Complexity for superconformal primaries from BCH techniques
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Abstract: We extend existing results for the Nielsen complexity of scalar primaries and spinning primaries in four dimensions by including supersymmetry. Specifically, we study the Nielsen complexity of circuits that transform a superconformal primary with definite scaling dimension, spin and R-charge by means of continuous unitary gates from the $\mathfrak{su}(2,2|\mathcal{N})$ group. Our analysis makes profitable use of Baker-Campbell-Hausdorff formulas including a special class of BCH formulas we conjecture and motivate. With this approach we are able to determine the super-Kähler potential characterizing the circuit complexity geometry and obtain explicit expressions in the case of $\mathcal{N} = 1$ and $\mathcal{N} = 2$ supersymmetry.
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The key objective of quantum computational complexity is to quantify how hard it is to obtain a desired target state from a (typically simple) reference state by acting with a set of allowed (or accessible) unitary operations. Much of the nomenclature present in these studies owe their origin to quantum computing where the unitary operators play the role of quantum gates and the reference and target state the input and output state of quantum circuits. Quantum computational complexity has received significant recent attention within high energy physics due to its link with black hole geometry [1, 2] through the AdS/CFT correspondence [3]. To be more precise, complexity is related to the growth of black hole interiors and the response of complexity to perturbations can be related to the response of the black hole interior to perturbations [4–9].

Due to this connection to black holes within the AdS/CFT correspondence it is clearly important to study complexity in the context of conformal field theories. It has been shown, for free and weakly coupled quantum field theories, that complexity becomes the length of the shortest geodesic in the space of circuits [10–23], leading to a deep connection between
geometry and complexity [24, 25]. The presence of an enhanced symmetry in two dimensions has also lead to substantial results for the complexity of two-dimensional conformal field theories [26–30]. See also [31–33], where complexity was studied in the context of warped conformal field theories.

It is also important to consider higher-dimensional cases to make contact with holographic theories in higher dimensions. The paper [34] has outlined a general approach for tackling this problem in \( d \) dimensions. The key idea, built on the formalism of Nielsen [35–37], is to focus on a continuous notion of complexity, where a unitary gate may be constructed to be any group element of the \( d \)-dimensional conformal algebra. The question of finding the computationally most efficient circuit connecting a reference and target state is then replaced by the question of finding the minimal geodesic connecting points on the manifold of quantum rays.

The restriction to the conformal symmetry group is a special choice, but one that comes with advantages. The computational cost of synthesising a desired target state depends on the choice of cost function that penalises the use of certain unitary gates. This choice is not unique. However, when restricting to the conformal symmetry group and assuming all symmetry transformations to be equally easy to perform, the choice of cost function is fixed up to global choice of units [38]. This will also be the case for the symmetry groups that we consider and thus, by making this choice, we avoid the arbitrariness of the choice of cost function. Following this approach, [34] determined the computational complexity for a scalar primary reference and target states in general dimensions. In [39] the computational complexity for spinning primaries was studied, with explicit results in three and four dimensions. These works focused on the computation of the Fubini-Study metric, defined on the manifold of quantum rays, as cost function for computational complexity.

There is a further extension of the symmetry group that is relevant to the study of holography namely the inclusion of supersymmetry. In this paper we will build on the work of [34, 39] to consider the computational complexity of states in representations of the superconformal algebra. We will find it useful to compute the (super)-Kähler potential from the unnormalised overlaps of (super)-coherent states, following one of the approaches employed in [39]. The (super)-coherent state overlap is precisely the expectation value of a group element w.r.t. the reference state. The group elements can be manipulated by means of Baker-Campbell-Hausdorff formulae to obtain an explicit expression for the overlap. To this end we conjecture a rather general BCH formula that reproduces several known results and that we have checked to high perturbative order. For its application in this paper, manipulating exponentials of supercharge and conformal supercharge this formula is exact, owing to the presence of Grassmann variables. This mathematical tool allows us to compute the (super)-coherent state overlap analytically for the \( \mathcal{N} = 1 \) and \( \mathcal{N} = 2 \) superconformal group in four dimensions. With some modification it should also be applicable to superconformal theories in higher dimension and with additional supercharges.

The paper is structured as follows. We begin with a brief overview of circuit complexity, the FS metric and the circuits that we will be studying in section 2.1. We then introduce the BCH formulae that are used to perform the computation including the conjectured formula and checks that we have performed in section 3. The BCH formulae are implemented in the
derivation of the super-Kähler potentials for the $\mathcal{N} = 1$ and $\mathcal{N} = 2$ superconformal group in four dimensions in section 4. We add some comments on how they may be applied in cases involving higher dimensions and additional supercharges. We conclude with a discussion of the presented results and future directions in section 5.

2 Background

2.1 Circuit complexity

The aim of quantum computational complexity is to quantify how difficult it is to obtain a desired target state from a specified reference state, by applying some set of allowed unitary operations. The Nielsen approach [35–37] considers the set of allowed unitary operations to be any element of some group $U \in G$. The accessible target states are those that are related to the reference state by some unitary operation

$$|\psi(\sigma)\rangle = U(\sigma)|\psi_0\rangle. \quad (2.1)$$

In the above the chosen reference state is $|\psi_0\rangle$ and $\sigma$ is the circuit parameter which is usually taken to run from 0 to 1.

The collection of accessible target states may thus be associated with the corresponding elements of the group $G$. By defining a metric on the manifold of states one can quantify the computational complexity as distances on the manifold. Specifically, the complexity is defined as the minimal geodesic length connecting the points corresponding to the reference and target state on the manifold. As metric we follow the choice of [34, 39] namely the Fubini-Study metric

$$ds^2 = (\langle \psi_0 | dU^\dagger dU | \psi_0 \rangle - \langle \psi_0 | dU^\dagger U | \psi_0 \rangle \langle \psi_0 | U^\dagger dU | \psi_0 \rangle). \quad (2.2)$$

With this choice the distance between states differing by an overall phase is zero so that they should be identified with the same point on the manifold. It is for this reason that the stability subgroup of $G$ should be highlighted. This is the set of group elements $H \in G$ acting as

$$U_h |\psi_0\rangle = e^{i\phi_h} |\psi_0\rangle \quad (2.3)$$
on the chosen reference state. The set of unitary transformations is thus more accurately described by elements of $G/H$. Indeed, the target states we have in mind are in fact generalized coherent states [40] and there is a one-to-one correspondence between points of the manifold of quantum rays and group elements of $G/H$.

The coherent states (or equivalently the group elements of $G/H$) are labeled by some set of parameters $s \in (s_1, s_2, \cdots, s_n)$. The FS-metric (2.2) may be computed directly [41] from the state overlap

$$ds^2 = g_{ij} ds^i ds^j$$

$$g_{ij} = \partial_i \partial_j \log |\langle s | s' \rangle|_{s'=s} \quad (2.4)$$
Note that any normalisation factor for the state does not contribute. A special case arises when the (unnormalised) states are parameterised holomorphically by a set of complex coordinates \( z = (z_1, z_2, \cdots, z_m) \). In this case the logarithm of the coherent state overlap is a K"ahler potential \[ K = \frac{1}{2} \partial_a \partial_b (z | z), \] (2.5)

where \( \partial_a = \frac{\partial}{\partial z_a} \) and \( \partial_a = \frac{\partial}{\partial \bar{z}_a} \). In [34, 39] a K"ahler potential was obtained in the cases where a highest or lowest weight reference state was considered. This is a consequence of the fact that, for a highest or lowest weight states, either the up- or down-ladder operator is part of the stability subgroup (2.3). Since we are considering unitary actions, holomorphic and anti-holomorphic coordinates are paired with the up and down-ladder operators respectively. The highest or lowest weight states may thus be parameterised holomorphically and the result (2.5) applies.

In our analysis we will obtain a super-K"ahler structure for the complexity manifold, very much in line with the discussion above. We stress that this K"ahler structure is not due the presence of supersymmetry (or even conformal symmetry), but purely due to the choice of reference state.

### 2.2 SO(2, 4) circuits

Our focus throughout this paper will be on the Euclidean super-conformal group in four dimensions, which is relevant to the AdS/CFT correspondence. Before describing our circuits we review here some relevant results for the complexity of conformal primaries in four dimensions. This discussion will motivate why investigating super-conformal primaries is both an interesting and important generalization of these results.

The general framework for computing the complexity of conformal primaries was given in [34], built on the Nielsen approach to circuit complexity described in the previous subsection. The authors consider as reference state a primary state with definite scaling dimension and zero spin. Due to this choice the only \( \text{SO}(d, 2) \) generators that transform the reference state non-trivially are translations. The circuits may thus be brought into the form

\[
|\alpha\rangle = N e^{i\alpha \cdot P} |\Delta\rangle
\]

(2.6)

where \( D |\Delta\rangle = \Delta |\Delta\rangle \), \( L_{\mu\nu} |\Delta\rangle = K_\sigma |\Delta\rangle = 0 \) and \( N \) is a normalisation factor. This choice of spinless, lowest scaling dimension reference state implies that the Fubini-Study metric is sourced by a K"ahler potential. This is given by

\[
K(\alpha, \alpha^*) = -\Delta \log (1 - 2\alpha \cdot \alpha^* + (\alpha \cdot \alpha)(\alpha^* \cdot \alpha^*))
\]

giving rise to a metric of constant scalar curvature where all sectional curvatures are negative. As such, the manifold of target states possesses no conjugate points, characterized by the confluence of geodesics. Conjugate points are important for the circuits of holographic complexity. Their absence may be addressed by generalizing the setup, by including additional generators in the symmetry group and / or considering more general reference states.
The relevance of conjugate points in holography is as follows. For short enough times one expects the time evolution trajectory to follow a geodesic, thus giving rise to a linear growth in complexity. However, at late times the expectation is that complexity should saturate \[2\]. The saturation of complexity is related to the appearance of conjugate points on the manifold of quantum states \[43\]. Thus, conjugate points are an important feature of circuits that describe holographic complexity.

The states (2.6) involve only non-compact generators and thus the absence of conjugate points may be anticipated. In contrast, \(SO(d, 2)\) circuits of spinning primaries, as studied in \[39\], involve both compact and non-compact generators. Due to the presence of the compact generators it is possible that conjugate points may appear on the manifold of target states. Though this analysis has not been performed, the authors of \[39\] outline the computation needed in order to determine this. Briefly, it requires the existence of non-vanishing Jacobi fields \[44\] along geodesic evolution.

However, even if some geodesics give rise to the existence of Jacobi fields, it does not guarantee it for the geodesic time-evolution of an arbitrary reference state on the manifold. The underlying reason is, as before, the non-compact generators of translation. The manifold of target states is populated by infinite tower of descendents obtained from the primary reference state. The resulting manifold is thus non-compact and the appearance of conjugate points along all geodesic directions unlikely.

The absence of conjugate points may be remedied by increasing the number of accessible gates in the Nielsen approach. The intuitive reason for this is that additional gates may increase the number of ways in which a target state may be obtained. There is reason to expect that supersymmetry generators may give rise to the proliferation of conjugate point, at least in the context of short multiplets. This is because the tower of descendents is finite thus giving rise to a compact manifold of target states. For this reason, studying the complexity manifolds for the superconformal group is both an interesting mathematical endeavor and an important generalisation for the purposes of understanding the role of complexity in holographic theories.

### 2.3 Euclidean conformal group circuits

The unitary operators we will be considering will be taken from the superconformal group in four dimensions, \(su(2|N)\). The generators, their algebra and hermiticity properties are unpacked in appendix A. The unitary operators we will be considering are of the form

\[
U = e^{\tilde{\alpha}\dot{\alpha}p_{\dot{\alpha}}\alpha q_{\alpha}Q_{\alpha}e^{\tilde{\alpha}\dot{\alpha}\alpha}K_{\alpha}e^{\dot{\alpha}\dot{\alpha}i}S_{\alpha}e^{\dot{\alpha}\dot{\alpha}i}\bar{S}_{\alpha}e^{dD_{\alpha}e^{\dot{\alpha}\dot{\alpha}i}}R_{i}R_{j} \tag{2.7}
\]

where \(q_{\dot{\alpha}}, \bar{q}_{\dot{\alpha}}, s_{\dot{\alpha}}\) and \(\bar{s}_{\dot{\alpha}}\) are complex Grassmann variables and the other coefficients appearing inside the exponentials are complex variables. We have made use of spinor indices that allow for a compact writing of the commutation relations, see appendix A. The Greek indices such as \(\alpha\) take values \(\alpha = 1, 2\), the dotted Greek indices \(\dot{\alpha} = \dot{1}, \dot{2}\) while the Latin indices take values \(i = 1, 2, \cdots N\). Repeated indices in super- and subscript are summed, a convention we will keep throughout. Not all the variables appearing in the parameterisation (2.7) are independent as some are determined by the unitary condition

\[
U^\dagger U = I \tag{2.8}
\]
We still need to specify how the reference state transforms under the action of the $R$-charge which we will do on a case-by-case basis. Schematically, our reference state is thus will be a conformal primary of scaling dimension \( \Delta \) and highest weight spins \( h, \bar{h} \) i.e.

\[
\begin{align*}
D|\psi_0\rangle &= \Delta|\psi_0\rangle \\
K^{\alpha\bar{\alpha}}|\psi_0\rangle &= 0 \\
S_i^\alpha|\psi_0\rangle &= 0 \\
\bar{S}^{\dot{i}\bar{\alpha}}|\psi_0\rangle &= 0 \\
L_2^2|\psi_0\rangle &= \bar{h}|\psi_0\rangle \\
\bar{L}_2^{-1}|\psi_0\rangle &= 0 \\
\hat{L}_1^1|\psi_0\rangle &= \bar{h}|\psi_0\rangle \\
\hat{\bar{L}}_1^{-1}|\psi_0\rangle &= 0
\end{align*}
\] (2.9)

In addition to this we need to specify how the state transforms under the $R$-charge generators which we will do on a case-by-case basis. Schematically, our reference state is thus

\[
|\psi_0\rangle = |\Delta; h, \bar{h}; \{ R \}\rangle
\] (2.10)

Up to an overall normalisation constant the target state becomes

\[
|\psi_f(\sigma)\rangle = N e^{R^\alpha}_{\alpha\dot{\alpha}} e^{\dot{\alpha}}_{\alpha} e^{\dot{\gamma}\dot{\alpha}}_{\alpha} e^{\gamma\alpha}_{\dot{\alpha}} e^L_{12} e^{2L}_{1} e^{2L}_{2} e^{L}_{12} e^{R}_{j}|\psi_0\rangle
\] (2.11)

We still need to specify how the reference state transforms under the action of the R-charge generators. For \( \mathcal{N} = 1, 2 \) we will still make a choice that simplifies the circuit the most. Note that, if there is no supersymmetry present, the final state takes the form as studied in [39]. The states (2.11) are generalised super-coherent states [45] of \( \mathfrak{su}(2,2|\mathcal{N}) \).

We require a generalisation of the Fubini-Study metric to include the complex Grassmann-valued variables alongside the complex real variables. The resulting expression is a natural extension of (2.4) to a superspace metric [46]. As before the complexity is given by computing the minimal geodesic. Our computational steps are as follows: we start by computing the super-coherent state overlap

\[
\langle \psi_f(\sigma)|\psi_f(\sigma)\rangle = \langle \psi_0|e^{R^\alpha}_{\alpha\dot{\alpha}} e^{\dot{\alpha}}_{\alpha} e^{\dot{\gamma}\dot{\alpha}}_{\alpha} e^{\gamma\alpha}_{\dot{\alpha}} e^L_{12} e^{2L}_{1} e^{2L}_{2} e^{L}_{12} e^{R}_{j}|\psi_0\rangle
\] (2.12)
To obtain the above we have made use of the conjugation relations (A.4), (A.5). Note that the coefficients above are related as

\[ k_{\alpha\alpha} = \left( p^{\alpha\alpha} \right)^* ; \quad s_i^{\alpha} = \left( q_i^{\alpha} \right)^* ; \quad \bar{s}_i^{\alpha} = \left( \bar{q}_i^{\alpha} \right)^* ; \quad l_2^2 = \left( l_1^2 \right)^* ; \quad \bar{l}_i^2 = \left( \bar{l}_i^2 \right)^* \]

Since we will be making use of the highest weight representation reference state, the resulting super-coherent states will be parameterised holomorphically. The logarithm of the super-coherent state overlap is, in fact, a super Kähler potential [47] and the metric is given by taking appropriate derivatives

\[ ds^2 = \left( \sum_j dz_j \partial z_j + \sum_{\beta} d\theta_{\beta} \partial \theta_{\beta} \right) \left( \sum_i dz_i^* \partial z_i^* + \sum_{\alpha} d\theta_{\alpha}^* \partial \theta_{\alpha}^* \right) \log \left( \langle \psi_f(\sigma) | \psi_f(\sigma) \rangle \right) \]  

(2.13)

w.r.t. the complex real and complex Grassmann variables.

For the purpose of this paper our focus will be on computing the super-Kähler potential. Its form fully determines the resulting geometry which in turn determines the geodesic lengths that capture the computational complexity. We leave a detailed study of these geometries to future work.

3 BCH formulae

The super-coherent state overlap may be computed in a variety of ways, but we have found the use of Baker-Campbell-Hausdorff formulas to “swap” exponentials of generators to be a powerful and efficient way to perform the computation. This approach is also used in [39] to compute the complexity for spinning primaries. The expressions we have in mind start as the product of two exponentials

\[ e^A e^B \]

where \( A \) annihilates reference state ket and \( B \) the reference state bra. The “swap” then involves writing the above in the form

\[ e^A e^B = e^{B'} e^C e^{A'} \]  

(3.1)

where \( A' (B') \) annihilates the ket (bra). The “swap” is thus an exchange of operators annihilating the ket (bra) from the left (right) to the right (left) of the product of exponentials.

With this aim in mind, we now present the following special class of BCH formulas that, as far as we are aware, is a new mathematical result. Our starting point is the following definitions of commutators

\[ C_{n+1} = [[A, C_n], B] \]  

(3.2)

\[ C_1 = [A, B] \]

\[ A_{n+1} = [A_1, C_n] \]

\[ B_{n+1} = [C_n, B_1] \]

where \( A_1 = A \) and \( B_1 = B \). It immediately follows that

\[ C_{n+1} = [A_n, B] \]  

(3.3)
The key assumptions for this special class of BCH formulas are

\[ [A_i, A_j] = 0 \]
\[ [B_i, B_j] = 0 \]
\[ [C_i, C_j] = 0 \] \hspace{1cm} (3.4)

for all \(i, j\). Using these conditions, the definitions and the Jacobi identity we derive

\[ [A_i, C_j] = A_{i+j} \]
\[ [C_j, B_i] = B_{i+j} \]
\[ [A_i, B_j] = C_{i+j-1} \] \hspace{1cm} (3.5)

This represents a dramatic simplification of the commutator structure that arises from swapping powers of \(A\) and \(B\). In this special case we find that the following identity holds

\[
e^{A+B} = \prod_{j=1}^{\infty} e^{(\frac{1}{2})^{j-1}B_j} \prod_{j=1}^{\infty} e^{(\frac{1}{2})^{j-1}C_j} \prod_{j=1}^{\infty} e^{(\frac{1}{2})^{j-1}A_j}
= e^{\sum_{j=1}^{\infty} (\frac{1}{2})^{j-1}B_j} e^{\sum_{j=1}^{\infty} (\frac{1}{2})^{j-1}C_j} e^{\sum_{j=1}^{\infty} (\frac{1}{2})^{j-1}A_j}\] \hspace{1cm} (3.6)

One can verify the above term by term and this has been checked up to fifteenth order using a Mathematica code. To perform this check, note that the operators \(B_j\) contribute \(j\) factors of \(B\) and \(j-1\) factors of \(A\) and vice versa for \(A_j\). The factors \(C_j\) contribute \(j\) factors of \(A\) as well as \(j\) factors of \(B\).

A simple but instructive example of how to use this general formula to obtain specific BCH formulas is given in appendix C. Once obtained, formulas may be verified using matrix representations or expanded order by order. In the upcoming computations we will make use of three BCH formulas that may be derived from (3.6). The first two are the swap rules for supercharges and conformal supercharges

\[ e^{s^a \beta \delta} e^{q^a \alpha} e^{C_q(s,q)} e^{C_d(s,q)D} e^{C_l(s,q)} = e^{(C_q(s,q))_a^a e^{(C_d(s,q))_a^a L^\alpha} e^{(C_l(s,q))_a^a R^\alpha}} e^{C_q(s,q)} e^{C_d(s,q)D} e^{C_l(s,q)} \]
\[ e^{s^a \beta \delta} e^{q^a \alpha} = e^{(C_q(s,q))_a^a e^{C_d(s,q)D} e^{(C_l(s,q))_a^a R^\alpha}} e^{C_q(s,q)} e^{C_d(s,q)D} e^{C_l(s,q)} \]

where

\[
(C_q(s,q))_a^a = 2 \frac{-K_- - K_+}{(2 - K_-)(2 - K_+)} q_i^a + \frac{4}{(2 - K_-)(2 - K_+)} q_i^a q_j^a q_i^a q_j^a
\]
\[
(C_d(s,q))_\beta^\beta = 2 \frac{-K_- - K_+}{(2 - K_-)(2 - K_+)} s_\beta^\beta + \frac{4}{(2 - K_-)(2 - K_+)} q_k^a q_k^a s_\beta^\beta a s_j^j
\]
\[
C_d(s,q) = -\frac{1}{2} \log \left( \left( 1 - \frac{K_-}{2} \right) \left( 1 - \frac{K_+}{2} \right) \right)
\]
\[
(C_l(s,q))_\beta^\beta = 2 \left( \frac{K_+ \log \left( 1 - \frac{K_-}{2} \right)}{K_- (K_- - K_+)} - \frac{K_- \log \left( 1 - \frac{K_+}{2} \right)}{K_+ (K_+ - K_-)} \right) s_\beta^\beta q_i^a q_i^a q_j^a
\]
\[- 4 \left( \frac{\log \left( 1 - \frac{K_-}{2} \right)}{K_- (K_- - K_+)} - \frac{\log \left( 1 - \frac{K_+}{2} \right)}{K_+ (K_+ - K_-)} \right) s_\beta^\beta q_i^a q_i^a q_j^a
\]
At first glance the functions of Grassmann variables may seem problematic due to their anti-commuting nature. However, note that, where they appear in functions above, the Grassmann-valued variables always appear in pairs as \( s^i _\beta q^\beta _j \) and \( \bar{s}^i _\beta \bar{q}^\beta _j \). When expanding using these paired-up variables the series expansion can be done without ordering ambiguities appearing. A useful feature of the above is that, due to the Grassmann-valued variables, the series expansions of (3.7), (3.8) terminate at some finite order, allowing us to verify the swap rules explicitly.

In deriving the above rules we have worked in four dimensions so that \( \alpha = 1, 2 \) and \( \dot{\alpha} = 1, \dot{2} \) but we have not assumed any particular value of \( N \). Indeed, the swap rules (3.7), (3.8) are valid provided that the number of Greek indices are 2 or the number of Latin indices are 2. The intuitive way to understand this is that, since all indices appearing
in the expressions are contracted, one may introduce intermediate variables where the Latin or Greek indices are contracted. These intermediate variables may be packaged into matrices. The matrix indices also need to be fully contracted so that the relevant quantities are thus traces of products of these matrices. The trace of a $2 \times 2$ matrix raised to an arbitrary power may be written as a function of the trace of the matrix and the trace of the matrix squared. Thus only two fully contracted variables, namely the trace of the matrix and the trace of the matrix squared, appear in the expressions — these are closely related to the functions $K_+, K_-$ that appear above.

In four dimensions the exponentials in (3.7), (3.8) involving the rotation operators can be decomposed further using SU(2) BCH formulas. These give

$$
\exp \left\{ (C_l^j)^\alpha_{\beta} L^\beta_{\alpha} \right\} = \exp \left\{ \frac{s_l^j q_j^1}{1-s_l^j q_j^1} L^1_1 \right\} \exp \left\{ \log \left( \frac{(s_l^j q_j^1 - 1)^2}{1-(s_l^j q_j^1)^2 + s_l^j q_j^1 s_l^j q_j^2 - s_l^j q_j^1 s_l^j q_j^2} \right) L^2_2 \right\} \exp \left\{ \frac{s_l^j q_j^2}{1-s_l^j q_j^2} L^1_1 \right\} \exp \left\{ \frac{s_l^j q_j^1}{1-s_l^j q_j^1} L^2_2 \right\}
$$

The third swap rule we will use (which may also be derived from (3.6)) involves the exponentials for $P$ and $K$. This rule has been derived and used in [39] for general dimensions and provides a good test for the conjecture (3.6). We restate it here for the four-dimensional example in terms of spinor indices

$$
e^{k_{\alpha} K^\alpha} e^{\rho_{\alpha} P_{\alpha}} = e^{j_{\alpha} P_{\alpha}} \epsilon^{d D} \chi^2_1 L^1_1 \chi^2_0 L^1_1 \epsilon^{L^2_1 L^2_1} \epsilon^{\lambda_0 L^1_2} \epsilon^{\lambda_2 L^2_1} e^{k'_{\alpha} K'^\alpha} \quad (3.9)
$$

where

$$
p^{\rho_{\alpha}} = \frac{4 p^{\rho_{\alpha}} k_{\bar{\beta} \bar{\alpha}} p^{\bar{\beta}} - 4 p^{\bar{\beta}} k_{\bar{\beta} \bar{\alpha}} p^{\rho_{\alpha}} + p^{\rho_{\alpha}}}{1 - 4 p^{\rho_{\alpha}} k_{\bar{\beta} \bar{\alpha}} + 8 \left( p^{\rho_{\alpha}} k_{\bar{\beta} \bar{\alpha}} \right)^2 - 8 p^{\rho_{\alpha}} k_{\bar{\beta} \bar{\alpha}} p^{\gamma} k_{\gamma \bar{\beta}}},
$$

$$
d = - \log \left( 1 - 4 p^{\rho_{\alpha}} k_{\bar{\beta} \bar{\alpha}} + 8 \left( p^{\rho_{\alpha}} k_{\bar{\beta} \bar{\alpha}} \right)^2 - 8 p^{\rho_{\alpha}} k_{\bar{\beta} \bar{\alpha}} p^{\gamma} k_{\gamma \bar{\beta}} \right),
$$

$$
\lambda^2_1 = \frac{4 k_{1 \beta} p^{\bar{\beta} 1}}{1 - 4 k_{1 \beta} p^{\bar{\beta} 1}},
$$

$$
\lambda^2_2 = \frac{4 k_{2 \beta} p^{\bar{\beta} 1}}{1 - 4 k_{1 \beta} p^{\bar{\beta} 1}},
$$

$$
\lambda_0 = 2 \log \left( \frac{1 - 4 k_{1 \beta} p^{\bar{\beta} 1}}{\sqrt{1 - 4 p^{\rho_{\alpha}} k_{\bar{\beta} \bar{\alpha}} + 8 \left( p^{\rho_{\alpha}} k_{\bar{\beta} \bar{\alpha}} \right)^2 - 8 p^{\rho_{\alpha}} k_{\bar{\beta} \bar{\alpha}} p^{\gamma} k_{\gamma \bar{\beta}}} \right).
$$
\[
\hat{\lambda}_2^1 = \frac{4p^{1\alpha}k_{\alpha 2}}{1 - 4p^{2\alpha}k_{\alpha 2}} \\
\hat{\lambda}_2^2 = \frac{4p^{2\alpha}k_{\alpha 1}}{1 - 4p^{2\alpha}k_{\alpha 2}} \\
\hat{\lambda}_0 = 2 \log \left( \frac{1}{\sqrt{1 - 4p^{\hat{\beta}\tilde{\beta}}k_{\hat{\beta}\tilde{\beta}}} + 8 \left( p^{\hat{\beta}\bar{\beta}}k_{\hat{\beta}\bar{\beta}} \right)^2} - 8p^{\hat{\beta}\bar{\beta}}k_{\hat{\beta}\bar{\beta}}p^{\gamma\gamma}k_{\gamma\bar{\beta}} \right) \\
k'_{\alpha\bar{\alpha}} = \frac{4k_{\alpha\bar{\beta}}p^{\hat{\beta}\bar{\beta}}k_{\hat{\beta}\bar{\beta}} - 4k_{\bar{\beta}\beta}p^{\bar{\beta}\beta}k_{\beta\beta} + k_{\alpha\bar{\alpha}}}{1 - 4p^{\hat{\beta}\bar{\beta}}k_{\hat{\beta}\bar{\beta}}} \\
\text{(3.10)}
\]

Note that the factor
\[
1 - 4p^{\hat{\beta}\bar{\beta}}k_{\hat{\beta}\bar{\beta}} + 8 \left( p^{\hat{\beta}\bar{\beta}}k_{\hat{\beta}\bar{\beta}} \right)^2 - 8p^{\hat{\beta}\bar{\beta}}k_{\hat{\beta}\bar{\beta}}p^{\gamma\gamma}k_{\gamma\bar{\beta}}
\]

appears in many of the expressions above. The first is useful for recasting the variables as traces of matrices while the second and third have contracted the dotted and undotted Greek indices respectively. Factors with this structure will appear frequently in our expressions and we will change between these equivalent ways of rewriting them for aesthetic reasons.

The mapping from the Lorentz-indexed variables used in [39] to the spinor-indexed variables used here is
\[
\{\alpha_1, \alpha_2, \alpha_3, \alpha_4\} = \{p^{1\gamma} + p^{2\gamma}, -i \left( p^{12} + p^{21} \right), p^{12} - p^{21}, -i \left( p^{1\gamma} - p^{2\gamma}\right)\}
\]
\[
\{\alpha^*_{1}, \alpha^*_{2}, \alpha^*_{3}, \alpha^*_{4}\} = \{k_{11} + k_{22}, i(k_{21} + k_{12}), k_{21} - k_{12}, i(k_{11} - k_{22})\}
\text{(3.11)}
\]

and, in particular, we have
\[
1 - 2\alpha \cdot \alpha^* + (\alpha \cdot \alpha)(\alpha^* \cdot \alpha^*) = 1 - 4p^{\hat{\beta}\bar{\beta}}k_{\hat{\beta}\bar{\beta}} + 8 \left( p^{\hat{\beta}\bar{\beta}}k_{\hat{\beta}\bar{\beta}} \right)^2 - 8p^{\hat{\beta}\bar{\beta}}k_{\hat{\beta}\bar{\beta}}p^{\gamma\gamma}k_{\gamma\bar{\beta}}
\]
\[
\delta^\beta_\alpha - \alpha^*_{\nu} \alpha_{\mu} (\sigma^\mu)_{\beta \gamma} (\sigma^\nu)_{\bar{\beta} \bar{\gamma}} = \left( 1 - 4k_{2\beta}p^{2\bar{\gamma}} \right) \delta^\beta_1 \delta^\gamma_1 + \left( 1 - 4k_{1\bar{\beta}}p^{1\gamma} \right) \delta^\gamma_2 \delta^\beta_2
\]
\[+ 4k_{2\bar{\beta}}p^{2\bar{\gamma}} \delta^\gamma_1 \delta^\beta_1 + 4k_{1\beta}p^{1\gamma} \delta^\gamma_2 \delta^\beta_2
\text{(3.12)}
\]

In our computations we supplement the swap rules (3.7), (3.8), (3.9) with the well-known formulas
\[
e^Ae^B = e^{B+[A,B]}e^A \quad \text{if} \quad [A, [A, B]] = 0
\]
\[
e^Ae^B = e^{e^{[A,B]}B}e^A \quad \text{if} \quad [A, B] = kB
\]
as well as decomposition formulas for SU(2).
4 Results

We are now in a position to compute the overlaps and resulting super-Kähler potential. As detailed in appendix B significant pieces of the state overlap can be computed without needing to specify the value for $N$. Specifically, the parts depending on the spins $h, \hat{h}$ can be extracted in full detail. The intermediate result is stated in (B.3). In order to proceed from this point we need to specify the transformation properties of the reference state under the R-charge transformations. This allows us to compute the $\Delta$ and $R$-charge dependent expectation value in (B.3). Note that this expectation value is taken w.r.t. the state $|\psi'\rangle$ which carries the same scaling dimension and $R$-charge as $|\psi_0\rangle$ but is spinless.

4.1 No supersymmetry ($N = 0$)

We begin with the case where there is no supersymmetry. This is a known result from [39] and serves as a good check that our expressions are correct. When the reference state is the highest weight state $\psi_0 = |\Delta; h, h; \hat{h}, \hat{h}\rangle$ we may proceed directly from (B.3) for which

$$\langle \psi_0 | e^{iL_2^1} e^{iL_2^1} e^{k_{\alpha \beta} P_{\alpha \beta}} e^{P_{\alpha \beta} P_{\alpha \beta}} e^{L_2^1 L_2^1} e^{L_2^1 L_2^1} | \psi_0 \rangle$$

This substitution as well as dropping the supercharge dependence, yields

$$\langle \psi_0 | e^{iL_2^1} e^{iL_2^1} e^{k_{\alpha \beta} P_{\alpha \beta}} e^{P_{\alpha \beta} P_{\alpha \beta}} e^{L_2^1 L_2^1} e^{L_2^1 L_2^1} | \psi_0 \rangle = \left(1 - 4k_{1,3} p_{\beta 1} \right) \left(1 - 4k_{2,3} p_{\beta 2} \right) - 16k_{1,3} p_{\beta 2} k_{2,3} p_{\beta 1}$$

This expression matches precisely the one obtained in [39] after mapping the Lorentz-indexed variables to the spinor-indexed variables. In the spinor basis a nice structure of the overlap is apparent — all the dotted and undotted indices appear in pairs e.g. the number of 1 subscript indices is equal to the number of 1 superscript indices. We also note that the diagonal entries of $p^\alpha_{\gamma} k_{\beta \gamma}$ and $k_{\beta \gamma} p_{\gamma \alpha}$ appear with an additional factor as compared to the off-diagonal entries.
The Kähler potential is given by the logarithm of the overlap. Where the overlap has product structure with powers involving the scaling dimension and spin, the Kähler potential has a sum structure with the coefficient in front of the terms featuring the scaling dimension and spin.

4.2 $\mathcal{N} = 1$ supersymmetry

For $\mathcal{N} = 1$ there is a single $R$-charge, namely $R^1$. In our expressions we also suppress the Latin index, since this always assumes the value of $i = 1$. The reference state may be chosen so that, in addition to the conditions (2.9), it satisfies

$$R^1|\psi_0\rangle = R|\psi_0\rangle$$

(4.2)

The generator $R^1$ forms part of the stability subgroup. Explicitly, the reference state is given by

$$|\psi_0\rangle = |\Delta; h, h, h; R\rangle$$

(4.3)

The coefficients appearing in the expansion formulas (3.7) and (3.8) may be written in the compact form

$$(C_q(s, q))_\alpha\bar{Q}_\alpha = (1 - s \cdot q) Q \cdot Q$$

$$C_r(s, q) = \log \left( (1 - s_l q^1) \left( 1 - s_2 q^2 \right) - s_1 q^2 s_2 q^1 \right) = -\log (1 + s \cdot q)$$

$$C_d(s, q) = -\frac{1}{2} C_r(s, q)$$

$$(C_s(s, q))_\alpha S_\alpha = (1 - s \cdot q) s \cdot S$$

(4.4)

The expressions above should be thought of as expanded to first order in the Grassmann variables. We find that the functions quoted above give rise to more compact expressions, however.

To compute the super-Kähler potential we need to follow on from the general expression (B.3). For $\mathcal{N} = 1$ this gives

$$\langle \psi'| e^{R^1s_a R^3j_a R^1} e^{\Delta C_d(s, 2p + s)} D e^{(s, q')^\dagger} e^{(s', q')^\dagger} e^{C_r(s, q')^\dagger} e^{C_s(s, q')^\dagger} e^{C_s(s', q')^\dagger} e^{R^1j_a R^3 s_a} |\psi\rangle$$

$$= \langle \psi'| e^{R^1s_a R^3j_a} e^{C_r(s, q')^\dagger} e^{C_s(s', q')^\dagger} e^{R^1j_a R^3 s_a} |\psi\rangle$$

$$= \langle \psi'| e^{R^1s_a R^3j_a} e^{(1 + s \cdot q')(q')^\dagger Q_{\alpha} |\psi\rangle} e^{(C_r(s, q')^\dagger + C_r(s', q')^\dagger)(R + \frac{\Delta}{2})} e^{C_d(s, q')^\dagger}$$
After simplifying this result a bit we find the expectation value

\[
\langle \psi_0 | e^{\tilde{R}L_2^1} e^{2L_1^2} e^{\tilde{s}_{\alpha} S_{\alpha}} e^{s_{\alpha} S^\alpha} e^{\kappa_{\alpha \alpha} K_{\alpha \alpha}} e^{\varphi_{\alpha \alpha} P_{\alpha \alpha}} e^{Q_{\alpha} Q_{\alpha}} e^{Q_{\alpha \alpha} Q_{\alpha \alpha}} e^{2L_2^1} e^{\tilde{R}L_1^2} e^{\tilde{R}L_1^1} | \psi_0 \rangle
\]

\[
= \left( 1 - 4k_{1 \beta} \bar{p}^{\beta_1} - s_1 q^1 \right) \left( 1 - 4k_{2 \beta} \bar{p}^{\beta_2} - s_2 q^2 \right) - \left( 4k_{1 \beta} \bar{p}^{\beta_2} + s_1 q^2 \right) \left( 4k_{2 \beta} \bar{p}^{\beta_1} + s_2 q^1 \right)^{-\Delta} \times
\]

\[
\left( 1 - 4k_{1 \beta} \bar{p}^{\beta_1} - s_1 q^1 \right) + \frac{1}{2} \left( 4k_{2 \beta} \bar{p}^{\beta_2} + s_1 q^1 \right) + \frac{1}{2} \left( 4k_{2 \beta} \bar{p}^{\beta_2} - s_2 q^1 \right) + \frac{1}{2} \left( 4k_{1 \beta} \bar{p}^{\beta_2} - s_2 q^2 \right) \times
\]

\[
\left( 1 - 4q^{\beta_1} \bar{k}_{\beta_2} \bar{q}_2 - s_2 q^2 \right) + \frac{1}{2} \left( 4q^{\beta_1} \bar{k}_{\beta_2} \bar{q}_2 \right) + \frac{1}{2} \left( 4q^{\beta_2} \bar{k}_{\beta_2} \bar{q}_1 \right) + \frac{1}{2} \left( 4q^{\beta_2} \bar{k}_{\beta_2} \bar{q}_2 \right)
\]

\[
\left( 1 - 4k_{1 \beta} \bar{p}^{\beta_1} - s_1 q^1 \right) \left( 1 - 4k_{2 \beta} \bar{p}^{\beta_2} - s_2 q^2 \right) - \left( 4k_{1 \beta} \bar{p}^{\beta_2} + s_1 q^2 \right) \left( 4k_{2 \beta} \bar{p}^{\beta_1} + s_2 q^1 \right)^{-\Delta} \times
\]

\[
\left( 1 - 4q^{\beta_1} \bar{k}_{\beta_1} \bar{q}_1 \right) \left( 1 - 4q^{\beta_2} \bar{k}_{\beta_2} - s_1 q^1 \right) - \left( 4q^{\beta_1} \bar{k}_{\beta_1} \bar{q}_1 \right) \left( 4q^{\beta_2} \bar{k}_{\beta_2} \bar{q}_2 \right)
\]

\[
\left( 1 - 4k_{1 \beta} \bar{p}^{\beta_1} - s_1 q^1 \right) \left( 1 - 4k_{2 \beta} \bar{p}^{\beta_2} - s_2 q^2 \right) - \left( 4k_{1 \beta} \bar{p}^{\beta_2} + s_1 q^2 \right) \left( 4k_{2 \beta} \bar{p}^{\beta_1} + s_2 q^1 \right)^{-\Delta} \times
\]

\[
\left( 1 - 4q^{\beta_1} \bar{k}_{\beta_1} \bar{q}_1 \right) \left( 1 - 4q^{\beta_2} \bar{k}_{\beta_2} - s_1 q^1 \right) - \left( 4q^{\beta_1} \bar{k}_{\beta_1} \bar{q}_1 \right) \left( 4q^{\beta_2} \bar{k}_{\beta_2} \bar{q}_2 \right)
\]

\[
\frac{\Delta}{2 + R} \left( 1 - 4q^{\beta_1} \bar{k}_{\beta_1} \bar{q}_1 \right) \left( 1 - 4q^{\beta_2} \bar{k}_{\beta_2} - s_1 q^1 \right) - \left( 4q^{\beta_1} \bar{k}_{\beta_1} \bar{q}_1 \right) \left( 4q^{\beta_2} \bar{k}_{\beta_2} \bar{q}_2 \right)
\]

\[
- 1
\]

\[(4.6)\]

where

\[
\tilde{k}_{\alpha \dot{\alpha}} = k_{\alpha \dot{\alpha}} - \frac{1}{2} s_{\alpha} \tilde{s}_{\dot{\alpha}}
\]

\[
\tilde{p}^{\dot{\alpha} \alpha} = p^{\dot{\alpha} \alpha} - \frac{1}{2} \tilde{q}^{\dot{\alpha}} q^{\alpha}
\]

Due to the Grassmann variables there are many equivalent ways to write (4.6). When compared to (4.1) we note that, in the spinor index notation, the same pattern observed therein persists—superscript and subscript indices, both the Greek, dotted Greek and Latin indices are balanced. If we set the Grassmann indices to zero we recover (4.1), as expected.

Note that, unlike in (4.1), the denominator in the \(h, \tilde{h}\) dependent pieces is different from the \(\Delta\)-dependent contribution on the first line due to the presence of the Grassmann numbers. The super-Kähler potential is given by the logarithm of the above overlap. As was the case for the non-supersymmetric potential the structure is a sum of terms with the coefficients in front featuring the various quantum numbers labelling the reference state.
An instructive limit of the overlap (4.6) is to consider the case $q_{i\alpha} \to 0$, $s_{i\alpha} \to 0$. In this case the overlap becomes

$$
\langle \psi_0 | e^{t_1 R_1} e^{t_2 R_2} e^{s_{i\alpha} K_{i\alpha}} e^{p_{\alpha\alpha} P_{\alpha\alpha}} e^{\beta_{\alpha\beta} P_{\beta\beta}} e^{\Delta_{\alpha\beta} Q_{\alpha\beta}} e^{t_1 P_1} e^{t_2 P_2} | \psi_0 \rangle
$$

$$
= \left( 1 - 4k_1p^{\beta 1} - s_1q^1 + i \frac{1}{2} \left( 4k_2p^{\beta 2} + s_1q^2 - s_2q^2 \right) \right) h \times
$$

$$
\left( 1 - 4p^{2\beta} k_{\beta 1} + i \frac{1}{2} \left( 4p^{2\beta} k_{\beta 2} + 1 - 4p^{1\beta} k_{\beta 1} \right) \right) h \times
$$

$$
\left( 1 - 4k_1p^{\beta 1} - s_1q^1 \right) \left( 1 - 4k_2p^{\beta 2} - s_2q^2 \right) - \left( 4k_1p^{\beta 1} + s_1q^1 \right) \left( 4k_2p^{\beta 2} + s_2q^2 \right)
$$

$$
\left( 1 - 4k_1p^{\beta 1} \right) \left( 1 - 4k_2p^{\beta 2} \right) - \left( 4k_1p^{\beta 1} \right) \left( 4k_2p^{\beta 2} \right)
$$

$$
+ \left( \Delta h - R \right) \left( 1 - 4k_2p^{\beta 2} \right) s_1q^1 + 4k_1p^{\beta 1} s_1q^2 + 4k_1p^{\beta 1} s_2q^1 + \left( 1 - 4k_1p^{\beta 1} \right) s_2q^2
$$

$$
\left( 1 - 4k_1p^{\beta 1} \right) \left( 1 - 4k_2p^{\beta 2} \right) - \left( 4k_1p^{\beta 1} \right) \left( 4k_2p^{\beta 2} \right)
$$

$$
\left( 1 - 4k_1p^{\beta 1} \right) \left( 1 - 4k_2p^{\beta 2} \right) - \left( 4k_1p^{\beta 1} \right) \left( 4k_2p^{\beta 2} \right)
$$

(4.8)

Though we have not unpacked the first factor in the last equality, the structure of the third factor is appealing. The factors we observe are precisely those in (3.12), related to the scalar and fermion two-point functions respectively. The zero'th order and second order terms in $q$ are bosonic, with the scaling dimension differing by 1. The first order term in $q$ is fermionic with the appropriate scaling dimension.

When considering the limit $q_i^a \to 0$, $s_i^a \to 0$ we find a very similar structure for the overlap in the barred Grassmann variables.

4.3 $\mathcal{N} = 2$ supersymmetry

In the case $\mathcal{N} = 2$ the R-charges form a U(2) [48]. The combination $r_I = \frac{1}{2} \left( R_1 + R_2 \right)$ commutes with all other combinations of R-charges. The reference state may be chosen as a simultaneous eigenvector of $r_I$ and $R_3 = \frac{1}{2} \left( R_2 - R_1 \right)$ and, in particular, it may be chosen to be a highest weight state

$$
r_I | \psi_0 \rangle = r | \psi_0 \rangle
$$

$$
R_3 | \psi_0 \rangle = R | \psi_0 \rangle
$$

$$
R_1^2 | \psi_0 \rangle = 0
$$

The stability subgroup of the reference state is thus spanned by $r_I$, $R_3$ and $R_1^2$ so that

$$
N e^{r_I R_3} e^{r_I R_1^2} | \psi_0 \rangle = e^{r_I R_1^2} | \psi_0 \rangle
$$

(4.9)
which means

\[ |\psi_0\rangle = |\Delta; h, h; \bar{h}, \bar{h}; R, R; r\rangle \]  

The \( R \)-charge exponentials in (3.7) and (3.8) may be further decomposed as

\[
e^{(C_r(s,q))^2 R^2_j} = e^{-\frac{s_1^2 s_2^2 s_3^2}{e^{1+i s_1 - i s_1}} R^2_1} \log \left( \frac{(1+i s_1 - i s_1)^2}{s_2^2 - R^2_1} \right) e^{-\frac{s_1^2 s_2^2 s_3^2}{e^{1+i s_1 - i s_1}} R^2_1} \times \]

\[
e^{-log\left(1 - s_1^2, q^2 - \frac{1}{4}(s_1^2 q^2)^2 - \frac{1}{2} s_1^2 q^2 s_3^2 - \frac{1}{2} s_3^2 q^2 \right) \frac{R^2_1 + R^2_2}{2}}
\]

This implies

\[
e^{(C_r(s,2p,s))^2 R^2_j} = e^{-\frac{2s_1^2 s_3^2 s_2^2}{e^{1+i s_1 - i s_1}} R^2_1} \log \left( \frac{(1+2s_1 p^2 s_1 + 2s_1 p^2 s_1 + 2s_1 p^2 s_1) \frac{s_2^2 - R^2_1}{e^{1+i s_1 - i s_1}} R^2_1} \right) \times \]

\[
e^{-log\left(1 - 2s_1^2 p^2 s_1^2 - 2s_1 p^2 s_1^2 s_2^2 - 2s_1 p^2 s_1^2 s_2^2 \right) \frac{R^2_1 + R^2_2}{2}}
\]

\[
e^{(C_r(s,2q,k,q))^2 R^2_j} = e^{-\frac{2s_1^2 s_3^2 s_2^2}{e^{1+i s_1 - i s_1}} R^2_1} \log \left( \frac{(1+2s_1^2 k^2 s_1^2 + 2s_1^2 k^2 s_1^2 + 2s_1^2 k^2 s_1^2) \frac{s_2^2 - R^2_1}{e^{1+i s_1 - i s_1}} R^2_1} \right) \times \]

\[
e^{-log\left(1 - 2s_1^2 k^2 s_1^2 + 2s_1^2 k^2 s_1^2 \right) \frac{R^2_1 + R^2_2}{2}}
\]

which means

\[
e^{(C_r(s,2q,k,q))^2 R^2_j} e^{(r^2 R^2_j) |\psi_0\rangle = \left(1 - 2q^2 k^2 s_1^2 q^2 + 2q^2 k^2 s_1^2 \right) \frac{R^2_1 + R^2_2}{2}} \times \]

\[
\left(1 + 2q^2 k^2 s_1^2 q^2 + 2q^2 k^2 s_1^2 \right) \frac{R^2_1 + R^2_2}{2} e^{(r^2 R^2_j) |\psi_0\rangle \text{ (4.13)}}
\]
We are now in a position to follow on from (B.3) which gives
\[
\langle \psi' \rangle e^{R_1^c S_{\nu}} e^{R_1^c (s, s', q, r)} D e^{C_{\nu} (s, s', q, r)} e^{\bar{C}_{\nu} (s, s', q, r)} e^{R_1^c (s, s', q, r)} e^{R_1^c (s, s', q, r)} D e^{R_1^c} | \psi \rangle
\]
\[
\Rightarrow \langle \psi' \rangle e^{R_1^c S_{\nu}} e^{R_1^c (s, s', q, r)} D e^{C_{\nu} (s, s', q, r)} e^{\bar{C}_{\nu} (s, s', q, r)} e^{R_1^c (s, s', q, r)} e^{R_1^c (s, s', q, r)} D e^{R_1^c} | \psi \rangle
\]
\[
= \left( 1 - 2 q_i^a k_{aa} q^{\bar{a}i} + 2 \left( q_i^a k_{aa} q^{\bar{a}i} \right)^2 - 2 q_i^a k_{aa} q^{\bar{a}i} q_j \bar{q}_j \bar{q}^{\bar{a}i} \right) - \frac{\Delta}{2} r \times
\]
\[
\left( 1 - 2 s_i^a p^a s_i^a + 2 \left( s_i^a p^a s_i^a \right)^2 - 2 s_i^a p^a s_i^a s_j \bar{s}_j \bar{s}^{\bar{a}i} \right) - \frac{\Delta}{2} r \times
\]
\[
\left( \frac{1 + 2 r_1^2 q_i^a k_{aa} q^{\bar{a}i} q_j \bar{q}_j \bar{q}^{\bar{a}i}}{1 + 2 q_i^a k_{aa} q^{\bar{a}i} + 2 \left( q_i^a k_{aa} q^{\bar{a}i} \right)^2 + 2 q_i^a k_{aa} q^{\bar{a}i} q_j \bar{q}_j \bar{q}^{\bar{a}i} k_{bb} q^{\bar{a}i}} \right)^R
\]
\[
\left( \frac{1 + 2 r_1^2 s_i^a p^a s_i^a q_j \bar{s}_j \bar{s}^{\bar{a}i} q_j \bar{q}_j \bar{q}^{\bar{a}i}}{1 + 2 s_i^a p^a s_i^a + 2 \left( s_i^a p^a s_i^a \right)^2 + 2 s_i^a p^a s_i^a s_j \bar{s}_j \bar{s}^{\bar{a}i} k_{bb} q^{\bar{a}i}} \right)^R
\]
We evaluate the remaining expectation value using the swap rule (3.8) as well as an SU(2) decomposition for the R-charge generator. The final expression we obtain is
\[
\langle \psi_0 | e^{R_1^c (s, s', q, r)} D e^{\bar{C}_{\nu} (s, s', q, r)} e^{s_i^a (s, s', q, r)} e^{P_{\alpha} (s, s', q, r)} e^{\bar{P}_{\alpha} (s, s', q, r)} e^{Q_{\alpha} (s, s', q, r)} e^{\bar{Q}_{\alpha} (s, s', q, r)} e^{L_1^c (s, s', q, r)} e^{\bar{L}_1^c (s, s', q, r)} | \psi_0 \rangle
\]
\[
= \left( 1 - 4 k_{13}^a p^{\bar{a}1} \right) \left( 1 - 4 k_{23}^a p^{\bar{a}2} \right) - 16 k_{13}^a p^{\bar{a}1} k_{23}^a p^{\bar{a}2} \right) - \Delta \times
\]
\[
\left( 1 - 4 k_{13}^a p^{\bar{a}1} - s_1 q_1^a + \left( 4 k_{23}^a p^{\bar{a}2} + s_1 q_1^a \right)^2 + \left( 4 k_{23}^a p^{\bar{a}2} + s_1 q_1^a \right) \right)^{2h} \times
\]
\[
\left( \frac{1 - 4 k_{13}^a p^{\bar{a}1} - s_1 q_1^a}{(1 - 4 k_{13}^a p^{\bar{a}1} - s_1 q_1^a)^2 - (4 k_{13}^a p^{\bar{a}1} + s_1 q_1^a)^2} \right)^{2h} \times
\]
\[
\left( 1 - 4 p^{\bar{a}1} k_{23}^a s_1 q_1^a \right)^{2h} \times
\]
\[
\left( 1 - 4 k_{13}^a p^{\bar{a}1} - s_1 q_1^a + \left( 4 k_{23}^a p^{\bar{a}2} + s_1 q_1^a \right)^2 + \left( 4 k_{23}^a p^{\bar{a}2} + s_1 q_1^a \right) \right)^{2h} \times
\]
\[
\left( 1 - 4 k_{13}^a p^{\bar{a}1} - s_1 q_1^a + \left( 4 k_{23}^a p^{\bar{a}2} + s_1 q_1^a \right)^2 + \left( 4 k_{23}^a p^{\bar{a}2} + s_1 q_1^a \right) \right)^{2h} \times
\]
\[
\left( 1 - 2 q_i^a k_{aa} q^{\bar{a}i} + 2 \left( q_i^a k_{aa} q^{\bar{a}i} \right)^2 - 2 q_i^a k_{aa} q^{\bar{a}i} q_j \bar{q}_j \bar{q}^{\bar{a}i} \right) - \frac{\Delta}{2} r \times
\]
\[
\left( 1 - 2 s_i^a p^a s_i^a + 2 \left( s_i^a p^a s_i^a \right)^2 - 2 s_i^a p^a s_i^a s_j \bar{s}_j \bar{s}^{\bar{a}i} \right) - \frac{\Delta}{2} r \times
\]
\[
\left( 1 - 2 s_i^a p^a s_i^a + 2 \left( s_i^a p^a s_i^a \right)^2 - 2 s_i^a p^a s_i^a s_j \bar{s}_j \bar{s}^{\bar{a}i} \right) - \frac{\Delta}{2} r \times
\]
\[
\left( (1 + (s''))_a (q'')^a \right) \left( (1 + (s''))_b (q'')^b \right) - (s'')_a (q'')^a (s'')_b (q'')^b \right)^{\frac{\Delta}{2}}
\]
\[
\left( (1 + (s''))_a (q'')^a \right)^{\frac{\Delta}{2}} \left( (1 + (s''))_b (q'')^b \right)^{\frac{\Delta}{2}} - (s'')_a (q'')^a (s'')_b (q'')^b \right)^{\frac{\Delta}{2}}
\]
\[
\left[ \left( (1 + (s''))_a (q'')^a \right) + (s'')_a (q'')^a \right] + \left( (1 + (s''))_a (q'')^a \right) \left( (q'')_a \right)^2 \left( (q')_a \right)^2
\]
\[
\left( (1 + (s''))_a (q'')^a \right) \left( (s'')_a (q'')^a \right) - \left( (s'')_a (q'')^a \right)
\]
\[
\left( (s'')_a (q'')^a \right)
\]

where we have defined
\[
(s'')^i_\alpha (q'')^j_\beta = \frac{\left( -4k_{\alpha \beta} \right) (q'')^i_\alpha + 4k_{\alpha \beta} (q'')^j_\beta}{\left( -4k_{\alpha \beta} \right) (q'')^i_\alpha + 4k_{\alpha \beta} (q'')^j_\beta}
\]

\[
\left( (s'')_a (q'')^a \right)
\]

\[
\left( (s'')_a (q'')^a \right)
\]

\[
\left( (s'')_a (q'')^a \right)
\]

There are, due to the Grassmann variables, many equivalent ways to write the above formulas. Though the expressions are bulky, they are explicit.

The computed overlap now gives the Kähler potential after taking the logarithm. As with all previous cases, the potential is a sum of terms with coefficients given by the quantum numbers labelling the reference state. The super-Kähler potential fully determines the resulting superspace metric. The involved functional dependence of the terms is likely to provide involved geodesic solutions where the development of conjugate points [43] are possible. We postpone the further study of the resulting geometry to future work.
4.4 Higher dimensions and $\mathcal{N} > 2$

We have highlighted the cases of no supersymmetry, $\mathcal{N} = 1$ and $\mathcal{N} = 2$ supersymmetry in four dimensions. These cases are simpler since they allow for simple SU(2) decomposition formulas for both the rotation and R-charge generators. We emphasize, however, that the formulas (3.7), (3.8) are valid for any number of supercharges in four dimensions or for any even dimension with up to $\mathcal{N} = 2$ supersymmetry.

In particular, these formulas are valid for $\mathcal{N} = 4$ supersymmetry in four dimensions. The expression (B.3) thus also holds for this important case. The factors expressing the dependence on the spins $h, \bar{h}$ are known explicitly. What remains is to compute the expectation value on the last line of (B.3). This requires, firstly, decomposing the exponentials of sums of $R$-charge generators into separate exponentials using BCH formulas for SU(4). Secondly, one may choose a reference state that maximises the stability subgroup thus leading to the simplest expressions. For a highest weight state one would obtain an expression that is the product of factors raised to powers involving the scaling dimension and $R$-charges. For the FS metric these will become sums of factors with coefficients depending on the $R$-charges and scaling dimension.

One may wish to go beyond these examples in which case one may make use of the more general BCH formula we conjecture in (3.6). It is our expectation that similar manipulations to those used in this paper may be used in such studies.

5 Discussion

The computation of circuit complexity involves the action of unitary gates on a chosen reference state in order to obtain a desired target state. The space of accessible target states relies on both the total number of generators and the subset of generators that transform the reference state non-trivially. As such it is important to include as many generators as possible and study reference states that transform non-trivially under these, since this gives rise to the largest possible space of target states.

On a technical level, the circuits described are, in fact, generalized coherent states. The FS metric can be computed directly from the overlap of two of these coherent states and, as such, the coherent state overlap is a central object in this approach. By construction it is the expectation value of the circuit unitary operators with respect to the reference state. In this paper we have highlighted the Baker-Campbell-Hausdorff formulae as powerful computational tools to, in principle, compute these expectation values.

Compact, closed-form expressions for the BCH formulas are, however, not always known. In this paper we have conjectured such a closed form BCH formula (3.6), provided the conditions (3.4) hold. For its applications inside this paper one can prove its validity in these specific cases. This allowed us to compute super-coherent state overlaps schematically for $\mathfrak{su}(2,2|\mathcal{N})$ and explicitly for $\mathcal{N} = 0, 1, 2$. As stated, these overlaps may be used to compute the FS metric. Indeed, for the choices of reference states used in this paper, the logarithm of these overlaps are precisely the Kähler potentials sourcing the FS metric.

We have postponed a detailed study of the resulting geometries to future work. The quantum numbers labelling the reference state give rise to the sum of different terms in
the Kähler potential. The metric inherits this sum structure so that the geometry is a rather involved sum of terms. It is plausible that these can give rise to conjugate points in the circuit complexity geometry. On a related note, it would be fascinating to study holographic nature of $su(2,2|\mathcal{N})$ circuit complexity through the AdS/CFT dictionary.

The structure of the superconformal algebra (in arbitrary dimensions and for any number of supercharges) allow for profitable use of the conjectured BCH formula. We expect that this formula will be applicable to other cases as well and may be applied successfully in future calculations of circuit complexity. Furthermore, BCH formulas have been used in studies of Krylov- and spread complexity [49, 50]. As such, this formula may also find application in these studies.
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A Superconformal algebra

In four dimensions one may use the bi-spinor notation for the conformal algebra [48, 51]. Note that, throughout this article, we are working with the conformal algebra in Euclidean signature. Define

$$(\sigma^\mu)_{\alpha\dot{\alpha}} = (iI, \bar{\sigma})$$

$$(\bar{\sigma}^\mu)^{\dot{\alpha}\alpha} = (-iI, \bar{\sigma})$$

where the $su(2)$ indices are raised and lowered by

$$X^a = \epsilon^{ab} X_b, \quad X_a = \epsilon_{ab} X^b$$

(A.1)

Using these one now defines

$$P_{\alpha\dot{\alpha}} = (\sigma^\mu)_{\alpha\dot{\alpha}} P_\mu$$

$$K^{\dot{\alpha}\alpha} = (\bar{\sigma}^\mu)^{\dot{\alpha}\alpha} K_\mu$$

$$L_\alpha^\beta = -\frac{1}{4} (\bar{\sigma}^\mu)^{\dot{\alpha}\alpha} (\sigma^\nu)^{\alpha\dot{\alpha}} L_{\mu\nu}$$

$$L_\dot{\alpha}^\beta = -\frac{1}{4} (\sigma^\mu)_{\alpha\dot{\alpha}} (\sigma^\nu)^{\alpha\dot{\alpha}} L_{\mu\nu}$$

(A.2)

In this notation the conformal algebra generators are packaged as

$$[L_\alpha^\beta, L_\gamma^\delta] = \delta^\gamma_\beta L_\alpha^\delta - \delta^\delta_\alpha L_\gamma^\beta$$

$$[L_\dot{\alpha}^\beta, L_\dot{\gamma}^\delta] = -\delta^\gamma_\beta L_\dot{\alpha}^\delta + \delta^\delta_\dot{\alpha} L_\dot{\gamma}^\beta$$
The benefit of introducing the spinor notation is that the supercharges and conformal supercharges are convenient to introduce in this notation as $Q^\alpha$, $Q_{i\dot{\alpha}}$ and $S_i^\alpha$, $S^{i\dot{\alpha}}$. Additionally one introduces $R$-symmetry generators $R^i_j$. The label $i$ runs from $i = 1, \cdots, N$ and transform under a $U(N)$. The new commutation relations are

\begin{align}
[Q^\alpha, Q_{j\dot{\alpha}}] &= \frac{1}{2} \delta^\alpha_j P_{\alpha\dot{\alpha}} \\
[S_i^\alpha, S_{j\dot{\alpha}}] &= \frac{1}{2} \delta^\alpha_j K^{\alpha\dot{\alpha}} \\
\{Q^\alpha, S_{j\dot{\alpha}}\} &= \delta^\alpha_j L^\alpha_{\dot{\beta}} + \frac{1}{2} \delta^\beta_j \delta^\alpha_{\dot{\alpha}} D - \delta^\alpha_{\dot{\alpha}} R^i_j \\
\{S_i^\alpha, Q_{j\dot{\alpha}}\} &= \delta^\beta_i L^\alpha_{\dot{\beta}} + \frac{1}{2} \delta^\beta_i \delta^\alpha_{\dot{\alpha}} D + \delta^\alpha_{\dot{\alpha}} R^i_j \\
[R^i_j, R^k_l] &= \delta^i_l R^k_j - \delta^k_l R^i_j \\
[R^i_j, Q^\alpha_{k\dot{\alpha}}] &= \delta^i_l Q^\alpha_{k\dot{\alpha}} - \frac{1}{4} \delta^i_j Q^\alpha_{k\dot{\alpha}} \\
[R^i_j, S^\alpha_{k\dot{\alpha}}] &= -\delta^i_{k\dot{\alpha}} Q^\alpha_{j\dot{\alpha}} + \frac{1}{4} \delta^i_j S^\alpha_{k\dot{\alpha}} \\
[R^i_j, S^{i\dot{\alpha}}_{k\dot{\alpha}}] &= \delta^i_{k\dot{\alpha}} S^{i\dot{\alpha}}_{j\dot{\alpha}} - \frac{1}{4} \delta^i_j S^{i\dot{\alpha}}_{k\dot{\alpha}}
\end{align}

as well as

\begin{align}
[D, Q^\alpha] &= \frac{1}{2} Q^\alpha \\
[D, Q_{i\dot{\alpha}}] &= \frac{1}{2} Q_{i\dot{\alpha}}
\end{align}

The hermitian conjugation relations are (see appendix A of [52])

\begin{align}
D^\dagger &= D \\
P^\dagger_{\alpha\dot{\alpha}} &= K^{\alpha\dot{\alpha}} \\
(L^\alpha_{\dot{\beta}})^\dagger &= L^\beta_{\dot{\alpha}} \\
(L^{\dot{\alpha}}_{\beta})^\dagger &= L^\dot{\alpha}_{\beta}
\end{align}

\begin{equation}
\text{(A.3)}
\end{equation}

\begin{equation}
\text{(A.4)}
\end{equation}
\[ [D, S_{\alpha}^i] = -\frac{1}{2} S_{\alpha}^i \]
\[ [D, S_{\dot{\alpha}}^i] = -\frac{1}{2} \delta_{\dot{\alpha}}^\alpha \]
\[ [L_{\alpha}^\beta, Q_{\gamma}^i] = \delta_\gamma^\beta Q_{\alpha}^i - \frac{1}{2} \delta_\alpha^\beta Q_{\gamma}^i \]
\[ [L_{\alpha}^\beta, S_{\gamma}^i] = -\delta_\gamma^\beta S_{\alpha}^i + \frac{1}{2} \delta_\alpha^\beta S_{\gamma}^i \]
\[ [L_{\dot{\alpha}}^\beta, \bar{Q}_{\dot{\gamma}}^i] = \delta_\dot{\gamma}^\beta \bar{Q}_{\dot{\alpha}}^i - \frac{1}{2} \delta_{\dot{\alpha}}^\beta \bar{Q}_{\dot{\gamma}}^i \]
\[ [L_{\dot{\alpha}}^\beta, S_{\dot{\gamma}}^i] = -\delta_\dot{\gamma}^\beta S_{\dot{\alpha}}^i + \frac{1}{2} \delta_{\dot{\alpha}}^\beta S_{\dot{\gamma}}^i \]
\[ [P_{\alpha\dot{\alpha}}, S_{\dot{\gamma}}^i] = -2 \delta_\dot{\alpha}^\beta \bar{Q}_{\dot{\alpha}}^i \]
\[ [P_{\dot{\alpha}\dot{\alpha}}, S_{\gamma}^i] = -2 \delta_{\dot{\alpha}}^\beta Q_{\gamma}^i \]
\[ [K^{\alpha\dot{\alpha}}, \bar{Q}_{\dot{\beta}}^j] = 2 \delta_{\dot{\alpha}}^\beta S_{\dot{\beta}}^j \]
\[ [K^{\alpha\dot{\alpha}}, Q_{\dot{\beta}}^j] = 2 \delta_{\dot{\alpha}}^\beta S_{\dot{\beta}}^j \]

The additional hermiticity conditions are [48]

\[ (Q_{\alpha}^i)'] = S_{\alpha}^i \]
\[ (Q_{\dot{\alpha}}^i)'] = S_{\dot{\alpha}}^i \]
\[ (R_{\beta}^i)'] = R_{\beta}^i \]  \hspace{1cm} (A.5)

B Overlap simplifications

In this appendix we proceed to manipulate (2.12) by means of BCH formulas. Remarkably, we are able to obtain the full dependence on the spins \( \hbar, \bar{\hbar} \) without specifying the value for \( \mathcal{N} \). To make the sequence of manipulations easier to follow, we color in red the exponentials to be swapped in the following line. We start with the swap rule (3.9) and obtain

\[ \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{\alpha}}^j} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{\alpha}}^\beta} \bar{e}^{\hat{S}_{\dot{\alpha}}} e^{S_{\alpha}} e^{\hat{Q}_{\alpha}} e^{\hat{P}_{\alpha}} e^{\hat{K}_{\alpha}} e^{\hat{Q}_{\dot{\alpha}}} e^{\hat{P}_{\dot{\alpha}}} e^{\hat{K}_{\dot{\alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{\alpha}}^j} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{\alpha}}^\beta} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{\alpha}}} e^{P_{\dot{\alpha}}} e^{K_{\alpha}} e^{K_{\dot{\alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{\alpha}}^j} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{\alpha}}^\beta} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{\alpha}}} e^{P_{\dot{\alpha}}} e^{K_{\alpha}} e^{K_{\dot{\alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{\alpha}}^j} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{\alpha}}^\beta} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{\alpha}}} e^{P_{\dot{\alpha}}} e^{K_{\alpha}} e^{K_{\dot{\alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{\alpha}}^j} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{\alpha}}^\beta} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{\alpha}}} e^{P_{\dot{\alpha}}} e^{K_{\alpha}} e^{K_{\dot{\alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{\alpha}}^j} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{\alpha}}^\beta} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{\alpha}}} e^{P_{\dot{\alpha}}} e^{K_{\alpha}} e^{K_{\dot{\alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{alpha}}} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{alpha}}} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{alpha}}} e^{P_{\dot{alpha}}} e^{K_{\alpha}} e^{K_{\dot{alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{alpha}}} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{alpha}}} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{alpha}}} e^{P_{\dot{alpha}}} e^{K_{\alpha}} e^{K_{\dot{alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{alpha}}} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{alpha}}} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{alpha}}} e^{P_{\dot{alpha}}} e^{K_{\alpha}} e^{K_{\dot{alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{alpha}}} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{alpha}}} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{alpha}}} e^{P_{\dot{alpha}}} e^{K_{\alpha}} e^{K_{\dot{alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{alpha}}} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{alpha}}} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{alpha}}} e^{P_{\dot{alpha}}} e^{K_{\alpha}} e^{K_{\dot{alpha}}} | \psi_0 \rangle \]

\[ = \langle \psi_0 | e^{R_{\alpha}^i} e^{\bar{R}_{\dot{alpha}}} e^{L_{\alpha}^\beta} e^{\bar{L}_{\dot{alpha}}} e^{S_{\alpha}} e^{P_{\alpha}} e^{Q_{\alpha}} e^{Q_{\dot{alpha}}} e^{P_{\dot{alpha}}} e^{K_{\alpha}} e^{K_{\dot{alpha}}} | \psi_0 \rangle \]  \hspace{1cm} (B.1)
We now make use of the swap rule (3.8). This yields

$$\langle \psi_0 | e^{R_1 L_2^{(\alpha)}} e^{s^{\alpha}} S^{\alpha} \Psi_0 \rangle e^{dD + \lambda_0 L_2^2 + \alpha_0 L_1} e^{\bar{q}^{\alpha} Q_\alpha} e^{\bar{Q}^{\alpha} Q_\alpha} e^{L_1^{\alpha}} e^{e^{R_1 L_2^{(\alpha)}} e^{s^{\alpha}} S^{\alpha} \Psi_0}$$

The highlighted supercharge swaps can be performed using (3.7) and are of the form

$$e^{|s^{\alpha}} S^{\alpha} \langle |e^{dD + \lambda_0 L_2^2 + \alpha_0 L_1} e^{\bar{q}^{\alpha} Q_\alpha} e^{\bar{Q}^{\alpha} Q_\alpha} e^{L_1^{\alpha}}$$

Putting this all together we obtain

$$\langle \psi_0 | e^{R_1 L_2^{(\alpha)}} e^{s^{\alpha}} S^{\alpha} \Psi_0 \rangle e^{dD + \lambda_0 L_2^2 + \alpha_0 L_1} e^{\bar{q}^{\alpha} Q_\alpha} e^{\bar{Q}^{\alpha} Q_\alpha} e^{L_1^{\alpha}} e^{e^{R_1 L_2^{(\alpha)}} e^{s^{\alpha}} S^{\alpha} \Psi_0}$$

where

$$(s^{\alpha})_{(s^2 + 2p \cdot s)^{\alpha}} = C_{s^2 + 2p \cdot s}^{(s^2 + 2p \cdot s)} + \left[ C_{s^2 + 2p \cdot s}^{(s^2 + 2p \cdot s)} S^{(s^2 + 2p \cdot s)} L_1^{(s^2 + 2p \cdot s)} \right]$$

$$(s^2 + 2p \cdot s)^{\alpha} = \frac{s_0 \bar{S}_0}{s_0 \bar{S}_0 + \frac{1}{2} L_1}$$

$$(q^{\alpha})_{(2q \cdot k \cdot q)^{\alpha}} = e^{dD + \lambda_0 L_2^2} \left( q^{\alpha} Q_\alpha + \left[ \lambda_0 L_2^2 - q^{\alpha} Q_\alpha \right] \right)$$

$$(q^{\alpha})_{(2q \cdot k \cdot q)^{\alpha}} = e^{dD + \lambda_0 L_2^2} \left( q^{\alpha} Q_\alpha + \left[ \lambda_0 L_2^2 - q^{\alpha} Q_\alpha \right] \right)$$

$$e^{dD - \lambda_0 L_2^2} \left( C_{q^2 + 2}\bar{q}(2q \cdot k \cdot q)^{\alpha} Q_\alpha + \left[ \lambda_0 L_2^2 - C_{q^2 + 2}\bar{q}(2q \cdot k \cdot q)^{\alpha} Q_\alpha \right] \right)$$

$$e^{dD - \lambda_0 L_2^2} \left( C_{q^2 + 2}\bar{q}(2q \cdot k \cdot q)^{\alpha} Q_\alpha + \left[ \lambda_0 L_2^2 - C_{q^2 + 2}\bar{q}(2q \cdot k \cdot q)^{\alpha} Q_\alpha \right] \right)$$
We note that remarkably, the spin-piece containing the undotted generators is already fully determined. This is due to the fact all the generators remaining inside the overlap, namely $Q_{i\alpha}, S^{\dot{i}\alpha}, D, R^i_j$ commute with the $L^{\alpha}_{\beta}$. By making use of SU(2) BCH formulas we can thus compute the $h$-dependent piece as

$$\langle \psi_0 | e^{R^2 L^2} e^{\lambda_1 L^1} e^{(C(s''s')) L^2} e^{\lambda_0 L^0} e^{\lambda_2 L^2} e^{\lambda_0 L^0} e^{\lambda_2 L^2} | \psi_0 \rangle = \langle h, h | e^{R^2 L^2} e^{\lambda_1 L^1} e^{(C(s''s')) L^2} e^{\lambda_0 L^0} e^{\lambda_2 L^2} e^{\lambda_0 L^0} e^{\lambda_2 L^2} | h, h \rangle$$

$$= \langle h, h | \exp \left\{ 2 \log \left( e^{-\lambda_0 \lambda_0} \left( \frac{1}{2} \alpha^2 + e^{\lambda_0 (1 + t_2^2 (\lambda_1^2 + \lambda_2^2))} \right) \right) \right\} | h, h \rangle$$

$$= \left( 1 - 4 k \beta \beta^1 - s_1 q_1^2 \right)^{2h} \left( 1 - 4 k \beta \beta^2 - s_2 q_2^2 \right)^{2h} \sqrt{1 - 4 k \beta \beta^1 - s_1 q_1^2} \left( 1 - 4 k \beta \beta^2 - s_2 q_2^2 \right)$$

By rearranging the swap order we are also able to obtain the expression coming from the dotted rotation generators. To do this we first swap the supercharge and conformal supercharge exponentials

$$e^{R^2 L^2} e^{\lambda_1 L^1} e^{(C(s''s')) L^2} e^{\lambda_0 L^0} e^{\lambda_2 L^2} e^{\lambda_0 L^0} e^{\lambda_2 L^2}$$

$$= e^{R^2 L^2} e^{\lambda_1 L^1} e^{(C(s''s')) L^2} e^{\lambda_0 L^0} e^{\lambda_2 L^2} e^{\lambda_0 L^0} e^{\lambda_2 L^2}$$

By performing the analogous operations to above we thus end up with an expression where the dotted rotation generators can be extracted from the overlap. Combining these results with (B.2) we find the following expression

$$\langle \psi_0 | e^{R^2 L^2} e^{\lambda_1 L^1} e^{(C(s''s')) L^2} e^{\lambda_0 L^0} e^{\lambda_2 L^2} e^{\lambda_0 L^0} e^{\lambda_2 L^2} | \psi_0 \rangle$$

$$= \left( 1 - 4 k \beta \beta^1 - 16 k \beta \beta^2 \right) - \Delta \times$$

$$\left( 1 - 4 k \beta \beta^1 - s_1 q_1^2 \right)^{2h} \left( 1 - 4 k \beta \beta^2 - s_2 q_2^2 \right)^{2h} \sqrt{1 - 4 k \beta \beta^1 - s_1 q_1^2} \left( 1 - 4 k \beta \beta^2 - s_2 q_2^2 \right)$$

where the state $| \psi' \rangle$ transforms as the state $| \psi_0 \rangle$ under the various generators, but has $h = h = 0$. In terms of the labels (2.10) it is

$$| \psi' \rangle = | \Delta, 0, 0; 0, 0; \{ R \} \rangle$$

The expectation value in the first line carries the $R$-charge dependent piece of the supercoherent state overlap as well as the $\Delta$-dependence that depends on the Grassmann variables.
The functions involving Grassmann variables should be expanded to the relevant order depending on the value of $N$ though the way they are written above is a compact way of capturing the dependence on the Grassmann variables.

### C A BCH formula example

As a simple example utilising the general formulas (3.6) consider $SO(2, 1)$. The algebra is

$$
[K, P] = 2D
$$

$$
[D, K] = -K
$$

$$
[D, P] = P
$$

By making the choice $A = -i\alpha^* K$ and $B = i\alpha P$ we satisfy the conditions (3.4). We can make an appropriate ansatz for the form of, for example, $C_i$ which gives rise to a recursive relation. These read

$$
C_i = c_i D
$$

$$
\Rightarrow C_{i+1} = 2c_i \alpha \alpha^* D
$$

where we used $C_{i+1} = [[A, C_i], B]$. This relation is solved by

$$
C_i = (2\alpha \alpha^*)^i D
$$

and implies that

$$
A_j = -i\alpha^* (2\alpha \alpha^*)^{j-1} K
$$

$$
B_j = i\alpha (2\alpha \alpha^*)^{j-1} P
$$

Putting everything together we have

$$
\sum_{i=1}^{\infty} \frac{1}{2^{i-1}} C_i = -2 \log (1 - \alpha \alpha^*)
$$

$$
\sum_{i=1}^{\infty} \frac{1}{2^{i-1}} B_i = i \frac{\alpha}{1 - \alpha \alpha^*} P
$$

$$
\sum_{i=1}^{\infty} \frac{1}{2^{i-1}} A_i = -i \frac{\alpha^*}{1 - \alpha \alpha^*} K
$$

which is consistent with known identities.

When deriving the identities (3.7), (3.8) and (3.9) we have found it most efficient to set up the recursive relations for $A_j$ or $B_j$.
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