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Abstract. An alternative description of quantum scattering processes rests on inhomogeneous terms amended to the 
Schrödinger equation. We detail the structure of sources that give rise to multipole scattering waves of definite angular 
momentum, and introduce pointlike multipole sources as their limiting case. Partial wave theory is recovered for freely 
propagating particles. We obtain novel results for ballistic scattering in an external uniform force field, where we provide 
analytical solutions for both the scattering waves and the integrated particle flux. Our theory directly applies to

$^p$-wave photodetachment in an electric field. Furthermore, illustrating the effects of extended sources, we predict some properties 
of vortex-bearing atom laser beams outcoupled from a rotating Bose–Einstein condensate under the influence of gravity.

PACS numbers. 03.65.Nk — Scattering theory
03.75.-b — Matter waves
03.75.Fi — Phase coherent atomic ensembles; quantum condensation phenomena
32.80.Gc — Photodetachment of atomic negative ions

1 Introduction

The customary approach to elastic quantum scattering phenomena employs a superposition of an incoming plane wave and an outbound scattering wave that emerges from a localized scattering potential. It is 
sometimes advisable to reduce the complexity of this process by dividing the scattering event into subsequent “absorption” and “emission” stages. The evolution of the emerging wave is then considered separately. 
Obviously, in this description a “reservoir” of particles in the interaction region is required that continuously feeds the stationary scattering wave. Since the particle number is a conserved quantity in the standard 
quantum picture, we devise a modified approach: In analogy to electrodynamics and other field theories, an 
inhomogeneous “source term” added to the Schrödinger equation allows for particle generation in a finite 
volume. It was Schwinger who introduced the idea of particle sources in field theory. In doing so, Schwinger 
could avoid the use of operator fields. Interestingly enough, he also presented the non-relativistic limit of

such a particle source [Sch73]. Recent examples illustrating the use of the source formalism are presented in 
Ref. [BRK97, KBK02].

In our contribution, we inquire into quantum sources that give rise to scattering waves carrying non-vanishing angular momentum, which we will denote as multipole waves. In the long wave (or low energy) limit, apart from its angular dependence the actual structure of the source becomes insignificant, and the
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scattering process may be properly modelled using an idealized pointlike source of suitable orbital symmetry. Technically, these “multipole sources” are obtained from the Dirac $\delta$–distribution (that itself pertains to isotropic or s–wave emission, see Ref. [KBK02]) by a simple differentiation procedure outlined in Section 2 that grants immediate access to the corresponding multipole wave and currents.

For scattering waves propagating freely (or in a central potential), multipole sources generate the spherical waves familiar from partial wave theory (Section 2). Non-trivial results emerge, however, when the scattered particles are subject to acceleration in a homogeneous force field [BBG+98, KBK02]. We present analytical expressions for the ensuing ballistic multipole waves and currents that so far have not appeared in the literature, and discuss some of their intriguing features in Section 3. These developments are directly applicable towards near-threshold photodetachment microscopy, an experimental technique recently introduced by Blondel et al. [BDD96, BDDV99] that allows to observe interference of electron waves on a macroscopic scale. Here, we predict the photoelectron distribution in p–wave detachment (Section 4). In general, the multipole formalism breaks down when the spatial extension of the source becomes comparable to the particle wavelength. In the ballistic environment, Gaussian sources provide an important exception since the scattering waves generated by them apparently converge onto a displaced pointlike “virtual source” [KBK02]. Actually, this situation is encountered for an atom laser beam outcoupled from an ideal Bose–Einstein condensate (BEC) that is subsequently accelerated in the earth’s gravitational field [MAK+97, BHE99]. Angular momentum transfer to the superfluid condensate leads to the formation of vortices that in turn act as sources for higher modes of the resulting atom laser. The effects of vortices on the beam profile are investigated in Section 5. Exact solutions are presented for a single vortex in an otherwise spherically symmetric ideal BEC. Furthermore, we calculate the structures imprinted on the atomic beam by the rotating vortex lattices recently realized experimentally [MCWD00, ASRVK01, ECHC02]. Finally, some useful mathematical developments have been assembled in the appendix.

2 Multipole sources

Let us start out with a brief overview of the source formalism and its basic results, emphasizing its kinship to conventional scattering theory. Throughout much of this section, we will study the behaviour of idealized “multipole sources” that emerge in the long-wave limit. For freely propagating particles, the connection to the partial wave formalism is straightforward.

2.1 A primer on source theory

In order to motivate the introduction of quantum sources, we investigate elastic potential scattering as a tutorial example [Mes64]. The source approach is readily extended to more sophisticated problems like the atom laser (Section 3), as illustrated in Ref. [KBK02]. In the customary treatment, the total wave function $\psi(r)$ in the potential $V(r)$ is decomposed into an incoming wave $\psi_{in}(r)$, usually a plane wave, and a scattered wave $\psi_{sc}(r)$ that may be written as a sum of partial waves $\psi_{lm}(r)$ of definite spherical symmetry: $\psi(r) = \psi_{in}(r) + \psi_{sc}(r)$. Obviously, $\psi_{in}(r)$ is not an eigenfunction to the full Hamiltonian $H = T + V$, but rather to a simpler “uperturbed” Hamiltonian $H_0 = T + U$: $H_0 \psi_{in}(r) = E \psi_{in}(r)$. (Often, one sets $U = 0$. When long-range forces are present, like in Coulomb scattering [Mes64], this choice is poor, and $U(r)$ should account for the interaction potential. See also Section 3.) Consequently, this procedure leads to the introduction of the scattering potential $W(r) = V(r) - U(r)$, and the stationary Schrödinger equation reads, as usual, $[E - H] \psi(r) = 0$ or:

$$[E - H_0] [\psi_{in}(r) + \psi_{sc}(r)] = W(r) [\psi_{in}(r) + \psi_{sc}(r)] .$$

(1)
Since $\psi_{\text{in}}(r)$ is an eigenfunction to $H_0$, we may state (1) in the equivalent form:

$$[E - H_0 - W(r)] \psi_{\text{sc}}(r) = W(r)\psi_{\text{in}}(r).$$  \hspace{1cm} (2)

We infer that the scattering wave $\psi_{\text{sc}}(r)$ solves a Schrödinger equation for the full Hamiltonian $H = H_0 + W(r)$, albeit with an additional inhomogeneous term $\sigma(r) = W(r)\psi_{\text{in}}(r)$ present.

In view of other inhomogeneous field equations, e. g. Maxwell’s equations, the right-hand term $\sigma(r)$ in (2) is identified as a source for the scattering wave $\psi_{\text{sc}}(r)$. This observation motivates a simple picture for the scattering process: The incoming wave $\psi_{\text{in}}(r)$, via the perturbation $W(r)$, feeds particles into the scattering wave $\psi_{\text{sc}}(r)$ that is governed by the Hamiltonian $H$. Thus, the decomposition of the wave function into an incoming and a scattered part naturally leads to the notion of a quantum source.

We now turn to the mathematical aspects of (2). Introducing the energy Green function $G(r,r';E)$ for the Hamiltonian $H$ defined via [Eco83]:

$$[E - H_0 - W(r)] G(r,r';E) = \delta(r - r'),$$  \hspace{1cm} (3)

a solution to (2) in terms of a convolution integral reads:

$$\psi_{\text{sc}}(r) = \int d^3r' \left. G(r,r';E)\sigma(r') \right|_{E \rightarrow E_0}.$$  \hspace{1cm} (4)

In general, this result is not unique. However, any two solutions $\psi_{\text{sc}}(r)$ differ only by an eigenfunction $\psi_{\text{hom}}(r)$ of $H$: $H\psi_{\text{hom}}(r) = E\psi_{\text{hom}}(r)$. The ambiguity in $\psi_{\text{sc}}(r)$ is resolved by the demand that $G(r,r';E)$ presents a retarded solution characterized by outgoing-wave behaviour as $r \rightarrow \infty$. Formally, this enforces the choice [IS52]:

$$G(r,r';E) = \lim_{\eta \rightarrow 0^+} \left\langle r \left| \frac{1}{E - H + i\eta} \right| r' \right\rangle = \left\langle r \left| \text{PP} \left( \frac{1}{E - H} \right) - i\pi\delta(E - H) \right| r' \right\rangle,$$  \hspace{1cm} (5)

where PP(…) denotes the Cauchy principal value of the energy integration.

Defining the current density in the scattering wave in the usual fashion by $j(r) = \hbar \Im [\psi_{\text{sc}}(r)^* \nabla \psi_{\text{sc}}(r)]/M$ (where for simplicity we omitted the vector potential $A(r)$, see [KBK01]), the inhomogeneous Schrödinger equation (2) gives rise to a modified equation of continuity [BRK97, KBK03]:

$$\nabla \cdot j(r) = -\frac{2}{\hbar} \Im [\sigma(r)^* \psi_{\text{sc}}(r)].$$  \hspace{1cm} (6)

Thus, the inhomogeneity $\sigma(r)$ also acts as a source for the particle current $j(r)$. By integration over the source volume, and inserting (3), we obtain a bilinear expression for the total particle current $J(E)$, i. e., the total scattering rate:

$$J(E) = \frac{2}{\hbar} \Im \left[ \int d^3r \int d^3r' \sigma(r)^* G(r,r';E)\sigma(r') \right].$$  \hspace{1cm} (7)

Some important identities concerning the total current $J(E)$ are most easily recognized in a formal Dirac bra-ket representation. In view of (8), we may express $J(E)$ by:

$$J(E) = -\frac{2}{\hbar} \Im \langle \sigma | G | \sigma \rangle = \frac{2\pi}{\hbar} \langle \sigma | \delta(E - H) | \sigma \rangle,$$  \hspace{1cm} (8)
from which the sum rule immediately follows \([KBK02]\):

$$\int_{-\infty}^{\infty} dE J(E) = \frac{2\pi}{\hbar} \langle \sigma | \sigma \rangle = \frac{2\pi}{\hbar} \int d^3r |\sigma(r)|^2,$$  

(9)

(provided this integral exists). In order to connect (7) to the findings of conventional scattering theory, we display \(J(E)\) in an entirely different, yet wholly equivalent fashion. Employing a complete orthonormal set of eigenfunctions \(|\psi_{n}\rangle\) of the Hamiltonian \(H\), \(\delta(E - H)|\psi_{n}\rangle = \delta(E - E_{n})|\psi_{n}\rangle\) follows, and replacing \(|\sigma\rangle = W|\psi_{in}\rangle\) \([5]\), we may formally decompose (8) into a sum over eigenfunctions:

$$J(E) = \frac{2\pi}{\hbar} \sum_{n} \delta(E - E_{n}) \langle |\psi_{n}| W|\psi_{in}\rangle^2.$$  

(10)

Thus, Fermi’s golden rule is recovered. Another noteworthy consequence of (7) and (8) emerges in the limit of pointlike sources, \(\sigma(r) \sim C\delta(r - R)\). We then find \([BRK97]\):

$$J(E) = -\frac{2\pi}{\hbar} |C|^2 \Im [G(R; R,E)] = \frac{2\pi}{\hbar} |C|^2 n(R; E),$$  

(11)

where \(n(R; E) = \sum_{n} \delta(E - E_{n})|\psi_{n}(R)|^2\) is the local density of states of \(H\) at the source position \(R\). Equation (11) forms the theoretical basis of the Tersoff–Hamann description of scanning tunneling microscopy \([TH83\ BRK97]\).

2.2 Multipole sources, waves, and currents

Evidently, the theory of quantum sources becomes particularly simple for point-like sources. In this case, the otherwise bothersome integrations involved in the determination of the scattering wave \(\psi_{sc}(r)\) \([4]\) and the total current \(J(E)\) \([7]\) become trivial. For the naive choice of a point source, \(\sigma(r) = C\delta(r - R), \psi_{sc}(r)\) is simply proportional to the Green function \(G(r, R; E)\) itself, and \(J(E)\) follows from the Tersoff–Hamann rule \([11]\). The approximation of a pointlike source is obviously well justified in near-threshold scattering \((E \rightarrow 0)\), where the long wavelength of the emerging wave effectively obliterates the internal structure of the source. This statement, however, must be taken cum grano salis, for it does not take into account the orbital structure of the scattering wave.

In fact, as discussed below, a simple delta source \(\sigma(r) \sim \delta(r - r')\) invariably leads to a locally isotropic emission pattern, i.e., describes scattering into an s-wave. Despite often being appropriate in practice \([BDD96\ BDDV99\ KBK01]\), conservation of angular momentum may enforce selection rules that restrict scattering to higher multipole waves. For these, the idealized point source approach must be suitably modified. We proceed by analogy with the well-established multipole formalism in potential theory (or electrostatics) as another inhomogeneous field equation.

Like the scattering wave for a simple point source, the Green function of potential theory equals the field created by a source of unit strength located at \(r'\), \(G(r, r') = -1/4\pi|r - r'|\). Additional solutions that likewise show a singularity at \(r'\) can be constructed via differentiation with respect to the source position \(r' = (x', y', z')\). Of special significance are the multipole potentials \(\Phi_{lm}(r, r')\):

$$\Phi_{lm}(r, r') = \frac{Y_{lm}(\hat{r} - \hat{r}')}{|r - r'|^{l+1}} = \frac{K_{lm}(r - r')}{|r - r'|^{2l+1}},$$  

(12)

since they are obviously of \((l, m)\) spherical symmetry. Here, we introduced the harmonic polynomials \(K_{lm}(r) = r'r''_{lm}(\hat{r})\), homogeneous polynomials of order \(l\) in the coordinates \(x, y, z\) that are eigenfunctions of...
the angular momentum operator \[ \hat{J}_\lambda \]\cite{Hol31, MF53, M66}. Interestingly, the same polynomial in momentum space, known as the spherical tensor gradient \( K_{lm} (\nabla') = K_{lm} (\partial_{x'}, \partial_{y'}, \partial_{z'}) \) \cite{Bay78, Row78, WS83}, can be employed to generate the multipole potentials from the Green function \( G(\mathbf{r}, \mathbf{r}') \):

\[
K_{lm} (\nabla') G(\mathbf{r}, \mathbf{r}') = - \frac{(2l-1)!!}{4\pi} \Phi_{lm} (\mathbf{r}, \mathbf{r}').
\]  (13)

Thus, the spherical tensor gradient imprints the orbital structure onto \( G(\mathbf{r}, \mathbf{r}') \). Since \( \Delta G(\mathbf{r}, \mathbf{r}') = \delta(\mathbf{r} - \mathbf{r}') \) holds, we formally obtain from (13):

\[
\Delta \Phi_{lm} (\mathbf{r}, \mathbf{r}') = - \frac{4\pi}{(2l-1)!!} K_{lm} (\nabla') \delta(\mathbf{r} - \mathbf{r}') .
\]  (14)

(Note that the differentiation proceeds with respect to \( \mathbf{r}' \).) Apart from prefactors, the multipole potentials \( \Phi_{lm} (\mathbf{r}, \mathbf{r}') \) are thus generated by the spherical tensor gradients of the delta distribution.

Accordingly, for the purpose of the quantum source problem, we define multipole point sources \( \delta_{lm} (\mathbf{r} - \mathbf{r}') \) via \cite{Bay78, Row78}:

\[
\delta_{lm} (\mathbf{r} - \mathbf{r}') = K_{lm} (\nabla') \delta(\mathbf{r} - \mathbf{r}') .
\]  (15)

Since \( K_{lm} (\nabla') \) and the Hamilton operator \( H(\mathbf{r}, \mathbf{p}) \) always commute, the inhomogeneous Schrödinger equation:

\[
[E - H] G_{lm} (\mathbf{r}, \mathbf{r}'; E) = \delta_{lm} (\mathbf{r} - \mathbf{r}')
\]  (16)

is formally solved by the multipole Green functions \( G_{lm} (\mathbf{r}, \mathbf{r}'; E) \) that are available from \( G(\mathbf{r}, \mathbf{r}'; E) \) by differentiation:

\[
G_{lm} (\mathbf{r}, \mathbf{r}'; E) = K_{lm} (\nabla') G(\mathbf{r}, \mathbf{r}'; E) .
\]  (17)

(We remark in passing that \( G(\mathbf{r}, \mathbf{r}'; E) \) differs from the \( s \)-wave multipole Green function \( G_{00} (\mathbf{r}, \mathbf{r}'; E) \) only by a factor \( \sqrt{4\pi} \).) The multipole point sources \( \delta_{lm} (\mathbf{r} - \mathbf{r}') \) \cite{Bay78} and Green functions \cite{Bay78} provide the extension of the convenient multipole formalism towards sources with internal orbital structure. For freely propagating particles \( [U(\mathbf{r}) = 0] \), they naturally emerge in the partial wave decomposition of the scattering wave. (See Section 2.4.)

Next, we turn our attention to the currents generated by multipole point sources. Assuming a superposition of several of these sources at a fixed location \( \mathbf{r}' \), \( \sigma(\mathbf{r}) = \sum_{lm} \lambda_{lm} \delta_{lm} (\mathbf{r} - \mathbf{r}') \), the resulting scattering wave will read:

\[
\psi_{sc}(\mathbf{r}) = \sum_{lm} \lambda_{lm} G_{lm} (\mathbf{r}, \mathbf{r}'; E) .
\]  (18)

The current density \( \mathbf{j}(\mathbf{r}) \) due to this wave function then may be expressed as a bilinear form in the amplitudes \( \lambda_{lm} \):

\[
\mathbf{j}(\mathbf{r}) = \sum_{lm} \sum_{l'm'} \lambda_{lm}^* \mathbf{j}_{lm,l'm'} (\mathbf{r}) \lambda_{l'm'} ,
\]  (19)

where the vectors \( \mathbf{j}_{lm,l'm'} (\mathbf{r}) \), given by:

\[
\mathbf{j}_{lm,l'm'} (\mathbf{r}) = - \frac{i\hbar}{2M} \{ G_{lm}^*(\mathbf{r}, \mathbf{r}'; E) \mathbf{\nabla} G_{l'm'} (\mathbf{r}, \mathbf{r}'; E) - G_{l'm'}^*(\mathbf{r}, \mathbf{r}'; E) \mathbf{\nabla} G_{lm} (\mathbf{r}, \mathbf{r}'; E) \} ,
\]  (20)
form the elements of the hermitian current density matrix.

Of particular interest is the total current \( J(E) \) carried by the scattering wave (18), i.e., the integrated current density \( j(r) \) (15). Inserting the corresponding multipole source into the general current formula (7), after integration by parts we first obtain:

\[
J(E) = \frac{2}{\hbar} \lim_{r \to r'} \Im \left[ \sum_{lm} \sum_{l'm'} \lambda^*_m \lambda_{l'm'} K^*_m(\nabla) K_{l'm'}(\nabla') G(r, r'; E) \right].
\] (21)

Thus, total multipole currents can be extracted from the Green function \( G(r, r'; E) \) through differentiation with respect to \( r \) as well as \( r' \) and a subsequent limiting procedure, i.e., a number of elementary operations. We may further transform (21) to obtain a more symmetrical representation of the current that again involves a hermitian matrix \( J_{lm, l'm'}(E) \) [cf. (19)]:

\[
J(E) = \sum_{lm} \sum_{l'm'} \lambda^*_m J_{lm, l'm'}(E) \lambda_{l'm'},
\] (22)

where the components of the total multipole current matrix \( J_{lm, l'm'}(E) \) are given by:

\[
J_{lm, l'm'}(E) = \frac{i}{\hbar} \lim_{r \to r'} K^*_m(\nabla) K_{l'm'}(\nabla') \{ G(r, r'; E) - G(r', r; E') \}.
\] (23)

For simplicity, we will denote the (real and positive) diagonal elements of this matrix as the \((l, m)\) multipole currents \( J_{lm}(E) \):

\[
J_{lm}(E) = J_{lm, lm}(E).
\]

If the Hamiltonian \( H \) possesses elements of angular symmetry, the number of non-vanishing total current matrix elements \( J_{lm, l'm'}(E) \) (23) is greatly reduced. Assume that the generator of a rotation \( L \) commutes with \( H \); then, it will also commute with the resolvent operator \( G = [E - H + i\eta]^{-1} \). Consequently, if the source states \( |\sigma\rangle \) and \( |\sigma'\rangle \) are eigenstates of \( L \) with different eigenvalues, the mixed matrix element \( \langle \sigma | G | \sigma' \rangle \), and hence its contribution to the total current \( J(E) \) in (18), is bound to vanish. This implies that in case of full rotational symmetry of \( H \), e.g. for a freely propagating wave with \( U(r) = 0 \), the total multipole current matrix (23) is diagonal, \( J_{lm, l'm'}(E) = J_{lm}(E) \delta_{ll'} \delta_{mm'} \), and the total current in (22) becomes a simple sum:

\[
J(E) = \sum_{lm} |\lambda^*_m|^2 J_{lm}(E).
\]

If the potential \( U(r) \) is invariant merely with respect to rotations around the \( z \)-axis (like in the ballistic problem discussed in detail in Section 3–5), orthogonality with respect to different values of \( m \) prevails: \( J_{lm, l'm'}(E) = 0 \) for \( m \neq m' \).

Finally, we set out to extend the Tersoff-Hamann description (11) of the current to cover the case of multipole point sources. According to (7), the current \( J_{lm}(E) \) for a source located at \( \mathbf{R} \) is formally given by:

\[
J_{lm}(E) = 2\pi \langle \mathbf{R} | \sum_{\mathbf{p}} \delta(E - E_{\mathbf{p}}) K^*_m(\nabla) K_{lm}(\mathbf{p}) \rangle / \hbar.
\]

Expanding this expression again into a complete orthonormal set of eigenfunctions \( |\psi_{hi}\rangle \) of \( H \), we find:

\[
J_{lm}(E) = \frac{2\pi}{\hbar} \sum_{hi} \delta(E - E_{hi}) |\mathbf{R}|^2 K_{lm}(\nabla) |\psi_{hi}(\mathbf{R})|^2.
\] (24)

Therefore, the multipole currents \( J_{lm}(E) \) (24) are proportional to the local density of the respective spherical tensor gradients of the eigenstates of the Hamiltonian \( H \) at energy \( E \) and position \( \mathbf{R} \).

### 2.3 Analytical properties of multipole Green functions

Our definition of multipole point sources \( \delta_{lm}(r - r') \) (18) and corresponding Green functions \( G_{lm}(r, r'; E) \) (17) by means of a differentiation procedure is a purely formal one. Thus, it appears appropriate to corroborate
their interpretation as sources of particles with definite angular momentum. Since we did not assume that the external potential \( V(r) \), and therefore the Hamiltonian \( H \), commute with the angular momentum operators, the rotational symmetry of the multipole Green functions will generally be broken. However, in the immediate neighbourhood of the source, \( r \to r' \), the typical angular variation should manifest itself.

Hence, in this section we study the local properties of \( G_{lm}(r, r'; E) \) in the vicinity of the point source and identify a universal behaviour that holds under quite general circumstances, viz., under the weak assumption that the potential \( V(r) \) is a locally analytic function. Unlike their global structure, the local characteristics of wave functions apparently have found little attention in the physics literature. The regularity properties of solutions to partial differential equations have been examined thoroughly, however, and the interested reader is referred to the monograph by Hörmander [Hör63]. The subsequent results follow from an adaptation of this formalism to the multipole Schrödinger equation (16) recently performed by one of the authors [Bra99].

Mathematically spoken, the Hamiltonian operator \( H = T + V \) belongs to the class of elliptic operators [Hör63], which implies that all solutions of the inhomogeneous problem \( [E - H] \psi(r) = \sigma(r) \) are analytic in those sectors of space where the potential \( V(r) \) and the source term \( \sigma(r) \) are likewise analytic. It immediately follows that the difference of any two solutions to the point source problems in (3) and (4) will be a locally analytic function at \( r = r' \) (provided \( V(r) \) is regular at \( r' \)). Yet this statement does not apply to the Green functions themselves, since the source term is singular. To work around this problem, we employ the results of potential theory (Section 2.4) and eliminate the delta singularity in (3) by a factorization approach: We set \( \tilde{G}(r, r'; E) = 2MG(r, r')f(r, r'; E)/\hbar^2 \), where \( G(r, r') = -1/4\pi|r - r'| \) is the Green function of potential theory. Then, \( f(r, r'; E) \) is a solution to:

\[
[R^2 \Delta_R - 2R \cdot \nabla_R + R^2 k(R)^2] f(r, r'; E) = 0 ,
\]

where \( R = r - r' \) and \( k(R)^2 = 2M|E - V(r)|/\hbar^2 \). Additionally, \( f(r', r'; E) = 1 \) must hold. In (25), the source location \( R = 0 \) is still a special (weakly singular) point, but it can be proven that a unique solution exists that is locally analytic at \( r = r' \) [Bra99]. Furthermore, this function is real and symmetric \( f(r, r'; E) = f(r', r; E) \), and may be represented in the form \( (k = k(0)) \):

\[
f(r, r'; E) = \cos(k|r - r'|) + (r - r')^2 O(r, r') .
\]

(For free particles, the correction is absent. See Section 2.4.) Now, \( \tilde{G}(r, r'; E) \) is not the Green function itself, but differs from it only by an analytic expression \( g(r, r'; E) \). Hence, \( G(r, r'; E) \) always may be displayed as a sum involving two regular functions:

\[
G(r, r'; E) = -\frac{M}{2\pi \hbar^2} \frac{f(r, r'; E)}{|r - r'|} + g(r, r'; E) ,
\]

provided \( V(r) \) is analytic at \( r = r' \). (Notably, (27) does not hold for the Green function of the Coulomb problem [Hos63, HP64], where a logarithmic singularity is encountered.) Clearly, as \( r \to r' \), the Green function (27) adopts a universal shape regardless of \( V(r) \) and mimics \( G(r, r') \): Locally, isotropy prevails. Obviously, the imaginary part in (27) remains well-behaved as \( r \to r' \), thus justifying the expression (11) for the current \( J(E) \) generated by the point source.

It is now but a small step to generalize these results towards the multipole point sources \( \delta_{lm}(r - r') \) (15). Applying the spherical tensor gradient to the Green function (27) according to the rule (17), we obtain [Bra99]:

\[
G_{lm}(r, r'; E) = -\frac{M}{2\pi \hbar^2} \frac{f_{lm}(r, r'; E)}{|r - r'|^{2l+1}} + g_{lm}(r, r'; E) ,
\]
where \( g_{lm}(r, r'; E) = K_{lm}(\nabla')g(r, r'; E) \) and \( f_{lm}(r, r'; E) \) are again analytic functions at \( r = r' \), and the series expansion of the latter reads:

\[
f_{lm}(r, r'; E) = K_{lm}(R) [(kR)^{l+1}n_l(kR)] + O(R^{l+3}). \tag{29}
\]

Here, \( n_l(z) \) denotes the irregular spherical Bessel function of order \( l \) \cite{AS65}. In the limit \( r \to r' \), the bracketed expression in \( (29) \) tends towards the constant value \((2l - 1)!!\), leading to the principal asymptotic form of \( G_{lm}(r, r'; E) \) in the vicinity of the source:

\[
G_{lm}(r, r'; E) \sim -\frac{M}{2\pi \hbar^2} (2l - 1)!! \frac{Y_{lm}(\hat{e}_{r-r'})}{|r - r'|^{l+1}}. \tag{30}
\]

This expression, a multiple of the multipole potentials \( \Phi_{lm}(r, r') \) \cite{AS65}, of potential theory, is again universal in scope. \( \text{Indeed, the relations (13) and (14) are special cases of the general result (28).} \) Obviously, the multipole Green functions \( (17) \) are endowed with the desired property of local orbital symmetry.

2.4 Example: Free multipole sources

As an instructive example, we show how the mathematical developments of the previous sections operate for the simple case of freely propagating waves \( (U(r) = 0) \). Here, the Green function of the scattering problem is just an outgoing spherical wave \( \text{\cite{Eco83}} \):

\[
G^{(\text{free})}(r, r'; E) = -\frac{M}{2\pi \hbar^2} \exp(ik|r - r'|), \tag{31}
\]

with \( E = \hbar^2 k^2/2M \). We note here that \( G^{(\text{free})}(r, r'; E) \) neatly fits into the general scheme \( (26) \) and \( (27) \), with analytical functions \( f(r, r'; E) = \cos kR, \ g(r, r'; E) = -M \sin(kR)/2\pi \hbar^2 R \) (with \( R = r - r' \)). For our purposes, a well-known expansion of \( (11) \) into spherical Bessel functions is useful \cite{Mes64}:

\[
G^{(\text{free})}(r, r'; E) = -\frac{2Mk}{\hbar^2} \sum_{\lambda\mu} j_\lambda(kr_<)h_{\lambda\mu}^{(+)}(kr_)Y^{*}_{\lambda\mu}(\hat{r}_<)Y_{\lambda\mu}(\hat{r}_>), \tag{32}
\]

where \( r_\ell = \min(r, r'), r_> = \max(r, r') \), and \( j_\lambda(u), h_\lambda^{(+)}(u) = n_\lambda(u) + i j_\lambda(u) \) denote the spherical Bessel and Hankel functions of order \( \lambda \), respectively.

With the help of \( (32) \), calculation of the multipole Green functions \( G^{(\text{free})}_{lm}(r, r'; E) \) \cite{AS65} and currents \( J^{(\text{free})}_{lm}(E) \) \cite{Mes64} becomes an easy task. We exploit translational symmetry and set \( r' = o \). Then, we may replace \( j_\lambda(kr_) \sim (kr^2)/(2l + 1)!! \) \cite{AS65}, and only the term \((l, m)\) in the sum \( (32) \) survives:

\[
G^{(\text{free})}_{lm}(R, o; E) = -\frac{2Mk}{\hbar^2} h_{l}^{(+)}(kR)Y_{lm}(R) \left[ \frac{k^l}{(2l + 1)!!} K_{lm}(\nabla') K^{*}_{lm}(r') \right]
\]

\[
= -\frac{Mk^{l+1}}{2\pi \hbar^2} h_{l}^{(+)}(kR)Y_{lm}(R). \tag{33}
\]

(The term in brackets is independent of \( m \) and yields \( k^l/4\pi \).) Again, this expression conforms to the general structure of multipole Green functions laid out in \( (28) \) and \( (29) \). From \( (33) \), we infer that \( G^{(\text{free})}_{lm}(r, r'; E) \) has the spatial symmetry of a spherical wave with \((l, m)\) orbital structure \cite{Mes64}. Hence, the multipole source approach reproduces here the partial wave formalism of conventional scattering theory.
In a similar vein, we may extract the total multipole current \( J^{(\text{free})}_{lm}(E) \) \[\text{(33)}\] carried by a freely propagating wave. The action of the spherical tensor gradient on \( \text{(33)} \) yields in the limit \( r \to \infty \):

\[
J^{(\text{free})}_{lm}(E) = \frac{4Mk}{h^3} \left| \frac{k^l}{(2l + 1)!!} K_{lm}(\nabla') K^*_m(r') \right|^2 = \frac{Mk^{2l+1}}{4\pi^2h^3} .
\tag{34}
\]

The characteristic power law dependence of the near-threshold scattering rate on \( l \) is known as Wigner’s law \[\text{[Wig48]}\].

It remains to identify the connection between realistic, extended sources \( \sigma(r) \) and the idealized point sources \( \delta_{lm}(r - r') \) \[\text{(15)}\] introduced in Section \[\text{2.3}\] particularly for near-threshold scattering processes. Clearly, the replacement of \( \sigma(r) \) by multipole sources will only be feasible outside the source region, i.e., in the far-field limit, similar to the use of multipole potentials \( \Phi_{lm}(r, r') \) \[\text{(12)}\] in potential theory. Incidentally, any free-particle source \( \sigma(r) \) can be substituted by a set of multipole sources \( \delta_{lm}(r - r') \) for an arbitrary choice of the source location \( r' \), as we are going to show now. With \( R = r - r' \), \( \sigma(r) \) may be expanded into a spherical series at \( r' \):

\[
\sigma(r) = \sum_{lm} K_{lm}(R)\sigma_{lm}(R) , \tag{35}
\]

with even coefficient functions \( \sigma_{lm}(R) \) accessible via projection over spheres centered in \( r' \). For further reference, we also define related coefficients \( \gamma_{lm}(r') \) by:

\[
\gamma_{lm}(r') = \int d^3r \ K^*_m(r - r')\sigma(r) = \int_0^\infty dR R^{2l+2}\sigma_{lm}(R) . \tag{36}
\]

Inserting the expressions \[\text{(32)}\] and \[\text{(35)}\] into the convolution integral \[\text{(4)}\], and exploiting the orthonormality of the spherical harmonics, we obtain the multipole series for the scattering wave \( \psi^{\text{free}}_{sc}(r) \):

\[
\psi^{\text{free}}_{sc}(r) = -\frac{2Mk}{\hbar^2} \sum_{lm} \left[ \int_0^\infty dR' R'^{l+1} j_l(kR')\sigma_{lm}(R') \right] h^{(+)}_l(kR)Y_{lm}(\hat{R}) , \tag{37}
\]

(provided the source is entirely contained in the ball of radius \( R' < R \)). By comparison with the free multipole Green function \[\text{(33)}\], we find that \( \psi^{\text{free}}_{sc}(r) = \sum_{lm} \lambda_{lm}(r'; E) e^{\text{free}}_{lm}(r, r'; E) \), where:

\[
\lambda_{lm}(r'; E) = \frac{4\pi}{k^l} \int_0^\infty dR' R'^{l+2} j_l(kR')\sigma_{lm}(R') . \tag{38}
\]

Therefore, in the far field limit, the extended source \( \sigma(r) \) may be replaced by a superposition of multipole sources \( \delta_{lm}(r - r') \) \[\text{(18)}\] with strengths \( \lambda_{lm}(r'; E) \) \[\text{(38)}\]. In the threshold regime (\( E \sim 0 \)), we may replace the Bessel function in \[\text{(38)}\] by its limiting value, which causes the energy dependence to drop from these coefficients:

\[
\lambda_{lm}(r'; E = 0) = \frac{4\pi}{(2l + 1)!!} \gamma_{lm}(r') . \tag{39}
\]

The source components then simply reflect the orbital structure of \( \sigma(r) \) \[\text{(36)}\]. (Although the components \( \gamma_{lm}(r') \) generally depend on the choice of \( r' \), the leading non-vanishing coefficients of lowest order \( l \) are invariant with respect to shifts of the source location.)
Finally, we take a look at the total current $J^{\text{free}}(E)$ generated by the source $\sigma(r)$. Starting from the general expression (7), the expansions (32) and (35) yield the simple result:

$$J^{\text{free}}(E) = \frac{M}{4\pi^2 \hbar^3} \sum_{lm} |\lambda_{lm}(r'; E)|^2 k^{2l+1} = \sum_{lm} |\lambda_{lm}(r'; E)|^2 J^{\text{free}}_{lm}(E),$$

(40)

cf. (34). In accordance with the discussion in Section 2.2, the total multipole current matrix $J^{\text{free}}_{lm,l'm'}(E)$ (22), (23) for the free particle problem is diagonal, and $J^{\text{free}}(E)$ (40) is simply the properly weighted sum of the multipole currents (34). Concluding, we remark that near threshold, higher multipole contributions to $J^{\text{free}}(E)$ are strongly suppressed.

3 Ballistic multipole waves and currents

In the preceding section, we applied the multipole wave approach to freely propagating particles. Obviously, the introduction of this new formalism would be of little merit if it only served to reproduce the well-known results of partial wave decomposition [Mes64]. Therefore, we now tackle a less trivial problem, the propagation of a multipole scattering wave accelerated by a homogeneous force field $F = F \hat{e}_z$, i.e., in the presence of a linear potential $U(r) = -Fz$. (Subsequently, we will refer to the dynamics in this environment as quantum ballistic motion.) As an analytical expression for the corresponding ballistic Green function $G(r, r'; E)$ (3) is available, the developments of Section 2.2 allow us to present the solution to the ballistic multipole problem in closed form. This section is devoted to a mathematical discussion of ballistic scattering, while the application of the multipole technique to physical phenomena under current study is deferred to Section 4–5.

3.1 Initial remarks

As an extension of the method of Green functions $G(r, r'; E)$, the multipole source approach requires knowledge of the latter for a given background potential $U(r)$. However, only for a scarce number of realistic, three-dimensional potentials the Green function is known in closed form. This selection evidently includes free propagation (Section 2.4), but also comprises the Coulomb potential $U(r) = \frac{\alpha}{|r - R|}$ [Hos63, HP64], the isotropic harmonic oscillator [BV71], the homogeneous magnetic field [Gou72, DMM75], and parallel electric and magnetic fields [Fab91, KBK01]. For the ballistic problem, an analytic expression for the Green function was derived independently by several authors [DS76, LLF90, GKK91]:

$$G(r, r'; E) = \frac{M}{2\hbar^2 |r - r'|} \left[ \text{Ci}(\alpha_+) Ai'(\alpha_-) - \text{Ci}'(\alpha_+) Ai(\alpha_-) \right],$$

(41)

where the arguments $\alpha_{\pm}$ of the Airy functions $Ai(u), \text{Ci}(u) = Bi(u) + i Ai(u)$ [AS65] are given by:

$$\alpha_{\pm} = -\beta [2E + F(z + z') \pm F|r - r'|].$$

(42)

(A rather elementary derivation of this result is presented in [BBG+98].) The parameter $\beta$ in (42) denotes a characteristic inverse energy of the system (and $\beta F$, correspondingly, an inverse length scale) that varies with the force strength $F$:

$$\beta = \left(\frac{M}{4\hbar^2 F^2}\right)^{1/3}.$$  

(43)
Employing $\beta$, it proves convenient for our calculations to introduce dimensionless quantities for the energy, time, position, and momentum variables:

$$
\rho = \beta Fr \quad \quad \epsilon = -2\beta E
$$

$$
\kappa = k/\beta F \quad \tau = t/2h\beta
$$

(44)

(The components of $\rho$ will be denoted by $\rho = (\xi, \nu, \zeta)^T$. E. g., the arguments $\alpha_\pm$ in [11] read $\alpha_\pm = \epsilon - (\zeta + \zeta') \mp |\rho - \rho'|$.) We use this notation in order to state two helpful integral representations of the Green function [11]. The first follows from a Laplace transform of the time-dependent ballistic propagator [KBK02]:

$$
G(\rho, \rho'; \epsilon) = -2i\beta(\beta F)^3 \int_0^\infty \frac{d\tau}{(i\pi \tau)^{3/2}} e^{i(\rho - \rho')^2/\tau + i\epsilon(\zeta + \zeta' - \epsilon) - i\tau^3/12},
$$

(45)

while the second form features the propagator in momentum space:

$$
G(\rho, \rho'; \epsilon) = -\frac{i\beta}{4\pi^3}(\beta F)^3 \int_0^\infty d\tau e^{-i\epsilon\tau - i\tau^3/12} \times
$$

$$
\int d^3\kappa \int d^3\kappa' e^{-i(\kappa - \kappa') \cdot \rho'} \delta(\kappa + \kappa' + 2\tau \hat{e}_z) e^{-i(\kappa - \kappa')^2/16}.
$$

(46)

Before starting out with the multipole calculations, we remark a general feature of the ballistic problem. From [11] and [3], we infer that $G(r, r'; E)$ is a functional of the variables $r - r'$ and $E + Fz'$ only. This translational symmetry is a consequence of the uniformity of the force field, where a shift of the source position merely alters the potential energy of the emitted particles. We may take advantage of this invariance to relocate the source to the origin [KBK02]:

$$
G(r, r'; E) = G(r - r'; \alpha; E + Fz')
$$

(47)

Furthermore, the exclusive dependence on these variables allows us to replace derivatives of $G(r, r'; E)$ with respect to the source location $r'$ by derivatives with respect to $r$ and the energy $E$. One easily verifies that:

$$
\left(\frac{\partial}{\partial \xi'}, \frac{\partial}{\partial \nu'}, \frac{\partial}{\partial \zeta'}\right) G(\rho, \rho'; \epsilon) = -\left(\frac{\partial}{\partial \xi}, \frac{\partial}{\partial \nu}, \frac{\partial}{\partial \zeta} + 2\frac{\partial}{\partial \epsilon}\right) G(\rho, \rho'; \epsilon).
$$

(48)

We will summarizingly refer to the exchange of derivatives in (48) as the substitution rule for the ballistic Green function.

### 3.2 Multipole Green functions

We now characterize the multipole Green functions $G_{lm}(r, r'; E)$ [11] of the ballistic problem. In view of the translational symmetry [11], we remark in advance that it suffices to discuss the case $r' \rightarrow \alpha$; the general expression for $G_{lm}(r, r'; E)$ then follows by properly adjusting the positions $r, r'$, and the particle energy $E$.

By definition [11], the multipole Green function is the spherical tensor gradient $K_{lm}(\nabla')$ of the ballistic Green function $G(r, r'; E)$ [11]. Since this differential operator reduces to a polynomial in momentum space, it is advantageous to employ the integral representation [16] in performing the differentiation. In the limit $r' \rightarrow \alpha$, this procedure yields after a suitable shift in the remaining momentum integration variable $q = \kappa + \tau \hat{e}_z + 2\rho/\tau$:

$$
G_{lm}(\rho, \alpha; E) = \frac{\beta}{4\pi^3} (i\beta F)^{l+3} \int_0^\infty d\tau e^{i\rho^2/\tau - i(\epsilon - \zeta)\tau - i\tau^3/12} \int d^3q K_{lm} (q + \tau \hat{e}_z - 2\rho/\tau) e^{-i\epsilon q^2/4}.
$$

(49)
The latter integral involves the product of a Gaussian with a polynomial expression and hence allows for evaluation in closed form. To this end, we first expand the shifted harmonic polynomial $K_{lm}(\mathbf{q} + \tau \mathbf{e}_z - 2\rho/\tau)$ into a spherical series with respect to $\mathbf{q}$, as demonstrated in Appendix A. Since the Gaussian part is isotropic, the only contribution to the integral stems from the term with $\lambda = \mu = 0$ in the series (126), rendering the calculation trivial. Furthermore, by a repeated application of the translation theorem for harmonic polynomials (128), we may separate the spatial and temporal dependence in the argument of the remaining function $K_{lm}(\tau \mathbf{e}_z - 2\rho/\tau)$. We then finally obtain a spherical series in $\rho$ for the momentum integral in (52):

$$
\int d^3q \ K_{lm} (\mathbf{q} + \tau \mathbf{e}_z - 2\rho/\tau) e^{-i q^2a^2/4} = \frac{8\pi^{3/2}}{(\tau)^{3/2}} (-i)^l \sum_{j|m|} 2^j T_{jlm}(i\tau)^l - 2j K_{jm}(\rho),
$$

where the translation coefficients $T_{jlm}$ are given by (129). At this point, it proves convenient to introduce a set of auxiliary functions $Q_k(\rho, \zeta; \epsilon)$ via:

$$
Q_k(\rho, \zeta; \epsilon) = \frac{i}{2\pi \sqrt{\pi}} \int_0^\infty \frac{d\tau}{(i\tau)^{k+1/2}} \exp \left\{ i \left[ \frac{\beta^2}{\tau} + \tau(\zeta - \epsilon) - \frac{\tau^3}{12} \right] \right\}.
$$

Despite their rather involved appearance, for integer $k$ these integrals can be systematically evaluated in closed form, yielding sums over products of Airy functions, as detailed in Appendix B.1. Incidentally, apart from a constant prefactor, the function $Q_k(\rho, \zeta; \epsilon)$ equals the ballistic Green function in $2k + 1$ spatial dimensions [BBG*98]. E.g., a comparison with (45) reveals that $G(\rho, \alpha; \epsilon) = -4\beta(\beta F)^3 Q_1(\rho, \zeta; \epsilon)$.) From (49)–(51), we then infer that the ballistic multipole Green function $G_{lm}(\mathbf{r}, \alpha; E)$ in the original coordinates is given by:

$$
G_{lm}(\mathbf{r}, \alpha; E) = -4\beta(\beta F)^{l+3} \sum_{j|m|} (2\beta F)^j T_{jlm} K_{jm}(\rho) Q_{2j-l+1}(\beta Fr, \beta Fz; -2\beta E).
$$

The explicit expressions obtained from (52) quickly become cumbersome with increasing multipole order $l$. While the $s$–wave function $G_{00}(\mathbf{r}, \alpha; E) = G(\mathbf{r}, \alpha; E)/\sqrt{4\pi}$ is displayed already in (41), here we merely state formulae for the $p$–waves in ballistic scattering [Bra93]:

$$
G_{10}(\mathbf{r}, \alpha; E) = \sqrt{\frac{3}{\pi}} \beta^2 F^2 \left\{ z \left[ Ci(\alpha_+) Ai'(\alpha_-) - Ci'(\alpha_+) Ai(\alpha_-) \right] + 2\beta Fr \left[ \beta \left[ z(2E + Fz) - Fr^2 \right] Ci(\alpha_+) Ai(\alpha_-) + z Ci'(\alpha_+) Ai'(\alpha_-) \right] \right\},
$$

$$
G_{1\pm1}(\mathbf{r}, \alpha; E) = \sqrt{\frac{3}{2\pi}} \beta^3 F^2 \left\{ \left[ Ci'(\alpha_+) Ai(\alpha_-) - Ci(\alpha_+) Ai'(\alpha_-) \right] \right. - 2\beta Fr \left[ Ci'(\alpha_+) Ai'(\alpha_-) + \beta \left[ 2E + Fz \right] Ci(\alpha_+) Ai(\alpha_-) \right] \right\}.
$$

(The arguments $\alpha_\pm$ of the Airy functions have been defined in (42).) The expressions for higher multipole order are, however, quickly calculated by means of (52).

Despite being exact for all values of the parameters, the complicated structure of the explicit solutions (52) to the ballistic multipole problem somewhat limits their practical use. Fortunately, comparatively simple asymptotic approximations for the vicinity of the source as well as for the far-field limit are available from (52). We begin with the source region, i.e., consider the case $\rho \rightarrow 0$. As explained in Section 2.3, in this limit
the full multipole orbital symmetry of the corresponding source \( \delta_{lm}(r') \) (15) should emerge in the ballistic multipole wave. This assertion is indeed true: Replacing the functions \( Q_{2l+1}(\rho, \zeta; \epsilon) \) in (52) by their principal asymptotic form for \( \rho \to 0 \) (135), we conclude that the sum term with \( j = l \) becomes dominant in the neighbourhood of the source, and with the help of (43) and (125), we finally obtain the leading term in \( G_{lm}(r, o; E) \) as \( r \to o \):

\[
G_{lm}(r, o; E) \sim -\frac{M}{2\pi \hbar^2} \frac{(2l - 1)!!}{2l + 1} K_{lm}(r) .
\]

As expected, the ballistic multipole waves conform to the universally valid expansion (30) derived in Section 2.3.

In the far-field region \( z \to \infty \), the ballistic multipole waves assume a fairly different character. Since the presence of the uniform force field manifestly breaks the full rotational symmetry incorporated in (13), the characteristic angular dependence of the scattering waves propagating in a central potential \( U(r) \), as exposed e. g. by the free spherical partial waves (33), is destroyed. (Note, however, that the uniform field problem still retains an axis of rotational symmetry. Consequently, the ballistic Green functions \( G_{lm}(r, o; E) \) (52) are eigenfunctions of the angular momentum operator \( L_z \), and terms with different values of \( m \) don’t mix.) For large distances from the source, the external potential bends the scattering waves in the direction of force, and the particle current forms a beam centered around the \( z \)-axis that continues to spread in the lateral directions while its density profile settles into an invariant shape that reflects the orbital structure of the source. In a sense, therefore, the force field projects the spatial particle distribution near the source onto an enlarged distant plane image. (For electrons in a homogeneous force field, this effect has been dubbed “photodetachment microscopy” by Blondel et al. [BDD96, BDDV99].) We are thus interested in the asymptotic shape of the ballistic multipole wave in the vicinity of the \( z \)-axis, i. e., in the limit \( \zeta \to \infty \) while \( \rho - \zeta \) remains finite. (The exact formula (52) is of limited use in this region due to large-scale cancellation between the various contributions to the sum.) Fortunately, there exists a systematic approach (employing a saddle-point approximation) to evaluate all ballistic waves in the far-field sector [Bra99]. We refrain from displaying it here; instead, we only cite its rather simple result that involves again a harmonic polynomial

\[
G_{lm}(r, o; E) \sim \frac{\beta}{2} \frac{F_x}{\sqrt{-\alpha_+}} \frac{(-1)^m}{\sqrt{-\alpha_+}} K_{lm} \left( \frac{\beta F_x}{\sqrt{-\alpha_+}}, \frac{\beta F_y}{\sqrt{-\alpha_+}}; i \frac{\partial}{\partial \alpha_-} \right) Ai(\alpha_-) .
\]

(Here, the argument \( \alpha_+ \) approaches \( \alpha_+ \to -\infty \), while \( \alpha_- \) remains bound.) Note that all multipole waves share a common propagating factor, whereas the asymptotic beam profile is contained in the derivative of \( Ai(\alpha_-) \). Explicit expressions for \( s- \) and \( p- \)waves are tabulated in Section 4.

### 3.3 Ballistic multipole currents

Despite being a fundamental set of quantities, the ballistic multipole Green functions \( G_{lm}(r, o; E) \) (52) are not directly accessible in experiment. This privilege is actually reserved for the multipole currents \( j_{lm}(r, o; E) \) (20) and \( j_{lm,t^m}(E) \) (23) which we discuss next.

We start out with a brief analysis of the current density \( j(r) \) (19) associated to a ballistic scattering wave. This quantity is accessible from the Green functions \( G_{lm}(r, o; E) \) (52) through differentiation, and the calculation of the exact matrix elements \( j_{lm,t^m}(r, o; E) \) is tedious yet straightforward. The resulting expressions are lengthy, and we will refrain from displaying them here except to notice that the current density component \( j_{lm,t^m}(r, o; E) \) in field direction for a ballistic \( s- \)wave has been published before [KBK02]. However, the current density profile in the far-field section has been assessed experimentally [BDD96, BDDV99], so
it appears worthwhile to deduce asymptotic expressions for the various multipole current matrix elements in this limit. Since the scattering wave in this regime closely follows the direction of force, we will only examine the $z$ component of the current density vector, i.e., confine our attention to $j^{(z)}_{lm,l'm'}(r, o; E)$. It has been argued [BDDV99] that for $z \to \infty$, the velocity of the particles in the matter wave is determined by their uniform acceleration in the field, regardless of the details of the emission process, and hence is given by $v(z) \sim \sqrt{2Fz/M}$. In this approximate picture, the resulting current distribution $j^{(z)}(r, o; E)$ is simply proportional to the particle density $\rho(r) = |\psi_{sc}(r)|^2$ of the scattering wave: $j^{(z)}(r) \sim \rho(r)v(z)$. This notion is indeed corroborated by a more accurate inspection [Bra99]: Using the Wronskian relation $Ci(z)^* Ci(z) - Ci(z) Ci'(z)^* = -2i/\pi$ [AS65], one quickly arrives from (56) at the far-field current distribution ($z \to \infty$):

$$J_{lm,l'm'}^{(z)}(r, o : E) \sim -\frac{\beta}{4\pi \hbar \alpha_+} (2\beta F)^{l+l'+2} 5^{l'-l} (-1)^{m+m'} \times$$

$$\left[ K_{lm} \left( \frac{\beta Fx}{\sqrt{-\alpha_+}}, \frac{\beta Fy}{\sqrt{-\alpha_+}}, i \frac{\partial}{\partial \alpha_-} \right) Ai(\alpha_-) \right]^* \left[ K_{l'm'} \left( \frac{\beta Fx}{\sqrt{-\alpha_+}}, \frac{\beta Fy}{\sqrt{-\alpha_+}}, i \frac{\partial}{\partial \alpha_-} \right) Ai(\alpha_-) \right].$$

(57)

Here, $\alpha_- (\beta)$ is bound, while $\alpha_+ \to -\infty$. The resulting expressions for $l = 0, 1$ are utilized in Section 4.2.

In the second step, we determine the total current $J(E)$ (21) carried by a ballistic scattering wave. Its matrix elements $J_{lm,l'm'}(E)$ (23) follow from the Green function $G(r, r'; E)$ (41) by differentiation and a subsequent limiting process, as discussed in Section 2.2. Before heading towards the calculation of those currents, we note that due to the remaining rotational symmetry of the force field, the total current matrix is diagonal with respect to the quantum number $m$, i.e., $J_{lm,l'm'}(E) = 0$ for $m \neq m'$. (See Section 2.3.)

As the multipole formalism invokes spherical tensor gradients $K_{lm} (\nabla)$ (23), it is again favorable to perform the actual calculation in the momentum-space representation of the Green function $G(r, r'; E)$ (40). The differentiation and limit operations then become trivial, and the matrix elements of the ballistic total current read in integral form:

$$J_{lm,l'm'}(E) = \frac{\beta}{2\pi^2 \hbar} (\beta F)^{l+l'+3} \Im \left[ i^{-l'+1} \int_0^\infty d\tau e^{-i\tau - i \tau^3/12} \right.$$  

$$\left. \int d^3q \, K_{lm}(q - \tau \hat{e}_z)^* K_{l'm'}(q + \tau \hat{e}_z) e^{-i\tau q^2/4} \right].$$

(58)

In the next step, the momentum and temporal contributions in the arguments of the harmonic polynomials appearing here are disentangled by means of the translation theorem (128) (see Appendix A). This renders the angular integration in (58) straightforward, and the remaining momentum integral is of Gaussian type, leaving only the temporal integral to be evaluated. It may be displayed as a sum over the auxiliary functions $Q_k(r)$ closely related to the expression (5) appearing in the preceding section:

$$Q_k(r) = \lim_{\rho, \zeta \to 0} \Im \left[ Q_k(\rho, \zeta ; \epsilon) \right] = \Im \left[ \frac{i}{2\pi \sqrt{\pi}} \int_0^\infty \frac{d\tau}{(i\tau)^{k+1/2}} e^{-i\tau^3/12} \right].$$

(59)

(A similar set of functions is discussed in [MFSF00].) Their properties, in particular, their resolution into products of Airy functions, are discussed in Appendix B.2. With the definition (59), the total ballistic multipole currents $J_{lm,l'm'}(E)$ (23) finally read:

$$J_{lm,l'm'}(E) = \delta_{mm'} \frac{M}{\pi \hbar^3} (\beta F)^{l+l'+2} \sum_{j=|m|}^{\min(l,l')} 2j(2j+1)!! T_{jl} T_{jl'} \, Q_{i_{j-l-l'+1}}(-2\beta E).$$

(60)
For \( l = 0, 1 \), these currents are listed in Section 3.3.

Despite being an exact expression, it is not easy to comprehend the behavior of the total multipole currents from (60). To elucidate it, we proceed with an asymptotic expansion of the multipole currents \( J_{lm}(E) \) (here, we treat the diagonal matrix elements only) in terms of the energy parameter \( \epsilon = -2\beta E \) valid in the sector \( |\epsilon| \gg 1 \). Clearly, the problem reduces to finding asymptotic forms for the auxiliary functions \( Q_{lk}(\epsilon) \) (59), and its somewhat intriguing solution is displayed in Appendix B.3. Here, we merely state the subsequent results for the ballistic current \( J_{lm}(E) \).

We have to distinguish between two mathematically and physically rather different cases. To start out, we consider the limit \( \epsilon \gg 1 \) pertaining to large negative energies. This corresponds to the interesting phenomenon of ballistic tunneling from a point source that has no classical counterpart. The leading asymptotic term for the total multipole current \( J_{im}(E) \) then reads:

\[
J_{lm}(E) \sim \frac{Mk^{2l+1}}{4\pi^2\hbar^3} \frac{(2l+1)(l + |m|)!}{|m|!(l - |m|)!} \left( \frac{\beta F}{\kappa} \right)^{3|m|+3} e^{-\kappa^2/6(\beta F)^3}.
\]

Here, \( \kappa = 2\beta F \sqrt{\epsilon} \) denotes the evanescent particle momentum at the source. As expected, tunneling is exponentially suppressed. We also note that for fixed \( l \), the current strength declines with increasing quantum number \( |m| \). This is evidence for the centrifugal suppression of tunneling discussed below.

In the opposite limit of classical ballistic motion, \( k \to \infty \) (where \( k = 2\beta F \sqrt{-\epsilon}, \epsilon \ll -1 \)), the multipole current \( J_{lm}(E) \) may be interpreted as a sum of two terms of different character: The dominant secular contribution is independent of the field strength \( F \) and thus obviously must reproduce the total current for freely propagating partial waves (Section 2.4) given by Wigner’s law (34). The free-particle expression is then modified by an oscillating contribution akin to (61):

\[
J_{lm}(E) \sim \frac{Mk^{2l+1}}{4\pi^2\hbar^3} \left\{ 1 - (-1)^l \frac{2(2l + 1)(l + |m|)!}{|m|!(l - |m|)!} \left( \frac{\beta F}{k} \right)^{3|m|+3} \cos \left[ \frac{1}{6} \left( \frac{k}{\beta F} \right)^3 + \frac{|m|\pi}{2} \right] \right\}.
\]

The modulation becomes most apparent for linear polarization (\( m = 0 \)), but even then it is suppressed with respect to the secular part by a factor \( k^{-3} \). However, due to its rapidly oscillating behavior it still may imprint a conspicuous pattern onto the general trend of \( J_{lm}(E) \): For \( m = 0 \), the energy derivative of the current reads asymptotically:

\[
\frac{\partial}{\partial E} J_{l0}(E) \sim (2l + 1) \frac{M^2k^{2l-1}}{2\pi^2\hbar^3} \sin \left[ \frac{2}{3} \left( 2\beta E \right)^{3/2} + (-1)^l \frac{\pi}{4} \right]^2.
\]

Thus, the current \( J_{l0}(E) \) grows monotonically with \( E \), yet becomes stationary at a series of energy values \( E_{nl} = [3\pi(4\nu + 2l - 1)]^{2/3}/8\beta \) (\( \nu \) integer, \( \nu > -1/2 \), rendering a “staircase” structure in plots of \( J_{l0}(E) \) versus the energy \( E \).

### 3.4 Semiclassical theory

In the previous sections, we derived the exact quantum mechanical solution to the ballistic multipole problem as stated in equations (52), (57), and (60), respectively. Although a major feature of our presentation, the physical content of these mathematical expressions is not extracted easily. Hence, in the following paragraphs, we will provide some surprisingly simple arguments of essentially semiclassical nature that within their range of validity faithfully reproduce the features of the quantum solution. As before, we start out with the current distribution in the far-field sector (\( z \to \infty \).
Like in the preceding section, we have to distinguish two radically different energy regimes. In quantum motion, the initial particle energy \( E \) can be negative, leading to ballistic tunneling, which is a phenomenon with no immediate classical counterpart. We will assess it below. For the moment, however, we consider the simpler case of classically allowed ballistic motion originating from a point source, a problem already studied by Galilei. Our approach, like some earlier contributions [Fab81, DKO83, Da89, Ko90h, BDD96], is built upon the Hamilton-Jacobi theory of uniformly accelerated motion which is discussed in detail in Ref. [BBG 98]. We assume that classical bodies of some fixed energy \( E \) are emitted at the origin \( r' = 0 \) and travel towards a destination position \( r \) on a distant screen perpendicular to the direction of force (\( z = \text{const.}, \ z \to \infty \)). The freely falling bodies then may follow two different parabolic tracks: The “fast” trajectory, denoted by (−), directly leads to the location \( r \), whereas the “reflected” or “slow” trajectory (+) first grazes the turning surface, a rotational paraboloid with the source as its focal point given by \( \alpha_- = 0 \) (43) which presents the maximum range of classically allowed motion [BBG 98], before arriving at \( r \). (The situation is depicted in Figure [4].) On the screen the particles will populate the circular disc \( \alpha_- < 0 \) whose radius \( R_{\text{cl}} \) is asymptotically given by \( R_{\text{cl}}^2 = 4Ez/F \). Correspondingly, as \( z \to \infty \),

\[
\alpha_- \sim -2\beta E \left( 1 - R^2 / R_{\text{cl}}^2 \right).
\]  

(64)

Thus, for large distances the current profile settles into an invariant shape of absolute size \( R_{\text{cl}} \).

Next, we discuss the projection properties of the force field for large \( z \). The relative lateral position \( R/R_{\text{cl}} \) on the screen is determined by the angle of emission \( \theta \) relative to the direction of force. Since motion perpendicular to \( \mathbf{F} \) is uniform, \( R \) is the product of the corresponding component of the initial particle velocity with the time of flight: \( R = T(\theta; E)v_1 \sin \theta \). However, in the far-field limit \( T(\theta; E) \) is asymptotically independent of \( \theta \) and \( E \), and we find the simple relationship \( R(\theta) = R_{\text{cl}} \sin \theta \). Hence, the cone \( \theta = \text{const.} \) will be projected onto a circle of radius \( R_{\text{cl}} \sin \theta \), and trajectories starting under opposite angles \( (\theta, \phi), (\pi - \theta, \phi) \) will asymptotically share the same destination \( r \) on the screen.

The distribution of emission angles at the source and the current profile recorded at the detecting screen are linked through the classical differential cross section \( \partial \sigma_{\text{cl}} / \partial \Omega \) of the ballistic problem in the asymptotic limit. For both the direct and reflected path respectively, we find:

\[
\frac{\partial \sigma_{\text{cl}}}{\partial \Omega} (R; E) = \frac{R \, dR}{\sin \theta \, d\theta} = R_{\text{cl}}^2 \cos \theta = R_{\text{cl}}^2 \sqrt{1 - R^2 / R_{\text{cl}}^2}.
\]  

(65)

The density of trajectories \( \partial \Omega / \partial \sigma_{\text{cl}}(R; E) \) diverges at \( R_{\text{cl}} \), as expected near the caustic surface \( \alpha_- = 0 \) [Sch81]. In the actual current density distribution, this divergence will be smoothened out into a bright fringe. (If, however, emission perpendicular to \( \mathbf{F} \) is suppressed, as e. g. for a \( p_z \) multipole source, the edge of the current spot appears quenched.)

In an entirely classical picture, the differential cross section (65) would completely determine the particle distribution at large \( z \). However, a fundamental modification is imposed by the wavelike nature of quanta. A freely falling particle of fixed energy \( E \) will travel along both the “slow” and “fast” paths, but will accumulate different phases in the process, leading to interference between the particle waves. As the phase difference depends on the location \( r \)—at \( R = R_{\text{cl}} \) the classical trajectories will coincide, whereas maximum phase difference occurs for particles emitted (anti-)parallel to the direction of force—constructive and destructive interference will alternately take place, leading to a circular interference pattern superimposed onto the cross section (55). Conceptionally, the situation resembles the traditional double-slit setup [MJ59, FH63] used to discuss two-path interference. From a practical point of view, the ballistic problem enjoys the advantage that no mechanical “slit” is involved as the selection of paths is solely accomplished by the force field. The predicted interference patterns were first observed experimentally by Blondel et al. [BDD96, BDDV99].

A quantitative semiclassical analysis rests on the quantum phases \( \sigma_{\pm}(R, \phi; E) \) carried by the interfering trajectories (+), (−). Generally, three different terms contribute to \( \sigma_{\pm}(R, \phi; E) \) (see also Figure [4]): First,
Figure 1: Semiclassical ballistic motion in the far-field limit. Within the disc $R < R_{\text{cl}}$, two parabolic paths (bold) emitted under equal angles $\theta, \pi - \theta$ from the multipole source will join the origin with the destination. Unlike the fast path (+), the slow path (–) undergoes a reflection at the parabolic turning surface $\alpha_- = 0$. The accumulated phases, together with their initial “atomic” phases inherited from the point source, determine the exact shape of the interference pattern on the screen.

The trajectories will “inherit” atomic phases $\gamma(\theta, \phi), \gamma(\pi - \theta, \phi)$ deriving from the angular phase distribution of the point source; second, particles traveling along the classical paths will gather dynamical phases which semiclassically are determined by the reduced action $W_{\text{cl}}^{(\pm)}(r, o; E)$ along the respective trajectories $[\text{BBG}^+98]$ which reads in terms of $\alpha_\pm$ (42):

$$W_{\text{cl}}^{(\pm)}(r, o; E) = \frac{2\hbar}{3} \left[ (-\alpha_+)^{3/2} \pm (-\alpha_-)^{3/2} \right].$$

(66)

Finally, the “slow” trajectory (+) undergoes an additional “phase jump” of $-\pi/2$ due to reflection at the turning surface [Sch81]. Hence, the semiclassical phases $\sigma_\pm(R, \phi; E)$ along the trajectories (+), (–) read:

$$\sigma_+(R, \phi; E) = \gamma(\pi - \theta, \phi) + \frac{1}{\hbar} W_{\text{cl}}^{(+)}(r, o; E) - \frac{\pi}{2},$$

(67)

$$\sigma_-(R, \phi; E) = \gamma(\theta, \phi) + \frac{1}{\hbar} W_{\text{cl}}^{(-)}(r, o; E).$$

(68)

We now put together the semiclassical theory of ballistic motion in the limit $z \to \infty$. Denoting the angular amplitude distribution at the source by $A(\theta, \phi) = |A(\theta, \phi)| \exp[i\gamma(\theta, \phi)]$, the semiclassical current density distribution $j^{(\text{sc})}_z(R, \phi; E)$ on the screen will be given by the differential cross section $\partial \sigma_{\text{cl}}/\partial \Omega(R; E)$ (65), accounting for the projection properties of ballistic motion, modulated by an oscillating term representing the combined effects of source emission characteristics and quantum interference (where $\sin \theta = R/R_{\text{cl}}$):

$$j^{(\text{sc})}_z(R, \phi; E) = \frac{\partial \Omega}{\partial \sigma_{\text{cl}}}(R; E) \left| A(\pi - \theta, \phi) e^{i\sigma_+(R, \phi; E)} + A(\theta, \phi) e^{i\sigma_-(R, \phi; E)} \right|^2.$$

(69)
In general, little information about the emission characteristics can be extracted from the current profile. However, the contributions of source structure and quantum interference will disentangle if the emission pattern shows reflection symmetry with regard to the $x - y$ plane, i.e., $|A(\pi - \theta, \phi)|^2 = |A(\theta, \phi)|^2$ holds. Then, (69) reduces to a product of three independent factors $DKO82$:

$$j^{(sc)}_\nu(R, \phi; E) = 4|A(\theta, \phi)|^2 \frac{\partial \sigma}{\partial \sigma_{cl}}(R; E) \cos^2 \left( \frac{\sigma_+(R, \phi; E) - \sigma_-(R, \phi; E)}{2} \right). \tag{70}$$

This condition always applies for pure multipole sources $\delta_{lm}(r)$ $\Box$. We now calculate the semiclassical approximation $j^{(sc)}_{lm,lm}(r, \alpha; E)$ to the ensuing multipole current density distribution $j^{(c)}_{lm,lm}(r, \alpha; E)$ $\Box$. Apart from an overall factor $A_0(E)$ the angular amplitude distribution of this source is given by a spherical harmonic function: $A(\theta, \phi) = A_0(E) Y_{lm}(\theta, \phi)$. In the classical picture, the total emission rate $J_{lm}(E) \Box$, and thus $A_0(E)$, remains undefined. Here, we pragmatically adopt the value quantum theory provides for field-free emission, i.e., the Wigner law $\Box$ from Section 2.4, and set $A_0(E)^2 = J_{lm}^{(free)}(E) = Mk^{2l+1}/4\pi^2h^3$. Inserting an explicit formula $\Box$ for $Y_{lm}(\theta, \phi)$ into (70), eliminating the angle $\theta$ and approximating the semiclassical phase $\sigma_\pm(R, \phi; E) \Box$ $\Box$ using (58) we obtain after a short calculation:

$$j^{(sc)}_{lm,lm}(r, \alpha; E) = \frac{Mk^{2l+1}}{4\pi^3h^3} \frac{2l + 1}{R_{cl} \sqrt{R_c^2 - R^2}} \frac{(l - m)!}{(l + m)!} P_l^m \left( \sqrt{1 - \frac{R^2}{R_{cl}^2}} \right)^2 \sin \left( \frac{2}{3} \left[ 2\beta E \left( 1 - \frac{R^2}{R_{cl}^2} \right) \right]^{\frac{3}{2}} \pm \frac{\pi}{4} \right)^2. \tag{71}$$

Here, $P_l^m(z)$ denotes the associated Legendre polynomial $\Box$. Multipole sources thus generate two different patterns of sharp ringlike interference fringes. The upper sign in the interference term applies for even parity, i.e., for even $l - |m|$, whereas the lower sign is valid for odd $l - |m|$. Therefore, under change of parity, the interference ring pattern will reverse.

With increasing energy $E$, new interference fringes spring up in the center of the current distribution. There, the phase difference $\sigma_+ - \sigma_- \Box$ is linked to the action functional along the “(+)” path segment returning to the source, known as the “closed orbit”: $W_{cl}(E) = 4\hbar(2\beta E)^{3/2}/3$. It has been noted $\Box$ that destructive interference in the closed orbit takes place whenever $E = E_{cl}$ (see Section 3.3). Thus, the stationary points in the total current $J_{0}(E) \Box$ coincide with the appearance of a new dark interference fringe in the pattern, providing a crude explanation for the staircase structure prominent in the multipole currents with $m = 0$.

We now turn to the case of ballistic tunneling ($E < 0$). It is of considerable theoretical interest in being probably the only example of a tunneling process in three spatial dimensions yielding to an analytic solution, and thus forms an important testing ground for semiclassical theories of multi-dimensional tunneling $\Box$. Unlike their one-dimensional textbook counterpart, realistic tunneling problems are notoriously intricate and show a wealth of surprising features (e.g., trajectories in complex space) absent in the former. For a discussion of $s$–wave ballistic tunneling, we refer the reader to Refs. $\Box$.

A systematic study of ballistic multipole tunneling is outside the scope of this article $\Box$. Rather, we present a simple heuristic approach that might be dubbed “analytic continuation”: Even as the notion of a trajectory becomes dubious when applied to tunneling, we formally take over the results (54)–(71) achieved above for classically allowed motion, subjecting them only to minor modifications. We note that the square of the classical radius $R_{cl}^2$, as defined by $\alpha_- = 0$, is now formally negative. We replace it by its absolute value $R_{cl}^2 = -R_{cl}^2 = 4|E|/F$. Similarly, quantities derived from it will change accordingly; in particular, we find $\alpha_- \sim -2\beta E(1 + R^2/R_{tun}^2) \Box$, $\partial \sigma_{tun}/\partial \Omega(R, E) = R_{tun}^2 \sqrt{1 + R^2/R_{tun}^2}$ $\Box$ for the “cross section,”
and the “projection law” \( \cos \theta = \sqrt{1 + R^2/R_{\text{tun}}^2} \). Clearly, these expressions are devoid of any geometrical interpretation. Moreover, the tunneling action functional, and hence the phase along the “trajectory,” becomes complex [BBG+98]:

\[
W_{\text{tun}}(r, \alpha; E) = \frac{2\hbar}{3} \left[ (-\alpha_z)\frac{3}{2} + i(\alpha_z\frac{3}{2}) \right].
\] (72)

Since the tunneling wave function may decay exponentially, only one of the two possible extensions of (66) is physically acceptable. This restriction lifts the path ambiguity, so interference is absent in the tunneling regime. Therefore, (69) is replaced by:

\[
j_z^{(\text{tun})}(R, \phi; E) = \frac{\partial \Omega}{\partial R_{\text{tun}}}(R; E) |A(\theta, \phi)|^2 \exp \left( -\frac{4}{3} \alpha_{z} \frac{3}{2} \right).
\] (73)

For the special case of a pure multipole source \( \delta_{lm}(r) \) [15], we finally obtain with the evanescent momentum \( \hbar \alpha = \sqrt{2M|E|} \), in analogy to (71):

\[
j_{lm,lm}^{(\text{tun})}(r, \phi; E) = \frac{M\kappa^{2l+1}}{16\pi^3 \hbar^3 R_{\text{tun}} \sqrt{R_{\text{tun}}^2 + R^2}} \frac{2l + 1}{(l - m)! \Gamma(l + m)!} \left| P^m_l \right|^2 \left( 1 + \frac{R^2}{R_{\text{tun}}^2} \right)^{-l-m} \exp \left\{ -\frac{4}{3} \left[ -2\beta \frac{E}{R_{\text{tun}}} \right)^{3/2} \right\}.
\] (74)

(For real \( z > 1 \), the Legendre polynomial \( P^m_l(z) \) is generally complex and double-valued. The modulus \( |P^m_l(z)|^2 \) remains unaffected by this complication, however.)

It is instructive to examine the paraxial limit \( R \to 0 \) of (74). This yields the following approximation to \( j_{lm,lm}^{(\text{tun})}(r, \phi; E) \), valid for small lateral distances \( R \) [BBG+98]:

\[
j_{lm,lm}^{(\text{tun})}(r, \phi; E) \sim \frac{M\kappa^{2l+1}}{16\pi^3 \hbar^3} \frac{(2l + 1)(l + |m|)!}{2^{2|m|} \Gamma(l - |m|)!} \frac{R^{2|m|}}{R_{\text{tun}}^{2|m|+2}} \exp \left( -\frac{\kappa R}{2z} - \frac{\kappa^3}{6(\beta F)^3} \right).
\] (75)

This formula allows for a simple interpretation as a product. The exponential term \( \exp[-\kappa^3/(6\beta F)^3] \) equals the WKB penetration factor for a one-dimensional linear potential ramp, while the prefactor \( R_{\text{tun}}^{2|m|} \) covers the effect of centrifugal repulsion. It is worth noting that the tunneling current distribution, apart from this prefactor, possesses approximately Gaussian form: \( J_z^{(\text{tun})}(R, \phi; E) \propto \exp(-\kappa R^2/2z) \): Remarkably, unlike the total tunneling current \( J_{lm}(E) \), the shape of the lateral current profile is independent of the force strength \( F \). This prediction is experimentally confirmed in field emission from ultrasharp tips [HM93].

We conclude our investigation by pointing out that integration over the current profile (75) provides an independent means to calculate the total ballistic multipole current \( j_{lm}(E) \) in the tunneling limit. The result coincides with our earlier finding (61).

### 4 Application to photodetachment processes

The multipole wave functions and currents characterizing quantum ballistic motion transcend merely mathematical interest. Remarkably, these quantities have recently been assessed experimentally in a rather direct fashion, studying electrons accelerated in a homogeneous electric field and ultracold atoms subject to the
gravitational force, respectively. In this section, we start out with a short description of near-threshold photodetachment of negative ions in a presence of an external uniform field. This problem has been studied extensively theoretically (see [Fab81, Fab82, DKO82, WRG88, DD88, DD89, Du89, KO90b, KO90a, Fab94, Gol97, MFSF00] and references therein) as well as experimentally [BMS+87, GDL93a, GDL93b, BDD96, BDDV99, GGM+01]. Being aware that many of the subsequent results have appeared in the literature, we nevertheless chose to discuss the multipole source model of photodetachment as it presents the most coherent, and by far the simplest, description of the effect. However, we strive to emphasize the less known and probed aspects of the subject. For a brief introduction to the source formalism for $s$-wave photodetachment in an electric field environment, we refer the reader to our previous article [KBK02].

4.1 Photodetachment as a source problem

In the photodetachment setup, a beam of negatively charged ions traverses the focus of a laser beam whose frequency $\omega$ closely matches the electron affinity of the ion, i.e. the binding energy $E_0$ of the excess charge. Some ions absorb a laser photon and subsequently emit an electron of energy $E = h\omega - E_0$ into a continuous state to become a neutral atom. In the presence of a homogeneous electric field $F = -eE$, these electrons are accelerated towards either a counter, allowing measurement of the total photocurrent $J(E)$ or a spatially resolving detector plate that records an image of the photoelectron distribution $j_z(r, \alpha; E)$ [BDD96, BDDV99]. (For technical reasons, the ion and laser beams and the electric field are usually oriented mutually perpendicular. We choose the $z$-axis as direction of force.)

In the source formalism (Section 2.1), the photodetachment phenomenon is interpreted as the scattering of the ionic electrons at the quantized electromagnetic laser field $A$, i.e. the coupling term $W = -e\hbar^2(p \cdot A)/Mc$ is treated as the interaction potential. Assuming that the external electric field and the laser field are sufficiently weak not to disturb the electronic configurations of the initial ionic ground state $|\psi_{\text{ion}}\rangle$ and the emerging neutral atom in its ground state $|\psi_{\text{atom}}\rangle$, we proceed to project these states, leaving an effective inhomogeneous Schrödinger equation for the detached electron $\psi_z$:

$$
E - \frac{1}{2M} \left( \mathbf{p} + \frac{e}{c} \mathbf{A} \right)^2 - U_{\text{atom}}(r) + F z \left| \psi_{\text{atom}}(r) \right| = \left| \psi_{\text{atom}}(r) \right| W \left| \psi_{\text{ion}}(r) \right| ,
$$

(76)

where $U_{\text{atom}}(r)$ represents the short-range interaction between the emitted electron and the remaining neutral atom. In leading approximation, this potential can be neglected. (In the related photoionization effect [KO90b, NOV02], a long-range Coulomb attraction between the emitted electron and the emerging ion prevails which must be included in the external potential: $U_{\text{ext}}(r) = F z + e^2/r$. The additional term renders the treatment of near-threshold photoionization considerably more difficult.) In strong electric fields, the effects of $U_{\text{atom}}(r)$ may become important and must be included in a perturbative rescattering series. Similarly, the influence of the oscillating laser field on the electronic motion may be taken into account by a Floquet series expansion. (The electron dynamics in the laser field becomes dominant only for extreme intensities where it causes a wealth of new phenomena, e.g. high-harmonic generation [Gav92, LKB97].) A comprehensive study of these corrections is performed in Ref. [MFSF00]. However, for moderate fields and laser intensities, and frequencies close to the detachment threshold, they may be safely ignored.

In order to reduce the problem to fit the ballistic multipole formalism discussed in Section 2, we finally approximate the source term $\sigma(r) = \left| \psi_{\text{atom}}(r) W \right| \left| \psi_{\text{ion}}(r) \right|$ in (76) by a properly chosen multipole point source (15). To this end, we first note that $\sigma(r)$ is limited in extension to the size of the parent ion and thus is much smaller than the initial wavelength of the photoelectron. Similarly to the case of free-particle sources (Section 2.4), the details of the source structure then may be condensed into a single parameter, the source strength $C$. (Otherwise, finite-size effects have to be taken into consideration. For Gaussian sources, the deviation from the point source behaviour has been studied in detail [KBK02]. See also Section 5.) This leaves only
the multipole character of the source to be determined, which in turn is fixed by the selection rules for dipole radiation. Since the emission into channels of higher angular momentum at energies close to threshold is strongly suppressed (as exemplified e.g. by the Wigner law (34) valid for freely propagating particles), only the lowest permissible multipole order is appreciably populated. In most cases, this effect leads to isotropic emission of the photoelectron ($l = 0$) from the point source \cite{BDD96, BDDV99, GGM+01, KBK02}. However, if both the parent ion and the emerging neutral atom possess $S$ ground states, the photoelectron must carry the spin of the absorbed laser photon and is therefore emitted into a $p$–wave, where the distribution onto the various $m$ sublevels is determined by the laser polarization vector $\epsilon$:

$$E - \frac{p^2}{2M} + Fz \psi(r) = C (\epsilon \cdot \nabla) \delta(r) = C \sum_{m=-1}^{1} \lambda_{1m} \delta_{1m}(r).$$

(77)

(The most prominent member of this class is the hydrogen ion $H^{-}$ first studied experimentally by Bryant et al. \cite{BMS87}.) In this form, the photodetachment problem immediately yields to a description in terms of the ballistic multipole waves $G_{10}(r, o; E)$ (53) and $G_{1, \pm 1}(r, o; E)$ (54). Some results for the ensuing current distributions are presented below.

### 4.2 The far-field current profile

According to the semiclassical model of quantum ballistic motion (Section 3.4), the uniformly accelerated wave function is characterized by a circular fringe pattern imprinted on the Green function by two-path interference in the force field (Figure 1), and approximations similar to (71) were first published by Fabrikant \cite{Fab81, Fab82}. Demkov et al. \cite{DKO82} not only improved on these results, but also realized that the interference pattern should be experimentally observable in near-threshold photodetachment. This assertion was finally verified by Blondel et al \cite{BDD96, BDDV99} in a seminal series of experiments: They recorded the photoelectron distribution generated by various ion beams in a homogeneous electric field with a spatially sensitive detector plate and in the course established a new method for the precise determination of electron affinities (“photodetachment microscopy”). The observed interference patterns are truly macroscopic; for electrical fields $E$ of a few hundred V/m and a source-detector distance $z = 0.514$ m, the fringe diameters are in the mm range. However, all experiments were performed on ions that detach electrons into $s$–waves. Due to the low photoabsorption rates imposed by the Wigner law (34), photocurrent profiles in near-threshold $p$–wave detachment are more difficult to measure and so far have not been recorded. However, source theory predicts an interesting dependence (77) of these patterns on the laser polarization $\epsilon$ that is naturally lacking in isotropic emission. We discuss some examples below.

First, however, we briefly comment on $s$–wave photodetachment. In this case, the electron is effectively emitted by an isotropic point source $\sigma(r) = C \delta_{00}(r)$, and its wave function is thus proportional to the ballistic Green function $G(r, o; E)$ (41). The density of electrons collected on the distant detector hence serves as a measure of the current density $j(z)(r, o; E)$ assigned to the Green function (41) which is stated in exact form in Ref. \cite{KBK02}, and is in very good agreement with experiment. Yet, due to the considerable distance of source and detector, a simplified analysis using the far-field approximations (56) and (57) for the ballistic Green function and its current density is equally suited. For $s$–wave emission from a unit strength source ($C = 1$), we obtain:

$$G_{00}(r, o; E) \sim 4i \beta (\beta F)^3 \frac{C i(\alpha_+)}{\sqrt{-4\pi \alpha_+} \Ai(\alpha_-)},$$

(78)
(where \(\alpha_{\pm}\) is defined in \([43]\)), while the ensuing current density matrix element reads:

\[
j_{00,00}^{(z)}(r, \sigma; E) \sim -\frac{2\beta^6 F^5}{\pi^2 h \alpha_+} \text{Ai}^{'}(\alpha_-)^2 ,
\]

(79)

Thus, for fixed distance \(z\), the electron density varies with the radial distance \(R\) like the square of the Airy function \(\text{Ai}[-2\beta E(1 - R^2/R^2_0)]^2\) \([43]\), where \(R^2_0 = 4Ez/F\) (see also Section \([3.4]\)). This formula was used by Blondel et al. \([BDDV99]\) in the analysis of their photodetachment experiment.

Now we turn to the case of \(p\)-wave photodetachment. From \((77)\), we expect that the electron wave function \(\psi(r)\) is a superposition of the \(l = 1\) multipole Green functions \(G_{10}(r, \sigma; E)\) \([43]\) and \(G_{1,\pm 1}(r, \sigma; E)\) \([43]\) whose relative weights depend on the laser polarization \(\epsilon\). For our purposes, again their far-field asymptotics \([56]\) suffice:

\[
G_{10}(r, \sigma; E) \sim -8\sqrt{3} i\beta(\beta F)^4 \frac{\text{Ci}(\alpha_+)}{-4\pi \alpha_+} \text{Ai}^{'}(\alpha_-) ,
\]

(80)

\[
G_{1,\pm 1}(r, \sigma; E) \sim \mp 4\sqrt{3} \beta(\beta F)^5 \frac{\text{Ci}(\alpha_+)}{2\pi (-\alpha_+)} (x \pm iy) \text{Ai}(\alpha_-) .
\]

(81)

Their associated current density matrix elements \(j_{1m,1m}^{(z)}(r, \sigma; E)\) are easily evaluated from eq. \((57)\).

Here, we examine four specific setups of the photodetachment experiment in detail. As noted before, the ion and laser beams, and the direction of force should be in mutually orthogonal orientation; we choose them as the \(x\)-, \(y\)-, and \(z\)-directions of our coordinate system, respectively. Then, the polarization vector \(\epsilon\) is confined to the \(x-z\)-plane. Some natural choices for it are \(\epsilon_x\) (parallel or \(\pi\)-polarization with respect to the electric field \(\mathbf{E}\)), \(\epsilon_\sigma = \hat{\epsilon}_x\) (perpendicular or \(\sigma\)-orientation), \(\epsilon_{\text{circ}} = (\hat{\epsilon}_x + i\hat{\epsilon}_z)/\sqrt{2}\) (circular polarization), and \(\epsilon_{\text{tilt}} = (\hat{\epsilon}_x + \hat{\epsilon}_z)/\sqrt{2}\) (linearly polarized under an angle of \(45^\circ\) to \(\mathbf{E}\)). The corresponding multipole sources in \((77)\) then read, apart from a constant of proportionality:

\[
\sigma_x(r) = \delta_{10}(r) , \quad \sigma_{\text{circ}}(r) = \frac{1}{2} [i\delta_{11}(r) + \sqrt{2}\delta_{10}(r) + i\delta_{1,-1}(r)] ,
\]

\[
\sigma_\pi(r) = \frac{1}{\sqrt{2}} [\delta_{11}(r) - \delta_{1,-1}(r)] , \quad \sigma_{\text{tilt}}(r) = \frac{1}{2} [i\delta_{11}(r) + \sqrt{2}\delta_{10}(r) + \delta_{1,-1}(r)] .
\]

(82)

Note that \(\sigma_{\text{circ}}(r)\) and \(\sigma_{\text{tilt}}(r)\) only differ in the relative phase of their multipole components. A brief calculation using \((57)\) then yields the asymptotic photocurrent density profiles generated by these \(p\)-wave sources:

\[
j_{\pi}^{(z)}(r, \sigma; E) \sim \frac{24\beta^6 F^7}{\pi^2 h (-\alpha_+)} \text{Ai}^{'}(\alpha_-)^2 ,
\]

(83)

\[
j_{\sigma}^{(z)}(r, \sigma; E) \sim \frac{24\beta^{10} F^9}{\pi^2 h^2 \alpha_+} x^2 \text{Ai}(\alpha_-)^2 ,
\]

(84)

\[
j_{\text{circ}}^{(z)}(r, \sigma; E) \sim \frac{12\beta^8 F^7}{\pi^2 h (-\alpha_+)} \left(\text{Ai}^{'}(\alpha_-) - \frac{\beta F x}{\sqrt{-\alpha_+}} \text{Ai}(\alpha_-)\right)^2 .
\]

(85)

\[
j_{\text{tilt}}^{(z)}(r, \sigma; E) \sim \frac{12\beta^8 F^7}{\pi^2 h (-\alpha_+)} \left(\text{Ai}^{'}(\alpha_-)^2 + \left(\frac{\beta F x}{(-\alpha_+)}\right)^2 \text{Ai}(\alpha_-)^2\right) ,
\]

(86)
(In a different, rather complicated manner, approximations equivalent to (83) and (84) were derived by Golovinskii [Gol97].)

We now highlight some properties of these distributions. They are depicted in Figure 2 for the set of parameters actually used in Blondel’s experiment [BDD96], viz., initial electronic energy \( E = 6.08 \times 10^{-5} \) eV, electric field strength \( E = 116 \) V/m, and detector distance \( z = 0.514 \) m. A concentric arrangement of the interference rings only occurs for \( \pi \)- and \( \sigma \)-polarization of the laser beam. However, the nodes and maxima are interchanged in the respective images. This effect was already predicted in Section 3.4 and may be considered as a hallmark of the differing atomic phase \( \gamma(\theta, \phi) \) of the interfering trajectories. The fact that the fringe pattern encodes information about the orbital structure of the source lead Demkov et al. [DKO82] to its interpretation as an image of the atomic wavefunction, generated by “photodetachment microscopy.” (In \( \sigma \)-polarization, the underlying interference pattern is the same as in \( s \)-wave photodetachment [BDDV99, KBK02].) Likewise, a sharply defined interference structure is observed for circular polarization, as this source conforms to the condition outlined in (70). However, the mirror symmetry is interchanged in the respective images. This effect was already predicted in Section 3.4 and may be considered as a hallmark of the differing atomic phase \( \gamma(\theta, \phi) \) of the interfering trajectories.

4.3 The total photocurrent

For historical reasons, the total detachment rate \( J(E) \) of photoelectrons as a function of the electron excess energy \( E \) attracted more attention than the photocurrent distribution \( j^{(o)}(r, o; E) \), despite the fact that \( J(E) \) is available from the latter quantity by integration. Stirred by the experiment of Bryant et al. [BMS87], a series of theoretical articles approached the problem, generally based either on integral representations of the Green function [41] [WRG88, Fab94] or an analysis using Fermi’s golden rule ([10] [DD88, DD89]. The theory of ballistic multipole source developed in this article yields a closed expression for all multipole photocurrents \( J_{lm}(E) \) [31], thus obliterating the need for the rather involved calculations in the former approaches.

For detachment into a \( p \)-wave, the general formula (60) reduces to the expressions:

\[
J_{10}(E) = \frac{M(\beta F)^3}{\pi \hbar^3} \left[ 2e^2 \text{Ai}(\epsilon)^2 - 4 \text{Ai}(\epsilon) \text{Ai}'(\epsilon) - 2\epsilon \text{Ai}'(\epsilon)^2 \right],
\]

\[
J_{1,\pm 1}(E) = \frac{M(\beta F)^3}{\pi \hbar^3} \left[ 2e^2 \text{Ai}(\epsilon)^2 - \text{Ai}(\epsilon) \text{Ai}'(\epsilon) - 2\epsilon \text{Ai}'(\epsilon)^2 \right],
\]

which differ merely in a single prefactor. These currents were first obtained via Fermi’s golden rule [31] by Slonim and Dalidchik [SD76, MFSF00], while integral representations were found by Du and Delos [23].
Figure 2: Some photocurrent density profiles in \( p \)-wave detachment. Clockwise, from left upper image: Photoelectron distribution for parallel or \( \pi \)-polarisation of the laser beam (83), expected distribution for perpendicular or \( \sigma \)-polarization (84), profile for circular polarisation (85), and linear polarization, tilted under 45° from the direction of field (86). The area displayed in each image is 1.2 mm \( \times \) 1.2 mm. Parameters: Source-screen distance \( z = 0.514 \) m, initial electronic energy \( E = 60.8 \) \( \mu \)eV, electric field strength \( E = 116 \) V/m.
Figure 3: Total current (in arbitrary units) for $p$–wave photodetachment as a function of the electron excess energy $E$, given in $\mu$eV, in an external electric field $E = 116$ V/m. Bold line: Current $J_{10}(E)$ [88], observed in $\pi$–polarisation of the laser beam; light line: $J_{1,\pm 1}(E)$ [89], valid for $\sigma$–polarization. For both the circular and tilted polarizations [82], the averaged current is predicted (dotted line).

DD88, DD89 and Gibson et al. [GDL93a]. Within the experimental error margins, both expressions again reproduce the experimental $p$–wave detachment spectrum [GDL93a].

Due to the cylindrical symmetry of the potential, the total photocurrent $J(E)$ for arbitrary orientation of the polarization vector $\epsilon$ can be expressed as a linear combination of (88) and (89) (see Section 2.2). In particular, the current $J_{10}(E)$ is observed in $\pi$–polarization ($\epsilon \parallel E$), while $J_{1,\pm 1}(E)$ prevails in $\sigma$–polarization ($\epsilon \perp E$). In both the tilted and circular polarizations of the laser beam discussed above (82), the multipole currents contribute equal weight: $J_{\text{circ}}(E) = J_{\text{tilt}}(E) = [J_{10}(E) + J_{1,\pm 1}(E)]/2$. For illustration, these currents are plotted in Figure 3. While generally following their low-field limit given by the Wigner law for $p$–wave emission $J(E) \propto E^{3/2}$ [40], a strong “staircase” modulation is observed in $\pi$–polarization that is absent for the $\sigma$–case $\epsilon \perp E$. We predicted this behaviour in Section 3.3 (63).

5 Atom laser with rotating source

In [KBK02] we discuss in detail a model for an atom laser supplied by an ideal BEC. In this section we will summarize some of the results before we use the presented formalism to extend the theory to higher multipoles. For the atom laser we consider a two state model, where one magnetically trapped state (the BEC, acting as a quantum source) is weakly coupled to a non‐trapped state (the atom laser) by a monochromatic radio-frequency field. (Replenishing the source condensate to maintain a truly stationary flux in the atom laser poses difficult technical problems. See [CSL+02].) We are interested in the propagation of coherently released atoms from the condensate in a homogeneous gravitational field. Explicit closed-form expressions for the wave function of atoms released from an isotropic Gaussian condensate containing $N$ particles:

$$
\sigma(r) = \sqrt{N} \hbar \Omega a^{-3/2} \pi^{-3/4} \exp(-r^2/(2a^2)),
$$

(90)
where $\hbar \Omega$ denotes the interaction strength, are given in [KBK02]. The resulting beam wave function $\psi(r) = \int d^3r' G(r, r'; E) \sigma(r')$ is closely related to the wave function of the point sources discussed in Section 3. Similar to extended free-particle sources ([38]), in the far-field sector a ballistic Gaussian source may be replaced by a virtual point source at a position displaced from its center along the field $F$. With respect to the virtual point source, we introduce a set of shifted variables depending on the scaled condensate width $\alpha = \beta F a$ (where $\beta$ is defined in [43]), and $F = mg \hat{e}_z$ now represents the gravitational force on a BEC atom:

$$\tilde{\zeta} = \zeta + 2\alpha^4, \quad \tilde{\rho}^2 = \xi^2 + \nu^2 + \tilde{\zeta}^2, \quad \tilde{\epsilon} = \epsilon + 4\alpha^4.$$  

(91)

Using these variables, the wave function of the atomic beam $\psi(r)$ ([4]) and the total current $J_{\text{tot}}(E)$ ([7]) carried by it are conveniently expressed in terms of the special functions $Q_k(\tilde{\rho}, \tilde{\zeta}; \tilde{\epsilon})$ ([51]) and $Q_1(\tilde{\epsilon})$ ([59]) discussed in Appendix B (cf. [KBK02]):

$$\psi(r) = -4\beta(\beta F)^3 \Lambda(\tilde{\epsilon}) Q_1(\tilde{\rho}, \tilde{\zeta}; \tilde{\epsilon}) ,$$  

(92)

$$J_{\text{tot}}(E) = \frac{8}{\hbar} \beta(\beta F)^3 \Lambda(\tilde{\epsilon})^2 Q_1(\tilde{\epsilon}).$$  

(93)

We note that the virtual source strength $\Lambda(\tilde{\epsilon})$ is strongly energy- and size-dependent:

$$\Lambda(\tilde{\epsilon}) = \sqrt{N} \frac{\hbar \Omega(2\sqrt{\pi}a)}{2^{3/4}} e^{2a^2(\tilde{\epsilon} - 4\alpha^4/3)} .$$  

(94)

In the following we want to use the formalism of Section 2.2 to obtain closed solutions for higher states of angular momentum. These states naturally arise in a rotating condensate. For simplicity, we assume that the rotating BEC quantum fluid is in its thermodynamical ground state. This state is known to exhibit a set of vortices (at least, one) symmetrically arranged in an extended lattice structure [ASRVK01].

5.1 Ideal atom laser from a single vortex

As a first example we describe the atom laser beam arising in the presence of a single vortex with fixed direction in a non-interacting boson gas. The wave function of the rotating condensate is then given by a first excited radial harmonic oscillator state [FS01]. (In practice, the vortex line is not stationary, but may precess slowly in time [HACC01].) For simplicity, we will start with a vortex line aligned to the field direction $\hat{e}_z$ in an isotropic trap. In analogy to $p$-wave photodetachment (Section 4), the source wave function

$$\sigma_{11}(r) = \sqrt{N} \frac{\hbar \Omega a^{5/2} \pi^{-3/4}}{2} e^{-r^2/(2a^2)},$$  

(95)

is the oscillator eigenstate with angular momentum $l = 1$ and $m = 1$. The condensate density $|\sigma_{11}(r)|^2$ drops to zero along the vortex line. In analogy to the multipole source formalism (Section 2.2), this wave function may be obtained by applying the $(1,1)$ spherical tensor gradient $K_{11}(\nabla)$ ([13]) to the vortex-free BEC ground state ([80]):

$$\sigma_{11}(r) = -a \sqrt{\frac{8\pi}{3}} K_{11}(\nabla) \sigma(r) .$$  

(96)

In general, we define Gaussian multipole sources $\sigma_{lm}(r)$ analogous to ([15]) via:

$$\sigma_{lm}(r) = N_l K_{lm}(\nabla) \sigma(r) ,$$  

(97)
where \( N_l^2 = 2\pi^{3/2}a^{2l}/\Gamma(l + 3/2) \) is obtained from the normalization condition \( \int d^3r |\sigma_{lm}(r)|^2 = N(h\Omega)^2 \). In fact, the source functions thus generated turn out to be the lowest-lying oscillator eigenstates of \((l, m)\) spherical symmetry (with energy \( E = (l + 3/2)h^2/Ma^2 \)). (In particular, \( \sigma_{00}(r) = \sigma(r) \) covers the isotropic Gaussian source \((90)\).) From \((4)\) we evaluate the wave function \( \psi_{lm}(r) \) of the corresponding outcoupled state:

\[
\psi_{lm}(r) = (-1)^l N_l \int d^3r' \sigma(r') K_{lm}(\nabla') G(r, r'; E). \tag{98}
\]

Here, we integrated by parts to shift the spherical tensor operator to the Green function \((41)\). The substitution rule \((48)\) then enables us to further evaluate the integral in terms of derivatives of the known atom laser wave function for zero angular momentum \( \psi(r) \) \((52)\):

\[
\psi_{lm}(r) = N_l K_{lm} [\partial_x, \partial_y, \partial_z] - F \partial E] \psi(r). \tag{99}
\]

Thanks to the differentiation rules \((132)\) and \((133)\), in the far-field sector these derivatives can be expressed as a sum of the auxiliary functions \(Q_k(\hat{\rho}, \hat{\zeta}; \hat{\epsilon}) \tag{130} \), analogous to the case of multipole point sources \( \delta_{lm}(r) \) \((52)\). For a single vortex, it suffices to consider the sources \( \sigma_{1m}(r) \) with \( l = 1, |m| = 0, 1 \):

\[
\psi_{10}(\rho) = 4\sqrt{2} \beta(\beta F)^3 \alpha \Lambda(\tilde{\epsilon}) \left[ 2\tilde{\zeta} Q_2(\tilde{\rho}, \tilde{\zeta}; \tilde{\epsilon}) - 4\alpha^2 Q_1(\tilde{\rho}, \tilde{\zeta}; \tilde{\epsilon}) + Q_0(\tilde{\rho}, \tilde{\zeta}; \tilde{\epsilon}) \right], \tag{100}
\]

\[
\psi_{1\pm1}(\rho) = \mp 8\beta(\beta F)^3 \alpha \Lambda(\tilde{\epsilon}) \left( \tilde{\xi} \pm i \tilde{\nu} \right) Q_2(\tilde{\rho}, \tilde{\zeta}; \tilde{\epsilon}), \tag{101}
\]

(For \( \alpha = 0 \), point sources are recovered, and \((100), \tag{101} \)) become proportional to the \( p \)-wave multipole Green functions \((53), \tag{54} \)). If the vortex is parallel to the gravitational field, the density of the atom laser will be zero along the axis as it is the case for the condensate density: The vortex line is preserved in the atom laser profile.

In a fashion similar to Section \( 5.3 \), we calculate the overall outcoupling rate as a function of the radiative frequency detuning \( E = h\Delta \nu \). According to \((8)\), the total multipole current is available from \( J_{lm}(E) = -23[(\sigma_{lm}|G|\sigma_{lm})]/h \). In practice, the calculation is best carried out in momentum space, where both the Gaussian multipole source \((77)\) and the ballistic propagator \((46)\) take on a particularly simple form. Similarly to the point source currents \((60)\) (to which they reduce as \( \alpha \to 0 \)), the Gaussian multipole currents are expressed using the auxiliary functions \( Q_{lm}(\tilde{\epsilon}) \tag{59} \) discussed in detail in Appendix \(8.2\). Within the \( l = 1 \) triplet, they explicitly read:

\[
J_{10}(\tilde{\epsilon}) = \frac{32}{\hbar} \beta(\beta F)^3 \alpha^2 \Lambda(\tilde{\epsilon})^2 \left[ Q_{12}(\tilde{\epsilon}) + 8\alpha^4 Q_{11}(\tilde{\epsilon}) - 4\alpha^2 Q_{01}(\tilde{\epsilon}) + \frac{1}{2} Q_{11}(\tilde{\epsilon}) \right], \tag{102}
\]

\[
J_{1\pm1}(\tilde{\epsilon}) = \frac{32}{\hbar} \beta(\beta F)^3 \alpha^2 \Lambda(\tilde{\epsilon})^2 Q_{12}(\tilde{\epsilon}). \tag{103}
\]

Thanks to the preserved rotational symmetry of the system, all total current matrix elements \( J_{lm,m'}(\tilde{\epsilon}) \) with \( m \neq m' \) vanish, as indicated in Section \(7.2\).

If \( \tilde{\epsilon} \) is large, i.e., for extended condensates with \( \alpha \gg 1 \), it is sufficient to use the asymptotic exponential form of the functions \( Q_{lm}(\tilde{\epsilon}) \tag{143} \). Further expanding the currents around their maximum near \( \epsilon = 0 \), we obtain their large-source approximations:

\[
J_{10}(\tilde{\epsilon}) \sim N\sqrt{\pi} \beta h\Omega^2 \frac{\epsilon^2}{\alpha^3} e^{-\epsilon^2/4\alpha^2}, \tag{104}
\]

\[
J_{1\pm1}(\tilde{\epsilon}) \sim 2N\sqrt{\pi} \hbar\Omega^2 \beta^2 \frac{\epsilon^2}{\alpha} e^{-\epsilon^2/4\alpha^2}. \tag{105}
\]
As expected from our earlier results for a simple Gaussian source [KBK02], these currents can be interpreted as the integrated condensate density along a slice through the BEC at a height \( z \) fixed by the “resonance condition” \( E + Fz = 0 \) (Franck-Condon principle):

\[
J_{lm}(E) \sim \frac{2\pi}{\hbar} \int d^3 r \left| \sigma_{lm}(r) \right|^2 \delta(E + Fz) .
\]  

(106)

(A semiclassical derivation of the “slicing approximation” is presented in Ref. [JS02].) We note that (106) evidently fulfills the sum rule (9) for the total outcoupling rate.

For illustration, we consider two orientations of the vortex with respect to the gravitational force \( \mathbf{F} \). A vortex parallel to the field is simply represented by the Gaussian condensate wave function \( \sigma_{11}(r) \) [53], and the ensuing laser beam characteristics are expressed in (101) and (103). We also examine the case of a vortex along the \( x \)-axis, i.e., perpendicular to \( \mathbf{F} \). The corresponding BEC wave function \( \sigma_{1\perp}(r) \) is connected to the parallel vortex model by a rotation \( \exp(-i\pi L_y/2) \). Application of the \( l = 1 \) rotation matrix for angular momentum eigenstates [Edm57] yields the following source term:

\[
\sigma_{1\perp}(r) = \frac{1}{2} \left[ \sigma_{11}(r) + \sqrt{2} \sigma_{10}(r) + \sigma_{1,-1}(r) \right] ,
\]

with the associated total current:

\[
J_{1\perp}(\hat{\epsilon}) = \frac{1}{2} \left[ J_{11}(\hat{\epsilon}) + J_{10}(\hat{\epsilon}) \right] .
\]  

(108)

Figure 4 depicts atom laser density profiles generated by an ideal \(^{87}\text{Rb}\) BEC of width \( a = 2 \ \mu\text{m} \) at a distance \( z = 1 \ \text{mm} \) in the center of the resonance (\( \nu = 0 \)) as well as for positive and negative detuning (\( \nu = \pm 4 \ \text{kHz} \)).

For this choice of parameters, \( \alpha \approx 3.33 \), so the effective energy \( \tilde{\epsilon} = 4\alpha^4 / \beta \) of the assigned virtual point source indicates tunneling emission. According to the results presented in Section 3.4, we expect the density profiles to be of overall Gaussian shape, with a mean width \( D(z) = 2\tilde{\zeta}/\tilde{\kappa} \) [53], where \( \tilde{\zeta} = (\zeta + 2\alpha^2)/\beta F \) and \( \tilde{\kappa} = 4\beta F/\alpha^2 \) denote the distance from the virtual source and the virtual evanescent wave number, respectively.

Alternatively, this result follows from the spreading of a minimal uncertainty wave packet of width \( a \) during its time of flight \( T = \sqrt{2Mz/F} \) [BBG98]. This Gaussian envelope is modulated by a factor \( f(\xi, \nu) \) that depends on the relative orientation of the vortex and the gravitational force. Indeed, a fairly cumbersome calculation yields for the asymptotic shape of the density profiles generated by the sources (95) and (107) in the far-field sector, valid for \( \alpha \gg 1 \):

\[
\rho(\xi, \nu) \sim 16N(\hbar\Omega)^3 \beta^3 F^3 \alpha^3 \frac{f(\xi, \nu)}{\sqrt{2\pi}(\zeta + 2\alpha^2)^2} \exp \left[ -\frac{\epsilon^2}{4\alpha^2} + \frac{2\alpha^2(\xi^2 + \nu^2)}{\zeta + 2\alpha^2} \right] ,
\]

(109)

where the modulation factors \( f_{11}(\xi, \nu) \) and \( f_{1\perp}(\xi, \nu) \) for parallel and perpendicular orientation read, respectively:

\[
f_{11}(\xi, \nu) = \xi^2 + \nu^2 , \quad f_{1\perp}(\xi, \nu) = \frac{\epsilon^2}{4} + \left( \nu - \frac{\epsilon\sqrt{\zeta}}{2\sqrt{2}\alpha^2} \right)^2 .
\]

(110)

(We used the dimensionless coordinates introduced in (44).) Clearly, \( f_{11}(\xi, \nu) \) effects the propagation of the vortex in the parallel case. However, the dependence of \( f_{1\perp}(\xi, \nu) \) on the source distance \( \zeta \) and the detuning \( \nu = -\epsilon/2\hbar\beta \) renders the atom laser profiles generated in perpendicular orientation more intriguing (see Figure 4). The detuning-dependent, isotropic contribution \( \epsilon^2/4 \) competes with a shifted parabolic term that grows linearly with the detector distance \( \zeta \). For \( \zeta \ll 2\alpha^2 \), detuning blurs the simple vortex image present at
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line in the profile whose relative position shifts linearly with the detuning we find \( \zeta \) markedly different regimes of the atom laser occurs at considerable distance from the BEC. In our example, we find \( \zeta = 2n^4 \) for a separation \( z \approx 150 \mu m \), and the figure depicts the far-field behaviour. We note, however, that this characteristic distance grows with the fourth power of the source size and quickly reaches macroscopic dimensions: For an atom laser supplied by a BEC of width \( a = 10 \mu m \), we find \( z \approx 10 \text{ cm} \).

We now turn to the frequency dependence of the total outcoupling rate. Since \( \alpha \gg 1 \), use of the asymptotic description \(^{106} \) is in order. In Figure 5 we show the resulting current characteristics for both condensate orientations. While in parallel orientation the current distribution is simply Gaussian, it features a dip in the total current at \( \Delta \nu = 0 \) for a vortex line perpendicular to the gravitational field. This behaviour is easily understood from \(^{106} \): Due to the presence of the vortex line in the slicing plane, at \( z = 0 \) the condensate density adopts a minimum. We finally note here that the slicing approximation fails for small condensates (with \( \alpha \sim 1 \)) and it becomes necessary to use the exact results \(^{102} \) and \(^{103} \). The transition between both regimes is studied in detail in \(^{KBK02} \).

5.2 Vortex lattices

Using the tools developed in the previous section, we proceed to give an example of a multipole source where larger values of the angular momentum are present. Rotating Bose-Einstein condensates show superfluid behaviour and respond to an externally induced rotation by the formation of a vortex lattice \(^{MAH99, MCW90, ASV90, ECH02} \). (A review on vortices in Bose-Einstein condensates is given in \(^{FS01} \).)

No attempt at a description of the formation and parameters of this lattice will be made. Rather, we present a theoretical model for a stationary atom laser supplied by an already formed vortex lattice, with vortex lines oriented parallel to the gravitational field \( \mathbf{F} \). The wave function of the lattice state (the laser source) is most conveniently modeled in the rotating reference frame (rf), where it becomes time-independent; we denote it by \( \sigma_{\text{latt}, \text{rf}}(r) \). However, the laser is observed in the laboratory frame and therefore we first have to discuss the transformation between both frames.

5.2.1 Transformation to the laboratory frame

In the laboratory frame (lf), the stationary source function for the rotating frame \( \sigma_{\text{latt}, \text{rf}}(r) \) becomes explicitly time dependent. The transformation between both frames of reference involves a uniform rotation around the \( z \)-axis. This rotation is generated by the unitary operator \( \exp (-iL_z \Omega_{\text{rot}} t / \hbar) \), where \( L_z \) is the \( z \) component of the angular momentum operator and \( \Omega_{\text{rot}} \) is the frequency of rotation. The full time-dependent source term in the lab frame consequently reads:

\[
\sigma_{\text{latt}, \text{lf}}(r, t) = \exp (-iEt / \hbar) \exp (-iL_z \Omega_{\text{rot}} t / \hbar) \sigma_{\text{latt}, \text{rf}}(r) . \tag{111}
\]

The laser wave function resulting from a time-dependent source in the presence of the gravitational field is generated by the ballistic propagator \(^{48} \):

\[
\psi_{\text{latt}, \text{lf}}(r, t) = \frac{i}{\hbar} \int d^3r' \int_{-\infty}^{t} dt' K(r, t| r', t') \sigma_{\text{latt}, \text{lf}}(r', t') . \tag{112}
\]

Introducing the time of flight \( T = t - t' \), and noting that the generator of the rotation \( L_z \) commutes with the Hamiltonian of the accelerated motion \( H_{\text{grav}} = p^2 / 2M - Mgz \), this may be rewritten:

\[
\psi_{\text{latt}, \text{lf}}(r, t) = \frac{i}{\hbar} e^{-i(E + L_z \Omega_{\text{rot}}) T / \hbar} \int_{0}^{\infty} dT e^{i(E + L_z \Omega_{\text{rot}}) T / \hbar} \int d^3r' K(r, T| r', 0) \sigma_{\text{latt}, \text{rf}}(r') . \tag{113}
\]
Figure 4: Atom laser density profiles for a rotating $^{87}\text{Rb}$ BEC source sustaining one vortex. Left column: Parallel orientation of vortex line and force $\mathbf{F}$, with source $\sigma_{11}(r)$ [23]. Right column: Vortex perpendicular to $\mathbf{F}$, as given by $\sigma_{1\perp}(r)$ [107]. The detuning frequencies $\Delta\nu$ are $-4$ kHz (top row), 0 kHz (center row), and $+4$ kHz (bottom row), respectively. The brightest spots of the distribution pertain to a density of 2.5 atoms/µm$^3$. Displayed area: 30 µm × 30 µm, distance from source: $z = 1$ mm; source parameters: $a = 2$ µm, $\Omega = 2\pi \times 100$ Hz, $N = 10^6$ atoms.
Figure 5: Total current generated per atom in an $^{87}$Rb BEC with one vortex as a function of the detuning frequency $\Delta \nu$. Solid line: The source $\sigma_{11}(r)$ \cite{25} with the vortex line parallel to the gravitational field $F$. Dashed line: Vortex line perpendicular to $F$, represented by $\sigma_{1\perp}(r)$ \cite{107}. Parameters: $a = 2 \, \mu m$, $\Omega = 2\pi \times 100 \, \text{Hz}$.

Thus, the outcoupled laser wave function $\psi_{\text{latt,lf}}(r, t)$ is again stationary in the rotating frame: Like the BEC, the atomic beam profile rotates uniformly with frequency $\Omega_{\text{rot}}$.

In the next step, we decompose $\sigma_{\text{latt,rf}}(r)$ into a superposition of angular momentum eigenstates:

$$\sigma_{\text{latt,rf}}(r) = \sum_m \sigma_{m,\text{rf}}(r), \quad (114)$$

where $L_z \sigma_{m,\text{rf}}(r) = m\hbar \sigma_{m,\text{rf}}(r)$. In the laboratory frame, the rotating source function appears split into magnetic sublevels shifted in energy:

$$\sigma_{\text{latt,lf}}(r, t) = e^{-iE t/\hbar} \sum_m e^{-im\Omega_{\text{rot}} t} \sigma_{m,\text{rf}}(r). \quad (115)$$

Employing the propagator representation of the ballistic Green function \cite{45}, we obtain for the beam wave function:

$$\psi_{\text{latt,lf}}(r, t) = \sum_m e^{-i(E + m\hbar\Omega_{\text{rot}}) t/\hbar} \int d^3r' G(r, r'; E + m\hbar\Omega_{\text{rot}}) \sigma_{m,\text{rf}}(r'). \quad (116)$$

The rotating source function thus yields to a description in terms of stationary sources, and the results of Section 3 apply.

### 5.2.2 The source function in the rotating frame

The vortex state of the BEC is commonly described as a superposition of angular momentum eigenstates of the harmonic oscillator \cite{BR99, Ho01}. The number of vortices and their positions are available from
minimizing the energy functional in the rotating frame. For a parallel arrangement of vortices and field \( \mathbf{F} \), we may model the vortex state as a product of a two-dimensional “lattice function” \( \sigma_{2D}(x, y) \) detailing the vortex positions \((x_k, y_k)\) with a Gaussian envelope enforced by the harmonic trap potential. Introducing complex coefficients \( \nu_k = x_k + iy_k \), the lattice function is obtained as a product involving all vortex positions that alternatively may be expressed as a polynomial in \((x + iy)\),

\[
\sigma_{2D}(x, y) = \prod_{k=1}^{n} [(x + iy) - \nu_k] = \sum_{k=0}^{n} w_k^{(n)} (x + iy)^k ,
\]

(117)

where the coefficients \( w_k^{(n)} \) are connected to the vortex positions \( \nu_k \) by the recursion relation \( w_k^{(n)} = w_{k-1}^{(n-1)} - \nu_{k+1} w_k^{(n-1)} \), where \( w_0^{(0)} = 1 \). (Usually, these lattices show rotational symmetry which enforces selection rules on the \( w_k^{(n)} \), leaving only few nonvanishing coefficients.) The complete three-dimensional source function in the rotating frame then reads:

\[
\sigma_{\text{latt},rt}(\mathbf{r}) = N_n \exp \left( -\frac{x^2 + y^2}{2a_x^2} - \frac{z^2}{2a_z^2} \right) \sigma_{2D}(x, y) .
\]

(118)

The constant \( N_n \) is determined by the normalization condition \( \int d^3\mathbf{r} |\sigma(\mathbf{r})_{\text{latt},rt}|^2 = N(h\Omega)^2 \):

\[
N_n = \frac{\sqrt{\pi^3/4} a_z}{\pi} \sum_{k=0}^{n} k!|w_k^{(n)}|^{2a_{2k+2}} .
\]

(119)

Equation (117) then yields the decomposition of \( \sigma_{\text{latt},rt}(\mathbf{r}) \) into eigenstates \( \sigma_{m,rt}(\mathbf{r}) \) of \( L_z \) (114):

\[
\sigma_{m,rt}(\mathbf{r}) = N_n w_m^{(n)} (x + iy)^m \exp \left( -\frac{x^2 + y^2}{2a_x^2} - \frac{z^2}{2a_z^2} \right) .
\]

(120)

Thus, the \( n + 1 \) source components are all eigenstates of the harmonic trap potential, and the highest quantum number \( m \) equals the number of vortices present in the BEC.

Here, we examine the special case of an isotropic trap \((a_x = a_z = a)\), for which the theory outlined in the preceding section will deliver the outcoupling rate as well as the beam profile in analytic form. To this end, we note that the source components \( \sigma_{m,rt}(\mathbf{r}) \) (120) then simultaneously present eigenstates of \( L_z \) and the total angular momentum \( L^2 \) with quantum number \( l = m \). Hence, the source is entirely made up from circular Gaussian multipole states \( \sigma_{mm}(\mathbf{r}) = N_m K_{mm}(\nabla) \sigma(\mathbf{r}) \) (30), (37):

\[
\sigma_{m,rt}(\mathbf{r}) = \sqrt{\sum_{k=0}^{n} k!|w_k^{(n)}|^{2a_{2k}}} w_m^{(n)} a^m \sigma_{mm}(\mathbf{r}) .
\]

(121)

According to (116), the rotating beam is thus produced by a weighed superposition of the stationary sources \( \sigma_{mm}(\mathbf{r}) \), where the effective energy \( E_m = E + m\hbar\Omega_{\text{rot}} \) of the various components depends on their quantum number \( m \). As explained in the introduction to Section 5 outside the source region each Gaussian multipole source \( \sigma_{lm}(\mathbf{r}) \) (7) may be mapped onto a corresponding displaced virtual point source of adjusted strength \( \Lambda(\tilde{c}) \). This allows to calculate the wave function \( \psi_{mm}(\mathbf{r}) \) generated by \( \sigma_{mm}(\mathbf{r}) \) along the lines presented in Section 5.3, and the final result closely resembles the corresponding ballistic multipole Green function \( G_{mm}(\mathbf{r}, \mathbf{r}; E) \) (52):

\[
\psi_{mm}(\mathbf{r}) = -4\beta(\beta F)^3 \Lambda(\tilde{c}_m) \frac{1}{\sqrt{m!}} [2\alpha (\xi + iv)]^m Q_{m+1}(\mu, \tilde{c}_m; \tilde{c}_m) ,
\]

(122)
where \( \tilde{c}_m = -2\beta E_m + 4\alpha^2 \) [91]. Similarly, the total current \( J_{mm}(E_m) \) generated by \( \sigma_{mm}(r) \) is available from a calculation in the spirit of Section 3.3:

\[
J_{mm}(E_m) = \frac{8}{\hbar} \beta (\beta F)^3 (2\alpha)^{2m} \Lambda(\tilde{c}_m)^2 Q_{m+1}(\tilde{c}_m). \tag{123}
\]

(For \( m = 0, 1 \), these expressions reduce to the results \( [92] \), \( [23] \) and \( [101], [103] \) presented above.) Substituting \( (121) \) and \( (122) \) in \( (116) \), the wave function of the rotating atom laser beam ultimately reads:

\[
\psi_{\text{lat},tt}(r, t) = \sum_{m=0}^{n} e^{-i(E + m\hbar \omega_m) t/\hbar} \sqrt{m!} \, w^{(n)}_m \, a^m \sqrt{\sum_{k=0}^{n} k! |w^{(n)}_k|^{2} a^{2k}} \psi_{mm}(r). \tag{124}
\]

Since cylindrical symmetry enforces that all off-diagonal elements of the total current matrix \( J_{lm,v,m'}(E) \) [23] vanish (see Section 2.2), the (stationary) outcoupling rate \( J_{\text{lat}}(E) \) reduces to a properly weighed sum of the ballistic multipole currents \( J_{mm}(E_m) \) [123]::

\[
J_{\text{lat}}(E) = \frac{1}{\sum_{k=0}^{n} k! |w^{(n)}_k|^{2} a^{2k}} \sum_{m=0}^{n} m! |w^{(n)}_m|^{2} a^{2m} \, J_{mm}(E_m). \tag{125}
\]

We illustrate these results using a model condensate featuring a symmetrical triangular lattice of 37 vertices 10 \( \mu \)m apart, embedded into a Gaussian source of width \( a = 5 \mu \)m. While the frequency dependence of the outcoupling rate merely shows the familiar Gaussian character (compare Figures 5 and 6), plots of the resulting atom laser profile exhibit rich detail (Figure 7). Due to the rotation of the source, the vortex pattern, which is fully transferred from the BEC into the laser beam, forms an intertwined braid-like structure along the \( z \)-axis. It modulates the lateral beam profile which now strongly depends on the detuning frequency \( \Delta \nu \). The outcoupling rate varies between the different angular momentum components \( \sigma_{mm}(r) \) [121] that make up the source, as explained in Section 3.4 [75]. A negative shift in the frequency suppresses states with high \( |m| \), leading to an approximate Gaussian shape of the particle distribution, whereas positive detuning \( (\Delta \nu > 0) \) emphasizes these contributions. The centrifugal barrier effective for them then produces a ring-like “crown” emission pattern.

### 6 Conclusion

In our study, we established a systematic approach to scattering processes that involve non-isotropic emission of quantum particles. Starting from the stationary Schrödinger equation \( (2) \) that incorporates a source term \( \sigma(r) \) responsible for a steady particle flow, we proceeded by analogy with potential theory and introduced point-like “multipole sources” \( \delta_{lm}(r) \) as limiting cases of sources with \( (l, m) \) orbital symmetry. These sources, and the scattering waves and currents generated by them, are available from the conventional Dirac \( \delta \)-singularity and its assigned Green function \( G(r, r'; E) \) [3] through the action of a differentiation operator of suitable spherical symmetry, the spherical tensor gradient \( K_{lm}(\nabla') \) (Section 2.2). The scattering waves emitted by multipole sources locally show pure \( (l, m) \) angular symmetry, and in the absence of an external potential, they reduce to the spherical partial waves familiar from conventional scattering theory (Section 2.4).

Notably, the local orbital characteristics are preserved also in an external potential that breaks rotational symmetry. The multipole wave then describes the propagation of particles initially emitted in the \( (l, m) \) eigenstate of angular momentum, and thus generalize the notion of a partial wave. We performed a detailed study of the linear potential environment \( U(r) = -r \cdot F \), i.e., scattering in the presence of a uniform force field \( F \). This problem allows for an analytical solution, and closed-form expressions for the ballistic
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Figure 6: Total current per atom in a $^{87}$Rb BEC with 37 vortices as a function of detuning frequency $\Delta \nu$. The vortex structure of the BEC is not visible in the integrated current. Vortex separation in the BEC: 10 $\mu$m, rotation frequency $\Omega_{\text{rot}} = 2\pi \times 250$ Hz, outcoupling strength $\Omega = 2\pi \times 100$ Hz, size parameter $a = 5$ $\mu$m.

Figure 7: Beam profile of an atom laser from a BEC with 37 vortices at different energies and heights. From the left figure to the right one we vary the detuning frequency $(-10, 5, 20)$ kHz. These frequencies are also marked by dotted lines in Figure 6. The density in the beam is plotted at three different distances $(177, 239, 300)$ $\mu$m from the center of the BEC. The vortex cores are indicated by small tubes at all distances. BEC parameters same as Figure 6.
multipole waves $G_{lm}(r, o; E)$ and currents $J_{lm,l'm'}(E)$ are assembled in Section 3. Uniformly accelerated scattering waves display a characteristic set of features, including a prominent fringe structure and a modulation of the cross section, that in a semiclassical explanation are attributed to two-path interference in the force field (Section 3.4).

The theory of ballistic multipole waves directly applies to near-threshold photodetachment processes in an electric field environment, a topic that attracted considerable interest during the past fifteen years. The source model immediately yields analytical expressions for the photocurrent spectrum and the spatial electron distribution that are in excellent agreement with the available experimental data. Our attention was mainly dedicated to $p$–wave photodetachment where we discussed the influence of the laser polarization on the photoelectron current profile (Section 4).

Somewhat akin to the situation in potential theory, in the ballistic environment extended sources of Gaussian shape may be replaced by “virtual” point sources that are displaced from the center of the actual distribution. This mapping remains feasible for “Gaussian multipole sources” $\sigma_{lm}(r)$, harmonic oscillator eigenstates of $(l, m)$ orbital symmetry that are generated by the same differentiation formalism as the multipole point sources $\delta_{lm}(r)$. Depending on their size, these Gaussian multipoles may act as effective ballistic tunneling sources that are characterized by very different properties (Section 3.4). In practice, Gaussian wave functions are shared by the atoms in an ideal Bose–Einstein condensate trapped in a harmonic potential. A ballistic tunneling source is then realized by continuous outcoupling of atoms under the influence of gravity, leading to the formation of an “atom laser” beam. While a BEC in its ground state simply leads to isotropic emission, vortices embedded in the condensate will create higher angular momentum modes in the laser profile. In particular, a BEC bearing a single vortex provides a $p$–wave ballistic tunneling source (Section 5.1). The particle distribution generated by it depends strongly on the relative orientation of vortex and gravitational force: In parallel alignment, the vortex is simply preserved in the profile, while the perpendicular setup is characterized by an unusual detuning–dependent node structure in the atom distribution. Finally, we also discussed the properties of an atom laser outcoupled from a rapidly rotating BEC sustaining a vortex lattice in Section 5.2. The rotating beam wave function thus created is a coherent superposition of ballistic multipole waves with very high angular momentum, and the resulting laser profile starkly depends on the detuning from resonance, while the total outcoupling rate shows little variation.
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A  Translation theorem for harmonic polynomials

In this appendix, we present a formula that allows to expand a harmonic polynomial $K_{lm}(r + a)$ with shifted center into a spherical power series with respect to the origin, i.e., in the variable $r$. Since the position variables $r$ and $a$ in the argument are interchangeable, the same series will also furnish the expansion of $K_{lm}(r + a)$ around $a$. Hence, we expect the general form for this series:

$$K_{lm}(r + a) = \sum_{\lambda=0}^{l} \sum_{\mu=0}^{\lambda} C_{\lambda\mu}^{lm} K_{\lambda\mu}(r) K_{l-\lambda,m-\mu}(a),$$  \hspace{1cm} (126)

where $C_{\lambda\mu}^{lm} = C_{\lambda\mu}^{l-\lambda,m-\mu}$ must hold. (Note that $K_{lm}(r)$ is a homogeneous polynomial of order $l$, so the orders in the right-hand side products of harmonic polynomials in (126) must add up to $l$. Similarly, the sum of their
magnetic quantum numbers must be $m$. The coefficients $C_{lm}^{l, \mu}$ in (126) have been established in closed form in Refs. Cao78, CD95, Bra99:

$$C_{lm}^{l, \mu} = \sqrt{\frac{4\pi(2l+1)}{(2\lambda+1)(2\lambda-2\lambda+1)}} \frac{(l+m)}{(l-m)} \frac{(l+\mu)}{(\lambda-\mu)}.$$ (127)

In particular, $C_{00}^{l, \mu} = \sqrt{\frac{4\pi}{(2\lambda+1)}}$. (For $|m-\mu| > l-\lambda$, the coefficient vanishes.)

The general series (126) simplifies if the shift in the argument of $K_{lm}(r+a)$ takes place along the axis of quantization, i.e., $a = a\hat{e}_z$. Then, rotational symmetry around the $z$-axis is preserved, and the quantum number $m$ is not affected by the translation. Hence, only terms with $\mu = m$ survive in (126). Inserting the explicit value $K_{00}(a\hat{e}_z) = \sqrt{\frac{2\lambda + 1}{4\pi a^\lambda}}$ [Mes64], we thus obtain Hob31, MF53:

$$K_{lm}(r+a\hat{e}_z) = \sum_{j=|m|}^{l} T_{jlm} a^{l-j} K_{jm}(r),$$ (128)

where the translation coefficient $T_{jlm}$ is given by (127):

$$T_{jlm} = \sqrt{\frac{2l-2j+1}{4\pi}} C_{jlm} = \sqrt{\frac{2l+1}{2j+1}} \frac{(l+m)}{(j+m)} \frac{(l-m)}{(j-m)}.$$ (129)

These developments prove useful throughout Section B.

**B Some integrals involving Airy functions**

**B.1 The functions $Q_k(\rho, \zeta; \epsilon)$**

In the course of our investigation into ballistic multipole matter waves, integral expressions of the following type:

$$Q_k(\rho, \zeta; \epsilon) = \frac{i}{2\pi \sqrt{\pi}} \int_0^\infty \frac{d\tau}{(\tau)^{k+1/2}} \exp \left\{ i \left( \frac{\rho^2}{\tau} + \tau(\zeta - \epsilon) - \frac{\tau^3}{12} \right) \right\}$$ (130)

are frequently encountered. For integer indices $k$, this set of integrals permits explicit evaluation in terms of products of Airy functions. Introducing the Airy Hankel function $Ci(u) = Bi(u) + i Ai(u)$ [AS65], the basic member of this class reads:

$$Q_0(\rho, \zeta; \epsilon) = Ai(\epsilon - \zeta + \rho) - Bi(\epsilon - \zeta - \rho).$$ (131)

This result is easily verified by observing that (130) in this case reduces to the Laplace transform of the ballistic propagator in one dimension (using dimensionless units) and therefore must equal the well-known Green function of a freely falling particle in a single spatial dimension [Rob96]. Indeed, apart from scaling the integrals (130) for positive integer indices represent the stationary ballistic Green functions in the spaces of odd dimension $D = 2k + 1$. In particular, uniformly accelerated waves in physical space ($D = 3$) are represented by the function $Q_1(\rho, \zeta; \epsilon)$ [DS76, BBG98, KBK02].

From the definition (131), two recurrence formulae for increasing and decreasing value of the index $k$ are immediately available:

$$Q_{k+1}(\rho, \zeta; \epsilon) = -\frac{1}{2\rho} \frac{\partial}{\partial \rho} Q_k(\rho, \zeta; \epsilon) = \left[ -\frac{1}{2\rho} \frac{\partial}{\partial \rho} \right]^k Q_0(\rho, \zeta; \epsilon),$$ (132)
\[ Q_{-(k+1)}(\rho, \zeta; \epsilon) = \frac{\partial}{\partial \zeta} Q_{-k}(\rho, \zeta; \epsilon) = \frac{\partial^k}{\partial \zeta^k} Q_0(\rho, \zeta; \epsilon). \]  

(133)

(The latter equalities require \( k \geq 0 \).) From a practical point of view, the expressions thus obtained become rather unwieldy with growing \(|k|\). The following five-point recursion relation, again easily verified using the integral representation (130), presents a favorable alternative:

\[ \rho^2 Q_{k+2}(\rho, \zeta; \epsilon) - \left( k + \frac{1}{2} \right) Q_{k+1}(\rho, \zeta; \epsilon) + (\zeta - \epsilon) Q_k(\rho, \zeta; \epsilon) + \frac{1}{4} Q_{k-2}(\rho, \zeta; \epsilon) = 0. \]  

(134)

(In passing, we remark that the general solution to (134) is given by the recurrence relations (132) and (133) once we replace the basic function \( Q_0(\rho, \zeta; \epsilon) \) (131) by the more general expression

\[ \tilde{Q}_0(\rho, \zeta; \epsilon) = Zi(\epsilon - \zeta + \rho) \; 3i(\epsilon - \zeta - \rho), \]

where \( Zi(u) \), \( 3i(u) \) denote two arbitrary solutions of the Airy differential equation, i.e., linear combinations of the Airy functions \( Ai(u) \) and \( Bi(u) \).

Finally, we inquire into the asymptotic behaviour of (130) in the limit \( \rho \to 0 \). Here, we are interested in the case of integer index \( k \geq 1 \). Then, small values of \( \tau \) provide the bulk contribution to the integral, which allows us to neglect the linear and cubic terms in the exponent of (130). In this approximation, the integral evaluates to a Gamma function of half-integer argument [AS65]:

\[ Q_k(\rho, \zeta; \epsilon) \sim \frac{\Gamma(k - 1/2)}{2\pi^{3/2}\rho^{2k-1}} = \frac{(2k - 3)!!}{2^{2k-1}k!}. \]  

(135)

Therefore, the function \( Q_k(\rho, \zeta; \epsilon) \) diverges as \( \rho \to 0 \). This singularity, however, affects only the real part of \( Q_k(\rho, \zeta; \epsilon) \).

### B.2 The functions \( Q_{i_k}(\epsilon) \)

Another important class of functions that regularly appears when calculating ballistic total currents is contained in (130) as a limiting case:

\[ Q_{i_k}(\epsilon) = \lim_{\rho \to 0} \lim_{\zeta \to 0} \Im \{ Q_k(\rho, \zeta; \epsilon) \}. \]  

(136)

Unlike the functions \( Q_k(\rho, \zeta; \epsilon) \) that are divergent in this limit for \( k > 0 \) (reflecting the multipole source singularity), their imaginary parts \( Q_{i_k}(\epsilon) \) remain well-defined. Obviously, \( Q_{i0}(\epsilon) = Ai(\epsilon)^2 \), and all other expressions are available from suitably modified recurrences (132), (133):

\[ Q_{i_k}(\epsilon) = \lim_{z \to 0} \left\{ -\frac{1}{2z} \frac{\partial}{\partial z} \right\}^k Ai(\epsilon + z) Ai(\epsilon - z) \}, \]  

(137)

\[ Q_{i_{-k}}(\epsilon) = \lim_{z \to 0} \left\{ \frac{\partial^k}{\partial z^k} Ai(\epsilon - z)^2 \right\}. \]  

(138)

\( (k \geq 0) \). Thus, the functions \( Q_{i_k}(\epsilon) \) can be extracted from the Taylor series of \( Ai(\epsilon + z) Ai(\epsilon - z) \) and \( Ai(\epsilon - z)^2 \), respectively. For practical purposes, again the following recursion relation adapted from (134) proves more suitable:

\[ \left( k + \frac{1}{2} \right) Q_{i_{k+1}}(\epsilon) + \epsilon Q_{i_k}(\epsilon) - \frac{1}{4} Q_{i_{k-2}}(\epsilon) = 0. \]  

(139)
For the sake of completeness, we note that unlike the functions \( Q_k(\rho, \zeta; \epsilon) \) \([130]\), the limits \([136]\) can also be evaluated for half-integer index \( Q_{1/2}(\epsilon) \), which in turn allows to calculate ballistic multipole currents in spaces of even dimension. Here, direct evaluation of the integral \([130]\) shows that:
\[
Q_{1/2}(\epsilon) = \frac{1}{2\sqrt{\pi}} \left\{ \frac{1}{3} - \text{Ai}(2^{2/3} \epsilon) \right\}
\]
holds, where \( \text{Ai}(u) = \int_0^u dz \, \text{Ai}(z) \) denotes the integral of the Airy function \([136]\). (In particular, \( Q_{1/2}(0) = 1/6 \sqrt{\pi} \).) The other functions of half-integer index \( Q_{k+1/2}(\epsilon) \) are available from the differentiation formula:
\[
Q_{k-1/2}(\epsilon) = -\frac{\partial}{\partial \epsilon} Q_{k+1/2}(\epsilon),
\]
as well as the recursion relation \([139]\).

### B.3 Approximations for large values of \( \epsilon \)

Next, we aim to establish the asymptotic behavior of the functions \( Q_k(\epsilon) \) for integer \( k \) in the limit \(|\epsilon| \to \infty\). The expressions thus obtained are helpful in the discussion of the ballistic multipole currents presented in section 3. We start out with the observation that the integral representation of these functions in \([130]\) and \([136]\) may be rewritten in a complex contour integral:
\[
Q_k(\epsilon) = \frac{1}{4i\pi\sqrt{\pi}} \int_C \frac{du}{u^{k+1/2}} \, e^{-\epsilon u + u^{3/2}/2}. \tag{142}
\]
Here, the paths \( C \) leads along the imaginary axis, avoiding the singularity at the origin and the cut in the complex plane which we choose to place onto the negative real axis (see Figure 8). (Note that the integrand in \([142]\) is double-valued. This complication is absent for half-integer indices.)

For large values of \(|\epsilon|\), a saddle point approximation for \([142]\) is in order. This poses no problems for \( \epsilon \to +\infty \) (tunneling case). Then, the relevant stationary point of the exponent \( S = 2\sqrt{\epsilon} \) is readily identified, and shifting the path of integration (see Figure 8) ultimately yields the asymptotic series:
\[
Q_k(\epsilon) \sim \frac{1}{2\pi} \left( 2\sqrt{\epsilon} \right)^{-k} \exp \left( \frac{-4}{3} \epsilon^{3/2} \right) \left[ 1 - \frac{3k^2 + 9k + 5 - 2\epsilon^{3/2}}{24\epsilon^{3/2}} + \mathcal{O} \left( \frac{1}{\epsilon^{3/2}} \right) \right]. \tag{143}
\]
The situation is more involved for \( \epsilon \to -\infty \) (classically allowed motion). Here, the saddle points are located at \( S_{1,111} = \pm 2i\sqrt{|\epsilon|} \), and the direction of steepest descent cuts the imaginary axis under an angle of \( \pi/4 \). Hence, the integration path must be deformed to lead into the sector of asymptotically vanishing integrand \(|\arg u| > 5\pi/6\). Unfortunately, due to the presence of the cut in the complex plane, the partial paths \( C_1, C_{11} \) cannot be simply connected as \( \Re[u] \to -\infty \). Rather, they must be linked by an additional path element \( C_{11} \) that loops back around the singularity located at \( u = 0 \), as indicated in Figure 8. The latter contribution is asymptotically evaluated by means of Hankel’s integral formula \([428]\) that states \( \int_{C_{11}} e^{\beta t - \beta^2} dt = 2\pi i / \Gamma(z) \):
\[
\int_{C_{11}} \frac{du}{u^{k+1/2}} \, e^{-\epsilon u + u^{3/2}/2} \sim 2\pi i \left| \frac{1}{\Gamma(k + 1/2)} \left( 2i \sqrt{|\epsilon|} \right)^{-(k+1)} \right| \exp \left( \frac{4i}{3} \left| \epsilon \right|^{3/2} \right). \tag{144}
\]
This secular part obeys a simple power law dependence reminiscent of the Wigner law \([24]\, [428]\), while the saddle points \( S_1, S_{11} \) deliver contributions of oscillatory character:
\[
\int_{C_{11}} \frac{du}{u^{k+1/2}} \, e^{-\epsilon u + u^{3/2}/2} \sim 2i \sqrt{|\epsilon|} \left( 2i \sqrt{|\epsilon|} \right)^{-(k+1)} \exp \left( \frac{4i}{3} \left| \epsilon \right|^{3/2} \right). \tag{145}
\]
Figure 8: Evaluation of the integral (142). The figure displays the original contour $C$ and its shifted counterparts for large values of $\epsilon$. For $\epsilon > 0$, the contour is deformed to $C_-$ and runs through the saddle point $S_- = 2\sqrt{\epsilon}$. In the case $\epsilon < 0$, the contour is split into three parts $C_1$, $C_{II}$, $C_{III}$ traversing the saddle points $S_I$, $S_{III}$ at $\pm 2i\sqrt{\epsilon}$, yet avoiding the cut in the complex $u$ plane (dark grey line) by circling the singularity at $u = 0$. The integrand asymptotically vanishes in the shaded sectors.

(cf. eq. (143)). The saddle point $S_I$ adds the conjugate complex result, and upon gathering the terms in (144) and (145), one obtains the following leading asymptotic form for $Q_{i_k}(\epsilon)$ as $\epsilon \to -\infty$:

$$Q_{i_k}(\epsilon) \sim \frac{1}{2\sqrt{\pi}} \frac{|\epsilon|^{k-1/2}}{\Gamma(k + 1/2)} + \frac{1}{2\pi} \left(2\sqrt{|\epsilon|}\right)^{-(k+1)} \sin \left(\frac{4}{3} |\epsilon|^{3/2} - \frac{k\pi}{2}\right).$$  \hspace{1cm} (146)
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