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Tailored Local Bandgap Modulation as a Strategy to Maximize Luminescence Yields in Mixed-Halide Perovskites

Sascha Feldmann,* Timo Neumann, Richard Ciesielski, Richard H. Friend, Achim Hartschuh, and Felix Deschler*

Halide perovskites have emerged as high-performance semiconductors for efficient optoelectronic devices, not least because of their bandgap tunability using mixtures of different halide ions. Here, temperature-dependent photoluminescence microscopy with computational modelling is combined to quantify the impact of local bandgap variations from disordered halide distributions on the global photoluminescence yield in mixed-halide perovskite films. It is found that fabrication temperature, surface energy, and charge recombination constants are keys for describing local bandgap variations and charge carrier funneling processes that control the photoluminescence quantum efficiency. It is reported that further luminescence efficiency gains are possible through tailored bandgap modulation, even for materials that have already demonstrated high luminescence yields. The work provides a novel strategy and fabrication guidelines for further improvement of halide perovskite performance in light-emitting and photovoltaic applications.

1. Introduction

Halide perovskites have attracted attention as efficient semiconductors for optoelectronic applications in recent years, such as solar cells or light-emitting diodes, where high luminescence yields are a central figure of merit to quantify device performance of a material.[1,2] Moreover, the bandgap of halide perovskites can be readily tuned throughout the entire visible spectrum by varying the ratio between different halide ions in the composition,[3] making these materials particularly promising for lighting[4] or optimized tandem solar cells with silicon.[5]

In this work, we study the effects of local bandgap variations on photoluminescence yields in thin films of mixed-cation mixed-halide perovskites. Previous investigation with confocal photoluminescence (PL) microscopy and electron probe microanalysis reported the formation of micrometer-sized domains related to a varying halide ratio of bromide to iodide, which was found to modulate the local optical bandgap.[6] It was shown that this variation in bandgap induced by the halide demixing could be beneficial for maximizing photoluminescence quantum efficiency (PLQE) due to charge carrier funneling to low-bandgap regions. However, the driving factors for the formation of such energy landscape variations, and their influence on local carrier dynamics, remain largely unexplored. Yet, a clear picture how they impact device-relevant PLQEs is required to unlock the full potential of mixed-halide perovskites.

Using a combined experimental and modeling approach, we now quantify the influence of local bandgap variations together with the factors controlling it during fabrication, and show how exploiting this additional lever provides a novel and generalizable strategy to further maximize the performance of halide perovskites for optoelectronic applications.

2. Results

We study films of the prototypical composition methylammonium-formamidinium lead bromide-iodide (nominally MA$_{0.7}$FA$_{0.83}$Pb(Br$_{0.7}$I$_{0.3}$)$_{3}$, MAFA), prepared using a reported solution-processing protocol (see Supporting Information for details).[7] First, we measure the local PL of a MAFA thin film (~500 nm thick on glass substrate) using confocal microscopy (see Supporting Information for details) as a function of temperature (Figure 1).
We chose to study this specific composition because of the improved phase stability arising from the addition of the FA ion to the MA-based mixed-halide composition.\(^{8–11}\) This enables us to compare the PL spectra quantitatively at different temperatures. In addition, incorporation of the FA ion reduces the trap-density and thus increases the PLQE of the film, a prerequisite for observing the beneficial charge funneling.\(^{6,12–14}\)

We find that the PL spectrum gradually shifts its center of mass, i.e., the average position of all wavelengths of the spectrum weighted according to their respective intensity values, to lower energies with decreasing temperature from 295 to 100 K (Figure 1a,c,e). These spectral changes can be explained with a temperature-activated process where charge carriers, with increasing thermal energy, can increasingly populate levels at higher energies in the distribution of states, that were previously inaccessible. Such partial asymmetric spectral changes are in contrast to the observations expected for a full spectral anti-Varshni-like bandgap shift with temperature, a

Figure 1. Carrier accumulation in low-bandgap regions. Temperature-dependent photoluminescence (PL) mapping of mixed-halide film confirms carrier accumulation in low-bandgap regions. a,c,e) PL peak energy maps, and b,d,f) PL intensity maps of MA0.17FA0.83Pb(Br0.17I0.83)3 film taken at three different temperatures, respectively, showing stronger emission from low-bandgap regions. g,h) Temperature-dependent evolution of normalized and absolute PL spectra averaged over the film, respectively. Samples were excited at 635 nm (250 kHz) with a carrier density of \(10^{15}\) cm\(^{-3}\). Scale bars are 2 \(\mu\)m.
trend explained in the literature by reverse ordering of the band edges together with strong spin-orbit and electron–phonon coupling in perovskite-based semiconductors.\[15–17\] Moreover, the spectral signatures we assign to the state-filling process are also unrelated to a phase-transition or emergence of an additional phase, which we start to observe only well below 100 K (Figure 1g). There, the entire spectrum starts to shift towards lower energies, culminating in the emergence of an additional higher-energy peak at 5 K, assigned previously to the presence of molecularly disordered orthorhombic domains.\[18\]

The temperature-activated population of high-bandgap domains is further confirmed by the observed evolution of PL intensity, both locally and globally (Figure 1b,d,f,h). The overall PL enhancement with decreasing temperature can be explained by reduced nonradiative losses via phonon-mediated processes,\[16\] typical for a direct-gap semiconductor. Importantly, we observe brighter emission from regions of lower bandgap with decreasing temperature, indicative of charge funneling to such sites of local energy minima. With decreasing temperature, this local PL intensity contrast becomes more pronounced, changing from an intensity ratio (max./min.) of 2.6 at 295 K, to 6.3 at 100 K. This finding is in line with reduced diffusion counteracting the charge funneling, as well as with a reduced carrier population spread of available energy states with decreasing kinetic energy, shown in the spectral mapping results.

Next, we aim to model the formation of the measured disordered energy landscape measured by following a phase-field approach\[19–23\] based on the Langevin equation

$$\frac{d\phi}{dt} = -M\left(-\nabla^2\phi\right) + \frac{\delta F}{\delta \phi} + \eta$$  \hspace{1cm} (1)

Here, the halide-dependent phase separation is modeled in terms of continuum fields instead of the true microscopic degrees of freedom. Within this approach, $\phi$ describes a slow variable, evolving over time ($t$). The driving force of the system is to minimize the total free energy $F$, which drives the rate of changes of slow variations. The mobility $M$ is a function of all thermodynamic variables, including temperature and concentration. A random noise term $\eta$ is added, which accounts for the microscopic fluctuations, i.e., fast variables like the temperature-dependent phonon modes. For $a = 1$, $\phi$ is a conserved field, for example here to describe the phase separation in binary alloys. Then, Equation (1) becomes the Cahn–Hilliard–Cook Equation,\[24,25\] and $\phi$ represents the concentration of bromide or iodide ions. Notably, the rate of change of concentration is proportional to the divergence of a flux, which is the gradient of the chemical potential difference ($\Delta \mu$), itself a function of $F$. Within this model, we are able to model the demixing patterns and formation mechanism of the experimentally observed halide distributions in our samples, and can reproduce the measured energy landscapes (Figure 2).

The shift of the optical bandgap can be expected to be proportional to the ratio of iodide to bromide ions in the local composition.\[16\] Hence, we can track the local bandgap following the evolution of chemical composition (Figure 2a,c,e) over time, and build up histograms of the occurrence of bandgap values (Figure 2b,d,f). Importantly, from the model we can derive two major parameters that control the formed pattern and domain sizes, which in turn directly impact the optoelectronic performance of the film, as we report further below. The first factor is the temperature ($T$) which is part of the simulation via

$$\eta(r_1, t_1) \eta(r_2, t_2) = 2k_B T \nabla \delta \left( \nabla - r_1 - r_2 \right) \delta (t_1 - t_2)$$  \hspace{1cm} (2)

with

$$\eta(r, t) = 0$$  \hspace{1cm} (3)

where $r_{1,2}$ describe the random positions at time steps $t_{1,2}$. A higher temperature during pattern formation thus leads to a faster domain formation, and, conversely, temperature quenching during film formation can be used to stop domain size growth by kinetic trapping. Multiple studies investigated the role of temperature on halide segregation in the past,\[8,27–29\] although most of these relied on constant visible-light illumination as an external stimulus to drive this additional photoinduced segregation, while we focus here on halide patterns formed during film fabrication, and remain with a bromide fraction of $=0.2$ in the regime of a near-photostable composition at our employed excitation densities (see Figures S3 and S4 in the Supporting Information). Nonetheless, these studies observed an increasing extent of halide segregation at higher temperatures, which is captured by our phase-field model and which can be explained by increasing halide motion (likely mediated through vacancies) facilitating their demixing toward the respective thermodynamic energy minimum. At very high temperatures the entropy term, favoring remixing of halides, could in principle begin to dominate, but we are not aware of any study which investigated this exotic regime experimentally thus far.

The second key factor controlling the bandgap variations is based on the free energy

$$F(\phi) = \int d\vec{r} \left[ f(\phi) + h(\nabla \phi, \nabla^2 \phi, \ldots) \right]$$  \hspace{1cm} (4)

that is composed of a bulk ($f$) and surface ($h$) term, which we find to be sufficiently captured by

$$f = \frac{1}{2} \rho \phi^2 + \frac{1}{4} \omega \phi^4$$

$$h = \frac{1}{2} \kappa \left| \nabla \phi^2 \right|$$  \hspace{1cm} (6)

with the phenomenological constants $\rho$, $\omega$, and $\kappa$. This leads to the overall expression

$$\frac{d\phi}{dt} = -M \left( \rho \phi + \omega \phi^3 - \kappa \nabla^2 \phi \right) + \eta$$  \hspace{1cm} (7)

Thus, a second approach for controlling the domain sizes is via surface tension modulation. This could be achieved.
through the use of surfactants, for example \( n \)-trioctylphosphine oxide (TOPO), used widely so far as Lewis base for trap-passivation in high-performance perovskite films.\(^{30,31}\) We propose that such reagents can also be used for controlling the extent of halide demixing to modulate the local bandgap instead, to achieve additional efficiency gains, and a recent study indeed hints at the effect of TOPO on halide segregation in these materials.\(^{32}\) Similarly, nucleation agents\(^{33,34}\) could also be added to control domain formation through tuning of the balance between the surface and bulk free energy terms, following the above equations. A recent study also showed that depositing a mixed-halide film on a nonwetting surface like poly[bis(4-phenyl)(2,4,6-trimethylphenyl)amine] reduces the extent of halide segregation, which becomes more pronounced again as the perovskite layer was increased.\(^{35}\) This observation could be connected to a surface tension modulation with respect to the perovskite/substrate interface, in line with our model predictions.

To gain quantitative insights on the impact of such heterogeneous energy landscapes on carrier recombination, we apply a drift-diffusion-recombination model based on the Continuity Equation to analyze the measured PL maps (Figure 3).

Based on a finite element approach, we model\(^{36}\) the recombination of free charge carriers in the varying energy landscape as

\[
\frac{dn(r)}{dt} = G(r,t,n,p) - R(r,t,n,p) + D_{n} \frac{d^{2}n(r,t)}{dr^{2}} + E \mu_{n} \frac{dn(r,t)}{dr} \tag{8}
\]

with

\[
D_{n,p} = \frac{\mu_{n,p} k_{B} T}{q} \tag{9}
\]

Here, \( n \) and \( p \) represent the concentration of electrons and holes at position \( r \), respectively, \( G \) describes the generation of

---

**Figure 2.** Simulation of local halide-ratio and bandgap variations in mixed-halide perovskites. a,c,e) Bandgap maps and b,d,f) corresponding histograms, using phase-field model based on a 2D-double-well free energy curve with composition fluctuations arising from thermal noise which evolves the microstructure into domains of varying halide composition with increasing temporal evolution steps. Scale bars are 2 \( \mu \)m.
charge carrier pairs upon optical excitation, and \( R \) denotes the recombination of charges. \( D \) is the material-specific diffusion constant, connected to the mobility \( \mu_{a,p} \) of electrons or holes, respectively, via the Boltzmann constant \( k \) and charge \( q \). \( E \) represents the strength of the electric field at each position, and is thus directly correlated with the energy potential variation, which we map out (Figure 3a). The recombination rate is itself a sum of radiative and nonradiative recombination events via

\[
R = k_1(n + p) + k_2(n \times p)
\]

where \( k_1 \) and \( k_2 \) are nonradiative and radiative recombination rates, respectively. We omitted a third-order Auger term, as its contribution is negligible at our low excitation density of \( 10^{12} \) cm\(^{-3} \) (see Supporting Information for details on the modeling and literature values used for constants). We note that even upon significant funneling-induced concentration of carriers in low-bandgap regions, discussed in detail below, Auger recombination remains insignificant. Moreover, it was found experimentally that predominantly holes accumulate in the low-bandgap regions, while electrons remain mostly mobile.\(^6\)

Thus, the observed energy variation arising from the halide demixing must be predominantly modulating the valence band offset, leaving the conduction band level mostly unchanged across the film, and we account for this in our model. This can also be rationalized by the dominant contribution of halide atomic orbitals to the formation of the valence band maximum.\(^7\)

Based on the experimentally determined energy landscape, we find excellent agreement between the simulated and observed PL intensity distributions (Figure 3b,c), indicating that our model is a robust description of the locally modulated carrier dynamics. With this, we can now run entirely in silico experiments by producing an energy landscape using the phase-field model introduced above under changing fabrication conditions, and use the drift-diffusion-recombination model to predict the corresponding PL performance of that film (see Figure S2, Supporting Information). Our simulation presents a powerful tool for discovering optimized film preparation conditions, with impact for a wide range of current and future halide perovskite materials.

We now apply the combined pattern formation and recombination model on our investigated mixed-halide perovskite films to gain quantitative insights into the impact of local bandgap variations on the global PLQE, one of the most important performance indicators for optoelectronic applications (Figure 4).

The PLQE is defined as the ratio of radiative to the sum of radiative and nonradiative decay channels

\[
\text{PLQE} = \frac{k_1(n \times p)}{k_1(n + p) + k_2(n \times p)}
\]

We note that, with the term “PLQE” we refer to the internal PLQE throughout this study. The external PLQE is related to this quantity by considering light-outcoupling and photon recycling events,\(^18\) which will impact the absolute measured values but not the trends and mechanisms described here. Based on the experimentally mapped energy landscape, we calculate the relative changes to the global PLQE of the film when varying the degree of energy variation (\( \Delta E_g \), determined as the standard deviation of the bandgap distribution), compared to a hypothetical, flat energy landscape (Figure 4a). Notably, we find the PLQE to increase significantly as a function of the funneling potential. We find that the measured \( \Delta E_g \) of \( \approx 3 \) meV—which forms spontaneously for our used mixed-halide MAFA fabrication protocol—is already benefitting the observed PLQE, increasing it by about 2% in relative terms. For further increases in the charge funneling potential, additional PLQE gains are achievable, for example by up to 10% when increasing the energy variation by as little as 10 meV, possible by tuning the local halide ratio during fabrication.

The magnitude of these improvements further depends on the interplay between electron and hole trap densities in the film, which are a direct consequence of the material fabrication conditions (Figure 4c,d). Hence, our model is not relying on a common recombination constant \( k_1 \), as presented in the simplified Equation (10) above, but instead distinguishes between the respective electron and hole lifetimes (see Supporting Information for details). In line with the earlier report that mostly the valence band off-sets are modulated by the bandgap variation,\(^6\) longer hole lifetimes \( (\tau_h) \) than electron lifetimes \( (\tau_e) \) are found to be favorable and result in the largest PLQE improvements with charge funneling potential. This delicate interplay between electron and hole lifetimes also implies that a much shorter hole than electron lifetime—corresponding to a higher density of or energetically deeper lying hole traps—will instead reduce the global PLQE, compared to a scenario with flat energy landscape and hence no charge funneling. Thus we observe negative relative PLQE values in these regimes (Figure 4a,c,d). Notably, this finding also coincides with previously reported carrier lifetimes of halide perovskites in the literature, where \( \tau_h > \tau_e \).\(^4\)

We thus expect the beneficial charge funneling, which we quantify...
here, to have already contributed to the very high PLQE values reported for mixed-halide perovskites since their discovery. Our results should be clearly distinguished from the trap-passivation strategies mostly explored so far to increase PLQEs (trends sketched in Figure 4b). Those established approaches focus on reducing the nonradiative rate constant $k_1$ of the material, for example by filling atomic vacancies in the film which act as electron or hole traps.[42,43] This will improve the PLQE, as shown, by shifting its maximum value to lower carrier densities. The bandgap modulation approach we discuss here now provides an additional pathway to maximizing PLQEs by shifting them vertically with increasing accumulation of charges. Thus, it provides a strategy to further increase the optoelectronic performance of mixed-halide films that have already been optimized for low trap densities (i.e., mixed-cationic compositions), since our approach affects also the radiative recombination rates, making the materials brighter overall.

3. Conclusions

In summary, we report the impact of charge funneling from local energy variations in mixed-halide perovskite films on their global PL yields. By combining local PL mapping with phase-field and drift-diffusion-recombination modeling, we can fully describe the observed PL intensity patterns based on bandgap variations as a consequence of halide demixing. From our model, we identify temperature, surface energy, and recombination constants as key factors to control the formed energy variations and can predict their influence on the PLQE. We conclude that significant PLQE enhancements are achievable through tailored bandgap modulation as a novel strategy to further increase the performance of these materials for highly efficient optoelectronics applications.
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