CORRELATION SUM AND RECURRENCE DETERMINISM FOR INTERVAL MAPS
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Abstract. Recurrence quantification analysis is a method for measuring the complexity of dynamical systems. Recurrence determinism is a fundamental characteristic of it, closely related to correlation sum. In this paper, we study asymptotic behavior of these quantities for interval maps. We show for which cases the asymptotic correlation sum exists. An example of an interval map with zero entropy and a point with the finite \( \omega \)-limit set for which the asymptotic correlation sum does not exist is given. Moreover, we present formulas for computation of the asymptotic correlation sum with respect to the cardinality of the \( \omega \)-limit set or to the configuration of the intervals forming it, respectively. We also show that for a not Li-Yorke chaotic (and hence zero entropy) interval map, the limit of recurrence determinism as distance threshold converges to zero can be strictly smaller than one.

1. Introduction

A \((discrete) dynamical system\) is an ordered pair \((X, f)\) where \(X\) is a compact metric space and \(f: X \to X\) is a continuous – not necessarily invertible – map. For predictability of a trajectory of a dynamical system, one may use mathematical tools of recurrence quantification analysis (RQA) [18]. These methods quantify the number and duration of recurrences in dynamical systems, and are visually represented via recurrence plots [5]. The percentage of recurrence points in such plot is called recurrence rate, and it corresponds to the quantity named correlation sum. RQA and recurrence plots have wide applications in medicine, economy, biology, and many other areas; see, e.g., [3, 6, 16], and for a comprehensive overview of the subject, see [9, 17]. In this paper, we are focused on correlation sum and recurrence determinism, one of fundamental characteristics of RQA.

1.1. Correlation sum. Recall that if \((X, f)\) is a dynamical system, \(\rho\) is the metric on \(X\) and \(m \in \mathbb{N}\) (where \(\mathbb{N}\) denotes the set of all positive integers), then Bowen’s metric \(\rho_m = \rho_m^0\) on \(X\) is defined by

\[
\rho_m(x, y) = \max \{ \rho(f^i(x), f^i(y)) : 0 \leq i < m \}
\]

for all \(x, y \in X\). For \(x \in X\), \(\varepsilon > 0\) and \(n \in \mathbb{N}\), the \textit{correlation sum} of (the beginning of) the trajectory of a point \(x\) (with respect to \(\rho_m\)) is

\[
C_m(x, n, \varepsilon) = \frac{1}{n^2} \# \{ (i, j) : 0 \leq i, j < n, \ \rho_m(f^i(x), f^j(x)) \leq \varepsilon \}.
\]

This quantity is the relative frequency of recurrences occurring in the initial segment of the trajectory of \(x\) with respect to the closeness defined by the threshold \(\varepsilon\) and
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the metric $\varrho_n$. The lower and upper asymptotic correlation sums (with respect to $\varrho_m$) are

$$C_m(x, n, \varepsilon) = \liminf_{n \to \infty} C_m(x, n, \varepsilon), \quad \overline{C}_m(x, \varepsilon) = \limsup_{n \to \infty} C_m(x, n, \varepsilon).$$

If $C_m(x, \varepsilon) = \overline{C}_m(x, \varepsilon)$, i.e., if $\lim_{n \to \infty} C_m(x, n, \varepsilon)$ exists, we say that the asymptotic correlation sum exists and we denote this limit by $c_m(x, \varepsilon)$.

In [11] (see also [14, Theorem 17.1]), the author proved that if $\mu$ is an $f$-ergodic measure, then correlation sums of $\mu$-almost every point $x \in X$ converges (as $n$ goes to $\infty$) to the correlation integral

$$c_m \mu, \varepsilon = \mu \times \mu \{ (y, z) \in X \times X : \varrho_m(y, z) \leq \varepsilon \}$$

for all but countably many $\varepsilon > 0$. As a consequence we have that $C_m(x, \varepsilon) = \overline{C}_m(x, \varepsilon)$ for $\mu$-almost every point $x \in X$ and for all but countably many $\varepsilon > 0$. The present paper deals with the question whether the previous equality holds also for every $x \in X$ with $X = I$ being a compact unit interval. A similar question was studied in [13], however, there it was done for $m = \infty$. Our results are stated with respect to $\omega$-limit sets $\omega_f(x)$ and are summarized in the following theorem (for the definition of solenoidal set, see Section 3). Here, by an order-preserving metric on a real interval we mean a metric $\varrho$ such that max $\{ \varrho(x, y), \varrho(y, z) \} \leq \varrho(x, z)$ for all distinct points $x, y, z \in X$ with $x < y < z$.

**Theorem A.** Let $I$ be equipped with an order-preserving metric compatible with the Euclidean topology. Let $(I, f)$ be a dynamical system and $x \in I$. Then

$$C_m(x, \varepsilon) = \overline{C}_m(x, \varepsilon)$$

(1) for every $m \in \mathbb{N}$ and $\varepsilon > 0$ if $\omega_f(x)$ is solenoidal;

(2) for every $m \in \mathbb{N}$ and all but finitely many $\varepsilon > 0$ if $\omega_f(x)$ is finite.

Moreover, we give formulas for computation of these asymptotic correlation sums with respect to the configuration of the intervals forming $\omega_f(x)$ or to the cardinality of $\omega_f(x)$, respectively (see Theorems 7 and 8). Naturally, one can ask whether result in Theorem A may be strengthened to hold for every $\varepsilon > 0$. Proposition 10 shows that it cannot be done. Since any $\omega$-limit set of a zero entropy map is either finite or solenoidal (see [2] Theorems 5.4 and 4.1(d) and [14]), Theorem A solves all possibilities for dynamical systems $(I, f)$ with zero topological entropy.

1.2. Recurrence determinism. We also study recurrence determinism. Recall that the recurrence $m$-determinism is

$$\text{rdet}_m(x, n, \varepsilon) = \frac{C_m(x, n, \varepsilon)}{C_1(x, n, \varepsilon)},$$

and the lower and upper asymptotic recurrence $m$-determinisms are

$$\text{rdet}_m(x, \varepsilon) = \liminf_{n \to \infty} \text{rdet}_m(x, n, \varepsilon), \quad \overline{\text{rdet}}_m(x, \varepsilon) = \limsup_{n \to \infty} \text{rdet}_m(x, n, \varepsilon),$$

respectively. If $\text{rdet}_m(x, \varepsilon) = \overline{\text{rdet}}_m(x, \varepsilon)$, i.e., if $\lim_{n \to \infty} \text{rdet}_m(x, n, \varepsilon)$ exists, we say that the asymptotic recurrence $m$-determinism exists and we denote this limit by $\text{rdet}_m(x, \varepsilon)$. Note that this definition is slightly different from the one commonly used in RQA. However, they are closely related since, by [7] (see also [13]), RQA-determinism is

$$\text{DET}_m(x, n, \varepsilon) = m \cdot \text{rdet}_m(x, n, \varepsilon) - (m - 1) \cdot \text{rdet}_{m+1}(x, n, \varepsilon). \quad (1.1)$$
The present paper provides the following result concerning an asymptotic recurrence determinism. Note that a similar result was published in [15, Lemma 4.2] and also in [15, Proposition 4.1].

**Theorem B.** Let \((I, f)\) be a dynamical system such that \(x \in I\) and \(\omega_f(x)\) is finite. Then, for every \(m \in \mathbb{N}\),

\[
\lim_{\varepsilon \to 0} \text{rdet}_m(x, \varepsilon) = 1.
\]

This theorem says that trajectories of the considered systems are perfectly predictable in the – arbitrarily large – finite horizon for points with finite \(\omega\)-limit sets. Therefore, it is true for every point of a *strongly non-chaotic* dynamical system, i.e., a system whose every \(\omega\)-limit set is finite [11, page 126]. One may try to generalize this result. In [8, Theorem 4.14], it was proved that \(\text{rdet}_m(x, \varepsilon) = 1\) for all \(x \in I, m \in \mathbb{N}\) and sufficiently small \(\varepsilon > 0\) if \(f: I \to I\) belongs to the class of so-called Delahaye maps [4] (see also [12, Example 5.56]). Since strongly non-chaotic or Delahaye maps are not Li-Yorke chaotic (and hence their topological entropy is zero), a natural question arises whether a similar result holds for every continuous map that is not chaotic in Li-Yorke sense. In [8, Theorem 4.12], the author showed that there are a Delahaye map \(f: I \to I\) and a point \(x \in I\) such that \(\limsup_{\varepsilon \to 0} \text{rdet}_m(x, \varepsilon) < 1\). In the present paper we construct a continuous map \(f: I \to I\) that is not Li-Yorke chaotic (and so with zero entropy) and a point \(x \in I\) such that \(\liminf_{\varepsilon \to 0} \text{rdet}_m(x, \varepsilon) < 1\) for every \(m \in \mathbb{N} \setminus \{1\}\), see Proposition [13]. Therefore, the result from Theorem [B] cannot be generalized to solenoidal \(\omega\)-limit sets.

The paper is organized as follows. In Section 2, we present notation and facts that will be required later. Section 3 addresses solenoidal sets and contains the proof of Theorem [A]. Proof of Theorem [A] is given in Section 4. This section also provides an example of a dynamical system and a point with finite \(\omega\)-limit set for which the asymptotic correlation sum does not exist for a specific choice of \(\varepsilon > 0\). The results for recurrence determinism are presented in Section 5.

## 2. Preliminaries

We denote the set of all positive integers by \(\mathbb{N}\). The set of all nonnegative integers is denoted by \(\mathbb{N}_0\), and the set of all real numbers is denoted by \(\mathbb{R}\). For \(p \in \mathbb{N}\), we sometimes use the symbol \(\mathbb{Z}_p\) to denote the set of all nonnegative integers less than \(p\), i.e., \(\mathbb{Z}_p = \{0, 1, \ldots, p - 1\}\). Symbols \((a, b)\) and \([a, b]\) are used for the open interval and for the closed interval in \(\mathbb{R}\) with endpoints \(a, b \in \mathbb{R}\), respectively. We denote by \(I\) the closed unit interval \([0, 1]\). The *intersection* and the *union* of sets \(A, B\) is denoted by \(A \cap B\) and \(A \cup B\), respectively; if \(A, B\) are disjoint, then their union is sometimes denoted by \(A \cup B\). The cardinality of \(A\) is denoted by \(#A\).

Let \((X, f)\) be a dynamical system. We say that a point \(x \in X\) is *periodic* if \(f^h(x) = x\) for some \(h \in \mathbb{N}\). The smallest \(h \in \mathbb{N}\) satisfying the above condition is called the *period* of \(x\). If the period of \(x\) is one, then \(x\) is said to be a *fixed point*. We denote the set of all periodic points of \((X, f)\) by \(\text{Per}(f)\). We say that a point \(x \in X\) is *eventually periodic* if \(f^k(x)\) is a periodic point for some \(k \in \mathbb{N}\). The set of all eventually periodic points of \((X, f)\) is denoted by \(\text{EPer}(f)\). Trivially, \(\text{Per}(f) \subseteq \text{EPer}(f)\). The *orbit* of \(x \in X\) is the set \(\text{Orb}_f(x) = \{f^n(x) : n \in \mathbb{N}_0\}\). The symbol \(\omega_f(x)\) is used to denote the *\(\omega\)-limit set* of \(x \in X\), i.e., the set of all
limit points of the trajectory \((f^n(x))_{n \in \mathbb{N}}\). A compact interval \(J \subseteq X\) is \(p\)-periodic \((p \in \mathbb{N})\) if \(f^p(J) = J\) and \(f^k(J), 0 \leq k < p\), are pairwise disjoint.

2.1. Correlation sum and recurrence determinism. It is easy to see that (asymptotic) correlation sums are:

- numbers from the unit interval \([0, 1]\); in particular, (asymptotic) correlation sums are equal to 1 for every \(\varepsilon \geq \text{diam}(X)\), where \(\text{diam}(X)\) denotes the diameter of \(X\);
- nondecreasing functions of \(\varepsilon\);
- nonincreasing functions of \(m\);

and (asymptotic) recurrence determinisms are:

- numbers from the unit interval \([0, 1]\); in particular, (asymptotic) recurrence determinisms are equal to 1 for every \(\varepsilon \geq \text{diam}(X)\), or for \(m = 1\);
- nonincreasing functions of \(m\).

The following is trivial (see, e.g., Lemma 3.4 from [15]). It says that the values of asymptotic correlation sums and asymptotic recurrence determinisms do not depend on the first finitely many iterates.

**Lemma 1.** Let \((X, f)\) be a dynamical system, \(x \in X\), \(h \in \mathbb{N}\), \(m \in \mathbb{N}\), and \(\varepsilon > 0\). Then,
\[
\mathcal{L}_m(f^h(x), \varepsilon) = \mathcal{L}_m(x, \varepsilon), \quad \mathcal{R}_m(f^h(x), \varepsilon) = \mathcal{R}_m(x, \varepsilon),
\]
and
\[
\text{rdet}_m(f^h(x), \varepsilon) = \text{rdet}_m(x, \varepsilon), \quad \overline{\text{rdet}}_m(f^h(x), \varepsilon) = \overline{\text{rdet}}_m(x, \varepsilon).
\]

2.2. Configurations of compact real intervals. Let \(J, K\) and \(L\) be compact real intervals. We denote the distance between \(J\) and \(K\) by \(\text{dist}(J, K)\), i.e.,
\[
\text{dist}(J, K) = \min \{\varrho(x, y): x \in J, \ y \in K\}.
\]
The maximum distance among points in \(J\) and \(K\) is \(\text{diam}(J \cup K)\):
\[
\text{diam}(J \cup K) = \max \{\varrho(x, y): x, y \in J \cup K\}.
\]
If \(\max J < \min K\), then we write \(J < K\). We write \(J \leq K\) if \(J < K\) or \(J = K\).

Let \(n \in \mathbb{N}\), \(\varepsilon > 0\) and \(J_1 < J_2 < \cdots < J_n\) be compact real intervals. Put
\[
\mathcal{I}_n(\varepsilon) = \{(a, b): 1 \leq a, b \leq n, \ \text{dist}(J_a, J_b) < \varepsilon < \text{diam}(J_a \cup J_b)\}.
\]
Trivially, \((a, a) \in \mathcal{I}_n(\varepsilon)\) for every \(a\) with \(\text{diam}(J_a) > \varepsilon\), and
\[
(a, b) \in \mathcal{I}_n(\varepsilon) \iff (b, a) \in \mathcal{I}_n(\varepsilon). \tag{2.1}
\]
Till the end of this section we assume that the metric \(\varrho\) is order-preserving and compatible with the Euclidean topology on the real line. Immediately, we have the following lemma.

**Lemma 2.** Let \(n \in \mathbb{N}, \varepsilon > 0\) and \(J_1 < J_2 < \cdots < J_n\) be compact real intervals. If \((a, b) \in \mathcal{I}_n(\varepsilon)\) and \((a, d) \in \mathcal{I}_n(\varepsilon)\) for some \(1 \leq a \leq b < d \leq n\), then \((a, c) \in \mathcal{I}_n(\varepsilon)\) for every integer \(c\) such that \(b < c < d\).

Similarly, if \((a, d) \in \mathcal{I}_n(\varepsilon)\) and \((c, d) \in \mathcal{I}_n(\varepsilon)\) for some \(1 \leq a < c \leq d \leq n\), then \((b, d) \in \mathcal{I}_n(\varepsilon)\) for every integer \(b\) such that \(a < b < c\).

The next lemma describes another relationship among pairs in \(\mathcal{I}_n(\varepsilon)\).
Lemma 3. Let \( n \in \mathbb{N}, \varepsilon > 0 \) and \( J_1 < J_2 < \cdots < J_n \) be compact real intervals. Assume that integers \( a, b, c, d \) are such that \( 1 \leq a < b < c < d \leq n \) and \( (a, d) \in \mathcal{I}_n(\varepsilon) \). Then \( (b, c) \notin \mathcal{I}_n(\varepsilon) \).

Proof. For \( b = c \) the assertion is trivial, so we may assume that \( b < c \). The configuration \( J_a < J_b < J_c < J_d \) implies that \( \text{diam}(J_b \cup J_c) < \text{dist}(J_a, J_d) \). Hence, using the fact that \( (a, d) \in \mathcal{I}_n(\varepsilon) \), \( \text{diam}(J_b \cup J_c) < \varepsilon \), and so \( (b, c) \notin \mathcal{I}_n(\varepsilon) \). \( \square \)

Remark 4. Obviously, \( \#\mathcal{I}_n(\varepsilon) \geq 0 \) for any \( \varepsilon > 0 \) and \( n \in \mathbb{N} \). For any \( n \in \mathbb{N} \) and \( \varepsilon > 0 \), it is easy to construct compact real intervals \( J_1 < J_2 < \cdots < J_n \) such that \( \#\mathcal{I}_n(\varepsilon) = 0 \). To do this, let \( J_1 \) be a compact real interval with diameter less than or equal to \( \varepsilon \). Then inductively construct the remaining intervals such that, for every integer \( 1 \leq k \leq n \), \( J_k \) is a compact real interval, \( J_k-1 < J_k \), \( \text{diam}(J_k) \leq \varepsilon \) and \( \text{dist}(J_{k-1}, J_k) \geq \varepsilon \).

Clearly, if \( n = 1 \) and \( J(= J_1) \) is a compact real interval, then

\[
\#\mathcal{I}_1(\varepsilon) = \begin{cases} 
0 & \text{if } \text{diam}(J) \leq \varepsilon, \\
1 & \text{if } \varepsilon < \text{diam}(J).
\end{cases}
\]

For \( n > 1 \), we derive the following result giving an upper boundary for the cardinality of \( \mathcal{I}_n(\varepsilon) \) where \( \varepsilon > 0 \).

Proposition 5. Let \( n \in \mathbb{N} \setminus \{1\}, \varepsilon > 0 \) and \( J_1 < J_2 < \cdots < J_n \) be compact real intervals. Then

\[
\#\mathcal{I}_n(\varepsilon) \leq 4 \cdot (n - 1).
\]

Moreover, the estimate is optimal.

Proof. From the definition of \( \mathcal{I}_n(\varepsilon) \) and (2.1) we get

\[
\#\mathcal{I}_n(\varepsilon) = \#\{(a, a) : 1 \leq a \leq n, \ \varepsilon < \text{diam}(J_a)\} + 2\#\{(a, b) : 1 \leq a < b \leq n, \ \text{dist}(J_a, J_b) < \varepsilon < \text{diam}(J_a \cup J_b)\}. \tag{2.2}
\]

Order all the pairs \((a, b)\) from \( \mathcal{I}_n(\varepsilon) \) with \( a \leq b \) lexicographically. Then, by Lemmas 2 and 3 all the pairs \((a, b)\) in \( \mathcal{I}_n(\varepsilon) \) with \( a \leq b \) can be written as

\[
(a_1, b_1) < (a_1, b_1 + 1) < \cdots < (a_1, c_1) < (a_2, b_2) < (a_2, b_2 + 1) < \cdots < (a_2, c_2) < \cdots \tag{2.3}
\]

where

(i) \( k = \#\{a : (a, b) \in \mathcal{I}_n(\varepsilon) \text{ for some } b \geq a\} \);

(ii) \( 1 \leq a_1 < a_2 < \cdots < a_k \leq b_k \leq c_k \leq n \);

(iii) \( a_i \leq b_i \leq c_i \leq b_{i+1} \) for every \( i \in \{1, 2, \ldots, k - 1\} \).

Now we distinguish four cases; in each of them we show that the cardinality estimate from the assertion is true.

Case 1: If \( a_1 = b_1 \) and \( a_k = b_k = c_k \), then the number of these pairs is

\[
1 + (c_1 - a_1) + (c_2 - a_2 + 1) + \cdots + (c_{k-1} - b_{k-1} + 1) + 1.
\]

So, by (2.2) and (i) (iii)

\[
\#\mathcal{I}_n(\varepsilon) \leq 2 + 2 \cdot [(c_1 - a_1) + (c_2 - a_2 + 1) + \cdots + (c_{k-1} - b_{k-1} + 1)]
\leq 2 + 2 \cdot [(c_{k-1} - a_1) + (k - 2)] \leq 2 + 2 \cdot [n - 1 + (n - 2)] = 4 \cdot (n - 1).
\]
Case 2: If \( a_1 = b_1 \) and \( a_k < c_k \) (and therefore \( k \leq n - 1 \) by (iii)), then the number of these pairs is
\[
1 + (c_1 - a_1) + (c_2 - b_2 + 1) + \cdots + (c_k - b_k + 1).
\]

Using (2.2) and (i)-(iii)
\[
\# I_n(\varepsilon) \leq 1 + 2 \cdot [(c_1 - a_1) + (c_2 - b_2 + 1) + \cdots + (c_k - b_k + 1)]
\]
\[
\leq 1 + 2 \cdot [c_k - a_1 + (k - 1)] \leq 1 + 2 \cdot [n - 1 + (n - 2)] < 4 \cdot (n - 1).
\]

Case 3: If \( a_1 < b_1 \) and \( a_k = b_k = c_k \) (and therefore \( b_1 \geq 2 \) by (ii) and (iii)), then the number of these pairs is
\[
(c_1 - b_1 + 1) + (c_2 - b_2 + 1) + \cdots + (c_{k-1} - b_{k-1} + 1) + 1.
\]

Therefore, (2.2) and (i)-(iii) imply
\[
\# I_n(\varepsilon) \leq 1 + 2 \cdot [(c_1 - b_1 + 1) + (c_2 - b_2 + 1) + \cdots + (c_{k-1} - b_{k-1} + 1)]
\]
\[
\leq 1 + 2 \cdot [c_k - b_1 + (k - 1)] \leq 1 + 2 \cdot [n - 2 + (n - 1)] < 4 \cdot (n - 1).
\]

Case 4: If \( a_1 < b_1 \) and \( a_k < c_k \) (and therefore \( k \leq n - 1 \) by (ii) and \( b_1 \geq 2 \) by (ii) and (iii)), then the number of these pairs is
\[
(c_1 - b_1 + 1) + (c_2 - b_2 + 1) + \cdots + (c_k - b_k + 1).
\]

Hence, (2.2) and (i)-(iii) give
\[
\# I_n(\varepsilon) \leq 2 \cdot [(c_1 - b_1 + 1) + (c_2 - b_2 + 1) + \cdots + (c_k - b_k + 1)]
\]
\[
\leq 2 \cdot (c_k - b_1 + k) \leq 2 \cdot [n - 2 + (n - 1)] < 4 \cdot (n - 1).
\]

We proved that in every case one has \( \# I_n(\varepsilon) \leq 4 \cdot (n - 1) \). To finish the proof we need to show that for all \( n \in \mathbb{N} \setminus \{1\} \) and \( \varepsilon > 0 \) there are compact real intervals \( J_1 < J_2 < \cdots < J_n \) such that \( \# I_n(\varepsilon) = 4 \cdot (n - 1) \). The construction is as follows. Let \( J_1 < J_n \) be compact real intervals with \( \text{dist}(J_1, J_n) < \varepsilon \) and \( \text{diam}(J_1) > \varepsilon, \text{diam}(J_n) > \varepsilon \). Take any compact real intervals \( J_2, \ldots, J_{n-1} \) such that \( J_1 < J_2 < \cdots < J_{n-1} < J_n \). Immediately, \((1, 1), (1, n), (n, 1), (n, n) \in I_n(\varepsilon)\). Therefore, by Lemma 2 and (2.1), also \((1, k), (k, 1), (k, n), (n, k) \in I_n(\varepsilon)\) for every \( k \in \{2, 3, \ldots, n - 1\} \). Moreover, by Lemma 3 there are no other pairs in \( I_n(\varepsilon) \).

Hence, \( \# I_n(\varepsilon) = 4 + 4 \cdot (n - 2) = 4 \cdot (n - 1) \).

3. Correlation sums - solenoidal case

Let \((I, f)\) be a dynamical system. For \( x \in I \), we say that \( \omega_f(x) \) is solenoidal (see [2] p. 4) if there are a sequence of integers \( 2 \leq p_0 < p_1 < \ldots \) and a sequence of nondegenerate closed intervals \( J_0 \supseteq J_1 \supseteq \cdots \in I \) such that every \( J_t \) is \( p_t \)-periodic and \( \omega_f(x) \subseteq Q \) where
\[
Q = \bigcap_{t=0}^{\infty} Q_t, \quad Q_t = \bigcup_{i=0}^{p_{t-1} - 1} f^i(J_t).
\]

Put \( q_0 = p_0 \) and \( q_t = p_t/p_{t-1} \) for \( t \geq 1 \). Denote the Cartesian products of \( \{0, 1, \ldots, q_t - 1\} \) by \( \Sigma \) and \( \mathcal{A}^t \):
\[
\Sigma = \prod_{i=0}^{\infty} \{0, 1, \ldots, q_t - 1\}, \quad \mathcal{A}^t = \prod_{i=0}^{t-1} \{0, 1, \ldots, q_t - 1\} \quad (t \geq 1).
\]
Every element \( a = a_0 a_1 \ldots a_{t-1} \) of \( \mathcal{A}^t \) is called a word and its length is \( |a| = t \). Define \( \mathcal{A}^0 = \{ \emptyset \} \) (a singleton set containing the empty word \( \emptyset \)) and \( \mathcal{A}^* = \bigcup_{t \geq 0} \mathcal{A}^t \).

Let \( \pi_t : \Sigma \to \mathcal{A}^t \ (t \geq 0) \) be the natural projection onto the first \( t \) coordinates. For \( a \in \mathcal{A}^t \), let \([a]\) denotes the set of all sequences \( \alpha \in \Sigma \) and all words \( b \in \mathcal{A}^* \) starting with \( a \) (i.e., \( \pi_t(\alpha) = \pi_t(b) = a \)).

On \( \Sigma \) and on every \( \mathcal{A}^t \) define addition in a natural way with carry from left to right; the sets \( \Sigma \) and \( \mathcal{A}^t \) equipped with this operation are abelian groups. Identify \( 10^\infty \in \Sigma \) and every \( 10^{t-1} \in \mathcal{A}^t \ (t \geq 1) \) with integer \( 1 \), and inductively define \( \alpha + n \), \( a + n \) for \( \alpha \in \Sigma \), \( a \in \mathcal{A}^t \), and \( n \in \mathbb{Z} \).

For \( t \geq 0 \) write

\[
Q_t = \bigsqcup_{a \in \mathcal{A}^t} K_a \quad \text{where} \quad K_{i+1} = f^i(J_i) \quad \text{for every} \quad i \in [0, p_t).
\]

Notice that every \( K_a \) \((a \in \mathcal{A}^t)\) is a nondegenerate closed \( p_t \)-periodic interval \([y_a, z_a] \), and \( K_b \subseteq K_a \) for every \( b \in [a] \). We can also write

\[
Q = \bigsqcup_{a \in \Sigma} K_a \quad \text{where} \quad K_\alpha = \bigcap_{t=0}^\infty K_{x(t)} \quad \text{for every} \quad \alpha \in \Sigma.
\]

Here, every \( K_\alpha \) is either a singleton \( \{y_\alpha\} \) or a nondegenerate closed interval \([y_\alpha, z_\alpha] \). Fix a continuous map \( f : I \to I \) and a point \( x \in I \), and put \( x_i = f^i(x) \) for every \( i \geq 0 \). Take \( m \in \mathbb{N} \) and \( t \geq 0 \). For all \( a, b \in \mathcal{A}^t \), put

\[
\begin{align*}
\text{dist}_m(K_a, K_b) &= \max_{i \in Z_m} \text{dist}(K_{a+i}, K_{b+i}), \\
\text{diam}_m(K_a, K_b) &= \max_{i \in Z_m} \text{diam}(K_{a+i} \cup K_{b+i}).
\end{align*}
\]

Note that, due to \( p_t \)-periodicity of intervals \( K_a \), \( \text{dist}_m = \text{dist}_{p_t} \) and \( \text{diam}_m = \text{diam}_{p_t} \) for every \( m \geq p_t \). For \( \varepsilon > 0 \), define

\[
\begin{align*}
N_m(x, t, \varepsilon) &= \{(a, b) \in \mathcal{A}^t \times \mathcal{A}^t : \text{dist}_m(K_a, K_b) < \varepsilon\}, \\
N_m^\circ(x, t, \varepsilon) &= \{(a, b) \in \mathcal{A}^t \times \mathcal{A}^t : \text{diam}_m(K_a, K_b) < \varepsilon\}.
\end{align*}
\]

The following lemma is a combination of Lemmas 2.3 and 4.2 from [15].

**Lemma 6.** Let \( x \in I \) be such that \( \omega_f(x) \) is solenoidal and \( Q = \bigcap Q_t \) be as defined above. Then,

(a) for every \( t \), there is \( n_0 \) such that \( f^n(x) \in Q_t \) for every \( n \geq n_0 \);
(b) for all \( m \in \mathbb{N}, t \geq 0 \) and \( \varepsilon > 0 \),

\[
N_m^\circ(x, t, \varepsilon) \cdot p_t^{-2} \leq \mathcal{C}_m(x, \varepsilon) \leq \tau_m(x, \varepsilon) \leq N_m(x, t, \varepsilon) \cdot p_t^{-2}.
\]

Our main result of the present paper concerning correlation sums says that if \( \omega \)-limit set of \( x \) is solenoidal, then the asymptotic correlation sums always exist. The theorem also presents a formula for their computation with respect to distances or to diameters of intervals forming the \( \omega \)-limit set. Since the proof uses the result from Proposition [15] one need to assume that a metric \( \varrho \) is order-preserving and compatible with the Euclidean topology.

**Theorem 7.** Let \( I \) be equipped with an order-preserving metric compatible with the Euclidean topology. Let \((I, f)\) be a dynamical system and assume that \( x \in I \) is such that \( \omega_f(x) \) is solenoidal. Then, for all \( m \in \mathbb{N} \) and \( \varepsilon > 0 \),

\[
\mathcal{C}_m(x, \varepsilon) = \tau_m(x, \varepsilon).
\]
i.e., the asymptotic correlation sum exists. Moreover,
\[ c_m(x, \varepsilon) = \lim_{t \to \infty} \frac{\# N_m^0(x, t, \varepsilon)}{p_t^2} = \lim_{t \to \infty} \frac{\# N_m(x, t, \varepsilon)}{p_t^2}. \]

**Proof.** Fix \( m, t \in \mathbb{N}, \varepsilon > 0 \) and \( x \in I \) with solenoidal \( \omega_f(x) \). We use the notation as above. By Lemma 6(a), there is a nonnegative integer \( n_0 \) such that \( f^n(x) \in Q_t \) for every \( n \geq n_0 \). Therefore, by Lemma 6(b) the inequalities
\[ \# N_m^0(x, t, \varepsilon) \cdot p_t^2 \leq c_m(f^n(x), \varepsilon) \leq \# N_m(x, t, \varepsilon) \cdot p_t^2. \]
hold for every \( n \geq n_0 \). Moreover, by Lemma 1, asymptotic correlation sums do not depend on the first finitely many iterates, so we have
\[ \# N_m^0(x, t, \varepsilon) \cdot p_t^2 \leq c_m(x, \varepsilon) \leq \# N_m(x, t, \varepsilon) \cdot p_t^2. \] (3.1)

For \( i \in \mathbb{Z}_m \), put
\[ A_i = \{ (a, b) \in \mathcal{A}_t \times \mathcal{A}_t: \text{dist}_m(K_a, K_b) < \varepsilon < \text{diam} (K_{a+i} \cup K_{b+i}) \} \].
Trivially,
\[ N_m(x, t, \varepsilon) \setminus N_m^0(x, t, \varepsilon) = \bigcup_{i=0}^{m-1} A_i. \] (3.2)
Moreover,
\[ A_i \subseteq \{ (a, b) \in \mathcal{A}_t \times \mathcal{A}_t: \text{dist} (K_{a+i}, K_{b+i}) < \varepsilon < \text{diam} (K_{a+i} \cup K_{b+i}) \} \]
for every \( i \in \mathbb{Z}_m \), and therefore, by Proposition 4,
\[ \# \left( \bigcup_{i=0}^{m-1} A_i \right) \leq 4m (p_t - 1). \]
So, by (3.1) and (3.2),
\[ \begin{align*}
0 & \leq \tau_m(x, \varepsilon) - \zeta_m(x, \varepsilon) \\
& \leq \limsup_{t \to \infty} \left| \frac{\# N_m(x, t, \varepsilon) - \# N_m^0(x, t, \varepsilon)}{p_t^2} \right| \\
& \leq \limsup_{t \to \infty} \left| \frac{4m (p_t - 1)}{p_t^2} \right| = 0.
\end{align*} \]

\[ \square \]

### 4. Correlation sums - finite case

In this section, we study asymptotic correlation sums for points having finite \( \omega \)-limit sets. For a similar result, see [8, Lemma 4.1] and [15, Proposition 4.1].

**Theorem 8.** Let \((I, f)\) be a dynamical system and \( x \in I \) be such that \( \omega_f(x) \) is finite. Then, for every \( m \in \mathbb{N} \) and all finitely many \( \varepsilon > 0 \),
\[ \zeta_m(x, \varepsilon) = \tau_m(x, \varepsilon). \]
More precisely, if \( \omega_f(x) = \{ y_0, y_1, \ldots, y_{p-1} \} \) and \( 0 < \varepsilon \notin \{ \theta_m(y_i, y_j) : 0 \leq i, j < p \} \),
then the asymptotic correlation sum exists and
\[ c_m(x, \varepsilon) = \frac{1}{p^2} \# \{ (i, j) \in \mathbb{Z}_p \times \mathbb{Z}_p: \theta_m(y_i, y_j) \leq \varepsilon \}. \] (4.1)
Proof. Let \( m \in \mathbb{N} \) and \( x \in I \) be such that \( \omega_f(x) \) has finite cardinality \( p \in \mathbb{N} \). Since the elements of \( \omega_f(x) \) forms a periodic orbit, we can denote them by \( y_0, y_1, \ldots, y_{p-1} \) such that

\[
\lim_{n \to \infty} f^{pn+i}(x) = y_i \quad \text{for every } i \in \mathbb{Z}_p. \tag{4.2}
\]

Fix arbitrary \( \varepsilon > 0 \) and \( i, j \in \mathbb{Z}_p \), and put \( \delta = \varrho_m(y_i, y_j) \). Suppose that \( \delta < \varepsilon \). By (4.2), there is \( n_0 \) such that

\[
\varrho_m(f^{pn+i}(x), y_i) < \frac{\varepsilon - \delta}{2} \quad \text{and} \quad \varrho_m(f^{pn+j}(x), y_j) < \frac{\varepsilon - \delta}{2}
\]

for every \( n \geq n_0 \). Thus, for any \( k, l \geq n_0 \), we have

\[
\varrho_m(f^{pk+i}(x), f^{pl+j}(x)) \leq \varrho_m(f^{pk+i}(x), y_i) + \varrho_m(y_i, y_j) + \varrho_m(f^{pl+j}(x), y_j) < \varepsilon.
\]

On the other hand, if \( \delta > \varepsilon \) then, by (4.2), there is \( n'_0 \) such that

\[
\varrho_m(f^{pn+i}(x), y_i) < \frac{\delta - \varepsilon}{2} \quad \text{and} \quad \varrho_m(f^{pn+j}(x), y_j) < \frac{\delta - \varepsilon}{2}
\]

for every \( n \geq n'_0 \). Thus, for any \( k, l \geq n'_0 \), we have

\[
\varrho_m(f^{pk+i}(x), f^{pl+j}(x)) \geq \varrho_m(y_i, y_j) - \varrho_m(f^{pk+i}(x), y_i) - \varrho_m(f^{pl+j}(x), y_j) \geq \varepsilon.
\]

So, for any \( i, j \in \mathbb{Z}_p \), we get \( \varrho_m(y_i, y_j) < \varepsilon \) and only if \( \varrho_m(f^{pk+i}(x), f^{pl+j}(x)) < \varepsilon \) for all sufficiently large \( k, l \geq 0 \). This result and Lemma 1 immediately imply the assertion. \( \square \)

**Remark 9.** By Theorem 8, if \( x \in I \) is such that \( \omega_f(x) \) is a singleton, then the asymptotic correlation sum \( c_m(x, \varepsilon) \) exists and is equal to 1 for every \( \varepsilon > 0 \). Further, it is trivial to show that also for every \( x \in \text{EPer}(f) \) the asymptotic correlation sum \( c_m(x, \varepsilon) \) exists and (4.1) is valid for all \( m \in \mathbb{N} \) and \( \varepsilon > 0 \). However, in general, Theorem 8 cannot be strengthened to hold for every \( \varepsilon > 0 \), as is shown in the following proposition.

**Proposition 10.** There are a continuous map \( f : I \to I \) with zero topological entropy (in fact, of type 2 for Sharkovsky’s order), a point \( x_0 \in I \) with finite \( \omega_f(x_0) \), \( m \in \mathbb{N} \), and \( \varepsilon > 0 \) such that

\[
\underline{c}_m(x_0, \varepsilon) < \overline{c}_m(x_0, \varepsilon).
\]

**Proof.** Put \( y_0 = 1/4, \ y_1 = 3/4 \) and \( \varepsilon = 1/2 \). Fix a point \( x_0 \in (0, y_0) \). We construct a continuous map \( f : I \to I \) with zero topological entropy such that \( \omega_f(x_0) = \{ y_0, y_1 \} \), and then we show that \( \underline{c}_m(x_0, \varepsilon) < \overline{c}_m(x_0, \varepsilon) \) (note that this does not contradict Theorem 8 since \( \varepsilon = |y_1 - y_0| \)). We proceed in several steps.

**Step 1. Construction of intervals \( I_n, J_n \).** In this step, we construct intervals whose union will contain the trajectory of \( x_0 \).

Inductively construct compact intervals \( I_n = [a_n, b_n] \), \( J_n = [c_n, d_n] \) \( (n \geq 0) \) such that \( x_0 \in I_0 \) and, for every \( n \in \mathbb{N}_0 \),

(i) \( I_n \subset (0, y_0) \), and \( J_n \subset (y_0, y_1) \);
(ii) \( \text{dist}(I_{2n}, J_{2n}) > \varepsilon \);
(iii) \( \text{diam}(I_{2n+1} \cup J_{2n+1}) < \varepsilon \);
(iv) \( I_0 < I_1 < \cdots < I_n \) and \( J_0 < J_1 < \cdots < J_n \);
(v) \( \lim_{n \to \infty} a_n = \lim_{n \to \infty} b_n = y_0 \), and \( \lim_{n \to \infty} c_n = \lim_{n \to \infty} d_n = y_1 \).
Note that, for \( s < t \), dist \((I_s, J_t) > \) dist \((I_{s+1}, J_{s+1})\) and dist \((I_s, J_t) > \) dist \((I_s, J_s)\). Therefore, by (ii) \[
\text{dist} (I_s, J_t) > \varepsilon \quad \text{for any } s < t.
\] Similarly, for any \( s > t \), diam \((I_s \cup J_t) < \) diam \((I_s \cup J_s)\) and diam \((I_s \cup J_t) < \) diam \((I_{s-1} \cup J_{s-1})\). Therefore, by (iii) \[
\text{diam} (I_s \cup J_t) < \varepsilon \quad \text{for any } s > t.
\]

**Step 2. Construction of points \( x_n \) in \( I \).** Here, we construct points that will form the trajectory of \( x_0 \).

For every \( k \in \mathbb{N} \), fix \( 2^k \) points in \( I_k \). From left to right, denote these points by \( x_{2i} \), where \( i \in \{2^k - 1, \ldots, 2 \cdot (2^k - 1)\} \). Analogously, for every \( k \in \mathbb{N}_0 \), fix \( 2^k \) points in \( J_k \), and, from left to right, denote these points by \( x_{2i+1} \) where \( i \in \{2^k - 1, \ldots, 2 \cdot (2^k - 1)\} \). Trivially, by (iv) and (v) \( (x_{2i}) \) increases to \( y_0 \) and \( (x_{2i+1}) \) increases to \( y_1 \).

**Step 3. Definition of a continuous map \( f: I \rightarrow I \).** In this step, we define a continuous map \( f: I \rightarrow I \). We use the notation \( f: [a, b] \nearrow [c, d] \) to denote that \( f(a) = c, f(b) = d, \) and \( f \) is continuous and increasing on \( [a, b] \). Analogously, we write \( f: [a, b] \searrow [c, d] \) to denote that \( f(a) = d, f(b) = c, \) and \( f \) is continuous and decreasing on \( [a, b] \).

Define \( f: I \rightarrow I \) such that:
- \( f: [x_0, y_0] \nearrow [x_1, y_1] \) where \( f(x_n) = x_{n+1} \) for every even \( n \in \mathbb{N}_0 \);
- \( f: [x_1, y_1] \nearrow [x_2, y_0] \) where \( f(x_n) = x_{n+1} \) for every odd \( n \in \mathbb{N}_0 \);
- \( f(x) = x_1 \) for every \( x \in [0, x_0] \);
- \( f(x) = y_0 \) for every \( x \in (y_1, 1] \);
- \( f: [y_0, x_1] \searrow [x_2, y_1] \) is linear with constant slope.

Obviously, such a continuous map \( f \) exists. Moreover, since \( f ([y_0, x_1]) = [x_2, y_1] \cup [y_0, x_1] \), \( f \) has a fixed point \( z \in (y_0, x_1) \).

**Step 4. Proof of the fact that \( \omega_f (x_0) \) is finite and entropy of \( f \) is zero.** We show that
\[
\omega_f (x) = \{y_0, y_1\} \quad \text{for any } x \in I \setminus \{z\}.
\]

Therefore, \( f \) is of type 2 for Sharkovsky’s order and hence not Li-Yorke chaotic with zero entropy.

Fix \( x \in I \). We distinguish the following cases for \( x \); in each of them we show that (4.5) holds.
- If \( x \in \{y_0, y_1\} \), then (4.5) holds trivially.
- If \( x > y_1 \), then \( f(x) = y_0 \), and so \( \omega_f (x) = \omega_f (y_0) = \{y_0, y_1\} \).
- If \( x \in [x_0, y_0) \), then \( f^n(x) \in [x_n, y_n \mod 2] \) for every \( n \in \mathbb{N}_0 \). Similarly, if \( x \in [x_1, y_1) \), then \( f^n(x) \in [x_{n+1}, y_{n+1} \mod 2] \) for every \( n \in \mathbb{N}_0 \). Therefore, in both cases, \( \omega_f (x) = \{y_0, y_1\} \).
- If \( x < x_0 \), then \( f(x) = x_1 \), and so \( \omega_f (x) = \omega_f (x_1) = \{y_0, y_1\} \).
- Finally, suppose that \( x \in (y_0, x_1) \setminus \{z\} \). On \( (y_0, x_1) \), \( f \) is linear with constant slope \( \gamma \). Therefore, for every \( n \in \mathbb{N} \) with \( f^n(x) \in (y_0, x_1) \), the equality \( |f^n(x) - z| = |\gamma|^n \cdot |x - z| \) holds. Since \( f(y_0) = y_1 \) and \( f(x_1) = x_2 \), \( \gamma = (y_1 - x_2) / (y_0 - x_1) \). Moreover, \( y_1 - x_2 > x_1 - y_0 \), and so \( \gamma < -1 \). This means that there is \( n \in \mathbb{N} \) such that \( f^n(x) \notin (y_0, x_1) \). Therefore, with respect to the previous cases, (4.5) holds.
Step 5. Proof of the fact that \( \xi_1(x_0, \varepsilon) < \tau_1(x_0, \varepsilon) \); recall that \( \varepsilon = |y_1 - y_0| = 1/2 \). In this step, we prove that \( \xi_1(x_0, \varepsilon) \leq 7/10 \) and \( 8/10 \leq \tau_1(x_0, \varepsilon) \). Therefore, \( \xi_1(x_0, \varepsilon) < \tau_1(x_0, \varepsilon) \).

By (ii) (iii) (iv), we have that for \( i, j \in \mathbb{N}_0 \), \( |x_i - x_j| \leq \varepsilon \) if and only if one of the following conditions holds:

- \( i, j \) are both even or both odd;
- there is an odd \( s \) such that either \( x_i \in I_s \) and \( x_j \in J_s \), or vice versa;
- there are \( s, t \) such that \( s > t \) and either \( x_i \in I_s \) and \( x_j \in J_t \), or vice versa.

Using these conditions, we derive a formula for \( C_1(x_0, n, \varepsilon) \) with \( n = 2 \cdot (2^{k+1} - 1) \), \( k \in \mathbb{N} \):

\[
C_1(x_0, n, \varepsilon) = \frac{1}{n^2} \left[ 2 \cdot \left( \frac{n}{2} \right)^2 + 2 \sum_{s \leq k} 2^{2s} + \sum_{s=1}^{k-1} \sum_{t=0}^{s-1} 2^{s+t} \right] \\
= \frac{2}{n^2} \left[ (2^{k+1} - 1)^2 + \frac{4}{15} \left( 16 \left( \frac{k}{2} \right) - 1 \right) + \frac{4^{k+1} - 3 \cdot 2^{k+1} + 2}{3} \right].
\]

Hence, for \( k = 2l \) and \( n = 2 \cdot (2^{k+1} - 1) \), we have

\[
\xi_1(x_0, \varepsilon) \leq \lim_{l \to \infty} \frac{2}{n^2} \left[ (2^{2l+1} - 1)^2 + \frac{4}{15} \left( 16 l - 1 \right) + \frac{4^{2l+1} - 3 \cdot 2^{2l+1} + 2}{3} \right] = \frac{7}{10},
\]

and for \( k = 2l + 1 \) and \( n = 2 \cdot (2^{k+1} - 1) \),

\[
\tau_1(x_0, \varepsilon) \geq \lim_{l \to \infty} \frac{2}{n^2} \left[ (2^{2l+2} - 1)^2 + \frac{4}{15} \left( 16 l+1 - 1 \right) + \frac{4^{2l+2} - 3 \cdot 2^{2l+2} + 2}{3} \right] \\
= \frac{8}{10}.
\]

Therefore, \( \xi_1(x_0, \varepsilon) < \tau_1(x_0, \varepsilon) \).

\[\square\]

Remark 11. In Step 4 of the previous proof, we showed that \( f \) is of type 2 for Sharkovsky’s order. Note that, by Theorem 8, no map \( f \) of type 1 for Sharkovsky’s order satisfies the assertion of Proposition 10.

5. Recurrence determinism

The following theorem says that trajectories of points with finite \( \omega \)-limit sets under a continuous interval map are perfectly predictable in the – arbitrarily large – finite horizon (see also [8] Lemma 4.2 and [15] Proposition 4.1).

Theorem 12. Let \( x \in I \) be such that \( \omega_f(x) \) is finite. Then, for every \( m \in \mathbb{N} \),

\[
\lim_{\varepsilon \to 0} \text{rdet}_m(x, \varepsilon) = 1.
\]

More precisely, if \( \omega_f(x) = \{y_0, y_1, \ldots, y_{p-1}\} \) and

\[
0 < \varepsilon < \min \{q(y_i, y_j) : i \neq j\},
\]

then the asymptotic recurrence \( m \)-determinism exists and

\[
\text{rdet}_m(x, \varepsilon) = 1.
\]
Proof. Let \( m \in \mathbb{N} \) and \( x \in I \) be such that \( \omega_f(x) = \{y_0, y_1, \ldots, y_{p-1}\} \) for some \( p \in \mathbb{N} \), and fix \( \varepsilon > 0 \) such that (5.1) holds. Trivially,
\[
\{q_m(y_i, y_j) : i \neq j\} \subseteq \{q(y_i, y_j) : i \neq j\},
\]
and so
\[
\min \{q_m(y_i, y_j) : i \neq j\} \geq \min \{q(y_i, y_j) : i \neq j\} > \varepsilon > 0. \tag{5.2}
\]
Using this fact, the asymptotic correlation sums \( c_1(x, \varepsilon) \) and \( c_m(x, \varepsilon) \) exist by Theorem [8] and
\[
c_1(x, \varepsilon) = \#A_1 \cdot p^{-2}, \quad c_m(x, \varepsilon) = \#A_m \cdot p^{-2}
\]
where
\[
A_1 = \{(i, j) \in \mathbb{Z}_p \times \mathbb{Z}_p : \varrho(y_i, y_j) \leq \varepsilon\}, \quad A_m = \{(i, j) \in \mathbb{Z}_p \times \mathbb{Z}_p : \varrho_m(y_i, y_j) \leq \varepsilon\}. \tag{5.3}
\]
Hence,
\[
\text{rdet}_m(x, \varepsilon) = \frac{c_m(x, \varepsilon)}{c_1(x, \varepsilon)} = \frac{\#A_m}{\#A_1}. \tag{5.4}
\]
Moreover, from (5.2) and (5.3) we get \( \#A_1 = \#A_m = p \). Now (5.4) yields the assertion.

Now, let us introduce some notation required in the next proposition, where we give an example of a not Li-Yorke chaotic interval map \( f \) and a point \( x \) with the solenoidal \( \omega \)-limit set such that
\[
\liminf_{\varepsilon \to 0} \text{rdet}_m(x, \varepsilon) \leq 2/3 \quad \text{and} \quad \liminf_{\varepsilon \to 0} \lim_{n \to \infty} \text{DET}_m(x, n, \varepsilon) \leq 2/3
\]
for any positive integer \( m \) greater than one.

Put \( A^t = \{0, 1\}^t \) for \( t \geq 1 \) and \( A^* = \bigcup_{t} A^t \). We say that a system \( K = \{K_a : a \in A^*\} \) of non-degenerate closed subintervals \( K_a \) of \( I \) is admissible if the following conditions hold:

- \( \min K_0 = 0, \max K_1 = 1 \) and \( K_0 < K_1 \);
- \( \min K_{a_0} = \min K_a, \max K_{a_1} = \max K_a \) and \( K_{a_0} < K_{a_1} \) for every \( a \in A^* \);
- \( \nu_t = \max \{\text{diam } K_a : a \in A^t\} \) converges to zero as \( t \to \infty \).

Put \( Q_t = \bigcup_{a \in A^t} K_a \) and \( Q = Q(K) = \bigcap_{t} Q_t \); note that \( Q \) is a Cantor set.

**Proposition 13.** There are a continuous map \( f : I \to I \) with zero topological entropy (actually, not Li-Yorke chaotic) and a point \( x \in I \) with solenoidal \( \omega_f(x) \) such that for every \( m \in \mathbb{N} \setminus \{1\} \),
\[
\liminf_{\varepsilon \to 0} \text{rdet}_m(x, \varepsilon) < 1 \quad \text{and} \quad \liminf_{\varepsilon \to 0} \lim_{n \to \infty} \text{DET}_m(x, n, \varepsilon) < 1.
\]

**Proof.** We give an example of a continuous map \( f : I \to I \) with zero topological entropy and the unique infinite \( \omega \)-limit set. Then we prove that for any \( x \in I \) with such \( \omega \)-limit set, \( \liminf_{\varepsilon \to 0} \text{rdet}_m(x, \varepsilon) \leq 2/3 \) and \( \liminf_{\varepsilon \to 0} \lim_{n \to \infty} \text{DET}_m(x, n, \varepsilon) \leq 2/3 \) for every \( m \in \mathbb{N} \setminus \{1\} \). The proof is divided into 5 steps.

**Step 1. Definition of a continuous map \( f : I \to I \) with zero entropy.**

Fix an integer \( r \geq 5 \). Let \( K \) be the admissible system such that for every \( t \in \mathbb{N} \) and \( a = a_0a_1 \ldots a_{t-1} \in A^t \),
\[
\text{diam}(K_a) = \begin{cases} r^{-t} & \text{if } a_0 = 0, \\ 2r^{-t} & \text{if } a_0 = 1. \end{cases} \tag{5.5}
\]
Clearly, $\mathcal{K}$ is uniquely defined. It is easy to see that
\[
\text{dist} (K_0, K_1) = 1 - 3/r
\] (5.6)
and, for any $t \in \mathbb{N}$ and $a = a_0a_1 \ldots a_{t-1} \in \mathcal{A}^t$,
\[
\text{dist} (K_{a_0}, K_{a_1}) = \begin{cases} (r-2)r^{-(t+1)} & \text{if } a_0 = 0, \\ 2(r-2)r^{-(t+1)} & \text{if } a_0 = 1. \end{cases}
\] (5.7)

Obviously, there is a continuous map $f : I \to I$ such that
\[
f(K_a) = K_{a+1}
\] for every $a \in \mathcal{A}^*$.
With respect to (5.6),
\[
\lim_{t \to \infty} \max \text{ diam} (K_a) = 0.
\]
Therefore, $f$ is conjugate to the map from $\mathcal{I}$, and so $f$ is not Li-Yorke chaotic and $Q(K)$ is the only infinite $\omega$-limit set of $f$. Moreover, $Q(K)$ is solenoidal and minimal, so $\omega_f(x) = Q(K)$ for every $x \in Q(K)$. Fix $x \in Q(K)$, $k \in \mathbb{N}$, $m \in \mathbb{N} \setminus \{1\}$ and put $t = k + 1$. Let $(\varepsilon_n)_{n=1}^{\infty}$ be the sequence of reals with $\varepsilon_n = r^{-n}$ for every $n \in \mathbb{N}$.

**Step 2. Proof of the fact that** $N^*_1 (x, t, \varepsilon_k) = 3 \cdot 2^k$ for $t = k + 1$.

Recall that $N^*_1 (x, t, \varepsilon_k) = \{(a, b) \in \mathcal{A}^t \times \mathcal{A}^t : \text{ diam}(K_a \cup K_b) \leq \varepsilon_k\}$. We may write
\[
N^*_1 (x, t, \varepsilon_k) = A_0 (x, t, \varepsilon_k) \cup A_1 (x, t, \varepsilon_k)
\] (5.9)
where
\[
A_0 (x, t, \varepsilon_k) = \{(a, a) : a \in \mathcal{A}^t, \text{ diam} (K_a) \leq \varepsilon_k\};
\]
\[
A_1 (x, t, \varepsilon_k) = \{(a, b) \in \mathcal{A}^t \times \mathcal{A}^t : a \neq b, \text{ diam} (K_a \cup K_b) \leq \varepsilon_k\}.
\]
Using (5.5) we have that for every $a \in \mathcal{A}^t$,
\[
\text{diam} (K_a) \leq 2r^{-t} < \varepsilon_k,
\] (5.10)
and so
\[
\#A_0 (x, t, \varepsilon_k) = 2^t.
\] (5.11)
For distinct $a, b \in \mathcal{A}^t$, exactly one of the following four cases is true:

(i) $K_a \cup K_b \subseteq K_c$ for some $c = 0c_1c_2 \ldots c_{t-2} \in \mathcal{A}^{t-1}$: then (5.5) yields that
\[
\text{diam} (K_a \cup K_b) = \text{diam} (K_c) = r^{-(t-1)} = \varepsilon_k;
\]
(ii) $K_a \cup K_b \subseteq K_c$ for some $c = 1c_1c_2 \ldots c_{t-2} \in \mathcal{A}^{t-1}$: then (5.5) yields that
\[
\text{diam} (K_a \cup K_b) = \text{diam} (K_c) = 2r^{-(t-1)} > \varepsilon_k;
\]
(iii) either $K_a \cup K_b \subseteq K_0$ or $K_a \cup K_b \subseteq K_1$, and any from the previous cases is true: then (5.7) and the fact that $r \geq 5$ yield that
\[
\text{diam} (K_a \cup K_b) \geq \text{dist} (K_0, K_1) = 1 - 3/r > 1/r = \varepsilon_1 \geq \varepsilon_k.
\]
Therefore, for distinct $a, b \in \mathcal{A}^t$, diam $(K_a \cup K_b) \leq \varepsilon_k$ if and only if (i) is true. There are $2^{t-2}$ pairwise distinct $c = 0c_1c_2 \ldots c_{t-2} \in \mathcal{A}^{t-1}$ and for every such $c$ there are two intervals $K_a, K_b \in Q_1$ such that they both are subintervals of $K_c$. Hence,
\[
\#A_1 (x, t, \varepsilon_k) = 2 \cdot 2^{t-2}.
\] (5.12)
From (5.9), (5.11) and (5.12) we have
\[
\#N^*_1 (x, t, \varepsilon_k) = 3 \cdot 2^{t-1} = 3 \cdot 2^k.
\]
Step 3. Proof of the fact that $N_m^o(x, t, \varepsilon_k) = 2^{k+1}$ for $t = k + 1$.

Recall that $N_m^o(x, t, \varepsilon_k) = \{(a, b) \in \mathcal{A}^t \times \mathcal{A}^t : \text{diam}_m(K_a, K_b) \leq \varepsilon_k\}$. Thus,

$$N_m^o(x, t, \varepsilon_k) \subseteq N_1^o(x, t, \varepsilon_k),$$

and using (5.9),

$$N_m^o(x, t, \varepsilon_k) \subseteq A_0(x, t, \varepsilon_k) \cup A_1(x, t, \varepsilon_k).$$

Trivially, $A_0(x, t, \varepsilon_k) \subseteq N_m^o(x, t, \varepsilon_k)$ since (5.10) holds for every $a \in \mathcal{A}^t$. Moreover, we show that $A_1(x, t, \varepsilon_k) \cap N_m^o(x, t, \varepsilon_k) = \emptyset$, and hence using (5.11),

$$\#N_m^o(x, t, \varepsilon_k) = \#A_0(x, t, \varepsilon_k) = 2^t = 2^{k+1}.$$  

To see that, let $(a, b) \in A_1(x, t, \varepsilon_k)$. The proof of Step 2 implies that (i) is true. Thus, (5.8) yields that (ii) is true for all $t$. Therefore, $\varepsilon_k < \text{diam}(K_{a+1} \cup K_{b+1}) \leq \text{diam}_m(K_a, K_b), i.e., (a, b) \notin N_m^o(x, t, \varepsilon_k)$.

Step 4. Computation of $N_1^o(x, t, \varepsilon_k)$ and $N_m^o(x, t, \varepsilon_k)$ for $t \geq k + 1$.

Now, fix an integer $t \geq k + 1$. Then, $(a, b) \in N_1^o(x, t, \varepsilon_k)$ if and only if there are not necessarily distinct $c, d \in \mathcal{A}^{k+1}$ such that $K_a \subseteq K_c, K_b \subseteq K_d$ and $(c, d) \in N_1^o(x, k+1, \varepsilon_k)$. Equivalently, the previous conditions are true if and only if there are $c, d \in \mathcal{A}^{k+1}$ such that $a = ca_k + a_{k+2} \ldots a_{t-1}, b = db_k + b_{k+2} \ldots b_{t-1}$ for any $a_i, b_i \in \{0, 1\}, k + 1 \leq i < t$, and $(c, d) \in N_1^o(x, k + 1, \varepsilon_k)$. Therefore, for such $(c, d)$, there are $2^{t-k+1}$ pairs $(a, b)$ for which the above is true. One can get an analogous result for $(a, b) \in N_m^o(x, t, \varepsilon_k)$. Hence, Steps 2 and 3 yield

$$\#N_1^o(x, t, \varepsilon_k) = 4^{t-(k+1)} \cdot 3 \cdot 2^k \quad \text{and} \quad \#N_m^o(x, t, \varepsilon_k) = 4^{t-(k+1)} \cdot 2^{k+1}. \quad (5.13)$$

Step 5. Proof that $\lim \inf_{\varepsilon \to 0} rdet_m(x, \varepsilon)$ and $\lim \inf_{n \to \infty} \lim_{\varepsilon \to 0} \text{DET}_m(x, n, \varepsilon)$ are smaller than one.

By Theorem 7, the asymptotic correlation sum exists for all $m \in \mathbb{N}$ and $\varepsilon > 0$, and

$$c_m(x, \varepsilon) = \lim_{t \to \infty} \frac{\#N_m^o(x, t, \varepsilon)}{2^{2t}},$$

where, for every $t \in \mathbb{N}$, one can choose $p_t = 2^t$ in the assertion of the theorem since $f$ has zero entropy and $\omega_f(x)$ is solenoidal (see [2] Theorems 5.4 and 4.1(d)) and [13]). Hence,

$$rdet_m(x, \varepsilon) = \frac{c_m(x, \varepsilon)}{c_1(x, \varepsilon)} = \lim_{t \to \infty} \frac{\#N_m^o(x, t, \varepsilon)}{\#N_1^o(x, t, \varepsilon)}$$

for all $m \in \mathbb{N}$ and $\varepsilon > 0$. Thus, for $m \in \mathbb{N} \setminus \{1\}$, (5.13) yields

$$\lim \inf_{\varepsilon \to 0} rdet_m(x, \varepsilon) \leq \lim_{k \to \infty} rdet_m(x, \varepsilon_k) = \frac{2}{3} < 1.$$ 

Further, by (1.1),

$$\lim \inf_{\varepsilon \to 0} \lim_{n \to \infty} \text{DET}_m(x, n, \varepsilon) = \lim \inf_{\varepsilon \to 0} (m \cdot rdet_m(x, \varepsilon) - (m - 1) \cdot rdet_{m+1}(x, \varepsilon))$$

$$\leq \lim_{k \to \infty} (m \cdot rdet_m(x, \varepsilon_k) - (m - 1) \cdot rdet_{m+1}(x, \varepsilon_k))$$

$$= \frac{2}{3} < 1. \quad \square$$
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