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Abstract

Wind speed prediction and forecasting is important for various business and management sectors. In this paper, we introduce new models for wind speed prediction based on graph convolutional networks (GCNs). Given hourly data of several weather variables acquired from multiple weather stations, wind speed values are predicted for multiple time steps ahead. In particular, the weather stations are treated as nodes of a graph whose associated adjacency matrix is learnable. In this way, the network learns the graph spatial structure and determines the strength of relations between the weather stations based on the historical weather data. We add a self-loop connection to the learnt adjacency matrix and normalize the adjacency matrix. We examine two scenarios with the self-loop connection setting (two separate models). In the first scenario, the self-loop connection is imposed as a constant additive. In the second scenario a learnable parameter is included to enable the network to decide about the self-loop connection strength. Furthermore, we incorporate data from multiple time steps with temporal convolution, which together with spatial graph convolution constitutes spatio-temporal graph convolution. We perform experiments on real datasets collected from weather stations located in cities in Denmark and the Netherlands. The numerical experiments show that our proposed models outperform previously developed baseline models on the referenced datasets. We provide additional insights by visualizing learnt adjacency matrices from each layer of our models.
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1. Introduction

Accurate weather forecasting is important for agriculture, transportation and management as it influences decision making processes and optimal settings in these sectors. Weather prediction can also be used to predict natural disasters, e.g. heatwaves or hurricanes and therefore contribute to saving human lives. Moreover, accurate weather elements prediction can shed light in analysis regarding the climate change [1].

Previous approaches involve using numerical weather prediction (NWP) [2]. NWP uses physical assumptions about the weather elements and mathematically models the atmosphere as a fluid. Weather variables are then predicted by means of simulation of partial differential equations [3]. However, this approach requires high computing power and processing the data might take up to several hours [4]. Furthermore, due to the weather assumptions mentioned above as well as the noise present in the data, the accuracy of NWP can degrade over time [5]. Machine Learning data driven based models can take historical weather data as an input and train a model aiming to predict the target values for some time step ahead as an output.

In recent years literature has witnessed the success of deep machine learning models in many application domains [6, 7, 8, 9, 10, 11, 12, 13, 14]. In particular, Deep Learning based models learn their own features during the training, so that the features are the most optimal for network and they do not require to be hand-crafted [6]. Deep Learning has already been used for predicting climate data [15, 16, 17]. Further, deep Learning methodologies based on Convolutional Neural Networks (CNNs) have already been successfully applied to the weather forecasting problem [18, 19]. However, CNN-based approaches do not incorporate spatial relations between the weather stations. The authors in [18], casted the historical data in a tensorial format (weather stations, weather variables, time steps) which was then passed to the model and convolution operation was performed over the data volume. In this way, the neighborhood relation between the weather stations is only based on their order in the dataset.

Graph Convolution Networks (GCNs) can generalize CNNs to work on graphs rather than on regular grids [20]. In particular, it enables incorporating the neighbor relation information, e.g. through an adjacency matrix of a graph. GCNs have already been applied to various domains, e.g. computer vision [21, 22], natural language processing [23, 24] or natural sci-
ences [25, 26]. The application of GCNs to weather prediction has not been yet extensively discovered.

In this work, we treat weather stations and their corresponding weather variables from different time steps as a spatio-temporal graph, as presented in Fig. 2(b). Here, we develop our own novel models from ST-GCN [27] and 2s-AGCN [28] architectures which were successful on skeleton-based action recognition tasks. Our models take as an input tensor data containing values of different weather variables (e.g., temperature, wind speed, air pressure among the others) for several cities and historical time steps and return values wind speed for selected cities and for selected time step ahead. Furthermore, the adjacency matrix containing the values of relations between the cities is optimized together with other parameters during the training phase. In this way, the network is able to learn and decide about the city relations based on the given training data.

The proposed models are trained on two datasets containing the weather data from Danish and Dutch datasets. These data have been previously introduced in [18] and [19]. We evaluate our models using Mean Absolute Error and Mean Squared Error, which are the original metrics used for evaluation of the baseline models [18, 19]. The obtained results show that the performances of our models surpass those of the baseline models. Prediction plots and error values are provided. Furthermore, since the learnable adjacency matrix is the only element deciding about the relations between the cities, we visualize what network has learnt and provide some interpretation insights.

This paper is organized as follows. Related work is provided in Section 2. Section 3 presents the proposed models and relevant details. Section 4 describes the conducted experiments with corresponding results and Section 5 includes discussion. Finally, conclusions are drawn in Section 6.

2. Related Work

Weather forecasting has already been approached by deep learning based methodologies. Although Long Short-Term Memory (LSTM) recurrent networks [29], work well for time series prediction [30], they do not include spatial relations within the data. Authors in [31] combined LSTM with convolutions to create ConvLSTM, which was used for precipitation tasks, while also capturing the data spatial structure. The authors in [18] introduced models based on 1D-CNNs for multivariate time series. In [27], the authors used fixed graph with importance weighting. Further, authors in [28] expanded the idea of ST-GCN and created a two-stream architecture with adaptive graph convolutional networks (2s-AGCN). Similar approaches as for ST-GCN were applied, yet with enabling the adjacency matrix to be partially fixed and partially learnable, and with no transformations included from [30]. The discussed approaches, using graph convolutional methodologies, reached remarkable performance in their target domains [35, 27, 28].

Based on the methodologies discussed above, we develop new novel models and apply them to the task of weather forecasting to predict wind speed in the selected cities (weather stations) in Denmark and The Netherlands. The proposed models are presented in Section 3.

3. Methods

In this work we experiment on two Dutch and Danish datasets. The data consists of historical observations (time steps) for several Dutch and Danish cities and several weather variables. The aim is to predict the wind speed values for selected cities some time step ahead. At a single time step, we treat the input cities as a graph where each city is a node in the graph. Node attributes are then weather variables such as temperature, wind speed and air pressure (for the first layer of the network) and features encoded by the network (in the next layers). For the cities shown in Fig. 1(a) at a single time step, the corresponding spatial graph could be perceived as in Fig. 2(a).

In practice, time series of historical data involve multiple time steps. Therefore, we include this information by expanding the previous graph into a spatial-temporal graph as shown in Fig. 2(b). Each node in the spatial graph has now its corresponding temporal neighbors, in other words, feature values for...
Figure 1: Map with the weather stations including the data measured for the processed datasets: (a) Danish cities, (b) Dutch cities.

Figure 2: Possible: (a) spatial graph; (b) spatial-temporal graph; built from Danish weather stations.
the learned and transformed values in the adjacency matrix entries decide how much of information coming from one weather station has to be included in the processed information of another weather station. Next, the output matrix $X_{out}$ is reshaped back into a tensor $X_{out}$ with the shape of $C \times T \times V$. Finally, simple $1 \times 1$ 2D convolution is performed in order to add linear combinations of features channel-wise and to change the number of channels.

Additionally, we create a separate alternative model with a learnable scalar parameter, which is multiplied with the identity matrix in the transformation process:

$$\hat{A} = A + \gamma I.$$  \hfill (6)

In this manner, we let the network decide about the need and importance of the self-loop connection, which is originally imposed in Eq. \ref{eq:transformed_adjacency}. The other elements in the alternative model remain the same as for the first proposed model.

3.2. Temporal Convolution

Temporal convolution aggregates the information from the temporal neighbors in the graph. For each node and its features, information from the next and/or previous time step is included. The temporal convolution is implemented as a regular 2D convolution with filter of size $k \times 1$. The value of $k$ is set to 3, as this value was experimentally found to be optimal value for our models regarding their performance on the used datasets. The temporal convolution includes information from only one node at a time and for three ($k = 3$) time steps and all the features (node attributes).

3.3. Spatio-Temporal Blocks

Using spatial convolution and temporal convolution operations, we create a spatio-temporal block (ST-block). As presented in Fig. 3 both spatial and temporal convolution are followed by a batch normalization (BN) layer and a ReLU activation function. Spatial convolution is performed before temporal convolution. In addition, a residual connection is added over the whole block. Each block contains its own, separate, learnable adjacency matrix within spatial convolution, as described above.

Figure 3: Spatio-temporal block (ST-block) used in our models. Figure inspired by \cite{28}.
3.4. Proposed Models

We stack three spatio-temporal blocks with the following number of output channels: 16, 32 and 64. The last block is followed by $1 \times 1$ 2D convolution reducing the number of channels to 4 before flattening. A fully connected (FC) layer is added at the end of the network to obtain wind speed predictions for for selected output cities. The model architecture is presented in Fig. 4. We call our first proposed model WeatherGCNet. As stated in Section 3.3, we also create an alternative model with an additional learnable parameter $\gamma$ inside the spatial convolution block. This model is refered to as WeatherGCNet with $\gamma$. The following setup is applied for the training procedure. Batch size is set to 64. Adam optimizer is used with the default value of learning rate set to 0.001. The number of input timesteps $T$ processed by our models is set to 30. The details of the used datasets as well as the evaluation are described in the next section. The implementation of our proposed architecture and the trained models are available on Github.

4. Experiments

We consider two datasets for the task of wind speed prediction. The data comes from weather stations located in Denmark and the Netherlands.

The Danish dataset contains hourly measurements with the values of the following weather variables: temperature, air pressure, wind speed and wind direction. Each measurement includes five cities in Denmark, as presented in Fig. 1(a). The data covers time span of years 2000-2010. The data from 2000-2009 are used for the training and validation set and the data from 2010 is used for the test set. The dataset is normalized using min-max normalization based on values coming from the training set. One sample of the dataset contains values of all aforementioned weather variables, for all cities and for user-defined-number of historical time steps. In this study, the target is set to wind speed in three cities: Esbjerg, Odense, Roskilde. The input is the tensor with the shape of $C \times T \times V$, where $C$ = #channels (weather variables), $T$ = #timesteps, $V$ = #cities (treated as vertices in the graph). This dataset is available online.

The Dutch dataset contains hourly measurements of the following weather variables: wind speed, wind direction, temperature, dew point, air pressure and rain amount. Each measurement in-cludes seven cities in the Netherlands as presented in Fig. 1(b). The data covers the time period between January 1, 2011 and March 29, 2020. Samples from January 2011 to December 2018 are used for the training and validation set, and samples from January 2019 to March 2020 are used for the test set. The data is normalized using min-max normalization before it is fed to the network. The input data arrangement is the same as for the Danish weather stations, with the shape of $C \times T \times V$. The target is wind speed for all weather stations. This dataset is available online.

We evaluate our models together with the other models presented in [19]. The referenced models are trained and evaluated on the same datasets using the same data splits as used for our models. Analogously as in [19], we report mean absolute error (MAE) and mean squared error (MSE) for each model on the test set. The reported MAEs and MSEs are obtained by taking the average over all output cities. The MAE and MSE are defined as follows:

$$\text{MAE} = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n},$$

$$\text{MSE} = \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}.$$  

Here, $n$ denotes the number of samples in the test set. $y_i$ and $\hat{y}_i$ denote ground truth and predicted value respectively. For the Danish dataset, we train the models for predicting wind speed over 6, 12, 18 and 24 hours ahead. The obtained MAE and MSE on the test set for wind speed are tabulated in Table 1. The best MAE and MSE are underlined for each prediction time. The scores of the baseline models are taken from the original paper [19].

It can be observed that the proposed models, WeatherGCNet and WeatherGCNet with $\gamma$, outperform all the other baseline models in both MAE and MSE scores. This is due to the fact that our models learn and incorporate the spatial neighbor relations between the weather stations based on a graph form rather than tensorial form.

For the Dutch dataset, we train the models for predicting wind speed over 2, 4, 6, 8 and 10 hours ahead. The obtained MAE and MSE scores for the prediction of wind speed are tabulated in Table 2. The relevant scores of the baseline models are initially unavailable. We use the authors’ publicly available code implementation to perform appropriate training and collect the corresponding MAE and MSE scores.

Similarly as for the Danish dataset, it can be seen that both, WeatherGCNet and WeatherGCNet with $\gamma$, outperform the other baselines for the Dutch dataset.

Fig. 5 shows the performance of the baseline models and our proposed models per weather station. The scores (MAE errors) are averaged over all considered prediction time steps. From Fig. 5 one can observe that our proposed models, WeatherGCNet and WeatherGCNet with $\gamma$ perform better than the baselines for each city.

Fig. 6(a) and 6(b) show plots of wind speed prediction obtained by the proposed model for the selected Danish City Roskilde. Fig 7(a) and 7(b) show wind speed prediction for selected Dutch city Maastricht. For all the above-mentioned figures, WeatherGCNet (without $\gamma$) is used. It should be noted that a subset of test data is used for plotting whereas MAE scores included in the figures are reported for the whole test set. The MAE scores indicate average absolute differences between model predictions and corresponding ground truth values.

[https://github.com/tstanczyk95/WeatherGCNet](https://github.com/tstanczyk95/WeatherGCNet)

[https://sites.google.com/view/siamak-mehrkanoon/code-data](https://sites.google.com/view/siamak-mehrkanoon/code-data)

[https://github.com/HansBambel/multidim_conv](https://github.com/HansBambel/multidim_conv)
Figure 4: Overview of the proposed model(s). ST-block stands for the spatio-temporal block. The numbers above the blocks indicate the number of input and output channels respectively. The number of output neurons is specific for the Danish cities dataset (3 output cities).

Table 1: The average MAEs and MSEs of evaluated models for wind speed prediction over the Danish cities dataset.

| Model               | MAE         | MSE         |
|---------------------|-------------|-------------|
|                     | 6h ahead    | 12h ahead   | 18h ahead   | 24h ahead   | 6h ahead    | 12h ahead   | 18h ahead   | 24h ahead   |
| 2D                  | 1.304       | 1.746       | 1.930       | 2.004       | 2.824       | 5.088       | 6.120       | 6.610       |
| 2D + Attention      | 1.313       | 1.715       | 1.905       | 1.950       | 2.885       | 4.896       | 5.933       | 6.201       |
| 2D + Upscaling      | 1.307       | 1.723       | 1.858       | 1.985       | 2.826       | 4.931       | 5.639       | 6.474       |
| 3D                  | 1.311       | 1.677       | 1.908       | 1.957       | 2.855       | 4.595       | 5.958       | 6.238       |
| Multidimensional    | 1.302       | 1.706       | 1.873       | 1.925       | 2.804       | 4.779       | 5.773       | 6.066       |
| WeatherGCNet        | 1.279       | 1.638       | 1.777       | 1.869       | 2.698       | 4.407       | 5.148       | 5.641       |
| WeatherGCNet with γ | 1.267       | 1.616       | 1.767       | 1.853       | 2.684       | 4.285       | 5.096       | 5.566       |

Table 2: The average MAEs and MSEs of evaluated models for wind speed prediction over the Dutch cities dataset.

| Model               | MAE         | MSE         |
|---------------------|-------------|-------------|
|                     | 2h ahead    | 4h ahead    | 6h ahead    | 8h ahead    | 10h ahead   | 2h ahead    | 4h ahead    | 6h ahead    | 8h ahead    | 10h ahead   |
| 2D                  | 8.18        | 10.08       | 12.03       | 13.15       | 14.51       | 118.35      | 179.38      | 253.60      | 303.28      | 369.16      |
| 2D + Attention      | 8.10        | 10.09       | 11.83       | 13.10       | 14.13       | 116.09      | 180.69      | 247.22      | 300.41      | 351.26      |
| 2D + Upscaling      | 8.24        | 10.22       | 11.83       | 13.74       | 14.80       | 120.65      | 183.87      | 248.85      | 332.87      | 387.92      |
| 3D                  | 8.05        | 10.15       | 11.93       | 13.01       | 14.24       | 115.17      | 183.55      | 251.11      | 294.39      | 355.44      |
| Multidimensional    | 8.10        | 10.03       | 11.46       | 12.79       | 13.81       | 115.92      | 178.39      | 228.97      | 283.13      | 336.29      |
| WeatherGCNet        | 7.96        | 9.97        | 11.16       | 12.30       | 13.33       | 111.83      | 174.55      | 219.45      | 265.71      | 309.82      |
| WeatherGCNet with γ | 7.97        | 9.74        | 10.99       | 12.44       | 13.55       | 113.32      | 168.08      | 212.80      | 272.92      | 319.05      |
in the included units for expressing wind speed values (see the vertical axes of Fig. 6 and 7). E.g. the MAE score of 7.8546 presented in (a) means that on the average (all samples in the test set) absolute difference between the model predictions and ground truth values is 7.8546 of 0.1 m/s and thus it is equivalent to 0.78546 m/s.

5. Discussion

The proposed graph convolutional architectures outperform the referred baselines for the studied datasets in all cases examined. The obtained results show that by treating the weather stations as the nodes in a graph, the proposed models better learn the underlying spatial relations between the weather stations which result in improving the prediction accuracy. In the case of referenced baseline models [19], the convolution operations are performed over the input tensor. Neighborhood and relation between the weather stations are determined by the order of the items in the dataset. On the other hand, with the proposed graph based approach, one can use an adjacency matrix to define the relations between the cities, the number of neighbors and the strength of each relation. In our proposed models we make the adjacency matrix learnable, so that the network can decide about the strength of the relations on its own based on the historical weather data observations. From Tables 1-2, one can observe that the approach with learnable adjacency matrix indicates the superiority of the proposed models over the previous baseline models.

We also visualize the learnt (and transformed as described in Section 5) adjacency matrices of the proposed models for the 2h ahead wind speed prediction for the Dutch cities dataset. In particular, Fig. 8(a,c,e) show the visualization of the adjacency matrix in first, second and third spatio-temporal layer of WeatherGCNet respectively. Fig. 8(b,d,f) show analogous visualization, but for WeatherGCNet with $\gamma$. Fig. 8(a,c,e) correspond to the adjacency matrix when we are enforcing the self-connection. Fig. 8(b,d,f) correspond to the adjacency matrix when we allow the network to actually decide about the self-connection strength. Given the possibility to decide via the additional parameter $\gamma$, the network prefers the self-loop connections to be relatively small (compared to the other entries), as visible in Fig. 8(b,d,f).

6. Conclusion

In this paper, new models based on GCN architecture are proposed for wind speed prediction using historical weather data. A spatial-temporal graph is designed whose nodes are weather stations and the node attributes are weather variables over time. Thanks to the applied spatial-temporal convolutional operations on the built graph, the network learns the underlying relations
Figure 6: WeatherGCNet (without $\gamma$) wind speed predictions for Roskilde (DK) for: (a) 6h ahead, (b) 24h ahead.

Figure 7: WeatherGCNet (without $\gamma$) wind speed predictions for Maastricht (DK) for: (a) 2h ahead, (b) 10h ahead.
Figure 8: Adjacency matrix visualization for wind speed 2h ahead prediction on Dutch cities dataset. (a,c,e): The visualizations for WeatherGCNet. (b,d,f): The visualizations for WeatherGCNet with $\gamma$. Here, layers 1, 2 and 3 of the models are presented respectively.
between weather stations through a learnable adjacency matrix of the graph. The self-loop connection of the adjacency matrix is enforced with and without learnable scalar parameter, enabling the network to decide about the strength of the self connectivity in the graph. The obtained results of the two approaches, with and without learnable scalar parameter, are comparable. In the case that the learnable scalar parameter is involved, the network sets the self-loop connection entries to relatively low values compared with other entries of the learnt adjacency matrix. Comparing with previously introduced baselines, our proposed models provide more accurate predictions in all cases examined.
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