How Routing Strategies Impact Urban Emissions
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ABSTRACT

Navigation apps use routing algorithms to suggest the best path to reach a user’s desired destination. Although undoubtedly useful, navigation apps’ impact on the urban environment (e.g., carbon dioxide emissions and population exposure to pollution) is still largely unclear. In this work, we design a simulation framework to assess the impact of routing algorithms on carbon dioxide emissions within an urban environment. Using APIs from TomTom and OpenStreetMap, we find that settings in which either all vehicles or none of them follow a navigation app’s suggestion lead to the worst impact in terms of CO₂ emissions. In contrast, when just a portion (around half) of vehicles follow these suggestions, and some degree of randomness is added to the remaining vehicles’ paths, we observe a reduction in the overall CO₂ emissions over the road network. Our work is a first step towards designing next-generation routing principles that may increase urban well-being while satisfying individual needs.

CCS CONCEPTS

• Human-centered computing → Empirical studies in ubiquitous and mobile computing; • Computing methodologies → Multi-agent planning.
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1 INTRODUCTION

To tackle the pressing challenge of climate change [7] and the urgent call by the United Nations to reduce the adverse environmental impact of cities [56], there is an increasing effort to study the impact of human mobility on urban well-being dimensions, such as traffic congestion, air pollution, and carbon dioxide emissions. An element that enriches the complexity of this challenge is the widespread diffusion of GPS navigation apps such as TomTom, Google Maps, and Waze, which use routing algorithms, heuristics and AI to suggest the best path to reach a user’s desired destination. Although undoubtedly useful, particularly when exploring an unfamiliar city, GPS navigation apps may also cause several issues in the urban environment: since they are typically optimised to keep an individual’s trip as short as possible, they do not care about collective effects on the city, such as whether the traffic can be absorbed by the streets, compromises safety or creates more pollution [20, 41, 54]. Many documented cases show that GPS navigation apps may create chaos: for example, they sometimes divert heavy traffic through side roads in nearby towns, with such an impact on the residents’ life that experts stated that these apps are a new agent claiming a “right to the city” [24, 25].

Beyond the anecdotal, preliminary research show that the impact of navigation apps on the urban environment is mixed [22, 52]. On the one hand, navigation apps may provide benefits in mitigating carbon dioxide emissions [5]; on the other hand, they may increase the population exposure to pollution in densely-populated areas [49]. Overall, existing studies are sporadic and yield contradictory results, leading to a picture of the navigation apps’ impact on the urban environment that is mainly unclear and incomplete. In particular, the literature still lacks a rigorous framework to assess and compare the impact of navigation apps on urban well-being.

In this paper, we design a simulation framework – TraffiCO – to assess the impact of GPS navigation apps on urban well-being in terms of carbon dioxide (CO₂) emissions. The framework uses GPS data to reconstruct a city’s mobility demand, and navigation apps’ APIs to obtain routing suggestions (paths on the road network) for a set of vehicles’ origin and destination. Then, TraffiCO relies on a traffic simulator that considers all aspects of vehicular mobility (e.g., jams, queues at traffic lights, roads capacity), to generate trajectories that describe when each vehicle visits each road in its path. Finally, the framework use an emission model to estimate CO₂ emissions for each segment in the road network.
We apply TraffiCO to the city of Milan (Italy) to study how emissions changes as we increase the fraction of vehicles that follow navigation apps’ routing. We find that settings in which either all vehicles or none of them follow a navigation apps’ routing suggestion lead to the highest amount of CO\(_2\) emissions. These settings also correspond to the most uneven distribution of the CO\(_2\) emissions across the roads, with a few roads suffering the greater quantity of emissions. In contrast, a scenario where just a fraction of the vehicles (around 50\%) follows navigation apps’ suggestion and the remaining part follow a randomly perturbed fastest path, reduces the vehicles’ overall emissions and distributes them more evenly on the road network. We also find that the navigation apps’ routing affects the spatial distribution of emissions, making Milan’s external ring road more polluted while unloading the internal roads from the emissions. Notably, adding perturbation to the vehicles’ path is beneficial, as it reduces the overall emissions, distributes them more evenly, and reduces the vehicles’ average travel time.

Our simulation framework is a useful tool to assess and compare routing strategies, helping drivers, institutions, and policymakers understand the impact of navigation apps on the urban environment. Moreover, TraffiCO is a first step towards designing and testing next-generation routing principles that may increase urban well-being while satisfying individual needs.

Open Source
We provide the implementation of TraffiCO, the code and the link to the data to reproduce our study at https://bit.ly/traffico2_gh.

2 RELATED WORK
Environmental impact of vehicular traffic
The environmental impact generated by vehicles (e.g., air pollution) is becoming increasingly evident in urban environments. Existing methods to quantify vehicles’ emissions range between two extremes. On the one hand, some approaches rely on measurements performed on small samples of vehicles with high spatio-temporal resolutions, such as those coming from particulate sensors [21] or portable emissions measurement systems (PEMS) [16, 40]. These sensors measure emissions in real-world driving conditions, producing accurate estimates but hardly generalisable patterns due to the limited sample size. For example, two studies [16, 40] analyse emissions from PEMS of one and three vehicles, finding that the highest emissions are associated with the urban part of the route, flat roads, and low speed.

On the other hand, some studies cover a region’s entire fleet, such as those using odometer readings from annual safety inspections. These data describe each vehicle’s age, fuel type, engine volume, and mileage, used in macroscopic models to estimate annual emissions. Two studies [14, 29] use odometer readings to compute mean annual emissions for UK postcode areas and explore the built-environment effects (e.g., work accessibility) on the vehicles’ annual miles travelled in Boston. Unfortunately, odometer readings miss critical information such as instantaneous speed and acceleration [17, 23, 32, 60], making it challenging to track emissions over time and map them to suburban areas.

Somewhere between these two extremes lie works that use GPS traces, which describe human mobility in great detail [8, 39] and can cover a representative fraction of the vehicle fleet [11, 47]. These data allow computing instantaneous speed and acceleration, which can be used within microscopic models to obtain emissions estimates in high spatio-temporal resolution. Several studies use GPS traces to analyse the vehicles’ emissions at different spatio-temporal scales [11, 37, 46], investigate the relationship between emissions and the urban environment [51], vehicle miles travelled and fuel consumption [57], or trip rates and travel mode choice [13]. Other studies concentrate on congestion-related emissions [27] or braking [15], emissions associated with ride-hailing [55] and bus stops’ positioning [59], the impact of urban policies [50], methods for emission modelling [6, 61], and air quality monitoring [21].

Microscopic traffic simulation
Microscopic traffic simulators are crucial to simulate vehicular traffic given a mobility demand. A notable example is SUMO (Simulation of Urban MOBility), an open-source, portable, and multi-modal tool designed to handle traffic simulations on road networks [2, 35, 38]. SUMO allows controlling several aspects of traffic, from fuel consumption to vehicle emissions and routing strategies. Several works use SUMO to study the impact of vehicular traffic on the urban environment. Alazzawi et al. [2] simulate the introduction of a fleet of automated shared vehicles into Milan, finding that a fleet of 9500 of these vehicles helps mitigate traffic congestion and emissions. Malik et al. [42] propose a traffic system that re-routes an emergency vehicle in case of traffic jams to reduce travel time and pollution. Kraijewicz et al. [34] use optical information systems to optimise traffic lights over junctions better than traditional approaches. Zubillaga et al. [63] compare the traditional traffic-light coordination (green-wave method) with a self-organising method that adapts to traffic demands, showing how the latter is way better.

Urban routing and impact of navigation systems
People’s natural routing choices may significantly deviate from the optimal route. The origin of these sub-optimal human routes may lie in several factors, e.g., the environment in which one grew up [19], the subjective perception of space [45], the presence of landmarks [26], and even the usage of an electric vehicle [31]. Zhu et al. [62] find that only 34\% of trips, mostly very short and very long ones, follow the shortest time path. Lima et al. [36] find that 53\% of the drivers’ routes are not optimal and that most drivers use a few preferred routes for their journeys. Xu et al. [58] find similar results using location-based services data, which are less accurate but more pervasive than vehicular trajectory data. Bongiorno et al. [12] find that people increasingly deviate from the shortest path as the distance between origin and destination increases. Similarly, Manley et al. [43] show that people’s route choice results from multiple decisions made at each anchor of the route. Given the evident uncertainty in people’s routing strategies, the impact of navigation apps’ routing suggestions on the urban environment is not negligible [41]. For this reason, some effort has been put into developing “environmentally-friendly” navigation apps that minimise fuel consumption instead of travel time [9]. Studies on the effects of this eco-routing, either as fuel savings [22] or system-wide impact [1, 52], find that the urban impact of navigation apps is mixed: green navigation apps can reduce CO\(_2\) emissions but...
increase the population exposure to nitrogen oxides [49]. Following the same research line, Mehrvarz et al. [44] find that the fastest route suggested by navigation apps may not optimise fuel consumption. In contrast, Arora et al. [5] show that following Google Maps’ routing strategy saves 1.7% of CO₂ emissions and 6.5% travel time.

Position of our work
Existing studies are sporadic and yield contradictory results, and the impact of navigation apps on urban well-being is mainly unclear and incomplete. Moreover, the existing literature lacks a rigorous framework to assess and compare the various navigation apps and routing strategies. We fill this gap by proposing TraffiCO₂, a simulation framework to estimate the adverse impact of different routing strategies on total CO₂ emissions and their distribution of a city’s road network. Thus, our work extends the branch of literature on sustainable urban mobility by providing a rigorous experimental framework to disentangle the impact of routing criteria on the urban environment.

3 SIMULATION FRAMEWORK
We design a simulation framework – TraffiCO₂ – to generate a realistic urban traffic considering different routing strategies (Figure 1). First, we use real data to generate a mobility demand describing trips (origin-destination pairs) in an urban environment. Second, we transpose each trip into a path on the road network using some routing algorithm, obtaining a multiset of routed paths. Third, we use an agent-based model (SUMO) that, considering realistic aspects of vehicular mobility (e.g., jams, traffic lights, slowdowns), simulates an urban traffic based on the multiset of routed paths. Finally, we compute the vehicles’ travel time and the CO₂ emissions on each road from the trajectories generated by SUMO.

3.1 Road Network
It describes the road infrastructure where the vehicles move during the simulation. The road network is a directed graph \( G = (V, E) \), where \( V \) is the set of nodes representing road intersections and \( E \) is the set of edges representing roads. Both nodes and edges may have attributes, such as: traffic lights, number of lanes, road speed limit and type (e.g., motorway, secondary road). These attributes are used by SUMO to simulate realistic aspects of vehicular mobility.

3.2 Mobility Demand
The mobility demand \( D = \{T_1, \ldots, T_N\} \) is a multiset of \( N \) trips (one per each vehicle) within an urban environment. A single trip \( T_v = (o, d) \) for a vehicle \( v \) is defined by its origin location \( o \) and destination location \( d \). To compute \( D \), we first divide the urban environment into squared tiles of a given side (Figure 1a). Second, we use real mobility data to estimate the flows between the tiles, thus obtaining an origin-destination matrix \( M \) where an element \( m_{o,d} \in M \) describes the number of vehicles’ trips that start in tile \( o \) and end in tile \( d \) (Figure 1b.1).

Then, we iterate \( N \) times the following procedure. A vehicle’s \( v \) trip is a pair \( T_v = (e_o, e_d) \) generated by selecting at random a matrix element \( m_{o,d} \in M \) with a probability \( p_{o,d} \propto m_{o,d} \) and uniformly at random two edges \( e_o, e_d \in E \) within tiles \( o \) and \( d \), respectively (Figure 1b.2, b.3).

3.3 Paths generation
We translate the \( N \) trips in \( D \) into \( N \) paths obtaining a multiset \( \mathcal{D} \) of routed paths within the urban environment. Each path \( P_v(e_o, e_d, R) = (e_o, \ldots, e_d) \) of a vehicle \( v \) is a sequence of edges on the road network connecting \( e_o \) and \( e_d \) (Figure 1b.5), obtained by some routing algorithm \( R \). When a vehicle’s path is generated by a routing algorithm \( R \), we say that the vehicle is \( R \)-routed. In \( \mathcal{D} = \{P_1, \ldots, P_N\} \), the routed paths (Figure 1c) are generated independently by (different) routing algorithms.

3.4 Traffic Simulation
We simulate the vehicular traffic generated by the routed paths in \( \mathcal{D} \) using SUMO (Simulation of Urban Mobility) [2, 35, 38] (Figure 1d). SUMO explicitly models each vehicle’s physics and dynamics, including their routes through the road network, allowing us to simulate vehicular traffic realistically, including traffic jams, queues at traffic lights, and slowdowns due to heavy traffic. SUMO outputs an urban traffic (Figure 1e), i.e., a multiset \( S(\mathcal{D}, \mathcal{T}) = \{\overline{P_1}, \ldots, \overline{P_N}\} \) where:

- \( \mathcal{T} = \{t_1^{(1)}, \ldots, t_N^{(N)}\} \) is the sequence of departure times of the \( N \) paths in \( \mathcal{D} \), where \( t_1^{(1)} \in \mathcal{T} \) is a timestamp chosen uniformly at random from the simulation interval (e.g., 1 hour);
- a vehicle \( v \)'s trajectory \( \overline{P_v} \in S(\mathcal{D}, \mathcal{T}) \) is defined as:
  \[
  \overline{P_v} = ((e_o, t_v^{(1)}), \ldots, (e_d, t_v^{(m)}))
  \]
  where \( m \) is the length of path \( \overline{P_v} \).

3.5 Vehicle Emissions
We assess the impact of the urban traffic \( S(\mathcal{D}, \mathcal{T}) \) using a model that estimates the vehicles’ emissions based on their trajectories \( \overline{P_1}, \ldots, \overline{P_N} \). Specifically, we use the HBEFA3 emission model based on the Handbook of Emission Factors for Road Transport (HBEFA) database [30]. The HBEFA3-based model estimates the vehicle’s instantaneous CO₂ emissions relying on the following function, which is linked to the power the vehicle’s engine produces in each trajectory point \( j \) to overcome the driving resistance force [33]:

\[
E(j) = c_0 + c_1 s + c_2 s^2 + c_3 s^3 + c_4 s^4 + c_5 s^5
\]

where \( s \) and \( a \) are the vehicle’s speed and acceleration in point \( j \), respectively, and \( c_0, \ldots, c_5 \) are parameters changing per emission type and vehicle taken from the HBEFA database.

We compute the amount of CO₂ emissions on each edge \( e \in E \) by summing all the emissions corresponding to any vehicle \( v \)'s trajectory point that fall on \( e \), i.e., \( E(e) = \sum_{j} \sum_{\overline{P_v} \in \mathcal{D}} E(j) \). Finally, we construct a weighted road network \( \overline{G} = (V, \overline{E}) \) where each edge \( \overline{e} \in \overline{E} \) is associated with the attribute \( E(e) \) describing the amount of CO₂ emissions on it.

4 EXPERIMENTAL SETUP
We apply TraffiCO₂ to a 45 km² area in the city centre of Milan, Italy, for which we have GPS data describing 17k private vehicles traveling between April 2nd and 8th, 2007 (114k GPS points). We split Milan into squared tiles with 1 km side, detect the tiles where each
vehicle starts and stops [28, 48], and compute the origin-destination matrix $M$ of vehicles’ flows.

We download Milan’s road network $G = (V, E)$ from OpenStreetMap ($|V| = 5551$ nodes and $|E| = 36,945$ edges) and preprocess it to fix incorrect information regarding turns, intersections, road interruptions, the number of lanes per road, and other inaccuracies that characterise these data [4].

Based on the matrix $M$ and the road network $G$, we compute the mobility demand $D$ with $N = 15,000$ vehicles using the procedure described in Section 3.2. We choose $N = 15,000$ because it minimises the difference between the distribution of travel time of real trajectories and simulated ones, a common way to assess the realism of a simulated urban traffic [4] (see Appendix B for detail).

To translate the mobility demand $D$ into the multiset of routed paths $\mathcal{D}$, we consider two routing algorithms: OpenStreetMap (OSM) and TomTom (TT). OSM is a public voluntary geographic information system, which provides APIs\(^1\) to generate paths between locations. TT is a commercial navigation system service that provides APIs\(^2\) for routes generation. For OSM and TT, we use a routing principle that suggests a path between two locations as a trade-off between travel time and distance. Note that OSM and TT implement this principle differently, i.e., they may provide different paths for the same origin-destination pair.

We obtain the path of vehicles that do not follow navigation apps’ suggestions using Duarouter (DR), a routing algorithm provided by SUMO\(^3\) that suggests the fastest path (i.e., shortest travel time) between two edges on the road network. The fastest path may be perturbed using a randomisation parameter $w \in [1, +\infty)$, where $w = 1$ means no randomisation (i.e., the fastest path). The higher $w$, the more randomly perturbed the fastest path is. Therefore, DR with $w > 1$ allows us to model the driving behaviour of vehicles that do not strictly follow navigation apps’ suggestions and, simultaneously, to model the imperfection and non-rationality of human drivers [53]. Indeed, individuals get distracted when driving (e.g., take wrong turns), and they lack complete knowledge of the city’s traffic, the road network, and the best path to reach a destination. In our experiments, we use $w = 5$ because it is the value that minimises the difference between the distribution of travel time of real trajectories and simulated ones (see Appendix B). Figure 2 shows four examples of paths generated by OSM, TT, DR with $w = 1$ and DR with $w = 5$ between the same origin-destination pair (trip).

---

\(^1\)https://openrouteservice.org/dev/#/api-docs
\(^2\)https://developer.tomtom.com/routing-api
\(^3\)https://sumo.dlr.de/docs/duarouter.html

---

Figure 1: Schema of the TraffiCO simulation framework. (a) The city is split into squares using scikit-mobility [48]. (b.1) A trip is created by selecting at random an origin-destination pair from the OD matrix and two edges on the road network. (b.5) Some routing algorithm is used to convert each trip into a path on the road network. (c) Steps b.1-b.5 are repeated $N$ times ($N =$ number of vehicles) to obtain a multiset of routed paths. (d) A traffic simulator (SUMO) is used to simulate the urban traffic generated by the routed paths (e).

Figure 2: Examples of routed paths between an origin and destination pair according to OSM (blue), TT (red), DR with $w = 5$ (orange), and DR with $w = 1$ (black).
Given a routing algorithm $R \in \{\text{OSM, TT}\}$, we study its impact on the urban environment generating 11 multisets of routed paths $\mathcal{D}_i^R$, $i = 0, \ldots, 10$. In each multiset $\mathcal{D}_i^R$, the paths are chosen uniformly at random among the $N$ paths that are $R$-routed ($R \in \{\text{OSM, TT}\}$) and the remaining paths are routed by DR with $w = 5$. For example, for $i = 5$ and $R = \text{TT}$, $\mathcal{D}_5^T$ contains 50% of the paths routed by TT and the remaining vehicles routed by DR with $w = 5$. Similarly, $i = 7$ means that 70% of the vehicles are TT-routed and 30% are DR-routed ($w = 5$).

To make experiments more robust, for each $i = 0, \ldots, 10$, we generate ten times, each one with a different choice of $R$-routed vehicles that are chosen uniformly at random. Finally, we generate the urban traffic $S(\mathcal{D}_i^R, T)$ for each multiset of routed paths $\mathcal{D}_i^R$, where departure times in $T$ are chosen uniformly at random between 0 and 3600 seconds, i.e., we simulate one hour of traffic in Milan. Then, for each urban traffic $S(\mathcal{D}_i^R, T)$, we compute the CO2 emissions for each trajectory and aggregate them at the edge level, obtaining the weighted road network $G_i^R$. From $G_i^R$, we obtain the overall CO2 emissions in Milan $E_i^R = \sum_{e \in E} E(e)$, where $E(e)$ is the amount of emissions on edge $e$.

5 Results

We study how the distribution of the CO2 emissions across Milan’s roads changes varying the percentage of $R$-routed vehicles, i.e., varying $i = 0, \ldots, 10$ of $\mathcal{D}_i^R$, $R \in \{\text{OSM, TT}\}$. In general, emissions distribute across roads in a heterogeneous way: a few grossly polluted roads coexist with roads with significantly fewer emissions (Figure 3). Indeed, these distributions are associated with a Gini index $g_\text{osm} \in [0.864, 0.876]$ and $g_\text{tt} \in [0.860, 0.868]$ (Figure 4a) and are well approximated by a truncated power-law with the exponent $\alpha_\text{osm} \in [1.76, 1.89]$ and $\alpha_\text{tt} \in [1.76, 2.00]$ (Figure A.1). See Appendix A for details on the curve fitting. In particular, the distributions are the least uneven when 50% and 70% of the vehicles are OSM-routed and TT-routed, respectively (Figure 3).

The analysis of how the total CO2 emissions ($E$) varies with the percentage of $R$-routed vehicles also reveals a clear pattern: when either all vehicles are $R$-routed or none of them, the overall emissions are maximised (Figure 4b). In contrast, the overall emissions are minimised when just half of the vehicles are $R$-routed. In other words, $E_5^R < E_0^R$ and $E_7^R < E_{10}^R$. Note that the total emissions when all vehicles are TT-routed are much heavier than when all are OSM-routed (Figure 4b). This result suggests that TT’s routing algorithm recommends paths that generate a smaller adverse impact on urban well-being than OSM.

The fraction of $R$-routed vehicles also influence the spatial distribution of emissions in the city. In particular, comparing the two scenarios that maximise the total emissions (0% and 100% of $R$-routed vehicles) with the scenario that minimises them (50% of $R$-routed vehicles) helps understand where vehicles are being routed, consequently revealing emissions hot spots. In Figure 5a, we show the difference between the per-road emissions (normalized by the road length) when none of the vehicle is OSM-routed and 50% of them are (i.e., $E_0^\text{osm}(e) - E_5^\text{osm}(e)$, $\forall e \in E$). Similarly, Figure 5b shows the normalized emissions difference when all vehicles are OSM-routed and 50% of them are (i.e., $E_1^\text{osm}(e) - E_{10}^\text{osm}(e)$, $\forall e \in E$). We find that when 100% of vehicles are OSM-routed, the emissions are more concentrated towards Milan’s ring road (Figure 5b). In contrast, when none of them is OSM-routed, the emissions are more concentrated towards the city centre (Figure 5a). We find similar results for TT (Figure A.4).

Impact of randomization. We investigate the impact of DR’s randomisation parameter $w$ on the total emissions, their distribution over the road network, and the vehicles’ average travel time. For this purpose, we repeat the simulation of the urban traffic varying $w = 1, \ldots, 15$. We remind that the higher $w$, the more randomly perturbed DR’s fastest path is (see Appendix C).
Figure 4: Gini index of the CO\textsubscript{2} distribution (a) and total CO\textsubscript{2} emissions (b) varying the percentage of R-routed vehicles, for OSM (blue) and TT (red). In the error bars, points indicate the average Gini index (a) and the total CO\textsubscript{2} (b) over ten simulations with different choices of R-routed vehicles chosen uniformly at random. Vertical bars indicate the standard deviation.

Figure 5: The difference in the total CO\textsubscript{2} emitted on each road (in mg per meter of road) when: (a) none of the vehicles is OSM-routed and 50% of them are \((E^{\text{OSM}}_0(e) - E^{\text{OSM}}_5(e), \forall e \in E)\); (b) all vehicles are OSM-routed and 50% of them are \((E^{\text{OSM}}_{10}(e) - E^{\text{OSM}}_5(e), \forall e \in E)\). Red roads indicate a positive difference; blue ones indicate a negative difference.

First, changing \(w\) does not affect considerably the shape of the emission distributions: the Gini index still ranges in \(g_{\text{OSM}} \in [0.860, 0.879]\) and \(g_{\text{TT}} \in [0.858, 0.879]\) (Figure 6a, d) and the truncated power-law exponent in \(a_{\text{OSM}} \in [1.71, 1.94]\) and \(a_{\text{TT}} \in [1.71, 2.08]\). Second, the higher \(w\), the more even the distributions (Figure 6a, d), the lower the emissions (Figure 6b, e), and the shorter the average travel time (Figure 6c, f). Third, the total emissions are minimised when 40-60% of the vehicles are R-routed, and so are the average travel time and the distributions’ Gini index (Figure 6).

6 DISCUSSION

Our study provide several interesting results. We discuss and interpret them in the following paragraphs.
Navigation apps do impact on emissions. In general, CO₂ emissions are unevenly distributed across the city roads, and this unevenness is exacerbated when all vehicles or none of them are \( R \)-routed. In contrast, the total CO₂ emissions as well as their heterogeneity are minimised when around 50-70% of the vehicles are \( R \)-routed. These results clearly show that navigation apps do have a non-negligible adverse impact on the urban environment.

**Path perturbation is beneficial.** We also find that path perturbation (through DR’s \( w \) parameter) is beneficial: the more we randomise the vehicles’ paths, the shorter their travel time and the lower the amount of emissions in the city. This may be because the vehicles’ perturbed paths are more “diverse” (i.e., they spread over more roads), thus reducing congestion and consequently the amount of emissions and travel time. The role of path randomisation is interesting and deserves further investigation.

**Trips’ spatial distribution matters.** Urban planners and policymakers may be interested in investigating the impact of navigation apps on the spatial distribution of vehicles’ emissions. Our study shows that, in Milan, the more vehicles are \( R \)-routed, the less emissions concentrate in the city center and the more in the external ring road. Presumably, this may be because the navigation apps route the vehicles preferably on the city’s arterial roads (such as the ring road) to keep the individual path as fast as possible.

**Different navigation apps, different impact.** Our TraffiCO₂ simulation framework is a useful tool to compare the impact of different navigation apps on urban well-being. In our study, we find that TomTom is better than OpenStreetMap in minimising the emissions distribution’s inequality, and the city’s total emissions and average travel time. Although TomTom’s algorithm is not public, we may suppose that TomTom’s heuristics are more sophisticated, e.g., they use more or higher-quality information than OpenStreetMap, such as traffic data, detailed information about typical road speed, capacity, and length.

**A novel what-if analysis tool.** TraffiCO₂ is a simulation framework to compare the impact of different routing strategies on urban well-being in terms of amount of emissions and their spatial and...
7 CONCLUSION

Scenarios where either all vehicles or none of them follow a navigation app’s suggestion lead to the highest CO₂ emissions and the most uneven distribution of emissions per road. We show that when just a fraction of the vehicles (around half of them) follows the navigation app’s suggestions, such an adverse impact is minimised. This minimisation also holds when introducing more randomness in non-R-routed paths, which leads to a reduction of the vehicles’ average travel time, overall CO₂ emissions, and inequality in the distribution of CO₂ emissions across the road network.

We plan to improve and extend this study in several directions. First and foremost, we plan to extend the set of navigation apps considered (e.g., to Google Maps) and to study the environmental impact of a fleet of vehicles that use various navigation apps. In this work, we focus on light-duty vehicles only and assume that all vehicles carry the same engine type. Including heavy-duty vehicles (e.g., buses, trucks) and considering different vehicle engine ages and types (e.g., diesel, LPG, petrol) would provide a more complete mosaic of the emissions on the road network. We also look forward to apply our framework to various cities, to investigate how the impact of navigation apps varies with city size, shape, road network, and other characteristics. Moreover, we could study the impact of navigation apps in terms of other pollutants, such as nitrogen oxides, ozone, particulate matter, and volatile organic compounds, using emissions models similar to those used in this paper.

In the meantime, our work is a first step towards designing next-generation routing algorithms that, as our results suggest, should consider some degree of path randomisation to increase urban well-being while still satisfying individual needs.
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APPENDIX

A CURVE FITTING

We fit the same distributions using a maximum-likelihood \[3, 18\]. In particular, we fit five models to the data – power-law, truncated power-law, lognormal, exponential, and stretched exponential – and compare pairwise their goodness-of-fit with a log-likelihood ratio test. We choose the best fitting model as the one that wins the highest number of comparisons.

The best fit for the distributions is always a truncated power-law (essentially, a power-law with an exponential cutoff), with probability density function \( p(x) \propto x^{-\alpha} e^{-\lambda x} \). Figure A.1 shows how the truncated power-law’s exponent \( \alpha \) varies with \( D_i^{(R)} \), \( i = 0, \ldots, 10 \) and \( R \in \{ \text{OSM}, \text{TT} \} \).

![Figure A.1: Exponent \( \alpha \) of the truncated power-law fit to the CO\(_2\) emissions distribution across the roads varying the percentage of R-routed vehicles, for OSM (blue) and TT (red). In the error bars, points indicate the average \( \alpha \) over ten simulations with different R-routed vehicles chosen uniformly at random. Vertical bars indicate the standard deviation.](image)

B TRAFFIC CALIBRATION

To generate a plausible mobility demand reflecting real traffic patterns, we tune the number \( N \) of vehicles in the simulation, the value of the parameter \( w \in [1, +\infty) \) for DR, and the quantity \( c \) of extra vehicles to insert during the simulation, where \( c = \text{none} \) means no extra vehicles, \( x_{\text{start}} \) means to add \( N \times x_{\text{start}} \) extra vehicles at the start of the simulation; similarly, \( x_{\text{end}} \) means to add \( N \times x_{\text{end}} \) extra vehicles after the last trip’s departure time (see Table AT.1 for details).

To assess the realism of the mobility demand \( D \), we generate a multiset of routed paths \( D_i^{(R)} \) (no R-routed vehicles) and simulate the vehicular traffic using SUMO. Then, we use the Jensen–Shannon (JS) divergence \[39\] to compute the distance between the travel time distribution in real data and that of the simulated vehicles (see Figure A.2). The JS divergence ranges in \([0, 1]\) (the higher, the more similar the two distributions are) and is defined as \[39\]:

\[
JS(P||Q) = \frac{1}{2}KL(P||M) + \frac{1}{2}KL(Q||M)
\]

where \( P \) and \( Q \) are two density distributions, \( M = \frac{1}{2}(P + Q) \), and \( KL \) is the Kullback–Leibler divergence (KL), defined as:

\[
KL(P||Q) = \sum_{x \in X} P(x) \log \left( \frac{P(x)}{Q(x)} \right)
\]

We also assess the realism of the simulation using the absolute difference in seconds between the real and simulated average travel time \( |\Delta t| \) and the number of teleports during the simulation. SUMO makes a teleport whenever a vehicle waits too long stuck in gridlock: the vehicle is teleported onto the next free edge on its path. We simulate each \( D_0^{(R)} \) five times and consider the average values of the above three metrics.

We run several configurations \( C_{(N, w, c)} \) composing all combinations of \( N, w, \) and \( c \) in Table AT.1. We select configuration \( C_{(15k, 5, \text{none})} \), as it is the best on two out three of the evaluation criteria: the JS difference wrt the minimum is only of \( 0.002 \), \( |\Delta t| \approx 25s, 3298 \) teleports, and \( w = 5 \) (see Table AT.2).

C PERTURBATION OF THE FASTEST PATH

To model the driving behavior of vehicles that are not R-routed (i.e., they do not follow any navigation apps’ suggestion) and the imperfection and non-rationality of human drivers \[53\], we perturb the fastest path between an origin and destination pair. DR allows perturbing the fastest path using a randomisation parameter \( w \in [1, +\infty) \), where \( w = 1 \) means no randomisation (i.e., the fastest path), and the higher \( w \), the more randomly perturbed the fastest path is. To confirm that the perturbation of a path from an origin to a destination grows with \( w \), we take randomly 15,000 origin–destination pairs computing the path suggested by DR for different
values of $w \in \{x \in \mathbb{N}|1 \leq x \leq 20\}$. Next, we measure the perturbation of a path as the Symmetrized Segment-Path Distance (SSPD) [10] between the perturbated paths ($w > 1$) and the fastest path ($w = 1$). Figure A.3 shows that increasing the value of $w$ results in paths that have a greater average SSPD with respect to the fastest path, and hence that the perturbation grows with increasing $w$.

Figure A.3: The average Symmetrized Segment-Path Distance (SSPD) computed between 15k perturbated paths (for different values of $w \in \{x \in \mathbb{N}|2 \leq x \leq 20\}$) and the fastest path ($w = 1$). The higher $w$, the higher the a path’s perturbation.

**D SPATIAL DISTRIBUTION OF EMISSIONS**

In Figure A.4a, we show the difference between the per-road emissions (normalized by the road length) when none of the vehicle is TT-routed and when 50% of them are (i.e., $E^{(TT)}_0(e) - E^{(TT)}_5(e)$, $\forall e \in E$). Similarly, Figure A.4b shows the normalized emissions difference when all vehicles are TT-routed and 50% of them are (i.e., $E^{(TT)}_10(e) - E^{(TT)}_5(e)$, $\forall e \in E$). The results are the same as for OSM: when 100% of vehicles are tt-routed, the emissions are more concentrated towards Milan’s ring road (Figure A.4b). In contrast, when none of them is TT-routed, the emissions are more concentrated towards the city centre (Figure A.4a).

Figure A.4: The difference in the total CO$_2$ emitted on each road (in mg per meter of road) when: (a) none of the vehicles is TT-routed and 50% of them are $(E^{(TT)}_0(e) - E^{(TT)}_5(e), \forall e \in E)$; (b) all vehicles are TT-routed and 50% of them are $(E^{(TT)}_10(e) - E^{(TT)}_5(e), \forall e \in E)$. Red roads indicate a positive difference; blue ones indicate a negative one.