Efficiency of Abaqus2Matlab toolbox for structural optimization problems
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Abstract. In recent years, optimal structural design is one of the most interesting fields in the engineering science. With the development of the computational tools, many optimization methods have been proposed. This paper introduces an efficient toolbox namely Abaqus2Matlab which can be used for any structural optimization problem. This computational tool allows for automatic linking between Abaqus and Matlab, in terms of transferring data from Abaqus to Matlab and vice versa, and creating the necessary files for the optimization procedure. In the optimization problem, Abaqus plays the role of the solver, while Matlab plays the role of the optimizer. In order to demonstrate the efficiency of Abaqus2Matlab toolbox, an optimization procedure is employed to find the optimum sizing of the member cross sectional areas for the benchmark 10-Bar truss and 25-Bar truss problems. The results obtained from this method are validated with various studies from the literature.

1. Introduction

Structural optimization has great potential for the construction industry since it is used to design material-efficient or cost-effective structures. When applying structural design optimization, not only the construction cost, but also the engineering cost is reduced, by automating the repetitive task of sizing structural members. In addition, structural optimization can lead to innovative design solutions for specific structural materials or components. There are three structural optimization strategies consisting of size, shape, and topology optimization. In order to solve these structural optimization problems, many structural optimization algorithms have been proposed. For steel, concrete and steel-concrete composite structures, much research related to its structural optimization has been implemented in the literature with various efficient algorithms and techniques. Some of the well-known optimization algorithms are ant colony optimization (ACO) [1], genetic algorithm (GA) [2], harmony search (HS) [3], particle swarm optimization (PSO) [4], simulated annealing (SA) [5], etc. Although there has been remarkable enhancement in the study of these optimization algorithms, most of their applications are limited to linear structures where nonlinear inelastic behavior of the structure has not been taken into consideration. This may lead to unrealistic and non-economic optimum designs. In order to consider the nonlinear inelastic behavior of steel structures in structural optimization, Truong et al. [6], Truong and Kim [7-8] proposed efficient methods where advanced
analysis using PAAP (which is introduced by Kim and Chen [9]) was used to analyze steel frames and trusses considering their nonlinear inelastic behavior, and then the results taken from PAAP were employed for optimization procedure using some improved optimization algorithms such as micro-GA and improved DE. The optimum results obtained from these proposed methods were demonstrated to be efficient and realistic. However, the computational tool PAAP is not open source and is difficult to use; therefore, the application of these methods in practical design still remains a challenge.

This paper aims to investigate the efficiency of Abaqus2Matlab tool which is developed by Papazafeiropoulos et al. [10] in structural optimization. This toolbox is powerful since Abaqus2Matlab allows to run Abaqus remotely from Matlab and to post-process the results, thus providing a link between the two well-known packages Abaqus and Matlab. Abaqus plays the role of solver which easily analyzes any structure considering its nonlinear inelastic behavior, while Matlab plays the role of optimizer which can efficiently apply many optimization algorithms.

2. Structural optimization with Abaqus2Matlab

Structural optimization is a research field dealing with optimal design of load-carrying mechanical structures. The standard form of a structural optimization problem is as follows:

Minimize:
\[ f(x) \]
Subject to:
\[ g_i(x) \leq 0, \quad i = 1, \ldots, m \]
\[ h_j(x) = 0, \quad j = 1, \ldots, p \]

Abaqus2Matlab provides an interface between Matlab which serves as the optimization environment, and Abaqus, which serves as the structural analysis solver. In such cases where interfaces are used for coupling the optimization software and the solver software, it is of paramount importance that the user takes into consideration two major components of the optimization procedure which are formulation and way of solving the optimization problem and (2) sensitivity and approximation issues. These are described below, along with various recommendations to the Abaqus2Matlab user, in order to enjoy the best possible solutions to optimization problems using the Abaqus2Matlab software.

2.1. Formulation and solution of the optimization problem

The formulation of an optimization problem affects the success of the optimum design process in terms of computational effort and quality of results. Numerical difficulties result mainly from the following reasons:

• Usage of highly nonlinear objective or constraint functions. The gains in the convergence rate are apparent when linear formulations inside the objective and constraint functions of the optimization problem are used. In some cases, nonlinear formulations can be converted into equivalent linear and thus simplify the problem.

• Large differences between the magnitudes of the design variables, objective function(s) and constraint function(s). This problem can worsen if the software involved in the optimization procedure are not numerically robust. The best option in this case is to normalize the design variables, objective function(s) and equality constraint(s) to order 1 by scaling, and to normalize the inequality constraint(s) by the maximum or minimum value used to form them.

• Determination of the set of active constraints. If all the constraints are considered during the search process, the computational effort may be very high, whereas the consideration of only the constraints that are active or nearly active at a trial solution may lead to spurious oscillations and therefore inability for convergence. An appropriate and robust methodology for the consideration of the active set of constraints is a vital component of an optimization algorithm and must be carefully selected.
• The Abaqus structural analysis model depends on the formulation of the optimization problem running in Matlab, in which it participates. While sometimes a detailed Abaqus model is required to verify a case, if the same Abaqus model is involved in an optimization procedure in Matlab, it needs to be appropriately simplified and/or reduced, so that the increase in the computational load is not prohibitively high, given the fact that a large number of Abaqus analyses are induced by the optimization algorithm running in Matlab.

• The formulation of the optimization problem in Matlab sometimes depends on the Abaqus model. If the sensitivity of the Abaqus FE analysis results with respect to the design variables is low, then there is room for the use of a relatively simple and more straightforward optimization algorithm in Matlab; otherwise, depending on the complexity of the Abaqus model, the optimization algorithm that will be used in Matlab must meet the Abaqus model requirements.

• The Abaqus FE analysis and Matlab optimization procedure can be integrated on an step-by-step basis, especially when the Abaqus analysis is highly nonlinear. It is possible to combine the FE analysis and optimum design iterations in a single iterative process using Abaqus2Matlab.

2.2. Sensitivity

This aspect is related either to high gradients of the objective and/or constraint function(s) with respect to the design variables, or to the existence of jumps in the variation of these functions. The sensitivity of an optimization algorithm is influenced by the efficient calculation of derivatives of the objective and constraint function(s), with respect to the design variables. The importance of these derivatives is apparent, as they are usually used for

• Approximate constraint evaluations to reduce the computational effort associated with exact evaluations
• Evaluation of the direction at which the optimization algorithm will proceed in each step to reach a solution which is better than the current

The sensitivity of the derivatives clearly affects the accuracy of the optimum solution as well as the stability of the optimization algorithm. In cases that the sensitivity of the derivatives is high, the following options are proposed:

• Suitable re-formulation of the optimization problem so that the optimization domain contains fewer or no irregular (singular) points. Quantitatively, estimation of the degree of irregularity of the search region is a matter of experience and can be crudely calculated by the ratio of the largest to the smallest eigenvalue of the Hessian matrix of the objective function at the optimal point, only in the case of unconstrained optimization problems.

• Substitute of the used optimization algorithm with another algorithm that uses fewer derivatives and/or has superlinear convergence rate, unless the computational load per iteration becomes prohibitively high. If a sequence $x_1, x_2, ..., x_n$ converges to a value $r$ and if there exist real numbers $\lambda > 0$ and $\alpha \geq 1$ such that

$$
\lim_{n \to \infty} \frac{|x_{n+1} - r|}{|x_n - r|^\alpha} = \lambda
$$

then $\alpha$ is the rate of convergence of the sequence.

From the above it is apparent that the selection of the optimization algorithm is case-dependent, and it is nearly impossible to assert without ambiguity that an algorithm is generally better than another.

3. Structural analysis solver function using Abaqus2Matlab

The main purpose of Abaqus2Matlab as an interface within an optimization procedure is to play the role of the structural analysis solver in an automated and reliable way, non-prone to errors. For this purpose, Abaqus2Matlab follows a certain workflow, which is different among its various
components, e.g. it is different between Abaqus2Matlab/fil2Matlab (responsible for processing Abaqus results (*.fil) files), and Abaqus2Matlab/odb2Matlab (responsible for processing Abaqus output data base (*.odb) files). In this study, the fil2Matlab component is used. The workflow is shown in Figure 1 and is executed as follows:

• The Abaqus input file that corresponds to the current values of the design variables $x$ is generated. This job is done by the Abaqus2Matlab function InpFileConstr.m. This function apparently depends on the Abaqus model and the way that it is parameterized. $x$ is a vector containing the current values of the design variables. The function InpFileConstr.m does not give any output. The following option with its parameter has to be specified in the Abaqus input file in order for the results (*.fil) file to be generated:

... *FILE FORMAT, ASCII ...

• After the Abaqus input file is generated, it is run remotely by Abaqus2Matlab, through the function runAbaqusAnalysis.m. This function accepts the name of the Abaqus input file to be run, an upper time limit $t_{ub}$ and a lower time limit $t_{lb}$. Abaqus execution starts and afterwards Matlab execution is halted, waiting until any of the following events happens:

(1) Abaqus execution starts normally and the Abaqus lock (*.lck) file is deleted. This is the normal case.

(2) Abaqus execution starts normally and $t_{ub}$ is exceeded (for some reason Abaqus execution is lagged). In this case, Abaqus analysis is automatically terminated and executed again.

(3) Abaqus execution starts but the Abaqus lock (*.lck) file is not generated, and $t_{lb}$ is exceeded (the execution of the process SMASimUtility.exe is lagged). In this case, the process SMASimUtility.exe is automatically killed and the Abaqus analysis is executed again. In this function Java variants of various Matlab commands are used where possible, in order to avoid memory leaks which may cause lags or crashes of Abaqus execution. Furthermore, the Java commands are proven to be much more accurate than the corresponding Matlab commands.

• After the Abaqus analysis has been completed, control is passed back to Matlab and then the Fil2str.m function is used to read the information contained in the Abaqus results (*.fil) file in ASCII format and assemble it into a one-row string. The function Fil2str.m initially opens the results file with reading only permission, then reads the data included in this file as an assembly of strings within a cell structure, and finally it removes any newline and carriage return characters from these strings, eventually resulting in a single-row string that is passed as output (output argument $s$). Provisions are taken in order to ensure that the Fil2str.m function works for any Matlab version that the user may be running.
The single line string that is output by the function Fil2str.m is processed by another suitable function that is specified by the user, depending on the type of the desired Abaqus results. Of course, the string may contain more than one types of data (such as nodal displacements and element stresses for example), for the extraction of which different functions must be selected by the user then using the open source version of Abaqus2Matlab (v.1.0). This feature has been improved in the second version of Abaqus2Matlab, where a single function is used for any type of Abaqus results that are extracted, and the user has only to specify the record key as an input argument to this function. In the first (open source) version of Abaqus2Matlab there is a standard naming convention of these functions, i.e. RecXXX.m as shown in Figure 1, where XXX is replaced with the record key corresponding to the desired result. For example, in this study the function Rec101.m was used to extract nodal displacement results (record key 101), whereas the function Rec13.m was used to extract element section forces (record key 13).

4. Use of Abaqus2Matlab for optimum structural design

The aforementioned description is applicable for the implementation of any structural analysis solver function using Abaqus2Matlab. Consequently Abaqus2Matlab can be used for any structural optimization problem that is solvable in Abaqus. In the following the implementation of Abaqus2Matlab for the solution of two truss optimization problems will be shown. The Matlab fmincon function was used as the optimizer for the solution of the two truss optimization problems considered in this study.

There are various patterns for using the Abaqus2Matlab solver within the framework of the Matlab fmincon function. Figure 2 presents the relevant schematic flow diagram of possible ways of inclusion of the Abaqus2Matlab solver. It is possible to use Abaqus2Matlab for the objective function evaluation (Case 1) or not (Case 2). The same happens with the constraint function evaluation. Therefore the Abaqus2Matlab solver that is presented in Figure 1 can be used as shown in Figure 2 for...
the evaluation of either the objective function, or the constraint function, or both of them. Since we are dealing with a structural optimization problem, it is necessary that at least one of the two functions (objective and constraint functions) implements the flowchart of Case 1. In the present study, the Abaqus2Matlab was used only in the constraint function evaluation, i.e. Case 2 and Case 1 were used for the objective and constraint functions respectively.

Figure 2. Flowchart of the possible uses of Abaqus2Matlab for the objective and constraint function evaluations within the framework of the Matlab fmincon function.

Instructions about the proposed methodology in order to setup and solve a structural optimization problem are shown in Figure 3.
Figure 3. Suggested methodology for setting up and performing a structural optimization problem using Abaqus2Matlab.

5. Examples

In order to demonstrate the efficiency of optimization procedure using Abaqus2Matlab presented above, this section shows a comparison of the optimum results obtained from optimization procedure using Abaqus2Matlab and some previous optimization algorithms for 2 benchmark problems. Some other applications of this tool was introduced in previous works [11-14].
5.1. 10-bar truss problem

Consider a 10 bar plane truss shown in Figure 4 with the following structural characteristics:

- Modulus of Elasticity $E = 10,000$ ksi,
- Material density $\rho = 0.1$ lb/in$^3$,
- Length $L = 360$ in,
- Load $P = 100$ kip.

The structural members are divided into 10 groups. The design variables are the cross section areas of each member group in the interval $[0.1, 35]$ (in$^2$). The constraints are imposed on stresses and displacements. The maximum allowable displacement in the $\pm x$ and $\pm y$ directions for each node is $d_{\text{max}} = 2$ in, while the maximum allowable stress (absolute value) is $\sigma_{\text{allow}} = 25$ ksi in tension or compression and the objective is to minimize the weight of the structure under the specified constraints.

Figure 4. Geometry and applied load for 10-bar truss [11].

| Variables | Optimal cross section area (in$^2$) |
|-----------|-------------------------------------|
| Design name | M. Sonmez [15] | Wu & Tseng [16] | Li et al. [17] | Degertekin & Hayalioglu [18] | Degertekin [19] | Kaveh et al. [20] | This work |
| A1 | 30.548 | 30.378 | 30.704 | 30.429 | 30.208 | 30.5218 |
| A2 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 |
| A3 | 23.18 | 23.468 | 23.167 | 23.244 | 22.698 | 23.1999 |
| A4 | 15.218 | 15.196 | 15.183 | 15.368 | 15.275 | 15.2229 |
| A5 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 |
| A6 | 0.551 | 0.533 | 0.551 | 0.575 | 0.529 | 0.5514 |
| A7 | 7.463 | 7.437 | 7.46 | 7.440 | 7.488 | 7.4572 |
| A8 | 21.058 | 21.084 | 20.978 | 20.967 | 21.189 | 21.559 | 21.0364 |
| A9 | 21.501 | 21.433 | 21.508 | 21.533 | 21.342 | 21.491 | 21.5284 |
| A10 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 |
| Weight (lb) | 5060.88 | 5060.45 | 5060.92 | 5060.96 | 5061.42 | 5062.39 | 5060.9 |
| Number of function evaluations | 500,000 | 32,100 | 125,000 | 16,872 | 7,081 | 9,791 | 347 |

Table 1. Optimization results for 10-bar truss.

Table 1 presents the best optimum results found by the proposed optimization procedure and the corresponding number of function evaluations. The present study is compared with some previous studies found in the literature. It is observed that the optimum weight and design variables obtained from this study are very close to those obtained from previous studies. However, it is clear that the proposed optimization procedure requires much lower structural analyses than other methods to reach the optimum designs.
5.2. 25-bar truss problem

Consider a 25 bar space truss shown in Figure 5 with the following structural characteristics:

- Modulus of Elasticity $E = 10,000$ ksi
- Material density $\rho = 0.1$ lb/in$^3$

The structural members are divided into 8 groups. The design variables are the cross section areas of each member group in the range $[0.01, 5]$ (in$^2$). The constraints are imposed on stresses and displacements. The maximum allowable displacement in the $\pm x$, $\pm y$ and $\pm z$ directions for each node is $d_{\text{max}} = 0.35$ in. Two load cases have been considered. The maximum and minimum allowable stress is shown in the Table 5 of the reference [11]. The objective is to minimize the weight of the structure under the specified constraints for both load cases simultaneously. The members were grouped as follows: (1) element 1; (2) elements 2, 3, 4 and 5; (3) elements 6, 7, 8 and 9; (4) elements 10 and 11; (5) elements 12 and 13; (6) elements 14, 15, 16, 17 and 18; (7) elements 18, 19, 20 and 21; (8) elements 22, 23, 24 and 25.

Table 2 presents the optimum results of the proposed optimization procedure and compares these results with those previously reported in the literature. The difference among all the results is very small, hence all optimization algorithms indicated in Table 2 found almost the same optimum structural weight. It is apparent that the optimization procedure proposed in this work can reach optimum results much faster than the other algorithms.

![Figure 5. Geometry and applied load for 25-bar truss [11].](image)
Table 2. Optimization results for 25-bar truss.

| Variables | Design variables | Optimal cross section area (in²) | M. Sonmez [15] | Li et al. [17] | Degertekin & Hayalioglu [18] | Degertekin [19] | Kaveh et al. [20] | This work |
|-----------|------------------|---------------------------------|----------------|---------------|-----------------------------|----------------|------------------|----------|
| No        |                  |                                 |                |               |                             |                |                  |          |
| 1         | A1               |                                 | 0.011          | 0.01          | 0.01                        | 0.01           | 0.01             | 0.01     |
| 2         | A2-A5            |                                 | 1.979          | 1.970         | 2.071                       | 2.074          | 1.9907           | 1.9856   |
| 3         | A6-A9            |                                 | 3.003          | 3.016         | 2.957                       | 2.961          | 2.9881           | 2.9969   |
| 4         | A10-A11          |                                 | 0.01           | 0.01          | 0.01                        | 0.01           | 0.01             | 0.01     |
| 5         | A12-A13          |                                 | 0.01           | 0.01          | 0.01                        | 0.01           | 0.01             | 0.01     |
| 6         | A14-A17          |                                 | 0.69           | 0.694         | 0.6891                      | 0.691          | 0.6824           | 0.679    |
| 7         | A18-A21          |                                 | 1.679          | 1.681         | 1.6209                      | 1.617          | 1.6764           | 1.6769   |
| 8         | A22-A25          |                                 | 2.652          | 2.643         | 2.6768                      | 2.674          | 2.6656           | 2.6676   |
| Weight (lb) |                 |                                 | 545.193        | 545.19        | 545.09                      | 545.12         | 545.164          | 545.166  |
| Number of function evaluations |                  |                                 | 300,000        | 125,000       | 15,318                      | 9,051          | 13,326           | 851      |

6. Conclusion

This paper demonstrates the efficiency of the Abaqus2Matlab toolbox for structural optimization purposes. Through this paper, a general description of Abaqus2Matlab toolbox and guidelines for performing a general structural optimization procedure using this toolbox are presented. By using this optimization procedure, many structural optimization problems can be solved in a short time with high accuracy. In order to prove the efficiency of this toolbox, two benchmark optimization problems are solved and their results compared to corresponding data published in the literature with a good agreement.
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