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A kinetic theory of classical particles serves as a unified basis for developing a geometric 3 + 1 spacetime perspective on fluid dynamics capable of embracing both Minkowski and Galilei/Newton spacetimes. Parallel treatment of these cases on as common a footing as possible reveals that the particle four-momentum is better regarded as comprising momentum and *inertia* rather than momentum and energy; and consequently, that the object now known as the stress-energy or energy-momentum tensor is more properly understood as a stress-*inertia* or inertia-momentum tensor. In dealing with both fiducial and comoving frames as fluid dynamics requires, tensor decompositions in terms of the four-velocities of observers associated with these frames render use of coordinate-free geometric notation not only fully viable, but conceptually simplifying. A particle number four-vector $N$, three-momentum (1,1) tensor $M$, and kinetic energy four-vector $E$ characterize a simple fluid and satisfy balance equations involving spacetime divergences on both Minkowski and Galilei/Newton spacetimes. Reduced to a fully 3 + 1 form, these equations yield the familiar conservative formulations of special relativistic and non-relativistic hydrodynamics as partial differential equations that are common to both the relativistic and non-relativistic cases.

Non-relativistic fluid dynamics is normally formulated as a set of evolution equations for time-dependent fields on position space. Regarded as an application of mechanics and thermodynamics to an infinitesimal ‘fluid element,’ the equations express evolution of the element’s particle density (due to its changing volume), its velocity (due to Newton’s Second Law), and its internal energy density (due to the First Law of Thermodynamics). Alternatively, the non-relativistic fluid equations can be expressed in conservative form as balance equations for particle number, momentum, and ‘total’ (internal plus kinetic) energy in a fixed ‘control volume.’

In the case of relativistic fluid dynamics, spacetime allows a different perspective, as reflected in a formulation that is manifestly covariant with respect to Poincaré (inhomogeneous Lorentz) transformations in Minkowski (special relativistic) spacetime, or general coordinate transformations in Einstein (general relativistic) spacetime. The velocity three-vector of the non-relativistic case, denoting the rate of change of a fluid element’s position in space, is augmented and modified to a four-vector on spacetime, tangent to a fluid element’s worldline. Thermodynamic state variables are scalar fields defined in a ‘comoving frame’ (in which the First Law of Thermodynamics applies) riding along with a fluid element. The spatial particle flux of the non-relativistic formulation is augmented and modified to a particle number four-vector whose spacetime four-divergence expresses conservation of particles. The non-relativistic stress tensor expressing three-momentum flux is generalized to a stress-energy tensor on spacetime whose four-divergence expresses local conservation (or balance) of energy-momentum.

It seems widely underappreciated that the time and position space of non-relativistic physics also form a four-dimensional spacetime (e.g. 11)—call it, say, Galilei/Newton spacetime 12. There are probably several reasons for this. First, the notion of spacetime as a four-dimensional manifold was conceived shortly after the publication of special relativity, and subsequently played a major role in the development of general relativity, so that the whole notion seems inextricably connected with these theories. Conception of a non-relativistic spacetime was only retrospective, coming a few years later. Second, when one approaches a problem in a non-relativistic context, the comfortable familiarity of separate time and position space is a mindset difficult to resist, as it accords more closely with both lived experience and early physics instruction. One feels as if one is avoiding various complications and counterintuitive notions. Third—and ironically, in light of
the previous point—in geometric terms Galilei/Newton spacetime is less elegant than Minkowski or Einstein spacetimes. This is because there is no spacetime metric: while it is a differentiable manifold, Galilei/Newton spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure. Each (hyper)surface of spacetime is not a (pseudo)Riemann manifold, and must be given different structure.

Nevertheless, formulating non-relativistic fluid dynamics in terms of tensors on four-dimensional Galilei/Newton spacetime—so that covariance with respect to inhomogeneous Galilei transformations is manifest—seems like a worthwhile exercise. It is as true of non-relativistic physics as it is of relativistic physics that contemplation of spacetime structure and symmetries gives a deeper feel for some of the constraints on the structure of physical law. Descriptions of Minkowski and Galilei/Newton spacetimes and the trajectories of classical particles thereon serve as a starting point in Sec. II. Fluid dynamics may be regarded as a generic dimensional kinetic theory based on classical particle trajectories on particular systems. Once physical laws are determined (based in part on the postulated nature and symmetries of spacetime), most often solutions in particular cases are found by splitting spacetime into ‘space’ and ‘time’—even in general relativity.

Next is a four-dimensional differentiable manifold whose points are called ‘events.’ Any four-dimensional differentiable manifold can be locally charted by coordinates \((x^\mu) \in \mathbb{R}^4\), with Greek indices running over \(0,1,2,3\); call this a reference frame \(\mathcal{O}\). Thus \(\mathcal{O}\) labels each event by four real coordinate values. Call \(t = x^0\) the time coordinate. It can be regarded as a scalar field on \(\mathcal{M}\), whose non-intersecting level surfaces \(S_t\) are three-dimensional hypersurfaces. Let the remaining coordinates \((x^i)\)—with Latin indices running over \(1, 2, 3\)—chart the hypersurfaces \(S_t\), and call them position space coordinates. The hypersurfaces \(S_t\) constitute a foliation of \(\mathcal{M}\), and the coordinates as described are said to be adapted to the foliation.

Define a time one-form

\[
t = \nabla t = dt
\]

as the spacetime gradient of the time coordinate \(t\) (which coincides with the natural basis one-form \(dt\) associated with \(t\)), exploiting the fact that no metric is needed to take the gradient of a scalar field. [Tensors are denoted with a boldface symbol; without indices, their type—e.g. vector \((1, 0)\), bilinear form \((0, 2)\), etc.—should be stated when the symbol is introduced.] This one-form \(t\) has components

\[
[t_\mu]_\Theta = \left[ \frac{\partial t}{\partial x^\mu} \right]_\Theta = [1 \ 0 \ 0 \ 0]_\Theta
\]

with respect to \(\Theta\), i.e. the above-discussed coordinates adapted to the foliation.

A metric is also not needed to define curves on \(\mathcal{M}\), and tangent vectors in terms of them; exploit this to represent particles in spacetime by their worldlines, which are curves on \(\mathcal{M}\) that intersect each \(S_t\) once. Parametrize a particle worldline \(X(\lambda)\) by an affine parameter \(\lambda\), and consider the four-vector

\[
p = \frac{dX(\lambda)}{d\lambda}
\]

tangent to \(X(\lambda)\). Denote by the four functions \(X^\mu(\lambda)\) the coordinates assigned by \(\Theta\) to the event on \(X(\lambda)\) specified by a particular value of \(\lambda\); then

\[
p^\mu = \frac{dX^\mu}{d\lambda}
\]

are the components of \(p\) according to \(\Theta\). Assuming the coordinate \(t\) has units of time, scale \(\lambda\) such that it has units of time/mass; then \(t(p) = t \cdot p = t_\alpha p^\alpha = p_0\) has units of mass, and is interpreted as the particle inertia as measured by \(\Theta\). [In this paper the dot operator (·) only represents a contraction of indices in which one is already up and the other already down. Beware it does not represent a scalar product, which is not available on Galilei/Newton spacetime; a scalar product will always

II. SPACETIME

Before discussing the particular features of Minkowski and Galilei/Newton spacetimes, consider the global inertial reference frames they both admit, as well as the causal structures that differentiate them. While Ref. 14 focuses on Einstein spacetime rather than the Minkowski and Galilei/Newton spacetimes considered here, its notation and discussion of differential geometry as applied to spacetime provide useful background. A helpful treatment of Minkowski spacetime by the same author, also with a geometric approach, is Ref. 11.
be expressed explicitly in terms of a metric tensor. Sum-
mation over repeated indices is implied where one is up
and one is down.] Call \( p \) the particle four-momentum.

For a particle of mass \( m > 0 \), define also its four-
velocity \( u \) in terms of its four-momentum \( p \) by

\[
u = \frac{p}{m}
\]

A particle has mass \( m > 0 \) if at any point along its world-
line there exist reference frames in which it is at rest; in
such a frame, the particle’s inertia is its mass \( m \). Since \( p \)
is a four-vector and \( m \) is a scalar, \( u \) is also a four-vector.

Reparametrize the worldline in terms of a new affine pa-
rameter such that \( d\tau = m\,d\lambda \), where the new parameter \( \tau \) has units of time; then

\[
[u^\mu]_O = \left[ \frac{dX^\mu}{d\tau} \right]_O = \frac{dt}{d\tau} \left[ \begin{array}{c} 1 \\ v^1 \\ \vdots \\ v^4 \end{array} \right]_O
\]

are the components of \( u \) reckoned by \( O \), where

\[
v^i = \frac{dx^i}{dt}
\]

are the components of a velocity three-vector \( v \) on \( S_t \).
The push-forward of \( v \) onto \( M \), denoted with the same
symbol, has components

\[
[v^\mu]_O = \left[ \begin{array}{c} 0 \\ v^1 \\ \vdots \\ v^4 \end{array} \right]_O
\]

in coordinates (such as \( O \)) adapted to the foliation; it is
a four-vector on \( M \) that is tangent to \( S_t \). The leading
factor \( dt/d\tau \) in Eq. (6) cannot be specified further until
additional details are given about a particular spacetime.

The coordinate curves of a reference frame \( O \) can be
used to define the worldlines of a family of observers, with
four-velocity field \( w \), associated with \( O \). The coordinate
curves for coordinate \( x^\mu \) are those curves parametrized
by \( x^\mu \), with the other coordinates \((x^\nu, \nu \neq \mu)\) held fixed.

Given the coordinates \((t, x^i)\) of reference frame \( O \), the
\( t \) coordinate curves—those of fixed \((x^i)\)—are the
worldlines of the \( O \) observers. The four-velocity \( w \) of these
observers is proportional, by some factor \( a \), to the natural
basis vector \( \partial_t \), tangent to the \( t \) coordinate curves, so
that \( w \) has components

\[
[w^\mu]_O = a \left[ \begin{array}{c} 1 \\ 0 \\ 0 \\ 0 \end{array} \right]_O
\]

according to \( O \). Comparing with Eq. (9), it is apparent
that the \( O \) observers are—rather obviously—at rest with
respect to themselves.

While what has been said so far pertains to spacetimes
based on any four-dimensional differentiable manifold,
Minkowski and Galilei/Newton spacetimes are based on a
special type of differentiable manifold—an affine space—
that provides some additional features. Prior to being
endowed with additional structure, an affine space is in-
variant under general linear transformations and transla-
lations, admitting infinitely extended parallel lines. With
additional structure to be discussed in Secs. II B, II C and
III D, the classes of linear transformations under which
Minkowski and Galilei/Newton spacetimes are invariant
are more restricted; but they retain invariance under
spacetime translations, and admit infinitely extended
parallel lines in the four dimensions of spacetime. This
means that coordinates \((t, x^i)\) of a reference frame \( O \)
can be chosen such that the entire spacetime is covered
by a global coordinate chart, with the worldlines of \( O \)
observers being infinitely extended parallel lines. If the
coordinates \((x^i)\) are adapted to the foliation defined by
level surfaces of \( t \), the fact that their coordinate curves
are both tangent to the hypersurfaces \( S_t \) and can be
chosen to be infinitely extended parallel lines implies that
the \( S_t \) can be chosen to be infinite parallel affine hyper-
planes.

Begin the construction of what shall be called a ‘globally inertial’ reference frame \( O \) in Minkowski or
Galilei/Newton spacetime by choosing its coordinate
curves to be infinitely extended parallel lines, and the
hypersurfaces \( S_t \) to be parallel hyperplanes. The
worldlines of the \( O \) observers are ‘straight,’ and are therefore
godesics. Physically, their straightness corresponds to
an absence of acceleration; hence the designation of \( O \)
as a global inertial reference frame. Mathematically, the
tangent vectors \( w \) of the \( O \) observer worldlines, with com-
ponents displayed in Eq. (9), satisfy the geodesic equa-
tion

\[
\nabla_w w = 0.
\]

The infinite parallelism of the coordinate curves also im-
plies that the partial derivatives with respect to these co-
ordinates constitute components of a covariant derivative
with vanishing connection coefficients (since the natural
basis vectors do not vary from point to point), so that

\[
w^\alpha \nabla_\alpha w^\mu = w^\alpha \frac{\partial w^\mu}{\partial x^\alpha} = 0
\]

in \( O \), consistent with \( a = \text{constant} \) in Eq. (9).

Once additional structure associated with causality is
specified as discussed below, it turns out that a last el-
ement of structure that Minkowski and Galilei/Newton
spacetimes share is that the parallel hyperplanes \( S_t \) of
a global inertial frame \( O \) have distances defined accord-
ing to Euclid geometry. That is, each \( S_t \) is a flat three-
dimensional Riemann manifold with a metric \( \gamma \), charted
for instance in \( O \) by the position space coordinates \((x^i)\).
To (almost) complete the specification of a global inertial
frame \( O \), require that the three-metric \( \gamma \) have com-
ponents

\[
[\gamma_{ij}]_O = \left[ \begin{array}{ccc} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{array} \right]_O
\]
that is, that \((x^i)\) are orthonormal rectangular coordinates. (Full specification entails also a choice of orientation, for instance ‘right-handed.’)

B. Causal Structure

While Minkowski and Galilei/Newton spacetimes are both affine spaces allowing global inertial observers, they are distinguished by additional structure—in particular, structure related to causality—that constrains the relationships between global inertial reference frames. In particular, the symmetry of an affine space under general linear transformations is restricted to symmetry under Lorentz transformations (rotations and Lorentz boosts) in Minkowski spacetime and Galilei transformations (rotations and Galilei boosts) in Galilei/Newton spacetime. (As previously noted, the symmetry of affine spaces under translations is preserved in both cases.)

However, there must be enough remaining symmetry to respect the principle of special relativity, anticipated already by Galileo in his famous description of the goings-on below decks in a uniformly moving ship (e.g. \([10]\)): physical law takes the same mathematical form in all global inertial reference frames.

At the very least this requires that position space be relative: one cannot say whether two events at different times occur in the same place. That is, two families of global inertial observers in relative uniform motion, obeying the same laws of physics expressed in the same mathematical form, assign different position space coordinates to the two events. Upon reflection with Galileo, this seems persuasive enough, at least to us, from common experience; but it is also subtle enough to apparently have eluded Aristotle, and to have made controversial (even setting aside religious controversy) the revolutionary perspective of Copernicus.

As discussed further in Sec. II D the causal structure of Galilei/Newton spacetime \(\mathcal{G}\) accepts only this much relativity, combining relative position space with an absolute time on which all observers agree. This accords with observed mechanical phenomena at low speed (much smaller than the speed of light \(c\)) and low energy per particle (much smaller than \(mc^2\)). Mathematically, absolute time is implemented by a projection that maps each point of \(\mathcal{G}\) onto a one-dimensional manifold \(\mathcal{T}\)—‘time.’ The time manifold \(\mathcal{T}\) is homogeneous, so that physical law is invariant under time translations. Physical time intervals are simply differences of a time coordinate \(t\), that is, a one-dimensional Euclid ‘distance’ on \(\mathcal{T}\). The set of events in \(\mathcal{G}\) mapped to a particular value of \(t\) is a hyperplane of simultaneity \(\mathcal{S}_t\), a three-dimensional Riemann manifold \(\mathcal{E}^3\) governed by Euclid geometry, constituting ‘position space’ at time \(t\). Importantly, spacetime \(\mathcal{G}\) is not simply the product space \(\mathcal{T} \times \mathcal{E}^3\). Instead, Galilei relativity is implemented by allowing position space at different times to be completely independent: \(\mathcal{S}_{t_1}\) at time \(t_1\) is not the same space as \(\mathcal{S}_{t_2}\) at time \(t_2\). While they are both identical instantiations of the three-dimensional flat Euclid manifold \(\mathcal{E}^3\), there is no \(a\) priori relationship between them prior to selection of a particular global inertial reference frame as ‘fiducial.’ The mathematical structure that combines absolute time with relative space is comparatively exotic: \(\mathcal{G}\) is a fiber bundle (e.g. \([4, 5, 9, 10]\)), with one-dimensional base space \(\mathcal{T}\) and three-dimensional typical fiber \(\mathcal{E}^3\). As for causality: the time ordering of events is absolute; but there is no upper speed limit, and indeed forces act instantaneously at any distance within a single time slice \(\mathcal{S}_t\).

However, absolute time—or more specifically, absolute simultaneity—is given up in Minkowski spacetime \(\mathbb{M}\), as discussed in Sec. II C one cannot say whether two events in different places occur at the same time. That is, two families of global inertial observers in relative uniform motion, obeying the same laws of physics expressed in the same mathematical form, assign different position space and time coordinates to the two events. This is required in order to accept at face value an absolute speed of light independent of the motions of the source and/or detector, as predicted by the Maxwell equations of electrodynamics. At each event \(\mathcal{A}\) in \(\mathbb{M}\) there are past and future light cones (called null cones in Sec. II C), on which all observers agree, consisting of \(\mathcal{A}\) together with all events displaced from \(\mathcal{A}\) by light rays. The mathematical structure that combines absolute light cones with relative space and time is comparatively simple: \(\mathbb{M}\) is a pseudo-Riemann manifold, in particular a flat Lorentz manifold, with a spacetime metric tensor embodying the light cone structure. As for causality: the mathematical form of the Lorentz transformations that preserve the metric (and therefore the light cone structure) indicates that \(c\) is an upper speed limit. Moreover, under Lorentz transformations, for events \(\mathcal{B}\) inside the past and future light cones of \(\mathcal{A}\), all observers agree on the time ordering of \(\mathcal{A}\) and \(\mathcal{B}\); but for events \(\mathcal{B}\) outside the light cones, the time ordering of \(\mathcal{A}\) and \(\mathcal{B}\) depends on the observer. Therefore causality demands that the worldlines of physical particles or signals transmitted by field disturbances passing through \(\mathcal{A}\) must lie within the past and future light cones of \(\mathcal{A}\).

C. Minkowski Spacetime

As just described in Sec. II B Minkowski spacetime \(\mathbb{M}\) is a flat pseudo-Riemann manifold, adding to its affine structure an indefinite non-degenerate bilinear form—the Minkowski metric \(g\). The metric defines a scalar product \(g(a, b) = g(b, a)\) of two vectors \(a\) and \(b\). The metric \(g\) is called indefinite because the scalar product of a vector with itself need not be positive: a vector \(a\) is spacelike if \(g(a, a) > 0\), timelike if \(g(a, a) < 0\), and null if \(g(a, a) = 0\). This nomenclature arises by comparing the relative contributions of the time and position space components of a vector to its scalar product with itself.

The canonical form of the Minkowski metric is dis-
played with respect to the Minkowski coordinates of a global inertial reference frame. The scalar product of an infinitesimal spacetime displacement \(d\ell = dx^\alpha \partial_\alpha\) with itself is called the line element. In particular, let \((x^\mu) = (t, x, y, z) \in \mathbb{R}^4\) be the coordinates of a global inertial frame \(\Theta\) on \(M\); these are Minkowski coordinates if at every event the line element is expressed as

\[
d\ell^2 = g(\ell, \ell) = g_{\alpha\beta} dx^\alpha dx^\beta = -c^2 dt^2 + dx^2 + dy^2 + dz^2,
\]

where \(c\) is the speed of light, so that the matrix of components of \(g\) has the canonical form

\[
[g_{\mu\nu}]_\Theta = \begin{bmatrix}
-c^2 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix},
\]

(14)

where

\[
[\eta_{\mu\nu}] = \begin{bmatrix}
-c^2 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}.
\]

(15)

is the Minkowski matrix. Here \(t\) is the time coordinate, corresponding to physical time according to \(\Theta\). The position space coordinates \((x^i) = (x, y, z)\) chart the parallel hyperplanes \(S_t\); these are hypersurfaces of simultaneity in inertial frame \(\Theta\). The Minkowski metric \(g\) is manifestly compatible with the three-metric \(\gamma\), previewed in Eq. (12), that provides Euclidean geometry on \(S_t\); in geometric terms, \(\gamma\) is the pull-back of \(g\) onto \(S_t\).

The metric provides a duality between vectors and linear forms, which allows the raising and lowering of indices of tensors on \(M\). This is made possible by the fact that \(g\) is non-degenerate, implying it has an inverse, whose components in Minkowski coordinates are

\[
[g^{\mu\nu}]_\Theta = \begin{bmatrix}
-1/c^2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix},
\]

(16)

In coordinate-free notation, denote by an underbar the linear form \(\bar{a}\) associated by metric duality with a vector \(a\). However this is not necessary when indices are used, as the index position in \(a^\mu\) or \(a_\mu = g_{\mu\alpha}a^\alpha\) indicates whether the components are those of a vector or linear form respectively. In a similar spirit, denote by \(\bar{A}\) the tensor with first index raised associated by metric duality with a multilinear form \(A\), and by \(\tilde{A}\) the tensor with the first and second indices raised. Again, the arrow is not necessary when indices are used, as the index position is sufficient to distinguish, for example, \(A_{\mu\nu}\) from \(A^\mu_\nu = g^{\mu\alpha}A_{\alpha\nu}\) and from \(A^{\mu\nu} = g^{\mu\alpha}g^{\nu\beta}A_{\alpha\beta}\). Note that in this notation, the inverse metric is denoted \(\bar{g}\). Moreover, the metric with a single index raised is \(\bar{g}^\alpha = \delta^\alpha\), that is, the (1, 1) identity tensor \(\delta\) with components \(\delta^\mu_\nu\) of the Kronecker delta in any basis. Finally, denote by \(\tilde{A}\) the tensor with last index raised associated by metric duality with a multilinear form \(A\), for instance \(A^{\mu\nu}_\alpha = g^{\mu\alpha}A_{\alpha\nu}\).

The Minkowski metric allows an interpretation of the affine parameter \(\tau\) of the particle four-velocity discussed in Sec. IIIA Consider an infinitesimal displacement tangent to a timelike particle worldline (i.e. one whose tangent vectors are timelike at each point on the curve). On the one hand, Eq. (13) yields

\[
\sqrt{-d\ell^2} = \frac{c d\tau}{\Lambda},
\]

(17)

where

\[
\frac{1}{\Lambda} = \sqrt{1 - \frac{\gamma(v, v)}{c^2}} = \sqrt{1 - \frac{\gamma_{ij}v^iv^j}{c^2}},
\]

(18)

defines the Lorentz factor \(\Lambda\) in terms of the instantaneous particle three-velocity. On the other hand, in a (possibly accelerated) ‘comoving’ reference frame carried along with the particle, this displacement involves no change in the spatial coordinates; it is purely an interval in the comoving time coordinate. Let the \(\tau\) affinely parametrizing the particle worldline be this ‘proper time’ coordinate; then, since \(d\ell^2\) is a scalar, \(\sqrt{-d\ell^2} = c\, d\tau\), and

\[
d\tau = \Lambda\, d\tau.
\]

(19)

Thus the particle four-velocity of Eq. (16) becomes

\[
[u^\mu]_\Theta = \Lambda\left[\begin{array}{c}
1 \\
u^1
\end{array}\right]_\Theta
\]

(20)

as reckoned by \(\Theta\). The scalar product of a four-velocity with itself is readily seen to be \(g(u, u) = -c^2\); in units with \(c = 1\), it is a timelike unit vector. That \(c\) is a maximum speed is indicated by the expression for the Lorentz factor in Eq. (18).

Turn next to the particle four-momentum \(p\). For a particle of mass \(m > 0\), \(p = mu\) satisfies \(g(p, p) = -m^2c^2\) and has components

\[
[p^\mu]_\Theta = \left[\begin{array}{c}
\epsilon_q/c^2 \\
q^1
\end{array}\right]_\Theta,
\]

(21)

with particle energy \(\epsilon_q = \Lambda m\) \(mc^2\) and three-momentum \(q^i = \Lambda m\) \(mv^i\) measured by \(\Theta\). Note that \(\epsilon_q = c\sqrt{m^2c^2 + \gamma(q, q)}\), and that \(q\) is a three-vector on \(S_t\), whose push-forward onto \(M\) (denoted by the same symbol \(q\)) has components

\[
[q^\mu]_\Theta = \left[\begin{array}{c}
0 \\
q^1
\end{array}\right]_\Theta
\]

(22)

according to \(\Theta\). The four-momentum of a massless particle is null, i.e. \(g(p, p) = 0\). Its worldline cannot be parametrized by a proper time; instead its affine parameter \(\lambda\) must be scaled such that

\[
[p^\mu]_\Theta = \left[\begin{array}{c}
\frac{dX^\mu}{d\lambda} \\
q^1
\end{array}\right]_\Theta = \left[\begin{array}{c}
\epsilon_q/c^2 \\
q^1
\end{array}\right]_\Theta,
\]

(23)
with particle energy \( \epsilon_q = c \sqrt{\gamma(q,q)} \). For later comparison with Galilei/Newton spacetime, it is worth remembering that the component \( p^0 \) is not the energy itself, but the inertia \( \epsilon_q/c^2 \), which in Minkowski spacetime varies with the particle momentum.

A spacetime diagram of \( \mathbb{M} \) as charted by the inertial frame \( \Theta \) (red), with \( c = 1 \), is shown in Fig. 1. By convention, the worldlines of the fiducial observers—relative to whose reference frame, in this case \( \Theta \), measurements are made—are vertical, and the hyperplanes of simultaneity of \( \Theta \) are horizontal. According to this convention, a speed measured by \( \Theta \) corresponds to the slope of a worldline relative to vertical. With \( c = 1 \), light rays are at 45°, midway between the \( \Theta \) observer worldlines and their hyperplanes of simultaneity. The future null cone of an event \( \mathcal{A} \) consists of all null vectors \( a \) with time component \( a^0 > 0 \); it bounds (from ‘below’) all events that can be affected by \( \mathcal{A} \). Similarly, a past null cone bounds (from ‘above’) all events that can influence \( \mathcal{A} \). The future and past of \( \mathcal{A} \) are separated by a region of spacelike displacements from \( \mathcal{A} \), which can neither influence nor be influenced by \( \mathcal{A} \). A particle with mass \( m > 0 \) has a time-like worldline; that \( c \) is a maximum speed corresponds geometrically to the requirement that a worldline passing through \( \mathcal{A} \) cannot pass outside the past and future null cones of \( \mathcal{A} \). The future and past null cones of the origin are also shown in Fig. 1 (black).

Minkowski spacetime is invariant under Poincaré transformations. These leave Eq. (13) in the same mathematical form, including the metric components as given in Eqs. (13)-(16), and therefore preserve the causal structure. The Poincaré group includes 10 continuous symmetries: 4 spacetime translations, 3 position space rotations, and 3 pseudo-rotations—the familiar Lorentz boosts that mix time and space. The discrete symmetries are spatial inversion (mirror reflection or parity reversal) and time reversal.

Lorentz boosts are transformations between inertial frames in uniform relative motion, with different families of inertial observers. An inertial frame \( \Theta' \) (blue) in relative motion to \( \Theta \) is also shown in Fig. 1 in particular the worldlines of a few of its observers and a few

FIG. 1. Minkowski spacetime \( \mathbb{M} \) as charted in time coordinate \( t \) and position space coordinate \( x \) (other position space dimensions suppressed) by a global inertial frame \( \Theta \) (red), in units with \( c = 1 \). A second inertial frame \( \Theta' \) (blue) with coordinates \( t', x' \) moving with positive velocity in the \( x \) direction relative to \( \Theta \) is also shown, as are the past and future null cones (black) emanating from the common origin of \( \Theta \) and \( \Theta' \). Curves of constant \( x, y, z \) and \( x', y', z' \) can be regarded as the worldlines of families of inertial observers (solid lines with arrows; those passing through the origin are labeled and distinguished with heavier line weight), whose four-velocities are given by timelike tangent vectors \( w \) and \( w' \) to the \( t \) and \( t' \) coordinate curves. Hyperplanes of simultaneity \( S \) and \( S' \) of \( \Theta \) and \( \Theta' \) (dashed lines; those passing through the origin are labeled and distinguished with heavier line weight) are defined by constant values of \( t \) and \( t' \) respectively, and are submanifolds with Euclidian geometry charted by the position space coordinates.

FIG. 2. Minkowski spacetime \( \mathbb{M} \) as charted in time coordinate \( t' \) and position space coordinate \( x' \) (other position space dimensions suppressed) by an inertial reference frame \( \Theta' \) (blue), in units with \( c = 1 \), showing also \( \Theta \) (red) moving with negative velocity in the \( x' \) direction relative to \( \Theta' \). This figure is a Lorentz boost or pseudo-rotation of Fig. 1 under which the null cones remain unchanged.
of its surfaces of simultaneity. Some of the remarkable aspects of Minkowski spacetime are discernible. For instance, the relativity of simultaneity is obvious in the non-coincidence of the hyperplanes of simultaneity \( S \) and \( S' \). Length contraction can be seen, for example, in the fact that in the hyperplane \( S_{t=0} \) of \( \Theta \), the event labeled \( x' = 2 \) by \( \Theta' \) has a coordinate \( x < 2 \) according to \( \Theta \). An example of time dilation can be seen by noting that the time interval experienced by an \( \Theta' \) observer traveling along \( x' = 0 \) from the origin to \( t' = 2 \) corresponds to a time interval \( t > 2 \) as reckoned in \( \Theta \).

The principle of special relativity is that the laws of physics must take the same mathematical form in any global inertial frame. As applied to \( \Theta \), this means invariance under Poincaré transformations. For instance, the laws of physics as expressed in \( \Theta' \), whose charting of \( M \) is shown in Fig. 1—a Lorentz boost or pseudo-rotation of Fig. 1—must have the same form as in \( \Theta \). (That the null cones remain unchanged under this transformation reflects the invariance of the Maxwell equations under Lorentz boosts, so that the speed of light is the same for all inertial observers.) This requirement is satisfied mathematically by expressing the laws of physics in terms of geometric objects, e.g., tensors on \( M \). For instance, in describing the acceleration of a particle as

\[
m \nabla_u u = m \frac{du}{d\tau} = \frac{dp}{d\tau} = f, \tag{24}
\]

the force \( f \) must be a four-vector on \( M \) in order that the equation be covariant under Poincaré transformations. Moreover, because \( g(p, p) = -m^2c^2 \) is a constant, Eq. (24) requires \( g(p, f) = 0 \). The Lorentz force law on a charged particle due to the electromagnetic field is the paradigmatic example satisfying these requirements.

According to the relation between time coordinate \( t \) and worldline affine parameter \( \tau \) discussed above, the time coordinate \( t \) of a global inertial frame \( \Theta \) is equal to \( \tau \) for the \( \Theta \) observers. Thus the components of the \( \Theta \) observer four-velocity \( w \) of Eq. (9) and its associated linear form \( \omega \) are

\[
[w^\mu]_\Theta = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad \omega_\mu = -c^2 \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}_\Theta \tag{25}
\]

as measured by \( \Theta \). Comparing with Eq. (2) for the time one-form reveals that

\[
\omega = -c^2 t, \tag{26}
\]

an association made possible by the Minkowski metric.

The \( \Theta \) observer four-velocity \( w \) is normal to \( S_t \), in the sense that it has a vanishing scalar product with the natural basis vectors \( \partial_t \), \( \partial_y \), and \( \partial_z \), tangent to the coordinate curves charting \( S_t \). However, that visually \( w \) makes a right angle with \( S_t \) in Fig. 1 looking like a normal in Euclid geometry, is an accident of convention. The \( \Theta' \) observer four-velocity \( w' \) is normal to \( S'_t \), but visually they do not make a right angle in Fig. 1. For both \( \Theta \) and \( \Theta' \), the normality according to the Minkowski metric is manifest graphically in the positioning of the null cone at an angle midway between the observer four-velocity and the hyperplanes of simultaneity.

Consider the projection tensor

\[
\gamma = g + c^2 t \otimes t = g + \frac{1}{c^2} w \otimes w, \tag{27}
\]

with components

\[
[\gamma_{\mu \nu}]_\Theta = \begin{bmatrix} 0 & 0 \\ 0 & \gamma_{ij} \end{bmatrix}_\Theta = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}_\Theta \tag{28}
\]

in inertial frame \( \Theta \). Use of the same symbol \( \gamma \) as for the three-metric is justified by the fact that for vectors \( a \) and \( b \) on \( M \) but tangent to \( S_t \), the result \( (a, b) = \gamma \) is the same as if \( \gamma, a, \) and \( b \) were all tensors on \( S_t \). With first index raised, this projection tensor reads

\[
\gamma' = \delta + c^2 t' \otimes t' = \delta + \frac{1}{c^2} w' \otimes w' = \delta - w \otimes t, \tag{29}
\]

also with components

\[
[\gamma'^{\mu \nu}]_\Theta = \begin{bmatrix} 0 & 0 \\ 0 & \gamma^{ij} \end{bmatrix}_\Theta = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}_\Theta \tag{30}
\]

with respect to \( \Theta \). This raised version \( \gamma' \) projects a vector on \( M \) into a vector tangent to \( S_t \). The other mixed version,

\[
\gamma' = \delta + c^2 t \otimes t' = \delta + \frac{1}{c^2} w \otimes w' = \delta - t \otimes w, \tag{31}
\]

with its second index raised, i.e. \( \gamma'_{\mu \nu} \), also has the same components according to \( \Theta \). Finally, the projection tensor with both indices raised is

\[
\gamma'' = \gamma' - c^2 t \otimes t = \gamma' + \frac{1}{c^2} w \otimes w, \tag{32}
\]

yet again with components

\[
[\gamma''^{\mu \nu}]_\Theta = \begin{bmatrix} 0 & 0 \\ 0 & \gamma''_{ij} \end{bmatrix}_\Theta = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}_\Theta \tag{33}
\]

with respect to \( \Theta \).

The particle four-velocity \( u \) and four-momentum \( p \) can be decomposed in terms of the \( \Theta \) observer four-velocity \( w \). Comparison of Eqs. (8), (20), and (25) reveals

\[
u = \Gamma_v (w + v). \tag{34}
\]

As for the four-momentum,

\[
p = \frac{c}{\Gamma_v} w + q. \tag{35}
\]
is a fiber bundle. This bundle has base space $T$ pressing physical time intervals in terms of differences of position space, a three-dimensional flat manifold with metric $\gamma$, up to a sign and factors of $c^2$, and contraction with $\gamma$ projects out the portion tangent to $S_t$ (i.e. $\Lambda v \mathbf{v}$ and $\mathbf{q}$).

A couple of final comments on the particle energy are in order. First, define a kinetic energy

$$e_q = \epsilon_q - mc^2 = (\Lambda v - 1) mc^2 \quad (36)$$

by subtracting from the total particle energy the portion associated with the rest mass. Second, determine the evolution of the kinetic energy from Eq. (24). Note that

$$\frac{de_q}{d\tau} = \frac{d\epsilon_q}{d\tau} = \frac{d}{d\tau} [-g(\mathbf{w}, \mathbf{p})] = -g(\mathbf{w}, \mathbf{f}), \quad (37)$$

in which $\mathbf{w}$, as the constant four-velocity of a global inertial observer, is not affected by the derivative. Using Eq. (34) and the fact that $\mathbf{u}$ is orthogonal to the acceleration (and hence to $\mathbf{f}$) results in

$$\frac{de_q}{d\tau} = g(\mathbf{v}, \mathbf{f}) = \gamma(v, \mathbf{f}) \quad (38)$$

for the evolution of kinetic energy, where the last equality follows from the fact that $\mathbf{v}$ is tangent to $S_t$.

### D. Galilei/Newton Spacetime

As described in Sec. IIIA Galilei/Newton spacetime $\mathcal{G}$ is a fiber bundle. This bundle has base space $T$, ‘time,’ a one-dimensional flat manifold with Euclidian distance expressing physical time intervals in terms of differences of a time coordinate $t$. The bundle has typical fiber $\mathbb{E}^3$, ‘position space,’ a three-dimensional flat manifold with metric $\gamma$; in rectangular coordinates $(x, y, z)$ on $\mathbb{R}^3$, $\gamma$ has the components displayed in Eq. (12), giving Euclidian geometry. Each fiber is a hyperplane of simultaneity $S_t$ corresponding to time $t$. The position space coordinates can be set independently on each $S_t$; but because of the affine structure of $\mathcal{G}$, they can be chosen such that the coordinate curves of $x$, $y$, and $z$—considered as scalar functions of the events in $\mathcal{G}$—are infinitely extended and mutually orthogonal parallel lines, as discussed in Sec. IIA.

In this case $(x^\mu) = (t, x, y, z) \in \mathbb{R}^4$ are Galilei coordinates constituting a global inertial frame on $\mathcal{G}$.

There is no spacetime metric on $\mathcal{G}$. There is no scalar product between four-vectors; physical time and distance are measured separately by the Euclidian geometries of $T$ and $\mathbb{E}^3$. There is no metric duality between vectors and linear forms, and more generally no raising and lowering of indices of tensors on $\mathcal{G}$. However, raising and lowering of indices of tensors on $S_t$ are allowed with respect to the three-metric $\gamma$. Considering also that on $\mathbb{M}$ the actions of $\mathbf{g}$ and $\gamma$ on tensors tangent to $S_t$ coincide, allow, for notational convenience—albeit with some trepidation—a limited use of the underbar and overarrow notation with tensors on $\mathcal{G}$, but strictly confined to tensors tangent to $S_t$; in which the associated raising and lowering is with respect to $\gamma$. As discussed further below, primary examples are what might loosely be regarded as variants of $\gamma$ itself, $\gamma$, $\bar{\gamma}$, and $\bar{\gamma}$. These are related by metric duality only on $S_t$; their four-dimensional extensions must be understood as independent tensors on $\mathcal{G}$, as if they were represented by different symbols altogether.

Let the universal time coordinate $t$ serve as the affine parameter $\tau$ of the particle four-velocity discussed in Sec. IIA. That is,

$$dt = d\tau, \quad (39)$$

and the particle four-velocity of Eq. (6) is simply

$$[u^\mu]_\Theta = \left[ \begin{array}{c} 1 \\ v^i \end{array} \right]_\Theta \quad (40)$$

as reckoned by $\Theta$.

The four-momentum $\mathbf{p} = m\mathbf{u}$ has components

$$[p^\mu]_\Theta = \left[ \begin{array}{c} m \\ q^i \end{array} \right]_\Theta \quad (41)$$

with three-momentum $q^i = m v^i$ measured by $\Theta$. That is, once again $\mathbf{q}$ is a three-vector on $S_t$, whose push-forward onto $\mathcal{G}$ (denoted by the same symbol $\mathbf{q}$) has components

$$[q^\mu]_\Theta = \left[ \begin{array}{c} 0 \\ q^i \end{array} \right]_\Theta \quad (42)$$

according to $\Theta$. In contrast to the relative time and relative particle energy—or rather, inertia $\epsilon_q/c^2$—of Minkowski spacetime, the absolute time of Galilei/Newton spacetime induces an absolute particle inertia $p^0 = m$.

A spacetime diagram of $\mathcal{G}$ as charted by the inertial frame $\mathcal{O}$ (red) is shown in Fig. 3. As with Figs. 1 and 2, by convention, the worldlines of the fiducial observers—relative to whose reference frame, in this case $\Theta$, measurements are made—are vertical. The hyperplanes of simultaneity, universal for all observers, are horizontal. According to this convention, a speed measured by $\Theta$ corresponds to the slope of a worldline relative to vertical, as was also the case in Figs. 1 and 2.

Galilei/Newton spacetime is invariant under inhomogeneous Galilei transformations. These leave the foliation of $\mathcal{G}$ into hyperplanes of absolute simultaneity $S_t$ intact, and therefore preserve the causal structure. Inhomogeneous Galilei transformations also leave the position space line element within each $S_t$ unchanged, so that the components of $\gamma$ are still given by Eq. (12). Like the Poincaré group, the inhomogeneous Galilei group includes 10 continuous symmetries: 4 spacetime translations; 3 position space rotations; and 3 Galilei boosts that leave time unchanged, but mix time into the position space coordinates. Again the discrete symmetries are spatial inversion and time reversal.

Galilei boosts are transformations between inertial frames in uniform relative motion, with different families of inertial observers. An inertial frame $\Theta'$ (blue) in
relative motion to \( \Theta \) is also shown in Fig. 3, in particular the worldlines of a few of its observers. The relativity of simultaneity, length contraction, and time dilation discernable in Figs. 1 and 2 are absent from Fig. 3. As applied to \( G \), the principle of special relativity means invariance under inhomogeneous Galilei transformations. For instance, the laws of physics as expressed in \( \Theta' \), whose charting of \( G \) is shown in Fig. 4, must have the same form as in \( \Theta \). (Under a Galilei boost the hyperplanes of simultaneity ‘freely slide’ past one another, like a beveling of a deck of cards, such that a ‘tilted’ family of worldlines can be brought to point ‘straight up.’) As with Minkowski spacetime, this requirement is satisfied mathematically in Galilei/Newton spacetime by expressing the laws of physics in terms of geometric objects, e.g. tensors on \( G \). For instance, in describing the acceleration of a particle as

\[
 m \nabla_u u = m \frac{du}{d\tau} = \frac{dp}{d\tau} = f, \tag{43}
\]

the force \( f \) must be a four-vector on \( G \) in order that the equation be covariant under inhomogeneous Galilei transformations. Because the derivative of the constant particle inertia \( m = \rho^0 \) vanishes, \( t(f) = t \cdot f = t_\alpha f^\alpha = 0 \), that is, \( f \) must be tangent to \( S_\tau \)—it is an instantaneous force—and it can depend only on the differences of particles’ positions and velocities on \( S_\tau \). Newton’s gravitational force law is the paradigmatic example satisfying this requirement.

With use of the Galilei/Newton absolute time \( t \) as the affine parameter \( \tau \) of particle worldlines, as discussed above, the components of the \( \Theta \) observer four-velocity \( \mathbf{w} \) of Eq. (9) are

\[
 [w^\mu]_\Theta = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \tag{44}
\]

as measured by \( \Theta \). Unlike Minkowski spacetime, because there is no spacetime metric on \( G \), there is no one-form \( \mathbf{w} \) associated with \( \mathbf{w} \) by metric duality. However, the one-form \( t \) of Eq. (2) may be regarded as a kind of ‘counterpart’ to the vector \( \mathbf{w} \).

The absence of a spacetime metric on \( G \) also means that \( \mathbf{w} \) cannot be regarded as ‘normal’ to \( S_\tau \); without a scalar product of four-vectors, there is no relation between \( \mathbf{w} \) and the natural basis vectors \( \partial_x, \partial_y, \partial_z \) tangent to the coordinate curves charting \( S_\tau \). As previously mentioned, under Galilei boosts the hyperplanes of simultaneity \( S_\tau \) freely slide past one another, so that Figs. 3 and 4 are equally valid. Neither \( \mathbf{w} \) of \( \Theta \) nor \( \mathbf{w}' \) of \( \Theta' \) are normal to \( S_\tau \). While for a different reason than
was the case in Minkowski spacetime $\mathbb{M}$, it is nevertheless also the case here that the angle of these different frames’ observer worldlines in a spacetime diagram relative to vertical has no invariant geometric meaning; the visual right angles relative to $S_t$ made by $w$ in Fig. 3 and by $w'$ in Fig. 4 are merely a matter of convention for identifying the frame regarded as ‘fiducial’ in a particular spacetime diagram.

The three-metric $\gamma$ on $S_t$ can be extended to a projection tensor on $\mathbb{G}$ with the same components according to $\Theta$ as shown in Eq. (28) on $\mathbb{M}$:

$$\gamma_{\mu\nu}^{\Theta} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$  \hspace{1cm} (45)

It cannot be written in terms of a spacetime metric tensor, since there is none on $\mathbb{G}$; that is, there is no counterpart to the expressions in Eq. (27). Nevertheless it is always fair to extend a multilinear form on $S_t$ to four dimensions, using the same symbol, since it behaves the same with respect to vectors on spacetime that happen to tangent to $S_t$. Moreover it is also possible to define a pair of $(1, 1)$ projection tensors

$$\tilde{\nabla} = \delta - w \otimes t,$$  \hspace{1cm} (46)

and

$$\gamma = \delta - t \otimes w,$$  \hspace{1cm} (47)

corresponding to the last equalities in Eqs. (29) and (31), again with the same components

$$[\tilde{\nabla}]_{\mu\nu}^{\Theta} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$  \hspace{1cm} (48)

according to $\Theta$, and similarly for the components $[\gamma]_{\mu\nu}^{\Theta}$ of $\gamma$. The push-forward of the inverse three-metric $\frac{1}{\gamma}$ of $S_t$ onto $\mathbb{G}$ is yet another tensor with the same components according to $\Theta$:

$$[\tilde{\gamma}]_{\mu\nu}^{\Theta} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}.$$  \hspace{1cm} (49)

As discussed near the beginning of this subsection, strictly speaking the arrow notation is only operative for the tensors confined to $S_t$; this is why the arrows are included as part of the tensor symbol itself in Eqs. (13), (14), and (15). The necessity of regarding $\gamma$, $\tilde{\nabla}$, $\gamma$, and $\tilde{\gamma}$ as separate tensors on $\mathbb{G}$, in contrast to these being related by metric duality on $\mathbb{M}$, speaks to the comparative ineligence of Galilei/Newton spacetime. As a final note, the properties of $\gamma$, $\tilde{\nabla}$, $\gamma$, and $\tilde{\gamma}$ under Galilei transformations are worked out in the Appendix; of these, $\tilde{\gamma}$ is special in that it has the same components shown in Eq. (49) in any frame related to $\Theta$ by a Galilei transformation (a property which will be relevant in Sec. III C; see also related remarks in Sec. II B).

The particle four-velocity $u$ and four-momentum $p$ can be expressed in terms of the $\Theta$ observer four-velocity $w$. Comparison of Eqs. (34), (40), and (44) reveals

$$u = w + v.$$  \hspace{1cm} (50)

As for the four-momentum,

$$p = m w + q,$$  \hspace{1cm} (51)

thanks to Eqs. (11), (12), and (14). In each case, contraction with $\frac{1}{\gamma}$ projects out the portion tangent to $S_t$ (i.e. $v$ and $q$).

The absolute nature of particle inertia in $\mathbb{G}$—which ultimately stems from absolute time—means that inertia and energy are not linked; the particle four-momentum does not include the kinetic energy, which has to be introduced by hand as a separate concept (once again highlighting the lesser theoretical unity of Galilei/Newton spacetime). From a four-dimensional perspective, one can feed $u$ and Eq. (43) into the two slots of the four-dimensional $\gamma$. Alternatively, recognizing that Eq. (43) relates entities tangent to $S_t$, one can take the scalar product of $v$ (also tangent to $S_t$) with Eq. (43) with respect to the three-metric $\gamma$. Either way, the result is

$$\frac{de_q}{d\tau} = \gamma (v, f),$$  \hspace{1cm} (52)

where

$$e_q = \frac{1}{2m} \gamma (q, q)$$  \hspace{1cm} (53)

defines the particle kinetic energy.

E. Contrast and Comparison

Geometrically, the fiber bundle nature and associated causality structure of $\mathbb{G}$ are justifiably recognized as qualitatively different from the pseudo-Riemann manifold nature and associated causality structure of $\mathbb{M}$. Note in particular that Eqs. (13), (14) becomes senseless when $c \to \infty$; this corresponds to the non-existence of a spacetime metric on $\mathbb{G}$, and is central to the qualitative difference between $\mathbb{M}$ and $\mathbb{G}$. [Note however that $\frac{1}{\gamma}$ of Eq. (49) is the $c \to \infty$ limit of the inverse metric $\frac{1}{g}$ on $\mathbb{M}$; see Eq. (16).] Thus $\frac{1}{\gamma}$ is a kind of geometric remnant that survives the limit of $\mathbb{M}$ to $\mathbb{G}$, with the previously-noted invariance of Eq. (49) under Galilei transformations being analogous to the invariance of the inverse Minkowski metric under Lorentz transformations.] But it is also worth pausing to reflect on the extent to which $\mathbb{G}$ is like $\mathbb{M}$ in the limit $c \to \infty$. Begin with the visual appearance of spacetime diagrams. In units with $c = 1$, the null cones of Figs. 1 and 2 are at 45°. But in units more suited to ordinary human experience, for instance in which $c \approx 3 \times 10^8$ m/s, the null cones become visually indistinguishable from horizontal. The
surfaces of simultaneity $S_{t=0}$ and $S'_{t=0}$ in Figs. 1 and 2 get squashed between the null cones pressing into the horizontal plane, visually appearing coincident as in Figs. 3 and 4. Analytically, $\Lambda_n \to 1$ and $c \sigma/c^2 \to m$, so that Eqs. (19), (20), and (21) go over to (29), (30), and (31). The evolution of particle kinetic energy takes the same form in Eqs. (38) and (52), with Eq. (36) reducing to Eq. (53). And of course, the Poincaré transformations with their familiar Lorentz boosts limit smoothly to inhomogeneous Galilei transformations with their familiar Galilei boosts.

III. FLUID DYNAMICS

One way to motivate the geometric structures characterizing fluid dynamics on spacetime is to generalize particle mechanics to continuum mechanics via the formalism of kinetic theory. For a simple fluid consisting of only a single particle type—and given a foliation of spacetime in which to study, for example, an initial value problem—interest focuses on macroscopic equations for particle number, momentum, and energy. Some useful background can be found in, for instance, Refs. [13, 15–22].

A. Kinetic Theory

Kinetic theory is a link between microscopic particle dynamics and a macroscopic continuum description of a physical system. It considers volume elements that are macroscopically small—in practical terms, infinitesimal—yet contain a very large number of particles, enabling a statistical description. Consider a position space volume element $t \, dV_t$ in spacetime, where $t$ is the one-form defined in Sec. II A and $dV_t$ is a three-volume in the hypersurface $S_t$. For a single particle type of mass $m$, consider also a thin tube of particle worldlines, with four-momenta such that their three-momenta separated out by the chosen decomposition of $p$ in Figs. 5 and 6.

The corresponding Galilei-invariant three-momentum element associated with $\mathcal{G}$ is

$$dP_m = \frac{1}{(2\pi\hbar)^3} \frac{dq}{m}$$

(55)

with reference to Eq. (51). The number of such worldlines piercing $t \, dV_t$ is

$$f (t \cdot p) \, dP_m \, dV_t = f t_{\alpha} p^\alpha \, dP_m \, dV_t,$$

(56)

which defines the single-particle distribution function $f$ as a scalar field on phase space (i.e. spacetime and momentum space restricted to the mass shell). Slice off a short section of the tube of worldlines whose timelike extent is $p \, d\lambda$, where $\lambda$ is the affine parameter of the worldlines. The Liouville theorem and an assumption of uncorrelated particle collisions leads to the Boltzmann equation

$$\frac{df}{d\lambda} = C(f),$$

(57)

expressing the change—due to microscopic interactions as given by the phase space density of collisions $C(f)$—in worldline occupancy along the length of the tube segment. The left-hand side is a directional derivative along the phase flow:

$$L_m(f) = C(f),$$

(58)

where $L_m$ is the Liouville vector, restricted to the mass shell, arising from the equations determining the worldlines $\mathcal{X}(\lambda)$:

$$\frac{d\mathcal{X}(\lambda)}{d\lambda} = p,$$

(59)

$$\frac{dp}{d\lambda} = m f.$$  

(60)

[The force vector $f$ and its components $f^\mu$ are not to be confused with the distribution function $f$, a scalar. The factor of $m$ appears in Eq. (60) so that $f$ has the same definition as in Eqs. (24) and (13), recalling that $d\tau = m \, d\lambda$.] Clearly a plausible account in terms of kinetic theory requires a distinction between long-range forces $f$, responsible for the deviation of particle worldlines from geodesics; and short-range forces responsible for particle collisions, over whose microscopic effective range particle worldlines can be regarded as rectilinear.

An explicit expression for the Liouville vector $L_m$ based on Eqs. (55) and (60), and the concomitant rendering of Eq. (55) into a partial differential equation, depends on a choice of phase space coordinates—four spacetime coordinates, and three momentum space coordinates on the mass shell. Approach this task in a geometric spirit by choosing momentum space coordinates in accordance with a decomposition of $p$ in terms of the four-velocity of observers associated with a reference frame in which the momentum components are to be reckoned. That is, the coordinates on the momentum space mass shell can be chosen to be the spacetime components (with respect to some three-dimensional basis linearly independent of the observer four-velocity) of the three-momentum separated out by the chosen decomposition of $p$.

An example of such a decomposition of $p$ is provided in Eqs. (55) and (61), alluded to above in connection with invariant momentum space volume elements. In this example, take both the spacetime and momentum space coordinates from a frame $\mathcal{G}$ with spacetime coordinates
and Eqs. (59) and (60) give

\[ \frac{dx^\mu}{d\lambda} \frac{\partial f}{\partial x^\mu} + \frac{dq^i}{d\lambda} \frac{\partial f}{\partial q^i} = C(f), \]

(61)

and Eqs. (59) and (60) give

\[ \frac{dx^\mu}{d\lambda} = p^\mu, \]

\[ \frac{dq^i}{d\lambda} = m f^i, \]

(62)

(63)

assuming \( \Theta \) is a global inertial frame on the affine spacetimes \( \mathbb{M} \) or \( \mathbb{G} \). Then comparison with Eq. (58) yields

\[ \mathbf{L}_m = p^\alpha \partial_{x^\alpha} + m f^i \partial_{q^i}, \]

(64)

for the Liouville vector. While the focus of this paper is on the affine spacetimes \( \mathbb{M} \) or \( \mathbb{G} \), indulge for a moment consideration of curved spacetime. In this case Eq. (63) reads

\[ \frac{dq^i}{d\lambda} = -\Gamma^i_{\beta\alpha} p^\beta p^\alpha + m f^i, \]

so that the Liouville vector

\[ \mathbf{L}_m = p^\alpha \partial_{x^\alpha} - \Gamma^i_{\beta\alpha} p^\beta \partial_{q^i} + m f^i \partial_{q^i}, \]

(65)

(66)

now includes the connection coefficients due to spacetime curvature. Even on \( \mathbb{M} \) or \( \mathbb{G} \), connection coefficients appear in the Liouville vector if momentum space coordinates are chosen based on momentum components measured not with respect to a global inertial frame, but instead with respect to a frame field (tetrad) that varies across spacetime, as for instance resulting from use of curvilinear coordinates or accelerated observers. Consider for instance a different decomposition of \( \mathbf{p} \):

\[ \mathbf{p} = \frac{\epsilon_s}{c^2} \mathbf{U} + \mathbf{s} \quad (\text{on } \mathbb{M}), \]

(67)

\[ \mathbf{p} = m \mathbf{U} + \mathbf{s} \quad (\text{on } \mathbb{G}), \]

(68)

where \( \mathbf{U} \) is the four-velocity field of accelerated observers associated with some reference frame \( \Theta \), not a global inertial frame; and \( \mathbf{s} \) is the three-momentum in this frame. With reference to \( \Theta \), the invariant three-momentum volume element is

\[ d\mathbf{p}_m = \frac{c^2}{(2\pi\hbar)^3} \frac{d\mathbf{s}}{\epsilon_s} \quad (\text{for } \mathbb{M}), \]

(69)

\[ d\mathbf{p}_m = \frac{1}{(2\pi\hbar)^3} \frac{d\mathbf{s}}{m} \quad (\text{for } \mathbb{G}). \]

(70)

The components of \( \mathbf{s} \) are governed by

\[ \frac{ds^i}{d\lambda} = -\Gamma^i_{\beta\alpha} p^\beta \partial_{q^\alpha} + m f^i, \]

(71)

and the Liouville vector reads

\[ \mathbf{L}_m = p^\alpha \partial_{x^\alpha} - \Gamma^i_{\beta\alpha} p^\beta \partial_{q^i} + m f^i \partial_{q^i}. \]

(72)

In these expressions, unaccented indices represent components measured with respect to \( \Theta \), while indices accented with a tilde (‘) are components measured with respect to \( \tilde{\Theta} \). The components of \( \mathbf{U} \) and \( \mathbf{s} \) according to \( \Theta \) are

\[ [U^{\bar{\mu}}]_{\bar{\Theta}} = \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad [s^{\bar{i}}]_{\bar{\Theta}} = \begin{bmatrix} 0 \\ s^1 \end{bmatrix}, \]

(73)

so that indeed it is sensible to use the three components \( (s^i) \) as coordinates on the mass shell in momentum space. (Beware that the transformation relating \( \Gamma^{i}_{\mu\nu} \) to \( \Gamma^{\rho}_{\mu\nu} \) is more complicated than it would be if these were components of a tensor. In the case that \( \Theta \) is a local Minkowski frame, the \( \Gamma^{i}_{\mu\nu} \) are known as Ricci rotation coefficients.)

It is conceptually useful to combine the first two terms of Eqs. (59) or (70) into a single operator acting on the distribution function \( f \), representing the variation of \( f \) in spacetime while holding the vector \( \mathbf{p} \) fixed; hence the presence of connection coefficients to account for the change in components of \( \mathbf{p} \). This operator has been denoted by a variety of notations involving indices; see for instance Eqs. (2.11) or (2.34) in Ref. [16], Eq. (104) and associated footnote in Ref. [17], and Eq. (13) in Ref. [18]. Introduce instead a coordinate-free version of this operator, \( \nabla |_\mathbf{p} \), such that Eq. (58) reads

\[ \mathbf{p} \cdot \nabla |_\mathbf{p} f + m f \cdot \mathcal{D}|_m f = C(f). \]

(74)

There are two covariant derivatives in this rendering of the Boltzmann equation: \( \nabla |_\mathbf{p} \), a spacetime derivative, with the vertical bar and its subscript indicating that the vector \( \mathbf{p} \) (but not necessarily its components in an arbitrary coordinate system) is held fixed; and \( \mathcal{D}|_m \), a momentum space derivative, with the vertical bar and its subscript \( m \) indicating restriction to the mass shell. In this way the distracting connection coefficients multiplying momentum coordinate derivatives are subsumed into an operator associated with the spacetime geometry giving rise to them, leaving a long-range force \( f \) that makes worldlines differ from geodesics cleanly separated. Because the use of a subscripted vertical bar collides with the common practice of using a vector subscript to convert a covariant derivative into a directional derivative [as for instance in Eqs. (2.4) and (2.13)], the dot operator (‘) is used in Eq. (73) instead.

A strength of the coordinate-free notation in Eq. (74) is that it immediately suggests a conservative formulation of the first term:

\[ \nabla |_\mathbf{p} \cdot (f \mathbf{p}) + m f \cdot \mathcal{D}|_m f = C(f). \]

(75)

Indeed such conservative formulations have been demonstrated in detail \[20, 21, 23\]: on \( \mathbb{M} \), Eq. (73) becomes
\[ \nabla_\alpha (p^\alpha f) + \frac{\epsilon_s}{c^2} \partial_t \left( -\frac{c^2}{\epsilon_s} \Gamma^\alpha_{\beta\gamma} p^\beta p^\gamma f \right) + m f^\alpha \partial_t f = C(f) \]

when rendered, for instance, in terms of the coordinates used in Eq. (72). On \( \mathbb{G} \), a similar equation obtains with \( \epsilon_s/c^2 \rightarrow m \). The utility of a conservative formulation like Eq. (76) is that the second term gives a vanishing surface integral when integrated over \( dP_m \) as given in Eqs. (69)-(70).

B. Particle Number and Fluid Velocity Vectors

The first momentum moment of the particle distribution function provides a macroscopic particle number flux, the four-vector

\[ N = \int f \ p \ dP_m. \]  

(77)

This can be used to define a fluid four-velocity \( U \), which can be regarded as the four-velocity of 'comoving observers' that ride along with the fluid, associated with a reference frame \( \mathcal{O} \), by writing also

\[ N = n U \]

(78)

and analyzing Eq. (77) to define the particle number density \( n \) as well as \( U \).

For this purpose begin with the decomposition of \( p \) as given in Eqs. (54) and (51) on \( \mathbb{M} \) and \( \mathbb{G} \) respectively, regarding \( w \) as the four-velocity of observers—call them 'fiducial observers'—associated with a globally inertial frame \( \mathcal{O} \). Define the three-velocity \( v_q \) associated with the three-momentum \( q \) measured by \( \mathcal{O} \) as

\[ v_q = \frac{c^2 q}{\epsilon_q} \]  

(79)

\[ v_q = \frac{q}{m} \]  

(80)

Then, referring to Eqs. (54) and (55), the number flux vector reads as

\[ N = \int f \ (w + v_q) \ \frac{dq}{(2\pi\hbar)^3} \]  

(81)

on both \( \mathbb{M} \) and \( \mathbb{G} \).

Next, recognize that just as the four-velocity \( u \) of an individual particle can be decomposed in terms of a three-velocity \( v \) measured by the fiducial observers of \( \mathcal{O} \) as in Eqs. (54) and (55) on \( \mathbb{M} \) and \( \mathbb{G} \) respectively, so also the fluid four-velocity \( U \) can be decomposed as

\[ U = \Lambda_U (w + V) \]  

(82)

\[ U = w + V \]  

(83)

in which \( V \) is the fluid three-velocity, tangent to \( S_t \), measured in \( \mathcal{O} \). Using this to substitute for \( w \) in Eq. (81) gives

\[ N = \frac{U}{\Lambda U} \int \frac{f \ dq}{(2\pi\hbar)^3} - V \int \frac{f \ dq}{(2\pi\hbar)^3} + \int \frac{f v_q \ dq}{(2\pi\hbar)^3} \]

(84)

on \( \mathbb{M} \), and similarly with \( \Lambda_U \rightarrow 1 \) on \( \mathbb{G} \). Define, therefore, the particle number density \( N \) and average three-velocity \( V \) measured by the fiducial observers of \( \mathcal{O} \) as

\[ N = \int \frac{f \ dq}{(2\pi\hbar)^3}, \]  

(85)

\[ V = \frac{1}{N} \int \frac{f v_q \ dq}{(2\pi\hbar)^3}. \]

(86)

on both \( \mathbb{M} \) and \( \mathbb{G} \). Then the last two terms of Eq. (84) cancel, and comparison of the first term with Eq. (78) yields

\[ n = \frac{N}{\Lambda_U} \]  

(87)

\[ n = N \]  

(88)

Note that the particle number vector decomposes as

\[ N = N (w + V) \]

(89)

on both \( \mathbb{M} \) and \( \mathbb{G} \).

While \( N \) has been recognized in Eq. (83) as the particle number density measured by the fiducial observers associated with \( \mathcal{O} \), the meaning of \( n \) as the number density measured by the comoving observers associated with \( \mathcal{O} \) should be more directly shown. Now that the fluid four-velocity \( U \) has been defined in Eqs. (82)-(83) and (86), consider again Eq. (77) defining \( N \) in light of the alternative decomposition of \( p \) given by Eqs. (67)- (68). In this decomposition \( a \) is recognized as the particle three-momentum measured by the comoving observers, associated with \( \mathcal{O} \), having four-velocity \( U \). As above, define the associated particle three-velocity as

\[ v_s = \frac{c^2 s}{\epsilon_s} \]  

(90)

\[ v_s = \frac{s}{m} \]  

(91)

Then, referring to Eqs. (69) and (70), the number flux vector reads as

\[ N = \int f (U + v_s) \ \frac{ds}{(2\pi\hbar)^3} \]

\[ = U \int \frac{f \ ds}{(2\pi\hbar)^3} + \int \frac{f v_s \ ds}{(2\pi\hbar)^3} \]

(92)

on both \( \mathbb{M} \) and \( \mathbb{G} \). Comparison with Eq. (78) shows that

\[ n = \int \frac{f \ ds}{(2\pi\hbar)^3}, \]

(93)

\[ 0 = \int \frac{f v_s \ ds}{(2\pi\hbar)^3}. \]

(94)
so that \( n \) is indeed the particle number density measured in \( \Theta \); and that the average three-velocity measured in \( \Theta \) vanishes, as expected in what is defined as the ‘comoving frame.’

Conservation of particles is expressed by the vanishing spacetime divergence of the particle number flux vector \( \mathbf{N} \). Take the divergence of Eq. (77) and find

\[
\nabla \cdot \mathbf{N} = \int \mathbf{p} \cdot \nabla |_{\mathbf{p}} f \, dP_m = \int \nabla |_{\mathbf{p}} \cdot (f \mathbf{p}) \, dP_m = \int C(f) \, dP_m - \int m f \cdot \mathcal{D} |_{m} f \, dP_m \tag{95}
\]

by virtue of Eqs. (74) and (75). With only a single particle species, scattering is the only possible type of collision interaction; the integral of \( C(f) \) over all momenta in the first term of the last line must vanish, as particles can be neither created nor destroyed. As for the vanishing of the second term in the last line, consider only the paradigmatic forces on \( M \) and \( G \)—the electromagnetic Lorentz force and Newton gravitational force respectively.

On \( M \), the Lorentz force on a particle of charge \( e \) and four-momentum \( \mathbf{p} \) is

\[
m f_{\text{Lorentz}} = e \mathbf{F} \cdot \mathbf{p}, \tag{96}
\]

where \( \mathbf{F} \) is an antisymmetric bilinear form, the electromagnetic field tensor. In examining its effect in the last term of Eq. (95), express the integral over the mass shell as an integral over all momentum space—with the four-dimensional volume element expressed schematically as \( dP = p^2/(2\pi \hbar)^3 \) and a Dirac delta function restricting the integrand:

\[
-2 \int (m f \cdot \mathcal{D}) \theta(\mathbf{p}) \delta \left( g(\mathbf{p}, \mathbf{p}) + m^2 c^2 \right) \, dP = 0, \tag{97}
\]

in which \( \theta(\mathbf{p}) = 1 \) if \( \mathbf{p} \) is future-directed and vanishes otherwise, and the momentum space derivative \( \mathcal{D} \) is no longer restricted to the mass shell. In the case of the Lorentz force of Eq. (96), this can be expressed

\[
-2 \int \mathcal{D} \cdot \left[ \theta(\mathbf{p}) \delta \left( g(\mathbf{p}, \mathbf{p}) + m^2 c^2 \right) f m f_{\text{Lorentz}} \right] \, dP = 0, \tag{98}
\]
yielding a vanishing surface integral if the integrand goes to zero for infinite momenta. Both \( f_{\text{Lorentz}} \) and the delta function could be brought inside the derivative because the antisymmetry of \( \mathbf{F} \) implies both that \( \mathcal{D} \cdot f_{\text{Lorentz}} = 0 \) and \( g(\mathbf{p}, f_{\text{Lorentz}}) = 0 \).

On \( G \), the Newton gravitational force on a particle of mass \( m \) is

\[
f_{\text{Newton}} = -m \mathbf{D} \Phi, \tag{99}
\]

where \( \mathbf{D} \) is the covariant derivative operator on \( \mathcal{S}_t \) and \( \Phi \) is the Newton gravitational potential. This is independent of particle momentum, so that the last term of Eq. (95) is

\[
- f_{\text{Newton}} \cdot \int \mathcal{D} |_{m} f \, m \, dP_m = 0, \tag{100}
\]
in which the perfect integral vanishes provided the distribution function goes to zero for infinite momenta. Therefore, at least for the paradigmatic long-range forces on \( M \) and \( G \) respectively,

\[
\nabla \cdot \mathbf{N} = 0 \tag{101}
\]

expresses particle conservation in both cases. [In fact the conditions on the force \( f \) required for the the last term of Eq. (95) to vanish enter into the derivation of the Boltzmann equation in the first place.]

C. Stress-Inertia Tensor

The second momentum moment of the particle distribution function, the \((2, 0)\) tensor

\[
T = \int f \mathbf{p} \otimes \mathbf{p} \, dP_m, \tag{102}
\]
is often called the stress-energy (or energy-momentum) tensor. This is sensible in units with \( c = 1 \); but recalling Eqs. (21) and (41), for the purpose of addressing fluid dynamics on both \( M \) and \( G \) on as unified a footing as possible, it seems more sensible to call it the stress-inertia (or inertia-momentum) tensor. Having defined the fluid four-velocity \( U \) associated with a comoving reference frame \( \Theta \) in Sec. III B, use the decomposition of \( \mathbf{p} \) in Eqs. (67) and (68) to motivate definitions of an internal energy density \( \epsilon \), pressure \( p \), energy flux \( J \), and viscous stress \( \Pi \) measured in \( \Theta \); then a comoving ‘fluid element’ can be regarded as a system to which the laws of thermodynamics can be applied to relate these quantities.

Dealing first with \( M \), Eqs. (67), (69), (80), and (102) give

\[
T = \int f \frac{\epsilon_s}{c^2} (U + \mathbf{v}_s) \otimes (U + \mathbf{v}_s) \frac{ds}{(2\pi \hbar)^3}. \tag{103}
\]

Referring back to the particle kinetic energy defined in Eq. (36), define similarly the particle energy without rest mass \( \epsilon_s = \epsilon_s - mc^2 \) with reference to \( \Theta \) instead of \( \Theta \), so that the coefficient of \( U \otimes U/c^2 \) can be expressed

\[
\int f \frac{\epsilon_s}{(2\pi \hbar)^3} = mc^2 n + e, \tag{104}
\]

where Eq. (89) has been used, and

\[
e = \int f \frac{\epsilon_s}{(2\pi \hbar)^3}, \tag{105}
\]
defines the internal energy density measured with respect to \( \Theta \). The energy flux relative to \( \Theta \) is a vector making a tensor product with \( U/c^2 \) in Eq. (103):

\[ J = \int \frac{f \epsilon_a v_s \, ds}{(2\pi h)^3} = \int \frac{f \epsilon_a v_s \, ds}{(2\pi h)^3}, \quad (106) \]

where the last equality, due to Eq. (94), means that mass flux (times \( c^2 \)) does not contribute to \( J \). Finally, Eq. (103) includes the pressure tensor

\[ P = \int \frac{f \epsilon_a (v_s \otimes v_s) \, ds}{(2\pi h)^3}. \quad (107) \]

Because \( v_s \) is orthogonal to \( U \),

\[ 0 = g(U, J) = U \cdot J, \quad (108) \]

\[ 0 = U \cdot P = P \cdot U. \quad (109) \]

It is useful to define the (0, 2) comoving frame projection tensor

\[ h = g + \frac{1}{c^2} U \otimes U \quad (110) \]

in \( \Theta \), analogous to \( \gamma \) of Eq. (27) for the fiducial inertial frame \( \Theta \), and satisfying

\[ 0 = h \cdot U = U \cdot h. \quad (111) \]

The pressure tensor decomposes as

\[ P = p \tilde{h} + \Pi, \quad (112) \]

in which the isotropic pressure \( p \) and viscous stress tensor \( \Pi \) measured in \( \Theta \) satisfy

\[ p = \frac{1}{3} \text{Tr}(h \cdot P), \quad (113) \]

\[ 0 = \text{Tr}(h \cdot \Pi). \quad (114) \]

Putting all this together,

\[ T = \left( m n + \frac{e}{c^2} \right) U \otimes U + U \otimes \frac{J}{c^2} + \frac{J}{c^2} \otimes U + p \tilde{h} + \Pi \quad (115) \]

exhibits the stress-inertia tensor on \( \mathbb{M} \).

Turning next to \( G \), Eqs. (105), (70), (91), and (102) give

\[ T = \int f m (U + v_s) \otimes (U + v_s) \frac{ds}{(2\pi h)^3}. \quad (116) \]

With an inertia that does not depend on momentum, the coefficient of \( U \otimes U \) integrates directly to \( m n \) thanks to Eq. (93), and the terms mixed in \( U \) and \( v_s \) vanish because of Eq. (94). There remains the pressure tensor

\[ P = \int f m (v_s \otimes v_s) \frac{ds}{(2\pi h)^3}. \quad (117) \]

Because there is no spacetime metric on \( G \), there is no direct analogue of Eq. (110) to use in decomposing \( P \) into its isotropic and viscous parts. However, while \( \tilde{h} \) and \( \tilde{h} \) are distinct projection tensors on \( M \) for \( \Theta \) and \( \Theta \) respectively, on \( G \) it turns out that no separate (2, 0) projection operator is needed; \( \Theta \) and \( \Theta \) are related by a local Galilei transformation; and as discussed in Sec. (113) the components of the (2, 0) tensor \( \tilde{h} \) do not change under such a transformation. Therefore the pressure tensor decomposes as

\[ P = p \tilde{\gamma} + \Pi, \quad (118) \]

in which the isotropic pressure \( p \) and viscous stress tensor \( \Pi \) measured in \( \Theta \) satisfy

\[ p = \frac{1}{3} \text{Tr}(\gamma \cdot P), \quad (119) \]

\[ 0 = \text{Tr}(\gamma \cdot \Pi). \quad (120) \]

Putting all this together,

\[ \nabla \cdot T = \int p \left( \nabla \cdot \frac{p}{f} \right) \, dP_m \]

\[ = \int \nabla \cdot \left( \frac{p}{f} \cdot (f \cdot p \otimes p) \right) \, dP_m \]

\[ = \int p \left( C(f) + f \cdot D(\frac{f}{m}) \right) \, dP_m, \quad (122) \]

in which Eq. (75) has been multiplied by \( p \). With only a single particle species, the scattering that is the only possible interaction between point particles must, like colliding billiard balls, conserve four-momentum; thus the integral in the first term of the last line vanishes due to four-momentum conservation. As in Sec. (111) evaluate the second term in terms of the paradigmatic forces on \( \mathbb{M} \) and \( G \)—the electromagnetic Lorentz force and Newton gravitational force respectively.

For the Lorentz force on \( \mathbb{M} \), considerations similar to those in Sec. (111) lead to

\[ -2 \int p \left( D \cdot [\Theta(p) \delta (g(p, p) + 2m^2c^2) f m f_{\text{Lorentz}}] \right) \, dP = 0 \quad (123) \]

for the last term in Eq. (122). After integration by parts, returning this to an integral over the mass shell gives

\[ \int f m f_{\text{Lorentz}} \, dP_m = e \tilde{F} \cdot \int f p \, dP_m \]

\[ = e \tilde{F} \cdot N, \quad (124) \]
in which Eqs. (77) and (96) have been used.

For the Newton gravitational force on $G$, upon integration by parts the last term of Eq. (95) becomes

$$-\int p (m f_{\text{Newton}} \cdot \mathcal{D}|m f) \, dp_m = f_{\text{Newton}} \int f \, m \, dp_m = -m N \overrightarrow{\Phi}$$

(125)

when Eqs. (51), (55), (83), and (99) are taken into account.

Therefore the divergence of the stress-inertia tensor $T$ is

$$\nabla \cdot T = e \overrightarrow{F} \cdot N \quad \text{(on } M), \quad \nabla \cdot T = -m N \overrightarrow{D} \Phi \quad \text{(on } G)$$

(126) (127)

for the paradigmatic long-range forces on $M$ and $G$ respectively.

D. Three-Momentum Tensor

In contrast to the number vector of Eq. (77) expressing the flux of a single quantity—particle number—the stress-inertia tensor of Eq. (102) embodies the flux of three-momentum. Thus, while the divergence of the number vector in Eq. (101) will ultimately reduce to a single four-momentum. Thus, while the divergence of the number vector of Eq. (77) expressing the flux of particle number—the quantities $J$ and $\Pi$ associated with energy and momentum exchange between fluid elements.

Begin the separation by defining a (1,1) tensor $M$ expressing the flux of three-momentum. In particular, having chosen a fiducial frame $\mathcal{O}$—a global inertial frame, whose time coordinate $t$ yields hyperplanes of simultaneity $S_t$, and whose associated observers have four-velocity $w$—let it express the flux of the three momentum measured by $\mathcal{O}$:

$$M = \int f \gamma \otimes p \, dp_m$$

(128)

(note the first slot of this tensor is ‘index down’). Because $q = \gamma \cdot p$ [recall again Eqs. (34) and (50)], comparison with Eq. (102) shows that

$$M = \gamma \cdot T.$$  \hfill (129)

This applies to both $M$ and $G$; recall from the discussion in Sec. II D that the underbar notation, applied here to $q$, is allowed on $G$ because $q$ is tangent to $S_t$.

After having decomposed $T$ in Eqs. (115) and (121) in terms of quantities defined with respect to the comoving frame $\mathcal{O}$, the projection of momentum with respect to $\mathcal{O}$ in Eq. (129) entails some algebraic complications associated with the relationship between the two frames. (The more elegant geometry of $M$ relative to $G$ now begins to lead to messier practical consequences.) To help manage this, group the various terms in $M$ as

$$M = M_{\text{perfect}} + M_{\text{dissipative}},$$

(130)

where $M_{\text{perfect}}$ includes terms involving $n$, $c$, and $p$, properties intrinsic to a fluid element; and $M_{\text{dissipative}}$ involves the quantities $J$ and $\Pi$ associated with energy and momentum exchange between fluid elements.

On $M$, inserting Eq. (115) in Eq. (129) yields

$$M_{\text{perfect}} = \lambda V \left( m n + \frac{\epsilon + p}{c^2} \right) \otimes U + p \gamma,$$

(131)

in which Eqs. (82) and (110) have been used, and the left arrow in $\gamma$ denotes that the last index of a multilinear form has been raised; and

$$M_{\text{dissipative}} = \lambda V \otimes \frac{J}{c^2} + \frac{J}{c^2} \otimes U + \Pi \gamma,$$

(132)

in which the linear form $J$ and (1,1) tensor $\Pi$

$$J = \gamma \cdot J,$$

(133)

$$\Pi = \gamma \cdot \Pi$$

(134)

have been defined.

On $G$ things are simpler: inserting Eq. (121) in Eq. (129) yields

$$M_{\text{perfect}} = m n V \otimes U + p \gamma,$$

(135)

$$M_{\text{dissipative}} = \Pi \gamma,$$

(136)

reflecting the decompositions in Eqs. (83) and (118). (Again, the underbar notation is allowed because $V$ is tangent to $S_t$.)

Because $\nabla \gamma = 0$ on affine $M$ and $G$ (as readily seen in $\mathcal{O}$), insertion of Eq. (129) into Eqs. (126) and (127) shows that $M$ satisfies

$$\nabla \cdot M = e \overrightarrow{F} \cdot N \quad \text{(on } M), \quad \nabla \cdot M = -m N D \Phi \quad \text{(on } G),$$

(137) (138)

in which the bilinear form

$$\overrightarrow{F} = \gamma \cdot \overrightarrow{F}$$

(139)

has been defined. On $M$, the Lorentz force density on a current density $eN$ can be recognized with a suitable decomposition of the electromagnetic field tensor $\overrightarrow{F}$. The Newton gravitational force density is apparent on $G$.

E. Energy Vector

Having defined a (1,1) tensor $M$ (first index down) embodying the flux of three-momentum as measured by the fiducial—and, on $M$ and $G$, inertial—frame $\mathcal{O}$, define also a vector $E$ expressing the flux of total kinetic energy
measured by $\Theta$, that is, the particle energy that excludes its rest mass:

$$E = \int f \, e_q \, p \, dp_m,$$

(140)

recalling that $e_q$ is defined by Eqs. 53 and 55 on $M$ and $G$ respectively.

On $M$, the relation $e_q + mc^2 = \epsilon_q = -\mathbf{w} \cdot \mathbf{p}$ gives

$$E = \int f \left(-\mathbf{w} \cdot \mathbf{p} - mc^2\right) \, dp_m$$

$$= -\mathbf{w} \cdot \mathbf{T} - mc^2 \mathbf{N},$$

(141)

thanks to Eqs. (77) and (102). Because energy is a form of inertia, it is not surprising that $E$ can be expressed in terms of the stress-inertia tensor $T$. Insertion of Eqs. (78) and (113) into Eq. (141) gives rise to several contractions. Most simply, Eq. (82) gives

$$-\mathbf{w} \cdot \mathbf{U} = \Lambda \mathbf{v} c^2.$$

(142)

Together with the fact that $J$ and $\Pi$ are orthogonal to $U$ [see Eqs. (108), (109), (110), and (112)], Eq. (82) also implies that

$$-\mathbf{w} \cdot \mathbf{J} = \mathbf{V} \cdot \mathbf{J} = \mathbf{V} \cdot \mathbf{J}_\gamma,$$

(143)

$$-\mathbf{w} \cdot \mathbf{\Pi} = \mathbf{V} \cdot \mathbf{\Pi} = \mathbf{V} \cdot \mathbf{\Pi}_\gamma,$$

(144)

where $\mathbf{J}_\gamma$ and $\mathbf{\Pi}_\gamma$ are defined in Eqs. (133) and (134).

Breaking $E$ into two pieces

$$E = E_{\text{perfect}} + E_{\text{dissipative}}$$

(145)

as was done with the momentum tensor $M$,

$$E_{\text{perfect}} = \left((\Lambda \mathbf{v} - 1) mc^2 n + \Lambda \mathbf{v} \left(e + p\right)\right) \mathbf{U}$$

$$- p \mathbf{w},$$

(146)

$$E_{\text{dissipative}} = \Lambda \mathbf{V} \cdot \mathbf{J} + \mathbf{V} \cdot \mathbf{\Pi}_\gamma + \frac{1}{e^2} \left(\mathbf{V} \cdot \mathbf{J}_\gamma\right) \mathbf{U}$$

(147)

collect the terms arising from Eq. (141).

On $G$, use of Eq. (52) in Eq. (140) yields

$$E = \frac{1}{2m} \int f \, \gamma(q,q) \, p \, dp_m.$$

(148)

Because of the absolute nature of inertia on $G$, it does not contain energy or momentum; thus Eq. (148) is not readily expressed (at least in toto) in terms of the stress-inertia tensor $T$. Indeed, Eq. (148) contains a third moment in $q$, while $T$ is only a second moment in $q$ on $G$; thus expression of $E$ in terms of quantities measured by $\Theta$ (in order to leverage thermodynamics) will have to proceed more directly. The three-momentum $q$ according to $\Theta$ can be expressed, as expected, as

$$q = m (V + v_s)$$

(149)

thanks to Eqs. (51), (68), (83), and (91). This gives three cross terms in the scalar product in Eq. (148). The term with a scalar product of $V$ with itself is

$$\frac{m}{2} \gamma(V, V) \int f \, p \, dp_m = \frac{m}{2} \gamma(V, V) \mathbf{N}$$

$$= \frac{1}{2} m n \gamma(V, V) \mathbf{U}$$

(150)

by Eqs. (77) and (88). The cross terms with a scalar product of $V$ with $v_s$ give

$$\mathbf{V} \cdot \int f m \, v_s \otimes p \, dp_m = \mathbf{V} \cdot \int f m \, \left(U + v_s\right) \, ds$$

$$= \mathbf{V} \cdot \mathbf{P}$$

$$= p \mathbf{V} + \mathbf{V} \cdot \mathbf{\Pi}_\gamma,$$

(151)

in which Eqs. (68) and (70) have been used. Finally, the term arising from the scalar product of $v_s$ with itself is

$$\int f \frac{m}{2} \gamma(v_s, v_s) \, p \, dp_m = \int f \, c_s \left(U + v_s\right) \, ds$$

$$= c \mathbf{U} + J,$$

(152)

where Eqs. (68) and (70) have been used, and the definitions in Eqs. (105) and (106) have been adopted. Putting all this together, the expressions

$$E_{\text{perfect}} = \left[\frac{1}{2} m n \gamma(V, V) + e\right] \mathbf{U} + p \mathbf{V},$$

(153)

$$E_{\text{dissipative}} = \mathbf{J} + \mathbf{V} \cdot \mathbf{\Pi}_\gamma$$

(154)

comprise the terms in $E$ on $G$.

On $M$, an equation obeyed by $E$ follows quickly from Eqs. (121), (122), and (111):

$$\nabla \cdot E = e \, N \mathbf{V} \cdot \mathbf{F} \cdot \mathbf{w} \quad \text{(on } M\text{),}$$

(155)

in which Eq. (89) and the antisymmetry of the electromagnetic field tensor $\mathbf{F}$ have been used. With a suitable decomposition of $\mathbf{F}$ this is recognized as Joule heating.

On $G$, the fact that $E$ is not expressible solely in terms of the first and second momentum moments means that its governing equation cannot be justified in terms of those previously obtained for $N$ and $T$. Instead, a short calculation like that in Eq. (125)—but with an extra factor of momentum and a contraction—can be undertaken directly, with the result

$$\nabla \cdot E = -m \, N \mathbf{V} \cdot D \Phi \quad \text{(on } G\text{),}$$

(156)

featuring a ‘gravitational power’ source term.

F. 3+1 Fluid Dynamics

To summarize the current section to this point: the previous subsections have motivated three principal geometric objects characterizing a simple fluid on both Minkowski spacetime $M$ and Galilei/Newton spacetime $G$—the particle number vector $N$, the $(1,1)$ three-momentum tensor $M$ (first index down), and the energy...
vector $\mathbf{E}$. These names derive from their defining expressions in Eqs. (77), (125), and (140), which exhibit the quantities whose spacetime flux is generated by the flow of particles with four-momenta $\mathbf{p}$. Note that separate mention of three-momentum and energy already presupposes some chosen fiducial frame—in this paper, on $\mathbb{M}$ and $\mathbb{G}$, an inertial frame $\Theta$—with which are associated a family of observers with constant four-velocity $\mathbf{w}$, and a foliation of spacetime (whether $\mathbb{M}$ or $\mathbb{G}$) into hyperplanes of simultaneity $S_t$.

In addition to these spacetime fluxes of quantities defined with respect to fiducial observers, crucial for allowing the equations governing them to form a closed system are the definitions of a family of comoving observers and quantities measured by them. This begins with a specification of a ‘fluid velocity.’ Associated with this is a notion of macroscopically small but microscopically large ‘fluid elements’ of a fixed number of particles, which can be regarded as a system to which thermodynamics can be applied in order to provide the necessary closures.

The average flow of particle number defines a fluid velocity vector $\mathbf{U}$, taken to be the four-velocity of comoving observers, whose reference frame is denoted $\tilde{\Theta}$. The fluid four-velocity $\mathbf{U}$, three-velocity $\mathbf{V}$, and particle density $N$ are defined by Eqs. (82)-(83) and (85)-(86). (The three-velocity $\mathbf{V}$ can be regarded as a four-vector on $\mathbb{M}$ or $\mathbb{G}$ that happens to be tangent to $S_t$.) Even in coordinate-free notation, these definitions reference the fiducial frame $\Theta$, in the following sense: they rely on a decomposition, in Eqs. (25), (51) and (29)-(30), of particle four-momentum $\mathbf{p}$ that separates the portion tangent to $S_t$ from $\mathbf{w}$, i.e. the particle three-momentum $\mathbf{q}$ and associated particle velocity $\mathbf{v}_p$.

The definition of fluid velocity $\mathbf{U}$ allows quantities measured by comoving observers to be defined. In particular, an alternative decomposition of $\mathbf{p}$ can be given, see Eqs. (97)-(98) and (110)-(111), furnishing the particle three-momentum $\mathbf{s}$ and velocity $\mathbf{v}_s$ according to $\tilde{\Theta}$. (Notice that reference to a different set of observers does not require use of components and a change of coordinates; use of coordinate-free notation is fully viable, and even conceptually simplifying, for this purpose.) Then the particle density $n$ according to $\tilde{\Theta}$ can be given [Eq. (69)], and the vanishing average velocity in the comoving frame confirmed [Eq. (71)]. The internal energy density $e$ [Eq. (103)] and pressure $p$ [Eqs. (107), (112) and (117), (118)] round out the quantities characterizing a fluid element. The quantities responsible for dissipation—which are non-zero only if the distribution function $f$ is asymmetric as a function of the comoving frame rectangular components of $\mathbf{v}_p$—are the internal energy flux $\mathbf{J}$ [Eq. (106)] and viscous stress $\mathbf{\Pi}$ [Eqs. (107), (112) and (117), (118)], representing internal energy and momentum exchange between fluid elements. (Ultimately by definition—and with the caveat that it is not the only possible convention, see e.g. Ref. 13—in the present treatment of a simple fluid there is no net particle number exchange between fluid elements.) Again, the assumption of fluid dynamics is that, given some microscopic model, all of these quantities defined in the comoving frame are related by (non-equilibrium, if necessary) thermodynamics.

In the course of defining both the primary geometric objects associated with fiducial observers—the spacetime fluxes $\mathbf{N}$, $\mathbf{M}$, and $\mathbf{E}$—and the fluid velocity characterizing comoving observers and the physical quantities measured by them, relationships between them have also been given in the preceding subsections. For $\mathbf{N}$, these include Eqs. (87)-(89). For $\mathbf{M}$, the relevant equations are Eq. (130), followed by Eqs. (131)-(132) on $\mathbb{M}$, and by Eqs. (135)-(136) on $\mathbb{G}$. For $\mathbf{E}$, the relationships are given in Eq. (145), followed by Eqs. (146)-(147) on $\mathbb{M}$, and by Eqs. (153)-(154) on $\mathbb{G}$. For both $\mathbf{M}$ and $\mathbf{E}$, it has seemed worthwhile to separate contributions labeled ‘perfect’ (pertaining to quantities characterizing individual fluid elements) and ‘dissipative’ (involving quantities expressing ‘leakage’ between fluid elements)—both to help manage the algebraic complications associated with relating two sets of observers, and because the limit of a perfect fluid is commonly used in practice.

Having completed this summary view to this point, the next step is to convert the balance equations obeyed by $\mathbf{N}$, $\mathbf{M}$, and $\mathbf{E}$ in Eqs. (101), (137)-(138), and (155)-(156), involving spacetime divergences, into $3 + 1$ equations suitable for initial value problems. As alluded to above, an important step towards a $3 + 1$ perspective has already been taken in the separation of momentum and energy embodied in $\mathbf{M}$ and $\mathbf{E}$, defined with reference to the fiducial observer four-velocity $\mathbf{w}$ and hyperplanes of simultaneity $S_t$; what remains is to similarly decompose the spacetime divergences. On the affine spacetimes $\mathbb{M}$ and $\mathbb{G}$, and for the inertial fiducial observers of $\Theta$, rectangular coordinates give an instant $3 + 1$ separation

$$[\nabla \mu]|_\Theta = \left[ \frac{\partial}{\partial t}, \frac{\partial}{\partial x^i} \right].$$

But in more geometric terms, the time derivative can be expressed (thanks to the constancy of $\mathbf{w}$) as the Lie derivative $\mathcal{L}_w = \mathbf{w} \cdot \nabla$, and the spatial derivative in terms of a covariant derivative $\mathbf{D}$ on $S_t$. These operate on the corresponding elements of a decomposition of the slots of $\mathbf{N}$, $\mathbf{M}$, and $\mathbf{E}$ which are contracted with the spacetime operator $\nabla$.

Such a decomposition of $\mathbf{N}$ is given already in Eq. (89), such that Eq. (104) takes on the $3 + 1$ form

$$\mathcal{L}_w \mathbf{N} + \mathbf{D} \cdot \mathbf{F}_N = 0,$$

on both $\mathbb{M}$ and $\mathbb{G}$, where

$$\mathbf{F}_N = \mathbf{N} \mathbf{V}$$

is the ‘spatial’ flux, i.e. the portion of the spacetime particle flux $\mathbf{N}$ tangent to $S_t$, and the fiducial particle density $N$ in $\Theta$ is given in terms of the comoving density $n$ in $\tilde{\Theta}$ by Eqs. (87)-(88).
Similar decompositions of $\mathbf{M}$ and $E$ remain to be given. For this purpose the decompositions of the fluid four-velocity $\mathbf{U}$ in Eqs. (122)-(123) are needed. Also needed are decompositions of the internal energy flux $\mathbf{J}$:

$$J = \frac{1}{c^2} (\mathbf{V} \cdot J_\gamma) \mathbf{w} + J_\gamma \quad \text{(on } \mathbb{M}), \quad (160)$$

$$J = J_\gamma \quad \text{(on } \mathbb{G}), \quad (161)$$
in which the linear form $J_\gamma$ defined in Eq. (133) and the vector

$$J_\gamma = J \cdot \widehat{\gamma} \quad (162)$$

are both tangent to $S_t$. Similarly,

$$\Pi_\gamma = \frac{1}{c^2} (\mathbf{V} \cdot \Pi_{\gamma\gamma}) \otimes \mathbf{w} + \Pi_{\gamma\gamma} \quad \text{(on } \mathbb{M}), \quad (163)$$

$$\Pi_\gamma = \Pi_{\gamma\gamma} \quad \text{(on } \mathbb{G}), \quad (164)$$

with

$$\Pi_{\gamma\gamma} = \Pi_\gamma \cdot \gamma, \quad (165)$$

$$\Pi_{\gamma\widehat{\gamma}} = \Pi_\gamma \cdot \widehat{\gamma}. \quad (166)$$

Further decompose the viscous stress $\Pi$, already partially decomposed as $\Pi_\gamma$ in Eq. (134). (The decompositions on $\mathbb{M}$ utilize the fact that $J$ and $\Pi$ are orthogonal to $\mathbf{U}$.)

These decompositions allow the three-momentum Eqs. (157)-(158) to take the 3 + 1 form

$$\mathcal{L}_w \mathbf{S} + D \cdot \mathbf{F}_S = e \mathbf{F}_\gamma \cdot \mathbf{N} \quad \text{(on } \mathbb{M}), \quad (167)$$

$$\mathcal{L}_w \mathbf{S} + D \cdot \mathbf{F}_S = -m \mathbf{N} D\Phi \quad \text{(on } \mathbb{G}). \quad (168)$$

Here the momentum density $\mathbf{S}$ is a linear form that can be expressed as

$$\mathbf{S} = \mathbf{S}_{\text{perfect}} + \mathbf{S}_{\text{dissipative}}, \quad (169)$$

with a corresponding breakdown of the spatial flux $\mathbf{F}_S$. In particular,

$$\mathbf{S}_{\text{perfect}} = \Lambda V^2 \left( mn + \frac{e + p}{c^2} \right) \mathbf{V} \quad \text{(on } \mathbb{M}), \quad (170)$$

$$\mathbf{S}_{\text{perfect}} = mn \mathbf{V} \quad \text{(on } \mathbb{G}), \quad (171)$$

and

$$\mathbf{S}_{\text{dissipative}} = \frac{1}{c^2} [(\mathbf{V} \cdot \Pi_{\gamma\gamma}) + \Lambda \mathbf{V} J_\gamma]$$

$$+ \frac{\Lambda V}{c^2} (\mathbf{V} \cdot J_\gamma) \mathbf{V} \quad \text{(on } \mathbb{M}), \quad (172)$$

$$\mathbf{S}_{\text{dissipative}} = 0 \quad \text{(on } \mathbb{G}). \quad (173)$$

Meanwhile

$$\mathbf{F}_{S_{\text{perfect}}} = \mathbf{S}_{\text{perfect}} \mathbf{V} + p \mathbf{\widehat{\gamma}} \quad (174)$$

is the perfect flux on both $\mathbb{M}$ and $\mathbb{G}$, and

$$\mathbf{F}_{S_{\text{dissipative}}} = \frac{1}{c^2} \left[ \Lambda V \mathbf{V} \otimes J_\gamma + \Lambda \mathbf{V} J_\gamma \otimes \mathbf{V} \right]$$

$$+ \Pi_{\gamma\widehat{\gamma}} \quad \text{(on } \mathbb{M}), \quad (175)$$

$$\mathbf{F}_{S_{\text{dissipative}}} = \Pi_{\gamma\widehat{\gamma}} \quad \text{(on } \mathbb{G}). \quad (176)$$

are the dissipative fluxes.

The above-referenced decompositions also allow the energy Eqs. (155)-(156) to take the 3 + 1 form

$$\mathcal{L}_w E + D \cdot \mathbf{F}_E = e N \mathbf{V} \cdot \mathbf{F} \cdot \mathbf{w} \quad \text{(on } \mathbb{M}), \quad (177)$$

$$\mathcal{L}_w E + D \cdot \mathbf{F}_E = -m N \mathbf{V} \cdot D\Phi \quad \text{(on } \mathbb{G}). \quad (178)$$

Here the energy density $E$ can be expressed as

$$E = E_{\text{perfect}} + E_{\text{dissipative}}, \quad (179)$$

with a corresponding breakdown of the spatial flux $\mathbf{F}_E$. In particular,

$$E_{\text{perfect}} = \Lambda V \left( [(\Lambda V - 1) mc^2 n + \Lambda V (e + p)]$$

$$- p \right) \quad \text{(on } \mathbb{M}), \quad (180)$$

$$E_{\text{perfect}} = \frac{1}{2} mn \gamma (\mathbf{V}, \mathbf{V}) + e \quad \text{(on } \mathbb{G}), \quad (181)$$

and

$$E_{\text{dissipative}} = \frac{2\Lambda V}{c^2} (\mathbf{V} \cdot J_\gamma)$$

$$+ \frac{\Lambda V}{c^2} V \cdot \Pi_{\gamma\gamma} \cdot \mathbf{V} \quad \text{(on } \mathbb{M}), \quad (182)$$

$$E_{\text{dissipative}} = 0 \quad \text{(on } \mathbb{G}). \quad (183)$$

Meanwhile

$$\mathbf{F}_{E_{\text{perfect}}} = (E_{\text{perfect}} + p) \mathbf{V} \quad (184)$$

is the perfect flux on both $\mathbb{M}$ and $\mathbb{G}$, and

$$\mathbf{F}_{E_{\text{dissipative}}} = \Lambda V J_\gamma + V \cdot \Pi_{\gamma\gamma}$$

$$+ \frac{\Lambda V}{c^2} (\mathbf{V} \cdot J_\gamma) \mathbf{V} \quad \text{(on } \mathbb{M}), \quad (185)$$

$$\mathbf{F}_{E_{\text{dissipative}}} = J_\gamma + V \cdot \Pi_{\gamma\widehat{\gamma}} \quad \text{(on } \mathbb{G}) \quad (186)$$

are the dissipative fluxes.

In the dissipative densities and fluxes there are a number of terms on $\mathbb{M}$ that vanish when $c \to \infty$, resulting in expressions that reduce (as expected) to those obtained on $\mathbb{G}$. Such terms are typically noted and labeled as ‘inherently relativistic’ dissipative effects. The present discussion clarifies their origin: comoving frame quantities are required to close the system via thermodynamics, and the terms in question ultimately arise due to the mismatch in hyperplanes of simultaneity between the fiducial and comoving frames on $\mathbb{M}$.

**IV. CONCLUSION**

Taking fluid dynamics on Minkowski spacetime as a reference with which comparisons might be made and against which contrasts can be drawn, the purpose of this paper is to consider Galilei/Newton fluid dynamics in geometric terms from a spacetime perspective. In a different spirit than the remarks in the concluding section of Ref. [22], which emphasize distinct principles that
might be taken to underlie non-relativistic and relativistic fluid dynamics, the goal here has been to start with a common framework—a generic kinetic theory of classical particles—in order to explore the extent to which concepts and geometric objects pertaining to fluid dynamics can be developed in parallel on both Minkowski spacetime $\mathbb{M}$ and Galilei/Newton spacetime $\mathbb{G}$.

Comparison and contrast begin with the spacetimes themselves, discussed in Sec. III Both $\mathbb{M}$ and $\mathbb{G}$ are four-dimensional differentiable manifolds; more particularly, they are both affine spaces admitting global inertial reference frames. Selection of a particular inertial frame $\Theta$ as ‘fiducial’ provides an associated family of observers with constant four-velocity $w$ and hyperplanes of simultaneity $S_{t}$. Minkowski spacetime $\mathbb{M}$ is a pseudo-Riemann manifold with spacetime metric $g$ embodying an invariant null cone structure, with the pull-back $\gamma$ of $g$ onto each ‘position space’ hyperplane $S_{t}$ constituting the flat three-metric thereon. In contrast, $\mathbb{G}$ has no spacetime metric; it is a fiber bundle with a one-dimensional base manifold, ‘time,’ and ‘position space’ fibers constituting invariant hyperplanes of simultaneity $S_{t}$, upon which $\gamma$ is the flat three-metric. While a pseudo-Riemann manifold and a fiber bundle are qualitatively different, the correspondence between the invariant structures of $\mathbb{M}$ and $\mathbb{G}$ can be pictured in a spacetime diagram as the limit $c \to \infty$ pressing a null cone of $\mathbb{M}$ down onto a fiducial observer position space hyperplane (visualized as the horizontal axis), squeezing the distinct hyperplanes of simultaneity of inertial observers in relative motion in $\mathbb{M}$ into an absolute hyperplane of simultaneity of $\mathbb{G}$. Moreover, the (push-forward of the) inverse three-metric $\gamma^{-1}$ on $\mathbb{G}$ is the $c \to \infty$ limit of the inverse spacetime metric $\gamma^{-1}$ on $\mathbb{M}$, with the Galilei invariance of the components of $\gamma^{-1}$ recognized as a geometric remnant of the Lorentz invariance of the components of $\gamma$.

A classical particle worldline is a curve on spacetime, whose suitably parametrized tangent vector is the particle four-momentum $p$. The zeroth component $p^{0}$ is the particle inertia; on $\mathbb{M}$ the inertia $c_{q}/c^{2}$ depends on the particle three-momentum $q$, while on $\mathbb{G}$ the inertia is simply the particle rest mass $m$—an absolute inertia resulting from absolute simultaneity. Because kinetic energy $c_{q}$ contributes to inertia on $\mathbb{M}$, it can readily be extracted from $p$. In contrast, the absolute nature of inertia on $\mathbb{G}$ means that inertia and energy are not linked, such that the notion of kinetic energy must be introduced by hand as a separate concept. However, once defined on $\mathbb{G}$ in such a way that it is the $c \to \infty$ limit of $c_{q}$ on $\mathbb{M}$, the kinetic energy turns out to obey the same geometric equation on both $\mathbb{M}$ and $\mathbb{G}$ [see Eqs. (183) and (182)].

A kinetic theory of classical particles motivates certain geometric objects pertaining to fluid dynamics, as summarized more fully in Sec. III E Two types of reference frames must be invoked. First, a fiducial frame $\Theta$ is necessary to cover an extended region of spacetime with a single coordinate system. (On $\mathbb{M}$ and $\mathbb{G}$, as addressed in this paper, the fiducial frame is a global inertial one in which the paradigmatic forces of electromagnetism and gravity can be defined respectively.) Second, a comoving frame $\tilde{\Theta}$ is also necessary, in order to define quantities related by thermodynamics, so that a closed system of equations can be obtained. Defining and working with quantities related to these two frames does not require use of components and changes of coordinates; use of coordinate-free geometric notation is fully viable, and even conceptually simplifying, for this purpose.

A geometric spacetime perspective capable of embracing both Minkowski and Galilei/Newton fluid dynamics on a somewhat common footing must of necessity be at least partly a $3+1$ formulation, as opposed to being fully four-dimensional. This is not because of the particle number four-vector $N$—the first $p$ moment of the particle distribution function $f$—which is of essentially the same character on $\mathbb{M}$ and $\mathbb{G}$, as discussed in Sec. III B. The important difference appears in connection with the second $p$ moment of $f$, the tensor $T$ addressed in Sec. III C. This is normally known as the stress-energy (or energy-momentum) tensor, but the present comparison with the Galilei/Newton case brings into sharp focus the realization that it is more properly understood as a stress-inertia (or inertia-momentum) tensor. This has some impact on the nature of the $(1, 1)$ three-momentum tensor $M$, obtained in Sec. III D on both $\mathbb{M}$ and $\mathbb{G}$ as the projection of the first slot of $T$ onto the hyperplanes of simultaneity $S_{t}$. But the much larger difference is in connection with an energy four-vector $E$ introduced in Sec. III E, due to the conceptual difference in particle kinetic energy $c_{q}$ discussed in the paragraph before last: on $\mathbb{M}$, because kinetic energy contributes to inertia, the vector $E$ can readily be obtained in terms of the projection of $T$ to the inertial observer four-velocity $w$; but on $\mathbb{G}$, the absolute nature of inertia implies that a comparable projection of $T$ (via the time one-form $t$) would be effectively redundant with the particle number vector $N$. Thus there is no simple relation between $E$ and $T$ on $\mathbb{G}$, despite the fact that $E$ on $\mathbb{G}$ turns out to be the $c \to \infty$ limit of $E$ on $\mathbb{M}$.

While this ab initio distinction between three-momentum and energy is necessary to accommodate the Galilei/Newton case, the geometric objects $N$, $M$, and $E$—the spacetime fluxes of particle number, three-momentum, and energy—nevertheless obey balance equations involving spacetime divergences on both $\mathbb{M}$ and $\mathbb{G}$:

$$\nabla \cdot N = 0, \quad (187)$$

$$\nabla \cdot M = Q_{S}, \quad (188)$$

$$\nabla \cdot E = Q_{E}, \quad (189)$$

where the sources $Q_{S}$ and $Q_{E}$ are for instance those given in Secs. III D and III E for electromagnetism on $\mathbb{M}$ and gravity on $\mathbb{G}$.

However, a fully $3+1$ formulation is desirable for practical solution of initial value problems in any case, and this also can be expressed in a coordinate-free geometric
way, as given in Sec. III.F. On the affine spacetimes $\mathcal{M}$ and $\mathcal{G}$,

\[
\mathcal{L}_w N + D \cdot F_N = 0, \\
\mathcal{L}_w S + D \cdot F_S = Q_S, \\
\mathcal{L}_w E + D \cdot F_E = Q_E,
\]

where $N$, $S$, and $E$ are are volume densities of particle number, three-momentum, and internal-plus-kinetic energy measured by the fiducial observers of $\Theta$, with $F_N$, $F_S$, $F_E$ being the corresponding spatial fluxes; and $\mathcal{L}_w$ and $D$ are respectively the Lie derivative along the fiducial observer four-velocity $w$ and the three-covariant derivative on the hyperplanes of simultaneity $S$. In coordinates associated with the fiducial (and, on $\mathcal{M}$ and $\mathcal{G}$, inertial) observers, these equations reduce immediately to the familiar conservative formulations of special relativistic and non-relativistic hydrodynamics. And in this geometric form, they will provide a useful conceptual bridge to arbitrary-Lagrange-Euler and general relativistic formulations.

**Appendix: Transformation properties of the projector in Galilei/Newton spacetime**

In Galilei/Newton spacetime, consider the manner in which the tensors $\gamma$, $\nabla$, $\nabla$, and $\partial$—discussed in the paragraph containing Eq. (15)—behave under a Galilei transformation $G$ between a frame $\Theta$ and a frame $\Theta'$. Given components $\gamma_{\mu\nu}$ of $\gamma$ in $\Theta$, the components in $\Theta'$ are

\[
\gamma'_{\mu'\nu'} = G^\alpha_{\mu'} G^\beta_{\nu'} \gamma_{\alpha\beta}.
\]

Expressing Eq. (15) in block matrix form as

\[
[\gamma_{\mu\nu}] = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix},
\]

and given a Galilei transformation matrix

\[
[G^\mu_{\mu'}] = \begin{bmatrix} 1 & 0 \\ v & R \end{bmatrix}
\]

in which $v$ is a $3 \times 1$ matrix of Galilei boost parameters and $R$ is a $3 \times 3$ orthogonal rotation matrix ($R^T = R^{-1}$), Eq. (A.1) can be expressed in block matrix form as

\[
[\gamma_{\mu'\nu'}] = \begin{bmatrix} 1 & v^T \\ 0 & R^T \end{bmatrix} \begin{bmatrix} 0 & 1 \\ v & R \end{bmatrix} = \begin{bmatrix} 0 & v^T R \\ R^T v & 1 \end{bmatrix}.
\]

The inverse Galilei transformation matrix is

\[
[G^\mu'_{\mu}] = \begin{bmatrix} 1 & -v R^{-1} \\ -v^T & R \end{bmatrix},
\]

used to find $(\nabla)^\mu'_{\nu'} = G^\alpha^\mu_{\mu'} G^{\nu'}_{\nu} (\nabla)^\alpha_{\beta}$.

\[
(\nabla)^\mu'_{\nu'} = \begin{bmatrix} 1 & 0 \\ -v^{-1} & R^{-1} \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ v & R \end{bmatrix} = \begin{bmatrix} 0 & 0 \\ R^{-1} v & 1 \end{bmatrix}.
\]

A similar calculation for $(\nabla)^\mu'_{\nu'} = G^\alpha^\mu_{\mu'} G^{\nu'}_{\nu} (\nabla)^\alpha_{\beta}$ yields

\[
(\nabla)^\mu'_{\nu'} = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & -v^T R \\ v^T R & 1 \end{bmatrix}.
\]

While the components of $\gamma$, $\nabla$, and $\partial$ all change, the case of $\partial$ is special, for the components $(\partial)_{\mu'\nu'} = G_{\mu'}^\mu G_{\nu'}^\nu (\partial)^\alpha_{\beta}$ are

\[
(\partial)_{\mu'\nu'} = \begin{bmatrix} 1 & 0 \\ -v^{-1} & R^{-1} \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} = (\partial)^{\mu'\nu'}.
\]

remaining unchanged under Galilei transformations.
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