Characterizing mass, momentum, energy and metal outflow rates of multi-phase galactic winds in the FIRE-2 cosmological simulations
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ABSTRACT

We characterize mass, momentum, energy and metal outflow rates of multi-phase galactic winds in a suite of FIRE-2 cosmological “zoom-in” simulations from the Feedback in Realistic Environments (FIRE) project. We analyze simulations of low-mass dwarfs, intermediate-mass dwarfs, Milky Way-mass halos, and high-redshift massive halos. Consistent with previous work, we find that dwarfs eject about 100 times more gas from their interstellar medium (ISM) than they form in stars, while this mass “loading factor” drops below one in massive galaxies. Most of the mass is carried by the hot phase ($\sim 10^5$ K) in massive halos and the warm phase ($10^3 - 10^5$ K) in dwarfs; cold outflows ($< 10^3$ K) are negligible except in high-redshift dwarfs. Energy, momentum and metal loading factors from the ISM are of order unity in dwarfs and significantly lower in more massive halos. Hot outflows have higher specific energy than needed to escape from the gravitational potential of dwarf halos; indeed, in dwarfs, the mass, momentum, and metal outflow rates increase with radius whereas energy is roughly conserved, indicating swept up halo gas. Burst-averaged mass loading factors tend to be larger during more powerful star formation episodes and when the inner halo is not virialized, but we see effectively no trend with the dense ISM gas fraction. We discuss how our results can guide future controlled numerical experiments that aim to elucidate the key parameters governing galactic winds and the resulting associated preventative feedback.
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1 INTRODUCTION

Supernova (SN) driven winds play a fundamental role in modern models of galaxy formation by helping to regulate star formation. Without SN-driven winds, models would predict an overabundance of dwarf galaxies compared to observations (e.g., White & Frenk 1991; Benson et al. 2003; Kereš et al. 2009), overestimate the average stellar masses formed within dwarf halos (e.g., Dekel & Silk 1986; Springel & Hernquist 2003), and fail to match the redshift evolution of several observed scaling relations (e.g., Somerville et al. 2001). In addition to regulating star formation, galactic winds are thought to affect the thermodynamic state and metal content
of the circumgalactic medium (CGM; e.g., see the review by Tumlinson et al. 2017) as well as chemically enrich the intergalactic medium (IGM; e.g., Oppenheimer & Davé 2006). Winds may also fuel a significant fraction of late-time star formation in more massive halos by recycling back into the interstellar medium (ISM; e.g., Oppenheimer et al. 2010; Henriques et al. 2013; White et al. 2015; Anglés-Alcázar et al. 2017a). In lower mass halos, SN-driven winds may more easily escape and heat the CGM/IGM, causing preventative feedback effects by suppressing gas accretion in the first place (e.g., van de Voort et al. 2011; Davé et al. 2012; Lu et al. 2013; Pandya et al. 2020) and decreasing the metal and dust content of dwarfs (e.g., Davé et al. 2011; Feldmann 2015).

Despite their central importance, a complete characterization of galactic winds in a cosmological context and their implications for galaxy evolution has remained elusive. In the current landscape of models, genuinely emergent wind properties have been predicted by “resolved” ISM simulations but these only represent a relatively small sub-galactic region and generally assume ζ = 0 Milky Way-like global conditions (e.g., Walch et al. 2015; Martizzi et al. 2016; Li et al. 2017; Kim & Ostriker 2018; Kim et al. 2020a). Extending SN-driven wind predictions to global galaxy scales has been challenging, but much progress has been made using idealized high-resolution simulations of dwarfs and more massive galaxies (e.g., Hopkins et al. 2012; Fielding et al. 2017a; Smith et al. 2018; Hu 2019; Li & Tonnesen 2020). On cosmological scales, all large-volume models are effectively phenomenological: they must implement wind scalings “by hand” and rely on subgrid approaches that require tunable free parameters such as hydrodynamically decoupled wind particles or temporary shut off of cooling (e.g., Springel & Hernquist 2003; Stinson et al. 2006; Davé et al. 2016). In between these approaches sit a relatively new generation of cosmological “zoom-in” simulations such as the Feedback In Realistic Environments project1 (FIRE; Hopkins et al. 2014, 2018b), where in some cases SN remnants can be resolved. When SN remnants are unresolved, the subgrid approach is to deposit the additional momentum expected from the unresolved energy-conserving phase of SN remnants using even higher resolution simulations for calibration instead of observational tuning (Hopkins et al. 2018a). In addition, a variety of physical processes are accounted for in such zoom-in simulations that may not otherwise be captured in small-scale simulations (e.g., self-consistent clustering of star formation, cosmological gas accretion, galaxy mergers, the large-scale propagation of winds into the CGM, etc.). It is timely to ask how the emergent wind properties from such zoom-in simulations compare to those of higher resolution subgalactic simulations2, and to derive new wind scalings that can be implemented into large-volume simulations and semi-analytic models (SAMs; as presented by, e.g., Muratov et al. 2015).

When analyzing galactic winds, it is common practice to focus on “mass loading factors” and “metal loading factors,” which respectively describe gas mass outflow rates and metal outflow rates conveniently normalized by reference star formation rates and supernova metal injection rates. It has long been appreciated that dwarf halos preferentially have higher mass and metal loading factors (e.g., Dekel & Silk 1986; Mac Low & Ferrara 1999; Efstathiou 2000). The common interpretation of this is that dwarfs have shallower potential wells and hence SN ejecta can more easily escape. Simple arguments suggest that we should expect a power law relation between the mass loading factor and global halo circular velocity whose slope will be steeper if winds are “energy-conserving” and shallower if they are “momentum-conserving” (Murray et al. 2005). Much work has gone into testing this simple energy- and momentum-driven dichotomy using hydrodynamical simulations (e.g., Hopkins et al. 2012; Muratov et al. 2015; Christensen et al. 2016), and the language of this framework is commonly used to justify assumed wind scalings in SAMs and simulations with insufficient resolution to capture SN remnant evolution (e.g., Somerville et al. 2008; Oppenheimer et al. 2010; Anglés-Alcázar et al. 2014). While characterizing winds in this way has provided useful insights, a more detailed analysis of the thermodynamic properties of multi-phase winds (i.e., temperature and velocity distributions) provides additional clues about whether their driving energy source is kinetic or thermal, and enables more careful consistency checks between different simulations (and against observations).

In addition to characterizing the mass and metal loading of galactic winds, it is also crucial to explicitly measure their multi-phase energy and momentum loading factors: how much of the energy and momentum input by SNe also make it out of the ISM? The explicit calculation of energy and momentum loading factors can help test whether winds are energy-driven or momentum-driven in a simple way, and help to interpret any secondary heating or “pushing” effects on the CGM/IGM. In recent years, small-scale, high-resolution idealized simulations have made quantitative predictions for energy and momentum loadings, with a common finding that the cold phase carries most of the mass whereas the hot phase carries most of the energy (Kim & Ostriker 2018; Fielding et al. 2018; Hu 2019; Li & Bryan 2020; Kim et al. 2020a). These idealized numerical experiments have also been able to correlate their loading factors against the granular conditions of the ISM in which SNe go off rather than just the global halo circular velocity (e.g., Creasey et al. 2013; Fielding et al. 2017b; Li & Bryan 2020; Kim et al. 2020a). A similarly comprehensive analysis of multi-phase galactic winds in cosmological simulations would provide major insights on how “ejective feedback” (quantified by mass and metal loading) and “preventative feedback” (quantified by energy and momentum loading) may act in concert to regulate galaxy evolution.

In this paper, we build on the analysis of winds in the FIRE-1 zoom-in simulations (Hopkins et al. 2014) by Muratov et al. (2015, 2017); Anglés-Alcázar et al. (2017a); Halen et al. (2019, 2020). We use a suite of simulations run using the updated FIRE-2 code, which model the same stellar processes as the FIRE-1 simulations but use a new hydrodynamic solver (Hopkins et al. 2018b). Thus, we expect many of the overall predictions to be similar between FIRE-1 and FIRE-2. Motivated by analysis procedures for small-scale idealized simulations, we implement a sophisticated method for identifying galactic winds by considering their bulk kinetic, thermal and potential energies. Instead of focusing only on the total mass and metal loading factors as is common practice, our multi-dimensional analysis focuses on the temperature dependence of all four loading factors (mass, momentum, energy and metals) and how this varies as a function of galaxy mass. With the FIRE-2 simulation suite, we will comment on the nature of SN-driven galactic winds across a wide range of halo masses (low-mass dwarfs, intermediate-mass dwarfs, MW halos and their high-redshift dwarf progenitors, and more massive halos at high redshift). We also present scaling relations for the loading factors not just with the global halo circular velocity (as is commonly done), but also with several “quasi-local”

---

1 http://fire.northwestern.edu
2 In this work, we will measure wind properties at distances from the ISM that are typically outside of the domain of small-scale simulations, hence providing crucial complementary information. A more detailed analysis of winds closer to ISM breakout is deferred to future work (but see Gurvich et al. 2020).
ISM properties as a first step toward connecting the larger-scale emergent loadings with the smaller-scale conditions of the ISM in which the winds are launched.

This paper is organized as follows. section 2 describes the FIRE-2 simulations and section 3 details our analysis methods. In section 4, we present wind loading factors near the ISM and in section 5 we describe results for winds leaving the halo at section 4, we present wind loading factors near the ISM and in FIRE-2 simulations and section 3 details our analysis methods. In which the winds are launched.

ISM properties as a first step toward connecting the larger-scale FIRE-2 code and Planck Collaboration et al. (2014); i.e., $\Omega_M = 0.27$, $\Omega_\Lambda = 0.73$ and $f_g = \Omega_b/\Omega_M \approx 0.16$.

In section 6 we discuss our results and summarize in section 7. We discuss our results in section 6 and summarize in section 7. We discuss our results in section 6 and summarize in section 7.

2 SIMULATION DESCRIPTION

We use a suite of cosmological “zoom-in” simulations run using the FIRE-2 code (Hopkins et al. 2018b). Our analysis focuses on a “core” suite of 13 FIRE-2 halos: 4 low-mass dwarfs with $M_{\text{vir}} \sim 10^{10} M_\odot$ at $z = 0$ (m10q, m10v, m10y, m10z), 6 intermediate-mass dwarfs with $M_{\text{vir}} \sim 10^{11} M_\odot$ by $z = 0$ (m11a, m11b, m11q, m11c, m11v, m11f), and 3 MW-mass halos with $M_{\text{vir}} \sim 10^{12} M_\odot$ by $z = 0$ (m12i, m12f, m12m). These halos were first presented in Wetzel et al. (2016); Garrison-Kimmel et al. (2017); Chan et al. (2018); Hopkins et al. (2018b). To this core suite, we also add the four FIRE-2 massive halos (A1, A2, A4, and A8 with $M_{\text{vir}} \sim 10^{12.5} - 10^{13} M_\odot$ at $z = 1$) presented by Anglés-Alcázar et al. (2017b) and further analyzed in Cochrane et al. (2019); Wellons et al. (2020); Stern et al. (2020). These halos are denoted as “m13” throughout the paper, were only run down to $z = 1$, and were previously simulated with the FIRE-1 model as part of the Massive-FIRE suite (Feldmann et al. 2016, 2017). While the m10, m11 and m12 halos agree well with empirical stellar-to-halo-mass relations, the m13 halos have unrealistically high stellar masses and central densities by $z = 1$ (e.g., Parsotan et al. 2021), and hence should not be taken as representative of the observed population (this is a regime where feedback from supermassive black holes may have an appreciable effect but this is not included in these simulations).

We refer the reader to Hopkins et al. (2018b) for a detailed description of the simulations and methodology. Here we only briefly review the most relevant aspects, with a particular emphasis on the explicit stellar feedback model. The core FIRE-2 simulations model the same physical processes as in FIRE-1 but use a new Lagrangian “meshless finite-mass” hydrodynamic solver as opposed to the “pressure–entropy” formulation of smoothed particle hydrodynamics (Hopkins 2015). The FIRE-2 simulations implement a broad range of physics, including deposition of mass, momentum, energy and metals due to both Type Ia and Type II SNe, stellar winds, radiation pressure, and photo-ionization and photo-electric heating. There is a spatially-uniform but redshift-dependent UV background based on Faucher-Giguère et al. (2009).

The relatively high resolution of the FIRE-2 simulations (Lagrangian particle masses of $\sim 250 M_\odot$ in the low-mass dwarfs, up to $\sim 7100 M_\odot$ for the MW halos and $\sim 33000 M_\odot$ for the m13 runs) allows stellar feedback to be modeled locally and explicitly. In particular, the generation and propagation of winds is not explicitly dependent on global halo properties and does not require subgrid approaches of limited predictive power (e.g., hydrodynamically-decoupled winds, shut-off of cooling, thermal bombs). Of course, not all SN remnants will be resolved, especially in the more massive halos which have comparatively worse resolution. As detailed in Hopkins et al. (2018a), this is “corrected” for in FIRE-2 by depositing onto nearby gas particles the additional momentum expected from the unresolved energy-conserving Sedov-Taylor phase (due to PdV work). The thermal energy output by the unresolved SN remnant is also self-consistently reduced to account for radiative cooling after the energy-conserving phase. In cases where the SN remnant is resolved, the FIRE-2 subgrid model deposits the full SN kinetic and thermal energy and allows the hydrodynamic solver to explicitly calculate any heating and momentum boosting. Note that while some small-scale simulations suggest that a resolution of $\gtrsim 100 M_\odot$ may be necessary to properly capture the evolution of SN remnants (e.g., Kim & Ostriker 2015; Steinwandel et al. 2020), the combination of multiple stellar feedback effects (e.g., early radiative feedback) with self-consistent clustering of star formation in FIRE-2 may act to alleviate this resolution requirement. Hopkins et al. (2018a, Figure 9) showed that the FIRE subgrid model remains converged to the high-resolution result up to resolutions of $2000 M_\odot$ for an m10 halo (see also Wheeler et al. 2019, who re-simulated a few FIRE-2 dwarfs with $30M_\odot$ resolution).

As our work builds on the analysis of FIRE-2 presented in Pandya et al. (2020), here we use the same halo catalogs and merger trees generated using the Rockstar and consistent-trees codes (Behroozi et al. 2013a,b). For halo masses and radii, we adopt the Bryan & Norman (1998) virial overdensity definition. We only focus on the main central halo in each of these simulations and do not analyze winds from satellites. We also do not attempt to exclude gas associated with satellites from large-scale outflow measurements of the central halo.

3 ANALYSIS

In this section, we describe how we select outflowing gas, define multi-phase outflows, and compute loading factors.

3.1 Accurately defining outflows

3.1.1 Selecting outflowing particles

It is common practice to define outflows in cosmological simulations using a single cut on the halo-centric radial velocity of particles (regardless of using the shell/Eulerian or particle-tracking/Lagrangian methods). The simplest cut often adopted is $v_{\text{rad}} > 0$ km/s which would select all particles that are traveling radially away from the halo center (as done by, e.g., Faucher-Giguère et al. 2011; Muratov et al. 2015). This can confuse slow random motions with galactic outflows. The other extreme is to select only particles at a given radius whose $v_{\text{rad}} > v_{\text{esc}}(r)$ where $v_{\text{esc}}(r)$ is the local escape velocity at that radius. This cut is often used to define the subset of fastest moving “wind” particles among the whole distribution of outflowing particles. There are variations on this radial velocity cut method in the literature: Muratov et al. (2015) use the velocity dispersion of the underlying virialized DM halo particles, Mitchell et al. (2020) use $0.25 v_{\text{max}}$ where $v_{\text{max}}$ is the maximum circular velocity of the halo, and Nelson et al. (2019) compute the cumulative mass fraction of outflowing particles with radial velocities above sequentially increasing velocity thresholds.

However, using a single cut on $v_{\text{rad}}$ alone is sub-optimal for defining winds for the following reason. Consider that every gas

3 From an observational perspective, the simplest $v_{\text{rad}} > 0$ km/s cut might be justified and desirable (especially if detailed kinematics, phase information and gravitational potential constraints are unavailable), though in practice a larger threshold velocity is usually adopted to avoid ISM con-
particle possesses three forms of energy: kinetic, thermal and potential energy. A single cut on $v_{\text{rad}}$ alone assumes the extreme case of “ballistic motion.” But since we are dealing with gas, we must account for the fact that the thermal energy of gas particles can serve as a source of acceleration assuming adiabatic expansion (i.e., no external heating, cooling or interactions). This has long been realized in the literature for small-scale resolved ISM/CGM simulations (e.g., Martizzi et al. 2016; Kim et al. 2020a; Schneider et al. 2020) but has not been fully leveraged for cosmological simulations (though see Hopkins et al. 2012). Here we introduce a slightly more sophisticated methodology to accurately define outflowing particles. First, we make a simple cut on $v_{\text{rad}} > 0$ km/s. This selects all particles that are flowing radially outwards. However, a large fraction of these particles may have relatively small radial velocities arising from underlying random velocity fluctuations. We only want to select particles that will be able to travel a significant distance. Hence, for every gas particle, we calculate the radial component of the total Bernoulli velocity $v_{B,\text{total}}$, which is a measure of the total specific energy (e.g., Hopkins et al. 2012; Li et al. 2017; Kim & Ostriker 2018; Fielding et al. 2018):

$$v_{B,\text{total}}^2 = \frac{1}{2} v_{\text{esc}}^2 + \frac{c_s^2}{\gamma - 1} - \frac{1}{2} v_{\text{rad}}^2.$$  

(1)

The first term is the specific radial kinetic energy quantified by the halo-centric radial particle velocity squared. The second term is the specific enthalpy assuming an ideal gas whose equation of state has adiabatic index $\gamma$ and sound speed $c_s = \sqrt{\gamma k T / \mu m_p}$. We assume a monatomic ideal gas, hence $\gamma = 5/3$.

The third term is equivalent to the specific gravitational potential energy, $\Phi$. The simulation code internally keeps track of $\Phi$ for each particle to compute its gravitational acceleration, but unfortunately $\Phi$ is not one of the properties output in the particle snapshot files. Computing $\Phi$ in post-processing is tricky because the mass distribution is heterogeneous and that can disproportionately affect the potential for some particles, even if they have the same halo-centric distance. For simplicity, we assume the mass distribution can be approximated as spherically symmetric, which allows us to relate the potential to the enclosed mass profile in a simple way:

$$\Phi(r) = -\int_r^{\infty} \frac{\rho(M(<r))}{r^2} \, dr$$  

(2)

where $r_{\text{vir}}$ is an arbitrarily large radius. Given that we are working with cosmological zoom-in simulations, we adopt the following strategy. We set the zeropoint of the potential at $r_0 = 2 R_{\text{vir}}$ since that is the turnaround radius for a virialized system and particles traveling beyond $2 R_{\text{vir}}$ are likely unbound from the halo anyway (also, our zoom regions can start to become contaminated by low-resolution DM beyond $2 R_{\text{vir}}$). Within $2 R_{\text{vir}}$, we compute the enclosed mass profile based on all star, gas and high-resolution DM particles using spherical shells of width 0.01$R_{\text{vir}}$.

We re-write $\Phi$ as an escape velocity using the energy conservation equation and assuming the gas particle at $r$ is already maximally cold (i.e., ignoring any changes in enthalpy):

$$\frac{1}{2} v_{\text{esc}}^2(r) + \Phi(r) = \Phi(2 R_{\text{vir}}).$$  

(3)

In this way, we can derive the radial profile of escape velocity, which tells us how fast a particle must initially be going (at minimum) to fully climb out of the halo potential:

$$v_{\text{esc}}(r) = \sqrt{2(\Phi(2 R_{\text{vir}}) - \Phi(r))}. \quad (4)$$

The quantity $v_{B,\text{total}}$ represents the radial component of the total specific energy of a gas particle at its current position. Note that $v_{B,\text{total}}$ can be negative, which means that a particle is bound (i.e., its kinetic energy plus enthalpy is less than its potential energy). By comparing this initial Bernoulli velocity to a hypothetical final Bernoulli velocity at some other larger halo-centric distance, we can assess whether a given gas particle has enough starting energy to make it to that larger distance (neglecting interactions). For a particle to be able to travel from its current radius $r_1$ to some secondary radius $r_2$, its initial Bernoulli velocity must be larger than the potential energy at that secondary radius.\footnote{This neglects the effect of heating by the UV background that prevents gas from cooling to arbitrarily low temperature. Thus, in principle for the secondary radius we should add the $\frac{c_s^2}{\gamma} \ln \frac{r_2}{r_1}$ term assuming the sound speed for gas in thermal equilibrium with the UV background at $\sim 10^4 K$, roughly 15 km/s. In practice, this makes a negligible difference for outflow selection (most of the gas tends to be escaping in low-mass halos anyway, and for MW-mass halos this $10^4 K$ gas sound speed term is an order of magnitude lower than the escape velocity term).} We use this to impose an additional criterion that selects only gas with sufficiently large $v_{B,\text{total}}$ relative to the escape velocity at some target distance (defined in the next section):

$$v_{B,\text{total}}^2(r_1) > \frac{1}{2} v_{\text{esc}}^2(r_2). \quad (5)$$

This criterion along with $v_{\text{rad}} > 0$ km/s is a more physically meaningful and robust way to select wind particles compared to either $v_{\text{rad}} > 0$ km/s or $v_{\text{rad}} > v_{\text{esc}}(r)$ alone. It is effectively an intermediate case that avoids the very slow moving turbulent motions while still selecting the hotter and slower components of the wind. This definition is also a natural way to quantitatively distinguish between genuinely escaping winds and outflows expected to remain bound out to some larger radius. Note that Equation 5 does not account for possible time-varying pressure gradients in the inner CGM, which winds would also need to overcome in addition to the (nearly static) gravitational potential. We will show later that even though we are neglecting this complication, we measure weaker winds when there is a substantial hot hydrostatic corona as in the more massive halos.

### 3.1.2 Computing outflow fluxes

We compute outflow fluxes in two characteristic spherical shells:

- (i) $0.1 - 0.2 R_{\text{vir}}$ (ISM boundary shell)
- (ii) $1.0 - 1.1 R_{\text{vir}}$ (virial boundary shell)

In each of these two shells, we must select particles that have enough energy to make it to some secondary radius, $r_2$, if not farther (assuming an adiabatic flow). There is inevitably a large range of arbitrary choices that could be made for $r_2$. For the ISM shell, we adopt a secondary radius of $r_2 = 0.5 R_{\text{vir}}$, which we take to represent the “middle” of the CGM. Choosing a smaller target radius would pick up additional cooler/slower outflows, but we note that our ISM shell is already quite far out ($0.1 - 0.2 R_{\text{vir}}$). In Appendix A, we illustrate how our results would change if we used a factor of two smaller or larger target distance. For the virial shell, we adopt a secondary radius of $r_2 = 2.0 R_{\text{vir}}$. This lets us select particles at $1.0 - 1.1 R_{\text{vir}}$...
that have at least enough energy to make it to $2.0 R_{\text{vir}}$, if not farther. Since particles can be considered unbound if they travel beyond the turnaround radius of $2R_{\text{vir}}$, this is a natural way to estimate genuinely escaping outflows from the halo. Finally, since we will compare the halo outflow rate to the preceding ISM outflow rate, we also define a second more restrictive ISM outflow criterion by choosing $r_2 = 2R_{\text{vir}}$. This lets us additionally estimate the subset of ISM outflows that have enough energy to get not just to $0.5 R_{\text{vir}}$ but rather escape to $2R_{\text{vir}}$ or beyond.

Finally, with outflowing particles identified for each of the two shells above, we compute their total mass, momentum, energy and metal mass outflow rates as follows:

$$M_{\text{out}} = \sum_i \frac{m_{\text{vir},i} v_{r,i}}{\Delta L}$$

(6)

$$\rho_{\text{out}} = \sum_i M_{\text{out},i} v_{r,i} \left(1 + \frac{1}{\gamma M_i^2}\right)$$

(7)

$$E_{\text{out}} = \sum_i M_{\text{out},i} v_{B,i}^2$$

(8)

$$M_{\text{Z, out}} = \sum_i M_{\text{out},i} Z_i$$

(9)

Here, the subscript $i$ runs over all the selected outflowing particles in the shell, $\Delta L = 0.1 R_{\text{vir}}$ is the width of our ISM and virial shells, $v_r$ is the radial velocity, $M \equiv v_r/c_s$ is the Mach number, and $Z$ is the metal mass fraction of the particle. Note that the second term in the momentum flux accounts for the thermal pressure component (defined as $P = \rho c_s^2/\gamma$), which can be substantial for hot outflows or more generally when $M$ is small. $v_B$ is the Bernoulli velocity neglecting the gravitational term and including the transverse kinetic energy component (as opposed to $v_{B,\text{total}}$ in Equation 1):

$$v_B^2 = \frac{v_r^2}{2} + \frac{3}{2} c_s^2$$

(10)

where $v$ is the magnitude of the total halo-centric particle velocity vector instead of just $v_r$. We neglect the gravitational term for $E_{\text{out}}$ because we want to quantify how much specific kinetic energy and enthalpy are being transported by outflows (these quantities, including the transverse velocity components, will be responsible for any heating and pushing of ambient gas). The gravitational term comes in earlier when we first want to identify escaping and bound outflows.

Figure 1 and Figure 2 respectively show examples of strong outflows in a MW halo at $z \sim 0$ and a dwarf halo at $z \sim 3$. The phase diagram of temperature versus radial velocity shows that our Bernoulli velocity wind criterion successfully captures the slower but still very hot buoyant wind component, which would otherwise be missed by simply requiring $v_{\text{rad}} > v_{\text{esc}}$. At the same time, our method excludes cold ballistic outflows that are moving too slowly to travel a significant distance and instead are likely tracing turbulence in the inner CGM (much of this gas may rapidly recycle back into the ISM via fountain flows; Anglés-Alcázar et al. 2017a). There is generally a time lag between peaks in the star formation history (SFH) and subsequent spikes in the mass outflow rate time series. As outflows propagate from the inner halo to the outer halo, they can either deposit or sweep up mass in the CGM. This can be inferred qualitatively from the time evolution of the radial profile of $M_{\text{out}}$ since the amplitude and width of individual outflow spikes may change as they move to larger radius.

3.2 Multi-phase outflow selection criteria

It is important to distinguish between outflows of different temperatures since that can clarify whether the driving energy source is kinetic or thermal. The simplest way to do this is based on atomic cooling physics. We can divide the temperature distribution into roughly three phases:

(i) $T < 10^3 K$ (cold outflows)
(ii) $10^3 < T < 10^5 K$ (warm outflows)
(iii) $T > 10^5 K$ (hot outflows).

These temperature cuts correspond to physically distinct regimes. The cut at $10^3 K$ corresponds to the peak of the cooling curve, so material is expected to separate naturally about this temperature. Likewise, the cut at $10^5 K$ corresponds to the unstable part of the cooling curve at the usual pressures and photoelectric heating rates found in the ISM/inner CGM, so gas is also expected to naturally separate about this temperature. Lastly, a significant amount of gas can be expected to have $T \sim 10^4 K$ since that is roughly the equilibrium temperature between photoionization from the UV background and recombination cooling. These cuts, therefore, mirror the delineations that are expected to arise naturally in and around galaxies. These temperature bins also trace what observers can measure: the cold phase corresponds to molecular/atomic outflows, the warm phase traces partially ionized gas that will produce Hα emission and absorption from singly and doubly ionized metals, and the hot phase traces highly ionized gas that produces X-ray emission.

In Figure 3, we plot the average temperature distribution of the mass outflow rate of our halos through the ISM shell. The distribution is averaged over three broad redshift bins using the $M_{\text{out},\text{ISM}}$ in each snapshot as the weight. We see that outflows in our simulations are inherently multi-phase, except in the two lowest mass halos. The cold phase is more pronounced at higher redshift. The peak in the warm regime at $\sim 10^4 K$ likely reflects the equilibrium temperature between heating and cooling, and the broad peak in the hot regime corresponds to the virial temperature in the inner halo, computed as

$$T_{\text{vir}} = 35.9 \frac{V_{\text{circ}}^2}{K} \text{K}$$

(11)

where $V_{\text{circ}}$ is the circular velocity at $0.1 R_{\text{vir}}$ (as opposed to the common practice of using $V_{\text{circ}}$ at the virial radius). The virial temperatures of the lowest mass halos are themselves below $10^3 K$, so there is no pronounced peak in their hot outflow rates. The two lowest mass dwarfs, in particular, show a cut-off in their cold outflow rates at $\sim 10^4 K$. We will see later that this means the warm phase is remarkably important for outflows in dwarfs.

3.3 Computing wind loading factors

3.3.1 Reference fluxes

Lastly, it is useful to compare the wind fluxes to reference fluxes at the ISM scale. By dividing the two, we can estimate the loading factor $\eta$ and get a sense of how much mass, energy, momentum and metal mass is being ejected versus what was input from star formation and SNe. Computing the reference fluxes is non-trivial in cosmological simulations because of the wide range of processes

5 Our warm gas is also termed cold gas in some CGM studies since it is much colder than the virial temperature of MW-mass halos.
Figure 1. Visualizing and quantifying a strong outflow at $z \approx 0$ in a MW-mass halo (m12f). This is a single frame from a movie that is available for download. Top-left: Zoomed-out projection ($\pm 2R_{\text{vir}}$) of the mass-weighted average gas temperature. The colorbar has been normalized by the halo virial temperature. The two white circles demarcate our virial shell ($1.0 - 1.1R_{\text{vir}}$). Top-right: Similar to the top-left panel but now a zoomed-in projection ($\pm 0.5R_{\text{vir}}$). The two white circles mark our ISM shell ($0.1 - 0.2R_{\text{vir}}$). Middle-left: Time series of the SFR (top panel) and the mass outflow rate in the ISM and virial shells (bottom panel). The lines in the lower part of this panel show mass outflow rate measurements based on our fiducial Bernoulli velocity wind criterion. The shaded regions show how more extreme cuts would lead to different estimates: $v_{\text{rad}} > 0$ km/s gives an upper bound to the mass outflow rate whereas $v_{\text{esc}}$ picks up only the fastest material and hence leads to a lower bound. The vertical gray line marks the current snapshot time. Middle-right: Phase diagram of temperature and radial velocity for the multi-phase ISM outflows identified using our Bernoulli velocity method. The colorbar shows the mass outflow rate in logarithmic bins of temperature and radial velocity. The horizontal red and blue lines demarcate our cool, warm and hot outflow temperature regimes. The horizontal dotted gray line indicates the halo virial temperature (computed at $R_{\text{vir}}$) and the vertical gray dashed line denotes $v_{\text{esc}}$ at $0.1R_{\text{vir}}$. Yellow dotted contours show lines of constant Bernoulli velocity, with the potential difference between $0.1R_{\text{vir}}$ and either $0.5R_{\text{vir}}$ or $2R_{\text{vir}}$ shown as the solid and dashed yellow contours, respectively. The transparent histogram below the solid yellow contour shows what is excluded from our $v_{\text{rad}}$ cut. Selecting only outflows with $v_{\text{rad}} > v_{\text{esc}}$ would miss the slower but still hot wind component, which our Bernoulli velocity method successfully captures. Bottom: Radial profile of instantaneous mass flux for both outflows (magenta) and inflows (cyan) between $0.1 - 2R_{\text{vir}}$ in spherical shells of width $0.1R_{\text{vir}}$. For simplicity, we use $v_{\text{rad}} = 0$ km/s as the dividing point between outflows and inflows. Our ISM and virial shells are marked as the gray bands. This panel can be used to follow the radial evolution of individual outflow episodes and qualitatively infer CGM entrainment or wind mass losses. This movie and others are available for download online at https://vimeo.com/showcase/8705928.
that are simultaneously at play. We therefore limit ourselves to considering Type II SNe (we expect these to dominate over Type Ia SNe, radiative heating and mass loss from normal stellar evolution, and other processes, but see our discussion of caveats in subsection 6.2). In line with Kim et al. (2020a), we adopt the following reference fluxes:

\begin{align*}
(i) & \quad \langle \dot{M}_{\text{tot}} \rangle_{\text{ref}} = \text{SFR} \\
(ii) & \quad \langle p_{\text{ref}} \rangle_{\text{SN}} = \frac{SFR}{100 \, M_\odot} \\
(iii) & \quad \langle E_{\text{SN}} \rangle_{\text{ref}} = \frac{SFR}{100 \, M_\odot} \\
(iv) & \quad \langle M_{z,\text{SN}} \rangle_{\text{ref}} = \frac{SFR}{100 \, M_\odot} \\
\end{align*}

Here, the total instantaneous galaxy SFR is computed by summing the individual SFRs predicted by all gas particles\(^6\) within 0.1\(R_{\text{vir}}\). Then \(N_{\text{SN}} = \frac{\text{SFR}}{100 \, M_\odot}\) is the supernova rate; we adopt the common assumption that one SN occurs for every 100\(M_\odot\) of stars formed under reasonable assumptions for the IMF. This is consistent with the FIRE-2 assumptions of a Kroupa (2001) IMF and the

---

\(^6\) Alternatively, we could have summed the masses of star particles younger than, say, 20 Myr and then divided by that timescale. We do not expect our conclusions to change had we used this different SFR definition.
Figure 3. Temperature distribution of ISM-scale winds. These distributions are based on $M_{\text{out}}$-weighted averages over three broad redshift bins. Solid gray vertical lines are cooling physics-based temperature cuts at $10^3$ and $10^5$ K. Dashed vertical colored lines illustrate example virial temperatures of the inner halo (at $0.1R_{\text{vir}}$) for representative halos from each mass bin. The virial temperatures roughly align with the temperature distribution peak for hot (virialized) outflows. Cold outflows are more prominent at high redshift. The two lowest mass halos generally do not have multiphase outflows. Note that the m13 halos were only run down to $z = 1$ and so are absent from the bottom panel.

STARBURST99 stellar population models (Leitherer et al. 1999); see section 2.5 of Hopkins et al. (2018b) for more details. $E_{\text{SN}} = 10^{51}$ erg is the total mechanical energy assumed to be released by a single Type II SN. $v_{\text{cool}} \approx 200$ km/s is the terminal velocity of the supernova remnant after it has shocked and swept up ambient ISM material (note that this is lower than the actual injection velocity of $\approx 2000$ km/s). We assume the mean SN ejecta mass is $M_{\text{ej}} = 10M_\odot$ of which $2M_\odot$ is metal mass (so that the mean SN ejecta metallicity is $Z_{\text{SN}} = 0.2$). This is equivalent to the Muratov et al. (2017) approach of defining $\dot{M}_Z,\text{ref} = y \times \text{SFR}$, where they use $y = 0.02$ for
the chemical yield of one SN per 100$M_\odot$ stars formed (see their Footnote 4).

3.3.2 Redshift-averaged loading factors

To compute loading factors $\eta$, we cannot simply divide the wind fluxes by their corresponding reference fluxes in a given snapshot because of the time lag between generation and propagation of outflows (see again the time series in the bottom left of Figure 1 and Figure 2). The bursty nature of SF in dwarfs means that there will be extended periods of zero SF, which can lead to artificially high loading factor estimates (if the time delay and burst integration are not properly accounted for). On the other hand, continuous, steady-state SF in more massive halos at late times also makes it challenging to derive accurate delay times and detect local maxima in the SFH (Muratov et al. 2015; Hung et al. 2019; Kim et al. 2020a). Given the small-scale complexity of our time series and the fact that we are analyzing outflows over ~10 Gyr, we adopt the redshift-averaging approach of Muratov et al. (2015). We compute time integrals of the wind and reference fluxes over sufficiently long timescales so as to encompass multiple stellar feedback episodes. This avoids dependence of loading factors on averaging timescale (for sufficiently long timescales). As an example, for mass loading factors, we integrate the total mass of stars formed (as expected from the instantaneous gas particle SFRs) and the total mass of wind blown out over a large redshift interval, and divide the latter by the former. We do a similar calculation for cumulatively summed momentum, energy and metal loading factors.

We define the same three redshift bins as Muratov et al. (2015): low-redshift ($z = 0.0 – 0.5, 5$ Gyr), intermediate-redshift ($z = 0.5 – 2.0, 5$ Gyr), and high-redshift ($z = 2.0 – 4.0, 2$ Gyr). Although these redshift bins are extremely long, they have the advantage of giving us a robust estimate of the average loading factor for both the ISM shell and the virial shell, effectively marginalizing over the difference in delay times for 0.1$R_{\text{vir}}$ and $R_{\text{vir}}$. This will allow us to more confidently compare our halo loading factors to our ISM loading factors and constrain any losses/gains in mass, energy, momentum and metals as outflows transit the CGM.

In Appendix B, we provide tabulated measurements of our redshift-averaged loading factors and the galaxy/halo properties that we correlate against in this paper.

3.3.3 Burst-averaged loading factors

In addition to our fiducial redshift-averaged loading factors, we compute burst-averaged ISM loading factors for individual outflow episodes. Any burst-averaged loading factor algorithm must involve three steps: (1) time-shifting, (2) peak detection, and (3) burst integration. We now describe our approach for each of these in turn.

Given that our time series span most of the history of the universe, we adopt the following strategy. For each halo, we first split the whole time series from $z = 4$ to $z = 0$ (~12 Gyr) into twelve 1 Gyr chunks. Then we cross-correlate the SFH and mass outflow rate history in each chunk to derive a single time lag for that chunk (using numpy.correlate). We define the time lag as the value at which the cross-correlation function peaks. Since it is unlikely for the time delay to exceed ~200 Myr, we limit the cross-correlation window length to ±6 snapshots, which roughly translates to a ±120 Myr window (given the typical snapshot spacing of ~20 Myr). Our chunking approach allows for the possibility that the time lag can systematically increase towards later times. Indeed, we find that the time lag roughly increases from ~20 – 40 Myr at $z \sim 4$ to ~50 Myr at $z \sim 1$, and finally to ~100 Myr at $z \sim 0$. Muratov et al. (2015, their Appendix B) found a similar systematic increase in the time lag towards low redshift and suggested it could be because halo radii grow with time while outflow velocities do not increase as dramatically (so outflows take longer to get to 0.1$R_{\text{vir}}$). Based on visual inspection, we find our simple cross-correlation algorithm to work remarkably well. In dwarfs, SFHs are bursty so the time lag is most easily constrained. In more massive halos, although the SFH is continuous, there can still be peaks (often broad) in the mass outflow rate history that help constrain the cross-correlation. As we will show below, even when the time-shifting is imperfect for individual episodes, our burst integration baselines are usually wide enough to smooth over this error.

Next, in a given chunk, we detect peaks in the shifted mass outflow rate time series using the automated scipy.signal.find_peaks routine. This is a powerful algorithm that identifies local maxima based on their “topographic prominence” (i.e., how the amplitude of a peak compares to the amplitude of its direct neighbors). The function also estimates the peak baseline by extending a horizontal line on both sides of the peak until intersection with part of an even higher peak. For efficiency, we limit the extent of this baseline search window to a total of 8 snapshots (for a total possible burst duration of ~160 Myr). Although the width of an ISM outflow spike is unlikely to exceed ~100 Myr, we find that allowing for this slightly larger max baseline helps correct for any imperfect time shifts due to the single-lag cross-correlation described earlier. All other routine parameters were set to their defaults.

With the peak centers and baselines for outflow spikes in hand, we numerically integrate the references fluxes and (time-shifted) outflow fluxes within each burst window. While our adopted peak detection algorithm performs well (based on visual inspection), any time series analysis is fraught with uncertainty and some filtering criteria must be applied to remove unwanted, noisy detections. For simplicity, we only have two selection criteria for bursts. First, we remove outflow episodes where the corresponding burst-integrated stellar mass is zero; these scenarios likely reflect mergers and other inner halo activity. Second, adapting Muratov et al. (2015, their Appendix B), we only keep bursts whose integrated wind mass is at least 10% of the wind mass of the most powerful burst within their 1 Gyr time chunk. This choice is inevitably arbitrary but it is designed to pick up the clearer, well-defined and more interesting outflow episodes. While this does mean we have a floor on our burst-averaged outflow fluxes, the loading factors can still be arbitrarily low depending on the starburst strength (in practice, we can recover values as low as $\eta_M \sim 0.1$ in the low-redshift MW halos, for example). As our results will show, our burst-averaged loading factors also agree remarkably well with our fiducial redshift-averaged measurements. This serves to validate the two very different approaches while also allowing us to get a sense of the scatter in wind loading factor trends.

---

Footnote 4.

For the m13 halos, we further choose to only include bursts at $z = 2 – 4$ since both the SF and $M_{\text{out}}$ history are continuous at $z < 2$ and it is not clear that the derived time lags are meaningful.
Figure 4. Illustration of our automated algorithm for measuring burst-averaged loading factors. These are three representative 1 Gyr time chunks showing m12f at high-redshift when SF is bursty (top), m12f at lower redshift when SF is more continuous (middle), and m10q at the same lower redshift when its SF is still bursty (bottom). In each panel, the SFH is shown in black, the original unshifted mass outflow rate history as transparent magenta, and the time-shifted mass outflow rate history as opague magenta. The cyan dots and horizontal lines identify peaks and their baselines, respectively. Above the time-shifted mass outflow rate history as opaque magenta. The cyan and dots the original unshifted mass outflow rate history as transparent magenta, and when its SF is still bursty (bottom). Above when its SF is still bursty (bottom).

In Figure 4, we illustrate our time-shifting, peak detection and burst integration results for three representative 1 Gyr time chunks using m12f and m10q as examples. Burst-averaged mass loading factors are found to be ~ 5 – 10 times higher in m12f at high-redshift (z = 1.9 – 1.4) than at a lower redshift (z = 0.7 – 0.5). In the lower redshift chunk, SF is continuous with a non-zero baseline unlike at high-redshift for m12f. However, broad outflow peaks are still apparent and the cross-correlation result seems sensible. In the same lower redshift chunk, m10q only has two starbursts that are spaced far apart (by ~ 600 Myr) and the outflows are highly mass-loaded with \( \eta_M \sim 500 \) and 80. To better characterize and understand these trends, we will later correlate all individual detected outflow episodes using their associated burst-averaged physical properties.

4 ISM WIND LOADING FACTORS

Here we present our ISM loading factors as a function of a few galaxy/halo properties. It is beyond the scope of this paper to identify a “universal” halo property (or combination of properties) with which to unambiguously correlate the loading factors. We start with a brief comparison to previous work on mass and metal loading for FIRE-1 halos as a function of both stellar mass and halo virial velocity. We then investigate how all four multi-phase loading factors (mass, momentum, energy and metals) vary with stellar mass and redshift for the FIRE-2 halos. Finally, we correlate our burst-averaged loading factors versus burst interval-averaged gas and SFR surface densities and a few other interesting physical properties.

For completeness, we provide tabulated data in Appendix B, which the reader can use to explore dependence on other global or quasi-local quantities. For purely illustrative purposes, we also provide fitting functions to approximate many of the trends. However, we caution that the scatter is often large and the optimal functional form is not always obvious. For simplicity, we fit (sometimes broken) power laws in log-log space. We use the scipy.optimize.curve_fit implementation of the Levenberg-Marquardt damped least-squares method (without weighting). We report one standard deviation uncertainties on fitted parameters using the square root of the diagonal entries of the covariance matrix. Unless indicated otherwise, our fits are only done to the broad redshift-averaged measurements and generally include the overly massive m13 halos. In a future work, we will present scalings and quantify scatter in a form that can be implemented into SAMs.

4.1 Comparison to FIRE-1

In Figure 5, we compare our FIRE-2 measurements of mass and metal loading factors vs. stellar mass to the FIRE-1 results of Muratov et al. (2015) and Muratov et al. (2017), respectively.

Our mass loading factors are roughly a factor of two lower than Muratov et al. (2015), who found a redshift-independent relation with stellar mass: \( \eta_M, ISM \propto (M_*/M_\odot)^{-0.35} \). Similar to FIRE-1, our mass loading factors drop off more steeply at \( M_* \geq 10^7 M_\odot \) (note that the low-redshift m12 halos were not used to fit the FIRE-1 relation; Muratov et al. 2015). Our lower normalization relative to FIRE-1 is driven by our different particle selection schemes: our Bernoulli velocity wind criterion excludes slower-moving, turbulent flows whereas the simpler \( v_{\text{rad}} > 0 \) km/s selection of Muratov et al. (2015) includes this slow component (and hence leads to upper limits). We have verified that if we use all particles with \( v_{\text{rad}} > 0 \) km/s and place the ISM shell at 0.2 – 0.3 \( R_{\text{vir}} \) instead of 0.1 – 0.2 \( R_{\text{vir}} \) (to be even more consistent with Muratov et al. 2015), then our mass loading factors increase and become remarkably similar to FIRE-1. We also compare to the particle tracking-based measurements of mass loadings in FIRE-1 from Anglés-Alcázar et al. (2017a), which are even higher since they tracked outflows directly out of the ISM (much of which recycles back).

Our metal loading factors agree with FIRE-1 from Muratov et al. (2017) despite our more stringent wind selection criteria. Had we selected outflows with \( v_{\text{rad}} > 0 \) km/s at 0.2 – 0.3 \( R_{\text{vir}} \) instead of 0.1 – 0.2 \( R_{\text{vir}} \) (like Muratov et al. 2017), we would predict about a factor of two higher metal loading factors than our fiducial measurements. This suggests that although the subgrid physics change from FIRE-1 to FIRE-2 did not greatly affect the overall mass loading factors, there was an appreciable effect on the metal loading and hence metallicity of winds. Nevertheless, our conclusions remain broadly similar to Muratov et al. (2017): ISM metal outflows in dwarfs are comparable to the yield of type II SNe (i.e., \( \eta_Z, ISM \sim 1 \)), with relatively lower ISM metal outflows in the more massive halos.

4.2 Global halo circular velocity

Next we plot the mass loading as a function of virial velocity in Figure 6. We follow the common practice of plotting ISM mass loading versus global halo circular velocity. Here we present our ISM loading factors as a function of a few galaxy/halo properties. It is beyond the scope of this paper to identify a “universal” halo property (or combination of properties) with which to unambiguously correlate the loading factors. We start with a brief comparison to previous work on mass and metal loading for FIRE-1 halos as a function of both stellar mass and halo virial velocity. We then investigate how all four multi-phase loading factors (mass, momentum, energy and metals) vary with stellar mass and redshift for the FIRE-2 halos. Finally, we correlate our burst-averaged loading factors versus burst interval-averaged gas and SFR surface densities and a few other interesting physical properties.

For completeness, we provide tabulated data in Appendix B, which the reader can use to explore dependence on other global or quasi-local quantities. For purely illustrative purposes, we also provide fitting functions to approximate many of the trends. However, we caution that the scatter is often large and the optimal functional form is not always obvious. For simplicity, we fit (sometimes broken) power laws in log-log space. We use the scipy.optimize.curve_fit implementation of the Levenberg-Marquardt damped least-squares method (without weighting). We report one standard deviation uncertainties on fitted parameters using the square root of the diagonal entries of the covariance matrix. Unless indicated otherwise, our fits are only done to the broad redshift-averaged measurements and generally include the overly massive m13 halos. In a future work, we will present scalings and quantify scatter in a form that can be implemented into SAMs.

In Figure 5, we compare our FIRE-2 measurements of mass and metal loading factors vs. stellar mass to the FIRE-1 results of Muratov et al. (2015) and Muratov et al. (2017), respectively.

Our mass loading factors are roughly a factor of two lower than Muratov et al. (2015), who found a redshift-independent relation with stellar mass: \( \eta_M, ISM \propto (M_*/M_\odot)^{-0.35} \). Similar to FIRE-1, our mass loading factors drop off more steeply at \( M_* \geq 10^7 M_\odot \) (note that the low-redshift m12 halos were not used to fit the FIRE-1 relation; Muratov et al. 2015). Our lower normalization relative to FIRE-1 is driven by our different particle selection schemes: our Bernoulli velocity wind criterion excludes slower-moving, turbulent flows whereas the simpler \( v_{\text{rad}} > 0 \) km/s selection of Muratov et al. (2015) includes this slow component (and hence leads to upper limits). We have verified that if we use all particles with \( v_{\text{rad}} > 0 \) km/s and place the ISM shell at 0.2 – 0.3 \( R_{\text{vir}} \) instead of 0.1 – 0.2 \( R_{\text{vir}} \) (to be even more consistent with Muratov et al. 2015), then our mass loading factors increase and become remarkably similar to FIRE-1. We also compare to the particle tracking-based measurements of mass loadings in FIRE-1 from Anglés-Alcázar et al. (2017a), which are even higher since they tracked outflows directly out of the ISM (much of which recycles back).

Our metal loading factors agree with FIRE-1 from Muratov et al. (2017) despite our more stringent wind selection criteria. Had we selected outflows with \( v_{\text{rad}} > 0 \) km/s at 0.2 – 0.3 \( R_{\text{vir}} \) instead of 0.1 – 0.2 \( R_{\text{vir}} \) (like Muratov et al. 2017), we would predict about a factor of two higher metal loading factors than our fiducial measurements. This suggests that although the subgrid physics change from FIRE-1 to FIRE-2 did not greatly affect the overall mass loading factors, there was an appreciable effect on the metal loading and hence metallicity of winds. Nevertheless, our conclusions remain broadly similar to Muratov et al. (2017): ISM metal outflows in dwarfs are comparable to the yield of type II SNe (i.e., \( \eta_Z, ISM \sim 1 \)), with relatively lower ISM metal outflows in the more massive halos.

9 Note that we define \( V_{\text{vir}} \) as the circular velocity at \( R_{\text{vir}} \) using our own calculated enclosed mass profile accounting for stars, gas and high-resolution dark matter (see section 3). Some studies take \( V_{\text{vir}} \) directly from a halo finder,
Figure 5. Comparison of our ISM-scale mass and metal loading factors as a function of stellar mass to previous FIRE-1 work (Muratov et al. 2015, 2017; Anglés-Alcázar et al. 2017a). Top: Our fiducial mass loadings are roughly 2\,\times\,lower than Muratov et al. (2015), who found $\eta_{\text{ISM}} \propto (M_{\star}/M_\odot)^{-0.35}$ (excluding the low-redshift m12 halos from their fit). This is due to our Bernoulli velocity wind criterion excluding slower, turbulent flows which would otherwise lead to larger mass loadings as in Muratov et al. (2015); the transparent symbols show that we would agree with FIRE-1 remarkably well if we use the same wind selection criteria. We also plot the particle tracking-based measurements of mass loadings in FIRE-1 from Anglés-Alcázar et al. (2017a), which are even higher since they track outflows directly out of the ISM (much of which recycles back). Bottom: Despite our stricter wind selection criteria, our metal loadings agree with Muratov et al. (2017), suggesting that the switch from FIRE-1 to FIRE-2 subgrid physics affected outflow metallicities. The transparent symbols show that we would predict even larger metal loadings than FIRE-1 if we use the same wind selection criteria as Muratov et al. (2017). Nevertheless, our overall conclusion is similar: nearly all metals produced by Type II SNe are ejected from the ISM of dwarfs but retained within the ISM of more massive galaxies.

4.3 Multi-phase ISM mass loadings

In Figure 7, we plot multi-phase ISM mass loading factors versus stellar mass. For total loadings (all phases combined), we plot the actual loading factors whereas for the individual phases we plot fractions for clarity (i.e., $\eta_{\text{phase}}/\eta_{\text{total}}$).

The topmost panel is similar to Figure 5: when combining all phases, dwarfs have significantly higher mass loading factors than more massive halos. The total mass loadings in low-mass dwarfs are of order $\sim 100$, steadily dropping towards $\sim 10$ for intermediate-mass dwarfs and becoming less than unity for the m12 and m13 halos (despite the latter being at high redshift). The total mass loadings approximately follow

$$\eta_{\text{ISM}} = 10^{4.3} (M_{\star}/M_\odot)^{-0.45}$$

with errors of $\pm 0.2$ dex and $\pm 0.02$ for the coefficient and power law exponent, respectively.\footnote{Unless indicated otherwise, all fits are based on the broad redshift-averaged measurements and do not include the individual burst-averaged points.}

At low redshift, a few of the m11 halos and driven winds ($\eta_{\text{ISM}} \propto V^{-2}$) and shallower for momentum-driven winds ($\eta_{\text{ISM}} \propto V^{-1}$); see Murray et al. (2005). Muratov et al. (2015) found a very steep slope for the FIRE-1 dwarfs ($\propto V^{-3.2}$), and then a transition to a shallower slope ($\propto V^{-1}$) for more massive halos with $V_{\text{vir}} > 60$ km/s.

At high-redshift, we find that our measurements follow

$$\eta_{\text{ISM}} = 10^{5.5} \left(\frac{V_{\text{vir}}}{\text{km s}^{-1}}\right)^{-2.6} \quad \text{for } z = 0.5 - 2.0$$

with a coefficient error of $\pm 0.5$ dex and power law exponent error of $\pm 0.3$ (again excluding the m13 halos). The relation steepens even further by low redshift:

$$\eta_{\text{ISM}} = 10^{6.4} \left(\frac{V_{\text{vir}}}{\text{km s}^{-1}}\right)^{-3.3} \quad \text{for } z = 0.0 - 0.5$$

but this may not account for the reduced baryon fractions of dwarfs if only the dark matter particles are used.
The cold mass loading fractions can be approximated simply as the cold mass loading fractions drop to redshift dwarfs (including the progenitors of the MW halos) have but are generally flat with stellar mass (at a given redshift). High will discuss in section 6.

The changing structure of the ISM and inner CGM over time, as we all three m12 halos are a factor of a few below our approximate fit (see also FIRE-1; Muratov et al. 2015; Hayward & Hopkins 2017). This may reflect the deeper potential wells at later times as well as the changing structure of the ISM and inner CGM over time, as we will discuss in section 6.

The cold mass loading fractions correlate strongly with redshift but are generally flat with stellar mass (at a given redshift). High redshift dwarfs (including the progenitors of the MW halos) have cold mass loading fractions approaching ~ 0.1. At lower redshifts, the cold mass loading fractions drop to 0.01 or less. We find that the cold mass loading fractions can be approximated simply as

$$f_{M,\text{cold}} = \frac{\eta_{M,\text{ISM, cold}}}{\eta_{M,\text{ISM}}} = 10^{-3.2}(1 + z)^{3.1}$$

with errors of ±0.1 dex and ±0.3 for the coefficient and power law exponent, respectively. We have excluded the m13 halos from the fits.

By comparison, the warm and hot phases show much less scatter. In the m13 and z ~ 0 MW halos, the hot phase carries most of the outflowing mass. In contrast, the warm phase carries most of the outflow mass in dwarfs, including the high-redshift MW progenitor dwarfs. One possible reason for this is that winds in dwarfs sweep up significant amounts of ambient gas, and this ambient gas may roughly track the halo virial temperature which in dwarfs would fall in our warm regime ($T_{\text{vir}} < 10^7$ K). Hence, while the winds in dwarfs are predominantly warm in an atomic cooling sense, they are still “dynamically hot” in a global thermodynamics sense. In the high-redshift dwarf progenitors of MW halos, the cold mass loadings are comparable to the hot mass loadings, yet the warm mass loadings dominate over the other two phases by a factor of ~ 10. There is no strong redshift dependence for the warm and hot mass loading fractions, but the warm mass loading fractions drop significantly at high stellar masses. We fit a broken power law to the warm mass loading fractions with the break fixed at $10^{10.5} M_\odot$:

$$f_{M,\text{warm}} = \frac{\eta_{M,\text{ISM, warm}}}{\eta_{M,\text{ISM}}} = \begin{cases} 10^{-1.3}(M_* / 10^{10.5} M_\odot)^{-0.09} & \text{for } M_* \leq 10^{10.5} M_\odot \\ 10^{-1.3}(M_* / 10^{10.5} M_\odot)^{-2.0} & \text{for } M_* \geq 10^{10.5} M_\odot \end{cases}$$

with errors of ±0.1 dex for the coefficient, ±0.05 for the low-mass exponent and ±0.3 for the high-mass exponent. For the hot mass loading fractions, we assume a single power law:

$$f_{M,\text{hot}} = \frac{\eta_{M,\text{ISM, hot}}}{\eta_{M,\text{ISM}}} = 10^{-1.9}(M_* / M_\odot)^{0.18}$$

with errors of ±0.1 dex for the coefficient and ±0.01 for the power law exponent.

### 4.4 Multi-phase ISM momentum loadings

In Figure 8, we show the multi-phase ISM momentum loading factors versus stellar mass. With all phases combined, the total momentum loadings are ~ 0.1 for the MW halos at $z \sim 0$ as well as the m13 halos at high-redshift. In contrast, the momentum loadings are of order unity in the dwarfs, including the high-redshift progenitors of MW halos. For the lowest mass halos, the momentum loading exceeds one, which may reflect some SN/superbubble clustering phenomenon (e.g., Gentry et al. 2017; Fielding et al. 2018; Faucher-Giguère 2018). There is some scatter in the momentum loadings of dwarfs but averaged over long timescales their values exceed those of the more massive halos by about a factor of ten.

We approximate the scaling between total momentum loading and stellar mass as

$$\eta_{p,\text{ISM}} = 10^{2.1}(M_* / M_\odot)^{0.29}$$

with errors of ±0.2 dex for the coefficient and ±0.02 for the power law exponent.

Splitting by phase, the cold momentum loadings are negligible in low-redshift dwarfs, MW halos at $z \sim 0$ and the m13 halos. However, cold momentum loading fractions are more substantial in high redshift dwarfs: the progenitors of MW halos have values of a few percent whereas some lower mass dwarfs exceed 10%. A simple redshift-dependent formula can reasonably approximate the cold momentum loading fractions (excluding the m13 halos):

$$f_{p,\text{cold}} = 10^{-3.2}(1 + z)^{2.9}$$

with errors of ±0.1 dex for the coefficient and ±0.3 for the power law exponent.

The warm and hot momentum loading fractions are significantly higher than the cold momentum loadings for all galaxies considered. For the more massive halos (including the MW halos...
at $z \sim 0$), the hot momentum loading fractions are much larger than the warm momentum loading fractions and approach order unity. In intermediate-mass dwarfs, the hot and warm momentum loading fractions are comparable, and in the lowest mass dwarfs the warm phase carries nearly all of the momentum. The importance of warm momentum loading in low-mass dwarfs may be related to their virial temperatures being lower than $10^5$ K: their outflows may not satisfy our lower limit for hot temperatures but may still be "dynamically hot." We approximate our trends for the warm phase using a broken power law with the break fixed at $10^{10.5} M_\odot$:

$$f_{p,\text{warm}} = \begin{cases} 10^{-0.6}(M_*/10^{10.5} M_\odot)^{-0.10} & \text{for } M_* \lesssim 10^{10.5} M_\odot \\ 10^{-0.6}(M_*/10^{10.5} M_\odot)^{-2.1} & \text{for } M_* \gtrsim 10^{10.5} M_\odot \end{cases}$$

(21)

with errors of $\pm 0.1$ dex for the coefficient, $\pm 0.05$ for the low-mass exponent and $\pm 0.3$ for the high-mass exponent. For the hot phase,
we find simply
\[ f_{p, \text{hot}} = 10^{-1.3} (M_\odot / M_\odot)^{0.12} \] (22)
with a coefficient error of ±0.1 dex and power law exponent error of ±0.01.

### 4.5 Multi-phase ISM energy loadings

In Figure 9, we plot multi-phase ISM energy loading factors versus stellar mass. When we consider all phases combined, the total ISM energy loadings are less than 0.1 in the MW halos at low-redshift. The same is true for the m13 halos at both intermediate and high redshift, which have similarly low energy loadings. In contrast, dwarfs at high redshift have energy loadings of order unity. At lower redshifts, dwarfs show more scatter in their total energy loadings, but still maintain preferentially higher energy loadings compared to the massive halos (generally \( \eta_{\text{E,ISM}} \) ≥ 0.2). Taking into account this complicated redshift and mass dependence, we parameterize the energy loadings as a broken power law at high-redshift (with the breakpoint fixed at \( 10^9 M_\odot \)) and two distinct power laws for the other two redshift bins:

\[
\eta_{\text{E,ISM}} = \begin{cases} 
10^{0.35} (M_\odot / M_\odot)^{-0.25} & \text{for } z = 0.0 - 0.5 \\
10^{0.35} (M_\odot / M_\odot)^{-0.11} & \text{for } z = 0.5 - 2.0 \\
10^{-0.003} (M_\odot / M_\odot)^{0.04} & \text{for } z = 2.0 - 4.0 \text{ & } M_\odot \leq 10^9 M_\odot \\
10^{-0.003} (M_\odot / M_\odot)^{0.44} & \text{for } z = 2.0 - 4.0 \text{ & } M_\odot > 10^9 M_\odot .
\end{cases}
\] (23)

The errors for the low-redshift power law are ±0.6 dex for the coefficient and ±0.07 for the exponent. The errors for the intermediate-redshift power law are ±0.3 dex for the coefficient and ±0.03 for the exponent. As for the high-redshift broken power law, the errors are ±0.05 dex (coefficient), ±0.03 (low-mass exponent), and ±0.05 (high-mass exponent).

Splitting by phase, the cold energy loading fractions are negligible in all halos compared to the warm and hot energy loading fractions, although the scatter in cold energy loading fractions correlates positively with redshift. Just as for the cold mass and momentum loading fractions, we can approximate the redshift dependence in a simple way (again, excluding the m13 halos):

\[ f_{E, \text{cold}} = 10^{-3.3} (1 + z)^{2.4} \] (24)

with errors of ±0.1 dex (coefficient) and ±0.3 (exponent).

The hot energy loading fractions dominate over the warm energy loading fractions by about an order of magnitude for the MW halos, their high redshift dwarf progenitors, and the m13 high-redshift halos. In contrast, a substantial fraction of energy is carried by the warm phase in lower mass halos. We approximate the warm energy loading fractions as a broken power law with the break at \( 10^{10.5} M_\odot \):

\[
f_{E, \text{warm}} = \begin{cases} 
10^{-0.9} (M_\odot / 10^{10.5} M_\odot)^{-0.11} & \text{for } M_\odot \leq 10^{10.5} M_\odot \\
10^{-0.9} (M_\odot / 10^{10.5} M_\odot)^{-1.5} & \text{for } M_\odot > 10^{10.5} M_\odot .
\end{cases}
\] (25)

where the errors are ±0.1 dex (coefficient), ±0.05 (low-mass exponent) and ±0.3 (high-mass exponent). For the hot energy loading fractions, we find

\[ f_{E, \text{hot}} = 10^{-0.60} (M_\odot / M_\odot)^{0.053} \] (26)

where the errors are ±0.07 dex (coefficient) and ±0.008 (power law exponent).

### 4.6 Multi-phase ISM metal loadings

In Figure 10, we plot multi-phase ISM metal loading factors versus stellar mass. Similar to Figure 5, with all phases combined the total ISM metal loadings are of order unity in dwarfs at all redshifts (i.e., including progenitors of MW halos). However, in more massive halos, the ISM metal loadings drop steadily to ~ 0.1 when averaged over long timescales. There is no strong redshift dependence for the total metal loadings, allowing us to simply parameterize the trends with halo mass using a broken power law (with the break point fixed at \( 10^9 M_\odot \)):

\[
\eta_{Z, \text{ISM}} = \begin{cases} 
10^{-0.005} (M_\odot / 10^9 M_\odot)^{-0.04} & \text{for } M_\odot \leq 10^9 M_\odot \\
10^{-0.005} (M_\odot / 10^9 M_\odot)^{-0.44} & \text{for } M_\odot > 10^9 M_\odot .
\end{cases}
\] (27)

The errors are ±0.05 dex (coefficient), ±0.03 (low-mass exponent) and ±0.05 (high-mass exponent).

Splitting by phase, metals carried by the cold phase are negligible overall but there is a strong redshift dependence. At high redshift, all halos have roughly constant cold metal loading fractions of ~ 0.05. At later times, the cold metal loading fractions decrease but there seems to be a positive correlation with stellar mass. Excluding the m13 halos, we parameterize the cold metal loading fractions as:

\[ f_{Z, \text{cold}} = \begin{cases} 
10^{-3.1} (M_\odot / M_\odot)^{0.10} & \text{for } z = 0.0 - 0.5 \\
10^{-2.8} (M_\odot / M_\odot)^{0.10} & \text{for } z = 0.5 - 2.0 \\
10^{-0.9} (M_\odot / M_\odot)^{-0.07} & \text{for } z = 2.0 - 4.0 .
\end{cases}
\] (28)

The errors for the low-redshift power law are ±0.8 dex (coefficient) and ±0.08 (exponent). The errors for both the intermediate- and high-redshift power laws are the same: ±0.5 dex (coefficient) and ±0.06 (exponent).

The hot metal loading fraction is of order unity and the warm metal loading fraction is of order 0.1 in more massive halos. In contrast, for the lowest mass halos, the warm phase carries nearly all of the metals (the hot metal loading fraction drops to order 0.1). We fit a broken power law to the warm metal loading fractions assuming a fixed break at \( 10^{11} M_\odot \):

\[ f_{Z, \text{warm}} = \begin{cases} 
10^{-0.5} (M_\odot / 10^{11} M_\odot)^{-0.08} & \text{for } M_\odot \leq 10^{11} M_\odot \\
10^{-0.5} (M_\odot / 10^{11} M_\odot)^{-2.8} & \text{for } M_\odot > 10^{11} M_\odot .
\end{cases}
\] (29)

where the errors are ±0.1 dex (coefficient), ±0.04 (low-mass exponent), and ±0.5 (high-mass exponent). For the hot metal loading fractions, we find:

\[ f_{Z, \text{hot}} = 10^{-1.2} (M_\odot / M_\odot)^{0.10} \] (30)

where the errors are ±0.1 dex (coefficient) and ±0.01 (power law exponent).

### 4.7 Trends with SFR and ISM gas mass surface densities

In Figure 11, we plot our burst-averaged burst-integrated mass loading factor as a function of the M-weighted average \( \Sigma_{gas} \) and \( \Sigma_{SFR} \) within individual burst windows. \( \Sigma_{gas} \) is defined as \( M_{gas} / (\pi R_{vir}^2) \) where \( M_{gas} \) is the mass of all gas particles within 0.1\( R_{vir} \) and \( R_{vir} \) is the 3D stellar half-mass radius (a commonly used definition of galaxy size) computed using star particles within 0.1\( R_{vir} \). \( \Sigma_{SFR} \) is defined similarly except the numerator is the instantaneous SFR as described in subsection 3.3. Hence we are assuming, for simplicity, that the ISM gas and star formation within 0.1\( R_{vir} \) are mostly confined to a flat disk of radius \( R_{3D} \).

Burst-averaged mass loadings drop off as \( \Sigma_{gas} \) increases. They
Figure 8. Similar to Figure 7 but now for the ISM momentum loading factor. Top: The overall momentum loading factor is of order unity for higher redshift dwarfs, dropping to \( \sim 0.1 \) for some dwarfs at \( z \sim 0 \). For massive halos, overall momentum loadings are generally less than 0.1. Bottom-left: The fraction of momentum loading in the cold phase is negligible except for high redshift dwarfs where it can approach \( \sim 10\% \). Bottom-middle: The warm phase carries nearly all of the momentum in the lowest mass dwarfs, gradually dropping to \( \lesssim 10\% \) for more massive halos. Bottom-right: In contrast, the hot phase carries nearly all of the momentum in massive halos, gradually dropping to \( \sim 10\% \) for the lowest mass dwarfs.

also drop off with increasing \( \Sigma_{\text{SFR}} \) although there is more scatter, especially at low \( \Sigma_{\text{SFR}} \). The bursts in the m12 halos (red points) show a clear evolution from high mass loadings at low \( \Sigma_{\text{gas}} \) (i.e., in their dwarf progenitors) to low mass loadings of \( \sim 0.1 \) at high \( \Sigma_{\text{gas}} \) (i.e., at low redshift). Most of the bursts in the m13 halos occur at rather large surface densities since these halos were already quite massive by \( z = 2 - 4 \). For purely illustrative purposes, we parameterize the trends as

\[
\eta_M = 10^{-2.71} \left( \frac{\Sigma_{\text{gas}}}{M_\odot \text{pc}^{-2}} \right)^{-1.18}
\]

and

\[
\eta_M = 10^{-0.49} \left( \frac{\Sigma_{\text{SFR}}}{M_\odot \text{yr}^{-1} \text{ kpc}^{-2}} \right)^{-0.54}
\]

The errors for the \( \Sigma_{\text{gas}} \) scaling are \( \pm 0.08 \) dex (coefficient) and \( \pm 0.04 \) (power law exponent). The errors for the \( \Sigma_{\text{SFR}} \) scaling are \( \pm 0.05 \) dex (coefficient) and \( \pm 0.02 \) (power law exponent).
4.8 SF burstiness, dense ISM gas fractions and inner CGM virialization

The previous global correlations with $M_*$ and $V_{\text{vir}}$ are not satisfying in terms of painting a physical picture because they do not address how small-scale ISM conditions may influence the initial properties of winds during breakout. This interpretation-related ambiguity remains even in cases where the global correlations appear statistically strong with minimal scatter. On the other hand, the burst-averaged loading factor trends (or lack thereof) with $\Sigma_{\text{gas}}$ and $\Sigma_{\text{SFR}}$ are also not sufficiently informative because they lack a proper normalization and hence physical context. Although we cannot establish causality with the FIRE-2 dataset (that would require controlled numerical experiments), we can at least correlate our burst-averaged loading factors against a few relevant “derived” physical properties. In this first attempt, we choose to only focus on the following three for simplicity. Do more powerful starbursts (relative to the average SFR over a longer time window) drive winds that are more highly mass-loaded? Are burst-averaged loading factors higher when dense ISM gas fractions are lower since that may enable winds to break out without as much impedance? Does the
virialization of the inner halo correlate with the strength of ISM winds? The following is a brief heuristic and empirical exploration of these three questions.

To quantify starburst strength (or “local burstiness”) for each individual outflow episode, we divide the maximum SFR within the burst window by the 1 Gyr-averaged SFR (i.e., within each burst’s overall time chunk). The dense ISM gas fraction is computed as

\[ f_{\text{dense}} = \frac{M_{\text{gas,dense}}}{M_{\text{gas}}} \]

where \( M_{\text{gas,dense}} \) is the mass of all gas particles within \( 0.1R_{\text{vir}} \) that have density \( n > 1000 \text{ cm}^{-3} \) (this is the SF density threshold in FIRE-2).\(^\text{12}\) We take the \( M \)-weighted average \( f_{\text{dense}} \) within each individual burst window. Finally, we take the \( t_{\text{cool}}/t_{\text{ff}} \) ratio at \( 0.1R_{\text{vir}} \) from Stern et al. (2020), who analyzed

\(^\text{12}\) Our \( f_{\text{dense}} \) statistic is almost certainly too simplistic to capture the full complexity of the multi-phase ISM. A more robust measure of wind breakout conditions would take into account the full temperature–density distribution of the ISM to identify the warmer volume-filling phase fraction (e.g., Li & Bryan 2020). However, it may be challenging to account for the complicated redshift and halo mass dependence of ISM geometry, multi-phase partitioning, and “contamination” of hot gas from the inner virialized CGM.
the same simulations. This cooling time to free-fall time ratio is a measure of virialization in the inner CGM (specifically when \( t_{\text{cool}}/t_{\text{ff}} \gtrsim 2 \), the halo is virialized all the way down to the central galaxy). Following Stern et al. (2020), we do not include the low-mass (m10) dwarfs since they have \( T_{\text{vir}} \sim 10^4 \) K and the distinction between the dynamically hot and cool phases breaks down. As with \( f_{\text{dense}} \), we estimate the \( M \)-weighted average \( t_{\text{cool}}/t_{\text{ff}} \) within each individual burst window.

Figure 12 shows our burst-averaged mass loading factors as a function of the aforementioned three physical properties. The burst-averaged mass loadings are clearly larger when starbursts are stronger (i.e., when the peak SFR is more prominent relative to the 1 Gyr-averaged SFR). In contrast, there is a lot of scatter and effectively no trend with \( f_{\text{dense}} \), especially if we neglect the m13 halos which have large \( f_{\text{dense}} \) but low \( \eta_M \) (these halos are so massive that SN-driven winds cannot easily escape). Finally, the burst-averaged mass loading steadily declines as the \( t_{\text{cool}}/t_{\text{ff}} \) ratio gets larger, with \( \eta_M \ll 1 \) when the inner halo is virialized (i.e., when \( t_{\text{cool}}/t_{\text{ff}} > 2 \)).

This condition is met in the massive halos but not in the dwarfs (including the high-redshift dwarf progenitors of the m12 halos), which instead have high mass loadings and a non-virialized inner halo. These trends will help inform our discussion later.

### 5 HALO WIND LOADING FACTORS

We now turn to halo-scale loading factors at \( R_{\text{vir}} \). The driver of halo-scale outflows is more difficult to disentangle because there can be other input sources for mass, momentum, energy and metals in addition to the ISM outflows (e.g., CGM turbulence stirred by satellite motions and their own outflows; Faucher-Giguère et al. 2016; Hafen et al. 2019, 2020). As a result, there may be ambiguities in interpreting “halo loading factors” which are computed as outflow fluxes in the virial shell normalized by reference fluxes on the ISM scale for type II SN inputs. However, we have verified through animations of the projected particle data that hot outflows generated by the central galaxy do often have enough energy to make it to \( R_{\text{vir}} \), even in the MW halos at low redshift. Hence, it is informative to compare our broad redshift-averaged measurements of outflows at \( R_{\text{vir}} \) to those at 0.1\( R_{\text{vir}} \) (the large integration timescale means we are effectively marginalizing over complicated propagation and delay time physics).

#### 5.1 Bernoulli velocity versus potential depth

Before presenting the halo loading factors, in Figure 13 we first compare the average mass-flux-weighted Bernoulli velocities (\( \langle v \rangle_B = \sqrt{E/M} \) following Equation 10) of multi-phase ISM outflows to the difference in escape velocity between 0.1\( R_{\text{vir}} \) and \( R_{\text{vir}} \) (which quantifies the halo potential depth). As outflows propagate outwards, they gain potential energy at the expense of kinetic and thermal energy; hence in the limiting case of adiabatic outflows, the decrease in Bernoulli velocity should mirror the decrease in escape velocity. Note that the upper limit on the Bernoulli velocity of SN-driven outflows is \( \sqrt{10^{31}\text{erg}}/100M_\odot \approx 700\text{ km s}^{-1} \); comparing this to the potential difference gives a simple estimate of whether SN-driven outflows can escape from halos of a given mass.

We see that cold and warm outflows contain just enough energy to make it to \( R_{\text{vir}} \) in the dwarfs and even the massive halos. On the other hand, the hot outflows contain much more energy than needed to get to \( R_{\text{vir}} \); for high-redshift dwarfs, the energy of hot outflows is \( \sim 5\times \) higher than the escape velocity difference, hence many of these outflows may become unbound from the halo. In the MW halos at low redshift, the hot outflows have just enough energy to make it to \( R_{\text{vir}} \). This is also true for the m13 halos at high redshift but not at low redshift (where again, outflows may only reach \( 0.5R_{\text{vir}} \) in accordance with our wind selection criteria). We find that roughly half of the specific energy of the hot wind is in kinetic form except in the m13 and low-redshift MW-mass halos where it drops to \( \lesssim 30\% \) (signifying the prominence of slow but very hot buoyant outflows).

This exercise demonstrates that we should expect to see significant halo wind loading (especially for hot outflows in dwarfs) and that comparing characteristic outflow rates at \( R_{\text{vir}} \) to those at 0.1\( R_{\text{vir}} \) can help constrain average losses/gains in mass, momentum, energy and metals while winds transit the CGM. In Figure 14, we compare total mass, momentum, energy and metal loading factors in our ISM shell (0.1 – 0.2\( R_{\text{vir}} \)) to those in our virial shell (1.0 – 1.1\( R_{\text{vir}} \)). Both the ISM and halo loading factors in this figure only include outflows
that have enough energy to get to at least $2R_{\text{vir}}$ if not farther. By defining this subset of “escaping” ISM and halo outflows, we can constrain what fraction of mass, momentum, energy and metals predicted to escape from the ISM to $2R_{\text{vir}}$ may actually do so. We will now describe each of these outflow quantities in turn.

5.2 Halo mass loading

We see that even for the low-redshift MW halos, the actual halo mass loading is comparable to, in fact even slightly larger than, the ISM mass loading defined using particles with enough energy to reach $2R_{\text{vir}}$ anyway – then this ratio would be closer to $0.3 – 0.4$ (Figure 12 of Pandya et al. 2020). While we do not know whether the identity of the gas leaving the virial shell is the same as the gas that was previously ejected from the ISM (e.g., much of the ISM outflows could have stalled in the CGM while still pushing ambient halo gas outwards), our finding that $\eta_{\text{halo}}/\eta_{\text{ISM}} \sim 1$ in the low-redshift MW halos combined with their relatively large Bernoulli velocities of hot outflows in Figure 13 suggests that outflows can have substantial effects in MW halos (see also our supplementary movies, e.g., Figure 1). This agrees with the conclusions drawn from the comparative CGM analysis of diverse simulations by Fielding et al. (2020b).

For dwarfs, the halo mass loading is also larger than the ISM mass loading of winds expected to make it to $2R_{\text{vir}}$. However, it is also important to appreciate that a much larger fraction of outflows leaving the ISM of dwarfs have enough energy to reach $2R_{\text{vir}}$ as compared to winds in more massive halos (i.e., the ratio $\eta_{\text{M,halo}}/\eta_{\text{M,ISM}}$ would remain above one for dwarfs even if we relaxed our $0.1 \rightarrow 2R_{\text{vir}}$ Bernoulli velocity criterion, unlike for the low-redshift MW halos described above). Since the dwarfs are quite isolated and hence satellite effects are relatively negligible, the halo-scale loading factors being larger than the ISM-scale ones for dwarfs is likely due to entrainment of CGM gas by the winds (see also Muratov et al. 2015; Pandya et al. 2020).

In contrast, for the m13 halos, the much higher halo mass loadings than expected are likely due to their rich satellite systems, which can stir up the CGM and have substantial outflows of their own (e.g., Anglés-Alcázar et al. 2017a; Hafen et al. 2020). While quantifying these entrainment and satellite effects is beyond the scope of this paper, the time evolution of the radial profile of $\dot{M}_{\text{out}}$ and $\dot{M}_{\text{int}}$ in our supplementary movies (as in Figure 1 and Figure 2) can qualitatively reveal these effects. For example, the amplitude and/or width of an outflow spike may increase as it propagates to larger radius, which would be indicative of CGM entrainment.

5.3 Halo momentum loading

In the dwarfs, the halo momentum loadings are larger than the ISM momentum loadings, which is expected for energy-conserving outflows (if $\dot{E} \sim \dot{M} \nu$ is roughly constant, then $\dot{p} \sim \dot{M} \nu$ will increase as the outflow decelerates due to sweeping up mass). Interestingly, the MW halos at low redshift have roughly similar outflow momentum at the halo and ISM boundaries. The m13 halos have anomalously high halo momentum loading factors, which may suggest additional momentum input sources (e.g., their rich satellite systems).

5.4 Halo energy loading

The halo energy loadings are comparable to ISM energy loadings in the dwarfs (including the high redshift progenitors of MW halos). This suggests that the relatively higher ISM energy loadings of dwarfs (Figure 9) are conserved to at least $R_{\text{vir}}$, which is consistent with the large Bernoulli velocities relative to their potential depth (Figure 13). The m13 halos also have high halo energy loadings but there is likely significant contamination from their rich satellite systems (which can introduce additional kinetic and thermal energy from stirring turbulence in the CGM, heating from their own energy-rich outflows, etc.). In contrast, for the low redshift MW halos, the halo energy loading factors are only ~ 0.25 times their ISM energy loadings (i.e., 4 times lower).

Note that these “escaping” ISM outflows are somewhat lower than our fiducial measurements to go from $0.1 \rightarrow 0.5R_{\text{vir}}$ since only a subset of ISM outflows will have the greater required initial energy to travel all the way to $2R_{\text{vir}}$. However, the overall trends are similar to our results above.
5.5 Halo metal loading

In the MW halos at low redshift, the metal loading at $R_{\text{vir}}$ is roughly ~ 20% of the ISM-scale metal loading. In contrast, for their dwarf progenitors and all dwarfs more generally, the halo metal loadings are comparable to the ISM metal loadings. This is consistent with the interpretation by Muratov et al. (2017) for FIRE-1 that metals escape from dwarf halos but are retained within MW halos (perhaps due to substantial interactions in the latter, although we also do not know the level of mixing with pristine gas). The m13 halos also have relatively low halo metal loadings perhaps owing to their deeper potential wells, although again their halo-scale measurements are likely contaminated due to metal-rich outflows from their large satellite systems (see also Hafen et al. 2019).

6 DISCUSSION

Here we summarize the overall story suggested by our results, discuss our findings in the context of previous work, and list some possible systematic uncertainties in our analysis.

The results of our analysis tell a seemingly simple story. We have found that dwarfs have preferentially much higher ISM mass, momentum, energy and metal loadings than MW-mass halos at late times (and even the m13 halos at early times). The cold outflow phase is generally negligible for dwarfs except at high redshift where the cold phase can account for ~ 10% of each of the total loading factors. The importance of the warm phase gradually increases toward lower stellar masses (for which the warm phase approaches ~ 100% by mass fraction). The suppression of multi-phase outflows in the lowest mass dwarfs may be a clue that the UV background together with the global thermodynamics of the halo (the virial temperatures of these dwarfs is much lower than our threshold of 10^5 K for the hot phase) either prevents thermal instabilities or rapidly heats up cold outflows due to CGM mixing and/or shocks. In addition, much of the ISM of dwarfs may already be at a warm temperature, so significant cold mass loading may not be expected. In any case, it is remarkable that the overall momentum, energy and metal loadings are of order unity in the lowest mass dwarfs, implying that most of the SN-driven energy, momentum and metals make it quite far out of the ISM; the mass loadings being of order 100 also suggests that the outflows sweep up significant amounts of ambient material. The metal loadings being of order unity suggests that the ISM metallicity of dwarfs is in equilibrium (Forbes et al. 2014) since most of the metals produced by SN ejecta escape via metal-enriched, energy-conserving outflows (hence the ISM metallicity should be roughly constant with time). Note that the FIRE simulations have been shown to agree reasonably well with observed mass–metallicity relations for both gas and stars in the mass ranges that we examine here (Ma et al. 2016; Wetzel et al. 2016; Escala et al. 2018). The ratio $\eta_{\text{halo}}/\eta_{\text{ISM}} \gtrsim 1$ for the dwarfs, further suggesting that ISM outflows escape to quite large distances ($\gtrsim R_{\text{vir}}$) on average with their energy, momentum and metals intact.

In contrast, for low-redshift MW halos and high-redshift massive (m13) halos, winds are weaker and the hot phase generally carries most of the mass, momentum, energy and metals. The warm phase is subdominant (though it can carry a substantial fraction of metals in the low-redshift MW halos; see purple stars in

---

**Figure 13.** Average mass-flux-weighted Bernoulli velocity (i.e., specific kinetic energy plus enthalpy) of multi-phase ISM outflows versus the difference in escape velocity between 0.1$R_{\text{vir}}$ and $R_{\text{vir}}$ (a proxy for the potential difference). This gives a sense of whether outflows can be expected to reach $R_{\text{vir}}$ in the absence of interactions (given our ISM wind selection criteria, outflows should make it to ~ 0.5$R_{\text{vir}}$ at minimum). Cold and warm outflows (left and middle panels) in some dwarfs have up to twice the energy needed to make it to $R_{\text{vir}}$, but in the more massive halos the cold/warm outflow energy is comparable to the potential difference. In contrast, hot outflows (right) have Bernoulli velocities that are far in excess of the energy needed to make it to $R_{\text{vir}}$. This is obvious for lower mass halos where the hot outflows contain up to ~ 5× more energy than needed to escape the halo (hence these outflows can be expected to travel very large distances, probably becoming unbound). Hot outflows in low-redshift MW halos have just enough energy to reach $R_{\text{vir}}$. Hot SN-driven outflows can also escape from m13 halos at high redshift but not necessarily at intermediate redshift.

---

14 Observed outflows driven by active galactic nuclei (AGN) can have high cold mass loading factors (e.g., Ciccone et al. 2014; Fiore et al. 2017; Fluetsch et al. 2019, and references therein), but the FIRE-2 simulations do not include AGN feedback.

15 Had we only used the simpler $v_{\text{rad}} > 0$ km/s cut, we would select substantially more warm outflows. However, some fraction of these may not travel far beyond ~ 0.1$R_{\text{vir}}$ and may represent random motions near the ISM edge.
Figure 14. Comparing “escaping” wind loading factors for the ISM and virial shells. The top row is ISM loading factors using only the subset of ISM outflows that have enough energy to reach $2R_{\rm vir}$ instead of just $0.5R_{\rm vir}$. The middle row is halo-scale loading factors using only outflows at $R_{\rm vir}$ that have enough energy to get to at least $2R_{\rm vir}$. The bottom row is the ratio of these halo-scale and ISM-scale loading factors. From left to right we show mass, momentum, energy and metal loading factors. Mass: dwarf halo mass loadings are a few times larger than the ISM mass loadings, perhaps indicative of additional swept up material. Low-redshift MW halos have a ratio close to $\approx 1$ (recall that our ISM loadings exclude slower outflows, which may be substantial but unlikely to reach $R_{\rm vir}$). m13 halos show a larger ratio at intermediate redshift than at high redshift. Momentum: Dwarf outflows often have more momentum at the halo scale than at the ISM scale, in contrast to low-redshift MW halos whose outflows have comparable momentum at $R_{\rm vir}$ and $0.1R_{\rm vir}$. Energy: In dwarfs, halo energy loadings are comparable to ISM energy loadings. In contrast, for MW halos at low redshift, the halo-scale energy loadings are $\approx 0.1$ smaller than their ISM-scale energy loadings. Metals: In dwarf halos, most metals leaving the ISM also leave the halo. In low-redshift MW halos, only $\approx 10\%$ of ISM metal outflows leave the halo (surprisingly, intermediate redshift m13 halos have high metal loadings).

Figure 10) and the cold phase is generally negligible (a few percent by mass fraction). The loading factors for the low-redshift m12 halos are below unity ($\eta_{\rm M}$ is of order $\approx 0.1$ on average, and possibly smaller for individual weak outflow episodes), which means that only a fraction of the SN-driven mass, energy, momentum and metals make it out of the ISM (unlike for the dwarfs). Nevertheless, the ratio $\eta_{\rm M, halo}/\eta_{\rm M, ISM} \approx 1$ for the MW halos at low-redshift, suggesting that whenever there is a large breakout of wind from the ISM, there is subsequently also a large outflow from the halo. However, the $\eta_{\rm halo}/\eta_{\rm ISM}$ ratio is far below unity for energy and metals, meaning that a large fraction of wind energy is dissipated while metals are mixed into the CGM due to interactions (or the outflow metallicities are diluted due to sweeping up of metal-poor CGM gas). Interestingly, the $\eta_{\rm p, halo}/\eta_{\rm p, ISM}$ is closer to 1 for the low-redshift MW halos, and may be driven by the thermal pressure term which would be substantial for their predominantly hot outflows.  

16 Many of the m13 halos have $\eta_{\rm halo}/\eta_{\rm ISM}$ ratios greater than unity, which is unexpected given their deep potential wells. We think this is likely due to additional input sources of mass, momentum, energy and metals at large radii. Possible sources include outflows and turbulence stirred by their numerous satellites as well as accretion shocks of infalling gas near $R_{\rm vir}$. 
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6.1 Comparison to theoretical expectations and other simulations

6.1.1 Comparison to simple theoretical arguments

Traditionally, mass loading factors are correlated against the global halo circular velocity since that is a proxy for the potential depth and because the inferred power law slope may encode whether the winds are “energy-driven” ($\eta_{\text{ISM}} \propto V_{\text{vir}}^{-2}$) or “momentum-driven” ($\eta_{\text{ISM}} \propto V_{\text{vir}}^{-1}$; e.g., Murray et al. 2005; Hopkins et al. 2012; Muratov et al. 2015; Christensen et al. 2016). We find that $\eta_{\text{ISM}} \propto V_{\text{vir}}^{-2}$ at high redshift, with a significant steepening at low redshift. There appears to be no need to appeal to a “broken” power law as found for the FIRE-1 halos by Muratov et al. (2015). Our power law (particularly at high redshift) is consistent with simple theoretical expectations for energy-conserving winds as laid out in Murray et al. (2005). At lower redshifts, our relation becomes even steeper, consistent with a picture in which there are significant losses in the ISM prior to the wind being launched (though winds in the dwarfs still seem to conserve energy after breaking out of the ISM and propagating through the CGM, while the MW halos show a substantial drop in mass loading with redshift and their winds appear to conserve at least some momentum but not energy; Figure 14).

In addition to correlating the loading factors against the global halo virial velocity and stellar mass, it is important to consider correlations with properties that explicitly characterize the state of the ISM and inner halo (e.g., as suggested by Fielding et al. 2017b; Li & Bryan 2020). After all, the virial velocity and stellar mass correlations alone do not unambiguously explain what sets the properties of winds upon initial breakout from the ISM. Therefore, why do winds in high-redshift dwarfs appear to be energy-conserving (i.e., consistent with a $V_{\text{vir}}^{-2}$ scaling)? While painting a fully fleshed out physical picture is beyond the scope of this work, we found three important trends that can help guide future work using controlled numerical experiments. First and foremost, burst-averaged mass loading factors are preferentially higher during more powerful starbursts (i.e., when the peak SFR is more prominent compared to the 1 Gyr-averaged SFR). During such locally bursty SF events, we may expect more strongly clustered SNe (Faucher-Giguère 2018). The resulting powerful stellar feedback may clear out the denser phase of the ISM while percolating through the less dense phase, ultimately breaking out of the galaxy prior to losing significant energy via radiative cooling (e.g., Fielding et al. 2018).

Correlating burst-averaged mass loading factors with dense ISM gas fractions reveals a lot of scatter and effectively no trend, especially if we ignore the m13 halos at high $f_{\text{b dense}}$ with low $\eta_M$ (SN-driven winds cannot easily escape from these massive halos). The lack of a strong correlation with $f_{\text{b dense}}$ may reflect the fact that the more powerful starbursts are also expected to occur when dense ISM gas fractions are higher, and these in turn may drive more powerful winds despite high $f_{\text{b dense}}$. On the other hand, our overly simplistic definition of $f_{\text{b dense}}$ using only particles with $n > 100$ cm$^{-3}$ may not be the best diagnostic of ISM breakout conditions: if the warmer volume-filling ISM phase fraction can be reliably measured, that may lead to a more robust correlation (Li & Bryan 2020). On a related note, the ISM may be more turbulent when the overall gas fraction $M_{\text{gas}}/(M_{\text{gas}} + M_*)$ is higher, which may make it easier to drive strong outflows (this may help explain why winds become weaker in more massive halos at later times, when their overall gas fractions have decreased; Hayward & Hopkins 2017). Finally, we find that burst-averaged mass loadings are suppressed when the inner halo is virialized (as in the more massive halos) (Stern et al. 2020). The lack of a virialized inner CGM in dwarfs may allow outflows to propagate relatively unimpeded with minimal energy and momentum losses. Shock heating and entrainment of CGM/IGM gas by these energy-conserving outflows may cause preventative feedback that can suppress future gas accretion and ultimately help reduce the global star formation efficiency of dwarfs (Pandya et al. 2020). Despite this interesting heuristic exercise, we stress that our analysis of individual outflow episodes groups together events occurring in halos of widely different masses and across $\sim 10$ Gyr of cosmic time. It is an enormously challenging task to simultaneously control for all of the possible interplay between global and local conditions using a fully cosmological simulation, but it is encouraging that we at least see some emergent systematic trends with our simple summary statistics.

6.1.2 Comparison to high-resolution idealized simulations

It is difficult to say definitively how our FIRE-2 wind scalings compare to those from resolved ISM idealized simulations. A future analysis of the FIRE-2 simulations closer to the ISM while accounting for the complicated geometries of our galaxies can help place these kinds of comparisons on a firmer footing (e.g., following Gurvich et al. 2020). One seemingly major difference worth commenting on is that Kim et al. (2020a) very clearly predict that cool outflows (with $T < 2 \times 10^4$ K) carry most of the mass whereas hot outflows (with $T > 5 \times 10^4$ K) carry most of the energy in their TIGRESS kpc-scale sub-galactic simulations. In contrast, for our low-redshift MW halos, the hot phase carries both most of the mass and energy (Figure 7 and Figure 9). The simplest explanation is that our measurements are made much farther from the galaxy ($0.1 R_{\text{vir}}$) than in resolved ISM simulations (~ 1 – 2 disk scale heights), and much of the cold and warm outflows may not be expected to make it to ~ $0.5 R_{\text{vir}}$ anyway. Instead they may recycle as fountain flows much closer to the disk (e.g., Anglés-Alcázar et al. 2017a; Hafen et al. 2020; Gurvich et al. 2020) or get mixed into the hot phase (e.g., Fielding et al. 2020a; Schneider et al. 2020). Note also that FIRE includes additional prescriptions for radiative pressure feedback and photoionization that are not modeled in TIGRESS but which may be crucial for heating the ISM and enabling breakout of hot winds. Nevertheless, it is encouraging that the hot mass loadings of our low-redshift MW halos are still only of order $\sim 0.1$, which is similar to the TIGRESS predictions (Kim et al. 2020a).

A related question is why the hot mass loading in our dwarfs is far larger than ~ 0.1, in fact closer to ~ 10 (the overall mass loading is ~ 100 with a ~ 10% hot phase fraction for low $M_*$ galaxies; see Figure 7). Partially, this may be due to shock heating and entrainment of inner CGM gas by energy-conserving outflows in the dwarfs. The warm phase is even more prominent than the hot phase for winds in the FIRE-2 dwarfs. This may be due to the fact that warm outflows may be able to travel farther into the CGM of dwarfs because of their shallower potential well depths. There can also be a disproportionately larger contribution of swept-up warm ISM and inner CGM gas for outflows in dwarfs compared to more massive halos. Note that since the virial temperatures of dwarfs can be lower than our hot phase threshold temperature of $10^5$ K, much of the warm outflows in dwarfs can still be considered “dynamically hot” (and vice versa for more massive halos). The idealized, high-resolution global dwarf simulations by Hu (2019) show that the warm phase (what they call the ionized phase) is indeed very important: it is the dominant phase beyond a few kpc owing to cooling of the hot phase and shock heating of cooler gas.
As for trends between burst-averaged wind loading factors and ISM and SFR surface densities, the clearest correlation we have found is between $\eta_M$ and the M-weighted average $\Sigma_{\text{gas}}$ over individual burst windows. The burst-averaged mass loading tends to drop systematically as $\Sigma_{\text{gas}}$ increases, becoming of order $\sim 0.1$ in the low-redshift MW-mass halos. This is qualitatively consistent with predictions from TIGRESS where the authors find $\eta_M \propto \Sigma_{\text{gas}}^{-1.12}$, albeit much closer to the galaxy (one scale height above/below the disk; Figure 12 in Kim et al. 2020a). The correlation with $\Sigma_{\text{SFR}}$ shows more scatter. This may partially be driven by the fact that we are combining bursts from widely different halos and at many different redshifts (up to $z = 4$). We also measure our loading factors farther from the ISM than sub-galactic simulations do; in fact, our chosen distance of 0.1$R_{\text{vir}}$ corresponds to $\sim 25 - 30$ physical kpc for a low-redshift MW-mass halo, which is far beyond the simulation domain of kpc-scale resolved ISM models. Since the properties of a wind may change as it propagates through the inner halo, it is perhaps natural to expect different correlations with more scatter farther from the galaxy (just like we expect halo-scale loadings to be more complicated to interpret). A fruitful avenue for future work will be to combine measurements of loading factors very close to the galaxy (ideally by defining subpatches of the ISM and properly accounting for the more complicated gravitational potential) with our spherically-averaged loading factors farther out (see also Gurvich et al. 2020).

6.1.3 **Comparison to other cosmological simulations**

Lastly, it is useful to qualitatively discuss our results in the context of other cosmological simulations (both zooms and large-volume). The FIRE-2 simulations are particularly unique for predicting wind properties in a cosmological context due to their explicit stellar feedback model. In contrast, the modeling of SN-driven winds across different cosmological simulations varies dramatically and often involves ad hoc approaches (e.g., decoupling winds from hydrodynamics, artificially delayed cooling, etc.).

Compared to the FIRE-1 results of Muratov et al. (2015, 2017) that we build on (see also Anglés-Alcázar et al. 2017a), our overall FIRE-2 mass and metal loadings scale with stellar mass in qualitatively similar ways (despite our more stringent wind selection criteria; Figure 5). However, we have gone further and provided several new insights by explicitly measuring outflow energy and momentum loadings, temperature and velocity distributions, and scalings with quasi-local ISM properties. This allowed us to explicitly demonstrate that winds in dwarfs seem to be energy-conserving whereas the more massive halos show significant outflow energy losses, especially at low redshift. Interestingly, Christensen et al. (2016) also find that outflows in their GASOLINE zoom-in simulations are consistent with the simple energy-driven scaling $\eta_M \propto V_{\text{vir}}^{-2}$, their Figure 11). Tollet et al. (2019) find a much steeper relation in the NIHAO zoom-in simulations: $\eta_M \propto V_{\text{vir}}^{-4.6}$, which they attribute to the reduced efficiency of SN feedback in more massive halos. They also cut off their steep scaling for dwarfs with $V_{\text{vir}} < 45$ km/s since there is a lot of scatter which they claim is due to stochastic SF. Instead, they argue that for these dwarfs, the mass loadings must revert to following at most a predicted $V_{\text{vir}}^{-2}$ scaling because there is a “maximum” efficiency of SN feedback and because most of their dwarf outflows are cold with radial velocities below the escape velocity. With our more stringent wind selection criterion (which captures the slow component of the hot wind while neglecting cold, turbulent outflows), we find relatively little scatter for the lowest mass dwarfs, which suggests that the steepening of the overall relation with time is indeed driven by higher mass halos. Note that the prominent redshift dependence in Figure 6 but weaker redshift dependence when plotting against stellar mass (Figure 7) can at least partially be explained by the stellar-to-halo-mass ratio, at fixed halo mass, getting larger at later times (at fixed $M_{\text{vir}}$) whereas $V_{\text{vir}}$ does not evolve as dramatically. The redshift evolution in the stellar-to-halo-mass ratio is particularly prominent for more massive halos since SF is so inefficient in dwarfs, and so the steepening against virial velocity with time may be driven by the m12 halos.

As for large-volume simulations, energy and momentum loadings are generally not measured. One notable exception is Mitchell et al. (2020) who measured mass loading factors as well as radial profiles of energy and momentum outflow rates in the EAGLE simulations. They find that $\eta_M \propto V_{\text{vir}}^{-1.5}$ for lower mass halos where stellar feedback dominates, with the normalization increasing towards higher redshift; this scaling steepens for halo-scale mass loadings to roughly match $\eta_M \propto V_{\text{vir}}^{-2}$ as expected for energy-driven winds. They attribute this steepening to entrainment of CGM gas by winds, as inferred from average radial profiles of mass, momentum and energy outflow rates. Another interesting result of modern large-volume simulations is that they predict multi-phase winds, as recently shown for the IllustrisTNG model by Nelson et al. (2019). Despite the very different SN feedback subgrid models of FIRE-2 and IllustrisTNG (decoupled kinetic wind model; Springel & Hernquist 2003), it is encouraging that the outflow temperature distributions vary in similar systematic fashions with stellar mass, in particular that the cold phase is noticeably absent in the lowest mass dwarfs and more prominent in higher mass halos. This relative agreement likely reflects the fact that the physics of radiative cooling, which is similar amongst all these simulations, is predominantly responsible for setting the general properties of the outflow temperature distributions. However, the inclusion of AGN feedback in many large-volume simulations combined with a more phenomenological treatment of winds (plus different wind analysis methods) makes it difficult to draw direct comparisons with FIRE-2. We do note that the EAGLE (Schaye et al. 2015, their equation 6) and IllustrisTNG (Pillepich et al. 2018, their Figure B2) large-volume simulations assume that the input SN thermal energy is smaller when the ISM metallicity is larger due to more efficient cooling, which requires that the emergent wind energy loading factors (defined with respect to the nominal input SN energy of $10^{51}$ erg) should be lower in more massive halos and at later times. While we do not explicitly consider scalings with ISM metallicity, their assumption is consistent with our overall findings. A more granular analysis of winds closer to the ISM in FIRE-2 would shed further light on this assumption, including the role of ISM gas metallicity and density in setting the redshift dependence of some of our wind scalings.

In the future, it will be insightful to compare to large-volume simulations that “plug in” scalings for mass loadings and wind velocities taken from zoom-in simulations (Davé et al. 2016, 2019; Huang et al. 2020). Our comprehensive multi-dimensional characterization of FIRE-2 winds in terms of their temperature and velocity distributions, and their energy and momentum loadings, will serve as useful inputs and benchmarks for large-volume models with insufficient resolution to capture stellar feedback. Our FIRE-2 scalings can be implemented in SAMs as is classically done (e.g., ISM mass loading factor versus global halo virial velocity), and it may also be possible to use our relations in radially-resolved SAMs where outflow properties are varied according to local ISM properties (such as the gas mass surface density; Forbes et al. 2019). Perhaps most importantly, SAMs will benefit from implementing our multi-phase energy and momentum loading factors, which can
be used to drive CGM heating and hence suppress ISM accretion, push ambient CGM gas out of the halo via entrainment, and prevent IGM gas from accreting into the halo in the first place (see more discussion of preventative stellar feedback models in Pandya et al. 2020).

### 6.2 Systematic uncertainties

Although we have taken the first step to characterize the full thermodynamic properties of outflows in fully cosmological simulations (adapting analysis methods commonly used for high-resolution idealized simulations; e.g., Kim et al. 2020a), there are several sources of systematic uncertainty that may impact our results and interpretation. Many of these, which we list here, may be fruitful avenues for future work.

First and foremost, our ISM loading factors are measured with a shell at $0.1-0.2R_{\text{vir}}$, which corresponds to nearly ~ 25 kpc in a MW halo at $z = 0$. This was done partly for simplicity (we can use spherical shells, avoid contamination from dense ISM mass flows, ignore the highly non-trivial geometry of galaxies, especially high-redshift dwarfs, etc.), but this is very far from the midplane of the disk and far beyond the domain of highly resolved ISM simulations (e.g., the ~ 1 kpc scale boxes simulated by Kim et al. 2020a). While it is fundamental to know the properties of outflows this far out near the inner CGM, it is somewhat ambiguous what fraction of our ISM outflows are fresh from the MW versus swept up inner CGM material. A future analysis that considers the properties of outflows directly above and below the galaxy can provide many useful physical insights and sanity checks (this can be done easily at least for MW halos at intermediate and lower redshifts when they have a well-defined disk, but dwarf geometries are more complicated). In parallel, additional metrics for characterizing the inner CGM beyond the $t_{\text{cool}}/t_{\text{ff}}$ proxy of Stern et al. (2020) may help us better understand the role of the CGM in modulating outflows and its own susceptibility to being heated/entrained. Combined with a particle tracking approach (e.g., Anglés-Alcázar et al. 2017a; Hafen et al. 2020), we would also be able to more confidently constrain the distribution of particle travel times, maximum distances, recycling times, and whether particles expected to conserve energy/momentum actually do so.

Furthermore, the fixed mass resolution of the Lagrangian FIRE-2 simulations may lead to unresolved cooling of hot outflows and propagation of cold outflows. We have found that in MW-mass FIRE-2 halos at low redshift, the hot phase carries not only most of the energy but also most of the mass. In highly resolved ISM simulations closer to the disk, the hot phase carries most of the energy whereas the cool phase carries most of the mass. If we are not resolving the cooling of hot gas, then colder clumps that should form and become entrained in the CGM (leading to smaller outflow rates measured at $R_{\text{vir}}$) may not be properly captured. We have also seen that cold outflows are heavily suppressed except in high-redshift dwarfs; this may be physical in the dwarfs, but it could also partially be due to poor resolution in the CGM, especially in the more massive halos at low-redshift. On the other hand, we emphasize that our wind selection criteria exclude outflows that do not have enough starting energy to reach at least 0.5$R_{\text{vir}}$; most of this excluded material is almost certainly slow, cold outflows. In addition, recall that the mass resolution in the low-mass (m10) dwarfs is ~ 250M$_{\odot}$ so the Sedov-Taylor phase is likely well-resolved, whereas in the more massive halos it is unresolved (~ 2100 – 33000M$_{\odot}$) and that may play a role in them having $t_{\text{cool}}/t_{\text{ff}} < 1$. Note, though, that when SNe are clustered, most of the hot gas may be contained in “superbubbles” which are better resolved.

Finally, there are other sources of mass, momentum, energy and metal input beyond type II SNe that are not included in our analytic reference injection rates (but which are included in the FIRE-2 simulations), so our energy and momentum loading factors may be overestimated.17 It may not be possible to estimate, in a clean way, total injection rates in cosmological simulations due to the number of processes, many of which are approximated using complicated subgrid models. For example, we do not account for type Ia SNe, radiative heating from the stars in the central galaxy, outflows and turbulence stirred by satellites, or gravitational shock heating of inflating gas in more massive halos. All of these effects make it more complicated to interpret the absolute values of $\eta_E$ and $\eta_p$, especially when they are high. In addition, the m13 halos, which tend to be outliers in some of our relations, are only run down to $z = 1$ so we are missing roughly half of their evolution in our intermediate redshift bin (down to $z = 0.5$). It is possible that the peculiarly high outflow rates of the m13 halos may decrease significantly at $z < 1$ (as happens for the m12 halos at later times).

### 7 SUMMARY

We have characterized the mass, momentum, energy and metal loading factors of multi-phase galactic winds in the FIRE-2 cosmological “zoom-in” simulations. To accomplish this, we implemented a physically motivated Bernoulli velocity wind selection criterion to account for the bulk kinetic, thermal and potential energy of gas particles and exclude slower, turbulent moving outflows from genuine winds. We report outflow measurements at two characteristic radii: close to the ISM boundary (0.1 – 0.2$R_{\text{vir}}$) and the halo boundary (1.0 – 1.1$R_{\text{vir}}$). Given the inherently multi-phase nature of galactic winds, we computed loading factors separately for the cold ($T < 10^{3}$K), warm ($10^{3}$K < $T < 10^{5}$K) and hot ($T > 10^{5}$K) phases. In order to minimize systematics due to travel time delays, entrainment, etc., our fiducial loading factors were measured as averages over three relatively large redshift bins: low redshift ($z = 0.0 – 0.5$), intermediate redshift ($z = 0.5 – 2.0$) and high-redshift ($z = 2.0 – 4.0$). We also implemented a robust algorithm to derive individual burst-averaged loading factors for the ISM shell to complement our redshift-averaged measurements and explore correlations with physical properties on short timescales. With the large sample size of the core FIRE-2 suite, we analyzed halos in four mass bins: low-mass dwarfs ($M_{\text{vir}} < 10^{10}M_{\odot}$ at $z = 0$), intermediate-mass dwarfs ($10^{10}M_{\odot} < M_{\text{vir}} < 10^{11}M_{\odot}$ at $z = 0$), MW-mass galaxies ($10^{11}M_{\odot} < M_{\text{vir}} < 10^{12}M_{\odot}$ at $z = 0$), and more massive halos at high redshift ($10^{12.5} – 10^{13}M_{\odot}$ by $z = 1$).

Our main takeaways are as follows:

(i) The ISM mass loading factor is preferentially higher for dwarfs (of order ~ 100) compared to more massive halos (below unity). Cold mass loading fractions are negligible in all halos except high redshift dwarfs where it approaches order unity. Warm mass loading fractions dominate over cold and hot mass loading fractions in dwarfs, whereas hot outflows carry most of the mass.

17 On a related note, the core FIRE-2 simulations that we use do not include cosmic ray physics, which can significantly affect outflow and CGM properties (Hopkins et al. 2020). Our simulations also do not include a subgrid model for turbulent diffusion which would otherwise allow metals to no longer strictly follow mass. While this can affect the distribution of outflow metallicities for a given episode, our bulk shell-averaged measurements may be robust (see arguments in Muratov et al. 2017, end of their section 5.4).
in the more massive halos. Similarly, the ISM momentum, energy and metal loadings are of order unity in the dwarfs (especially at high redshift) and significantly lower in the more massive halos. The warm phase tends to carry most of the momentum, energy and metals in the dwarfs whereas the hot phase dominates for the more massive halos. Correlating total ISM mass loadings with the global halo virial velocity results in a $V\propto\sqrt{M}$ dependence at high-redshift (consistent with energy-driven winds), but a steeper scaling at later times.

(ii) The average Bernoulli velocity of hot outflows is 2 – 5× the difference in gravitational potential between 0.1$R_{\text{vir}}$ and $R_{\text{vir}}$, especially in high-redshift dwarfs, meaning that we should expect to see substantial outflows at $R_{\text{vir}}$. Indeed, mass outflow rates at $R_{\text{vir}}$ are several times larger than mass outflow rates at 0.1$R_{\text{vir}}$ in the dwarfs, indicative of swept up CGM gas. In the low-redshift MW halos, this $\eta_{\text{M, halo}}/\eta_{\text{ISM}}$ ratio is also of order unity when we consider only “escaping” ISM outflows. Energy outflow rates at $R_{\text{vir}}$ are comparable to those at 0.1$R_{\text{vir}}$ in dwarfs whereas this $\eta_{\text{M, halo}}/\eta_{\text{E, ISM}}$ ratio is much lower (~ 0.25) in low-redshift MW halos. Halo-scale momentum loading factors exceed ISM momentum loading factors in dwarfs (as expected for energy-conserving outflows) but are comparable in MW-mass halos at later times. Most of the metals that the leave the ISM tend to escape from dwarf halos but are retained within low-redshift MW-mass halos.

(iii) Correlating burst-averaged wind loading factors with M-weighted physical properties over individual burst windows reveals a few interesting trends. Burst-averaged $\eta_{\text{M, burst}}$ shows a clear negative correlation with $\Sigma_{\text{gas}}$, but there is substantially more scatter versus $\Sigma_{\text{ISM}}$. In contrast, we see a clear positive correlation between the burst-averaged $\eta_{\text{M, burst}}$ and a measure of how locally bursty a SF episode is (defined as the peak SFR within a burst interval divided by the 1 Gyr-averaged SFR). We see a lot of scatter and effectively no trends between how the dense ISM gas fraction affects starburst efficiencies of dwarfs may at least partially be driven by their more powerful winds. At the same time, our comprehensive analysis has revealed the multi-phase nature of weaker SN-driven winds in massive halos. Our findings can be used to guide future controlled numerical experiments that aim to clarify the key parameters that determine the properties of galactic winds. In future work, we will use this rich dataset to implement preventative stellar feedback in next-generation SAMs. The traditional approach of relying on mass and metal ejection alone can be improved upon by also considering the energy and momentum injected into the CGM/IGM by SN-driven winds. This may have important physical implications for CGM/IGM heating rates and observable consequences for the redshift evolution of the mass-metallicity relation, the stellar-to-halo-mass relation for dwarfs, and the chemical enrichment of the CGM/IGM.
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APPENDIX A: ALTERNATIVE BERNOULLI VELOCITY CUTS

Here we illustrate how our ISM-scale mass loading factors would change had we adopted a different Bernoulli velocity cut. Figure A1 shows our fiducial mass loading measurements where we selected outflowing particles that had a high enough $v_B$ to go from 0.1$R_{\text{vir}}$ to at least 0.5$R_{\text{vir}}$, if not further (i.e., reproducing the data from Figure 7). But now we also show errorbars that indicate how much larger $\eta_{\text{ISM}}$ would be if we included weaker outflows that only have enough energy to get to 0.25$R_{\text{vir}}$ (half of our fiducial target distance). In contrast, the lower errorbar indicates how much the mass loading factor would decrease if we restricted the selection to stronger outflows that could get to at least $R_{\text{vir}}$ (twice as large as our fiducial target distance). The top-left panel of Figure A1 shows that changing the target distance by a factor of two for the $v_B$ cut correspondingly leads to a factor of a few change in $\eta_{\text{ISM}}$.

Perhaps more important is to consider how the multi-phase partitioning might change if we included or excluded slower outflows. The other three panels of Figure A1 show that it is generally the more massive galaxies where the multi-phase partitioning can change by a significant amount, particularly for cold and warm outflows. This makes sense because changing the $v_B$ cut will disproportionately affect the cooler outflowing particles which may not have a high enough enthalpy to get to 0.5$R_{\text{vir}}$ or $R_{\text{vir}}$. Nevertheless, even with the errorbars, we still see similar overall trends where, e.g., lower mass galaxies have predominantly warm winds whereas the more massive galaxies have mostly hot winds by mass fraction.

We expect similar results for the dependence of the momentum, energy and metal loading factors on the choice of $v_B$ cut.

APPENDIX B: TABULATED PROPERTIES AND MULTI-PHASE LOADING FACTORS

In this appendix we provide value-added tables with our loading factor measurements. Table B1, Table B2 and Table B3 respectively give the average properties and multi-phase loading factors of the FIRE-2 halos in our low-redshift ($z = 0.0 - 0.5$), intermediate-redshift ($z = 0.5 - 2.0$) and high-redshift ($z = 2.0 - 4.0$) bins. Note that the tables printed in this paper are only a subset of the much larger set of tables that give multi-phase loading factors in both the ISM and virial shells for mass, momentum, energy and metals. The full set of supplementary tables is available for download online.

We note that we have provided the average global SFR which can be used to convert the dimensionless loading factors back into raw mass, momentum, energy and metal outflow rates in physical units (following subsection 3.3). The mass-weighted average Bernoulli velocity (excluding the gravitational term) can be approximated as $\sqrt{E/M}$ and the mass-weighted average radial velocity (including the thermal momentum component) can be approximated as $\rho/M$.

Additionally, Table B4 provides a catalog of properties for individual outflow episodes in all halos at $z < 4$. This catalog includes individual integrated burst stellar masses, wind masses and mass loading factors (both combined and split into cold, warm and hot phases). Similarly, integrated multi-phase momentum, energy and metal loadings are also provided for each individual burst. Burst interval averaged SFR and gas surface densities, dense ISM gas fractions, global stellar mass and halo virial velocity, etc. are also provided as discussed in the main text.
Figure A1. Impact of varying the Bernoulli velocity cut for ISM-scale winds. The black points in every panel show our fiducial mass loading factors and phase fractions (as in Figure 7; i.e., selecting outflowing particles that have enough energy to go from \(0.1 R_{\text{vir}}\) to at least \(0.5 R_{\text{vir}}\), if not further). The gray errorbars show how each point would increase or decrease if we included weaker winds (with enough energy to reach only half of our fiducial target distance, \(0.25 R_{\text{vir}}\)) or restricted to even stronger winds (with enough energy to get twice as far as our fiducial target distance, \(0.5 R_{\text{vir}}\)). Top-left: overall mass loading factor versus stellar mass. Top-right: cold mass loading fraction. Bottom-left: warm mass loading fraction. Bottom-right: hot mass loading fraction.

Table B1. Average properties and loading factors of the FIRE-2 halos in our low redshift bin (\(z = 0.0 - 0.5\)). We provide some basic global properties: halo virial mass (\(M_{\text{vir}}\)), stellar mass (\(M_*\)), virial velocity (\(V_{\text{vir}}\)) km s\(^{-1}\)), SFR (\(M_*\) yr\(^{-1}\)), escape velocity from the ISM at \(0.1 R_{\text{vir}}\) (km s\(^{-1}\)) and escape velocity from the halo at \(R_{\text{vir}}\) (km s\(^{-1}\)). For the loading factors, we provide the average total loading factor (dimensionless) and the corresponding cold, warm and hot phase fractions (\(\eta_{\text{phase}}/\eta\)). As the full table is much longer, in the text here we only show a limited set of columns for the ISM-scale mass loading factors; there are additional columns giving the loading factors and their corresponding phase fractions for momentum, energy and metal outflows (for both the ISM and virial shells). The m13 halos are not shown since they are only run down to \(z = 1\) (they appear in the subsequent two tables). This supplementary table is available for download online in the journal.
Figure C1. Similar to Figure 3 but now showing the distributions of ISM mass outflow rate in bins of radial velocity for wind particles classified as cold (left column), warm (middle column) or hot (right column). The different rows show the average distributions over our fiducial large redshift bins, where snapshots with higher total $M_{\text{out, ISM}}$ are given higher weight in the average.

Figure C2. Analogous to Figure 13 but now, following common practice, we plot the mass-flux-weighted average radial velocity versus halo virial velocity. From left to right: we plot this for the cold, warm and hot ISM outflows. The solid gray line is the one-to-one mapping between radial velocity halo circular velocity; the dashed and dotted lines are twice and five times the circular velocity, respectively. We see that generally cold and warm outflows cluster around $2V_{\text{vir}}$, with slightly lower radial velocities in the m13 halos. The hot outflows tend to be faster, approaching $5V_{\text{vir}}$ on average for some dwarfs. Interestingly the radial velocity of hot outflows in some halos can be less than $V_{\text{vir}}$, which either suggests deceleration due to interactions or that the slower component of the hot wind dominates (as illustrated in the bottom-right panel of Figure 1 and Figure 2).
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Table B2. Identical to Table B1 but now for our intermediate redshift bin (z = 0.5 – 2.0). This supplementary table is available for download online in the journal.

| Halo | \( \log M_{\text{vir}} \) | \( \log M_{\text{esc}} \) | \( \log SFR \) | \( \log SFR_{\text{esc}} \) | \( \log M_{\text{esc,halo}} \) | \( \log M_{\text{esc,halo,hot}} \) |
|------|----------------|----------------|----------------|----------------|----------------|----------------|
| ... |

Table B3. Identical to Table B1 but now for our high redshift bin (z = 2.0 – 4.0). This supplementary table is available for download online in the journal.

| Halo | \( \log M_{\text{vir}} \) | \( \log M_{\text{esc,halo}} \) | \( \log M_{\text{esc,hot}} \) | \( \log M_{\text{esc,hot,cool}} \) | \( \log \eta_{\text{esc,cool}} \) | \( \log \eta_{\text{esc,hot}} \) |
|------|----------------|----------------|----------------|----------------|----------------|----------------|
| ... |

Table B4. A subset of columns and rows from our full individual outflow episode catalog for all halos at z < 4. Integrated starburst and wind masses are in \( M_{\odot} \), momentum in \( M_{\odot} \) km/s, energy in erg, metal mass in \( M_{\odot} \). Gas mass surface densities are in \( M_{\odot}/\text{yr/kpc}^2 \) and SFR surface densities in \( M_{\odot}/\text{yr/kpc}^2 \). Global stellar mass and virial mass are in \( M_{\odot} \), virial radius in proper kpc, and virial velocity at \( R_{\text{vir}} \) and \( 0.1R_{\text{vir}} \) in km/s. The time lag and burst baseline are in Myr (note that because of our algorithm, all bursts in the same 1 Gyr time slice have the same time lag). Unless noted otherwise, all other quantities are dimensionless (see also main text). This supplementary table is available for download online in the journal.