Can EQ-5D-3L utility values of low back pain patients be validly predicted by the Oswestry Disability Index for use in cost-effectiveness analyses?
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摘要

目的

评估回归建模是否可以用来预测低背痛（LBP）患者的EQ-5D-3L效用值，并用于成本-效果分析。

方法

LBP患者的EQ-5D-3L效用值通过使用ODI分数作为独立变量进行回归分析来估计，同时调整了混杂变量。六个不同的模型被估计：（1）普通最小二乘法（OLS）回归，使用总ODI分数，（2）OLS，使用ODI项目分数作为连续变量，（3）OLS，使用ODI项目分数作为顺序变量，（4）Tobit模型，使用总ODI分数，（5）Tobit模型，使用ODI项目分数作为连续变量，以及（6）Tobit模型，使用ODI项目分数作为顺序变量。模型的性能评估使用解释方差（$R^2$）和均方根误差（RMSE）。使用预测的而不是观察到的EQ-5D-3L效用值可能对成本-效果结果的影响在两种实际的经济性分析中进行了评估。

结果

完全个体患者数据的18,692个低背痛患者的分析。所有模型的$R^2$（范围45–52%）和RMSE（范围0.21–0.22）有相似的值。两个表现最好的模型与基于观察到的EQ-5D-3L值的比较，产生了相似的概率成本-效果性。例如，当WTP为50,000 €/QALY获得时，概率的差异范围为2到5%。

结论

结果表明，ODI可以被有效用于预测低背痛患者的EQ-5D-3L效用值和QALYs，用于成本-效果分析。
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Springer
Plain English summary

Quality-Adjusted Life Years (QALY) are an essential outcome in economic evaluations that assess whether a new intervention is cost-effective (i.e., provides good value for money) compared to an alternative intervention. However, not all economic evaluations among low back pain patients measure quality of life using a preference-based measure which is necessary to calculate QALY. If a preference-based quality-of-life measure is missing, utility values may be predicted using other measurement instruments, such as a condition-specific questionnaire on low back pain complaints, such as the frequently used Oswestry Disability Index. However, it is unclear whether this results in valid estimates of the utility values. Therefore, we developed six different models that predicted utility values based on the Oswestry Disability Index and assessed their predictive ability. Additionally, we assessed the extent to which cost-effectiveness outcomes differed between the predicted and actual utility values for the EQ-5D-3L. Results suggest that the ODI can be validly used to predict low back pain patients’ QALYs in an economic evaluation when preference-based quality-of-life data are missing.

Introduction

Low back pain (LBP) has an estimated incidence of 250 million people worldwide and is characterized by a high burden of disease [1]. Patients with LBP typically experience difficulties in different aspects of health-related quality of life, such as their daily functioning, social participation [2, 3], and working ability [4, 5]. These difficulties may affect patients’ health-related quality of life considerably [3, 6] and have significant impact on healthcare and societal costs [7, 8]. As limited (healthcare) resources are available, decision-makers are not only interested in the effectiveness of LBP treatments recommended in international guidelines, but also in their cost-effectiveness compared to alternative treatments.

Cost-effectiveness analysis provide insight into relative cost-effectiveness of treatments by comparing their incremental costs to their incremental effects [9]. These effects are often expressed in Quality-Adjusted Life Years (QALYs), which combine both the quality and quantity of life into a single outcome [10]. For estimating QALYs, health-related quality of life is typically measured using preference-based quality-of-life measures. Health states obtained from these measures can be converted into utility values, which represent the preferences of the general population of a country for given health states [11]. In many countries, it is recommended to estimate utility values using the EuroQol five-dimension questionnaire (EQ-5D) and national tariffs to account for the fact that health state preferences differ across countries [12–14]. Unfortunately, EQ-5D data are not always available in clinical trials [15], as higher priority is sometimes given to condition-specific measures that assess more clinically relevant outcomes [16].

When utility values are missing, QALYs cannot be calculated. However, information about incremental cost per QALY gained is typically required by healthcare decision-makers, particularly at the national level [12, 13]. In the absence of the EQ-5D or another generic preference-based quality-of-life measure, a condition-specific measure might be used to predict utility values [17]. In LBP, one of the most frequently used condition-specific measures is the Oswestry Disability Index (ODI) [18]. The ODI measures limitations of a patient’s performance [19] and is recommended in the core outcome set for clinical trials in nonspecific LBP [20] and management of LBP [21].

A previous study assessed the predictive ability of the ODI in estimating utility values from the EQ-5D-3L by using data from 14,544 patients with lumbar degenerative pathology treated in a tertiary spine center [22]. Linear regression analysis was performed to predict the patients’ EQ-5D utility values based on their ODI total or individual item scores and patients reported severity of back and leg pain. Based on a root mean square error (RMSE) of 0.14, authors concluded that it is not possible to estimate EQ-5D-3L utility values based on the ODI. However, given the bounded nature of EQ-5D data as well as the possible existence of other contextual factors that influence health-related quality of life in LBP, it is likely that the models’ performance might be improved by using a Tobit model to account for possible ceiling effects. The model’s performance might also be improved by including a wider variety of LBP patients treated in various settings, while adjusting for more case-mix variables. Moreover, the authors only based their conclusions on the models’ RMSE without assessing the impact of using predicted utility scores in cost-effectiveness. Therefore, this study aimed to assess the feasibility of using different regression models to predict EQ-5D-3L utility values in LBP patients based on the ODI in cost-effectiveness analyses while adjusting for a broad range of case-mix characteristics.

Method

Source of data

Individual patient data included in this study originated from four previously conducted prospective studies; i.e., the minimal interventional treatments (MINT) study, the
The Oswestry Disability Index (ODI) measures the limitations of a patient’s performance compared with that of a fit person, and consists of ten items assessing various aspects of daily living (e.g., lifting, walking, and traveling). Each item is scored on a six-point scale, ranging from 0 to 5. The overall ODI score was estimated by summing the values of all individual items, subsequently dividing this score by the total possible score, and multiplying this score by 100. The total score ranges from 0 to 100%, with higher scores indicating higher level of disability [19, 35]. For this study, the “sex life” (item 8) was not included, as this item is frequently omitted in applied studies as well [36–38]. Including this item would have hampered the generalization of the results to a large number of LBP studies. The cross cultural adapted Dutch language version of the ODI version 2.1a was used in all studies included [39].

### Predictors

The following case-mix variables were included: age (years), gender (male/female), education level (low/moderate/high), living together with a partner (yes/no), type of LBP (sub-acute/chronic), setting (primary care/secondary care/tertiary care), and back pain (Numerical Rating Scale (NRS): 0–10). Pain score: low 0–3, moderate 4–6, and severe 7–10 [40]. Given error proneness of overly detailed models and benefits of ease of use, NRS scores were categorized using cut-off points from an earlier conducted study, which categorized NRS pain scores based on pain-related interference with functioning in patients with chronic musculoskeletal pain [41]. These variables were included, because they were expected to increase the predictive value of the models [42–47] and to be measured in most applied studies, thereby increasing applicability of the models.

### Statistical analysis

Baseline characteristics were described using frequencies and percentages for categorical variables and means and standard deviations for continuous variables. Prior to the development of the models, linearity and additivity assumptions (i.e., normally distributed residuals, homoscedasticity, influential cases and outliers) were assessed using diagnostic plots (i.e., scatterplot, density plot, and boxplots), and diagnostic tests (e.g., Grubbs test). Pearson’s correlation coefficient was used to assess the strength of the linear relationship between the patients’ EQ-5D-3L based utility values and ODI total scores. To assess the agreement between the EQ-5D-3L and the ODI the Intra Class Correlation (ICC) was calculated using a two-way random effects model.

### Model development and variable selection

Models were developed using two regression techniques; i.e., Ordinary Least Squares (OLS) regression and Tobit regression (i.e., censored or truncated regression). OLS regression was included, because it is still one of the most frequently used linear modeling techniques. OLS regression...
is used to estimate the strength of the association between a continuous outcome variable and one or more independent variables [48]. OLS, however, does not take into account the bounded nature of utility values which can be accounted for in a Tobit regression [49]. This model can estimate linear relationships between variables, where the range of the dependent variable is constrained. This is done using a so-called latent variable that accounts for the fact that the true independent variable is—in our case—bounded at 1. Hereby, biased and inconsistent estimates, that may occur when using OLS regression, may be prevented [50].

For both the OLS and Tobit model, three different regression models were developed: (1) including the overall ODI score as independent variable, (2) using all nine ODI items scores as independent variables and assuming them to be continuous, and (3) using all nine ODI items scores as independent variables and assuming them to be ordered. This resulted in six different models: (1) OLS, with the total ODI score, (2) OLS, with the ODI item scores as continuous variables, (3) OLS, with the ODI item scores as ordinal variables, (4) Tobit model, with the total ODI score, (5) Tobit model, with the ODI item scores as continuous variables, (6) Tobit model, with the ODI item scores as ordinal variables. To assess which variables increased the predictive value of the models, a bi-directional stepwise selection procedure [51], using Akaike Information Criterion (i.e., the trade-off between the goodness of fit of the model and the simplicity of the model) [52], with a 5% significance level was used. Stepwise selection combines the elements of forward and backward selection by sequentially adding variables, based on the most contributing predictors, and omitting variables that no longer provide an improvement in the model fit after adding a new variable to the model. Final models only included case-mix variables that increased the predictive value.

Model performance and internal validation

The original dataset was split into a training sample (70%), and a validation sample (30%) using the ‘create Data Partition’ function in R. This function creates a balanced split of the data by performing a stratified random split of the data based on the mean of the dependent variable, which leads to a comparable mean EQ-5D-3L utility value in both the training and validation dataset. After developing the models in the training sample, their performance was assessed in the validation sample using the RMSE (i.e., the absolute fit of the model) and the adjusted $R^2$ (i.e., the relative fit of the model). The minimal important difference (MID) of the EQ-5D-3L was used to determine an acceptable RSME, which was set at a cut of point of 0.03 [53]. A correlation of 0.5 or higher (i.e., a relatively moderate correlation as the R squared indicates that about half of the variance of the utility values is explained by the ODI) was considered sufficient for performing regression analysis. Recommended models were selected based on parsimony, which is the trade-off between simplicity of the model (i.e., low AIC) and explanatory predictive power (i.e., high $R^2$). To assess agreement between the actual and estimated EQ-5D-3L based utility values a Bland Altman analysis was performed for all models.

Sensitivity analyses

In addition to the main analysis, three sensitivity analyses (SA) were performed. In the first sensitivity analysis (SA1) the variable mental health status was added to the case-mix variables (SA1). SA1 was only performed on a sub-set of the data, as only one of the four datasets (i.e., the MINT study [23–25]) assessed mental health using the Four Dimensional Symptom Questionnaire (4DSQ) [53], and only part of the sample ($n = 4123$) completed this questionnaire. The 4DSQ assesses four different aspects of mental health (i.e., distress, depression, anxiety, and somatisation), all of which were included in the models as a separate variable. In SA2, the variable living with a partner was omitted. In SA3 the patients’ EQ-5D-3L utility values were converted to EQ-5D-5L utility values using the reverse crosswalk (SA3) [55]. Reversed cross walk values make it possible to link EQ-5D-3L responses to EQ-5D-5L value sets, and can be used when 5L values are wanted, but only 3L data are available [55, 56]. The 5-level EQ-5D version is an adapted version of the EQ-5D-3L, which is known to be more sensitive and has less ceiling effects, including through changing the number of levels of perceived problems per dimension from 3 to 5[57].

Cost-effectiveness analysis

To assess the models’ impact on cost-effectiveness outcomes, complete cases from two randomized controlled trials were used, i.e., empirical dataset 1 ($n = 68$; Apeldoorn et al. [29, 30]) and empirical dataset 2 ($n = 424$; Maas et al. [23–25]). In both studies, QALYs were estimated based on both the actual EQ-5D-3L scores (i.e., actual QALY values) and based on the patients’ ODI scores (i.e., predicted QALY values). Agreement between the actual and estimated EQ-5D-3L based utility values was assessed by performing a Bland Altman analysis for each of the empirical datasets.

Then, full trial-based cost-effectiveness analysis were conducted for each of the six models as well as the patients’ actual QALY values (i.e., QALYs based on the measured EQ-5D-3L scores). For each trial-based cost-effectiveness analysis, mean differences in costs and QALYs between treatment groups were estimated using seemingly unrelated regression analyses. Incremental Cost-Effectiveness Ratios (ICERs) were calculated...
by dividing the difference in costs by the difference in effects. Uncertainty around cost and QALY differences was estimated using bootstrapping. The percentage of bootstrapped cost-effect pairs was reported per quadrant of the Cost-Effectiveness Plane (i.e., north east, south east, north west, and south west). Subsequently, Cost-Acceptability Curves (CEACs) were plotted. CEACs indicate an intervention’s probability of cost-effectiveness compared to control for a range of willingness-to-pay (WTP) values (i.e., thresholds of 0, 30,000 euro and 50,000). These probabilities were assessed on their decision sensitivity (i.e., how sensitive is the conclusion of a cost-effectiveness analysis is to using a particular statistical method) [58]. Analyses were performed in R software, version 3.4.0.

### Results

#### Participants

Out of the individual patient data that included 21,500 patients, 18,692 complete cases were included for analysis. These patients had sub-acute \((n = 3248)\) or chronic LBP \((n = 15,444)\). The mean age of the patients was 53.9 years \((SD = 14.7, \text{range} 18.1–91.9)\) and 61% of the sample was female. The patients’ mean ODI score at baseline was 41.23 \((SD = 15.4, \text{range} 0–100)\) and their mean baseline EQ-5D-3L based utility value was 0.46 \((SD = 0.29, \text{range} -0.3290–1.00)\). More details on the patients’ characteristics are shown in Table 1.

| Characteristic | \(n = 18,692\) |
|----------------|-----------------|
| Age (mean (SD), range) | 53.9 (14.7), 18.1–91.9 |
| Gender; female \((n, \%)\) | 11,345 (60.7) |
| Education \((n, \%)\) | |
| Low (no education, primary level education, lower vocational and lower secondary education) | 5,398 (28.9) |
| Moderate (higher secondary education or undergraduate) | 9,078 (48.6) |
| High (tertiary, university level, postgraduate) | 4,216 (22.6) |
| Living with a partner \((n, \%)\) | 14,085 (75.4) |
| Type of LBP \((n, \%)\) | |
| Sub-acute (< 3 months) | 3,248 (17.4) |
| Chronic (> 3 months) | 15,444 (82.6) |
| Post-surgery \((n, \%)\) | 1,587 (8.5) |
| Setting \((n, \%)\) | |
| Primary care (i.e., physiotherapy clinics) | 150 (0.8) |
| Secondary care (i.e., pain clinics) | 4,123 (22.1) |
| Tertiary care (i.e., hospital) | 14,419 (77.1) |
| NRS pain (mean (SD)) | 6.99 (1.9) |
| Utility score (mean (SD), range) | 0.467 (0.299), – 0.3290–1.00 |
| ODI score\(^a\) (mean (SD), range) | |
| ODI 1 mean (SD)/median (IQR) | 2.66 (0.93)/3 (2–4) |
| ODI 2 mean (SD)/median (IQR) | 1.11 (1.04)/1 (0–2) |
| ODI 3 mean (SD)/median (IQR) | 2.78 (1.32)/3 (2–4) |
| ODI 4 mean (SD)/median (IQR) | 1.44 (1.22)/1 (0–2) |
| ODI 5 mean (SD)/median (IQR) | 2.11 (1.09)/2 (1–3) |
| ODI 6 mean (SD)/median (IQR) | 2.85 (1.29)/3 (2–4) |
| ODI 7 mean (SD)/median (IQR) | 1.49 (1.09)/1 (0–2) |
| ODI 9 mean (SD)/median (IQR) | 2.14 (1.20)/2 (1–3) |
| ODI 10 mean (SD)/median (IQR) | 1.98 (1.32)/2 (1–3) |

\(^a\)Excluding item 8 sex life

LBP low back pain, NRS numeric rating scale (range 0–10), utility (range –0.33 to 1), ODI Oswestry disability scale (range 0–100), ODI individual item (range 0–5), SD standard deviation, IQR inter quartile range
Variables included and model performance

The diagnostic plots showed a linear relationship between EQ-5D-3L based utility values and the ODI, and homogeneity of variance of the residuals. Even though the patients’ baseline EQ-5D-3L based utility values followed a bimodal distribution, the corresponding residuals were normally distributed. Hence, the normality of residuals assumption of linear regression was met. No outliers or influential cases were identified. Pearson’s correlation coefficient between the patients’ baseline EQ-5D-3L utility values and ODI total score was 0.63. The ICC showed an agreement of 0.23 between individual ODI items and EQ-5D-3L items.

An overview of the independent variables that were included in the final models, as well as their respective regression coefficients, can be found in Supplementary Appendix B. The case-mix variables age, gender, education, partner, and NRS were included in all models, whereas type of LBP was not included in any of the models. The variable setting was included in all models except for model 1 (i.e., OLS with ODI total scores). In the models using Tobit regression, 74 of the 13,087 observations in the training set were right censored.

The performance of the different models was more or less the same, with explained variances ranging from 45 to 51% and RMSEs ranging from 0.21 to 0.22. Based on parsimony of the models, model 2 and 5 seem most appropriate to use. More details on the performance of the different models are shown in Table 2.

The mean difference between estimated and actual utility values for model 2 was -0.068 (95%CI -0.495, 0.359), and for model 5 -0.086 (95%CI -0.512, 0.341). Bland Altman plots of models 2 and 5 are shown in Fig. 1. The plots for other all models are presented in Supplementary Appendix C.

Sensitivity analysis

Adding mental health variable(s) to the models resulted in an increase of the explained variance of 2–4%, whereas the RMSE remained similar. Omission of the variable ‘living with a partner’ (SA2) did not change the models’

Table 2  Performance measures in the training set

| Model                           | Performance in the training set (n = 13,087) | AIC | Performance in validation set (n = 5605) | AIC |
|---------------------------------|---------------------------------------------|-----|-----------------------------------------|-----|
|                                 | R²  | RMSE | R²   | RMSE |
| Model 1: OLS with ODI total scores | 0.45 | 0.22 | -2326.48 | 0.46 | 0.22 | -1083.26 |
| Model 2: OLS with ODI individual item total scores continuous | 0.50 | 0.21 | -3423.24 | 0.50 | 0.21 | -1513.73 |
| Model 3: OLS with ODI individual item total scores ordered | 0.51 | 0.21 | -3769.51 | 0.52 | 0.21 | -1638.09 |
| Model 4: Tobit with ODI total scores | 0.45 | 0.22 | -2061.91 | 0.46 | 0.22 | -951.61 |
| Model 5: Tobit with ODI individual item total scores continuous | 0.50 | 0.21 | -3164.37 | 0.50 | 0.21 | -1385.32 |
| Model 6 Tobit with individual item total scores ordered | 0.51 | 0.21 | -3474.88 | 0.52 | 0.21 | -1494.06 |

OLS ordinary least squares regression, ODI Oswestry disability index, R² proportion of variance for the dependent variable, RMSE root mean squared error, AIC akaike information criteria

Fig. 1  Bland Altman plot model 2 and 5. X-axis: average measurement of the estimated and actual utility values, Y-axis: difference in measurements between the two instruments. Solid line: Average difference in measurements between the estimated and actual utility values, Dashed lines: 95% confidence interval limits for the average difference
performance. Using the patients’ reversed cross-walked EQ-5D-5L utility values (SA3) improved the models’ explained variance by 3–4%, and the RMSE reduced with 0.06–0.07. More details on the results of the sensitivity analyses are provided in Supplementary Appendix D.

Results cost-effectiveness analysis

The mean difference between estimated and actual utility values for empirical dataset 1 model 2 was -0.039 (95%CI -0.075, -0.002), and for model 5 -0.057 (95%CI -0.097, -0.018). The mean difference between estimated and actual utility values for empirical dataset 2 model 2 was 0.295 (95%CI 0.246, 0.344), and for model 5 the mean difference was 0.294 (95%CI 0.248, 0.341). Bland Altman plots of models 2 and 5 for both empirical datasets are shown in Fig. 2. The plots for other all models are presented in Supplementary Appendix E.

In both empirical datasets, the difference between the predicted and actual differences in QALYs was small for the two most parsimonious models (i.e., models 2 and 5: ∆ ≤ 0.004) and the distributions of cost-effect pairs across the four quadrants of the cost-effectiveness plane were comparable. The cost-effectiveness acceptability curves based on both predicted and actual QALY values were also similar. The predicted probability of an intervention being cost effective at a willingness to pay of 50,000 was slightly higher in both models than the actual probabilities (i.e., 2–5% in model 2, and 3–5% in model 5). More details on the cost-effectiveness outcomes for all models in both empirical studies are shown in Table 3 and Fig. 3.

Discussion

Main findings

There were no large differences in the models’ performance between OLS and Tobit regression, nor between using the patients’ total ODI scores and ODI individual item scores. The explained variance of the developed models ranged from 45 to 51%, and the RMSE ranged from 0.21 to 0.22. Models 2 and 5 are recommended based on the best fit and parsimony. The models’ relatively low absolute fit (RMSE) indicates that they are not suitable for estimating utility values for individual patients. Nonetheless, they can be used to predict differences in LBP patients’ EQ-5D-3L utility values and QALY’s, as the systematic bias in mean scores does not affect the differences between the groups. Cost-effectiveness outcomes of models 2 and 5 based on predicted and actual values were similar. These findings enable researchers to

![Bland Altman Plots](https://example.com/bland-altman-plots)
| Predictive models | ΔE (95% CI) | ΔC (95% CI) | ICER | Cost-effectiveness plane | Cost-effectiveness acceptability curve |
|-------------------|-------------|-------------|------|-------------------------|---------------------------------------|
|                   |             |             |      | NE (%) | SE (%) | SW (%) | NW (%) | P_CE (0) | P_CE (10,000) | P_CE (30,000) | P_CE (50,000) |
| Empirical dataset 1 [28, 29] N=86 |             |             |      |         |         |         |         |          |               |               |               |
| Actual values     | −0.041 (−0.091; 0.009) | −110 (−1761; 1283) | 2697 2 4 51 42 | 0.55 | 0.36 | 0.16 | 0.11 |          |               |               |               |
| Model 1           | −0.035 (−0.094; 0.021) | −110 (−1761; 1283) | 3091 1 10 45 44 | 0.55 | 0.39 | 0.25 | 0.20 |          |               |               |               |
| **Model 2**       | **−0.043 (−0.106; 0.015)** | **−110 (−1761; 1283)** | **2559 1 7 48 44** | **0.55** | **0.36** | **0.21** | **0.16** |          |               |               |               |
| Model 3           | −0.027 (−0.081; 0.018) | −110 (−1761; 1283) | 4068 1 13 43 43 | 0.55 | 0.42 | 0.30 | 0.24 |          |               |               |               |
| Model 4           | −0.036 (−0.095; 0.021) | −110 (−1761; 1283) | 3058 1 10 45 44 | 0.55 | 0.39 | 0.25 | 0.20 |          |               |               |               |
| **Model 5**       | **−0.044 (−0.107; 0.015)** | **−110 (−1761; 1283)** | **2514 1 7 48 44** | **0.55** | **0.36** | **0.21** | **0.16** |          |               |               |               |
| Model 6           | −0.027 (−0.080; 0.021) | −110 (−1761; 1283) | 4084 2 13 42 43 | 0.55 | 0.42 | 0.30 | 0.25 |          |               |               |               |
| Empirical dataset 2 [22–24] N=424 |             |             |      |         |         |         |         |          |               |               |               |
| Actual values     | −0.004 (−0.034; 0.027) | 1576 (596; 2575) | −371,566 38 | 0 0 62 | 0.001 | 0.002 | 0.017 | 0.048 |          |               |               |               |
| Model 1           | −0.007 (−0.037; 0.023) | 1576 (596; 2575) | −226,441 32 | 0 0 68 | 0.001 | 0.002 | 0.014 | 0.037 |          |               |               |               |
| **Model 2**       | **0.0002 (−0.030; 0.029)** | **1576 (596; 2575)** | **6,670,132 51** | **0 0 49** | **0.001** | **0.003** | **0.025** | **0.070** |          |               |               |               |
| Model 3           | −0.001 (−0.026; 0.024) | 1576 (596; 2575) | −2,099,247 48 | 0 0 52 | 0.001 | 0.002 | 0.015 | 0.028 |          |               |               |               |
| Model 4           | −0.007 (−0.037; 0.024) | 1576 (596; 2575) | −224,080 32 | 0 0 67 | 0.001 | 0.002 | 0.014 | 0.038 |          |               |               |               |
| **Model 5**       | **0.0003 (−0.030; 0.030)** | **1576 (596; 2575)** | **5,105,447 51** | **0 0 49** | **0.001** | **0.003** | **0.025** | **0.073** |          |               |               |               |
| Model 6           | −0.001 (−0.027; 0.026) | 1576 (596; 2575) | −2,417,793 48 | 0 0 51 | 0.001 | 0.002 | 0.018 | 0.053 |          |               |               |               |

Recommended models are presented as bold text.

N number of observations in the analysis, ΔC difference in costs, 95% CI 95% confidence interval, ΔE difference in effects, ICER incremental cost-effectiveness ratio, NE north east, SE south east, SW south west, NW north west, P_CE (0) probability that the intervention is cost-effective as compared to usual care with a threshold of 0, P_CE ( ) probability that the intervention is cost-effective as compared to usual care with willingness-to-pay thresholds of 0, 10,000, 30,000, and 50,000 Euros.
perform a cost-effectiveness analysis with QALYs as the outcome measure, even if EQ-5D-3L data are missing.

**Comparison with literature**

Our findings regarding the performance measures are more or less in line with the previous study by Carreon et al. [20], who aimed to predict individual LBP patients’ EQ-5D-3L utility values based on their ODI scores. Their model performed slightly better in terms of its explained variance (i.e., R² was 61%) and its absolute fit (i.e., RMSE is 0.149), which is probably the result of a more homogenous study population, and therefore may indicate an overfitting of their model. Based on the RMSE, Carreon et al. [20] concluded that individual patients’ EQ-5D-3L utility values could not validly be predicted from their ODI scores. Although we agree with this conclusion, we would like to stress that a low RMSE does not necessarily mean that the models cannot be used in the context of a cost-effectiveness analysis. This is true, when the bias surrounding the predicted utility values does not translate into relevant differences in incremental QALYs and the probability of the intervention being cost-effective compared to the control group (i.e., decision-based validity) [58]. This may be explained by the fact that the bias is likely to be similar in the intervention and control groups, thereby not affecting incremental QALYs and CEACs [59].

**Strengths and limitations**

To develop the models, a large sample of LBP patients from various settings (i.e., primary, secondary, and tertiary care) and with various complaint durations (i.e., subacute and chronic LBP) was used, which increases both the reliability and generalisability of the models. Moreover, next to OLS models, Tobit models were used to account for the constrained range of utility values [49, 50]. Although the added value of the Tobit model in this LBP population turned out to be rather limited, this might be different for LBP populations with milder symptoms, in which a larger share of patients is expected to report full health (i.e., a utility value of 1).

Our study also had some limitations. First, part of the sample was derived from two RCTs. Although RCT data may have limited generalisability, we chose to add these RCTs to our sample to create a more diverse sample and provide a better representation of the LBP population. Second, during the analysis, balanced data splitting was used to create the training and validation set. Although this balanced split provides better distribution of data than a random split, it might have been more appropriate to use K-fold cross validation [60]. Unfortunately, running the Tobit model using k-fold cross validation was not feasible as the R package for the Tobit model was not compatible with the K-fold package. In a post hoc analysis we developed and validated the
OLS models with k-fold cross validation and this produced similar results as our main analysis (data not shown). We also expect this to be the case for the Tobit models. Third, EQ-5D-3L utilities were used instead of EQ-5D-5L utilities. This is a limitation because EQ-5D-5L is known to be more sensitive and therefore recommended in pharmacoeconomic guidelines. Nonetheless, some countries still use the EQ-5D-3L. Therefore, we preferred to use the current relatively large dataset with EQ-5D-3L utility values of nearly 20,000 patients for developing and validating the models, instead of using a relatively small dataset with EQ-5D-5L. As the performance measures in the sensitivity analysis using the EQ-5D-5L reversed cross walk were comparable with those of the EQ-5D-3L version, we expect that EQ-5D-5L values can also be validly estimated using ODI scores. Fourth, the models were based on Dutch utility values. Previous research has shown that there are differences in utilities, QALYs, ICERs, and CEACs between countries due to the use of different value sets per country [14]. Therefore, we added the regression coefficients of models 2 and 5 for different countries in Supplementary Appendix F. These regression coefficients are based on the available value sets (tariffs) for different countries, and can be used to calculate utility values and QALYs. Fifth, some data that were used were to assess the performance of the developed models in a trial-based cost-effectiveness analysis setting were also part of the training set. However, as this was only a small percentage of the total training set (3.1%), we do not expect it to have influenced the validity of our finding that the difference between the estimated and true QALYs is small. Last, for assessing the performance of the developed models in a trial-based cost-effectiveness analysis setting, we only used data of two clinical trials, both of which found the intervention far from being cost-effective. That is, the probability of the interventions being cost-effective was low regardless of the willingness-to-pay threshold. In datasets where the interventions’ cost-effectiveness is less conclusive, even small differences in the probability of an intervention being cost-effective might impact the overall conclusion of a study.

In the meantime, researchers can use the developed models in their cost-effectiveness analysis when utility values are lacking. Of them, the OLS model (i.e., model 2) is recommended in samples in which only a small number of patients has a utility value of 1 at baseline or follow-up measurement, whereas the Tobit model (i.e., model 5) is recommended in samples in which a substantial part of the sample has a utility score at baseline or at follow-up measurement. Although it seems possible to estimate utility values from disease-specific measures it is important to stress that it is still preferred to use preference-based quality-of-life measurements when setting up new studies.

**Conclusion**

Results of this study suggest that the ODI can be used to predict LBP patients’ EQ-5D-3L utility values when the aim is to perform an cost-effectiveness analysis for QALYs, if utility values are missing, meaning in order to compare difference between groups of patients. The models are not suitable for estimating utility values for individual patients. Further research is needed to validate the models in order to assess whether these models yield comparable results in other empirical datasets on LBP interventions, to improve generalisability of the estimated models, and to compare the

---

**Implications for research and practice**

Our findings suggest that predictive modeling can be used to estimate utility values from disease-specific measures, such as the ODI among LBP patients, when assessing incremental costs per QALY gained (as part of a cost-effectiveness analysis) or differences in utilities between groups. This is helpful for assessing cost-effectiveness in trials that did not directly measure utilities. Given the relatively large RMSE (i.e., low absolute fit of the models) and the relatively low r-square value (i.e., low relative fit) it is strongly discouraged to use the developed models to estimate the utility values of individual patients. Further research is needed to validate the models in order to (1) assess whether these models yield comparable results in other empirical datasets on LBP interventions, especially in analysis on interventions that are expected not to be conclusive in their cost-effectiveness, and (2) to improve their generalisability among different LBP patients by external validation in another sample. This study focused on assessing the validity of predictive regression modeling in estimating EQ-5D-3L utility values from the ODI and the impact of these estimated utility values on cost-effectiveness analysis. Results show that this is feasible for estimating QALYs and ICERs, but not for estimating individual utility scores. Further research is needed to explore whether other mapping methods, such as response mapping approaches like non-parametric and multinomial logistic regression [16, 54, 55], result in better predictive accuracy in estimating individual utility values of preference-based measures, such as the EQ-5D. This is important because studies suggest these mapping methods might be better at preventing regression to the mean [61]. Additional research might not only result in more accurate estimated utility values, but would also provide insight into the relative performance of different methods to estimate these values.

In the meantime, researchers can use the developed models in their cost-effectiveness analysis when utility values are lacking. Of them, the OLS model (i.e., model 2) is recommended in samples in which only a small number of patients has a utility value of 1 at baseline or follow-up measurement, whereas the Tobit model (i.e., model 5) is recommended in samples in which a substantial part of the sample has a utility score at baseline or at follow-up measurement. Although it seems possible to estimate utility values from disease-specific measures it is important to stress that it is still preferred to use preference-based quality-of-life measurements when setting up new studies.

---

@ Springer
performance of predictive modeling compared to a mapping approach for estimating utility values. In the meantime, researchers can use the developed models in their cost-effectiveness analysis when utility values are lacking.
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