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Abstract: The investigation of real-time dynamic behavior evaluation in the active distribution networks (ADNs) is a challenging task, and it has great importance due to the emerging trend of distributed generations, electric vehicles, and flexible loads integration. The advent of new elements influences the dynamic behavior of the electric distribution networks and increases the assessment complexity. However, the proper implementation of low-cost phasor measurement units (PMUs) together with the development of power system applications offer tremendous benefits. Therefore, this paper proposes a PMU-based multi-dimensional dynamic index approach for real-time dynamic behavior evaluation of ADNs. The proposed evaluation model follows the assessment principles of accuracy, integrity, practicability, and adaptability. Additionally, we introduced low-cost PMUs in the assessment model and implemented them for real-time and high-precision monitoring of dynamic behaviors in the entire distribution network. Finally, a complete model called the real-time dynamic characteristics evaluation system is presented and applied to the ADN. It is pertinent to mention that our proposed evaluation methodology does not rely on the network topology or line parameters of the distribution network since only the phasor measurements of node voltage and line current are involved in the dynamic index system. Thus, the presented methodology is well adaptive to different operation states of ADN despite frequent topology changes. The validation of the proposed approach was verified by conducting simulations on the modified IEEE 123-node distribution network. The obtained results verify the effectiveness and relevance of the proposed model for the real-time dynamic behavior evaluation of ADNs.

Keywords: active distribution network; dynamic index; dynamic characteristics assessment; low-cost PMUs

1. Introduction

The real-time dynamic behavior assessment of active distribution networks (ADNs) is one of the important aspects and is to be considered due to the modern advancements in electric power systems. The dynamic behavior assessment involves various factors such as over-limits, oscillation, short-time impact, and other situations that appear in the entire distribution network. The complexity of the assessment and evaluation process rises due to the integration of new elements in the system. As reported in the reference [1–3], compared with the traditional distribution network, the behavior of the modern ADNs is highly uncertain due to the growing penetration of distributed generations (DGs), electric vehicles (EVs), and flexible loads. Especially in such a situation, the dynamic process and evaluation become more complicated due to the varying operating conditions [4–6]. In terms of operating conditions, the intermittent and stochastic traits of renewable energy sources (RES) entail predictions upon distribution network power flow increasingly challenging [7–9]. Moreover, the load characteristics of the distribution network present new alterations, such as the impulse grid to vehicle (G2V) mode and the mobile vehicle to grid (V2G).
Since the probability of dynamic behavior of the ADN is much uncertain than the traditional distribution networks, several studies have been conducted concerning the ADN assessment for the optimization of various technical and economic aspects. To deal with the highly uncertain behavior and dynamic disturbances of the ADN, reference [10] proposed a novel node flexibility evaluation methodology for the assessment of ADN parameters that enhance the flexibility of nodes compared with other techniques. Highlighting the importance of distribution networks evaluation in reference [11], an autoencoder-based method is presented to accurately evaluate the voltage stability of the power system. In reference [12], the importance of reliability assessment for ADN was addressed, and a comprehensive survey on reliability assessment techniques for modern ADN is presented. Applying the same note of reliability assessment of ADN, an analytical approach has been developed in [13] to assess the influence of energy storage on reliability. The study of distribution network evaluation mainly focuses on evaluating the reliability, economy, and development of the network over a long time from the perspective of planning and construction [14, 15]. Even when assessing the operating status, the corresponding estimation indexes mainly concern the statistical results of bus voltage and branch power flow in a duration of time rather than the indication of their real-time changes.

Besides, since the topology and dynamic characteristics of the ADN have undergone profound changes, and become dramatically complex, the conventional supervisory control and data acquisition (SCADA) is far from meeting the requirements of real-time and high-precision dynamic process monitoring of ADN [16]. Fortunately, with the advent of high sampling-rate, high-resolution, and high-accuracy phasor measurement unit (PMU) in the ADNs, the study on its development and various possible applications have been in the spotlight [17, 18], such as topology detection [19], line parameter estimation [20], fault location [21], and three-phase unbalance mitigation combing with 5G (5th generation wireless network) network [22]. However, the high cost impedes the extensive exploitation of PMUs in ADN. Thus, it is an increasing tendency to develop and implement low-cost and high-precision PMUs for dynamic behavior monitoring in the ADNs, and generally, the DFT (discrete Fourier transformation)-based method was introduced and improved for low-cost PMUs [23, 24].

In view of the above literature, it has been found that rare studies are available concerning the assessment of dynamic characteristics of the modern ADN. Indeed, DGs, EVs, energy storage devices, and even flexible loads in ADN have their feedback control systems. The dynamic characteristics and interactions of these feedback control systems may deteriorate the dynamic process of ADN, such as the frequent over-limits and continuous power oscillation of the bus voltage or branch current. Considering the challenge of uncertain and dynamic characteristics evaluation of ADN, this paper originates a low-cost PMUs-based evaluation model to accurately perform the assessment of real-time dynamic behavior. The assessment is conducted via three main steps. First, the non-DFT method is developed for the extensive allocation of PMUs in the ADN at a low cost. Second, the dynamic characteristics evaluation index of ADN is established in terms of node voltage and branch current or power flow. Later, the dynamic characteristics evaluation methodology of ADN is implemented based on the widely allocated low-cost PMUs and the constructed comprehensive indexes. Considering the aforementioned dynamic process in the ADN, the proposed method is expected to evaluate the dynamic characteristics of ADN thoroughly with high precision and further applied to the dynamic characteristics improvement, the operation optimization, and the planning and design projects refinement in the ADN.

The main novelties and contributions of this paper are listed as follows:

1. As per our knowledge and the available literature, the present study reports for the first time the application of low-cost PMUs in the real-time dynamic behavior evaluation of ADNs. We present a novel approach to obtain the voltage amplitude based on the full-wave rectifier with no need for expensive ADC and microprocessor chips.

2. Propose a novel and comprehensive dynamic index system to evaluate the dynamic characteristics of ADNs, following a multi-level progression of node-branch-subarea-network.
(3) Present a low-cost PMUs enabled real-time dynamic behavior evaluation methodology of ADNs based on the proposed comprehensive index system. The proposed approach can adapt to various operating conditions and is agnostic to the network topology or line parameters.

The rest of this paper is structured as follows. In Section 2, the low-cost PMU is developed based on a non-DFT method and offers opportunities for real-time and high-precision monitoring of the whole network at an acceptable cost. Section 3 introduces the guidelines for the real-time assessment of the ADN’s dynamic characteristics and presents a dynamic index system based on the node voltage and branch current and power flow in the ADN. Furthermore, we propose a real-time evaluation methodology of dynamic characteristics in Section 4. In Section 5, the numerical tests are conducted for the method verification using the modified IEEE 123-node distribution network. Finally, we conclude the paper in Section 6.

2. The Non-DFT Method Developed for Low-Cost PMUs

For large exploitation of PMUs in the ADN, we focus on the development and phasor measurement method of low-cost PMUs and proposed a non-DFT-based methodology. The frequency and phase of the voltage phasor are acquired by the signal zero-crossing detection method [25], while the amplitude is obtained after being processed in the full-wave rectifier. The phase shift of the filter and the shaping circuit can be compensated by software.

The schematic design diagram of a low-cost PMU device based on the non-DFT method is shown in Figure 1.
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**Figure 1.** The schematic diagram of the proposed low-cost PMU based on the non-DFT method.

As indicated in Figure 1, the three-phase voltage-measured signals $u_A$, $u_B$, and $u_C$ are being isolated, transformed, and filtered, respectively. Subsequently, only the base-frequency voltage signal is transformed into a DC voltage signal with a small unidirectional ripple by the full-wave rectifier and input to the A/D (analog to digital) conversion module to be processed by the microprocessor further. By sampling the DC voltage signal, the microprocessor can get the average value in the signal period, and then the amplitude of the measured voltage signal is obtained. A simple circuit can implement this method with high precision and small-quantity computation.

The designed full-wave rectifier circuit is shown in Figure 2a. The operational amplifier is OP07, diodes $D_1$–$D_5$ are 1N4007, the value of the input resistance $R_1$ and the operational amplifier input and output resistances $R_2$–$R_4$ are 10 kΩ, while $R_5$ is 100 Ω. The measured voltage signal $u_5$ is rectified into a one-way full-wave rectified voltage signal $u_{eq}$ through an operational amplifier circuit. $u_{eq}$ is the combination of the positive half of $u_5$ and the phase...
reversed negative half of \( u_s \). \( u_{sq} \) is a DC full-wave voltage signal with large pulsations. When the resistive load \( R \) is connected in parallel with a filter capacitor \( C \), the output voltage \( u_o \), which is originally a full-wave DC voltage waveform with large pulsation, will be smoothed. The pulsation component will be reduced, and the average value of output voltage \( u_o \) will be improved, as indicated in Figure 2b.

**Figure 2.** Full-wave rectifying circuit and its output voltage: (a) the designed full-wave rectifying circuit; (b) the diagram of output voltage during the charge/discharge process of filter capacitor.

The proposed non-DFT-based PMUs device can achieve high-precision measurement of three-phase frequency, phase, and amplitude parameters of voltage and current phasors even when the frequency is offset. It has the advantage of low cost with no need for expensive ADC and microprocessor chips. Thus, it is feasible to widely allocate the PMU devices at each node, enabling the observation and evaluation of dynamic characteristics across the whole distribution network.

For the parameter of the resistor \( R \) and capacitor \( C \) of the above full-wave rectifier-capacitor filter circuit, the values are generally determined according to the following equation:

\[
RC = (3 \sim 5)T/2
\]

where \( T \) is the period of the measured voltage signal \( u_s \), and the value of \( T \) is 20 ms for the fundamental signal. In the designed circuit, the value of \( R \) is 10 k\( \Omega \) while the value of \( C \) is 4.7 \( \mu F \). Assuming that the amplitude of \( u_s \) is \( U_m \), the withstand voltage of both the rectifier diode and the filter capacitor should be greater than \( U_m \).

Assuming that the \( N + 1 \) sampling points before the synchronous measurement time are \( f(0), f(1), f(2), \ldots, f(N-2), f(N-1), f(N) \), then the sampled average value of output voltage \( u_o \) over one cycle of the measured signal is:

\[
U_{oav} = \frac{\sum_{i=0}^{N-1} f(i) + m \times f(N)}{NT}
\]  

The average value \( U_{oav} \) of the output voltage \( u_o \) after filtering by the full-wave rectifier capacitor conforms to the following equation:

\[
U_{oav} = \sqrt{2}U_2 \left(1 - \frac{T}{4RC}\right) = U_m \left(1 - \frac{T}{4RC}\right)
\]  

where \( U_2 \) is the root-mean-square (RMS) value of the measured voltage signal \( u_s \).

Thus, \( U_m \) can be expressed as follows:

\[
U_m = U_{oav} / \left(1 - \frac{T}{4RC}\right) = 1.119 \times U_{oav}
\]  

However, Formula (4) is the ideal relationship between \( U_m \) and \( U_{oav} \). In practice, the conduction voltage drop of the diode is not zero, so \( U_m \) is not directly proportional to \( U_{oav} \).
In this paper, measured signals of different amplitudes at 50 Hz are simulated, from which the fitted functional relationship between $U_m$ and $U_{oav}$ can be obtained as:

$$U_m = 1.117 \times U_{oav} + 0.4686$$  \hspace{1cm} (5)$$

Using Formula (5), the measured amplitude $U_m'$ can be calculated. And the measurements and measurement errors of voltage magnitude are displayed in Table 1. According to Table 1, when $U_m$ varies in the range of 3.0~6.0 V, the measured magnitude value $U_m'$ calculated via the fitting function is very close to $U_m$, and the maximum relative error of the magnitude value is only 0.17%, indicating the high precision of the magnitude measurements.

| $U_m$ /V | $U_{oav}$ /V | $U_m'$ /V | Absolute Error /V | Relative Error /% | $U_m$ /V | $U_{oav}$ /V | $U_m'$ /V | Absolute Error /V | Relative Error /% |
|----------|--------------|-----------|-------------------|-------------------|----------|--------------|-----------|-------------------|-------------------|
| 3.0      | 2.264        | 2.9976    | -0.0024           | 0.08              | 4.6      | 3.700        | 4.6016    | 0.0016            | 0.04              |
| 3.1      | 2.354        | 3.0981    | -0.0019           | 0.06              | 4.7      | 3.790        | 4.7021    | 0.0021            | 0.05              |
| 3.2      | 2.443        | 3.1975    | -0.0025           | 0.08              | 4.8      | 3.880        | 4.8026    | 0.0026            | 0.05              |
| 3.3      | 2.533        | 3.2980    | -0.0020           | 0.06              | 4.9      | 3.970        | 4.9032    | 0.0032            | 0.06              |
| 3.4      | 2.622        | 3.3974    | -0.0026           | 0.08              | 5.0      | 4.059        | 5.0026    | 0.0026            | 0.05              |
| 3.5      | 2.712        | 3.4980    | -0.0020           | 0.06              | 5.1      | 4.150        | 5.1042    | 0.0042            | 0.08              |
| 3.6      | 2.801        | 3.5974    | -0.0026           | 0.07              | 5.2      | 4.240        | 5.2048    | 0.0048            | 0.09              |
| 3.7      | 2.891        | 3.6979    | -0.0021           | 0.06              | 5.3      | 4.331        | 5.3064    | 0.0064            | 0.12              |
| 3.8      | 2.981        | 3.7985    | -0.0015           | 0.04              | 5.4      | 4.417        | 5.4025    | 0.0025            | 0.05              |
| 3.9      | 3.071        | 3.8990    | -0.0010           | 0.03              | 5.5      | 4.510        | 5.5064    | 0.0064            | 0.12              |
| 4.0      | 3.160        | 3.9984    | -0.0016           | 0.04              | 5.6      | 4.600        | 5.6069    | 0.0069            | 0.12              |
| 4.1      | 3.250        | 4.0989    | -0.0011           | 0.03              | 5.7      | 4.690        | 5.7074    | 0.0074            | 0.13              |
| 4.2      | 3.340        | 4.1995    | -0.0005           | 0.01              | 5.8      | 4.781        | 5.8091    | 0.0091            | 0.16              |
| 4.3      | 3.430        | 4.3000    | 0.0000            | 0.00              | 5.9      | 4.871        | 5.9096    | 0.0096            | 0.16              |
| 4.4      | 3.520        | 4.4005    | 0.0005            | 0.01              | 6.0      | 4.961        | 6.0101    | 0.0101            | 0.17              |
| 4.5      | 3.610        | 4.5010    | 0.0010            | 0.02              |          |              |           |                   |                   |

Additionally, it can be seen from Formula (4) that the functional relationship between $U_m$ and $U_{oav}$ is relevant to $T$, i.e., it is related to the measured signal frequency $f_s$. In the case where $R$ and $C$ are fixed, the functional relationship between $U_m$ and $U_{oav}$ varies with $f_s$. When $f_s$ is 45 Hz and the magnitude $U_m$ ranges from 3.0 V to 6.0 V, the maximum relative error between $U_m'$ and $U_m$ is 0.31%; if $f_s$ equals 55 Hz, the maximum relative error is 0.42%. It can be observed that the magnitude measurement error becomes larger. In order to decrease the magnitude measurement error, the fitted functional relationship between $U_m$ and $U_{oav}$ should be updated according to the measurements at corresponding $f_s$. In fact, the proposed non-DFT-based PMU can meet 0.5-class smart meter requirements (or even 0.2-class metering device requirements if necessary) when $f_s$ varies within 45.0~55.0 Hz.

3. Construction of the Dynamic Index System

3.1. The Guidelines of Online Dynamic Characteristics Assessment of ADN Based on PMUs

Two possible dynamic trajectories of PMU data of ADNs within the observation time window are shown in Figure 3. Unlike the dynamic process of a second-order control system that always converges, the PMU data of an ADN is in the dynamic process at all times and may never converge. Still, by referring to the definition of the steady-state interval of the second-order control system, we can define the average value of the measurements in the observation time window as “equivalent steady-state value” and furthermore define its “equivalent balance interval”, which will be described in detail in Sections 3.1 and 3.2.
Then, the real-time evaluation guidelines of ADN’s dynamic characteristics are:

1. **Scientificity:** The adverse dynamic process of ADN can be accurately identified by sufficiently considering the influence of distributed power, energy storage system, electric vehicle charging facilities, flexible load, and control system coupling on the dynamic process of ADN.

2. **Integrity:** This methodology can estimate the fluctuation of local state variables in the dynamic process of ADN, and simultaneously comprehensively evaluate the dynamic characteristics of subareas and the entire system.

3. **Practicability:** The evaluation index and model are supposed to be concise and speedy calculated online. The real-time cycle mode is adopted in the evaluation process, which can evaluate the dynamic characteristics of the present object in different time periods.

4. **Adaptability:** Considering the frequent changes of the operation mode and topology structure of ADN, the assessment method should be capable of conducting real-time evaluation without the information of operating modes, network topology, or line parameters. For instance, while optimizing the dynamic characteristics of ADN by changing its topology or adopting additional control, the evaluation method should reflect the changes of the dynamic indexes before and after taking these measures in time, which can provide the basis for the dynamic characteristics optimization control.

It is worthy of notice that the data collected by PMUs can monitor the real-time dynamic process of ADN. The low-cost PMUs are developed and assumed installed at each node in this paper so that the observability is well implemented in the ADN.

The dynamic index system is built up for the ADN dynamic characteristics evaluation according to the aforementioned guiding ideology. The redundancy of the built-up dynamic index subset is needed taking into account the convenient usage of the dynamic index calculation results and the ability to describe the problem from multiple aspects, which means that some dynamic indexes are correlated or coupled. However, the correct evaluation results of ADN dynamic characteristics can be obtained by selecting a set of irrelevant or approximately irrelevant indicators according to the principle of completeness.

The built-up dynamic index set includes four parts: individual node dynamic index, individual branch dynamic index, subarea dynamic index, and whole network dynamic index, which will be introduced below.

### 3.2. Dynamic Index of Individual Node Voltage

The objective of the proposed dynamic index of node voltage is involved in two aspects:

1. **By computing the dynamic indexes of node voltage amplitude online, it is expected to find out whether the node voltage frequently exceeds the allowed limits in the dynamic process of the ADN, including the amplitude and frequency beyond the allowed limits as well as the percentage of time of the voltage limit violations.**

2. **By calculating the dynamic indexes of instantaneous frequency and phase angle of node voltage online, it is expected to discover in time whether there are adverse dynamic processes such as periodic oscillation in the ADN.**
3.2.1. Dynamic Index of Individual Node Voltage Amplitude

Assuming that the number of the voltage amplitude measurements at the node \( j \) in the present observation time window is \( N \) (note: the measurements include the data collected at the starting time of the time window \( t = 0 \), the sample time interval is \( \Delta T \), the length of the time window is \( N\Delta T \), the \((N + 1)th\) data (presented by per unit value) can be observed but belongs to the following observation time window), the number of the sampled data point is noted as \( i \), the average value at node \( j \) is \( \overline{U}_j \) and expressed as \( \overline{U}_j = \frac{1}{N} \sum_{i=0}^{N-1} U_j(i) \), the corresponding “equivalent balance interval” is \([0.98\overline{U}_j, 1.02\overline{U}_j]\), the node rated voltage is \( U_{jN} \) and its rated voltage magnitude is expressed as \( U_{jNm} = \sqrt{2}U_{jN} \), the normal range of \( U_{jNm} \) is \([0.98U_{jNm}, 1.02U_{jNm}]\). Seven dynamic indexes to evaluate the changes of node voltage amplitude over the observation time are proposed and introduced as follows.

(1) Percentage of voltage regulation time and Percentage of voltage over-limit time

**Definition and Calculation 1.** The percentage of the node voltage amplitude regulation time refers to the percentage of data points whose relative error of the voltage amplitude measurement value to the average voltage measurement value is more than 2% in the present observation time window. Set \( N_{AT} \) as the number of the data points of voltage magnitude measurements beyond the “equivalent balance interval” in the present time observation window, then the voltage amplitude regulation time percentage at node \( j \) in the present observation time window is:

\[
U_{ATj} = \frac{N_{AT}}{N} \times 100\% \quad (6)
\]

Similarly, the percentage of time that the node voltage exceeds the limits can be defined.

**Definition and Calculation 2.** The percentage of the voltage over-limit time refers to the percentage of data points whose voltage amplitude measurement values are in the over-limit state in the present observation time window. Let \( N_{ET} \) represent the number of the data points of voltage magnitude measurements beyond the normal range over the rated voltage in the present time observation window. Thus, the voltage amplitude over-limit time percentage at node \( j \) in the present observation time window is calculated as follows:

\[
U_{ETj} = \frac{N_{ET}}{N} \times 100\% \quad (7)
\]

(2) Maximum fluctuation of voltage amplitude and maximum over-limit degree of voltage amplitude

**Definition and Calculation 3.** The maximum fluctuation of voltage magnitude refers to the percentage of the difference between the maximum voltage measurement and minimum voltage measurement over the average voltage measurement. Assuming that the sampled data point number is labeled as \( i \) or \( l \). The maximum fluctuation of voltage magnitude at node \( j \) in the present observation time window is written as:

\[
U_{MFj} = \left\{ \begin{array}{ll}
\frac{\max_{i=0,\ldots,N-1} |U_j(i) - U_j(l)|}{\overline{U}_j} \times 100\% , & \overline{U}_j \neq 0 \\
0 , & \overline{U}_j = 0 
\end{array} \right. \quad (8)
\]
Definition and Calculation 4. The maximum over-limit degree of voltage amplitude refers to the maximum percentage of the value of the voltage magnitude measurement deviated from the normal range over the rated voltage, and is calculated as follows:

$$U_{MEj} = \max_{i=0, \ldots, N-1} \left\{ \frac{|U_j(i) - 1.05U_{jNm}, 0.95U_{jNm} - U_j(i), 0|}{U_{jNm}} \times 100\% \right\}$$ (9)

(3) Voltage amplitude discrete intensity and Voltage over-limits intensity

The closer the node voltage amplitude dynamic trajectory is to the average value in its observation time window, or the closer it is to the upper and lower voltage bands, the better its dynamic characteristics. Based on this, this paper comprehensively considers the information of the two dimensions of amplitude and time and proposes two indicators as follows.

Definition and Calculation 5. The voltage amplitude discrete intensity at node $j$ in the present observation time window is displayed as follows:

$$U_{DDj} = \begin{cases} \frac{1}{N} \sum_{i=0}^{N-1} \left( \frac{|U_j(i) - U_j|}{U_j} \times 100\% \right), & \Pi_j \neq 0 \\ 0, & \Pi_j = 0 \end{cases}$$ (10)

Definition and Calculation 6. The voltage amplitude over-limit intensity at node $j$ in the present observation time window is displayed as follows:

$$U_{EDj} = \frac{1}{NU_{jNm}} \left[ \sum_{i=0}^{N-1} \max(U_j(i) - 1.05U_{jNm}, 0) + \sum_{i=0}^{N-1} \max(0.95U_{jNm} - U_j(i), 0) \right] \times 100\%$$ (11)

(4) Percentage of voltage amplitude fluctuation frequency

In dynamic systems, small inertia indicates that the state variables are prone to fluctuations. Considering this, in order to evaluate the “inertia” of the ADN, this paper defines the index of the percentage of voltage amplitude fluctuation frequency during the observation time window.

Definition and Calculation 7. Percentage of voltage amplitude fluctuation frequency refers to the percentage of the actual total times for which the voltage amplitude curve crosses the “equivalent balance interval” over the theoretical maximum crossing times.

Based on the discrete voltage amplitude measurements at node $j$ in the present observation time window, the number of times the voltage amplitude dynamic trajectory traverses equivalent balance interval is recorded as $N_{UP}$, then the voltage amplitude fluctuation frequency percentage at node $j$ in the observation time window is described as

$$U_{FFj} = \frac{N_{UP}}{N} \times 100\%$$ (12)

To calculate the value of $N_{UP}$ in (12), the classification function $U_{sj}$ is defined as

$$U_{sj}(i) = \begin{cases} 1, & U_j(i) > 1.02\Pi_j \\ 0, & \text{else} \\ -1, & U_j(i) < 0.98\Pi_j \end{cases} \quad i = 0, 1, 2, \ldots, N$$ (13)

The calculation method of $N_{UP}$ is summarized in Algorithm 1.
Algorithm 1 The Calculation Method of $N_{UP}$

1: Initialize $i = 1$, $N_{UP} = 0$
2: while $i \leq N - 1$ do
3:  if $|U_{sj}(i + 1) - U_{sj}(i)| \geq 1$ then
4:    $N_{UP} = N_{UP} + 1$
5:    $i = i + 1$
6:  end if
7: end while
8: Output $N_{UP} = N_{UP}$.

3.2.2. Dynamic Index of Individual Node Voltage Phase

The main grid is approximately regarded as an infinite system considering the ADN is connected to it through transformers and high-voltage distribution lines. Therefore, when the load or the DG output changes significantly in the ADN, the voltage phase of the related node will accordingly change non-steadily at the same time. The non-steady voltage phase change described here is in terms of the steady phase change relatively.

The steady change of node voltage phase is defined as: in a relatively long length of the observation time window, the present angle frequency of node voltage $\omega$ is obtained based on the frequency measurement data acquired by the PMUs, and the data sampling time interval is set as $\Delta T$, then the steady change of node voltage phase is represented as $\Delta \varphi = \omega \cdot \Delta T$. Thus, if the voltage phase data at one node acquired by PMUs is deviated from $\Delta \varphi$ beyond the set threshold, it is said that the voltage phase at this node occurs non-steady change.

It is indicated that the loads or DG outputs experience frequent impacts if the bus voltage phase often appears relatively significant non-steady changes. The more significant the impact is in the observation time window, the worse the dynamic characteristics of the ADN. On the other hand, if there is active power oscillation in the ADN in the observation window, the corresponding node voltage will occur non-steady change periodically. This kind of periodic non-steady change will also arise the periodic change of the voltage phase differences between different nodes.

Based on the aforementioned analysis, two indexes, i.e., the degree of voltage phase non-steady change and the maximum swing of voltage phase difference, are defined to indicate the impact loads and DG outputs as well as the degree of the active power oscillation in the ADN. Assume that there are $N$ measurements for the voltage frequency $f_j$ and absolute voltage phase $\varphi_j \in (0, 2\pi)$ at the node $j$ in the observation time window, and the sampled data point number is noted as $i$, then the definition and calculation methods of these two indexes are as follows.

(1) Degree of voltage phase non-steady change

Definition and Calculation 8. The average frequency is represented by $\bar{f}_j = \frac{1}{N} \sum_{i=0}^{N-1} f_j(i)$, and the steady change of the node voltage phase is marked as $\Delta \bar{\varphi}_j = \mod(2\pi \bar{f}_j \cdot \Delta T, 2\pi)$. When the voltage phase changes within the range $[0.95 \Delta \bar{\varphi}_j, 1.05 \Delta \bar{\varphi}_j]$, it is inferred that no non-steady change occurs. Thus, the degree of voltage phase non-steady change at node $j$ in the observation time window is:

$$U_{PDj} = \frac{1}{\pi N} \sum_{i=0}^{N-1} \max \left( 2\pi \eta_i + \varphi_j(i + 1) - \varphi_j(i) - 1.05 \Delta \bar{\varphi}_j, 0 \right)$$

$$+ \max \left( 0.95 \Delta \bar{\varphi}_j - 2\pi \eta_i - \varphi_j(i + 1) + \varphi_j(i), 0 \right) \times 100\%$$

where, $\eta_i = \begin{cases} 0, & \varphi_j(i + 1) - \varphi_j(i) \geq 0 \\ 1, & \varphi_j(i + 1) - \varphi_j(i) < 0 \end{cases}$ (14)
(2) Maximum swing of voltage phase difference

**Definition and Calculation 9.** It is assumed that the node with the minimum value of the non-steady change degree in the whole network is numbered as \( s \). Refer to node \( s \), the voltage phase difference between node \( j \) and node \( s \) is represented as \( \Delta \varphi_{js}(i) = \varphi_j(i) - \varphi_s(i) \). Thus, the maximum swing of voltage phase difference at node \( j \) in the present observation time window is described as follows.

\[
U_{PSj} = \begin{cases} 
\max_{i=0,\ldots,N-1} \frac{\Delta \varphi_{js}(i)}{2\pi} & j \neq s \\
0 & j = s 
\end{cases} \times 100\%
\]  

(15)

### 3.3. Dynamic Index of Individual Branch

The most basic operating variable of a branch is current, but its power more intuitively describes the dynamic characteristics. Therefore, when defining the branch dynamic indexes, the focus is on the current amplitude over-limit situation and the power fluctuation situation during the dynamic process. Simultaneously, to evaluate the dynamic compensation capability of the reactive power compensation device and the reactive power adjustment function of DGs in ADN, a dynamic index regarding the branch power factor is proposed. Most of the definitions of branch dynamic index can be given by referring to node voltage dynamic indexes, which will not be repeated in this section. It should be noted that there may be bidirectional power flow in ADN, and the measured value of the backward power flow is expressed as minus, as shown in Figure 3b.

Assuming that the numbers of measurements of the current amplitude \( I_k \), the active power \( P_k \), the reactive power \( Q_k \) and the power factor \( F_k \) of branch \( k \) in the observation time window are \( N \). The sampled data point number is noted as \( i \). The average values of these four kinds of measurements are \( \bar{I}_k, \bar{P}_k, \bar{Q}_k, \bar{F}_k \), respectively. The power limit of branch \( k \) is expressed as \( I_{km} \). Then the indexes of branch \( k \) in the observation time window are:

1. **Maximum over-limit degree of current**

\[
I_{MEk} = \max_{i=0,\ldots,N-1} \frac{|I_k(i) - I_{km}|}{I_{km}} \times 100\% 
\]  

(16)

2. **Current over-limit intensity**

\[
I_{EDk} = \frac{\sum_{i=0}^{N-1} \max(|I_k(i) - I_{km}|)}{NI_{km}} \times 100\% 
\]  

(17)

3. **Percentage of current fluctuation frequency**

**Definition and Calculation 10.** Percentage of current fluctuation frequency refers to the percentage of the actual total times for which the current curve crosses the “equivalent balance interval” over the theoretical maximum crossing times.

Considering the bidirectional power flow, the average value of nonnegative measured values is recorded as \( \bar{T}^+_k \), and the average value of negative measurements is denoted as \( \bar{T}^-_k \). For dramatic fluctuation of branch current, the corresponding “equivalent balance interval +” is set as \( [0.85\bar{T}^+_k, 1.15\bar{T}^+_k] \), while the “equivalent balance interval −” is set as \( [0.85\bar{T}^-_k, 1.15\bar{T}^-_k] \). Based on the discrete current measurements of branch \( k \) in the present
observation time window, the number of times the current dynamic trajectory crosses the “equivalent balance interval (including the equivalent balance interval + and the equivalent balance interval –)” is recorded as $N_{IP}$, then the percentage of current fluctuation frequency of branch $k$ in the observation time window is:

$$I_{FFj} = \frac{N_{IP}}{N} \times 100\%$$ (18)

The calculation method of $N_{IP}$ is similar to $N_{UP}$, but the influence of the positive and negative measurement value needs to be considered as follows:

First, define the classification function $I_{Sk}$ as:

$$I_{Sk}(i) = \begin{cases} 
1, & I_k(i) > 1.15I_k^+ \ or \ I_k(i) < 1.15I_k^- \\
0, & \text{else} \\
-1, & 0 < I_k(i) < 0.85I_k^- \ or \ 0 > I_k(i) > 0.85I_k^- 
\end{cases} \quad i = 0, 1, 2, \ldots, N$$ (19)

Apply $I_{Sk}$ to clarify elements in \{I_k(0), I_k(1), \ldots, I_k(N)\} $^T$ one by one and obtain the one-dimensional classification vector \{I_{Sk}(0), I_{Sk}(1), \ldots, I_{Sk}(N)\} $^T$. Then the value of $N_{IP}$ is as below:

$$N_{IP} = \sum_{i=0}^{N-1} m_i$$

$$m_i = \begin{cases} 
1, & |I_{Sk}(i+1) - I_{Sk}(i)| \geq 1 \ or \ I_k(i+1) \times I_k(i) < 0 \\
0, & |I_{Sk}(i+1) - I_{Sk}(i)| = 0 \ & I_k(i+1) \times I_k(i) = 0 
\end{cases} \quad i = 0, 1, 2, \ldots, N$$ (20)

(4) Active/Reactive power discrete intensity ($X = P$ or $Q$)

$$X_{DDk} = \begin{cases} 
\frac{1}{N} \sum_{i=0}^{N-1} \left( \left| \frac{X_k(i)-\bar{X}_k}{\bar{X}_k} \right| \times 100\% \right), & \bar{X}_k \neq 0 \\
0, & \bar{X}_k = 0 
\end{cases} \quad (21)

3.4. Dynamic Comprehensive Index

After calculating each node’s voltage dynamic index and each branch’s dynamic index, the dynamic comprehensive indexes of node voltage and branch in the subareas and the whole ADN can be obtained.

(1) Dynamic comprehensive index of subareas

According to the statistics of the dynamic indexes of all nodes in this subarea, the maximum and average values of the non-zero indexes are defined as two kinds of dynamic comprehensive indexes of the nodes, as shown in Table 2. Assuming that the total number of nodes in the present subarea is $J$. Taking the comprehensive index corresponding to $U_{ATj}$ as an example, it is suggested that the voltage amplitude regulation time percentage of each node has been calculated and recorded in a one-dimensional vector $U_{ATj} = (U_{ATj})_{1 \times J}$, and the total number of non-zero elements in $U_{ATj}$ is $M$. The set of these $M$ nodes is represented by $M_{node}$, then the corresponding two types of subarea dynamic comprehensive indexes are shown as follows.

$$U_{ATmax}^{sub} = \max_{j \in M_{node}} U_{ATj}$$ (22)

$$U_{AT}^{sub} = \frac{1}{M} \sum_{j \in M_{node}} U_{ATj}$$ (23)
Table 2. Dynamic comprehensive index set of node voltage.

| Index Name                              | Subareas Index Expression | The Whole Network Index Expression |
|-----------------------------------------|----------------------------|-------------------------------------|
| **Dynamic comprehensive index set of node voltage** |                            |                                     |
| Percentage of node voltage regulation time | Maximum $U_{AT\text{max}}$ | $U_{AT\text{max}}$ |
|                                         | average $U_{AT}$           | $U_{AT}$                            |
| Percentage of voltage over-limit time   | Maximum $U_{ET\text{max}}$ | $U_{ET\text{max}}$ |
|                                         | average $U_{ET}$           | $U_{ET}$                            |
| Maximum fluctuation of voltage amplitude | Maximum $U_{MF\text{max}}$ | $U_{MF\text{max}}$ |
|                                         | average $U_{MF}$           | $U_{MF}$                            |
| Maximum over-limit degree of voltage amplitude | Maximum $U_{ME\text{max}}$ | $U_{ME\text{max}}$ |
|                                         | average $U_{ME}$           | $U_{ME}$                            |
| Voltage amplitude discrete intensity    | Maximum $U_{DD\text{max}}$ | $U_{DD\text{max}}$ |
|                                         | average $U_{DD}$           | $U_{DD}$                            |
| Voltage over-limits intensity          | Maximum $U_{ED\text{max}}$ | $U_{ED\text{max}}$ |
|                                         | average $U_{ED}$           | $U_{ED}$                            |
| Percentage of voltage amplitude fluctuation frequency | Maximum $U_{FF\text{max}}$ | $U_{FF\text{max}}$ |
|                                         | average $U_{FF}$           | $U_{FF}$                            |
| Degree of voltage phase non-steady change | Maximum $U_{PD\text{max}}$ | $U_{PD\text{max}}$ |
|                                         | average $U_{PD}$           | $U_{PD}$                            |
| Maximum swing of voltage phase difference | Maximum $U_{PS\text{max}}$ | $U_{PS\text{max}}$ |
|                                         | average $U_{PS}$           | $U_{PS}$                            |
| **Dynamic comprehensive index set of branch** |                            |                                     |
| Maximum current over-limit             | Maximum $I_{ME\text{max}}$ | $I_{ME\text{max}}$ |
|                                         | average $I_{ME}$           | $I_{ME}$                            |
| Current over-limit intensity           | Maximum $I_{ED\text{max}}$ | $I_{ED\text{max}}$ |
|                                         | average $I_{ED}$           | $I_{ED}$                            |
| Percentage of current fluctuation frequency | Maximum $I_{FF\text{max}}$ | $I_{FF\text{max}}$ |
|                                         | average $I_{FF}$           | $I_{FF}$                            |
| Active power discrete intensity        | Maximum $P_{DD\text{max}}$ | $P_{DD\text{max}}$ |
|                                         | average $P_{DD}$           | $P_{DD}$                            |
| Reactive power discrete intensity      | Maximum $Q_{DD\text{max}}$ | $Q_{DD\text{max}}$ |
|                                         | average $Q_{DD}$           | $Q_{DD}$                            |

If the value of an index at all nodes in this subarea is zero, then $M_{\text{node}}$ is an empty set, and the corresponding maximum index and average index are both zero.

Similar to the node voltage dynamic comprehensive index, two types of dynamic comprehensive indexes of the branch dynamics in subareas can be defined, as shown in Table 2.

(2) Dynamic comprehensive index of the whole network
For the whole network, there are also two categories of dynamic comprehensive indexes, i.e., the maximum category and the average category, as presented in Table 2. The calculation method of these indexes is similar to the subareas indexes.

According to Table 2, there are 30 indexes in the subareas evaluation index system and the whole network evaluation index system, respectively, which can be used to diagnose over-limit, short-time impact, and oscillation. The value of these indexes can characterize the severity of the corresponding adverse dynamics. All indexes’ values range between [0%, 100%] and can be compared mutually. In practical application, the corresponding set of indexes can be flexibly selected according to the assessment needs. This is the reason for constructing a ‘redundancy’ index system.

4. Real-Time Dynamic Behavior Evaluation Methodology of ADNs

The application of the low-cost PMU proposed in Section 2 can satisfy the observability requirements of the active distribution network at an acceptable cost. On this basis, the dynamic indexes of each bus and branch can be calculated directly from the PMU data so as to describe their dynamic characteristics. However, for assessing the dynamic characteristics of the whole network, a comprehensive analysis is required, which is described in detail below.

4.1. Causes and Severity Evaluation Methods of Adverse Dynamic Behaviors

As mentioned in Section 3, the indexes can be used to identify adverse dynamics including over-limit, short-time impact, and oscillation. For instance, create a subset of indexes for diagnosis of over-limit \( \{X_{\text{ET} \text{max}}, X_{\text{ET} \text{max}}, X_{\text{ET}}, X_{\text{ME} \text{max}}, X_{\text{ME} \text{max}}, X_{\text{MF} \text{max}}, X_{\text{MF} \text{max}}, X_{\text{ED} \text{max}}, X_{\text{ED}} \} \) (X represents \( U, I \)). If there is any non-zero element in this subset, it indicates that there is an over-limit situation during the present observation time window. If the index subset \( \{X_{\text{MF} \text{max}}, X_{\text{MF}} \} \) has elements with large values and the value of all the elements in the index subset \( \{X_{\text{FF} \text{max}}, X_{\text{FF}} \} \) are small, the network may suffer a short-time impact. And if the index values of both subsets are large, oscillation may exist in the network. To further judge short-time impacts and oscillations (multiple impacts are considered as forced oscillations), the analysis needs to be performed in conjunction with PMU data from multiple adjacent observation time windows, as described in Section 5.

4.2. Comprehensive Assessment of Dynamic Characteristics for Subareas and for the Whole Network

To intuitively characterize the overall dynamic characteristics of a specific subarea, the corresponding comprehensive assessment index is defined. Assume that in the evaluation process, \( S_1, S_2, \) and \( S_3 \) indicators are selected for the subset of over-limit indexes, oscillation indexes and short-time impact indexes, respectively. Considering the different severity of the impact on the system when these three adverse dynamics occur, the corresponding weights are set to 0.4, 0.4, and 0.2, respectively (the weights can be adjusted appropriately in practical applications). Then, the comprehensive assessment index of the dynamic characteristics for the subarea is as follows.

\[
C_{\text{sub}} = \frac{0.4}{S_1} \sum_{i=1}^{S_1} I_{\text{Ni}}^{\text{sub}} + \frac{0.4}{S_2} \sum_{i=S_1+1}^{S_1+S_2} I_{\text{Ni}}^{\text{sub}} + \frac{0.2}{S_3} \sum_{i=S_1+S_2+1}^{S_1+S_2+S_3} I_{\text{Ni}}^{\text{sub}}
\]

(24)

where \( I_{\text{Ni}}^{\text{sub}} \) represents the value of the i-th index.

The calculation method of the comprehensive dynamic characteristic evaluation index of the whole network \( C_{I} \) is the same as that of the subarea and only differs in the number of nodes involved.

The flow chart of the real-time dynamic behavior evaluation for ADN is displayed in Figure 4.
Select evaluation indexes and create the index subset of over-limit, oscillation, and short-time impulse. Calculate dynamic comprehensive index of nodes. Calculate comprehensive dynamic characteristics assessment index of subareas or the whole network from actual requirements. Calculate voltage dynamic indexes of each bus. Calculate dynamic indexes of each branch. Calculate dynamic comprehensive index of branches. Select observation time window, and record start time and end time \( t_s, t_e \).

Record the necessary PMU data according to the subsets of evaluation index.

Calculate the time information \( t_s^m, t_e^m \) of the current observation time window and the calculation results of all indexes \( index_m \) into the database.

According to the practical requirements, analyze the dynamic characteristics of ADN by the values of the indexes in single or multiple time windows.

Set the weight of each index otherwise use default weights.

Exit assessment.

Yes

End

No

Add necessary PMUs

Is the installation of PMUs sufficient for observability requirements of ADN?

Yes

Start

m = 1

m = m + 1

Figure 4. Flow chart of real-time dynamic behavior evaluation for ADN.

5. Case Study

In order to verify the practicability and effectiveness of the proposed dynamic characteristic evaluation method, a numerical test is carried out on the modified IEEE 123-bus distribution network shown in Figure 5. This system has 123 nodes and 122 branches, which is comparable to a real regional distribution network. The voltage magnitude of the substation bus is set to be 10.5 kV as a reference, and the upper and the lower voltage limits for each bus are set to be 1.05 p.u. and 0.95 p.u., respectively. The network is partition into three subareas based on the distance to the reference node, with subarea 2 being the EV charging zone and subarea 3 being the DG demonstration zone. Both EV charging stations and DGs have two types and are labeled separately. In this paper, all DGs and loads are simulated as having a constant power factor.
The installed capacities of DG-1 to DG-7 are 0.5, 1.3, 0.68, 0.48, 1.42, 0.71, 1.08 MW, respectively. The forecasting output of each DG unit is 50% of the installed capacity, and the random forecasting error fluctuates according to the Laplace distribution, within the limit of [0, installed capacity]. Based on the DG output as the benchmark and changing the standard deviation of Laplace distribution, two types of actual DG output curves can be obtained, as shown in Figure 6a. For buses with uncertain load, the corresponding actual load demand curves with the benchmark of the standard load are obtained as shown in Figure 6b. According to the results in Table 1, the error of PMU measurement data is set to be 0.2%. The error is modeled as Gaussian variance and added to the measurements. The other detailed parameters of the network are from references [26,27].

![Figure 5](image-url)  
**Figure 5.** The modified IEEE 123-bus distribution network.

![Figure 6](image-url)  
**Figure 6.** The DG output and load demand curves: (a) Actual DG output; (b) Actual load demand.

### 5.1. Online Dynamic Characteristics Assessment in a Single Time Window

Assuming that there is one sampling point in one frequency period, the observation time window length is 2 s. According to the flow shown in Figure 4, indicators are selected to construct the subsets of the over-limit index, oscillation index, and short-time impact index, and the dynamic characteristics indexes of the whole network in the 1st time window are solved and listed in Table 3.

![Table 3](image-url)  
**Table 3.** Online dynamic characteristics assessment in a single time window.

| Over-Limit Index | Value | Oscillation Index | Value | Short-Time Impact Index | Value |
|------------------|-------|-------------------|-------|-------------------------|-------|
| \(U_{ET}^\text{max}\) | 0     | \(U_{DD}\)       | 0.5064| \(U_{MF}^\text{max}\)   | 3.3281|
| \(\bar{U}_{ME}\)  | 0     | \(U_{FF}^\text{max}\) | 2     | \(\bar{U}_{MF}\)        | 2.1896|
| \(U_{ED}^\text{max}\) | 0     | \(I_{FF}^\text{max}\) | 2     | \(U_{ME}^\text{max}\)   | 0     |
| \(I_{ME}\)       | 0     | \(I_{FF}\)       | 74    | \(I_{ME}^\text{max}\)   | 0     |
| \(C_I\)          | 10.1084 |                   | 44.4  |                         |       |
Among them, the maximum values of indexes \([U_{FF}^{\text{max}}, U_{MF}^{\text{max}}]\) appear at bus \([43, 115]\), respectively. The maximum values of indexes \([I_{FF}^{\text{max}}, I_{ME}^{\text{max}}]\) appear at branches \([14–119, 1–2]\) (if the maximum value of index appears at multiple nodes or branches, the minimum number is counted as the solution). Combined with the above information, the analysis is shown as follows:

1. The value of indexes in the over-limit index subset are zero, so there is no over-limit situation in the network in the 1st time window.
2. Check the values in oscillation index subset and short-term impact index subset. For the dynamic index of node voltage, the maximum value of \(U_{FF}^{\text{max}}\) comes from bus-43, reflecting the influence of the impact loads around; the maximum value of \(U_{MF}^{\text{max}}\) appears at bus-115, indicating that this index is mainly affected by the fluctuation of DG-6 output. For branch dynamic indexes, \(I_{FF}^{\text{max}}\) occurs in branch 14–119, while \(I_{ME}^{\text{max}}\) appears in branch 1–2, both reflects the variation of the power delivered from this branch to the nodes behind.
3. \(C_I\) of the whole network is 10.1084, which indicates that the dynamic characteristics of this network in the present time window is relatively acceptable but can still be optimized.

5.2. Online Dynamic Characteristics Evaluation on Moving Time Window

The dynamic characteristics of this distribution system are evaluated in 10 consecutive moving time windows with the step length of 1 s. The over-limit index subset, oscillation index subset, and short-time impact index subset are consistent with Section 5.1. The numerical curves of some typical indexes (including subarea indexes and the whole network indexes) are plotted in Figure 7, which show that:

1. The comprehensive dynamic characteristic index for the whole network is influenced by the coupling of the three zones with each other, and always follows the worst situation among subareas.
2. The non-zero values of over-limit index \(U_{ME}^{\text{max}}\) and short-time impact index \(U_{EF}^{\text{max}}, I_{ME}^{\text{max}}\) all appear in the last two time windows. It is clear that the former two follow the impact in subarea 2, while the latter one comes from subarea 1. However, \(I_{ME}^{\text{max}}\) appears at branch 1–2 during the entire observation period, which reflects the electricity from utility grid to this network to satisfy its load demand. Thus, the non-zero values of all these three indexes are due to the influence of load impact in subarea 2.
3. \(I_{FF}^{\text{max}}\) is not zero but \(I_{ME}^{\text{max}}\) remains zero in the first eight time windows. A comparison of these two indexes shows that the fluctuations of \(I_{FF}^{\text{max}}\) in the first eight time windows are mainly due to the bidirectional power flow caused by stochastic DG output. However, this fluctuation does not result in the over-limit of current. Comparing the values of \(U_{ME}^{\text{max}}\) and \(U_{MF}^{\text{max}}\) together with their changes leads to the same conclusion.
4. The value of \(C_I\) increases significantly in the 9th time window, reflecting the influences of the impact loads at subarea 2. It then decreases slightly in the 10th time window, which, combined with the fluctuating trend of \(I_{FF}^{\text{sub}}\), can be seen as a result of the fluctuation of DG output slowing down in the 10th window.

The assessment results in different subareas of the modified IEEE 123-bus network show that the proposed assessment method is not dependent on a particular topology or a particular operation mode of the active distribution network and is highly adaptable. Moreover, it is worth noting that for ADN in large zones, the comprehensive dynamic characteristic index for subareas can quickly suggest areas where adverse dynamic triggers are likely to be located.
Conclusions

This paper proposes a novel method based on low-cost PMUs to evaluate the real-time dynamic behavior of active distribution networks. The proposed evaluation model encompasses the assessment principles of accuracy, integrity, practicability, and adaptability. In addition, it is proved that the presented assessment methodology is applicable to various operation modes, coordinated control, and network reconfiguration. Similarly, in terms of the ADN planning aspect, the proposed approach offers reference indexes for installing equipment and optimizing network structure. Finally, the innovative features of the proposed real-time dynamic characteristics assessment method are listed as follows:

- Introduce low-cost PMUs implementation for the real-time dynamic behavior evaluation of active distribution networks.
- The proposal of a non-DFT-based methodology for low-cost PMUs can satisfy the observability requirements of ADNs at an acceptable cost.
- Establish a dynamic index system to manifest the dynamic changes of node voltage amplitude, node voltage phase, and branch power flow based on PMU data, following a multi-level progression of node-branch-subarea-network.

Figure 7. Comprehensive dynamic characteristic index curves in the modified IEEE 123-bus network: (a) Maximum over-limit degree of voltage amplitude; (b) maximum node voltage amplitude fluctuations; (c) percentage of the branch current fluctuation frequency; (d) percentage of voltage over-limit time; (e) maximum branch current over-limit; (f) comprehensive dynamic characteristics evaluation index.
• Various adverse dynamic behaviors of ADN such as over-limits, oscillation, short-time impact, are considered in the proposed scheme. In addition, a detailed dynamic characteristic evaluation process is presented and demonstrated.

• The validation of the proposed model was performed using a modified IEEE 123-bus network, and the obtained results prove the applicability and effectiveness of the proposed method.
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