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In order to meet the demand of more refined urban weather forecast, it is of great practical significance to improve and optimize the single-layer urban canopy model (SLUCM) suitable for the megacity of Shanghai. In this paper, based on the offline SLUCM model driven by a whole-year surface flux observation data in the Shanghai central business district, a series of parameter sensitivity tests are carried out by using the one at a time (OAT) method, the relative importance and a set of optimized parameters of the SLUCM suitable for high-density urban area are established, and the improvement of simulation is evaluated. The results show that SLUCM well reproduces the seasonal mean diurnal patterns of the net all-wave radiation flux ($Q^*$) and sensible heat flux ($Q_H$) but underestimates their magnitudes. Both $Q^*$ and $Q_H$ are linearly sensitive to the albedo, and most sensitive to the roof albedo, the second to the wall albedo, but relatively insensitive to the road albedo. The sensitivity of $Q^*$ and $Q_H$ to emissivity is not as strong as that of albedo, and the variation trend is also linear. Similar to albedo, $Q^*$ and $Q_H$ are most sensitive to roof emissivity. The effect of thermal parameters (heat capacity and conductivity) on fluxes is logarithmic. The sensitivity of surface fluxes to geometric parameters has no specific variation pattern. After parameter optimization, RMSE of $Q^*$ decreases by about 3.4–18.7 W m$^{-2}$ in four seasons. RMSE of the longwave radiation ($L^*$) decreases by about 1.2–7.87 W m$^{-2}$. RMSE of $Q_H$ decreases by about 2–5 W m$^{-2}$. This study provides guidance for future development of the urban canopy model parameterizations and urban climate risk response.

1. Introduction

Since the reform and opening up in 1978, China has experienced more rapid urbanization rate than the average level of the world and Asia. Megacities are mainly characterized by dense population and high-rise buildings. Tremendous land use and land cover changes in urban areas have formed unique urban climatic characteristics, such as urban heat island and urban dry island [1–5]. The fundamental cause for these urban climate effects is that the modification of the underlying surface changes the original energy and mass exchange process between the surface and the atmosphere, finally resulting in the weather and climate change [6–8]. An in-depth understanding of the energy and mass exchanges between urban surface and atmosphere is of great significance to the mechanism of the formation of urban heat island and the difference of boundary layer structures between urban and rural areas. At the same time, it also provides a reliable basis for the establishment of the urban land surface parameterization scheme [9, 10].

With the enrichment of computing resources, the resolution of numerical weather prediction (NWP) models has been improved to the kilometer level. It is of great necessity to couple a more refined and independent urban land
surface model in mesoscale or regional NWP models [11–14]. From the morphological point of view, urban land surface models mainly include three types: the first type is the slab model; that is, the energy flux between the surface and the atmosphere is estimated by setting a series of urban surface parameters to characterize the underlying urban surface. The advantage of this kind of model is that it needs fewer forcing variables, all of which are conventional meteorological observation data, and the calculation method is relatively simple. The disadvantage is that it does not consider the three-dimensional urban structure [15, 16]. The second type is the single-layer urban canopy model (SLUCM) [17]. SLUCM distinguishes different effects of three urban facets: roof, wall, and road. The urban street canyon is two-dimensional (2D), but the radiation treatment is three-dimensional (3D), which considers different street canyon directions and daily changes of solar azimuth. In the SLUCM, the exchange and feedback between the urban surface and the atmosphere only occur above the urban canopy top (roof level). The air within the urban canyon is regarded as a homogeneous medium, so only one single point air is used to represent the temperature and humidity state within the urban canyon. The third type is the multilayer urban canopy model (MLUCM) [18, 19]. Based on SLUCM, the urban canopy is further divided into multiple layers. Considering the interaction between layers, the turbulent exchange processes within the urban canyon and below the urban roughness sublayer can be simulated for MLUCM. Although the MLUCM can simulate the heat, water, and momentum exchanges within the urban canyon in more detail, it requires larger computational resources than the SLUCM. The single-layer urban canopy model (SLUCM) is of medium simplicity and more efficient and is easy to be coupled with mesoscale weather prediction models [20] such as WRF (weather research and forecasting model). It has been developed rapidly and used more widely in the last two decades [21–23]. The bottleneck for SLUCM is that it has relatively poor representation for urban hydrological processes. Efforts have been made to include more detailed representation of urban hydrological or evaporative processes by introducing vegetation surfaces or irrigation in the SLUCM [24–26]. However, these efforts also introduce additional input parameters that bring uncertainty to SLUCM.

The SLUCM requires many input parameters, among which the meteorological forcing input parameters such as air temperature, wind speed, humidity, surface pressure, and solar radiation can be obtained directly through observations or NWP models. However, other surface thermal parameters such as heat capacity, conductivity, emissivity, albedo, and morphological parameters cannot easily obtain accurate values, which brings great uncertainty to the model. The parameter sensitivity study conducted by [27] for several urban canopy models with different complexity over the urban area of Singapore suggests that the uncertainty of model parameters even plays a more dominant role in the model error statistics than the choice of model, which significantly indicates the importance of model parameter value settings. Therefore, the parameter sensitivity analysis of urban land surface models to determine the reasonable range of parameter values and the relative importance of each parameter is very important before coupling into mesoscale and even global numerical models. Previous scholars have carried out simulation and parameter sensitivity tests for the SLUCM using observational data of Vancouver, Princeton, Marseille, and Nanjing [11, 28–30]. Due to the heterogeneity and complexity of urban surfaces, the interaction between urban underlying surface and atmosphere is unique in each city. However, most of the current urban canopy simulation studies do not locally optimize the model parameters based on energy flux measurements and thus fail to fully reflect the advantages of urban canopy models compared with traditional slab models. Previous studies mainly evaluate sites located at low-density or residential areas with short periods (i.e., a few days), and parameter sensitivity studies of SLUCM have not been conducted yet at high-rise commercial sites with long periods (i.e., one year or longer). As the largest city in China, the underlying surface of Shanghai is much more heterogeneous than other relatively small and medium-size cities. The parameter sensitivity analysis and optimization of SLUCM in Shanghai will help improve the finer-scale weather forecast ability of NWP models and the ability of urban disaster prevention and reduction. This paper will evaluate the applicability of the SLUCM which is widely applied in the mesoscale WRF model using a full-year measurements of surface radiation, energy fluxes, and conventional meteorological variables in central Shanghai. It will also give an optimized parameter set of the SLUCM which is more suitable for the Shanghai megacity. This work is also an early-stage preparation for implementing the SLUCM in the 9 km (3 km) resolution operational numerical weather prediction system at the Shanghai Meteorological Service [31].

2. Data and Methodology

2.1. Description of Measurement Data. The surface flux measurement site (Xujiahui, hereafter XJH site) for model evaluation is located on the roof tower of the new building of Shanghai Meteorological Service (31.19′N, 121.43′E). The building height is about 55 m and the tower height is about 25 m; hence, the total height of instruments is about 80 m above the ground level. The XJH site is a typical densely built-up central urban site. Based on the GIS survey [16], the average building height within 500 m around the site is about 35.9 m and the urban coverage ratio is quite high ($f_{urb} = 0.86$). The raw turbulence data are carefully quality controlled, and fluxes are computed by eddy covariance method at 30 min intervals. Details can be seen in [32]. A full-year data from December 2012 to November 2013 is used to drive and evaluate the SLUCM.

Figure 1 shows the seasonal mean diurnal variation of meteorological input variables used for SLUCM offline evaluation. It can be seen that the downward shortwave radiation flux is the largest in spring and summer with
comparable peak values around 600 W m$^{-2}$ at noon, followed by autumn, and the smallest in winter. The peaks are about 470 and 340 W m$^{-2}$, respectively. The downward longwave radiation flux is the largest in summer, followed by spring and autumn, and the smallest in winter. The seasonal variation characteristic for the downward longwave radiation flux corresponds well with the 2 m air temperature. The difference of the 10 m wind speed among each season is small, with the seasonal average diurnal variation range within 1.5–3 m s$^{-1}$ with daily maximum occurrence in the afternoon, which is related to the reduction of wind speed caused by the blocking effect of tall buildings in this central business district. The relative humidity in summer and winter is greater than that in spring and autumn, with magnitudes of 50%–90%. The main feature of precipitation is that there is a precipitation peak from afternoon to evening (16:00–17:00 LST) in summer and autumn, corresponding to the frequent afternoon convection in summer and autumn, while the precipitation is strong at around 3:00–5:00 a.m. in winter and spring.

2.2. Overview of the Single-Layer Urban Canopy Model (SLUCM). The SLUCM model [17, 33] mainly simulates the upward radiation and turbulent heat fluxes between the near surface and the atmosphere as the lower boundary layer condition for mesoscale numerical models (Figure 2). When SLUCM is coupled to atmospheric models, its horizontal dimension is a model grid, and its vertical dimension is the height from the surface to the bottom layer of the atmospheric models. It considers the trapping effect of 3D urban street canyons on radiation, building heat storage, and turbulence enhanced by large urban roughness. It describes the urban geometry, roughness, radiation, and thermal properties by giving a series of parameters. There are three urban categories (low-intensity residential, high-intensity residential, and commercial area) with different input parameter values. The open source version v3.4.1 of SLUCM (https://ral.ucar.edu/solutions/products/unified-noah-lsm) is used to carry out parameter sensitivity tests and optimization.

The basic unit of SLUCM is the 2D canyon structure (Figure 2), which is mainly determined by the building height, width, and roof width on a local scale. Three types of facets of SLUCM are normalized ($W_{\text{roof}} + W_{\text{road}}$; sum of roof and road width) as follows:

$$Z_{\text{norm}} = \frac{Z_{\text{B}}}{W_{\text{roof}} + W_{\text{road}}}$$

$$F_{\text{walls}} = 2Z_{\text{norm}} = \frac{2Z_{\text{B}}}{W_{\text{roof}} + W_{\text{road}}}$$

$$F_{\text{roof}} = \frac{W_{\text{roof}}}{W_{\text{roof}} + W_{\text{road}}}$$

$$F_{\text{road}} = \frac{W_{\text{road}}}{W_{\text{roof}} + W_{\text{road}}}$$

(1)

Here, $Z_{\text{B}}$ is the average building height (m), $W_{\text{roof}}$ is the roof width (m), $W_{\text{road}}$ is the road width (m), $Z_{\text{norm}}$ is the normalized building height, and $F_{\text{walls}}$, $F_{\text{roof}}$, and $F_{\text{road}}$ are the normalized wall, roof, and road ratio. The simulated fluxes (W m$^{-2}$) are weighted by these three normalized facets:

$$Q_{\text{SLUCM}} = F_{\text{roof}}Q_{\text{roof}} + F_{\text{walls}}Q_{\text{watts}} + F_{\text{road}}Q_{\text{road}}$$

(2)

The equation for the net all-wave radiation flux ($Q^*$) is

$$Q^* = K_1 - K_1 + L_1 - L_1,$$

(3)

where $K_1$, $K_1$, $L_1$, and $L_1$ are downward and upward shortwave and longwave radiation fluxes (W m$^{-2}$), respectively. The calculation of upward shortwave radiation ($K_1$) mainly considers the albedo of each surface, the sky view factor of wall and roof, and the building shadow effect. The surface upward longwave radiation ($L_1$) is considered as a function of emissivity of each surface type and surface temperature.

The simulation of the surface sensible heat ($Q_{\text{H-S}}$) and latent heat ($Q_{\text{E-S}}$) flux is as follows:

$$Q_{\text{H-S}} = \rho c_p C_H U_A (T_S - T_A),$$

$$Q_{\text{E-S}} = \rho L_V C_E U_A (q_S - q_A).$$

S represents the underlying surface, roof, or canyon space; A represents the atmosphere. $\rho$ is the air density (kg m$^{-3}$), $c_p$ is the specific heat of air ($J\cdot kg^{-1}\cdot^\circ C^{-1}$), and $L_V$ is the latent heat of vaporization (J kg$^{-1}$). The turbulent heat and moisture exchange coefficients $C_H$ and $C_E$ are calculated by Monin-Obukhov similarity theory and are assumed identical in SLUCM. $U_A$, $T_A$, and $q_A$ are wind speed (m s$^{-1}$), air temperature ($^\circ C$), and specific humidity (kg kg$^{-1}$) at the forcing level, respectively. $T_s$ and $q_s$ are the surface temperature and specific humidity, respectively.

The calculation of surface dynamic roughness and zero plane displacement height of the urban canyon and roof has been changed from the earliest version as input parameters to the later geometric morphology method [30], which reduces the number of input parameters required by the model and is more scientific. The MacDonald method (1998) [34] takes into account the influence of building height variability on roof roughness by introducing the standard deviation of building height. In many studies, the variability of building height is considered as the dominant factor affecting the turbulence above the urban canopy.

There are many difficulties for the direct online evaluation of SLUCM coupled to mesoscale numerical models. For instance, the surface radiation bias from NWP models will directly affect the simulation ability of SLUCM for surface energy balance fluxes. Therefore, offline evaluation and sensitivity analysis of SLUCM can remove the uncertainty of NWP models. Of course, offline simulation cannot consider the influence of advection nor the potential interaction between adjacent grids but ensures the scheme is evaluated on its own. The parameterization of the SLUCM in WRF is coupled by using a tile approach with Noah land surface model [21]. Noah and SLUCM are run
independently which prevents any interaction between them, and the final output fluxes of the model are obtained according to the weighted average urban coverage ratio ($f_{urb}$) of the grid points, that is,

$$Q_{GRID} = Q_{SLUCM} \times f_{urb} + Q_{Noah} \times (1 - f_{urb}), \quad (5)$$

where $Q_{GRID}$ represents the grid average modeled fluxes ($K_1$, $L_1$, $Q^*$, and $Q_{leq} Q_{leq}$). $f_{urb}$ at the XJH site is 0.86.

Based on a previous study [28], only the vegetation albedo, stomatal resistance, Zilitinkevich parameter, and LAI from the Noah LSM are ranked in the top 20 parameters with the largest influence on $Q^*$ or $Q_{leq}$. Moreover, the low vegetation and water body fraction ($f_{veg} = 0.14$) for the simulation area may also indicate small influence from Noah LSM parameters. Thus, input parameters from Noah LSM are not considered here.

SLUCM requires many input parameters, many of which are difficult to obtain in reality, so it is necessary to analyze the relative importance of each parameter. This paper uses the observational data of Shanghai XJH urban site for a whole year to drive the offline SLUCM to simulate the urban surface energy balance. The observation input fields include downward shortwave and longwave radiation flux, near surface air temperature, relative humidity, wind speed, wind direction, air pressure, and precipitation. The data for a whole year allow analyzing the seasonal variation of the surface energy balance. The flux measurements are conducted within the inertial sublayer ensuring the collected data represent local scale which matches the model scale. Since the simulated latent heat evaporation of SLUCM is limited to the precipitation period, the latent heat flux is completely calculated by the natural Noah land surface model. Previous studies have also shown that there are great systematic errors in the simulation of $Q_{leq}$ by SLUCM. For instance, in Marseille, France, the determination coefficients of $Q_{leq}$ during day and night in summer are only 0.028 and 0.006, and there is little improvement of the simulated $Q_{leq}$ by changing the parameters [28]. Therefore, this study focuses on the simulation capability and parameter sensitivity of SLUCM to the net all-wave radiation and sensible heat flux. It is still inspiring that efforts toward enhancing the performance of SLUCM in simulating $Q_{leq}$ have been made in recent years [24–26]. However, these efforts introduce additional parameters related to pervious surfaces such as trees and irrigation processes.

3. Results

3.1. Offline Evaluation of the SLUCM. Figures 3–6 show the simulated and observed average diurnal variations and scatter plots of the radiation and sensible heat flux in each
season using default parameter values listed in Table 1. Commonly used statistical variables (root mean square error RMSE, mean absolute error MAE, and mean deviation MBE) are used to describe the model error.

It can be seen from Figure 3 that the SLUCM successfully reproduces the diurnal pattern of the net all-wave radiation flux (Q*) but systematically underestimates its magnitudes in all four seasons, especially the daily peak at noon with biases around 30 W m⁻² in winter and 60 W m⁻² in autumn, and larger deviations around 80 W m⁻² and 90 W m⁻² in spring and summer, respectively. SLUCM performs better at nighttime for Q simulation, with biases around 10 W m⁻². The RMSE of each season is within 19.65–42.35 W m⁻². The MBes are negative except in winter (5.42 W m⁻²).

It can be seen from Figure 4 that the SLUCM successfully reproduces the diurnal pattern of the outgoing shortwave radiation flux (Kt) in each season. The model overestimates Kt in all four seasons, with simulated values around noon about 15 W m⁻² greater than observations. The coefficient of determination (R²) is larger than 0.98, the statistical RMSE is 7.31 (winter) and 9.42 W m⁻² (Autumn), and MBE shows positive deviation in all seasons (MBE: 3.13–5.05 W m⁻²). The simulated deviation of Kt mainly comes from the deviation of the surface albedo.

The SLUCM also well reproduces the diurnal variation characteristics of the upward longwave radiation flux (L†). Moreover, the occurrence time of simulated daily peaks is consistent with that of the observations (Figure 5), which appears in the afternoon. The simulated daytime L† has a relatively large positive bias in all seasons except in winter, while the nighttime L† is slightly underestimated for all seasons. The coefficients of determination (R²) of L† are 0.85 (winter) and 0.96 (Autumn), RMSE is 16.29 (winter) and 35.97 W m⁻² (summer), and MBE is 2.55 (Autumn) and 25.2 W m⁻² (summer). The simulation error of L† is the main source of Q* error.

Figure 6 shows the simulated and observed sensible heat flux (QH) in each season. The average observed hourly QH in each season is positive throughout the day; that is, the surface heats the atmosphere all day. The daily maximum of QH occurs in summer, followed by spring and autumn, and the minimum occurs in winter. SLUCM successfully reproduces the daily variation of QH, which also shows that QH remains positive throughout the whole day, and the daily afternoon peak is consistent with the observation. The simulated seasonal average diurnal QH is the lowest in winter, which is consistent with the observation, while the highest QH occurs in spring, which has a certain deviation from the observation. The SLUCM underestimates the average daily variation of QH for each season, especially in summer. The magnitudes of RMSE for QH in winter, spring, and autumn are similar to previous studies [28–30], which may indicate systematic errors of SLUCM. However, the magnitude of RMSE for QH in summer in this study is larger than that for previous studies. This may be due to the abnormally large observed QH caused by the extremely hot summer in 2013, which cannot be well reproduced by the SLUCM. The root mean square error (RMSE) is the smallest in winter (48.11 W m⁻²), the largest in summer (119.13 W m⁻²), and close in spring and autumn (70.87 and 78.63 W m⁻², resp.).

3.2. Parameter Sensitivity Analysis of SLUCM. In this study, the parameter sensitivity analysis of SLUCM adopts the OAT (one at a time) method [35]. The rationale is that only one parameter is changed at a time, and other parameters remain default values. In the process of changing each parameter from the minimum value to the maximum value, the step size is set to increase by 1%. Therefore, 100 times of model run is required to complete the sensitivity analysis of
In order to improve the efficiency, here a loop is added into SLUCM to realize the automatic increment of parameters. Table 1 lists the default values and variation ranges of main parameters of SLUCM. These parameter values are mainly obtained from reference [28].

For such a list of parameter sets, it mainly includes the definition of urban geometry, radiation attributes, heat capacity, thermal conductivity, and so on.

In order to study the sensitivity of surface fluxes to model parameters and the characteristics of variations with parameters, Figures 7–11 show variations of mean surface fluxes and RMSE with parameters. Figure 7 shows variation...
characteristics of each flux with roof, wall, and ground albedo (ALBR/ALBB/ALBG). The influence of the surface albedo of the three facets on the net all-wave radiation flux (Q*) is mainly linearly distributed. During the day, Q* is very sensitive to the albedo of the roof and wall. With the increase of albedo, Q* decreases rapidly. When ALBR or ALBB increase by 0.01, Q* decreases by about 1.4 and 0.9 W m\(^{-2}\), respectively. The impact of surface albedo on Q* includes both direct and indirect aspects: the direct impact is that a large albedo causes a large upward reflected shortwave radiation (K\(\uparrow\)), which reduces the net shortwave radiation flux to the surface, thus reduces the simulated surface temperature, and finally causes an indirect impact of reducing the upward longwave radiation (L\(\uparrow\)). It can be seen that the model results are validated by the observed data.
that both $K^\uparrow$ and $L^\uparrow$ change linearly with the albedo. However, the effect of surface albedo on $K^\uparrow$ and $L^\uparrow$ is opposite. Meanwhile, the influence of surface albedo on $K^\uparrow$ is significantly greater than that of $L^\uparrow$, resulting in a negative effect on $Q^\ast$. Compared with the roof and wall albedo, $Q^\ast$ is relatively insensitive to the ground albedo. For every 0.01 increase in ground albedo ($ALBG$), $Q^\ast$ decreases by about 0.2 W m$^{-2}$. In addition, it can be seen that when $ALBR = 0.15$ and $ALBB = 0.11$, the RMSE of $K^\uparrow$ reaches the minimum, which is consistent with the observed albedo values.

### Table 1: SLUCM input parameters selected for analysis, value space, and default values.

| Parameter | Min. | Max. | Default | Definition (unit) |
|-----------|------|------|---------|-------------------|
| ALBR      | 0.05 | 0.4  | 0.2     | Roof albedo (-)   |
| ALBB      | 0.05 | 0.55 | 0.2     | Wall albedo (-)   |
| ALBG      | 0.05 | 0.3  | 0.2     | Road albedo (-)   |
| EPSR      | 0.85 | 0.98 | 0.9     | Roof emissivity (-)|
| EPSB      | 0.85 | 0.98 | 0.9     | Wall emissivity (-)|
| EPSG      | 0.85 | 0.98 | 0.9     | Road emissivity (-)|
| AKSR      | 0.04 | 1.74 | 0.67    | Roof conductivity (W/m/K) |
| AKSB      | 0.04 | 1.74 | 0.67    | Wall conductivity (W/m/K) |
| AKSG      | 0.04 | 1.74 | 0.67    | Road conductivity (W/m/K) |
| CAPR      | 0.1 E6 | 2.3 E6 | 1 E6    | Roof capacity (J m$^{-3}$K$^{-1}$) |
| CAPB      | 0.1 E6 | 2.2 E6 | 1 E6    | Wall capacity (J m$^{-3}$K$^{-1}$) |
| CAPG      | 0.3 E6 | 2.1 E6 | 1.4 E6  | Road capacity (J m$^{-3}$K$^{-1}$) |
| $Z_R$     | 10   | 60   | 20      | Roof height (m)   |
| $W_{roof}$| 10   | 40   | 20      | Roof width (m)    |
| $W_{road}$| 10   | 40   | 20      | Road width (m)    |

**Figure 7:** Variations of the mean (blue solid line) and RMSE (green dashed line) of the net all-wave radiation ($Q^\ast$), sensible heat flux ($Q_H$), upward longwave radiation ($L^\uparrow$), and shortwave radiation ($K^\uparrow$) with roof ($ALBR$), wall ($ALBB$), and road ($ALBG$) albedo parameters during daytime.
Figure 8: The same as Figure 7, but for roof (EPSR), wall (EPSB), and road (EPSG) emissivity parameters.

Figure 9: The same as Figure 7, but for conductivity parameters.
Figure 10: The same as Figure 7, but for capacity parameters.

Figure 11: The same as Figure 7, but for morphological parameters.
Based on previous studies conducted in different cities such as Marseille, France [28], Princeton, USA [29], and Nanjing, China [30], variability in roof (followed by wall) parameters has always been shown to be the most important factor for the SLUCM. Our results are consistent with these studies. This may be due to the direct impact from roof surfaces on the simulated fluxes and the obstruction of roofs on roads at this high-rise and densely built-up site. This conclusion has been applied to many urban heat island mitigation strategies by designing green built-up site. His conclusion has been applied to many cases, which may be due to the direct impact of roofs. Wall parameters are second sensitive for \( Q^* \) and \( Q_{21} \), while road parameters are not sensitive for \( Q^* \) and \( Q_{21} \). Therefore, roof and wall parameters need to be taken into account more carefully than road parameters.

For morphometric parameters (Figure 11), \( K_1 \) increases with the increase of \( W_{\text{roof}} \), which may be attributed to the relative decrease of urban canyon width that reduces the trapping effect of the urban canyon on radiation, thus increasing \( K_1 \). Both \( W_{\text{roof}} \) and \( W_{\text{road}} \) are involved in the parameterization of urban canyon and roof roughness, which make their impact on \( Q_{21} \) complicated. The sensitivity curves of surface fluxes to geometric parameters have no specific variation patterns. For daytime \( Q^* \), it increases rapidly with building height \( Z_R \) and changes gently with \( Z_R \) when \( Z_R > 25 \, m \). This may be because when \( Z_R \) is less than 20 m, the radiation effect of urban canyon on upward shortwave and longwave radiation is negative in both cases, with larger effect on upward longwave radiation. The superposition of the two effects makes \( Q^* \) increase more rapidly. When \( Z_R > 20 \, m \), the radiation effect on upward shortwave and longwave radiation is opposite, which offset with each other, making \( Q^* \) change slowly. At night, \( Q^* \) decreases linearly with \( Z_R \), which may be due to the increase of daytime storage in the urban canopy with the increase of buildings, so that more longwave radiation flux can be released at night.

The variation of \( Q^* \) with \( Z_R \) increases gradually during daytime (Figure 11). This is because \( L_1 \) decreases more sharply than the increase of \( K_1 \) during daytime. The change of \( Q_{11} \) with \( Z_R \) is linear which decreases linearly during the day (the decrease range is about 20 W m\(^{-2}\)) and increases linearly at night (the increase range is about 9 W m\(^{-2}\)).

\( Q^* \) decreases with the increase of roof width \( (W_{\text{roof}}) \) during the daytime. This is because, with the increase of \( W_{\text{roof}} \), \( K_1 \) increases almost linearly, while \( L_1 \) decreases firstly and then increases with the increase of \( W_{\text{roof}} \) and the decreasing range is less than the increase of \( K_1 \). This results in the constant decrease of \( Q^* \), but with slightly smaller decreasing range at the beginning than that in the later stage. For longwave radiation, on the one hand, wider roofs (thus relatively narrower urban canyons as all types of urban canyon facets are normalized by \( W_{\text{roof}} + W_{\text{road}} \)) make more longwave radiation trapped within the canyon; on the other hand, wider roofs also release more upward longwave radiation. The sensible heat flux \( (Q_{21}) \) increases with \( \text{W}_{\text{roof}} \) which may be caused by interception, and then the increase trend slows down, which may be because the interception is no longer dominant. The nighttime \( Q^* \) increases with \( W_{\text{roof}} \). This is due to the reduction of \( Q^* \) absorbed during the day that reduces the heat storage at night, resulting in the reduction of longwave radiation released at night. \( Q^* \) increases firstly with \( W_{\text{road}} \) and reaches the maximum with RMSE reaching the minimum around 15 m and then decreases with \( W_{\text{road}} \) during daytime. The sensitivity of \( Q^* \) to \( W_{\text{road}} \) at night is smaller than that at daytime with opposite pattern. Both \( L_1 \) and RMSE of \( L_1 \) increase with \( W_{\text{road}} \) during daytime. The pattern for \( K_1 \) with \( W_{\text{road}} \) is opposite to \( L_1 \) with smaller sensitivity during daytime. The variation of \( Q_{21} \) with \( W_{\text{road}} \) is similar to \( Q^* \) during daytime and not sensitive at night.
3.3. Parameter Optimization of SLUCM. OAT parameter sensitivity analysis method has the advantages of simplicity, direct data analysis, and easy interpretation. However, the default parameter values need to be set in advance which has potential impacts on the sensitivity analysis results, and the interaction between various parameters is not considered.

Firstly, the radiation fluxes as the input energy source of urban surface-atmosphere exchanges and with relatively small observation error are optimized according to the observation of upward and downward longwave and shortwave radiation flux at the XJH flux site and the curve characteristics of the above parameter sensitivity tests. Parameters affecting the shortwave radiation flux mainly include surface albedo and morphological parameters, which can be calculated according to the actual geographic information data without estimation. Since SLUCM overestimates the upward shortwave radiation flux ($K^\uparrow$) in the four seasons, it is necessary to reduce the default surface albedo of the three facets. Using the permutation and combination method, the albedo of the three facets is firstly optimized so as to reduce the simulated RMSE of $K^\uparrow$ as much as possible. On this basis, the surface emissivity is optimized with reference to the sensitive curve characteristics of net all-wave radiation flux and sensible heat flux, and the optimal values of other thermal parameters are determined lastly. The final optimized parameter values are listed in Table 2.

The simulation statistics (RMSE) for each flux using the optimized parameter set are given in Table 3 and Figure 12. It can be seen that SLUCM has significantly improved the simulation of net radiation flux ($Q^*$), upward shortwave radiation flux ($K^\uparrow$), upward longwave radiation flux ($L^\uparrow$), and sensible heat flux ($Q_H$) after parameter adjustment. The improvement of $K^\uparrow$ in autumn and winter was more obvious than that in spring and summer with RMSE decreased from 9.42 to 7.31 W m$^{-2}$ to 4.54 and 3.69 W m$^{-2}$, while RMSE decreased by about 3 W m$^{-2}$ in spring and summer. SLUCM still slightly overestimates $K^\uparrow$ in autumn and winter (MBE > 0), while the simulation of $K^\uparrow$ in spring and summer shifted to a slightly underestimated trend (MBE < 0). This is mainly due to the seasonal variation of albedo, which is not considered here by SLUCM. The RMSE of $Q^*$ in the four seasons decreases by about 3.4–18.7 W m$^{-2}$. The RMSE for $L^\uparrow$ decreases significantly in spring and summer by about 8 W m$^{-2}$, but only about 1.2 W m$^{-2}$ in winter. SLUCM slightly improves $Q_H$ with RMSE reduced by about 2–5 W m$^{-2}$. The latent heat flux ($Q_E$) is poorly simulated and the optimized parameters have little impact on $Q_E$. Thus, improving the urban hydrological processes in SLUCM is of great importance in the future.

### Table 2: The default and optimized SLUCM parameters.

| Parameter | Optimum | Default | Definition (unit) |
|-----------|---------|---------|------------------|
| ALBR      | 0.16    | 0.2     | Roof albedo (-)  |
| ALBB      | 0.14    | 0.2     | Wall albedo (-)  |
| ALBG      | 0.13    | 0.2     | Road albedo (-)  |
| EPSR      | 0.85    | 0.9     | Roof emissivity (-) |
| EPSB      | 0.95    | 0.9     | Wall emissivity (-) |
| EPSG      | 0.95    | 0.9     | Road emissivity (-) |
| AKSR      | 0.6     | 0.67    | Roof conductivity (W m$^{-1}$ K$^{-1}$) |
| AKSB      | 0.67    | 0.67    | Wall conductivity (W m$^{-1}$ K$^{-1}$) |
| AKSG      | 0.4     | 0.67    | Road conductivity (W m$^{-1}$ K$^{-1}$) |
| CAPR      | 1.4E6   | 1.0E6   | Roof capacity (J m$^{-3}$ K$^{-1}$) |
| CAPB      | 1.0E6   | 1.0E6   | Wall capacity (J m$^{-3}$ K$^{-1}$) |
| CAPG      | 1.4E6   | 1.4E6   | Road capacity (J m$^{-3}$ K$^{-1}$) |
| Z_R       | 36      | 20      | Roof height (m) |
| W_roof    | 25      | 20      | Roof width (m)  |
| W_road    | 15      | 20      | Road width (m)  |

### Table 3: Comparison of RMSE for each flux before and after parameter optimization.

| Season | RMSE (W m$^{-2}$) | $Q^*$ | $K^\uparrow$ | $L^\uparrow$ | $Q_H$ |
|--------|-------------------|-------|-------------|-------------|-------|
| Winter | RMSE before       | 19.65 | 7.31        | 16.29       | 48.11 |
|        | RMSE after        | 16.23 | 3.69        | 15.05       | 45.97 |
| Spring | RMSE before       | 34.51 | 8.85        | 28.06       | 70.87 |
|        | RMSE after        | 20.99 | 5.58        | 20.46       | 67.32 |
| Summer | RMSE before       | 42.35 | 8.15        | 35.97       | 119.13|
|        | RMSE after        | 28.8  | 5.18        | 28.1        | 113.92|
| Autumn | RMSE before       | 27.0  | 9.42        | 19.99       | 78.63 |
|        | RMSE after        | 18.66 | 4.54        | 15.98       | 75.46 |
4. Conclusions and Discussions

In this paper, the offline SLUCM model is evaluated by a full-year observation data from Shanghai central urban flux site. The simulation capability of SLUCM for net all-wave radiation flux and sensible heat flux is particularly analyzed, and the sensitivity of a series of parameters is tested by the OAT method. Finally, according to the observed flux data and referring to the characteristics of sensitivity curves of various parameters, optimized parameter values of SLUCM suitable for Shanghai urban area are given. The main conclusions are as follows:

1) The offline simulation results show that the SLUCM model can successfully reproduce the daily variation of the net all-wave radiation flux \( Q^\ast \) but systematically slightly underestimate the magnitude of \( Q^\ast \) in four seasons. The error of \( Q^\ast \) is mainly caused by the relatively poor simulation ability for the upward longwave radiation. SLUCM successfully simulates...
the diurnal pattern of the sensible heat flux \((Q_{H})\), which remains positive throughout the whole day. The simulated occurrence time of the diurnal peaks for \(Q_{H}\) is consistent with observations. The average daily variations of \(Q_{H}\) are underestimated in each season especially in summer, which may be due to the abnormally large observed sensible heat flux caused by the extremely high temperature in summer 2013 that the SLUCM fails to well reproduce this extreme value.

(2) The parameter sensitivity analysis shows that \(Q^{*}\) changes with the surface albedo linearly and is the most sensitive to the roof albedo, followed by the wall albedo. With the increase of surface albedo, \(Q^{*}\) decreases rapidly. \(Q^{*}\) is relatively insensitive to the ground albedo. \(Q^{*}\) is less sensitive to surface emissivity compared to surface albedo, but the variation trend is also linear. Similar to surface albedo, each flux is most sensitive to roof emissivity. This might be due to the rooftop position of in situ measurements and the obstruction of roofs on roads with high-rise buildings around the site. The variation of sensible heat flux \((Q_{H})\) with albedo and emissivity is also linear, and the variation characteristics are basically consistent with \(Q^{*}\). The influence of thermal parameters on flux is logarithmic; that is, with the increase of parameters, the sensitivity of flux to thermal parameters decreases. Similarly, surface fluxes are more sensitive to the thermal parameters of roof and wall, but less sensitive to the thermal parameters of road. The sensitivity curves of surface fluxes to geometric parameters have no specific variation patterns.

(3) After parameter optimization, the simulation errors (RMSE) of upward shortwave radiation flux \((K_{\uparrow})\), upward longwave radiation flux \((L_{\uparrow})\), net radiation flux \((Q^{*})\), and sensible heat flux \((Q_{H})\) all decrease. The improvement of the simulated \(K_{\uparrow}\) in autumn and winter is more obvious than that in spring and summer, while the improvement of the simulated \(L_{\uparrow}\) in spring and summer is more obvious than that in autumn and winter. SLUCM still slightly overestimates \(K_{\uparrow}\) in autumn and winter, while the simulation of \(K_{\uparrow}\) in spring and summer is slightly underestimated. This is mainly due to the seasonal variation of the surface albedo which is not considered by SLUCM. The RMSE of \(Q^{*}\) in the four seasons decreases by about 3.4–18.7 W m\(^{-2}\). The RMSE of \(L_{\uparrow}\) decreases by about 1.2–7.87 W m\(^{-2}\). The RMSE of sensible heat flux \((Q_{H})\) decreases by about 2–5 W m\(^{-2}\).

This study shows that there are obvious seasonal differences in the improvement of each flux using the optimized parameter values of SLUCM; thus, parameters need to be optimized by season in future studies. The OAT method used for parameter sensitivity analysis does not consider the interaction among parameters. In the next step, other multi-objective parameter optimization schemes can be considered [28, 29]. In addition, this study only tests and optimizes the sensitivity of SLUCM parameters in the offline mode. When SLUCM is coupled to the mesoscale WRF numerical weather prediction model for online simulation, the meteorological forcing variables of SLUCM are provided by the parent WRF model, and the influence of advection is also considered in the online simulation. There are many differences in the response to parameters between online and offline simulation. It is still very necessary to further carry out online simulation and evaluation in the future.
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