Enhancing associative memory recall in non-equilibrium materials through activity
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Associative memory, a form of content-addressable memory, facilitates information storage and retrieval in many biological and physical systems. In statistical mechanics models, associative memory at equilibrium is represented through attractor basins in the free energy landscape. Here, we use the Hopfield model, a paradigmatic model to describe associate memory, to investigate the effect of non-equilibrium activity on memory retention and recall. We introduce activity into the system as gaussian-colored noise which breaks detailed balance and forces the system out of equilibrium. We observe that, under these non-equilibrium conditions, the Hopfield network has a higher storage capacity than that allowed at equilibrium. Using analytical and numerical techniques, we show that the rate of entropy production modifies the energy landscape and helps the system to access memory regions which were previously inaccessible.

I. INTRODUCTION

Biological systems ranging from neuronal circuits in multicellular organisms, to biological circuits responsible for immune memory, display a remarkable array of information storage and retrieval dynamics[1,2]. Understanding the statistical mechanical basis of memory and computation in such systems is crucial, particularly in the context of efforts seeking to recreate such phenomenology in artificial systems[3–6]. Statistical mechanical models, such as the paradigmatic Hopfield model, have for instance been used to show how the capacity of a system for associative memory may be explained in terms of the underlying free energy landscapes[7,8]. While these studies have established limits on the capacity of a system to store and retrieve information, most of these explanations are based on analysing systems evolving according to equilibrium or near-equilibrium dynamics[9,10]. In this paper, we consider how non-equilibrium forcing and dissipation may modify the associative memory capacity of a system. Our main results suggest that non-equilibrium driving may indeed enhance the associative memory properties of a system and make it more robust. We demonstrate our results using a version of the Hopfield model[11,12]. The Hopfield model is one of the most widely studied systems for understanding associative memory and shows how a collection of Ising like spins can be used to store multiple patterns or memories. Seminal calculations using equilibrium statistical mechanics have shown how the patterns or memories are encoded as local minima in the energy landscapes of the spin system[11,12]. Importantly, these models exhibit tradeoffs between the amount of memory stored and the ability to robustly retrieve memories. Under equilibrium dynamics, these tradeoffs imply that only a finite amount of memories or patterns maybe a stored in an associative memory system. Attempting to store patterns beyond this capacity leads to a degradation in the memory retrieval properties of the system[13,14]. Non-equilibrium dynamics and dissipation may potentially provide an opportunity to improve the associative memory capacity in such systems. Indeed, non-equilibrium activity has been used to stabilize assembly and promote the formation of ordered states in a variety of active and driven systems[14–20]. In some limited contexts, the stabilizing role of non-equilibrium activity may be understood in terms of deeper or new basins of attraction surrounding ordered states in an effective free energy landscape[21–23]. These connections between non-equilibrium forcing and the promotion of specific ordered states raise the intriguing prospect that non-equilibrium activity can potentially be used to enhance memory capacity and retrieval in associative memory systems. Here, by endowing a version of the Hopfield model with non-equilibrium dynamics, we demonstrate how the associative memory characteristics of a system may indeed be enhanced.

The rest of the paper is organized as follows. In Section II we describe the main associative memory model considered in this paper, namely, a so called spherical Hopfield like model consisting of spins that can take on a range of continuous values (as opposed to the discrete Ising like spins in the canonical version of the Hopfield model). Motivated by phenomenology seen in minimal active Brownian particle systems, the dynamics of the spins in this spherical Hopfield model are driven away from equilibrium by subjecting them to detailed balance violating colored noise[22]. The temporal correlation in the colored noise do have an equivalent counterpart in the temporal correlations of the drag force, thus our system is out of equilibrium. Using numerical simulations, we show how these detailed balance violating dynamics surprisingly succeed in improving memory recall. Next, in Section III we provide a variety of analytical arguments to rationalize and explain these observations. First, in a perturbative limit that allows for the description of the non-equilibrium configurational steady state in terms of an effective free energy landscape, we show how the effect of non-equilibrium driving leads to the for-
mation of more stable free energy basins around stored patterns. Next, using the Martin-Siggia-Rose generating functional formalism to move beyond the perturbative limits, we again show how the addition of activity leads to improved memory recall. Finally, in Section III B and IV, we use these analytical results to illustrate how activity improves associative memory in a broad range of parameters. Together, our results suggest new and general ways in which non-equilibrium forcing and dissipation maybe used to enhance the information processing abilities of a material.

II. A SPHERICAL HOPFIELD MODEL WITH NON-EQUILIBRIUM DYNAMICS

The Hopfield model is an interacting spin system with a Hamiltonian which is fully connected, i.e. every spin is connected to every other spin. We work with a version of the Hopfield model where the spins are continuous and obey the constraint, \( \sum_{i=1}^{N} \sigma_i^2 = N \), where \( \sigma_i \)’s denote the spins and \( N \) is the total number of spins in the system.

\[
\mathcal{H}_0 = \frac{1}{2} \mu \sigma_i \sigma_j - \frac{1}{2} J_{ij} \sigma_i \sigma_j - \frac{u_0}{4} J_{ijkl} \sigma_i \sigma_j \sigma_k \sigma_l \tag{2.1}
\]

\[
J_{ij} = \frac{1}{N} \xi_i^\mu \xi_j^\mu \quad , \quad J_{ijkl} = \frac{1}{N} \xi_i^\mu \xi_j^\nu \xi_k^\rho \xi_l^\sigma \tag{2.2}
\]

Here repeated indices have been summed over. The spin variables in the system are denoted by \( \sigma_i \), where \( i \) denotes the site index and the pattern variables as \( \xi_i^\mu \) where \( \mu \) denotes the pattern index and \( i \) denotes the site index. The N components of the patterns are drawn from i.i.d. normal distributions, \( \xi_i^\mu \sim \mathcal{N}(0, 1) \). In the model, the coupling strengths between spins, \( J_{ij} \) and \( J_{ijkl} \) depend on the patterns through the Hebbian rule. The Hebbian Rule states that “neurons which fire together, wire together”. When two spins in a given pattern have the same sign, the connection strength between them is increased and vice versa. The network stores the patterns by modifying the weights (connection strength) between the spins. Quartic terms are included in the Hamiltonian following Ref where it was demonstrated that such higher order terms are a necessary requirement for associative memory like properties in a system with continuous spins. The spins evolve according to the following equations of motion,

\[
\partial_t \sigma_i = -\mu(t) \sigma_i(t) - \frac{\delta \mathcal{H}_0(\sigma)}{\delta \sigma_i(t)} + \eta_i(t) \tag{2.3}
\]

Here, \( \mu \) is the Lagrange multiplier which ensures the normaliztion of the spins and \( \frac{\delta \mathcal{H}_0}{\delta \sigma_i} \) is the relaxational term. Finally, \( \eta_i(t) \) models the effect of various thermal and athermal fluctuations,

\[
\langle \eta_i(t) \rangle = 0 \quad \forall \ i, \ t \tag{2.4}
\]

\[
\langle \eta_{w,i}(t) \rangle = \frac{2 T_p}{\tau} \delta(t - t') \tag{2.5}
\]

\[
\langle \eta_{a,i}(t) \rangle = \frac{2 T_a}{\tau} \delta(t - t') \tag{2.6}
\]

where the thermal fluctuations (thermal noise) are modeled using a delta function correlated white noise, \( \eta_{w,i} \), and the exponentially correlated \( \eta_{a,i} \), is a so called colored noise source. As mentioned earlier, the addition of colored noise into the system without a corresponding change in dissipation breaks detailed balance as has been

**FIG. 1**: Memory retrieval in an associative memory model with equilibrium and non-equilibrium dynamics. (a) A phase diagram demarcating regions exhibiting associative memory. The blue region represents the parameter space where retrieval is possible in both the passive (equilibrium) and active (out of equilibrium) case, the red region is where the active case shows retrieval whereas the passive system does not and in the grey region memory retrieval is lost altogether. The phase boundaries were obtained using a mean field technique described in SI Sec. The bold circles mark the values of effective temperature and \( \alpha \) at which numerical simulations using Eq. were performed. The numbers in red denote the final overlap parameter (Eq. ) for “condensed patterns” in the active case, those in blue denote the value in the passive case. All the non-equilibrium dynamics shown here were performed with \( \tau = 5.0 \). (b) As an example, we show the retrieval dynamics of a pattern stored at the location “***” in the phase diagram above i.e. at \( \alpha = 0.4 \), \( T_{\text{eff}} = 0.4 \). For illustrative purposes, the pattern is arranged such that it spells out “Chicago”. Simulations with equilibrium dynamics, when initialized in the vicinity of this pattern, fail to retrieve it. On the other hand, this pattern is successfully retrieved with non-equilibrium dynamics at the same effective temperature. These numerical simulations were performed with \( N = 200 \) spins with 15 patterns encoded in the interactions.
demonstrated in Refs. 22, 26, 27. Thus even in the limit \( \tau \to 0 \), this will still be nonequilibrium. For this system, we define an effective temperature as \( T_{\text{eff}} = T_p + T_a \). While our non-equilibrium system isn’t generically described by an effective temperature—indeed, the effective temperature \( T_{\text{eff}} \) is most appropriate in the low persistence time limit \( \tau \to 0 \), this will still be nonequilibrium. For this system, \( T_{\text{eff}} \) provides a convenient way to characterize the strength of the non-equilibrium forcing.

\[
\lim_{\tau \to 0} \langle \eta_{a,i}(t)\eta_{a,j}(t') \rangle = 2T_o \delta(t-t') \quad (2.8)
\]

We perform numerical simulations in which a system with \( N = 200 \) spins is evolved forward in time using Eq. (2.8). In these numerical simulations, we probe the ability of the system to retrieve a stored pattern by initializing the spin system in configurations close to those corresponding to the stored memory states. Retrieval is considered successful if the dynamics are able to recover the full stored pattern when the system reaches an approximate steady state characterized by an almost constant overlap value. Quantitatively, the retrieval ability is measured by tracking the steady state value of the overlap of the final spin configuration of the system with the pattern it was initialized near. For a particular pattern \( \mu \), this overlap can be measured as \( \langle \frac{1}{N} \sum_i \xi_i \sigma_i \rangle \).

In Fig. 13, we describe the retrieval phase diagram for this system as a function of \( T_{\text{eff}} \) and \( \alpha \), where \( \alpha \) determines the number of patterns encoded in the Hamiltonian according to \( \alpha N \), for both equilibrium and non-equilibrium dynamics. Here, for equilibrium dynamics, \( T_{\text{eff}} \) is simply equal to the passive temperature, \( T_p \). The non-equilibrium dynamics chosen for the simulations in Fig. 13a were performed with \( T_{\text{eff}} = 0.4 \), \( \tau = 5 \). Qualitatively similar results can be obtained for other choices of the non-equilibrium parameters. As can be clearly seen in Fig. 13, the ability of the spin system to retrieve patterns is markedly increased due to non-equilibrium driving. Specifically, the blue shaded region demarcates the parameter combinations under which associative memory or memory retrieval is possible under equilibrium dynamics 13. Our non-equilibrium simulations demonstrate memory retrieval in the red shaded region in addition to the blue shaded region. This can be observed through the numbers in red (active) which are consistently higher than those in blue (passive) in the red region of the phase plot. Thus, given the same \( T_{\text{eff}} \), these numerical results show how non-equilibrium forcing allows the spin system to store larger number of patterns.

In the subsequent sections, we explore the theoretical basis of this improved associative memory due to non-equilibrium dynamics. First in Section IIIA, we perform a perturbative analysis in the limit of small persistence time, \( \tau \). In this limit the nonequilibrium distribution function can be approximated using Boltzmann statistics with an effective Hamiltonian and an effective temperature. Our calculations show how the effective Hamiltonian supports enhanced interactions between spins as well as new higher order interactions at first order in \( \tau \). A replica calculation reveals that as a consequence of these enhanced interactions—these emerge due to the non-equilibrium forcing—the spin system possesses enhanced associative memory recall. Then in Section IIIB we perform a Martin-Siggia-Rose calculation which describes our system in a mean field limit and provides an analytically tractable route to quantify how the robustness of pattern retrieval increases away from equilibrium.

III. RATIONALIZING IMPROVED ASSOCIATIVE MEMORY UNDER NON-EQUILIBRIUM DYNAMICS

The equilibrium Hopfield model can be solved analytically using the replica method 13. Since our model is out of equilibrium, a direct application of the replica method is not possible. Through Unified Active Noise Approximation (UCNA) 22 and recent work by authors of Ref. 23, we show that our active system can be described using an effective Hamiltonian and a new effective temperature. We then use the standard replica technique with this effective Hamiltonian to show how the addition of activity enhances associative memory recall. In a subsequent section IIIB, we derive an exact mean field set of evolution equations for our active system using the Martin-Siggia-Rose generating functional formalism 12, 24, 25, and further illustrate how memory recall is improved by the introduction of activity.

A. Effective interactions due to non-equilibrium forcing provide a mechanism for improved associative memory recall

Unified Colored Noise approximation (UCNA) 22, 26, 29 suggests that at small \( \tau \) our non-equilibrium system can be described by an effective Hamiltonian with an effective temperature. As outlined in SI Sec. 23, we show that at first order in \( \tau \), the perturbed Hamiltonian and the effective temperature \( \bar{T} \) are given by

\[
\mathcal{H} = \mathcal{H}_0 + \frac{\tau T_a}{\bar{T}} \left( \frac{1}{2} |\nabla_{\sigma} \mathcal{H}_0|^2 - \nabla_{\sigma}^2 \mathcal{H}_0 \right) \quad (3.1)
\]

\[
\bar{T} = T_p + T_a \quad (3.2)
\]
Substituting the Hopfield Hamiltonian, Eq. 2.1 into Eq. 3.1 yields,
\[ H = \frac{1}{2} \mu \sigma_i^2 - \frac{v}{2} J_{ij} \sigma_i \sigma_j - \frac{u}{4} J_{ijkl} \sigma_i \sigma_j \sigma_k \sigma_l + \frac{k}{6} J_{ijklmn} \sigma_i \sigma_j \sigma_k \sigma_m \sigma_n + O(1/N) \text{ terms} \]  
\[ \equiv 1 + \frac{\tau T_a (2 \mu - s)}{T}, \quad u = u \left[ 1 + 2 \tau T_a (2 \mu - 2 s) \right] \]  
\[ k = \frac{3 \tau T_a u^2 s}{T}, \quad s = \langle (\xi_\mu)^2 \rangle, \quad J_{ijklmn} = \frac{\xi_{ij} \xi_{kl} \xi_{mn} + \xi_{ij} \xi_{kl} \xi_{mn} \xi_{ij}}{N^5} \]  
(3.4)  
(3.5)

Thus we see that activity enhances the strength of the quadratic and quartic terms. It also generates higher order coupling between spins, for instance at first order it gives rise to a sextic term. We note that the extra terms due to activity maybe related to the dissipative cost accompanying non-equilibrium forcing. Indeed, as we show in SI Sec. S4, the correction to the interactions in Eq. 5.1 are on average equal to
\[ \dot{w} = \langle \eta_a \cdot (\nabla_\sigma H - \mu \sigma) \rangle - \langle \mu \sigma \cdot \nabla_\sigma H \rangle, \]  
(3.6)

where \( \dot{w} \) is the rate of entropy production in the system and characterizes the dissipative cost associated with the non-equilibrium forcing. This above can be derived by studying the rate of change of the potential function as outlined in Ref. [30]. The enhanced strength of the quadratic and quartic terms in Eq. 3.1 may potentially offer a route to stabilize associative memory recall by modifying the effective free energy landscape supporting pattern retrieval (Fig. 2a). We now confirm this picture by performing a replica calculation on this effective Hamiltonian. Our calculation identifies regimes where the non-equilibrium model can exhibit associative memory whereas an equivalent equilibrium model fails to have associative memory properties. The details of the calculation are provided in SI Sec. S2 and follow standard calculations performed on the equilibrium Hopfield model [13].

The replica calculation provides an estimate of the order parameter \( m \) that characterizes the degree of polarization of the system towards one of the stored patterns.
\[ m = \frac{1}{N} \xi_{\sigma_i} \]  
(3.7)

A non-zero value of this order parameter, along with conditions on an additional order parameter that characterizes the spin glass nature of the system, identify regimes in which memory retrieval is possible. In Fig. 2b we plot the results from our replica calculation and demarcate regimes in which memory retrieval is possible both in and out of equilibrium. The specific calculation in Fig. 2b was performed with \( T_p = T_d \) and \( T_a \) fixed such that \( \frac{T_p}{T_d} = 0.2 \). Non-equilibrium dynamics permit memory retrieval even in regions with higher effective temperatures. In general, the presence of higher order terms might lead to the formation of spurious energy minima but even then the system can robustly retrieve the original patterns stored in it.

While, this is only an approximate result as the perturbation is valid only for small \( \tau \) and we ignore the higher order corrections to the effective Hamiltonian, our results nonetheless show how the strengthening of stabilizing interactions in the effective Hamiltonian due to non-equilibrium activity results in improved associative memory recall.
B. A mean field approach using the Martin-Siggia-Rose Generating Functional
Lagrangian to explain improvement in non-equilibrium associative memory recall

The results of the previous section analytically show how associative memory can be improved in the low persistence time limit. In order to probe the effects of activity in other limits, we use the Martin-Siggia-Rose (MSR) generating functional approach to write down and study mean field coarse-grained equations for the evolution of the order parameter \( \sigma(t) \).

In the MSR approach, the statistics of the evolution path of the system are captured by the disorder averaged generating functional Eq. (3.8)

\[
Z[\psi] = \int D\sigma D\eta P(\eta) \exp \left( \sum_{i=1}^{N} \int dt \psi_i(t) \sigma_i(t) \right)
\]

\[
\prod_{i=1}^{N} \delta \left( \partial_t \sigma_i(t) + \mu(t) \sigma_i(t) + \frac{\delta H(\sigma)}{\delta \sigma_i(t)} - \eta_i(t) \right)
\]

When we perform the disorder average over \( Z \) in Eq. (3.8) we decouple the spins but couple different times. This is similar to the coupling of different replicas in the Replica approach. The entire procedure is described in SI Sec. [SI 4.4]. We obtain an equation of motion for the decoupled spins following the procedure. Using the decoupled equation of motion for single spins, SI Eq. (SI 4.5) we can easily write down the equations of motion for the macroscopic variable, \( m \) (SI Eq. [SI 4.2]).

These equations can be simulated numerically and memory retrieval phase diagrams can be constructed based on the steady state values of \( m \). In Fig. [SI 5], we compare estimates of \( m(t) \) obtained from these mean field equations with estimates from full numerical simulations using Eq. (2.3) with \( N \) = 200 spins. As can be clearly seen, the mean field equations capture the evolution seen in the full simulations. Further, Fig. [SI 5] also demonstrates how the introduction of non-equilibrium activity improve memory recall. Finally, in Fig. [SI 6] we plot the evolution of \( m \) as a function of time, for various values of the fraction \( f_{\tau} = \frac{T_{\text{eff}}}{T_{\text{eff}}} \) (at fixed \( \alpha \), \( T_{\text{eff}} \), and \( \tau \)). These trends again clearly demonstrate how non-equilibrium forcing improves memory recall. For a fixed \( T_{\text{eff}} \), memory can be markedly improved if the fluctuations are mainly due to detailed balance violating noise.

To more comprehensively characterize the improved memory recall due to non-equilibrium dynamics in our system, we use the MSR mean field framework to obtain steady state values of the memory order parameter \( m \) at various values of \( T_{\text{eff}}, f, \alpha \) and \( \tau \) in Fig. [SI 5]. At fixed \( \tau \) and \( T_{\text{eff}} \), increasing the fraction of active temperature increases the capacity as shown in Fig. [SI 6]. At constant \( \tau \) and \( \alpha \), the system can retrieve better at higher effective temperatures as the fraction \( f = T_{\text{eff}}/T_{\text{eff}} \) is decreased as shown in Fig. [SI 6]. Finally, at constant \( T_{\text{eff}} \) and \( f \), the capacity of the system increases with increasing the persistence time as shown in Fig. [SI 6].

These results from the MSR formalism can be physically understood by considering the following effective single particle caricature. Following Refs [31], it is reasonable to expect that the short time dynamics of the order parameter \( m(t) \) in the vicinity of the memory configuration can be approximated by the dynamics of a single particle, \( \tilde{\sigma} \) evolving in a harmonic potential and under the influence of an active noise source,

\[
\partial_t \tilde{\sigma} = -k_{\tilde{\sigma}} + \eta(t)
\]

where the spring constant \( k_{\tilde{\sigma}} \) characterizes the restoring force stabilizing the memory states, and the statistics of the noise \( \eta \) is the same as that described in Eq. (2.4).

For this system, the probability distribution that the spin state of the particle is \( \tilde{\sigma} \) at long times \( t \) given it started at time \( t = 0 \) with the state \( \tilde{\sigma}_0 \) is given by

\[
l_{t \to \infty} P(\tilde{\sigma}|\tilde{\sigma}_0; t) = \frac{1}{Z} \exp \left( -\frac{k_{\tilde{\sigma}}^2(1 + \tau k)}{2T_{\text{eff}}(1 + \eta k)} \right), \eta = \frac{T_p}{T_{\text{eff}}}
\]

where, \( Z = \sqrt{2\pi \frac{k_{\tilde{\sigma}}^2}{T_{\text{eff}}}} \), with \( k' \equiv \frac{k(1 + \tau k)}{1 + \eta k} \) is the normalization constant and \( T_{\text{eff}} = T_p + T_a \). This shows that at the same effective temperature, a greater fraction of active temperature leads to an effectively higher spring constant, \( k' \). This is akin to saying that the potential well stabilizing the memory states becomes steeper with activity. This calculation on a minimal model provides intuition for how activity can possibly lead to pattern stabilization and improved associative memory recall.

Together, these results further show how increasing the non-equilibrium forcing may enhance the associative memory recall of a system.

IV. DISCUSSION AND CONCLUSIONS

Our work here shows that the storage capacity of a system which uses a Hopfield-like strategy to store memory can be increased significantly through the introduction of activity into the system. While we have explored the improved associative memory capacity using specific numerical and analytical tools, it may become possible to develop broader thermodynamic principles for improved associative memory. Indeed, in Fig. [SI 5] we show that trends uncovered here hold qualitatively for a continuous Hopfield model with neurons firing according to an activation function [8].
The equation of motion for the neurons in this case is given by,

$$ C_i \frac{du_i}{dt} = J_{ij} G(u_j) - \frac{u_i}{R} + \eta(t) \quad (4.1) $$

where “$u$” is the state of a given neuron which would correspond to the mean cell potential of the neuron. The input capacitance of the cell membrane is given by $C$ and the transmembrane resistance is denoted by $R$. $C$ and $R$ determine the charging-discharging timescale of the neuron. They serve the purpose of adding a delay in the response of a given neuron with respect to the firing of neurons around it \cite{S}. $\eta$ has the same statistics as given in Eqs. \ref{eq:eta} and $G$ is the activation function for the neuron and $G(u)$ can be understood as the firing rate of the neuron given the cell potential “$u$” (see Fig. \ref{fig:activation}).

The patterns stored in this system would correspond to interneuron connections made when a bunch of neurons fire together. As described in SI Sec. \ref{sec:weight} the weight matrix $J_{ij}$ again encodes the stored patterns through a Hebbian-like rule. Fig. \ref{fig:activation} shows how activity in this system improves the retrieval phase. While these qualitative results suggest that non-equilibrium activity may provide a general route to enhance the information processing abilities of a material, we note that there are important caveats. Indeed, the associative memory recall away from equilibrium is dictated by a balance between two competing factors. On the one hand, as our theoretical analysis suggests, non-equilibrium forcing may generate deeper minima in the effective landscape. On the other hand, non-equilibrium forcing also has the potential to generate many spurious minima and hasten the transition to
FIG. 4: Activity leads to enhanced retrieval region in continuous spins. The colored circles are a schematic to denote the firing of the neurons. In the discrete case, only the black (off) and white (on) states are available to the neuron. With the continuous activation function, the neurons can access all the other states ranging between 1 and -1 (a) This shows the sigmoid activation function for the neurons. (b) Phase diagram constructed for continuous spin system. Details of the simulation are provided in Supplementary Sec. S5.

a glassy regime where associative memory properties are lost. Future work will explore these tradeoffs and identify regimes and driving protocols that improve associative memory.

Finally, following Eq. 3.6 in the limit of small persistence time, it may become possible to express the change in the effective energetic landscape in terms of the rate of work done by the active forces (SI Sec. S1). Similar insights have proven useful in the context of active matter systems to establish connections between dissipation and assembly or organization. Such connections may suggest how non-equilibrium forcing might provide a general mechanism to enhance memory recall.
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SUPPLEMENTARY INFORMATION

S1. MARTIN-SIGGIA-ROSE APPROACH TO DYNAMICS IN PRESENCE OF ACTIVE NOISE

For working out the decoupled dynamics of the spins in the Spherical Hopfield model we shall be following the references, Ref. [11, 12, 24, 25]. The Langevin equation for the spins is given by,

\[ \partial_t \sigma_i = -\mu(t)\sigma_i + \theta_i - \frac{\delta \mathcal{H}(\sigma)}{\delta \sigma_i}(t) + \eta_i(t) \quad (S1.1) \]

where \( \mu \) is the Lagrange multiplier that ensures that the spins obey the spherical constraint, \( \theta_i \) is the external field at each site, \( \mathcal{H}(\sigma) \) is the Hamiltonian and \( \eta_i(t) \) is the noise in the system. The noise includes both white noise and active noise.

\[ \eta_i(t) = \eta_w,i(t) + \eta_a,i(t) \quad (S1.2) \]

\[ \langle \eta_{w,i}(t) \rangle = 0 = \langle \eta_{w,i}(t) \rangle \quad \forall \ i, t \quad (S1.3) \]

\[ \langle \eta_{w,i}(t)\eta_{w,j}(t') \rangle = 2T_p \delta_{ij} \delta(t-t'), \langle \eta_{a,i}(t)\eta_{a,j}(t') \rangle = \frac{T_a}{\tau} \delta_{ij} \exp \left( -\frac{|t-t'|}{\tau} \right), \langle \eta_{w,i}(t)\eta_{a,j}(t') \rangle = 0 \quad (S1.4) \]

\[ \Rightarrow \langle \eta_i(t)\eta_j(t') \rangle = 2T_p \delta_{ij} \delta(t-t') + \frac{T_a}{\tau} \delta_{ij} \exp \left( -\frac{|t-t'|}{\tau} \right) = D(t, t') \quad (S1.5) \]

where we have labelled the entire function as \( D(t, t') \). Now we can write the probability of noise, \( \eta \) as,

\[ P(\eta) \sim \exp \left( -\frac{1}{2} \int dt dt' \eta(t)D^{-1}(t, t')\eta(t') \right) \quad (S1.6) \]

Now we write the generating functional for the system as,

\[ Z[\psi] = \int D\sigma D\eta P(\eta) \exp \left[ \sum_{i=1}^{N} \int dt \psi_i(t)\sigma_i(t) - \frac{1}{N} \sum_{i=1}^{N} \int dt \delta \sigma_i(t) + \mu(t)\sigma_i(t) + \frac{\delta \mathcal{H}(\sigma)}{\delta \sigma_i(t)} - \eta_i(t) \right] \quad (S1.7) \]

The various physical quantities like overlap with a pattern (\( m^{\mu} \)), correlations between spins (\( C_{ij} \)) and the response of the spins to an external field (\( G_{ij} \)) can be obtained from differentiating \( Z \) w.r.t. the conjugate fields \( \psi \) and \( \theta \).

\[ m^{\mu}(t) = \sum_{i=1}^{N} \xi_i^{\mu} \langle \sigma_i(t) \rangle = -i \lim_{\psi \rightarrow 0} \frac{\delta^2 Z[\psi]}{\delta \psi_i(t)} \quad (S1.8) \]

\[ C_{ij}(t, t') = \langle \sigma_i(t)\sigma_j(t') \rangle = \lim_{\psi \rightarrow 0} \frac{\delta Z[\psi]}{\delta \psi_i(t)\delta \psi_j(t')} \quad (S1.9) \]

\[ G_{ij}(t, t') = \delta \langle \sigma_i(t) \rangle \delta \theta_j(t') = -i \lim_{\psi \rightarrow 0} \frac{\delta^2 Z[\psi]}{\delta \psi_i(t)\delta \theta_j(t')} \quad (S1.10) \]

We now express the \( \delta \)-functions as exponentials and integrate out the noise using the definition of probability given in \([S1.6]\). This yields,

\[ Z[\psi] = \int D[\sigma, \hat{\sigma}] \exp \left[ \sum_{i=1}^{N} \int dt \psi_i(t)\sigma_i(t) + A[\sigma, \hat{\sigma}] \right] \quad (S1.11) \]

\[ A[\sigma, \hat{\sigma}] = -\frac{1}{2} \sum_{i=1}^{N} \int dt dt' \hat{\sigma}_i(t)D(t, t')\hat{\sigma}_i(t') + i \sum_{i=1}^{N} \int dt \partial_t \hat{\sigma}_i(t)(L_{0,i} + L_{\xi,i}) \quad (S1.12) \]

\[ L_{0,i} = \partial_t \sigma_i(t) + \mu(t)\sigma_i(t) \quad (S1.13) \]

\[ L_{\xi,i} = \frac{\delta \mathcal{H}(\sigma)}{\delta \sigma_i} = -\sum_{j} J_{ij}\sigma_j - \sum_{j,k,l} J_{ijkl}\sigma_j\sigma_k\sigma_l = -\frac{1}{N} \sum_{\mu,\nu \neq i} \xi_{i}^{\mu} \xi_{j}^{\nu} \sigma_j - \frac{u_{0}}{N^3} \sum_{\mu,\nu,\kappa,\lambda} \xi_{i}^{\mu} \xi_{j}^{\nu} \xi_{k}^{\kappa} \xi_{l}^{\lambda} \sigma_j \sigma_k \sigma_l \quad (S1.14) \]

Now we need to take the average of \( Z \) over the quenched disorder, \( \xi \). Henceforth, \( \overline{A} \) would denote the quenched average of \( A \) over the pattern variables.
\[ A = \int D\xi \exp \left( -\frac{\xi^2}{2} \right) A(\xi) \]  
\[ \overline{Z[\psi]} = \int D[\sigma, \delta] \exp \left[ \sum_{i=1}^{N} \int dt \psi_i(t) \sigma_i(t) + A[\sigma, \delta] \right] \]  
\[ (S1.15) \]
\[ (S1.16) \]

But we observe that the only part in the entire expression that depends on the pattern variables is the part associated with \( L_\xi \). Thus the quenched average needs to be taken only over \( L_\xi \). Henceforth, the integrals over time will be implicitly assumed and Einstein summation convention will be used.

We assume that only a single pattern, the first pattern (\( \mu = 1 \)) is condensed i.e. the overlap of the spin state with pattern 1 is \( O(1) \) at long times and large \( N \). For other patterns it is \( O(1/N) \) and decays to 0 for large \( N \). We define a few macroscopic variables,

\[ m(t) = \frac{1}{N} \xi^1_1 \sigma_1(t), \quad \delta_m = \delta(Nm(t) - \xi^1_1 \sigma_1(t)) \]  
\[ w(t) = \frac{1}{N} \xi^1_1 \delta_1(t), \quad \delta_w = \delta(Nw(t) - \xi^1_1 \delta_1(t)) \]  
\[ (S1.17) \]
\[ (S1.18) \]

\[ \mathcal{J} = \exp [i\hat{\sigma}_i \cdot L_\xi] = \exp \left[ -i\hat{\sigma}_i \cdot \left( \frac{1}{N} \xi^\mu_1 \xi^\mu_j \sigma_j + \frac{u_0}{N^3} \xi^\mu_j \xi^\mu_k \xi^\mu_l \sigma_j \sigma_k \sigma_l - \frac{1}{N} (\xi^\mu_i)^2 \delta_i \right) \right] \]  
\[ (S1.19) \]

Now let us focus on the 3rd and 4th term inside the exponential because those are the only terms dependent on \( \xi \),

\[ \mathcal{J}_{\xi} = \exp \left[ -i \frac{1}{\sqrt{N}} \xi^\mu_i \hat{\sigma}_i + i \frac{1}{N} (\xi^\mu_i)^2 \delta_i \sigma_i \right] \]  
\[ (S1.20) \]

\[ \mathcal{J} = \int D\xi \exp \left[ -\frac{1}{2} \sum_{i,\mu} (\xi^\mu_i)^2 - i \sum_{\mu} \frac{1}{\sqrt{N}} \sum \xi^\mu_i \hat{\sigma}_i \left( \frac{1}{\sqrt{N}} \sum \xi^\mu_j \sigma_j + \frac{1}{N} \sum (\xi^\mu_i)^2 \delta_i \sigma_i \right) \right] \]  
\[ (S1.21) \]

\[ \mathcal{J} = \int D\xi D\hat{\xi} \exp \left[ i \sum_{\mu} (x^\mu \cdot \hat{\xi}^\mu + iy^\mu \cdot \hat{y}^\mu - x^\mu \cdot y^\mu) \right] \exp \left[ -\frac{1}{2} \sum_{i,\mu} (\xi^\mu_i)^2 \left( 1 - \frac{2i}{N} \sigma_i \hat{\sigma}_i \right) - i \sum_{\mu} \hat{x}^\mu \frac{1}{\sqrt{N}} \sum \xi^\mu_i \sigma_i - i \sum_{\mu} \hat{y}^\mu \frac{1}{\sqrt{N}} \sum \xi^\mu_i \hat{\sigma}_i \right] \]  
\[ (S1.22) \]

\[ \mathcal{J} = \left[ \det \left( \hat{\xi}^\mu \frac{2i}{N} \int dt \sum_i \delta_i(t) \delta_{ij} \sigma_j(t) \right) \right]^{-\frac{2N}{\alpha N}} \]  
\[ (S1.23) \]

\[ \left[ \exp \left[ -\frac{1}{2N} \int dtdt' \sum_i (\hat{x}(t) \sigma_i(t) + \hat{y}(t) \hat{\sigma}_i(t)) \left( \delta_{ij} - \frac{2i}{N} \int dt \sigma_i(t) \delta_{ij}(t) \right) \right] \right]^{\alpha N} \]  
\[ (S1.24) \]

\[ (S1.25) \]

We define a few two-time quantities (which will emerge naturally further down the calculation),

\[ K(t, t') = \frac{1}{N} \sigma_i(t) \delta_i(t') \]  
\[ (S1.26) \]
\[ (S1.27) \]

\[ q(t, t') = \frac{1}{N} \sigma_i(t) \sigma_i(t') \]  
\[ (S1.28) \]

\[ Q(t, t') = \frac{1}{N} \delta_i(t) \delta_i(t') \]  
\[ (S1.29) \]
Now we use the following approximations and results,
\[
\left( \delta_{ij} - \frac{2i}{N} \int dt \sigma_i(t) \dot{\sigma}_j(t) \right)^{-1} \approx i^N + O(1/N) \tag{S1.30}
\]
\[
det \left( \Psi - \frac{2i}{N} \int dt \dot{\sigma}_i(t) \sigma_i(t) \right) = det \left( \Psi - 2i \delta_{i',i'} K(t, t') \right) \text{ (Weinstein - Aronsazn Theorem)} \tag{S1.31}
\]

Thus we have,
\[
\mathcal{J}_e = \int D\hat{K} \left[ \det \left( \Psi - 2i \delta_{i',i'} K(t, t') \right) \right]^{-\frac{2\alpha}{N}} \delta \left( NK(t, t') - \sum_i \sigma_i(t) \dot{\sigma}_i(t) \right) \int D\hat{x} D\hat{y} \exp \left[ i\alpha N (x \cdot \dot{x} + y \cdot \dot{y} - x \cdot y) \right]
\]
\[
ex \left[ -\frac{\alpha N}{2} \int dt dt' \sum_i (\hat{x}(t) \sigma_i(t) \sigma_i(t') \dot{x}(t') + 2\hat{x}(t) \dot{\sigma}_i(t) \dot{\sigma}_i(t') \dot{y}(t') + \dot{y}(t) \sigma_i(t) \dot{\sigma}_i(t') \dot{y}(t)) \right] \tag{S1.32}
\]
\[
= \int D\hat{K} \left[ \det \left( \Psi - 2i \delta_{i',i'} K(t, t') \right) \right]^{-\frac{2\alpha}{N}} \delta \left( NK(t, t') - \sum_i \sigma_i(t) \dot{\sigma}_i(t) \right) \int D\hat{x} D\hat{y} \exp \left[ i\alpha N (x \cdot \dot{x} + y \cdot \dot{y} - x \cdot y) \right]
\]
\[
\int DQ D\sigma \left[ -\frac{\alpha N}{2} \int dt dt' (\hat{x}(t) q(t, t') \dot{x}(t') + 2\hat{x}(t) K(t', t) \dot{y}(t') + \dot{y}(t) Q(t, t') \dot{y}(t')) \right] \tag{S1.33}
\]
\[
\delta \left( Nq(t, t') - \sum_i \sigma_i(t) \sigma_i(t') \right) \delta \left( NQ(t, t') - \sum_i \dot{\sigma}_i(t) \dot{\sigma}_i(t') \right) \delta \left( NK(t, t') - \sum_i \sigma_i(t) \dot{\sigma}_i(t') \right)
\]

Now we express all the remaining \( \delta \)-functions as exponentials and ignore the constant terms involving \( 2\pi \). We can also integrate \( x \) and \( y \). This leads to,
\[
\mathcal{J}_e = \int D\hat{K} D\hat{x} D\hat{y} \left[ \det \left( \Psi - 2i \delta_{i',i'} K(t, t') \right) \right]^{-\frac{2\alpha}{N}} \delta \left( NK(t, t') - \sum_i \sigma_i(t) \dot{\sigma}_i(t) \right) \int D\hat{x} D\hat{y} \exp \left[ i\alpha N (x \cdot \dot{x} + y \cdot \dot{y} - x \cdot y) \right]
\]
\[
ex \left[ -\frac{\alpha N}{2} \int dt dt' (\hat{x}(t) q(t, t') \dot{x}(t') + 2\hat{x}(t) K(t', t) \dot{y}(t') + \dot{y}(t) Q(t, t') \dot{y}(t') - 2i\hat{x}(t) \delta(t - t') \dot{y}(t')) \right] \tag{S1.34}
\]

Putting everything together, \( \text{(S1.21)} \) and \( \text{(S1.34)} \) yield,
\[
Z[\psi] = \int D[\sigma, \dot{\sigma}] D\hat{K} D\hat{m} D\hat{w} D\hat{w} D\hat{Q} D\hat{Q} D\hat{q} D\hat{q} \exp \left[ -\frac{1}{2} \sum_{i=1}^{N} \int dt dt' \dot{\sigma}_i(t) D(t, t') \sigma_i(t') + \frac{i}{4} \sum_{i=1}^{N} \int dt \dot{\sigma}_i(t) L_{0,i} \right]
\]
\[
\exp \left[ N[\Psi(m, \dot{m}, w, \dot{w}, q, \dot{q}, Q, \dot{Q}, K, \dot{K}) + \Phi(m, w, q, Q, K) + \Theta(\dot{m}, \dot{w}, \dot{q}, \dot{Q}, \dot{K})] \right] \tag{S1.35}
\]

where \( \Psi, \Phi \) and \( \Theta \) are defined as follows,
\[
\Psi = i[m(t) \dot{m}(t) + w(t) \dot{w}(t) + q(t, t') \dot{q}(t, t') + Q(t, t') \dot{Q}(t, t') + K(t, t') \dot{K}(t, t')] \tag{S1.36}
\]
\[
\Phi = -i w[t] [m(t) + u_0 m(t)] - \frac{\alpha}{2} \ln \left[ \det(1 - 2i \delta_{i',i'} K(t, t')) \right] + \alpha \ln \left( \int D\hat{K} D\hat{y} \exp \left[ -\frac{1}{2} \int dt dt' (\dot{\hat{x}}(t) q(t, t') \dot{\hat{x}}(t') + 2\hat{x}(t) K(t', t) \dot{\hat{y}}(t') + \dot{\hat{y}}(t) Q(t, t') \dot{\hat{y}}(t') - 2i\hat{x}(t) \delta(t - t') \dot{\hat{y}}(t')) \right] \right) \tag{S1.37}
\]
\[
\Theta = -i \frac{1}{N} \left[ \dot{m}(t) \xi_i^2 \sigma_i(t) + \dot{w}(t) \xi_i^2 \dot{\sigma}_i(t) + \dot{q}(t, t') \sigma_i(t) \sigma_i(t') - i \dot{Q}(t, t') \sigma_i(t) \dot{\sigma}_i(t') + \dot{K}(t, t') \sigma_i(t) \dot{\sigma}_i(t') - \psi_i(t) \sigma_i(t) \right] \tag{S1.38}
\]
point equations we set $\partial_i(\Psi + \Phi + \Theta) = 0$ where $v$ is one of the macroscopic variables, $m$, $\tilde{m}$, ..., $K$, $\hat{K}$. This yields, $w(t) = \tilde{m}(t) = 0$, $\tilde{v}(t) = [m(t) + u_0m(t)^3]^i$.

$$\psi = \frac{1}{2}\alpha \int \hat{d}x\hat{d}y\hat{x}(t)\hat{x}(t')\exp\left(-\frac{1}{2}[\hat{x}q\hat{x} + 2\hat{y}K\hat{x} - 2i\hat{x}\hat{y} + \hat{y}Q\hat{y}]\right) = 0$$

$$q(t, t') = -\frac{1}{2}\alpha \int \hat{d}x\hat{d}y\hat{x}(t)\hat{x}(t')\exp\left(-\frac{1}{2}[\hat{x}q\hat{x} + 2\hat{y}K\hat{x} - 2i\hat{x}\hat{y} + \hat{y}Q\hat{y}]\right) = 0$$

$$K(t, t') = -\alpha i \int \hat{d}x\hat{d}y\hat{x}(t)\hat{x}(t')\exp\left(-\frac{1}{2}[\hat{x}q\hat{x} + 2\hat{y}K\hat{x} - 2i\hat{x}\hat{y} + \hat{y}Q\hat{y}]\right) - \alpha(\hat{v} - \delta_{t,t'} K(t, t'))^{-1}\delta(t, t')$$

$$\partial_t \sigma_i(t) + \mu(t)\sigma_i(t) = [m(t) + u_0m(t)^3]\xi_i + \int dt'\alpha G(\hat{v} - \hat{G})^{-1}(t, t')\sigma_i(t') + \chi_i(t)$$

$$\langle \chi(t) \chi(t') \rangle = \delta_{ij} D(t, t') + \delta_{ij} \alpha \left[(1 - G)^{-1}(1 - G^{-1})^{-1}\right](t, t')$$

$$D(t, t') = 2T_p \delta(t - t') + \frac{T_a}{T} \exp\left(-\frac{t-t'}{\tau}\right)$$

$$C(t, t') = \langle \sigma(t)\sigma(t') \rangle$$

$$G(t, t') = \partial \langle \sigma(t) \rangle / \partial \theta(t')$$

Using this we can write the equations for m, C and G as follows,
\[ \mathcal{H}(\sigma) = \frac{1}{2} \mu \sigma_i^2 - \frac{v}{2} J_{ijkl} \sigma_i \sigma_j - \frac{u}{4} J_{ijklm} \sigma_i \sigma_j \sigma_k \sigma_l + \frac{k}{6} J_{ijklmn} \sigma_i \sigma_j \sigma_k \sigma_m \sigma_n + O(1/N) \text{ terms} \]

\[ v = 1 + \frac{\tau T_n}{T} (2 \mu - 1) \quad u = u \left[ 1 + \frac{2 \tau T_n}{T} (2 \mu - 1) \right] \quad k = \frac{3 \tau T_n}{T} u^2 \quad (S2.1) \]

\[ J_{ijklmn} = \frac{1}{N^5} \xi_i^\mu \xi_j^\nu \xi_k^\rho \xi_l^\sigma \xi_m^\tau \xi_n^\nu \]

The partition function is given by,

\[ Z(\beta) = \int_{-\infty}^{\infty} \left[ \prod_{i=1}^{N} d\sigma_i \right] \delta \left( \sum_{i=1}^{N} \sigma_i^2 - N \right) \exp[ -\beta \mathcal{H}(\sigma) ] \quad (S2.3) \]

We use \( \overline{A} \) to denote the quenched average of macroscopic variable \( A \). Now using the replica trick,

\[ \beta N f = -\ln Z(\beta) = -\lim_{n \to 0} \frac{1}{n} \ln Z^n(\beta) - 1 = \lim_{n \to 0} \frac{1}{n} \ln Z^n \quad (S2.4) \]

\[ Z^n(\beta) = \int_{-\infty}^{\infty} D\sigma \exp \left[ \beta \left( \frac{v}{2N} \xi_i^\mu \sigma_i \sigma_j + \frac{u}{4N^3} \xi_i^\mu \xi_j^\nu \xi_k^\sigma \xi_l^\tau \sigma_i^2 \sigma_j^2 \sigma_k^2 \sigma_l^2 \right) \right] \]

\[ \frac{n}{\prod_{\gamma=1}^{n} \delta \left( (\sigma_i^2 - N) \right) \exp \left[ -\frac{(\xi_i^\mu)^2}{2} \right]} \quad (S2.7) \]

Now we introduce the overlap parameter \( m^{\mu} = \frac{1}{N} \xi_i^\mu \sigma_i^\gamma \). For simplicity we assume that only one pattern, pattern number 1, is condensed, i.e. \( m^{\mu} \sim O(1) \) for \( \mu = 1 \) and \( O(1/N) \) for \( \mu \neq 1 \). Using this we can separate the partition function into a condensed and non-condensed part. We introduce this macroscopic variable through a \( \delta \) function and express the \( \delta \) function as an exponential. Henceforth it is implicitly assumed that \( m \) denotes the overlap with only pattern 1. This yields,

\[ \int Dm \delta (Nm^\gamma - \xi_1^\gamma \sigma_1^\gamma) = 1 \quad (S2.8) \]

\[ \int Dm \delta (Nm^\gamma - \xi_1^\gamma \sigma_1^\gamma) = 1 \quad (S2.9) \]

\[ \overline{Z^n}(\beta) = \int D\sigma D\xi Dm D\bar{m} \exp (U) \prod_{\gamma=1}^{n} \delta \left( (\sigma_i^2 - N) \right) \quad (S2.10) \]

\[ U = N \beta (v m^\gamma)^2 + u (m^\gamma)^4 - k (m^\gamma)^6 + \frac{\beta v}{2N} \sum_{\mu \neq 1, i, j} \xi_i^\mu \xi_j^\nu \sigma_i^\gamma \sigma_j^\gamma - \frac{(\xi_i^\mu)^2}{2} + i \bar{m}^\gamma (N m^\gamma - \xi_1^\gamma \sigma_i^\gamma) + O(1) \quad (S2.11) \]

Now we first carry out integration over the quenched disorder, \( \xi \). The Relevant terms in U are,

\[ -\frac{1}{2} \sum_{\mu \neq 1, i, j} \xi_i^\mu \left( \delta_{ij} - \frac{\beta v}{N} \sum_{\gamma} \sigma_i^\gamma \sigma_j^\gamma \right) \xi_j^\nu - \sum_{i} \frac{(\xi_i^1)^2}{2} - i \sum_{\gamma} \bar{m}^\gamma \sum_{i} \xi_i^1 \sigma_i^\gamma \quad (S2.12) \]

The \( \mu = 1 \) integral yields,

\[ \exp \left[ -\frac{1}{2} \sum_{\gamma, \kappa} \frac{1}{N} \left( \sum_{i} \sigma_i^\gamma \sigma_i^\kappa \right) m^\kappa \right] = \int DQ \delta \left( N Q^\gamma - \sum_{i} \sigma_i^\gamma \sigma_i^\kappa \right) \exp \left[ -\frac{N}{2} \sum_{\gamma, \kappa} \frac{1}{N} m^\gamma Q^\gamma m^\kappa \right] \quad (S2.13) \]

\[ Q^\gamma = \delta^\gamma + (1 - \delta^\gamma) q^\gamma \quad (S2.14) \]

\[ q^\gamma = \frac{1}{N} \sum_{\iota} \sigma_i^\gamma \sigma_i^\iota \forall \gamma \neq \kappa \quad (S2.15) \]
Thus the correlation of spins between different replicas arises naturally just as in other spin-glass systems. The $\mu \neq 1$ integral yields,

$$
\prod_{\mu=2}^{n} \left[ \det \left( \delta_{ij} - \frac{\beta v}{N} \sum_{\gamma} \sigma^\gamma_i \sigma^\gamma_j \right) \right]^{-\frac{1}{2}} = \prod_{\mu=2}^{n} \left[ \det \left( \delta_{\gamma\kappa} - \frac{\beta v}{N} \sum_{i} \sigma^\gamma_i \sigma^\kappa_i \right) \right]^{-\frac{1}{2}} = [\det(1 - \beta v Q)]^{-\frac{1}{2}}
$$

This step can be carried out through the Weinstein-Aronsazn theorem. After all this, we have,

$$
\bar{Z}(\beta) = \int D\sigma Dm DdQ D\bar{D}\lambda [\det(1 - \beta v Q)]^{-\frac{1}{2}} e^{U}
$$

$$
U = N\beta \left[ \frac{v(m^\gamma)^2}{2} + \frac{u(m^\gamma)^4}{4} + \frac{k(m^\gamma)^6}{6} \right] - \frac{N}{2} \lambda Q \gamma \lambda \bar{\lambda} \gamma \lambda + \sum_{\gamma,\kappa,\gamma \neq \kappa} \tilde{Q} \gamma \kappa \kappa \lambda \gamma \lambda + \sum_{\gamma} \tilde{\lambda} \gamma (N - (\sigma^\gamma)^2)
$$

Here we have expressed the $\delta$ functions for the constraints and that for $q$ as exponentials. Now we integrate over $\tilde{m}$. The relevant terms are,

$$
-\frac{N}{2} \lambda Q \gamma \lambda \bar{\lambda} \gamma \lambda = iN m^\gamma \tilde{m}^\gamma
$$

Integration yields,

$$
det(Q)^{-\frac{1}{2}} \exp \left( -\frac{1}{2} \lambda Q \gamma \lambda \bar{\lambda} \gamma \lambda \right)
$$

Finally we carry out integration over the spin variables $\sigma$. The relevant terms are,

$$
\tilde{Q} \gamma \kappa \kappa \lambda \gamma \lambda - \sum_{\gamma,\kappa,\gamma \neq \kappa} \sigma_i^\gamma \tilde{Q} \gamma i \kappa \kappa \lambda \gamma \lambda
$$

Integration yields,

$$
[\det(Q)]^{-\frac{1}{2}}
$$

Combining everything, we have,

$$
\beta f = \lim_{N \to \infty} \lim_{n \to 0} \frac{1}{n} \ln \frac{1}{N} \left[ \int_{-\infty}^{\infty} Dm \int_{-\infty}^{\infty} Dq \int_{-\infty}^{\infty} D\bar{D} \int_{-\infty}^{\infty} D\lambda \int_{-\infty}^{\infty} D\bar{\lambda} \right] e^{-N g}
$$

$$
Dm = \prod_{\gamma=1}^{n} d\sigma_{\gamma}, \quad Dq = \prod_{\gamma \neq \kappa} d\sigma_{\kappa}, \quad D\bar{D} = \prod_{\gamma=1}^{n} d\bar{\lambda}_{\gamma}, \quad D\bar{\lambda} = \prod_{\gamma \neq \kappa} d\bar{\lambda}_{\gamma}
$$

$$
g = -\frac{\beta v}{2} \sum_{\gamma=1}^{n} m^\gamma_\gamma - \frac{\beta u}{4} \sum_{\gamma=1}^{n} m^\gamma_\gamma + \frac{\beta k}{6} \sum_{\gamma=1}^{n} m^\gamma_\gamma + \frac{1}{2} \sum_{\gamma,\kappa=1}^{n} m_{\sigma} q_{\gamma k} m_{\kappa} + \frac{\alpha}{2} \ln \det(1 - \beta Q)
$$

$$
+ \frac{1}{2} \ln \det \tilde{Q} - \frac{1}{2} \sum_{\gamma,\kappa=1}^{n} Q_{\gamma k} Q_{\kappa k}
$$

This integral can be evaluated through the saddle point method. First, finding the saddle point with respect to $\tilde{Q}$ gives us,

$$
\tilde{Q}^{-1}_{ij} = Q_{ij} \implies \tilde{Q} = Q^{-1}
$$

Extremizing either respect to the other variables will be done later. Now we need to assume a form for the matrix $Q$ and for $m^\gamma$. Let us assume that $Q$ is Replica symmetric (RS) i.e. $Q_{\gamma \kappa} = q + (1-q) \delta_{\gamma \kappa}$ and $m^\gamma = m \forall \gamma$. We will find the free energy for this form of $Q$ and check for its stability against RS-breaking fluctuations. As it turns out, for our purposes, the RS form is stable for the retrieval and the paramagnetic phase. It becomes unstable only at extremely low temperatures.
\[ Q_{\gamma\kappa} = q + (1 - q)\delta_{\gamma\kappa} \]
\[ Q_{\gamma\kappa}^{-1} = A\delta_{\gamma\kappa} + B \]
\[ A = \frac{1}{1 - q}, \quad B = -\frac{q}{(1 - q)[1 + (n - 1)q]} = -\frac{q}{(1 - q)^2} \quad \text{(when} \lim_{n \to 0}) \]

\[ \text{det}(Q) = \left(1 + n \frac{q}{1 - q}\right) \text{det}((1 - q)I) \]
\[ \ln \text{det}(Q) = \ln \left[1 + n \frac{q}{1 - q}\right] + n \ln(1 - q) \]
\[ \lim_{n \to 0} \frac{1}{n} \ln \text{det}(Q) = \frac{q}{1 - q} + \ln(1 - q) \]

\[ \text{Similarly,} \lim_{n \to 0} \frac{1}{n} \ln \text{det}(1 - \beta vQ) = \frac{-\beta v q}{1 - \beta v(1 - q)} + \ln(1 - \beta v(1 - q)) \]

All this was found using the Matrix Determinant Lemma. Putting all this back in the expression for f, we finally obtain,

\[ \beta f = \text{extremum} \left(-\frac{\beta v}{2}m^2 - \frac{\beta u}{4}m^4 + \frac{\beta k}{6}m^6 + \frac{\alpha}{2} \left[ \ln(1 - \beta v(1 - q)) - \frac{\beta v q}{1 - \beta v(1 - q)} \right] - \frac{1}{2} \left[ \ln(1 - q) + \frac{q - m^2}{1 - q} \right] \right) \]

The saddle point equations for variation across m and q are thus given by,

\[ \frac{\partial f}{\partial m} = 0 \implies m \left[1 + um^2 - km^4 - \frac{1}{\chi} \right] = 0 \]
\[ \frac{\partial f}{\partial q} = 0 \implies \frac{\alpha q}{(1 - \chi)^2} = \frac{q - m^2}{\chi^2} \]
\[ \chi = \beta(1 - q) \]

We can investigate the stability of the RS solution by adding RS breaking fluctuations to Q. We denote the RS broken matrix as \( Q^B \)

\[ Q^B_{ij} = Q_{ij} + \eta_{ij}, \quad \eta_{ij} = \eta_{ji}, \quad \eta_{ii} = 0 \]
\[ (Q^B)^{-1} = [Q + \eta]^{-1} = Q^{-1} - Q^{-1}\eta Q^{-1} + Q^{-1}\eta Q^{-1}\eta Q^{-1} \]

We ignore terms linear in \( \eta \) as the first order variation is set to 0 while taking extrema.

\[ f(m, \hat{Q}^B, Q^B) - f(m, \hat{Q}, Q) = T_1 + T_2 + T_3 + T_4 \]
\[ T_1 = \sum_{\gamma, \kappa} m^\gamma [(Q^B)^{\gamma\kappa} - Q^\gamma Q^\kappa]m^\kappa \]
\[ T_2 = \frac{\alpha}{2} \ln \frac{\text{det}(1 - \beta(Q + \eta))}{\text{det}(1 - \beta Q)} \]
\[ T_3 = \frac{1}{2} \ln \frac{\text{det}Q^B}{\text{det}Q} \]
\[ T_4 = \frac{1}{2} \sum_{\gamma, \kappa} [(Q_{\gamma\kappa} + \eta_{\gamma\kappa})\hat{Q}_{\gamma\kappa} - Q_{\gamma\kappa}\hat{Q}_{\gamma\kappa}] \]
After some algebra, it can be easily shown that,

\[
T_1 = m^2(a + bn)^2 \left[ a \sum_{ik} \eta_{ik} \eta_{kz} + b(\sum_{ik} \eta_{ik})^2 \right]
\] (S2.44)

\[
T_2 = -\frac{\alpha}{4} \left[ c^2 \sum_{ij} \eta_{ij}^2 + 2cd \sum_{ijk} \eta_{ij} \eta_{jk} + d^2 (\sum_{ij} \eta_{ij})^2 \right]
\] (S2.45)

\[
T_3 = \frac{1}{4} \left[ a^2 \sum_{ik} \eta_{ik}^2 + 2ab \sum_{ij} \eta_{ij} \eta_{jk} + b^2 (\sum_{ij} \eta_{ij})^2 \right]
\] (S2.46)

\[
T_4 = 0
\] (S2.47)

\[
a = \frac{1}{1 - q}, \quad b = -\frac{q}{(1 - q)^2}, \quad c = \frac{\beta}{1 - \beta(1 - q)}, \quad d = \frac{\beta^2 q}{(1 - \beta(1 - q))^2}
\] (S2.48)

\[
f(m, \tilde{Q}^B, Q^B) - f(m, \tilde{Q}, Q) = A \sum_{ij} \eta_{ij}^2 + B \sum_{ij} \eta_{ij} \eta_{jk} + D (\sum_{ij} \eta_{ij})^2
\] (S2.49)

\[
A = -\frac{1}{4}(ac^2 - a^2)
\] (S2.50)

\[
B = -\frac{\alpha}{2} cd + \frac{1}{2} ab + am^2(a + bn)^2
\] (S2.51)

\[
D = -\frac{1}{4}(ad^2 - b^2) + bn^2(a + bn)^2
\] (S2.52)

In order for the solution to be stable we need the eigenvalues of the quadratic form to be positive. The eigenvalues of the quadratic form are eigenvalues of the equation,

\[
A \eta_{ij} + \frac{B}{2} \sum_k (\eta_{ik} + \eta_{kj}) + D (\sum_{kl} \eta_{kl}) = \Lambda \eta_{ij}
\] (S2.53)

The eigenvalues for this equation are,

\[
A_1 = A
\] (S2.54)

\[
A_2 = A_1 + (n - 2) \frac{B}{2} = A - B + \frac{nB}{2}
\] (S2.55)

\[
A_3 = A_2 + \frac{nB}{2} + n(n - 1) D = A - B + n(B - D) + n^2 D
\] (S2.56)

Following [10], the relevant eigenvalue is \( \Lambda_1 = A \). \( A > 0 \) gives us the region of stable solutions.

**S3. EFFECTIVE HAMILTONIAN IN PRESENCE OF ACTIVE NOISE**

The equations of motion for the spins and the active field are given by,

\[
\Gamma_0^{-1} \frac{\partial \sigma_i}{\partial t} = -\frac{\delta \mathcal{H}}{\delta \sigma_i} + \chi_i(t) + \xi_i(t)
\] (S3.1)

\[
\tau \frac{\partial \xi_i}{\partial t} = -\xi_i + \eta_i(t)
\] (S3.2)

\[
\langle \chi_i(t) \rangle = 0 = \langle \eta_i(t) \rangle, \quad \langle \chi_i(t) \chi_j(t') \rangle = 2T \delta_{ij} \delta(t - t'), \quad \langle \eta_i(t) \eta_j(t') \rangle = 2T_a \delta_{ij} \delta(t - t')
\] (S3.3)

Here, \( \Gamma_0^{-1} \) sets the microscopic processing time and for simplicity it is taken to be 1. \( \chi(t) \) is the \( \delta \) correlated white noise and \( \xi(t) \) is the active colored noise and \( \tau \) is the persistence time. Thus the Fokker-Planck equation is given by,

\[
\frac{\partial \rho}{\partial t} = \frac{\partial}{\partial \sigma_i} \left( h_{i\rho} - \chi_i \rho + T \frac{\partial \rho}{\partial \sigma_i} \right) + \frac{1}{\tau} \frac{\partial}{\partial \xi_i} \left( \xi_i \rho + T_a \frac{\partial \rho}{\partial \xi_i} \right)
\] (S3.4)

\[
h_i = \frac{\delta \mathcal{H}}{\delta \sigma_i}
\] (S3.5)

It is important to note that here the probability distribution is a function of both the spin degrees and the active degrees of freedom as well. In order to recover the marginal distribution wrt only the spins, we need to integrate out the active degrees of freedom. We do this following the procedure outlined in [23] and extend it for the general case.
First let us define a few quantities and their properties,

\[ R_{n i_1 i_2 \ldots i_n} = \int D\xi_1 \xi_2 \ldots \xi_n \rho \]  
\[ \int D\xi \xi_2 \ldots \xi_n \frac{\partial}{\partial \xi_i} (\xi \rho) = -n R_{n i_1 i_2 \ldots i_n} \forall n \geq 1 \]
\[ \int D\xi_i \xi_2 \ldots \xi_n \frac{\partial^2 \rho}{\partial \xi_i^2} = \sum_{j=1}^{n} \delta_{i,j} \delta_{i,j'} R(n-2) \prod_{k \neq j,j'} i_k \]
\[ \sum_{i=1}^{N} \int D\xi_i \xi_2 \ldots \xi_n \frac{\partial^2 \rho}{\partial \xi_i^2} = \sum_{i=1}^{N} \sum_{j=1}^{n} \delta_{i,j} \delta_{i,j'} R(n-2) \prod_{k \neq j,j'} i_k \]

The properties of \( R \) are derived through integration by parts and by setting the boundary term to 0. Now to ease the readability, we introduce a few more definitions,

\[ R_0 = R_0, \quad R_{n i_1 i_2 \ldots i_n} = R_n \]
\[ \delta_j R_0 = S_2, \quad \delta_j R_1 + \delta_k R_{1j} + \delta_k R_{1i} = S_3, \quad \delta_j R_{2ki} + 5 \text{ other terms} = S_4 \ldots \]
\[ h_i R_{n-1} + T \partial_i R_{n-1} = J_n \]

Indices implicitly exist for \( R_n \) for \( n \geq 1 \). Basically \( S_n = (\binom{n}{2}) \) terms of the form \( \delta_{ij} R_{n-2} \). It is implicitly assumed that \( S_n \) and \( J_n \) also have \( n \) indices.

Now from the Fokker-Planck equation in [S3.4] we can write down a hierarchy of equations for \( R_k \) where the equation for \( R_k \) depends on \( R_{k+1} \). We can truncate the hierarchy at any \( k \) of our choosing.

\[ \partial_1 J_1 - \partial_1 R_1 = 0 \]  
\[ \partial_1 J_2 - \partial_1 R_2 - \frac{R_1}{\tau} = 0 \]  
\[ \partial_1 J_3 - \partial_1 R_3 - \frac{2R_2}{\tau} + \frac{2T_n}{\tau^2} S_2 = 0 \]  
\[ \ldots \]  
\[ \partial_1 J_6 - \partial_1 R_6 - \frac{5R_5}{\tau} + \frac{2T_n}{\tau^2} S_5 = 0 \]  
\[ \ldots \]  
\[ \partial_1 J_n - \partial_1 R_n - \frac{(n-1)R_{n-1}}{\tau} + \frac{2T_n}{\tau^2} S_{n-1} = 0 \]

Say, we want to truncate at \( R_5 \), we compare the terms at \( O(\tau) \), i.e. \( R_5 = \frac{2T_n}{\tau} S_5 \) and substitute it in the previous equation and continue this up to [S3.14]. After some algebra, we can write the following,

\[ \partial_i \left[ (h_i + \tilde{T}) R_0 \right] = 2T_n \sum_{n=1}^{\infty} \frac{(-1)^{n+1} \tau^n}{(n+2)!} \rho^{n+2} S_{n+2} + \sum_{n=1}^{\infty} \frac{(-1)^{n+1} \tau^n}{n!} \partial^{n+1} J_{n+1} \]

\[ \tilde{T} = T + T_n \]

\[ \partial^n = \partial_{i_1} \partial_{i_2} \ldots \partial_{i_n}, \quad i_1 \neq i_2 \ldots \neq i_n \]

\[ \partial_i \partial_i = \partial_i^2 \]

Now we can simplify this expression further,

\[ \partial^n S_n = \partial_{i_1} \partial_{i_2} \ldots \partial_{i_n} S_{n i_1 i_2 \ldots i_n} \]

\[ = \left( \begin{array}{c} n \\ 2 \end{array} \right) \partial_{i_1}^2 \partial_{i_3} \partial_{i_4} \ldots \partial_{i_n} R(n-2)_{i_3 i_4 \ldots i_n} = \left( \begin{array}{c} n \\ 2 \end{array} \right) \partial_i^2 \partial^{n-2} R_{n-2} \]

\[ \partial^n J_n = \partial_{i_1} \partial_{i_2} \ldots \partial_{i_n} J_{n i_1 i_2 \ldots i_n} \]

\[ = \partial_{i_n} \partial_{i_{n-1}} \ldots \partial_{i_2} \partial_{i_1} \left[ h_{i_1} R(n-1)_{i_2 i_3 \ldots i_n} + T \partial_{i_1} R(n-1)_{i_2 i_3 \ldots i_n} \right] \]

\[ = \partial^{n-1} \partial_i (h_i R_n) + T \partial^{n-1} \partial_i^2 R_{n-1} \]
Substituting these results in (S3.21) and after some algebra, we obtain,
\[
\partial_t \left[ (h_i + \tilde{T} \partial_i) R_0 \right] = -\sum_{n=1}^{\infty} \frac{(-\tau)^n}{n!} \left[ \tilde{T} \partial^2 \partial^n R_n + \partial^n \partial_i (h_i R_n) \right]
\] (S3.30)

Using this relation we can express \( R_0 \) as \( R_0 = R_0^0 + \tau R_1^0 + \tau^2 R_2^0 + \ldots \), where \( R_0^k \) is the first order correction in \( \tau \) to \( R_0 \), \( R_1^0 \) the second order correction and so on. Now we will use the notation, \( R_0^k \) to denote the \( k^{th} \) order correction to \( R_0 \). At the zeroth order correction for \( R_0 \), we have,
\[
\partial_t \left[ (h_i + \tilde{T} \partial_i) R_0^0 \right] = 0
\] (S3.31)
\[
\Rightarrow R_0^0 = \exp \left( -\frac{H}{T} \right)
\] (S3.32)

At first order correction, we have,
\[
\partial_t \left[ (h_i + \tilde{T} \partial_i) R_0^0 \right] = [\tilde{T} \partial^2 \partial_j R_1^0 + \partial_j \partial_i (h_i R_1^0)] - \frac{\tau}{2} [\tilde{T} \partial^2 \partial_j \partial_k R_2^0 + \partial_j \partial_k \partial_i (h_i R_2^0)]
\] (S3.33)

From (S3.16) we have, \( R_{2jk}^{-1} = \frac{T}{\tau} S_{2jk} = \frac{T}{\tau} \delta_{jk} R_0^0 \) and from (S3.15) we have \( R_{1j}^0 = -T_a \partial_k S_{2kj} = -T_a \partial_j R_0^0 \). Substituting these in the equation above and after some algebra, we obtain,
\[
\partial_t \left[ \exp \left( \frac{H}{T} \right) R_0^0 \right] = \frac{T_a}{T} \left( h_{ij} - \frac{1}{T} \right) h_{ij} R_0^0 = \frac{T_a}{T} \partial_i \left( h_{ij} - \frac{1}{2T} |h_j|^2 \right)
\] (S3.34)

Thus we can now express \( R_0 \) including the first correction term and from there we can compute the effective Hamiltonian.
\[
R_0 = R_0^0 \left[ 1 + \frac{\tau T_a}{T} \left( h_{ij} - \frac{1}{2T} |h_j|^2 \right) \right] + O(\tau^2)
\] (S3.35)
\[
R_0 = \exp \left( -\frac{H}{T} \right) \exp \left( \frac{\tau T_a}{T} \left( h_{ij} - \frac{1}{2T} |h_j|^2 \right) \right)
\] (S3.36)
\[
R_0 = \exp \left( -\frac{H_{eff}}{T} \right), \quad H_{eff} = H - \tau T_a \left( h_{ij} - \frac{1}{2T} |h_j|^2 \right)
\] (S3.37)

This is the same expression as derived in [23].

Now we turn back to the Hopfield Hamiltonian and using this expression for the effective Hamiltonian, write down the new terms which arise due to activity. Contribution from the term \( h_{ii} \) are \( O(1) \) i.e. they are not extensive as will be shown. Thus they can be ignored.
\[
\mathcal{H} = \frac{1}{2} r \sigma_i^2 - \frac{1}{2} J_{ij} \sigma_i \sigma_j - \frac{u}{4} J_{ijkl} \sigma_i \sigma_j \sigma_k \sigma_l
\] (S3.38)
\[
J_{ij} = \frac{1}{N^2} \epsilon_i^\mu \epsilon_j^\mu
\] (S3.39)
\[
J_{ijkl} = \frac{1}{N^3} \epsilon_i^\mu \epsilon_j^\nu \epsilon_k^\mu \epsilon_l^\nu
\] (S3.40)
\[
h_{ii} = \sum_{i=1}^{N} r - \frac{3u}{N^3} \sum_{\mu, i, k, l} \epsilon_i^\mu \epsilon_j^\nu \epsilon_k^\mu \epsilon_l^\nu \sigma_k \sigma_l
\] (S3.41)
\[
= r N - \frac{3u}{N} \sum_{\mu} \sum_{i=1}^{N} (\epsilon_i^\mu)^2 (\sigma_i^\mu)^2
\] (S3.42)

The first term is a constant so it is irrelevant. For the second term, only one of the pattern is condensed, thus \( m^\nu = m^\nu \delta_{\mu, \nu} \), where \( \nu \) is the condensed pattern. Putting this back, we see that it is \( O(1) \) thus not extensive. Now we look at \( |h_{ii}|^2 \). After some algebra and taking into consideration that only one pattern has condensed, we obtain,
\[
|h_{ii}|^2 = (r \sigma_i - J_{ij} \sigma_j - J_{ijkl} \sigma_j \sigma_k \sigma_l)^2
\] (S3.43)
\[
= (m^\nu)^2 \left( \sum_{j=1}^{N} (\epsilon_j^\nu)^2 - 2r N \right) + 2u (m^\nu) \left( \sum_{i=1}^{N} (\epsilon_i^\nu)^2 - r N \right) + u^2 (m^\nu)^6 \sum_{i=1}^{N} (\epsilon_i^\nu)^2
\] (S3.44)

Now, the pattern variables, \( \xi^\nu_i \) are iid normal random variables. Thus \( \sum_{i=1}^{N} (\xi_i^\nu)^2 \) form a \( \chi - squared \) distribution with \( N \to \infty \) degrees of freedom which essentially becomes a gaussian distribution, with mean \( N \) and variance \( 2N \). Thus \( \sum_{i=1}^{N} (\xi_i^\nu)^2 \sim O(N) \). For simplicity we assume, \( \sum_{i=1}^{N} (\xi_i^\nu)^2 = t N \), where \( t \in [0, 1] \). Irrespective of the value of \( t \), the system with active noise performs better at higher effective temperatures.
S4. RATE OF WORK AND CHANGING FREE ENERGY LANDSCAPE

From a mechanical argument the rate of energy dissipation can be defined as the rate of work done by the spins on the environment. It is given as,

\[ \mathcal{J} = \langle \dot{\sigma} \cdot (\dot{\sigma} - \eta_w) \rangle = \frac{NT_a}{\tau} - \langle \eta_a \cdot \nabla \mathcal{H} \rangle \]  

(4.1)

\( \langle \eta_a \cdot \nabla \mathcal{H} \rangle \) is the only non-trivial contribution to dissipation and this is what we call the rate of work. This is nothing but the average of the dot product of conservative forces and the nonconservative forces (active noise). It has been shown to be important in leading to collision induced slowing and cluster formation in AOUPs and ABPs [28].

Here, in the limit of small persistence time, \( \tau \), we suspect that a similar principle maybe used to understand the increased associative memory property. Here we provide a brief overview of average rate of work in this context and reserve further calculations for future work. At equilibrium, the free energy of the system for the condensed patterns is given by,

\[ F = \lim_{n \to 0} \frac{1}{n} g \]  

(4.2)

where \( g \) is given as in Eq. [2.25] with terms upto \( O(m^4) \). When the system is driven out of equilibrium, in the limit of small \( \tau \), additional terms show up in the effective Hamiltonian – \( O(\tau) \) terms which lead to a larger prefactor in front of the quadratic and quartic interaction terms. This in turn affects \( g \) as given in Eq. [2.25] and thus the free energy.

Taking inspiration from the definition of rate of work given in [30, 36], we define the quantity,

\[ \dot{\tilde{w}} = \dot{w} + \langle \mu^2 \sigma^2 \rangle - \langle \mu \sigma \nabla \mathcal{H} \rangle \]  

(4.3)

\[ \dot{w} = \langle \eta_a \nabla \mathcal{H} \rangle \]  

(4.4)

Here \( \dot{w} \) measures the average rate of work done by the active field and \( - \langle \mu \sigma \nabla \mathcal{H} \rangle \) measures the work done by the Lagrange force (arising from normalization). The term \( \langle \mu^2 \sigma^2 \rangle \) is independent of the pattern variables (which are contained in the Hamiltonian). Thus it acts uniformly across the entire configuration space and raises the energy of every configuration by a constant amount. Thus it gives a trivial contribution to the free energy. So effectively, \( \dot{\tilde{w}} = \dot{w} - \langle \mu \sigma \nabla \mathcal{H} \rangle = \tilde{w}_a \), is the quantity of interest.

Substituting this in the expression of \( g \) and comparing it with Eq. [3.37], the free energy expression in terms of the “new” rate of work has deeper energy basins and is given by,

\[ g_{\text{new}} = g_{\text{old}} + \beta \tau T_a \tilde{w}_a \]  

(4.5)

\[ \mathcal{F}_{\text{new}} = \lim_{n \to 0} \frac{1}{n} g_{\text{new}} \]  

(4.6)

Using the procedure outlined in [30], it can easily shown that,

\[ \frac{\partial}{\partial t} \sigma = \mu \sigma - \nabla_\sigma \mathcal{H} + \eta_w(t) + \eta_a(t) \]  

(4.7)

\[ \langle \mu \sigma \nabla_\sigma \mathcal{H} \rangle - \langle |\nabla_\sigma \mathcal{H}|^2 \rangle = -\langle \eta_a \nabla_\sigma \mathcal{H} \rangle \]  

(4.8)

\[ \nabla^2_\sigma \mathcal{H} \sim O(1) \]  

(4.9)

Here, \( \eta_a \) is the active noise, \( \eta_w \) is the passive noise and \( \mu \) is the Lagrange multiplier ensuring spin normalization.

\[ g_{\text{new}} = g_{\text{old}} + \frac{\beta \tau T_a}{2T} \tilde{w} \]  

(4.10)

\[ = g_{\text{old}} + g_{\text{trivial}} + \frac{\beta \tau T_a}{2T} (\tilde{w} - \langle \mu \sigma \nabla_\sigma \mathcal{H} \rangle) \]  

(4.11)

\[ f_{\text{new}} = \lim_{n \to 0} \frac{1}{n} g_{\text{new}} \]  

(4.12)

S5. CONTINUOUS NEURONS

The value of input capacitance was set to 1, transmembrane resistance was set to 10. the activation function used was, \( G(u) = \frac{1}{1 + e^{-20u}} \). For constructing the connection matrix, \( J_{ij} \), first the “raw” pattern variables, \( \xi^\mu_i \), were drawn from independent gaussian random distributions (these are of the form of “input” neuron state variables “u”). After that they were converted into patterns using the Activation function \( G \), i.e. “processed” patterns are \( G(\xi^\mu_i) \) and the connection matrix was constructed from these activated patterns using Hebbian rule, \( J_{ij} = \sum_\mu G(\xi^\mu_i)G(\xi^\mu_j) \).