3D Capsule Hand Pose Estimation Network Based on Structural Relationship Information
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Abstract: Hand pose estimation from 3D data is a key challenge in computer vision as well as an essential step for human–computer interaction. A lot of deep learning-based hand pose estimation methods have made significant progress but give less consideration to the inner interactions of input data, especially when consuming hand point clouds. Therefore, this paper proposes an end-to-end capsule-based hand pose estimation network (Capsule-HandNet), which processes hand point clouds directly with the consideration of structural relationships among local parts, including symmetry, junction, relative location, etc. Firstly, an encoder is adopted in Capsule-HandNet to extract multi-level features into the latent capsule by dynamic routing. The latent capsule represents the structural relationship information of the hand point cloud explicitly. Then, a decoder recovers a point cloud to fit the input hand point cloud via a latent capsule. This auto-encoder procedure is designed to ensure the effectiveness of the latent capsule. Finally, the hand pose is regressed from the combined feature, which consists of the global feature and the latent capsule. The Capsule-HandNet is evaluated on public hand pose datasets under the metrics of the mean error and the fraction of frames. The mean joint errors of Capsule-HandNet on MSRA and ICVL datasets reach 8.85 mm and 7.49 mm, respectively, and Capsule-HandNet outperforms the state-of-the-art methods on most thresholds under the fraction of frames metric. The experimental results demonstrate the effectiveness of Capsule-HandNet for 3D hand pose estimation.
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1. Introduction

Along with the development of depth cameras, interaction based on hand poses plays an important role in human–computer interaction [1,2] and has extensive application scenarios. Thus, hand pose estimation from depth images has drawn growing research interest in recent years. With the development of deep neural networks in the field of computer vision and the emergence of large hand pose datasets [3–5], many 3D hand pose estimation methods have been applied and improved based on Convolutional Neural Networks (CNNs) [6–14]. A class of methods [6,14] project depth images onto multi-views and apply multi-view CNNs to regress the heat maps of these multi-views. Unfortunately, multi-view CNNs cannot fully exploit 3D spatial information in a hand depth image. In order to utilize the spatial information, a depth image, a typical type of 3D data, is fed into 3D CNN after being rasterized into 3D voxels [7,10]. However, due to the sparsity of 3D point clouds, most of the voxels are often not occupied by any points. Therefore, these 3D CNN-based methods not only waste the calculation of 3D convolution, but also distract the neural network from learning effective...
features. In this situation, many studies on point cloud processing have started to focus on consuming point clouds directly to tackle the spatial information loss problems [8,9].

Most of the hand pose estimation methods mentioned above mainly focus on acquiring global or local features without explicitly representing the structural relationships among local parts. However, the geometrical and locational relations, including symmetry, junction, relative location, etc., are of great significance for certain tasks such as hand pose estimation. To aim for this, some studies try to endow the object features with structural relationship information. For example, the concept of a capsule with a dynamic routing mechanism is proposed to realize this idea [15,16]. The capsule is a vector to present geometrical and locational information. The lower-level capsules deliver their outputs to higher-level capsules in training. The corresponding higher-level capsule will be activated while an object has the desired structures. Hence, the capsule contains structural relationship information after training.

This paper proposes an end-to-end capsule-based network for hand pose estimation from hand point clouds, namely Capsule-HandNet. More importantly, inspired by [15,16], the capsule and the unsupervised dynamic routing mechanism are adopted in Capsule-HandNet, which represents the structural relationships among local parts of hand point clouds explicitly. As shown in Figure 1, Capsule-HandNet, which consists of two main phases: the auto-encoder phase and the hand pose regression phase takes point clouds as input and outputs hand poses. Specifically, the auto-encoder phase is a symmetric evaluation, which is designed to optimize the latent capsule before the hand pose regression. In this phase, the encoder uses dynamic routing to encode the hand point cloud into a latent capsule while the decoder uses the latent capsule to recover the hand point cloud with random 2D grids. Additionally, a symmetric Chamfer distance metric is adopted to optimize the auto-encoder. The smaller the error between the recovered object and the input point cloud is, the better representation ability the latent capsule has. In the hand pose regression phase, a hand pose regression network is attached after the latent capsule to estimate the regression of hand joints. The network is optimized by both Chamfer loss and hand pose loss in the training phase. Finally, the accurate hand pose can be learned from the latent capsule.

![Figure 1. Overview of the proposed Capsule-HandNet for 3D hand pose estimation.](image)

Capsule-HandNet has the following characteristics:

1. A capsule and dynamic routing based mechanism is first employed for hand pose estimation, which enable the network to learn the structural relationships among the local parts of the hand point cloud.

2. The hand feature is embedded into a lower-dimensional latent capsule, from which superior results can be obtained by a simple regressor.
An auto-encoder with a symmetric Chamfer distance metric is designed for hand feature optimization to acquire an effective latent capsule.

An end-to-end network is adopted to avoid extra transformation and a complicated intermediate modeling process for the hand point cloud, which reduces unnecessary 3D information loss and workload.

The remainder of this paper is organized as follows. Section 2 briefly describes the existing approaches related to our work, including deep learning of point clouds and hand pose estimation. Section 3 presents the detailed design of Capsule-HandNet with a thorough description of every component. Section 4 presents the performance of Capsule-HandNet on public datasets with comprehensive evaluation protocols and comparisons with state-of-the-art methods. Finally, Section 5 draws the conclusions and discusses future works.

2. Related Work

Most of the recent studies on hand pose estimation have been based on deep neural networks. Hand poses can be regressed from both 2D images and depth images (point clouds). Due to the data’s characteristics, there are a lot of advantages for hand pose estimation based on depth images (point cloud). The proposed Capsule-HandNet is a deep learning network consuming hand point clouds. Therefore, recent approaches to the deep learning of point clouds and hand pose estimation are briefly summarized and analyzed in the following subsection.

2.1. Deeping Learning on Point Cloud

Due to the irregular format of point clouds, it is difficult to feed point cloud into conventional 2D CNNs directly [17]. Therefore, some methods process 3D point cloud data into other data structures, such as multi-view methods [6,18–20], voxelization methods [7,10,21,22] and other geometric form-based methods [23,24]. However, these methods require a large memory size, but suffer from low resolution.

In order to reduce the preprocessing of point clouds, Qi et al. first proposed PointNet [25], which takes point clouds as direct inputs. PointNet uses T-Net to achieve the effective alignment of features, and applies a max-pooling symmetric function to extract order-independent global features. In order to extract the local structures and features of the point cloud, Qi et al. propose PointNet++ [26], based on PointNet, in which the local features are up-sampled into higher levels hierarchically.

In recent years, several studies have explored local structures to enhance feature learning [27–29] or project irregular points into a regular space to apply traditional CNN [30,31]. Considering the importance of the local characteristics of point clouds, other recent methods such as self-organizing networks (SO-Net) [29], similarity group proposal networks (SGPN) [32] and PointCNN [33] combine the spatial distribution of the inputted point clouds. However, they fail to fully exploit the structural relations among local sub-clouds. To solve this problem, Zhao et al. [16] made improvements to the 2D capsule network [15] to design a 3D capsule network that respects the structural relationships of the parts of the point cloud. Inspired by the 3D capsule network, this paper designed a capsule-based network for feature extraction and pose regression from hand point clouds.

2.2. Hand Pose Estimation

The task of hand pose estimation is to acquire hand joints or hand shapes from 2D or 3D hand data such as 2D images, depth images, point clouds, etc. The studies of hand pose estimation from 3D data have made great progress in recent years, along with the development of depth sensors [34,35]. These studies are mainly based on three models, which are generative models [35–39], discriminative models [5,10–12,40,41] and hybrid models, separately [42–44]. Generally, hand pose estimation methods can be divided into three categories: generative methods [35–39], discriminative methods [5,10–12,40,41] and hybrid methods [42–44]. Generation methods select the most suitable
hand model for the observations among the generated hand models. Discriminant methods learn to map from the depth image to the hand pose. Hybrid methods are the combination of generative methods and discriminative methods. In this section, we mainly discuss discrimination methods based on deep neural networks.

Tompson et al. [5] first apply CNN to hand pose estimation. They use CNN to extract features and generate heatmaps for joint positions and then apply Inverse Kinetics to get the hand pose in the heatmap. However, this method can only predict the 2D position of the hand joints and the 3D spatial information of the point cloud will be lost in the 2D heatmap. In a later work, Zhou et al. [45] apply CNN to get the hand joint angles and regress 3D hand poses through embedded kinematic layers. Ge et al. [7] transform point clouds into 3D volumes and use 3D-CNN to regress the 3D hand pose. Choi et al. [46] use geometric features as additional inputs to estimate 3D hand poses. However, none of these methods directly take the point cloud as the input of the neural network. Ge et al. [8] propose Hand-PointNet, which regress 3D hand poses from hand point clouds directly, and design a fingertip thinning network to refine fingertip positions. Inspired by So-net [29], Chen et al. [13] propose SO-HandNet, which uses unannotated data to obtain accurate 3D hand pose estimations in a semi-supervised manner. The above studies make a positive contribution to discriminant-based hand pose estimation. However, the structural relationship information in hand point clouds is not fully utilized in most of these methods. In this paper, the proposed Capsule-HandNet exploits the structural relationships in hand point clouds based on a capsule and dynamic routing.

3. Methodology

This paper proposes an end-to-end hand pose estimation network which takes hand point clouds as inputs and outputs locations of 3D hand joints based on structural relationship information. As shown in Figure 2, first of all, a set of 3D points are transformed from the hand depth image and are normalized in an Oriented Bounding Box (OBB) [47]. The hand feature encoder takes the standardized hand point clouds as inputs and uses PointNet [25] to extract features from it. Then, these features are sent into multiple independent convolutional layers. After max-pooling, these features are concatenated to the primary point capsules (PPC). Finally, dynamic routing is used to cluster the PPC into the latent capsule. Symmetrically, a feature decoder is utilized to recover the hand point cloud to enhance the representation of the latent capsule. The decoder recovers hand point sets from the latent capsule. The decoder endows the latent capsules with random 2D grids and applies MLPs to generate multiple point patches. Finally, these patches are aggregated to get the hand point cloud. To estimate the hand pose, the hand pose regression takes the latent capsule as an input and aggregates a global representation by PointNet and max-pooling. Then, the combined feature is sent into FC layers to regress the hand pose. The implementation details of Capsule-HandNet, including the preprocessing of hand point clouds, the mechanism of capsule-based hand feature extraction, the latent capsule auto-encoder and hand pose regression are introduced in the following sections.

Figure 2. The architecture of Capsule-HandNet.
3.1. Hand Point Cloud Preprocessing

Because of the diversity in the orientation of hands, it is necessary to normalize the hand point clouds to a canonical coordinate system. The input point clouds are sampled to \( N \) points first, where \( N \) is set as 1024. Similar to PointNet \([25]\), the sampled 3D point cloud is normalized by the OBB. The OBB Coordinate System (OBB C.S) is determined by principal component analysis on the 3D coordinates of the input point and is aligned with the eigenvectors of the covariance matrix of the input points. Then, the original point locations in the camera coordinate system are transformed to normalized OBB C.S, where the orientation of point clouds is more consistent.

3.2. Capsule and Dynamic Routing

The concept of capsule was first proposed by Hinton \([15]\) and has been widely used in 2D and 3D deep learning \([16]\). Generally, the capsule is a set of vectors. The length of a capsule represents the probability of the existence of an entity, and the direction represents the instantiated parameters, such as hand position, size, direction and shape. The forward propagation of the capsule network is actually the propagation from the lower-level capsule to the higher-level capsule. Each lower-level capsule delivers learned and predicted data to the higher-level capsule. If multiple predictions agree, the higher-level capsule becomes active. This process is called dynamic routing. With dynamic routing iteration, the information learned by high-level capsules becomes more and more accurate.

When applying a capsule network to hand point clouds, Capsule-HandNet takes hand point clouds as inputs and extract features with MLP. The extracted features are max-pooled and concatenated to form the primary point capsule (PPC). Finally, the PPC is clustered into the final latent capsules with dynamic routing.

3.3. Hand Pose Estimation Network

Capsule-HandNet takes a set of normalized points \( X = \{x_i\}_{i=1}^{N} = \{(h_i, n_i)\}_{i=1}^{N} \) as inputs and outputs the regressed hand joints \( J = \{j_m\}_{m=1}^{M} = \{(x_m, y_m, z_m)\}_{m=1}^{M} \), where \( h_i \) is the coordinates of hand points, \( n_i \) is the normal 3D surface, \( j_m \) is the coordinate of the \( m \)-th joint, \( N \) is the number of input points, and \( M \) is the number of hand joints.

**Hand pose latent capsule:** In this network, the latent capsule is a high-level representation of the hand feature. As shown in Figure 2, the normalized \( N \times C \) input point cloud is mapped to high dimensional space by PointNet \([25]\). The \( N_p \) multiple independent convolutional layers make sure of the diversity of hand feature learning. After max-pooling multiple features to a 1024-dim global latent vector space, the squash function \([15]\), a special non-linear activation function, is adopted to ensure the length of the output vector representing the probability of the hand feature. The output vector is called capsule and the squash function is denoted as

\[
v_j = \frac{\|s_j\|^2}{1 + \|s_j\|^2} s_j
\]

where \( v_j \) is the capsule output and \( s_j \) is the vector input. Then, these representations are concatenated into a set of \( N_p \times 1024 \) vectors named PPC. Finally, the unsupervised dynamic routing is used to embed the PPC into the latent capsule (\( N_l \times 64 \)). With the guidance of dynamic routing, the latent capsule reflects the structural relationships among the hand parts.

**Latent capsule auto-encoder:** An auto-encoder procedure is designed in the network to enhance the latent capsule for hand pose regression, as shown in Figure 3. The 1024-dim features are extracted from the input point cloud by PointNet \([25]\)-based layers and are concatenated to generate the PPC. Then, the latent capsule is clustered by dynamic routing. This process can be seen as a encoding process of the hand feature. To improve the performance of the encoder, a decoder is designed symmetrically. As in Figure 3, the decoder takes the latent capsule as an input and employs MLP to reconstruct a patch of points. Different from employing a single MLP to recover points in PointNet, the latent capsule is
duplicated \( m \) times and is appended with a unique randomly 2D grid \([48]\). Each grid can be folded to the special 3D object surface of a local area with independent MLPs. Finally, the output patches are glued together to form the whole hand point cloud. Since the size of the recovered object is not required to be the same as the input in Capsule-HandNet, the Chamfer distance \([16]\) and Hausdorff distance \([49]\) are applicable as the metrics for comparing two shapes in this case. Hence, a symmetric Chamfer distance metric is adopted as the loss function for network optimization to minimize the gap between the recovered object and original point cloud, denoted as

\[
d_{CH}(X, \hat{X}) = \frac{1}{|X|} \sum_{x \in X} \min_{\hat{x} \in \hat{X}} \|x - \hat{x}\|_2 + \frac{1}{|\hat{X}|} \sum_{\hat{x} \in \hat{X}} \min_{x \in X} \|x - \hat{x}\|_2, \quad (2)
\]

where \( X \in \mathbb{R}^3 \) is the input hand point cloud and \( \hat{X} \in \mathbb{R}^3 \) is the recovered object. With this auto-encoder process, the latent capsule can be optimized before the following regression phase.

**Hand pose regression:** As shown in Figure 2, to estimate the hand pose, the latent capsule is mapped to a 1024-dim higher dimensional space. Then, a max-pooling layer is employed to get the global feature. Since the latent capsule represents multiple features that are learned from PPC, the global feature is duplicated \( N_l \) times to ensure that it is concatenated with the latent capsule. The \( N_l \times 1088 \) combined features are forwarded into a shared, fully connected layer to ensure each channel is the same size. Then, max-pooling is applied to fuse the redundant information. Finally, a set of fully connected layers are adopted to regress the hand pose. In the training phase, Euclidean distance is employed for the network optimization to minimize the hand joint loss. The objective function is denoted as

\[
Loss_E(X, G) = \frac{1}{N} \sum_{i=1}^{N} (\|g_i - F(x_i)\|^2) + \lambda \|\omega\|^2, \quad (3)
\]

where \( X \) is the input of the normalized point cloud; \( G \) is the ground truth of hand joints; \( x_i \) is the \( i \)-th input of normalized point cloud; \( g_i \) is the corresponding ground truth of hand joint; \( F \) represents the hand pose regression network; \( F(x_i) \) is the predicted coordinate of hand joint; \( N \) is the number of input points; \( \lambda \) is the regularization strength; \( \omega \) represents the network parameter.

**Figure 3.** The architecture of the auto-encoder in Capsule-HandNet.

4. Experiments

In this section, several experiments are conducted to evaluate the performance of Capsule-HandNet. At first, the datasets and settings of the experiments are introduced. Then, the results of evaluations on public datasets and comparisons with state-of-the-arts are reported. After that, some ablation studies are designed to analyze the impact of components in Capsule-HandNet. Moreover, the runtime and model size of Capsule-HandNet are reported. The training and testing program was implemented in Pytorch, and the corresponding code is available from our community site (https://github.com/djzgroup/Capsule-HandNet).
4.1. Datasets and Settings

Experiments for Capsule-HandNet are conducted on two commonly used datasets for hand posed estimation: the ICVL dataset [3] and the MSRA dataset [4]. The ICVL dataset contains about 24 K frames (about 22 K training frames and 1.6 K testing frames) collected from 10 subjects captured by depth camera. The ground truth of the hand pose in each frame is indicated by 16 annotated hand joints (1 palm joint and 15 finger joints, 3 joints per finger). The MSRA dataset contains about 76 K frames. These frames are collected from 9 subjects and there are 17 gestures for each subject. The ground truth of the hand pose in each frame is indicated by 21 annotated hand joints (1 palm joint and 20 finger joints, 4 joints per finger). The Capsule-Handnet is trained on 8 subjects and is tested on the remaining subject.

The performance of Capsule-HandNet is evaluated by two commonly used metrics for the hand pose estimation task: the mean per-joint error and the fraction of frames. Mean per-joint error indicates the mean error between each joint and corresponding ground truth as well as the mean error of all joints. The fraction of good frames is a stricter metric. This indicates the proportion of frames whose errors are within a certain threshold. The threshold means the maximum error allowed for the ground truth.

**Implementation settings:** For network settings, the number of sampled points is 1024 and the size of PPC is $16 \times 1024$. The size for the latent capsule is set at $64 \times 64$. For training the network, an Adam optimizer is employed with an initial learning rate of 0.0001, a batch size of 32 and a regularization strength of 0.0005.

**Experimental configuration:** The hardware environment of experiments is Intel Core i5-10500 + RTX 2080TI + 32 GB RAM, and the software environment is Ubuntu16.04 x64 + CUDA 10.1 + cuDNN 7.4 + Python3.6.

4.2. Comparisons with State-of-the-Art Methods

Capsule-HandNet is compared with some of the state-of-the-art methods, including multi-view CNNs [6], LRF [3], the Deep Model [45], DeepPrior [40], DeepPrior++ [12], Crossing Nets [50], HBE [51], 3D CNN [7], V2V PoseNet [10], So-HandNet [9], LSN [52], Hierarchical [4], REN [53]. The fraction of frames and the per-joint mean error distances of different methods in MSRA and ICVL datasets are presented in Figures 4 and 5, respectively. The results of some methods are obtained from trained models available online [3,9,12,40,52,53] and others are cited from corresponding papers [4,6,7,10,45,50,51].

For the MSRA dataset, as shown in Table 1, the proposed Capsule-HandNet achieves a low mean joint error on the test dataset of 8.85 mm. Compared to other methods, Capsule-HandNet shows a large improvement, except for V2V-PoseNet [10]. Considering that [10] is a voxel-based method, our method is more advantageous in terms of runtime (details about the runtime of our method are discussed in Section 4.4). Figure 4 (left) shows the proportion of good frames over different error thresholds in the MSRA dataset. Our method outperforms other methods in most of the error thresholds. When the error threshold is between 15mm and 20mm, our method is about 10% to 20% better than other methods.
Figure 4. Comparisons of fraction of frames on MSRA (left) and ICVL (right) datasets.

Table 1. Comparisons with state-of-the-art methods on the MSRA dataset.

| Method                  | Mean Joint Error (mm) |
|-------------------------|-----------------------|
| Hierarchical [4]        | 15.2                  |
| Multi-view CNNs [6]     | 13.1                  |
| Crossing Nets [50]      | 12.2                  |
| 3D CNN [7]              | 9.6                   |
| DeepPrior++ [12]        | 9.5                   |
| Capsule-HandNet (Ours)  | 8.85                  |
| V2V [10]                | 6.3                   |

For the ICVL dataset, as shown in Table 2, the mean joint errors of other methods are from 7.6 mm to 12.6 mm, which are larger than the 7.49 mm of Capsule-HandNet. As shown in Figure 4 (right), our method outperforms other methods on most error thresholds. In particular, on the thresholds from 30 mm to 50 mm, the performance of our method is obviously superior.

Table 2. Comparisons with state-of-the-art methods on the ICVL dataset.

| Method                  | Mean Joint Error (mm) |
|-------------------------|-----------------------|
| LRF [3]                 | 12.6                  |
| DeepModel [45]          | 11.6                  |
| DeepPrior [40]          | 10.4                  |
| Crossing Nets [50]      | 10.2                  |
| Hierarchical [4]        | 9.9                   |
| LSN [52]                | 8.2                   |
| DeepPrior++ [12]        | 8.1                   |
| So-HandNet [9]          | 7.7                   |
| REN [53]                | 7.6                   |
| Capsule-HandNet (Ours)  | 7.49                  |

For the mean error distances shown in Figure 5, on both MSRA and ICVL datasets, our method achieves the smallest mean error distances for most of the hand joints. Specifically, Capsule-HandNet outperforms the multi-view method [6] and the 3D CNN [7] method on the MSRA dataset. On the ICVL dataset, Capsule-HandNet also outperforms or is on par with other methods on the whole. Compared to errors in finger root joints, errors in the tips are larger.
Figure 5. Comparisons of per-joint mean error and overall mean error on MSRA (left) and ICVL (right) datasets (R: root, T: tip).

Figure 6 shows the visualization results of Capsule-HandNet on ICVL (left) and MSRA (right) datasets. The 3D hand joint locations estimated by Capsule-HandNet are very close to the ground truth, as shown in the figure, which demonstrates that the network is able to deal with complicated hand structures and obtain accurate hand joints.

4.3. Ablation Study

In this section, extensive experiments are designed to show the impacts of critical components in Capsule-HandNet. Figure 7 shows varied strategies for hand pose estimation to demonstrate the impacts of the latent capsule and feature combination in the regression phase, respectively. All ablation studies are conducted on both the MSRA and ICVL datasets.
(a) Baseline. Hand pose is regressed from PPC without latent capsule and feature combination.

(b) Hand pose is regressed from latent capsule without feature combination.

(c) Hand pose is regressed from combined feature without latent capsule.

(d) Capsule-HandNet. Hand pose is regressed from latent capsule with feature combination.

**Figure 7.** Strategies of hand joints regression for ablation studies.

**Table 3.** Ablation study of ICVL dataset and MSRA dataset.

| Method | Component | MSRA | ICVL |
|--------|-----------|------|------|
| (a)    | ✓         | 13.50 (mm) | 9.85 (mm) |
| (b)    | ✓         | 10.37 (mm) | 8.42 (mm) |
| (c)    | ✓ ✓       | 13.12 (mm) | 9.78 (mm) |
| (d)    | ✓ ✓       | 8.85 (mm)  | 7.49 (mm) |
4.4. Runtime and Model Size

The experimental results using a single GPU (RTX 2080TI) show that Capsule-HandNet achieves an outstanding performance with a runtime speed of 223.7fps, which indicates that this network has advantages for real-time applications. The testing time of Capsule-HandNet is 12.21 ms on average. Specifically, the hand feature encoding time is 6.705 ms and the hand pose regression time is 5.535 ms. In addition, since the hand feature encoder of Capsule-HandNet needs multiple MLP networks to extract potential capsules, the size of the encoder is relatively large—264MB. The size of the hand pose regression network is 12 MB in total.

5. Conclusions

In this paper, a novel network is proposed for 3D hand pose estimation from point clouds. The proposed network, namely Capsule-HandNet, is the first work that exploits the structural relations among local parts for hand pose estimation via a capsule. In the network, hand features are encoded into a latent capsule and an auto-encoder is designed to optimize the latent capsule by recovering the inputted hand point cloud. The generation of a capsule by dynamic routing explicitly extracts the structural relationship information from the hand point cloud. With the latent capsule, accurate 3D hand poses can be regressed from combined features by a simple regressor in Capsule-HandNet. Experiments are conducted on public datasets and the results show that Capsule-HandNet achieves a superior performance, which demonstrates that hand features with structural relationship information are beneficial for 3D hand pose estimation. Capsule-HandNet could be adopted for many applications related to hand pose recognition, such as gesture interactions for remote controls, human computer interactions in virtual environments and virtual reality, etc. In future, we plan to optimize our network \cite{8,54,55}, deploy our network in more scenarios, such as human pose estimation \cite{56} and video object processing \cite{57,58}, and make the network adapt to diverse types of 3D data \cite{59}.
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