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ABSTRACT

GPU compilers are complex software programs with many optimizations specific to target hardware. These optimizations are often controlled by heuristics hand-designed by compiler experts using time- and resource-intensive processes. In this paper, we developed a GPU compiler autotuning framework that uses off-policy deep reinforcement learning to generate heuristics that improve the frame rates of graphics applications. Furthermore, we demonstrate the resilience of these learned heuristics to frequent compiler updates by analyzing their stability across a year of code check-ins without retraining. We show that our machine learning-based compiler autotuning framework matches or surpasses the frame rates for 98% of graphics benchmarks with an average uplift of 1.6% up to 15.8%.
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1 Introduction

The benefits of compiler optimizations often depend on characteristics of the code and the capabilities of the target hardware. For example, an optimization that reorders instructions to increase the number of overlapped loads can often speed up execution. However, as the number of parallel threads increases, this optimization can exceed hardware limits and slow down execution. Often, compiler optimizations are controlled by complex decision functions, typically referred to as heuristics, that are hand-crafted by experts. As the number of code optimizations in production compilers has grown, compiler writers have sought ways to automate the process of tuning these heuristics through autotuning - a technique used to explore code optimizations based on an objective function.

As shown in Figure 1, we separate standard autotuning frameworks into "black box" or "glass box" paradigms. "Black box" compiler autotuning frameworks inject pragmas and code optimization flags to externally tune options to maximize performance for a hardware target. In this paradigm, the learning agent (e.g., a human expert or computational model) is external to the compiler. However, this limits the benefits of a well-tuned solution when new code is introduced in production as the learning agent is often not shipped with the compiler. Alternatively, "glass box" compiler autotuning frameworks integrate the learning agent in the compiler, where a well-trained solution can act on new code introduced when deployed in a production setting.
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Figure 1: Compiler Autotuning Frameworks. The “black box” framework injects code optimization flags to externally tune options for a hardware target. Alternatively, the “glass box” framework integrates the learning agent in the compiler to act directly on the intermediate representation (IR).

As such, we have focused on two problems under this “glass box” paradigm: (1) learning stable GPU compiler heuristics through reinforcement learning-based (RL-based) autotuning and (2) deploying these trained models as heuristics in production compilers. To our knowledge, this is the first ML-based autotuning framework used to learn, integrate, and deploy heuristics in a production GPU compiler. Below, we summarize our contributions:

1. We formulated production GPU compiler autotuning as an off-policy reinforcement learning problem to maximize the reuse of performance data in a production setting (Section 3).
2. We designed an autotuning framework that addresses both the unique complexities that arise when optimizing for multi-threaded hardware as well as the stability required of deployed learned heuristics in constantly evolving production compilers (Section 4).
3. We applied our framework to a unique compiler optimization over two GPUs and deployed the resulting models in the production AMD Radeon™ Software graphics compiler (Section 5).
4. We show the inherent resilience of our trained models to software updates by analyzing the stability of our deployed compilers heuristics over a year of production code check-ins without retraining (Section 5).

2 Background

One could be guaranteed to find the optimal heuristic settings by exhaustively searching the code optimization space using iterative trial-and-error. However, the cost of these experiments quickly becomes a limiting factor as graphics benchmarks have non-trivial runtimes and production compilers are constantly evolving. In practice, standard approaches to compiler heuristic autotuning follow expert-driven or machine learning-based (ML-based) strategies. Using expert-driven autotuning, compiler optimizations are controlled by heuristics typically hand-tuned over a focused subset of representative benchmarks that are selected and analyzed by compiler (or hardware) experts. This approach requires a significant amount of expertise as optimizations become more complex and may fail to exploit complex high-dimensional patterns. Alternatively, machine learning offers a robust means of automatically learning non-linear decision functions in high dimensional spaces. This makes it an ideal fit for compiler autotuning problems, where the space to tune a single compiler optimization heuristic is non-linear with many local minima and can vary across target hardware. Given a representative and accurately labeled dataset, ML-based autotuning can generalize to new programs easier and be re-tuned for new hardware faster. In a “glass box” compiler autotuning framework, these learned models are later integrated into the compiler to control code optimizations as heuristics.

2.1 Production GPU Compiler Autotuning

Modern graphics applications such as computer games contain dedicated kernels, referred to as shaders, that concurrently execute as pipelined functions when rendering a frame. The frames rendered by these applications represent views of a virtual 3D scene defined by complex geometry, material properties, and light sources. The shader pipelines used to render these frames are designed to project the geometric primitives of the 3D virtual scene (e.g., points, lines, and triangles) onto the 2D screen and calculate the color and opacity of each pixel. These shaders are written in a high-level device-independent language which makes use of a large, filtered look-up table parameterized by a collection of multi-dimensional arrays referred to as resources. Often, before the application ships, these shaders are compiled by a front-end compiler into device-independent byte code. Later, these byte codes are separately used as inputs to a supplied driver which then translates them into machine-dependent byte codes to finally be compiled by the back-end compiler into a target-specific instruction set architecture (ISA). The ISA and dynamic resource information is then
We address this problem of per-shader code optimization under the unique conditions that arise from production GPU compiler autotuning.

Recent work has tried to capture dynamic information to guide program optimization\(^3\); however, neither resource information nor concurrently executing shader pipelines are known to the back-end compiler at compile time. Consequently, heuristics controlling code optimizations are simplified by assuming that speeding up each program individually leads to speed-ups on the application globally. While this is often true for single-threaded applications, GPU graphics applications are highly parallel multi-threaded optimization problems where programs execute concurrently and compete for shared hardware resources. In this environment, focusing on improving the execution time of an individual program in isolation will not always lead to speed-ups on the application globally. Allocating resources either detracts from the shared pool or reduces the ability for multiple programs to run concurrently.

In this paper, we view the back-end compiler and driver as a single object. As such, we refer to both the back-end compiler and the driver as "the compiler". The non-deterministic nature of graphics applications, the multi-threaded execution model of the GPU, and the constant evolution of production software introduce unique complexities on top of standard compiler autotuning problems. We summarize these complexities as follows:

1. **Decisions made by the front-end compiler cannot be undone.** Different front-end compilers can generate radically different byte code, all of which have to be supported and optimized by the back-end compiler.

2. **There are many opportunities for parallel processing that are difficult to account for.** The unpredictable cost of executing each shader and the constraints on the order of their execution introduce dynamic dependencies that complicate parallel implementations.

3. **The computational and bandwidth requirements can vary significantly depending on the behavior of shaders and properties of a scene.** The compiler has very little insight into this; for example, if the same shader is used in multiple pipelines, the compiler typically cannot optimize them differently in each pipeline.

4. **The frequency of production compiler updates can change and inadvertently destabilize tuned heuristics.** As production compilers are updated, their intermediate representation (IR) of each shader can change. As such, heuristics deployed in production compilers need to be robust to these shifts in compiler IR.

We address this problem of per-shader code optimization under the unique conditions that arise from production GPU compiler autotuning.

### 2.2 Supervised Learning

The majority of ML-based autotuning frameworks focus on supervised learning (SL) approaches to fit a predictive model to labeled data. This strategy has provided state-of-the-art performance in the field of compiler autotuning\(^6\)\(^7\)\(^8\)\(^9\)\(^10\)\(^11\). Under the SL training paradigm, inputs to the model are derived from characteristics of program code and/or the target hardware while labels are derived from performance measurements. However, the success of SL on discriminative tasks is reliant on the quality of the training dataset\(^12\)\(^13\)\(^14\). As shown by Zhang et al.\(^13\), DNNs can fit to entire training sets even in the presence of corruption, which leads to poor generalizability when deployed in the real world. In the scope of GPU compiler autotuning for real-world graphics applications, accurate labels derived from frame rates or execution times are either unknown or become computationally intractable to determine with the non-deterministic multi-threaded execution model.

### 2.3 Reinforcement Learning

Unlike SL, reinforcement learning (RL) algorithms do not rely on accurate pre-determined labels, but rather on a reward signal received from interacting with an environment by observing states and selecting actions in accordance to a decision function, as shown in Figure\(^2\). The decision function, referred to as a policy, is used to map states to actions and, in deep reinforcement learning (DRL), can be modeled using a DNN. The DRL training process aims to optimize an objective function by trial-and-error using reward signals generated by the environment to guide parameter updates\(^15\). The objective under this paradigm is to learn a policy (\(\pi\)) that maximizes the cumulative expected rewards for a sequence of states, typically referred to as a trajectory (\(\tau\)). The "state, action, reward" tuples are generated through a controlled feedback loop between the policy and the environment.

RL algorithms are typically applied to sequential decision-making problems but have been shown to achieve high performance in single-time step domains such as classification or detection tasks\(^16\)\(^17\). Unlike SL algorithms which train on large static datasets, RL algorithms often dynamically collect data throughout training\(^2\). As discussed further in

---

\(^2\)It is important to note that there are cases in which supervised learning algorithms train on dynamically changing datasets - online learning strategies, for example. There are also applications where reinforcement learning learn entirely on static datasets.
Section 7 select previous works approach compiler autotuning using DRL [18, 19, 20, 21]. Here, states are derived from characteristics of program code, actions are applied code optimizations or heuristic settings, and rewards are derived from performance measurements.

### 2.3.1 Q-Learning

Q-Learning is a simple, computationally efficient RL strategy that learns how to act optimally by iteratively improving evaluations of the quality of particular actions at particular states, often referred to as state-action pairs [22]. In discrete action spaces, these evaluations are stored in a data structure often referred to as a Q-table, where the value of each state-action pair is calculated using the expected cumulative reward discounted by a time factor ($\gamma$) when taking action $a$ in state $s$ using policy $\pi$, as shown in Eq. 1. Here, each element is interpreted as the estimated value of a given action at a given state when following policy $\pi$ through trajectory $\tau$. When greedily following the Q-table, an agent chooses the sequence of actions that maximize the expected reward from initial state $s_0$. Watkins et al. [22] prove in detail that, in discrete action spaces, Q-learning converges to the optimal values of state-action pairs with probability 1 given that all state-action pairs are repeatedly sampled. These optimal values constitute the optimal Q-table, often referred to as $Q^* (s, a)$, and are interpreted as the expected cumulative discounted reward when following the optimal policy $\pi^*$ through a trajectory $\tau$ of size $T$.

$$Q^\pi (s, a) = \mathbb{E}_{s_0, a_0} \left[ \sum_{t \in \tau} \gamma^t r_t \right]$$  \hspace{1cm} (1)

![Supervised Learning (SL) vs. Reinforcement Learning (RL)](image)

Figure 2: **Supervised Learning (SL) vs. Reinforcement Learning (RL).** Under a SL paradigm, a predictive model is fit to labeled data previously collected to represent a target environment. Under a RL paradigm, a decision function is trained to select the action for a given state that maximizes the expected reward through trial-and-error interactions with a target environment.

### 3 Problem Formulation and Solution Overview

Standard DRL algorithms are active learning processes which requires frequent interaction with a stationary environment [24]. Throughout the trial-and-error training process, the data collected when interacting with the environment using the current policy can only be used to update internal parameters once [15]. As such, when the policy changes (or the environment changes), the data can no longer be used. By continually discarding old data, this class of learning algorithms, referred to as "on-policy" DRL, is sample inefficient [15]. Gleeson et al. [25] show that on-policy algorithms are at least 3.5x more simulation-bound than off-policy algorithms. If we were to use on-policy DRL for GPU compiler autotuning, the system would be heavily bottlenecked by the duration of graphics benchmarks, which can each run several minutes. With the frequency of production compiler updates and as the number of code optimizations under consideration increases, the detrimental impact of this bottleneck exponentially increases.

Alternatively, "off-policy" DRL algorithms learn from previously collected data without reliance on frequent interactions, even with updated policies in non-stationary environments. For this reason, we focus on off-policy DRL for GPU compiler autotuning and separate data collection and model training to inexpensively leverage pre-existing performance automation workflows to build offline datasets to train on. However, without corrective feedback, off-policy reinforcement learning strategies are notoriously instable and sensitive to hyperparameter tuning [24, 26]. To both reintroduce corrective feedback and alleviate data collection bottlenecks, we introduce the Q-learning strategy discussed in Section 4 that decouples data collection and model training to each run continuously in a controlled feedback loop.

---

3 In domains with continuous action spaces, this is often referred to as a $Q$-function and modeled using a DNN [23]
3.1 Problem Formulation

The goals of our RL-based GPU compiler autotuning training strategy are: (1) to determine the heuristic setting for a given shader that yields the highest average frame rate increase over a target set of graphics applications; and (2) to deploy the learned decision function as a compiler heuristic that is stable in the presence of frequent code changes. To this end, we define the following:

Environment: Unlike standard DRL problems, which assume a stationary environment, frequent code changes create a dynamic environment that is non-stationary, although the target hardware is static. As such, we refer to the target hardware and the dynamically changing production compiler as the non-stationary environment $\mathcal{E}$. We refer to a compiler built at revision $t$ as $\mathcal{E}_t$ such that $\mathcal{E}_t \in \mathcal{E}$, where $t$ is a time step measured in code check-ins.

States: We derive the state $(s)$ from the compiler intermediate representation (IR) of a shader as further described in Section 4.2. In production, as the compiler is updated, the same shader may be compiled into different IR and, therefore, many possible states.

Action: We define the action $(a)$ as the heuristic setting applied to the IR during compilation. We define the actions taken when greedily following the optimal policy $(\pi^*)$ as the optimal action $(a^*)$, further described in Section 4.3.

Rewards: We derive the reward $(r)$ from the observed frame rate when taking action $a$ for state $s$, further discussed in Section 4.1.2.

Trajectory: Because the compilation strategy of modern GPU compilers addresses each shader program in isolation, we define each trajectory $(\tau)$ as a single time-step Markov decision process (MDP) such that $\tau_i = \{s_i\}$.

Policy: We refer to the decision function that maximizes the expected frame rate improvement over a given set of graphics applications $\mathcal{A}$ executed in environment $\mathcal{E}_t$ as the optimal policy $(\pi^*)$. Our decision policy $(\pi_\theta)$ throughout training is modeled using a DNN with learnable parameters $\theta$. We interpret this decision policy as the probability of taking action $a$ for a given state $s$ such that $\pi_\theta (a|s)$.

3.2 Solution Overview

We introduce the training strategy depicted in Figure 3 and detailed in Section 4.3 to generate GPU compiler heuristics using an off-policy reinforcement learning (RL) algorithm based on $Q$-learning. The training objective under this paradigm is to find the optimal $Q$-table that maximizes the expected frame rate improvement when applying heuristic setting $a$ to a given state $s$. The inference objective is to then fit a DNN decision policy $(\pi_\theta)$ to the empirically estimated optimal policy $(\pi^*)$ by learning the set of parameters $\theta$ that minimize its divergence from $\pi^*$. Once trained offline, the learned inference model is then integrated directly into the compiler to act as a heuristic decision function. For clarity, we differentiate between decision policy $\pi_\theta (a|s)$ and behavior policy $\pi_\beta (a|s)$. We define the behavior policy $\pi_\beta$ as the inference model counterpart to $\pi_\theta$, where the parameters of $\pi_\beta$ are pre-trained and frozen from the decision policy. Whereas the decision policy is iteratively updated throughout training, the behavior policy is frozen at inference time.

4 RL-based GPU Compiler Autotuning

The non-trivial cost of running a GPU graphics benchmark requires an autotuning framework that is both robust to an evolving compiler and generalizable across an application suite. To learn stable heuristics, our RL-based GPU compiler autotuning framework, given by Algorithm 1 and depicted in Figure 3, consists of three modules pipelined in a controlled feedback loop - continuous integration, data collection, and model training. Starting from a randomly initialized decision policy $(\pi_\theta)$, we use continuous integration (CI) to deploy the behavior policy $(\pi_\beta)$ as a heuristic in the latest production compiler (see Section 4.1). We then collect the observed performance measurements and intermediate representations (IR) of the shaders in each graphics benchmark in our set of applications $\mathcal{A}$ (see Section 4.2). After updating (or expanding) the $Q$-table, we train $\pi_\theta$ to approximate the empirically optimal decision policy $(\pi^*)$ to maximize the expected frame rate over $\mathcal{A}$ (see Section 4.3). The learned parameters of $\pi_\theta$ are periodically used to update $\pi_\beta$ to be deployed as a heuristic in the latest compiler using CI to restart the feedback loop.

4.1 Continuous Integration

Continuous integration (CI) is the large-scale software engineering practice of merging developers’ working source code revisions into a shared mainline. Standard practice adopts a development strategy of merging these changes several times a day. As such, the development of production-level compilers is fast paced, which can lead to significant changes in resulting code as discussed further in Section 5.1. Standard ML-based autotuning efforts fit the decision function
Figure 3: **RL-based GPU Compiler Autotuning Framework.** Our RL-based compiler autotuning framework combines deep reinforcement learning (DRL) with continuous integration (CI) to deploy trained models as heuristics in production compilers.

**Algorithm 1: RL-based GPU Compiler Autotuning**

**Result:** \( \pi^{(N)}_\beta \)

Randomly initialize \( \pi_\theta \);

Initialize an empty \( Q \)-table;

**while** \( i < \text{numIterations} \) **do**

- Copy learned parameters of \( \pi_\theta \) to \( \pi^{(i)}_\beta \) (Section 4.1);
- Integrate \( \pi_\beta \) into the latest compiler (Section 4.1.1);
- Get states and performance measurements over \( \mathcal{A} \) (Section 4.2);
- Update (or expand) the \( Q \)-table based on the observed performance measurements (Section 4.3.1);
- Convert the empirical \( Q \)-table to probabilities \( \pi^*(s, a) \) (Section 4.3.1);
- Train \( \pi_\theta(a|s) \) to approximate \( \pi^*(s, a) \) (Section 4.3.2);

**end**
Figure 4: **Machine Learning Compiler Phase.** The behavior policy ($\pi_\beta$) is deployed as a compiler heuristic to be applied directly to the IR. The state ($s$) is derived directly from the incoming IR to be analyzed by $\pi_\beta$. The model output is then used to determine the compiler action ($a$).

4.1.1 Inference Engine

Figure 4 depicts the compiler inference engine, where the behavior policy ($\pi_\beta$) is deployed as a compiler heuristic to be applied directly to the IR, before any machine-dependent optimizations. The state is derived from the incoming IR (see Section 4.2) to be analyzed by $\pi_\beta$ where the model output is then used to determine which heuristic setting can be optimally applied. Using continuous integration (CI) ensures $\pi_\beta$ is always integrated into the latest compiler for each performance run. As shown in Figure 3, each trial-and-error loop collects the derived static features and the applied compiler heuristic settings ($a$) for every shader as well as the observed frame rates ($r$) of every graphics application in our benchmark suite ($A$). These static features are derived from the incoming IR before the neural network forward pass and used to build each state ($s$).

4.1.2 Robust Reward Signals

The success of learning a stable policy that generalizes well to real-world data is dependent on an informative reward signal that reinforces desired behavior. Under a multi-threaded execution model, speeding up one shader can sometimes lead to significant performance degradation in another when co-executing programs compete for shared resources. Because our objective is to maximize the frame rate of graphics applications rather than reducing shader execution time, we define our reward signal ($r$) as the normalized change in frame rate observed when compared to the global default compiler actions. Given a baseline frame rate of $F_0$ and an observed frame rate of $F$, the reward function becomes the relative speed-up given by $\frac{F}{F_0}$. However, as compilers evolve, previously collected performance measurements become stale. We further discuss this in Section 4.3.1.

4.2 Data Collection

Approaches to representing source code for machine learning models can be split into static and dynamic techniques. Dynamic techniques rely on performance counters which offer a condensed summary of the program’s behavior at runtime and have been empirically shown to outperform methods relying strictly on static features alone [5,7]. However, dynamic performance counter information is expensive to collect and unrealistic in production compilers that do not have that information available at compile time. Alternatively, static techniques aim to form a representation directly from the source code itself. Recent works have drawn from the field of natural language processing to learn distributed representations of instructions for automated feature extraction [8,10,27,28,29,30]. While effective, these approaches can consume large chunks of memory and require more compute resources than are available in practice. To operate within the compute and memory constraints of production compilers, we capture fast, machine-independent features such as total instructions, number of basic blocks, and memory operations directly from the compiler IR at compile time. By doing so, we tightly represent the compiler IR of each shader as a fixed-length feature vector at compile time using only 44 input features. When running the model at 32-bit floating point precision, this only consumes 176 bytes. Table 1 provides a high-level summary of the categories of attributes used, each of which can be determined independently of target hardware.
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| # of basic blocks | # of vector instructions | # of scalar instructions | # of memory instructions | # of compute instructions | # of control flow instructions | # of registers used | # of work groups |
|-------------------|--------------------------|--------------------------|--------------------------|--------------------------|-----------------------------|-------------------|-----------------|

Table 1: Summary of Static Feature Categories Considered. Here, we provide a summary of the categories of static features considered when representing the incoming IR as a fixed-length feature vector.

### 4.3 Model Training

Unlike on-policy DRL algorithms, which require $\pi_\theta = \pi_\beta$, off-policy algorithms can learn from previously collected data independent of the behavior policy $\pi_\beta$ such that $\pi_\theta \neq \pi_\beta$. This allows data to be collected asynchronously and re-used throughout training iterations. In production systems, this is important since data collection does not bottleneck training and a decision policy can learn over historical revisions. However, as further discussed in Section 4.1, even mature production compilers are constantly changing. To deploy stable heuristics robust to changes in the compiler IR, we implement a DRL strategy based on $Q$-learning.

#### 4.3.1 Q-Learning for GPU Compiler Autotuning

Here, we formalize $Q$-tables for RL-based GPU compiler autotuning. Let $P(a|s; A)$ denote the probability that applying a heuristic setting ($a$) to a shader given its state ($s$) will maximize the expected frame rate over a set of applications ($A$). The optimal heuristic setting ($a^*$) is then the action that maximizes this conditional probability, as shown in Eq. (2).

$$a^* = \arg \max_a P(a|s; A)$$

Given that we have defined each trajectory as a single time-step MDP, the $Q$-table (see Eq. 1) under this formulation is independent of future sequences of states and actions. As shown in Eq. 3, the resulting value of each state-action pair can be simplified to its expected reward over $A$. The optimal decision policy $\pi^*(s, a)$ can then greedily follow this $Q$-table to maximize the expected reward. Alternatively, the joint probability distribution $\pi^*(s, a)$ can be derived from $Q(s, a)$ using the standard Boltzmann softmax operator, as given by Eq. 4, where $\rho$ is a temperature parameter such that $\rho \in (0, \infty)$. As $\rho$ increases, the derived policy moves towards a uniform distribution. As $\rho$ decreases, it moves closer towards the greedy policy given by Eq. 2.

$$Q(s, a) = \mathbb{E}[r|s, a; A]$$

$$\pi^*(a|s) = \frac{e^{Q(s,a)}/\rho}{\sum_{a_j} e^{Q(s,a_j)}/\rho}$$

As the compiler updates, performance measurements become stale. To account for this throughout training, we apply a discount ($\omega$) based on the change in time ($\Delta t$) as measured in code check-ins. As data is collected from the $n^{th}$ iteration, the $Q$-table values are updated using Eq. 5 if the state already exists in the data structure such that $s \equiv s_n$ and $a \equiv a_n$.

$$Q_n(s, a) = (1 - \alpha) \cdot \omega^{\Delta t} \cdot Q_{n-1}(s, a) + \alpha \cdot r_n$$

If the state has yet to be seen, it is initialized to the observed reward ($r_n$). Here, $\alpha$ is learning rate and $\Delta t$ is dependent on the rate of code check-ins over a given measurement of time. Note that $\alpha$ and $\omega$ are tuneable hyperparameters.

#### 4.3.2 Approximating the Optimal Policy

Compiler updates lead to changes in the IR which creates a non-stationary environment ($\mathcal{E}$). Because the shader state ($s$) is derived from the compiler IR, these changes produce more states, creating a dynamic $Q$-table in response to the non-stationary $\mathcal{E}$. As the compiler is updated, this $Q$-table would be too big to use as it expands with new state-action pairs. Additionally, a $Q$-table does not easily generalize to new states since it is a finite-state look-up table. As shown...
In Algorithm \[\pi(\theta)\] and depicted in Figure 3, we train \(\pi(\theta)\) to approximate the empirically optimal decision policy \(\pi^*(s,a)\) by minimizing the Kullback-Leibler divergence as given in Eq. 6. Note that \(\pi^*(s,a)\) is derived from the empirically estimated \(Q\)-table using Eq. 4, where the temperature parameter \(\rho\) can be decreased throughout training as the table converges to \(Q(s,a)\). The learned parameters of \(\pi(\theta)\) are periodically deployed as the behavior policy \(\pi_\beta\) to collect performance measurements and update the empirical \(Q\)-table using the DRL trial-and-error feedback loop.

\[
\mathcal{L} = D_{KL}(\pi_\theta || \pi^*)
\]  

5 Experimental Results

Performance gains seen on graphics applications from production compilers are typically the combination of smaller gains aggregated over several tuned heuristic optimizations. To realize these performance gains, expert-driven autotuning efforts often greedily focus resources on highly impactful shaders. However, this approach tends to only account for the top percentage of shaders in a graphics benchmark. Our framework for RL-based autotuning provides a means of automatically exploring more of the optimization space across all shaders in a benchmark application. We applied our RL-based autotuning framework to a compiler optimization and two GPUs to learn, integrate, and deploy stable heuristics in the production AMD Radeon™ Software graphics compiler.

5.1 Adapting to Production Compiler Development

The development of production-level compilers can lead to significant changes in generated code, resulting in a dynamic, non-stationary environment. As described in Section 3, we define our non-stationary environment as the target hardware and continuously updated production compiler. As shown Figure 6, the absolute percentage change in IR instructions...
Figure 7: Relative Increase in Q-table Size. The rapid pace of software development significantly impacts the state space over time. Updates to the production compiler throughout the DRL trial-and-error loop can cause the Q-table to grow when new states are derived from changes to compiler IR. Because the Q-table requires so much memory, we train \( \pi_\theta \) to approximate the optimal policy \( \pi^* (s, a) \) to be periodically deployed as \( \pi_\beta \) (see Section 4.1).

for a given shader can vary as much as 50% over the course of a year’s worth of compiler updates. This frequent change in IR results in a shift in the derived state \( s \) which incrementally increases the size of the Q-table. Figure 7 shows how the Q-table grows over a year’s worth of compiler updates. To avoid this overhead, we approximate the optimal policy \( (\pi^*) \) with a DNN decision policy \( (\pi_\theta) \) using the techniques discussed in Section 4.3.2.

5.2 Shader Wavefront Size Selection

The AMD RDNA™ graphics architecture supports wavefronts of either 32 or 64 work-items. The benefits of these two execution modes, which are intuitively referred to as wave32 and wave64, are dependent on dynamic properties of the shader such as divergence and memory access order. Running shaders concurrently further complicates optimizing a decision function. Taking bandwidth as an example, a wider wavefront can result in better performance if there is sufficient bandwidth to support memory accesses without cache misses. Narrower wavefronts can reduce the strain on bandwidth as the two memory accesses can be separated in time. However, system bandwidth is a dynamic resource consumed by shaders running concurrently. Thus, the optimal wavefront size choice is dependent on the dynamic environment of shaders executing concurrently throughout the course of a graphics application.

A compiler has no awareness of this dynamic information at compile time and is forced to make decisions off of static information alone. We applied our RL-based autotuning framework to improve the frame rate over a set of graphics applications by accurately selecting the optimal wavefront size for each shader at compile time. As described in Section 4.2, we represent shader state \( s \) as a fixed-length vector of static features derived from the compiler IR. For wavefront size selection, we constrain \( a \) to a binary action space such that \( a \in \{ \text{wave32, wave64} \} \). As described in Section 4.1.2, the reward signal \( r \) is derived from the observed change in frame rate with respect to the default behavior. The decision policy \( \pi_\theta \) is a resource-efficient, 3-layer feed-forward classifier with less than 20 KB of learnable parameters. As discussed in Section 3, the learned parameters are periodically integrated into the compiler as the behavior policy \( (\pi_\beta) \).

Applying our RL-based GPU compiler autotuning framework to optimizing shader wavefront size selection for AMD’s Radeon™ 6800 XT, the learned compiler heuristic matches or surpasses the frame rates in 98% of graphics benchmarks with increases of up to 15.8% and an average of 1.6%. The model converged in only 45 iterations through each of the benchmarks in the application suite. All experiments are run in a production AMD GPU graphics compiler using a benchmark suite of over 150 graphics benchmarks with an average of 230 unique shaders per benchmark. Figure 5 gives a histogram of the results.

5.3 Stability in Production Compilers

With the frequent changes to compiler IR, a model needs to be able to generalize to new generated code. A successfully trained model can be deployed without having to frequently update the learned parameters. We use the inverse of the rate of statistically significant regressions as a metric for the stability of our pre-trained networks when deployed as a heuristic in production compilers. We determine statistical significance using a 1-tailed t-test assuming a p-value of 5%. 
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Figure 8: Shader Wavefront Size Selection - AMD Radeon™ RX 5700 XT. We provide a histogram of the observed change in frame rate when enabling the RL-based compiler heuristic to select shader wavefront size within the production AMD Radeon™ Software graphics compiler across the suite of graphics applications executed on the AMD Radeon™ RX 5700 XT.

Figure 9: Stability in Production Compilers. We use the inverse of the rate of statistically significant regressions as a metric for the stability of our pre-trained networks when deployed as a heuristic in production compilers, where a value of 100% indicates no statistically significant regressions. We track this metric over a year of production compiler updates without retraining the deployed model.

Here, 100% network stability indicates that no benchmarks saw a significant regression when using the DNN as the wave size selection heuristic as compared to the default compiler behavior. Figure 9 shows how this stability metric changes over a year of production compiler updates without retraining the deployed model.

5.4 Generalizing Across Target Hardware

We use transfer learning to optimize wavefront execution mode selection for another GPU in the AMD Radeon™ family - the AMD Radeon™ RX 5700 XT. Rather than starting from a random initialization point, we use the final Q-table and accompanying behavior policy ($\pi_\beta$) from the previous experiment as the initialization point. In only 10 iterations over our set of graphics benchmarks, the learned compiler heuristic matches or surpasses the observed frame rates in 94.4% of graphics benchmarks with increases of up to 10.3% and an average of 1.5%. Figure 8 gives a histogram of the results. All experiments are run in our AMD production graphics compiler over 270 graphics benchmarks with an average of 230 unique shaders per benchmark.

6 Discussion

As discussed in Section 2.1, production compilers impose many constraints on ML-based solutions to code optimization problems. To operate within the limitations of compute and memory resources, we tightly represent the compiler IR of each shader as a feature vector using only 176 bytes and generate RL-based compiler heuristics using a DNN with less than 20KB of learnable parameters. As shown in Section 5, our RL-based GPU compiler autotuning framework is able
to learn stable heuristics that are not only resilient to constantly evolving production software but also generalize well across both graphics benchmarks and GPU targets.

While the average performance uplift on both hardware targets is modest, the results are non-trivial as maximum performance uplift is determined by: (1) the performance of the baseline, (2) the impact of the compiler optimization in question, and (3) the prevalence of the shader under consideration. In our experiments, we use the fully tuned production driver as a baseline of comparison, which is optimized by teams of experts and often leaves little room for further optimization. Furthermore, the theoretical maximum speedup is constrained under Amdahl’s Law. As discussed in Section 2.1, modern graphics applications use concurrently executing pipelines of dedicated shaders to render each frame. Let \( p \) denote the percentage of total execution time accounted for by a given pipeline of shaders such that \( p \in [0, 1] \). Let \( s \) denote the estimated speedup when applying a set of compiler optimizations to that pipeline of shaders such that \( s \geq 0 \), where \( 0 \leq s < 1 \) is a performance degradation. It follows that applying those compiler optimizations to the given pipeline of shaders results in a global speedup of \( 1/(1 - p + \frac{s}{1}) \) over the entire graphics application. Due to the constraints of the compiler, we act on each shader in isolation, oblivious to concurrently executing pipelines and even other shaders staged in the same pipeline. It’s often the case in modern graphics applications that individual shaders account for small percentages of the total execution time. Furthermore, individual compiler optimizations do not impact all shaders equally. In fact, the back-end compiler is responsible for optimizing the byte code from many different front-end compilers, each of which may have unique or contradicting opportunities for optimization.

As such, we conjecture that the optimal decision function \((\pi^*)\) may be intimately tied to the target set of applications \((A)\). This is contrary to the concept of overfitting, in which a model is too tightly fit to a training set such that it negatively impacts generalization to a validation set. In such a scenario, the distribution of training and validation data is assumed to be independent and identically distributed (IID). Because the computational and bandwidth requirements of a graphics application can vary significantly depending on the behavior of shaders and the properties of a scene, we conjecture that shifting \( A \) can lead to drastic shifts in the data distribution that may introduce conflicting opportunities for optimization and may void the IID assumption. In future work, we aim to explore this relationship further using techniques from out-of-distribution learning for the purpose of uncovering and appropriately handling conflicting opportunities for optimization.

## 7 Related Works

Previous works have begun to explore the use of reinforcement learning for compiler optimization \([18, 19, 20, 21, 31, 32]\). Huang et al. \([19]\) optimize compiler HLS phase ordering using cycle count reduction as a reward signal to guide learning using a framework they call AutoPhase. McGovern et al. \([20]\) use a temporal difference reinforcement learning algorithm to optimize the scheduling of straight-line code. Mirhoseini et al. \([32]\) use on-policy reinforcement learning to optimize device placements for graph partitioning of deep neural networks. Mendis et al. \([31]\) use imitation learning to learn how to best convert scalar code into vector code (a process known as vectorization) by mimicking a state-of-the-art solution. Haj-Ali et al. \([18]\) drive the vectorization pass with pragma directives to inform a LLVM compiler heuristic and build an automated feature extraction framework to represent source code using a framework they call NeuroVectorizer. Trofin et al. \([21]\) formulates the inlining-for-size problem as a MDP, using native size reduction as a reward signal to guide an agent to learn the optimal policy for a production LLVM compiler, using a framework they call MLGO. Aside from \([31]\), which uses imitation learning, each of these previous works use an on-policy reinforcement learning strategy. While they each yield impressive results on their respective tasks, our solution is an off-policy DRL algorithm based on \(Q\)-learning that accounts for the unique problems that arise from autotuning production GPU compilers using a time decay with each update step.

## 8 Conclusion and Future Work

We developed and implemented a GPU compiler autotuning framework that uses off-policy deep reinforcement learning to generate heuristics that improve the frame rates of graphics applications. Our framework combines continuous integration (CI) with \(Q\)-learning to learn the optimal heuristic settings that maximize the expected frame rate improvements across a set of graphics benchmarks. By accounting for the rapid changes in software development, we show that we are able to deploy these trained models as stable heuristics in constantly evolving production compilers. Furthermore, we show that this framework provides generalized performance gains across a large suite of graphics benchmarks across GPUs. In future work, we aim to explore the relationship between our set of static counters and the dynamic properties the neural network has learned to account for. Additionally, we aim to extend this framework across domains with continuous action spaces using techniques from deep \(Q\)-learning.
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