A method for estimating of synaptic connectivity from spike data of multiple neurons
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Abstract: Investigation of synaptic connectivity between neurons is essential for understanding
information processing mechanisms in the brain because this connectivity determines how
spikes propagate in a neural circuit. Recent advances in experimental technology have enabled
simultaneous recording of the spiking activity from hundreds of neurons. In this study, we
propose a method for estimating synaptic connectivity using the spike data from multiple
neurons. We first demonstrated that this method can perfectly estimate synaptic connectivity
using synthetic spike data in an ideal condition. Subsequently, this method is applied to
more realistic spike data generated by a large-scale network of Hodgkin–Huxley neurons. The
results suggest that our estimation method is superior to a conventional method in identifying
synaptic connectivity when the spiking activity from a large number of neurons is available for
the analysis.

Key Words: neuroscience, synaptic connectivity, connectivity inference, maximum likelihood
estimation, Poisson process, large-scale network simulation

1. Introduction

The brain consists of numerous nerve cells (neurons) that transmit information through the propaga-
tion of action potentials (spikes). To understand information processing mechanisms in the brain, it is
essential to investigate synaptic connectivity because it determines how the spikes propagate through
the neurons. Recent advances in experimental technology, such as Ca²⁺ imaging techniques [1] and
multi-electrode arrays [2, 3], enable us simultaneously to record the spiking activity of hundreds of neu-
rons. However, a method for inferring synaptic connectivity from the spike data of multiple neurons
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has not been established.

Cross-correlation method [4] is the most common method to infer the connectivity between neurons from experimental data [2, 4], which is based on the correlation between two spike trains. Subsequently, transfer entropy [5] that quantifies information flow from a time series to the other one was proposed. The transfer entropy has been also applied for estimating the synaptic connectivity [3, 6]. Recently, we developed a method for estimating synaptic connectivity based on the coupled escape rate model (CERM), and the estimation performance was evaluated by analyzing a simulated data generated from a large-scale network of detailed neuron models [7]. The CERM performed better than the cross-correlation and the transfer entropy method for the simulated data. All the previous methods are based on the pairwise analysis, which means that the synaptic connectivity between two neurons is estimated from spike trains of the corresponding two neurons. The effect of the other neurons on the two neurons is neglected in these method.

In this study, we extend the CERM to simultaneously estimate the synaptic connectivity from spike data of more than two neurons. First, we tested the extended method using synthetic spike data generated by a small network of the CERM neurons. After this verification, the method was applied to more realistic spike data generated by the large-scale network model, and the estimation performance of the extended method was compared to that of the original CERM.

2. Estimating synaptic connectivity from neuronal activity

We aimed to estimate synaptic connectivity among neurons from multineuronal spike data (Fig. 1). To accomplish this goal, we developed a probabilistic model of neuronal activity and determine the model parameters from the spike data. Synaptic connectivity is inferred from the model parameters.

![Spike Data](image)

**Fig. 1.** Estimating synaptic connectivity from multineuronal spike data assuming that we recorded the spike times from \( N \) neurons (\( N = 3 \) in this figure). The issue considered here was to estimate from the spike data (red) whether or not there were synaptic connections (blue) between the neurons.

### 2.1 Coupled escape rate model

Coupled escape rate model (CERM) [7] was used to describe the spiking activity of recorded neurons. The spiking activity was described by the Poisson process, which means that the spike probability of the \( i \)-th neuron in an interval \([t, t + \Delta t]\) is

\[
P(\text{Neuron } i \text{ generates a spike in } [t, t + \Delta t]) = \lambda_i(t) \Delta t, \quad (1)
\]

\[
\lambda_i(t) = \exp\left[ u_i + \alpha_i x_i(t) + \sum_{j \neq i} J_{ij} s_{ij}(t) \right], \quad (2)
\]

where \( \lambda_i(t) \) and \( x_i(t) \) are the firing rate and waveform of spike-after potential of the \( i \)-th neuron, respectively; and \( s_{ij}(t) \) is the waveform of postsynaptic potential from neurons \( j \) to \( i \). The term \( u_i + \alpha_i x_i(t) + \sum_{j \neq i} J_{ij} s_{ij}(t) \) represents a rescaled membrane potential of the \( i \)-th neuron measured from the spike threshold. The exponential function was used to link the spike probability to the membrane potential. It has been shown that the exponential link function is a good model for neurons recorded in a slice experiment (in vitro) [8, 9] and for a biophysical Hodgkin–Huxley type model [10].
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The spike-after potential $x_i(t)$ and postsynaptic potential $s_{ij}(t)$ are described by the following differential equations:

$$\frac{dx_i(t)}{dt} = -\frac{x_i}{\tau_m} + \sum_{t_{i,k} < t} \delta(t - t_{i,k}),$$  \hspace{2cm} (3)

$$\frac{ds_{ij}(t)}{dt} = -\frac{s_{ij}}{\tau_s} + \sum_{t_{j,k} < t} \delta(t - t_{j,k}),$$  \hspace{2cm} (4)

where $\tau_m$ and $\tau_s$ are the membrane time constant and synaptic time constant, respectively, $t_{i,k}$ is the $k$-th spike time of the $i$-th neuron, and $\delta(t)$ is the Dirac delta function.

### 2.2 Parameter estimation

The CERM parameters $(u_i, \alpha_i, J_{ij}) \ (i, j = 1, \ldots, N)$ were estimated by the maximum likelihood method. The likelihood function $L$ of the recorded $N$ neurons, i.e., the probability for obtaining the observed spike data, can be written as the product,

$$L = \prod_{i=1}^{N} L_i(\vec{\theta}_i),$$  \hspace{2cm} (5)

$$L_i = \exp \left( -\int_0^T \lambda_i(s)ds \right) \prod_{k=1}^{M_i} \lambda_i(t_{i,k}^-),$$  \hspace{2cm} (6)

where $L_i$ is the likelihood of the $i$-th neuron [11], $\vec{\theta}_i := (u_i, \alpha_i, J_{i1}, J_{i2}, \ldots, J_{iN})$ are the CERM parameters for the $i$-th neuron, $t_{i,k}^- := \lim_{\epsilon \to 0} t_{i,k}$ is the left-sided limit of $t_{i,k}$, $M_i$ is the number of spikes from the $i$-th neuron, and $T$ is the recording time. The log likelihood function $l$ is written as

$$l = \log L = \sum_{i=1}^{N} l_i(\vec{\theta}_i),$$  \hspace{2cm} (7)

$$l_i(\vec{\theta}_i) = \log L_i = \sum_{k=1}^{M_i} \log \left( \lambda_i(t_{i,k}^-) \right) - \int_0^T \lambda_i(s)ds,$$  \hspace{2cm} (8)

where $l_i(\vec{\theta}_i)$ is the log likelihood function of the $i$-th neuron. Because of the separation in the variables in Eq. (7), the CERM parameters $\vec{\theta}_i$ were determined by maximizing the individual log likelihood function $l_i$ instead of maximizing the full log likelihood function $l$.

The log likelihood function was maximized by using Levenberg–Marquardt algorithm [12]:

$$\vec{\theta}_i^{(k+1)} = \{ H(l_i) + c_{LM} \text{diag}(H(l_i)) \}^{-1} \nabla l_i(\vec{\theta}_i^{(k)}),$$  \hspace{2cm} (9)

where $\vec{\theta}_i^{(k)}$ is the $k$-th iterated values of $\vec{\theta}_i$, $c_{LM}$ is the damping parameter, and $\nabla l_i$, $H(l_i)$ are the gradient and the Hessian of the log-likelihood with respect to $\vec{\theta}_i$, respectively. The matrix diag$(H(l_i))$ is the diagonal part of the Hessian matrix; i.e., diag$(H(l_i))_{ij} = H(l_i)_{ii}$ for the diagonal part $i = j$, otherwise diag$(H(l_i))_{ij} = 0$, where $A_{ij}$ represents the $i, j$ element of the matrix $A$. The iteration was terminated if the parameter change in a iteration $|\vec{\theta}_i^{(k+1)} - \vec{\theta}_i^{(k)}|$ was smaller than $10^{-3}$.

### 2.3 Estimation of synaptic connectivity

We aimed to estimate synaptic connectivity from multineuronal spike data. The synaptic connectivity was reconstructed by thresholding the connectivity parameters $J_{ij}$, i.e., we inferred that a synapse was connected from neurons $j$ to $i$, if $J_{ij}$ was larger than the threshold $J_{th}$. The reconstructed connectivity can be asymmetric, i.e., the estimated synaptic connection between neuron $i$ and $j$ can be two-way, one-way, or no connection.

The quality of the synaptic reconstruction was evaluated using the Matthews Correlation Coefficient (MCC) [7, 13], which is an extension of the correlation coefficient to binary variables. MCC between two binary vectors $(\vec{v}, \vec{w})$ is defined as follows:
MCC = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}, \quad (10)

where, TP, TN, FP, and FN are the number of true positive, true negative, false positive, and false negative values, respectively. MCC is similar to the correlation coefficient in the sense that it ranges from −1 to 1, with MCC = 1 means the perfect match, \( \vec{v} = \vec{w} \), MCC = 0 meaning that the match is not better than the random prediction, and MCC = −1 meaning that the binary vector is the reverse of the other one, \( \vec{v} = -\vec{w} \).

3. Simulation model of a local neural circuit
We simulated the spiking activity in a local neural circuit [7, 14] to evaluate the estimation performance for synaptic connectivity. The simulated model and its parameters are the same as those used in [7]. Thus, we provide only a brief overview of the simulated model without going into details.

The local circuit model consisted of 2 neural populations; excitatory and inhibitory populations (Fig. 2). There were a total of 5,120 Hodgkin–Huxley type model neurons, with 4,096 excitatory and 1,024 inhibitory neurons. Each neuron received not only the synaptic input from other neurons in the circuit (synaptic input \( I_{\text{syn}} \)), but also input from the neurons in other cortical areas (background input \( I_{\text{bg}} \)).

Excitatory neurons were modeled as regular-spiking neurons [15]:

\[
C_m \frac{dV}{dt} = -I_L - I_{Na} - I_K - I_M + I_{\text{syn}} + I_{\text{bg}}, \quad (11)
\]

where \( V \) is the membrane voltage of an excitatory neuron, and \( I_L, I_{Na}, I_K, \) and \( I_M \) are the leak, spike-generating sodium, delayed rectifier potassium, and muscarinic potassium ionic current, respectively. Inhibitory neurons were modeled as fast-spiking neurons [16]:

\[
C_m \frac{dV}{dt} = -I_L - I_{Na} - I_{Kv} + I_{\text{syn}} + I_{\text{bg}}, \quad (12)
\]

where \( V \) is the membrane voltage of an inhibitory neuron and \( I_{Kv} \) is an ionic current through Kv3.1-Kv3.2 potassium channels. The synaptic current \( I_{\text{syn}} \) is the sum of the excitatory and inhibitory currents from the presynaptic neurons. Excitatory synaptic currents consist of AMPA and NMDA currents, whereas inhibitory synaptic currents consist of GABA current. For simplicity, we set the model such that excitatory postsynaptic conductance (EPSC) and inhibitory postsynaptic conductance (IPSC) had uniform values for connected synapses, i.e., \( g_{\text{AMPA}} = 0.028 \text{ mS/cm}^2 \) and \( g_{\text{NMDA}} = 0.00085 \text{ mS/cm}^2 \) for excitatory synapses and \( g_{\text{GABA}} = 0.017 \text{ mS/cm}^2 \) for inhibitory synapses. The excitatory postsynaptic potential (EPSP) was 1.0 mV when the membrane voltage is fixed at the resting voltage. If there is no connection between neurons, the synaptic conductance was set to 0 mS/cm². We simulated the local circuit with “small-world” synaptic connectivity whose...
network structure exhibits high clustering coefficient and small shortest path length. This circuit was
generated by the following two steps. First, the excitatory and inhibitory neurons were arranged in
a two-dimensional lattice, and all the neighboring neurons within a distance of 4 lattice-lengths were
synaptically connoted. Second, the excitatory connections were rewired randomly with the probabil-
ity $p_r$. In the present study, we focused on networks with the rewiring probabilities of $p_r = 0.1, 0.25,$
and 0.5.

It should be noted that recent experiments revealed that the amplitudes of EPSPs between cortical
neurons obeys skewed distributions, such as log-normal distribution [17]. However, the distribution
of EPSP amplitudes can be approximated by few strong EPSPs and a number of weak EPSPs [18].
Therefore, the simulated network is reasonable for validating the methods for detecting the strong
synapses from spike data.

4. Estimating synaptic connectivity from simulated neuronal activity
First, we demonstrated that the proposed method (Section 2) could estimate the synaptic connectivity
from the spike data generated by a small network of CERM neurons. The method was subsequently
applied to the spike data generated by a local neural circuit model (Section 3), and we examined the
estimation performance under more realistic conditions.

4.1 Small network of CERM neurons
We simulated a small neuronal network to test the validity of the method for estimating synaptic
connectivity. The simulated network consisted of $N = 10$ excitatory neurons, whose spiking activity
is described by CERM (1, 2). The parameters are set to a fixed value for all the neurons, i.e.,
$u_i = -5.3, \alpha_i = -5.0,$ and $\tau_m = 10 \text{ ms}$. The neurons were randomly connected with the coupling
probability being 0.1. For simplicity, the connectivity and synaptic time constant were uniform values,
such that $J_{ij} = 1.0, \tau_s = 10 \text{ ms},$ if there was a synaptic connection from neurons $j$ to $i$. Spike data
was generated by simulating the CERM network with the time step of $\delta t = 1 \text{ ms}$.

Here, we consider the situation in which spike times of all the neurons are recorded. The CERM
parameters $\{u_i, \alpha_i, J_{ij}\}$ (110 parameters) were estimated from spike data using the maximum like-
lihood method (Section 2.2). The true connectivity matrix $J_{ij}$ used in the simulation was compared
with its estimates (Fig. 3A). The estimate obtained from 300-seconds-long spike data was better than
that obtained from 30-seconds-long spike data. The mean squared errors were 0.62 and 0.21 for the
30 sec data and for the 300 sec data, respectively. Further, the distribution of the elements of the esti-
mated connectivity matrix for the connected neuron pairs was compared with the distribution for the
unconnected neuron pairs (Fig. 3B). The mean and standard deviation of the estimated connectivity
were $0.75 \pm 0.52$ and $1.01 \pm 0.14$ for the connected pairs obtained from the 30 sec and the 300 sec data
($n = 14$), and $-0.07 \pm 0.63$ and $0.00 \pm 0.22$ for the unconnected pairs ($n = 76$). The estimate from
the 30 sec data showed a significant overlap between the distributions for the connected pairs and for
the unconnected pairs, whereas the estimate from the 300 sec data showed no overlap (Fig. 3B). This
finding means that synaptic connectivity can be perfectly estimated if the recording time $T$ is 300
sec and the optimal threshold $J_{th}$ is tuned. To quantify the overlap, we calculated MCC between the
elements of the true connectivity matrix and their optimal estimates. A high MCC value implies that
there is a small overlap and MCC value of 1 indicates no overlap. The MCC was 0.72 for the 30 sec
case, 1 for the 300 sec case. The result suggests that the long spike data provides accurate estimation
results, and 300 seconds is sufficient time to reconstruct the synaptic connectivity from spike data
in this simulated example. We also analyzed spike data generated by a small CERM network with
log-normal connectivity. Preliminary result suggests that the proposed method can detect strong
synaptic connections (Data not shown).

The simulated spike data used here were ideal for estimating synaptic connectivity. First, it was
assumed that the spiking activity of all neurons was observable, whereas only a fraction of neurons
in the brain are experimentally recordable. Second, the simulated network consisted of only the
excitatory neurons that increase the probability of postsynaptic neuron spike generation. However, the
brain consists of not only excitatory neurons, but also inhibitory neurons that decrease the probability of post-synaptic neuron spike generation. Third, the exponential postsynaptic potential was used to describe the synaptic input in the network model. The synaptic input may not be captured by a simple exponential function because it is mediated by various types of synapses (AMPA, NMDA, and GABA [11]). Estimation performances in more realistic situations are investigated in Section 4.2.

4.2 Large-scale network of Hodgkin–Huxley type neurons
We simulated a large-scale network of Hodgkin–Huxley type neurons to generate realistic spike data from the brain. The network consisted of 4,096 excitatory model neurons and 1,024 inhibitory model neurons that were arranged in two-dimensional lattice of $64 \times 64$ and $32 \times 32$, respectively. The network topology of the synaptic connectivity was small-world. First, the adjacent neuron pairs within 4 units of the lattice were connected synaptically. Then, the excitatory connections were rewired with the probability $p_r = 0.1, 0.25$ and 0.5. See Section 3 and our previous report [7] for a detailed description of the simulated network.

We considered a partial observation scenario, i.e., the spiking activity of 49 excitatory neurons (0.96 % of the total population) was recorded for 300 seconds. The recorded neurons were located in the center of the population at the coordinates $(32 + 2k_x, 32 + 2k_y)$ ($k_x, k_y \in \{-3, -2, -1, 0, 1, 2, 3\}$).

The synaptic connectivity was estimated by the original CERM and the extended CERM. In the original CERM, each neuron pair (neuron $i$ and $j$) from the 49 neurons was picked up and the corresponding connectivity $J_{ij}$ was estimated from spike data of the two neurons. On the other hand, the connectivity matrix was simultaneously estimated from spike data of all the recorded neurons in the extended CERM. The distribution of the estimated connectivity $J_{ij}$ for synaptically
connected neuron pairs was compared with the distribution for unconnected neuron pairs (Fig. 4). There were overlaps between the two distributions, indicating that it is impossible to perfectly identify the synaptic connectivity from $J_{ij}$ alone. The overlap increases when the randomness of the network topology increases (high $p_r$). We again calculated the optimal MCC between the elements of the true connectivity and its optimal estimate. MCCs obtained from the estimate by the original CERM and by the extended CERM were 0.64 and 0.68 for $p_r = 0.10$ network, 0.55 and 0.60 for $p_r = 0.25$ network, and 0.18 and 0.30 for $p_r = 0.50$ network, respectively. The results suggested that the extended CERM performs was superior to the original CERM and that the improvement is significant in the random-like network ($p_r = 0.50$).

5. Discussion

We have proposed a method for estimating synaptic connectivity using spike data from multiple neurons (Fig. 1). We formulated the coupled escape rate model (CERM) to describe the multi-neuronal spike data, and the connectivity matrix was estimated by the maximum likelihood method. Finally, the synaptic connection was detected by thresholding the elements of the connectivity matrix. We demonstrated that this method could perfectly estimate the synaptic connectivity in an ideal condition, i.e., all the spiking activity was observable and the neuronal dynamics were described by CERM (Fig. 3). The result suggests that longer spike data provides more accurate estimation results, and 300-sec data is sufficient to reconstruct the synaptic connectivity from the spike data in this example. Furthermore, the proposed method was applied to more realistic spike data generated by a large-scale network of Hodgkin–Huxley neurons (Fig. 2). We investigated a partial observation scenario in which the activity of a fraction of neurons (approximately 1 %) was recorded. The proposed method performed better than the original CERM that estimate the synaptic connectivity between two neurons from spike trains of the corresponding neurons (Fig. 4). Our previous work [7] showed that the original CERM performed better than the cross-correlation and the transfer entropy method, and the original CERM requires shorter recording duration than the other methods, i.e., the estimation performance of the original CERM converged below 100 sec. These results suggest that
the proposed method can identify synaptic connectivity better than the previous methods when the spike data from a large number of neurons is available for the analysis. One might ask how many neurons should we record to grasp the synaptic connectivity of a neural circuit. In a future work, it would be interesting to investigate how the ratio and the location of recorded neurons impact on the estimation performance.
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