Design of Effective Smart Communication System for Impaired People
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Abstract- In communication medium, sharing a conversation dialogue between the normal person and deaf and dumb person is one of the challenging tasks still. The dumb person can practice hand gesture language in their community but not to others. This research article focuses to minimize the difficulty level between these two communities with smart glove devices. Besides, the author believes that result of the proposed model provides a good impact on the dump community. The smart glove contains input, control, and output module to get, process, and display the data respectively. Our proposed model is used to help these communities to interact with each other continuously without any error. The proposed model is constructed with good specification flex sensors. Little change of resistance in flex sensor is providing changes in their gesture language. So this orientation direction is calculated well and gives better results over existing methods. The wireless set can be made with Bluetooth technologies here. Here the gestures are assigned based on the alphabet letter. The sign language performs and gives audible output in the display section of the proposed model. It gives good results in our experimental setup. This research work focuses on good recognition rate, accuracy, and efficiency. The good recognition rate shows the continuous
conversation between the two persons. Moreover, this research article compares the recognition rate, accuracy, and efficiency of the proposed model with an existing model.
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### 1. INTRODUCTION

According to a survey, 2.42M people are deaf and dumb people in India that large amount in the society. Overall the world is having around 15 – 20 % of the deaf and dumb population [1]. This community is facing communication problems in society and the neighboring area. This communication gap is creating lots of problems and isolation of a particular community. The common person communication constituent is not sufficient for all other communities [2]. The term “Augmentative and Alternative Communication” refers to speech components other than audible type communication. It consists of many symbols, figures, rising tones of synthesized speech, and drawing with sign language. Augmentative model communication comprises various datasets for limited abilities of their speech [3].

![Overview structure of Smart Glove](image)

**Figure 1** Overview structure of Smart Glove

Figure 1 shows smart glove pictures with flex sensors, Arduino, battery, conductivity thread, and a transmitter section. This mode of communication is supporting both people in the community. Generally, the alternative model is comprised of the database for their corresponding sign and symbols [4]. No speech persons will interpret their idea, desire, needs to the normal person. The
communication systems are customized for many specific situations such as a person visit doctor, a person attends an interview, and so on. Also, the communication devices are controlled by many central processing units of the computer or laptop [5][6][7]. The communication devices are not easy to carry and handle in all the places where they want. The electronic system should be easy to handle and portable, dedicated for the corresponding person [8][9][10]. The electronic system can be classified into two as follows;

1. Dedicated electronics system
2. Undedicated electronics system

The dedicated device is used to do communication between the person that speaking by electronic devices. The undedicated devices are including speaking with many sign functions and feature extraction which will function with the central processing unit of the devices [11]. It can provide internet facilities, e-mail services, etc. Our proposed system contains both of the operations lead by electronic devices. Figure 2 shows the components used in our project.

Figure 2 Components used for our project

The dumb peoples are having lack communication with normal and deaf and dumb people’s communities [12]. Also, they are facing language problems of various regional problems in India. So there is a need for a translator for both of them which is not easy in all circumstances [13][14][15]. The application model should be considered those parameters and unique interpreters commonly [16]. Sign language is a varying person to person for communication. And our audio signal should be synchronized for pre-determined with our data. This will accomplish an essential
task for normal and deaf and dumb society [17] [18]. Figure 3 shows the flex sensor circuit diagram.

![Figure 3 Circuit diagram of flex sensor integration](image)

**Motivation**

The deaf and dumb person faces many problems in interaction with others, education sectors, mental health with low safety measures of them. There is an absence of a communication medium between them still. According to many recent research surveys, the physical disability is inattentive between deaf and dumb people with a normal person. The disabled person's confidence level is very poor due to the absence of communication devices. And sign language is very difficult to learn and remember by a normal person. The development of smart gloves is providing some recreation in the human community.

2. **ORGANIZATION OF THE RESEARCH**

The structure of the research article is organized as follows; Section 3 gives existing recent research papers on augmentative communication methods. Section 4 discusses the methodology of our proposed approach, Section 5 delivers discussion about results obtained by our proposed model. The conclusion and the future task discusses in section 6.

3. **PRELIMINARIES**

M.P. Paulraj et al proposed a machine vision system with Artificial Neural Network (ANN). They developed a sign hand gesture recognition system with nine phonemes in a foreign language. They constructed a model consists of the input stage, classification stage, display stage. The input stages are consisting of detection of color and region of interest segmentation which is done by image registration method [19]. M. Mohandes et al. introduced Hidden Markov Model.
(HMM) for image classification. They proposed an image-based detection signer’s face. The Gaussian skin model has been developed for this detection and each frame of the images is tracking by a region-based method. The recognition stage is computed from feature extraction from given images for the process [20]. Wang et al proposed a tensor subspace analysis for hand gesture analysis. They developed a model for multi-view hand gestures for a better recognition process. This sign language recognition system is accomplishing over and done with image segmentation. They developed RGB color image detection by a backpropagation network model. They checked with a cross-validation process for matching the input hand gesture images [21]. Kuo Chue Neo et al is implemented a sign translation system to detect hand gesture sign language from the input images. The images are captured by camera here to do preprocessing before the detection process. The numerical representation is used to identify the gesture posture from the input images. They implemented an FPGA chip with a core process to construct a model for proposing a system. They experimented with image process ideas and it is improving the speed of the processes [22]. K. Park et al proposed a gesture recognition system for sign identification by Field Programmable Gate Array (FPGA). They developed a smart glove as the prototype for a real-time environment. They concentrated on some problems aroused during the process like space, lighting, and motion problems in real-time environmental conditions. They constructed a system with main three modules called preprocessing, controlling, and display module. Their proposing model recognizes the hand gesture by various identification functions of input group data and it is comparing with existing methods. The comparison process is the very pre-defined signal of hand gestures and they are displayed in the Liquid Crystal Display (LCD) screen [23]. W.K. Chung et al introduce the wavelet transform method in the recognition system. They implemented many schemes for real-time hand gesture identification. The codeword scheme is one of the effective methods to identify the hand gesture for the matching process. Their proposed system reduces the database size by removing unwanted features from principal storage. They contain a digital camera for capturing the hand gesture from input data. They consider in their process that transforms technique with “Haar” wavelets [24].

The skin color also will be detected by this RGB value of feature extraction classification in every single frame in an image. The controlling stage consists of many feature extraction and detection units themselves. The moment invariant feature can be extracted and computed by many
sets of images from the motion of the signer’s hand gesture images. This classification stage is performed by ANN to recognize the gesture motion. They computed the average recognition rate is 92.85% [19]. Tushar Chouhan et al constructs a smart glove system that contains many sensors to detect the hand gesture of the person standing opposite of him. They contain many sections in their proposed system. They developed a system consist of many bend sensors for hand sign language which consist of a flexible tube, a photodiode is used to capture the light and infrared diode. The steerable orientation property of the hand sign can be detected by an accelerometer. They developed with the co-ordinate axis in various positions. The multiplexer unit is used to integrate many bend sensors and its output is taken by them. The output of the multiplexer provides anyone of the action to avoid all the sensor works at the same time in the circuit. This integrated circuit consists of a converter circuit that is converting from current to voltage phenomena. This analog portion should convert from that domain to digital by Analog to Digital Converter (ADC) in the circuit which is used for integrating the with a smart glove. The digital devices can be incorporated with an analog circuit through the ADC element. The machine learning method is used to help tune the hand gesture motion based on the user's comfort [12]. The understandable form can be derived from the raw input images based on their past attempts the system can be trained. The previous attempts can be carried out for the next iteration process to implement the smart glove with a machine learning algorithm [6].

4. METHODOLOGIES

![Figure 4 Standard hand sign from disabled person](image-url)

Figure 4 Standard hand sign from disabled person
This paper aims to construct the smart glove to convert sign language to the audible speech signal. Our proposed system is implementing for capturing the images from the disabled person and identify the hand gesture him [18]. The standard hand sign from the dumb person is showing in figure 4. The gloves are designing for identifying the motion of the hand gesture. The smart gloves consist of many bend sensors which are used to support convert some electrical signal to data signal as speech [25]. The motion of a hand gesture is given to a smart glove which consists of a microcontroller unit within it for the further process of a model. The gesture signal is transmitting through Bluetooth for communication medium. The recognized gesture is matching with pre-defined data and it is providing to the display unit or speaker unit for voice recognition. Our proposed model has two sections as transmitter and receiver [26]. Figure 5 shows the process flow of the transmitter section of the proposed method.

![Diagram](image)

**Figure 5** The process flow of transmitter section of proposed method

Figure 6 shows the workflow of the receiver section of the proposed method. The additional gesture recognition system provides a better understanding between the people and improving the accuracy, recognition rate, and efficiency of the system compared with existing methods [27].
Figure 6 The process flow of receiver section of proposed method

Other existing methods are microcontroller unit alone provided less recognition rate. Our proposed method gives a better recognition rate which is shown in the graph in figure 8. There is an essential development for communication between the deaf person with a normal person [28]. The design of smart gloves is used to identification of sign language and to communicate between them. The intelligent system microcontroller is used to develop a model that contains many sections for getting, controlling, displaying the data. The low-level coding can be written for the controller unit to control the sensor action in the smart glove based on the gesture movement [29]. The recognition is used to identify and convert it to an audible speech signal which is already stored in a storage. Due to cost-effectiveness, the system is constructed with a microcontroller unit with codes [30][31]. The normal person will type the text as the message that is converted into sign language to display the deaf person. This arrangement will provide more comfortable to both persons due to this process is vice versa. This communication is the wireless transmission (Bluetooth) of the data between devices [32][33][34].

5. RESULTS DISCUSSION

The different resistance values of flex sensor with various degree of sensors position. Based on these flex sensors in our proposed model gives a more appropriate answer for the hand gesture compared to many bend sensors output. This appropriate answer is making the comfort zone between both the persons in confidently. The confidence level can make a very possible and comfortable life for every person with their community. Also, this is very cheap cost wise to buy, and simple in design to troubleshooting themselves. So, the proposed model is identifying and
giving feedback very quickly with recognized words. Also, we obtained a real-time recognition rate of 95.6% with a lot of tests and iteration units which is shown in figure 7.

![Experimental Setup](image)

**Figure 7** Picture of experimental setup of proposed system

The smart glove is constructed for sign language to text and speech in further development. Their model consists of a bend sensor, microcontroller, communication medium device. This Augmentative and Alternative Communication (AAC) comprises many limitations for this hand gesture language [35][36][37]. The controlling unit is used to control the sensor output and it connects with a smart glove by a microcontroller. The conversion units are incorporated inside the controlling unit. The bend sensor output is converting from voltage to text output for the detection process. Also, there is developed android version devices for communication channel with Bluetooth technology. Here this software application is converting from text into an audible speech signal. The comparison result chart is showing in figure 8.

![Comparison Chart](image)

**Figure 8** Comparison chart with existing methods
The proposing our model consist of many flex sensors to get better results in both the side. A lot of sign symbols are interpreted in the controlling unit. The accuracy level is high based on the specification of the flex sensor. The accurate output of bending action by flex sensor provides a good recognition rate.

6. CONCLUSION

Thus our proposed model has been constructed and tested successfully. Our smart glove is used to make a communication medium between deaf and normal people. Also, it is breaking their barrier between them with normal conversation confidently. This glove can spring confidence, comfort in their community. It makes their life’s better and carrier can grow. The recognition percentage is also very high compared to another model with various iteration and locality. Our future works are carrying the following phenomena;

1. Implementing artificial neural network in our proposed model.
2. Training many data set leads to a good accuracy level with various parameters and circumstances.
3. Improving speaker quality and deleting or updating the pre-defining dataset.
4. Increasing the number of hand gesture images in the dataset with a machine learning algorithm.
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