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Abstract

This paper explores the geometric structure of the spectrahedral cone, called the symmetry adapted PSD cone, and the symmetry adapted Gram spectrahedron of a symmetric polynomial. In particular, we determine the dimension of the symmetry adapted PSD cone, describe its extreme rays, and discuss the structure of its matrix representations. We also consider the symmetry adapted Gram spectrahedra for specific families of symmetric polynomials including binary symmetric polynomials, quadratics, and ternary quartics and sextics which give us further insight into these symmetric SOS polynomials. Finally, we discuss applications of the theory of sums of squares and symmetric polynomials which arise from symmetric function inequalities.

1 Introduction

We study the spectrahedra that arise in the theory of symmetric and sums of squares (SOS) polynomials. For a finite group G, we are interested in sums of squares polynomials which are G-invariant. We start with a representation of G on \( \mathbb{R}^n \), extending by linear substitution to a representation \( D : G \rightarrow GL(V) \) on \( V = \mathbb{R}[x_1, \ldots, x_n]_d \), the vector space of degree d homogeneous polynomials in \( n \) indeterminates. The dimension of \( V \) is \( N = \binom{n+d-1}{d} \), and we denote the cone of \( N \times N \) positive semidefinite matrices by PSD\(_N\). Choosing a basis for \( V \) gives matrices \( D(g) \), and we obtain the symmetry adapted version of PSD\(_N\), namely,

\[
\text{PSD}\_G^N := \left\{ Q \in \text{PSD}_N \mid D(g)^T Q D(g) = Q, \text{ for all } g \in G \right\}.
\]

We give precise definitions in Section 2 below, but briefly, for a given polynomial \( f \) of degree \( 2d \) which is invariant under the action of a group \( G \), the symmetry adapted Gram spectrahedron of \( f \) is the closed, convex, semi-algebraic set

\[
K_f^G := L_f \cap \text{PSD}\_G^N.
\]

Here, \( L_f \) is the linear space of symmetric matrices \( Q \) which represent \( f \) as \( f(x) = m(x)^T Q m(x) \), and \( m(x) \) is a column vector whose entries form a basis for \( V \), usually chosen to be all monomials of degree \( d \) in the variables \( x_1, \ldots, x_n \).

The Gram spectrahedron \( K_f = L_f \cap \text{PSD}_N \) for a polynomial \( f \) is a set parameterizing all ways to write \( f \) as a sum of squares. Its geometry is important for understanding sums of squares representations of \( f \). For example, the matrices of lowest rank contained in \( K_f \) encode the ways to write \( f \) as a sum of a minimal number of squares. These matrices of lowest rank are extremal points of \( K_f \). Characterizing the minimal number of squares is a topic that has been widely studied [4, 5, 6, 16, 24, 26, 31]. The symmetry adapted Gram spectrahedron \( K_f^G \) is a smaller and
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simpler convex set for which we can ask similar questions. It was introduced in [11] and has since been used in a variety of applications [1, 22, 23].

In this paper, we mainly focus on the case \( G = S_n \), the symmetric group, and the polynomials we consider will be the usual symmetric polynomials [15]. Section 2 offers a brief summary of the background needed from representation theory and SOS polynomials. Interestingly, the sum of squares for a \( G \)-invariant SOS polynomial of degree \( 2d \) is itself composed of invariant partial sums, one from each isotypic component appearing in the \( G \)-representation on polynomials of degree \( d \).

In Section 3 we go on to focus on the symmetry adapted cone \( \text{PSD}^G_N \). In particular, we compute the dimension of \( \text{PSD}^G_N \), characterize its extremal rays, and in the case of \( G = S_n \), we present the block in any symmetric matrix \( Q \in \text{PSD}^S_N \) corresponding to the trivial representation. Section 4 collects our results on binary and quadratic symmetric polynomials that are SOS. In the binary case, we compute the symmetry adapted matrix representations of all symmetric polynomials, and in the quadratic case, we do the same, and prove that, as the number of indeterminates tends to infinity, the ratio of SOS symmetric quadratic forms to all symmetric quadratic forms is \( \frac{1}{2} \). Another interesting consequence obtained is that symmetric quadratic SOS polynomials in \( n \) variables can only be sums of 1, \( n-1 \) or \( n \) squares. In Section 5, we start with the classic case of ternary quartics, describing the associated symmetry adapted PSD cone. We then completely describe the geometric structure of the symmetry adapted Gram spectrahedron for a generic, smooth, positive, symmetric ternary quartic including the rank of the matrices on its boundary. Further, we provide necessary conditions on the coefficients for a symmetric ternary quartic to be SOS. We continue the section by going up in degree and considering degree six symmetric polynomials in three variables. Here we show that the rank of a matrix in the symmetry adapted Gram spectrahedron of a generic symmetric ternary sextic will be at least 4. We end with Section 6 where we consider an application of the SOS machinery to symmetric polynomial inequalities. Included are three posets on partitions of 8, 9, and 10 which represent SOS certifications on the difference of term-normalized homogeneous polynomials on the nonnegative orthant in \( \mathbb{R}^3 \). These results indicate many explicit counterexamples to Conjecture 7.2 in [9].

2 Preliminaries

2.1 Representation theory and symmetry adapted bases

A representation of a group \( G \) is a homomorphism \( \rho : G \to GL(V) \) where \( GL(V) \) is the group of invertible linear transformations of a vector space \( V \). If \( V \) is finite-dimensional, we also write \( GL(n) \) for \( n = \dim V \). A subrepresentation of \( V \) is a subspace \( U \subset V \) which is invariant under the action of \( G \). If the only subrepresentations of \( V \) are \( \{0\} \) and \( V \), we say that \( V \) is irreducible. The character \( \chi_\rho : G \to \mathbb{C} \) is defined by taking the trace of each \( \rho(g) \) and is used to decompose representations. A representation which admits a direct sum decomposition \( V = \bigoplus V_i \) with each \( V_i \) irreducible is said to be completely reducible. Representations of finite groups are completely reducible. When we decompose \( V \) into irreducibles \( V_1, \ldots, V_s \), each \( V_i \) appears with multiplicity \( m_i \):

\[
V = m_1 V_1 \oplus \cdots \oplus m_s V_s.
\]

This means that there exists a basis of \( V \) such that \( \rho(g) \) becomes the matrix \( D(g) \) for \( g \in G \) and is block diagonal with \( m_i \) blocks corresponding to \( V_i \) where each block is \( n_i \times n_i \) with \( n_i = \dim V_i \). Here we denote by \( D(g) \) the matrix written in a chosen basis for the linear map \( \rho(g) \).

In general, these \( m_i \) matrices of size \( n_i \times n_i \) corresponding to \( V_i \) are not identical. Fortunately, one can choose a different basis of \( V \) with respect to which the representation matrices \( D(g) \) for all \( g \in G \) are block diagonal where the \( m_i \) blocks corresponding to \( V_i \) are identical. See [10, Section 5.2] or [27, p. 23] for Algorithm 1 to compute such a basis. In other words, the algorithm constructs a change of basis matrix \( T \) such that \( T^{-1} D(g) T \) is block diagonal with this extra nice property for all \( g \in G \). Such a basis is known as a symmetry adapted basis. A symmetry adapted basis can also be used to simplify linear operators \( P \in \text{Hom}(V,V) \) which commute with the representation matrices \( D(g) \) for all \( g \in G \).
In this paper, we are concerned with the field of real numbers \( \mathbb{R} \), but to more easily and uniformly describe the representation theory involved we work with \( \mathbb{C} \). Irreducible representations of finite groups over \( \mathbb{C} \) come in three types [27, p. 108]. All of them give rise to representations of \( G \) over \( \mathbb{R} \), although the dimension may stay the same (type 2) or double (types 1 or 3). The characters of the representations over \( \mathbb{R} \) are either equal to the character \( \chi \) of the representation over \( \mathbb{C} \) (type 2) or equal to \( \chi + \overline{\chi} \) or \( 2\chi \) (types 1 or 3). By averaging over the group, an invariant inner product can be created which allows each of these real representations to be written using real, orthogonal matrices. For many results, the orthogonality of the matrices is important. Therefore we will assume that all irreducibles appearing in the isotypic decompositions under consideration are of type 2. For \( S_n \) all irreducibles are of type 2, so this assumption is always justified. For other groups, to see if an irreducible representation is type 2, one needs check if

\[
\text{dim}(V) = 2 \text{ or equal to } \text{dim}(V) = 1 \text{ [27, p. 109]. Whenever we use the complexification } \mathbb{C} \text{ and let}
\]

\[
\text{Theorem 2.1. [10, Theorem 2.5] Let } \rho : G \to GL(V) \text{ be a representation of the finite group } G, \text{ and let}
\]

\[
V = m_1 V_1 \oplus \cdots \oplus m_s V_s
\]

be the direct sum decomposition into irreducible representations \( V_i \) with \( \dim V_i = n_i \) and multiplicity \( m_i \). Then every \( P \in \text{Hom}(V,V) \) such that \( D(g)P = PD(g) \) for all \( g \in G \) has the following form in a symmetry adapted basis:

\[
P = \begin{pmatrix}
P_1 & 0 & \cdots & 0 \\
0 & P_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & P_s
\end{pmatrix}
\]

where each \( P_i \) is an \( (m_i n_i) \times (m_i n_i) \) matrix

\[
P_i = \begin{pmatrix}
\mu_1^{i_1} I_{n_i} & \mu_1^{i_2} I_{n_i} & \cdots & \mu_1^{i_{m_i}} I_{n_i} \\
\mu_2^{i_1} I_{n_i} & \mu_2^{i_2} I_{n_i} & \cdots & \mu_2^{i_{m_i}} I_{n_i} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{m_i}^{i_1} I_{n_i} & \mu_{m_i}^{i_2} I_{n_i} & \cdots & \mu_{m_i}^{i_{m_i}} I_{n_i}
\end{pmatrix}
\]

Proof. In a symmetry adapted basis we have

\[
D(g) = \begin{pmatrix}
D_1(g) & 0 & \cdots & 0 \\
0 & D_2(g) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & D_s(g)
\end{pmatrix}
\]

where each \( D_i(g) \) is an \( (m_i n_i) \times (m_i n_i) \) block diagonal matrix with \( m_i \) identical \( n_i \times n_i \) matrices along its diagonal:

\[
D_i(g) = \begin{pmatrix}
\Sigma_i(g) & 0 & \cdots & 0 \\
0 & \Sigma_i(g) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \Sigma_i(g)
\end{pmatrix}
\]

After partitioning \( P \) into \( (m_i n_i) \times (m_i n_j) \) matrices \( P_{ij} \) for \( i, j = 1, \ldots, s \), we see that \( D(g)P = PD(g) \) implies \( D_i(g)P_{ij} = P_{ij}D_j(g) \). We partition each \( P_{ij} \) further

\[
P_{ij} = \begin{pmatrix}
P_{11}^{ij} & P_{12}^{ij} & \cdots & P_{1m_j}^{ij} \\
P_{21}^{ij} & P_{22}^{ij} & \cdots & P_{2m_j}^{ij} \\
\vdots & \vdots & \ddots & \vdots \\
P_{m_i1}^{ij} & P_{m_i2}^{ij} & \cdots & P_{m_im_j}^{ij}
\end{pmatrix}
\]
and observe that \( \Sigma_i(g)P_{ij}^{tu} = P_{ij}^{tu} \Sigma_j(g) \) for all \( i, j = 1, \ldots, s \) and \( g \in G \). When we view \( P_{ij}^{tu} \) as an element of \( \text{Hom}(V_i, V_j) \), Schur’s Lemma implies that \( P_{ij}^{tu} = 0 \) whenever \( i \neq j \). Furthermore, \( P_{ii}^{tu} = \mu_{iu} I_{n_i} \).

**Corollary 2.1.** Let \( V = m_1V_1 \oplus \cdots \oplus m_sV_s \) be as in Theorem 2.1. Then the dimension of the subspace of linear operators \( P \in \text{Hom}(V, V) \) such that \( D(g)P = PD(g) \) for all \( g \in G \) is \( m_1^2 + m_2^2 + \cdots + m_s^2 \).

**Proof.** The above theorem implies that the dimension is at most \( m_1^2 + m_2^2 + \cdots + m_s^2 \). Every block diagonal matrix \( P = \text{diag}(P_1, \ldots, P_s) \), with \( P_i \) as in the theorem, commutes with each \( D(g) \). Since the \( m_i^2 \) scalars \( \mu_{iu} \) are free parameters for \( i = 1, \ldots, s \), we get the result.

A reordering of the symmetry adapted basis which block-diagonalizes the \( D(g) \) matrices also leads to a more convenient block-diagonalization of commuting linear operators \( P \) such that \( PD(g) = D(g)P \).

**Corollary 2.2.** Given \( V = m_1V_1 \oplus \cdots \oplus m_sV_s \) and \( P \in \text{Hom}(V, V) \) such that \( D(g)P = PD(g) \) for all \( g \in G \), let

\[
\mathcal{B} = \bigcup_{i=1}^{s} \bigcup_{k=1}^{m_i} \mathcal{B}_{ik}
\]

be an ordered basis that is symmetry adapted where \( \mathcal{B}_{ik} = \{v_{ik}^1, v_{ik}^2, \ldots, v_{ik}^{m_i}\} \). If one reorders the basis vectors in \( \bigcup_{k=1}^{m_i} \mathcal{B}_{ik} \) as \( \bigcup_{\ell=1}^{\ell_i} \tilde{\mathcal{B}}_{i\ell} \) with \( \tilde{\mathcal{B}}_{i\ell} = \{v_{i\ell}^1, v_{i\ell}^2, \ldots, v_{i\ell}^{\ell_i}\} \) then

\[
P = \begin{pmatrix}
\tilde{P}_1 & 0 & \cdots & 0 \\
0 & \tilde{P}_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \tilde{P}_s
\end{pmatrix}
\]

where

\[
\tilde{P}_i = \begin{pmatrix}
M_i & 0 & \cdots & 0 \\
0 & M_i & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & M_i
\end{pmatrix}
\]

and

\[
M_i = \begin{pmatrix}
\mu_{i1}^1 & \mu_{i1}^2 & \cdots & \mu_{i1}^{m_i} \\
\mu_{i2}^1 & \mu_{i2}^2 & \cdots & \mu_{i2}^{m_i} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{im_1}^1 & \mu_{im_1}^2 & \cdots & \mu_{im_1}^{m_i}
\end{pmatrix}
\]

**Proof.** The reordering of the symmetry adapted basis has the effect of reordering the rows and columns of \( P_i \) in Theorem 2.1 resulting in \( \tilde{P}_i \).

For completeness, we briefly summarize the algorithm in [10, p. 113] used to compute the change of basis matrix to get a symmetry adapted basis as in Corollary 2.2. This algorithm can also be found in [27, p. 23]. For each irreducible representation \( V_i \) of the finite group \( G \), let \( d^i(g) \) be the matrix representation for \( g \in G \). The size of \( d^i(g) \) is \( n_i \times n_i \) where \( n_i \) is the dimension of \( V_i \). We furthermore choose \( d^i(g) \) to be real orthogonal matrices, which can easily be done when all irreducibles appearing are of type 2, as we assume throughout.
Algorithm 1: Computation of symmetry adapted change of basis matrix as in Corollary 2.2

- For each irreducible representation $i = 1, \ldots, s$,
  1. Compute the matrix
     \[ \pi^i = \sum_{g \in G} d_i^1 (g^{-1}) D(g). \]
  2. The matrix $\pi^i$ will be of rank $m_i$. Choose $m_i$ linearly independent columns and label them $v_1^i, v_2^i, \ldots, v_{m_i}^i$.
     
     If this set of vectors is not orthonormal, apply Gram-Schmidt (here we utilize a modification to the algorithm [10, Theorem 5.4]) and relabel each $v_{ij}^i$.
  3. For each $k = 2, \ldots, n_i$,
     (a) Compute the matrix
        \[ P_{ik} = \frac{n_i}{|G|} \sum_{g \in G} d_i^k (g^{-1}) D(g). \]
     (b) Define new column vectors
        \[ u_{kj}^i = P_{ik} v_{ij}^i \]
        for $j = 1, \ldots, m_i$.

- The above generates a symmetry adapted basis for all $m_i$ copies of $V_i$. Arrange these vectors,
  
  Basis $B_{i1}$ for $V_i^1$:
  \[
  \begin{array}{cccc}
  v_1^1 & v_2^1 & \cdots & v_{n_i}^1 \\
  v_1^2 & v_2^2 & \cdots & v_{n_i}^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  v_1^{m_i} & v_2^{m_i} & \cdots & v_{n_i}^{m_i}
  \end{array}
  \]

  Basis $B_{i2}$ for $V_i^2$:

  Basis $B_{im_i}$ for $V_i^{m_i}$:

- Construct the change of basis matrix $T$: For each $i = 1, \ldots, s$, the corresponding columns of $T$ will be the $\{v_{kj}^i\}$ in the following order:

  \[
  \begin{array}{c|c|c}
  v_1^1 & v_2^1 & \cdots & v_{n_i}^1 \\
  v_1^2 & v_2^2 & \cdots & v_{n_i}^2 \\
  \vdots & \vdots & \ddots & \vdots \\
  v_1^{m_i} & v_2^{m_i} & \cdots & v_{n_i}^{m_i}
  \end{array}
  \]

  starting with $v_1^i$ and going down each column of the array and ending with $v_{n_i}^{m_i}$.

2.2 Multiplicities of irreducible representations for $S_n$ acting on homogeneous polynomials

In this paper, $V = \mathbb{R}[x_1, \ldots, x_n]$ or its complexification, the vector space of homogeneous degree $d$ polynomials in $x_1, \ldots, x_n$. In this section we begin with a representation of $G = S_n$ on $\mathbb{R}^n$ which extends to a representation on $V$ by linear substitution of variables. Furthermore, we will also use the fact that the irreducible representations of $S_n$ are indexed by partitions $\lambda$ [25]. In other words,

\[ V = m_{\lambda_1} V_{\lambda_1} \oplus \cdots \oplus m_{\lambda_s} V_{\lambda_s} \]

where $\lambda_1, \lambda_2, \ldots, \lambda_s$ are partitions of $n$. Here we provide a simple way to determine the multiplicity of the irreducible representation $V_\lambda$. For this we need to compute $\langle \chi_\lambda, \chi_d \rangle$ where $\chi_\lambda$ is the irre-
ducible character associated to \( V_\lambda \) and \( \chi_d \) is the character of the representation \( V = \mathbb{C}[x_1, \ldots, x_n]_d \).

We will present a method which we have learned from Mark Haiman.

Recall that the space of complex-valued functions \( \mathbb{C}^G \) on a group has a natural inner product \( \mathbb{C}^G \times \mathbb{C}^G \to \mathbb{C} \) defined by
\[
\langle f, g \rangle := \frac{1}{|G|} \sum_{\sigma \in G} f(\sigma)g(\sigma).
\]
The ring of symmetric functions \( \Lambda \) also has a natural inner product. This can be defined by specifying its values on pairs of basis vectors; for instance
\[
\langle m_\lambda, h_\mu \rangle = \delta_{\lambda\mu}
\]
where \( m_\lambda \) and \( h_\mu \) are monomial and complete homogeneous symmetric functions associated to partitions \( \lambda \) and \( \mu \), respectively. Elsewhere in this paper \( m_\lambda \) denotes the multiplicity of the irreducible representation \( V_\lambda \), but in this section it denotes the monomial symmetric function associated to such a partition. A key tool for us will be the Frobenius characteristic map \( [29, \text{p. 351}] \). This is a linear map between the subspace of functions constant on conjugacy classes and the ring \( \Lambda \). It is defined by
\[
\text{ch}(\chi) = \frac{1}{n!} \sum_{\sigma \in S_n} \chi(\sigma)p_{\text{par}(\sigma)}
\]
where \( \text{par}(\sigma) = \mu \) is the partition given by the cycle type of \( \sigma \), and \( p_\mu = p_{\mu_1} \cdots p_{\mu_k} \) is the power sum symmetric polynomial \( [29, \text{Proposition 7.18.1}] \). The characteristic map \( \text{ch} \) is an isometry \( [29, \text{Section 7.7}] \) between the subspace of functions constant on conjugacy classes and the space \( \Lambda_n \) of degree \( n \) symmetric functions, each equipped with their respective inner products. In the former, the irreducible characters \( \chi_\lambda \) of \( S_n \) form an orthonormal basis, and in the latter, the Schur polynomials \( s_\lambda \) form an orthonormal basis. It is a standard fact in representation theory and the theory of symmetric functions that \( \text{ch}(\chi_\lambda) = s_\lambda \) \( [25, \text{Section 4.7}] \).

**Theorem 2.2.** Let \( \chi_d \) be the character of the representation of the symmetric group \( S_n \) acting on polynomials of degree \( d \) in \( n \) variables \( V = \mathbb{C}[x_1, \ldots, x_n]_d \). Let \( n(\lambda) = \sum (i-1)\lambda_i \) and let \( h_i \) be the hook length for the \( i \)-th box in the Young diagram of \( \lambda \). The multiplicity of the irreducible representation \( V_\lambda \) in \( V \) is equal to the number of solutions \( y \in \mathbb{N}^n \) of the equation
\[
h_1 y_1 + \cdots + h_n y_n = d - n(\lambda).
\]

**Proof.** We first compute the inner product
\[
\langle s_\lambda(z), \sum_d \chi(\lambda_d)q^d \rangle = \langle s_\lambda(z), \sum_{\mu \vdash n} s_\mu(z)s_\mu(1, q, q^2, \ldots) \rangle = s_\lambda(1, q, q^2, \ldots).
\]
Here, the first equality is by \( [29, \text{Exercise 7.73}] \), while the second one is by orthonormality of the Schur basis for \( \Lambda \). Thus we have shown that
\[
\sum_d \langle \chi_\lambda, \chi_d \rangle q^d = \sum_d \langle \chi_\lambda, \chi_d \rangle q^d = \langle s_\lambda(z), \sum_d \chi(\lambda_d)q^d \rangle = \langle s_\lambda(z), s_\lambda(1, q, q^2, \ldots) \rangle = s_\lambda(1, q, q^2, \ldots).
\]
Let \( f_\lambda(q) \) be the \( q \)-analogue of the number of standard Young tableaux of shape \( \lambda \), which means that
\[
f_\lambda(q) = \sum_{T \in \text{SYT}(\lambda)} q^{\text{maj}(T)}
\]
where \( \text{maj}(T) \) is the sum of the descents in \( T \), i.e. it is the sum over all \( i \) such that \( i+1 \) appears in a lower row in \( T \) than \( i \). We let \( h(x) \) be the hook length for a box \( x \) in the Young diagram of \( \lambda \). Using this, we obtain
\[
s_\lambda(1, q, q^2, \ldots) = \frac{f_\lambda(q)}{(1-q)(1-q^2)\cdots(1-q^n)} = \frac{q^{n(\lambda)}}{\prod_{x \in \lambda} (1-q^{h(x)})}
\]
where the first equality is \cite[Proposition 7.19.11]{29}, the second equality is \cite[Corollary 7.21.3]{29}, and \(h_i\) are all the hook lengths of \(\lambda\). Expanding this out we see that the coefficient of the \(q^d\) term is the number of ways we can add multiples of the hook lengths \(h_1, 2h_1, \ldots, h_2, 2h_2, \ldots, h_i, 2h_i, \ldots\) so they add up to \(d - n(\lambda)\). \(\square\)

### 2.3 Sum of squares and Gram spectrahedra

A homogeneous polynomial \(f\) in \(\mathbb{R}[x_1, \ldots, x_n]_{2d}\) is said to be a sum of squares (SOS) polynomial if \(f = q_1^2 + \cdots + q_k^2\) where \(q_i \in \mathbb{R}[x_1, \ldots, x_n]_d\), \(i = 1, \ldots, k\). Note that while we are searching for an SOS decomposition of a degree \(2d\) polynomial, most of the work occurs in the space of degree \(d\) polynomials, including the use of representation theory. The following is a well known fact that drives many ideas in the theory and practice of SOS polynomials; see for instance \cite[Theorem 3.39]{18}.

**Theorem 2.3.** Let \(f(x) \in \mathbb{R}[x_1, \ldots, x_n]_{2d}\) be a homogeneous polynomial and let \(m(x)\) be a column vector containing a basis of \(\mathbb{R}[x_1, \ldots, x_n]_d\). Then \(f(x)\) is a sum of squares if and only if there exists an \(N \times N\) real positive semidefinite symmetric matrix \(Q\) where \(N = \binom{n+d-1}{d}\) and

\[
f(x) = m(x)^T Q m(x).
\]

The set of \(N \times N\) real symmetric matrices \(S^N\) is a vector space isomorphic to \(\mathbb{R}^{\binom{N+1}{2}}\). The subset of positive semidefinite matrices \(\text{PSD}_N\) is a full-dimensional closed convex cone in this vector space. It is a semi-algebraic set defined by \(2^N - 1\) polynomial inequalities given by forcing the \(2^N - 1\) principal minors of an \(N \times N\) symmetric matrix to be nonnegative.

A **spectrahedron** \(K\) is a closed convex semi-algebraic set, formed as the intersection of some affine linear space \(L \subset S^N\) with \(\text{PSD}_N\). Spectrahedra are generalizations of polyhedra, which are feasible sets of linear programming problems. Similarly, spectrahedra are the feasible sets of **semidefinite programming problems** (SDP):

\[
\min \langle C, Q \rangle \text{ such that } Q \in K
\]

where \(\langle C, Q \rangle := \text{trace}(C^T Q) = \sum_{i=1}^{N} \sum_{j=1}^{N} C_{ij} Q_{ij}\) is the standard inner product on \(S^N\). SDPs can be solved efficiently. In particular, whether a spectrahedron is empty or not can be decided by using the dual SDP problem \cite{30}.

**Definition 2.1.** Let \(f \in \mathbb{R}[x_1, \ldots, x_n]_{2d}\). The **Gram spectrahedron** of \(f\) is the spectrahedron

\[
K_f := L_f \cap \text{PSD}_N,
\]

where \(L_f\) is the affine subspace of symmetric matrices \(Q\) satisfying (1).

**Proposition 2.1.** The **Gram spectrahedron** \(K_f\) is non-empty if and only if \(f\) is an SOS polynomial.

In other words, determining if a polynomial is SOS is equivalent to checking the feasibility of an SDP. Gram spectrahedra have been studied intensively in \cite{3, 5, 6, 11, 19}, to name a few.

### 2.4 Symmetry adapted Gram spectrahedra

This article focuses on SOS polynomials invariant under the linear action of a group \(G\). Therefore we start with a representation of \(G\) on \(\mathbb{R}^n\). A polynomial \(f\) is \(G\)-invariant if \(f(g^{-1} x) = f(x)\) for all \(g \in G\). The \(S_n\)-invariant polynomials are the usual symmetric polynomials. The ring of \(G\)-invariant polynomials of degree \(2d\) will be denoted \(\mathbb{R}[x_1, \ldots, x_n]_{2d}^G\).

The action of \(G\) on \(\mathbb{R}^n\) extends to a representation \(D: G \to GL(V)\) for \(V = \mathbb{R}[x_1, \ldots, x_n]_d\) with matrices \(D(g)\) with respect to a chosen basis. Let \(m(x)\) be the column vector whose entries form a basis for \(V\). For any (possibly non-invariant) polynomial \(f \in \mathbb{R}[x_1, \ldots, x_n]_{2d}\) we can write \(f(x) = m(x)^T Q m(x)\) for some \(Q \in S^N\). Hence \(g \cdot f(x) = m(x)^T D(g)^T Q D(g) m(x)\) for all \(g \in G\), and if \(f\) is \(G\)-invariant then \(f(x) = m(x)^T D(g)^T Q D(g) m(x)\) for all \(g \in G\).
Proposition 2.2. If \( f \) is a \( G \)-invariant polynomial in \( \mathbb{R}[x_1, \ldots, x_n]_d^G \) then there exists \( Q \in S^N \) such that \( f(x) = m(x)^T Q m(x) \) where \( Q = D(g)^T Q D(g) \) for all \( g \in G \).

Proof. By Theorem 2.3 there exists \( Q' \in S^N \) such that \( f(x) = m(x)^T Q' m(x) \). Since \( f \) is \( G \)-invariant, \( f(x) = m(x)^T D(g)^T Q^T Q' D(g) m(x) \) for all \( g \in G \). Now let

\[
Q = \frac{1}{|G|} \sum_{g \in G} D(g)^T Q' D(g).
\]

Definition 2.2. Let \( f \in \mathbb{R}[x_1, \ldots, x_n]_d^G \) be a \( G \)-invariant polynomial for some representation of \( G \) on \( \mathbb{R}^n \). Let \( D : G \to GL(V) \) be the representation of \( G \) on \( V = \mathbb{R}[x_1, \ldots, x_n]_d \) given by linear substitution. The symmetry adapted Gram spectrahedron of \( f \) is

\[
K_f^G := L_f \cap PSD_N^G,
\]

where

\[
PSD_N^G := \left\{ Q \in PSD_N \mid D(g)^T Q D(g) = Q, \text{ for all } g \in G \right\}.
\]

Here, \( L_f \) is the affine space of symmetric matrices \( Q \) satisfying \( f(x) = m(x)^T Q m(x) \) for \( m(x) \) a column vector whose entries form a basis of \( V \), and \( D(g) \) are the matrices of \( D \) in this basis. The set \( PSD_N^G \) consists of all positive semidefinite matrices which are fixed by the action of \( G \). We call this the symmetry adapted PSD cone.

Corollary 2.3. Let \( V = \mathbb{R}[x_1, \ldots, x_n]_d \) and let \( D : G \to GL(V) \) be the representation of \( G \) on \( V \) obtained by linear substitution from a representation of \( G \) on \( \mathbb{R}^n \). Assume that all irreducible representations appearing in the isotypic decomposition

\[
\mathbb{C} \otimes \mathbb{R} V = m_1 V_1 \oplus \cdots \oplus m_s V_s
\]

are of type 2, with \( \dim V_i = n_i \) and multiplicity \( m_i \). Then there exists a basis for \( V \) such that a symmetric matrix \( Q \in S^N \) is in \( PSD_N^G \) if and only if

\[
Q = \begin{pmatrix}
\tilde{Q}_1 & 0 & \ldots & 0 \\
0 & \tilde{Q}_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \tilde{Q}_s
\end{pmatrix}
\]

where

\[
\tilde{Q}_i = \begin{pmatrix}
Q_i & 0 & \ldots & 0 \\
0 & Q_i & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & Q_i
\end{pmatrix}
\]

with \( Q_i \in PSD_{m_i} \) for all \( i = 1, \ldots, s \) and \( n_i \) identical copies in \( Q_i \).

Proof. By Corollary 2.2 an arbitrary matrix \( Q \) commutes with all \( D(g) \) if and only if it has the stated block-diagonal form in a symmetry adapted basis. If all matrices \( D(g) \) are orthogonal, requiring \( D(g)^T Q D(g) = Q \) is the same as requiring \( Q D(g) = D(g)Q \). Since the irreducibles are of type 2, the matrices \( d_i \), and therefore \( \pi^t \) and \( P_{ik} \), can be chosen with real entries in Algorithm 1. Thus, the symmetry adapted basis can be written as real linear combinations of the original basis vectors. By using the invariant inner product

\[
\langle v, w \rangle := v^T \left( \frac{1}{|G|} \sum_{g \in G} D(g)^T D(g) \right) w,
\]

the symmetry adapted basis can further be adjusted so that the matrices \( D(g) \) in that basis are orthogonal matrices. To carry this out, one can apply Gram-Schmidt using the invariant inner product above. It only remains to require symmetry and positive semi-definiteness. This is the condition stated above, that \( Q_i \in PSD_{m_i} \).
As one might expect PSD$_N^G$ and $K_f^G$ are simpler, smaller, and more structured objects than their counterparts PSD$_N$ and $K_f$ when $f$ is $G$-invariant. The rest of this article is devoted to convincing the reader that this is indeed the case.

**Example 2.1.** The focus of this paper is the case $G = S_6$. However, we include an example with the symmetry group $G = I_h$ of an icosahedron. All 10 irreducible representations of $I_h$ are of type 2. We continue this example in Section 3.1 to demonstrate extremal rays of rank $> 1$. This group consists of 120 invertible $3 \times 3$ orthogonal matrices. Generators are, for instance,

$$
\begin{pmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1 
\end{pmatrix}, \quad
\begin{pmatrix}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0 
\end{pmatrix}, \quad
\begin{pmatrix}
\frac{1}{\sqrt{5}} & \frac{1}{\sqrt{5}} & -\frac{1}{\sqrt{5}} \\
\frac{1}{\sqrt{5}} & \frac{1}{\sqrt{5}} & -\frac{1}{\sqrt{5}} \\
\frac{1}{\sqrt{5}+1} & \frac{1}{\sqrt{5}+1} & 0 
\end{pmatrix}, \quad
\begin{pmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1 
\end{pmatrix}.
$$

The action on $\mathbb{R}^3$ extends to an action on $V = \mathbb{R}^2[x_1,x_2,x_3]$. The $6 \times 6$ matrices $\overrightarrow{D}(g)$ for all 120 elements $g \in I_h$ written in the monomial basis \( \{x_1^2,x_1x_2,x_1x_3,x_2^2,x_2x_3,x_3^2\} \) are

$$
\begin{pmatrix}
q_1 & q_2 & q_3 & q_4 & q_5 & q_6 \\
q_7 & q_8 & q_9 & q_{10} & q_{11} & q_{12} \\
q_{13} & q_{14} & q_{15} & q_{16} & q_{17} & q_{18} \\
q_{19} & q_{20} & q_{21} & q_{22} & q_{23} & q_{24} \\
q_{25} & q_{26} & q_{27} & q_{28} & q_{29} & q_{30} \\
q_{31} & q_{32} & q_{33} & q_{34} & q_{35} & q_{36} 
\end{pmatrix}.
$$

The resulting $6 \times 6$ matrices above will not be orthogonal matrices. However, we can create the matrix

$$
S := \frac{1}{|G|} \sum_{g \in G} D(\overrightarrow{D}(g)) \overrightarrow{D}(\overrightarrow{g})
$$

which we use to define the invariant inner product $\langle v, w \rangle := v^T S w$. In this case,

$$
S = \begin{pmatrix}
\frac{7}{6} & 0 & -\frac{1}{5} & 0 & -\frac{1}{5} \\
0 & \frac{4}{5} & 0 & 0 & 0 \\
0 & 0 & \frac{4}{5} & 0 & 0 \\
-\frac{1}{5} & 0 & 0 & \frac{7}{6} & 0 \\
0 & 0 & 0 & 0 & \frac{4}{5} \\
-\frac{1}{5} & 0 & 0 & 0 & \frac{4}{5}
\end{pmatrix},
$$

Applying a modified Gram-Schmidt to the monomial basis we can create a new basis $u_1, \ldots, u_6$ for which the representation matrices become orthogonal. Collecting the new basis vectors in the columns of a matrix $U$ we create orthogonal matrices $D(g) = U^{-1} \overrightarrow{D}(g) U$ for all $g \in I_h$. A useful fact is that $U^{-1} = U^T S$. Consider $m(x)^T I m(x)$ for $m(x)$ the column vector containing the monomials of degree 2. This would produce the polynomial

$$
\frac{3}{4} x_1^4 + \frac{3}{4} x_1^2 x_2^2 + \frac{3}{4} x_1^2 x_3^2 + \frac{3}{2} x_2^2 x_3^2 + \frac{3}{4} x_3^4,
$$

which is not $I_h$-invariant. Proposition 2.3 below implies that, in the monomial basis, the identity matrix is not in PSD$_N^I_h$, as can also be checked directly. However, if we apply the change of basis and extract the polynomial corresponding to the identity matrix $f = (U^T m)^T I (U^T m)$ we obtain the $I_h$-invariant polynomial

$$
f = \frac{3}{4} x_1^4 + \frac{3}{4} x_1^2 x_2^2 + \frac{3}{4} x_1^2 x_3^2 + \frac{3}{2} x_2^2 x_3^2 + \frac{3}{4} x_3^4.
$$

In the basis given by the column vector $U^T m$, the 2-dimensional symmetry adapted PSD cone $PSD^I_h$ is given by the 63 inequalities arising from the principal minors of the matrix given (to 5 digits) by

$$
\begin{pmatrix}
\frac{13}{28} q_{55} + \frac{15}{28} q_{66} & 0 & 0 & -0.61859 q_{55} + 0.61859 q_{66} & -0.73193 q_{55} + 0.73193 q_{66} \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & q_{55} & 0 \\
-0.61859 q_{55} + 0.61859 q_{66} & 0 & 0 & \frac{7}{4} q_{55} + \frac{7}{4} q_{66} & 0 \\
0 & 0 & 0 & 0 & q_{55} \\
-0.73193 q_{55} + 0.73193 q_{66} & 0 & 0 & -0.84515 q_{55} + 0.84515 q_{66} & 0 \\
0 & 0 & 0 & 0 & q_{66}
\end{pmatrix}.
$$
We close this section with the observation that constructing SOS decompositions with symmetry adapted bases has another advantage. Namely, the partial sums of squares are \( G \)-invariant polynomials themselves when one groups them according to the isotopic components. This result was also pointed out in [11, pp. 107-112], but we would like to call attention to it, as well as provide a fully explicit proof. We then use this result to prove that every matrix in \( PSD_N^G \) produces a \( G \)-invariant polynomial.

**Proposition 2.3.** Let \( f \in \mathbb{R}[x_1, \ldots, x_n]_d \) be a \( G \)-invariant polynomial with real coefficients and let every irreducible appearing with nonzero multiplicity in \( \mathbb{C}[x_1, \ldots, x_n]_d = \mathbb{C} \otimes_{\mathbb{R}} \mathbb{R}[x_1, \ldots, x_n] \) be of type 2. If \( f \) is an SOS polynomial then

\[
f = \sum_{\alpha_1=1}^{r_1} q_{1,\alpha_1}^2 + \sum_{\alpha_2=1}^{r_2} q_{2,\alpha_2}^2 + \cdots + \sum_{\alpha_s=1}^{r_s} q_{s,\alpha_s}^2
\]

where each \( q_{i,\alpha_i} \) is a polynomial of degree \( d \) appearing in the \( i \)th isotypic component \( m_i V_i \) of \( \mathbb{C}[x_1, \ldots, x_n]_d = m_1 V_1 \oplus \cdots \oplus m_s V_s \).

Further, each partial sum of squares \( \sum_{\alpha_s=1}^{r_s} q_{s,\alpha_s}^2 \) is a \( G \)-invariant polynomial, with \( r_i = \text{rank}(Q_i) \) as in Corollary 2.3. By choosing bases agreeing with the real representations corresponding to each isotypic component, each \( q_{i,\alpha_i} \) may be chosen with real coefficients.

**Proof.** Let \( v_j^i \) be the column vector \( [v_j^{i1}, v_j^{i2}, \ldots, v_j^{im}]^T \) of basis polynomials chosen in Algorithm 1 as an orthonormal basis for the column space of the \( j \)th projection operator for the \( i \)th isotypic component. Since \( V_i \) is of type 2, these basis vectors can be chosen as polynomials with real coefficients, and such that the matrices \( d^i(g) \) are orthogonal. Let \( Q_i \) be the matrices appearing in Corollary 2.3. Then the partial sum of squares for the \( i \)th isotypic component can be rewritten

\[
\sum_{\alpha_i=1}^{r_i} q_{i,\alpha_i}^2 = \sum_{j=1}^{n_i} (v_j^i)^T Q_i(v_j^i)
= \left< Q_i, \sum_{j=1}^{n_i} (v_j^i)(v_j^i)^T \right>
= \left< Q_i, P_i(x) \right>
\]

where \( P_i(x) \) is an \( m_i \times m_i \) matrix with polynomial entries and \( r_i = \text{rank}(Q_i) \). Specifically, the \((k, \ell)\) entry of the matrix \( P_i(x) \) is given by

\[
p_{k,\ell} = \sum_{j=1}^{n_i} v_{j}^{ik} v_{j}^{\ell}.
\]

Letting \( d^i(g) = (d_{\alpha,\beta}^i) \) for \( g \in G \) be the orthogonal matrices for the real representation associated to the \( i \)th isotypic component, we have the relations

\[
\sum_{j=1}^{n_i} (d_{\alpha,j}^i)(d_{\beta,j}^i) = \delta_{\alpha,\beta}.
\]

Recall for each \( k = 1, \ldots, m_i \) the entry \( v_{j}^{ik} \) of the column vector \( v_j^i \) is a symmetry adapted basis polynomial which transforms like the \( j \)th basis vector of the \( i \)th irreducible representation:

\[
g \cdot v_j^{ik} = \sum_{\alpha=1}^{n_i} d_{\alpha,j}^i v_{\alpha}^{ik}.
\]
Acting with the group element \( g \in G \) we have

\[
\begin{align*}
\sum_{j=1}^{n_1} (v^j_1)(v^j_2)^T &\to \sum_{j=1}^{n_1} \begin{bmatrix}
\vdots \\
\sum_{i=1}^{n_1} d_{i,j} v^j_i \\
\vdots \\
\end{bmatrix} \begin{bmatrix}
\cdots \\
\sum_{\beta=1}^{n_1} d_{\beta,j}^* v^{j\ell}_{\beta} \\
\cdots \\
\end{bmatrix} \\
&= \sum_{j=1}^{n_1} \begin{bmatrix}
\vdots \\
(k, \ell) \text{ entry} = \\
\sum_{(\alpha, \beta) \in [n_1] \times [n_1]} d_{\alpha,j}^* d_{\beta,j} v^j_i v^{j\ell}_{\beta} \\
\vdots \\
\end{bmatrix}.
\end{align*}
\]

Pulling the sum over \( j = 1, \ldots, n_1 \) inside to each individual entry of the matrix we see that the orthogonality relations zero out all terms except those giving the \((k, \ell)\) entry of \( P_1(x) \). Therefore, each of the entries of \( P_1(x) \) will be itself an invariant polynomial, and hence \( \sum_{i=1}^{n_1} q^2_{i, \alpha} = \langle Q, P_1(x) \rangle \) is invariant. Note that a factorization of \( Q_i \) will still be required to find the \( r_i \) explicit squares \( q^2_{i, \alpha} \), as usual. \( \square \)

**Example 2.2.** Consider the polynomial \( (H_{21} - H_{111})(x_1^2, x_2^2, x_3^2) = \)

\[
\frac{1}{18}(x_1^4 + x_2^4 x_3^2 + x_1^2 x_2^2 x_3 + x_1^2 + x_2^2 x_3^2 + x_3^4)(x_1^2 + x_2^2 + x_3^2) - \frac{1}{27}(x_1^2 + x_2^2 + x_3^2)^3
\]

which is an \( S_3 \)-invariant (symmetric) polynomial. We will define a family of such polynomials in Section 6. One matrix in its symmetry adapted Gram spectrahedron is

\[
\frac{1}{108} \begin{pmatrix}
4 & -2\sqrt{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-2\sqrt{2} & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & \sqrt{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \sqrt{2} & 2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & \sqrt{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \sqrt{2} & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 6
\end{pmatrix}
\]

The rows and columns of this matrix correspond to polynomials which form a symmetry adapted basis, and using these we can write our polynomial as

\[
(H_{21} - H_{111})(x_1^2, x_2^2, x_3^2) = \frac{1}{54} x_1^6 + \frac{1}{54} x_2^6 + \frac{1}{54} x_3^6 - \frac{1}{18} x_1^2 x_2^2 x_3^2
\]

where the first square comes from the rank one trivial block, the second and third squares from the two copies of the rank one standard block and the last square from the rank one alternating block. Clearly, the first and last squares are symmetric polynomials. Proposition 2.3 states that the sum of the second and third squares is also a symmetric polynomial. Although it is not immediately clear from the above representation, it is indeed so. We invite the reader to check.
Note that the proof of Proposition 2.3 can be applied to any matrix $Q$ in the symmetry adapted PSD cone, which leads to the following results.

**Corollary 2.4.** Let $m(x)$ be a vector of polynomials comprising a fixed basis of $\mathbb{R}[x_1, \ldots, x_n]_d$. Then every matrix $Q \in \text{PSD}^G_N$, calculated using the representation matrices $D(g)$ written in this basis, produces a $G$-invariant polynomial $f(x) = m(x)^T Q m(x)$.

**Corollary 2.5.** The symmetry adapted Gram spectrahedron $K^G_f$ is non-empty if and only if the $G$-invariant polynomial $f$ is SOS.

## 3 Properties of symmetry adapted PSD cones and Gram spectrahedra

In this section we provide general results about $\text{PSD}^G_N$ and $K^G_f$. We compute the dimension of $\text{PSD}^G_N$ and give a characterization of its extreme rays, as well as describe the matrix block of $Q \in \text{PSD}^G_N$ in a symmetry adapted basis corresponding to the trivial representation when $G$ is the symmetric group.

**Corollary 3.1.** The dimension of $\text{PSD}^G_N$ is $\sum_{i=1}^n \binom{m_i}{2}$.

**Proof.** Since the dimension of $\text{PSD}_{m_i}$ is $\binom{m_i}{2}$ Corollary 2.3 implies the result. \qed

### 3.1 Extremal Rays

Every point $Q \in \text{PSD}^G_N$ gives rise to a ray, as in

$$\text{ray}(Q) := \{c Q : c \in \mathbb{R}_{\geq 0}\}.$$  

A ray $r$ is extremal if it cannot be written as a non-trivial convex combination of other rays. We note that in the case of the usual cone of positive semidefinite matrices $\text{PSD}_N$, the Spectral Theorem for symmetric matrices implies that the extremal rays correspond to matrices of rank one. A face $F$ of a convex set $K$ is a convex subset such that if a convex combination of two points of $K$ lies in $F$, then the points were already elements of $F$. In symbols, if $a, b \in K$ and $t a + (1-t) b \in F$ for some $t \in (0, 1)$ then $a, b \in F$. Given a spectrahedron $K$, any matrix $Q \in K$ belongs to the relative interior of a unique face denoted by $F_K(Q)$. The face $F_K(Q)$ is the intersection of $K$ with the subspace of all matrices whose kernel contains the kernel of $Q$; see [21].

**Theorem 3.1.** [21, Theorem 1] Let $K \subset \text{PSD}_k$ be a spectrahedron, and for $Q \in K$ define

$$S(Q) = \{X \in \mathcal{S}^k : \ker(Q) \subset \ker(X)\}.$$

Then $F_K(Q) = S(Q) \cap K$.

**Corollary 3.2.** Let $K = L \cap \text{PSD}_k$ be a spectrahedral cone for some linear subspace $L \subset \mathcal{S}^k$, and let $Q \in K$. Then $Q$ is extremal if and only if the dimension of the affine hull of $F_K(Q)$ is one.

This leads to the following theorem, further specialized to our case:

**Theorem 3.2.** Let $Q_1, \ldots, Q_s$ be the symmetric matrices appearing in the blocks as in Corollary 2.3. Then the extremal rays of $\text{PSD}^G_N$ are in bijection with the set of matrices $Q \in \text{PSD}^G_N$ such that exactly one matrix $Q_i$ has rank one, and the other $Q_j$, $j \neq i$ have rank zero, considered up to scaling by $\mathbb{R}_{\geq 0}$.

**Proof.** Let $Q \in \text{PSD}^G_N$ such that one $Q_i$ has rank one and the others are zero matrices. The existence of such $Q$ follows from Corollary 2.2. Without loss of generality we can assume that the
(1, 1) entry of $Q_i$ is nonzero. We denote this entry by $a$. Since the columns of $Q_i$ are multiples of the first column and the rows are multiples of the first row we get

$$Q_i = \begin{pmatrix} a & s_2 a & \cdots & s_m a \\ s_2 a & s_2^2 a & \cdots & s_2 s_m a \\ \vdots & \vdots & \ddots & \vdots \\ s_m a & s_m s_2 a & \cdots & s_m^2 a \end{pmatrix}.$$ 

A basis for $\ker(Q_i)$ is

$$\begin{pmatrix} -s_2 \\ 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \begin{pmatrix} -s_3 \\ 0 \\ 1 \\ \vdots \\ 0 \end{pmatrix}, \begin{pmatrix} -s_m \\ 0 \\ 0 \\ \vdots \\ 1 \end{pmatrix}.$$ 

The only symmetric matrices whose kernel contains $\ker(Q_i)$ are scalar multiples of

$$\begin{pmatrix} 1 & s_2 & \cdots & s_m \\ s_2 & s_2^2 & \cdots & s_2 s_m \\ \vdots & \vdots & \ddots & \vdots \\ s_m & s_m s_2 & \cdots & s_m^2 \end{pmatrix}.$$ 

This also shows that the only symmetric matrices whose kernel contains $\ker(Q)$ have the same block structure as $Q$ where $\tilde{Q}_j = 0$ when $j \neq i$, and in $\tilde{Q_i}$ each block is a (possibly different) multiple of $Q_i$. But then by Theorem 3.1 $S(Q) \cap \text{PSD}^G_N = F_{\text{PSD}^G_N}(Q)$, and this consists of positive multiples of $Q$. Therefore the ray generated by $Q$ is an extremal ray. Any other type of matrix in $\text{PSD}^G_N$ is easily seen to be a conical combination of the above matrices. This proves the theorem.

**Corollary 3.3.** The ranks of extremal rays of $\text{PSD}^G_N$ are precisely $\{n_1, \ldots, n_s\}$, $n_i = \dim V_i$. In particular, the minimum rank attained by extremal matrices is $\min(n_1, \ldots, n_s)$, and if no one-dimensional representation of $G$ appears in $V$ with positive multiplicity, this minimum rank is bigger than one.

Note that this differs from $\text{PSD}_N$, whose extremal rays are defined by rank one matrices. We continue with Example 2.1.

**Example 2.1 Continued.** Consider again the group $G = I_h$ of 120 symmetries of the icosahedron. The space of degree 3 polynomials has dimension 10, and can help us write the degree 6 icosahedral invariants as sums of squares. Using the Mulliken symbols for irreducible representations of $I_h$ typical in chemistry [8, last page], we have that

\[
\begin{align*}
\text{vector spaces} & \quad \mathbb{C}[x_1, x_2, x_3]_3 = T_{1u} \oplus T_{2u} \oplus G_u \\
\text{dimensions} & \quad 10 = 3 + 3 + 4.
\end{align*}
\]

Since the minimum dimension of an irreducible in this decomposition is 3, we can already conclude that the extremal rays of $\text{PSD}_{10}^{I_h}$ will not be given by matrices of rank 1. The extremal rays correspond to matrices of rank at least 3.

Similarly, since the degree 5 polynomials decompose as

\[
\begin{align*}
\text{vector spaces} & \quad \mathbb{C}[x_1, x_2, x_3]_5 = 2T_{1u} \oplus 2T_{2u} \oplus G_u \oplus H_u \\
\text{dimensions} & \quad 21 = 2(3) + 2(3) + 4 + 5,
\end{align*}
\]

we know that the extremal rays are defined by matrices of rank exactly 3, 4, and 5 in $\text{PSD}_{21}^{I_h}$.
### 3.2 Trivial Block

Here we turn to $G = S_n$ acting on $V = \mathbb{C}[x_1, \ldots, x_n]_d$ by permuting the indices of the indeterminates. For all $n$ and $d$, the trivial representation appears in $V$ with multiplicity equal to $p = p(n, d)$ where $p(n, d)$ is the number of partitions of $d$ with at most $n$ parts via Theorem 2.2. Therefore, in a symmetry adapted basis, there is one $p \times p$ diagonal block corresponding to the trivial representation, called the trivial block.

We now use Algorithm 1 to build the trivial block for any $n$ and $d$ in the case of $S_n$. Note that we may always use degree $d$ monomials in $n$ variables as a basis for $V$ when $G = S_n$. To start, we order our monomial basis so that orbits of $G = S_n$ acting on the finite set of monomials are grouped together. For example, for degree 3 monomials in 3 variables, we could order our basis as

$$\{x_1^3, x_2^3, x_3^3, x_1^2x_2, x_1^2x_3, x_1x_2^2, x_1x_3^2, x_2^2x_3, x_2x_3^2, x_1x_2x_3\}$$

which has three orbits $Gv$ for $v \in \{x_1^3, x_1^2x_2, x_1x_2^2\}$. Note that in general the orbits can be labeled by partitions of $d$ with at most $n$ parts. Under this ordering, a general symmetric matrix will be described by the blocks indexed by the orbits of our monomials

$$Q = \begin{pmatrix} O(x^{\lambda(1)}) & O(x^{\lambda(2)}) & \cdots & O(x^{\lambda(p)}) \\ O(x^{\lambda(1)}) & O(x^{\lambda(2)}) & \cdots & O(x^{\lambda(p)}) \\ \vdots & \vdots & \ddots & \vdots \\ O(x^{\lambda(1)}) & O(x^{\lambda(2)}) & \cdots & O(x^{\lambda(p)}) \end{pmatrix}.$$ 

**Proposition 3.1.** Let $Q \in \text{PSD}_N(\mathbb{R})$ be an $N \times N$ symmetric matrix represented in the monomial basis ordered with respect to the orbits $O(x^{\lambda(1)}), O(x^{\lambda(2)}), \ldots, O(x^{\lambda(p)})$. Let $\Lambda_{i,j}$ be the submatrix of $Q$ indexed by $O(x^{\lambda(i)})$ and $O(x^{\lambda(j)})$ on the rows and columns, respectively. Let $s_i = \sqrt{|O(x^{\lambda(i)})|}$. Then there exists an orthogonal change of basis matrix $T$ such that the trivial block of $T^TQT$ is

$$Q \oplus \cdots = \begin{pmatrix} \frac{s_1^2}{\text{colsum}(\Lambda_{1,1})} & \frac{s_2^2}{\text{colsum}(\Lambda_{1,2})} & \cdots & \frac{s_p^2}{\text{colsum}(\Lambda_{1,p})} \\ \frac{s_1^2}{\text{rowsum}(\Lambda_{1,1})} & \frac{s_2^2}{\text{rowsum}(\Lambda_{1,2})} & \cdots & \frac{s_p^2}{\text{rowsum}(\Lambda_{1,p})} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{s_1^2}{\text{rowsum}(\Lambda_{1,p})} & \frac{s_2^2}{\text{rowsum}(\Lambda_{1,p})} & \cdots & \frac{s_p^2}{\text{rowsum}(\Lambda_{1,p})} \end{pmatrix}$$

where colsum($\Lambda_{i,j}$) is the sum of the entries of any column of $\Lambda_{i,j}$ and rowsum($\Lambda_{i,j}$) is the sum of the entries of any row of $\Lambda_{i,j}$.

**Proof.** We follow Algorithm 1. Since $n_1 = 1$, only the very first step needs to be executed. Moreover, $d_1(g) = [1]$ for all $g \in S_n$, and $D(g)$ are block diagonal in the basis given by the orbits for each $g$. Hence $\pi_1$ is block diagonal with $p$ blocks of size $s_1^2 \times s_1^2$, $i = 1, \ldots, p$, along the diagonal. It is not hard to see that block $i$ is a multiple of the $s_i^2 \times s_i^2$ matrix with every entry equal to one. Therefore the first $p$ columns of $T$ are

$$T = \begin{pmatrix} O(x^{\lambda(1)}) & \frac{1}{s_1} \vec{0} & \cdots & \vec{0} \\ O(x^{\lambda(2)}) & \vec{0} & \frac{1}{s_2} \vec{0} & \cdots & \vec{0} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ O(x^{\lambda(p)}) & \vec{0} & \cdots & \frac{1}{s_p} \vec{0} \end{pmatrix}$$

with the bar indicating a column vector. Now in $T^TQT$ the trivial block has the stated form. ☐
4 Binary and Quadratic Symmetric Polynomials

In this section we first fix the number of variables $n = 2$ and consider the structure of the symmetry adapted PSD$_N$ cone. In this case, the matrices have size $N = d + 1$. We choose the monomial basis \{ $x^d, x^{d-1}y, \ldots, xy^{d-1}, y^d$ \}, and the symmetric matrices will be $Q = (q_{ij})$. Moreover, we restrict to matrices $Q$ such that $QD(\sigma) = D(\sigma)Q$ where $\sigma = (1\; 2)$.

**Corollary 4.1.** When $n = 2$ the dimension of the symmetry adapted PSD cone is

$$
\dim \text{PSD}_{d+1}^S = \begin{cases} 
\frac{(d+1)(d+3)}{4} & \text{d is odd} \\
\frac{(d+2)^2}{4} & \text{d is even}
\end{cases}
$$

**Proof.** The hook lengths are $h_1 = 2$ and $h_2 = 1$ for both partitions of $n = 2$ corresponding to the trivial and alternating representations. Furthermore, $n_{\square} = 0$ and $n_{\square} = 1$. Thus we can fill out the following table,

| $d$ | Partition | $h^T y = d - n(\lambda)$ | $m_{\lambda}$ |
|-----|-----------|---------------------------|--------------|
| odd | $\square$ | $y_1 + 2y_2 = d$ | $\frac{d+1}{2}$ |
|     | $\square$ | $y_1 + 2y_2 = d - 1$ | $\frac{d^2 + 1}{2}$ |
| even| $\square$ | $y_1 + 2y_2 = d$ | $\frac{d^2 + 1}{2}$ |
|     | $\square$ | $y_1 + 2y_2 = d - 1$ | $\frac{d}{2}$ |

By Corollary 3.1 we need to compute

$$
\dim \text{PSD}_{d+1}^S = \left( \frac{m_{\square} + 1}{2} \right) + \left( \frac{m_{\square} + 1}{2} \right),
$$

and this gives the result. 

**Proposition 4.1.** There exists a change of basis matrix so that every $Q \in \text{PSD}_{N}^S$ with $N = d + 1$ is of the form

$$
\frac{1}{2} \begin{pmatrix} Q_{\square} & \sqrt{2}Q_{\square} \\
Q_{\square} & Q_{\square} \end{pmatrix}
$$

where if $d$ is odd

$$
Q_{\square} = \begin{pmatrix} q_{11} + q_{1N} & q_{12} + q_{1(N-1)} & \cdots & q_{1 \frac{N}{2}} + q_{1(\frac{N}{2}+1)} \\
q_{12} + q_{1(N-1)} & q_{22} + q_{2(N-1)} & \cdots & q_{2 \frac{N}{2}} + q_{2(\frac{N}{2}+1)} \\
\vdots & \vdots & \ddots & \vdots \\
q_{1 \frac{N}{2}} + q_{1(\frac{N}{2}+1)} & q_{2 \frac{N}{2}} + q_{2(\frac{N}{2}+1)} & \cdots & q_{\frac{N}{2} \frac{N}{2}} + q_{\frac{N}{2}(\frac{N}{2}+1)} \\
q_{1(N-1)} & q_{2(N-1)} & \cdots & q_{1(\frac{N}{2}+1)} \\
q_{2(N-1)} & q_{2(\frac{N}{2}+1)} & \cdots & q_{1(\frac{N}{2}+1)} \\
\vdots & \vdots & \ddots & \vdots \\
q_{1(\frac{N}{2}+1)} & q_{2(\frac{N}{2}+1)} & \cdots & q_{\frac{N}{2}(\frac{N}{2}+1)} \\
q_{1\frac{N}{2}} & q_{2\frac{N}{2}} & \cdots & q_{\frac{N}{2}(\frac{N}{2}+1)} \\
\end{pmatrix}
$$

and

$$
Q_{\square} = \begin{pmatrix} q_{11} - q_{1N} & q_{12} - q_{1(N-1)} & \cdots & q_{1 \frac{N}{2}} - q_{1(\frac{N}{2}+1)} \\
q_{12} - q_{1(N-1)} & q_{22} - q_{2(N-1)} & \cdots & q_{2 \frac{N}{2}} - q_{2(\frac{N}{2}+1)} \\
\vdots & \vdots & \ddots & \vdots \\
q_{1 \frac{N}{2}} - q_{1(\frac{N}{2}+1)} & q_{2 \frac{N}{2}} - q_{2(\frac{N}{2}+1)} & \cdots & q_{\frac{N}{2} \frac{N}{2}} - q_{\frac{N}{2}(\frac{N}{2}+1)} \\
q_{1(N-1)} & q_{2(N-1)} & \cdots & q_{1(\frac{N}{2}+1)} \\
q_{2(N-1)} & q_{2(\frac{N}{2}+1)} & \cdots & q_{1(\frac{N}{2}+1)} \\
\vdots & \vdots & \ddots & \vdots \\
q_{1(\frac{N}{2}+1)} & q_{2(\frac{N}{2}+1)} & \cdots & q_{\frac{N}{2}(\frac{N}{2}+1)} \\
q_{1\frac{N}{2}} & q_{2\frac{N}{2}} & \cdots & q_{\frac{N}{2}(\frac{N}{2}+1)} \\
\end{pmatrix}
$$

while if $d$ is even there are an extra row and column in the trivial block

$$
Q_{\square} = \begin{pmatrix} q_{11} + q_{1N} & q_{12} + q_{1(N-1)} & \cdots & q_{1 \frac{N}{2}} + q_{1(\frac{N}{2}+1)} & \sqrt{2}q_{1 \frac{N}{2}} \\
q_{12} + q_{1(N-1)} & q_{22} + q_{2(N-1)} & \cdots & q_{2 \frac{N}{2}} + q_{2(\frac{N}{2}+1)} & \sqrt{2}q_{2 \frac{N}{2}} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
q_{1 \frac{N}{2}} + q_{1(\frac{N}{2}+1)} & q_{2 \frac{N}{2}} + q_{2(\frac{N}{2}+1)} & \cdots & q_{\frac{N}{2} \frac{N}{2}} + q_{\frac{N}{2}(\frac{N}{2}+1)} & \sqrt{2}q_{\frac{N}{2} \frac{N}{2}} \\
\sqrt{2}q_{1 \frac{N}{2}} & \sqrt{2}q_{2 \frac{N}{2}} & \cdots & \sqrt{2}q_{\frac{N}{2} \frac{N}{2}} & q_{\frac{N}{2} \frac{N}{2}} \\
\end{pmatrix}
$$
and

\[ Q^\Box = \begin{pmatrix}
q_{11} - q_{1N} & q_{12} - q_{1(N-1)} & \cdots & q_{1 \frac{N-1}{2}} - q_{1 \frac{N+3}{2}} \\
q_{12} - q_{1(N-1)} & q_{22} - q_{2(N-1)} & \cdots & q_{2 \frac{N-1}{2}} - q_{2 \frac{N+3}{2}} \\
\vdots & \vdots & \ddots & \vdots \\
q_{1 \frac{N-1}{2}} - q_{1 \frac{N+3}{2}} & q_{2 \frac{N-1}{2}} - q_{2 \frac{N+3}{2}} & \cdots & q_{N \frac{N-1}{2}} - q_{N \frac{N+3}{2}}
\end{pmatrix}. \]

**Proof.** Again we follow Algorithm 1 where \( d^1(g) = [1] \) and \( d^2(g) = [\text{sign}(g)] \) for \( g \in S_2, D(\text{id}) = I_{d+1} \) and

\[ D(12) = \begin{pmatrix}
0 & \cdots & 0 & 1 \\
0 & \cdots & 1 & 0 \\
\vdots & \vdots & \vdots & \vdots \\
1 & \cdots & 0 & 0
\end{pmatrix}. \]

Then \( \pi^\Box = I_{d+1} + D(12) \) and \( \pi^\Box = I_{d+1} - D(12) \). The change of basis matrix \( T \) looks a little different depending on the parity of \( d \):

\[
\begin{array}{c|c}
\text{even} & \text{odd} \\
\hline
\frac{\sqrt{2}}{2} & \frac{\sqrt{2}}{2} \\
0 \ 1 \ 0 \ -1 & 0 \ 1 \ 0 \ -1 \\
\vdots & \vdots & \vdots & \vdots \\
0 \ 1 \ 0 \ -1 & 0 \ 1 \ 0 \ -1 \\
1 \ 0 \ -1 \ 0 & 1 \ 0 \ -1 \ 0
\end{array}
\]

By computing \( T^T QT \) we get \( Q^\Box \) and \( Q^\Box \) in both cases. \( \square \)

We briefly consider an example to which we will return in Section 6.

**Example 4.1.** Consider the symmetric polynomial inequality \( P_4(x, y) \geq P_{1111}(x, y) \) where \( P_4(x, y) = \frac{1}{2}(x^4 + y^4) \) and \( P_{1111}(x, y) = \frac{1}{16}(x+y)^4 \). It is proven in [9] that this inequality holds over the non-negative orthant. We can certify this inequality via sums of squares. First, define the polynomial,

\[
f(x, y) = (P_4 - P_{1111})(x^2, y^2) = \frac{1}{2}(x^8 + y^8) - \frac{1}{16}(x^2 + y^2)^4
\]

\[
= \frac{7}{16}x^8 - \frac{1}{4}x^6y^2 - \frac{3}{8}x^4y^4 - \frac{1}{4}x^2y^6 + \frac{7}{16}y^8
\]

and note that if \( f \) is SOS, then the above inequality holds for \( x, y \geq 0 \). Next, assume that \( f = m(x)^T Q m(x) \) where \( Q = (q_{ij}) \) is a 5 \times 5 symmetric matrix in the monomial basis \( m(x)^T = [x^4, x^3y, x^2y^2, xy^3, y^4] \). We equate the coefficients of \( f(x, y) \) and

\[
m(x)^T Q m(x) = q_{11} x^8 + 2q_{12} x^7 y + (2q_{13} + q_{22}) x^6 y^2 + (2q_{14} + 2q_{23}) x^5 y^3 + (2q_{15} + 2q_{24} + q_{33}) x^4 y^4 + (2q_{14} + 2q_{23}) x^3 y^5 + (2q_{13} + q_{22}) x^2 y^6 + 2q_{12} x y^7 + q_{11} y^8
\]

to find out \( q_{11} = \frac{7}{16}, q_{12} = 0, q_{22} = -\frac{1}{4}, q_{13} = q_{23} = -q_{14}, \) and \( q_{33} = -\frac{3}{8} - 2q_{15} - 2q_{24} \). Substituting these into the computed matrices in Proposition 4.1 for \( d = 4 \) (even), our matrix \( Q \) becomes

\[
\begin{pmatrix}
q_{15} + \frac{7}{16} & q_{14} & \sqrt{2} q_{13} & 0 & 0 \\
q_{14} & -2q_{13} + q_{24} & \sqrt{2} q_{13} & 0 & 0 \\
\sqrt{2} q_{13} & -\sqrt{2} q_{14} & -2q_{15} - 2q_{24} & -\frac{3}{8} & 0 \\
0 & 0 & 0 & -q_{15} + \frac{7}{16} & -q_{14} \\
0 & 0 & 0 & -q_{14} & -2q_{13} - q_{24} - \frac{1}{4}
\end{pmatrix}
\]
Now we can run an SDP on this to certify that $f$ is SOS. One rank two solution is
\[
\begin{pmatrix}
\frac{7}{8} & 0 & -\frac{7\sqrt{2}}{8} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
-\frac{7\sqrt{2}}{8} & 0 & \frac{7}{4} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 3
\end{pmatrix}.
\]
This is indeed positive semidefinite and thus $f(x, y) = (P_4 - P_{1111})(x^2, y^2)$ is SOS.

In the rest of the section we consider symmetric quadratic polynomials ($d = 1$) in any number of variables $n$. Then $N = n$ and $D(g)$ are the $n \times n$ permutation matrices represented in the monomial basis $\{x_1, x_2, \ldots, x_n\}$. It is not hard to see that in this basis all $n \times n$ symmetric matrices which commute with all permutation matrices are of the form
\[
Q = \begin{pmatrix}
q_{11} & q_{12} & \cdots & q_{12} \\
q_{12} & q_{11} & \cdots & q_{12} \\
\vdots & \vdots & \ddots & \vdots \\
q_{12} & q_{12} & \cdots & q_{11}
\end{pmatrix}.
\]
In a symmetry adapted basis the matrices look even simpler.

**Proposition 4.2.** There is a change of basis matrix such that every $Q \in \operatorname{PSD}_n$ is of the form
\[
\begin{pmatrix}
q_{11} + (n-1)q_{12} & 0 & \cdots & 0 \\
0 & q_{11} - q_{12} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & q_{11} - q_{12}
\end{pmatrix}.
\]

*Proof.* The representation in question is the permutation representation of $S_n$. By Theorem 2.2, the trivial representation and the standard representation both appear with multiplicity one. This tells us that there will be one $1 \times 1$ block associated to the trivial representation, and $n - 1$ copies of a $1 \times 1$ block associated to the standard representation. The application of Algorithm 1 yields the desired diagonal matrix. \(\square\)

**Corollary 4.2.** An $n \times n$ symmetric matrix $Q = (q_{ij})$ which commutes with $D((1\,2))$ is in $\operatorname{PSD}_n$ if and only if $q_{12} \leq q_{11}$ and $q_{12} \geq \frac{1}{n-1} q_{11}$. Hence $\operatorname{PSD}_n$ is a two-dimensional polyhedral cone defined by these linear inequalities.

**Corollary 4.3.** Let $f(x) = a \sum_i x_i^2 + b \sum_{i<j} x_i x_j$ be a symmetric quadratic form. Then $f$ is SOS if and only if $\frac{1}{n-1} a \leq b \leq a$. Moreover, the symmetry adapted Gram spectrahedron $K_f^{S_n}$ is either empty or an isolated point in $\operatorname{PSD}_n$.

*Proof.* Observe that $a = q_{11}$ and $b = q_{12}$ by (1). Clearly, $K_f^{S_n} = \{(a, b)\}$ if and only if $f$ is SOS. \(\square\)

**Corollary 4.4.** Symmetric quadratic SOS forms can only be written as a sum of one, $n - 1$, or $n$ squares.

*Proof.* Let $f(x) = a \sum_i x_i^2 + b \sum_{i<j} x_i x_j$ be a symmetric quadratic form and consider (1) with $Q \in \operatorname{PSD}_N$,
\[
a \sum_i x_i^2 + b \sum_{i<j} x_i x_j = (x_1 \cdots x_n) \begin{pmatrix}
q_{11} & q_{12} & \cdots & q_{1n} \\
q_{12} & q_{22} & \cdots & q_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
q_{1n} & q_{2n} & \cdots & q_{nn}
\end{pmatrix} \begin{pmatrix} x_1 \\
\vdots \\
x_n
\end{pmatrix}.
\]
Equating coefficients we see that \( a = q_{ii} \) and \( b = q_{ij} \) for \( i \neq j \), the same structure as any invariant matrix. Thus \( \text{PSD}_n^S \) is in fact representative of all SOS decompositions of symmetric quadratic SOS forms. Now, if the point \((a, b)\) is in the interior of \( \text{PSD}_n^S \), the corresponding matrix has full rank. If it is on the extreme ray defined by \( q_{12} = q_{11} \), the matrix rank will be one as all the blocks \( q_{12} - q_{11} \) will be zero. Lastly, if it is on the other extreme ray, we get a rank \( n - 1 \) matrix. \( \square \)

Finally, we consider what happens as the number of variables goes to infinity. In particular, note that the slope of \( q_{12} = \frac{1}{n} q_{11} \) goes to zero. This leads to the following result.

**Theorem 4.1.** As \( n \) goes to infinity, the ratio of SOS symmetric quadratic forms in \( n \) variables to all symmetric quadratic forms in \( n \) variables is \( \frac{1}{n} \).

## 5 Ternary Symmetric Polynomials

In this section we consider the case where \( n = 3 \) and \( N = \frac{1}{2} (d + 2)(d + 1) \).

**Proposition 5.1.** Let \( V = \mathbb{C}[x_1, x_2, x_3]_d \) be the representation of \( S_3 \) induced by permuting the variables. Then the multiplicities of the trivial, standard, and alternating irreducible representations are as in the following table:

| Partition | \( h^T y = d - n(\lambda) \) | \( m_\lambda \) |
|-----------|-------------------------------|----------------|
|           | \( y_1 + 2y_2 + 3y_3 = d \)  | \( Q(d) \)     |
|           | \( y_1 + y_2 + 3y_3 = d - 1 \) | \( P(d - 1) \)  |
|           | \( y_1 + 2y_2 + 3y_3 = d - 3 \) | \( Q(d - 3) \)  |

where \( Q(d) \) and \( P(d) \) are quasi-polynomials as below:

\[
Q(d) = \begin{cases} 
\frac{1}{12} d^2 + \frac{1}{2} d + 1 & d \equiv 0 \mod 6 \\
\frac{1}{12} d^2 + \frac{1}{2} d + \frac{3}{2} & d \equiv 1 \mod 6 \\
\frac{1}{12} d^2 + \frac{1}{2} d + \frac{3}{2} & d \equiv 2 \mod 6 \\
\frac{1}{12} d^2 + \frac{1}{2} d + \frac{3}{2} & d \equiv 3 \mod 6 \\
\frac{1}{12} d^2 + \frac{1}{2} d + \frac{5}{6} & d \equiv 4 \mod 6 \\
\frac{1}{12} d^2 + \frac{1}{2} d + \frac{5}{6} & d \equiv 5 \mod 6
\end{cases}
\]

\[
P(d) = \begin{cases} 
\frac{1}{6} d^2 + \frac{5}{6} d + 1 & d \equiv 0 \mod 3 \\
\frac{1}{6} d^2 + \frac{5}{6} d + \frac{1}{3} & d \equiv 1 \mod 3 \\
\frac{1}{6} d^2 + \frac{5}{6} d + \frac{1}{3} & d \equiv 2 \mod 3
\end{cases}
\]

**Proof.** The multiplicities are computed using Theorem 2.2. In all three cases, they are given by the Ehrhart quasi-polynomial [2] of a rational 2-simplex. For instance, for the trivial representation we wish to count the number of nonnegative integer solutions to the equation \( y_1 + 2y_2 + 3y_3 = d \). This is the number of lattice points in the polytope defined by the hyperplane \( y_1 + 2y_2 + 3y_3 = d \) and \( y_1, y_2, y_3 \geq 0 \). The vertices of this polytope are \((d, 0, 0), (0, d/2, 0), (0, 0, d/3)\), and it is the \( d \)th dilation of the polytope for \( d = 1 \). The lattice point count is given by the quasi-polynomial \( Q(d) \) as in the statement. Similarly, for the multiplicity of the standard representation, the Ehrhart quasi-polynomial \( P(d) \) of a different two-simplex is needed. \( \square \)

### 5.1 Symmetric Ternary Quartics

Now we consider symmetric polynomials in three variables of degree four \((n = 3, d = 2)\). The study of general ternary quartics has a long history. It is known that a smooth ternary quartic can always be written as \( f = q_1^2 + q_2^2 + q_3^2 \) where \( q_i \in \mathbb{C}[x_1, x_2, x_3]_2 \), and there are exactly 63 nonequivalent ways of doing that [7, Ch.1, §14]. There are always 28 bitangents to the smooth projective plane curve defined by \( f \), and certain sextuples of pairs of these bitangents, known as Steiner complexes, correspond to these 63 different representations; see [19, Section 5]. Moreover, for real smooth ternary quartics there are exactly 8 SOS representations with three squares [20]. This means that the usual Gram spectrahedron \( K_f \) has exactly 8 vertices corresponding to matrices of rank 3.

In this section, we want to study the symmetry adapted Gram spectrahedron \( K_f^S \). The main objects of focus are the symmetric matrices \( Q = (q_{ij}) \in S^6 \) such that \( f(x) = m(x)^T Q m(x) \).
Proposition 5.2. The symmetry adapted PSD$_6^{S_3}$ is a six-dimensional cone consisting of positive semidefinite matrices of the form

$$
\begin{pmatrix}
q_{11} + 2q_{12} & 2q_{14} + q_{16} & 0 & 0 & 0 & 0 \\
2q_{14} + q_{16} & q_{44} + 2q_{45} & 0 & 0 & 0 & 0 \\
0 & 0 & q_{11} - q_{12} & q_{14} - q_{16} & 0 & 0 \\
0 & 0 & q_{14} - q_{16} & q_{44} - q_{45} & 0 & 0 \\
0 & 0 & 0 & 0 & q_{11} - q_{12} & q_{14} - q_{16} \\
0 & 0 & 0 & 0 & q_{14} - q_{16} & q_{44} - q_{45}
\end{pmatrix}.
$$

Proof. Proposition 5.1 tells us that the multiplicities of the trivial and standard representations elements in PSD$_6$ the variables $q$ matrices have rank one. Thus their determinants must be zero. This gives us two quadratics in $\hat{\sigma}$. To prove the first statement in our theorem we ignore the condition that these matrices need to be positive semidefinite. Hence, K consists of positive semidefinite matrices of the form

Let $f(x_1, x_2, x_3) = a \sum x_i^4 + b \sum x_i^3 x_j + c \sum x_i^2 x_j^2 + d \sum x_i x_j x_k$ where $a, b, c, d$ are fixed coefficients. Writing $f = m(x)^T Q m(x)$ and equating coefficients we get that $a = q_{11}, b = 2q_{14}, c = 2q_{12} + q_{44}, d = 2q_{16} + 2q_{45}$. If we plug these into the block-diagonalized matrix in Proposition 5.2 we see that the symmetry adapted Gram spectrahedron $K_f^{S_3}$ consists of positive semidefinite matrices of the form

$$
\begin{pmatrix}
\frac{a + 2q_{12}}{b + q_{16}} & \frac{b + q_{16}}{c - 2q_{12} - 2q_{16}} & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{a - q_{12}}{b - q_{16}} & \frac{b - q_{16}}{c - \frac{b^2}{2} - 2q_{12} + q_{16}} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{a - q_{12}}{b - q_{16}} & \frac{b - q_{16}}{c - \frac{b^2}{2} - 2q_{12} + q_{16}} \\
0 & 0 & 0 & 0 & 0 & \frac{a - q_{12}}{b - q_{16}} & \frac{b - q_{16}}{c - \frac{b^2}{2} - 2q_{12} + q_{16}}
\end{pmatrix}.
$$

Hence, $K_f^{S_3}$ is the intersection of two spectrahedra:

$$
K_1 = \{(q_{12}, q_{16}) : \left(\frac{a + 2q_{12}}{b + q_{16}} \geq 0\right)\} \quad (5)
$$

$$
K_2 = \{(q_{12}, q_{16}) : \left(\frac{a - q_{12}}{b - q_{16}} \geq 0\right)\} \quad (6)
$$

To prove the first statement in our theorem we ignore the condition that these matrices need to be positive semidefinite. The above $6 \times 6$ matrix has rank three if and only if the two $2 \times 2$ matrices have rank one. Thus their determinants must be zero. This gives us two quadratics in the variables $q_{12}$ and $q_{16}$ which we homogenize using a new variable $q$:

$$
p_1 = -4q_{12}^2 - 4q_{12}q_{16} - q_{16}^2 + q((-2a + 2c + 2d)q_{12} + (-2a - 2b)q_{16}) + q^2(ac + ad - b^2)
p_2 = 2q_{12}^2 - q_{12}q_{16} - q_{16}^2 + q((-2a + c + d/2)q_{12} + (a + b)q_{16}) + q^2(ac - ad/2 - b^2/4).
$$
By Bezout’s theorem, the projective plane curves defined by \( p_1 \) and \( p_2 \) intersect at exactly 4 complex points. Setting \( q = 0 \), we consider the solutions to the equations

\[
\begin{align*}
0 &= -4q_{12}^2 - 4q_{12}q_{16} - q_{16}^2 = -(2q_{12} + q_{16})^2 \\
0 &= 2q_{12}^2 - q_{12}q_{16} - q_{16}^2 = (2q_{12} + q_{16})(q_{12} - q_{16}).
\end{align*}
\]

We see that there is only one solution, giving us \([q_{12} : q_{16} : q] = [1 : -2 : 0]\) as the intersection point at the line at infinity. The remaining three points are obtained by setting \( q = 1 \) which gives us back the determinants of the two submatrices. This proves the first statement.

Next we consider the spectrahedra \( K_1 \) and \( K_2 \). For fixed \( a, b, c, d \), \( K_1 \) is defined by the inequalities

\[
\begin{align*}
(a + 2q_{12})(c + d - 2q_{12} - 2q_{16}) - (b + q_{16})^2 &\geq 0 \\
 \quad a + 2q_{12} &\geq 0 \\
 \quad c + d - 2q_{12} - 2q_{16} &\geq 0.
\end{align*}
\]

The first quadratic can be rewritten as

\[
(q_{12} \quad q_{16} \quad 1) \begin{pmatrix} -4 & -a + c + d & -a - b \\ -2 & -1 & ac + ad - b^2 \\ -a + c + d & -a - b & 1 \end{pmatrix} \begin{pmatrix} q_{12} \\ q_{16} \\ 1 \end{pmatrix} \geq 0.
\]

Since the determinant of the upper left \( 2 \times 2 \) matrix is zero, the curve defined by this quadric is a parabola [12, Table 5.3]. Moreover, the lines \( a + 2q_{12} = 0 \) and \( c + d - 2q_{12} - 2q_{16} = 0 \) are tangent to the curve at the points \((-\frac{c}{2}, -b)\) and \((b + \frac{c}{2} + \frac{d}{2}, -b)\) respectively. As we vary \( a, b, c, d \), the region defined by the first inequality moves between only two of the four connected components in the complement of the two lines as illustrated below:

Moreover, by the last two inequalities, \( K_1 \) is nonempty when the parabola is in the bottom region, as in the left most figure. It is worth noting that this is the generic case and that there is one more possibility. If the determinant of the above matrix is zero, i.e., \((a + 2b + c + d)^2 = 0\), then the quadric defines a double line [12, Table 5.3], \((a - c - d + 2q_{12} + 2q_{16})^2 = 0\). This double line intersects the lines \( a + 2q_{12} = 0 \) and \( c + d - 2q_{12} - 2q_{16} = 0 \) at the same point. Thus \( K_1 \) is a ray, starting from this intersection point and going out to \((\infty, -\infty)\):
We can do a similar analysis of $K_2$ which is defined by the inequalities

$$
(a - q_{12})(c - \frac{d}{2} - 2q_{12} + q_{16}) - (\frac{b}{2} - q_{16})^2 \geq 0
$$

$$
a - q_{12} \geq 0
$$

$$
c - \frac{d}{2} - 2q_{12} + q_{16} \geq 0
$$

We rewrite the first quadratic as

$$
(q_{12} \quad q_{16} \quad 1) \begin{pmatrix}
2 & -\frac{1}{2} & -a - \frac{c}{2} + \frac{d}{4} \\
-\frac{1}{2} & -1 & a + \frac{b}{2} + \frac{d}{2} \\
-a - \frac{c}{2} + \frac{d}{4} & a + \frac{b}{2} + \frac{d}{2} & -\frac{b^2}{4} + ac - \frac{ad}{2}
\end{pmatrix}
\begin{pmatrix}
q_{12} \\
q_{16} \\
1
\end{pmatrix}
$$

This is a hyperbola (or a pair of crossing lines) because the leading $2 \times 2$ minor is nonzero [12, Table 5.3]. Again the two additional inequalities define lines that are tangent to the curve and give $K_2$ as the left most component of the hyperbola:

We now see that for a generic symmetric ternary quartic that is SOS, the symmetry adapted Gram spectrahedron $K_f^{S_3}$ is the intersection of the parabola and one component of the hyperbola.
The two points in $K_{S^3}$ where these curves intersect are the two vertices corresponding to rank three matrices. If we move along the boundary defined by the parabola, we get rank 5 matrices, because on these points the matrix block corresponding to the parabola has rank 1 while the two blocks corresponding to the hyperbola are each rank 2. A similar argument shows that matrices along the hyperbola have rank 4.

**Remark 1.** Theorem 5.1 illustrates one of three cases, namely, the case where $f$ is SOS when the two quadrics defined by the determinants of the matrices in $K_1$ and $K_2$ intersect at three real points, two of which give PSD matrices. If $f$ is not SOS, then we have two additional situations. The first is that the curves only intersect at one real point and two complex points, and the second case is when the curves have three real intersection points. In the latter, even though there are three real points, none of them correspond to a PSD matrix.

As mentioned above, the Gram spectrahedron of an SOS ternary quartic $f$ has 8 vertices of rank three. Let the *Steiner graph* be the graph on these vertices whose edges represent edges of the Gram spectrahedron. For a generic SOS ternary quartic the Steiner graph is $K_4 \sqcup K_4$, the disjoint union of two complete graphs on 4 vertices [19]. Moreover, the matrices along those edges are of rank at most 5. It is not known whether the Steiner graph coincides with all edges of the Gram spectrahedron. However, it is clear from Theorem 5.1 that, generically, there are no edges of the symmetry adapted Gram spectrahedron contributing to the edges of the Steiner graph.

**Corollary 5.1.** The Steiner graph of the symmetry adapted Gram spectrahedron of a generic symmetric SOS ternary quartic $f$ is the disjoint union of two vertices.

**Proof.** By Theorem 5.1, $K_{f}^{S_n}$ has two vertices. Thus, either both vertices are in one complete graph $K_4$ or each graph contains one of the two vertices. If it were the former, then $K_{f}^{S_n}$ would also contain the corresponding edge. This is, however, the interior of the symmetry adapted Gram spectrahedron and all matrices there are rank 6. Thus no such edge of matrices of rank 5 exists, i.e. the vertices are each in different complete graphs.

The vertices of the Gram spectrahedron of $f$ or of its symmetry adapted version when $f$ is $G$-invariant are not the end of the story. The boundary of these spectrahedra are very interesting and the work to unearth it is only starting. In the symmetric ternary quartics case, the boundary consists of the union of a piece of a parabola and a piece of a hyperbola. It is an interesting question how a typical SOS decomposition would look like if we used an SDP solver for $K_{f}^{S_n}$. It is not difficult to run simulations. Below are the results of such computations. We generated random symmetric ternary quartics and ran SDPs until we found 16 that were SOS. For each of these 16 polynomials we randomly generated 1000 objective functions and ran an SDP for each of them. The ranks of the corresponding 1000 optimal SOS matrices are shown in Figure 5.1.
Remark 2. Computational data can provide some insight about the normal fan of the symmetry adapted Gram spectrahedron. In the generic case for a positive ternary quartic, the normal fan will be something like the following:

Hence a random cost function is more likely to return a rank three or a rank five solution than a rank 4 solution, as reflected by the data.

We close this section with a characterization of all symmetric ternary quartics that are SOS. First we provide necessary linear conditions on the coefficients of such a polynomial. Then we report on a full characterization in a form which can be used to certify whether a symmetric ternary quartic is SOS.

Proposition 5.3. If a symmetric ternary quartic

\[ f(x_1, x_2, x_3) = a \sum_{i} x_i^4 + b \sum_{i \neq j} x_i^3 x_j + c \sum_{i < j} x_i^2 x_j^2 + d \sum_{i \neq j \neq k, j < k} x_i^2 x_j x_k \]

with real coefficients \( a, b, c, d \) is SOS, then

a) \( a \geq 0 \),

b) \( a + c \geq 0 \),

c) \( a + 2b + c + d \geq 0 \).
Proof. The first two conditions follow from projecting the polyhedron defined by linear inequalities obtained from the four diagonals in (5) and (6). The third condition comes from applying quantifier elimination on the defining inequalities of $K_1$ in (5).

Example 5.1. As mentioned, the conditions in Proposition 5.3 are not sufficient. Let $a = 1$, $b = 2$, $c = 1$, and $d = 0$. Certainly, $a$, $a + c$, and $a + 2b + c + d$ are all nonnegative, but the corresponding polynomial,

$$f(x_1, x_2, x_3) = \sum_i x_i^4 + 2 \sum_{i \neq j} x_i^3 x_j + \sum_{i < j} x_i^2 x_j^2$$

is not SOS. In particular, $f(1, -2, 1) = -9$.

Additional conditions are not easy to find. The task is to project the spectrahedron $K_1 \cap K_2$ onto the $(a, b, c, d)$-space. Given that this 6-dimensional spectrahedron is a cone, one method is to consider the projection of an affine slice. We do this for $q_{16} = 1$. Then for any $(a, b, c, d)$ in this projection, the corresponding polynomial is SOS and so is any positive scaling of that polynomial. However, for a complete description, we must also consider the projection when $q_{16} = 0$ and $q_{16} = -1$. In this way, we can find an exact description (up to positive scaling) of the semialgebraic set defined by the projection of the three affine slices when $q_{16} = 1$, $q_{16} = 0$, and $q_{16} = -1$ using quantifier elimination. The result is the union of 158 basic semialgebraic sets, each defined with polynomial inequalities and equations up to degree 4. We encourage the interested reader to visit

https://math.berkeley.edu/~ishankar/SOSSymTernQuartic.html

for a code that will check if a given point $(a, b, c, d)$ is contained in this set, and thus are the coefficients of an SOS polynomial. There one may also see the full description of the projected slices of the spectrahedron.

5.2 Symmetric Ternary Sextics

Here $V = \mathbb{R}[x_1, x_2, x_3]_3$ and we consider symmetric ternary sextics.

Proposition 5.4. The symmetry adapted PSD cone $\text{PSD}_{10}^{S_3}$ consists of $10 \times 10$ symmetric matrices of the form

$$
\begin{pmatrix}
Q_{\Box} & P \\
Q_{\Box} & P
\end{pmatrix}
$$

where each

$$Q_{\Box} = \begin{pmatrix}
q_{11} + 2q_{12} & \sqrt{2}(q_{14} + q_{16} + q_{18}) & \sqrt{3}q_{110} \\
\sqrt{2}(q_{14} + q_{16} + q_{18}) & q_{44} + q_{45} + q_{46} + 2q_{47} + q_{49} & \sqrt{6}q_{410} \\
\sqrt{3}q_{110} & \sqrt{6}q_{410} & q_{1010}
\end{pmatrix}
$$

$$P = \begin{pmatrix}
\frac{\sqrt{2}}{2}(q_{11} - q_{12}) & \frac{\sqrt{2}}{2}(2q_{14} - q_{16} - q_{18}) & \frac{\sqrt{2}}{2}(q_{16} - q_{18}) \\
\frac{\sqrt{2}}{2}(2q_{14} - q_{16} - q_{18}) & q_{44} + q_{45} - \frac{1}{2}q_{46} - q_{47} - \frac{1}{2}q_{49} & \frac{\sqrt{2}}{2}(q_{46} - q_{49}) \\
\frac{\sqrt{2}}{2}(q_{16} - q_{18}) & \frac{\sqrt{2}}{2}(q_{46} - q_{49}) & q_{44} - q_{45} + \frac{1}{2}q_{46} - q_{47} + \frac{1}{2}q_{49}
\end{pmatrix}
$$

is positive semidefinite.
Proof. The multiplicities of the trivial, standard, and alternating irreducible representations are three, three, and one, respectively. Algorithm 1 provides a change of basis matrix $T$ such that every positive semidefinite matrix $Q = (q_{ij})$ that commutes with $D(\sigma)$ for $\sigma \in S_3$ is of the above form after computing $T^{T}QT$.

It has been proved by Scheiderer [26, Corollary 3.5] that every generic ternary sextic that is SOS admits a representation using four squares; in other words, the corresponding Gram spectrahedron has extreme rays consisting of matrices of rank 4. Our main theorem in this section establishes four as the minimal rank for generic symmetric ternary sextics that are SOS using the technology of Gröbner bases.

**Theorem 5.2.** Let $f \in \mathbb{R}[x_1, x_2, x_3]$ be a generic symmetric polynomial. If $f$ is SOS, the symmetry adapted Gram spectrahedron has extreme points consisting of matrices of rank 4.

Proof. The polynomial $f$ is parametrized by 7 coefficients which we call $a_1, a_2, \ldots, a_7$. It is also represented as $f = m(x)^T Q m(x)$ by a $10 \times 10$ symmetric matrix $Q = (q_{ij})$. After equating coefficients and using a symmetry adapted basis we get a block-diagonal $Q$ where

$$Q_f^{\Box} = \begin{pmatrix} a_1 + 2q_{12} & \sqrt{2}(q_{12} + q_{16} + q_{18}) & \sqrt{3}q_{110} \\ \sqrt{2}(q_{12} + q_{16} + q_{18}) & \alpha & \sqrt{6}q_{410} \\ \sqrt{3}q_{110} & \sqrt{6}q_{410} & a_7 - 6q_{49} \end{pmatrix}$$

$$Q_f^{\Box} = \begin{pmatrix} a_1 - q_{12} & \sqrt{\frac{7}{2}}(a_2 - q_{16} - q_{18}) & \sqrt{\frac{7}{2}}(q_{16} - q_{18}) \\ \sqrt{\frac{7}{2}}(a_2 - q_{16} - q_{18}) & \beta_1 & \sqrt{\frac{7}{2}}(q_{16} - q_{18}) \\ \sqrt{\frac{7}{2}}(q_{16} - q_{18}) & \sqrt{\frac{7}{2}}(a_2 - q_{12} - q_{49}) & \beta_2 \end{pmatrix}$$

$$Q_f^{\Box} = \frac{a_3 - a_4}{2} - \frac{a_5}{2} + a_6 + q_{12} - 2q_{16} - 2q_{18} + q_{110} - q_{49} - 2q_{410}$$

where

$$\alpha = a_3 + \frac{a_4}{2} + \frac{a_5}{2} + a_6 - q_{12} - 2q_{16} - 2q_{18} - q_{110} + q_{49} - 2q_{410}$$

$$\beta_1 = a_3 + \frac{a_4}{2} - \frac{a_5}{2} + \frac{a_6}{2} + \frac{q_{12}}{2} + 2q_{16} + q_{18} - q_{110} - \frac{q_{49}}{2} + q_{410}$$

$$\beta_2 = a_3 - \frac{a_4}{2} + \frac{a_5}{2} - \frac{a_6}{2} - \frac{q_{12}}{2} - 2q_{16} + q_{18} + q_{110} + \frac{q_{49}}{2} + q_{410}$$

Now, to get a matrix of rank of 3, we have four cases:

a) Trivial block has rank 3 and all other blocks have rank zero.

b) Trivial block has rank 2 and the alternating block has rank 1.

c) Trivial block and standard block have rank 1 each.

d) Standard block and alternating block have rank 1 each.

In the first case we set all of the linear forms in the standard block and the alternating block to zero and eliminate $q_{ij}$ from the ideal generated by these polynomials using a Gröbner basis. The elimination ideal contains

$$a_5 - 2a_1 - 2a_3 + 2a_2 = 0.$$  

This means that a generic symmetric $f$ will not have symmetry adapted representation of rank 3 as in the first case. The other three cases can be similarly investigated. For instance, in the second case we get the following relation on the coefficients:

$$-10a_1a_2^2 - \frac{5}{4}a_2^3 + 10a_1a_2a_3 - \frac{5}{2}a_2a_3 - 4a_1a_2^2 + \frac{5}{2}a_2a_4 - 3a_2a_3a_4 + \frac{3}{4}a_2a_4^2 - \frac{1}{2}a_3a_4^2 + 12a_1a_2a_5 + \frac{1}{4}a_2a_5 - 6a_1a_3a_5 + 3a_2a_3a_5 - 2a_2a_4a_5 + a_3a_4a_5 - \frac{1}{4}a_4a_5 - 3a_1a_5 + \frac{1}{4}a_2a_5 - \frac{1}{2}a_3a_5 + \frac{1}{2}a_4a_5$$

$$- \frac{1}{4}a_5^3 - 2a_1a_2a_6 + a_2a_6 + 4a_1a_3a_6 + 2a_2a_4a_6 - a_2a_5a_6 - a_1a_2^2 - 3a_1a_2a_7 - a_2a_7 + 2a_1a_3a_7 + a_1a_5a_7 = 0.$$  
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The fourth case yields one linear and six cubic relations in $a_1, \ldots, a_7$. In the third case, a lengthy computation in Macaulay 2 [13] gives a single polynomial of degree 14 with 6672 terms. Thus we see that SOS representations with three or fewer squares will only appear in very special cases of symmetric ternary sextics.

This theorem establishes that we should expect to get a rank four SOS representation of symmetric ternary sextics. However, it is important to understand what one would get if an SDP were run on $K_S^{\mathbb{N}}$. This question is related to the geometry of the boundary of $K_S^{\mathbb{N}}$, and in order to shed some light on this geometry we present some experimental results.

Figure 5.2 is obtained as follows: After generating 100 random symmetric ternary sextics, we determined that only 12 of these were SOS according to our numerical SDP returning an optimal solution. For each of these 12 symmetric ternary sextics, we re-ran the SDP for 1000 distinct, randomly generated linear objective functions. Then we computed the rank of the output matrix by SVD with a cutoff tolerance of $10^{-7}$. Each histogram shows the rank of the optimal matrix. This and other similar experiments we have conducted show that choosing a random linear functional to minimize resulted most commonly in a solution matrix of rank 6. However, for some polynomials other ranks were not unusual. For example, for several polynomials, over 100 of the 1000 objective functions picked out an optimal solution whose rank was judged to be 4.

![Figure 5.2: Distribution of ranks for SOS decomposition of symmetric ternary sextics](image)

6 Application to Symmetric Polynomial Inequalities

One application of this machinery is to Muirhead-type inequalities of symmetric polynomials defined on pairs of partitions [9]. Let $m_{\lambda}$, $e_{\lambda}$, $p_{\lambda}$, $h_{\lambda}$, and $s_{\lambda}$ denote the monomial, elementary, power-sum, homogeneous, and Schur polynomials, respectively, associated to a partition $\lambda$. Given a symmetric polynomial $g(x)$, the term-normalized symmetric polynomial is

$$G(x) := \frac{g(x)}{g(1)}$$

where $g(1)$ is the symmetric polynomial evaluated on the all ones vector. By $G_{\lambda} \geq G_{\mu}$, we mean $G_{\lambda}(x_1, \ldots, x_n) \geq G_{\mu}(x_1, \ldots, x_n)$, on the nonnegative orthant. That is, the inequality holds for any
number of variables $n$, but only for $x_i \geq 0$, $i = 1, \ldots, n$. We denote the term-normalized symmetric polynomials for monomial, elementary, power-sum, homogeneous, and Schur polynomials by $M_\lambda$, $E_\lambda$, $P_\lambda$, $H_\lambda$, and $S_\lambda$, respectively.

The following theorem is a summary of known results (special cases of which go back to Maclaurin, Muirhead, Newton, and Schur, for example), which are proven in [9], [17], and [28].

**Theorem 6.1.** Let $\lambda$ and $\mu$ be partitions such that $|\lambda| = |\mu|$. Then

\[
M_\lambda \leq M_\mu \iff \mu \geq \lambda \\
E_\lambda \leq E_\mu \iff \lambda \geq \mu \\
P_\lambda \leq P_\mu \iff \mu \geq \lambda \\
S_\lambda \leq S_\mu \iff \mu \geq \lambda
\]

whereas $\mu \geq \lambda$ implies that $H_\lambda \leq H_\mu$, i.e.,

\[
H_\lambda \leq H_\mu \iff \mu \geq \lambda
\]

The converse for the homogeneous symmetric functions was conjectured in [9] in 2011. In [14], two authors of the current paper used the theory of symmetric SOS polynomials to disprove this conjecture by providing a counterexample. Specifically, $(H_{44} - H_{521})(x_1, x_2^2, x_3)$ is shown to be SOS, thus implying the inequality $H_{44} \geq H_{521}$. This is despite partitions $\mu = (4, 4)$ and $\lambda = (5, 2, 1)$ being incomparable in the dominance order.

In fact, many counterexamples were found by searching over partitions of 8, 9 and 10. Below we provide a poset of all differences of term-normalized homogeneous polynomials that are SOS. That is, for each arrow going from $\lambda$ to $\mu$, $(H_\mu - H_\lambda)(x_1^2, x_2^2, x_3)$ is an SOS polynomial. The black arrows coincide with the dominance order, while the blue arrows are for incomparable pairs of partitions, i.e. each blue arrow is an explicit counterexample to the conjecture.
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