Intelligent voltage regulator for distributed generation-based network
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ABSTRACT
Power grids are being transformed into a smart distribution network that incorporates multiple distributed energy resources (DERs), ensuring stable operation and improved power quality at the same time. Many research papers have been published in recent years that discuss the voltage violation issues that emerge from the high penetration of distributed generation (DG). In this paper, we propose a new optimal voltage control technique based on feedforward neural networks (FFNN) to maintain a stable voltage profile. MATLAB®/Simulink® has been used to carry out the simulation. The simulation results show the efficiency of this method in voltage control. The proposed approach ensured a stable voltage profile for the considered schemes.
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1. INTRODUCTION
The earlier electrical systems leverage a centralized model. In this model, the associated large power plants employ high power generators. The generators are interconnected to the underlying transmission network. Also, in this model, the transmission system is employed in the transportation of the generated energy that is usually from the central power plants to the respective consumers. It is noteworthy that the energy is usually transmitted over long distances. Based on this, high-voltage values are demanded for the effectiveness of the system. At the substations that are in close proximity to the consumption centers, the energy can be distributed via several lines with relatively lower-rated power and shorter length. In general, the conventional distribution system model exploits a power flow that is based on a one way from the transmission to the distribution network (DN) [1, 2].

Moreover, with current development, the existing centralized model concept has been reviewed with growing attention in the distributed model. This is in an effort to harness various energy resources in which small power plants can be deployed in a dispersed manner. This idea is typically referred to as a distributed generation (DG). It should be noted that the aforementioned energy resources are usually associated with renewable energies with a typical power rating lower than 50 MW [1]-[3]. Furthermore, there are possibilities of DG unit connections to the system. This can be realized at different voltage levels that are usually from the low to high voltage.
Additionally, the DG integration to the network changes the system control. Besides, it changes the quality of electrical power, resulting in certain constraints on the operation and functioning of the network [1]-[4]. This can be attributed to the fact that the new productions by the DG were not considered in the design of current systems [4]. In certain cases, the implementation can bring about an electric power quality indices deterioration. On the other hand, it can result in indices improvement. For instance, the alteration in the system can result in the occurrence of reactive energy flow, as well as the network and transformer overloads. Besides, the system is prone to over-voltages and subsequently, it results in power quality deterioration [5]. In contrast, deployment of the back-up units near enough to the center where they are demanded helps in saving the transmission power expense as well as the related transmission losses [1].

As aforementioned, there is a close correlation between DG and renewable energies. In this context, there has been a notable development in the wind and sun renewable energies. Also, their employment in the system presents a challenge not only regarding the efficient and safe operation but also on the underlying network control. To some extent, the issue can be addressed by means of microgrids. Microgrids are elements that manage resources in a distributed energy in a more dependable and decentralized way. Based on this, not only the control burden on the grid can be reduced but also their full benefits can be effectively exploited [1]-[6]. Moreover, depending on the generation and load type being deployed, microgrids can be ac or dc [7]. Also, power flow can be controlled in optimal manners between the microgrid and the public network using an appropriate interface. Besides, a smart grid has been presented to facilitate self-management in the network [8].

Conceptually, a smart grid offers dynamic optimization using real-time measurements to enhance the system performance and ensure effective management in various aspects such as losses, security, and voltage levels. Based on the data gathered through the smart grid and its subsystems, the best approach to ensure suitable system operation by the system operators can be promptly identified [8], [9]. There are some efforts in which the insertion of DG energy producers into the DNs have been considered to analyze the system performance. One of such shows the benefits of DG installations for power generation in the distribution system. The work also presents notable enhancement that can be achieved in the distribution system’s voltage profile as well as a reduction in the electric system losses [10]. Also, the effects of wind energy turbines connection on the voltage profile are considered in [11]. Besides, the load flow probabilistic technique is employed to study the related effects on voltage quality when wind turbines are interconnected with the DNs [11], [12]. Likewise, the analytical method implementations for influences of the wind power plant (WPP) on the system’s reliability have been presented [12].

Moreover, voltage control can be independent-based and cooperative-based [13]. Likewise, a genetic code-based algorithm can also be employed for voltage regulation [14]. Also, voltage control can be achieved by employing an approach that is based on reactive power (RP) compensation. Similarly, a method that employed statistical analysis and can be used for regulating the voltage after the energy producer’s insertion has been presented [15] Besides, an algorithm that can be employed for controlling the voltage using RP of energy producers has been presented [16]. Also, it should be noted that in a given network, the optimal sitting of the generators is imperative to improve the voltage profiles [17].

In this paper, we present a generalized model for a DN that is interconnected with a solar panel-type and wind turbine power generators to analyze the varied nature of the voltage. In addition, we consider effective means for optimal regulation by leveraging an artificial neural network (ANN) technique. Extensive simulations are carried out with MATLAB®/Simulink® to substantiate and support the presented control models. The rest of this paper is organized as follows: in Section 2, the employed mathematical models for electrical energy production with the main focus on the solar panel-type energy generator as well as a wind power producer are considered. Also, different development stages of intelligent voltage regulators for the PDEs are considered in Section 3. In Section 4, we present results and discussion. In Section 5, we present the concluding remarks.

2. RESEARCH METHOD
This section presents the employed mathematical models for electrical energy production. In this regard, we focus on the solar panel-type energy generator that is coupled to the grid via the inverter system and a wind power producer that is coupled to the grid using a synchronous generator. Also, we developed and modeled a typical configuration of these generators using MATLAB®/Simulink® platform. Furthermore, we present and explain a simplified diagram of a typical control for each generator.

2.1. Wind turbine model
The interaction between the wind rotor and wind is usually employed for representing the wind turbine aerodynamics. The features of this aerodynamic can be described using the disc theory. Based on the
theory, the available wind power, \( P_V \), aimed at a particular disc swept by means of the rotor can be determined. Besides, the connection between the \( P_V \) and the extracted power from the rotor, \( P_t \), is defined through the disc theory. Also, the instantaneous power, \( P_V \), can be expressed as \[ P_V = \frac{1}{2} \rho a v^3 \] (1)

where \( \rho \) denotes the air density in kg/m\(^3\), \( a \) represents the swept area by the rotor in m\(^2\), and \( v \) denotes the wind velocity in m/s. Also, the wind turbine’s power coefficient is defined as \[ C_P = \frac{P_t}{P_V} \] (2)

moreover, using (1) and (2), the extracted power from the rotor can be defined as \[ P_t = \frac{1}{2} \rho \pi r^2 v^3 C_P \] (3)

where \( r \) denotes the rotor radius of the wind turbine in m.

Also, the exerted rotational torque on the turbine by the wind can be expressed defined as \[ T_M = \frac{P_t \Omega}{\pi} \] (4)

where \( \Omega \) represents the turbine rotor’s angular mechanical velocity in rad/s. It should be noted that the aforementioned parameters are employed in the wind turbine modeling.

In general, the conventional system depends on the electricity delivery from the power producer plant to respective customers through the DN. This results in unidirectional flows. In contrast, the DG integration results in bidirectional flows of the associated active power (AP) in the DNs. Furthermore, in a scenario where the production surpasses the consumption, the flows can be toward the transport networks. This situation can present a considerable influence on the materials that are normally unidirectional such as equipment protection, and measurement devices, in the DNs. Moreover, a power flow reversal in the grid can be induced by the DG connection, resulting in bidirectional flows. Consequently, DG presents compatibility issue between the current network and the introduced energy. This demands modification of the existing electrical network protection plan [4].

Moreover, the DG integration can lead to a rise in the tension which can result in an overvoltage in the network. For instance, based on (2), for connections between a single power generator and the node, \( N \), the voltage drop between the \( N \) connection point and the source station can be expressed as \[ \Delta U = \frac{R(P_G - P_L) + L \omega (\pm Q_G - Q_L \pm Q_C)}{U_{source}} \] (5)

where \( P_N, P_G, \) and \( P_L \) are the AP at node \( N \), AP supplied by the generator, and AP consumption, respectively, \( Q_N, Q_G, \) and \( Q_L \) represent the RP at node \( N \), RP supplied by the generator, and RP consumption, respectively, and \( Q_C \) denotes the RP compensation device.

Moreover, to demonstrate the impact of the DG integration, we consider a scenario with a typical network that has \( N \) nodes and with connected \( N \) loads as depicted in Figure 1. During distribution, there will be voltage drops among the source and connection point, \( N_j \). The associated voltage drop can be expressed as [18].

\[ \Delta U(N_j) = \frac{\sum_{k=1}^{n} (\Sigma_{j=1}^{k-1} R_j) P_k + \Sigma_{k=1}^{n} (\Sigma_{j=1}^{k-1} X_j) Q_k}{U_{source}} \] (8)

where \( P_j \) and \( Q_j \) denote the AP and RP at the node \( N_j \), \( U_{source} \) is the upstream voltage of the short-circuit impedance \( (R_i; X_i) \), \( j = 1, 2, \ldots, n \), and \( n \) denotes the nodes.
2.2. PV cell model

The PV cell can be modeled using a diode, a photo current source, a parallel resistor, and a series resistor. In this context, the output current of the PV cell can be defined as [19], [20]

\[ I = I_{ph} - I_d \left[ \exp \left( \frac{V + R_d I}{V_T} \right) - 1 \right] - \frac{V + R_d I}{R_{sh}} \]  

(9)

where \( I_{ph} \) is the short-circuit current due to sunlight (photons), \( I_d \) denotes the shunted current through the diode, \( V \) denotes the voltage on the load, \( I \) is the current through the load, \( R_s \) and \( R_{sh} \) represents the parasitic series and shunt resistance of the array, respectively, and \( V_T \) is given as [20]

\[ V_T = \frac{T_c k}{q} \]  

(10)

where \( k \) denotes the Boltzmann’s constant \((1.38 \times 10^{-23} \text{ J/K})\), \( q \) is the electron charge \((1.6 \times 10^{-19} \text{ C})\) and \( T_c \) denotes the temperature of the operating module \(^\circ\text{C}\) [21].

Furthermore, the photocurrent \( I_{ph} \) is a function of the solar irradiance received by the solar cell as well as its temperature and can be expressed as [19]-[22]

\[ I_{ph} = \left[ I_{sc} + \alpha (T_c - T_{ref}) \right] G \]  

(11)

where \( \alpha = 0.0012 \times I_{sc} \) denotes the temperature coefficient in \((\text{A/K})\), \( I_{sc} \) is the short-circuit current, \( T_{ref} \) represents at reference conditions \((298 \text{ K})\) and \( G \) denotes the solar irradiance level \((\text{kW/m}^2)\).

Moreover, to develop a PV module, there is a need for solar cells. These are usually interconnected in series and parallel. With regards to a single-cell circuit module, the relationship between the PV module’s voltage and current can be expressed as [19]

\[ I = N_p I_{ph} - N_p I_d \left[ \exp \left( \frac{V_f}{N_p (V_{sc} - R_{sh} R_p)} \right) - 1 \right] - \frac{N_p V_f + R_{sh} R_p}{R_{sh}} \]  

(12)

where \( N_s \) and \( N_p \) represent the solar cells within a module that are connected in series and parallel.

2.3. Impact of the insertion of DG on the voltage profile

In this subsection, we demonstrate the DG implementation impact using a 3-phase LV system. The system is modeled as well as simulated on the MATLAB®/Simulink® platform as illustrated in Figure 2. Also, we employ (8) to evaluate the voltage drop at the respective node. Furthermore, the network under consideration comprises 14 nodes and 10 loads (P and Q). Moreover, a 160-kVA, 20=0:4–kV step-down
transformer is used to supply the loads. We use this network as a case study due to the easy identification of the surge phenomenon. Besides, at the considered voltage level, the respective linear resistance is more imperative compared with the related linear reactance (i.e. $R_X$). It should be noted that we consider two zones (i.e. 1 and 2) and the respective zone denotes a distribution line. Also, to demonstrate the DG impact, we consider scenarios without and with DG insertion.

Figure 2. MATLAB®/Simulink® simulation of LV network without DG integration

(a) Without DG: The voltage drop at the respective node is evaluated using the voltage profile without DG in Figure 2. In this scenario, 50% and 100% load states are considered. Since no DG is employed, the network is based on a conventional operation in which voltage drops occur between the source station and the consumption points. Simulation results presented in Figure 3 shows that for a full load (100%) situation in both Zone 1 (3(a)) and Zone 2 (3(b)), the voltage gets to low values towards the end of the line.

(b) With DG: In this part, we consider the insertion of a solar panel-type (node 11) and wind turbine (node 14) power generators into the network at zone 2. The voltage drop at the individual node is evaluated using the voltage profile with DG in Figure 4. Moreover, half (50%) and full (100%) load states are considered in the simulation. The results presented in Figure 5 show that apart from the substantial surge in the voltage at the points where the DG is coupled, there is a notable increase across the neighboring nodes as well. Besides, regarding the half (50%) load states, the voltage exceeds the acceptable voltage limit. The critical level is experienced from node 10 to node 14 as depicted in Figure 5(b) in Zone 2. The excess voltage is owing to the DG implementation and proportional to the delivered power. Consequently, the DG implementation can result in overvoltage on the voltage profile.

Figure 3. Voltage profile for 50% and 100% load states without DG; (a) zone 1 and (b) zone 2
2.4. Intelligent voltage regulators for the pdes

The section presents different development stages of intelligent voltage regulators for the PDEs.

2.4.1. Artificial neural network (ANN)

The 3-Phase LV system simulation presented in subsection 2.3 shows that the connection of DG units between loads can cause critical voltage regulation problems. Consequently, to offer a proper voltage regulation in the DN, we employ an ANN technique. An ANN is a biologically motivated computational related model \[23\]. It comprises neurons that are processing elements. The neurons are connected together and there are coefficients (weights) that are placed on the links. In this work, feedforward neural networks (FFNN) is employed because it is the most widely used model in a number of practical applications \[24\]. The schematic of FFNN with the backpropagation algorithm is depicted in Figure 6. An FFNN contains a chain of layers. For instance, it comprises different tiers such as the input, hidden, and output layers. The activation functions for computing the optimum weighting of input bounds regarding the target output values are contained in the hidden layers. Furthermore, to adapt weights and biases within the individual layer, a backpropagation algorithm is adopted for the training scheme. This is in an effort to lessen the errors between the network output and target value for the input-based factors \[24\], \[25\]. Moreover, the employed FFNN model comprises one input layer, two hidden layers, and one output layer. Also, the input as well as output
layer dimensions are alike to the input and target parameter numbers. On the other hand, dimensions of the hidden layer are adapted manually with respect to the model performance [23]. The network model weights and associated biases are initialized by means of the MATLAB® Neural Network Toolbox. Also, the model is updated through the configured functions such as adaption learning, training, activation, and performance. In addition, since the developed model is based on FFNN with the backpropagation algorithm, and the algorithm usually experiences not only a slow to converge but also an overfitting problem [23], a levenberg-marquardt (LM) regularization technique [25], [26] is employed to address the issues. This is due to its relatively swifter convergence in the backpropagation. Likewise, the “trainlm” training function is employed while the “mse” and “learngdm” in the toolbox are chosen for the performance functions and adaption learning, respectively. Besides, to achieve its output, any differentiable activation function can be employed by each neuron. The activation functions are located in the hidden layer and output layer neurons, but not in the input layer neurons.

Figure 6. Schematic of feedforward neural networks with backpropagation algorithm

2.4.2. Model performance assessment

The respective model performance is evaluated by exploiting the mean-square error (MSE) and coefficient of determination (R²) that can be defined, respectively as [23]-[27]

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - \bar{y})^2
\]

\[
R^2 = \frac{\sum_{i=1}^{n} (\hat{y}_i - \bar{y})^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}
\]

where \(\hat{y}_i\) represents the predicted output using the neural network, \(\bar{y}\) represents the mean of target values, \(y_i\) denotes the obtained target value from data sets, and \(n\) represents the number of simulated scenarios.

3. RESULTS AND DISCUSSION

The results obtained show that the voltage control is effective since the setpoint values are indeed imposed on the connection node of the energy producers as shown in Figure 7. In addition, it is evident that there is a good correspondence between the excitation and generator voltages. Also, as shown in Figure 8, there is a noticeable correlation between the electric powers and the control voltage.

The MATLAB neural network toolkit is employed for neural network training and learning. The training state diagram of the backpropagation neural network is shown in Figure 9. The figure illustrates that the model reaches the convergence precision at step 101. Moreover, the trained neural network is then employed for prediction and verification. The validation performances for the solar power inverter model is presented in Figure 10. The most excellent validation performance is realized at the epoch 101 with a corresponding MSE value of 0.00038667. It is noteworthy that the validation, train, and test curves are relatively comparable. Also, it should be noted that the plot does not increase after convergence, verifying the stability of the model. This
implies that there is no overfitting issue in the system by the ANN and that the adopted network training is efficient. Also, the error histogram for forecasting the voltage regulation with the developed ANN is represented in Figure 11. This plot emphasizes that most of the errors fall between −1.04454 and 0.1193, which is a narrow interval. Also, the majority of the errors have a value of about 0.03736. Consequently, the error histogram illustrates that the forecasting accuracy of our proposed model is very good.

The training model of the two-neuron backpropagation neural network for synchronous generator is shown in Figure 12. The figure depicts that the model reaches the convergence precision at step 965. Besides, the validation performances for the synchronous generator model is shown in Figure 13. The best validation performance is attained at an MSE value of 1.0756 × 10−5 and epoch 965. Also, based on the similarity of the sets, there is no overfitting issue in the system. Similarly, the error histogram for forecasting the voltage regulation based on the developed ANN is represented in Figure 14. This plot illustrates that the majority of the errors fall in a relatively confined range of −1.00173 and 0.004775, and nearly all the errors have a value of about 0.001521. Furthermore, the regressions experienced within the outputs and network targets are computed and represented. The overall prediction performances for the synchronous generator model is depicted in Figure 15 by means of plots of output and target values. The fitting performances for the considered model are good, as the data points are tightly distributed down the fitting line. Also, the obtained correlation coefficients are very close to 1 (0.9998). This indicates that the considered scheme offers a close-fitting between the network targets and related outputs. Besides, the virtually linear distribution of the data points along with the output versus the target line shows that the model’s prediction accuracy is good.
Figure 9. Training state diagram of the backpropagation neural network for solar power inverter

Figure 10. FFNN model validation performance for solar power inverter

Figure 11. Error histogram for solar power inverter

Figure 12. Training state diagram of the two-neuron backpropagation neural network for synchronous generator
4. CONCLUSION

In this paper, we have proposed a generic model for a DN with interconnected solar panel-type and wind turbine power generators. Also, we have considered and demonstrated the varied nature of the voltage under distributed generation. In this context, we have developed control models for voltage regulation. The simulation results show that developed control models can help in disturbances elimination in the DN. Moreover, we have developed and evaluated FFNN models with the backpropagation algorithm and
leveraged the Levenberg Marquardt regularization technique to ensure effective prediction in the distributed generation-based network. Also, based on extensive simulations with MATLAB®/Simulink®, we have presented the statistics values of the coefficient of determination and mean-square-error (MSE) for the considered network.
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