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Abstract: The reliability of memory is an important issue. The rapid development of transistor technology makes the memory more prone to soft errors. Several recent efforts have proposed various designs to avoid the corruption of stored data by using Error Correction Codes (ECC). However, these designs tend to focus on one indicator, which means they cannot balance the electrical timing, area and power consumption constraints with the increasing of the chip-scale and the operating frequency. In this paper, we propose a design named TECED: A Two-Dimensional Error-Correction Codes Based Energy-Efficiency SRAM Design. We achieve higher energy-efficiency and lower hardware cost by using a two-dimensional error correction codes, and evaluate the design by considering the overall system performance. Comparing with the traditional Hamming code, the evaluation shows that the TECED reduces most of fifty percent of the area overhead and twenty-eight point five percent power consumption of the memory at a specific storage capacity.
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1. Introduction

Artificial intelligence (AI) has become the focus of social attention. At present, the AI semiconductors field is in full bloom and storage is a major basic function of chips. If AI chips pursue performance, the memory itself must be fast enough and the bandwidth be large enough to exchange data quickly, which is inseparable with the progress of SRAM [1]. At the same time, the manufacturing process of integrated circuits (IC) has entered the nanoscale stage, and the small size and low voltage make circuit nodes more and more sensitive to the impact of space high-energy particles. Data security and reliability have been of concern. With the exploration of space, integrated circuit devices have been gradually applied to aerospace devices. The aerospace microprocessors widely use static random access memory (SRAM) to store data and instructions, because of the advantages of high read/write rate and low power consumption [2]. The rapidly changing radiation environment in space causes errors in memory [3], which have different degrees of impact, and seriously affect the performance and life of SRAM, which seriously threatens the regular operation of various spacecraft [4]. Therefore, it becomes more and more essential to improve the radiation resistance of SRAM.

SRAM usually adds ECC for error correction and error detection in anti-radiation reinforcement. In the process of rectifying soft mistakes, ECC technology does not require unique and sophisticated design in layout and storage unit circuit structure, and it is compatible with commercial memory. As a result, ECC is frequently utilized at this level for error repair and detection. However, the ECC reinforcement design usually brings new problems: timing violations, area increase, and power consumption increase [5].
constraints on timing, area, and power consumption are becoming larger and larger with
the continued increase of chip-scale and operating frequency. Taking into account various
indicators and improving the energy-efficiency and hardware-cost ratio is a fundamental
challenge for the current SRAM reinforcement technology.

Although the frequency and range of memory increase, the system still spends most
of its time running without errors. However, each memory access must suffer perfor-
mance, power, and area cost for error coverage in traditional error detection and correction
techniques. For instance, suppose we wish to prevent multi-bit errors using robust ECC,
each word must hold additional bits for ECC detection, and each access must suffer the
delay and power cost of accessing, computing, and comparing the codewords. So to a
certain extent, traditional memory protection techniques are not suitable for detecting and
recovering from failures because of the high overhead involved. Suppose we can decouple
the none-error operation in the normal situation from the error-occurred operation in the
uncommon case, and only pay the error protection expense when an error is detected. In
that case, we can accomplish both minimal overhead and error prevention.

This paper proposes a design based on a two-dimensional error coding scheme,
TECED, to detect and correct the coding error of SRAM (both horizontal and vertical). The
main contributions of this paper are as follows:

• We reduce the number of detection Units by combining the traditional word-for-word
  horizontal error code (just for detecting errors and possible small-scale correcting
  error) with the cross-word vertical error code (for only error correcting), to cut down
  the energy consumption of ECC;
• We have implemented and optimized the two-dimensional error correction codes
  on the hardware, and thus realizing the potential of two-dimensional error correc-
tion codes;
• We define the energy-efficiency and hardware-cost ratio as the ratio of the evaluating
  indicator of the whole system. Comparing with the convention evaluation index,
  the energy-efficiency and hardware-cost ratio focuses on the system being able to
  maximize the overall performance of IC instead of a particular index. Compared
  with the traditional Hamming code widely used at this stage, we can obtain the
  application range of two-dimensional error coding with a more efficient cost ratio
  and the evaluation shows that the TECED reduces at most fifty percent of the area
  overhead and twenty-eight point five percent power consumption of the memory at a
  specific storage capacity.

The remainder of this paper is organized as follows: Section 2 presents the background
and related work. Section 3 shows 2D error encoding and its implementation, Section 4
discusses the experimental results. Section 5 brings our efforts to a close.

2. Related Work and Background

2.1. Related Work

Errors in memory can lead to the erroneous execution of a program; there are sev-
eral techniques to mitigate these failures in electronic devices, such as improving pro-
cess technology [6–9], using hardened memory cells [10–12], triple-modular redundancy
(TMR) [13–15], or error-correction codes. However, ECC technology does not need to
complete special and complex design in layout and storage unit circuit structure in the
process of repairing soft errors, and has good compatibility with commercial memory.
Therefore, ECC is usually used for error correction and error detection at this stage. Its
idea is to increase the difference between codewords by adding redundant bits. When an
error occurs in one codeword, it will not be mistakenly identified as another codeword, to
achieve the purpose of fault tolerance.

Lanuzza et al. [16] suggest applying hamming codes to a data word created by frame
bit interleaving to repair burst mistakes in SRAM-based FPGAs. The bit interleaving
approach minimizes the likelihood of several bit-faults occurring in the same data word,
improving rectification efficiency. However, the quantity of bit interleaving limits the error correction, therefore it may not be acceptable if a high error correction efficiency is required.

Argyrides et al. [17] propose the Matrix Code (MC) system, which uses hamming codes in conjunction with parity codes to detect and repair numerous faults in an FPGA configuration frame. A matrix of subwords is created from a frame word. Computing hamming codes for each row, giving Single Error Correction Double Error Detection (SECDED) and computing parity codes for each column are used to repair errors. As a result, this approach is ineffective in dealing with MBUs since the ECC algorithm does not identify more than two faults in a row.

In [18] the Bose–Chaudhuri–Hocquenghem (BCH) code has been proposed for multi-level memory, allowing fast correction of arbitrary 1-bit, 2-bit errors, and 3-bit errors. The ECC codes used in all these files are derived from Hamming codes or BCH codes. Sunita M. S. and colleagues investigated the use of a factorized algorithm to recognize and resolve distinct types of mistakes in memory-dependent matrix codes. With many bit flips, the system boosts memory yield [19]. It will usually be associated with correcting burst errors, which are located in persistent groups of information bits, affected by external radiation. The downside is that when multiple errors occur on multiple lines, only a few errors are adjusted, others remain uncorrected. Due to the algorithm’s structure, the bit-interleaved Hamming code or BCH code can theoretically be extended to detect and correct more faults. However, the hardware cost will increase rapidly, so the number of faults detected and corrected in the current literature is small. Therefore, due to its simple structure, low area, and low power consumption, 2D error-correction codes have also been applied in other fields. In [20], 2D error-correction codes have been applied to reinforce multiple faults of on-chip network links, significantly reducing the link cost. Anwesh Varada et al. proposed using two-dimensional even-check codes in Ternary Content Addressable Memory (TCAM) architecture, which can correct one-bit errors and detect up to 3-bit errors in each block while simultaneously achieving a certain degree of power and area reduction [21]. In the above literature they cannot balance the electrical timing, area and power consumption constraints. Therefore, we propose to use two-dimensional error correction code in the SRAM design.

2.2. Background
2.2.1. Hamming Code

The most commonly used error correction code is the Hamming code. R.W. Hamming proposed the Hamming code in 1950 to correct one error or detect two errors. It is widely used because of its better performance, simplicity, and ease of implementation. The Hamming code needs to satisfy the inequality (1), where \( k \) represents the data bit, \( r \) represents the check digit, and \( n \) represents the total code length.

\[
2^r \geq k + r + 1. \tag{1}
\]

As long as this inequality is satisfied, the Hamming code can achieve one-bit error correction or two-bit error detection. For example, encoding every 4 bits of data into a Hamming (7,4) code by adding 3 parity bits is one of the most widely adopted and very efficient bit error correction codes, with low space overhead, and provides high reliability [22]. Mythrai et al. improved the encoder and decoder of Hamming code using the memory implemented by the 8T-bit unit, and improved the advantages of high speed and energy saving of the Hamming code [23].

2.2.2. Decimal Matrix Codes

The decimal algorithm is used in Decimal Matrix Codes (DMC), and Neethu V et al. discovered that DMC uses encoder reuse routines to ensure fault-tolerant memory safety [24]. The usage of DMC has increased the capability of error detection and correction. DMC has the drawback of requiring a large number of redundant bits. The word in Hamming codes has an extra equality bit. The word in extended Hamming codes has an extra equality
bit. It can be done by obtaining the segment’s load attribute. Hamming codes may fail to notice numerous faults when they occur. Single error correction double adjacent error detection (SEC-DAED) [25] Hamming codes are displayed as 16, 32, and 64 bit words. Babitha Antony and her colleagues talk about modifying the Hamming code. By directly altering the bits in memory and reordering the Hamming matrix, upscaling discovery of neighboring faults can be accomplished [26]. The improved Hamming code can recognize double and triple adjacent faults as well as resolve single and double adjacent errors. It is commonly used to organize code in order to fix any subset of double mistakes.

3. Two-Dimensional Error Correction Code and Its Realization Method

3.1. Overview

We propose using two-dimensional error correction code techniques on SRAM for the fast, error-free operation of common errors. The key to 2D error coding is the combination of lightweight horizontal per-word error coding and vertical column error coding. The horizontal and vertical coding can be an error detection code (EDC) or an error correction code (ECC). So we only use vertical codes for correcting errors, and keep them in the background, so they have a minimal overhead impact in the absence of errors.

In order to demonstrate how 2D error code works, 2D error coding and Hamming code are compared and described below. The first is to compare two protection methods’ error covering and memory requirements for 8 × 8 memory arrays. Figure 1a shows an ECC for a traditional Hamming code that can be used in contemporary memory arrays. Figure 1b shows an array using 2D error encoding, which is the same as using Hamming code to complete the function of correcting one and checking one, in which each parity bit calculates the parity in the word. Although the scheme only uses parity check code, the mixture of EDC in the X and Y instructions can identify the position of the erroneous bit. Logically, once the erroneous bits are identified, they can be corrected by simple bit reversal in the binary system.

Figure 1. Error Coverage and Area Overhead for Traditional Hamming Codes and Two-Dimensional Error Coding in an 8 × 8 SRAM Arrays.

3.2. Failure Analysis

Figure 2 shows different error types. The following will analyze the error correction ability of two-dimensional error coding under different error types. In type 1 and type 2, no matter if the error occurs in the same row or different rows, as shown in Figure 2a,b, 2D error codes can detect the occurrence of errors through the horizontal parity check code and correct them through the vertical parity check code. The correction process is to simply reverse the data. In type 3, since the error occurs in the same column, as shown in Figure 2c; although the 2D error code can detect the occurrence of the error, because there are two
errors in the same column, there is no abnormality in the vertical parity code. Corrected by the vertical parity check code, in type 4, both horizontal and vertical coding cannot detect errors due to multi-bit errors, as shown in Figure 2d, so errors cannot be detected.

![Figure 2](image.png)

**Figure 2.** Four types of errors and the analysis of 2D Error Code Fault Detection and Correction Capability.

### 3.3. Implementing 2D Error Code in SRAM

The anatomy of the SRAM data subarray that implements the 2D error code and the manner of replacing the vertical code at write time are depicted in Figure 3a. Next, we describe how 2D coding schemes operate with and without error.

![Figure 3](image.png)

**Figure 3.** Architecture of 2D Error correction Code Protection SRAM. The diagram shows the vertical update process in two steps.

#### 3.3.1. No Errors Occurred

The horizontal and vertical codes are updated on every writer without errors. The update of the horizontal code is based solely on the statistics to be written, and the update of the vertical code needs to read the old data and XOR with the new data word (step 1), as shown in Figure 3b, then calculate and update Vertical parity, so the SRAM converts each write operation into a “write-after-read” operation, performing the write of the new data after reading the old data. The “write-after-read” operation will increase all write operations’ latency and power consumption. The performance impact on SRAM demonstrates itself as extra port contention. Luckily, SRAM is usually multi-ported and has free memory bandwidth most of the time. The memory controller conservatively issues “write-after-read” commands for write hits and write misses, even if old data is only utilized to update vertical parity when written, to ease update logic and reduce delays in SRAM port planning. Since the tag subarray is always read on SRAM access, a separate “write-after-read” operation is not required because the tag subarray is always read on SRAM access. It has no directly performance impact because the vertical parity update circuitry can be parallelized and eliminated from the SRAM access critical path. The access time and cycle time of the SRAM subarray are unaffected by the vertical parity update rate as long as it matches the data access rate of the SRAM. Accessing the main array is
slower than updating a register-like vertical parity row, so the rate can be readily matched in reality.

3.3.2. In Error Condition

In the case of a single error that can be corrected, it can be corrected by a simple inversion. The controller will initiate a 2D recovery process if the level code identifies an uncorrectable fault. The controller reads all info units that share the vertical parity row with the error data row, and XORs their content altogether, resulting in the error row’s original value which is then written back to the right position. If a 1-bit error at the same memory location for many lines shows a significant fault along the column, recover and review the vertical code to pinpoint the failed column to restart the horizontal repair operation.

4. Experiments and Results

The experiment focuses on evaluating the cost-effectiveness of protecting SRAM by two-dimensional error-correcting codes and Hamming codes. Since the cost-effectiveness ratio is reflected in the ratio of error correction capability to overhead, we compare the two-dimensional error correction code and Hamming at the same level for error correction capability, and correct one-bit errors. In this case, we only need to correct the overhead of the two protection schemes compared to minimize the overhead, to achieve the overall optimal effect and find the best application range of the two-dimensional error correction code. Among them, the hardware overhead is reflected in the area, timing, and power overhead, which will be explained and elaborated on separately through experiments. The experimental object is a single port high density SRAM, which is synthesized by the Design Compiler of S company under the CMOS 40 nm technology. The activity is 0.5, the operating voltage is 1 V, and the operating frequency is 1000 MHz. The proposed 2D error correction codes have been implemented in HDL and mapped to the 40nm library. Then, we implemented varying sizes of protected memories as an example to evaluate the overheads of the schemes. Existing Hamming codes have also been implemented to show the benefits of the 2D codes. We selected the setting of synthesis to put max effort into optimizing power, area overhead and latency to demonstrate the benefit of power/area which can be achieved by the error tolerant memories.

4.1. Hardware Cost Analysis

First, let us compare the area overhead of the array using 2D error coding and Hamming code in the case of different memory capacities. Figure 4 shows the hardware redundancy ratio of the two codes in the case of mux = 1, 2, 4, and 8; on the curve is the point where the additional area overhead of the two codes accounts for the same, the abscissa represents the depth, the ordinate represents the word capacity(/bit), and the area under the curve shows that the redundancy of the two-dimensional error code is smaller than that of the Hamming code, and the upper area is the Hamming code with a smaller proportion. The redundancy ratio represents the additional area overhead of SRAM, so this indicator will be used as one of the important judgment factors for using two different codes when evaluating the capacity. After comparison, it can be concluded that, compared with Hamming code, 2D error-correction codes can achieve a fifty percent reduction in area overhead with moderate depth and word capacity (ranging from about 16 to 64 for depth and word capacity). Hamming code requires a large amount of extra storage overhead per word in the case of large depth and word capacity, and generates big power consumption and latency costs in calculation or access.

The proposed technique outperforms traditional Hamming codes in terms of decoding complexity and the number of parity bits per word. The reduced decoding complexity means that access times can be reduced. The 2D error correction code involves the problem of replacing the vertical code, and each time writing a word to the array, we have to read out the relevant bit first to update the vertical code. Due to the modest size of the vertical code array, the power, latency and area overhead associated with updating the vertical
parity check code are small. Additionally, to reduce update delay, vertical update circuitry can be pipelined in tandem with conventional memory operations.

It can be seen from the above that the advantage of Hamming code in ECC is that only one read is required in the process of access and error protection. However in some scales of SRAM, the proportion of extra redundancy is large, and the area overhead of hardware is significant. However, the advantage of two-dimensional error coding lies in the use of parity-check coding; the coding is simple and stable. The hardware overhead is small, but based on the characteristics of SRAM, we will find that SRAM requires more reading times for error correction after errors occur. Since an error every few days is very rare, the recovery process’ overhead has little effect on overall performance. According to the American Physical Data Center statistics, between 1980 and 1990, the United States launched a total of 39 synchronous satellites. The number of failures of these satellites due to the single event effect was 621, and an error occurred every fifteen hours on average [27], so we can consider 2D errors. It is tolerable that the code requires many reads when performing error correction.

![Redundancy ratio](image)

**Figure 4.** The hardware redundancy ratio of Hamming code and two-dimensional error correction code in the case of $\text{mux} = 1, 2, 4, 8$.

### 4.2. Power Consumption Analysis

As an indicator to evaluate its performance, there is a more important point—power consumption. In this section, we will intuitively evaluate the performance of Hamming codes and 2D error codes by analyzing and comparing the power consumption. Power consumption can be divided into static power consumption and dynamic power consumption, and the total power consumption is equal to the sum of static power consumption and dynamic power consumption. Since the static power consumption exists even when no switching occurs, even when the circuit is waiting, minimizing the static power consumption is a fundamental goal in the design process. Dynamic power consumption is reflected in the writing and reading of data in SRAM. We will evaluate the total power consumption of Hamming code versus 2D error encoding. In the experimental results, the read and write power consumption of SRAM is tiny compared with its own static power consumption, which is almost negligible, so we get the average power consumption comparison of the two; as shown in Figure 5, we selected comparing the power of SRAMs with different capacities in $\text{mux} = 4, 8$ and $\text{bank} = 1, 2$. The orange column above the blue column represents the larger power consumption of Hamming code than the two-dimensional error code, and the lower one is the Hamming code. The clear code is smaller than the two-dimensional error code. The clear comparison in the figure shows that the 2D error encoding consumes less power at most of the capacities selected in the figure. By comparison, two-dimensional error correction codes can reduce power consumption by up to 28.5% compared with Hamming codes. Therefore, this power consumption evaluation provides an excellent reference for the design and manufacture of SRAM of corresponding capacity. Based on the above results, we can select a moderate-capacity SRAM according to
the needs and use the two-dimensional error correction code solution for reinforcement, to achieve high cost-efficiency.

**Figure 5.** Power consumption comparison between Hamming code and two-dimensional error correction code.

5. Conclusions

In recent years, the rapid development of transistor technology makes SRAM more prone to soft errors. Electrical timing, area and power consumption has become the main constraint of digital system design. We cannot only focus on one index and ignore other indexes in a design. Against the background of the increasing chip-scale and work frequency, focusing on only one index will lead to other overall imbalances, which will affect the performance of the system. We propose a design named TECED, achieving higher energy-efficiency and lower hardware cost by using a two-dimensional error correction code. This paper evaluates the applicability of 2D error coding in different capacity ranges in the 40nm process. The evaluation shows that the TECED reduces the area and power consumption of the memory within a specific storage capacity compared with the traditional Hamming code, which will provide an important reference for the future SRAM design.
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