DeepM&Mnet for hypersonics: Predicting the coupled flow and finite-rate chemistry behind a normal shock using neural-network approximation of operators
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Abstract

In high-speed flow past a normal shock, the fluid temperature rises rapidly triggering downstream chemical dissociation reactions. The chemical changes lead to appreciable changes in fluid properties, and these coupled multiphysics and the resulting multiscale dynamics are challenging to resolve numerically. Using conventional computational fluid dynamics (CFD) requires excessive computing cost. Here, we propose a totally new efficient approach, assuming that some sparse measurements of the state variables are available that can be seamlessly integrated in the simulation algorithm. We employ a special neural network for approximating nonlinear operators, the DeepONet \cite{14}, which is used to predict separately each individual field, given inputs from the rest of the fields of the coupled multiphysics system. We demonstrate the effectiveness of DeepONet for a benchmark hypersonic flow involving seven field variables. Specifically we predict five species in the non-equilibrium chemistry downstream of a normal shock at high Mach numbers as well as the velocity and temperature fields. We show that upon training, DeepONets can be over five orders of magnitude faster than the CFD solver employed to generate the training data and yield good accuracy for unseen Mach numbers within the range of training. Outside this range, DeepONet can still predict accurately and fast if a few sparse measurements are available. We then propose a composite supervised neural network, DeepM&Mnet, that uses multiple pre-trained DeepONets as building blocks and scattered measurements to infer the set of all seven fields in the entire domain of interest. Two DeepM&Mnet architectures are tested, and we demonstrate the accuracy and capacity for efficient data assimilation. DeepM&Mnet is simple and general: it can be employed to construct complex multiphysics and multiscale models and assimilate sparse measurements using pre-trained DeepONets in a “plug-and-play” mode.
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1. Introduction

1.1. Motivation

Simulating the high-speed flow field of a chemically reacting fluid is interesting, challenging and has important applications including hypersonic cruise flights and planetary re-entry. In order to predict such a flow field, a multi-physics and multi-scale approach is essential. The fluid dynamics part of this problem may already feature a large number of effects as well as length and time scales when it features shocks, boundary layers, transition to turbulence to name but a few. In addition to fluid dynamics, also physical chemistry needs to be taken into account, as chemical reactions are likely to occur in the flow, and these need to be modeled accurately. It is particularly challenging if reactions and flow effects take place on similar spatio-temporal scales because a simplified model for this type of flow field cannot be easily derived. Instead, the full set of equations describing the physical as well as the chemical model must be solved.

One particularly relevant canonical problem is the high-speed flow downstream of a normal shock. In this case, the temperature of the fluid rises rapidly across the shock, which in turn triggers chemical dissociation reactions. As a result, the flow field changes composition, which influences the energy balance as dissociation reactions are endothermic. A change of composition directly influences several other aspects because it leads to a modification of viscosity as well as heat conduction.

The level of fidelity required to model flows with high-temperature gas effects depends on the typical flow speed and temperature. The rate of chemical reactions is largely influenced by temperature (and to a lesser extent by pressure), and convective mass transport is driven by flow speed. Comparing the typical time scales of these two effects yields three different regimes. In the first, chemical reaction rates are much smaller than the rate of convective transport, and the fluid composition in this regime is considered frozen. If chemical reaction rates are much larger than the rate of convective mass transport, the flow is in chemical equilibrium; reaction rates are therefore assumed infinite and the gas composition depends on local properties such as temperature and pressure (or density). The most interesting regime, which is considered herein, is referred to as finite-rate chemistry, or non-equilibrium chemistry; it lies in between the other two regimes, when the rates of reactions and transport are commensurate.

Gas composition strongly effects the relation between temperature and internal energy. For a calorically perfect gas, internal energy is proportional to temperature. A gas composed of a single atomic species typically behaves calorically perfect, for which the specific heat is constant. A gas composed of a molecular species will experience the excitation of vibrational and electronic modes of the molecules. As a result, the internal energy becomes a non-linear function of temperature and the specific heat will also vary with temperature. Such a gas is denoted as thermally perfect. Vibrational and electronic excitation may not happen infinitely
fast, in which case the process of thermal relaxation may need to be taken into account. However, here we will only consider a gas in so-called local thermal equilibrium, i.e., it will be assumed that the vibrational excitation only depends on local properties such as the temperature and not on its (time) history.

In many practical applications, the fluid is a mixture of atomic and diatomic species, such as in air. While air can certainly be modelled as a calorically perfect gas at low temperatures where vibrational and electronic modes are not excited, at high temperatures a thermally perfect gas model would be more appropriate. At even higher temperatures, the threshold for the onset of chemical reactions may be reached and the corresponding changes of gas composition may need to be included in the modelling approach. Such a high temperature may occur as a result of a shock wave, which creates an almost instantaneous increase of temperature. The time scale for a flow passing through a shock is extremely short, owing to the very small thickness of a shock, which is on the order of the mean free path lengths of the species involved. Chemical reactions are much slower than this fast time scale, and hence the composition of the gas mixture does not change across the shock: the gas mixture is frozen. However, downstream of the shock, chemical reactions may set in as a result of the higher temperature, and as the flow speed is reduced significantly, a region of flow in the finite-rate reaction regime is expected, before the flow may reach an equilibrium state far downstream of the shock. As a result of finite-rate reactions, the gas mixture will increasingly change its composition as molecules begin to dissociate, rendering the region immediately downstream of the shock particularly interesting.

Compared to a calorically perfect gas, a gas that undergoes changes in composition is appreciably more complex to model because transport equations must be solved for each species density, with a source term for the creation and destruction of species by chemical reactions. These additional equations complicate the numerical treatment significantly. In particular, the source term can cause numerical stiffness and hence become difficult to integrate. Several numerical methods for finite-rate chemistry exist, mostly for time-dependent flows involving combustion [9, 25, 6, 24, 26], but they often rely on a low-Mach-number formulation and are therefore not applicable to hypersonics. At high Mach number, evidence abound regarding the sensitivity of the flow to small distortions [28, 10], and hence accurately capturing non-equilibrium chemistry becomes extremely important. A growing number of methods now exist that account for non-equilibrium chemistry while solving the compressible Navier-Stokes or Euler equations at hypersonic speeds [37, 12, 21, 8, 29, 4, 35, 36]. However, the combination of high Mach numbers and high temperatures not only renders these simulations challenging, but also taxes computational resources heavily.

1.2. Deep neural networks

In realistic hypersonic applications, flight data may be comprised of limited measurements, for example of temperature or velocity and perhaps even in special cases of the composition of the species. To integrate such data with the computational approach and in order to simulate the aforementioned multiscale & multiphysics problems efficiently, we abandon the classical numerical methods and explore in the present work a new approach, namely, a
Figure 1: Schematic of the non-equilibrium chemistry that takes place downstream of a high-Mach-number shock around a bluff body. The simulations are performed in the frame of the body.

deep neural network (DNN) based approximation of all nonlinear operators.

The machine learning community has made tremendous strides in the past 15 years by capitalizing on the neural network (NN) universal function approximation [5], and building a plethora of innovative networks with good generalization properties for diverse applications. However, it has ignored an even more powerful theoretical result by Chen & Chen [2, 3] that states that neural networks can, in fact, approximate functionals and even nonlinear operators with arbitrarily good accuracy. This is an important result with significant implications, especially for modeling and simulation of physical systems, requiring accurate regression and not only approximate classification tasks as in commercial applications. Preliminary results in [7, 14] have provided a glimpse of the potential breakthroughs in modeling complex engineering problems by encoding different explicit and implicit operators using DNNs. For example, in [7] Ferrandis et al. represented a functional predicting the dynamic motions of a destroyer battleship in extreme sea states, making predictions at a fraction of a second in contrast to one week per simulation using OpenFoam CFD solver. Similarly, in [14], Lu et al. developed the Deep Operator Network (DeepONet) to approximate integrals, ODEs, PDEs, and even fractional Laplacians by designing a new trunk-branch NN that approximates linear and nonlinear operators, and generalizes well to unseen functions.

Traditional methods, especially high-order discretizations such as WENO [13] and spectral elements [11], can produce very accurate solutions of multiphysics and multiscale (M&M) problems but they do not scale well in high dimensions and large domains. Moreover, they cannot be easily combined with data [32, 33, 22, 1] and are prohibitively expensive for inverse problems. Real-world M&M problems are typically ill-posed with missing initial or boundary conditions and often only partially known physics, e.g., reactive transport as in the present work. Physics-Informed Neural Networks (PINNs) can tackle such problems given some extra (small) data anywhere in the domain, see [30, 31, 19, 15]. PINNs are easy to implement for multiphysics problems and particularly effective for inverse problems [27] but not as efficient or accurate for forward multiscale problems. Here, we propose DeepONets to approximate functionals and nonlinear operators as building blocks of a more general M&M
framework that can be used to approximate different nonlinear operators for modeling M&M problems. Unlike PINNs, we can train DeepONets offline and make predictions for new input functions online very fast. We refer to this integrated framework that will use both data and DeepONets as DeepM&Mnet, and, in principle, it can be used for any complex M&M problem in physics and engineering. Here we consider hypersonic flow downstream of a normal shock, which involves the interaction of seven field variables (see Figure 1). This formidable M&M challenge is an excellent testbed to develop the DeepM&Mnet framework and to demonstrate its effectiveness.

In the present work, we claim the following contributions:

• We start with developing DeepONets for the M&M model, namely, the non-equilibrium chemistry that takes place behind a normal shock at Mach numbers between 8 and 10. We infer the interactions of the flow and five chemical species whose densities span 8 orders of magnitude downstream of the shock. Collectively, these dynamics establish the gas composition and flow velocity, which are governed by the nonlinear Navier-Stokes equations and whose operators will be learned by our DeepONets. The speedup of the trained DeepONets is about 100,000X compared to the CFD solver.

• Besides the prediction for the case when the Mach number is in the range [8, 10], we also test the case when the input is out of the input space, i.e., the Mach number is out of the range [8, 10] (extrapolation). Though the initial prediction is not satisfactory, we obtain very good predictions by combing a few data and the pre-trained DeepONets by developing a supervised NN, which can be efficiently trained.

• As a preliminary step in developing the multi-physics integrated framework, we employ these pre-trained DeepONets as building blocks to form different types of DeepM&Mnets. We first develop a parallel DeepM&Mnet architecture which, similar to the aforementioned extrapolation algorithm, requires sensor data for all the variables. However, in practice, for data assimilation we may not have access to information regarding the species densities, and may only have sparse data for the flow. Therefore, we develop a series DeepM&Mnet architecture that assimilates only a few data for the flow and predicts the entire state. Moreover, we examine the influence of the global mass conservation constraint and demonstrate that not only does it stabilize the training process but it also improves prediction accuracy.

The rest of the paper is organized as follows: In the next section, we present the M&M fluid-mechanical model and demonstrate how to generate the training data using a finite difference approach. We then develop in section 3 the DeepONets, which will serve as building blocks for the DeepM&Mnets discussed in section 4. We conclude with a summary in section 5. In the Appendix we present an alternative series type DeepM&Mnet.

2. Problem setup and data generation

In this section, we present in detail the governing equations that model the flow and describe how to obtain the data for training and testing. The mathematical formulation for fluid
motion is given in § 2.1, followed by a description of the data generation process including
details of the test case in section § 2.2.

2.1. Fluid-mechanical model and numerical method

The fluid mechanical model used here comprises the Navier-Stokes equations for a com-
pressible fluid, and these equations are advanced in time until a steady state is reached. A
detailed description of the model is given in [20]. Here, only key elements of this model are
described. The governing equations are the principles of conservation of mass, momentum
balance and energy conservation, and are formulated for a 5-species mixture of chemically
reacting gases in two spatial dimensions \((j = 1, 2)\):

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_j} (\rho u_j) &= 0, \\
\frac{\partial \rho^s}{\partial t} + \frac{\partial}{\partial x_j} (\rho^s u_j) &= \dot{w}^s, \quad s = 1 \ldots 5, \\
\frac{\partial (u_i)}{\partial t} + \frac{\partial}{\partial x_j} (\rho u_i u_j + p \delta_{ij}) &= \frac{\partial \sigma_{ij}}{\partial x_j}, \quad i = 1, 2, \\
\frac{\partial E}{\partial t} + \frac{\partial}{\partial x_j} [(E + p) u_j] &= -\frac{\partial q_j}{\partial x_j} + \frac{\partial}{\partial x_k} (u_j \sigma_{jk}).
\end{align*}
\]

(2.1) (2.2) (2.3) (2.4)

The equations are non-dimensionalized using reference quantities described below. The mix-
ture density is \(\rho\) and \(\rho^s\) is the species density for species \(s = 1 \ldots 5\), and \(u_1, u_2\) are the veloc-
ity components in the streamwise \(x = x_1\) and normal \(y = x_2\) directions. In eqn. (2.2), \(\dot{w}^s\) is
a source term due to finite-rate reactions that lead to production or consumption of species.
It is obtained from the MUTATION library, here used in its version 2.1 [16, 18, 34], which
has been coupled to the Navier-Stokes solver with the help of an interface code layer.

Cases considered here are based on air with species \(N, O, N_2, NO\) and \(O_2\). The state of
the gas mixture is described by the pressure \(p\) and temperature \(T\), which are related to one
another via the following equation of state, and assuming that all species individually behave
as ideal gases so that partial pressures sum up to the total pressure of the mixture:

\[
\tilde{p} = \sum_s \tilde{\rho}^s \tilde{R}^s \tilde{T}.
\]

(2.5)

In the equation, \(\bullet\) represents dimensional quantities, and \(\tilde{R}^s = \tilde{R} / \tilde{M}^s\), where \(\tilde{R}\) is the
universal gas constant and \(\tilde{M}^s\) is the molar mass of species \(s\). The temperature \(T\) is required
to calculate the heat flux vector \(q_j\), which reads:

\[
q_j = -\frac{1}{Re_\infty Pr_\infty Ec_\infty} \frac{k}{\partial x_j} \frac{\partial T}{\partial x_j}.
\]

(2.6)

The temperature does not belong to those quantities governed by transport equations (2.1)
to (2.4) above, but it is linked to the internal energy \(e\), which in turn contributes to the total
energy $E$ together with kinetic energy, in the following way:

$$E = \frac{1}{E c_\infty} e \rho + \frac{1}{2} \rho u_i u_i.$$  \hfill (2.7)

Computation of the temperature $T$ is based on known values of the internal energy $e$ and the species densities $\rho^s$ so that the total internal energy $e$ can be split into individual contributions $e^s$ from each species. The corresponding iterative solution procedure used to obtain the temperature, again done within the MUTATION library, takes into account the translational energy of atoms and linear molecules, as well as rotational and vibrational energy and formation enthalpy for molecules.

The right-hand side of both the momentum equation (2.3) and the energy equation (2.4) contains the the viscous stress tensor $\sigma_{ij}$, which is given by:

$$\sigma_{ij} = \frac{\mu}{Re_\infty} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \frac{\partial u_k}{\partial x_k} \delta_{ij} \right).$$ \hfill (2.8)

Unlike in a calorically perfect gas, transport properties such as viscosity $\mu$ and thermal conductivity $k$ are not simple functions of (local) temperature, but also depend on gas composition. These quantities are also computed using the MUTATION library. Due to the nature of the flow field considered here, these transport properties do not play a major role. Therefore no further description of how $\mu, k$ are computed is given here.

Non-dimensionalization is based on inlet conditions marked by $\infty$, resulting in the following non-dimensional quantities. The Reynolds number is defined as $Re_\infty = \tilde{\rho}_\infty \tilde{a}_\infty \tilde{L}_\text{ref}$, where $\tilde{L}_\text{ref}$ is an arbitrary length scale and all other dimensional quantities represent the pre-shock conditions, for example $\tilde{a}_\infty$ is the upstream speed of sound. The Prandtl number is $Pr_\infty = \frac{\tilde{\mu}_\infty \tilde{c}_p,\infty}{\tilde{c}_v,\infty}$. The reference temperature used for non-dimensionalization is $\tilde{T}_\text{ref} = (\gamma_\infty - 1) \tilde{T}_\infty$, where $\gamma_\infty = \tilde{c}_p,\infty / \tilde{c}_v,\infty$ is the specific heat ratio and $\tilde{c}_p,\infty, c_v,\infty$ are the specific heats at constant pressure and volume, respectively. The Eckert number $Ec_\infty$ in eqns. (2.6) and (2.7) assumes a value of 1, as the pre-shock gas is calorically perfect.

The integration domain extends from immediately downstream of the shock, $x = 0$, to $x = 0.02$ discretized using $NX = 160$ equi-spaced grid points in the streamwise direction. In $y$ direction, $MY = 21$ grid points were used within $y \in [0, 0.05]$. At the inflow, a Dirichlet condition is prescribed, and corresponding values are described in the next section. Periodic boundary conditions are imposed in $y$ direction.

Spatial derivatives in the transport equations (2.1) to (2.4) are discretized using high-order compact finite differencing, and the solution is advanced in time using a third-order Runge-Kutta method. The discretization is largely identical to that used in Ref. [23], on which the present code is based. However, discretization at boundaries of the integration domain has been altered to accommodate the boundary conditions applied here.

2.2. Data generation

We introduce in this subsection how to generate the training and testing datasets used to develop the DeepONets and DeepM&Mnets. We consider “case S” in reference [20], i.e., the
flow field downstream of a normal shock wave, which is set at the origin of the coordinate system. The parameters used are given in Tables 1-3. Specifically, the conditions upstream of the shock are given in Table 1. The gas composition at the inflow boundary is given in Table 2. It is assumed that within the short streamwise length of the shock, the composition $\chi^s = \rho^s / \rho$ does not change, and hence the composition upstream and downstream remains the same. However, both temperature and density increase significantly, and the post-shock conditions are used as inflow conditions for the simulations. The initial temperature and total density are presented in Table 3; these have been calculated using Rankine–Hugoniot relations. The flow field is progressed in time until a steady state is reached. The same case has been previously considered in [17]. Even though variations only take place along the streamwise direction, the actual computations were performed in two dimensions as stated earlier.

| $Re_\infty$ | $Pr_\infty$ | $\gamma_\infty$ | $M_\infty$ | $T_\infty$ [K] | $\tilde{\rho}_\infty$ [kg m$^{-3}$] |
|-------------|-------------|----------------|----------|----------------|-------------------------------|
| $10^4$      | 0.69        | 1.397          | [8, 10]  | 350            | $0.3565 \times 10^{-3}$       |

Table 1: General parameters upstream of the shock.

| $N_2$       | $O_2$       | $N$  | $O$  | $NO$ |
|-------------|-------------|------|------|------|
| 0.767082    | 0.232918    | 0    | 0    | 0    |

Table 2: Gas composition $\chi^s$ at the inflow boundary.

| $T$ [K]     | $\tilde{\rho}$ [kg m$^{-3}$] |
|-------------|--------------------------------|
| 5918.87     | $0.255537 \times 10^{-2}$     |

Table 3: Post shock conditions ($x = 0$).

We generated 400 trajectories for $M_\infty \in [8, 10]$ and randomly selected 240 trajectories and 60 trajectories for training and testing, respectively (see figure 2). We show the function spaces for the five chemical species and the velocity and the temperature in Figure 2. The range of the function space of $\rho_{NO}$ spans 8 orders of magnitude across a thin boundary layer, which highlights the challenging of resolving this flow.
3. Developing DeepONets as building blocks

We develop in this section the DeepONets, which will serve as building blocks for the DeepM&Mnet. These DeepONets target the coupled dynamics between the flow and the chemical species. With input from either the flow or the chemical species, the DeepONet predicts all the remaining fields. These DeepONets will subsequently be used as building blocks for constructing the DeepM&Mnets. Note that in Appendix A, we provide another example of three simple DeepONets for the chemical species alone, where each uses $\rho_{N_2}$ and $\rho_{O_2}$ as inputs and predicts either $\rho_N$, $\rho_O$ or $\rho_{NO}$.

3.1. DeepONet architecture

Neural networks are not only universal approximators of continuous functions, but also universal approximators of nonlinear continuous operators [3]. By virtue of the potential applications of the universal approximation theorem of the neural networks in learning nonlinear operators from data, Lu et al. proposed DeepONets to learn operators accurately and efficiently from a relatively small data set [14].
A DeepONet consists of two sub-networks, a branch net and a trunk net. The branch net is for encoding the input function at a fixed number of sensors \( x_i, i = 1, \ldots, m \), while the trunk net is for encoding the locations for the output functions. For all the DeepONets presented herein, the number of sensors for the branch net is 75 while the number of sensors for the trunk net is 48. In [14], two different architectures of DeepONets are proposed, namely, stacked DeepONets and unstacked DeepONets; unstacked DeepONets seem to have better performance. Hence, in this work, we will consider the unstacked DeepONets (Figure 3). A DeepONet learns an operator \( G : u \rightarrow G(u) \), where the branch net takes \([u(x_1), u(x_2), \ldots, u(x_m)]\) as the input and outputs \([b_1, b_2, \ldots, b_p]\), and the trunk net takes \( y \) as the input and outputs \([t_1, t_2, \ldots, t_p]\). The final output is given by

\[
G(u)(y) = \sum_{k=1}^{p} b_k t_k.
\]

DeepONets are implemented in DeepXDE [15], a user-friendly Python library designed for scientific machine learning.

![Figure 3: Schematic of an unstacked DeepONet, which is the building block of the DeepM&Mnet. DeepONet learns the operator \( G : (u, y) \rightarrow G(u)(y) = \sum_{k=1}^{p} b_k t_k \). Here, \( u(x) \) is the input of the branch net observed with \( m \) sensors, and \( b_i, i = 1, 2, \ldots, p \) are the output of the branch net; \( y \) is the input of the trunk net, and \( t_i, i = 1, 2, \ldots, p \) is the output of the trunk net.](image)

### 3.2. DeepONets for the coupled dynamics between the flow and the chemical species

To demonstrate the simplicity and effectiveness of DeepONet, in Appendix A we develop three DeepONets to predict the densities \( \rho_N, \rho_O \) and \( \rho_{NO} \) using the densities \( \rho_{N_2} \) and \( \rho_{O_2} \) as the inputs of the branch nets. Here, however, we focus on the coupled dynamics of the flow and chemical fields. For this purpose, we develop two DeepONets, which will become building blocks for constructing the DeepM&Mnets for the entire configuration. The two DeepONets have the following functionality:
(i) \( G_{U,T} : \rho_{N_2,O_2,N,O,NO} \rightarrow [U,T] \) uses the densities of the chemical species as the input of the branch net to predict the velocity \( U \) and temperature \( T \) (Figure 4 left).

(ii) \( G_{\rho_{N_2,O_2,N,O,NO}} : [U,T] \rightarrow \rho_{N_2,O_2,N,O,NO} \) uses the velocity \( U \) and the pressure \( T \) as the input of the branch net to predict all the densities of the five chemical species (Figure 4 right).

We train all the DeepONets independently. Moreover, we use the logarithms of the original data for all densities while we use the original data for the velocity and the temperature. The parameters for the neural network are as follows:

- Hidden layers for both branch and trunk nets: \( 4 \times 100 \).
- Activation function: adaptive ReLU;
- Learning rate: \( 6 \times 10^{-4} \);
- Epochs: 120000.

We show the comparisons between the predictions of the DeepONets \( G_{U,T} \) and the independent reference data, and the corresponding losses of the training and testing for \( U,T/T_{\infty} \) in Figure 5. The agreement demonstrates the capacity of DeepONet to predict the velocity and temperature based on knowledge of the chemical species alone, and the testing errors against independent data are commensurate with the training errors. We also show the comparisons between the predictions of the DeepONets \( G_{\rho_{N_2,O_2,N,O,NO}} \) and the independent reference data as well as the corresponding losses of the training and testing for \( \rho_{N_2} \) in Figure 6. Again, we observe that the predictions are in excellent agreement with the reference independent data, which were not part of the training. Note that some of the densities vary by orders of magnitude downstream of the shock, and DeepONet predicts these variations accurately. An important consideration for achieving this level of accuracy is that the data used for all
Figure 5: Upper: Predictions of the velocity $U$ and the temperature $T/T_\infty$ using the DeepONets $G_{U,T}$. Lower: The training losses and testing losses for the velocity $U$ and the temperature $T/T_\infty$.

Figure 6: We show in the first five plots the predictions of densities of all the five chemical species, i.e., $\rho_{N_2}, \rho_{O_2}, \rho_N, \rho_O, \rho_{NO}$, using the DeepONets $G_{\rho_{N_2},O_2,N,O,NO}$. The training losses and testing losses for the density $\rho_{N_2}$ are shown in the last plot. The training and testing losses are similar for other densities.
densities are the logarithms of the original data. These results demonstrate that we have successfully trained the DeepONets $G_{U,T}$ and $G_{\rho N_2,O_2,N,O,NO}$. Once trained, the computational cost of DeepONet for predictions of the independent data is much less than CFD simulations. With the successfully trained DeepONets $G_{U,T}$ and $G_{\rho N_2,O_2,N,O,NO}$, we can subsequently predict the interplay of the flow and the chemical species using DeepM&MNets (§4) and using it for data assimilation. However, an important pre-requisite for a robust assimilation framework is the ability to handle new data outside the training range, or to extrapolate. We will therefore first show the prediction when inputs are outside the function space of the training data for the DeepONets.

3.3. Extrapolation: Predicting inputs outside the function space of the training data

The DeepONet predictions shown previously are results for Mach numbers in the input training range, i.e., the testing was performed with independent data but with Mach number lies in the interval $[8, 10]$, or interpolation. Now, we would also like to obtain predictions with the trained DeepONets for Mach numbers that do not belong to the input function space, namely extrapolation. In particular, we want to use the trained DeepONet $G_{U,T}$ to predict the velocity and temperature as well as $G_{\rho N_2,O_2,N,O,NO}$ to predict the densities of the chemical species for $M_\infty \notin [8, 10]$. For brevity, we only consider the DeepONet $G_{\rho N_2,O_2,N,O,NO}$ and the results can be interpreted as representative of the performance of the method.

We show the DeepONet predictions for $\rho N$ and $\rho O_2$ with different values of Mach number and different number of training trajectories in Figure 7. We observe that the predictions do not match the reference data. More precisely, the predictions have a shift from the reference solutions. However, the shapes of the predicted solutions are very similar to the reference solutions. Moreover, we observe that the results obtained by using a larger number of training trajectories are closer to the reference solutions, which implies that the more accurately that we represent the input space, the more accurate the extrapolation. Nonetheless, it is desirable to extrapolate without requiring substantial additional training and to be able to do so robustly ‘on the fly’.

In the spirit of data assimilation, which we will demonstrate using DeepM&MNets (§4), here too we show how extrapolation in the context of DeepONet can be improved when a few data are available for the output variables, for example from sensors. We propose a simple neural network that takes the DeepONet prediction as its input, and define its loss function to be the mean square error between the scarce available data and its output. We show a schematic of the proposed neural network for $\rho N$ in figure 8, where we use the output of the DeepONet $G_{\rho N}$, i.e., $\rho_N^*$, as the input of the neural network to be trained. The loss function is given by

$$\mathcal{L} = \frac{1}{n_D} \sum_{i=1}^{n_D} \left\| \rho_N(x_i) - \rho_{N, data}^i \right\|^2,$$

where $\rho_N$ is the output of the neural network to be trained, and $\rho_{N, data}^i, i = 1, 2, \ldots, n_D$ are given data. In this configuration, it is important that the additional network does not require exhaustive training, and is simply required to improve the prediction of DeepONet to match the sensor data.
Figure 7: Extrapolation for the chemical densities with different values of Mach number and different numbers (240 and 380) of training trajectories. The results obtained by using a larger number of training trajectories are closer to the reference solutions compared to the results obtained with a small number of trajectories.

Figure 8: Schematic of the architecture for the extrapolation with data for $\rho_N$. The output of the DeepONet $G_{\rho_N}$, i.e., $\rho_N^*$, is used as the input of the neural network “NN”.
For this add-on network, we use the following parameters:
- Hidden layers for the neural network “NN”: $6 \times 40$.
- Activation function: $\text{tanh}$;
- Learning rate: $8 \times 10^{-4}$;
- Epochs: 20000.

We note that the training for the above neural network is very fast (usually takes one or two minutes). The results for the densities of $N$ and $O_2$ with different number of data are shown in Figure 9 and 10, respectively. We observe that even with three data points we obtain satisfactory predictions. When we use more data, we obtain very accurate solutions compared to the reference data. We do not show the results of $\rho_{N_2}$, $\rho_O$, $\rho_{NO}$ since they are similar as those for $\rho_{O_2}$ and $\rho_N$.

Figure 9: Extrapolations of $\rho_N$ for $Mach = 7$ and $Mach = 11$ without and with data. For each Mach number, the number of data is increased from 3 to 4 then 5 points. We obtain good results with just a few data for the extrapolation. The red dot-dash lines are the outputs of the DeepONet $G_{\rho_N}$ without data while the black dash lines are the predictions with data.

The results from DeepONnet demonstrate that this architecture can efficiently represent the operators for the behavior of non-equilibrium and the velocity and temperature downstream of the shock. Within the training range, the network performs exceptionally well in predicting these fields. For extrapolation, in addition to knowledge of the input function we assume knowledge of only few data points of the output, which may be available from sensor data. These few sensor data enable accurate predictions with further efficient training. The above elements are the building blocks for our design of DeepM&Mets which couple the pre-trained DeepONets, and whose architectures are targeting data assimilation where we do not have knowledge of the full input function but rather just a few data points.
Figure 10: Extrapolation of $\rho_{O_2}$ for $Mach = 7.5$ and $Mach = 10.5$ without and with data. For each Mach number, the number of data is increased from 3 to 4 then 5 points. We obtain good results with a few data for the extrapolation. The red dot-dash lines are the outputs of the DeepONet $G_{\rho O_2}$ without data while the black dash lines are the predictions with data.

4. DeepM&Mnet framework: architectures and results

In this section, we propose the DeepM&Mnet framework for hypersonics multi-physics and multiscale problems, by coupling the pre-trained DeepONets $G_{U,T}$ and $G_{\rho N_2, O_2, N, O, NO}$ developed in subsection 3.2. Unlike the building blocks DeepONets that require input functions and make predictions, we now relax this requirement. We only assume that we have some sensor data for the inputs. For all the tests performed in this section, we randomly select a value of the Mach number in the interval $[8, 10]$.

4.1. Parallel DeepM&Mnet

We begin by proposing the parallel DeepM&Mnet. Assume that we have some data for all the variables, i.e., $x^k_{data}, k = N_2, O_2, N, O, NO$ and $U^j_{data}, T^j_{data}, j = 1, 2, \ldots, n_D$, where $n_D$ is the number of data. We design the parallel DeepM&Mnet as follows:

1. We construct a neural network “NN” (to be trained) that takes $x$ as the input, and the velocity and temperature $U, T$ as well as densities of all species, i.e., $\rho_{N_2}, \rho_{O_2}, \rho_N, \rho_O, \rho_{NO}$, as the outputs.

2. We then feed $U, T$ as the input of the pre-trained DeepONets $G_{\rho_{N_2}, \rho_{O_2}, \rho_N, \rho_O, \rho_{NO}}$ and output the densities of the five species $\rho^*_N, \rho^*_O, \rho^*_N, \rho^*_O, \rho^*_{NO}$, while we feed $\rho_{N_2}, \rho_{O_2}, \rho_N, \rho_O, \rho_{NO}$ as the inputs to the pre-trained DeepONets $G_{U,T}$ and output the velocity $U^*$ and temperature $T^*$. 
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3. Then, we define the total loss by combining the mean square errors between $\rho_{N2}$, $\rho_{O2}$, $\rho_N$, $\rho_O$, $\rho_{NO}$, $U$, $T$ and $\rho^*_N$, $\rho^*_O$, $\rho^*_N$, $\rho^*_O$, $\rho^*_{NO}$, $U^*$, $T^*$, and the mean square errors between the data and the outputs of the neural network “NN”.

![Figure 11: Schematic of the parallel DeepM&Mnet. Here we assume we have some data for all seven state variables.](image)

We show the schematic of the parallel DeepM&Mnet in Figure 11. To stabilize the training process, we add a $L_2$ regularization term in the loss function. Moreover, to obtain a more robust training process we also add one more term related to the global mass conservation, i.e., the condition at steady state:

$$\frac{\partial(\rho U)}{\partial x} = 0,$$

or equivalently,

$$\rho U(x) \equiv \text{Const},$$

where $\rho$ is the total density. Furthermore, we assign each term of the loss function a weight. Therefore, the total loss is given as follows:

$$\mathcal{L} = \omega_D \frac{1}{n_d} \mathcal{L}_{data} + \omega_O \frac{1}{n_O} \mathcal{L}_{op} + \omega_R \mathcal{L}_{reg} + \omega_G \frac{1}{n_G} \mathcal{L}_G,$$

(4.1)

where $\mathcal{L}_{reg} = \|\theta\|_2^2$, $\theta$ is the set of training parameters of the neural network to be trained,
Ref denotes the reference data and Table 4: The values of $L_2$ and architecture.

Table 4: The values of $\|Ref - Pred\|^2$ for the parallel DeepM&Mnet using 5 data for each variable, where $Ref$ denotes the reference data and $Pred$ denotes the prediction of the DeepONet output in the DeepM&Mnet architecture. $\omega_G$ is the weight for the global conservation term in the loss function. $\omega_R$ is the weight for the regularization term in the loss function.

| $\omega_G$       | $\omega_R$     | $\rho_{N_2}$ | $\rho_{O_2}$ | $\rho_N$  | $\rho_O$  | $\rho_{NO}$ | $U$   | $T$   |
|------------------|----------------|--------------|--------------|-----------|-----------|-------------|-------|-------|
| $0$               | $0$            | 1.84e-04     | 7.99e-04     | 3.91e-04  | 5.06e-07  | 7.51e-06    | 2.45e-06 | 4.49e-06 |
| $0$               | $10^{-4}$      | 4.33e-04     | 1.36e-05     | 1.24e-04  | 5.72e-07  | 8.27e-07    | 1.46e-06 | 2.04e-06 |
| $1, 10^{-4}$     | $0$            | 9.13e-03     | 3.25e-02     | 1.71e-03  | 4.21e-05  | 1.69e-04    | 3.57e-05 | 5.34e-05 |
| $1, 10^{-4}$     | $0$            | 1.14e-03     | 8.04e-03     | 3.08e-04  | 1.06e-05  | 4.99e-05    | 5.80e-06 | 6.83e-06 |

We report the mean square errors between the predictions of the DeepONet output and the reference data with and without $L_2$ regularization or global conservation in Table 4. Without
Figure 12: (a)-(g): Predictions of all the variables (densities of the chemical species, the velocity and the temperature) using the parallel DeepM&Mnet with ($\omega_G = 1$) or without ($\omega_G = 0$) global conservation. $\omega_R = 0$. (h): Loss versus epoch.
$L^2$ regularization, we do not have an appreciably improved accuracy for the results obtained with the global conservation compared with the ones without global conservation. On the other hand, in the case of using the $L^2$ regularization, we obtain significant improvement of the accuracy by enforcing global conservation for all variables. The results may suggest that regularization is not needed, although it is in fact important as we explain below.

It is important to recognize the performance of the DeepM&Mnet. Without complete knowledge of any of the fields, and only starting with a few data for the inputs, we are able to efficiently predict the entire coupled non-equilibrium chemistry and flow. The predicted solution, reliant on pre-trained DeepONet, respects the operators that govern the physics of the problem. Compared to conventional data assimilation approaches that attempt to construct the full fields from limited data, our approach is extremely efficient. But similar to any solution of inverse problem where the physics are nonlinear, convergence is not guaranteed. For this reason, the regularization term may be needed for the NN in instances where convergence is difficult to achieve. It is also important to ensure that the output of the NN does not suffer from overfitting since it serves as input to all the DeepONets. An example that demonstrates how regularization can be beneficial is provided in Appendix B.

4.2. Series DeepM&Mnets

In practice, sensor data are not generally available for all the field variables. In the present configuration, it is for example less likely that we will have data for the densities of all the chemical species or perhaps for any of them. Although it may be seem reasonable to expect access to some sparse data for the velocity and temperature. Therefore, we now consider a different architecture of DeepM&Mnet, which we term series architecture that only requires the data of the velocity and temperature, i.e., $U^j_{data}, T^j_{data}, j = 1, 2, \ldots, n_D$. We design the series DeepM&Mnet as follows:

1. We construct a neural network “NN” (to be trained) that takes $x$ as the input, and the velocity and temperature $U, T$ as the outputs, which would be fed as the input to the trained DeepONets $G_{\rho_{N_2}, \rho_{O_2}, \rho_N, \rho_O, \rho_{NO}}$.

2. We now feed the outputs of the DeepONets $G_{\rho_{N_2}, \rho_{O_2}, \rho_N, \rho_O, \rho_{NO}}$, i.e., the densities of the chemical species, i.e., $\rho_{N_2}^*, \rho_{O_2}^*, \rho_N^*, \rho_O^*, \rho_{NO}^*$, as the inputs to the trained DeepONets $G_{U,T}$ and output the velocity $U^*$ and temperature $T^*$.

3. Then, we define the total loss as the sum of the mean square error between the outputs of the neural network “NN”, i.e., $U, T$ and the outputs of the DeepONets $G_{U,T}$, i.e., $U^*, T^*$, and the loss of the measurements, i.e., the mean square error between the data and the outputs of the neural network “NN”, i.e., $U, T$.

We show the schematic of the series DeepM&Mnet in Figure 13. The loss function shares
the same formula as equation (4.1) with $L_{data}$, $L_{op}$, and $L_G$ are given by

$$L_{data} = \sum_{j=1}^{n_d} ||U_j^{data} - U(x_j)||^2 + \sum_{j=1}^{n_d} ||T_j^{data} - T(x_j)||^2,$$

$$L_{op} = \sum_{j=1}^{n_{op}} ||U^*(x_j) - U(x_j)||^2 + \sum_{j=1}^{n_{op}} ||T^*(x_j) - T(x_j)||^2,$$

$$L_G = \sum_{j=1}^{n_G} ||\rho^* U^*(x_j) - Const.||^2,$$

where $\rho^* = \rho_{N2}^* + \rho_O^* + \rho_N^* + \rho_O^* + \rho_{NO}^*$. In addition to the capacity of this configuration to predict all seven fields variables from limited data of just two inputs, the architecture also has the benefit that the inputs to $G_U$ and $G_T$ are ‘naturally’ regularized because they are the outputs of the upstream DeepONets.

We use 5 data points for both the velocity and temperature, and train the network with the following parameters:

- Hidden layers for the neural network “NN”: $6 \times 50$.
- Activation function: $\tanh$.
- Learning rate: $6 \times 10^{-4}$.
- Epochs: 400000.

The results for the series DeepM&Mnet are shown in Figure 14. Again, the predictions are in good agreement with the reference solutions. Also, the DeepONet outputs are always smooth and accurate, consistent with the notion that the pre-trained DeepONets regularize the predictions because the physics modeled by the operators are encoded during their training. Similar to the parallel DeepM&Mnet, we also show the mean square errors between
the predictions of the DeepONet output and the reference data with and without $L_2$ regularization or the global mass conservation for the series DeepM&Mnet in Table 5. We observe again that in the case of with the $L_2$ regularization, we obtain much more accurate predictions when using in addition the global conservation law.

![Predictions of all the variables (densities of the chemical species, the velocity and the temperature) using the series DeepM&Mnet with $(\omega_G = 1)$ or without $(\omega_G = 0)$ global mass conservation constraint. $\omega_R = 0$. (h): Loss versus epoch.](image)

Figure 14: (a)-(g): Predictions of all the variables (densities of the chemical species, the velocity and the temperature) using the series DeepM&Mnet with $(\omega_G = 1)$ or without $(\omega_G = 0)$ global mass conservation constraint. $\omega_R = 0$. (h): Loss versus epoch.

Furthermore, we observe that even without the regularization, the training processes for the parallel and series DeepM&Mnets proposed in this subsection are stable. In Appendix B, we illustrate the importance of regularization for another series DeepM&Mnet, which does not employ the data of the velocity and temperature but the data of the densities of the chemical species.
\[\begin{array}{|c|c|c|c|c|c|c|c|} \hline & \rho N_2 & \rho O_2 & \rho N & \rho O & \rho NO & U & T \\ \hline \omega_G = 0, \omega_R = 0 & 6.31e-04 & 8.75e-05 & 1.77e-04 & 2.11e-06 & 1.24e-06 & 3.50e-07 & 1.18e-06 \\ \omega_G = 1, \omega_R = 0 & 8.02e-04 & 3.92e-05 & 5.33e-04 & 1.98e-06 & 2.45e-06 & 3.29e-07 & 8.85e-07 \\ \omega_G = 0, \omega_R = 10^{-5} & 3.42e-03 & 1.32e-03 & 7.16e-04 & 2.99e-05 & 7.89e-06 & 2.42e-07 & 1.46e-06 \\ \omega_G = 1, \omega_R = 10^{-5} & 2.85e-04 & 1.14e-04 & 3.18e-05 & 1.25e-05 & 1.21e-06 & 1.63e-06 & 4.78e-06 \\ \hline \end{array} \]

Table 5: The values of \(\|Ref - Pred\|^2\) for the parallel DeepM&Mnet using 5 data for each variable, where \(Ref\) means the reference solutions and \(Pred\) means the prediction of the DeepONet output in the DeepM&Mnet architecture. \(\omega_G\) is the weight for the global conservation term in the loss function. \(\omega_R\) is the weight for the regularization term in the loss function.

5. Conclusion

The simulation of hypersonic flow is a challenging multi-scale & multi-physics (M&M) problem, due to the combination of high Mach, the interaction with a shock leads to excessively high temperatures that can cause dissociation of the gas. When the reaction rates are commensurate with the rates associated with the flow itself, the dynamics of the dissociation chemistry and the flow are coupled and must be solved together. These coupled physics lead to changes in the chemical composition of the gas, with densities spanning orders of magnitudes within very small regions, or steep boundary layers, behind the shock.

We develop a new framework called DeepM&Mnet to address M&M problems in general and the hypersonics problem in particular. We first presented the DeepONets, which serve as the building blocks of the DeepM&Mnet for the model of the non-equilibrium chemistry that takes place behind a normal shock at high Mach numbers. We simulate the interplay of the flow velocity and temperature as well as the five chemical species whose densities span eight orders of magnitude downstream of the shock. Moreover, we test the case when the input is not within the input space, i.e., the Mach number is out of the training range \([8, 10]\). In this case, we cannot obtain accurate predictions, however, we resolve this issue by combining a few data and the pre-trained DeepONets with a simple supervised network.

To employ the pre-trained DeepONets as building blocks to form the DeepM&Mnet, we develop two architectures, namely a parallel and a series DeepM&Mnet. The parallel variant requires some data for all the variables while the series DeepM&Mnet only requires some data for the velocity and the temperature. Moreover, we show that the framework can accommodate enforcing additional constraints such as global mass conservation, which, in addition to accuracy, is also stabilizing.

We demonstrate in this work that DeepM&Mnet may provide a new paradigm in computational science and engineering for complex M&M problems. The codes are compact and easy to adopt in diverse domains as well as maintain or enhance further. The value of DeepM&Mnet is best demonstrated in the context of assimilating scarce data from sensors in complex physics. This problem of data assimilation has hindered simulation science for decades because it relies on repeated, or iterative, procedure with solutions of nonlinear coupled equations in the loop and knowledge from previous assimilation tasks are not effectively exploited. In the context of DeepM&Mnet, these previous solutions are encoded in the pre-training of DeepONet, and DeepM&Mnets deliver a seamless integration of models.
and data all incorporated into a loss function. We develop DeepM&M work specifically to address the data poor regimes. We have removed the tyranny of mesh generation, and with offline training strategies based on single field representations by the DeepONet, the trained DeepM&Mnet can produce solutions in a fraction of a second. This totally eliminates the need for reduced order modeling that has been rather ineffective for nonlinear complex problems.
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Appendix A. DeepONet predictions for the chemical species

In this appendix, we demonstrate another DeepONet configuration to predict the densities \( \rho_N, \rho_O \) and \( \rho_{NO} \) using as inputs to the branch nets only the density \( \rho_{N_2} \) and/or \( \rho_{O_2} \). For each of the target outputs, we build a separate DeepONet: \( G_{\rho_N}, G_{\rho_O} \) and \( G_{\rho_{NO}} \).

- \( G_{\rho_N} : \rho_{N_2} \rightarrow \rho_N \) uses \( \rho_{N_2} \) as the input of the branch net, and predicts \( \rho_N \).
- \( G_{\rho_O} : \rho_{O_2} \rightarrow \rho_O \) uses \( \rho_{O_2} \) as the input of the branch net, and predicts \( \rho_O \).
- \( G_{\rho_{NO}} : (\rho_{N_2}, \rho_{O_2}) \rightarrow \rho_{NO} \) uses both \( \rho_{N_2} \) and \( \rho_{O_2} \) as the input of the branch net, and predicts \( \rho_{NO} \).

Note that the physics requires knowledge of the velocity and temperature, as well as the other species. However, their influence is all encoded in the solution of the operator that each DeepONet is trained to predict.

For simplicity, we show the three DeepONets with one schematic in Figure A.15. Note that we train the three DeepONets independently. We also point out here that the data used for all densities are the logarithms of the original data.

The parameters used for the training are as follows:
- Hidden layers for both branch and trunk nets: \( 4 \times 100 \).
- Activation function: adaptive ReLU;
- Learning rate: \( 8 \times 10^{-4} \);
- Epochs: 70000.

To demonstrate the capacity of DeepONets, we use trained DeepONets to predict new conditions that are not in the training data, and some prediction examples are shown in Figure A.16. We show the predictions for the densities of the three species, i.e., \( \rho_N, \rho_O, \) and \( \rho_{NO} \), in Figure 16(a)-16(c) while we show the corresponding losses of training and testing in Figure 16(d)-16(f). Our DeepONet predictions have good agreement with the reference solutions obtained from CFD. However, DeepONets have much less computational cost than CFD simulations, because the DeepONet prediction is only a forward-pass evaluation of neural networks. Quantitatively, the relative mean-squared error is about \( 10^{-5} \), while the speedup of DeepONet vs. CFD is about 100,000 X.
Figure A.15: Schematic of the DeepONets for the chemical species. Here we have three DeepONets: the first one uses $\rho_{N_2}$ to predict $\rho_N$, i.e., $G_{\rho N} : \rho_{N_2} \rightarrow \rho_N$, the second one uses $\rho_{O_2}$ to predict $\rho_O$, i.e., $G_{\rho O} : \rho_{O_2} \rightarrow \rho_O$, and the third uses $\rho_{N_2}$ and $\rho_{O_2}$ to predict $\rho_{NO}$, i.e., $G_{\rho NO} : (\rho_{N_2}, \rho_{O_2}) \rightarrow \rho_{NO}$.

Figure A.16: (a)-(c): Predictions of $\rho_N$, $\rho_O$, and $\rho_{NO}$ using the corresponding trained DeepONets. (d)-(f): The training losses and test losses for the three DeepONets, i.e., $G_{\rho N}$, $G_{\rho O}$, and $G_{\rho NO}$.
Appendix B. Another type of series DeepM&Mnet architecture

In this Appendix we consider another type of series DeepM&Mnet architecture. Similar to the DeepM&Mnet considered in subsection 4.2, we construct a DeepM&Mnet by interchanging the roles of the densities and the flow. This example will highlight the benefits of regularization in ensuring the stability of the data assimilation problem.

We assume we have some data for the densities of the five chemical species, i.e., \( \rho_{k,\text{data}} \), \( k = N_2, O_2, N, O, NO, j = 1, 2, \ldots, n_d \), where \( n_d \) is the number of data. The series DeepM&Mnet in this case is given as follows:

1. Similarly, we construct a neural network “NN” (to be trained) by taking \( x \) as the input and the densities of the five species \( \rho_{N_2}, \rho_{O_2}, \rho_N, \rho_O, \rho_{NO} \) as the outputs, which would be fed as the input of the trained DeepONets \( G_{U,T} \).

2. We now feed the outputs of the DeepONets \( G_{U,T} \), i.e., velocity \( U^*(x) \) and temperature \( T^*(x) \), as the inputs of the trained DeepONets \( G_{\rho_{N_2,\rho_{O_2},\rho_N,\rho_O,\rho_{NO}}} \) and output the densities of the five species \( \rho_{N_2}^*, \rho_{O_2}^*, \rho_N^*, \rho_O^*, \rho_{NO}^* \).

3. Then, we define the total loss the sum of the mean square error between the outputs of the neural network “NN”, i.e., \( \rho_{N_2}, \rho_{O_2}, \rho_N, \rho_O, \rho_{NO} \) and the outputs of the DeepONets \( G_{\rho_{N_2,\rho_{O_2},\rho_N,\rho_O,\rho_{NO}}} \), i.e., \( \rho_{N_2}^*, \rho_{O_2}^*, \rho_N^*, \rho_O^*, \rho_{NO}^* \), and the loss of the measurements, i.e., the mean square error between the data and the outputs of the neural network “NN”, i.e., \( \rho_{N_2}, \rho_{O_2}, \rho_N, \rho_O, \rho_{NO} \).

We show the schematic of this type of DeepM&Mnet in Figure B.17. The loss function also
has the same formula as the equation (4.1) with \( L_{\text{data}} \) and \( L_{\text{op}} \) are given by

\[
L_{\text{data}} = \sum_{j=1}^{n_d} \sum_{k \in \{N_2, O_2, N, O, NO\}} \| \rho_{k,\text{data}}^j - \rho_k(x_j) \|^2,
\]

\[
L_{\text{op}} = \sum_{j=1}^{n_{\text{op}}} \sum_{k \in \{N_2, O_2, N, O, NO\}} \| \rho_k^* (x_j) - \rho_k(x_j) \|^2,
\]

\[
L_G = \sum_{j=1}^{n_G} \| \rho U^* (x_j) - \text{Const.} \|^2,
\]  \hspace{1cm} (B.1)

where \( \rho = \rho_{N_2} + \rho_{O_2} + \rho_N + \rho_O + \rho_{NO} \). We use 6 data points for the densities of all species and train the network with the same parameters used in subsection 4.2.

The results are given in Table B.6, where we report the mean square errors between the predictions of the DeepONet output and the reference data with/without \( L_2 \) regularization/global conservation. We observe that without regularization, even with the global conservation constraint, the training process is unstable. We obtain a stable training process with a strong regularization (\( \omega_R = 10^{-4} \)) or with a weak regularization (\( \omega_R = 10^{-5} \)) if additionally we use the global conservation constraint. Moreover, we observe from the table that the results obtained with a weak regularization (\( \omega_R = 10^{-5} \)) and global conservation have the best accuracy.

| \( \omega_G \) | \( \rho_{N_2} \) | \( \rho_{O_2} \) | \( \rho_N \) | \( \rho_O \) | \( \rho_{NO} \) | \( U \) | \( T \) |
|----------------|-------------|-------------|-------------|-------------|-------------|------|------|
| \( \omega_G = 0, \omega_R = 0 \) | unstable | unstable | unstable | unstable | unstable | unstable | unstable |
| \( \omega_G = 1, \omega_R = 0 \) | unstable | unstable | unstable | unstable | unstable | unstable | unstable |
| \( \omega_G = 0, \omega_R = 10^{-5} \) | 2.73e-04 | 4.56e-04 | 5.96e-04 | 4.63e-06 | 1.18e-05 | 7.25e-06 | 1.88e-05 |
| \( \omega_G = 1, \omega_R = 10^{-5} \) | 4.18e-04 | 2.09e-03 | 1.97e-03 | 3.51e-05 | 5.06e-05 | 4.37e-05 | 1.09e-04 |
| \( \omega_G = 0, \omega_R = 10^{-4} \) | 1.50e-03 | 1.75e-03 | 2.59e-03 | 1.15e-05 | 5.29e-05 | 2.11e-05 | 5.22e-05 |
| \( \omega_G = 1, \omega_R = 10^{-4} \) | unstable | unstable | unstable | unstable | unstable | unstable | unstable |

Table B.6: The values of \( \| \text{Ref} - \text{Pred} \|^2 \) for the parallel DeepM&Mnet using 6 data for each variable, where \( \text{Ref} \) means the reference solutions and \( \text{Pred} \) means the prediction of the DeepONet output in the DeepM&Mnet architecture. \( \omega_G \) is the weight for the global conservation term in the loss function. \( \omega_R \) is the weight for the regularization term in the loss function. The result in **bold** is the best compared to the other results in the table.
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