INTRODUCTION

“Drug discovery is the process by which new candidate medications are discovered.”

New candidate medications are, generally speaking, substances used to diagnose, cure, treat or prevent diseases. Going back in time, it is fascinating to learn that human beings have started to cure themselves very early in time. For example, already in 2735 AD, the use of Dichroa febrifuga against fever was reported in China and almost 1000 years later, in Egypt, the use of Drimia maritima as a cardio active agent was reported in Ebers papyrus. In ancient Greece, the transcripts of Hyppocrates and Galen reported the common use of several blends of herbs. In the Middle Ages many medical plants were regularly cultivated in the Monasteries. Something started to change in the 16th Century, when Paracelsus had the idea to move away from plants and to look at inorganic chemistry for therapeutic agent. It is only at beginning of 1800 that we finally realized that the only responsible for the therapeutic effects of medicinal plants are the active ingredients and therefore we started to isolate them. Only from this moment in History it is appropriate to talk about drug discovery. Penicillin is another important example from the past that teaches us that we should not underestimate the importance of our results, even if something does not go as expected. Being the first antibiotic agent, this compound was one of the most important steps in human health improvement in History and it was discovered by serendipity. In 1928 Alexander Fleming was trying to find new antiseptic agents that could be used to kill bacteria. He was working with Staphilococcus aureus when he took three days of holidays, forgetting the incubation plates out. When he came back he discovered that the plates were contaminated with mould (Penicillium notatum). However, he did not throw everything away as anyone would have done: he observed the plates and noted that no bacterial colonies grew close to the mould. He then investigated better the phenomenon and discovered that the fungus produced a compound (penicillin) that had antibacterial properties. Differently from penicillin, iproniazid was discovered through an accurate observation of the behaviour of a drug in the clinical use and a correct interpretation of all of the effects. This molecule was initially developed as an anti-tuberculosis agent deriving from isoniazide. However, in 1952, researchers observed that patients that were given this compound were inappropriately happy. The drug was then developed as an antidepressant and it was approved in 1958 by the FDA. Unfortunately, the drug was withdrawn in 1962 due to high hepatitis incidence. Paclitaxel is a peculiar example of active ingredient coming from natural products as it was discovered by random screening. In 1960, the National Cancer Institute (NCI) in USA started a plant screening program for the discovery of novel compounds with anticancer activity. In 1964, a sample of Taxus brevifolia cortex was found to be active in a cytotoxicity assay. The active
ingredient (Figure 1) was isolated and after the canonical process of development of a drug, Paclitaxel finally reached the market. Paclitaxel is the forefather of the anticancer taxane drug family and it is now used with success in over 75 Nations for the cure of ovarian, prostate and lung cancer. Summarizing, at the beginning, the discovery of new compounds or active ingredients was mainly driven by serendipity, clinical observations and traditional use of natural products, as for Penicillin, Iproniazid or Digitoxin. A bit later on, when the chemical structure of the active molecules was discovered, similar compounds began to be synthesized and structure-activity relationships (SAR) were explored with the aim of improving drug characteristics, as we now do for most of the compounds. With the improvement of the biological assays, also random screening began to appear and become more frequent.

THE LONG AND WINDING ROAD

Drug discovery is nowadays a very long process. It is given by several steps that can be grouped in the discovery phase (Figure 2, in dark orange) and in the development phase, usually comprising the preclinical (Figure 2, light orange) and clinical phases (Figure 2, yellow). In average, it takes 6.5 years to go from the choice of the disease to the clinical evaluation of the drug candidate and it takes other 6 years to complete the clinical phases 1, 2 and 3. Once all the data have been collected, the Food and Drug Administration (FDA) starts the procedure for the approval of the commercialization of the drug and this takes other 1.5 years in average. Thus, the total estimated time to go from the idea to the market is around 14 years. Nowadays drug discovery is also a very expensive process. It is estimated that the cost for the development of a single drug has reached today an average of 802 million dollars.

Figure 1. Molecular structure of Paclitaxel.

Figure 2. The long way of drug discovery process: from target identification to the FDA approval.
The number of drugs that reach the market per billion of dollars spent in Research and Development (R&D) has been decreasing since the 1950's. The problems of the drug discovery process today is that the approach is long, expensive and with a high failure rate. It is common that during the clinical trials, an average of 5 drug candidates are evaluated, but only one of them makes it to the market. In some cases no drug candidate makes it at all. A statistical analysis of the reasons for which drug candidates are dropped is presented in this chart. In the majority of the cases the drug candidate is abandoned for limited efficacy. This is a great issue because these problems, representing 69% of the total failures, are discovered in the late stage of drug development, when a lot of investments have already been made on that molecule. The present of drug discovery is a bit different from the past. Although natural products, serendipity and clinical observations are still present, the discovery of new chemical entities has moved to more rational strategies. Compounds are rationally designed and synthesized, basing the strategy on a known ligand or on a known target in the ligand- and target-based approaches respectively. In the at 90’s, the concept of “the more you try the more you win” became fashionable, leading to the development of high throughput screening (HTS) assays and of combinatorial chemistry. Combinatorial chemistry is a synthesis method that allows the preparation of a large number of small molecules or peptides at the same time. By large number is intended that chemical libraries containing up to millions of compounds can be produced with this methodology. Combinatorial chemistry is generally used both for lead discovery and lead optimization, with the production of more than 10,000 compounds in small quantities in lead discovery and of less than one thousand compounds in higher quantity in lead optimization. HTS is a procedure, which allows to rapidly assessing the biological activity millions of compounds. It needs robotics, sensitive detectors, control and data processing software. With these two techniques, millions of compounds are synthesized and evaluated, but only few actives are found: many molecules are produced in vain, worsening the unfavorable statistics for which 10,000 compounds are evaluated for each drug that reaches the market. Consequently, the actual cost of drug discovery increases. The key to the success of reducing the cost of drug discovery is to design molecules in a smarter way, reducing the number of compounds that have to be synthesized and tested. This can be achieved through a better knowledge of the molecular target, through the use of in silico strategies and through ADMET predictions, to be performed early in the drug design process. A way to be smarter and more cost effective is to move towards in silico drug design. Many in silico methodologies have been developed to date as, for example, pharmacophore modelling, compound docking, homology modelling for target structure prediction, quantum mechanics calculations, molecular dynamics simulations, quantitative structure-activity relationships (QSAR) prediction, de novo drug design and binding free energy estimation. The Protein Data Bank (PDB) is the principal source of available target structures.

As shown in Figure 3, the number and the quality of deposited structures has been constantly growing in the last 15 years, making the total number of deposited structures to increase exponentially. This huge number and the growing trend of structure availability, is very important for drug discovery as it makes the rational design of new compounds easier and more accurate. Drugs interact with molecular targets that usually are proteins or nucleic acids. Thus, to know the structure of the molecular target is very important. Furthermore, the understanding of the mechanism of action of the target at a molecular level can be used to design compounds that are able to either inhibit or enhance an undesired or a desired effect of the target itself respectively. Additionally, the knowledge of the structure of the molecular target can aid the design of compounds that overcome drug resistance problems, which are very serious. An example of application of smart drug design is the inhibition of HIV integrase. HIV infection cycle requires the insertion of the viral DNA into the host cell genome and the viral enzyme integrase (IN) is responsible of this step. Integrase has monomeric, dimeric, tetrameric and high-order oligomeric states, which are in equilibrium. Integrase dimers bind the viral DNA during the 3’-end processing in the cytoplasm. After nuclear import, two DNA-bound dimers approach each other in the presence of the cellular protein lens epithelium-derived growth factor (LEDGF) and form a tetramer. The integration then proceeds to the strand-transfer step. Therefore, the inhibition of the complex formation is a promising strategy for antiviral drug development. Aim-
ing the inhibition of protein dimerization since the 3D coordinates of this structure were not available, the complete integrase dimer was assembled and further refined by adding the missing loop residues through homology modelling, using two template structures. The model of the integrase dimer was then optimized through a molecular dynamics simulation. The obtained trajectory was used to identify the most important residues (or hot spots) that are responsible of the interaction between the two monomers. The binding free energy was estimated using the MMGBSA method, allowing the determination of the single contributions of the two monomers’ residues. From these data it was possible to identify all the necessary information for the design of novel inhibitors of the integrase dimerization.

Sometimes drug modes of action are more complex than simple binding to a specific pocket of a protein. In silico techniques can aid the understanding of these non-canonical mode of actions, thus aiding greatly compound optimisation. One of these methodologies is targeted molecular dynamics (TMD). In TMD, a subset of atoms in the simulation is guided towards the final target structure by means of steering forces. For example, TMD was applied to another essential HIV enzyme, the reverse transcriptase (RT) to accelerate the migration of compound DAVP from the non-nucleoside binding pocket (NNBP) to the x-ray binding pose. This explained why the compound is sensible to mutations in the NNBP, despite the fact that this is not its final binding site.

Human immunodeficiency virus (HIV) is the agent that causes the acquired immunodeficiency syndrome (AIDS) and it is estimated that HIV has infected over 70 million people from the beginning of epidemic, causing over 35 million deaths. As well as tolerance and toxicity, current therapy is presenting many problems of drug resistance because it targets viral proteins, which are prone to mutations. This might cause therapeutic failure, so research for the discovery of novel anti-HIV agents is still very important. A different approach in the attempt of avoiding resistance problems in anti-HIV drug design is to use host cellular cofactors instead of viral proteins as molecular targets. By targeting host cellular cofactors essential for HIV replication drug resistance is less likely to occur. DDX3 is one of the essential host cofactors in HIV replication because it shuttles viral nucleic acids between the cytoplasm and the nucleus. Inhibitors of DDX3 that could interact with the enzyme’s ATP binding site were designed at first. The molecules were selected through a virtual screening campaign and active molecules were identified. This was a good project and also the media believed in it, but the scientific community at the time was not ready to accept the idea of inhibiting a human protein for viral inhibition. Despite the good activity of this first series of molecules, more active and less toxic compounds were needed. Consequently, a second generation of molecules were designed, using the DDX3 helicase site in the RNA-bound conformation as a target. As no x-ray crystal of such structure was available, two strategies for the obtaining of a virtual model were applied: the alignment of the individual domains and homology modelling. Then, these models were used for high throughput docking of virtual libraries, leading to the identification of hit compounds. From the screening studies on the two canonical enzymatic binding sites hit compounds were identified and optimized, giving a total of four molecular families. However, the activity and the selectivity of these molecules was still not enough, because when you think that a problem is solved, you discover that you can do better. Since DDX3 has a specific insertion that is not generally found in other DExD-box helicases between motifs I and Ia (residues 250-259), this protein portion was used as a target for the design of novel selective inhibitors of this human helicase. During this work was demonstrated that DDX3 is also involved in several important diseases. Indeed, it was shown that our DDX3 compounds were also good inhibitors not only of other viruses not strictly related to HIV, such as hepatitis C virus, Japanese encephalitis virus, poxivirus, West Nile virus and dengue virus, but also of aggressive malignancies, such as lung, prostate and breast cancers, responded in vitro to the designed therapy.

ADMET: GETTING TO THE TARGET

The ability of a compound to reach the target organ or tissue is crucial for its activity in vivo. It can be determined through some chemical-physical properties exemplified in Figure 4. One of them is aqueous solubility that determines, for example, the compound plasma concentration. Also lipophilicity is important as it is one of the key factors, for example, for the interactions between the compound and the plasma proteins and in some cases it is the causing agent for drug accumulation in certain organs as the liver. The acidity or basicity of the compounds is important as it determines its ionization state in solution. Last but not least, permeability is very important for the ability of the compound to cross membranes as cell membranes or the blood-brain barrier (BBB). As already discussed, 39% of drug candidates are dropped because of ADMET problems, which are discovered in a late stage of the drug development process. This causes a great loss of investments, making drug discovery even more costly. In order to ameliorate this issue, it is desirable to be able to predict before reaching the preclinical stage: the ability of the designed compounds to be absorbed and distributed in the body, reaching the target organ or tissue; the metabolic products of the compounds and the toxicity of the molecules and of its metabolites. This translates in designing and synthesizing compounds with good activity as well as desired pharmacokinetic profile and/or to project appropriate drug delivery options. The predic-
ition of many ADMET properties is now possible before the preclinical phase and it can be done either *in silico* or *in vitro*. An example in which ADME predictions were very important is Src and Abl are two cytoplasmic tyrosine kinases that play important roles in the development of solid and haematological malignancies.\(^27\) They share a significant sequence homology and a remarkable structural resemblance. For this reason, ATP competitive compounds originally developed against Src, showed to be potent Abl inhibitors as well. dasatinib,\(^28\) developed by Bristol-Meyer-Squibb, was the first Src/Abl inhibitor and it was approved by the FDA in 2006 for the treatment of imatinib resistant CML. It is currently in several clinical trials for the treatment of different solid tumours. Unfortunately, Tyrosine Kinase inhibitors possess poor pharmacokinetic properties, especially low water solubility. Consequently, both biochemical and physical-chemical properties, evaluating phase I and II metabolism, permeability and aqueous solubility, were determined for the new generation compounds. The newly developed compounds are active against some types of tumour that affect the Central Nervous System (as for example neuroblastoma). For this reason, it is very important to determine the blood-brain barrier (BBB) permeability as well as the other properties. For example, SI306 is able to inhibit Src-Abl with a Ki of 0.04 μM and is cytotoxic against neuroblastoma cells with IC\(_{50}\) of 0.7 μM.\(^29\) Most importantly, this molecule works *in vivo*: the administration of 50mg/Kg for 60 days produced a 50% reduction of the tumour growth.\(^29\) This compound showed a good microsomial stability (95%), a good passive permeability (5.27×10^-6 cm/sec) as well as a good BBB crossing ability (7.10×10^-6 cm/sec). In order to obtain the enhancement of the solubility of this new generation of compounds, they were chemically modified, forming prodrugs that can be modified in the organism and reverted back to the original structure that exerts the biological activity.\(^30\) We applied this strategy to the original drugs SI20 and SI278, forming the prodrugs (Pro-SI20 and Pro-SI278 respectively). These were tested for ADME and activity and it was proven that with this approach an aqueous solubility enhancement was achieved, in particular for Pro-SI278. Both drugs and prodrugs showed also a very good metabolic stability.\(^30\) Noticeably, differently from the original drugs, prodrugs registered a slight activity improvement in cell inhibition of both wild type and mutant tumour cells; while no activity could be observed in the direct enzymatic assay. This confirmed that prodrugs need to be reverted to the original compound in order to exert its activity. Summarizing, there is a clear indication that
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**Figure 4.** Investigation of terminated projects revealed that the primary cause for drug failure in the development phase was the poor pharmacokinetic and ADMET properties rather than the efficacy. For that reason, a new strategy to introduce early evaluation of ADME properties of drug candidates has been introduced as common practice.
the prodrug approach is a valid methodology for the enhancement of the pharmacokinetic properties of this family of molecules.

Starting from this successful idea, current plans are to modify the chemical structure of the original molecule applying the prodrug approach, but in a different way. Instead of attaching a chemical group that increases solubility, the aim is to link something that is specifically recognized by the cell that has to be targeted. It could be, for example, a peptide or an antibody. The group would target the compound to the desired destination, enhancing the uptake of the molecule. In the desired site of the organism, the prodrug would then be modified and reverted to the original structure that exerts the biological activity. This would mean to move towards personalized therapy.

In conclusion, novelty can improve future Drug Discovery mainly through three things. First of all the increase of the knowledge on a target allows a more rational drug design and the application of a personalized therapy. Secondly, the use of in silico drug design, leads to fewer compounds to be synthesized and tested and to get quicker and cheaper to drug candidate. Last, but not least, the early ADMET prediction and determination can aid to choose the destiny of a compound at an early stage of the process, reducing costs through either dropping candidates earlier or through the design of an appropriate drug delivery solution. Even if we apply all three of these important aspects, we should remember that even if they aid us to get to the end of drug design process quicker and cheaper, the story is not finished and the journey to make a drug is still very long and winding.
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