Towards a quantum interface between spin waves and paramagnetic spin baths
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Spin waves have risen as promising candidate information carriers for the next generation of information technologies. Recent experimental demonstrations of their detection using electron spins in diamond pave the way towards studying the back-action of a controllable paramagnetic spin bath on the spin waves. Here, we present a quantum theory describing the interaction between spin waves and paramagnetic spins. As a case study we consider an ensemble of nitrogen-vacancy spins in diamond in the vicinity of an Yttrium-Iron-Garnet thin film. We show how the back-action of the ensemble results in strong and tuneable modifications of the spin-wave spectrum and propagation properties. These modifications include the full suppression of spin-wave propagation and, in a different parameter regime, the enhancement of their propagation length by ~ 50%. Furthermore, we show how the spin wave thermal fluctuations induce a measurable frequency shift of the paramagnetic spins in the bath. This shift results in a thermal dispersion force that can be measured optically and/or mechanically with a diamond mechanical resonator. In addition, we use our theory to compute the spin wave-mediated interaction between the spins in the bath. We show that all the above effects are measurable by state-of-the-art experiments. Our results provide the theoretical foundation for describing hybrid quantum systems of spin waves and spin baths, and establish the potential of quantum spins as active control, sensing, and interfacing tools for spintronics.

I. Introduction

In the last years spin waves have become the focus of intense research because of the following reasons. First, spin waves can be integrated into optical, microwave, and acoustic technological platforms [1–11]. Second, spin waves act as carriers for next-generation information processing in the field of magnon spintronics [12–15]. This is due to their low loss as compared to electronic currents, especially in ferromagnetic insulators (e.g. YIG – Yttrium-Iron-Garnet) [14, 16, 17]. Third, spin waves and their quanta (magnons) display a rich and tuneable phenomenology including exotic dispersion relations, non-reciprocity [14, 18, 19], room temperature Bose-Einstein condensation [20] and superfluidity [21]. These properties make spin waves very attractive in the context of hybrid quantum technologies [15, 17, 22].

In addition, recent experiments [23–30] have demonstrated the possibility of interfacing spin waves with solid-state paramagnetic spin baths. Inspired by this possibility, in this article we propose to explore the quantum phenomena stemming from the interaction between fields and quantum emitters and its potential applications in the field of spintronics. In particular, we will focus on the strong back-action exerted by ensembles of quantum emitters on fields and vice versa. Such backaction has been demonstrated in many platforms in the optical domain, including dye molecules in plasmonics [31], rare earth impurities in optical fibers [32] and cold and Rydberg atoms in free space [33–35]. Harnessing a similar back-action for spin waves could, for instance, allow to dynamically mold the flow of spin currents without the need for material microstructuring in magnon spintronics. Furthermore and in analogy to plasmonics [36], a fundamental understanding of spin wave-paramagnetic spin interfaces could bring a new degree of control to spin wave-based hybrid technologies and enable applications in sensing [23, 27, 37], transduction [30, 38], and computing [14, 17, 39, 40].

In this article we provide a quantum theory describing spin waves interacting with paramagnetic spin baths. We focus on paramagnetic spins with total spin \( S = 1 \). As a case study (Fig. 1[a]), we will consider nitrogen-vacancy (NV) centres in diamond in the vicinity of a YIG thin film. The choice of NVs is motivated by current experiments and their controllability [41] and potential for hybrid quantum technologies [23, 42–49]. We apply our theory to describe mutual back-action between the paramagnetic spin bath and the spin waves, and highlight two particular applications of relevance for magnon spintronics. First, the tailoring of the spin wave propagation properties via their controlled coupling to the paramagnetic spin bath. Second, a new method to probe spin waves based on the back-action of spin waves on the paramagnetic spins. Our theory allows us to understand and predict exhaustively the interaction between spin waves and paramagnetic spins, both at the classical and at the quantum level. Our predictions can be tested with state-of-the-art experiments.

This article is organized as follows. First, we describe how we model the interaction of spin waves and a paramagnetic spin bath and summarize its coherent and dissipative dynamics in Sec. II. We then derive the effective
FIG. 1. a) We consider paramagnetic spins with spin $S = 1$ in the vicinity of a magnetic insulator supporting spin waves. As a case study we focus on NV centres (upper inset) near a YIG thin film. The wavevector of the spin waves in the $y - z$ plane is $k_\parallel$. b) Lowest four spin wave energy bands of a YIG film for the parameters in Table I and an applied field $\mu_0 H_0 = 20$ mT as a function of wavevector modulus, for $\phi_k = 0$ (solid lines, Damon-Eshbach propagation) and $\phi_k = \pi/2$ (dashed lines, parallel propagation). The left and right axes show the spin wave frequency in units of $\omega_M \equiv |\gamma| \mu_0 M_S$ and in GHz, respectively. As indicated by the bottom panel, the band index $n$ corresponds to the number of nodes of the magnetization mode function across the film thickness $d$. 

spin wave dynamics induced by back-action of the paramagnetic spin bath in Sec. III and discuss the back-action-enabled possibility of modifying the spin-wave spectrum and propagation features. In Sec. IV we derive the effective dynamics of a paramagnetic spin under back-action of the spin waves and its potential as a novel probing method for spin waves. Our conclusions and outlook are in Sec. V. This article is complemented by six exhaustive appendices including derivations and additional results. The quantization of the spin wave eigenmodes of a thin film, a detailed analysis of their properties, and the computation of the magnetic field power spectral densities outside the film are contained in Appendix A. Appendix B contains the analysis of the quantum dynamics of NV centres both at thermal equilibrium and under optical pumping. The derivation of the interaction between paramagnetic spins and spin waves is contained in Appendix C. In Appendix D we summarize and give a practical formulation of the open quantum system approach to obtain effective equations of motion for a system coupled to a bath. We apply this procedure in the last two appendices: in Appendix E we derive the spin wave-induced effective dynamics of an ensemble of paramagnetic spins, and analyze in detail the modification of their lifetimes, the induced frequency shifts and corresponding forces, and the induced coupling between different spins. In Appendix F we derive the effective spin wave dynamics induced by a paramagnetic spin bath and study the modification of the magnetic field power spectral densities outside the film.

II. System and equations of motion

In this section we summarize the Hamiltonian and the dissipative dynamics governing the coupled system formed by paramagnetic spins and spin waves. The density matrix of the total system obeys the von Neumann equation

$$\frac{d}{dt} \hat{\rho} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}] + D_{\text{sw}} [\hat{\rho}] + D_{\text{ps}} [\hat{\rho}].$$  

Here, the total Hamiltonian is written as a sum of three contributions,

$$\hat{H} = \hat{H}_{\text{sw}} + \hat{H}_{\text{ps}} + \hat{V},$$

namely the free Hamiltonian of the spin waves, the free Hamiltonian of the paramagnetic spins, and their interaction. The last two terms in Eq. (1) correspond to the independent dissipation of the spin waves and the paramagnetic spins. The detailed derivation of all the above terms is given in Appendices A, B, and C. Let us summarize each of the contributions in Eq. (1) separately.

We first focus on the spin waves, namely magnetization waves supported by a saturated ferromagnetic insulator. In the presence of a static field $H_0 = H_0 e_z$, a ferromagnetic insulator of arbitrary geometry acquires a magnetization field given by $M(r, t) = M_S e_z + m(r, t)$, with $M_S$ the saturation magnetization. The dynamical component $m(r, t)$ describes small oscillations $(|m(r, t)| \ll M_S)$ above such fully magnetized state, namely spin waves [19]. The quantum Hamiltonian of the spin waves, namely the first contribution in Eq. (2), reads

$$\hat{H}_{\text{sw}} = \hbar \sum_{\beta} \omega_\beta \hat{\sigma}_\beta \hat{\sigma}_\beta.$$

(3)
Here, $\beta$ is a multi-index labelling all the spin wave eigenmodes supported by the ferromagnetic structure, $\omega_\beta$ the corresponding mode frequency, and $\hat{s}_\beta^1$ and $\hat{s}_\beta^2$ are bosonic ladder operators which describe creation and annihilation of spin wave quanta (magnons) in eigenmode $\beta$.

Hereafter we focus on the particular magnetic structure depicted in Fig. 1(a), i.e. a YIG thin film infinitely extended on the $y-z$ plane and occupying the region $0 \leq x \leq d$. The static magnetic field $H_0$ is applied along a direction parallel to the film, a configuration chosen in most experiments as it gives rise to rich spin wave dynamics [24–29]. As shown in Appendix A, to derive $\hat{H}_{sw}$ we first diagonalize the classical equations of motion for the spin waves, namely the linearized Landau-Lifshitz equations in the magnetostatic approximation [19, 50]. In this way we obtain the corresponding eigenfrequencies $\omega_\beta$ and dimensionless magnetization eigenmodes $\mathbf{m}_\beta(\mathbf{r})$ analytically. We follow the approach in Refs. [51, 52], where the exchange interaction is fully accounted for whereas the dipole-dipole interaction is included to first order in perturbation theory.

For the YIG film geometry under study the spin wave eigenmodes and eigenfrequencies are fully characterized by five parameters, namely the gyromagnetic ratio $\gamma$, the film thickness $d$, the applied field $H_0$, the exchange stiffness $\alpha_x$, and the saturation magnetization $M_S$ or, equivalently, the natural frequency $\omega_M \equiv |\gamma| \mu_0 M_S$ [19]. The eigenmodes are labelled by three mode indices $\mathbf{\beta} \equiv (k_\parallel, n)$, namely the wavevector on the film plane $k_\parallel = k_\parallel [e_y \cos(\phi_k) + e_z \sin(\phi_k)]$ plus a discrete band index $n = 0, 1, 2, \ldots$ indicating the number of nodes of the magnetization mode function across the film thickness, see Fig. 1(b). Among the many properties of the eigenmodes, three are of special interest regarding the interaction with paramagnetic spins: (i) The polarization of the magnetic field generated by a spin wave outside the film depends strongly on its propagation direction. As an example, a spin wave propagating in the Damon-Eshbach configuration [53, 54], i.e. with wavevector $k_\parallel = \pm k_\parallel e_y$ or, equivalently, $\phi_k = 0$ or $\phi_k = \pi$, produces a circularly polarized field with polarization $\mathbf{e}_\pm \equiv (e_x \mp i e_y) / \sqrt{2}$ above the film and with the opposite polarization below it. (ii) The amplitude of the spin wave field can have different values above and below the film and, at certain values of $k_\parallel$, can even completely vanish at one of the sides, a phenomenon known as modal-profile non-reciprocity [52, 55]. (iii) Outside the film, the magnetic field amplitude of a spin wave decays exponentially as $\exp(-k_\parallel l)$, with $l$ the absolute vertical separation from the surface of the film.

Once the classical eigenmodes have been obtained and characterized we quantize them [56] to obtain both the Hamiltonian Eq. (3) and the spin wave magnetization operator,

$$\mathbf{m}(\mathbf{r}) = \sum_\beta \mathcal{M}_{0\beta} [\mathbf{m}_\beta(\mathbf{r}) \hat{s}_\beta + \text{H.c.}], \quad (4)$$

where

$$\mathcal{M}_{0\beta} \equiv \sqrt{\frac{\hbar |\gamma| M_S \omega_M}{2 L^2 d}} \omega_\beta \quad (5)$$

is the zero-point magnetization [6, 56, 57], and $L \to \infty$ is a quantization length $^1$.

We now focus on the Hamiltonian of a single paramagnetic spin at a position $\mathbf{r}_0$ outside the magnetic structure and whose symmetry axis is oriented parallel to the $z$-axis, as depicted in Fig. 1(a). We describe the paramagnetic spin through the three states $|0\rangle$, $|\uparrow\rangle$, and $|\downarrow\rangle$ corresponding to the eigenstates of the spin operator $\hat{S}_z$ with eigenvalue $m_S = 0$, $+\hbar$, and $-\hbar$, respectively. The Hamiltonian of the paramagnetic spin is [10, 11, 59–61]

$$\hat{H}_{ps} = \hbar^{-1} D_0 \hat{S}_z^2 + \omega_H \hat{S}_z = \hbar \sum_{\alpha=\pm} \omega_\alpha \hat{\sigma}_\alpha \alpha, \quad (6)$$

where we define the transition matrices $\hat{\sigma}_{\alpha\alpha}' \equiv |\alpha\rangle \langle \alpha'|$, and the frequencies $\omega_\pm \equiv D_0 \pm \omega_H$ and $\omega_H \equiv |\gamma_s| \mu_0 H_0 / \gamma_s$ the gyromagnetic ratio of the spin and $\mu_0$ the vacuum permeability. The first term in Eq. (6) describes the zero-field splitting between the $m_S = 0$ and the $m_S = \pm 1$ states, quantified by a rate $D_0$. This splitting, absent in paramagnetic spins with $S = 1/2$, is crucial for tuning spin waves in resonance with the transitions of the paramagnetic spin. The second term in Eq. (6), proportional to $\omega_H$, corresponds to the Zeeman splitting induced by the applied field $H_0$ between the levels $|\pm\rangle$, which are degenerate at zero field. The Hamiltonian Eq. (6) describes the dynamics of, among others, the ground-state manifold of negatively charged NV centres [10, 11, 59–61], with parameters given by Table I.

The third contribution in Eq. (2), namely the interaction between the spin waves and the single paramagnetic spin at position $\mathbf{r}_0$, stems from the magnetic dipole interaction:

$$\hat{V} = -\mu_0 \mu_{ps} \cdot \left[ \mathbf{H}(\mathbf{r}_0) - \mathbf{H}_0 \right] = \hbar \sum_\beta \left( g_\beta \beta_\beta \hat{\sigma}_{\beta\alpha} + \text{H.c.} \right) + \hat{S}_z \sum_{\beta\beta'} \tilde{g}_{\beta\beta'} \hat{s}_\beta^1 \hat{s}_{\beta'}^1, \quad (7)$$

where $\mu_{ps} = -|\gamma_s| \hat{\mathbf{S}}$ the magnetic dipole moment of the paramagnetic spin and $\hat{\mathbf{S}}$ its total spin operator. The field generated by the spin waves, $\mathbf{H}(\mathbf{r}_0) - \mathbf{H}_0$, is given by the total magnetic field operator minus the applied field $\mathbf{H}_0$, whose interaction with the paramagnetic spin has already been included in the spin Hamiltonian Eq. (6). As detailed in Appendix C, the explicit expression in the second line of Eq. (7) is obtained by computing the spin wave magnetic field up to second order in magnon operators.

$^1$ Note that, in analogy to the mode volume in quantum optics [58], no physical observable will depend on the quantization length $L$. 
TABLE I. Chosen values for the relevant parameters of YIG and of the NV centres across the main text. Note that other relevant parameters whose value is not fixed, such as the field $H_0$ or the distance $l$ between the NV centres and the film, are not included in this table.

| Parameter                              | Value                      |
|----------------------------------------|----------------------------|
| YIG film thickness                     | $d = 200$ nm               |
| YIG gyromagnetic ratio                 | $\gamma = -1.76 \times 10^{11}$ T$^{-1}$ s$^{-1}$ |
| YIG magnetization                      | $M_S = 1.39 \times 10^5$ A m$^{-1}$ |
| YIG exchange stiffness                 | $\alpha_x = 2.14 \times 10^{-4}$ (μm)$^{-2}$ |
| YIG Gilbert damping parameter          | $\alpha_G = 10^{-4}$       |
| NV zero-field splitting                | $D_0 = 2 \pi \times 2.877$ GHz |
| NV gyromagnetic ratio                  | $\gamma_s = -1.76 \times 10^{13}$ T$^{-1}$ s$^{-1}$ |
| NV occupation lifetime                 | $T_1 = 3$ ms               |
| NV coherence lifetime                  | $T_2 = 1$ μs               |

with $\gamma_\beta$ the magnon decay rate and $\bar{n}_\beta = \exp(\hbar \omega_\beta / k_B T) - 1$ the Bose-Einstein distribution at the spin wave frequency. The magnon decay rate $\gamma_\alpha$, typically in the $\sim$MHz range, is computed analytically using the expression from phenomenological loss theory [19, 65, 66],

$$
\gamma_\beta = \frac{2 \alpha_G \omega_\beta}{|\gamma| \mu_0} \frac{\partial \omega_\beta}{\partial H_0},
$$

which is known to be a good description of propagation loss in thin films and stripes [65]. Here, we have introduced the additional Gilbert damping parameter $\alpha_G$ characterizing the spin wave losses (see Table I).

The dissipation of the paramagnetic spin is modelled through the following dissipator [59–61, 67]:

$$
D_{ps}[\rho] = \frac{\kappa_2}{\hbar^2} \tilde{L} \hat{s}_z^\dagger \hat{s}_z [\rho] + \kappa_1 \sum_{\alpha = \pm} (\bar{n}_\alpha \tilde{L} \sigma_\alpha \sigma_\alpha [\rho] + (\bar{n}_\alpha + 1) \tilde{L} \sigma_\alpha \sigma_\alpha [\rho]),
$$

The first term above describes dephasing at a rate $\kappa_2$, whereas the second line describes decay and absorption at a rate $\kappa_1$ along the two spin transitions, namely $|0 \rangle \leftrightarrow |\pm \rangle$, induced by a bosonic thermal reservoir at temperature $T$, with $\bar{n}_\alpha = \exp(\hbar \omega_\alpha / k_B T) - 1$. The rates $\kappa_1$ and $\kappa_2$ are related to the experimentally measured values for the two decoherence timescales $T_1$ and $T_2$ of the paramagnetic spin. These timescales are defined through the decay of the occupations $\langle \sigma_{\alpha \alpha} \rangle \sim \exp(-t/T_1)$ ($\alpha = 0, \pm$) and the coherences $\langle \sigma_{0 \pm} \rangle \sim \exp(-t/T_2)$ in the zero-field limit $H_0 \rightarrow 0$ [67, 68], and are given by

$$
T_1^{-1} = \kappa_1(1 + 3\bar{n}_0) ; \quad (T_2)^{-1} = \frac{T_1^{-1} + \kappa_2}{2}
$$

is resonant for an infinite set of magnon pairs $\{\beta, \beta'\}$. It can thus be as relevant as the first-order contribution which is resonant only for spin waves fulfilling $\omega_\beta = \omega_-$. This cumulative effect of second-order contributions has already been found to be relevant for e.g. acoustic phonon baths [62].

We now focus on the dissipative contributions to the von Neumann equation Eq. (1). We first consider the spin waves, which undergo dissipation through Gilbert damping [18, 19, 63]. Gilbert damping is modelled through the dissipator [64]

$$
D_{sw}[\rho] = \sum_{\beta} \gamma_\beta \left( \bar{n}_\beta \tilde{L}_{s_\beta s_\beta} [\rho] + (1 + \bar{n}_\beta) \tilde{L}_{s_\beta s_\beta}^\dagger [\rho] \right),
$$

which describes absorption and decay into a thermal bath at temperature $T$, in terms of Lindblad superoperators defined as

$$
\tilde{L}_{ab}[\rho] \equiv \hat{a} \hat{b} \rho - \frac{1}{2} [\hat{b} \hat{a}, \rho],
$$

$\gamma_\beta$ and $\bar{n}_\beta$ and undertaking a rotating wave approximation. The first contribution in Eq. (7) describes magnon-induced decay and absorption along the spin transition $|0 \rangle \leftrightarrow |\pm \rangle$. It is characterized by a coupling rate

$$
\eta_\beta \equiv \mu_0 |\gamma_\beta| M_{0\beta} \int d^3r \left[ \epsilon_\beta \cdot \tilde{g}(r_0 - r) \mathbf{m}_\beta (r) \right],
$$

where $\tilde{g}(r)$ is the magnetostatic Green’s tensor of the film, defined and analytically computed in Appendix A. Within the rotating wave approximation, the coupling between spin waves and the transition $|0 \rangle \leftrightarrow |\pm \rangle$ can be neglected. The second contribution in Eq. (7) describes spin wave-induced dephasing of the paramagnetic spins. Despite being of second order, this contribution, characterized by a coupling rate

$$
\bar{g}_{\beta \beta'} = -\mu_0 |\gamma_\beta| \frac{M_{0\beta} M_{0\beta'}}{M_S} \int d^3r \left[ \mathbf{m}_\beta^\dagger (r) \cdot \mathbf{m}_{\beta'} (r) \right] \text{Re} \left[ \epsilon_\beta \cdot \tilde{g}(r_0 - r) \epsilon_{\beta'} \right],
$$

with $\alpha = \pm$, is resonant only for spin waves fulfilling $\omega_\beta = \omega_-$. This cumulative effect of second-order contributions has already been found to be relevant for e.g. acoustic phonon baths [62].
pumping of the paramagnetic spins, i.e. any mechanism whereby the spins are initialized near their ground state [0]. This external pumping results in an enhancement of the mutual back-action between spin waves and paramagnetic spins as we will see below. A particular case, namely the optical pumping of NV centres [41, 74–79], is modelled and analyzed in detail in Appendix B 2. Further generalizations of our model, for instance to different magnetic materials and geometries and different spin pumping mechanisms, could be carried out following the same procedure.

In the following two sections we study the back-action of the paramagnetic spins on the spin waves (Sec. III) and, conversely, the back-action of spin waves onto the paramagnetic spins (Sec. IV). In both cases we follow the approach in open quantum systems [64], namely we trace out the degrees of freedom of one component (the bath) in order to derive an effective equation of motion for the second component (the system). By doing so, we obtain a reduced master equation describing only the dynamics of the system under the back-action of the bath. A brief general summary of the involved techniques and approximations is given in Appendix D.

### III. Modification of the spin wave properties

The strong back-action experienced by optical frequency electromagnetic fields due to their interaction with high-density quantum emitter ensembles has been demonstrated in many different platforms [31–35]. For spin waves, however, the back-action of paramagnetic spins has remained practically unexplored and is not yet well understood, in spite of the significant advantages that an engineered back-action could provide for spintronics, from molding the flow of spin currents to patterning the spin waves without the need for material microstructuring. In this section we derive and study the effective spin wave dynamics induced by a bath of paramagnetic spins and discuss its potential applications. The detailed derivation of the results in this section is provided in Appendix F.

We focus on the particular configuration depicted in Fig. 2(a), which is used in most experiments [24–26, 28, 29]. Specifically, we consider an ensemble of \( \mathcal{N} \gg 1 \) identical paramagnetic spins hosted, at randomly distributed positions \( \mathbf{r}_j \), inside an infinite diamond slab parallel to the YIG film. The diamond slab has a width \( l_2 - l_1 \) and is placed at a height \( l_1 \) above the film. Under these assumptions, and after tracing out the bath of paramagnetic spins, we obtain the following master equation for the reduced density matrix of the spin waves, \( \hat{\rho}_{\text{sw}} \):

\[
\frac{d}{dt} \hat{\rho}_{\text{sw}} = -\frac{i}{\hbar} \left[ \hat{H}_{\text{sw}}', \hat{\rho}_{\text{sw}} \right] + D_{\text{sw}}[\rho_{\text{sw}}] + D_{e}[\hat{\rho}_{\text{sw}}],
\]  

The first term in Eq. (15) describes the modified spin wave Hamiltonian and includes a paramagnetic spin-induced frequency shift,

\[
\hat{H}_{\text{sw}}' = \hbar \sum_{\beta} (\omega_{\beta} + \delta_{\beta}) \delta_{\beta} \hat{\sigma}_{\beta}^+ \hat{\sigma}_{\beta} \equiv \hbar \sum_{\beta} \omega_{\beta} \hat{\sigma}_{\beta}^+ \hat{\sigma}_{\beta}.
\]  

The dissipative part is composed by the original dissipator \( D_{\text{sw}}[\hat{\rho}] \), given by Eq. (10), and an additional absorption and decay for each spin wave mode,

\[
D_{e}[\rho] \equiv \sum_{\beta} \Gamma_{d\beta} \mathcal{L}_{\delta_{\beta}^{\dagger} \delta_{\beta}}[\rho] + \gamma_{e} \rho_{\text{sw}}^{\dagger} \rho_{\text{sw}}.
\]  

General expressions for the rates \( \delta_{\beta} \), \( \Gamma_{d\beta} \), and \( \gamma_{e} \) are given in Appendix F (see also Eq. [19]). The above dissipator Eq. (17) results in an increase of the linewidth of the spin waves, namely

\[
\gamma_{\beta} \rightarrow \gamma_{\beta} + \Gamma_{d\beta} - \Gamma_{e} \beta \equiv \gamma_{\beta} + \Gamma_{\beta}.
\]  

We remark that the full master equation includes an additional interaction between different spin wave modes. The corresponding coupling rates, as opposed to the shift \( \delta_{\beta} \) and the linewidth increase \( \Gamma_{\beta} \), depend on the parallel coordinates \( (y_j, z_j) \) of each paramagnetic spin and can be shown to average out to zero in the limit of \( \mathcal{N} \gg 1 \) randomly distributed paramagnetic spins.

The rates \( \delta_{\beta} \) and \( \Gamma_{\beta} \) are given by

\[
\begin{bmatrix}
\delta_{\beta} \\
\Gamma_{\beta}
\end{bmatrix} = (\sigma_{00} - \sigma_{--}) \mathbf{\mu}^2 \mu_0^2 |\gamma|^2 h M_S \mathbf{q}_{\text{ps}} \left[ \begin{array}{c}
\Delta_{\beta} \\
\kappa_T
\end{array} \right] \\
\times \cos^4\left(\psi_k/2\right) \frac{h^2}{\omega_{\beta}/\omega_M} \beta_{\beta+1} \int_{l_1/d}^{l_2/d} dxe^{-2(k_1 d)x},
\]

where the sub-index “sw” indicates the steady state of the paramagnetic spins and \( h_{\beta+1} \) is a real and dimensionless mode amplitude of order unity, defined in Appendix A. In the above expression we have defined the detuning \( \Delta_{\beta} \equiv \omega_{\beta} - \omega_{-} \), the total decay rate of the paramagnetic spin coherence \( \sigma_{0-} \), namely \( \kappa_T/2 \), and the volumetric density of paramagnetic spins, \( \mathbf{q}_{\text{ps}} \equiv N L^{-2}(l_2 - l_1)^{-1} \).

Note that although we take the limit \( \mathcal{N}, L \rightarrow \infty \), the density \( \mathbf{q}_{\text{ps}} \) remains constant. For a given spin wave mode \( \beta \), the rates in Eq. (19) are maximized in the thick slab limit \( k_1 l_2 \gg 1 \) which, for the parameters in this work, is effectively achieved at \( l_2 \gtrsim 5 \mu \). In this limit the rates decay exponentially with the slab-film distance \( l_1 \), and are thus maximized for a slab lying directly on top of the YIG film.

---

3 Our results can be directly extended to include spin-dependent frequencies and lifetimes, as well as to an arbitrary number and spatial distribution of paramagnetic spins. The latter extension is carried out in Appendix F where we show that, for a slab below the YIG film, the shifts \( \delta_{\beta} \) and \( \Gamma_{\beta} \) are given by Eq. (19) under the substitution \( \phi_k \rightarrow \phi_k + \pi \).
(l₁ = 0). Furthermore, the rates δβ and Γβ depend crucially on the spin wave propagation direction through φe, its amplitude and polarization through the mode amplitude hₙ(0), its frequency through the sharply peaked factor [Δ₂(β)/κ(β)]⁻¹, and temperature and spin pumping through the occupation factor ⟨σ₀₀ − σ₋₋⟩₁ₛ.

Let us analyze the shifts δβ and Γβ in detail for the fundamental spin wave band n = 0, where they are most relevant. We focus on the specific case of an ensemble of optically pumped NV centres, where κ₁/2 = κ₁(1+2̂n₁+̂n₂)/2+κ₂/2+Ω ≈ [T₂⁻¹] with Ω the optical pumping rate, proportional to the pumping intensity (see Appendix B). These ensembles can reach NV centre densities gₙv as high as gₙv ≈ 10⁵(μm)⁻³ [72, 73, 80, 81] and even larger [82, 83], although in such cases the extreme concentrations prove harmful for the coherence and decay times of NV centres. The shift Γβ is shown in the left panel of Fig. 2(b) as a function of the wave vectors kₓ and kᵧ, for an NV centre density gₙv = 10⁴(μm)⁻³. We assume optimal optical pumping conditions, i.e., maximally polarized NV centres, ⟨σ₀₀ − σ₋₋⟩₁ₛ ≈ 0.7. The dark areas in Fig. 2(b), which indicate Γβ = 0, correspond to spin waves that do not couple to the paramagnetic spin bath. This is certified by the green and blue curves in Fig. 2(b), right panel) which indicate, respectively, the spin wave modes whose polarization is orthogonal to that of the spin transition |0⟩ ↔ |−⟩, and the spin wave modes whose field amplitude vanishes above the YIG film. Conversely, the sharp maxima displayed by Γβ and indicated by yellow lines in the left panel of Fig. 2(b) stem from the factor κ₁/2[Δ₂(β)/κ(β)]⁻¹ in Eq. (19), and occur for spin waves in resonance with the paramagnetic spin transition (Δβ = 0). This is evidenced by the red curves in the right panel of Fig. 2(b), which are isolines indicating the resonant spin wave condition Δβ = 0. The behavior of the frequency shift δβ, not shown in the figure, is very similar to Fig. 2(b). In this case, however, the different dependence with the detuning, δβ ∝ Δβ/Δ₂(β)[κ₁/2], results in two sharp extremal points, namely a maximum and a minimum at ωβ = ω− + κ₁/2 and ωβ = ω− − κ₁/2, respectively. For spin waves exactly on resonance, ωβ = ω−, the frequency shift is exactly zero. Finally, note that the spin waves that experience the largest shifts δβ and Γβ are the e−-polarized Damon-Eshbach modes propagating along the +y direction, for which the coupling to the paramagnetic spins is maximized. In the following we will focus on these modes.

Since the most relevant feature of the shifts δβ and Γβ is their sharp modifications for near-resonant spin waves, ωβ = ω−(H₀), these shifts depend critically on the applied magnetic field H₀. This is illustrated in Fig. 2(c) and (d) where we display δβ and Γβ respectively for spin wave modes propagating along the +y direction and for different values of the applied field. Both shifts are suppressed for large fields (μ₀H₀ ≥ 30mT) as the resonance condition is never met (ωβ > ω− ∀β, see e.g. Fig. 10(a)). They are also suppressed at small fields (μ₀H₀ ≤ 5mT) as the resonance condition is met only for spin waves with large wavenumber k∥, which are very weakly coupled to the paramagnetic spin transition due to their exponentially reduced magnetic field amplitude above the film (see the discussion above Eq. [A62]). In order to analyze the maximum possible value for the shifts δβ and Γβ, we

![Diagram](attachment:image.png)
other hand, at optimal optical pumping conditions (solid lines) and NV centres at room-temperature thermal equilibrium (dashed lines), as a function of applied field $H_0$ and for different densities of NV centres. b) Propagation length (green) and dispersion relation (dashed black) of $n = 0$ Damon-Eshbach spin waves in the absence of NV centres. The red shaded area indicates the spin waves which are significantly affected by the NV centres. c-e) Spin wave dispersion relation, absolute value of group velocity, and propagation length respectively, for optically pumped NV centres (optimal pumping conditions). The horizontal axis spans the red area indicated in panel (b), and different colors indicate different NV centre densities. In panel (d) solid/dashed curves indicate positive/negative values for optically pumped NV centres (optimal pumping conditions). The horizontal axis spans the red area indicated in panel (b), and different colors indicate different NV centre densities. In panel (d) solid/dashed curves indicate positive/negative values of $\nu_g$. f) Illustration of the modification of the spin wave properties induced by the NV centres, at the points (i), (ii), and (iii) marked in panel (d). In all the panels we take $\mu_0H_0 = 10\, \text{mT}$, $l_1 = 0$, $l_2 = \infty$, and the parameters in Table I.

display in Fig. 3(a) the maximum linewidth modification $\Gamma_{\beta, \max} = \max k_\nu \Gamma_{\beta}|_{n=0}$ as a function of applied field $H_0$ for three values of the NV centre density, both for optically pumped NV centres (solid lines) and for NV centres in the absence of optical pumping, i.e., at room temperature thermal equilibrium (dashed lines). The maximum frequency shift $\delta_\beta$ fulfills $\delta_\beta, \max \approx \Gamma_{\beta, \max}/4^\frac{3}{4}$. According to Fig. 3(a), the highest possible values for $\Gamma_{\beta}$ are achieved for $\mu_0H_0 \approx 10-15\, \text{mT}$ where the resonant spin waves have moderate wavenumbers $k_1d \sim 0.4-0.8$ (compare with Fig. 2(c-d)). Indeed, for higher or lower wavenumbers $k_1$ the spin wave field is either too tightly or too loosely confined to the YIG film, resulting in a weaker coupling to the paramagnetic spins. In the absence of pumping (dashed curves in Fig. 3[a]) the rate $\Gamma_{\beta, \max}$ is largely suppressed as the NV transition is practically saturated, i.e., $\langle \sigma_{00} - \sigma_{-+} \rangle_{\text{NV}} \approx 10^{-4}$. In this case, the maximum attainable value at large NV densities $\theta_{\text{NV}} \gtrsim 10^4(\mu \text{m})^{-3}$, $\Gamma_{\beta, \max} \approx 2\pi \times 10-100\, \text{kHz}$, represents at best a correction of roughly 10% to the bare spin wave linewidth $\gamma_{\beta} \approx 2\pi \times 600\, \text{kHz}$. On the other hand, at optimal optical pumping conditions (solid curves in Fig. 3[a]) the NV centres are near their ground state and the change in the linewidth can be much larger, e.g., $\Gamma_{\beta, \max} \approx 2\pi \times 20\, \text{MHz} \approx 30\, \gamma_{\beta}$ at $\theta_{\text{NV}} = 10^4(\mu \text{m})^{-3}$. These results suggest that, in this regime, a significant modification of the spin wave properties should be observed.

To analyze the modification of the spin wave properties, we compute three characteristics particularly relevant for applications in spin-wave based information processing [24, 65], namely the modified spin wave frequency $\omega_{\beta} = \omega_{\beta} + \delta_{\beta}$, the modified group velocity defined as $v_g = \partial \omega_{\beta}/\partial k_{\parallel}$, and the propagation length defined as $l_{\beta} = v_g \tau_{\beta}$, where $\tau_{\beta} = 2/(\gamma_{\beta} + \Gamma_{\beta})$ is the spin wave lifetime. For the sake of illustration we display in Fig. 3(b) both the frequency $\omega_{\beta}$ and the propagation length $l_{\beta}$ in the absence of NV centres ($\theta_{\text{NV}} = 0$). In the presence of the paramagnetic spins, the spin wave properties experience strong modifications within a narrow wavenumber range (indicated by the red shaded area in Fig. 3[b]), corresponding to the frequency range $\omega_{\nu} - \kappa_T/2 \lesssim \omega_{\beta} \lesssim \omega_{\nu} + \kappa_T/2$. The spin wave frequencies, group velocities (in absolute value), and propagation lengths within this narrow range are shown in Fig. 3(c-e) respectively, for different densities of NV centres. As evidenced by the figure, although the modification of the frequency $\omega_{\beta}$ is relatively small ($\approx 4\%$), it displays very abrupt slope changes resulting in variations of several orders of magnitude in the group velocity. The propagation length does not display such a strong increase as the

\[4 \text{This is to be expected from the ratio between the corresponding peaked functions appearing on } \Gamma_{\beta} \text{ and } \delta_{\beta}, \max[2\mu(x^2 + a^2)^{-1}]/\max[\mu(x^2 + a^2)^{-1}] = 4.\]
effective spin wave loss rate $\gamma_\beta + \Gamma_\beta$ becomes also very large.

Three especially interesting possibilities, schematically illustrated in Fig. 3(f), can be identified in Fig. 3(c-e): (i) Full suppression of spin wave propagation at wavevectors for which $v_g = l_\beta = 0$; (ii) backward-wave propagation [84] for a wide range of wavevectors where the group velocity becomes negative, $v_g < 0$; (iii) enhancement of the propagation length for near-resonant spin waves. This enhancement, a priori counterintuitive due to the very large effective decay rate $\gamma_\beta + \Gamma_\beta$, is enabled by the corresponding increase in the group velocity. Note that all of these modifications occur for Damon-Eshbach modes propagating with $k_y > 0$, whereas the modes with $k_y < 0$ remain unchanged as their polarization is orthogonal to the paramagnetic spin transition (see Fig. 2(b)). The presence of the paramagnetic spins as a bath thus induces, within a narrow but tuneable range of wavevectors, a further symmetry breaking for the Damon-Eshbach spin waves. The exotic phenomenology shown in Fig. 3 should be observable in current NV centre-spin wave hybrid platforms, for which as small as $\sim 10\%$ in e.g. the spin wave propagation length can be resolved [24]. Similar or even stronger modifications of the propagation properties could be achieved with other paramagnetic spins (e.g. allowing for higher spin densities than NV centre ensembles) and/or more efficient pumping schemes able to reach maximum polarization, $\langle \sigma_{00} - \sigma_{-+} \rangle_{\text{ps}} \approx 1$.

IV. Back-action-based spin wave sensing

The possibility of modifying spin wave properties through the passive back-action exerted by the paramagnetic spins is far from the full potential of these spins for spintronics. Indeed, a natural step forward consists of using the paramagnetic spins as active components to probe and control spin waves [24–26, 28–30]. An essential capability toward this goal is that of measuring the back-action exerted by the spin waves on the paramagnetic spins. In this section we characterize such back-action and show the possibility of detecting it both optically and mechanically, should the paramagnetic spins be embedded in a micromechanical oscillator (e.g. a diamond cantilever), see Fig. 4(a). Aside from spin wave probing, this optical and/or mechanical detection of spin wave back-action could allow for a new generation of flexible spin wave hybrid platforms integrating optical and mechanical degrees of freedom.

The spin wave back-action induces the following effective dynamics on an ensemble of paramagnetic spins: (i) A shift of the transition frequencies $\omega_\pm$ and a corresponding mechanical force, see details below; (ii) a modification of the lifetimes $T_1$ and $T_2$; (iii) an effective interaction between different paramagnetic spins, which inherits the direction-dependent character of the spin waves. All these effects are studied in detail in Appendix E. Hereafter we consider a single paramagnetic spin at an arbitrary position outside the YIG film. The resulting master equation for its reduced density matrix, $\dot{\rho}_{\text{ps}}$, is given by

$$\frac{d}{dt} \rho_{\text{ps}} = -i \hbar \left[ H'_{\text{ps}}, \rho_{\text{ps}} \right] + D_{\text{ps}}[\rho_{\text{ps}}] + D_d[\rho_{\text{ps}}].$$

(20)

The coherent contribution, given by the Hamiltonian

$$\hat{H}'_{\text{ps}} = \hbar \sum_{\alpha=\pm} (\omega_\alpha + \delta_\alpha) \hat{\sigma}_{\alpha\alpha},$$

(21)

describes the modification of the two transition frequencies by a shift $\delta_\alpha$, in analogy to the AC Stark effect experienced by electric dipoles in an electromagnetic bath [58]. Although within our approximations the coupling between the transition $|0\rangle \rightarrow |+\rangle$ and spin waves is neglected (see Eq. [7]), the frequency of this transition is also modified due to the energy shift of the state $|0\rangle$. Moreover, the spin waves introduce additional dissipative dynamics, given in Eq. (20) by the dissipator

$$D_{\text{d}}[\hat{\rho}] = \kappa_\alpha \mathcal{L}_{\sigma_{-\alpha} \sigma_0} [\hat{\rho}] + \kappa_d \mathcal{L}_{\sigma_{0} \sigma_0} [\hat{\rho}] + \frac{\kappa_2'}{\hbar^2} \mathcal{L}_{\hat{S}_y \hat{S}_y} [\hat{\rho}].$$

(22)

Here, the first two terms represent additional absorption and decay along the $|0\rangle \rightarrow |-\rangle$ transition, with rates $\kappa_\alpha$ and $\kappa_d$ respectively, whereas the last term represents an additional dephasing of both excited states $|+\rangle$ and $|-\rangle$ at a rate $\kappa'_2$. Analytical expressions for the rates $\delta_\alpha$, $\kappa_\alpha$, $\kappa_d$ and $\kappa'_2$ are given in Appendix E.

Let us discuss the frequency shifts $\delta_\pm$. These shifts fulfill $|\delta_-| \geq 2|\delta_+|$, allowing us to focus on the main shift, namely that of the coupled transition $|0\rangle \leftrightarrow |-\rangle$ given by

$$\delta_- = -\sum_{\beta} \frac{\Delta_\beta}{\gamma_\beta} + \frac{(\gamma_\beta/2)^2}{\hbar} |g_\beta|^2 (1 + 2n_\beta).$$

(23)

The above frequency shift is measurable, for instance by fluorescence in the case of an NV centre, provided that it is larger than the linewidth of the transition $|0\rangle \leftrightarrow |-\rangle$, i.e., provided that $|\delta_- - T'_1| > 1$. Here, $T'_1 < T_1$ is the lifetime of the transition $|0\rangle \leftrightarrow |-\rangle$, which is also modified by the back-action of the spin waves. The definition of $T'_1$ is not straightforward since, in the presence of spin waves, the occupations $\langle \sigma_{-+} \rangle(t)$ do not obey a simple- but a multi-exponential decay characterized by more than one rate. We define $T'_1$ as the shortest timescale of this evolution or, conversely, as the inverse of the largest decay rate. Both $\delta_-$ and $T'_1$ are computed numerically by expressing them in integral form. In such form it can be shown using symmetry arguments that both quantities

5 Specifically at room temperature $\delta_- \approx 2\delta_+$ whereas at cryogenic temperatures $\delta_- \approx 0$.

6 Adding to the difficulty, the rates associated to the decays of the two occupations $\langle \sigma_{-+} \rangle(t)$ and $\langle \sigma_{++} \rangle(t)$ are generally different.
are independent on the parallel \((y, z)\) coordinates of the paramagnetic spin or on the side of the film on which the paramagnetic spin is placed, and are a function exclusively of the ratio \(l/d\).

Let us consider the specific case of NV centres. The product \(|\delta_- T'_1|\) for these paramagnetic spins is displayed in Fig. 4(b) as a function of vertical separation \(l/d\), for \(\mu_0 H_0 = 35 \text{mT}\) and thermal equilibrium at room (red) and cryogenic (blue) temperatures. The corresponding inset shows the modified lifetime \(T'_1\) for the same parameters. The spin wave-induced effects are stronger both at room temperature and at short separations \(l\), as the amplitude of the thermal spin waves is larger. At room temperature the large values of \(\delta_-\) (up to \(\sim 2\pi \times 8\text{MHz}\)) are more significant than the reduction of the lifetime \(T'_1\), resulting in a product \(|\delta_- T'_1| > 1\) for NV-YIG film separations as large as \(l = 4d = 800\text{nm}\). This should allow for the experimental observation of the spin wave-induced frequency shift of the transition \(|0\rangle \leftrightarrow |-\rangle\) in current setups, e.g. via fluorescence of the NV centre [23–30, 68]. Note that the results in Fig. 4(b) do not require optical pumping of the NV centres. More details on the behavior of the frequency shift \(\delta_-\) and of the lifetime \(T'_1\), including their dependence with the applied field \(H_0\), are provided in Appendix E.

A consequence of a position-dependent frequency shift, that is, a position-dependent transition frequency, is the presence of a net force acting on the paramagnetic spin, namely the magnetic thermal Casimir-Polder force [85] which has been extensively studied in quantum electrodynamics [85–87]. The net force experienced by a paramagnetic spin lying above the YIG film \(^7\) in its steady state is given by \(F = -\langle \nabla H'_n \rangle_{ss}\) [86, 87]. Here we focus on the high- and low-temperature limits, where the force is given by

\[
F = -e_z \frac{\hbar d \delta_-(l)}{2l} \left\{ \begin{array}{ll}
|0\rangle \leftrightarrow |-\rangle & \text{for } k_B T \gg \hbar \omega_M \\
\langle \hat{\sigma}_- \rangle_{ss} & \text{for } k_B T \ll \hbar \omega_M.
\end{array} \right.
\]

(24)

Note the qualitative difference between room temperature, where both spin transitions contribute to the force (\(\delta_+ \approx \delta_-/2\)), and cryogenic temperatures where only the \(|0\rangle \leftrightarrow |-\rangle\) transition does as \(\delta_+ \rightarrow 0\). As opposed to the frequency shifts \(\delta \pm\), the force depends on the state of the paramagnetic spin.

The force Eq. (24) is displayed in Fig. 4(c) for an NV centre at \(T = 300\text{K}\) under optimal optical pumping (green line), at \(T = 300\text{K}\) without optical pumping (purple line), and at \(T = 100\text{mK}\) without optical pumping (orange line). At thermal equilibrium at room temperature the force Eq. (24) is smaller, as the steady-state occupations are very close to their zero-field values, i.e. \(\langle \hat{\sigma}_\pm \rangle_{ss} \approx \langle \hat{\sigma}_0 \rangle_{ss} \approx 1/3\). This force can, however, be increased by several orders of magnitude via optical pumping, as evidenced by the green curve in Fig. 4(c). At cryogenic temperatures (orange curve in Fig. 4(c)), despite the paramagnetic spin being close to its ground state, the force remains of the same order as at room temperature as the field amplitude of the thermal spin waves, and hence their back-action on the paramagnetic spins, is largely reduced. In this case, moreover, the force cannot be significantly increased via conventional optical pumping. The spin wave-induced forces are mostly repulsive at room temperature, a well-known feature of fluctuational

\[\text{FIG. 4. a) The spin waves modify the frequency and lifetime of the } |0\rangle \rightarrow |-\rangle\text{ transition of the (potentially optically pumped) NV centres. The frequency shift and corresponding force can be detected through fluorescence or nanomechanical force sensing. b) Product of the frequency shift } \delta_-\text{ and the modified transition lifetime } T'_1\text{ of the } |0\rangle \leftrightarrow |-\rangle\text{ transition of a single NV centre above the YIG film, at room (red) and cryogenic (blue) temperatures. The inset shows the corresponding modified lifetimes } T'_1\text{, the dashed line indicating the bare lifetime in the absence of spin waves, } T_1\text{. c) Spin-wave induced force per NV centre, at room temperature (purple), cryogenic temperature (dashed orange), and room temperature under optimal optical pumping conditions (green). Solid (dashed) lines indicate positive (negative) forces. In all panels we choose } \mu_0 H_0 = 35 \text{mT}\text{ and the parameters in Table I.}\]

\[\text{\footnote{For a spin below the film the force has opposite sign, see Appendix E.}}\]
forces on magnetic dipole transitions [88, 89], and attractive at cryogenic temperatures. A detailed analysis and characterization of all these forces, including their dependence with the applied field $H_0$, is given in Appendix E.

The possibility of pumping the paramagnetic spin paves the way toward the detection of the spin wave-induced force at room temperature. Measurements of such force (and hence indirect measurements of the frequency shift) could be performed using nanomechanical sensing devices. For instance, a nanodiamond containing either a single NV centre or an ensemble of NV centres could be attached to a high-Q cantilever as schematically depicted in Fig. 4(a). In this setup, the spin wave-induced force could be tracked through the shifts in the mechanical frequency of the cantilever [90]. For a single, optically pumped NV centre at a distance $l \lesssim d/5 \approx 40$nm, the forces in Fig. 4(c) lie within the sensitivity range ($10^{-21} - 10^{-18}$N Hz$^{1/2}$) of current ultra-sensitive force detectors, based on membranes [91–93] or nanowire resonators and cantilevers [94–100] of diverse materials, including single-crystal diamond [101]. Moreover, the additive force experienced by nano-diamonds containing ensembles of as few as $N \sim 10^3$ NV centres could reach current experimental sensitivities even for NV centres in thermal equilibrium, or for optically pumped NV centres at distances as large as $l \approx d = 200$nm. Last but not least, larger mechanical forces could be achieved for different paramagnetic spins and/or more efficient pumping schemes.

V. Conclusion

We have developed a comprehensive quantum theory of hybrid interfaces based on spin waves magnetically coupled to paramagnetic spins. In the first part of our work, we have applied this theory to characterize the effective spin wave dynamics induced by the back-action of the paramagnetic spins. This back-action results in a tuneable modification of the spin wave propagation properties. Specifically, it can induce full cancellation or enhancement of spin wave propagation length, as well as backward wave propagation for Damon-Eshbach modes. All these modifications are strong and measurable in state of the art setups. We have also quantified the impact of the paramagnetic spins back-action on the magnetic field fluctuations, specifically on the magnetic field power spectral density, outside the magnetic structure. Our results show the potential of electron spins as passive tools to engineer spin wave properties.

In the second part of our work, we have studied the opposite effect, namely the back-action exerted by spin waves on nearby paramagnetic spins. This back-action results in a frequency shift of the paramagnetic spins transitions, a modification of the paramagnetic spin decay and decoherence lifetimes, and a spin wave-mediated interaction between different paramagnetic spins within an ensemble. All the above effects have been characterized in detail. The frequency shift of single paramagnetic spins can be measured in current experiments, with usual fluorescence techniques. In addition, this shift is accompanied by a force that can be detected with state of the art mechanical sensing devices. These results evidence the further role of paramagnetic spins as active tools for probing and controlling spin waves.

The results presented in this work have many applications in spin wave-based technologies. The suppression of the spin wave propagation lengths could be used to devise spin wave mirrors, polarization filters, optically-gated spin wave transistors, or magnonic crystals, among others. Similarly, the enhancement of the spin wave propagation could help reduce losses in spin wave information processing devices. All these capabilities can in principle be spatially tailored with state of the art techniques, such as by distributing the paramagnetic spins in a convenient spatial arrangement [26–28] or by using selective optical pumping with nanometric resolution [102]. Our results could thus pave the way toward back-action based reconfigurable spin wave circuits. On the other hand, the reverse back-action of spin waves on paramagnetic spins evidences their potential for spin wave detection and for accurate measurement of distances. Moreover, it paves the way toward using paramagnetic spins as mediators between spin waves and electromagnetic or mechanical fields. A particularly interesting prospect is to enhance the spin wave-induced force (for instance through coherent driving of spin waves resonant with the paramagnetic spin transition) hence increasing the magneto-mechanical coupling between spin waves and a mechanical resonator. This magneto-mechanical coupling, whose promising quantum applications are only starting to be explored [4, 6, 23, 57, 103–105], might allow to integrate magnonic degrees of freedom in micro- and optomechanical systems, bringing new degrees of flexibility to technology-oriented spin wave platforms.
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A. Spin waves in a slab

In this Appendix we give further details on the spin waves supported by a thin film. First, in Sec. A1, we describe the Landau-Lifshitz equation governing the magnetization dynamics and its linearization. We then derive, in Sec. A2, the spin wave eigenmode equation and cast it in a convenient form for a perturbative treatment, which we summarize in Sec. A3. After, we discuss the spin wave eigenmode properties in detail in Sec. A4. We complete the introduction of the spin wave formalism in Sec. A5 by summarizing the spin wave quantization, the introduction of loss rates, and the computation of spin wave observables. In the last two sections of this appendix, we extend our study by computing and analyzing the magnetic field power spectral densities outside the film (Sec. A6), and by computing the magnetization and magnetic field operators to second order in magnon operators (Sec. A7), which are required in Sec. C.

1. Equations of motion and linearization

We consider first a lossless insulating ferromagnet in the presence of a static magnetic field $H_0$. The fundamental equation governing the dynamics of the magnetization field $M(r,t)$ is the lossless Landau-Lifshitz equation [19],

$$\frac{d}{dt} M(r,t) = -\gamma |\mu_0 M(r,t)| \times [H_0 + H'(M,r,t)], \quad (A1)$$

with $\gamma$ the gyromagnetic ratio and $\mu_0$ the vacuum permeability. This equation is identical to the equation of motion for the orientation of a single fixed magnetic dipole with moment $M$, except for the additional nonlinear contribution $H'(M,r,t)$, known as the effective field, which describes the many complex interactions arising inside the magnetic material. The effective field can be written as [18, 19]

$$H'(M,r,t) = H_d(M,r,t) + H_x(M,r,t) + H_a(M,r,t). \quad (A2)$$

The first term above, namely the demagnetizing field, accounts for the dipole-dipole interaction. Under the magnetostatic approximation $\nabla \times H_d(r,t) \approx 0$, valid for spin wave wavelengths much shorter or much longer than the vacuum wavelength [19], the demagnetizing field is given by [106]

$$H_d(M,r,t) = \frac{1}{4\pi} \nabla \int d^3 r' \mathbf{r}'; \mathbf{M}(r',t) \cdot \mathbf{r} - |\mathbf{r} - |\mathbf{r}'|) \quad (A3)$$

The remaining two contributions in Eq. (A2) describe the effect of exchange and magnetocrystalline anisotropy on the magnetization dynamics. Since they are effective terms, they do not correspond to genuine Maxwell fields, i.e. the total field appearing in Maxwell equations is given by $H(r,t) = H_0 + H_d(M,r,t)$. On the one hand, the exchange field $H_x$ accounting for the exchange interaction is given, for a material with a cubic lattice such as YIG, by the expression [19]

$$H_x(M,r,t) = \alpha_x \nabla^2 \mathbf{M}(r,t) \quad (A4)$$

with $\alpha_x$ the exchange stiffness. On the other hand, $H_a$ accounts for the magnetocrystalline anisotropy interaction, and its form is not only sample- and geometry-dependent but widely tuneable e.g. through rare earth dopants [107, 108]. For undoped YIG thin films,
anisotropy is generally small [24, 25, 52, 55] and can be neglected for describing spin waves. Hereafter we will thus take $H_0 \approx 0$, although the effect of different kinds of anisotropies, such as e.g. uniaxial or cubic, could be included [109].

From the definitions above it is evident that a homogeneous magnetization profile $\mathbf{M}(\mathbf{r}, t) = M_{S}\mathbf{e}_z$ is a solution of the Landau-Lifshitz Equation Eq. (A1). We seek spin wave solutions, i.e., solutions describing small fluctuations above such fully magnetized state,

$$\mathbf{M}(\mathbf{r}, t) = M_{S}\mathbf{e}_z + \mathbf{m}(\mathbf{r}, t),$$

with $|\mathbf{m}(\mathbf{r}, t)| \ll M_{S}$. By introducing the above expression into Eq. (A1) and neglecting the small quadratic terms $\mathcal{O}(m^2)$ we obtain the linearized Landau-Lifshitz equations, namely

$$\left[ \frac{d}{dt} - \mathbf{e}_z \times (\omega_H - \omega_M \alpha_x \nabla^2) \right] \mathbf{m}(\mathbf{r}, t) =$$

$$= -\omega_M \mathbf{e}_z \times \mathbf{h}(\mathbf{r}, t). \quad (A6)$$

where, by definition, the magnetic field associated to the magnetization field $\mathbf{m}(\mathbf{r}, t)$, i.e., the magnetic field of the spin wave, is given by

$$\mathbf{h}(\mathbf{r}, t) = \frac{1}{4\pi} \nabla \int d^3 r' \frac{\mathbf{m}'(\mathbf{r}', t) \cdot \mathbf{m}(\mathbf{r}', t)}{|\mathbf{r} - \mathbf{r}'|}$$

$$\equiv \int d^3 r' \mathcal{G}(\mathbf{r} - \mathbf{r}') \mathbf{m}(\mathbf{r}', t). \quad (A7)$$

The Green’s tensor above is defined as

$$\mathcal{G}_{ij}(\mathbf{r} - \mathbf{r}') = -\frac{1}{4\pi |\mathbf{r} - \mathbf{r}'|^3} (\mathbf{r} - \mathbf{r}'); \frac{\partial}{\partial r_j} \cdot \frac{1}{|\mathbf{r} - \mathbf{r}'|} \quad (A8)$$

where the sub-indices $i, j = x, y, z$ indicate Cartesian components. The above expression is usually symmetrized by (i) making use of the vector identity $\nabla \cdot (f\mathbf{A}) = f\nabla \cdot \mathbf{A} + (\nabla f) \cdot \mathbf{A}$ and integrating by parts; (ii) applying the divergence theorem, and (iii) taking an integration volume enclosed by an area infinitely far away from the magnetic material. The resulting symmetrized expression reads

$$\mathcal{G}_{ij}(\mathbf{r} - \mathbf{r}') = -\frac{1}{4\pi} \frac{\partial}{\partial r_i} \frac{\partial}{\partial r_j} \frac{1}{|\mathbf{r} - \mathbf{r}'|}. \quad (A9)$$

It is convenient, given our planar geometry, to express the Green’s tensor in a plane-wave representation in the parallel coordinates. Using the identity

$$\frac{1}{|\mathbf{r} - \mathbf{r}'|} = \frac{1}{2\pi} \int d^2 q || e^{i\mathbf{q}(\mathbf{r} - \mathbf{r}')} || q || e^{-i\mathbf{q}||x - x'||}, \quad (A10)$$

with $q || \equiv q_x e_x + q_y e_y$ and $r || \equiv y e_y + z e_z$, we can write the Green’s tensor as

$$\bar{\mathcal{G}}(\mathbf{r} - \mathbf{r}') = -\frac{1}{8\pi^2} \int d^2 q || e^{i\mathbf{q}(\mathbf{r} - \mathbf{r}')} || q || e^{-i\mathbf{q}||x - x'||} \left[ 2\delta(x - x') - q || -iq_x \xi_{xx'} - iq_z \xi_{xz} \right. \left. -iq_y \xi_{yy} - q_y^2 / q || -iq_z \xi_{xz} - q_y q_z / q || -q_z^2 / q || -iq_y \xi_{yy} - q_y^2 / q || -iq_z \xi_{xz} - q_y q_z / q || -q_z^2 / q || \right] \quad (A11)$$

where $\xi_{xx'} \equiv \text{sign}[x - x']$. Note that the above expression is still general, but expressed in a convenient form for a film.

The linearized Landau-Lifshitz equations Eq. (A6) together with the magnetostatic relation Eq. (A7) forms an integro-differential equation for the magnetization field $\mathbf{m}(\mathbf{r}, t)$. It is complemented by two sets of boundary conditions. On the one hand, the usual Maxwell boundary conditions, namely the continuity of $\mathbf{e}_z \times \mathbf{h}(\mathbf{r}, t)$ and of $\mathbf{e}_z \cdot \mathbf{b}(\mathbf{r}, t) \equiv \mu_0 \mathbf{e}_z \cdot [\mathbf{h}(\mathbf{r}, t) + \mathbf{m}(\mathbf{r}, t)]$ across the two film boundaries (in our thin film geometry, at $x = 0$ and $x = d$). On the other hand, the boundary conditions imposed by the exchange interaction, which are geometry- and material-dependent. We choose free-pinning boundary conditions [56, 110],

$$\frac{\partial}{\partial x} \mathbf{m}(\mathbf{r}, t) \big|_{x=0,d} = 0, \quad (A12)$$

which are best suited to thin films with $d \lesssim 500\text{nm}$ [111]. Our results can be generalized to other pinning conditions [52–54] with little change in the final mode structure, especially for thin films [55, 112–116]. In some limiting cases the above integro-differential equation can be solved easily, for instance when exchange is negligible (dipolar spin waves, corresponding to $\alpha_x \ll \lambda_{sw}^2$, with $\lambda_{sw}$ the wavelength of the spin wave) or when it largely dominates over the dipole-dipole interaction (exchange waves, $\alpha_x \gg \lambda_{sw}^2$). However, in many structures, including the thin films under study, both exchange and dipole-dipole interaction are relevant and their competition is responsible for the complex phenomenology of the so-called magnetostatic dipole-exchange spin waves [53, 54].

2. Eigenmode equation

The dipole-exchange eigenmodes of the linearized Landau-Lifshitz equation Eq. (A6) can be computed in different forms [53, 54], even exactly [113, 114], although the exact solution is numerically demanding. Here we follow the perturbative approach by Kalinikos in Ref. [52] (see also Refs. [51, 55, 116]). The first part of the derivation consists on manipulating the equations into a suitable form for the perturbative expansion. We start by decomposing the magnetization field in terms of eigenmodes,

$$\mathbf{m}(\mathbf{r}, t) = \sum_{\beta} \mathbf{m}_\beta(\mathbf{r}) e^{-i\omega t} + \text{C.c.} \quad (A13)$$

and making use of the translational invariance to write the magnetization mode functions as

$$\mathbf{m}_\beta(\mathbf{r}) = \mathbf{m}_\beta(x) e^{iK_j r_j}. \quad (A14)$$

By introducing the above expressions into Eq. (A7) and using the Green’s tensor Eq. (A11) we find the same
dependence for the associated field of the spin waves, namely
\[ \mathbf{h}(\mathbf{r}, t) = \sum_{\beta} \mathbf{h}_\beta(\mathbf{r}) e^{-i \omega t} + \text{C.c.} \quad (A15) \]
with
\[ \mathbf{h}_\beta(\mathbf{r}) = \mathbf{h}_\beta(x) e^{i k_1 x} \quad (A16) \]
and the following one-dimensional relation between the transverse profiles,
\[ \mathbf{h}_\beta(x) = \int_0^d dx' \mathcal{G}_0(x - x') \mathbf{m}_\beta(x'). \quad (A17) \]
The one-dimensional Green’s function of the slab can be calculated by direct integration and reads
\[ \mathcal{G}_0(x - x') = e^{-k_1 |x - x'|} \]
\[ \frac{1}{2} \begin{bmatrix} k_\parallel - 2 \delta(x - x') & -ik_y \xi_{xx'} & -ik_z \xi_{xx'} \\ -ik_y \xi_{xx'} & -k_\parallel^2 / k_\parallel & -k_y k_z / k_\parallel \\ -ik_z \xi_{xx'} & -k_y k_z / k_\parallel & -k_z^2 / k_\parallel \end{bmatrix} \quad (A18) \]
Using the above relations, the linearized Landau-Lifshitz equation Eq. (A6) can be cast as the following matrix equation for the two-dimensional vector \( \mathbf{m}_\beta(x) = m_{\beta x}(x) \mathbf{e}_x + m_{\beta y}(x) \mathbf{e}_y \):
\[ \hat{N} \mathbf{m}_\beta(x) = i \frac{\omega}{\omega_M} \mathbf{T} \mathbf{m}_\beta(x) + \int_0^d dx' \mathcal{G}_0(x - x') \mathbf{m}_\beta(x') \quad (A19) \]
where we define the linear operator
\[ \hat{N} \equiv \left[ \frac{\omega}{\omega_M} + \alpha_k k_\parallel^2 - \alpha_k \frac{\partial^2}{\partial x^2} \right] 1 \times 3, \quad (A20) \]
and the matrix
\[ \mathbf{T} \equiv \begin{bmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}. \quad (A21) \]
Note that the equations do not couple modes with different values of \( k_\parallel \), thus confirming that the parallel wavevector is a good mode index. The above system is combined with the free-spin boundary conditions
\[ \partial_x \mathbf{m}_\beta(x)|_{x=0,d} = 0. \quad (A22) \]
In the above form the problem has been reduced from a four-variable \((\mathbf{r}, t)\) to a one-variable \((x)\) integro-differential equation.

The second step is to transform the above simplified integro-differential equation Eq. (A19) into a system of algebraic equations, by expressing it in a suitable orthogonal basis. Since in thin films exchange interaction is the most relevant, we choose as a basis the vector eigenmodes of the operator \( \hat{N} \) that satisfy the free-spin boundary conditions, i.e., \( S_\beta^n(x) = S_n(x) \mathbf{e}_p \) \((p = x, y)\) with
\[ S_n(x) \equiv \sqrt{\frac{2}{1 + \delta_n}} \cos \left( n \frac{\pi x}{d} \right). \quad (A23) \]
It can be easily checked that the above functions are eigenmodes of \( \hat{N} \) with eigenvalue
\[ N_n(k_\parallel) \equiv \frac{\omega}{\omega_M} + \alpha \left[ k_\parallel^2 + \left( \frac{n \pi}{d} \right)^2 \right], \quad (A24) \]
that they fulfill the boundary conditions Eq. (A22), and that they form an orthogonal basis and are normalized to the film thickness \( d \),
\[ \int_0^d dx S_n^p(x) S_n^{p'}(x) = d \delta_{n n'} \delta_{p p'}. \quad (A25) \]
We now expand the magnetization vector in this basis as
\[ \mathbf{m}_\beta(x) = \sum_{n} m_{n p}^\beta S_n^p(x) + m_{n 0}^\beta S_n^0(x), \quad (A26) \]
and seek an equation for the unknown two mode amplitudes \( m_n \equiv (m_{n x}^\beta, m_{n y}^\beta)^T \). Specifically, by using the orthogonality relation between the basis elements, we cast the integro-differential equation Eq. (A19) into an infinite algebraic system of coupled equations for the amplitude vectors:
\[ \mathcal{D}^{(nn)} m_n + \sum_{n' \neq n} R^{(nn')} m_{n'} = 0, \quad (A27) \]
where the \( 2 \times 2 \) matrices above, which depend on the parallel wavevector \( k_\parallel \), are given by
\[ \mathcal{D}^{(nn)} = \begin{bmatrix} N_n(k_\parallel) - \Gamma_{xx}^{xx} n_n - \Gamma_{yy}^{xx} n_n - \Gamma_{xy}^{xx} i(\omega/\omega_M) & -\Gamma_{xx}^{yy} n_n + i(\omega/\omega_M) & \Gamma_{xy}^{yy} n_n \\ -\Gamma_{xx}^{yy} n_n + i(\omega/\omega_M) & N_n(k_\parallel) - \Gamma_{yy}^{yy} n_n & \Gamma_{xy}^{yy} n_n \\ \Gamma_{xy}^{yy} n_n & \Gamma_{xy}^{yy} n_n & N_n(k_\parallel) - \Gamma_{yy}^{yy} n_n \end{bmatrix} \quad (A28) \]
\[ \mathcal{R}^{(nn')} = \begin{bmatrix} -\Gamma_{xx}^{x n'} & -\Gamma_{yy}^{x n'} \\ \Gamma_{xx}^{y n'} & \Gamma_{yy}^{y n'} \end{bmatrix}. \quad (A29) \]
Note that the sub-indices \( n \) and \( n' \) in the matrices \( \mathcal{D}^{(nn)} \) and \( \mathcal{R}^{(nn')} \) are mode labels and do not represent the matrix indices. In the above expressions,
\[ \Gamma_{pp'}^{x n'}(k_\parallel) \equiv \frac{1}{d} \int_0^d dx \int_0^d dx' S_n(x) S_{n'}(x') \mathcal{G}_0(x - x') \quad (A30) \]
represents the dipole-dipole interaction term expanded in the basis \( S_n^p(x) \). The dipole-dipole interaction appears in both matrices \( \mathcal{D}^{(nn)} \) and \( \mathcal{R}^{(nn')} \). On \( \mathcal{D}^{(nn)} \), it accounts for the self-dipole-dipole interaction of each eigenmode of \( \hat{N} \). This contribution is important and will be taken into account fully, i.e., non-perturbatively. Conversely, the dipole-dipole interaction between different eigenmodes of \( \hat{N} \) is fully captured by the term \( \mathcal{R}^{(nn')} \), and will be treated perturbatively.
3. Perturbative eigenmode calculation

Let us briefly sketch the perturbative treatment of the above system of equations. By combining all the two-dimensional vectors $\mathbf{m}_n$ into an infinite-dimensional vector $\mathbf{M} \equiv (\mathbf{m}_0, \mathbf{m}_1, \ldots)^T$, we can cast the system of equations Eq. (A27) as

$$\mathcal{L} \mathcal{M} = 0,$$  \label{A31}

where $\mathcal{L}$ is an infinite-dimensional matrix. Note that throughout this section we reserve the double-bar notation $|\cdot\rangle$ for $2 \times 2$ matrices for the sake of clarity. The $2 \times 2$ block entries of the matrix $\mathcal{L}$ are given by

$$\mathcal{L}_{(nn')} = \delta_{nn'} D^{(nn)} + (1 - \delta_{nn'}) R^{(nn')}.$$ \label{A32}

Here, the indices given inside curly brackets denote $2 \times 2$ block entries, i.e. $\mathcal{L}_{(nn')} = \mathcal{L}_{2 \times 2}$ the $2 \times 2$ matrix occupying the $\{n, n'\}$ block of $\mathcal{L}$. The spin wave eigenmodes are in general a linear combination of all the modes $\mathbf{m}_n$. Their dispersion relations are given by the implicit equation

$$\det[\mathcal{L}] = 0.$$ \label{A33}

We aim at keeping the diagonal $2 \times 2$ block entries of Eq. (A32) as our unperturbed matrix, and apply perturbation theory to include the blocks $R^{(nn')}$. We will do this through block-diagonalization.

Let us assume it is possible to block-diagonalize the matrix $\mathcal{L}$, i.e. that we can solve the following generalized block eigenvalue equation:

$$\mathcal{L} |\mathbf{V}_{\alpha}\rangle = \Lambda_{\alpha} |\mathbf{V}_{\alpha}\rangle,$$ \label{A34}

where $\alpha$ is an index labelling the block eigenvalues and the block eigenvectors. We define the infinite block-diagonal matrix $\Lambda_{\alpha}$, whose $2 \times 2$ block entries are given by

$$\Lambda_{\alpha,l}^{(ij)} = \delta_{ij} \lambda_{\alpha}^{(l)},$$ \label{A35}

i.e., the diagonal blocks are all identical and equal to the $2 \times 2$ eigenblock $\lambda_{\alpha}^{(l)}$. The block eigenvectors $|\mathbf{V}_{\alpha}\rangle$, expressed in Dirac notation for convenience, are matrices formed by $2$ infinite column vectors. Because in a block diagonalization there might be more than one linearly independent vector corresponding to the same block eigenvalue, we have introduced an auxiliary index $\alpha$ labelling all the eigenvectors within each manifold $l$. If the block eigenvalue problem Eq. (A34) is solved, one can transform the coefficient matrix of our system of equations into a block-diagonal form,

$$\mathcal{L} \rightarrow \mathcal{L}' = \mathcal{L}.$$ \label{A36}

The $2 \times 2$ entries of the block-diagonal matrix $\mathcal{L}'$ are given by

$$\mathcal{L}'_{(ll')} = \delta_{ll'} \lambda_{\alpha}^{(l)},$$ \label{A37}

Due to this convenient structure the dispersion relations for the eigenmodes, Eq. (A33), are easily obtained as the determinant factorizes into a product of determinants of $2 \times 2$ matrices:

$$\det[\mathcal{L}] = \det[\mathcal{L}'] = \prod_{l=0}^{\infty} \det[\lambda_{\alpha}^{(l)}] = 0.$$ \label{A38}

Moreover, we can identify $l$ as an additional good mode index labelling the eigenmodes. The magnetization mode functions corresponding to mode $l$ can analogously be computed from the corresponding eigenvectors, $|\mathbf{V}_{\alpha}\rangle$. The problem of finding the spin wave eigenmodes and eigenfrequencies is thus reduced to block-diagonalizing the original matrix $\mathcal{L}$.

The block-diagonalization of the matrix $\mathcal{L}$ is carried out by dividing it into an unperturbed diagonal part $\mathcal{L}_d$ and an off-diagonal perturbation $\mathcal{L}_o$, given in block form by

$$\mathcal{L}_d_{(nn')} = \delta_{nn'} D^{(nn)},$$ \label{A39}

$$\mathcal{L}_o_{(nn')} = (1 - \delta_{nn'}) R^{(nn')}.$$ \label{A40}

The diagonal part is already in a block-diagonal form, and hence the zero-th order solution in the perturbation $R^{(nn')}$, namely the block-eigenvalue matrix $\Lambda_1^{(0)}$, is simply given by

$$\Lambda_1^{(0)}_{\alpha} = \delta_{ij} \lambda_1^{(0)} = \delta_{ij} D^{(ii)}.$$ \label{A41}

The zero-th order block eigenvectors are similarly given by $|\mathbf{V}_{\alpha}^{(0)}\rangle = (\bar{\mathbf{v}}, \bar{\mathbf{v}}, \ldots, \bar{\mathbf{v}}_{\alpha}^{(0)}, \ldots)^T$, i.e. they are zero except for a $2 \times 2$ block matrix at position $l$. Since this matrix is arbitrary we can identify four linearly independent block eigenvectors labelled by the index $\alpha = 1, \ldots, 4$. Hereafter and for simplicity, we choose these eigenvectors such that they form an orthonormal basis according to the inner product

$$\langle \mathbf{V}_{\alpha}^{(0)} | \mathbf{V}_{\beta}^{(0)} \rangle \equiv \begin{pmatrix} \bar{\mathbf{v}}_1 & \ldots & \bar{\mathbf{v}}_{\alpha}^{(0)} & \ldots \end{pmatrix} \begin{pmatrix} \bar{\mathbf{v}}_1^{(0)} \\ \vdots \\ \bar{\mathbf{v}}_{\alpha}^{(0)} \\ \vdots \end{pmatrix} = \delta_{\alpha \beta}. $$ \label{A42}

Note that the above orthogonality relations and the zero-th order solution are defined, we can proceed in an analogous way as in usual perturbation theory. First, we
expand the block-diagonalization equation Eq. (A34) in orders of the perturbation as

\[(\mathcal{L}_d + \mathcal{L}_o) \left( |V_{t\alpha}^{(0)} \rangle + |V_{t\alpha}^{(1)} \rangle + \ldots \right) = \left( \Lambda^{(0)}_t + \Lambda^{(1)}_t + \Lambda^{(2)}_t \ldots \right) \left( |V_{t\alpha}^{(0)} \rangle + |V_{t\alpha}^{(1)} \rangle + \ldots \right), \quad (A43)\]

where the terms with super-index \(n\) are of \(n\)-th order. To obtain the first-order correction to the equation we discard all the terms of order 2 or larger, obtaining

\[\mathcal{L}_d |V_{t\alpha}^{(1)} \rangle + \mathcal{L}_o |V_{t\alpha}^{(0)} \rangle = \Lambda^{(0)}_t |V_{t\alpha}^{(1)} \rangle + \Lambda^{(1)}_t |V_{t\alpha}^{(0)} \rangle. \quad (A44)\]

We can now overlap on the left with \((V_{t\beta}^{(0)})\) and use the hermiticity properties of the zero-th order solution and the orthogonality relation Eq. (A42) to obtain

\[\langle V_{t\beta}^{(0)} | \Lambda^{(1)}_t | V_{t\alpha}^{(0)} \rangle = \langle V_{t\beta}^{(0)} | \mathcal{L}_o | V_{t\alpha}^{(0)} \rangle = 0, \quad (A45)\]

where the last equality stems from the block-off-diagonal character of \(\mathcal{L}_o\). Since the above equation holds for any \(\alpha\) and \(\beta\) and the matrices \(\mathcal{V}_{t\alpha}^{(0)}\) form an orthonormal basis, we conclude that the first-order correction to the block eigenvalues is zero,

\[\Lambda^{(1)}_t = 0 \quad \rightarrow \quad \Lambda^{(1)}_t = \tilde{\Lambda}^{(1)}_t = 0. \quad (A46)\]

By following the usual route in perturbation theory one can easily find the first correction to the eigenvectors as

\[|V_{t\alpha}^{(1)} \rangle = \sum_{\nu' \neq \nu, \beta} \frac{\langle V_{t\beta}^{(0)} | \mathcal{L}_o | V_{t\alpha}^{(0)} \rangle}{\det \left[ \mathcal{D}^{(\nu\nu')} \right] - \det \left[ \mathcal{D}^{(\nu\nu)} \right]} |V_{t\nu}^{(0)} \rangle. \quad (A47)\]

In a similar way, it is possible to obtain eigenvalues and eigenvectors up to any order in perturbation theory [52].

### 4. Mode properties

To describe the properties of the spin waves in thin films, where exchange interaction dominates over dipole-dipole coupling, it is usually sufficient to include the dipole-dipole coupling up to first order in perturbation theory [24, 25, 52, 53]. Here, since the first-order correction to the block eigenvalues is zero, the eigenfrequency equation reads

\[\det(\mathcal{D}) = \det \left[ \mathcal{D}^{(nn)} \right] = 0 + \mathcal{O} \left( \left[ \mathcal{H}^{(nn')} \right]^2 \right), \quad (A48)\]

and hence we can still identify the index \(n\) introduced in Eq. (A23) as a good mode index labelling different spin wave bands. We can now group the three mode indices of a spin wave, namely \(n\) and the parallel wavevector \(k_p\), into a single compound index

\[\beta \equiv \{n, k_p\}. \quad (A49)\]
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**FIG. 5.** \(n = 0\) spin wave band of a YIG film for \(\mu_0 H_0 = 20\) mT (solid lines) and \(\mu_0 H_0 = 60\) mT (dashed lines), and for three values of the film thickness, namely \(d = 100\) nm (green), \(d = 200\) nm (black), \(d = 500\) nm (orange).

The dispersion relation of band \(n\) is given by

\[\det \left[ \mathcal{D}^{(nn)} \right] = \det \left[ \begin{array}{cc} \nu_{\beta x} & i \omega / \omega_M \\ -i \omega / \omega_M & \nu_{\beta y} \end{array} \right] = 0. \quad (A50)\]

Here, we have used the expression of the matrix \(\mathcal{D}^{(nn)}\) Eq. (A28) and calculated the elements \(\Gamma^{pp'}_{nn'}\) (Eq. (A30)) explicitly. Specifically, \(\Gamma^{xx}_{nn} = 0\), and we define

\[\nu_{\beta x} \equiv N_n(k_p) - \Gamma^{xx}_{nn}(k_p) = N_n(k_p) + 1 - P_{nn}(k_p), \quad (A51)\]

\[\nu_{\beta y} \equiv N_n(k_p) - \Gamma^{yy}_{nn}(k_p) = N_n(k_p) + \frac{k_p^2}{k_p^2} P_{nn}(k_p), \quad (A52)\]

with

\[P_{nn}(k_p) = \frac{k_p}{d} \int_0^d dx \int_0^d dx' e^{-k_p |x - x'|} \frac{\delta_{n0}}{2} S_n(x) S_n(x') \]

\[= \frac{\delta_{n0}}{2} \left[ \frac{k_p d}{(k_p d)^2 + (n \pi)^2} \right]^2 \times \frac{(k_p d)^2 + (n \pi)^2 - 2 k_p d (1 - (-1)^n e^{-k_p d})}{1 + \delta_{n0}}. \quad (A53)\]

The dispersion relation of band \(n\) is thus compactly written as

\[\omega_{\beta} = \omega_n(k_p) = \omega_M \sqrt{\nu_{\beta x} \nu_{\beta y}}. \quad (A54)\]

These frequencies correspond to the curves in Fig. 1(b). Let us briefly explore the properties of the spin wave frequencies. First, we consider the insightful long- and short-wavelength limits \(k_p d \ll 1\) and \(k_p d \gg 1\), which correspond to \(P_{nn} \approx 0\) and \(P_{nn} \approx 1\), respectively. In the long wavelength limit, the dispersion relation in the case of negligible exchange (i.e., moderate \(n\) and \(\alpha_x / d^2 \lesssim 1\)) tends to the expression of the uniformly precessing mode in the absence of exchange [19],

\[\omega_n(k_p) \approx \sqrt{\omega_H \omega_M}. \quad (A55)\]
On the other hand, if exchange is relevant (i.e., large $n$ and $\alpha_x/d^2 \gtrsim 1$), then $N_n(k_{||}) \gg 1$ and the long-wavelength limit becomes a quadratic function of the wavenumber [116] (see also Eq. [A24])

$$\omega_n(k_{||}) \approx \omega_M \left[ N_n(k_{||}) + \frac{1}{2} \right]. \quad (A56)$$

For short wavelength modes, the exchange interaction always dominates and one obtains, for $n \ll k_{||}d/\pi$, the dispersion of exchange spin waves in a bulk material [54],

$$\omega_n(k_{||}) \approx \left( \omega_H + \omega_M \alpha_x k_{||}^2 \right) \left[ 1 + \frac{\omega_M \sin^2 \phi_k}{\omega_H + \omega_M \alpha_x k_{||}^2} \right]. \quad (A57)$$

Second, note that, aside from the three dimensionless mode indices $n, k_{||}d, \phi_k$, the spin wave eigenfrequencies depend explicitly on $H_0$ and the film thickness $d$. As shown by Fig. 5, increasing $H_0$ leads to the bands shifting to higher frequencies (see Eq. (A55)), while decreasing $d$ leads to the band becoming increasingly parabolic as exchange interaction becomes more relevant.

Let us now focus on the magnetization eigenmodes. Since for thin films the different bands are usually very spaced in energies (see e.g. Fig. 1[b]), the first-order corrections Eq. (A47), which are inversely proportional to $\omega_n(k_{||}) - \omega_n(k_{||}')$, are typically small and become only relevant at the band crossings where they result in a lifting of the degeneracy via mode splitting [52]. Here we will work far from these particular points and thus describe the eigenmodes through their zero-th order expressions [24, 116], given by the diagonal part of Eq. (A27)

$$\overline{D}^{(mn)} \mathbf{m}_n = 0. \quad (A58)$$

Combining the above equation with Eqs. (A50) and (A54) we obtain the following relation for the spin wave amplitudes,

$$\mathbf{m}_n \propto \left[ -i \sqrt{\nu_{\beta y}} \right] e^{i k_{||} r_{||}} \left[ \begin{array}{c} \sqrt{\nu_{\beta y}} \\ i \sqrt{\nu_{\beta x}} \\ 0 \end{array} \right]. \quad (A59)$$

The magnetization mode function of an eigenmode is thus obtained directly from its definition Eq. (A14), together with Eqs. (A23) and (A26):

$$\mathbf{m}_\beta(r) = \sqrt{\frac{2}{1 + \delta_n^{(p)}}} \cos \left( \frac{n \pi x}{d} \right) e^{i k_{||} r_{||}} \left[ \begin{array}{c} \sqrt{\nu_{\beta y}} \\ i \sqrt{\nu_{\beta x}} \\ 0 \end{array} \right] \quad (A60)$$

in Cartesian coordinates, up to an arbitrary normalization constant. Finally, the magnetic field mode functions are obtained using the identities Eqs. (A16)-(A18). Here we focus on the fields outside the film, and introduce an additional index $\eta \equiv \text{sign}[x]$ to differentiate between the field above and below the film ($\eta = +1$ and $\eta = -1$ respectively; see Fig. 6[a]). The mode functions outside the film can be written in a compact form as

$$\mathbf{h}_{\beta\eta}(r) = \mathbf{h}_{n\eta}(k_{||}, r) =$$

$$= h_{\beta\eta 0} e^{i k_{||} r_{||}} e^{-k_{||} t} \left[ \begin{array}{c} 1 \\ -i n k_y / k_{||} \\ -i n k_z / k_{||} \end{array} \right] \quad (A61)$$

where we have defined the absolute distance from the surface of the film,

$$l \equiv \left\{ \begin{array}{ll} x - d & \text{for } x > d \\ -x & \text{for } x < 0 \end{array} \right. \quad (A62)$$

The amplitudes in Eq. (A61) are given by

$$h_{\beta\eta 0} = \sqrt{\frac{2}{1 + \delta_n^{(p)}}} \left( \sqrt{\nu_{\beta y}} + \eta k_y / k_{||} \sqrt{\nu_{\beta z}} \right) \eta^n \times \frac{(k_{||} d)^2}{(k_{||} d)^2 + (n \pi)^2} \left( -e^{-k_{||} d} + (-1)^n \right). \quad (A63)$$

Note that $h_{\beta\eta 0}$ is real and fulfills the symmetry properties

$$h_{n+0}(k_y, k_z) = h_{n+0}(k_y, -k_z) \quad (A64)$$

and

$$h_{n+0}(k_y, k_z) = (-1)^n h_{n-0}(-k_y, k_z) \quad (A65)$$

which will be useful in the following sections.

It is insightful, especially regarding the coupling of spin waves to paramagnetic spins, to explore the properties of the magnetic field mode functions. According to Eq. (A61) the modal field has a plane-wave dependence on the $y$ and $z$ coordinates and decays exponentially with the distance to the film $l$ (see Fig. 6[a] or Eq. (A62) in the main text). Both its polarization and its amplitude depend on wavenumber $k_{||}$, propagation direction $\phi_k$, and film side $\eta$, giving rise to rich phenomenology [53, 54]. To gain insight into it, we define two position-independent quantities describing the field intensity and direction. First, the normalized field intensity $I_{n\eta}(k_{||}, \phi_k) \equiv |h_{\beta\eta 0}|^2 / \max_{k_{||}, \phi_k} |h_{\beta\eta 0}|^2$, displayed in Fig. 6(b) for the fundamental band $n = 0$ (similar results are obtained for higher $n$). As shown by this figure, the field intensity is different on both sides of the film except in the parallel propagation case, $\phi_k = \pm \pi/2$. Additionally, as evidenced by the differences between solid and dashed lines, the ratio between the field intensities on each side of the film depends on $k_{||} d$. This so-called modal-profile non-reciprocity is well known in the literature [52, 55] and, for spin waves fulfilling $\sqrt{\nu_{\beta y}} = -n \cos(\phi_k) \sqrt{\nu_{\beta z}}$, reaches its most pronounced manifestation as the film completely vanishes on one side of the film. In the relevant limits $k_{||} d \gtrsim 1$ (solid lines in Fig. 6[b]) or $d^2/\alpha_x \lesssim k_{||} d \lesssim 1$ this maximum

\footnote{Note that the regime $d^2/\alpha_x \lesssim k_{||} d \lesssim 1$ is not realizable with the parameters in Table 1 as $d^2/\alpha_x \approx 30$.}
asymmetry is reached for Damon–Eshbach propagation, \( \phi_k = 0, \pi \) (see e.g. [55, 116]). To quantify the direction of the modal field, we define its degree of polarization along a unit vector \( \mathbf{e}_j \) above the film (\( \eta = +1 \)) as \( P_{e_j}(\phi_k) \equiv | \mathbf{e}_j \cdot \mathbf{h}_{\beta+}(\mathbf{r}) | / | \mathbf{h}_{\beta+}(\mathbf{r}) \cdot \mathbf{h}_{\beta+}(\mathbf{r}) |^{1/2} \), which by definition depends exclusively on the angle \( \phi_k \). Note that the above quantity completely determines the polarization also below the film, since from Eq. (A61) we can deduce that the degree of polarization along \( \mathbf{e}_j \) below the film is given by \( P_{e_j}(-\phi_k) \). A further useful property derived from such equation is \( \mathbf{h}_{\beta+}(\mathbf{r}) \cdot \mathbf{h}_{\beta-}(\mathbf{r}) = 0 \), i.e., the field polarizations above and below the film are always orthogonal. In Fig. 6(c) we display the degree of polarization as a function of \( \phi_k \) for the three cylindrical basis vectors

\[
\{ \mathbf{e}_+ , \mathbf{e}_- , \mathbf{e}_z \} = \left\{ \frac{\mathbf{e}_x + i \mathbf{e}_y}{\sqrt{2}} , \frac{\mathbf{e}_x - i \mathbf{e}_y}{\sqrt{2}} , \mathbf{e}_z \right\}. \tag{A66}
\]

Whereas for parallel propagation (\( \phi_k = \pm \pi / 2 \)) the modal field has components along all the basis vectors, \(^9\) in the Damon–Eshbach configuration the field is exactly polarized along one of the cylindrical vectors \( \mathbf{e}_{\pm} \), with exactly the opposite helicity on the other side of the film. This polarization structure has a strong impact on the spin-wave dynamics in the presence of spin qubits as we discuss in the main text.

5. Quantization, magnon dynamics, and magnon decay rates

We carry out the quantization of the spin waves following the procedure established by Mills for finite samples [56]. We do not show the details of this quantization as it has been discussed in detail in the literature [57]. For an infinitely extended film, we can extend this formalism following the quantization-in-a-box procedure common in quantum optics. First, we assume the film has an extension \( L \) along \( y \) and along \( z \), and obeys periodic boundary conditions at the film edges \( y = \pm L / 2 \) and \( z = \pm L / 2 \). We then proceed with the quantization and take the continuum limit \( L \to \infty \) when computing observables. In this limit, no observable will depend on the quantization length \( L \). Following this procedure, we write the magnetization of the spin wave in the Schrödinger picture as

\[
\mathbf{m}(\mathbf{r}) = \sum_\beta \mathcal{M}_{0\beta} [ \mathbf{m}_\beta(\mathbf{r}) \hat{s}_\beta + \text{H.c.}], \tag{A67}
\]

where the ladder operators, which describe the creation and annihilation of spin wave quanta (magnons), obey bosonic commutation relations,

\[
[\hat{s}_\beta, \hat{s}_{\beta'}^\dagger] = \delta_{\beta \beta'} ; \quad [\hat{s}_\beta, \hat{s}_{\beta'}] = 0, \tag{A68}
\]

and the zero-point magnetization is given by

\[
\mathcal{M}_{0\beta} = \sqrt{\frac{\hbar |\mathbf{M}_S| \omega_\beta}{2L^2d \omega_\beta}}. \tag{A69}
\]

The magnetic field operator has a similar expression, namely

\[
\mathbf{h}(\mathbf{r}) = \sum_\beta \mathcal{M}_{0\beta} [ \mathbf{h}_\beta(\mathbf{r}) \hat{s}_\beta + \text{H.c.}], \tag{A70}
\]

Finally, the Hamiltonian operator for the spin waves reads

\[
\hat{H}_{SW} = \hbar \sum_\beta \omega_\beta \hat{s}_\beta^\dagger \hat{s}_\beta. \tag{A71}
\]

\(^9\) As a matter of fact, for parallel propagation the spin wave is circularly polarized in the \( x - z \) plane, i.e., it has a longitudinal component of the same magnitude as its transverse component.
spin wave density matrix, at temperature which describes absorption and decay into a thermal bath. In a quantum lossless classical system. In particular, we add a dissipative term necessary to include their dissipation. In a quantum case for Eq. (A72), the above equations of motion form a closed system of differential equations and can thus be solved exactly [58, 64]. Here we compute the equations of motion for single magnon operators and for two-operator products, which are given by

$$\frac{d}{dt} \langle \hat{\tilde{s}}_\beta (t) \rangle = \left( -i \omega_\beta - \frac{\gamma_\beta}{2} \right) \langle \hat{\tilde{s}}_\beta (t) \rangle, \quad (A76)$$

$$\frac{d}{dt} \langle \hat{\tilde{s}}_\beta \hat{\tilde{s}}_{\beta'} (t) \rangle = \left[ -i (\omega_\beta + \omega_{\beta'}) - \frac{\gamma_\beta + \gamma_{\beta'}}{2} \right] \langle \hat{\tilde{s}}_\beta \hat{\tilde{s}}_{\beta'} (t) \rangle, \quad (A77)$$

Finally, we can use the above results, together with the quantum regression formula [58], to calculate the steady-state two-time correlators of the magnon operators, which determine the effective dynamics of NV centres as shown in Appendix E. Specifically, for a thermal state, correlators between two creation or two annihilation operators vanish, i.e.,

$$\langle \hat{\tilde{s}}_\beta (t) \hat{\tilde{s}}_{\beta'} (t - s) \rangle_{ss} = 0 \quad \forall s. \quad (A79)$$

On the other hand, correlators between a creation and an annihilation operator are given, for $s \geq 0$, by

$$\langle \hat{\tilde{s}}_\beta^\dagger (t) \hat{\tilde{s}}_{\beta'} (t - s) \rangle_{ss} = \delta_{\beta \beta'} \bar{n}_\beta e^{i (\omega_\beta - \gamma_\beta / 2) s}, \quad (A80)$$

$$\langle \hat{\tilde{s}}_\beta (t) \hat{\tilde{s}}_{\beta'}^\dagger (t - s) \rangle_{ss} = \delta_{\beta \beta'} (1 + \bar{n}_\beta) e^{-(i \omega_\beta - \gamma_\beta / 2) s}. \quad (A81)$$

The corresponding correlators for negative $s$ are obtained from the above expressions using the time-translational definitive property of the steady-state, i.e.,

$$\langle \hat{O}_1 (t) \hat{O}_2 (t - s) \rangle_{ss} = \langle \hat{O}_1 (t + s) \hat{O}_2 (t) \rangle_{ss} \quad (A82)$$

for any two operators $\hat{O}_1$ and $\hat{O}_2$.

Once we have shown how to extract all the dynamical information of the spin waves from the master equation, the only step left is to relate the quantum decay rate, $\gamma_\beta$, to the measured spin wave lifetimes which are usually defined and measured in the classical limit. Classically, the losses of spin waves are modelled by adding the Gilbert damping term $(\alpha_G / M_S) \mathbf{M}(\mathbf{r}, t) \times (d/dt) \mathbf{M}(\mathbf{r}, t)$ to the right-hand side of the Landau Lifshitz equation Eq. (A1), with $\alpha_G$ the adimensional Gilbert damping parameter [18, 19]. Together with the mode frequency $\omega_\beta$, the damping $\alpha_G$ determines the lifetime of a given spin wave mode $\beta$ [18, 19, 63]. Classically, the lifetime or relaxation time $\tau_\beta$ of a spin wave eigenmode $\beta$ is defined as

$$\tau_\beta = \frac{\gamma_\beta}{\alpha_G}.$$
The factor 1/e [19]. Here we use the expression provided by phenomenological loss theory [19, 65, 66],

\[
\frac{1}{\tau_{\beta}} = \alpha_G \omega_{\beta} \frac{\partial \omega_{\beta}}{\partial \omega_H},
\]

(A83)

which applies for small \( \alpha_G \) (for YIG, \( \alpha_G = 10^{-4} \) [65]) and is known to be a good description of propagation loss in thin films and stripes [65]. The relaxation time is usually inferred by coherently driving a selected spin wave mode through diverse methods and observing the decay of their amplitude [24, 25, 63, 118–120]. We thus compute, using the equations of motion Eqs. (A76)–(A78), the expected value of the magnetization for a coherently populated single mode \( \beta_0 \), i.e., for an initial magnon state fulfilling \( \langle \hat{s}_{\beta}(t=0) \rangle = \alpha_0 \delta_{\beta_0} \):

\[
\langle \hat{m}(r, t) \rangle_{\text{coh}} \propto e^{-\gamma_{\beta} t/2} \text{Re} \left[ \alpha_0 \hat{m}_{\beta_0}(r) e^{-i \omega_{\beta} t} \right].
\]

(A84)

Combining this equation, the definition of \( \tau_{\beta} \), and its expression Eq. (A83), we establish a correspondence between the spin wave relaxation time \( \tau_{\beta} \) and its decay rate through

\[
\gamma_{\beta} = \frac{2}{\tau_{\beta}}.
\]

(A85)

The following explicit expression can be obtained from Eqs. (A83) and (A54),

\[
\gamma_{\beta} = \alpha \omega_M (\nu_{\beta x} + \nu_{\beta y}).
\]

(A86)

This expression is displayed in Fig. 7 for Damon-Eshbach (\( \phi_s = 0 \)) and parallel (\( \phi_s = \pi/2 \)) propagation modes. As evidenced by the figure, \( \gamma_{\beta} \) lies in the MHz range, corresponding to a spin wave lifetime of around \( \tau_{\beta} \sim 300 \text{ ns} \) which agrees with experiments. Finally, note that \( \gamma_{\beta} \) displays the relevant symmetries \( \gamma_{\beta}(k_y, k_z) = \gamma_{\beta}(-k_y, k_z) = \gamma_{\beta}(k_y, -k_z) \), which will be used in the next sections.

6. Magnon power spectral densities.

The potential of spin waves is conditioned to the degree of precision with which they can be measured. Usually, measurements are carried out on the spin wave magnetic field, and thus the figure of merit for sensing is the magnetic field power spectral density. We define the power spectral density of the magnetic field as

\[
S_{m, e_k}(\mathbf{r}, \omega) \equiv \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega^2 e^{i \omega s} \times \left\langle \left( \mathbf{e}_j \cdot \hat{h}(\mathbf{r}, t) \right) \left( \hat{h}(\mathbf{r}, t - s) \cdot \mathbf{e}_k \right) \right\rangle_{ss},
\]

(A87)

i.e., as the Fourier transform of the steady-state two-time correlator of two arbitrary vector components of the spin wave magnetic field. Hereafter we will focus on the steady state of Eq. (A72), namely a thermal state, but we remark that the power spectral density can be computed for arbitrary steady states such as, e.g., a spin wave coherent state. Note that, as can be easily shown, the power spectral density of the total magnetic field \( \hat{H}(\mathbf{r}) \equiv \hat{H}_0 + \hat{h}(\mathbf{r}) \) is also given by Eq. (A87) for all \( \omega \not= 0 \), as the only effect of the homogeneous component \( \hat{H}_0 \) appears at \( \omega = 0 \).

To compute the power spectral densities, we first calculate the two-time correlators of two arbitrary components of the spin wave magnetic field using Eqs. (A70), (A61), and (A63),

\[
\left\langle \left( \mathbf{e}_j \cdot \hat{h}(\mathbf{r}, t) \right) \left( \hat{h}(\mathbf{r}, t - s) \cdot \mathbf{e}_k \right) \right\rangle_{ss} = \sum_{\beta} M_{\beta 0}^2 \delta_{\beta_0}^2 e^{-2k_l^2 t} \left[ \hat{A}_{jk}(-\eta, \mathbf{k}_\parallel) \langle \hat{s}_{\beta}(t) \hat{s}_{\beta}^\dagger(t - s) \rangle_{ss} + \hat{A}_{jk}(\eta, \mathbf{k}_\parallel) \langle \hat{s}_{\beta}(t) \hat{s}_{\beta}(t - s) \rangle_{ss} \right].
\]

(A88)

Here, we have defined the matrix elements \( \hat{A}_{jk}(\eta, \mathbf{k}_\parallel) \equiv [\mathbf{e}_j^\ast \cdot \mathbf{v}_\eta(\mathbf{k}_\parallel)][\mathbf{v}_\eta^\ast(\mathbf{k}_\parallel) \cdot \mathbf{e}_k] \), with \( \mathbf{v}_\eta(\mathbf{k}_\parallel) \equiv [1, -i \eta k_y/k_\parallel, -i \eta k_z/k_\parallel]^T \). By explicitly introducing the magnon correlators Eqs. (A80) and (A81), integrating over the delay \( s \), and using the symmetry \( \hat{A}_{jk}(\eta, \mathbf{k}_\parallel) = \hat{A}_{kj}^\ast(\eta, \mathbf{k}_\parallel) \), we compute the power spectral density as

\[
S_{m, \mathbf{e}_k}(l, \omega) = \frac{1}{2\pi} \sum_{\beta} M_{\beta 0}^2 \delta_{\beta_0}^2 e^{-2k_l^2 l} \gamma_{\beta} \left[ \hat{A}_{jk}(\eta, \mathbf{k}_\parallel) \frac{\bar{n}_{\beta} + 1}{(\omega - \omega_{\beta})^2 + (\gamma_{\beta}/2)^2} + \hat{A}_{jk}(\eta, \mathbf{k}_\parallel) \frac{\bar{n}_{\beta}}{(\omega + \omega_{\beta})^2 + (\gamma_{\beta}/2)^2} \right].
\]

(A89)
The above expression is valid for any two vectors $\mathbf{e}_j$ and $\mathbf{e}_k$. Here, we are interested in the (relatively simpler) power spectral density expressed in the cylindrical basis $\{\mathbf{e}_+ , \mathbf{e}_- , \mathbf{e}_z\}$ defined by Eq. (A66). In this basis the above matrix takes the form

$$
\tilde{\Lambda}(\eta, k_\parallel) = \frac{1}{2k_\parallel^3} \begin{pmatrix}
(k_\parallel - \eta k_y)^2 & -i\eta \sqrt{2}k_z(k_\parallel - \eta k_y) \\
-k_\parallel^2 & (k_\parallel + \eta k_y)^2 + i\eta \sqrt{2}k_z(k_\parallel + \eta k_y) \\
-i\eta \sqrt{2}k_z(k_\parallel - \eta k_y) & -i\eta \sqrt{2}k_z(k_\parallel + \eta k_y)
\end{pmatrix}.
$$

(A90)

Using this expression, and expressing the sum in mode indices \(\beta\) explicitly in integral form as

$$
\sum_\beta \rightarrow \left(\frac{L}{2\pi}\right)^2 \sum_n d^2k_\parallel,
$$

(A91)

we can numerically compute the power spectral densities.

Due to the symmetries Eq. (A64)-(A65) and the invariance of \(\gamma_\beta\) and \(\omega_\beta\) under change of sign of \(k_y\) or \(k_z\), the following properties for the power spectral densities can be proven:

1. The power spectral densities depend only on the vertical distance to the film, \(l\) (see Fig. 6), and are independent on the \(y\) and \(z\) coordinates.

2. On each side of the film, the power spectral densities fulfill

$$
S_{\mathbf{e}_+\mathbf{e}_+}(l, \omega) = S_{\mathbf{e}_-\mathbf{e}_-}(l, \omega) = 0,
$$

(A92)

$$
S_{\mathbf{e}_+\mathbf{e}_-}(l, \omega) = S_{\mathbf{e}_-\mathbf{e}_+}(l, \omega) = \frac{1}{2} S_{\mathbf{e}_z\mathbf{e}_z}(l, \omega),
$$

(A93)

3. In the high temperature limit \((\tilde{n}_\beta \gg 1)\), the power spectral density along \(\mathbf{e}_z\) is an even function,

$$
S_{\mathbf{e}_z\mathbf{e}_z}(l, \omega) = S_{\mathbf{e}_z\mathbf{e}_z}(l, -\omega) \quad \text{for} \ \tilde{n}_\beta \gg 1.
$$

(A94)

Conversely, the functions $S_{\mathbf{e}_+\mathbf{e}_+}$ and $S_{\mathbf{e}_-\mathbf{e}_-}$ are not even due to the non-reciprocal modal properties discussed above. However, they are related through

$$
S_{\mathbf{e}_+\mathbf{e}_+}(r, -\omega) = S_{\mathbf{e}_-\mathbf{e}_-}(r, \omega) \quad \text{for} \ \tilde{n}_\beta \gg 1.
$$

(A95)

4. The power spectral densities on different sides of the film are related through

$$
\begin{bmatrix}
S_{\mathbf{e}_+\mathbf{e}_+}(l, \omega) \\
S_{\mathbf{e}_-\mathbf{e}_-}(l, \omega) \\
S_{\mathbf{e}_z\mathbf{e}_z}(l, \omega)
\end{bmatrix}_{\eta=1} =
\begin{bmatrix}
S_{\mathbf{e}_+\mathbf{e}_+}(l, \omega) \\
S_{\mathbf{e}_-\mathbf{e}_-}(l, \omega) \\
S_{\mathbf{e}_z\mathbf{e}_z}(l, \omega)
\end{bmatrix}_{\eta=-1}.
$$

(A96)

Because of the above relations, we can focus on the three independent power spectral densities $S_{\mathbf{e}_+\mathbf{e}_+}(r, \omega)$, $S_{\mathbf{e}_-\mathbf{e}_-}(r, \omega)$, and $S_{\mathbf{e}_z\mathbf{e}_z}(r, \omega)$ above the film ($\eta = 1$). In Fig. 8(a-c) we display the square root of these three quantities at room temperature ($T = 300\mathrm{K}$), for $\mu_0 H_0 = 20\mu\mathrm{T}$ and $l = a = 200\mathrm{nm}$. The involved form of the total power spectral densities (dashed lines) is a consequence of adding the contributions from each spin wave band \(n\), displayed by the different colored lines. At frequencies below the cutoffs of each spin wave band, the power spectral densities are suppressed due to the absence of resonant eigenmodes. At the cutoff frequency of each band, indicated by the vertical grid lines in the figure, the power spectral density shows a sharp jump due to the sudden increase in the density of states \(\propto (d\omega_\beta/dk_\parallel)^{-1}\), followed by a smooth decrease as such density of states is reduced. Finally, note that as discussed above the power spectral density $S_{\mathbf{e}_z\mathbf{e}_z}(l, \omega)$ is an even function of frequency, whereas the functions $S_{\mathbf{e}_+\mathbf{e}_-}(l, \omega)$ are strongly asymmetric and, above cutoff, their values at positive and negative frequencies differ by roughly an order of magnitude. This asymmetry stems directly from the non-reciprocal spin wave mode properties. The above basic features of the power spectral densities remain unchanged at low temperature or at different positions \(l\) above the film, as evidenced by Fig. 8(d-f). As shown by this figure, the power spectral densities decrease both at lower temperature and at larger distances from the film \(l\), following the reduction of the thermal amplitude of the spin wave magnetic field. As a final remark, note that the power spectral densities shown in Fig. 8 are experimentally measurable as they lie well above the sensitivity limit ($\sim 10^{-4} - 10^{-6}\mu\mathrm{T}/\sqrt{\mathrm{Hz}}$) of ultra-sensitive room-temperature magnetometry techniques based e.g. on ensembles of NV centres [121, 122] or on atomic vapor cells [122–124].

7. Second-order correction to the spin wave fields

In order to evaluate the spin-wave induced dephasing of the NV centres in the following sections, the expressions of the spin-wave magnetization and magnetic fields have to be computed to second order in magnon operators. This is equivalent to considering the lowest-order nonlinear terms in the spin wave approximation Eq. (A5). We proceed in the standard way [4, 57] by writing the total magnetization as

$$
\mathbf{M}(r, t) = M_x(r, t)e_x + M_y(r, t)e_y + \\
\quad + \sqrt{M_z^2 - M_x^2(r, t) - M_y^2(r, t)}e_z,
$$

(A97)
and expanding to second order in the spin wave amplitudes \( m_x \) and \( m_y \),

\[
\mathbf{M}(r, t) = M_S \mathbf{e}_z + \mathbf{m}(r, t) - \frac{\mathbf{m}(r, t) \cdot \mathbf{m}(r, t)}{2M_S} \mathbf{e}_z + \mathcal{O}(\mathbf{m}^3).
\]  

(A98)

Here, \( \mathbf{m}(r, t) = m_x(r, t) \mathbf{e}_x + m_y(r, t) \mathbf{e}_y \) is the first-order spin wave amplitude, i.e. the solution of the linearized Landau-Lifshitz equation Eq. (A6). By substituting it by the Green’s tensor by Eq. (A7). Thus, to second order in magnon operators, the spin wave field operator reads

\[
\hat{h}^{(2)}(r) = \hat{h}(r) + \delta\hat{h}(r),
\]

(A102)

with \( \hat{h}(r) \) being the first-order magnetic field given by Eq. (A70), and a second order correction given by

\[
\delta\hat{h}(r) = \sum_{\beta\beta'} \left[ X_{\beta\beta'}^{+}(r) \hat{s}_\beta \hat{s}_{\beta'} + X_{\beta\beta'}^{-}(r) \hat{s}_\beta \hat{s}_{\beta'}^\dagger + \text{H.c.} \right],
\]

(A103)

where we define the vectors

\[
\begin{bmatrix}
X_{\beta\beta'}^{+}(r) \\
X_{\beta\beta'}^{-}(r)
\end{bmatrix}
\equiv - \frac{M_{0\beta} M_{0\beta'}}{2M_S} \int d^3r \mathbf{\overline{r}}(r - r') e_z \begin{bmatrix}
\mathbf{m}_\beta(r') \cdot \mathbf{m}_{\beta'}(r') \\
\mathbf{m}_\beta(r') \cdot \mathbf{m}_{\beta'}^\dagger(r')
\end{bmatrix},
\]

(A104)

In order to compute the coefficients \( X_{\beta\beta'}^{\pm}(r) \), we introduce the expression of the magnetization mode functions, Eq. (A60), into Eq. (A104) and rearrange the terms to write in a compact form

\[
X_{\beta\beta'}^{\pm} = \frac{M_{0\beta} M_{0\beta'}}{M_S} X_{\beta\beta'}^{\pm}(r, k_\parallel \pm k'_\parallel),
\]

(A105)

where

\[
X_{\beta\beta'}^{\pm} = \frac{-1}{\sqrt{(1 + \delta_{\alpha 0})(1 + \delta_{\alpha 0})}} \times \left( \sqrt{\nu_{\beta\gamma}^\pm \nu_{\gamma\beta}^\dagger} + \sqrt{\nu_{\beta\dagger}^\pm \nu_{\alpha\beta}^\dagger} \right)
\]

(A106)
with $\nu_{\beta x}$ and $\nu_{\beta y}$ given by Eqs. (A51) and (A52), and

$$x_{nm}(r, q) \equiv \int_{\text{slab}} d^3r \, \overline{\mathcal{g}}(r - r') e_z \times \cos \left[ n\pi \frac{x'}{d} \right] \cos \left[ n'\pi \frac{x'}{d} \right] e^{iqr''}. \quad \text{(A107)}$$

We now focus on a position $r$ outside the slab, and introduce the Green’s tensor Eq. (A11) to find the following expression for the above integral:

$$x_{nm}(r, q) = e^{iq'' r} e^{-q'' l} (-1)^{n+n'} \frac{q_z d}{4} \left[ \begin{array}{c} i n q d \\ -q_y d \\ -q_x d \end{array} \right] \times \left( 1 - e^{-q l} \right) \sum_{\lambda = \pm} \frac{1}{\pi^2 (n' + \lambda n)^2 + (q d)^2}. \quad \text{(A108)}$$

where we have introduced the absolute distance to the slab, $l$, as in Eq. (A62), and the variable $\eta$ to differentiate between positions $r$ above and below the slab. Note that, importantly, the above function decays exponentially with the modulus of $q_{||}$ and

$$x_{nm}(r, 0) \to 0. \quad \text{(A109)}$$

This, combined with Eqs. (A105) and (A106), leads to the result

$$X_{\beta\beta} = 0, \quad \text{(A110)}$$

which will be important in the following sections.

## B. Nitrogen-Vacancy centres

This Appendix is devoted to the analysis of the NV centres and their dynamics. First, in Sec. B1, we theoretically describe the Hamiltonian and dissipative mechanisms governing the dynamics of a single NV centre in thermal equilibrium. We derive the equations of motion for all the observables and rigorously define the dissipation rates in terms of the lifetimes $T_1$ and $T_2$, and we compute the two-time correlators for NV centre observables. Then, in Sec. B2, we extend our analysis to optically pumped NV centres. We compute the dynamics of the NV observables and determine the optimal pumping rate. Finally, we compute both the two-time correlators and the NV correlation time in the presence of optical pumping.

### 1. Dynamics of a single isolated NV centre in thermal equilibrium

In this section we study the dynamics of a single NV centre in thermal equilibrium. As in the main text, we assume the symmetry axis of the NV centre is oriented parallel to the $z-$axis, and a static magnetic field $H_0 = H_0 e_z$ is applied along this axis. The ground state manifold is a spin triplet with total spin $S = 1$, thus containing three states $|0\rangle$, $|+\rangle$, and $|-\rangle$ corresponding to the eigenstates of the spin operator $\hat{S}_z$, with eigenvalue $m_S = 0, +1, -1$, respectively. In the absence of optical pumping, excited states are uncoupled and we can describe the NV centre through the Hamiltonian of the ground state manifold $[10, 11, 59–61]:$

$$\hat{H}_{ps} = \hbar^{-1} D_0 \hat{S}_z^2 + \omega_H \hat{S}_z = \hbar \sum_{\alpha = \pm} \omega_{\alpha} \hat{\sigma}_{\alpha\alpha}, \quad \text{(B1)}$$

where we define the transition matrices $\hat{\sigma}_{\alpha\alpha'} = |\alpha\rangle \langle \alpha'|$ and the frequencies $\omega_{\pm} = D_0 \pm \omega_H$ and $\omega_H \equiv |\gamma_s| \mu_0 H_0$, and the $z-$component of the spin operator is given by $\hat{S}_z = \hbar = \hat{\sigma}_{++} - \hat{\sigma}_{--}$. For an NV centre the gyromagnetic factor is $\gamma_s = \gamma$ (see Table 1). The density matrix of the NV centre obeys the von Neumann equation

$$\frac{d}{dt} \hat{\rho}_{ps} = -\frac{i}{\hbar} \left[ \hat{H}_{ps}, \hat{\rho}_{ps} \right] + D_{ps} [\hat{\rho}_{ps}], \quad \text{(B2)}$$

where the second term accounts for dissipation, namely decay and dephasing. In principle, there are different approaches to describe these processes $[59–61, 67]$. Here we choose the description given by the dissipator

$$D_{ps}[\hat{\rho}] = \frac{\kappa_2}{\hbar^2} \mathcal{L}_{\hat{S}_z \hat{S}_z} [\hat{\rho}] + \kappa_1 \sum_{\alpha = \pm} (\bar{n}_\alpha \mathcal{L}_{\hat{\sigma}_{\alpha\alpha} \hat{\sigma}_{\alpha\alpha}} [\hat{\rho}] + (\bar{n}_\alpha + 1) \mathcal{L}_{\hat{\sigma}_{\alpha\alpha} \hat{\sigma}_{\alpha\alpha}} [\hat{\rho}]). \quad \text{(B3)}$$

The first term above describes dephasing at a rate $\kappa_2$, whereas the second line describes decay and absorption at a rate $\kappa_1$ along the two NV transitions, namely $|0\rangle \leftrightarrow |\pm\rangle$, induced by a bosonic thermal reservoir at temperature $T$, with $\bar{n}_\alpha = \exp(\hbar \omega_\alpha / k_B T) - 1^{-1}$.

The equations of motion for the spin observables can be obtained from the above equation. On the one hand, the two independent quantities describing the level occupations ($\hat{\sigma}_{\alpha\alpha}$) obey the coupled system of equations$[60, 67, 68]$

$$\frac{d}{dt} \begin{bmatrix} \langle \hat{\sigma}_{00} \rangle \\ \langle \hat{S}_z / \hbar \rangle \end{bmatrix} = \begin{bmatrix} \kappa_1 + \gamma_+ & \gamma_- \\ \gamma_+ & \kappa_1 + \gamma_+ + \gamma_- \end{bmatrix} \begin{bmatrix} \langle \hat{\sigma}_{00} \rangle \\ \langle \hat{S}_z / \hbar \rangle \end{bmatrix}, \quad \text{(B4)}$$

with

$$\mathcal{M}_0 = \begin{bmatrix} \kappa_1 + 3\gamma_+ & \gamma_- \\ \gamma_- & \kappa_1 + \gamma_+ \end{bmatrix} \quad \text{(B5)}$$

and

$$\gamma_\pm \equiv \frac{\kappa_1}{2} (\bar{n}_- \pm \bar{n}_+). \quad \text{(B6)}$$

The general solution of the above equation is given by

$$\begin{bmatrix} \langle \hat{\sigma}_{00}(t) \rangle \\ \langle \hat{S}_z(t) / \hbar \rangle \end{bmatrix} = e^{-(\kappa_1 + 3\gamma_+) t} \mathcal{M}_0(t) \begin{bmatrix} \langle \hat{\sigma}_{00}(0) \rangle \\ \langle \hat{S}_z(0) / \hbar \rangle \end{bmatrix} + e^{-(\kappa_1 + 3\gamma_+) t} \mathcal{M}_0(t) \begin{bmatrix} \langle \hat{\sigma}_{00}(t) \rangle - \langle \hat{\sigma}_{00}(0) \rangle \\ \langle \hat{S}_z(t) / \hbar \rangle - \langle \hat{S}_z(0) / \hbar \rangle \end{bmatrix}, \quad \text{(B7)}$$

where $\mathcal{M}_0(t)$ is a matrix exponential and $\mathcal{L}$ is a superoperator that satisfies $\mathcal{L}[\hat{\rho}] = \mathcal{L}_{\hat{\rho}} = -i [\hat{H}_{ps}, \hat{\rho}] - \frac{1}{4} \left[ \hat{D}_{ps}[\hat{\rho}], [\hat{D}_{ps}[\hat{\rho}]] \right]$.
with
\[ \overline{M}(t) = \begin{bmatrix} (\gamma_+ - s_d)e^{\omega t} & (\gamma_+ + s_d)e^{-\omega t} \\ 3\gamma_- e^{\omega t} & 3\gamma_- e^{-\omega t} \end{bmatrix} \tag{B8} \]
and \( s_d = \sqrt{\gamma_+^2 + 3\gamma_-^2} \). The steady-state solution reads
\[ \begin{bmatrix} \langle \sigma_{00} \rangle_{ss} \\ \langle \hat{S}_z / \hbar \rangle_{ss} \end{bmatrix} = \frac{1}{(\kappa_1 + \gamma_+) + 3\gamma_+ - 3\gamma_-^2} \begin{bmatrix} (\kappa_1 + \gamma_+)^2 - \gamma_-^2 \\ -2\gamma_- \kappa_1 \end{bmatrix}. \tag{B9} \]
On the other hand, the system coherences remain uncoupled and obey the equations
\[ \frac{d\langle \sigma_{0\pm} \rangle}{dt} = [-i\omega_\pm - \frac{\kappa_1 + 3\gamma_+ + \gamma_-}{2} - \frac{\kappa_2}{2}] \langle \sigma_{0\pm} \rangle, \tag{B10} \]
\[ \frac{d\langle \sigma_{\pm\pm} \rangle}{dt} = [i(\omega_+ - \omega_-) - (\gamma_+ + \kappa_1) - 2\kappa_2] \langle \sigma_{\pm\pm} \rangle. \tag{B11} \]
From the above equations it is evident that all coherences are zero in the steady-state, and that they decay and dephase at different rates.

### a. Definition of \( T_1 \) and \( T_2 \)

Since the rates \( \gamma_{\pm} \) depend on the externally applied field through the frequencies \( \omega_{\pm} \), the decay time of the expected values \( \langle \sigma_{\alpha\alpha'} \rangle \) also does. For this reason, the intrinsic \( T_1 \) and \( T_2 \) are defined in the zero-field limit \( H_0 \to 0 \) \cite{67, 68}. In this limit \( \gamma_- \to 0 \) and
\[ \gamma_+ \to \kappa_1 \bar{n}_0, \tag{B12} \]
with \( \bar{n}_0 = [\exp(hD_0/k_B T) - 1]^{-1} \) the Bose-Einstein distribution evaluated at the zero-field splitting frequency \( D_0 \). The decay time \( T_1 \) is defined as the inverse of the equilibration rate of the NV occupations after initialization in the ground state \( |0\rangle \) \cite{67, 68}. For such an initial state \( \langle \hat{S}_z / \hbar \rangle(t) = 0 \) and the occupations of all levels obey a single exponential behavior,
\[ \langle \sigma_{00}(t) \rangle = [1 - \langle \sigma_{00} \rangle_{ss}] e^{-\kappa_1 + 3\gamma_+ t} + \langle \sigma_{00} \rangle_{ss}, \tag{B13} \]
\[ \langle \sigma_{\pm \pm}(t) \rangle = \langle \sigma_{\mp \mp}(t) \rangle = \frac{1 - \langle \sigma_{00}(t) \rangle}{2}. \tag{B14} \]
From the above expressions the relaxation time \( T_1 \) is defined as
\[ T_1^{-1} = \kappa_1 + 3\gamma_+ = \kappa_1 (1 + 3\bar{n}_0). \tag{B15} \]
The above definition allows to fix a value for \( \kappa_1 \) from experimentally measured values of \( T_1 \).

The second relevant timescale, namely the decoherence time \( T_2 \), is defined through the decay of the coherences \( \langle \sigma_{0\pm}(t) \rangle \), which in the zero-field limit obey the same exponential decay,
\[ \langle \sigma_{0\pm}(t) \rangle = \langle \sigma_{0\pm}(0) \rangle e^{-[i\omega_{\pm} - (\kappa_1 + 3\gamma_+)/2]t}. \tag{B16} \]
From the above expression we define
\[ [T_2^*]^{-1} = \frac{\kappa_1 + 3\gamma_+}{2} = \frac{T_1^{-1}}{2} + \frac{\kappa_2}{2}. \tag{B17} \]
Note that \( T_2^* \) has contributions from decay and dephasing rates \( \kappa_1 \) and \( \kappa_2 \), which gives rise to the fundamental limit \( T_2^* \leq 2T_1 \) \cite{59, 68, 69}.

### b. Two-time correlators of NV operators

In a similar fashion as for the magnon operators, we can compute the two-time correlators of products of NV operators, which will determine the effective spin wave dynamics as we will see below. We compute such correlators from the equations of motion Eqs. (B4)-(B10), and (B11) and the quantum regression theorem \cite{58}. The simplest correlators are those involving the coherences, which for a general operator \( \hat{O} \) and for \( s \geq 0 \) read
\[ \langle \sigma_{0\pm}(t) \hat{O}(t - s) \rangle_{ss} = \]
\[ = e^{-[i\omega_{\pm} + (\kappa_1 + 3\gamma_+) + \gamma_+ + \kappa_2]/2} \langle \sigma_{0\pm} \hat{O} \rangle_{ss}, \tag{B18} \]
\[ \langle \sigma_{\pm\pm}(t) \hat{O}(t - s) \rangle_{ss} = \]
\[ = e^{-[i(\omega_+ - \omega_-) - (\gamma_+ + \kappa_1) - 2\kappa_2]t} \langle \sigma_{\pm\pm} \hat{O} \rangle_{ss}. \tag{B19} \]
\[ \langle \sigma_{\mp \mp}(t) \hat{O}(t - s) \rangle_{ss} = \]
\[ = e^{-[i(\omega_+ - \omega_-) - \kappa_1 - \gamma_+ - 2\kappa_2]t} \langle \sigma_{\mp \mp} \hat{O} \rangle_{ss}. \tag{B20} \]

Regarding the occupations, the quantities of interest are usually not the operators \( \langle \sigma_{00} \rangle \) or \( \langle \hat{S}_z \rangle \) themselves, but the fluctuations over their expected value, defined as
\[ \left[ \langle \hat{S}_z / \hbar \rangle \right] = \left[ \langle \hat{S}_z / \hbar \rangle_{ss} \right] - \frac{\langle \hat{S}_z / \hbar \rangle_{ss}}{\langle \hat{S}_z / \hbar \rangle_{ss}} \left[ \langle \hat{S}_z / \hbar \rangle_{ss} \right]. \tag{B21} \]

For any operator \( \hat{O} \) and any \( s \geq 0 \) the correlators involving these operators are coupled,
\[ \frac{\langle \hat{S}_z / \hbar \rangle \hat{O}(t - s) \rangle_{ss}}{\langle \hat{S}_z / \hbar \rangle_{ss}(\hat{S}_z / \hbar \rangle_{ss})} = \]
\[ = e^{-[i(\gamma_+ + 2\gamma_+)]s} \overline{M}(s) \left[ \langle \sigma_{0\pm} \hat{O} \rangle_{ss} \langle \hat{S}_z / \hbar \rangle_{ss} \right]. \tag{B23} \]
where the matrix \( \overline{M}(s) \) is defined in Eq. (B8).
2. Dynamics of a single optically pumped NV centre

One of the multiple advantages of NV centres is the possibility to optically initialize them at room temperature, by a procedure known as optical pumping [41, 74–79]. In order to describe and understand this procedure one must consider the extended energy level structure of NV centres depicted in Fig. 9(a). The states $|0\rangle$ and $|\pm\rangle$ introduced in the previous sections correspond to the ground-state manifold $^3A$. The excited state manifold $^3E$ is also a spin triplet with zero-field splitting $D_1 \neq D_0$ (see Table II), here described as two states $|3\rangle$ and $|4\rangle$ for the sake of simplicity [74, 76, 78]. These two states spontaneously decay into the ground-state manifold, with decay rates $\gamma_c$ and $\gamma_{nc} \ll \gamma_c$ for spin-conserving and spin non-conserving transitions, respectively. For optical pumping a coherent, linearly polarized (i.e. $m_z$-conserving) driving is applied to the transition $^3A \rightarrow ^3E$. Since this driving mostly excites vibronic transitions which rapidly and stochastically decay to the zero-phonon line, the effective pumping of occupation into the excited-state manifold is incoherent [76, 78]. Finally, in addition to their spontaneous decay, the states $|3\rangle$ and $|4\rangle$ can decay non-radiatively (incoherently) into a manifold of intermediate “dark” states, here modelled as a single state $|5\rangle$ [76, 78, 79], which in turn decay non-radiatively to the ground state manifold. This decay is largely imbalanced: specifically, the decay rate from state $|4\rangle$ into state $|5\rangle$ is much faster than any other decay rates into or out of the dark state $|5\rangle$, i.e., $\gamma_45 \gg \gamma_{35}, \gamma_{5\pm}, \gamma_{50}$ (see Table II). As a result of this imbalance, part of the initial occupation of states with non-zero spin, $|\pm\rangle$, is pumped into the zero-spin state $|0\rangle$, thus driving the NV centre toward its ground state.

We describe optical pumping of NV centres through the following master equation for the six-level system illustrated in Fig. 9(a):

$$\frac{d\hat{\rho}}{dt} = -i \left[ \hat{H}_{ps} + \hat{H}_{ps}^{(2)} + \hat{\rho} \right] + \mathcal{D}_{ps}[\hat{\rho}] + \mathcal{D}_{op}[\hat{\rho}] . \quad (B24)$$

Here, $\hat{H}_{ps}$ and $\mathcal{D}_{ps}$ represent the Hamiltonian and the dissipator of the ground-state manifold, and are given by Eqs. (B1) and (B3). The second coherent contribution corresponds to the Hamiltonian of the additional levels, i.e.,

$$\hat{H}_{ps}^{(2)} = \hbar \sum_{\alpha=3}^5 \omega_{\alpha} \sigma_{\alpha\alpha}. \quad (B25)$$

The values of the frequencies $\omega_{3,4,5}$ are irrelevant for the dynamics of the ground state manifold as we will see below. Regarding the additional dissipator, it can be split into three contributions,

$$\mathcal{D}_{op}[\hat{\rho}] = \mathcal{D}_{p}[\hat{\rho}] + \mathcal{D}_{s}[\hat{\rho}] + \mathcal{D}_{\omega}[\hat{\rho}] . \quad (B26)$$

The first term above represents the spin-conserving incoherent pumping from all the states in the ground state manifold into all states in the excited state manifold,

$$\mathcal{D}_{p}[\hat{\rho}] = \hbar \Omega \left( \mathcal{L}_{3\alpha} [\hat{\sigma}_{0\alpha}] + \sum_{\alpha=3}^5 \mathcal{L}_{4\alpha} [\hat{\sigma}_{4\alpha}] + \sum_{\alpha=3}^5 \mathcal{L}_{5\alpha} [\hat{\sigma}_{5\alpha}] \right) . \quad (B27)$$

The incoherent driving rate $\Omega$ is related to the applied optical intensity $I_d$ through $\Omega = \alpha_d I_d$, where $\alpha_d = 0.2 - 0.7 \text{mHz W}^{-1} \text{m}^2$ is the optical pumping parameter (see Table II). The second contribution in the dissipator Eq. (B26) describes all the spontaneous decay processes.
In the steady-state, as evidenced by the blue curve in the experimental observations \[41, 77\]. For too large driving intensities of the states \( \vert 3 \rangle \) and \( \vert 4 \rangle \), these processes are negligible in comparison with the much faster spontaneous emission described by \( \gamma_c \) and \( \gamma_{nc} \).

From the master equation Eq. (B24) we can obtain the equations of motion for the expected values of transition matrices, \( \langle \hat{\sigma}_{aa'} \rangle = \rho_{aa'} \). Since all the processes involved in the dynamics are dissipative, the diagonal elements \( \langle \hat{\sigma}_{aa} \rangle \) decouple from the coherences and form a closed 5 \( \times \) 5 system which we can write as

\[
\frac{d}{dt} \begin{bmatrix}
\langle \hat{S}_0 \rangle \\
\langle \hat{S}_3 \rangle \\
\langle \hat{S}_{44} \rangle \\
\langle \hat{S}_{55} \rangle \\
\end{bmatrix} = \overline{M}_{op} \begin{bmatrix}
\langle \hat{S}_0 \rangle \\
\langle \hat{S}_3 \rangle \\
\langle \hat{S}_{44} \rangle \\
\langle \hat{S}_{55} \rangle \\
\end{bmatrix} + \begin{bmatrix}
\kappa_1 + \gamma_+ \\
\gamma_- \\
\gamma_{nc} - \kappa_1 - \gamma_+ \\
\gamma_{nc} - \kappa_1 + \gamma_+ \\
\end{bmatrix}.
\]

The occupation of the levels \(|+\rangle\) and \(|-\rangle\) is obtained from the solution of the above equations through the norm conservation identity

\[
\langle \hat{\sigma}_{\pm \pm} \rangle = \frac{1}{2} \left( 1 - \langle \hat{S}_0 \rangle - \sum_{a=3}^{5} \langle \hat{S}_{aa} \rangle \pm \langle \hat{S}_Z \rangle \right). \tag{B32}
\]

Note that the occupations depend neither on the frequencies \( \omega_a \) of the states \(|3\rangle\), \(|4\rangle\), and \(|5\rangle\), nor on the dephasing rate \( \kappa_\phi \). Since the spontaneous decay rates are fixed material parameters (see Table II), the only additional parameter determining the occupation dynamics is the driving strength \( \Omega \). As evidenced by the red curve in Fig. 9(b), the steady-state occupation of the ground state \(|0\rangle\) increases as a function of \( \Omega \) up to a maximum value \( \langle \hat{S}_0 \rangle_{max} \approx 0.8 \), consistent with experimental observations \[41, 77\]. For too large driving strengths the efficiency of the optical pumping decreases since the higher states \(|3\rangle\), \(|4\rangle\), and \(|5\rangle\) become occupied in the steady-state, as evidenced by the blue curve in the dissipator Eq. (B26) describes the additional fast dephasing of the excited-state manifold \[75\],

\[
\mathcal{D}_\phi[\hat{\rho}] = \frac{\kappa_\phi}{\hbar^2} \mathcal{L}_{\sigma_{44} \sigma_{44}}[\hat{\rho}]. \tag{B29}
\]

Room temperature values for all the relevant additional rates appearing in the above master equation are given in Table II. Note that we neglect spontaneous (thermal) decay and absorption between the excited states \(|3\rangle\) and \(|4\rangle\), as these processes are negligible in comparison with the much faster spontaneous emission described by \( \gamma_c \) and \( \gamma_{nc} \).

The factors 1/2 in the first two lines ensure that the total radiative decay rate of both states \(|3\rangle\) and \(|4\rangle\) is the same, namely \( \gamma_c + \gamma_{nc} \). Finally, the last term in the dissipator Eq. (B26) describes the additional fast dephasing of the excited-state manifold \[75\],

\[
\mathcal{D}_\phi[\hat{\rho}] = \frac{\kappa_\phi}{\hbar^2} \mathcal{L}_{\sigma_{44} \sigma_{44}}[\hat{\rho}]. \tag{B29}
\]

The occupation of the levels \(|+\rangle\) and \(|-\rangle\) is obtained from the solution of the above equations through the norm conservation identity

\[
\langle \hat{\sigma}_{\pm \pm} \rangle = \frac{1}{2} \left( 1 - \langle \hat{S}_0 \rangle - \sum_{a=3}^{5} \langle \hat{S}_{aa} \rangle \pm \langle \hat{S}_Z \rangle \right). \tag{B32}
\]

The occupation of the levels \(|+\rangle\) and \(|-\rangle\) is obtained from the solution of the above equations through the norm conservation identity

\[
\langle \hat{\sigma}_{\pm \pm} \rangle = \frac{1}{2} \left( 1 - \langle \hat{S}_0 \rangle - \sum_{a=3}^{5} \langle \hat{S}_{aa} \rangle \pm \langle \hat{S}_Z \rangle \right). \tag{B32}
\]

The occupation of the levels \(|+\rangle\) and \(|-\rangle\) is obtained from the solution of the above equations through the norm conservation identity

\[
\langle \hat{\sigma}_{\pm \pm} \rangle = \frac{1}{2} \left( 1 - \langle \hat{S}_0 \rangle - \sum_{a=3}^{5} \langle \hat{S}_{aa} \rangle \pm \langle \hat{S}_Z \rangle \right). \tag{B32}
\]

The occupation of the levels \(|+\rangle\) and \(|-\rangle\) is obtained from the solution of the above equations through the norm conservation identity

\[
\langle \hat{\sigma}_{\pm \pm} \rangle = \frac{1}{2} \left( 1 - \langle \hat{S}_0 \rangle - \sum_{a=3}^{5} \langle \hat{S}_{aa} \rangle \pm \langle \hat{S}_Z \rangle \right). \tag{B32}
\]

The occupation of the levels \(|+\rangle\) and \(|-\rangle\) is obtained from the solution of the above equations through the norm conservation identity

\[
\langle \hat{\sigma}_{\pm \pm} \rangle = \frac{1}{2} \left( 1 - \langle \hat{S}_0 \rangle - \sum_{a=3}^{5} \langle \hat{S}_{aa} \rangle \pm \langle \hat{S}_Z \rangle \right). \tag{B32}
\]
manifold whose evolution is given by
\[ \frac{d\langle \hat{\sigma}_{0\pm} \rangle}{dt} = \left[ -i\omega_{\pm} - \kappa_1 + \frac{3\gamma_+ + \gamma_+ - \kappa_2}{2} - \Omega \right] \langle \hat{\sigma}_{0\pm} \rangle, \quad (\text{B33}) \]

\[ \frac{d\langle \hat{\sigma}_{+-} \rangle}{dt} = \left[ i(\omega_+ - \omega_-) - (\gamma_+ + \kappa_1) - 2\kappa_2 - \Omega \right] \langle \hat{\sigma}_{+-} \rangle. \quad (\text{B34}) \]

These equations are, except for the factor proportional to \( \Omega \), identical to the corresponding equations in the absence of optical pumping, namely Eqs. (B10)-(B11). Indeed, since the driving is incoherent, it contributes only to the decay of the coherences and does not result in any steady-state coherence, i.e.,
\[ \langle \hat{\sigma}_{0\pm} \rangle_{ss} = \langle \hat{\sigma}_{+-} \rangle_{ss} = 0, \quad (\text{B35}) \]
in analogy to an NV centre in thermal equilibrium discussed in the previous section. Note that as a consequence, and regarding only the coherences above, an optically pumped NV centre can be interpreted as a thermal NV centre at an effective, lower, \( \Omega \)-dependent temperature.

### a. Two-time correlators of NV operators

Let us finally derive the two-time correlation functions of an optically pumped NV centre. We consider first the correlation functions involving the coherences which, due to the convenient structure of Eqs. (B33)-(B34), can be easily derived using the quantum regression theorem:
\[ \langle \hat{\sigma}_{0\pm}(t)\hat{O}(t-s) \rangle_{ss} = e^{-s[i(\omega_{\pm} + (\kappa_1 + 3\gamma_+ + \gamma_+ - \kappa_2)/2 + \Omega)]} \langle \hat{\sigma}_{0\pm}\hat{O} \rangle_{ss}, \quad (\text{B36}) \]
\[ \langle \hat{\sigma}_{\pm0}(t)\hat{O}(t-s) \rangle_{ss} = e^{-s[-i(\omega_{\pm} + (\kappa_1 + 3\gamma_+ + \gamma_+ - \kappa_2)/2 + \Omega)]} \langle \hat{\sigma}_{\pm0}\hat{O} \rangle_{ss}. \quad (\text{B37}) \]
\[ \langle \hat{\sigma}_{+-}(t)\hat{O}(t-s) \rangle_{ss} = e^{s[i(\omega_+ - \omega_-) - \kappa_1 - \gamma_+ - 2\kappa_2 - \Omega)]} \langle \hat{\sigma}_{+-}\hat{O} \rangle_{ss}, \quad (\text{B38}) \]
\[ \langle \hat{\sigma}_{-+}(t)\hat{O}(t-s) \rangle_{ss} = e^{s[-i(\omega_+ - \omega_-) - \kappa_1 - \gamma_+ - 2\kappa_2 - \Omega)]} \langle \hat{\sigma}_{-+}\hat{O} \rangle_{ss}. \quad (\text{B39}) \]

Regarding the correlators involving the occupations, they obey the following equation of motion, which can be derived from Eq. (B30) using the quantum regression theorem:
\[ \frac{d}{ds} \langle \hat{O}_1(t)\hat{v}_j(t+s)\hat{O}_2(t) \rangle_{ss} = \overline{\Lambda}_{op} \langle \hat{O}_1(t)\hat{v}_j(t+s)\hat{O}_2(t) \rangle \quad (\text{B40}) \]

In this equation, valid for \( s \geq 0 \), \( \hat{O}_1 \) and \( \hat{O}_2 \) are two arbitrary NV centre operators, and \( \hat{v}_j \) \( (j = 1, \ldots, 5) \) is the \( j \)-component of the vector
\[ \hat{v} = \begin{bmatrix} \langle \hat{O}_{00}\rangle_{ss} \\ \langle \hat{S}_5/h\rangle_{ss} - \langle \hat{S}_3/h\rangle_{ss} \\ \langle \hat{S}_{43}\rangle_{ss} - \langle \hat{S}_{33}\rangle_{ss} \\ \langle \hat{S}_{44}\rangle_{ss} - \langle \hat{S}_{44}\rangle_{ss} \\ \langle \hat{S}_{55}\rangle_{ss} - \langle \hat{S}_{55}\rangle_{ss} \end{bmatrix}. \quad (\text{B41}) \]

The above differential equation has the following general solution,
\[ \langle \hat{O}_1(t)\hat{v}_j(t+s)\hat{O}_2(t) \rangle_{ss} = \sum_{i=1}^{5} e^{\lambda_i s} \Lambda_{ji} \left[ \overline{\Lambda}^{-1}\langle \hat{O}_1\hat{v}_j\hat{O}_2 \rangle_{ss} \right] \quad (\text{B42}) \]

Here, \( \lambda_i \) are the eigenvalues of \( \overline{\Lambda}_{op} \) and \( \overline{\Lambda} \) a matrix whose \( i \)-th column contains the corresponding eigenvector. The inverses of the real part of the eigenvalues, \( 1/\text{Re}[\lambda_i] \), determine the timescales at which the correlators decay to zero. We define the correlation time of the NV centres \( \tau_{nv} \) as the largest of these timescales,
\[ \tau_{nv} \equiv \max_i \left| \frac{1}{\text{Re}[\lambda_i]} \right| \sim (\kappa_1 + \gamma_+ + \Omega)^{-1} \quad (\text{B43}) \]

where the absolute value is taken to ensure positiveness, as \( \text{Re}[\lambda_i] < 0 \). The right-hand side is an estimation based on direct inspection of the decay rates of \( \langle \hat{O}_{00} \rangle \) and \( \langle \hat{S}_z \rangle \) in Eqs. (B30)-(B31). The correlation time defined by Eq. (B43) represents an upper bound to the decay time of the two-time correlators involving the occupations \( \hat{\sigma}_{\alpha\alpha} \), and its value is relevant for deriving the reduced dynamics of the spin waves in Appendix F. In Fig. 9(c) we display the correlation time (green curve) as a function of the driving strength \( \Omega \) at \( \mu_B H_0 = 20 \text{mT} \) and for the parameters in Tables I-II. The results do not change appreciably within the range of magnetic fields considered in this work. As evidenced by Fig. 9(c), optical pumping of the NV centres results in a reduction of the correlation time for the occupations. At optimal optical pumping conditions, \( \Omega \approx 2\pi \times 10 \text{kHz} \) the correlation times take values \( \tau_{nv} \approx 50 \mu s \), a decrease of three orders of magnitude with respect to a NV centre in thermal equilibrium. Finally, the approximation on the right hand side of Eq. (B43), namely \( \tau_{nv} \sim (\kappa_1 + \gamma_+ + \Omega)^{-1} \), is a reasonable order-of-magnitude estimation as shown by the dashed line in Fig. 9(c).

### C. Derivation of the resonant spin wave-paramagnetic spin interaction and extension to an ensemble of paramagnetic spins

In this section we derive the resonant interaction Hamiltonian between a paramagnetic spin at a position \( \mathbf{r}_0 \) and the spin waves, Eq. (7), from the general form
of the magnetic dipole interaction. We start by writing
the magnetic dipole interaction between the paramagnetic
spin and the spin wave magnetic field in the general form
\[
\hat{V} = -\mu_0 \hat{\mu}_{ps} \cdot \left[ \hat{H}(\mathbf{r}_0) - \hat{H}_0 \right].
\] (C1)

Here, \( \hat{H}(\mathbf{r}_0) \) represents the total magnetic field op-
erator. We substract the applied field \( \hat{H}_0 \) whose effect,
namely the Zeeman splitting of the NV transitions, has al-
ready been included in \( \hat{H}_{ps} \). Eq. (B1). The resulting
field \( \hat{H}(\mathbf{r}_0) - \hat{H}_0 \) corresponds to the field generated by
the spin waves at position \( \mathbf{r}_0 \), in principle up to arbi-
trary order in magnon operators. As we will see below,
for studying the spin wave-induced modification of both
paramagnetic spin timescales, namely \( T_1 \) and \( T_2 \), the
field must be included up to second order in magnon op-
erators, i.e.,
\[
\hat{H}(\mathbf{r}) - \hat{H}_0 \approx \hat{h}^{(2)}(\mathbf{r}) = \hat{h}(\mathbf{r}) + \delta \hat{h}(\mathbf{r}),
\] (C2)
where we have used the definition of the spin wave field
up to second order, \( \hat{h}^{(2)}(\mathbf{r}) \), as given by Eq. (A102).
The first and second field contributions above are lin-
ear and quadratic in magnon operators, respectively, and
have been calculated in Appendix A. We can consider
each contribution separately by splitting the interaction
Hamiltonian into linear and quadratic parts as
\[
\hat{V} = \hat{V}_1 + \hat{V}_2,
\] (C3)
with
\[
\hat{V}_1 = -\mu_0 \hat{\mu}_{ps} \cdot \hat{h}(\mathbf{r}_0)
\] (C4)
and
\[
\hat{V}_2 = -\mu_0 \hat{\mu}_{ps} \cdot \delta \hat{h}(\mathbf{r}_0).
\] (C5)

Let us focus on the linear interaction term \( \hat{V}_1 \). By
using the identity \( \hat{\mu}_{ps} = -|\gamma| \hat{S} \), we cast this interaction
as
\[
\hat{V}_1 = \sum_\beta \hat{s}_\beta \left[ g^+_{\beta} \hat{S}_x + g^-_{\beta} \frac{\hat{S}_y}{\sqrt{2}} + g^z_{\beta} \hat{S}_z \right] + \text{H.c.}
\] (C6)
Here, we have introduced the expression for the spin wave
field \( \hat{h}(\mathbf{r}) \), Eq. (A70), and defined the raising and lowering
spin operators
\[
\hat{S}_\pm = \hat{S}_x \pm i \hat{S}_y = \hbar \sqrt{2} (\hat{\sigma}_{z0} + \hat{\sigma}_{0z})
\] (C7)
as well as the coupling rates
\[
g^k_{\beta} = \mu_0 |\gamma_s| \tilde{M}^k_{0\beta} \hat{e}_k \cdot \hat{h}(\mathbf{r}_0).
\] (C8)
In the interaction picture with respect to the free Ham-
iltonian \( \hat{H}_{ps} + \hat{H}_{sw} \) (see Eq. (2)), the above interaction
takes the form
\[
\hat{V}_1(t) = \hbar \sum_\beta g^+_{\beta} \left[ g^+_{\beta} (\hat{\sigma}_{z0}e^{i\omega t} + \hat{\sigma}_{0z}e^{-i\omega t})
\right.
\]
\[
+ g^-_{\beta} (\hat{\sigma}_{z0}e^{-i\omega t} + \hat{\sigma}_{0z}e^{i\omega t}) + g^z_{\beta} \hat{S}_z \] + \text{H.c.}
\] (C9)
We now undertake a rotating wave approximation [58,
64], i.e., we neglect all the rapidly oscillating terms to obtain
\[
\hat{V}_1(t) \approx \sum_\beta \hat{s}_\beta e^{-i\omega t}
\]
\[
\left[ g^+_{\beta} \hat{\sigma}_{z0} e^{i\omega t} + g^-_{\beta} \hat{\sigma}_{z0} e^{-i\omega t} + g^z_{\beta} \hat{S}_z \right] + \text{H.c.}
\] (C10)
This approximation is valid provided that
\[
g^\pm_{\beta}, |\omega - \omega_{\pm}| \ll |\omega_{\beta} + \omega_{\pm}|.
\] (C11)
These conditions are well satisfied in our system due to
the lower cutoff for the spin wave bands (see Fig. 1[b]),
as opposed to other reservoirs where it might be compre-
ised by the presence of low-frequency modes [62].

The Hamiltonian can be further simplified by noting that
only the spin waves with a low wavenumber \( k_1 \) will be
significantly coupled to the transitions of the param-
agnetic spin, as the coupling strengths \( g^k_{\beta} \propto e_k \cdot \hat{h}(\mathbf{r}_0) \)
decay exponentially with the spin wave wavenumber (see
e.g. Eq. (A61)). For \( \gamma_s \approx \gamma_t \), and in the range of slab
 thicknesses and applied fields we focus on in this work,
namely \( d \gtrsim 50 \text{nm} \) and \( \mu_0 H_0 \approx 10 - 30 \text{mT} \), the spin wave
modes with low wavenumber, say for definiteness \( k_1 d < 1 \),
are far detuned with respect to the \( |0 \rangle \leftrightarrow |+ \rangle \) transition
frequency, by a detuning of at least \( 0.1 \omega_M \sim 2 \pi \times 0.5 \text{GHz} \).
This is illustrated in Fig. 10(a), where we display the tran-
sition frequencies \( \omega_{\pm} \) for the specific case of NV cen-
tres as a function of applied field, and compare them with
the frequency range spanned by the first three spin wave
bands in the low-wavenumber range \( k_1 d \in [0, 1] \). As
evidenced by this figure, the spin wave modes near resonance
with \( \omega_{\pm} \) are high-wavenumber modes, thus resulting in
very weak coupling rates. Conversely, the lower NV tran-
sition \( |0 \rangle \leftrightarrow |- \rangle \) is resonant with low-wavenumber spin
waves for a wide range of applied fields \( H_0 \). We thus con-
clude that
\[
|\omega_{\beta} - \omega_{-}|(k_1 d \leq 1) \ll |\omega_{\beta} - \omega_{+}|(k_1 d \leq 1), \omega_{\beta}|(k_1 d \leq 1)\).
\] (C12)
Noting that the condition Eq. (C11) is valid also for
\( g^k_{\beta} \), i.e., \( g^k_{\beta} \ll \omega_{\beta} \), this allows us to discard the negligi-
bile terms \( \propto \hat{S}_z \hat{\sigma}_{z0} \hat{\sigma}_{0z} \) in the interaction Hamiltonian
Eq. (C10). Back in the Schrödinger picture, we can fin-
ally write the first-order interaction as
\[
\hat{V}_1 \approx \hbar \sum_\beta \left( g^+_{\beta} \hat{s}_\beta \hat{\sigma}_{-0} + \text{H.c.} \right).
\] (C13)
frequencies spanned by the bands of the three colored stripes represent the range of spin wave eigen-centre (dashed lines) as a function of external field $H_0$. The three colored stripes represent the range of spin wave eigen-frequencies spanned by the bands $n = 0, 1, 2$ corresponding to significant coupling to the NV centre, i.e. in the low-wavenumber region $0 \leq k_{||} d \leq 1$. Specifically, the stripes correspond to the regions min$_{\phi_k, k_{||}} \omega_n(k_{||}, \phi_k)|_{k_{||}, d \in [0, 1]} \leq \omega \leq$ max$_{\phi_k, k_{||}} \omega_n(k_{||}, \phi_k)|_{k_{||}, d \in [0, 1]}$, for $d = 200$nm. b-c) Illustration of the three-operator resonance conditions appearing in the nonlinear interaction term $\hat{V}_2$. In each panel, symbols of the same color mark the energies of magnon pairs $\beta$ and $\beta'$ whose frequency difference (panel a) or sum (panel b) is equal to $\omega_+$ (squares) or $\omega_-$ (circles). The solid and dashed lines represent the $n = 0$ spin wave bands in Damon-Eshbach and parallel propagation, respectively, whereas the horizontal gridlines mark the frequencies $\omega_+$ and $\omega_-$. For this figure we choose $d = 200$nm and $\mu_0 H_0 = 20$ mT.

We now follow a similar procedure for the nonlinear interaction term $\hat{V}_2$. By introducing the expression for the second-order field correction Eq. (A103) we cast this contribution as

$$
\hat{V}_2 = \sum_{\beta \beta'} \hat{s}_\beta \hat{s}_{\beta'} \left[ g_{\beta \beta'}^+ \hat{S}_+ + g_{\beta \beta'}^- \hat{S}_- + g_{\beta \beta'}^z \hat{S}_z \right] + \text{H.c.}
$$

where

$$
g_{\beta \beta'}^\prime \equiv \mu_0 |\gamma_s| \mathbf{e}_k \cdot \mathbf{X}_{\beta \beta'}(\mathbf{r}_0),
$$

and

$$
g_{\beta \beta'}^k \equiv \mu_0 |\gamma_s| \mathbf{e}_k \cdot \mathbf{X}_{\beta \beta'}^*(\mathbf{r}_0),
$$

with the vectors $\mathbf{X}_{\beta \beta'}(\mathbf{r})$ defined in Eq. (A104). We now transform $\hat{V}_2$ to the interaction picture with respect to $\hat{H}_{sw} + \hat{H}_{ps}$, and undertake the rotating wave approximation:

1. First, we neglect the rapidly oscillating terms at frequencies $\omega_\beta + \omega_\beta'$ and $\omega_\beta + \omega_\beta' + \omega_\pm$. This is justified on the basis of the first rotating wave approximation Eq. (C11) and on the observation that all the coupling rates in the above Hamiltonian are second order and thus smaller than the first-order rates $g_{\beta \beta'}^\prime$.

2. Second, we neglect the terms oscillating at frequencies $\omega_\beta - \omega_\beta' + \omega_\pm$, since they are resonant only for magnon pairs $\beta$ and $\beta'$ whose frequency difference is equal to the transition frequencies $\omega_\pm$ of the paramagnetic spin. It can be checked that, in the range of parameters we focus on in this work, magnon pairs fulfilling this resonance condition have very different wavenumbers, i.e., $(k_{||} - k'_{||}) d \gg 1$, see Fig. 10(b) for an example in the case of NV centres. These terms will thus be very weakly coupled since the coupling rates decay exponentially with this difference, i.e., since $\tilde{g}_{\beta \beta'}^k \propto \exp(-l|k_{||} - k'_{||}|)$ (see Eqs. (A105) and (A108)).

3. Third, we neglect the terms oscillating at frequencies $\omega_\beta + \omega_\beta' - \omega_\pm$, since they are resonant only for magnon pairs $\beta$ and $\beta'$ whose frequencies add up to the paramagnetic spin transition frequency $\omega_\pm$. As evidenced by the circles in Fig. 10(c), which show the specific case of NV centres, the magnon pairs fulfilling this resonance condition also fulfill $(k_{||} + k'_{||}) d \gg 1$, their coupling rate $\tilde{g}_{\beta \beta'}^k \propto \exp(-l|k_{||} + k'_{||}|)$ thus becoming negligible (see Eqs. (A105) and (A108)).

4. Two kind of terms remain at this point: on the one hand, terms $\propto \hat{s}_\beta \hat{s}_{\beta'} \hat{\sigma}_{+0}$, oscillating at frequencies $\omega_\beta + \omega_\beta' - \omega_+\gamma$, whose resonance condition is met...
For several low-wavenumber magnon pairs (square symbols in Fig. 10(c)]. On the other hand, terms \( \propto \hat{s}_\beta \hat{s}_{\beta'} \), oscillating at \( \omega_\beta - \omega_\beta' \), whose resonance condition is met for near-resonant magnon pairs of arbitrary wavenumber. The terms oscillating at \( \omega_\beta + \omega_\beta' - \omega_+ \) are neglected for the following reasons: a) their coupling rate \( g_{j\beta\beta'} \propto \exp(-l|k_j + k_{\beta'}|) \) decays much faster than the coupling rate \( g_{j\beta\beta'} \propto \exp(-l|k_j - k_{\beta'}|) \) of the terms \( \propto \hat{s}_\beta \hat{s}_{\beta'} \), thus making the interaction relevant over a much narrower wavenumber range. b) While the terms proportional to \( \hat{S}_z \) describe a new spin wave-induced decoherence mechanism (dephasing), the terms containing \( \hat{s}_{\beta'} \) represent a small correction to the decay lifetime \( T_1 \), whose main effect is already accounted for at first order (i.e., by \( \hat{V}_1 \)).

Under the above simplifications, the second-order correction to the spin wave-paramagnetic spin interaction Eq. (C14) reduces to

\[
\hat{V}_2 = \hat{S}_z \sum_{\beta \beta'} \left[ \hat{s}_\beta \hat{s}_{\beta'} \hat{s}_\beta \hat{s}_{\beta'} + \text{H.c.} \right]
\]  

(C17)

Finally, by using the commutation relations Eq. (A68) and the property Eq. (A110) we can write the above expression in the form

\[
\hat{V}_2 = \hat{S}_z \sum_{\beta \beta'} \hat{s}_\beta \hat{s}_{\beta'} \hat{s}_\beta \hat{s}_{\beta'}
\]  

(C18)

where we define

\[
\tilde{g}_{\beta \beta'} = \tilde{g}_{\beta \beta} \equiv \hat{s}_\beta \hat{s}_{\beta'} + \hat{s}_{\beta} \hat{s}_{\beta'}.
\]  

(C19)

By introducing Eqs. (C13) and (C18) into Eq. (C3) we obtain the interaction Hamiltonian given by Eq. (7) in the main text.

The equations of motion derived for a single paramagnetic spin in Appendices B-C can be generalized to an ensemble of paramagnetic spins situated at positions \( \mathbf{r}_j \), \( j = 1, \ldots, N \). We assume the paramagnetic spins to be independent, that is, we neglect any interaction between them, either direct (e.g., dipole-dipole) or mediated by their corresponding thermal reservoirs. This approximation is valid for the densities of NV centres considered in this work (\( \leq 10^5 (\mu \text{m})^{-3} \)), as experiments show no significant dipole-dipole-induced modification of the coherence times \( T_2^* \) for ensembles of NV centres within this range of densities [72, 73]. Under this assumption the Hamiltonian of the paramagnetic spins and the interaction with the spin waves are written as

\[
\hat{H}_{\text{ps}} = \sum_{j=1}^N \hat{H}_{\text{ps}}^{(j)}; \quad \hat{V} = \sum_{j=1}^N \hat{V}^{(j)}.
\]  

(C20)

The expressions of \( \hat{H}_{\text{ps}}^{(j)} \) and \( \hat{V}^{(j)} \) are identical to Eqs. (6) and (7) respectively, i.e.,

\[
\hat{H}_{\text{ps}}^{(j)} = \hbar \sum_{\alpha = \pm} \omega_{\alpha}^{(j)} \hat{s}_{\alpha}^{(j)} + \text{H.c.}
\]  

(C21)

\[
\hat{V}^{(j)} = \hbar \sum_{\beta} \left( g_{j\beta\beta'} \hat{s}_{\beta}^{(j)} + \text{H.c.} \right) + \frac{\hat{S}_z^{(j)} \sum_{\beta \beta'} \tilde{g}_{j\beta\beta'} \hat{s}_{\beta}^{(j)}}{\beta_{\beta'}}.
\]  

(C22)

This time with paramagnetic spin-dependent transition matrices \( \tilde{g}_{\alpha}^{(j)} \equiv |\alpha \rangle_{lj} \langle \alpha'| \), transition frequencies \( \omega_{\alpha}^{(j)} \), and coupling rates \( g_{j\beta} \) and \( \tilde{g}_{j\beta\beta'} \). These coupling rates are given respectively by identical expressions as Eqs. (8) and (9) under the substitution \( \mathbf{r}_0 \rightarrow \mathbf{r}_j \), i.e.,

\[
g_{j\beta} \equiv \mu_0 |\gamma_s | M_{0\beta} \int d^3 \mathbf{r}[\mathbf{e}_z \cdot \mathbf{g}(\mathbf{r}_j - \mathbf{r}) \cdot \mathbf{m}_\beta(\mathbf{r})],
\]  

\[
\tilde{g}_{j\beta\beta'} = -\mu_0 |\gamma_s | M_{0\beta} M_{0\beta'} \frac{M_s}{M_s}
\]  

\[
\times \int d^3 \mathbf{r} [\mathbf{m}_\beta(\mathbf{r}) \cdot \mathbf{m}_{\beta'}(\mathbf{r})] \Re \left[ \mathbf{e}_z \cdot \mathbf{g}(\mathbf{r}_j - \mathbf{r}) \cdot \mathbf{e}_z \right].
\]  

(C23)

(C24)

The dissipation of the NV centres is generalized in a similar way,

\[
\mathcal{D}_{\text{ps} \mathbf{r}}[\hat{p}] = \sum_j \kappa_{2j} \mathcal{L}_{\gamma_s^{(j)}}[\hat{p}] \mathcal{L}_{\gamma_s^{(j)}}[\hat{p}] + \sum_j \sum_{\alpha = \pm} \kappa_{1j} \left( \tilde{\mathcal{L}}_{\gamma_s^{(j)} \gamma_s^{(j)}}[\hat{p}] + \tilde{\mathcal{L}}_{\gamma_s^{(j)} \gamma_s^{(j)}}[\hat{p}] \right),
\]  

(C25)

with \( \tilde{\mathcal{L}}_{\gamma_s^{(j)}}[\hat{p}] = \exp(h \omega_{\alpha}^{(j)} / k_B T) - 1 \). Note that, although in the above expressions we have allowed the characteristic rates \( \omega_{\pm} \), \( \kappa_1 \), and \( \kappa_2 \) to be different for each paramagnetic spin, in this article we consider identical paramagnetic spins for the sake of simplicity.

**D. Tracing out procedure**

In this appendix we summarize briefly the open quantum systems techniques employed to obtain the effective dynamics in the successive appendices. We begin by considering a system and a bath with free Hamiltonians \( \hat{H}_S \) and \( \hat{H}_B \) respectively, which interact through a general interaction potential \( V \). The total Hamiltonian of the compound system+bath is

\[
\hat{H} = \hat{H}_S + \hat{H}_B + \hat{V}.
\]  

(D1)

Here we assume for simplicity that \( \hat{H} \) is time-independent. We also assume that system and bath form a closed system, so that the dynamics of the total density matrix \( \hat{\rho}_T \) is given by the Von Neumann equation

\[
\dot{\hat{\rho}}_T = -i/\hbar \left[ \hat{H}, \hat{\rho}_T \right].
\]  

(D2)

and
The procedure below can be generalized to the case where system and/or bath are open, i.e., they undergo additional dissipative dynamics, in the case where the baths generating this dynamics are independent. In the interaction picture with respect to $H_S + H_B$ we rewrite the von Neumann equation in integro-differential form as

$$\dot{\rho}_I = \frac{i}{\hbar} \left[ \hat{V}(t), \rho_I(0) \right] - \frac{1}{\hbar^2} \int_0^t ds \left[ \hat{V}(t), \left[ \hat{V}(t-s), \rho_I(t-s) \right] \right].$$  \hspace{1cm} (D3)

The above equation is still exact, but cast in a suitable form for approximations.

1. **Born-Markov master equation**

The most usual tracing out procedure [64] consists on the following steps: (i) undertaking the weak-coupling or Born approximation $\rho_T(t) \approx \rho(t) \otimes \hat{\rho}_s$ with $\hat{\rho}(t)$ the reduced density matrix of the system and $\hat{\rho}_s$ the steady-state density matrix of the bath. (ii) undertaking the Markov approximation by taking $\hat{\rho}(t-s) \approx \hat{\rho}(t)$ inside the integral. The Markov approximation is justified if the two-time correlators of bath operators, i.e. the correlators appearing in Eq. (D11), decay with the delay $s$ much faster than the timescale associated to the evolution of the density matrix in the interaction picture [64]. In the following sections we will check the validity of the Markov approximation in our system. (iii) taking the partial trace over the bath modes and assuming $\text{Tr}_B[\hat{V}(t), \hat{\rho}_T(0)] = 0$ \hspace{1cm} (D4). As a result the following equation of motion for the system density matrix is obtained,

$$\dot{\rho} \approx -\frac{1}{\hbar^2} \text{Tr}_B \int_0^\infty ds \left[ \hat{V}(t), \left[ \hat{V}(t-s), \rho(t) \otimes \hat{\rho}_s \right] \right].$$  \hspace{1cm} (D5)

The above equation can then be manipulated by writing the interaction potential in the form

$$\frac{1}{\hbar} \hat{V}(t) = \sum_{\alpha} \hat{O}_{s,\alpha}(t) \otimes \hat{B}_\alpha(t) + \text{H.c.},$$  \hspace{1cm} (D5)

with $\hat{O}_{s,\alpha}(t)$ and $\hat{B}_\alpha(t)$ being system and bath operators, respectively. We choose the above representation such that the system operators $\hat{O}_{s,\alpha}(t)$ in the interaction picture always evolve with a trivial phase, i.e.,

$$\hat{O}_{s,\alpha}(t) = \hat{O}_{s,\alpha} e^{-i\Omega_\alpha t}$$  \hspace{1cm} (D6)

with $\hat{O}_{s,\alpha}$ the corresponding Schrödinger Picture operator and $\Omega_\alpha \in \mathbb{R}$. By introducing Eq. (D5) into Eq. (D4) and assuming $[\hat{H}_B, \hat{\rho}_s] = 0$, we can cast the master equation in the convenient Lindblad form [64]. In the Schrödinger picture, this Lindblad master equation reads

$$\dot{\rho} = -\frac{i}{\hbar} \left[ \hat{H}_S + \hat{H}_B, \rho \right] + \sum_{\alpha} \left\{ \Gamma_{\alpha\alpha}^{(s)} L_{\hat{O}_{s,\alpha}^+ \hat{O}_{s,\alpha}} [\rho] + \left( \Gamma_{\alpha\alpha}^{(s)} L_{\hat{O}_{s,\alpha} \hat{O}_{s,\alpha}} [\rho] + \text{H.c.} \right) \right\}.$$  \hspace{1cm} (D7)

The bath-induced coherent dynamics is captured by the effective Hamiltonian

$$\hat{H}_\text{eff} = \hbar \sum_{\alpha\alpha'} G_{\alpha\alpha'}^{\text{a}} \hat{O}_{s,\alpha} \hat{O}_{s,\alpha'}^+ + G_{\alpha\alpha'}^{\text{a'}} \hat{O}_{s,\alpha'}^\dagger \hat{O}_{s,\alpha}^\dagger + \left( G_{\alpha\alpha'}^{\text{a}} \hat{O}_{s,\alpha} \hat{O}_{s,\alpha'} + \text{H.c.} \right),$$  \hspace{1cm} (D8)

whereas the dissipative dynamics is represented by the Lindblad superoperators, defined in Eq. (11). The rates involved in the master equation can be written in compact form as

$$\text{\begin{bmatrix} \Gamma_{\alpha\alpha}^{(n)} \\ \Gamma_{\alpha\alpha}^{(a)} \\ \Gamma_{\alpha\alpha}^{(s)} \end{bmatrix}} \equiv 2\pi \begin{bmatrix} S_{\alpha\alpha}^{(n)}(\Omega_{\alpha'}) + S_{\alpha\alpha}^{(n)*}(\Omega_{\alpha}) \\ S_{\alpha\alpha}^{(a)}(-\Omega_{\alpha'}) + S_{\alpha\alpha}^{(a)*}(-\Omega_{\alpha}) \\ S_{\alpha\alpha}^{(s)}(\Omega_{\alpha'}) + S_{\alpha\alpha}^{(s)*}(-\Omega_{\alpha}) \end{bmatrix}.$$  \hspace{1cm} (D9)

and

$$\text{\begin{bmatrix} G_{\alpha\alpha}^{\text{a}} \\ G_{\alpha\alpha}^{\text{a'}} \end{bmatrix}} \equiv -i\pi \begin{bmatrix} S_{\alpha\alpha}^{(n)}(\Omega_{\alpha'}) - S_{\alpha\alpha}^{(n)*}(\Omega_{\alpha}) \\ S_{\alpha\alpha}^{(a)}(-\Omega_{\alpha'}) - S_{\alpha\alpha}^{(a)*}(-\Omega_{\alpha}) \\ S_{\alpha\alpha}^{(s)}(\Omega_{\alpha'}) - S_{\alpha\alpha}^{(s)*}(-\Omega_{\alpha}) \end{bmatrix}.$$  \hspace{1cm} (D10)

Here, we define the one-sided power spectral densities of the bath, that capture the whole effect of the bath on the system dynamics, as

$$\text{\begin{bmatrix} \tilde{S}_{\alpha\alpha}^{(n)}(\omega) \\ \tilde{S}_{\alpha\alpha}^{(a)}(\omega) \\ \tilde{S}_{\alpha\alpha}^{(s)}(\omega) \end{bmatrix}} \equiv \int_0^\infty \frac{ds}{2\pi} \text{e}^{i\omega s} \begin{bmatrix} \langle \hat{B}_\alpha(t) \hat{B}_{\alpha'}(t-s) \rangle_{ss} \\ \langle \hat{B}_\alpha(t) \hat{B}_{\alpha'}^\dagger(t-s) \rangle_{ss} \\ \langle \hat{B}_{\alpha'}(t) \hat{B}_{\alpha'}^\dagger(t-s) \rangle_{ss} \end{bmatrix},$$  \hspace{1cm} (D11)

The above expressions are very general and, in the following subsections, we will apply them to the two cases detailed in the main text.

2. **Frozen bath model**

The Born-Markov master equation derived above is valid when the bath correlation times are much shorter
than the typical timescales associated with the system-bath interaction. It is also possible to obtain effective dynamics in the opposite limit, the so-called “frozen bath” regime [125]. In this regime, the evolution of the bath is much slower than the timescale associated to the system evolution in the interaction picture. In this limit, the effective dynamics can be obtained directly from Eq. (D2), by undertaking the Born approximation and by substituting [125, 126]

\[ \hat{V}(t) \approx \text{Tr}_B[^3V(t)]. \]  

(D12)

Within this approximation the bath is perceived, from the point of view of the system, as a stationary driving term given by the time-independent (“frozen”) expected value of the interaction potential. The frozen bath regime is not common in theory of open quantum systems as, in this limit, the bath does not induce any dissipation in the system as we will see below. However, we will make use of this regime to include the effect of the slow occupation dynamics of the NV centre on the spin wave master equation, in Sec. III and Appendix F.

E. Effective dynamics of paramagnetic spins

In this section we apply the general formalism derived in Appendix D to derive the effective dynamics of a system of paramagnetic spins interacting with a spin wave bath. Since the derivation, specifically the justification of the Markov approximation, relies on the particular values of \( T_1 \) and \( T_2 \), we take the specific values for NV centres and will for simplicity refer to the paramagnetic spins as “NV centres” in this section. The results derived below hold for any species of paramagnetic spin with similar values of \( T_1 \) and \( T_2 \). Extending our derivation to other paramagnetic spins is also possible. This Appendix is organized as follows: first, we provide the master equation for the NV centres and give the expressions for all the involved rates in Sec. E1. In the following sections we analyze the different effective dynamics separately: in Sec. E2 we study the modification of the occupation \((T_1)\) and coherence \((T_2)\) lifetimes for a single NV centre. Then, in Sec. E3 we derive the expressions for the frequency shift and spin wave-induced force analyzed in the main text. Finally, in Sec. E4 we analyze the spin wave-mediated couplings between different NV centres in an ensemble.

1. Derivation of the general master equation and equations of motion

We consider for generality an ensemble of NV centres at arbitrary positions \( \mathbf{r}_j \) outside the YIG film. Our starting point is the interaction Hamiltonian in the Interaction Picture, given by

\[ \hat{V} = \hat{V}_1 + \hat{V}_2 = \sum_{j \neq \beta} g_{j\beta} \hat{s}_\beta(t) \hat{\mathcal{D}}_n^{(j)} e^{i\omega - t} + \text{H.c.} \]

\[ + \sum_j \frac{\hat{S}_j^{(j)}}{\hbar} \sum_{\beta \beta'} g_{j\beta \beta'} \hat{s}_\beta(t) \hat{s}_{\beta'}(t) + \text{H.c.}. \]  

(E1)

with \( \hat{s}_\beta(t) = \hat{s}_\beta \exp(-i\omega \beta t) \). As shown in Appendix A5, the spin waves are governed by the master equation Eq. (A72), whose steady state is thermal. By applying the quantum regression formula [58] one can prove that the two-time correlators between three magnon operators cancel out in a thermal state:

\[ \langle \hat{s}_\beta(t) \hat{s}_\beta^\dagger(t-s) \hat{s}_{\beta'}(t-s) \rangle_{_{\text{ss}}} = 0 \quad \forall s, \]  

(E2)

\[ \langle \hat{s}_{\beta'}^\dagger(t) \hat{s}_\beta(t-s) \hat{s}_{\beta'}(t-s) \rangle_{_{\text{ss}}} = 0 \quad \forall s. \]  

(E3)

As a consequence, the two terms in the interaction, \( \hat{V}_1 \) and \( \hat{V}_2 \), are independent from each other and can be treated separately. The two-time correlators of the magnon operators appearing on each of these terms decay at similar rates \( \sim \gamma_\beta \), whereas the system evolution in the interaction picture is dominated by the timescale \( \sim T_2^\ast \). We treat both interaction terms within the Born-Markov approximation, valid for \( \gamma_\beta / T_2^\ast > 1 \). This condition is well fulfilled for all spin wave bands with \( n > 0 \). The lowest band \( n = 0 \) lies at the boundary of this validity regime \( \gamma_\beta / T_2^\ast \approx 1 \), and hence small non-Markovian corrections to the effective dynamics of the NV centres could be expected, especially for NV transition frequencies near the lower cutoff of a spin wave band [127]. Although outside the scope of our work, exploring these dynamics beyond the Markov approximation is an interesting outlook to our work.  

Under the above approximations, the resulting master equation for the ensemble of NV centres in the Schrödinger picture reads

\[ \frac{d}{dt} \hat{\rho}_{ps} = \frac{-i}{\hbar} \left[ \hat{H}_{ps} + \hat{H}_{\text{eff,1}} + \hat{H}_{\text{eff,2}}, \hat{\rho}_{ps} \right] \]

\[ + \mathcal{D}_{ps} \left[ \hat{\rho}_{ps} \right] + \mathcal{D}_{op} \left[ \hat{\rho}_{ps} \right] + \mathcal{D}_1 \left[ \hat{\rho}_{ps} \right] + \mathcal{D}_2 \left[ \hat{\rho}_{ps} \right]. \]  

(E4)

where the sub-indices 1 and 2 indicate the contributions stemming from \( \hat{V}_1 \) and \( \hat{V}_2 \), respectively. Let us first focus on the contribution from \( \hat{V}_1 \). By applying the general

\[ \text{16} \]

Note that these corrections are expectedly small, because the band \( n = 0 \) represents only one among many contributions to the effective dynamics of the NV centres (specifically, to the rates appearing in the master Eq. [E4]). The contributions from higher bands \( (n = 1, 2, ...) \), which are significant especially at fields \( H_0 \leq 15 \text{mT} \), are well within the validity regime of the Markov approximation.
formalism of Appendix D we obtain an effective Hamiltonian
\[ \frac{1}{\hbar} \hat{H}_{\text{eff},1} = \sum_{j \neq j'} G_{jj'}^a \hat{\sigma}_{-0}^{(j)} \hat{\sigma}_{0-}^{(j')} + \sum_{j} G_{jj}^n \hat{\sigma}_{0-}^{(j)} \hat{\sigma}_{-0}^{(j)} + \sum_{j} \sum_{\alpha=\pm} \delta_{\alpha}^{(j)} \hat{\sigma}_{\alpha \alpha}^{(j)}, \quad (E5) \]
with
\[ \left[ G_{jj'}^a \right] = \sum_{\beta} \frac{-\Delta_\beta}{\Delta_\beta^2 + (\gamma_\beta/2)^2} \left[ (1 + \bar{n}_\beta) g_{j\beta} g_{j'\beta}^* + \bar{n}_\beta g_{j'\beta}^* g_{j\beta} \right], \quad (E6) \]
where \( \Delta_{\beta} \equiv \omega_\beta - \omega_- \), and with first-order frequency shifts given by
\[ \delta_{\alpha}^{(j)} = G_{jj}^a - G_{jj}^n ; \quad \delta_{\alpha}^{(j)} = -G_{jj}^n. \quad (E7) \]
Note that in writing down the Hamiltonian Eq. (E5) we have neglected a constant term \(- \sum_{j} \delta_{\alpha}^{(j)} (\rho_j)\) that we must include when computing the induced force. The corresponding dissipator reads
\[ D_1[\hat{\rho}] = \sum_{j} \kappa_a^{(j)} L_{\sigma_{-0}^{(j)}} [\hat{\rho}] + \kappa_d^{(j)} L_{\sigma_{0-}^{(j)}} [\hat{\rho}] \]
\[ + \sum_{j \neq j'} \Gamma_{jj'}^{(n)} L_{\sigma_{\alpha \alpha}^{(j)}} [\hat{\rho}] + \Gamma_{jj'}^{(a)} L_{\sigma_{\alpha \alpha}^{(j)}} [\hat{\rho}]. \quad (E8) \]
with
\[ \left[ \Gamma_{jj'}^{(n)} \right] = \sum_{\beta} \frac{\gamma_{\beta}}{\Delta_\beta^2 + (\gamma_\beta/2)^2} \left[ (1 + \bar{n}_\beta) g_{j\beta} g_{j'\beta}^* \right], \quad (E9) \]
and decay and absorption rates given by
\[ \kappa_a^{(j)} \equiv \Gamma_{jj}^{(n)} ; \quad \kappa_d^{(j)} \equiv \Gamma_{jj}^{(a)} . \quad (E10) \]
Regarding the contribution \( \hat{V}_2 \), one can largely simplify it by noting that, in the representation Eq. (D5), the bath operator
\[ \hat{B}_\alpha(t) \rightarrow \hat{B}_j(t) \equiv \frac{1}{2} \sum_{\beta \beta'} \tilde{g}_{j\beta\beta'} \tilde{s}_{\beta}(t) \tilde{s}_{\beta'}(t) \quad (E11) \]
is Hermitian, and hence all the one-sided power spectral densities in Eq. (D11) are equal. Their value at zero frequency reads
\[ \tilde{S}_{jj'}(0) = \frac{-1}{8\pi} \sum_{\beta \beta'} \frac{\bar{n}_\beta (1 + \bar{n}_\beta') \tilde{g}_{j\beta\beta'} \tilde{g}_{j'\beta'\beta}}{i(\omega_\beta - \omega_{j'}) - (\gamma_\beta + \gamma_\beta')/2}. \quad (E12) \]
Furthermore, the system operator \( \hat{O}_{s,\alpha} \) is also Hermitian, allowing us to simplify the final master equation. Specifically, the coherent contribution reads
\[ \frac{\hat{H}_{\text{b},2}}{\hbar} = \sum_{j} \sum_{\alpha=\pm} \delta_{\alpha}^{(j)} \hat{\sigma}_{\alpha \alpha}^{(j)} + \sum_{j} G_{jj'}^2 \frac{\hbar^2}{2} \tilde{S}_z^{(j)} \tilde{S}_z^{(j')}, \quad (E13) \]
with
\[ G_{jj'}^2 \equiv -2\pi i \left[ \tilde{S}_{jj'}(0) - \tilde{S}_{jj'}^*(0) \right] \quad (E14) \]
and second-order frequency shifts given by
\[ \delta_{\alpha}^{(j)} = -2\pi i \left[ \tilde{S}_{jj'}(0) - \tilde{S}_{jj'}^*(0) \right] \quad (E15) \]
On the other hand, the dissipative contribution reads
\[ D_2[\hat{\rho}] = \sum_{j} \frac{\kappa_a^{(j)}}{\hbar} L_{\delta_{\alpha \alpha}^{(j)}} [\hat{\rho}] + \sum_{j \neq j'} \frac{\Gamma_{jj'}^{(n)}}{\hbar} L_{\delta_{\alpha \alpha}^{(j)}} [\hat{\rho}], \quad (E16) \]
with the rates
\[ \Gamma_{jj'}^{(n)} \equiv 2\pi \left[ \tilde{3} \tilde{S}_{jj'}(0) + \tilde{3} \tilde{S}_{jj'}^*(0) + \tilde{S}_{jj'}(0) + \tilde{S}_{jj'}^*(0) \right], \quad (E17) \]
and the additional dephasing rate
\[ \kappa_2^{(j)} \equiv \Gamma_{jj}^{(2)} = 16\pi \text{Re}[\tilde{S}_{jj'}(0)]. \quad (E18) \]
It is insightful to compute the equations of motion for the expected value of an arbitrary transition operator of a given NV centre, \( \langle \hat{\sigma}_{\alpha \alpha}^{(j)} \rangle \), as given by the complete master equation Eq. (E4). For simplicity we will assume NV centres in thermal equilibrium, i.e., \( \Omega = 0 \). The extension to optically pumped equilibrium, following the derivation in Appendix B 2. The equations of motion for the ground state manifold can be written in compact form in the following way,
\[ \frac{d}{dt} \langle \hat{\sigma}_{00}^{(j)} \rangle = -\left( 2\gamma_+ + \kappa_a^{(j)} \right) \langle \hat{\sigma}_{00}^{(j)} \rangle + \kappa_1 (1 + \bar{n}_+) \langle \hat{\sigma}_{0+}^{(j)} \rangle + \left[ \kappa_1 (1 + \bar{n}_-) + \kappa_d^{(j)} \right] \langle \hat{\sigma}_{-0}^{(j)} \rangle - \sum_{k \neq j} \Gamma_{d,jk} \langle \hat{\sigma}_{0k}^{(k)} \hat{\sigma}_{-k}^{(j)} \rangle + \text{c.c.}. \quad (E19) \]
\[ \frac{d}{dt} \langle \hat{\sigma}_{++}^{(j)} \rangle = \kappa_1 \bar{n}_+ \langle \hat{\sigma}_{0+}^{(j)} \rangle - \kappa_1 (1 + \bar{n}_+) \langle \hat{\sigma}_{++}^{(j)} \rangle \quad (E20) \]
\[
\frac{d}{dt} \langle \hat{\sigma}^{(j)}_{0+} \rangle = \left[ -i \left( \omega_+ + \delta_+^{(j)} \right) - \frac{\kappa_2 + \kappa_2^{(j)}}{2} - \frac{\kappa_1 + 3\gamma_+ - \gamma_- + \kappa_d^{(j)}}{2} \right] \langle \hat{\sigma}^{(j)}_{0+} \rangle \\
- \sum_{k \neq j} \frac{\Gamma_{z,jk}}{\hbar} \langle \hat{\sigma}^{(j)}_{0+} \hat{\sigma}^{(k)}_{z} \rangle - \sum_{k \neq j} \Gamma_{d,jk} \langle \hat{\sigma}^{(j)}_{0+} \hat{\sigma}^{(k)}_{0-} \rangle
\]
\[
\frac{d}{dt} \langle \hat{\sigma}^{(j)}_{0-} \rangle = \left[ -i \left( \omega_- + \delta_-^{(j)} \right) - \frac{\kappa_2 + \kappa_2^{(j)}}{2} - \frac{\kappa_1 + 3\gamma_+ + \gamma_- + \kappa_d^{(j)}}{2} \right] \langle \hat{\sigma}^{(j)}_{0-} \rangle \\
+ \sum_{k \neq j} \frac{\Gamma_{z,jk}}{\hbar} \langle \hat{\sigma}^{(j)}_{0-} \hat{\sigma}^{(k)}_{z} \rangle - \sum_{k \neq j} \Gamma_{d,jk} \langle \hat{\sigma}^{(j)}_{0-} \hat{\sigma}^{(k)}_{00} \rangle
\]
\[
\frac{d}{dt} \langle \hat{\sigma}^{(j)}_{+} \rangle = \left[ i \left( \omega_+ + \delta_+^{(j)} - \omega_- - \delta_-^{(j)} \right) - 2(\kappa_2 + \kappa_2^{(j)}) \right] \langle \hat{\sigma}^{(j)}_{+} \rangle \\
+ 2 \sum_{k \neq j} \frac{\Gamma_{z,jk}}{\hbar} \langle \hat{\sigma}^{(j)}_{+} \hat{\sigma}^{(k)}_{z} \rangle + \sum_{k \neq j} \Gamma_{d,jk} \langle \hat{\sigma}^{(j)}_{+} \hat{\sigma}^{(k)}_{00} \rangle
\]

where \( \gamma_+ \) and \( \gamma_- \) are defined in Eq. (B6). We define the total frequency shifts
\[
\delta^{(j)}_{\pm} \equiv \delta^{(j)}_{\pm 1} + \delta^{(j)}_{\pm 2}
\]
and the total coupling rates between NV centres,
\[
\Gamma_{d,jk} = \frac{\Gamma_{j}^{(n)} - \Gamma_{k}^{(n)}}{2} - i \left( G_{jk}^{n} + G_{kj}^{n} \right),
\]
\[
\Gamma_{z,jk} = \frac{\Gamma_{z,2,jk} - \Gamma_{z,2,kj}}{2} + iG_{z,2,jk} + iG_{2,kj}.
\]

In the above equations of motion it is evident that all the interaction terms between different NV centres, both dissipative and coherent, combine into the single interaction rates \( \Gamma_{d,jk} \) and \( \Gamma_{z,jk} \), which are the relevant quantities describing the spin wave-induced interaction. Let us analyse each of the spin wave-induced dynamics separately.

2. Spin-wave induced modification of \( T_1 \) and \( T_2^* \) for a single NV centre in thermal equilibrium

Here we focus on the modification of the decay and dephasing rates, which are defined in thermal equilibrium (i.e. no optical pumping). We thus consider a single NV centre by making \( \Gamma_{d,jk} = \Gamma_{z,jk} = 0 \) in the equations of motion Eqs. (E19)-(E24), and take \( \Omega = 0 \). The resulting equations of motion have a similar form as for the

NV centre in the absence of spin waves, Eqs. (B4) and (B10)-(B11), allowing us to define the new decay and dephasing times. Let us first discuss the dynamics of the occupations of the NV levels, namely \( \langle \hat{\sigma}^{(j)}_{00} \rangle \), \( \langle \hat{\sigma}^{(j)}_{0-} \rangle \), \( \langle \hat{\sigma}^{(j)}_{0+} \rangle \), and \( \langle \hat{\sigma}^{(j)}_{+} \rangle \). The dynamics of these occupations are given by
\[
\frac{d}{dt} \langle \hat{\sigma}^{(j)}_{00} \rangle = \left[ \kappa_1 + \gamma_+ + (\Gamma_+ + \Gamma_-)/2 \right] \langle \hat{\sigma}^{(j)}_{00} \rangle - \langle \hat{\sigma}^{(j)}_{0+} \rangle \langle \hat{\sigma}^{(j)}_{0-} \rangle
\]
\[
\frac{d}{dt} \langle \hat{\sigma}^{(j)}_{0+} \rangle = \left[ \kappa_1 + \gamma_+ + (\Gamma_+ + \Gamma_-)/2 \right] \langle \hat{\sigma}^{(j)}_{0+} \rangle - \langle \hat{\sigma}^{(j)}_{00} \rangle \langle \hat{\sigma}^{(j)}_{0-} \rangle
\]
\[
\frac{d}{dt} \langle \hat{\sigma}^{(j)}_{0-} \rangle = \left[ \kappa_1 + \gamma_+ + (\Gamma_+ + \Gamma_-)/2 \right] \langle \hat{\sigma}^{(j)}_{0-} \rangle - \langle \hat{\sigma}^{(j)}_{0+} \rangle \langle \hat{\sigma}^{(j)}_{00} \rangle
\]
\[
\frac{d}{dt} \langle \hat{\sigma}^{(j)}_{+} \rangle = \left[ i \left( \omega_+ + \delta_+^{(j)} - \omega_- - \delta_-^{(j)} \right) - 2(\kappa_2 + \kappa_2^{(j)}) \right] \langle \hat{\sigma}^{(j)}_{+} \rangle + 2 \sum_{k \neq j} \frac{\Gamma_{z,jk}}{\hbar} \langle \hat{\sigma}^{(j)}_{+} \hat{\sigma}^{(k)}_{z} \rangle + \sum_{k \neq j} \Gamma_{d,jk} \langle \hat{\sigma}^{(j)}_{+} \hat{\sigma}^{(k)}_{00} \rangle
\]
which has dimensions of velocity squared. Note that at not too low temperatures ($T \gtrsim 10\,\text{K}$) the above decay rates fulfill $|\Gamma_+| \gg |\Gamma_-|$ due to the difference in the thermal factors appearing on each quantity.

As detailed in Appendix B.1, in the absence of spin waves, at zero applied field $H_0$ and for an initially polarized NV centre ($\langle S_z \rangle (t=0) = 0$), the system of equations Eq. (E28) decouples and hence all the occupations decay to their steady state value exponentially with a lifetime $T_1$ given by Eq. (B15). This behavior is altered in the presence of spin waves or at $H_0 \neq 0$, where the evolution of the occupations follows a double exponential decay

$$\langle \hat{\sigma}_{\alpha\alpha}(t) \rangle \sim a e^{-t/T_{1a}} + b e^{-t/T_{1b}},$$

for any initial state (see Fig. 11[a]). The inverse rates $T_{1a}^{-1}$ and $T_{1b}^{-1}$ are given by the eigenvalues of the $2 \times 2$ matrix $\overline{M}_0 + \overline{M}$ appearing in Eq. (E28), namely

$$\lambda_\pm = 2\gamma_+ + \kappa_1 + \Gamma_+ \pm \left( \gamma_+^2 + 3\gamma_-^2 \right)^{1/2}.$$  \hspace{1cm} (E33)

Note that from Eq. (E30), Eq. (A65), and the even parity of $\omega_\beta$ and $\gamma_\beta$ under the reflection $k_y \rightarrow -k_y$, one can easily show that the eigenvalues $\lambda_\pm$, and thus the modification of the occupation dynamics, are the same on both sides of the slab and depend only on the vertical separation from its surface, $l$. In Fig. 11(c) we show the evolution of the ground-state occupation of the NV centre at $\mu_0 H_0 = 25\,\text{mT}$, for an NV at different separations from the YIG film. In the absence of spin waves, i.e. at $l \rightarrow \infty$ (solid black line), the evolution of $\langle \hat{\sigma}_{00}(t) \rangle$ is very well approximated by a single exponential decay with slope $T_1$, as it only deviates from the zero-field case (dashed line) at very long times where the steady state is practically reached. This justifies the use of the timescale $T_1$, technically defined only at $H_0 = 0$, to describe also NV centres in the presence of weak applied fields. However, when the NV centre is placed close to the YIG film, the deviation from an exponential decay becomes very relevant. The evolution of $\langle \hat{\sigma}_{00}(t) \rangle$ in this case characterized by a fast decay to a metastable value $\langle \hat{\sigma}_{00} \rangle \approx \langle \hat{\sigma}_{00} \rangle_{ss} + 0.2$, followed by a slow decay toward the steady-state. Since both these processes are relevant, one must consider the two relaxation times $T_{1a}$ and $T_{1b}$ separately.

The two relaxation times $T_{1a}$ and $T_{1b}$ are displayed in Fig. 11(d), in solid and dashed lines, for three different values of the applied field $H_0$ and for the parameters in Table I. The most striking effect is given by the lowest lifetime (dashed line), which is orders of magnitude smaller than the original lifetime $T_1$. This strong modification, known as Purcell enhancement in nanophotonics [128], originates from the film-induced modification of the electromagnetic density of states. Indeed, the dashed lines in Fig. 11(d) display the typical behavior observed for Purcell-enhanced lifetimes associated to exponentially localized surface modes such as thin-film [129] or graphene [130] surface plasmons. The lowest lifetime (dashed lines) tends to the original one, $T_1$, as $l \rightarrow \infty$, i.e. in the absence of spin waves. This motivates us to define the spin-wave-reduced lifetime of the transition $|0\rangle \leftrightarrow |\mp\rangle$.

FIG. 11. a) Spin waves cause a frequency shift $\delta_-$ of the NV transition frequency and decrease of the lifetimes $T_1$ and $T_2$. b) Spin waves resonant with the $|0\rangle \leftrightarrow |\mp\rangle$ transition of the NV: at $\mu_0 H_0 = 5\,\text{mT}$ spin waves in both $n = 0$ (solid red line) and $n = 1$ bands (dashed red line) are resonant, whereas for $\mu_0 H_0 = 25\,\text{mT}$ (blue lines) only the $n = 0$ spin waves are, and for $\mu_0 H_0 > 30\,\text{mT}$ no spin wave is resonant. c) Evolution of the ground state occupation of the NV after initialization in the $|0\rangle$ state, for different NV-film separations and $\mu_0 H_0 = 25\,\text{mT}$. The dashed line shows the single exponential decay for an isolated NV at $H_0 = 0$, which defines the timescale $T_1$. d) The two timescales describing the evolution of the NV occupations in the presence of spin waves (solid and dashed lines, respectively) as a function of NV-film distance $l$, for the three values of static fields $H_0$ considered in panel (b). The horizontal dashed line indicates the original $T_1$. In all three panels we take $T = 300\,\text{K}$ and the parameters in Table I.
as
\[
T_1' \equiv \min(T_{1a}, T_{1b}) = \max \left( \frac{1}{\lambda_+}, \frac{1}{\lambda_-} \right). \tag{E34}
\]

This quantity, more details of which are given below, is the modified lifetime used in the main text.

The dependence of the dashed lines in Fig. 11(d) on the applied field \(H_0\) can be understood from Fig. 11(b), which indicates the resonant spin waves (i.e. the spin waves fulfilling the resonance condition \(\omega_\beta = \omega_-\)) for each value of \(H_0\) considered in Fig. 11(d): on the one hand, at high fields, \(\mu_0 H_0 \gtrsim 30 \text{mT}\), no spin waves are resonant with the NV transition and the effect of the spin waves is strongly suppressed, resulting in a lifetime closer to \(T_1\). On the other hand, at low fields \(\mu_0 H_0 \gtrsim 5 \text{mT}\), the lifetime modification is maximized as many spin wave modes fulfill the resonance condition \(\omega_\beta = \omega_-\). Finally, the intermediate field case \(\mu_0 H_0 \gtrsim 25 \text{mT}\) is characterized by an intermediate lifetime enhancement in between the above two extreme cases. In this situation, moreover, the lifetime remains significantly different from the value \(T_1\) even at large distances \(l \sim 5d\), as the resonant condition \(\omega_\beta = \omega_-\) is fulfilled also for spin waves of very low wavenumbers (see blue line in Fig. 11(b)). Note finally that the lifetimes on Fig. 11(d) remain significantly different from \(T_1\) even at easily achievable NV-film distances \(l \approx d\), suggesting that the modified dynamics exemplified in Fig. 11(c) could be measured through the fluorescence of the NV centre [24–28, 68]. Indeed, the spin wave-induced modification of the lifetime \(T_1\) has already been proposed as a potential explanation for the observed modifications in the optically detected magnetic resonance spectrum of NV centres close to magnetic structures [26–28]. Conversely, the strong dependence of the lifetimes on the NV separation from the film, \(l\), could be exploited to optically measure such separation.

Let us finally focus on the lifetime of the coherences, particularly of the coherences \(\langle \hat{n}_{0\pm}\rangle\), whose lifetime at \(H_0 = 0\) defines the coherence lifetime \(T_2^\ast\). In the presence of spin waves, the definition of a single coherence time is not possible, since the lifetime of each of these coherences becomes different, see Eqs. (E22) and (E23). Specifically, from these equations we can extract the lifetimes of these two coherences as
\[
\begin{bmatrix}
\tau_{0+}^{-1} \\
\tau_{0-}^{-1}
\end{bmatrix}
= \frac{\kappa_2 + \kappa_2' + \kappa_1 + 3\gamma_+}{2} - \frac{1}{2} \begin{bmatrix} \gamma_- - \Gamma_+ + \Gamma_- \\ -\gamma_- - 2\Gamma_+ \end{bmatrix}. \tag{E35}
\]

The calculation of these rates requires determining the rate \(\kappa_2'\) (Eq. (E18)) which, by following similar steps as above, can be cast in integral form as
\[
\kappa_2' = v^4 \sum_{n,n'} \int d^2 k_\parallel \int d^2 k_\parallel' \left[ 1 - e^{-d|k_\parallel - k_\parallel'|} \right]^2 \times \frac{\bar{n}_{\beta}(\bar{n}_{\beta'} + 1)}{\gamma_\beta + \gamma_{\beta'}} \left( \frac{\gamma_\beta - \omega_{\beta'}}{\omega_{\beta} - \omega_{\beta'}^2} + \frac{\left| (\gamma_\beta + \gamma_{\beta'})/2 \right|^2}{2} \right) \times \left( \omega_{\beta} - \omega_{\beta'} \right)^2 \sum_{\xi=\pm} \frac{\bar{\xi}^2}{\pi^2(n' + \xi a)^2 + (|k_\parallel - k_\parallel'|d)^2}. \tag{E36}
\]

From the above expression it is evident that \(\kappa_2',\) and therefore the spin wave-induced dephasing, is the same on both sides of the slab as it does not depend on \(\eta\). Furthermore, \(\kappa_2'\) only depends on the vertical separation from its surface, \(l\).

The lifetimes of the coherences \(\tau_{0\pm}\), given by Eq. (E35), are displayed in Fig. 12 (green and purple lines, respectively) as a function of the distance from the YIG surface. In order to isolate the effect of the additional decay rates \(\kappa_a\) and \(\kappa_d\) from that of the additional dephasing rate \(\kappa_2'\), in Fig. 12 we plot these lifetimes calculated only from the first order contribution \(\tilde{V}_1\), i.e. for \(\kappa_2' = 0\) (dashed lines) and calculated up to second order, i.e. including \(\kappa_2'\) (solid lines). As evidenced by the figure, the effect of \(\kappa_2'\) is negligible for \(l \gtrsim 10^{-2}d\), where the deviation of the coherence lifetimes from their original value \(T_2^\ast\) is dominated by the decay rates \(\kappa_a\) and \(\kappa_d\), i.e., by \(T_2\). In this regime the coherence lifetimes are Purcell-reduced in a similar way as the occupation lifetimes in Fig. 11(d). The lifetime of the coherence \(\langle \hat{n}_{0+}\rangle\) is not modified as strongly as the lifetime of \(\langle \hat{n}_{0-}\rangle\) as the corresponding NV transition \(|0\rangle \leftrightarrow |+\rangle\) is uncoupled from the spin wave modes. As a result there is a strong difference between these two lifetimes, that can differ by up to a factor 2 at low separations \(l \sim 10^{-2}d\). At even lower separations, \(l/d \lesssim 10^{-2}\), the effect of the additional dephasing \(\kappa_2'\) becomes relevant and eventually dominant over the first-order contribution. In the low separation limit \(l \ll d\) the two lifetimes become equal and much smaller than the original \(T_2^\ast\) of the NV centre. This large increase on the dephasing rate suggests that placing the NV centres as close as possible to the YIG film is not always advisable, as the corresponding rise of the NV-spin wave coupling rate could be overcome by the unavoidable increase in decoherence. Finally, note that both the stark difference between the two lifetimes at \(l = 10^{-2}d\) and their further decrease at \(l \lesssim 10^{-2}d\) are strong effects as compared to the original dephasing time \(T_2^\ast\), and could in principle be resolved by spin echo experiments [27, 68, 70, 71]. Such experiments, combined with independent measurements of the occupation dynamics displayed in Fig. 11(c), could provide valuable information of the spin wave structure of the film.
The above expression is, in general, much smaller than the first-order contributions Eq. (E38) for two reasons: first, the function in the second line is non-negligible only in a narrow region of frequency space, namely in the region \( \omega_{\beta} - \gamma_{\beta} \lesssim \omega' \lesssim \omega_{\beta} + \gamma_{\beta} \). In these regions, however, the thermal factors fulfill \( \bar{n}_{\beta} \approx \bar{n}_{\gamma} \) as \( \gamma_{\beta} \sim \text{MHz} \) (see Fig. 7). Second, even in these regions the coupling rates \( |g_{j,\beta,\gamma}| \) are usually much smaller than the first-order rates \( |g_{j,\beta}| \) since they stem from a second-order correction to the interaction potential. These arguments allow us to safely neglect this shift, i.e.,

\[
\delta_{2,\pm} \ll \delta_{1,\pm} \quad \Rightarrow \quad \delta_{\pm} \approx \delta_{1,\pm}. \tag{E41}
\]

The frequency shifts of the two NV transitions can thus be written in integral form as

\[
\begin{aligned}
\left[ \delta_{-} \right] & \approx -v^{2} \sum_{n} d^{2} k_{||} \frac{\omega_{\beta} M}{\omega_{||} \Delta_{\beta}} \frac{\gamma_{\beta}}{\gamma_{\beta}^{2} + (\gamma_{\beta}^{2}/2)^{2}} \\
& \times |h_{\beta,\gamma}|^{2} e^{-2k_{||}l} \left( 1 + \frac{k_{\|}}{k_{\|}} \right)^{2} \left[ 2\bar{n}_{\beta} + 1 \right]. \tag{E42}
\end{aligned}
\]

From the above expression it is evident that \( |\delta_{-}| \geq 2|\delta_{+}| \). Specifically, in the low- and high-temperature limits, valid respectively at cryogenic and room temperature, we find

\[
\delta_{+} \rightarrow \begin{cases} 
0 & \text{for } k_{\|}T \ll \hbar \omega_{M} \\
\delta_{\|}/2 & \text{for } k_{\|}T \gg \hbar \omega_{M}. \tag{E43}
\end{cases}
\]

The above relations allow us to focus on the more relevant frequency shift, namely that of the coupled transition \( |0 \rangle \leftrightarrow |-\rangle \).

The frequency shift \( \delta_{-} \) is displayed in Fig. 13(a-b) as a function of vertical separation \( l/d \), for three representative values of the applied magnetic field and at room (panel a) and cryogenic (panel b) temperatures. Regardless of the applied field \( H_{0} \), the frequency shift becomes negligible at sufficiently large distances \( l \sim d \), as the amplitude of the exponentially localized \( \exp(-k_{\|}l) \) spin waves vanishes. The different behavior of the frequency shift at different values of the field \( H_{0} \) can be understood from Eq. (E42) and the resonance iso-lines in panel Fig. 11(b). Two limiting cases can be identified: first, the high-field case \( \mu_{0}H_{0} \gtrsim 30\text{mT} \) (yellow lines in Fig. 13[a-b]) where no spin wave is resonant with the NV transition (hence no curve corresponding to these fields is displayed in Fig. 11(b)). Specifically, as evidenced also by Fig. 10(a), in this case all magnons fulfill \( \omega_{\beta} > \omega_{-} \), resulting in a negative frequency shift for all values of the separation \( l \). Second, the weak field case exemplified by \( \mu_{0}H_{0} = 5\text{mT} \) (red lines in Fig. 13[a-b]), where spin waves in both \( n = 0 \) and \( n = 1 \) bands are resonant with the transition \( |0 \rangle \leftrightarrow |-\rangle \). The phenomenology in this case depends critically on the distance to the film, \( l \): specifically, for large \( l \) only the spin waves with a very low wavenumber contribute significantly due to the exponential decay of the coupling rate \( g_{\beta} \propto \exp(-k_{\|}l) \). Since
all these spin wavemodes fulfill $\omega_\beta < \omega_-$ the frequency shift becomes positive. On the other hand, for sufficiently small $l$ the spin waves with higher wavenumber, namely those outside the curves in Fig. 11(b), start to contribute with a negative shift as they fulfill $\omega_\beta > \omega_-$. For sufficiently short distances $l$ the negative contribution overcomes the positive one and the frequency shift turns negative. Finally, for intermediate values of the field such as $\mu_0 H_0 = 25$ mT (blue lines in Fig. 13(a-b)) most of the spin wave modes fulfill $\omega_\beta > \omega_-$, even in the low-wavenumber limit. As a consequence the frequency shift remains negative for all separations $l$ despite the resonance condition being fulfilled by some spin waves in the $n = 0$ band. All these behaviors are similar for room and cryogenic temperatures, with the room-temperature case displaying much higher shifts due to the increased field amplitude of the thermal spin waves. Finally, note that the frequency shift is measurable for all three values of the field chosen in Fig. 13(a-b), since the corresponding spin wave-reduced lifetimes $T'_1$, shown in Fig. 13(c), remain high enough for the condition $|\delta_- T'_1| > 1$ to be fulfilled (see Fig. 13(d)). This measurement becomes less challenging at room temperature where the product $|\delta_- T'_1|$ is enhanced.

We now focus on the force exerted by the spin waves on a single NV centre. This force is calculated as the steady-state expected value of the gradient of the total Hamiltonian,

$$ F = -\left\langle \nabla \left[ \hat{H}_{ps} + \hat{H}_{eff,1} + \hat{H}_{eff,2} \right] \right\rangle_{ss}. \quad (E44) $$

As detailed above, we can neglect the second-order frequency shifts $\delta_{2,\pm}$ and write

$$ \frac{\hat{H}_{eff,1} + \hat{H}_{eff,2}}{\hbar} \approx -\delta_- \hat{\sigma}_{00} + (\delta_- - \delta_+) \hat{\sigma}_{-+}, \quad (E45) $$

where we have added the constant (but position-dependent) correction that we neglected in Eq. (E5). Using this expression in combination with Eq. (E44) one can calculate the force in a general situation. In this work, however, we focus either on the high- or on the low-temperature limit, where the expression for the force can be simplified, using the identities Eq. (E43), to

$$ F = -\frac{\hbar}{2} \hat{e}_x \frac{d\delta_- (l)}{dl} \times \left\{ \begin{array}{ll} 2\langle \hat{\sigma}_{-+} \rangle_{ss} & \text{for } k_B T \ll \hbar \omega_M \\ \langle \hat{\sigma}_{-+} - \hat{\sigma}_{00} \rangle_{ss} & \text{for } k_B T \gg \hbar \omega_M. \end{array} \right. \quad (E46) $$

The force given by Eq. (24) in the main text results from particularizing the above expression to an NV centre above the YIG film ($n = 1$).

The force Eq. (E44) is shown in Fig. 14 for a single NV centre at room temperature (panel a), cryogenic temperature (panel b) and room temperature under optical pumping at optimal pumping conditions (panel c). At cryogenic temperatures optical pumping does not significantly change the force as the NV centre is already near its ground state. At room temperature the forces are very small since the steady-state occupations are generally very close to their zero-field values, i.e. $\langle \hat{\sigma}_{-+} \rangle_{ss} \approx (\hat{\sigma}_{00})_{ss} \approx 1/3$. The resulting force is thus significantly weaker than the usual Casimir-Polder force for atoms with optical transitions (for which $\langle \hat{\sigma}_{00} \rangle_{ss} \approx 1$ even at room temperature), and lies in the $10^{-23} - 10^{-21}$ range. This reduced Casimir-Polder force is common for magnetic dipole transitions where the transition frequencies are comparable to thermal energy scales [89]. Moreover, room temperature forces are mostly repulsive, except at
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**FIG. 13.** a-b) Frequency shift $\delta_-$ at room (a) and cryogenic (b) temperatures as a function of the distance between the NV centre and the YIG film, for three values of the applied field $H_0$. c-d) Lifetime of the $|0\rangle \leftrightarrow |-\rangle$ transition, $T'_1$, and product $\delta_- T'_1$, respectively, for the same magnetic fields as in panels (a-b), and for room (solid) and cryogenic (dashed) temperatures. The black dotted line in panel (c) indicates the original NV lifetime in the absence of spin waves, $T_1$. The yellow solid and dashed lines in panel (d) correspond to the red and blue curves in Fig. 4(b), respectively. In all panels we choose the parameters as in Table 1.
very low fields $\mu_0 H_0 = 5\text{mT}$ (red curve), where the force becomes attractive for $l > 0.3d \approx 60\text{nm}$ following the corresponding change of slope in the frequency shift (compare with Fig. 13[a]). Repulsive Casimir-Polder forces are a common feature of magnetic dipole transitions [88, 89]. Conversely, forces become attractive at cryogenic temperatures. Regarding optical pumping, it is clearly more efficient at high fields as shown by Fig. 14(c). The reason behind this is the relatively large lifetime $T_{1'}$ of the NV transition at these fields (see Fig. 13[c]), which facilitates the pumping of occupation into the ground state. Moreover, in this case the pumping intensity used for optimal pumping in the absence of spin waves, $I_d = 0.13\text{GW m}^{-2}$, still results in very efficient initialization of the NV centre, since $T_{1}$ and $T_{1'}$ are relatively similar. Conversely, at fields for which the resonance condition $\omega_\beta = \omega_\omega$ is fulfilled (i.e. red and blue curves Fig. 14), the very short lifetimes $T_{1'}$ make optical pumping inefficient. We emphasize that in these cases the force can still be enhanced by employing higher optical pumping intensities $I_d$.

4. Coupling between different NV centres

Let us finally consider the effective spin-wave dynamics induced on an ensemble of NV centres. On the one hand, each NV centre in the ensemble will experience the same frequency shift and the same lifetime modifications as in the single-NV case analyzed in previous sections. On the other hand, however, different NV centres will be coupled through the compound coupling rates appearing in the equations of motion, namely

$$\Gamma_{d,jk} = \sum_{\beta} \frac{g_{j\beta}^2 g_{k\beta}}{i(\omega_\omega - \omega_\beta) - \gamma_\beta/2},$$

(E47)

and

$$\Gamma_{z,jk} = i\sum_{\beta'\beta} \bar{n}_\beta(\bar{n}_{\beta'} + 1)\tilde{g}_{j\beta'\beta} \hat{g}_{k\beta'\beta} \times \frac{\omega_\beta - \omega_{\beta'}}{(\omega_\beta - \omega_{\beta'})^2 + (\gamma_\beta - \gamma_{\beta'})^2/4}.\quad \text{(E48)}$$

The latter contribution, $\Gamma_{z,jk}$, can be manipulated analogously to the second-order frequency shifts $\delta_{\omega,\pm}$, see Eqs. (E39) and (E40), and following the same argumentation it can also be neglected. Hereafter we thus focus on the dominant coupling rate which in integral form reads

$$\Gamma_{d,jk} = v^2 \sum_n \int d^2k \frac{\omega_{M}}{\omega_\beta} e^{-k_0(l_0 + l_k)e_k(r_{jk} - r_{ij})} \times \left[1 + \eta_j \frac{k_y}{k_\|} \right] \left[1 + \eta_k \frac{k_y}{k_\|} \right] \frac{h_{\gamma_\beta} h_{\gamma_\beta} \gamma_{\eta_\beta} \gamma_{\eta_\beta}}{i(\omega_\omega - \omega_\beta) - \gamma_\beta/2}.\quad \text{(E49)}$$

From the above expression we deduce that the coupling rates only depend on three variables, namely the difference between the parallel coordinates of the two involved spins, $r_{\| \parallel} - r_{\| ij} \equiv y_{k} e_\parallel + z_{k} e_\perp$, and the sum of their distances to the slab, $l_k + l_j \equiv L_{kj}$:

$$\Gamma_{d,jk} \equiv \Gamma_d(L_{kj}, y_{k}, z_{k}).\quad \text{(E50)}$$

Moreover, by using the symmetries of the frequencies and loss rates under sign change of $\eta_j$ and $\eta_k$, together with the symmetries Eq. (A64) and (A65), one can show that the couplings are symmetric under permutation of the $z-$coordinate of the two NV centres,

$$\Gamma_d(L_{kj}, y_{k}, z_{k}) = \Gamma_d(L_{kj}, y_{k}, z_{k}).\quad \text{(E51)}$$

Using the same symmetry arguments we can also derive relations between the coupling rates corresponding to different positions of the NV centres with respect to the slab, quantified by the respective indices $\eta_j$ and $\eta_k$. Specifically,

1. For NVs on different sides of the slab ($\eta_j = -\eta_k$) the rate $\Gamma_d$ becomes independent on $\eta_j$ and $\eta_k$, i.e. it does not depend on which side each NV centre is on. Furthermore, in this case the coupling rate is symmetric under permutation of the two NV centres:

$$\Gamma_d(L_{kj}, y_{k}, z_{k}) = \Gamma_d(L_{kj}, y_{k}, z_{k}).\quad \text{(E52)}$$
FIG. 15. Modulus of the coupling rate between NV centre $j$ and NV centre $k$ as appearing in the equation of motion for NV centre $j$, i.e. $|\Gamma_{d,jk}|$, as a function of the relative separation in the parallel plane. The total vertical separation is $L_{kj} = l_j + l_k = d = 200\,\text{nm}$, the applied field $\mu_0 H_0 = 20\,\text{mT}$ and the NV centres are in thermal equilibrium at room temperature. Panels (a), (b), and (c) show, respectively, the cases of the two NV centres lying above the film, one NV centre above and a second below the film, and the two NV centres below the film.

2. For NVs on the same side of the slab ($\eta_j = \eta_k = \eta$), the coupling remains $\eta$-dependent but obeys the symmetry

$$\Gamma_d(L_{kj}, y_{kj}, z_{kj})|_{\eta=+} = \Gamma_d(L_{kj}, y_{kj}, z_{kj})|_{\eta=-}, \quad (E53)$$

The coupling rates between two NV centres $j$ and $k$, as appearing in the equations of motion for NV centre $j$, are shown in Fig. 15 for three cases, namely the two NV centres above the slab (panel a), one NV centre above and a second below the slab (panel b), and the two NV centres below the slab (panel c). In general the most relevant coupling rates correspond to the two NV centres lying on the same side of the slab (panels a and c). These couplings also display a strong directionality which originates from the combination of the non-reciprocity of the bath modes, i.e. the spin waves, and the polarization-selective transition of the NV centre, $|0\rangle \leftrightarrow |-\rangle$. To understand this asymmetry, let us focus on the case of the two NV centres above the slab (panel a). The NV centre $j$, assumed to lie at the origin of coordinates for simplicity, interacts only with spin waves polarized along $e_-$, which propagate on the positive $y$ direction (see Fig. 6[c]). This enhances the interaction with NV centres $k$ placed on the right half of the $y-z$ plane ($y_k > y_j$) while suppressing the interaction with those placed on the left half ($y_k < y_j$). The emitted spin waves are resonant with the frequency of the NV transition, $\omega_-$. Thus, emitted spin waves propagating near the $y-$axis (i.e. $\phi_k \ll 1$) have much lower wavenumbers than emitted spin waves propagating along a larger angle $\phi_k$. Since the field amplitude, and thus the coupling rate, becomes very small also at low wavenumbers, the coupling is maximized for NV centres $k$ placed along a certain angle along the $y-z$ plane. Note that this directional coupling mechanism is analogous to the phenomenon of chirality in quantum nanophotonics, which has attracted significant attention lately [131] due to its potential applications in quantum computing and processing, among others. Most of these applications, however, are not directly extensible to the NV-spin wave interfaces as the typical coupling strengths (several Hz in Fig. 15, potentially several kHz for NV centres near the surface of the film) are much weaker than the dissipation rates of the NV centres. An interesting outlook of our work, and a direct application of our theoretical model, consists on exploring the enhancement of the interaction rates, for instance through coherent driving of particular spin wave modes, as well as the potential of these highly directional interactions e.g. for studying unconventional many-body physics [131].

F. Effective spin wave dynamics

In this section we apply the general formalism derived in Appendix D to derive the effective dynamics of a system of spin waves induced by a bath of paramagnetic spins. As in the previous section we focus on NV centres, but our results hold for any paramagnetic spin with similar values of $T_1$ and $T_2^*$. First, we summarize the

a) Both NVs above film

b) NVs on opposite sides

c) Both NVs below film
derivation of the master equation for the spin waves and provide analytical expressions for all the involved rates in Sec. F 1. We then particularize these rates to a bath formed by a large number \( N \gg 1 \) of NV centres at random positions within the diamond slab in Sec. F 2. Finally, in Sec. F 3, we compute the magnetic field power spectral density in the presence of the NV centres and discuss its experimental detection.

1. Derivation of the effective dynamics

Deriving the effective spin wave dynamics requires some special attention due to the drastic difference between the slow timescale associated to the second-order contribution \( \hat{V}_1 \), namely \( T_2^* \) (or \( t_{\text{sw}} \) for optically pumped NV centres, see Appendix B 2), and the fast timescales associated to the first-order contribution \( \hat{V}_1 \) and the bare dissipation of the spin waves, namely \( \sim T_2^* \) and \( \gamma_\beta^{-1} \).

Note that from the equations of motion Eq. (B4) and (B10), and from the correlators of the NV centre operators, Eqs. (B18), (B19), and (B23) one can show that

\[
\langle \hat{S}_z^{(0)}(t) \hat{S}_z^{(k)}(t - s) \rangle_{ss} = \langle \hat{S}_z^{(k)}(t) \hat{S}_z^{(0)}(t - s) \rangle_{ss} = 0 \quad (F1)
\]

and

\[
\langle \hat{S}_z^{(i)}(t) \hat{S}_z^{(k)}(t - s) \rangle_{ss} = \langle \hat{S}_z^{(k)}(t) \hat{S}_z^{(i)}(t - s) \rangle_{ss} = 0. \quad (F2)
\]

The same identities hold in the presence of optical pumping, i.e., for NV centres governed by Eqs. (B33), (B36), and (B37). As a consequence of the above expressions, the master equation does not contain crossed terms involving both \( \hat{V}_1 \) and \( \hat{V}_2 \), which can thus be treated separately as independent reservoirs. The master equation for the magnons can thus be cast in the following form,

\[
\frac{d}{dt} \rho_{\text{sw}} = -i \frac{\hbar}{2} \left[ \hat{H}_{\text{sw}} + \hat{H}_{\text{sw,eff},1} + \hat{H}_{\text{sw,eff},2}, \rho_{\text{sw}} \right] + D_{\text{sw}}[\rho_{\text{sw}}] + D_{\text{sw,1}}[\rho_{\text{sw}}] + D_{\text{sw,2}}[\rho_{\text{sw}}], \quad (F3)
\]

namely a modification of the original magnon master equation Eq. (A72) which includes the independent contributions of \( \hat{V}_1 \) and \( \hat{V}_2 \), i.e., the contributions originating from the effect of the NV coherences and from the NV occupations, respectively.

Let us first analyze the contribution of the coherences, namely of the first-order term \( \hat{V}_1 \). We include this term within the Born-Markov formalism introduced in Appendix D. Since the two-time correlators \( \langle \hat{S}_z^{(0)}(t) \hat{S}_z^{(k)}(t - s) \rangle_{ss} \) decay on a timescale \( 2/(\kappa_1 + \kappa_2 + 3\gamma_+ + \gamma_- + 2\Omega) \approx T_2^* \) (see Eqs. (B18)-(B19) or Eqs. (B36)-(B37) and note that for efficient optical pumping \( \Omega \ll \kappa_0 \)), the Markov approximation is valid for \( T_2^* \gamma_\beta \ll 1 \). Regarding the spin wave dynamics, all the results in this article focus on the \( n = 0 \) spin wave band, for which the Markov approximation is justified as \( \gamma_\beta T_2^* \lesssim 1 \) (especially at low fields \( H_0 \lesssim 15 \text{mT} \)). For higher order \( (n \geq 1) \) spin wave bands, non-Markovian corrections could be expected. Exploring the small non-Markovian corrections expectable for higher order \((n \geq 1)\) bands could be an interesting outlook of our work.

Within the Markov approximation and using the correlators Eqs. (B18) and (B19) or, for optically pumped NV centres, the correlators (B36) and (B37), we can compute the contributions stemming from \( \hat{V}_1 \). On the one hand, the coherent contribution

\[
\hat{H}_{\text{sw,eff},1} = \hbar \sum_\beta \delta_\beta \hat{S}_\beta \hat{S}_\beta + \hbar \sum_{\beta,\beta' \neq \beta} W_{\beta\beta'} \hat{S}_\beta \hat{S}_{\beta'} \quad (F4)
\]

which describes both a spin wave frequency shift and an effective interaction between spin waves mediated by the NV centres. Under the assumption of identical NV centres, these rates are given by

\[
W_{\beta\beta'} = -\frac{G_{\beta\beta'}^2}{2} \langle \hat{\sigma}_{-0} \rangle_{ss} \times \frac{\Delta_\beta + \Delta_{\beta'}}{(i\Delta_\beta + \kappa_T/2)(-i\Delta_{\beta'} + \kappa_T/2)} \quad (F5)
\]

and

\[
\delta_\beta = W_{\beta\beta} = -G_{\beta\beta}^2 \langle \hat{\sigma}_{-0} \rangle_{ss} \frac{\Delta_\beta}{\Delta_\beta^2 + (\kappa_T/2)^2} \quad (F6)
\]

where we define the total coupling rates as

\[
G_{\beta\beta'}^2 = \sum_j \eta_{j\beta}^* \eta_{j\beta'} \quad (F7)
\]

and the total decay rate of the coherence \( \langle \hat{\sigma}_{0-} \rangle \) as (see Eq. (B33))

\[
\kappa_T \equiv \kappa_1 + \kappa_2 + 3\gamma_+ + \gamma_- + 2\Omega. \quad (F8)
\]

On the other hand, the dissipator

\[
D_{\text{sw},1}[\hat{\rho}] = \sum_\beta \Gamma_{d\beta} \mathcal{L}_{\delta_{\beta\beta}}[\hat{\rho}] + \Gamma_\alpha \beta \mathcal{L}_{\delta_{\alpha\beta}}[\hat{\rho}] + \sum_{\beta,\beta' \neq \beta} \Gamma_{d\beta\beta'} \mathcal{L}_{\delta_{\beta\beta'}}[\hat{\rho}] + \Gamma_{\alpha\beta} \mathcal{L}_{\delta_{\alpha\beta}}[\hat{\rho}] \quad (F9)
\]

which represents incoherent interaction between different spin wave modes at rates

\[
\Gamma_{d\beta} = \Gamma_{\alpha\beta} \Gamma_{d\beta} \langle \hat{\sigma}_{00} \rangle_{ss} \equiv \langle \hat{\sigma}_{00} \rangle_{ss} G_{\beta\beta'}^2 \times \frac{i(\Delta_\beta - \Delta_{\beta'}) + \kappa_T}{(i\Delta_\beta + \kappa_T/2)(-i\Delta_{\beta'} + \kappa_T/2)}, \quad (F10)
\]

as well as additional decay and absorption of each spin wave mode at rates

\[
\Gamma_{d\beta} = \Gamma_{\alpha\beta} \quad \Gamma_{\alpha\beta} \equiv \Gamma_{\alpha\beta} \quad (F11)
\]
It is convenient to define the difference between the above ratios as

$$\Gamma_\beta \equiv \Gamma_{d\beta} - \Gamma_{a\beta} = G_{\beta\beta}^2 \langle \dot{\sigma}_{00} - \dot{\sigma}_{--} \rangle_{ss} \times \frac{\kappa T}{\Delta_2^2 + (\kappa_T/2)^2} \quad \text{(F12)}$$

which, as we will see below, represents the increase in the decay rate of magnon mode $\beta$.

Let us now focus on the contribution from the occupations of the NV centres, namely of the term $\hat{V}_2$. For this term the Markov approximation is not applicable, as the correlators $\langle \hat{S}_z(t)\hat{S}_z(t-s) \rangle$ decay at a very slow rate $\lesssim \tau_{sv}^{-1}$ (see Eq. (B43) and Fig. 9[c]). However, since the spin wave observables decay at a much faster rate $\gamma_\beta \gg \tau_{sv}^{-1}$, we can compute the contribution $\hat{V}_2$ within the frozen bath model described in Appendix D2. The resulting contributions to the master equation are thus

$$\mathcal{D}_{sw,2} = 0, \quad \text{(F13)}$$

$$\dot{\hat{H}}_{sw,eff,2} = \sum_{\beta'\beta'} \Omega_{\beta\beta'} \hat{s}_\beta^\dagger \hat{s}_{\beta'}, \quad \text{(F14)}$$

with a rate given, assuming identical NV centres, by

$$\Omega_{\beta\beta'} = \langle \hat{S}_z / h \rangle_{ss} \sum_j \tilde{g}_{j\beta\beta'}. \quad \text{(F15)}$$

As expected from a bath with “frozen” fluctuations, the contribution $\hat{V}_2$ does not generate dissipation on the spin waves. Note that since $\tilde{g}_{j\beta\beta} = 0$ (see Eqs. (A110) and (C19)) the above contribution does not generate a frequency shift on the spin wave modes.

Having obtained the master equation for the spin waves, we can compute the equations of motion for the expected values of the spin observables in a similar way as for Eqs. (A76), (A77), and (A78). These equations of motion read

$$\frac{d}{dt} \langle \hat{s}_\beta \rangle = \left[ -i(\omega_\beta + \delta_\beta) - \frac{\gamma_\beta + \Gamma_\beta}{2} \right] \langle \hat{s}_\beta \rangle - \sum_{\beta' \neq \beta} K_{\beta'\beta}^* \langle \hat{s}_{\beta'} \rangle, \quad \text{(F16)}$$

$$\frac{d}{dt} \langle \hat{s}_\beta \hat{s}_{\beta'} \rangle = \left[ -i(\omega_\beta + \omega_{\beta'}) + \delta_\beta + \delta_{\beta'} \right] \langle \hat{s}_\beta \hat{s}_{\beta'} \rangle - \frac{\gamma_\beta + \gamma_{\beta'} + \Gamma_\beta + \Gamma_{\beta'}}{2} \langle \hat{s}_\beta \hat{s}_{\beta'} \rangle - \sum_{\beta'' \neq \beta, \beta'} K_{\beta'' \beta}^* \langle \hat{s}_{\beta''} \hat{s}_\beta \rangle - \sum_{\beta'' \neq \beta, \beta'} K_{\beta \beta''}^* \langle \hat{s}_\beta \hat{s}_{\beta''} \rangle, \quad \text{(F17)}$$

where we have defined a compound interaction rate

$$K_{\beta\beta'} \equiv i\Omega_{\beta\beta'} + iW_{\beta\beta'} + \frac{\Gamma_{(n)}(\beta)}{2} - \frac{\Gamma_{(a)}(\beta)}{2}, \quad \text{(F18)}$$

Note that the above system of equations is closed as the master equation is quadratic.

2. Master equation rates for large $N$ and randomly distributed spins

All the rates in the master equation or in the equations of motion are given in terms of the frequencies $G_{\beta\beta'}$ and $\Omega_{\beta\beta'}$. Let us derive an expression for the former in the limit of interest, namely a large number $N \gg 1$ of NV centres at random positions. A similar argument follows for the rate $\Omega_{\beta\beta'}$. By using the definitions of $G_{\beta\beta'}$ and the expressions for the modal fields and the couplings in Appendices A and B, we can write this rate explicitly as

$$G_{\beta\beta'}^2 = \left( \frac{2\pi}{L} \right)^2 \frac{v^2 \omega_M}{\sqrt{2\omega_{\beta\beta'}}} \left( 1 + \eta \frac{k_\parallel}{k_{\parallel0}} \right) \left( 1 + \eta \frac{k'_{\parallel}}{k'_{\parallel0}} \right) \times h_{\beta\beta0} h_{\beta'\beta0} \sum_{j=1}^N e^{-i(k_\parallel - k'_{\parallel})r_{||j}} e^{-(k_{\parallel} + k'_{\parallel})t_{||j}}, \quad \text{(F20)}$$

where the coefficient $v^2$ is defined in Eq. (E31), and $h_{\beta\beta0}$ are the modal field amplitudes defined by Eq. (A63). From this explicit form it is easy to check the following symmetry between the rates corresponding to the traced out NV ensemble lying above ($\eta = 1$) or below the film ($\eta = -1$),

$$G_{n^2, m^2, (n', m')/}\left|_{\eta=-1} = (-1)^{n+n'} G_{n^2, m^2, (n', m')/}\left|_{\eta=1} \right., \quad \text{(F21)}$$

from which similar relations for the frequency shift and decay rates $\delta_\beta$ and $\Gamma_\beta$ follow. Moreover, $G_{\beta\beta'}$ is maximized at $n = n' = 0$. Similar properties also hold for $\Omega_{\beta\beta'}$.

The two rates $G_{\beta\beta'}^2$ and $\Omega_{\beta\beta'}$ are proportional to a function of the following general form:

$$F(q, q_0) \equiv \frac{1}{L^2} \sum_{j=1}^N e^{iq_0 \omega_j} e^{-q_0 t_{||j}}. \quad \text{(F22)}$$
The above sum runs over the $N$ NV centres which, as discussed in the main text (see e.g. Fig. 2[a]), are distributed in a volume delimited by $l_1$ and $l_2$ along the $x$ direction and infinitely extended on the directions parallel to the slab. For such configuration, we can compute the above function $F(q_0, q_0)$ following the strategy in Ref. [132], namely dividing the volumetric distribution of the NV centres into $N_L$ thin layers at positions $l_{0m}$ ($m=1,2,...N_L$), with $l_{01} = l_1$ and $l_{0N_L} = l_2$. In the limit of large number of NV centres, $N \to \infty$, we can choose a large number of layers $N_S > 1$, each containing a number $N_S \to \infty$ of NV centres. By grouping the NV centres in this way, and after multiplying and dividing by the separation between consecutive layers, namely $\Delta l \equiv (l_2 - l_1)/N_L$, we can cast Eq. (F22) in the form

$$F(q_0, q_0) = \rho_{ps} \sum_{m=1}^{N_L} (\Delta l) e^{-i q l_{0m}} \frac{1}{N_S} \sum_{k \in \text{layer } m} e^{i q r_{1k}},$$

where we have defined the volumetric density of paramagnetic spins,

$$\rho_{ps} = \frac{N_S N_L}{L^2 (l_2 - l_1)}.$$

In the above form, the function $F(q_0, q_0)$ can be exactly evaluated at $q = 0$,

$$F(0, q_0) = \rho_{ps} \sum_{l=-l_1}^{l_2} (\Delta l) e^{-i q l_0} \approx \rho_{ps} \int_{l_1}^{l_2} d\ell e^{-\eta_0 \ell},$$

where in the last step we have approximated the sum as an integral using the fact that $\Delta l \ll l_2 - l_1$ and assuming that $q_0 \Delta l \ll 1$. The above expression allows us to compute the coefficient $G_{\beta \beta}^2$, which determines the frequency shifts and decay rate modifications of the spin waves. For a slab of NV centres above the YIG film, this coefficient can be written using Eq. (F20) as

$$G_{\beta \beta}^2 = \frac{4 \pi^2 \nu^2}{\omega_\beta/\Omega} \left(1 + \frac{k y}{k ||} \right)^2 \int_{l_1}^{l_2} d\ell e^{-2k_\parallel \ell}.$$ (F26)

Combining the above expression, for $n = 0$, with Eqs. (F6) and (F12) we obtain the definitions Eq. (19) in the main text.

We now focus on the more general coefficients $G_{\beta \beta'}$, whose calculation requires evaluating the function $F(q, q_0)$ for $q \neq 0$. This requires some further treatment as, by definition, the function as defined by Eq. (F23) depends on the values of the positions of all the NV centres. We thus assume that the NV centres are randomly distributed within each layer, and define the normalized two-dimensional structure factor as

$$s_{2D}(q) \equiv \frac{1}{N_S} \sum_{m \text{ random}}^{N_S} e^{i q r_{1||m}}$$

to write

$$F(q, q_0) = \rho_{ps} \sum_{l=1}^{l_2} (\Delta l) e^{-i q l_0} s_{2D}(q).$$ (F28)

Here, the quantity $s_{2D}(q)$ represents, for each $l$, a single value sampled from the probability distribution defined by the structure factor $s_{2D}(q)$. In the limit $N_S \to \infty$, the real and imaginary parts of such probability distribution tend to simple Gaussian distributions with mean value 0, as can be easily derived from the one-dimensional result [133]. Thus, in this limit the average value of the function $F(q, q_0)$ vanishes exactly

$$\lim_{N_S \to \infty} \langle F(q, q_0) \rangle = \lim_{N_S \to \infty} \rho_{ps} \sum_{l=1}^{l_2} (\Delta l) e^{-i q l_0} \langle s_{2D}(q) \rangle = 0.$$

From the above expression we conclude that, in the thermodynamic limit, all the coupling rates $G_{\beta \beta'}$ become, in terms of statistical averaging over many random arrangements of NV centres, negligible for $\beta \neq \beta'$, and thus can be neglected. The same argument holds for the rate $\Omega_{\beta \beta'}$ which, since $\Omega_{\beta \beta} = 0$, can be neglected for any $\beta$ and $\beta'$.

3. Spin wave correlators and modification of the power spectral densities

Under the assumption $G_{\beta \beta'}, \Omega_{\beta \beta'} \approx \delta_{\beta \beta'}$ justified above, the correlators of spin wave operators can be obtained from Eqs. (F16)-(F18) using the quantum regression formula [58]. For any operator $\hat{O}$ and for $s > 0$ they read

$$\langle \hat{s}_\beta(t + s) \hat{O}(t) \rangle_{ss} = \langle \hat{s}_\beta \hat{O} \rangle_{ss} \times \exp \left[(-i(\omega_\beta + \delta_\beta) - (\gamma_\beta + \Gamma_\beta)/2)s \right],$$ (F30)

$$\langle \hat{s}_\beta^\dagger(t + s) \hat{O}(t) \rangle_{ss} = \langle \hat{s}_\beta^\dagger \hat{O} \rangle_{ss} \times \exp \left[(-i(\omega_\beta + \delta_\beta) - (\gamma_\beta + \Gamma_\beta)/2)s \right].$$ (F31)

The steady-state occupations are also derived from Eqs. (F16)-(F18) and read

$$\langle \hat{s}_\beta \rangle_{ss} = \langle \hat{s}_\beta \hat{s}_\beta \rangle_{ss} = 0,$$ (F32)

$$\langle \hat{s}_\beta^\dagger \hat{s}_\beta \rangle_{ss} = \delta_{\beta \beta'} \gamma_{\beta \beta'} + \Gamma_{\alpha \beta} \equiv \delta_{\beta \beta'} N_\beta.$$ (F33)

By using the above results we can compute the power spectral density of the magnetic field, Eq. (A87), in an analogous way as for the uncoupled spin waves in Appendix A 6. Specifically, one can show that for the above steady-state values, equation (A88) holds also in the presence of NV centres. By introducing in this equation the
FIG. 16. a) We consider the magnetic field power spectral density below the YIG film. b) Power spectral density in the absence of NV centres ($\rho_{nv} = 0$) at different separations $l$ from the film surface. The dashed line indicates the NV transition frequency $\omega$. c) Power spectral density near $\omega = \omega_-$ for NV centres in a thermal state ($T = 300\, \text{K}$). Panels with green, blue, and red-orange color schemes correspond to the same color scheme as in panel (a), i.e., to $l = 10^{-2}d$, $l = 10^{-1}d$, and $l = d$ respectively. The four lines on each set correspond to different densities of NV centres. d) Same as in panel (c), for optically pumped NV centres (optimal pumping conditions). In all the panels we take $\mu_0H_0 = 10\, \text{mT}$, $l_1 = 0$, $l_2 = \infty$, $T = 300\, \text{K}$, and the parameters of Table I.

corresponding correlators we obtain the following generalized expression for the power spectral density:

$$S_{e_je_k}(l, \omega) = \frac{1}{2\pi} \sum_{\beta} \mathcal{M}_{0\beta}^2 \mathcal{H}_{\beta00}^2 e^{-2k_\parallel} \left( \gamma_\beta + \Gamma_\beta \right)$$

$$\times \left[ \bar{\Lambda}_{jk}(\eta, k_\parallel) \frac{N_\beta + 1}{(\omega - \omega_\beta - \delta_\beta)^2 + ((\gamma_\beta + \Gamma_\beta)/2)^2} + \bar{\Lambda}_{jk}(-\eta, k_\parallel) \frac{N_\beta}{(\omega + \omega_\beta + \delta_\beta)^2 + ((\gamma_\beta + \Gamma_\beta)/2)^2} \right].$$

(F34)

with the matrices $\bar{\Lambda}_{jk}(\eta, k_\parallel)$ defined in Eq. (A90). This expression is formally equivalent to the power spectral density in the absence of NV centres, Eq. (A89), under the substitutions $\omega_\beta \rightarrow \omega_\beta + \delta_\beta$, $\gamma_\beta \rightarrow \gamma_\beta + \Gamma_\beta$, and $\bar{n}_\beta \rightarrow N_\beta$. Hence, the above power spectral density satisfies the same symmetry properties of the power spectral density derived in the absence of spin waves: first, the property Eq. (A93) stems from the form of $\Lambda_{jk}(\eta, k_\parallel)$ which remains unaltered in the presence of NV centres; second, the properties Eqs. (A92) and (A96) hold due to the easily verifiable symmetries $G_{\beta\beta}(-k_\parallel) = G_{\beta\beta}(k_\parallel)$, and

$$G_{\beta\beta}(k_\parallel)_{|\eta} = G_{\beta\beta}(-k_\parallel)_{-|\eta},$$

(F36)

respectively. Finally, the high-temperature parity properties Eqs. (A94)-(A95) hold in the limit $N_\beta \gg 1$. Since for the parameters chosen in this work $N_\beta \approx \bar{n}_\beta$ we conclude (and have numerically checked) that these parity properties also hold, at room temperature, in the presence of NV centres.

We focus on the power spectral density $S_{e_je_k}(l, \omega) \approx S_{e_je_k}(l, -\omega)$, for which the NV-induced modification is the most pronounced. As schematically depicted in Fig. 16(a), we consider this power spectral density in the region below the film ($\eta = -1$), where the diamond slab cannot hinder its detection. We first compute the power spectral density in the absence of NV centres in Fig. 16(b), at room temperature and at three different separations $l$ from the YIG film. As discussed in Sec. A6 the power spectral density is higher at shorter distances to the film $l$, where the thermal amplitude of the magnetic field is larger. It also becomes smoother at shorter distances as the contribution of many high-wavenumber spin waves becomes practically as relevant as that of low-wavenumber spin waves. In the presence of NV centres,
the only appreciable change in the power spectral density occurs in a narrow frequency range centered at the NV transition frequency, ω−, and with width of the order of κT. In Fig. 16(c) we show the power spectral density within this relevant frequency range for un-pumped NV centres at room temperature thermal equilibrium. The spin waves that contribute most significantly to the power spectral density within this frequency range are those resonant to the NV transition, i.e., those fulfilling spectral density within this frequency range are those resonant to the NV transition, i.e., those fulfilling ωβ ≈ ω−. Since for these spin waves the linewidth is enhanced by a factor Γβ (see discussion in Sec. III in the main text), the steady-state spin wave correlators Eqs. (F30)-(F31) decay faster (i.e., the fluctuations become smaller) than in the absence of the NV centres, resulting in a decrease of the power spectral density. Note that this decrease could be interpreted as a lower effective temperature for these spin waves, as the equilibrium power spectral density is proportional to the thermal occupation factor (see e.g. Eq. (A88)). In this way the action of the NV centres is equivalent to an effective frequency-resolved cooling of the spin waves. As shown by Fig. 16(c), the dip in the power spectral density becomes more pronounced near the film, where the NV centres are more strongly coupled to the spin waves. Similar phenomenology is observed for optically pumped NV centres (Fig. 16[d]). In this case, optical pumping enhances the impact of the NV centres on the power spectral density, which now shows much deeper minima (up to ~ 80% decrease with respect to the case gNV = 0, as opposed to the ~ 2% in the un-pumped case) and modifications within a much wider frequency range (about 50κT as opposed to ~ κT). Although, in both the pumped and the un-pumped scenario, observing the dip in the power spectral density requires a lower magnetic noise floor and thus a higher sensitivity, this dip can still be experimentally measured. Indeed, our results in Fig. 16(c-d) for the most part remain within the sensitivity range (~ 10−4 − 10−6 nT/√Hz) of ultra-sensitive magnetometry techniques [121–124]. As a final remark we note that the opposite effect, namely the electron spin-induced increase of the magnetic fluctuations, could also be attained by driving the transition |0⟩ ↔ |−⟩ into saturation or into population inversion. This procedure, which results in a reduction of the spin wave linewidth, is known as “spectral hole burning” and has been successfully used to increase the quality factor of mechanical resonators whose coherence is limited by two-level system impurities [134]. Exploring the potential of spectral hole burning for spintronics is an interesting outlook to this work, that can be studied with the theory we have developed.
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