We present an analysis of the performance of Federated Learning in a paradigmatic natural-language processing task: Named-Entity Recognition (NER). For our evaluation, we use the language-independent CoNLL-2003 dataset as our benchmark dataset and a Bi-LSTM-CRF model as our benchmark NER model. We show that federated training reaches almost the same performance as the centralized model, though with some performance degradation as the learning environments become more heterogeneous. We also show the convergence rate of federated models for NER. Finally, we discuss existing challenges of Federated Learning for NLP applications that can foster future research directions.
and large-scale organizations (cross-silo).

Other approaches have provided convergence guarantees for the original FedAvg algorithm over non-IID data (Li et al., 2019) while others have decoupled the federated optimization problem into global and local optimization (Wang et al., 2021; Reddi et al., 2020) with linear (Mitra et al., 2021; Karimirad et al., 2020) and sub-linear convergence guarantees (Li et al., 2020; Wang et al., 2020) in the presence of different client learning constraints, such as system (different computational capabilities) and statistical heterogeneities (different local dataset distributions).

Even though many federated training approaches have been proposed most of them focus in the context of computer vision and only a handful of them provide a federated solution tailored for NLP applications (Liu et al., 2021; Lin et al., 2021). For instance, federated learning has been applied to tackle the problem of next word keyboard prediction (Hard et al., 2018; Stremmel and Singh, 2021; Yang et al., 2018), speech recognition (Leroy et al., 2019) and health text mining (Liu et al., 2019). In the context of sequence tagging and named entity recognition recent works have investigated the feasibility of a federated learning solution on medical named entity extraction (Ge et al., 2020) and extraction of personally identifiable information elements from text documents (Hathurusinghe et al., 2021).

For the NER task that we investigate in this work, one of the first successful uses of neural networks was the Bi-LSTM (Hochreiter and Schmidhuber, 1997) and CRF (Lafferty et al., 2001) models, with both models combined into a single state-of-the-art deep learning model architecture (Lample et al., 2016) that exhibited superior performance. Other recent works have proposed large transformer-based models such as BERT (Devlin et al., 2019) and XLM (Lample and Conneau, 2019). However, for understanding the impact of federated training in the learning performance of the NER task, in this work we employ the Bi-LSTM-CRF model, similar to (Mathew et al., 2019).

3 NER Model

We use a Bi-LSTM layer which is fed a concatenation of 300-dimension GloVe (Pennington et al., 2014) word embedding and a character embedding that is trained on the data as input. We use dropout during training, set at 0.5. The output of the Bi-LSTM model is then fed into a CRF layer in order to capture neighboring tagging decisions. The CRF layer produces scores for all possible sequences of tags over which we apply the Softmax function to produce the output tag sequence. Figure 1 shows the architecture of the deep learning model used throughout training. The total number of trainable parameters are 322,690.

4 Experiments

For all learning environments (centralized and federated) the random seed was set to 1990. We use Vanilla SGD as the solver of the centralized model and the local model in the federation with a learning rate of 0.01 and batch size of 20.

**Federated Training.** Our federated environments follow a centralized learning topology (Bellavista et al., 2021; Yang et al., 2019; Kairouz et al., 2021) where a single aggregator (server) is responsible to orchestrate the execution of the participating clients. In our experiments, we consider full client participation at every round. We test the performance of the federated model on federation environments consisting of 8, 16 and 32 clients. Each client trained on its local dataset for 4 local epochs in-between federation rounds and each federated experiment was run for a total number of 200 rounds. When merging the local models at the server, we used FedAvg as the merging function. During training clients shared the kernel and bias matrices of the LSTM and dense layers and the transition matrix of the CRF layer. All
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1https://github.com/guillaumegenthial/tf_ner
federated environments were run using the Metis framework (Stripelis and Ambite, 2021).

**Federated Data Distributions.** The CoNLL-2003 (Sang and De Meulder, 2003) is a language-independent newswire dataset developed for the named entity recognition task. The dataset consists of 20,744 sentences (14041 training, 3250 validation, 3453 test) and contains entities referring to locations (LOC), organizations (ORG), people (PER), and miscellaneous (MISC).

We measure that classification performance for all entities. The original tagging scheme is BIO (beginning-intermediate-other). When extracting the named entities two subtasks need to be solved, finding the exact boundaries of an entity, and the entity type. The metrics used to evaluate correct tag (entity) predictions are Precision, Recall and F1. All models were evaluated on the same original test dataset.

To generate the federated environments that we investigate in this work, we split the dataset into equal (Uniform) and unequal (Skewed) sized partitions. For the Uniform environments, we combine the training and validation datasets of the original dataset and split them into approximately equally sized partitions for 8, 16 and 32-clients, such that each partition (client) has almost the same proportion of different tag types. The proportion of tags in each split is approximate, as it can also be seen in Figure 2, since any sentence can have any number of different tags. For the 32-clients and Skewed environment, we randomly partitioned the combined training and validation datasets into 32 splits over an increasing amount of data points (200 to 872 sentences). This increased the data heterogeneity across all partitions with certain partitions containing more unique entity mentions (compared to the Uniform environments); see also Figure 3d.

Figure 2 presents the total number of location, organization and person tags at each client within each federation environment. For Uniform environments, a similar amount of tags has been assigned to each client. For the Skewed environment, the distribution of tags follows a left-skewed assignment. A similar distribution pattern can be observed for tags present in only one client, which we call unique tags. Figure 3 shows the numbers of unique location, organization and person entities each client contains. Finally, Figure 4 shows how many clients contain each entity, that is, how many tags appear simultaneously at K number of clients (e.g., K=5 gives how many tags appear in exactly 5 clients).

![Figure 2: CoNLL-2003 dataset: B-LOC, B-ORG and B-PER entity (tag) distribution for each client within each federation environment.](image)

![Figure 3: CoNLL-2003 dataset: Number of unique B-LOC, B-ORG and B-PER entity (tag) distribution for each client within each federation environment.](image)

**Results.** Table 1 shows the final learning performance of each model for each learning environment. As expected, the centralized model outperforms the federated models. However, the performance degradation is small (~2-3 percentage points). The degradation increases as the federation environments become more challenging, that is, with the number of clients and the heterogeneity of the data. As the number of clients increases, the amount of data available for local training decreases, which makes federated training harder.
We have empirically shown that Federated Learning can be successfully applied in the context of NLP to train deep learning models for Named-Entity Recognition. Across the federated environments that we investigate, the final NER model can reach an acceptable performance when compared to its centralized counterpart. As the federated learning environments become more challenging due to increased statistical heterogeneity and reduced data amount per client, a moderate performance decrease occurs, and more training rounds are required for the federation to converge.

Our immediate future work focuses on training NLP models when the text at each site is private. A critical pre-processing step for training deep NLP models is the creation of a common vocabulary/dictionary that maps each token to a unique identifier. In a centralized setting where all the data are located at a central repository the creation of such a vocabulary is straightforward. However, in a federated setting where the global dataset is split across multiple clients with each client having its own private local dataset, the creation of such a vocabulary is more challenging. Due to privacy concerns, clients need to always keep their data at their original location. They cannot reveal either sentences or individual words/tokens to others. For example, consider an intelligence domain where person names and locations under investigation at a site must be protected. Therefore constructing a common representation that includes all federation tokens needs to be performed in a secure and private way. In our experiments, we assumed that a publicly available vocabulary exists. We are currently investigating hashing methods that can provide a global, but private, vocabulary for federated training in NLP applications.
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