A Systematic Study of Gamma-Ray Flares from the Crab Nebula with Fermi-LAT. I. Flare Detection
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Abstract

Significant flares of GeV γ-ray emission from the Crab Nebula were found by AGILE and Fermi-LAT years ago, indicating that extreme particle acceleration and radiation occurs in young pulsar wind nebulae. To enlarge the flare sample and to investigate their statistical properties will be very useful in understanding the nature of the γ-ray flares. In this paper, we investigate the flaring emission from the Crab Nebula with eleven year observations of the Fermi-LAT. We identify 17 significant flares in the light curve of the low-energy (synchrotron) component of the γ-ray emission. The flare rate is about 1.5 per year, without any significant change or clustering during the 11 years of the observation. We detect a special flare with an extremely long duration of nearly one month, that occurred in 2018 October, with synchrotron photons up to energies of about 1 GeV. The synchrotron component could be fitted by a steady power-law (PL) background and a variable flare component with an exponentially cutoff PL spectrum, not only for the individual flare but also for the combined data, which may favor a similar emission mechanism for all flares. However, we do not find a universal relation between the cutoff energy and the energy fluxes of the flares, which may reflect the complicated acceleration and/or cooling processes of the involved particles.

Unified Astronomy Thesaurus concepts: Cosmic rays (329); Gamma-ray astronomy (628)

1. Introduction

The Crab Nebula, one of the most interesting and well studied objects in the sky, is powered by a young and energetic pulsar, PSR B0531+21, which is a remnant of the supernova recorded by Chinese astronomers in AD 1054. A wind of cold ultra-relativistic particles, accelerated by the rapidly rotating, powerful magnetic fields of the central pulsar, terminates where its momentum flux density is balanced by the confining pressure of the external medium (for young pulsars it may be the ejected stellar material, and for old pulsars it is the interstellar medium). The forming termination shock accelerates high-energy electrons, which lighten the nebula in wide wave bands (Kennel & Coroniti 1984; Arons & Tavani 1994). The very broad spectrum of the Crab Nebula can be largely attributed to the synchrotron radiation by relativistic electrons with energies from GeV to PeV (Cocke et al. 1970; Novick et al. 1972; Dean et al. 2008), and the inverse Compton (IC) scattering emission off the cosmic microwave background, the synchrotron nebula, and the thermal dust emission (Gould & Burbidge 1965; Atayan & Aharonian 1996; Meyer et al. 2010).

For a long time, the overall emission from the Crab Nebula was expected to be steady. The Crab Nebula is regarded as a “standard candle” and is usually used to cross-calibrate X-ray and very high-energy γ-ray telescopes (Kirsch et al. 2005; Weisskopf et al. 2010; Meyer et al. 2010). However, the MeV γ-ray emission seems not that simple. Early observations by COMPTEL and EGRET already showed possible flux variations at a timescale of one year (Much et al. 1995; de Jager et al. 1996). The overall flux in the hard X-ray band also shows shallow changes of a few percent in several years (Wilson-Hodge et al. 2011). Surprisingly strong flares have been found for energies above 100 MeV, by AGILE (Tavani et al. 2011) and Fermi-LAT (Abdo et al. 2011). Later, several more flares were reported (Striani et al. 2011; Buehler et al. 2012; Mayer et al. 2013; Striani et al. 2013), with a supergiant one occurring in 2011 April. Dedicated efforts have been made to search for possible counterparts of the γ-ray flares in other wavelengths, but no firm counterpart has been found yet (Lobanov et al. 2011; Bartoli et al. 2012; Weisskopf et al. 2013; Aliu et al. 2014; Bühler & Blandford 2014; H.E.S.S. Collaboration et al. 2014; Aleksic et al. 2015; Rudy et al. 2015).

Various models have been proposed to explain the γ-ray flares, with particular focus on the puzzle of how could electrons generate synchrotron radiation above a maximum energy of ~160 MeV for the classical shock acceleration (Guilbert et al. 1983; Uzdensky et al. 2011), and what is the location of the emission sites where rapid variability on a timescale of hours could be produced. A widely adopted way to produce synchrotron emission up to GeV energies is the Doppler boosting of the emission site (Cheng & Wei 1996; Komissarov & Lyutikov 2011; Yuan et al. 2011; Kohri et al. 2012). Alternatively, the magnetic reconnection induces a linear electric accelerator which can also overcome such a difficulty (Uzdensky et al. 2011; Cesutti et al. 2012a, 2012b, 2013, 2014; Yuan et al. 2016; Zrake & Arons 2017; Lyutikov et al. 2017a, 2017b). As for the flare site, in Komissarov & Lyutikov (2011) it was proposed that the observed synchrotron γ-rays would be dominated by the contribution of the inner knot, whose size is about a few light days and is consistent with the flare duration. Also, the emissions from the inner knot would be blueshifted and can exceed the 160 MeV limit. Rapid changes of the shock geometry due to the violent dynamics of the inner nebula may produce the observed variability (Komissarov & Lyutikov 2011; Lyutikov et al. 2012), with a possible cave that no
correlated variability in various energy bands was observed (Rudy et al. 2015). Bednarek & Idec (2011) suggested that electrons are accelerated in a region behind the shock, and the variability is attributed to changes in the maximum energy of accelerated electrons, electron spectral index, or the magnetic field. This scenario predicts multi-TeV \( \gamma \)-ray variabilities as a result of the IC emission which is lacking. Kirk & Giacinti (2017) proposed that the frequency, variability and power of the \( \gamma \)-ray photons collected by the Fermi-LAT with the help of a will not change significantly. Here we select photons with energies down to 80 MeV and angles within 25 degrees from the Crab pulsar are selected. We perform an unbinned maximum likelihood analysis method to analyze the data with the Fermi tools. For the three time intervals defined in Figure 1, the off-pulse phase ranges are defined as 0.24–0.64, 0.56–0.96, and 0.40–0.80, as shown in gray bands in Figure 1.

We re-select \( \gamma \)-ray photons that pass the P8R3 SOURCE event class selection, with energies from 100 MeV to 300 GeV and angular deviations within 15 degrees from the Crab pulsar for the flare analysis. For the three time intervals defined in Figure 1, the off-pulse phase ranges are defined as 0.24–0.64, 0.56–0.96, and 0.40–0.80, as shown in gray bands in Figure 1.

### 2. Phase Folding of the Central Pulsar

The Crab pulsar, PSR B0531+21, one of the most energetic known pulsars (with a spin down power of \( E = 4.6 \times 10^{38} \) erg s\(^{-1}\)), lies at the center of the Crab Nebula. To remove the strong \( \gamma \)-ray emission from this pulsar, we need to calculate the phase of each photon and to select photons in the off-pulse window for the following analysis about the nebula.

The rotation rate of the Crab pulsar, like many young pulsars, is affected by significant timing noise and glitches. Since we will cover a relatively long time interval in this paper, the rotational behavior evolution with time needs to be known with a very high precision. The Jodrell Bank Observatory has continuously made the monthly ephemeris of the Crab pulsar for decades\(^5\) (Lyne et al. 1993). These monthly ephemeris data give the primary spin frequency (F0), the first derivative (F1), the rate at which the pulsar slows down, and also the second derivative (F2) which gives the timing noise, of the Crab pulsar for time windows lasting about one month each. With these ephemeris data we can use the TEMPO2,\(^6\) a pulsar analysis package developed by radio astronomers, to assign phases to \( \gamma \)-ray photons collected by the Fermi-LAT with the help of a plugin.\(^7\) We also assume that the rotation of the Crab pulsar will not change significantly in a short time. Therefore for photons with arrival times outside a given time window as defined in the monthly JODRELL BANK CRAB PULSAR MONTHLY EPHEMERIS, it is still fine to calculate the phase using the nearby ephemeris. A match of the phases calculated using the previous ephemeris and the successive one has been applied.

The statistical characterization of the flare properties is expected to be very useful in revealing the physical nature of the flares (Yuan & Wang 2016; Yuan et al. 2018), which will be studied in detail in an accompanying work. The structure of this paper is as follows. In Section 2 we calculate the folded pulsar phase of each photon based on radio observations in order to remove the strong pulsar emission. We then extract \( \gamma \)-ray flares from 11 years of observations of the Fermi-LAT in Section 3, and carry out a case study for the ultra-long-duration flare that occurred in 2018 October, in Section 4. In Section 5 we investigate briefly the properties of all detected flares. We discuss the possible implications of our results in Section 6, and then conclude our study in Section 7.

### 3. Crab Flares from the Fermi-LAT Data

We use the Fermi-LAT data collected from 2008 August 4 to 2019 October 24. The events that pass the P8R3 SOURCE event class selections with energies from 80 MeV to 300 GeV and angles within 25 degrees from the Crab pulsar are selected. Here we select photons with energies down to 80 MeV and angles within 25 degrees from the target source to get more photons to calculate the pulsar phases more accurately. The folded light curve in pulsar phase for three periods is shown in Figure 1. The separation into three time periods is based on the times when two significant glitches happened on 2011 November 10 and 2017 November 8.\(^7\)

---

\(^5\) http://www.jb.man.ac.uk/pulsar/crab.html

\(^6\) http://www.atnf.csiro.au/research/pulsar/tempo2/

\(^7\) http://www.jb.man.ac.uk/pulsar/glitches.html

\(^8\) We also check that using more strict rotational phase cuts of 0.29–0.59, 0.61–0.91, and 0.45–0.75, will not change our results, as given in the Appendix.

\(^9\) http://fermi.gsfc.nasa.gov/ssc/data/access/lat/BackgroundModels.html

\(^10\) http://fermi.gsfc.nasa.gov/ssc/data/analysis/user/
high-energy component has an integral flux of 

\[ \Phi_{100} = (1.73 \pm 0.06) \times 10^{-7} \text{ cm}^{-2} \text{ s}^{-1} \]

and 

\[ \Gamma_h = 1.73 \pm 0.01 \]

Compared with parameters derived in Abdo et al. (2010, 2011), we got a good agreement with spectral indices for those two components, but the integrated fluxes are higher. For each time interval, we also derive the fitting results of these two components. As shown in Figure 2 the integrated fluxes for each time interval are almost consistent with that from the joint likelihood analysis, except for the flux of the low-energy component in the third time interval. A higher value of the flux of the low-energy component in the third time interval is possibly due to the long-duration flare that occurred in 2018 October (see Section 4).

Figure 2 shows the light curves and spectral indices of the high-energy (top panel) and low-energy (synchrotron emission, bottom panel) components in 60 day binning. The shaded bands in each panel show the fluxes and spectral indices from the likelihood fits done for the three time intervals individually, and that from the joint fit.

Figure 1. The phase-folded light curves in three time intervals, from MJD 54,682 to MJD 55,876 (top), from MJD 55,876 to MJD 58,063 (middle), and from MJD 58,065 to MJD 58,788 (bottom), respectively. In each panel, the thin histograms show light curves for photons selected in each time window defined in the JODRELL BANK CRAB PULSAR MONTHLY EPHEMERIS, and the thick one shows the combined light curve for all photons in this time period. The gray region in each panel shows the off-pulse window used for the following Crab Nebula analysis.
likelihood analysis. It is clear that the flux of high-energy component is stable with fluctuations within 3σ from the average flux. An only exception is the bin around 2011 April.\textsuperscript{11} However, the fluxes of the low-energy component show significant variations. The highest flux bins show more than four times higher fluxes than the average one, and have more than 30σ deviations.

To see the variabilities more clearly, we re-bin the data into a bin width of 4 days,\textsuperscript{12} and re-fit the data with only the normalizations and spectral indices of the low-energy component being free parameters. The high-energy component normalizations and spectral indices and the Galactic and isotropic diffuse background normalizations are fixed to their best-fit values derived in the joint analysis. The light curve of the low-energy component in a 4 day time bin is shown in Figure 3.

To define a flare, there are some sophisticated statistical methods in the literature, including the Bayesian block method (Scargle et al. 2013), the sequential analysis and change point analysis (Tartakovsky 2019), autoregressive modeling (Box et al. 2015; Feigelson et al. 2018; Hyndman 2018; Chatfield & Xing 2019) and template fitting (Davenport 2016). But here we use a straightforward method to identify significant flares by selecting time bins with 5σ higher fluxes compared with the average one, \((8.45 \pm 0.08) \times 10^{-7} \text{ cm}^{-2} \text{ s}^{-1}\). If several times are adjacent, they are defined as a single flare. We also try to use the Bayesian block method to detect flares (Scargle et al. 2013). However, since the bin-by-bin variation is too large, the Bayesian block method does not work efficiently for this light curve with 11 years data, and we only use it to detect flux variation of these identified flares in the following sections. For the 11 years of the Fermi-LAT data, we find 17 such flares distributed in 35 time bins. All the flares reported before are detected using the above method. They are flare #1 (Abdo et al. 2011), flare #2 (Abdo et al. 2011; Tavani et al. 2011), flare #3 (Striani et al. 2011; Buehler et al. 2012), and flare #6 (Mayer et al. 2013). Light curves and outburst times of the 17 flares are shown in Figure 4.

4. The 2018 October Flare

As can be seen in Figure 3, there is a very-long-duration flare that occurred in 2018 October (flare #16), whose duration is about one month. This is by far the longest duration flare reported for the Crab Nebula. The light curve, in 4 day binning, of the γ-ray fluxes of this flare is shown in Figure 5, where we add two more bins (8 days of data) before (after) the first (last) bin of the flare to easily see the rise of flare from the steady state. To get more details about this flare, we make the light curve with a bin width of 4 hr and use the Bayesian block method (Scargle et al. 2013), with a false-positive rate of 0.07,\textsuperscript{13} to determine the time windows, which contain information about variations of the flux. It seems that there are two sub-flares, peaking around MJD 58,408 and MJD 58,419. The rise of the first sub-flare is very slow, taking more than ten days to reach its peak. However, since there is not enough data between MJD 58,411 and MJD 58,416, when the exposure at the position of the Crab Nebula is very low or even zero as in the bottom panel of Figure 5, we can not get enough information about the decay of the first sub-flare and the rise of the second sub-flare. The decay time is approximately 1.5 days for the second sub-flare. A second rise or “shoulder,” around MJD 58,410 and MJD 58,420 with low significance, could be seen by eyes during the decaying phase of both sub-flares, similar to the flare that happened in April of 2011 (Buehler et al. 2012), but the second rise of the second sub-flare has almost the same as or even higher flux than its first rise.

For the seven time bins defined by the Bayesian block method, we derive their spectral energy distributions (SED) of the low-energy component, through dividing the data into nine logarithmically evenly distributed energy bins from 100 MeV to 5 GeV to cover the energy range of the low-energy component, for each time bin. Only the normalizations of the low-energy component are set free during the SED fits, while other parameters are fixed as best-fit values evaluated in the previous section for the joint likelihood analysis of all time intervals. If the significance is lower than 2σ in particular energy bins, the 95% upper limits are derived. The results are given in Figure 6. One SED, corresponding to the time window from MJD 58,419.5 to MJD 58,420.5, has data point reaching 1 GeV.

\textsuperscript{11} We find that in this time bin the spectral index of the low-energy component, is very hard, 2.63, which is closer to the spectral index of the high-energy component. This may make the fitting results of these two components degenerate.

\textsuperscript{12} We chose this width of time bin based on a balance between the time resolution and photon statistics.

\textsuperscript{13} We test the false-positive rate from 0.05 to 0.1, and determined time windows will not change.
Figure 4. Light curves of the low-energy component in 4 day binning, red for measured points and magenta for upper limits, and 4 hr binning, cyan for measured points and blue for upper limits, for the 17 detected flares in 11 year observations of the Fermi-LAT. Edges defined by Bayesian block are shown in black vertical lines. Average flux of the low-energy component in the whole observational time is in the green band.
Following Buehler et al. (2012) we assume that the total emission of the low-energy component could be further composed of two components, a steady background and a flare component, which is assumed to only contribute to the low-energy part considering no firm detection at very-high energy yet (Bartoli et al. 2012; Aliu et al. 2014; H.E.S.S. Collaboration et al. 2014; Aleksić et al. 2015). A PL model, $dN/dE \propto E^{-\Gamma_b}$, is adopted to describe the background emission, and a PL with an exponential cutoff (PLEC), $dN/dE \propto E^{-\Gamma_f} \exp(-E/E_{cut})$, is used to describe the flare emission. The steady background component and the index $\Gamma_f$ of the flare component are assumed to be the same in all time windows, but the normalization and the cutoff energy $E_{cut}$ are free parameters for each time window. Using the module Composite2 in the FermiTools, we fit all the seventh time bins simultaneously. The integrated flux of the steady component is $\Phi_{100} = (9.53 \pm 2.06) \times 10^{-7} \text{cm}^{-2} \text{s}^{-1}$, and the spectral index is $\Gamma_b = 4.06 \pm 0.07$. The spectral index of the flare component, $\Gamma_f$, is derived to be $1.33 \pm 0.25$. To check the validity of our method, we also use the same method to re-analyze the 2011 April flare (flare #3), and we get $\Phi_{100} = (9.90 \pm 3.27) \times 10^{-7} \text{cm}^{-2} \text{s}^{-1}$, $\Gamma_b = 3.53 \pm 0.28$ and $\Gamma_f = 1.37 \pm 0.12$. All these results, especially the spectral index of the flare component of these two flares, are consistent with those derived for the 2011 April flare in Buehler et al. (2012), where they get $\Phi_{100} = (5.4 \pm 5.2) \times 10^{-7} \text{cm}^{-2} \text{s}^{-1}$, $\Gamma_b = 3.9 \pm 1.3$ and $\Gamma_f = 1.27 \pm 0.12$.

We plot in Figure 7 the fitting results of the cutoff energies, $E_{cut}$, and the energy flux, $F$, of the flare component for both flares, flare #3 and flare #16. Following Buehler et al. (2012), we use a PL function $F = \alpha E^{-\beta}$ to fit the relationship between both quantities. We first set $E_{min}$ to 100 MeV to get the energy flux. For flare #3, we have $\beta = 3.55 \pm 1.37$, which is consistent with the previous result (Buehler et al. 2012). But for flare #16, we get $\beta = -1.76 \pm 0.88$, which shows a different relationship between $E_{cut}$ and $F$. For flare #16, some of the cutoff energy is close to 100 MeV, and choosing 100 MeV as $E_{min}$ to get the energy flux will lead to more underestimation of the energy associated with these low cutoff energy time windows. Here we also test switching $E_{min}$ to 0.1 MeV, and as in Figure 7 this would make $\beta$ smaller for both flares and lead to larger deviation between $\beta$ derived for these two flares, with $\beta = 3.20 \pm 1.31$ and $\beta = -2.41 \pm 0.89$, respectively.

Thus for this 2018 October flare (flare #16), it could be decomposed into a steady background component, which has parameters consistent with the steady background component of flare #3, and a flare component, which also has a consistent spectral index as the flare component of flare #3. This indicates that these two flares may share a similar mechanism behind them. However, there may be a discrepancy between indexes $\beta$, which shows the relationship between the energy flux and the cutoff energy of the flare component, derived from these two flares, and this may lead to more complicated modeling for the emission mechanism.

5. Properties of the Flares

As shown in Section 4, flares occurring in 2011 April and 2018 October may share the same steady background and the same spectral index for the flare component, thus we may expect that all 17 flares will share these parameters, only
varying the normalization and cutoff energy to account for their difference. Then, the same as for flare #16, we make light curves with a bin width of 4 hr for each flare identified in Section 3, and use the Bayesian block method to determine time windows, as shown in Figure 4. Using the module Composite2 in the FermiTools, we fit the normalization and the cutoff energy of flare component for each time window, spectral index for the flare component and parameters for the steady background component simultaneously. This composite likelihood analysis gives an integrated flux of the steady background component $\Phi_{b0} = (6.55 \pm 3.34) \times 10^{-7}$ cm$^{-2}$ s$^{-1}$ above 100 MeV, a spectral index $\Gamma_b = 3.80 \pm 0.15$, and a spectral index of the flare component $\Gamma_f = 1.39 \pm 0.08$. As expected, these parameters, derived by combining all identified flares, are consistent with those derived from analysis for an individual flare, and this may indicate all flares would share the same emission mechanism.

We plot, in Figure 8, the fitting results of the cutoff energies and the energy flux, with $E_{\min} = 0.1$ MeV, of the flare component for all time windows associated with identified flares, excluding those with TS $< 25$ and those with $E_{\text{cut}} < 100$ MeV, which may be not so reliable considering our data are all above 100 MeV. Using a PL function $F = \alpha E_{\text{cut}}^{\beta}$, to fit the results gives $\beta = 1.57 \pm 0.33$, with a reduced $\chi^2$ of about 3.03 for a number of degrees of freedom (dof) 37. Motivated by possibly different $\beta$ for flare #3 and flare #16, we use a broken PL, $F = \alpha (E_{\text{cut}}/E_{\text{break}})^{\beta_1}$ for $E_{\text{cut}} < E_{\text{break}}$ and $F = \alpha (E_{\text{cut}}/E_{\text{break}})^{\beta_2}$ for $E_{\text{cut}} > E_{\text{break}}$, to fit the relationship between the cutoff energy and energy flux. This would give a better fit, compared with the PL function, with a reduced $\chi^2$ of about 1.88 for a number of dof 35. And this would give a break energy, 215.50 $\pm$ 19.00 MeV, the index $\beta_1 = -4.16 \pm 1.32$, and the index $\beta_2 = 2.56 \pm 0.61$. And there is a marginal consistency, between $\beta_1$ and $\beta$ derived for flare #16, and between $\beta_2$ and $\beta$ derived for flare #3. These may suggest there are two groups of flares, as hinted in Section 4, and some mechanisms, other than Doppler boosting, may be needed.

To further investigate the possible effect by the width of the time bin, we repeat all the analyses with time bin widths fixed to 4 days. And we get the integrated flux of the steady background component $\Phi_{b0} = (6.55 \pm 3.34) \times 10^{-7}$ cm$^{-2}$ s$^{-1}$ above 100 MeV, a spectral index $\Gamma_b = 3.55 \pm 0.25$, and a spectral index of the flare component $\Gamma_f = 1.52 \pm 0.22$, which are all consistent with those derived previously. A PL function and a broken PL are used to fit the relationship between the cutoff energy and the energy flux of each time bin, as shown in Figure 9, and still a broken PL, with one index negative and another index positive, is weakly preferred.

6. Discussion

In the 11 years of the observational data, we identify 17 significant flares, which corresponds to a flare rate of $\sim 1.5$ yr$^{-1}$. It would be interesting to explore the potential long-term change of the flare rate, and to search for possible clustering of the flares (Yuan & Wang 2016). We calculate the cumulative number of flares as a function of time. The nearly linear increase of the number with time, as shown in the top panel of Figure 10, suggests that the flare rate is approximately constant during the observations. The Kolmogorov–Smirnov (KS) test of the data versus the constant expectation gives a probability of $P_{KS} = 0.633$. We also calculate the cumulative distribution of the waiting time between successive flares, as given in the bottom panel of Figure 10. Compared with the null hypothesis in which flares occur randomly with an exponential distribution of the waiting time, $dn/d(\Delta t) \propto \exp(-\Delta t/\Delta t)$ with $\Delta t$ being the mean waiting time from the 17 detected flares, the occur rate of flares is consistent with a stationary Poisson process with a constant rate. The current data do not show any significant clustering of the flare rate.

Our work shows that not just the individual flare, but all flares together, could be decomposed into a steady background component and a varying flare component. And as summarized in Table 1, the flux and the index $\Gamma_b$ of the background component, and the index $\Gamma_f$ of the flare component are consistent for all cases. This may be a strong indication that all flares would share the same emission mechanism. But for the relationship between the cutoff energy and the energy flux, there is a break between 200 and 300 MeV. As hinted by colors for different flares in Figure 8, there may be two groups of flares, one, such as flare #3, with large cutoff energies and a positive index for a PL function, and the other, such as flare...
consistent with that for the steady background and the normalized cumulative distribution of the waiting time.

Again we get consistent parameters for the steady background and the index of\( f_l \) the\( f_l \) component. A PL relation with a negative index would be achieved,\( f_l \) consistent with that derived for the\( f_l \) component and a variable PLEC flaring component, to the\( f_l \) strong flare that occurred in 2011 April, with consistent parameters. But the relationship between the cutoff energy and the energy flux is different from that for the flare that occurred in 2011 April, with a negative index.

We make a similar decomposition for all identified flares as we did for the individual flare, and we get a consistent description for the steady background component and the index of the flare component. In this case, the steady component has a PL index of 3.80 ± 0.15, which may correspond to the synchrotron tail of the accelerated electrons of the overall nebula. The PL index of the flare component is much harder,\( \Gamma = 1.39 \pm 0.08\), with an exponential cutoff which varies flare by flare (or even bin by bin for the same flare). This consistent picture may suggest that all flares would share a similar emission mechanism. And the cutoff energies often, about 82% of points in the Figure 8, exceed the \( \sim 160 \text{MeV} \) synchrotron limit of diffusive shock acceleration models, indicating the existence of Doppler boosting or special acceleration mechanisms (Komissarov & Lyutikov 2011; Uzdensky et al. 2011; Yuan et al. 2011; Kohri et al. 2012). But we also find that, compared with a PL, a broken PL could better fit the relationship between the cutoff energy and the energy flux of these flares. And for the best fitted broken PL, one index is consistent with that derived for the flare that occurred in 2018 October and another index is consistent with that derived for the flare that occurred in 2011 April. While the positive index around 3 is consistent with the Doppler boosting scenario of the flare emission, the negative index needs further investigation.

Finally we emphasize that the statistical properties of the detected flares should be useful in understanding the physical mechanism of the flare production. A dedicated statistical study with template fitting method for flare detection, with a focus on the flare energy distribution, duration distribution, and the energy-duration correlation, will be published elsewhere.

We acknowledge the use of the Fermi-LAT data provided by the Fermi Science Support Center. This work is supported by the National Key Research and Development Program (No. 2016YFA04000200), the National Natural Science Foundation of China (Nos. 11525313, 11722328, 11851305), and the 100 Talents program of Chinese Academy of Sciences. Q.Y. is also supported by the Program for Innovative Talents and Entrepreneur in Jiangsu.

### 7. Conclusion

Energetic flares have been revealed in the \( \gamma \)-ray band from the Crab Nebula by AGILE and Fermi-LAT (Abdo et al. 2011; Striani et al. 2011; Tavani et al. 2011; Buehler et al. 2012; Mayer et al. 2013). Using the eleven years of the Fermi-LAT data, we carry out a systematic search for flares from the Crab Nebula in this work. We confirm that the flux of high-energy component was stable with deviations from the average flux <3\( \sigma \). The low-energy component is found to be highly variable. We identify 17 significant flares from 2008 to 2019, which correspond to a flare rate of \( \sim 1.5 \text{yr}^{-1} \). The data is consistent with a random occur rate of flares, without significant clustering of the flares.

We have done a case study for the longest duration flare that occurred in 2018 October. We have a detection of synchrotron photons up to energies of about 1 GeV. And we also find it could be decomposed in a similar way, with a steady soft PL component and a variable PLEC flaring component, to the strong flare that occurred in 2011 April, with consistent parameters. But the relationship between the cutoff energy and the energy flux is different from that for the flare that occurred in 2011 April, with a negative index.

We make a similar analysis for a sub-group of flares, excluding flare #2 and flare #3, which contribute to most of the points with large \( E_{\gamma,s} \) in Figure 8. Again we get consistent parameters for the steady background and the index of the flare component. A PL relation with a negative index would be achieved, consistent with that for the flare in 2018 October.

---

14 We make the same analysis for a sub-group of flares, excluding flare #2 and flare #3, which contribute to most of the points with large \( E_{\gamma,s} \) in Figure 8. Again we get consistent parameters for the steady background and the index of the flare component. A PL relation with a negative index would be achieved, consistent with that for the flare in 2018 October.
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Table 1

|                  | Flare #16 (Bayesian Block) | Flare #3 (Bayesian Block) | Flare #3 (Buehler et al. 2012) | All Flares (Bayesian Block) | All Flares (4 day Binning) |
|------------------|---------------------------|--------------------------|--------------------------------|------------------------------|------------------------------|
| $\Phi_{060}$ ($10^{-7} \text{ cm}^{-2} \text{ s}^{-1}$) | 9.53 ± 2.06               | 9.90 ± 3.27              | 5.4 ± 5.2                      | 8.22 ± 1.14                  | 6.55 ± 3.34                  |
| $\Gamma_0$       | 4.06 ± 0.07               | 3.53 ± 0.28              | 3.9 ± 1.3                      | 3.80 ± 0.15                  | 3.55 ± 0.25                  |
| $\Gamma_f$       | 1.33 ± 0.25               | 1.37 ± 0.12              | 1.27 ± 0.12                    | 1.39 ± 0.08                  | 1.52 ± 0.22                  |
| $\beta$          | −2.41 ± 0.89              | 3.20 ± 1.31              | 3.42 ± 0.86                    | 1.57 ± 0.33                  | 0.62 ± 0.25                  |
| $\beta_1, \beta_2$ | −4.46 ± 1.32              | −1.14 ± 0.48             | 2.56 ± 0.61                    | 2.01 ± 1.27                  |

Note. Parameters from individual flare, flare #16 and flare #3, and from all flares together are shown. For comparison, we also list parameters for flare #3 from (Buehler et al. 2012), where they consider energy flux above 100 MeV to get $\beta$, and we list parameters derived for all flares, with fixed 4 day binning.

Figure 11. Same as Figure 3 but overplotted with the results for more strict phase cuts.

component is shown in Figure 11. For almost all time bins, the fluxes derived from data with shorter phase cuts are consistent with that derived from data with original phase cuts. The results of our analysis should be affected little by the phase cuts.
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