HOMOLOGY AND $K$-THEORY OF DYNAMICAL SYSTEMS
II. SMALE SPACES WITH TOTALLY DISCONNECTED TRANSVERSAL

VALERIO PROIETTI AND MAKOTO YAMASHITA

Abstract. We apply our previous work on the relation between groupoid homology and $K$-theory to Smale spaces. More precisely, we consider the unstable equivalence relation of a Smale space with totally disconnected stable sets, and prove that the associated spectral sequence shows Putnam’s stable homology groups on the second sheet. Moreover, this homology is in fact isomorphic to groupoid homology of the unstable equivalence relation.

Contents

Introduction 1
1. Preliminaries 3
2. Fibered products of groupoids 8
3. Spectral sequence for Smale spaces 12
4. Comparison of homologies 16
5. $K$-theory of Ruelle algebra 17
6. Examples 19
Appendix A. Induction functor for subgroupoids 25
Appendix B. Bowen–Franks groups 26
References 27

Introduction

Continuing our previous work [PY20] on groupoid homology and $K$-theory for ample groupoids, in this paper we look at the groupoids arising from Smale spaces, and Putnam’s homology [Put14].

The framework of Smale spaces was introduced by Ruelle [Rue04], who designed them to model the basic sets of Axiom A diffeomorphisms [Sma67]. This turned out to be a particularly nice class of hyperbolic topological dynamical systems, where Markov partitions provide a symbolic approximation of the dynamics.

Groupoids with totally disconnected base (ample groupoids) arise from Smale spaces with totally disconnected stable sets. This is especially useful in the study of dynamical systems whose topological dimension is not zero, but whose dynamics is completely captured by restricting to a totally disconnected transversal. Such spaces include generalized solenoids [Tho10], [Wil74], substitution tiling spaces [AP98, Theorem 3.3], dynamical systems of self-similar group actions [Nek09], and can be characterized as certain inverse limits [Wie14].

Beyond the theory of dynamical systems, these groupoids also play an important role in the theory of operator algebras, where they provide an invaluable source of examples of C$^*$-algebras. These are obtained by considering the (reduced) groupoid C$^*$-algebras $C^*_r(G)$ [Ren80], generalizing the crossed product algebras for group actions on the Cantor set. The resulting C$^*$-algebras capture interesting aspects of the homoclinic and heteroclinic structure of expansive dynamics [Put96, Tho10, Mat19], extending the correspondence between shifts of finite type and the Cuntz–Krieger algebras.
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In [PY20], based on the Meyer–Nest theory of triangulated categorical structure on equivariant KK-theory [MN06, MN10, Mey08], we constructed a spectral sequence of the form
\[ E^2_{pq} = \mathcal{H}_p(G, K_q(\mathbb{C})) \Rightarrow K_{p+q}(C^*_r(G)) \] (1)
for étale groupoids $G$ that have torsion-free stabilizers and satisfy a strong form of the Baum–Connes conjecture as in Tu’s work [Tu09]. While this directly applies to the reduction of the unstable equivalence relation to transversals of Smale spaces as above, there is another homology theory proposed by Putnam [Put14]. We show that one of the variants, $H^*_u$, fits into this scheme for the groupoid $R^u(Y, \psi)$ of the unstable equivalence relation on the underlying space, as follows.

**Theorem A** (Theorem 3.9). Let $(Y, \psi)$ be an irreducible Smale space with totally disconnected stable sets, and $R^u(Y, \psi)$ be the groupoid of the unstable equivalence relation. Then there is a convergent spectral sequence
\[ E^2_{pq} = E^3_{pq} = \mathcal{H}^*_u(Y, \psi) \otimes K_q(\mathbb{C}) \Rightarrow K_{p+q}(C^*(R^u(Y, \psi))). \]

This result gives a partial answer to a question raised by Putnam, who asked to relate the $K$-theory of $C^*(R^u(Y, \psi))$ to his homology theory $H^*_u(Y, \psi)$ [Put14, Question 8.4.1]. An immediate consequence is that the $K$-groups of $C^*(R^u(Y, \psi))$ are of finite rank. Our proof of Theorem A above is based on a “relativized” analogue of the method we developed in [PY20].

Although we give an independent proof of Theorem A, it can also be obtained from the spectral sequence (1) and the result below.

**Theorem B** (Theorem 4.1). For any étale groupoid $G$ that is Morita equivalent to $R^u(Y, \psi)$, we have an isomorphism $H^*_u(Y, \psi) \simeq \mathcal{H}_p(G, \mathbb{Z})$.

In order to prove the result above, we turn the definition of Putnam’s homology into a resolution of modules which computes groupoid homology. As a corollary we obtain a Künneth formula for $H^*_u$, generalizing a result in [DKW16]. In the framework of substitution tiling spaces [AP98], this result, combined with those of [PY20], implies that $H^*_u(\Omega, \omega)$ for the associated Smale space $(\Omega, \omega)$ is isomorphic to the degree shift of the Čech cohomology of $\Omega$ (this partially solves [Put14, Question 8.3.2]).

This paper is organized as follows. In Section 1 we lay out the basic notation and definitions for all the background objects of the paper.

In Section 2 we discuss the multiple fibered product of groupoid homomorphisms, generalizing a construction in [CM00]. This provides the spatial implementation of the groupoid bar complex in the case of the inclusion map $G^{(0)} \to G$ regarded as a groupoid homomorphism. Turning to Smale spaces, a key technical transversality result in Proposition 2.9 allows us to relate multiple fiber products of $s$-bijective maps $f: (\Sigma, \sigma) \to (Y, \psi)$ from shifts of finite type to the multiple groupoid fibered products. This is a crucial ingredient for Putnam’s homology.

In Section 3 we consider a simplicial object relating homology and $K$-groups of the groupoid following the scheme of [PY20]. We recall that the spectral sequence (1) appeared from the Moore complex of the simplicial object $(F(L^{n+1}A))_{n \geq 0}$ with $L = \text{Ind}^G_\Sigma \text{Res}^G_X$, converging to $F(A)$, with the functor $F = K_*^s(G \rtimes \cdot)$. For the groupoid of the unstable equivalence relation on a Smale space $(Y, \psi)$ with totally disconnected stable sets, we follow the same scheme, but replace $X$ by the subgroupoid coming from an $s$-bijective factor map from a shift of finite type. The resulting complex is isomorphic to the one defining Putnam’s homology $H^*_u(Y, \psi)$.

In Section 4 we combine the previous sections and prove our main results.

Next in Section 5 we explain how a similar method applies to the $K$-groups of Ruelle algebras. Here we obtain a homology built out of Bowen–Franks groups closely following Putnam’s homology theory. In Section 6 we discuss some examples, including solenoids and self-similar group actions.

**Acknowledgements.** We are indebted to R. Nest for proposing the topic of this paper as a research project, and for numerous stimulating conversations. We are also grateful to R. Meyer for valuable advice concerning equivariant $K$-theory and for his careful reading of our draft. Thanks also to M. Dadarlat, R. Deeley, M. Goffeng, V. Nekrashevych, and I. F. Putnam for stimulating conversations and encouragement at various stages, which led to numerous improvements. We would like to thank the anonymous reviewer for careful reading and useful suggestions.
1. Preliminaries

1.1. Locally compact groupoids. Throughout the paper $G$ denotes a topological groupoid with unit space $X = G^{(0)}$. We let $s, r : G \to X$ denote respectively the source and range maps. In addition, we let $G_x = s^{-1}(x)$, $G^x = r^{-1}(x)$, and for a subset $A \subset X$, we write $G_A = \bigcup_{x \in A} G_x$, $G^A = \bigcup_{x \in A} G^x$, and $G|_A = G^A \cap G_A$.

Definition 1.1. A topological groupoid $G$ is étale if $s$ and $r$ are local homeomorphisms, and ample if it is étale and $G^{(0)}$ is totally disconnected.

If $G$ is étale and $g \in G$, then by definition, for small enough neighborhoods $U$ of $s(g)$ there is a neighborhood $U'$ of $g$ such that $s(U') = U$, and the restriction of $s$ and $r$ to $U'$ are homeomorphisms onto the images. When this is the case, we write $g(U) = r(U')$ and use $g$ as a label for the map $U \to g(U)$ induced by the identification of $U \sim U' \sim g(U)$.

As our blanket assumption, we further assume that a topological groupoid is second countable, locally compact Hausdorff, and admits a continuous Haar system $\lambda = (\lambda^x)_{x \in X}$ (i.e., an invariant continuous distribution of Radon measures on the spaces $(G^x)_{x \in X}$), so that its full and reduced groupoid $C^*$-algebras $C^*(G, \lambda)$, $C^*_r(G, \lambda)$ make sense. In general these algebras may depend on $\lambda$, though different Haar systems lead to Morita equivalent $C^*$-algebras (see also [PY20, Remark 1.7]). In particular, $G$ and $X$ are $\sigma$-compact and paracompact. When dealing with étale groupoids, we take as usual the counting measure on $G^x$, and in this case we suppress the notation $\lambda$, and simply write $C^*_r(G)$ instead of $C^*_r(G, \lambda)$. For a $C^*$-algebra $A$ equipped with an action of $G$, the (reduced) crossed product of $A$ by $G$ in this paper will be equivalently denoted by $A \rtimes G$, $A \rtimes K$, or $C^*_r(G, A)$ depending on what is easier to read in context.

A locally compact groupoid $G$ is amenable if there exists a net of probability measures on $G^x$ for $x \in G^{(0)}$ which is approximately invariant, see [ADR00]. In this case we have $C^*(G, \lambda) = C^*_r(G, \lambda)$ for any Haar system $\lambda$. This covers all of our concrete examples.

The notion of Morita equivalence of groupoids in the sense of [MRW87] plays an important role in this paper. We review it here below for convenience. First, recall a topological groupoid $G$ is proper if the map $(r \times s): G \to X \times X$ is proper. Furthermore, if $Z$ is a locally compact, Hausdorff $G$-space, we say that $G$ acts properly on $Z$ if the transformation groupoid $G \ltimes Z$ is proper. The map $Z \to G^{(0)}$ underlying the $G$-action is called the anchor map.

Definition 1.2. The groupoids $G$ and $H$ are Morita equivalent if there is a locally compact Hausdorff space $Z$ such that

- $Z$ is a free and proper left $G$-space with anchor map $\rho : Z \to G^{(0)}$;
- $Z$ is a free and proper right $H$-space with anchor map $\sigma : Z \to H^{(0)}$;
- the actions of $G$ and $H$ on $Z$ commute;
- $\rho : Z \to G^{(0)}$ induces a homeomorphism $Z/H \to G^{(0)}$;
- $\sigma : Z \to H^{(0)}$ induces a homeomorphism $G/Z \to H^{(0)}$.

This can be equivalently packaged by a bibundle over $G$ and $H$: that is, a topological space $Z$ with $G$ and $H$ acting continuously from both sides with surjective and open anchor maps, such that the maps

$$G \times_{G^{(0)}} Z \to Z \times_{H^{(0)}} Z, \quad (g, z) \mapsto (gz, z), \quad Z \times_{H^{(0)}} H \to Z \times_{G^{(0)}} Z, \quad (z, h) \mapsto (z, zh)$$

are homeomorphisms.

An important class of Morita equivalences comes from generalized transversals. For a topological space $X$ and $x \in X$, let us denote the family of the open neighborhoods of $x$ by $O(x)$. 
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Definition 1.3 ([PS99]). Let G be a topological groupoid. A generalized transversal for G is given by a topological space T and an injective continuous map \( f : T \to \Gamma(0) \) such that:

- \( f(T) \) meets every orbit of G; and
- the condition (\( A r \)) for neighborhoods of \( x \) and \( f^{-1}(rx) \) holds for all \( x \in G \), i.e.,
  \[
  \forall x \in \Gamma(T), U_0 \in \mathcal{O}(x), V_0 \in \mathcal{O}(f^{-1}(rx)) \quad \exists U \in \mathcal{O}(x), V \in \mathcal{O}(f^{-1}(rx)) : \\
  U \subseteq U_0, V \subseteq V_0, \forall y \in U, \exists z \in V, s(y) = s(z), r(z) = f(V).
  \]

Under the above setting, there is a finer topology on the subgroupoid \( H = \Gamma_{f(T)} \) such that \( H \) is étale and Morita equivalent to \( G \) [PS99] Theorem 3.6]. The equivalence is implemented by the principal bibundle \( \Gamma(T) \) with a natural finer topology from that of \( G \) and \( T \).

1.2. Induction and restriction for groupoid KK-theory. Suppose \( G \) is an étale groupoid as in the previous subsection. We denote by \( KK^G \) the category of separable \( G \)-C*-algebras with the equivariant KK-groups \( KK^G(A, B) \) [LC99] as morphisms sets.

Let \( H \subseteq G \) be an open subgroupoid with the same base space \( X = \Gamma(0) = H(0) \). In particular \( H \) is an étale groupoid over \( X \), and the restriction of actions gives a functor \( \text{Res}_H^G : KK^G \to KK^H \). It admits a left adjoint, which is an analogue of induction, as follows. Full details will appear elsewhere in a joint work of the first named author with C. Bönicke.

Let \( B \) be an \( H \)-C*-algebra, with structure map \( \rho : C_0(X) \to Z(\mathcal{M}(B)). \) As before, take the \( C_0(G) \)-algebra

\[
B' = C_0(G) \hat{\otimes}_{C_0(X)} B,
\]

where the superscript \( s \) indicates that we regard \( C_0(G) \) as a \( C_0(X) \)-algebra with respect to the source map. This has a right action of \( H \), by combination of the right translation on \( C_0(G) \) and the action on \( B \) twisted by the inverse map of \( H \). We then set

\[
\text{Ind}_{H}^G(B) = B' \rtimes H = (C_0(G) \hat{\otimes}_{C_0(X)} B) \rtimes_{\text{diag}} H.
\]

This can be regarded as the crossed product of \( B' \) by the transformation groupoid \( G \rtimes H \) for the right translation action of \( H \) on \( G \). Moreover, notice that \( G \) also acts on \( B' \) by left translation on \( C_0(G) \). This induces a continuous action of \( G \) on \( \text{Ind}_{H}^G(B) \).

Let \( A \) be a \( G \)-C*-algebra. Then the Haar system on \( G \) induces an \( A \)-valued inner product on \( C_c(G) \otimes_{C_0(X)} A \), and by completion we obtain a right Hilbert \( A \)-module \( E_A^G = L^2(G, A) \). We then have the following, see Appendix [A] for details.

Proposition 1.4. Under the above setting, \( E_A^G \) implements an equivariant strong Morita equivalence between \( A \) and \( \text{Ind}_{G}^G(A) \).

Let \( \kappa \) denote the inclusion homomorphism

\[
\text{Ind}_{G}^G(\text{Res}_{H}^G(A) = (C_0(G) \hat{\otimes}_{C_0(X)} A) \rtimes H \to (C_0(G) \hat{\otimes}_{C_0(X)} A) \rtimes G = \text{Ind}_{G}^G(A),
\]

induced by \( H \subseteq G \) because \( H \) is open, and let \( \iota \) denote the map

\[
\text{Ind}_{H}^G(B) = (C_0(H) \hat{\otimes}_{C_0(X)} B) \rtimes H \to (C_0(G) \hat{\otimes}_{C_0(X)} B) \rtimes H = \text{Res}_{H}^G \text{Ind}_{H}^G(B)
\]

induced by the ideal inclusion \( C_0(H) \subseteq C_0(G) \).

Theorem 1.5. The functor \( \text{Ind}_{H}^G \) induces a functor \( KK^H \to KK^G \), and there is a natural isomorphism

\[
KK^G(\text{Ind}_{H}^G B, A) \simeq KK^H(B, \text{Res}_{H}^G(A)
\]

defining an adjunction \( (\epsilon, \eta) : \text{Ind}_{H}^G \dashv \text{Res}_{H}^G \) with counit and unit natural morphisms

\[
\epsilon_A = [\kappa] \otimes_{\text{Ind}_{H}^G} [E_A^G] \in KK^G(\text{Res}_{H}^G(A), A), \quad \eta_B = [E_B^H] \otimes_{\text{Ind}_{H}^G} [\iota] \in KK^H(B, \text{Res}_{H}^G \text{Ind}_{H}^G(B).
\]

Example 1.6. If \( G \) is the transformation groupoid \( \Gamma \times X \) and \( H = X \), the previous theorem amounts to

\[
KK^{\Gamma \rtimes X}(C_0(\Gamma) \hat{\otimes} B, A) \simeq KK^X(B, A)
\]

for any \( C_0(X) \)-algebra \( B \) and \( G \)-algebra \( A \), where the \( \Gamma \)-action on \( C_0(\Gamma) \hat{\otimes} B \) is given by translation on the factor \( C_0(\Gamma) \).
1.3. Triangulated categories and spectral sequences. Let us quickly recall the formalism of \([PY20]\) behind the spectral sequence in \([\mathcal{O}]\). The main ingredients are triangulated categories \(\mathcal{S}\) and \(\mathcal{T}\) with countable direct sums, and exact functors \(E: \mathcal{S} \to \mathcal{T}\) and \(F: \mathcal{T} \to \mathcal{S}\) compatible with countable direct sums, with natural isomorphisms

\[
S(A, FB) \simeq T(EA, B) \quad (A \in \mathcal{S}, B \in \mathcal{T}).
\]

Let \(I\) denote the kernel of \(F\), that is, the collection of morphisms \(f \in \mathcal{S}\) such that \(Ff = 0\). An object \(A \in \mathcal{T}\) is said to be \(I\)-projective if any \(f \in I(A^\prime, A^\prime)\) induces the zero map \(T(A, A^\prime) \to T(A, A^\prime)\). The category \(\mathcal{T}\) has two triangulated subcategories: the one \((ES)\) generated by the image of \(E\), and another \(\mathcal{N}_Z\) consisting of the objects \(N\) satisfying \(FN = 0\).

Now, consider the endofunctor \(L = EF\) on \(\mathcal{T}\).

**Proposition 1.7** (**PY20** Proposition 3.1). In the above setting, any object \(A \in \mathcal{T}\) admits an \(I\)-projective resolution \(P_*\) consisting of \(P_n = L^{n+1}A\). The pair of subcategories \((<ES>, \mathcal{N}_Z)\) is complementary.

In particular, for any \(A \in \mathcal{T}\), there is an exact triangle

\[
P \to A \to N \to \Sigma P
\]

satisfying \(P \in <ES>\) and \(N \in \mathcal{N}_Z\). By [Mey08] Theorems 4.3 and 5.1], we then get the following.

**Theorem 1.8.** Let \(K: \mathcal{T} \to \text{Ab}\) be a homological functor to the category of commutative groups, and write \(K_n(A) = K(\Sigma^{-n}A)\). With notation as above, there is a convergent spectral sequence

\[
E^2_{pq} = K_{p+q}(P),
\]

with the \(E^2\)-sheet \(E^2_{pq} = H_p(K_q(P_*))\).

The Baum–Connes conjecture for groupoids allows us to compare \(P\) and \(A\). We are going to use the following fundamental result proved by J.-L. Tu.

**Theorem 1.9** (**Th09**). Suppose that \(G\) has the Haagerup property. Then there exists a proper \(G\)-space \(Z\) with an open surjective structure morphism \(Z \to X\), and a \(G \times Z\)-\(C^*\)-algebra \(P\) which is a continuous field of nuclear \(C^*\)-algebras over \(Z\), and such that \(P \simeq C_0(X)\) in \(KK^G\).

For the case of \(\mathcal{T} = KK^G, S = KK^X, E = \text{Ind}_X^G, F = \text{Res}_X^G,\) we have the following.

**Proposition 1.10** (**PY20**). Let \(G\) be an étale groupoid with torsion free stabilizers and satisfying the conclusions of Theorem 1.9. Any separable \(G\)-\(C^*\)-algebra \(A\) belongs to the localizing subcategory generated by the objects \(\text{Ind}_X^G B\) for \(C_0(X)\)-\(algebras B\).

1.4. Smale spaces. Next let us recall basic definitions on Smale spaces, mostly following [Put14].

**Definition 1.11.** A Smale space \((X, \phi)\) is given by a compact metric space \((X, d)\) and a homeomorphism \(\phi: X \to X\) such that:

- there exist constant \(0 < \epsilon_X\) and a continuous map \(\{(x, y) \in X \times X \mid d(x, y) \leq \epsilon_X\} \to X, \quad (x, y) \mapsto [x, y]\)

satisfying the bracket axioms:

\[
[x, x] = x, \quad [x, [y, z]] = [x, z],
\]
\[
[[x, y], z] = [x, z], \quad \phi([x, y]) = [\phi(x), \phi(y)],
\]

for any \(x, y, z\) in \(X\) when both sides are defined.

- there exists \(0 < \lambda < 1\) satisfying the contraction axioms:

\[
[x, y] = y \Rightarrow d(\phi(x), \phi(y)) \leq \lambda d(x, y),
\]
\[
[x, y] = x \Rightarrow d(\phi^{-1}(x), \phi^{-1}(y)) \leq \lambda d(x, y),
\]

whenever the brackets are defined.
Suppose \( x \in X \) and \( 0 < \epsilon \leq \epsilon_X \). We define the local stable sets and the local unstable sets around \( x \) as

\[
X^s(x, \epsilon) = \{ y \in X \mid d(x, y) < \epsilon, [y, x] = x \},
\]
\[
X^u(x, \epsilon) = \{ y \in X \mid d(x, y) < \epsilon, [x, y] = x \}.
\]

The bracket \([x, y]\) can be characterized as the unique element of \( X^s(x, \epsilon) \cap X^u(y, \epsilon) \) when \( 2d(x, y) < \epsilon < \epsilon_X \). This means that, locally, we can choose coordinates so that (see [Put15, Theorem 4.1.4])

\[
[-, -] : X^u(x, \epsilon) \times X^s(x, \epsilon) \to X
\]
is a homeomorphism onto an open neighborhood of \( x \in X \) for all \( \epsilon \) smaller than some \( \epsilon_X' \leq \epsilon_X/2 \).

A point \( x \in X \) is called non-wandering if for all open sets \( U \subseteq X \) containing \( x \) there exists \( N \in \mathbb{N} \) with \( U \cap \phi^N(U) \neq \emptyset \). Periodic points are dense among the non-wandering points [Put15, Theorem 4.4.1]. We say that \( X \) is non-wandering if any point of \( X \) is non-wandering. We will set a blanket assumption that Smale spaces are non-wandering. This holds in virtually all interesting examples.

It can be shown that any non-wandering Smale space \( (X, \phi) \) can be partitioned in a finite number of \( \phi \)-invariant clopen sets \( X_1, \ldots, X_n \), in a unique way, such that \( (X_k, \phi|_{X_k}) \) is irreducible for \( k = 1, \ldots, n \) [Put00]. Irreducibility means that for every (ordered) pair \( U, V \) of nonempty open sets in \( X \), there exists \( N \in \mathbb{N} \) such that \( U \cap \phi^N(V) \neq \emptyset \).

**Example 1.12.** A fundamental example of Smale space is given by shift of finite type (or topological Markov shift). This can be modeled by finite directed graphs, as follows. A directed graph \( \mathcal{G} = (G^0, G^1, i, t) \) consists of finite sets \( G^0 \) and \( G^1 \), called vertices and edges, and maps \( i, t : G^1 \to G^0 \). Thus, each edge \( e \in G^1 \) represents a directed arrow from \( i(e) \in G^0 \) to \( t(e) \in G^0 \). Then a shift of finite type \((\Sigma_G, \sigma)\) is defined as the space of bi-infinite sequences of paths

\[
\Sigma_G = \{ e = (e_k)_{k \in \mathbb{Z}} \in (G^1)^\mathbb{Z} \mid t(e_k) = i(e_{k+1}) \},
\]
together with the left shift map \( \sigma(e)_k = e_{k+1} \). The metric is defined by \( d(e, f) = 2^{-n-1} \) for \( e \neq f \), where \( n \) is the largest integer such that \( e_k = f_k \) for \( |k| \leq n \). In particular, \( d(e, f) \leq 2^{-1} \) means that \( e, f \) share the central edge, i.e., \( e_0 = f_0 \). Then we can define

\[
[e, f] = (\ldots, f_{-2}, f_{-1}, e_0, e_1, e_2, \ldots).
\]
The pair \((\Sigma_G, \sigma)\) is a Smale space with constant \( \epsilon = 1/2 \).

We are particularly interested in groupoids encoding the unstable equivalence relation of Smale spaces. Given \( x, y \in X \), we say they are

- **stably equivalent**, denoted by \( x \sim_s y \), if

\[
\lim_{n \to \infty} d(\phi^n(x), \phi^n(y)) = 0;
\]

- **unstably equivalent**, denoted by \( x \sim_u y \), if

\[
\lim_{n \to \infty} d(\phi^{-n}(x), \phi^{-n}(y)) = 0.
\]

We denote the graphs of these relations as

\[
R^s(X, \phi) = \{(x, y) \in X \times X \mid x \sim_s y \},
\]
\[
R^u(X, \phi) = \{(x, y) \in X \times X \mid y \sim_u x \},
\]
and treat them as groupoids, with source, range, and composition maps given by

\[
s(x, y) = y, \quad r(x, y) = x, \quad (x, y) \circ (w, z) = (x, z) \quad \text{if} \quad y = w.
\]

The class of \( x \in X \) under the stable (resp. unstable) equivalence relation is called the **global stable** (resp. **unstable**) set, and is denoted by \( X^s(x) \) (resp. \( X^u(x) \)). They satisfy the following identities:

\[
X^s(x) = \bigcup_{n \geq 0} \phi^{-n}(X^s(\phi^n(x), \epsilon)),
\]
\[
X^u(x) = \bigcup_{n \geq 0} \phi^n(X^s(\phi^{-n}(x), \epsilon)),
\]
for any fixed \( \epsilon < \epsilon_X \).
This leads to locally compact Hausdorff topologies on the above groupoids \[\text{Put96}\], consider the induced topology on

\[G^n_a = \{(x, y) \mid y \in \phi^{-n}(X^n(\phi^a(x), \epsilon))\}, \quad G^n_b = \{(x, y) \mid y \in \phi^n(X^n(\phi^{-b}(x), \epsilon))\}\]

as subsets of \(X \times X\). Then \(R^n(x, \phi)\) is the union of the increasing sequence \((G^n_a)_a\), with open inclusion maps \(G^n_a \to G^n_{a+1}\). This makes \(G = R^n(x, \phi)\) a locally compact Hausdorff groupoid. Moreover, the \(Bowen\ measure\) defines a Haar system on \(G\). Of course, analogous considerations make \(R^n(x, \phi)\) a locally compact Hausdorff groupoid with a Haar system.

To get an \(étale\) groupoid, we can take a transversal \(T \subseteq X\) and restrict the base space to \(T\), putting \(G|_T = G^T_T\). A convenient choice is to take \(T = X^s(x)\) for some \(x \in X\), with the inductive limit topology from \(\text{Put96}\), which is an example of generalized transversal. Slightly generalizing this, for a subset \(P \subseteq X\), we write \(X^s(P)\) meaning the union of all \(X^s(x)\)'s for \(x \in P\), with the disjoint union topology. Analogously we define \(X^u(P) = \bigcup_{x \in P} X^u(x)\). Let us put

\[
R^n(X, P) = R^n(X, \phi)|_{X^u(P)}, \quad R^n(X) = R^n(X, \phi)|_{X^u(P)}.
\]

Theorem 1.13 (\[PS99\ Theorem 1.1\]). The groupoids in \(\text{Put15}\) are amenable.

1.5. Maps of Smale spaces. Given two Smale spaces \((X, \phi)\) and \((Y, \psi)\), a continuous and surjective map \(f: X \to Y\) is called a factor map if it intertwines the respective self-maps, i.e.,

\[
f \circ \phi = \psi \circ f.
\]

Equation (6) is enough to guarantee that \(f\) preserves the local product structure. In particular, there is \(\epsilon_f > 0\) such that both \([x_1, x_2]\) and \([f(x_1), f(x_2)]\) are defined and \(f([x_1, x_2]) = [f(x_1), f(x_2)]\) for all \(x_1, x_2\) with \(d(x_1, x_2) < \epsilon_f\).

Proposition 1.14 (\[Put15\ Lemma 5.1.11\]). Let \(f: X \to Y\) be a factor map of Smale spaces, and \(y_0 \in Y\) be a point whose preimage is finite. Then, given \(\epsilon > 0\), there exists \(\delta = \delta(z, \epsilon) > 0\) such that

\[
f^{-1}(Y^u(y_0, \delta)) \subseteq \bigcup_{i=1}^N X^u(x_i, \epsilon)
\]

where we write \(f^{-1}(y_0) = \{x_1, \ldots, x_N\}\).

The assumption is automatically satisfied when \((Y, \psi)\) is non-wandering.

Definition 1.15. A factor map \(f: (X, \phi) \to (Y, \psi)\) is called s-resolving if it induces an injective map from \(X^s(x)\) to \(Y^s(f(x))\) for each \(x \in X\). It is called s-bijective, if moreover these induced maps are bijective.

Theorem 1.16 (\[Put05\ Corollary 3\]). Let \((X, \phi)\) be an irreducible Smale space such that \(X^s(x, \epsilon)\) is totally disconnected for every \(x \in X\) and \(0 < \epsilon < \epsilon_X\). Then there is an irreducible shift of finite type \((\Sigma, \sigma)\) and an s-bijective factor map \(f: (\Sigma, \sigma) \to (X, \phi)\).

Theorem 1.17 (\[Put15\ Theorem 5.2.4\]). Let \(f: X \to Y\) be an s-resolving map between Smale spaces. There is a constant \(N \geq 1\) such that for any \(y \in Y\) there exist \(x_1, \ldots, x_N\) in \(X\), with \(n \leq N\), satisfying

\[
f^{-1}(Y^u(y)) = \bigcup_{k=1}^n X^u(x_k).
\]

For any \(y \in Y\) the cardinality of the fiber \(f^{-1}(y)\) is less than or equal to \(N\).

Let us list several additional facts about s-resolving maps, which can be found in \[Put15\]. First, if each point in \(Y\) is non-wandering, then \(f\) is s-bijective. Second, the induced maps \(X^s(x) \to Y^s(f(x))\) and \(X^u(x) \to Y^u(f(x))\) are both continuous and proper in the inductive limit topology of the presentation in \(\text{Put15}\) and \(\text{Put16}\). If, moreover, \(f\) is s-bijective, the map \(X^s(x) \to Y^s(f(x))\) is a homeomorphism. Assume that \(X\) and \(Y\) are irreducible, and \(P\) is an at most countable subset of \(X\) such that no two points of \(P\) are stably equivalent after applying \(f\). Then

\[
f \times f: R^n(X, P) \to R^n(Y, f(P))
\]

is a homeomorphism onto an open subgroupoid of \(R^n(Y, f(P))\).
1.6. Putnam’s homology for Smale spaces. For any shift of finite type \((\Sigma, \sigma)\), the \(K_0\)-group \(K_0(C^*(R^n, \Sigma))\) can be described as Krieger’s dimension group \(D^*(\Sigma, \sigma)\) \cite{Kri80}. This group is generated by the elements \([E]\) for compact open sets \(E\) in the stable orbits in \(\Sigma\). We can restrict to a collection of stable orbits which form a generalized transversal, and also assume that \(E\) is contained in a local stable orbit as well \cite{Pro20} Lemma 1.3.

Let \((Y, \psi)\) be an irreducible Smale space with totally disconnected stable sets. Then there is an irreducible shift of finite type \((\Sigma, \sigma)\) and an \(s\)-bijective factor map \(f: (\Sigma, \sigma) \to (Y, \psi)\). Then, we obtain a Smale space \(\Sigma_s\) by taking the fiber product of \((n+1)\)-copies of \(\Sigma\) over \(Y\) and the diagonal action \(\sigma_n\) of \(\sigma\) on \(\Sigma_s\), so that we have \(\Sigma_0 = \Sigma\).

Then we get a simplicial structure on the groups \((D^*(\Sigma_n, \sigma_n))_{n=0}^\infty\), whose face maps are induced by the maps \(\delta_k: \Sigma_n \to \Sigma_{n-1}\) which delete the \(k\)-th entry of a point in \(\Sigma_n\). This yields a well defined map between the corresponding dimension groups, via the assignment \([E] \mapsto [\delta_k^*([E])]\). This way the groups \(D^*(\Sigma_s, \sigma_s)\) form a simplicial object, and the associated homology of \((Y, \psi)\), does not depend on the choice of \(f\) \cite{PutL4} Section 5.5; \cite{Pro20}.

2. Fibered products of groupoids

We start by defining an appropriate notion of fibered product between groupoids which will be used in the following proofs.

**Definition 2.1.** Let \(\alpha: H \to G\) be a homomorphism of groupoids, and \(n \geq 2\). We define the \(n\)-th fibered product of \(H\) with respect to \(\alpha\) as the groupoid \(H^{x \alpha} n\), as follows:

- the object space is the set
  \[\{(y_1, y_2, \ldots, y_{n-1}, y_n) \mid y_k \in H^{(0)}, g_k \in C_{\alpha(y_{k+1})}\}\]

- the arrows from \((y_1, y_2, \ldots, g_{n-1}, y_n)\) to \((y'_1, y'_2, \ldots, g'_{n-1}, y'_n)\) are given by the \(n\)-tuples
  \((h_1, \ldots, h_n) \in H_{g_1}^{(0)} \times \cdots \times H_{g_n}^{(n)}\)
  such that the squares in
  \[\begin{array}{c}
  \alpha(y'_1) \downarrow \quad \alpha(y'_2) \downarrow \quad \cdots \downarrow \\
  \alpha(h_1) \quad \alpha(h_2) \quad \cdots \\
  \alpha(y_1) \downarrow \quad \alpha(y_2) \downarrow \quad \cdots \downarrow \\
  \end{array}\]
  are all commutative.

(Of course, we can put \(H^{x \alpha 1} = H\)). We say that an arrow in \(H^{x \alpha n}\) is represented by the tuple \((h_1, g'_1, h_2, \ldots, g'_{n-1}, h_n)\) in the above situation. This way we can think of \(H^{x \alpha n}\) as a subset of \(H \times G \times \cdots G \times H\), and in the setting of topological groupoids this gives a compatible topology on \(H^{x \alpha n}\) (for example, local compactness passes to \(H^{x \alpha n}\)).

**Remark 2.2.** The above definition makes sense for \(n\)-tuples of different homomorphisms \(\alpha_k: H_k \to G_k\), so that we can define \(H_1 \times \cdots \times H_n\) as a groupoid. The case of \(n = 2\) appears in \cite{CM10}.

We will need a slight generalization of Definition 2.1 falling under this more general setting, where \(H_1 = H\) except for one value \(j = k\), with \(H_k = G\).

**Definition 2.3.** In the setting of Definition 2.1 define a groupoid \(G \times_G H^{x \alpha n}\) as follows:

- the object space is the set
  \[\{(y_0, y_1, y_2, \ldots, y_{n-1}, y_n) \mid y_k \in H^{(0)}, g_k \in C_{\alpha(y_{k+1})}\}\]

- a morphisms from \((y_0, y_1, y_2, \ldots, y_{n-1}, y_n)\) to \((y'_0, y'_1, y'_2, \ldots, g'_{n-1}, y'_n)\) is given by \(k \in G_{r(y_0)}^{(0)}\) and an \(n\)-tuple \((h_1, \ldots, h_n)\) in \(H^{(0)}_{g_1} \times \cdots \times H^{(n)}_{g_n}\) such that the squares in
  \[\begin{array}{c}
  r_0 g_0 \downarrow \quad \alpha(y'_1) \downarrow \quad \alpha(y'_2) \downarrow \quad \cdots \downarrow \\
  r_0 g_0 \quad \alpha(h_1) \quad \alpha(h_2) \quad \cdots \quad \alpha(h_n) \\
  \end{array}\]
  are all commutative.
Again we say that an arrow of $G \times_G H \times_G a^n$ is represented by $(k, g_0 h_1, \ldots, h_n)$ in the above situation. As in the case of $H \times_G a^n$, this induces a compatible topology in the setting of topological groupoids.

**Proposition 2.4.** Let $\alpha : H \to G$ be a homomorphism of topological groupoids. Then $H \times_G a^n$ and $G \times_G H \times_G a^n$ are Morita equivalent as topological groupoids.

**Proof.** Consider the space

$$Z = \{(g_0, h_1, g_1, h_2, \ldots, g_{n-1}, h_n) \mid (g_0, \ldots, g_{n-1}) \in G^{(n)}, \alpha(rh_k) = sg_{k-1}\}.$$ 

We define a left action of $G \times_G H \times_G a^n$ as follows. The anchor map is

$$Z \to (G \times_G H \times_G a^n)^{(0)}, (g_0, h_1, \ldots, h_n) \to (g_0, rh_1, g_1, \ldots, rh_n),$$

and an arrow of $G \times_G H \times_G a^n$ with source $(g_0, rh_1, g_1, \ldots, rh_n)$ acts by

$$(k, g_0^1 h_1, \ldots, h_n').(g_0, h_1, \ldots, h_n) = (g_0^1 h_1 h_1', g_1, \ldots, h_n').$$

On the other hand, there is a right action of $H \times_G a^n$ defined as follows. The anchor map is

$$Z \to (H \times_G a^n)^{(0)}, (g_0, h_1, \ldots, h_n) \to (sh_1, g_0^1, \ldots, sh_n), \quad (g_0^1 = \alpha(h_k)^{-1}g_k\alpha(h_{k+1})).$$

An arrow of $H \times_G a^n$ with range $(sh_1, g_0^1, \ldots, sh_n)$ acts by

$$(g_0, h_1, \ldots, h_n), (h_1', g_1, h_2', \ldots, h_n') = (g_0, h_1 h_1', g_1, \ldots, h_n'h_n').$$

We claim that $Z$ is a bibundle implementing the Morita equivalence (compatibility with topology will be obvious from the concrete “coordinate transform” formulas).

Comparing between $Z \times (G \times_G H \times_G a^n)^{(0)} Z$ and $Z \times (H \times_G a^n)^{(0)} H \times_G a^n$ amounts to comparison of pairs $(h_k, h_k')$ with $rh_k = rh_k'$ on the one hand, and the composable pairs $(h_k, h_k''_n) \in H^{(2)}$ on the other. There is a bijective correspondence between the two sides, given by the coordinate transform $h_k'' = h_k h_k''$. Comparing $Z \times (H \times_G a^n)^{(0)} Z$ with $G \times_G H \times_G a^n \times (G \times_G H \times_G a^n)^{(0)} Z$ amounts to comparing:

- on the side of $Z \times (H \times_G a^n)^{(0)} Z$: $((g_0, h_1), (g_0^1, h_1^1))$ with $(g_0, \alpha(h_1), (g_0^1, \alpha(h_1^1))) \in G^{(2)}$ and $sh_1 = sh_1^1$, and $(h_k, h_k') \in H^{(2)}$ with $sh_k = sh_k^1$ for $k \geq 2$;
- on the side of $G \times_G H \times_G a^n \times (G \times_G H \times_G a^n)^{(0)} Z$: $(k, g_0^1) \in G^{(2)}, (h_1, h_1^1) \in H^{(2)}$ with $sh_1 = sg_0^1$, and $(h_k, h_k') \in H^{(2)}$ for $k \geq 2$.

Again we have a bijective correspondence by $h_k'' = h_k''^{-1}, g_0 = g_0^1\alpha(h_1)^{-1}$, and $g_0^1 = k g_0^1\alpha(h_1)^{-1}$.

A slight generalization is obtained by considering the groupoid $H \times_G a \times_G G \times_G a b$ for $a, b \geq 0$. This is defined as $H \times_G (a+b+1)$ in Definition 2.1 with the difference that $h_{a+1}$ is not in $H^{(a+1)}_{b+1}$, and instead in $G^{(b)}_{a+b+1}$. 

**Proposition 2.5.** The groupoid $H \times_G a \times_G G \times_G a b \times_G b$ is Morita equivalent to $H \times_G (a+b)$.

**Proof.** Recall the construction in the proof of Proposition 2.4 for the Morita equivalence between $G \times_G H \times_G a b$ and $H \times_G a b$: we have the space

$$Z = \{(g_0, h_1, g_1, \ldots, h_n) \mid (g_0, \ldots, g_{n-1}) \in G^{(n)}, \alpha(rh_k) = g_k\},$$

which is a bimodule between these groupoids. Based on this, put

$$\tilde{Z} = \{(h_1, g_1, h_2, \ldots, g_a, h_{a+1}, g_{a+1}, h_{a+2}, \ldots, h_{a+b}) \mid (g_1, \ldots, g_{a+b}) \in G^{(a+b)},$$

$$\alpha(rh_k) = r g_k \quad (k \leq a), \alpha(rh_k) = s g_k \quad (k > a)\}.$$ 

This has obvious “composition” actions of $H \times_G a \times_G G \times_G a b$ from the left and $H \times_G (a+b)$ from the right. By a similar argument as before, we can see that $\tilde{Z}$ implements a Morita equivalence.

Next let us show the compatibility of fiber products and generalized transversals.
Proposition 2.6. Let $\alpha: H \to G$ be a homomorphism of topological groupoids, and $f: T \to H^{(0)}$ be a generalized transversal. Consider the space
\[ \hat{T} = \{(t_1, g_1, t_2, \ldots, t_n) \mid t_k \in T, g_k \in G_{f(t_k)}^{(f(t_{k+1})})} \]
with the induced topology from the natural embedding into $T^n \times G^{n-1}$. The map
\[ \hat{f}: \hat{T} \to (H \times G^n)^{(0)}, \quad (t_1, g_1, t_2, \ldots, t_n) \mapsto (f(t_1), g_1, f(t_2), \ldots, f(t_n)) \]
is a generalized transversal for $H \times G^n$.

Proof. Let us check the conditions in Definition 2.3. First, $\hat{T}$ meets all orbits of $H \times G^n$. Indeed, if we take a point $(y_1, g_1, y_2, \ldots, g_{n-1}, y_n) \in (H \times G^n)^{(0)}$, we can find $t_k \in T$ and $h_k \in H_{y_k}^{(f(t_k))}$ for $k = 1, \ldots, n$. Then there are unique $g_k'$ such that $(h_1, \ldots, h_n)$ represents an arrow from $(y_1, g_1, y_2, \ldots, g_{n-1}, y_n)$ to $(f(t_1), g_1', f(t_2), \ldots, f(t_n))$.

Next, let us check the condition (Ar). Thus, take an arrow $x$ represented by $(h_1, g_1, h_2, \ldots, g_{n-1}, h_n)$ with range $rx = (f(t_1), g_1, f(t_2), \ldots, g_{n-1}, f(t_n))$, open neighborhood $U_0$ of $x$, and another $V_0$ of $rx$. We may assume that these neighborhoods are of the form
\[ U_0 = (U'_1 \times U''_1 \times U'_2 \times \cdots \times U''_n) \cap H \times G^n, \quad V_0 = (V'_1 \times V''_1 \times V'_2 \times \cdots \times V''_n) \cap \hat{T}, \]
and $\hat{U}_k \subset O(h_k)$, $\hat{V}_k \subset O(t_k)$ with $\hat{V}_k \subset V'_k$ realizing the condition (Ar) for $U_k'$ and $V_k'$.

Suppose $f: T \to H^{(0)}$ is a generalized transversal for $H$ such that $\alpha f: T \to G^{(0)}$ is also a transversal for $G$. Then $\alpha$ induces a homomorphism of étale groupoids from $H' = H|_{f(T)}$ to $G' = G|_{\alpha f(T)}$.

Corollary 2.7. In the setting above, $H \times G^n$ is Morita equivalent to $H' \times G'^n$.

Proof. The construction of Proposition 2.6 gives a generalized transversal for $\hat{f}: \hat{T} \to (H \times G^n)^{(0)}$. The étale groupoid obtained by this is isomorphic to $H' \times G'^n$. \qed

Now, let $(Y, \psi)$ be a non-wandering Smale space with totally disconnected unstable sets, and $f: (\Sigma, \sigma) \to (Y, \psi)$ be an $s$-resolving (hence $s$-bijective) factor map from a shift of finite type.

Let $\Sigma_n$ denote the fibered product of $n+1$ copies of $\Sigma$ with respect to $f$. Then $\sigma_n = \sigma \times \cdots \times \sigma|_{\Sigma_n}$ defines a Smale space, which is again a shift of finite type. If $a = (a^0, \ldots, a^n)$ and $b = (b^0, \ldots, b^n)$ are points of $\Sigma_n$, they are unstably (resp. stably) equivalent if and only if $a^k$ is unstably (resp. stably) equivalent to $b^k$ for all $k$.

Theorem 2.8. In the setting above, set $G = R^n(Y, \psi)$, $H = R^n(\Sigma, \sigma)$, and $\alpha = f \times f: H \to G$ be the induced groupoid homomorphism. Then $H \times G^{n+1}$ is Morita equivalent to $R^*(\Sigma_n, \sigma_n)$ as a locally compact groupoid.

We will apply this to the $s$-bijective maps from Theorem 1.16. A key step is the following proposition, which is our first technical result.

Proposition 2.9. Let $f: (X, \phi) \to (Y, \psi)$ be an $s$-resolving map of Smale spaces. Suppose $a_0, \ldots, a_n$ in $X$ are points such that $f(a_0) \sim_u f(a_k)$ for all $k$. Then there are points $b_0, \ldots, b_n$ in $X$ satisfying
\[ a_k \sim_u b_k, \quad f(b_0) = f(b_k) \]
for $k = 0, \ldots, n$. \qed
Proof. By compactness, there is a sequence of nonnegative integers \((j_n)_n\), \(j_n \to \infty\), such that \(\psi^{-j_n}(f(a_0))\) converges to a point \(y \in Y\). Since \(f(a_k) \sim u f(a_0)\), we must have the convergence \(\psi^{-j_n}(f(a_k)) \to y\) for \(k = 1, \ldots, n\) as well.

By Theorem 2.10, \(y\) has a finite preimage in \(X\). Let \(\epsilon = 1/2 \cdot \max\{\epsilon_X, \epsilon_f\}\), and choose \(\delta = \delta(y, \epsilon)\) given by Proposition 1.14 so that we have

\[
 f^{-1}(Y^\epsilon(y, \delta)) \subseteq \bigcup_{x \in f^{-1}(y)} X^{\alpha}(x, \epsilon).
\]

Choose a big enough \(N\) such that \(\psi^{-j_N}(f(a_k))\) and \(\psi^{-j_N}(f(a_0))\) belong to the same local unstable set, and \(d(\psi^{-j_N}(f(a_k)), y) < \delta\) holds for \(k = 0, \ldots, n\). Since \(\psi^{-j_N}(f(a_k)) = f(\phi^{-j_N}(a_k))\), we have \(\phi^{-j_N}(a_k) \in X(x_k, \epsilon)\) where \(x_k \in X\) is a point satisfying \(f(x_k) = y\).

Because of the choice of \(\epsilon\), we can construct \(b_k = [x_k, \phi^{-j_N}(a_k)]\), and \(f\) commutes with the bracket of these points. Then \(z = f(b_k) = [y, \psi^{-j_N}(f(a_k))]\) is independent of \(k\) by our choice of \(j_N\). We also have \(b_k \sim u \phi^{-j_N}(a_k)\) by construction. Thus \(b_k = \phi^{j_N}(b_k)\) is unstably equivalent to \(a_k\), and \(f(b_k) = \psi^{j_N}(z)\) does not depend on \(k\).

Let us note in passing that instead of the \(s\)-resolving condition one could assume something else that still implies that \(f\) is finite-to-one for the above proof to work.

![Figure 1. The configuration of points in the proof of Proposition 2.14. The vertical direction represents the stable direction, while the horizontal direction represents the unstable direction.](image-url)

**Proof of Theorem 2.13** We have an embedding of the groupoid \(R^a(\Sigma_n, \sigma_n)\) into \(H^{\times \mathbb{C}^{n+1}}\) by the correspondence

\[
 (a^0, \ldots, a^n) \mapsto (a^0, \text{id}_y, a^1, \ldots, \text{id}_y, a^n) \quad (y = f(a^0) = \cdots = f(a^n))
\]

at the level of objects, and by

\[
 ((a^0, \ldots, a^n), (b^0, \ldots, b^n)) \mapsto ((a^0, b^0^0), \ldots, (a^n, b^n))
\]

at the level of arrows. Proposition 2.14 implies that \(\Sigma_n \subset (H^{\times \mathbb{C}^{n+1}})^0\) meets all orbits of \(H^{\times \mathbb{C}^{n+1}}\). Moreover, \(a, b \in \Sigma_n\) are connected by an arrow in \((H^{\times \mathbb{C}^{n+1}})^0\) if and only if they are connected in \(R^a(\Sigma_n, \sigma_n)\). Thus, \(R^a(\Sigma_n, \sigma_n) \cap (H^{\times \mathbb{C}^{n+1}})^0 \cap H^{\times \mathbb{C}^{n+1}}\) gives a Morita equivalence between the two groupoids. It is a routine task to see that this is compatible with the topology on the two groupoids.

**Remark 2.10** Although we do not need it, we can replace \((\Sigma, \sigma)\) in Theorem 2.13 by another Smale space \((X, \phi)\) with totally disconnected stable sets. The generalization of Proposition 2.14 with \(X\) can be reduced to the above one as follows. Fix a \(s\)-bijective factor map \(f' : (\Sigma, \sigma) \to (X, \phi)\) from a shift of finite type. Starting from \(a^k \in X\) with unstably equivalent image in \(Y\), taking inverse images \(\hat{a}^k \in \Sigma\) of \(a^k\), we can find points \(\hat{b}^k \in \Sigma\) satisfying the assertion for the map \(f \circ f'\). Then the points \(b^k = f'(\hat{b}^k)\) satisfy the assertion for \(f\).

Combining Proposition 2.14 Corollary 2.17 and Theorem 2.13 we obtain the following.

**Theorem 2.11** In addition to \(f : (\Sigma, \sigma) \to (Y, \psi)\) as above, let \(f' : T \to \Sigma\) be a generalized transversal for the locally compact groupoid \(R^a(\Sigma, \sigma)\) such that \(f \circ f' : T \to Y\) defines a generalized transversal for \(R^a(\Sigma, \sigma)\). Denote the corresponding étale groupoids by

\[
 H = R^a(\Sigma, \sigma)|_{f'(T)} \quad G = R^a(Y, \psi)|_{f \circ f'(T)}.
\]
The groupoid $G \times_G H^{\times \mathfrak{a}+1}$ with respect to the natural inclusion $H \to G$ is Morita equivalent to $R^0(\Sigma_n, \sigma_n)$ as a topological groupoid.

2.1. Semidirect products and transversality. Let $\Gamma$ be a discrete group, and $G$ be a groupoid admitting a left action of $\Gamma$ by groupoid automorphisms $(\phi_\gamma)_{\gamma \in \Gamma}$. We denote the corresponding semidirect product by $\Gamma \ltimes G$. Thus, an arrow in $\Gamma \ltimes G$ is represented by pairs $(\gamma, g)$ for $\gamma \in \Gamma$ and $g \in G$, with range $\phi_\gamma(r(g))$ and source $s(g)$, and composition is given by

$$(\gamma, g)(\gamma', g') = (\gamma \gamma', \phi_{\gamma'}^{-1}(g)g').$$

Let $H$ be another groupoid with an action of $\Gamma$ by automorphisms $(\psi_\gamma)_{\gamma \in \Gamma}$, and let $\alpha : H \to G$ be a homomorphism commuting with $\phi$ and $\psi$. Then we get a groupoid homomorphism $\Gamma \ltimes H \to \Gamma \ltimes G$.

Proposition 2.12. Suppose that the fiber product of base $H^{(0)\times_G \mathfrak{a}^0} \times \mathfrak{n}$ meets all orbits in the groupoid pullback $H^{\times \mathfrak{a}^n}$. Then $H^{(0)\times_G \mathfrak{a}^0} \times \mathfrak{n}$ meets all orbits in $(\Gamma \ltimes H)^{\times \mathfrak{a}^n}$.

Proof. Let $z = (y_1, (\gamma_1, g_1), y_2, \ldots, (\gamma_n, g_n), y_n)$ be a point of $((\Gamma \ltimes H)^{\times \mathfrak{a}^n})(0)$. Note that we have

$$\alpha(y_1) = \phi_{\gamma_1}(r(g_1)), \quad \alpha(y_2) = s(g_1) = \phi_{\gamma_2}(r(g_2)), \quad \ldots, \quad \alpha(y_n) = s(g_n-1),$$

thus the tuple

$$(\gamma_1 \ldots \gamma_n-1, \id_\gamma_{\gamma_1 \ldots \gamma_n-1}) \cdot (y_1), \ldots, (\gamma_n-1, \id_\gamma_{\gamma_n-1}) \cdot (y_n)$$(2.12)

is a point in $H^{(0)\times_G \mathfrak{a}^0}$.

Moreover, the arrows

$$(\gamma_1 \ldots \gamma_n-1, \id_\gamma_{\gamma_1 \ldots \gamma_n-1}) \cdot (y_1), \ldots, (\gamma_n-1, \id_\gamma_{\gamma_n-1}) \cdot (y_n)$$

in $\Gamma \ltimes H$ give an arrow from $z'$ to $z$ in $(\Gamma \ltimes H)^{\times \mathfrak{a}^n}$ up to the embedding $G \to \Gamma \ltimes G, g \mapsto (e, g)$, etc. By assumption there is $z'' \in H^{(0)\times_G \mathfrak{a}^0}$ and an arrow from $z''$ to $z'$, hence $z$ is also in the orbit of $z''$. □

3. Spectral sequence for Smale spaces

Let us start with the following generalization of Proposition 1.10.

Theorem 3.1. Suppose that $G$ is an étale groupoid with torsion-free stabilizers satisfying the conclusion of Theorem 1.9, and that $H \subseteq G$ is an étale subgroupoid with the same base space $X$. Any $G$-$C^*$-algebra in the category $\text{KK}^G$ belongs to the localizing subcategory generated by the image of $\text{Ind}_H^G : \text{KK}^H \to \text{KK}^G$.

Above, $H$ is an open subgroupoid of $G$ because $H^{(0)} = X$ and $H$ is étale.

Proof of Theorem 3.1. Consider the functors

$$\text{Res}_H^G : \text{KK}^G \to \text{KK}^H,$$

$$\text{Ind}_H^G : \text{KK}^H \to \text{KK}^G$$

as in Section 1.2. By Proposition 1.7, we have a complementary pair $\langle P_2, N_2 \rangle$ for $\mathcal{I} = \ker \text{Res}_H^G$, with $\langle P_2 \rangle$ being generated by the image of $\text{Ind}_H^G$ as a localizing subcategory.

Moreover, we have a natural isomorphism of functors $\text{Ind}_H^G \simeq \text{Ind}_H^G \text{Ind}_H^H$. Concretely, if $A$ is a $C_0(X)$-algebra, $\text{Ind}_H^G A = C_0(G) \otimes_{C_0(X)} A$ and $\text{Ind}_H^G \text{Ind}_H^H A = (C_0(G) \otimes_{C_0(X)} C_0(H) \otimes_{C_0(X)} A) \ltimes H$ are $G$-equivariantly strongly Morita equivalent via a Hilbert $C^*$-bimodule completion of $C_0(G) \otimes_{C_0(X)} C_0(H) \otimes_{C_0(X)} A$. Combined with Proposition 1.10, we obtain that $A$ belongs to $\langle P_2 \rangle$.
Proof. The reduced crossed product functor

$$\text{KK}^G \to \text{KK}, \quad A \mapsto G \ltimes A$$

is exact and compatible with direct sums, while

$$\text{KK} \to \text{Ab}, \quad B \mapsto K_0(B)$$

is a homological functor. Thus, their composition

$$K_0(G \ltimes -) : \text{KK}^G \to \text{Ab}$$

is a homological functor, cf. [MN10, Examples 13 and 15]. Now we can apply Theorem [1.8] to get a spectral sequence

$$H_p(K_q(G \ltimes P_*)) \Rightarrow K_{p+q}(G \ltimes P_H(A)),$$

where $P_\bullet$ is a $(\ker \text{Res}_G^H)$-projective resolution of $A$. The $(\ker \text{Res}_H^G)$-projective resolution from Proposition [1.7] gives the left hand side of (7). Now the claim follows from Corollary [3.2].

Remark 3.4. It would be an interesting question to cast the above constructions to groupoid equivariant $E$-theory [Pop04], since we mostly use formal properties of $\text{KK}^1$. However, since some parts of our constructions involve reduced crossed products, there are some details to be checked. (Note that $H$ need not be a proper subgroupoid.)

3.1. Projective resolution from subgroupoid induction. Put $P_n = L^{n+1}A$ for the functor $L = \text{Ind}_G^H \text{Res}_G^H : \text{KK}^G \to \text{KK}^1$. This is a simplicial object in $\text{KK}^G$, and the associated complex structure on $P_*^n$ is given by the differential

$$\delta_n = \sum_{i=0}^n (-1)^i d^n_i : P_n \to P_{n-1}, \quad (8)$$

together with the augmentation morphism $\delta_0 = \epsilon : P_0 = LA \to A$. This makes $P_\bullet$ a $(\ker \text{Res}_H^G)$-projective resolution of $A$ [PY20, Proposition 2.1].

Suppose $G$ is a second countable locally compact Hausdorff étale groupoid, and $H$ is an open subgroupoid with the same base space. Let us analyze the chain complex in (8) more concretely. Let $s_n : G^{(n)} \to X$ be the map $(g_1, \ldots, g_n) \mapsto s g_n$.

Lemma 3.5. Let $A$ be an $H$-$C^*$-algebra. The $C_0(G^{(n)})$-algebra $s_n^* A$ is endowed with a continuous action of the groupoid $G \times_X H^{x \circ n}$.

Proof. We use $(C_0(G) \otimes_{\min} A)|_{\Delta(X)}$ as a model of $C_0(G) \otimes_{C_0(X)} A$, and analogous models for other relative $C^*$-algebra tensor products as well. Recall that the arrow set of $G \times_X H^{x \circ n}$ can be identified with the set of tuples $(g, g_1, h_1, \ldots, g_n, h_n)$ where $(g, g_1, \ldots, g_n) \in G^{(n)}$, $h_1 \in H$, and $s(g_i) = s(h_i)$. Then

$$C_0(G \times_X H^{x \circ n}) \otimes_{C_0(G^{(n)})} (C_0(G^{(n)}) \otimes_{C_0(X)} A) \cong (C_0(G \times_X H^{x \circ n} \times G^{(n)})) \otimes A)_Y,$$

where $Y$ is the space of tuples $(g, g_1, h_1, \ldots, g_n, h_n, g_1 \ldots, g_n, x)$ with $(g, g_1, h_1, \ldots, g_n, h_n)$ as above and $x = s(g_n)$. Let us set $K = G^{(n-1)}$ and think of $G^{(n)}$ as $K \times X$. G. We have

$$C_0(G \times_X H^{x \circ (n-1)} \times \text{K} G^{(n)}) \otimes_{C_0(X)} C_0(H) \otimes_{C_0(G)} A \cong (C_0(G \times_X H^{x \circ (n-1)} \times \text{K} G^{(n)} \times H)) \otimes A)_Z,$$

where $Z$ is the space of tuples $(g, g_1, h_1, \ldots, g_{n-1}, h_{n-1}, g_n, h_n, x)$ where the components are related as above. Via the obvious homeomorphism between $Y$ and $Z$, we have the identification of these algebras. The structure map $\alpha : C_0(H) \otimes_{C_0(G)} A \to C_0(H) \otimes_{C_0(G)} A$ of the $H$-$C^*$-algebra induces an isomorphism onto

$$C_0(G \times_X H^{x \circ (n-1)} \times \text{K} G^{(n)}) \otimes_{C_0(X)} C_0(H) \otimes_{C_0(G)} A \cong (C_0(G \times_X H^{x \circ (n-1)} \times \text{K} G^{(n)} \times H)) \otimes A)_{Z'},$$

where $Z'$ is the space of tuples $(g, g_1, h_1, \ldots, g_{n-1}, h_{n-1}, g_n, h_n, y)$ as above and $y = r(h_n)$. Finally, we have

$$C_0(G \times_X H^{x \circ n}) \otimes_{C_0(G^{(n)})} (C_0(G^{(n)}) \otimes_{C_0(X)} A) = (C_0(G \times_X H^{x \circ n} \times G^{(n)} \otimes A)_Y,$$
where $Y'$ is the space of tuples $(y, g_1, h_1, \ldots, y_n, g_n, y')$ as above, where $g_i' = gg_i h_i^{-1}$, $g_i' = h_i^{-1}g_i h_i^{-1}$ for $i > 1$, and $y = s(g_n') = r(h_n)$. Again the obvious bijection between $Y'$ and $Z'$ induces an isomorphism of the last two algebras, and combining everything we obtain an isomorphism

$$C_0(G \times_G H^{\times \alpha n}) \otimes_{C_0(G^{(n)})} s_n^* A \to C_0(G \times_G H^{\times \alpha n}) \otimes_{C_0(G^{(n)})} s_n^* A$$

which is the desired structure morphism of $G \times_G H^{\times \star}$-algebra.

\[
\Box
\]

**Proposition 3.6.** In the setting above, we have 

$$G \ltimes L^n A \simeq (G \times_G H^{\times \alpha n}) \ltimes s_n^* A.$$ 

*Proof.* We have $L^n A = H^{\times \alpha n} \ltimes s_n^* A$ by expanding the definitions. 

Using the Morita equivalence between $G \times_G H^{\times \alpha n}$ and $H^{\times \alpha n}$, we can replace the formula above with $H^{\times \alpha n} \ltimes s_{n-1}^* A$. This enables us to transport the simplicial structure on $(G \times L^{n+1} A)_{n=0}^\infty$ to $(H^{\times_G (n+1)} \ltimes s_{n}^* A)_{n=0}^\infty$. The proof is again straightforward from definitions.

**Proposition 3.7.** The induced simplicial structure on $(H^{\times_G (n+1)} \ltimes s_n^* A)_{n=0}^\infty$ has face maps $d_n^i$ represented by the composition of KK-morphisms

$$C_{n}^*(H^{\times_G (n+1)}, s_n^* A) \to C_{n}^*(H^{\times_G} G \times_G H^{\times_G (n-1)}, s_{n-1}^* A) \to C_{n}^*(H^{\times_G n}, s_{n-1}^* A),$$

where the first morphism is induced by the inclusion $H^{\times_G (n+1)} \hookrightarrow H^{\times_G} G \times_G H^{\times_G (n-1)}$ as an open subgroupoid, and the second morphism is given by the Morita equivalence of Proposition 3.5.

For a suitable choice of $P \subseteq \Sigma$ as in Subsection 2.3, we have an open inclusion of étale groupoid $f \times f: R^n(\Sigma, P) \to R^n(Y, f(P))$. We set $G = R^n(Y, f(P))$ and $H = (f \times f)(R^n(\Sigma, P))$. Notice that $G$ is an amenable groupoid and $H$ is approximately finite-dimensional (AF) [Put13][The10a].

**Proposition 3.8.** There is an isomorphism of chain complexes

$$(K_0(G \ltimes L^{n+1} C_0(X)), \delta_*) \simeq (D^*(\Sigma, \sigma, d^i(f)_*), (K_1(G \ltimes L^{n+1} C_0(X)), \delta_*) \simeq 0$$

Before going into the proof, let us recall the concept of correspondences between groupoids. In general, if $G$ and $H$ are topological groupoids, a correspondence from $G$ to $H$ is a topological space $Z$ together with commuting proper actions $G \curvearrowright Z \curvearrowleft H$, such that the anchor map $Z \to H^{(0)}$ is open (surjective) and induces a homeomorphism $G \backslash Z \simeq H^{(0)}$. Of course, one source of such correspondence is Morita equivalence. Another example is provided by continuous homomorphisms $f: G \to H$, where one puts $Z = \{[g, h] | f(sg) = rh\}$ with the relation $[g_1, g_2, h] = [g_1, f(g_2)h]$.

If $G$ and $H$ are (second countable) locally compact Hausdorff groupoids with Haar systems, a correspondence $Z$ induces a right Hilbert $C^*_r(H)$-module $C^*_r(Z)C^*_r(\Sigma)$ with a left action of $C^*_r(G)$ [Msc99]. If the action of $C^*_r(G)$ is in $K(C^*_r(Z)C^*_r(\Sigma))$, we obtain a map $K_*(C^*_r(G)) \to K_*(C^*_r(H))$.

While finding a good characterization of this condition in terms of $Z$ seems to be somewhat tricky, in concrete examples as below it is not too difficult. On the other hand, composition of such Hilbert modules are easy to describe. If $H'$ is another topological groupoid with Haar system, and $Z'$ is a correspondence from $H$ to $H'$, we have the identification

$$C^*_r(Z)C^*_r(\Sigma) \otimes_{C^*_r(\Sigma)} C^*_r(Z')C^*_r(\Sigma') \simeq C^*_r(Z \times_H Z')C^*_r(\Sigma')$$

*Proof of Proposition 3.8.* As before, consider the functor $L = \text{Ind}_H^G \text{Res}_H^G: \text{KK}^G \to \text{KK}^H$. Then we have

$$G \ltimes L^n A \simeq (G \times_G H^{\times \alpha n}) \ltimes s_n^* A,$$  

(9)

see [PY20]. By Theorem 2.11 the $C^*$-algebra $G \ltimes L^{n+1} C_0(X)$ is strongly Morita equivalent to $C^*(R^n(\Sigma, \sigma))$. From this we have the identification of the underlying modules, and it remains to compare the corresponding simplicial structures. Let us give a concrete comparison of the maps $K_0(C^*_r(H^{\times_G (n+1)})) \to D^*(\Sigma_{n-1}, \sigma_{n-1})$ corresponding to the 0-th face maps, as the general case is completely parallel.

Let us put $G = R^n(\Sigma, \delta)$, $\tilde{H} = R^n(\Sigma, \sigma)$, and take a (generalized) transversal $T'$ for $R^n(\Sigma, \sigma)$, and put $K = R^n(\Sigma_{n-1}, \sigma_{n-1}) |_{T'}$, $K' = R^n(\Sigma_{n-1}, \sigma_{n-1}) |_{D^*(\Sigma, \delta)}$, so that we have

$$D^*(\Sigma, \sigma) \simeq K_0(C^*_r(K)),$$

$$D^*(\Sigma_{n-1}, \sigma_{n-1}) \simeq K_0(C^*_r(K')).$$ 

We denote the generalized transversal of $\tilde{H}^{\times \alpha n}$ induced by $P$, as in Proposition 3.6 by $\tilde{T}_n$. 

*Proof.*
The map $\delta_0$ induces a groupoid homomorphism $K \to K'$, and hence a correspondence $Z_{\delta_0}$ from $K$ to $K'$. Composing this with the Morita equivalence bibundle $\tilde{\tau}_n(H^{\times \alpha_{n+1}})_{T'} \times_K Z_{\delta_0}$, we obtain a correspondence

$$\tilde{\tau}_n(H^{\times \alpha_{n+1}})_{T'} \times_K Z_{\delta_0}$$

(10)

from $H^{\times \alpha_{n+1}}$ to $K'$ representing the effect of $\delta_0$ on the $K$-groups.

As for the 0-th face map $d_0$ of $H^{\times \alpha_{n+1}}$, let $Z$ be the Morita equivalence bibundle between $G \times_G H^{\times \alpha_n}$ and $H^{\times \alpha_n}$ from Proposition 2.4. Since $H^{\times \alpha_{n+1}}$ is an open subgroupoid of $G \times_G H^{\times \alpha_n}$, $Z$ becomes a correspondence from $H^{\times \alpha_{n+1}}$ to $H^{\times \alpha_n}$. Composing this with the Morita equivalence $\tilde{\tau}_n(H^{\times \alpha_n})_{\delta_0(T')} \times_K Z_{\delta_0}$, we obtain the correspondence

$$Z \times H^{\times \alpha_n} \tilde{\tau}_n(H^{\times \alpha_n})_{\delta_0(T')}$$

(11)

from $H^{\times \alpha_{n+1}}$ to $K'$ representing the effect of $d_0$.

It remains to check that the above correspondences are isomorphic, hence giving isomorphic Hilbert modules. Expanding the ingredients of (11), we obtain the space

$$W = \{(g_0, h_1, g_1, h_2, \ldots, g_{n-1}, h_n) \mid (g_0, \ldots, g_{n-1}) \in G^{(n)}, h_k \in \tilde{H}^{\times \alpha_{n-1}}, (sh_1, \ldots, sh_n) \in \delta_0(T')\}.$$ 

On the other hand, (10) gives $W \times_K K'$ with

$$W' = \{(h_1, g_1, h_2, \ldots, g_n, h_{n+1}) \mid (g_1, \ldots, g_n) \in G^{(n)},$$

$$h_k \in \tilde{H}^{\times \alpha_{n}}, h_{n+1} \in \tilde{H}^{\times \alpha_n}, (sh_1, \ldots, sh_{n+1}) \in T'\}.$$ 

The operation $- \times_K K'$ “kills” the component $h_1$, and we obtain the identification with $W$. \square

Thus, we obtain isomorphisms of homology groups

$$H_p(K_\psi(G \times L^{s+1}C_0(X)), \delta_* \simeq H^p_\psi(Y, \psi) \otimes K_\psi(\mathbb{C}).$$

Combining this with Corollary 3.3 and Proposition 3.8, we obtain the following main result of this paper.

**Theorem 3.9.** Let $(Y, \psi)$ be an irreducible Smale space with totally disconnected stable sets. Then there is a convergent spectral sequence

$$E^r_{pq} \Rightarrow K_{p+q}(C^*(R^n(Y, \psi))),$$

with $E^2_{pq} = E^3_{pq} = H^p_\psi(Y, \psi) \otimes K_\psi(\mathbb{C})$.

**Corollary 3.10.** The $K$-groups $K_i(C^*(R^n(Y, \psi)))$ have finite rank.

**Proof.** By the above theorem, for $i = 0, 1$, the rank of $K_i(C^*(R^n(Y, \psi)))$ is bounded by that of $\bigoplus_k H^i_{p+2k}(Y, \psi)$. The latter is of finite rank by [Put11, Theorem 5.1.12]. \square

**Remark 3.11.** By the Pimsner–Voiculescu exact sequence, the same can be said for the unstable Ruelle algebra $C^*(R^n(Y, \psi)) \otimes_\psi \mathbb{Z}$. If the stable relation $R^s(Y, \psi)$ also has finite rank $K$-groups, the Ruelle algebras will have finitely generated $K$-groups by [KPW17].

## 4. Comparison of homologies

In fact, Putnam’s homology is isomorphic to groupoid homology, as follows.

**Theorem 4.1.** We have $H^*_\psi(Y, \psi) \simeq H_*(G, \mathbb{Z})$.

The homology groups on the right-hand side of Theorem 4.1 are a special case of groupoid homology with coefficients in equivariant sheaves [CM00].

When $G$ is ample (as is the case in the theorem), such $G$-sheaves are represented by unitary $C_\psi(G, \mathbb{Z})$-modules [St14]. Here, we consider the convolution product on $C_\psi(G, \mathbb{Z})$, and a module $M$ over $C_\psi(G, \mathbb{Z})$ is said to be unitary if it has the factorization property $C_\psi(G, \mathbb{Z})M = M$. The correspondence is given by $\Gamma_c(U, F) = C_\psi(U, \mathbb{Z})M$ for compact open sets $U \subset X$ if $F$ is the sheaf corresponding to such a module $M$. 
The homology of $G$ with coefficient in $F$, denoted $H_\bullet(G,F)$, is the homology of the chain complex $(C_c(G^{(n)},\mathbb{Z}) \otimes C_c(X,\mathbb{Z})) M_{n=0}$ with differentials coming from the simplicial structure as above. Concretely, the differential is given by
\[
\partial_n: C_c(G^{(n)},\mathbb{Z}) \otimes C_c(X,\mathbb{Z}) M \to C_c(G^{(n-1)},\mathbb{Z}) \otimes C_c(X,\mathbb{Z}) M
\]
\[
\partial_n(f \otimes m) = \sum_{i=0}^{n-1} (-1)^i (d_i^n f) \otimes m + (-1)^n \alpha_n(f \otimes m),
\]
where $\alpha_n$ is the concatenation of the last leg of $G^{(n)}$ with $M$ induced by the module structure map $C_c(G,\mathbb{Z}) \otimes M \to M$. This definition agrees with the one given in [CM00] as there is no need to take c-soft resolutions of equivariant sheaves (see [PY20 Proposition 1.8]).

More generally, if $F_\bullet$ is a chain complex of $G$-sheaves modeled by a chain complex of unitary $C_c(G,\mathbb{Z})$-modules $M_\bullet$, we define $Hom_{\bullet}(G,F_\bullet)$, the hyperhomology with coefficient $F_\bullet$, as the homology of the double complex $(C_c(G^{(p)},\mathbb{Z}) \otimes C_c(X,\mathbb{Z}) M_{p,q})$. As usual, a chain map of complexes of $G$-sheaves $F_\bullet \to F'_\bullet$ is a quasi-isomorphism if it induces quasi-isomorphisms on the stalks. When $F_\bullet$ and $F'_\bullet$ are bounded below, such maps induce an isomorphism of the hyperhomology [CM00 Lemma 3.2].

**Proof.** Let us consider $G^{(n+1)}$ as an $H^{xG^{(n+1)}}$-space by the anchor map
\[
(g_0, \ldots, g_n) \mapsto (g_1, \ldots, g_n) \in G^{(n)} = (H^{xG^{(n+1)}})^{(0)}
\]
and the action map
\[
(h_1, g_1, h_2, \ldots, h_n)(g_0, \ldots, g_n) = (h_0 h_1^{-1} g_1', \ldots, g_n')
\]
in the notation of Definition 2.1. Then $H_0(H^{xG^{(n+1)}}, C_c((G^{(n+1)})^x,\mathbb{Z}))$ is a unitary $C_c(X,\mathbb{Z})$-module by the action from the left, and the associated sheaf $F_n$ on $X$ is a $G$-sheaf by the left translation action of $G$. At $x \in X$, the stalk can be presented as
\[
(F_n)_x = H_0(H^{xG^{(n+1)}}, C_c((G^{(n+1)}^x,\mathbb{Z})) = C_c((G^{(n+1)}^x,\mathbb{Z})_{H^{xG^{(n+1)}}}).
\]
Indeed, the sheaf corresponding to the $C_c(X,\mathbb{Z})$-module $C_c((G^{(n+1)},\mathbb{Z})$ has the stalk $C^{c,c}((G^{(n+1)}^x,\mathbb{Z})$ at $x$, and taking coinvariants by $H^{xG^{(n+1)}}$ commutes with taking stalks.

We then have
\[
H_0(G,F_n) \cong H_0(G \times_G H^{xG^{(n+1)}},\mathbb{Z}) \cong H_0(H^{xG^{(n+1)}},\mathbb{Z}).
\]
The simplicial structure on $(G \times_G H^{xG^{(n+1)}})_n$ leads to the complex of $G$-sheaves
\[
\cdots \to F_2 \to F_1 \to F_0 \to 0,
\]
and $H^{\bullet}_\bullet(Y,\psi)$ is the homology of the complex obtained by applying the functor $H_0(G,-)$ to [14].

We first claim that the augmented complex
\[
\cdots \to F_2 \to F_1 \to F_0 \to \mathbb{Z} \to 0
\]
is exact. It is enough to check the exactness at the level of stalks. In terms of the presentation [15], we have the chain complex
\[
\cdots \to C_c((G^{(2)}^x,\mathbb{Z})_{H^{xG^2}} \to C_c(G^x,\mathbb{Z})_H \to \mathbb{Z}
\]
with differential
\[
d((g_1, \ldots, g_{n+1})) = (g_1 g_2 g_3, \ldots, g_{n+1}) - (g_1, g_2 g_3, \ldots, g_{n+1}) + \\
+ (-1)^n (g_1, \ldots, g_n g_{n+1}) + (g_1, \ldots, g_n),
\]
where $(g_1, \ldots, g_n) \in (G^{(n)})^x$ represents the image of $j_1 (g_1, \ldots, g_n) \in C_c((G^{(n)})^x,\mathbb{Z})$ in the coinvariant space, and the augmentation is given by $d(g) = 1$ at $n = 0$. This has a contracting homotopy given by $Z \to C_c(G^x,\mathbb{Z})_H$, $a \to a(id_x)$ and
\[
C_c((G^{(n)}^x,\mathbb{Z})_{H^{xG^n}} \to C_c((G^{(n+1)}^x,\mathbb{Z})_{H^{xG^{n+1}}}, \quad (g_1, \ldots, g_n) \to (id_x, g_1, \ldots, g_n),
\]
hence [15] is indeed exact.

We next claim that $H_k(G,F_n) = 0$ for $k > 0$. Let $H_{n+1}$ be a subgroupoid of $G$ which is Morita equivalent to $H^{xG^{(n+1)}}$ (this exists by choosing a transversal for $\{\Sigma_n, \sigma_n\}$ that maps bijectively to a transversal of $\Sigma$). Then the module $H_0(H^{xG^{(n+1)}}, C_c((G^{(n+1)}),\mathbb{Z}))$ representing $F_n$ is isomorphic to $H_0(H_{n+1}, C_c(G,\mathbb{Z}))$. Thus, it is enough to check the claim when $n = 0$.
Let us write $M = H_0(H, C_*(G, \mathbb{Z}))$, and consider the double complex of modules $C_*(G^{(p+1)} \times X H^{(q)}, \mathbb{Z})$ for $p, q \geq 0$, with differentials coming both from the simplicial structures on $(G^{(p)})_Q \rightarrow 0$ and $(H^{(q)})_{Q \rightarrow 0}$, cf. [CM00, Theorem 4.4]. For fixed $p$, this is a resolution of $C_*(G^{(p)}, \mathbb{Z}) \otimes_{C_*(X, \mathbb{Z})} M$, hence the double complex computes $H_q(G, F)$. For fixed $q$, this is a resolution of $H_0(G, C_*(G \times X H^{(q)}, \mathbb{Z})) \simeq C_*(H^{(q)}, \mathbb{Z})$, and this double complex also computes $H_q(H, \mathbb{Z})$. Since $H$ is Morita equivalent to an AF groupoid, $H_k(H, \mathbb{Z}) = 0$ by [Mat12, Theorem 4.11]. We thus obtain $H_k(G, F_n) = 0$.

Finally, consider the hyperhomology $H_k(G, F_n)$. On the one hand, by the above vanishing of $H_k(G, F_n)$, this is isomorphic to the homology of the complex $(H_0(G, F_n))_n$, i.e., $H_k^*(Y, \psi)$. On the other hand, since $F_n$ is quasi-isomorphic to $\mathbb{Z}$ concentrated in degree 0, we also have $H_k^*(G, F_n) \simeq H_k^*(G, \mathbb{Z})$.

We then have the following Künneth formula from the corresponding result for groupoid homology [Mat16, Theorem 2.4].

**Corollary 4.2.** Let $(Y_1, \psi_1)$ and $(Y_2, \psi_2)$ be Smale spaces with totally disconnected stable sets. Then we have a split exact sequence

$$0 \to \bigoplus_{a+b=k} H_a^*(Y_1, \psi_1) \otimes H_b^*(Y_2, \psi_2) \to H_k^*(Y_1 \times Y_2, \psi_1 \times \psi_2) \to \bigoplus_{a+b=k-1} \text{Tor}(H_a^*(Y_1, \psi_1), H_b^*(Y_2, \psi_2)) \to 0.$$

**Remark 4.3.** As usual, the splitting is not canonical. This generalizes [DKW16, Theorem 6.5], in which one of the factors is assumed to be a shift of finite type. Indeed, if $(Y_1, \psi_1)$ is a shift of finite type, the first direct sum reduces to $D^*(Y_1, \psi_1) \otimes H_k^*(Y_2, \psi_2)$, while the second direct sum of torsion groups vanishes as the dimension group $D^*(Y_1, \psi_1)$, being torsion-free, is flat.

**Remark 4.4.** Theorem [PY20, Theorem 4.1] holds in general without the assumption of total disconnectedness on stable sets. We plan to expand on this direction in a forthcoming work.

**Remark 4.5.** Consider the Smale space $(\Omega, \omega)$ of a substitution tiling system. As we observed in [PY20, Section 4], if $G$ is an étale groupoid Morita equivalent to $R^n(\Omega, \omega)$, its groupoid homology $H_k(G, \mathbb{Z})$ is isomorphic to the Čech cohomology $\check{H}^{d-k}(\Omega)$ for the constant sheaf $\mathbb{Z}$ on $\Omega$. Combined with Theorem [PY20, Theorem 4.1] we obtain

$$H_k^*(\Omega, \omega) \simeq \check{H}^{d-k}(\Omega),$$

giving a positive answer to [Put14, Question 8.3.2] in the case of tiling spaces.

5. **K-theory of Ruelle algebra**

5.1. **Semidirect product and homology.** Recall the following result for semidirect products.

**Proposition 5.1.** ([PY20, Proposition 3.8]). Suppose that $\Gamma$ is torsion-free and satisfies the strong Baum–Connes conjecture, and that $G$ is an ample groupoid with torsion-free stabilizers satisfying the strong Baum–Connes conjecture. Then any separable $(\Gamma \rtimes G)$-$C^*$-algebra $A$ belongs to the localizing subcategory generated by the image of $\text{Ind}_{\Gamma}^{\Gamma \rtimes G} : \text{KK}^X \to \text{KK}^{\Gamma \rtimes G}$.

Let $G$ and $\Gamma$ be as above, and let $A$ be a separable $(\Gamma \rtimes G)$-$C^*$-algebra. We can choose an $(\ker \text{Res}_G^\Gamma)$-projective resolution $P_\bullet$ of $A$ such that each $P_n$ is a $(\Gamma \rtimes G)$-$C^*$-algebra and the structure morphisms of $P_\bullet \to A$ are restriction of morphisms in $\text{KK}^{\Gamma \rtimes G}$. For example, the standard choice

$$P_n = (\text{Ind}_{\Gamma}^{\Gamma \rtimes G} \text{Res}_G^\Gamma)^{n+1}A = C_0(G^{(n+1)}) \otimes_{C_u(X)} A$$

satisfies this assumption.

Then we have a complex of $\Gamma$-modules $K_q(G \rtimes P_\bullet)$. We claim that the hyperhomology of $\Gamma$ with this coefficient is the $E^2$-sheet of our spectral sequence.

**Proposition 5.2.** In the above setting, we have a spectral sequence

$$E^r_{pq} \Rightarrow K_{p+q}(\Gamma \rtimes G \rtimes A)$$

with $E^2_{pq} = H_p(\Gamma, K_q(G \rtimes P_\bullet))$. 


Proof. Put $L_G = \text{Ind}^G_X \text{Res}^G_X$ and $L_T B = C_0(\Gamma) \otimes B$. Then $L_T$ is a model of the endofunctor $\text{Ind}^{\Gamma \times G}_X \text{Res}^{\Gamma \times G}_X$ on $\text{KK}^{\Gamma \times G}$. We then put $Q_{a,b} = L_{T+1} P_b$, and consider the natural bicomplex structure on $(Q_{a,b})_{a,b=0}^\infty$.

Let us show that the total complex $\text{Tot} Q_{\bullet \bullet}$ is a (ker $\text{Res}^{\Gamma \times G}_X$)-resolution of $A$. We have $Q_{a,b} \simeq \text{Ind}^G_X \text{Res}^{\Gamma \times G}_X Q_{a-1,b+1}$, hence $Q_{a,b}$ is (ker $\text{Res}^{\Gamma \times G}_X$)-projective. Moreover, we claim that the augmented complex $\text{Tot} Q_{\bullet \bullet} \to A$ is (ker $\text{Res}^{\Gamma \times G}_X$)-exact. Indeed, after applying $\text{Res}^{\Gamma \times G}_X$ to the bicomplex $Q_{\bullet \bullet}$, each row gives the complex $Q_{a,b}$ consisting of the terms $C_0(\Gamma^{a+1}) \otimes P_b$ for $a \geq 0$. Then the standard argument shows that $Q_{a,b}$ is chain homotopic to $P_b$ concentrated at degree 0, hence $\text{Res}^{\Gamma \times G}_X \text{Tot} Q_{\bullet \bullet}$ is chain homotopic to $P_b$.

We now know that there is a spectral sequence converging to $K_{p+q}(\Gamma \ltimes G \rtimes A)$ with $E_{pq}^2 = H_p(K_q(\Gamma \ltimes G \rtimes \text{Tot}(Q_{\bullet \bullet})))$. Observe that $G \ltimes Q_{a,b} \simeq C_0(\Gamma^{a+1}) \otimes G \rtimes P_b$, where $\Gamma$ is acting by translation on the first coordinate of $\Gamma^{a+1}$. Then we have

$$K_q(\Gamma \ltimes G \rtimes Q_{a,b}) = Z[\Gamma] \otimes K_q(\Gamma \ltimes G \rtimes P_b).$$

Unpacking the differential, we see that $K_q(\Gamma \ltimes G \rtimes \text{Tot}(Q_{\bullet \bullet}))$ is the complex computing the hyperhomology as in the claim. □

5.2. Application to Ruelle algebra. Let $(Y, \psi)$ be a Smale space with totally disconnected stable sets. Then the groupoid $\mathbb{Z} \ltimes \psi R^\alpha(Y, \psi)$ behind the unstable Ruelle algebra

$$\mathcal{R}_u(Y, \psi) = C^*(R^\alpha(Y, \psi)) \rtimes \psi \mathbb{Z}$$

fits into the setting we considered for semidirect products of étale groupoids (note the notational difference: $\mathcal{R}_u$ indicates the Ruelle algebra, while $R^\alpha$ indicates the unstable equivalence relation). Indeed, as a generalized transversal of $R^\alpha(Y, \psi)$ take $T = Y^s(P)$ for some set $P$ of periodic points of $\psi$, so $\psi$ induces an automorphism of the étale groupoid $G = R^\alpha(Y, \psi)|_T$ as in [3]. Then $\mathbb{Z} \ltimes \psi G$ is Morita equivalent to $\mathbb{Z} \ltimes \psi R^\alpha(Y, \psi)$.

Let $\pi: (\Sigma_G, \sigma) \to (Y, \psi)$ be a (regular) $s$-bijective map of Smale spaces. Then we have the graph $G_N(\pi)$ modeling the $(N + 1)$-fold fiber product of $\Sigma_G$ over $X$, so $\Sigma_{G_N}(\pi) = (\Sigma_G)_N$. Combined with functoriality, we get simplicial groups

$$(\text{BF}(\gamma_{G_N}(\pi)))_{N=0}^\infty. \quad (\text{ker}(1 - \gamma_{G_N}(\pi)))_{N=0}^\infty.$$

**Proposition 5.3.** There is a spectral sequence $E_{pq}^r \Rightarrow K_{p+q}(\mathcal{R}_u(Y, \psi))$ with

$$E_{pq}^1 = \text{BF}(\gamma_{G_N}(\pi)),$$

$$E_{pq}^1 = \ker(1 - \gamma_{G_N}(\pi)),$$

with the $E^1$-differential $E_{pq}^1 \to E_{p-1,q}^1$ given by the simplicial structure.

**Proof.** When $f: (\Sigma, \sigma) \to (Y, \psi)$ is an $s$-bijective map and $X' \subset \Sigma$ is a $\sigma$-invariant transversal such that $f(X') = X$, we get a subgroupoid $\mathbb{Z} \ltimes H \subset \mathbb{Z} \ltimes G$ from the reduction of $\mathbb{Z} \ltimes R^\alpha(\Sigma, \sigma)$ to $X'$. By Proposition 2.14, $C_0(X)$ is in the triangulated subcategory generated by the image of $\text{Ind}^{\Gamma \times G}_{\mathbb{Z} \ltimes H}$. We thus have a convergent spectral sequence

$$E_{pq}^1 = K_q((\mathbb{Z} \ltimes G) \ltimes (\text{Ind}^{\Gamma \times G}_{\mathbb{Z} \ltimes H} \text{Res}^{\Gamma \times G}_{\mathbb{Z} \ltimes H})^{p+1} C_0(X)) \Rightarrow K_{p+q}(C^*(\mathbb{Z} \ltimes G)).$$

Moreover, by Proposition 2.12 we have

$$E_{pq}^1 \simeq K_q(C^*(R^\alpha(\Sigma_\sigma, \sigma)) \rtimes \mathbb{Z}) \simeq K_q(\mathcal{R}_u(\Sigma, \sigma)).$$

When $(\Sigma, \sigma)$ is presented by a graph $G$, these can be interpreted as $K_q(\mathcal{R}_u(\Sigma_{G_N}(\pi), \sigma))$, and the associated complex is the $E^1$-sheet of the above spectral sequence.

Finally, for any graph $G$ we have

$$K_0(\mathcal{R}_u(\Sigma, \sigma)) \simeq \text{BF}(\gamma_G), \quad K_1(\mathcal{R}_u(\Sigma, \sigma)) \simeq \ker(1 - \gamma_{G})$$

for the connecting map $\gamma_G: ZG^0 \to ZG^0$, see Appendix [13].

There is another spectral sequence which plays nicer for low dimensional examples. Consider the subsets $B_n \subset \mathcal{G}_n(\pi)$ for normalization, which is a complete system of representatives of the free $S_{n+1}$-orbits. We have an induced map $\gamma_{B_n}$ on $ZB_n$, and the inductive limit groups $D_n = \lim_{\text{Ind}} ZB_n$ form a chain complex that is quasi-isomorphic to $D^*(\mathcal{G}_N(\pi))$ [Put14 Section 4.2]. Then we have complexes

$$C_* = (\text{BF}(\gamma_{B_n}))_{k=0}^\infty, \quad C'_* = (\ker(1 - \gamma_{B_n}))_{k=0}^\infty.$$
endowed with induced differentials.

**Proposition 5.4.** There is a spectral sequence $E^r_{pq} \Rightarrow K_{p+q}(R_u(Y, \psi))$ such that $E^2_{pq} = 0$ for odd $q$, and the $E^2_{pq} = E^2_{p-q}$ for even $q$, sitting in a long exact sequence

$$\cdots \rightarrow H_{p-1}(C'_q) \rightarrow E^2_{p-q} \rightarrow H_p(C_q) \rightarrow H_{p-2}(C'_q) \rightarrow E^2_{p-1,0} \rightarrow \cdots$$

(16)

**Proof.** We keep the notation $G$ and $X$ from previous proposition, but this time we use the spectral sequence given by Proposition 5.2 for the resolution $P_n = C_0(G^{(n+1)})$ of $C_0(X)$.

As before, by transversality we have

$$K_0(G \times P_n) \simeq D^*(G_n(\pi)), \quad \quad K_1(G \times P_n) \simeq 0.$$

As above, take the complex $D_\bullet$ with $D_n = \lim_{\gamma_n} ZB_n$. The standard quasi-isomorphism from $D^*(G_n(\pi))$ to $D_\bullet$ as given in [Put14, Section 4.2] intertwines the actions of $\gamma_n$ and $\gamma_B$ by construction. Generally, $D'_n \rightarrow D_\bullet$ is a quasi-isomorphism of complexes of $\Gamma$-modules, it induces an isomorphism of hyperhomology $\mathbb{H}_p(\Gamma, D'_n) \simeq \mathbb{H}_p(\Gamma, D_\bullet)$. We thus have

$$E^2_{pq} = H_p(Z, D^*(G_n(\pi))) \simeq \mathbb{H}_p(Z, D_\bullet).$$

It remains to put $\mathbb{H}_*(Z, D_\bullet)$ in a long exact sequence of the form [10]. Recall that the trivial $Z[Z]$-module $Z$ has a free resolution of length 1, given by

$$0 \rightarrow Z[Z] \xrightarrow{1-\tau_1} Z[Z] \rightarrow Z,$$

where $\tau_1$ is the translation by 1. Thus, the hyperhomology $\mathbb{H}_*(Z, D_\bullet)$ can be computed from the double complex with two rows of the form

$$\cdots \rightarrow D_n \xrightarrow{1-\gamma_n} D_{n-1} \rightarrow \cdots \rightarrow D_0 \xrightarrow{1-\gamma_n} D_{n-1} \rightarrow \cdots \rightarrow D_0 \xrightarrow{1-\gamma_0} D_{n-1} \rightarrow \cdots \rightarrow D_0 \rightarrow 0.$$

It contains a subcomplex given by

$$\cdots \rightarrow \text{ker}(1-\gamma_n) \xrightarrow{1-\gamma_{n-1}} \text{ker}(1-\gamma_{n-1}) \rightarrow \cdots \rightarrow \text{ker}(1-\gamma_0) \rightarrow 0,$$

and the quotient is quasi-isomorphic to the complex of $(BF(\gamma_n))_n$. From this we indeed obtain a long exact sequence of the form [10].

**Remark 5.5.** Recall that $Y$ is of the form $\lim Y_0$ for a projective system of some compact metric space $Y_0$ and a suitable self-map $g : Y_0 \rightarrow Y_0$ as the connecting map at each step [Wie14, Theorem B], analogous to the standard presentation of the $m^\infty$-solenoid in the next section. Suppose further that $g$ is open and the groupoid $C^*$-algebra of the stable relation $R^*(Y, \psi)$ has finite rank $K$-groups. Then, combining [KPW17, Theorem 1.1] and [DGMW18, Corollary 5.5], we see that $K_*(R_u(Y, \psi))$ fits in an exact sequence

$$K^{*+1}(C(Y_0)) \xrightarrow{1-[E_g]} K^{*+1}(C(Y_0)) \rightarrow K_*(R_u(Y, \psi)) \rightarrow K^*(C(Y_0)) \xrightarrow{1-[E_g]} K^*(C(Y_0)),$$

where $E_g$ is the $C(Y_0)$-bimodule associated with $g$. It would be an interesting problem to compare the two ways to compute $K_*(R_u(Y, \psi))$.

**6. Examples**

**6.1. Solenoid.** One class of examples is that of one-dimensional solenoids [VdD30, Will67]. Let us first explain the easiest example, the $m^\infty$-solenoid. Consider the space

$$Y = \{ (z_0, z_1, \ldots) \mid z_k \in S^1, z_k = z_{k+1}^m \},$$

which is the projective limit of

$$S^1 \xrightarrow{z \mapsto z^m} S^1 \xrightarrow{z \mapsto z^m} S^1 \xrightarrow{z \mapsto z^m} \cdots$$

(17)
A compatible metric is given by
\[ d((z_k)_k, (z'_k)_k) = \sum_k m^{-k}d_0(z_k, z'_k), \]
where \(d_0\) is any metric on \(S^1\) compatible with its topology; for example, one may take the arc-length metric \(d_0(e^{is}, e^{it}) = |s - t|\) when \(|s - t| \leq \pi\).

There is a natural “shift” self-homeomorphism
\[ \phi: Y \to Y, \quad (z_0, z_1, \ldots) \mapsto (z_0, z_1, \ldots), \]
with inverse given by \(\phi^{-1}((z_0, z_1, \ldots)) = (z_1, z_2, \ldots)\). Then \((Y, \phi)\) is a Smale space \([\text{Wil67}], [\text{Put14}]\).

Denote by \(\pi\) the canonical projection \(Y \to S^1\) on the first factor. As each step of \((17)\) is an \(m\)-to-1 map, \(\pi^{-1}(z_0)\) can be identified with the Cantor set \(\Sigma = \prod_{n=1}^{\infty} \{0, 1, \ldots, m - 1\}\) for any \(z_0 \in S^1\). This allows us to write local stable and unstable sets around \(z = (z_k)_k\), as
\[
Y^s(z, \epsilon) = \pi^{-1}(z_0) \cong \Sigma, \quad Y^u(z, \epsilon) = \{(e^{itm^{-k}}z_k)_{k=0}^{\infty} | |t| < \delta_1\}
\]
for small enough \(\epsilon > 0\), with \(\delta_1 > 0\) depending on \(\epsilon\). Note that \(\pi\) defines a fiber bundle with fiber \(\Sigma\), and \(Y^u(z, \epsilon) \times \Sigma \to Y\) corresponding to the bracket map gives local trivializations.

Now, the groupoid \(R^n(Y, \phi)\) is the transformation groupoid \(\mathbb{R} \times \alpha Y\) for the flow
\[
\alpha_t(z_0, z_1, \ldots) = (e^{it}, e^{itm^{-1}}, z_1, \ldots, e^{itm^{-k}}z_k, \ldots) \quad (t \in \mathbb{R}).
\]
Restricted to the transversal \(\pi^{-1}(1)\), we obtain the “odometer” transformation groupoid \(\mathbb{Z} \times_\beta \Sigma\), where \(\Sigma\) is identified with \(\lim_{k \to \infty} \mathbb{Z}_{m^k}\), and the generator \(1 \in \mathbb{Z}\) acts by the +1 map on \(\mathbb{Z}_{m^k}\).

There is a well-known factor map from the two-sided full shift on \(m\) letters onto \((Y, \phi)\). Namely, writing
\[
\Sigma' = \{0, 1, \ldots, m - 1\}^\mathbb{Z} = \{(a_n)_{n=-\infty}^{\infty} | 0 \leq a_n < m\},
\]
we have a continuous map \(f: \Sigma' \to Y\) by
\[
f((a_n)_n) = (z_k)_{k=0}^{\infty}, \quad z_k = \exp\left(2\pi i \sum_{j=0}^{\infty} m^{-j-1}a_{j+k}\right).
\]
Then we have \(f \sigma = \phi f\) for \(\sigma: \Sigma' \to \Sigma'\) defined by \(\sigma((a_n)_n) = (a_{n+1})_n\).

This allows us to compute all relevant invariants separately. As for the \(K\)-groups, \([\text{Yi03}]\) gives
\[
K_0(C^*(R^n(Y, \phi))) \simeq \mathbb{Z} \left[\frac{1}{m}\right], \quad K_1(C^*(R^n(Y, \phi))) \simeq \mathbb{Z}.
\]
(These can be also obtained through Connes’s Thom isomorphism \(K_*(C^*(R^n(Y, \phi))) \simeq K^{*+1}(Y)\.)

As for groupoid homology, we have
\[
H_*(\mathbb{Z} \times_\beta \Sigma, \mathbb{Z}) \simeq H_*(\mathbb{Z}, C(\Sigma, \mathbb{Z}))
\]
where right hand side is the groupoid homology of \(\mathbb{Z}\) with coefficient \(C(\Sigma, \mathbb{Z})\) endowed with the \(\mathbb{Z}\)-module structure induced by \(\beta\). This leads to
\[
H_0(\mathbb{Z} \times_\beta \Sigma, \mathbb{Z}) \simeq C(\Sigma, \mathbb{Z})_\beta \simeq \mathbb{Z} \left[\frac{1}{m}\right], \quad H_1(\mathbb{Z} \times_\beta \Sigma, \mathbb{Z}) \simeq C(\Sigma, \mathbb{Z})^\beta \simeq \mathbb{Z},
\]
with coinvariants and invariants of \(\beta\), while \(H_n(\mathbb{Z} \times_\beta \Sigma, \mathbb{Z}) = 0\) for \(n > 1\). The computation for \(H_*^s(Y, \phi)\) will be more involved, but one finds \([\text{Put14}]\) Section 7.3 that
\[
H_0^s(Y, \phi) \simeq D^s(\Sigma', \sigma) \simeq \mathbb{Z} \left[\frac{1}{m}\right], \quad H_1^s(Y, \phi) \simeq \mathbb{Z},
\]
and \(H_n^s(Y, \phi) = 0\) for \(n > 1\). Thus the spectral sequence of Theorem \(8.39\) collapse at the \(E^2\)-sheet, and there is no extension problem.

Now let us look at the unstable Ruelle algebra. From the Pimsner–Voiculescu exact sequence we get
\[
K_0(C^*(R^n(Y, \phi)) \rtimes \mathbb{Z}) \simeq \mathbb{Z} \oplus \mathbb{Z}/(1 - m)\mathbb{Z}, \quad K_1(C^*(R^n(Y, \phi)) \rtimes \mathbb{Z}) \simeq \mathbb{Z}.
\]
Let us relate our spectral sequence to these groups.
As in [Put14] Section 7.3, there is an $s$-bijective map $\pi \colon \Sigma \to Y$ for the graph $G$ with one vertex and $m$ loops around it. Since $\Sigma_{G^2} \to Y$ is regular, we use this to compute fiber products. Now $G^2$ is the complete graph with $m$ vertices. We thus have

$$BF(\gamma_{B_2^1}) \simeq \mathbb{Z}/(m-1)\mathbb{Z}, \quad \text{ker}(1 - \gamma_{B_2^1}) \simeq 0.$$ 

At the next step, $G_2^3(\pi)$ is a graph with $m + 2$ vertices. There is a single free $S_2$-orbit, as the nontrivial element $g \in S_2$ acts by flipping across the $45^\circ$ in Figure 2. Thus the subset $B_2^1$ is a singleton (given by a choice of vertex with a loop), and the induced map $\gamma_{B_2^1}$ on $\mathbb{Z}B_2^1$ is the identity map. We thus have

$$BF(\gamma_{B_2^1}) \simeq \mathbb{Z}, \quad \text{ker}(1 - \gamma_{B_2^1}) \simeq 0.$$ 

For $n > 1$, we have $B_2^n = \text{BF}(\gamma_{B_2^1}) = 0 = \text{ker}(1 - \gamma_{B_2^1})$ for trivial reasons. which are the torsion-free parts of $K_0(\mathbb{Z} \rtimes C^*(R^n(Y, \phi)))$.

Again from the computation [Put14] Section 7.3 the boundary map $BF(\gamma_{B_2^1}) \to BF(\gamma_{B_2^3})$ is zero. Then Proposition [52] gives a spectral sequence with

$$E_2^{pq} \simeq \mathbb{Z}/(m-1)\mathbb{Z}, \quad E_2^{0q} \simeq \mathbb{Z}, \quad E_2^{2q} \simeq \mathbb{Z}, \quad E_2^{bq} = 0 \quad (p > 2)$$

for even $q$, and $E_2^{pq} = 0$ for odd $q$. From this we get an exact sequence

$$0 \to \mathbb{Z}/(m-1)\mathbb{Z} \to K_0(\mathbb{Z} \rtimes C^*(R^n(Y, \phi))) \to \mathbb{Z} \to 0$$

and isomorphism $K_1(\mathbb{Z} \rtimes C^*(R^n(Y, \phi))) \simeq \mathbb{Z}$, as expected.

6.2. Self-similar group action. Let us explain an application to Smale spaces of self-similar group actions. First let us recall the setting. We refer to [Nek05, Nek09] for unexplained terminology. Let $G$ be a finite set of symbols, with $\Sigma = \Sigma^* = \Sigma_{\ast \ast}$. Moreover, $\Sigma$ is an $s$-bijective map with structure of a rooted tree. A faithful action of a group $\Gamma$ on $\Sigma$ (by tree automorphisms) is self-similar if it satisfies the condition

$$\forall x \in X, \gamma \in \Gamma \exists \gamma' \in \Gamma \forall w \in X^* : \gamma(xw) = \gamma(x)\gamma'(w).$$

Writing $\gamma|_x = \gamma'$ in the above setting, we get a cocycle $(\gamma, x) \mapsto \gamma|_x$ for the action of $\Gamma$ on $X$. This extends to a cocycle $\gamma|_w$ for $w \in X^\ast$.

Consider the full shift space $(\Sigma, \hat{\sigma})$ where $\Sigma = X^\mathbb{Z}$ and $\hat{\sigma}(x)_k = x_{k-1}$ (note the opposite convention). Thus, $x, y \in \Sigma$ are stably equivalent if and only if there is some $N$ such that $x_k = y_k$ holds for $k < N$, while they are unstably equivalent if and only if this holds for $k > N$.

 Moreover, $x, y \in \Sigma$ are said to be asymptotically equivalent if there is a finite set $F \subset \Gamma$ and a sequence $(\gamma_n)_{n \geq 0}$ in $F$, such that $\gamma_n(x_{-n}x_{-n+1} \ldots) = y_ny_{n+1} \ldots$ for $n \geq 0$. The quotient space $S_{F, X}$ by this relation is called the limit solenoid, and it is equipped with the homeomorphism induced by the shift map, denoted $\hat{\sigma}$. When $(\Gamma, X)$ is contracting, recurrent (or self-replicating), and regular, then $(S_{F, X}, \hat{\sigma})$ is a Smale space with totally disconnected stable sets [Nek09] Proposition 6.10 (alternatively, one can use [Nek09] Proposition 2.6) in conjunction with the main result of [Wie14].

In the rest of the section we assume that $(\Gamma, X)$ satisfies the above assumptions. Let us give a more detailed description of the ingredients of the spectral sequence. Let us fix $x \in \Sigma$, and let $\Sigma^*(x)$ denote its stable equivalence class. We denote by $T_0$ the set of points $y \in \Sigma^*(x)$ such that $y_n = x_n$ for $n < 0$.

Proposition 6.1. There is no point $y \neq x$ in $\Sigma^*(x)$ which is asymptotically equivalent to $x$.

Proof. Suppose that $y \in \Sigma^*(x)$ is asymptotically equivalent to $y$, and take a finite subset $F \subset \Gamma$ satisfying the defining condition of asymptotic equivalence between $x$ and $y$ above.

By contractibility assumption there is a finite subset $N \subset \Gamma$ containing $\epsilon$, and $N_0 \in \mathbb{N}$ such that $|u| \geq N_0$ implies $\gamma|_u \in \mathcal{N}$ for $\gamma \in F$. Moreover, by regularity and contractibility, there is $N_1 \in \mathbb{N}$ such
that, for any $\gamma, \gamma' \in \mathcal{N}$ and $u \in X^{N_1}$, one has either $\gamma(u) \neq \gamma'(u)$ or $|u| = |\gamma| = |u|$. [Nek09] Proposition 6.2. By assumption $x \sim_{\mathcal{R}} y$, there is $N \in \mathbb{N}$ such that $x_k = y_k$ for $k \leq -N$. Set $M = N + N_0 + N_1$, and $u = x - Mx - M1 + \ldots - x_{-N} \in X^{N_0}$. Then on one hand $\gamma' = \gamma|_u$ is in $\mathcal{N}$, on the other $\gamma'$ should fix $v = x_{-(N+N_1)+1} \ldots - x_{-N} \in X^{N_1}$. Thus we get $|\gamma|_v = e|_v$, hence $\gamma' = e$. This implies that $x_k = y_k$ for $k > -N$, and consequently $x = y$. \hfill \Box

**Corollary 6.2.** The projection map $(\Sigma, \check{\sigma}) \to (S_{\Gamma,X}, \check{\sigma})$ is s-bijective.

We can thus compute the homology groups $H_*^0(S_{\Gamma,X}, \check{\sigma})$ using the dimension groups of iterated fiber products $\Sigma$ over $S_{\Gamma,X}$.

**Proposition 6.3.** We have $H_*^0(S_{\Gamma,X}, \check{\sigma}) \simeq \mathbb{Z}[1/d]$.

**Proof.** Since $D^*(\Sigma, \check{\sigma}) \simeq \mathbb{Z}[1/d]$, it is enough to show that the boundary map $D^*(\Sigma_1, \check{\sigma}_1) \to D^*(\Sigma, \check{\sigma})$ is trivial. Note that $\Sigma_1$ is the graph of the asymptotic equivalence relation.

Recall that $\Sigma^1(x)$ admits a unique regular Borel measure $\mu$ which is invariant under the unstable equivalence relation and normalized as $\mu(T_0) = 1$. Namely, with the identification $T_0 \simeq X^\infty$, $\mu$ is the infinite product of uniform measure on $X$. Then the isomorphism $D^*(\Sigma, \check{\sigma}) \to \mathbb{Z}[1/d]$ is given by $[E] \mapsto \mu(E)$ for compact open sets $E \subset \Sigma^1(x)$.

Then it is enough to show that the asymptotic equivalence relation on $\Sigma^1(x)$ preserves $\mu$. Let $y, z \in \Sigma^1(x)$ be two asymptotically equivalent points. Thus, there is a sequence $\{y_n\}_{n=0}^\infty$ in $\Gamma$ such that $\gamma_n(y_n-y_{n+1}) = \delta_{-n-z_{-n+1}} \ldots$ holds for all $n$. For some fixed $N$, consider the compact open neighborhood $E = \{y' \ | \ y'_k = y_k \ (k < N)\}$ of $y$ in $\Sigma^1(x)$, which has measure $\mu(E) = d^{-N}$. Then

$$\tilde{E} = \{(y', z') \in E, \forall n: \gamma_n(y'_n-z'_{-n+1}) = \delta_{-n-z_{-n+1}} \ldots\}$$

is a compact open neighborhood of $(y, z)$ in $\Sigma^1((y, z))$, and the projection to first factor is a bijection $\tilde{E} \to E$. Moreover, its projection to second factor, $E' = \{z' \ | \ \exists y': (y', z') \in \tilde{E}\}$, can be written as $E' = \{z' \in X, \exists y': (y', z') \in \tilde{E}\}$. This has the same measure as $E$, hence the asymptotic equivalence relation indeed preserves $\mu$. \hfill \Box

Let us next look at an étale groupoid model. Let $T$ be the image of $T_0$ in $S_{\Gamma,X}$. We denote the étale groupoid $R^*(S_{\Gamma,X}, \check{\sigma})|_T$ by $M_{\Gamma,X}$, so that $C^*(R^*(S_{\Gamma,X}, \check{\sigma}))$ is strongly Morita equivalent to $C^*(M_{\Gamma,X})$. As for the Ruelle algebra, the groupoid $D_{\Gamma,X} = \mathbb{Z} \rtimes M_{\Gamma,X}$ is the groupoid of germs of partially defined homeomorphisms on $X^\infty$, of the form $x_1 \ldots x_m z \mapsto x'_1 \ldots x'_n z \gamma z$ for $z \in X^\infty$, with $x_i, x'_i \in X$ and $\gamma \in \Gamma$ (notice we range from 1 to $m$ in the domain, and from 1 to $n$ in the codomain). The associated $C^*$-algebra $O_{\Gamma,X} = C^*(D_{\Gamma,X}) = \mathcal{R}_n(S_{\Gamma,X}, \check{\sigma})$ has a presentation similar to Cuntz–Pimsner algebras. The structure of these algebras, including their $K$-groups and equilibrium states, have been previously studied in [LaHR11],[LRW13].

**Proposition 6.4.** [Nek09] Proposition 6.8. The image of $y \in T_0$ in $S_{\Gamma,X}$ is unstably equivalent to the image of $x$ if and only if $\gamma(x_kx_{k+1}) = y_ky_{k+1} \ldots$ for some $\gamma \in \Gamma$ and $k \geq 0$.

This allows further recursive description of the groupoid homology, as follows. Let $M^n_{\Gamma,X}$ be the groupoid of germs of partially defined transformations on $X^n$ of the form $x_1 \ldots x_m z \mapsto x'_{1} \ldots x'_{n} \gamma z$ for $z \in X^\infty$, with $x_i, x'_i \in X$ and $\gamma \in \Gamma$. These form an increasing sequence of subgroupoids of $M_{\Gamma,X}$ such that $\bigcup_n M^n_{\Gamma,X} = M_{\Gamma,X}$. By the self-similarity assumption, $M^n_{\Gamma,X}$ is isomorphic to the product groupoid $R_n \times M^n_{\Gamma,X}$, where $R_n$ is the complete equivalence relation on $X^n$.

**Proposition 6.5.** The natural homomorphism from $H_0(M_{\Gamma,X}, \mathbb{Z}) \simeq \mathbb{Z}[1/d]$ to $K_0(C^*(M_{\Gamma,X}))$ is injective.

**Proof.** First we have $H_0(M_{\Gamma,X}, \mathbb{Z}) \simeq \mathbb{Z}[1/d]$ by Proposition 6.3 and Theorem 1.1. By the above discussion, the image of this group in $K_0(C^*(M_{\Gamma,X}))$ is equal to the image of $K_0(M_{\Gamma,X})$, where $M_{\Gamma,X}$ is the UHF algebra that appears as the gauge invariant part of $O_{\Gamma,X}$. The measure $\mu$ in the proof of Proposition 6.3 defines a tracial state $\tau$ on $C^*(M_{\Gamma,X})$. Thus, the image of $H_0(M_{\Gamma,X}, \mathbb{Z})$, $\tau$ induces isomorphism to $\mathbb{Z}[1/d]$.

Turning to higher groupoid homology, we have

$$H_k(M_{\Gamma,X}, \mathbb{Z}) \simeq \lim_{\mathcal{R}} H_k(M^n_{\Gamma,X}, \mathbb{Z})$$
from the compatibility of homology and increasing sequence of complexes. Moreover, by the invariance of groupoid homology under Morita equivalence, we have

\[ H_k(M^0_{Γ,X}, Z) \simeq H_k(M^0_{Γ,X}, Z). \]

Up to this isomorphism, the connecting maps \( H_k(M^0_{Γ,X}, Z) \rightarrow H_k(M^{n+1}_{Γ,X}, Z) \) are all the same.

If moreover the action of \( Γ \) on \( X^N \) is topologically free\(^1\) then the groupoid \( M^0_{Γ,X} \) (which is defined by the germs of the \( G \)-action on \( X^N \)) can be identified with the transformation groupoid \( Γ \ltimes X^N \).

Note that \( Γ \ltimes X^N \) can be regarded as the projective limit of the groupoids \( Γ \ltimes X^n \) for increasing \( n \). This again gives a presentation

\[ H_k(Γ \ltimes X^N, Z) \simeq \lim_{n} H_k(Γ \ltimes X^n, Z). \]

By the recurrence assumption the groupoid \( Γ \ltimes X^n \) is isomorphic to \( R_n \ltimes Γ \), and we have

\[ M^0_{Γ,X} = M^k_{Γ,X} = M_{Γ,X} \]

by \(^{\text{[Nek09]}}\) Proposition 5.2. In particular, \( H_k(M_{Γ,X}, Z) \) becomes the inductive limit of the ordinary group homology \( H_k(Γ, Z) \), with respect to the map induced by the matrix recursion

\[ Φ: ZΓ \rightarrow \text{End}_{ZΓ}(Z(X \cdot Γ)) \simeq Z(R_1 \times Γ) \]

for the permutation bimodule \( X \cdot Γ \), and the identification \( H_k(Γ, Z) \simeq H_k(R_n \times Γ, Z) \). Thus, under the above additional assumptions our spectral sequence gives a computation of the \( K \)-groups for the \( C^\ast \)-algebra \( C^\ast(S_G X, σ) \) in terms of direct limits of sequences with terms \( H_k(Γ, Z) \).

Analogously, for \( K \)-theory we have

\[ K_i(C^\ast(M_{Γ,X})) \simeq \lim_{n} K_i(C^\ast(Γ \ltimes X^n)), \] \hspace{1cm} (19)

cf. \(^{\text{[Nek09]}}\) Proposition 3.8.

**Example 6.6.** As a concrete example, let us look at the binary adding machine from \(^{\text{[Nek05]}}\) Section 1.7.1. This one is given by \( Γ = Z, X = \{0, 1\} \), and the action of \( 1 \in Z \) on \( X^\ast \) is presented as

\[ a(0w) = w, \quad a(1w) = 0a(w) \]

for \( w \in X^\ast \). To define the transversal we choose \( x = (x_k)_k \in X^\mathbb{Z} \) with \( x_k = 0 \) for all \( k \). Then the induced equivalence relation on \( T_0 \) by Proposition 5.1 agrees with the orbit equivalence relation of \( Z \ltimes \lim Z_{2k} \) from the previous section (up to a change of convention of the shift map). Turning to homology, on \( H_0(Z, Z) \simeq Z \simeq H_1(Z, Z) \), the matrix recursion induces multiplication by \( 2 \), while it acts as the identity on \( H_1(Z, Z) \). This gives a direct computation of \( H_0(M_{Z,X}, Z) \simeq Z[1/2] \) and \( H_1(M_{Z,X}, Z) \simeq Z \), while \( H_k(M_{Z,X}, Z) = 0 \) for \( k > 1 \).

Next let us look at higher dimensional odometer actions in more detail. Let us take \( B \in M_N(Z) \cap \text{GL}_N(\mathbb{Q}) \) with its eigenvalues all bigger than 1. Put \( Γ = \mathbb{Z}^N \), and take a set \( X \) of representatives of the \( BΓ \)-cosets in \( Γ \). Then we have a contracting, regular, and recurrent action of \( Γ \) on \( X^\ast \) such that the natural action of \( Γ \) on \( \lim_{x \rightarrow a} Γ/B^nΓ \) can be interpreted as the induced action on \( X^N \), see \(^{\text{[Nek05]}}\) for details. Thus, the groupoid homology \( H_k(M_{Γ,X}, Z) \) can be identified with

\[ H_k\left( Γ, C\left( \lim_{n} Γ/B^nΓ, Z \right) \right) \simeq \lim_{n} H_k\left( Γ, C(G/B^nΓ, Z) \right). \]

The first step connecting map is \( H_k(Γ, Z) \rightarrow H_k(Γ, C(Γ/BΓ, Z)) \), induced by the \( Γ \)-equivariant embedding of \( Z \) into \( C(Γ/BΓ, Z) \) as constant functions.

Now, recall that \( H_N-Gamma(Γ, Z) \) is isomorphic to \( \bigwedge^4 Γ \), where \( Γ^r = \text{Hom}(Γ, Z) \) is the group of homomorphisms from \( Γ \) to \( Z \). Let us describe an invariant formula for this.

Suppose that \( (v_1)_{n=1}^N \) is a basis of \( Γ \), and let \( (v^i) \), be its dual basis in \( Γ^r \). Then we get a graded commutative \( Z[Γ] \)-algebra

\[ Ω^\ast_{v_1} = Z[Γ] \otimes \bigwedge^\ast \{ a(v^1), \ldots, a(v^N) \}. \]

\(^1\)This assumption is equivalent to injectivity of the associated virtual endomorphisms of \( Γ \), and forces the group \( Γ \) to be of polynomial growth \(^{\text{[Nek09]}}\) Section 6.1.
where $a(v')$ are formal symbols subject to the rule $a(v') \wedge a(v') = -a(v') \wedge a(v')$. In particular, the degree $k$ part $\bigwedge^k \{a(v^1), \ldots, a(v^N)\}$ is a free commutative group with basis $a(v^1) \wedge \cdots \wedge a(v^k)$ for $1 \leq i_1 < i_2 < \cdots < i_k \leq N$. Then multiplication by the homogeneous element of degree 1,

$$D_{v_i} = \sum_{i=1}^N (1 - \lambda_{v_i}) \otimes a(v'),$$

defines a cochain complex structure on $\Omega_{v_i}^*$. The degree shifted chain complex $P_k^\omega = \bigwedge^{N-k}$ is a free resolution of $\mathbb{Z}$ as a $\mathbb{Z}[\Gamma]$-module. Then $H_k(\Gamma, \mathbb{Z})$ can be computed as the homology of $\mathbb{Z} \otimes \bigwedge^\bullet P_k^\omega$, which is just the degree shift of $\bigwedge^\bullet \{a(v^1), \ldots, a(v^N)\}$ with trivial differential, hence is equal to $\bigwedge^\bullet \{a(v^1), \ldots, a(v^N)\}$ itself.

Let $f_{a_i} : \bigwedge^\bullet \{a(v^1), \ldots, a(v^N)\} \to \bigwedge^\bullet \Gamma'$ the isomorphism of graded commutative rings characterized by $a(v^i) \mapsto v^i$. Then multiplication by $m$ is given by the same $\bigwedge^\bullet \Gamma'$ is the adjoint of $\bigwedge^\bullet \Gamma$. Let us put $w_i = B^{-1} m_i v_i$, so that $(w_i)$ is another basis of $\Gamma$. Then the cochain complex $\text{Ind}_{B^\Gamma}^\Gamma \Omega_{w_i}^*$ is given by the same $\mathbb{Z}[\Gamma]$-module $\Omega_{w_i}^*$ but the differential is the multiplication by

$$D' = \sum_{i=1}^N (1 - \lambda_{m_i v_i}) \otimes a(w_i).$$

Its degree shift $\text{Ind}_{B^\Gamma}^\Gamma P_k^\omega$ gives a free resolution of $\text{Ind}_{B^\Gamma}^\Gamma \mathbb{Z}$.

Thus $H_k(\Gamma, \text{Ind}_{B^\Gamma}^\Gamma \mathbb{Z})$ is computed from the complex $\mathbb{Z} \otimes \text{Ind}_{B^\Gamma}^\Gamma P_k^\omega$, which is again the degree shift of $\bigwedge^\bullet \{a(v^1), \ldots, a(v^N)\}$ with trivial differential. The identification

$$H_k(\Gamma, \text{Ind}_{B^\Gamma}^\Gamma \mathbb{Z}) \simeq \bigwedge^{N-k} \{a(v^1), \ldots, a(v^N)\} \simeq H_k(\Gamma, \mathbb{Z})$$

is the canonical isomorphism $H_k(\Gamma, \text{Ind}_{B^\Gamma}^\Gamma \mathbb{Z}) \simeq H_k(\Gamma, \mathbb{Z})$. (One can see this by interpreting the $k$-th homology group $H_k(\Gamma, \text{Ind}_{B^\Gamma}^\Gamma \mathbb{Z})$ as the $k$-th derived functor of $M \mapsto \mathbb{Z} \otimes \text{Ind}_{B^\Gamma}^\Gamma M$, and noting that $\text{Ind}_{B^\Gamma}^\Gamma$ is an exact functor sending projective modules to projective ones.)

We can concretely lift the embedding $\mathbb{Z} \to \text{Ind}_{B^\Gamma}^\Gamma \mathbb{Z}$ as a map of chain complexes $P_k^\omega \to \text{Ind}_{B^\Gamma}^\Gamma P_k^\omega$, as the $\mathbb{Z}[\Gamma]$-linear extension of

$$a(v^{i_1}) \wedge \cdots \wedge a(v^{i_k}) \mapsto \sum_{0 \leq c_1 < m_{i_1} \leq \cdots < m_{i_k}} \lambda_{c_1 v_{i_1} + \cdots + c_k v_{i_k}} \otimes a(w^{i_1}) \wedge \cdots \wedge a(w^{i_k}).$$

Then the induced map $H_{N-k}(\Gamma, \mathbb{Z}) \to H_{N-k}(\Gamma, \text{Ind}_{B^\Gamma}^\Gamma \mathbb{Z})$ becomes a transformation on $\bigwedge^k \Gamma'$ characterized by

$$v^{i_1} \wedge \cdots \wedge v^{i_k} \mapsto m_{i_1} \cdots m_{i_k} w^{i_1} \wedge \cdots \wedge w^{i_k},$$

which is exactly $\bigwedge^k B^\Gamma$. \hfill \Box

**Corollary 6.8.** In the above setting, we have

$$H_{N-k}(M_{\Gamma, X}) \simeq \bigcup_n \bigwedge^k \Gamma'$$

where the connecting map $\bigwedge^k \Gamma' \to \bigwedge^k \Gamma'$ at each step is given by $\bigwedge^k B^\Gamma$.

**Remark 6.9.** More generally, when $B_1, B_2, \ldots$ are endomorphisms of $\Gamma$ of rank $N$, we get

$$H_{N-k}(\Gamma \times \bigcup_n \bigwedge^k \Gamma / B_1 \times B_2 \times \cdots \times B_n \Gamma, \mathbb{Z}) \simeq \bigcup_n \bigwedge^k \Gamma',$$

where the right hand is with respect to the inductive system with connecting maps $\bigwedge^k (B_1^n), \bigwedge^k (B_2^n), \ldots$, on $\bigwedge^k \Gamma'$. \hfill \textit{End of proof.}
Back to the higher dimensional odometer action of $\Gamma = \mathbb{Z}^N$, we have

$$K_i(C^*(\Gamma \ltimes X^n)) \simeq \mathbb{Z}^{2^N-1} \simeq \bigoplus_k H_{i+2k}(\Gamma, C(\Gamma/B^n\Gamma, \mathbb{Z})),$$

which implies that the spectral sequence for the $\Gamma$-action on the coefficient algebra $C(X^n)$ collapses at the $E^2$-sheet. From Proposition 6.7 combined with the naturality of these spectral sequences, we obtain that the maps $K_i(C^*(\Gamma \ltimes X^n)) \to K_i(C^*(\Gamma \ltimes X^{n+1}))$ are injective. Consequently, $K_i(C^*(M_{\Gamma,X})_i)$ has rank $2^{N-1}$ for $i = 0, 1$. Since $\bigoplus_k H_{i+2k}(M_{\Gamma,X}, \mathbb{Z})$ has the same rank and is torsion-free, we conclude that the spectral sequence for $M_{\Gamma,X}$ also collapses at the $E^2$-sheet.

### Appendix A. Induction functor for subgroupoids

Suppose that a groupoid $G$ acts freely and properly from the right on a secondcountable, locally compact, Hausdorff space $Y$. Then the transformation groupoid $Y \ltimes G$ is Morita equivalent to the quotient space $Y/G$ as a groupoid, with $Y$ being the bibundle implementing the equivalence. This induces the strong Morita equivalence between $G \ltimes C_0(Y) \simeq C^*(Y \ltimes G)$ and $C_0(Y/G)$. In particular, for the case $Y = G$ and action given by right translation, we get an isomorphism between $G \ltimes C_0(G)$ and $K(L^2(G))$, where $L^2(G)$ is the right Hilbert $C_0(X)$-module completion of $C_c(G)$ with $C_0(X)$-module structure from $\tau^r: C_0(X) \to C_0(G)$ and inner product from the Haar system.

**Proof of Proposition 1.4.** As in the assertion, let $A$ be a $G$-$C^*$-algebra. We have two actions of $G$: on the one hand, it acts on $s^rA$ by the combination of right translation on $G$ and the original action on $A$, while on the other hand it acts on $r^*A$ by the right translation on $G$ and trivially on $A$. Then, the structure morphism $\alpha: s^rA \to r^*A$ of the action intertwines these two actions. Morally $s^rA$ can be thought of as a space of sections $f(g) \in A_{sg}$ for $g \in G$, with the action of $G$ given by $f^g(g') = g^{-1}f(gg')$ for $(g,g') \in G^2$, while $r^*A$ as a space of sections $f(g) \in A_{rg}$ with $G$ acting by $f^g(g') = f(gg')$ for $(g,g') \in G^2$. We have $\alpha(g) = g\eta$ for the sections of the first kind, and these formulas give $\alpha(g^g(g')) = (\alpha g)^g(g') = (\alpha g)^g(g') = \alpha(g)^g(g')$.

Now, $\text{Ind}_{G}^{X} \text{Res}_{G}^{X}(A)$ is the crossed product of $s^rA$ by $G$, while $K(L^2(G)) \otimes C_0(X,A)$ is the crossed product of $r^*A$ by $G$. Consequently, we get an isomorphism between these algebras. The extra action of $G$ on $\text{Ind}_{G}^{X} \text{Res}_{G}^{X}(A)$ comes from the action of $G$ on $s^rA$ given by the combination of the left translation on $G$ and the trivial action on $A$. Under the above isomorphism, this corresponds to the action on $r^*A$ given by the combination of left translation on $G$ and the original action on $A$. Thus, it corresponds to the diagonal action of $G$ on $K(L^2(G)) \otimes C_0(X,A)$. \hfill $\Box$

More generally, the same argument gives an isomorphism

$$\phi: \text{Ind}_{H}^{X} \text{Res}_{H}^{X}(A) \simeq (C_0(G) \gtimes H)^{\tau} \otimes C_0(X,A),$$

where $G$ acts diagonally on the algebra on the right.

The functor $\text{Ind}_{H}^{X}: C^*_H \to C^*_G$ preserves split extensions, respects equivariant Morita equivalence, and is compatible with homotopy. Then, by the universal property of $KK^G$ [CTTE] it extends to a functor $\text{Ind}_{H}^{G}: KK_H \to KK_G$. Let us give a more concrete description at the level of Kasparov cycles.

Consider an $H$-equivariant right Hilbert module $E$ over $B$. By using an approximate unit in $B$, we can equip $E$ with a compatible $C_0(X)$-action. We can form the Hilbert module $C_0(G) \otimes E$ over $G_0(G) \otimes B$, and restrict on the diagonal to get $s^rE = (C_0(G) \otimes E)_{\Delta(X)}$ over $s^rB \simeq (C_0(G) \otimes B)_{\Delta(X)}$. This still has an action of $H$, analogous to the right action of $H$ on $s^rB$.

Assume moreover $(\pi, E, T)$ is an equivariant Kasparov module between $H$-$C^*$-algebras. So $E$ is a graded right Hilbert module over $B$, $T$ is an odd adjointable (or self adjoint) endomorphism, and $\pi: C \to \mathcal{L}(E)$ is a $*$-representation, with commutation relations as in [LG99]. Then $s^rE$ as a right Hilbert module over $s^rB$, with a left module structure over $s^rC$. Moreover we can extend $T$ to $s^rT$ on $s^rE$ as the restriction of $1_{C_0(G)} \otimes T$, with the right commutation properties (they hold before restriction to $\Delta(X)$). Finally, we take the crossed product by the right action of $H$,

$$\text{Ind}_{H}^{G}(\pi, E, T) = j_H(s^rT, s^rE, s^rT).$$

This way, we obtain a map $\text{Ind}_{H}^{G}: KK_H(C, B) \to KK_G(\text{Ind}_{H}^{G} C, \text{Ind}_{H}^{G} B)$, realizing the extension of $\text{Ind}_{H}^{G}$ to $KK^H$. 
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Appendix B. Bowen–Franks groups

Given $A \in \text{End}(\mathbb{Z}^n)$, we call

$$\text{BF}(A) = \text{cok}(1 - A) = \mathbb{Z}^n / (1 - A) \mathbb{Z}^n$$

the Bowen–Franks group of $A$. For a square matrix $A \in M_n(\mathbb{Z})$, we define $\text{BF}(A)$ by interpreting $A$ as an element of $\text{End}(\mathbb{Z}^n)$ by representing $v \in \mathbb{Z}^n$ by column vectors and computing $Av$ in the usual way.

Given $B \in \text{End}(\mathbb{Z}^m)$ and $f: \mathbb{Z}^n \to \mathbb{Z}^m$ satisfying $Bf = fA$, we have the induced maps $\text{BF}(A) \to \text{BF}(B)$, ker$(1 - A) \to$ ker$(1 - B)$. This correspondence is covariant. Taking the transpose of $f$, we also have contravariant maps $\text{BF}(B^t) \to \text{BF}(A^t)$, etc.

Given a square matrix $A \in M_n(\{0, 1\})$, the associated shift of finite type $(\Sigma_A, \sigma)$ is given by

$$\Sigma_A = \{(x_k)_k \in \{1, \ldots, n\}^\mathbb{Z} | A(x_k, x_{k+1}) = 1\}, \quad \sigma(x)_k = x_{k+1} \quad (x = (x_k)_k \in \Sigma_A),$$

where we write $A_{i,j} \equiv A(i,j)$. Then we have

$$\mathbb{Z} \ltimes C^*(R^v(\Sigma_A, \sigma)) \simeq O_A \otimes \mathcal{K}, \quad \mathbb{Z} \ltimes C^*(R^w(\Sigma_A, \sigma)) \simeq O_A \otimes \mathcal{K}$$

for the Cuntz–Krieger algebra $O_A$, and we also have

$$K_0(O_A) \simeq \text{BF}(A) \simeq K^1(O_A), \quad K_1(O_A) \simeq \text{ker}(I_n - A) \simeq K^0(O_A),$$

see [CK80][Cun81][KP97].

Given $A \in \text{End}(\mathbb{Z}^n)$, let us look at the inductive system

$$\mathbb{Z}^n \xrightarrow{A} \mathbb{Z}^n \xrightarrow{A} \ldots,$$

and its inductive limit $\lim_{\text{ind}} \mathbb{Z}^n$. Following [Put14], we represent the elements of $\lim_{\text{ind}} \mathbb{Z}^n$ by $[v, i]$ for $v \in \mathbb{Z}^n$ and $i \in \mathbb{N}$ ("$v$ at the $i$-th copy of $\mathbb{Z}^n$"), subject to the rules $[v, i] = [Av, i + 1]$ and $[v, i] + [w, j] = [v + w, i + j]$. We have $[v, i] = 0$ if and only if $Av = 0$ holds for some $j$.

We then have the automorphism $\alpha$ on $\lim_{\text{ind}} \mathbb{Z}^n$ defined by

$$\alpha([v, i]) = [v, i + 1].$$

**Lemma B.1.** Under the above setting, we have

$$\text{cok}(1 - \alpha) \simeq \text{BF}(A), \quad \text{ker}(1 - \alpha) \simeq \text{ker}(1 - A).$$

**Proof.** The inductive limit functor is exact, hence we have

$$\text{ker}(1 - \alpha) \simeq \lim_{\text{ind}} \text{ker}(1 - A), \quad \text{cok}(1 - \alpha) \simeq \lim_{\text{ind}} \text{BF}(A).$$

Thus it is enough to check that $A$ induces automorphisms on ker$(1 - A)$ and BF$(A)$ (we will get the identity maps).

For ker$(1 - A)$, we have $v \in \text{ker}(1 - A)$ if and only if $v = Av$, hence $A: \mathbb{Z}^n \mapsto \mathbb{Z}^n$ restricts to a bijective map (identity map) on ker$(1 - A)$. For BF$(A)$, again $[Av] = [v]$ holds in BF$(A)$ hence $A$ induces the trivial isomorphism.

Combined with the Pimsner–Voiculescu sequence, we get a direct computation of

$$K_0(\mathbb{Z} \ltimes C^*(R^v(\Sigma_A, \sigma))) \simeq \text{BF}(A), \quad K_1(\mathbb{Z} \ltimes C^*(R^w(\Sigma_A, \sigma))) \simeq \text{ker}(1 - A).$$

Let $G$ be an oriented graph, again following the convention of [Put14]. Thus the associated shift of finite type is given by

$$\Sigma_G = \{e = (e^k)_{k \in \mathbb{Z}} | e^k \in G^1, t(e^k) = i(e^{k+1})\}, \quad \sigma(e)^k = e^{k+1}.$$

If we take the graph $G^2$, we have $\Sigma_{G^2} = \Sigma_A$ for the matrix $A \in M_{G^1}(\{0, 1\})$ defined by

$$A_{e', e} = \begin{cases} 1 & (t(e') = i(e) \Leftrightarrow (e', e) \in G^2) \\ 0 & \text{otherwise.} \end{cases}$$

Denoting the corresponding endomorphism on $\mathbb{Z}G^1$ by $\gamma_{G^2}$, we have

$$D^*(G^2) = \lim_{\gamma_{G^2}} \mathbb{Z}G^1.$$

We have $D^*(G) \simeq D^*(G^2) \simeq D^*(G^3) \simeq \ldots$ for the higher block presentations.
Lemma B.2. Let $\alpha^*_G$, be the map $\alpha$ as above, induced by $\gamma^*_G$ on the inductive limit $D^s(G) = \lim_{\rightarrow} ZG^{k-1}$. Then the isomorphism $D^s(G) \simeq D^s(G^k)$ intertwines $\alpha^*_G$ to $\alpha^*_G^k$.

Proof. This follows from the concrete form of isomorphism

$$D^s(G) \simeq D^s(G^k), \quad [v, i] \rightarrow [(t^k)^s(v), i],$$

see [Put14, Theorem 3.2.3].

Combining this with Lemma B.1, we obtain $BF(\gamma^*_G) \simeq BF(\gamma^*_G^k)$ and $\ker(1 - \gamma^*_G) \simeq \ker(1 - \gamma^*_G^k)$.

Finally, let $\pi: H \rightarrow G$ be a graph homomorphism that induces an $s$-bijective map $\Sigma_H \rightarrow \Sigma_G$. Then there is an integer $K$ such that, for any $k$, the linear extension of

$$\pi^{s,K}: H^{k-1} \rightarrow G^{k+K-1}, \quad q \mapsto \sum_{q' \in (t^k)^{-1}(q)} \pi(q')$$

implements the induced map $D^s(H) \rightarrow D^s(G)$ up to the identification $D^s(H) \simeq D^s(H^k)$ and $D^s(G) \simeq D^s(G^{k+K})$, see [Put14, Section 3.4]. Moreover, $\pi^{s,K}$ commutes with $\gamma^*_H$ and $\gamma^*_G$. Combined with Lemmas B.1 and B.2, we see that $\pi^{s,K}$ also induces maps

$$BF(\gamma^*_H) \rightarrow BF(\gamma^*_G), \quad \ker(1 - \gamma^*_H) \rightarrow \ker(1 - \gamma^*_G).$$

These maps are again functorial for graph homomorphisms that induce $s$-bijective maps.
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