Object oriented quality prediction through artificial intelligence and machine learning: a survey
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Abstract

Software quality estimation is an important aspect as it eliminates design and code defects. Object-oriented quality metrics prediction can help in the estimation of software quality of any defects and the chances of errors. In this paper a survey and the case analytics have been presented for the object-oriented quality prediction. It shows the analytical and experimental aspects of previous methodologies. This survey also elaborates different object-oriented parameters which is useful for the same problem. It also elaborates the problem aspects as well the limitations for the future directions. Machine learning and artificial intelligence methods have been considered mostly for this survey. The parameters considered are inheritance, dynamic behavior, encapsulation, objects etc.
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1. Introduction

In the current scenario the use of different computer-based applications is increasing. It has been increased drastically in the digital world [1]. So, the reliability and accurateness of the software and applications are very important as it affects the complete cycle [2, 3]. It also affects the development of configuration [4]. The major aim of analysis and prediction of the software faults are the project progress, inappropriate development tracking and the evaluation prediction [5].

The use of object-oriented metrics for the detection of fault and errors are important as based on these factors’ prominence can be checked [6, 7]. It is also helpful in reusability checking and dynamic behavior assessment [8–11]. It is also important as most of the applications support object-oriented paradigm and the applicability of those paradigm is extremely important prerequisite for these types of framework. Figure 1 shows the fault detection and deployment process. It consists of process, prediction and deployment.

*Author for correspondence

1

Figure 1 Fault detection and deployment process

The main objective of this paper are as follows:
1. To explore the methodological possibilities and applicability in the fault detection and assessment.
2. To explore the object-oriented parameters metrics which may be useful in the direction of detection and allow the code reusability and effectiveness.
3. To explore the ways to enhance the code capability.
4. To explore the applicability of machine learning, artificial intelligence and clustering techniques for the fault detection.

2. Literature survey
In 2015, Malhotra and Khanna [12] discussed about the defect correction and its evolution. They have suggested the use of different statistical techniques like machine learning and search-based techniques. They have assessed the performance of different machine learning algorithms and search-based techniques. Their results support inter-project validation.

In 2015, Kumar and Rath [13] discussed about fault prediction system. They have proposed a cost evaluation model for the analysis. This analysis has been presented for the fault’s misclassification. They have considered Chidamber and Kemerer (CK) metrics. They have considered logistic regression and the combination of neural network and particle swarm optimization (PSO) combination for the design. Their results show improved results in case of cost reduction.

In 2015, Harmanani et al. [14] presented different metrics. It is for the estimation for the software quality and measurable attributes. They have presented ant colony optimization (ACO). It has been used for the accuracy prediction. They have compared and analyzed the accuracy results. It is based on the intensify search.

In 2015, Suresh [15] discussed about the fault prone identification. They have evaluated meta-heuristic search techniques. It has been evaluated based on Apache integration framework. For the prediction model they have considered genetic algorithm and PSO. Their results show the improvement in terms of accurate fault classification.

In 2016, Suresh [16] discussed about the software product quality estimation. It has been discussed based on detection and prediction of faults. They have considered different classifiers. They have also considered Chidamber and Kemerer Metric suite. Their results show the effectiveness of logistic regression.

In 2016, Jain and Chug [17] discussed about the object-oriented measuring parameters like cohesion, coupling, polymorphism and inheritance. The main objective of the software quality assurance is defect prediction, maintainability prediction, cost estimation and debugging. They have suggested regarding the dynamic measurement of the software. Their results shows the effectiveness of dynamic measure.

In 2016, Malhotra et al. [18] discussed about the software development. It has been discussed and developed based on the software system lead and their development. They have discussed the importance of advanced prediction of the software faults. They have considered and analyzed 17 machine learning algorithms. It has been considered for determining the prone classes. It has been discussed in terms of object-oriented software. It has been evaluated statistically. Their results show the predictive capability of machine learning algorithms.

In 2017, Nanda et al. [19] discussed about the software quality evaluation and process development. They have considered different classifiers. They have also considered Chidamber and Kemerer Metric suite. Their results show the effectiveness of logistic regression.

In 2017, Boucher and Badri [20] discussed about the fault-proneness prediction. They have suggested that the literature supports the use of supervised learning algorithms for the same. They have adopted HySOM approach. It has been adopted for the code metrics calculation for the prediction of the fault-prone functions. It has been considered for the source code metrics threshold values. They have experimented on 12 datasets available publicly on the data repository. They have compared different supervised algorithms like naive Bayes, artificial neural network and random forest algorithms.

In 2017, Kartha et al. [22] discussed about the software reliability. They have discussed about the software error removal process. It has been discussed based on the development lifecycle. These cause the propagation of different errors and different dependent modules. Their study addresses the software defect aspect.

In 2018, Tripathi et al. [23] discussed about the service-oriented architecture. It has been discussed for the software quality parameter analysis. They have considered quality of service parameters for the analysis of different programming paradigm for the
consideration of quality metrics. They have considered java files. They have considered 16 different aggregate measures. They have suggested that feature selection technique is not fit for prediction accuracy improvement.

In 2018, McCORMAC et al. [24] discussed about the truncated signed distance function reconstructions. It has been constructed based on the 3D foreground mask. They have considered RGB-D sequences for the validation of the object sequences.

In 2018, Aktaş and Buzluca [25] discussed about the complexity of advanced software systems. The main objective of their work is to eliminate design defects and testing codes reduction. They have suggested that the training of the models may affect the detection system accuracy. So, they have considered some of the important metrics. For this they have considered error rates. They have used correlation-based feature selection and principal component analysis for the extraction of the subset. Then they have applied random forest classification for the determination of error-prone classes.

In 2019, Alakus et al. [26] discussed about the quality and measurements in case of software reliability. They have considered faults, bugs and errors. They have analyzed different metrics. The software survival is based on the errors based on the recommendation and different quality metrics.

In 2019, Merzah [27] discussed about the development process. They have suggested the development of high-quality systems and the code quality. They have suggested that the object-oriented metrics can be helpful in the case of code quality measurement. They have proposed to use the code test levels for the investigation and object-oriented metrics calculation. They have considered the design smells also. They have combined the object-oriented metrics with mining algorithms for the calculation of envy features.

In 2019, KS [28] discussed about the object-oriented software development. They have discussed about the structure of the code, reliability of the software along with the code determination. The object-oriented quality measurements are inheritance, effects of coupling, code complexity and size aspects. Their main aim is to correlate the relationship between the object-oriented software and its design.

In 2019, Samir et al. [29] discussed about the software defects. They have considered different defect predictions models for the same purpose. They have suggested that early prediction model relies on statistical approaches. They have considered deep neural network. It has been considered for software defect prediction.

3. Discussion and comparative analysis

Based on the previous literature it has been found that different approaches have been used for the analysis of fault detection. Based on the literature it has been found that single algorithm is not suitable for the fault detection as the proper classification needs different levels of preprocessing and other filtrations. So, the classification accuracy has been found to be improved in case of hybrid algorithms as the applicability and capability of hybrid algorithms is found to be better in different sorts of classification problem. Table 1 shows regarding different approaches and its applicability.

| S. No | Reference | Approach used | Applicability | Results |
|-------|-----------|---------------|---------------|---------|
| 1     | [30]      | Defect detection in case of C++ | It has been used for checking the operator overloading scenario. The limitation is in the use of virtual function applicability with inheritance properties. | Their approach is capable in handling exception handling programs also. |
| 2     | [31]      | Machine learning methods for software fault prediction | They have applied linear regression, logistic regression, and artificial neural network methods for software fault prediction. It has been applied on Chidamber and Kemerer (CK) metrics. Apache integration framework have been used for the comparison. | Their method is helpful in fault classification with three neural network models. |
| 3     | [32]      | Improved software fault prediction | They have applied feature selection with data balancing approach for oversampling techniques. It has been used for the classification performance improvement. | The highest receiver operating characteristic has been achieved based on random forests and |
4. Problem identification
The following problems have been identified based on the literature discussed and analyzed.
1. There is the need of considering wide variability of object-oriented parameters.
2. The object-oriented parameters may be considered jointly to consider the reusability and dynamic behavior recognition.
3. There is the need of fault classification based on the hybridization of machine learning algorithms.
4. There is the need of classifying the fault based on different classes so that class-based faults can be categorized in simple manner.
5. There is the need of decision support system for the computation of fault-based behaviors so that it can be recognized easily.

5. Conclusion
In this paper a survey and analysis has been presented based on the object-oriented quality prediction through artificial intelligence and machine learning. The software faults can be predicted better based on the object-oriented features. The major object-oriented features considered here for the fault metrics are class, object, inheritance and dynamic behavior. Different method has been considered for the review and analysis. Mostly machine learning and artificial intelligence algorithms have been used. The analysis of literature suggest that the single algorithm is not suitable for the fault detection as the proper classification needs different levels of preprocessing and other filtrations.
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