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Abstract

Let $R$ be a normal noetherian ring with quotient field $K$ and let $A$ be an $R$-algebra which is free and finitely generated as an $R$-module, and which splits over $K$. We are interested in the specializations $A(p) := k(p) \otimes_R A$ of $A$ in prime ideals $p$ of $R$. Here, $k(p)$ is the residue field of $R$ in $p$. We show that the set of all prime ideals $p$ of $R$ such that the decomposition morphism $d^G_0 : G_0(A^K) \to G_0(A(p))$ as introduced by Geck–Rouquier exists and is trivial, forms a dense subset of $\text{Spec}(R)$. Hence, decomposition morphisms are generically trivial. Moreover, if $A(p)$ splits for all $p$, we show that this set is even open.

§1. Introduction

In modular representation theory of finite groups the technique of $p$-modular reduction is well-established and an important tool. Among others, it leads to the notion of decomposition matrices and the Brauer–Cartan triangle (see for example [4]). The constructions rely on some ring-theoretic methods but all that is essentially needed are localizations of Dedekind domains and properties of modules over discrete valuation rings. This setting has been extended in various ways to include further classes of algebras, for example Hecke algebras. We mention here Geck–Rouquier [9] (who introduce a formal characterization of decomposition morphisms, see also Geck–Pfeiffer [8] for a general exposition) and Du–Parshall–Scott [5] (who work with regular rings of dimension at most two). The extension from one-dimensional base rings in the classical setting to general base rings (and general algebras) also brings along geometric questions, and one of these is the topic of this article.

To understand the reason for these generalizations note that we can consider the prime ideals of the base ring $R$ of an $R$-algebra $A$ as parameters for $A$. We can then specialize the algebra $A$ in a prime ideal $p$ by passing to the algebra $A(p) = k(p) \otimes_R A$, where $k(p)$ is the residue field in $p$, and can ask how the representation theory of $A(p)$ varies with $p$. This is really the generalization of what is going on in modular representation theory of a finite group $G$. Here, one studies the algebra $A = \mathcal{O}G$ for the ring of integers $\mathcal{O}$ in a number field $K$. The specialization in a prime $p$ of $\mathcal{O}$ is the
group algebra of $G$ over a finite field of characteristic $p$, where $(p) = \mathbb{Z} \cap p$, so the question here is to understand the representation theory of $G$ in all characteristics. In this case it is a classical fact that the representation theory of $G$ is essentially the same as the one of $KG$ for almost all $p$. But what about the analog of this question in the general setting? Is it true that the representation theory of $A(p)$ remains essentially the same for almost all $p$? In this article we give a positive answer to this question under very mild conditions (see 2.7 for the precise formulation of this question and theorem 6.4 for the main result). The theory of decomposition morphisms and our result provide a way of systematically studying the representation theory of $A(p)$ for all $p$.

More recent applications of decomposition morphisms in the case of (restricted) rational Cherednik algebras (see [1] and [16]) led us to consider a very general setting in which we assume almost nothing instead of the base ring being normal and noetherian. As Hecke algebras are generically semisimple one can use Schur elements to derive some properties of decomposition morphisms (see [8]). This is not true for Cherednik algebras, however, and this is why we cannot use such methods here and why we consider such a general setup.

Our approach relies on a result by Grothendieck about the existence of discrete valuation rings. This has a major impact on the theory of decomposition morphisms and allows us to generalize arguments by Geck [7]. These form one ingredient of our result, the other consisting of the concept of generic properties we will introduce.
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§2. Decomposition morphisms

2.1. To simplify notations, we say that an algebra $A$ over a commutative ring $R$ is free if it is a free $R$-module, and we say that $A$ is finite if $A$ is a finitely generated $R$-module. Except for some intermediate results, we will always consider the following setup:

| $R$ is a normal (not necessarily noetherian) ring with quotient field $K$ and $A$ is a finite free $R$-algebra which splits over $K$. |

We prefer to point out where exactly noetherianness of the base ring is assumed and we therefore did not include it in our assumption.

2.2. For a prime ideal $p$ of $R$ we denote by $k(p)$ the residue field of $R$ in $p$, i.e., the quotient field of $R/p$, and we call

$$A(p) := k(p) \otimes_R A \cong k(p) \otimes_{R/p} A/pA \cong k(p) \otimes_{R_p} A_p$$

the specialization (or fiber) of $A$ in $p$. This is a $k(p)$-algebra of the same dimension as $A$. In more geometric terms, $A(p)$ is the stalk at $p$ of the $\mathfrak{O}_X$-algebra on the affine scheme $X := \text{Spec}(R)$ defined by $A$. We call the specialization $A(0) = A^K$ in the generic point (0) of Spec($R$) the generic fiber of $A$. We denote by $\theta_A^p : A \to A(p)$ the
canonical morphism. Moreover, we define $A|_p := R/p \otimes_R A \cong A/pA$, which can be considered as the restriction of $A$ to the closed subscheme $V(p)$ of $\text{Spec}(R)$.

2.3 Definition. If $p$ is a prime ideal of $R$, let us call an $A$-gate in $p$ any valuation ring $\mathcal{O}$ between $R$ and $K$ with maximal ideal $m$ such that $R \cap m = p$ and such that the canonical morphism $\gamma_A^{p,m} : G_0(A(p)) \rightarrow G_0(A^\mathcal{O}(m))$ of Grothendieck groups (zeroth $K$-group of the category of finitely generated modules) induced by the residue field extension $k(p) \hookrightarrow k(m)$ is an isomorphism.

2.4. The first condition on $\mathcal{O}$ is independent of $A$ and it is a standard commutative algebra fact that there always exists such a valuation ring (see for example [10, 5.1]). This follows essentially from the fact that valuation rings are precisely maximal elements in the set of local subrings of a field (see [2, VI.1.2]). The second condition on the invertibility of $\gamma_A^{p,m}$ holds for example if $A(p)$ splits. Although this is the usual assumption, note, however, that if $R$ is a Prüfer domain (which in the noetherian case is precisely a Dedekind domain), then the localization $R_p$ is already an $A$-gate in $p$ without having to assume that $A(p)$ splits.

If $\mathcal{O}$ is an $A$-gate in $p$, then it is a further standard fact (see [8, 7.3.7]) that any finitely generated $A^K$-module $V$ admits an $\mathcal{O}$-free $A^\mathcal{O}$-structure, i.e., there exists an $\mathcal{O}$-free $A^\mathcal{O}$-module $\tilde{V}$ such that $V \cong A^K \otimes_{A^\mathcal{O}} \tilde{V}$ as $A^K$-modules. This follows essentially from the fact that finitely generated torsion free modules over a valuation ring are already free (see [10, 5.2]).

2.5. The main result by Geck–Rouquier [9] (see also Geck–Pfeiffer [8, 7.4.3]) on decomposition morphisms can be reformulated as stating that if there exists an $A$-gate in $p$, then there exists a unique group morphism

$$d_A^p : G_0(A^K) \rightarrow G_0(A(p))$$

of Grothendieck groups satisfying the following property: for any $A$-gate $\mathcal{O}$ in $p$ with maximal ideal $m$ and for any finitely generated $A^K$-module $V$ and any $\mathcal{O}$-free $A^\mathcal{O}$-structure $\tilde{V}$ of $V$ we have

$$d_A^p([V]) = (\gamma_A^{p,m})^{-1}([\tilde{V}/m\tilde{V}]) .$$

The essence of this theorem is that $d_A^p$ is independent of the choice of the $A$-gate and that it is a well-defined group morphism. We call this morphism the $A$-decomposition morphism in $p$.

2.6 Remark. The precise assumptions for the existence of decomposition morphisms have been worked out in general in [16, §8] and we mention some of the results here. First of all, the morphism $\gamma_A^{p,m}$ is always injective (see [16, §4]), so it is enough to look for surjectivity of $\gamma_A^{p,m}$. Moreover, it is proven in [16, §8] that the Brauer–Nesbitt map (see [8, 7.3.1]) is always injective so that an implicit assumption in [9] and [8] for the existence of decomposition morphisms is actually superfluous and 2.5 really holds in this generality. Another important aspect is that one can consider $d_A^p$ for a fixed $A$-gate $\mathcal{O}$ and can ask whether this assignment $d_A^p(\mathcal{O})$ exists. This has been proven in [16, §8] to be true without any additional assumptions. The only question is then the independence of $d_A^p(\mathcal{O})$ from $\mathcal{O}$ and this holds for example when $R$ is normal what we assume throughout. At last, we point out that in case $\mathcal{O}$ is a discrete valuation ring,
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the proof of the existence of $d^p_A$ can be simplified by employing an argument by Serre (see the proof of [4, 16.16]) which does not use Brauer–Nesbitt maps. In case $R$ is noetherian one can indeed always find a discrete valuation ring $\mathcal{O}$ above $p$ due to a theorem by Grothendieck which plays a central role in this article (see 3.6). This fact seems not to be well-known.

2.7. We say that a decomposition morphism $d^p_A$ is trivial if it induces a bijection between the simple $A^K$-modules and the simple $A(p)$-modules. If we choose as bases of the Grothendieck groups systems of representatives of the isomorphism classes of the simple modules, this means precisely that the matrix $D^p_A$ of $d^p_A$ in these bases is a permutation matrix. In this article we are interested in geometric properties of the subset

$$\text{DecGen}(A) := \{ p \in \text{Spec}(R) \mid d^p_A \text{ exists and is trivial} \} \subseteq \text{Spec}(R)$$

and we show that it is always dense in $\text{Spec}(R)$ if $R$ is noetherian (see theorem 6.4). This means intuitively that Zariski almost all specializations of $A$ look like the generic fiber of $A$ from the representation-theoretic point of view. Hence, once we know the simple modules of the generic fiber we know them for Zariski almost all specializations. In case $A(p)$ splits for all $p$ we furthermore prove that this set is indeed an open subset so that its complement $\text{DecEx}(A)$ is closed and one can continue the study of the specializations of $A$ by restricting $A$ to $\text{DecEx}(A)$. This result is of high theoretical and practical value for the representation theory of any algebra involving parameters like Hecke algebras [3] or Cherednik algebras [6].

2.8. So far, geometric properties of $\text{DecGen}(A)$ have not been worked out in general. Geck [7, §2] shows that if $R$ is a Dedekind domain, then $d^p_A$ is a trivial for all but finitely many $p \in \text{Spec}(R)$, implying that $\text{DecGen}(A)$ is open. Even this one-dimensional situation is hard to solve and it gets much harder if we do not want to restrict the dimension of the base ring. Geck’s arguments, however, still form an important ingredient of our approach showing that $\text{DecGen}(A)$ is dense but we first have to establish them in our general context. On top of this we introduce several new concepts to tackle the general situation and to prove that $\text{DecGen}(A)$ is even open provided that $A(p)$ splits for all $p$.

§3. Connection with the Jacobson radical

Our strategy is not to work with the set $\text{DecGen}(A)$ directly but to use a connection to the behavior of the Jacobson radical under specialization. The starting point is the following proposition, where we denote by $j(A)$ the Jacobson radical of a ring $A$.

3.1 Proposition. Let $p \in \text{Spec}(R)$ and suppose that $A(p)$ splits. If $d^p_A$ is trivial, then $\dim_K j(A^K) = \dim_k j(A(p))$.

Proof. Let $(S_i)_{i \in I}$ be a system of representatives of the isomorphism classes of simple $A^K$-modules. Then by assumption $(d^p_A([S_i]))_{i \in I}$ is a system of representatives of the isomorphism classes of simple $A(p)$-modules. Note that $d^p_A$ preserves dimensions by
definition. Since both $A^K$ and $A(p)$ split, we have by [14, 7.8] the equality
\[ \dim_K j(A^K) + \sum_{i \in I} (\dim_K S_i)^2 = \dim_K A^K = \dim_{k(p)} A(p) \]
\[ = \dim_{k(p)} j(A(p)) + \sum_{i \in I} (\dim_{k(p)} d^p_A([S_i]))^2 \]
\[ = \dim_{k(p)} j(A(p)) + \sum_{i \in I} (\dim_K S_i)^2 \]
and therefore $\dim_K j(A^K) = \dim_{k(p)} j(A(p))$ as claimed. \hfill \Box

3.2. The proposition implies that
\[ \text{DecGen}(A) \cap \text{Spl}(A) \subseteq \text{JacDimGen}(A) \cap \text{Spl}(A) , \]
where
\[ \text{JacDimGen}(A) := \{ p \in \text{Spec}(R) \mid \dim_K j(A^K) = \dim_{k(p)} j(A(p)) \} \]
and
\[ \text{Spl}(A) := \{ p \in \text{Spec}(R) \mid A(p) \text{ splits} \} . \]
If the converse inclusion of (1) would hold and we could show that $\text{JacDimGen}(A) \cap \text{Spl}(A)$ is dense, then also $\text{DecGen}(A)$ would be dense so that decomposition morphisms would be generically trivial. Our aim in this paragraph is to show that the converse inclusion indeed holds provided that $R$ is noetherian. In the following paragraphs we then show the desired geometric properties.

3.3. To understand the set $\text{JacDimGen}(A)$ we need a way to compare the Jacobson radical of the generic fiber with the Jacobson radical of a specialization. To this end, we need some results about the behavior of submodules under scalar extension. If $\theta: R \to S$ is a morphism into a commutative ring $S$, we set $A^S := \theta^* A = S \otimes_R A$. The natural ring morphism $\theta_A: A \to A^S$, $a \mapsto 1 \otimes a$, induces the scalar extension functor $\theta^*_A: A\text{-Mod} \to A^S\text{-Mod}$. If $V$ is an $A$-module, then $\theta^*_A V = A^S \otimes_A V$ is an $A^S$-module whose underlying $S$-module structure is the one of $V^S$. Furthermore, we have a natural map $\theta_V: V \to V^S$, $v \mapsto 1 \otimes v$, and this map allows us to set up a relation between $A$-submodules of $V$ and $A^S$-submodules of $V^S$. Namely, if $U \subseteq V$, we set $\text{ext}_V^S(U) := \langle \theta_V(U) \rangle_{A^S} \subseteq V^S$ and $\text{con}_V^S(W) := \theta_V^{-1}(W) \subseteq V$ for $W \subseteq V^S$. If $\theta_V$ is injective, we can identify $V$ with a subset of $V^S$ and then we have $\text{con}_V^S(W) = V \cap W$. This holds for example if $\theta$ is the localization morphism for a multiplicatively closed subset $\Sigma \subseteq R$ and $V$ is $\Sigma$-torsion free. In this case [2, II, §2.2, Proposition 4] implies moreover that $\text{ext}_V^S \circ \text{con}_V^S(W) = W$ for any $W \subseteq V^S$ and that the image of $\text{con}_V^S$ consists of all submodules $U \subseteq V$ such that the quotient $V/U$ is $\Sigma$-torsion free.

Using right-exactness of $\theta^*_A$ it is easy to see that if $f: V \to W$ is a surjective morphism of $A$-modules, then $\text{Im}(\theta^*_A f) = \theta^*_A W$ and $\text{Ker}(\theta^*_A f) = \text{ext}_V^S(\text{Ker}(f))$. In particular, if $U$ is a submodule of $V$, then $\theta^*_A (V/U) \cong \theta^*_A V / \text{ext}_V^S(U)$ canonically. We will use this several times later.

Now, if $J$ is a $K$-subspace of $A^K$, then due to the canonical $A$-structure $A$ of $A^K$ we can construct for any $p \in \text{Spec}(R)$ canonically a subvector space $J(p)$ of $A(p)$ derived from $J$, namely
\[ J(p) := \text{ext}^k_{A_p} \circ \text{con}^k_{A_p}(J) = k(p) \otimes_{R_p} (A_p \cap J) . \]
The following lemma sets up a first relation between \( j(A^K) \) and \( j(A(p)) \).

**3.4 Lemma.** For any \( p \in \text{Spec}(R) \) the relation \( j(A(p)) \supseteq j(A^K)(p) \) holds.

**Proof.** Since \( A^K \) is artinian, its Jacobson radical is nilpotent. Hence, \( \text{con}_{A_p}^K(j(A^K)) = A_p \cap j(A^K) \) and so \( j(A^K)(p) \) is nilpotent. This implies that \( j(A^K)(p) \) is contained in \( j(A(p)) \).

Now, we are ready to make the first step in proving the converse inclusion of (1). The following theorem is a very general version of Tits’s deformation theorem and is based on arguments by Geck [7] but is put in a much more general context.

**3.5 Theorem.** Let \( p \in \text{Spec}(R) \) and suppose that \( A(p) \) splits. Suppose furthermore that there exists an \( A \)-gate \( \mathcal{O} \) in \( p \) which is a discrete valuation ring. If \( \dim_k(j(A(p))) = \dim_K j(A^K) \), then \( \delta_p^A \) is trivial.

**Proof.** Let \( m \) be the maximal ideal of \( \mathcal{O} \). We first show that the Jacobson radical of the specialization \( A^\mathcal{O}(m) \) is equal to the specialization of \( j(A^K) \) in \( m \). By 3.4 we have

\[
\text{ext}^{k(m)}_{A^\mathcal{O}} \circ \text{con}_{A^\mathcal{O}}^K(j(A^K)) \subseteq j(A^\mathcal{O}(m)).
\]

(2)

Since \( A^\mathcal{O} \) is \( \mathcal{O} \)-torsion free, also \( \text{con}_{A^\mathcal{O}}^K(j(A^K)) \leq A^\mathcal{O} \) is \( \mathcal{O} \)-torsion free and thus free since \( \mathcal{O} \) is a discrete valuation ring. Moreover, by 3.3 we have

\[
\text{ext}^{k(m)}_{A^\mathcal{O}} \circ \text{con}_{A^\mathcal{O}}^K(j(A^K)) = j(A^K)
\]

and therefore

\[
\dim_k(j(A^\mathcal{O}(m))) = \dim_k(j(A(p))) = \dim_K j(A^K) = \dim_k(j(A^K)(m)).
\]

(3)

Combining this with equation (3) and our assumption, we see that

\[
\dim_k(j(A^\mathcal{O}(m))) = \dim_k(j(A(p))) = \dim_K j(A^K) = \dim_k(j(A^K)(m)).
\]

Because of this, we must already have equality in (2), so

\[
j(A^K)(m) = \text{ext}^{k(m)}_{A^\mathcal{O}} \circ \text{con}_{A^\mathcal{O}}^K(j(A^K)) = j(A^\mathcal{O}(m)).
\]

(4)

We know from 3.3 that the quotient \( \tilde{A} := A^\mathcal{O} / \text{con}_{A^\mathcal{O}}^K j(A^K) \) is \( \mathcal{O} \)-torsion free and thus already \( \mathcal{O} \)-free of finite dimension since \( \mathcal{O} \) is a discrete valuation ring. According to 3.3 we have

\[
\tilde{A}^K = (A^\mathcal{O} / \text{con}_{A^\mathcal{O}}^K j(A^K))^{K} \cong A^K / (\text{ext}^{k(m)}_{A^\mathcal{O}} \circ \text{con}_{A^\mathcal{O}}^K j(A^K)) = A^K / j(A^K).
\]

Hence, \( \tilde{A}^K \) is semisimple, and it is also split as a quotient of a split algebra. Furthermore, the canonical morphism

\[
G_0(A^K) \to G_0(A^K / j(A^K)) = G_0(\tilde{A}^K)
\]

clearly is trivial. Because of equation (3) also

\[
\tilde{A}(m) = \tilde{A}^{k(m)} = (A^\mathcal{O} / \text{con}_{A^\mathcal{O}}^K j(A^K))^{k(m)} \cong A^\mathcal{O}(m) / (\text{ext}^{k(m)}_{A^\mathcal{O}} \circ \text{con}_{A^\mathcal{O}}^K j(A^K))
\]

\[
= A^\mathcal{O}(m) / j(A^\mathcal{O}(m))
\]
is split semisimple and again the canonical morphism
\[ G_0(A^\mathcal{O}(m)) \to G_0(A^\mathcal{O}(m)/j(A^\mathcal{O}(m))) = G_0(\tilde{A}(m)) \]
is trivial. Moreover, since \( A(p) \) splits, the canonical morphism
\[ G_0(A(p)) \to G_0(A(p)^k(m)) = G_0(A^\mathcal{O}(m)) \]
is trivial and so we have a canonical morphism
\[ G_0(A(p)) \to G_0(\tilde{A}(m)) \]
which is trivial.

Now, \( \mathcal{O} \) is an \( \tilde{A} \)-gate in \( p \) and so the decomposition morphism
\[ d^p_A : G_0(\tilde{A}^K) \to G_0(\tilde{A}(m)) \]
exists. According to Tits’s deformation theorem [8, 7.4.6], this morphism is trivial since \( \tilde{A}(m) \) is split semisimple. Once we know that the diagram
\[
\begin{array}{ccc}
G_0(A^K) & \xrightarrow{d^p_A} & G_0(A(p)) \\
\downarrow & & \downarrow \\
G_0(\tilde{A}^K) & \xrightarrow{d^p_A} & G_0(\tilde{A}(m))
\end{array}
\]
commutes, where the vertical morphisms are the morphisms discussed above, we also know that \( d^p_A \) is trivial. It suffices to check commutativity on simple \( A^K \)-modules, so let \( S \) be a simple \( A^K \)-module. Let \( \tilde{S} \) be an \( \mathcal{O} \)-free \( A^\mathcal{O} \)-structure of \( S \). Then
\[ d^p_A([S]) = ([\gamma^p_A]^{-1}([\tilde{S}/m\tilde{S}]), \]
and the image of this element under the right vertical morphism is equal to \([\tilde{S}/m\tilde{S}]\). On the other hand, the image of \([S]\) under the left vertical morphism is again \([S]\) and as \( \tilde{S} \) is also an \( \mathcal{O} \)-free \( \tilde{A} \)-structure of \( S \), we have
\[ d^p_A([S]) = [\tilde{S}/m\tilde{S}] \]. Hence, the diagram commutes and therefore \( d^p_A \) is trivial as claimed.

**3.6.** An essential ingredient in 3.5 is the assumption that we can find an \( A \)-gate which is a *discrete* valuation ring. So far, we just know that there exists a valuation ring. This is a major problem in the theory of decomposition morphisms and this is why many considerations assume that the base ring is a Dedekind domain or assume other quite special settings. We, however, recall here of a theorem by Grothendieck [12, 7.1.7] (see also [11, 15.6]) which states that for any *noetherian* integral domain \( R \) with quotient field \( K \), any *finitely generated* field extension \( L \) of \( K \), and any non-zero prime ideal \( p \) of \( R \) there exists a *discrete* valuation ring \( \mathcal{O} \) between \( R \) and \( L \) with maximal ideal \( m \) and \( R \cap \mathcal{O} = p \). Hence, this problem does not exist when assuming that \( R \) is noetherian and this detail does not seem to be widely known! Our discussion consequently implies the following theorem.

**3.7 Theorem.** If \( R \) is noetherian, then
\[ \text{DecGen}(A) \cap \text{Spl}(A) = \text{JacDimGen}(A) \cap \text{Spl}(A) \, . \]

What we have to do now is to establish geometric properties of the sets \( \text{Spl}(A) \) and \( \text{JacDimGen}(A) \) with our actual aim being to show that they are not only dense
but even open in \( \text{Spec}(R) \). Proving openness turned out to be an intricate problem for which we found a general technique to be discussed in the next paragraph.

§4. Generic properties of algebras

From the definition of the sets \( \text{Spl}(A) \) and \( \text{JacDimGen}(A) \) we see that they always involve some property \( \mathcal{P} \) of algebras (or of specializations of \( A \)) and then consist of all prime ideals \( p \) such that \( \mathcal{P}(A(p)) \) holds. These properties satisfy a certain stability under localization and restriction which we can use recursively to prove that the above sets are open. This phenomenon led us to introduce an abstract notion of generic properties of algebras culminating in the general openness theorem 4.7.

4.1. First, we have to recall some basic topological notions from algebraic geometry which can be found for example in [13]. A topological space \( X \) is called irreducible if for any decomposition \( X = A \cup B \) with closed subsets \( A \) and \( B \) of \( X \), already \( A = X \) or \( B = X \). This is equivalent to the property that every non-empty open subset of \( X \) is already dense in \( X \). If \( x, y \in X \) are two points in a topological space \( X \) such that \( y \in \{x\} \), then \( y \) is called a specialization of \( x \), and \( x \) is called a generic point of \( y \). A subset \( E \subseteq X \) is called stable under generization (stable under specialization) if it contains all generalizations (specializations) of its points. Clearly, closed subsets are stable under specialization, and hence open subsets are stable under generization.

A generic point of \( X \) is a point \( x \in X \) such that \( X = \{x\} \). The space \( X \) is called sober if every irreducible closed subset of \( X \) has a unique generic point. By a generic neighborhood in an irreducible sober topological space we mean a neighborhood of the generic point of \( X \). A topological space \( X \) is called noetherian if every descending chain of closed subspaces becomes stationary. Note that \( \text{Spec}(R) \) is an irreducible sober topological space with generic point \( (0) \) as we assumed that \( R \) is an integral domain. Furthermore, \( \text{Spec}(R) \) is noetherian if and only if \( R \) is noetherian.

4.2 Definition. Let \( \mathfrak{A} \) be a class of algebras over integral domains. Define

\[
\mathfrak{A} := \{(A, p) \mid A \in \mathfrak{A}, p \in \text{Spec}(R), \text{ where } R \text{ is the base ring of } A\}.
\]

Suppose that \( \mathfrak{A} \) is stable under localization and restriction, i.e., for any \( A \in \mathfrak{A} \) with base ring \( R \) and any \( p \in \text{Spec}(R) \) both \( A_p \) (as an \( R_p \)-algebra) and \( A|_p \) (as an \( (R/p) \)-algebra) are contained in \( \mathfrak{A} \). For a map \( \mathcal{P} : \mathfrak{A} \to \{0, 1\} \) and \( A \in \mathfrak{A} \) with base ring \( R \) we define

\[
\mathcal{P}\text{Gen}(A) := \{p \in \text{Spec}(R) \mid \mathcal{P}(A, p) = 1\}.
\]

We say that \( \mathcal{P} \) is a generic property of \( \mathfrak{A} \) if it satisfies the following conditions for any \( A \in \mathfrak{A} \) with base ring \( R \) and \( (0) \in \mathcal{P}\text{Gen}(A) \):

(a) The set \( \mathcal{P}\text{Gen}(A) \) is a generic neighborhood in \( \text{Spec}(R) \).
(b) If \( p \in \mathcal{P}\text{Gen}(A) \), then:
   (i) \( (0)_p \in \mathcal{P}\text{Gen}(A_p) \).
   (ii) \( p_p \in \mathcal{P}\text{Gen}(A_p) \).
   (iii) If \( q \in \text{Spec}(R) \) with \( p \supseteq q \) and \( q_p \in \mathcal{P}\text{Gen}(A_p) \), then \( q \in \mathcal{P}\text{Gen}(A) \).
   (iv) \( p/p \in \mathcal{P}\text{Gen}(A|_p) \).
   (v) If \( q \in \text{Spec}(R) \) with \( q \supseteq p \) and \( q/p \in \mathcal{P}\text{Gen}(A|_p) \), then \( q \in \mathcal{P}\text{Gen}(A) \).
Our aim is now to establish some geometric properties of the set \( \mathcal{P}_{\text{Gen}}(A) \), and of course we would like it to be open. This seems, however, to be very hard to see directly. What we will first show instead is that \( \mathcal{P}_{\text{Gen}}(A) \) is at least always almost open in the following sense.

4.3 Definition. A subset \( E \) of a topological space \( X \) is almost open if it is stable under generization and if it is a union of locally closed subsets.

4.4. Clearly, arbitrary unions and finite intersections of almost open subsets of a topological space are again almost open. What is central to this article is that we can show that almost open subsets are already open provided that the space is sober and noetherian. To prove this we use a result by Grothendieck–Dieudonné \([13, \text{Chapitre 0, Corollaire 2.4.6}]\) which states that in a noetherian topological space \( X \) a subset \( E \) of \( X \) is open if and only if for each irreducible closed subset \( Y \) of \( X \) the intersection \( E \cap Y \) is either empty or contains a non-empty open subset of \( Y \).

4.5 Theorem. Let \( X \) be a sober noetherian topological space. Then any almost open subset of \( X \) is already open.

Proof. Let \( E \) be an almost open subset of \( X \). Since \( E \) is a union of locally closed subsets, we can write \( E = \bigcup_{\lambda \in \Lambda} U_\lambda \cap Z_\lambda \) for open subsets \( U_\lambda \) and closed subsets \( Z_\lambda \) of \( X \). We will now use the result from \([13]\) mentioned above to show that \( E \) is open. So, let \( Y \) be an irreducible closed subset of \( X \) such that \( E \cap Y \) is non-empty. Since \( X \) is sober, the set \( Y \) has a generic point, i.e., there exists \( \xi \in Y \) such that \( Y = \{\xi\} \). Let \( y \in E \cap Y \). Then \( y \in E \) and since \( E \) is stable under generization and \( \xi \) is a generization of \( y \), also \( \xi \in E \). Hence, there exists \( \lambda \in \Lambda \) such that \( \xi \in U_\lambda \cap Z_\lambda \). But then \( \xi \in Z_\lambda \) and as \( Z_\lambda \) is closed, already \( Y = \{\xi\} \subseteq Z_\lambda \). This shows that \( Y \cap U_\lambda = Y \cap Z_\lambda \cap U_\lambda \subseteq Y \cap E \).

We conclude that \( Y \cap U_\lambda \) is a non-empty open subset of \( Y \) contained in \( Y \cap E \). According to \([13]\), this implies that \( E \) is already open. \( \blacksquare \)

We need the following basic lemma before we can prove that the sets \( \mathcal{P}_{\text{Gen}}(A) \) are almost open.

4.6 Lemma. Suppose that \( R \) is a local integral domain. If \( U \) is a neighborhood in \( \text{Spec}(R) \) containing the maximal ideal of \( R \), then already \( U = \text{Spec}(R) \).

Proof. Since \( R \) is local, every prime ideal of \( R \) is contained in the unique maximal ideal \( \mathfrak{m} \) of \( R \) and is thus a generization of \( \mathfrak{m} \). Since \( U \) is open and thus stable under generization, this implies that \( U = \text{Spec}(R) \). \( \blacksquare \)

4.7 Theorem. Let \( \mathfrak{A} \) be a class of algebras over integral domains which is stable under localization and restriction, and let \( \mathcal{P} \) be a generic property of \( \mathfrak{A} \). If \( A \in \mathfrak{A} \) with base ring \( R \) and \( (0) \in \mathcal{P}_{\text{Gen}}(A) \), then \( \mathcal{P}_{\text{Gen}}(A) \) is an almost open generic neighborhood in \( \text{Spec}(R) \). If \( R \) is noetherian, then \( \mathcal{P}_{\text{Gen}}(A) \) is open.

Proof. To prove that \( \mathcal{P}_{\text{Gen}}(A) \) is almost open we have to show that it is stable under generization and that it is a union of locally closed subsets.
We first show that \( \mathcal{P} \text{Gen}(A) \) is stable under generization. To this end, let \( p \in \mathcal{P} \text{Gen}(A) \). By 4.2(b)(i) we have \((0)_p \in \mathcal{P} \text{Gen}(A_p)\) and therefore \( \mathcal{P} \text{Gen}(A_p) \) is a generic neighborhood in \( \text{Spec}(R_p) \) by 4.2(a). Furthermore, we have \( p_p \in \mathcal{P} \text{Gen}(A_p) \) by 4.2(b)(ii) so that \( \mathcal{P} \text{Gen}(A_p) \) is a neighborhood in \( \text{Spec}(R_p) \) containing \( p_p \). By 4.6 this implies that already \( \mathcal{P} \text{Gen}(A_p) = \text{Spec}(R_p) \). Now, suppose that \( q \in \text{Spec}(R) \) is a genericization of \( p \), i.e., \( p \in \{q\} \). Then \( p \supseteq q \) and \( q_p \in \text{Spec}(R_p) = \mathcal{P} \text{Gen}(A_p) \). By 4.2(b)(iii), this implies \( q \in \mathcal{P} \text{Gen}(A) \). Hence, \( \mathcal{P} \text{Gen}(A) \) is stable under generization.

Now, we prove that \( \mathcal{P} \text{Gen}(A) \) is a union of locally closed subsets. Let \( p \in \mathcal{P} \text{Gen}(A) \). Note that \( Z_p := \text{Spec}(R/p) \) is canonically homeomorphic to the closed subspace \( V(p) \) in \( \text{Spec}(R) \). According to 4.2(b)(iv) we have \( p/p \in \mathcal{P} \text{Gen}(A|_p) \) and therefore \( \mathcal{P} \text{Gen}(A|_p) \) is by 4.2(a) a generic neighborhood in \( Z_p \). Let \( U_p \) be an open neighborhood of \( p/p \) contained in \( \mathcal{P} \text{Gen}(A|_p) \). An element of \( U_p \) can be written as \( q/p \) for some \( q \in \text{Spec}(R) \) such that \( q \supseteq p \). Since \( U_p \subseteq \mathcal{P} \text{Gen}(A|_p) \), we have \( q/p \in \mathcal{P} \text{Gen}(A|_p) \) and so \( q \in \mathcal{P} \text{Gen}(A) \) by 4.2(b)(v). Hence, \( U_p \), considered as a subset of \( \text{Spec}(R) \), is contained in \( \mathcal{P} \text{Gen}(A) \). By definition of the subspace topology on \( Z_p \), we can write \( U_p = Z_p \cap V_p \) with an open subset \( V_p \) of \( \text{Spec}(R) \). Hence,

\[
\mathcal{P} \text{Gen}(A) = \bigcup_{p \in \mathcal{P} \text{Gen}(A)} U_p = \bigcup_{p \in \mathcal{P} \text{Gen}(A)} Z_p \cap V_p
\]

and this is a union of locally closed subsets. \( \blacksquare \)

§5. The split locus

In this paragraph we show that the split locus \( \text{Spl}(A) \) is always an almost open subset of \( \text{Spec}(R) \) by showing that “being split” is a generic property in the sense of the last paragraph. The proof of this already contains some key arguments to be used in the proof of our main result.

We will use the following result due to Bonnafé–Rouquier which is proven in [1, proposition C.2.11] in the context of the behavior of blocks under specialization. We give it in a more general form here but prove it by the same arguments.

5.1 Proposition. Let \( \mathcal{F} \subseteq A^K \) be a finite subset. Then

\[
\text{Gen}_A(\mathcal{F}) := \{ p \in \text{Spec}(R) \mid \mathcal{F} \subseteq A_p \}
\]

is an open generic neighborhood in \( \text{Spec}(R) \).

Proof. For an element \( \alpha \in K \) we define \( I_\alpha := \{ r \in R \mid r \alpha \in R \} \). This is an ideal in \( R \) and it has the property that \( \alpha \in R_p \) if and only if \( I_\alpha \not\subseteq p \). To see this, suppose that \( \alpha \in R_p \). Then we can write \( \alpha = x^r \) for some \( x \in R \setminus p \). Hence, \( x \alpha = r \in R \) and therefore \( x \in I_\alpha \). Since \( x \not\notin p \), it follows that \( I_\alpha \not\subseteq p \). Conversely, if \( I_\alpha \not\subseteq p \), then there exists \( x \in I_\alpha \) with \( x \not\notin p \). By definition of \( I_\alpha \) we have \( x \alpha =: r \in R \) and since \( x \not\notin p \), we can write \( \alpha = \frac{r}{x} \in R_p \).

Now, let \( (a_1, \ldots, a_n) \) be an \( R \)-basis of \( A \). Then we can write every element \( f \in \mathcal{F} \) as \( f = \sum_{i=1}^n a_{f,i} a_i \) with \( a_{f,i} \in K \). Let

\[
I := \prod_{f \in \mathcal{F}, i \in [1,n]} I_{a_{f,i}} \subseteq R.
\]
Then by the properties of the ideals $I_a$ we have the following logical equivalences:

\[
(\mathcal{F} \subseteq A_p) \iff (\alpha_{f,i} \in R_p \ \forall f \in \mathcal{F}, i \in [1,n])
\]

\[
\iff (I_a \nsubseteq \mathfrak{p} \ \forall f \in \mathcal{F}, i \in [1,n])
\]

\[
\iff (I \nsubseteq \mathfrak{p}),
\]

the last equivalence following from the fact that $\mathfrak{p}$ is prime. Hence,

\[
\text{Spec}(R) \setminus \text{Gen}_A(\mathcal{F}) = V(I) ,
\]

implying that $\text{Gen}_A(\mathcal{F})$ is an open subset of $\text{Spec}(R)$.

\[\blacksquare\]

**5.2 Corollary.** If $\mathcal{F} \subseteq A^K$ is a (not necessarily finite) subset, then the set

\[
\{ p \in \text{Spec}(R) \mid \mathcal{F} \cap A_p \neq \emptyset \}
\]

is an open generic neighborhood of $\text{Spec}(R)$.

**Proof.** The given set is clearly equal to $\bigcup_{f \in \mathcal{F}} \text{Gen}_A(\{f\})$ and as each set $\text{Gen}_A(\{f\})$ is an open generic neighborhood by 5.1, so is the given set. \[\blacksquare\]

Our proof of the density of $\text{Spl}(A)$ is based on arguments by Geck [7]. The key idea is to consider the behavior of vector space morphisms from $A^K$ into split semisimple $K$-algebras upon reduction modulo prime ideals of $R$. The following proposition shows that the set of prime ideals where such a morphism has “good reduction” is indeed open.

**5.3 Proposition.** Let $\psi : A^K \rightarrow \prod_{l=1}^{n} \text{Mat}_{n_l}(K)$ be a surjective morphism of $K$-modules. When considering $\prod_{l=1}^{n} \text{Mat}_{n_l}(R_p)$ canonically as a subset of $\prod_{l=1}^{n} \text{Mat}_{n_l}(K)$, then the sets

\[
\text{Gen}_{\mathcal{A}}^\psi(p) := \{ p \in \text{Spec}(R) \mid \psi(A_p) \subseteq \prod_{l=1}^{n} \text{Mat}_{n_l}(R_p) \},
\]

\[
\text{Gen}_{\mathcal{A}}^\psi(p) := \{ p \in \text{Spec}(R) \mid \psi(A_p) \supseteq \prod_{l=1}^{n} \text{Mat}_{n_l}(R_p) \},
\]

and

\[
\text{Gen}_{\mathcal{A}}(\psi) := \{ p \in \text{Spec}(R) \mid \psi(A_p) = \prod_{l=1}^{n} \text{Mat}_{n_l}(R_p) \}
\]

are open generic neighborhoods in $\text{Spec}(R)$.

**Proof.** Let $\mathcal{B} := (b_i)_{i=1}^{m}$ be a basis of $A^K$ such that $(b_i)_{i=1}^{r}$ is a basis of $\text{Ker}(\psi)$ and $(\psi(b_i))_{i=r+1}^{m}$ is an $R$-basis of $\prod_{l=1}^{n} \text{Mat}_{n_l}(R) \subseteq \prod_{l=1}^{n} \text{Mat}_{n_l}(K)$. This is possible since $A^K / \text{Ker}(\psi) \cong \prod_{l=1}^{n} \text{Mat}_{n_l}(K)$ and so one can choose $(b_i)_{i=r+1}^{m}$ to map for example in each component to the elementary matrices.

To prove the assertion for the first set, let $\mathcal{A} := (a_i)_{i=1}^{m}$ be an $R$-basis of $A$. The $K$-linearity of $\psi$ and the fact that $(a_i)_{i=1}^{m}$ is also an $R_p$-basis of $A_p$ for all $p \in \text{Spec}(R)$ implies the equality

\[
\text{Gen}_{\mathcal{A}}^\psi(\psi(a_i) \in \prod_{l=1}^{n} \text{Mat}_{n_l}(R_p) \ \text{for all } i = 1, \ldots, m}.
\]
We can write each basis element $a_i$ uniquely as $a_i = \sum_{j=1}^{m} \alpha_{ij} b_j$ with $\alpha_{ij} \in K$. As $(\psi(b_i))_{i=r+1}^{m}$ is an $R$-basis of $\prod_{i=1}^{n} \text{Mat}_{n_i}(R)$, it is also an $R_p$-basis of $\prod_{i=1}^{n} \text{Mat}_{n_i}(R_p)$ and since

$$\psi(a_i) = \psi \left( \sum_{j=1}^{m} \alpha_{ij} b_j \right) = \sum_{j=1}^{m} \alpha_{ij} \psi(b_i) = \sum_{j=r+1}^{m} \alpha_{ij} \psi(b_i),$$

the uniqueness of the basis representation implies that the element $\psi(a_i)$ is contained in $\prod_{i=1}^{n} \text{Mat}_{n_i}(R_p)$ if and only if $\alpha_{ij} \in R_p$ for all $i = 1, \ldots, m$ and all $j = r+1, \ldots, m$.

Hence,

$$\text{Gen}^C_A(\psi) = \text{Gen}_R((a_{ij})_{i=1,\ldots,m}^{j=r+1,\ldots,m}),$$

and this is an open generic neighborhood by 5.1.

Now we consider the assertion for the second set. It is obvious that

$$\text{Gen}^A_A(\psi) = \bigcap_{x \in \prod_{i=1}^{n} \text{Mat}_{n_i}(R_p)} \{ p \in \text{Spec}(R) \mid \psi^{-1}(x) \cap A_p \neq \emptyset \} \subseteq \bigcap_{i=r+1}^{m} \{ p \in \text{Spec}(R) \mid \psi^{-1}(\psi(b_i)) \cap A_p \neq \emptyset \}.$$  

But this is actually an equality. To see this, suppose that $p$ is contained in the last (finite) intersection. Then we can choose $c_i \in \psi^{-1}(\psi(b_i)) \cap A_p$ for all $r+1 \leq i \leq m$. Let $A'$ be the $R_p$-span of the $c_i$ in $A_p$. Since $\psi(c_i) = b_i$ and since $(\psi(b_i))_{i=r+1}^{m}$ is an $R$-basis of $\prod_{i=1}^{n} \text{Mat}_{n_i}(R)$ by assumption so that $(\psi(b_i))_{i=r+1}^{m}$ is also an $R_p$-basis of $\prod_{i=1}^{n} \text{Mat}_{n_i}(R_p)$, it follows by $R_p$-linearity that $\psi(A') = \prod_{i=1}^{n} \text{Mat}_{n_i}(R_p)$. Hence, $\psi(A_p) \supseteq \prod_{i=1}^{n} \text{Mat}_{n_i}(R_p)$ and therefore

$$\text{Gen}^A_A(\psi) = \bigcap_{i=r+1}^{m} \{ p \in \text{Spec}(R) \mid \psi^{-1}(\psi(b_i)) \cap A_p \neq \emptyset \}.$$  

As each of the sets in the above finite intersection is an open generic neighborhood by 5.2, also $\text{Gen}^A_A(\psi)$ is an open generic neighborhood.

Finally, since $\text{Gen}_A(\psi) = \text{Gen}^A_A(\psi) \cap \text{Gen}^C_A(\psi)$, it follows that also $\text{Gen}_A(\psi)$ is an open generic neighborhood.

As a last ingredient we will need the following basic lemma.

5.4 Lemma. Suppose that $A$ is a finite-dimensional algebra over a field $K$. Then $A$ splits if and only if there exists a surjective $K$-algebra morphism $\psi : A \to S$ into a split semisimple $K$-algebra $S$ such that $\text{Ker}(\psi)$ is nilpotent. The kernel of any such morphism is already equal to $j(A)$ so that $A/j(A) \cong S$.

Proof. If $A$ splits, then the morphism obtained by the composition $A \to A/j(A)$ with the isomorphism $A/j(A) \cong \prod_{i=1}^{n} \text{Mat}_{n_i}(K)$ by the Artin–Wedderburn theorem satisfies the claimed properties since $A/j(A)$ splits by [15, 7.9]. Conversely, assume that $\psi$ is such a morphism. Since $\text{Ker}(\psi)$ is nilpotent, we have $\text{Ker}(\psi) \subseteq j(A)$. Since $\psi$ is surjective, we have $\psi(j(A)) \subseteq j(S) = 0$ and therefore $j(A) \subseteq \text{Ker}(\psi)$. Hence, $A/j(A) = A/\text{Ker}(\psi) \cong S$ is split and now it follows from [14, 7.9] that $A$ also splits.
5.5 Theorem. The split locus
\[ \text{Spl}(A) := \{ p \in \text{Spec}(R) \mid A(p) \text{ splits} \} \]
is an almost open generic neighborhood in \( \text{Spec}(R) \). If \( R \) is noetherian, it is open.

Proof. Let \( A \) be the class of all finite free algebras over integral domains. This class is certainly stable under localization and restriction. We will show that the function \( \mathcal{P} : \mathfrak{A} \to \{0,1\} \) with \( \mathcal{P}(A,p) = 1 \) if and only if \( A(p) \) splits, is a generic property. To this end, we assume that the generic fiber \( A(0) = A^K \) splits.

First, we show that \( \text{Spl}(A) \) is a generic neighborhood in \( \text{Spec}(R) \). We do this by showing that the set \( \bigcup_{\psi} \text{Gen}_{A}(\psi) \), where \( \psi \) runs over all surjective \( K \)-algebra morphisms \( A^K \to S \) with nilpotent kernel into semisimple \( K \)-algebras, is contained in \( \text{Spl}(A) \). Since \( A^K \) splits, such morphisms exist by 5.4, and since each \( \text{Gen}_{A}(\psi) \) is a generic neighborhood by 5.3, this will show that \( \text{Spl}(A) \) is a generic neighborhood. So, let \( \psi \) be such a morphism and let \( p \in \text{Gen}_{A}(\psi) \). This means by definition that \( \psi \) restricts to a surjective morphism \( \phi := \psi|_{A_p} : A_p \to \prod_{i=1}^{n} \text{Mat}_n(R_p) \). Since \( \text{Ker}(\psi) = j(A^K) \subseteq A^K \) is nilpotent, also
\[ \text{Ker}(\phi) = A_p \cap j(A^K) = \text{con}^K_{A_p}(j(A^K)) \subseteq A_p \]
is nilpotent. The morphism \( \bar{\phi} : A(p) \to \prod_{i=1}^{n} \text{Mat}_n(k(p)) \) induced by \( \phi \) by reducing modulo \( p_p \) is actually the morphism \( (\vartheta_{A_p}^p)^*\phi \). It is clearly surjective and using 3.3 we see that
\[ \text{Ker}(\bar{\phi}) = \text{Ker}(\vartheta_{A_p}^p)^*\phi = \text{ext}^p_{A_p}(\text{Ker}(\phi)) = \text{ext}^p_{A_p}(j(A^K)) = j(A^K)(p) \]
i.e., \( \text{Ker}(\bar{\phi}) \) is just the image of \( \text{Ker}(\phi) \) in \( A(p) \). As \( \text{Ker}(\phi) \) is nilpotent, we thus conclude that also \( \text{Ker}(\bar{\phi}) \) is nilpotent. An application of 5.4 now shows that
\[ j(A^K)(p) = j(A(p)) \quad (5) \]
and that \( A(p) \) splits. Hence, \( p \in \text{Spl}(A) \) and therefore \( \text{Gen}_{A}(\psi) \subseteq \text{Spl}(A) \). This shows that 4.2(a) holds.

Now, let \( p \in \mathcal{P}\text{Gen}(A) \). Then \( A_p((0)_p) \cong A^K \) splits by assumption so that \( (0)_p \in \mathcal{P}\text{Gen}(A_p) \) and 4.2(i) holds. Moreover, \( A_p(p_p) \cong A(p) \) splits by assumption so that \( p_p \in \mathcal{P}\text{Gen}(A_p) \) and 4.2(ii) holds. If \( q \in \text{Spec}(R) \) with \( p \supseteq q \) and \( q_p \in \mathcal{P}\text{Gen}(A_p) \), then, since \( A_p(q_p) \cong A(q) \), also \( A(q) \) splits so that \( q \in \mathcal{P}\text{Gen}(A) \) and 4.2(iii) holds. As \( A|_p(p/p) \cong A(p) \), also \( p/p \in \mathcal{P}\text{Gen}(A_p) \) so that 4.2(iv) holds. Finally, if \( q \in \text{Spec}(R) \) with \( p \supseteq q \) and \( q/p \in \mathcal{P}\text{Gen}(A|_p) \), then, since \( A|_p(q/p) \cong A(q) \), also \( A(q) \) splits and 4.2(v) holds. This finally shows that \( \mathcal{P} \) is a generic property and now the assertion follows from 4.7. ■

5.6 Definition. We say that \( A \) has split fibers if \( \text{Spl}(A) = \text{Spec}(R) \), i.e., \( A(p) \) splits for all \( p \in \text{Spec}(R) \).

§6. Generic behavior of the Jacobson radical

In this final paragraph we show that the set \( \text{JacDimGen}(A) \) is open, which according to 3.7 implies our main results about decomposition morphisms. Again we will show that this set is defined by a generic property.
6.1. We first need a better understanding about the relationship between two specializations \( A(p) \) and \( A(q) \) when \( q \supseteq p \). We have the following commutative diagram

\[
\begin{array}{ccc}
R/q & \longrightarrow & k(q) \\
\uparrow & & \uparrow \\
R/p & \longleftarrow & R \\
\downarrow & & \downarrow \\
k(p) & \longleftarrow & R_p \\
\end{array}
\]

of quotient and localization morphisms, where we already used some canonical isomorphisms. This diagram implies that there are three ways to pass from \( A \) to \( A(p) \), namely

\[
\operatorname{ext}^k_{A_p} \circ \operatorname{ext}_{A_q} \circ \operatorname{ext}_{A} = \operatorname{ext}^k_{A_p} \circ \operatorname{ext}_{A} = \operatorname{ext}^k_{A_p} \circ \operatorname{ext}_{A},
\]

and that there are three ways to pass from \( A \) to \( A(q) \), namely

\[
\operatorname{ext}^k_{A_q} \circ \operatorname{ext}_{A} = \operatorname{ext}^k_{A_q} \circ \operatorname{ext}_{A} = \operatorname{ext}^k_{A_q} \circ \operatorname{ext}_{A}. 
\]

Note that \( A_q(p) \cong A(p) \) and that \( A|_p(q/p) \cong A(q) \) canonically.

To prove that \( \operatorname{JacDimGen}(A) \) is dense, we show that it contains the (dense) subset in the following proposition. Recall from 3.4 that \( j(A(p)) \supseteq j(A^K(p)) \), so following the philosophy of this article it is natural to consider this set.

6.2 Proposition. The set

\[
\operatorname{JacGen}(A) = \{ p \in \operatorname{Spec}(R) \mid j(A(p)) = j(A^K(p)) \}
\]

is an almost open generic neighborhood in \( \operatorname{Spec}(R) \). If \( R \) is noetherian, it is open.

Proof. Let \( \mathfrak{A} \) be the class of all finite free algebras over integral domains. We will show that the function \( \mathcal{P} : \mathfrak{A} \to \{0, 1\} \) with \( \mathcal{P}(A,p) = 1 \) if and only if \( j(A(p)) = j(A^K(p)) \) is a generic property. Note that we always have \( (0) \in \mathcal{P}(\operatorname{Gen}(A)) \).

First, we show that \( \operatorname{JacGen}(A) \) is a generic neighborhood in \( \operatorname{Spec}(R) \). Equation (5) in the proof of 5.5 show that if \( p \) is contained in the generic neighborhood \( \bigcup \psi \operatorname{Gen}_A(\psi) \), where \( \psi \) runs over all surjective \( K \)-algebra morphisms \( A^K \to S \) with nilpotent kernel into split semisimple \( K \)-algebras, then

\[
\operatorname{JacGen}(A) = \operatorname{Ker}(\psi)(p) = j(A^K)(p).
\]

Hence, this generic neighborhood is contained in \( \operatorname{JacGen}(A) \), which is thus itself a generic neighborhood.

To prove the properties in 4.2(b) we use the commutative diagram from 6.1 and the canonical isomorphisms throughout. So, let \( p \in \mathcal{P}(\operatorname{Gen}(A)) \). As \( A_p((0)_p) = A^K \), we have

\[
\operatorname{JacGen}(A_p((0)_p)((0)_p)) = j(A^K) = j(A(p)) 
\]

so that \( (0)_p \in \mathcal{P}(\operatorname{Gen}(A_p)) \), proving 4.2(b)(i). Moreover, since \( A_p(p_p) \cong A(p) \), we have

\[
\operatorname{JacGen}(A_p(p_p)) = j(A(p)) = j(A^K)(p) = j(A(p)_{((0)_p)}(p_p)) 
\]
proving 4.2(b)(ii). If \( q \in \text{Spec}(R) \) with \( p \supseteq q \) and \( q_p \in \mathcal{P} \text{Gen}(A_p) \), then, since \( A_p(q_p) \cong A(q) \), we have
\[
j(A(q)) = j((A_p)(q_p)) = j((A_p)(0)_p)(q_p) = j(A^K)(q)
\]
so that \( q \in \mathcal{P} \text{Gen}(A) \) and 4.2(b)(iii) holds. Now, recall that \( A|_p(q/p) \cong A(q) \) for \( q \supseteq p \). In particular, the generic fiber of \( A|_p \) is equal to \( A(p) \). Hence,
\[
j(A|_p(p/p)) = j(A(p)) = j((A|_p(p/p))(p/p))
\]
so that 4.2(b)(iv) holds. Finally, if \( q \in \text{Spec}(R) \) with \( q \supseteq p \) and \( q/p \in \mathcal{P} \text{Gen}(A|_p) \), then
\[
j(A(q)) = j(A|_p(q/p)) = j(A|_p(p/p))(q/p) = \text{ext}_{A|_p}^k \circ \text{con}_{A|_p}^k j(A(p))
\]
\[
= \text{ext}_{A|_p}^k \circ \text{con}_{A|_p}^k j(A^K)(p) = \text{ext}_{A|_p}^k \circ \text{con}_{A|_p}^k \circ \text{ext}_A^k \circ \text{con}_A^k j(A^K)
\]
\[
= \text{ext}_A^k \circ \text{con}_A^k j(A^K) = j(A^K)(q)
\]
This shows that \( q \in \mathcal{P} \text{Gen}(A) \) and so 4.2(b)(v) holds. In total, we have proven that \( \mathcal{P} \) is a generic property and now the assertion follows from 4.7.

6.3 Theorem. If \( R \) is noetherian, then the set
\[
\text{JacDimGen}(A) := \{ p \in \text{Spec}(R) \mid \dim_{k(p)} j(A(p)) = \dim_K j(A^K) \}
\]
is an open generic neighborhood in \( \text{Spec}(R) \).

Proof. Let \( \mathfrak{A} \) be the class of all finite free algebras over noetherian integral domains. We show that the map \( \mathcal{P} : \mathfrak{A} \rightarrow \{0,1\} \) with \( \mathcal{P}(A,p) = 1 \) if and only if \( \dim_{k(p)} j(A(p)) = \dim_K j(A^K) \) is a generic property. Since \( \text{JacDimGen}(A) = \mathcal{P} \text{Gen}(A) \), this will prove the assertion by 4.7.

We always have \((0) \in \mathcal{P} \text{Gen}(A) \) and we have to show that \( \mathcal{P} \text{Gen}(A) \) is a generic neighborhood in \( \text{Spec}(R) \). We know from 5.5 and 6.2 that both \( \text{Spl}(A) \) and \( \text{JacGen}(A) \) are generic neighborhoods. Hence, \( \text{JacGen}(A) \cap \text{Spl}(A) \) is a generic neighborhood and it suffices to show that this intersection is contained in \( \text{JacDimGen}(A) \). So, let \( p \in \text{Spl}(A) \cap \text{JacGen}(A) \). If \( p = (0) \), it is clearly contained in \( \text{JacDimGen}(A) \) and therefore we can assume that \( p \neq (0) \). Because of 3.6 we can choose a discrete valuation ring \( \mathcal{O} \) with maximal ideal \( m \) between \( R \) and \( K \) such that \( R \cap m = p \). Since \( \text{con}_{A_p}^{\mathcal{O}} \circ \text{con}_{A_p}^K j(A^K) = \text{con}_{A_p}^K j(A^K) \), we have
\[
\text{con}_{A_p}^K j(A^K) = \text{ext}_{A_p}^{\mathcal{O}} \circ \text{con}_{A_p}^K j(A^K) = \text{ext}_{A_p}^{\mathcal{O}} \circ \text{con}_{A_p}^K j(A^K)
\]
by 3.3. Since \( p \in \text{JacGen}(A) \), we have
\[
j(A^K) = \text{ext}_{A_p}^{k(p)} \circ \text{con}_{A_p}^k j(A^K) = j(A(p))
\]
and we therefore get
\[
\text{ext}_{A_p}^{k(m)} \circ \text{con}_{A_p}^K j(A^K) = \text{ext}_{A_p}^{k(m)} \circ \text{ext}_{A_p}^{\mathcal{O}} \circ \text{con}_{A_p}^K j(A^K) = \text{ext}_{A_p}^{k(m)} \circ \text{con}_{A_p}^K j(A^K)
\]
\[
= \text{ext}_{A_p}^{k(m)} \circ \text{con}_{A_p}^{k(p)} \circ \text{con}_{A_p}^K j(A^K) = \text{ext}_{A_p}^{k(m)} \circ \text{con}_{A_p}^K j(A^K)
\]
\[
= j(A^{\mathcal{O}}(m))
\]
As in the proof of 3.5 we used that \( \text{ext}_{A_p}^{k(m)} j(A(p)) = j(A^{\mathcal{O}}(m)) \) since \( A(p) \) splits. Since \( A^{\mathcal{O}} \) is \( \mathcal{O} \)-torsion free, also \( \text{con}_{A_p}^K j(A^K) \leq A^{\mathcal{O}} \) is \( \mathcal{O} \)-torsion free and thus free.
since $\mathcal{O}$ is a discrete valuation ring. Moreover, by 3.3 we have
\[ \text{ext}^K_{A^\mathcal{O}} \circ \text{con}^K_{A^\mathcal{O}}(j(A^K)) = j(A^K) \]
and therefore $\dim_{\mathcal{O}} \text{con}^K_{A^\mathcal{O}}(j(A^K)) = \dim_K j(A^K)$. Hence,
\[ \dim_K j(A^K) = \dim_{\mathcal{O}} \text{con}^K_{A^\mathcal{O}}(j(A^K)) = \dim_{k(m)} \text{ext}^K_{A^\mathcal{O}} j(A^K) = \dim_{k(m)} j(A^{\mathcal{O}}(m)) = \dim_{k(p)} j(A(p)). \]
This shows that $p \in \text{JacDimGen}(A)$ and so $\mathcal{P} \text{Gen}(A)$ is a generic neighborhood. The remaining properties on $\mathcal{P}$ are now proven by similar arguments as in 6.2. ■

We can finally prove the main result of this article.

6.4 Theorem. If $R$ is noetherian, then the set $\text{DecGen}(A) \cap \text{Spl}(A)$ is an open generic neighborhood in $\text{Spec}(R)$. In particular, $\text{DecGen}(A)$ is dense in $\text{Spec}(R)$. If $A$ has split fibers, then $\text{DecGen}(A)$ is open.

Proof. According to 5.5 and 6.3 both $\text{Spl}(A)$ and $\text{JacDimGen}(A)$ are open generic neighborhoods. Hence, their intersection is an open generic neighborhood and this is by 3.7 equal to $\text{DecGen}(A) \cap \text{Spl}(A)$. ■

6.5 Remark. Following the philosophy of the article it would be natural to prove that the property $\mathcal{P}$ with $\mathcal{P}(A, p) = 1$ if and only if $d^A_{\mathcal{P}}$ exists and is trivial defines a generic property. This would show that $\text{DecGen}(A)$ is not only dense but also open. But this approach seems to be out of range yet since for example for property 4.2(b)(iii) we would have to conclude from the fact that both $d^A_{\mathcal{P}} : G_0(A^K) \to G_0(A(p))$ and $d^A_{\mathcal{P}} : G_0(A(p)) \to G_0(A(q))$ exist and are trivial that $d^A_{\mathcal{P}} : G_0(A^K) \to G_0(A(q))$ exists and is trivial. Of course the composition $d^A_{\mathcal{P}} \circ d^A_{\mathcal{P}}$ exists and is trivial but we do not know if this composition is equal to $d^A_{\mathcal{P}}$. This property is only known to hold in general when $R/p$ is normal (see [9]). This detail is also what makes it so hard to work with decomposition morphisms directly.

In case $A$ is symmetric and $A^K$ is semisimple, it is known that the Schur elements behave well under specializations and allow to detect when exactly a specialization is semisimple. We can combine this with our results to give a precise and explicit description of the complement $\text{DecEx}(A)$ of $\text{DecGen}(A)$, thus completing the results known so far.

6.6 Proposition. Suppose that $R$ is noetherian, that $A$ has split fibers and is symmetric, and that $A^K$ is semisimple. Let $(c_i)_{i \in I}$ be the Schur elements of a system $(S_i)_{i \in I}$ of representatives of the simple $A^K$-modules (see [8, §7]). Then
\[ \text{DecEx}(A) = \bigcup_{i \in I} V(c_i) = V(A) \bigcap I_i c_i. \]

Proof. As $R$ is normal and $A$ is symmetric, the Schur elements are contained in $R$ by [8, 7.3.9] and so $V(c_i)$ is well-defined. Suppose that $p$ is not contained in any of the $V(c_i)$. Then the images of the $c_i$ in $A(p)$ are all non-zero and so it follows from
Tits’s deformation theorem 3.2 that $A(p)$ is semisimple and that $d^p_A$ is trivial. Hence, $p \in \text{DecGen}(A)$. This shows that

$$\text{DecGen}(A) \supset \text{Spec}(R) \setminus \bigcup_{i \in I} V(c_i).$$

Now, let $p \in \bigcup_{i \in I} V(c_i)$. Then one Schur element of $A(p)$ is equal to zero and therefore $A(p)$ is not semisimple by [8, 7.2.6]. Hence, $j(A(p)) \neq 0$ and therefore $p \notin \text{JacDimGen}(A) = \text{DecGen}(A)$ by 6.4. This shows the asserted equality. ■

6.7 Question. We raise several questions which should be investigated in the future as they have a considerable impact:

(a) Is $\text{DecGen}(A)$ open without assuming that $A(p)$ splits for all $p$?
(b) Is $\text{DecGen}(A)$ dense without assuming that $R$ is noetherian?
(c) In case $A(p)$ splits we now know that $\text{DecGen}(A)$ is open so that the complement $\text{DecEx}(A)$ is closed and can thus be considered as a closed subscheme of $\text{Spec}(R)$. What geometric properties does $\text{DecEx}(A)$ have? Is it pure of codimension one? Is there an explicit description of $\text{DecEx}(A)$ as in 6.6? It looks like we have to find a proper generalization of Schur elements to non-semisimple algebras to answer this.
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