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ABSTRACT

Thanks to their ability to capture complex dependence structures, copulas are frequently used to glue random variables into a joint model with arbitrary marginal distributions. More recently, they have been applied to solve statistical learning problems such as regression or classification. Framing such approaches as solutions of estimating equations, we generalize them in a unified framework. We can then obtain simultaneous, coherent inferences across multiple regression-like problems. We derive consistency, asymptotic normality, and validity of the bootstrap for corresponding estimators. The conditions allow for both continuous and discrete data as well as parametric, nonparametric, and semiparametric estimators of the copula and marginal distributions. The versatility of this methodology is illustrated by several theoretical examples, a simulation study, and an application to financial portfolio allocation. Supplementary materials for this article are available online.

1. Introduction

Any multivariate distribution is composed of marginal distributions and a copula characterizing dependence. Copula-based models combine complex dependencies with arbitrary marginal distributions and have become increasingly popular over the last two decades. They have also been applied to solve statistical learning problems like mean regression (Pitt, Chan, and Kohn 2006; Kolev and Paiva 2009; Noh, Ghouch, and Bouezmarni 2013; Cooke, Joe, and Chang 2015; Cai and Zhang 2018), quantile regression (Bouyé and Salmon 2009; Chen, Koenker, and Xiao 2009; Noh, Ghouch, and Van Keilegom 2015; Kraus and Czado 2017; Rémillard, Nasri, and Bouezmarni 2017), and classification (Elidan 2012; Han, Zhao, and Liu 2013; Nagler and Czado 2016; Carrera et al. 2019). And when parametric models fail (e.g., Dette, Van Hecke, and Volgushev 2014), semi/nonparametric approaches can be used (De Backer, El Ghouch, and Van Keilegom 2017; Schallhorn et al. 2017).

A criticism is that copula-based methods lead to overcomplicated inferential procedures and/or sub-optimal rates, as they use the joint distribution to extract features of the conditional distribution. In other words, they solve a problem that is harder than necessary. In this article, we show that this has a flip side: copula-based methods yield simultaneous and coherent inferences across arbitrary combinations of finite/infinite-dimensional and potentially constrained features of the conditional distribution.

Consider for instance a portfolio manager tasked with investing in d assets conditionally on p covariates representing the state of the economy. Denote by $Y \in \mathbb{R}^d$, $\gamma \in \mathbb{R}^d$, and $X \in \mathbb{R}^p$ the returns on the assets, fractions of total wealth invested in each asset, and covariates. Quantitative portfolio management relies on properties of the distribution of $\gamma^T Y$ conditional on $X = x$, like the expected return $\mu_\gamma$, standard deviation $\sigma_\gamma$, or a quantile $\tilde{q}_\gamma$, as functions of $\gamma$. Because $\mu_\gamma$ and $\sigma_\gamma$ are linear in the components of the conditional expectation vector and covariance matrix of $Y$ given $X = x$, they only pose finite-dimensional problems. The conditional quantile $\tilde{q}_\gamma$ is nonlinear in the portfolio weight $\gamma$, however, and therefore, poses an infinite-dimensional problem. The approach in this article allows to construct estimators of $((\mu_\gamma, \sigma_\gamma, \tilde{q}_\gamma) : \gamma \in \mathbb{R}^d)$ with asymptotics holding uniformly over portfolio weights. Conveniently, positive definiteness of the estimated covariance matrix and monotonicity of quantiles are automatically preserved.

Broadly, we propose a framework to solve a wide range of statistical learning problems using copulas. It is general enough to cover most types of regression, including mean, quantile, expectile, exponential family, or even instrumental variables and censored regression, as well as classification. Such problems can be characterized by estimating equations involving conditional expectations. Our approach builds on a key insight: conditional expectations can be replaced by weighted unconditional ones, and the weight is a ratio of measures associated with copulas.

In Section 2, we construct corresponding estimators in two steps: first estimate the copula, and then solve an approximate version of the estimating equation. Examples of compatible regression problems and estimators are given in Section 3. Given an estimated copula, all those problems can be solved simultaneously with coherent answers. We justify this approach by rigorous asymptotic theory in Section 4. We prove consistency, weak convergence, and validity of a bootstrap procedure for the proposed estimators under verifiable conditions.
assumptions. Our asymptotic results are substantially more general than known results. In particular, we allow for virtually all types of regression problems, continuous and discrete variables, and for parametric, semiparametric, and nonparametric estimators in a single framework. In Section 5, we illustrate our method in simulated examples. We revisit the portfolio performance and risk management example described above using real data in Section 6. Section 7 relates our results to the literature and outlines further applications to more involved regression problems.

An implementation of the methods of this article is provided by the R package ecocop (Nagler and Vatter 2020a). Proofs and additional results are in the supplementary material.

2. Copula-Based Estimating Equations

2.1. Estimating Equations for Regression Problems

For two random vectors $Y$ and $X$, denote by $F_{Y|X}(y | x) = \Pr(Y \leq y | X = x)$ the distribution of $Y$ conditional on $X = x$, $F_{Y}(y) = \Pr(Y \leq y)$ and $F_{X}(x) = \Pr(X \leq x)$ the marginal distributions.

Let $Y \in \mathbb{Y} \subseteq \mathbb{R}^d$ be the response and $X \in \mathbb{X} \subseteq \mathbb{R}^p$ a vector of covariates. The response is often univariate in the context of Section 1, or be enriched to encompass censoring indicators and instrumental variables (see Section 3.1). The set $\mathbb{Y}$ is called a family of identifying functions and (1) the (population version of an) estimating equation. The name estimating equation stems from the fact that an estimator of $\theta^*$ can be constructed from solving a sample version of (1). Unconditional expectations have a canonical sample version in the sample average. Conditional expectations are more challenging, but can be replaced by unconditional ones since

$$\mathbb{E}[g_{\theta^*}(Y) | X = x] = \mathbb{E}[g_{\theta^*}(Y)w^*(Y)]$$

Most regression problems can be formulated that way (see Section 3.1). The set $\mathcal{G}$ is called a family of identifying functions and (1) the (population version of an) estimating equation. The name estimating equation stems from the fact that an estimator of $\theta^*$ can be constructed from solving a sample version of (1). Unconditional expectations have a canonical sample version in the sample average. Conditional expectations are more challenging, but can be replaced by unconditional ones since

$$\mathbb{E}[g_{\theta^*}(Y) | X = x] = \mathbb{E}[g_{\theta^*}(Y)w^*(Y)]$$

which can be understood as a weight function that accounts for the conditioning on $X = x$. Hence, the estimating equation (1) can be written equivalently as

$$\mathbb{E}[g_{\theta^*}(Y)w^*(Y)] = 0$$

which can be used to construct estimators. More generally, (3) holds for weights of the form

$$w^*(y) = \frac{dF_{Y|X}(y | x)}{dF_{Y}(y)}dF_{X}(x)$$

with $v$ an arbitrary function such that $0 < |v(x)| < \infty$. This can sometimes lead to useful simplifications as in (6).

2.2. Representation Using Copulas

Sklar’s theorem (Sklar 1959) states that the joint distribution $F_{Z}$ of any random vector $Z \in \mathbb{R}^d$ can be represented as

$$F_{Z}(z) = C_{Z}[F_{Z_1}(z_1), \ldots, F_{Z_d}(z_k)],$$

where the function $C_{Z}$ is called a copula. The copula is a distribution function with uniform margins and unique on the ranges of $F_{Z_i}, i \in \{1, \ldots, d\}$. Since, in what follows, it is evaluated solely on this set, potential nonuniqueness is not an issue. The weight in (2) can then be expressed as

$$w^*(y) = \frac{dC_{Y|X}(y | x)}{dC_{Y}(y)}dC_{X}(x)$$

where $C_{Z}$ can be represented by a density with respect to the product of Lebesgue and counting measures for continuous and discrete variables, respectively. Suppose that $Z_1, \ldots, Z_m$ are integer-valued and $Z_{m+1}, \ldots, Z_k$ are continuous, which generalizes to categorical variables by identifying ordered categories with integers and unordered categories with binary dummy variables. Then

$$dC_{Z}(Z_1(z_1), \ldots, Z_k(z_k)) = \sum_{(j_1, \ldots, j_m) \in \{0,1\}^m} \frac{(1 - \prod_{j=1}^{m} (z_j - j))}{\prod_{m+1}^{k} \partial z_k}.$$

In many relevant cases, the expression (5) for $w^*$ can be simplified further. For instance, copula models are most commonly applied to continuous random vectors. If $Z$ is a continuous random vector with joint density $f_{Z}$ and marginal densities $f_{Z_i},$ $k = 1, \ldots, d,$ we can take derivatives in (4) to obtain

$$f_{Z}(z) = c_{Z}[F_{Z_1}(z_1), \ldots, F_{Z_d}(z_d)] \times \prod_{k=1}^{d} f_{Z_k}(z_k),$$

with $c_{Z}$ the density corresponding to $C_{Z}$. Hence, (1) is equivalent to (3) with

$$w^*(y) = \frac{c_{Y|X}(F_{Y_1}(y_1), \ldots, F_{Y_d}(y_d), F_{X_1}(x_1), \ldots, F_{X_p}(x_p))}{c_{Y}(F_{Y_1}(y_1), \ldots, F_{Y_d}(y_d))},$$

where we dropped $c_{X}$ as it does not depend on $y$ or $\theta$. And because copulas have uniform marginals, $d = 1$ implies $c_{Y} \equiv 1$ and $w^*(y) = c_{Y|X}(F_{Y}(y), F_{X_1}(x_1), \ldots, F_{X_p}(x_p)).$

2.3. Estimators for Copula-Based Estimating Equations

Suppose we observe an iid sequence of random vectors $(Y_1, X_1), \ldots, (Y_n, X_n)$. We can use a sample version of (3) to construct estimators for the parameter $\theta^*$. To do this, all unknown quantities in the unconditional estimating equation are replaced by estimates.

Let $\hat{w}(y) = \hat{w}(y; Y_1, X_1, \ldots, Y_n, X_n)$ be an estimator of $w^*$ (see, e.g., Section 3.2). Recall that $w^*$ is a ratio of measures associated with copulas. Hence, we can construct $\hat{w}$ by plugging
in estimators of the copulas and margins. This allows us to harness the rich toolbox of existing copula models and associated estimating techniques.

Then we define an estimator \( \hat{\theta} = \hat{\theta}(Y_1, X_1, \ldots, Y_n, X_n) \) of \( \theta^* \) as the solution to

\[
\frac{1}{n} \sum_{i=1}^{n} g_\theta(Y_i) \hat{w}(Y_i) = 0,
\]

using the sample average as a natural estimate of the expectation in (3). For a few specific copula models, the expectation \( \mathbb{E}[g_\theta(Y) \hat{w}(Y)] \) might be available in closed form. Or it could be computed using numerical integration if, additionally, an estimate of the density \( f_Y \) is available. But the sample average provides a simpler and generally valid method.

### 3. Examples

The procedure described in Section 2.3 is quite versatile. With different choices of the identifying function \( g_\theta \), we can estimate various features of the conditional distribution. In the following, we introduce popular examples covered by the theory developed in Section 4.

#### 3.1. Examples of Identifying Functions

**Example 1 (Mean regression).** A classical example is \( \theta^* = \mathbb{E}(Y \mid X = x) \) and \( g_\theta(y) = y - \theta \). Given an estimator \( \hat{w} \) of the weight \( w^* \), the estimating (7) has the explicit solution

\[
\hat{\theta} = \frac{\sum_{i=1}^{n} Y_i \hat{w}(Y_i)}{\sum_{i=1}^{n} \hat{w}(Y_i)}. 
\]

It is similar to the Nadaraya-Watson estimator for the conditional mean, albeit the weights are also functions of the response \( Y \).

**Example 2 (Quantile regression).** Let \( \theta^* = F_{Y \mid X}^{-1}(t \mid X = x) \) be the conditional \( t \)-quantile at level \( t = (0, 1) \) and consider all levels jointly. The parameter of interest is the conditional quantile function \( \theta^* = \{\theta^*_t : t \in T\} \) and \( \theta \) is a space of functions from \( T \) to \( \mathbb{R} \). Then solving (3) with \( g_{\theta,t}(y) = t - \mathbb{I}(y < \theta_t) \) identifies \( \theta^* \). Here, the identifying function \( g_{\theta,t} = \{g_{\theta,t} : t \in T\} \) is also indexed by the quantile level \( t \).

**Example 3 (Expectile regression).** Expectiles generalize the mean of a distribution similarly as to how quantiles generalize the median (e.g., Newey and Powell 1987). They are also indexed by a level \( t \in (0, 1) \), where \( t = 1/2 \) corresponds to mean regression. The conditional expectile is identified by (3) with

\[
g_{\theta,t}(y) = t(y - \theta_t) \mathbb{I}(y \geq \theta_t) - (1 - t)(\theta_t - y) \mathbb{I}(y < \theta_t).
\]

**Example 4 (Exponential family regression).** Suppose \( f_{Y \mid X = x} \) is a one-parameter exponential family with canonical parameter \( \theta \), that is \( f(y; \theta) = h(y) \exp \{a(y)\theta - b(\theta)\} \) where \( h, a, \) and \( b \) are known functions. Using the score equations, \( \theta \) can be identified via \( g_{\theta}(y) = a(y) - b'(\theta) \).

**Example 5 (Binary classification).** Let \( Y \sim \text{Bernoulli}(p) \) be a class indicator with the target being the conditional probability \( \theta^* = \mathbb{P}(Y = 1 \mid X = x) = \mathbb{E}(Y \mid X = x) \). Since \( F_{X \mid Y}(x \mid y) = F_{X|Y=0}(x) \mathbb{I}(y = 0) + F_{X|Y=1}(x) \mathbb{I}(y = 1) \), Bayes’ rule leads to

\[
w^*(y) = \frac{dF_{X|Y}(x \mid y)}{dF_X(x)}
\]

Replacing all quantities by estimates and solving (7) with \( g_0(y) = y - \theta \) yields

\[
\hat{\theta} = \frac{\hat{\beta} dF_{X|Y=1}(x)}{1 - \hat{\beta} dF_{X|Y=0}(x) + \hat{\beta} dF_{X|Y=1}(x)},
\]

where \( \hat{\beta} = n^{-1} \sum_{i=1}^{n} Y_i = 1 \). Modeling \( dF_{X|Y=0} \) and \( dF_{X|Y=1} \) with copulas and marginal distributions, such classifiers have been used in Elidan (2012), Nagler and Czado (2016), and Carrera et al. (2019), but so far without asymptotic guarantees.

#### 3.2. Estimators for the Weight Function

We now discuss simple estimators of \( w^* \), focusing on continuous data for simplicity’s sake.

**Weight Estimator 1 (Fully parametric estimator).** Let \( \eta_Y, \eta_X \), and \( \eta_C \) be parameter vectors, indexing families of marginal and copula densities, and \( \eta = (\eta_Y, \eta_X, \eta_C) \). This defines a parametric model for the weight (6):

\[
c_Y \{F_{Y \mid X}(t; \eta_Y), \ldots, F_{Yd}(t; \eta_Y); \eta_X(X_1), \ldots, F_{Yd}(x_d; \eta_X); \eta_C\}
\]

\[
w(y; \eta) = c_Y \{F_{Y_1}(t_1; \eta_Y), \ldots, F_{Yd}(t_d; \eta_Y); \eta_X(X_1), \ldots, F_{Yd}(x_d; \eta_X); \eta_C\}
\]

If \( \widehat{\eta} \) is an estimator for the true parameter \( \eta^* \), such as a maximum-likelihood or method of moment estimator, the estimated weight is then simply \( \hat{w}(y) = w(y; \widehat{\eta}) \).

**Weight Estimator 2 (Semiparametric estimator).** Semiparametric models combine a parametric copula density \( c_Y \{\cdot; \eta^*\} \) with nonparametrically estimated margins. Denote by \( \widehat{\eta} \) an estimator of the true parameter \( \eta^* \). Examples are the pseudo-maximum-likelihood estimator of Genest, Ghoudi, and Rivest (1995) or the method-of-moment type estimators discussed in Tsukahara (2005). A semiparametric estimator for the weight (6) is then given by

\[
\hat{w}(y) = \frac{c_Y \{F_{Y_1}(t_1; \hat{\eta}), \ldots, F_{Yd}(t_d; \hat{\eta}); \hat{\eta}_X(X_1), \ldots, F_{Yd}(x_d; \hat{\eta}_X); \hat{\eta}_C\}}{c_Y \{F_{Y_1}(t_1; \hat{\eta}), \ldots, F_{Yd}(t_d; \hat{\eta}); \hat{\eta}_X(X_1), \ldots, F_{Yd}(x_d; \hat{\eta}_X); \hat{\eta}_C\}}.
\]

where \( \hat{F} \) denotes the empirical distribution function.

**Weight Estimator 3 (Simple kernel estimator).** Observe that taking

\[
w^*(y) = \frac{c_Y \{F_{Y_1}(t_1), \ldots, F_{Yd}(t_d), F_{X_1}(x_1), \ldots, F_{Xd}(x_d)\}}{c_Y \{F_{Y_1}(t_1), \ldots, F_{Yd}(t_d)\}}
\]

\[
\times \prod_{j=1}^{p} \hat{f}_X(x_k) = \frac{f_Y(x, y)}{f_Y(y)}
\]

\[
\text{as weight function solves (3). Then a natural estimator is } \hat{w}(y) = \frac{f_Y(x, y)}{f_Y(y)} \hat{f}_Y(y), \text{ where } f_Y \text{ and } \hat{f}_Y \text{ are estimators of } f_Y \text{ and } \hat{f}_Y. \text{ As an example, consider kernel density estimators (KDEs). For some univariate probability density } K: \mathbb{R} \rightarrow \mathbb{R}_{\geq 0} \text{ and bandwidth sequences } b_n, \sigma_n \rightarrow 0, \text{ define the KDE for } f_X \text{ as}
\]

\[
\hat{f}_Y(x, y) = \frac{1}{n b_n \sigma_n^p} \sum_{i=1}^{n} \Pi_{j=1}^{d} (\frac{Y_{ij} - y_j}{b_j}) \prod_{k=1}^{p} K(\frac{X_{ik} - x_k}{\sigma_n}).
\]
Its margin \( \hat{f}_y(y) = \int \hat{f}_{Y|X}(y,x) \, dx = n^{-1} b_{d}^{-1} \sum_{i=1}^{n} \prod_{j=1}^{d} K(Y_{ij} - y)/b_n \) is also a KDE.

4. Asymptotic Theory

In this section, we derive some asymptotic properties of \( \hat{\theta} \). Section 4.1 introduces required notations. For our main results in Section 4.2, we use a general framework to encompass a wide range of identifying functions and weight estimators. Then, Section 4.3 contains specialized results corresponding to the parametric, semiparametric, and nonparametric weight estimators of Section 3.2. The assumptions are stated and discussed in Appendix A. The proofs and additional verifications of the assumptions for the examples from Section 3.1 are in the supplemental material.

4.1. Setup and Notation

We use \( \to_p \) and \( \op \) for convergence in probability without rate and with rate \( a_n \), and \( \rightsquigarrow \) for weak convergence. For an arbitrary set \( T \), denote the space of all bounded functions from \( T \) to \( \mathbb{R} \) by \( \ell^\infty(T) = \{ f : T \to \mathbb{R}, \| f \|_T < \infty \} \), with \( \| f \|_T = \sup_{t \in T} |f(t)| \).

Assume that the parameter space satisfies \( \Theta \subseteq \ell^\infty(T) \) for some indexing set \( T \). For simplicity, assume \( T \) to be a compact subset of a Euclidean space. It means that any \( \theta \in \Theta \) and \( g_\theta \in \mathcal{G} \) is indexed by \( T \), that is \( g_\theta = \{ \theta_t : t \in T \} \) and \( g_\theta = \{ g_{\theta,t} : t \in T \} \). In particular, this holds for the estimator \( \hat{\theta} \), true parameter \( \theta^* \), and the corresponding \( g_{\theta}^* \) and \( g_{\theta^*} \). For scalar parameters of interest, we may take \( T = \{ 1 \} \), implying that \( \Theta \) is isometric to \( \mathbb{R} \), and write \( \theta \in \Theta \subset \mathbb{R} \) by slight abuse of notation. As for vectors of dimension \( k \), one can use \( T = \{ 1, \ldots, k \} \) with \( \theta_t \) referring to the corresponding vector's \( t \)th component, translating into \( \theta \in \Theta \subseteq \mathbb{R}^k \) and \( \| \theta \|_T = \max_{t=1,\ldots,k} |\theta_t| \) by the same abuse of notation. An example of the general case, where the parameter of interest is a genuine function from \( T \) to \( \mathbb{R} \), is quantile regression (see Example 2). Here \( T = (0,1) \) is a natural choice with \( \Theta \) being a space of functions from \( (0,1) \) to \( \mathbb{R} \) and \( \theta \in \Theta \) being identified by the quantile level.

Recall that \( \hat{\theta} = \hat{\theta}(x) \) and \( \theta^* = \theta^*(x) \) are also functions of the value conditioned upon through \( X = x \). This is reflected in their definitions (7) and (3) through \( \hat{w} \) and \( w^* \). But \( \hat{\theta} \) as a function of \( x \) cannot have a meaningful limit in many cases of practical interest. Hence, we assume \( x \) fixed for the remainder of this section and simply write \( \hat{\theta} \) and \( \theta^* \).

4.2. Main Results

Our first result shows that \( \hat{\theta} \) is consistent, uniformly in the indexing set \( T \).

**Theorem 1 (Consistency).** Under Assumptions 1–6, \( \| \hat{\theta} - \theta^* \|_T \to_p 0 \) as \( n \to \infty \).

If the parameter of interest is scalar, vector, or matrix valued, uniform consistency is the usual consistency, due to the problem's finite dimensional nature. But Theorem 1 is insufficient for statistical inference. For instance, to test hypotheses and construct confidence bands, an asymptotic distribution is needed. And to establish weak convergence, we need to specify the estimator \( \hat{w} \) further.

In what follows, we assume that \( \hat{w} \) is asymptotically linear in the sense that there is a sequence of functions \( w_n : \mathbb{R}^{d+p} \to \mathbb{R} \) and a sequence \( r_n^{-1} = o(n^{1/2}) \) such that

\[
\hat{w}(y) \approx \frac{1}{n} \sum_{i=1}^{n} w_n(y, Y_i, X_i) + \op(n^{-1/2}r_n), \tag{8}
\]

in a sense that is made precise by Assumption 3. This assumption is satisfied by many estimators of \( w^* \) including those from Section 3.2, see Section 4.3. The rate \( r_n \) allows to encompass both parametric and nonparametric estimators of \( w^* \). While \( r_n \) is a diverging sequence for nonparametric estimators, \( r_n = 1 \) gives the standard \( \sqrt{n} \) rate for parametric ones.

**Theorem 2 (Weak convergence).** Under Assumptions 1–8,

\[
r_n^{-1}\sqrt{n}(\hat{\theta} - \theta^* - \beta_n) \rightsquigarrow -V_{\theta^*}^{-1}G \text{ in } \ell^\infty(T),
\]

where \( V_{\theta^*} \) is the Fréchet derivative of the map \( \theta \mapsto E(g_{\theta}(Y)w^*(Y)) \) taken at \( \theta^* \),

\[
\beta_n = -V_{\theta^*}^{-1}E(g_{\theta^*}(Y)w_n(Y, Y', X'))
\]

for \((Y', X')\) an independent copy of \((Y, X)\), and \( G \) is a tight, mean-zero Gaussian with

\[
\text{cov}(G_{t_1}, G_{t_2}) = \lim_{n \to \infty} r_n^{-2}E[h_{n,t_1}(Y', X')h_{n,t_2}(Y', X'))
\]

where \( h_{n,t}(y, x') = E(g_{\theta^*}(Y)w_n(Y, y', x') + g_{\theta^*}(y')w_n(y', X', X')) \) for \((y', x') \in Y' \times X'\).

While this result is functional, it can be understood in the usual sense for scalar and vector valued parameters of interest. For scalars, we can take \( T = \{ 1 \} \), so \( G \) is mean-zero univariate Gaussian. For \( k \)-dimensional vectors, using \( T = \{ 1, \ldots, k \} \), \( V_{\theta^*} \) is the derivative of a map from \( \mathbb{R}^k \) to \( \mathbb{R}^k \), that is a \( k \times k \) matrix. And \( G \) is a mean-zero \( k \)-dimensional Gaussian with covariance matrix with entries \( \text{cov}(G_{i}, G_{j}) \) for \( 1 \leq i, j \leq k \).

To better understand Theorem 2, recall that \( \hat{\theta} \) is a plug-in type estimator. Its asymptotic distribution combines the effects of two steps: replacing (i) \( w^* \) with \( \hat{w} \), and (ii) a population expectation with a sample average. Since (ii) is unbiased, the bias \( \beta_n \) is driven by the bias of \( \hat{w} \). This becomes obvious when writing

\[
\beta_n = -V_{\theta^*}^{-1}E(g_{\theta^*}(Y)w_n(Y, Y', X')) = -V_{\theta^*}^{-1}E(g_{\theta^*}(Y)b_n(Y)),
\]

with \( b_n(y) = E(w_n(Y', y', X')) - w^*(y) \) the first-order term in the bias of \( \hat{w} \). Hence, \( \beta_n \) is proportional to a weighted average of the bias of \( \hat{w} \), where the averaging accounts for the second step. For interpreting the variance, assume that \( b_n(y) = o(1) \) such that

\[
\text{var}[h_{n,t}(y', X')] \approx \text{var}[E(g_{\theta^*}(Y)w_n(Y, Y', X')) | Y', X']]
\]

Then

\[
\text{var}[h_{n,t}(Y', X')] \approx \text{var}[E(g_{\theta^*}(Y)w_n(Y, Y', X')) | Y', X'] + \text{var}[g_{\theta^*}(Y)w^*(Y)] + 2E(g_{\theta^*}(Y)) w_n(Y, Y', X') | Y', X'g_{\theta^*}(Y')w^*(Y')).
\]
The first and second terms, respectively, reflect the variability caused by steps (i) and (ii). And the third echoes the dependence between both steps, since the same data is used twice.

Theorem 2 allows to compute the limiting distribution for specific choices of identifying functions and weight estimators. But such computations can be rather involved in practice, especially for complex \( \hat{w} \). To remedy this issue, we propose a bootstrap method. The idea is to define a new estimator \( \hat{\theta} \) based on a randomly reweighted version of the data. The distribution of \( \sqrt{n}(\hat{\theta} - \theta) \) is then approximated by that of \( \sqrt{n}(\hat{\theta} - \bar{\theta}) \).

Specifically, let \( \xi_1, \ldots, \xi_n \) be an iid sequence of positive random variables independent of the data and satisfying \( \text{E}(\xi_1) = 1 \), \( \text{E}(|\xi_1|^2 + \epsilon) < \infty \) for some \( \epsilon > 0 \). For instance, \( \xi_i \sim \text{Exp}(1) \) is the Bayesian bootstrap of Rubin (1981). Define the bootstrap estimator \( \hat{\theta} = \{\hat{\theta}_t : t \in T\} \) as solving

\[
\frac{1}{n} \sum_{i=1}^{n} \xi_i \hat{w}_{\gamma_j}(Y_i) \hat{w}(Y_i) = 0,
\]

where the bootstrapped weight \( \hat{w} \) is constructed so that

\[
\hat{w}(y) \approx \frac{1}{n} \sum_{i=1}^{n} \xi_i w_n(y, Y_i, X_i) + o_p(n^{-1/2} r_n),
\]

in a sense that is made precise by Assumption 9. In Section 4.3, we explain how such bootstrapped weights are constructed for the weight estimators (1)–(3).

Our final theorem implies that \( r_n^{-1} \sqrt{n}(\hat{\theta} - \bar{\theta}) \) converges to the same limit as in Theorem 2. See also Bücher and Kojadinovic (2019) for equivalent formulations of bootstrap validity.

Theorem 3 (Validity of the bootstrap). Under Assumptions 1–9,

\[
r_n^{-1} \sqrt{n}(\hat{\theta} - \bar{\theta} - \beta_n(\hat{\theta} - \bar{\theta})) \rightsquigarrow -(V_{\theta^*}^{-1} G, V_{\theta^*}^{-1} G)
\]

in \( \mathcal{L}^\infty(T) \times \mathcal{L}^\infty(T) \),

where \( \tilde{G} \) is an independent copy of \( G \) and \( V_{\theta^*}, G \) are as in Theorem 2.

Remark 1. The resampling technique of Efron (1979) uses dependent bootstrap weights \( \xi_1, \ldots, \xi_n \sim \text{Multinomial}(n, 1/n, \ldots, 1/n) \). Our formulation simplifies the asymptotic analysis and is rather natural in the context of estimating equations.

4.3. Examples Continued

Theorems 1–3 are general enough to cover a broad range of estimation methods and regression problems. In particular, they apply to all the examples given in Section 3. In this section, we give three corollaries corresponding to the weight estimators 1 to 3.

The parametric weight estimator 1 is defined as \( \hat{w}(\cdot) = w(\cdot; \hat{\eta}) \), where \( \hat{\eta} \) is the estimated model parameter. Assume that \( \hat{\eta} - \eta^* = n^{-1} \sum_{i=1}^{n} Y(Y_i, X_i) + o_p(n^{-1/2}) \) for some function \( Y \) with \( \text{E}(Y(Y, X)) = 0 \), which is satisfied for both maximum likelihood and method of moments estimators under some regularity conditions. If \( w \) is sufficiently smooth, we get

\[
\hat{w}(y) \approx w(y; \eta^*) + \frac{1}{n} \sum_{i=1}^{n} \nabla Y w(y; \eta^*) Y(Y_i, X_i) + o_p(n^{-1/2}).
\]

In other words, (8) holds with \( r_n = 1 \) and \( w_n(y, Y_i, X_i) = w(y; \eta^*) + \nabla Y w(y; \eta^*) Y(Y_i, X_i) \). Furthermore, (9) holds with the same \( r_n \) and \( w_n \) if the bootstrap estimator \( \tilde{\eta} \) satisfies \( \tilde{\eta} - \eta^* = n^{-1} \sum_{i=1}^{n} \xi Y(Y_i, X_i) + o_p(n^{-1/2}) \). For example, if \( \tilde{\eta} \) is the maximum likelihood estimator, we may take \( \tilde{\eta} = \arg \max_{\eta} \sum_{i=1}^{n} \xi \log f_{X,Y}(Y_i, X_i, \eta) \).

Corollary 1 (Fully parametric estimator). Under Assumption 1, 2, 8, and 10, the Weight estimator 1 satisfies the conditions of Theorems 1–3. The bias and covariance are given by \( \beta_n = 0 \) and \( \text{cov}(G_{x,1}, G_{x,1}) = \text{cov}(Z_{11}, Z_{11}) \), where

\[
Z_i = g_{0,1}(Y) w(Y; \eta^*) + \nabla Y w(Y; \eta^*) Y(Y, X).
\]

A similar result was obtained by Rémillard, Nasri, and Bouezmarni (2017) for the weak convergence of conditional quantile estimators. For the semiparametric weight estimator 2, we can proceed similarly, but the resulting variance is larger due to nonparametric margins estimation.

Corollary 2 (Semiparametric estimator). Under Assumption 1, 2, 8, and 11, the weight estimator 2 satisfies the conditions of Theorem 1–3. The bias and covariance are given by \( \beta_n = 0 \) and \( \text{cov}(G_{x,1}, G_{x,1}) = \text{cov}(Z_{11}, Z_{11}) \), where

\[
Z_i = g_{0,1}(Y) w(Y; \eta^*) + \nabla Y w(Y; \eta^*) Y(Y, X) + \lambda(Y, X),
\]

and \( \lambda(Y, X) \) defined in (11).

Asymptotic normality of this estimator for the specific cases of mean and quantile regression was previously established by Noh, Ghouch, and Bouezmarni (2013), Noh, Ghouch, and Van Keilegom (2015). Rémillard, Nasri, and Bouezmarni (2017) extended the latter to weak convergence uniformly in the quantile level. Although Noh, Ghouch, and Bouezmarni (2013), Noh, Ghouch, and Van Keilegom (2015), and Rémillard, Nasri, and Bouezmarni (2017) are framed differently, they operate under regularity conditions similar to ours, and lead to the same expression for the asymptotic (co)variances. Our corollary extend them by allowing for almost arbitrary regression problems with potentially multivariate responses. A further generalization that allows for discrete variables can be obtained similarly from our main theorems.

Lastly, we can verify the conditions of the theorems for the nonparametric weight estimator (3) and its bootstrapped version \( \tilde{w}(y) = \tilde{f}_{Y,X}(y, x) / \int \tilde{f}_{Y,X}(y, x) \, dx \), where

\[
\tilde{f}_{Y,X}(y, x) = \frac{1}{ nb \sigma^p} \sum_{i=1}^{n} \xi_i \prod_{j=1}^{d} K \left( \frac{Y_{ij} - y}{b_n} \right) \prod_{k=1}^{p} K \left( \frac{X_{ik} - x_k}{\sigma_n} \right).
\]

Corollary 3 (Simple kernel estimator). Under Assumption 1, 2, 8, and 12 with \( r_n = \sigma_n^{-p+1} \), the weight estimator 3 satisfies the conditions of Theorem 1–3. The bias satisfies

\[
\beta_n = - \frac{\sigma_n}{2} \int s^2 K(s) \, ds \left[ \sum_{k=1}^{p} \left( \partial^2 \theta \psi(x) \times f_x(x) + 2 \partial \psi \psi(x) \times \partial_x f_x(x) \right) \right] + o(s_n),
\]
where $s_n = n^{-1/2}\sigma_n^{-p/2} + \sigma_n^2$ and $\psi(x) = \mathbb{E}[g_{i\epsilon}(Y) \mid X = x]$. If, additionally, $g_{i\epsilon}$ is continuous almost everywhere for all $t \in T$, we have

$$\text{cov}(\tilde{G}_{i1}, \tilde{G}_{i1}) = \left\{ \int K(s)^2 ds \right\}^p \mathbb{E}[g_{i\epsilon}(Y)g_{i\epsilon}(Y) \mid X = x]f(x(x)).$$

This estimator is biased, which is expected from kernel based methods. In the case of mean-regression (i.e., $g_{i\epsilon}(y) = y - \theta$), one can verify that the bias and variances are asymptotically equivalent to those of the Nadaraya-Watson estimator (e.g., Fan and Gijbels 1996, Theorem 3.1). The simple kernel estimator therefore has no advantages over traditional kernel methods and should only be seen as an illustrative example.

Benefits of the copula-based approach can be expected when imposing more structure on the copula model. For example, Nagler and Czado (2016) showed that simplified vine copulas evade the curse of dimensionality prevalent in nonparametric estimation. Similar effects can be expected with other hierarchical models, like nested Archimedean copulas (see e.g., Okhrin, Okhrin, and Schmid 2013) or the aggregation copula model of Côté and Genest (2015). This is confirmed empirically in the following section.

5. Numerical Validation

The proposed methodology subsumes a range of problems and estimation methods too wide to be exhaustively covered here. Instead, we validate our theoretical results in simple settings. We only report numbers averaged across targets. Full results and additional simulations with discrete covariates can be found in the supplementary materials.

5.1. Estimation Accuracy

We evaluate each estimator's accuracy using its empirical risk.

In other words, we calculate $\left\{ 50^{-1} \sum_{i=1}^{50} \epsilon_i^2 \left| t - \mathbb{1}(\epsilon_i \leq 0) \right\} \right\}^{1/2}$ for expectiles and $50^{-1} \sum_{i=1}^{50} \epsilon_i \left| t - \mathbb{1}(\epsilon_i \leq 0) \right\}$ for quantiles, where $\epsilon_i = Y_i - \hat{\theta}_{X_i}$, on an independent test sample $(X_1, Y_1), \ldots, (X_{50}, Y_{50})$. All results are based on 100 replications. The x-axis of Figure 1 contains the training sample size $n$, the y-axis the risk; both have logarithmic scale.

There are two main observations. First, all parametric and semiparametric methods appear to converge at $\sqrt{n}$ rate, as seen from the $-1/2$ slopes. As expected from Corollaries 1 and 2, the MLE is slightly more efficient than the parametric copula-based

---

Figure 1. Average risk for expectile and quantile regression in a linear Gaussian model. Both axes have logarithmic scale.
method, which itself is slightly more efficient than the semi-parametric copula-based method. Second, the convergence rate of the KDE + KDE estimator deteriorates with the number of covariates, in line with Corollary 3. The KDE + Kernel Vine estimator achieves a better rate of convergence, largely unaffected by the dimension, as suggested by our discussion following Corollary 3. This illustrates the potential advantage of structural copula models for nonparametric regression.

5.2. Bootstrap Confidence Intervals

We now consider the same setup, but compute 90% confidence intervals using 500 bootstrapped replicates. Because nonparametric estimators are generally biased, we have to undersmooth them to make the bias asymptotically negligible. In preliminary experiments, we discovered a small bias between the estimated regression target and its bootstrap replicates nevertheless. More details and a justification are given in the supplementary material.

The method KDE + KDE is omitted in these experiments because it is both heavily biased and computationally too demanding. In Figure 2, we observe that the coverage probabilities are all close to the target level of 90%. Coverage generally improved for larger sample sizes, but is insufficient for very small samples with \( n = 50 \). Additional results for all sample sizes and the uncorrected bootstrap are in the supplementary materials.

5.3. Comparison to other Methods

We conclude with a comparison of the KDE + Kernel Vine estimator from the previous section, Copula in the following, to three quantile regression benchmarks: linear quantile regression (LQR, Koenker 2022), support vector machines (SVM, Karatzoglou et al. 2004), and gradient boosted trees (GBM, Greenwell et al. 2020). All implementations are used with default parameters.

We simulate from two models with \( d = 10 \) covariates. The first is the Gaussian from the previous section with marginal distributions of the response and covariates transformed, respectively to lognormal and exponential. The second is a cubic additive model with three active covariates, namely \( Y = (X_1 + X_2 + X_3)^3 + \epsilon \), where \( X_1, \ldots, X_{10} \) and \( \epsilon \) as before.

Using a test sample of size 250, we compare the estimators in two ways. First, we estimate conditional quantiles at levels 0.5 and 0.95, and report the average absolute distance from the true conditional quantiles. Second, we estimate conditional quantiles at all levels in \{0.05, 0.1, \ldots, 0.9, 0.95\}, and report the fraction of observations where a \( \tau_1 \)-quantile and a \( \tau_2 \)-quantile with a certain gap \( \tau_1 - \tau_2 \) cross. All results are based on 100 replications.

Figure 3 indicates that our method outperforms the benchmarks for both models. This was expected from the Gaussian, which amounts to a copula regression, but not necessarily from the cubic. Table 1 further shows that our method satisfy the monotonicity constraints of conditional quantiles, which is not the case for the benchmarks. GBM quantiles almost always cross
when the gap is 0.05, on 22% of the samples even at a gap as large as 0.3. SVM and LQR do only slightly better. Depending on context, such behavior may be prohibitive. Quantiles predicted by our method never cross.

6. Application: Quantitative Asset Allocation

We revisit the application mentioned in Section 1 and illustrate how our method can help blend (subjective) economic views in an otherwise quantitative asset allocation. Suppose that an investor faces the problem of shifting the fraction of her total wealth across various categories to take advantage of evolving market conditions. Such categories might be asset classes, such as bonds, stocks, and commodities, or industry sectors in a stock portfolio. She might also need to evaluate a range of performance and risk measures for different portfolios under economic scenarios like “the GDP will grow by 0.5%” or “the unemployment rate will decrease by 1%” over a given horizon.

Denote by \( Y \in \mathbb{R}^d, x \in \mathbb{R}^d, \) and \( X \in \mathbb{R}^p \) the returns on the different categories, the fractions of total wealth invested in each of them, and the covariates. As measures of portfolio performance and risk, we consider the conditional mean, standard deviation or volatility, and 95% Value-at-Risk (VaR, see, e.g., McNeil, Frey, and Embrechts 2015), defined, respectively, as \( \hat{\mu} = \mathbb{E}(y^T Y \mid X = x) \), \( \gamma = \text{var}(y^T Y \mid X = x)^{1/2} \), and \( q_\gamma^b = F^{-1}(y^T Y \mid X = x) \).

Let the indexing set be \( T = \{1, 2, 3\} \times \Gamma \), where \( \Gamma = \{\gamma : \sum_j \gamma_j = 1, \max_j |\gamma_j| \leq M\} \) for some \( M \) representing a constraint on how large a position in a single category can get. The parameter space and identifying functions are \( \Theta = \{\theta_t : t \in T\} = \{\theta_{(i,j)} : j \in \{1, 2, 3\}, y \in \Gamma\} \) and \( \mathcal{G} = \{g_{\theta_t} : t \in T\} = \{g_{\theta_{(i,j)}} : j \in \{1, 2, 3\}, y \in \Gamma\} \), where

\[
\theta_t = \theta_{(i,j)} = \begin{cases} 
\mu_j, & j = 1 \\
\sigma_j, & j = 2 \\
q_j, & j = 3
\end{cases}
\]

\[
g_{\theta_t} = g_{\theta_{(i,j)}} = \begin{cases} 
\mathbb{E}(y^T Y \mid X = x), & j = 1 \\
(\mathbb{E}(y^T Y \mid X = x)^2 - \mathbb{E}(y^T Y \mid X = x)^2)^{1/2}, & j = 2 \\
0.95 - \mathbb{E}(y^T Y \mid X = x), & j = 3
\end{cases}
\]

With \( \{e_t\}_{t=1}^n \) the standard basis of \( \mathbb{R}^d \), \( t = (1, e_t) \) and \( t = (2, e_t) \) correspond, respectively, to the conditional expected return and variance of asset \( i \), and \( t = (2, e_t + e_j) \) to the conditional covariance between assets \( i \) and \( j \). This formulation thus also identifies the vector of expected returns \( \mu^* = \mathbb{E}(Y \mid X = x) \) and the covariance matrix \( \Sigma^* = \text{cov}(Y \mid X = x) \).

Given an estimated weighted \( \hat{w}, \hat{q}_b \), has to be solved for numerically, but there are closed form solutions for the conditional mean vector and covariance matrix estimators, that is

\[
\hat{\mu} = \frac{\sum_{i=1}^n Y_i \hat{w}(Y_i)}{\sum_{i=1}^n \hat{w}(Y_i)}, \quad \hat{\Sigma} = \frac{\sum_{i=1}^n (Y_i - \hat{\mu})(Y_i - \hat{\mu})^T \hat{w}(Y_i)}{\sum_{i=1}^n \hat{w}(Y_i)},
\]

leading to \( \hat{\mu}_Y = \mathbb{E}(Y \mid X = x) \) and \( \hat{\sigma}_Y = \sqrt{\mathbb{E}(Y \mid X = x)^2} \).

If for all \( \gamma \in \Gamma, \theta_\gamma = (\mu_Y, \sigma_Y, q_Y) \) lies in a compact subset of \( \mathbb{R} \times \mathbb{R}_> \times \mathbb{R}_>, \) the collection of identifying functions \( \mathcal{G} \) satisfies the conditions of our theorems. Thus, our results in Section 4 imply that the estimators \( \hat{\theta}_\gamma = (\hat{\mu}_Y, \hat{\sigma}_Y, \hat{q}_Y) \) are consistent, converge weakly, and that their bootstrap versions yield valid inferences, uniformly in \( \gamma \in \Gamma \). To obtain uniform confidence bands over portfolios for the volatility and VaR, we compute the statistics \( \hat{s}_\gamma = \sup_\gamma \sqrt{\mathbb{E}(Y - \hat{\mu})^2} \) and \( \hat{q}_\gamma = \sup_\gamma \sqrt{\mathbb{E}(Y - \hat{\mu})^2} \) for bootstrap samples \( b = 1, \ldots, B \). Uniform \( \alpha \)-confidence bands are then given by \( y \mapsto \hat{s}_\gamma \pm \hat{s}_{1,\alpha} \) and \( y \mapsto \hat{q}_\gamma \pm \hat{s}_{0,\alpha} \), with \( \hat{s}_{1,\alpha} \) and \( \hat{s}_{0,\alpha} \), respectively, the \( \alpha \)-quantiles of \( \hat{s}_\gamma \) and \( \hat{q}_\gamma \). Scripts to reproduce the following analysis with the \texttt{ecop} (Nagler and Vatter 2020a) package are in the supplementary material.

6.1. The Data

For \( Y \), we use value-weighted returns on five industry portfolios. For \( X \), we use the real gross domestic product and the seasonally adjusted unemployment rate. With yearly data covering 1947–2019, we have a total of 72 observations. The average yearly returns on stocks are in the 13%–17% range, but with large variations over time. While the GDP has been growing steadily at around 3% per year, the evolution of the unemployment has varied widely. Further, the returns on all industry sectors are positively correlated among each other and the growth in GDP, and negatively correlated with the growth in unemployment. Because the auto-correlations of all variables and their squares are statistically indistinguishable from zero, we treat the data as iid. Plots of time-series, auto-correlation functions, cross-correlations and summary statistics, along with additional details on the data sources, are in the supplementary material.

To study the impact of the predictors in the quantitative allocation scheme, we create three scenarios for the change in GDP and unemployment: good economy (+4.35/–11.52), median economy (+3.22/–2.48), poor economy (+1.59/+5.44). The good and bad scenarios are obtained using the 75th and 25th percentile for the growth in GDP unemployment, and conversely for the unemployment.

6.2. Results

To derive predictions for each scenario, we estimate all margins by kernel estimators with plug-in bandwidths and fit a parametric vine copula model for the copula density. Predicted conditional means, standard deviations, and 95% VaRs are given in Table 2. We see that, the better the economic outlook, the higher the expected returns, and the lower the risk.

For each scenario, we compute the efficient frontier, that is a set of portfolios where \( Y \) can be expressed as a linear combination of the minimum variance and market portfolios. Background details on asset allocation can be found in the supplementary materials. In the top panel of Figure 4, we show the frontiers as a lineplot with uniform 75% bands as the dashed lines, and the corresponding quantities for the individual assets as a scatterplot. In the bottom panel, the portfolio weights are displayed as a function of the expected return. We can make the following observations:

- The upper half of all the parabolas yields higher returns for the same risk compared with the lower half, rational investors would only choose such portfolios.
- Similarly, since the scatterpoints corresponding to the individual assets are “inside” the parabolas, rational investors would prefer diversified portfolios from the upper half.

- Better economic outlooks generally imply higher expected returns at a given risk level.

- The weights of efficient portfolios with returns between that of minimum variance and market portfolios are generally reasonable, that is mostly included in $[-1, 1]$. And targeting returns outside this range generally requires large long and short positions, accompanied by quick an increase in portfolio risk.

Nonetheless, the uncertainties are fairly large, due to the small sample size. In higher frequency data (e.g., monthly) however, serial dependence can no longer be ignored. An extension of our results to this setting is discussed briefly in the following section.

### 7. Discussion

Section 4 provides an umbrella theory for solutions to copula-based estimating equations, and has close connections to several recent results. Noh, Ghouch, and Bouezmarni (2013) shows consistency and asymptotic normality for mean regression in a semiparametric model. Noh, Ghouch, and Van Kellegom (2015)
and De Backer, El Ghouch, and Van Keilegom (2017) derive similar results for quantile regression, the latter for semiparametric copula densities. Rémillard, Nasri, and Bouezmarni (2017) establish weak convergence of parametric and semiparametric estimators and validity of a parametric bootstrap procedure for the conditional quantile function indexed by the level. Note that Noh, Ghouch, and Van Keilegom (2015) replace the iid-assumption by a mixing condition, which we do not cover. But our results can likely be extended to stationary sequences under more stringent conditions using the techniques in Dehling, Mikosch, and Sörensen (2002). Nonetheless, we generalize and extend the above in several ways:

- The focus of previous research is on mean and quantile regression with univariate response. We allow for large classes of potentially multivariate identifying functions. This opens new possibilities for copula-based solutions to other regression problems.

- Previous results cover only parametric or semiparametric copula estimators. Our theory allows for parametric, semiparametric, and nonparametric methods.

- Weak convergence of \( \hat{\theta} \) as a process indexed by some potentially dense set \( T \) is established. It can be used to derive simultaneous and coherent inferences across arbitrary combinations of finite/infinite-dimensional features of the conditional distribution.

- We propose and validate a bootstrapping scheme. It is applicable whenever obtaining the asymptotic distribution in closed form is inconvenient or infeasible.

- The theory also applies to M-estimators, defined as maximizers of a criterion function, when the criterion is differentiable (see, e.g., Kosorok 2007, sec. 2.2.6).

- Our results apply to both continuous and discrete data. Admittedly, the practical applicability for discrete data is limited by a lack of available software. While experimental features for discrete variables exist in the \texttt{rvinecopublib} package (Nagler and Vatter 2020b), they still need to mature. But the theoretical foundation is set and we hope that the computational limitations are overcome in the near future.

Being broadly applicable, our main results are somewhat abstract. But it is often straightforward to specialize them given a specific identifying function and weight estimator, as we do in Corollaries 1–3. We close our discussion by outlining applications to additional regression problems covered by our theory in Section 4.

First, suppose the goal is to characterize the relationship between a response \( Y_1 \) and a treatment \( Y_2 \) using an instrument \( Y_3 \), conditionally on a set of exogenous covariates \( X \). Specifically, assume as in Newey and Powell (2003) that \( Y_1 = b(Y_2)' \theta(X) + Z \), where \( b \) is known vector of basis functions, and \( Z \) is a zero-mean error term. When the treatment is endogenous, that is assume as in Newey and Powell (2003) that \( \theta \) requires an instrument \( Y_3 \) satisfying \( E(Z \mid X = x, Y_2 = y_2, Y_3 = y_3) = 0 \) for all \( x \) and \( y_2 \). In other words, one has to solve \( E(Y_1 \mid X = x, Y_3 = y_3) = E[b(Y_2)' \theta(X) \mid X = x, Y_3 = y_3] \) for all \( x \) and \( y_3 \). Then the collection \( G = \{g_{\theta,t} : \theta \in \Theta, t \in T \} \) with \( g_{\theta,t}(y) = b_1(y_3) y_1 - b_2(y_2)' \theta \) identifies the parameter \( \theta(x) \) for given \( x \). In the supplementary materials, we show that Assumptions 2 and 8 are satisfied, and it is then left to check Assumptions 3–7, and 9.

Further, our results apply to problems with censored or missing responses by tweaking the weight function. For example, suppose we only observe the right-censored version \( \hat{S} = \min(S, Z) \in \mathbb{R} \) of a survival time \( S \), along with a censoring indicator \( \Delta = I(S \leq Z) \). For any identifying function \( \phi \), \( E[\phi(S) \mid X = x] = 0 \) if and only if \( E[\phi(S) \Delta \tilde{w}^a(S)\xi(S)] = 0 \), where \( \xi(t) = 1/(1 - F_{Z,X}(t \mid x)) \) and \( \tilde{w}^a \) is defined as in (2), but replacing \( F_{Y,X} \) by \( F_Y \) by \( F_{S,X} \) and \( F_S \). This technique was used in De Backer, El Ghouch, and Van Keilegom (2017) to allow for right censoring in copula-based quantile regression, and it fits the setup of Section 4. With \( Y = (\hat{S}, \Delta) \), \( g_0(y) = \phi_0(y_1)y_2 \) and \( w^a(y) = \tilde{w}^a(y_1)\xi(y_1) \), then \( E[\phi_0(S) \Delta \tilde{w}^a(S)\xi(S)] = E[g_0(Y)w^a(Y)] \) and it remains to check the assumptions of Theorems 1–3. The above is only one instance of a larger class of methods based on inverse probability weighting. Other weight functionals \( \xi \) can be used similarly to account for other forms of censoring and missingness (see, e.g., Robins, Rotnitzky, and Zhao 1994; Wooldridge 2007; Han, Wang, and Song 2016). Following an earlier version of this article that appeared online, this idea was already picked by Hamori, Motegi, and Zhang (2020), albeit in a restricted semiparametric context.

**Appendix A: Assumptions**

In general, we assume that the parameter space satisfies \( \Theta \subseteq \ell^\infty(T) \) for some indexing set \( T \). For simplicity, we consider \( T \) to be a compact subset of a Euclidean space. We also use \((Y', X')\) to denote an independent copy of \((Y, X)\).

**A.1. Assumptions for the Main Results**

**Assumption 1.** The parameter space \( \Theta \) is compact and contains an interior point \( \theta^* \in \Theta \) such that \( E[g_{\theta^*}(Y)w^a(Y)] = 0 \) and, for any \( \epsilon > 0 \), \( \inf_{|\theta - \theta^*| > \epsilon} \epsilon < T |E[g_{\theta^*}(Y)w^a(Y)]| > 0 \).

**Assumption 2.** The class \( G = \{g_\theta : \theta \in \Theta \} \) is Euclidean\(^1\) for some envelope function \( G \).

**Assumption 3.** There exists a sequence of functions \( w_n : \mathbb{R}^{2d+p} \to \mathbb{R} \) and a sequence \( r_n \to \infty \) such that \( \max_{1 \leq i \leq n} |\tilde{w}(Y_i) - \sum_{j=1}^{n} w(Y_i, Y_j, X_j)| = o_p(n^{-1/2}r_n) \).

**Assumption 4.** \( \sup_{\theta \in \Theta} \|E[g_\theta(Y)w_n(Y', Y', X')] - E[g_\theta(Y)w^a(Y)]\|_T = o(1) \).

**Assumption 5.** \( G, w_n, \text{ and } r_n \) are such that

(i) \( E(|G(Y)|) < \infty \),

(ii) \( E[g(Y)w_n(Y, Y, X)] = o(n^{1/2}r_n) \),

(iii) \( E[g(Y)^2w_n(Y, Y', X')] = o(nr_n^2) \).

\(^1\)A formal definition is given in the supplementary material.
A.2. Assumptions for the Corollaries

Assumption 10. Denote respectively by \(w^*(y) = w(y; \eta^*)\) and \(\hat{w}(y) = w(y; \hat{\eta})\) the true and estimated weight functions.

(i) One has \(\hat{\eta} - \eta^* = \frac{1}{\pi} \sum_{i=1}^{n} \mathbf{1}_{\{Y_i, X_i\}} + o_p(n^{-1/2})\) and \(\hat{\eta} - \eta^* = \frac{1}{\pi} \sum_{i=1}^{n} \mathbf{1}_{\{Y_i, X_i\}} + o_p(n^{-1/2})\), for a function \(y\) with \(E[y(Y, X)] = 0\) and \(E[\|y(Y, X)\|_{2+\epsilon}] < \infty\) and iid positive random variables \(\xi_1, \ldots, \xi_n\) independent of \(Y, X\) with \(\mathbb{E}[\xi_1] = \mathbb{E}[\mathbb{E}[\xi_1|\xi_1^2+\epsilon]] < \infty\) for some \(\epsilon < 0\).

(ii) The function \(w(y, \eta^*)\) is twice continuously differentiable in \(\eta^*\) with derivatives uniformly bounded in \(y \in \mathcal{Y}\).

(iii) One has \(E[w(Y, \eta^*)^2 + \|\nabla_\eta w(Y, \eta^*)\|_2^2] < \infty\).

(iv) For some \(\epsilon > 0\), one has \(E[G(Y)^{2+\epsilon} | X = x] < \infty\) and \(E[G(Y)^{2+\epsilon}]\).

(v) For every \(\delta_n \to 0\) and with \(\|\cdot\|\) the Euclidean norm, one has

\[
\sup_{\|\mathbf{1}_{\{Y_i, X_i\}}\|_{2+\epsilon} < \delta_n} \mathbb{E}\left[\left|\mathbf{1}_{\{Y_i, X_i\}} - \mathbb{E}\left[\mathbf{1}_{\{Y_i, X_i\}} | \xi_1\right]\right|^2 \right]_{\|\mathbf{1}_{\{Y_i, X_i\}}\|_{2+\epsilon} < \delta_n} = o(1).
\]

Assumption 11. Write \(F_X(y) = (F_{Y_1}(y_1), \ldots, F_{Y_d}(y_d))\) and similarly for \(F_{\hat{X}}, \hat{F}_{\hat{Y}}, \hat{F}_{\hat{X}}\). Define \(w(u, v, \eta) = c(y, X, u, v, \eta) / c(y, Y, \eta)\), and \(w(y, \eta) = o(F_X(y), F_X(x); \eta)\), and \(\lambda(Y, X) = \frac{\eta}{\eta} \sum_{j=1}^{d} \frac{\partial^2 o(F_X(y), F_X(x); \eta^*)}{\partial Y_j} dy \times (\mathbb{I}(Y_j \leq y) - F_X(y_j)) dy + \sum_{k=1}^{d} \frac{\partial^2 o(F_X(y), F_X(x); \eta^*)}{\partial X_k} \frac{\partial^2 o(F_X(y), F_X(x); \eta^*)}{\partial X_k} dy + \sum_{k=1}^{d} \frac{\partial^2 o(F_X(y), F_X(x); \eta^*)}{\partial X_k} \frac{\partial^2 o(F_X(y), F_X(x); \eta^*)}{\partial X_k} dy.
\]

For further, any \(Z \in \{Y_1, \ldots, Y_d, X_1, \ldots, X_p\}\), write \(\hat{F}_{Z}(z) = n^{-1} \sum_{i=1}^{n} \mathbb{I}_{\{Z_i \leq z\}}\) for the bootstrap empirical distribution.

(i) Assumptions 10i, 10iv, and 10v hold.

(ii) The function \((u, v, \eta) \mapsto o(w(u, v, \eta))\) has two continuous derivatives on the domain \([0, \mathbb{I}]^{d} \times \{v: \|v - F_X(x)\| < \epsilon\} \times \{\eta; \|\mathbb{E}[\mathbb{E}[\xi_1|\xi_1^2+\epsilon]]\} < \epsilon\} for some \(\epsilon > 0\).

(iii) One has \(E[w(Y, X; \eta^*)^2 + \|\nabla_{(Y, X)} o(Y, X; \eta^*)\|_2^2] < \infty\).

Assumption 12.

(i) \(K\) is a symmetric, bounded probability density function on \([-1, 1]\).

(ii) One has \(b_n, \sigma_n \to 0, B_n \to o(n^{-1/2} \sigma_n^{-1/2})\), \(\sigma_n^{-1/2} B_n^{-1/2} \ln n \to \infty\), and \(n b_n^2 \sigma_n^{-1} \ln n \to \infty\).

(iii) The densities \(f_X Y\) and \(f_Y Y\) have uniformly bounded and continuous derivatives up to the third order and \(\sup_{y \in \mathcal{Y}} |f_X Y| < \infty\).

(iv) One has \(lim_{d \to \infty} \sup_{y \in \mathcal{Y}} \sup_{y' \in \mathcal{Y}} \sup_{y'' \in \mathcal{Y}} |f_X Y| < \infty\).

(v) For some \(\epsilon, \delta > 0\), one has \(\mathbb{E}[sup_{|a| < \delta} G(Y + a)^{2+\epsilon} | X = x] < \infty\) and \(E[G(Y)^{2+\epsilon}]\).
(vi) For every \( \theta_n \rightarrow \theta^* \) and \( \delta_n \rightarrow 0 \) and with \( \| \cdot \| \) the Euclidean norm, one has
\[
\sup_{|\theta_1-\theta_2|+|t_1-t_2|<\delta_n} E[|g_{\theta_1}(Y) - g_{\theta_2}(Y) - g_{\theta_2}(Y)|^2 | X = x] \rightarrow 0.
\]

In all three cases, the specialized assumptions Assumptions 10–12 are standard regularity conditions on the estimation method, as well as smoothness and moment conditions for the identifying function. This is in contrast to the general conditions Assumptions 3–7 and Equation (9), where the estimation method and identifying function are often intertwined. Unfortunately, to the best of our knowledge, this disentanglement is not feasible in the general setting of Theorems 1–3 without strengthening the conditions.
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