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ABSTRACT The current exponential advancements in the Internet of Things (IoT) technologies pave a vast intelligent computing platform by integrating smart objects with sensing, processing and communication capabilities. The core element of IoT is the complex big data generated from different interconnected sources at real-time, presenting divergent processing and analysis challenges. Best practices in software engineering have been continuously addressed in IoT technologies to handle such big data efficiently at different domains. Despite of the massive studies dedicated for IoT, no explicit processing architecture is proposed based on real investigation of software engineering concepts and big data analytics characteristics in IoT. This paper provides a systematic literature review for the current state-of-the-art of IoT systems in different domains. The study investigates the current techniques and technologies that serve IoT systems from the big data analytics and software engineering perspectives, revealing a matrix for the specific IoT data features and their encountered challenges and gaps for each domain. The review deduces a proposed domain-independent software architecture for big IoT data analytics, maintaining various IoT data processing challenges, including data scalability, timeliness, heterogeneity, inconsistency, confidentiality and correlations. Finally, the main research gaps are emphasized for future considerations.

INDEX TERMS Big data, data mining, Internet of Things, IoT, software engineering.

I. INTRODUCTION

The power of recent Internet technologies has invaded all devices, facilitating the control of innumerable autonomous gadgets to introduce the Internet of Things (IoT) [1]. IoT smartly interconnects smart objects and actuators in order to offer a smart interactive environment with human [2]. IoT are now representing a major source of data, as billions of connected objects gather, analyze, share and transmit data in an intelligent way [3]. These data are generated continuously in huge amounts, with different types of heterogeneity and unreliability at real time from various IoT devices to fulfill their responsibilities [4]. Hence, understanding and processing these data in a powerful way are major challenges, as the current conventional approaches are not capable of manipulating such data. This creates a crucial need for new practices in software engineering (SWE) in conjunction with big data analytics (BDA) and IoT [5], [6] to optimally process and analyze IoT data. From the BDA perspective, IoT data should be maintained regarding the main ten big data Vs [7]–[10]. As from the SWE perspective, IoT data require a novel processing model that manages their challenges, such as data concurrency, data consistency and availability that significantly complicate any associated development [11], [12]. Thus, the merge of a powerful SWE model and BDA offers the intelligent service of IoT [13].

IoT technologies have made tremendous economic and environmental impacts that affect society in many domains [14]–[16]. Figure 1 shows a domain-based taxonomy for the main IoT-based systems from the BDA and SWE perspectives. We have investigated several research studies in various IoT domains, such as: (1) smart environments, (2) human analytics, (3) network analytics, (4) energy analytics, and (5) environmental analytics to explore the most common IoT-based SWE and BDA challenges.

Although different survey studies have been conducted for IoT-based systems, many research gaps are still vague, summarized as follows:

1) SWE concepts have not been thoroughly investigated for seamless adoption to the complex IoT-specific data
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nature, reflecting different IoT data processing and performance challenges, such as system scalability, reliability, etc.

2) Big data characteristics have not been enough evaluated with respect to various IoT data analytics challenges, such as IoT analytics accuracy and consistency, urging for serious improvements to cope with such IoT data.

3) No IoT-specific data processing architecture is proposed to consider IoT data processing and data analytics challenges that maps the IoT data nature to both the SWE concepts and BDA characteristics.

Therefore, the scope of this study is to present a comprehensive systematic literature review by analyzing the current techniques and technologies used in IoT-based systems from the SWE and BDA perspectives at different domains. It explores the IoT-based data nature and thoroughly investigates the associated most critical challenges in IoT applications with respect to both SWE concepts and BDA characteristics. Thus, this study demonstrates the mapping between the current state of IoT technologies, SWE development practices and BDA details with respect to the IoT-specific data features for the main IoT-based systems to highlight the present research gaps and the future directions that can be adopted.

The evaluation metrics of this study in order to analyze the presented IoT-based systems include the BDA target, approach, technology and the challenges from the BDA perspective that would reflect processing concerns, as well as the applied evaluation criteria. The metrics also include the applied software (SW) architecture and design, whether model-driven engineering (MDE), separation of concerns, system validation and verification (V&V) are considered and the challenges from the SWE perspective that would affect the SW Quality of Service (QoS). To the best of our knowledge, this study is the first analytical study that addresses BDA architectures in IoT-based systems at several domains then evaluates them from the SWE perspective to highlight the main research gaps in this area.

Thus, the main contributions of this research study are summarized as follows:

1) Explore the key features of IoT data by analyzing the main IoT-based systems at different domains.

2) Identify the SWE concepts that are concerned with such IoT data features.

3) Diagnose the SWE challenges for IoT-based systems that would arise if such SWE concepts were disregarded.

4) Determine the big data characteristics concerned with the IoT data features.

5) Explore the BDA challenges resulted from the identified IoT data features.

6) Propose a domain independent BDA-based IoT processing architecture that handles the highlighted challenges from both the SWE and BDA perspectives.

The rest of the paper is organized as follows. Section II explores the related survey studies that have considered IoT-based systems from different perspectives. Section III discusses the research methodology adopted to conduct this study. Sections IV, V, VI, VII and VIII present our systematic literature review of the main IoT-based systems in the fields of smart environments, and the analytical applications related to humans, networks, energy and environment respectively to evaluate them from both the SWE and BDA perspectives. Section IX investigates the deduced IoT data features and the associated challenges in SWE and BDA with respect to the current IoT-based systems and discusses the main persistent research gaps. In Section X, we propose a recommended SW architecture for big IoT data analytics that addresses most of the highlighted challenges. Finally, section XI concludes our findings and directs future research to the missing gaps.
II. RELATED REVIEWS STUDIES

Previous survey studies have been conducted for data analytics in IoT applications at different areas, i.e. network management, data mining, data fusion, etc. However, the focus of these reviews differs from the prime concern of this review study. This study focuses on investigating the mapping of IoT-specific data features with both SWE and BDA paradigms to explore the possible IoT data processing and data analytics challenges at various IoT domains. The networks protocols were investigated in [17] among different BDA applications for IoT in the smart transportation, E-healthcare, safety and security and smart energy metering domains to contribute the most appropriate protocol per each domain and reveal its limitations for IoT. This study devised a taxonomy to bring forth a generic overview of the IoT paradigm for smart cities, their opportunities and major requirements. Thus, it focused on the use of IoT in the context of smart cities only.

Authors in [18] provided a survey for deep learning techniques only in IoT by investigating the current types of deep learning approaches applied in many IoT applications and evaluating their processing time to formulate the deep learning processing challenges and research gaps in IoT systems.

Another perspective was adopted in [19], in which BDA approaches were grouped per applied domain, specifying the analytical function for each presented approach, such as cleansing, visualization, etc. to highlight the future directions and research gaps with respect to BDA functions for IoT applications. A study in [20] considered a variant perspective that enclosed different types of BDA approaches for IoT systems, as offline analytics, business analytics memory-level, real-time and massive analytics, with their corresponding processing platforms to indicate their research gaps.

Authors in [21] investigated BDA for IoT applications from the context awareness perspective, where each approach was evaluated with respect to its context model and applied data mining technique to devote the context awareness analytical challenges for IoT systems. Data fusion in IoT systems was addressed in [22] by presenting a survey of the applied mathematical models and data fusion analytical approaches that were evaluated from the probabilistic parameters perspective. From the processing type perspective, many BDA techniques were applied on several current scalable processing platforms in [23], such as fog computing and cloud computing to evaluate these platforms’ performance and deduce their gaps regarding IoT applications.

Authors in [24] presented a comprehensive survey for the data collection schemes in healthcare. The study analyzed different data collection and secure transmission schemes to provide a suggested reliable and secured data transmission taxonomy with low computational cost and compression ratio. From the data management perspective, authors in [25] reviewed the various solutions for managing IoT data at diverse IoT fields, presenting different types of IoT data and introducing new basic concepts of data management for IoT in order to deduce the open issues and lessons learnt in data management for IoT.

III. ADOPTED SYSTEMATIC REVIEW METHODOLOGY

This survey adopts the evidence-based systematic review approach [26], as this type of review follows a specific methodology that aims to comprehensively identify all relevant studies on a specific topic and to select the appropriate studies based on explicit criteria. The main research questions driving this study can be formulated as:

(RQ1) How are IoT data currently being analyzed at the different domains?
(RQ2) What are the key features encountered for IoT data that would require deep consideration from the SWE and BDA perspectives?
(RQ3) What are the challenges faced by the IoT-based systems with respect to SWE and BDA?
(RQ4) What should an appropriate architecture for IoT-based system be composed of in order to efficiently process IoT data and maintain the resultant challenges from both SWE and BDA perspectives?

Relevant papers were identified by searching on Scopus and Google Scholar that index journals and conferences across multiple databases. The inclusion set of search criteria included “big data”, “data mining”, “big data analytics”, “Software engineering” keywords, filtered by “internet of things”. The articles were screened manually using the following inclusion criteria: 1) published papers, 2) described the actual designs, implementations and results in enough detail, 3) concerned with analytics and 4) papers after 2012.

The most relevant papers were selected from 13 domains. Figure 2 presents detailed statistics for the selected papers with respect to the IoT domains and the publication year. Previous surveys considering BDA in IoT systems were first investigated to confirm our study’s uniqueness and singularity as discussed in section II. RQ1 is addressed in sections IV, V, VI, VII and VIII, evaluating the current state-of-the-art in IoT-based systems from both SWE and BDA perspectives. RQ2 and RQ3 are handled in section IX, exploring the key features of IoT data and their associated challenges from SWE and BDA perspectives, whereas a detailed discussion is conducted in section X to satisfy RQ4 by proposing a recommended SWE model for big IoT data analytics that manipulates the identified challenges.

IV. IoT SYSTEMS FOR SMART ENVIRONMENT

Previous IoT facilitates the surrounding objects to become intelligent, which enables the creation of a smart life [27]. This section presents the main studies of IoT-based approaches that serve the environment to be more comfortable for people. Most of the SW architectures in this domain ignored system V&V, MDE and separation of concerns concepts, which caused serious challenges in system reliability, availability, security, scalability, maintainability and reusability.
A. SMART HEALTH CARE

A new era of medical healthcare systems has emerged based on IoT, in which different analysis types on different SWE architectures were considered to provide various smart services in healthcare [28]. In [29], authors proposed an IoT-based system through a layered architecture for patients’ data authentication on the cloud using Ethereum blockchain model, which processed the data generated from sensors attached to a human body. The architecture consisted of four layers; (1) application layer, (2) middleware layer, (3) network layer and (4) perception layer. Their proposed system ignored the massive data amount and data quality that affected the accuracy of the resultant analytics and degraded the huge data analytics support.

Another IoT-based system based on a component-based architecture for diseases detection was proposed based on ontology in [30]. All diseases’ details such as symptoms, causes and effects were used to construct an ontology in a centralized processing server that monitored public health using body attached sensors in order to facilitate decision making in case of emergencies. The architecture applied separation of concerns on the detailed diseases data using ontological classes and their actions, i.e., cause of, symptom of, etc. The ontological classes were driven from a medical activity model. The analytical model did not manage the timeliness, valuable big data streams of sensors’ readings and diseases details on the distributed environment, which affected the analytics accuracy and caused latency.

In [31], a distributed component-based architecture implemented on a cloud-IoT-based platform was presented for improving health services through optimizing the usage of cloud resources, data storage and retrieval using three different versions of optimization algorithms and inspected on the CloudSim dataset. The architecture aimed to get bests selection of Virtual Machines (VMs) on the cloud, helping patients reduce execution time. It applied separation of concerns by building the architecture in four components: (1) users’ devices, (2) users’ requests, (3) cloud broker, (4) network administrator. However, it did not consider the sensors’ valuable context data for VMs allocation, which required anywhere spatial analytics operations, affecting the analytics accuracy. Although the proposed architecture targeted cloud resources management, it ignored the limited number of processors when existed.

A Smart Personal Health Advisor (SPHA) was introduced in [32] as another health monitoring system based on a three-layer architecture: (1) sensors infrastructure, (2) network management, (3) deep learning analysis on Hadoop. The system monitored the patient’s physiological and physical cases to recognize his medical factors using Principal Component Analysis (PCA) for feature extraction, in which the patient health status was diagnosed using the Convolutional Neural Network (CNN) for deep learning. The system was verified using developed testbeds that collected different categories of personal data. Yet, the presented analytics did not consider maintaining the inconsistent body sensors’ data, which implied an inconsistent analytical model.

B. SMART AGRICULTURE

Agriculture is a key worldwide economic demand. The agricultural crops could be damaged for diverse reasons, causing huge losses [33]. Hence, authors in [34] proposed a model for predicting the best crop sequence by analyzing the farmland crops history and the soil information given. The model was built on a layered architecture consisted of four layers, which were (1) IoT data sources, (2) transmission management, (3) data analytics accomplished on Hadoop distributed environment and (4) analytics interpretation. The model used different classification algorithms, like decision tree algorithm (C4.5), SVM, REPTree, as well as association rule mining using FP-Growth to explore soil characteristics needed for classification. Overlooking the management of massive and inconsistent data without reduction methods would cause a
challenge regarding the analytics consistency, as well as a difficulty in huge data analytics support. In [35], authors introduced an IoT-based real-time monitoring model for smart irrigation and water utilization. It depended on thermal imaging analysis captured by sensors and transferred to cloud server to analyze several factors, such as humidity, light intensity and temperature measurements to avoid unnecessary waste of water. The model was developed on a multi-layered architecture that collected crops sensors data and transferred them via Internet to central data processing services on the cloud. Not considering spatially correlated and heterogeneous data during analysis was the main BDA challenge, which indicated poor analysis anywhere and low accuracy.

Authors in [36] proposed a model for smart irrigation by monitoring water amount quantity and comparing it to other environmental parameters. The model was built on a layered architecture consisted of three layers; (1) Application layer, (2) Network layer management and (3) Perception layer. The model used statistical equations for comparisons. Overlooking the management of massive and inconsistent data without reduction methods would cause a challenge regarding the analytics consistency, as well as a difficulty in huge data analytics support.

In [37], an IoT platform was introduced for pest and disease monitoring. The model predicted pests’ occurrences using probabilistic methods over the collected environmental sensors data, such as weather, humidity and temperature. The platform was implemented on a multi-layered architecture consisting of four layers, which were (1) sensor nodes, (2) data acquisition, (3) wireless communication technology and (4) intelligent data processing on the cloud. However, the traded data were not managed during transmission to the cloud server processor to perform analysis, resulting in poor analytics confidentiality.

C. SMART HOME

Use IoT frameworks emphasized the intelligent phenomenon of smart homes, which serve to process home sensors data using home resources and intelligently identify home activities [38]. In [39], authors proposed a real-time IoT-based approach to identify homes’ actions using home deployed sensors on a three-layer architecture as follows: (1) different types of sensors to sense different human activities, (2) sensors communication manager and (3) the recognition layer, where various analytics were accomplished on stream processing engines. Different dynamic tests were applied to verify the approach responses to human activities. The approach aimed to analyze the real time sensors’ usage readings within home using statistical analytics to predict how healthy is an individual. The prediction was based on the sensors’ readings time and order without data reduction operations for massive data and data inconsistencies handling, which affected the support of huge data and analytics consistency in the model.

Another IoT-based approach was proposed in [40] to predict home activities using home deployed sensors and a mixture technique of clustering and classification, as K-patterns followed by an artificial neural network (ANN), on a cloud distributed environment following a client-server model. The K-pattern clustering was used to group related activity models, aiming to extract the ANN features to be learned and predicted from the resultant clustered activity models. The ANN predicted the activity based on time and pattern. The clustering step was used to ensure the prediction model’s accuracy but managing data inconsistencies before analysis was not tackled, which heavily reduced the analytics results’ consistency and quality.

Another IoT-based approach was introduced in [41] as a home decision support system through a three-tier architecture as follows: (1) client node layer, where home sensors data were acquired (2) mobile edge node layer and (3) fog computing layer, where a deep machine learning (ML) technique using NNs was applied. Yet, accomplishing the complex operations included in the NN without managing the timeliness valuable home credential data affected the analytical model latency. Table 1 summarizes our analysis and evaluation for all presented IoT-based studies in smart environments from both BDA and SWE perspectives.

V. IoT SYSTEMS FOR HUMAN ANALYTICS

IoT links digital information to human world for smarter online lives [42]. This section discusses the main studies that considered human-related data analytics in terms of their processes and information flow between humans and physical objects. Most of the SW architectures proposed in this domain have challenges in system reliability, availability, security, scalability, maintainability and reusability due to missing main SWE concepts, such as system V&V, MDE and separation of concerns.

A. PRIVACY AND SECURITY

The continuous streams of data generated from IoT usually hold important information regarding time, context and user credentials. These data should be fed to several software management and control systems connected to autonomous devices [43]. This section discusses the main approaches for data security and privacy related to the IoT-based systems. A generic BDA privacy model was proposed in [44] as a policies recommender applied in the public health domain, driven out of the requirements engineering offered by the General data Protection Regulation (GDPR) organization. The policy making process is going through three steps: (1) Case recognition, which determines privacy gaps to address by the health policy using regression discontinuity techniques, (2) Action strategy, which sets the procedures considering the available resources by medical experts and (3) Plan monitoring for policy life cycle to evaluate the initiated policy efficiency. The model was implemented on a multi-layered architecture consisting of four layers, which were (1) data ingestion, (2) management layer, (3) data analysis on Hadoop.
| Ref | BDA Target                | BDA Approach                           | BDA Technology   | Evaluation Criteria | SW Architecture and Design | Applied Model-driven Engineering? | Separation of Concerns | System Validation & Verification | Challenges from BDA Perspective       | Challenges from SWE Perspective | Causes from IoT-Data Perspective |
|-----|---------------------------|----------------------------------------|------------------|---------------------|--------------------------|---------------------------------|------------------------|---------------------------------|--------------------------------------|----------------------------------|----------------------------------|
| 29  | Authenticate patients data | Ethereum blockchain model              | Cloud processing | -                   | Distributed Multi-Layered Architecture | -                               | -                      | Verified by dynamic tests        | Massive data support and Analytics Consistency | Reliability, Availability, Security, Scalability, Maintainability and Reusability | Massive and Inconsistent Data |
| 30  | Disease detection and remote health monitoring | Ontology Analytics | Centralized Processing | Analytics Accuracy | Component-Based Architecture | Activity Model | Separated Ontology Classes | - | Analytics Accuracy, Latency and Massively data | Reliability, Security, Scalability and Availability | Timelessness, Valuable and Massive Data |
| 31  | Optimizing patients request execution time in healthcare | Optimization techniques like Genetic Algorithm | Cloud processing | Processing time | Distributed Component-Based Architecture | - | Conventional View Components | - | Analytics Accuracy, Security and Maintainability | Reliability, Scalability, Reusability, Availability | Spatially Correlated and Valuable Data |
| 32  | Remote health monitoring | Feature extraction: PCA classification: CNN | Hadoop & Map Reduce | Processing time | Distributed Multi-Layered Architecture | - | - | Verified by dynamic testbeds | Analytics Consistency | Scalability, Security, Reusability and Maintainability | Massive and Inconsistent Data |
| 34  | Agricultural DSS for predicting crop yields | Classification: C4.5, SVM and RepTree, FP-Growth | Hadoop & Map Reduce | Analytics Accuracy | Distributed Multi-Layered Architecture | - | - | - | Massive data support and Analytics Consistency | Reliability, Scalability, Availability, Security, Maintainability and Reusability | Massive and Inconsistent Data |
| 35  | Efficient irrigation | Real-time image processing | Cloud processing | Analytics Accuracy | Distributed Multi-Layered Architecture | - | - | - | Analytics Accuracy, Security and Maintainability | Reliability, Scalability, Reusability, Availability, Security, Maintainability and Reusability | Heterogeneous and Spatially correlated Data |
| 36  | Water quantity monitoring for smart irrigation | Statistical Analysis | Cloud processing | Analytics Accuracy | Distributed Multi-Layered Architecture | - | - | - | Massive data support and Analytics Consistency | Reliability, Scalability, Reusability | Massive and Inconsistent Data |
| 37  | Pest prediction | Statistical Analysis | Cloud processing | Analytics Accuracy | Distributed Multi-Layered Architecture | - | - | - | Analytics Confidentiality | Reliability, Availability, Security, Scalability, Maintainability and Reusability | Massive and Inconsistent Data |
| 39  | Home activities' recognition | Real-time statistical Analysis | - | Analytics Accuracy & throughput | Distributed Multi-Layered Architecture | - | - | Dynamic tests to recognize human activity | Massive data and Analytics Consistency | Scalability, Security, Availability, Maintainability and Reusability | Massive and Inconsistent Data |
| 40  | Home activities' recognition | K-pattern Clustering and ANN | Cloud processing | Analytics Accuracy | Distributed Multi-Layered Architecture | Activity Model | - | - | Analytics Consistency | Reliability, Security, Scalability, Availability, Maintainability and Reusability | Inconsistent Data |
| 41  | Decision Support System for home events | Neural Networks | Fog computing | - | Distributed Multi-Layered Architecture | - | - | - | Analytics Latency | Reliability, Availability, Security, Scalability, Maintainability and Reusability | Timeliness and Valuable Data |
distributed environment and (4) data visualization. The model considered the big data processing aspects, but it was a limited security model that considered security concerns related to the public health domain only, ignoring other valuable data that caused a challenge in the analytics accuracy.

Another approach for improving security in IoT-based healthcare systems was proposed in [45] to prevent patients’ data attacks using an anomaly detection technique for untrusted parties’ and audiences’ access identification. The approach was implemented on a cloud distributed environment in a client-server model that used a cryptographic service to reach a higher level of trusted access data security. However, it did not filter noise data, like disconnected access, which downgraded the analysis accuracy, consistency and interpretation.

In [46], authors presented a client-server-based approach for preserving privacy data aggregation using a distributed fog computing environment. The approach employed the hash chain technique to facilitate fog devices to filter untrusted data to prevent external attackers. The main faced obstacle was the real-time processing of the timeliness data and the complex mathematical methods used in the hash chain technique, which affected the analytics latency to respond to any unsecured attack.

B. SOCIAL MEDIA MONITORING

The huge amounts of data provided by smartphones and social networks help identifying individuals’ activities and actions. The convergence of IoT and social networks has evolved to present the Social IoT (SIoT), which enables each object to identify services by using its relationships [47]. In this context, authors in [48] proposed a three-layer architectural model (data, network and application layers) to detect telegram data infusion through classifying telegram notifications’ speeds using the genetic algorithm. The architecture did not handle spatial data and data timeliness that affected analytics latency and anywhere analytics.

Another generic social IoT-based three-layered architecture for social analytics was proposed in [49] as (1) data producers layer, (2) context data management layer and (3) data consumer layer. Both humans and things equally participated to generate data, in which the Internet allowed the interaction between them and the devices. An intelligent system was included to orchestrate and manage data, but due to the offline computing of timeliness, traded data and the unsecure data transfer resulted in additional challenges in analytics confidentiality and latency.

Furthermore, in [50], authors proposed a system to predict human activities dealing with social networks, in which all objects were formed by interconnected devices through the Internet to integrate IoT and social networks with a cloud server. The system was implemented using a three-layer architecture consisted of (1) objects layer, (2) SIoT server on the cloud and (3) application layer. The used classification techniques were used to predict human activities and were tested on different Twitter datasets to validate the system throughput, but the heterogenous data was managed before analysis. This implied a poor analytical model to support different data types.

C. BEHAVIOUR ANALYTICS

There are many studies for exploring the interconnection between devices and humans in order to identify human activities. IoT has introduced a new connection theme through human-device, rather than the traditional way of the Internet through human-human [51]. Accordingly, an IoT-based dynamic client-server model was introduced in [52] to predict human location by adapting body sensors relocation. It developed the k-nearest neighbor classifier using trained versions with various sensor contexts without labelled training data on a cloud distributed environment. However, spatial information was not considered in the analysis phase that impacted the analytics accuracy and anywhere analytics.

Another IoT-based client-server approach was introduced in [53] for Human Activity Recognition (HAR) using cloud distributed processing with body deployed sensors to monitor patients with heart diseases. The activity recognition was accomplished using C4.5 decision tree classifier within different situations. Nevertheless, big data veracity was not considered due to the absence of any data pre-processing, which highly affects the analytic model consistency and accuracy.

In [54], a smart sensing IoT-based approach based on a client-server model was proposed for Human Computer Interaction (HCI) applications to act like a human responding to an activity. The approach was applied in a simulated game environment based on imagery analysis on a cloud distributed environment, in which the application responded to the player’s actions in real environments. The experiments were run on KTH dataset with real environment images captured using human devices, then 3D Convolutional NNs were applied to identify human actions. The CNN features were driven from an activity model. However, securing user data was not addressed, leading to poor analytics confidentiality. Table 2 presents the detailed evaluation for all discussed IoT-based studies in human analytics.

VI. IOT SYSTEMS FOR NETWORKS ANALYTICS

The internet-connected devices currently surrounding day-to-day activities emit enormous real-time mobile data [55]. Analyzing such data allow people to enhance their mobility and to provide better transportation services as discussed in this section. Nevertheless, most of these works did not handle separation of concerns, MDE approaches and system V&V.

A. TRANSPORTATION AND TRAFFIC

With the exponential increase of populations, the demand for real-time services and smart infrastructures has also increased. For instance, IoT-based systems can provide online traffic guidance using road deployed sensors [56]. Authors in [57] proposed a parallel processing graph-oriented approach for a smart transportation system that used traffic sensors readings and vehicular network to identify...
| Ref# | BDA Target | BDA Approach | BDA Technology | Evaluation Criteria | SW Architecture and Design | Applied Model-driven Engineering? | Separation of Concerns | System Validation and Verification | Challenges from BDA Perspective | Challenges from SWE Perspective | Causes from IoT-Data Perspective |
|------|-------------|--------------|----------------|---------------------|--------------------------|---------------------------------|-------------------------|-----------------------------------|-------------------------------|----------------------------------|----------------------------------|
| 44   | Privacy policies recommender | Situation analytics | Hadoop & Map Reduce | - | Distributed Multi-layered Architecture | Requirements Engineering | - | - | Analytics Accuracy | Reusability, Availability, Reliability, Security, Scalability and Maintainability | Valuable Data |
| 45   | Data attacks prevention | Anomaly detection | Cloud processing | - | Distributed Processing on a client server model | - | - | - | Analytics Accuracy, Consistency and Interpretation | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Inconsistent Data |
| 46   | Private data aggregation | Hash Chain Technique | Fog computing | Communication overheads | Distributed Processing on a client server model | - | - | - | Analytics Latency | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Data Timeliness |
| 48   | Social Data infusion detection | Genetic algorithm | - | Analytics Accuracy | Distributed Multi-layered Architecture | - | - | - | Analytics Anywhere and Latency | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Spatially Correlated Data |
| 49   | Social Data Management | Data management processing | - | - | Distributed Multi-layered Architecture | - | - | - | Analytics Confidentiality and Latency | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Timelines and Traded Data |
| 50   | Human activities prediction | Classification | Cloud processing | Throughput | Distributed Multi-layered Architecture | - | - | - | Testing different data categories to validate system throughput | Different Data Models Support | Scalability, Reusability and Maintainability | Heterogenous Data |
| 52   | Human location prediction | Classification with K nearest neighbor | Cloud processing | - | Distributed Processing on a client server model | - | - | - | Analytics Anywhere and Accuracy | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Spatially Correlated Data |
| 53   | Human activity recognition | Classification using C4.5 decision tree | Cloud processing | Processing time | Distributed Processing on a client server model | - | - | - | Analytics Consistency and Accuracy | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Inconsistent Data |
| 54   | Human computer interaction | Convolutional Neural Networks | Cloud processing | Processing time | Distributed Processing on a client server model | Activity Model | - | - | Analytics Confidentiality | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Traded Data |
vehicles’ instant location and speed. The proposed approach was implemented on a seven-layer architecture as follows: (1) data sources, (2) communication, (3) graph building, (4) processing on Hadoop, (5) results, (6) interpretation and (7) application. The system analyzed the graphs of sensors’ big data using Giraph tool, without considering the huge sensors’ data that require special reduction techniques. This impacted the analytics latency and their ability to cope with huge data.

In [58], an IoT-based approach was introduced using fog computing as an online transportation assistant to provide continuous traffic support such as driving assistant, collision detection and hazard prevention. It followed a three-layer architecture consisted of (1) intelligent processing layer on a fog distributed environment, (2) real-time BDA layer and (3) data sources layer. The approach analyzed data in parallel, employing data prioritization methods to ensure the availability to end-users. Nevertheless, it did not handle the heterogeneous data formats before processing, which affected the analytical model to deal with variant data types.

Another IoT vehicular data analytic approach on cloud was proposed in [59] to recommend intelligent parking and avoid congestion based on a three-layer architecture with: (1) IoT devices layer, (2) communication layer and (3) data analytics on a cloud distributed environment. The approach collected geographic location information and analyzed parking availability information using Logistic Regression (LR). Many challenges were faced by the analytical model, such as its ability to support huge data, as no data reduction techniques were applied.

B. MOBILITY

Smart objects in IoT-based environments generate massive amounts of location data that allow identifying people capacities and optimizing routes through smart cities [60]. An IoT-based approach was introduced in [61] for mobility analytics using cloud processing deployed on a three-layer architecture as follows: (1) devices layer, (2) network layer and (3) data analytics layer on a cloud distributed processing. It predicted people movements within a building to help directing them in emergencies and validated using automatic tests that generated various locations datasets from ETSIIIT at different times. The analysis applied the autoregressive and moving average (ARIMA) times series prediction. However, it did not handle the variant sensors while performing data aggregation, which affected the analysis consistency.

Another approach for location identification services improvement using mobile IoT sensors data recognition was presented in [62]. The approach was developed on a three-layer architecture as follows: (1) physical layer, (2) network layer and (3) utility layer on a cloud environment. The approach applied a utility-driven service model based on sensing requests from the physical layer. Ontology analytics were used to dynamically apply cloud applications without addressing real-time processing of timeliness data, which affected the model latency.

A general service-oriented architecture for context-aware mobile IoT applications was introduced in [63], utilizing cloud resources and IoT technologies as a service. It consisted of a marketplace layer for the user interface, a runtime module and interconnected smart objects. The runtime engine managed the mobile IoT data heterogeneity, aggregation and business analytics. Nevertheless, the analytics faced a challenge in its ability to support huge data, as no data reduction techniques were provided. Table 3 summarizes the evaluation for all presented IoT-based studies concerning network analytics.

VII. IOT SYSTEMS FOR ENERGY ANALYTICS

IoT devices connected to data centers, running on wireless networks allowed their operation in many domains, especially in the energy field [64]. Several challenges were encountered, such as managing supply on demands, monitoring power consumption, energy pricing, energy storage and energy theft prevention, in which many studies have been conducted as discussed herein. From SWE perspective, most of the proposed architectures in this domain face challenges in system reliability, availability, security, scalability, maintainability and reusability as a result of ignoring system V&V, MDE and separation of concerns concepts.

A. SMART GRID

IoT facilitates the communication between the energy measurement components of the smart grid, producing huge data for valuable analytics [65]. In [66], authors proposed an online scalable smart grid management system on a cloud service-oriented architecture to report power usage at different time intervals. The system applied different data-driven forecasting models for big energy data forecasting, like regression tree and ARIMA techniques to predict the energy consumed at different spatial and temporal granularities. The system was tested on the Los-Angeles Smart Grid dataset. Nevertheless, it did not ensure data quality in terms of managing data inconsistencies before the prediction process, which affected both the analytics model’s accuracy and consistency.

Another smart grid real-time distributed processing analytic approach based on a client-server model for real time energy pricing was proposed in [67]. It used regression analysis via Hadoop-Spark ML libraries, which managed big data velocity and volume, but it ignored managing big data variety in terms of the heterogeneity of sensors data that affected the model efficiency by not supporting diverse data models, as well as it ignored ensuring grid cyber security that affected system security.

Authors in [68] presented a smart grid management tool using BDA on a cloud implemented on a four-layer architecture as follows: (1) data resource layer, (2) data transmission layer, (3) data storage layer and (4) data analysis layer. The third and fourth layers were implemented on a cloud distributed environment. It planned the energy storage scheme of all devices deployed at a consumer’s home based on historical energy consumption data using genetic algorithms. Besides, it presented an energy scheduling scheme based on the Nash
| Ref # | BDA Target                  | BDA Approach          | BDA Technology        | Evaluation Criteria | SW Architecture and Design | Applied Model-driven Engineering? | Separation of Concerns | System Validation and Verification | Challenges from BDA Perspective | Challenges from SWE Perspective | Causes from IoT-Data Perspective |
|-------|-----------------------------|-----------------------|-----------------------|---------------------|---------------------------|----------------------------------|-------------------------------|-------------------------------|-----------------------------------|---------------------------------|----------------------------------|
| 57    | Transportation monitoring   | Graph-oriented Analysis | Hadoop & Map Reduce   | Processing time     | Distributed Multi-layered Architecture | -                               | -                             | -                             | Massive data support and Analytics Latency | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Massive Data                     |
| 58    | Transportation routing assistant | Real-time data prioritization methods | Fog computing | - | Distributed Multi-layered Architecture | -                               | -                             | -                             | Different Data Models Support | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Heterogeneous Data                |
| 59    | Smart parking guide         | Logistic Regression   | Cloud processing      | - | Distributed Multi-layered Architecture | -                               | -                             | -                             | Massive data support | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Massive Data                     |
| 61    | People movement prediction  | ARIMA                 | Cloud processing      | Processing time     | Distributed Multi-layered Architecture | -                               | -                             | -                             | Validated by automated tests | Analytics Consistency | Scalability, Reusability and Maintainability | Inconsistent Data |
| 62    | Location recognition        | Ontology analytics    | Cloud processing      | - | Distributed Multi-layered Architecture | Utility Driven Service Model | -                             | -                             | Analytics Latency | Reliability, Availability, Security, Scalability and Maintainability | Data Timeliness                   |
| 63    | General mobile application  | context-aware analytics | Cloud processing      | - | Distributed Service-Oriented Architecture | -                               | -                             | -                             | Massive data support | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Massive Data                     |
equilibrium game theory for the daily energy usage to reduce energy billing. Yet, using such techniques with complex mathematical operations without considering any data reduction technique for massive data negatively affected the analytic model latency and massive data support.

B. SMART METERING

Smart meters become more intelligent by the power of IoT, which facilitate deploying them at customers’ environments to broadcast power consumption data to the service providers at regular interval of time [69]. An approach for real-time smart meter data analytics on Hadoop distributed environment based on a client-server model was presented in [70] to examine the weather impact on energy consumption using the Periodic Auto-Regression (PAR) technique for time series data prediction and tested on a home power consumption dataset. The main contradiction was the short-term power forecast used to cope with real-time processing, ignoring the valuable data insights from long-term forecasting. This affected the regression model training, implying poor analytic model accuracy. Another approach based on a client-server model using Hadoop was presented in [71] to filter smart meters noisy data caused by unpredicted events, or data communication faults. It determines the relationship between the data at different time periods using autoregression and ANN techniques. The approach was validated using rolling and moving cross validation approaches. However, the approach ignored stream data handling for timeliness data, which caused poor analytic model latency.

Authors in [72] proposed an approach for energy theft recognition using smart meter data analytics, implemented on a distributed processing of a centralized server and distributed nodes. It utilized clustering-based feature extraction on the load data to address the imbalanced data, then applied the SVM classifier to detect the theft. Running the approach in parallel supported big data velocity but managing the data volume was still a challenge, as no data reduction was applied.

C. SUPPLY ON DEMAND PREDICTIONS

The fast spreading of IoT deployments prevented energy harvesting for managing supply on demand [73]. In [74], an IoT-based time series analytics model was proposed to analyze and forecast energy consumption patterns to manage supply on demand, implemented on a central server. The analysis was associated with several time intervals ranges from hour to whole year. The proposed model used the unsupervised data clustering K-means to group energy time intervals followed by Bayesian technique to predict energy usage and tested on a domestic appliance level electricity dataset. The main drawbacks were ignoring the valuable data of environmental factors affecting energy production, as well as the reduction of massive data, causing deterioration to both massive data support and analytics accuracy.

An IoT-based smart Energy Management System was presented in [75] for energy consumption monitoring, implemented on a distributed three-layer architecture as follows: (1) sensors and actuators layer, (2) data management layer and (3) data processing on a central server. The data acquisition module in the second layer is connected to each network device for acquiring and transmitting consumption data to a centralized processing server. The Benchmarking was used for energy data analysis through a generic business intelligence tool that generated user interactive charts and reports for annual power consumptions. The system was validated by validating the incremental systems prototypes. However, the massive and timeliness data and the unsecured valuable energy data transmission were the major challenges that seriously impacted the massive data support of the analytical model with respect to latency and confidentiality.

Another application was presented in [76] to manage energy consumption and balance between supply and actual demand in smart cities using online support vector regression (SVR), applied on a power consumption data that were processed on a central server. The proposed application followed unscalable centralized processing and applied energy short term forecasting using data kept in memory that ensured big data velocity, but it did not consider the SVR cold start and the data volume by reduction methods, which affected the model efficiency to support huge data. Table 4 summarizes the evaluation from the two considered SWE and BDA perspectives for all presented IoT-based studies in energy analytics.

VIII. IoT SYSTEMS FOR ENVIRONMENTAL ANALYTICS

In relation to data analytics, IoT-based systems can ensure human civilization by offering safe surroundings and improving modern lifestyles [77]. Herein, IoT-related studies that addressed different environmental analytics are investigated. However, important SWE concepts, such as separation of concerns and MDE approaches were ignored, which leads to major challenges in system scalability, security, reusability, maintainability, interoperability and availability.

A. CRISIS PREVENTION

One of the IoT blessings is context and timing identification that serve in natural disasters management [78]. Thus, IoT enhances the effectiveness of disaster response and quick decision making. Authors in [79] proposed a real-time monitoring approach to respond intelligently in crisis situations, deployed on a cloud distributed environment with a three-layer architecture as follows: (1) social media data source layer, (2) data crawling layer and (3) data analysis and interpretation layer. It gathered social media information using human language interpreting and analyzed them online using sentiment analysis. However, working on such valuable data without securing them was the main concern in the analytic model confidentiality.

Another approach was introduced in [80] as a decision support in crisis relief situations on central processing architecture as per various forms of both structured and unstructured social data. The approach was validated using both convergent validity and discriminant validity. The analysis
### TABLE 4. IoT frameworks for network analytics from BDA and SWE perspectives: an overview on the associated IoT data features and their encountered challenges.

| Ref | BDA Target | BDA Approach | BDA Technology | Evaluation Criteria | SW Architecture and Design | Applied Model-driven Engineering? | Separation of Concerns | System Validation and Verification | Challenges from BDA Perspective | Challenges from SWE Perspective | Causes from IoT-Data Perspective |
|-----|------------|--------------|----------------|--------------------|---------------------------|-----------------------------------|------------------------|---------------------------------|---------------------------------|---------------------------------|--------------------------------|
| 66  | Smart grid power prediction | Regression Tree and ARIMA | Cloud processing | Processing time | Distributed Service-Oriented Architecture | Data-Driven Analytic Models | - | - | Analytics Accuracy and Consistency | Reusability, Availability, Reliability, Security, Scalability and Maintainability | Inconsistent Data |
| 67  | Real-Time energy pricing | Real-time regression analysis | Hadoop & Map-Reduce | Processing time | Distributed Processing on a client server model | - | - | Different Data Models Support | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Heterogeneous Data |
| 68  | Energy storage management | Genetic Algorithms and Nash equilibrium | Cloud processing | - | Distributed Multi-layered Architecture | - | - | Massive data support and Analytics Accuracy | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Massive Data |
| 70  | Power consumption predictions | Real-time periodic Autoregression | Hadoop & Map-Reduce | Processing time | Distributed Processing on a client server model | - | - | Automated cross validation | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Valuable Data |
| 71  | Smart metering data filtering | autoregression and artificial neural network | Hadoop & Map-Reduce | - | Distributed Processing on a client server model | - | - | Analytics Latency | Scalability, Reusability and Maintainability | Timeliness Data |
| 72  | Energy theft detection | Data clustering followed by SVM classifier | Centralized server and distributed nodes | - | Distributed Processing on a client server model | - | - | Massive data support | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Massive Data |
| 74  | Energy consumption forecasting | Clustering followed by Bayesian network prediction | Centralized Processing | Processing time | Centralized Processing | - | - | - | Scalability, Reliability, Security, Reusability, Maintainability, Interoperability and Availability | Massive and Valuable Data |
| 75  | Energy consumption monitoring | Business intelligence software tool | - | - | Distributed Multi-layered Architecture | - | - | Validation using prototypes | Scalability, Reusability and Maintainability | Timeliness, Massive and Traded Data |
| 76  | Supply on demand prediction | Online support vector regression | Centralized Processing | - | Centralized Processing | - | - | Massive Data Support | Scalability, Reliability, Security, Reusability, Maintainability, Interoperability and Availability | Massive Data |
determined disaster relief activities using the partial least square regression (PLSR) technique. Although the approach managed big data variety, it revealed poor massive data support and analytics latency, as no data stream handling or data reduction were applied.

Authors in [81] introduced an approach that aggregated sensors’ and users’ data to establish spatial risk manager, implemented on a cloud-based three-layer architecture as follows: (1) acquisition layer, (2) integration layer and (3) decision support layer. The manager was developed using statistical analysis on WSN for flood prevention. Yet, the approach did not consider real-time processing for timeliness data, which damaged model latency.

In [82], an integrated real-time processing system combining satellite images and social media data was presented for flood monitoring and hazard detection on a central processing server. The satellite imagery was used for monitoring floods using image processing techniques, while the social media data helped in the forecasting process that applied Bayesian-based relevance ranking strategy. However, managing data inconsistencies before both imagery and social analysis was not addressed, resulting in analytics inconsistency.

**B. URBAN PLANNING**

IoT infrastructures support construction engineers to better make their land-use plans based on understanding nature rules and human needs [83]. A proposed IoT-based monitoring system based on collected noise maps was presented in [84] to identify noise and support noise prevention rules in important areas, implemented on a client-server architecture over a cloud distributed environment. The system was validated using cross validation on algemesí dataset at different locations. The system used statistical spatial-temporal prediction to detect noise levels, but it faced many challenges regarding spatial data analytics, like using a spatial database for data storage and supporting big data variety, in terms of supporting different data types rather than images.

Another smart IoT-based architecture for managing water consumption in smart cities was introduced in [85] based on a three-layer architecture as follows: (1) IoT data sources, (2) communication management and (3) data analysis on Hadoop. It analyzed rainwater amounts to manage water consumption and prevent floods using Global Active Archive of Large Flood Events dataset. Yet, ignoring massive data reduction was a critical concern, resulted in poor model support of huge data.

Authors in [86] proposed an IoT-based water supply management system implemented on a client-server model over a cloud distributed environment to connect water sources deployed sensors via WSN to massive water consumers. The system optimizes the water consumption process using SCADA and metering analysis without managing data inconsistencies, affecting the model’s consistency. Table 5 presents the evaluation summary of all environmental analytics studies.

**IX. THE EXPLORATION OF IoT DATA FEATURES CAUSING SWE AND BDA CHALLENGES**

Upon investigating all presented studies in sections IV, V, VII, VIII, and IX, this section introduces the key features of IoT data that we explored as our first contribution in this study. The explored IoT data features are then mapped to the SWE challenges that would arise, based on the SWE concepts concerned with each IoT data feature as our second contribution. The BDA challenges, resultant from mapping these explored IoT data features to the current big data characteristics, are then investigated as our third contribution.

The three contributions are mapped into the inspected studies and presented in Tables 1, 2, 3, 4 and 5. These tables provide a comprehensive comparative summary for the presented IoT-based studies with respect to the main metrics considered for comparison as highlighted in section I, which included the targeted analysis type, the applied analytical approach and used technology, the considered evaluation criteria to evaluate the associated results, as well as the SWE concepts that are used as evaluation metrics. The tables also include our inferred challenges from both SWE and BDA perspectives, in addition to the causes from the IoT data features perspective. As shown in these tables, ignoring some SWE concepts, like separation of concerns, MDE approaches and system V&V while processing dynamic, valuable and traded IoT data in each domain, caused poor system reliability, security, scalability, availability, interoperability, maintainability and reusability.

Hence, the concepts of SWE and BDA are coupled; SWE seeks to maintain generalizable, powerful and reusable processing architectures for data analytics, while BDA append the smart characteristic by offering effective, continuous, reliable and secured techniques for manipulating the hidden patterns in data. Thus, the main objective of this evaluation is to reveal the trade-off relation between BDA, SWE and IoT, as presented, as well as to disclose the relation between the challenges of SWE and BDA to support the most optimum processing platform for IoT-based systems.

**A. IoT DATA FEATURES**

The IoT era that interconnects several devices presents a different scheme of data called IoT data. Presenting IoT data nature helps IoT system analysts, SW engineers and developers to understand these data and to improve their traditional approaches to cope with them [87]. Studying various IoT-based systems, IoT data features can be compiled as follows.

1) **Multidimensional Massive Data**: IoT connected devices generate gigantic amounts of data, which enforce the scaling of traditional approaches to store, process and analyze them.

2) **Data Timeliness**: IoT data are dynamically changing over time, which require real time processing with high speed at regular basis.

3) **Heterogeneous Data**: IoT data come from many diversified sources with heterogeneous forms.
| Ref # | BDA Target Description | BDA Approach | BDA Technology | Evaluation Criteria | SW Architecture and Design | Applied Model-driven Engineering? | Separation of Concerns | System Validation and Verification | Challenges from BDA Perspective | Challenges from SWE Perspective | Causes from IoT-Data Perspective |
|-------|------------------------|--------------|----------------|--------------------|---------------------------|---------------------------------|--------------------------|-------------------------------|---------------------------------|---------------------------------|-------------------------------------|
| 79    | Crisis decision support system | Real-time natural language processing | Cloud processing | -                  | Distributed Multi-layered Architecture | -                              | -                        | -                | Analytics Confidentiality         | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Valuable Data                      |
| 80    | Disaster relief activities prediction | Partial least square regression | Centralized Processing | -                  | Centralized Processing | -                              | -                        | Convergent validity and discriminant validity | Massive Data Support and Analytics Latency | Security, Reusability, Maintainability, Interoperability and Availability | Massive and Timeliness Data |
| 81    | Risk manager | Statistical analysis | Cloud processing | -                  | Distributed Multi-layered Architecture | -                              | -                        | -                | Analytics Latency                  | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Timeliness Data                      |
| 82    | Hazard detection | Real-time image processing and social media analysis | Centralized Processing | -                  | Centralized Processing | -                              | -                        | -                | Analytics Consistency              | Reliability, Security, Scalability, Reusability and Maintainability | Inconsistent Data                   |
| 84    | Noise abatement recommender | Spatial-temporal prediction | Cloud processing | Processing time | Distributed processing on a client server model | -                              | -                        | Cross validation | Different Data Models Support | Scalability, Reusability and Maintainability | Heterogeneous Data                 |
| 85    | Water consumption management | Regression analysis | Hadoop& Map-Reduce | -                  | Distributed Multi-layered Architecture | -                              | -                        | -                | Massive Data Support              | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Massive Data                      |
| 86    | Water supply management | SCADA and metering analysis | Cloud processing | -                  | Distributed processing on a client server model | -                              | -                        | -                | Analytics Consistency              | Reliability, Availability, Security, Scalability, Reusability and Maintainability | Inconsistent Data                   |
This represents a complexity concern on such data to be interpreted and analyzed.

4) **Inconsistent Data**: The completeness and quality of the collected IoT data may vary, which may include uncertainties, irregularities, or noise.

5) **Traded Data**: IoT data are continuously in use and easily accessible from different agents. Thus, ensuring privacy concerns on these data is a challenge.

6) **Valuable Data**: IoT sensors are interconnected in different ways autonomously, generating data of high business and social value that should be analyzed accurately.

7) **Spatially Correlated**: Excessive different sensors are deployed within the same area to generate diverse data. These data are spatially correlated, making data aggregation processes more complex.

**B. SWE CHALLENGES**

With more devices being connected, the IoT presents a new data scheme that traditional platforms cannot directly process [88]. Analyzing the considered SWE metrics for the presented studies, we deduce the resultant SWE challenges that would be provoked because of specific IoT data features while disregarding some SWE concepts as shown in Figure 3. As per our analysis, the SWE challenges that have emerged from the IoT perspective include:

1) **System Availability**: The IoT-based platform should confront the diversity of fast IoT data for storage, access, processing, analysis and visualization using distributed processing themes. The lack of distributed environments threatens the availability of SW systems, as central processing systems are more likely to fail since they have a single point of failure. Furthermore, any dereliction in SW V&V tests related to system failures detection would cause poor system availability.

2) **System Reliability**: The IoT-based platform should be fault tolerant and smoothly operating despite of the untrusted IoT data acquired by unreliable sensors, unclear imagery, or imperfect natural human language using different event handlers. Powerful V&V are responsible for ensuring accepted system performance and detecting system faults. Overlooking enough testing results in unreliable SW systems.

3) **System Security**: The lack of control while acquiring, processing and visualizing different and opened access IoT data sources affects the overall system security. Thus, preserving IoT data security at all platform layers should be addressed to ensure system security. Inefficient V&V tests that would examine system resilience at different levels of access put the system security at risk. In addition, the reliance on central processing systems makes the system subject to various attacks. Besides, non-separated SW architectures result in poor system security.

4) **System Scalability**: The IoT-based platform should accommodate the massive IoT data, provided the limited hardware resources and used bandwidth, which cause a bottleneck in processing and communication. In case of not adopting distributed environments or multi-layer architectures in SW systems, it would be dramatically hard to accommodate the huge amounts of data, leading to unscalable systems. Besides, developing SW systems without considering the separation of concerns concept or even organized architectures, in terms of modules, components, or service-oriented, would downgrade the system performance exponentially as the data scale.

5) **System Reusability**: Designing reusable systems would support IoT-based applications in order to cope with the rapidly dynamic IoT data timeliness. In addition, cross-cutting concerns would restrain such reusability goal. Thus, neglecting the separation of concerns concept, or any organized architectures, as in multi-layered, or modular architectures, would complicate the extension of functionalities in such systems. Moreover, the abandonment of the MDE development approaches, i.e., Unified Modeling Language (UML) diagrams, as well as domain-specific languages, would make it difficult to consider reusability. According to our inspection, none of the considered studies has mentioned whether they addressed any domain-specific languages.

6) **System Maintainability**: Maintaining a SW system for IoT is costly, in which the system’s functionalities are forced to cope with different dynamic faulty devices and IoT data timeliness. Ignoring the concept of separation of concerns, MDE development approaches or the usage of domain-specific languages that facilitate offering basic domain-based functionalities, would complicate the maintenance activities of such SW systems.

7) **System Interoperability**: The spectrum of IoT includes heterogeneous data sources using various protocols and interfaces for communication and database types, which needs to connect and exchange information without restriction. The processing platform should allow seamless transition and managing connections among divergent platforms. This challenge occurs as a result of the absence of organized designs, such as modular, component-based, or service-oriented architectures, where no defined interfaces are available to communicate with different systems.

8) **Functional Suitability**: Developing a SW system that correctly covers all functional requirements and user objectives is a challenge for IoT, because of the heterogeneous and inconsistent data sources with correlated and domain dependent IoT data. Thus, ignoring the consideration of domain-specific languages that facilitate covering domain functional requirements would endanger functional suitability. Unfortunately, domain-specific languages were not addressed in any of the presented studies.
C. BDA CHALLENGES

The magic of IoT extends the communication from human-machine and machine-human to machine-machine context, where data analytics are addressed in terms of the 10Vs as volume, velocity, variety, veracity, value, variability, volatility, validity, visualization and vulnerability [6], [7], [89]. Therefore, BDA has a great effect on analyzing and interpreting these data to append the intelligent feature of IoT. This section aims to reveal the BDA challenges through investigating the effect of IoT data features on the big data characteristics as shown in Figure 4. Thus, the main challenges that should be considered in such IoT-BDA model include:

1) **Massive Data Support**: The high dimensionality reduction of IoT data should be considered in the IoT-BDA model. This challenge appears by ignoring the data volume in the IoT-BDA model. Several data reduction approaches could be applied on the IoT data based on their data nature, such as compression, filtering, sampling, etc.

2) **Analytics Latency**: The IoT-BDA model should fit the timeliness nature of IoT data. This challenge occurs by not considering big data velocity and volatility while constructing the IoT-BDA model. IoT-BDA model should force analytics to be accomplished in minimal time by avoiding techniques that would consume much time for training or mathematical operations.

3) **Different Data Models Support**: The IoT-BDA model should support heterogenous data, which sometimes are spatially correlated. Neglecting big data variety in IoT-BDA model would cause such challenge. Traditionally, this challenge is addressed by various data integration forms, which require the perception of sources scheme to define proper data adapters.

4) **Analytics Accuracy**: The IoT-BDA model should ensure accurate results despite of the massive, heterogenous, inconsistent and valuable IoT data nature. Therefore, this challenge occurs when ignoring big data volume, variety, veracity, validity, or vulnerability. Accuracy can be granted using different testing approaches and efficient BDA model training.

5) **Analytics Consistency**: The heterogenous, spatially correlated and inconsistent nature of IoT data due to data noise. Thus, without handling big data variety and veracity in IoT-BDA model would cause this challenge. Therefore, the IoT-BDA model should maintain these data before analysis through several data cleansing techniques that ensure the truthfulness of data and thus, analysis accuracy.

6) **Analytics Confidentiality**: The IoT-BDA model should consider the valuable, traded, heterogenous and timeliness IoT data while processing. These features concern the variety, value, variability and vulnerability characteristics of big data. Ignoring managing these characteristics would cause a serious concern regarding the privacy of IoT data, leading to poor model confidentiality.

7) **Analytics Anywhere**: The spatially correlated and timeliness IoT data are concerned with the variability and volatility of big data. Thus, the IoT-BDA model should consider geographic location correlations and time information during analysis.

8) **Analytics Interpretation**: The massive, timeliness, heterogenous and inconsistent IoT data are concerned with
big data visualization and velocity. Ignoring these characteristics in the IoT-BDA model would cause a critical challenge while presenting the power of analysis, leading to poor analysis interpretation.

Table 6 relates each SWE challenge to its associated BDA challenge(s) that should be considered in IoT processing platforms as per our deduced effects of the IoT data features. It presents the inferred impact of each IoT data feature and the resultant challenges from both SWE and BDA perspectives.

X. THE PROPOSED DOMAIN INDEPENDENT BDA-BASED IoT ARCHITECTURE

Considering the comprehensive analysis for the state of art in the current IoT-based systems provided in sections IV through VIII, we propose a domain-independent BDA-based IoT architecture, as shown in Figure 5. The proposed architecture considers the discussed BDA and SWE challenges resultant from the associated IoT data features in most of the current IoT systems in section IX. To the best of our knowledge, the proposed architecture exclusively introduces a comprehensive solution for online-based data analysis in IoT-based systems that considers both SWE and BDA perspectives.

Avoiding the presented challenges of central processing, the proposed architecture can be deployed using different online computing models, such as edge computing, fog computing, or cloud computing models, in which their scalable, mobile and reliable infrastructure can be tailored as per the business needs [90]. The proposed architecture follows the main SWE design concepts, including model-driven engineering, separation of concerns, system V&V and domain-specific language. It is composed of six layers: (1) Data Manager, (2) System Resources Controller, (3) System Recovery Manager, (4) BDA Handler, (5) SWE Handler and (6) Security Manager.

The “Business-Logic Software Architecture” layer represents the specific domain application logic and business system requirements needed from the IoT-based application to fulfil, on which our proposed layers are expected to interact. The “Raw Data Providers” represent the application dependent data sources. The architecture separates between IoT data management procedures and business logic functionalities. Regarding SW modularity, each layer consists of several modules to tackle diverse challenges as detailed below.

A. DATA MANAGER

This layer receives the raw data generated from the physical IoT objects sources, like sensors, social media interactions, location-based services, smart devices and feeds the whole architecture. It is responsible for managing the connections and interactions of the various data providers, as well as the continuous acquisition of their data. In order to check the consistency of such acquired raw data before processing, this layer consists of the following modules to ensure QoS:

1) Network and Communication Manager: This module identifies the physical objects and manages the communication protocols used to interconnect them before data are obtained. Several IoT technologies are used
depending on the application nature. For instance, wireless body area networks (WBAN) can be used for body deployed sensors in healthcare applications. Network throughput in terms of the successful data transfer rate over time, latency in terms of the delay between sending and processing data units, and availability in terms of the efficient and uprunning network that are ensured by “System Resources Controller” module, are the main metrics that can be considered to evaluate this module [91]. The efficiency of these evaluation metrics to measure system performance is proven in [92].

2) Data Streaming Acquisition: A suitable stream processing engine is needed to ensure the real time processing of timeliness IoT data. This module can be evaluated by measuring the response time defined as the time taken between sending a request to the server and the task completion [93]. Response time is the most appropriate evaluation metric to evaluate analytics latency and system availability [94].
3) **Data Consistency Handler**: In this module, diverse data manipulation procedures are applied on the inconsistent IoT data, such as noisy data cleansing and filtering, depending on the data type and system purpose. In addition, data transformation techniques can be applied if special data formats are required for processing. Handling such procedures enriches analytics accuracy and consistency, as well as system reliability and availability. A data integration technique can be applied on the maintained data units to evaluate the approaches utilized in this module [95], as a data integration technique can efficiently represent the correlation between raw data and maintained data versions [96].

4) **System Data Storage**: The heterogeneity and massive features of IoT data enforce the usage of scalable and different database management systems to store the huge amounts of structured and unstructured data. Several database management systems can be deployed in this module, based on the structure of data units in the IoT domain in hand [96].

### B. SYSTEM RESOURCES CONTROLLER

This layer ensures the reliable and scalable processing environment for IoT data. It applies data mining optimization techniques to recommend efficient allocation and distribution policies of the virtual and physical processing resources, in which the processing tasks can cope with the anytime huge data processing, access and storage [97]. This module can be evaluated through monitoring resource utilization, which is the percentage of resources consumed by the incoming workload to present how busy the CPU is [98].

### C. SYSTEM RECOVERY MANAGER

System reliability is directly related to providing efficient data replication schemes and appropriate system backups solutions. This layer exploits the power of data analytics by deploying predictive analytics over the acquired data to forecast the growth of big IoT data, compared to the inspections achieved at the “System Resources Controller”, hence determine the storage space needed for future growing data. Recovery time objective, which determines how quickly systems must be recovered, can be used to evaluate the recovery methodologies of this module [99].

### D. SWE HANDLER

This layer achieves the main concepts of SWE to ensure the overall system QoS. This layer is composed of the following modules:

1) **Concerns Separator**: This module follows the aspect-oriented approach for the separation of concerns that facilitates system scalability, reusability and maintainability. It starts by ‘Concerns Identification’, which recognizes the core and crosscutting concerns of the IoT system by dynamically exposing join points during the execution of the system. Join points include the execution of methods, creation of objects, or throwing of exceptions. “Concerns Composition” and “Trade-off Resolution” then manage the composition of all related concerns by selecting a specific set of join points that satisfies the concerns criteria based on different logical operators. The inconsistencies resulted from this composition process are then eliminated by applying some filtering techniques. “Concerns Representation” represents the resultant concerns by constructing their equivalent connected graph, whereas “Concerns Mapping to Architecture Design” maps it further to the software architecture design. This module can be validated using correlation matrices between the concerns and the generated classes [100].

2) **MDE Handler**: This module ensures the overall system reusability and maintainability using model driven engineering approaches that provide a direct process of design, construction and maintenance of software by determining the Computation Independent Model (CIM) and Platform Independent Model (PIM) of the IoT system. The CIM maps the functional requirements to the domain requirements by analyzing the domain feature model of the system, expressing the reusable elements in that specific domain. The functional requirements and domain features are analyzed by constructing UML diagrams and a dictionary of services and techniques used for implementation respectively. Thus, CIM is developed by analyzing the user requirements and finding a matching set of features from the domain features dictionary. The PIM is then generated from the CIM using the domain patterns, which represent the reusable structures of the common problems across domains. Design pattern techniques are utilized to confirm that all functionalities in the CIM are reflected in the PIM. Several graphical code inspections can be conducted to evaluate this module [101]. System defects are best found by code inspections, as they reveal functionalities’ defects of a service.

3) **Automated V&V Handler**: System reliability, SW functional suitability and availability are ensured via this module. It presents an IoT-based validation and verification model that dynamically generates test cases from UML models and establishes a testing simulation environment to test the system’s ability to be integrated, configured, installed, executed, upgraded, scaled-up, or scaled-out, saving costs and risks of testing the real system [102]. Further, it could support self-monitoring architectural models for high fault tolerance. Tracking testing progress technique can be applied to validate the testing process and ensure tests completeness [103].

4) **Domain-Specific Language Handler**: As per our study, the SW functional suitability has become one of the major SWE challenges that has not been addressed yet in IoT-based systems to the best of our knowledge. This module ensures functional suitability by handling domain-specific mini-languages built on the
top of the hosting language to provide concepts and behaviors in a specific context. This presents an interface for diverse service types in a specific domain, and facilitates converting, transforming and combining data from multiple services to meet the operations needs and satisfy both business and technical requirements. Different user interfaces validation techniques from various domains can be considered to evaluate this module, which can automatically validate knowledge from heterogeneous systems [104].

E. BDA HANDLER

In this layer, data analytics are performed to maintain the big data characteristics of the collected IoT data per each of the following modules:

1) **Data Aggregation**: Data aggregation techniques are needed to ensure data fusion from multiple and heterogeneous IoT data sources into one data repository. This module presents a data aggregation model that supports different network protocols for different data models with a minimum time between data generation and aggregation. This supports analytics anywhere, optimum latency and accurate analytics. Confirming data features stability before and after aggregation can be used to validate this module [105].

2) **Data Reduction**: This module provides different approaches to support scalability despite of the huge data volume and to minimize their processing time. Data reduction techniques are applied to reduce the multidimensional massive IoT data. Data could be reduced in (1) amount, using dataset sampling or filtering, or (2) dimension, using dimensionality reduction techniques that maintain data correlations or both. This module can be evaluated via the system latency and response time before and after data reduction, in addition to the applied reduction technique accuracy metric [106].

3) **Data Analysis**: Upon maintaining IoT data features and considering IoT data processing challenges, this module performs the required business analytics depending on the application purpose. The Analytics accuracy and latency are managed through several accuracy metrics and multi-threading libraries [92].

4) **Data Interpretation & Visualization**: Information become easily interpreted when effective visualization techniques are utilized. This module supports different representation forms for the analytical results, based on the application type. For instance, charts are best suitable for numeric results, maps for spatial outcomes, . . . etc. [107].

F. SYSTEM SECURITY

As secured processing is a main challenge for IoT data, this layer intersects with all layers of the architecture to ensure system security. Its responsibilities vary among the layers. For instance, it identifies attacks and authenticates external accesses and data storage access all over the system layers, whereas at the BDA Handler and SWE Handler layers, it assigns security rules for the system users to accomplish each task. At the Data Manager layer, it validates data providers based on legal licenses of data usage and networks information encryption. This module can be evaluated by initiating several attacks from variant networks and different profiles to ensure system security and privacy [108].

G. IMPLEMENTATION CHALLENGES

This section highlights the challenges, as well as the research and development (R&D) efforts that are expected to draw the attention of the research community regarding the implementation of the proposed domain-independent BDA-based IoT architecture. Each module in the proposed architecture is subject to face the following challenges:

1) **Data Manager**: Supporting heterogeneous data is the main processing concern that would endure this module to cope with the different network protocols, ensuring data consistency and data storage.

2) **System Resources Controller**: The massive amount of data is a serious challenge to manage the system resources.

3) **System Recovery Manager**: Appropriate innovative data replication schemes and backup solutions should be adopted. Thus, initiating such solutions with real-time data is a major challenge.

4) **SWE Handler**: Considering data heterogeneity, inconsistency and freshness are the main processing challenges to maintain SWE concepts, such as V&V, MDE and separation of concerns.

5) **BDA Handler**: BDA accuracy is directly affected by the different IoT data features, such as the massive data amounts, data heterogeneity and inconsistency, which negatively impacts on IoT data analytics.

6) **System Security**: The massive amount of open-accessed data introduces a real challenge to secure IoT-based systems.

XI. DISCUSSION AND CONCLUSION

Nowadays, the Internet of Things (IoT) phenomenon produces a complicated type of data characterized by their huge amount, high speed, unstructured format, valuable and credential meaning, inconsistencies and spatial correlations. Thus, the emergence of IoT systems brings new challenges from both the big data analytics (BDA) and software engineering (SWE) perspectives to process and analyze such data. Despite of conducting many surveys for IoT-based systems from different perspectives, but the SWE concepts and BDA characteristics for such systems are still ambiguous and overlooked with respect to the IoT-specific data features. This raises different challenges and concerns for the data processing and analytics at these IoT systems. Yet, there is no adapted architecture or taxonomy dedicated to process and analyze IoT data, irrespective of the IoT domain.

To the best of our knowledge, this paper exclusively reveals the trade-off relation between BDA, SWE and IoT,
and discloses the relation between the challenges of SWE and BDA to support an optimum processing platform for IoT-based systems. It presents a systematic literature review of IoT-based studies at different domains, which are smart environments, human-related analytics and network-related analytics, energy-related analytics and environmental-related analytics. The study investigates the challenges of these systems from the BDA perspective based on the current big data 10 Vs, as well as the processing difficulties from the SWE perspective of the main IoT systems, highlighting many research opportunities for further consideration to provide secure, available, reliable, scalable, interoperable, maintainable, reusable and functional suitable real-time data processing for IoT data.

In addition, the study inspects that these SWE challenges have emerged due to neglecting specific essential SWE concepts while processing IoT data. The main abandoned SWE concepts in most of the IoT-based systems at various domains can be inferred to be domain-specific languages for functional suitability, separation of concerns for maintainability, model-driven engineering (MDE) approaches for reusability and systematic validation and verification for reliability. Regarding the IoT data challenges with respect to BDA, they are implied to include the huge volume of different data models support, as well as the analytics latency, accuracy, interpretation, consistency and confidentiality, addressing the current 10 Vs of big data. A matrix that presents a concrete overview on the specific IoT data features and their encountered challenges and gaps for each IoT domain is provided.

Accordingly, we propose a domain-independent software architecture for big IoT data analytics. The proposed architecture exclusively introduces a comprehensive solution for online-based data analysis in IoT-based systems that maintains the investigated challenges from both SWE and BDA perspectives through six main layers interacting with the business-logic layer of the IoT application and its raw data providers. A discussion is further presented to highlight the main challenges and R&D efforts that would face the research community at the implementation of the proposed architecture.

Hence, the contribution of this study can be summarized as follows: (1) deducing key IoT data features, (2) identifying the SWE concepts and big data characteristics concerned with such IoT data features, (3) inferring the resultant BDA and SWE challenges from the IoT data features, and (4) proposing a domain independent BDA-based IoT processing architecture that handles the highlighted challenges from both the SWE and BDA perspectives, as well as drawing the attention to its implementation challenges and the associated implications.

Our future research efforts focus on investigating the optimum security and privacy preservation approaches that would fit the deduced IoT data features, while maintaining system performance and timely results. In addition, future considerations are intended for better resources utilization and power-saving approaches that ideally suit IoT-based systems in various domains.

**APPENDIX**

| Abbreviation | Explanation |
|--------------|-------------|
| ANN          | Artificial Neural Network. |
| BDA          | Big Data Analytics. |
| CNN          | Convolutional Neural Network. |
| HAR          | Human Activity Recognition. |
| HCI          | Human Computer Interaction. |
| IoT          | Internet of Things. |
| LR           | Logistic Regression. |
| MDE          | Model-Driven Engineering. |
| ML           | Machine Learning. |
| NNS          | Neural Networks. |
| PAR          | Periodic Auto-Regression. |
| PCA          | Principal Component Analysis. |
| PLSR         | Partial Least Square Regression. |
| QoS          | Quality of Service. |
| R&D          | Research and Development. |
| SiO2         | Social IoT. |
| SVM          | Support Vector Machine. |
| SVR          | Support Vector Regression. |
| SW           | Software. |
| SWE          | Software Engineering. |
| UML          | Unified Modeling Language. |
| V&V          | Validation and Verification. |
| VMs          | Virtual Machines. |
| WBAN         | Wireless Body Area Networks. |
| WSN          | Wireless Sensor Network. |
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