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Abstract. Intertwining operators play an essential role and appear everywhere in the Langlands program, their analytic properties interact directly, yet deeply with the decomposition of parabolic induction locally and the residues of Eisenstein series globally. Inspired by the profound Langlands–Shahidi theory, Casselman–Shahidi conjectured that a certain normalization factor would govern the singularity of intertwining operators for generic standard modules. Indeed, motivated by the theory of theta correspondence, especially the Siegel–Weil formula globally, and the composition problem of degenerate principal series and the demand of a g.c.d. definition of standard \( L \)-functions in the framework of the doubling method locally, an optimal normalization factor has been determined for degenerate principal series of classical groups via the theory of integrals on prehomogeneous vector spaces. Such a method seems impossible to be generalized to work even in the setting of degenerate generalized principal series, which are naturally involved in the recent Cai–Friedberg–Ginzburg–Kaplan’s generalized doubling method. To circumvent it, we discover a new uniform argument that can answer the singularity problem of intertwining operators for a large class of induced representations. As an illustration, we prove the aforementioned Casselman–Shahidi conjecture for quasi-split groups of classical type in the paper. Along the way, with the help of Shahidi’s local coefficient theory, we also prove that those normalized intertwining operators are always non-zero, and provide a new one-sentence proof of the standard module conjecture in the spirit of Casselman–Shahidi.

1. Introduction

For simplicity, we first let \( G_n \) be a quasi-split classical group defined over a \( p \)-adic field \( F \), and \( P_k = M_k N_k \) be its standard maximal parabolic subgroup with Levi subgroup \( M_k \cong GL_k \times G_{n_0} \). The setup for general connected reductive quasi-split groups will be discussed in Section 4. For \( \tau_a \) (resp. \( \sigma_\gamma \)) a discrete series representation of \( GL_k \) (resp. \( G_{n_0} \)), assume \( \sigma_\gamma \) is also generic, Casselman–Shahidi conjectured that the following normalized standard intertwining operator

\[
M^*(s, \tau_a, \sigma_\gamma) := \frac{1}{\alpha(s, \tau_a, \sigma_\gamma)} M(s, \tau_a, \sigma_\gamma) : \tau_a |\det(\cdot)|^s \times \sigma_\gamma \rightarrow \tau_a^* |\det(\cdot)|^{s^*} \times \sigma_\gamma
\]

is holomorphic in \( s \in \mathbb{C} \). Here * means (conjugate) contragredient and \( s^* \) equals (conjugate) -s. Please refer to [CS98, P.563 (3)] or the next section for the details. On the other hand, analogous holomorphicity problems appear often in the development of Langlands program. Herein we only mention three aspects in which our argument could potentially make a direct contribution in our future work as follows.

(i). Theta correspondence theory: Harris, Kudla, Rallis, Sweet, and Yamana’s works on the composition problem of degenerate principal series for classical groups and the characterization of non-vanishing of theta-lifting [KR92, KS97, HK99, Yam11, Yam14]. With the help of [MS00], a direct application of our argument would be on the composition problem of degenerate generalized principal series for classical groups, especially the under-investigated quaternion unitary groups.
(ii). Residual spectrum: the reducibility of parabolic induction locally and the location of poles of Eisenstein series globally for classical groups in the framework of Jacquet and Mœglin–Waldspurger [Jac84, MW89]. Such a basic problem has been studied extensively especially by Arthur, Mœglin, and Kim among others (for example see [Art84, Art89, Art90, Mœg91a, Mœg91b, Mœg01, Mcg08, Mcg10, Mcg11a, Mcg11b, Kim01, Kim17, Grb09, JLZ13, Mil13, Han18]). One should note that Arthur’s ingenious approach, in terms of A-packets, acts as a guiding principle but lacks of concreteness, this has been complemented by a series of works of Mœglin, Mœglin–Renard, and Bin Xu among others (see [Mœg06b, Mœg06a, Mœg09, Mœg11b, MR18b, MR18a, MR20, Xu17, Xu21, Ato20]). Given the fruitful results obtained for split classical groups, it is curious to see what we could say for quaternion unitary groups. It seems possible to first generalize at least Part I of [MW89] to the setting of general linear groups over division algebras (see Remark II).

(iii). The theory of integral representations of $L$-functions: a g.c.d. definition of local tensor product $L$-functions in the frameworks of the Rankin–Selberg method and the recent Cai–Friedberg–Ginzburg–Kaplan’s generalized doubling method [Kap13, CFK18, CFGK19]. Such a pursuit is motivated by the need to obtain some information of the possible poles of global $L$-functions which play an important role in the above (i) and (ii). First, our Main Theorem I removes the assumption in [Kap13, Theorem 1.1]. Secondly, I have worked out the part of the g.c.d. definition of tensor product $L$-functions for tempered representations under the framework of the generalized doubling method for classical groups (see [Luo21c]). On the other hand, great attention has been attracted to the ambitious Braverman–Kazhdan/Ngô program. This is a mega-project to systematically construct automorphic $L$-functions in the sense of Langlands’ functoriality conjecture, which grows from generalizing Godement–Jacquet’s zeta integral for standard $L$-functions of general linear groups (see [BK00, BK02, Sak12, Laf14, Ngô14]). Recently, works have been done to rewrite the well-developed Rankin–Selberg method and doubling method in the language of this program (see [Li18, Sha18, GL21, JLZar]). In view of Getz–Lin’s approach via Mellin inversion of excellent sections in the doubling method, it may be possible to extend their result to the setting of the recent generalized doubling method. However, a more interesting way to put the generalized doubling method into the Braverman–Kazhdan/Ngô program might be to follow Jiang–Luo–Zhang’s work.

Specifically, we want to point out that the original path, adopted in all previous works, to attack the holomorphicity problem for degenerate principal series is to analyze integrals on prehomogeneous vector spaces (see [PSR87, KR92, Ike92, Swe95, Yam11]). Such a method seems hard to be generalized to the setting of degenerate generalized principal series, whilst our argument illustrated in the paper works almost perfectly in this setting and beyond. On the other hand, one may note that attentions have since been focused much more on the analogous problem for Langlands’ conjectural fully normalized intertwining operators, which are designed to preserve the unitarity and the multiplicative relations with respect to the decompositions of Weyl elements as proved by Shahidi for generic representations in [Sha90], but analyzing such a normalization seems not good enough to detect the possible poles of standard intertwining operators on the whole complex plane (see [Zha97, JK01, CKPSS01, CKPSS04, Kim05, Mœg10, Mœg11a, KK11, HO13]). However, as discussed in (i,ii,iii), it is pivotal and would be beneficial to study directly, if we could, the holomorphicity problem of the ad hoc “half-normalized” intertwining operators in the sense of Casselman–Shahidi. Indeed, it turns out that we do have a way, inspired mainly by the arguments in [MW89, Part I], to handle it at least in the setting of classical groups, which is based on a simple observation of a “non-symmetry” property of the normalization factors appearing in the associated reduced decompositions of Weyl elements with respect to different embeddings of inducing data. By doing so, this gives us a sense that we may have discovered a uniform way to attack the holomorphicity problem of “half-normalized” intertwining operators for arbitrary induced representations if normalization factors are given, or saying it in another way, a uniform way to find the poles of standard intertwining operators via reverse engineering our argument in the paper. One may also see that those normalized intertwining operators discussed in the paper are non-zero, which follows from Shahidi’s local coefficient theory (see Corollary 2). But it may not be an easy task to see that the non-zero property of Casselman–Shahidi’s normalized intertwining operators holds in general
groups. Please refer to Remark 2 for the necessary modifications. Given this, we can reduce the

demonstration by hand. Luckily, the bad cases are pretty easy to handle. As an
elementary idea, we provide an example of the non-symmetry property as follows.

(Way 1: $\tau_2 \rightarrow |\text{det}(\cdot)|^{s + \frac{a-1}{2}} \tau \times |\text{det}(\cdot)|^{-s + \frac{1}{2}} \tau_2^{-1}$)

\[ M(s, \tau_2, \sigma_2) \]

\[ |\text{det}(\cdot)|^{s + \frac{a-1}{2}} \tau \times |\text{det}(\cdot)|^{-s + \frac{1}{2}} \tau_2^{-1} \times \sigma_2 \]

\[ |\text{det}(\cdot)|^{-s + \frac{1}{2}} \tau_2^{-1} \times |\text{det}(\cdot)|^{-s + \frac{1}{2}} \tau \times \sigma_2. \]

(Way 3: $\sigma_2 \rightarrow |\text{det}(\cdot)|^{s + \frac{a-1}{2}} \tau \times \sigma_2'$)

\[ |\text{det}(\cdot)|^{s \tau_2 \times \sigma_2} \]

\[ |\text{det}(\cdot)|^{s \tau_2 \times \sigma_2} \times |\text{det}(\cdot)|^{\frac{a-1}{2}} \tau \times \sigma_2' \]

\[ |\text{det}(\cdot)|^{\frac{a-1}{2}} \tau \times |\text{det}(\cdot)|^{-s \tau_2 \times \sigma_2'} \]

\[ |\text{det}(\cdot)|^{-s \tau_2 \times \sigma_2} \times |\text{det}(\cdot)|^{\frac{a-1}{2}} \tau \times \sigma_2'. \]

Those two commutative diagrams give rise to two discrepancies of normalization factors on the right hand side comparing to the left hand side as follows.

\[ P_1 := \frac{\alpha(s + \frac{a-1}{2}, \tau_2^{-1}, \sigma_2) \alpha(s + \frac{a-1}{2}, \tau, \sigma_2)}{\alpha(s, \tau_2, \sigma_2)} \]

\[ P_3 := \frac{\alpha(s, \tau_2, \sigma_2') \alpha(s, \tau_2, \sigma_2)}{\alpha(s, \tau_2, \sigma_2)}. \]

Here $\alpha_{GL}(\cdot)$ is the normalization factor for $GL$ (see Lemma 4). Now our elementary idea is

**if $P_1$ and $P_3$ are co-prime, then $M^*(s, \tau_2, \sigma_2)$ is holomorphic in $s$.**

This results from an induction argument. If not, we first sort out the bad cases, and then carry out a detailed case-by-case analysis by hand. Luckily, the bad cases are pretty easy to handle. As an illustration, we will first prove Casselman–Shahidi’s holomorphicity conjecture for split symplectic groups and special orthogonal groups, i.e., $G_n = Sp_{2n}$, $SO_{2n+1}$ or $SO_{2n}$, via a concrete calculation. Indeed, our setup and argument in the main body of the paper also work for other quasi-split classical groups. Please refer to Remark 2 for the necessary modifications. Given this, we can reduce the
case of groups of classical type to the special case of classical groups, thus finishing the proof of Casselman–Shahidi’s conjecture for all groups of classical type, i.e., Type $A_n$, $B_n$, $C_n$, or $D_n$, in the paper. It seems that the reduced decomposition of Weyl element as we expected is a little bit complicated in the setting of exceptional groups, we leave the case of groups of exceptional type for a future work. At last, we also want to point out that after typing up the manuscript, we realized that some of the arguments could be simplified significantly based on some basic properties of standard intertwining operators for standard modules, but we still want to keep the elementary argument in its full form serving as a template for future work, for the reason that our argument is motivated by, and can be applied to, the holomorphicity problem of a large class of induced representations where those special properties do not hold (see Remark 3).

The structure of the paper is as follows. In the next section, we prepare some notation and state our Main Theorem as well as Corollaries and while its proof will be given in the section next to it. In the last section, we prove Casselman–Shahidi’s holomorphicity conjecture in the setting of groups of classical type, i.e., Theorem 5 which is achieved, via an abstract argument, by reducing the problem to the special case of classical groups that we proved earlier.

2. MAIN THEOREM

Let $F$ be a non-archimedean local field of characteristic zero. Denote by $\mathcal{O}$ its ring of integers and by $\mathcal{P}$ its maximal ideal generated by the uniformizer $\mathfrak{m}$. Let $q$ be the number of elements in the residue field $\mathcal{O}/\mathcal{P}$. We set $| \cdot |$ to be the absolute value of $F$ such that $|\mathfrak{m}| = q^{-1}$. Let $E/F$ be a quadratic field extension of $F$, we use the same terminologies of $F$ for $E$ if there is no confusion.

For ease of statement, we first assume $G_n$ is a split classical group of type $B_n$, $C_n$ or $D_n$ of rank $n$ defined over $F$, i.e., $G_n = Sp_{2n}(F)$, $SO_{2n+1}(F)$ or $SO_{2n}(F)$. The quasi-split case will be given in Remark 2.

2.1. Certain induced representations. Let $k$ be a positive integer and $P_k = M_kN_k \subset G_n$ be a standard maximal parabolic subgroup of $G_n$ with its Levi subgroup $M_k \simeq GL_k \times G_{n_0}$, here $n_0 = n - k \in \mathbb{N}$. Let $a$ be a positive integer and $\tau$ be a fixed unitary supercuspidal representation of $GL_k$ with $\frac{k}{a} \in \mathbb{N}$, and denote by $\tau_\alpha$ the associated discrete series of $GL_k$, i.e., the unique subrepresentation of the normalized induced representation

$$|\det(\cdot)|^{\frac{a}{2} - \frac{1}{2}} \times |\det(\cdot)|^{\frac{a}{2} - 1} \times \cdots \times |\det(\cdot)|^{-\frac{a}{2} + 1} \tau := Ind^{GL_k}_{\mathbf{Z}_F}(|\det(\cdot)|^{\frac{a}{2} - \frac{1}{2}} \tau \otimes \cdots \otimes |\det(\cdot)|^{-\frac{a}{2} + 1} \tau).$$

Let $n_0, b$ be a non-negative integer and $\sigma$ be a fixed generic supercuspidal representation of $G_{n_0}$ (please refer to the Subsection 3.3 for the notion of generic), we say a discrete series $\sigma_\gamma$ of $G_{n_0}$ is supported on $\tau$ and $\sigma$ if the unitary part of the Bernstein–Zelevinsky data of $\sigma_\gamma$ is contained in $\{\tau, \tau^\vee, \sigma\}$, i.e., $\sigma_\gamma$ is a constituent of the normalized induced representation

$$|\det(\cdot)|^{s_1} \times |\det(\cdot)|^{s_2} \times \cdots \times |\det(\cdot)|^{s_t} \tau \otimes \sigma := Ind^{G_{n_0}}_{\mathbf{Z}_F}(|\det(\cdot)|^{s_1} \tau \otimes \cdots \otimes |\det(\cdot)|^{s_t} \tau \otimes \sigma)$$

for some real numbers $s_i \in \mathbb{R}$, $i = 1, \ldots, t$. Here $\tau^\vee$ is the contragredient representation of $\tau$. Indeed, the condition that $\sigma_\gamma$ is a discrete series implies that $\tau^\vee \simeq \tau$, i.e., $\tau$ is self-dual (see Tad98, Hei04, Luo11).

In the paper, we will only consider the case that $\sigma_\gamma$ is a generic discrete series representation of quasi-split $G_{n_0}$.

2.2. Intertwining operator. For simplicity, we first exclude the case $G_n = SO_{2n}$ in what follows. For $\sigma_\gamma$ a generic discrete series representation of $G_{n_0}$ with partial cuspidal support $\sigma$ in the sense of Mœglin–Tadić MT02, we let $M(s, \tau_\alpha, \sigma_\gamma)$ be the following standard intertwining operator

$$M(s, \tau_\alpha, \sigma_\gamma) : \tau_\alpha|\det(\cdot)|^s \times \sigma_\gamma \rightarrow \tau_\alpha^\vee|\det(\cdot)|^{-s} \times \sigma_\gamma$$

defined by the continuation of the integral WA03, for $f_s(g) \in \tau_\alpha|\det(\cdot)|^s \times \sigma_\gamma$,

$$\int_{N_k} f_s(wkug)du.$$
Here \( \tau_a^\vee \simeq (\tau^\vee)_a \), and the Weyl element \( w_k \in G_n \) is given by, \( N_0 = 2n_0 \) or \( 2n_0 + 1 \) depends on \( G_{n_0} \),

\[
w_k := (-1)^k \begin{pmatrix} \pm I_k & I_{N_0} \\ I_k & I_k \\ \end{pmatrix}.
\]

For the case \( G_n = SO_{2n} \), set

\[
c = \text{diag} \left( I_{n-1}, \left[ \begin{array}{cc} 1 \\ & I_{n-1} \end{array} \right] \right),
\]

The necessary modification throughout the paper is to replace \( \tau_a^\vee |\det(\cdot)|^{-s} \times \sigma \), and \( \gamma \cdot \omega \) by

\[
e \gamma \cdot (\tau_a^\vee |\det(\cdot)|^{-s} \times \sigma) \text{ and } e \gamma \cdot \omega \text{, respectively.}
\]

As seen in the introduction, certain reduced decompositions of \( \omega \) has been, and will be used often in our argument. For the convenience of the readers, we record them as follows.

Way 1,2 : \( w_k = \text{diag} (I_{k-d}, w_d, I_{k-d}) \cdot \text{diag} \left( \left[ \begin{array}{cc} I_d & \gamma \\ & I_{k-d} \end{array} \right], I_{N_0}, \left[ \begin{array}{cc} I_d & \gamma \\ & I_{k-d} \end{array} \right] \right) \cdot \text{diag} (I_d, w_{k-d}, I_d),
\]

Way 3,4 : \( w_k = \text{diag} \left( \left[ \begin{array}{cc} I_d & \gamma \\ & I_{k-d} \end{array} \right], I_{N_0-2d}, \left[ \begin{array}{cc} I_k & \gamma \\ & I_{k-d} \end{array} \right] \right) \cdot \text{diag} (I_d, w_{k-d}, I_d) \cdot \text{diag} \left( \left[ \begin{array}{cc} I_k & \gamma \\ & I_{k-d} \end{array} \right], I_{N_0-2d}, \left[ \begin{array}{cc} I_d & \gamma \\ & I_{k-d} \end{array} \right] \right).
\]

Following Langlands–Shahidi’s normalization of intertwining operators [Sha90] [CS98], we define \( M^*(s, \tau_a, \sigma) \) to be

\[
\frac{1}{\alpha(s, \tau_a, \sigma)} M(s, \tau_a, \sigma),
\]

and

\[
\alpha(s, \tau_a, \sigma) := L(2s, \tau_a, \rho)L(s, \tau_a \times \sigma),
\]

where for \( n_0 = 0 \), \( L(s, \tau \times \sigma) := L(s, \tau) \) if \( G_n = Sp_{2n} \), 1 otherwise. Here \( \rho \) (resp. \( \rho^- \)) is defined as follows.

\[
\rho := \begin{cases} Sym^2, & \text{if } G_n = SO_{2n+1}, \\
\Lambda^2, & \text{if } G_n = Sp_{2n} \text{ or } SO_{2n}; 
\end{cases}
\]

\[
\rho^- := \begin{cases} \Lambda^2, & \text{if } G_n = SO_{2n+1}, \\
Sym^2, & \text{if } G_n = Sp_{2n} \text{ or } SO_{2n}.
\end{cases}
\]

Here \( Sym^2 \) (resp. \( \Lambda^2 \)) is the symmetric (resp. exterior) second power of the standard representation of \( GL_k \).

On the other hand, based on the calculation of Plancherel measure (see [Sha90]), we know that, up to invertible elements in \( \mathbb{C}[q^{-s}, q^s] \),

\[
M^*(-s, \tau_a^\vee, \sigma) \circ M^*(s, \tau_a, \sigma) = \frac{1}{\beta(s, \tau_a, \sigma)\beta(-s, \tau_a^\vee, \sigma)}.
\]

Here \( \beta(s, \tau_a, \sigma) \) is given similarly as \( \alpha(s, \tau_a, \sigma) \) by

\[
\beta(s, \tau_a, \sigma) := L(2s + 1, \tau_a, \rho)L(s + 1, \tau_a \times \sigma).
\]

Now we can state our Main Theorem as follows.

**Main Theorem 1.** (Casselman–Shahidi conjecture [CS98]) Retain the notions as above. We have

\[
M^*(s, \tau_a, \sigma) := \frac{1}{\alpha(s, \tau_a, \sigma)} M(s, \tau_a, \sigma) \text{ is holomorphic for all } s \in \mathbb{C}.
\]

**Remark 1.** One may see that the holomorphy of \( M^*(s, \tau_a, \sigma) \) follows readily from [SI80] if \( \tau \not\simeq \tau^\vee \). On the other hand, it is also easy to see that we can reduce the problem to the case that \( \sigma \) is supported on \( \tau \) and \( \sigma \) following the argument we provided in the next section, as a by-product of a “product formula” decomposition pattern of induced representations in the sense of Jantzen (see [Jan97] [JL20]). Therefore, we always assume that \( \tau \simeq \tau^\vee \) (or \( \tau^* \) the conjugate contragredient dual in Remark 2) and \( \sigma \) is supported on \( \tau \) and \( \sigma \) in the remaining of the paper. On the other hand, the original Casselman–Shahidi conjecture is stated for arbitrary co-rank one standard modules, i.e., induced representations of essentially tempered representations as opposed
Corollary 2. Keep the notation as before. We have $L(s, \tau \times \sigma) = L(s, \tau \times BC(\sigma))$, where $BC$ is the base change for unitary groups (see [KK83, CPSS81, Mok85, ST85]). For $n_0 = 0$, $L(s, \tau \times \sigma) := L(s, \tau)$ if $G_n = U_{2n+1}$, 1 otherwise.

- $\rho$ (resp. $\rho^-$) is defined as follows.

$$
\rho : = \begin{cases} 
\text{Asai}, & \text{if } G_n = U_{2n}, \\
\text{Asai} \otimes \chi_{E/F}, & \text{if } G_n = U_{2n+1}; 
\end{cases}
$$

$$
\rho^- : = \begin{cases} 
\text{Asai} \otimes \chi_{E/F}, & \text{if } G_n = U_{2n}, \\
\text{Asai}, & \text{if } G_n = U_{2n+1}.
\end{cases}
$$

Here “Asai” is the Asai representation of the $L$-group of the scalar restriction $\text{Res}_{E/F}(GL_k)$, $\chi_{E/F}$ is the quadratic character associated to the field extension $E/F$ via class field theory.

With the help of Shahidi’s local coefficient theory, we can obtain the following corollaries of Main Theorem. We would like to point out that the following argument works in general, provided that Casselman–Shahidi’s holomorphicity conjecture is established, for example the setting of groups of classical type (see [CS98, Theorem 5.1]). As seen in Remark 1, that is to say that our corollaries stated below maintain the notions as defined earlier. If the unique Langlands quotient of the standard module $|\det(\cdot)|^s \tau_a \times \sigma$ with $Re(s) > 0$ is generic, then $|\det(\cdot)|^s \tau_a \times \sigma$ is irreducible.

**Proof of Corollaries 2 and 3.** Recall Shahidi’s local coefficient theory, given by the following diagram, please refer to [Sha91] for the notation and results in details,

$$
\begin{array}{ccc}
|\det(\cdot)|^s \tau_a \times \sigma & \xrightarrow{M(s, \tau_a, \sigma)} & |\det(\cdot)|^{-s} \tau_a \times \sigma \\
\lambda(s, \cdots) & \downarrow \downarrow \rho^- & \lambda(-s, \cdots) \\
\mathbb{C}_\psi & \xleftarrow{\rho} & \mathbb{C}_\psi
\end{array}
$$

says that there exists a rational coefficient $C_\psi(s, \cdots)$ given by, up to an invertible element in $\mathbb{C}[q^{-s}, q^s]$,

$$
C_\psi(s, \cdots) = \frac{\beta(-s, \tau_a, \sigma)}{\alpha(s, \tau_a, \sigma)}.
$$

such that, up to an invertible element in $\mathbb{C}[q^{-s}, q^s]$,

$$
\lambda(s, \cdots) = C_\psi(s, \cdots) \lambda(-s, \cdots) \circ M(s, \tau_a, \sigma) = \beta(-s, \cdots) \lambda(-s, \cdots) \circ M^*(s, \tau_a, \sigma).
$$

On one hand, it is well-known that $\beta(s)$ has no poles for $Re(s) > -\frac{1}{2}$ (see [CS98, Section 4] or [HO13]). On the other hand, [Sha91, Proposition 3.1] tells us that $\lambda(s, \cdots)$ is holomorphic and always non-zero for $s \in \mathbb{C}$ (see also [CSS0]). Combining those facts together, it is readily to see that $M^*(s, \tau_a, \sigma)$ is always non-zero.
thus finishing the proof of Corollary 2. Moreover, one can also see readily that, for $Re(s) < 0$, the image of $M^*(s, \tau_a, \sigma_\gamma)$ is generic, i.e.,

$$\text{Im}(M^*(s, \tau_a, \sigma_\gamma)) \text{ is generic for } Re(s) < 0.$$ 

Which in turn contradicts with the uniqueness property of generic constituents in a parabolic induced representation if

$$|\text{det}(\cdots)|^{-s} \tau_a \times \sigma_\gamma \text{ is reducible,}$$

whence completing the proof of Corollary 3.

\[ \square \]

Remark 3. One may notice that Casselman–Shahidi’s standard module conjecture, i.e., Corollary 3 has been extensively investigated by Muić–Shahidi among others, and proved in general by Heiermann–Muić (see HM07, MS98). But their approach is different from our simple argument which follows the spirit of Casselman–Shahidi in CS98.

3. PROOF OF MAIN THEOREM 1

Before turning to the proof of our Main Theorem 1 let us first prepare some lemmas which will be needed later on as follows. Recall that $\tau_a$ is a self-dual discrete series representation of $GL_k$ associated to $\tau$ a supercuspidal representation of $GL_\mathbb{R}$, i.e.,

$$\tau_a \leftrightarrow |\text{det}(\cdot)|^{\frac{(n-1)}{2}} \tau \times |\text{det}(\cdot)|^{\frac{(n-3)}{2}} \times \cdots \times |\text{det}(\cdot)|^{\frac{(n-1)}{2}} \tau.$$ 

Consider the standard intertwining operator as in [MW89, Part 1]

$$M_{GL}(s, \tau_a, \tau_b) : |\text{det}(\cdot)|^s \tau_a \times |\text{det}(\cdot)|^{-s} \tau_b \longrightarrow |\text{det}(\cdot)|^{-s} \tau_b \times |\text{det}(\cdot)|^s \tau_a,$$

we define the associated normalized version to be

$$M_{GL}^*(s, \tau_a, \tau_b) := \frac{1}{\alpha_{GL}(s, \tau_a, \tau_b)} M_{GL}(s, \tau_a, \tau_b).$$

Here $\alpha_{GL}(s, \tau_a, \tau_b) := L(2s, \tau_a \times \tau_b)$. Then we have

**Lemma 4.** $M_{GL}^*(s, \tau_a, \tau_b)$ is holomorphic for any $s \in \mathbb{C}$.

**Proof.** We would like to give an elementary proof using some standard properties of intertwining operators. Such a simple idea will be applied later on.

(i). Holomorphicity of co-rank one operator: $M_{GL}(s, \tau, \tau)$ has only a simple pole at $Re(s) = 0$ and its image is the subrepresentation if $|\text{det}(\cdot)|^r \times |\text{det}(\cdot)|^{-r} \tau$ is reducible, i.e., $s = \pm 1$. Moreover, $M_{GL}(-s, \tau, \tau) \circ M_{GL}(s, \tau, \tau) = \mu(s, \tau)^{-1} \text{id}$. Here $\mu(s, \tau) = \frac{(1-q^{-r})(1-q^{r})}{(1-q^{s})(1-q^{-s})}$ for some positive integer $r$, up to a non-zero scalar, is the co-rank one Plancherel measure.

(ii). Reduced decompositions: viewing $\tau_a$ or $\tau_b$ as a subrepresentation, i.e., if $a > 1$ and $b > 1$,

| Way | $\tau_a \leftrightarrow |\text{det}(\cdot)|^{\frac{(a-1)}{2}} \tau \times |\text{det}(\cdot)|^{-\frac{1}{2}} \tau_{a-1}$, |
| Way 2 | $\tau_a \leftrightarrow |\text{det}(\cdot)|^{\frac{1}{2}} \tau_{a-1} \times |\text{det}(\cdot)|^{-\frac{a-1}{2}} \tau$, |
| Way 3 | $\tau_b \leftrightarrow |\text{det}(\cdot)|^{\frac{(b-1)}{2}} \tau \times |\text{det}(\cdot)|^{-\frac{1}{2}} \tau_{b-1}$, |
| Way 4 | $\tau_b \leftrightarrow |\text{det}(\cdot)|^{\frac{1}{2}} \tau_{b-1} \times |\text{det}(\cdot)|^{-\frac{b-1}{2}} \tau$, |

Thus we have the following corresponding commutative diagrams which are enough for our argument,
Way 2:
\[
|\text{det}(\cdot)|^{|s|}\tau_a \times |\text{det}(\cdot)|^{-s}\tau_b | \rightarrow |\text{det}(\cdot)|^{s+\frac{1}{2}}\tau_a^{-1} \times |\text{det}(\cdot)|^{-s}\tau_b \rightarrow M_{GL}(\cdot)
\]

Way 3:
\[
|\text{det}(\cdot)|^{s}\tau_a \times |\text{det}(\cdot)|^{-s}\tau_b | \rightarrow |\text{det}(\cdot)|^{s+\frac{1}{2}}\tau_a^{-1} \times |\text{det}(\cdot)|^{-s}\tau_b \rightarrow M_{GL}(\cdot)
\]

It is an easy calculation to see that
\[
L(2s, \tau_a \times \tau_b) = \begin{cases} 
L(2s - \frac{b-a}{2}, \tau_a \times \tau) L(2s + \frac{1}{2}, \tau_a \times \tau_b), & \text{if } a \geq b; \\
L(2s - \frac{a-1}{2}, \tau \times \tau_b) L(2s + \frac{1}{2}, \tau_a^{-1} \times \tau_b), & \text{if } a < b.
\end{cases}
\]

Which implies that the normalization factors of intertwining operators also match each other under Way 3 if \(a \geq b\) or Way 2 if \(a < b\). Thus it reduces to prove the holomorphy of \(M_{GL}(s, \tau_a, \tau_b)\) and \(M_{GL}^*(s, \tau_b)\). In what follows, we only discuss the former case, while the latter case can be proved similarly. Consider the reduced decompositions given by the above Way 2 and the following Way 1 with \(a > 1\) and \(b = 1\),

Way 1:
\[
|\text{det}(\cdot)|^{s}\tau_a \times |\text{det}(\cdot)|^{-s}\tau_b | \rightarrow |\text{det}(\cdot)|^{s+\frac{1}{2}}\tau_a^{-1} \times |\text{det}(\cdot)|^{-s}\tau_b \rightarrow M_{GL}(\cdot)
\]

and compute the discrepancies \(P_i\) of the normalization factors on the left hand side and the right hand side corresponding to Way i, i=1, 2, we obtain
\[
P_i := \frac{\alpha_{GL}(\cdots)\alpha_{GL}(\cdots)}{\alpha_{GL}(s, \tau_a, \tau)} = \begin{cases} 
L \left(2s + \frac{a-3}{2}, \tau \times \tau\right), & \text{if } i = 1; \\
L \left(2s - \frac{b-1}{2}, \tau \times \tau\right), & \text{if } i = 2.
\end{cases}
\]

Therefore we know that the set of common poles of \(P_1\) and \(P_2\) is not empty, i.e., \((P_1, P_2) \neq 1\), if and only if
\[
\frac{a-3}{2} = \frac{a-1}{2}, \text{ i.e., } a = 2.
\]
Which in turn says that the common pole is at \(2Re(s) = \frac{1}{2}\). Now we show directly that \(M_{GL}(s, \tau_2, \tau)\) is holomorphic at \(2s = \frac{1}{2}\). This follows from the detailed information we have in the commutative diagram given by Way 1 as follows.

\[
\begin{align*}
|\text{det}()|^\frac{1}{2}\tau_2 \times \tau & \longmapsto |\text{det}()|\tau \times \tau \\
M_{GL}(s, \tau_0, \tau) & \longmapsto |\text{det}()|\tau \times \tau \\
\tau \times |\text{det}()|^\frac{1}{2}\tau_0 & \longmapsto \tau \times |\text{det}()|\tau \\
\end{align*}
\]

As the second intertwining operator on the right hand side maps \(|\text{det}()|^\frac{1}{2}\tau_2 \times \tau\) to zero, and the first intertwining operator is a scalar of simple pole, so the composition \(M_{GL}(s, \tau_2, \tau)\) is holomorphic at \(2s = \frac{1}{2}\), thus \(M_{GL}(s, \tau_0, \tau)\) is holomorphic in \(s\) by induction. Whence our Lemma holds.

\[\square\]

Remark 4. One may note that the above lemma follows also easily from Mœglin–Waldspurger’s deep result in [MW89, Part 1] which, in some sense, relies heavily on Shahidi’s local coefficient theory. But Shahidi’s local coefficient theory can’t be applied directly to non-quasi-split groups, especially general linear groups over division algebras. To my understanding, the representation-theoretical aspect of normalisation of intertwining operators should, in principle, have nothing to do with the Langlands–Shahidi theory, but rather the intrinsic Harish-Chandra’s Plancherel measure as illustrated in the proof. However, an explicit formula for Plancherel measure would be helpful and vital to avoid some abstract arguments. Such a formula is established for generic representation and is conjectured to be preserved in an \(L\)-packet under the conjectural local Langlands correspondence by F. Shahidi (see [Sha90, Section 9]) or [G14], especially it is known for general linear groups over division algebras via the so-called Jacquet–Langlands correspondence locally and globally [DKV84, Bad08, AP05]. In view of the latter result, it is readily to generalize the above lemma to the case \(GL_k(D)\) with \(D/F\) a division algebra. On the other hand, it is also possible to generalize [MW89, especially Part (I)], to the setting of \(GL_k(D)\) which we leave to a future work.

Next we recall the classification of generic discrete series of \(G_n\) and the associated Langlands parameters (see [Tad96, Mi08, Mog02, MT02, CKPSS04, Jan00a, Jan00b, JS03, JS12, Art13, JL14]). The Langlands parameter part is only needed to see clearly the decomposition formula for the tensor product \(L\text{-function} L(s, \tau_0 \times \sigma_r)\) in what follows. Indeed, it could be deduced from Langlands–Shahidi’s theory, especially the multiplicativity of \(\gamma\)-factors. With the help of Heiermann’s criterion of the existence of discrete series [Hei04], such an approach will be adopted to attack the Casselman–Shahidi conjecture for other groups in a future work.

(i). generic supercuspidal \(\sigma\): \(N = 2n + 1\) or \(2n\) depends only on \(G_n\),

\[\phi_\sigma : W_F \longrightarrow L^G_n(C) \stackrel{Std}{\longrightarrow} GL_N(C)\]

satisfies

\[
\begin{align*}
\bullet & \quad \phi_\sigma = \oplus_i \phi_{\rho_i} \quad \text{with} \quad \rho_i : W_F \rightarrow GL_{N_i}(C) \quad \text{irreducible associated to} \quad \rho_i \quad \text{supercuspidal representation of} \quad GL_{N_i}, \\
\bullet & \quad \phi_{\rho_i} \neq \phi_{\rho_j} \quad \text{for any} \quad i \neq j.
\end{align*}
\]

(ii). generic discrete series \(\sigma_r\) supported on \(\tau\) and \(\sigma\):

\[\phi_{\sigma_r} : W_F \longrightarrow L^G_n(C) \stackrel{Std}{\longrightarrow} GL_N(C)\]

satisfies

\[
\begin{align*}
\bullet & \quad \phi_{\sigma_r} = \phi_\tau \otimes S_1 \oplus \phi_\tau \otimes S_2 \oplus \cdots \oplus \phi_\tau \otimes S_{r_t} \oplus \phi_\sigma, \\
\bullet & \quad r_1 > r_2 > \cdots > r_t \geq -1 \quad \text{of the same parity and} \quad t \quad \text{is even,} \\
\bullet & \quad \text{set} \quad \phi_\tau \otimes S_0 = 0 \quad \text{and} \quad \phi_\tau \otimes S_{-1} = -\phi_\tau \otimes S_1.
\end{align*}
\]

Then the local Langlands correspondence says that generic discrete series \(\sigma_r\) are parameterized by those Langlands parameters \(\phi_{\sigma_r}, \text{i.e.,} \phi_{\sigma_r} \leftrightarrow \sigma_r\) with
For \( R \), this follows from the following facts.

Proof of Main Theorem 1. Our argument uses the intrinsic non-symmetry property of normalization factors corresponding to different reduced decompositions of Weyl elements as seen in Lemma \(^4\).

Now back to our proof of our Main Theorem 1. Our argument uses the intrinsic non-symmetry property of normalization factors corresponding to different reduced decompositions of Weyl elements as seen in Lemma \(^4\).

Proof of Main Theorem \(^4\). The proof involves a reduction step and an induction argument as follows.

Step 1 (Reduction step). We first reduce the general case \( \sigma_r \) to the case \( \sigma_r \) associated to a segment, i.e.,

\[ \phi_{\sigma_r} \leftrightarrow \phi_r \otimes S_{r_1} \oplus \phi_r \otimes S_{r_2} \oplus \phi_{\sigma} \text{ with } r_1 > a > r_2. \]

This follows from the following facts.

(a). For \( a \geq r_1 > r_2 \) or \( r_1 > r_2 > a \), we have the identity of \( L \)-functions.

\[ L\left(s - \frac{r_1 - r_2}{4}, \tau_a \times \tau_{r_1 + r_2}\right) L\left(s + \frac{r_1 + r_2}{4}, \tau_a \times \tau_{r_1 + r_2}\right) = L(s, \tau_a \times \tau_{r_1})L(s, \tau_a \times \tau_{r_2}). \]

(b). For \( r_1 > r_2 > \cdots > r_t \geq -1 \) of the same parity and \( t \) is even, we know the induced representation

\[ |\det(\cdot)| \frac{r_1 - r_2}{4} \tau_{r_1 + r_2} \times |\det(\cdot)| \frac{r_1 - r_2}{4} \tau_{r_1 + r_2} \times \cdots \times |\det(\cdot)| \frac{r_1 - r_1}{r_2} \tau_{r_1 + r_2} \]

is irreducible (see \[^{BZ77 \; Zel80}\]).

To be precise, in light of (\( \star \)), viewing \( \sigma_{\tilde{r}} \leftrightarrow |\det(\cdot)| \frac{r_1 - r_2}{4} \tau_{r_1 + r_2} \times \sigma_{\tilde{r}} \) with

\[ \sigma_{\tilde{r}} \leftrightarrow \phi_{\sigma_{\tilde{r}}} = \phi_r \otimes S_{r_3} \oplus \phi_r \otimes S_{r_4} \oplus \cdots \oplus \phi_r \otimes S_{r_t} \oplus \phi_{\sigma}. \]
We have the following decomposition of $M(s, \tau_a, \sigma_r)$:

\[
|\text{det}()|^{s} \tau_a \times \sigma_r \xrightarrow{\text{MGL}(\cdots)} |\text{det}()|^{s} \tau_a \times |\text{det}()|^{\frac{-1}{2}} \tau_{1/2} \times \sigma_r
\]

\[
M(s, \tau_a, \sigma_r) \xrightarrow{\text{MGL}(\cdots)} |\text{det}()|^{s} \tau_a \times |\text{det}()|^{\frac{-1}{2}} \tau_{1/2} \times \sigma_r
\]

Via Lemma 4 + (**), one can do the easy calculation of normalization factors of those intertwining operators and see that they also match each other, thus the reduction step holds.

**Step 2** (Initial step for induction). There are two initial cases:

Case $|\text{det}()|^{s} \tau_a \times \sigma_r$, and Case $|\text{det}()|^{s} \tau \times \sigma_r$.

The case $|\text{det}()|^{s} \tau_a \times \sigma$ with $a > 1$: We have two ways to decompose $M(s, \tau_a, \sigma)$ and there are two corresponding commutative diagrams as follows.

**Way 1:** Viewing $\tau_a \leftrightarrow |\text{det}()|^{\frac{a}{2}} \tau \times |\text{det}()|^{-\frac{1}{2}} \tau_{a-1}$, it gives rise to

\[
|\text{det}()|^{s} \tau_a \times \sigma \xrightarrow{\text{MGL}(\cdots)} |\text{det}()|^{s} \tau_a \times |\text{det}()|^{s - \frac{1}{2}} \tau_{a-1} \times \sigma
\]

\[
M(s, \tau_a, \sigma) \xrightarrow{\text{MGL}(\cdots)} |\text{det}()|^{s} \tau_a \times |\text{det}()|^{s - \frac{1}{2}} \tau_{a-1} \times \sigma
\]

\[
|\text{det}()|^{-s} \tau_a \times \sigma \xrightarrow{\text{MGL}(\cdots)} |\text{det}()|^{-s} \tau_a \times |\text{det}()|^{-s + \frac{1}{2}} \tau_{a-1} \times \sigma
\]

\[
M(s, \tau_a, \sigma) \xrightarrow{\text{MGL}(\cdots)} |\text{det}()|^{-s} \tau_a \times |\text{det}()|^{-s + \frac{1}{2}} \tau_{a-1} \times \sigma
\]
Way 2: Viewing $\tau_a \mapsto |\text{det}(\cdot)|^{\frac{1}{2}}\tau_{a-1}$, it gives rise to

$$
|\text{det}(\cdot)|^{s} \tau_a \times \sigma \mapsto |\text{det}(\cdot)|^{s \frac{1}{2}}\tau_{a-1} \times |\text{det}(\cdot)|^{-\frac{a-1}{2}} \tau \times \sigma
$$

Via Lemma [4] + (A)(B), one can calculate the normalizations factors of intertwining operators and obtain their discrepancies $P_1$ associated to Way i, i=1, 2 as follows.

$$
P_1 := \frac{\alpha(s + \frac{a-1}{2}, \tau_a, \sigma)}{\alpha(s, \tau_a, \sigma)}
$$

$$
= \begin{cases} 
L(2s-1, \tau, \rho^-)L(2s+a-2, \tau, \rho)L(s + \frac{a-1}{2}, \tau \times \sigma), & \text{a odd;} \\
L(2s-1, \tau, \rho)L(2s+a-2, \tau, \rho)L(s + \frac{a-3}{2}, \tau \times \sigma), & \text{a even.}
\end{cases}
$$

$$
P_2 := \frac{\alpha(s - \frac{a-1}{2}, \tau, \sigma)\alpha_{GL}(\cdot)\alpha(s + \frac{1}{2}, \tau_{a-1}, \sigma)}{\alpha(s, \tau_a, \sigma)}
$$

$$
= \begin{cases} 
L(2s, \tau, \rho^-)L(2s-(a-1), \tau, \rho)L(s - \frac{a-1}{2}, \tau \times \sigma), & \text{a odd;} \\
L(2s, \tau, \rho)L(2s-(a-1), \tau, \rho)L(s - \frac{a-1}{2}, \tau \times \sigma), & \text{a even.}
\end{cases}
$$

Then we can first compare the possible poles of $P_1$ with poles of $P_2$ and obtain their common possible poles as follows.

Possible poles $P_1: \ s = \frac{1}{2}, \ -\frac{a-2}{2}, \ -\frac{a-3}{2}; \ P_2: \ s = 0, \ a - \frac{1}{2}.$

The common possible poles are at $s = 0$ if $a = 3$, and if $a = 2$,

$$
s = 0 \text{ or } s = \frac{1}{2}.
$$

Now we prove the holomorphy of $M^*(s, \tau_2, \sigma)$ at $s = 0, \ \frac{1}{2}$ directly as follows. The case $s = 0$ follows easily from the fact that $M^*(0, \tau_2, \sigma)^2 = \text{id}.,$ up to a non-zero scalar, and the fact that $\tau_2 \times \sigma$ is multiplicity-free (see Luo [20], P. 272 Remark) in general. It remains to discuss the case $s = \frac{1}{2}$, this is an easy corollary of the following commutative diagram
To be precise, as the intertwining operator $M(0, \tau, \sigma)$ is a scalar of simple pole. Thus the composition of the first two arrows on the right hand side is holomorphic restricting to $|\det(\cdot)\tau_3 \times \sigma$, hence $M(s, \tau_3, \sigma)$ is holomorphic at $\text{Re}(s) = \frac{3}{2}$. Whence we finish the proof of this case by induction.

The case $|\det(\cdot)|^s \tau \times \sigma_r$ with $r_1 > 1 > r_2$: In this case, we have $r_2 = 0$ if $r_1$ is even, $-1$ otherwise. Then we know that

$$\sigma_r \mapsto |\det(\cdot)|^{\tau_+} \tau_\downarrow \times \sigma \text{ (if } r_1 \text{ even); } \sigma_r \mapsto |\det(\cdot)|^{\tau_+ - 1} \tau_{\downarrow \downarrow} \times \sigma \text{ (if } r_1 \text{ odd)},$$

which implies that

$$\alpha(s, \tau, \sigma_r) = L(2s, \tau, \rho)L(s, \tau \times \tau_{r_1}) = L(2s, \tau, \rho)L \left( s + \frac{r_1 - 1}{2}, \tau \times \tau \right).$$

Note that we have two ways to decompose $M(s, \tau, \sigma_r)$ and there are two corresponding commutative diagrams as follows.

**Way 3:** Viewing $\sigma_r \mapsto |\det(\cdot)|^{\tau_+ - 1} \tau \times |\det(\cdot)|^{-s} \sigma_{r'}$ with $r_1 = r_1 - 2$, it gives rise to

$$|\det(\cdot)|^s \tau \times \sigma_r \xrightarrow{M_{GL}(\cdot)} |\det(\cdot)|^s \tau \times |\det(\cdot)|^{\tau_+ - 1} \tau \times \sigma_r,$$

$$M(s, \tau, \sigma_r) \xrightarrow{|\det(\cdot)|^{\tau_+ - 1} \tau \times |\det(\cdot)|^s \tau \times \sigma_r} |\det(\cdot)|^{\tau_+ - 1} \tau \times |\det(\cdot)|^{-s} \tau \times \sigma_{r'},$$

$$|\det(\cdot)|^{-s} \tau \times \sigma_r \xrightarrow{M_{GL}(\cdot)} |\det(\cdot)|^{-s} \tau \times |\det(\cdot)|^{\tau_+ - 1} \tau \times \sigma_r.$$

**Way 4:** Viewing $\sigma_r \mapsto |\det(\cdot)|^{\tau_+ - 2} \tau_{\downarrow \downarrow} \times \sigma$, it gives rise to

$$|\det(\cdot)|^s \tau \times \sigma_r \xrightarrow{M_{GL}(\cdot)} |\det(\cdot)|^s \tau \times |\det(\cdot)|^{\tau_+ - 2} \tau_{\downarrow \downarrow} \times \sigma,$$

$$M(s, \tau, \sigma_r) \xrightarrow{|\det(\cdot)|^{\tau_+ - 2} \tau_{\downarrow \downarrow} \times |\det(\cdot)|^s \tau \times \sigma} |\det(\cdot)|^{\tau_+ - 2} \tau_{\downarrow \downarrow} \times |\det(\cdot)|^{-s} \tau \times \sigma,$$

$$|\det(\cdot)|^{-s} \tau \times \sigma_r \xrightarrow{M_{GL}(\cdot)} |\det(\cdot)|^{-s} \tau \times |\det(\cdot)|^{\tau_+ - 2} \tau_{\downarrow \downarrow} \times \sigma.$$
Via Lemma 4 + (A)(B), one can calculate the normalizations factors of intertwining operators and obtain their discrepancies $P_i$ associated to Way $i$, $i=3, 4$ as follows.

$$P_3 : = \frac{\alpha_{GL}(\cdots)\alpha(s, \tau, \sigma_r')\alpha_{GL}(\cdots)}{\alpha(s, \tau, \sigma_r)}$$

$$= L \left( s - \frac{r_1 - 1}{2}, \tau \times \tau \right) L \left( s + \frac{r_2 - 1}{2}, \tau \times \tau \right).$$

$$P_4 : = \frac{\alpha_{GL}(\cdots)\alpha(s, \tau, \sigma)\alpha_{GL}(\cdots)}{\alpha(s, \tau, \sigma)}$$

$$= L(s, \tau \times \sigma)L \left( s + \frac{r_2 - 1}{2}, \tau \times \tau \right).$$

Then we can first compare the possible poles of $P_3$ with poles of $P_4$ and obtain their common possible poles as follows.

Possible poles $P_3$: $s = \frac{r_1 - 1}{2}, -\frac{r_1 - 3}{2}$; $P_4$: $s = 0, \frac{r_2 - 1}{2}$.

The common possible poles are at, $s = \frac{1}{2}$ if $r_1 = 2$, and if $r_1 = 3$,

$$s = 0 \text{ or } s = 1.$$  

Now we prove the holomorphy of $M^*(s, \tau, \sigma_r)$ at $s = 0, \frac{1}{2}$ and 1 directly as follows. They are an easy corollary of the following commutative diagrams,

\[ (s = 0, \ r_1 = 3, \text{ and } r_2 = -1): \]

\[ |\text{det}(\cdot)|^0 \tau \times \sigma, \xrightarrow{\text{subrep.} \sim 0} |\text{det}(\cdot)|^0 \tau \times |\text{det}(\cdot)|^1 \tau \times \sigma \]

\[ M(s, \tau, \sigma_r) \]

\[ \xrightarrow{\text{subrep.} \sim 0} |\text{det}(\cdot)|^0 \tau \times |\text{det}(\cdot)|^0 \tau \times \sigma \]

\[ \xrightarrow{\text{subrep.} \sim 0} |\text{det}(\cdot)|^1 \tau \times |\text{det}(\cdot)|^0 \tau \times \sigma \]

\[ \xrightarrow{\text{subrep.} \sim 0} M_{GL}(\cdots) \]

\[ \xrightarrow{\text{subrep.} \sim 0} M(s, \tau, \sigma) \]

\[ \xrightarrow{\text{subrep.} \sim 0} |\text{det}(\cdot)|^1 \tau \times |\text{det}(\cdot)|^1 \tau \times \sigma \]

\[ \xrightarrow{\text{subrep.} \sim 0} \]

\[ \xrightarrow{\text{simpler pole}} \]

\[ \xrightarrow{\text{holomorphic}} \]

\[ (s = 1, \ r_1 = 3, \text{ and } r_2 = -1): \]

\[ |\text{det}(\cdot)|^1 \tau \times \sigma, \xrightarrow{\text{subrep.} \sim 0} |\text{det}(\cdot)|^1 \tau \times |\text{det}(\cdot)|^1 \tau \times \sigma \]

\[ M(s, \tau, \sigma_r) \]

\[ \xrightarrow{\text{subrep.} \sim 0} |\text{det}(\cdot)|^1 \tau \times |\text{det}(\cdot)|^1 \tau \times \sigma \]

\[ \xrightarrow{\text{subrep.} \sim 0} M(s, \tau, \sigma) \]

\[ \xrightarrow{\text{subrep.} \sim 0} |\text{det}(\cdot)|^1 \tau \times |\text{det}(\cdot)|^0 \tau \times \sigma \]

\[ \xrightarrow{\text{holomorphic}} M_{GL}(\cdots) \]

\[ \xrightarrow{\text{holomorphic}} \]

\[ |\text{det}(\cdot)|^{-1} \tau \times \sigma, \xrightarrow{\text{subrep.} \sim 0} |\text{det}(\cdot)|^{-1} \tau \times |\text{det}(\cdot)|^1 \tau \times \sigma \]
\[
\begin{align*}
(s = \frac{1}{2}, \ r_1 = 2 \text{ and } r_2 = 0): \quad &|\text{det}(\cdot)|^{\frac{1}{2}\tau} \times \sigma_r \quad \text{simple pole } \quad M_{GL}(\cdots) \\
M(s, \tau, \sigma_r) \quad &\downarrow \\
&|\text{det}(\cdot)|^{\frac{1}{2}\tau} \times |\text{det}(\cdot)|^{\frac{1}{2}\tau} \times \sigma_r \\
&\downarrow \\
&\quad \text{holomorphic } \quad M_{GL}(\cdots)
\end{align*}
\]

To be precise, the first diagram says that \(M(0, \tau, \sigma_r)\) is a non-zero scalar, the second and last diagrams imply that the compositions of the first two arrows on the right hand are holomorphic restricting to \(|\text{det}(\cdot)|^{\tau} \times \sigma_r\) and \(|\text{det}(\cdot)|^{\frac{1}{2}\tau} \times \sigma_r\) respectively, thus completing the proof via induction.

**Step 3** (Induction step). Note that \(r_1 > a > r_2\) and \(a > 1\), we have three ways of reduced decompositions of \(M(s, \tau_a, \sigma_r)\) corresponding to the following three embeddings.

**Way 1:** \(\tau_{a} \mapsto |\text{det}(\cdot)|^{-\frac{s}{2}\tau_a} \times |\text{det}(\cdot)|^{-\frac{s}{2}\tau_{a-1}}\):

\[
\begin{align*}
|\text{det}(\cdot)|^{s+\frac{a-1}{2}\tau_a} \times \sigma_r \quad &\downarrow \\
M(s, \tau_a, \sigma_r) \quad &\downarrow \\
&|\text{det}(\cdot)|^{s+\frac{a+1}{2}\tau_a} \times |\text{det}(\cdot)|^{s-\frac{1}{2}\tau_{a-1}} \times \sigma_r \\
&\downarrow \\
&\quad \text{holomorphic } \quad M(s+\frac{a+1}{2}, \tau_a, \sigma_r)
\end{align*}
\]

**Way 2:** \(\tau_{a} \mapsto |\text{det}(\cdot)|^{\frac{1}{2}\tau_{a-1}} \times |\text{det}(\cdot)|^{-\frac{s}{2}\tau_{a}}\):

\[
\begin{align*}
|\text{det}(\cdot)|^{s+\frac{a+1}{2}\tau_{a-1}} \times \sigma_r \quad &\downarrow \\
M(s, \tau_a, \sigma_r) \quad &\downarrow \\
&|\text{det}(\cdot)|^{s+\frac{a-1}{2}\tau_{a-1}} \times |\text{det}(\cdot)|^{s-\frac{1}{2}\tau_{a}} \times \sigma_r \\
&\downarrow \\
&\quad \text{holomorphic } \quad M(s+\frac{a-1}{2}, \tau_{a-1}, \sigma_r)
\end{align*}
\]
Way 3: \( \sigma_\gamma \rightsquigarrow |\text{det}(\cdot)|^{1-1} \tau \times \sigma_{r'}: \)

\[
M(s, \tau_a, \sigma_r) \longrightarrow |\text{det}(\cdot)|^s \tau_a \times |\text{det}(\cdot)|^{1-1} \tau \times \sigma_{r'} \xrightarrow{M_{GL}(\cdots)} |\text{det}(\cdot)|^s \tau_a \times |\text{det}(\cdot)|^{1-1} \tau \times \sigma_{r'} \quad \xrightarrow{	ext{Via Lemma 2 + (A)(B) + (**)}} |\text{det}(\cdot)|^s \tau_a \times |\text{det}(\cdot)|^{1-1} \tau \times \sigma_{r'}.
\]

Via Lemma 2 + (A)(B) + (**), one can carry out the calculation for the corresponding normalization factors and their discrepancies \( P_i \) associated to Way i, \( i=1, 2, 3 \), we have

\[
P_1 : = \frac{\alpha(s + \frac{1}{2}, \tau_{a-1}, \sigma_r)}{\alpha(s, \tau_a, \sigma_r)} \left( s, \tau |\text{det}(\cdot)|^{1-1}, \tau_{a-1} |\text{det}(\cdot)|^{1} \right) \alpha(s + \frac{1}{2}, \tau, \sigma_r)
\]

\[
= \begin{cases} 
L(2s - 1, \tau, \rho^{-1})L(2s + a - 2, \tau, \rho)L(s + \frac{a - 1}{2}, \tau \times \sigma) \cdot (s + \frac{a - 3}{2}, \tau \times \sigma), & \text{odd and } r_2 > 0; \\
L(2s - 1, \tau, \rho)L(2s + a - 2, \tau, \rho)L(s + \frac{a - 1}{2}, \tau \times \sigma) \cdot (s + \frac{a - 3}{2}, \tau \times \sigma), & \text{even and } r_2 > 0; \\
L(2s - 1, \tau, \rho^{-1})L(2s + a - 2, \tau, \rho), & \text{even and } r_2 \leq 0.
\end{cases}
\]

Similarly,

\[
P_2 : = \begin{cases} 
L(2s, \tau, \rho^{-1})L(2s - (a - 1), \tau, \rho)L(s + \frac{a - 1}{2}, \tau \times \sigma) \cdot (s - \frac{a - 3}{2}, \tau \times \sigma), & \text{odd and } r_2 > 0; \\
L(2s, \tau, \rho)L(2s - (a - 1), \tau, \rho)L(s + \frac{a - 1}{2}, \tau \times \sigma) \cdot (s - \frac{a - 3}{2}, \tau \times \sigma), & \text{even and } r_2 > 0; \\
L(2s, \tau^{-1}, \rho)L(2s - (a - 1), \tau, \rho), & \text{even and } r_2 \leq 0; \\
L(2s, \tau, \rho)L(2s - (a - 1), \tau, \rho), & \text{even and } r_2 \leq 0.
\end{cases}
\]

\[
P_3 : = \begin{cases} 
L(s - \frac{a - 1}{2}, \tau \times \sigma) \cdot (s + \frac{a - 1}{2}, \tau \times \sigma), & a \leq r_1 - 2; \\
L(s - \frac{a - 1}{2}, \tau \times \sigma), & a = r_1 - 1.
\end{cases}
\]

Thus it is easy to see the possible poles of \( P_1 \) are as follows.

\[
P_1 : s = \frac{1}{2}, -\frac{a - 2}{2}, -\frac{a - r_2 - 2}{2}, -\frac{a - 3}{2};
\]

\[
P_2 : s = 0, \frac{a - 1}{2}, -\frac{a - r_2}{2};
\]

\[
P_3 : s = \frac{1}{2} (\text{if } a = r_1 - 1),
\]

\[
P_3 : s = \frac{r_1}{2}, -\frac{r_1 - a - 2}{2} (\text{if } a \leq r_1 - 2).
\]

It is readily to see that the possible common poles are at

\[
s = 0; \quad s = \frac{1}{2} (\text{if } a = r_1 - 1 = r_2 + 1 \text{ or } a = r_1 - 1 = 2).
\]

Now we prove the holomorphy of \( M^*(s, \tau_a, \sigma_r) \) at those special cases as follows.

\[
s = 0: \text{ Note that } M^*(s, \tau_a, \sigma_r) \cdot M^*(-s, \tau_a, \sigma_r) = \beta(s, \tau_a, \sigma_r)^{-1} \beta(-s, \tau_a, \sigma_r)^{-1} \text{id.}, \text{ up to a non-zero scalar. Here } \beta(s, \tau_a, \sigma_r) = L(2s + 1, \tau_a, \rho)L(s + 1, \tau_a \times \sigma_r). \text{ On one hand, } \beta(s, \tau_a, \sigma_r) \text{ has no poles at } \text{Re}(s) = 0. \text{ Thus } M^*(0, \tau_a, \sigma_r)^2 = \text{id.}, \text{ up to a non-zero scalar. On the other hand, we know that}
\]

\(\tau_a \times \sigma_r\) is multiplicity-free, then we must have

\[ M^*(s, \tau_a, \sigma_r) \text{ is holomorphic at } \text{Re}(s) = 0 \text{ and non-zero.} \]

Now we investigate the reduced decomposition of \(M(s, \tau_2, \sigma_r)\) with respect to the embedding

\[ \tau_2 \mapsto \text{det}(\cdot)\begin{cases} \frac{1}{2} \tau \times \text{det}(\cdot) & \frac{1}{2}, \\
\times \text{det}(\cdot) & \end{cases} \text{ and the following commutative diagram} \]

As \(\tau \times \sigma_r\) is multiplicity-free, so \(M(0, \tau, \sigma_r)\) is a scalar with a simple pole. Then the diagram tells us that the composition of the first two arrows on the right hand side is holomorphic restricting to \(\text{det}(\cdot)\frac{1}{2} \times \sigma_r\). Whence this case is settled.

For the case \(a = r_1 - 1 = r_2 + 1\), we have the embedding \(\sigma_r \mapsto \text{det}(\cdot)\frac{1}{2} \tau_a \times \sigma\) and the following associated commutative diagram

It is easy to see that the middle arrow associated to \(M(s, \tau_a, \sigma)\) maps \(\text{det}(\cdot)\frac{1}{2} \times \sigma\) to zero, but the first arrow on the right hand side is a scalar with a simple pole, then the composition of those two arrows is holomorphic, thus \(M(s, \tau_a, \sigma_r)\) is holomorphic at \(\text{Re}(s) = \frac{1}{2}\). Whence our Main Theorem holds by induction.

**Remark 5.** Based on the fact that the standard intertwining operator of a standard module is always well-defined and non-zero, and the fact that the normalization factor is non-zero for \(\text{Re}(s) > 0\), we know that the normalized intertwining operator is always well-defined and non-zero for \(\text{Re}(s) > 0\). Thus the discussion on the holomorphy for \(\text{Re}(s) > 0\) could be omitted. Indeed, to prove Casselman–Shahidi’s holomorphicity conjecture, we only need to choose one appropriate reduced decomposition such that the corresponding discrepancy only has non-negative poles, and one can readily see that such
a decomposition really exists as calculated in the paper. In view of this, our proof could be simplified further. But our argument is originated from attacking the holomorphicity problem of a large class of induced representations involved in the generalized doubling method, and its application to the proof of the Casselman–Shahidi conjecture is just an accidental by-product, so we still want to keep it there to illustrate the idea how we handle analogous problems for general induced representations, for example, replacing discrete series \( \tau_a \) by Speh representations \( \text{Speh}_c(\tau_a) \).

4. MAIN THEOREM II FOR GROUPS OF CLASSICAL TYPE

In this section, we would like to extend our Main Theorem II to the setting of groups of classical type. The main idea is to reduce it to the special case of classical groups which is proved earlier.

Let \( G \) be a quasi-split connected reductive group defined over \( F \). Fix a Borel subgroup \( B = TU \) of \( G \), and denote \( A_T \) to be the maximal split torus in the Levi subgroup \( T \). Let \( Q = LV \) be a standard parabolic subgroup of \( G \) with \( L \) its Levi subgroup and \( V \) its unipotent radical, we denote \( Q = LV \) to be the opposite parabolic subgroup of \( Q \). For all the notions below, please refer to \( \text{Sil79} \) \( \text{Wal03} \) \( \text{Cas95} \) for the details.

4.1. Root datum. Let \( X(L)_F \) be the group of \( F \)-rational characters of \( L \), and \( A_L \) be the maximal \( F \)-split sub-torus of the center \( Z_L \) of \( L \). We set

\[
a_L = \text{Hom}(X(L)_F, \mathbb{R}), \quad a^*_L,\mathbb{C} = a^*_L \otimes_{\mathbb{R}} \mathbb{C},
\]

where

\[
a^*_L = X(L)_F \otimes_\mathbb{Z} \mathbb{R} = \text{Hom}_{\text{alg}}(A_L, \mathbb{G}_m) \otimes_\mathbb{Z} \mathbb{R}
\]
denotes the dual of \( a_L \). Recall that the Harish-Chandra homomorphism \( H_Q : L \rightarrow a_L \) is defined by

\[
q^{(\chi, H_Q(m))} = |\chi(m)|
\]

describes the natural pairing for \( a^*_L \times a_L \). For \( \nu \in a^*_L,\mathbb{C} \), it is viewed as a character of \( L \) of the form \( q^{(\nu, H_Q(\cdot))} \).

Next, let \( \Phi \) be the root system of \( G \) with respect to \( T \), i.e., \( A_T \), and \( \Delta \) be the set of simple roots determined by \( U \). For \( \alpha \in \Phi \), we denote by \( \alpha^\vee \) the associated coroot, and by \( \omega_\alpha \) the associated reflection in the Weyl group \( W^G \) of \( T \) in \( G \) with

\[
W^G := N_G(A_T)/C_G(A_T) = N_G(T)/T = \langle \omega_\alpha : \alpha \in \Phi \rangle.
\]

Denote by \( w^G_0 \) the longest Weyl element in \( W^G \), and similarly by \( w^L_0 \) the longest Weyl element in the Weyl group \( W^L \) of a Levi subgroup \( L \).

Likewise, we denote by \( \Phi^G_L \) the set of reduced relative roots of \( L \) in \( G \), i.e., \( (\Phi|_{A_L})_{\text{red}} \), specifically

\[
\Phi^G_L := \{ \alpha|_{A_L} : \alpha \in \Phi, \alpha|_{A_L} \neq c\beta|_{A_L} \text{ for some } \beta \in \Phi \text{ and some integer } c > 1 \}.
\]

We denote by \( \Delta_L \) the set of relative simple roots determined by \( V \) and by

\[
W^G_L := N_G(A_L)/C_G(A_L) = N_G(L)/L
\]

the relative Weyl group of \( L \) in \( G \). In general, a relative reflection \( \omega_\alpha := w^L_0\alpha w^L_0 \) with respect to a relative root \( \alpha \) does not preserve our Levi subgroup \( L \), here \( L_{\alpha} \supset L \) is the co-rank one Levi subgroup associated to \( \alpha \) w.r.t. \( L \) in \( G \). In particular, if \( L = T \), then this \( \omega_\alpha \) is the same one defined earlier.

For simplicity, we will use the same terminology if no confusion arises.

4.2. Parabolic induction. For \( Q = LV \) a parabolic subgroup of \( G \) and an admissible representation \( (\sigma, V_\sigma) \) of \( L \), we have the following normalized parabolic induction of \( Q \) to \( G \) which is an admissible representation of \( G \)

\[
\text{Ind}^G_Q(\sigma) := \{ \text{smooth } f : G \rightarrow V_\sigma \text{ s.t. } f(nmg) = \delta_Q(m)^{1/2} \sigma(m)f(g), \forall n \in V, m \in L \text{ and } g \in G \},
\]

here \( \delta_Q \) stands for the modulus character of \( Q \), i.e., denote by \( \mathfrak{v} \) the Lie algebra of \( V \),

\[
\delta_Q(m) = |\text{det } \text{Ad}_\mathfrak{v}(m)|.
\]

For a rational character \( \nu \in a^*_L \) of \( L \), we write \( \text{Ind}^G_Q(\sigma, \nu) \) for the induced representation \( \text{Ind}^G_Q(\sigma \otimes \nu) \). Define the action of \( w \in W_L \) on a representation \( \sigma \) of \( L \) to be \( w.\sigma := \sigma \circ \text{Ad}(w^{-1}) \), and \( w.Q := \text{Ad}(w).Q = wQw^{-1} \).
4.3. **Whittaker model.** For each root $\alpha \in \Phi$, there exists a non-trivial homomorphism $X_\alpha$ of $F$ into $G$ such that, for $t \in T$ and $x \in F$,

$$tx_\alpha(x)t^{-1} = x_\alpha(\alpha(t)x).$$

We say a character $\theta$ of $U$ is generic if the restriction of $\theta$ to $X_\alpha(F)$ is non-trivial for each simple root $\alpha \in \Delta$. Then the Whittaker function space $W_\theta$ of $G$ with respect to $\theta$ is the space of smooth complex functions $f$ on $G$ satisfying, for $u \in U$ and $g \in G$,

$$f(ug) = \theta(u)f(g),$$

i.e., $W_\theta = \text{Ind}_G^U(\theta)$. We say an irreducible admissible representation $\pi$ of $G$ is $\theta$-generic if

$$\pi \underset{\text{G-equiv.}}{\rightarrow} W_\theta.$$

By [Sha90, Section 3], one can fix a generic character $\theta$ of $U$ such that it is compatible with $w_0^Lw_0^L$ for every Levi subgroup $L$. For simplicity, we also denote by $\theta$ the restriction of $\theta$ to $L \cap U$ if there is no confusion. Every generic representation of $L$ becomes generic with respect to $\theta$ after changing the splitting in $U$. In view of this, throughout the paper for simplicity, we will only say a representation is generic without specifying its dependence on $\theta$.

4.4. **Casselman–Shahidi conjecture.** Let $P_0 = M_0N_0 \subset G$ (resp. $P = MN \supset P_0 = M_0N_0$) be a standard (resp. maximal) parabolic subgroup with $M_0$ (resp. $M$) its Levi subgroup, $\rho$ be a unitary generic supercuspidal representation of $M_0$, and $\nu \in a_{M_0}^*$, we have an induced representation $\text{Ind}_{M_0 \cap P_0}^M(\rho_\nu)$. Assume that the induced representation contains a generic discrete series constituent $\sigma$. Let $r$ be the adjoint action of the $L$-group $L$ of $M$ on the Lie algebra $n$ of the $L$-group of $N$. Then $r = \oplus_{i=1}^t r_i$, with $r_i$ irreducible for $i = 1, \cdots, t$. Such a decomposition is ordered according to the order of eigenvalues of $L A_M$ in $L N$. Attached to $r_i$ and the generic discrete series representation $\sigma$, we have an $L$-function $L(s, \sigma, r_i)$ defined by F. Shahidi (see [Sha90] for the details).

Next, assume that $M$ is generated by the subset $\Theta = \Delta \backslash \{\alpha_0\}$ of simple roots $\Delta$ of $A_T$ in $U$ for some $\alpha_0 \in \Delta$. Recall that the simple reflection $\omega_M = w_0^Lw_0^M$, attached to $\alpha_0$, satisfies $\omega_M \Theta \subset \Delta$. Denote $N_{\omega_M} := U \cap \omega_M N$ and $\omega_\sigma := (\rho_M, \alpha_0^\vee)^{-1} \rho_M$, where $\rho_M$ is half the sum of roots in $N$ and $\alpha_0^\vee$ is the co-root of $\alpha_0$. Given $s \in \mathbb{C}$, it is known that $s\omega_\sigma \in a_{M, \mathbb{C}}^*$ and we define the associated standard intertwining operator for $\text{Ind}_{\omega_M}^L(\sigma \omega_\sigma)$ as follows.

$$M(s, \sigma) : \text{Ind}_{\omega_M}^L(\sigma \omega_\sigma) \rightarrow \text{Ind}_{\omega_M}^L(\omega_M \sigma \omega_M^{-1} \omega_M (s \omega_\sigma))$$

$$f(g) \mapsto \int_{N_{\omega_M}} f(\omega_M^{-1} ng)dn.$$

It is well known that $M(s, \sigma)$ converges absolutely for $\text{Re}(s) > 0$ and extends to a meromorphic function of $s\omega_\sigma \in a_{M, \mathbb{C}}^*$. The knowledge of its poles on all of $a_{M, \mathbb{C}}^*$ is very important, and Casselman–Shahidi proposed the following conjecture in [CS98, P. 563 (3)] based on the profound Langlands–Shahidi theory.

**Casselman–Shahidi’s holomorphicity conjecture.** Keep the notions as before. We have

$$\prod_{i=1}^t L(is, \sigma^\vee, r_i)M(s, \sigma)$$

is homomorphic in $s \in \mathbb{C}$. Here $\sigma^\vee$ is the contragredient dual of $\sigma$.

From now on, we fix $G$ to be a quasi-split group of classical type, i.e., Type $A_n$, $B_n$, $C_n$, or $D_n$. The Levi subgroup $M_0$ can be written as two parts $M_0(GL) \times M_0(GL)$, here $M_0(GL)$ means the part of Type $G$ and $M_0(GL)$ means the part of products of Type $GL$. For two parabolic subgroups $Q = LV \supset Q' = L'V' \supset P_0 = M_0N_0$, if formally $L'(G) = M_0(G)$ and $L'(GL) = L(GL) \times GL$, we say that $L'$ is a Siegel Levi subgroup of $L$ relative to $M_0$. Similar notions for root systems. The main result of this section is to show that, via reducing to the special case handled in Main Theorem 1, please refer to Remark 2 for the simple philosophy hidden in the abstract argument which may help you to understand the proof.
Theorem 5. Retain the notation as above. We have

Casselman–Shahidi’s holomorphicity conjecture holds for groups of classical type.

Proof. As the induced representation $\text{Ind}^M_{M_0}(\rho)$ contains a discrete series constituent, then by Harish-Chandra’s theorem (see [Sil81, Theorem 3.9.1], [Hei04, Corollary 8.7], or [Luo21d, Lemma 5.1]), we know that the sub-root system $\Phi^M := \{ \alpha \in \Phi^M_{M_0} : \omega_n.\rho \simeq \rho \}$ should generate the subspace $\langle a^M_{M_0} \rangle := \text{Span}_{\mathbb{R}}\{ \alpha : \alpha \in \Phi^M_{M_0} \}$. Moreover, via a simple calculation,

- If the root system of $M$ is of Type $A_n$: $\Phi^M = \Phi^M_{M_0}$.
- If the root system of $M$ is of other types: $\Phi^M_{\rho}$ is the direct sum of root systems of Type $D_n$ or the same type as started. Here $D_n$ can be $D_2$ or $D_3$ if it contains two roots of the form $\{ e_i \pm e_j \}$.

To be precise, for the case of Type $A_n$, we know first $\Phi^M_{\rho}$ must be irreducible, otherwise it contracts the dimension equality of the vector space it generated. Secondly, for any simple root $\gamma$, either it is in $\Phi^M_{\rho}$, or there exist two roots $\alpha$ and $\beta$ in $\Phi^M_{\rho}$ satisfying that $\gamma = \pm \alpha \pm \beta$ for a choice of signs, thus our claim follows from the fact that $Ad(\omega_\beta).(\omega_\alpha) = \omega_{\beta, \alpha} = \alpha.\gamma$. As for the case of other types, we know that the irreducible pieces, appearing in the decomposition of the root system $\Phi^M_{\rho}$, are only possible of Type $A_n$, Type $D_n$, or the same type as started, which results from the fact that

$$Ad(\omega_{e_1-e_2}).\omega_{e_1} = \omega_{e_2} \quad \text{and} \quad Ad(\omega_{e_1}).\omega_{e_1-e_2} = \omega_{e_1+e_2} \quad (c = 1, 2).$$

But the dimension equality condition implies that Type $A_n$ cannot appear, whence our claim holds.

Up to twisting by a Weyl element, we may assume that $\Delta_{M_0}$ decomposes into canonical blocks w.r.t. $T$, i.e., it is associated to a block partition of $\Delta$, and further assume that $\Phi^M_{\rho}$ also decomposes into canonical blocks w.r.t. $M_0$, i.e., it is associated to a block partition of $\Delta_{M_0}$. Moreover, by absorbing the unitary part of $s\alpha_0$ into $\rho$, we may only need to consider the holomorphicity problem for $s \in \mathbb{R}$.

On one hand, it is an easy calculation to see that Type $A_n$ can be proved directly as in Lemma[3]. To be precise, consider the reduced decomposition of $\omega_M$ in terms of co-rank one simple reflections with respect to $M_0$, we know that the simple reflection $\omega_{\alpha_0}$ appears only once, thus

$$\omega_{M,\rho} \simeq \rho \quad \text{if and only if} \quad \omega_{\alpha_0,\rho} \simeq \rho.$$

By the well-known fact that the co-rank one Plancherel measure is always a non-zero scalar if $\rho$ is not self-dual, with the help of Shahidi’s definition of $L$-functions, it suffices to prove Theorem[5] in the setting of $\omega_{M,\rho} \simeq \rho$, which implies that $\Phi^G = \Phi_{M_0}$. Therefore our problem falls into the case of $GL$ discussed in Lemma[4]. Whence this case is settled.

As for other types, write $\Phi^M_{\rho} = \Phi^M_{\rho}(GL) \sqcup \Phi^M_{\rho}(G) = \Phi^M_{\rho}(GL) \sqcup (\cup \Phi^M_{\rho}(G)_j)$, according to the Levi structure of the form Type $A_n \times Type G$ for $M$. Here $\{ \Phi^M_{\rho}(G)_j \}$ are irreducible pieces of $\Phi^M_{\rho}(G)$. By analyzing the reduced decomposition of $\omega_M$ with respect to the Siegel Levi subgroup of each $\Phi^M_{\rho}(G)_j$ relative to $\Phi^M_{\rho}(G) - \Phi^M_{\rho}(G)_j$, i.e., Way 3: $\omega_M = \omega_{GL} \omega_M \omega_{GL}$, here $\omega_{GL}$ means the $GL$-part intertwining and $\omega_M$ means the same type intertwining as $\omega_M$, we can reduce our problem to the irreducible case, i.e., $\Phi^M_{\rho}(G)$ is irreducible (possibly empty). This follows from the analysis done above for Type $A_n$ and the well-known fact that the $\omega_{GL}$-intertwining operator is always an isomorphism if $\omega_{GL,\rho} \not\simeq \rho$ (see [Sil80]). If $\Phi^M_{\rho}(G) = \emptyset$, then Theorem[5] follows from Main Theorem[1] by the fact that the parameters $s$ and $\nu$, and the $L$-functions in the normalziation factor can be taken in the same form as in the classical groups case. If $\Phi^M_{\rho}(G) \neq \emptyset$, consider again the Siegel Levi subgroup of $M$ relative to $M_0$ and the associated reduced decomposition, i.e., Way 3: $\omega_M = \omega_{GL} \omega_M \omega_{GL}$, we know that there are only two cases, either $\omega_{GL,\rho} \simeq \rho$ or $\omega_{GL,\rho} \not\simeq \rho$. The latter case can be reduced to the proved situation $\Phi^M_{\rho}(G) = \emptyset$, while the former case implies that, by the above analysis done for Type $A_n$, $\rho$ is fixed by all simple reflections in the Siegel Levi subgroup of $G$ relative to $M_0$. Thus it has been reduced to the classical groups case. Whence our Theorem[5] holds.

Remark 6. To clarify the above abstract argument, we use the classical group $G_n$ as a model to summarize the main points of our argument as follows.
• Levi subgroups $M_0 = (\prod_i GL_{i_i}) \times \left( \prod_m \left( \prod_j GL_{m_j} \right) \times G_{n_0} \right) \subset M = GL_i \times G_{n_0} \subset G_n$ with further Levi subgroup relations

$$\prod_i GL_{i_i} \subset GL_i \text{ and } \prod_m \left( \prod_j GL_{m_j} \right) \times G_{n_0} \subset G_{n_0}.$$ 

• $\sigma$ discrete series of $M$ is a constituent of $\text{Ind}^M(\rho_\nu)$ with $\rho$ supercuspidal and $\nu$ an unramified character of $M_0$, i.e.,

$$\sigma = \sigma_i \otimes \sigma_{n_0} \text{ and } \rho = (\otimes_i \rho_{i_i}) \otimes (\otimes_m (\otimes_j \rho_{m_j}) \otimes \rho_{n_0}).$$

Thus we have

(i). Analysis done for Type $A_n$ is equivalent to saying that

$$\rho_{i_i} \simeq \rho_{i_i'} \text{ for any } i, i'.$$

(ii). $\Phi^M_\nu(G) = \bigsqcup_m \Phi^M_\nu(G)_m$ is equivalent to saying that

$$\rho_{m_j} \simeq \rho_{m_{j'}} \text{ but } \rho_{m_j} \not\simeq \rho_{m_{j'}} \text{ for any } j, j', \text{ and } m \neq m'.$$

(iii). The reduction steps are to consider the reduced decomposition given by the embedding

$$\sigma_{n_0} \mapsto (\times_j (\rho_{m_j} \otimes \nu_{m_j})) \times (\times_{m \neq m'} \times_j (\rho_{m_j} \otimes \nu_{m_j}) \times \rho_{n_0}).$$

By doing so, via (i), we know that those $m$ such that $\rho_{m_j} \not\simeq \rho_{i_i}$ can be removed, i.e., it reduces to the case that $\Phi^M_\nu(G)_m$ is irreducible with $\rho_{m_j} \simeq \rho_{i_i}$ if non-empty.
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