THE SHEARING $^{1}$H$^{1}$ SPIRAL PATTERN OF NGC 1365
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ABSTRACT

The Tremaine–Weinberg equations are solved for a pattern speed that is allowed to vary with radius. The solution method transforms an integral equation for the pattern speed to a least-squares problem with well-established procedures for statistical analysis. The method applied to the $^{1}$H$^{1}$ spiral pattern of the barred, grand-design galaxy NGC 1365 produces convincing evidence for a radial dependence in the pattern speed. The pattern speed behaves approximately as $1/r$ and is very similar to the material speed. There are no clear indications of corotation or Lindblad resonances. Tests show that the results are not selection biased, and that the method is not measuring the material speed. Other methods of solving the Tremaine–Weinberg equations for shearing patterns are found to produce results in agreement with those obtained using the current method. Previous estimates that relied on the assumptions of the density-wave interpretation of spiral structure are inconsistent with the results obtained using the current method. The results are consistent with spiral structure theories that allow for shearing patterns, and contradict fundamental assumptions in the density-wave interpretation that are often used for finding spiral arm pattern speeds. The spiral pattern is winding on a characteristic timescale of $\sim$500 Myr.
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1. INTRODUCTION

The purpose of this paper is to develop and apply a new method of solving the Tremaine–Weinberg equations (Tremaine & Weinberg 1984, hereafter TW84) for a pattern speed, $\Omega_p$, that is allowed to vary with radius. The pattern speed is an important astrophysical parameter for understanding the role of spiral and bar structures in the formation, dynamics, and evolution of a galaxy. Its radial behavior is not well understood.

The method is capable of checking fundamental assumptions in the density-wave interpretation of spiral structure that are often used for measuring $\Omega_p$. This interpretation assumes that $\Omega_p$ is constant (i.e., independent of radius), and that resonant radii are identifiable on a rotation curve of the galaxy (see Bertin & Lin 1996; Bertin 2000). Resonant radii are assumed to occur when $\Omega_p = \Omega$, the material speed, and when $\Omega_p = \Omega \pm \kappa/m$, where $\kappa$ is the epicycle frequency of a stellar orbit and $m$ is the mode of the wave corresponding to the number of arms (Lindblad 1938). These resonances are commonly referred to as corotation and Lindblad resonances, respectively, and are identified by interpreting photometric and kinematic features of a galaxy. The assumption that $\Omega_p$ is constant in the spiral arms has yet to be confirmed by direct observation.

An alternative way of measuring $\Omega_p$ is to solve the model-independent TW84 equations. These are integrated forms of the continuity equation that relate $\Omega_p$ to the brightness of a pattern tracer and the observable line-of-sight velocity. When $\Omega_p$ is allowed to vary with radius, integrating along paths that are parallel to the kinematic major axis of the galaxy produces an integral equation for $\Omega_p$,

$$\int_{-\infty}^{\infty} \Omega_p(r) \left( x \frac{\partial}{\partial y} I(x, y) - y \frac{\partial}{\partial x} I(x, y) \right) dx \right) = \int_{-\infty}^{\infty} \frac{\partial}{\partial y} I(x, y) v_\beta(x, y) dx,$$

where $I$ is the specific intensity of a pattern tracer and $v_\beta$ is the line-of-sight velocity times the cosecant of the disk inclination.

An illustration showing how a galaxy’s disk is oriented in the coordinate system of Equation (1) is shown in Figure 1. In this coordinate system, $y$ is measured in the plane of the disk. Equation (1) is similar to Equation (4) in TW84 with the exception that $\Omega_p$ is allowed to vary with radius. Although allowing $\Omega_p$ to vary with radius may violate assumption 2 in TW84, it can be shown that the derivation by TW84 is generalizable to a pattern speed that varies with radius (for a proof see Engrström 1994, hereafter E94). The steps involved in deriving Equation (1) for $^{1}$H$^{1}$ are shown in Section 2.2.

The new solution method uses least squares to solve Equation (1) for simple functional forms of $\Omega_p$. The two forms solved for in this paper are a polynomial in $r = \sqrt{x^2 + y^2}$,

$$\Omega_p(r) = \sum_{i=0}^{n} \alpha_i r^i,$$

and a polynomial in $1/r$,

$$\Omega_p(r) = \sum_{i=0}^{n} \frac{\alpha_i}{r^i},$$

where $\alpha_i$ are unknown constants to be determined in the solution. Both equations can represent a constant $\Omega_p$ when $n = 0$. Although they are simple in their form, Equations (2) and (3) are adequate for investigating whether $\Omega_p$ has a radial dependence. If evidence for such a dependence is found, then the pattern is shearing, and the solution obtained when $n = 0$ is the mean pattern speed.

To find the least-squares solution, first combine Equations (1) and (2) to form a sum on the left-hand side of Equation (1),

$$\sum_{i=0}^{n} \alpha_i \int_{-\infty}^{\infty} r^i \left( x \frac{\partial}{\partial y} I(x, y) - y \frac{\partial}{\partial x} I(x, y) \right) dx \right) = \int_{-\infty}^{\infty} \frac{\partial}{\partial y} I(x, y) v_\beta(x, y) dx,$$
Figure 1. Illustration showing how a galaxy disk is oriented in the coordinate system of Equation (1). The origin of the coordinate system is at the galaxy’s kinematic center. The kinematic major axis of the disk is along the $y = 0$ axis. An example of an integration path at $y = y_j$ is shown as a solid line across the disk.

and similarly for Equation (3),

$$
\sum_{i=0}^{n} a_i \int_{-\infty}^{r_i} \left\{ x \frac{\partial}{\partial y} I(x, y) - y \frac{\partial}{\partial x} I(x, y) \right\} dx
$$

for Equation (4), and similarly,

$$
G_{j,i} = \int_{-\infty}^{r \infty} \left\{ x \frac{\partial}{\partial y} I(x, y) - y \frac{\partial}{\partial x} I(x, y) \right\} |_{y_j} dx
$$

for Equation (5), where that matrix indexing is used for $j$ rows and $i$ columns. Also let

$$
d_j = \int_{-\infty}^{r \infty} \frac{\partial}{\partial y} I(x, y) u_j(x, y) |_{y_j} dx
$$

for the right-hand sides of Equations (4) and (5). In Equations (6) and (7), the $i$th column corresponds to the power of $r$ in $\Omega_p$. In Equations (6), (7), and (8), the $j$th row corresponds to a calculation at $y_j$. Using these matrices, Equations (4) and (5) in matrix form are

$$
G \alpha = d,
$$

where that $\alpha = a_i$ are the unknown coefficients. Multiplying both sides of Equation (9) by the transpose of $G$ produces the normal equations,

$$
G^T G \alpha = G^T d,
$$

for the least-squares problem. The maximum likelihood solution for the best-fitting coefficients is obtained by multiplying both sides of Equation (10) by $(G^T G)^{-1}$. Standard statistical tools can then be used to analyze the results and determine whether a constant $\Omega_p$, or one that varies with $r$, provides a better solution.

The rest of this paper is dedicated to applying the solution method to the spiral pattern of NGC 1365 and analyzing the results. In Section 2 is a description of NGC 1365 and the details of applying the method. In Section 3 is an explanation of the statistics used for estimating the uncertainties and analyzing the results. In Section 4 are the results and their statistical analysis. In Section 5, the method is applied to different regions of NGC 1365 to rule out selection bias in the results. For all of the regions the method was applied to, the results are very similar to $\Omega$. In Section 6, therefore, the method is tested using galaxies without spiral patterns to see if their results are also similar to $\Omega$. In Section 7, other solution methods are applied to NGC 1365 and the results are compared to those obtained using the current method. In Section 8, the results are compared with previous estimates of $\Omega_p$. In Section 9, the relevance of the results to theories of spiral structure is discussed, and Section 10 contains a summary.

2. APPLICATION TO NGC 1365

2.1. Description of NGC 1365

NGC 1365 is a grand-design spiral galaxy of type SB(s)b (de Vaucouleurs et al. 1991, hereafter RC3). An optical image of NGC 1365 is provided in Figure 2 to assist in its description. The image is reproduced from the Southern Digitized Sky Survey of the Space Telescope Science Institute. The highly symmetric, coherent, two-arm pattern of NGC 1365 is ideal for the first application of the solution method. The disk inclination is small enough to observe the spiral structure, yet large enough to accurately measure $v_x$. The assumed position, orientation, and systemic velocity, $V_{sys}$, that were used for applying the method are shown in Table 1. These were adopted from the analysis of the H I velocity field by Jörsäter & van Moorsel (1995, hereafter JvM95). NGC 1365 belongs to the Fornax cluster (Burbridge & Burbridge 1960), but has no known close companions. This archetypical barred spiral galaxy is well studied. For more information about NGC 1365, see the review by Lindblad (1999).

2.2. H I as a Pattern Tracer

TW84 derive pattern speed equations from a form of the continuity equation that assumes mass conservation. This assumption is difficult to satisfy for tracers of spiral patterns; starlight can be obscured by dust, and the interstellar medium (ISM) is multi-phased. When using a component of the ISM such as H I, an argument is usually made for dominance in the abundance of the tracer within dynamical (orbital) timescales so that conversion among the different phases of the ISM is negligible. These arguments were made for H I by Bureau et al. (1999) and Meidt et al. (2009), and for H2 by Zimmer et al. (2004), Rand & Wallin (2004), Merrifield et al. (2006, hereafter M06), Meidt et al. (2008b), and Meidt et al. (2009). For the latter group, a known conversion factor from
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1. Original plate material is copyrighted by the Royal Observatory Edinburgh and the Anglo-Australian Observatory. The plates were processed into the present compressed digital form with their permission. The Digitized Sky Survey was produced at the Space Telescope Science Institute under US Government grant NAG W-2166.
Table 1

Adopted Parameters of NGC 1365

| Parameter                      | Value                  |
|--------------------------------|------------------------|
| Kinematic center R.A. (J2000)  | $03^h33^m36^s4''$      |
| Kinematic center decl. (J2000) | $-36^\circ08'25''5''$ |
| Inclination angle              | $40^\circ \pm 2^\circ$|
| Position angle                 | $220^\circ \pm 2^\circ$|
| $V_{sys}$                      | $1632 \pm 3$ km s$^{-1}$|

Figure 2. Optical image of NGC 1365 in the blue part of the optical spectrum. The original image is a 60 minute IIIa-J exposure using the UK 48 inch Schmidt Telescope and a 4680 Å GG 395 filter. North is up and east is to the left. The receding half of the galaxy is to the bottom right.

CO surface brightness to $H_2$ abundance is also assumed. M09 also combined measurements of $H_1$ with estimates of $H_2$ in an attempt to account for the total abundance of gas. The TW84 equations have also been applied to $H\alpha$ emission by Hernandez et al. (2005), Emsellem et al. (2006), Fathi et al. (2007, 2009), Chemin & Hernandez (2009), and Gabbasov et al. (2009), the first and the last of which acknowledge that ionized gas neither dominates the ISM nor persists within dynamical timescales, but claim that it may come close enough.

The TW84 equations are derivable, however, from the general form of the continuity equation,

$$\frac{\partial}{\partial t} I(x, y, t) + \frac{\partial}{\partial x} I(x, y, t) v_x(x, y, t) + \frac{\partial}{\partial y} I(x, y, t) v_y(x, y, t) = S(x, y, t),$$  

(11)

that includes a source function, $S$, to account for the creation and destruction of material. This was shown by Westpfahl (1998, hereafter W98), who assumed that the intensity has a solution of the form

$$I(x, y, t) = \tilde{I}(x, y, t) + \int_0^t S(x, y, t') dt',$$  

(12)

where the time dependence of $\tilde{I}$ is due entirely to rotation. The integral of the source function is differentiable using Leibnitz’s rule,

$$\frac{\partial}{\partial t} \int_0^t S(x, y, t') dt' = S(x, y, 0) - S(x, y, t),$$  

(13)

and from TW84 the time derivative of $\tilde{I}$ is

$$\frac{\partial}{\partial t} \tilde{I}(x, y, t) = \Omega_p(r) \left( y \frac{\partial}{\partial x} I(x, y, t) - x \frac{\partial}{\partial y} I(x, y, t) \right).$$  

(14)

Combine Equations (11) through (14), and the result,

$$\Omega_p(r) \left( y \frac{\partial}{\partial x} I(x, y, t) - x \frac{\partial}{\partial y} I(x, y, t) \right)$$

$$+ \frac{\partial}{\partial x} I(x, y, t) v_x(x, y, t) + \frac{\partial}{\partial y} I(x, y, t) v_y(x, y, t)$$

$$= - \int_0^t \frac{\partial}{\partial t} S(x, y, t') dt' = S(x, y, 0) - S(x, y, t),$$  

(15)

is different from that derived in TW84 by the change in the source function on the right-hand side. For the purpose of this paper, it is assumed that the source function is approximately constant within dynamical timescales. The result, then, is the same pattern speed equation derived by TW84, but from a
form of the continuity equation that does not assume mass conservation. With the change in the source function set to zero, integration in $\rho$ removes the velocity term in that direction due to the boundedness of $I$ and produces Equation (1).

Of the spiral pattern tracers that are available, H\textsc{i} has several advantages.

1. Radio interferometers such as the Very Large Array (VLA) of the National Radio Astronomy Observatory (NRAO) are capable of producing high-resolution specific intensity and velocity maps of H\textsc{i} from the 21 cm line.

2. To a good approximation, the 21 cm line is optically thin, unlike, for example, the 2.6 mm line of CO. Assuming the 21 cm line is optically thin, it is straightforward to measure the total abundance of H\textsc{i}, which is necessary for applying the continuity equation.

3. The spiral patterns of galaxies often extend much farther in the 21 cm line than they do in other tracers such as optical starlight, H\textalpha\ emission, or the 2.6 mm line.

4. Unlike optical starlight or H\textalpha\ emission, the 21 cm line is not vulnerable to obscuration and reflection by dust.

5. Bar patterns are often undetected in H\textsc{i} maps of barred spiral galaxies, allowing for a separate measurement of the spiral arm pattern speed.

2.3. Data

Specific intensity and velocity maps made by JvM95 were used to make maps of $I$ and $v_y$ as described in Section 1. They mapped the H\textsc{i} to high resolution from VLA observations in the BnA, CnB, C, and DnC configurations, amounting to a total of 53.8 hr on source. The major and minor axes at FWHM of the synthesized beam was 11.55 $\times$ 6.32 with a position angle (PA) of 53.8 degrees. The rms noise in a line-free channel was 0.27 mJy beam$^{-1}$. The channel width was 20.84 km s$^{-1}$. For more information about the observations and data reduction see JvM95.

The original maps were modified using the Astronomical Image Processing System (AIPS) developed and maintained by the NRAO. This included using the AIPS task OGEOM for image translation and rotation, and the AIPS task MATHS for subtracting $V_{sys}$ from the velocity map and then multiplying it by the cosecant of the disk inclination. Figure 3 shows the centered and rotated specific intensity map overlaid with contours of constant $v_y$. The pixel increment spans 2$''$ in the x-direction and 2$''$ in the y-direction. Estimates of the uncertainty per pixel in the maps of $I$ and $v_y$ are explained in Section 3.1. They are $\sigma_I = 0.54$ mJy km s$^{-1}$ pixel$^{-1}$ and $\sigma_{v_y} = 12.86$ km s$^{-1}$ pixel$^{-1}$, respectively.

2.4. Implementation

The solution method was implemented within MATLAB. Calculations of Equations (4) and (5) were restricted to the region $|y| \leq 400''$. Different $y_j$ were spaced 5 pixels apart, which amounts to a separation distance that is 1.49 larger than the FWHM of the synthesized beam in that direction. This provided 62 independent calculations of Equations (4) and (5). To check for bias from this choice of spacing, larger spacings of 10 pixels were tried and consistent results were obtained. Differentiation was performed using the Savitzky–Golay method (Savitzky & Golay 1964). Integration was performed by summing over a row of pixels in a map of the integrand.

The analysis of the results rely on estimates of the uncertainties for the coefficients and the total uncertainties for calculations of Equations (4) and (5). The latter are not shown explicitly in this paper, but are part of the chi-squared ($\chi^2$) and reduced chi-squared, $\chi^2_r$ values used in the analysis. Here these uncertainties were estimated is explained below.

The uncertainties for the coefficients are reported as the half-width, HW, of their 95% confidence intervals. The 95% confidence interval for the $i$th coefficient is

$$t_i(2.5\%)SE_i \leq \alpha_i \leq t_i(97.5\%)SE_i,$$  \hspace{1cm} (16)

where $t_i$ is the percentile of a Student’s $t$-distribution with $\nu$ degrees of freedom, and $SE_i$ is the standard error for the $i$th coefficient (see Ramsey & Shafer 2002). The solutions in this paper have enough degrees of freedom that $t_i(2.5\%) = t_i(97.5\%)$. The HW of a 95% confidence interval for the $i$th coefficient is

$$HW_i = t_i(97.5\%)SE_i.$$ \hspace{1cm} (17)

In a similar fashion, the HW of a 95% confidence band for $\Omega_p$ when Equations (2) or (3) are summed to order $n \geq 1$ is

$$HW(r) = t_i(97.5\%)SE(r),$$ \hspace{1cm} (18)

where $SE(r)$ is the standard error of $\Omega_p$ as a function of radius. For the solutions in this paper, $t_i(97.5\%) \approx 2$.

The standard errors were found using Monte Carlo methods. Monte Carlo methods are preferred to those using the covariance matrix because such methods assume $\sigma_{G_{ij}} = 0$, which is not true in this case. For ten thousand iterations, normally distributed random noise with standard deviations of $\sigma_{G_{ij}}$ and $\sigma_d$ were added to $G$ and $d$, respectively, and solutions were found for
the coefficients. The standard deviations in the distributions of the results were adopted as estimates of SE. Likewise, the standard deviations for distributions of \( \Omega_p \) over a range of \( \nu \) were adopted as estimates of SE(\( \nu \)). Monte Carlo methods produced confidence intervals and confidence bands \( \sim 1\%–10\% \) greater than methods using the covariance matrix. The difference was greatest for forms of \( \Omega_p \) having the most terms.

Estimates of \( \sigma_{G\alpha} \) and \( \sigma_{d\nu} \) were found by propagating estimates of the uncertainty per pixel, \( \sigma_\nu \) and \( \sigma_y \), given in Section 2.3, as well as the uncertainties in \( \alpha \) and \( \gamma \), through the calculations of \( G \) and \( d \). The rms noise in a line-free channel is a lower limit to \( \sigma_\nu \) in a map of \( I \) where emission is present, so doubling the rms noise should adequately account for \( \sigma_\nu \). To estimate \( \sigma_y \), the uncertainty per pixel in velocity resolution, the uncertainty in \( V_{sys} \), and the uncertainty in inclination were propagated through the calculation of \( v_y \). Following the reasoning of Rots (1974), the uncertainty per pixel that is due to the velocity resolution was estimated as the channel width divided by the number of channels in which a detection occurs. JvM95 show that only the brightest \( \text{H}_\text{I} \) appears in more than two channels of the data cube, the weakest detections appear in one, and the majority appears in about two. The uncertainty due to the velocity resolution was therefore set to one-half the channel width. The uncertainties in \( \alpha \) and \( \gamma \) were calculated from the uncertainties in the kinematic center and the PA. The uncertainty in \( \gamma \) also included the uncertainty in the inclination angle.

To avoid the need for propagating the uncertainties in \( \alpha \) and \( \gamma \) that are due to uncertainties in the distance to NGC 1365, the instrumental units of the VLA, \( \Omega_p \), were used for calculating Equations (4) and (5) and reporting the results. Furthermore, using units common for galactic disks, \( \Omega_p \) is km s\(^{-1}\) kpc\(^{-1}\), would introduce an unnecessary amount of uncertainty when determining the functional form of \( \Omega_p \) that provides the best solution, or when comparing the results with those obtained using other solution methods and from previous estimates. After the analysis, the most important results are reported in units commonly used for galactic disks. The uncertainties for the converted results are reported as \( 1\sigma \) uncertainties, which were estimated by propagating the standard errors for the coefficients and the uncertainty for the distance through the conversion.

Errors in the PA can contribute to errors in the coefficients that are not represented in the propagated uncertainties. Monte Carlo error estimations were used to examine this effect. For ten thousand iterations, a PA was randomly chosen from a normal distribution of angles centered on the assumed PA whose standard deviation was equal to the uncertainty in PA, \( \sigma_{\text{PA}} \). The resulting distributions in the coefficients were typically non-Gaussian and produced pattern speeds that were most often smaller than those derived using the assumed PA. It would therefore be inappropriate to add the standard deviations in the results for the Monte Carlo estimates in quadrature to the uncertainties in the coefficients in order to account for \( \sigma_{\text{PA}} \). Instead, the effect of an incorrect PA is discussed for each galaxy on a case-by-case basis. The percentage error due to an incorrect PA is much smaller than those that are typically reported for the original solution method of TW84. The percentage error for the original solution method can be as large as 25% for a 2\( ^\circ \) error in PA, and 100% for a 5\( ^\circ \) error in PA (Debattista 2003; Debattista & Williams 2004). The percentage errors for the current method are about 1/4 as large.

Finally, the total uncertainty for each \( j \)th calculation of Equation (4) or (5), \( \sigma_j \), was used for finding \( \chi^2_p \) and \( \chi^2_v \). These were estimated as

\[
\sigma_j^2 = \sigma_{d\nu}^2 + \sum_{i=0}^{n} \sigma_{G\alpha}^2 \alpha_i^2,
\]

by following the reasoning of Bevington & Robinson (2002) to take into account both \( \sigma_d \) and \( \sigma_{G\alpha} \).

### 3.2. Analysis

The primary goal of the analysis is to determine the functional form of \( \Omega_p \) that provides the best solution, and thus the best estimate of \( \Omega_p \). Starting at order \( n = 0 \), the value of \( \chi^2_p \) was compared with the value obtained after the addition of an extra term. If there was no improvement in \( \chi^2_p \), then the additional term did not provide an improvement to the solution. If there was an improvement in \( \chi^2_p \), then the \( F \)-test of an additional term was used to find the statistical significance of the improvement. It consists of calculating

\[
F = \frac{\Delta \chi^2}{\chi^2_v},
\]

and finding the probability, \( P \), of \( F \) as being large as the addition of an extra term, should the coefficient of the extra term be zero (Bevington & Robinson 2002). A value of \( P \leq 1\% \) is convincing evidence that the extra term is non-zero, a value of \( P \sim 5\% \) is suggestive, but inconclusive, and larger values are an indication that the improvement is statistically insignificant. A lower limit of 0.01% was chosen as a cutoff for reporting \( P \). Such a small percentage means that the improvement in \( \chi^2_p \) is extremely statistically significant. More information about how to interpret values of \( P \) in the \( F \)-test can be found in Ramsey & Schafer (2002). For the \( n = 1 \) term, an \( F \)-test providing convincing evidence that it is non-zero is equivalent to relaxing the assumption that \( \Omega_p \) is constant.

Terms were added based on the results of the \( F \)-test until there was no longer an improvement in \( \chi^2_p \), the improvement was no longer statistically significant, or \( G^T G \) became ill conditioned for numerical inversion. The matrix \( G^T G \) will eventually become ill conditioned for numerical inversion in the same manner that is expected for least-squares solutions using polynomials with successively higher-order terms. When this occurs, the solution is unstable and the overall statistics are unreliable (see Aster et al. 2005).

In addition to the above statistics, \( R^2 \) was found for a solution when Equation (2) or (3) was summed to order \( n \geq 1 \). In this paper, \( R^2 \) is the percentage of the variance for the solution when \( n = 0 \) that is explained by the solution using more than one term. The value of \( R^2 \) in combination with the results from the \( F \)-test were used for comparing the goodness of fit for the two different forms of \( \Omega_p \).

4. RESULTS AND ANALYSIS

In this section, the results and analysis are presented by the equation used for \( \Omega_p \), and then using plots. At the end of this section, conclusions are drawn from the analysis. The results for the best-fit coefficients, \( \alpha_i \), and the half-widths of their 95% confidence intervals, \( H\alpha_i \), are shown in Table 2. The statistics for analyzing the results are shown in Table 3.

4.1. Results from Equation (2)

Solutions using Equation (2) show improvements in \( \chi^2_p \) that are statistically significant to order \( n = 3 \) according to the \( F \)-test.
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Figure 4 shows plots of \( n \) to order \( 1 \) is extremely statistically significant (\( P < 0.01 \% \)) and explains more than half of the variance (\( R^2 = 59.5\% \)) for the solution when \( n = 0 \). The improvement in \( \chi^2 \) for order \( n = 2 \) is as statistically significant (\( P < 0.01 \% \)) and explains more of the variance (\( R^2 = 70.1\% \)) for the solution when \( n = 0 \). Since there is convincing evidence for a radial dependence in \( \Omega_p \), the solution when \( n = 0 \) is the mean pattern speed. The larger confidence bands in panel (d) for the \( n = 3 \) solution using Equation (2) are a result of the instability of that solution. There is hardly any noticeable difference between panels (e) and (f). Note the progression in panels (a) thorough (d) where the form of \( \Omega_p \) converges to a form resembling that in panels (e) and (f). As terms are added to Equation (2), the radial behavior of \( \Omega_p \) becomes increasingly more concave up. The same behavior is achieved by Equation (3) with fewer terms.

Plots of the results do not show the pattern speed of the bar. There are enough terms in the forms of \( \Omega_p \) in panels (d) and (f) to produce a turnover that is concave down around \( 100^\circ \sim 150^\circ \), inside of which would be a constant \( \Omega_p \) for the bar. Although NGC 1365 is often regarded as a typical case for a continuous bar and spiral pattern having the same pattern speed, the bar pattern speed may be decoupled from the spiral arm pattern speed (Sellwood & Sparke 1988; Sellwood 1993, and references therein).

To explore the effect of an incorrect PA, solutions were found for a range of PA within \( \pm 2\sigma_{PA} \) of the assumed PA. The results for the mean pattern speed and the values of \( F \) for the \( n = 1 \) solutions are shown in Figure 6. The changes in the mean pattern speed are indicative of the changes for all forms of \( \Omega_p \) in Figure 5. When the mean pattern speed decreases or increases by a certain amount, the other forms generally do so as well. If the assumed PA is incorrect, the results are most likely overestimating \( \Omega_p \). The difference could be as large as \( \sim 0.2 \text{ km s}^{-1} \text{ arcsec}^{-1} \) (or \( \sim 2.3 \text{ km s}^{-1} \text{ kpc}^{-1} \)) using the assumed distance stated in Section 4.4. The mean percent difference within \( \pm 1\sigma_{PA} \) is 7%. The largest percentage difference within \( \pm 1\sigma_{PA} \) is \( \sim 18\% \). For all of the changes in PA shown, there is convincing evidence for shear in the pattern, and the values of \( F \) are the largest for \( \Omega_p \) having the form of Equation (3).

4.4. Conclusions

The best estimate of \( \Omega_p \) is adopted from the results for Equation (3) to order \( n = 1 \). This conclusion is based on three features of the results: (1) this solution has the greatest values of \( F \) and \( R^2 \); (2) the results for Equation (2) converge toward a form resembling this solution as successive terms are added; and (3) this solution has a simpler form than the \( n = 2 \) solution representing it. Results are not plotted for \( r < 50^\circ \), wherein there is no \( \text{H}i \) pattern.

Figure 5 shows plots for all of the results in Table 2. Panel (a) shows the result when \( n = 0 \). Panels (b), (c), and (d) show pattern speeds having the form of Equation (2) to order \( n = 1, 2, \) and 3, respectively. Panels (e) and (f) show pattern speeds having the form of Equation (3) to order \( n = 1 \) and 2, respectively. Upon comparison with the other solutions, the solution in panel (a) is clearly the mean pattern speed. The same behavior is achieved by Equation (3) with fewer terms.
Figure 4. Plots for explaining how subsequent plots of the results are formatted. Panel (a) shows the material speed, $\Omega$, represented by circles. Panel (b) shows $\Omega$ with possible locations for Lindblad resonance. Dotted and dash-dotted lines represent possible locations for two- and four-arm Lindblad resonances, respectively. Panel (c) shows the pattern speed, $\Omega_p$, using the results for Equation (2) to order $n = 2$ and its 95% confidence bands. These are represented by solid and dashed lines, respectively. Panel (d) is a combination of panels (b) and (c). See the text for more details.

Figure 5. Plots of pattern speeds from the results in Table 2. They are formatted in the same way as panel (d) in Figure 4. See the text for details. Note the similarity of panels (d), (e), and (f), with larger confidence bands in panel (d). The material speed fits within the 95% confidence bands in panels (e) and (f).
There is a possibility that the results for NGC 1365 are biased by selecting the region $|y| \leq 400''$ (hereafter region $A$) for applying the method. To test for whether this occurred, additional solutions were found for the regions $|y| \leq 200'', -400'' \leq y \leq 0'', and 0'' \leq y \leq 400''$ (hereafter regions $B, C,$ and $D$, respectively). Solutions for region $B$ use less of the $H_1$ in the outer part of the disk than solutions for region $A$. Comparing the results for these two regions will show whether $\Omega_p$ behaves very differently in the inner and outer parts of the disk. Comparing the results for regions $C$ and $D$ will show whether $\Omega_p$ behaves very differently for either side of the galaxy. The results for regions $B, C,$ and $D$ are shown in Table 5 up to the same order as the results for region $A$ in Table 2.

The coefficients for regions $B, C,$ and $D$ are consistent with those for region $A$. This is easily seen by comparing plots of $\Omega_p$, which are shown in Figures 7, 8, and 9 for regions $B, C,$ and $D$, respectively. They show the same progression as was observed in Figure 5 where the form of $\Omega_p$ in panels (a) through (d) converges to a form resembling that in panels (e) and (f). Any differences among Figures 5, 7, 8, and 9 are very small. Compared with Figure 5, the plotted pattern speeds in Figures 7, 8, and 9 have slightly larger confidence bands. This is due to having fewer calculations of Equations (4) and (5).

To see whether the small differences in the plots are significant, the pattern speeds in panel (e) of the figures were subtracted from each other and plotted. Figure 10 shows four cases to consider: in panel (a) is the result for region $B$ subtracted from the result for region $A$; in panel (b) is the result for region $C$ subtracted from the result for region $A$; in panel (c) is the result for region $D$ subtracted from the result for region $A$; and in panel (d) is the result for region $D$ subtracted from the result for region $C$. The half-widths of the confidence bands shown in the plots are $1\sigma$ uncertainties that were estimated by adding the standard errors in quadrature. The largest differences, as well as the largest uncertainties, occur for smaller radii. The plots show that the differences are less than $10\%$, but given that zero falls well within the confidence bands, they are indistinguishable from zero, and therefore insignificant.

The statistics for the solutions using regions $B, C,$ and $D$ are shown in Table 6 for comparison with those for region $A$ shown in Table 3. Like those in Table 3, the statistics in Table 6 for the solutions using Equation (2) to order $n = 3$ are unreliable because at this point $G^TG$ becomes ill conditioned for numerical inversion. All of the $F$-test results for region $B$ are consistent with those for region $A$. The outer disk is not biasing the analysis of the results. The $F$-test results for regions $A, C,$ and $D$ are consistent with each other up to order $n = 1$ for Equation (2), and up to order $n = 2$ for Equation (3). For region $C$, the $n = 2$ solution for Equation (2) did not provide a statistically significant improvement in $\chi^2$ ($P = 6.78\%$). For region $D$, the $n = 2$ solution for Equation (2) did not provide an improvement in $\chi^2$. Considering that the statistics for region $B$ are consistent with those for region $A$, these differences show that the inner disk contributes the most to the concave up behavior of $\Omega_p$ observed in the plotted pattern speeds. Despite the noted differences, the radial behavior of $\Omega_p$ is approximately the same for both sides of the galaxy.

There are two consistencies among all four regions that are worth emphasizing. The improvement in $\chi^2$ for solutions using

### Table 4

| Mean pattern speed | 14.5 (± 2.16) km s$^{-1}$ kpc$^{-1}$ |
|--------------------|------------------------------------|
| Mean shear rate    | $-0.71$ (± 0.24) km s$^{-1}$ kpc$^{-2}$ |
| Best estimate of $\Omega_p$ | $2.87$ (± 0.61) $\times 10^2$ km s$^{-1}$/r |

The most important results are summarized in Table 4 using common units. The units were converted using an assumed distance of $18.1$ (± 2.6) Mpc to NGC 1365, which was estimated from the mean of 37 redshift-independent measurements found in the NASA/IPAC Extragalactic Database (NED). The $1\sigma$ uncertainties are shown in parenthesis. About half of the $1\sigma$ uncertainties are due to the uncertainty in the distance.

### Figure 6

Effect of an incorrect PA for NGC 1365. Panel (a) shows how the mean pattern speed, represented by points, varies with PA. For reference, the solid and dashed lines in panel (a) represent the mean pattern speed and its 95% confidence interval obtained using the assumed PA. Panel (b) shows the values of $F$ for the $n = 1$ solution as open squares for Equation (2) and solid diamonds for Equation (3). The dashed line in panel (b) is the value of $F$ at which $P = 1\%$. The intersection of $\Omega_p$ at which there are no clear indications of resonances associated with the spiral arms. Panel (e) in Figure 5 does not show a single point of corotation resonance. In the same panel, Lindblad resonances where the spiral arms begin (Tagger et al. 1987; Masset & Tagger 1997). The effect of an incorrect PA may be a coincidence due to the precision of the results. The results exclude nonlinear Lindblad resonances at the beginnings of the spiral arms. Panel (e) in Figure 5 does not show a single point of corotation resonance. In the same panel, Lindblad resonances where the spiral arms begin (Tagger et al. 1987; Masset & Tagger 1997). The effect of an incorrect PA would not increase $\Omega_p$ enough to account for the lack of inner Lindblad resonances at the beginnings of the spiral arms.

### Table 4

Results for NGC 1365 in Common Units

| Mean pattern speed | 14.5 (± 2.16) km s$^{-1}$ kpc$^{-1}$ |
|--------------------|------------------------------------|
| Mean shear rate    | $-0.71$ (± 0.24) km s$^{-1}$ kpc$^{-2}$ |
| Best estimate of $\Omega_p$ | $2.87$ (± 0.61) $\times 10^2$ km s$^{-1}$/r |

There are no clear indications of resonances associated with the spiral arms. Panel (e) in Figure 5 does not show a single point of corotation resonance. In the same panel, Lindblad resonances can neither be confirmed nor ruled out beyond 350°. The intersection of $\Omega_p$ and the possible locations for Lindblad resonances beyond 350° may be a coincidence due to the precision of the results. The results exclude nonlinear mode coupling of the bar and spiral arms, which require inner Lindblad resonances where the spiral arms begin (Tagger et al. 1987; Masset & Tagger 1997). The effect of an incorrect PA would not increase $\Omega_p$ enough to account for the lack of inner Lindblad resonances at the beginnings of the spiral arms.

The most important results are summarized in Table 4 using common units. The units were converted using an assumed distance of $18.1$ (± 2.6) Mpc to NGC 1365, which was estimated from the mean of 37 redshift-independent measurements found in the NASA/IPAC Extragalactic Database (NED). The $1\sigma$ uncertainties are shown in parenthesis. About half of the $1\sigma$ uncertainties are due to the uncertainty in the distance.
Figure 7. Plots of pattern speeds for region $B$. The figure is formatted the same way as Figure 5. In panel (d), the arrow at the end of the upper confidence band points in the direction it continues.

Table 5
Best-fit Coefficients for Different Regions of NGC 1365

| Equation | $n$ | Region | $\alpha_0 \pm \text{HW}_0$ (km s$^{-1}$ arcsec$^{-1}$) | $\alpha_1 \pm \text{HW}_1$ (km s$^{-1}$ arcsec$^{-2}$) | $\alpha_2 \pm \text{HW}_2$ (km s$^{-1}$ arcsec$^{-3}$) | $\alpha_3 \pm \text{HW}_3$ (km s$^{-1}$ arcsec$^{-4}$) |
|----------|-----|--------|------------------------------------------------|------------------------------------------------|------------------------------------------------|------------------------------------------------|
| (2), (3) | 0   | $B$    | 1.37 ± 0.12                                    | ...                                            | ...                                            | ...                                            |
|          |     | $C$    | 1.20 ± 0.18                                    | ...                                            | ...                                            | ...                                            |
|          |     | $D$    | 1.31 ± 0.13                                    | ...                                            | ...                                            | ...                                            |
| (2)      | 1   | $B$    | 2.75 ± 0.50                                    | $-0.57 \pm 0.20$                               | ...                                            | ...                                            |
|          |     | $C$    | 3.23 ± 0.66                                    | $-0.74 \pm 0.23$                               | ...                                            | ...                                            |
|          |     | $D$    | 2.39 ± 0.45                                    | $-0.44 \pm 0.16$                               | ...                                            | ...                                            |
| 2        |     | $B$    | 4.65 ± 1.20                                    | $-2.27 \pm 1.02$                               | 0.34 ± 0.20                                    | ...                                            |
|          |     | $C$    | 4.42 ± 1.38                                    | $-1.86 \pm 1.17$                               | 0.23 ± 0.24                                    | ...                                            |
|          |     | $D$    | 3.81 ± 1.44                                    | $-1.50 \pm 0.97$                               | 0.17 ± 0.14                                    | ...                                            |
| 3        |     | $B$    | 7.12 ± 2.10                                    | $-5.95 \pm 2.86$                               | 1.99 ± 1.24                                    | $-2.28 \pm 1.74$                               |
|          |     | $C$    | 5.37 ± 2.18                                    | $-3.25 \pm 2.93$                               | 0.83 ± 1.25                                    | $-0.81 \pm 1.70$                               |
|          |     | $D$    | 6.35 ± 2.28                                    | $-4.62 \pm 2.39$                               | 1.31 ± 0.81                                    | $-1.27 \pm 0.87$                               |
| (3)      | 1   | $B$    | 0.40 ± 3.66                                    | 2.70 ± 0.71                                    | ...                                            | ...                                            |
|          |     | $C$    | $-0.06 \pm 3.83$                               | 2.78 ± 0.78                                    | ...                                            | ...                                            |
|          |     | $D$    | $-1.39 \pm 4.53$                               | 3.03 ± 0.97                                    | ...                                            | ...                                            |
| 2        |     | $B$    | 0.55 ± 5.34                                    | 2.67 ± 1.50                                    | 0.17 ± 7.18                                    | ...                                            |
|          |     | $C$    | $-1.25 \pm 6.17$                               | 3.23 ± 1.98                                    | 2.35 ± 9.28                                    | ...                                            |
|          |     | $D$    | $-0.74 \pm 6.41$                               | 2.79 ± 2.03                                    | 1.75 ± 13.4                                    | ...                                            |
Equations (2) and (3) to order \( n = 1 \) is extremely statistically significant for all four regions \( (P < 0.01\%) \). Furthermore, the values of \( F \) and \( R^2 \) for solutions using Equation (3) to order \( n = 1 \) are the largest among the results that provided a statistically significant improvement in \( \chi^2_n \). The existence of shear in the pattern, or the approximate \( 1/r \) behavior of \( \Omega_p \), is not biased by selecting region \( \mathcal{R} \) for applying the method.

6. A TEST TO VERIFY THAT THE METHOD IS NOT MEASURING \( \Omega \)

The best estimate of \( \Omega_p \) is very similar to \( \Omega \). This raises the question of whether the method is actually measuring \( \Omega \). To explore this possibility, a test was performed by applying the solution method to Holmberg II and IC 2574. Both are dwarf irregular galaxies (RC3) that have no coherent or well-organized patterns and show material clumped around expanding \( \text{H}_1 \) bubbles (Puche et al. 1992; Walter & Brinks 1999). Results for their pattern speeds would represent the averaged angular rotation of the individual clumps of material, and are therefore expected to differ somewhat from \( \Omega \).

Data maps for both galaxies were obtained from the THINGS \( \text{H}_1 \) galaxy survey. Information about the observations, data reduction, and parameters of the maps can be found in Walter et al. (2008). The rotation curves, as well as the position and orientation parameters, were adopted from those determined by Oh et al. (2011) for Holmberg II and by Oh et al. (2008a, 2011) for IC 2574. The position and orientation parameters are shown in Table 7. The rotation curves, as well as the uncertainties for the parameters shown in Table 7, were provided by S.-H. Oh (2010, private communication). In the rest of this section the descriptions of the data, the results, and the analysis are presented by galaxy. These subsections are followed by conclusions of the test.

6.1. Holmberg II

Figure 11 shows the centered and rotated specific intensity map of Holmberg II overlaid with contours of constant \( \nu_y \). In the figure, one can see the clumpy distribution of the \( \text{H}_1 \) and the lack of a coherent or well-organized pattern. Calculations of Equations (4) and (5) were restricted to the region \( |y| \leq 400'' \). Different \( y_j \) were spaced 9 pixels apart, which amounts to a separation distance that is 0.37 larger than the FWHM of the synthesized beam in that direction. This provided 36 independent calculations of Equations (4) and (5). Consistent results were obtained using different regions of implementation and larger spacings between different \( y_j \).

The statistics for the results are shown in Table 8. For both forms of \( \Omega_p \), the improvement in \( \chi^2_n \) is extremely statistically significant to order \( n = 1 \) \( (P < 0.01\%) \). Additional terms did not provide an improvement in \( \chi^2_n \). The \( n = 1 \) solution using Equation (2) has the largest value of \( F \) and \( R^2 \), and is therefore adopted as the best estimate of \( \Omega_p \). For this solution, \( \alpha_0 = 0.29 \pm 0.12 \) km s\(^{-1}\) arcsec\(^{-1}\) and \( \alpha_1 = -3.16 \pm 3.76 \times 10^{-4} \) km s\(^{-1}\) arcsec\(^{-2}\).
Figure 9. Plots of pattern speeds for region D. The figure is formatted the same way as Figure 5.

Figure 10. Plots for comparing $\Omega_p$ among regions $A$, $B$, $C$, and $D$, where that $\Omega_p$ has the form of Equation (3) to order $n = 1$. The solid line is the difference between two regions. The dashed line is the $1\sigma$ uncertainty for the difference. The dotted line at zero is provided for reference. See the text for details.

Figure 12 shows plots of $\Omega_p$ for the solutions whose statistics are shown in Table 8. The best estimate of $\Omega_p$ is shown in panel (b). Compared with the sloping line in panel (b), the result in panel (a) is clearly the mean pattern speed. There are more negative residuals in all of the panels. All of the panels also show the pattern corotating with the material in the inner part of the disk, and rotating faster than the material in the outer disk. There may be a faster rotating clump of material in the
Figure 11. Rotated H\textsc{i} specific intensity map of Holmberg II overlaid with contours of constant $v_y$. The galaxy is oriented in the same way as shown in Figure 1. The central, most vertical contour is $v_y = 0$ km s\textsuperscript{−1}. Velocity contours are spaced 26 km s\textsuperscript{−1} apart. The receding half of the galaxy is to the right. The peak flux is 599 Jy m s\textsuperscript{−1} beam\textsuperscript{−1}. In the bottom left corner is a plot of the synthesized beam.

Table 6
Statistics for Different Regions of NGC 1365

| Equation | Region | $\chi^2_\nu$ | $F$ | $P$ (%) | $R^2$ (%) |
|----------|--------|--------------|-----|--------|----------|
| (2), (3) | 0      | 5.58         | ... | ...    | ...      |
|          | $C$    | 7.59         | ... | ...    | ...      |
|          | $D$    | 38.6         | ... | ...    | ...      |
| (2)      | 1      | 2.39         | 39.7 | <0.01  | 52.6     |
|          | $C$    | 1.86         | 93.6 | <0.01  | 79.2     |
|          | $D$    | 3.34         | 317  | <0.01  | 46.6     |
| 2        | $B$    | 1.38         | 21.4 | <0.01  | 68.4     |
|          | $C$    | 1.29         | 13.9 | 0.09   | 85.4     |
|          | $D$    | 3.21         | 2.23 | 14.7   | 55.7     |
| 3        | $B$    | 0.62         | 34.0 | <0.01  | 75.0     |
|          | $C$    | 0.80         | 18.0 | 0.02   | 87.0     |
|          | $D$    | 0.74         | 94.1 | <0.01  | 68.7     |
| (3)      | 1      | 1.14         | 114  | <0.01  | 76.5     |
|          | $C$    | 1.97         | 86.5 | <0.01  | 86.0     |
|          | $D$    | 2.22         | 493  | <0.01  | 71.6     |
| 2        | $B$    | 1.18         | ...  | ...    | 76.5     |
|          | $C$    | 1.98         | ...  | ...    | 86.5     |
|          | $D$    | 2.55         | ...  | ...    | 71.7     |

Table 7
Adopted Parameters of Holmberg II and IC 2574

| Parameter | Holmberg II | IC 2574 |
|-----------|-------------|---------|
| Kinematic center R.A. (J2000) | 08h34m06.5 ± 8"25 | 10h28m27.7 ± 7"5 |
| Kinematic center decl. (J2000) | +70°43’47” ± 12â€²45 | +68°24’59” ± 15” |
| Inclination angle | 49° ± 6° | 55° ± 6° |
| Position angle | 275° ± 1° | 53° ± 2° |
| $V_{sys}$ | 156.5 ± 1 km s\textsuperscript{−1} | 53 ± 1 km s\textsuperscript{−1} |

Table 8
Statistics for Holmberg II

| Equation | $n$ | $\chi^2_\nu$ | $F$ | $P$ (%) | $R^2$ (%) |
|----------|----|--------------|-----|--------|----------|
| (2), (3) | 0  | 2.85         | ... | ...    | ...      |
| (2)      | 1  | 1.84         | 20.1 | <0.01  | 12.7     |
|          | 2  | 1.87         | ...  | ...    | 12.7     |
| (3)      | 1  | 2.03         | 15.2 | <0.01  | 9.8      |
|          | 2  | 2.09         | ...  | ...    | 10.0     |

outer disk that is leveraging the solution. If the method were measuring $\Omega$, then the result in panel (a) would be smaller, and the slope of the line in panel (b) would be larger.

The effect of an incorrect PA was explored in the same way as for NGC 1365. The results are shown in Figure 13. Most of the results for the mean pattern speed are smaller than the value obtained using the assumed PA. The mean percentage difference within $\pm 1\sigma_{PA}$ is 13%. The largest percentage difference within $\pm 1\sigma_{PA}$ is $\sim 48\%$. The pattern speed for the solutions to order $n = 1$ would be coincident with $\Omega$ for a percentage difference $\sim 30\%$, but in panel (b) one can see that these solutions generally do not provide a statistically significant improvement to $\chi^2$.
6.2. IC 2574

Figure 14 shows the centered and rotated specific intensity map of IC 2574 overlaid with contours of constant $v_y$. Like Figure 11, one can see the clumpy distribution of the H\textsc{i} and the lack of a coherent or well-organized pattern. Calculations of Equations (4) and (5) were restricted to the region $|y| \leq 600''$. Different $y_j$ were spaced 9 pixels apart, which amounts to a separation distance that is 1.11 larger than the FWHM of the synthesized beam in that direction. This provided 52 independent calculations of Equations (4) and (5). Consistent results were obtained using different regions of implementation and larger spacings between different $y_j$.

The statistics for the results are shown in Table 9. For both forms of $\Omega_p$, the $n = 1$ term did not provide an improvement in $\chi^2$. The solution when $n = 0$ is therefore adopted as the best estimate of $\Omega_p$. For this solution, $\alpha_0 = 0.15 (\pm 0.05)$ km s$^{-1}$ arcsec$^{-1}$. The lack of convincing evidence for a radial dependence in $\Omega_p$ does not require that the pattern is rigidly rotating. The solution method, or the simple functional forms used for $\Omega_p$, may be inadequate for detecting variations in the pattern speed of IC 2574.

Figure 15 shows plots of $\Omega_p$ for the solutions whose statistics are shown in Table 9. Like the results for Holmberg II, none of the pattern speeds shown resembles $\Omega$. There is a clear downward trend in $\Omega$ that is not seen in any of the plots of $\Omega_p$. Panel (a) shows the best estimate of $\Omega_p$, which is less than $\Omega$ for most of the galaxy. If the method is measuring $\Omega$, then the result in panel (a) would be larger. All three panels show the pattern corotating with the material in the outer part of the disk, specifically around 500'' If the method is measuring $\Omega$, then the result in panel (a) would be larger.

The effect of an incorrect PA was explored in the same way as for NGC 1365. The results are shown in Figure 16. All of the results for the mean pattern speed fit within the 95% confidence interval for the value obtained using the assumed PA. The mean percent difference within $\pm 1\sigma_{PA}$ is 2%. The largest percent difference within $\pm 1\sigma_{PA}$ is $\sim 22\%$. For all of $\pm 1\sigma_{PA}$, and most of $\pm 2\sigma_{PA}$, the $n = 1$ solutions did not provide a statistically significant improvement in $\chi^2$. The largest pattern speed shown in panel (a), $\sim 0.17$ km s$^{-1}$ arcsec$^{-1}$, would not provide much of a better fit to the material speed than the value obtained using the assumed PA.

6.3. Conclusions

The results for Holmberg II and IC 2574 are two examples of when $\Omega_p$ is not very similar to $\Omega$. Unlike plots of the results for NGC 1365, plots of the results for Holmberg II and IC 2574 suggest specific regions of corotation. Their results are consistent with patterns that are decoupled from the material. If the spiral pattern of NGC 1365 is decoupled from the material, the difference may be too small to distinguish with the precision of the results. It is also possible that the assumed PA of NGC 1365 is incorrect, in which case the pattern is most likely rotating more slowly than the material.
The most important results for Holmberg II and IC 2574 are summarized in Table 10 using common units. The units were converted using an assumed distance of 3.33 (Holmberg II and 3.85 (IC 2574) Mpc to IC 2574. The distances and their uncertainties were estimated from the mean of six redshift-independent measurements for Holmberg II, and 11 such measurements for IC 2574, all found in the NED.

7. COMPARISON WITH THE RESULTS FROM OTHER SOLUTION METHODS

7.1. The Original Solution Method of TW84

TW84 originally sought a solution for bar pattern speeds, allowing them to pull $\Omega_p$ outside the integral in Equation (1). Carrying through the integration in $x$ for the second term on the left-hand side of Equation (1) removes that term because of the boundedness of $I$. Subsequent integration from $y$ to $+\infty$, or similarly for negative $y$, removes the spatial derivatives. Then, Equation (1) reduces to

$$\Omega_p \int_{-\infty}^{+\infty} I(x, y) x \, dx = \int_{-\infty}^{+\infty} I(x, y) v_y(x, y) \, dx. \quad (21)$$

Several independent calculations at different distances from the kinematic major axis can be used to find an average of the results and measure the uncertainty. It is common practice to normalize Equation (21) by $\int_{-\infty}^{+\infty} I(x, y) \, dx$ (e.g., Merrifield & Kuijken 1995).

If the spiral arms rotate with a constant $\Omega_p$, then the original solution method is applicable to those patterns as well. However, there are many instances where that the results suggest otherwise. Results for NGC 3031 (W98), NGC 2915 (Bureau et al. 1999), NGC 5194 (Zimmer et al. 2004), NGC 1068 (Rand & Wallin 2004), NGC 4321 (Hernandez et al. 2005), and NGC 6946 (Fathi et al. 2007) show a decreasing trend for increasing $|y|$. Such trends are consistent with a shearing pattern. Consider that according to the mean value theorem for integration,

$$\int_{-\infty}^{+\infty} \Omega_p(r) \left[ y \frac{\partial}{\partial x} I(x, y) - x \frac{\partial}{\partial y} I(x, y) \right] \, dx \, dy = \bar{\Omega}_p(r) \int_{-\infty}^{+\infty} I(x, y_j) x \, dx, \quad (22)$$

where $\bar{\Omega}_p(r)$ is the mean pattern speed for the region of integration, and $r$ is located somewhere in the region (Gradsthteyn & Ryzhik 2007). The lower limit for values of $r$ increases with increasing $|y|$. Equation (22) shows that if $\Omega_p$ is decreasing with radius, then the result from calculating Equation (21) will be $\bar{\Omega}_p(r)$, whose value should show a decreasing trend with increasing $|y|$. The original solution method of TW84 was applied to the H1 spiral pattern of NGC 1365 to see if the same statistics explained in Section 3 would show evidence for a decreasing trend in the results plotted versus $|y|$. Individual calculations of Equation (21) were spaced 5 pixels apart and covered the same region as was used for the current method (where $|y| < 400^{\prime\prime}$). The half-widths of the 95% confidence intervals for the coefficients, and 95% confidence bands for the trend lines fit to the results, were calculated in a similar way as Equations (17) and (18), with the exception that the standard errors were estimated from the covariance matrix.

Figure 17 shows constant and sloping trend lines fit to the results. The constant trend line at 0.80 (± 0.22) km s$^{-1}$ arcsec$^{-1}$ in panel (a) is less than the mean pattern speed of 1.27 (± 0.10) km s$^{-1}$ arcsec$^{-1}$ obtained using the current method. The difference is due to the lower value of $\bar{\Omega}_p$ in the outer disk contributing to $\bar{\Omega}_p(r)$ for all calculations. Note that in panel (a) there are more positive residuals for smaller $|y|$ and more negative residuals for larger $|y|$, which occurs separately for both positive and negative $y$. The sloping trend line in panel (b) has an intercept on the vertical axis at 1.86 (± 0.30) km s$^{-1}$ arcsec$^{-1}$ and a slope of $-0.53$ (± 0.13) $\times 10^{-2}$ km s$^{-1}$ arcsec$^{-2}$. An $F$-test showed that the sloping trend line provides a statistically significant improvement to $\chi^2 (P = 1.32\%)$. 

\begin{table}[h]
\centering
\caption{Results for Holmberg II and IC 2574 in Common Units}
\begin{tabular}{lll}
\hline
Galaxy & Result & Value \\
\hline
Holmberg II & Mean pattern speed & 12.64 (± 4.02) km s$^{-1}$ kpc$^{-1}$ \\
 & Mean shear rate & $-1.17$ (± 0.80) km s$^{-1}$ kpc$^{-2}$ \\
 & Best estimate of $\Omega_p$ & $17.7$ (± 6.47) km s$^{-1}$ kpc$^{-1}$ \\
 & & $-1.17$ (± 0.80) km s$^{-1}$ kpc$^{-2}$ \\
IC 2574 & Best estimate of $\Omega_p$ & 8.10 (± 1.92) km s$^{-1}$ kpc$^{-1}$ \\
\hline
\end{tabular}
\end{table}
Figure 14. Rotated H\textsubscript{i} specific intensity map of IC 2574 overlaid with contours of constant \(v_y\). The galaxy is oriented in the same way as shown in Figure 1. The central, most vertical contour is \(v_y = 0\) km s\(^{-1}\). Velocity contours are spaced 28 km s\(^{-1}\) apart. The receding half of the galaxy is to the right. The peak flux is 639 Jy m s\(^{-1}\) beam\(^{-1}\). In the bottom left corner is a plot of the synthesized beam.

Figure 15. Plots of pattern speeds from the solutions for IC 2574. The figure is formatted the same way as Figure 5. Panel (a) shows the solution when \(n = 0\). Panel (b) shows the pattern speed having the form of Equation (2) to order \(n = 1\). Panel (c) shows the pattern speed having the form of Equation (3) to order \(n = 1\).

7.2. Allowing for \(\Omega_p\) to Vary with Radius

7.2.1. The Solution Method of E94

When \(\Omega_p\) is allowed to vary with radius, solutions of the continuity equation integrated over \(x\) and \(y\) are non-trivial. Such solutions were first explored by E94, who showed that a numerical solution is possible by making a switch to polar coordinates. The result is a Volterra equation of the first kind for \(\Omega_p\),

\[
\int_{r=y_j}^{+\infty} \Omega_p(r) K_{j,i}(r, y_j) \, dr = \int_{-\infty}^{+\infty} I(x, y_j) v_y(x, y_j) \, dx,
\]

(23)
where

\[ K_{j,i} = r_i \left( I(\sqrt{r_i^2 - y_j^2}, y_j) - I(-\sqrt{r_i^2 - y_j^2}, y_j) \right), \]  

(24)

or similarly for negative \( y \). For an illustration showing the radial binning in Equation (18), see Figure 1 of Meidt et al. (2008a). Equation (23) is solvable using back substitution methods, but as E94 points out, such methods are ill advised because of the triangular shape of \( K \) and its sensitivity to symmetries in the data. This was indeed found to be the case by M06, whose solutions for the CO spiral pattern of NGC 1068 became increasingly unstable for smaller radii. They showed examples of some of the results for large radial binnings in the discretization of Equation (23) that produced a declining trend in \( \Omega_p \) with radius.

The method of E94 was applied to the HI spiral pattern of NGC 1365 to see how the results compared with those obtained using the current method, but the solutions were very unstable. Radial binnings as small as the synthesized beam produced results that oscillated by up to four orders of magnitude. The results for larger binnings ranging from 100'–200' oscillated by an order of magnitude. The wildly oscillating behavior and the lack of a consistent trend make these results unreliable and are therefore not reported. A single radial binning from 50' to 400', however, produced a mean pattern speed of 1.14 (±0.06) km s\(^{-1}\) arcsec\(^{-1}\) for negative \( y \), and 1.36 (±0.07) km s\(^{-1}\) arcsec\(^{-1}\) for positive \( y \), in agreement with the results for regions \( C \) and \( D \), respectively, in Table 5. The uncertainties reported for these solutions may be larger because they do not include an estimate of the error introduced by rebinning the data into cylindrical coordinates. The average of the two results is 1.25 (±0.09) km s\(^{-1}\) arcsec\(^{-1}\), in agreement with the result of 1.27 (±0.10) km s\(^{-1}\) arcsec\(^{-1}\) obtained using the current method.

Regularization can be used to obtain stable solutions of Equation (23), but such solutions are not desirable for determining the radial behavior of \( \Omega_p \). Regularization makes standard tools such as \( \chi^2 \) statistics inappropriate for calculating confidence intervals or evaluating the goodness of fit (see Aster et al. 2005). This is because regularization biases the solution and this bias is often much larger than the confidence intervals that would be obtained. Regularization has been tried by Meidt et al. (2008b) and M09, but any conclusions based on \( \chi^2 \) statistics are unreliable.

### 7.2.2. The Solution Method of W98

When W98 measured the pattern speed of NGC 3031, four different, albeit similar, analytic solutions for a constant \( \Omega_p \) were derived. Only one such solution is shown here to demonstrate the method. It consists of integrating Equation (21) once from \( y = y_1 \) to \( +\infty \), and then again from \( y = y_2 > y_1 \) to \( +\infty \), or similarly for negative \( y \). The spacing of \( y_1 \) and \( y_2 \) should be more

\[ \Omega_p = \int_{y_1}^{+\infty} \left( \frac{d\phi}{dr} \right) dy, \]

(21)

\[ \Omega_p = \int_{y_2}^{+\infty} \left( \frac{d\phi}{dr} \right) dy. \]

(22)
than a synthesized beam apart to insure that the calculations are independent. After subtracting the two integrations, the solution is

\[ \Omega_p = \frac{\int_{-\infty}^{+\infty} I_r(x, y_1) v_r(x, y_1) \, dx - \int_{-\infty}^{+\infty} I_r(x, y_2) v_r(x, y_2) \, dx}{\int_{-\infty}^{+\infty} I_r(x, y_1) x \, dx - \int_{-\infty}^{+\infty} I_r(x, y_2) x \, dx} , \]

and similarly for negative \( y \). This solution is equivalent to integrating the continuity equation over the region of a strip having a width of \( |y_2| - |y_1| \).

The region of integration in Equation (25) can be much smaller than the region in Equation (21). This makes it possible to better constrain the coordinate \( \bar{r} \) in the mean value theorem for integration. For each calculation, W98 estimated \( \bar{r} \) as the intensity-weighted mean radius in a strip. Constant and sloping trend lines were then fit to the results plotted versus \( \bar{r} \). The sloping trend line provided a statistically significant improvement to \( \chi^2 \), and a measure of the mean shear rate for the spiral pattern of NGC 3031.

The method of W98 was applied to the H\textsc{i} spiral pattern of NGC 1365 to see how the results compare with those obtained using the current method. It was applied over the same region as the current method (\( |y| \leq 400'' \)), and used a spacing for \( y_1 \) and \( y_2 \) of 5 pixels. Individual calculations of Equation (25) were spaced 5 pixels apart.

Figure 18 shows the fits that were made to the results using Equations (2) and (3) as forms of \( \Omega_p \). Due to the nature of \( \bar{r} \), there are no results inside of 170''. The uncertainties propagated through the calculations of \( \bar{r} \) were negligible, therefore the standard errors were found using the covariance matrix. There is hardly any noticeable difference between panels (b) and (c) of Figure 18. The pattern speed in panel (e) appears to be over-fitting the results.

The coefficients for the fitted pattern speeds are shown in Table 11. The mean pattern speed and the \( i = 1 \) coefficient for the fit using Equation (3) to order \( n = 1 \) are in agreement with the values obtained using the current method. The mean shear rate is exactly the same as the value obtained using the current method.

The statistics for the fits are shown in Table 12. The method of W98 also produces convincing evidence for shear in the pattern and an approximate \( 1/r \) behavior for \( \Omega_p \). The improvement in \( \chi^2 \) for the fit when \( n = 1 \) is extremely statistically significant for both forms of \( \Omega_p \) \( (P < 0.01\%) \). For fits using Equation (2), adding the \( n = 2 \) term did not provide an improvement in \( \chi^2 \). For fits using Equation (3), adding the \( n = 2 \) term produced a very small value of \( \chi^2 \) \( (0.37) \), which is a sign of over-fitting the results. The large values of \( \chi^2 \) for the other fits, and the small values of \( R^2 \) for all of the radially dependent fits, are due to the large amount of scatter seen in Figure 18.
Figure 19. Plots of the results for NGC 1365 obtained using the solution method of W98. The figure is formatted the same way as Figure 5. Panel (a) shows the mean pattern speed. Panels (b) and (c) show pattern speeds having the form of Equation (2) to order \( n = 1 \) and 2, respectively. Panels (d) and (e) show pattern speeds having the form of Equation (3) to order \( n = 1 \) and 2, respectively.

Table 11

| Equation | \( n \) | \( \alpha_0 \pm \text{HW}_0 \) (km s\(^{-1}\) arcsec\(^{-1}\)) | \( \alpha_1 \pm \text{HW}_1 \) 10\(^{-2}\) (km s\(^{-1}\) arcsec\(^{-2}\)) | \( \alpha_2 \pm \text{HW}_2 \) 10\(^{-4}\) (km s\(^{-1}\) arcsec\(^{-3}\)) |
|----------|-------|-------------------------------------------------|------------------------------------------|------------------------------------------|
| (2), (3) | 0     | 1.07 ± 0.17                                      | ...                                       | ...                                       |
| (2)      | 1     | 2.43 ± 0.53                                      | −0.55 ± 0.21                             | −0.03 ± 0.38                             |
|          | 2     | 2.25 ± 2.66                                      | −0.40 ± 2.07                             | ...                                       |
|          |       | \( 10^{-1} \) (km s\(^{-1}\) arcsec\(^{-1}\)) | \( 10^2 \) (km s\(^{-1}\)) | \( 10^3 \) (km s\(^{-1}\) arcsec) |
| (3)      | 1     | −4.05 ± 6.00                                     | 3.44 ± 1.36                              | ...                                       |
|          | 2     | −23.1 ± 29.5                                     | 13.1 ± 14.7                              | −116 ± 176                               |

Table 12

| Equation | \( n \) | \( \chi^2 \) | \( F \) | \( P \) (%) | \( R^2 \) (%) |
|----------|-------|-------------|-------|-----------|-------------|
| (2), (3) | 0     | 25.5        | ...   | ...       | ...         |
| (2)      | 1     | 13.0        | 45.6  | <0.01     | 38.2        |
|          | 2     | 13.3        |       | ...       | 38.3        |
| (3)      | 1     | 3.5         | 289   | <0.01     | 36.1        |
|          | 2     | 0.37        | 383   | <0.01     | 38.5        |

Figure 19 shows plots of the results that include possible locations for resonances. When compared to the plots in Figure 5, they show how well the results agree with those obtained using the current method. The plots in panels (a), (b), and (d) resemble those in panels (a), (b), and (e), respectively, of Figure 5. Note that in panel (d) of Figure 19, the fit using Equation (3) to order \( n = 1 \) is very similar to \( \Omega \). There are also no clear indications of resonances associated with this solution. The excellent agreement of the two different sets of results confirms the validity of the two different solution methods and the robustness of the conclusions arrived at for NGC 1365.

8. COMPARISON WITH PREVIOUS ESTIMATES OF \( \Omega_p \)

The spiral arm pattern speed of NGC 1365 has been estimated previously using other methods that relied on the assumptions of the density-wave interpretation. JvM95 estimated \( \Omega_p \) by identifying possible signs of corotation and Lindblad resonances...
in the morphology and kinematics of NGC 1365. Lindblad et al. (1996) estimated $\Omega_p$ by matching barred spiral galaxy models to observations. The pattern speed of a model was set by an assumed corotation radius just outside the end of the bar. Vera-Villamizar et al. (2001) estimated $\Omega_p$ by comparing infrared and blue images. They assumed that an azimuthal profile phase difference of zero for the two images is an indication of corotation.

The previous estimates of $\Omega_p$ and their corresponding radii of corotation resonances are summarized in Table 13. Originally reported in common units, the previous estimates were converted to instrumental units using the distances to NGC 1365 that were adopted by the references in the table. Also included in the table are the average of the previous estimates and the mean pattern speed obtained using the current method. For consistency with the previous estimates, the uncertainty shown for the mean pattern speed is the $1\sigma$ uncertainty, which is approximated as the standard error.

The previous estimates are inconsistent with the results obtained using the current method. They differ from the current result for the mean by at least $3\sigma$, and their average is $73\%$ larger than the current result for the mean. Furthermore, none of the corotation radii in Table 13 are clearly indicated in Figure 5. Also note that none of the previous estimates are in agreement with each other. They differ among themselves by at least $3\sigma$.

9. RELEVANCE TO THEORIES OF SPIRAL STRUCTURE

The results for NGC 1365 are inconsistent with fundamental assumptions in the density-wave interpretation of spiral structure that are often used for measuring spiral arm pattern speeds, i.e., a constant pattern speed with unique locations of corotation and Lindblad resonances. They are more consistent with the sheared gravitational instabilities of Goldreich & Lynden-Bell (1965), the swing amplifier of Toomre (1981), and the recurring transient patterns in the simulations described by Sellwood (2000, 2011). The large amount of shear is especially problematic for applying the quasi-stationary spiral structure (QSSS) hypothesis of Lin & Shu (1964, 1966), which proposes that grand-design spiral patterns are density waves that rotate approximately rigidly within a few dynamical timescales. This hypothesis is appealing if one assumes that such patterns are long lived because it avoids the winding dilemma. For a detailed discussion of spiral density waves, its successes in qualitatively explaining many observed properties of spiral galaxies, and the QSSS hypothesis, see Bertin & Lin (1996) and Bertin (2000, Chapter 18).

The spiral pattern of NGC 1365 is winding on a characteristic timescale of $\sim 500$ Myr (using the convention in M06). A similar timescale was found by M06 for NGC 1068, and follows from the results of W98 for NGC 3031. Winding is regularly seen in simulations of spiral galaxies. Examples can be found in the simulations of isolated galaxies by Berman et al. (1978), Bottema (2003), and Dobbs & Bonnell (2008); and of patterns generated from a tidal perturbation by Sorensen (1985), Oh et al. (2008b), Dobbs et al. (2010), and Struck et al. (2011). It is worth noting that the last two authors provide plots of $\Omega_p$ for their simulated galaxies that show an approximately $1/r$ behavior.

For such a short winding timescale, the winding dilemma is avoidable if the spiral pattern is a recurring transient feature. Support for the existence of transient spiral patterns can be found in the redistribution of angular momentum by spiral arm torquing (Gnedin et al. 1995; Binney & Tremaine 2008, Section 6.1.5; Foyle et al. 2010), the damping of spiral arm amplitudes by viscous gas (Toomre 1969), and the inability of simulations to produce long-lived spiral patterns (Sellwood 2011). In the case of NGC 1365, the bar could regenerate the spiral pattern (Sanders & Huntley 1976; Huntley et al. 1978).

A successful theory of spiral structure must be able to account for the shear observed in the spiral arms of NGC 1365. A more detailed discussion of the consequences of the results for theories of spiral structure would be premature due to having only applied a rigorous analysis to the results for NGC 1365.

10. SUMMARY

In this paper, a new method was developed for solving the TW84 equations. It uses least squares to solve an integral equation for simple functional forms of $\Omega_p$. Standard statistical tools can then be used to determine the functional form of $\Omega_p$ that provides the best solution, and thus the best estimate of $\Omega_p$. The method was applied to the $H_\text{I}$ spiral pattern of the barred grand-design galaxy NGC 1365. The findings are as follows.

1. The mean pattern speed is $14.5 \pm 2.16$ km s$^{-1}$ kpc$^{-1}$.
2. The mean shear rate is $-0.71 \pm 0.24$ km s$^{-1}$ kpc$^{-2}$.
3. The best estimate of $\Omega_p$ is $2.87 \pm 0.61 \times 10^2$ km s$^{-1}$ kpc$^{-1}$.
4. The radial behavior of $\Omega_p$ is approximately $1/r$.
5. There are no clear indications of unique corotation or Lindblad resonances.
6. Tests of the method showed that these findings are not selection biased. Consistent results were obtained for different regions of the galaxy.
7. The pattern speed is very similar to $\Omega$. If the pattern is decoupled from the material, the difference may be too small to distinguish with the precision of the results. It is also possible that the assumed PA is incorrect, in which case the pattern is most likely rotating more slowly than the material.
8. Other methods of solving the TW84 equations for shearing patterns were found to produce results in agreement with those obtained using the current method.
9. Previous estimates that relied on the assumptions of the density-wave interpretation are inconsistent with the results obtained using the current method.
10. The results are inconsistent with fundamental assumptions in the density-wave interpretation that are often used for finding spiral arm pattern speeds. The results are more...
consistent with spiral structure theories that allow for shearing patterns. 

11. The characteristic timescale for winding is ~500 Myr. The winding dilemma is avoidable if the spiral pattern is a recurring transient feature.
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