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Abstract—In this paper, we develop algorithms for joint user scheduling and three types of mmWave link configuration: relay selection, codebook optimization, and beam tracking in millimeter wave (mmWave) networks. Our goal is to design an online controller that dynamically schedules users and configures their links to minimize system delay. To solve this complex scheduling problem, we model it as a dynamic decision-making process and develop two reinforcement learning-based solutions. The first solution is based on deep reinforcement learning (DRL), which leverages the proximal policy optimization to train a neural network-based solution. Due to the potential high sample complexity of DRL, we also propose an empirical multi-armed bandit (MAB)-based solution, which decomposes the decision-making process into a sequential of sub-actions and exploits classic reward maximization for obtaining a sub-optimal solution. Our evaluation of the proposed solutions confirms their effectiveness in providing acceptable system delay. It also shows that the DRL-based solution has better delay performance while the MAB-based solution has a faster training process.
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I. INTRODUCTION

A. Motivations

Millimeter wave (mmWave) is a key feature of next-generation communication systems due to the high bandwidths available versus lower frequency [1]. Large-scale phased arrays with compact size, coupled with the hybrid architecture, provide higher antenna gain and flexible MIMO operations for mmWave link configuration [2]. Configuring these links is challenging, especially when considering user scheduling and the rapidly changing channels due to mobility [3]. We summarize three of the most important challenges below:
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1) Joint User Scheduling and Relay Selection: Dynamic and static obstacles may block direct line-of-sight (LOS) paths, which provide high-quality mmWave links [4]. These blockages may create a long outage duration [5]. This limits the network coverage and capacity. One practical solution is to leverage relay-assisted transmission, by enabling device-to-device (D2D) links, to bypass the blockages and extend the network coverage [6]. Joint user scheduling and relay selection are challenging, though, in fast-varying mmWave networks. First of all, it is unrealistic to probe all relays (users in the network) to decide on an instantaneously optimal relay due to large beam training overhead [7]. Second, potential imbalanced data traffic demands among users play a role in scheduling users and relays [8]. For example, without a significant quality of service (QoS) degradation, an access point (AP) could frequently select the user with low data traffic demand as a relaying node for the data transmission to the users that are far away or suffering from blockage loss [8]. Excessively selecting a single user (especially the user with the high demand) as a relay, however, greatly impacts its QoS. Thus, it is imperative to design a low-overhead algorithm that jointly performs user scheduling and relay selection without sacrificing the QoS of users.

2) Codebook Optimization With Beamforming Gain, Training Overhead, and Link Robustness: Codebook-based exhausted/hierarchical beam scanning was adopted by IEEE 802.11ad/ay [9], [10] and 5G NR [11]. The large antenna arrays are used to generate highly directional beams, hence providing beamforming gain in LOS channels. The gain, however, comes with beam scanning overhead that grows when a large number of narrow beams are used [12] (even with hierarchical search at the very beginning stage). In addition to the overhead, a mmWave link that is composed of narrower beams is more vulnerable to beam misalignment (or even the outage) caused by device mobility, as depicted in Fig. 1a. It has been shown that even a relatively small beam alignment error could lead to significant rate reduction [13], [14]. As a result, selecting an appropriate codebook that resolves this tension among beamforming gain, training overhead, and link robustness is critical. In particular, a dynamic approach is encouraging since the optimal codebook is generally user-dependent and scenario-dependent [15], [16].

3) Impact of Beam Training Periodicity on User Scheduling and Beam Training Efficiency: 5G NR specifies five possible training periods that vary from 10 ms to 160 ms [11]. The selection of the actual value is left to the vendors. On the one
hand, a smaller training period would be favorable and flexible for maintaining the links with users that are fast-moving or located close to the transmitter [16], which may however reduce the beam training efficiency. On the other hand, a longer training period is more efficient as it has a longer data transmission duration after each beam training, but it may waste time resources when the connected user has low data traffic demands, hence adding unnecessary delay to the other users. One potential solution is to use a smaller training period attached with an optional beam tracking period whose duration is the same as the training period. In other words, it is analogous to dividing a long training period (e.g. 160 ms) into multiple flexible slots (e.g. 16 slots of 10 ms). Some slots could be configured as beam tracking periods for users with high traffic demands. This approach avoids allocating a long period to a single user all at once but with the cost of beam tracking overhead, which is relatively small and even negligible. Though, it is still unclear how frequent or when beam tracking should be applied.

B. Contributions

In this paper, we design a controller that jointly schedules users and configures mmWave links in a multi-user mmWave network under mobility. We consider three types of link configuration: relay selection, codebook selection, and beam tracking. Our goal is to minimize the average packet delay. In particular, it turns out that maximizing the system throughput can greatly reduce the delay. Due to the large overhead associated with channel probing, it is unrealistic to provide a deterministic optimal strategy [7]. In contrast, an online solution is a good fit for the stochastic nature of mmWave networks under mobility. Recently, reinforcement learning (RL) has been shown to be a powerful tool to solve complex decision-making problems using dynamic programming [17], [18], [19] (please see Sec. I-C for more examples of applying RL in wireless system designs). In this work, we exploit RL to jointly solve user scheduling and mmWave link configuration problem. The contributions of our paper are summarized below:

1) System Modeling: We model the joint user scheduling and link configuration of a mmWave network as a queuing system, where each queue buffers the data for a user. Three types of mmWave link configuration are considered, i.e. relay selection, codebook selection, and beam tracking. We mathematically formulate the system as a discrete-time decision-making process by showing how the queues are influenced by the decisions on link configuration, under various environmental dynamics, such as network traffic, device mobility, blockage, and channel fading. Prior work has not jointly considered these configurations with user scheduling.

2) DRL-Based Controller: We transform the modeled system into a partially observable Markov decision process (POMDP) and further propose a DRL-based controller to dynamically schedule the users and configure their mmWave links. In particular, we exploit the proximal policy optimization (PPO) [20] within the advantage-to-critic (A2C) framework [21] to train a neural network (NN)-based stochastic controller, which is carefully crafted such that the interplays among user scheduling and link configuration are included.

3) Empirical MAB-Based Controller: To combat the potential large sample complexity brought by the DRL-based solution, we propose a sample-efficient and low-complexity learning algorithm, called Empirical MAB-based controller. This algorithm decomposes the entire decision-making process into a sequence of four sub-actions: namely that user scheduling, selecting relay, choosing codebook, and deciding on beam tracking. It then exploits maxweight scheduling [22] and bandit algorithms [15] to sequentially decide these four sub-actions.

4) Comprehensive Empirical Evaluation: We evaluate the two proposed RL-based controllers by numerical simulation with practical system parameters. Our results show that both of them are effective in providing acceptable system delay. In particular, the DRL-based solution provides better system performance while the MAB-based solution results in a faster training process.

C. Related Work

1) RL-Based User Scheduling: In queue-based scheduling, the classic maxweight algorithm [22] is throughput optimal and provides good delay performance [23], though requires the channel state information beforehand. The channel in practical mobile networks is dynamic, which drives the need for learning scheduling policies [24]. Some recent work has been exploiting the newfound power of RL techniques [17], e.g deep Q-network (DQN) [25] and deep deterministic policy gradient (DDPG) [26]. In [27] and [28], two DQN-based DRL schedulers were developed to minimize the system latency. In [29] and [24], two DDPG-based DRL schedulers were further developed to allocate the time/frequency resource allocation among users to minimize the queuing delay. Besides, the DDPG algorithm was exploited to perform wireless routing in [30] to learn a scheduling policy that minimizes the end-to-end packet delay. This prior work shows that their obtained delay performance is close to or even superior to the maxweight scheduling. Unfortunately, either user mobility or the effect of mmWave link configuration (e.g. relay selection and beam tracking) were considered in the user scheduling in [24], [27], [28], [29], and [30]. In contrast, we study user scheduling by considering multiple types of mmWave link configuration and exploit the most recently proposed PPO algorithm for the learning process rather than using DQN or DDPG.

2) Relay Selection in mmWave Systems: MmWave relaying schemes have been intensively studied (see [31] and references therein). For example, relay selection and spatial reuse were jointly optimized to reduce the system delay of a mmWave WPAN in [8], but only for static channel conditions. A relay probing strategy was investigated in [7], but the impact of the relay selection on the user scheduling was not considered. Motivated by the fact that relay selection is resource-demanding under rapidly-varying mmWave channel [32], some recent work has started leveraging RL to perform dynamic selection rather than solving instantaneous optimization problems as [7], [8] did. For example,
in [33], a DQN-based relay selection was developed for a downlink vehicular-to-infrastructure network. In [34], the $\epsilon$-greedy policy was used to solve the routing selection in a self-backhauled mmWave cellular network. Both [33] and [34] showed that their RL-based solutions do not require prior information on network dynamics but their delay performance is robust to complex environmental dynamics. Nevertheless, the applications of RL in the mmWave band are still largely open. In contrast to prior work, we study the mmWave relay selection under a complicated scenario by considering various factors, such as codebook selection, beam tracking design, and data requirements of users.

3) **MmWave Codebook Optimization:** The codebook optimization problem was initially investigated in [35] and [36] by optimizing beamwidth. Their solutions, however, depend on prior knowledge such as channel state information, which restricts their practical use in mobile networks where the channels are usually rapidly changing. In contrast, our proposed RL-based solutions are model-free, and thus more flexible for deployments at different sites. Recently, data-driven approaches have been widely exploited. A set of beam pairs was learned via deep learning in [37] and a geo-located context database was built in [38] to assist the beam width/direction selection. These two offline approaches, however, require a large amount of data for a given site. This would limit their fast implementation when the system dynamics are high. Furthermore, [39], [40], and [41] designed online learning-based algorithms to adaptively optimize codebook patterns. In [42], a joint beamwidth and power control problem was solved via DRL.

4) **Beam Tracking Design:** Beam tracking has been widely studied for a single user. In [43], hybrid mmWave phased arrays were used to perform beam tracking by probing the channel in multiple spatial directions simultaneously. In [44], the sparsity of the mmWave channel was exploited to perform wideband channel tracking. The effects of beam tracking and data communication durations were optimized in [45]. A TS-based beam tracking algorithm was proposed in [3], where the time-varying optimal beam is tracked with numerous feedbacks before each beam retraining. The prior work, however, focused on beam tracking design for the single-user case, whereas the potential delay introduced by tracking to other users was not considered. In contrast, our work focuses on learning **whether and when** the beam tracking should be performed in a multi-user mmWave network such that the system delay is minimized.

### D. Notation

We use the bold lowercase font to represent vectors and the normal font for scalars. We use $q_i$ to denote the $i$-th element of a vector $q$. We denote $[K]^+$ as the set $\{1, \ldots, K\}$, and $[K]$ as the set $\{0\} \cup [K]^+$. $\mathbf{1}\{\cdot\}$ denotes the indicator function. $\mathbf{1}$ is an all-ones vector with a context-dependent dimension. $\lfloor \cdot \rfloor$ and $\lceil \cdot \rceil$ denote the ceiling and flooring operator, respectively. $\text{Mod}(\cdot)$ denotes the Modulo operation. $X \sim \text{Bernoulli}(p)$ means that $X$ follows a Bernoulli distribution with parameter $p$. $\text{Dir}(\alpha_0, \ldots, \alpha_M)$ denotes a Dirichlet distribution with parameter vector $[\alpha_0, \ldots, \alpha_M]^T$.

### II. System Model

We consider downlink transmission in a mmWave network, in which an AP (or base station) communicates with $U$ mobile users (UE) in a slot-based manner. For each time slot (of a fixed duration $T_{\text{slot}}$), the AP dedicates all bandwidth $B$ to a single UE. The time slot is composed of a beam alignment (BA) phase and a data transmission (DT) phase, as shown in Fig. 2a. During the BA phase, the AP performs a 2D codebook-based beam training, where a codebook refers to a collection of directional beams that share the same beamwidth and together cover the whole spatial space, as shown in Fig. 1b. The AP and UE test all the beams in their receptive codebooks in the BA phase and the indexes of the best transmitting-receiving beam pair along with the received signal strength (RSS) (or estimated SNR) is feedback to the AP. Afterward, the AP and UE would use this identified best beam pair to send/receive data, which is referred to as the DT phase. In particular, the highest supportable modulation and coding scheme (MCS) would be used based on a predefined RSS-MCS (or SNR-MCS) table. We refer to the $u$-th UE in the network as UE $u$ or device $u$, where the integer $u$ is its network ID. Without any ambiguity, we assign ID 0 to the AP for notational simplicity. Three types of link configuration are available in the system. They are codebook selection, relay selection, and beam tracking. A pictorial example is given in Fig. 2b, which is described below:

1) **Codebook Selection:** To be flexible with different channel conditions and locations of UEs, $K$ codebooks of different beamwidth are available at the AP while only a single codebook (the one with the widest beamwidth) is used by UEs since UEs are generally equipped with smaller arrays, implying fewer antennas and wider beams. Hence, codebook selection is only enabled for the AP. In this work, we focus on the codebooks shown in Fig. 1b. The generation of codebooks with different beamwidth is out of the scope of this work and a potential approach is to use the antenna on/off techniques [46], [47]. It is worth pointing out that any beam training strategies or a strategy with different parameters (including hierarchical search) can be incorporated into our codebook selection framework by regarding them as different "abstract codebooks" [15].

2) **Relay Selection:** An example of relay-assisted transmission is given in Fig 2: the LOS path between UE 4 and the AP is temporarily blocked. The AP first transmitted data (with UE 4 as destination) to UE 2 and in the consecutive time slot, UE 2 forwards its received data to UE 4. We refer to the link between AP and any UE as a main link while the link between two UEs as a D2D link. As a result, a UE could be in one of the following four modes: idle, being a receiver (RX) in a main link, being a transmitter (TX) in a D2D link, or being a RX in the D2D link. We consider that all devices (AP and UEs) are working in a half-duplex mode, which implies that any devices cannot simultaneously participate in a main link and a D2D link.

3) **Beam Tracking:** When the AP continues serving the same UE in consecutive time slots, testing the neighboring
beams of the current best beam pair would be sufficient to maintain the link quality. This process is called beam tracking. A consecutive time slot that tracks a UE is called a tracking slot. In our studied system, beam tracking is not activated to track a relay.

In the following subsections, we will characterize the studied system by mathematically modeling network traffic, mobility, blockage, and mmWave link configuration. The notation is summarized in Table I for reference.

A. Queue-Based Network Traffic Modeling

We consider a discrete-time horizon $t = 0, 1, \ldots$, where each time step represents a time slot. The downlink data traffic for UEs arrives at the AP in forms of packets with a fixed size in bits, denote as $S_{\text{pkg}}$. Denoting $z_u[t]$ as the number of arrived packets for UE $u$ during the $t$-th time slot, we assume that the packet arrival follows a random process $Z_t = [z_1[t], \ldots, z_U[t]]^T$ which is independently and identically distributed (IID) across time slots and its expectation $E[Z_t] = \Lambda = [\lambda_1, \ldots, \lambda_U]^T$. The AP maintains $U$ queues to respectively buffer the packets for the UEs. Denoting $q_u$ as the number of packets in the queue of UE $u$ at the beginning of the $t$-th time slot, we define $Q[t] = [q_1[t], \ldots, q_U[t]]^T$ as a queue state vector. With $d_u[t]$ as the number of packets that are successfully delivered to UE $u$ during the $t$-th time slot, we define $D[t] = [d_1[t], \ldots, d_U[t]]^T$ as the packet departure vector. Denoting $(\cdot)^+ \triangleq \max(\cdot, 0)$, the transition of the state of queues is given as

$$q[t + 1] = (Q[t] - D[t])^+ + Z[t]. \quad (1)$$

The stochastic vector $D[t]$ is determined by the channel quality, user scheduling, and mmWave link configuration, which are quantified in the following subsections.

B. Random Mobility and Dynamic Blockage

1) Random Mobility: We assume that each device (UE or AP) randomly moves within its region as shown in Fig. 3a, a commonly used model adapted from [48]. We consider that, for every $N_{\text{mobility-period}}$ time slots, each device randomly picks a new speed uniformly from $[v_{\text{min}}, v_{\text{max}}]$, a new movement direction uniformly from $[0, 2\pi]$, and a new rotation rate uniformly from $[\text{rotation}_{\text{min}}, \text{rotation}_{\text{max}}]$ with random direction (clockwise or anti-clockwise along the vertical axis as 2D-movement is considered). The device then performs a uniform motion with the chosen parameters for $N_{\text{mobility-period}}$ time slots or it will reconfigure those parameters when hitting the boundary of its region. This boundary can be any shape, as we consider in this paper a circle, of which the center is the device’s initial position and the radius is parameterized as $r_u^{\text{move}}$ for device $u$.

2) Blockage: For each UE, we use a $(N_{\text{block}} + 1)$-state Markov model to characterize its blockage condition with respect to the AP. This is adapted from a two-state blockage model proposed in [49]. We denote the blockage condition of UE $u$ at the beginning of the $t$-th time slot as $H_u[t] \in [N_{\text{block}}]$, which represents that UE $u$ would be under blockage for the following $H_u[t]$ time slots. Thus, the UE is under a LOS channel when $H_u[t] = 0$ and a NLOS channel when $H_u[t] > 0$. The state transition is given in Fig. 3b where $p_{u,n}$ are unknown. We assume that the blockage is identified when it happens (e.g. by a drastic change of link quality). Denoting
Fig. 3. Random mobility and dynamic blockage models.

### C. Packet Departure Under mmWave Link Configuration

We now show how the packet departure vector $\mathbf{d}[t]$ is determined by the mmWave link configuration. We first define some notation: We denote $b^{\text{D2D}}_{u,t}$ as a binary variable, which equals 1 when UE $u$ is activated in a D2D link in the $t$-th time slot. We then define $\mathbf{b}^{\text{D2D}}[t] = [b^{\text{D2D}}_{1,t}, \ldots, b^{\text{D2D}}_{u,t}]^T$ as a D2D state vector. We denote $I_{\text{D2D-tx}}[t]$ and $I_{\text{D2D-tx}}[t]$ as the ID of the TX and RX in the D2D link respectively, when the D2D link exists. We denote $I_{\text{main-rx}}[t]$ as the ID of the RX in the main link, and further denote $I_{\text{main-dest}}[t]$ as the ID of the destination of the packets transmitted via the main link. Accordingly, $I_{\text{main-rx}}[t] \neq I_{\text{main-dest}}[t]$ indicates that a relay is used in the $t$-th slot, namely that a D2D link will be activated in the $(t+1)$-th slot. Therefore, the evolution of the D2D state vector can be expressed as

$$
I_{\text{D2D}}[t+1] = \mathbb{1} \{ I_{\text{main-dest}}[t] \neq I_{\text{main-rx}}[t] \} \times \mathbb{1} \{ I_{\text{main-rx}}[t] \neq I_{\text{main-dest}}[t] = u \text{ or } I_{\text{main-dest}}[t] = u \}. \quad (2)
$$

We define $I_{\text{track}}[t]$ as a binary variable, which equals 1 when the $t$-th time slot is a tracking slot for UE $u$. We then define $\mathbf{b}^{\text{track}}[t] = [b_{\text{track}}[t], \ldots, b_{\text{track}}[t]]^T$ as a tracking state vector. We denote a binary variable $b_{\text{track}}[t]$, which equals 1 when the system decides that the time slot $t+1$ is to become a tracking slot. Therefore, the evolution of the tracking state vector is given as

$$
I_{\text{track}}[t+1] = I_{\text{track}}[t] \mathbb{1} \{ I_{\text{main-dest}}[t] = u \}. \quad (3)
$$

We define the ID of the codebook used by the AP for the $t$-th time slot as $I_{\text{cb}}[t]$. At the beginning of the $t$-th time slot, the system controller (aka decision maker) uses a policy to make a decision (aka action) on which UE is to be served and how its mmWave link is to be configured. This action is denoted by a quadruple $a[t] = (I_{\text{main-dest}}[t], I_{\text{main-rx}}[t], I_{\text{cb}}[t], I_{\text{track}}[t])$. In the following, we will use $a[t]$ to quantify the packet departure vector $\mathbf{d}[t]$.

1) **Beam Training Overhead and Outage:** We consider that the $k$-th codebook has $N_{\text{beam}}^k$ non-overlapped directional beams to cover the entire horizontal space (360 degrees), as shown in Fig. 1b. We assume that all devices adopt a subarray-based hybrid architecture: The AP and UEs are respectively equipped with $N_{\text{AP}}^\text{arr}$ and $N_{\text{UE}}^\text{arr}$ phased arrays, and all the arrays could be simultaneously used to reduce the...
beam alignment overhead by up to $N_{arr}^{tx} N_{arr}^{rx}$ times. For the $k$-th codebook, we define a **effective coefficient** $C_{k}^{\text{normal}}$ which represents the ratio of the time for the DT phase to the entire time slot duration $T_{\text{slot}}$. By denoting $T_{\text{meas}}$ as the time duration of each beam pair testing, $C_{k}^{\text{normal}}$ can be expressed as

$$C_{k}^{\text{normal}} = \left(1 - \frac{N_{\text{beam}}^{tx}}{N_{\text{arr}}^{tx}} \right) \left(1 - \frac{N_{\text{beam}}^{rx}}{N_{\text{arr}}^{rx}} \right) \frac{T_{\text{meas}}}{T_{\text{slot}}}.$$  

(4)

When beam tracking is to be activated for a time slot, the UE to be scheduled would be the same as the one scheduled in the precedent time slot. Considering the whole spatial space as a full circle, we perform the beam tracking within a fixed-size circular sector. This circular sector (aka beam tracking region) is equally divided by the direction that is associated with the currently connected beam pair. We then quantize the size of this circular sector in radius and denote it as $\delta_{\text{track}}$. We further denote $\delta_{\text{track}}^{k}$ as the minimum subset of beams in the $k$-th codebook that can cover the target beam tracking region. Accordingly, we have

$$\delta_{\text{track}}^{k} = \left\lceil \frac{\delta_{\text{track}}}{2\pi} \cdot N_{\text{beam}}^{tx} \right\rceil.$$  

As a result, the effective coefficient of a tracking slot, denoted by $C_{k}^{\text{track}}$, is given as

$$C_{k}^{\text{track}} = \left(1 - \frac{\delta_{\text{track}}^{k}}{\delta_{\text{track}}} \right) \frac{T_{\text{meas}}}{T_{\text{slot}}}.$$  

(5)

We can see that $C_{k}^{\text{track}} \geq C_{k}^{\text{normal}}$ as $\frac{\delta_{\text{track}}}{2\pi}$ is usually smaller than $\frac{1}{N_{\text{arr}}^{tx}}$ and $\frac{1}{N_{\text{arr}}^{rx}}$, which motivates the use of beam tracking when the same UE is served consecutively.

Different codebooks not only result in different overhead reflected by (4) and (5), but also different levels of robustness to mobility. As shown in Fig. 1a, narrower beams suffer more from link outages caused by device self-rotation and motion. To include this in our model, for any link in which the TX has ID $I_{tx}$ and RX has ID $I_{rx}$, we define an **outage coefficient** $C_{k,I_{tx},I_{rx}}^{\text{outage}}[t]$ which is the ratio of the link outage duration to the entire DT phase. It is worth pointing out that $C_{k,I_{tx},I_{rx}}^{\text{outage}}[t]$ is a random variable as it depends on the transceivers’ mobility pattern and channel condition. As a result, the **eventual effective coefficients** for the main, denoted as $C_{k,I_{tx},I_{rx}}^{\text{event-main}}[t]$ and for D2D link, denoted as $C_{k,I_{tx},I_{rx}}^{\text{event-d2d}}[t]$, can be given as below to incorporate the outage events:

$$C_{k,I_{tx},I_{rx}}^{\text{event-main}}[t] = \left(1 - C_{k,I_{tx},I_{rx}}^{\text{outage}}[t] \right) \left(1 - C_{k,I_{tx},I_{rx}}^{\text{track}}[t] \right) \frac{C_{k,I_{tx},I_{rx}}^{\text{normal}}[t]}{C_{k,I_{tx},I_{rx}}^{\text{track}}[t]} + C_{k,I_{tx},I_{rx}}^{\text{track}}[t] \frac{C_{k,I_{tx},I_{rx}}^{\text{normal}}[t]}{C_{k,I_{tx},I_{rx}}^{\text{track}}[t]}.$$  

(6a)

$$C_{k,I_{tx},I_{rx}}^{\text{event-d2d}}[t] = \left(1 - C_{k,I_{tx},I_{rx}}^{\text{outage}}[t] \right) \left(1 - C_{k,I_{tx},I_{rx}}^{\text{track}}[t] \right) \frac{C_{k,I_{tx},I_{rx}}^{\text{normal}}[t]}{C_{k,I_{tx},I_{rx}}^{\text{track}}[t]}.$$  

(6b)

where we recall that $\delta_{\text{track}}^{k} = I_{\text{track}}[t - 1]$.

2) **Effective Data Rate:** We now formulate the outcome of the BA phase and its impact on the packet departure of the DT phase. The following formulation is for a main link and a similar formulation could be done for a D2D link. Denoting $k$ as the ID of codebook used by the TX, $J_{tx}$ and $J_{rx}$ are as the ID of beams used by the TX and RX, respectively, we define a function $f(t, k, I_{tx}, I_{rx}, J_{tx}, J_{rx})$ as the RSS obtained between device $I_{tx}$ and $I_{rx}$. In particular, $f$ is an unknown channel function that incorporates the physical layer factors on the received signals, such as previously described UE mobility, blockage condition, channel shadowing, hardware impairments, noise and etc. Denoting $\mathcal{F}[t]$ as the set of beams used by the TX and $rss_{\text{main}}[t]$ as the maximum RSS obtained after scanning all the beam pairs, we have

$$rss_{\text{main}}[t] = \max_{J_{tx} \in \mathcal{F}[t]} \max_{J_{rx} \in \mathcal{N}_{\text{beam}}^{rx}} f(t, I_{tx}[t], J_{tx}, I_{rx}[t], J_{rx}).$$  

(7)

We consider that there are $M + 1$ MCSs that correspond to $M + 1$ increasing data rates $R_{0}, \ldots, R_{M}$. They are sequentially indexed by MCS 0, $\ldots, M$ and MCS 0 (i.e. $R_{0} = 0$) indicates a failure connection. Given the RSS in (7), the AP uses the highest supportable MCS for the DT phase by referring to a predefined RSS-MCS table where the minimum RSS required to support MCS $m$ is denoted as $rss_{m}$. Therefore, the instantaneous data rate of the main link is given as

$$R_{\text{main}}[t] = \max_{m \in [M]} I \{ rss_{\text{main}}[t] \geq rss_{m} \} R_{m},$$  

(8)

It is worth pointing out that we assume that the MCS is selected perfectly and thus there is no error in packet decoding. Though packet retransmission exists in real systems, they could be treated as new arrivals to the queues to fit our model. Similarly, if a D2D link exists in the $t$-th time slot, its instantaneous data rate can be given as

$$R_{\text{d2d}}[t] = \max_{m \in [M]} I \{ rss_{\text{d2d}}[t] \geq rss_{m} \} R_{m},$$  

(9a)

$$rss_{\text{d2d}}[t] = \max_{J_{tx} \in \mathcal{N}_{\text{beam}}^{tx}} \max_{J_{rx} \in \mathcal{N}_{\text{beam}}^{rx}} x f(t, 1, I_{\text{d2d-tx}}[t], I_{\text{d2d-rx}}[t], J_{tx}, J_{rx}).$$  

(9b)

Therefore, the number of packets departed via the main link, denoted as $d_{\text{main}}[t]$, or via the D2D link, denoted as $d_{\text{d2d}}[t]$, during the $t$-th slot, are:

$$d_{\text{main}}[t] = \frac{R_{\text{main}}[t] C_{k,I_{tx},I_{rx}}^{\text{event-main}}[t]}{S^{\text{pkg}}},$$  

(10a)

$$d_{\text{d2d}}[t] = \frac{R_{\text{d2d}}[t] C_{k,I_{tx},I_{rx}}^{\text{event-d2d}}[t]}{S^{\text{pkg}}}. $$  

(10b)

We consider that a packet is out of the queue when it has arrived at its destination and the maximum number of packets that can be delivered is limited by the capacity of both the main link and the D2D link. Then the elements of the packet departure vector $d_{u}[t]$ are given as

$$d_{u}[t] = \begin{cases} 
\min \left( d_{\text{main}}[t - 1], d_{\text{d2d}}[t] \right) & u = I_{\text{main-desl}}[t] \\
\min \left( d_{\text{main}}[t - 1], d_{\text{d2d}}[t] \right) & u = I_{\text{d2d-rx}}[t] \\
0 & \text{otherwise} 
\end{cases}.$$  

(11)
involves combinatorial and integer optimization. Further, the
function \( f \) that captures the properties of the wireless system
is usually unknown. This makes finding an optimal solution
challenging. In the following two sections, we will solve it
with the aid of RL techniques.

III. DRL-BASED JOINT USER AND LINK CONTROLLER

In this section, we propose a DRL-based controller to solve
this joint user scheduling and link configuration problem.
We first restate the studied problem as a POMDP. Then we
show how to adapt the state-of-the-art PPO to our problem.
Finally, we summarize some data scaling operations that are
used in training our DRL-based controller.

A. POMDP Formulation of Joint mmWave UE Scheduling
and Link Configuration

Our studied problem can be characterized as a POMDP
described by a 6-tuple \((S, \mathcal{A}, P, R, \gamma, \Delta)\), which is detailed below:

1) Observable State Space \( S \): We define an observ-
able state for the \( t \)-th time slot as a quadruple \( s[t] = (q[t], b^{\text{data}}[t], b^{\text{track}}[t], b^{\text{block}}[t]) \) and the state space \( S \) consists of all possibilities of \( s[t] \). There are countably infinite discrete states in \( S \) as \( q[t] \) and \( b^{\text{block}}[t] \) can be composed of any non-
negative integers. We assume the initial state \( s[0] \) follows a
distribution \( \mathcal{D}_0 \).

2) Action Space \( A \): The action space \( A \) consists of all
the feasible actions that could be potentially taken by
a controller. We recall that the action at the \( t \)-th time
slot has been already defined as the quadruple \( a[t] =
(I_{\text{main-dest}}[t], I_{\text{main-rx}}[t], I_{\text{main}}[t], I_{\text{track}}[t]), \) where \( I_{\text{main-dest}}[t] \in \{U \}^+, I_{\text{main-rx}}[t] \in \{U \}^+, I_{\text{main}}[t] \in \{K \}^+ \) and \( I_{\text{track}}[t] \in \{0, 1\} \).

3) Transition Probabilities \( P \): We denote the proba-
bilility of being in a state \( s' \) after taking an action \( a \) in
the state \( s \) as \( P(s', s, a) = P(s'[t+1] = s'|s[t] = s, a[t] = a) \).

Since the mobility and position information of the UEs
are not exploited, the underlying transition probabilities between
observable states are non-stationary. This makes our studied
system a POMDP, where the decision on action is made
under the uncertainty and \( s \) is a partial observation of the
true environment. These transition probabilities \( P \) are
unknown since they are decided by the unknown packet arrival process
\( z[t] \) and channel function \( f \) in (7), which jointly reflects the
underlying dynamics and randomness of the studied mmWave
system (aka environment in RL terminology).

4) Reward Function \( R \): In MDP settings, a reward, denoted
by \( r[t] \) for the \( t \)-th time slot, is a random variable being
conditional on the current state \( s[t] \) and action taken \( a[t] \).
Its observation is provided by the environment after the execution
of the action, which can be expressed as \( r[t] = R(s[t], a[t]) \).

In this work, we select \( R \) as the number of packets that are
delivered to the destination, i.e. \( r[t] = 1 \cdot d[t] \). We will discuss
later the motivation of this reward design.

5) Discount Factor \( \gamma \) and Related Standard Definitions in
RL Settings: We further present some standard concepts
and definitions that are frequently used in RL settings.
With \( \gamma \in [0, 1] \), representing a discount factor that determines
the importance of current and future rewards, the cumulative
discounted reward from the \( t \)-th time slot, denoted by \( G[t] \),
is defined as [17]:

\[
G[t] = \sum_{t'=t}^{\infty} \gamma^{t'-t} r[t'].
\] (12)

We use \( \pi \) to denote a stochastic policy and \( \pi(a|s) \) to denote
the probability of choosing an action \( a \) when observing a state \( s \).
For a policy \( \pi \), its state value function \( v^\pi(\cdot) \), state-
action value function \( Q^\pi(\cdot, \cdot) \), and advantage function \( A^\pi(\cdot, \cdot) \)
are defined as below [21]:

\[
v^\pi(s[t]) = E_{\pi}[v(t+s[t]+1)|s[t]+1,a[t+1],... \{G[t]|s[t],a[t]\}],
\] (13a)

\[
Q^\pi(s[t],a[t]) = E_{\pi}[v(t+s[t]+1)|s[t],a[t],... \{G[t]|s[t],a[t]\}],
\] (13b)

\[
A^\pi(s[t],a[t]) = Q^\pi(s[t],a[t]) - v^\pi(s[t]).
\] (13c)

The expectations in (13) are taken over the future actions and
states. They are determined by \( \pi \) (as \( a[t] \sim \pi(a|s[t]) \)) and
the unknown transition probabilities \( P \) (as \( s[t+1] \sim
P(s[t+1]|s[t],a[t]) \)).

By now, we have restated our problem within a POMDP
framework using RL terminology. With our proposed
step-wise reward \( R \), i.e. \( r[t] = 1 \cdot d[t] \), we approximate the
original objective of minimizing the average packet delay by
maximizing an expected discounted cumulative reward, i.e. \( E \{ \sum_{t=0}^{\infty} \gamma^t r[t] \} \). This is motivated by the following facts: (1)
In queuing networks, minimizing the delay suggests minimizing
the sizes of queues as soon as possible according to Little’s
Law. Therefore, a reward that results in small queues timely
would help reduce the mean delay experienced by packets. The
queues might however experience a large buffer at the early
stage of training/learning, which is not beneficial to NN
training as the loss function could have a large variance.
According, we resort to maximizing the total number of packets departed
as it is similar to minimizing the queue state given that we have
no control over the arrival rates. (2) In particular, the \( \ell_1 \)-norm of
the packet departure vector, i.e. \( 1 \cdot d[t] \), is an immediate
feedback of the action taken, which quantifies how much of
the queue is immediately reduced, hence is an effective metric
for delay minimization. (3) Moreover, note that there is a
discount factor \( \gamma^t \) applied to the reward. This implies that
the number of packets departed (the step-wise reward) in the
immediate future is more important than those in the distant
future, which intrinsically meets the objective of minimizing
the delay, namely departing more packets as soon as possible.

B. Policy Gradient With PPO Algorithm Within A2C
Framework

We now present a DRL-based controller to solve our
POMDP problem. We design this controller by exploiting a
state-of-the-art policy gradient method, called the PPO algo-
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that we use a policy-based method rather than a value-based method are: (1) Our POMDP has infinite discrete states and a large number of actions while it has been empirically shown that DQN [25] could fail for MDPs with large dimensionality [20]. (2) Our POMDP has a discrete action space, which prevents us from using DDPG [26]. In the following, we will briefly explain PPO (see [20] for more details) and show how it prevents us from using DDPG [26].

In this part, we present the loss functions used to train the two NNs. For the actor network, the estimation error (i.e. the loss function to be minimized) of \( A^\pi \) with the generalized advantage estimation (GAE) method [51]. In particular, GAE estimates \( A^\pi (\cdot) \) by using the old policy \( \pi_{\text{old}} \) for finite times (aka a batch). We assume that a batch of \( T \) samples is collected before each policy update. For notational simplicity, we omit the initial slot index and index these \( T \) steps by \( t \in [0, T-1] \). GAE proposes to estimate \( Q^\pi (s[t], a[t]) \) with a linear combination of \( T \)-step bootstrapping given as below [51]:

\[
Q^\pi (s[t], a[t]) = r[t] + \gamma v[s[T]] + \gamma^2 v[s[T-1]] + \ldots + \gamma^{T-t-1} r[T-1]
\]

Accordingly, an estimator of \( A^\pi (s[t], a[t]) \) can be obtained as [20]:

\[
\hat{A}[t] = \frac{Q^\pi (s[t], a[t])}{v^\pi (s[t])} - v^\pi (s[t]),
\]

\[
\delta[t] = r[t] + \gamma v^\pi (s[t+1]) - v^\pi (s[t]),
\]

where \( \delta[t] \) is called the temporal difference (TD) error in RL literature.

3) Loss Functions for NN Training: In this part, we present the loss functions used to train the two NNs. For the actor network, as pointed out by [21], an entropy term, denoted by \( L_{\text{entropy}} (\theta) \), is added into the loss function to encourage the exploration:

\[
L_{\text{entropy}} (\theta) = -\frac{1}{T} \sum_{t=0}^{T} \sum_{s[t] \in A} \pi_{\theta} (a[s[t]]) \log (\pi_{\theta} (a[s[t]]))
\]

An approximation of \( L_{\text{clip}} (\theta) \) in (14), denoted as \( \tilde{L}_{\text{clip}} (\theta) \), can be obtained by taking the expectation over the observed trajectory \( t \in [0, T-1] \). By defining \( c_\epsilon \) as a tunable coefficient, the loss function to be minimized for the actor network, denoted by \( L (\theta) \), is given as

\[
L_{\text{actor}} (\theta) = -\tilde{L}_{\text{clip}} (\theta) - c_\epsilon L_{\text{entropy}} (\theta),
\]

For the critic network, the estimation error (i.e. the loss function to be minimized) of \( v^\pi \theta \) is also approximated with

\[
\Delta_t = r[t] + \gamma v^\pi (s[t+1]) - v^\pi (s[t])
\]

which we called Constraint handler. The output of the NN is a probability vector denoted as \( \pi_{\theta} \). The Constraint handler generates a boolean vector which has the same size as \( \pi_{\theta} \) and is denoted as \( m(s) \). The Constraint handler sets the elements of \( m(s) \) to either zero or one with the rule: an element is zero if its index corresponds to one of the unfeasible actions that violate the scheduling constraints mentioned in Sec. II-C. We recall that the constraints are: (1) If a UE is scheduled as either TX or RX in a D2D link, this UE cannot be scheduled as the destination (i.e. RX) in the main link for the same time slot. (2) If the controller decides, at the \( t \)-th time slot, to track a UE in the consecutive time slot, then this UE has to be scheduled as the destination (i.e. RX) in the main link in the \((t+1)\)-th time slot. As a result, the output of the actor network is a stochastic policy given as \( \pi_{\theta} (a|s) \sim \pi_{\theta} (a|s) \odot m(s) \), where the \( \ell_0 \)-norm of \( \pi_{\theta} (a|s) \) is scaled to 1.

b) Critic network: The critic network is a NN parameterized by \( \omega \), which outputs an estimation of the state-value function \( \hat{v}^\pi \theta (s) \), denoted by \( \hat{v}^\pi \theta (s) \). This estimation would be used to design \( \hat{A}[t] \) with the generalized advantage estimation (GAE) method [51]. In particular, GAE estimates \( A^\pi (\cdot) \) by using the old policy \( \pi_{\text{old}} \) for finite times (aka a batch). We assume that a batch of \( T \) samples is collected before each policy update. For notational simplicity, we omit the initial slot index and index these \( T \) steps by \( t \in [0, T-1] \). GAE proposes to estimate \( Q^\pi (s[t], a[t]) \) with a linear combination of \( T \)-step bootstrapping given as below [51]:

\[
Q^\pi (s[t], a[t]) = r[t] + \gamma v[s[T]] + \gamma^2 v[s[T-1]] + \ldots + \gamma^{T-t-1} r[T-1]
\]

Accordingly, an estimator of \( A^\pi (s[t], a[t]) \) can be obtained as [20]:

\[
\hat{A}[t] = \frac{Q^\pi (s[t], a[t])}{\hat{v}^\pi \theta (s[t])} - \hat{v}^\pi \theta (s[t]),
\]

\[
\delta[t] = r[t] + \gamma \hat{v}^\pi \theta (s[t+1]) - \hat{v}^\pi \theta (s[t]),
\]

where \( \delta[t] \) is called the temporal difference (TD) error in RL literature.
the \( T \) samples as below [20]

\[
L^{\text{critic}}(\omega) = \frac{1}{T} \sum_{t=0}^{T-1} \left( v^\omega(s[t]) - \sum_{l=1}^{T-1} \gamma^{l-t} r[l] - \gamma^{T-t} v^\omega(s[T-1]) \right)^2.
\]

(19)

In practical NN implementation, we consider the actor and critic networks as a single united NN (weighted by \( \theta \) and \( \omega \) ) that outputs the \( \pi_\theta(a|s) \) and \( v^\omega(s) \) with different blocks. Therefore, the eventual loss function would be the sum of \( L^{\text{actor}}(\theta) \) and \( L^{\text{critic}}(\omega) \).

C. Data Scaling for NN Training

When training a NN, its inputs and outputs are usually scaled (e.g. normalization and standardization) to avoid unstable learning process or exploding gradients. Our designed model has involved data scaling in three parts. (1) We scale the queue state vector \( q \) by dividing it by its maximum element, i.e. \( q \leftarrow \frac{q}{\max(q)} \). This makes all the elements of \( q \) bounded by 1 while the ratios among the length of queues are still kept. (2) The elements of \( L^{\text{block}} \) could be large as it is possible that a UE never encounters a blockage. Since \( N^{\text{block}} \) is unknown, we introduce a large enough constant \( \tilde{N}^{\text{block}} \) such that \( \tilde{N}^{\text{block}} > N^{\text{block}} \), and we transform \( l_u^{\text{block}} \) as \( l_u^{\text{block}} \leftarrow P_u^{\text{block}} \triangleq \max \left( \frac{N^{\text{block}} - N^{\text{block}}(t)}{N^{\text{block}} + 1}, 0 \right) \), which is bounded in \([0, 1]\). \( x \) can be intuitively interpreted as a likelihood that UE \( u \) is still undergoing blockage. This is because when \( l_u^{\text{block}} \) is large, it is intuitive to guess that the blockage event has already finished. (3) We scale the reward \( r[t] \) as \( r[t] \leftarrow r[t] / N^{\text{pk}}(x) \), where \( N^{\text{pk}}(x) \triangleq \frac{10^3 x}{B \text{ Gbps}} \) is the maximum number of packets that could be transmitted when the link rate is \( x \text{ Gbps} \). Given the system bandwidth \( B \), \( x \) could be easily tuned to make the reward \( r[t] \) bounded by \([0, 1]\). It is worth pointing out that the data scaling only impacts the NN training but not the algorithm itself.

By now we have illustrated the background theory and implementation of the proposed DRL-based controller, which is summarized in Algorithm 1. In this work, we have formulated our POMDP problem in a simplified way. A typical formulation could be done by further specifying the conditional transition probabilities between states, observations, and conditional observation probabilities (please see [52] and reference therein). Besides, the designed NN could further incorporate LSTM component to better approximate the optimal policy.

IV. EMPIRICAL MAB-BASED JOINT USER AND LINK CONTROLLER

DRL-based solutions to MDP problems generally result in a high sample and computational complexity due to NN training. This could be a huge challenge in wireless applications, where feedbacks are usually online available unless a well-modeled simulator could be built. Motivated by this, in this section, we further propose another learning-based controller which is sample-efficient and has low computational complexity. It is called the Empirical MAB-based controller. Its key idea is to decompose the decision-making at each time slot into a sequence of sub-actions as follows: First, an empirical maxweight policy is exploited for UE scheduling. Thereafter, the MAB framework, one of the most basic RL settings, is leveraged to learn whether and which relay should be configured as the main link. Then the MAB framework is again used to learn the optimal codebook for the configured main link. Finally, a heuristic rule is derived to decide whether beam tracking is performed, which completes the whole decision-making process.

A. UE Scheduling With Empirical Maxweight

It is well-known that the queue-aware maxweight scheduling policy is throughput optimal [22]. Given the instantaneous packet departure rate of UE \( u \) at time slot \( t \) for \( u \in \mathcal{U}^+ \), denoted as \( d_u[t] \), the maxweight allocates time slot \( t \) to the user that satisfies

\[
\tilde{u} = \arg \max_{u \in \mathcal{U}^+} q_u[t] d_u[t].
\]

Unfortunately, \( \tilde{d}_u[t] \) is unknown in our studied system due to the fact that \( \tilde{d}_u[t] \) is the function of random channel and
stochastic link configuration. Therefore, we propose to use the empirical mean of \( \hat{d}_u[t] \) to perform the UE selection described in (20). To be specific, a sample of \( \hat{d}_u[t] \) is observable at the end of time slot \( t \) when UE \( u \) is activated as the RX in either a main or D2D link, which is captured by the packet departure vector \( d[t] \). We denote \( N^u_{\text{RX}}[t] \) as the number of times that UE \( u \) has been the RX in any link until the beginning of time slot \( t \), then we have

\[
N^u_{\text{RX}}[t] = N^u_{\text{RX}}[t - 1] + 1 \times \{ u = \text{I}_{\text{main-rx}}[t] \text{ or } u = \text{I}_{\text{main-dest}}[t - 1] \}.
\]

We then propose an empirical estimation of \( \hat{d}_u[t + 1] \), denoted by \( \tilde{d}_u[t + 1] \), given in (22), shown at the bottom of the next page, where the coefficient \( \frac{1}{2} \) in \( \frac{1}{2} \{ B^\text{d2d}[t] = 1 \} \) is to penalize the extra delay (one time slot) that is introduced by the use of a D2D link. As a result, our empirical maxweight policy for the UE scheduling can be summarized in (23), shown at the bottom of the next page, where the first case deals with scenarios when beam tracking is activated while the second one tackles the constraint that UEs in an activated D2D link could not be scheduled for a main link.

**B. MAB-Based Relay and Codebook Selection for UE \( \text{I}_{\text{main-dest}}[t] \)**

1) **MAB-Based Relay Selection:**

a) Viewing relay selection from perspective of MAB: Without considering the state information \( s[t] \), selecting a relay (could be any UE in the network) for UE \( \text{I}_{\text{main-dest}}[t] \) can be regarded as a MAB problem, in which UE \( u \) is called arm \( u \) and a reward of the arm is provided each time when it is used. The arms are dynamically explored and exploited as time evolves such that the expected cumulative reward is maximized. As the state \( s[t] \) is omitted, a MAB problem is also called single-state (or stateless) RL problem [17]. At each time slot, one of the \( U \) arms (relays) is chosen to be a potential relay for the scheduled UE \( \text{I}_{\text{main-dest}}[t] \), and its network ID is denoted as \( \text{I}_{\text{main-rx}}[t] \). The case \( \text{I}_{\text{main-rx}}[t] = \text{I}_{\text{main-dest}}[t] \) simply represents that using UE \( \text{I}_{\text{main-dest}}[t] \) itself as a ‘relay’, namely that no D2D transmission would be used in the next time slot.

b) Designing arm reward: With the chosen relay \( \text{I}_{\text{main-rx}}[t] \), the instantaneous data rate \( R_{\text{main}}[t] \) (in (8)) is observed by completing the BA phase and the effective coefficient \( C_{\text{eff-main}}[t] \) in (6a) is observed at the end of the DT phase. Accordingly, we design the reward of arm \( u \) as the eventual effective data rate provided by relay \( u \), which is expressed in (24), shown at the bottom of the next page, where the coefficient \( \frac{1}{2} \) in the second case is to penalize the extra delay introduced by the D2D link (similar to that in (22)). The motivation for using the eventual effective data rate in the reward is to penalize the uses of bad relays that provide poor link quality (e.g. UEs that are under blockage or too far away UE \( \text{I}_{\text{main-dest}}[t] \)). It is worth pointing out that \( R_{\text{relay},u}[t] \) in (22) would be a delayed reward when \( u \neq \text{I}_{\text{main-rx}}[t] \).

c) Selecting relay by Thompson sampling (TS)-based algorithm: TS is well-known for its simple implementation and outstanding empirical performance [53] in solving MAB problems. The essence of TS is, at each time step, to choose an arm by sampling the predefined prior distributions of all arms’ rewards. Then the reward provided by executing the chosen action is further used to update the posterior distributions of those priors. As this process repeats, the posteriors converge to the true distributions of the arms’ rewards. We briefly introduce its adaptation in this paper by detailing the prior distribution, sampling rule, and posterior update. Please refer to our prior work [15] for more details.

Prior distribution of arm reward: As there are \( M + 1 \) MCS levels, the instantaneous data rate provided by arm \( u \), i.e., \( R_{\text{main}}[t] \) or \( R_{\text{d2d}}[t + 1] \), actually follows a one-trial multinomial distribution with support \( \{ R_0, \cdots, R_M \} \) and an unknown probability vector \( P_u^\text{rel} = [P^\text{rel}([0], \cdots, P^\text{rel}([M], u)] \cdot M \text{, where } P^\text{rel}([m], u) \text{ is the probability of using MCS } m \text{ at time slot } t \text{ when using arm } u \text{. Therefore, the conjugate prior of a multinomial distribution, i.e. a Dirichlet distribution, is a perfect prior for estimating } \{ P_u^\text{rel} \}_{u=1}^M } \cdot To fully characterize the true reward of arm, i.e. effective data rate \( R_{\text{relay},u}[t] \), the effect coefficients in (24) should be considered. We will handle this in the posterior update.

Sampling rule: At the beginning of each time slot, the controller samples the priors of the available arms (i.e. the UEs which are not in a D2D link) and chooses the arm that provides the largest predictive reward, as described by Line 6-9 in Algorithm 2.

Posterior update: Note that \( R_{\text{relay},u}[t] \) is not a timely reward when a D2D link is to be activated. Accordingly, the posterior update would be processed whenever the reward is available. We take the case with a timely reward for example, which is described by Line 18-22 in Algorithm 2: since \( C_{\text{eff-main}}[t] \) is revealed when time slot \( t \) ends, we randomize the \( R_{\text{main},u}[t] \) by generating a Bernoulli random variable \( X_{\text{relay}} \sim \text{Bernoulli}(C_{\text{eff-main}}[t]) \), and forcing \( R_{\text{relay},u}[t] = 0 \) when \( X_{\text{relay}} = 0 \). This randomization incorporates the effect of \( C_{\text{eff-main}}[t] \) into \( P_u^\text{rel} \), hence helping characterize the true reward of an arm in form of a multinomial distribution. For the case with delayed reward, a similar process is performed as shown by Line 23-34 Algorithm 2.

2) **MAB-Based Codebook Selection:** Similar to relay selection, the codebook selection could be regarded as a MAB problem with \( K \) arms (K codebooks at the AP). The reward of the \( k \)-th codebook is \( R_{\text{cb},k}[t] = R_{\text{main}}[t]C_{\text{eff-main}}[t] \). It is worth pointing out that this is an optimally designed reward since the objective of codebook selection is to find out the optimal beamwidth for the main link, which is regardless of user scheduling and relay selection. A similar TS-based algorithm could be applied to solve the codebook selection problem.

Two remarks on the application of TS in relay and codebook selection are provided below:

**Remark 1:** It has been shown in our prior work [15] that the TS-based algorithm used in Sec. IV-B.1 and Sec. IV-B.2 is asymptotically optimal in choosing the best arm when the rewards are IID across the time slots. This condition may hold for codebook selection but not for the relay selection. This is because the reward distributions of the relays are time-variant
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due to the learning process of the codebook selection and beam tracking. Nevertheless, the convergence of the learning process is confirmed by our later evaluations.

**Remark 2:** We did not merge the $U$-armed relay selection and the $K$-armed codebook selection into a single one with $UK$ arms due to the fact that they have different reward functions.

### C. Heuristic Beam Tracking

We finally derive a decision rule on whether to conduct beam tracking. It is designed based on the following observation: if the same UE is to be chosen by (23) for the consecutive time slot, it is definitely beneficial to activate the beam tracking mechanism. Accordingly, we empirically predict the sizes of queues as

$$\hat{q}_u[t+1] = \left\{ q_u[t] - \hat{d}_{\text{main-xx}}[t] \mathbb{1}\{u = I_{\text{main-xx}}[t]\} \right\}^+ + \hat{Z}_u[t],$$

(25)

where $\hat{Z}_u[t] = (t-1)\hat{Z}_u[t-1] + Z_u[t]$ is the empirical mean of the packet arrival rate of UE $u$. Therefore, the UE to be served in time slot $t+1$, denoted by $\hat{I}_{\text{main-xx}}[t+1]$, can be predicted using (23) as

$$\hat{I}_{\text{main-xx}}[t+1] = \arg \max_{u \in \{U\}^+} \hat{q}_u[t+1] \hat{d}_u[t].$$

(26)

As a result, a heuristic decision rule on whether beam tracking is to be performed is given as

$$I_{\text{track}}[t] = \begin{cases} 0, & I_{\text{main-dest}}[t] \neq I_{\text{main-xx}}[t], \\ \mathbb{1}\{\hat{I}_{\text{main-xx}}[t+1] = I_{\text{main-xx}}[t]\}, & \text{otherwise}. \end{cases}$$

(27)

By now, we have illustrated our proposed Empirical MAB-based controller and its whole process is summarized in Algorithm 2. In particular, we initialize the algorithm by exploring each feasible action $a[t] = (I_{\text{main-dest}}[t], I_{\text{main-xx}}[t], \hat{I}_{\text{xx}}[t], I_{\text{track}}[t])$ for at least $N_{\text{MAB-init}}$ times to reach a good initial state of the priors and those empirical means. It is worth pointing out that this Empirical MAB-based controller is an approximation and combination of several classic algorithms which have provable performance guarantees. Providing a reward (or regret) analysis to this empirical combination is however challenging due to that the TS is applied twice sequentially and that the reward distribution of relay selection is time-variant due to the user scheduling, which is pointed out in the Remarks 1 and 2. Hence a theoretical analysis of the proposal empirical algorithm is out of the scope of this work. We will confirm the feasibility of the proposed learning controller by numerical evaluation in Sec. V.

### V. Evaluation Results

In this section, we provide the performance evaluation of the proposed two RL-based controllers. We first illustrate the system and training setups in Sec. V-A and Sec. V-B, respectively. Then we show the performance comparison in Sec. V-C.

#### A. System Setup

We simulate an outdoor mmWave system that operates at a center frequency $f_c = 60$ GHz with a total bandwidth $B = 2.16$ GHz [9]. Since the outdoor mmWave channel is generally sparse and codebook-based beam alignment is performed, the LOS path could be well estimated and dominant if it exists. We only consider the RSS of a dominant path after the BA phase. The path loss of the LOS path between any two devices can be modeled as [11]

$$PL_{\text{LOS}}(\text{dB}) = 28 + 22 \log_{10}(d) + 20 \log_{10}(f_c) + x,$$

(28)

where $d$ is the distance between the transceivers and $x$ is the shadowing fading that follows the normal distribution $\mathcal{N}(0, \sigma^2)$. Generally, a NLOS path could suffer from more than 15 dB path loss (or even worse) than a LOS path loss [11]. Accordingly, we assume an additional path loss $PL_{\text{block}}$ would be added to $PL_{\text{LOS}}$ when the LOS link does not exist, which yields:

$$PL_{\text{NLOS}}(\text{dB}) = PL_{\text{LOS}} + PL_{\text{block}}.$$

(29)

In this work, when a blockage event happens to a certain link (AP-to-UE or UE-to-UE link), we model its blockage loss $PL_{\text{block}}$ as a random variable that is uniformly distributed between 10 to 30 dB. When the random variable $PL_{\text{block}}$ has a relatively small value, it could be interpreted as the path

$$\hat{d}_u[t+1] = \frac{N_{\text{tx}}[t-1]\hat{d}_u[t] + d_u[t] \left( \frac{1}{2} \mathbb{1}\{h_u^{\text{tx}}[t] = 1\} + \mathbb{1}\{u = I_{\text{main-xx}}[t]\}\right)}{N_{\text{tx}}[t]}.$$

(22)

$$I_{\text{main-dest}}[t] = \begin{cases} I_{\text{main-dest}}[t-1], & \hat{I}_{\text{main-xx}}[t] \neq I_{\text{main-xx}}[t], \\ \arg \max_{u \in \{U\}^+} q_u[t] \hat{d}_u[t], & \text{otherwise}, \end{cases}$$

(23)

$$R_{\text{relay,xx}}[t] = \begin{cases} R_{\text{main}}[t] C_{\text{eff-main}}[t], & u = I_{\text{main-xx}}[t], \\ \frac{1}{2} \min \{ R_{\text{main}}[t] C_{\text{eff-main}}[t], R_{d2d}[t+1] C_{\text{d2d}}[t+1]\}, & \text{otherwise}, \end{cases}$$

(24)
loss of the NLOS link provided by the potential reflectors or scatterers. When $P_{\text{L,block}}$ has a relatively larger value, it can be viewed as an outage happens. As we can see from (28) and (29), the channel fluctuation in the simulation, collectively referred to as the path loss represented by $P_L$, is caused by the device mobility, link blockage, and shadowing fading. We denote $W$ as the link marginal budget and implementation loss, $P_T$ is the transmitting power, which is set as $P_T = 15$ dBm for the AP (main link) and $P_T = P_{\text{AP}} = 10$ dBm for UEs (D2D link). We use $G_T$ (or $G_R$) $\triangleq \frac{16\pi}{6.5\lambda d_{tx,rx}}$ [54] to represent the antenna gain of a beam pattern whose azimuth width is $b_{\text{azi}}$ and elevation width is $b_{\text{ele}}$. We recall that only $b_{\text{azi}}$ is configurable via the codebook selection, i.e., $b_{\text{azi}}(k) = \frac{\Delta \theta_{\text{azi}}}{N_{\text{codebook}}}$. With the above notation, the RSS obtained by a link after beam alignment can be given as

$$\text{RSS}(db) = P_T + G_T + G_R - PL - W. \quad (30)$$

The associated SNR of the link could be further calculated as $\text{SNR} = \text{RSS} - P_N$, where $P_N$ is the bandwidth-dependent noise power and $P_N = -174 + 10 \log_{10} B + 10$. For convenience, we summarize all relevant simulation parameters and their values in Table II.

B. Training Parameters and Setups

1) Relevant Parameters: Both the actor and critic networks of the DRL-based controller have three hidden dense layers and each layer has 128 units. We use the Adam optimizer to update the NN parameters with a learning rate $\ell = 0.001$. In particular, $\ell$ decays every 20 updates with a decay coefficient 0.9. The clipping parameter $\epsilon$ is 0.2 and the discounting factor $\gamma$ is 0.999. The entropy loss coefficient $c_{\text{eps}}$ is 0.05. The data scaling coefficients are set as $x = 2$, $N_{\text{block}} = 10$. For the Empirical MAB-based controller, the initial exploration number $N_{\text{EMAB-init}}$ is set to 5.

2) Training Setups: We monitor the learning process of our proposed solutions for 240 iterations, where one iteration consists of 1500 slots, which corresponds to 15 seconds as $T_{\text{slot}} = 10$ ms. The total monitored time steps $T_{\text{total}}$ is 36,000 seconds, i.e. one hour. Unless otherwise stated, the batch size $T$ is 5, namely that the NNs are updated every 5 time slots.

3) Description of Scenario: The network topology used for evaluation is shown in Fig. 5, where the initial position of the AP is set as the origin. The initial distances between the five UEs and the AP are 10, 10, 15, 25, 30 meters, respectively, and the initial angles of the five UEs from the AP, with respect to the x-axis, are 5, 85, 45, 10, 80 degrees, respectively. All UEs and the AP randomly move within their respective circular area of which the center is the initial position and the radius is 5 meters. The borders of the circular areas are
shown for reference and indicated by the legend of Fig. 5. The total downlink traffic is 1 Gbps and its allocation among UEs is 1/7, 3/7, 1/7, 1/7, 1/7. For the blockage model, the probability of being under blockage for any D2D links is 0.05.

4) Discussion on Simulation Parameter Setup: Given the complexity of the studied system, evaluating all potential scenarios would be demanding since there are many possibilities of network topology and data traffic patterns as multiple UEs are considered. The simulation setup described above has been inspired by the following intuition: (1) Network topology: different large-scale distances between AP and UEs would result in different channel quality among UEs, which is one of the key factors that motivate the joint optimization of user scheduling and link configuration. (2) User mobility: a restricted moving area per UE guarantees that their channel conditions will not change dramatically during the whole evaluation process. This is because the RL algorithms are generally effective when the statistics of the environment are stationary. Simulating a completely random system, meaning that the statistics are changing much faster than the convergence speed of the developed RL algorithms, is unfair in evaluating the RL algorithms. This is because once the environment has changed dramatically, the RL algorithms usually need to be reinitialized to recapture the system statistics. Therefore, we did not set all users randomly moving in the entire space, which is consistent with our system modeling. (3) Data traffic: the uneven packet arrival rates among UE aim at testing whether the proposed RL-based controllers could learn to use the UEs with low traffic demands as a relay for the other UEs with larger traffic demands. (4) Other parameters shown in Table II are set with reasonable values according to literature and wireless standards. More simulation results on other scenarios could be found in our open-source code due to space limitations [55].

C. Performance Comparisons

1) Evolution of Performance During Whole Monitored Time: In Fig. 6, we show the evolution of the performance of the learned DRL-based controller and Empirical MAB-based controllers versus the training iteration. We recall that one iteration consists of 1500 time slots. In particular, each data point in Fig. 6a to Fig. 6c is obtained by averaging the testing results of the learned controllers for 20 realizations and the each realization has 1500 time slots. In particular, each data point in Fig. 6a to Fig. 6c is obtained by averaging the testing results of the learned controllers for 20 realizations and the each realization has 1500 time slots. From Fig. 6, several observations can be summarized as below: (1) Fig. 6a presents the evolution of the overall data rate, which is bounded by the arrival rate $\sum_{u=1}^{U} \lambda_u S^{pkg} = 1$ Gbps. A stable policy should provide a data rate that equals the arrival rate, otherwise, the queue would explode. Fig. 6a shows that the Empirical MAB-based controllers without relay selection all suffer from a data rate smaller than 1 Gbps, which yields exploding queue networks. This is because without using a relay, UE 3 is frequently under blockage and its direct link has very poor quality, which is not able to support the required data traffic. (2) Fig. 6b shows that the proposed two controllers can learn good policies to select relays for the blocked UEs such that the average percentage of time that the UEs are suffering from the blockage loss in a main link is brought down to below 10%. In particular, the DRL-based controller makes this percentage even below 5%. (3) Fig. 6c provides the

| System parameter | Value |
|-------------------|-------|
| Carrier frequency ($f_c$) | 60 GHz |
| Duration of a time slot ($T_{slo\text{t}}$) | 10 ms |
| Duration of a beam pair switching ($T_{\text{beam}}$) | 10 $\mu$s |
| Size of tracking region ($\Delta^{\text{block}}$) | $\frac{2}{3}$ (30$^\circ$) |
| Packet size ($S^{pkg}$) | 2312x8 bits |
| Total downlink traffic ($\sum_{u=1}^{U} S^{pkg}_u$) | 1 Gbps |
| Shadowing fading variance ($\sigma_r^2$) | 2 $\text{dB}$ |
| Noise power ($P_N$) | -70.655 $\text{dBm}$ |
| Link budget/implementation loss ($W$) | 10 dB |

| Hardware parameter | Value |
|--------------------|-------|
| Number of arrays of AP ($N_{\text{AP}}^{\text{beam}}$) | 4 |
| Number of arrays of UE ($N_{\text{UE}}^{\text{beam}}$) | 4 |
| Number of codebooks at AP ($K$) | 6 |
| Number of beams in K codebooks ($N_{\text{beam}}^k$) | 24, 32, 64, 128, 256, 512 |
| Elevation beamwidth ($\theta^{\text{block}}$) | 75$^\circ$ |
| Transmitting power of AP ($P_{\text{AP}}$) | 15 $\text{dBm}$ |
| Transmitting power of UE ($P_{\text{UE}}$) | 10 $\text{dBm}$ |
| Blockage and mobility parameter | Value |
| Blockage attenuation $P_{\text{block}}$ | [10, 30] $\text{dB}$ |
| Minimum slots in blockage | 2 |
| Maximum slots in blockage ($N_{\text{block}}$) | 6 |
| Speed range $[v_{\text{min}}, v_{\text{max}}]$ | [0,10] m/s |
| Rotation rate $[\omega_{\text{min}}, \omega_{\text{max}}]$ | [0,10] degree/s |
| Mobility update periodicity ($N_{\text{mobility-period}}$) | 20 |
| Radius of circular boundary of Device ($r_{\text{map}}$) | 5 m |

Table II

Simulation Parameters

Fig. 5. Network topology.
performance of the average delay per packet. We can see that both controllers provide acceptable delay performance that the average delay is within 5 time slots (50 ms). In particular, the DRL-based controller makes delay even below 30 ms.

(4) Note that Fig. 6a to Fig. 6c only monitored one training process. In Fig. 6d, we show the robustness of the proposed algorithms to the stochastic training by averaging the results over 60 training processes. The area between max and min values of the 60 training processes is shaded in Fig. 6d. We can observe that it overall took around 60 iterations (15 minutes) for the DRL-based controller to learn a good policy and its final performance is better than that of the Empirical MAB-based controller. The Empirical MAB-based controller only requires 10 iterations (2.5 minutes) to learn a good enough policy.

2) Testing Performance of the Learned Controllers: We now provide the testing performance of the proposed controllers (trained with 240 iterations) in Fig. 7. The result is an average of 200 realizations and each realization consists of 1500 time slots. The evolution of queue length is given in Fig. 7a and the cumulative distribution function (CDF) of the delay per packet is shown in Fig. 7b. It can be seen that both learned controllers well stabilize the queue. The average delay provided by the DL-based controller and the Empirical MAB-based controller is 25.6 ms and 44.0 ms, respectively. Combined with the results given in Fig. 6, we can conclude that the DRL-based controller provides better performance in terms of system delay but it requires higher sample complexity (roughly 6 times) as around 60 iterations are required for the DRL-based controller while only 10 iterations are enough for the MAB-based controller. It is worth noting that the statistics of the system are the same for both the training and testing phase. If the statistics, most importantly the network topology of users, have changed dramatically, the agent has to be retrained. For example, the optimal codebook depends on UE mobility and its distance to the AP. If the distance changed dramatically, e.g. from being close to being far from the AP, the optimal codebook could be changed from being wide to being narrow. One potential solution is to retrain the system with a previously learned agent as an initial point.

3) Complementary Simulation Results: In this part, we provide several complementary simulation results. In particular, the results show in Fig. 8-Fig. 9 are average over 10 training processes. For more detailed simulation setups, please see our open-source code [55]. In Fig. 8, we show the delay performance provided by the DRL-based controller over 400 training iterations, where the network simulation setup is changed every 100 iterations, hence being able to evaluate the “transfer learning” capability of the proposed DRL-based controller for the non-stationary environment. In particular, the 1st network change is only a small variation of the UE positions, which is referred to as a “small variation” in the
Fig. 7. Testing performance of trained controllers.

Fig. 8. Average delay per packet versus training iterations (different network typologies).

Fig. 9. Average delay per packet versus training iterations (different number of UEs).

Fig. 10. Average delay per packet versus training iterations (performance per UE).

Legend: The 2nd network change consists of a considerable variation of the UE positions and a small variation of the UE blockage parameters, which is referred to as a “medium variation” in the legend. The 3rd network change consists of a considerable variation of the UE positions and a considerable variation of the UE blockages parameters, which is referred...
to as a "large variation". The network typologies and the probability of being under blockage for each UE, i.e. \( p_{UB} \), are also provided in the figure. As shown in Fig 8, a small variation of the environment setup has little impact on the learned DRL-based controller, while a larger variation might require 10 iterations (for the 2nd change) or even 40 iterations (for the 3rd change) to relearn the environment. This experiment confirms that the proposed DRL-based algorithm did learn a certain amount of meaningful features from the relationship of state-action-reward, hence being able to potentially deal with the non-stationary environments. In Fig. 10, we further break down the delay performance shown in Fig. 8 into each UE perspective. As we can see, the large delay at the beginning of the training process is majorly due to certain UE(s) that are under blockage. Once a good scheduling policy is learned, the delay is significantly reduced and the queue becomes stable. In Fig. 9, we further show the performance versus training iteration and the computational time per iteration for different numbers of UEs. It is worth pointing out that the absolute value of the training time per iteration depends on the running machine.

VI. CONCLUSION

In this work, we studied the joint user scheduling and link configuration in a multi-user mmWave network. We modeled this complex scheduling/designing problem as a dynamic decision-making process and proposed two RL-based solutions. Our evaluation confirmed their viability and effectiveness and also showed that the DRL-based solution provides better system performance while the MAB-based solution results in a faster training process. One potential future direction is to exploit multiple mmWave array groups and OFDMA to further reduce the link latency by simultaneously communicating with multiple users.
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