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Abstract—Audio events are quite often overlapping in nature, and more prone to noise than visual signals. There has been increasing evidence for the superior performance of representations learned using sparse dictionaries for applications like audio denoising and speech enhancement. This paper concentrates on modifying the traditional reconstructive dictionary learning algorithms, by incorporating a discriminative term into the objective function inorder to learn class specific adversarial dictionaries that are good at representing samples of their own class at the same time poor at representing samples belonging to any other class. We quantitatively demonstrate the effectiveness of our learned dictionaries as a stand-alone solution for both binary as well as multi-class audio classification problems.

Index Terms—sparse; adversarial; dictionary; classification;

I. INTRODUCTION

The concept of sparsity has received considerable attention in the field of Machine Learning in the past decade. Sparse representations are representations that account for most or all information of a signal with a linear combination of only a few elementary signals, called atoms. The collection of atoms that is used is called a dictionary. Since the bases/atoms being non-orthogonal and not linearly independent of each other as opposed to the traditional orthogonal basis representation, the sparse representation will only recruit those atoms necessary for representing a given input thus resulting in an input-output function whose behavior deviates from being linear and over a wider range of generating elements[19]. Potentially, this wider range allows more flexibility in signal representation.

Representing signals using a set of learned bases, instead of predefined bases(DCT, wavelet etc), has led to state-of-the-art results mostly in image processing/computer vision tasks such as denoising, inpainting and classification.

For audio signals, sparse representations have been successfully used for source separation by expressing a signal that is a mixture of multiple sources with a sparse representation, using a dictionary for each underlying source. However there have been fewer attempts to adapt this model for audio classification, for which we believe sparse representations are a natural fit and have immense possibilities considering the overlapping nature of audio signals.

In this research work, we will be learning class specific adversarial dictionaries that can be used as a stand alone solution for audio classification tasks. We derive a method to solve the optimization problem, with an adversarial loss in addition to the standard reconstruction loss in the objective function, inorder to learn dictionaries that emphasize inter-class scatter while keeping the intra-class scatter small resulting in enhanced classification performance. We also propose a direct method for training adversarial dictionaries that can be used in the multi-class classification tasks.

II. RELATED WORKS

There have been several interesting research works in recent times, in the image processing and computer vision fields, indicating the superior performance of dictionaries constructed via supervised learning for pattern classification tasks, mostly by incorporating a discriminative criterion into the objective function. These algorithms fall under two categories. The first of these [18], [25], [5], [13], [2] treats dictionary learning and classifier training as two separate processes, which uses classifiers like SVM [16] trained on sparse dictionary based features in the final stage.

More sophisticated approaches [23], [14] unify these two processes into a mixed reconstructive and discriminative formulation. They learn simultaneously an over-complete dictionary and multiple linear classification models for each class. Supervised sparse representation methods like Discriminative K-SVD (DKSVD) [24] and its extension Label Consistent K-SVD (LCKSVD) [10], learn atoms of dictionary based on the traditional K-SVD algorithm. It incorporated the classification error into the objective functions in order to enhance the classification ability of coefficients.

In this paper, we will be learning class specific dictionaries that are adversarial in nature. By adversarial we mean each of these class specific dictionaries is learned in such a manner that apart from doing a good job at representing samples of their own class, they also have to do a poor job at representing samples belonging to any other class. This allows us to learn a structured dictionary where atoms have correspondence to the class labels so that the reconstruction error associated with each class can be used for classification and hence can act as a stand-alone classifier as opposed to [18], [25], [5], [13], [2], which relies on expensive classifiers like RBF Kernal SVM trained on sparse coefficients for making final predictions. We propose a direct method to train these dictionaries in a multi-class setting, unlike [23], [14], that deal with multiclass problem into multiple independent binary classification tasks.
and these might not scale well for large number of classes and are often computationally expensive. Our method is unique as compared to previous approaches as they are designed to capture inter-class differences in a much better manner even for multi-class problem instances.

### III. ADVERSARIAL DICTIONARY LEARNING

The idea behind this paper is based on the fact that the atoms that have the most energy contribution for the faithful reconstruction of the signals might not be the atoms that are important for classification purposes \[9\]. During training, including a discriminative criterion into the dictionary learning objective might help us in learning atoms which are more discriminative and useful for classification purposes. We chose cross-class reconstruction error as the discriminative criterion in virtue of recent researches \[7\] in the area of speech enhancement aimed at determining what constitute a “good” dictionary, which suggest that a dictionary which represents speech sparsely ideally should be bad at representing noise sparsely and vice versa. Essentially the dictionaries corresponding to the different sources should be adversarial in nature.

Let \(Y = [y_1, y_2, ..., y_N]\) \(\epsilon R^{m \times N}\) be the set of all training signals, \(D_c = [d_{1c}, ..., d_{kc}]\) \(\epsilon R^{m \times k}\) is the dictionary learned with respect to training samples belonging to class \(c\), with each column representing a basis vector / “atom” and \(S = [\alpha_{1c}, ..., \alpha_{Nc}]\) \(\epsilon R^{k \times N}\) are the sparse representations of the signal \(Y\) over the dictionary \(D_c\). Given a class specific dictionary \(D_c\) containing \(k\) bases and a certain number \(L << k\), an L-subspace of \(D_c\) is defined as a subset of \(k\) bases from \(D_c\) and our aim is to learn dictionaries such that any sample from a class can be reasonably close to an L-subspace of the associated dictionary while a complementary sample is far from any L-subspace of that dictionary. This is achieved by framing the objective function for each class specific sub-dictionary \(D_c\) in the following manner:

\[
D^*_c = \arg\min_{D_c} \frac{1}{N} \|Y_c - D_c S_c\|_F^2 - \frac{\rho}{N} \|\tilde{Y}_c - D_c \tilde{S}_c\|_F^2 \\
subject \ to \ \|\alpha_i\|_0 \leq L, \forall i = \{1, 2, ..., N\}
\] (1)

The sparsity constraint on any code \(\alpha_i\) \(\epsilon R^k\) is formulated as \(\|\alpha_i\|_0 \leq L\) with \(L << k\), where \(\|\alpha_i\|_0\) is the number of non-zero entries in the code. Here \(C\) corresponds to the number of classes in the classification task. \(\rho\) is the regularization parameter. \(Y_c, S_c\) corresponds to matrices of all training samples and sparse codes belonging to class \(c\) samples and \(\tilde{Y}_c, \tilde{S}_c\) corresponds to matrices of all training samples and sparse codes not belonging to class \(c\). \(N\) and \(\bar{N}\) are the number of training samples belonging to class \(c\) and not belonging to class \(c\) respectively. Here \(S_c\) corresponds to the sparse codes corresponding to all training examples and \(Y\) being the matrix of all training examples. For any class \(c\), \(Y = [Y_c, \tilde{Y}_c]\) and \(S = [S_c, \tilde{S}_c]\). Throughout this paper we will be referring to the term \(\|Y_c - D_c S_c\|_F^2\) as reconstruction error (reconstruction loss) and the term \(\|\tilde{Y}_c - D_c \tilde{S}_c\|_F^2\) as cross reconstruction error (adversarial loss).

An iterative method is used to find the optimal solution for problem (1). Specifically, the process is iterative by fixing \(D_c\) while optimizing \(S_c, \tilde{S}_c\) (class specific sparse coding) and vice versa (class specific dictionary update). The two stages are explained in detail below:

#### A. Class Specific Sparse Coding

In this stage, for the class specific dictionary \(D_c\) corresponding to class \(c\), we fix \(D_c\) and do a sparse coding over all training samples \(Y = [Y_c, \tilde{Y}_c]\), by solving,

\[
\arg\min_S \frac{1}{N} \|Y - D_c S\|_F \quad subject \ to \ \|\alpha_i\|_0 \leq L \\
\forall i = \{1, 2, ..., N\}
\] (2)

Here \(S = [S_c, \tilde{S}_c]\) and the sparsity constraint on the code is given by \(\|\alpha_i\|_0 \leq L\). Either L0 \[20\] or L1 \[3\] norm based methods can used for inducing sparsity.

#### B. Class Specific Dictionary Update

The class specific dictionary update steps for the binary and multi-class problem instances are explained below:

1) **Binary Classification:** We start with the simple case of binary classification. The class specific dictionary update stage involves fixing the sparse codes \(S\) and solving,

\[
\arg\min_D \frac{1}{N} \|Y_c - D_c S_c\|_F^2 - \frac{\rho}{N} \|\tilde{Y}_c - D_c \tilde{S}_c\|_F^2
\] (3)

Since for any matrix \(M\), \(\|M\|_F^2 = \text{trace}(MM^T)\) the objective function in (3) has an alternative representation as follows,

\[
\arg\min_{D_c} \frac{1}{N} \|Y_c - D_c S_c\|_F^2 - \frac{\rho}{N} \|\tilde{Y}_c - D_c \tilde{S}_c\|_F^2 = \arg\min_{D_c} \frac{1}{N} \text{trace}((Y_c - D_c S_c)(Y_c - D_c S_c)^T) - \frac{\rho}{N} \text{trace}((\tilde{Y}_c - D_c \tilde{S}_c)(\tilde{Y}_c - D_c \tilde{S}_c)^T)
\] (4)

where \(A = \frac{1}{N} Y_c S_c^T - \frac{\rho}{N} \tilde{Y}_c \tilde{S}_c^T\) and \(B = \frac{1}{N} S_c \tilde{S}_c^T - \frac{\rho}{N} \tilde{S}_c \tilde{S}_c^T\).

The objective function in equation 4 is very similar to the objective function in the dictionary update stage problem in \[12\] except that it is not guaranteed to be convex. If convex it can be effectively solved using a block coordinate descent update \[12\] with a warm start, for each of the column/atom of the dictionary one by one. It is convex if and only if \(B\) is positive semi-definite. For the adversarial dictionary learning problem, the symmetric matrix \(B\) is not guaranteed to be so, even when all of its eigenvalues are real. In the worst case, where \(B\) is negative semidefinite, the objective function
becomes concave; if we apply the same dictionary update algorithm as in [12], it will reach its maximum solution instead of the minimum. To deal with this situation, we need to convexify the objective function.

We took inspiration from [22], where the authors used a similar framework for binary classification of Histopathological Images. If we let $\lambda_1(M) \leq \lambda_2(M) \leq \ldots \leq \lambda_{\max}(M)$ to be (real) eigenvalues of a symmetric matrix $M$, the positive semidefinite constraint of $M$ is equivalent to the non-negativity constraint of $\lambda_i(F)$. Keeping this in mind, replacing $B$ in (4) with $\overline{B} = B - \lambda_{\min}(B)I_k$, will ensure the convexity, since $\overline{B}$ is guaranteed to PSD, where constants $\lambda_{\min}(B)$ and $I_k$ are the minimum eigenvalue of the matrix $B$ and the identity matrix respectively. It can be easily shown this procedure doesn’t change the overall objective (3), given $\|d_i\|_2 = 1, \forall i \in \{1, 2, ..., k\}$, where $d_i$ corresponds to the $i^{th}$ column / atom of the dictionary $D_c$ (assuming that each class specific dictionary comprises of $k$ atoms).

$$\text{argmin}_{D_c} -2\text{trace}(AD_c^T) + \text{trace}(D_c(B - \lambda_{\min}(B)I_k)D_c^T)$$

$$= \text{argmin}_{D_c} -2\text{trace}(AD_c^T) + \text{trace}(D_cBD_c^T) + K \text{trace}(D_cD_c^T)$$

$$= \text{argmin}_{D_c} -2\text{trace}(AD_c^T) + \text{trace}(D_cBD_c^T) + K'$$

, since $\|d_i\|_2 = 1, \forall i \in \{1, 2, ..., k\}$.

Here $K$ and $K'$ are constants.

(5)

2) **Multi Class Classification:** The natural extension of adversarial dictionary learning algorithm for multi class problems, involves including all the off class examples in the cross reconstruction term as a single batch during each dictionary update step. Here by off class we mean all those training samples that don’t belong to the particular class specific dictionary which is being updated. The procedure is explained in Algorithm 1.

However updating the class specific dictionary in a manner such that each of these updates will have a mini batch of examples, belonging to a particular off class instead of all the off classes, in the cross reconstruction term was the optimization procedure that we used. The procedure is explained in Algorithm 2.

Empirical results in section 4 prove that, Algorithm 2 is a much more effective dictionary update strategy than Algorithm 1, and should be used for multi-class problem instances.

### IV. EXPERIMENTAL VALIDATION

We describe in this section the results obtained using our sparse dictionary based classification framework, with (dubbed Adversarial DL) and without the discriminative criterion (dubbed Reconstructive DL) in the objective function, for various Binary and Multi-Class Audio Classification Problems. The experiments are conducted on two datasets, IEEE DCASE 2013 dataset and GTZAN Music Genre Classification Dataset. For both datasets the value of regularization parameter $\rho$ is selected based on a grid-like search over $\rho$ (between 0.00001 and 0.1, on a log scale).

---

**Algorithm 1** Adversarial DL Algorithm 1 - Multi Class Problems

1. Initialize the dictionary $D = [D_1, ..., D_C]$, where $D_i = [d_1, ..., d_k] \in R^{m \times k}$ is the class specific dictionary and $Y_i \in R^{m \times N_c}$ is the matrix of all training samples belonging to any class $i \in \{1, 2, 3, ..., C\}$.

2. for Each class $i=1$ to $C$ do

   while not converged do

   a. Fix $D_i$ and update $S = [S_1, S_2, ..., S_C]$ by solving (2);

   b. $A = \frac{1}{N} Y_i S_i^T - \frac{1}{N} Y_i S_i^T$  

      $B = \frac{1}{N} S_i S_i^T - \frac{1}{N} S_i S_i^T$  

      $\forall j \in \{1, 2, ..., C\} \cap j \neq i$  

   c. Update each column of $D_i$ using block coordinate descent[12], so that updated $D_i = \text{argmin}_{D_i} -2\text{trace}(AD_i^T) + \text{trace}(D_iBD_i^T)$

      , subject to: $\|d_i\|_2 = 1$, $x = \{1, 2, 3, ..., k\}$, where $B = B - \lambda_{\min}(B)I_k$

   end

end

**Algorithm 2** Adversarial DL Algorithm 2 - Multi Class Problems

1. Initialize the dictionary $D = [D_1, ..., D_C]$, where $D_i = [d_1, ..., d_k] \in R^{m \times k}$ is the class specific dictionary and $Y_i \in R^{m \times N_c}$ is the matrix of all training samples belonging to any class $i \in \{1, 2, 3, ..., C\}$.

2. for Each class $i=1$ to $C$ do

   while not converged do

   a. Fix $D_i$ and update $S = [S_1, S_2, ..., S_C]$ by solving (2);

   for Each class $j \in \{1, 2, ..., C\}$, except $i$ do

      a. $A = \frac{1}{N} Y_i S_j^T - \frac{1}{N} Y_i S_j^T$  

      $B = \frac{1}{N} S_i S_j^T - \frac{1}{N} S_i S_j^T$  

      $\forall j \in \{1, 2, ..., C\} \cap j \neq i$  

   b. Update each column of $D_i$ using block coordinate descent[13], so that updated $D_i = \text{argmin}_{D_i} -2\text{trace}(AD_i^T) + \text{trace}(D_iBD_i^T)$ 

      , subject to: $\|d_i\|_2 = 1$, $x = \{1, 2, 3, ..., k\}$, where $B = B - \lambda_{\min}(B)I_k$

   end

end

|                  | Task 1 | Task 2 |
|------------------|--------|--------|
| Reconstructive DL| 68.4   | 77.91  |
| Adversarial DL-1 (ρ = .001) | 74.81 | 80.71  |
| Adversarial DL-2 (ρ = .001) | 74.81 | 83.02  |
| D-KSVD          | 56.58  | 56.71  |
| D-KSVD + RBF SVM| 69.56  | 61.12  |
| LC-KSVD         | 60.86  | 55.31  |
| LC-KSVD + RBF SVM| 73.90 | 64.67  |

**A. IEEE 2013 DCASE Dataset**

The dataset consists of 3 subsets (for development, training, and testing), of which the training set will contain instantiations of individual events for every class. The development and testing datasets, consists of 1 minute recordings each of every-day audio events in a number of office environments. The audio events for these recordings was annotated to eliminate silent frames and events corresponding to each of the classes were isolated. We chose 2 classes, ClearThroat and Cough, from the dataset to check the performance of our system as a binary classifier. These were chosen since the classes were highly correlated and sounds very identical even to human ears. 4 classes were chosen to validate the performance of our classification framework in the multi class setting, the classes being ClearThroat, Cough, Doorslam and Drawer.

The pre-processing involves generating a normalized magnitude spectrogram output from the wav files such that output levels range from 0 to about 120 for TF bins, roughly corresponding to the 120 dB audio dynamic range. We first divide an utterance into a number of overlapping, fixed-length windows, with the window length equal to the dictionary atom size. In this work, we have kept the window width to 50 frames using a window shift of ∆ frames. Larger values of ∆ reduce computational effort but might decrease representational accuracy[4]. For this dataset, we keep the window shift constant at ∆ = 1 frame. The sparse coefficients are computed using OMP[20] with a fixed number of coefficients, where the maximal number of coefficients was set to two in our experiments both during the training as well as testing phase(as this was giving good performance with less computational cost).

Once the representations were learned, any test signal y is sparse coded over each of the class specific dictionaries D_c to obtain α_c, where c ∈ {1, 2, ..., C} and reconstruction error is used as an index for classification.

\[
\text{identity}(y) = \underset{c}{\operatorname{argmin}} |y - D_c\alpha_c|_2
\]

Table 1 shows the results we obtained for the binary and multi-class classification tasks using various supervised dictionary learning approaches. The D-KSVD and LC-KSVD use the linear predictive classifier to predict the label. We also hybridized the D-KSVD and LC-KSVD by treating dictionary learning and classifier training as two separate processes using an RBF Kernal SVM. From the table it is clear that the dictionaries learned with the discriminative criterion of maximizing the cross reconstruction error gave superior classification performance even without the use of any additional classifier. Also, Algorithm 2, for multi-class problem instances were learning much better dictionaries than Algorithm 1.

**B. Music Genre Classification - GTZAN Dataset**

The second dataset, abbreviated as GTZAN consists of 10 genre classes. Each genre class contains 100 audio recordings 30 sec long.

A stratified 10-fold cross-validation is employed for experiments conducted on the GTZAN dataset and the average
accuracy is reported. Thus each training set consists of 900 audio files and the test set containing 100 audio files.

The pre-processing stage is almost similar to the previous sections except that dictionaries were learned in the log magnitude spectrograms, with windows of length 50 frames. Once the representations were learned, the test signals are sparse coded over each of the class specific dictionaries corresponding to the particular classes and reconstruction error is used as an index for classification. In order to find the class of a particular 30 second length test signal, majority voting was employed. The results with non aggregated features are shown in Table 2.

| Model                              | Accuracy |
|------------------------------------|----------|
| Reconstructive DL                  | 74       |
| Adversarial DL-1 \((\rho = 0.0001)\) | 75.5     |
| Adversarial DL-2 \((\rho = 0.001)\) | 78       |
| GMM+MFCC \((m_s,v_5)\) + other     | 65       |
| IDA+MFCC \((m_s,v_5)\) + other     | 71       |
| AdaBoost + many features           | 83       |
| DBN Layer 1 features + RBF SVM     | 73.5     |
| DBN Layer 2 features + RBF SVM     | 77       |
| DBN Layer 3 features + RBF SVM     | 73.5     |
| CNN                               | 72       |

Fig. 4. Recognition results with different dictionary sizes. From the figure we can infer that for discriminative tasks, increasing the number of atoms beyond a threshold is likely to lead to overfitting, and smaller values are preferred unlike reconstructive tasks where increasing the number of atoms leads to better capabilities.

The accuracy of 78% obtained by our method exceeds the accuracy of 76%, pointed out by [15], obtained when human beings correctly classify music songs. It’s clear from Table 2 that our approach performed better than most systems that pair signal processing feature extractors [11], [21] with standard classifiers such as SVMs, Nearest Neighbors or Gaussian Mixture Models. Considering the fact that we learned dictionaries on generic log magnitude spectrograms and have not resorted to any music specific pre-processing as in [8], which performed unsupervised feature learning in a transductive setting on the entire dataset (which includes the training and test sets during feature learning), our system report one of the highest accuracies using sparse dictionary based techniques for GTZAN dataset. We also compared the results with some of the state of the art deep learning techniques; Deep Belief Networks(DBN) with non-aggregated feature[6] and a Convolutional Neural Network based approach(CNN)[12]. It’s clear from Table 2 that, the adversarial dictionary based classifier is a powerful tool for audio classification tasks and can be used as a standalone classifier.

Here we have not used aggregation of features as in [11], which is considered as a good method for music information retrieval tasks since it was not giving further improvements in our preliminary experiments. Techniques to incorporate this in our framework requires further investigation as this may enhance the capability to capture temporal dependencies between frames.

V. Conclusion And Future Work

We argued that sparse dictionaries can and should be used as stand-alone non-linear classifiers alongside other standard and more popular classifiers, instead of merely being considered as simple feature extractors. We evaluated a discriminative training objective that is more appropriate to train sparse dictionaries for classification problems both in binary as well as mutli-class settings. These adversarial versions of sparse dictionaries integrate the process of discovering features of inputs with their use in classification, without relying on a separate classifier. Extending this framework for overlapping audio events(multi-label problems) and to other type of data including images in the multi-class setting will be taken up as a future work.
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