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We characterize the equation of state for a simple three-dimensional DNA hairpin model using a Metropolis Monte Carlo algorithm. This algorithm was run at constant temperature and fixed separation between the terminal ends of the strand. From the equation of state, we compute the compressibility, thermal expansion coefficient, and specific heat along with adiabatic path.
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I. INTRODUCTION

DNA is one of many self-assembling biological polymers [1]. These molecules form different arrangements depending on their sequence [2]. For DNA, one of these arrangements is the hairpin-loop, a secondary structure formed when single stranded DNA (ssDNA) has two complimentary sequences that fold on top of each other in the shape of a hairpin [3]. The loop of the hairpin is comprised of single stranded DNA, while the stem is formed by double stranded DNA connected by hydrogen bonds between complementary base pairs, as illustrated in Fig. 1. The hairpin structure is not static, but fluctuates predominately between two unique conformations: the open state and the closed state [3]. The DNA predominantly exists in the closed state at temperatures below its melting temperature, allowing the hydrogen bonds in the stem to form. As the temperature increases above the melting temperature, the stem denatures and the structure behaves like linear polymer.

Since DNA has only four different monomers in its primary sequence, there is a relatively high probability that complimentary sequences within the same strand will be located close enough to bind to each other. As such, hairpin structures are fairly common. For instance, hairpins are typically formed during replication [4, 5]. Furthermore, DNA hairpins play a multitude of biological roles, including the regulation of gene expression [6, 11], DNA recombination [12, 15], and mutagenesis [16, 20]. In addition to its biological importance, DNA has many applications in nanotechnology, including nanomedicine [21, 24] and nanorobotics [29, 35]. DNA hairpins in particular are used to make biosensors [36, 40], DNA computers [41, 42], and shape shifting smart materials [43].

To better understand the thermodynamic and statistical properties of both engineered and biological DNA-based structures, researchers have employed a variety of single molecules force measuring techniques. These include nanopores [44, 47], optical tweezers [46, 52], and AFM [52, 57]. Force measurement experiments typically involve anchoring one portion of the molecule while another portion is pulled with a force that can be either measured or derived.

In addition to single molecule experiments, simple coarse grained models can elucidate many qualitative features about the behavior of DNA at the nanoscale. DNA modeling originated with simple Ising-like models in the 1960s [58, 59]. These simplified, two-state models only characterize a base pair as existing in an open or closed state [60], however, they fail when fine resolution is required to detect large-amplitude fluctuations at temperatures below that of denaturation [61]. Coarse grained models provide a better avenue for understanding physics at the mesoscopic level [62]. Computational methods for analyzing these models are diverse, including Monte Carlo methods, Lattice Boltzmann methods, Brownian dynamics, and molecular dynamics [63, 64]. One model, the Peyrard Bishop (PB) model, simplifies the structure of DNA by representing hydrogen bonds and stacking interactions as Morse and Harmonic bonds, respectively [65]. Cuesta-López, Peyrard, and Graham (CLPG) further extended the PB Model to account for the two-dimensional position of each base, rather than...
simply the separation between bases \([00]\). This modification permitted the formation hairpin structures, while still maintaining a great deal of simplicity. Using this model, CLPG analyzed the melting characteristics of hairpins under various circumstances to examine the role strand rigidity and other properties play in melting.

While CLPG focused primarily on melting, the simplicity of their model makes computing other thermodynamics properties via simulation straightforward, as many states can be sampled in a relatively short computational run time. Moreover, while the model may not be detailed enough to quantitatively capture fine details of a DNA hairpin, it’s simplicity may make it generally applicable to qualitatively describing the features of many types of folded polymers. In what follows, we examine the thermodynamic properties and response functions for the CLPG model using data obtained from Metropolis Monte Carlo simulations.

This paper is organized as follows. In section 2, we describe a three dimensional version of the CLPG hairpin model that we simulated as well as the Monte Carlo algorithm we used to determine the thermodynamic properties of the model. In section 3, we discuss the results including fitted functional forms for approximate equations of state along with notable features of the thermodynamic response functions. In section 4, we conclude by discussing possible implications and applications of the work described.

## II. METHODS

We simulated a three-dimensional version of the DNA hairpin model originally introduced by CLPG \([00]\). While the CLPG model was originally simulated in two dimensions, the forms for the potentials make it straightforward to extend the model to three dimensions. In this model, each of the \(N = 24\) beads represents a nucleotide comprised of a base, sugar, and a phosphate group. The 6 beads at each end of the strand were assigned to the stem and allowed to bond to the complimentary bead at the opposite end. This left 12 beads in the loop of the hairpin. We chose to keep all parameters in the three dimensional model within an order of magnitude as the original CLPG model, as this ensured a realistic melting temperature. Below we describe the model’s energetic potentials and define the parameters.

### A. Model

The CLPG model describes stacking interactions and hydrogen bonding between complimentary bases in the stem via a Morse potential. This potential takes the form

\[
V_M = D \left[ e^{-\alpha(|\vec{r}_i - \vec{r}_j|-d_0)} - 1 \right]^2 ,
\]

where \(d_0 = 10 \text{ Å}\) is the equilibrium separation between paired bases in the stem, \(D = 0.22 \text{ eV}\) is the well depth, \(\alpha = 4.45 \text{ Å}^{-1}\) is the inverse well width, and \(\vec{r}_i\) and \(\vec{r}_j\) are three dimensional position vectors to bases \(i\) and \(j\), respectively. Each base pair in the stem of the hairpin interacts through a Morse potential.

The energy between adjacent beads in the strand is described by a harmonic potential of the form

\[
V_H = K_s (|\vec{r}_i - \vec{r}_j| - r_0)^2 ,
\]

where \(K_s = 0.22 \text{ eV/Å}^2\) represents the stiffness of the spring and \(r_0 = 6.0 \text{ Å}\) represents the average interparticle distance.

It is known that the flexibility of a DNA strand is dependent on its sequence \([07]\). To account for the role sequence-dependent base stacking plays in the flexibility of the strand, CLPG introduced a rigidity potential,

\[
V_R = K_r (1 + \cos \theta_i) ,
\]

where \(K_r\) is the strength of the rigidity potential and \(\theta_i\) is the angle formed by bases \(i - 1\), \(i\), and \(i + 1\). This potential influences the shape of the loop, with larger rigidity strengths \(K_r\) creating more rounded loops and small \(K_r\) resulting in more twisted loops. Here, we have chosen to examine systems with a fairly weak rigidity strength, \(K_r = 0.05 \text{ eV}\).

Finally, CLPG included a Yukawa potential to eliminate shear distortion within the hairpin stem. This potential, which can be written as

\[
V_{Yuk} = k_{yuk} \left( \frac{e^{-C_{yuk}|r_i - r_j|}}{|r_i - r_j|} \right) ,
\]

provides a repulsive force between base \(i\) and any base \(j\) adjacent to its complimentary pair on the opposite side of the stem. Here, \(k_{yuk} = 50.0 \text{ eV·Å}\) represents the strength of the Yukawa potential and \(C_{yuk} = 0.40 \text{ Å}^{-1}\) represents the inverse Debye screening length.

For brevity, we will henceforth drop units on numerical values listed in the text. Toy models like the CLPG model used here are only expected to produce qualitatively accurate results. As such, exact numerical values are not expected to agree quantitatively with experiments, and the inclusion of units is, perhaps, misleading. Readers who wish to compare the quantitative results to experimental values are free to use dimensional analysis taking the units eV and Å as a base.

### B. Simulation Method

To simulate the statistics of the DNA strand we use a Metropolis Monte Carlo (MC) algorithm. Applied to our model, each time step of the algorithm proceeds as follows:

1. Generate a trial move by choosing a random bead and displacing it in a random direction by a random distance between 0 and \(\sqrt{3}\).
2. Compute the change in energy $\Delta E$.

3. Accept the move with a probability given by the Boltzmann distribution,

$$P_{\text{acc}} = e^{-\Delta E/k_B T}$$

where $T$ is the temperature and $k_B$ is Boltzmann’s constant.

In each run, the terminal bases were separated by a distance $x$, which was held fixed throughout the simulation. By holding the position fixed, we mimic the situation where an AFM tip or some other positioning device constrains the ends of the polymer. Thermodynamically, this corresponds to the $N$-$x$-$T$ ensemble.

We began each run by initializing the DNA in a “bent” hairpin state as illustrated in Fig. 2. In this configuration, the strand was bent at its center to produce two segments of equal length, each containing 12 beads. With the exception of the terminal bases, adjacent bases within a segment were separated by a distance $r_0$, while the two segments themselves were arranged in parallel lines separated by a distance $d_0$. This arrangement ensured that bases within each segment would have zero contribution to the energy from the harmonic and rigidity potentials, while bases in the stem would be bonded at the minimum of the Morse well. Bases at the kink in the hairpin would exhibit a large energy contribution arising from the rigidity potential, but this high energy conformation generally did not survive an equilibration period before recording data.

We initialized each MC run with a different random number seed to ensure the sequence of MC moves was statistically independent from that of other runs. Since a 24 particle system size is fairly small, we were able to run the simulations for a total of $10^8$ MC steps, of which the first $2.5 \times 10^7$ were spent allowing the system to equilibrate. After the equilibration period, we recorded the state of the system every $5 \times 10^5$ MC steps. From these states, we then computed the energy and the net force on the first bead. It is only necessary to compute the force along the separation vector in the $x$ direction, since the $y$ and $z$ components of the force will average to zero by symmetry. After computing the energy and force for each of the 175 states recorded throughout the run, we then computed the average energy and average force on the terminal bases for the run.

To see how the system behaves over a wide range of conformations, we ran simulations with separation distances ranging from $x = 9.5$ to $x = 11.9$ at intervals of 0.3, and again from $x = 12$ to $x = 152$ at intervals of 20. These values ensured there was sufficient data to determine a decent fit for the state equations both in the Morse well where the energy and force change rapidly, and outside the Morse well where these functions change slowly. For each one of these separation distances, we ran simulations at temperatures ranging from 200-400 at intervals of 4.

III. RESULTS

A. Equations of State

In Fig. 3, we plot the mean force $\bar{F}$ on the terminal bases as a function of temperature $T$ for terminal base pair separation values $x = 10.4$ (red, dashed) and 152 (black, dotted). As can be seen from the linear fits to the data, the slope changes significantly from negative to positive between these two separation values. This suggests the slope has an appreciable dependence on the separation between the terminal bases. A trend in the slope can be observed by looking at $\bar{F}$ versus $T$ plots for many separation values simultaneously. In Fig. 4, we plot $\bar{F}$ versus $T$ for multiple values of separation $x$.

![FIG. 2. The starting configuration of a DNA hairpin (left) and the state of the hairpin after equilibration (right). The terminal bases are fixed with a separation distance $x$ throughout the simulation.](image_url)
The harmonic force plays a role. The fitted function requires this factor because intermediate separation values do not necessarily compress the harmonic bonds, since the chain may assume twisted conformations in three dimensional space. The final term in the right hand side of equation (6) generates the roughly linear temperature dependence shown in Figs. 3 and 4. Since the slope of $\bar{F}$ versus $T$ is a strongly dependent and seemingly monotonically increasing function of $x$, we model it as a simple linear function with an intercept $c_1$ and a slope $c_2$.

Using Mathematica’s FindFit function, we determined best fit values for the fitting parameters, which can be found in Table I.

In Fig. 5 we make a three-dimensional plot of the mean force $\bar{F}$ versus separation $x$ and temperature $T$. This plot shows the discrete simulation data (red) and the continuous fitted function (gray), which visually matches the data fairly well.

As with the mean force on the terminal base, it is beneficial to fit a functional form to the mean energy of the system. In Fig. 6 we plot the mean energy $\bar{E}$ as a function of temperature $T$ for terminal base pair separation values $x = 10.4$ and 152. As with the mean force function, there is a significant difference in slopes, and additionally, a stark contrast in the noise at these two separation values. Again, observing plots of $\bar{E}$ versus $T$ for many separation values helps elucidate trends in the data.

In Fig. 7 we plot the mean energy $\bar{E}$ as a function of $T$ for multiple separation values. In contrast to Fig. 4 the slope is positive for all $x$ values, which indicates that energy increases as temperature rises as expected. Further-

![Figure 4](image-url)

**FIG. 4.** A plot of the mean force $\bar{F}$ acting on the terminal bases of the hairpin versus temperature $T$ for terminal base pair separations ranging from $x = 10.1$ to $x = 132$.

In Fig. 5 one observes negatively sloping curves at small separations. This slope steadily increases to positive values as $x$ increases. Moreover, there is a significantly larger mean force for $x \leq 11$ and $x \geq 132$. This can be easily understood by noting that the force is largest for small separations, i.e. when the terminal bases are compressed to the point that the separation dips below the equilibrium separation of the Morse bond. Physically, this corresponds to forcing the electron clouds of the atoms in the terminal bases to overlap. At large separations, the DNA strand is stretched nearly straight and the harmonic bonds between adjacent bases expand past their equilibrium distance, leading to large mean forces for $x \geq 132$. This corresponds to stretching the bonds in the backbone of the linear DNA strand.

With these observations in mind, we chose the following fitting form for the mean force function,

$$
\bar{F}(x, T) = -2\alpha' D' e^{\alpha'(d_0' - x)} \left( e^{\alpha'(d_0' - x)} - 1 \right) \\
+ 2K_s'(x - R_0') \cdot \Theta(x - R_0') \\
+ T(c_1 + c_2x)
$$

Here, the first term is inspired by the Morse force $\bar{F}_M = -\nabla V_M$. The primes on each variable denote that these are fitting parameters for the force function, not the parameters from the original potentials. The second term arises from the harmonic force $\bar{F}_H = -\nabla V_H$, which becomes prominent when the strand is stretched beyond the straight strand equilibrium length, defined as $R_0 = (N - 1)r_0$. This terms contains a Heaviside theta function $\Theta(x - R_0')$ that ensures only the right half of the harmonic potential plays a role. The fitted function requires this factor because intermediate separation values do not necessarily compress the harmonic bonds, since the chain may assume twisted conformations in three dimensional space. The final term in the right hand side of equation (6) generates the roughly linear temperature dependence shown in Figs. 3 and 4. Since the slope of

| Parameter | Fit Value |
|-----------|-----------|
| $\alpha'$ | 4.43      |
| $D'$     | 0.220     |
| $d_0'$   | 10.0      |
| $K_s'$   | 0.00603   |
| $R_0'$   | 120       |
| $c_1$    | $-1.42 \times 10^{-5}$ |
| $c_2$    | $4.74 \times 10^{-1}$ |

**TABLE I.** Fitting parameters for the $\bar{F}(x, T)$ function.

FIG. 5. A three dimensional plot of mean force $\bar{F}$ as a function terminal base pair separation $x$ and temperature $T$ (red) along with the corresponding fitted function (gray).
FIG. 6. A plot of the mean energy $\bar{E}$ as a function of temperature $T$ for terminal base pair separation values of $x = 10.4$ and 152 as temperature increases.

more, the slope of these plots does not appear to monotonically increase as a function of $x$, which is made clearer by the plot of fitted slope $(\partial \bar{E}/\partial T)_x$ versus $x$ shown in Fig. 8. The energy at the extreme values of $x$ is noticeably larger due to the compressing of the Morse bond and stretching of harmonic springs. The compressed states at $x = 9.5$ and $x = 9.8$ may contain a slight s-shape reminiscent of a melting curve. This suggests there may be a pseudo-phase transition between the hybridized and unhybridized states as one increases the temperature, however it is difficult to say for certain because of the large amount of noise. Slightly larger values of $x$ outside the Morse well appear mostly linear, though there may be some downward curvature masked by the noise. Highly stretched hairpins (e.g. $x \geq 72$) exhibit a lower noise straight line dependence on the temperature. This can be easily explained; at this extreme, the energy is dominated by the energy of the harmonic bonds, which have a linear dependence on the temperature according to the equipartition theorem. Stretching the strand length past the straight strand equilibrium length $R_0$ results in a large harmonic bond energy, as can be seen in the data at $x = 152$.

We fit the mean energy $\bar{E}$ to the function,

$$\bar{E}(x, T) = D'' \left(e^{\alpha''(d_0''-x)} - 1\right)^2 + K''_s(x-R_0'')^2 \cdot \Theta(x-R_0'') + Tm(x) + b(x)$$

Here, the double primes on the parameters indicate that they are mean energy fitting parameters, not the parameters defined for the original model. The first term on the right hand side mimics the energy due to the Morse potential, and the second term mimics the energy due to the harmonic potential. As with our mean force function, we included a factor containing a Heaviside theta function to truncate the left side of the harmonic well, which does not play a significant role. The final two terms on the third line of equation 7 provide the temperature dependence. Given the large amount of noise at small separations, we chose to err on the side of simplicity and use a linear fit to the temperature, albeit one whose slope $m(x) = m_0 + m_1 x + m_2 x^2$ and intercept $b(x) = b_0 + b_1 x + b_2 x^2$ are fitted to quadratic functions of the separation $x$.

| Parameter | Fit Value |
|-----------|-----------|
| $\alpha''$ | 5.19 |
| $D''$ | $8.98 \times 10^{-2}$ |
| $d_0''$ | 10.0 |
| $K''_s$ | $1.23 \times 10^{-2}$ |
| $R_0''$ | 138 |
| $m_0$ | $7.53 \times 10^{-3}$ |
| $m_1$ | $-1.21 \times 10^{-3}$ |
| $m_2$ | $5.83 \times 10^{-4}$ |
| $b_0$ | $-0.554$ |
| $b_1$ | $4.45 \times 10^{-2}$ |
| $b_2$ | $-2.38 \times 10^{-4}$ |

FIG. 7. A plot of the mean energy $\bar{E}$ as a function of temperature $T$ for terminal base pair separations ranging from $x = 9.5$ to $x = 152$. Note that the slope for all values of $x$ are positive.

FIG. 8. A plot of the derivative of the energy with respect to the temperature $(\partial \bar{E}/\partial T)_x$ versus separation $x$. The solid lines represents a quadratic fit to the data. The inset shows the same data near the inside of the Morse well from $x = 9.5$ to $x = 12$.

TABLE II. Fitting parameters for the $\bar{E}(x, T)$ function.
To determine the fitting parameters, we again used Mathematica’s `FindFit` function. The fitting results can be found in Table [II]. In Fig. [9] we plot the discrete simulation data (red) and smooth fitted function (gray), which visually appears to match the simulation data within some uncertainty.

After obtaining these state equations, it is straightforward to obtain the thermodynamic response functions. In the following sections, we compute the isothermal compressibility, thermal expansion coefficient, heat capacity at constant separation, and the shapes of the adiabatic and isothermal pathways.

### B. Isothermal Compressibility, $\kappa_T$

After obtaining the equations of state for the DNA hairpin, it is straightforward to compute the response functions. Here, we define the isothermal compressibility for a single DNA hairpin as

$$\kappa_T = \left( \frac{\partial x}{\partial \bar{F}} \right)_T$$

(8)

Note that our definition does not include the inverse length $1/x$ factor, which is conventional when discussing the compressibility of bulk materials.

We computed the isothermal compressibility by taking the inverse of the partial derivative of the fitted function for the mean force $\bar{F}(x, T)$ with respect to $x$. In Fig. [10] we plot the compressibility as a function of terminal base pair separation for a variety of separation ranges. In the region $x \lesssim 10$, one can observe a small compressibility on the order $10^{-2}$ to $10^{-1}$. In this range, the Morse bond of the terminal base pair is already somewhat compressed. Experimentally, further reduction in the bond length leads to partial overlap of the electron clouds in atoms of the terminal bases, which requires a large force and results in a small compressibility.

The compressibility changes dramatically as the terminal bases are stretched to a separation $x \gtrsim 10.15$. In this region, the hairpin becomes unstable, and the compressibility approaches infinity as shown in Fig. [10A]. This limit represents the cusp of the bond between the terminal bases breaking. When stretched past this separation, the hairpin pops open in a discontinuous transition to the open state. For separations $x \approx 12.6$, the compressibility again approaches infinity as shown in Fig. [10B]. This point represents the limit at which the open DNA strand snaps shut into its hairpin form. The unstable region, in which the compressibility becomes negative, extends over a range $10.2 \lesssim x \lesssim 12.5$.

In the separation range $14 < x < 120$, the DNA strand...
is open but not stretched to its full extent. Over this range, the compressibility does not have a significant dependence on the separation value \( x \). The compressibility varies with temperature over a range \( 5000 < \kappa_T < 10,000 \) for temperatures in the range \( 200 < T < 400 \), as can be seen in the plot of Fig. 11.

The compressibility is plotted for separations \( x \gtrsim 120 \) in Fig. 10C. Here, the DNA strand is nearly stretched to its full extent. The harmonic bonds connecting adjacent bases in the strand stretch as the terminal ends are pulled, forcing the strand to an almost straight configuration. In this arrangement, it takes an exceedingly large force to stretch the DNA any further from its already highly strained configuration. For this reason, the compressibility drops rapidly to a roughly constant value around \( \kappa_T \approx 80 \).

### C. Thermal Expansion Coefficient, \( \alpha \)

We define the thermal expansion coefficient as follows,

\[
\alpha = \left( \frac{\partial x}{\partial T} \right)_{\bar{F}} = - \left( \frac{\partial x}{\partial \bar{F}} \right)_{T} \left( \frac{\partial \bar{F}}{\partial T} \right)_{x}.
\]  

(9)

As with the isothermal compressibility, we neglect the factor of \( 1/x \) which is included in the standard definition of the thermal expansion coefficient for bulk materials. The thermal expansion coefficient can be computed directly by taking partial derivatives of the fitted force function \( \bar{F}(x,T) \) from equation 6 with respect to \( x \) and \( T \) and using the cyclic rule, as shown in the right hand side of equation 9.

**FIG. 12.** A plot of temperature \( T \) versus separation \( x \) for a force fixed at \( \bar{F} = 0 \).

To help interpret the thermal expansion data, we first plot the temperature \( T \) as a function of the terminal base pair separation \( x \) for a fixed force \( \bar{F} = 0 \) in Fig. 12. From the figure, we see that the slope of the graph is positive for separations smaller than \( x \approx 10.15 \), which produces a positive thermal expansion coefficient. At a separation \( x \approx 10.15 \), there exists a peak giving a slope of zero, and a thermal expansion coefficient that approaches infinity as illustrated in Fig. 13. For separations in the range \( x \gtrsim 10.15 \), the slope is negative, giving a negative thermal expansion coefficient (Fig. 13). As with the compressibility, this region is unstable. Simply put, under zero applied force, the hairpin can only thermally expand so far before popping open. This makes sense given the extremely large temperature values near the peak. The peak in Fig. 12 corresponds to a spinodal, which is the limit of metastability. This is somewhat expected, since spinodals have been shown to exist in mean field models of DNA [68]. Points to the immediate left of that peak are metastable with respect to the open state of the DNA strand.

**FIG. 13.** A plot of thermal expansion coefficient \( \alpha \) versus separation \( x \) for a force fixed at \( \bar{F} = 0 \).

**FIG. 14.** A plot of thermal expansion coefficient \( \alpha \) versus temperature \( T \) for a force fixed at \( \bar{F} = 0 \).

In Fig. 14 we plot the thermal expansion coefficient as a function of temperature in the range from \( T = 200 \) to 400 for a fixed force \( \bar{F} = 0 \). As can be seen from the plot, the thermal expansion coefficient varies little over this temperature range and remains on the order \( \alpha \approx 10^{-6} \). This is in sharp contrast, to Fig. 13 in which \( \alpha \to \infty \). However, the temperature range over which the thermal expansion coefficient blows up is much larger than what is biologically relevant or even technologically feasible. As such, we can assume that for reasonable temperature values, the model predicts a roughly constant thermal expansion coefficient.
D. Constant Separation Heat Capacity, $C_x$

We define the constant separation heat capacity as,

$$C_x = \left( \frac{dQ}{dT} \right)_x = \left( \frac{\partial \bar{E}}{\partial T} \right)_x,$$

(10)

where $dQ$ is the differential heat added to the system. We computed the partial derivative of the mean energy with respect to temperature directly using the fitted form for $\bar{E}$ from equation 7. Since the fitted mean energy depends linearly on the temperature, there is no temperature dependence in the specific heat. We plot the $C_x$ as a function of separation $x$ in Fig. 15.

![Figure 15](image15.png)

**FIG. 15.** A plot of the specific heat $C_x$ versus separation $x$.

In Fig. 15, we see that the specific heat at constant separation exhibits a minimum at intermediate values of stretching. For DNA in the hairpin configuration (i.e. small $x$), this makes sense, since unstretched strands require more thermal energy to break bonds. Similarly, highly stretched strands are strained and require a large amount of energy to further increase thermal fluctuations.

E. Isothermal and Adiabatic Pathways

By definition, adiabatic pathways feature no heat transfer, $\Delta Q = 0$. From the first law of thermodynamics, we may write

$$d\bar{E} = dQ + dW = dQ + \bar{F}dx,$$

(11)

where $dW = \bar{F}dx$ is the quasistatic differential work done on the DNA strand. Along an adiabatic path, it must be true that $d\bar{E} = \bar{F}dx$. To determine the shape of an adiabatic path for a DNA hairpin, we use the following procedure.

1. We first chose an initial temperature $T_i$ and terminal base pair separation $x_i$ as our starting point, and from these, we computed the mean force $\bar{F}_i$.

2. We then chose the next value for the mean separation,

$$x_{i+1} = x_i + dx,$$

(12)

where we chose $dx = 0.01$ small enough to give a smooth curve.

3. We found $T_{i+1}$, such that,

$$\bar{E}(x_{i+1}, T_{i+1}) - \bar{E}(x_i, T_i) = \left( \frac{\bar{F}(x_{i+1}, T_{i+1}) + \bar{F}(x_i, T_i)}{2} \right) dx$$

(13)

4. Finally, steps 1 through 3 were iterated many times to determine the shape of the adiabatic pathway.

Equation 13 is simply a discretized version of equation 11, in which we have averaged of the mean forces between points and set $dQ$ to zero.

![Figure 16](image16.png)

**FIG. 16.** A plot of the mean force $\bar{F}$ versus separation $x$ illustrating the adiabatic (red) and isothermal (black) pathways. The adiabatic and isothermal pathways only differ significantly when the DNA strand is greatly stretched.

In Fig. 16, we plot the isothermal (black, solid) and adiabatic (red, dotted) pathways. As can be seen from the inset on the figure, inside the well within the region from $x < 12$, there is little difference between the adiabatic and isothermal curves. This is likely due to the large force associated with the Morse bond between the terminal base pair. Only when the hairpin is stretched to its full linear extent $x \gtrsim 130$ do we observe an appreciable deviation between the adiabatic and isothermal pathways.

IV. CONCLUSIONS

In summary, we used the Metropolis Monte Carlo algorithm to simulate a three dimensional version of the CLPG model. We obtain fitted equations of state for the mean force and energy of DNA hairpins. From these equations of state, we computed several response functions and determined the shape of the adiabatic pathway. The equations of state and response functions are...
potentially useful thermodynamic properties of the hairpin. For this reason, the results presented here may be used to inform researchers studying biological processes or developing novel nanoscale devices.

Many reactions and interactions in biochemical processes take advantage of chemical energy. For example, proteins achieve motion by binding to ATP, which spontaneously dissociates into ADP and a phosphate ion, resulting in repulsive forces that convert chemical energy to kinetic energy. By imitating the mechanics of these mechanical biological processes, molecular nanomachines could be designed to achieve a desired motion. A DNA hairpin that opens and closes could be used to move molecular scale objects similar to the snapping-open of ATP. Unlike ATP, which utilizes chemical energy, the mechanics of the hairpin can be controlled by macroscopically by adjusting the temperature, making it more akin to a heat engine than a chemically-powered engine.

The creation of a nanoscale heat engine would not be new. Other forms of nanoscale heat engines include Otto engines [69, 70], all-optical nanomechanical heat engines [71], and cold-atom based heat engines [72]. Unlike these examples, a DNA-based heat engine would be able to operate in ambient solution at or above room temperature, which may make it more accessible experimentally.

Piezochromic luminescent materials are now being used in some nanoscale heat engines to determine whether the heat engine has undergone the desired mechanical stimuli [73, 74]. Piezochromic materials fluoresce when they undergo dynamic phenomenon such as shearing, grinding or pressure [74]. By attaching piezochromic materials to the terminal ends of the DNA hairpin, one (a) should be able determine whether the hairpin opened or not by detecting the fluorescence and (2) could potentially extract useful energy from the light emitted.
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