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Abstract
We propose and analyze a first-order in time, second order in space finite difference scheme for the functionalized Cahn-Hilliard (FCH) equation with a logarithmic Flory-Huggins potential. The semi-implicit numerical scheme is designed based on a suitable convex-concave decomposition of the FCH free energy. We prove unique solvability of the numerical algorithm and verify its unconditional energy stability without any restriction on the time step size. Thanks to the singular nature of the logarithmic part in the Flory-Huggins potential near the pure states \( \pm 1 \), we establish the so-called positivity-preserving property for the phase function at a theoretic level. As a consequence, the numerical solutions will never reach the singular values \( \pm 1 \) in the point-wise sense and the fully discrete scheme is well defined at each time step. Next, we present a detailed optimal rate convergence analysis and derive error estimates in \( L^\infty(0, T; L^2_h) \cap L^2(0, T; H^3_h) \) under a linear refinement requirement \( \Delta t \leq C_1 h \). To achieve the goal, a higher order asymptotic expansion (up to the second order temporal and spatial accuracy) based on the Fourier projection is utilized to control the discrete maximum norm of solutions to the numerical scheme. We show that if the exact solution to the continuous problem is strictly separated from the pure states \( \pm 1 \), then the numerical solutions can be kept away from \( \pm 1 \) by a positive distance that is uniform with respect to the size of the time step and the grid. Finally, a few numerical experiments are presented. Convergence test is performed to demonstrate the accuracy and robustness of the proposed numerical scheme. Pearling bifurcation, meandering instability and spinodal decomposition are observed in the numerical simulations.
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1 Introduction

We consider the following functionalized Cahn-Hilliard (FCH) equation:

\[
\begin{aligned}
\partial_t \phi &= \nabla \cdot (\mathcal{M}(\phi) \nabla \mu), \\
\mu &= -\epsilon^2 \Delta \omega + f'(\phi) \omega - \epsilon^p \eta \omega, \\
\omega &= -\epsilon^2 \Delta \phi + f(\phi),
\end{aligned}
\]  

(1.1)

Here, we assume that \( T > 0 \) is a given final time and \( \Omega = (0, 1)^d \) with the spatial dimension \( 1 \leq d \leq 3 \). For the sake of simplicity, below we analyze the system (1.1) in a periodic setting on \( \Omega \) such that the variables \( \phi, \mu, \omega \) satisfy periodic boundary conditions. With some minor modifications, our results can be extended to the case with homogeneous Neumann boundary conditions, or boundary conditions of mixed periodic-homogeneous Neumann type.

In the system (1.1), the scalar function \( \phi: \Omega \times (0, T) \rightarrow \mathbb{R} \) denotes local concentrations of the two components in a binary mixture (for instance, an amphiphilic material in a solvent). Here we define \( \phi \) as the difference of volume fractions. In view of its physical interpretation, only the values \( \phi \in [-1, 1] \) are admissible. The pure states correspond to the values \(-1\) (the pure solvent) and \(1\) (the pure amphiphile), whereas \( \phi \in (-1, 1) \) indicates the presence of a mixing state. The scalar function \( \mu : \Omega \times (0, T) \rightarrow \mathbb{R} \) in (1.1) corresponds to the first variational derivative of the following free energy functional:

\[
E(\phi) = \int_{\Omega} \frac{1}{2} \left( \epsilon^2 \Delta \phi - f(\phi) \right)^2 - \epsilon^p \eta \left( \frac{\epsilon^2}{2} |\nabla \phi|^2 + F(\phi) \right) \, dx,
\]  

(1.2)

where \( \epsilon > 0, \eta > 0 \) and \( p \in \{1, 2\} \) are given parameters. The energy (1.2) extends the classical Cahn-Hilliard energy for the separation process of binary mixtures in the literature (see [3, 5])

\[
E_{CH}(\phi) = \int_{\Omega} \frac{\epsilon^2}{2} |\nabla \phi|^2 + F(\phi) \, dx,
\]  

(1.3)

where \( F \) stands for the homogeneous free energy density of mixing and its derivative is denoted by \( f = f' \). Then the scalar function \( \omega : \Omega \times (0, T) \rightarrow \mathbb{R} \) in (1.1) corresponds to the first variational derivative of \( E_{CH} \), which is the chemical potential in the classical Cahn-Hilliard theory. Hence, the system (1.1) can be viewed as a higher-order extension of the Cahn-Hilliard equation:

\[
\partial_t \phi = \nabla \cdot \left[ \mathcal{M}(\phi) \nabla (-\epsilon^2 \Delta \phi + f(\phi)) \right].
\]  

(1.4)

In (1.2), the positive parameter \( \epsilon \ll 1 \) characterizes the width of inner structures, e.g., the (diffuse) interfaces between two components. Next, let us pay some more attention on the parameter \( \eta \in \mathbb{R} \), which plays an important role in the modelling and analysis. Indeed, the sign of \( \eta \) can change fundamentally the structure of the problem as well as the physically motivating examples [20]. When \( \eta = 0 \), the energy \( E \) reduces to the well-known phase-field formulation of the Willmore functional (PFW) that approximates the Canham-Helfrich...
bending energy of surfaces. The corresponding phase-field model has been used to study deformations of elastic vesicles subject to possible volume/surface constraints (see e.g., [27, 28]). When $\eta < 0$, the energy $E$ is related to the so-called Cahn-Hilliard-Willmore (CHW) energy, which was introduced in [7, 74, 78] to investigate strong anisotropy effects arising in the growth and coarsening of thin films. In this paper, our interest will focus on the case $\eta > 0$ such that $E$ is referred to as the functionalized Cahn-Hilliard (FCH) energy in the literature. It was first proposed in [40] to model phase separation of mixtures with an amphiphilic structure. Later on, the extended FCH model was used to describe nanoscale morphology changes in functionalized polymer chains [66], amphiphilic bilayer interfaces [20, 21, 37], and membranes undergoing pearling bifurcations [23, 67]. With a positive parameter $\eta$, the FCH energy (1.2) reflects the balance between the square of the variational derivative of $E_{\text{CH}}$ against itself: the first term stabilizes bilayers, pores and micelle structures, while the second term promotes the growth of interfaces and competition between these geometries (see e.g., [50]). Minimizers of the FCH energy are approximate critical points of $E_{\text{CH}}$, which however favor more surface area. This fact dramatically changes the nature of the energy landscape and presents rich morphological structures that are quite different from the phase separation process described by the classical Cahn-Hilliard energy. The FCH energy can naturally incorporate the propensity of the amphiphilic surfactant phase to drive the creation of stable bilayers, or homoclinic interfaces with an intrinsic width [20]. In particular, the bilayer structure has the distinct feature that it separate two identical phases by a thin region of a second phase. For recent works on the minimization problem of the FCH energy, bilayer-structures, pearled patterns, nanostructure morphology changes and network bifurcations, we refer to [50, 52, 67–69] and the references cited therein. Finally, we note that the exponent $p$ in (1.2) compares the dominant components in the FCH energy and distinguishes some natural limits. The case $p = 1$ corresponds to the so-called strong functionalization such that the functionalization terms dominate the Willmore corrections from the squared variational term. It leads to morphological competitions mediated by total curvature and bifurcation structures (e.g., the meandering instability on a slow $O(\epsilon^{-1})$ time scale and the pearling instability on a fast $O(\epsilon)$ time scale), which depend primarily upon the functionalization parameters and the shape of the potential $F(\phi)$, see [23, 52]. The case $p = 2$ corresponds to the weak functionalization such that the functionalization terms balance with the Willmore terms. It leads to competitive morphological evolution on a slower time-scale $O(\epsilon^{-2})$ through Willmore type flows involving cubic terms in the curvature and surface diffusion that support bistability of network morphologies of distinct codimension, see [21, 37].

The diffusion mobility $\mathcal{M} = \mathcal{M}(\phi)$ is nonnegative and generally may depend on the concentration $\phi$. In the classical Cahn-Hilliard equation (1.4), a typical form of the mobility is given by $\mathcal{M}(\phi) = 1 - \phi^2$ (see e.g., [3, 43]), which turns out to be degenerate at the pure phases $\pm 1$, see also [17, 30] for more general choices. The degeneracy of the mobility describes the physical situation that particle movement is confined to the interface region and the dynamics are governed by surface diffusion [6]. For the mixtures of amphiphilic molecules in solvent, it is also reasonable to allow the mobility to depend on the concentration. This would eliminate possible exchange of amphiphilic molecules between disjoint morphologies [80] and the degeneracy of the mobility of lipids can prevent spuriously high diffusivity at low concentrations [18]. Next, concerning the nonlinearity $F$, a typical form is given by the following logarithmic type:

\[ F(r) = (1 + r) \ln(1 + r) + (1 - r) \ln(1 - r) - \frac{\lambda}{2} r^2, \quad r \in (-1, 1), \]  

\[ (1.5) \]
where \( \lambda \in \mathbb{R} \) is a given parameter. The thermodynamically relevant potential function (1.6) was proposed in the original work [5] on the phase separation of binary alloys and it also arises in the Flory-Huggins theory for polymer solutions (see [24]). It was shown that reductions of the self-consistent mean field theory model of amphiphilic molecules in solvent can lead to a singular family of FCH energies (see [15]). The first order derivative of \( F \) is denoted by \( f \) such that
\[
    f(r) = \ln \frac{1 + r}{1 - r} - \lambda r, \quad r \in (-1, 1).
\]

When \( \lambda > 2 \), \( F \) has a double-well structure with two minima \( \pm r_s \in (-1, 1) \), where \( r_s \) is the positive root of the equation \( f(r) = 0 \). Besides, we observe that \( \lim_{r \to \pm 1} f(r) = \pm \infty \).

This singular nature of \( f \) near the pure states \( \pm 1 \) brings great challenges in the study of related phase-field equations, including the classical Cahn-Hilliard equation (1.4). To avoid possible difficulties caused by the singularity of \( f \), a widely used approach is to work with an approximate polynomial like
\[
    F(r) = \frac{1}{4} (r^2 - 1)^2, \quad r \in \mathbb{R},
\]
which is sometimes called the “shallow quenching” approximation of (1.5) (see e.g., [22, 81]). In view of the physical interpretation of \( \phi \), only values in the interval \([-1, 1]\) are admissible. However, for a higher-order parabolic equation like the FCH equation (1.1) or the classical Cahn-Hilliard equation (1.4), in general we do not expect a maximum principle for its solution. The singular character of the nonlinearity \( f \) (see (1.6)) can help to keep their solutions staying away from the pure states at a point-wise level such that \(-1 < \phi(x, t) < 1\) almost everywhere in \( \Omega \times (0, T) \). This is also referred to as a positivity-preserving property, since both \( 1 + \phi > 0 \) and \( 1 - \phi > 0 \) hold. The positivity-preserving property motivates us to study the FCH equation (1.1) with the logarithmic potential (1.5), which guarantees the physicality of \( \phi \).

In the study of the Cahn-Hilliard equation (1.4), the degenerate and concentration dependent mobilities were often replaced by constant mobilities and the logarithmic potential was often approximated by polynomials, to simplify the theoretical/numerical analysis and to enable some qualitative understanding of the equation [63]. The logarithmic potential (1.5) arises naturally due to thermodynamic entropy consideration and guarantees the physically relevant positivity-preserving property, while the regular approximation like (1.7) is numerically more convenient to implement. Concerning the Cahn-Hilliard equation (1.4) with the logarithmic potential (1.5), we refer to [1, 22, 30, 38, 39, 55, 62] for extensive theoretic analysis on well-posedness as well as long-time behavior of global solutions (see also the review articles [13, 81]), while for contributions in the numerical studies, we recall [8, 10, 16, 47–49, 56, 58, 82] and the references therein. On the other hand, different mobilities in the Cahn-Hilliard equation do not change the energy landscape but they do strongly influence the kinetics of the process [65]. Limiting motions as \( \epsilon \to 0^+ \) (i.e., the sharp-interface limit) have been studied in the literature. The Cahn-Hilliard equation with a regular double well potential and a constant mobility during the coarsening process can be described by the Mullins-Sekerka problem on the time scale \( t = O(\epsilon^{-1}) \) (see e.g., [64] for the conclusion via formal asymptotic expansions and [2] for a rigorous justification). Analysis for the case with a degenerate mobility turns out to be more subtle. For the Cahn-Hilliard equation with a logarithmic potential and a degenerate mobility \( M(\phi) = 1 - \phi^2 \), the sharp interface limit is indeed interface motion governed by surface diffusion on the time scale \( t = O(\epsilon^{-2}) \), see for instance, the result in [4] via formal asymptotic expansions. Lee et al. [54] recently proved that the interface motion of the Cahn-Hilliard equation with a polynomial double
well potential and a quadratic degenerate mobility is driven by a combination of surface diffusion flux proportional to the surface Laplacian of the interface curvature and an additional contribution from nonlinear, porous-medium type bulk diffusion. Elliott and Garcke [30] proved the existence of a global weak solution to the Cahn-Hilliard equation (subject to homogeneous Neumann boundary conditions) with the logarithmic potential (1.5) and a cut-off in the degenerate mobility like \( \mathcal{M}(\phi) = 1 - \phi^2 \). The weak solution obtained therein belongs to the physical interval \([-1, 1]\) but is not confined in \([-r_*, r_*] \subset (-1, 1)\), hence the model accommodates the well-known Gibbs-Thomson effect (see [17, Remark 1]). Dai and Du [17] showed that the Cahn-Hilliard equation with a regular double well potential and a degenerate mobility without cut-off can also accommodate the Gibbs-Thomson effect and they proved the existence of weak solutions. For further discussions on the influence of the degenerate mobility for the Cahn-Hilliard equation, we refer to [65] and the references therein.

Under suitable boundary conditions (e.g., the periodic or Neumann type), the FCH equation (1.1) with a constant mobility, e.g., \( \mathcal{M}(\phi) \equiv 1 \), can be viewed as an \( H^{-1} \) gradient flow of the FCH energy (1.2), which not only dissipates the energy but also preserves the mass along time evolution. As long as a solution \( \phi \) exists on \((0, T)\) and is sufficiently regular, it holds

\[
\frac{d}{dt} E(\phi) = -\int_\Omega |\nabla \mu|^2 \, dx \leq 0, \quad \forall t \in (0, T), \tag{1.8}
\]

and

\[
\int_\Omega \phi(\cdot, t) \, dx = \int_\Omega \phi(\cdot, 0) \, dx, \quad \forall t \in [0, T]. \tag{1.9}
\]

Concerning the theoretic analysis of equation (1.1), when \( \eta > 0 \) and the periodic boundary conditions are imposed, Dai et al. [19] proved the existence of global weak solutions in the case with a general regular potential including (1.7) and a degenerate mobility like \( \mathcal{M}(\phi) = |1 + \phi|^m \) (i.e., the degeneracy happens in the solvent phase \( \phi = -1 \)). It has been shown in [20, 21] that the degenerate FCH equation does not accommodate the Gibbs-Thomson effect. Then with a cut-off in the degenerate mobility, that is, \( \mathcal{M}(\phi) = \phi \) for \( \phi > 0 \) and \( \mathcal{M}(\phi) = 0 \) for \( \phi \leq 0 \), Dai et al. [18] proved the existence of a nonnegative weak solution (note that in [18] the phase function \( \phi \) was rescaled and the pure solvent phase corresponds to \( \phi = 0 \)). For the case with the regular potential (1.7) and a constant mobility \( \mathcal{M}(\phi) \equiv 1 \), existence and uniqueness of global solutions in the Gevrey class were established in [12] for \( \eta \in \mathbb{R} \), again in the periodic setting. We also mention [29, 61] in which some theoretic results for the Cahn-Hilliard-Willmore equation (with \( \eta < 0 \)) can be found. The case associated with a logarithmic potential (1.5) is more difficult. In the recent work [72], Schimperna and Wu investigated the initial boundary value problem of (1.1) subject to homogeneous Neumann boundary conditions with \( \mathcal{M}(\phi) \equiv 1 \) and \( \eta \in \mathbb{R} \). After overcoming difficulties from the singular potential and its interaction with higher-order spatial derivatives, they proved existence, uniqueness and regularity of a global weak solution and characterized its long-time behavior. Nevertheless, well-posedness of the FCH equation (1.1) with a singular (logarithmic) potential and a degenerate mobility remains an open question.

When the spatial dimension is less than or equal to two, an improved conclusion has been drawn in [72]: if the initial datum \( \phi_0 \) is strictly separated from \( \pm 1 \), then there exists a uniform distance \( \delta \in (0, 1) \) such that \( \|\phi(t)\|_{C(\overline{\Omega})} \leq 1 - \delta \) for all \( t \in [0, T] \). This fact is crucial for obtaining higher order spatial regularity of solutions, since the singular potential \( f \) is now confined on a compact subset of \((-1, 1)\) and thus is smooth. We note that similar properties
have been proven for the classical Cahn-Hilliard equation with a logarithmic potential and for some extended systems, see for instance, [38, 39, 62] and the references therein.

Based on the analytic results obtained in [72], we are going to provide a detailed numerical analysis of the FCH equation (1.1) with logarithmic potential (1.5), subject to periodic boundary conditions. Observe that (1.1) is a sixth order parabolic equation for $\phi$ (see (2.3)–(2.4) below). Those nonlinear terms in the chemical potential $\mu$ such as $\beta(\phi)\beta'(\phi), \beta''(\phi)|\nabla\phi|^2, \Delta \beta(\phi)$ with $\beta(\phi) \triangleq f(\phi) + \lambda \phi$ (see (2.4)) present a highly nonlinear and singular nature of the problem, which turns out to be more involved than the fourth order Cahn-Hilliard equation. This feature yields great challenges in the numerical study. One obvious difficulty is to overcome the step restriction in the time-space discretization such that an explicit numerical scheme will require a rather restrictive Courant-Friedrichs-Lewy (CFL) condition like $\Delta t \leq C h^6$, with $\Delta t$ and $h$ being the time and spatial step sizes, respectively. On the other hand, a fully implicit scheme like backward Euler may be difficult to prove its unique solvability and only conditionally energy stable. Our goal is to present a numerical scheme that is uniquely solvable, preserving the mass conservation, energy dissipation and the positivity property, under some mild refinement requirement. Besides, we shall apply some efficient numerical solvers to solve the numerical scheme in the long-time scale simulation.

There have been some progresses on the numerical study of the FCH equation (1.1) with $\eta > 0$ and a polynomial potential like (1.7). In [50], Jones proposed a semi-implicit numerical scheme and proved its energy stability but the unique solvability was not given. He also made comparisons among semi-implicit, fully-implicit and explicit exponential time differencing (ETD) numerical schemes. A fully implicit scheme with pseudo-spectral approximation in space was introduced in Christlieb et al. [14], where the authors performed numerical tests to show its accuracy and efficiency but did not prove energy stability and solvability. In [42], Guo et al. presented a local discontinuous Galerkin method to overcome the difficulty associated with higher order spatial derivatives. Energy stability was shown for the semi-discrete (time-continuous) scheme therein. Later on, a convex-concave splitting scheme was proposed in Feng et al. [33], where the unique solvability and unconditional energy stability were theoretically verified. Besides, the authors performed the convergence analysis and applied an efficient preconditioned steepest descent algorithm to solve their scheme. Recently, theoretical analysis on the energy stability of a stabilized semi-implicit scheme for the FCH equation was carried out in [85]. We also refer to [83] for an unconditionally energy stable second-order numerical scheme based on the scalar auxiliary variable (SAV) approach, to [86] for a highly accurate, linear and unconditionally energy stable large time-stepping scheme, and to [84] for numerical comparison between those schemes based on the stable SAV approach and the classical BDF method.

It is worth mentioning that all the previous numerical studies mentioned above are associated with a regular (polynomial) potential. To the best of our knowledge, there is no result on the numerical analysis of the FCH equation (1.1) with the logarithmic potential (1.5) in the existing literature. Here we aim to make the first attempt in this direction. The main contributions of this paper are summarized below.

(1) We propose a first-order in time, second order in space semi-implicit finite difference numerical scheme (see (2.18)–(2.19)), based on a suitable convex-concave decomposition of the highly nonlinear FCH energy (see Proposition 3).

One main difficulty comes from the troublesome term $-\int_{\Omega} \beta(\phi) \Delta \phi \, d\mathbf{x}$ in the FCH energy, which is neither convex nor concave (cf. (2.8)). Using integration by parts and the periodic boundary conditions, we can rewrite it as $\int_{\Omega} \beta'(\phi)|\nabla \phi|^2 \, d\mathbf{x}$ instead. Thanks to the strict separation property of $\phi$ (see Proposition 2), we are able to show that the new functional (and its discrete analogue) is strictly convex on a suitable closed set (cf. [71, 72] for conclusions.
in some weaker settings). This observation enables us to derive the desired convex splitting scheme that treats the convex part of $E$ implicitly and the concave part explicitly. Our argument is different from the case with the regular potential (1.7) studied in [33] such that no auxiliary term is required here to guarantee the necessary convexity.

(2) We prove that the proposed numerical scheme (2.18)–(2.19) is uniquely solvable, without any restriction on the size of the time step and the grid (see Theorem 1). Moreover, solutions to this fully discrete scheme preserve the mass at each time step (see Proposition 4) and satisfy the positivity-preserving property in the point-wise sense (see (3.1)).

The positivity-preserving property at the discrete level is crucial, since it guarantees the numerical scheme to be unconditionally well-defined. Concerning the Cahn-Hilliard equation with logarithmic potential (1.5), this issue was first tackled in [16] where Copetti and Elliott worked with a backward Euler scheme. Under certain constraint on the time step, they proved the unique solvability and positivity-preserving property of numerical solutions by applying a regularization of the singular potential and then passing to the limit. An alternative approach was recently introduced in Chen et al. [10], based on the convex-concave decomposition technique (see e.g., [31, 32]). They proposed a first order semi-implicit convex splitting scheme as well as a second order accurate scheme involving the implicit backward differential formulation (BDF). Then they overcame the time step restriction and theoretically justified the unique solvability and energy stability of those schemes. In particular, the logarithmic part was treated in an implicit way and its convexity as well as singularity helped to prevent the numerical solution from approaching the singular values $\pm 1$. Later in Chen et al. [8], a similar idea was applied to show the positivity-preserving property of a second order accurate scheme with a modified Crank-Nicolson approximation. Further applications can be found in recent works on the Cahn-Hilliard equation with a Flory-Huggins-de Gennes energy [25, 26], the Poisson-Nernst-Planck system [60] and the reaction-diffusion system with detailed balance [59] etc.

In this study, we successfully generalize the argument in [10] to the sixth order FCH equation (1.1). Roughly speaking, for any $n \in \mathbb{N}$, we look for a discrete solution $\phi^{n+1}$ to the numerical scheme (2.18)–(2.19) by solving a minimization problem from certain discrete energy $J^n$ derived from the convex-concave energy decomposition (see (3.2)). If the numerical solution in the previous time step (denoted by $\phi^n$) takes all its grid values in $(-1, 1)$ and its discrete average also belongs to $(-1, 1)$, we can use the specific form of the logarithmic term $\beta(\phi)$ and in particular, its singular nature near $\pm 1$ to show that the solution $\phi^{n+1}$ that is a (global) minimum of $J^n$, must exist and can only possibly occur at an interior point in the numerical solution variable domain $A_h$ (see (3.4)). Besides, uniqueness of the numerical solution is a direct consequence of the strict convexity of the discrete energy function.

(3) We verify the unconditional energy stability of the proposed semi-implicit numerical scheme (2.18)–(2.19), see Theorem 2. The proof is based on the convex-concave decomposition of the discrete FCH energy given in Corollary 1. Moreover, the unconditional energy stability enables us to derive a uniform in time $H^2_h$-bound for the numerical solutions (see Corollary 2), which plays an important role in the subsequent convergence analysis.

(4) We perform an optimal rate convergence analysis for the numerical scheme (2.18)–(2.19) and establish an error estimate with $O(\Delta t + h^2)$ accuracy in $L^\infty(0, T; L^2_h) \cap L^2(0, T; H^2_h)$, under a linear refinement requirement on the time step size such that $\Delta t \leq C_1 h$ (see Theorem 3).

To obtain the expected error estimate under the above linear refinement constraint, a crucial step is to construct a higher order asymptotic expansion of the exact solution up to the second order temporal and spatial accuracy (see (5.11)). A similar idea was used in [60] for the
optimal rate convergence analysis of the Poisson-Nernst-Planck system. Here in our case, based on the lower order error estimate in the discrete space $l^\infty(0, T; H^{-1}_h) \cap l^2(0, T; H^2_h)$ (see (5.34)) we can first derive a rough estimate on the modified numerical error function in $l^\infty(0, T; L^2_h)$ (see (5.28)), which combined with the inverse inequality further leads to an error estimate in $l^\infty(0, T; L^\infty_h)$ (see (5.29)), provided that $\Delta t$ and $h$ are suitably small and satisfy the linear constraint $\Delta t \leq C_1 h$. Furthermore, this $L^\infty_h$ estimate allows us to show that all the numerical solutions can be kept away from the pure states $\pm 1$ with a uniform positive distance (see (5.30)). Hence, the singular term $\beta$ (and its derivatives) is confined on a compact subset of $(-1, 1)$, becoming regular and uniformly bounded. With this crucial observation, we can proceed to derive the required higher order error estimate in $l^\infty(0, T; L^2_h) \cap l^2(0, T; H^3_h)$ by using the energy method.

The remaining part of this paper is organized as follows. In Sect. 2 we present some analytic results on the continuous problem and propose the numerical scheme. In Sect. 3, we provide detailed proofs on unique solvability of the scheme and the positivity-preserving property of numerical solutions. The unconditional energy stability is then established in Sect. 4. In Sect. 5, we perform an optimal rate convergence analysis and derive the error estimates. Numerical experiments are presented in Sect. 6 to verify the accuracy and efficiency of our scheme. The mass conservation, energy dissipation and positivity-preserving properties are verified numerically. In the final Sect. 7, we make some concluding remarks.

2 The Numerical Scheme

Throughout this paper, we shall focus on the FCH equation (1.1) with a positive constant mobility, that is,

$$\mathcal{M}(\phi) \equiv 1,$$

without loss of generality.

2.1 Preliminaries: Well-Posedness of the Continuous Problem

Let $X$ be a (real) Banach or Hilbert space with the associated norm denoted by $\| \cdot \|_X$. The symbol $X'$ stands for the dual space of $X$ and $\langle \cdot, \cdot \rangle$ denotes the duality product between $X'$ and $X$. Throughout the paper, we consider the domain $\Omega = (0, 1)^d$ with $1 \leq d \leq 3$. For $m \in \mathbb{N}$, we set

$$C^m_{\text{per}}(\Omega) = \{ f \in C^m(\mathbb{R}^d) \mid f \text{ is } \Omega\text{-periodic} \} \quad \text{and} \quad \hat{C}^m_{\text{per}}(\Omega) = \{ f \in C^m_{\text{per}}(\Omega) \mid \int_{\Omega} f \, dx = 0 \}.$$

Next, we recall some standard notations for Lebesgue and Sobolev spaces in the periodic setting (see, e.g., [12]). For $p \in [1, +\infty)$, we define

$$L^p_{\text{per}}(\Omega) = \{ f \in L^p_{\text{loc}}(\mathbb{R}^d) \mid f \text{ is } \Omega\text{-periodic} \} \quad \text{and} \quad \hat{L}^p_{\text{per}}(\Omega) = \{ f \in L^p_{\text{per}}(\Omega) \mid \int_{\Omega} f \, dx = 0 \}.$$

For $m \in \mathbb{Z}^+$ and $p \in [1, +\infty)$, we define

$$W^{m,p}_{\text{per}}(\Omega) = \{ f \in W^{m,p}_{\text{loc}}(\mathbb{R}^d) \mid f \text{ is } \Omega\text{-periodic} \}, \quad \hat{W}^{m,p}_{\text{per}}(\Omega) = W^{m,p}_{\text{per}}(\Omega) \cap \hat{L}^p_{\text{per}}(\Omega).$$

Springer
When \( p = 2 \), we simply denote \( W_{\text{per}}^{m,p}(\Omega) \), \( \tilde{W}_{\text{per}}^{m,p}(\Omega) \) by \( H_{\text{per}}^m(\Omega) \), \( \tilde{H}_{\text{per}}^m(\Omega) \), respectively. The standard scalar product of \( L_{\text{per}}^2(\Omega) \) will be denoted by \( \langle \cdot, \cdot \rangle_{\Omega} \). For \( m \in \mathbb{Z}^+ \), we also define the dual spaces

\[
H_{\text{per}}^m(\Omega) = (H_{\text{per}}^m(\Omega))' \quad \text{and} \quad \tilde{H}_{\text{per}}^m(\Omega) = \{ f \in H_{\text{per}}^{-m}(\Omega) \mid \langle f, 1 \rangle = 0 \}.
\]

For the sake of convenience, we denote by \( B \) the convex part of the logarithmic potential \( F \) and by \( \beta \) the monotone part of its derivative \( f \) (see [72]), that is,

\[
B(r) := F(r) + \frac{\lambda}{2} r^2 = (1 + r) \ln(1 + r) + (1 - r) \ln(1 - r), \quad r \in (-1, 1),
\]

\[
\beta(r) := f(r) + \lambda r = \ln \frac{1 + r}{1 - r}, \quad r \in (-1, 1).
\]

In [72], Schimperna and Wu investigated the system (1.1) with \( \mathcal{M}(\phi) = 1 \) in a bounded smooth domain \( \Omega \subset \mathbb{R}^d \), \( 1 \leq d \leq 3 \), subject to the homogeneous Neumann boundary conditions \( \partial_n \phi = \partial_n \omega = \partial_n \mu = 0 \) on \( \partial \Omega \) (\( n \) denotes the unit outer normal vector on the boundary \( \partial \Omega \)). They proved existence and uniqueness of a global weak solution to the resulting initial boundary value problem and established its regularity for any positive time, see [72, Theorems 2.3, 2.4]. With minor modifications on the proofs therein, we are able to obtain similar results for the FCH equation (1.1) in the periodic setting.

**Proposition 1 (Well-posedness)** Let \( \Omega = (0, 1)^d \) with \( 1 \leq d \leq 3 \). Suppose that \( F \) is determined by (1.5), \( \lambda, \eta \in \mathbb{R} \) and \( \epsilon > 0 \) are given constants. For any initial datum \( \phi_0 \) satisfying

\[
\phi_0 \in H_\text{per}^2(\Omega), \quad \beta(\phi_0) \in L_\text{per}^2(\Omega), \quad \int_\Omega \phi_0 \, dx \in (-1, 1),
\]

there exists a unique global weak solution \( \phi \) to the system (1.1) subject to the periodic boundary conditions such that, for any \( T > 0 \),

\[
\phi \in H^1(0, T; H_{\text{per}}^{-1}(\Omega)) \cap L^\infty(0, T; H_{\text{per}}^2(\Omega)) \cap L^4(0, T; H_{\text{per}}^3(\Omega)),
\]

\[
\mu \in L^2(0, T; H_{\text{per}}^1(\Omega)),
\]

\[
\omega \in L^\infty(0, T; L_{\text{per}}^2(\Omega)) \cap L^4(0, T; H_{\text{per}}^1(\Omega)),
\]

\[
\beta(\phi) \in L^\infty(0, T; L_{\text{per}}^2(\Omega)) \cap L^4(0, T; H_{\text{per}}^1(\Omega)),
\]

\[
\beta(\phi) \beta'(\phi) \in L^2(0, T; L_{\text{per}}^1(\Omega)), \quad \beta''(\phi) |\nabla \phi|^2 \in L^2(0, T; L_{\text{per}}^1(\Omega)),
\]

\[
-1 < \phi(x, t) < 1 \quad \text{a.e. in} \ \Omega \times (0, T),
\]

and the initial condition is satisfied \( \phi|_{t=0} = \phi_0(x) \) almost everywhere in \( \Omega \). The following weak formulations hold for almost all \( t \in (0, T) \):

\[
\partial_t \phi = \Delta \mu \quad \text{in} \ \ H_{\text{per}}^{-1}(\Omega),
\]

\[
\mu = \epsilon^4 \Delta^2 \phi + \beta(\phi) \beta'(\phi) + \epsilon^2 \beta''(\phi) |\nabla \phi|^2 - 2 \epsilon^2 \Delta \beta(\phi) - \lambda \phi \beta'(\phi) + \epsilon^2 (2\lambda + \epsilon^p \eta) \Delta \phi - (\lambda + \epsilon^p \eta) \beta(\phi) + \lambda (\lambda + \epsilon^p \eta) \phi, \quad \text{in} \ \ H_{\text{per}}^{-1}(\Omega) + L_{\text{per}}^1(\Omega).
\]

Besides, the weak solution \( \phi \) satisfies the mass conservation such that

\[
\int_\Omega \phi(x, t) \, dx = \int_\Omega \phi_0(x) \, dx, \quad \forall \ t \in [0, T].
\]
and for any $t_1, t_2$ satisfying $0 \leq t_1 < t_2 \leq T$, we have the energy equality:

$$E(\phi(t_2)) + \int_{t_1}^{t_2} \| \nabla \mu(s) \|^2_{L^2(\Omega)} \, ds = E(\phi(t_1)).$$

**Remark 1** Due to the singularity of $\beta$ at the pure phases $\pm 1$ (see (2.2)), the requirement $\beta(\phi_0) \in L^2_{\text{per}}(\Omega)$ implies that $-1 < \phi_0(x) < 1$ almost everywhere in $\Omega$ (see [72]).

Next, we present the property of strict separation from pure states $\pm 1$ for global weak solutions. This property holds globally (in time) when the spatial dimension is less than or equal to two, while it can only hold locally in the three dimensional case. In analogy to [72, Proposition 2.8] and keeping in mind the continuous embedding $H^1(0, T; H^{-1}_{\text{per}}(\Omega)) \cap L^\infty(0, T; H^2_{\text{per}}(\Omega)) \hookrightarrow C([0, T]; C_{\text{per}}(\overline{\Omega}))$ for $1 \leq d \leq 3$ (cf. [73]), we can prove the following result:

**Proposition 2** (Strict separation from pure states) Let the hypotheses of Proposition 1 be satisfied.

1. Assume that $d = 1, 2$ and $T > 0$. For any $\tau \in (0, T)$, there exists a constant $\delta \in (0, 1)$ such that the global weak solution $\phi$ obtained in Proposition 1 satisfies

   $$\| \phi(t) \|_{C(\overline{\Omega})} \leq 1 - \delta, \quad \forall t \in [\tau, T].$$

   Moreover, if $\| \phi_0 \|_{C(\overline{\Omega})} \leq 1 - \delta_0$ for some given $\delta_0 \in (0, 1)$, then there exists $\delta_1 \in (0, \delta_0]$ such that

   $$\| \phi(t) \|_{C(\overline{\Omega})} \leq 1 - \delta_1, \quad \forall t \in [0, T].$$

2. Assume that $d = 3$ and $\| \phi_0 \|_{C(\overline{\Omega})} \leq 1 - \delta_0$ for some given $\delta_0 \in (0, 1)$. Then there exists some $T_0 \in (0, T]$ (depending on $\delta_0$) such that

   $$\| \phi(t) \|_{C(\overline{\Omega})} \leq 1 - \frac{1}{2} \delta_0, \quad \forall t \in [0, T_0]. \quad (2.5)$$

**Remark 2** Proposition 2 indicates that if the initial datum $\phi_0$ is strictly separated from $\pm 1$, then in the one or two dimensional case, for an arbitrary but fixed final time $T > 0$, the solution $\phi$ is strictly separated from $\pm 1$ on the whole time interval $[0, T]$ as well. On the other hand, in the three dimensional case, the strict separation property holds only in a “local” sense such that if $\phi_0$ is strictly separated from $\pm 1$, then at least for some short period of time, the corresponding solution $\phi$ can be strictly separated from $\pm 1$. Whether a global in time separation property holds in the three dimensional case remains an open problem. The above separation property is crucial, since it enables us to avoid the singularity of the logarithmic type function $\beta$ (which is indeed smooth on a closed subset of $(-1, 1)$) and then obtain arbitrary higher order regularity of solutions to (1.1), provided that the initial datum is sufficiently smooth.

### 2.2 The Finite Difference Spatial Discretization

We first recall some standard notations for discrete functions and operators, see e.g., [77, 79]. For the spatial discretization, we apply the centered finite difference approximation and adopt the periodic setting similar to that in [8, 10, 60]. Without loss of generality, below we just state the setting in the computational domain $\Omega = (0, 1)^3$. It can be easily extended to more general cells like $\Omega = (0, L_x) \times (0, L_y) \times (0, L_z)$ and to the lower dimensional cases $d = 1, 2$. 

[Springer]
Let \( N \in \mathbb{N} \) be a given positive integer. We define the uniform spatial grid size as \( h = 1/N > 0 \). The numerical value of a function \( f \) at the cell centered mesh point \((i - \frac{1}{2})h, (j - \frac{1}{2})h, (k - \frac{1}{2})h\) is denoted by \( f_{i,j,k} \) such that \( f_{i,j,k} = f((i - \frac{1}{2})h, (j - \frac{1}{2})h, (k - \frac{1}{2})h) \). Then we introduce the space of three dimensional discrete \( N^3 \)-periodic functions:

\[
C_{\text{per}} := \left\{ f : \mathbb{Z}^3 \to \mathbb{R} \mid f_{i,j,k} = f_{i+\gamma_1 N,j+\gamma_2 N,k+\gamma_3 N}, \quad \forall \ i, j, k, \gamma_1, \gamma_2, \gamma_3 \in \mathbb{Z} \right\}.
\]

The discrete inner product on \( C_{\text{per}} \) is defined as \( \langle f, g \rangle_{\Omega} := h^3 \sum_{i,j,k=1}^{N} f_{i,j,k} g_{i,j,k} \) for any \( f, g \in C_{\text{per}} \). For any \( f \in C_{\text{per}} \), its mean value is given by \( \overline{f} = |\Omega|^{-1} \langle f, 1 \rangle_{\Omega} \) (here we simply have \( |\Omega| = 1 \)). Then we introduce the subspace of \( C_{\text{per}} \) with zero mean such that

\[
\tilde{C}_{\text{per}} := \left\{ f \in C_{\text{per}} \mid \overline{f} = 0 \right\}.
\]

Next, we use the notation \( E_{\text{per}} = E_{\text{per}}^x \times E_{\text{per}}^y \times E_{\text{per}}^z \) to denote the set of face-centered vector grid functions \( \tilde{f} = (f^x, f^y, f^z)^T \) that are \( \Omega \)-periodic, i.e., \( N \)-periodic in each direction. Here, we set

\[
E_{\text{per}}^x := \left\{ f : \mathbb{Z}^3 \to \mathbb{R} \mid f_{i+\frac{1}{2},j,k} = f_{i+\gamma_1 N,j+\gamma_2 N,k+\gamma_3 N}, \quad \forall \ i, j, k, \gamma_1, \gamma_2, \gamma_3 \in \mathbb{Z} \right\},
\]

where \( f_{i+\frac{1}{2},j,k} = f((i + \frac{1}{2})h, (j - \frac{1}{2})h, (k - \frac{1}{2})h) \). The other two spaces \( E_{\text{per}}^y, E_{\text{per}}^z \) are defined in an analogous manner.

The discrete average and difference operators acting on \( C_{\text{per}} \) yield face-centered functions, evaluated at the east–west faces, \((i + \frac{1}{2}, j, k)\); north–south faces, \((i, j + \frac{1}{2}, k)\); and up-down faces, \((i, j, k + \frac{1}{2})\), respectively. We define \( A_x, D_x : C_{\text{per}} \to E_{\text{per}}^x, A_y, D_y : C_{\text{per}} \to E_{\text{per}}^y \) and \( A_z, D_z : C_{\text{per}} \to E_{\text{per}}^z \) such that

\[
A_x f_{i+\frac{1}{2},j,k} := \frac{1}{2} \left( f_{i+1,j,k} + f_{i,j,k} \right), \quad D_x f_{i+\frac{1}{2},j,k} := \frac{1}{h} \left( f_{i+1,j,k} - f_{i,j,k} \right),
\]

\[
A_y f_{i,j+\frac{1}{2},k} := \frac{1}{2} \left( f_{i,j+1,k} + f_{i,j,k} \right), \quad D_y f_{i,j+\frac{1}{2},k} := \frac{1}{h} \left( f_{i,j+1,k} - f_{i,j,k} \right),
\]

\[
A_z f_{i,j,k+\frac{1}{2}} := \frac{1}{2} \left( f_{i,j,k+1} + f_{i,j,k} \right), \quad D_z f_{i,j,k+\frac{1}{2}} := \frac{1}{h} \left( f_{i,j,k+1} - f_{i,j,k} \right).
\]

On the other hand, the corresponding operators at the staggered mesh points, that is, \( a_x, d_x : E_{\text{per}}^x \to C_{\text{per}}, a_y, d_y : E_{\text{per}}^y \to C_{\text{per}}, a_z, d_z : E_{\text{per}}^z \to C_{\text{per}} \), are given by

\[
a_x f_{i,j,k} := \frac{1}{2} \left( f_{i+\frac{1}{2},j,k} + f_{i-\frac{1}{2},j,k} \right), \quad d_x f_{i,j,k} := \frac{1}{h} \left( f_{i+\frac{1}{2},j,k} - f_{i-\frac{1}{2},j,k} \right),
\]

\[
a_y f_{i,j,k} := \frac{1}{2} \left( f_{i,j+\frac{1}{2},k} + f_{i,j-\frac{1}{2},k} \right), \quad d_y f_{i,j,k} := \frac{1}{h} \left( f_{i,j+\frac{1}{2},k} - f_{i,j-\frac{1}{2},k} \right),
\]

\[
a_z f_{i,j,k} := \frac{1}{2} \left( f_{i,j,k+\frac{1}{2}} + f_{i,j,k-\frac{1}{2}} \right), \quad d_z f_{i,j,k} := \frac{1}{h} \left( f_{i,j,k+\frac{1}{2}} - f_{i,j,k-\frac{1}{2}} \right).
\]

Let us now introduce the discrete gradient and divergence operators \( \nabla_h : C_{\text{per}} \to E_{\text{per}}, \nabla_h : E_{\text{per}} \to C_{\text{per}} \). For any \( f \in C_{\text{per}} \), we set \( \nabla_h f_{i,j,k} = (D_x f_{i+\frac{1}{2},j,k}, D_y f_{i,j+\frac{1}{2},k}, D_z f_{i,j,k+\frac{1}{2}})^T \), while for any \( \tilde{f} = (f^x, f^y, f^z)^T \in E_{\text{per}} \), we define \( \nabla_h \cdot \tilde{f}_{i,j,k} = d_x f^x_{i,j,k} + d_y f^y_{i,j,k} + d_z f^z_{i,j,k} \). Suppose that \( g \) is an arbitrary scalar function defined at all the face center points (east–west, north–south, and up-down) and \( \tilde{f} = (f^x, f^y, f^z)^T \in E_{\text{per}} \), then we have

\[
\nabla_h \cdot (g \tilde{f})_{i,j,k} = d_x (g \text{ew} f^x)_{i,j,k} + d_y (g \text{nsw} f^y)_{i,j,k} + d_z (g \text{ud} f^z)_{i,j,k}.
\]
If \( \tilde{f} = \nabla_h \phi \) for certain scalar grid function \( \phi \in \mathcal{C}_{\text{per}} \), it follows that
\[
\nabla_h \cdot (g \nabla_h \phi)_{i,j,k} = d_x (g_{xx} D_x \phi)_{i,j,k} + d_y (g_{xy} D_y \phi)_{i,j,k} + d_z (g_{xz} D_z \phi)_{i,j,k}.
\]
As a consequence, the standard three dimensional discrete Laplacian \( \Delta_h : \mathcal{C}_{\text{per}} \to \mathcal{C}_{\text{per}} \) can be defined as
\[
\Delta_h \phi := \nabla_h \cdot (1 \nabla_h \phi)_{i,j,k} = d_x (D_x \phi)_{i,j,k} + d_y (D_y \phi)_{i,j,k} + d_z (D_z \phi)_{i,j,k}, \quad \forall \phi \in \mathcal{C}_{\text{per}}.
\]

1. **Lemma 1**
Suppose that \( \psi, \phi \in \mathcal{C}_{\text{per}} \) and any \( \tilde{f} \in \mathcal{E}_{\text{per}} \), the following estimate holds:
\[
\langle \psi, \nabla_h \cdot \tilde{f} \rangle_{\Omega} = -\langle \nabla_h \psi, \tilde{f} \rangle_{\Omega}, \quad \langle \psi, \nabla_h \cdot (D \nabla_h \phi) \rangle_{\Omega} = -\langle \nabla_h \psi, D \nabla_h \phi \rangle_{\Omega}.
\]
Before ending this subsection, we also recall the following result (see [10, Lemma 3.1]) that will be useful in the subsequent analysis:

2. **Lemma 2**
Suppose that \( \phi_1, \phi_2 \in \mathcal{C}_{\text{per}} \), satisfying \( \langle \phi_1 - \phi_2, 1 \rangle_{\Omega} = 0 \) and \( \| \phi_1 \|_{\infty}, \| \phi_2 \|_{\infty} < 1 \), the following estimate holds:
\[
\| (-\Delta_h)^{-1} (\phi_1 - \phi_2) \|_{\infty} \leq C_0,
\]
where the constant \( C_0 > 0 \) only depends on \( \Omega \).
2.3 A Convex-Concave Energy Decomposition

Before proceeding, let us mention that although the sign of the parameters $\lambda, \eta$ does not play an essential role in the theoretic analysis of the continuous problem (1.1), it will lead to some differences in the corresponding numerical schemes (see Remark 4 for detailed discussions). In the remaining part of this paper, we will focus on the physical relevant case (i.e., the FCH energy with a logarithmic, possibly double-well potential $F$) and assume that $\lambda, \eta, \epsilon > 0$.

In order to design a numerical scheme with unconditional energy stability, we shall perform a convex-concave decomposition for the FCH energy given by (1.2). In view of (2.1) and (2.2), it can be rewritten in the following way:

$$E(\phi) = \frac{\epsilon^4}{2} \|\Delta \phi\|_{L^2(\Omega)}^2 + \frac{1}{2} \|\beta(\phi)\|_{L^2(\Omega)}^2 + \left(\frac{\lambda^2}{2} + \frac{\lambda \epsilon \eta}{2}\right) \|\phi\|_{L^2(\Omega)}^2 - \epsilon^p \eta \int_\Omega B(\phi) \, dx$$

$$- \left(\frac{\epsilon^{2+p} \eta}{2} + \lambda \epsilon^2\right) \|\nabla \phi\|_{L^2(\Omega)}^2 - \lambda \int_\Omega \phi \beta(\phi) \, dx - \epsilon^2 \int_\Omega \beta(\phi) \Delta \phi \, dx. \quad (2.8)$$

The term $-\int_\Omega \beta(\phi) \Delta \phi \, dx$ in (2.8) turns out to be tricky since it is neither convex nor concave. To overcome this difficulty, using the periodic boundary conditions, we perform integration by parts and obtain

$$E(\phi) = \frac{\epsilon^4}{2} \|\Delta \phi\|_{L^2(\Omega)}^2 + \frac{1}{2} \|\beta(\phi)\|_{L^2(\Omega)}^2 + \left(\frac{\lambda^2}{2} + \frac{\lambda \epsilon \eta}{2}\right) \|\phi\|_{L^2(\Omega)}^2 - \epsilon^p \eta \int_\Omega B(\phi) \, dx$$

$$- \left(\frac{\epsilon^{2+p} \eta}{2} + \lambda \epsilon^2\right) \|\nabla \phi\|_{L^2(\Omega)}^2 - \lambda \int_\Omega \phi \beta(\phi) \, dx + \epsilon^2 \int_\Omega \beta(\phi) |\nabla \phi|^2 \, dx. \quad (2.9)$$

The above procedure is meaningful, if the function $\phi$ is sufficiently regular, for example, $\phi \in H_{\text{per}}^2(\Omega)$ and satisfies the strict separation property (keeping in mind the singular nature of $\beta$ and its derivatives).

Thanks to (2.9), we can derive the following result:

**Proposition 3** The reformulated FCH energy (2.9) possesses a convex-concave decomposition such that

$$E(\phi) = E^c(\phi) - E^e(\phi),$$

where

$$E^c(\phi) = \frac{\epsilon^4}{2} \|\Delta \phi\|_{L^2(\Omega)}^2 + \frac{1}{2} \|\beta(\phi)\|_{L^2(\Omega)}^2 + \left(\frac{\lambda^2}{2} + \frac{\lambda \epsilon \eta}{2}\right) \|\phi\|_{L^2(\Omega)}^2 + \epsilon^2 \int_\Omega \beta'(\phi) |\nabla \phi|^2 \, dx,$$

$$E^e(\phi) = \left(\frac{\epsilon^{2+p} \eta}{2} + \lambda \epsilon^2\right) \|\nabla \phi\|_{L^2(\Omega)}^2 + \lambda \int_\Omega \phi \beta(\phi) \, dx + \epsilon^p \eta \int_\Omega B(\phi) \, dx.$$

For any given $\delta \in (0, 1)$, both $E^c(\phi)$ and $E^e(\phi)$ are strictly convex when restricted to the set of functions $\phi \in H_{\text{per}}^2(\Omega)$ satisfying $|\phi(x)| \leq 1 - \delta$ in $\Omega$.

**Proof** We adapt the arguments in [72, Lemma 5.3]. For any $\phi \in H_{\text{per}}^2(\Omega)$ satisfying $|\phi(x)| \leq 1 - \delta$ for some $\delta \in (0, 1)$, by a direct calculation we can deduce that

$$\langle (E^c)'(\phi), v \rangle = \epsilon^4 \int_\Omega \Delta \phi \Delta v \, dx + \int_\Omega \beta(\phi) \beta'(\phi) v \, dx + \left(\lambda^2 + \lambda \epsilon \eta\right) \int_\Omega \phi v \, dx$$

$$+ \epsilon^2 \int_\Omega \left(2 \beta'(\phi) \nabla \phi \cdot \nabla v + \beta''(\phi) |\nabla \phi|^2 v\right) \, dx.$$
\( \langle (E^c)'(\phi), v \rangle = (\epsilon^2 + p \eta + 2\lambda \epsilon^2) \int_\Omega \nabla \phi \cdot \nabla v \, dx \\
+ \lambda \int_\Omega (\beta(\phi) + \phi \beta'(\phi)) \, v \, dx + \epsilon \eta \int_\Omega \beta(\phi) \, v \, dx, \)

for any \( v \in H^2_{\text{per}}(\Omega) \). A further calculation yields

\[
\langle (E^c)''(\phi)v, w \rangle = \epsilon^4 \int_\Omega \Delta v \Delta w \, dx + \int_\Omega \left[ (\beta'(\phi))^2 + \beta(\phi) \beta''(\phi) \right] \, v w \, dx \\
+ (\lambda^2 + \lambda \epsilon^p \eta) \int_\Omega v w \, dx \\
+ \epsilon^2 \int_\Omega (2\beta'(\phi) \nabla v \cdot \nabla w + 2\beta''(\phi) v \nabla \phi \cdot \nabla w) \, dx \\
+ \epsilon^2 \int_\Omega (2\beta''(\phi) w \nabla \phi \cdot \nabla v + \beta'''(\phi) |\nabla \phi|^2 v w) \, dx,
\]

\[
\langle (E^c)''(\phi)v, w \rangle = (\epsilon^2 + p \eta + 2\lambda \epsilon^2) \int_\Omega \nabla v \cdot \nabla w \, dx \\
+ \int_\Omega \left[ (2\lambda + \lambda \epsilon^p \eta) \beta'(\phi) + \lambda \phi \beta''(\phi) \right] v w \, dx,
\]

for any \( v, w \in H^2_{\text{per}}(\Omega) \). Then taking \( w = v, \) we find that (cf. [71, (6.5)])

\[
\langle (E^c)''(\phi)v, v \rangle \geq \epsilon^4 \int_\Omega |\Delta v|^2 \, dx + \int_\Omega \left[ (\beta'(\phi))^2 + \beta(\phi) \beta''(\phi) \right] v^2 \, dx + (\lambda^2 + \lambda \epsilon^p \eta) \int_\Omega v^2 \, dx \\
+ \epsilon^2 \int_\Omega \left[ 2\beta'(\phi) - \frac{4(\beta''(\phi))^2}{\beta'''(\phi)} \right] |\nabla v|^2 \, dx,
\]

\[
\langle (E^c)'''(\phi)v, v \rangle = (\epsilon^2 + p \eta + 2\lambda \epsilon^2) \int_\Omega |\nabla v|^2 \, dx + \int_\Omega \left[ (2\lambda + \epsilon^p \eta) \beta'(\phi) + \lambda \phi \beta''(\phi) \right] v^2 \, dx.
\]

Recalling (2.2), we observe that for \( r \in (-1, 1) \), it holds

\[
\beta'(r) = \frac{2}{1 - r^2} \geq 2,
\]

\[
\beta(r) \beta''(r) = \ln \frac{1 + r}{1 - r} \frac{4r}{(1 - r^2)^2} \geq 0,
\]

\[
\beta'(r) - \frac{2(\beta''(r))^2}{\beta'''(r)} = \frac{2}{1 + 3r^2} > \frac{1}{2},
\]

\[
r \beta''(r) = \frac{4r^2}{(1 - r^2)^2} \geq 0.
\]

As a consequence, we can conclude

\[
\langle (E^c)''(\phi)v, v \rangle \geq C \|v\|_{H^2(\Omega)}^2 \quad \text{and} \quad \langle (E^c)'''(\phi)v, v \rangle \geq C \|v\|_{H^1(\Omega)}^2, \quad \forall \, v \in H^2_{\text{per}}(\Omega),
\]

where \( C > 0 \) is a constant that may depend on the positive parameters \( \lambda, \eta, \epsilon \) and \( \delta \), but are independent of \( \phi \) and \( v \). The proof is complete. \( \square \)

\( \square \) Springer
Corresponding to (2.9), for any $h > 0$, we introduce the discrete energy

$$E_h(\phi) = \frac{\epsilon^4}{2} \| \Delta_h \phi \|_2^2 + \frac{1}{2} \| \beta(\phi) \|_2^2 + \left( \frac{\lambda^2}{2} + \frac{\lambda \epsilon_p \eta}{2} \right) \| \phi \|_2^2 - \left( \frac{\epsilon^{2+p} \eta}{2} + \lambda \epsilon^2 \right) \| \nabla_h \phi \|_2^2$$

$$- \lambda \langle \phi, \beta(\phi) \rangle_{\Omega} + \epsilon^2 \left( \sum_{\xi = x,y,z} \alpha_\xi \left( |D_\xi \phi| \right) \right)_{\Omega} - \epsilon^p \eta \langle B(\phi), 1 \rangle_{\Omega}.$$  \hspace{1cm} (2.14)

In analogy to Proposition 3, we can deduce that

**Corollary 1** The discrete energy $E_h$ possesses a convex-concave decomposition:

$$E_h(\phi) = E^c_h(\phi) - E^e_h(\phi),$$  \hspace{1cm} (2.15)

where

$$E^c_h(\phi) = \frac{\epsilon^4}{2} \| \Delta_h \phi \|_2^2 + \frac{1}{2} \| \beta(\phi) \|_2^2 + \left( \frac{\lambda^2}{2} + \frac{\lambda \epsilon_p \eta}{2} \right) \| \phi \|_2^2 + \epsilon^2 \left( \sum_{\xi = x,y,z} \alpha_\xi \left( |D_\xi \phi| \right) \right)_{\Omega},$$

$$E^e_h(\phi) = \left( \frac{\epsilon^{2+p} \eta}{2} + \lambda \epsilon^2 \right) \| \nabla_h \phi \|_2^2 + \lambda \langle \phi, \beta(\phi) \rangle_{\Omega} + \epsilon^p \eta \langle B(\phi), 1 \rangle_{\Omega}.$$  \hspace{1cm} (2.16)

Both $E^c_h$ and $E^e_h$ are strictly convex when restricted to the set of functions $\phi \in C_{\text{per}}$ satisfying $\| \phi \|_{\infty} < 1$.

**Remark 3** Since $\phi \in C_{\text{per}}$ only takes its values at finite points in $\Omega$, then the condition $\| \phi \|_{\infty} < 1$ indeed implies that there exists some $\delta \in (0, 1)$ such that $\| \phi \|_{\infty} \leq 1 - \delta$.

### 2.4 The First Order in Time, Second Order in Space Numerical Scheme

Using the convex splitting method [31, 32] and the convex-concave energy decomposition in Corollary 1, we introduce a first order in time, second order in space, semi-implicit numerical scheme for the functionalized Cahn-Hilliard equation (1.1) (cf. also (2.4) for an alternative expression of $\mu$). To this end, for a uniform time step $\Delta t > 0$, given $\phi^n \in C_{\text{per}}$ with $\| \phi^n \|_{\infty} < 1$ ($n \in \mathbb{N}$), we look for the discrete solution $\phi^{n+1}$ such that

$$\frac{\phi^{n+1} - \phi^n}{\Delta t} = \Delta_h \mu^{n+1},$$

$$\mu^{n+1} = \frac{\epsilon^4}{2} \Delta_h^2 \phi^{n+1} + \beta(\phi^{n+1}) \beta'(\phi^{n+1}) + \epsilon^2 \sum_{\xi = x,y,z} \beta''(\phi^{n+1}) a_\xi \left( |D_\xi \phi^{n+1}| \right)$$

$$- 2 \epsilon^2 \sum_{\xi = x,y,z} d_\xi \left( A_\xi \left( \beta'(\phi^{n+1}) \right) D_\xi \phi^{n+1} \right) + \lambda (\lambda + \epsilon^p \eta) \phi^{n+1} + \epsilon^2 (2 \lambda + \epsilon^p \eta) \Delta_h \phi^n - \lambda \phi^n \beta'(\phi^n) - (\lambda + \epsilon^p \eta) \beta(\phi^n).$$

(2.19)

It is straightforward to check that for every solution to the numerical scheme (2.18)–(2.19), if it exists, then it must satisfy the property of mass conservation (cf. Proposition 1 for the continuous problem). More precisely, we have

**Proposition 4** (Mass conservation) For every $n \in \mathbb{Z}^+$, it holds $\overline{\phi^n} = \overline{\phi^0}$. As a consequence, we have $\langle \phi^n - \phi^0, 1 \rangle_{\Omega} = 0$ for all $n \in \mathbb{Z}^+$. 
for the Cahn-Hilliard-Willmore system, namely, the case with \( \eta \leq 0 \) and \( \lambda > 0 \), using a similar idea for (2.18)–(2.19), we can propose the following convex-splitting scheme:

\[
\frac{\phi^{n+1} - \phi^n}{\Delta t} = \Delta_t \mu^{n+1},
\]

(2.20)

\[
\mu^{n+1} = \epsilon^4 \Delta_h^2 \phi^{n+1} + \beta((\phi^{n+1})')\beta((\phi^{n+1})') + \epsilon^2 \sum_{\xi=x,y,z} \beta''((\phi^{n+1})')a_{\xi} (|D_{\xi} \phi^{n+1}|^2)
\]

\[
- 2\epsilon^2 \sum_{\xi=x,y,z} d_{\xi} (A_{\xi}(\beta'((\phi^{n+1})')D_{\xi} \phi^{n+1})) + \lambda^2 \phi^{n+1} + \epsilon \eta \Delta_\phi \phi^{n+1}
\]

\[
- \epsilon \eta \beta((\phi^{n+1})') + \lambda \epsilon \eta \phi^n + 2\lambda \epsilon^2 \Delta_\phi \phi^n - \lambda \phi^n \beta'((\phi^n)') - \lambda \beta((\phi^n)').
\]

(2.21)

Furthermore, when \( \eta \leq 0 \) and \( \lambda \leq 0 \), we can replace the last four terms on the right-hand side of (2.21) by \( \lambda \epsilon \eta \phi^n + 2\lambda \epsilon^2 \Delta_\phi \phi^n - \lambda \phi^n \beta'((\phi^n)') - \lambda \beta((\phi^n)') \).

The main result of this section reads as follows:

**Theorem 1 (Unique solvability and positivity-preserving property)** Let \( n \in \mathbb{N} \) and \( \Delta t, h > 0 \). Given \( \phi^n \in \mathcal{C}_{\text{per}} \) with \( \|\phi^n\|_{\infty} < 1 \), then the discrete system (2.18)–(2.19) admits a unique solution \( \phi^{n+1} \in \mathcal{C}_{\text{per}} \) such that

\[
\phi^{n+1} - \phi^n \in \mathcal{C}_{\text{per}} \quad \text{and} \quad \|\phi^{n+1}\|_{\infty} < 1.
\]

**Proof** We divide the proof of Theorem 1 into several steps.

**Step 1.** Define the discrete energy:

\[
\mathcal{J}^n(\phi) = \frac{1}{2\Delta t} \|\phi - \phi^n\|_{-1,h}^2 + E_h^c(\phi) + \{f^n, \phi\}_\Omega,
\]

(3.2)

where \( E_h^c(\phi) \) is given by (2.16) and

\[
f^n := \epsilon^2 (2\lambda + \epsilon \eta) \Delta_\phi \phi^n - \lambda \phi^n \beta'((\phi^n)') - (\lambda + \epsilon \eta) \beta((\phi^n)).
\]

(3.3)

In view of Proposition 4, we introduce the admissible set

\[
\mathcal{A}_h := \left\{ \phi \in \mathcal{C}_{\text{per}} \left| \|\phi\|_{\infty} < 1, \{\phi - \phi^0, 1\}_\Omega = 0 \right. \right\} \subset \mathbb{R}^{N^3}.
\]

(3.4)

The existence of a solution to the discrete system (2.18)–(2.19) can be proved by seeking a minimizer of the energy \( \mathcal{J}^n \) over the set \( \mathcal{A}_h \). For the sake of convenience and thanks to the mass conservation, we introduce the new variable with zero mean

\[
\varphi = \phi - \phi^0
\]
and rewrite $\mathcal{J}^n$ into the following equivalent form:

$$\mathcal{F}^n(\varphi) := \mathcal{J}^n(\varphi + \bar{\varphi}^0)$$

$$= \frac{1}{2\Delta t} \left( \|\varphi + \bar{\varphi}^0 - \varphi^0\|_{1,h}^2 + \frac{\epsilon^4}{2} \|\Delta_h \varphi\|_2^2 + \frac{1}{2} \|\beta(\varphi + \bar{\varphi}^0)\|_2^2 \right)$$

$$+ \epsilon^2 \left( \beta^{'}(\varphi + \bar{\varphi}^0), \sum_{\xi=x,y,z} \alpha_{\xi} \left( |D_\xi \varphi|^2 \right) \right)_{\Omega} + \frac{\lambda(\lambda^2 + \bar{\varphi}^0)}{2} \|\varphi + \bar{\varphi}^0\|_2^2$$

$$+ \left( f^n, \varphi + \bar{\varphi}^0 \right)_{\Omega}. $$

Then $\mathcal{F}^n$ is defined on the shifted admissible set given by

$$\hat{A}_h := \left\{ \varphi \in \hat{C}_{\text{per}} \mid -1 - \bar{\varphi}^0 < \varphi_{i,j,k} < 1 - \bar{\varphi}^0, \forall i, j, k \right\} \subset \mathbb{R}^{N^3}.$$

It is straightforward to check that if $\varphi \in \hat{A}_h$ minimizes $\mathcal{F}^n$, then $\varphi := \varphi + \bar{\varphi}^0 \in A_h$ minimizes $\mathcal{J}^n$, and vice versa.

**Step 2.** To show the existence of a minimizer of $\mathcal{F}^n$ in $\hat{A}_h$, for any given $\delta \in (0, 1/2)$, let us consider the auxiliary set

$$\hat{A}_{h, \delta} := \left\{ \varphi \in \hat{C}_{\text{per}} \mid -1 - \bar{\varphi}^0 + \delta \leq \varphi \leq 1 - \bar{\varphi}^0 - \delta \right\} \subset \hat{A}_h,$$

which is a bounded, closed and convex subset of $\hat{C}_{\text{per}}$. Thus from the construction of $\mathcal{F}^n$, we easily infer that it admits at least one minimizer over $\hat{A}_{h, \delta}$.

**Step 3.** We now derive the key property that every minimizer of $\mathcal{F}^n$ cannot occur on the boundary of $\hat{A}_{h, \delta}$, provided that the parameter $\delta$ is sufficiently small. Here, by the boundary of $\hat{A}_{h, \delta}$, we mean the set of functions $\psi \in \hat{A}_{h, \delta}$ such that $\|\psi + \bar{\varphi}^0\|_\infty = 1 - \delta$.

The above claim can be proved by using a contradiction argument (cf. [10] for the Cahn-Hilliard equation). Suppose that for some $\delta \in (0, 1/2)$, a minimizer of $\mathcal{F}^n$ in $\hat{A}_{h, \delta}$, which is denoted by $\varphi^*$, occurs at a boundary point of $\hat{A}_{h, \delta}$. Then there is at least one grid point $\bar{\alpha}_0 = (i_0, j_0, k_0)$ such that $|\varphi^*_{\bar{\alpha}_0} + \bar{\varphi}^0| = 1 - \delta$. Without loss of generality, we assume that $\varphi^*_{\bar{\alpha}_0} + \bar{\varphi}^0 = -1 + \delta$. This implies that the grid function $\varphi^*$ takes its (global) minimum at $\bar{\alpha}_0$. On the other hand, let $\bar{\alpha}_1 = (i_1, j_1, k_1)$ be a grid point at which $\varphi^*$ achieves its maximum. It follows that $\varphi^*_{\bar{\alpha}_1} + \bar{\varphi}^0 \leq 1 - \delta$, since $\varphi^* \in \hat{A}_{h, \delta}$. Besides, from the fact $\varphi^* = 0$, we infer that $\varphi^*_{\bar{\alpha}_1} \geq 0$.

Since $\mathcal{F}^n$ is indeed smooth over $\hat{A}_{h, \delta}$, then its directional derivative can be calculated as

$$\frac{d\mathcal{F}^n(\varphi^* + s \psi)}{ds}_{s = 0}$$

$$= \frac{1}{\Delta t} \left( - \left( - \Delta_h \right)^{-1} \left[ \left( \psi^* - \varphi^* + \bar{\varphi}^0 \right), \psi \right]_\Omega + e^4 \left( \Delta_h^2 \psi^*, \psi \right)_\Omega + \lambda(\lambda^2 + \bar{\varphi}^0) \left( \psi^* + \bar{\varphi}^0, \psi \right)_\Omega \right)$$

$$+ e^2 \sum_{\xi=x,y,z} \left[ \beta^{'\prime}(\varphi^* + \bar{\varphi}^0) \alpha_{\xi} \left( |D_\xi \psi^*|^2 \right) - 2 \alpha_{\xi} \left( \lambda^2 \psi^* D_\xi \psi^* \right) \right] \left( \psi^* + \bar{\varphi}^0, \psi \right)_\Omega$$

$$+ \left( \beta(\varphi^* + \bar{\varphi}^0) \beta^{'\prime}(\varphi^* + \bar{\varphi}^0), \psi \right)_\Omega + \left( f^n, \psi \right)_\Omega, \ \forall \psi \in \hat{C}_{\text{per}}.$$
In particular, we choose the direction $\psi \in \mathcal{C}_\text{per}$ with $\psi_{i,j,k} = \delta_{i,i_0} \delta_{j,j_0} \delta_{k,k_0} - \delta_{i,i_1} \delta_{j,j_1} \delta_{k,k_1}$. This yields that
\[
\frac{1}{h^3} \frac{d \mathcal{F}^n (\varphi^* + s \psi)}{ds} \bigg|_{s=0} = \frac{1}{\Delta t} (-\Delta_h)^{-1} \left( \varphi^* - \varphi^n + \overline{\varphi^0} \right)_{\bar{a}_0} - \frac{1}{\Delta t} (-\Delta_h)^{-1} \left( \varphi^* - \varphi^n + \overline{\varphi^0} \right)_{\bar{a}_1} + \varepsilon^2 \Delta_h^2 \left( \varphi^*_{\bar{a}_0} - \varphi^*_{\bar{a}_1} \right) + \lambda (\lambda + \varepsilon^2 \eta) \left( \varphi^*_{\bar{a}_0} - \varphi^*_{\bar{a}_1} \right)
+ \varepsilon^2 \sum_{\zeta=x,y,z} \left( \beta''^\alpha (\varphi^*_{\bar{a}_0} + \overline{\varphi^0}) a_\zeta \left( |D_\zeta \varphi^*_{\bar{a}_0} |^2 \right) - 2d_\zeta \left( A_\zeta \left( \beta' (\varphi^*_{\bar{a}_0} + \overline{\varphi^0}) \right) D_\zeta \varphi^*_{\bar{a}_0} \right) \right)
- \varepsilon^2 \sum_{\zeta=x,y,z} \left( \beta''^\alpha (\varphi^*_{\bar{a}_1} + \overline{\varphi^0}) a_\zeta \left( |D_\zeta \varphi^*_{\bar{a}_1} |^2 \right) - 2d_\zeta \left( A_\zeta \left( \beta' (\varphi^*_{\bar{a}_1} + \overline{\varphi^0}) \right) D_\zeta \varphi^*_{\bar{a}_1} \right) \right)
+ \beta (\varphi^*_{\bar{a}_0} + \overline{\varphi^0}) \beta' (\varphi^*_{\bar{a}_1} + \overline{\varphi^0}) - \beta (\varphi^*_{\bar{a}_1} + \overline{\varphi^0}) \beta' (\varphi^*_{\bar{a}_0} + \overline{\varphi^0})
+ \left( f^n_{a_0} - f^n_{a_1} \right).
\]
(3.6)

The first two terms on the right-hand side of (3.6) can be estimated by using Lemma 2 such that
\[
-2C_0 \leq (-\Delta_h)^{-1} \left( \varphi^* - \varphi^n + \overline{\varphi^0} \right)_{\bar{a}_0} - (-\Delta_h)^{-1} \left( \varphi^* - \varphi^n + \overline{\varphi^0} \right)_{\bar{a}_1} \leq 2C_0.
\]
(3.7)

For the third and fourth terms, recalling the definition of $\Delta_h$ and (3.5), we find that
\[
\| \Delta_h^2 (\varphi^*_{\bar{a}_0} - \varphi^*_{\bar{a}_1}) \|_\infty \leq \frac{288(1 - \delta)}{h^4} \leq \frac{288}{h^4},
\]
(3.8)
\[
\| \varphi^*_{\bar{a}_0} - \varphi^*_{\bar{a}_1} \|_\infty \leq 2(1 - \delta) \leq 2.
\]
(3.9)

Estimate for the fifth term involving $\beta''^\alpha (\varphi^*_{\bar{a}_0} + \overline{\varphi^0}) a_\zeta \left( |D_\zeta \varphi^*_{\bar{a}_0} |^2 \right) - 2d_\zeta \left( A_\zeta \left( \beta' (\varphi^*_{\bar{a}_0} + \overline{\varphi^0}) \right) D_\zeta \varphi^*_{\bar{a}_0} \right)$ turns out to be more tricky. For simplicity, we only consider the estimate along the $x$-direction. A direct calculation yields that
\[
\frac{1}{h^2} \left[ \beta''^\alpha (\varphi^*_{\bar{a}_0} + \overline{\varphi^0}) a_x \left( |D_x \varphi^*_{\bar{a}_0} |^2 \right) - 2d_x \left( A_x \left( \beta' (\varphi^*_{\bar{a}_0} + \overline{\varphi^0}) \right) D_x \varphi^*_{\bar{a}_0} \right) \right]
= \frac{1}{2} \beta''^\alpha (\varphi^*_{i_0} + \overline{\varphi^0}) \left( (\varphi^*_{i_0+1} - \varphi^*_{i_0})^2 + (\varphi^*_{i_0} - \varphi^*_{i_0-1})^2 \right)
- \left( \beta' (\varphi^*_{i_0} + \overline{\varphi^0}) + \beta' (\varphi^*_{i_0+1} + \overline{\varphi^0}) \right) (\varphi^*_{i_0+1} - \varphi^*_{i_0})
+ \left( \beta' (\varphi^*_{i_0} + \overline{\varphi^0}) + \beta' (\varphi^*_{i_0-1} + \overline{\varphi^0}) \right) (\varphi^*_{i_0} - \varphi^*_{i_0-1}).
\]

Here, we denote $\varphi^*_{i,j,k}$ by $\varphi^*_{i}$ for simplicity (as we only consider the $x$-direction). Using Taylor’s expansion for $\beta' (\varphi^*_{i_0+1} + \overline{\varphi^0})$ and $\beta' (\varphi^*_{i_0-1} + \overline{\varphi^0})$ at $\varphi^*_{i_0} + \overline{\varphi^0}$, we obtain
\[
\frac{1}{h^2} \left[ \beta''^\alpha (\varphi^*_{\bar{a}_0} + \overline{\varphi^0}) a_x \left( |D_x \varphi^*_{\bar{a}_0} |^2 \right) - 2d_x \left( A_x \left( \beta' (\varphi^*_{\bar{a}_0} + \overline{\varphi^0}) \right) D_x \varphi^*_{\bar{a}_0} \right) \right]
= \frac{1}{2} \beta''^\alpha (\varphi^*_{i_0} + \overline{\varphi^0}) \left( (\varphi^*_{i_0+1} - \varphi^*_{i_0})^2 + (\varphi^*_{i_0} - \varphi^*_{i_0-1})^2 \right)
- \left( \beta' (\varphi^*_{i_0} + \overline{\varphi^0}) + \frac{1}{2} \beta' (\varphi^*_{i_0+1} + \overline{\varphi^0}) \right) (\varphi^*_{i_0+1} - \varphi^*_{i_0})
+ \left( \beta' (\varphi^*_{i_0} + \overline{\varphi^0}) + \frac{1}{2} \beta' (\varphi^*_{i_0-1} + \overline{\varphi^0}) \right) (\varphi^*_{i_0} - \varphi^*_{i_0-1}).
\]
Here $\xi_1$ is between $\varphi^*_{i_0}$ and $\varphi^*_{i_0+1}$, while $\xi_2$ is between $\varphi^*_{i_0}$ and $\varphi^*_{i_0-1}$. The last inequality in (3.10) holds thanks to the definition of $\alpha_0$ (i.e., the minimum point of $\varphi^*$) so that $\varphi^*_{i_0+1} - \varphi^*_{i_0} \geq 0$, $\varphi^*_{i_0} - \varphi^*_{i_0-1} \leq 0$, and the fact that $\beta'(r), \beta''(r) > 0$ for any $r \in (-1, 1)$. Similar results can be derived for the $y, z$ direction. Besides, for the term involving $\alpha_1$, we can conclude

$$\beta''(\varphi^*_{\alpha_1}) + \overline{\phi^0} \alpha_1 \left( |D_\zeta \varphi^*_{\alpha_1}|^2 \right) - 2d_\zeta \left( A_\zeta (\beta'(\varphi^*_{\alpha_1}) + \overline{\phi^0}) D_\zeta \varphi^*_{\alpha_1} \right) \geq 0, \quad \text{for } \zeta = x, y, z.$$ (3.11)

Next, we infer from (2.10)–(2.11) that the nonlinear function $\beta \beta'$ is strictly increasing on $(-1, 1)$. Since $\varphi^*_{\alpha_0} + \overline{\phi^0} = -1 + \delta$ and $\varphi^*_{\alpha_1} \geq 0$, then we have

$$\beta(\varphi^*_{\alpha_0} + \overline{\phi^0}) \beta'(\varphi^*_{\alpha_0} + \overline{\phi^0}) - \beta(\varphi^*_{\alpha_1} + \overline{\phi^0}) \beta'(\varphi^*_{\alpha_1} + \overline{\phi^0}) \leq \left( \frac{1}{\delta} + \frac{1}{2 - \delta} \right) \ln \frac{\delta}{2 - \delta} - \left( \frac{1}{1 + \overline{\phi^0}} + \frac{1}{1 - \overline{\phi^0}} \right) \ln \frac{1 + \overline{\phi^0}}{1 - \overline{\phi^0}}. \quad (3.12)$$

Finally, we treat the term involving $f^n$ (see (3.3)). From the assumption $||\phi^n||_\infty < 1$ and the fact that for any given $h > 0$, there are only finite number of grid points, we can find some $\delta_n \in (0, 1)$ such that

$$-1 + \delta_n \leq \phi^n_{i,j,k} \leq 1 - \delta_n, \quad \forall 1 \leq i, j, k \leq N.$$ (3.13)

Here, the constant $\delta_n$ may depend on the parameter $n$. From the refined bound (3.13) and the assumption $\lambda, \eta, \epsilon > 0$, we see that

$$|f^n| \leq \frac{24\epsilon^2(2\lambda + \epsilon^p)\eta(1 - \delta_n)}{h^2} \leq 2\lambda(-1 + \delta_n) \left( \frac{1}{\delta_n} + \frac{1}{2 - \delta_n} \right) - 2(\lambda + \epsilon^p) \ln \frac{\delta_n}{2 - \delta_n}. \quad (3.14)$$

Collecting the estimates (3.7)–(3.14), we can deduce from (3.6) that

$$\frac{1}{h^3} \int_{\xi_n}^{\xi_0} \frac{d\xi^n(\varphi^* + s\psi)}{ds}|_{s=0} \leq g(\delta) + \max(\widehat{\mathcal{C}}, 1),$$

where

$$g(\delta) = \left( \frac{1}{\delta} + \frac{1}{2 - \delta} \right) \ln \frac{\delta}{2 - \delta}.$$
and
\[ \hat{C} = \frac{2C_2}{\Delta t} + \frac{288\epsilon^4}{h^4} + 2\lambda(\lambda + \epsilon^p \eta) - \left( \frac{1}{1 + \phi^0} + \frac{1}{1 - \phi^0} \right) \ln \frac{1 + \phi^0}{1 - \phi^0} \]
\[ + \frac{24\epsilon^2(2\lambda + \epsilon^p \eta)(1 - \delta_n)}{h^2} - 2\lambda(-1 + \delta_n) \left( \frac{1}{\delta_n} + \frac{1}{2 - \delta_n} \right) \]
\[- 2(\lambda + \epsilon^p \eta) \ln \frac{\delta_n}{2 - \delta_n}.\]

Observe that \( \hat{C} \) is a constant that may depend on \( \Delta t, h, \delta_n, \phi^0, \lambda, \eta, \epsilon \), but is independent of \( \delta \). Since
\[ \lim_{\delta \to 0^+} g(\delta) = -\infty, \]
and \( g(\delta) = \beta(-1+\delta)\beta'(-1+\delta) \) is strictly increasing on \((0, 1)\), we can find some \( \hat{\delta} \in (0, 1/2) \) sufficiently small such that
\[ g(\delta) = \max\{\hat{C}, 1\} \leq -1, \quad \forall \delta \in (0, \hat{\delta}). \tag{3.15} \]
which gives
\[ \frac{\text{d} \mathcal{F}^n(\varphi^* + s\psi)}{\text{d}s} \bigg|_{s=0} < 0. \]

This contradicts the assumption that \( \mathcal{F}^n \) attains its minimum at \( \varphi^* \), because the directional derivative is strictly negative along a specific direction pointing into the interior of \( \hat{A}_{h,\delta} \).

By a similar argument, we can show that for any \( \delta \in (0, \hat{\delta}) \), a minimizer of \( \mathcal{F}^n \) over \( \hat{A}_{h,\delta} \) cannot occur at a boundary point \( \varphi^* \) such that \( \varphi^*_{\alpha_0} + \phi^0 = 1 - \delta \), for some \( \alpha_0 \).

In summary, there exists a \( \hat{\delta} \in (0, 1/2) \) such that for every \( \delta \in (0, \hat{\delta}) \), the (global) minimum of \( \mathcal{F}^n \) over the set \( \hat{A}_{h,\delta} \) exists and it can be only attained at a certain interior point \( \varphi^* \in \hat{A}_{h,\delta} \).

**Step 4.** Let \( \varphi^* \) be a minimizer of \( \mathcal{F}^n \) over \( \hat{A}_{h,\tilde{\delta}} \), where \( \tilde{\delta} \) is given in the previous step (see (3.15)). Below we show that \( \varphi^* \) must be the unique minimizer of \( \mathcal{F}^n \) over \( \hat{A}_{h} \). In other words, \( \varphi^* = \varphi^* + \phi^0 \) is the unique minimizer of \( \mathcal{J}^n \) over \( \hat{A}_{h} \).

First, for every \( \delta \in (0, \hat{\delta}) \), if \( \varphi^* \) is a minimizer of \( \mathcal{F}^n \) over \( \hat{A}_{h,\delta} \), then it is unique. This is equivalent to say that \( \varphi^* = \varphi^* + \phi^0 \) is the unique minimizer of \( \mathcal{J}^n \) over \( \hat{A}_{h,\delta} \). Indeed, similar to the proof of Proposition 3, we know that the discrete energy \( E^c_h \) is strictly convex on \( A_{h,\delta} \). Since the first term in \( \mathcal{J}^n \) is quadratic and the third term is linear in \( \psi \), we deduce that \( \mathcal{J}^n \) is strictly convex on the set \( A_{h,\delta} \) as well. Thanks to the strict convexity of \( \mathcal{J}^n \) over \( A_{h,\delta} \), the minimizer \( \varphi^* \) is unique.

Next, for every \( \delta \in (0, \hat{\delta}) \), we denote the unique minimizer of \( \mathcal{F}^n \) over \( \hat{A}_{h,\delta} \) by \( \varphi^\delta \). Since \( \hat{A}_{h,\delta} \subset \hat{A}_{h,\delta} \), then we have \( \mathcal{F}^n(\varphi^\delta) \leq \mathcal{F}^n(\varphi^*) \). Let us consider two cases.

**Case 1.** For all \( \delta \in (0, \hat{\delta}) \), it holds \( \mathcal{F}^n(\varphi^\delta) = \mathcal{F}^n(\varphi^*) \). In this case, \( \varphi^* \) is a minimizer of \( \mathcal{F}^n \) over \( \hat{A}_{h,\delta} \) as well. Thanks to the uniqueness, it easily follows that \( \varphi^\delta = \varphi^* \) for any \( \delta \in (0, \hat{\delta}) \) and thus \( \varphi^* \) is indeed the unique minimizer of \( \mathcal{F}^n \) over \( \hat{A}_{h,\delta} \).

**Case 2.** There exists some \( \tilde{\delta} \in (0, \hat{\delta}) \), the corresponding unique minimizer of \( \mathcal{F}^n \) over \( \hat{A}_{h,\tilde{\delta}} \), denoted by \( \varphi^{**} \), satisfies \( \mathcal{F}^n(\varphi^{**}) < \mathcal{F}^n(\varphi^*) \). In this case, from Step 3, we can find a constant \( \delta^{**} > \tilde{\delta} \), such that \( ||\varphi^{**} + \phi^0||_\infty = 1 - \delta^{**} \). Besides, since \( \mathcal{F}^n(\varphi^{**}) < \mathcal{F}^n(\varphi^*) \), we must have \( \delta^{**} < \hat{\delta} \). Now let us denote the unique minimizer of \( \mathcal{F}^n \) over \( \hat{A}_{h,\delta^{**}} \) by \( \varphi^2 \). From Step 3, we find \( ||\varphi^2 + \phi^0||_\infty < 1 - \delta^{**} \), which implies that \( \varphi^2 \neq \varphi^{**} \). On one hand, since

\[ \square \] Springer
φ** ∈ 信访, then $F^n(φ^*) ≤ F^n(φ**).$ On the other hand, it follows from $信访 ≤ 信访$ that $F^n(φ**)$ is the unique minimizer in $信访$. Thanks to the uniqueness of minimizer in $信访$, we have $φ^* = φ**$, which leads to a contradiction. Hence, the situation described in Case 2 will never happen.

In summary, the energy functional $J^n$ admits a unique minimizer $φ^*$ over the set $信访$ such that $φ^* = φ^* - φ^0$ satisfies

$$\frac{dF^n(φ^* + sψ)}{ds} \bigg|_{s=0} = 0, \; \forall ψ ∈ 信访.$$

This yields that $φ^{n+1} = φ^*$ is the unique solution to the discrete system (2.18)–(2.19). In particular, by the same argument as that for (3.13), we can find some $δ_{n+1} ∈ (0, 1/2)$ such that

$$-1 + δ_{n+1} ≤ φ^{n+1}_{i,j,k} ≤ 1 - δ_{n+1}, \; \forall 1 ≤ i, j, k ≤ N.$$

(3.16)

The proof of Theorem 1 is complete. □

**Remark 5** In view of (3.15), the distance $δ_{n+1}$ between the discrete solution $φ^{n+1}$ and the pure states ±1 may not be uniform with respect to the index $n$. Nevertheless, when the spatial dimension is less than or equal to two, from Proposition 2, the convergence analysis and error estimates given in Sect. 5, we can derive a uniform separation property for the discrete solution $φ^{n+1}$ (see (5.30) below).

### 4 Unconditional Energy Stability

In this section, we show that the numerical scheme (2.18)–(2.19) is unconditionally energy stable. This property follows from the convex-concave decomposition of the discrete energy (recall Corollary 1).

**Theorem 2** (Unconditional energy stability) The discrete system (2.18)–(2.19) is unconditionally energy stable. Namely, for any $n ∈ \mathbb{N}$ and $Δt > 0$, we have

$$E_h(φ^{n+1}) + Δt \|D_hμ^{n+1}\|_2^2 ≤ E_h(φ^n),$$

(4.1)

where the discrete energy $E_h$ is given by (2.15).

**Proof** Similar to the proof of Proposition 3, for the decomposed discrete energy $E_h(φ) = E^c_h(φ) - E^e_h(φ)$, we have

$$δφ E^c_h(φ) = ε^4 A φ + β(φ)β(φ) + ε^2 \sum_{ξ=x,y,z} β''(φ)α_ξ (|D_ξ φ|^2) - 2ε^2 \sum_{ξ=x,y,z} d_ξ (A_ξ(β''(φ)) D_ξ φ) + λ(λ + ε^p η) φ,$$

$$δφ E^e_h(φ) = -ε^2 (2λ + ε^p η) Δh φ^n + λ φ^n β''(φ^n) + (λ + ε^p η) β(φ^n),$$

for any $φ ∈ 信访$ satisfying $∥φ∥_∞ < 1$.

Thanks to Theorem 1 and Corollary 1, we can deduce the following inequalities for the discrete solution $φ^{n+1}$:

$$E^c_h(φ^n) - E^c_h(φ^{n+1}) ≥ \{δφ E^c_h(φ^{n+1}), φ^n - φ^{n+1}\}_Ω,$$

$$E^e_h(φ^{n+1}) - E^e_h(φ^n) ≥ \{δφ E^e_h(φ^n), φ^{n+1} - φ^n\}_Ω.$$
Combining the above results with (2.18)–(2.19), and using the summation-by-parts formulae (see Lemma 1), we obtain the energy dissipative property (4.1):

\[
E_h(\phi^{n+1}) - E_h(\phi^n) = E_h^c(\phi^{n+1}) - E_h^c(\phi^n) - (E_h^c(\phi^{n+1}) - E_h^c(\phi^n)) \\
\leq \delta E_h^c(\phi^{n+1}) - \delta E_h^c(\phi^n), \tag{4.1}
\]

where the constant \( C > 0 \) may depend on \( \lambda, \eta, \varepsilon, |\Omega| \) and \( \phi^0 \).

The proof is complete. \( \square \)

The energy dissipation property enables us to derive an uniform \( H^2_h \)-estimate for the solution to the discrete system (2.18)–(2.19).

**Corollary 2 (Uniform \( H^2_h \)-estimate)** For every positive integer \( m \), the discrete solution \( \phi^m \) to the system (2.18)–(2.19) satisfies the following estimate

\[
\| \phi^m \|_{H^2_h} \leq C, \tag{4.2}
\]

where the constant \( C > 0 \) only depends on \( \lambda, \eta, \varepsilon, |\Omega| \) and \( \phi^0 \).

**Proof** It follows from (4.1) that \( E_h(\phi^m) \leq E_h(\phi^0) \) for any \( m \in \mathbb{Z}^+ \). On the other hand, from the definition of \( E_h, (2.10) \) and the \( L^\infty_h \)-bound (3.1) for \( \phi^m \), we can deduce that

\[
E_h(\phi^m) = \frac{\varepsilon^4}{2} \| \Delta_h \phi^m \|^2_2 + \frac{1}{2} \| \beta(\phi^m) \|^2_2 + \left( \frac{\lambda^2}{2} + \frac{\lambda \varepsilon \eta}{2} \right) \| \phi^m \|^2_2 - \left( \frac{\varepsilon^2 + \varepsilon \eta}{2} + \lambda \varepsilon^2 \right) \| \nabla_h \phi^m \|^2_2 \\
- \lambda \langle \phi^m, \beta(\phi^m) \rangle_\Omega + \varepsilon\left( \beta^\top(\phi^m), \sum_{\zeta=x,y,z} \alpha_\zeta \right) \left| D_\zeta \phi^m \right|_2^2 \right) - \varepsilon \eta \| B(\phi^m) \|_\Omega
\]

\[
\geq \frac{\varepsilon^4}{2} \| \Delta_h \phi^m \|^2_2 + \frac{1}{4} \| \beta(\phi^m) \|^2_2 - C(1 + \| \nabla_h \phi^m \|^2_2) \\
\geq \frac{\varepsilon^4}{2} \| \Delta_h \phi^m \|^2_2 + \frac{1}{4} \| \beta(\phi^m) \|^2_2 - C(1 + \| \Delta_h \phi^m \|^2_2 \| \phi^m \|^2_2) \\
\geq \frac{\varepsilon^4}{4} \| \Delta_h \phi^m \|^2_2 + \frac{1}{4} \| \beta(\phi^m) \|^2_2 - C,
\]

where \( C > 0 \) may depend on \( \lambda, \eta, \varepsilon, |\Omega| \), but is independent of \( m \). Thus, as long as the initial discrete energy \( E_h(\phi^0) \) is finite, it holds that \( \| \Delta_h \phi^m \|^2_2 \leq C \) for any \( m \in \mathbb{Z}^+ \). This estimate combined with the fact \( \| \phi^m \|^\infty < 1 \) leads to the conclusion (4.2). The proof is complete. \( \square \)

## 5 Optimal Rate Convergence Analysis and Error Estimate

In this section, we perform the convergence analysis and derive error estimates for the discrete approximation of solutions to the FCH equation (1.1).

For the continuous problem (1.1) in the periodic setting with \( \Omega = (0, 1)^d \), \( 1 \leq d \leq 3 \), existence and uniqueness of a global weak solution denoted by \( \Phi \) has already been established in Proposition 1, provided that its initial datum \( \Phi_0 \) satisfies \( \Phi_0 \in H^2_{\text{per}}(\Omega), \beta(\Phi_0) \in L^2_{\text{per}}(\Omega) \) and \( \int_\Omega \Phi_0 dx \in (-1, 1) \). Besides, in view of Proposition 2 and the discussions made in Remark 2, hereafter we assume that the initial datum \( \Phi_0 \) is smooth enough and strictly

\( \square \) Springer
separated from \( \pm 1 \) so that the corresponding solution \( \Phi \) to the continuous problem (1.1) belongs to the regularity class \( \mathcal{R} \) such that
\[
\Phi \in \mathcal{R} := H^4(0, T; H^2_{\text{per}}(\Omega)) \cap H^2(0, T; H^8_{\text{per}}(\Omega)) \cap C([0, T]; H^{12}_{\text{per}}(\Omega)), \tag{5.1}
\]
on \([0, T]\) for some \( T > 0 \). Moreover, we assume that the following strict separation property holds:
\[
-1 + \theta_0 \leq \Phi(x, t) \leq 1 - \theta_0, \quad \forall (x, t) \in \overline{\Omega} \times [0, T], \tag{5.2}
\]
where \( \theta_0 \in (0, 1) \). The assumption (5.1) on the smoothness of the exact solution \( \Phi \) may not be optimal, but they are sufficient for the subsequent convergence analysis.

Adapting the notations in [10, 60], we introduce the projection operator \( \mathcal{P}_N : C_{\text{per}}(\overline{\Omega}) \to \mathcal{B}^K \), which is the space of trigonometric polynomials of degree less than or equal to \( K = [N/2] \). Define
\[
\Phi_N(\cdot, t) := \mathcal{P}_N \Phi(\cdot, t) \in \mathcal{B}^K
\]
the (spatial) Fourier projection of the exact solution \( \Phi \). If \( \Phi \in L^\infty(0, T; H^l_{\text{per}}(\Omega)) \) for some \( l \in \mathbb{Z}^+ \), the following estimate is well-known (see [53]):
\[
\| \Phi_N - \Phi \|_{L^\infty(0, T; H^k(\Omega))} \leq C h^{l-k} \| \Phi \|_{L^\infty(0, T; H^l(\Omega))}, \quad \forall 0 \leq k \leq l. \tag{5.3}
\]
In particular, from (5.1) and the Sobolev embedding \( H^2_{\text{per}}(\Omega) \hookrightarrow C_{\text{per}}(\overline{\Omega}) \) in three dimensions, we can take \( k = 2, l = 3 \) in (5.3) and \( h \) sufficiently small (i.e., \( N \) is sufficiently large) so that the Fourier projection \( \Phi_N \) still preserves the strict separation property (however, with a relaxed bound):
\[
-1 + \frac{\theta_0}{2} \leq \Phi_N(x, t) \leq 1 - \frac{\theta_0}{2}, \quad \forall (x, t) \in \overline{\Omega} \times [0, T]. \tag{5.4}
\]

Given an arbitrary positive integer \( M \), we set the uniform time step as \( \Delta t = T/M > 0 \). For every \( m \in \mathbb{N} \) with \( m \leq M \), we set
\[
\Phi^m = \Phi(\cdot, t_m) \quad \text{and} \quad \Phi_N^m = \Phi_N(\cdot, t_m), \quad \text{with} \ t_m = m \Delta t.
\]
Since the exact solution \( \Phi \) preserves the mass (recall Proposition 1) and \( \Phi_N \in \mathcal{B}^K \), it is straightforward to check that for all \( 0 \leq m \leq M - 1 \), the property of mass conservation also holds for the Fourier projection \( \Phi_N \) at the discrete level of time:
\[
\int_{\Omega} \Phi_N(\cdot, t_{m+1}) \, dx = \int_{\Omega} \Phi(\cdot, t_{m+1}) \, dx = \int_{\Omega} \Phi(\cdot, t_m) \, dx = \int_{\Omega} \Phi_N(\cdot, t_m) \, dx. \tag{5.5}
\]

Next, we define the canonical grid projection operator \( \mathcal{P}_h : C_{\text{per}}(\overline{\Omega}) \to C_{\text{per}} \). For any \( g \in C_{\text{per}}(\overline{\Omega}) \), we set \( \tilde{g} = \mathcal{P}_h g \in C_{\text{per}} \) with grid values
\[
\tilde{g}_{i, j, k} = g\left((i - \frac{1}{2})h, (j - \frac{1}{2})h, (k - \frac{1}{2})h\right), \quad 1 \leq i, j, k \leq N.
\]
Then for the fully discrete system (2.18)–(2.19), we take its initial datum as \( \phi^0 = \mathcal{P}_h \Phi^0 = \mathcal{P}_h(\mathcal{P}_N \phi_0) \), i.e.,
\[
\phi^0_{i, j, k} := \Phi_N\left((i - \frac{1}{2})h, (j - \frac{1}{2})h, (k - \frac{1}{2})h, 0\right), \quad 1 \leq i, j, k \leq N. \tag{5.6}
\]

The error grid function that we are going to investigate is given by
\[
e^m := \mathcal{P}_h \Phi^m - \phi^m, \quad \forall m \in \mathbb{N}, \ m \leq M. \tag{5.7}
\]
Keeping the definitions of \( \mathcal{P}_N \) and \( \mathcal{P}_h \) in mind, we infer from (5.5), (5.6) and Proposition 4 that
\[
\mathcal{P}_h \Phi^m_N = \frac{1}{|\Omega|} \int_{\Omega} \Phi^0_N \, dx = \frac{1}{|\Omega|} \int_{\Omega} \Phi^0_N \, dx = \mathcal{P}_h \Phi^0_N = \Phi^0 = \bar{\Phi}^m. \tag{5.8}
\]
As a consequence, we have
\[
\bar{e}^m = 0, \quad \forall \, m \in \mathbb{N}, \, m \leq M.
\]

The main result of this section reads as follows

**Theorem 3 (Error estimate)** Suppose that the exact solution \( \Phi \) of the FCH equation (1.1) belongs to the regularity class \( \mathcal{R} \) (see (5.1)) and satisfies the strict separation property (5.2). Then, provided that \( \Delta t \) and \( h \) are sufficiently small, and under the linear refinement requirement \( \Delta t \leq C_1 h \) for some fixed \( C_1 > 0 \), we have
\[
\| e^m \|_2 + \left[ e^4 \Delta t \sum_{k=1}^{m} \left( \| \nabla h \Delta h e^k \|_2^2 + \| \Delta h e^k \|_2^2 \right) \right]^{1/2} \leq C(\Delta t + h^2), \tag{5.9}
\]
for any \( m \in \mathbb{Z}^+ \) such that \( t_m = m \Delta t \leq T \), where \( e^m \) is defined as in (5.7) and the constant \( C > 0 \) is independent of \( m, \Delta t \) and \( h \).

**Remark 6** The linear refinement requirement \( \Delta t \leq C_1 h \) on the size of time step is a technical assumption due to the usage of inverse inequalities between norms (see (5.29) and (5.35) below). The given positive constant \( C_1 \) can be arbitrary and it does not depend on the parameter \( \epsilon \).

### 5.1 Higher-Order Consistency Analysis

First, applying the temporal discretization, we see that the Fourier projection \( \Phi_N \) solves the following semi-implicit equation:
\[
\frac{\Phi^{n+1}_N - \Phi^n_N}{\Delta t} = \Delta \left[ e^4 \Delta^2 \Phi^{n+1}_N + \beta(\Phi^{n+1}_N) \beta'(\Phi^{n+1}_N) + e^2 \beta''(\Phi^{n+1}_N) |\nabla \Phi^{n+1}_N|^2 \right.
\]
\[
-2e^2 \nabla \cdot \left( \beta'(\Phi^{n+1}_N) \nabla \Phi^{n+1}_N \right) + \lambda(\lambda + e^p \eta) \Phi^{n+1}_N - \lambda \Phi^n_N \beta'(\Phi^n_N)
\]
\[
+ e^2 (2\lambda + e^p \eta) \Delta \Phi^n_N - (\lambda + e^p \eta) \beta(\Phi^n_N) \bigg] + \tilde{F}^{n+1}_N, \tag{5.10}
\]
where the truncation error is given by
\[
\tilde{F}^{n+1}_N = \left( \frac{\Phi^{n+1}_N - \Phi^n_N}{\Delta t} - \partial_t \Phi \right) + e^4 \Delta^3 (\Phi - \Phi^{n+1}_N) + \Delta \left[ \beta(\Phi) \beta'(\Phi) - \beta(\Phi^{n+1}_N) \beta'(\Phi^{n+1}_N) \right]
\]
\[
+ e^2 \Delta \left[ \beta''(\Phi) |\nabla \Phi|^2 - \beta''(\Phi^{n+1}_N) |\nabla \Phi^{n+1}_N|^2 \right] + 2e^2 \Delta \left[ \beta(\Phi) - \beta(\Phi^{n+1}_N) \right]
\]
\[
+ \lambda(\lambda + e^p \eta) \Delta (\Phi - \Phi^{n+1}_N) - \lambda \Delta \left[ \Phi \beta'(\Phi) - \Phi^{n+1}_N \beta'(\Phi^{n+1}_N) \right]
\]
\[
+ e^2 (2\lambda + e^p \eta) \Delta^2 (\Phi - \Phi^n_N) - (\lambda + e^p \eta) \Delta \left[ \beta(\Phi) - \beta(\Phi^{n+1}_N) \right].
\]
Recalling the assumptions (5.1)–(5.2), then using Taylor’s expansion in time and the error estimate (5.3) (e.g., with \( l = 11, k = 8 \)), we have
\[
\tilde{F}^{n+1}_N = \Delta t F^{n+1}_{N,1} + O(\Delta t^2) + O(h^3).
\]
where the spatial function $F_{N,1}^{n+1}$ only depends on $Φ_N$, $Φ$, and it is sufficiently smooth in the sense that its derivatives are bounded. From the mass conservation (5.5) and the periodic boundary condition, we infer that $\int_Ω F_{N,1}^{n+1} \, dx = 0$. This fact combined with Taylor’s expansion further implies $\int_Ω F_{N,1}^{n+1} \, dx = 0$.

Performing a further spatial discretization to (5.10) and applying a careful consistency analysis via Taylor’s expansion, we can actually show that $P_h \Phi_{Δt}^{n+1}$ solves the discrete system (2.18)–(2.19) with a first order accuracy in time and a second order accuracy in space. However, a restrictive refinement condition like $C' h^2 ≤ Δt ≤ C'' h^2$ for some $C'' > C' > 0$ is needed to complete the proof. The detailed calculations are left to the interested readers.

In order to prove Theorem 3 under a weaker (i.e., linear) refinement condition on the time step size $Δt$, we perform a higher-order consistency analysis for the auxiliary profile

$$\hat{Φ} = Φ_N + Δt P_N Φ_{Δt,1} + Δt^2 P_N Φ_{Δt,2} + h^2 P_N Φ_{h,1}. \tag{5.11}$$

Here we note that the centered difference used in the spatial discretization gives local truncation errors with only even order terms. In this manner, we find that a higher order consistency analysis via Taylor’s expansion, we can actually show that

$$\Phi_{Δt} \text{ subject to the zero initial condition } \Phi_{Δt,0} = 0 \text{ and periodic boundary conditions. Once the Fourier projection } Φ_N \text{ is given, we take the external source term } F_{N,1} \text{ in (5.12) to be a smooth function satisfying}$$

$$F_{N,1}(\cdot, t_n) = F_{N,1}^n \quad \text{and} \quad \int_Ω F_{N,1}(\cdot, t) \, dx = 0, \quad ∀ t ∈ [0, T]. \tag{5.12}$$

The existence and uniqueness of a solution to the linear sixth order parabolic equation (5.12) on $[0, T]$ can be easily proved, for instance, by using the Faedo-Galerkin method. In particular, the solution $Φ_{Δt,1}$ only depends on $Φ_N$, and its derivatives in various orders are bounded (recalling that $Φ_N$ is sufficiently smooth). Moreover, it satisfies the zero mass property:

$$\int_Ω Φ_{Δt,1}(\cdot, t) \, dx = \int_Ω Φ_{Δt,1}(\cdot, 0) \, dx = 0, \quad ∀ t ∈ [0, T].$$
Next, an application of the semi-implicit discretization for (5.12) yields

\[
\frac{\Phi^{n+1}_{\Delta t,1} - \Phi^n_{\Delta t,1}}{\Delta t} = \Delta \left[ e^4 \Delta^2 \Phi^{n+1}_{\Delta t,1} + \left( \beta'(\Phi^{n+1}_{\Delta t,1})^2 + \beta(\Phi^{n+1}_{\Delta t,1})\beta''(\Phi^{n+1}_{\Delta t,1}) \right) \Phi^{n+1}_{\Delta t,1} \right. \\
+ e^2 \left( 2\beta''(\Phi^{n+1}_{\Delta t,1}) \nabla\Phi^{n+1}_{\Delta t,1} - \beta''(\Phi^{n+1}_{\Delta t,1})\nabla\Phi^{n+1}_{\Delta t,1} \right) \\
- 2e^2 \nabla \cdot \left( \beta'(\Phi^{n+1}_{\Delta t,1})\nabla\Phi^{n+1}_{\Delta t,1} + \beta''(\Phi^{n+1}_{\Delta t,1})\nabla\Phi^{n+1}_{\Delta t,1} \right) \\
+ \lambda(\lambda + \epsilon p)\Phi^{n+1}_{\Delta t,1} - \lambda \left( \Phi^n_{\Delta t,1} \beta''(\Phi^n_{\Delta t,1}) + \beta'(\Phi^n_{\Delta t,1}) \right) \\
+ e^2(2\lambda + \epsilon p)\Delta\Phi^n_{\Delta t,1} - (\lambda + \epsilon p)\beta(\Phi^n_{\Delta t,1}) \right] - F^{n+1}_{N,1} + O(\Delta t),
\]

(5.13)

where we denote by \( \Phi^m_{\Delta t,1} = \Phi_{\Delta t,1}(\cdot,t_m), t_m = m\Delta t, m \in \mathbb{N}, m \leq M \). At the discrete level of time, we note that for every \( n \in \mathbb{N} \), it also holds \( \int_{\Omega} \Phi^{n+1}_{\Delta t,1} \, dx = \int_{\Omega} \Phi^n_{\Delta t,1} \, dx \). This fact further implies

\[
\int_{\Omega} \mathcal{P}_N \Phi^m_{\Delta t,1} \, dx = 0, \quad \forall m \in \mathbb{N}, \ m \leq M.
\]

(5.14)

Combining (5.10) and (5.13), we can obtain the second order temporal truncation error for the profile

\[
\hat{\Phi}_1 := \Phi_N + \Delta t \mathcal{P}_N \Phi_{\Delta t,1}
\]

such that

\[
\frac{\hat{\Phi}_1^{n+1} - \hat{\Phi}_1^n}{\Delta t} = \Delta \left[ e^4 \Delta^2 \hat{\Phi}_1^{n+1} + \beta'(\hat{\Phi}_1^{n+1})\beta'(\hat{\Phi}_1^{n+1}) + e^2 \beta''(\hat{\Phi}_1^{n+1})\nabla\hat{\Phi}_1^{n+1} \right] \\
- 2e^2 \nabla \cdot \left( \beta'(\hat{\Phi}_1^{n+1})\nabla\hat{\Phi}_1^{n+1} + \beta''(\hat{\Phi}_1^{n+1})\nabla\hat{\Phi}_1^{n+1} \right) + \lambda(\lambda + \epsilon p)\hat{\Phi}_1^{n+1} - \lambda \hat{\Phi}_1^n \beta'(\hat{\Phi}_1^n) \\
+ e^2(2\lambda + \epsilon p)\Delta\hat{\Phi}_1^n - (\lambda + \epsilon p)\beta(\hat{\Phi}_1^n) \right] + \Delta t^2 F^{n+1}_{N,2} + O(\Delta t^3) + O(h^3).
\]

(5.15)

Following arguments similar to those in [9, 57, 60], we can further derive the second order temporal correction \( \Phi_{\Delta t,2} \) as well as the spatial correction \( \Phi_{h,1} \), respectively. To this end, the next order temporal correction function \( \Phi_{\Delta t,2} \) is given by the linear equation

\[
\partial_t \Phi_{\Delta t,2} = \Delta \left[ e^4 \Delta^2 \Phi_{\Delta t,2} + \beta'(\Phi_{\Delta t,2})^2 + \beta(\Phi_{\Delta t,2})\beta''(\Phi_{\Delta t,2}) \right. \\
+ e^2 \left( 2\beta''(\Phi_{\Delta t,2}) \nabla\Phi_{\Delta t,2} + \beta''(\Phi_{\Delta t,2}) \nabla\Phi_{\Delta t,2} \right) \\
- 2e^2 \nabla \cdot \left( \beta'(\Phi_{\Delta t,2}) \nabla\Phi_{\Delta t,2} + \beta''(\Phi_{\Delta t,2}) \nabla\Phi_{\Delta t,2} \right) \\
+ \lambda(\lambda + \epsilon p)\Phi_{\Delta t,2} - \lambda \left( \Phi_{\Delta t,2} \beta''(\Phi_{\Delta t,2}) + \beta'(\Phi_{\Delta t,2}) \right) \\
+ e^2(2\lambda + \epsilon p)\Delta\Phi_{\Delta t,2} - (\lambda + \epsilon p)\beta(\Phi_{\Delta t,2}) \left] - F_{N,2}, \right.
\]

(5.16)

subject to the zero initial condition \( \Phi_{\Delta t,2}(\cdot,0) = 0 \) and periodic boundary conditions. Like before, the solution \( \Phi_{\Delta t,2} \) depends only on the exact solution \( \Phi \) and its derivatives of various orders are bounded. An application of the semi-implicit discretization to (5.16) implies that

\[
\tag*{\copyright \ Springer}
\]
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Subsequently, the spatial correction function 

\[ \Phi_{n+1}^{\Delta t,2} - \Phi_{n}^{\Delta t,2} = \Delta \left[ \epsilon^{4} \Delta^{2} \Phi_{n+1}^{\Delta t,2} + \left( \beta' \left( \Phi_{n+1}^{\Delta t,2} \right)^{2} + \beta \left( \Phi_{n+1}^{\Delta t,2} \right) \beta'' \left( \Phi_{n+1}^{\Delta t,2} \right) \right) \phi_{n+1}^{\Delta t,2} \right. \]

\[ + \epsilon^{2} \left( 2 \beta'' \left( \Phi_{n+1}^{\Delta t,2} \right) \nabla \Phi_{n+1}^{\Delta t,2} \cdot \nabla \Phi_{n+1}^{\Delta t,2} + \beta'' \left( \Phi_{n+1}^{\Delta t,2} \right) |\nabla \Phi_{n+1}^{\Delta t,2}|^{2} \Phi_{n+1}^{\Delta t,2} \right) \]

\[ - 2 \epsilon^{2} \nabla \cdot \left( \beta' \left( \Phi_{n+1}^{\Delta t,2} \right) \Phi_{n+1}^{\Delta t,2} + \beta'' \left( \Phi_{n+1}^{\Delta t,2} \right) \Phi_{n+1}^{\Delta t,2} \nabla \Phi_{n+1}^{\Delta t,2} \right) \]

\[ + \lambda \left( \lambda + e^{p} \eta \right) \Phi_{n+1}^{\Delta t,2} - \lambda \left( \Phi_{n}^{\Delta t,2} \beta'' \left( \Phi_{n}^{\Delta t,2} \right) + \beta' \left( \Phi_{n}^{\Delta t,2} \right) \right) \Phi_{n+1}^{\Delta t,2} \]

\[ + \epsilon^{2} \left( 2 \lambda + e^{p} \eta \right) \Delta \Phi_{n+1}^{\Delta t,2} - \left( \lambda + e^{p} \eta \right) \beta' \left( \Phi_{n}^{\Delta t,2} \right) \Phi_{n+1}^{\Delta t,2} \right] - F_{n+1}^{\Delta t,2} + O(\Delta t). \]

(5.17)

Then a combination of (5.16) and (5.17) yields the third order temporal truncation error for the profile

\[ \Phi_{2} := \Phi_{N} + \Delta t \mathcal{P}_{N} \phi_{N,1} + \Delta t^{2} \mathcal{P}_{N} \phi_{N,2} \]

such that

\[ \Phi_{n+1}^{\Delta t,2} - \Phi_{n}^{\Delta t,2} = \Delta \left[ \epsilon^{4} \Delta^{2} \Phi_{n+1}^{\Delta t,2} + \beta \left( \Phi_{n+1}^{\Delta t,2} \right) \beta' \left( \Phi_{n+1}^{\Delta t,2} \right) + \epsilon^{2} \beta'' \left( \Phi_{n+1}^{\Delta t,2} \right) |\nabla \Phi_{n+1}^{\Delta t,2}|^{2} \right. \]

\[ - 2 \epsilon^{2} \nabla \cdot \left( \beta' \left( \Phi_{n+1}^{\Delta t,2} \right) \nabla \Phi_{n+1}^{\Delta t,2} \right) + \lambda \left( \lambda + e^{p} \eta \right) \Phi_{n+1}^{\Delta t,2} - \lambda \beta \left( \Phi_{n+1}^{\Delta t,2} \right) \beta' \left( \Phi_{n+1}^{\Delta t,2} \right) \]

\[ + \epsilon^{2} \left( 2 \lambda + e^{p} \eta \right) \Delta \Phi_{n+1}^{\Delta t,2} - \left( \lambda + e^{p} \eta \right) \beta' \left( \Phi_{n+1}^{\Delta t,2} \right) \Phi_{n+1}^{\Delta t,2} \right] + O(\Delta t^{3}) + O(h^{3}). \]

Finally, we construct the spatial correction term \( \Phi_{h,1} \) to upgrade the spatial accuracy order. The following truncation error analysis for the spatial discretization can be obtained by using a straightforward Taylor expansion for \( \Phi_{2} \):

\[ \frac{\Phi_{n+1}^{\Delta t,1} - \Phi_{n}^{\Delta t,1}}{\Delta t} = \Delta h \left[ \epsilon^{4} \Delta^{2} \Phi_{n+1}^{\Delta t,1} + \beta \left( \Phi_{n+1}^{\Delta t,1} \right) \beta' \left( \Phi_{n+1}^{\Delta t,1} \right) + \epsilon^{2} \sum_{\xi=x,y,z} \beta'' \left( \Phi_{n+1}^{\Delta t,1} \right) a_{\xi} \left( D_{\xi} \Phi_{n+1}^{\Delta t,1} \right)^{2} \right. \]

\[ - 2 \epsilon^{2} \sum_{\xi=x,y,z} d_{\xi} \left( A_{\xi} \left( \beta' \left( \Phi_{n+1}^{\Delta t,1} \right) \right) D_{\xi} \Phi_{n+1}^{\Delta t,1} \right) + \lambda \left( \lambda + e^{p} \eta \right) \Phi_{n+1}^{\Delta t,1} \]

\[ - \epsilon^{2} \left( 2 \lambda + e^{p} \eta \right) \Delta \Phi_{n+1}^{\Delta t,1} - \left( \lambda + e^{p} \eta \right) \beta \left( \Phi_{n+1}^{\Delta t,1} \right) \]

\[ + h^{2} H_{N,1}^{\Delta t,1} + O(\Delta t^{3}) + O(h^{3}). \]

(5.19)

Subsequently, the spatial correction function \( \Phi_{h,1} \) is given by solving the linear equation

\[ \partial_{t} \Phi_{h,1} = \Delta \left[ \epsilon^{4} \Delta^{2} \Phi_{h,1} + \beta' \left( \Phi_{h,1} \right)^{2} + \beta \left( \Phi_{h,1} \right) \beta'' \left( \Phi_{h,1} \right) \right] \Phi_{h,1} \]

\[ + \epsilon^{2} \left( 2 \beta'' \left( \Phi_{h,1} \right) \nabla \Phi_{h,1} \cdot \nabla \Phi_{h,1} + \beta'' \left( \Phi_{h,1} \right) |\nabla \Phi_{h,1}|^{2} \Phi_{h,1} \right) \]

\[ - 2 \epsilon^{2} \nabla \cdot \left( \beta' \left( \Phi_{h,1} \right) \nabla \Phi_{h,1} + \beta'' \left( \Phi_{h,1} \right) \Phi_{h,1} \nabla \Phi_{h,1} \right) \]

\[ + \lambda \left( \lambda + e^{p} \eta \right) \Phi_{h,1} \]

\[ - \epsilon^{2} \left( 2 \lambda + e^{p} \eta \right) \Delta \Phi_{h,1} - \left( \lambda + e^{p} \eta \right) \beta' \left( \Phi_{h,1} \right) \Phi_{h,1} \]

\[ + h^{2} H_{N,1}^{\Delta t,1} + \Phi_{h,1} \text{ subject to the zero initial condition } \Phi_{h,1}(\cdot, 0) = 0 \]

(5.20)

subject to the zero initial condition \( \Phi_{h,1}(\cdot, 0) = 0 \) and periodic boundary conditions. Again, the solution \( \Phi_{h,1} \) depends only on the (sufficiently) exact solution \( \Phi \), with bounded differences of various orders.
Combining the above arguments, we arrive at the required auxiliary profile \( \hat{\Phi} \) given as in (5.11).

**Remark 7** Since the temporal/spatial correction functions \( \Phi_{\Delta t,1}, \Phi_{\Delta t,2}, \Phi_{h,1} \) are sufficiently smooth and bounded, applying the projection estimate (5.3) and the separation property (5.4) for \( \Phi_N \), we can obtain a strict separation property for \( \hat{\Phi} = \Phi_N + \Delta t P_N \Phi_{\Delta t,1} + \Delta t^2 P_N \Phi_{\Delta t,2} + h^2 P_N \Phi_{h,1} \) such that

\[
-1 + \theta \leq \hat{\Phi}(x, t) \leq 1 - \theta, \quad \forall (x, t) \in \Omega \times [0, T],
\]

with \( \theta = \theta_0/4 \), provided that the time step \( \Delta t \) and the grid size \( h \) are sufficiently small. Such a uniform separation property will be useful in the subsequent convergence analysis.

Hence, for the auxiliary profile \( \hat{\Phi} \) constructed above, applying a careful consistency analysis via Taylor’s expansion, we can eventually arrive at the following fully discrete scheme for its discrete counterpart \( P_h \hat{\Phi}^{n+1} \) (for the sake of simplicity, below we simply drop the projection operator \( P_h \) in \( P_h \hat{\Phi}^n \) and \( P_h \hat{\Phi}^{n+1} \)):

\[
\hat{\Phi}^{n+1} - \hat{\Phi}^n = \Delta h \left[ e^4 \Delta_h^2 \hat{\Phi}^{n+1} + \beta(\hat{\Phi}^{n+1}) \beta'(\hat{\Phi}^{n+1}) + \epsilon^2 \sum_{\xi=x,y,z} \beta''(\hat{\Phi}^{n+1}) a_{\xi} \left( |D_{\xi} \hat{\Phi}^{n+1}|^2 \right) \right.

\[
\left. - 2\epsilon^2 \sum_{\xi=x,y,z} d_{\xi} \left( A_{\xi} \beta'(\hat{\Phi}^{n+1}) D_{\xi} \hat{\Phi}^{n+1} \right) + \lambda(\lambda + \epsilon^p \eta) \hat{\Phi}^{n+1} \right] + \hat{\tau}^{n+1},
\]

with the higher order truncation error

\[
\| \hat{\tau}^{n+1} \|_2 \leq C(\Delta t^3 + h^3).
\]

**Remark 8** We note that the profile \( \hat{\Phi} = \Phi_N + \Delta t P_N \Phi_{\Delta t,1} + \Delta t^2 P_N \Phi_{\Delta t,2} + h^2 P_N \Phi_{h,1} \in B^K \) still satisfies the mass conservation property at the discrete level of both time and space. Indeed, from its definition, we observe that

\[
P_h \hat{\Phi}^0 = P_h \Phi_N^0 = \phi^0.
\]

Then from the mass conservation of \( \Phi_{m}^n, \mathcal{P}_N \Phi_{m}^n, \mathcal{P}_N \Phi_{m}^n_\Delta,2 \) and \( \mathcal{P}_N \Phi_{h,1}^m \) (see (5.8), (5.14)), we find that for every \( m \in \mathbb{Z}^+ \), \( m \leq M \), it holds

\[
P_h \Phi^m = P_h \Phi_N^m + \Delta t P_h(\mathcal{P}_N \Phi_{m}^n_\Delta,1) + \Delta t^2 P_h(\mathcal{P}_N \Phi_{m}^n_\Delta,2) + h^2 P_h(\mathcal{P}_N \Phi_{h,1}^m) = P_h \Phi_N^m = \phi^0 = \hat{\phi}^m.
\]

Besides, we infer from (5.22) and (5.24) that the local truncation error \( \hat{\tau}^n \) also fulfills

\[
\hat{\tau}^m = 0, \quad \forall m \in \mathbb{Z}^+, \ m \leq M.
\]

**5.2 Error Estimate in \( L^\infty(0, T; H^{-1}_h) \cap L^2(0, T; H^2_h) \)**

We first derive a preliminary error estimate on the grid function \( \epsilon^m \) in the lower order space \( L^\infty(0, T; H^{-1}_h) \cap L^2(0, T; H^2_h) \). Since \( \epsilon^0 = 0 \) for any \( m \in \mathbb{N}, m \leq M \) as shown before, the discrete norm \( \| \cdot \|_{-1,h} \) is well defined for \( \epsilon^m \).

**Proposition 5** Suppose that the exact solution \( \Phi \) of the FCH equation (1.1) belongs to the regularity class \( \mathcal{R} \) (recall (5.1)) and satisfies the strict separation property (5.2). Then,
provided that $h$ is sufficiently small, and under the linear refinement requirement $\Delta t \leq C_1 h$ for some fixed $C_1 > 0$, we have

$$
\| e^n \|_{-1,h} + \left[ \Delta t \sum_{k=1}^{m} \left( \epsilon^4 \| \Delta_h e^k \|_2^2 + 2\lambda (\lambda + \epsilon^p \eta) \| e^k \|_2^2 \right) \right]^\frac{1}{2} \leq C (\Delta t + h^2),
$$

(5.26)

for any $m \in \mathbb{Z}^+$ such that $t_m = m \Delta t \leq T$, where the constant $C > 0$ is independent of $m$, $\Delta t$ and $h$.

**Proof** With the aid of the auxiliary profile $\hat{\Phi}$ constructed above, we introduce an alternative numerical error function

$$
\hat{e}^m := \mathcal{P}_h \hat{\Phi}^m - \Phi^m, \quad \forall m \in \mathbb{N}, \ m \leq M,
$$

(5.27)

where $\Phi^m$ is the discrete solution to the system (2.18)–(2.19). From Remark 8 we see that $\hat{e}^m = 0$. Hence, the discrete norm $\| \cdot \|_{-1,h}$ is also well defined for the new error grid function $\hat{e}^m$ for all $m \in \mathbb{N}, \ m \leq M$.

To proceed, we make the following *a priori* assumption at the previous time step:

$$
\| \hat{e}^n \|_2 \leq \Delta t \frac{\hat{\gamma}}{2} + h^\frac{\hat{\gamma}}{2}.
$$

(5.28)

The *a priori* assumption (5.28) will later be recovered by the optimal rate convergence analysis at the next time step. From (5.28), the linear refinement constraint $\Delta t \leq C_1 h$, and the inverse inequality, we can derive a discrete $\| \cdot \|_{\infty}$ bound for the numerical error function:

$$
\| \hat{e}^n \|_{\infty} \leq \frac{C \| \hat{\Phi}^n \|_{2}}{h^\frac{\hat{\gamma}}{2}} \leq \frac{C \hat{\gamma}}{2} \leq \frac{\theta}{2},
$$

(5.29)

provided that $h > 0$ is sufficiently small (we note that $\hat{\gamma} > 0$ is independent of $\Delta t$, $h$ and $n$). Here, the constant $\theta \in (0, 1)$ is determined as in (5.21), which is independent of $n$. From (5.21) and (5.29), we can deduce that the numerical solution $\Phi^m$ also satisfies the strict separation property at the previous time step:

$$
-1 + \frac{\theta}{2} \leq \left( \mathcal{P}_h \hat{\Phi}^n \right)_{i,j,k} - \| \hat{e}^n \|_{\infty} \leq \phi_{i,j,k}^n \leq \left( \mathcal{P}_h \hat{\Phi}^n \right)_{i,j,k} + \| \hat{e}^n \|_{\infty} \leq 1 - \frac{\theta}{2}, \quad 1 \leq i, j, k \leq N.
$$

(5.30)

For any $m \in \mathbb{N}, \ m \leq M$, since $\hat{e}^m = 0$, we find that $(-\Delta_h)^{-1}\hat{e}^m$ is well defined. This allows us to subtract the numerical scheme (2.18)–(2.19) from (5.22) and then take (discrete) inner product between the resultant and $2(-\Delta_h)^{-1}\hat{e}^{n+1}$.

More precisely, we get

$$
\frac{1}{\Delta t} \left( \hat{e}^{n+1} \right)_{-1,h}^2 - \hat{\Phi}^n_{-1,h}^2 + \| \hat{e}^{n+1} - \hat{\Phi}^n \|_{-1,h}^2 + 2\epsilon^4 \| \Delta_h \hat{e}^{n+1} \|_2^2 + 2\lambda (\lambda + \epsilon^p \eta) \| \hat{e}^{n+1} \|_2^2 = \sum_{i=1}^{5} I_i,
$$

(5.31)

where

$$
I_1 = -2 \left( \beta(\hat{\Phi}^{n+1}) - \beta(\hat{\Phi}^n) \right) \left( \beta(\hat{\Phi}^{n+1}) - \beta(\hat{\Phi}^n) \right) \left( \beta(\hat{\Phi}^n) \right)_{\Omega},
$$

$$
I_2 = -2\epsilon^2 \left( \sum_{\xi=x,y,z} \left( \beta^\prime(\hat{\Phi}^{n+1}) a_\xi (|D_\xi \hat{\Phi}^{n+1}|^2) - \beta^\prime(\hat{\Phi}^n) a_\xi (|D_\xi \hat{\Phi}^n|^2) \right) \right)
$$
by simply using the Cauchy-Schwarz inequality such that

\[
-2 \sum_{\zeta = x, y, z} \left[ d_{\xi} \left( A_{\xi} (\beta' (\hat{\Phi}^{n+1})) D_{\xi} \hat{\Phi}^{n+1} - A_{\xi} (\beta' (\Phi^{n+1})) D_{\xi} \Phi^{n+1} \right) , \hat{\zeta}^{n+1} \right]_{\Omega},
\]

\[
I_3 = 2 \left[ \lambda \Delta h \hat{\Phi}^n \beta' (\hat{\Phi}^n) - \lambda \Phi^n \beta' (\Phi^n) + (\lambda + \epsilon^p \eta) \beta (\hat{\Phi}^n) - (\lambda + \epsilon^p \eta) \beta (\Phi^n) , \hat{\zeta}^{n+1} \right]_{\Omega},
\]

\[
I_4 = -2 \epsilon^2 (2 \lambda + \epsilon^p \eta) \left( \Delta h \hat{\zeta}^n + \hat{\zeta}^{n+1} \right)_{\Omega},
\]

\[
I_5 = 2 \left( \hat{\zeta}^{n+1}, \hat{\zeta}^{n+1} \right)_{-1,h}.
\]

Due to the monotonicity of \( \beta \beta' \) on \((-1, 1)\), we easily see that \( I_1 \leq 0 \). Besides, from the convexity of

\[
\left( \beta' (\phi) , \sum_{\zeta = x, y, z} a_{\xi} \left( |D_{\xi} \Phi|^2 \right) \right)_{\Omega},
\]

we can also conclude \( I_2 \leq 0 \). Concerning \( I_3 \), we can find some \( \xi \in C_{\text{per}} \) with its values \( \xi_{i,j,k} \) staying between \((P_h \hat{\Phi}^n)_{i,j,k} \) and \( \Phi^n_{i,j,k} \), \( 1 \leq i, j, k \leq N \), such that

\[
I_3 = 2 \left[ \left[ \lambda \xi \beta'' (\xi) + (2 \lambda + \epsilon^p \eta) \beta' (\xi) \right] \hat{\zeta}^n , \hat{\zeta}^{n+1} \right]_{\Omega}.
\]

Then using (5.21) and (5.30), we obtain

\[
I_3 \leq C \left( \|\hat{\zeta}^n\|_{\Omega} , \|\hat{\zeta}^{n+1}\|_{\Omega} \right) \leq 2C (\|\hat{\zeta}^n\|_2 + \|\hat{\zeta}^{n+1}\|_2^2),
\]

where \( C > 0 \) depends on \( \lambda, \epsilon, \eta \) and \( \theta \). The remaining two terms \( I_4 \) and \( I_5 \) can be estimated by simply using the Cauchy-Schwarz inequality such that

\[
I_4 = -2 \epsilon^2 (2 \lambda + \epsilon^p \eta) \left( \hat{\zeta}^n , \Delta h \hat{\zeta}^{n+1} \right)_{\Omega} \leq \frac{\epsilon^4}{2} \|\Delta h \hat{\zeta}^{n+1}\|_2^2 + 2 (2 \lambda + \epsilon^p \eta)^2 \|\hat{\zeta}^n\|_2^2,
\]

and

\[
I_5 \leq \|\hat{\zeta}^{n+1}\|_{-1,h}^2 + \|\hat{\zeta}^n\|_{-1,h}^2.
\]

Collecting the above estimates, we infer from (5.31) that

\[
\frac{1}{\Delta t} \left( \|\hat{\zeta}^{n+1}\|_{-1,h}^2 - \|\hat{\zeta}^n\|_{-1,h}^2 \right) + \frac{3}{2} \epsilon^4 \|\hat{\zeta}^n\|_{2}^2 + 2 \lambda (\lambda + \epsilon^p \eta) \|\hat{\zeta}^{n+1}\|_2^2 \leq \hat{C}_1 (\|\hat{\zeta}^n\|_2^2 + \|\hat{\zeta}^{n+1}\|_2^2) + \|\hat{\zeta}^{n+1}\|_{-1,h}^2 + \|\hat{\zeta}^{n+1}\|_{-1,h}^2,
\]

(5.32)

where \( \hat{C}_1 > 0 \) depends on \( \lambda, \epsilon, \eta \) and \( \theta \).

On the other hand, using the fact \( \hat{\zeta}^{n+1} = 0 \), the \( H_h^2 \)-estimate in [35, Proposition 2.2] such that

\[
\|\hat{\zeta}^{n+1}\|_{H_h^2} \leq C \|\Delta h \hat{\zeta}^{n+1}\|_2,
\]

and the interpolation inequality, we find

\[
\|\hat{\zeta}^{n+1}\|_2^2 \leq C \|\Delta h \hat{\zeta}^{n+1}\|_2^2 \|\hat{\zeta}^{n+1}\|_{-1,h}^2.
\]

A similar estimate also holds for \( \hat{\zeta}^n \). Applying the above estimates and Young’s inequality, we can eventually write (5.32) as

\[
\|\hat{\zeta}^{n+1}\|_{-1,h}^2 - \|\hat{\zeta}^n\|_{-1,h}^2 + \Delta t \left[ \epsilon^4 \|\Delta h \hat{\zeta}^{n+1}\|_2^2 + 2 \lambda (\lambda + \epsilon^p \eta) \|\hat{\zeta}^{n+1}\|_2^2 \right] \leq \hat{C}_2 \Delta t \left( \|\hat{\zeta}^n\|_{-1,h}^2 + \|\hat{\zeta}^n\|_{-1,h}^2 \right) + \frac{\epsilon^4}{2} \Delta t \|\Delta h \hat{\zeta}^{n+1}\|_2^2 + \Delta t \|\hat{\zeta}^{n+1}\|_{-1,h}^2.
\]
where $\tilde{C}_2 > 0$ depends on $\lambda$, $\epsilon$, $\eta$ and $\theta$. Thus, for $0 < \Delta t \leq (2\tilde{C}_2)^{-1}$, using the fact $\tilde{e}^0 = 0$, (5.23) and the discrete Gronwall inequality, we can conclude that

$$
\|\tilde{e}^{n+1}\|_{-1,h}^2 + \Delta t \sum_{k=1}^{n+1} \left[ e^4 \left\| \Delta k \tilde{e}^k \right\|_2^2 + 2\lambda(\lambda + \epsilon^n \eta) \left\| \tilde{e}^k \right\|_2^2 \right] \leq \tilde{C}_3 (\Delta t^6 + h^5),
$$

(5.34)

where $\tilde{C}_3 > 0$ depends on $\lambda$, $\epsilon$, $\eta$ and $\theta$ and $T$.

It remains to recover the a priori assumption (5.28). Obviously, it is valid for $n = 0$. Then we apply an induction argument. Assume that (5.28) holds at the previous time step corresponding to $n \in \mathbb{N}$. From (5.34) and the linear refinement constraint $\Delta t \leq C_1 h$, we deduce that

$$
\|\tilde{e}^{n+1}\|_2 \leq h^{-1}\|\tilde{e}^{n+1}\|_{-1,h} \leq C (\Delta t^2 + h^2) \leq \Delta t^2 h^3 + h^5,
$$

(5.35)

provided that $\Delta t$ and $h$ are sufficiently small. Hence, (5.28) holds for all $n \in \mathbb{N}$.

Now for any $m \in \mathbb{N}$, $m \leq M$, recalling the definition of the two error functions (see (5.7) and (5.27)), we have

$$
\|\tilde{e}^m\|_{-1,h} \leq \|\tilde{e}^m\|_{-1,h} + \|P_h \Phi^m_N - P_h \tilde{F}_m\|_{-1,h}
\leq \|\tilde{e}^m\|_{-1,h} + \Delta t \|P_h (P_N \Phi^m_{\Delta t,1})\|_{-1,h}
+ \Delta t^2 \|P_h (P_N \Phi^m_{\Delta t,2})\|_{-1,h} + h^2 \|P_h (P_N \Phi^m_{h,1})\|_{-1,h},
$$

and in a similar manner,

$$
\|\tilde{e}^m\|_2 \leq \|\tilde{e}^m\|_2 + \Delta t \|P_h (P_N \Phi^m_{\Delta t,1})\|_2 + \Delta t^2 \|P_h (P_N \Phi^m_{\Delta t,2})\|_2 + h^2 \|P_h (P_N \Phi^m_{h,1})\|_2,
\|\Delta h \tilde{e}^m\|_2 \leq \|\Delta h \tilde{e}^m\|_2 + \|\Delta h P_h (P_N \Phi^m_{\Delta t,2})\|_2 + h^2 \|\Delta h P_h (P_N \Phi^m_{h,1})\|_2.
$$

Thanks to the above observations, we can conclude the error estimate (5.26) from (5.34), (5.3) and the uniform boundedness of $\Phi_{\Delta t,1}$, $\Phi_{\Delta t,2}$, $\Phi_{h,1}$ and their derivatives. □

5.3 Error Estimate in $L^\infty(0, T; L^2_h) \cap \tilde{L}^2(0, T; H^3_h)$

We are now in a position to prove Theorem 3.

**Proof** First, from the lower order error estimate (5.34) for the auxiliary numerical error $\tilde{e}^m$, we have obtained a rough $L^2_\theta$ error estimate (5.28), which together with the inverse inequality yields the strict separation property of the numerical solution $\phi^m$ for all $m \in \mathbb{N}$, $m \leq M$ (see (5.30)).

Next, subtracting the numerical scheme (2.18)–(2.19) from (5.22) and taking (discrete) inner product between the resultant and $2\tilde{e}^{n+1}$, we get

$$
\frac{1}{\Delta t} \left(\|\tilde{e}^{n+1}\|_2^2 - \|\tilde{e}^n\|_2^2 + \|\tilde{e}^{n+1} - \tilde{e}^n\|_2^2\right) + 2\epsilon^3 \|\Delta h \tilde{e}^{n+1}\|_2^2 + 2\lambda(\lambda + \epsilon^n \eta) \|\Delta h \tilde{e}^{n+1}\|_2^2 = \sum_{i=1}^{6} J_i,
$$

(5.36)

where

$$
J_1 = 2 \left( (\beta'(\tilde{F}^{n+1}) - \beta(\tilde{F}^{n+1})) \beta'(\phi^{n+1}) , \Delta h \tilde{e}^{n+1} \right)_\Omega,
$$

$$
J_2 = 2\epsilon^2 \left( \sum_{\xi=x,y,z} \left[ \beta''(\tilde{F}^{n+1})A_\xi(|D_\xi \tilde{F}^{n+1}|^2) - \beta''(\phi^{n+1})A_\xi(|D_\xi \phi^{n+1}|^2) \right] , \Delta h \tilde{e}^{n+1} \right)_\Omega,
$$

$$
G \ Springer
\[ J_3 = -4\epsilon^2 \left( \sum_{\xi=x,y,z} \left[ d_\xi \left( A_\xi (\beta'(\hat{\Phi}^{n+1})) D_\xi \hat{\Phi}^{n+1} - A_\xi (\phi^{n+1}) D_\xi \phi^{n+1} \right) \right] , \Delta_h \hat{e}^{n+1} \right)_\Omega, \]
\[ J_4 = -2 \left( \lambda \beta' (\hat{\Phi}^{n+1}) - \lambda \phi' (\phi^{n+1}) + (\lambda + \epsilon \eta) \beta (\hat{\Phi}^{n}) - (\lambda + \epsilon \eta) \beta (\phi^{n}) \right) , \Delta_h \hat{e}^{n+1} \right)_\Omega, \]
\[ J_5 = 2\epsilon^2 (2\lambda + \epsilon \eta) \left( \Delta_h \hat{e}^n , \Delta_h \hat{e}^{n+1} \right)_\Omega, \]
\[ J_6 = 2 \left( \hat{e}^{n+1} , \hat{e}^{n+1} \right)_\Omega. \]

For \( J_1 \), we can find some \( \xi_1 \in C_{\text{per}} \) with its values \( (\xi_1)_{i,j,k} \) staying between \( (\mathcal{P}_h \hat{\Phi}^{n+1})_{i,j,k} \) and \( \phi^{n+1}_{i,j,k} \), \( 1 \leq i, j, k \leq N \), such that
\[ J_1 = 2 \left( (\beta' (\xi_1)^2 + \beta (\xi_1) \beta'' (\xi_1)) \hat{e}^{n+1} , \Delta_h \hat{e}^{n+1} \right)_\Omega \leq C \parallel \hat{e}^{n+1} \parallel_2 \parallel \Delta_h \hat{e}^{n+1} \parallel_2 \]
\[ \leq C \left( \parallel \Delta_h \hat{e}^{n+1} \parallel_2^2 + \parallel \hat{e}^{n+1} \parallel_2^2 \right), \]
where the constant \( C > 0 \) only depends on \( \theta \). By a similar argument, we can estimate \( J_4 \) as
\[ J_4 = -2 \left( \lambda (\beta' (\xi_2) + \epsilon \eta \beta'' (\xi_2)) + (\lambda + \epsilon \eta) \beta (\xi_2) \right) \hat{e}^n , \Delta_h \hat{e}^{n+1} \right)_\Omega \leq C \parallel \hat{e}^n \parallel_2 \parallel \Delta_h \hat{e}^{n+1} \parallel_2 \]
\[ \leq C \left( \parallel \Delta_h \hat{e}^{n+1} \parallel_2^2 + \parallel \hat{e}^n \parallel_2^2 \right), \]
where the constant \( C > 0 \) only depends on \( \lambda, \eta, \epsilon \) and \( \theta \).

Next, we handle \( J_2 \) by making the following decomposition:
\[ J_2 = 2\epsilon^2 \left( \left( \sum_{\xi=x,y,z} \left( \beta'' (\hat{\Phi}^{n+1}) - \beta'' (\phi^{n+1}) \right) a_\xi \left( |D_\xi \hat{\Phi}^{n+1}|^2 \right) , \Delta_h \hat{e}^{n+1} \right)_\Omega \right. \]
\[ + \left( \sum_{\xi=x,y,z} \beta'' (\phi^{n+1}) a_\xi \left( |D_\xi \phi^{n+1}|^2 - |D_\xi \phi^{n+1}|^2 \right) , \Delta_h \hat{e}^{n+1} \right)_\Omega \right) \]
\[ =: 2\epsilon^2 (J_{2a} + J_{2b}). \]

Again, we can find some \( \xi_3 \in C_{\text{per}} \) with its values \( (\xi_3)_{i,j,k} \) staying between \( (\mathcal{P}_h \hat{\Phi}^{n+1})_{i,j,k} \) and \( \phi^{n+1}_{i,j,k} \), \( 1 \leq i, j, k \leq N \), such that
\[ J_{2a} = \left( \sum_{\xi=x,y,z} \beta''' (\xi_3) \hat{e}^{n+1} a_\xi \left( |D_\xi \hat{\Phi}^{n+1}|^2 \right) , \Delta_h \hat{e}^{n+1} \right)_\Omega \]
\[ \leq C \left( \sum_{\xi=x,y,z} a_\xi \left( |D_\xi \hat{\Phi}^{n+1}|^2 \right) \right) \parallel \hat{e}^{n+1} \parallel_2 \parallel \Delta_h \hat{e}^{n+1} \parallel_2 \]
\[ \leq C \parallel \hat{e}^{n+1} \parallel_2 \parallel \Delta_h \hat{e}^{n+1} \parallel_2, \]
where \( C > 0 \) depends on \( \theta \) and norms of \( \Phi \). For the second term, we infer from (5.30), Hölder’s inequality and the uniform \( H^2_h \)-bound (4.2) that
\[ J_{2b} \leq C \left| \sum_{\zeta=x,y,z} a_\zeta \left( |D_\zeta (\hat{\Phi}^{n+1} + \phi^{n+1})| |D_\zeta \hat{e}^{n+1}|, \Delta_h \hat{e}^{n+1} \right) \right|_{\Omega} \]

\[ \leq C \left| \sum_{\zeta=x,y,z} a_\zeta \left( |D_\zeta (\hat{\Phi}^{n+1} + \phi^{n+1})| \right) \right|_{L^4_h} \left| \sum_{\zeta=x,y,z} (a_\zeta |D_\zeta \hat{e}^{n+1}|) \right|_{\Delta_h \hat{e}^{n+1}} \leq C \left( \|\nabla_h \hat{\Phi}^{n+1}\|_{L^4_h} + \|\nabla_h \phi^{n+1}\|_{L^4_h} \right) \|\nabla_h \hat{e}^{n+1}\|_{L^4_h} \Delta_h \hat{e}^{n+1} \|_2 \]

\[ \leq C \left( \|\nabla_h \hat{\Phi}^{n+1}\|_{H^2_h}^2 + \|\phi^{n+1}\|_{H^2_h} \right) \|\hat{e}^{n+1}\|_{H^2_h} \|\Delta_h \hat{e}^{n+1}\|_2 \leq C \|\hat{e}^{n+1}\|_{H^2_h} \|\Delta_h \hat{e}^{n+1}\|_2. \]

Here, we have used the estimate \( \left\| \sum_{\zeta=x,y,z} a_\zeta |D_\zeta f| \right\|_{L^4_h} \leq C \|\nabla_h f\|_{L^4_h} \) for all \( f \in C_{\text{per}} \) and discrete interpolation inequalities. Combining the estimates for \( J_{2a} \) and \( J_{2b} \), we deduce from (5.33) that

\[ J_2 \leq C \|\hat{e}^{n+1}\|_{H^2_h} \|\Delta_h \hat{e}^{n+1}\|_2 \leq C \|\Delta_h \hat{e}^{n+1}\|_2^2. \]

The term \( J_3 \) can be treated in a similar manner. Indeed, we have

\[ J_3 \leq 4e^2 \left| \sum_{\zeta=x,y,z} d_\zeta \left( A_\zeta (\beta'(\hat{\Phi}^{n+1}) - \beta'(\phi^{n+1}) D_\zeta \hat{\Phi}^{n+1}), \Delta_h \hat{e}^{n+1} \right) \right|_{\Omega} \]

\[ + \left| \sum_{\zeta=x,y,z} d_\zeta \left( A_\zeta \beta'(\phi^{n+1}) D_\zeta \hat{\Phi}^{n+1}, \Delta_h \hat{e}^{n+1} \right) \right|_{\Omega} \]

\[ =: 4e^2 (J_{3a} + J_{3b}). \]

Concerning \( J_{3a} \), there exists some \( \xi_4 \in C_{\text{per}} \) with its values \((\xi_4)_i,j,k\) staying between \((\mathcal{P}_h \hat{\Phi}^{n+1})_{i,j,k}\) and \(\phi^{n+1}_{i,j,k}\), \(1 \leq i, j, k \leq N\), such that

\[ J_{3a} = \left| \sum_{\zeta=x,y,z} d_\zeta \left( A_\zeta (\beta''(\xi_4) \hat{e}^{n+1}) D_\zeta \hat{\Phi}^{n+1}, \Delta_h \hat{e}^{n+1} \right) \right|_{\Omega} \]

\[ \leq C \sum_{\zeta=x,y,z} \|\beta''(\xi_4)\|_\infty \|D_\zeta \hat{\Phi}^{n+1}\|_\infty \|\hat{e}^{n+1}\|_2 \|\nabla_h \Delta_h \hat{e}^{n+1}\|_2 \]

\[ \leq C \|\hat{e}^{n+1}\|_2 \|\nabla_h \Delta_h \hat{e}^{n+1}\|_2, \]

where we have used Lemma 1 and Hölder’s inequality. Similarly, for \( J_{3b} \), we have

\[ J_{3b} \leq C \|\nabla_h \hat{e}^{n+1}\|_2 \|\nabla_h \Delta_h \hat{e}^{n+1}\|_2. \]

As a consequence, it holds

\[ J_3 \leq C \|\hat{e}^{n+1}\|_{H^1_h} \|\nabla_h \Delta_h \hat{e}^{n+1}\|_2 \]

\[ \leq e^4 \|\nabla_h \Delta_h \hat{e}^{n+1}\|_2^2 + C \|\hat{e}^{n+1}\|_{H^1_h}^2 \]

\[ \leq e^4 \|\nabla_h \Delta_h \hat{e}^{n+1}\|_2^2 + C \|\Delta_h \hat{e}^{n+1}\|_2^2. \]
For the remaining two terms, an application of Cauchy-Schwarz inequality yields that
\[ J_5 \leq 2\varepsilon^2(2\lambda + \varepsilon \eta)\|\Delta_h \varepsilon^n\|_2 \|\Delta_h \varepsilon^{n+1}\|_2 \leq \varepsilon^2(2\lambda + \varepsilon \eta)(\|\Delta_h \varepsilon^n\|_2^2 + \|\Delta_h \varepsilon^n\|_2^2), \]
\[ J_6 \leq \|\varepsilon^{n+1}\|_2^2 + \|\varepsilon^{n+1}\|_2^2. \]
Combining the above estimates, we can deduce from (5.33) and (5.36) that
\[ \frac{1}{\Delta t} \left(\|\varepsilon^{n+1}\|_2^2 - \|\varepsilon^n\|_2^2\right) + \varepsilon^4 \|\nabla_h \Delta_h \varepsilon^{n+1}\|_2^2 + 2\lambda(\lambda + \varepsilon \eta) \|\nabla_h \varepsilon^{n+1}\|_2^2 \leq C \left(\|\Delta_h \varepsilon^{n+1}\|_2^2 + \|\Delta_h \varepsilon^n\|_2^2\right) + \|\varepsilon^{n+1}\|_2^2, \]
which together with the fact \( \varepsilon^0 = 0 \) leads to the following inequality
\[ \|\varepsilon^{n+1}\|_2^2 + \Delta t \sum_{k=1}^{n+1} \left[ \varepsilon^4 \|\nabla_h \Delta_h \varepsilon^k\|_2^2 + 2\lambda(\lambda + \varepsilon \eta) \|\nabla_h \varepsilon^k\|_2^2\right] \leq C \Delta t \sum_{k=1}^{n+1} \|\Delta_h \varepsilon^k\|_2^2 + \Delta t \sum_{k=0}^{n} \|\varepsilon^{k+1}\|_2^2. \]
Thanks to the truncation error (5.23) and the lower order error estimate (5.34), we deduce from (5.38) that
\[ \|\varepsilon^{n+1}\|_2^2 + \Delta t \sum_{k=1}^{n+1} \left[ \varepsilon^4 \|\nabla_h \Delta_h \varepsilon^k\|_2^2 + 2\lambda(\lambda + \varepsilon \eta) \|\nabla_h \varepsilon^k\|_2^2\right] \leq C(\Delta t^6 + h^6). \]

Finally, by a comparison between the two error functions \( \varepsilon^{n+1} \) and \( e^{n+1} \) (using (5.11), (5.27)), from the projection estimate (5.3), the uniform boundedness of \( \Phi_{\Delta t,1}, \Phi_{\Delta t,2}, \Phi_{h,1} \), the estimates (5.34), (5.39), we can achieve the conclusion (5.9).

This completes the proof of Theorem 3.

\[ \square \]

6 Numerical Experiments

In this section, we implement a preconditioned steepest descent (PSD) algorithm to solve the fully discrete numerical scheme (2.18)–(2.19), following the framework proposed in [34]. This algorithm has been applied to the FCH equation (1.1) with a regular potential (1.7) in [33]. Further applications can be found in [87] and the references cited therein.

Observe that our scheme (2.18)–(2.19) can be recast as a minimization problem of the discrete energy (2.14). This is equivalent to solve the zero point of the discrete variation of (2.14):
\[ N_h(\phi) = f^n, \]
where
\[ N_h(\phi) = \frac{\phi}{\Delta t} - \Delta h \delta \phi E_h^\phi(\phi) \quad \text{and} \quad f^n = \frac{\phi^n}{\Delta t} + \Delta h \delta \phi E_h^\phi(\phi^n). \]
The essential idea of the PSD solver is to use a linearized version of the nonlinear operator as a pre-conditioner. Here, the pre-conditioner \( \mathcal{L}_h : \hat{C}_{\text{per}} \rightarrow \hat{C}_{\text{per}} \) is defined as
\[ \mathcal{L}_h := \frac{1}{\Delta t} - \varepsilon^4 \Delta h^3 + \varepsilon^2 \Delta h^2 - (\lambda^2 + \lambda \varepsilon \eta + \theta_2) \Delta h, \]
where $\theta_1, \theta_2 > 0$ are two parameters that can be adjusted. Obviously, $L_h$ is a positive, symmetric operator. In particular, this metric can be used to find an appropriate search direction for the steepest descent solver. Given the current iterate $\phi^n$, we obtain the next iterate direction by finding a $d_n \in \mathbb{R}$ per such that

$$
L_h[d_n] = r_n - \bar{r}_n,
$$

where $r_n$ is the nonlinear residual of the $n$th iterate $\phi^n$. Using this linear operator, we then solve the equation by the Fast Fourier Transform (FFT). Consequently, the next iterate is obtained as

$$
\phi^{n+1} := \phi^n + \alpha_n d_n,
$$

where $\alpha_n \in \mathbb{R}$ is the unique solution to the steepest descent line minimization problem

$$
\alpha_n := \arg \min_{\alpha \in \mathbb{R}} E_h(\phi^n + \alpha d_n) = \arg \text{zero}_{\alpha \in \mathbb{R}} \langle \mathcal{N}_h(\phi^n + \alpha d_n) - f^n, d_n \rangle_{\Omega}.
$$

### 6.1 Convergence Test

In this subsection we carry out an accuracy check for the numerical scheme (2.18)–(2.19). For simplicity, the computational domain is assumed to be the unit square $\Omega = (0,1)^2$ and the initial condition is set as

$$
\phi(x, y, 0) = 1.6 / \cosh \left( \frac{\sqrt{(x - 0.5)^2 + (y - 0.5)^2 - 0.33}}{0.05} \right) - 0.8,
$$

An artificial driven force term is added to the right-hand side of (2.18):

$$
g(x, y, t) = h(x, y, t) - \bar{h}(x, y, t),
$$

where

$$
h(x, y, t) = 100 \sin(10\pi t)x^2 + 100 \cos(10\pi t)y^2.
$$

The parameters are given by $\epsilon = 0.5, \eta = 1, \lambda = 3$ and $p = 2$. Since the equation does not have an analytical solution, we use a sufficiently fine spatial and temporal grid as a benchmark solution, and use the Cauchy error to compute the discrete norms.

To verify that our numerical scheme has first order in time and second order in space accuracy, we compute the $L^2_h$ and $L^\infty_h$ numerical errors in two cases.

In the first case, we fix the grid size $N = 512$, $T = 0.2048$, and set the basis solution as $\Delta t = 0.0001$. The test temporal sizes are $\Delta t = 0.0004, 0.0008, 0.0016, 0.0032, 0.0064$. Table 1 shows the discrete $\ell^2$ and $\ell^\infty$ errors under different situations, along with its order defined by:

$$
\text{Order}(i) := \ln \left( \frac{e(i - 1)}{e(i)} \right) / \ln \left( \frac{\Delta t(i - 1)}{\Delta t(i)} \right),
$$

where $e(i)$ denotes the $i+1$-th column of the error, and $\Delta t(i)$ respectively. A first convergence order is observed in both $\ell^2$ and $\ell^\infty$ errors, which illustrates the effectiveness of the temporal order.

In the second case, we fixed the temporal size as $\Delta t = 1e - 6$, and set the basis solution as $h = \frac{1}{1024}$. The final time are still set to as $T = 0.2048$. The test spatial sizes are $h =$
Table 1: Convergence test at time $T = 0.2048$ under different time step sizes

| $\Delta t$ | $\| e^n \|_2$ | Order | $\| e^n \|_\infty$ | Order |
|------------|----------------|-------|-------------------|-------|
| 0.0064     | 4.8022e−3      | -     | 7.5212e−3         | -     |
| 0.0032     | 2.4343e−3      | 0.9802| 3.3949e−3         | 1.1476|
| 0.0016     | 1.1874e−3      | 1.0357| 1.689e−3          | 1.0072|
| 0.0008     | 5.5351e−4      | 1.0964| 8.1568e−4         | 1.0500|
| 0.0004     | 2.3815e−4      | 1.2215| 3.5516e−5         | 1.1995|

Table 2: Convergence test at time $T = 0.2048$ under different spatial sizes

| $h$ | $\| e^n \|_2$ | Order | $\| e^n \|_\infty$ | Order |
|-----|----------------|-------|-------------------|-------|
| 1/16 | 1.9168e−3      | -     | 3.3162e−3         | -     |
| 1/32 | 5.5906e−4      | 1.7777| 9.2211e−4         | 1.8465|
| 1/64 | 1.3983e−4      | 1.9993| 2.3012e−3         | 2.0026|
| 1/128| 3.4622e−5      | 2.0139| 5.7018e−5         | 2.0129|
| 1/256| 8.2964e−6      | 2.0612| 1.3721e−5         | 2.0550|

Table 2 shows the discrete $\ell^2$ and $\ell^\infty$ errors under different spatial sizes. Notice that its order definition is replaced by

$$\text{Order}(i) := \ln \left( \frac{e(i - 1)}{e(i)} \right) / \ln \left( \frac{h(i - 1)}{h(i)} \right),$$

In this condition the second order in space is revealed.

### 6.2 Pearling Bifurcation and Meandering Instability

#### 6.2.1 Adaptive Time Adjust Strategy

For the FCH equation, it usually takes a long time for the phase transition to reach the equilibrium state. Moreover, the evolution usually exhibits different change rates at different time scales. Therefore, the adaptive time-stepping strategy is useful when performing the numerical simulation. There have been recent contributions that propose and analyze some adaptive time strategies for phase-field models, see for instance, [11, 36, 44, 45, 70, 88]. Through restricting the energy change rate (or the solution change rate), they constructed suitable functions to control the time step size. Roughly speaking, the small time steps will be adopted when the energy has a quick decay and large time steps will be used when the energy decays slowly. The use of the time step adaptivity cannot only resolve the steady state solution, but also the dynamical development of the solution efficiently and accurately. Hereafter, we also apply a simple adaptive time strategy to perform our numerical simulations. Considering the energy decay rate and solution change rate (in the norm $\| \cdot \|_2$), we set lower and upper bounds for both two factors, denoted by $l_E$, $u_E$, $l_\phi$, $u_\phi$, respectively. If the energy decay rate or the solution change rate exceeds the upper bound, we shall shorten the time step to 0.4 times the current step size. On the other hand, if the energy decay rate or the solution change rate is below the lower bound, we then increase the time step to twice the current time step size. In this manner, we can capture the structure when energy/solution changes rapidly, and prevent the simulation running too slow. In the subsequent simulations, the maximal time
The ring splits near $t = 0.3$ and converges to 4 circles.

Fig. 1 Snapshots with initial condition (6.1) when $\ell = 0.35$. The ring splits near $t = 0.3$ and converges to 4 circles.

The pearl bifurcation appears near $t = 0.8$, and converges to 8 circles.

Fig. 2 Snapshots with initial condition (6.1) when $\ell = 0.39$. The pearl bifurcation appears near $t = 0.8$, and converges to 8 circles.

The step size is given as $2e^{-3}$, and $l_E = 1e^{-4}$, $u_E = 1e^{-3}$, $l_\phi = 1e^{-3}$, $u_\phi = 1e^{-1}$, respectively.

### 6.2.2 The Pearling Bifurcation and Sensitivity of the Initial Value

The pearling bifurcation is an important physical phenomenon that has been investigated in [23, 51, 67]. Several numerical simulations have been implemented in recent works [84–86], always with a regular potential. In our simulation, the following initial condition will be used:

$$
\phi(x, y, 0) = 1.8 \cosh \left( \frac{\sqrt{(x - 0.5)^2 + (y - 0.5)^2 - 0.42}}{\ell \epsilon} \right) - 0.9, \quad (6.1)
$$

where the parameter $\ell > 0$ controls the interface width of the initial datum. Here, we set $h = 1/256$, $\epsilon = 0.03$, $\eta = 4$, $p = 1$ and $\lambda = \ln(19)/0.9$ so that the minima $\pm r_*$ of $F$ are given with $r_* = 0.9$.

As a consequence, Figs. 1, 2 and 3 show the time snapshots of simulations under different initial thickness of the ring. The pearl bifurcation appears when $\ell = 0.35$ and $\ell = 0.39$, but fails to exist when $\ell = 0.5$. From this numerical experiment we can see that, the morphological structure of interfaces is highly sensitive to the initial datum. A slight change may lead to different intermediate states and long-time equilibria. The energy plot in Fig. 4 shows a fast exponential decay at the beginning of the simulation, and when the pearl structure appears, the energy changes fast as well. In Fig. 5 we observe that in the above three cases for pearling bifurcation, the FCH energy, the Cahn-Hilliard energy $E_{CH}$ and the phase-field Willmore (PFW) energy decrease at the same time.

### 6.2.3 The Meandering Instability

The meandering instability is another interesting phenomenon investigated in the literature, see e.g., [23]. Some numerical tests can be found in [33, 85] with a regular potential. To
Fig. 3 Snapshots with initial condition (6.1) when $\ell = 0.5$. The ring doesn’t split but only shrink and thicken. The pearl structure fails to exist the whole time.

Fig. 4 Loglog plot of the FCH energy in three different cases. Four time ticks of the snapshots in Fig. 1, 2, 3 are marked by the dotted lines. All cases encounter a fast exponential energy decay at the beginning of the simulation. When the pearl bifurcation appears, the energy also changes rapidly.

proceed with our simulation, we consider the following initial condition:

$$
\phi(x, y, 0) = \begin{cases} 
-0.9, & \text{if } y > 0.5 \sin \left( \frac{4\pi x}{12} \right) + 6.4, \\
-0.9, & \text{if } y < 0.5 \sin \left( \frac{4\pi x}{15} \right) - 5.6, \\
0.9, & \text{otherwise.}
\end{cases}
$$

(6.2)

Besides, we set $\eta = 10$, $\epsilon = 0.01$, $p = 1$, $h = 1/256$ and $\lambda = \ln(19)/0.9$. Figure 6 shows the time snapshots of the meandering instability, and Fig. 7 presents the FCH and Cahn-Hilliard energy change of this experiment. The FCH energy still decreases over time, however, the Cahn-Hilliard energy increases after the initial decay. This reflects the balancing between the two parts (PFW vs. Cahn-Hilliard) in the FCH energy.

© Springer
Fig. 5 Loglog plot of the FCH energy, the minus Cahn-Hilliard energy and the phase-field Willmore (PFW) energy in three different cases. We observe that both the PFW energy and the Cahn-Hilliard energy decrease during time evolution for pearling bifurcation.

Fig. 6 Snapshots of the meandering instability with initial condition (6.2). Parameters are set to be as $\eta = 10$, $\epsilon = 0.01$, $p = 1$, $h = 1/256$ and $\lambda = \ln(19)/0.9$.

6.3 Phase Separation

In this subsection we simulate the phase separation process, namely, the spinodal decomposition of a binary mixture with possible amphiphilic structure. We start with the following random initial condition (cf. [33]):

$$\phi(x, y, 0) = 0.5 + 0.01(2r - 1),$$

(6.3)
Fig. 7  Change of the FCH Energy (left) and the Cahn-Hilliard Energy (right) of the meandering instability

Fig. 8  Time snapshots of phase separation with the random initial datum (6.3)

where \( r \) are uniformly distributed random numbers in \([0, 1]\), and give the parameters as 
\( \epsilon = 0.008, \eta = 8, p = 1, \frac{h}{256} = 1/256 \) and \( \lambda = \frac{\ln(19)}{0.9} \).

Snapshots of the phase separation process can be found in Fig. 8. The minimum value and maximum value of the phase variable stays between \(-0.8852\) and \(0.9035\) along time evolution, which keep a safe distance to the pure states \(-1\) and \(1\). This is consistent with the strict separation property proved in this paper (for the numerical scheme) and in [72] (for the partial differential equation). Meanwhile, the average mass has a \(10^{-12}\) error after \(10^5\) iteration, which comes from possible cancellation errors when rounding off values at machine precision, as is shown in Fig. 10. The energy plot show a similar property to that for the previous simulation on meandering instability, in which the Cahn-Hilliard energy also increases after the initial decay. Figure 9 shows some special structures that we capture in the simulation, and these can be also found in the experiment of [46].
Fig. 9 Special structures like Y-junction, cylinder, spheres and cylindrical loops shown in the phase separation, which is consistent with Figure 1 and Figure 3 in [46]

Fig. 10 Minimum value (top left), maximum value (top right), averaged mass (bottom left) and free energy (bottom right) plot in the long time simulation. These four pictures respectively show that our discrete numerical scheme inherits the properties of strict separation from pure states, mass conservation and energy dissipation that have been proved for the continuous problem.

7 Concluding Remarks

In this paper, we present a first order in time, second order in space semi-implicit finite difference scheme for the functionalized Cahn-Hilliard equation with a logarithmic Flory-Huggins type potential. The numerical scheme is derived based on the convex splitting technique. The non-convex and non-concave term $\int_{\Omega} \beta(\phi) \Delta \phi \, dx$ in the FCH energy is handled by using
integration by parts under periodic boundary conditions. Unique solvability, unconditional energy stability and mass conservation property of the numerical scheme are theoretically justified. Moreover, we establish the positivity-preserving property, i.e., the phase function $\phi$ stays in $(-1, 1)$ at a point-wise sense, with the aid of the singular nature of the logarithmic term $\beta(\phi)$. To the best of our knowledge, our numerical scheme is the first one that combines these four important theoretic properties for the FCH equation with a singular potential. Next, we perform an optimal rate convergence analysis and obtain error estimates in the higher order space $L^\infty(0, T; L^2_h) \cap L^2(0, T; H^3_h)$ under a linear refinement requirement $\Delta t \leq C_1 h$.

To achieve the goal, we choose to perform a higher order asymptotic expansion up to third order accuracy in time and space, with a careful linearization technique. We first derive an error estimate in the lower order space $L^\infty(0, T; H^{-1}_h) \cap L^2(0, T; H^2_h)$ and obtain a rough $L^2_h$ error estimate. Then the $L^2_h$ error estimate combined with the inverse inequality yields a uniform $L^\infty_h$ bound on the error function, which implies the strict separation from pure states $\pm 1$ for the numerical solutions. This crucial fact enables us to achieve the refined $L^2_h$ estimate by using the energy method. In the last part of this paper, we present some numerical experiments in the two dimensional case with the PSD solver, which demonstrate the accuracy and robustness of the discrete scheme. Pearling bifurcation, meandering instability and spinodal decomposition are observed via the numerical simulation. The energy stability, mass conservation and the positivity preserving property are also verified numerically.
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