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Abstract—Multicast transmissions have been widely analyzed in traditional networks as a way to improve spectrum efficiency when multiple users are interested in the same data. However, their application to mmWave communications has been studied only marginally so far. The goal of this paper is to partially fill this gap by investigating optimal and suboptimal multicast schemes for mmWave communications with directional beams. In particular, we propose a Markov setup to model the retransmission status of the unsuccessfully transmitted packets and, because of the computational complexity of the optimal solution, we introduce a suboptimal hierarchical optimization procedure, which is much easier to derive. Finally, we numerically show that restricting the link to unicast beams is strongly suboptimal, especially when many packets have to be transmitted.

I. INTRODUCTION

Wireless communication using millimeter waves (mmWaves) is considered a game changer paradigm, which promises to satisfy the ever growing data rate requirements of the mobile terminals [1]. With mmWaves, the communication frequencies shifted from few GHz to tens or hundreds of GHz (e.g., 30 – 300 GHz). This has the twofold consequence of increasing the available bandwidth and, simultaneously, decreasing the antenna size (and thus allow the integration of large arrays of antennas in a small chip area). On the other hand, multicast communications have been proven to be beneficial and to increase the bandwidth efficiency in many different scenarios [2]. Nevertheless, a joint analysis of mmWave and multicast communications has been investigated only marginally so far. Our goal is to advance the state of the art and introduce a new multicast transmission strategy for mmWave communications.

Recent advances in the design of RF circuits in the 30 – 300 GHz frequency range, along with studies on the corresponding propagation characteristics showed that using mmWaves for 5G cellular systems is actually feasible [3]. Thanks to their high transmission frequencies and correspondingly huge amount of available bandwidth, mmWave systems have the potential to solve the spectrum crunch. However, new design perspectives have to be introduced at the communication layers, since mmWave links are generally directional (in order to compensate for the strong path loss effect), and thus they present different characteristics with respect to traditional systems.

The physical properties of mmWaves present several benefits but also drawbacks. On the positive side, since the transmission beams are generally generated only toward particular directions, energy is not wasted in unwanted directions, and privacy and security concerns may be alleviated. Moreover, the interference to other nodes is reduced, allowing higher information capacities on the links. Nevertheless, the main drawbacks of mmWave communications are the huge propagation loss due to the high transmission frequencies [4] (according to Friis formula, the attenuation may easily increase by 30 – 40 dB) and the blockage effect (because of the weak diffraction capabilities of waves, obstacles such as human being or furniture may heavily impair the communication link). Moreover, the directionality properties require more complex network discovery [5], [6] and multicast algorithms [7].

Although many previous papers on mmWave communications focused on the optimization of data transmission using unicast links [1], in this paper we address multicast communications [7]. These consist in transmitting the same data packets to a group of mobile terminal by performing the transmission only once, which consequently improves the bandwidth efficiency compared to unicast transmissions. Many different uses of multicast communications have been proposed in the past [3], e.g., multimedia applications, distance learning, streaming of live events, VoIP sessions, etc., but also for control plane, synchronization, or reliability purposes. If correctly designed, also mmWave links can exploit multicasting; however, there are new aspects to take into account. For example, while in traditional networks beams are omnidirectional, with mmWave we only have directional beams, therefore we need to tune the beamwidth and the beam orientation in addition to the beam radius (in practice, multicast transmissions using directional links are a generalization of the traditional broadcast schemes) [8].

Previous papers focused on multicast with directional links [8], [9]. However, these did not consider the possibility of tuning the beamwidth, which instead is a key factor in mmWaves. In [7], [10], the authors focused on multicasting for mmWave, but they did not consider the probability of losing packets during the transmissions, nor the effect of retransmissions. Moreover, they did not optimize the number of packets to transmit over every beam. Instead, in our paper we implement a Hybrid Automatic Repeat reQuest (HARQ) mechanism, as a way to mitigate packet losses due to bad channel conditions.

Our Contributions. We study a mmWave communication system in which a base station sends multicast packets to a group of users by tuning the parameters of the transmission beams over time. Lost packets are recovered by a HARQ mechanism, implemented with an incremental redundancy packet-level FEC code. The goal is i) to transmit the packets before a time deadline occurs and ii) to minimize the channel usage times. We solve the problem using a Markov Decision Process (MDP) [11], and, because of the super-exponential
complexity of the optimal solution, we propose a simpler hierarchical optimization strategy. Numerical results show that multicast communications can significantly improve the system performance with respect to unicast only links.

The paper is organized as follows. Section II defines the system model. In Section III we describe the multicast optimization problem and solve it optimally. A suboptimal solution is given in Section IV. Section V provides the numerical results and Section VI concludes the paper.

II. SYSTEM MODEL

A Base Station (BS) transmits data to multiple users using a multicast wireless mmWave link. BS uses analog beamforming, so that it only irradiates a single beam to serve the users; with hybrid beamforming, the scheme proposed in this paper can be straightforwardly used for multiple separate beams, taking into account the total power constraint [12]. Our goal is to tune the width of the transmission beam and its orientation in order to find the optimal trade-off between serving multiple users simultaneously and providing high data rates to them. Indeed, although a wider beam covers a larger spatial area and thus, potentially, may transmit data to many users in a short time, it also provides lower SNRs at the receiver (i.e., user) sides [13] and induces higher packet loss rates. Vice-versa, using a series of unicast beams provides higher SNRs but also requires longer transmission times.

The network is composed of $N$ end-users which demand to receive the same data packet from BS in downlink [1]. The base station modifies the position and the size of its transmission beam over time in order to satisfy the requests of all users. Since we consider multicast transmissions, a single beam may cover multiple users simultaneously.

When a packet is not received because of channel errors, it may be retransmitted. In particular, every data packet is encoded with a packet level FEC [14] in smaller MAC packets, which are then transmitted independently. If a user correctly receives at least $m$ MAC packets, then decoding is possible (the value of $m$ depends on the code and on the size of the data packet). Formally, when BS transmits $x_i$ MAC packets, only $y_i \leq x_i$ are correctly received by User $i$; if $y_i \geq m$, the data packet can be successfully decoded, and no other actions are required for that user. Otherwise, when $y_i < m$, decoding is not possible, and the base station may generate new additional redundancy packets and transmit them, until User $i$ receives at least $m$ packets, or a time deadline is met.

Time is slotted, and slot $t$ denotes the normalized time interval $[t,t+1)$. In order to guarantee a bounded latency, every data packet admits at most $R_{\text{max}}$ retransmission rounds before being declared “failed”, i.e., if a user does not manage to decode the data packet within the first $R_{\text{max}}+1$ slots, the time deadline is reached. In this situation, the system receives a penalty $\epsilon$. The overall penalty, namely $E$, is equal to $\epsilon$ times the number of users that reach the deadline.

When the system begins to operate at $t=0$, every node receives a new data packet. The transmission of a single MAC packet to User $i$ lasts $\tau(M_i)$ and depends on the selected modulation along with its channel code rate, $M_i$. The system strives to use shorter transmission durations, so that the base station is allowed to perform also other tasks, which are not explicitly defined here (e.g., transmission to other nodes, unicast transmissions, beam synchronization, localization, etc.). Thus, the longer the transmission times, the worse the system performance. On the other hand, shorter transmission times may induce higher packet loss rates, thus increasing the probability that the penalty $\epsilon$ is incurred. The goal of our optimization will be to find the trade-off between these two opposites.

A. Beams

For numerical tractability, we approximate the mmWave beam with a sectored antenna beam as in [15], [16]. When a receiver lies inside the sectored antenna beam, it receives a power given by Equation (1); otherwise, no signal can be received.

When a beam with beamwidth $\psi$ is used, the received signal power of User $i$ is, according to Friis formula,

$$ P_i = P_{tx} h_i G_{tx}(\psi) G_{rc} PL_0 d_i^{-\alpha} $$

where $P_{tx}$ is the transmission power of BS, assumed fixed in this paper and equal for all beams; $h_i$ is the random fading coefficient between BS and User $i$ (independent over time and among users); $G_{tx}(\psi)$ and $G_{rc}$ are the transmitter and receiver antenna gains, respectively, in the direction of each other; $d_i$ is the distance between BS and User $i$, $PL_0=(\lambda/(4\pi))^2$ is the reference path loss at the distance of 1 m ($\lambda$ is the wavelength of the signal), and $\alpha$ is the path loss exponent.

We also notice that all these variables may be considered time dependent; although our model and its solution are general and would still be valid in this case, we keep them fixed for presentation simplicity. The transmitter antenna gain depends on the beamwidth $\psi$ (the larger $\psi$, the lower $G_{tx}(\psi)$) according to the following formula [13]:

$$ G_{tx}(\psi) = \frac{2\pi - (2\pi - \psi)z}{\psi} $$

where $0 \leq z < 1$ is the gain in the side lobe (e.g., $z=0.05$). The previous expression holds only if the receiver lies in the coverage area of the beam. Note that, if $\psi=2\pi$ (omnidirectional antenna), the transmitter gain $G_{tx}(\psi)$ is minimum. The minimum beamwidth $\psi_0$, namely resolution, is imposed by the number of antennas of the base station.

The SNR at user $i$ will be $P_i/(N_0 W)$, where $N_0$ is the noise power spectral density and $W$ is the bandwidth. Depending on the SNR and on the modulation scheme, a user will experience a certain packet loss probability. In particular, let $M$ be the set of allowed modulations along with their channel code rates (e.g., $M=\{\text{BPSK with rate } 1/2, \text{ QPSK with rate } 3/4\}$); in general, higher order modulations correspond to lower transmission durations but also to higher packet loss probabilities. Choosing the proper modulation scheme and code rate will be one of the objectives of the optimization problem.

B. Markov Chain Formulation

The time horizon of our problem is imposed by the maximum number of retransmission rounds $R_{\text{max}}$. At time $t=0$, the
base station transmits \( x_i^t \) MAC packets to User \( i \); since only \( y_i^0 \) out of \( x_i^0 \) are received, at time \( t=1 \), to correctly decode the data packet, User \( i \) needs to receive \( r_i^1 = \max\{0, m - y_i^0\} \) packets. If \( r_i^1 = 0 \), the data packet can be decoded, otherwise additional transmissions are required. In a generic slot \( t \), User \( i \) needs \( r_i^t = \max\{0, r_i^{t-1} - y_i^{t-1}\} \) to decode. Thus, the system behavior in slot \( t \) depends only on the previous slot state. Because of this, we can use a Markov Chain (MC) to model the retransmission states of the system.

When we consider all the \( N \) users together, the state of the MC is \( r_{t} \triangleq (r_1^t, \ldots, r_N^t) \), where \( r_i^t, i \in \{1, \ldots, N\} \), is the number of packets that User \( i \) must receive to correctly decode the data packet in slot \( t \). When a new data packet is generated at \( t=0 \), then \( r_i^0 = m, \forall i \). The system penalty is incurred when some user has not managed to decode the packet before the deadline, and is computed as

\[
\mathcal{E} \triangleq \sum_{i=1}^{N} \chi\{r_i^{R_{\max}+1} > 0\},
\]

where \( \chi\{\cdot\} \) is the indicator function.

C. Actions

Assume that the modulation along with the code rate are fixed. According to the position of the users, the penalty cost \( \epsilon \), and the transmission parameters, BS can make the following choices in slot \( t \):

- **Unicast Only.** Transmit \( x_i^t \geq r_i^t \) unicast packets to User \( i \), for every \( i \), using \( N \) directional beams in a TDMA fashion. This will require \( \sum_{i=1}^{N} x_i^t \sigma(M_i^t) \) seconds (we recall that \( M_i^t \) is the modulation along with the code rate chosen for User \( i \) in slot \( t \) and that the transmission duration \( \tau(M_i^t) \) depends on \( M_i^t \) only). Note that we may choose \( x_i^t \) strictly greater than \( r_i^t \) to take into account a non-zero probability of channel errors; in an error-free channel, we would always set \( x_i^t = r_i^t \).

- **Broadcast.** Transmit \( x_{1,\ldots,N}^t \geq \max\{r_1^t, \ldots, r_N^t\} \) broadcast packets to all users \( \{1, \ldots, N\} \) using a large transmission beam. This will require \( x_{1,\ldots,N}^t \tau(M_{1,\ldots,N}^t) \) seconds for the transmission. In general, using a broadcast beam provides shorter transmission times, but also leads to worse SNR performance, therefore the packet loss rates increase and additional retransmissions may be necessary in the future (e.g., if the distance between users is wide, broadcast transmissions may be infeasible in mmWave).

- **Sequential Multicast.** Transmit a series of multicast beams in a TDMA fashion. Every beam covers only a portion of the users (eventually, even unicast beams may be employed). Note that in a single slot the same user may be covered by multiple beams (e.g., a unicast beam to increase the error resilience and a multicast beam to serve more users simultaneously and reduce the transmission times).

The goal of our optimization is to derive the optimal actions (i.e., the beam sequence) to perform in the sequential multicast case\(^2\) in every time slot. In addition, we also optimize the modulation and code rates for every transmission (intuitively, multicast packets may need more robust modulations, whereas unicast transmissions can use higher order modulation schemes).

### III. OPTIMIZATION PROBLEM AND SOLUTIONS

The goal of the system is twofold. First, we want to correctly send the data packet to all \( N \) nodes in the first \( R_{\max} + 1 \) slots (i.e., before the time deadline occurs). Second, we do not want to waste time resources; indeed, coding and transmitting a very large number of MAC packets may easily satisfy the deadline requirement, but would also incur long transmission times. Vice-versa, if very few packets were sent, the overall transmission duration would be very low but the deadline penalty may easily occur.

#### A. Formal Optimization Problem

The previous trade-off can be handled as an average multi-objective stochastic undiscounted finite-horizon optimization problem. The weight is given by the penalty \( \epsilon \), which intrinsically determines whether we prefer to transmit few packets and save time or to risk not meeting the deadline. The problem is “stochastic” because of the unknown channel conditions, which may cause packet losses, and “finite-horizon” because we focus only on the first \( R_{\max} + 1 \) slots. Moreover, the problem depends on the position of the users, therefore different configurations lead to different beam allocation. Formally, the problem is defined as follows:

\[
\min_{x_{N,M}^t \in \mathbb{R}^{N,M}, \forall N \subseteq \{1, \ldots, N\}, t=0, \ldots, R_{\max}} \mathbb{E}\left[ \sum_{t=0}^{R_{\max}} \sum_{i=1}^{N} \sum_{N \subseteq \{1, \ldots, N\}} x_{N}^t \tau(M_N^t) \right]
\]

s.t.: \( r_i^t = \begin{cases} m, & \text{if } t=0, \\ \max\{0, r_i^{t-1} - \sum_{N \subseteq \{1, \ldots, N\}} y_i^{t-1} \}, & \text{if } t>0, \end{cases} \)

\[
\mathbb{P}(y_N^t | x_N^t, M_N^t) = \frac{\mathcal{P}(y_N^t) \mathcal{P}(\text{dec}(M_N^t))^y_N \mathcal{P}(\text{dec}(M_N^t))^{x_N^t-y_N^t}}{\mathcal{P}(\text{dec}(M_N^t))^{x_N^t}},
\]

\[
x_N^t \in \mathbb{N}, \quad \forall N \subseteq \{1, \ldots, N\}, \quad t=1, \ldots, R_{\max},
\]

\[
M_N^t \in \mathcal{M}, \quad \forall N \subseteq \{1, \ldots, N\}, \quad t=1, \ldots, R_{\max}.
\]

The integer \( x_N^t \) represents the number of MAC packets transmitted in slot \( t \) over a beam that covers all nodes in \( N \) (e.g., \( x_1^0 \) represents a unicast transmission to User 1, whereas \( x_{1,\ldots,N}^t \) is a multicast transmission to all users). The variable \( M_N^t \) defines the modulation scheme along with its channel code for the beam that covers set \( N \) in slot \( t \). Thus, the first sums in (4a) represent the cost incurred for the transmissions. The higher the number of transmitted packets, the higher the transmitted durations and thus the cost in the objective function. Instead, the second term is the cost incurred for a missed deadline (defined in Equation (3)). The expectation is taken with respect to the channel conditions.

The set \( N \) contains the indices of the nodes. For example, it may be equal to \( \{i\}, \forall i, \) or to \( \{i, j\}, \forall i, j \neq i, \ldots \), or to...
{1, . . . , N}. Although it is not explicitly written in Problem (4), we consider only ordered sets (e.g., {1, 2} is a valid N, whereas {2, 1} is not) in order not to count the same beam multiple times. Note that the directionality of the beam is already included in the definition of N.

Equation (45) is the extension of what we presented in Subsection II-B to multiple beams. r_i^t is the number of MAC packets that User i still has to transmit in slot t to correctly decode the data packet. Correspondingly, (44) is the probability of receiving y_i^t packets out of x_i^t transmitted, when a modulation M_i^t is used. The distribution of y_i^t is Binomial, with parameters x_i^t and P_{dec}(M_i^t) (probability of decoding a MAC packet). Note that we implicitly imposed independence among different packets, as the fading conditions change over time. The probability P_{dec}(M_i^t) depends on the link budget, the channel conditions, the modulation scheme, and the channel code. In particular, it is evaluated as P_{dec}(M_i^t)=E[P_{dec}(M_i^t, P_t)], where the expectation is taken with respect to the channel condition, P_t is defined in (1). P_{dec}(M_i^t, P_t) is the traditional packet decoding probability of a given modulation, and P_{dec}(M_i^t)=1−P_{dec}(M_i^t).

Finally, note that Problem (4) implicitly makes the conservative assumption that the beam directed to group N is not received by any other node. In practice, other nodes may benefit from the data sent using this beam (e.g., if two or more users were close), therefore the performance of the system may slightly improve in practice.

In the next subsection, we describe how to solve the optimization problem optimally. Then, in Section IV we will introduce a more faster solution which can be used in practice.

B. Optimal Solution of Problem (4)

Intuitively, the optimal transmission policy that solves (4) tries to transmit few packets in the first retransmission rounds, so as not to increase the transmission durations (i.e., the first term in (4a)), whereas it transmits more MAC packets in the last slots, if necessary, so as to avoid the penalty cost E (i.e., the second term in (4a)).

Since the system can be modeled with a Markov Chain, as described in Subsection II-B we can solve Problem (4) as a Markov Decision Process (MDP) over a finite horizon. In particular, the optimization problem is stochastic, thus, to fully solve it, we need to specify an action to perform for every different state of the MC, namely r=(r_1, . . . , r_N) (note that we dropped the time index superscript because the set of MC states does not change over time). Therefore, we explicitly write x_N(r) and M_N(r) to indicate that these quantities are referred to state r. In Figure 1 we show an example of the states of the MC. For every state, we need to optimize the number of packets to send over each beam.

A common tool to solve MDPs over finite horizons is the Value Iteration Algorithm (VIA) (11), which consists in rewriting the objective function in a recursive form, and solving every recursive equation, namely Bellman equation, independently. Formally, the Bellman equation is expressed as follows for every t=0, . . . , R_{max}:

\[ J_t(r) = \min_{x_N(r), M_N(r)} \left\{ \sum_{i=1}^{N} \sum_{N' \subseteq \{1, . . . , N\}} x_i^t(r) \tau(M_i^t(N')) + \sum_{r'} \mathbb{P}(r'|r) J_{t+1}(r') \right\} \]

and \( J_{R_{max}+1}(r) = \varepsilon \sum_{i=1}^{N} \chi(r_i > 0) \). It can be easily verified that the objective function (44) is equal to \( J_0((m, . . . , m)) \). In the Bellman equation, the first term constitutes the instantaneous cost obtained in slot t when the actions \{x_N^t(r), M_N^t(r), \forall N\} are used, whereas the last term corresponds to the future costs. The term \( \mathbb{P}(r'|r) \) specifies the probability of going to state r' from the previous state r, given the actions (which, for ease of notation, are implicitly embedded in \( \mathbb{P}(r'|r) \)) and is derived according to (4b) and (4c).

C. The Price of Optimality

The value iteration algorithm consists in iteratively solving (5) in a backward fashion (i.e., starting from \( t=R_{max} \) and going to \( t=0 \)), and gives the optimal solution of the initial optimization problem. By doing so, we greatly reduced the computational complexity, since the problem can be studied separately for every slot. Nevertheless, there are two main pitfalls to face in order to minimize (5): first, the space of r scales exponentially with the number of users, thus the Bellman equation has to be solved many times; second, the number of sets N (i.e., the number of different beams) scales as \( 2^N - 1 \) (e.g., with three users we consider \{1\}, \{2\}, \{3\}, \{1, 2\}, \{2, 3\}, \{1, 3\}, \{1, 2, 3\}), thus there are many actions to optimize for every MC state.

In summary, finding the optimal solution of the multicast problem we consider has super-exponential complexity in the number of users. Therefore, we need simpler techniques to simplify the computations.

IV. A Hierarchical Solution

We propose a suboptimal solution to the Bellman equation (5) which is particularly suitable for the cases in which the users can be naturally divided in subgroups. In this section, we drop the time index t for ease of notation.

A. Tree Structure

We consider a tree in which every isolated user constitutes a leaf, whereas groups of users are the internal nodes of the tree. Recursively, groups of nodes are put together to form upper layers of the tree, until the root node, which is composed of all users. Every node of the tree corresponds to a beam toward the corresponding group (e.g., leaves are unicast beams, whereas the root is a multicast beam that covers all the network).

We now introduce an optimization scheme that, using a top-down approach, analyzes and solves a series of easier optimization problems for every node of the tree. In particular, for each node we develop a series of simpler reduced MDPs,
whose actions and states are tightly related to the children of the node.

Notes on Optimality. The optimal solution of the network decomposed using the tree structure, namely the optimal tree policy, imposes an upper bound to the cost of the initial optimal policy. However, even finding the optimal tree policy is computationally demanding. Therefore, in the following, we propose a technique that, exploiting the hierarchical structure, provides an upper bound to the cost of the optimal tree solution and, consequently, to the initial optimal policy.

B. Reduced Markov Chain Formulation

We introduce a new reduced Markov Chain for every node of the tree, which can be seen as a simplified version of what we described in Subsections II-B and III-B. The state of node $N$ in the reduced MC is $r_N$. It is equal to $r_1$ if $N$ is the leaf $i$ (as in Subsection II-B); otherwise, $r_N$ is an aggregate state defined as

$$r_N = \max\{r_{C_1}, \ldots, r_{C_p}\},$$

where $\{C_1, \ldots, C_p\}$ are the children of node $N$. For example, if we considered the node $N = \{1, 2, 5, 14, 18\}$, with children $C_1 = \{1, 2\}$, $C_2 = \{5, 14\}$ and $C_3 = \{18\}$, the aggregate MC state would be $r_{1,2,5,14,18} = \max\{r_{1,2}, r_{5,14}, r_{18}\}$ (instead of a five-dimensional one as in the initial MC).

By doing so, the reduced MC always considers the worst case situation of the initial MC. In practice, (6) is a way to aggregate different states into a simpler one. Clearly, when these aggregate states are considered, we lose some information about the dynamics of the system.

C. Aggregate Actions

There are many ways to define the actions of the aggregate states $r_N$. In order to keep the optimization simple, we use, for every node of the tree, a number of actions equal to the number of children of the node under investigation plus two.

One aggregate action, namely $a_{C_1}$, is selected for every child, and two actions, $x_N$ and $M_N$, are reserved for defining the current beam (we recall that every node of the tree corresponds to a beam). Actions $x_N$ and $M_N$ are the number of MAC packets to send and the corresponding modulation to use, respectively, for the group of users $N$ (similar to Subsection II-C). Instead, when the aggregate action $a_{C_1}$ is selected for child $C_1$, then we impose an upper bound on the number of packets transmitted by the users in $C_1$. For example, if we considered the node $\{1, 2, 5, 14, 18\}$, with children $\{1, 2\}$, $\{5, 14\}$ and $\{18\}$, the tuple of actions to decide would be $\{a_{1,2}, a_{5,14}, a_{18}, x_{1,2,5,14,18}, M_{1,2,5,14,18}\}$. Thus, for example, child $\{1, 2\}$ imposes $a_1 \leq a_{1,2}$, $a_2 \leq a_{1,2}$, and $x_{1,2} \leq a_{1,2}$.

In practice, the bounds on the actions are propagated from the root to the leaves; by doing so, an action of an internal node indirectly influences the underlying subtree. Aggregate actions decide in which part of the network we should transmit more MAC packets, but without explicitly defining every beam (this will be done in a hierarchical fashion by lower layers), and thus are much easier to optimize.

D. Transition Probabilities of the Reduced MC

We need to define the transition probabilities among the aggregate states. Focus on a node $N$ with children $\{C_1, \ldots, C_p\}$ and assume that the tuple of actions to perform $\{a_{C_1}, \ldots, a_{C_p}, x_N, M_N\}$ is given.

The aggregate transition probabilities are defined as follows

$$P(r'_N | r_N, a_{C_1}, \ldots, a_{C_p}, x_N, M_N)$$

where $r_N$ is the aggregate state and $r'_N$ is the aggregate state after the transition. The term $P(r'_N | r_N, a_{C_1}, \ldots, a_{C_p}, x_N, M_N)$ is the probability of going to state $r'_N$ given the actions $a_{C_1}, \ldots, a_{C_p}$, the number of MAC packets $x_N$, and the modulation $M_N$.

The term (8c) can be derived as

$$\prod_{\ell=1}^{p} \sum_{u,x} \sum_{r'_C} \chi\{\max\{r'_{C_1}, \ldots, r'_{C_p}\} = r'_N\} \times \prod_{\ell=1}^{p} P(r'_{C_\ell} | u, x_N, M_N) \times \prod_{\ell=1}^{p} P(u | r'_N, a_{C_\ell}),$$

where in the last equality we used the total probability theorem. Term $P(u | r'_N, a_{C_\ell})$ is the probability of going to the aggregate state $r'_C$ starting from state $u$ given the actions $x_N$ and $M_N$, for child $C_\ell$. This term can be evaluated using the definition of probability of the maximum along with Equation (4c). The other quantity, $P(u | r'_N, a_{C_\ell})$, is the probability of going to state $u$ starting from $r_N$ using the aggregate action $a_{C_\ell}$. This is derived from the solution of an MDP related to the reduced MC of child $C_\ell$, given the constraint on the maximum number of MAC packets to transmit.

E. Hierarchical Policy

In the previous subsections, we have fully defined the MC related to the nodes of the tree. The hierarchical policy can be found by solving the MDP of the root of the tree corresponding to its reduced MC. This also implies to solve a series of MDPs for all the nodes of the tree, as explained in Subsection IV-D.
V. NUMERICAL RESULTS

In this section, we study how the system performance changes as a function of the number of MAC packets and the number of retransmission slots. The numerical results are derived in two stages. First, we follow the steps of Section IV and perform a numerical evaluation to find the optimal policies. Then, we use it to perform a Monte Carlo simulation and assess the real performance of the system.

We adopt the following parameters. The link budget is modeled as in Equation (1), where $\alpha=3$, $G_{\text{tx}}=11.83$ dB (computed as in [13]), the central frequency is 28 GHz, and $P_{\text{tx}}=1$ W. Also, we consider Nakagami fading with a coefficient of 4. The bandwidth is $W=1$ GHz [17] and the noise figure is 7.6 dB. The beam parameters are $z=0.05$ (power irradiated in the side lobes) and $\phi_0=11.25^\circ$ (resolution). The MAC packets are composed of 5 KB plus 100 bits of overhead. We consider two modulation schemes with Reed-Solomon codes $\mathcal{M}=$ {4-QAM with rate 239/255, 16-QAM with rate 223/255}.

We initially consider a network composed of 8 users with polar coordinates given in Table I. The tree of Section IV is binary and the internal nodes are formed according to an increasing order of the indices of the users.

| User | Radius (m) | Angle (degree) |
|------|------------|----------------|
| 1    | 100        | 5              |
| 2    | 80         | 25             |
| 3    | 50         | 27             |
| 4    | 45         | 35             |
| 5    | 30         | 45             |
| 6    | 80         | 65             |
| 7    | 100        | 72             |
| 8    | 70         | 86             |

Figure 2 shows the average number of users that reach the deadline as a function of the average transmission duration. The curves have been derived by changing the weight $\epsilon$ (the higher $\epsilon$, the lower the number of failures). In this example, we compare unicast and multicast policies. To derive the multicast scheme, we represented the 8 users using the binary tree and used the algorithm of Section IV to derive the solution. Instead, the unicast policies are derived optimally (in this case, the numerical complexity is very low, since every user can be analyzed independently of the others). It can be clearly noticed that, although the multicast scheme is suboptimal, it strongly outperforms the unicast one. Moreover, the optimal multicast approach might lead to even better performance than the hierarchical approach we used, thus the improvement of using multicast policies may be even higher. In Figure 2, we considered only $R_{\text{max}}=0, 1, 2$ retransmissions, because, for larger values, the performance almost saturates.

Figure 3 is analogous to the previous one, but in this case we change the number of MAC packets required for decoding (e.g., higher values of $m$ correspond to larger data packets). When $m=10$, many packets have to be transmitted, therefore it is more likely to incur in the time deadline penalty. Note that the gap between multicast and unicast policies is wider for higher values of $m$, which further justifies the use of multicast schemes for heavier data transmission applications (e.g., video streaming).

Finally, we focus on the simpler case of two users and consider different configurations as in Figure 4. In particular, User 1 is placed at $(0^\circ, 80$ m) (polar coordinates), whereas User 2 is placed at many different positions. We do not consider very high (low) values of $\theta$ because unicast (multicast) schemes are almost always optimal in these cases. Moreover, the system is symmetric, therefore we could also have considered negative values of $\theta$ and the performance would have been the same. Figure 5 shows the corresponding performance of the system (UC and MC denote unicast and multicast).
multicast transmissions, respectively). We remark that the unicast case (dashed curves) does not depend on the angle \( \theta \), as a single beam covers only one user at a time in every case. As expected, the lower the value of \( \theta \), the better the performance of the multicast scheme because the antenna gain for smaller beamwidths is higher (see Equation (2)); in this case, the distance between multicast and unicast is significant. Also, we note that multicast performs better when the radius of User 2 is small; this is because the path loss is lower and it is possible to transmit MAC packets with a sufficiently low packet loss rate even using larger beams with smaller antenna gains.

In summary, Figure 5 describes when it is worth using multicast in the two users case; when more users are considered, the benefits of multicast are even higher because a beam may cover more users. Moreover, according to Figures 2 and 6, multicast becomes more important when \( R_{\text{max}} \) and \( m \) increase, therefore, in practice, the improvement due to multicast may be expected to be very large in many cases of interest.

VI. CONCLUSIONS

We studied a multicast network composed of one base station that transmits packets with directional mmWave beams to multiple users. We set up an optimization problem that balances the probability of failure with the average channel occupancy time. Since the optimal solution would require high numerical complexity (it requires to solve an MDP with a large state and action spaces), we reduced the complexity of the problem by introducing a hierarchical solution. We numerically evaluated the performance of the system with and without multicast beams, and noticed that, also in mmWave systems, multicast can significantly improve the performance of the system.

Part of our future work includes the comparison of the hierarchical approach with other suboptimal schemes, as well as with the optimal approach for some simple case. Moreover, additional investigations about the structure of the tree in the hierarchical solution may be performed.
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