ABSTRACT. We show that even mild improvements of the Pólya-Vinogradov inequality would imply significant improvements of Burgess’ bound on character sums. Our main ingredients are a lower bound on certain types of character sums (coming from works of the second author joint with J. Bober and Y. Lamzouri) and a quantitative relationship between the mean and the logarithmic mean of a completely multiplicative function.

1. INTRODUCTION

Let \( S_\chi(t) := \sum_{n \leq t} \chi(n) \), where \( \chi \pmod{q} \) is a Dirichlet character. There are two famous upper bounds on this quantity. The first, discovered independently by Pólya and Vinogradov a century ago, asserts

\[
|S_\chi(t)| \ll \sqrt{q \log q}
\]

for any primitive \( \chi \pmod{q} \). In particular, this implies that \( S_\chi(t) = o(t) \) for all \( t > q^{1/2+\epsilon} \). Sixty years ago, Burgess [2] found a way to increase the range of \( t \) in which \( S_\chi(t) \) is small. Combining his work with a clever observation of Hildebrand [10], it can be shown that for all primitive real quadratic characters \( \xi \pmod{p} \),

\[
S_\xi(t) = o(t) \quad \forall t > p^{1/4-o(1)}.
\]

Here \( o(1) \) is a positive quantity which tends to 0 as \( p \to \infty \). (Burgess’ bound holds for more general characters as well, but for simplicity we restrict ourselves to the special case of quadratic characters of prime conductor.) Although neither (\(*)\) nor (\(\dagger\)) has been improved in general, probably neither one is optimal. It is believed that Pólya-Vinogradov can be improved to

\[
|S_\chi(t)| \leq (C + o(1)) \sqrt{q \log \log q}
\]

with \( C = \frac{2e}{\pi} \) for odd \( \chi \) and \( C = \frac{e}{\pi \sqrt{3}} \) for even \( \chi \). Indeed, Montgomery and Vaughan [11] proved that GRH implies (\(\dagger\)) for some constant \( C \); more recently, Granville and Soundararajan [6] have shown that GRH implies (\(\dagger\)) with \( C \) twice as large as predicted. The Burgess bound seems even further from the truth: a folklore conjecture asserts that \( |S_\chi(t)| \ll \epsilon t^{1/2} q^\epsilon \), from which it would immediately follow that

\[
S_\xi(t) = o(t) \quad \forall t \gg p^\epsilon.
\]

This is known conditionally on GRH (or even on the weaker Generalized Lindelöf Hypothesis).

Traditionally, Pólya-Vinogradov and Burgess are considered to be somewhat independent of one another; the former is a global upper bound which applies only to long character sums, while the latter is a local bound which applies only to shortish sums. Moreover, Burgess is often viewed as the superior result, both because in applications one frequently requires cancellation in short sums and because the proof is significantly more complex. The goal of this note is to demonstrate that, in spite of appearances, the two bounds are intimately connected: even an apparently mild improvement of the ‘simpler’ Pólya-Vinogradov bound yields a significant improvement of the ‘deeper’ Burgess bound. More precisely, we’ll show

**Theorem A.** Suppose the Pólya-Vinogradov inequality (\*) can be improved to \( S_\chi(t) = o(\sqrt{q \log q}) \) for all even primitive quadratic \( \chi \pmod{q} \). Then (\(\dagger\)) holds for all odd primitive quadratic characters \( \xi \pmod{p} \).
The proof of this theorem builds on joint work of the second author and Jonathan Bober [1], in which it is shown that any improvement of Pólya-Vinogradov yields an improvement of bounds on the least quadratic nonresidue. That theorem is quantitative, and shows that even improvements to the implicit constant in Pólya-Vinogradov would break past the \( \frac{1}{4\sqrt{e}} \) barrier in the least nonresidue problem. In principle, it should be possible to make Theorem A quantitative as well. To keep our exposition as brief and transparent as possible, we have elected not to do this, but it would be interesting to see what sorts of quantitative results one could obtain.

A crucial step in our argument is to show that if the mean value of a real multiplicative function up to some point is large, then the logarithmic mean up to that point must also be large. Despite the extensive body of literature on multiplicative functions (or, perhaps, because of it!), we were unable to find a quantitative result of the form we need. To explain this further, we set some notation. Let

\[
M_f(x) := \frac{1}{x} \sum_{n \leq x} f(n) \quad \text{and} \quad L_f(x) := \frac{1}{\log x} \sum_{n \leq x} \frac{f(n)}{n}
\]

Theorem 2 of [7] implies that for any multiplicative function \( f : \mathbb{Z} \to [0,1] \),

\[
|L_f(x)| \gg |M_f(x)|. \quad (1.1)
\]

What if \( f \) is allowed to take negative values? It is a fun exercise to construct a family of completely multiplicative functions \( f : \mathbb{Z} \to [-1,1] \) for which (1.1) fails.\(^1\) For our application, however, we will only need to compare the two means in the situation that both \( x \) and \( |M_f(x)| \) are large, and in this case we will show that (1.1) does hold. More precisely:

**Lemma B.** Given \( c > 0 \), there exists \( \delta = \delta(c) > 0 \) and \( x_0 = x_0(c) \geq 1 \) such that

\[
|M_f(x)| \geq c \implies L_f(x) \geq \delta
\]

for all completely multiplicative functions \( f : \mathbb{Z} \to [-1,1] \) and all \( x > x_0 \).

It would be interesting to find a more explicit relationship between the two means which holds even when they are small.
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2. PROOFS

To streamline the proof of Theorem A, we isolate one of the key steps. Bober and the second author, building on previous work of the second author with Lamzouri [3, 4], obtained omega results for character sums of a product of two characters. In particular, the proof of Theorem 3 in [1] (see equation (7) of that proof) implies:

**Lemma 2.1.** Given odd primitive characters \( \xi \pmod{k} \) and \( \psi \pmod{\ell} \) such that \( (k,\ell) = 1 \). Consider the primitive character \( \chi := \xi \psi \) of conductor \( q := kl \). Then

\[
\frac{1}{\sqrt{q}} \max_{N \leq q} |S_{\chi}(N)| \geq \sqrt{\ell} \max_{t \leq q} \left| \sum_{n \leq t} \frac{\xi(n)}{n} \right| + O(1).
\]

We can now give a relatively short proof of Theorem A (assuming the validity of Lemma B, which we prove subsequently).

\(^1\)For example, one can use Haselgrove’s result [9] on the Liouville function to construct an infinite family of integers \( N \) and a corresponding infinite family of completely multiplicative functions \( f \) (depending on \( N \)) such that \( L_f(N) = 0 \neq M_f(N) \).
Proof of Theorem A. Fix an $\epsilon > 0$, and suppose the conjectured bound (1) fails for some infinite collection of odd primitive real characters of prime conductor. More precisely, suppose there exists a positive constant $c$ and an infinite family
\[ \Xi := \{ \text{primitive } \xi \pmod{p} : \xi(-1) = -1, \xi^2 = \chi_0 \} \]
such that for each $\xi \in \Xi$ we have
\[ |S_\xi(t_p)| \geq ct_p \]  
(2.1)
for some $t_p > p^\epsilon$. We will construct an infinite family of even primitive real characters $\chi \pmod{q}$ satisfying
\[ \max_N |S_\chi(N)| \gg c, \epsilon \sqrt{q \log q}, \]  
(2.2)
thus contradicting the hypothesis of Theorem A.

Reformulating (2.1) to read $|M_\xi(t_p)| \geq c$, we are led to apply Lemma B. The lemma produces two positive constants $\delta$ and $x_0$, both depending only on $c$. We may assume (after possibly removing a finite number of characters from $\Xi$) that $p^\epsilon > x_0$ for all $\xi \pmod{p} \in \Xi$. Thus $t_p > x_0$, whence Lemma B implies
\[ \mathcal{L}_\xi(t_p) \geq \delta. \]  
(2.3)
Let $\ell$ be the smallest prime larger than $\frac{2}{\delta}$ which satisfies $\ell \equiv 3 \pmod{4}$, and set
\[ \psi := \left( \frac{\cdot}{\ell} \right). \]
To each character $\xi \pmod{p} \in \Xi$ we associate a character $\chi \pmod{q}$ defined by
\[ \chi := \xi \psi. \]
Note that each such $\chi$ is an even primitive real character with conductor $q = p\ell$, whence Lemma 2.1 implies
\[ \frac{1}{\sqrt{q}} \max_{N \leq q} |S_\chi(N)| \gg_{c, \epsilon} \left| \sum_{n \leq t_p} \frac{\xi(n)}{n} \right| + O(1). \]  
(2.4)
We now show that the right hand side is $\gg_{c, \epsilon} \log q$. It may be helpful to recall the dependencies among our parameters: $c$ and $\epsilon$ are fixed, $\delta$ depends only on $c$, and $\ell$ depends only on $\delta$ (and hence only on $c$). We have
\[ \sum_{n \leq t_p} \frac{\xi(n)}{n} = \sum_{n \leq t_p} \frac{\xi(n)}{n} - \frac{\xi(\ell)}{\ell} \sum_{m \leq t_p/\ell} \frac{\xi(m)}{m} \]
\[ \geq \mathcal{L}_\xi(t_p) \log t_p - \frac{1}{\ell} \left( \log(t_p/\ell) + \gamma + O(1/t_p) \right) \]
\[ \geq (\delta - \frac{1}{\ell}) \log t_p + \frac{\log \ell - \gamma}{\ell} + O(1/t_p) \]
\[ \geq \frac{\delta \epsilon}{2} \log p + O(1/p^\epsilon) \]
\[ = \frac{\delta \epsilon}{2} \log q - \frac{\delta \epsilon}{2} \log \ell + O(1/p^\epsilon) \]
where we have used (2.3) combined with $\ell > \frac{2}{\delta} > 2$ and $t_p > p^\epsilon$. Substituting this into (2.4) yields (2.2) as desired.

Having proved Theorem A under the assumption of Lemma B, it therefore suffices to handle the lemma.

Proof of Lemma B. Fix $c > 0$, and suppose
\[ |M_f(x)| \geq c \]
for some completely multiplicative function $f : \mathbb{Z} \to [-1, 1]$ and some large fixed $x$. Our goal is to show that
\[ \mathcal{L}_f(x) \gg_{c, 1}. \]
The key subtlety here is that the $x$ appearing in the previous two displays is the same.
Our first step is classical – we approximate the logarithmic mean of $f$ by the mean of $1 \ast f$, where $1$ denotes the constant function taking the value 1 and $\ast$ denotes the Dirichlet convolution:

$$\sum_{n \leq x} \frac{f(n)}{n} = \frac{1}{x} \sum_{n \leq x} (1 \ast f)(n) + O(1). \tag{2.5}$$

This reduces our problem to bounding from below the right hand side of the above. There are many ways to do this, but we will take a shortcut and simply quote from Granville-Soundararajan’s study [5] of the minimum of the logarithmic mean of a multiplicative function. Equation (3.5) of that paper implies

$$\frac{1}{x} \sum_{n \leq x} (1 \ast f)(n) \gg e^{-ue^{u/2}} \log x + O(1), \tag{2.6}$$

where

$$u := \sum_{p \leq x} \frac{1 - f(p)}{p}. \tag{2.7}$$

Bounding this from below amounts to bounding $u$ from above. We will deduce such a bound from the Hall-Tenenbaum theorem on mean values of multiplicative functions, although many other theorems of similar flavor would also suffice. A special case of the main theorem of [8] asserts the existence of a constant $\kappa \approx 0.32$ such that

$$|\mathcal{M}_f(x)| \ll e^{-\kappa u},$$

where $u$ is defined by (2.7). On the other hand, we are assuming $|\mathcal{M}_f(x)| \geq c$, whence

$$u \ll c.$$ 

Plugging this into (2.6) and using this in the estimate (2.5) produces the bound

$$\sum_{n \leq x} \frac{f(n)}{n} + O(1) \gg c \log x + O(1)$$

where the two $O(1)$ terms are bounded by some constant which is independent of $c$. Taking $x$ large enough (where ‘large’ depends only on $c$) we can make the contribution of the $O(1)$ terms negligible. This concludes the proof. 

\[\square\]

\textbf{REFERENCES}

[1] J. Bober and L. Goldmakher, \textit{Pólya-Vinogradov and the least quadratic nonresidue}, Math. Ann. 366 (2016), no. 1-2, 853–863.
[2] D. A. Burgess, \textit{The distribution of quadratic residues and non-residues}, Mathematica 4 1957 106–112.
[3] L. Goldmakher and Y. Lamzouri, \textit{Large even order character sums}, Proc. Amer. Math. Soc. 142 (2014), no. 8, 2609–2614.
[4] L. Goldmakher and Y. Lamzouri, \textit{Lower bounds on odd order character sums}, IMRN 2012, no. 21, 5006–5013.
[5] Andrew Granville and K. Soundararajan, \textit{Negative values of truncations to $L(1, \chi)$}, Analytic number theory, 141–148, Clay Math. Proc., 7, Amer. Math. Soc., Providence, RI, 2007.
[6] Andrew Granville and K. Soundararajan, \textit{Large character sums: pretentious characters and the Pólya-Vinogradov theorem}, J. Amer. Math. Soc. 20 (2007), no. 2, 357–384.
[7] H. Halberstam and H.-E. Richert, \textit{On a result of R. R. Hall}, J. Number Theory 11 (1979), no. 1, 76–89.
[8] R. R. Hall and G. Tenenbaum, \textit{Effective mean value estimates for complex multiplicative functions}, Math. Proc. Cambridge Philos. Soc. 110 (1991), no. 2, 337–351.
[9] C. B. Haselgrove, \textit{A disproof of a conjecture of Pólya}, Mathematika 5 1958 141–145.
[10] Adolf Hildebrand, \textit{A note on Burgess’ character sum estimate}, C. R. Math. Rep. Acad. Sci. Canada 8 (1986), no. 1, 35–37.
[11] H. L. Montgomery and R. C. Vaughan, \textit{Exponential sums with multiplicative coefficients}, Invent. Math. 43 (1977), no. 1, 69–82.