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Abstract

We consider monotone mean-variance (MMV) portfolio selection problems with a conic convex constraint under diffusion models, and their counterpart problems under mean-variance (MV) preferences. We obtain the precommitted optimal strategies to both problems in closed form and find that they coincide, without and with the presence of the conic constraint. This result generalizes the equivalence between MMV and MV preferences from non-constrained cases to a specific constrained case. A comparison analysis reveals that the orthogonality property under the conic convex set is a key to ensuring the equivalence result.
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1 Introduction

Mean-variance (MV) preferences are popular optimization criteria in portfolio selection problems, dating back to the seminal work of Markowitz (1952), and can be represented in the following form (see, e.g., Li and Ng (2000) and Zhou and Li (2000)):

\[ \tilde{J}_\theta(X) = \mathbb{E}^P[X] - \frac{\theta}{2} \mathbb{V}^P[X], \] (1.1)

where \( X \in L^2(\mathbb{P}) \) denotes a risky position (e.g., the terminal value of a portfolio) that is square-integrable under some physical probability measure \( \mathbb{P} \), \( \mathbb{E}^P \) and \( \mathbb{V}^P \) stand for the expectation and variance operators under \( \mathbb{P} \), and \( \theta > 0 \) is a risk aversion parameter, characterizing the trade-off between mean (performance) and variance (risk). A major drawback of MV preferences is the lack of monotonicity, i.e., given \( X \geq X' \) \( \mathbb{P}\)-a.s., MV preferences (1.1) may yield \( \tilde{J}_\theta(X) < \tilde{J}_\theta(X') \) for some \( \theta > 0 \) (see Maccheroni et al. (2009), p.488). In fact, Cui et al. (2012) show that it is even possible to improve the performance of a precommitted optimal MV portfolio by extracting a free cash flow stream (FCFS) in a discrete-time model.\footnote{Throughout this paper, we are only concerned with the so-called precommitted optimal strategies under MV and MMV preferences, which are time-inconsistent. For precommitted MV problems, please see Li and Ng (2000) for discrete-time models and Zhou and Li (2000) for continuous-time models. For time-consistent MV problems, we refer to Basak and Chabakauri (2010) and Björk and Murgoci (2010) for earlier contributions. Shen and Zou (2021) provide a detailed comparison of these two type of optimal/equilibrium strategies.}
To address the non-monotonicity drawback of MV preferences, Maccheroni et al. (2009) propose the so-called monotone mean-variance (MMV) preferences, defined by

$$J_\theta(X) = \inf_{Q \in \Delta^2(P)} \mathbb{E}^Q \left[ X + \frac{1}{2\theta} \left( \frac{dQ}{dP} - 1 \right) \right],$$

where $\Delta^2(P)$ denotes the set of all probability measures that have a square-integrable density with respect to $P$ and $\theta > 0$ is a risk aversion parameter. Although (1.2) does not immediately reveal any direct link between MMV and MV preferences, Maccheroni et al. (2009) show that (1) $J_\theta(X) = \tilde{J}_\theta(X)$ if $X \in G_\theta := \{ X \in L^2(P) : X - \mathbb{E}^P[X] \leq 1/\theta \}$, i.e., the monotone region and (2) $J_\theta$ is the smallest monotone functional that dominates $\tilde{J}_\theta$ outside of $G_\theta$.

Upon verifying the desirable features of MMV preferences, Maccheroni et al. (2009) solve MMV portfolio selection problems (MMV problems hereafter) in a single-period model for the first time in literature. An important result is that the optimal MMV strategy is different from the optimal strategy to MV portfolio selection problems (MV problems hereafter). Černý et al. (2012) establish an interesting relation between MMV preferences and truncated quadratic utility, and obtain an equivalence result between their associated portfolio selection problems. Černý (2020) show that an FCFS does not exist if MV problems and MMV problems have the same optimal solution. As such, the result of Maccheroni et al. (2009) is immediately consistent with the existence of an FCFS in Cui et al. (2012), where the authors also note that FCFS extraction is not possible in a continuous-time complete diffusion market model. Bauerle and Grether (2015) further show that such a result holds true for any complete markets. Trybula and Zawisza (2019) consider MMV problems under a stochastic factor model, which is an incomplete market model and driven purely by Brownian motions, and by applying the Hamilton–Jacobi–Bellman–Isaacs (HJBI) equations approach, they obtain the optimal MMV strategy and show that it is also optimal to MV problems. In a subsequent work, Strub and Li (2020) prove that the optimal strategies to MV problems and MMV problems always coincide for any market model with continuous price processes, rendering the result of Trybula and Zawisza (2019) as a special case. The intrinsic relation between MMV and MV preferences partially explains the scarcity of investigations on MMV problems; the work of Trybula and Zawisza (2019) is the only one, to our knowledge, that directly tackles MMV problems in a continuous-time model and obtains the optimal MMV strategy in an explicit form. However, all the existing works reviewed above study the connection between the two preferences when investment strategies are unconstrained. It is unclear whether MMV problems will still yield the same optimal strategy as MV problems when portfolio constraints are present in continuous-time models.

This paper aims to take a first step towards the understanding of the relation between MMV problems and MV problems under portfolio constraints. To achieve this goal, we follow the same direction as Trybula and Zawisza (2019), i.e., we solve constrained MMV problems and constrained

---

2See Černý (2020) for an alternative characterization.

3By Lemma 2.1 in Maccheroni et al. (2009), the region where the Gateaux differential of $J_\theta(X)$ is positive is given by $G_\theta$; see Appendixes A and B therein for proofs.

4Cui et al. (2017) consider MV problems for convex cone-constrained discrete-time markets and study the relation between time consistency in efficiency (TCIE), proposed in Cui et al. (2012), and the minimum-variance signed supermartingale measure (VSSM). In particular, Cui et al. (2017) establish sufficient and necessary conditions of TCIE via the VSSM.
MV problems explicitly in a specific model and compare their optimal solutions to see whether they coincide. This approach differs significantly from Černý et al. (2012), Strub and Li (2020), and Černý (2020), which analyze similar (or related) problems in a general setting but do not attempt to find optimal strategies (at least not in an easily implementable form). A strong motivation of taking this direction is the intrinsic difference between these two problems (despite having the same solution in many cases) from the stochastic control viewpoint. MV problems are a special case of stochastic linear-quadratic control problems, while MMV problems can be seen as a type of stochastic differential games (see Mataramvura and Øksendal (2008)) or robust optimization problems (see Hansen and Sargent (2001)). Therefore, solving MMV problems is of independent interest in control theory, and indeed requires advanced mathematical tools to find the optimal strategy in a complex model (see Fan et al. (2022) in a non-Markovian regime-switching model).

With the above discussion in mind, we consider a simple pure diffusion model with constant parameters, consisting of one risk-free asset and \( n \) risky assets, whose price processes are driven by \( d \) Brownian motions, where \( d \geq n \) (thus the market is possibly incomplete). By formulating constrained MMV problems as a stochastic differential game, we apply the HJBI equation approach to obtain the optimal MMV strategy in closed form (see Theorem 3.2). We also solve the counterpart constrained MV problems in the same market (see Theorem 3.4), by utilizing the so-called embedding technique (see Zhou and Li (2000)). Through a comparison study, we find that the two optimal strategies coincide, either without or with the constraint. Therefore, on the one hand, our result verifies those in the literature (see, e.g., Černý et al. (2012) and Strub and Li (2020)) in a specific model, when constraints are not present; on the other hand, more importantly, ours is the first to reveal that the same equivalence between MMV and MV preferences holds in the presence of conic convex constraints, at least under diffusion market models. We also discover that a key to ensuring the equivalence result is the orthogonal property under the conic convex set (see Lemma 3.7), which is not necessarily true for a general convex set (see Remark 3.8). This observation leaves an interesting open question, i.e., whether the same equivalence result between MMV and MV preferences remains valid for general convex constraints.

We end this section with a detailed comparison with our working paper Fan et al. (2022), which also studies constrained MMV problems, but under non-Markovian models and general convex constraints that are not necessarily conic. A strong contribution of Fan et al. (2022) is on the technical side; it employs complex tools, from stochastic Hamilton-Jacobi-Bellman equations and backward stochastic differential equations theory, to solve a robust portfolio optimization problem with constraints under non-Markovian (path-dependent) models. Here, since all model parameters are constants in the current paper, we are able to apply the standard HJBI method to obtain the optimal strategy; as such, the two papers differ greatly in terms of methodologies. Preliminary results in Fan et al. (2022) show that, under non-conic constraints, the optimal strategy under MMV preferences has a different expression from the one under MV preferences. However, due to the complexity of the model and problem in Fan et al. (2022), we are unable to simplify the two optimal strategies and provide a counterexample to show that they are different at the moment. For this very reason, we decide to consider a tractable diffusion model to investigate the impact.

\(^5\)It is certainly possible to consider problems in a more general setting, but explicit solutions are likely unavailable or a much more involved analysis is required. For instance, Li et al. (2002) consider MV problems under the no-shorting constraint in a similar model but with parameters given by deterministic functions, and need to resort to viscosity solutions to identify the optimal MV strategy.
of constraints on the relation between MMV preferences and MV preferences. At first sight, the optimal MMV strategy \( \pi^*(\cdot) \) in (3.8) and the optimal MV strategy \( \tilde{\pi}^*(\cdot) \) in (3.17) look very different in this current paper; but upon recognizing the “hidden” conditions (3.12) and (3.25), we show that the two actually coincide, with and without constraints (see Corollaries 3.5 and 3.9). Furthermore, the comparison analysis in Section 3.3 shows that conic convex constraints only contribute to minor changes in the values of the optimal strategies, but do not alter the main structure (please compare (3.22) and (3.23)), which in turn preserves the equivalence under the constrained case.

The rest of the paper is organized as follows. In Section 2, we formulate constrained MMV problems (Problem 1) and constrained MV problems (Problem 2). Section 3 contains all the main results, including explicit solutions to both Problems 1 and 2 and a detailed comparison study that validates the two optimal strategies coincide when conic convex constraints are present. Finally, Section 4 concludes the paper.

2 Model

Let us fix a probability space \( (\Omega, \mathcal{F}, \mathbb{F}) := (\mathcal{F}_t)_{t \in [0,T]}, \mathbb{P} \) over a finite horizon \([0,T]\), where the filtration \( \mathbb{F} \) is generated by a \( d \)-dimensional standard Brownian motion \( W(\cdot) := (W_1(\cdot), W_2(\cdot), \ldots, W_d(\cdot))^\top \), with \( \top \) denoting the usual transpose operation. We consider a continuous-time frictionless financial market with one risk-free asset, which earns interest at a constant rate \( r \in \mathbb{R} \), and \( n \) risky assets, whose price processes \( S_i(\cdot) \) are given by the following geometric Brownian motion (GBM) model:

\[
    dS_i(t) = S_i(t) \left( \mu_i dt + \sum_{j=1}^{d} \sigma_{ij} dW_j(t) \right), \quad S_i(0) > 0, \quad i = 1, 2, \ldots, n,
\]

where \( \mu_i \) and \( \sigma_{ij} \) are positive constants. Let the \( n \)-dimensional vector \( \mu := (\mu_1, \mu_2, \ldots, \mu_n)^\top \) denote the expected returns, \( B := \mu - r \mathbf{1} \) the excess return vector, and \( \sigma := (\sigma_{ij}) \) the \( n \times d \) volatility matrix. We assume that \( d \geq n \) (the financial market is possibly incomplete) and \( \Sigma := \sigma\sigma^\top \) is positive definite (implying its inverse \( \Sigma^{-1} \) exists and the underlying market is arbitrage-free).

We consider portfolio selection problems in the above-described financial market with self-financing strategies \( \pi(\cdot) := (\pi_1(\cdot), \pi_2(\cdot), \ldots, \pi_n(\cdot))^\top \), where \( \pi_i(\cdot) := \{\pi_i(t)\}_{t \in [0,T]} \) denotes the investment amount in the \( i \)-th risky asset over \([0,T]\). Given a strategy \( \pi(\cdot) \), the associated wealth process \( X(\cdot) := \{X(t)\}_{t \in [0,T]} \) is governed by the following stochastic differential equation (SDE):

\[
    dX(t) = \left( rX(t) + \pi(t)^\top B \right) dt + \pi(t)^\top \sigma dW(t), \quad X(0) = x_0 \in \mathbb{R}. \tag{2.1}
\]

We model portfolio constraints by a conic convex set \( \Pi \subset \mathbb{R}^n \). Such a formulation covers several interesting cases: (1) if we take \( \Pi = \mathbb{R}^n_+ \), then short selling any risky assets is not allowed; (2) if we take \( \Pi = \{0\} \times \mathbb{R}^{n-1} \), then the first risky asset is non-tradable. Letting \( \Pi_\sigma := \{\sigma^\top \pi : \pi \in \Pi\} \), we easily see that \( \pi(t) \in \Pi \Leftrightarrow \sigma^\top \pi(t) \in \Pi_\sigma \), where \( t \in [0,T] \). Thus, \( \Pi_\sigma \) is a conic convex set in \( \mathbb{R}^d \). Define the following operator \( \text{Proj} : \mathbb{R}^d \mapsto \Pi_\sigma \):

\[
    \text{Proj}_{\Pi_\sigma}[v] := \arg \min_{v' \in \Pi_\sigma} \|v - v'\|^2, \quad v \in \mathbb{R}^d, \tag{2.2}
\]
which is the orthogonal projection of $v \in \mathbb{R}^d$ onto the set $\Pi_\sigma \subset \mathbb{R}^d$. The conic assumption of $\Pi$ implies that $\text{Proj}_{\Pi_\sigma}[kv] = k \text{Proj}_{\Pi_\sigma}[v]$ for any $k \in \mathbb{R}$ and any $v \in \mathbb{R}^d$ (i.e., the operator $\text{Proj}_{\Pi_\sigma}$ is homogeneous with degree 1).

To formulate constrained portfolio selection problems, we first introduce the concept of admissible investment strategies. An investment strategy $\pi(\cdot)$ is called admissible if (1) it is $\mathbb{F}$-progressively measurable and square-integrable under $\mathbb{P}$; (2) $\pi(t) \in \Pi$ for all $t \in [0,T]$; (3) the SDE (2.1) has a unique strong solution $X(\cdot)$ such that $\mathbb{E}^\mathbb{P}[\sup_{t \in [0,T]} |X(t)|^2] < +\infty$. Denote the set of all admissible strategies by $\mathcal{A}$.

To characterize $\mathbb{Q}$ in the MMV preferences (1.2), we follow Trybula and Zawisza (2019) and introduce a distortion process $\eta(\cdot)$ to define $\mathbb{Q}$ as an equivalent measure to $\mathbb{P}$ via the change of measure technique.\footnote{This technique is also popular in the modeling of alternative probability measures in robust portfolio optimization (ambiguity) literature (see, e.g., the influential work of Hansen and Sargent (2001)).} To be precise, given a suitable distortion process $\eta(\cdot)$, we define $\mathbb{Q} = \mathbb{Q}^\eta$ by

$$
\frac{d\mathbb{Q}^\eta}{d\mathbb{P}}|_{\mathcal{F}_t} := \Lambda^\eta(t) = \exp \left( \int_0^t \eta(s)^\top dW(s) - \frac{1}{2} \int_0^t \|\eta(s)\|^2 \, ds \right), \quad t \in [0,T].
$$

(2.3) To ensure that $\mathbb{Q}^\eta$ is well defined by (2.3), we assume that the process $\eta(\cdot)$ satisfies the following conditions: (1) it is $\mathbb{F}$-progressively measurable; (2)

$$
\mathbb{E}^\mathbb{P}[ (\Lambda^\eta(t))^2 ] < +\infty \quad \text{and} \quad \mathbb{E}^\mathbb{P}[\Lambda^\eta(t)] = 1, \quad t \in [0,T].
$$

(Please see Section 2.1 of Trybula and Zawisza (2019) for similar conditions.) By condition (2), the process $\Lambda^\eta(\cdot)$ is a true martingale. Denote $\mathcal{B}$ the set of all processes that meet the above two conditions. Denoting $W^{\mathbb{Q}^\eta}(\cdot) := \{W^{\mathbb{Q}^\eta}(t)\}_{t \in [0,T]}$ a $d$-dimensional $\mathbb{Q}^\eta$-Brownian motion, we have

$$
dW(t) = dW^{\mathbb{Q}^\eta}(t) + \eta(t)dt, \quad t \in [0,T].
$$

We are now ready to formulate constrained MMV problems as follows:

**Problem 1** (Constrained MMV Problems). We seek an optimal pair of strategies $(\pi^\star(\cdot), \eta^\star(\cdot)) \in \mathcal{A} \times \mathcal{B}$ that optimizes the MMV preferences (1.2) over all admissible strategies in $\mathcal{A} \times \mathcal{B}$. The value function of the dynamic version of the MMV problems, $V : [0,T] \times \mathbb{R} \times \mathbb{R}_+ \mapsto \mathbb{R}$, is defined by\footnote{In (2.4), both $\mathcal{A}$ and $\mathcal{B}$ are understood as the dynamic version defined over $[t,T]$.}

$$
V(t, x, \lambda) := \sup_{\pi(\cdot) \in \mathcal{A}} \inf_{\eta(\cdot) \in \mathcal{B}} \mathbb{E}^{\mathbb{Q}^\eta}_{t,x,\lambda} \left[ X(T) + \frac{1}{2\theta} (\Lambda^\eta(T) - 1) \right], \quad \theta > 0,
$$

(2.4) where $\mathbb{E}^{\mathbb{Q}^\eta}_{t,x,\lambda}$ denotes taking conditional expectation given $X(t) = x \in \mathbb{R}$ and $\Lambda^\eta(t) = \lambda \in \mathbb{R}_+$. We call $\pi^\star(\cdot)$ the optimal investment strategy and $\eta^\star(\cdot)$ the optimal distortion process.

As discussed in Section 1, MMV problems often have an interesting relation with their MV counterpart problems, which are formulated in the following:

**Problem 2** (Constrained MV Problems). We seek an optimal strategy $\bar{\pi}^\star(\cdot) \in \mathcal{A}$ that maximizes the MV preferences (1.1) over all admissible strategies in $\mathcal{A}$. Denoting $\bar{X}^\star(\cdot)$ the wealth process
under $\pi^*(\cdot)$, the value function is given by
\[ \tilde{V}(x_0) := \tilde{J}_\theta(\tilde{X}^*(T)) = \sup_{\pi(\cdot) \in \Pi} \left\{ E^\pi[X(T)] - \frac{\theta}{2} V^\pi[X(T)] \right\}, \quad \theta > 0. \]

3 Main Results

We solve the constrained MMV problems in Section 3.1 and the constrained MV problems in Section 3.2, and conduct a detailed comparison study on their optimal strategies in Section 3.3.

3.1 Solution to Constrained MMV Problems

This section offers a complete solution to Problem 1 (constrained MMV problems), with detailed results summarized in Theorem 3.2. To achieve this objective, we consider the dynamic version of Problem 1 as defined in (2.4). Under suitable regularity conditions, the value function $V = V(t, x, \lambda)$ satisfies the following Hamilton-Jacobi-Bellman-Isaacs (HJBI) equation:
\[
0 = \sup_{\pi \in \Pi} \inf_{\eta \in \mathbb{R}^d} \left\{ V_t + V_x \left( r x + \pi^T (B + \sigma \eta) \right) + V_{\lambda} \lambda \| \eta \|^2 + \frac{1}{2} V_{xx} \pi^T \Sigma \pi + \frac{1}{2} V_{\lambda \lambda} \lambda^2 \| \eta \|^2 + V_{\lambda \pi} \lambda \pi^T \Sigma \eta \right\},
\]
along with the boundary condition
\[
V(T, x, \lambda) = x + \frac{1}{2\theta}(\lambda - 1), \quad x \in \mathbb{R}, \lambda \in \mathbb{R}_+.
\]
In (3.1), $V$ denotes the corresponding partial derivative (e.g., $V_t = \frac{\partial V}{\partial t}(t, x, \lambda)$) and $\Sigma = \sigma \sigma^T$.

Lemma 3.1 below provides a verification theorem for Problem 1, similar to Theorem 1 in Trybula and Zawisza (2019), whose proof is omitted here (see Theorem 3.2 and its proof in Mataramvura and Øksendal (2008) for a standard reference). As such, the key of solving Problem 1 is finding a solution to (3.1)-(3.2).

**Lemma 3.1.** Suppose there exists a function $\phi \in C^{1,2,2}((0, T) \times \mathbb{R} \times (0, \infty)) \cap C([0, T] \times \mathbb{R} \times [0, \infty))$ and an admissible Markov control $(\pi^*(\cdot), \eta^*(\cdot)) \in \Pi \times B$ such that (i) $\mathcal{L}^{\pi^*(t), \eta^*(t)} \phi(t, x, \lambda) \geq 0$; (ii) $\mathcal{L}^{\pi^*(t), \eta^*(t)} \phi(t, x, \lambda) \leq 0$; (iii) $\mathcal{L}^{\pi^*(t), \eta^*(t)} \phi(t, x, \lambda) = 0$; (iv) $\phi(T, x, \lambda) = x + \frac{1}{2\theta}(\lambda - 1)$, for all $\pi \in \Pi$, $\eta \in \mathbb{R}^d$, and $(t, x, \lambda) \in [0, T) \times \mathbb{R} \times \mathbb{R}_+$; and (v)
\[
\mathbb{E}_{x, t, \lambda}^{\pi, \eta} \left[ \sup_{s \in [t, T]} |\phi(s, X(s), \Lambda^\eta(s))| \right] < +\infty
\]
for all $\pi(\cdot) \in \mathcal{A}$, $\eta(\cdot) \in \mathcal{B}$, and $(t, x, \lambda) \in [0, T) \times \mathbb{R} \times \mathbb{R}_+$. Then $\phi(t, x, \lambda) = V(t, x, \lambda)$, where $V$ is defined in (2.4), and $(\pi^*(\cdot), \eta^*(\cdot))$ is an optimal pair of strategies to Problem 1.

**Theorem 3.2.** The value function $V(t, x, \lambda)$ defined in (2.4) is given by
\[
V(t, x, \lambda) = \frac{1}{2\theta}(\lambda f(t) - 1), \quad t \in [0, T], x \in \mathbb{R}, \lambda \in \mathbb{R}_+.
\]
where the deterministic functions \( h \) and \( f \) are defined respectively by

\[
h(t) := e^{r(T-t)} \quad \text{and} \quad f(t) := e^{(2\xi^\top \xi - \|\xi_c\|^2)(T-t)}, \quad t \in [0, T],
\]

with \( \xi := \sigma^\top \Sigma^{-1} B \) and \( \xi_c := \text{Proj}_{\Pi^*}[\xi] \).

The optimal investment strategy \( \pi^*(\cdot) := \{\pi^*(t)\}_{t \in [0, T]} \) to Problem 1 is given by

\[
\pi^*(t) = -(X^*(t) - xo e^{rt} - \frac{1}{\theta} e^{-r(T-t)} (f(0) + G(0, t))) \Sigma^{-1} \sigma \xi_c, \quad t \in [0, T],
\]

where \( X^*(\cdot) \) satisfies (2.1) under the above \( \pi^*(\cdot) \) and \( X^*(0) = x_0, f(0) \) and \( \xi_c \) are given by (3.4) - (3.5), and \( G(0, t) \) is defined in (3.11) below. The optimal distortion process \( \eta^*(\cdot) := \{\eta^*(t)\}_{t \in [0, T]} \) is given by

\[
\eta^*(t) = -\text{Proj}_{\Pi^*}[\sigma^\top \Sigma^{-1} B] = -\xi_c.
\]

Proof. Based on the boundary condition (3.2), we guess an ansatz of the value function in the form of (3.3), where the two deterministic functions \( h \) and \( f \) are yet to be determined and satisfy \( h(T) = f(T) = 1 \). In addition, we assume that both \( h \) and \( f \) are differentiable and \( h(t) > 0 \) and \( f(t) > 0 \) for all \( t \in [0, T] \), which guarantee that the first-order condition is also sufficient for both optimization problems in the HJBI equation (3.1). From the linear ansatz form, we easily see that \( V_{xx} = V_{x\lambda} = V_{\lambda\lambda} = 0 \).

Given the above ansatz \( V \) and any \( \pi \in \Pi \), solving the infimum problem over \( \eta \in \mathbb{R} \) in (3.1) yields

\[
\eta^*(\pi) = -\frac{\theta h}{\lambda f} \sigma^\top \pi.
\]

By plugging the above \( \eta^*(\pi) \) back into (3.1) and applying the first-order condition to the supremum problem over \( \pi \in \mathbb{R}^n \) (unconstrained), we establish the following equation:

\[
\sigma^\top \pi = \frac{\lambda f}{\theta h} \sigma^\top \Sigma^{-1} B,
\]

which implies that the solution to the constrained problem over \( \pi \in \Pi \) is given by

\[
\pi^* = \frac{\lambda f}{\theta h} \Sigma^{-1} \sigma \xi_c, \quad \text{and thus} \quad \eta^* = \eta^*(\pi^*) = -\xi_c,
\]

where \( \xi_c \) is defined in (3.5). Now replacing \( \pi \) and \( \eta \) by \( \pi^* \) and \( \eta^* \) in the HJBI equation (3.1), we obtain

\[
\begin{cases}
0 = h'(t) + rh(t), & h(T) = 1, \\
0 = f'(t) + (2\xi^\top \xi - \|\xi_c\|^2) f(t), & f(T) = 1,
\end{cases}
\]

which lead to the explicit solutions given by (3.4).

In the next step, we show that \( \pi^*(\cdot) \) is given by (3.6). However, we cannot directly calculate \( \Lambda^*(\cdot) := \Lambda^{\eta^*}(\cdot) \) and substitute it into (3.8) to obtain (3.6), where \( \Lambda^*(\cdot) \) satisfies the following SDE
(using (2.3)):  
\[ \mathrm{d} \Lambda^*(t) = -\Lambda^*(t) \xi_c^\top \mathrm{d} W(t), \quad \Lambda^*(0) = 1. \]  
\( (3.10) \)

The reason is that (3.8) offers a candidate to the optimal strategy \( \pi^*(t) \) to the dynamic MMV problems (2.4) given \((t, X^*(t), \Lambda^*(t)) = (t, x, \lambda)\), but there is an implicit constraint on the relation between \( \Lambda^*(\cdot) \) and \( X^*(\cdot) \). Due to this constraint, \( \Lambda^*(t) \) cannot be equal to a free variable \( \lambda \) but rather depends on \( X^*(t) = x^8 \). To establish the relation between \( \Lambda^*(\cdot) \) and \( X^*(\cdot) \), we first apply Itô’s lemma to obtain (using (2.1), (3.8), (3.9), and (3.10))

\[ \mathrm{d} (h(t)X^*(t)) = \frac{f(t)\Lambda^*(t)}{\theta} \left( \xi_c^\top \xi_c \, \mathrm{d} t + \xi_c^\top \mathrm{d} W(t) \right), \]

\[ \mathrm{d} (f(t)\Lambda^*(t)) = -f(t)\Lambda^*(t) \left( 2\xi_c^\top \xi_c - \| \xi_c \|^2 \right) \, \mathrm{d} t + \xi_c \, \mathrm{d} W(t) \].

We next introduce a new family of processes \( G(\cdot, \cdot) := \{G(t, s)\}_{0 \leq t \leq s \leq T} \) defined by

\[ G(t, s) := \int_t^s g(u) \, \mathrm{d} u, \quad \text{with } g(t) := f(t)\Lambda^*(t) \left( \| \xi_c \|^2 - \xi_c^\top \xi_c \right), \]  
\( (3.11) \)

where \( f(t) \) is given in (3.4) and \( \Lambda^*(t) \) is solved from (3.10). By combining the above results, we finally get

\[ \theta (h(s)X^*(s) - h(t)X^*(t)) = -(f(s)\Lambda^*(s) - f(t)\Lambda^*(t)) + G(t, s) \quad \forall \ 0 \leq t \leq s \leq T. \]  
\( (3.12) \)

Taking \( t = 0 \) and \( s = t \) in (3.12), noting \( X^*(0) = x_0 \) and \( \Lambda^*(0) = 1 \), and recalling \( h \) and \( f \) from (3.4), we obtain \( \pi^*(\cdot) \) in (3.6).

In the remaining part of the proof, we show that all the conditions in Lemma 3.1 hold, which is achieved by the following steps:

- Show \( (\pi^*(\cdot), \eta^*(\cdot)) \in \mathcal{A} \times \mathcal{B} \). Since we have \( \eta^*(t) \equiv -\xi_c \) for all \( t \) from (3.8), \( \eta^*(\cdot) \) is a Markov control and \( \eta^*(\cdot) \in \mathcal{B} \) is confirmed. To show \( \pi^*(\cdot) \) given by (3.6) is admissible, first notice from (3.8) that \( \pi^*(t) \in \Pi \) for all \( t \in [0, T] \). Next, as \( f, \Lambda^*(\cdot), \) and \( G(0, \cdot) \) are all explicitly given, the existence and uniqueness of \( X^*(\cdot) \) to (2.1) under \( \pi^*(\cdot) \) is established by the relation (3.12). Finally, using (3.12) again, along with the boundedness of \( f \) and \( h \) and the square-integrability of \( \Lambda^*(\cdot) \) (thus also \( G(0, \cdot) \)), we have

\[ \mathbb{E}^\mathbb{P}\left[ \sup_{t \in [0, T]} |\Lambda^*(t)|^2 \right] \leq 4\mathbb{E}^\mathbb{P}\left[ \| \Lambda^*(T) \|^2 \right] < +\infty \]  
and

\[ \mathbb{E}^\mathbb{P}\left[ \sup_{t \in [0, T]} |X^*(t)|^2 \right] < \infty, \]  
which in turn implies the square-integrability of \( \pi^*(\cdot) \). Therefore, by the definition of admissible strategies on page 4, we conclude \( \pi^*(\cdot) \in \mathcal{A} \).

- By recalling \( h \) and \( f \) from (3.4) and \( V \) from (3.3), we easily see that \( V \in \mathcal{C}^{1,2,2}((0, T) \times \mathbb{R} \times (0, \infty)) \cap \mathcal{C}([0, T] \times \mathbb{R} \times [0, \infty)) \). According to the above calculations (in particular, \( \pi^*, \eta^* \) in (3.8) and the ODE system (3.9)), \( V \) in (3.3) satisfies conditions (i)-(iii) in Lemma 3.1. Since \( h(T) = f(T) = 1 \), condition (iv) in Lemma 3.1 also holds.

- \( \forall \eta(\cdot) \in \mathcal{B} \), the SDE \( \mathrm{d} \Lambda^\eta(s) = \Lambda^\eta(s) \eta(s)^\top \, \mathrm{d} W(s) \), with \( \Lambda^\eta(t) = \lambda \in \mathbb{R}_+ \), admits a unique strong
solution such that $E_{t,x,\lambda}^{Q}[\sup_{s\in[t,T]}|\Lambda^\eta(s)|^2] < +\infty$, which implies that $E_{t,x,\lambda}^{Q}[\sup_{s\in[t,T]}|\Lambda^\eta(s)|] \leq E_{t,x,\lambda}^{P}[\sup_{s\in[t,T]}|\Lambda^\eta(s)|^2] < +\infty$ immediately. At any $\pi(\cdot) \in A$, we have from the definition of admissible strategies that $E_{t,x,\lambda}^P[|X(s)|^2] < +\infty$. By the Cauchy-Schwarz inequality, it follows that $E_{t,x,\lambda}^{Q}[\sup_{s\in[t,T]}|X(s)|]\leq \sqrt{E_{t,x,\lambda}^{P}[|\Lambda^\eta(s)|^2]E_{t,x,\lambda}^{P}[\sup_{s\in[t,T]}|X(s)|^2]} < +\infty$. Now using (3.3) along with the boundedness of $h$ and $g$ from (3.4), we obtain

$$E_{t,x,\lambda}^{Q}\left[\sup_{s\in[t,T]}|V(s, X(s), \Lambda^\eta(s))|\right] \leq K\left(1 + E_{t,x,\lambda}^{Q}\left[\sup_{s\in[t,T]}|X(s)| + \sup_{s\in[t,T]}|\Lambda^\eta(s)|\right]\right) < +\infty$$

for some positive constant $K$, which confirms condition (v) in Lemma 3.1.

Finally, by recalling Lemma 3.1 again, all the results in Theorem 3.2 follow immediately. □

### 3.2 Solution to Constrained MV Problems

Constrained MV problems under a conic convex constraint, as in Problem 2, have been studied before in the literature (see, e.g., Li et al. (2002), Hu and Zhou (2005), Czichowsky and Schweizer (2013), and Li and Xu (2016)). Here we provide solutions in Theorem 3.4 with an abbreviated proof, which heavily relies on the embedding technique first proposed in Li and Ng (2000) and Zhou and Li (2000).

Introduce a family of auxiliary processes $\bar{X}_\beta(\cdot)$, indexed by $\beta \in \mathbb{R}$, which are defined by

$$\bar{X}_\beta(t) = \bar{X}(t) - \beta/h(t) = \bar{X}(t) - \beta e^{-r(T-t)}, \quad t \in [0,T], \tag{3.13}$$

where $\bar{X}(\cdot)$ solves the SDE (2.1) under an admissible strategy $\bar{\pi}(\cdot) \in A$ (in particular, $\bar{\pi}(t) \in \Pi$ for all $t \in [0,T]$) and $h$ is defined in (3.4). Using (2.1) and (3.13), we obtain the dynamics of $\bar{X}_\beta(\cdot)$ by

$$d\bar{X}_\beta(t) = \left(r\bar{X}_\beta(t) + \bar{\pi}(t)^\top B\right) dt + \bar{\pi}(t)^\top \sigma dW(t), \quad \bar{X}_\beta(0) = x_0 - \beta e^{-rT}. \tag{3.14}$$

Consider the following quadratic loss minimization problem:

$$V_{QLM}(t,x) := \inf_{\bar{\pi}(\cdot) \in A} E_{t,x}[\bar{X}_\beta(T)^2], \quad t \in [0,T], x \in \mathbb{R}, \tag{3.15}$$

where $\bar{X}_\beta(T)$ is the terminal value of $\bar{X}_\beta(\cdot)$ in (3.14), starting from $\bar{X}_\beta(t) = x$. The following lemma links Problem (3.15) with Problem 2 (constrained MV problems). We omit its proof here, since a similar proof can be found in Zhou and Li (2000).

**Lemma 3.3.** Let $\bar{\pi}^*(\cdot)$ denote the optimal strategy to Problem 2 and $\bar{X}^*(\cdot)$ the corresponding optimal wealth process; for any $\beta \in \mathbb{R}$, let $\bar{X}_\beta^*(\cdot)$ denote the optimal strategy to Problem (3.15) and $\bar{X}_\beta^*(\cdot)$ the corresponding optimal wealth process, both under the initial condition $(t,x) = (0,x_0)$. Then $\bar{\pi}^*(\cdot) = \bar{\pi}_\beta^*(\cdot)$, where $\beta^*$ is the unique solution to the following equation of $\beta$:

$$\beta = \frac{1}{\theta} + E[\bar{X}_\beta^*(T) + \beta] = \frac{1}{\theta} + E[\bar{X}^*(T)]. \tag{3.16}$$
Theorem 3.4. The optimal investment strategy $\tilde{\pi}^*(\cdot)$ to Problem 2 (constrained MV problems) is given by

$$\tilde{\pi}^*(t) = -\left(\tilde{X}^*(t) - x_0 e^{rt} - \frac{1}{\theta} e^{-r(T-t) + \xi^\top \xi T}\right) \Sigma^{-1} \xi_c, \quad t \in [0, T],$$

(3.17)

where $\tilde{X}^*(\cdot)$ is the corresponding optimal wealth process (2.1) under the above $\tilde{\pi}^*(\cdot)$ and $\tilde{X}^*(0) = x_0$.

Proof. We first solve Problem (3.15) under an arbitrary but fixed initial condition $(t, x)$. To that end, notice that the value function $V$ is the value function below, and satisfies the square-integrability condition since

Furthermore, $\tilde{\pi}^*(\cdot)$ is a Markov control, leads to a unique solution $\tilde{\pi}^*(\cdot)$ in ($\beta$) with the above, we find the unique $\beta^*$

$$\tilde{\pi}^* = -x \Sigma^{-1} \xi_c,$$

(3.20)

where $\xi_c$ is defined in (3.5). Plugging the above $\tilde{\pi}^*$ into (3.18), we obtain

$$\tilde{f}'(t) + \left(2r - 2\xi^\top \xi_c + \|\xi_c\|^2\right) \tilde{f}(t) = 0,$$

which, along with $\tilde{f}(T) = 1$, gives

$$\tilde{f}(t) = e^{(2r - 2\xi^\top \xi_c + \|\xi_c\|^2)(T-t)}.$$
which, in combination with (3.13) and (3.20) and Lemma 3.3, proves (3.17).

3.3 Comparison Results

With explicit optimal strategies to both MMV problems and MV problems found in previous sections, we carry out a comparison study to investigate whether they remain the same in our formulation. In both the unconstrained case and the constrained case, Corollaries 3.5 and 3.9 show that the two optimal strategies \( \pi^*(\cdot) \) in (3.6) and \( \tilde{\pi}^*(\cdot) \) in (3.17) coincide.

3.3.1 The Unconstrained Case

Since \( \mathbb{R}^n \) itself is convex and conic, we consider in this section the unconstrained case of \( \Pi = \mathbb{R}^n \), or equivalently, \( \Pi_\sigma = \mathbb{R}^d \). Recall the definitions of \( \xi \) and \( \xi_c \) in (3.5), we now have \( \xi_c = \xi \), which immediately implies that

\[
\begin{align*}
    f(t) &= e^{\xi^T(T-t)} = e^{B^T\Sigma^{-1}B(T-t)} \quad \text{and} \quad G(t,s) \equiv 0, \quad 0 \leq t \leq s \leq T,
\end{align*}
\]

where \( f \) and \( G \) are defined respectively by (3.4) and (3.11). By Theorems 3.2 and 3.4 (in particular, (3.6) and (3.17)), we obtain the following corollary:

**Corollary 3.5.** Suppose \( \Pi = \mathbb{R}^n \). MMV problems and MV problems, with the same risk aversion parameter \( \theta \) and the same initial wealth \( x_0 \), have the same optimal investment strategy given by

\[
\tilde{\pi}^*(t) = \pi^*(t) = -\left( X^*(t) - \underbrace{x_0 e^{rt} + \frac{1}{\theta} e^{-r(T-t)+B^T\Sigma^{-1}BT}}_{:= \chi(t), \text{a dynamic threshold}} \right) \Sigma^{-1}B, \quad t \in [0,T]. \tag{3.22}
\]

Although the financial market introduced in Section 2 may be incomplete (whenever \( d > n \)), the price processes of the risky asset are continuous, which is a special case of Strub and Li (2020) and Černý (2020). As such, it is not surprising that the result in Corollary 3.5 coincides with theirs. In fact, with \( G(t,s) \equiv 0 \), the relation (3.12) reduces to

\[
\theta \left( h(s)X^*(s) - h(t)X^*(t) \right) = -\left( f(s)\Lambda^*(s) - f(t)\Lambda^*(t) \right), \quad \forall 0 \leq t \leq s \leq T.
\]

Then, we can carry out some simple computations to get

\[
X^*(T) - \mathbb{E}[X^*(T)] = \frac{1}{\theta}(1 - \Lambda^*(T)) \leq \frac{1}{\theta}.
\]

Such an inequality implies that the optimal terminal wealth of both the unconstrained MMV and MV problems falls in the monotone region \( \mathcal{G}_\theta \), where MMV preferences coincide with MV preferences (see Maccheroni et al. (2009) and Černý et al. (2012)), justifying the result of Corollary 3.5.
3.3.2 The Constrained Case

We now focus on the constrained case, where the conic convex set \( \Pi \) is a true subset of \( \mathbb{R}^n \). By a careful examination of \( \pi^*(\cdot) \) in (3.6) and \( \tilde{\pi}^*(\cdot) \) in (3.17), both share the same form as follows:

\[
\text{optimal strategy at } t = -\left( \text{wealth at } t - \left( x_0 e^{rt} + \frac{1}{\theta} e^{-r(T-t)} \text{“factor”} \right) \right) \times \Sigma^{-1} \xi_c, \tag{3.23}
\]

where the “factor” is the only seemingly different component and is given by

\[
\text{“factor”} = \begin{cases} 
\Psi(t) := f(0) + G(0,t), & \text{(MMV problems)} \\
\tilde{\Psi} := e^{\xi^T T}, & \text{(MV problems)}
\end{cases} \tag{3.24}
\]

Regarding \( \Psi(t) \) in (3.24), \( f(0) = e^{(2\xi^T \xi_c - \|\xi_c\|^2)T} \) is a constant by its definition (3.4), but \( G(0,t) \) is an \( \mathcal{F}_t \)-measurable random variable, according to (3.11). This easily leads to an impression that \( \Psi(t) \neq \tilde{\Psi} \) for some \( t \) and thus \( \pi^*(\cdot) \neq \tilde{\pi}^*(\cdot) \) in general. However, as will become clear later, this impression is wrong! Let us resort to a simple example for insight.

**Example 3.6.** Consider a simple one-dimensional example with \( n = d = 1 \) and \( \Pi = [0, \infty) \) (no short-selling constraint). (1) Assume \( \mu < r \). By (3.5), \( \xi = (\mu - r)/\sigma < 0 \neq \xi_c = 0 \). Hence, according to (3.6) and (3.17), \( \pi^*(t) = \tilde{\pi}^*(t) = 0 \) for all \( t \in [0, T] \). (2) Assume \( \mu \geq r \). We have \( \xi = \xi_c \geq 0 \), which implies \( g(t) \equiv 0 \) and thus \( G(0,t) = 0 \) for all \( t \) by (3.11). Using (3.4), \( \Psi(t) = f(0) + G(0,t) = f(0) = e^{\xi^T T} = \tilde{\Psi} \). Therefore, we have \( \pi^*(t) = \tilde{\pi}^*(t) \) for all \( t \in [0, T] \).

Observe from the above example that \( \xi \xi_c - \xi_c^2 = 0 \) holds true in both cases. The lemma below generalizes this observation to any conic convex set.

**Lemma 3.7.** Let \( \Pi \) be a conic convex subset of \( \mathbb{R}^n \), and recall \( \Pi_\sigma = \{ \sigma^T \pi : \pi \in \Pi \} \), \( \xi \) and \( \xi_c \) are defined in (3.5). We always have

\[
\xi^T \xi_c - \|\xi_c\|^2 = 0. \tag{3.25}
\]

**Proof.** Recall the second projection theorem (see Theorem 9.8 in Beck (2014)) states that \( \xi_c \) is the orthogonal projection of \( \xi \) onto \( \Pi_\sigma \) if and only if the following relation holds \( (\xi - \xi_c)^T (z - \xi_c) \leq 0 \), \( \forall z \in \Pi_\sigma \). On the one hand, by setting \( z = 0 \) and \( \xi_c \), we obtain \( (\xi - \xi_c)^T \xi_c \geq 0 \). On the other hand, since the constraint set \( \Pi_\sigma \) is conic, if \( \xi_c \in \Pi_\sigma \), then \( 2\xi_c \in \Pi_\sigma \). Thereby, taking \( z = 2\xi_c \) gives \( (\xi - \xi_c)^T \xi_c \leq 0 \). Therefore, the desired result (3.25) follows immediately. \( \square \)

**Remark 3.8.** Lemma 3.7 plays a key role in guaranteeing that the constrained MMV and MV problems have the same optimal solution under the conic convex constraint. The relation (3.25) may fail for a general convex set. For instance, if we focus on \( \mathbb{R} \) and take \( \Pi_\sigma = [0, 1] \) and \( \xi = 2 \), then \( \xi_c = 1 \) and \( \xi \xi_c - \xi_c^2 = 1 \neq 0 \).

Now using (3.25), along with (3.4) and (3.11), we easily see that

\[
f(0) = e^{\xi^T T} \quad \text{and} \quad g(t) \equiv 0, \quad G(0,t) = \int_0^t g(s) \, ds = 0,
\]
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which shows $\Psi(t) = \tilde{\Psi}$ for all $t \in [0, T]$ and the following corollary:

**Corollary 3.9.** Constrained MMV problems and constrained MV problems, with the same risk aversion parameter $\theta$ and the same initial wealth $x_0$, have the same optimal investment strategy given by

$$\pi^*(t) = \pi^*(t) = -\left(X^*(t) - x_0 e^{rt} - \frac{1}{\theta} e^{-r(T-t)+\xi^T \xi_c T}\right) \Sigma^{-1} B, \quad t \in [0, T]. \quad (3.26)$$

**Remark 3.10.** Note that $B^T \Sigma^{-1} B = \xi^T \xi$ in (3.22) (the unconstrained case), which is in general not equal to $\xi^T \xi_c$ in (3.26) (the constrained case). See Case (1) of Example 3.6: $\xi^T \xi > 0$ but $\xi^T \xi_c = 0$.

### 3.3.3 Further Discussions

We close this section by carrying out further discussions on the equivalence result between MMV problems and MV problems obtained in Corollaries 3.5 and 3.9.

Let us first focus on the unconstrained case. Maccheroni et al. (2009) comment that MMV agents may still be regarded using the MV functional $\tilde{J}_\theta$ (1.1) when evaluating prospects $X$ outside the monotone region $G_\theta$, but in such a case, a truncated version $\bar{X}$, not $X$ itself, is evaluated by $\tilde{J}_\theta$, where $t$ is the largest constant such that $X \wedge t \in G_\theta$. Theorem 4.1 therein further proves that the optimal terminal wealth to Problem 1 is obtained from $\mathbb{E}^\mathbb{P}[X^*(T) - \kappa^*] = 1/\theta$ for a unique threshold $\kappa^* \in \mathbb{R}$. By Theorem 3.2, straightforward computations yield $\mathbb{E}^\mathbb{P}[X^*(T)] + 1/\theta = \chi(T)$, where $\chi(\cdot)$ is defined in (3.22). We next argue that $X^*(t) \leq \chi(t)$ holds for all $t \in [0, T]$. To see this, notice that $X^*(0) = x_0 < \chi(0)$ and if $X^*(\tau) = \chi(\tau)$ at some time $\tau \leq T$, the investment in the risky asset(s) $\pi^*(\cdot)$ becomes 0 at $\tau$ by (3.22) and will stay at 0 afterwards, since $d\chi(t) = r\chi(t) dt$ and $X^*(\cdot)$ grows deterministically at the same rate $r$ over $[\tau, \tau + dt]$. (This implies $\kappa^* = \chi(T)$ and explains why we call $\chi(\cdot)$ the the dynamic threshold process.) We remark that both price continuity and dynamic trading are essential to $X^*(\cdot) \leq \chi(\cdot)$; price continuity ensures that the optimal portfolio process $X^*(\cdot)$ does not jump over the dynamic threshold $\chi(\cdot)$, while dynamic trading allows agents to stop at exactly the time when the two processes meet. The above explanations offer a complete “picture” of the equivalence between MMV problems and MV problems for the unconstrained case.

We next understand the above result from an alternative angle. Černý (2020) provides a nice commutative diagram (see (7) therein) showing that there are two equivalent routes of arriving at MMV preferences:

1. a quadratic utility $U_\theta(x) = x - \frac{\theta}{2} x^2 \square C$ MV preferences (1.1) $\diamond D$ MMV preferences (1.2),

2. $U_\theta(x)$ $\square D$ a truncated quadratic utility $\bar{U}_\theta(x) = U_\theta(x \wedge 1/\theta) \square C$ MMV preferences (1.2),

where $\square$ denotes the supremal convolution operator, and $C$ (resp., $D$) is a concave cash (resp., positive cone) indicator function. ($\square C$ may be understood as “cash invariance” while $\diamond D$ yields monotonization.) The first route is taken by Maccheroni et al. (2009) in defining MMV preferences. Utilizing the second route, Černý (2020) shows in Theorem 5.4 that the optimal wealth process of MMV problems coincides with that of MV problems if and only if the latter does not go beyond the “bliss point”, which holds true for continuous price processes (see Delbaen and Schachermayer (1996)).
Moving to the constrained case, we rely on the intuition from the unconstrained case and investigate how constraints affect optimal strategies. As noted after (2.2), the conic assumption implies that the projection $\text{Proj}_{\Pi_{\sigma}}[kv] = k \text{Proj}_{\Pi_{\sigma}}[v]$, which is key to deriving the optimal strategies $\pi^*(\cdot)$ in (3.6) for Problem 1 and $\tilde{\pi}^*(\cdot)$ in (3.17) for Problem 2. We then observe that both $\pi^*(\cdot)$ and $\tilde{\pi}^*(\cdot)$ share the same form (3.23), and constraints change the threshold process from $\chi(\cdot)$ in (3.22) to $\chi_c(\cdot)$ in (3.23). At this moment, we should introduce two threshold processes, one for $X^*(\cdot)$ from Problem 1 and the other for $\tilde{X}^*(\cdot)$ from Problem 2; however, the orthogonality condition (3.25) implies the two $\chi_c(\cdot)$ defined in (3.23) coincide in the two problems. Moreover, $\chi_c(\cdot)$ follows the same dynamics as $\chi(\cdot)$ given by $d\chi_c(t) = r\chi_c(t) \, dt$ and satisfies $x_0 < \chi_c(0)$. Therefore, by following similar arguments in the unconstrained case, we conclude that $\chi_c(T)$ is the “bliss point” and both $X^*(\cdot)$ and $\tilde{X}^*(\cdot)$ are dominated by $\chi_c(\cdot)$ in the constrained case. As a result, the equivalence result in Corollary 3.9 follows.

4 Conclusions

We solve constrained MMV problems and constrained MV problems in a standard GBM market model, where investment strategies are subject to a conic convex constraint. A careful examination shows that the optimal strategies to these two problems coincide, without and with the constraint. This finding then partially extends the existing equivalence result between MMV and MV preferences to a constrained setup, in a specific GBM model. It would be interesting in future research to investigate whether this equivalence still holds in general market models, or under convex, but not necessarily conic, constraints. The latter is challenging but could be rewarding, as the key relation (3.25) in Lemma 3.7 leading to Corollary 3.9 holds under a conic convex constraint but can easily fail under a general non-conic one.
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