Using the Naive Bayes as a discriminative classifier
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For classification tasks, probabilistic models can be categorized into two disjoint classes: generative or discriminative. It depends on the posterior probability computation of the label \( x \) given the observation \( y \), \( p(x | y) \). On the one hand, generative classifiers, like the Naive Bayes or the Hidden Markov Model (HMM), need the computation of the joint probability \( p(x, y) \), before using the Bayes rule to compute \( p(x | y) \). On the other hand, discriminative classifiers compute \( p(x | y) \) directly, regardless of the observations' law. They are intensively used nowadays, with models as Logistic Regression, Conditional Random Fields (CRF), and Artificial Neural Networks. However, the recent Entropic Forward-Backward algorithm shows that the HMM, considered as a generative model, can also match the discriminative one's definition. This example leads to question if it is the case for other generative models. In this paper, we show that the Naive Bayes classifier can also match the discriminative classifier definition, so it can be used in either a generative or a discriminative way. Moreover, this observation also discusses the notion of Generative-Discriminative pairs, linking, for example, Naive Bayes and Logistic Regression, or HMM and CRF. Related to this point, we show that the Logistic Regression can be viewed as a particular case of the Naive Bayes used in a discriminative way.
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1 INTRODUCTION

Given an input data \( y \), also called observation, and a discrete finite output space \( \Lambda_X = \{\lambda_1, ..., \lambda_N\} \), a classification task consists in computing the different label probabilities \( p(x = \lambda_i | y) \). They can be used in many areas as Natural Language Processing with Text Classification [15] or Sentiment Analysis [23], or Computer Vision with Image Classification [8] or Object Detection [22], among many others.

These model classifiers are usually categorized into two disjoint classes: generative or discriminative. From [28], a generative classifier learns the joint probability \( p(x, y) \), then uses the Bayes rule to compute the posterior probability \( p(x | y) \):
∀λ ∈ Λ, p(x = λ | y) = \frac{p(x = λ, y)}{\sum_{λ' \in Λ} p(x = λ', y)}.

(1)

To train a generative model in a supervised context, one has to maximize the joint likelihood \( p(x, y) \) of the training data. For example, in the case where \( y \) is a discrete variable, it consists in counting the different patterns’ occurrence. Among the most popular generative models, we can cite the Naive Bayes [21, 25, 34, 40], the Hidden Markov Model (HMM) [7, 30, 37], or the Gaussian Mixture Model [32, 33].

On the other hand, a discriminative classifier computes \( p(x | y) \) directly, which means that \( p(x, y) \) does not have to be known. We can cite the Logistic Regression [10, 12, 26, 29, 41], the Maximum Entropy Markov Model (MEMM) [24], the Conditional Random Fields (CRF) [16, 38], or even the Artificial Neural Networks (ANN) [11, 18], among the most popular ones. They are usually trained by fitting the posterior distribution \( p(x | y) \), or minimizing a loss function, thanks to optimization algorithms like the gradient descent [36].

Many papers use these definitions [4, 6, 17, 27, 35, 38, 39, 42] and compare both approaches, with a general preference for the second category where the task does not have unlabeled data. Indeed, generative classifiers’ main criticism concerns their learning strategy, imposing to learn the joint probability, and therefore the observation’s distribution. This learning method constrains the observation’s features during classification tasks. Indeed, it is considered impossible to handle arbitrary features with a generative model [13, 24, 38], except with a restrictive independence condition. The next section will illustrate this point.

We focus on the HMM, represented in figure 1, with an observed process \( y_{1:T} = (y_1, ..., y_T) \), and a hidden one \( x_{1:T} = (x_1, ..., x_T) \). This model is considered as a generative probabilistic one. Indeed, if one wants to compute \( p(x_t = λ_t | y_{1:T}) \), he can apply the Forward-Backward algorithm [30, 31] described in the appendices. In agreement with the generative model definition, this algorithm firstly computes the joint probability \( p(x_t = λ_t, y_{1:T}) \) before computing the posterior one. Moreover, all the parameters are learned with maximum likelihood. However, a recent work about HMM presents the Entropic Forward-Backward algorithm [3], also described in the appendices. It allows computing the posterior distribution \( p(x_t = λ_t | y_{1:T}) \) directly, with using neither the joint distribution, nor the observations’ one. It also allows training the HMM with optimization algorithms as the gradient descent. Therefore, in this case, the HMM matches the discriminative classifier’s definition.

![Probabilistic oriented graph of the HMM](image)

This HMM example leads to question this categorization of probabilistic classifiers, which is the aim of the paper. We present two contributions:

(i) We show that the Naive Bayes, a popular generative model, can also match the definition of a discriminative one. It is another example showing that the traditional definitions of both discriminative and generative models do not necessarily lead to disjoint categories.
(ii) We discuss the notion of Generative-Discriminative pairs [28, 38], linking a generative model with its discriminative counterpart, as for example, the Naive Bayes - Logistic Regression pair, or the HMM - CRF one. Considering the first example, we show that the Logistic Regression is a particular case of the Naive Bayes used in a discriminative way.

This paper is organized as follows. In the next section, we recall the Naive Bayes model's law with its oriented probabilistic graph, and we present the generative way, usually used, to compute the label probabilities. Then, we show how to compute these probabilities in a discriminative way, which does not use the observation's law. In the third section, after some recalls about the Logistic Regression model, we show that this latter can be viewed as a particular case of the Naive Bayes used in a discriminative way. Conclusion and perspectives lie at the end of the paper.

2 NAIVE BAYES AS A DISCRIMINATIVE MODEL

2.1 Naive Bayes classifier

The Naive Bayes is a probabilistic graphical model [14] considering the observations \( y_{1:T} = (y_1, ..., y_T) \), with \( y_t \) taking its value in \( \Omega_y \), and a hidden variable \( x \) taking its value in \( \Lambda_x \). It models the joint probability of \( (x, y_{1:T}) \) with the following law:

\[
p(x, y_{1:T}) = p(x)p(y_1 | x)p(y_2 | x) \cdots p(y_{T-1} | x)p(y_T | x) = p(x) \prod_{t=1}^{T} p(y_t | x).
\]

The oriented probabilistic graph is given in figure 2.

![Probabilistic oriented graph of the Naive Bayes](image)

In the generative way, as usually used, the Naive Bayes classifier computes, for each \( \lambda_i \in \Lambda_x \), \( p(x = \lambda_i | y_{1:T}) \) as follows:

\[
p(x = \lambda_i | y_{1:T}) = \frac{p(x = \lambda_i, y_{1:T})}{\sum_{\lambda_j \in \Lambda_x} p(x = \lambda_j, y_{1:T})} = \frac{p(x = \lambda_i) \prod_{t=1}^{T} p(y_t | x = \lambda_i)}{\sum_{\lambda_j \in \Lambda_x} \prod_{t=1}^{T} p(y_t | x = \lambda_j)} = \frac{\pi(i) \prod_{t=1}^{T} b_i^{(t)}(y_t)}{\sum_{\lambda_j \in \Lambda_x} \pi(j) \prod_{t=1}^{T} b_j^{(t)}(y_t)}.
\]

using the notations:

- \( \pi(i) = p(x = \lambda_i) \);
- \( b_i^{(t)}(y_t) = p(y_t | x = \lambda_i) \).

With (3), the Naive Bayes effectively matches the generative classifier definition, as it first computes the joint probability \( p(x = \lambda_i, y_{1:T}) \), and then the posterior \( p(x = \lambda_i | y_{1:T}) \).
Used in this way, it is facing difficulties to consider arbitrary features. Indeed, let us consider, for example, \( \Omega_t = \pi_t^m \) for each \( t \), with \( \Omega_t = \{ \omega_1, \ldots, \omega_M \} \). Thus, each observation has two features: \( y_t = (\omega_i, \omega_j) \). With this restoration method, the different parameters are learned by maximum likelihood estimation, which consists in counting the different patterns:

\[
\pi(i) = \frac{f(i)}{L}, \quad b_1^{(t)}(y_t) = \frac{f_1^{(t)}(j, k)}{f(i)},
\]

with \( L \) the number of training samples, \( f(i) \) the number of times \( x = \lambda_i \) in this training sample, and \( f_1^{(t)}(j, k) \) the number of times \( y_t = (\omega_j, \omega_k) \) when \( x = \lambda_i \). Therefore, an observation \( y_t \) has its value \( b_1^{(t)}(y_t) \) different from 0 if and only if there is an observation in the training set having the same features at position \( t \). If this estimation method is possible with a small number of features, it quickly becomes intractable when the number of features increases, making mandatory to suppose them independent. It is especially the case for Natural Language Processing tasks, where features can be suffixes of any length, prefixes, some word’s characteristics, or large numerical vector issued from an embedding method [2].

### 2.2 Computing directly \( p(x = \lambda_i|y_{1:T}) \) with the Naive Bayes classifier

In this section, we show that one can use the Naive Bayes classifier by computing \( p(x = \lambda_i|y_{1:T}) \) directly, without previous computation of \( p(x = \lambda_i|y_{1:T}) \). To simplify notations, we set, for each \( \lambda_i \in \Lambda_x \):

\[
L_{\lambda_i}^{(t)} = p(x = \lambda_i|y_t).
\]

We can state the following result:

**Proposition 1.** Let \( p(x = \lambda_i|y_{1:T}) \) be a Naive Bayes distribution. Then for each \( \lambda_i \in \Lambda_x \):

\[
p(x = \lambda_i|y_{1:T}) = \frac{\pi(i)^{1-T} \prod_{t=1}^{T} L_{\lambda_i}^{(t)}}{\sum_{i=1}^{\infty} \pi(j)^{1-T} \prod_{t=1}^{T} L_{\lambda_j}^{(t)}}.
\]

**Proof.** For each \( \lambda_i \in \Lambda_x \), we set:

\[
\delta(i) = \pi(i)^{1-T} \prod_{t=1}^{T} L_{\lambda_i}^{(t)}.
\]

This function is linked with the joint probability by:

\[
p(x = \lambda_i, y_{1:T}) = p(y_1)p(y_2) \ldots p(y_{T-1})p(y_T)\delta(i).
\]

Indeed,

\[
p(x = \lambda_i, y_{1:T}) = \pi(i) \prod_{t=1}^{T} b_1^{(t)}(y_t) = \pi(i) \prod_{t=1}^{T} \frac{p(y_t, x = \lambda_i)}{p(x = \lambda_i)} = \pi(i)^{1-T} \prod_{t=1}^{T} p(y_t) L_{\lambda_i}^{(t)}
\]

\[
= \delta(i) \prod_{t=1}^{T} p(y_t).
\]

Therefore

\[
p(x = \lambda_i|y_{1:T}) = \frac{p(x = \lambda_i, y_{1:T})}{\sum_{j=1}^{\infty} p(x = \lambda_j, y_{1:T})} = \frac{\delta(i)}{\sum_{j=1}^{\infty} \delta(j)},
\]

which ends the proof.

Finally, given (4), the Naive Bayes model also matches the definition of a discriminative classifier: it allows computing \( p(x|y_{1:T}) \) directly and does use neither the observations’ law nor the joint one. Therefore, through
this example, we see that in some situations, “discriminative” and “generative” definitions do not describe the deep nature of a model, but rather the way it is used.

When differentiable functions model $L_{y_i}$, one can train the Naive Bayes used in a discriminative way with (4) using gradient descent algorithms. In this case, the training process consists in computing the gradient of a given loss function by applying the backpropagation [19, 20] algorithm, and updating the model’s parameters. In this way, the Naive Bayes can be applied for any classification tasks and consider arbitrary observation features. For example, a homogeneous Naive Bayes used in a discriminative way, modelling $L_{y_i}$ with the same function independent of $t$, can be applied to classify text of various lengths. First of all, one has to use an embedding method like Flair [1], FastText [5], or BERT [9], to transform word into numerical vector. Then, he has to select a function to model $L_{y_i}$, for example, a feedforward neural network.

3 THE LOGISTIC REGRESSION: A PARTICULAR CASE OF THE NAÏVE BAYES USED IN A DISCRIMINATIVE WAY

3.1 Logistic Regression classifier

Let us consider multinomial Logistic Regression, which is the more general one. For each $t, \Omega_{y_i} = \mathbb{R}$, Logistic Regression computes $p(x = \lambda_i | y_{1:T})$ with

$$p(x = \lambda_i | y_{1:T}) = \frac{\exp(W_i \cdot y_{1:T} + b_i)}{\sum_{j=1}^{N} \exp(W_j \cdot y_{1:T} + b_j)},$$

where for each $i \in \{1, \ldots, N\}, W_i \in \mathbb{R}^T, b_i \in \mathbb{R}$, and $\cdot$ denotes the dot product.

Figure 3 represents the oriented graph of this classifier.
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The Logistic Regression is a probabilistic graphical model used in numerous applications. One can train it with a gradient descent algorithm. It is considered as a discriminative model as it computes directly $p(x | y_{1:T})$.

With this model, we notice that each probability computed is strictly greater than 0.

3.2 Logistic Regression and Naive Bayes

Logistic Regression is frequently linked with the Naive Bayes with the notion of Generative – Discriminative pairs [28, 38], assuming it is the discriminative counterpart of the Naive Bayes. However, we are going to show that the Logistic Regression is a particular case of the Naive Bayes.

We can state:
Proposition 2. Let us consider a Naive Bayes classifier used in a discriminative way with (4). If, for each $i \in \{1, ..., N\}, t \in \{1, ..., T\}$:

$$L_{Y_i}^{(t)}(i) = \frac{\exp \left( a_i^{(t)}y_t + c_i^{(t)} \right)}{\sum_{k=1}^{N} \exp \left( a_k^{(t)}y_t + c_k^{(t)} \right)},$$

with $a_i^{(t)} \in \mathbb{R}$ and $c_i^{(t)} \in \mathbb{R}$, then this Naive Bayes classifier is a Logistic Regression.

Proof. We start from (4), for each $\lambda_i \in \Lambda_X$:

$$p(x = \lambda_i|y_{1:T}) = \frac{\pi(i)^{1-T} \prod_{t=1}^{T} L_{Y_i}^{(t)}(i)}{\sum_{j=1}^{N} \pi(j)^{1-T} \prod_{t=1}^{T} L_{Y_j}^{(t)}(j)} = \frac{\pi(i)^{1-T} \prod_{t=1}^{T} \exp \left( \frac{a_i^{(t)}y_t + c_i^{(t)}}{\sum_{k=1}^{N} \exp \left( a_k^{(t)}y_t + c_k^{(t)} \right)} \right)}{\sum_{j=1}^{N} \pi(j)^{1-T} \prod_{t=1}^{T} \exp \left( \frac{a_j^{(t)}y_t + c_j^{(t)}}{\sum_{k=1}^{N} \exp \left( a_k^{(t)}y_t + c_k^{(t)} \right)} \right)}$$

$$= \frac{\prod_{t=1}^{T} \exp \left( \frac{a_i^{(t)}y_t + c_i^{(t)}}{\sum_{k=1}^{N} \exp \left( a_k^{(t)}y_t + c_k^{(t)} \right)} \right)}{\sum_{j=1}^{N} \prod_{t=1}^{T} \exp \left( \frac{a_j^{(t)}y_t + c_j^{(t)}}{\sum_{k=1}^{N} \exp \left( a_k^{(t)}y_t + c_k^{(t)} \right)} \right)}$$

$$= \frac{\exp \left( (1-T) \log(\pi(i)) + \sum_{t=1}^{T} a_i^{(t)}y_t + c_i^{(t)} \right)}{\sum_{j=1}^{N} \exp \left( (1-T) \log(\pi(j)) + \sum_{t=1}^{T} a_j^{(t)}y_t + c_j^{(t)} \right)}.$$

We set:

- $b_t = (1-T) \log(\pi(i)) + \sum_{t=1}^{T} c_i^{(t)}$;
- $W_t = [a_i^{(1)}, a_i^{(2)}, ..., a_i^{(T)}]$.

Therefore, we can effectively verify that $b_i \in \mathbb{R}$ and $W_i \in \mathbb{R}^T$.

Then:

$$p(x = \lambda_i|y_{1:T}) = \frac{\exp(W_i \cdot y_{1:T} + b_i)}{\sum_{j=1}^{N} \exp(W_j \cdot y_{1:T} + b_j)},$$

which is the equation (8) defining a Logistic Regression and ends the proof.

Proposition 2 shows that one can view the Logistic Regression as a particular case of the Naive Bayes used in a discriminative way.

4 CONCLUSION

This paper presents how to use the Naive Bayes as a discriminative model. A practical consequence is that it can be used in both generative and discriminative ways; the latter allowing arbitrary feature consideration. Moreover, we show that the Logistic Regression, usually presented as the discriminative counterpart of the Naive Bayes, can be seen as a particular case of the latter used in a discriminative way. A general conclusion is that the usual definitions of generative and discriminative models do not lead to disjoint families; and there are models that simultaneously satisfy both of them. An interesting perspective would consist in extending ideas of the paper to other popular generative models and examining whether they can also be used in a discriminative way.
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A APPENDIXES: ALGORITHMS TO COMPUTE FOR HMM

In this appendix, we present both HMM’s algorithms to restore, for each \( \lambda_i \in \Lambda, t \in \{1, ..., T\}, y_{1:T} \in (\Omega_y)^T \), \( p(x_t = \lambda_i | y_{1:T}) \): the Forward-Backward algorithm, matching the generative definition, and the Entropic Forward-Backward, which matches the discriminative one. We consider a homogeneous HMM with the following notations:

- \( \pi(i) = p(x_{t} = \lambda_i) \);
- \( a_i(j) = p(x_{t+1} = \lambda_j | x_t = \lambda_i) \);
- \( b_i(y_t) = p(y_t | x_t = \lambda_i) \);
- \( L_{y}(i) = p(x_t = \lambda_i | y_t) \);

A.1 HMM as a generative classifier: The Forward-Backward algorithm

The Forward-Backward algorithm consists in computing \( p(x_t = \lambda_i | y_{1:T}) \) as follows:

\[
p(x_t = \lambda_i | y_{1:T}) = \frac{a_t(i)b_t(i)}{\sum_{j=1}^{N} a_j(j)b_j(j)}
\]

with forward probabilities \( a \) computed with the following recursion:

\[
a_t(i) = \pi(i)b_i(y_1); \\
a_{t+1}(i) = b_i(y_{t+1}) \sum_{j=1}^{N} a_t(j)a_j(i)
\]

And the backward probabilities \( \beta \):

\[
\beta_T(i) = 1; \\
\beta_t(i) = \sum_{j=1}^{N} \beta_{t+1}(j)a_t(j)b_j(y_{t+1})
\]

A.2 HMM as a discriminative classifier: The Entropic Forward-Backward algorithm

The Entropic Forward-Backward algorithm consists in computing \( p(x_t = \lambda_i | y_{1:T}) \) as follows:

\[
p(x_t = \lambda_i | y_{1:T}) = \frac{a^F_t(i)b^F_t(i)}{\sum_{j=1}^{N} a^F_j(j)b^F_j(i)}
\]

with entropic forward probabilities \( a^F \) computed as:

\[
a^F_t(i) = L_{y}(i); \\
a^F_{t+1}(i) = \frac{L_{y}(i)}{\pi(i)} \sum_{j=1}^{N} a^F_j(j)a_j(i)
\]
And the entropic backward $\beta^E$:

$$\beta^E_{\gamma}(i) = 1;$$

$$\beta^E_{\gamma}(i) = \sum_{j=1}^{N} \frac{L_{\gamma\gamma}(j)}{\pi(j)} \beta^E_{\gamma+1}(j) a_i(j).$$