A STOCHASTIC LAGRANGIAN PARTICLE SYSTEM FOR THE NAVIER-STOKES EQUATIONS
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ABSTRACT. This work is based on a formulation of the incompressible Navier-Stokes equations developed by P. Constantin and G. Iyer, where the velocity field of a viscous incompressible fluid is written as the expected value of a stochastic process. If we take $N$ copies of the above process (each based on independent Wiener processes), and replace the expected value with the empirical mean, then it was shown that the particle system for the Navier-Stokes equations does not dissipate all its energy as $t \to \infty$. In contrast to the true (unforced) Navier-Stokes equations, which dissipate all of its energy as $t \to \infty$. The objective of this short note is to describe a resetting procedure that removes this deficiency. We prove that if we repeat this resetting procedure often enough, then the new particle system for the Navier-Stokes equations dissipates all its energy.

1. Introduction

The Navier-Stokes equations

\begin{align}
&\partial_t u + (u \cdot \nabla) u - \nu \Delta u + \nabla p = 0, \\
&\nabla \cdot u = 0
\end{align}

(1.1)

describe the evolution of a velocity field $u$ of an incompressible fluid with kinematic viscosity $\nu > 0$, and where $p$ denotes the pressure. When the viscosity vanishes, we end up with the incompressible Euler equation:

\begin{align}
&\partial_t u + (u \cdot \nabla) u + \nabla p = 0, \\
&\nabla \cdot u = 0
\end{align}

(1.3)

which describe the motion of an ideal incompressible fluid. The mathematical theory of these equations have been extensively studied and the existence of regular solutions is still an open problem in PDE theory \cite{5,9}. We are interested in developing probabilistic techniques, that could help solve this problem.

Probabilistic representations of solutions of partial differential equations as the expected value of functionals of stochastic processes date back to the work of Einstein, Feynman, Kac, and Kolmogorov in physics and mathematics. The Feynman-Kac formula is the most well-known example, which has provided a link between linear parabolic partial differential equations and probability theory \cite{13,15}. These stochastic representation methods have provided in some cases tools to show existence and uniqueness of solutions to partial differential equations. For nonlinear
partial differential equations the earliest work was done by McKean [14], where a probabilistic representation of the solution for the nonlinear Kolmogorov-Petrovsky-Piskunov equation was given. The theory for nonlinear partial differential equations, however, is far less understood.

The questions studied in this work are motivated by the development of a probabilistic formulation of (1.1)-(1.2) proposed by P.Constantin and G.Iyer in [6]. There, the Navier-Stokes equation is interpreted as the average of a stochastic perturbation of the Euler equation. More specifically, a Weber formula is used to represent the velocity of the inviscid equation in terms of the particle trajectories of the inviscid equation without including time derivatives, then the classical Lagrangian trajectories are replaced by stochastic flows. Averaging these stochastic trajectories gives us the solution of (1.1)-(1.2).

In [11] G.Iyer and J.Mattingly used a Monte-Carlo method to approximate the described probabilistic formulation. They took \( N \) independent copies of the Wiener process and replaced the expected value in the above formalism with the empirical mean, \( \frac{1}{N} \) times the sum over these \( N \) independent copies (we review the details of this method in Section 2). By the law of the large numbers it is natural to expect that any average could be replaced by its empirical mean: \( \frac{1}{N} \sum_{i=1}^{N} X_i \approx E(X) \), where \( X \) and \( X_i \), \( i = 1, \ldots, N \) are i.i.d. It turns out that a straightforward approximation of this average by its empirical mean is not adequate here. It was shown in [11] that in two dimensions the \( N \)-particle system for the Navier-Stokes equations does not dissipate all its energy as \( t \to \infty \). In contrast, the solution of the corresponding Navier-Stokes equations does dissipate all of its energy as \( t \to \infty \). The goal of this paper is to alleviate this deficiency of the particle system developed in [11] by modifying it, so that the modified particle system dissipates all of its energy.

Our modification is inspired by [12], where G.Iyer and A.Novikov studied a particle system formulation for the Burgers equation. There we can find another example, where the particle system does not fully mimic properties of the corresponding PDE. Namely, the viscous Burgers equation does not develop shocks, but the corresponding \( N \)-particle system shocks almost surely in finite time. In order to remove these shocks, the authors [12] considered a resetting procedure that prevented their formation. In this paper we propose another resetting procedure, such that the particle system for the Navier-Stokes equations dissipate all its energy.

The particle system in [11] does not completely dissipate its energy, because, roughly speaking, the gradients of the velocities for the \( N \) particles become decorrelated with time. We reinforce correlation of these velocities and their gradients by resetting, and this allows complete dissipation of energy. When the resetting condition holds, then the particle system dissipates its energy exponentially. Once the resetting condition is not satisfied, we reset the particle system, and restart the procedure again. In addition to the exponential dissipation of energy, the resetting procedure itself adds more dissipation each time we average our data. Our theorem states that if we keep repeating the resetting procedure, the particle system will dissipate all its energy.

We now highlight briefly some other probabilistic formulations for the Navier-Stokes equations and related work. The initial work on probabilistic representation of the Navier-Stokes equations was done by A.Chorin. It was shown in [1] that in two dimensions vorticity evolves according to Fokker-Planck type equation. Using
this A.Chorin gave a probabilistic representation for the vorticity using random walks and a particle limit, and then related it to the velocity vector using the Biot-Savart Law. Using a different approach Y.Le Jan and A.Sznitman in [17] developed a probabilistic representation of Navier-Stokes equations, where they used a backward-in-time branching process in Fourier space to express the velocity of the three dimensional viscous fluid as the average of a stochastic process. These works do not allow to develop a self contained well-posedness theory. Here our motivation is to develop new probabilistic techniques that may help us establish regularity theory for partial differential equations of Fluid Dynamics. The stochastic representation in [6] allows such theory, and we, therefore, chose to work with it.

Building on the work done by P.Constantin and G.Iyer in [6], X.Zhang in [18] gave a stochastic representation for the backward incompressible Navier-Stokes equation using stochastic Lagrangian path. Later, linking the work of X.Zhang in [18] with P.Constantin and G.Iyer in [6], F.Delbaen, J.Qiu, and S.Tang in [7] developed a coupled forward-backward stochastic differential system in the space of fields for the incompressible Navier-Stokes equation in the whole space. Using probabilistic tools, they were able to obtain local uniqueness results for the forward-backward stochastic differential system. In addition, they were able to show the existence of global solutions for the case with small Reynolds number or when the dimension is two. We also mention [2], where F.Cipriano and A.Cruzeiro using the Brownian motions on the group of homeomorphisms on the torus, established a stochastic variational principle for the two dimensional Navier-Stokes equations. Moreover, A.Cruzeiro and E.Shamarova in [3] formulated a connection between the Navier-Stokes equations and a system of forward-backward stochastic differential equations on the group of volume-preserving diffeomorphisms of a flat torus.

This paper is organized as follows. In Section 2 we describe the stochastic-Lagrangian representation of the Navier-Stokes equations and construct the particle system. In addition, we explain the resetting scheme which will then be used in Section 3. In Section 3, the main section of this paper, we study the energy of the Navier-Stokes’s particle system and we use the resetting procedure and show that by repeating it often enough, the particle system for the Navier-Stokes equations dissipates all its energy.

2. The particle system and the resetting

In this section we construct the particle system for the Navier-Stokes equations based on stochastic Lagrangian trajectories. We begin by describing a stochastic Lagrangian formulation of the Navier-Stokes equations [11].

Let \( B_t \) be a standard 2 or 3-dimensional Brownian motion on a torus \( T \), and let \( u_0 \) be some given periodic, and divergence free \( C^{k,\alpha} \) initial data. Let \( E \) denote the expected value with respect to the Wiener measure and \( P \) be the Leray-Hodge projection onto divergence free vector fields. Consider the system of equations

\[
\begin{align*}
\text{(2.1)} & \quad dX_t(x) = u_t(X_t(x)) \, dt + \sqrt{2\nu} \, dB_t, \quad X_0(x) = x, \\
\text{(2.2)} & \quad u_t = E \, P \left[ (\nabla^* Y_t)(u_0 \circ Y_t) \right], \quad Y_t = X_t^{-1}.
\end{align*}
\]

Above \( X_t \) is the stochastic flow of diffeomorphisms on \( T \), and we denote \( Y_t = X_t^{-1} \) to be the spatial inverse of \( X_t \) for any given time \( t \geq 0 \). We denote \( \nabla^* Y_t \) to be the transpose of the Jacobian of \( Y_t \).
It was shown in [6] that if the initial data $u_0 \in C^{k,\alpha}$ is a deterministic divergence free vector field with $k \geq 2$ and if we impose periodic boundary conditions on $u_t$ and $X_t\in \mathbb{R}$, then for a short time the system (2.1)-(2.2) is equivalent to the incompressible Navier-Stokes equations, that is, $u_t$ satisfies
\begin{equation}
\partial_t u_t + (u_t \cdot \nabla) u_t - \nu \Delta u_t + \nabla p = 0, \quad \nabla \cdot u_t = 0.
\end{equation}

In the case when the viscosity is zero $\nu = 0$, the equations (2.1), (2.2) are the Lagrangian formulation for the incompressible Euler equation developed in [4]. Note that we need the law of the entire flow $X$ in order to compute $u$, this is due to the fact that the term $\nabla^* Y$ is present in (2.2). In order to approximate the system (2.1)-(2.2), we replace the flow $X_t$ with $N$ different copies $X_t^i$ where each one is driven independently by a Wiener process $B_t^i$, $i = 1, 2, \ldots, N$. Fix a (sufficiently large) $N$, and we end up with the following approximate system
\begin{equation}
\begin{aligned}
&\frac{dX_t^i}{dt} = u_t(X_t^i) + \sqrt{2\nu} dB_t^i, \quad Y_t^i = (X_t^i)^{-1},
&u_t = \frac{1}{N} \sum_{i=1}^{N} u_t^i, \quad u_t^i = \mathbf{P}[(\nabla^* Y_t^i)u_0 \circ Y_t^i],
\end{aligned}
\end{equation}
with initial data $X_0(x) = x$. We impose periodic boundary conditions on the initial data $u_0$, and the displacement $\lambda_t^i(x) = X_t^i(x) - x$.

The following Lemma describes the evolution of the velocity of the particle system (2.3) as SPDE.

**Lemma 2.1.** (Lemma 4.2 in [11]) Let $u_t^i = \mathbf{P}[(\nabla^* Y_t^i)u_0 \circ Y_t^i]$ be the $i^{th}$ summand in (2.5). Then $u_t^i$ satisfies the SPDE
\begin{equation}
\begin{aligned}
&du_t^i + \left[ (u_t \cdot \nabla) u_t^i - \nu \Delta u_t^i + (\nabla^* u_t^i)u_t^i + \nabla p_t^i \right] dt + \sqrt{2\nu} \nabla u_t^i dB_t^i = 0,
\end{aligned}
\end{equation}
and $u_t$ satisfies the SPDE
\begin{equation}
\begin{aligned}
&du_t + \left[ (u_t \cdot \nabla) u_t - \nu \Delta u_t + \nabla p_t \right] dt + \sqrt{2\nu} \nabla u_t dB_t = 0.
\end{aligned}
\end{equation}

In contrast to the true Navier-Stokes equations (1.1)-(1.2) the particle system (2.4)-(2.5), for any finite $N$, may not dissipate all of its energy as $t \to \infty$. In two dimensions this was proven in [11]. In this work, we propose to alleviate this deficiency by considering a resetting scheme, in which we start by solving the system (2.4)-(2.5) on the interval $(t_0, t_1]$, where the resetting time $t_1$ is going to be specified later according to our proposed resetting condition (2.13) below. Next, we average our data, replace the original initial data with $u_0^N$, and we restart the system (2.4)-(2.5) for the next time interval using this new initial data. We keep repeating this procedure on each interval $(t_m, t_{m+1})$ for $m \in \mathbb{N}$.

The resetting criterion comes from comparison of the rate of change of the energies of the true Navier-Stokes equation and the particle system. Namely, the rate of change of the energy of our particle system (2.4)-(2.5) is (see Theorem 2.2 below) as follows.
\begin{equation}
\begin{aligned}
&\frac{1}{2\nu} \partial_t \mathbb{E} \|u_t\|_{L^2}^2 = - \frac{1}{N^2} \sum_{i \neq j} \mathbb{E} \left[ (\nabla u_t^i, \nabla u_t^j) \right].
\end{aligned}
\end{equation}
Observe that the rate of change of energy depends on the average of inner products of the gradients of $N$ velocities. In contrast, for the true Navier-Stokes equation the rate of change of the energy

$$
\frac{1}{2\nu} \partial_t \|u_t\|_{L^2}^2 = -\|\nabla u_t\|_{L^2}^2.
$$

For large $N$ the right-hand sides of (2.9) and (2.10) are essentially the same, if $\nabla u_t^i = \nabla u_t^j$ for all $i$ and $j$. This observation motivates our approach. We will use resetting to keep the sum of the expected value of the inner products

$$
\sum_{i \neq j}^N \mathbb{E} \left[ \langle \nabla u_t^i, \nabla u_t^j \rangle \right] \geq cN^2 \mathbb{E} \|u_t\|_{L^2}^2
$$

on each interval $(t_m, t_{m+1}]$ where $m \in \mathbb{N}$ and for some constant $c > 0$ that does not depend on $N$. This will make the inner products in (2.9) to be positive and thus the rate of energy dissipation will be negative on each interval $(t_m, t_{m+1}]$. Therefore we consider the following resetting system

\begin{align*}
(2.11) & \quad dX_t^i = u_t \left( X_t^i \right) dt + \sqrt{2\nu} dB_t^i, \quad X_{t_m}(x_0) = x_0, \quad Y_t^i = (X_t^i)^{-1}, \\
(2.12) & \quad u_t = \frac{1}{N} \sum_{i=1}^{N} u_t^i, \quad u_t^i = \mathbf{P} \left[ (\nabla^* Y_t^i)(u_{t_m} \circ Y_t^i) \right], \quad \text{for} \ t \in (t_m, t_{m+1}],
\end{align*}

where $m \in \mathbb{N}$, the set of non-negative integers, $t_0 = 0$, and the resetting times are defined recursively

$$
(2.13) \quad t_m = \inf \left\{ t > t_{m-1} : \sum_{i \neq j}^N \mathbb{E} \left[ \langle \nabla u_t^i, \nabla u_t^j \rangle \right] < (1-\varepsilon)N(N-1)\|\nabla u_{t_{m-1}}\|_{L^2}^2 \right\}.
$$

for some positive fixed $\varepsilon < 1$. We say we reset the system at every $t = t_m$, because we treat $u_{t_m}$ as initial conditions for each of the intervals $t \in [t_m, t_{m+1})$.

**Theorem 2.2.** Suppose we are in two dimensions. Let the initial condition $u_0$ be a $\mathcal{F}_0$-measurable, periodic mean zero function such that the norm $\|u_0\|_{1, \alpha}$, $\alpha > 0$ is almost surely bounded. If we let $\{t_m\}_{m=0}^{\infty}$ to be the sequence of resetting times defined in (2.13), then the particle system with resetting (2.11)-(2.12) dissipates all its energy.

We remark that the particle system with resetting (2.11)-(2.12) dissipates its energy using two mechanisms. It dissipates energy exponentially anytime the inequality (2.10) holds, and it dissipates energy when we average our data each time we reset our system. We also want to highlight that the manner in which we defined our resetting times in (2.13) causes the length of time increments $\delta_m = t_m - t_{m-1}$ to vary among resetting intervals. This gives rise to the case that if the sequence of time increments $\delta_m$ decays to zero too fast, then the limit of the sequence of resetting times $t_m \to T$, for some constant time $T$. Thus, we have to consider two cases. First case is when the limit of sequence of resetting times $t_m \to \infty$, as $m \to \infty$. In this case we show that the energy of the particle system with resetting (2.11)-(2.12) dissipates its energy mainly exponentially. The second case is when the limit of the sequence of resetting times $t_m \to T$, for some finite time $T$. In this case, we show

\[ \text{...} \]
that the system \([2.11]-[2.12]\) dissipates its energy mainly by averaging each time we reset.

3. ENERGY DECAY BY RESETING

**Proof of Theorem 2.2.** By Lemma 2.1, \(u_1^t\) satisfies the SPDE
\[
du_1^t + \left[ (u_t \cdot \nabla)u_1^t - \nu \Delta u_1^t + (\nabla \cdot u_t)u_1^t + \nabla p_1^t \right] dt + \sqrt{2\nu} \nabla \omega_1^t dB_t^i = 0,
\]
on each interval \(t \in (t_m, t_{m+1}]\). In two dimensions, the vorticity \(\omega_1^t = \nabla \times u_1^t\) solves
\[
d\omega_1^t + \left[ (u_t \cdot \nabla)\omega_1^t - \nu \Delta \omega_1^t \right] dt + \sqrt{2\nu} \nabla \omega_1^t dB_t^i = 0.
\]
By Itô’s formula, we obtain
\[
\frac{1}{2} d \|\omega_1^t\|^2 + \omega_1^t \cdot \left[ (u_t \cdot \nabla)\omega_1^t - \nu \Delta \omega_1^t \right] dt + \sqrt{2\nu} \omega_1^t \cdot (\nabla \omega_1^t dB_t^i) - \nu |\nabla \omega_1^t|^2 dt = 0
\]
Integrating in space and using the fact that \(u_1^t\) and \(u_t\) are divergences free, we have
\[
d\|\nabla u_1^t\|^2_{L^2} \equiv \|\nabla u_1^t\|^2_{L^2} \equiv \|\nabla u_1^t\|^2_{L^2} \equiv \|\nabla u_1^t\|^2_{L^2} = \|\nabla u_1^t\|^2_{L^2} = \|\nabla u_1^t\|^2_{L^2}
\]
for \(t \in (t_m, t_{m+1}]\).

Using Lemma 2.1 and Itô’s formula, we also have
\[
\frac{1}{2} d |u_t|^2 + u_t \cdot \left[ (u_t \cdot \nabla)u_t - \nu \Delta u_t + \nabla p \right] dt + \sqrt{2\nu} \sum_{i=1}^N u_t \cdot (\nabla u_i^t dB_t^i) = \frac{\nu}{N} \sum_{i=1}^N |\nabla u_i^t|^2 dt
\]
Integrating in space and taking expected values, we obtain
\[
(3.1) \quad \frac{1}{2\nu} \partial_t E \|u_t\|^2_{L^2} = E \left[ \frac{1}{N^2} \sum_{i=1}^N \|\nabla u_i^t\|^2_{L^2} - \|\nabla u_t\|^2_{L^2} \right]
\]
\[
(3.2) \quad = E \left[ \frac{1}{N^2} \sum_{i=1}^N \|\nabla u_i^t\|^2_{L^2} - \frac{1}{N^2} \sum_{j=1}^N \langle \nabla u_j^t, \nabla u_i^t \rangle + \frac{1}{N^2} \sum_{i \neq j} \langle \nabla u_j^t, \nabla u_i^t \rangle \right]
\]
This simplifies to
\[
(3.3) \quad \frac{1}{2\nu} \partial_t E \|u_t\|^2_{L^2} = - \frac{1}{N^2} \sum_{i \neq j} E \left[ \langle \nabla u_i^t, \nabla u_i^t \rangle \right]
\]
**Case I:** \(\lim_{m \to \infty} t_m \to \infty\). In this case the sequence of resetting times goes to infinity. Using resetting, we have
\[
(3.4) \quad \sum_{i \neq j} E \left[ \langle \nabla u_i^t, \nabla u_i^t \rangle \right] \geq (1 - \varepsilon)N(N - 1) \|\nabla u_{m} \|^2_{L^2}
\]
Thus, the particle system dissipates all its energy in a finite time. Iterating over $t$ for all our particle system a countable number of times. Hence, for some constant $C > 0$ that arises from using Poincaré’s inequality. Using the Gronwall’s inequality, we obtain exponential dissipation of energy.

Case II: $\lim_{m \to \infty} t_m \to T$. In this case the sequence of resetting times converges to a finite time $T$. At every resetting time we have

$$\omega_t = \frac{1}{N} \sum_{i=1}^{N} \omega_i \omega_m.$$  

Thus,

$$E \|\omega_t\|^2 = \frac{1}{N^2} \sum_{i=1}^{N} E \|\omega_t\|^2 + \frac{1}{N^2} \sum_{i \neq j}^{N} E [\omega_t \omega_m].$$

$$= \frac{1}{N} \|\omega_{t-1}\|^2 + \frac{1}{N^2} \sum_{i \neq j}^{N} E [\omega_t \omega_m].$$

Since $(\nabla u_t, \nabla u_m) = (\omega_t, \omega_m)$, we have

$$\sum_{i \neq j}^{N} E [\omega_t \omega_m] \leq (1 - \varepsilon) N (N - 1) \|\omega_{t-1}\|^2.$$ 

Iterating over $m$, we have

$$E \|\omega_t\|^2 \leq (1 - \alpha)^m \|\omega_0\|^2,$$

where $\omega_0 = \nabla \times u_0$.

Thus, if $\lim_{m \to \infty} t_m \to T$, for some finite time $T$, this means we are going to reset our particle system a countable number of times. Hence,

$$E \|\omega_t\|^2 \leq (1 - \alpha)^m \|\omega_0\|^2 \to 0 \text{ as } m \to \infty.$$ 

Thus, the particle system dissipates all its energy in a finite time $T$.

\[ \square \]
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