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Abstract
Selective classification is the task of rejecting inputs a model would predict incorrectly on through a trade-off between input space coverage and model accuracy. Current methods for selective classification impose constraints on either the model architecture or the loss function; this inhibits their usage in practice. In contrast to prior work, we show that state-of-the-art selective classification performance can be attained solely from studying the (discretized) training dynamics of a model. We propose a general framework that, for a given test input, monitors metrics capturing the disagreement with the final predicted label over intermediate models obtained during training. We then reject data points exhibiting too much disagreement at late stages in training. In particular, we instantiate a method that tracks when the label predicted during training stops disagreeing with the final predicted label. Our experimental evaluation shows that our method achieves state-of-the-art accuracy/coverage trade-offs on typical selective classification benchmarks.

1 Introduction
Machine learning (ML) is increasingly deployed in high-stakes decision-making environments, where it is critical to detect inputs that the model could misclassify. This is particularly true when deploying deep neural networks (DNNs) for applications with low tolerances for false-positives (i.e., classifying with a wrong label), such as healthcare (Challen et al., 2019; Mozannar and Sontag, 2020), self-driving (Ghodsi et al., 2021), and law (Vieira et al., 2021). This problem setup is captured by the selective classification (SC) framework, which introduces a gating mechanism to abstain from predicting on individual test points (Geifman and El-Yaniv, 2017). Specifically, SC aims to (i) only accept inputs on which the ML model would achieve high accuracy, while (ii) maintaining high coverage, i.e., accepting as many inputs as possible.

Current selective classification techniques take one of two directions: (i) augmentation of the architecture of the underlying ML model (Geifman and El-Yaniv, 2019); or (ii) training the model using a purposefully adapted loss function (Gangrade et al., 2021). The unifying principle behind these methods is to modify the training stage in order to accommodate selective classification. In this work, we instead show that these modifications are unnecessary. That is, our method not only matches or outperforms existing work but our method is the only state-of-the-art (SOTA) approach that can be applied to all existing models.

Our approach builds on the following observation: when we sequentially optimize a model for one dataset there is in fact a larger set of datapoints the model also sequentially optimized (Hardt et al., 2016; Bassily et al., 2020; Thudi et al., 2022). Our key hypothesis is that this larger set of points we optimized significantly
overlaps with the points we predict correctly on. That is, we hypothesize that "optimized = correct (often)", and hence a method to detect if we sequentially optimized a datapoint would also be a performative selective classification method: we accept a datapoint iff it was "optimized". However, the question now becomes how to characterize what it means to optimize a datapoint. To that end, we aim to understand the innate properties of common iterative optimization processes, which can be studied by examining the training dynamics of neural networks.

We derive the first framework for selective classification based on neural network training dynamics (see Figure 1). Typical DNNs are trained sequentially e.g., using stochastic gradient descent. Hence, as training goes on, the optimization process yields a sequence of intermediate models. In particular, because the goal of the optimization process is to learn a target label, the sequence of predictions these intermediate models yield on the points they optimized for should "converge" to a specific label. The question associated to our characterization of optimization is how to characterize/threshold what (with high probability) a "converged" sequence of predictions looks like while training. Our hypothesis is that after obtaining an appropriate characterization of predictions during training, the larger set of datapoints that also satisfy such a characterization overlaps significantly with the set of correctly predicted datapoints. So, determining the test points we optimized yields a performative selective classification method.

Through a formalization of this particular neural network training dynamics problem, we first note that a useful property of the intermediate models’ predictions is whether they agree with the final prediction. One can obtain a bound on how likely a given sequence of disagreements belongs to a point we optimized for if we know a priori the typical trend of disagreements. This leads to our characterization of being optimized. We empirically observe that the expected disagreement is almost always 0 during training and the variance decreases in a convex manner.

These observations lead to our first proposed method to characterize optimizing a datapoint, and hence our first selective classification method, which imposes a threshold on the last model checkpoint whose prediction can disagree with the final model’s label prediction. However, this threshold could be very sensitive to the noise inherent in training. Hence, we propose a more robust characterization which thresholds a biased average over multiple intermediate models disagreeing with the final label prediction. This gives our second selective classification method. The latter method matches state-of-the-art accuracy/coverage trade-offs for selective classification. Again, we stress that our approach requires no modifications to existing training pipelines and is retroactively applicable to all models that have already been deployed. Our approach only requires that intermediate checkpoints were recorded when models were trained, which is an established practice.

Our main contributions are as follows:

1. We initiate studying selective classification through understanding the larger set of datapoints a model optimized (beyond the original training set).

2. We propose a novel method for SC based on neural network training dynamics (dubbed NNTD) in which we devise an effective scoring mechanism capturing the label disagreement of intermediate models with the final prediction for a particular test point. This method can be applied to all existing models whose checkpoints were recorded during training.
3. We perform a comprehensive set of empirical experiments on established SC benchmarks. Our results obtained with NNTD demonstrate a highly favorable accuracy/coverage of NNTD-based selective classification, matching state-of-the-art results in the field.

2 Background on Selective Classification

Our work considers the standard supervised multi-class classification setup. We assume to have access to a dataset $D = \{(x_i, y_i)\}_{i=1}^{M}$ consisting of data points $(x,y)$ with $x \in \mathcal{X}$ and $y \in \mathcal{Y}$. We refer to $\mathcal{X} = \mathbb{R}^d$ as the covariate space of dimensionality $d$ and $\mathcal{Y} = \{1, 2, \ldots, C\}$ as the label space consisting of $C$ classes. All data points $(x, y)$ are sampled independently from the underlying distribution $p$ defined over $\mathcal{X} \times \mathcal{Y}$. Our goal is to learn a prediction function $f : \mathcal{X} \rightarrow \mathcal{Y}$ which minimizes the classification risk with respect to the underlying data distribution $p$ and an appropriately chosen loss function $\ell : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$.

Setup Selective classification alters the standard classification setup by introducing a rejection class $\bot$ through a gating mechanism (El-Yaniv and Wiener, 2010). In particular, such a mechanism introduces a selection function $g : \mathcal{X} \rightarrow \mathbb{R}$ which determines if a model should predict on a data point $x$. Given an acceptance threshold $\tau$, the resulting predictive model can be summarized as:

$$(f,g)(x) = \begin{cases} f(x) & g(x) \geq \tau \\ \bot & \text{otherwise.} \end{cases} \quad (1)$$

Evaluation Metrics Prior work evaluates the performance of a selective classifier $(f,g)$ based on two metrics: the coverage of $(f,g)$ (i.e., what fraction of points we predict on) and the accuracy of $(f,g)$ on the accepted points. Successful SC methods aim at obtaining both high accuracy and high coverage. Note that these two metrics are at odds with each other: naïvely increasing accuracy leads to lower coverage and vice-versa. The complete performance profile of a model can be specified using the risk–coverage curve, which defines the risk as a function of coverage (El-Yaniv and Wiener, 2010). These metrics can be formally defined as follows:

$$\text{cov}(f,g) = \frac{|\{x : g(x) \geq \tau\}|}{|D|} \quad \text{acc}(f,g) = \frac{|\{x : f(x) = y, g(x) \geq \tau\}|}{|\{x : g(x) \geq \tau\}|} \quad (2)$$

Past Work The first work on SC for deep neural networks (DNNs) is the softmax response (SR) mechanism (Geifman and El-Yaniv, 2017). A threshold $\tau$ is applied to the maximum response of the softmax layer $\max_{y \in \mathcal{Y}} f(y|x)$. Given a confidence parameter $\delta$ and desired risk $r^*$, this creates a selective classifier $(f,g)$ whose test error is no larger than $r^*$ with probability of at least $1 - \delta$. This approach however has been shown to produce over-confident results under mis-calibration (Guo et al., 2017). It was further shown by Lakshminarayanan et al. (2017) that model ensembles can improve upon the SR method. This however raises the need to train multiple models from scratch. Instead, in our work, we leverage intermediate models yielded during training to avoid the costly training of separate models to obtain an ensemble. A similar approach leveraging intermediate predictions is given by Huang et al. (2020) where intermediate predictions are incorporated into the loss function during training. In our method, however, we alleviate the need for training-time modifications while still leveraging intermediate predictions. As opposed to ensemble approaches, SelectiveNet (SN) (Geifman and El-Yaniv, 2019) trains a model to jointly optimize for classification and rejection. A loss penalty is added to enforce a coverage constraint using a variant of the interior point method. In a different approach, Deep Gamblers (DG) (Liu et al., 2019) transform the original $C$-class problem into a $(C + 1)$-class problem where the additional class represents model abstention. Note that, while our method does not alter the training stage, both these methods introduce architectural or loss function changes. Other similar approaches include: abstention based on the variance statistics from several dropout-enabled forward passes (Gal and Ghahramani, 2016), performing statistical inference for the marginal prediction-set coverage rates using model ensembles (Feng et al., 2021), confidence prediction using an earlier snapshot of the model (Geifman et al., 2018), estimating the gap between classification regions corresponding to each class via One-Sided Prediction (Gangrade et al., 2021), and complete precision for SC
via classifying only when models consistent with the training data predict the same output (Khani et al., 2016).

3 Our Method

We now introduce our selective classification algorithms based on neural network training dynamics. In Section 3.1 we introduce our motivating "optimized = correct (often)" hypothesis. Following this, we characterize what it means to have optimized the datapoint, which we ultimately will use as our selective classification algorithms. We refer to the class of methods we propose as NNTD.

3.1 An Intuition for our Method

Running SGD on different datasets could lead to the same final model (Hardt et al., 2016; Bassily et al., 2020; Thudi et al., 2022). For example, this is intuitive when two datasets were sampled from the same distribution. We would then expect that training on either dataset should not affect significantly the model returned by SGD. For our selective classification problem, this suggests an approach to decide which points the model is likely to predict correctly on: identify the datasets that it could have been trained on (in lieu of the training set it was actually trained on). In other words, give a method to check whether a given datapoint/dataset could have been used to train the model.

Prior work has proposed brute force approaches to this problem: e.g., Thudi et al. (2022) brute-forces through different mini-batches of data to see if a mini-batch can be used to reproduce one of the original training steps. Even then, this is only a sufficient condition to show a datapoint could have plausibly been used to train: if the brute-force fails, it does not mean the datapoint could not have been used to obtain the final model. As an alternative to this, we propose to instead characterize the optimization behaviour of training on a dataset, i.e conditions most datapoints that were (plausibly) trained on would satisfy based on training dynamics. Our modified hypothesis is then that the set of datapoints we optimized (for this notion of being optimized) coincides significantly with the set of points the model predicts correctly on.

3.2 A Framework for Being Optimized

We now build a framework for what variables (based on intermediate model states) can prove useful for characterizing the optimization behaviour while training. To do so, we derive an upper-bound on the probability that a datapoint could have been used to obtain the model’s checkpointing sequence. This yields a probabilistically necessary (though not sufficient) characterization of the points we explicitly optimized for. This bound, and the variables it depends on, informs what we will later use to characterize "optimizing" a datapoint, and, hence, our selective classification methods.

Let us denote the set of all datapoints as $D$, and let $D' \subset D$ be the training set. We are interested in the setting where a model $f$ is plausibly sequentially trained on $D'$ (e.g., with stochastic gradient descent). We thus also have access to a sequence of $T$ intermediate states for $f$, which we denote $\{f_1, \ldots, f_T\}$. In this sequence, note that $f_T$ is exactly the final model $f$.

Now, let $p_t$ represent the random variable for outputs on $D'$ given by an intermediate model $f_t$ where the outputs have been binarized: we have 0 if the output agrees with the final prediction and 1 if not. In other words, $p_t$ is the distribution of labels given by first drawing $x \sim D'$ and then outputting $1 - \delta_{f_t(x), f_T(x)}$ where $\delta$ denotes the Dirac delta function.

Note that we always have a well-defined mean and a well-defined variance for $p_t$ as it is bounded. Furthermore, we always have the variances and expectations of $\{p_t\}$ converge to 0 with increasing $t$ (as $p_T = 0$ always and the sequence is finite). To state this formally, let $v_t = \mathbb{V}[p_t]$ and $e_t = \mathbb{E}[p_t]$ denote the variances and expectations over points in $D'$. In particular, we remark that $e_T, v_T = 0$, so both $e_t$ and $v_t$ converge. More formally, for all $\epsilon > 0$ there exists an $N \in \{1, \ldots, T\}$ such that $v_t < \epsilon$ for all $t > N$. Similarly, for all $\epsilon > 0$ there exists a (possibly different) $N \in \{1, \ldots, T\}$ such that $e_t < \epsilon$ for all $t > N$.

However, the core problem is that we do not know how this convergence in the variance and expectation occurs. More specifically, if we knew the exact values of $e_t$ and $v_t$, we could use the following bound on the probability of a particular data point being in $D'$. We consequently introduce the notation $\{a_1, \ldots, a_T\}$
where \( a_t = 1 - \delta_{f_t(x), f_T(x)} \) which we call the "label disagreement (at t)". Note that the \( a_t \) are constants defined with respect to a given input, while \( p_t \) represent the distribution of \( a_t \) over all inputs in \( D' \).

**Lemma 1.** Given a datapoint \( x \), let \( \{a_1, \ldots, a_T\} \) where \( a_t = 1 - \delta_{f_t(x), f_T(x)} \). Assuming not all \( a_t = e_t \) then the probability \( x \in D' \) is \( \leq \min_{v_t} \frac{v_t}{|a_t - e_t|^2} \).

**Proof.** By Chebyshev’s inequality we have the probability of a particular sequence \( \{a_1, \ldots, a_T\} \) occurring is \( \leq \frac{v_t}{|a_t - e_t|^2} \) for every \( t \) (a bound on any of the individual \( a_t \) occurring as that event is in the event \( |p_t - e_t| \geq |a_t - e_t| \) occurs), and so taking the minimum over all these upper-bounds we obtain our upper-bound. 

We do not guarantee Lemma 1 is tight. Though we do take a minimum to make it tighter, this is a minimum over inequalities all derived from Markov’s inequality\(^1\). Despite this potential looseness, using the bound from Lemma 1, we can design a naïve selective classification protocol based on the "optimized = correct (often)" hypothesis and use the above bound on being a plausible training datapoint as our characterization of optimization; for a test input \( x \), if the upper-bound on the probability of being a datapoint in \( D' \) is lower than some threshold \( \tau \) reject, else accept. However, as mentioned earlier, we have the following two problems preventing us from readily using this method:

1. What is \( E[p_t] \) during training?
2. How does \( V[p_t] \) change during training?

These problems represent questions about how the predictions on plausibly training points evolve during training, i.e., training dynamics. More generally, they exemplify how a characterization of training dynamics could be useful for selective classification. Informally, the first problem represents knowing how often we predict the final label at step \( t \), and the second problem represents knowing how we become more consistent as we continue training. Do note that the performance of this optimization-based approach to selective classification will depend on how unoptimized incorrect test points are. In particular, our hypothesis is that incorrect points often appear sufficiently unoptimized. We verify this behavior later in Section 4.3 where we discuss the distinctive label evolution patterns of optimized and correct datapoints versus incorrect test points.

The rest of this section will focus on the two methods we propose to characterize this optimization behaviour, giving rise to our selective classification methods. Although we do not give formal correctness guarantees for our methods for selective classification, or being a (with high probability) necessary condition to be a datapoint we explicitly optimized for, their design and assumptions are informed by Lemma 1 and by empirical estimates of \( e_t \) and \( v_t \) (later described in § 4.3).

### 3.3 The Minimum Score \( s_{\min} \)

Here, we propose our first approach to characterizing optimizing a datapoint, i.e., our first selective classification algorithm. In what follows we will, after two simplifying assumptions, derive a candidate selective classification algorithm based off of Lemma 1.

In § 4.3 we observe that the expected values for the \( p_t \) distribution from § 3.2, which we denote \( e_t \), are near 0 for most \( t \); we will therefore further simplify our setup by assuming \( e_t = 0 \) for all \( t \).\(^2\) Note that if \( e_t = 0 \) and the label disagreement \( a_t = 1 \), then \( \frac{v_t}{|a_t - e_t|^2} = v_t \). So based on Lemma 1, assuming \( e_t = 0 \) for all \( t \), the measure for acceptance we are interested in is \( s_{\min} = \min_{t \ s.t \ a_t = 1} v_t \). Note now \( s_{\min} \) depends on what \( v_t \) are. From § 4.3 we observe \( v_t \) monotonically decrease in a convex manner. Thus, we choose to approximate the empirical trend observed in § 4.3 with \( v_t = 1 - t^k \) (for \( k \in (0, 1) \)), which also decrease in a convex manner.

Our first algorithm for selective classification is hence given by:

1. Denote \( L = f_T(x) \), i.e. the label our final model predicts.

\(^1\)One could potentially use information about the distribution of points not in \( D' \) to refine this bound.

\(^2\)Later, in Appendix C.3.3 we consider removing this assumption and observe marginally worse results.
Table 1: **Performance at low target errors.** Our NNTD($s_{\text{avg}}$, 0.05) method either matches or provides higher coverage levels of the test set at a fixed target error than other competing methods. Bold entries are within one standard deviation over 5 random runs (standard deviations in Table 9).

| Dataset       | Target Error | NNTD Cov ↑ | SAT Cov ↑ | DG Cov ↑ | SN Cov ↑ | SR Cov ↑ | MC-DO Cov ↑ |
|---------------|--------------|------------|-----------|----------|----------|----------|-------------|
| CIFAR-10      | 2%           | **91.2**   | 1.99      | 90.3     | 1.97     | 89.1     | 2.02        |
|               | 1%           | **86.4**   | 1.00      | 86.1     | 1.02     | 85.5     | 1.03        |
|               | 0.5%         | **75.9**   | 0.49      | 76.0     | 0.51     | 75.2     | 0.51        |
| SVHN          | 2%           | **98.5**   | 1.98      | **98.2** | 1.99     | 97.8     | 2.06        |
|               | 1%           | **96.3**   | 0.99      | 95.7     | 1.03     | 94.8     | 0.99        |
|               | 0.5%         | **88.1**   | 0.50      | **87.9** | 0.51     | 86.4     | 0.51        |
| Cats & Dogs   | 2%           | 97.7       | 2.01      | **98.2** | 1.98     | 98.0     | 2.03        |
|               | 1%           | 93.1       | 1.01      | **93.6** | 0.98     | 92.6     | 0.97        |
|               | 0.5%         | **85.7**   | 0.51      | **86.0** | 0.49     | 85.3     | 0.49        |

2. If $\exists t.s.t a_t = 1$ then compute $s_{\text{min}} = \min_{t.s.t a_t = 1} v_t$ as per the notation in § 3.2 (i.e $a_t = 1$ iff $f_t(x) \neq L$), else accept $x$ with prediction $L$.

3. If $s_{\text{min}} > \tau$ accept $x$ with prediction $L$, else reject ($\perp$).

Intuitively, as all our candidate $v_t$ decrease, the algorithm imposes a last intermediate model which can output a prediction that disagrees with the final prediction: hereafter, the algorithm must output models that consistently agree with the final prediction. The effectiveness of this method for selective classification depends on how quickly $v_t$ decrease (assuming $e_t = 0$ always) as opposed to the variance for incorrect data points. In particular, if there was an index $N$ such that for $t > N$, we have that $f_t(x) = f_T(x)$ for correctly classified points, but never (or rarely) for incorrectly classified points, then this method would successfully separate the correct from the incorrect.

### 3.4 The Average Score $s_{\text{avg}}$

Note that the previous characterization of optimization, defined by the score $s_{\text{min}}$, could be sensitive to stochasticity in training and hence perform sub-optimally. In particular, this algorithm could be noisy for different training runs (of otherwise identical models) as $\min_{t.s.t a_t = 1} v_t$ could vary drastically based on the exact sequence of mini-batches used during training.

In light of this potential limitation we propose the following "averaging" algorithm:

1. Denote $L = f_T(x)$, i.e. the label our final model predicts.

2. If $\exists t.s.t a_t = 1$, compute $s_{\text{avg}} = \frac{\sum_{t.s.t} v_t a_t}{\sum a_t}$, else accept $x$ with prediction $L$.

3. If $s_{\text{avg}} > \tau$ accept $x$ with prediction $L$, else reject ($\perp$).

Intuitively, recalling our previous candidates for $v_t$, $s_{\text{avg}}$ computes a weighted average. In particular, we are adding little weight to later disagreements with the final prediction while still increasing the denominator by the same amount. In § 4, we show that $s_{\text{avg}}$ leads to considerably more robust selective classification results compared to $s_{\text{min}}$.

### 4 Empirical Evaluation

#### 4.1 Setup

**Datasets & Training** We evaluate our proposed approach on image dataset benchmarks that are common in the selective classification literature: CIFAR-10/CIFAR-100 (Krizhevsky et al., 2009), SVHN (Netzer et al., 2011), Cats & Dogs[3], and GTSRB (Houben et al., 2013). For each dataset, we train a deep neural network

[3]https://www.microsoft.com/en-us/download/details.aspx?id=54765
Following the VGG16 architecture (Simonyan and Zisserman, 2014) (using batch normalization and dropout) and checkpoint each model after processing 50 mini-batches of size 128. All models are trained over 300 epochs using the SGD optimizer with an initial learning rate of \(10^{-1}\), momentum 0.9, and weight decay \(10^{-4}\). For CIFAR-10 (CIFAR-100), we reduce the learning rate by 0.5 after 100 (50, 100, and 150) epoch(s), respectively. To facilitate comparison with prior work, we match the accuracy of our models at the levels provided in Huang et al. (2020).

**Baselines** We compare our method based on neural network training dynamics (NNTD) to 5 common SC techniques previously introduced in § 2: Softmax Response (SR) (Geifman and El-Yaniv, 2017), SelectiveNet (SN) (Geifman and El-Yaniv, 2019), Deep Gamblers (DG) (Liu et al., 2019), Self-Adaptive Training (SAT) (Huang et al., 2020), and Monte-Carlo Dropout (MC-DO) (Gal and Ghahramani, 2016). We further compare against One-Sided Prediction (OSP) (Gangrade et al., 2021) in Appendix C.1. Our hyper-parameter tuning procedure is documented in Appendix C.2.

### 4.2 Results

Our empirical results show that computing and thresholding the average score \(s_{avg}\) using weighting parameter \(k = 0.05\) provides a strong score for selective classification. We denote this method NNTD\((s_{avg}, 0.05)\). In the following, we first study the accuracy/coverage trade-off of NNTD\((s_{avg}, 0.05)\). In Table 1, we compare against One-Sided Prediction (OSP) (Huang et al., 2020) in Appendix C.1. Our hyper-parameter tuning procedure is documented in Appendix C.2.

#### Accuracy/Coverage Trade-off

Consistent with standard evaluation schemes for selective classification, our main experimental results examine the accuracy/coverage trade-off of NNTD\((s_{avg}, 0.05)\). We present our main performance results with comparison to past work in Tables 1 and 2 where we demonstrate NNTD’s effectiveness on CIFAR-10, SVHN, and Cats & Dogs. In Table 1, we document the results obtained by NNTD, SAT, SR, SN, DG, and MC-DO for a fixed low target error \(c \in \{2\%, 1\%, 0.5\%\}\). In Table 2, we follow a similar setup but instead of fixing the target error we evaluate all methods for a fixed high target coverage \(c \in \{100\%, 95\%, 90\%, 80\%, 70\%\}\). We see that NNTD either matches or outperforms existing state-of-the-art selective classification methods.

#### Individual Evolution Plots

To analyze the behavior of the metrics proposed in Section 3, we examine label prediction evolution curves for individual SVHN examples in Figure 2 (more examples provided in Appendix C.3). In particular, we select two easy-to-classify examples and two ambiguous examples from the
Figure 2: Individual SVHN examples. In the first row, we show four examples from the SVHN test set. For each example we plot both the prediction evolution and the final label agreement metric $a_t$ over all checkpoints in the second row. We note that the first two examples are easy to classify as indicated by a mostly stationary prediction curve, while the last two examples are harder to classify since the prediction is highly unstable across intermediate models.

We observe that easy examples only show a small degree of oscillation while hard examples show more erratic patterns. This result matches our intuition: our model should produce correct decisions on data points whose prediction is mostly constant throughout training and should reject data points for which intermediate models predict inconsistently.

Choice of Metric As per our theoretical framework and intuition provided in § 3, the average score $s_{\text{avg}}$ should offer the most competitive selective classification performance. We confirm this finding in Figure 3 where we plot the coverage/error curves for CIFAR-10, SVHN, GTSRB, and CIFAR-100 for both $s_{\text{min}}$ and $s_{\text{avg}}$. Overall, we find that the average score $s_{\text{avg}}$ consistently outperforms the more noisy minimum score $s_{\text{min}}$. We also show that $s_{\text{avg}}$ yields distinct distributional patterns for both correctly and incorrectly classified points. This separation enables strong coverage/accuracy trade-offs via our thresholding procedure.

Checkpoint weighting sensitivity One important hyper-parameter of our method is the weighting of intermediate predictions. Recall from § 3 that NNTD makes use of a convex weighting function $v_t = 1 - t^k$. In Figure 4, we observe that NNTD($s_{\text{avg}}, k$) is generally robust to the exact choice of $k$ and that $k = 0.05$ performs best. At the same time, we find that decreasing $k$ too much leads to a decrease in coverage at fixed accuracy levels. This result confirms that (i) large parts of the training process contain valuable signals for selective classification; and that (ii) early label disagreements should be de-emphasized by our method.

Checkpoint selection strategy The second important hyper-parameter of our method is the checkpoint selection strategy. In particular, to reduce computational cost, we study the sensitivity of NNTD($s_{\text{avg}}, 0.05$) with respect to the checkpointing resolution in Figure 5. Our experiments demonstrate favorable coverage/error trade-offs at 25-50 checkpoints. Further increasing the resolution to hundreds of intermediate models does offer diminishing returns but also leads to better coverage especially at very low error rates. We investigate alternative selection strategies in Appendix C.3.6.

4.3 Examining the Convergence Behavior of Training and Test Points

As alluded to in the assumptions presented in § 3.2, we hypothesize that training points (which we use to characterize optimization) and correctly classified test points share similar label convergence behavior. At the same time, incorrectly classified points should show different evolution patterns. We verify this hypothesis
We propose a new method for selective classification that matches the current state-of-the-art, but importantly can be applied to all existing models whose checkpoints were recorded (hence having the potential for immediate impact). This method came from the hypothesis that the set of datapoints we optimized often coincides with the set of correct datapoints; hence, methods to verify if a test point was sequentially optimized are also effective selective classification methods. We believe future work can improve our approach by investigating cases where our hypothesis did not hold for our characterization of optimization. For example, a model could predict correctly on a datapoint despite the intermediate predicted labels never converging. Similarly, a datapoint could have been optimized, but the labels converged to the wrong label.

5 Conclusion

in Figure 6 and observe that the expected label disagreement for both training and correctly classified points are 0 for large time periods, with a sudden initial drop from near 1 to 0; this drop becomes elongated for more challenging data sets such as CIFAR-10 and CIFAR-100 (for which the learning rate scheduling is visible in the plot). We also see that the variances follow an analogous decreasing trend. In general, both training points $t_i$ and correctly classified test points $c_t$ converge monotonically (and convexly) to 0. In contrast, incorrectly classified points $i_t$ show significantly larger mean and variance levels.
Figure 5: Coverage/error trade-off of NNTD($s_{avg}, 0.05$) for various checkpointing resolutions. Overall, we find that using 25-50 checkpoints already offers very competitive results. Using multiple hundreds of checkpoints offers diminishing returns but improves coverage at low error rates.

Figure 6: Monitoring $E_{[\cdot]}$ and $V_{[\cdot]}$ for training points ($p_t$) and both correctly ($c_t$) and incorrectly ($i_t$) classified test points. We see that the patterns for optimized points overlaps significantly with correctly classified test-time points. In particular, correctly classified points have both their expectations and variances quickly decreasing to 0 as training progresses. Incorrectly classified points both exhibit large expectations and variances and stay constant over large periods while training.

**Ethics Statement**

Modern neural networks often produce overconfident decisions (Guo et al., 2017). This limitation, amongst other shortcomings, prevents neural nets from being readily applied in high-stakes decision-making. Selective classification is one paradigm enabling the rejection of data points. In particular, samples that would most likely be misclassified should be rejected. Since our work improves over current state-of-the-art methods, our work can be used to enhance the trustworthiness of deep neural networks in practice. While modern selective classification techniques mitigates overconfidence, recent work has also shown that SC algorithms disproportionately reject samples from minority groups (Jones et al., 2020). This finding suggests that improvements to the overall coverage comes at a fairness cost. As a result, the connection between fairness and sample rejection still warrants further investigation.
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A Connection to Example Difficulty

A related line of work is identifying difficult examples, or how well a model can generalize to a given unseen example. Jiang et al. (2020) introduce a per-instance empirical consistency score which estimates the probability of predicting the ground truth label with models trained on data subsamples of different sizes. Unlike our approach, however, this requires training a large number of models. Toneva et al. (2018) quantifies example difficulty through the lens of a forgetting event, in which the example is misclassified after being correctly classified. However, the metrics that we introduce in § 3, are based on the disagreement of the label at each checkpoint with the final predicted label. Other approaches estimate the example difficulty by: prediction depth of the first layer at which a k-NN classifier correctly classifies an example (Baldock et al., 2021), the impact of pruning on model predictions of the example (Hooker et al., 2019), and estimating the leave-one-out influence of each training example on the accuracy of an algorithm by using influence functions (Feldman and Zhang, 2020). Closest to our method, the work of Agarwal et al. (2020) utilizes gradients of intermediate models during training to rank examples by difficulty. In particular, they average pixel-wise variance of gradients for each given input image. Notably, this approach is more costly and less practical than our approach and also does not study the accuracy/coverage trade-off which is of paramount importance to SC.

B Alternative Metric Choices

We briefly discuss additional potential metric choices that we investigated but which lead to SC performance worse than $s_{\text{avg}}$. A more elaborate discussion of these results is provided in Appendix C.3.

B.1 Incorporating Estimates of $e_t$ into $s_{\text{min}}$ and $s_{\text{avg}}$

Since the results in § 4.3 show that $e_t$ is only nearly 0 almost everywhere, we investigate whether incorporating an estimate of $e_t$ into $s_{\text{min}}$ and $s_{\text{avg}}$ leads to additional SC improvements. Our results demonstrate that neither an empirical estimate nor a smooth decay function similar to $v_t$ robustly improves over $s_{\text{min}}$ and $s_{\text{avg}}$ (which assumed $e_t = 0$).

B.2 Jump Score $s_{\text{jmp}}$

We also consider a score which captures the level of disagreement between the predicted label of two successive intermediate models (i.e., how much jumping occurred over the course of training). For $j_t = 0$ iff $f_t(x) = f_{t-1}(x)$ and $j_t = 1$ otherwise we can compute the jump score as $s_{\text{jmp}} = 1 - \sum v_t j_t$ and threshold it as in § 3.3 and § 3.4.

B.3 Variance Score $s_{\text{var}}$ for Continuous Metrics

Finally, we consider monitoring the evolution of continuous metrics that have been shown to be correlated with example difficulty. More specifically, Jiang et al. (2020) show that example difficulty is correlated with confidence and negative entropy. Moreover, they find that difficult examples are learned later in the training process. This observation motivates designing a score based on these continuous metrics that penalises changes later in the training process more heavily. We consider the maximum softmax class probability known as confidence, the negative entropy and the gap between the most confident classes for each example instead of the model predictions. Assume that any of these metrics is given by a sequence $z = \{z_1, \ldots, z_T\}$ obtained from $T$ intermediate models. Then we can capture the uniformity of $z$ via a (weighted) variance score

$$s_{\text{var}} = \sum_t w_t (z_t - \mu)^2$$

for mean $\mu = \frac{1}{T} \sum_t z_t$ and an increasing weighting sequence $w = \{w_1, \ldots, w_T\}$.

In order to show the effectiveness of the variance score $s_{\text{var}}$ for continuous metrics, we provide a simple bound on the variance of confidence $\max_{y \in Y} f_t(x)$ in the final checkpoints of the training. Assuming that the model has converged to a local minima with a low learning rate, we can assume that the distribution of model weights can be approximated by a Gaussian distribution.

We consider a linear regression problem where the inputs are linearly separable.
Lemma 2. Assume that we have some Gaussian prior on the model parameters in the logistic regression setting across m final checkpoints. More specifically, given T total checkpoints of model parameters \{w_1, w_2, \ldots, w_T\} we have \( p(W = w_t) = \mathcal{N}(w_0 | \mu, \sigma I) \) for \( t \in \{T - m + 1, \ldots, T\} \) and we assume that final checkpoints of the model are sampled from this distribution. We show that the variance of model confidence \( \max_{y \in \{-1, 1\}} p(y | x_i, w_t) \) for a datapoint \((x_i, y_i)\) can be upper bounded by a factor of probability of correctly classifying this example by the optimal weights.

Proof. We first compute the variance of model predictions \( p(y_i | x_i, W) \) for a given datapoint \((x_i, y_i)\). Following previous work (Schein and Ungar, 2007; Chang et al., 2017), the variance of predictions over these checkpoints can be estimated as follows:

Taking two terms in Taylor expansion for model predictions we have \( p(y_i | x_i, W) \approx p(y_i | x_i, w) + g_i(w)^\top (W - w) \) where \( W \) and \( w \) are current and the expected estimate of the parameters and \( g_i(w) = p(y_i | x_i, w)(1 - p(y_i | x_i, w))x_i \) is the gradient vector. Now we can write the variance with respect to the model prior as:

\[
\mathbb{V}(p(y_i | x_i, W)) \approx \mathbb{V}(g_i(w)^\top (W - w)) = g_i(w)^\top F^{-1} g_i(w)
\]

where \( F \) is the variance of posterior distribution \( p(W | X, Y) \sim \mathcal{N}(W | \mu, \sigma^2 I) \). This suggests that the variance of probability of correctly classifying \( x_i \) is proportional to \( p(y_i | x_i, w)^2(1 - p(y_i | x_i, w))^2 \). Now we can bound the variance of maximum class probability or confidence as below:

\[
\mathbb{V}\left( \max_{y \in \{-1, 1\}} p(y | x_i, W) \right) \leq \mathbb{V}(p(y_i | x_i, W)) + \mathbb{V}(p(-y_i | x_i, W)) \\
\approx 2p(y_i | x_i, w)^2(1 - p(y_i | x_i, w))^2 x_i^\top F^{-1} x_i
\]

We showed that if the probability of correctly classifying an example given the final estimate of model parameters is close to one, the variance of model predictions following a Gaussian Prior gets close to zero, we expect a similar behaviour for the variance of confidence under samples of this distribution.

C Extension of Empirical Evaluation

C.1 Comparison with One-Sided Prediction

In addition to the main results, we also compare NNTD to one-sided prediction (OSP). For this set of experiments, we evaluate our proposed approach on image dataset benchmarks that are common in the selective classification literature: CIFAR-10, SVHN, and Cats & Dogs. For each dataset, we train a deep neural network following the ResNet-32 architecture (He et al., 2016) and checkpoint each model after processing 50 mini-batches of size 128. All models are trained over 200 epochs. SVHN, Cats & Dogs, and GTSRB are trained using the Adam optimizer with learning rate \( 10^{-3} \). The CIFAR-10 and CIFAR-100 models are trained using momentum-based stochastic gradient descent with an initial learning rate of \( 10^{-1} \) on a multi-step learning rate reduction schedule (reduction by \( 10^{-1} \) after epochs 100 and 150), momentum 0.9, and weight decay \( 10^{-4} \). We report these results in Tables 3 and 4.

C.2 Full Hyper-Parameters

We document full hyper-parameter settings for our method (NNTD) as well as all baseline approaches in Table 5. Baseline hyper-parameters are consistent with Gangrade et al. (2021) in the OSP setting and follow the setup from Huang et al. (2020) (Appendix A.4) for our main set of experiments.

C.3 Additional Selective Classification Results

C.3.1 Variance Score Experiments on Continuous Metrics

In addition to the evolution of predictions made across intermediate models, we also monitor a variety of easily computable continuous metrics. In our work, we consider the following metrics:
Table 3: **Performance at low target errors for OSP based setup.** Our NNTD($s_{avg}, 0.05$) method either matches or provides higher test set coverage at a fixed target error than other competing methods. Bold entries are within one standard deviation of each other over 5 random runs.

| Dataset    | Target Error | NNTD | OSP | SR | SN | DG |
|------------|--------------|------|-----|----|----|----|
|            | Cov. Error   | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error |
| CIFAR-10   | 2%           | 83.3 | 1.96 | 80.6 | 1.91 | 75.1 | 2.09 | 73.0 | 2.31 | 74.2 | 1.98 |
|            | 1%           | 79.7 | 1.05 | 74.0 | 1.02 | 67.2 | 1.09 | 64.5 | 1.02 | 66.4 | 1.01 |
|            | 0.5%         | 74.2 | 0.49 | 64.1 | 0.51 | 59.3 | 0.53 | 57.6 | 0.48 | 57.8 | 0.51 |
| SVHN       | 2%           | 95.7 | 1.96 | 95.8 | 1.99 | 95.7 | 2.06 | 93.5 | 2.03 | 94.8 | 1.99 |
|            | 1%           | 91.2 | 0.99 | 90.1 | 1.03 | 88.4 | 0.99 | 86.5 | 1.04 | 89.5 | 1.01 |
|            | 0.5%         | 83.9 | 0.50 | 82.4 | 0.51 | 77.3 | 0.51 | 79.2 | 0.51 | 81.6 | 0.49 |
| Cats & Dogs| 2%           | 90.5 | 2.03 | 90.5 | 2.00 | 88.2 | 2.03 | 84.3 | 1.94 | 87.4 | 1.94 |
|            | 1%           | 85.6 | 1.01 | 85.4 | 0.98 | 80.2 | 0.97 | 78.0 | 0.98 | 81.7 | 0.98 |
|            | 0.5%         | 77.5 | 0.50 | 78.7 | 0.49 | 73.2 | 0.49 | 70.5 | 0.46 | 74.5 | 0.48 |

Table 4: **Performance at high target coverage for OSP based setup.** Similar as demonstrated in Table 3, NNTD($s_{avg}, 0.05$) matches or outperforms competing error rates at fixed coverage levels.

| Dataset    | Coverage | NNTD | OSP | SR | SN | DG |
|------------|----------|------|-----|----|----|----|
|            | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error | Cov. Error |
| CIFAR-10   | 100%     | 9.57 | 100 | 9.74 | 99.99 | 9.58 | 100 | 11.07 | 100 | 10.81 |
|            | 95%      | 95.1 | 6.13 | 95.1 | 6.98 | 95.2 | 8.74 | 94.7 | 8.34 | 95.1 | 8.21 |
|            | 90%      | 90.1 | 4.16 | 90.0 | 4.67 | 90.5 | 6.52 | 89.6 | 6.45 | 90.1 | 6.14 |
| SVHN       | 100%     | 99.7 | 3.86 | 99.97 | 3.86 | 99.97 | 3.86 | 100 | 4.27 | 100 | 4.03 |
|            | 95%      | 95.1 | 3.86 | 95.1 | 2.97 | 95.1 | 3.97 | 95.1 | 2.53 | 95.0 | 2.05 |
|            | 90%      | 90.1 | 2.57 | 90.1 | 2.57 | 90.1 | 2.57 | 90.1 | 2.57 | 90.0 | 1.06 |
| Cats & Dogs| 100%     | 5.18 | 100 | 5.93 | 100 | 5.72 | 100 | 7.36 | 100 | 6.16 |
|            | 95%      | 94.9 | 2.99 | 95.1 | 2.97 | 95.0 | 3.46 | 95.2 | 5.1 | 95.1 | 4.28 |
|            | 90%      | 90.0 | 1.87 | 90.0 | 1.74 | 90.0 | 2.28 | 90.2 | 3.3 | 90.0 | 2.50 |

- **Confidence (conf):** $\max_{c \in Y} f_t(x)$
- **Confidence gap between top 2 most confident classes (gap):** $\max_{c \in Y} f_t(x) - \max_{c \neq \hat{y}} f_t(x)$
- **Entropy (ent):** $- \sum_{c=1}^{C} f_t(x)_c \log (f_t(x)_c)$

Note that for the purpose of this experiment, we adapt the notation of $f_t$ to map to a softmax-parameterized output instead of the hard thresholded label, formally $f : \mathcal{X} \rightarrow \mathbb{R}^{\mathbb{Y}}$.

We depict example evolution plots for these metrics in Figures 7, 8, 9, 10, and 11 in the third row.

### C.3.2 Individual Metric Evolution Plots

We provide additional individual metric evolution plots for SVHN (Figure 7), GTSRB (Figure 8), CIFAR-10 (Figure 9), CIFAR-100 (Figure 10), and Cats & Dogs (Figure 11).

### C.3.3 Incorporating Estimates of $e_t$ into $s_{min}$ and $s_{avg}$

Our results in § 4.3 show that $e_t$ is only nearly 0 almost everywhere, we investigate whether incorporating an estimate of $e_t$ into $s_{min}$ and $s_{avg}$ leads to additional SC improvements. Recall that in Lemma 1 we gave an upper-bound on the probability that the test point is correctly classified as $\frac{e_t}{\mu_e - e_t}$. In the case where $e_t$
Table 5: **Hyper-parameters used for all SC algorithms in the OSP setup.**

| Dataset      | SC Algorithm            | Hyper-Parameters |
|--------------|--------------------------|------------------|
| CIFAR-10     | Softmax Response (SR)    | $t = 0.0445$     |
|              | Selective Net (SN)       | $\lambda = 32, c = 0.51, t = 0.24$ |
|              | Deep Gamblers (DG)       | $o = 1.179, t = 0.03$ |
|              | One-Sided Prediction (OSP)| $\mu = 0.49, t = 0.8884$ |
|              | Neural Network Training Dynamics (NNTD) | $T = 1593, k = 0.05$ |
| SVHN         | Softmax Response (SR)    | $t = 0.0224$     |
|              | Selective Net (SN)       | $\lambda = 32, c = 0.79, t = 0.86$ |
|              | Deep Gamblers (DG)       | $o = 1.13, t = 0.23$ |
|              | One-Sided Prediction (OSP)| $\mu = 1.67, t = 0.9762$ |
|              | Neural Network Training Dynamics (NNTD) | $T = 1195, k = 0.05$ |
| Cats & Dogs  | Softmax Response (SR)    | $t = 0.029$      |
|              | Selective Net (SN)       | $\lambda = 32, c = 0.7, t = 0.73$ |
|              | Deep Gamblers (DG)       | $o = 1.34, t = 0.06$ |
|              | One-Sided Prediction (OSP)| $\mu = 1.67, t = 0.9532$ |
|              | Neural Network Training Dynamics (NNTD) | $T = 797, k = 0.05$ |

is not 0 everywhere, we can adjust

$$s_{\text{min}} = \min_{t \text{ s.t. } a_t = 1} \frac{v_t}{|a_t - e_t|^2}$$ and

$$s_{\text{avg}} = \sum \frac{v_t}{|a_t - e_t|^2}$$

accordingly. In Figure 12, we experimentally test whether incorporating an empirical estimate (first row) or a smooth decay function similar to $v_i$ (second row) robustly improve over $s_{\text{min}}$ and $s_{\text{avg}}$ with $e_t = 0$. Our results show that neither setting outperforms our default setting with $e_t = 0$.

**C.3.4 Performance of Jump Score $s_{\text{jmp}}$ and Weighted Variance $s_{\text{var}}$**

As discussed in Appendix B, we also investigated whether the jump score $s_{\text{jmp}}$ or the weighted variance of continuous metrics $s_{\text{var}}$ can be used as an effective score for SC. As we show in Figure 13, none of these metrics robustly outperforms our main method $\text{NNTD}(s_{\text{avg}}, 0.05)$.

**C.3.5 Concave Weighting for $v_t$**

As we have empirically analyzed in § 4.3, the variances $v_t$ follow a monotonically decreasing and convex trend. This inspires our best performing method $\text{NNTD}(s_{\text{avg}}, 0.05)$ to use $k = 0.05$ for $v_i = 1 - i^k$. As a sanity check, we examine whether a concave weighting yielded by $v_i = 1 - i^k$ for $k \geq 1$. As we demonstrate in Figure 14, the best concave weighting is given by $k = 1$. Therefore, we confirm that no concave weighting outperforms the convex weightings analyzed in Figure 4.

**C.3.6 Limiting $\text{NNTD}$ to a Subset of Last Checkpoints**

In order to determine which training stages are important for selective classification, we perform an experiment on CIFAR-10 and SVHN where we limit ourselves to a subset of the last checkpoints. In particular, we examine the coverage/error trade-off for only including the last $\{10\%, 20\%, 50\%, 80\%, 90\%, 100\%\}$ of checkpoints. We report our findings in Table 6. We see that taking into account more than 80% of checkpoints does lead to diminishing returns and that only taking into account 50% or less of the total numbers of checkpoints does not lead to state-of-the-art selective classification performance.
Figure 7: Individual SVHN examples. We extend Figure 2 by also including the evolution of the confidence, the gap, and the entropy over the course of training in the third row. In the final row, we further plot the loss evolution for all candidate classes. We note that the first two examples are easy to classify as indicated by mostly stationary metrics and a clear loss separation, while the last two examples are harder to classify since they exhibit highly erratic metrics and ambiguous loss curves.

C.3.7 Selective Classification on ImageNet

In addition to our main results on CIFAR-10, CIFAR-100, SVHN, Cats & Dogs, and GTSRB, we also provide results for our NNTD approach on ImageNet. We train a ResNet-50 over 90 epochs with an initial learning rate of 0.1, a learning rate decay of 0.1 in 30 epoch increments, momentum 0.9, and weight decay $10^{-4}$. We report our obtained accuracy/coverage trade-off in Table 7 and find that NNTD delivers a strong coverage/error trade-off compared to the softmax response and self-adaptive training baselines.

C.3.8 Applying OOD Scores to Selective Classification

Finally, we also compare popular out-of-distribution detection approaches to our NNTD method. In particular, we apply three state-of-the-art approaches, namely energy-based OOD detection (Energy) (Liu et al., 2020), Mahalanobis-distance-based OOD detection (Mahalanobis) (Lee et al., 2018), and ODIN (ODIN) (Liang et al., 2017) to the CIFAR-10 and SVHN test sets and document these results in Table 8. Overall, we find that SOTA out-of-distribution detection techniques are not well equipped to attain SOTA selective classification performance; NNTD outperforms these methods by a large margin.
Table 6: Coverage/Error trade-off of NNTD as a function of the accounted data points (CIFAR-10 left, SVHN right). We observe that large parts of the training process contain valuable signals for selective classification.

| Target Coverage | 100% | 90% | 80% | 50% | 20% | 10% |
|----------------|------|-----|-----|-----|-----|-----|
| 100%           | 6.97 | 6.08| 6.10| 6.15| 6.18| 6.20|
| 95%            | 3.24 | 3.25| 3.25| 3.31| 3.34| 3.39|
| 90%            | 1.83 | 1.83| 1.84| 1.88| 1.91| 1.93|
| 80%            | 0.64 | 0.65| 0.67| 0.72| 0.78| 0.79|
| 70%            | 0.34 | 0.34| 0.36| 0.38| 0.40| 0.40|

Table 7: ImageNet coverage/error results. We observe that NNTD outperforms the SR baseline by a large margin and offers comparable performance as SAT.

| Target | NNTD | SAT | SR |
|--------|------|-----|----|
| Error  | Cov↑| Err | Cov↑| Err | Cov↑| Err |
| 10%    | 54.4| 10.0| 53.7| 10.0| 15.2| 10.0|
| 5%     | 26.3| 5.0 | 25.8| 5.0 | 5.4 | 5.0 |
| 2%     | 8.1 | 2.0 | 8.8 | 2.0 | 1.1 | 2.0 |
| 1%     | 3.6 | 1.0 | 4.0 | 1.8 | 0.7 | 1.8 |
| 0.5%   | 2.3 | 0.7 | 2.2 | 0.6 | 0.0 | 0.0 |

| Target | NNTD | SAT | SR |
|--------|------|-----|----|
| Coverage | Cov | Err ↓ | Cov | Err ↓ | Cov | Err ↓ |
| 100%     | 100 | 24.2 | 100 | 24.2 | 100 | 24.2 |
| 95%      | 95.0| 23.2 | 95.0| 22.8 | 95.0| 23.5 |
| 90%      | 90.0| 22.5 | 90.0| 22.6 | 90.0| 22.9 |
| 80%      | 80.0| 18.0 | 80.0| 18.4 | 80.0| 21.7 |
| 70%      | 70.0| 14.1 | 70.0| 14.3 | 70.0| 20.7 |
Table 8: Performance of NNTD in comparison with OOD scores. We find that NNTD significantly outperforms common OOD detection approaches for the purpose of selective classification.

| Dataset | Target Coverage | NNTD Cov | NNTD Err ↓ | Energy Cov | Energy Err ↓ | Mahalanobis Cov | Mahalanobis Err ↓ | ODIN Cov | ODIN Err ↓ |
|---------|-----------------|----------|------------|------------|--------------|-----------------|-------------------|----------|----------|
| CIFAR-10 | 100% | 100 | **6.07** | 100 | **6.07** | 100 | **6.07** | 100 | **6.07** |
|         | 95%  | 95.0 | **3.24** | 95.0 | 3.99 | 95.0 | 4.44 | 95.1 | 6.04 |
|         | 90%  | 90.1 | **1.83** | 90.0 | 2.67 | 90.0 | 2.93 | 88.9 | 6.01 |
|         | 80%  | 79.9 | **0.64** | 80.0 | 1.10 | 80.1 | 1.20 | 88.9 | 6.01 |
|         | 70%  | 69.8 | **0.34** | 70.0 | 0.83 | 69.9 | 0.82 | 68.3 | 4.41 |
| SVHN    | 100% | 100 | **2.68** | 100 | **2.68** | 100 | **2.68** | 100 | **2.68** |
|         | 95%  | 95.0 | **0.88** | 95.1 | 1.35 | 95.1 | 1.51 | 95.0 | 2.67 |
|         | 90%  | 90.1 | **0.55** | 89.9 | 0.92 | 90.0 | 1.04 | 89.9 | 2.64 |
|         | 80%  | 79.9 | **0.38** | 79.9 | 0.70 | 80.3 | 0.70 | 81.9 | 2.51 |
|         | 70%  | 69.8 | **0.33** | 70.0 | 0.58 | 69.8 | 0.58 | 74.9 | 2.18 |

Figure 9: Individual CIFAR-10 examples. Similar as Figure 7.
Figure 10: Individual CIFAR-100 examples. Similar as Figure 7.
Figure 11: Individual Cats & Dogs examples. Similar as Figure 7.

Figure 12: Coverage/error trade-off when incorporating $e_t$ into $s_{\text{min}}$ and $s_{\text{avg}}$. In the first row, the solid blue line corresponds to $\text{NNTD}(s_{\text{avg}}, 0.05)$ while the dashed lines show the performance when we incorporate an empirical estimate of $e_t$ for various weightings $v_t$. In the second row, maintaining the solid blue line as $\text{NNTD}(s_{\text{avg}}, 0.05)$, we fix $v_t$ at $k = 0.05$ and test various continuous approximations of $e_t$ as $e_t = 1 - t^k$ for $k \in (0, 1]$. Overall, we find that introducing an adaptable $e_t$ does not further improve the performance of $s_{\text{min}}$ and $s_{\text{avg}}$ with $e_t = 0$. 

(a) CIFAR-10  
(b) SVHN  
(c) GTSRB  
(d) CIFAR-100
Figure 13: **Coverage/error trade-off of NNTD for alternate scores.** We find that neither the jump score, nor any of the weighted variance metrics at their optimal $k$ for $v_t$ outperform NNTD(savg, 0.05).

Figure 14: **Concave weighting used in $v_t = 1 - t^k$.** Overall, since the best concave weighting is given by $k = 1$, we conclude that no concave weighting outperforms any convex weighting.
Table 9: Performance at low target errors. Same results as in Table 1 but includes standard deviations.

| Dataset   | Target Error | HTU   | SAT   | IS   | SR   | MC-DO |
|-----------|--------------|-------|-------|------|------|-------|
| CIFAR-10  |              |       |       |      |      |       |
| 2%        | 91.2 (± 0.03)| 1.99 (± 0.01) | 90.3 (± 0.03) | 1.97 (± 0.02) | 89.1 (± 0.04) | 2.02 (± 0.01) | 88.3 (± 0.03) | 2.03 (± 0.02) | 85.8 (± 0.08) | 1.98 (± 0.02) | 86.1 (± 0.07) | 2.01 (± 0.01) |
| 1%        | 86.4 (± 0.03)| 1.00 (± 0.01) | 86.1 (± 0.02) | 1.02 (± 0.02) | 85.5 (± 0.07) | 1.03 (± 0.02) | 84.4 (± 0.06) | 0.98 (± 0.02) | 79.1 (± 0.08) | 1.01 (± 0.03) | 79.9 (± 0.06) | 1.01 (± 0.03) |
| 0.5%      | 75.9 (± 0.04)| 0.49 (± 0.02) | 76.0 (± 0.05) | 0.51 (± 0.02) | 75.2 (± 0.08) | 0.5 (± 0.03) | 74.7 (± 0.09) | 0.49 (± 0.01) | 71.1 (± 0.05) | 0.51 (± 0.02) | 72.0 (± 0.03) | 0.50 (± 0.03) |
| SVHN      |              |       |       |      |      |       |
| 2%        | 98.5 (± 0.05)| 1.98 (± 0.03) | 98.2 (± 0.04) | 1.99 (± 0.02) | 97.8 (± 0.03) | 2.06 (± 0.05) | 97.7 (± 0.06) | 2.03 (± 0.02) | 97.6 (± 0.05) | 1.99 (± 0.03) | 97.9 (± 0.03) | 2.00 (± 0.04) |
| 1%        | 96.3 (± 0.03)| 0.99 (± 0.02) | 95.7 (± 0.02) | 1.03 (± 0.03) | 94.8 (± 0.04) | 0.99 (± 0.01) | 94.5 (± 0.03) | 1.04 (± 0.02) | 93.5 (± 0.05) | 1.01 (± 0.03) | 94.1 (± 0.06) | 0.97 (± 0.02) |
| 0.5%      | 88.1 (± 0.02)| 0.50 (± 0.02) | 87.9 (± 0.05) | 0.51 (± 0.01) | 86.4 (± 0.04) | 0.51 (± 0.01) | 86.0 (± 0.04) | 0.51 (± 0.01) | 70.0 (± 0.09) | 0.50 (± 0.04) | 70.1 (± 0.04) | 0.49 (± 0.03) |
| Cats & Dogs |            |       |       |      |      |       |
| 2%        | 97.7 (± 0.09)| 2.01 (± 0.03) | 98.2 (± 0.02) | 1.98 (± 0.03) | 98.0 (± 0.05) | 2.03 (± 0.02) | 97.4 (± 0.05) | 1.98 (± 0.03) | 95.1 (± 0.12) | 1.99 (± 0.04) | 95.7 (± 0.10) | 1.99 (± 0.03) |
| 1%        | 93.1 (± 0.03)| 1.01 (± 0.02) | 93.6 (± 0.02) | 0.98 (± 0.03) | 92.8 (± 0.08) | 0.97 (± 0.04) | 92.2 (± 0.05) | 0.98 (± 0.02) | 86.9 (± 0.13) | 0.98 (± 0.04) | 88.6 (± 0.03) | 1.01 (± 0.02) |
| 0.5%      | 85.7 (± 0.06)| 0.51 (± 0.02) | 86.0 (± 0.04) | 0.49 (± 0.01) | 85.3 (± 0.02) | 0.49 (± 0.02) | 84.8 (± 0.03) | 0.46 (± 0.05) | 68.4 (± 0.10) | 0.48 (± 0.02) | 70.1 (± 0.08) | 0.51 (± 0.03) |
Table 10: Performance at high target coverage. Same results as in Table 2 but includes standard deviations.

| Dataset   | Target  | Coverage | HWN Cov | HWN Err ↓ | SAT Cov | SAT Err ↓ | DG Cov | DG Err ↓ | MC-DO Cov | MC-DO Err ↓ | HC-00 Cov | HC-00 Err ↓ |
|-----------|---------|----------|---------|-----------|---------|-----------|--------|---------|-----------|-------------|-----------|-------------|
| CIFAR-10  | 100%    | 100 (± 0.00) | 6.07 (± 0.05) | 100 (± 0.00) | 6.06 (± 0.03) | 100 (± 0.00) | 6.11 (± 0.05) | 100 (± 0.00) | 6.07 (± 0.05) | 100 (± 0.00) | 6.07 (± 0.05) |
|           | 95%     | 95.1 (± 0.00) | 3.24 (± 0.03) | 95.1 (± 0.01) | 3.32 (± 0.05) | 95.1 (± 0.02) | 3.47 (± 0.06) | 95.0 (± 0.00) | 4.08 (± 0.08) | 94.9 (± 0.00) | 4.48 (± 0.07) |
|           | 90%     | 90.1 (± 0.00) | 1.83 (± 0.04) | 89.9 (± 0.02) | 1.90 (± 0.02) | 90.1 (± 0.01) | 2.19 (± 0.05) | 90.0 (± 0.02) | 2.29 (± 0.03) | 90.1 (± 0.02) | 2.76 (± 0.06) |
|           | 80%     | 79.9 (± 0.00) | 0.34 (± 0.04) | 69.9 (± 0.03) | 0.32 (± 0.05) | 79.8 (± 0.03) | 0.46 (± 0.04) | 80.1 (± 0.01) | 0.41 (± 0.04) | 80.0 (± 0.03) | 0.47 (± 0.07) |
|           | 70%     | 69.8 (± 0.00) | 0.25 (± 0.04) | 60.9 (± 0.03) | 0.25 (± 0.05) | 70.2 (± 0.03) | 0.30 (± 0.02) | 70.0 (± 0.01) | 0.47 (± 0.07) | 70.1 (± 0.02) | 0.42 (± 0.05) |
| SVHN      | 100%    | 100 (± 0.00) | 2.68 (± 0.02) | 100 (± 0.00) | 2.71 (± 0.03) | 100 (± 0.00) | 2.72 (± 0.05) | 100 (± 0.00) | 2.77 (± 0.06) | 100 (± 0.00) | 2.68 (± 0.02) |
|           | 95%     | 95.0 (± 0.00) | 1.88 (± 0.02) | 95.1 (± 0.02) | 1.95 (± 0.03) | 95.0 (± 0.00) | 2.10 (± 0.05) | 94.9 (± 0.00) | 2.17 (± 0.06) | 95.1 (± 0.02) | 1.12 (± 0.07) |
|           | 90%     | 90.0 (± 0.00) | 0.55 (± 0.04) | 89.9 (± 0.02) | 0.58 (± 0.01) | 90.0 (± 0.00) | 0.63 (± 0.06) | 89.9 (± 0.01) | 0.71 (± 0.04) | 90.1 (± 0.02) | 0.82 (± 0.06) |
|           | 80%     | 79.9 (± 0.00) | 0.38 (± 0.02) | 80.0 (± 0.01) | 0.37 (± 0.02) | 80.1 (± 0.01) | 0.43 (± 0.01) | 80.1 (± 0.00) | 0.48 (± 0.02) | 80.2 (± 0.00) | 0.45 (± 0.06) |
|           | 70%     | 69.8 (± 0.00) | 0.33 (± 0.03) | 69.9 (± 0.02) | 0.33 (± 0.01) | 80.2 (± 0.02) | 0.45 (± 0.06) | 70.2 (± 0.01) | 0.50 (± 0.05) | 70.1 (± 0.02) | 0.49 (± 0.06) |
| Cats & Dogs | 100%    | 100 (± 0.00) | 3.48 (± 0.01) | 100 (± 0.00) | 3.45 (± 0.01) | 100 (± 0.00) | 3.41 (± 0.03) | 100 (± 0.00) | 3.56 (± 0.04) | 100 (± 0.00) | 3.48 (± 0.01) |
|           | 95%     | 95.1 (± 0.00) | 1.51 (± 0.03) | 95.1 (± 0.03) | 1.45 (± 0.02) | 95.0 (± 0.01) | 1.43 (± 0.02) | 94.9 (± 0.02) | 1.61 (± 0.05) | 94.8 (± 0.03) | 1.92 (± 0.12) |
|           | 90%     | 90.1 (± 0.00) | 0.60 (± 0.03) | 89.9 (± 0.02) | 0.57 (± 0.03) | 90.0 (± 0.01) | 0.69 (± 0.04) | 90.1 (± 0.02) | 0.95 (± 0.11) | 90.1 (± 0.02) | 1.13 (± 0.07) |
|           | 80%     | 79.9 (± 0.00) | 0.42 (± 0.04) | 80.0 (± 0.01) | 0.41 (± 0.03) | 80.1 (± 0.02) | 0.56 (± 0.02) | 80.1 (± 0.03) | 0.39 (± 0.05) | 79.8 (± 0.02) | 0.69 (± 0.07) |
|           | 70%     | 69.8 (± 0.00) | 0.36 (± 0.05) | 69.9 (± 0.03) | 0.33 (± 0.03) | 69.8 (± 0.03) | 0.45 (± 0.05) | 70.2 (± 0.03) | 0.33 (± 0.03) | 70.0 (± 0.01) | 0.62 (± 0.06) |

**Note:** Standard deviations are indicated by ± followed by the value.