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Abstract
Adaptation against environmental degradation has the potential to generate further environmental pressures. Does this aspect of adaptation affect the inequality–environment link? To answer this question, we develop a one-sector and one-input model which integrates threats to social and environmental sustainability posed by feedback effects of agents’ adaptation strategies. We distinguish between income inequality and welfare inequality with the latter depending on environmental quality, leisure time, income level and allocation of income to consumption or adaptation. Despite its parsimony, the model describes the conditions for the existence of different inequality–environment dynamic regimes. The model confirms the standard view that environmental degradation exacerbates welfare inequality, but it also produces non-trivial and surprising insights. It illustrates that income inequality affects the type of dynamic regime followed by the economy. High-income economies and economies with high-income inequality are most at risk of following a pattern of maladaptive growth with increasing welfare inequality and environmental pressure.
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1 Introduction

The literature on the nexus between inequality and environment agrees that climate change, pollution and other environmental hazards exacerbate inequalities (Olsson et al. 2014; UN/DESA 2016), not only because socially and economically disadvantaged people usually live in more marginal and exposed areas, but also because they are less able to cope and adapt due to poor access to knowledge, resources, technologies, credit and insurance markets (Barbier 2010, 2015). These facts are widely documented in advanced (Brooks and Sethi 1997; Bell and Ebisu 2012; Clark et al. 2014; Zwickl et al. 2014), middle-income (Schoolman and Ma 2012; Zhao et al. 2014) and low-income countries (Barbier 2010; Barbier and Hochard 2018), but also at global level we can observe that estimated impacts of climate change on regions are stronger and more severe in low- and middle-income regions compared to richer regions (IPCC 2007; De Cian and Sue Wing 2019; Diffenbaugh and Burke 2019). Looking at the other direction of causality, the impact of inequality on environment and pollution is usually explained via technological progress, consumers’ preferences for environmental intensive goods or social groups’ political demands for environmental quality and their ability to get a political response (for a review see Cushing et al. 2015; Berthe and Elie 2015). To the best of our knowledge, the literature on the inequality–environment nexus has overlooked the role of environmental changes produced by adaptation initiatives. Recent empirical research has instead introduced the notion of maladaptation,1 showing that not all adaptation strategies are sustainable. IPCC (2001) warned against the risk of maladaptation to climate change almost 20 years ago and it has expressed increasing concern over time (Klein et al. 2014; de Coninck et al. 2018), while UNEP (2019) identifies maladaptation as one of the emerging environmental problem facing our planet.

This work investigates whether and how adaptation to pollution and environmental risks represent an additional mechanism by which inequality can affect environmental degradation. To this purpose, this paper employs a nonlinear dynamic model in which agents have exogenous and heterogeneous labor productivity, i.e., capacity to carry out income generating production activities. We denote this heterogeneity in potential income as economic or income inequality. Production activities cause damages to public environmental goods, and agents can use their income to purchase a consumption good or to finance defensive expenditures which counteract the effect of environmental degradation. The actual environmental quality experienced by each agent therefore is due to the combined role of public environmental goods and private adaptation. Agents’ utility depends on leisure time, consumption level of the final good and environmental quality. While economic inequality is exogenous, inequality in terms of utility (hereafter referred as welfare inequality) is endogenously determined by dynamic and uncoordinated interactions between agents’ decisions on time allocation between leisure and labor activity and income allocation between adaptation and consumption. Since agents with higher capacity to produce—the “rich”—are able to finance higher levels of defensive expenditure than those with lower capacity

---

1 Barnett and O’Neill define maladaptation as “action taken ostensibly to avoid or reduce vulnerability to climate change that impacts adversely on, or increases the vulnerability of other systems, sectors or social groups” (2010: 211).
to produce—the “poor”—the model reproduces the standard view that pollution exacerbates welfare inequality. This mirrors the recurrent fact that all agents want to react against a threat to their welfare, but some tactics and projects are affordable only by richer agents.\(^2\)

What is less trivial in this context is the impact of income inequality on environmental outcomes. The model supports the hypothesis of a negative effect of inequality on environment through the maladaptation channel. The analysis demonstrates that environmental dynamics can detach potential income inequality from welfare inequality. It identifies the conditions under which the economy can enter what we have called a vicious circle of maladaptive growth, namely a self-reinforcing process of output growth, environmental deterioration and increasing welfare inequality but constant income inequality. The model reveals that low- and middle-income countries with high economic inequality and rich countries, regardless of level of income concentration, are most at risk of falling into a vicious circle of maladaptive growth.

The intuition behind this result is based on the fact that the need to finance adaptation fosters production growth which, in turn, increases environmental degradation creating an endogenous process which can be triggered more easily in economies where at least a part of population can afford adaptation expenditures. This holds even using a conservative notion of maladaptation which does not refer to direct increased environmental damages or vulnerability, but it indirectly originates from continuing to produce without any change in production technique.

The paper is structured as follows. Section 2 discusses the related literature. Section 3 presents the model; Sect. 4 analyzes agents’ choices. Section 5 identifies and describes the main scenarios of welfare and environmental dynamics generated by the model; Sect. 6 discusses how the model takes a fresh look at the nexus between welfare inequality and environment. Section 7 concludes.

### 2 Related literature

#### 2.1 The literature on the relationship between inequality and environmental degradation

The impact of inequality on pollution and environmental degradation is usually explained through its direct effect on the individual consumption choices (i.e., preferences for environmental intensive goods compared to green substitutes) and its dynamic impact on environmental policy formulation or technological change. A crucial factor influencing the environmental consequences of inequality is the relation between individual income and environmental pressure which can be convex, concave or linear, as demonstrated by the vast literature on environmental Kuznets curve (EKC) constellated with results of different signs (see, for instance, the literature reviews by

---

\(^2\) An illustrative and simple example is provided by a study on private defensive expenditure against exposure to outdoor air pollution in China which finds that all groups respond to severe pollution alerts, but richer people are more likely to invest in air filters, which are much more expensive, and more effective, than masks (Sun et al. 2017). In other words, differences in private self-protection investment exacerbates air pollution exposure inequality.
The type of marginal propensity to pollute - increasing, decreasing or stable in income level - by means of simple aggregation of individual consumption choices, determines if a redistribution of income from lower-income households to upper-income households translates, respectively, in increased, reduced or constant consumption of pollution-intensive goods (Scruggs 1998; Heerink et al. 2001; Berthe and Elie 2015). In addition, aggregated individual consumption choices and preferences for environment can affect social groups’ demands for environmental quality, green policies and environmental regulation as well as development and deployment of environmentally friendly innovative products. The political economy and social choice argument focuses on the role of income concentration in shaping the distribution of power and, consequently, the introduction and the enforcement of environmental policies. If income elasticity of the demand for environmental quality is high a certain level of inequality may be beneficial for environmental protection as the rich may be more interested in environmental amenities than the poor. Nevertheless, high inequality may imply a low median income which, in turn, under a median voter rule, reduces willingness to finance public environmental expenditure (Magnani 2000). An alternative explanation supporting the view that inequality negatively affects the environment is provided by the framework of asymmetry in the power-weighted social decision rule adopted by Boyce (1994): The poor may be those who bear the costs of and are more vulnerable to pollution, who are more voiceless or have less political power, while the wealthy are more likely to influence policy decisions, to gain profits from environmentally degrading activities and therefore take advantage of weak environmental policies (Boyce 1994, 2018). Finally, inequality may produce environmental consequences through its influence on trust and collective action. Inequality can affect incentives and ability to cooperate in managing local common resources but in ambiguous ways (Baland et al. 2007) or may reduce environmental group membership (Sonderskov 2008).

A number of contextual elements shape the sign and composition of all these dynamics creating a nonlinear and not uniquely determined relationship. The types of environmental impact—localized or global (Heerink et al. 2001; Clément and Meunié 2010)—can influence exposure to losses from pollution and therefore public opinion interests in environmental protection, but also ability, for the richest, to defend themselves by substituting public environmental goods with private environmental goods and moving away from polluting sites. The political economy mechanism can operate differently depending on the degree of international trade integration in combination with the source of the inequality—concentrated ownership of clean as opposed to dirty factors of production (McAusland 2003). Level of income and the stage in industrialization/deindustrialization process can be other important factors: In rich or poor countries, inequality growth is more likely to occur during a phase of, respectively, declining or rising industrial sector leading to different correlation between inequality and environmental degradation (Gassebner et al. 2008; Grunewald et al. 2017). In addition, the effects of inequality may be contingent to the strength of democracy (Kashwan 2017). The technological channel can also be heterogeneous across country income groups. Vona and Patriarca (2011), for instance, find that, in advanced economies, high level of inequality can hamper the emergence of a sizeable internal
demand of green products, which can stimulate environmental innovation, while in poor countries what really counts is per capita income.

The purpose of this paper is to extend the analysis of the relationship between income inequality and environmental degradation to other unexplored mechanisms. For this reason, our model nullifies the political economy argument, the aggregation argument, as well as the dynamic innovation channel. In the proposed model, the marginal impact of production and consumption choices is constant (the aggregation argument would lead to no impact of inequality on environment), agents are exposed to uniform environmental pressure, there is no innovation, and there is no trade and lobbying activity for policy changes. In this simplified context, can we uncover additional channels of interaction through which inequality affects environmental quality? This is the key question addressed in the model. We show that under these conditions, (i) adaptation becomes maladaptation and (ii) highly unequal economies are likely to converge to poorer environmental outcomes. In other words, uncoordinated and myopic private defensive strategies combined with substitutability between public and private environmental goods can represent an additional argument to explain the role of inequality for the environmental quality. As discussed in the following section, this exercise might be worthwhile as empirical research has documented instances of maladaptation in several sectors, policy and economic decisions.

2.2 Empirical evidence on maladaptation

This study borrows from the distinction proposed by Shogren and Crocker (1991) between self-protection which transfers externalities to another agent and self-protection which filters or dilutes them. It also builds on the works of Antoci and Bartolini (1999, 2004), and Antoci and Borghesi (2012), which highlight some mechanisms according to which the negative externalities generated by self-protection choices may be an engine of welfare-reducing economic growth. However, only more recently a substantial literature on maladaptation has emerged providing examples of negative environmental feedbacks generated by adaptation strategies in several human–environmental interactions, starting with climate change responses. Individual agents, but not infrequently also governments (Bird 2014), prefer adaptation to mitigation action against global warming. However, adaptation strategies may add further environmental risks and vulnerability. One telling example of maladaptation is represented by energy-intensive adaptation actions that create a feedback effect by increasing emissions of greenhouse gases, thereby inducing further adaptation to climate change. Global warming effects, for instance, may lead to a growth in electricity consumption if the increase in cooling demand outweighs the decline in heating electricity demand. Indeed, some studies (Deschênes and Greenstone 2011; Auffhammer and Aronruengsawat 2011) find a positive relationship between electricity consumption and temperature shocks (one of the effects of climate change) in the US residential sector also after controlling for reduced energy demand for warmer winters, while Cohen et al. (2014) predict an increase in carbon emissions, despite a reduction in gas consumption, due to climate shocks. Similarly, Davis and Gertler (2015), studying data on Mexico, find large increases in electricity consumption on hot days, with essentially
no offsetting impact from reduced heating on cold days. They also observe that the expected global impact from air conditioning is enormous, since the potential demand for air conditioning is extremely high in middle- and low-income countries with warm climates (India, Philippines, Nigeria, etc.) where income growth can have a dramatic impact on air conditioning demand. In line with this prediction, more recently, van Ruijven et al. (2019) estimate that warming increases global climate-exposed energy demand around 2,050 between 11 and 58% on top of a growth of 170–280% due to socioeconomic developments. Other adaptation initiatives that can require a large amount of energy and cause additional greenhouse gas emissions are also snow making (Abegg et al. 2007), desalination, cross-basin water transfer projects (Barnett and O’Neill 2010) or water efficiency schemes based on pumping (Beilin et al. 2012) and climate-change-induced agriculture’s demand for irrigation. In other cases, feedback mechanisms do not cause carbon emissions, but do affect other types of emission or environmental risks. Empirical case studies provide a great variety of examples, from the use of sandbags to reduce coast erosion in Cape Town with consequent release of plastic into the sea and loss of recreational value of beaches (Magnan et al. 2016) to the more severe and widespread phenomenon of shrimp farming development in Bangladesh. Indeed, several coastal villages in Bangladesh share the experience of the rural village of Subarnabad documented by Pouliotte et al. (2009), where the combined effect of climate change and environmental changes due to infrastructure megaprojects has increased salt water intrusion, floods and waterlogging. Over the past decades, residents have implemented adaptation strategies, but with differences across income groups and with important negative feedbacks. The wealthier groups started shrimp farming or other types of aquaculture, either converting their lands from crop production and purchasing additional lands. In contrast, the poorest and subsistence farmers were forced off the land and to had to become wage earners. At the same time, the conversion of lands from crop and fodder cultivation to saline ponds have further increased salinity, with negative consequences for fresh water, commons, land fertility, health and livelihood diversification.

The contribution by Klein et al. (2014) to the fifth assessment report of the IPCC illustrates other cases of externalities or possible environmental risks associated with some adaptation options: Biotechnology and genetically modified crops, for instance, can enhance yields as well as drought and resistance to pests, but environmentalists and consumers may view it as a risk to public health and safety, ecosystems equilibrium and food security. Similarly, chemical fertilizers and pesticides can be used to maintain crop yields and suppress agricultural pests and invasive species, but they also increase chemical pollution of the environment and emissions of greenhouse gases. Hamin and Gurran (2009) instead analyze land use plans in the USA and Australia, showing that half of the identified actions contain potential conflicts to achieving climate change adaptation and mitigation simultaneously. Fezzi et al. (2015) find that, in Great Britain, the expected changes in land use in the farming sector due to climate change increase the estimated area of land at risk of high nitrate and high phosphate concentrations. In other words, data show a problem of adaptation-induced deterioration of river water quality.

---

3 Total potential demand for cooling due to cooling degree days per person.
We can extend this line of argument in a context in which the various agents are represented by countries. Governments can try to solve environmental problems by introducing stricter regulations, but firms can react by adopting private self-protection which shifts pollution damages elsewhere and increase the severity of the environmental risks (an inefficient overprotection as in the examples made by Shogren and Crocker 1991). A growing number of studies corroborate the hypothesis of pollution haven behavior in firms’ location choices, especially in highly polluting industries, namely the role of weak environmental policies as a source of comparative advantage (Levinson and Taylor 2008; Waldkirch and Gopinath 2008; Dean et al. 2009; Mulatu et al. 2010; Broner et al. 2012; Candau and Dienesch 2017; Sapkota and Bastola 2017; Zugravu-Soilita 2017). A potential corollary is that polluting industries in countries with strict environmental regulations increasingly invest in outsourcing and off-shoring in countries with weak environmental regulation and enforcement. If polluting activities tend to be concentrated in countries with a weak environmental policy, the outcome is likely to be an increase in world pollution. Several studies on consumption-based accounting of emissions and resource use (Peters et al. 2011; Lenzen et al. 2013; Wiedmann et al. 2015; Teixidó et al. 2016; Yang et al. 2016; Caro et al. 2017) suggest that advanced economies might improve their environmental performance as a response to internal and international green agendas by increasing the use of non-domestic resources, imports of industrial goods and commodities, delocalization and emission shifts (i.e., self-protection which transfers externalities to agents, to use Shogren and Crocker 1991) terminology rather than by promoting a real improvement in resource productivity, decoupling or dematerialization. In the case of carbon dioxide, it is estimated that this process can lead to increased global emissions due to production shift in countries with greater carbon intensity and relatively less efficient production (Li and Hewitt 2008).

The existence of self-reinforcing negative mechanisms is also consistent with the literature on the energy and environmental rebound, suggesting that improved energy efficiency results in more energy use. Indeed, the existing literature agrees that the rebound effect is positive with a very high likelihood, albeit with quite large differentials in magnitudes across studies, sectors and technologies (van den Bergh 2011). This implies that even potential positive initiatives against climate warming such as energy conservation can have unintentional negative effects.

We do not intend to model all these complex dynamics, but we instead propose a stylized model which can be adapted to mirror more sophisticated settings. The aim is a model which reflects the underlying mechanism shared by these diverse examples: Differentials in defensive strategies due to inequality and the perverse effects of uncoordinated self-protection decisions can increase both environmental degradation and inequality.

### 3 Setup of the model and inequality dimensions

We study the dynamics of a one-sector economy with two interacting populations of economic agents: the rich and the poor, namely $R$-agents and $P$-agents. Each population
is constituted by a very high number of agents. The representative \(R\)-agent and \(P\)-agent produce the output according to, respectively, the production functions:

\[
Y_R = A_R \cdot L_R \\
Y_P = A_P \cdot L_P
\]

where \(L_R\) and \(L_P\) represent the labor inputs of the (representative) \(R\)-agent and the \(P\)-agent, respectively; \(A_R\) and \(A_P\), with \(A_R > A_P > 0\), are parameters representing labor productivity.

We assume that the utility of \(R\)-agents and \(P\)-agents depends on the consumption of the produced output, \(C_R\) and \(C_P\), respectively, and on the quality of the environmental goods to which each agent has access, which may be different for the two types of agent. More specifically, we assume that each agent can have access to environmental goods of quality \(Q \geq 0\) without sustaining any cost (\(Q\) is an index representing the quality of common access environmental resources). However, agents can make defensive expenditures \(D_i\), \(i = R, P\), to obtain the access to environmental goods with higher quality \(Q_i\), \(i = R, P\), according to the following technology:

\[
Q_i := Q + dD_i.
\]

Welfare is measured by the Cobb–Douglas utility function:

\[
U_i(C_i, Q, D_i, L_i) = C_i^\alpha \cdot (\bar{L} - L_i)^\beta \cdot Q_i^\gamma, \quad i = P, R.
\]

The strictly positive parameter \(\bar{L}\) measures the time endowment of each agent; the other parameters satisfy the conditions: \(\alpha, \beta, \gamma > 0, \alpha + \beta + \gamma = 1\).

Finally, we assume the time evolution of the variable \(Q\) to be described by the equation:

\[
\dot{Q} = q \left( Q_w - Q \right) - e \left( \bar{Y}_P + \bar{Y}_R \right) \quad \text{if } Q > 0 \\
\dot{Q} = 0 \quad \text{if } Q = 0
\]

where \(\dot{Q}\) represents the time derivative of \(Q\), \(dQ(t)/dt\); \(Q_w\), \(q\), and \(e\) are strictly positive parameters; and \(\bar{Y}_R\) and \(\bar{Y}_P\) represent, respectively, the average values of the outputs \(Y_R\) and \(Y_P\). The parameter \(Q_w\) is the value that the variable \(Q\) would approach in the absence of economic activity (i.e., if \(\bar{Y}_P = \bar{Y}_R = 0\) for every \(t \in [0, +\infty)\)) the parameter \(q\) measures the speed of adjustment of \(Q\) in approaching \(Q_w\), while the parameter \(e\) measures the negative impact of \(\bar{Y}_P\) and \(\bar{Y}_R\) on \(Q\). The representative agents consider the environmental impact of their decisions as negligible, and therefore, they consider the economy-wide average values \(\bar{Y}_P\) and \(\bar{Y}_R\) as exogenously determined. In this context, the trajectories generated by Eq. (2) do not maximize social welfare. However, they represent Nash equilibria: Along the trajectories agents do not change their choices if also the others do not modify theirs.
In this model, we can identify two types of inequality. The standard concept of inequality refers to agents’ heterogeneity in potential income and can be measured by the difference $A_R - A_P$. It can be referred to as economic inequality and can be interpreted as inequality in a hypothetical initial status without environmental dynamics (in which negative externalities do not affect agents’ utility and agents do not consider the possibility to adopt defensive strategies). This is the standard vision of inequality in contexts that completely overlook the role of natural resources. Indeed, the quality of environmental goods to which agents have access and the composition of the produced output by destination (for defensive expenditure $D_i$ or consumption $C_i$) do not affect the difference $A_R - A_P$. In our setting, however, these factors have an impact on the utility of $P$- and $R$-agents. Therefore, in a context of multidimensional welfare as that considered here, a more relevant measure of inequality is represented by the following difference:

$$\Delta U = U_R(C_R, Q, D_R, L_R) - U_P(C_P, Q, D_P, L_P).$$

(3)

4 Agents’ choices and dynamics

4.1 Agents’ choices

In each instant of time $t$, the representative $i$-agent, $i = P, R$, chooses the values of the control variables $L_i$, $C_i$ and $D_i$ that solve the following optimization problem:

$$\max_{C_i, L_i, D_i} U_i(C_i, Q, D_i, L_i) = C_i^\alpha \cdot (\bar{L} - L_i)^\beta \cdot Q_i^\gamma$$

subject to the constraints:

$$A_i L_i = C_i + D_i$$

(5)

$$Q_i = Q + dD_i$$

(6)

$$C_i \geq 0, \quad 0 \leq L_i \leq \bar{L}, \quad D_i \geq 0.$$  

(7)

Straightforward computations lead to the solutions $C_p^*$, $D_p^*$, $L_p^*$, $C_R^*$, $D_R^*$, $L_R^*$ of problem (4)–(7) illustrated in Table 1. The solutions depend on the position of the quality index $Q$ with respect to the following two threshold values:

$$\bar{Q}_R := \gamma \frac{dA_R\bar{L}}{1 - \gamma}$$

(8)

$$\bar{Q}_P := \gamma \frac{dA_P\bar{L}}{1 - \gamma}$$

(9)

with $\bar{Q}_R > \bar{Q}_P > 0$. By reading Table 1 by row, we can observe how the solutions $C_p^*$, $D_p^*$, $L_p^*$, $C_R^*$, $D_R^*$, $L_R^*$ of problem (4)–(7) change as $Q$ crosses the thresholds $\bar{Q}_i$ which separate the three intervals $(0, \bar{Q}_P]$; $(\bar{Q}_P, \bar{Q}_R)$; and $(\bar{Q}_R, \infty)$. If the value
of the quality index $Q$ goes below the threshold $\bar{Q}_i$, then the representative $i$-agent, $i = P, R$, chooses to defend herself against environmental deterioration: $D_i > 0$; otherwise, she chooses $D_i = 0$. So, as first result of the model, we can observe that the higher labor productivity of the $R$-agent leads to a higher ability to react and greater responsiveness to environmental degradation compared to the $P$-agent. In fact, when $Q$ decreases, $R$-agents start before $P$-agents to defend themselves against environmental degradation.

Comparisons of the cells of Table 1 by column, however, show how solutions $C_P^*, D_P^*, L_P^*, C_R^*, D_R^*, L_R^*$ of problem (4)–(7) change as $Q$ moves within each interval. It is easy to check that, within each interval, a reduction in the quality index $Q$ negatively affects the utility of both agents resulting from the solution of their optimization problem, since it reduces at least one component of the utility function. If the representative $i$-agent, $i = P, R$, defends herself, a decline in $Q$ is associated with a decrease in $C_i^*$ and $L_i - L_R^*$, so the net impact is a reduction in $U_i^*$. If the representative $i$-agent does not defend herself, a decline in $Q$ (within the interval $[\bar{Q}_R, \infty)$) does not affect $C_i^*$ neither $L_i - L_R^*$, so two factors of utility function remain unchanged and one ($Q$) decreases: The net impact is again a reduction in $U_i^*$. Moreover, when at least one agent implements self-protection actions, the model can generate a self-reinforcing process of environmental degradation, output growth, increasing defensive expenditure and decline in utility of both agents. We shall call it a vicious circle of maladaptive growth. Indeed, when the representative $i$-agent starts to defend herself from environmental degradation, her labor input $L_i^*$ and the produced output $Y_i^* = A_i \cdot L_i^*$ are inversely related to environmental quality $Q$. Thus, environmental degradation may fuel a self-reinforcing mechanism according to which a reduction in $Q$ generates an increase in $L_i^*$ and in output $Y_i^*$ which, in its turn, generates [(according to (2)] a further reduction in $Q$, and so on. Notice that consumption $C_i^*$ and defensive expenditure $D_i^*$ are, respectively, positively and negatively correlated with environmental quality $Q$: Environmental deterioration has the effect to increase the output employed in defensive expenditures and to reduce the output consumed for non-defensive purposes.
4.2 Dynamics

The equation describing the time evolution of $Q$ is obtained taking into account that, ex post, the average values $Y_R$ and $Y_P$ coincide with the outputs $Y^*_R = A_R \cdot L^*_R$ and $Y^*_P = A_P \cdot L^*_P$ produced by the representative $R$-agent and $P$-agent, respectively. So, by substituting $A_R \cdot L^*_R$ and $A_P \cdot L^*_P$ (Table 1), respectively, in place of $Y_R$ and $Y_P$, in Eq. (2), we obtain the piecewise equation of motion:

$$
\dot{Q} = \begin{cases} 
0, & \text{if } Q = 0 \\
-a_1 Q + b_1, & \text{if } Q \in (0, Q_P] \\
-a_2 Q + b_2, & \text{if } Q \in (Q_P, Q_R] \\
-a_3 Q + b_3, & \text{if } Q \in (Q_R, \infty) 
\end{cases}
$$

(10)

where we have posed:

$$
a_1 := \left( q - \frac{2\beta d}{e} \right),
$$

$$
a_2 := \left( q - \frac{\beta d}{e} \right),
$$

$$
a_3 := q,
$$

$$
b_1 := q Q_w - e(A_P + A_R)(1 - \beta) L,
$$

$$
b_2 := q Q_w - e \left[ A_P \frac{\alpha}{1 - \gamma} + A_R(1 - \beta) \right] L,
$$

$$
b_3 := q Q_w - e(A_P + A_R) \frac{\alpha}{1 - \gamma} L.
$$

Remark 1 Notice that for any choice of the parameters of the model, $a_1 < a_2 < a_3$ and $b_1 < b_2 < b_3$ hold. So, a strict positivity of the couple $(a_k, b_k)$, $k = 1, 2, 3$, ensures that the stationary states $Q^*_j > 0$, $k \leq j \leq 3$ are attractive. In mathematical appendix, we also find the conditions to ensure that these stationary states belong to the corresponding regions in the parameters plane $(A_P, A_R)$.

5 Environment and dynamic regimes

Equation (10) admits the closed form solution:

$$
Q_k(t) = \frac{b_k}{a_k} + \left[ Q(0) - \frac{b_k}{a_k} \right] e^{-a_k t}, \quad k = 1, 2, 3
$$

(11)

where $Q(0)$ is the initial value of $Q$. After straightforward computations, we find that:

1. The state $Q^*_0 = 0$ is always a stationary state of Eq. (10).
2. At most one stationary state $Q_1^*$ can exist in the interval $(0, Q_p)$ (where both types of agent defend themselves against environmental degradation, that is $D_i > 0$, $i = R, P$) and, when existing, it is given by:

$$Q_1^* = \frac{b_1}{a_1} = \frac{qQ_w - e(A_P + A_R)(1 - \beta)\overline{L}}{(q - \frac{2\beta}{d}e)}.$$  \hfill (12)

3. At most one stationary state $Q_2^*$ can exist in the interval $[Q_p, Q_R)$ (where R-agents defend themselves against environmental degradation, $D_R > 0$, while P-agents do not, $D_P = 0$) and, when existing, it is given by:

$$Q_2^* = \frac{b_2}{a_2} = \frac{qQ_w - e\left[ A_P \frac{\alpha}{1 - \gamma} + A_R(1 - \beta)\right]\overline{L}}{(q - \frac{\beta}{d}e)}.$$  \hfill (13)

4. At most one stationary state $Q_3^*$ can exist in the interval $[Q_R, \infty)$ (where both types of agent do not defend themselves against environmental degradation, $D_R = D_P = 0$) and, when existing, it is given by:

$$Q_3^* = \frac{b_3}{a_3} = \frac{qQ_w - e(A_P + A_R)\frac{\alpha}{1 - \gamma}\overline{L}}{q}.$$  \hfill (14)

The complete taxonomy of dynamic regimes that can be observed under dynamics (10) is illustrated in Fig. 1d (see the mathematical appendix). In this figure, attractive stationary states are indicated by a full dot, while repulsive ones are represented by an empty dot. Notice that at most one attractive stationary state with $Q > 0$ can exist.

The regions in the parameter plane $(A_P, A_R)$ in which each regime occurs are shown in Fig. 1a–c. In these figures, the symbol $\Omega_i$, $i = 1, 2, 3$, indicates the set of the plane $(A_P, A_R)$ in which there exists one stationary state with $Q > 0$, $Q_i^*$; the symbol $\Omega_{ij}$, $i = 1, 2$ and $i < j \leq 3$, indicates the set in which there exist two stationary states with $Q > 0$, $Q_i^*$ and $Q_j^*$. The analytical conditions on parameters to obtain each regime are given in the mathematical appendix.

In the dynamic regimes illustrated in Fig. 1d, the aggregated output is inversely correlated with environmental quality $Q$, and the above-mentioned vicious circle of maladaptive growth may be observed: A reduction in $Q$ generates an increase in aggregated output (via the increase in defensive expenditures), which in its turn generates a further reduction in $Q$, and so on. When $Q$ increases, constraint (6) is relaxed. This implies that, along the trajectories in Fig. 1d in which the value of $Q$ is decreasing, the economy experiences a growth process of the aggregated output accompanied by a reduction in welfare of both types of agent; furthermore, in bistable regimes (see point 2 below), in the attracting stationary state $Q_0^* = 0$ the welfare of each type of agent is strictly lower than in the other attracting stationary state (either $Q_2^*$ or $Q_3^*$). Based on this analysis, we can distinguish three main welfare and environmental dynamics:
Fig. 1 Possible dynamic regime: dynamic regime A: There exists only the attractive stationary state $Q^*_1$; dynamic regime B: there exists only the attractive stationary state $Q^*_2$; dynamic regime C: there exists only the attractive stationary state $Q^*_3$; dynamic regime D: there exist the attractive stationary states $Q^*_2$ and $Q^*_0$, and the repulsive stationary state $Q^*_1$; dynamic regime E: there exist the attractive stationary states $Q^*_3$ and $Q^*_0$, and the repulsive stationary state $Q^*_2$; dynamic regime F: there exist the attractive stationary states $Q^*_3$ and $Q^*_0$, and the repulsive stationary state $Q^*_1$; dynamic regime G: there exists the attractive stationary states $Q^*_0$.
1. **Environmental collapse**: In region $\Omega_0$ of Fig. 1a–c, we have that the stationary state $Q^*_0 = 0$ is globally attractive. Along the trajectory approaching it, the outputs $Y_R^* = A_R \cdot L^*_R$ and $Y_P^* = A_P \cdot L^*_P$ grow and reach their maximum value when the stationary state $Q^*_0 = 0$ is reached. The economy falls into the trap of maladaptive growth: The dynamic system follows undesirable trajectories, approaching $Q^*_0 = 0$, which are environmentally and socially unsustainable in that they lead the economy toward a complete collapse of free access environmental resources and are characterized by a progressive decline in utility for both agents. Figure 1a–c also shows that the region of environmental collapse expands as the parameter representing the marginal pollution of production (i.e., parameter $e$) increases.

2. **Path-dependent equilibrium**: In regions $\Omega_{12}$, $\Omega_{13}$, $\Omega_{23}$ of Fig. 1a–c, a bistable regime is observed. It is characterized by the existence of two attracting stationary states: The stationary state $Q^*_0 = 0$ (where environmental quality reaches its minimum level and both types of agent defend themselves against environmental degradation) and the state $Q^*_2$ (where only $R$-agents defend themselves) or the state $Q^*_3$ (where no agent defends herself). In this case, $Q(0)$ (the initial value of $Q$) plays a critical role in the selection of the path followed by the economy: sufficiently low values of $Q(0)$ push the economy toward the vicious circle of maladaptive growth; alternatively, sufficiently high values of $Q(0)$ facilitate the convergence to positive levels of environmental quality.

3. **Safety net against environmental collapse**: In regions $\Omega_1$, $\Omega_2$, $\Omega_3$ of Fig. 1a–c, a globally stable regime is observed, characterized by the existence of a unique globally attracting stationary state with $Q > 0$: $Q^*_1$, $Q^*_2$, or $Q^*_3$. Parameters of the model determine which stationary state is admissible among $Q^*_1$, $Q^*_2$ or $Q^*_3$. It is worth recalling that the welfare of both agents improves as the economy converges to stationary states with higher values of $Q$ and $Q^*_1 < Q^*_2 < Q^*_3$. In this sense, from a social point of view, the sets of parameters which are preferable are, in this order, those who make $Q^*_3$, $Q^*_2$, $Q^*_1$ admissible. Figure 1a–c suggests that the regions of convergence to $Q^*_3$ and to $Q^*_2$ widen as parameter $e$ declines.

These results suggest that a wide range of social and environmental dynamics are admissible. In order to gain some insights on the nexus between inequality and environment, it is therefore important to identify under what conditions each of them is more likely to occur. Four main dynamic regimes can be classified according to the productivity parameter $A_P$, and the difference between $A_R$ and $A_P$ which can be considered, respectively, a proxy of initial poverty and income inequality:

1. **Economies with high level of poverty and low economic inequality** (i.e., low $A_P$ and low $A_R - A_P$). These are economies where labor productivity of both the $P$-agent and $R$-agent is low. These poor economies are likely to belong to regions $\Omega_3$ with regimes offering a safety net against environmental collapse. The economy converges to $Q^*_3$, a stationary state with high environmental quality and absence of defensive strategies since low labor productivity implies low environmental externalities due to production and to defensive strategies.

2. **Economies with high level of poverty and high economic inequality** (i.e., low $A_P$, and high $A_R - A_P$). In this case, $A_R$ and $A_P$ tend to put the economy into the regions $\Omega_0$ (Fig. 1a, b, d) characterized by environmental collapse. This dynamic
regime is less likely if the rate of environmental impact $e$ is very low (i.e., $e < \frac{dq}{2\beta}$, Fig. 1a): In this case, the economy tends to be located in region $\Omega_2$ in which the system converges to $Q^*_2$. For intermediate levels of pollution intensity (Fig. 1b), these economies can prevent complete environmental degradation if inequality is high but not excessively so that the economy belongs to the region $\Omega_3$ ($\Omega_1$) in which the economy converges to the state $Q^*_3$. The convergence to $Q^*_3$, however, occurs only under strict conditions on the initial value of environmental quality ($Q(0) > Q^*_2(Q^*_1)$).

3. **Economies with low level of poverty** (i.e., high $A_P$). These are rich economies with high levels of $A_R$ and $A_P$ that are likely to belong to regions $\Omega_0$ (Fig. 1a, b, d) characterized by maladaptive growth and environmental collapse or, at most (when the rate of environmental impact $e$ is sufficiently low, i.e., $e < \frac{dq}{2\beta}$) to region $\Omega_1$ with convergence to $Q^*_1$, a stationary state with positive but low environmental quality.

4. **Economies with intermediate level of poverty and low economic inequality**. These are economies with medium levels of $A_P$ and close to the line $A_R = A_P$. They are likely to belong to regions $\Omega_3$, $\Omega_{13}$ (or $\Omega_{12}$) which are characterized by the existence of an attractive stationary state $Q^*_3$ ($Q^*_2$) with high level of environmental quality and in which nobody (only the $R$-agent) adopts negative defensive strategies. This equilibrium can be globally attractive (if $e$ or labor productivity of both agents is sufficiently low) or can be reachable if the initial environmental quality is $Q(0) > Q^*_4$, namely is above a fairly low threshold level.

5. **Economies with intermediate level of poverty and high economic inequality**. These are economies with medium levels of $A_P$ and high levels of $A_R$ which are characterized by the same dynamic regimes as economies with low poverty levels. Thus, they are likely to fall into the vicious circle of maladaptive growth (i.e., to be in region $\Omega_0$ with convergence to $Q^*_0$).

6 **From income inequality to welfare inequality through environmental quality**

The model allows considering two types of inequality. As mentioned above, the difference $A_R - A_P$ is exogenous and can be considered as potential income inequality. Welfare inequality $\Delta U$ [see (3)], instead, is endogenously determined by interactions of economic agents’ choices and their effect on environment and on labor incentives.

By substituting the solutions $C^*_i$, $D^*_i$, $L^*_i$, $i = P, R$, of problem (4)–(7) (Table 1) in the utility functions $U_i(C_i, Q, D_i, L_i)$, $i = P, R$, we obtain that:

\[ \text{(6)} \]
• For $Q < \overline{Q}_P$ [(both types of agent defend themselves; Table 1 and (9)], the utility of $P$- and $R$-agents is represented by the formula:

$$U_i(C_i^*, Q, D_i^*, L_i^*) = \left[ \frac{\alpha}{d} (A_i d L + Q) \right]^{\alpha} \cdot \left( \frac{\beta L + \frac{\beta}{A_i d} Q}{\alpha} \right)^{\beta} \cdot (d y A_i L + y Q)^{\gamma}, \quad i = P, R. \quad (15)$$

• For $Q \geq \overline{Q}_R$ (no agent defends herself; Table 1 and (8), the utility functions can be written as follows:

$$U_i(C_i^*, Q, D_i^*, L_i^*) = \left( \frac{A_i \alpha L}{1 - \gamma} \right)^{\alpha} \cdot \left[ \frac{(1 - \alpha - \gamma) L}{1 - \gamma} \right]^{-\beta} \cdot Q^\gamma, \quad i = P, R. \quad (16)$$

• For $\overline{Q}_P \leq Q < \overline{Q}_R$ (only the $R$-agent defends herself), the utility functions of $R$- and $P$-agents are, respectively, given by formulas (15) and (16).

Notice that inequality (3), in the context in which no agent defends herself (i.e., when $Q \geq \overline{Q}_R$), can be written as follows:

$$\Delta U = (A_R^\alpha - A_P^\alpha) \cdot \left( \frac{\alpha L}{1 - \gamma} \right)^{\alpha} \left( \frac{1 - \alpha - \gamma}{1 - \gamma} L \right)^{-\beta} \cdot Q^\gamma \quad (17)$$

while, in the context in which all agents defend themselves (i.e., when $Q < \overline{Q}_P$), it is expressed by:

$$\Delta U = N \left( M - \frac{A_R^\beta - A_P^\beta}{A_R^\beta A_P^\beta} Q \right) \quad (18)$$

where we have posed:

$$N := \frac{\beta^\beta y^\gamma (\frac{\alpha}{d})^\alpha}{d^\beta} > 0 \quad \text{and} \quad M := \overline{L} d \left( A_R^{1 - \beta} - A_P^{1 - \beta} \right) > 0.$$

The model therefore identifies two possible relationships between welfare inequality and environment.

1. For high levels of environmental quality ($Q \geq \overline{Q}_R$), namely in the context in which agents do not need to defend themselves, the connection between environment and welfare inequality is positive. As it is easy to check from formula (17), a decrease in environmental quality $Q$ reduces welfare inequality between $R$- and $P$-agents. In fact, the utility functions of both types of agent [see (16)] tend to zero as $Q$ tends to zero, and consequently, the inequality measure (3) does the same. It is worth noting that in this context, the dependence of the difference (17) on $Q$ is
actually due to a scale effect, in that the rate $U_P/U_R$ does not depend on $Q$ [see (16)]. This is not the case when at least one agent defends her/himself.

2. For low levels of environmental quality ($Q \leq \overline{Q}_P$), that is in the context in which both types of agent defend themselves against degradation of free access natural resources ($Q$), the relationship between environment and welfare inequality is negative: A decrease in environmental quality $Q$ increases welfare inequality [see (18)].

3. For intermediate levels of environmental quality ($\overline{Q}_P < Q < \overline{Q}_R$), the relationship between environment quality and welfare inequality may be either positive or negative, according to the value of $Q$. More specifically, the relationship is negative (respectively, positive) when $Q$ is near enough to $\overline{Q}_P$ (respectively, $\overline{Q}_R$). This result follows from the continuity, with respect to $Q$, of the function defined by formulas (16)–(18).

These results suggest that when environmental stress becomes significant (in mathematical terms when $Q < \overline{Q}_P$ or $Q \in (\overline{Q}_P, \overline{Q}_P + \delta)$), environmental degradation exacerbates welfare inequality.

Figure 2a shows the time evolution of $U_R$ and of $U_P$ along a trajectory approaching the stationary state $Q_{1*}$ (where all agents defend themselves) starting from an initial value $Q(0) > Q_{1*}$ following a path of decreasing environmental quality (Fig. 1 $\Omega_1$ in d). Figure 2b, c illustrates, respectively, the time evolution of the difference $U_R - U_P$ and of outputs $Y_R, Y_P$ along the same trajectory. Notice that the increase in outputs is associated to a decrease in utility, for both types of agents, and to an increase in inequality measured in terms of welfare but $R$-agents start earlier than $P$-agents to increase the produced income in order to finance higher $D$. $P$-agent, in contrast, initially chooses a constant labor and production. Figure 2b also shows how the impact of environmental degradation on inequality is nonlinear. Initially, as the environmental quality is still high, environmental degradation leads to a reduction in welfare inequality. However, as the convergence to $Q_{1*}$ proceeds leading to a decline in $Q$, the relationship is reversed and environmental degradation is associated with a worsening of welfare inequality. The initial decline in the $U_R - U_P$ difference, therefore, may be due to the fact that, at first, $P$-agents do not increase their labor effort to finance $D$. Consequently, they do not suffer from the disutility deriving from a reduction in their leisure time, while the $R$-agents defend themselves, and are therefore initially affected by a greater decline in utility. Over time goes, the environmental negative effects due to $R$-agents’ defensive expenditures generate a significant reduction in $Q$ that affects $P$-agents more than $R$-agents, and consequently welfare inequality begins to rise.

These results clearly show two things. First, agents’ differentiation in defensive capacity plays a crucial role in shaping the nexus between welfare inequality and environment: To the extent the poorer agents have lower ability to implement self-protection expenditure, environmental degradation may be an amplifier mechanism for inequality. Second, the introduction of maladaptive choices (i.e., the idea that defensive expenditure can produce negative environmental externalities) in the model lies at the core of the perverse mechanism which self-fuels a cycle of environmental degradation, welfare-reducing growth of output and welfare inequality.
Fig. 2  Case $e < \frac{qd}{2\beta}$, (dynamic regimes $A, B, C$, in Fig. 1d). The parameter values are: $\alpha = 2/10$, $\beta = 5/10$, $\gamma = 1 - \alpha - \beta$, $\bar{L} = 1$, $Q_w = 5$, $e = 1.5$, $q = 2$, $A_R = 9$, $A_P = 4$. 
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Case $e < \frac{qd}{2p}$ (dynamic regime A in Fig. 1d). Values of $U^*$, $\Delta U^*$, $Y^*$ evaluated at the attractive stationary state $Q^*_1$ (where both types of agents defend themselves), varying the parameters $e$ (panels a–c), $A_P$ (panels d–f). The remaining parameters are fixed at the values $\alpha = 1/5$, $\beta = 1/2$, $\gamma = 1 - \alpha - \beta$, $q = 2$, $\overline{L} = 1$, $Q_w = 5$. 
These results are confirmed by comparative statics illustrated in Fig. 3 displaying the effects on the stationary state $Q^*_1$ of variations in the parameters representing the labor productivity of the $P$-agent ($A_P$) and the pollution rate ($e$). Recalling the assumption $A_R > A_P$, a rise in $A_P$ can be interpreted as a reduction in income inequality and as an improvement in income-generating capacity of the group of economically disadvantaged people.

Figure 3a–c clearly shows the fact that a lower labor productivity for the $P$-agent than for the $R$-agent translates into lower defensive capacity to environmental pressure and, in turn, greater vulnerability. An increase in $e$, i.e., the pollution rate of economic activities (which may be due to relaxed environmental regulations), in fact, leads not only to a deterioration of environmental quality and utility losses for both agents, but also to increased inequality. Interestingly, these effects are also associated with an increase in level of output produced by both agents, meaning that production growth can also be accompanied by welfare decline due to environmental degradation.

Figure 3d–f simulates the effect of an increase in productivity of the $P$-agent, which reduces (ceteris paribus) income inequality. They show an initial phase in which the environmental impact of a growing productivity offsets welfare improvements associated with a higher potential income of the $P$-agent. Such a result is explained by the fact that in our model economic agents’ choices are not coordinated by a policy maker (or any other coordination factor), and therefore, they produce negative environmental externalities. In this context, an increase in $A_P$ allows $P$-agents to better adapt to environmental degradation: Their production activity and adaptation expenditure increase. The consequent negative impact of environmental quality prompts $R$-agents to increase their defensive expenditures. This mechanism may drive the economy toward declining utility for both types of agent (as shown in panel d) and widening welfare inequality, as shown in panel e. Income and welfare inequalities ($A_R - A_P$ and $U_R - U_P$) therefore are not necessarily correlated. Policy interventions aimed at reducing $A_R - A_P$ (e.g., through an increase in $A_P$) may have an opposite effect on $U_R - U_P$. Finally, the upside-down U shape of inequality (see panel e) is due to the fact that once a certain threshold is exceeded, the increase in $A_P$ causes the two types of agents to become more and more similar (i.e., the $A_R - A_P$ difference tends to zero) and therefore the inequality starts to decrease also in terms of welfare.

7 Concluding remarks

Existing analytical frameworks explain the impact of economic inequality on environmental degradation by the mediating role of the environmental intensity of consumption, asymmetries in political power, innovation dynamics and cooperation in management of local resources. Our model excludes all these mechanisms to explore whether, ceteris paribus, the aggregation of adaptation choices represents a new channel of interaction between economic inequality and environmental pressure. The model supports the idea of a negative impact of inequality on environmental quality for low- and middle-income countries. We find that wealthy societies and inegalitarian economies, where the population (or at least the richest part of it) can afford adaptation strategies which may be detrimental to common access environmental resources are
at risk of falling into a vicious circle of maladaptive growth characterized by environmental degradation, increasing production, defensive actions and welfare inequality. In other words, if common sense argues that affluent economies are usually in a better position to tackle environmental problems, our analysis suggests that, in the absence of counterbalancing actions, such as a reduction in the pollution rate of production (i.e., the parameter $e$), they are also more likely to be affected by maladaptive choices. The same risk affects low- and middle-income countries with high-income inequality where the environmental impact of maladaptation might be particularly serious as the poorest part of the population has a limited capacity to defend itself. The analysis of the model, indeed, confirms the view that environmental degradation has negative consequences on welfare equality.

The analysis of the model also suggests that the region of environmental collapse becomes wider as the pollution intensity of economic activities (i.e., the parameter $e$) increases. In rich and in inegalitarian economies, therefore, the balance between defensive and mitigation strategies is particularly important: While government actions that encourage adaptation represent a first response to protect welfare, especially for the most vulnerable groups, policies to reduce the emission and pollution rate of economic activities should be a priority for both social and environmental sustainability. This line of reasoning can be extended to the global economy in which the agents referred to in the model are single countries which are not able to coordinate their actions. High-income inequality between countries, according to our analysis, represents a threat of environmental pressure and further inequality in welfare. In other words, the model offers an integrated approach showing that policies to reduce pollution and resource use, i.e., mitigation policies, and to reduce income inequality, both at national and global level, should be conceived, not as two parallel actions, but as two essential components of the same agenda.
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8 Mathematical appendix

Let us define the following functions:

\[
\begin{align*}
    h(A_P, A_R) & := A_R - A_P \\
    s(A_P, A_R) & := A_R + A_P - \frac{Q_w}{e(1 - \beta)L} \\
    t(A_P, A_R) & := A_R + \left[ 1 + \frac{\gamma (dq - 2\beta e)}{e(1 - \beta)(1 - \gamma)} \right] A_P - \frac{Q_w}{e(1 - \beta)L} \\
    r(A_P, A_R) & := A_R + \frac{ea}{\gamma qd + ea} A_P - \frac{Q_w(1 - \gamma)}{(\gamma qd + ea)L} 
\end{align*}
\]

defined in the set:

\[
\Omega := \{(A_R, A_P) \in \mathbb{R}^2_+ \mid A_R - A_P > 0 \}. 
\]

Then, we can enunciate the following proposition about the existence of stationary states \( Q_i^* > 0, i = 1, 2, 3 \). This proposition distinguishes among three different dynamic regimes according to the values of the parameter \( e \), which represents the environmental impact of the production processes.

**Proposition 1** (Existence of stationary states)

1. If \( e < \frac{qd}{2\beta} \) (Fig. 1a), the differential equation (10) admits:

   (1.1) the stationary state \( Q_1^* \), if and only if \( h(A_P, A_R) > 0, s(A_P, A_R) \leq 0 \) and \( t(A_P, A_R) > 0 \) (these conditions are satisfied in the set \( \Omega_1 \) in Fig. 1a);

   (1.2) the stationary state \( Q_2^* \), if and only if \( h(A_P, A_R) > 0, t(A_P, A_R) \leq 0 \) and \( r(A_P, A_R) > 0 \) (these conditions are satisfied in the set \( \Omega_2 \) in Fig. 1a);

   (1.3) the stationary state \( Q_3^* \), if and only if \( h(A_P, A_R) > 0 \) and \( r(A_P, A_R) \leq 0 \) (these conditions are satisfied in the set \( \Omega_3 \) in Fig. 1a).

   Furthermore, it holds \( \Omega_{i\ j} := \Omega_i \cap \Omega_j = \emptyset \), for every \( i = 1, 2, 3 \), and \( j = 1, 2, 3 \), with \( i \neq j \).

2. If \( \frac{qd}{2\beta} < e < \frac{qd}{\beta} \) (Fig. 1b), the differential equation (10) admits:

   (2.1) the stationary state \( Q_1^* \), if and only if \( h(A_P, A_R) > 0, t(A_P, A_R) < 0 \) and \( s(A_P, A_R) \geq 0 \) (these conditions are satisfied in the set \( \Omega_{12} \cup \Omega_{13} \) in Fig. 1b);

   (2.2) the stationary state \( Q_2^* \), if and only if \( h(A_P, A_R) > 0, t(A_P, A_R) \leq 0 \) and \( r(A_P, A_R) > 0 \) (these conditions are satisfied in the set \( \Omega_{12} \cup \Omega_2 \) in Fig. 1b);

   (2.3) the stationary state \( Q_3^* \), if and only if \( h(A_P, A_R) > 0 \) and \( r(A_P, A_R) \leq 0 \) (these conditions are satisfied in the set \( \Omega_3 \cup \Omega_{13} \) in Fig. 1b).

   Furthermore, it holds \( \Omega_{1\ j} \neq \emptyset, j = 2, 3 \).

3. If \( e > \frac{qd}{\beta} \) (Fig. 1c), the differential equation (10) admits:
(3.1) the stationary state $Q^*_1$, if and only if $h(A_P, A_R) > 0$, $t(A_P, A_R) < 0$ and $s(A_P, A_R) \geq 0$ (these conditions are satisfied in the set $\Omega_{13}$ in Fig. 1c);
(3.2) the stationary state $Q^*_2$, if and only if $h(A_P, A_R) > 0$, $t(A_P, A_R) \leq 0$ and $r(A_P, A_R) < 0$ (these conditions are satisfied in the set $\Omega_{23}$ in Fig. 1c);
(3.3) the stationary state $Q^*_3$, if and only if $h(A_P, A_R) > 0$ and $r(A_P, A_R) \leq 0$ (these conditions are satisfied in the set $\Omega_{3} \cup \Omega_{13}$ in Fig. 1c).

Furthermore, it holds $\Omega_{i3} \neq \emptyset$, $i = 2, 3$.
4. Moreover, the stationary state $Q^*_0 = 0$ always exists in the set $\Omega$.

Proof By straightforward calculations, it is easy to prove that the inequalities [see (12)–(14)]:

$$0 < \frac{b_1}{a_1} \leq Q_P, \quad Q_P < \frac{b_2}{a_2} < Q_R, \quad \frac{b_3}{a_3} \geq Q_R$$

are satisfied in the subsets of $\Omega$ bounded by the straight lines of equations:

$$s(A_P, A_R) = 0, \quad t(A_P, A_R) = 0, \quad r(A_P, A_R) = 0.$$

\[\square\]

Under the conditions of existence of stationary states (see Proposition 1), we can state the following proposition:

**Proposition 2** The differential equation (10) admits at most three stationary states. More precisely (Fig. 1):

(1) in the sets $\Omega_{i}$, $i = 1, 2, 3$, two stationary states exist, $Q^*_0 = 0$ and $Q^*_i$; the former is repulsive, the latter is (globally) attractive (see dynamic regimes A, B, C in Fig. 1d);
(2) in the sets $\Omega_{i,j}$, $i = 1, 2$ and $i < j \leq 3$, three stationary states exist, $Q^*_0 = 0$, $Q^*_i$ and $Q^*_j$; the stationary states $Q^*_0 = 0$ and $Q^*_j$ are (locally) attractive, while the stationary state $Q^*_i$ is repulsive (see dynamic regimes D, E, F in Fig. 1d);
(3) in the set $\Omega_0$, a unique (globally) attractive stationary state $Q^*_0 = 0$ exists (see dynamic regime G in Fig. 1d).

Proof According to the differential equation (2), $\dot{Q} < 0$ holds for high enough values of $Q$, therefore the stationary state $Q^*_i$, $i = 0, 1, 2, 3$, with the highest value of $i$ (with the highest value of $Q$) is always attractive. Since the differential equation (2) is a continuous function of $Q$, for $Q > 0$, we have that: (1) when two stationary states $Q^*_0 = 0$ and $Q^*_i$ exist, $Q^*_0$ is repulsive while $Q^*_i$ is (globally) attractive; (2) when three stationary states exist, $Q^*_0 = 0$, $Q^*_i$ and $Q^*_j$, the stationary states $Q^*_0 = 0$ and $Q^*_j$ are (locally) attractive, while the stationary state $Q^*_i$ is repulsive; and (3) when only the stationary state $Q^*_0 = 0$ exists, then it is globally attractive. \[\square\]
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