Interpolated wave functions for nonadiabatic simulations with the fixed-node quantum Monte Carlo method
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Simulating nonadiabatic effects with many-body wave function approaches is an open field with many challenges. Recent interest has been driven by new algorithmic developments and improved theoretical understanding of properties unique to electron-ion wave functions. Fixed-node diffusion Monte Carlo is one technique that has shown promising results for simulating electron-ion systems. In particular, we focus on the CH molecule for which previous results suggested a relatively significant contribution to the energy from nonadiabatic effects. We propose a new wave function ansatz for diatomic systems which involves interpolating the determinant coefficients calculated from configuration interaction methods. We find this to be an improvement beyond previous wave function forms that have been considered. The calculated nonadiabatic contribution to the energy in the CH molecule is reduced compared to our previous results, but still remains the largest among the molecules under consideration.

I. INTRODUCTION

The Born-Oppenheimer approximation is widely used in the simulation of chemical and condensed matter systems1–3. However, the breakdown of the Born-Oppenheimer approximation can lead to interesting new physics and in some cases even giant effects4–5. The full impact of using the Born-Oppenheimer approximation is still not widely understood due to the lack of theoretical methods that can go beyond the Born-Oppenheimer approximation accurately, although there has been significant progress recently made in this direction1,6–21. While nonadiabatic effects are ignored in many applications, there are several important places where highly accurate simulations that go beyond the Born-Oppenheimer approximation are imperative. For example, the identification of molecules in the diffuse interstellar bands (DIB) is one such case where highly accurate energies without the Born-Oppenheimer approximation is needed for both ground and excited states22. Recent experiments have been able to identify several peaks that correspond to ionized C60 in the DIB23. However, many molecules remain unidentified and as such there are still many open questions as to the physical processes that occur in the interstellar medium. Theoretical approaches have not been widely used to directly identify absorption lines in the spectrum due to a lack of accuracy in current simulations.

While identifying absorption peaks in the DIB is beyond what we can simulate currently, we have started developing quantum Monte Carlo techniques to make progress in this direction1,6. Our current focus has been to benchmark molecular systems in which the interactions between the electrons and ions are not approximated. Fixed-node diffusion Monte Carlo (FN-DMC) is a method in which results are only biased by what is called the fixed-node approximation. The fixed-node approximation has been tested extensively and can be used to produce some of the best results for clamped-ion simulations24–26. For FN-DMC simulations that go beyond the Born-Oppenheimer approximation, recent benchmarks demonstrated some of the most accurate energies ever calculated for a series of atomic and diatomic systems6.

There is, however, much development still needed to improve the accuracy and scalability of these simulations even further. The nonadiabatic effects in the atomic and diatomic systems, as calculated from FN-DMC simulations, were generally smaller than 0.1 mHa. There were some exceptions, and in particular the CH molecule had an unexpectedly large contribution from nonadiabatic effects. While there could be some nonadiabatic effects in the CH molecule, it is difficult to determine exactly how much of the previous estimate is due to the fixed-node error. To address this question further we develop a wave function form that is improved over those used in our previous simulations of CH.

II. FIXED-NODE DIFFUSION MONTE CARLO (FN-DMC)

Diffusion Monte Carlo27–32 is a projector method that evolves a trial wave function in imaginary time and projects out the ground-state wave function. For practical simulations of fermions, the fixed-node approximation is introduced, which depends only on the set of electronic positions where a trial wave function is equal to zero. Wave function forms that go beyond the Born-Oppenheimer approximation are not difficult to generate, but finding accurate forms is an open question that has
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generated much recent interest\textsuperscript{1,33–36}. For FN-DMC the treatment of electron-ion wave functions requires minimal changes. The main differences are seen in that one must use a different form of the trial wave function that includes the ions and additionally the kinetic energy term for the ions must be included in the Hamiltonian. The quality of these simulations depends on the nodal surface which is determined by the coordinates of both the electrons and ions simultaneously. This is a significantly different approximation from other methods that can simulate Hamiltonians beyond the Born-Oppenheimer approximation\textsuperscript{11,13,37,38}.

For clamped-ion simulations, the fixed-node approximation has been tested extensively with many different types of wave functions. When the trial wave function has the same nodal surface as the exact ground-state wave function, FN-DMC yields the unbiased ground-state energy. Approximate nodal surfaces can be generated through wave function optimization. Approximate nodal surfaces have been tested on a wide range of systems and provide results comparable to the state of the art in \textit{ab initio} simulations\textsuperscript{6,24,25,29,39}. In addition, the energies generated with FN-DMC are variational with respect to the ground-state energy.

With the exception of some very recent research\textsuperscript{1,6}, there has been little work in treating nonadiabatic simulations of ground state wave functions with FN-DMC. Seminal work using FN-DMC for electron-ion simulations focused on condensed systems of Hydrogen\textsuperscript{21,40,41}. One of the most well known studies of a molecular system is by Chen and Anderson on the H\textsubscript{2} molecule\textsuperscript{42}. The wave function they used is specified completely in terms of relative coordinates and only a few variational parameters. Since the terms used in the wave function depend only on relative distances and are rotationally symmetric, the ions and electrons are free to rotate and translate in space. The success of H\textsubscript{2} is misleading because it can always be simulated exactly with diffusion Monte Carlo, as it has no sign problem\textsuperscript{25}. This implies that there are no systematic biases in the DMC simulation, and thus the best DMC results can be considered those that have the smallest error bar. Therefore the variance of the local energy and the computational expense needed to evaluate the trial wave function are the important factors for generating a wave function to simulate H\textsubscript{2}. For most other systems, the fixed-node approximation has to be employed, and then the quality of the nodal surface becomes a crucial aspect that determines the accuracy of a simulation. Thus the challenge of performing FN-DMC on such systems is to find good wave function forms that generate nodal surfaces of high quality.

A. Electron-Ion Wave Function

There are several forms in which one might try to build a wave function for electron-ion systems. The previously discussed wave functions used for H\textsubscript{2} are not easy to scale up to larger systems in which defects in the nodal surface can cause biases in the final results. In previous work we have considered several different wave function forms that make use of standard clamped-ion quantum chemistry methods\textsuperscript{1}. We considered three classes of wave functions that are progressively more accurate as follows:

\begin{equation}
\Psi(r, R) = e^{J(r, R)} \phi(R) \sum_i c_i^1 D_i(r) \tag{1}
\end{equation}

\begin{equation}
\Psi(r, R) = e^{J(r, R)} \phi(R) \sum_i c_i^2 D_i(r, R^*) \tag{2}
\end{equation}

\begin{equation}
\Psi(r, R) = e^{J(r, R)} \phi(R) \sum_i c_i^3 (R) D_i(r, R) \tag{3}
\end{equation}

where \(r\) refers to the coordinates of all the electrons and \(R\) to those of all the ions. \(J(r, R)\) is the Jastrow term which involves variational parameters that correlate the quantum particles and additionally enforce cusp conditions on the wave function. \(\phi(R)\) is the nuclear part of the wave function. The final terms correspond to determinants \(D\) and the corresponding coefficients \(c_i\). The \(*\) denotes how these terms are evaluated, as will be discussed.

The nuclear part of the wave function is chosen to be a simple product of gaussian functions over each nucleus pair:

\begin{equation}
\phi(R) \propto \prod_{i<j} e^{-a_{ij}(|R_i-R_j|-b_{ij})^2}, \tag{4}
\end{equation}

where \(a\) and \(b\) are optimizeable parameters. In our calculations \(a_{ij}\) has only a single optimized value \(a\), and for \(b_{ij}\) we use the Born-Oppenheimer equilibrium distance between the species involved.

The terms in these wave functions involve very specific calculations that are performed and optimized in both quantum chemistry codes and quantum Monte Carlo codes. The determinant terms, \(c_i^1 D_i(r)\), \(c_i^2 D_i(r, R^*)\), and \(c_i^3 (R) D_i(r, R)\) differ based on how we optimize the determinant coefficients \(c_i\) and how we parameterize the evaluation of the determinants based on the ion coordinates \(R\).

The wave function in Eq. (1) is the least accurate of the three wave functions and has a fixed determinant regardless of where the ions are. The term \(c^*\) indicates that the determinant coefficients have been optimized at the equilibrium geometry. Both the ionic part of the wave function \(\langle \phi \rangle\) and the Jastrow depend on the ion positions, which is important as the Jastrow maintains the cusps between all the quantum particles.

The problem with this type of wave function is that the accuracy is limited by the electronic nodes, which do not depend on the ion positions. The wave function in Eq. (2) fixes this problem. The \(c^*\) indicates that the determinant part of the wave function is optimized for the equilibrium ion positions, as in the previous wave function, but the term \(R^*\) signifies that the determinant depends on the position of the ions through the basis set.
Basis sets in molecular calculations are generally constructed from local orbitals centered around the atoms. In these calculations a single particle orbital is written as \( \theta(r) = \sum_{ij} \gamma_{ij}(r - R_i) \), where \( i \) is an index for an ionic center, and \( j \) is an index for a basis set element. In this form, wave functions depending on the ion positions are straightforward to create and optimize, but difficulties may arise with the possible directional dependence of the single body orbitals, such as in covalent bonds.

Eq. (3) represents what we expect to be the best wave function considered here, since it has explicit dependence on the ion positions for the single particle orbitals and the determinant coefficients. Essentially this amounts to re-calculating a wave function completely each time the ion positions are changed. In practice this would significantly increase the computational cost of these simulations as well as cause many technical challenges. The main focus of this current work is to describe a technique in which this can be done efficiently for diatomic systems.

III. DRAGGED NODE APPROXIMATION

The fixed-node approximation is generally going to result in errors in the energy that overestimate the nonadiabatic effects. This is a result of the increased complexity of optimizing wave functions for the full electron-ion system. If the clamped-ion energies are more accurate than the electron-ion energies, then we will overestimate the nonadiabatic energy. It should be noted that in some cases the energies for the full electron-ion simulations are more accurate than for the corresponding clamped-ion simulations, as seen in previous benchmark comparisons of \((\text{Be}, \text{Be}^+, \text{B}, \text{B}^+, \text{C}^+)\). While it does appear that in some cases the nonadiabatic simulations are as good as or more accurate than our clamped-ion simulations, this is less likely for molecular systems in which the ions can move relative to each other.

Our recent simulations with quantum Monte Carlo have used a particular type of nodal structure which is called the dragged-node approximation. This approximation can be used for wave functions in the form of Eq. (2) in which we start by generating a wave function defined at the equilibrium geometry. When the ions change position the wave function changes based on the basis set dependence of the ion coordinates. The change in the wave function causes a corresponding change in the nodes. The dragged-node approximation is completely variational when used in FN-DMC. For systems that do not show strong nonadiabatic behavior the dragged-node approximation should yield excellent results. It was surprising that the energy contribution from nonadiabatic effects in our previous FN-DMC calculation of the CH molecule was larger than expected, indicating that we might need to use better wave function forms to accurately simulate the energy for CH.

IV. IMPROVING WAVE FUNCTIONS

The wave function in Eq. (3) is much more general than what we included in our previous studies but is more difficult to generate. In general it is not feasible to do a full wave function evaluation for each new configuration of the ions. However, for diatomic molecules it is feasible to precompute and optimize wave functions at different distances and then use the precomputed wave functions in order to interpolate wave function amplitudes at other ion positions. There are several different ways this can be done. The first approach we considered is to use a grid with regard to the distance between the ions and calculate a fully optimized electronic wave function at each grid point. Then one would evaluate the electronic wave function at each grid point and use an interpolation scheme to determine the full wave function. This would be multiplied by a purely ionic wave function, as in Eq. (3). Although this is technically a feasible way to generate improved wave functions, we found that this approach was difficult to implement with regards to maintaining a smooth wave function.

A second approach, for which we present results here, parameterizes the determinant coefficients as a function of the ion positions. For a diatomic system, this corresponds to generating a 1D function for each determinant coefficient. This is an improvement over the dragged-node approximation, as the coefficients of the determinants are allowed to change with ion distance, and can capture complicated ion dependences of the nodes. In future work it also might be possible to extend this type of wave function to at least three particles, which would require fitting functions for the determinant coefficients in higher dimensions.

V. WAVE FUNCTION DETAILS

The process for generating wave functions of the types in Eq. (2) and Eq. (3) requires the determination of several types of variational parameters. For a wave function given by Eq. (2), we used an initial guess for the wave function that is generated from complete active space self-consistent-field (CASSCF) calculations using the quantum chemistry package GAMESS-US. The optimized orbitals are then used in a configuration interaction singles and doubles (CISD) calculation to generate a series of configuration state functions (CSFs). For the small systems LiH and BeH, a CASSCF calculation with a large active space is used in place of CISD. The multi-CSF expansion of the wave function can be expressed in the following form,

\[ \Psi_{\text{CISD}}(\vec{r}; \vec{R}_o) = \sum_{i=1}^{N_{\text{CSF}}} \alpha_i \phi_i(\vec{r}; \vec{R}_o) = \sum_{i=1}^{N_{\text{det}}} c_i D_i(\vec{r}; \vec{R}_o), \quad (5) \]

where \( \vec{r} \) refers to the spatial coordinates of all the electrons and \( \vec{R}_o \) refers to the equilibrium positions of all...
the ions. \( \phi_i(\vec{r}) \) and \( \bar{\alpha} = \{\alpha_1, \alpha_2, \ldots\} \) are the CSFs and CSF coefficients, respectively, generated from CISD. Each CSF is a linear combination of determinants, so

the wave function can be equivalently written as a linear combination of determinants (5). The Roos Augmented Triplet Zeta ANO basis\(^{47}\) is used for the molecular systems except for the smallest system LiH, where the cc-pV5Z basis is used.

After the multi-CSF expansion is generated, we impose the electron-nucleus cusp condition on each molecular orbital\(^{48}\) and add a Jastrow factor to the wave function to include electron correlation.\(^{49}\) Our Jastrow factor contains electron-electron, electron-nucleus and electron-nucleus-terms. The full electronic wave function used in FN-DMC is,

\[
\psi_e(\vec{r}; \vec{R}) = e^{J(\vec{r}, \vec{R}, \bar{\beta})} \Psi_{\text{CISD}}(\vec{r}; \vec{R}_0),
\]

where \( J(\vec{r}, \vec{R}, \bar{\beta}) \) is the total Jastrow function.

We optimize the CSF and Jastrow coefficients, \( \bar{\alpha} \) and \( \bar{\beta} \), respectively, simultaneously with QMCPACK.\(^{50,51}\) Optimization is performed with the ions clamped to their equilibrium positions. The equilibrium geometries for BeH and BH are chosen to be the ECG-optimized distances for comparison with the ECG method, and the geometries for the rest of the hydrides are taken from experimental data.\(^{52}\)

For the second type of wave function, we consider a form of type Eq. (3) as discussed in the previous section. We specifically tested this wave function for the CH molecule by implementing the following additional steps. At the equilibrium C-H separation \( R_e = 2.1165 \) a.u., we optimize the electronic wave function, which includes all determinant coefficients and a Jastrow. At two C-H separations near equilibrium \( R_{\text{left}} = 2.0 \) a.u., \( R_{\text{right}} = 2.25 \) a.u., we reoptimize only the determinant coefficients of the electronic wave function, keeping all the other wave function parameters fixed. For each determinant coefficient, we approximate its dependence on the distance between the ion positions \( (R) \) with an interpolation given by the following equation,

\[
c_i^*(R) = c_i(R_{\text{left}}) + \frac{c_i(R_{\text{right}}) - c_i(R_{\text{left}})}{R_{\text{right}} - R_{\text{left}}} \times (R - R_{\text{left}}).
\]

We can consider a diagnostic test to determine when this type of improvement might be important. The potential energy surface as a function of the C-H distance is plotted for several different nodal surfaces in Fig. 1. In particular we calculate clamped-ion energies that correspond to the dragged-node approximation as well as energies from a linear interpolated wave function as given by Eq. (7). The reference result is obtained by re-optimizing the Jastrow factor and the determinant coefficients at every C-H separation. The region for the most probable ion distances is indicated by the vertical dashed lines. Over the region of important ion distances, the potential energy surface from the interpolated wave function is improved over the dragged-node potential energy surface when compared to the fully optimized potential energy surface. Further away from the region of interest, both the dragged-node and the interpolated wave functions deviate significantly from the reference data. This region is seldom ever sampled during our FN-DMC simulations and is not expected to affect our results.

VI. RESULTS AND DISCUSSION

In our previous study, wave functions of the form in Eq. (2) were used to simulate several different molecular systems.\(^6\) To determine the nonadiabatic contribution for each system we partition the energy into different components, which includes the clamped-ion energies, the zero point energy (ZPE) and the diagonal Born-Oppenheimer energy (DBOC). Everything that remained we consider to be the nonadiabatic energy. Using standard quantum chemistry tools all of the above terms can be calculated or approximated to high accuracy with the exception of the nonadiabatic energy. As a result the nonadiabatic energy is a quantity that has not been theoretically calculated for many systems. In our previous study the nonadiabatic energy was less than 0.1 mHa for most of the systems considered. There are two exceptions, where the nonadiabatic energy was larger, for the cases of BH and CH molecules.

Our new results for CH with the improved wave functions can be seen in Table I. Due to the variational property of FN-DMC, it is evident that these results are improved over the previous best results for the CH molecule, which is not unexpected given the differences between the interpolated wave function and the dragged-node wave function as seen in Fig. 1. Our previous results showed a nonadiabatic energy of 1.9 mHa. Our new results show a nonadiabatic energy of 0.9 mHa.
which can be seen for the largest determinant expansion in Table I. This is consistent with our previous results, mainly that the CH molecule is somewhat nonadiabatic, even though our new estimate of the nonadiabatic energy is smaller. For a system with a moderate amount of nonadiabatic energy, more effort is needed in generating accurate wave functions. Improving the wave functions beyond the dragged-node approximation will lower the estimate of the nonadiabatic energy, but it is likely to remain somewhat large if the improvements of the wave function correspond to degrees of freedom beyond the Born-Oppenheimer approximation. This is what we see for CH, as the nonadiabatic energy is still relatively large in comparison to other systems. We note that this is still not a definitive estimate of the nonadiabatic energy, but it is likely the best estimate ever calculated for this system.

We also noticed interesting behavior that results from improving the quality of the electron nodes. We performed clamped-ion (static) and fully nonadiabatic (dynamic) calculations using different truncation levels for the determinant expansion. The FN-DMC energy and variance for the various calculations are shown in Table I. As we include more determinants in our wave function, both the energy and variance of the static calculation decrease. However, the same does not happen for the variance of the dragged-node approximation, in which we see the surprising result that the variance increases. This suggests that the clamped-ion wave functions are being improved to a larger extent than the dragged-node wave functions with increasing determinant number. It is also interesting to note that for the wave functions with the smallest determinant expansion (\(N_{\text{det}} = 35\)), the variance is almost the same between the clamped-ion and dragged-node wave functions.

The energy and variance with determinant coefficient interpolation is generally improved from our previous wave function with the dragged-node approximation. A comparison between the dynamic runs with and without interpolation also shows that coefficient interpolation becomes more important for larger determinant expansions. In particular, the variance improves with increasing determinant number, showing similar behavior to that of the static wave function.

In Fig. 2 we show the various contributions to the difference between the static and dynamic ground-state energies. Due to the difference in energy scales for the quantities of interest, we only plot the diagonal Born-Oppenheimer energy and the nonadiabatic energy. To calculate the nonadiabatic energy we take the estimated zero-point energy for CH to be 6.438 mHa\(^5\). The diagonal Born-Oppenheimer correction is estimated to be 2.11 mHa\(^6\). Our best result is given by the 4739 determinant interpolated wave function in Fig. 2. Clearly, there is an increase in the nonadiabatic energy of the CH molecule that results from using the dragged-node approximation. The improvement seen by using the interpolated wave function instead of the dragged-node approximation is 1 mHa for the CH molecule; a relatively large change in the energy. This improvement is unlikely for any of the other molecules under consideration based on our previous benchmarking. That the dragged-node approximation produced such a large error for the CH molecule suggests at the very least that the dragged-node approximation has more complex dependence on the ion configuration than the rest of the molecules under consideration.

Fig. 2 also reveals that the nonadiabatic energy is only observed with the large determinant expansions. There are several possible explanations for this. It is possible we are optimizing the static wave function significantly better than the electron-ion wave function. There is some indication of this from the variance of the dragged-node approximation, but this is less evident for the interpolated wave function. Another possible explanation is that only when the wave function is highly optimized do significant changes arise in the wave function amplitudes with regard to ion positions. A related effect is that large fluctuations of the ion distance can be suppressed if the wave function and the related nodal surface is not well optimized at large ion distances. Such effects can be mitigated altogether with the interpolated wave function approach, and are likely to be suppressed with increasing the number of determinants for the electronic part of the wave function, even for the dragged-node wave function. In Fig. 3, we compare our new results for CH with the nonadiabatic contributions from previous work. It is evident that the CH nonadiabatic energy is still much larger than all the other molecular systems.

### TABLE I

| \(N_{\text{det}}\) | Energy (Ha) | Variance (Ha\(^2\)) | method        |
|-------------------|-------------|----------------------|---------------|
| 35                | -38.4790(1) | 0.3130(5)            | static        |
| 35                | -38.4622(2) | 0.3169(3)            | drag          |
| 35                | -38.4621(2) | 0.3173(3)            | interp.       |
| 723               | -38.4770(1) | 0.2489(3)            | static        |
| 723               | -38.4667(1) | 0.334(2)             | drag          |
| 723               | -38.4679(1) | 0.2713(7)            | interp.       |
| 4739              | -38.4781(1) | 0.2300(4)            | static        |
| 4739              | -38.4676(1) | 0.334(5)             | drag          |
| 4739              | -38.4687(2) | 0.267(7)             | interp.       |

**TABLE I.** DMC energy and variance with static ions, dynamic ions with dragged-node ("drag") and dynamic ions with determinant coefficient interpolation ("interp.").

**VII. CONCLUSION**

In this work, we demonstrated a new approach for generating electron-ion wave functions for diatomic systems. This approach is more accurate than those used in previous quantum Monte Carlo work. These wave functions are generated from highly accurate clamped-ion quantum chemistry techniques, from which the derived nodes can be much more complex than those given by the dragged-node approximation. We have specifically considered the nonadiabatic energy in the CH molecule and show
that even with the improved wave function there is still
a slightly larger contribution from nonadiabatic effects.
Further calculations are possible to improve our results
here, such as release node calculations. However, it is
of interest to start testing our wave function forms on
larger systems and to develop further understanding of
what types of nonadiabatic effects can be captured with
our current formalism.

VIII. ACKNOWLEDGMENT

N.T. was supported through the Scientific Discovery
through Advanced Computing (SciDAC) program
funded by the U.S. Department of Energy, Office of Sci-
ence, Advanced Scientific Computing Research, and Ba-
ic Energy Sciences. This work used the Extreme Sci-
ence and Engineering Discovery Environment (XSEDE),
which is supported by National Science Foundation grant
number ACI-1053575. D.C. and Y.Y. were supported
through DOE grant DE-NA0001789. Y.Y. also acknowl-
edges the computational science and engineering (CSE)
fellowship from University of Illinois Urbana-Champaign.
S.H.-S. acknowledges support by the National Science
Foundation under CHE-13-61293. We used resources of
the Oak Ridge Leadership Computing Facility (OLCF) at
the Oak Ridge National Laboratory, which is supported
by the Office of Science of the U.S. Department of Energy
under Contract No. DE-AC05-00OR22725.

1N. M. Tubman, I. Kylänpää, S. Hammes-Schiffer, and D. M.
Ceperley, Phys. Rev. A 90, 042507 (2014).
2B. G. Levine and T. J. Martínez, Annu. Rev. Phys. Chem. 58, 613 (2007).
3G. A. Worth and L. S. Cederbaum, Annu. Rev. Phys. Chem. 55, 127 (2004).
4A. M. Saitta, M. Lazzeri, M. Calandra, and F. Mauri, Phys. Rev. Lett. 102, 226401 (2008).
5F. Giustino, ArXiv e-prints (2016), arXiv:1603.06965 [cond-mat.mtrl-sci].
6Y. Yang, I. Kylänpää, N. M. Tubman, J. T. Krog-
gel, S. Hammes-Schiffer, and D. M. Ceperley, Journal of Chemical Physics 143, 0 (2015), 1507.0595.
7S. P. Webb, T. Iordanov, and S. Hammes-Schiffer, J. Chem. Phys. 117, 4106 (2002).
8A. Chakraborty, M. V. Pak, and S. Hammes-Schiffer, J. Chem. Phys. 129, 014101 (2008).
9A. Sirjoosingh, M. V. Pak, C. Swalina, and S. Hammes-Schiffer, J. Chem. Phys. 139, 034102 (2013).
10C. Swalina, M. V. Pak, A. Chakraborty, and S. Hammes-Schiffer, J. Phys. Chem. A 110, 9983 (2006).
11K. R. Brorsen, A. Sirjoosingh, M. V. Pak, and S. Hammes-
Schiffer, J. Chem. Phys. 142, 214108 (2015).
12A. Sirjoosingh, M. V. Pak, K. R. Brorsen, and S. Hammes-
Schiffer, J. Chem. Phys. 142, 214107 (2015).
13A. Chakraborty, M. Pak, and S. Hammes-Schiffer, Phys. Rev. Lett. 101, 153001 (2008).
14A. Sirjoosingh, M. V. Pak, and S. Hammes-Schiffer, J. Chem. Phys. 136, 174114 (2012).
15A. Sirjoosingh, M. V. Pak, and S. Hammes-Schiffer, J. Chem. Theory Comput. 7, 2689 (2011).
16T. Kreibich and E. Gross, Phys. Rev. Lett. 86, 2984 (2001).
17T. Kreibich, R. van Leeuwen, and E. Gross, Phys. Rev. A 78, 022501 (2008).
18I. Kylänpää, T. Rantala, and D. Ceperley, Phys. Rev. A 86, 052506 (2012).
19I. Kylänpää and T. T. Rantala, J. Chem. Phys. 135, 104310 (2011).
20I. Kylänpää and T. T. Rantala, J. Chem. Phys. 133, 044312 (2010).
21D. Ceperley and B. Alder, Phys. Rev. B 36, 2092 (1987).
22T. P. Snow and B. J. McCall, Annual Review of Astronomy and Astrophysics 44, 367 (2006).
23E. K. Campbell, M. Holz, D. Gerlich, and J. P. Maier, Nature 523, 322 (2015).
24J. C. Grossman, J. Chem. Phys. 117, 1434 (2002).
25N. M. Tubman, J. L. DuBois, R. Q. Hood, and B. J. Alder, J. Chem. Phys. 135, 184109 (2011).
26N. M. Tubman, J. L. DuBois, and B. J. Alder, “Recent results in the exact treatment of fermions at zero and finite temperature,” in Advances in Quantum Monte Carlo (American Chemical Society, 2012) Chap. 5, pp. 41–50.
28. B. L. Hammond, P. J. Reynolds, and W. A. Lester, *Monte Carlo Methods in Ab Initio Quantum Chemistry* (World Scientific, 1994).
29. S. M. Rothstein, *Can. J. Chem.* **91**, 505 (2013).
30. R. J. Needs, M. D. Towler, N. D. Drummond, and P. L. Ríos, *J. Phys.-Condens. Mat.* **22**, 023201 (2010).
31. R. J. Needs and M. D. Towler, *Int. J. Mod Phys B* **17**, 5425 (2003).
32. W. M. C. Foulkes, L. Mitas, R. J. Needs, and G. Rajagopal, *Rev. Mod. Phys.* **73**, 33 (2001).
33. L. S. Cederbaum, *J. Chem. Phys.* **138**, 224110 (2013).
34. L. S. Cederbaum, *J. Chem. Phys.* **141**, 029902 (2014).
35. P. Bourrie, A. Majtey, M. Tichy, J. Dehesa, and A. Plastino, *The European Physical Journal D* **68**, 346 (2014).
36. S. K. Min, A. Abedi, K. S. Kim, and E. Gross, *Phys. Rev. Lett.* **113**, 263004 (2014).
37. J. Mitroy, S. Bubin, W. Horiuchi, Y. Suzuki, L. Adamowicz, W. Cencek, K. Szalewicz, J. Komasa, D. Blume, and K. Varga, *Rev. Mod. Phys.* **85**, 693 (2013).
38. G. I. Kerley, ArXiv e-prints (2013), arXiv:1306.6574 [physics.chem-ph].
39. E. Ospadov, D. G. Oblinsky, and S. M. Rothstein, *Phys. Chem. Chem. Phys.* **13**, 8031 (2011).
40. V. Natoli, R. Martin, and D. Ceperley, *Phys. Rev. Lett.* **70**, 1952 (1993).
41. V. Natoli, R. Martin, and D. Ceperley, *Phys. Rev. Lett.* **74**, 1601 (1995).
42. B. Chen and J. B. Anderson, *J. Chem. Phys.* **102**, 2802 (1995).
43. G. Chaban, M. W. Schmidt, and M. S. Gordon, *Theor. Chem. Acc.* **97**, 88 (1997).
44. A. Szabo and N. S. Ostlund, *Modern Quantum Chemistry* (McGraw-Hill, Inc., 1989).
45. M. W. Schmidt, K. K. Baldridge, J. A. Boatz, S. T. Elbert, M. S. Gordon, J. H. Jensen, S. Koseki, N. Matsunaga, K. A. Nguyen, S. Su, T. L. Windus, M. Dupuis, and J. A. Montgomery, *J. Comput. Chem.* **14**, 1347 (1993).
46. R. Pauncz, *Spin Eigenfunctions: Construction and Use* (Plenum Press, New York, 227 West 17th Street, New York, N.Y. 10011, 1979).
47. P.-O. Widmark, P.-k. Malmqvist, and B. Roos, *Theoretica chimica acta* **77**, 291 (1990).
48. A. Ma, M. D. Towler, N. D. Drummond, and R. J. Needs, *J. Chem. Phys.* **122**, 224322 (2005).
49. T. Kato, *Commun. Pur. Appl. Math.* **10**, 151 (1957).
50. J. Kim, K. P. Esler, J. McMinis, M. A. Morales, B. K. Clark, L. Shulenburger, and D. M. Ceperley, *J. Phys. Conf. Ser.* **402**, 012008 (2012).
51. K. Esler, J. Kim, D. Ceperley, and L. Shulenburger, *Comput. Sci. Eng.* **14**, 40 (2012).
52. NIST Computational Chemistry Comparison and Benchmark Database, NIST Standard Reference Database Number 101, Release 16a, August 2013. Editor: Russell D. Johnson III, http://cccbdb.nist.gov/.
53. D. Feller, K. A. Peterson, and D. A. Dixon, *J. Chem. Phys.* **129**, 204105 (2008).