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Abstract—We present the first fully distributed multi-robot system for dense metric-semantic Simultaneous Localization and Mapping (SLAM). Our system, dubbed Kimera-Multi, is implemented by a team of robots equipped with visual-inertial sensors, and builds a 3D mesh model of the environment in real-time, where each face of the mesh is annotated with a semantic label (e.g., building, road, objects). In Kimera-Multi, each robot builds a local trajectory estimate and a local mesh using Kimera [1]. Then, when two robots are within communication range, they initiate a distributed place recognition and robust pose graph optimization protocol with a novel incremental maximum clique outlier rejection; the protocol allows the robots to improve their local trajectory estimates by leveraging inter-robot loop closures. Finally, each robot uses its improved trajectory estimate to correct the local mesh using mesh deformation techniques. We demonstrate Kimera-Multi in photo-realistic simulations and real data. Kimera-Multi (i) is able to build accurate 3D metric-semantic meshes, (ii) is robust to incorrect loop closures while requiring less computation than state-of-the-art distributed SLAM back-ends, and (iii) is efficient, both in terms of computation at each robot as well as communication bandwidth.

I. INTRODUCTION

Multi-robot systems have been the subject of continuous research by the robotics community due to their capability to sense and act over large-scale environments. This capability is key to improving efficiency and robustness in several applications, including factory automation, search & rescue, intelligent transportation, planetary exploration, and surveillance and monitoring in military and civilian endeavors. In this paper, we are concerned with the problem of using a team of robots to gain situational awareness over a large environment, under realistic constraints on communication bandwidth, local sensing, and computation at each robot. In particular, our goal is to estimate a metric-semantic 3D model of the environment that describes the geometry of the scene the robots operate in (e.g., presence and shape of obstacles), as well as its semantics, where the robots are tasked with annotating the obstacles with human-understandable labels in a given dictionary (e.g., “building”, “road”). The last decade has seen a renaissance in single-robot metric-semantic SLAM, pioneered by works such as SLAM++ [2] and SemanticFusion [3]. Recent work includes systems that can build metric-semantic 3D models in real-time using a multi-core CPU, including Kimera [1] and Voxblox++ [4]. These research efforts are marking a steady transition from traditional geometric SLAM to spatial perception (or Spatial AI [5]) approaches that aim at constructing high-level representations of the environment [6]. This ongoing success achieved by single-robot perception systems has not been fully harnessed in multi-robot systems. This is partially due to the complexity of designing and deploying multi-robot systems, as well as the fact that building “richer” metric-semantic representations might negatively impact the amount of communication and computation needed for the robots to build such a model. For these reasons, current multi-robot systems have mostly focused on geometric reasoning, with attention to communication aspects [7] or robustness [9] [10], while disregarding dense semantics. This work advances the state of the art by developing the first system for distributed and dense metric-semantic SLAM.

Related Work. Related work on Collaborative SLAM (CSLAM) has focused on developing multi-robot SLAM front-ends (e.g., to find inter-robot loop closures) and back-ends (e.g., distributed pose graph optimization). Inter-robot loop closures are critical to align the trajectories of the robots in a common reference frame and to improve their trajectory estimates. In a centralized setup, a common way to obtain loop closures is to use visual place recognition methods, based on image or keypoint descriptors [12] [13] [12-17]. Recent works investigate distributed inter-robot loop closure detection, where the images are not collected at a single location.
and loop closures are found through local communication among the robots \cite{18,20,7,21,23}. Centralized back-end approaches for multi-robot pose graph optimization (PGO) collect measurements at a central station, which computes the trajectory estimates for all robots \cite{24,28}. Since centralized approaches become impractical with large teams or in the presence of tight communication constraints, the research community has recently investigated distributed PGO \cite{29,33,8} and distributed factor graph solvers \cite{34,39}. Front-end and back-end algorithms have been also demonstrated in complete CSLAM systems such as \cite{7,8,10,56}

While the multi-robot literature \cite{57} has mostly focused on dense geometric representations (e.g., occupancy maps \cite{8}) or sparse landmark maps \cite{38}, single-robot SLAM research is steadily moving towards systems that can build metric-semantic maps \cite{29,42,3,43-49,1,4,6}. Related research efforts include systems building voxel-based models \cite{5,43-49}, ESDF and meshes \cite{1,50,4}, or 3D scene graphs \cite{6}. **Contribution.** We present Kimera-Multi, the first fully distributed system for multi-robot metric-semantic dense SLAM. The system enables a team of robots to build a semantically-annotated 3D mesh model of the environment in real-time by leveraging local sensing and computation, and intermittent communication (Sec. \ref{II}). In Kimera-Multi, each robot builds a local trajectory estimate and a local mesh by processing visual-inertial sensor data using Kimera \cite{1}. Then, when a pair of robots is within communication range, they initiate a distributed place recognition and robust PGO protocol with a maximum clique outlier rejection (Sec. \ref{III}). The distributed front-end and outlier rejection modules in Kimera-Multi are similar to those of DOOR-SLAM \cite{10}, except for our more efficient incremental maximum clique search heuristic \cite{51}. The distributed PGO back-end in Kimera-Multi is based on the Riemannian Block-Coordinate Descent (RBCD) method of Tian et al. \cite{50}, which has been shown to outperform the Gauss-Seidel back-end in \cite{8} (also used in \cite{10} and \cite{7}). As a result of RBCD, the robots obtain an improved local trajectory estimate. After this distributed protocol is executed, each robot uses its improved trajectory estimate to correct the local mesh consistently with the loop closure (Sec. \ref{IV}). We develop a real-time implementation of the mesh deformation approach of Sumner et al. \cite{52} to correct the mesh.

We demonstrate Kimera-Multi in photo-realistic large-scale simulations and on real data (Sec. \ref{V}). The results show that Kimera-Multi (i) is able to build accurate 3D metric-semantic meshes, (ii) is robust to incorrect loop closures while requiring significantly less computation compared to \cite{10,9} when rejecting outliers, and (iii) is efficient in terms of computation at each robot while achieving as much as 80\% reduction in communication compared to a typical centralized system.

**II. Kimera-Multi: System Overview**

The Kimera-Multi architecture –used by each robot in the team– is displayed in Fig. \ref{fig2}. Kimera-Multi includes five main modules: (i) single-robot Kimera, (ii) distributed loop closure detection, (iii) distributed outlier rejection, (iv) distributed PGO, and (v) local mesh optimization.

Kimera \cite{1} is implemented by each robot \(R_i\), and estimates the local trajectory of the robot and a local mesh corresponding to the portion of the map seen by the robot. In particular, we use Kimera-VIO \cite{1} as a visual-inertial odometry module, which processes raw stereo images and IMU data to obtain an estimate of the odometric trajectory of the robot. Moreover, we use Kimera-Semantics \cite{1} to process depth images (possibly obtained by stereo matching) and a 2D semantic segmentation \cite{53} and obtain a dense metric-semantic 3D mesh. Kimera-VIO also computes a Bag-of-Words (BoW) representation of each keyframe using ORB features and DBoW2 \cite{54}, which is used for distributed loop closure detection.

**Distributed Loop Closure Detection (Sec. \ref{III-A})** is executed whenever two robots \(R_i\) and \(R_j\) are within communication range. The robots exchange BoW descriptors of the keyframes they collected. When the robots find a pair of matching descriptors –which typically correspond to poses observing the same place– they estimate a relative pose using geometric verification as in \cite{10}. The relative pose corresponds to a putative inter-robot loop closure between \(R_i\) and \(R_j\).

**Distributed Outlier Rejection (Sec. \ref{III-B})** is then used to vet the quality of the putative inter-robot loop closure using Pairwise Consistency Maximization (PCM) \cite{9}. We implement a fast incremental maximum clique heuristic to find consistent inter-robot loop closures.

**Distributed PGO (Sec. \ref{III-C})** takes as input the inter-robot loop closures that pass the PCM check, along with the odometry measurements produced by Kimera-VIO, and finds the optimal trajectory given the measurements by both robots \(R_i\) and \(R_j\) using the RBCD pose graph solver from \cite{30}.

**Local Mesh Optimization (Sec. \ref{IV})** is executed after distributed PGO is complete, and is a local processing that deforms the mesh at each robot to enforce consistency with the trajectory estimate resulting from distributed PGO.

Kimera-Multi is implemented in C++ and uses the Robot Operating System (ROS) \cite{55} as a communication layer between
robots and between the modules executed on each robot. The systems runs in real-time on a CPU and is modular, thus allowing modules to be replaced or removed. For instance, the system can also produce a dense metric mesh if semantic labels are not available, or only produce the optimized trajectory if the dense reconstruction is not required by the user.

III. DISTRIBUTED TRAJECTORY ESTIMATION

This section describes the Distributed Loop Closure Detection, Distributed Outlier Rejection, and Distributed PGO modules in Fig. 2. These are the only modules in Kimera-Multi that involve communication between robots. Fig. 3 shows the data flow implemented by these modules.

A. Distributed Loop Closure Detection

Each robot $R_i$ sends the BoW descriptors [54] of its keyframes to the other robot $R_j$. When robot $R_j$ receives a new query from robot $R_i$, it searches among its own keyframes for candidate matches whose normalized visual similarity scores exceed a threshold ($\geq 0.5$ in our code). When a potential loop closure is identified, the robots perform geometric verification to estimate the relative transformation between the two matched keyframes. In our implementation, robot $R_j$ first requests the 3D keypoints and associated descriptors of the matched keyframe from robot $R_i$ (Fig. 3). Subsequently, robot $R_j$ computes putative correspondences by descriptor matching, and aligns the two sets of keypoints using Arun’s method [50] with a 3-point RANSAC [57]. If the final result contains sufficient inlier correspondences ($\geq 15$ inliers in our code), the loop closure is accepted and sent to the distributed outlier rejection module.

B. Distributed Outlier Rejection

Similar to DOOR-SLAM [10], robot $R_j$ then uses PGO [9] to reject spurious inter-robot loop closures. This is done by forming an undirected graph where nodes represent all (new/old and inlier/outlier) inter-robot loop closures between robots $R_i$ and $R_j$, and edges represent pairs of inter-robot loop closures that are (pairwise) “consistent”. The main idea behind PCM is that for any two inlier loop closures, composing the measurements along the cycle formed by the two loop closures and the (outlier-free) odometry in the pose graph must result in the identity transformation. Based on this insight, PCM then classifies two inter-robot loop closures as pairwise consistent if the composed noisy transformation along the cycle is sufficiently close to the identity. We implement the consistency check and set the noise bounds as in [58] Sec. II-E. A maximum clique in the PCM graph then corresponds to the largest set of mutually consistent inter-robot loop closures between the two robots, which is selected as the set of inliers for distributed PGO (Sec. III-C).

Incremental Approximate Maximum Clique. The main challenge with PCM is that finding a maximum clique is NP-hard. Therefore, here we propose an incremental approximate solution, which updates the maximum clique after each loop closure is detected, rather than initiating a full search from scratch as in [1] [10] [51]. Our main observation is that after adding a new set of loop closures to the previous PCM graph, exactly one of the following cases will occur: (i) the maximum clique identified in the previous PCM graph remains a maximum clique for the new PCM graph, which implies that the inlier set remains unchanged; or (ii) there exists a larger clique in the new PCM graph, in which case the inlier set identified in the previous PCM graph must be replaced by a larger set. Therefore, our incremental search is based on the insight that in the latter case, the new (larger) maximum clique (inlier set) must contain at least one of the new loop closures, and that contains at least one of the new loop closures and update the inlier set only if the size of this clique is larger than the size of the maximum clique in the previous PCM graph.

In practice, we perform this restricted search for each set of new loop closures and use the search heuristic of [51] to find the maximum clique in the subgraph induced by the new loop closures. We also leverage our knowledge of the size of the (approximate) maximum clique in the previous graph to eliminate parts of the search space in our restricted search that cannot lead to larger cliques; see the pruning strategies proposed in [51]. Overall, our incremental PCM leverages the fact that the loop closures are added over time, to reduce the computational effort of the batch solutions in Kimera [1] and DOOR-SLAM [10]. This is crucial particularly because the size of the PCM graph continuously grows as new loop closures are detected, making the computational cost of a batch solution grow unbounded over time.

C. Distributed Pose Graph Optimization

The odometry measurements and inlier loop closures returned by PCM are passed to distributed pose graph optimization to estimate the trajectories of all robots. We use the state-of-the-art Riemannian Block-Coordinate Descent (RBCD) solver [30] as our PGO backend. In short, RBCD solves the rank-restricted relaxation of PGO [59] (the default relaxation rank is set to 5) in a distributed fashion, and the solutions are subsequently projected to the special Euclidean group. Similar to the distributed Gauss-Seidel (DGS) method [8], RBCD only requires robots to exchange “public poses” (those that have inter-robot loop closures), and thereby preserves privacy (and saves communication effort) over the remaining poses. The main advantages of RBCD over DGS lies in the fact that it has provable convergence guarantees, while DGS uses an approximate decoupling. Moreover, BRCD can be used as an anytime algorithm, since each iteration is guaranteed to
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Fig. 4: LMO deformation graph including mesh vertices (violet) and keyframe vertices (red). Edges connect two mesh vertices that are adjacent in the mesh (gray links), as well as mesh vertices with the keyframe vertices they are observed in (orange links).

improve over the previous iterates by reducing the PGO cost function, while DGS requires completing rotation estimation before initiating pose estimation and is not a descent algorithm since it is based on a Gauss-Newton scheme.

IV. LOCAL MESH OPTIMIZATION

Kimera-Semantics builds the local 3D mesh at each robot $R_i$ using the pose estimates from Kimera-VIO. During this process, we keep track of the subset of 3D mesh vertices seen in each keyframe from Kimera-VIO. This allows us to implement a local mesh optimization (LMO) approach to correct the mesh in response to changes in the keyframe poses due to distributed PGO using deformation graphs [52]. Deformation graphs [52] are a model from computer graphics that deforms a given mesh in order to anchor points in this mesh to user-defined locations while ensuring that the mesh remains locally rigid; deformation graphs are typically used for 3D animations, where one wants to animate a 3D object while ensuring it moves smoothly and without artifacts [52].

In our LMO approach, we first subsample the mesh from Kimera-Semantics to obtain a simplified mesh. Then, the vertices of this simplified mesh and the corresponding keyframe poses are added as vertices in the deformation graph; we are going to refer to the corresponding vertices in the deformation graph as mesh vertices and keyframe vertices. Moreover, we add two types of edges to the deformation graph: mesh edges (corresponding to pairs of mesh vertices sharing a face in the mesh), and keyframe edges (connecting a keyframe with the set of mesh vertices it observes). For each mesh vertex $k$ in the deformation graph, we assign a transformation $M_k = (R_k, t_k)$, where $R_k \in \text{SO}(3)$ and $t_k \in \mathbb{R}^3$; the pair $(R_k, t_k)$ defines a local coordinate frame, where $R_k$ is initialized to the identity and $t_k$ is initialized to the position $g_k$ of the mesh vertex from Kimera-Semantics (i.e., without accounting for loop closures). We also assign a pose $X_i = (R^M_i, t^M_i)$ to each keyframe vertex $i$ in the deformation graph. The pose is initialized to the pose estimates from Kimera-VIO. Therefore, our goal is to adjust these poses (and the mesh vertex positions) to “anchor” the keyframe poses to the latest estimates from distributed PGO as shown in Fig 4.

Denoting the optimized poses from distributed PGO as $\bar{X}_i$, and calling $n$ the number of keyframes in the trajectory and $m$ the total number of mesh vertices in the deformation graph, we compute updated poses $X_i$, $M_k$ of the vertices in the deformation graph by solving the following optimization:

$$\arg \min_{X_i, \ldots, X_n, M_1, \ldots, M_m} \sum_{i=0}^{n} \sum_{l \in N^M(k)} \|R^M_l(g_l - g_k) + t^M_l - t^M_i\|^2 + \sum_{i=0}^{n} \sum_{l \in N^M(i)} \|R^M_l g_l + t^M_l - t^M_i\|^2$$

where, as before, $g_k$ denotes the non-deformed position of vertex $k$ in the deformation graph, $\bar{g}_l$ denotes the non-deformed position of vertex $l$ in the coordinate frame of keyframe $i$, $N^M(k)$ denotes all the mesh vertices in the deformation graph connected to vertex $k$, and $\Box$ denotes a tangent-space representation of the relative pose between $X_i$ and $X_j$ [52]. Intuitively, the first term in the minimization (1) enforces (“anchors”) the poses of each keyframe $X_i$ to match the optimized poses $\bar{X}_i$ from distributed PGO. The second term enforces local rigidity of the mesh by minimizing the mismatch with respect to the non-deformed configuration $g_k$. The third term enforces local rigidity of the relative positions between keyframes and mesh vertices by minimizing the mismatch with respect to the non-deformed configuration $g_k$. The last term enforces local rigidity of the relative positions between keyframes and mesh vertices by minimizing the mismatch with respect to the non-deformed configuration in the local frame of pose $X_i$. We optimize (1) using a Gauss-Newton method in GTSAM [61].

Since the deformation graph contains a subsampled version of the original mesh, after the optimization, we retrieve the location of the remaining vertices as in [52]. In particular, the positions of the vertices of the complete mesh are updated as affine transformations of nodes in the deformation graph:

$$\bar{v}_i = \sum_{j=1}^{m} w_j(v_i)[R^M_j(v_i - g_j) + t^M_j]$$

where $v_i$ indicates the original vertex positions and $\bar{v}_i$ are the new deformed positions. The weights $w_j$ are defined as

$$w_j(v_i) = (1 - ||v_i - g_j||/d_{max})^2$$

and then normalized to sum to one. Here $d_{max}$ is the distance to the $k + 1$ nearest node as described in [52] (we set $k = 4$).

Note that the Kimera-Semantics mesh also includes semantic labels, which remain untouched in the mesh deformation.

V. EXPERIMENTS

We evaluate the trajectory and the metric-semantic mesh produced by Kimera-Multi in photo-realistic simulations and real data. Our results show that Kimera-Multi is an efficient, accurate, and robust solution for distributed metric-semantic SLAM.

A. Experimental setup

Simulations. We evaluate Kimera-Multi in two large-scale simulation scenarios, Camp (Fig. 1) and City (Fig. 5), using the Unity-based simulator developed by the Army Research Laboratory Distributed and Collaborative Intelligent Systems and Technology (DCIST) Collaborative Research Alliance [11]. Simulated robots are equipped with two RGB-D cameras and...
an IMU. The simulator provides ground-truth trajectories and map models (that we only use for benchmarking) as well as ground-truth 2D semantic segmentation that we use in Kimera-Semantics. In each scenario, we simulate 3 driving sequences (i.e., 3 different robots) that we process with Kimera-Multi.

In addition, we use the Manhattan [62] synthetic PGO dataset to evaluate the performance of our incremental approximate maximum clique search for outlier rejection.

Real data. We test Kimera-Multi on the EuRoc dataset [63]. EuRoc includes data collected by a micro-aerial vehicle equipped with a grayscale stereo camera and IMU. We consider multiple EuRoc sequences collected in the same environment (Vicon Room 1 and 2) and process them as they were sensor feeds from different robots, hence treating Vicon Room 1 and 2 (each with 3 sequences) as two multi-robot datasets.

B. Incremental Approximate Maximum Clique

We begin by comparing the run time of our new incremental PCM (Sec. III-B) with the original (batch) PCM [9] used in DOOR-SLAM [10] and Kimera [11] for outlier rejection. To investigate how the run times scale with the size of PCM graph in larger problems, we use the Manhattan dataset [62]. The original dataset has more than 2000 loop closures. We added 1000 randomly generated outlier loop closures to this dataset using the tool provided by Vertigo [64]. Loop closures that were not consistent with the odometry were immediately discarded [58, Sec. II.E]. The remaining loop closures are added to the PCM graph one by one. Upon adding each PCM vertex (loop closure), the edges of PCM graph are updated based on pairwise consistency checks, and then PCM (batch or incremental) is used to search for an approximate maximum clique using the heuristic [51]. Fig. 5 shows (a) our run times and (b) the size of the approximate maximum clique found by each approach for up to 1000 PCM vertices. As expected, our incremental approach significantly reduces the outlier rejection run time, while producing cliques (inlier sets) of comparable size. Small differences between the clique sizes are caused by the underlying approximate search heuristic [51]. The improvement in run time becomes more significant as the size of the PCM graph (number of loop closures) increases.

C. Distributed Trajectory Estimation

In our experiments, we assume that robots are constantly in communication range. Fig. 6 visualizes the trajectory estimates produced by Kimera-Multi in the two simulated scenes. Table I shows the corresponding quantitative evaluations in simulation and on the EuRoc datasets. We report the absolute trajectory error (ATE), computed as the root mean squared error between the estimated and ground-truth trajectory. In addition, we also report the final PGO cost achieved by each of the compared techniques. To demonstrate the flexibility of RBCD as an anytime algorithm, we include the performance of an “early stopped” (label: “RBCD (ES)”) variant which terminates after 50 iterations. We compare the performance of RBCD against a baseline method that transforms each robot’s locally optimized trajectory to the global frame using a single inter-robot loop closure (label: “local PGO”). In addition, we also compare against the two-stage distributed Gauss-Seidel method [8] (label: “DGS”). In our experiment, we run the first stage of DGS (rotation recovery) until convergence, and then run the second stage (pose recovery) for the same number of iterations as RBCD. Lastly, we also include the centralized SE-Sync algorithm [59] for reference. As shown in the table, RBCD outperforms local PGO, which confirms the benefits of performing inter-robot loop closure detection and PGO. In simulation, RBCD performs better compared to DGS in terms of both ATE and PGO cost, while the performances are similar on EuRoc. On all datasets, the early stopped variant of RBCD yields reasonably good trajectory estimates, which makes it a favorable choice in scenarios with run time constraints. Lastly, we observe that lower PGO costs generally translate to lower ATE, except on the Vicon Room 2 dataset in which the detected loop closures contain higher level of noise.

Table II shows the communication and computation costs of the distributed modules in our system. We compare the amount of data transmission against a centralized SLAM system that transmits either raw images or extracted keypoints and descriptors to a base station. Overall, our system only uses 21%-38% of the total communication used by the centralized system that transmits image keypoints, which clearly demonstrates its communication efficiency. For computation, we report the total time and iterations spent by RBCD and its early stopped variant. For reference, we also include the run time of SE-Sync. As a first-order distributed method, RBCD is slower than the centralized SE-Sync algorithm. Nevertheless, the early stopped variant of RBCD is quite fast and still produces satisfactory solutions (see Table I).
TABLE I: Trajectory evaluation. We report the absolute trajectory error (ATE) in meters with respect to ground truth as well as the final PGO costs. For each dataset, the best performing distributed method is highlighted in bold and SE-Sync performance is highlighted in blue.

| Dataset          | ATE [m] | PGO cost     |
|------------------|---------|--------------|
|                  | Local PGO | RBCD | RBCD (ES) | DGS | SE-Sync | Local PGO | RBCD | RBCD (ES) | DGS | SE-Sync |
| City             | 6.09     | 2.38  | 2.88      | 2.62 | 1.46    | 168532    | 1113.1 | 3192.9    | 1207.2 | 1047.3 |
| Camp             | 2.81     | 2.28  | 2.52      | 2.58 | 2.28    | 96695     | 140.45| 140.97    | 171.03 | 140.32 |
| Vicon Room 1     | 0.455    | 0.317 | 0.348     | 0.346| 0.308   | 6641.9    | 96.97 | 138.18    | 91.97  | 90.61  |
| Vicon Room 2     | 0.473    | 0.453 | 0.413     | 0.503| 0.453   | 432.42    | 5.44  | 7.19      | 5.60   | 5.15   |

TABLE II: Communication and computation usage of the proposed system. For communication, we show the total data transmitted in megabytes (MB) during place recognition (PR), geometric verification (GV), and distributed PGO (DPGO). We compare against centralized system that either transmits raw images or transmits detected keypoints and descriptors. For computation, we show the total number of iterations and run time for RBDC and its early stopped (ES) variant. For reference, we also report the run time of the centralized SE-Sync method [59].

| Dataset          | # Poses | # Edges | Communication [MB] | Computation                      |
|------------------|---------|---------|--------------------|----------------------------------|
|                  | PR      | GV      | DPGO               | Centralized (Image) | Centralized (Keypoints) | RBCD Iters / Time [sec] | RBCD (ES) Iters / Time [sec] | SE-Sync Time [sec] |
| City             | 3258    | 3428    | 16.43              | 36.80              | 4.27                  | 57.50              | 1989.4 | 149.48 | 500 / 34.90 | 50 / 2.76 | 2.23 |
| Camp             | 5189    | 5411    | 40.01              | 9.59               | 11.77                 | 50.77              | 3188.1 | 242.66 | 128 / 33.16 | 50 / 6.49 | 4.34 |
| Vicon Room 1     | 1690    | 1730    | 9.52               | 7.32               | 0.16                  | 17.00              | 1223.9 | 73.76  | 95 / 3.02   | 50 / 1.53  | 0.33 |
| Vicon Room 2     | 1526    | 1544    | 8.95               | 8.63               | 0.20                  | 17.78              | 1105.1 | 69.35  | 173 / 5.84  | 50 / 1.72  | 0.47 |

D. Local Mesh Optimization

We use the ground-truth point clouds available in the EuRoc Vicon Room 1 and 2 datasets, and the ground-truth mesh (and its semantic labels) available in the DCIST simulator to evaluate the accuracy of the 3D metric-semantic mesh by Kimera-Semantics and the impact of the local mesh optimization (LMO). For evaluation, the estimated and ground-truth meshes are sampled with a uniform density of $10^3$ points/m$^3$ as in [1]. The resulting semantically-labeled point clouds are then registered using the ICP [65] implementation in Open3D [66]. Then, we calculate the mean distance between each point in the ground-truth point cloud to its nearest neighbor in the estimated point cloud to obtain the metric accuracy of the 3D mesh. In addition, we evaluate the semantic reconstruction accuracy by calculating the percentage of correctly labeled points relative to the ground truth using the correspondences given by ICP. Fig. 7 reports the metric accuracy of the individual meshes constructed by each robot as well as the merged global mesh, and Table III shows the semantic reconstruction accuracy in the simulator (EuRoc does not provide ground-truth semantics). In general, the metric-semantic mesh accuracy improves after LMO for both individual and merged 3D meshes, demonstrating the effectiveness of LMO in conjunction with our distributed trajectory optimization.

TABLE III: Semantic reconstruction evaluation. Semantic labels accuracy before and after correction by LMO in the DCIST simulator.

| Dataset          | Robot ID | Kimera-Semantics (%) | LMO (%) | Communication [MB] | Computation                      |
|------------------|----------|----------------------|--------|--------------------|----------------------------------|
| City             | 0        | 85.52                | 85.52  |                    |                                  |
|                  | 1        | 88.52                | 85.65  |                    |                                  |
|                  | 2        | 85.74                | 90.31  |                    |                                  |
|                  | Merged   | 67.91                | 83.93  |                    |                                  |
| Camp             | 0        | 95.83                | 94.67  |                    |                                  |
|                  | 1        | 96.65                | 97.92  |                    |                                  |
|                  | 2        | 95.28                | 95.42  |                    |                                  |
|                  | Merged   | 94.22                | 95.13  |                    |                                  |

VI. CONCLUSION

We present Kimera-Multi, the first fully distributed system that leverages a team of robots to build a dense metric-semantic 3D mesh model of a large environment. Kimera-Multi combines recent advances in CPU-based metric-semantic mapping (i.e., Kimera [1]), with state-of-the-art techniques for distributed pose graph optimization [30] (to which we add an incremental maximum clique outlier rejection scheme), and mesh deformation [52]. We demonstrate Kimera-Multi in two photo-realistic large-scale simulations (Camp and City environments) and on real data (EuRoc). Kimera-Multi is robust, efficient, and builds accurate 3D metric-semantic meshes. Future work includes (i) further enhancing Kimera-Multi with the Nesterov acceleration and solution verification techniques of [30], (ii) investigating distributed implementations of robust back-ends based on graduated non-convexity [67], and (iii) unifying pose graph optimization and mesh deformation into a single optimization.
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