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ABSTRACT

In this paper a novel system is proposed to monitor the health of industrial machines thus helping in their maintenance and early failure detection. This will help in prediction of when an industrial machine or its part will malfunction based on the data extracted from it. We will be able to replace the part or the machine in advance before any production lines get affected. This way resources will be saved and also cost of maintenance will be reduced. On top of this it is not possible to always manually monitor machines placed in remote areas like motors and pumps in water supply systems, sewage plants and chemical plants but our system would be able to not just monitor the machines but also predict the machine’s current health. The proposal encompasses a lightweight machine monitoring system for next generation M2M ecosystem for on the fly fault detection and diagnosis.

Key words: Sensors, Temperature, vibration, health prediction, microcontroller, machine learning, 5G, IoT, M2M.

Cite this Article: R Srivatsan, Sharath Cherian Thomas, Venugopal P., Ravi Kumar C.V, Early Maintenance and Diagnosis of Connected Machines Using Machine Learning. International Journal of Electrical Engineering and Technology, 11(4), 2020, pp. 412-421.

http://www.iaeme.com/IJEET/issues.asp?JType=IJEET&VType=11&IType=4
1. INTRODUCTION

There are many challenges in the maintenance of machines in industries. The cost of maintenance is also quite high. Monitoring the health of the machines cannot be done always manually and thus, once the machine fails without earlier warning the production line gets affected leading to a waste of time and money [1]. This also leads to decrease in the efficiency of the process in which the machine is involved [2]. Also, manual monitoring of machines placed in inaccessible regions is very difficult and time consuming.

Modern machines need on the fly fault diagnosis to provide uninterrupted service in machine intensive and dependent scenarios such as manufacturing plants and health care units. Magnetic Resonance Imaging (MRI) technology requires heavy machine maintenance due to the innate complexity involved in the construction of the machine. It can be very crucial if such machines are allowed to operate in the non-performance regions of their performance curves due to heavy vibration or improper temperature or other factors, as this would imply incorrect diagnosis of patient’s critical health conditions. Such situations require continuous and autonomous monitoring of machine health parameters. This is especially true as the machines are intensively heavy processing machines that can require large amounts of resources to run thus naturally increasing the number of parameters to be monitored for maintenance of the machine health.

Even when parameters are monitored automatically using some existing monitoring system, many systems do not give early warning by classifying the parameter values online on the fly. Such a system is not only computationally intensive but also requires a huge amount of annotated old data. The need for annotated data can be understood from the roots of the concepts of supervised learning schemes of machine learning. This puts immense pressure on the maintainer of the machine system to train the fault diagnosis models with old data for hours together. Even then there is a risk involved in the obtained model accuracy.

On the contrary to this situation, Unsupervised Learning (USL) uses the science of pattern matching to understand the difference between two sets of data. It is however still computationally intensive to use most USL algorithms for time series data that are generated often at a very high frequency of a few 100 samples per minute. This has resulted in the careful understanding and choice of the algorithm for our research and also a comparative understanding of the graphs of the results obtained from both the algorithms.

In our system various parameters of machines like temperature and vibration have been used to predict the health of the machine and the expected time before its breakdown. The health of the machine is shown to the user on his mobile using a mobile app interface. The temperature, vibration of the machine can be monitored by using various sensors and once a machine learning model has been trained, the data collected can be used to predict the condition of the machine.

2. LITERATURE REVIEW

A lot of knowledge has been gained over the past couple of decades about various causes for machinery problems and their effects on plant performance (Neale, 1979). Some of the major machine problems could be due to excessive vibrations, wear, worn-out bearings, damaged roller bearings, mechanical looseness, faulty belt drive, unbalanced reciprocating forces and couples, increased turbulence, electrically induced vibrations, misalignment, bent shaft, etc. (Harris and Piersol, 1996). Many researchers have conducted studies to combine the knowledge of condition monitoring with that of information technology and sensors to come up with systems for machine health monitoring for better plant performance with higher availability and reliability leading to better productivity and reduced downtime. Research on use of Artificial Intelligence (AI) techniques for machinery maintenance purposes can be
traced to the mid 80’s. The expert systems for fault diagnosis emphasized on “deep knowledge”. The researchers realized the limitations of such an approach because of available knowledge which can be represented for developing expert systems (Fink and Lusth, 1987) [4]. Models were developed for condition-based health monitoring for rotating machinery using neural networks and finite-element modelling. The model integrated machinery sensor measurements through neural networks specifically trained for responding to the machine element being monitored. The proposed models had the advantage of developments in the neural networks field and finite-element-analysis. (Roemer et.al., 1996). Fuzzy models were used for residual generation and fuzzy logic for residual evaluation. The idea of “Knowledge Observer” was introduced to residual generation. (Frank and Köppen-Sliger,1997) [5]. Models were [3] developed for vibration and temperature analysis and machine condition monitoring for data interpretation, and analysis which proved to be very useful tools for both laboratory and on-site maintenance departments of large manufacturing and mineral processing plants (Frank and Köppen-Seliger, 1997, Ebersbach and Peng, 2008). The proposed methodologies aimed at optimizing maintenance cost, improving condition monitoring, health assessment and prognostics. (Labib, 1998, Smith, et.al., 2003, Rambabu, et.al., 2009) [6]. With the increase in maintenance demands, models are being developed for 24 / 7 connectivity, data security, and knowledge-sharing (Christos, et.al, 2009) [7]. As can be seen from the literature review, over the last two to three decades, a lot of research has been carried out to use the AI techniques for maintenance purposes. While some of the methodologies were for some particular application like mining, petro-chemicals, manufacturing, etc, some others were for machinery in-general.

3. WORKING PRINCIPLE

Industrial grade machines, for example, engines and motors produce a lot of parameters which can be used to analyze their health, whether it’s working fine or malfunctioning. When a machine is running it produces heat, and there is a certain value of the heat produced by it when it is good in health and how it should vary with time [8]. If an unusual change in its value is detected, we use it to predict that it’s malfunctioning. Likewise, it vibrates and also produces sound, which can be used to further confirm whether the machine is about to breakdown [9]. Thus, we have set certain standard thresholds and analyze the variation based on them. With the analysis of variation in change of data, a model was made to predict the time the machine will malfunction. The health of the machine was thus predicted and shown to the user. The temperature, vibration of the machine was recorded by using sensors and a machine learning model was trained to predict the health of the machine.

4. IMPLEMENTATION

With the help of 6 b&k 4391 accelerometer sensors vibration level data will be collected and with the help of 4 Pt100 resistance temperature detectors (RTD) temperature data will be collected [14]. This data will be sent to an edge computing device by using ZigBee [15]. The edge device pre-processes the data with the help of Google Cloud IoT Edge and sends the data to cloud by making use of Google IoT core, Pub/Sub and related functions. The data is processed with the help of AI Platform. Both vibration and temperature data has been considered for demonstration of results in this paper towards the fault detection approach. A Machine Learning (DBA clustering) model has been designed to analyze the change in variation of data. With this info and standard parameters for a normal functioning machine, we could predict when the machine might face breakdown and when it may need to be replaced. The DTW algorithm is used to find the distance metric of similarity between the group of data points of vibration data of the machine over a particular time interval. This is followed by converting the vibration data at regular intervals into time series data streams.
Once these data streams are obtained, we can divide the streams into batches of time intervals with timestamp. This data batch now becomes the dataset that is to be clustered using the distance parameter from DTW. Further, this clustering is performed using the DBA algorithm due to the lightweight nature of the algorithm in contrast to other USL approaches. This entire system consisting of the data streamlining and the k-means clustering sub-systems are incorporated into a single application that can perform the tasks continuously at intervals of 5 hours once the data collected in the stream is for instance, in the range of a few thousands. This is a good number to start clustering and predict changes in the health of the machine. Once the model has been successfully trained, it can be deployed on the edge device like an Nvidia Jetson board for detection on the edge. The predicted result can be made visible to the operators and owners via a mobile app with the help Pub/Sub and IoT Core. The IoT Edge is also capable of alerting the user in the event of an anomaly being detected. Thus, a connected reliable M2M ecosystem can be established by ensuring a mobile fault-safety methodology. In this paper code was written using python and is readily made deployable using the pickle library. Graphs are plotted using matplotlib library.

5. MACHINE LEARNING MODEL

The k-means clustering was used using the DTW distance metric (DBA clustering) to the time serialized input parameters- temperature /pressures of the pistons/ vibration of the gear. The results shown here in fig1. are chiefly for the vibration data due to the reduced complexity of interpretation of the results of vibration. Similar tests have been performed by running the algorithm in other datasets too.

K-means algorithm was implemented as follows:

- Value of the number of clusters was decided on i.e., k=2 in this case (faulty and healthy).
- The cluster centroids for the k=2 clusters are randomly initialised.
- Assigning each object to the correct cluster centroids is done by computing the DTW distance between each particular object and the centroids then optimising by finding the nearest centroid to that data point from the serialized array.
- Computation of the newly formed cluster centroids by tallying the mean of all data points present in each cluster.
- If there is no datapoint that has modified its membership, the time series clustering process is finished. If not the steps from 3 and 5 are to be iterated over again.

DBA iteratively refines an average sequence and follows an expectation-maximization scheme.

Dynamic Time Warping (DTW) algorithm is used to find the distance parameter in time for the given sequence for time series k-means clustering. DTW algorithm can be implemented using the following equations:

\[ g(1,1) = d(1,1) \]  
\[ g(i, k) = \min \{ g(i - 1, k - 1) + d(i, k), g(i, k - 1) + d(i, k), g(i - 1, k) + d(i, k) \} \]  
\[ \text{Time Warping Window } k - r \leq i \leq k + r. \]
\[ D(A , B)= \frac{g(n, m)}{(n+m)} \]
This is the dynamic programming solution to the problem. $g(m,n)$ refers to the value of a point in the distance map. DTW Barycenter Averaging (DBA) hierarchical clustering algorithm is run post applying the dtw distance metric scheme. Clustering results in two separate waveforms of vibration. One that has centroid of the high frequency vibration, i.e., when the machine has gone faulty and the other that has centroid in the time series vibration data where the vibrations are of lesser intensity and can be compared with that which occurs in a healthy machine that is not subject to the wearing off process. Similarly, this algorithm can also be extended for temperature data with a few modifications to the hyperparameters. The scalable light weight model is easily deployed in the on-board controller of the machine system. AI controllers such as the Nvidia Jetson family boards show faster processing and improved result inference timings for this model and are also cheaper to upgrade for the machine system.

![DBA clustering resulting in a segregation between the much vibrating sequence (cluster2-faulty) as against the less vibrating sequence cluster 1 (healthy machine)](https://ssrn.com/abstract=3658251)

**Figure 1** DBA clustering resulting in a segregation between the much vibrating sequence (cluster2-faulty) as against the less vibrating sequence cluster 1 (healthy machine)
**Figure 2** k-means clustered temperature sequence with 50 data points. First graph shows the functional range (range of allowed fluctuations) and the second one shows the defective range (range of defective fluctuations).

**Figure 3** DBA clustered temperature sequence with 50 data points. First graph shows the functional range (range of allowed fluctuations) and the second one shows the defective range (range of defective fluctuations).
Figure 4 k-means clustered temperature sequence with 500 data points.

Figure 5 k-means clustered temperature sequence with 2205 data points.

Figure 5 clearly shows temperature fluctuations totally off range so that it causes the machine to dysfunction in the cluster 2 graph.

6. CONCLUSIONS
This paper thus brings to light the possible advantages of using a simple yet carefully modified algorithm, the k-means clustering approach along with a more strengthened formula of DBM clustering to understand time series behavior of machine parameters. This is the major step towards converting to a fully machine-driven ecosystem operated autonomously. In the context of autonomous systems, it is important to use the present behavior of the system to predict the health of the machine in a future time instance. This is effectively achieved using the lightweight AI model deployed and demonstrated in this paper. This model is highly scalable to unknown machine parameters that can be evolved in future even for
machines that haven't been invented yet. Even a quantum computer with its intrinsic complex circuitry and sub normal temperatures of operation would require heavy monitoring of its parameters. This approach promises a load-less way of seamlessly monitoring and reporting faults or impending failure of the machine part to the nearby control center. In a fully automated system, such a report can be directly linked to a fault treatment control system such as to enhance the coolant levels in case of overheating of the component. One of the major concerns however, is the intricacy of using this monitoring system in regions where the sensor/feedback controller itself cannot be deployed. But such cases are extremely rare as even the riskiest situations such as outer space systems have extensive sensor systems to report the fluctuations of parameters along with a feedback controller to rectify the erroneous situations.
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