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Abstract—In this paper, we study the information transmission problem under the distributed learning framework, where each worker node is merely permitted to transmit a $d$-dimensional statistic to improve learning results of the target node. Specifically, we evaluate the corresponding expected population risk (EPR) under the regime of large sample sizes. We prove that the performance can be enhanced since the transmitted statistics contribute to estimating the underlying distribution under the mean square error measured by the EPR norm matrix. Accordingly, the transmitted statistics correspond to the eigenvectors of this matrix, and the desired transmission allocates these eigenvectors among the statistics such that the EPR is minimal. Moreover, we provide the analytical solution of the desired statistics for single-node and two-node transmission, where a geometrical interpretation is given to explain the eigenvector selection. For the general case, an efficient algorithm that can output the allocation solution is developed based on the node partitions.

I. INTRODUCTION

Distributed learning has been an active research area focusing on solving learning tasks of different workers under the collaboration between each other [1]–[3]. This learning scheme allows the distributed workers to share some knowledge that enables them to collaboratively learn better models than learning individually. In this context, the communication cost is of significant importance as the worker nodes usually have power and bandwidth resource constraints in realistic applications [4]. On the other hand, the learning tasks are usually solved by iterative optimization steps, e.g., stochastic gradient descent (SGD) [5], which could involve iterative high-dimensional gradient message transmissions in a frequent manner and thus induce high communication overhead.

To alleviate this issue, recent works have studied the approaches of gradient compression, which focus on employing a low-precision and low-dimensional representation of the gradient vector [6]–[9]. Meanwhile, some other works employ multiple local learning steps before transmitting gradient to reduce the total communication rounds [10]–[12]. However, those methods should empirically strike a good balance between the model performance and the communication cost, and they did not consider the explicit constraint of communication bits. Therefore, designing the transmission approach with limited communication, i.e., revealing what statistics are required to be transmitted to the target one, is vital for taking full advantage of the distributed collaborative learning [13].

In this paper, we study the fundamental problem of information transmission in distributed learning under the information dimensionality constraint, where the setting is summarized as follows. Let $X$ be the random variable of data with domain $\mathcal{X}$. We consider that the distributed learning problem has $k+1$ worker nodes, namely node 0, node 1, ..., node $k$. For node $i$, we assume that $n_i$ training samples $\{x_i^{(j)}\}_{j=1}^{n_i}$ are i.i.d. generated from the universal distribution $P_{X_i}$, where $\hat{P}_X^{(i)}$ denotes the corresponding empirical distribution. In detail, the training process follows the empirical risk minimization (ERM) framework, where each node learns the parameter vector $\theta \in \mathbb{R}^D$ with respect to the loss function $l(x; \theta) \in \mathbb{R}$.

Without loss of generality, we take node 0 as the target. As shown in Figure 1, the distributed learning framework can achieve a better parameter vector for node 0 by the following collaboration mechanism. For all the remaining nodes, node $i$ ($i = 1, 2, \ldots, k$) transmits a $d$-dimensional statistic to node 0, which takes the empirical mean of some statistic function $f_i : \mathcal{X} \rightarrow \mathbb{R}^m$ of the samples, i.e., its form is $\sum_{j=1}^{n_i} f_i(x_j^{(i)}) = \sum_{x \in \mathcal{X}} \hat{P}_X^{(i)}(x) f_i(x)$. The restriction on the dimensionality is typically a communication constraint of fixed codeword length when each dimension uses fixed transmission bits.

The purpose of our work is to provide the expressions of the statistic functions $\{f_i(\cdot)\}_{i=1}^k$ such that the learning result $\hat{\theta}$ of node 0 performs best, where $\hat{\theta}$ can be recognized as a function of its individual samples and $\{\sum_{i=1}^{n_i} f_i(x_j^{(i)})\}_{i=1}^k$. Moreover, the performance is evaluated by the expected population risk (EPR), i.e., the desired statistic functions can be derived by

$$
\min_{\{f_i(\cdot)\}_{i=1}^k} \mathbb{E} \left[ \sum_{x \in \mathcal{X}} P_X(x) l(x; \hat{\theta}) \right],
$$

where the expectation is taken over the sampling process. In this paper, we consider the asymptotic regime that the sample size of each node is large, and the empirical distribution can be close to the underlying distribution with high probability. As a result, we demonstrate that the EPR can be recognized as a mean square error measured by the EPR norm matrix between...
the empirical and underlying distribution. As for the similar researches, most works concentrate on considering different but related performance measurements, including the direct mean square error of the desired parameters [14], [15] and divergences of the learned distribution [16].

Note that the empirical distribution can be regarded as a Gaussian vector under the asymptotic regime, whose covariance is inversely proportional to the sample size. Accordingly, we prove that the statistic functions \( f_i(x) \) correspond to the eigenvectors of the EPR norm matrix. Therefore, designing the optimal information transmission mechanism is transformed into an integer programming problem, which settles different eigenvectors to the positions of different statistic functions. Especially, we provide the analytical solutions of the cases when \( k = 1 \) and \( k = 2 \), where eigenvectors of the largest 2 eigenvalues are allocated and a geometric interpretation is given. Moreover, we demonstrate that the statistic functions of those nodes with more samples prefer the eigenvectors with larger eigenvalues. This conclusion leads to an algorithm based on the partition of the \( k \) nodes, which presents a computational complexity smaller than trivial methods.

Our framework and results differ from previous works in two ways: (1) previous works transmit the compressed gradient vectors in each round, while we transmit the low-dimensional statistics; (2) previous works involve iterative gradient transmissions, while our goal is to maximize the utility of collaboration between workers by one-shot communication. The contributions of this paper can be summarized as follows. Section II formulates this problem as estimating the population risk (EPR), which is defined as \([\text{cf. (1)}]\) the performance of this estimator is evaluated by the expected risk function follows

\[
\min_{\theta \in \Theta} \sum_{x \in \mathcal{X}} P_X(x) l(x; \theta).
\]

Consider that we learn the estimator \( \hat{\theta} \) for \( \theta^* \) with respect to \( Q_X \), which is typically the empirical distribution of the corresponding node when no knowledge is transferred from other nodes, i.e., let the learned estimator be

\[
\hat{\theta} = \arg \min_{\theta \in \Theta} \sum_{x \in \mathcal{X}} Q_X(x) l(x; \theta).
\]

The performance of this estimator is evaluated by the expected population risk (EPR), which is defined as \([\text{cf. (1)}]\)

\[
R(\theta) = E_{\theta} \left[ \sum_{x \in \mathcal{X}} P_X(x) l(x; \theta) \right] - \sum_{x \in \mathcal{X}} P_X(x) l(x; \theta^*),
\]

where the expectation is computed by the integral over the Gaussian density functions

\[
\exp \left( \frac{-1}{2} \frac{n_i}{n_i} \| \hat{\phi}_i - \phi^* \|^2 \right),
\]

and \( \sum_{x \in \mathcal{X}} P_X(x) l(x; \theta^*) \) (constant) is the EPR where the optimal parameter \( \theta^* \) is achieved. Based on this formulation, we have the following characterization of the EPR (8).
This characterization indicates that the purpose of our problem is to find the optimal estimation for \( \phi^* \) with its Gaussian observations under error (10), which can be seen as a mean square error measured by \( \bf{H} \).

When no knowledge is transferred from other nodes, node 0 takes \( \phi = \phi_0 \), which has the EPR (high order terms omitted)
\[
\frac{1}{2} \mathbb{E}_0 \left[ (\hat{\phi}_0 - \phi)^T \bf{H} (\hat{\phi}_0 - \phi) \right] = \operatorname{tr}(\bf{H})/2n_0.
\]

When \( \{x_i \in \mathcal{X} : f_i(x_i) \} \) are transmitted from other nodes, this paper could construct a smaller EPR than (12). Let \( \bf{F}_1 \triangleq \sqrt{P_X(1)f_i(1), \ldots, \sqrt{P_X(|\mathcal{X}|)}f_i(|\mathcal{X}|)} \in \mathbb{R}^{m \times |\mathcal{X}|} \) be the statistic function matrix and the statistic from node \( i \) can be written as \( \bf{F}_i \hat{\phi}_i \). Finally, the problem (1) comes into an optimization problem with two steps:

(i) provide the optimal estimator \( \hat{\phi} \) with respect to the empirical vector \( \hat{\phi}_0 \) and the statistics \( \{ \bf{F}_i \hat{\phi}_i \}_{i=1}^k \);

(ii) find the optimal \( \bf{F}_i \)'s such that the EPR is minimal.

Thus, the following formulation is given
\[
\min_{\{ \bf{F}_i \}_{i=1}^k} \min_{\hat{\phi} \in \hat{\phi}(\phi_0)\{ \bf{F}_i \hat{\phi}_i \}_{i=1}^k} \mathbb{E}_0 \left[ (\hat{\phi} - \phi^*)^T \bf{H} (\hat{\phi} - \phi^*) \right].
\]

### III. SCALAR TRANSMISSION

In this section, we provide the solution of problem (13) under a special case when each node only transmits a scalar to node 0, i.e., \( m = 1 \). In other word, the matrix \( \bf{F}_i \) is degenerated to a vector, which is denoted as \( \bf{u}_i^T \). This special case can be easily extended to the case when \( m > 1 \), and the result would be shown in Section IV.

First, we provide the solution for step (i). Let \( \hat{\phi}^* \) be the optimal estimator that minimizes the EPR
\[
\hat{\phi}^* = \arg \min_{\hat{\phi} \in \hat{\phi}(\phi_0)\{ \bf{u}_i^T \hat{\phi}_i \}_{i=1}^k} \mathbb{E}_0 \left[ (\hat{\phi} - \phi^*)^T \bf{H} (\hat{\phi} - \phi^*) \right],
\]
which is almost a non-Bayesian minimal mean square error (MMSE) estimation problem. Note that \( (\hat{\phi} - \phi^*)^T \bf{H} (\hat{\phi} - \phi^*) = || \bf{H}^\dagger (\hat{\phi} - \phi^*)||^2 \), where \( \bf{H}^\dagger \) satisfies \( \bf{H}^\dagger \bf{H} = \bf{H} \). Thus, problem (14) can be viewed as to find the MMSE estimator for the linearly transformed parameter \( \bf{H}^\dagger \hat{\phi}^* \). Note that it is easy to verify that the corresponding observations \( \bf{H}^\dagger \hat{\phi}^* \)'s are still Gaussian vectors. The typical method is to compute the maximum-likelihood estimator (MLE) and then prove its efficiency by the Cramer-Rao bound. The MLE \( \hat{\phi}_{\text{ML}} \) can be computed as follows
\[
\bf{H}^\dagger \hat{\phi}_{\text{ML}} = \arg \max_{\bf{H}^\dagger \hat{\phi}^*} \mathbb{P} (\hat{\phi}_0; \phi^*) \prod_{i=1}^k \mathbb{P} (\bf{u}_i^T \hat{\phi}_i; \phi^*),
\]

where the density function \( \mathbb{P} (\hat{\phi}_0; \phi^*) \) is defined in (9).

Accordingly, the expression of \( \hat{\phi}_{\text{ML}} \) is
\[
\hat{\phi}_{\text{ML}} = \left( n_0 \mathbf{I} + \sum_{i=1}^k n_i \frac{\bf{u}_i \mu_i}{\mu_i^T \mu_i} \right)^{-1} \left( n_0 \hat{\phi}_0 + \sum_{i=1}^k n_i \frac{\bf{u}_i \hat{\phi}_i}{\mu_i^T \mu_i} \right).
\]

Then, we have the following characterization of the optimal estimator \( \hat{\phi}^* \).

**Theorem 2.** The optimal estimator \( \hat{\phi}^* \) as defined in (14) takes the form of the MLE \( \hat{\phi}_{\text{ML}} \) as defined in (16).

The next step is to compute the corresponding EPR \( \mathbb{E}_0[|\hat{\phi}_{\text{ML}} - \phi^*|^2 \bf{H} (\hat{\phi}_{\text{ML}} - \phi^*)] \). Without loss of generality, we assume that the statistic functions satisfy \( \mu_i^2 = 1 \) \( (i = 1, 2, \cdots, k) \), and the step (ii) of problem (13) becomes
\[
\min_{\mu_i \in \mu_0} \operatorname{tr} \left[ \bf{H} \left(n_0 \mathbf{I} + \sum_{i=1}^k n_i \mu_i \mu_i^T \right)^{-1} \right]
\]
s.t. \( \mu_i^2 = 1 \).

The following theorem characterizes the property of the solution of this problem.

**Theorem 3.** Suppose that the eigenvalues and the corresponding eigenvectors of matrix \( \bf{H} \) as defined in Proposition 1 are \( \{ \lambda_j, \mathbf{v}_j \}_{j=1}^{|\mathcal{X}|} \), where \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_j \geq 0 \). Let \( \{ \mu_i \}_{i=1}^k \) be the optimal arguments of (17), and then
\[
\mu_i \in \{ \mathbf{v}_i, \mathbf{v}_2, \cdots, \mathbf{v}_j \}, \quad \forall i \in \{ 1, 2, \cdots, k \}.
\]

Theorem 3 indicates that the statistic design searches for the suitable eigenvectors such that the EPR is minimal. Let \( \{ c_i \}_{i=1}^k \) be the index set such that \( \mu_i = \mathbf{v}_{c_i} \), and then problem (17) becomes
\[
\min_{c_i \in \{ 1, 2, \cdots, |\mathcal{X}| \}} \sum_{j=1}^{|\mathcal{X}|} \lambda_j \frac{\mathbf{v}_i}{n_0 + \sum_{i=1}^k \mathbf{v}_i n_i},
\]

where \( \mathbf{v} \{ \cdot \} \) denotes the indicator function [18].

Note that problem (19) is an integer programming problem, which is typically NP-hard [19], and the analytical solution is hard to provide. However, we can still understand some properties of its solution and provide an efficient algorithm. Before presenting these results, we first show two simple cases of this problem, which could help achieve a geometrical understanding and interpretation. Specifically, when \( k = 0 \), the objective function of problem (19) gives \( \sum_{j=1}^{|\mathcal{X}|} \lambda_j / n_0 \), which is consistent with the result in (12).

**Proposition 4 (Single-node transmission).** When there is only one node for knowledge transmission, i.e., \( k = 1 \), problem (19) comes to
\[
\min_{c_1 \in \{ 1, 2, \cdots, |\mathcal{X}| \}} \frac{\lambda_{c_1}}{n_0 + n_1} + \sum_{j \neq c_1} \frac{\lambda_j}{n_0}.
\]

Let \( c_1^* \) be the solution of problem (20) and it is easy to verify that \( c_1^* = 1 \). Accordingly, the optimal statistic function \( \mu_1^* \) is the largest eigenvector \( \mathbf{v}_1 \) of matrix \( \bf{H} \).

A geometric explanation associated with this result can be depicted in Figure 2. Note that the case when \( k = 0 \) implies that the EPR (12) is the summation of the expected errors along all the eigenvectors of matrix \( \bf{H} \), which are proportional to the corresponding eigenvalues and inversely proportional to the sample size \( n_0 \). With the information contained in the
Then, problem (20) aims at finding the direction where the maximum error deduction is achieved, where obviously the direction of $v_1$ is the answer.

**Proposition 5** (Two-node transmission). When there are two nodes for knowledge transmission, i.e., $k = 2$, there exist two possible strategies

(a) **Statistic function** $\mu_1$ and $\mu_2$ select different directions; 
(b) **Statistic function** $\mu_1$ and $\mu_2$ select the same direction.

Then, problem (19) under these two strategies comes to

$$
\min_{c_1, c_2 \in \{1, 2, \ldots, |X|\}, c_1 \neq c_2} \frac{\lambda_{c_1}}{n_0 + n_1} + \frac{\lambda_{c_2}}{n_0 + n_2} + \sum_{j \neq c_1, c_2} \frac{\lambda_j}{n_0} \quad (21a)
$$

$$
\min_{c_1 \in \{1, 2, \ldots, |X|\}} \frac{\lambda_{c_1}}{n_0 + n_1 + n_2} + \sum_{j \neq c_1} \frac{\lambda_j}{n_0} \quad (21b)
$$

Without loss of generality, it could be assumed that $n_1 \geq n_2$. The solutions of problem (21a) and (21b) are easy to derive. For strategy (a), the direction of $\mu_1$ and $\mu_2$ shall be along $v_1$ and $v_2$, i.e., the optimal arguments are $c_1^* = 1$ and $c_2^* = 2$; for strategy (b), similar to Proposition 4, $c_1^* = 1$. Additionally, the corresponding EPRs are presented in the following.

$$
\frac{\lambda_1}{n_0 + n_1} + \frac{\lambda_2}{n_0 + n_2} + \sum_{j = 3}^{|X|} \frac{\lambda_j}{n_0} \quad (22a)
$$

$$
\frac{\lambda_1}{n_0 + n_1 + n_2} + \sum_{j = 2}^{|X|} \frac{\lambda_j}{n_0} \quad (22b)
$$

Depending on the relationship between the eigenvalues $\lambda_1$ and $\lambda_2$, the EPR of strategy (a) could be larger or smaller than strategy (b). Thus, the optimal statistic functions of the two nodes are decided by the following test.

$$
\lambda_1 \overset{\text{Strategy (b)}}{\geq} \frac{(n_0 + n_1)(n_0 + n_1 + n_2)}{n_0(n_2 + n_0)} \overset{\text{Strategy (a)}}{\leq} \lambda_2 \quad (23)
$$

A geometric explanation associated with this result can be depicted in Figure 3. When the largest eigenvalue $\lambda_1$ is sufficiently large, the additional information from $n_1$ samples of node 1 and $n_2$ samples of node 2 tends to reduce the population error along the same direction $v_1$, and otherwise the two nodes are allocated to different directions.

These two propositions imply that the information transmission corresponds to allocating different directions of eigenvectors to different worker nodes. For a general case $k \geq 2$, the allocation decision depends on the relationship between the eigenvalues of matrix $H$. As the most trivial way to solve this problem, we could try all possible $c_1, \ldots, c_k$ such that $c_i \in \{1, 2, \ldots, k\}$ (not the set $\{1, 2, \ldots, |X|\}$) since we at most reduce EPR along the direction of $v_k$ to achieve a larger EPR deduction), which contains $k^k$ possible allocations.

However, the complexity can be reduced by considering all possible strategies. As shown in Example 2, when $k = 2$, there could be $2^2$ possible allocations but only 2 possible strategies. Moreover, each strategy corresponds to a possible partition of the index set $\{1, \ldots, k\}$. For instance, strategy (a) and (b) in Example 2 corresponds to the partition $\{1\}$, $\{2\}$ and $\{1, 2\}$. In detail, let $T = \{t_1, \ldots, t_{|T|}\}$ be a partition of $\{1, \ldots, k\}$, and the corresponding strategy refers to that the correspondingly indexed statistic functions are the same eigenvector, i.e., for all the elements $a_1, \ldots, a_{|T|} \in t_i$, $\mu_{a_i} = \cdots = \mu_{a_{|T|}}$. Thus, given partition $T$, problem (19) becomes

$$
\min_{\{X_i\}_{i=1}^{|T|} \in \mathcal{P}(\{\lambda_{|X_i|}\}_{i=1}^{|T|})} \sum_{i=1}^{|T|} \frac{\lambda_{X_i}}{n_0 + \sum_{j \in t_i} n_j} + \sum_{i=|T|+1}^{|X|} \frac{\lambda_{X_i}}{n_0}, \quad (24)
$$

where $\mathcal{P}(\{\lambda_{|X_i|}\}_{i=1}^{|T|})$ denotes the set of all possible permutations of $\{\lambda_1, \ldots, \lambda_{|X|}\}$. The solution of problem (24) is given in the following theorem. Without loss of generality, we rank the elements of $T$ such that $\sum_{i \in t_1} n_i \geq \sum_{i \in t_2} n_i \geq \cdots \geq \sum_{i \in t_{|T|}} n_i$.

**Theorem 6.** Let $\{\lambda_i^*\}$ be the arguments that minimizing the objective of problem (24), and then $\lambda_i^* = \lambda_i$.

With Theorem 6, the solution of problem (19) lies in comparing the minimal EPRs for all possible partitions. Let $Q$ be the collection of all possible partitions of $\{1, 2, \ldots, k\}$. Such result can be summarized as Algorithm 1, whose outputs are the statistic functions as desired in problem (17). Moreover, the complexity of Algorithm 1 is the number of possible
Algorithm 1 Partition Searching Algorithm

1: **Input:** \( \{\lambda_i\}_{i=1}^{k}, \{v_{i}\}_{i=1}^{k}, \) and \( \{n_i\}_{i=1}^{k} \)
2: \( R \leftarrow \sum_{i=1}^{k} \frac{\lambda_i}{n_i} \), \( T_0 \leftarrow \emptyset \)
3: for \( T \in \mathcal{Q} \) do
4: \( \text{Sort } T \text{ s.t. } \sum_{i=1}^{T} n_i \geq \sum_{i=2}^{T} n_i \geq \cdots \geq \sum_{i=\lvert T \rvert+1}^{n_i} \)
5: \( R' \leftarrow \sum_{i=1}^{T} \frac{\lambda_i}{n_i} + \sum_{i=\lvert T \rvert+1}^{n_i} \frac{\lambda_i}{n_i} \)
6: if \( R' < R \) then
7: \( R \leftarrow R' \), \( T_0 \leftarrow T \)
8: end
9: for \( t_i \in T_0 \) do
10: for \( a \in t_i \) do
11: \( \mu_a \leftarrow v_a \)
12: end
13: end
14: return \( \{\mu_i\}_{i=1}^{k} \)

Algorithm 2 \( m \)-th Partition Searching Algorithm

1: **Input:** \( \{\lambda_i\}_{i=1}^{k}, \{v_{i}\}_{i=1}^{k}, \) and \( \{n_i\}_{i=1}^{k} \)
2: \( R \leftarrow \sum_{i=1}^{k} \frac{\lambda_i}{n_i} \), \( T_0 \leftarrow \emptyset \), \( F_i \leftarrow \emptyset \)
3: for \( T_m = \{t_1, \ldots, t_{\lvert T_m \rvert}\} \in \mathcal{Q}_m \) do
4: \( \text{Sort } T_m \text{ s.t. } \sum_{i=1}^{t_1} n_i \geq \sum_{i=2}^{t_1} n_i \geq \cdots \geq \sum_{i=\lvert T_m \rvert}^{n_i} \)
5: \( R' \leftarrow \sum_{i=1}^{T_m} \frac{\lambda_i}{n_i} + \sum_{i=\lvert T_m \rvert+1}^{n_i} \frac{\lambda_i}{n_i} \)
6: if \( R' < R \) then
7: \( R \leftarrow R' \), \( T_0 \leftarrow T \)
8: end
9: for \( t_i \in T_0 \) do
10: for \( a \in t_i \) do
11: \( F_a \leftarrow F_a \cup \{v_i\} \)
12: end
13: end
14: return \( \{F_i\}_{i=1}^{k} \)

of partitions of \( \{1, 2, \cdots, k\} \), which is called Bell number \([20]\), denoted as \( B_k \). It has been found that \( B_k \sim O\left(\left(\frac{k}{e}\right)^k\right) \) \([21]\), which can be smaller than the complexity \( O(k^k) \) of trivial methods.

IV. VECTOR TRANSMISSION

Similar to the procedures in Section III, we first provide the maximum likelihood estimator to solve step (i) of problem (13) as follows.

\[
\hat{\phi}_{\text{ML}} = \left( n_0I + \sum_{i=1}^{k} n_i F_i (F_i^T F_i)^{-1} F_i^T \right)^{-1} \left( n_0\hat{\phi}_0 + \sum_{i=1}^{k} F_i (F_i^T F_i)^{-1} F_i^T \hat{\phi}_i \right).
\]

(25)

The matrix \( F_i^T F_i \) is not singular here, and otherwise the statistic \( \hat{\phi}, F_i \) could be equivalent to a lower-dimensional one. We without loss of generality assume that \( F_i^T F_i = F_k^T F_k = I \), which comes from the fact that we can do the linear transformation \( F_i (F_i^T F_i)^{-\frac{1}{2}} \) for arbitrary \( F_i \). Let \( F_i = [\mu_i^{(1)}, \cdots, \mu_i^{(m)}] \), and then step (ii) of problem (13) becomes

\[
\min_{\{\mu_i^{(j)}\}_{j=1}^{m}} \text{tr} \left[ H \left( n_0I + \sum_{i=1}^{k} n_i \mu_i^{(j)} \mu_i^{(j)^T} \right) \right]^{-1}
\]

s.t. \( \mu_i^{(j)^T} \mu_i^{(j)} = I \{j = j'\} \)

(26)

Similar to Theorem 3, we have the following characterization of the results in problem (26).

Corollary 7. Let \( \{\mu_i^{(j)*}\}_{j=1}^{m} \) be the optimal solution of (26), and then

\[
\mu_i^{(j)*} \in \{v_1, v_2, \cdots, v_{|X|}\}, \forall i, j.
\]

(27)

Corollary 7 implies that problem (26) is still to allocate different directions of eigenvectors to the entries \( \mu_i^{(j)} \) of different statistic functions. Additionally, we can still find the optimal statistic functions according to an algorithm similar to Algorithm 1. The only difference lies in that for the case of scalar transmission, we consider the partition of the index set \( \{1, 2, \cdots, k\} \), where each index could appear once. For the case of vector transmission, we request each index appears \( m \) times, where the \( m \)-th partition is defined as follows.

Def 8. A \( m \)-th partition \( T_m \) of a set \( T \) satisfies (1) \( \emptyset \notin T_m \), (2) \( \cup_{A \in T_m} T = T \), and (3) for all \( t \in T \), \( \sum_{A \in T_m} 1 \{t \in A\} = m \).

Note that the standard partition in Section III can be viewed as the 1-th partition of set \( \{1, 2, \cdots, k\} \). With all these results, problem (13) can be solved by finding the optimal \( m \)-th partition of the index set \( \{1, \cdots, k\} \) \((m \geq k)\). The procedures can be summarized in Algorithm 2, where \( \mathcal{Q}_m \) be the collection of all possible \( m \)-th partitions of \( \{1, 2, \cdots, k\} \). The outputs \( \{F_i\}_{i=1}^{k} \) are the collections of required statistic function entries from \( k \) nodes, whose arrangement in row can be the solution of problem (13). Finally, the corresponding estimator for information vector \( \phi^* \) after knowledge transmission is as defined in (25).

V. CONCLUSION

This paper studies the information transmission problem in distributed learning, where the design of the transmitted statistics is related to a singular vector decomposition problem. Under the asymptotic regime, the desired method allocates eigenvectors of the EPR norm matrix \( H \) to different statistic functions in consideration of the sample sizes and the eigenvalues. Note that this paper provides a general operation approach, and designing corresponding concrete algorithms for model training could be an interesting future direction.
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