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1. Introduction

Folk theorems constitute a set of key results in the theory of discrete-time repeated games. These theorems state that the set of equilibrium payoffs expands to the set of all feasible and individually rational payoffs as players are increasingly patient. A central requirement for the standard folk theorem to hold is that profitable deviations from strategy profiles can be detected. Clearly, this is satisfied if players perfectly observe each other’s actions. When players observe only a public outcome with noise, players’ deviations need to be sufficiently identifiable, that is, deviations of different players can be statistically distinguished. Under suitable identifiability assumptions, Fudenberg et al. (1994) establish the folk theorem in these games of imperfect public information.

A continuous-time analogue to these important games of moral hazard has been introduced by Sannikov (2007). He studies a class of continuous-time games with two players, where the public signal is distorted by Brownian noise and players’ actions affect the drift rate of the signal. Rather than focusing on a folk theorem, Sannikov (2007) characterizes the set of pure strategy equilibrium payoffs via a differential equation of
its boundary $\partial \mathcal{E}_p(r)$ for any discount rate $r > 0$. His paper offers seminal insight into continuous-time games, but his techniques rely heavily on using an ordinary differential equation, which is only possible in two-player games.

The purpose of this paper is to prove the folk theorem in an extension of these games to any number of players. In the course of this, we have to construct continuous-time perfect public equilibria (PPE) that achieve nearly efficient payoffs. Our construction of equilibrium profiles resembles the iterative procedures of discrete time, in the sense that the equilibrium profiles are constructed using a local optimality condition on random time intervals $[0, \tau_1), [\tau_1, \tau_2), \ldots$ for a suitable increasing sequence of stopping times $(\tau_\ell)_{\ell \geq 0}$ with $\tau_\ell \to \infty$. Similarly to Fudenberg et al. (1994), the proof of the folk theorem can be summarized in the following two main steps:

Step 1. Under suitable identifiability conditions, any smooth closed set $\mathcal{W} \subseteq \text{int} \mathcal{V}^*$ is locally self-generating, that is, for any $w \in \mathcal{W}$, there exists a neighborhood $U_w$ and a discount rate $r_w$ such that any payoff $v \in U_w \cap \mathcal{W}$ is attained by the same enforceable strategy profile for any $r \in (0, r_w)$ with a continuation value that remains in $\mathcal{W}$ for a time interval $[\tau_\ell, \tau_{\ell+1})$ of positive length.

Step 2. For a sufficiently small discount rate, any compact locally self-generating set is self-generating, i.e., payoffs can be attained with a continuation value that remains in $\mathcal{W}$ forever.

In continuous-time games, the continuation value of a strategy profile is characterized by a stochastic differential equation (SDE) similar as in Sannikov (2007). Step 1 thus requires us to find a solution to an SDE that remains in $\mathcal{W}$ up to a suitable stopping time. The uniformity condition means that these solutions exist on a fixed probability space for the entire neighborhood $U_w$, that is, locally, these are strong solutions to the SDE. This is important when we concatenate these local solutions to a global solution in Step 2: by compactness of $\mathcal{W}$, we have to deal with only finitely many probability spaces and it is thus easy to define an enlarged probability space that contains the concatenation. However, requiring that these local solutions are strong solutions in the definition of local self-generation creates additional difficulties in proving Step 1, as the conditions for the existence of strong solutions are much more stringent than for weak solutions. Nevertheless, we are able to show that local self-generation holds under suitable identifiability conditions. These conditions are essentially the same as in discrete time, plus an additional condition to ensure that strong solutions exist in a neighborhood of coordinate payoffs, i.e., payoffs that maximize or minimize a player's payoff on $\mathcal{W}$.

Requiring strong solutions to the SDE in Step 1 above entails that the local strategy profiles are constant. The constructed equilibrium profiles are therefore constant on each of the intervals $[\tau_\ell, \tau_{\ell+1})$, which is a very desirable feature from both an implementation and an interpretation standpoint. Indeed, the finite variation property of the equilibrium profiles precludes strategies of unbounded oscillation, that is, agents do not switch actions infinitely often in finite time. Note also that agents adapt their strategies only at stopping times $(\tau_\ell)_{\ell \geq 0}$. This leads to the interpretation of a continuously repeated game as a discretely repeated game where the length of the periods is not fixed but random. Indeed, on each of these intervals of random length, equilibrium profiles are constant and the corresponding SDE has a strong solution. This is consistent with
discrete games, where the sampled random variable at time $t$ is necessarily fixed on the interval $[t, t + \Delta]$.

Our methods indicate that rather than approximating the continuous-time world by discrete-time models with fixed time intervals, one should consider approximations where the length of a period is random. This construction avoids the “chattering phenomenon” that arises in optimal control when passing from discrete to continuous time. In comparison, consider a discrete-time game where players observe cumulative outcomes of a diffusion process at fixed times $\Delta, 2\Delta, \ldots$. Because it is not possible to bound the change in the public signal with fixed times as it is with stopping times, strategy profiles in the limit as $\Delta \to 0$ will typically exhibit unbounded oscillation or one has to consider weaker forms of convergence as in Staudigl and Steg (2014). Thus, one can only obtain well implementable solutions in the above sense either by directly working in a continuous-time setting or by defining a suitable sequence of discrete games where the time periods are of random length.

Not only is this paper the first to formally model continuously repeated games with any finite number of players, but it is also the first paper to introduce continuous-time strategies in mixed actions in games of imperfect public monitoring and to establish the continuous-time analogue of Kuhn's theorem (realization equivalence of behavior strategies and mixed strategies). Additional results include a square-root law, establishing that changes in the discount rate $r$, the drift rate $m$, or the volatility $\sigma$ of the public signal do not affect the game as long as the informativeness of the signal relative to the players' discounting $\sigma^\top (\sigma \sigma^\top)^{-1} m / \sqrt{r}$ remains constant. This is similar in spirit to a square-root law that is obtained in Faingold and Sannikov (2011) and the news dependence of equilibria in Daley and Green (2012). In contrast to their results, however, we show that equilibrium strategies are transformed with a time change, and that the time-changed equilibria give rise to exactly the same path of the continuation values, at a different speed. Moreover, we show that public randomization can be used to move continuously over games within the same class of games when $\sigma^\top (\sigma \sigma^\top)^{-1} m / \sqrt{r}$ is increased. Together, these two results imply that $E(r)$ is monotonic in the discount rate if players have access to a public randomization device.

While we study directly the continuous-time situation rather than a discrete-time approximation, we briefly mention some recent literature on the connection between discrete and continuous time in relation to the folk theorem. Fudenberg and Levine (2007) analyze a specific example between one long-lived and one short-lived player, where efficient limit equilibria can be obtained as the length of the time period $\Delta$ shrinks to 0 if the long-lived player's actions affect the volatility of the Brownian signal. Sannikov and Skrzypacz (2010) consider games between two long-lived players, where the public signal has both a Brownian and a Poisson component, and players' actions affect the drift of the Brownian motion and the intensity of the Poisson jumps. Building upon the methods of Fudenberg et al. (1994), they show a folk theorem uniformly for small $\Delta$ and highlight the different impacts of Brownian and Poisson signals. Osório (2012) studies a model where players' actions incur pairwise identifiable jumps in the signal otherwise given by a Brownian motion. As $\Delta$ goes to 0, the signal becomes perfectly informative.
and a folk theorem is obtained. This is similar to discrete-time repeated games with perfect monitoring, where \( r \to 0 \) and \( \Delta \to 0 \) have the same effect.

The remainder of the paper is organized as follows. We introduce the continuous-time model with strategies in mixed actions in Section 2. Section 3 states and discusses our main results and highlights some of the similarities and differences between discrete and continuous time. The proofs of all main results are contained in Section 4. In Appendix A, we provide a mathematical framework for continuous-time strategies in mixed actions and prove the continuous-time analogue of Kuhn’s theorem. Similarly to discrete time, the role of mixing is to weaken the conditions under which the folk theorem holds. When players are restricted to pure strategies, the same techniques can be used to construct equilibrium profiles, but the conditions need to be strengthened as we explain in the supplementary file available on the journal website, http://econtheory.org/supp/1687/supplement.pdf. Appendix B shows how we use public randomization to prove monotonicity of the equilibrium payoff set in the discount rate. Finally, Appendices C and D contain proofs of auxiliary results.

2. The multiplayer setting

2.1 The model

We consider a multiplayer game, where agents \( i = 1, \ldots, n \) continuously take actions from the finite sets \( A^i \) at each moment of time \( t \in [0, \infty) \). Players may be allowed to mix their actions, in which case they continuously choose an element from \( \Delta(A^i) \), the set of distributions over \( A^i \). We denote by \( A = A^1 \times \cdots \times A^n \) and \( \Delta(A) = \Delta(A^1) \times \cdots \times \Delta(A^n) \) the spaces of pure and mixed action profiles, respectively. Agents cannot see their opponents’ actions and observe only the outcome of a public signal \( Y = \sigma Z \) instead, where the constant volatility matrix \( \sigma \in \mathbb{R}^{d \times k} \) is of rank \( d \) and \( Z \) is a \( k \)-dimensional Brownian motion on some probability space \((\Omega, \mathcal{F}, P)\). The arrival of public information is captured by the filtration \( \mathcal{F} = (\mathcal{F}_t)_{t \geq 0} \). It can be strictly larger than the filtration generated by \( Y \) to allow for public randomization, but this is not needed in our proof of the folk theorems.\(^1\)

**Definition 1.** A (public) behavior strategy of player \( i \) is an \( \mathcal{F} \)-progressively measurable stochastic process \( \mathcal{A}^i : \Omega \times [0, \infty) \to \Delta(A^i) \).

Distributions in \( \Delta(A^i) \) may be degenerate, so that behavior strategies contain pure strategies as special cases. A function \( m : A \to \mathbb{R}^d \) describes the impact that a chosen pure action profile has on the drift rate of the public signal. The drift rate is extended to any mixed action profile \( \alpha \in \Delta(A) \) by multilinearity, that is,

\[
\mu(\alpha) = \sum_{a \in A} m(a) \alpha^1(a^1) \cdots \alpha^n(a^n). \tag{1}
\]

\(^1\)In continuously repeated games it is currently unknown whether the PPE payoff set \( \mathcal{E}(r) \) is monotonic in the discount rate \( r \). Hence, even when the folk result applies, \( \mathcal{E}(r) \) may not expand monotonically to \( \mathcal{V}^* \) without public randomization. Using public randomization, we are able to show monotonicity of \( \mathcal{E}(r) \) with an appropriate time change; see Theorem 3.
The choice of a strategy profile affects the future distribution of the public signal through a change of the probability measure. This is the natural analogue to taking expectations under conditional distributions in discrete time; see, for example, Fudenberg et al. (1994, p. 1000). Strategy profile $A$ induces a family $Q^A_t = (Q^A_t)$ of probability measures, defined via its density process

$$
\frac{dQ^A_t}{dP} := \exp\left(\int_0^t \mu(As)\sigma^\top(\sigma\sigma^\top)^{-1}dY_s - \frac{1}{2} \int_0^t \mu(As)\sigma^\top(\sigma\sigma^\top)^{-1}\mu(As) ds\right), \tag{2}
$$

under which players observe the game when strategy profile $A$ is played. Under this family of probability measures, the public signal can be decomposed into

$$
Y = \int \mu(As) ds + \sigma Z^A,
$$

where $Z^A := Z - \int \sigma(\sigma\sigma^\top)^{-1}m(As) ds$ is a Brownian motion on $[0, t]$ under $Q^A_t$ by Girsanov’s theorem. That is, from the players’ perspective, the signal $Y$ consists of a drift term given by $\mu(A)$ and Brownian noise.

**Remark 1.** Because independence is always subject to a certain probability measure, a change of measure might affect the outcome of mixed actions. We assert in Lemma 14 that mixed actions remain unaffected by the change of measure in (2).

Anderson (1984) and Simon and Stinchcombe (1989) demonstrate that seemingly simple strategies need not necessarily lead to unique outcomes in continuous time. This is not a problem in our model because actions taken by agents do not immediately generate information. Indeed, since the normal distribution has unbounded support, any realization of the signal is possible after play of any strategy profile. Therefore, these are games of full-support public monitoring. Restricting attention to public strategies also means that the probability space can be identified with the path space of all publicly observable processes. For a realized path $\omega \in \Omega$, a pure strategy profile $A$ thus naturally leads to the unique outcome $A(\omega)$.2 This is analogous to discrete-time repeated games with full-support public monitoring; see Mailath and Samuelson (2006) for a thorough exposition of discrete-time games.

Players $i = 1, \ldots, n$ receive an expected flow payoff according to $g^i : A \rightarrow \mathbb{R}$ that depends on the action profile $a^{-i}$ of player $i$’s opponents only through $m(a)$.3,4 Again, $g^i$ is extended to mixed action profiles by multilinearity at all times.

---

2For nondegenerate behavior strategy profiles, the outcome of strategy profile $A$ additionally includes the outcome of players’ mixing. See Appendix A for the construction of a unified probability space on which these outcomes live.

3This is the most general payoff structure in continuous-time games of imperfect public information. Compare this to discrete-time repeated games, where players receive an expected instantaneous payoff $g'(A_t) = E_{Q^A_t}[f(A_t, Y)|F_t]$, where $Y = Y_{t+1} - Y_t$ is the change in the public signal. In continuous time, the infinitesimal change in the public signal $dY_t$ has drift $m(A_t) dt$ under $Q^A_t$.

4Because Brownian information can only be used to transfer value linearly, we need to impose an affine payoff structure $g^i(a) = b^i(a)m(a) - c^i(a)$ to show that Pareto-efficient payoffs are enforceable. This special payoff structure is used in Theorem 2, but not in our other main results. For pure strategy profiles,
Definition 2. Let $r > 0$ be a common discount rate. Player $i$'s discounted expected future payoff under a behavior strategy profile $A$ at time $t$ is given by
\[
W^i_t(A; r) := \int_t^\infty r^{-r(s-t)}E_{Q^A_t}[g^i(A_s)|\mathcal{F}_t] \, ds.
\] (3)

We will omit the argument $r$ when there is no chance of confusion. Because discounted expected future payoffs are normalized, $W_t(A)$ lies in the set of feasible payoffs $\mathcal{V} := \text{conv}\{g(a)|a \in A\}$ at all times $t \geq 0$ with probability 1.

Definition 3. A behavior strategy profile $A$ is a perfect public equilibrium (PPE) for discount rate $r$ if for every player $i = 1, \ldots, n$ and every $t \geq 0$, we have
\[
W^i_t(A; r) \geq W^i_t(\tilde{A}; r) \quad \text{a.s.}
\]
for all public behavior strategy profiles $\tilde{A}$ with $\tilde{A}^{-i} = A^{-i}$ a.e.\(^5\) We denote the set of payoffs achievable by perfect public equilibria by
\[
\mathcal{E}(r) := \{x \in \mathcal{V}|\text{there exists a PPE } A \text{ with } W_0(A; r) = x \text{ a.s.}\}.
\]
Similarly to discrete time, any player has a public best response to any public strategy profile of his opponents; see Lemma 15. Therefore, in a PPE, any player $i$ can ensure that his payoff rate dominates his minmax payoff
\[
v_i = \min_{\alpha^{-i}} \max_{a^i \in A^i} g^i(a^i, \alpha^{-i})
\]
at all times by myopically maximizing against his opponents’ strategy profile. Therefore, $\mathcal{E}(r) \subseteq \mathcal{V}^*$, where $\mathcal{V}^* := \{w \in \mathcal{V}|w^i \geq v^i \ \forall i\}$ denotes the set of feasible and individually rational payoffs.

2.2 Enforceable strategy profiles and self-generation

Definition 4. An action profile $\alpha$ is said to be enforceable if there exist sensitivities $\beta = (\beta^1, \ldots, \beta^n)^\top \in \mathbb{R}^{n \times d}$ to the public signal, such that for every player $i$, the sum of expected flow payoff $g^i(\alpha)$ and promised continuation rate $\beta^i \mu(\alpha)$ is maximized in $a^i$. That is, for $i = 1, \ldots, n$ and every $a^i \in A^i$,
\[
g^i(\alpha) + \beta^i \mu(\alpha) \geq g^i(a^i, \alpha^{-i}) + \beta^i \mu(a^i, \alpha^{-i}) \quad \text{a.s.}
\] (4)

this payoff structure is the same as in Sannikov (2007), and one can show that $W_t(A)$ is the $\mathcal{F}_t$-conditional expectation under some probability measure $Q^A_t$ of
\[
\int_t^\infty r^{-r(s-t)}(b^i(A^i_s), c^i(A^i_s)) \, ds.
\]

That is, $b^i$ is the sensitivity of player $i$'s payoff to the public signal and $c^i$ is a cost-of-effort function.

\(^5\)Because players maximize their discounted expected future payoff, deviations with time measure 0 or probability 0 are irrelevant. Therefore, two strategy profiles lead to the same continuation value if they are $P \otimes$ Lebesgue-a.e. the same.
A behavior strategy profile is **enforceable** if there exists a progressively measurable process \((\beta_t)_{t \geq 0}\) such that (4) is satisfied a.e.\(^6\)

It follows from (3) that the continuation game after time \(t\) is equivalent to the entire game. In discrete time, this feature gives rise to an iterative procedure over the time periods; in continuous time it leads to an SDE characterizing the infinitesimal change in the continuation value. The following lemma is the analogue of Theorem 1 in Sannikov (2007) adapted to the multiplayer setting with behavior strategies.

**Lemma 1.** For an \(n\)-dimensional process \(W\) and a behavior strategy profile \(A\), the following statements are equivalent:

(a) The process \(W\) is the discounted expected future payoff under \(A\).

(b) The process \(W\) is a bounded semimartingale that satisfies for \(i = 1, \ldots, n\) that

\[
dW^i_t = r(W^i_t - g^i(A_t))\, dt + r\beta^i_t(\sigma\, dZ_t - \mu(A_t)\, dt) + dM^i_t
\]

for a martingale \(M^i\) (strongly) orthogonal to \(\sigma Z\) with \(M^i_0 = 0\) and a progressively measurable process \(\beta^i\) with \(\mathbb{E}_{Q^A_t}[\int_0^T |\beta^i_t|^2\, dt] < \infty\) for all \(T \geq 0\).

Moreover, a behavior strategy profile \(A\) is a PPE if and only if \(\beta = (\beta^1, \ldots, \beta^n)^\top\) related to \(W(A)\) by (5) enforces \(A\).

**Definition 5.** A set \(W \subseteq \mathbb{R}^n\) is **self-generating** for discount rate \(r > 0\) if for every \(w \in W\) there exists a solution \((W, A, \beta, Z, M)\) to (5) such that \(\beta\) enforces \(A\), \(W_0 = w\) a.s., and \(W_\tau \in W\) a.s. for every stopping time \(\tau\).

**Lemma 2.** The set \(\mathcal{E}(r)\) is the largest bounded self-generating set.

This result is the equivalent of Theorem 1 in Abreu et al. (1990). It follows from Lemma 1 that any self-generating set is contained in \(\mathcal{E}(r)\). The idea for the proof of the converse is that a PPE is subgame perfect, hence \(W_t \in \mathcal{E}(r)\) a.s. since the continuation game is equivalent to the repeated game. For a formal proof one needs to deal with some measurability issues that we discuss in Section 4.1.

2.3 **Enforceability and identifiability**

The folk theorem will follow from Lemma 2 once we find suitable conditions, under which any smooth set \(W \subseteq \text{int} \, V^u\) is self-generating for a sufficiently small discount rate. This means that we need to construct enforceable strategy profiles whose continuation values do not escape \(W\). In this section we will motivate some necessary conditions for that to be possible. By examining (5), we see that on \(\partial W\), both of the following statements have to be satisfied:

\(^6\)It is enough to consider deviations to pure strategies, since any behavior strategy has a realization equivalent mixed strategy by Theorem 4, and a deviation to a mixed strategy can only be profitable if it has at least one profitable pure strategy in its support.
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\textbf{Figure 1.} At every point \( w \in \partial \mathcal{W} \), the tangential diffusion \( r \beta_t (\sigma \, dZ_t - \mu(\alpha) \, dt) \) leads to an outward-pointing drift of order \( r^2 \text{tr}(\beta \sigma \sigma^\top \beta^\top) \, dt \). For sufficiently small \( r \), this term is dominated by the inward-pointing drift \( r (W_t - g(A_t)) \, dt \).

(i) The drift points inward, that is, \( N_w^\top (g(\alpha) - w) > 0 \), where \( N_w \) is the outer-pointing normal vector at \( w \in \partial \mathcal{W} \).

(ii) The volatility is tangential to \( \mathcal{W} \).

Indeed, otherwise the continuation value would immediately escape \( \mathcal{W} \); see also \textbf{Figure 1}. The first condition translates to enforceability of action profiles with extremal payoffs. The second condition is achieved using enforceability on hyperplanes and the related concept of orthogonal enforceability.

\textbf{Definition 6.}

(i) Let \( T \in \mathbb{R}^{n \times (n-1)} \) be a matrix whose column vectors \( T_1, \ldots, T_{n-1} \) span the hyperplane \( H \subseteq \mathbb{R}^n \). An action profile \( \alpha \) is \textit{enforceable on the hyperplane} \( H \) if there exists a matrix \( B \in \mathbb{R}^{(n-1) \times d} \) such that \( \alpha \) is enforced by \( \beta = TB \).

(ii) Let \( N \) be a vector in \( \mathbb{R}^n \). A matrix \( \beta \in \mathbb{R}^{n \times d} \) \textit{enforces} \( \alpha \) \textit{orthogonal} to \( N \) if it enforces \( \alpha \) and satisfies \( N^\top \beta = 0 \).

Observe that the two notions of enforceability are equivalent, i.e., \( \alpha \) is enforceable on a hyperplane \( H \) if and only if it is enforceable orthogonal to the normal vector \( N \) of \( H \).\(^7\)

While enforceability on hyperplanes has the nice interpretation of transferring future value among players, it is often easier to work with the related concept of orthogonal enforceability because the normal vector to the smooth hypersurface \( \partial \mathcal{W} \) is unique. We distinguish two types of hyperplanes.

\textbf{Definition 7.} A hyperplane \( H \) is said to be \textit{coordinate} if it is orthogonal to a coordinate axis. A hyperplane \( H \) is \textit{regular} if it is not coordinate.

For an enforceable action profile \( \alpha \), the additional requirement to be enforceable on a coordinate hyperplane means that the corresponding player does not make any

\(^7\)Indeed, if \( \beta = TB \), then \( N^\top \beta = 0 \). Conversely, if \( N^\top \beta = 0 \), then all column vectors \( \beta_j \) lie in \( H \), which means they can be written as linear combinations of the \( T_j \). This is equivalent to \( \beta = TB \).
transfers. Indeed, the systems (4) have a solution with $\beta^i = 0$ if and only if $\alpha$ is a best response for player $i$. For ease of reference we state it as a lemma.

**Lemma 3.** An enforceable action profile $\alpha$ is enforceable on a hyperplane orthogonal to the $i$th coordinate axis if and only if $\alpha$ satisfies the best response property for player $i$, that is, $g^i(\alpha) \geq g^i(a^i, \alpha^{-i})$ for all $a^i \in A^i$.

For an action profile $\alpha$ to be enforceable on regular hyperplanes, players’ impacts on the distribution of the public signal need to be sufficiently identifiable. Let $M^i(\alpha)$ denote the $(d \times |A^i|)$-dimensional matrix, whose column vectors $\mu(a^i, \alpha^{-i}) - \mu(\alpha), a^i \in A^i$ are given by the impact on the drift rate of the public signal that player $i$’s deviation from $a^i$ to $a^i$ has. Observe that rank $M^i(\alpha) \leq |A^i| - 1$ since

$$\sum_{a^i \in A^i} \alpha^i(a^i)(\mu(a^i, \alpha^{-i}) - \mu(\alpha)) = 0$$

by multilinearity of $\mu$. Denote by $\Lambda^i(\alpha) := \text{span } M^i(\alpha)$ the space of all those possible impacts that player $i$’s deviations may have on the distribution of the public signal.

**Definition 8.**

(i) An action profile $\alpha$ has **individual full rank** for player $i$ if $M^i(\alpha)$ has rank $|A^i| - 1$. If this is true for every player $i = 1, \ldots, n$, then $\alpha$ has **individual full rank**.

(ii) An action profile $\alpha$ is said to have **pairwise full rank** for players $i$ and $j$ if the matrix $M^{ij}(\alpha) = [M^i(\alpha), M^j(\alpha)]$ has rank $|A^i| + |A^j| - 2$. An action profile has **pairwise full rank** if this is true for all pairs of players $j \neq i$.

(iii) A mixed action profile $\alpha$ is **pairwise identifiable** if for any two players $i$ and $j$,

$$\Lambda^i(\alpha) \cap \Lambda^j(\alpha) = \{0\}.$$

Having individual full rank implies that the system of inequalities (4) can be solved with equality, thus any action profile with individual full rank is enforceable; see Lemma 16 for details. Pairwise identifiability means that deviations of any two players lead to linearly independent impacts on the drift rate of the public signal. Therefore, deviations of any two players can be statistically distinguished. Finally, note that having pairwise full rank is equivalent to having individual full rank and pairwise identifiability.

The next result is the analogue of Lemma 5.5 in Fudenberg et al. (1994). The proof shows that under the assumption of pairwise identifiability, any two players’ incentives are isolated by an orthogonal decomposition. The proof also sheds some light on the source of the additional assumption of the continuous-time folk theorem.

**Lemma 4.** Suppose that an enforceable action profile $\alpha$ is pairwise identifiable. Then it is enforceable on all regular hyperplanes.
Proof. We show that \( \alpha \) is enforceable orthogonal to the normal vector \( N \) of the hyperplane. Because the hyperplane is regular, \( N \) has at least two nonzero entries and we will assume that these are the first two. Let \( \beta \in \mathbb{R}^{n \times d} \) enforce \( \alpha \). Pairwise identifiability implies that \( \mathbb{R}^d = (\Lambda^i(\alpha) \cap \Lambda^j(\alpha))^\perp = \Lambda^i(\alpha)^\perp + \Lambda^j(\alpha)^\perp \) for all \( i \neq j \), hence we can decompose \( \beta^i \) into \( \beta^i = \beta^{1-i} + \tilde{\beta}^i \), where \( \beta^{1-i} \perp \Lambda^i(\alpha) \) for all \( i \) and

\[
\tilde{\beta}^1 \perp \Lambda^2(\alpha) \quad \text{and} \quad \tilde{\beta}^i \perp \Lambda^i(\alpha), \quad i = 2, \ldots, n.
\]

Let \( G^i(\alpha) \) denote the row vector of losses \( g^i(\alpha) - g^i(\alpha', \alpha^{-i}) \) in player \( i \)'s expected flow payoff when he switches from \( \alpha_i \) to \( \alpha'_i \), so that \( \alpha \) is enforceable if and only if the inequality \( G^i(\alpha) \geq \beta^i M^i(\alpha) \) holds componentwise for every player \( i = 1, \ldots, n \). We construct a matrix \( B = (B^1, \ldots, B^n)^\top \) enforcing \( \alpha \) on the hyperplane \( H \) by setting

\[
B^1 = \tilde{\beta}^1 - \sum_{i=2}^n \frac{N_i^i}{N^1} \tilde{\beta}^i, \quad B^2 = \tilde{\beta}^2 - \frac{N_1^1}{N^2} \tilde{\beta}^1 \quad \text{and} \quad B^i = \tilde{\beta}^i, \quad i = 3, \ldots, n. \tag{6}
\]

Indeed, since \( \beta^{1-1} \) and \( \tilde{\beta}^2, \ldots, \tilde{\beta}^n \) are orthogonal to \( \Lambda^1(\alpha) \), it follows that

\[
B^1 M^1(\alpha) = \tilde{\beta}^1 M^1(\alpha) - \sum_{i=2}^n \frac{N_i^i}{N^1} \tilde{\beta}^i M^1(\alpha) = (\beta^1 - \beta^{1-1}) M^1(\alpha) \leq G^1(\alpha).
\]

The inequalities for players \( i = 2, \ldots, n \) are verified in the same manner. Finally, \( N^\top B = 0 \) by construction. \( \square \)

Lemmas 3 and 4 tell us how to construct incentives on any hyperplane as a function of the chosen action profile \( A_t \) and the normal vector \( N_{W_t} \).\(^8\) It follows from Itô’s formula applied to (5) that the tangential volatility leads to an outward-pointing drift of order \( r^2 \text{tr}(\beta \sigma \sigma^\top \beta^\top) \); see also Figure 1. Therefore, for \( W \) to remain in \( \mathcal{W} \) it is necessary that \( \beta \) is bounded, so that the outward-pointing drift is dominated by the inward-pointing drift \( r(W - g(A)) \) for \( r \) small enough. As we can see from (6), this may be tricky where the tangent hyperplane changes from being regular to coordinate. The following lemma states various conditions such that \( \beta \) is locally bounded. Since the construction in (6) is bounded where it is Lipschitz continuous, and we need Lipschitz continuity later on, we assert both properties. Observe that this issue does not exist in discrete time, since transitions are discrete and hence attained payoffs are always either coordinate or bounded away from being coordinate.

**Lemma 5.** Let \( N \in \mathbb{R}^n \setminus \{0\} \) and let \( \alpha \) be an enforceable action profile. Suppose that one of the following conditions holds true:

(i) The profile \( \alpha \) is pairwise identifiable and \( N \) is not parallel to any coordinate axis.

(ii) The profile \( \alpha \) is pairwise identifiable and enforceable orthogonal to \( N \).

---

\(^8\)To be precise, the normal vector at the point \( \pi(W_t) \) for a suitable projection \( \pi \) of \( \mathbb{R}^n \) onto \( \partial \mathcal{W} \).
(iii) The profile $\alpha$ is enforceable orthogonal to $e_i$ and $\alpha^i$ is a unique best response to $\alpha^{-i}$, that is, $\alpha^i = a^i$ for some $a^i \in \mathcal{A}^i$ and $g^i(a^i, \alpha^{-i}) > g^i(\bar{a}^i, \alpha^{-i})$ for every $\bar{a}^i \in \mathcal{A}^i \setminus \{a^i\}$.

(iv) The profile $\alpha$ is a static Nash equilibrium.

Then there exist a neighborhood $U_N$ of $N$ and a bounded, Lipschitz continuous map $\beta_\alpha : U_N \to \mathbb{R}^{n \times d}$ such that $\beta_\alpha(x)$ enforces $\alpha$ orthogonal to $x$.

3. Main results and discussion

3.1 The folk results

Let $\mathcal{A}^{(i)} \subseteq \mathcal{A}$ denote the pure action profiles that maximize player $i$’s payoff over $\mathcal{A}$. The continuous-time folk theorem differs from its discrete-time counterpart in the additional assumption that for every player $i$, one element of $\mathcal{A}^{(i)}$ and the minmax profile $\alpha^i$ against player $i$ are either pairwise identifiable or satisfy the unique best response property for player $i$.\footnote{To be precise, we need that an approximation of the minmax profile either is pairwise identifiable or has the unique best response property. While the unique best response property of the minmax profile carries over to approximations by linearity of the expectation, pairwise identifiability of the approximation requires pairwise full rank of all pure action profiles; see Lemma 18 for details.} While the argument in the previous section leaves open the question whether there exists a different construction of incentives that is bounded without these assumptions, we show in Section 3.3 that some form of identifiability condition is necessary when the unique best response property fails.

**Theorem 1 (Minmax folk theorem).** Suppose that the following conditions hold:

(i) Every pure action profile has individual full rank.

(ii) For every pair of players $i$ and $j$, there exists an action profile $\alpha_{ij}$ with pairwise full rank for these players.

(iii) For every player $i$, there exists an action profile $a^*_i \in \mathcal{A}^{(i)}$ that is either pairwise identifiable or satisfies the unique best response property for player $i$.

(iv) For every player $i$, best responses to the minmax profile $\alpha^{-i}$ are unique.

Then for any smooth set $\mathcal{W} \subseteq \mathcal{V}^*$, there exists a discount rate $\bar{r} > 0$ such that $\mathcal{W} \subseteq \mathcal{E}(r)$ for all $r \in (0, \bar{r})$.\footnote{A set $\mathcal{W}$ is called smooth if it is a closed and convex subset of $\mathbb{R}^n$ with nonempty interior and a twice differentiable boundary.}

Observe that the second condition is satisfied if there exists at least one pairwise identifiable pure action profile because then it has pairwise full rank by condition (i). A sufficient condition for the folk theorem to hold is that all pure action profiles have pairwise full rank. Then conditions (i), (ii), and (iii) are clearly fulfilled and the fourth condition can be circumvented by footnote 9. The condition that all pure action profiles have pairwise full rank is also sufficient to establish a folk theorem in pure strategies; see the Supplement for details.
If one is not interested in generating all payoffs in the interior of $V^*$, but only payoffs that dominate the payoff of a stage-game Nash equilibrium $\alpha_e$, we prove a weaker Nash-threat folk theorem similar to Theorem 6.1 in Fudenberg et al. (1994).

**Theorem 2** (Nash-threat folk theorem). Let $V^0$ be the convex hull of $g(\alpha_e)$ and the Pareto-efficient payoff vectors Pareto-dominating $g(\alpha_e)$. Suppose that either $g$ is affine in $m$ and every Pareto-efficient pure action profile is pairwise identifiable, or that following statements hold:

(i) For every pair of players $i$ and $j$, there exists at least one profile $\alpha_{ij}$ with pairwise full rank for that pair of players.

(ii) For every player $i$, there exists an enforceable action profile $a^i \in A(i)$ that is either pairwise identifiable or satisfies the best response property for player $i$.

Then for any smooth set $W \subseteq \text{int} V^0$, there exists a discount rate $\tilde{r} > 0$ such that $W \subseteq E(r)$ for all $r \in (0, \tilde{r})$.

Because pairwise identifiability of action profiles is essential for the folk result to hold, it is worth mentioning a special class of games where this assumption is always satisfied. A game is said to be of a product structure if the impacts of players’ deviations on the drift are orthogonal, that is, $\Lambda^i(a) \perp \Lambda^j(a)$ for all $i \neq j$ and all pure action profiles $a \in A$. Clearly, this implies pairwise identifiability of all pure action profiles. Therefore, a Nash-threat folk theorem holds for any game, in which Pareto-efficient action profiles are enforceable.

**Corollary 1.** Consider a game with a product structure such that $g$ is an affine function of $m$. For any smooth set $W \subseteq \text{int} V^0$, there exists a discount rate $\tilde{r} > 0$ such that $W \subseteq E(r)$ for all $r \in (0, \tilde{r})$.

Since pairwise identifiability and individual full rank are equivalent to having pairwise full rank, we obtain the minmax folk theorem for games with a product structure in the following form.

**Corollary 2.** Suppose that in a game with a product structure, every pure action profile has individual full rank. Then for any smooth set $W \subseteq \text{int} V^*$, there exists a discount rate $\tilde{r} > 0$ such that $W \subseteq E(r)$ for all $r \in (0, \tilde{r})$.

The special case of these corollaries, where $n = 2$ players are restricted to pure strategies, has already been established in Sannikov (2007) as a consequence of his precise characterization of $\partial E_p(r)$.

### 3.2 Monotonicity of $E(r)$

In this class of continuously repeated games it is currently unknown whether the PPE payoff set is monotonic in the discount rate $r$ without public randomization. Therefore,
\( E(r) \) may not expand monotonically to \( V^* \) even when the folk theorems apply. We elaborate in this section on how players can use public randomization to achieve payoffs also under any smaller discount rate.

Previously, the drift function \( m \) and the volatility \( \sigma \) were fixed. In this section and Appendix B we will view the PPE payoff set \( E(r/m, \sigma) \) as an object depending on all three game primitives. The following square-root law tells us that scaling the discount rate by \( \lambda \) has the same effect on equilibrium payoffs as dividing the signal-to-noise ratio \( \sigma^\top(\sigma\sigma^\top)^{-1}m \) by \( \sqrt{\lambda} \). This result is similar in spirit to Corollary 1 in Faingold and Sannikov (2011), where a square-root law is obtained for continuous-time games between one long-lived player and a continuum of short-lived players.

**Lemma 6.** Let \( \tilde{m} : A \to \mathbb{R}^d \) and \( \tilde{\sigma} \in \mathbb{R}^{d\times k} \) be such that \( \tilde{\sigma}\tilde{\sigma}^\top \) is invertible and \( \tilde{\sigma}^\top(\tilde{\sigma}\tilde{\sigma}^\top)^{-1}\tilde{m} = \sqrt{\lambda}\sigma^\top(\sigma\sigma^\top)^{-1}m \) for some \( \lambda > 0 \). Then a strategy profile \( A \) is a PPE for the game primitives \( (r, m, \sigma) \) if and only if \( (A_{\lambda t})_{t \geq 0} \) is a PPE with respect to the game primitives \( (\lambda r, \tilde{m}, \tilde{\sigma}) \). Moreover, for every \( t \geq 0 \),

\[ \tilde{W}_t((A_{\lambda t})_{t \geq 0}; \lambda r, \tilde{m}, \tilde{\sigma}) = W_{\lambda t}(A; r, m, \sigma) \quad \text{a.s.}, \tag{7} \]

where \( \tilde{W} \) is the discounted expected future payoff with respect to the time-changed filtration \( (\mathcal{F}_{\lambda t})_{t \geq 0} \). In particular, the equilibrium payoff set depends on \( (r, m, \sigma) \) only through the ratio \( \sigma^\top(\sigma\sigma^\top)^{-1}m/\sqrt{\lambda} \).

For \( \lambda = 1 \), the result says that the continuation value depends on \( m \) and \( \sigma \) only through the informativeness of the signal, the signal-to-noise-ratio \( \sigma^\top(\sigma\sigma^\top)^{-1}m \). This is very intuitive since the induced probability measure in (2) depends on \( m \) and \( \sigma \) only through that quantity. Therefore, such a transformation leads to the same distribution over possible signals. For \( \lambda < 1 \), Lemma 6 says that players becoming more patient has the same effect as increasing the informativeness of the signal. As time becomes less valuable to the players, a longer interval of observations of the public signal becomes available at the same cost, hence players can better estimate \( m \). Observe that we consider players as being more patient when their discount rate is lower simply because they value future payoffs more. In this class of games, being more patient can be taken very literally, by executing the same strategy profile at a slower speed. Similarly for \( \lambda > 1 \), players being less patient has the same effect on the game as a decrease in the informativeness of the signal. Observe that for any value of \( \lambda \), the same action profiles are enforceable since \( \tilde{m} \) is an invertible linear transformation of \( m \). Therefore, (4) is solvable for \( m \) if and only if it is solvable for \( \tilde{m} \).

The quantity \( \gamma = \sigma^\top(\sigma\sigma^\top)^{-1}m/\sqrt{\lambda} \) is a measure of the informativeness of the public signal adjusted for the patience of players. It follows from (7) at time 0 that the equilibrium payoff set depends on the game primitives \( (r, m, \sigma) \) only through \( \gamma \). This is similar to Daley and Green (2012), where the quality of news, a quantity corresponding to \( \gamma^\top\gamma \), plays a central role in the equilibrium analysis. When the signal becomes more informative relative to players’ discounting, that is, \( \hat{\gamma} \geq \gamma \) in every component, the following result establishes that a PPE \( A \) for \( \gamma \) can be transformed to a PPE \( \hat{A} \) for \( \hat{\gamma} \) by adding noise through public randomization.
Theorem 3. Let $A$ be a PPE with respect to $(r, m, \sigma)$. Let $\hat{\mathbb{F}} = (\hat{\mathcal{F}}_t)_{t \geq 0}$ denote the filtration generated by the public filtration $\mathbb{F}$ and the addition of a public randomization device. Denote by $\hat{W}_t(\cdot)$ the discounted expected future payoff conditional on $\hat{\mathcal{F}}_t$. Then by using the public randomization suitably, $A$ can be transformed to a PPE $\hat{A}$ for different game parameters in the following cases:

(a) For any symmetric $\Lambda \in \mathbb{R}^{d \times d}$ with eigenvalues in $[-1, 1]$ such that $\ker(\sigma\Lambda) = \ker(\sigma)$, there exists a PPE $\hat{A}$, differing from $A$ only through public randomization, with $\hat{W}_t(\hat{A}; r, m, \sigma) = W_t(A; r, m, \sigma)$ a.s.

(b) For any symmetric $\Lambda \in \mathbb{R}^{d \times d}$ with eigenvalues in $[-1, 1] \setminus \{0\}$ such that $\Lambda\sigma\sigma^\top = \sigma\sigma^\top \Lambda$, there exists a PPE $\hat{A}$, differing from $A$ only through public randomization, with $\hat{W}_t(\hat{A}; r, \Lambda^{-1}m, \sigma) = W_t(A; r, m, \sigma) = W_t(A; r, m, \sigma)$ a.s.

(c) For any $\lambda \in (0, 1)$, there exists a PPE $\hat{A}$, differing from $(A_{\lambda})_{t \geq 0}$ only through public randomization, with $\hat{W}_t(\hat{A}; \lambda r, m, \sigma) = W_t(A; r, m, \sigma)$ a.s.

This is a remarkable result because public randomization allows one to transform PPE continuously over games with a higher quality of the signal, achieving exactly the same path of continuation values. An equivalent result does not hold in discrete time.\footnote{Even though an equivalent result to our Theorem 3 does not hold in discrete time, one can still observe the time change in (c). Section 6 of Abreu et al. (1990) or, equivalently, equation (4.2) in Fudenberg et al. (1994), shows how the continuation value $u$ of the public signal $S$ has to be adjusted to decompose the same payoff $u$ when the discount factor changes from $\delta_1$ to $\delta_2 \in (\delta_1, 1)$. Namely,

\[ u(Y; \delta_2) = (1 - \lambda)u + \lambda u(Y; \delta_1) + (1 - \lambda)(1 - \delta_1)g(a) + (\lambda + (1 - \lambda)\delta_1)u(Y; \delta_1), \]

where $\lambda = \delta_1(1 - \delta_2)/(\delta_2(1 - \delta_1)) \in (0, 1)$. Observe that $u(Y; \delta_2)$ is a convex combination of $u(Y; \delta_1)$ and the current payoff $g(a)$. This can be interpreted that time moves more slowly because the current-period payoff lags into the continuation payoff. At the same time, the current-period action profile remains unchanged, which is consistent with a slower play of the same strategy profile.}

Corollary 3. If players have access to a public randomization device, then it follows that $\hat{\mathcal{E}}(r) \subseteq \mathcal{E}(r')$ for any $0 < r' < r$.

3.3 Motivation for the proof of the folk theorem

In this section we highlight some of the differences and similarities between the proofs of the folk theorem in discrete and continuous time. In this motivation, some technical details are omitted; see Section 4 for the full proof. In both discrete and continuous
time, the folk theorem is established by showing that any smooth set \( \mathcal{W} \subseteq \text{int} \mathcal{V}^\ast \) is self-generating for a sufficiently small discount rate \( r \) and therefore has to be a subset of the PPE payoff set by Lemma 2. To show that \( \mathcal{W} \) is self-generating, we construct equilibrium strategies with continuation values in \( \mathcal{W} \) in the following steps:

Step 1. For any payoff \( w \in \mathcal{W} \), there exists an enforceable strategy profile \( A^w \) with initial payoff \( w \) and continuation value in \( \mathcal{W} \) for a short but positive amount of time \( \tau_w \). The discount rate \( r_w \) may depend on the payoff \( w \).

Step 2. There exist a neighborhood \( U_w \) of \( w \) and \( \tilde{r} > 0 \) such that for any \( r \in (0, \tilde{r}) \), the time \( \tau \) and the strategy profile \( A \) can be chosen uniformly across \( U_w \).

Step 3. By compactness we can concatenate these local solutions to a global solution.

In both discrete and continuous time, payoffs in the interior of \( \mathcal{W} \) are attainable by a static Nash equilibrium for a sufficiently low discount rate. We will thus focus on payoffs \( w \in \partial \mathcal{W} \) in this motivation.

Step 1. In discrete time, Fudenberg et al. (1994) decompose any payoff \( w \in \partial \mathcal{W} \) into a current-period payoff \( g(\alpha) \) outside of \( \mathcal{W} \) and a continuation promise in the interior of \( \mathcal{W} \). In their decomposition, the continuation promise is parallel to the tangent hyperplane \( S_w \) at \( w \), that is, \( \alpha \) is enforceable on \( S_w \); see also Figure 2. A payoff set \( \mathcal{W} \) is called decomposable on tangent hyperplanes if such a decomposition is possible for any \( w \in \partial \mathcal{W} \), which is sufficient for \( \mathcal{W} \) to be self-generating in discrete time.

As we mentioned in Section 2.3, in continuous time it is not enough that action profile \( \alpha \) is enforceable on \( S_w \) only. Instead, \( \alpha \) has to be enforceable on all nearby hyperplanes so that the movement of the continuation value can be continuously adjusted to follow \( \partial \mathcal{W} \). For self-generation in continuous time, a payoff set \( \mathcal{W} \) has to be uniformly decomposable on tangent hyperplanes, that is, for any \( w \in \partial \mathcal{W} \), there exists an enforceable action profile \( \alpha \) with \( g(\alpha) \) strictly separated from \( \mathcal{W} \) by \( S_w \) so that \( (\alpha, N_w) \) satisfies one of the four conditions of Lemma 5, where \( N_w \) is the unique outer-pointing normal vector to \( \partial \mathcal{W} \) at \( w \). Then \( w \mapsto \beta^w \) is locally Lipschitz continuous on \( \partial \mathcal{W} \), i.e., if an action profile is enforceable on a given hyperplane, then it can be enforced on nearby hyperplanes without changing the volatility significantly. Indeed, since \( \mathcal{W} \) is smooth, \( w \mapsto N_w \).
is Lipschitz continuous, hence the concatenation with the locally Lipschitz continuous map from Lemma 5 is Lipschitz continuous on a suitable neighborhood $U_w$ of $w$. It is for this difference that the continuous-time folk theorem has the additional conditions (iii) and (iv).\textsuperscript{13} The stopping time $\tau_w$ can be chosen as the time when the conditions of Lemma 5 are no longer satisfied, i.e., $\tau_w = \inf\{t \geq 0 | W^w_t \notin B_{\varepsilon}(w)\}$ for a suitable $\varepsilon > 0$.

Step 2. Because continuation payoffs are strictly separated from the hyperplane $S_w$ in discrete time, it is possible to decompose payoffs $v$ close enough to $w$ on a translate to $S_w$ by moving the continuations by a small (and constant) amount; see also Figure 2. Because the variance of the continuation payoff is decreasing in $\varepsilon$, any payoff decomposable for $\tilde{\delta}$ is also decomposable for $\delta \in (\tilde{\delta}, 1)$ by convexity of $\mathcal{W}$.

In continuous time, payoffs $v \in U_w$ close to $w$ can be decomposed by the same action profile $\alpha$ and Lipschitz continuous function $v \mapsto \beta^v_{\varepsilon}$ for sufficiently small $\varepsilon$ by uniform decomposability. The main difficulty in this step is to ensure that the stopping times $\tau_v$ are uniformly bounded from below by a strictly positive stopping time, that is, $\inf_{v \in U_w} \tau_v > 0$ a.s. For this step it is important that the SDE (5) locally admits a strong solution so that the probability space $\Omega$ and the Brownian motion $Z$ can be fixed on the entire neighborhood $U_w$. We show that the SDE is “sufficiently nice” so that solutions $W^v$ to (5) with initial value $v \in U_w$ have the continuous flow property, that is, $v \mapsto W^v$ is continuous for almost every $\omega \in \Omega$. This implies that $\inf_{v \in U_w} \tau_v > 0$ a.s. if $U_w$ is sufficiently small; see the proof of Lemma 9 for details.

Step 3. The neighborhoods in Step 2 form an open cover of $\mathcal{W}$, hence by compactness, there exists a finite subcover $\mathcal{U} = \{U_1, \ldots, U_N\}$. It follows that $\tau_{\mathcal{U}} := \min_{U \in \mathcal{U}} \tau_U$ is strictly positive. In discrete time, the action profiles found in the one-period decomposition are concatenated at every step to form an enforceable strategy profile with continuations that remain in $\mathcal{W}$ forever.

In continuous time, we also take the minimum over the stopping times, i.e., we set $\tau_{\mathcal{U}} := \min_{U \in \mathcal{U}} \tau_U$, which is strictly positive almost surely. For this step it is crucial again that (5) locally admits strong solutions, so that we have to deal with only finitely many

\textsuperscript{13}In some games, slightly weaker conditions for enforceability on coordinate hyperplanes may be sufficient. However, if $\alpha$ does not have the unique best response property for player $i$, then some sort of identifiability conditions has to be satisfied for all deviations $a' \in A'$ with $g'(a', \alpha^{-i}) = g'(\alpha)$ to ensure enforceability on hyperplanes infinitesimally close to being coordinate. Indeed, let $j \neq i$ be a player for whom $a'$ is not a best response to $\alpha^{-i}$. Any neighborhood of $e_i$ contains vectors $N(e) := e e_j + \sqrt{1 - e^2} e_i$ for $e$ arbitrarily close to zero. From $N(e)^T \beta(e) = 0$ it follows that

$$\beta'(e) = \frac{-e}{\sqrt{1 - e^2}} \beta'(e).$$

For $a' \in A'$ with $g'(a', \alpha^{-i}) - g'(\alpha) = \delta > 0$, enforceability implies $\beta'(e)(\mu(a') - \mu(a, \alpha^{-i})) \geq \delta$ and hence $\beta'(e)$ is not orthogonal to $\mu(a) - \mu(a', \alpha^{-i})$ for any $e$ close enough to zero. The enforceability condition for player $i$, imposes

$$0 \leq e \beta'(e)(\mu(a', \alpha^{-i}) - \mu(a)).$$

It follows that either the right hand side is identically zero, that is, $\beta'(e)$ is orthogonal to $\mu(a', \alpha^{-i}) - \mu(a)$, or $\beta'(e)(\mu(a', \alpha^{-i}) - \mu(a))$ takes opposite signs for positive and negative $e$, respectively. Both imply that $\mu(a', \alpha^{-i}) - \mu(a)$ is linearly independent of $\mu(a', \alpha^{-i}) - \mu(a)$. That is, some sort of identifiability condition has to be satisfied.
probability spaces and filtrations. These can be enlarged at the beginning of the concatenation to contain all the necessary information. Therefore, $\tau_\ell$ is indeed a stopping time, i.e., is measurable with respect to the enlarged filtration. Observe that $\tau_\ell$ depends on the specific subcover $\mathcal{U}$ that is chosen. By construction, the stopping time $\tau_\ell$ is a functional of the public signal such that the continuation value $W^v$ does not escape $\mathcal{W}$ on $[0, \tau_\ell]$ regardless of the starting value $v$. Since $W^v_{\tau_\ell}\in \mathcal{W}$, we use the same procedure to find a solution to (5) on $[\tau_\ell, \tau_{\ell,2}]$ starting at $W^v_{\tau_\ell}$, where $\tau_{\ell,2} - \tau_\ell$ is independent of $\tau_\ell$ and identically distributed as $\tau_\ell$ by independence and stationarity of the increments of Brownian motion.

An iteration of this procedure leads to a sequence of stopping times $(\tau_{\ell,\ell})_{\ell\geq 0}$ and solutions $(W^\ell, A^\ell, \beta^\ell, Z^\ell)_{\ell\geq 0}$ to (5) on $[\tau_{\ell,\ell}, \tau_{\ell,\ell+1})$ such that $\tau_{\ell,\ell+1} - \tau_{\ell,\ell}$ are independent and identically distributed (i.i.d.) as $\tau_\ell$. This implies $\tau_{\ell,\ell} \to \infty$ a.s. Indeed, any sequence $(\tau_{\ell,\ell})_{\ell\geq 0}$ of random variables with strictly positive and i.i.d. increments $\tau_{\ell,\ell+1} - \tau_{\ell,\ell}$ diverges to $\infty$ a.s. by the strong law of large numbers; see Lemma 11 for details. Therefore, a countable concatenation of the solutions $(W^\ell, A^\ell, \beta^\ell, Z^\ell)$ to (5) yields a solution on $[0, \infty)$. This shows that $\mathcal{W}$ is self-generating and hence $\mathcal{W} \subseteq \mathcal{E}(\tau)$. Observe that the global solution is only a weak solution to (5) because the underlying Brownian motion was also concatenated at $\tau_{\ell,\ell}$, depending on what element of the cover $W^v_{\tau_{\ell,\ell}}$ fell into; hence the Brownian motion cannot be fixed a priori. We elaborate on some technical difficulties that arise with weak solutions in Section 4.1.

3.4 Finite-variation property of equilibrium profiles

Because the constructed equilibrium profiles are concatenations of locally constant strategy profiles at i.i.d. copies of a positive stopping time $\tau_{\ell,\ell}$, the resulting equilibrium profiles exhibit finitely many changes on every finite time interval. This is a very desirable feature for implementation because it seems unrealistic that agents can adapt their strategy profiles arbitrarily often. In this section, we present an example of such a strategy profile and compare it to the techniques used in Sannikov (2007). Consider the two-player partnership example of Section 2 in Sannikov (2007), reproduced in Figure 3 for the sake of exposition. To illustrate that the finite-variation property does not depend on the players’ ability of mixing, we restrict the example to pure strategies.

Figure 3 shows a possible cover for a smooth payoff set $\mathcal{W}$ in the interior of $\mathcal{V}^*$, such that on each element of the cover, the SDE (5) admits a strong solution. To ensure that the stopping times can be chosen strictly positive uniformly on each element of the cover, payoffs in a band of width $\varepsilon$ around the element of the cover need to be decomposable with respect to the same pure action profile. The strategy profile is changed only when the continuation value leaves this band, ensuring that the strategy profile remains constant for a small but positive amount of time.$^{15}$

$^{14}$We omit mentioning $M^\ell$ as a part of the solution because $M^\ell \equiv 0$ in a strong solution to (5).

$^{15}$The stopping times $\tau_{\ell,\ell}$ constructed in the proof are functionals of the signal such that the continuation value would not escape the band of width $\varepsilon$ if it were to start at any point of any neighborhood. For all practical purposes (including this example), one may think of these times as the times $\tilde{\tau}_{\ell}$ at which the continuation value leaves the band of width $\varepsilon$ around $U_{W_{\tau_{\ell,\ell}}}$. Because $\tilde{\tau}_{\ell} \geq \tau_{\ell,\ell}$ a.s. for any $\ell$, the concatenation still extends to $\infty$. 
Figure 3. The matrix of static payoffs \((w_1, w_2)\) is shown to the left, and the right panel shows a cover of \(\partial W\) (bold black line) into four overlapping sets (solid lines in gray scale), such that payoffs in a band of width \(\varepsilon\) around the sets (dashed lines in gray scale) can be decomposed with respect to the same pure action profile for discount rate \(r = 0.1\). The cover of \(W\) is completed by playing the static Nash equilibrium in the interior of \(W\). Also depicted is \(\partial E_p(0.1)\) (thin black line) constructed with the techniques in Sannikov (2007).

In comparison, the construction of equilibrium profiles in Sannikov (2007) works even on the boundary \(\partial E_p(r)\), where the constructed strategy profiles are constant up to a finite number of “switching points.” However, due to unbounded variation of Brownian motion, the players will switch between action profiles an infinite number of times during a finite time interval when the continuation value crosses a switching point; see also Figure 4. While our approach of constructing equilibrium profiles is more general in the sense that it is applicable to any finite number of players, this example shows that it can have advantages even in two-player games.

If players are not restricted to pure strategies, the realizations of their strategies are drawn continuously. Therefore, players switch actions infinitely often on finite time intervals even for constant (but mixed) strategy profiles. However, mixing is done individually for each player, and because of the multilinearity in (1), the public signal is not affected by the different realizations of a player’s mixed action as long as his strategy profile remains constant. The strategies of a player’s opponents are therefore not affected by the realizations of his mixed strategy; hence a change of actions within a constant strategy profile is a less complicated operation than a change of strategy profile. Moreover, because \(m\) and \(g\) are extended to mixed action profiles by multilinearity, continuous-time mixing may be interpreted as a division of effort among the pure actions in its support. This is a common formulation in continuous-time games of strategic experimentation; see, for example, Bolton and Harris (1999) and Keller and Rady (2010).
Figure 4. The left panel shows the simulation of the continuation value of a PPE in a zoom-in of Figure 3. Lines in light gray, dark gray, and black mean that action profiles \((1, 1), (0, 1),\) and \((0, 0)\), respectively, are played; see Figure O.1 in the Supplement for a colored version. When the continuation value leaves the band around the cover of \(\partial \mathcal{W}\), the static Nash equilibrium is played until the boundary of \(\mathcal{W}\) is reached. The upper right panel shows the corresponding strategy profile. The lower right panel shows a strategy profile constructed with the techniques in Sannikov (2007) with unbounded variation when the continuation value crosses the switching point \(S\) (left panel).

4. Proofs of the main results

4.1 Weak definition of \(E(r)\) and self-generation

In Section 2.1 we introduced our main object of study, the set \(E(r)\) of payoffs that are achievable by public perfect equilibria. For the proof of our results it is necessary to elaborate on what it means for a payoff \(x \in \mathcal{V}\) to be achieved by some PPE \(A\). As we outlined in Section 3.3, we will construct weak solutions to the SDE (5) achieving \(x\). This means that the public signal, the filtrations, and the whole probability space may depend on \(x\). We arrive at the specification

\[
E(r) := \left\{ x \in \mathcal{V} \left| \begin{array}{l}
\text{there exists } (\Omega, \mathcal{F}, \mathcal{F}, P) \text{ containing an } (\mathcal{F}, P) \text{ Brownian motion } Z \text{ and a PPE } A \text{ with } W_0(A) = x \text{ P-a.s.}
\end{array} \right. \right\}.
\]

We will also call \((\Omega, \mathcal{F}, \mathcal{F}, P, Z)\) a stochastic framework for \(A\).

Remark 2. Technically, this weak definition is necessary to ensure existence of the solutions. But even aside from the technical advantages, the weak solution concept is appropriate here. From an interpretation standpoint, the difference between a strong solution and a weak solution to an SDE lies in the causality of the noise. If the noise is defined exogenously and not affected by players’ actions, this corresponds to a strong solution. In games of imperfect information, however, the noise is induced by players’ strategies and thus cannot be fixed at the beginning. This is in line with discrete-time games, where we only care about the distribution of the public signal and not on what probability space the distribution is realized.
As illustrated in Section 3.3, we will piece together local solutions to obtain a global solution. At any stopping time $\tau$, the value $W_\tau(A)$ is a random variable. Because of the weak formulation, the probability space depends on the point $x \in \mathcal{E}(r)$, and hence it is not clear what measurability conditions a random variable in $\mathcal{E}(r)$ should satisfy. This is clarified by the following lemma, whose rather technical proof is contained in Appendix C.

**Lemma 7.** Let $X$ be an $\mathcal{F}_0$-measurable random variable in a stochastic framework $(\Omega, \mathcal{F}, \mathbb{F}, P, Z)$. Then the following statements are equivalent:

(a) We have $X \in \mathcal{E}(r)$ a.s.

(b) There exists a PPE $A$ with $W_0(A) = X$ a.s.

This means we can only achieve random variables by a PPE on a fixed probability space. At first glance, this might seem like a major restriction because we are dealing with weak solutions. However, we will need this result only to concatenate locally strong solutions to a global solution, at which point we only have finitely many probability spaces by compactness. These probability spaces can be enlarged at the beginning of the concatenation, after which it remains fixed. From Lemmas 1 and 7 and we obtain the following stochastic characterization of $\mathcal{E}(r)$.

**Lemma 8.** The following statements are equivalent for an $\mathcal{F}_0$-measurable random variable $X$ in a stochastic framework $(\Omega, \mathcal{F}, \mathbb{F}, P, Z)$:

(a) We have $X \in \mathcal{E}(r)$ a.s.

(b) There exists a strategy profile $A$, a square-integrable progressively measurable process $\beta$, a martingale $M$ orthogonal to $\sigma Z$, and a bounded semimartingale $W$ such that $\beta$ enforces $A$, $W_0 = X$ a.s., and $A, \beta, W, Z, M$ satisfy (5).

We conclude this section with the proof of self-generation. The argument sheds some first insight into the necessity of weakly defining $\mathcal{E}(r)$.

**Proof of Lemma 2.** By Lemma 1, any bounded self-generating set $\mathcal{W}$ is contained in $\mathcal{E}(r)$. Since $\mathcal{E}(r)$ is bounded, it remains to show that $\mathcal{E}(r)$ is self-generating. Take $x \in \mathcal{E}(r)$ so that Lemma 1 yields the existence of a stochastic framework $(\Omega, \mathcal{F}, \mathbb{F}, P, Z)$, a behavior strategy profile $A$ enforced by $\beta$, a martingale $M$ orthogonal to $\sigma Z$, and a bounded semimartingale $W$ satisfying (5) with $W_0 = x$ a.s. We now fix a stopping time $\tau$ and show that $W_\tau \in \mathcal{E}(r)$ a.s. To do so, we set $\tilde{X} = W_\tau$, $\tilde{\mathcal{F}}_t = \mathcal{F}_{t+\tau}$, $\tilde{Z}_t = Z_{t+\tau} - Z_\tau$, $\tilde{M}_t = M_{t+\tau} - M_\tau$, $\tilde{W}_t = W_{t+\tau}$, $\tilde{\beta}_t = \beta_{t+\tau}$, and $\tilde{A}_t = A_{t+\tau}$. Because the tilde processes and filtrations satisfy condition (b) in Lemma 8, we obtain that $W_\tau = \tilde{X} \in \mathcal{E}(r)$ a.s. □

### 4.2 Construction of continuous-time equilibria

In Sections 2.3 and 3.3, we motivated the condition of uniform decomposability on tangent hyperplanes for a payoff set $\mathcal{W}$ to be self-generating. In this section we will show
that this condition is also sufficient. In a first step, we show that any uniformly decomposable set \( \mathcal{W} \) is locally self-generating.

**Definition 9.** A set \( \mathcal{W} \subseteq \mathbb{R}^n \) is called *locally self-generating* if for every point \( w \in \mathcal{W} \), there exist an open neighborhood \( U_w \) of \( w \), a stochastic framework \( (\Omega, \mathcal{F}, \mathbb{F}, P, Z) \), an enforceable strategy profile \( A \), a martingale \( M \) orthogonal to \( \sigma Z \), and \( r > 0 \) such that for every discount rate \( r \in (0, \bar{r}) \) there exists a stopping time \( \tau > 0 \) such that for all \( v \in U_w \cap \mathcal{W} \), there exist \( W^v \) with \( W^v_0 = v \) a.s. and \( \beta^v \) such that \( v \mapsto W^v \) and \( v \mapsto \beta^v \) are Borel measurable and on \( 0 \leq t \leq \tau \), the processes \( W^v, \beta^v, A, M, Z \) are related by (5), \( \beta^v \) enforces \( A_t \) a.s., and \( W^v_t \in \mathcal{W} \) a.s.

**Lemma 9.** Suppose that a smooth set \( \mathcal{W} \subseteq \mathcal{V}^* \) is uniformly decomposable on tangent hyperplanes. Then \( \mathcal{W} \) is locally self-generating.

**Proof.** Suppose first that \( w \) is in the interior of \( \mathcal{W} \). Let \( U_w = B_r(w) \), where \( r > 0 \) is chosen such that the open ball \( B_r(w) \) is contained in \( \mathcal{W} \). For a static Nash equilibrium \( \alpha_e \), the constant strategy profile \( A \equiv \alpha_e \) is enforced by \( \beta \equiv 0 \). For any \( r > 0 \) and any \( v \in U_w \), let \( W^v \) be a strong solution to

\[
dW^v_t := r(W^v_t - g(\alpha_e)) \, dt
\]

with initial condition \( W^v_0 = v \) a.s. The explicit solution \( W^v_t = v + (e^{rt} - 1)(v - g(\alpha_e)) \) is measurable in \( v \). Let \( t_0(r) := \log(1 + e/(\|v - g(\alpha_e)\| + e))/r \). Then for any \( v \in B_r(w) \) it follows that

\[
\|W^v_t - v\| \leq (e^{rt} - 1)(e + \|v - g(\alpha_e)\|) \leq \varepsilon
\]

on \( [0, t_0] \). Therefore, in the interior of \( \mathcal{W} \), we can support any discount rate \( r > 0 \) by choosing \( U_w = B_r(w) \) and the deterministic time \( \tau \equiv t_0(r) > 0 \).

For any \( w \in \partial \mathcal{W} \), denote by \( N_{w} \) the outward unit normal to \( \partial \mathcal{W} \) in \( w \) and denote by \( \mathcal{S}_w \) the tangent hyperplane to \( \partial \mathcal{W} \) in \( w \). By smoothness of \( \mathcal{W} \), both of these are unique and continuous in \( w \in \partial \mathcal{W} \). Fix now a payoff \( w \in \partial \mathcal{W} \). It will be convenient to work in a coordinate system with origin in \( w \) and a basis consisting of an orthonormal basis of \( \mathcal{S}_w \) and \( N_{w} \), where we choose the \( n \)th coordinate in the direction of \( N_{w} \).

Since \( \partial \mathcal{W} \) is a \( C^2 \) submanifold, we can locally parametrize it by a twice differentiable function \( \varphi \). Let \( \hat{x} = (x_1, \ldots, x_{n-1}) \) denote the projection onto the first \( n - 1 \) components so that the boundary \( \partial \mathcal{W} \) is locally given by \( (\hat{x}, \varphi(\hat{x})) \). By assumption, there exists an enforceable action profile \( \alpha \) such that \( g(\alpha) \) is strictly separated from \( \mathcal{W} \) by \( \mathcal{S}_w \). Let \( \beta_\alpha \) be the locally Lipschitz continuous function from Lemma 5, which assigns to any vector \( x \in \mathbb{R}^n \) a matrix \( \beta \) enforcing \( \alpha \) orthogonal to \( x \). Choose an \( \varepsilon > 0 \) such that the following statements hold:

(i) We have \( N^T \varphi N_{w} > 0 \) for all \( v \in B_{2\varepsilon}(w) \cap \partial \mathcal{W} \).

(ii) For all \( v \in B_{2\varepsilon}(w) \), \( \|\nabla \varphi(\hat{v})\| \leq p_1 \) and \( |\Delta_{ij} \varphi(\hat{v})| \leq p_2 \) for \( i, j = 1, \ldots, n \) and constants \( p_1, p_2 > 0 \), where \( \Delta_{ij} \varphi \) denotes the second partial derivative of \( \varphi \) with respect to \( \hat{v}_i \) and \( \hat{v}_j \).
(iii) The map $\beta_\alpha(-\nabla \varphi(\cdot), 1)$ is Lipschitz continuous on $B_{2\varepsilon}(w)$ and $|(\beta_\alpha \sigma \sigma^\top \beta_\alpha^\top)_{ij}| \leq B$ for $i, j = 1, \ldots, n$ and a constant $B < \infty$.

(iv) We have $c(\varepsilon) := N_w^\top(g(\alpha) - w) - 2\varepsilon(1 + p_1) - p_1\|g(\alpha) - w\| > 0$.

The first condition makes sure that a local parametrization $\varphi$ exists with bounded gradient as in condition (ii). Since $\partial \mathcal{W}$ is assumed to be $C^2$, the first two derivatives of $\varphi$ are continuous, hence locally bounded. In particular, by letting $\varepsilon$ small enough we get the first two conditions to hold. For the third condition, observe that $\varphi$ is continuous with bounded derivative by condition (ii), hence is Lipschitz continuous. Since the projection $\hat{\cdot}$ is Lipschitz continuous with Lipschitz constant 1 and the composition of Lipschitz continuous functions is Lipschitz again, the third condition holds in a small neighborhood of $N_w = (-\nabla \varphi(\hat{\omega}), 1)$ by Lemma 5. Finally, $N_w^\top(g(\alpha) - w)$ in condition (iv) is positive by strict separation of $g(\alpha)$ from $\mathcal{W}$. Because $\nabla \varphi$ is continuous and $\nabla \varphi(\hat{w}) = 0$, $p_1$ can be made arbitrarily small by choosing a small $\varepsilon$. This implies that $c(\varepsilon) > 0$ for sufficiently small $\varepsilon$.

Fix a stochastic framework $(\Omega, \mathcal{F}, \mathbb{F}, P, Z)$ and an $\varepsilon$ satisfying all of the above conditions. Denote $U_w := B_\varepsilon(w)$, fix a discount rate $r \leq 2\varepsilon/(t(n - 1)^2 p_2 B) =: \tilde{r}$, and let $A \equiv \alpha$. For all $v \in B_\varepsilon(w)$, let $W^v$ denote the strong solution to

$$dW^v_t = r(W^v_t - g(\alpha)) \, dt + r\beta_\alpha(-\nabla \varphi(\hat{W}^v_t), 1)(\sigma \, dZ_t - \mu(\alpha) \, dt)$$

on $[0, \tau_v]$ with $W_0 = v$ a.s., where $\tau_v := \inf\{t > 0 | W^v_t \not\in B_{2\varepsilon}(w)\}$. Using that $\beta_\alpha \circ (-\nabla \varphi(\cdot), 1)$ is uniformly bounded and Lipschitz continuous on $B_{2\varepsilon}(w)$ by condition (iii), a strong solution to this SDE exists by Theorem 5.2.1 of Øksendal (1998). Note that the process $\beta_t := \beta_\alpha(-\nabla \varphi(\hat{W}^v_t), 1)$ is progressively measurable on $[0, \tau_v]$ as a concatenation of a progressively measurable process with a Borel measurable function. Moreover, it enforces $A$ and it is bounded on $[0, \tau_v]$ by Lemma 5, hence is locally square integrable.

Let $D^v_t := W^v_t - \hat{W}^v_t$ measure the distance from $W_t$ to $\partial \mathcal{W}$ in the direction of $N_w$ as shown in Figure 5. By Itô's formula,

$$dD^v_t = (-\nabla \varphi(\hat{W}^v_t), 1)^\top dW^v_t - \frac{1}{2} \sum_{i,j=1}^{n-1} \frac{\partial^2 \varphi(\hat{W}^v_t)}{\partial x_i \partial x_j} \, d(W^v_i, W^v_j)_t$$

$$= r\left((-\nabla \varphi(\hat{W}^v_t), 1)^\top (W^v_t - g(\alpha)) - r \sum_{i,j=1}^{n-1} \frac{\partial^2 \varphi(\hat{W}^v_t)}{\partial x_i \partial x_j} (\beta_t \sigma \sigma^\top \beta_t^\top)_{ij}\right) \, dt$$

$$+ r(-\nabla \varphi(\hat{W}^v_t), 1)^\top \beta_\alpha(-\nabla \varphi(\hat{W}^v_t), 1)(\sigma \, dZ_t - \mu(\alpha) \, dt)$$

$$\leq r\left(\frac{r}{2}(n - 1)^2 p_2 B - c(\varepsilon)\right) \, dt,$$

16Uniform boundedness implies the linear growth condition needed for the existence result. The function $f(x) = r(x - g(\alpha))$ is linear, hence Lipschitz continuous and of linear growth.
Figure 5. The distance of $W_v^\nu$ to $\partial W$ is measured by $D_v^\nu$ in the direction of $N_w$ for all $v$ in a neighborhood of $w$. The continuation values $W_v^\nu$ remain in $W$ if and only if $D_v^\nu \leq 0$. The sensitivity $\beta_\alpha$ of $W_v^\nu$ to $Z$ is chosen orthogonal to $(-\nabla \varphi(\hat{W}_v^\nu), 1)$, the normal vector to $\partial W$ in the projection $(\hat{W}_v^\nu, \varphi(\hat{W}_v^\nu))$ of $W_v^\nu$ onto $\partial W$.

where we used that $x^\top \beta_\alpha(x) = 0$ for all $x \in B_{2\varepsilon}(w)$ and that conditions (ii) and (iv) imply

$$
((-\nabla \varphi(\hat{W}_v^\nu), 0) + N_w)^\top (W_v^\nu - w + w - g(\alpha)) \\
\leq \|\nabla \varphi(\hat{W}_v^\nu)\| (2\varepsilon + \|g(\alpha) - w\|) + 2\varepsilon - N_w^\top (g(\alpha) - w) \leq -c(\varepsilon).
$$

This implies that for any $r \in (0, \tilde{r})$, $D^\nu$ is absolutely continuous with $dD_v^\nu/dt \leq 0$ on $[0, \tau_\nu]$, where $\tau_\nu$ depends on $r$. Since $D_v^\nu \leq 0$ for all $v \in U_w \cap W$, it follows that $D_v^\nu \leq 0$ on $[0, \tau_\nu]$. Next, we show that the stopping times $\tau_v$ are uniformly bounded from below by a stopping time $\tau > 0$. The idea is that this SDE is sufficiently nice such that the flow $v \mapsto W_v^\nu$ is continuous and thus $W_v^\nu$ can be approximated by $W_v^\bar{\nu}$ for $\bar{\nu}$ close to $v$. This leads to a cover of $B_{\varepsilon}(w)$ with a finite subcover, over which the minimum of stopping times is still positive. Denote $V_v^\nu := e^{-rt}(W_v^\nu - v)$ and derive from the product rule that it is the solution to the SDE

$$
dV_v^\nu = re^{-rt}(v - g(\alpha)) \, dt + re^{-rt} \beta_\alpha(-\nabla \varphi(v + e^{rt}V_v^\nu), 1)(\sigma \, dZ_t - \mu(\alpha) \, dt).
$$

Fix a time horizon $T > 0$ to make $e^{rt}$ bounded and Lipschitz continuous. To apply Theorem V.37 of Protter (2005), we write $V_v^\nu$ in its integrated form

$$
V_v^\nu = r(1 - e^{-rt})(v - g(\alpha)) + \int_0^t F(V_v^\nu)(\sigma \, dZ_s - \mu(\alpha) \, ds), \quad t \leq T,
$$

where $F(V_v^\nu) = re^{-rs} \beta_\alpha(-\nabla \varphi(v + e^{rs}V_v^\nu), 1)$. Both the finite variation part and $F$ are Lipschitz,\(^{17}\) hence Theorem V.37 of Protter (2005) applies and we deduce that the flow

\(^{17}\)The result requires that $F$ is functional Lipschitz, which is satisfied for any operator induced by a Lipschitz function; see Protter (2005, p. 251).
$v \mapsto V^v(\omega)$ is continuous for almost all $\omega$.\footnote{Here, $V^v(\omega)$ is to be understood as an element of the space $D([0, \infty))$ of càdlàg functions from $[0, \infty)$ to $\mathbb{R}^n$ with the topology of uniform convergence on compacts. A compatible metric is given by $d(f, g) := \sum_{k=1}^{\infty} \frac{1}{2^k} \mathbb{1} \{1 \wedge \sup_{0 \leq s \leq k} \|f(s) - g(s)\|\}$; see Protter (2005, p. 220).} Let $\sigma_v := \inf\{t > 0 | \epsilon t \| V^v_t \| > \epsilon / 2\}$, which is strictly positive by continuity of $V^v$. For any $v, \tilde{v} \in B_\epsilon(w)$, define the auxiliary process $\Lambda^v_{\tilde{v}} := e^{\epsilon t V^v_t} 1_{[0, \sigma_v]} + e^{\epsilon t \sigma_v} V^v_{\sigma_v} 1_{[\sigma_v, \infty)}$. For fixed $\tilde{v} \in B_\epsilon(w)$, the map $v \mapsto \Lambda^v_{\tilde{v}}$ is continuous for almost all $\omega$. Because $\|\Lambda^v_{\tilde{v}}\| \leq \epsilon / 2$, there exists an $\epsilon_{\tilde{v}} > 0$ such that $\|\Lambda^v_{\tilde{v}}\| < \epsilon$ for all $v \in B_{\epsilon_{\tilde{v}}}$. This implies $\|W^v - \bar{v}\| < \epsilon$ on $[0, \sigma_{\tilde{w}})$ for all $v \in B_{\epsilon_{\tilde{w}}} \cap B_\epsilon(w)$ and thus $\tau_\tilde{v} > \sigma_{\tilde{v}}$ a.s. Since $B_\epsilon(w)$ is compact, there exists a finite subcover $B_{\epsilon v_1}(\tilde{v}_1), \ldots, B_{\epsilon v_m}(\tilde{v}_m)$ of $B_\epsilon(w)$ and thus $\tau := \inf_{\ell=1, \ldots, m} \sigma_{\bar{v}_\ell}$ is strictly positive. Since $v \mapsto W^v$ is continuous, it is Borel measurable and because $\beta$ is a continuous functional of $W$, so is $v \mapsto \beta^v$. \hfill \Box

Having locally constructed strong solutions to (5), we need to piece them together to construct a global weak solution. The following lemma tells us that this is possible if the corresponding payoff set is compact.

**Lemma 10.** Let $\mathcal{W} \subseteq \mathbb{R}^n$ be a compact locally self-generating set. Then there exists a discount rate $\tilde{r}$ such that $\mathcal{W} \subseteq \mathcal{E}(r)$ for any $r \in (0, \tilde{r})$.

**Proof.** The family of open neighborhoods $(U_w)_{w \in \mathcal{W}}$ forms an open cover of $\mathcal{W}$; hence by compactness there exists a finite subcover $(U^k)_{k=1, \ldots, N}$. By making these sets disjoint, we obtain a finite, Borel measurable cover of $\mathcal{W}$. On each of these (now disjoint) sets $U^k$ we have a stochastic framework $(\Omega^k, \mathcal{F}^k, P^k, \mathbb{F}^k, P)$, with $(\Omega^k, \mathcal{F}^k, P^k, \mathbb{F}^k, P)$ the product space, that is, $\Omega^k := \Omega^{1k} \times \cdots \times \Omega^{Nk}$, $\mathcal{F}^k := \mathcal{F}^{1k} \otimes \cdots \otimes \mathcal{F}^{Nk}$, and similarly for $\mathcal{F}$, $t \geq 0$, and define $P(B) := P(B^1) \cdots P(B^N)$ for $B = B^1 \times \cdots \times B^N \in \mathcal{F}$. Choose any discount rate $r$ smaller than $\tilde{r} = \min(r^1, \ldots, r^N) > 0$. Then, dependent on $r$, for every $U^k$ there exist a strategy profile $A^k$, a martingale $M^k$ orthogonal to $\sigma Z^k$, and a stopping time $\tau^k > 0$ such that for every $v \in U^k \cap \mathcal{W}$, there exist $\beta^v, W^v$ satisfying the appropriate conditions. Let now $\tau(\omega^1, \ldots, \omega^N) := \min(\tau^1(\omega^1), \ldots, \tau^N(\omega^N), 1)$, which is positive $P$-a.s.

Fix $v \in \mathcal{W}$ and let $x$ be the index such that $v \in U^x$. On $[0, \tau]$ we set $Z = Z^x$, $A = A^x$, $M = M^x$, $W = W^v$, and $\beta = \beta^v$, and we know that they have the desired properties. In particular, $W_\tau \in \mathcal{W}$; hence we can concatenate the solution with the processes related to the neighborhood $U^k$ that $W_\tau$ falls into. More precisely, on $[\tau, \tilde{\tau}]$, where $\tilde{\tau} - \tau$ is identically distributed as $\tau$, we set

$$Z_\tau(\omega) := Z^x_\tau(\omega^x) + \sum_{k=1}^{N} Z^k_{\tau(\omega)}(\omega^k) 1_{\{W^v_\tau \in U^k\}}$$

and similarly for $M$. It follows from the strong Markov property of each $Z^k$ that $Z$ is an $(\mathbb{F}, P)$-Brownian motion. Since $\tau$ is bounded, the optional stopping theorem implies
that $M$ is a $(P, \mathbb{F})$-martingale. Because $P$ is defined as the product measure and each $M^k$ is orthogonal to $\sigma Z^k$, $M$ is orthogonal to $\sigma Z$. Further, define

$$A_\ell(\omega) := \sum_{k=1}^N A_{\ell-k}(\omega) \mathbf{1}_{(W_{(\omega)} \in U^k)} ,$$

which is $\Delta(A)$-valued and $\mathbb{F}$-progressively measurable, hence a valid strategy profile. Finally, let $\beta_{\ell}(\omega) := \beta_{\ell-k}(\omega)$ and $W_{\ell}(\omega) = W_{\ell-k}(\omega)$, which are $\mathbb{F}$-progressively measurable since $\nu \mapsto \beta^\nu$ and $\nu \mapsto W^\nu$ are measurable by assumption. By construction, $\beta$ enforces $A$ on $[0, \tau]_2$ and all the processes are related by (5).

An iteration of this procedure thus leads to a sequence of stopping times $(\tau_\ell)_{\ell \geq 0}$ and solutions $(W^\ell, A^\ell, \beta^\ell, Z^\ell, M^\ell)_{\ell \geq 0}$ to (5) on $[\tau_\ell, \tau_{\ell+1}]$ such that $\tau_{\ell+1} - \tau_\ell$ are independent and identically distributed as $\tau$. By the subsequent Lemma 11, $\tau_\ell$ diverges to $\infty$ a.s.; hence a countable concatenation of the solutions $(W^\ell, A^\ell, \beta^\ell, Z^\ell, M^\ell)$ yields a solution to (5) on $[0, \infty)$ attaining $v$. Since $v$ was arbitrary, $\mathcal{W}$ is self-generating for discount rate $r$ and hence $\mathcal{W} \subseteq \mathcal{E}(r)$ by Lemma 2. The statement follows since $r \in (0, \tilde{r})$ was arbitrary. □

**Lemma 11.** Let $(\tau_\ell)_{\ell \geq 0}$ be a sequence of random variables with $\tau_0 = 0$ such that $\tau_{\ell+1} - \tau_\ell$ are strictly positive and i.i.d. Then $\tau_\ell \rightarrow \infty$ a.s.

**Proof.** Let $\tilde{\tau}_\ell := \tau_\ell - \tau_{\ell-1}$ for $\ell \geq 1$. Then $\tilde{\tau}_\ell$ are i.i.d. and $\tau_\ell = \sum_{k=1}^\ell \tilde{\tau}_k$. Therefore, the strong law of large numbers implies that

$$\frac{1}{\ell} \tau_\ell = \frac{1}{\ell} \sum_{k=1}^\ell \tilde{\tau}_k \rightarrow \mathbb{E}[\tau_1] \quad \text{a.s.}$$

That is, for all $\varepsilon > 0$ there exists $\ell_0$ such that for any $\ell \geq \ell_0$, $|\tau_\ell / \ell - \mathbb{E}[\tau_1]| < \varepsilon$ a.s. Letting $\varepsilon = \mathbb{E}[\tau_1] / 2$, we obtain $\tau_\ell > \mathbb{E}[\tau_1] / 2$ a.s. for all $\ell \geq \ell_0$. This lower bound, and hence also $\tau_\ell$, diverges to $\infty$ a.s. since $\mathbb{E}[\tau_1] > 0$ because $\tau_1 = \tau_1 - \tau_0 > 0$ a.s. □

### 4.3 Proofs of the folk theorems

The proofs of Theorems 1 and 2 are completed by showing that the given conditions on the game primitives imply that any closed, smooth set $\mathcal{W} \subseteq \text{int} V^*$ is uniformly decomposable on tangent hyperplanes. Auxiliary results in the spirit of Lemmas 6.1–6.3 of Fudenberg et al. (1994) are contained in Appendix D. Figures 6 and 7 show how these results come together in the proofs of the folk theorems.

**Proof of Theorem 2.** The statement follows from Lemmas 9 and 10 once we show that $\mathcal{W}$ is uniformly decomposable on tangent hyperplanes. Suppose first that all Pareto-efficient pure action profiles $a_1, \ldots, a_N$ are pairwise identifiable and that the expected flow payoff is affine in $m$. Then the profiles $a_1, \ldots, a_N$ are enforceable by Lemma 19. Since $\partial \mathcal{W}$ is contained in the interior of $\text{conv}(g(a_e, a_1, \ldots, a_N))$, at any point $w \in \partial \mathcal{W}$ there exists an enforceable action profile $a \in \{a_e, a_1, \ldots, a_N\}$ such that $g(a)$ is separated from
Figure 6. Solid arrows indicate the use in the proof; dashed arrows represent sufficient conditions for a result to apply in the proof of Theorem 1. To establish a Nash-threat folk theorem, Lemma 18 is not needed; hence we can either assume conditions (ii) and (iv) and proceed as above or assume that Pareto-efficient pure action profiles are pairwise identifiable and use the shortcut as in Figure 7.

Suppose first that $S_w$ is regular. Then $\alpha$ and $N_w$ satisfy conditions (i) or (iv) of Lemma 5.

If $S_w$ is coordinate to the $i$th axis, then $w$ either maximizes or minimizes player $i$’s payoff on $W$ by convexity. If $w$ maximizes player $i$’s payoff, then $\alpha_i$ from Corollary 4 maximizes $g^i$ over $A$ and it is pairwise identifiable by assumption; hence condition (ii) of Lemma 5 is fulfilled. If $w$ minimizes player $i$’s payoff, then $g(\alpha_\ell)$ is separated from $W$ by $S_w$ by assumption and $(\alpha_\ell, -e_i)$ satisfy condition (iv) of Lemma 5.

Suppose now that conditions (i) and (ii) are satisfied instead. In this case, we can actually decompose smooth payoff sets $W$ in the interior of the slightly larger payoff set $V^\dagger := \{v \in \mathcal{V}^n | v^i \geq g^i(\alpha_e)\}$. Denote by $\tilde{a}_1, \ldots, \tilde{a}_K$ pure action profiles with extremal payoffs such that $V^\dagger$ is contained in $\text{conv}(g(\alpha_e, \tilde{a}_1, \ldots, \tilde{a}_K))$. For each $\tilde{a}_\ell$ there exists a mixed action profile $\alpha_\ell$ with pairwise full rank by Lemma 17, such that $g(\alpha_\ell)$ is arbitrarily close to $g(\tilde{a}_\ell)$ for all $\ell$. Moreover, by Lemma 16, $\alpha_1, \ldots, \alpha_K$ are all enforceable and pairwise identifiable. Because $W$ is contained in the interior of $V^\dagger$, we can choose $\alpha_1, \ldots, \alpha_K$ such that $W$ is contained in the interior of $\text{conv}(g(\alpha_e, \alpha_1, \ldots, \alpha_K))$. Therefore, for every $w \in W$, there exists an enforceable action profile such that its expected payoff is strictly separated from $W$ by $S_w$. 
Lemma 3
Enforceability on coordinate hyperplanes

Lemma 4
Enforceability on regular hyperplanes

Cor 4
Existence of enforceable maximizer

Thm 2
Nash-threat folk theorem

Figure 7. Condition (v) enables a shortcut to establish a Nash-threat folk theorem. Lemmas 9, 10 and their preliminary results are still needed, but are not reproduced in this figure to avoid repetition.

If $S_w$ is regular or if $w$ minimizes the payoff of a player $i$ on $W$, the statement works in the same way as before. If $w$ maximizes the payoff of player $i$ over $W$, we use $a^*_i$ instead of $a^C_i$. It follows from Lemma 3 that $a^*_i$ is enforceable orthogonal to $e_i$ and $(a^*_i, e_i)$ satisfies condition (ii) or (iii) of Lemma 5 by assumption. □

Proof of Theorem 1. Because of condition (ii), any extremal payoff can be approximated by the payoff of a mixed action profile with pairwise full rank. Hence all points $w$ where $S_w$ is regular can be dealt with as in the proof of Theorem 2 under conditions (i) and (ii). In the case where $w$ maximizes player $i$’s payoff on $W$, condition (i) and Lemmas 3 and 16 show that $a^*_i$ is enforceable orthogonal to $e_i$. Because of condition (iii), $(a^*_i, e_i)$ satisfies either condition (ii) or (iii) of Lemma 5. If $w$ minimizes player $i$’s payoff on $W$, condition (iv) and Lemma 18 ensure that there exists an enforceable action profile $\alpha_i$ with best response property for player $i$ such that $g(\alpha_i)$ is strictly separated from $W$ by $S_w$ and $(\alpha_i, -e_i)$ satisfies condition (iii) of Lemma 5. □

5. Conclusion

In this paper, we study continuous-time multiplayer games with imperfect information, where the signal is distorted by Brownian noise. Establishing a rigorous theory of continuous-time repeated games for any number of players, we provide a mathematically sound basis of how to model strategies in mixed actions. An important concept introduced in this paper is the notion of uniform decomposability on tangent hyperplanes of a payoff set $W$. For such a payoff set, there exists a stopping time $\tau$, such that equilibrium profiles with continuation values in $W$ need to be adapted only at independent copies of $\tau$. Using this technique, we are able to construct surprisingly simple continuous-time equilibria attaining nearly efficient outcomes, thereby establishing the folk theorem in continuous time. The simple nature of these equilibria is also very desirable for implementation of these strategies.

The techniques of this paper suggest that if a payoff set $W$ is smooth and uniformly decomposable on tangent hyperplanes, then there exists a discrete-time game with periods of random length, such that the equilibrium payoff set of the discrete-time game
coincides with $\mathcal{W}$ and a canonical embedding of the discrete-time equilibria into continuous time leads to continuous-time equilibria. By considering a sequence of smooth and uniformly decomposable inner approximations of $\mathcal{E}(r)$, it is possible to obtain a sequence of such games that approximate the continuous-time game such that the equilibrium payoff sets of the discrete-time games converge to $\mathcal{E}(r)$. This leads to interesting questions for future research on the connection between equilibria in discrete- and continuous-time models.

**Appendix A: Mixing in continuous time**

In a continuous-time setting, realizations of a mixed action have to be drawn continuously. Suppose that player $i$ plays a fixed mixed action over an interval $[s, t]$ and samples from his mixing distribution only at discrete intervals. An opponent who samples more frequently may realize this after a couple of his own samples, and henceforth play a best response to the already sampled action of player $i$. To avoid such a scenario, sampling has to be done continuously, where the realizations are drawn from a continuum of independent events. This means, though, that a behavior strategy could involve a continuum of probability spaces on which the distributions $\Delta(\mathcal{A})$ are evaluated. In this appendix, we show the existence of a unified probability space containing all the public information as well as the outcomes of behavior strategies. In this framework it is also possible to formulate private strategies, and we show that players always have a public best reply to any public strategy profile of their opponents. Moreover, we provide a definition of public mixed strategies (as opposed to behavior strategies) and prove a continuous-time analogue to Kuhn’s theorem.

Fix a mixed action profile $\alpha \in \Delta(\mathcal{A})$. We call an $\mathcal{A}$-valued random variable $\gamma$ on some probability space an *instantiation* of $\alpha$ if $\gamma$ has distribution $\alpha$. An outcome of $\alpha$ is then identified with $\gamma(\omega)$ for some $\omega \in \Omega$. We call $(\gamma_t)_{t \geq 0}$ an *instantiation* of a strategy profile $A$ if at each point in time $t$, the $\mathcal{F}_t$-conditional distribution of $\gamma_t$ equals $A_t$. Then $\gamma(\omega)$ is the outcome of the strategy profile $A$. In continuous time, an instantiation of a strategy profile $A$ is constructed by setting

$$
\gamma_t = \left( \sum_{a^1 \in \mathcal{A}^1} a^1 \mathbb{1}_{\Xi_t^1(a^1)}, \ldots, \sum_{a^n \in \mathcal{A}^n} a^n \mathbb{1}_{\Xi_t^n(\omega^n)} \right), \quad t > 0,
$$

where $\Xi_t^j$ is a partition of $\Omega$ independent of the public filtration $\mathcal{F}$, of all partitions $\Xi_s^j$ for $s < t$, and of all partitions $\Xi_t^j$ for $j \neq i$ such that $A_t^j(a^j) = P(\Xi_t^j(a^j)|\mathcal{F}_t)$. The following lemma justifies that we can indeed do this.

**Lemma 12.** There exist independent filtrations $\mathcal{M}_t^i = (\mathcal{M}_t^i)_{t \geq 0}, \ i = 1, \ldots, n,$ that are independent of the public filtration, such that at all $t > 0$, $\mathcal{M}_t^i$ contains finite partitions of $\Omega$ of arbitrary size that are independent of $\mathcal{M}_t^s$ for all $s < t$. 
Proof. Fix a player \( i \). We start by constructing a process \( (U^i_t)_{t \geq 0} \) such that each \( U^i_t \) is standard uniformly distributed and independent of \( U^i_s \) for \( s < t \). Indeed, its finite-dimensional distributions satisfy

\[
P(U^i_{t_1} \leq c_1, \ldots, U^i_{t_m} \leq c_m) = \prod_{j=1}^m P(U^i_{t_j} \leq c_j) = \prod_{j=1}^m c_j
\]

for all \( t_j \in [0, \infty) \) such that \( t_j \neq t_\ell \) for \( j \neq \ell \), all \( c_j \in [0, 1] \), and all \( m \in \mathbb{N} \). Since this family of finite-dimensional distributions is consistent, Kolmogorov’s existence theorem (see, for example, Theorem 36.2 of Billingsley 1986) tells us that such a process indeed exists. Independent partitions of the appropriate size can now be found as the pre-image of a partition of \([0, 1]\) under \( U^i \). Therefore, the filtration generated by \( U^i \) will serve as \( M^i \). Clearly we can do this construction finitely many times in an independent way and independently of \( \mathbb{F} \). \( \square \)

The filtration \( M^i \) is the personal source of randomness that player \( i \) has available for mixing. Because these filtrations are independent, neither do players learn anything about the signal from their personal source of randomness nor can they predict the outcome of their opponent’s mixing. For \( i = 1, \ldots, n \), let \( \mathbb{F}^i \) denote the augmented filtration generated by \( \mathbb{F} \) and \( M^i \).

Lemma 13. A stochastic process \( \gamma \) is the instantiation of a behavior strategy profile if and only if \( \gamma': \Omega \times [0, \infty) \to A^i \) is \( \mathbb{F}^i \)-progressively measurable for every player \( i \).

Proof. For a behavior strategy profile \( A \), define an instantiation \( \gamma \) through (8), where the partitions \( \Xi^i \) exist by Lemma 12. Since \( M^i \) are defined as the filtrations generated by \( \Xi^i \), \( \gamma^i \) has the necessary measurability properties. For the converse, let \( \gamma \) be a stochastic process such that \( \gamma^i \) is \( \mathbb{F}^i \)-progressively measurable with values in \( A^i \). For any \( a \in A \), define \( A(a) := \mathcal{O}(1_{\{\gamma=a\}}) \) as the \( \mathbb{F} \)-optional projection of \( 1_{\{\gamma=a\}} \). It is the unique \( \mathbb{F} \)-optional process \( X \) such that

\[
\mathbb{E}[1_{\{\gamma_t=a\}}1_{\{\tau<\infty\}}|\mathcal{F}_\tau] = X_t 1_{\{\tau<\infty\}} \quad \text{a.s.}
\]

for every \( \mathbb{F} \) stopping time \( \tau \); see Section VI.2 of Dellacherie and Meyer (1982) for further details on the optional projection.\(^{19}\) Observe that \( A(a) \) is \( \mathbb{F} \)-progressively measurable and that \( \sum_{a \in A} A(a) = 1 \) a.e. Because \( M^1, \ldots, M^n \) are independent of each other,

\[
A_t(a) = \mathbb{E}[1_{\{\gamma^t_1=a^t_1\}} \cdots 1_{\{\gamma^n_t=a^n_t\}}|\mathcal{F}_t] = P(\gamma^t_1=a^t|\mathcal{F}_t) \cdots P(\gamma^n_t=a^n|\mathcal{F}_t) \quad \text{a.s.}
\]

\(^{19}\)One may wonder why we use the optional projection and not its alternative, the predictable projection defined in (VI.43.2) of Dellacherie and Meyer (1982). First, in discrete time the optional projection reduces to the standard conditional expectations \( \mathcal{O}(m(A))_{t^\ell} = \mathbb{E}[m(A_t)|\mathcal{F}_t] \) for \( \ell \in \mathbb{N} \) by Remark VI.44.b of Dellacherie and Meyer (1982), which means taking the step-by-step average over the mixing, whereas the predictable projection corresponds to \( \mathbb{E}[m(A_t)|\mathcal{F}_{t-1}] \), which would mean to average over not just the mixing but also other new information. Second, without mixing \( (M^i \) trivial), the predictable projection does not need to correspond to the original process, as opposed to the optional projection. In particular, if actions are correlated in an unpredictable way by using information orthogonal to \( Z \), the predictable projection would filter this out.
This means that the players’ distributions are conditionally independent, given the public information. Therefore, \( A \) is indeed a behavior strategy profile.

Observe that \( \mu(A) = O(m(\gamma)) \) for any instantiation \( \gamma \) of \( A \). Because \( \mu(A) \) is \( \mathbb{F} \)-progressively measurable, so is the density process \( \frac{dQ^A}{dP} \) defined in (2). Therefore, we immediately obtain the following consistency result.

**Lemma 14.** For any behavior strategy profile \( A \), the following statements hold:

(i) The family \( Q^A \) of probability measures agrees with \( P \) on \( M^1, \ldots, M^n \).

(ii) The filtrations \( \mathbb{F}, M^1, \ldots, M^n \) are independent under \( Q^A \).

(iii) The \( \mathbb{F} \)-optional projections under \( Q^A \) and \( P \) coincide.

The first property says that a change of measure does not affect the weight a player assigns to any pure action. By the second property, a mixed action profile remains a mixed action profile under \( Q^A \). Finally, the last statement implies that the infinitesimal average is not affected by a change of measure.

**Lemma 15.** Suppose that player \( i \)’s opponents play a public strategy profile \( A^{-i} \). Then player \( i \) has a best response in public strategies.

**Proof.** Suppose that player \( i \) has additional information available in a filtration \( G^i \) and let \( \gamma \) be an instantiation of \( A \). Similar to the proof of Lemma 13, \( \gamma^i \) is progressively measurable with respect to the augmented filtration of \( \mathbb{F}, G^i, \) and \( M^i, \) where \( M^1, \ldots, M^n \) are independent of \( G^i \). Then a public best response is given by

\[
\tilde{A}^i(a^i) := a^i \cdot O_{\mathbb{F}^i} (1_{\{\gamma^i = a^i\}}), \quad a^i \in A^i,
\]

where \( O_{\mathbb{F}^i} (\cdot) \) denotes the optional projection onto \( \mathbb{F}^i \). Indeed, for any \( \mathbb{F} \) stopping time \( \tau \) we obtain, by \( \mathcal{F}_\tau \)-conditional independence of \( M^i_\tau \) and \( M^j_\tau \) for \( j \neq i \),

\[
\mu(\tilde{A}^i, A^{-i})_{\tau, 1_{\{\tau < \infty\}}} = \mathbb{E}[m(\tilde{\gamma}^i, \gamma^{-i}_\tau 1_{\{\tau < \infty\}}|\mathcal{F}_\tau)]
\]

\[
= \sum_{a \in A} m(a) \mathbb{E}[O_{\mathbb{F}^i} (1_{\{\gamma^i = a^i\}}) 1_{\{\tau < \infty\}}|\mathcal{F}_\tau] \prod_{j \neq i} O (1_{\{A^j = a^j\}})_{\tau}
\]

\[
= \mu(A^i, A^{-i})_{\tau, 1_{\{\tau < \infty\}}},
\]

where \( \tilde{\gamma}^i \) is an instantiation of \( \tilde{A}^i \). Therefore, \( Q(\tilde{A}^i, A^{-i}) = Q^A \) and it follows from (3) that \( W(\tilde{A}^i, A^{-i}) = W(A) \) a.e. by projectivity of the conditional expectation.

A mixed strategy (as opposed to a behavior strategy) is a mixture over pure strategies. Formally, it is a probability measure on the space of all pure strategies. In the absence of public randomization, the public filtration is generated by \( Z \); hence \( \Omega = C[0, \infty)^d \) without loss of generality, where \( C[0, \infty)^d \) denotes the space of all continuous functions from \([0, \infty)\) to \( \mathbb{R}^d \). Therefore, a pure strategy for player \( i \) can be seen as a progressively measurable mapping \( \gamma^i : C[0, \infty)^d \times [0, \infty) \to A^i \).
**Definition 10.** A *mixed strategy* for player $i$ is a probability measure $\kappa_i$ on the set

$$\mathcal{P}^i = \{\gamma^i : C[0,\infty)^d \times [0, \infty) \rightarrow A^i \mid \gamma^i \text{ is progressively measurable}\}. \quad (20)$$

A mixed strategy profile $\kappa$ is given by the product measure $\kappa = \kappa^1 \otimes \cdots \otimes \kappa^n$ on the product $\sigma$-algebra on $\mathcal{P} = \mathcal{P}^1 \times \cdots \times \mathcal{P}^n$, where $\kappa^i$ is a mixed strategy for player $i = 1, \ldots, n$. Player $i$’s discounted expected future payoff of a mixed strategy profile is given by

$$W^i_t(\kappa) = \int_{\mathcal{P}} W^i_t(\gamma) \, d\kappa(\gamma) = \int_{\mathcal{P}^1} \cdots \int_{\mathcal{P}^n} W^i_t(\gamma^1, \ldots, \gamma^n) \, d\kappa^1(\gamma^1) \otimes \cdots \otimes d\kappa^n(\gamma^n).$$

Since mixing over strategies is a more complicated procedure than mixing over actions, it is usually easier to work with behavior strategies than with mixed strategies. In the remainder of this appendix we show in an analogue to Kuhn’s theorem (see Kuhn 1953) that the two notions are equivalent. A mixed strategy profile $\kappa$ and a behavior strategy profile $A$ are *realization equivalent* if they lead to the same distribution over outcomes, that is, for any $a \in A$,

$$A(a) = \kappa(\{\gamma \in \mathcal{P} \mid \gamma = a\}) \quad \text{a.e.}$$

**Theorem 4 (Analogue of Kuhn’s theorem).** Every mixed strategy profile is realization equivalent to some behavior strategy profile. Conversely, every behavior strategy profile has a realization equivalent mixed strategy profile.

**Proof.** Let $\kappa$ be a mixed strategy profile. Fix a player $i$ and define for any $a^i \in A^i$ and any $(\omega, t) \in C[0, \infty)^d \times [0, \infty)$,

$$A^i_t(a^i; \omega) := \kappa^i(\{\gamma^i \in \mathcal{P}^i \mid \gamma^i_t(\omega) = a^i\}).$$

It can be deduced that $A^i_t(a^i)$ is almost everywhere well defined and a progressively measurable process for all $a^i \in A^i$. Indeed, the sets

$$S(a^i) = \{(\gamma^i, \omega, t) \in \mathcal{P}^i \times C[0, \infty)^d \times [0, \infty) \mid \gamma^i_t(\omega) = a^i\}$$

are elements of the product $\sigma$-algebra of $\sigma \mathcal{P}^i$ (see footnote 20) and the progressive $\sigma$-algebra on $C[0, \infty)^d \times [0, \infty)$. Since $\{\gamma^i \in \mathcal{P}^i \mid \gamma^i_t(\omega) = a^i\}$ are the $(\omega, t)$ sections of $S(a^i)$, it follows from measurable induction that the mapping

$$(\omega, t) \rightarrow \kappa^i(\{\gamma^i \in \mathcal{P}^i \mid \gamma^i_t(\omega) = a^i\})$$

is progressively measurable, which means that $A^i_t(a^i)$ is progressively measurable. Moreover, the processes $A^i_t(a^i)$ are nonnegative and their sum over $a^i \in A^i$ is 1. Since $\kappa = \kappa^1 \otimes \cdots \otimes \kappa^n$, it follows that $A(a) := A^1(a^1) \cdots A^n(a^n)$ indeed defines a realization equivalent behavior strategy profile.

---

20Formally, $\kappa^i$ is defined not on $\mathcal{P}^i$ itself, but on the $\sigma$-algebra $\sigma \mathcal{P}^i$ on $\mathcal{P}^i$ generated by the coordinate maps $\pi_t : \mathcal{P}^i \rightarrow (C[0, \infty)^d \rightarrow A^i)$ given by $\pi_t(\gamma^i) := \gamma^i_t$; see also Billingsley (1986, p. 509).
Let now $A$ be a behavior strategy profile and let $U^1, \ldots, U^n$ be independent processes with standard uniform marginals as in the proof of Lemma 12 on some probability space $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})$. For any player $i$, enumerate $A^i = \{a^i_1, \ldots, a^i_{K_i}\}$ and define

$$
\gamma^i_t(\tilde{\omega}, \omega) = \sum_{j=1}^{K_i} a^i_j \mathbb{1}_{\{\sum_{l=1}^{j-1} A^i_l(a^i_l; \omega) < U^i_j(\tilde{\omega}) \leq \sum_{l=1}^j A^i_l(a^i_l; \omega)\}},
$$

which we consider as a mapping in $\tilde{\omega}$ from $\tilde{\Omega}$ to the set $\mathcal{P}^i$ of progressively measurable processes $C[0, \infty)^d \times [0, \infty) \to A^i$. Using the $\sigma$-algebra from footnote 20, this mapping becomes measurable; hence we can define a probability measure $\kappa^i$ on $\mathcal{P}^i$ as the pre-image of $\gamma^i$ under $\tilde{P}$, that is, $\kappa^i = \tilde{P} \circ (\gamma^i)^{-1}$. Therefore, $\kappa = \kappa^1 \otimes \cdots \otimes \kappa^n$ indeed defines a realization equivalent mixed strategy profile.

**APPENDIX B: TIME-CHANGED PPEs AND MONOTONICITY OF $E(r)$**

**PROOF OF LEMMA 6.** For a strategy profile $A$ in a stochastic framework $(\Omega, \mathcal{F}, \tilde{F}, P, Z)$, we define the time-changed processes

$$
\tilde{A}_t := A_t, \quad \tilde{Z}_t := \frac{1}{\sqrt{\lambda}} Z_t, \quad \tilde{Y}_t := \tilde{\sigma} \tilde{Z}_t.
$$

Observe that $\tilde{A}$ is progressively measurable with respect to the time-changed filtration $\tilde{\mathcal{F}} := (\tilde{F}_t)_{t \geq 0}$, where $\tilde{F}_t := \mathcal{F}_{\tilde{A}_t}$, and $\tilde{Z}$ is an $\tilde{P}$-Brownian motion by the scaling property of Brownian motion. The family $(\tilde{Q}_t^{\lambda})_{t \geq 0}$ of probability measures induced by $\tilde{A}$ with respect to $\tilde{m}, \tilde{\sigma}$, and $\tilde{Y}$ is defined as

$$
\frac{d\tilde{Q}_t^{\lambda}}{dP} := \exp\left(\int_0^t \tilde{\mu}(A_s) \tilde{\sigma} \tilde{\sigma}^\top \tilde{\sigma} \tilde{\sigma}^\top^{-1} d\tilde{Y}_s - \frac{1}{2} \int_0^t \tilde{\mu}(A_s) \tilde{\sigma} \tilde{\sigma}^\top \tilde{\sigma} \tilde{\sigma}^\top^{-1} \mu(A_s) ds\right).
$$

Abbreviate $\tilde{m} := \tilde{m}/\sqrt{\lambda}$ and observe that $\tilde{\sigma} \tilde{\sigma}^\top \tilde{\sigma} \tilde{\sigma}^\top^{-1} \tilde{m} = \sigma \sigma^\top \sigma \sigma^\top^{-1} m$ by assumption. With the substitution $d\tilde{s} = \lambda \, d\tilde{s}$ we arrive at

$$
\frac{d\tilde{Q}_t^{\lambda}}{dP} = \exp\left(\int_0^t \mu(A_s) \tilde{\sigma} \tilde{\sigma}^\top \tilde{\sigma} \tilde{\sigma}^\top^{-1} \sigma \, dZ_s - \frac{1}{2} \int_0^t \mu(A_s) \tilde{\sigma} \tilde{\sigma}^\top \tilde{\sigma} \tilde{\sigma}^\top^{-1} \mu(A_s) \lambda \, ds\right)
$$

and hence $\tilde{Q}_t^{\lambda}$ coincides with $Q_t^{\lambda}$ on $\tilde{F}_t = \mathcal{F}_{\tilde{A}_t}$. Observe that the expected flow payoff $g^i(a) = f^i(a', m(a)) = f^i(a', \sigma \tilde{\sigma} \tilde{\sigma}^\top \tilde{\sigma} \tilde{\sigma}^\top^{-1} \tilde{m}(a)/\sqrt{\lambda})$ still depends on $a^{-1}$ only through $\tilde{m}(a)$. Substituting $d\tilde{s} = \lambda \, d\tilde{s}$ again, we obtain for every $t \geq 0$,

$$
\tilde{W}^i_t(A; \lambda r, \tilde{m}, \tilde{\sigma}) := \int_t^\infty \lambda r e^{-\lambda r(s-t)} \mathbb{E}_{\tilde{Q}_t^{\lambda}}[g^i(\tilde{A}_s)|\tilde{F}_t] d\tilde{s}
$$

$$
= \int_t^\infty re^{-r(\tilde{s}-t)} \mathbb{E}_{\tilde{Q}_t^{\lambda}}[g^i(\tilde{A}_\tilde{s})|\mathcal{F}_{\tilde{A}_t}] d\tilde{s} = W^i_t(A; r, m, \sigma) \quad \text{a.s.}
$$

(9)
Because all unilateral deviations of \((A_t)_{t \geq 0}\) correspond to unilateral deviations of \(A\), it follows from (9) that \((A_t)_{t \geq 0}\) is a PPE with respect to \((\lambda r, \tilde{m}, \tilde{\sigma})\) if and only if \(A\) is a PPE with respect to \((r, m, \sigma)\).

**Proof of Theorem 3.** To show (a), we need to show that a PPE \(A\) with respect to \((r, m, \sigma)\) can be transformed to a PPE with respect to \((r, m, \sigma \Lambda)\). Let \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}, Z)\) be the stochastic framework of \(A\), and let \(\beta, Z, \) and \(M\) be the processes from Lemma 1 that satisfy (5) for \(A\) and \(W = W(A)\) with respect to \(\mu\) and \(\sigma\). Let \(Z^\perp\) be a \(k\)-dimensional Brownian motion orthogonal to both \(Z\) and \(M\), and denote by \(\hat{\mathbb{F}}\) the augmented filtration generated by \(\mathbb{F}\) and \(Z^\perp\). Because \(\Lambda\) is symmetric, we can write \(\Lambda = Q^\top DQ\) for an orthogonal matrix \(Q\) and a diagonal matrix

\[
D = \begin{pmatrix}
I_k & 0 & 0 \\
0 & -I_m & 0 \\
0 & 0 & \tilde{D}
\end{pmatrix}
\]

such that \(\tilde{D}\) has entries in \((-1, 1)\). Define \(\hat{\Lambda} := Q^\top \sqrt{I_k - D^2} Q\) so that \(\Lambda^2 + \hat{\Lambda}^2 = I_k\). Then \(\hat{Z} := \Lambda Z + \hat{\Lambda} Z^\perp\) is a Brownian motion with respect to \(\hat{\mathbb{F}}\). Set

\[
\hat{\Lambda} := Q^\top \begin{pmatrix}
0 & 0 \\
0 & (\sqrt{I_k - \ell - m} - D^2)^{-1}
\end{pmatrix} Q
\]

and define \(\hat{Z}^\perp := \hat{\Lambda} (Z - \Lambda \hat{Z})\). It follows from

\[
d(\hat{Z}^\perp, \hat{Z}^\perp)_t = \begin{pmatrix}
0 \\
0
\end{pmatrix} \, dt
\]

and \(d(\hat{Z}^\perp, \hat{Z}^\perp)_t = 0\) that \(\hat{Z}^\perp\) is a martingale orthogonal to \(\hat{Z}\). This gives us the decomposition \(\hat{Z} = \Lambda \hat{Z} + \hat{\Lambda} \hat{Z}^\perp\) and hence

\[
dW_t = r(W_t - g(A_t)) \, dt + r\beta_t (\sigma dZ_t - \mu(A_t) \, dt) + dM_t
\]

\[
= r(W_t - g(A_t)) \, dt + r\beta_t (\sigma \Lambda d\hat{Z}_t - \mu(A_t) \, dt) + r\beta_t \sigma \hat{\Lambda} d\hat{Z}^\perp_t + dM_t.
\]

Since \(\ker(\sigma \Lambda) = \ker(\sigma)\) by assumption, it follows that there exists a matrix \(\Delta \in \mathbb{R}^{d \times d}\) such that \(\Delta \sigma = \sigma \Lambda\).\(^{21}\) Therefore, \(\sigma \Lambda \hat{Z} = \Delta^2 \sigma Z + \sigma \Lambda \hat{Z}^\perp\) is orthogonal to \(M\) and hence also to \(\hat{M} := M + \int r\beta_s \sigma \Lambda d\hat{Z}^\perp_s\). It follows that \(W\) also fulfills (5) for \(\sigma \Lambda\) with processes \(\beta, \hat{Z}\), and \(\hat{M}\). Since \(\beta\) enforces \(A\), \(A\) is also a PPE in the continuous-time game with volatility \(\sigma \Lambda\) by Lemma 1. Note, however, that \(A\) is a PPE as an \(\hat{\mathbb{F}}\)-progressively measurable process, that is, when players use the new orthogonal information suitably. We derive from Itô's formula that

\[
d(e^{-rT}W_t) = -re^{-rT}g(A_t) \, dt + re^{-rT}\beta_t (\sigma \Lambda d\hat{Z}_t - \mu(A_t) \, dt) + e^{-rT}d\hat{M}_t.
\]

\(^{21}\)Indeed, \(\sigma\) is an isomorphism from \(\ker(\sigma)\) to \(\mathbb{R}^d\) with inverse \(\sigma^\top (\sigma \sigma^\top)^{-1}\) and hence the vectors \(b_i := \sigma^\top (\sigma \sigma^\top)^{-1} e_i\) for \(i = 1, \ldots, d\) form a basis of \(\ker(\sigma) = \ker(\sigma \Lambda)\), where \(e_i\) denotes the \(i\)th standard basis vector in \(\mathbb{R}^d\). Define \(\delta_i := \sigma \Lambda b_i\) for \(i = 1, \ldots, d\) and set \(\Delta = (\delta_1, \ldots, \delta_d)\). By construction, we have \(\Delta \sigma b_i = \delta_i = \sigma \Lambda b_i\). Since \((b_1, \ldots, b_d)\) can be completed to a basis of \(\mathbb{R}^d\) with any basis of \(\ker(\sigma \Lambda)\) and \(\ker(\sigma) = \ker(\sigma \Lambda)\), it follows that \(\Delta \sigma = \sigma \Lambda\).
Observe that \( \ker(\sigma \Lambda) = \ker(\sigma) \) implies \( \text{rank}(\sigma \Lambda) = d \); hence we can define a family \( \{\tilde{Q}^A_t\}_{t \geq 0} \) of probability measures as in (2) with respect to \( m \) and \( \sigma \Lambda \). Integrating (10) from \( t \) to \( T \) and taking \( \tilde{Q}^A_t \)-conditional expectations on \( \tilde{F}_t \) yields

\[
W_t = \int_t^T e^{-r(s-t)} \mathbb{E}_{\tilde{Q}_s^A}[g(A_s) | \tilde{F}_t] \, ds + e^{-r(T-t)} \mathbb{E}_{\tilde{Q}_T^A}[W_T | \tilde{F}_t].
\]

Taking the limit as \( T \to \infty \) yields \( W_t(A; r, m, \sigma) = \tilde{W}_t(A; r, m, \sigma \Lambda) \) a.s. since \( W \) is bounded. This concludes the proof of (a).

For statement (b), let first \( \tilde{\sigma} = \Lambda \sigma \). Define the \( k \times k \) matrix \( \Lambda' := \sigma^\top (\sigma \sigma^\top)^{-1} \Lambda \sigma \) so that \( \sigma \Lambda' = \Lambda \sigma \). Note that \( \Lambda'^\top = \sigma^\top \Lambda (\sigma \sigma^\top)^{-1} = \Lambda' \), i.e., \( \Lambda' \) is symmetric. Every vector in the kernel of \( \sigma \) is an eigenvector of \( \Lambda' \) with eigenvalue 0. Let \( \lambda \) be an eigenvalue of \( \Lambda' \) to an eigenvector \( v \) that is not in the kernel of \( \sigma \). Then \( \Lambda \sigma v = \sigma \Lambda' v = \lambda \sigma v \), that is, \( \lambda \) is an eigenvalue of \( \Lambda \) for eigenvector \( \sigma v \). Since this applies to all eigenvalues of \( \Lambda' \) outside the kernel of \( \sigma \), the eigenvalues of \( \Lambda' \) lie in \([-1, 1]\) and \( \ker(\sigma \Lambda') = \ker(\sigma) \). Moreover, \( \sigma \Lambda' = \Lambda \sigma \) has rank \( d \) because \( \Lambda \) is invertible and \( \sigma \) has rank \( d \). The statement now follows by applying (a) to \( \Lambda' \). Observe that the change \( \tilde{m} = \Lambda^{-1} m \) is completely equivalent since

\[
\sigma^\top \Lambda'^\top (\Lambda \sigma \sigma^\top \Lambda) m = \sigma^\top \Lambda (\sigma \sigma^\top)^{-1} \Lambda^{-1} m = \sigma^\top (\sigma \sigma^\top)^{-1} \Lambda^{-1} m
\]

and hence the induced probability measures coincide at all times. For statement (c), Lemma 6 implies \( \tilde{W}_t(\{A_{\lambda t}\}_{t \geq 0}, \lambda r, m, \sigma / \sqrt{\lambda}) = W_{\lambda t}(A, r, m, \sigma) \) a.s. for \( \lambda \in (0, 1) \). The statement follows from (a) for the matrix \( \Lambda = \text{diag}_k(\sqrt{\lambda}) \) applied to \( \sigma / \sqrt{\lambda} \). \( \square \)

**Appendix C: Proofs of Lemmas 1, 5, and 7**

The statement of Lemma 1 is rather intuitive, since (3) can be rewritten as

\[
W_t^i(A) = r e^{rt} \left( \lim_{u \to \infty} \mathbb{E}_{Q_u^A} \left[ \int_0^u e^{-rs} g^i(A_s) \, ds | \mathcal{F}_t \right] - \int_0^t e^{-rs} g^i(A_s) \, ds \right)
\]

and hence \( dW_t^i = r W_t \, dt - g^i(A_t) \, dt + \text{d"martingale}" by the product rule. However, the limiting probability measure \( Q_\infty^A \) is not equivalent to \( P \) on \( \mathcal{F}_\infty \); hence we cannot immediately apply a martingale representation result.\(^{22}\)

**Proof of Lemma 1.** To show \((a) \implies (b)\), observe first that \( W^i := W^i(A) \) is bounded, as it remains in \( \mathcal{V} \) at all times. Fix \( T > 0 \) and derive from (3) that

\[
w_t^i := W_t^i - r \int_0^T (W_t^i - g^i(A_t)) \, dt
\]

\[
= W_t^i + r \int_0^T g^i(A_t) \, dt - r \int_0^\infty \int_0^{s \wedge T} e^{-r(s-t)} \mathbb{E}_{Q_t^A}[g^i(A_s) | \mathcal{F}_t] \, dt \, ds
\]

\(^{22}\) The probability measure \( Q_\infty^A \) that coincides with \( Q_t^A \) on \( \mathcal{F}_t \) for every \( t \geq 0 \). It is not obtained as the limit in (2), but its existence is asserted by Proposition 1.7.4 of Karatzas and Shreve (1998).
is a bounded $\mathcal{F}_T$-measurable random variable. By Corollary 1 to Theorem IV.37 of Protter (2005), any square-integrable $Q^A_T$-martingale can be decomposed uniquely into a stochastic integral with respect to $\sigma Z - \int T^T \mu(A_s) \, ds$ and a square-integrable martingale $M$ orthogonal to $Z$. Applying this to $\mathbb{E}_{Q^A_T}[w^j_T]$, we obtain an $\mathcal{F}_0$-measurable $c^j_T$, a progressively measurable process $(\beta^i_{t,T})_{0 \leq t \leq T}$ with $\mathbb{E}_{Q^A_T}[^T \{ |\beta^i_{t,T}|^2 \} \, dt] < \infty$, and a $Q^A_T$-martingale $(M^i_{t,T})_{0 \leq t \leq T}$ orthogonal to $Z$ with $M^i_{0,T} = 0$ such that

$$w^j_T = c^j_T + \int_0^T r^j_{t,T}(\sigma \, dZ_t - \mu(A_t) \, dt) + M^i_{T,T}.$$  

To prove that (b) holds, we need to show that $c^j_T$, $\beta^i_{t,T}$, and $M^i_{t,T}$ do not depend on $T$. Let $\tilde{T} \leq T$ and take in (11) conditional expectations on $\mathcal{F}_{\tilde{T}}$ under $Q^A_{\tilde{T}}$ to deduce that

$$\mathbb{E}_{Q^A_{\tilde{T}}}[w^j_{\tilde{T}}|\mathcal{F}_{\tilde{T}}] - w^j_{\tilde{T}} = \mathbb{E}_{Q^A_{\tilde{T}}}[w^j_{\tilde{T}}|\mathcal{F}_{\tilde{T}}] - W^j_{\tilde{T}} + r \int_{\tilde{T}}^T \mathbb{E}_{Q^A_{\tilde{T}}}[g^i(A_t)|\mathcal{F}_{\tilde{T}}] \, dt$$

$$- r \int_{\tilde{T}}^T \int_{\tilde{T}}^{s \wedge \tilde{T}} \mathbb{E}_{Q^A_{\tilde{T}}}[g^i(A_s)|\mathcal{F}_{\tilde{T}}] \, ds \, dr$$

$$= \mathbb{E}_{Q^A_{\tilde{T}}}[w^j_{\tilde{T}}|\mathcal{F}_{\tilde{T}}] - W^j_{\tilde{T}} - \int_{\tilde{T}}^T \mathbb{E}_{Q^A_{\tilde{T}}}[g^i(A_s)|\mathcal{F}_{\tilde{T}}] \, ds$$

$$+ \int_{\tilde{T}}^T \mathbb{E}_{Q^A_{\tilde{T}}}[g^i(A_s)|\mathcal{F}_{\tilde{T}}] \, ds$$

$$= 0,$$

using that $\mathbb{E}_{Q^A_{\tilde{T}}}[X|\mathcal{F}_{\tilde{T}}] = \mathbb{E}_{Q^A_{\tilde{T}}}[X|\mathcal{F}_{\tilde{T}}]$ for $\mathcal{F}_{\tilde{T}}$-measurable $X$ and $s \leq T$. Taking $\tilde{T} = 0$, this shows that $c^j_T = W^j_0$ does not depend on $T$. It also implies

$$w^j_T = \mathbb{E}_{Q^A_T}[w^j_{\tilde{T}}|\mathcal{F}_{\tilde{T}}] = W^j_0 + \int_0^T r^j_{t,T}(\sigma \, dZ_t - \mu(A_t) \, dt) + M^i_{T,T},$$

which yields $\beta^i_{t,T} = \beta^i_{t,\tilde{T}}$ a.e. and $M^i_{t,T} = M^i_{t,\tilde{T}}$ a.s. by the uniqueness of the orthogonal decomposition. Taking $\mathcal{F}_T$-conditional expectations, we deduce $M^i_{t,T} = M^i_{t,\tilde{T}}$ a.s. for every $t$; hence $W(A)$ satisfies (b).

To prove (b) $\implies$ (a), we derive from Itô’s formula that

$$d(e^{-rt}W^j_t) = -re^{-rt}g^i(A_t) \, dt + re^{-rt}\beta^i_t(\sigma \, dZ_t - \mu(A_t) \, dt) + e^{-rt} \, dM^i_t.$$  

(12)

Integrating (12) from $t$ to $T$ and taking $Q^A_T$-conditional expectations on $\mathcal{F}_T$ thus yields

$$W^j_T = \int_t^T re^{-r(s-t)}\mathbb{E}_{Q^A_T}[g^i(A_s)|\mathcal{F}_s] \, ds + e^{-r(T-t)}\mathbb{E}_{Q^A_T}[W^j_t|\mathcal{F}_T].$$

Since $W$ is bounded, the second summand converges to zero a.s. as $T$ tends to $\infty$; hence $W^j_T$ is indeed the discounted expected future value of $A$. 

---
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For the last statement, fix a player \( i \) and a time \( t \), and let \( \tilde{A} \) be a strategy profile with \( \tilde{A}^{-i} = A^{-i} \). For \( \beta \) related to \( W(A) \) by (5), we obtain from (12) for \( u \geq t \) that

\[
W^i_t(A) = e^{-r(u-t)}W^i_u(A) - \int_t^u e^{-r(s-t)} (\beta^i_s(\sigma dZ_s - \mu(A_s)) ds - g^i(A_s) ds - dM^i_s).
\]

As we let \( u \to \infty \), the term \( e^{-r(u-t)}W^i_u(A) \) vanishes since \( W^i(A) \) is bounded. Since \( M \) is a martingale up to time \( u \) also under \( Q^A_u \), we obtain

\[
W^i_t(\tilde{A}) = \lim_{u \to \infty} E_{Q^A_u} \left[ \int_t^u e^{-r(s-t)} g^i(\tilde{A}_s) ds \middle| \mathcal{F}_t \right]
\]

\[
= W^i_t(A) + \lim_{u \to \infty} E_{Q^A_u} \left[ \int_t^u e^{-r(s-t)} (g^i(\tilde{A}_s) - g^i(A_s)) ds + \beta^i_s(\sigma dZ_s - \mu(A_s)) ds \right]_{\mathcal{F}_t} \quad \text{a.s.}
\]

Because \( w^i_t \), defined in (11) is bounded, it follows from the construction of \( \beta \) that the process \( \int_t^u e^{-r(s-t)} \beta^i_s(\sigma dZ_s - \mu(A_s)) ds \) is up to any time \( u \in (t, \infty) \) a bounded mean oscillation (BMO) martingale under the probability measure \( Q^A_u \). This implies by Theorem 3.6 of Kazamaki (1994) that \( \int_t^u e^{-r(s-t)} \beta^i_s(\sigma dZ_s - \mu(A_s)) ds \) is a BMO martingale under \( Q^A_u \). Together with Fubini’s theorem this implies

\[
W^i_t(\tilde{A}) - W^i_t(A) = \int_t^\infty e^{-r(s-t)} E_{Q^A_u} \left[ g^i(\tilde{A}_s) - g^i(A_s) + \beta^i_s(\mu(A_s) - \mu(A_s)) \right] ds \quad \text{a.s.} \tag{13}
\]

If \( \beta \) enforces \( A \), the above conditional expectation is nonpositive; hence \( A \) is a PPE. To show the converse, assume toward a contradiction that there exists a player \( i \) and a set \( \Xi \subseteq \Omega \times [0, \infty) \) with \( P \otimes \text{Lebesgue}(\Xi) > 0 \), such that for some other strategy \( \tilde{A} \),

\[
g^i(\tilde{A}, A^{-i}) - g^i(A) + \beta^i_s(\mu(\tilde{A}, A^{-i}) - \mu(A)) > 0 \quad \text{on} \ \Xi.
\]

Set \( \tilde{A}^i := \tilde{A}^i1_{\Xi} + A^i1_{\Xi^c} \). Because \( \beta \) is progressively measurable, we can and do choose \( \Xi \) and \( \tilde{A} \) to be progressively measurable as well. In particular, \( \tilde{A}^i \) is a behavior strategy for player \( i \). For such an \( A \), the expectation in (13) is strictly positive for \( t = 0 \), a contradiction. \( \square \)

**Proof of Lemma 5.** Statement (i). Let \( \bar{\beta}_a^i(N) = B_i \) as in (6), which is locally Lipschitz continuous in \( N \). The statement holds by choosing \( U_N \) such that the first two coordinates are bounded away from zero.

Statement (ii). The case where \( N \) is not parallel to a coordinate axis is shown in statement (i); hence suppose now that \( N = e_1 \). Let \( \bar{\beta}^1, \ldots, \bar{\beta}^n \) be defined as in the proof of Lemma 4 and set

\[
\beta^1_a(x) := -\sum_{i=2}^n x^i \bar{\beta}^i, \quad \beta^i_a(x) = \bar{\beta}^i, \quad i = 2, \ldots, n. \tag{14}
\]
Along the lines of the proof of Lemma 4, it follows that $\beta_\alpha(x)$ enforces $\alpha$ orthogonal to $x$ if $x_1 \neq 0$. The statement follows by choosing $U_N$ bounded away from $(x^1 = 0)$.

Statement (iii). Suppose $N = e_1$ and that $a^1 = a^1 \in A^1$ is a unique best response to $\alpha^{-1}$. Let $\beta_\alpha(x)$ as in (14), except that $\beta^i$ are replaced by $\beta^i$. Then, clearly, (4) is fulfilled for players $i = 2, \ldots, n$. Because of the unique best response property, there exists an $\epsilon > 0$ such that $g^i(a^1) \geq g^i(\tilde{a}^1, \alpha^{-1}) + \epsilon$ for every $\tilde{a}^1 \in A^1 \setminus \{a^1\}$. Let us set $B = \max_{i=2,\ldots,n} \max_{\tilde{a}^1 \in A^1} |\beta^i(\mu(\tilde{a}^1, \alpha^{-1}) - \mu(\alpha))|$, which is finite as $B$ is fixed. If $B = 0$, then $\alpha$ is a Nash equilibrium and the result holds by statement (iv). Suppose, therefore, that $B > 0$. Then for all $x$ in

$$U_{e_1} := \left\{ x \in \mathbb{R}^n \bigg| \|x - e_1\| \leq \frac{\epsilon}{B(n-1) + \epsilon} \right\},$$

$x^1$ is bounded away from 0, and hence $|x^1|/x^1 \leq \epsilon/(B(n-1))$. It follows that

$$|\beta_\alpha^i(x)(\mu(\tilde{a}^1, \alpha^{-1}) - \mu(\alpha))| = \sum_{i=2}^n |x^1| |\beta^i(\mu(a^1, \alpha^{-1}) - \mu(\alpha))| \leq \epsilon$$

for every $\tilde{a}^1 \in A^1$. Together with the unique best response property for player 1, this shows that $\beta_\alpha(x)$ enforces $\alpha$ for $x \in U_{e_1}$. For all $x \in U_{e_1}$, $\beta_\alpha(x) \top x = 0$ by construction and $\beta_\alpha$ is Lipschitz continuous and bounded since $x_1$ is bounded away from 0.

Statement (iv). This is clear since $\beta_\alpha(x) = 0$ for all $x \in \mathbb{R}^n$.

\[ \square \]

**Proof of Lemma 7.** To show that (a) $\implies$ (b), let $X \in \mathcal{E}(r, m)$ a.s. Although we may have different probability spaces in (a) for each realization $X = x$, we can use the fact that the models all share the same path space to construct a regular conditional probability on that space. The path space of a behavior strategy $A$ and its stochastic framework is given by $\mathcal{D} := \Delta(A)^{[0, \infty]} \times \mathcal{C}(0, \infty)^d$, and $\mathcal{C}(0, \infty)^d$ is the space of continuous functions $[0, \infty) \to \mathbb{R}^d$. One can show that $\Omega = \mathcal{V} \times \mathcal{D}$ is complete and separable,\(^{23}\) hence by Theorem V.3.19 in *Karatzas and Shreve (1998)* there exists a regular conditional probability $P_A(F) : \mathcal{V} \times \mathcal{F} \to [0, 1]$, which means that it has the following properties:

(i) For each $x \in \mathcal{V}$, $P_A$ is a probability measure on $(\Omega, \mathcal{F})$.

(ii) For each $F \in \mathcal{F}$, the mapping $x \mapsto P_A(F)$ is $\mathcal{B}(\mathcal{V})$-measurable.

(iii) For each $F \in \mathcal{F}$, $P_A(F) = P(F|X = x)$ for $\nu$-a.e. $x \in \mathcal{V}$, where $\nu$ is the distribution of $X$.

We know that for each $x \in \mathcal{E}(r, m)$, there exists a PPE $A^x$ achieving $x$. Let $A$ now be the process defined pointwise by $A^x$ on $\{X = x\}$. It follows from the properties of a regular conditional probability that $A$ is a PPE achieving $X$. Indeed, for any player $i$ and any

\[^{23}\] $\mathcal{V}$ is complete and separable as a closed subset of $\mathbb{R}^n$, $\mathcal{C}(0, \infty)^d$ is both complete and separable with respect to the uniform metric by Theorem 43.6 of *Munkres (2000)* and $\Delta(A)^{[0, \infty]}$ is compact by Tychonov’s theorem and hence complete and separable.
behavior strategy profile $\tilde{A}$ with $\tilde{A}^{-i} = A^{-i}$,

\[
P(W_0^i(A) \geq W_0^i(\tilde{A})) = \int_{E(r, m)} P(W_0^i(A) \geq W_0^i(\tilde{A}) | X = x) \, d\nu(x)
\]

\[
= \int_{E(r, m)} P_x(W_0^i(A) \geq W_0^i(\tilde{A})) \, d\nu(x) = 1
\]

and in the same way $P(W_0(A) = \tilde{A}) = \int_{E(r, m)} P_x(W_0(A) = \tilde{A}) \, d\nu(x) = 1$.

To show the implication (b) $\Longrightarrow$ (a), suppose that $X \notin \mathcal{E}(r, m)$ on an $\mathcal{F}_0$-measurable set $\Xi$ with $\nu(\Xi) > 0$. Since there are only finitely many players, this implies the existence of an $\mathcal{F}_0$-measurable set $\tilde{\Xi}$ with $\nu(\tilde{\Xi}) > 0$ such that some player $i$ can improve his strategy to $\tilde{A}^{x,i}$ for $x \in \tilde{\Xi}$. Letting $\tilde{A}^i := \tilde{A}^i1_{\tilde{\Xi}}(x) + \tilde{A}^{x,i}1_{\Xi}(x)$, it follows that

\[
P(W_0^i(A) \geq W_0^i(\tilde{A}^i, A^{-i})) = \int_{\mathcal{V}} P_x(W_0^i(A) \geq W_0^i(\tilde{A}^{x,i}, A^{-i})) \, d\nu(x) < 1,
\]

contradicting the assumption that $A$ is a PPE.

\[\square\]

**Appendix D: Auxiliary results**

In this appendix we provide some auxiliary results related to enforceability and pairwise identifiability. These results are needed in the proofs of the folk theorems as indicated in Figures 6 and 7. They differ from the results in Fudenberg et al. (1994) in that we model the change of the signal’s distribution through a change of its drift.

**Lemma 16.** An action profile $\alpha$ is enforceable if for every player $i$ one of below conditions holds:

(i) The profile $\alpha$ has individual full rank for player $i$.

(ii) The action $\alpha^i$ is a best response of player $i$ to $\alpha^{-i}$.

The enforceability condition (4) imposes $n$ systems of linear inequalities, one for each player $i$. Because $\text{rank} M^i(\alpha) \leq |A^i| - 1$, we cannot simply solve the system $i$ by applying the left inverse of $M^i(\alpha)$, but we need to additionally exploit that the linear dependence among the columns of $G^i(\alpha)$ and $M^i(\alpha)$ is the same.

**Proof of Lemma 16.** Fix a player $i$ and suppose first that 1. is satisfied for action profile $\alpha$. Let $a^i \in A^i$ be an action with $\alpha^i(a^i) > 0$ and enumerate $A^i = \{a_1^i, \ldots, a_{K_i}^i\}$ such that $a^i = a_{K_i}^i$ is the last element. For the sake of brevity, denote by $M^i_j(\alpha)$ the column of $M^i(\alpha)$ corresponding to action $a_j^i$. Because of the linear dependence among the columns of $M^i(\alpha)$, we obtain

\[
M^i_{K_i}(\alpha) = -\sum_{j=1}^{K_i-1} \frac{\alpha(a_j^i)}{\alpha(a_{K_i}^i)} M^i_j(\alpha).
\]
Figure 8. The right panel shows $V^\Delta$ and $V^*$ for the stage game with payoffs given in the table to the left. In the proof of the folk theorems, we only need that we can approximate extremal points of $V^*$ and the minmax payoffs, which all lie in $V^\Delta$.

Condition 1 implies that there is no other linear dependence among the columns of $M^i(\alpha)$ and thus the $d \times (|A_i| - 1)$-dimensional submatrix $\tilde{M}^i(\alpha)$ consisting of the first $|A_i| - 1$ columns has full column rank. In particular, $\tilde{M}^i(\alpha)$ has a left inverse $\tilde{M}_L^i(\alpha)$ and

$$\beta^i = G^i(\alpha) \left[ \begin{array}{c} \tilde{M}_L^i(\alpha) \\ 0 \end{array} \right]$$

solves the system for player $i$ with equality. Indeed,

$$G^i(\alpha) \left[ \begin{array}{c} \tilde{M}_L^i(\alpha) \\ 0 \end{array} \right] M^i(\alpha) = G^i(\alpha) \left[ \begin{array}{c} I_{K_i-1} \\ 0 \end{array} \right] \sum_{j=1}^{K_i-1} \frac{\alpha(a^i_j)}{a^i_{K_i}} \tilde{M}_L^i(\alpha) \tilde{M}_j^i(\alpha) \right] = \left( G^i_1(\alpha), \ldots, G^i_{K_i-1}(\alpha), -\sum_{j=1}^{K_i-1} \frac{\alpha(a^i_j)}{a^i_{K_i}} G^i_j(\alpha) \right),$$

where we used that $\tilde{M}_L^i(\alpha)\tilde{M}_j^i(\alpha) = e_j$. The claim under condition 1 follows since

$$G^i_{K_i}(\alpha) = -\sum_{j=1}^{K_i-1} \frac{\alpha(a^i_j)}{a^i_{K_i}} G^i_j(\alpha).$$

Under condition 2, $\beta^i = 0$ solves the inequalities for player $i$. □

The following lemmas are the analogues of Lemmas 6.1–6.3 in Fudenberg et al. (1994) in our setting. Let $V^\Delta$ denote the set of payoffs achievable in mixed actions. While it may be strictly smaller than $V$ for some games (see Figure 8), the extremal payoffs always correspond to pure action profiles and hence are contained in $V^\Delta$.

**Lemma 17.** Suppose that for every pair of players $i, j$, there exists a mixed action profile $\alpha^{ij}$ having $ij$-pairwise full rank. Then the set of payoffs $C$ of action profiles with pairwise full rank for all pairs of players is dense in $V^\Delta$.

**Proof.** Let $E \subseteq \Delta(A)$ denote the set of mixed action profiles with pairwise full rank. By Lemma 6.2 of Fudenberg et al. (1994), $E$ is dense in $\Delta(A)$. Since the map $g : \Delta(A) \to V^\Delta$ is continuous and surjective, $C \supseteq g(E)$ is dense in $V^\Delta$. □
Lemma 18. Suppose that every pure action profile has individual full rank. Then for any \( \epsilon > 0 \) and any player \( i \), there exists an enforceable action profile \( \alpha \) with best response property for player \( i \) and \( |g^i(\alpha) - v^i| < \epsilon \). Moreover, if every pure action is pairwise identifiable or the best response of player \( i \) to the minmax profile \( \alpha_{-i} \) is unique, then the pair \( (\alpha, -e_i) \) satisfies condition (ii) or (iii) of Lemma 5, respectively.

Note that the first part of the statement is identical to Lemma 6.3 of Fudenberg et al. (1994). However, we also need that the resulting action profile leads to a locally uniform decomposition as in Lemma 5.

Proof of Lemma 18. Fix a player \( i \) and let \( \alpha_i^{-i} \) denote a minmax profile against player \( i \). By assumption, \( (a^i, a^{-i}) \) has individual full rank for every \( a^i \in A^i \) and every \( a^{-i} \in A^{-i} \). Therefore, similar as in the proof of Lemma 6.2 in Fudenberg et al. (1994), one can find a sequence of profiles \( (\alpha_i^{-i}(k))_{k \geq 1} \) converging to \( \alpha_i^{-i} \), such that \( (a^i, \alpha_i^{-i}) \) has individual full rank for every \( a^i \in A^i \) and all \( k \).

Let \( a^i_k \) be a best response for player \( i \) to \( \alpha_i^{-i}(k) \). The profiles \( (a^i_k, \alpha_i^{-i}(k)) \) are enforceable orthogonal to \( -e_i \) by Lemmas 16 and 3. Let \( a^i \in A^i \) be an accumulation point of \( (a^i_k)_{k \geq 1} \) and choose a subsequence \( (k_{\nu})_{\nu \geq 1} \) such that \( a^i_{k_{\nu}} = a^i \) for all \( \nu \in \mathbb{N} \). Observe that \( a^i \) is also a best response to \( \alpha_i^{-i} \) because

\[
g^i(a^i, \alpha_i^{-i}) = \lim_{\nu \to \infty} g^i(a^i_k, \alpha_i^{-i}(k_{\nu})) \geq \lim_{\nu \to \infty} g^i(\tilde{a}^i, \alpha_i^{-i}(k_{\nu})) = g^i(\tilde{a}^i, \alpha_i^{-i}),
\]

hence \( g^i \in \arg\max \{g^i(\cdot, \alpha_i^{-i}) \} \) and \( g^i(a^i, \alpha_i^{-i}) = v^i \). Therefore, for any \( \epsilon > 0 \) we can find \( \nu \) large enough such that \( |g^i(a^i, \alpha_i^{-i}(k_{\nu})) - v^i| < \epsilon \).

Under condition 1, \( (\alpha_i^{-i}(k))_{k \geq 1} \) can be chosen in a way that \( (a^i, \alpha_i^{-i}(k)) \) has pairwise full rank for every \( a^i \in A^i \) and all \( k \). Therefore, \( ((a^i, \alpha_i^{-i}(k)), -e_i) \) satisfies the second condition of Lemma 5. Under condition 2, it follows from multilinearity that there exists a \( \nu \) large enough such that \( a^i \) is also a unique best response to \( \alpha_i^{-i}(k_{\nu}) \). Therefore, condition (iii) of Lemma 5 is fulfilled for the pair \( ((a^i, \alpha_i^{-i}(k_{\nu})), -e_i) \). \( \square \)

Definition 11. An action profile \( \alpha \) Pareto-dominates a profile \( \tilde{a} \) if \( g^i(\alpha) \geq g^i(\tilde{a}) \) for every player \( i \) and \( g^i(\alpha) > g^i(\tilde{a}) \) for at least one player \( j \).

An action profile is Pareto-efficient if it is not Pareto-dominated by any other action profile.

Lemma 19. Suppose that \( g^i(a) = b^i(a^i)m(a) - c^i(a^i) \). Then any Pareto-efficient pure action profile is enforceable.

Proof. Fix a Pareto-efficient pure action profile \( a \in A \). Because its payoff is on the “upper right” boundary of \( V \), there exists a direction \( N \in \mathbb{R}^n \) with \( N^i > 0 \) for every \( i \) such that \( g(a) = \arg\max_{v \in V} N^\top v \). Then \( \beta \) with row vectors \( \beta^i := \sum_{j \neq i} b^j(a^i)N^j/N^i \) enforces \( a \).
Indeed, for every $\tilde{a}^i \in A_i$, we have
\[
g_i'(\tilde{a}^i, a^{-i}) + \beta^i m(\tilde{a}^i, a^{-i}) = g_i'(\tilde{a}^i, a^{-i}) + \frac{1}{N^i} \sum_{j \neq i} (N^j g_j'(\tilde{a}^i, a^{-i}) + N^j c_j(a^i)) \\
= \frac{1}{N^i} \sum_{j=1}^{n} N^j g_j'(\tilde{a}^i, a^{-i}) + \frac{1}{N^i} \sum_{j \neq i} N^j c_j(a^i) \\
\leq \frac{1}{N^i} \sum_{j=1}^{n} N^j g_j(a) + \frac{1}{N^i} \sum_{j \neq i} N^j c_j(a) \\
= g'_i(a) + \beta^i m(a). \tag*{□}
\]

Finally, we establish that for every player $i$ there exists at least one Pareto-efficient action profile globally maximizing player $i$'s payoff. Hence, from Lemmas 3 and 19, it is enforceable on the corresponding coordinate hyperplane.

Corollary 4. Suppose that $g$ is affine in $m$. Then, for every player $i$, there exists an enforceable Pareto-efficient pure action profile $a^p_i$ that maximizes $g_i$ over $A_i$. In particular, it is enforceable on the hyperplane coordinate to the $i$th axis.

Proof. Let $A^{(i)} \subseteq A$ denote the set of pure action profiles that maximize player $i$'s payoff over $A$. Action profiles in $A^{(i)}$ can be Pareto dominated only by other action profiles in $A^{(i)}$ because Pareto dominance of some $\tilde{a} \in A$ over $a \in A^{(i)}$ entails $g_i'(\tilde{a}) \geq g_i'(a)$. Since the relation of Pareto dominance is transitive and irreflexive, there cannot be any circular relations on $A^{(i)}$. Because there are only finitely many elements in $A^{(i)}$, at least one element is not dominated, hence Pareto-efficient. Such an action profile $a^p_i$ is enforceable by Lemma 19 and because it is a static best response for player $i$, it is enforceable on the hyperplane orthogonal to the $i$th axis due to Lemma 3. \tag*{□}
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