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Abstract. Inventory models are widely used in a variety of real-world applications. In particular, inventory systems with perishable items have received a significant amount of attention. We consider an \((s, S)\) continuous inventory model with perishable items, impatient customers, and random lead times. Two characteristic behaviors of impatient customers are balking and reneging. Balking is when a customer departs the system if the item they desire is unavailable. Reneging occurs when a waiting customer leaves the system if their demand is not met within a set period of time. The proposed system is modeled as a two-dimensional Markov process with level-dependent $G/M/1$-type structure. We also consider independent and identically distributed replenishment lead times that follow a phase-type distribution. We find an efficient approximation method for the joint stationary distribution of the number of items in the system, and provide formulas for several performance measures. Moreover, to minimize system costs, we find the optimal values of \(s\) and \(S\) numerically and perform a sensitivity analysis on key parameters.

1. Introduction. Inventory models have been widely studied, and great theoretical advances have been made over the past several decades. Extensions and variants of traditional inventory systems, including customer and product characteristics and replenishment time uncertainty, continue to be studied for their application to various real-world problems (see [8] for a more complete list of applications).

Many products do not last forever; food, photographic film, and medications, for example, all have expiration dates. Even blood banks are limited to storing units of blood for a maximum of 21 days. The analysis of inventory systems with perishable items has received a significant amount of attention from many researchers [9, 10, 11, 12, 14, 16, 17, 18, 22, 23, 24, 25] for the purpose of continuous and periodic review policies. However, most studies were conducted under the assumption of infinite customer patience. A relatively small number of studies consider both these phenomena, i.e., perishable products and finite customer patience.

Patients in need of blood transfusions are typically impatient customers. Other practical examples of impatient customers can be found in retail stores and service
systems such as restaurants and hair salons. Typical behaviors of impatient customers are “balking” and “reneging.” When a customer arrives at a store and the items they desire are unavailable, they may choose to depart immediately without taking the items (balking) or wait in a queue to receive the items at a later time. A customer waiting in a queue can also exhibit impatience. They may choose leave the system before receiving their items if they feel they have waited too long (reneging). Customer reneging and product expiration are similar phenomena. A customer whose wait time expires withdraws their order from the backlog queue; likewise, a product whose lifetime has expired is removed from inventory. Queuing systems with impatient customers have been studied by many researchers [1, 3, 4, 13, 26, 27].

Perry and Stadje [21] studied inventory systems having both perishable items with exponential or deterministic lifetimes and impatience customer having due times (reneging times). Their model was based on finite shelf size and finite waiting room for demands. Chakravarthy and Daniel [6] studied an \((s,S)\) inventory system where demands occur according to a Markovian arrival process (MAP), replenishing times follow a phase-type distribution, and products have exponential lifetimes. They also permitted back orders up to a certain level. Ioannidis et al. [9] studied inventory-production systems with both perishable items and impatient customers under the base stock and base backlog policies. A base stock policy controls inventory, and a base backlog policy controls pending orders.

In this study, we consider an \((s,S)\) perishable inventory model with impatient customers and random lead times. A Markov process with a level-dependent \(G/M/1\)-type structure is used to represent this inventory model. In particular, we consider an \((s,S)\) continuous review inventory model where items are perishable and have exponentially distributed lifetimes. We assume that the replenishment lead times are independent and identically distributed with a phase-type distribution. Because of the diversity of phase-type distributions, we are able to find a phase-type distribution that is sufficiently close to an arbitrary distribution of nonnegative random variables [15, 19, 20]. We also consider a customer’s impatience. The impatience phenomena of customers waiting in a queue is natural in real-world situations. Our model is a generalization of previously considered models; for example, the models in [10, 14, 17] are all special cases of our model. The impatience characteristics of customers in a queue and a replenishment time with a phase-type distribution lead us to represent the inventory model as a continuous-time Markov process with a level-dependent \(G/M/1\)-type structure. As seen in Theorem A.1, the stationary distribution of the Markov process with a level-dependent \(G/M/1\)-type structure is very complicated; therefore, it is not useful for computational purposes. The main contribution of our research is that we find an approximation method for the stationary distribution of our inventory system.

The remainder of this paper is organized as follows. In Section 2, we describe our main inventory model. We find an approximation method for the stationary distribution of our inventory system and discuss several steady state performance measures in Section 3. Numerical examples are shown in Section 4, and concluding remarks are presented in Section 5. In appendix, we give the matrix analytic properties of a continuous-time Markov process with level-dependent \(G/M/1\)-type structure, which is the basic structure for our analysis.

2. Model description. We consider an \((s,S)\) continuous review inventory model with perishable items, impatient customers, and random lead times (Figure 1).
Customers arrive according to a Poisson process with rate $\lambda$. Each arriving customer requests one unit of product. When stock of finished products is available in the system, an arriving customer is immediately satisfied. During stock-out periods, arriving customers may balk, i.e., decide not to place orders, and leave the system with probability $1 - p$, where $0 \leq p \leq 1$. In addition to balking, customer impatience may lead to reneging. We assume that when a customer finds out that the product they desire is out of stock, they may not balk with probability $p$ and are willing to wait a set amount of time, called the due time, before their order is shipped. The due time is the difference between a customer’s deadline to receive a product and the customer’s arrival time. We assume that due times are independent and exponentially distributed with mean $1/\gamma$. Products cannot be indefinitely stored. Each product has a random duration of time before it perishes. If it is still in stock after this time elapses, it becomes unusable and is discarded. The time between the production and expiration of a product is referred to as its lifetime. Product lifetimes are assumed to be exponentially distributed with mean $1/\mu$.

Orders for items proceed according to the rule of $(s,S)$ policy. The order and supply procedures are described as follows. If the number of items in inventory is less than or equal to $s$, $S - s$ items are ordered. The ordered items are delivered after a random lead time with the phase-type distribution $(\alpha, T)$, where $\alpha$ is the $m$-dimensional row vector representing the initial distribution of the phase, and $T$ is the $m \times m$ matrix representing the generator of the transient Markov process for the phase-type distribution. For the definition and properties of the phase-type distribution, see Chapter 2 in [19] or Chapter 2 in [15]. If the number of items in inventory is still less than $s$ after the delivery of the ordered items, another order of $S - s$ items occurs immediately. If the number of items in the inventory is larger than $s$ after the delivery of ordered items, the next order of $S - s$ items occurs when the number of items in inventory decreases to $s$. We also assume that lead times are independent and identically distributed.

The state of the system at time $t$ is described by its inventory/backlog status and phase of lead time, denoted by $\{I(t), X(t)\}$. When the system is out of stock, the value of $I(t)$ is negative and $-I(t)$ customer orders are backlogged and pending. $I(t) = 0$ means there are no pending orders and no stock, and $1 \leq I(t) \leq S$ when
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there are $I(t)$ items in stock. By $(s,S)$ policy properties, when $I(t) > s$, $X(t) = 0$ and $I(t) \leq s$, $X(t) \in I$, where $l = \{1, 2, \ldots, m\}$. Therefore, let $\{(I(t), X(t)) : t \geq 0\}$ be a continuous-time Markov process with state space $E = \{(n, i) : n \leq S, i \in l(n)\}$, where $l(n)$ is denoted by

$$l(n) = \begin{cases} \{0\}, & \text{if } n > s, \\ \{1, 2, \ldots, m\}, & \text{if } n \leq s. \end{cases}$$

The generator $Q$ for the Markov process, in block form, is given by,

$$Q = \begin{bmatrix} S & S-1 & \cdots & S-s+1 & S-s & \cdots & s-1 & s-2 & \cdots & -1 & \cdots \\ S-1 & B_S & A_S & A_{S-1} & & & & & & & \\ \vdots & & & & & & & & & & \vdots \\ S-s & & & & & & & & & & \\ s & D_s & D_{s-1} & & & & & & & & \\ s-1 & & & & & & & & & & \\ \vdots & & & & & & & & & & \vdots \\ -2 & & & & & & & & & & \\ -1 & & & & & & & & & & \\ \vdots & & & & & & & & & & \vdots \\ & & & & & & & & & & \end{bmatrix}, \quad (1)$$

where

$$A_n = \begin{cases} \lambda n \mu, & s + 2 \leq n \leq S, \\ \{\lambda + (s + 1)\mu\} \alpha, & n = s + 1, \\ (\lambda + n \mu)I, & 0 < n \leq s, \\ \lambda p I, & n \leq 0, \end{cases}$$

$$B_n = \begin{cases} -\lambda n \mu, & s < n \leq S, \\ T - (\lambda + n \mu)I, & 0 < n \leq s, \\ T - (\lambda p - n \gamma I), & n \leq 0, \end{cases}$$

$$C_n = \begin{cases} 0, & n \geq 0, \\ -n \gamma I, & n < 0, \end{cases}$$

$$D_n = \begin{cases} T_0, & 2s - S < n \leq s, \\ T_0 \alpha, & n \leq 2s - S. \end{cases}$$

Here, $T_0 \equiv -T e$ where $e$ is a column vector of all ones with appropriate size. Though the elements (submatrices) of generator $Q$ are not square, the basic property of $Q$, $Qe = 0$, is satisfied. When $p = 0$, generator $Q$ is determined by taking the submatrix of level $S$ by level 0 in the right-hand side of (1).

The following observations can be made: i) when $p = 0$, $\{(I(t), X(t))\}$ is a finite Markov process, ii) when $0 < p \leq 1$ and $\gamma = 0$, $\{(I(t), X(t))\}$ is a Markov process with a level-independent $G/M/1$-type structure, except for a finite number of levels, and iii) when $0 < p \leq 1$ and $\gamma > 0$, $\{(I(t), X(t))\}$ is a Markov process with a level-dependent $G/M/1$-type structure. In this study, we will focus on the last case and verify the stability condition for the second case.

3. **Analysis of an $(s,S)$ inventory policy model.** In this section, we show the ergodicity of the Markov process $\{(I(t), X(t))\}$, which guarantees the existence of the steady-state distribution $\pi$. We also propose an approximation method to calculate the stationary distribution $\pi$. 
Theorem 3.1. When $\gamma > 0$, the Markov process $\{(I(t), X(t))\}$ is ergodic.

Proof. It is straightforward to verify that the Markov process $\{(I(t), X(t))\}$ is irreducible. It remains to be shown that it is positive recurrent. Let $\{(I_n, X_n) : n = 0, 1, 2, \cdots\}$ be the embedded Markov chain (EMC) of $\{(I(t), X(t))\}$ immediately after the transition epochs. It suffices to show that the EMC $\{(I_n, X_n)\}$ is positive recurrent, since

$$\inf_{(k,i) \in E} |Q_{(k,i)(k,i)}| > 0.$$  

Now, we show that the EMC $\{(I_n, X_n)\}$ is positive recurrent using Mustafa’s criterion [7]. Define $f : E \to [0, \infty)$ by $f(n,i) = S - n$. Then,

$$x_{k,i} = E[f(I_{n+1}, X_{n+1}) - f(I_n, X_n) | (I_n, X_n) = (k,i)]$$

has finite value for all $(k,i) \in E$, and

$$\lim_{k \to -\infty} x_{k,i} = \lim_{k \to -\infty} \frac{\lambda p - (-k)\gamma - (S - s)(T_0)_i}{\lambda p + (-T_i) + (-k)\gamma} = -1,$$

where $(T_0)_i$ denotes the $i$th component of the column vector $T_0$. Hence, $x_{k,i} < -\epsilon$ except for finitely many $(k,i) \in E$ for some $\epsilon > 0$ (for example, $\epsilon = \frac{1}{2}$). Therefore, the EMC $\{(I_n, X_n)\}$ is positive recurrent by Mustafa’s criterion.

This theorem shows that our model works similar to infinite server system if $\gamma > 0$ since backlogged orders are satisfied with receiving ordered items and are disappeared by their reneging properties, which each backlogged items have i.i.d. reneging times.

Theorem 3.2. When $\gamma = 0$, the Markov process $\{(I(t), X(t))\}$ is ergodic if and only if

$$\lambda p d < S - s,$$

where $d = -\alpha T^{-1} e$ is the mean lead time.

Proof. Note that $C_k = 0$ for $k \leq 0$, $A_k$ and $B_k$ are independent of $k$ for $k \leq 0$, and $D_k$ is independent of $k$ for $k \leq 2s - S$. Therefore, we use $A$, $B$, and $D$ instead of $A_k$, $B_k$ ($k \leq 0$), and $D_k$ ($k \leq 2s - S$), respectively. Let $Q^* = A + B + D$. Then, $Q^* = T + T_0 \alpha$ is a generator for an irreducible Markov process since the representation $(\alpha, T)$ is irreducible. Let $\pi^*$ be the unique probability vector satisfying $\pi^* Q^* = 0$ and $\pi^* e = 1$. By Theorem 1.71 in [19], $\{(I(t), X(t))\}$ is ergodic if and only if

$$\pi^* A e < (S - s) \pi^* D e.$$  \hfill (3)

Since $A = \lambda p I$, the left-hand side of (3) becomes $\lambda p$. Since $\pi^* = \frac{1}{\alpha T^{-1} e} \alpha T^{-1}$ and $D = T_0 \alpha$, the right-hand side of (3) becomes

$$\frac{S - s}{\alpha T^{-1} e} \alpha T^{-1} T_0 \alpha e = \frac{S - s}{\alpha T^{-1} e} \alpha T^{-1} (T_0) e = \frac{S - s}{\alpha T^{-1} e}.$$ 

Since $d = -\alpha T^{-1} e$, (2) is obtained from (3).

Theorem 3.3 says that the stability condition of our model is same as batch service system when $\gamma = 0$. In this case, there is no reneging orders and our model is operated by a $(s, S)$ inventory policy. Hence this system works as a batch service system, whose stability condition is that service capacity is greater arrival rate. And, the effective arrival rate of this system is $\lambda p$ and service capacity is $(S - s)/d$. 

\textbf{AN $(s, S)$ INVENTORY MODEL WITH G/M/1-TYPE STRUCTURE 613}
The Markov process \{\{(I(t), X(t))\}\} has the level-dependent, G/M/1-type structure described in Appendix. In order to find the stationary distribution \(\pi = (\pi_S, \pi_{S-1}, \cdots)\), we define the rate matrices \(R_n\) and the first passage probability matrix \(G_n\) in a way similar to that given in Appendix.

In this model, \((R_n)_{ij}\) is \(-\{(B_{n+1})_{ij}\}\) times the expected time spent in state \((n, j)\) before the first return to level \(n+1\), given that the Markov process starts at \((n+1, i)\). Note that \(R_n\) is a \(1 \times 1\) matrix if \(s < n < S\), a \(1 \times m\) matrix if \(n = s\), and an \(m \times m\) matrix if \(n < s\). \((G_n)_{ij}\) represents the probability that the first hitting state is \((n, j)\) in the class of states whose levels are larger than or equal to \(n\), given that the initial state is \((n-1, i)\), i.e., for \(n = S, S-1, \cdots\).

The stationary distribution \(\pi = (\pi_S, \pi_{S-1}, \cdots)\) is expressed as follows (see (16) and (17) in Section 2):

\[
\pi_n = \pi_S \prod_{i=S-1}^{n} R_i \\
\pi_S = \left( 1 + \sum_{n=s+1}^{S-1} \prod_{i=S-1}^{n} R_i + \sum_{n=-\infty}^{s} \prod_{i=S-1}^{n} R_i e \right)^{-1},
\]

where \(\prod_{i=1}^{m} A_i = A_n A_{n-1} \cdots A_m\) when \(n \geq m\). Since this process has an infinite state space and \(R_n\) is difficult to calculate directly, we approximate \(R_n\) using the following theorem and corollary. First, we introduce matrices \(G_n, n = S, S-1, \cdots\), whose \((i, j)\) entry \((G_n)_{ij}\) represents the probability that the first hitting state is \((n, j)\) in the class of states whose levels are larger than or equal to \(n\), given that the initial state is \((n-1, i)\); that is, for \(n = S, S-1, \cdots\),

\[
(G_n)_{ij} = P\{(I(\tau), X(\tau)) = (n, j)| (I(0), X(0)) = (n-1, i)\},
\]

where \(\tau = \inf\{t \geq 0 : I(t) \geq n\}\). The following theorem states properties of \(G_n\) and \(R_n\).

**Theorem 3.3.** The following equalities hold for for \(\gamma > 0\):

i) \(\lim_{n \to -\infty} (G_n)_{ij} = \delta_{ij}, 1 \leq i, j \leq m,\) where \(\delta_{ij}\) equals 1 if \(i = j\) and 0 if \(i \neq j\).

ii) \(R_n = \lambda p (\gamma I - T)^{-1} + o\left(\frac{1}{n^2}\right),\) as \(n \to -\infty,\) and for all \(i, j \in \{1, \cdots, m\},\)

\[
\lim_{n \to -\infty} n^2 \left\{ (R_n)_{ij} - \lambda p (\gamma I - T)^{-1} \right\} = 0.
\]

iii) \(R_n = -A_{n+1}(B_n + R_n-1 C_{n-1} + \prod_{i=n-1}^{n-(S-s)} R_i D_{n-(S-s)})^{-1}.\) \hspace{1cm} (6)

**Proof.** i) Given \((I(0), X(0)) = (n-1, i)\), with probability \(\frac{(1-n)^{\gamma}}{\lambda p + (1-n)^{\gamma} - T_{ii}}\), the Markov process jumps to \((n, i)\). Hence,

\[
(G_n)_{ii} \geq \frac{(1-n)^{\gamma}}{\lambda p + (1-n)^{\gamma} - T_{ii}}.
\]

Since \((G_n)_{ii} \leq 1\), we have

\[
\lim_{n \to -\infty} (G_n)_{ii} = 1, \text{ for } i = 1, \cdots, m.
\]

Since \(\sum_{j=1}^{m} (G_n)_{ij} \leq 1\), we have

\[
0 \leq (G_n)_{ij} \leq 1 - (G_n)_{ii} \text{ for } j \neq i.
\]
Hence,
\[ \lim_{n \to -\infty} (G_n)_{ij} = 0 \text{ for } j \neq i. \]

ii) It follows from (22) in Section 2 that
\[ R_n = -A_{n+1}(B_n + A_n G_n)^{-1} = \lambda p \left( -n \gamma I - T + \lambda p(I - G_n) \right)^{-1}, \quad n < 0. \]
Hence, for \( n < 0 \),
\[ R_n - \lambda p \left( (-n) \gamma I - T \right)^{-1} = \lambda p \left( (-n) \gamma I - T + \lambda p(I - G_n) \right)^{-1} - \lambda p \left( (-n) \gamma I - T \right)^{-1} \]
\[ = \lambda p \left( (-n) \gamma I - T \right)^{-1} \left( \left\{ I + \lambda p(I - G_n) \left( (-n) \gamma I - T \right)^{-1} \right\}^{-1} - I \right) \]
\[ = \lambda p \left( (-n) \gamma I - T \right)^{-1} \left\{ I + \lambda p(I - G_n) \left( (-n) \gamma I - T \right)^{-1} \right\}^{-1} - \lambda p(G_n - I) \left( (-n) \gamma I - T \right)^{-1}. \]

Since
\[ \lim_{n \to -\infty} (-n) \left( (-n) \gamma I - T \right)^{-1} = \frac{1}{\gamma} I \]
and
\[ \lim_{n \to -\infty} (G_n - I) = 0, \]
property ii) holds. Property iii) is proved by (23) in Section 3.

From Theorem 3.3 (ii), we have the following corollary:

**Corollary 3.1.** \( R_n \) has the following limiting behavior as \( k \) tends to negative infinity:
\[ \lim_{n \to -\infty} (-n) R_n = \frac{\lambda p}{\gamma} I. \]

Theorem 3.3 (ii) enables us to reasonably approximate \( R_n \) as \( \tilde{R}_n \):
\[ \tilde{R}_n \equiv \lambda p \left( (-n) \gamma I - T \right)^{-1}, \quad \text{for } n \leq -N. \]

We now determine a large value of \( N \) to make the relative error sufficiently small. For a predetermined small \( \epsilon > 0 \), we determine \( N \) such that
\[ \frac{||\tilde{R}_n - R_n||}{||R_n||} < \epsilon \quad \text{if } n \leq -N, \]
where the matrix norm \( ||\cdot|| \) is defined as
\[ ||K|| = \max_{ij} |K_{ij}|, \quad \text{for any matrix } K. \]

Let \( |K| \) denote the matrix whose \((i, j)\)th entry is \( |K_{ij}| \) for any matrix \( K \). Then, by (8), we have
\[ |\tilde{R}_n - R_n| \leq |\tilde{R}_n| \left\{ I + |(I - G_n)\tilde{R}_n| + |(I - G_n)\tilde{R}_n|^2 + \cdots \right\} ||I - G_n|| \tilde{R}_n||, \quad (10) \]
for \( n \leq -N \) where the inequality between matrices is interpreted entrywise. For \( 1 \leq i \leq m, \) since
\[ \sum_{j \neq i} |(I - G_n)_{ij}| \leq ||I - G_n||_i \leq \frac{\lambda p - T_{ii}}{\lambda p + (1 - n)\gamma - T_{ii}}, \]
from (7), we have

\[(I - G_n) \hat{R}_n)_{ij} \leq (I - G_n)_{ii} (\hat{R}_n)_{ii} \leq a_n \| \hat{R}_n \|\]

and

\[(I - G_n) \hat{R}_n)_{ij} \geq -\sum_{i \neq i} (I - G)_{di} \| \hat{R}_n \| \geq -a_n \| \hat{R} \|,\]

where \(a_n = \max_i \frac{\lambda p - T_i}{\sigma p + (1 - n) \gamma - T_i}\).

Thus,

\[| (I - G_n) \hat{R}_n \| \leq a_n \| \hat{R}_n \| \| e \| t, \]

where \(e\) denotes the \(m\)-dimensional row vector of all ones. By (10), if \(ma_n \| \hat{R}_n \| < 1\) and \(n \leq -N\),

\[| \hat{R}_n - R_n \| \leq \| \hat{R}_n \| e \| t \left( \sum_{i=0}^{\infty} (a_n \| \hat{R}_n \| e \| t )^i \right) a_n \| \hat{R}_n \| e \| t = \frac{ma_n \| \hat{R}_n \|^2 \| e \| t}{1 - ma_n \| R_n \|} \]

and

\[\| \hat{R}_n - R_n \| \leq \frac{ma_n \| \hat{R}_n \|^2}{1 - ma_n \| R_n \|}.\]

Therefore, if \(2ma_n \| \hat{R}_n \| < 1\) and \(n \leq -N\),

\[\frac{\| \hat{R}_n - R_n \|}{\| R_n \|} \leq \frac{\| \hat{R}_n - R_n \|}{\| R_n \| - \| R_n - R_n \|} \leq \frac{ma_n \| \hat{R}_n \|}{1 - 2ma_n \| R_n \|}.\]

Hence, we choose \(N\) such that, if \(n \leq -N\),

\[0 \leq \frac{ma_n \| (\gamma a I - T)^{-1} \|}{1 - 2ma_n \| (\gamma a I - T)^{-1} \|} < \epsilon. \tag{11}\]

We calculate \(\hat{R}_n\) \((n \leq -N)\), using (9) and calculate \(\hat{R}_n\) \((n = 1 - N, 2 - N, \cdots, S - 1)\), recursively by (6) substituting \(\hat{R}_n\) in place of \(R_n\) \((n = k - 1, k - 2, \cdots, k - (S - s))\). The approximate stationary distribution \(\pi = (\pi_1, \pi_2, \cdots)\) for \(\pi = (\pi_1, \pi_2, \cdots)\) is obtained by (4) and (5) with \(\hat{R}_n\) instead of \(R_n\) \((n = S - 1, S - 2, \cdots)\).

In summary, the approximate distribution \(\hat{\pi} = (\hat{\pi}_1, \hat{\pi}_2, \cdots)\) is given by the following algorithm:

- **STEP 1**: For a given sufficiently small \(\epsilon > 0\), choose \(N\) such that (11) is satisfied.
- **STEP 2**: Calculate \(\hat{R}_n, n = -N, -N - 1, \cdots, -N - (S - s)\) by (9).
- **STEP 3**: Calculate \(\hat{R}_n, n = 1 - N, 2 - N, \cdots, S - 1\), recursively by

\[\hat{R}_n = -A_{n+1}(B_n + \hat{R}_{n-1}C_{n-1} + \prod_{i=n-1}^{n-(S-s)} \hat{R}_i D_{n-(S-s)})^{-1}.\]

- **STEP 4**: Calculate \(\hat{\pi}_S\) by

\[\hat{\pi}_S = (1 + \sum_{n=s+1}^{S-1} \prod_{i=S-1}^{n} \hat{R}_i + \sum_{n=-N-(S-s)}^{s} \prod_{i=S-1}^{n} \hat{R}_i e_i)^{-1}.\]

- **STEP 5**: Calculate \(\hat{\pi}_n, n = S - 1, S - 2, \cdots, \) by

\[\hat{\pi}_n = \hat{\pi}_{n+1} \hat{R}_n.\]

From the stationary distribution \(\pi\) of \(\{(I(t), X(t))\}\), we obtain the performance measures of the system as follows:
• Long run supply rate $r_s$ of items:
  \[ r_s = (S - s) \sum_{n=-\infty}^{s} \pi_n T_0. \]

• Mean number of items in inventory $E_i$ at steady state:
  \[ E_i = \sum_{n=1}^{s} n\pi_n e + \sum_{n=s+1}^{S} n\pi_n. \]

• Perishing probability $P_p$ of an item:
  \[
  P_p = \frac{\text{long run perishing rate of items}}{\text{long run supply rate of items}} = \frac{\mu E_i}{r_s} = \frac{\mu \left\{ \sum_{n=1}^{s} n\pi_n e + \sum_{n=s+1}^{S} n\pi_n \right\}}{(S - s) \sum_{n=-\infty}^{s} \pi_n T_0}.
  \]

• Blocking probability $P_b$ of a customer’s demand:
  \[ P_b = \lim_{t \to \infty} P\{I(t) \leq 0\} \text{ (by PASTA)} = \sum_{n=-\infty}^{0} \pi_n e. \]

• Mean number of waiting customers $E_d$ at steady state:
  \[ E_d = \sum_{n=-\infty}^{0} (-n)\pi_n e. \]

• Loss probability $P_l$ of a demand:
  \[ P_l = P\{\text{Immediate loss}\} + P\{\text{loss after waiting time}\} = (1 - p)P_b + \frac{\text{long run loss rate of waiting customers}}{\text{long run occurrence rate of demands}} \]
  \[ = (1 - p) \sum_{n=-\infty}^{0} \pi_n e + \frac{\gamma E_d}{\lambda} \]
  \[ = \sum_{n=-\infty}^{0} \left\{ (1 - p) + \frac{\gamma}{\lambda} (-n) \right\} \pi_n e. \]

• Mean inventory holding time $E_h$ of an item:
  \[ E_h = \frac{E_i}{r_s} \text{ (by Little’s formula)} = \frac{\sum_{n=1}^{s} n\pi_n e + \sum_{n=s+1}^{S} n\pi_n}{(S - s) \sum_{n=-\infty}^{s} \pi_n T_0}. \]

• Mean waiting time $E_w$ of a delayed demand:
  \[ E_w = \frac{E_d}{\lambda p} \text{ (by Little’s formula)} = \frac{\sum_{n=-\infty}^{-1} (-n)\pi_n e}{\lambda p P_b} \]
  \[ = \frac{\sum_{n=-\infty}^{-1} (-n)\pi_n e}{\lambda p \sum_{n=-\infty}^{0} \pi_n e}. \]
4. Numerical examples. In this section, we discuss the problem of finding the optimal \((s, S)\) values to minimize the cost rate. Moreover, we perform a sensitivity analysis under the cost structure with the following cost factors:

- \(C_h\): The inventory holding cost per unit item per time unit.
- \(C_r\): The replacement cost per unit perished item.
- \(C_b\): The blocking cost per unit blocked demand.
- \(C_w\): The delay cost per unit demand per unit waiting time.
- \(C_l\): The loss cost per unit loss of demand.
- \(C_o\): The ordering cost per order.
- \(C_p\): The purchase cost per unit item.

With the above cost factors, the total cost rate (TCR), which is the expected total cost per unit time, is expressed in terms of the system parameters and the performance measures derived in Section 3 as follows:

\[
TCR = C_h E_i + C_r r_S P_p + C_b b P_b + C_w w E_w + C_l \lambda P_l + C_o \frac{r_S}{S - s} + C_p r_S.
\]

Although we have not established analytically, our experience with considerable numerical examples indicates the function \(TCR\), for fixed \(S\), to be convex in \(s\). Hence we adopted simple numerical search procedure to determine the optimal values of \(s^*\) and \(S^*\).

Table 1 shows the total cost rate with the following system parameters and cost factors.

- \(p = 0.5\), \(C_h = 3\), \(\lambda = 1\), \(C_r = 100\), \(\mu = 0.02\), \(C_b = 50\), \(\gamma = 0.1\), \(C_w = 5\), \(\alpha = [1, 0]\), \(C_l = 200\), \(T = \begin{bmatrix} -1 & 1 \\ 0 & -1 \end{bmatrix}\), \(C_o = 300\), \(C_p = 100\).

From Table 1, we determine that the optimal values of \((s, S)\) are \(s^* = 3\) and \(S^* = 8\) (choosing \(\epsilon = 0.01\) implies \(N = 162\)). The optimal cost rate is 164.21.

Next, we discuss the effects of \(\lambda\), \(\mu\), and \(\gamma\) on the current total cost rate function and the value of parameters. Figure 2 shows the trend of the optimal total cost rate.

| \(S\) | \(s\) | \(1\) | \(2\) | \(3\) | \(4\) | \(5\) | \(6\) | \(7\) | \(8\) |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| 2   | 214.85 |
| 3   | 193.68  | 192.23  |
| 4   | 182.28  | 180.09  |
| 5   | 175.77  | 171.17  | 170.76  | 174.86  |
| 6   | 172.06  | 167.51  | 166.41  | 168.46  | 173.94  |
| 7   | 170.09  | 165.83  | 164.59  | 165.86  | 169.41  | 175.65  |
| 8   | 169.28  | 165.37  | 164.21  | 165.19  | 167.94  | 172.36  | 178.93  |
| 9   | 169.85  | 166.67  | 165.86  | 166.79  | 169.01  | 172.21  | 176.28  | 181.34  |
| 10  | 170.85  | 168.02  | 167.40  | 168.40  | 170.55  | 173.54  | 177.21  | 181.51  |
| 11  | 172.19  | 169.67  | 169.24  | 170.33  | 172.48  | 175.36  | 178.79  | 184.45  |
| 12  | 173.78  | 171.55  | 171.31  | 172.49  | 174.66  | 177.49  | 180.79  | 184.45  |
| 13  | 175.57  | 173.60  | 173.54  | 174.83  | 177.02  | 179.83  | 183.06  | 186.58  |
| 14  | 177.53  | 175.80  | 175.90  | 177.28  | 179.53  | 182.34  | 185.52  | 188.96  |
with the value of $\lambda$. The optimal values of $(s, S)$ are shown in the supplementary column axis. In this graph, we see that the optimal total cost rate increases as the value of $\lambda$ increases. This same trend can be observed for the value of $(s, S)$ as well. The difference between $S$ and $s$ decreases as the value of $\lambda$ increases. Moreover, Fig. 2 shows that the base-stock policy ($S = s + 1$) is an optimal strategy for a moderate value of $\lambda$.

Figure 3 shows the relationship between the value of $\mu$ and the optimal total cost rate. Notice this relationship is also positive; however, the optimal value of $S$ decreases as the value of $\mu$ decreases. This phenomenon is quite natural since a product with a short lifetime is hard to keep in stock, thus increasing the ordering and penalty costs for unmet demands.

Finally, Fig. 4 shows that the value of $\gamma$ has minimal effects on the optimal total cost rate and optimal value of $(s, S)$. Furthermore, observe that total cost rate
5. **Conclusion.** In this paper, we introduced an \((s,S)\) inventory system for perishable items, impatient customers, and phase-type distributed lead times. We represented our model as a Markov process with a level-dependent \(G/M/1\)-type structure. We analyzed the level-dependent \(G/M/1\)-type process using an approximate method, and solved an optimization problem.

Both the finiteness of items and impatience of waiting customers are important and natural in an inventory model. In fact, a relatively small number of studies have addressed both of them. One major contribution of this paper is that we presented a method to study the impact of the perishability of items and impatience of waiting customers together when \((s,S)\) policy is adopted in an inventory system. Our second major contribution is that we provided an approximate method for analyzing a Markov process with level-dependent \(G/M/1\)-type structure.

In the future, we will extend this model with phase-type distributed perishable times and reneging times. This extended model may be easily applied in real world problems because of diversity of phase-type distribution. And we also consider an \((s,S)\) inventory model with repeated demands. In select real inventory systems, such as warehouse inventory, a demand not satisfied immediately does not wait, but returns at a later time.

**Appendix A. Level-dependent \(G/M/1\)-type structure.** In appendix, we derive several matrix analytic properties for Markov processes with a level-dependent \(G/M/1\)-type structure. This Markov process is a generalization of the Markov process with a level-dependent quasi-birth-and-death (QBD) structure [5] and the Markov process with a level-independent \(G/M/1\)-type structure [19, 20].

Let \(\{(N(t), J(t)) : t \geq 0\}\) be an irreducible, continuous-time Markov process with state space \(E = \{(n, i) : n \geq 0, i = 1, 2, \cdots, m_{\text{t}}\}\), where \(n\) denotes the level of the process and \(i\) denotes the phase. Suppose \(\{(N(t), J(t))\}\) is positive recurrent and
has the infinitesimal generator $Q$ of the level-dependent $G/M/1$-type structure:

$$Q = \begin{bmatrix}
A_1^{(0)} & A_0^{(0)} & 0 & 0 & 0 & \cdots \\
A_1^{(1)} & A_1^{(1)} & A_0^{(1)} & 0 & 0 & \cdots \\
A_1^{(2)} & A_2^{(2)} & A_1^{(2)} & A_0^{(2)} & 0 & \cdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
\end{bmatrix},$$

where $A_j^{(i)}$ is an $m_i \times m_{i+1-j}$ matrix.

The stationary distribution $\pi$ of a continuous Markov process with infinitesimal generator $Q$ is given by the system of equations $\pi Q = 0$ and $\pi e = 1$, where $e$ is a column vector of ones. Consider subvectors $\pi_0, \pi_1, \cdots$ of the stationary distribution $\pi$ such that $\pi_i$ is a row vector of length $m_i$. Then, the equations of the system $\pi Q = 0$ for the stationary distribution $\pi$ of a continuous-time Markov process can be expressed as

$$\sum_{n=1}^{\infty} \pi_n A_{n-i}^{(n)} = 0, \quad i = 0, 1, 2, \cdots.$$ 

In the general matrix analytic approach [15], there exists a matrix $\{R_n : n \geq 1\}$ such that $\pi_{n+1} = \pi_n R_{n+1}$ for all $n$, and $R_n$ can be interpreted as a rate matrix whose $(i,j)$th entry $(R_n)_{ij}$ ($1 \leq i \leq m_{n-1}, 1 \leq j \leq m_n$) is defined as $-(A_{ij}^{(n-1)})_{ii}$ times the expected time spent in state $(n,j)$ before the first return to level $n-1$, given that the Markov process starts at $(n-1,i)$. Formally,

$$(R_n)_{ij} = -\left(A_{ij}^{(n-1)}\right)_{ii} \cdot E\left[\int_{\tau_1}^{\tau_2} 1_{\{(N(t),J(t))=(n,j)\}} dt | (N(0),J(0)) = (n-1,i)\right],$$

where

$$\tau_1 = \inf\{t > 0 : (N(t),J(t)) \neq (n-1,i)\},$$

$$\tau_2 = \inf\{t > \tau_1 : N(t) = n-1\}.$$ 

Next, we introduce the first passage probability matrices $G_k^{(n)}$ whose $(i,j)$th entry $(G_k^{(n)})_{ij}$ is the probability that the first hitting state is $(k,j)$ in the class of states whose levels are less than or equal to $n-1$, given that the initial state is $(n,i)$ for $n > k$. That is,

$$(G_k^{(n)})_{ij} = P\{(N(\tau),J(\tau)) = (k,j) | (N(0),J(0)) = (n,i)\},$$

where

$$\tau = \inf\{t > 0 : N(t) \leq n-1\}.$$ 

Let $\{(N^{[0,n]}(t),J^{[0,n]}(t)) : t \geq 0\}$ be the restricted process of $\{(N(t),J(t)) : t \geq 0\}$ for the subset $\{(k,i) \in E : 0 \leq k \leq n\}$. For the restricted process of a Markov process, refer to pp. 13 in [2] or pp. 126 in [15]. Furthermore, let $Q^{[0,n]}$ be the generator for the restricted process $\{(N^{[0,n]}(t),J^{[0,n]}(t))\}$, which is partitioned as submatrices:

$$Q^{[0,n]} = \begin{bmatrix}
Q_{00}^{[0,n]} & Q_{01}^{[0,n]} & 0 & 0 & 0 \\
Q_{10}^{[0,n]} & Q_{11}^{[0,n]} & Q_{12}^{[0,n]} & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots \\
Q_{n-1,0}^{[0,n]} & Q_{n-1,1}^{[0,n]} & \cdots & Q_{n-1,n}^{[0,n]} \\
Q_{n0}^{[0,n]} & Q_{n1}^{[0,n]} & \cdots & Q_{nn}^{[0,n]} \\
\end{bmatrix},$$
Theorem A.1. \( \pi_n, R_n, U_n, \) and \( G^{(n)}_k \) satisfy the following relations where \( k < n \):

\[
\begin{align*}
\pi_{n+1} &= \pi_n R_{n+1}, \\
\pi_0 U_0 &= 0, \quad \pi_0 \left( e_0 + \sum_{i=1}^{n} \prod_{i=1}^{n} R_i e_n \right) = 1, \\
U_n &= A_1^{(n)} + A_0^{(n)} G^{(n+1)}_n, \\
&= A_1^{(n)} + \sum_{i=n+1}^{\infty} \left( \prod_{i=n+1}^{n} R_i \right) A_{i-n+1}^{(l)}, \\
G^{(n)}_k &= -\sum_{i=n}^{\infty} U_n^{-1} \left( \prod_{i=n+1}^{n} R_i \right) A_{i-k+1}^{(l)}, \\
R_n &= -A_0^{(n-1)} U_n^{-1}, \\
&= -A_0^{(n-1)} \left( A_1^{(n)} + A_0^{(n)} G^{(n+1)}_n \right)^{-1}, \\
&= -A_0^{(n-1)} \left( A_1^{(n)} + \sum_{i=n+1}^{\infty} \left( \prod_{i=n+1}^{n} R_i \right) A_{i-n+1}^{(l)} \right)^{-1}.
\end{align*}
\]

Proof. Equation (16) can be deduced from (5.33) in [15] by letting \( T \) and \( D \) be \( \{(n, i) : 1 \leq i \leq m_n\} \) and \( \{(n + 1, i) : 1 \leq i \leq m_{n+1}\} \), respectively.

The stationary probability vector of the restricted process \( \{(N^{[0,0]}(t), J^{[0,0]}(t))\} \) is proportional to \( \pi_0 \) (refer to pp. 13 in [2] or Theorem 5.5.3 in [15]). Hence, \( \pi_0 Q^{[0,0]} = 0 \). Since \( U_0 = Q^{[0,0]} \), we have \( \pi_0 U_0 = 0 \). From (16), we have \( \pi_n = \pi_0 \prod_{i=1}^{n} R_i \) when \( n \geq 1 \). Hence, the normalization condition of the stationary probability vector \( \pi \) gives the second equality in (17).

From the right skip-free property of level \( N(t) \), we deduce that

\[
Q_{kl}^{[0,n]} = \begin{cases} Q_{kl}, & \text{if } k < n, l \leq n, \\
Q_{nl} + Q_{n,n+1} G^{(n+1)}_l, & \text{if } k = n, l \leq n,
\end{cases}
\]

where \( Q_{kl} \) is the submatrix of \( Q \) corresponding to the transition rates from level \( k \) to level \( l \). Hence, this yields (18). Equation (19) is obtained by substituting (20) and (21) into the first equality in (17).

For the derivation of (20), let \( n_1 P_{nl}(t) \) (for \( n \leq l \) be the \( m_n \times m_l \) matrix whose \((i, i')\)th entry is defined as

\[
(n_1 P_{nl}(t))_{ii'} = P\{(N(t), J(t)) = (l, i'), N(s) \neq n-1 \text{ for all } s \in [0,t] | (N(0), J(0)) = (n, i)\}.
\]

Then, for \( 0 \leq k \leq n - 1 \),

\[
P\{(N(\tau), J(\tau)) = (k, j), \tau \in [t, t + \Delta t], (N(\tau-), J(\tau-)) = (l, i')\} = (n_1 P_{nl}(t))_{ii'} (A^{(l)}_{i-k+1})_{ij} \Delta t + o(\Delta t),
\]

where \( Q^{[0,n]}_{kl} \) (\( 0 \leq k, l \leq n \)) is an \( m_k \times m_l \) matrix corresponding to the transition rates from level \( k \) to level \( l \). Next, let \( U_n = Q^{[0,n]}_{nn} \). Below, we use the convention that \( \prod_{i=n}^{n-1} x_i = 1 \).
where \( \tau \) is given by (15). Hence,

\[
(G^{(n)}_k)_{ij} = \sum_{l=n}^{\infty} \sum_{i'=1}^{m_l} \int_0^\infty (n-1)P_{nl}(t)(A^{(l)}_{i'-k+1})_{ii'}dt.
\]

Thus,

\[
G^{(n)}_k = \sum_{l=n}^{\infty} \left( \int_0^\infty (n-1)P_{nl}(t)dt \right) A^{(l)}_{l-k+1}.
\] (24)

It should be noted that \( \int_0^\infty (n-1)P_{nl}(t)dt \) is the expected sojourn time of \((N(t), J(t))\) in state \((l, j)\) before the first visit to level \(n - 1\), given that \((N(0), J(0)) = (n, i)\). On the other hand, \(-U^{-1}_{n-1}ij\) is the expected sojourn time of \((N(t), J(t))\) in state \((n, j)\) before the first visit to level \(n - 1\), given that \((N(0), J(0)) = (n, i)\). Thus, by the probabilistic interpretation of \(R_{n+1}, \cdots, R_l\), it is easy to see that

\[
\int_0^\infty (n-1)P_{nl}(t)dt = -U^{-1}_{n-1} \prod_{i=n+1}^{l} R_i.
\] (25)

Substituting (25) into (24) leads to (20). From (12), we have

\[
(R_n)_{ij} = -(A^{(n-1)}_1)_{ii} \cdot E \left[ \int_{\tau_1}^{\tau_2} 1_{\{(N(t), J(t))=(n,j)\}} |(N(0), J(0)) = (n - 1, i) dt \right]
\]

\[
= -(A^{(n-1)}_1)_{ii} \sum_{i'=1}^{m_n} P \left\{ (N(\tau_1), J(\tau_1)) = (n, i')(N(0), J(0)) = (n - 1, i) \right\}
\]

\[
\cdot E \left[ \int_{\tau_1}^{\tau_2} 1_{\{(N(t), J(t))=(n,j)\}} |(N(\tau_1), J(\tau_1)) = (n, i') dt \right]
\]

\[
= -(A^{(n-1)}_1)_{ii} \sum_{i'=1}^{m_n} \left( A^{(n-1)}_0 \right)_{ii'} (-U^{-1}_{n-1})_{i'j}
\]

\[
= -(A^{(n-1)}_0 U^{-1}_{n-1})_{ij},
\]

where \( \tau_1 \) and \( \tau_2 \) are given by (13) and (14), respectively. Therefore by substituting (19) into (21), we obtain (21), (22), and (23).

\[\square\]
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