Ensemble Learning Based on GBDT and CNN for Adoptability Prediction
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Abstract: By efficiently and accurately predicting the adoptability of pets, shelters and rescuers can be positively guided on improving attraction of pet profiles, reducing animal suffering and euthanization. Previous prediction methods usually only used a single type of content for training. However, many pets contain not only textual content, but also images. To make full use of textual and visual information, this paper proposed a novel method to process pets that contain multimodal information. We employed several CNN (Convolutional Neural Network) based models and other methods to extract features from images and texts to obtain the initial multimodal representation, then reduce the dimensions and fuse them. Finally, we trained the fused features with two GBDT (Gradient Boosting Decision Tree) based models and a Neural Network (NN) and compare the performance of them and their ensemble. The evaluation result demonstrates that the proposed ensemble learning can improve the accuracy of prediction.
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1 Introduction

Millions of stray animals suffer on the streets or are euthanized in shelters every day around the world. If homes can be found for them, many precious lives can be saved, and more happy families created. Therefore, it becomes a challenging and meaningful issue that how to make better use of various types of data, so that the adoptability can be predicted to help corresponding organizations make strategies to improve pet adoption rates and reduce animal suffering.

Started from the question “Can machines think?” first proposed by Turing, researchers have begun studying machine learning for a long time. During this period, many powerful algorithms have been proposed and improved, especially the convolutional neural networks (CNN) [Krizhevsky, Sutskever and Hinton (2012)], which achieved a state-of-the-art
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performance. Based on advanced machine learning algorithms, many real-life problems can be elegantly solved. For example, an ensemble learning method for wireless multimedia device identification [Zhang, Li, Wang et al. (2018)], a medical expert system to assist doctors in diagnosis [Fang, Cai, Sun et al. (2018); Chen, Yu, Liu et al. (2019)], recommendation system constructed by amounts of user behavior and user data [Davidson, Liebald, Liu et al. (2010); Smith and Linden (2017)], face detection based on multitasking cascaded convolutional networks [Zhang, Zhang, Li et al. (2016)], face recognition [Parkhi, Vedaldi and Zisserman (2015)], Chinese question classification [Liu, Yang, Lv et al. (2019)], etc.

In general, two major factors are driving these applications to succeed, one is definitely data. When machine learning methods are performed to solve real problems, it will be much easier if the data is task-related, organized and abundant. For example, the ImageNet dataset [Deng, Dong, Socher et al. (2009)], which contains 1.2 million images of 1000 semantic classes, is most commonly used for general visual tasks. Apart from that, there are amounts of other famous datasets of different scenes, such as the Places-205 dataset [Zhou, Lapedriza, Xiao et al. (2014)] which contains various indoor and outdoor scenes, the Landmarks [Babenko, Slesarev, Chigorin et al. (2014)], the Product [Bell and Bala (2015)], etc.

The other one is an effective and suitable method that can capture complex connections between features and the target variable. Some of the features may not be distinguishing enough or even have an adverse impact when training. Thus, feature selection (also known as subset selection) is significant because it serves as a fundamental technique to reducing effects from noise or irrelevant variables and still provides good prediction results, offering us guidance about the efficiency and effectiveness of variables for a given classification model. Traditional feature selection methods may calculate the correlation between each feature and the target variable. [Liu, Cai, Xu et al. (2015); Gonzalez-Vidal, Jimenez and Gomez-Skarmeta (2019); Cilia, De Stefano, Fontanella et al. (2019); Tran, Xue and Zhang (2019); Yu, Cai, Wang et al. (2019)] cover a wide range of aspects about features, including feature construction, feature ranking, feature embedding, multivariate feature selection, etc. However, traditional methods mainly rely on artificially designed extractors for specific tasks; thus, its generalization ability and robustness are not satisfactory.

With the development of deep learning, we can now use various neural networks to automatically extract features, especially in the field of computer vision. In this paper, we are faced with a comprehensive task that contains general metadata, texts and images. It is apparent that a pet with a good appearance or a description of “healthy and active, skinny and tall, as the mother fully vaccinated, dewormed”, is more likely to be adopted. Therefore, unlike previous methods that only pay attention to a single kind of information, we fused textual and visual features and employ SVD (Singular Value Decomposition) for dimension reduction. Moreover, we added some new aggregation features through all numerical data and proposed an ensemble model consists of two methods based on GBDT [Friedman (2001)] and a specialized deep neural network. Comparing with each model, the proposed ELGC (Ensemble Learning based on GBDT and CNN) can improve the accuracy in the scene of adoptability prediction.
2 Related work

2.1 EDA and feature engineering
In general, when we are faced with a practical problem with large amounts of mixed clean data and noise, it is better to conduct EDA (Exploratory Data Analysis) to have a comprehensive understanding. As we mentioned above, feature engineering serves as a critical role and will directly affect the final performance. The method of feature engineering may also vary from the task. For example, novel feature engineering techniques for clinical text classification are presented in Garla et al. [Garla and Brandt (2012)], for credit card fraud detection in Bahnsen et al. [Bahnsen, Aouada, Stojanovic et al. (2016)] and for robust visual object tracking [Zhang, Jin, Sun et al. (2018)].

2.2 Pre-trained model
Fortunately, with the development of deep learning, a new direction has been aroused by CNN that obtained a state-of-the-art recognition accuracy. That is, we can directly extract the result of one convolutional layer as features. Although most machine learning algorithms are designed to solve a unique task, we can still transfer knowledge from pre-trained models to improve the learning of new problems. There is a survey on transfer learning here [Weiss, Khoshgoftaar and Wang (2016)]. Now using pre-trained models to reduce consumption and improve efficiency has become a prevalent method in most tasks. In the field of NLP (Natural Language Processing), pre-trained models are also used for solving large-ocabulary speech recognition problems in Dahl et al. [Dahl, Yu, Deng et al. (2011)] and for training high-quality word vector representations in Mikolov et al. [Mikolov, Grave, Bojanowski et al. (2017)]. In the field of CV (Computer Vision), it has also been proved that pre-trained CNN model is a boon for the image classification and recognition tasks, such as medical image analysis problems [Carneiro, Nascimento and Bradley (2015)] and food recognition [Singla, Yuan and Ebrahimi (2016)].

2.3 GBDT based algorithms
As for models, GBDT [Friedman (2001)] is widely used due to its efficiency, accuracy, and interpretability. Based on GBDT, LightGBM [Ke, Meng, Finley et al. (2017)] and XGBoost [Chen and Guestrin (2016)] have been proposed and soon become popular among researchers. For example, A novel cryptocurrency price trend forecasting model is built for guiding investors in constructing an appropriate cryptocurrency portfolio and mitigate risks through LightGBM in Sun [Sun, Liu and Sima (2018)], XGBoost is also used in various fields like DDoS Attack Detection and Analysis [Chen, Jiang, Cheng et al. (2018)], Rock Facies Classification [Zhang and Zhan (2017)], etc. Moreover, they are frequently conducted simultaneously to solve complete tasks and see which performs better, for example, in [Ma, Sha, Wang et al. (2018)], prediction of P2P network loan default was studied on both ways. In [Wang, Zhang and Zhao (2017)], LightGBM and XGBoost have both been performed and compared as miRNA Classification methods in Breast Cancer Patients, and the result demonstrates that in this specific situation, LightGBM was found better performing in several aspects.
3 Methods

In this paper, our proposed ELGC contains multimodal representation, which is constructed from images, natural languages, metadata and some created aggregation features. We employed SVD to reduce dimensions of those features, then LightGBM, XGBoost and NN to train them. In the end, we took the prediction results of the three models as features, performing ridge regression to predict the target variable and used Bayesian optimization and cross-validation to tune the parameters. Fig. 1 illustrates the whole structure of ensemble learning.

3.1 Multimodal representation

For image data, we performed two pre-trained models to help us extract image features. One is pre-trained on ImageNet [Deng, Dong, Socher et al. (2009)] named Dense Convolutional Network (DenseNet) [Huang, Liu, Van Der Maaten et al. (2017)], which connects each layer to every other layer in a feed-forward fashion and can provide us effective general features. The other one comes from the best model of a Kaggle competition ‘cats vs. dogs’, thus features extracted can be of high quality since pets only include cats and dogs also in our task. Meanwhile, to ensure the quality and number of features, we employed SVD to reduce noise and improve predictive accuracy. SVD is an algorithm that decomposes an $m \times n$ matrix called $A$, into three component matrices, which can be represented as:

$$A_{m \times n} = U_{m \times m} \Sigma_{m \times n} V_{n \times n}^T$$  \hspace{1cm} (1)

where $U$ is an $m \times m$ matrix called left singular vector, $\Sigma$ is an $m \times n$ diagonal matrix and $V$ is an $n \times n$ matrix called right singular vector. Every element on the main diagonal of $\Sigma$ is called a singular value, which is similar to the eigenvalue in eigenvalue decomposition. Since the singular value in singular value matrix is also arranged from large to small and decreases...
particularly fast. That means, we can also use the largest $k$ singular values and the corresponding left and right singular vectors to approximate the matrix, which is calculated as:

$$A_{m \times n} = U_{m \times m} \Sigma_{m \times n} V_{n \times n}^T \approx U_{m \times k} \Sigma_{k \times k} V_{k \times n}^T \quad (2)$$

where $k$ can be much less than $n$. Therefore, we can adopt SVD to reduce features extracted from DenseNet121 and the best ‘cats vs. dogs’ model. In the end, a total of 64 new features are added according to image data. This process is shown in Fig. 2.

![Figure 2: Image features](image)

Similarly, for natural language data, we firstly combined all the descriptions of pets from different files and adopted TF-IDF to get important terms as features, then SVD to reduce dimensions. Term Frequency (TF) refers to how often a given word appears in a document. The importance of a term $t_i$ in a specific document $d_j$ can is given as follows:

$$TF_{i,j} = \frac{n_{i,j}}{\sum_k n_{k,j}} \quad (3)$$

where $n_{i,j}$ is the frequency of a unique term $t_i$ appeared in the document $d_j$, and the denominator is the sum of frequencies of all unique words in document $d_j$. However, TF always tend to give high value to commonly appeared but not important words such as “the”, “an” and “but”, without giving enough weight to the more meaningful and unique terms that can indeed represent the document. Therefore, Inverse Document Frequency (IDF) is incorporated which diminishes the weight of terms that occur very frequently in the document set and increases the weight of terms that occur rarely. The process is given by:

$$IDF_i = \log \left( \frac{|D|}{|\{d_j: t_i \in d_j\}|} \right) \quad (4)$$

where $|D|$ means the total number of documents, the denominator means the number of documents that contains $t_i$. At last, the importance of terms can be calculated by the formula $TFIDF_{i,j} = TF_{i,j} \times IDF_i$. Moreover, we adopt a pre-trained word embedding model named wiki-news-300d-1M-subword [Mikolov, Grave, Bojanowski et al. (2017)].
which contains one million vector words with subwords information obtained from the 2017 Wikipedia, UMBC web-based corpus and statmt.org News dataset. At last, after padding them to sequences, the natural language part of feature engineering is accomplished. Fig. 3 illustrates the process.

Figure 3: Natural language features

Meanwhile, we can create five new aggregation features that may contain some undiscovered information for each numeric feature such as age, fur length, etc. They are minimum, maximum, mean, standard deviation and variance. Since we cannot determine exactly what features are practical and efficient and what are not for our target variable before enough experiments, thus we can prepare as many features as possible and then discard unimportant features after subsequent analysis. The process of creating new aggregation features is shown in Fig. 4.

Figure 4: New aggregation features

At last, we simply employed LightGBM to get a baseline, which is a strong classifier composed of several weak classifiers. Since it is also an algorithm based on the decision tree, we can get the importance of each feature and discard those whose importance is zero or very low for keeping retained features of high relevance.

3.2 Model construction and ensemble learning

We have constructed three independent learners, which are LightGBM, XGBoost and NN, together with an ensemble model. The former two methods are improved from GBDT; they
are all based on the decision tree to form a strong classifier by many weak classifiers. In the iteration of GBDT, suppose that the strong classifier learned in the former iteration is $f_{t-1}(x)$, the loss function is $L(y, f_{t-1}(x))$, then our goal is to find out a weak classifier of classification and regression tree to make the loss function of this iteration minimum, which is $L(y, f_t(x) = L(y, f_{t-1}(x) + h_t(x))$. XGBoost has added regularized learning objectives and used a greedy algorithm to get a sub-optimal tree structure, whereas LightGBM has made some improvements specifically for the case of high feature dimension and large data size, making efficiency and scalability even more satisfactory.

Besides, to add some diversity except decision tree for ensemble learning, we also used part of features to train a neural network including convolutional layers, pooling layers, activation functions, dropout layers, etc. The convolutional layer is the core building block of a CNN, where the parameters consist of several learnable filters. Each filter is convolved across the same volume from the input feature map, computing the dot product and outputting a new one. The pooling layer is simply a block of nonlinear down-sampling. There are several functions such as average pooling and max pooling. For the most commonly used max pooling, the input image will be divided into a set of non-overlapping rectangles, and for each rectangle, replace the whole sub-region by the maximum in it. The activation functions are introduced to add some nonlinear factors for better speed and performance of fitting with relatively fewer layers and nodes. There are lots of activation functions such as $\text{Sigmoid}(x) = \frac{1}{1+e^{-x}}$ and $\text{tanh}(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}$, in which number $e$ is a mathematical constant approximately equal to 2.71828 and is the base of the natural logarithm. Combining various layers and feature extraction methods, we proposed a neural network that fused numerical features, textual features, etc. The structure is illustrated in Fig. 5.

![Figure 5: Structure of the neural network](image-url)
Moreover, we took the prediction results of the above three models as new inputs, performing the ridge regression to predict the target variable as we mentioned before. It is aiming to fit a set of data $D = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$ by $f(x) = w^\top x + b$ and make the loss function minimum, which can be represented as:

$$J = \frac{1}{n} \sum_{i=1}^{n} (f(x_i) - y_i)^2 = \frac{1}{n} \sum_{i=1}^{n} (w^\top x_i + b - y_i)^2$$

where L2 regularization is added by ridge regression to optimize the problem of overfitting, the loss function is calculated by:

$$J = \frac{1}{n} \sum_{i=1}^{n} (f(x_i) - y_i)^2 + \lambda \|w\|^2$$

4 Experiments

4.1 Dataset and evaluation criteria

Our dataset comes from the competition of PetFinder.my Adoption Prediction in Kaggle, which contains about 60,000 images and metadata for training, about 15,000 images and metadata for testing.

About the evaluation criteria, the cost of error must frequently be considered in some cost-sensitive situations like medical and military applications. Therefore, a new methodology named Quadratic Weighted Kappa is proposed for assessing the classifier’s accuracy based on Cohen’s Kappa statistic in Ben-David [Ben-David (2008)], which is also adopted in our paper for better and strict evaluation.

4.2 Exploratory data analysis

To have an overall preliminary understanding of data, we should first perform some EDA. The target variable in our task is adoption speed which has five levels. From 0 to 4, it means that the time taken for pets to be adopted is getting longer. Zero means pet was adopted on the same day as it was listed and four means no adoption even after 100 days of being listed. Tab. 1 shows the distribution of adoption speed and the numbers of cats and dogs in train and test data are presented in Tab. 2.

| Adoption speed | 0   | 1   | 2   | 3   | 4   |
|----------------|-----|-----|-----|-----|-----|
| Count          | 409 | 3090| 4038| 3259| 4197|
| Percentage     | 2.73% | 20.61% | 26.93% | 21.74% | 27.99% |

In addition, we have many categorical features such as Pet Type, Breed, Maturity Size and some numerical features like Fur Length, Age, adoption Fee, PhotoAmt (The number of photos appeared in the advertisement), etc. Besides, there are some NLP and CV data like descriptions and photos of pets whose features should be extracted through various methods. Different features have different predictive powers for the target variable, we can even explore several new features and discard those with low importance.
### Table 2: Number of cats and dogs in train and test data

| Type       | Dog (train) | Cat (train) | Dog (test) | Cat (test) |
|------------|-------------|-------------|------------|------------|
| Count      | 8132        | 6861        | 2100       | 1872       |
| Percentage | 54.24%      | 45.76%      | 52.87%     | 47.13%     |

#### 4.3 Result and analysis

Before the final experiments, LightGBM is employed to discard features whose importance is very low, thus the retained features can be more effective and relevant. Fig. 6 demonstrates that breed1, age and many image features serve as a more critical role, and surprisingly, our created aggregation features such as the mean of “PhotoAmt”, also achieve miraculous effects for our final predictions.

**Figure 6:** Importance of features

As shown in Tab. 3, when LightGBM, XGBoost, and NN are employed alone, LightGBM performs slightly better than XGBoost, but both of them are acceptable and better than NN. We can see that though the score of NN is relatively low, the ensemble model learning through ridge regression performs the best.

**Table 3:** Quadratic weighted kappa scores

| Criteria                  | XGBoost | LightGBM | NN   | ELGC  |
|---------------------------|---------|----------|------|-------|
| Quadratic weighted kappa scores | 0.4381  | 0.4389   | 0.3536 | **0.4490** |
5 Conclusion
With the global trend to consider pets as part of the family, studies about pet adoption have gradually become a research hotspot. In this paper, we firstly performed some EDA and preprocess on our raw data. For images, we adopted two pre-trained models to help extract visual descriptors. For natural languages, we employed TF-IDF to choose keywords from descriptions of pets and used word vectors to get embedding textual features. SVD is performed to reduce dimensions and improve the quality of descriptors. Moreover, based on existing numerical data, some aggregation descriptors are created which are proved effective and critical in this task.

To generate diverse learners for ensemble learning, we took various training strategies and compared the performances of three independent models together with their ensemble. The experimental results show that the ELGC has good classification performance. We can conclude that when a pre-trained model was trained to solve a problem similar to ours, transfer learning is a worthwhile method for feature extraction. Besides, complementarity is more important than pure accuracy, even if the performance of each model is weak like NN here, ensemble learning can combine their diversities and is more likely to improve the accuracy.
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