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Abstract

In this paper we combine two strands of machine translation (MT) research: automatic post-editing (APE) and multi-engine (system combination) MT. APE systems learn a target-language-side second stage MT system from the data produced by human corrected output of a first stage MT system, to improve the output of the first stage MT in what is essentially a sequential MT system combination architecture. At the same time, there is a rich research literature on parallel MT system combination where the same input is fed to multiple engines and the best output is selected or smaller sections of the outputs are combined to obtain improved translation output. In the paper we show that parallel system combination in the APE stage of a sequential MT-APE combination yields substantial translation improvements both measured in terms of automatic evaluation metrics as well as in terms of productivity improvements measured in a post-editing experiment. We also show that system combination on the level of APE alignments yields further improvements. Overall our APE system yields a statistically significant improvement of 5.9% relative BLEU over a strong baseline (English–Italian Google MT) and 21.76% productivity increase in a human post-editing experiment with professional translators.

1 Introduction

The term Post-Editing (PE) is defined as the correction performed by humans over the translation produced by an MT system (Veale and Way, 1997). It is often understood as the process of improving a translation provided by an MT system with the minimum amount of manual effort (TAUS Report, 2010). While MT is often not perfect, post-editing MT can yield productivity gains as post-editing MT output may require less effort compared to translating the same input manually from scratch. MT outputs are often post-edited by professional translators and the use of MT has become an important part of the translation workflow. A number of studies confirm that post-editing MT output can improve translators’ performance in terms of productivity and it may positively impact on translation quality and consistency (Guerberof, 2009; Plitt and Masselot, 2010; Zampieri and Vela, 2014). The wide use of MT in modern translation workflows in the localization industry, in turn, has resulted in substantial quantities of PE data which can be used to develop APE systems.

APE (Knight and Chander, 1994) has been proposed as an automatic method for improving raw MT output, before performing actual human post-editing on it. The approach is based on collecting human corrected output of a first stage MT system and using this to train a system to correct errors produced by the MT system, possibly resulting in a productivity increase in the translation process. The advantage of APE relies on its capability to adapt to any black-box MT engine; i.e., upon availability of post-edited data, no incremental training or full re-training of the MT system is required to improve the overall translation quality of the first stage MT system that was involved in the post-edition data collection. APE assumes the availability of source texts (Si), corresponding MT output (Tmt) and the human post-edited (Tpe) version of Tmt, and APE systems can be modelled as an MT system between Si and Tpe (i.e., a joint representation of Si and Tmt) and Tpe. However, statistical APE (SAPE) systems can also be built
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without the availability of $S_{tp}$ using only sufficient amounts of parallel “target-side” $T_{mt}$–$T_{pe}$ text within the statistical MT (SMT) framework.

Usually APE tasks focus on systematic errors made by MT systems - the most frequent ones being incorrect lexical choices, incorrect word ordering, incorrect insertion or deletion of a word. The system presented in this paper explores the use of system combination in APE. System combination in MT has been studied extensively (Matusov et al., 2006; Du et al., 2009; Pal et al., 2014), except in the context of APE. Here we use system combination architectures on three different levels: (i) sequential combination between first-stage system and APE, (ii) parallel combination of alignment systems at the level of the APE and (iii) parallel combination of APE MT systems (including the first stage MT system). More precisely, our approach makes use of a hybrid implementation of multiple alignment combination within phrase-based SAPE (PB-SAPE) and hierarchical PB-SAPE (HPB-SAPE) and a system combination framework (a multi-engine pipeline) – that combines the best translations from the enhanced PB-SAPE, HPB-SAPE and the raw MT output. The model takes $T_{mt}$ as input and provides $T_{pe}$ as output. As we also use the output of the original first stage MT system in some combination experiments, our set-up indirectly also uses $S_{tp}$ information. System combination and hybrid word alignment strategies are commonly used in MT, however to the best of our knowledge the work presented in this paper is the first approach to APE that uses system combination and hybrid word alignment methods within the APE engine. System combination has been found to be a very useful technique in MT where translation hypotheses from multiple MT engines are available. Motivated by the success of system combination in MT, we applied system combination in APE. Similarly, the use of multiple word alignments has been shown to improve MT results (Pal et al., 2013). For our APE, alignments have to be produced on “monolingual” target-side data ($T_{mt}$ and $T_{pe}$). A particular focus of our paper is to explore the performance of hybrid alignments based on combinations of statistical and edit-distance based aligners in this “monolingual” setting.

The remainder of the paper is organized as follows. Section 2 gives an overview of the related work. Section 3 describes the components of our SAPE system. Section 4 outlines the data and data preprocessing and the experimental setup. Section 5 presents the results of automatic and human evaluation, followed by conclusions and avenues for further research in Section 6.

2 Related Research

APE approaches cover a wide methodological range. Simard et al. (2007a) and Simard et al. (2007b) applied phrase-based SMT (PB-SMT) for post-editing that handles the repetitive nature of errors typically made by rule-based MT (RBMT) systems. The APE system was trained on the output of the rule-based system as the source language and reference human translations as the target language. This APE system was able to correct systematic errors produced by the RBMT system and reduce the post-editing effort. The approach achieved large improvements in performance not only over the baseline rule-based system but also over a similar PB-SMT used in a standalone mode. Denkowski (2015) proposed a method for real time integration of post-edited MT output into the translation model. He extracted a grammar for each input sentence and applied it to the model. Rosa et al. (2012) and Mareček et al. (2011) applied a rule-based approach to APE of English–Czech MT outputs on the morphological level. They used 20 hand-written rules based on the most frequent errors encountered in translation. The method efficiently corrects morpho-syntactic categories of a word such as number, case, gender, person as well as dependency labels. The inclusion of source-language information in APE is also useful to improve the APE performance (Béchara et al., 2011). To overcome data sparsity issues, Chatterjee et al. (2015) proposed a pipeline where the best language model and pruned phrase table are selected through task-specific dense features. Recently, a bidirectional recurrent neural network model of APE using $T_{mt}$–$T_{pe}$ was proposed by Pal et al. (2016) which consists of an encoder that encodes the MT output into a fixed-length vector from which a decoder provides a post-edited (PE) translation. They reported statistically significant improvement over a strong first stage MT system baseline.

Various automatic or semi-automatic post-processing techniques to implement corrections of repetitive errors have been developed, although often the overall resulting MT output after APE still needs to be
post-edited by humans in order to produce publishable quality translation (Roturier, 2009; TAUS/CNGL Report, 2010). Even though MT and APE output often need human PE, it is often faster and cheaper to post-edit MT and APE output than to perform human translation from scratch.

System combination is a technology where multiple translation outputs from potentially very different MT systems are combined. System combination includes (i) hypothesis selection (Rosti et al., 2007a; Hildebrand and Vogel, 2010), (ii) confusion network based decoding (Matusov et al., 2006; Rosti et al., 2007b) and (iii) model combination (DeNero and Macherey, 2011). The confusion networks are built using backbone selection using either multiple hypotheses as backbones (Leusch and Ney, 2010) or a single backbone (Rosti et al., 2007b; Du et al., 2009) using TER (Snover et al., 2006) or BLEU (Papineni et al., 2002). These alignment metrics select the hypothesis that agrees most with the other hypotheses on average. System combination can improve translation quality significantly which motivated us to apply the strategy for the APE task.

Some of the research mentioned above studied the impacts of various factors and methods in APE on productivity gains. However, those studies were not conducted to observe PE effort in commercial environments. The focus of our study is twofold - to examine how existing word alignment techniques and a system combination framework can be intelligentely used to improve monolingual APE, and whether the improvements in APE measured in terms of automatic evaluation metrics translate to measurable productivity gains in human post-editing in commercial translation workflows.

3 System Description

Our APE system consists of four basic components: (i) a target side mono-lingual hybrid word alignment model based on a number of alignment approaches, (ii) PB-SAPE, (iii) HPB-SAPE, and (iv) a system combination module (also including the first stage MT system). The SAPE systems are trained monolingually with Italian $T_{mt}$ generated by Google Translate (GT) and the manually post-edited translations $T_{pe}$.

3.1 A Hybrid Word Alignment Model for Target Side APE

Previous research in MT demonstrates that a combination of information coming from multiple alignment models can improve translation quality. This can be achieved in different ways, e.g., by combining exactly two bidirectional alignments (Och, 2003; Koehn et al., 2003; DeNero and Macherey, 2011), combining an arbitrary number of alignments (Tu et al., 2012; Pal et al., 2013), by constructing weighted alignment matrices over 1-best alignments from multiple alignments generated by different models (Liu et al., 2009; Tu et al., 2011) etc. Below we apply an alignment combination model to APE.

Our hybrid word alignment method combines word alignments produced by three different statistical word alignment methods: (i) GIZA++ (Och and Ney, 2003) word alignment with grow-diag-final-and (GDFA) heuristic (Koehn, 2010), (ii) Berkeley word alignment (Liang et al., 2006), and (iii) Sym-Giza++ (Junczys-Dowmunt and Szal, 2012) word alignment, as well as two different edit distance based word aligners based on TER (Translation Edit Rate) (Snover et al., 2006) and METEOR (Lavie and Agarwal, 2007). We follow Pal et al. (2013) in combining word alignment tables, however, we additionally use 3-word consistent phrases to generate more alignment links (cf. Section 3.1.3). We integrate the word alignment obtained with this hybrid model into our PB-SAPE (Pal et al., 2015) and HPB-SAPE (Pal, 2015) models.

3.1.1 Statistical Word Alignment

GIZA++ is a statistical word alignment tool which implements IBM models 1–5, an HMM alignment model, as well as the IBM-6 model for covering many to many alignments. The Berkeley word aligner uses an extension of Cross Expectation Maximization and is jointly trained with HMM models. Sym-Giza++ is a modification of GIZA++ . It modifies the counting phase of each model of Giza++ allowing for updating the symmetrized models between the iterations of the original training algorithm. Sym-Giza++ computes symmetric word alignment models with the capability of taking advantage of multi-processor systems.
3.1.2 Edit Distance-Based Word Alignment

We use two different kinds of edit distance based word aligners where alignments are based on edit distance style MT evaluation metrics – METEOR and TER.

**METEOR Alignment:** METEOR is an automatic MT evaluation metric which provides an alignment between a translation hypothesis \( H \) (i.e., MT output) and a reference translation \( R \) (in this case the PE translation). Given a pair of strings such as \( H \) and \( R \) to be compared the alignment is a mapping between words in \( H \) and \( R \), which is built incrementally by the three sequences of word-mapping modules: (i) **Exact**: maps if the words are exactly the same (ii) **Porter stem**: maps if they are the same after stemming (iii) **WN synonymy**: maps if they are synonyms in WordNet. If multiple alignments exist, METEOR selects the alignment for which the word order in the two strings is most similar (i.e. having the fewest number of crossing alignment links). The final alignment is produced as the union of all stage alignments (e.g. Exact, Porter Stem and WN synonymy).

**TER Alignment:** TER is an edit distance based automatic MT evaluation metric that measures the ratio between the number of edit operations that are required to turn a \( H \) into \( R \) to the total number of words in \( R \). The allowable edit operations include insertion (I), substitution (S), deletion (D) and phrase shifts (Sh). As a byproduct of finding the minimum edit distance, it produces an alignment between the hypothesis and the reference. In the monolingual SAPE task, we make use of TER alignment as a potential alignment between \( T_{mt} \) and \( T_{pe} \). The TER alignment between a \( T_{pe} \) and \( T_{mt} \) is illustrated in Figure 1. Where, the vertical bar ‘|’ represents a match and I, D and S represent the three post-editing operations – insertion, deletion and substitution, respectively.

![Figure 1: TER based monolingual word alignment](image)

3.1.3 Producing Additional Alignments for Edit-Distance Based Alignment

To generate additional alignment points between parallel sentence pairs, we perform phrase extraction (Koehn et al., 2003)\(^1\) between \( T_{mt} \) and \( T_{pe} \). We extract all phrase pairs, \( T_{mt} \) phrase \((\epsilon)\) and \( T_{pe} \) phrase \((\bar{\epsilon})\), that are continuous and consistent with the edit distance based monolingual alignments. This phrase extraction process is performed individually for both TER and METEOR based alignments. A phrase pair \((\epsilon, \bar{\epsilon})\) is consistent with alignment \( a \) if Equation 1 is satisfied.

\[
(\forall w_i \in \epsilon : (w_i, x) \in a \land x \in \bar{\epsilon}) \land (\forall \bar{w}_i \in \bar{\epsilon} : (y, \bar{w}_i) \in a \land y \in \epsilon) \quad (1)
\]

Unaligned words in a phrase pair are aligned to all the phrase internal words in the other language. Figure 2 depicts the process of generating additional alignments where the solid links represent edit distance based alignments and the dashed links represent the newly established alignments. The newly established alignment points are added to the corresponding (i.e, TER or METEOR) alignment matrix.

3.2 Hybridization

Our method follows the following heuristic. We consider either of the alignments generated by GIZA++ with grow-diag-final-and heuristic (Koehn, 2010) \((a_1)\), Berkeley aligner \((a_2)\), or SymGiza++ \((a_3)\) as the standard alignment since edit distance based TER \((a_4)\) and METEOR \((a_5)\) fail to align many words in the monolingual Italian MT–PE parallel sentences. From the five alignments \(a_1-a_5\), we compute the alignment combination as follows.

\(^1\)For this task, we use 3-words phrases.
Figure 2: Producing additional alignments \((w_i-\bar{w}_j, w_i-\bar{w}_{j+1})\)

- **Step 1:** Choose a standard alignment\(^2\) \((S_a)\) from \(a_1, a_2\) or \(a_3\).
- **Step 2:** Produce a combined alignment \(S_c = S_a \cup (a_2 \cap a_3)\), if \(a_1\) is considered as \(S_a\).
- **Step 3:** Delete all the alignment points \(a_{ij} \in S_c\) such that \(\exists a_{ik} \in a_4 \cup a_5\) where \(j \neq k\).
- **Step 4:** Update \(S_c\) as \(S_c = S_c \cup a_4 \cup a_5\).

### 3.3 System Combination for APE

Our system combination framework selects the best hypothesis translation from multiple hypotheses produced by different systems. In order to apply the system combination framework on the translations produced by our SAPE systems and the baseline MT system (Google Translate) we implemented the Minimum Bayes Risk (MBR) coupled with the Confusion Network (MBRCN) framework as described in (Du et al., 2009). The MBR decoder (Kumar and Byrne, 2004) selects for each sentence the best system output from the three outputs by minimizing BLEU (Papineni et al., 2002) loss. This output is known as the backbone. A confusion network (Matusov et al., 2006) is built from the backbone while the remaining hypotheses are aligned against the backbone using the edit-distance based alignment methods (cf. Section 3.1.2). The features used to score each arc in the confusion network (CN) are word posterior probability, target language model and length penalties. Minimum Error Rate Training (MERT) (Och, 2003) is applied to tune the CN weights. In our experiments, both APE hypotheses – PB-SAPE and HPB-SAPE, and the baseline Google Translate (GT) output are passed on to the system combination framework which produces the final system output (SC-APE).

### 4 Experiments

#### 4.1 Data

The post-edition dataset for training the APE systems was developed in the MateCat\(^3\) project. The data consist of 312K parallel sentences of Europarl and client data. The parallel data contains Italian translations \((T_{mt})\) produced by Google Translate from English as the source language and the corresponding post-edited Italian translations \((T_{pe})\) produced by professional translators. The parallel data were cleaned and processed by using a preprocessing module (see Section 4.2). After cleaning, we obtained a sentence-aligned MT–PE parallel corpus containing 213,795 sentence pairs. We randomly extracted 1,000 sentences each for the development set and test set from the parallel corpus and treated the remaining data (211,795) as the training set. The language model was built on the Italian Europarl corpus along with the PE side of the training set. The entire monolingual Italian corpus consists of 49,483,285 words.

#### 4.2 Corpus Cleaning and Preprocessing

The MateCat corpus contains some non-Italian as well as non-English words and sentences. Therefore, we applied a language identifier (Shuyo, 2010) on both bilingual English–Italian MT output and MT

\(^2\)Empirically best performing aligner among the individual aligners \((a_1, a_2\) or \(a_3\)), is considered as \(S_a\).

\(^3\)https://www.matecat.com/
output–PE (Italian) parallel data. We discarded those sentence pairs from the bilingual training data which are considered as belonging to a different language or contain segment(s) in a different language. The same method was also applied to the monolingual Italian data. Next, the parallel corpus was further cleaned using the Gale-Church filtering method described in Tan and Pal (2014). We sorted the entire parallel training corpus based on sentence length and removed duplicates. We applied tokenization and punctuation normalization using the Moses scripts.

4.3 Experimental Settings

In our APE experiments we first integrated the hybrid word alignment model (cf. Section 3.1) into the SAPE engines modelled with PB-SMT (Koehn et al., 2003) and hierarchical PB-SMT (HPB-SMT) (Chiang, 2005). For building our statistical APE system, we used maximum phrase length of 7 and a 5-gram language model trained using KenLM (Heafield, 2011). Model parameters were tuned using MERT (Och, 2003) on the held-out development set.

5 Evaluation

During evaluation we take into consideration the output produced by all the three APE systems: PB-SAPE with hybrid word alignment, HPB-SAPE with hybrid word alignment and the system combination system (SC-APE) which also includes the output from the first stage system Google MT. As a baseline APE system we use a PB-SAPE system with GIZA++ alignment. The evaluation was carried out in two ways: (i) automatic evaluation and (ii) human evaluation of the 1,000 testset sentences automatically post-edited by our SAPE systems. Out of the 1,000 testset sentences, the output of the system combination based final post-editing system (SC-APE) were different from the raw Google Translate translation output for 198 sentences, i.e. only 19.8% of the GT translations are post-edited by the SC-APE system, the remaining sentences are not affected by APE. The entire testset is evaluated with automatic evaluation metrics while only the 198 sentences are subjected to human evaluation.

5.1 Automatic Evaluation

We evaluated the systems using three well known automatic MT evaluation metrics: BLEU, METEOR and TER. We also performed sentence level BLEU evaluation. Table 1 provides a comparison in terms of sentence level BLEU evaluation of the individual APE systems. Based on sentence level BLEU scores, the evaluation results presented in Table 1 show that 159 out of the 198 translations provided by the SC-APE are of better quality than the GT output. However, for the rest (39) of the translations, the GT output is of better quality than the APE output. This may be partly due to the fact that the human post-edited reference translations are biased towards GT output. However, manual analysis revealed that some of these 39 translations are indeed worse than the GT output. Overall, PB-SAPE, HPB-SAPE and SC-SAPE provide gains in terms of translation quality in 9.9%, 9.4% and 12% of the cases, respectively, as measured by S-BLEU. APE quality increases with the integration of the hybrid word alignment (HWA) model (cf. Section 3.2) into the different APE systems (cf. Table 2).

| Systems    | APE | GT | Tie | % Gain | % Loss |
|------------|-----|----|-----|--------|--------|
| PB-SAPE    | 65  | 56 | 879 | 6.5%   | 5.6%   |
| HPB-SAPE   | 91  | 54 | 855 | 9.1%   | 5.4%   |
| SC-APE     | 159 | 39 | 802 | 15.9%  | 3.9%   |

Table 1: Automatic evaluation using Sentence-BLEU over 1,000 testset sentences.

Table 2 provides a comparison between the baseline PB-SAPE based on GIZA++ word alignment, PB-SAPE and HPB-SAPE based on hybrid word alignment (HWA), SC-APE and GT. The comparison is carried out in terms of BLEU, METEOR and TER scores. A general trend can be observed across all metrics. Baseline PB-SAPE system fail to improve over GT, while HWA based PB-SAPE, HPB-SAPE and SC-APE improve the translation quality over GT according to all metrics. Among the HWA based three APE systems, SC-APE performs best followed by HPB-SAPE and PB-SAPE in all metrics.
The SC-APE system provides 5.9%, 11% and 2.4% relative improvements over GT in BLEU, TER and METEOR, respectively, and all these improvements are statistically significant \((p < 0.01)\). The HPB-SAPE system also provides promising improvements (4.2%, 7.3% and 1.2% in BLEU, TER and METEOR, respectively) over GT while PB-SAPE system yields in modest improvements.

| Metric    | PB-SAPE (Baseline) | PB-SAPE (HWA) | HPB-SAPE (HWA) | SC-APE (First-Stage MT) | GT         |
|-----------|---------------------|----------------|----------------|-------------------------|------------|
| BLEU      | 59.90               | 62.70          | 63.87          | 64.90                   | 61.26      |
| TER       | 33.52               | 29.92          | 28.67          | 27.52                   | 30.94      |
| METEOR    | 69.54               | 73.31          | 73.63          | 74.54                   | 72.73      |

Table 2: Automatic evaluation of the systems over 1,000 testset sentences.

5.2 Human Evaluation

The human evaluation process was carried out with 4 professional translators by introducing a polling system. The polling system provides every voter with three choices, two of which correspond to two different translation options for every source English segment. Translators act as voters and make a choice between the SC-APE output and the GT first-stage translation, based on whichever translation option looks better to them. Translators were also provided with a third option called uncertain \((U)\), applicable whenever they are uncertain about which translation is better, i.e. when they deem both the GT and APE translations to be of equal quality (including equally unusable).

Table 3 shows the results of the polling scheme (human evaluation) of the raw GT output compared to the final automatic post-editing (SC-APE) output. The values in the table represent how many translations were chosen by each translator for individual systems. The polling based evaluation was carried out with 145 (of the 198) sentences. We discarded sentences containing less than six words either in source sentences or in the translations. We conducted the voting process serially to avoid any conflict between the translators. Table 3 shows that translators preferred APE output over the raw MT output. Translators did not have any knowledge about which translations are from which system as the two translation options were presented to them in random order. The winning APE system received on average 49.3% votes compared to 17% votes received by the GT system, while 33.7% votes were neutral as the translators were undecided for those sentences.

The SC-APE system received a total of 280 votes and it received votes from at least one translator for 105 unique segments, while GT received 112 total votes for 61 unique segments and 188 votes were received for 94 unique segments for the uncertain category. After detailed analysis we found that all 4 translators agreed on 27 APE translations, 6 GT translation and 9 neutral cases among the 145 sentences.

| Translators | APE | GT | U  |
|-------------|-----|----|----|
| T1          | 91  | 22 | 32 |
| T2          | 57  | 17 | 71 |
| T3          | 72  | 37 | 36 |
| T4          | 65  | 23 | 58 |
| Average     | 71.5| 24.7|49.2|

Table 3: Outcome of polling with four expert translators for 145 sentences.

For the 145 sentences, we measured pairwise inter-annotator agreements between the translators by computing Cohen’s \(\kappa\) coefficient (Cohen, 1960). Table 4 shows the inter-annotator agreements. The \(\kappa\) coefficients ranged from 0.141 (between T1 and T2) to 0.54 (between T2 and T4). The overall \(\kappa\) coefficient was 0.330. According to (Landis and Koch, 1977) this correlation coefficient can be interpreted as fair.
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Table 4: Inter-annotator agreement between the translators.

| Cohen’s κ | T1  | T2  | T3  | T4  |
|-----------|-----|-----|-----|-----|
| T1        | -   | 0.141 | 0.424 | 0.398 |
| T2        | 0.141 | -   | 0.232 | 0.540 |
| T3        | 0.424 | 0.232 | -   | 0.248 |
| T4        | 0.398 | 0.540 | 0.248 | -   |

5.3 Time and Productivity Gain Analysis

In order to investigate the performance of the APE system in terms of time and productivity gains, a completely new set of test data was distributed among the four translators. The new test data consists of real-life client segments. SC-APE and GT translations are presented separately to the translators within their daily usage interface (MateCat). Table 5 shows the statistics of how much time on average each individual translator took for the post-editing task. Table 5 also shows the average number of words (per minute, hour) post-edited by each translator. We calculated productivity gain by comparing column 2 (SC-APE) and 3 (GT) in Table 5. Table 5 shows that, SC-APE improves the productivity of the translators in general. Among the 4 translators, SAPE resulted in improved productivity for 3 translators (T1, T2 and T3), while for one translator (T4) it seems to result in productivity loss. If we look at the seconds/word, words/minute, and words/hour measures on the GT data for the 4 translators, it is easily noticeable that T1 is the most efficient post-editor, followed by T2, T4 and T3. However, when the translators work on the SAPE output, T2 is found to be the most productive while T4 is found to be the least productive. The productivity changes vary from 46.6% to -40%, which indicates that the utility of SAPE also varies from person to person. However, even taking into account the decrease in productivity of T4, average productivity increases 12.96% with SAPE. One thing to be noted here is that the productivity loss of T4 perhaps should not be considered for evaluation. We spoke to T4 after the evaluation and found that the translator was not solely concentrating on the post-editing job, switching among different jobs.

|          | SC-APE | GT          |
|----------|--------|-------------|
|          | secs/word | words/min | words/hour | secs/word | words/min | words/hour | Gain/hour | % Gain |
| T1       | 2.81   | 21         | 1260       | 2.92       | 20         | 1200       | 60        | 5.0    |
| T2       | 2.7    | 22         | 1320       | 3.88       | 15         | 900        | 420       | 46.6   |
| T3       | 4.82   | 12         | 720        | 6.75       | 9          | 540        | 180       | 33.3   |
| T4       | 9.80   | 6          | 360        | 5.84       | 10         | 600        | -240      | -40.0  |

Table 5: Post editing statistics over GT and SC-APE.

We also conducted a detailed evaluation of the post-editing carried out by the four translators. The results are reported in Table 6. Column 2 (fine grained evaluation score) in Table 6 shows the average of scores assigned to each translator by MateCat based on 5 criteria: tag issues (mismatches, white spaces), translation errors (mistranslation, additions/omissions), terminology and translation consistency, language quality (grammar, punctuation, spelling) and style (readability, consistent style and tone). MateCat also classifies each translator to one of the 4 performance levels⁴ – excellent (3), acceptable (2), poor (1) and fail (0), for each of the above mentioned 5 criteria. Column 3 (weight based on quality) shows the sum of the scores indicating performance levels for the 5 criteria. By multiplying the values in column 2 and column 3, we arrive at the final assessment score assigned to each translator.

By weighting the percentage gain (cf. last column in Table 5) with the final assessment scores (cf. last column in Table 6), as in Equation 2, we obtain an average productivity increase of 21.76%. Even

⁴http://www.matecat.com/support/revising-projects/revising-translation-jobs/
|            | Fine grained Evaluation score \((s_f)\) | Weight based on quality \((w_q)\) | Final Assessment \(fa = s_f \times w_q\) |
|------------|----------------------------------------|-------------------------------|----------------------------------|
| T1         | 4.46                                   | 7                             | 31.22                            |
| T2         | 4.44                                   | 6                             | 26.64                            |
| T3         | 1.33                                   | 2                             | 2.66                             |
| T4         | 2.74                                   | 1                             | 2.74                             |

Table 6: Assessment of the post-editors based on their performance and quality.

Considering the negative productivity of T4, this overall productivity gain is significant.

\[
average\ productivity\ gain = \frac{\sum_{i=1}^{4} gain_i \times f_{ai}}{\sum_{i=1}^{4} f_{ai}}
\]  

(2)

6 Conclusions and Future Work

The use of a single statistical aligner in our PB-SMT based baseline APE fails to improve over raw Google MT output; instead it degrades the performance, as was also reported by (Béchara et al., 2011). This motivated us to use alignment combination models including both statistical and edit-distance based methods in our hybrid word alignment model for APE. By improving word alignment, the APE system automatically acquires better lexical associations and already the “hybrid alignment-based” PB-SAPE system shows improvements over the Google MT baseline. The reason for using a hierarchical phrase extraction model for APE is that it makes the model sensitive to syntactic structures. Moreover, HPB-SAPE captures global reordering by SCFG, helping to correct word order errors to some extent. Integration of our hybrid word alignment into the APE model resulted in both PB-SAPE \(S_1\) and HPB-SAPE \(S_2\) producing better translations than GT. System combination based APE (SC-APE) of \(S_1, S_2\) and GT provided further statistically significant improvements over raw MT output. We performed statistical significance testing between GT, \(S_1, S_2\) and SC-APE. \(S_1\) provides statistically significant \((0.01 < p < 0.04)\) improvements over GT across all metrics. Similarly \(S_2\) yields statistically significant \((p < 0.01)\) improvements over both GT and \(S_1\) in all metrics. Our SC-APE system performs best and results in statistically significant \((p < 0.01)\) improvements over all other systems across all metrics. In future, we will try bootstrapping strategies for further tuning the model and add more sophisticated features beyond the lexical level. The future study will also include a comparison of our system performance with Neural APE (Pal et al., 2016). We will also carry out experiments on different datasets including the WMT APE datasets.
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