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Image has become one of the important carriers of visual information because of its large amount of information, easy to spread and store, and strong sense of sense. At the same time, the quality of image is also related to the completeness and accuracy of information transmission. This research mainly discusses the superresolution reconstruction of remote sensing images based on the middle layer supervised convolutional neural network. This paper designs a convolutional neural network with middle layer supervision. There are 16 layers in total, and the seventh layer is designed as an intermediate supervision layer. At present, there are many researches on traditional superresolution reconstruction algorithms and convolutional neural networks, but there are few researches that combine the two together. Convolutional neural network can obtain the high-frequency features of the image and strengthen the detailed information; so, it is necessary to study its application in image reconstruction. This article will separately describe the current research status of image superresolution reconstruction and convolutional neural networks. The middle supervision layer defines the error function of the supervision layer, which is used to optimize the error back propagation mechanism of the convolutional neural network to improve the disappearance of the gradient of the deep convolutional neural network. The algorithm training is mainly divided into four stages: the original remote sensing image preprocessing, the remote sensing image temporal feature extraction stage, the remote sensing image spatial feature extraction stage, and the remote sensing image reconstruction output layer. The last layer of the network draws on the single-frame remote sensing image SRCNN algorithm. The output layer overlaps and adds the remote sensing images of the previous layer, averages the overlapped blocks, eliminates the block effect, and finally obtains high-resolution remote sensing images, which is also equivalent to filter operation. In order to allow users to compare the superresolution effect of remote sensing images more clearly, this paper uses the Qt5 interface library to implement the user interface of the remote sensing image superresolution software platform and uses the intermediate layer convolutional neural network and the remote sensing image superresolution reconstruction algorithm proposed in this paper. When the training epoch reaches 35 times, the network has converged. At this time, the loss function converges to 0.017, and the cumulative time is about 8 hours. This research helps to improve the visual effects of remote sensing images.

1. Introduction

Superresolution reconstruction (superresolution, SR) is the process of obtaining the highest quality image from one or more low-resolution images through signal processing and image processing methods. After the low-resolution (LR) small image is enlarged by interpolation (convolved with the interpolation function), it is enlarged to the required size and then reconstructed by the reconstruction algorithm. It can be seen that the selection of the interpolation function and the reconstruction algorithm determine the quality and efficiency of the reconstruction. Because remote sensing images are acquired by satellites at high altitude, ground targets may only occupy dozens or even a few pixels in low-resolution remote sensing images; so, it is difficult to capture some smaller targets on the ground. The image superresolution technology can provide more effective information for the detection, recognition, and understanding of small targets in remote sensing images.

The image superresolution reconstruction technology not only overcomes the limitation of the inherent resolution of imaging equipment but also considers the influence of
down sampling, blurring, noise, and other factors in the image degradation process. It improves the resolution of the image and also improves the reconstructed quality of image. Therefore, it shows important application prospects in many fields. In satellite imagery, if the image resolution is high, you can see more detailed information or identify more objects in the same satellite remote sensing image. Compared with improving the performance of image capture equipment, using a more effective superresolution reconstruction algorithm is undoubtedly a more cost-effective choice. The use of algorithms for high and low resolution conversion has low cost and has been successfully applied to video, face recognition, medical images, and satellite images. Therefore, in the field of image processing today, superresolution reconstruction algorithms are a hot issue that has attracted widespread attention.

Over the past few years, significant efforts have been made to develop various data sets or to come up with various methods for classifying scenes from remote sensing images. Gong believed that a systematic review of the literature on data sets and scene classification methods was still lacking. He began with a comprehensive review of recent developments. He then proposed a large-scale dataset called "NWPU-ResISC45" [1]. Zhang proposes an effective nonlinear approximation scheme that uses Saito and Remy's multiharmonic local sine transform (PHLST) in conjunction with an algorithm to automatically and adaptively tile a given image based on its local smoothness and singularity. To measure this local smoothness, he introduced what is called the image local Besov index, which is based on the point-by-point modulus of image smoothness. This adaptive partitioning of the image is important for image approximations using PHLST, because PHLST stores angular and boundary information for each partition; so, it is wasteful to divide a smooth region of a given image into a set of smaller partitions. He used remote sensing images of the South Pole to demonstrate the superiority of the proposed algorithm over PHLST using uniform tiling. Due to global climate change, the analysis of these images, including their effective approximation and compression, is becoming increasingly important [2]. Alimjan believes that distance measurement and classification standards are equally important in remote sensing image classification. And the accuracy of any one will affect the classification accuracy. He believes this is based on the separability of classes using SVM and the spatial and spectral characteristics of remote sensing data. In addition, he proposed a distance formula as a metric to consider the brightness and direction of vectors. First, a SVM is trained, and a support vector (SV) is obtained for each class. In the test phase, enter a sample of the new test and use the distance formula to calculate the average distance between the test sample of each class and the SV. Finally, it was decided to classify the test samples into the category with the minimum mean distance. Repeat this process until all test samples have been classified [3]. Gong noted that while significant efforts have been made to develop a variety of remote sensing image scene classification methods, most of them rely on hand-crafted features. Extensive evaluation of publicly available remote sensing image scene classification benchmarks and comparison with the most advanced methods prove the effectiveness of the proposed BoCF method for remote sensing image scene classification [4]. Wang proposed an effective deep neural network for remote sensing image registration. Unlike the traditional method of feature extraction and feature matching, he pairs patches in the perceptual image and reference image and then directly learns the mapping between these patch pairs and their matching tags for later registration. This end-to-end architecture makes it possible to optimize the entire processing (learning mapping function) through information feedback while training the network, which is lacking in traditional methods. In addition, to alleviate the small data problem of remote sensing images for training, his proposal introduces self-learning by using the image and its transformed copy learning mapping function. In addition, his application of transfer learning to reduce the training phase of the huge computing costs. It not only speeds up our framework but also gets an additional performance boost [5]. Guo believes that the explosive availability of remote sensing images poses challenges to supervised classification algorithms such as support vector machines (SVM), because training samples are often very limited due to the expensive and laborious tasks of ground reality. Temporal correlation and spectral similarity between multitemporal images provide an opportunity to alleviate this problem. In his research, he proposed a SVM-based sequence classifier training (SCT-SVM) method for multitemporal remote sensing image classification. His method uses classifiers of previous images to reduce the number of training samples required for classifier training of input images. For each input image, the crude classifier is first predicted based on the temporal trend of a set of previous classifiers. The current training sample is then used to fine-tune the predicted classifier to a more accurate position. This method can be gradually applied to sequential image data, and only a small number of training samples are required for each image [6]. Munoz-mari sees HyperLabelMe as a network platform that allows automated benchmarking of remote sensing image classifiers. To demonstrate the attributes of the platform, he collected and coordinated large datasets of labeled multispectral and hyper spectral images with different categories, dimensions, noise sources, and levels. He suggested that registered users could download training data pairs (spectrum and land cover/usage tags) and submit predictions for the invisible test spectrum. The system then evaluates the accuracy and robustness of the classifier and reports the different scores as well as a ranking list of the best methods and users. The system he studied was modular and extensible, and the data set and classifier results were growing [7]. The goal of artificial intelligence (AI) is to design a machine that can perceive, remember, and recognize like humans. Perceptron is a machine learning algorithm that can feel and learn first, but its learning ability is limited. Later, a neural network model with multiple hidden layers appeared, which can learn more complex functions, but it is not a learning algorithm that can meet the needs of artificial intelligence. Although deep learning research has brought impressive theoretical results, learning algorithms and theoretical experiments, due to its numerous parameters, high training data and computational requirements, and prone to overfitting, the future development of algorithms still faces challenges. Convolutional neural
network is a feed-forward neural network, including convolutional layer, pooling layer, and output layer. It is an efficient pattern recognition method.

The current superresolution reconstruction based on a single image can be divided into two categories: (1) interpolation-based methods without training samples and (2) learning-based methods with training samples. Among them, the method based on interpolation only upsampling the low-resolution image, recovering the high-frequency components of the image, and finally enhancing the edge of the image, but does not fundamentally increase the amount of information contained in the image, and the reconstructed image lacks deeper details. This research mainly discusses the superresolution reconstruction of remote sensing images based on the middle layer supervised convolutional neural network. This paper designs a convolutional neural network with middle layer supervision. There are 16 layers in total, and the seventh layer is designed as an intermediate supervision layer. The middle supervision layer defines the error function of the supervision layer, which is used to optimize the error back propagation mechanism of the convolutional neural network to improve the disappearance of the gradient of the deep convolutional neural network. The algorithm training is mainly divided into four stages: the original remote sensing image preprocessing, the remote sensing image temporal feature extraction stage, the remote sensing image spatial feature extraction stage, and the remote sensing image reconstruction output layer. The current research results of superresolution reconstruction algorithms based on single images are mostly devoted to finding new features that make it easier to obtain image detail information for training, and these methods usually have high dependence on pre-defined features and calculations. The complexity is high, the robustness is not strong, and the input image needs to be a fixed size problem. The three-layer reconstruction model based on the convolutional neural network solves the problem of the lack of robustness of these methods and the need for fixed-size input images, and the network can obtain features by itself, without manual settings, and only need to set the parameters of the network to be trained in advance.

2. Methods

2.1. Image Superresolution Reconstruction. In improving the accuracy of pattern recognition, high-resolution images also play a pivotal role. Therefore, how to obtain and analyze high-resolution images under limited conditions has become a research hotspot in image processing.

In the 1970s, image sensor technology developed, and image acquisition devices based on CCD and CMOS sensors were comprehensively developed and popularized. Although these digital image devices can basically meet the various applications in people’s daily life, they have higher image resolution. In order to meet people’s growing demand for images, it is also a hotspot of modern research. By increasing the density of the acquisition unit and increasing the area of the sensor, better quality images can be obtained intuitively and quickly. The cost of the equipment is too expensive to be widely used. These conditions limit the improvement of the image spatial resolution from the hardware aspect. People began to study how to use software processing technology to obtain higher resolution images, and the image superresolution reconstruction technology (superresolution, SR) has thus been developed.

The current sequence image superresolution algorithm is mainly divided into two stages: motion estimation and image reconstruction. The motion estimation stage makes full use of the time-dimensional motion information between the sequence images through accurate motion estimation to obtain the registered image; the image reconstruction stage uses registration after the image is reconstructed, the image resolution is improved. It can be seen from this that motion estimation is essentially to extract the temporal motion information of the sequence image. Therefore, how to better extract the motion information has become the key content of the research of the sequence image superresolution algorithm. By designing multiple convolutional layers, the network can extract multiple different image features [8].

\[ y_j = b_j + \sum_i w_{ij} \times x_i. \]  

The feed forward operation of the convolutional neural network is based on the convolution operation, adding a bias \( B \) to each feature plane:

\[ C^t_{ij} = F(A^t_{ij} + B^t_{ij}); \]

Then, the training error of the network on the entire training sample is expressed as [9]

\[ E = \frac{1}{2} \sum_{t=1}^{T} \sum_{n=1}^{N} \sum_{i=1}^{M} \|t_n - y_n\|^2. \]

Then, the training error of the network on a training sample can be [10]

\[ E = \frac{1}{2} \sum_{t=1}^{T} \sum_{n=1}^{N} \|t_n - y_n\|^2. \]

At present, the input images of many single-frame image superresolution algorithms will be processed by cubic cubic interpolation [11, 12].

\[ S(w) = |w|^3 - 2|w|^2 + 1, \]

\[ S(w) = -|w|^3 + 5|w|^2 - 8|w| + 4. \]

The interpolation value of the corresponding pixel is [13, 14]

\[ G(i + u, j + v) = A \times B \times C. \]

Among them,

\[ A = [S(1 + u), S(u), S(1 - u), S(2 - u)]. \]
2.2. Intermediate Layer Supervised Convolutional Neural Network. Therefore, the method to improve the resolution of the image from the hardware point of view not only requires high cost, but also has limited room for improving the quality of the equipment. The research is difficult, the cycle is long, and it is not easy to make rapid progress in the short-term. In addition, even if the imaging device collects ultra-high-resolution images, there are new problems in image transmission. Ultra-high-resolution images take up a lot of space, and the pressure when transmitting images through the network is relatively large. Therefore, by improving the imaging equipment resolution by quality has been greatly restricted in practical applications.

The structure of the convolutional neural network with intermediate supervision designed in this paper is shown in Figure 1. There are 16 layers, namely, Conv.1, Conv.2… Conv.16, and the seventh layer is designed as an intermediate supervision layer. The intermediate supervision layer defines the error function of the supervision layer, which is used to optimize the error back propagation mechanism of the convolutional neural network, and realize the iterative update of the weight parameters of the network layer to improve the disappearance of the gradient of the deep convolutional neural network [19].

2.3. Residual Activation Block. In this paper, the traditional residual structure is improved, and the residual activation block RAB is proposed. By adopting a new spatial and channel attention mechanism, the network can simultaneously analyze the spatial relationship between the features at different positions in the channel in the feature map. The relationship between features located at the same position in different channels is modeled. The spatial channel attention mechanism enables the network to give higher response values to features that are rich in spatial information and are located in important channels, while suppressing features that are scarce in surrounding spatial information and are located on less important channels, so that the network can adaptively adjust features. The expression of the residual block is [20]

\[ X_{i+1} = X_i + f(X_i). \]  (11)

In the formula, \( X_i \) is the input feature of the residual block. The ReLU function is a modified linear unit [21]:

\[ \text{ReLU}(x) = \max(x, 0). \]  (12)

The improved residual network uses the L2 norm as the loss function, and its expression is [22]

\[ L_2(y, f) = \frac{1}{2N} \sum_{i,j} [y(i, j) - f(i, j)]^2. \]  (13)

2.4. Superresolution Steps of the Sequence Image SRCNN (Image Superresolution Reconstruction) Algorithm Based on the Intermediate Layer Supervised Convolutional Neural Network. The main goal of the algorithm is to find the mapping function \( F \) between the input and the output, so that the high-resolution images output by the network and the real high-resolution remote sensing images are as close as possible. The algorithm training is mainly divided into four stages: the original remote sensing image preprocessing, the remote sensing image temporal feature extraction stage, the remote sensing image spatial feature extraction stage, and the remote sensing image reconstruction output layer.

(1) Preprocessing the input layer: like the single-frame remote sensing image superresolution convolutional neural network algorithm, the original remote sensing image sequence \( X \) is first preprocessed and expanded into an interpolated picture of the same size as the output remote sensing image, as the input of the network remote sensing image sequence [23].

Assuming that \( P(Y \mid X) \) is the maximum posterior probability of high-resolution image \( Y \) under low-resolution image \( X \), then [15]

\[ A = [S(1 + u), S(u), S(1 - u), S(2 - u)]. \]  (9)

The error between the output image and the real high-resolution image is, namely, [16]

\[ E = F(X_L) - X_H. \]  (10)

Among them, \( X_L \) is the network input [17, 18].

![Figure 1: Convolutional neural network structure with intermediate layer supervision.](image-url)
Remote sensing image temporal feature extraction stage: in this stage, a two-layer network can be designed. The two layers are equivalent to the use of filters and time sliding windows for sequence remote sensing image processing, and the middle layer supervised convolutional neural network is used to perform three-frame remote sensing. Image joint convolution, first three frames of remote sensing images are separately convolved, and then the corresponding positions obtained by the separate convolution operation are “and mapped” to obtain the feature remote sensing image that is jointly matched, and the value of each pixel of the feature remote sensing image is obtained. Schematic diagram of the supervised convolutional neural network in the middle layer is described above. The feature remote sensing image extracted in this network stage contains the information of all frames of remote sensing image, thereby enhancing the detailed information of the reference frame remote sensing image, which contains more remote sensing image information than the feature remote sensing image obtained from the reference frame remote sensing image alone. Schematic diagram of the middle layer supervised convolutional neural network. The feature remote sensing image extracted in this network stage contains the information of all frames of remote sensing image, thereby enhancing the detailed information of the reference frame remote sensing image, which contains more remote sensing image information than the feature remote sensing image obtained from the reference frame remote sensing image alone.

At the beginning of network training, the parameters of the middle layer supervised convolutional neural network are initialized. The result of spatiotemporal fusion feature remote sensing image may not be good, and mismatching and ghosting will occur, but after the iterative feedback of the network, error adjustment, and finally fusion feature, remote sensing image obtained at this stage will definitely contain more detailed information, which provides a good basic remote sensing image for the subsequent spatial feature extraction of remote sensing image.

Remote sensing image spatial feature extraction layer: the main purpose of this stage is to extract and abstractly combine a series of feature remote sensing images through a multilayer network to obtain the features needed to reconstruct high-resolution remote sensing images, which are essentially features process of extraction and aggregation. In this layer, the feature maps of spatiotemporal feature fusion have been obtained; so, there is no need to extract the time dimension information at this time, only the spatial dimension information needs to be extracted, using a series of 2D convolution kernels, that is, selecting a series of different filters to convolve the remote sensing image, and supervising the selection and optimization of these filters through the iterative network [24]

$$F(X_{t-1}) = \max(0, W \times X_{t-1} + B).$$

Among them, $X_{t-1}$ represents the feature remote sensing image of the previous network layer, including $n_{t-1}$ feature planes. The input of the first layer network at this stage is the $n$ feature remote sensing images obtained in the remote sensing image fusion stage, and the subsequent network layer input is the previous output of a layer network. $W_j$ represents the filter bank of this layer, each layer of network contains $n_j$ group filters, and the number of feature planes output through this layer of network is $n_j$. $B_j$ is a $n_j$-dimensional vector, which represents the offset coefficient corresponding to each feature map of this hidden layer.

The spatial characteristics extraction stage of the remote sensing image here can set up a multilayer network to increase the ability to extract abstract features. As the number of network layers increases, the extracted features are more sufficient, providing more and better feature information for subsequent remote sensing image reconstruction. But the price that needs to be paid is that with the increase of network complexity and calculation, the efficiency of network training and remote sensing image reconstruction decreases.

Remote sensing image reconstruction output layer: the last layer of the network draws on the single-frame remote sensing image SRCNN algorithm, and the output layer overlaps and adds the remote sensing images of the previous layer, performs an average operation on the overlapped blocks, eliminates the effect of blackness, and finally gets high-resolution remote sensing image that is also equivalent to a filter operation; so, the operation expression of this layer is similar to the operation expression of the previous spatial feature extraction stage.

For accuracy evaluation, the result of change detection can also be regarded as a special classification result, and the detection of change can be regarded as a multiclass classification problem. We use indicators including overall accuracy (OA), producer accuracy (PA), user accuracy (UA), and kappa coefficient to evaluate change detection accuracy. Overall accuracy (OA): the number of samples that correctly detect the type of change divided by the total number of samples [25].

$$OA = \frac{\sum_{i=1}^{k} N_{ii}}{N}.$$ (15)

Producer accuracy (PA): the ratio of the number of samples $N_{ii}$ of the correct detection change type $i$ and the number of samples of the change type $i(N_{ii})$ in the real data are also known as the inspection rate [26].

$$UA_i = \frac{N_{ii}}{N_{i+}}.$$ (16)
In order to allow users to see more intuitive superresolution results, also provides a platform for learners and researchers of remote sensing image superresolution, and allows them to easily run without understanding the superresolution reconstruction algorithm proposed in this paper. This software allows users to see more intuitive superresolution results, also provides a platform for learners and researchers of remote sensing image superresolution, and allows them to easily run without understanding the superresolution reconstruction algorithm. The algorithm in this paper obtains superresolution images.

2.5. Implementation of Qt-Based Remote Sensing Image Superresolution Software Platform. In order to allow users to compare the superresolution effect of remote sensing images more clearly, this paper uses the Qt5 interface library to implement the user interface of the remote sensing image superresolution software platform and uses the intermediate layer convolutional neural network and the remote sensing image superresolution reconstruction algorithm proposed in this paper. This software allows users to see more intuitive superresolution results, also provides a platform for learners and researchers of remote sensing image superresolution, and allows them to easily run without understanding the superresolution reconstruction algorithm. The algorithm in this paper obtains superresolution images.

2.5.1. The Functional Framework of Remote Sensing Image Superresolution Reconstruction Software. The problem of image superresolution reconstruction is an ill-conditioned inverse problem. Because multiple images with different high resolutions may correspond to the same low-resolution image, there is no unique solution to solving a high-resolution image through a low-resolution image. In the imaging process, because there are many factors that can degrade the image, such as system noise, imaging noise, motion blur, or down sampling, the reasons for image degradation must be fully considered in the image reconstruction process to better deal with the degraded image. The main interface of the software contains the main panel, toolbar, and menu bar. The menu bar contains all the functional modules of the software, and the main panel and toolbar contain commonly used functional modules. The software is mainly divided into three modules, namely, file operation module, superresolution reconstruction module, and other functional modules. Among them, the superresolution reconstruction module implements a bicubic interpolation algorithm, an improved residual network remote sensing image superresolution algorithm, and a remote sensing image superresolution algorithm based on the middle layer supervised convolutional neural network. After the superresolution algorithm is executed, you can directly view the superresolution result image on the main panel and parameter indicators such as peak signal-to-noise ratio and structural similarity. Figure 2 is the module division diagram of this software, and the figure also contains shortcut keys for some functions.

2.5.2. Software Module. The software contains three modules:

| Test         | PA     | UA     | OA     | Kappa  |
|--------------|--------|--------|--------|--------|
| Unchanged    | 0.9692 | 0.8695 |        |        |
| Variation type 2 | 0.0082 | 0.0143 |        |        |
| Variation type 5 | 0.2330 | 0.2118 | 0.8172 | 0.3761 |
| Variation type 6 | 0.1153 | 0.7426 |        |        |
| Variation type 7 | 0.3174 | 0.6918 |        |        |

(1) File Operation Module. The function of this module includes opening the image, saving the image, and closing the software. Opening the image refers to opening the remote sensing image that needs superresolution on the disk, and saving the image refers to saving the generated superresolution image on the disk. And these three functions use shortcut keys consistent with other software.

(2) Superresolution Reconstruction Module. This module implements the improved convolutional neural network remote sensing image superresolution reconstruction algorithm in this article and also includes a faster bicubic interpolation algorithm. This module also uses the objective parameters PSNR (peak signal-to-noise ratio) and SSIM to evaluate the image quality of the superresolution reconstruction result image. The expression of peak signal-to-noise ratio (PSNR) is

\[
PSNR = 10 \log \frac{L^2}{\text{MSE}} = 10 \log \frac{L^2 \mathbf{N} \mathbf{N}}{\sum_{i=1}^{m} \sum_{j=1}^{n} |y(i,j) - f(i,j)|^2}.
\]

In the formula, MSE is the mean square error, L is the peak signal, and the value is 255 for the 8-bit gray scale image. The larger the PSNR, the better the image quality. Natural images have a specific structure, and each pixel in the image has a strong subordination relationship, which reflects the structure in the image. The structural similarity measures this structure and is used to evaluate the quality of the image [28].

\[
\text{SSIM} = \frac{(2\mu_x \mu_y + c_1)(2\sigma_{xy} + c_2)}{(\mu_x^2 + \mu_y^2 + c_1)(\sigma_x^2 + \sigma_y^2 + c_2)}.
\]

In the formula, \(\mu_x, \mu_y\) is the mean value, \(\sigma_x, \sigma_y\) is the standard deviation, \(\sigma_{xy}\) is the covariance, and \(L = 255\) for the 8-bit gray scale image. SSIM indicates the degree of similarity between the structure of the superresolution image and the actual high-resolution image, its value does not exceed 1, and the closer the SSIM is to 1, the more similar the structure and the better the reconstruction effect.

Mean pixel accuracy (MPA, mean pixel accuracy) is a simple improvement based on the PA index, which is to
average the proportion of all correctly classified pixels to the total pixels. The mathematical expression is as follows:

$$MPA = \frac{1}{k + 1} \sum_{i=0}^{k} \frac{\sum_{j=0}^{k} p_{ij}}{P}.$$  \((20)\)

The superresolution reconstruction module runs the SRR (image superresolution reconstruction) algorithm on the input image and displays the output image and various parameters after running. This software includes three algorithms for use, namely, the bicubic interpolation algorithm, the improved residual network superresolution algorithm in this article, and the improved densely connected network superresolution algorithm in this article. These three algorithms are placed in the main panel in the form of radio buttons. After selecting the buttons of different algorithms, the software will also run different superresolution algorithm programs.

(3) Other Functional Modules. This module provides users with more convenient functions, including viewing the grayscale histogram, which is opened in the toolbar in the main interface, and the shortcut keys are Ctrl+1 and Ctrl+2, which are used to view the input image and output image, respectively, histogram of grayscale. Another function of this module is the help and about of the software, displayed in the menu. The configuration used to build this software: operating system Win10 Professional Edition, and CPU is Intel-Corei7-7700 K, memory 16GB, graphics card GTX10606GB.

3. Results

After the image degradation model is established, the reconstruction-based method mainly uses multiframe low-resolution (LR) images as a consistency constraint, combined with the prior knowledge of low-resolution images for superresolution reconstruction, thereby obtaining superresolution image. It makes full use of the information complementarity between multiple low-resolution images in the same scene and effectively fuses these complementary information to achieve the purpose of reconstructing high-resolution images.

The network performs a total of 40,000 training iterations, and the cumulative time is 40 minutes. At this time, the loss function value of the training set has converged to 1.44. A test is performed every 500 iterations, and the network with the largest PSNR in the test process is taken as the final network. The relationship between the network training loss function and the number of iterations is shown in Figure 3.

The generalization experiment results show that the superresolution effect of the network on the verification set is better than that of the network before the improvement. Here, 8 remote sensing images are selected for verification and display, as shown in Figure 4.

The advantages of the iterative back projection method are simple, intuitive, and fast calculation speed, but the selection of its back projection operator is more difficult, the solution is not unique, and it is very dependent on the initial value. This method cannot take advantage of the inherent characteristics of high-resolution images priori constraint knowledge. In the iterative process, the error of the back projection only accumulates evenly on the reconstructed image, resulting in a sawtooth effect on the edge of the reconstructed high-resolution image. The experiment chooses low-resolution images, bicubic interpolation, VDSR algorithm, and improved methods for comparison. For the rationality of the experiment comparison, the size scaling factor is 3 in the experiment. Only the comparison results of 4 groups of experiments are listed here as shown in Figure 5.

The image superresolution reconstruction algorithm based on learning is also called the image superresolution reconstruction based on example learning, and it is one of...
the main research hotspots in the image superresolution reconstruction algorithm in recent years. This method finds a mapping relationship between low-resolution images and high-resolution images by learning to construct a sample library of low-resolution images and high-resolution images in advance and finally reconstructs high-resolution images through this mapping relationship.

Through the superresolution renderings, it can be seen that the subjective visual effect of the superresolution algorithm in this chapter is better than that of the VDSR network, and it can generate higher-quality superresolution images with more detailed information about the image texture. The second set of comparison results is shown in Figure 6.
Table 2 shows the PSNR comparison of the results of the three algorithms for remote sensing images.

| Image | Bicubic interpolation | VDSR | Method of this article |
|-------|----------------------|------|-----------------------|
| Group 1 | 20.65 | 21.94 | 22.40 |
| Group 2 | 16.31 | 17.37 | 17.82 |
| Group 3 | 20.98 | 2241 | 22 85 |
| Group 4 | 23.99 | 24. 96 | 25.41 |
| Group 5 | 24. 90 | 27.25 | 27.70 |
| Group 6 | 19.85 | 21.95 | 22.40 |
| Group 7 | 22.37 | 24.75 | 25.20 |
| Group 8 | 22.80 | 23.82 | 24.28 |
| Average value | 21.48 | 23.06 | 23.51 |

Table 3: SSIM comparison.

| Image | Bicubic interpolation | VDSR | Method of this article |
|-------|----------------------|------|-----------------------|
| Group 1 | 0.594 | 0.701 | 0.729 |
| Group 2 | 0.456 | 0. 590 | 0.630 |
| Group 3 | 0.649 | 0.735 | 0760 |
| Group 4 | 0.654 | 0.738 | 0763 |
| Group 5 | 0.775 | 0.858 | 0.872 |
| Group 6 | 0.712 | 0.828 | 0.845 |
| Group 7 | 0.730 | 0.838 | 0.854 |
| Group 8 | 0.779 | 0.834 | 0.850 |
| Average value | 0.669 | 0.765 | 0.788 |

Most of the reconstruction algorithms based on single-frame image superresolution basically use the characteristics of the image detail information for training, but these methods rely on the pretrained image features relatively high, and the reconstruction speed is relatively slow. In addition, there are problems such as unclear edges of the reconstructed image, the need to fill the edges of the image, and the lack of robustness. The SSIM comparison is shown in Table 3. The PSNR of 8 sets of remote sensing images under different algorithms is compared with SSIM. It can be seen that compared with the VDSR algorithm, the objective parameter PSNR of the improved algorithm is increased by about 0.45 dB, and the SSIM is increased by about 0.023.

In order to improve the superresolution effect of remote sensing images, the experimental training samples use remote sensing images provided by the cooperative unit, the image size is 2000 × 2000, and it is intercepted into 100 × 100 subimages as the data set. In order to increase the number of data sets, the previously captured subimage data sets were rotated by 90°, 180°, and 270° respectively, which increased the number of data sets by 3 times, and finally got about 25,000 100 × 100 small images. Then, use 80% of the data set as the training set, 10% as the test set, and 10% as the verification set. The training set is still used to train the network and update the parameter weights of the network. The test set is only used to evaluate the superresolution ability that changes with the number of network iterations, not to update the weights. The training set image itself is used as the output of the network, and the training set image (2 times under sampling) is reduced twice to 50 × 50, which is used as the low-resolution image of the network input. The network training performs an epoch for about 14 minutes. When the training epoch reaches 35 times, the network has converged. At this time, the loss function has converged to 0.017, and the cumulative time is about 8 hours. The relationship between the error and the number of iterations in the network training process is shown in Figure 7. The test carried out after each epoch training is close to stable at about 35 training sessions.

The four-layer convolutional network model based on multifeature map input proposed in this paper can input multiple images with different features, which provides more features of superresolution images to the greatest extent, and is more conducive to the reconstruction of superresolution images. Compared with the three-layer convolutional layer, the four-layer convolutional layer can extract more image features. This paper also discusses the influence of the number of convolution kernels and the parameters of the convolution layer on the network through experimental results. Because multiple images with different characteristics are obtained by interpolation from the same low-resolution image, the model proposed here is essentially a reconstruction model based on single-frame image superresolution. As shown in Figure 7, it can be seen that the training of
the network has converged when the epoch reaches about 32 times, the training set error is still decreasing as the epoch increases, and the PSNR of the test set shows a slight downward trend, which is due to cause by over fitting. In order to solve the problem of network over fitting, this experiment takes the network when the network converges, and the PSNR of the test set reaches the maximum as the final network. At this time, the epoch is the 35th time.

Table 4: Accuracy evaluation of experimental area change detection results.

| Model       | 5 × 5 neighborhood | 5 × 5 neighborhood (CNN+) |
|-------------|---------------------|---------------------------|
|             | Accuracy     | Recall rate   | Accuracy     | Recall rate   |
| CNN         | 0.8179       | 0.7336        | 0.7990       | 0.7518        |
| LSTM        | 0.8007       | 0.7680        | 0.8597       | 0.7502        |
| SRR         | 0.7228       | 0.8577        | 0.8256       | 0.8589        |
| This research | 0.8337     | 0.9252        | 0.9822       | 0.8981        |

Figure 7: The relationship between the error and the number of iterations in the training process of the network.

4. Discussion

On the one hand, the single-frame image superresolution convolutional neural network is considered from a global
When the convolutional neural network is trained, the entire network parameters are adjusted synchronously, and finally, the optimization of the output is global. However, most of other superresolution algorithms based on learning are optimized step by step; that is, the solution of each step is the current local optimal, but the final output is not necessarily the global optimal. On the other hand, when using a single-frame image superresolution...
convolutional neural network to process images, the input image does not require complex preprocessing, and the hidden layer structure of the convolutional neural network is consistent, which can be distributed calculations, which greatly improves the computational efficiency, thereby improving the efficiency of the entire superresolution reconstruction. Convolutional neural networks are currently used for single-frame image superresolution processing and have achieved good results in image reconstruction efficiency and quality. However, in recent years, some people have used convolutional neural network for motion feature analysis, used the middle layer supervised neural network to extract the time characteristics of sequence images, and achieved certain results in the recognition of motion behavior. This discovery provides the possibility for convolutional neural networks to be used in the superresolution of sequence images [29].

In a convolutional layer of a convolutional neural network, it usually contains one or more feature planes composed of several neurons. All neurons on the same feature plane share weights, and the shared weights here are the convolution kernels. The convolution kernel generally generates a matrix in the form of Gaussian function for initialization and then obtains the weights in the convolution kernel through network training. The superresolution research of a single frame image is considered to be a typical ill-conditioned inverse problem. Most of its ideas are to combine some prior knowledge and use regularization methods to improve image quality. When there are more input images, that is, multiple continuous images are input, more structural similarity and information redundancy of the images are obtained. Using these additional information and previous image knowledge can better integrate and improve the image quality, so that the output image quality is better. Therefore, the research on the superresolution reconstruction algorithm of sequence images has gradually gained people’s attention.

The last layer of the network is the image reconstruction layer. In traditional methods, it is often necessary to decompose the whole image into small image blocks and then restore the small image blocks, respectively. Finally, all image blocks are overlapped and fused, and the blocking effect is eliminated for the overlapped part of the image blocks. In srcnn algorithm, the operation of image reconstruction layer is to reconstruct the features extracted from the above network layer into a high-resolution image and smooth filter the image to obtain the final high-resolution image. This overlapping addition operation can also be regarded as a filtering operation in convolutional neural network, which is consistent with the previous network layer. In the stage of image superresolution reconstruction, image preprocessing is carried out first, and the image to be reconstructed is expanded by cubic convolution interpolation according to the superresolution factor. Then, the mapping coefficients are obtained, the interpolated three frame sequence images are input into the trained network, and the high and low resolution image mapping coefficients of the sampled frame images are solved through the network. Finally, the high-resolution image is solved, the mapping coefficient gray and the sampling frame interpolation input image are point multiplied, and the solution result is normalized to obtain the high-resolution output image [30].

The result of image registration directly affects the effect of subsequent image reconstruction. Only with accurate motion estimation can it be possible to accurately find the correspondence between high and low resolution subimage blocks and to obtain a better superresolution effect. However, in the case of complex motion, on the one hand, the number of images directly affects the computational efficiency of the motion estimation algorithm. To obtain accurate motion estimation, enough images are required, which will lead to a higher computational complexity of the algorithm. On the other hand, the current motion matching technology is difficult to ensure that its accuracy
requirements are met every time. If the accuracy of motion estimation is too poor, the registered image may have ghosts or mismatches, which will lead to poor subsequent superresolution reconstruction effects. It may even appear worse than the original image quality.

5. Conclusion

This research analyzes the difficult problems in the research of traditional serial remote sensing image superresolution, and realizes that the essence of motion estimation is to use the motion information between remote sensing images. Therefore, the middle layer convolutional neural network is studied, and the convolutional neural network is used to extract the sequence. The spatiotemporal characteristics of remote sensing images and the continuous optimization of parameters are improved on the basis of the superresolution convolutional neural network of single-frame remote sensing images. The superresolution algorithm of sequential remote sensing images based on the intermediate layer convolutional neural network is proposed, which avoids the traditional motion estimation problem in the superresolution algorithm of sequence remote sensing images has achieved good superresolution results. In addition, in order to improve the efficiency of the serial remote sensing image superresolution algorithm based on the intermediate layer convolutional neural network, the dictionary learning superresolution algorithm based on sparse representation is used for reference, and the convolutional neural network is used to obtain the coefficient matrix, which reduces the network scale. Improve the efficiency of superresolution calculation. There is a large amount of redundant information in the front and rear frames. If you directly use the single-frame remote sensing image superresolution processing, you may also achieve better results, but it is very wasteful, and the efficiency will not be improved. Sequence remote sensing image superresolution algorithms may be able to use redundant information and use a smaller-scale network for superresolution processing to achieve faster efficiency.
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