ParAMS: Parameter Optimization for Atomistic and Molecular Simulations
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Abstract

This work introduces ParAMS – a versatile Python package that aims to make parameterization workflows in computational chemistry and physics more accessible, transparent and reproducible. We demonstrate how ParAMS facilitates the parameter optimization for potential energy surface (PES) models, which can otherwise be a tedious specialist task. Because of the package’s modular structure, various functionality can be easily combined to implement a diversity of parameter optimization protocols. For example, the choice of PES model and the parameter optimization algorithm can be selected independently. An illustration of ParAMS’ strengths is provided in two case studies: i) a density functional-based tight binding (DFTB) repulsive potential for the inorganic ionic crystal ZnO, and ii) a ReaxFF force field for the simulation of organic disulfides.

Introduction

Throughout the years, the use of predictive computational models has become standard practice in many professional fields such as logistics, economics or R&D,1–5 with computational chemistry being no exception. Predictive models in this field often approximate the potential energy surface (PES) and derived properties for a given chemical system, and can be broadly categorized based on their level of theory: Quantum mechanical (QM) approaches such as wave function or density functional theory explicitly model the electronic structure, generally resulting in a high accuracy and broad applicability. However, explicit electronic treatments come with a high computational price tag, making calculations unfeasible for larger systems. This limitation can be overcome by introducing more empiricism to the model on the electronic (e.g. tight binding), atomic (e.g. molecular mechanics) or molecular (e.g. coarse-graining) level. Such empirical models attempt to strike the balance between speed and prediction accuracy by approximating the PES description through the introduction of parameters. Prominent examples include approximate functionals in density functional theory (DFT),6–9 density functional tight binding (DFTB),10–14 machine learning (ML) potentials,15–18 and force fields (FF).19–22
While some of the best empirical models can closely approximate higher-level QM theories at only a fraction of the computational time,\textsuperscript{23,24} their quality strongly varies with different sets of parameters.\textsuperscript{25–29} Additionally, many empirical models can only deliver accurate results for a comparably limited chemical space, either due to their functional form or parameters being specific to certain (combinations of) elements. These limitations can lead to the existence of multiple parameter sets based on the desired application, \textit{e.g.} ReaxFF has distinct families of combustion or condensed phase parameterizations.\textsuperscript{30} Such lack of general parameters gives rise to the research field of parameter fitting,\textsuperscript{25,31–34} where the task is to find an optimal parameter set, given training data constructed from chemical systems and their properties of interest. Although the fitting process can be an appealing solution to the above shortcomings, its practical implementation remains hardly accessible to the broader audience and instead is almost exclusively carried out by specialized research groups. In our experience, the majority of researchers, although being interested in individual parameter fitting, are discouraged by the high barrier that comes with it. The main reason for this being a lack of generalization and transparency: Training data often comes in a variety of formats, optimizers expect a different input all together and the format in which parameters are stored is specific to each method.\textsuperscript{35–38} The combination of these oftentimes results in works that can be hardly comprehended and reproduced by third parties. In an effort to address the above issues, we introduce the ParAMS scripting package for Python. The following section briefly summarizes the architecture of ParAMS and we refer to the documentation for further technical details.\textsuperscript{39} The Results section demonstrates how the package can be used to i) generate density functional-based tight binding (DFTB) two-body repulsive potentials for an ionic material, and ii) reparameterize a ReaxFF reactive force field\textsuperscript{21,22} for organic disulfides. Step-by-step Jupyter notebooks for the two case studies are provided as supporting information, as well as on GitHub.\textsuperscript{40} Additional application examples are available in the package’s documentation.\textsuperscript{39} The final section concludes with a summary and an outlook on future work.

**Implementation**

ParAMS follows a modular package structure with well-defined application programming interfaces (APIs), which allows components to be treated independently. This is essential for future development, as individual sub-modules can be easily worked on and extended. We describe the main components and their functionality below. For a mathematical description of the functionality as well as additional explanation of the syntax, please refer to section S1 of the supporting information.

**Job Collection and Data Set** classes are responsible for the input / output (IO) of relevant data. In the context of ParAMS, these will be collections of chemical systems, properties and settings alongside optional metadata. A Job Collection clearly defines job entries by combining systems and settings. The Data Set defines which properties of a job are relevant to the optimization and stores the reference values of all entries in a vector $\mathbf{y}$. Reference values can be added from any source: Experimental / external results, or a high-level calculation. To ensure reproducibility and ease-of-use, ParAMS makes use of the YAML data-serialization format\textsuperscript{41} as the default for all IO operations.

**Extractors** tell ParAMS how to extract a property of interest $P$ from a calculated job. Technically, they are small standalone Python modules that read the native (\textit{e.g.} stream, text or binary file) output of the Amsterdam Modeling Suite\textsuperscript{42,43} into Python variables. Examples for implemented extractors are: Interatomic distances, valence angles, dihedral angles, atomic charges, reaction energies, linear transit energy profiles, lattice vectors, bulk moduli, atomic forces, stress tensors, Hessian matrices and vibrational frequencies. New extractors are easily written by the user, effectively allowing any property that can be calcu-
lated with AMS to be fitted within the scope of ParAMS. Extractors also support more elaborate cases that require additional processing before a comparison. This is for example needed when computing the minimal root-mean-square deviation of atomic positions.

**Loss Functions** implement various metrics that describe the distance between two vectors. In the context of parameter fitting, a vector consisting of all reference values $y$ has to be compared to the predictions vector $\hat{y}$, as generated given a specific set of parameters, in order to measure the quality of the fit. Implemented metrics are least absolute error (LAE), mean absolute error (MAE), root-mean-square error (RMSE) and residual sum of squares (RSS). Additionally, user-defined metrics are supported.

**Optimizers** provide a unified interface to a variety of optimization algorithms. Currently, the following are supported: Covariance Matrix Adaptation Evolution Strategy (CMA-ES), Adaptive Rate Monte Carlo (ARMC) and optimizers available through the Nevergrad and SciPy packages. To guarantee parameterization support for a wider range of models, the current version of ParAMS is designed to work with gradient-free optimization algorithms only.

**Parameter interfaces** translate the parameter vector $x$ into the native format of the empirical model (e.g. a file on disk). Any existing parameter interface can be parameterized. At the time of writing, ParAMS supports interfaces to ReaxFF, SCC-DFTB repulsive potentials, GFN1-xTB and Lennard-Jones potentials.

**Callbacks** allow the interaction with a parameterization at runtime. Such interactions can be progress loggers, timeouts, early stopping criteria or plotting functions.

The **main script** is a command line interface to ParAMS for users who do not wish to spend much time writing their own parameterization scripts. It allows the setup and execution of the most common tasks through a configuration file.

Figure 1 shows the general parameterization loop and highlights the main input-output relationships. The implementation allows users already experienced in other data science packages to prepare inputs and process results in a familiar way. Techniques like training- and validation set splitting, cross-validation, early stopping, batching or outlier detection are supported out of the box. Parameter constraints can be further used to limit the search space of a problem. In addition to regular box constraints, users can express inequality constraints involving multiple parameters (e.g. $x_1 \leq x_2$), as will be demonstrated in the ReaxFF example application. ParAMS implements two levels of parallelism. Multiple parameter vectors and
multiple jobs per vector can be evaluated at the same time, resulting in workloads that can be distributed effectively based on the training set size and optimization algorithm. Moreover, since the signatures of all classes in a submodule are the same, different models and optimizers can be effortlessly compared and deployed (e.g. comparison of different levels of theory in Tab. 1). Daily regression tests are performed to guarantee an error-free functionality of the package.

Results

DFTB two-body repulsive potential parameterization

Here, we illustrate how the ParAMS package can be used to train a two-body SCC-DFTB repulsive potential. For simplicity, we use ZnO, for which several previous parameterizations already exist in the literature. We will approximately follow the approach from Ref. 52, in which the authors reused the electronic parameters from the znorg-0-1 DFTB parameter set and reparametrized the two-body Zn-O repulsive potential to reference data calculated for the wurtzite and rocksalt polymorphs of ZnO. With the znorg-0-1 parameters, the rocksalt polymorph is predicted to be more stable than the wurtzite polymorph, but in experiments and DFT calculations, the opposite is true, which motivates the reparameterization.

The entire code needed for the parameterization is provided as supporting information. It fits the Zn-O pairwise repulsive potential $V_{\text{rep}}$ as a tapered double exponential function of the form

$$V_{\text{rep}}(r) = \left[ A_0 \exp(-A_1 r) + A_2 \exp(-A_3 r) \right] f_{\text{cut}}(r)$$

(1)

where $A_0$, $A_1$, $A_2$, $A_3$ are the parameters and $f_{\text{cut}}(r)$ is a tapering function of the form

$$f_{\text{cut}}(r) = \frac{1}{2} \left( \cos\left( \frac{\pi r}{r_{\text{cut}}} \right) + 1 \right)$$

(2)

with the cutoff distance $r_{\text{cut}} = 5.67$ bohr.

With ParAMS, it is possible to either directly define the reference values for the training set (for example, from literature values) or to automatically calculate them if no reference values have been given. Here, we illustrate the second approach, and perform the reference calculations using the periodic DFT code BAND in the Amsterdam Modeling Suite (AMS).

The training set comprises the $a$ and $c$ lattice parameters of wurtzite ZnO, the bulk modulus $B_0$ of wurtzite ZnO, as well as the relative energies of the wurtzite and rocksalt polymorphs of ZnO, $\Delta E = E_{\text{wurtzite}} - E_{\text{rocksalt}}$ (per ZnO formula unit). We do not need to specify the reference values themselves, as they will automatically be calculated by ParAMS.

The job collection contains two jobs: lattice optimizations of the wurtzite and rocksalt polymorphs. From these two jobs, the $a$, $c$, $B_0$, and $\Delta E$ quantities can be extracted. For wurtzite, $B_0$ can be extracted by requesting that the elastic tensor be calculated at the end of the lattice optimization.

The reference DFT calculations were run with the PBE exchange-correlation functional, a triple-$\zeta$ (TZP) basis set, and “Good” numerical quality (dense k-space and integration grids). For the parametrized DFTB engine, a “Good” (dense) k-space grid was also used, since the results of lattice optimizations can be quite sensitive to the k-space grid.

The optimization was done with the Nelder-Mead algorithm from scipy, with a sum-of-squared-errors loss function. The smallest loss function value was obtained for $A_0 = 0.45$, $A_1 = 1.01$, $A_2 = 0.25$, $A_3 = 0.40$. The resulting repulsive potential is shown in Figure 2. Typical Zn-O distances in wurtzite (“w”) and rocksalt (“rs”) are indicated with gray lines at 3.8 bohr and 4.1 bohr, respectively. With znorg-0-1 (red line), the repulsive potential decays very rapidly between the typical wurtzite and rocksalt distances. This decrease is not as pronounced with either the potential in this work (black line) or znopt (blue line). This affects the relative stability of the wurtzite and rock-
Table 1 compares the resulting ZnO properties from the parameterization in this work to the DFT reference data, as well as previous DFTB ZnO parameterizations (note: znorg-0-1 was not parametrized to the DFT data in Table 1, and znopt was parametrized to also reproduce some adsorption energies). The repulsive potential in this work closely reproduces the wurtzite lattice parameters $a$ and $c$ and the relative energy $\Delta E$, and provides a good estimate of the bulk modulus, compared to the DFT reference to which it was trained.

With ParAMS it is additionally possible to evaluate the loss function, and individual training set entries, using any of the engines in the Amsterdam Modeling Suite. For comparison, Table 1 also gives the corresponding quantities for the UFF (Universal Force Field) engine, which performs significantly worse than the DFTB parameterizations for these quantities.

**ReaxFF parameterization**

ReaxFF is another contemporary example of an empirical model.\textsuperscript{21,22} This formalism has been applied to a wide range of chemical problems, and consequently has seen a lot of new parameter development.\textsuperscript{56–58} (for a general overview of ReaxFF and its development, see Senftle \textit{et al.}\textsuperscript{30}). In this section, we demonstrate the parameterization of ReaxFF with a training set previously published by Müller and Hartke (MH).\textsuperscript{58} The optimized parameter vector $\mathbf{x}^*$, as found by MH, is called Mue2016. An overview of the training set can be found in Table S1 of the supporting information. It features a total of 231 geometries needed for the computation of 4875 chemical properties. Additionally, MH included a validation set to check for overfitting. Examples of three structures included in the data are depicted in Fig. S1 of the supporting information, showing cyclopentathione, diphenyl disulfide and dimethyl disulfide. Prior to the parameter optimization, we evaluate the training and validation sets with

the Mue2016 ReaxFF parameters and report sum-of-squared-errors (SSE) losses of 14441 and 14451 respectively. Note that in the original publication, MH report a training set loss of 12400,\textsuperscript{58} while in a more recent work, Shchygol \textit{et al.} calculate a loss of 16300.\textsuperscript{25} Such differences are expected, because numerical instabilities inherent to ReaxFF and software improvements (mostly related to geometry optimization) may result in different optimized geometries.\textsuperscript{25,59}

In our setup, we use the covariance matrix adaptation evolution strategy (CMA-ES)\textsuperscript{44–46} as the optimization algorithm with Mue2016 as the initial point. CMA-ES is gradient-free, and
Table 1: Calculated ZnO wurtzite lattice constants \(a\) and \(c\), bulk modulus \(B_0\), and energy relative to the rocksalt polymorph \(\Delta E = E_{\text{wurtzite}} - E_{\text{rocksalt}}\) (per ZnO formula unit)

| Method                      | \(a\) (Å) | \(c\) (Å) | \(B_0\) (GPa) | \(\Delta E\) (eV) |
|-----------------------------|------------|------------|---------------|-------------------|
| DFT (this work)             | 3.30       | 5.32       | 126           | -0.24             |
| DFTB (this work)            | 3.28       | 5.34       | 146           | -0.24             |
| DFT\(^{52}\)                | 3.29       | 5.31       | 129           | -0.30             |
| DFTB, znopt\(^{52}\)       | 3.21       | 5.25       | 161           | -0.32             |
| DFTB, znorg-0-1\(^{53}\)   | 3.29       | 5.38       | 161           | +0.14             |
| UFF                         | 2.90       | 4.73       | 199           | -16.2             |

relies on a population to sample new parameter vectors from an adapted, n-dimensional Gaussian. It does not require additional hyperparameters other than a population size and an initial width of the Gaussian distribution, \(\sigma\). Here, we use a population size of 36 and an initial \(\sigma\) of 0.3. Furthermore, we limit the optimization to 24 hours and set up an early stopping mechanism based on the validation set. The optimization is set up to stop early only if there has been no improvement in the validation set error for the last 6000 evaluations.

Rather than optimizing the same 87 parameters as MH, we perform a one-dimensional scan on all parameters and select the 35 most sensitive with respect to the training set: Although Mue2016 is a set of 701 parameters in total, only a subset of these significantly affects the overall cost function value. This is for example the case when a model includes parameters for each chemical element (e.g. C, H, O), but the total training set of systems \(R\) can be constructed from fewer elements (e.g. C, H). In such cases, the dimensionality of the problem can be reduced by scanning for a relevant parameter subset which yields the biggest change in the cost function value. The simplest setting, which we used in this case study, only modifies one parameter at a time to determine its influence on the objective function. It is also possible to scan all parameter combinations, to discover coupling between parameters, albeit at a highly increased computational cost. Out of the 35 parameters selected this way, 16 have also been optimized by MH. We list all optimized parameters in the provided Python notebooks.\(^40\)

Parameter bounds are set to be relative to the initial values such that \(x_{\pm} = x_0 \pm 0.2|x_0|\). In addition to box constraints, ParAMS enables a definition of inequality constraints. As the ReaxFF formalism works with bond orders, we limit the parameters responsible for the covalent radii of \(\sigma\), \(\pi\) and \(\pi\pi\) bonds to \(r_{0\sigma} \geq r_{0\pi} \geq r_{0\pi\pi}\) for every atom and atom pair defined in the force field. This approach effectively limits the search space and is available in combination with all optimizers.

A summary of all settings is provided in Table S2 in the supporting information. To compensate for the randomness of CMA-ES, we repeat the optimization set-up nine times. For the best solution, we report improved training and validation set losses of 11877 and 5377 respectively. We make this work’s optimized parameter set available through the supporting information under the title MueParAMS. Correlation plots between reference and predicted values for the new parameters are presented in Figure 3, showing very good agreement to the reference data. Moreover, Figure 4 compares the S-S dissociation curve of diphenyl disulfide, as computed with Mue2016 and the new MueParAMS parameters, showing an improved agreement to the reference data for this case.
Figure 3: Training data correlation plots. Showing (a,b) energy differences, (c,d) atomic forces, (e,f) atomic distances, (g,h) interatomic angles and (i,k) dihedral angles as calculated with the Mue2016 (left) and MueParAMS (right) parameters. Reaction energies and internal coordinates are compared after geometry optimization. X and Y axes depict reference and predicted values respectively.

Figure 4: S-S dissociation curve of diphenyl disulfide. Computed with the Mue2016 and MueParAMS ReaxFF parameterizations. For details about the reference data, see Ref. 58.

Summary and Outlook

With ParAMS, we have presented a modern Python package, supporting versatile parameterization workflows with minimal effort. Its integration with the Amsterdam Modeling Suite adds a high amount of flexibility through the number of properties that can be fitted alongside the support for multiple codes when it comes to the model, optimization algorithm and reference data selection. Features such as highly customizable optimizations, support for multiple validation sets, or the intuitive processing of data aim to make ParAMS accessible to both, advanced and less experienced users. At the same time, developers can easily extend existing functionality. We showed how an SCC-DFTB repulsive potential could easily be parameterized for the inorganic crystal ZnO. The reference data was calculated automatically using a DFT engine within AMS. This example application also demonstrates how ParAMS can be used to compare the accuracy of different chemical simulation packages given the same training set. We also demonstrated how the package can be used to easily process, set up and start a fitting procedure for ReaxFF. Using previously published data by Müller and Hartke, we were able to find parameters that produce a considerably lower error for the validation set while maintaining a similar accuracy.
in the training data. In future, we hope to extend the number of empirical models that can be fitted with ParAMS and further improve the ease of use through the introduction of additional shortcut functions for training set building. We also expect additions in other functionality such as optimization algorithms or extractors based on user feedback and wishes as the project matures. The package is included in all AMS releases since 2020.

Supporting Information Available PDF file with mathematical description of the optimization problem, summary of the reference data published by Müller and Hartke used in the ReaxFF example, settings used for the ReaxFF parameterization and visualization of some structures in the Müller and Hartke training set.

Data and Software Availability All data needed to reproduce the examples is available at www.doi.org/10.5281/zenodo.4629706. The package’s documentation is available at www.scm.com/doc.trunk/params. ParAMS is distributed with the Amsterdam Modeling Suite, for which a free trial can be requested at www.scm.com.
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S1 The Parameterization Problem

This section provides a mathematical framework for the parameterization problem. We assume that the training data can be defined as a set of physico-chemical properties for a number of isolated or periodic systems. Examples for relevant properties are energy differences, nuclear gradients or system geometries. In the context of ParAMS, we define an arbitrary property $P$ that can be expressed as the output of a computational job. When working with multiple jobs as part of a training set, a job function can be defined as

$$J(R_j, S_j, M) = (R'_j, P^n_j) \quad \forall j \in \{1 \ldots N_{\text{job}}\}, \ n \in \{1 \ldots N_{\text{prop}}(j)\},$$ (1)
calculating the output geometry $R'_j$ and all properties $P^n_j$ of a job $j$. The input for every job in $J$ consists of the input geometry $R_j$, the job settings $S_j$ (e.g. geometry optimization and frequencies) and the computational model $M$. Note that a parametric model is additionally a function of the parameter vector $x$, in which case the outputs of the above equation can be denoted with the hat operator (i.e. $\hat{R}'_j, \hat{P}^n_j$), as to distinguish between reference properties and properties predicted by the parametric model. Training set entries can be constructed, for example, from a linear combination of multiple properties

$$y_i = \sum_{k=1}^{N_{lc}(i)} c_{i,k} P^n_{j(i,k)} \quad \forall i \in \{1 \ldots N_{\text{data}}\},$$

(2)

where $c_{i,k}$ is the coefficient for term $k$ of training set entry $i$ and $N_{lc}(i)$ is the total number of terms per entry. Non-linear combinations of properties to construct $y_i$ are also possible. Such a formulation offers a high degree of flexibility for the construction of a training set. One example is the combination of multiple system energies into one reaction energy. It should be noted that a training set entry, as defined in Eq. 2, does not have to originate from the results of computational jobs. The reference value can instead be provided directly, making it easy to work with experimental or external data.

While training set entries $y$ have to be defined only once, their predicted counterpart $\hat{y}$ has to be re-calculated every time the model parameters change. For this purpose, we introduce a Data Set function

$$DS(x|y) = y - \hat{y},$$

(3)

which extracts all properties needed for the calculation of $\hat{y}$ based on a parameter set $x$ and returns the respective vector of residuals. A metric in the form of a loss function $L(y - \hat{y}, w)$ is then applied to the residuals for a qualitative measure of how close reference and predicted values are. The additional weights vector $w$ can be used to balance possibly different orders of magnitude in the data set or make certain entries more relevant for the fitting.
process than others.

Finally, the optimization algorithm can be defined as a function that minimizes $L$ with respect to the parameters

$$O(x_0, L) = \arg\min_x L = x^*, \quad (4)$$

finding an optimal solution $x^*$ from an initial point $x_0$.

**S2 Additional Display Items**

Figure S1: From top to bottom: Example structures of cyclopentathione, diphenyl disulfide and dimethyl disulfide, containing S (yellow), C (black), and H (white), included in the data provided by MH. The fitted properties include bond distances, angles, relative energies and atomic forces.
Table S1: Composition of the reference data published by Müller and Hartke,\textsuperscript{7} split by the computational tasks Single Point (SP) and Geometry Optimization (GO). For each of the two sets, the upper part describes the chemical systems, while the lower breaks down the individual entries in the training and validation sets. Note that some entries might be a function of multiple chemical systems, meaning that the sum of SP+GO is not necessarily equal to the total number of entries for that row (cf. Sec. 3.1 in the main text).

|                  | Training Set |         |         | Validation Set |
|------------------|--------------|---------|---------|----------------|
|                  | SP           | GO      | Total   | Number of systems | 200 | 24 | 224 |
|                  | Mean system size (atoms) | 6.6   | 11.4    | 224             | 24.0 | 12.7 | 22.8 |
|                  | Std. dev. (atoms) | 2.9   | 7.7     | 224             | 0.0   | 5.9  | 4.0  |
|                  | Total number of entries | 4620 | 317     | 4875           | 199   | 771  | 970  |
| Energies         | 219          | 62      | 219     | 199             | 0     | 771  | 970  |
| Forces           | 4401         | 0       | 4401    | 4401            | 0     | 4401 | 4401 |
| Atomic distances | 0            | 94      | 94      | 0               | 0     | 281  | 281  |
| Angles           | 0            | 85      | 85      | 0               | 0     | 257  | 257  |
| Dihedrals        | 0            | 76      | 76      | 0               | 0     | 233  | 233  |
Table S2: Summary of relevant ParAMS settings used for the re-parameterization of Mue2016.

| Setting                                | Value                                                                 |
|----------------------------------------|-----------------------------------------------------------------------|
| Number of optimizations                | 9                                                                     |
| Number of parameters to optimize       | 35                                                                   |
| Lower / upper parameter bounds         | $x_0 \pm 0.2|x_0|$                                                    |
| Optimization timeout                   | 24 hours                                                             |
| CMA-ES population size                 | 36                                                                   |
| CMA-ES sigma                           | 0.3                                                                  |
| Loss function                          | sum of squared errors                                                |
| Early stopping patience                | 6000 evaluations                                                     |
| Constraints                            | $r_0^{\sigma} \geq r_0^{\pi}$ and $r_0^{\pi} \geq r_0^{\pi\pi}$     |