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Abstract

Re-entrant melting (in which a substance’s melting point starts to decrease beyond a certain pressure) is believed to be an unusual phenomenon. Among the elements, it has so far only been observed in a very limited number of species, \textit{e.g.}, the alkali metals. Our density functional theory calculations reveal that this behavior actually extends beyond alkali metals to include magnesium, which also undergoes re-entrant melting, though at the much higher pressure of \(\sim 300\) GPa. We find that the origin of re-entrant melting is the faster softening of interatomic interactions in the liquid phase than in the solid, as pressure rises. We propose a simple approach to estimate pressure-volume relations and show that this characteristic softening pattern is widely observed in metallic elements. We verify this prediction in the case of aluminum by finding re-entrant melting at \(\sim 4000\) GPa. These results suggest that re-entrant melting may be a more universal feature than previously thought.
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Re-entrant melting is generally considered an unusual phenomenon\textsuperscript{[12]} that is associated with a negative slope of the melting temperature versus pressure line, or the melting curve. An “ordinary” melting curve, rising from low temperatures and pressures, may eventually invert its trend at some maximum temperature, with a change of slope from positive to negative values for increasing pressures. The resulting topology of the melting curve gives rise to re-entrant melting: upon compressing the liquid at temperatures lower than the maximum melting temperature, one observes a liquid-solid-liquid sequence of phases. In other words, the liquid phase, which is stable at low pressures, re-enters at higher pressures.

Most melting curves exhibit positive melt slopes, while the occurrence of negative slopes and re-entrant melting is overall far less frequent and varies widely depending on the type of materials. On the one hand, negative melt slopes are not uncommon among nonmetals and complex chemical systems, \textit{e.g.,} silicon, gallium, antimony, and water\textsuperscript{[3]}. According to the Clausius-Clapeyron relation, this negative slope is associated with open crystalline structure and large volume in the solid phase, which leads to higher density in the liquid phase and negative volume change upon melting (which we will discuss in detail later). On the other hand, metals are more close-packed, and hence re-entrant melting is observed so far in only a very limited number of metals, \textit{e.g.,} the alkali metals\textsuperscript{[4]}, while most metals exhibit melting curves that increase indefinitely as pressure rises\textsuperscript{[3,5–18]}. Intuitively, atomic interactions become overwhelmingly repulsive at high pressure, so it is fair to expect any deviation from a crystalline order that reduces packing efficiency to become less favorable in terms of enthalpy, which results in high melting point at high pressure. Historically, the wide acceptance of the Lindemann and Grüneisen laws\textsuperscript{[19–21]} and the Simon-Glatzel equation\textsuperscript{[22]} leads to a general perception that “normal” melting curves rise indefinitely with increasing pressure. A common melting curve fitting based on the Lindemann law typically involves extrapolation to high pressure region from low pressure data, presuming same melting properties regardless of change in pressure,

\[
\frac{\mathrm{d}\ln T_m}{\mathrm{d}P} = \frac{2(\gamma_m - 1/3)}{B_m},
\]

where \(T_m\) is melting temperature, \(P\) is pressure, \(\gamma_m\) is the Grüneisen melting parameter and \(B_m\) is the bulk modulus of solid. When \(\gamma_m > 1/3\), which is generally true for most metals at low pressures\textsuperscript{[22]}, the right-hand side of the equation is positive and thus melting temperature
increases indefinitely with pressure. In the well-known Simon-Glatzel empirical equation of melting, temperature monotonically increases as seen in its analytic form,

\[ T_m = T_0(1 + (P - P_0)/a)^b, \]  

(2)

where \(a\) and \(b\) are fitting parameters and \((T_0, P_0)\) are reference melting temperature and pressure. To model decreasing melting curves requires more sophisticated models, such as the Kechin equation.24

In this work, we employ density functional theory to calculate melting curves of metals, from which we detect and locate re-entrant melting. We discover that re-entrant melting occurs far more widely than is generally recognized. To calculate melting temperatures of metals under various pressure conditions, we use an efficient extension of the coexistence method and its implementation in the SLUSCHI code, based on density functional theory molecular dynamics. This highly efficient method makes it possible to perform, directly from first principles, dozens of expensive melting point calculations on sodium, magnesium, and aluminum, which are otherwise considered prohibitively expensive, given the various combination of systems and pressures. The method runs solid-liquid coexisting simulations on small-size systems, and the melting temperatures are rigorously inferred based on statistical analysis of the fluctuations and probability distributions in the systems. The accuracy (typically with an error smaller than 100K), robustness and efficiency of the method have been demonstrated in a range of materials.

Density functional theory calculations were performed by the Vienna Ab-initio Simulation Package (VASP), with the projector-augmented-wave (PAW) implementation and the generalized gradient approximation (GGA) for exchange-correlation energy, in the form known as Perdew, Burke, and Ernzerhof (PBE). Since the simulations were performed at high pressure conditions, we used accurate pseudopotentials where the semi-core \(s\) and \(p\) states were treated as valence states. The accuracy of the PAW pseudopotentials, even under extreme pressure conditions where re-entrant melting occurs, is further validated by comparison with the WIEN2K code based on the full-potential linearized augmented plane-wave (LAPW) method (see Supplemental Material).

Our investigation starts with sodium, an alkali element well known for re-entrant melting. Despite being a prototype of simple metal at ambient conditions, sodium exhibits unexpected
complexity at high pressure\textsuperscript{10,13}. Early experimental measurements of its melting curve\textsuperscript{19,51} while many closely agree with each other, obtained only limited pressure up to 12 GPa and thus fell short of finding re-entrant melting. Later, experiments by Gregoryanz \textit{et al.}\textsuperscript{52} extended these investigations to much higher pressure and discovered that the sodium melting curve reaches a maximum at around 30 GPa followed by a pressure-induced drop, which extends to nearly room temperature at $\sim$120 GPa and over the stability regions of three solid phases. Though Gregoryanz’s work is well accepted by the community, comparison with its predecessors reveals considerable discrepancy: its melting temperatures are noticeably higher and, with a significantly steeper slope, its melting curve starts to diverge from others as pressure increases, as shown in Fig. 1.

There have been several pieces of computational work supporting the occurrence of re-entrant melting, as summarized in Fig. 1. Using an \textit{ab initio} quality neural-network potential, Eshet \textit{et al.}\textsuperscript{4} calculated a melting curve through the free energy method\textsuperscript{5,53}. This melting curve was later confirmed by Desjarlais\textsuperscript{54} based on DFT calculations and the two-phase thermodynamics method\textsuperscript{55}. Both DFT-level investigations, regardless of different approaches employed to compute melting temperature, agreed closely with melting curves of early experimental results\textsuperscript{49–51} in low pressure region. At high pressures, the two computational studies nevertheless gave melting temperatures that were widely different from Gregoryanz’s: melting temperature maxima were lower than Gregoryanz’s finding by as much as 250 K. Raty \textit{et al.}\textsuperscript{2} employed the “heat-until-it-melts” approach and obtained a melting curve that lies between the two sides.

Employing the small-size coexistence method\textsuperscript{28} and the SLUSCHI code\textsuperscript{29} that we recently developed, we provide independent corroboration from another perspective and help to resolve the remaining dispute. As shown in Fig. 1, we confirm the existence of re-entrant melting near 750 K and 35 GPa. Our results agree closely with Eshet’s\textsuperscript{4} and Desjarlais’\textsuperscript{54} DFT calculations, as well as early experimental measurements\textsuperscript{49–51} in low pressure region. We note that these three DFT-based results, irrespective of different computational approaches employed to compute melting points, are remarkably consistent. Hence it is likely that they together well establish the DFT melting curve of sodium. While the “heat-until-it-melts” results are slightly higher, the method is known to inherently overestimate melting point\textsuperscript{56} and we thus view the results as upper boundaries. It is not clear why Gregoryanz’s experimental melting curve\textsuperscript{52}, though widely accepted, singled
FIG. 1. Melting curve of sodium. Our calculated melting curve (in red and magenta) agree closely with two other DFT calculations (Ref. 4 and 54).

itself out as being significantly higher than the DFT melting curve. Both computation and experiment have flaws that may cause the discrepancy, e.g., inaccurate DFT exchange-correlation functional, and challenging experimental conditions, such as sodium being highly reactive. We note that early experimental measurements seem to favor the DFT melting curve, but the limited pressure in these studies prevent them from resolving the dispute conclusively. We believe that this issue deserves more experimental investigations.

Despite being an intriguing phenomenon, re-entrant melting is not well studied among elements beyond alkali metals, due to challenging experimental condition at high pressures. We here extend our theoretical investigation past sodium, and discover, for the first time, that re-entrant melting also exists in magnesium, the next period three element. However, it occurs at a much higher pressure. As illustrated in Fig. 2 our calculations reveal that re-entrant melting of magnesium takes place at $\sim$300 GPa and 4500 K, which is about one order of magnitude higher than that of sodium. Magnesium undergoes a phase transition from h.c.p. to b.c.c. at 50 GPa, and the b.c.c. phase is stable throughout the high-pressure region, according to our simulations. While no experimental data is available at the extreme condition near the re-entrant point, at relatively low pressures below 100 GPa our results are mostly consistent with two pieces of experimental work by Errandonea et al. and by Urtiew and Grover, with our computational melting temperatures near the lower boundary of the experimental data. We note that another experimental work by Stinton et al. gives substantially higher melting point at 100 GPa. In Errandonea’s work, melting is determined from the properties on the surface. In Stinton’s work, crystal structure is determined by X-ray that goes through the sample, while temperature is still measured from
FIG. 2. Melting of magnesium. Melting curve maximum is discovered in magnesium at ∼300 GPa and 4500 K.

the surface, as there is no other way to measure it. There can be temperature gradients, being the surface hotter than the inner part of the sample, then it is reasonable to get higher melting temperature when measuring melting using X-ray diffraction. This can lead to an overestimation of the melting temperature.

By probing into similarities and differences between sodium and magnesium, we aim to understand the physics underlying re-entrant melting. As it has been widely acknowledged, a negative melt slope is linked to a decrease in specific volume upon melting. According to the Clausius-Clapeyron relation, the slope of a melting curve is determined by

$$\frac{dP}{dT_m} = \frac{\Delta H}{T_m \Delta V},$$

where $P$ is pressure, $T_m$ is melting temperature, $\Delta V = V_l - V_s$ is difference between solid and liquid in specific volumes and $\Delta H$ is specific heat of fusion. A negative melting line slope $dT_m/dP$ occurs when volume change $\Delta V$ is negative, i.e., the liquid phase has a smaller specific volume than the solid does. Indeed, the occurrence of negative melt slope in several nonmetals can be attributed to their open crystalline structure and large volume in solid phase, which leads to negative volume change upon melting. For sodium and magnesium, our predicted change of sign in $\Delta V$ exactly coincides with the occurrence of the melting curve maximum, as shown in Fig. 3, thus providing additional corroboration of the re-entrant behavior.

There is an ongoing debate over the origin of this negative volume change. Volume can be decomposed into two factors: (1) coordination number and (2) pairwise distance
between nearest neighbors. Both higher coordination number (or packing efficiency) and shorter radial distance can lead to smaller volume. On the one hand, the formation of low-symmetry structures with low-coordination numbers that frequently observed in dense lithium and sodium complex structures gives rise to large volume of the solid phase. For Mg, the solid undergoes a h.c.p.-b.c.c. phase transition at $\sim 50$ GPa and reduces the coordination number from 12 to 8, which is closer to the more open coordination of the melt. On the other hand, Raty et al. found that the small volume of liquid is induced by “uneven” softening of effective intermolecular interactions, which occurs at a faster rate in the liquid than in the solid for growing pressures. As a result of the smaller radial distance, the liquid phase shrinks faster than the solid.

Our investigation into this issue supports the second reasoning. Our analysis of b.c.c. and liquid structures of magnesium (see Supplemental Material) does not detect significant difference in coordination number, while, following the first reasoning, the relatively low coordination number in b.c.c. should result in a significant increase upon melting. This contradiction suggests that coordination number does not play a significant role in the volume decrease. Furthermore, in the sodium phase diagram, melting temperature continues to decrease with pressure, even in the region where the f.c.c. phase is stable (Fig. 3). Since
the close-packed f.c.c. structure maximizes the coordination number, it is not sensible to attribute the volume decrease to coordination number. To further distinguish these two factors, we note that we can adopt a simple procedure to change radial distances while leaving coordination number fixed. We first randomly sample one snapshot from each MD trajectory of the solid and the liquid, and we use this snapshot to represent each phase. We then uniformly scale the lattice vectors and compress the structure to study and estimate the pressure-volume relation, while changing only the radial distances. This process does not change the coordination numbers, since we keep the atomic fractional coordinates untouched. For both sodium and magnesium, our calculations find that volume difference between the solid and the liquid snapshots turns negative at sufficiently high pressures, as plotted in Fig. 4, which is strong evidence in favor of shorter radial distance and faster potential softening in the liquid phase. Moreover, the location where the two curves cross is fairly consistent with the actual melting point maximum, when compared to Fig. 1. Therefore, in addition to revealing the nature of re-entrant melting, this simple and approximated procedure of scaling is valuable to quickly screen a material for re-entrant melting and to locate its position. We note that melting point calculations are much more expensive than static calculations of pressure and energy. While it can be prohibitively expensive to look for re-entrant melting from scratch without clues regarding its pressure condition, searching for negative volume change is feasible and it enables us to rapidly locate re-entrant melting.

The existence of re-entrant melting in both sodium and magnesium raises the possibility that re-entrant melting is a universal feature of all metals. Here we investigate the general trend of re-entrant melting in various elements across the periodic table. Employing the aforementioned scaling method, we carry out quick tests on a wide variety of metals to see whether similar liquid-state potential softening exists. As shown in Fig. 4, our calculations confirm indeed stronger softening of interatomic potential in the liquid phase than in the solid for many metals, including calcium, strontium, aluminum, titanium, lead, hafnium, etc. The faster potential softening in liquids indicates that negative volume change, and thus re-entrant melting as well, may also occur in these metals at high pressures. For several metals, e.g., zinc, negative volume change is not achieved due to the limit we can compress the structures at extremely high pressure and the failure of pseudopotentials. However, we do not totally rule out the possibility. While it is still premature to state that re-entrant melting is a universal behavior of all metals, its surprisingly wide occurrence points to a real
FIG. 4. Pressure difference between solid and liquid phases, versus volume. Results are based on analysis of one randomly sampled snapshot from each phase of each metal. At a large volume, $P_l$ is always higher than $P_s$. In other words, $V_l > V_s$ if the pressure is low. This relation inverts at small volumes and high pressures, as $P_l - P_s$ turns negative, which leads to negative volume change and re-entrant melting.

FIG. 5. Melting curve and re-entrant melting of Al under high pressure. We discover melting point maximum of aluminum at $\sim 3500$ GPa and $20000$ K.

possibility and extends our understanding on this topic.

Although it is very expensive to perform first-principles melting curve calculations on all the metals found, we select one metal, aluminum, to ascertain our findings. With a large bulk modulus and high melting temperature, aluminum would initially appear to be a poor candidate for re-entrant melting. However, from the estimated pressure condition of re-entrant melting in Fig. 4, we perform melting point calculations in the pressure range and we confirm that re-entrant melting indeed exists in aluminum, though at an
extremely high pressure and temperature. As shown in Fig. 5, b.c.c. aluminum achieves a melting temperature maximum at $\sim 3500$ GPa and 20000 K. At relatively low pressure and temperature, our computational melting points agree closely with previously reported experiments\cite{59,60}, as well as DFT data based on solid-liquid coexistence simulations\cite{9}. In addition to the discovery of re-entrant melting, we also find that b.c.c. aluminum is more stable than f.c.c. starting at around 500 GPa, and the b.c.c. phase persists at high pressures, partially corroborating recent b.c.c.-f.c.c. phase transition findings from both computation\cite{61} and experiment\cite{62}. While pressures up to 5000 GPa may be difficult to reach in laboratory settings, such pressures do occur in the Universe. For example, the inner core of Jupiter is roughly 3000-4500 GPa\cite{63}, which is comparable to the pressure range.

We should point out that the small-size coexistence method has the built-in ability to identify the correct structure of the solid because the structure with the lowest free energy can easily nucleate at the solid-liquid interface even if the wrong solid structure was initially assumed. We have observed this to happen in the Al case: even if the simulation is initially setup with an f.c.c. solid, a b.c.c. solid spontaneously forms above a certain pressure ($\sim 500$ GPa).

To summarize, we investigate the phenomenon of re-entrant melting based on density functional theory calculations. We discover, for the first time, that magnesium and aluminum also have this feature in their phase diagrams, similar to sodium. We confirm that the origin of re-entrant melting is the faster softening of interatomic potentials and hence smaller volume in the liquid phase than in the solid, as pressure rises. We propose a quick approach to estimate the pressure-volume relation and show that this phenomenon is widely observed in metals, and hence raises the possibility that re-entrant melting is a universal property of materials.
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