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Abstract

The development of Graph Neural Networks (GNNs) has led to great progress in machine learning on graph-structured data. These networks operate via diffusing information across the graph nodes while capturing the structure of the graph. Recently there has also seen tremendous progress in quantum computing techniques. In this work, we explore applications of multi-particle quantum walks on diffusing information across graphs. Our model is based on learning the operators that govern the dynamics of quantum random walkers on graphs. We demonstrate the effectiveness of our method on classification and regression tasks.

1 Introduction

The current era of ubiquitous connectivity has provided researchers with ever-increasing troves of data. Most of such ‘real-world’ data have an underlying graphical structure that can be utilized to build better models and derive greater insights. Such graphical structures are not limited to the web, social networks, or other network systems. Graph-structured problems are also common in many scientific fields such as immunology (Crossman, 2020), chemical analysis (John et al., 2019) and bio-chemistry (Bonetta and Valentino, 2019).

Current machine learning approaches for analyzing structured data can be broadly categorized into neural approaches and classical approaches. Classical approaches rely on comparing graphs by utilizing various similarity notions Kondor et al. (2009); Kondor and Borgwardt (2008). Similarity comparison between graphs can be performed directly via walks (Dobson and Doig, 2003; Callut et al., 2008). Another related technique is to use graph kernels (Vishwanathan et al., 2010; Gärtner et al., 2003). There have been some recent works (Bai et al., 2017a) that try to define similarity using quantum walks.

The last decade also saw great progress in machine learning via the development of deep-learning techniques. Some of these works also focused on applying neural networks to graph-structured data (Defferrard et al., 2016; Duvenaud et al., 2015) Duvenaud et al. (2015) present a method for differentiable fingerprinting where the hashing functions are replaced by neural networks. Defferrard et al. (2016) extend the convolution operator to graphs using graph Laplacians. Kipf and Welling (2017) use the same technique for semi-supervised learning on graphs. Atwood and Towsley (2016) also, extend convolutions to graphs via graph diffusions. Building upon these works and the ideas of Bai et al. (2017a), Dernbach et al. (2019) incorporate quantum walks into a neural network.

In this paper, we explore the application of some quantum computing techniques in graph learning. We first summarize some basic principles relevant to our approaches in Section 2. Next, we present a graph learning method that is inspired by these quantum ideas. Our approach is a hybrid one that a) uses quantum walks to learn diffusions and b) utilizes the diffusions in a classical way. Finally, we present the results of our experiments.
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2 Preliminaries

2.1 Bosonic Quantum Mechanics

Photonic circuits are a prime candidate for both near-term and future quantum devices. Photons are a type of boson that lead to interesting statistical and physical phenomena. Hence understanding some key aspects of bosonic quantum systems is important when considering possibly physical realization of some quantum algorithms.

An important characteristic of bosons is that two bosons of the same type are indistinguishable; and this has interesting consequences. Let us denote system state by \(|\psi(x_1, x_2)\rangle\) where \(\psi\) is some function and \(x_1, x_2\) are generalized coordinates (eg position, state etc) of the two particles. The exchange operator \(E\) is then defined by the following action

\[
E |\psi(x_1, x_2)\rangle = |\psi(x_2, x_1)\rangle
\]

Informally the exchange operator swaps the coordinates/states of the individual particles in the combined system. The requirement of indistinguishability is the invariance of a multi-particle system to the exchange operator. Imagine a system having binary states \(|0\rangle, |1\rangle\) and two particles that can occupy those states. The standard computational decomposition for the Hilbert space of such a system has 4 basis viz. \(|00\rangle, |11\rangle, |01\rangle, |10\rangle\); corresponding to the states of each of the two particles. One can imagine that the system is described by the state \(|01\rangle\). However, indistinguishability means we can permute the labels of the particles and the system is equally be described by \(|10\rangle\). Note that this along with the superposition principle implies that any superposition of the these states is an equally valid description of the state. This leads to the following principle:

**Symmetrization Postulate for Bosons** In a system of indistinguishable bosons, the only possible states of the system are ones that are symmetric with respect to permutations of the labels of those particles.

The Symmetrization Postulate restricts the Hilbert space of the system to lie in the completely symmetric subspace. In the specific case considered above the Hilbert space of this system is spanned by 3 states instead of the usual 4. Furthermore the postulate implies that result of any measurement of a state must project the state into the symmetric indistinguishable subspace.

2.1.1 Fock space

Indistinguishability also implies that only the total number of bosons in a given state has any meaning. This makes it convenient to use an alternate basis for describing the Hilbert space of the system known as the Fock basis. It is a construction for the state space of a variable or unknown number of identical particles from the Hilbert space of a single particle. For bosons, the \(n\)-particle states are elements in the symmetric product of \(n\) uni-particle Hilbert spaces. For more details of the Fock space notation refer to the Appendix A

**Creation and Annihilation Operators** Operations in the Fock space bases are written as unitary matrices of creation and annihilation operators. As its name suggests the creation (or raising) operator (denoted commonly by \(a\)) adds a particle to the state it operates on, while the annihilation (lowering) operator \((a^\dagger)\) does the opposite.

2.2 Quantum Walks

A classical walk on a graph \(G = (V, E)\) can be described as follows. At any given timestep \(t\) the walker resides at one of the nodes of the graph say \(u\). Each node has an associated multiheaded coin with each head corresponding to an incident edge. Equivalently there is a multinomial distribution over the edges incident on the node. The walker then draws an edge according to the distribution (say \(e = (u, v)\)). The walker then moves to the node \(v\) which is connected to \(e\).

Quantum walks are the quantum extension of a classical random walk. A classical walk involves a walker moving around on a graph and at any point in time its position is given by a probability
A quantum walk is similar, however instead of a random process the walkers movement is governed by a sequence of unitary operations. Unlike a classical walk where the walker can only be at a node, the quantum walker can be in a superposition over all nodes in the graph.

We follow the approach of Kendon (2011) in describing quantum walks. A quantum walk involves two Hilbert spaces: the position space $H_v$ corresponding to nodes of the graph; and a coin space $H_c$. To preserve unitarity the size of the coin space is fixed across all nodes. This can be achieved by taking the maximum degree of the nodes as the size of the space. The quantum walker’s state is determined by the combined space of position and coin combinations. Instead of a coin toss, we now have a unitary operator $C$ (called the coin operator) on the coin space describing the evolution of the coin-part of the walkers state. We also have a shift operator $S$. The shift operator acts as a conditional gate: depending on the coin state it swaps the coefficients of the corresponding positions. The evolution of the entire system is given by the unitary operator $U = S(I \otimes C)$.

This kind of evolution produces a behavior completely unlike that of a classical walk. The superposition of states allows walker trajectories to interfere: something that cannot happen classically. This interference can lead to a faster spreading of the walker’s final position distribution. The clear effect of this can be seen in Figure 1. These figures show the result of simulating a classical and quantum walk on a 1-d lattice for 30 steps. The final state distribution of classical walk is shown in Figure 1a. It is clearly centered around its starting point and has an exponentially falling tail as one moves further from the start.

The quantum walk however (Figure 1b) shows a very different picture. While the mean of the walk is still at the starting point, the distribution modes are peaks far away from the start. Such behavior allows a quantum random walker to have significantly better exploration. Inspiring from this insight Dernbach et al. (2018) proposed a version of diffusion networks based upon quantum walks. They demonstrated that using probability distribution of quantum walkers allows for far better exploration and incorporation of graph structure as compared to classical approaches.

### 3 Bosonic Walks Networks

A natural question with respect to random walk based graph networks is whether incorporation of multiple walkers can lead to a different outcome. While multiple non-interacting classical walkers have no extra power compared to a single classical walker, the answer is different for quantum walkers (Chandrashekar and Busch, 2012). A key reason for this is the symmetrization postulate referred to earlier.

#### 3.1 Bosonic Quantum Walks

Bosonic walks can a) have unintuitive non-local correlations across walker states and b) allow for dynamics not accessible for distinguishable particles. As such even limited bosonic walks can have surprising power. For example Gamble et al. (2010) demonstrate that there are classes of non-isomorphic graphs that can be distinguished by the node distribution of multi-particle walks but
We focus on a setting with multiple bosonic particles executing quantum walks on a graph. The Hilbert space of these walkers allow significantly more trajectories of the walker by allowing entangled coins and other complexities. The evolution of the walkers state in the Fock space basis is driven by the Hamiltonian $H$ given by

$$H = A_{ij}c_i^\dagger c_j + Ec_i^\dagger c_i^\dagger (c_i^\dagger c_i^\dagger - 1)$$

$A$ is the adjacency matrix of the graph and $c_i^\dagger, c_i^\dagger$ are creation and annihilation operators associated with node $i$. $Ec_i^\dagger c_i^\dagger (c_i^\dagger c_i^\dagger - 1)$ is a term which describes the interaction between the walkers and $E$ is the interaction strength. Note that when the particles are in different nodes, the interaction term has no effect.

Similar to earlier results, we compute the probability of observing a walker across different nodes on a 1-D lattice after 30 steps in the case when $E=0$. This is plotted in Figure 2a, where we can notice easy differences between this plot and the plot of the single particle quantum walk discussed earlier. Next we plot the probability of observing a walker for different values of $E$ in Figure 2b. Note the probability distribution changes significantly as the interaction strength changes.

### 3.2 Bosonic Quantum Walk Neural Networks

A Bosonic Quantum Walker Network (QWB) is the natural extension of the Dernbach et al. (2018) model using bosonic quantum walkers. For our description below, we will follow a similar presentation. The key idea behind a quantum walk neural network is to use the walker’s distribution over the nodes of a graph to construct a diffusion matrix, which is then utilized to aggregate information from the nodes. At each time step, we simulate the dynamics of the walker using the coin operator, $C$, to modify the spin state of the walkers $\psi$ according to $C(t)\psi_t \rightarrow \psi_{t+1}$. The coin operator need not be static and can depend on both time and node features. This is followed by the shift operator, which moves the walker to a neighbouring node depending upon the walker spin state. The walker dynamics induces a probability distribution of the walker over the graph (written as a probability matrix $P$). Next, this matrix $P$ is used to diffuse the node level features across the graph: $\hat{X} = PX$. These diffused features are the output of a single quantum diffusion layer. These features can then be used either as input for a second diffusion layer; or for final prediction. All of these operations are differentiable, and hence we can use backpropagation to compute the gradient of the loss with respect to all the model parameters (especially parameters of the coin matrix).

Note that the description till here is independent of how the walkers behave. In fact, walkers can behave completely classically, in which case the behaviour is identical to the Diffusion Convolution model of Atwood and Towsley (2016). For a quantum walk network, the walk dynamics are governed by quantum evolution. The induced probability matrix is the one determined by the measurement of
Figure 3: Quantum Walk Neural Network Schematic: The feature matrix $X$ is used to produce the coin operators $C_i$ used in each step $i$. The superposition $\psi$ evolves after each step. The final layer diffuses $X$ using measured probabilities $P$ to compute $\hat{X}$

the walker’s node-state. We compute $P$ induced by a bosonic multi-particle quantum walk on the graph in the bosonic quantum walk model. This can be achieved via evolving single-particle walkers and then performing a projection into the indistinguishable space by performing repeating sums over identical labels. More details are available in Appendix C

Since a $k$-particle quantum walk naturally produces a symmetric superposition over $k$-tuples of nodes, we can, in principle, extend $P$ from a distribution over nodes to a distribution over node pairs or even higher orders. In our experiments, however, we do not use such higher-order features. Instead, we compute $P$ from the probability of observing a single boson at the given nodes.

4 Experiments

Datasets We experiment with commonly used graph datasets: QM7, which is a regression task and MUTAG, NCI1, and Enzymes (which are classification problems). MUTAG Debnath et al. (1991) is a dataset of 188 mutagenic aromatic and heteroaromatic nitro compounds that are classified as either mutagenic or not. NCI1 Wale and Karypis (2006) consists of 4110 graphs representing two sets of chemical compounds screened for activity against non-small cell lung cancer. For both these datasets, each graph represents a molecule, with nodes representing atoms and edges representing bonds between atoms. Each node has an associated label that corresponds to its atomic number. Enzymes Borgwardt et al. (2005) is a dataset of 600 molecules where the task is to classify each enzyme into one of six classes. The QM7 dataset Rupp et al. (2012); Blum and Reymond (2009) is a collection of 7165 molecules, each containing up to 23 atoms. The goal of the task is to predict the atomization energy of each molecule.

Experimental Details We include as baselines two classical methods (DCNN, GCN). DCNN refers to the diffusion convolutional network of Atwood and Towsley (2016), while GCN is the graph convolution architecture of Kipf and Welling (2017). QWNN is the quantum walk based model presented in Dernbach et al. (2019). QWB2 is our two-particle bosonic extension of the QWNN model. The metric used for classification tasks (NCI, MUTAG, Enzymes) is accuracy (so higher the better) while the one used for QM7 is mean prediction error (so lower the better).

Classical simulation of quantum walks has poor scaling properties. Simulating a $k$-particle quantum walk scales exponentially in $k$. As such in our experiments we restricted ourselves to graphs of size less than 70 and had to reduce sizes of feature embeddings. Furthermore to keep comparison fair in terms of feature size between classical and quantum models, we applied the same restriction to the classical models as well. For more details on the parameters used refer to Appendix D.

Results Table 1a reports the classification performance of different models. We see that QWB2 outperforms other models, especially on Enzymes where the gain is substantial. QWB2 also outper-
forms QWNN and other classic approaches on MUTAG and NCI datasets. Regression results on QM7 are presented in Table 1b. The basic trend of QWB2 outperforming other approaches remains, thought the performance differences are comparatively smaller. Overall QWB2 seems to outperform all other models including its single-walker counterpart QWNN.

| Model   | Enzymes | MUTAG | NCI |
|---------|---------|-------|-----|
| GCN     | 31.4    | 87.4  | 69.6|
| DCNN    | 27.9    | 89.1  | 69.1|
| QWNN    | 33.6    | 88.4  | 73.6|
| QWB2    | 40.2    | 90.0  | 76.7|

(a) Classification tasks

| Model   | MSE  | MAE  |
|---------|------|------|
| GCN     | 17.5 | 12.4 |
| DCNN    | 11.9 | 8.6  |
| QWNN    | 10.9 | 8.4  |
| QWB2    | 9.2  | 7.9  |

(b) Atomization energy prediction on QM7

Table 1: Results of different models on graph classification and regression tasks

5 Related Work

Graph Neural Networks Early graph neural networks (GNN) (Gori et al., 2005; Scarselli et al., 2008) used recursive architectures to encode graphs into finite-dimensional vectors. Since then has been tremendous progress in learning representations of graphs. Convolutional neural networks (Bruna et al., 2013; Defferrard et al., 2016; Kipf and Welling, 2017) borrow ideas from graph Laplacians (Cvetkovic et al., 1998) for processing graphs signals. Atwood and Towsley (2016), on the other hand, proposed a spatial approach relying on random walks. Gilmer et al. (2017) proposed a general approach for learning on graphs via message passing between nodes of the graphs. All the other mentioned works can be interpreted as a restricted version of that approach.

Quantum Models There is a rich literature exploring quantum walks beginning with works of Ambainis et al. (2001) and Aharonov et al. (2001). A generalization of discrete walks for an arbitrary number of walkers was studied by Rohde et al. (2011). Subsequently, multiple works have developed graph kernels based on the quantum walks (Rossi et al., 2013; Bai et al., 2013, 2017b). Quantum walks have also been shown to provide a model for universal computation (Childs and Eisenberg, 2003; Qiang et al., 2012) and quantum simulation (Berry et al., 2005). While there have been multiple proposals of quantum neural networks over the years (Gupta and Zia, 2001; Biamonte et al., 2017), there has been not much work done on quantum learning techniques for graphs. Our work derives from the recent work of Dernbach et al. (2018), which proposed a quantum version of graph diffusion networks.

6 Conclusion

Quantum devices based on bosons are a prime candidate for future quantum. As such techniques which can directly leverage the behavior of bosons are important to explore. In this work we have tried to incorporate multi-particle bosonic walks on graphs. Unlike simple QWNN, this approach allows for learning significantly more powerful and complex graph diffusions. This benefit is clear across both regression and classification tasks. A future research direction would be to find ways to constrain the multiple walkers such that the simulation becomes more feasible.
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A Fock Space

Fock basis is a construction for the state space of a variable or unknown number of identical particles from the Hilbert space of a single particle. If the identical particles are bosons, the $n$-particle states are vectors in the symmetric tensor product of $n$ single-particle Hilbert spaces (Contributors). In this section we provide a basic introduction to Fock spaces, and the corresponding creation and annihilation operators.

Consider a system which can accommodate particles in $M$ different states. Let $B = k_i \in \{0, 1, ..., M\}$ be an orthonormal basis of states in the one-particle Hilbert space. For electronic states in an atom such as the one shown in Figure 4 these can correspond to the ground state shell, the first excited state or higher states.

A Fock state is then defined as the state such that for each $i$, the state is an eigenstate of the particle number operator $N_k$ corresponding to the $i$-th elementary state $k_i$. The Fock bases of the state space of the system is then depicted by $|n_0, n_1, n_2, ..., n_M\rangle$ where $n_i$ denotes the number of particles in the state $i$. For the system in 4 this refers to the number of electrons in different shells around the atom. Informally, the Fock bases is a counting basis i.e the bases of zero particle states, one particle states, two particle states, and so on.

Creation and Annihilation Operators

For the state defined earlier the annihilation/creation operators are indexed by the state $i = 1, ..., M$ and operate as follows:

$$a_i |n_0, n_1, ..., n_i, ..., n_M\rangle = n_i |n_0, n_1, ..., n_i - 1, ..., n_M\rangle$$

$$a^\dagger_i |n_0, n_1, ..., n_i, ..., n_M\rangle = n_i |n_0, n_1, ..., n_i + 1, ..., n_M\rangle$$

B Bosonic Walkers Example

Consider a pair of particles executing a quantum walk on a 1D grid. The coin space of walkers then has two states $|\uparrow\rangle$ and $|\downarrow\rangle$. We assume that the shift operators act in a way such that a walker whose coin is up moves right, and a walker whose coin is down moves left.

Let the current state of the walkers after the action of the coin operator be:

$$|1, -1\rangle \otimes |\uparrow\rangle$$

It represents the first walker at position 1 with its coin state being up, while the second walker at position -1 with its coin state being down. From this state, the first particle can only move right and the second can only move left.

However if the particles are boson, then the aforementioned state does not exist in the Hilbert space of the system (as it is not symmetric with respect to the exchange operation). Instead the pair of bosonic walkers will be in a state

$$\frac{1}{\sqrt{2}} (|1, -1\rangle \otimes |\uparrow\rangle + |1, 1\rangle \otimes |\downarrow\rangle)$$

From this state the first particle can move both left and right, a motion which is not possible for a non-bosonic walker. Note this was enforced by the symmetrization postulate. Such "nonlocal" correlations across non-interacting particle states is not possible in non-bosonic particles (or in classical case) and is a truly quantum phenomenon.

C Bosonic Walker Simulation

We implement the simulation of quantum walkers as described in Gamble et al. (2010); Rigovacca and Di Franco (2016). For simplicity, we shall limit the exposition to involve only 2 particles. The generalization to multiple walkers is straightforward.
A joint two boson state can be obtained from two single-particle states $|\psi_1 \rangle, |\psi_2 \rangle$ with the following symmetrization operation:

$$|\text{Sym}(\psi_1, \psi_2)\rangle = \frac{|\psi_1 \rangle \otimes |\psi_2 \rangle + |\psi_2 \rangle \otimes |\psi_1 \rangle}{\sqrt{2(1 + |\langle \psi_1 | \psi_2 \rangle|^2)}}$$

One should note that the aforementioned symmetrized form cannot represent all the possible states in the symmetric Hilbert space of two bosonic walkers. For example, in walks on a chain, the following state is a physically allowed one:

$$|\psi \rangle = \frac{|ij \rangle + |ji \rangle}{\sqrt{2}} \otimes \frac{|\uparrow \downarrow \rangle + |\downarrow \uparrow \rangle}{\sqrt{2}}$$

where $i, j$ are indices of nodes in the chain, while $\downarrow, \uparrow$ represent the coin states. However, we shall limit ourselves to the states expressible in the aforementioned symmetrized form in this work.

Finally, during the measurement stage also, one needs to take into account the symmetrization requirement. This is done by considering a measurement involving the following projector operation:

$$\Pi_{ij} = \frac{1}{2} \left( |ij \rangle \langle ij| + |ji \rangle \langle ji| \right)$$

$$Pr(\psi)[i, j] = \text{Tr}[\Pi_{ij} U_t |\psi_0 \rangle \langle \psi_0| U_t^\dagger]$$

### D Hyperparameter Details

**Classification** For the Enzyme and NCI1 experiment, we set the walk length to be 6 in both versions of the quantum network. The output neural net is a set2vec layer (for aggregation) followed by a single layer. The feature and hidden layer dimensions are all set to 64. In Mutag, the walk length is reduced to 4 and the layer size to 16. The GCN and DCNN are used as the input layer to a similar neural network i.e a set2vec layer followed by a hidden layer of size 64 (16 for Mutag).

**Regression** For QM7 we use quantum walk networks using a 4-step walk, followed by the set2vec layer with a hidden size of dimension 10. A similar setup is followed for DCNN and GCN models.

All models are trained with Adam optimizer with a learning rate of 1e-3.