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Abstract. Snapshot matrices of hyperbolic equations have a slow singular value decay, resulting in inefficient reduced-order models. We develop on the idea of inducing a faster singular value decay by computing snapshots on a transformed spatial domain, or the so-called snapshot calibration/transformation. We are particularly interested in problems involving shock collision, shock rarefaction-fan collision, shock formation, etc. For such problems, we propose a realizable algorithm to compute the spatial transform using monotonic feature matching. We consider discontinuities and kinks as features, and by carefully partitioning the parameter domain, we ensure that the spatial transform has properties that are desirable both from a theoretical and an implementation standpoint. We use these properties to prove that our method results in a fast \(m\)-width decay of a so-called calibrated manifold. A crucial observation we make is that due to calibration, the \(m\)-width does not only depend on \(m\) but also on the accuracy of the full order model, which is in contrast to elliptic and parabolic problems that do not need calibration. The method we propose only requires the solution snapshots and not the underlying partial differential equation (PDE) and is therefore, data-driven. We perform several numerical experiments to demonstrate the effectiveness of our method.

1 Introduction

Several problems of practical interest are modeled using parameterized PDEs of the form

\[
\mathcal{L}u(x, \mu) = 0 \quad \forall (x, \mu) \in \Omega \times D.
\] (1.1)

Here, \(\mathcal{L}\) is some differential operator, \(\mu \in D\) is some parameter which can encode, for example, different material properties, and \(x \in \Omega \subset \mathbb{R}^d\) is a space point. We refer to the book [20] for an elaborate discussion on different parameterized PDEs. Note that \(D\) can contain time and in the model problem that we consider later, it is indeed the time domain. Nevertheless, the present discussion applies to general parameter domains. Often, an exact solution to the above problem is unavailable and one seeks an approximation \(u(\cdot, \mu) \approx u_M(\cdot, \mu)\) in a finite-dimensional space \(X_M\) spanned by some basis \(\{\phi_i\}_{i=1}^{M}\). The approximation \(u_M(\cdot, \mu)\) is what we refer to as the full-order model (FOM). We assume that \(X_M \subset L^2(\Omega)\).

In a multi-query setting, where a solution is required at several different parameter instances, computing a FOM is computationally expensive and infeasible. Reduced-order models (ROMs) aim to reduce this cost by splitting the solution algorithm into an online-offline phase. A broad description of these two phases is as follows—see [2] for further details. First, in the offline phase, one computes a snapshot matrix \(S \in \mathbb{R}^{M \times K}\) given as

\[
S := (U_M(\mu_1), \ldots, U_M(\mu_K))
\]
where \( U_M(\mu) \in \mathbb{R}^M \) is a vector containing all the degrees of freedom of \( u_M(\cdot, \mu) \) i.e., \( (U_M(\mu))_j := \langle \phi_j, u_M(\cdot, \mu) \rangle_{L^2(\Omega)} \). The parameters \( \{\mu_i\}_{i=1,\ldots,K} \) can be chosen uniformly, randomly, or using a greedy procedure based on an a-posteriori error indicator [6, 7, 14, 29].

In the online phase, one approximates \( U_M(\mu) \) in the span of the first \( m \) left singular vectors of \( S \), or the so-called Proper-Orthogonal-Decomposition (POD) modes of \( S \). We collect these vectors in the matrix \( U_m(S) \) and with \( U_m^{\text{red}}(\mu) \) we represent an approximation to \( U_M(\mu) \) in \( \text{range}(U_m(S)) \). The online phase is efficient only if any given error tolerance of practical interest can be achieved with a sufficiently small value (preferably \( \ll M \)) of \( m \).

At least empirically, the singular value decay rate of the snapshot matrix is a good indicator of the decay rate of the error in (1.2); see [20, 22, 26]. Let \( \sigma_i(S) \) denote the \( i \)-th singular value of \( S \). Then, for all \( i \in \{1, \ldots, K\} \), we find

\[
\|U_M^{\text{red}}(\mu) - U_M(\mu)\|_2 \leq \text{TOL},
\]

where \( \|\cdot\|_F \) represents the Frobenius norm, \( \Pi_\square \) represents an orthogonal projection operator with \( \square \) being a place holder for some finite-dimensional space, and \((\cdot)^T\) represent the transpose of a matrix. If \( \{\mu_i\}_{i=1,\ldots,K} \) is sufficiently dense in \( D \) then, with the above relation, we expect the error in (1.2) to decay at a similar rate as \( \Xi_m(S) \).

For hyperbolic problems, there is ample numerical evidence (also provided by the current article) supporting that \( \Xi_m(S) \) decays slowly resulting in an inefficient ROM [3, 17, 19, 22]. Therefore, the first step toward developing an efficient ROM is to induce a faster singular value decay in the snapshot matrix, or to so-called calibrate the snapshot matrix. Following the works in [3, 22, 32], we perform calibration by computing snapshots on a transformed domain. This results in a calibrated snapshot matrix that reads

\[
S_{\text{calib}} := (U_{\text{calib},M}(\mu_1), \ldots, U_{\text{calib},M}(\mu_K)),
\]

where \( (U_{\text{calib},M}(\mu))_j := \langle \phi_j, u_M(\varphi_M(\cdot, \mu)) \rangle_{L^2(\Omega)} \).

Above, \( \varphi_M(\cdot, \mu) : \Omega \to \Omega \) is a spatial transform that satisfies

\[
\begin{align*}
\text{(P1)} & \quad \varphi_M(\cdot, \mu) \text{ is a homeomorphism}, \\
\text{(P2)} & \quad \|D_x \varphi_M(\cdot, \mu)^{-1}\|_{L^\infty(\Omega)}, \|D_x \varphi_M(\cdot, \mu)\|_{L^\infty(\Omega)} \leq \mathcal{K}_1,
\end{align*}
\]

where \( \mathcal{K}_1 > 1 \) is a user-defined constant and \( D_\square \) denotes a weak-derivative with \( \square \) being a place holder for a variable. We can think of \( \varphi_M \) as a way of artificially introducing the desired regularity in the snapshots along the parameter domain, which eventually results in a fast singular value decay. For further clarification, we refer to the numerous examples and arguments in [3, 24, 32] and to the later sections of our work.
the $m$-width of a so-called calibrated manifold defined below. Later sections provide further elaboration.

Note that snapshot calibration is an offline step. In the online phase, we can use the POD modes of $S_{\text{calib}}$ to approximate $U_{\text{calib},M}(\mu)$ and then recover an approximation to $U_M(\mu)$ using $\varphi_M(\cdot,\mu)^{-1}$, or its approximation. Development of a PDE-based online algorithm that is stable, efficient and competitive with finite-element/volume/difference type approximations is another challenging task and we plan to tackle it in the future—preliminary, but noteworthy, work in this direction can be found in [3, 16, 25, 27].

We propose a data-driven and feature-matching-based algorithm to compute $\varphi_M$ that satisfies (P1) and (P2). Let us elaborate on what we mean by feature matching. A feature is either a discontinuity or a kink (defined precisely later) in a snapshot $u_M(\cdot,\mu)$, and with $z_M(\mu)$ we represent its spatial location. We want the feature locations in $u_M(\varphi_M(\cdot,\mu_i),\mu_i)$ to coincide with those in some reference snapshot $u_M(\cdot,\mu_{\text{ref}})$ i.e.,

$$\varphi_M(z_M(\mu_{\text{ref}}),\mu_i) = z_M(\mu_i), \quad \forall i \in \{1, \ldots, K\}. \tag{1.6}$$

We extend $\varphi_M(\cdot,\mu_i)$ to $\Omega$ by piecewise linear interpolation. We allow for multiple-features, feature interaction and feature formation. In order to deal with these cases, we propose an adaptive selection of the reference snapshot $u_M(\cdot,\mu_{\text{ref}})$ such that (P1) and (P2) are satisfied. In Section 2 we discuss feature matching in further detail. Note that due to its data-driven nature, our algorithm treats all discontinuities the same i.e., it does not differentiate between shocks and contact discontinuities.

Most of the previous model-order reduction methods for hyperbolic equations were restricted to either periodic or extrapolated boundary conditions—for instance, see [15, 18, 22–24]. The reason being that these works relied on either a (or multiple) spatial shift, a Lie group action, or an optimal transport map, all of which have some restrictions on the boundary conditions. We show that general time-dependent boundary conditions are naturally included in the feature matching framework by defining the boundary points as additional features. The numerical experiments included in Section 5 showcase that our method works well for time-dependent boundary conditions.

In an abstract sense, an approximation of $U_{\text{calib},M}(\mu)$ in the POD modes of $S_{\text{calib}}$ is a linear approximation of the so-called calibrated snapshot manifold defined as

$$\mathcal{M}_{\text{calib},M}(D) := \{ \Pi_X u_M(\varphi_M(\cdot,\mu),\mu) : \mu \in D \}. \tag{1.7}$$

A linear approximation can be accurate only if the $m$-width of $\mathcal{M}_{\text{calib},M}(D)$ decays fast. We prove that this is indeed the case for the calibrated manifold resulting from feature matching. We provide a bound for the $m$-width of $\mathcal{M}_{\text{calib},M}(D)$ in case the FOM is a finite volume (FV) scheme. Our bound depends explicitly on both $m$ and $M$. To the best of our knowledge, no earlier works provide such a bound, making our work the first of its kind that provides a theoretical justification for feature matching. Note that, compared to the definition of the calibrated manifold proposed in [3], our definition is closer to what is actually used in practice—our definition uses the FOM whereas the one in [3] uses the exact solution of the evolution equation (1.1). The bounds on the $m$-width are discussed in detail in Section 3.

We propose to match both kinks and discontinuities. Usually, one would only match discontinuities—see for instance [3, 32]. This could be because (i) kinks get smeared out due to numerical dissipation and go undetected, or (ii) because, despite
the kinks being detectable, they are not included in the set of features. For the first case, we show that, due to smearing, the FOM has sufficient regularity to ensure a fast $m$-width decay. For the second case, we show that matching both kinks and discontinuities provides a better calibration than only discontinuity matching. Precisely, in Section 3, we prove that both kink and discontinuity matching results in a calibrated manifold with an $m$-width that is $O(m^{-2})$, which is $O(m^{-1})$ times better than what only discontinuity matching offers. To summarize, we establish that if kinks are detectable, then it is advantageous to include them in the feature set.

In Section 5, we perform several numerical experiments showcasing the effectiveness of our method. Mindful of the above discussion, we consider highly accurate approximations in $X_M$ where both kinks and discontinuities can be identified. For this reason, we consider the best-approximation in $X_M$ and show that kink and discontinuity matching results in a fast singular-value decay and that both kink and discontinuity matching is better than only discontinuity matching.

Our method is explicit in the sense that we explicitly compute the feature locations and match them. In the context of model-order reduction, explicit methods have been used before (see [5, 28]), but never for problems involving multiple-features and feature interaction. Rather than using an explicit method, one can also solve an optimization problem and expect the features to be matched implicitly [16, 32]. The following reasons motivated our choice of an explicit method. Firstly, the optimization problem in implicit methods is (usually) non-convex and non-linear. If the samples $\{\mu_i\}$ are not chosen carefully, then the minimization problem can get stuck in suboptimal local minima, resulting in a $S_{\text{calib}}$ with a slow singular value decay. Secondly, explicit methods rely on shock tracking/identifying techniques that are well-studied for hyperbolic problems [4]. Thirdly, in explicit methods, it is easier to quantify (at least empirically) the error in identifying the true feature location, which is helpful in quantifying the $m$-width decay rate. Lastly, with an access to feature locations, it easier to satisfy (P1) and (P2), which otherwise have to be included as constraints in the optimization problem. To the best of our knowledge, none of the implicit methods can impose such constraints.

We mention that apart from snapshot calibration, in the context of hyperbolic equations, other strategies to construct an accurate approximation space include online adaptivity of basis [11, 19], embedding of the solution manifold in the Wasserstein metric space [9] and the use of auto-encoders [13]. Comparison of the approximation space resulting from snapshot calibration to these other works is an interesting question in its own right and we plan to tackle it in the future.

2 Feature Matching

As a model problem, we interpret time as a parameter and consider the time-dependent hyperbolic conservation law in one space dimension given by

\begin{equation}
\begin{aligned}
\partial_t u(x, t) + \partial_x f(u(x, t)) &= 0, \quad \forall (x, t) \in \Omega \times D, \\
\quad \forall (x, t) \in \Omega \times D, \\
\quad u(x, t) &= G(x, t), \quad \forall (x, t) \in \partial \Omega \times D.
\end{aligned}
\end{equation}

Above, $D := [0, T]$ is the time-domain with some final time $T > 0$, $u_0$ is the initial data and $G$ is some (given) boundary data. We interpret the boundary conditions in a weak-sense as described in [8]. The solution vector $u$ maps $\Omega \times D$ to $\mathbb{R}^Q$ and $f : \mathbb{R}^Q \to \mathbb{R}^Q$ is a so-called flux function, where we allow $Q \geq 1$. We restrict to a one-dimensional spatial domain with $\Omega := (x_{\text{min}}, x_{\text{max}}) \subset \mathbb{R}$. We consider a FV approximation space $X_M$ where we partition $\Omega$ into $M$ sub-intervals of the same size.
\( \Delta x = (x_{\text{max}} - x_{\text{min}})/M \) i.e.,

\begin{equation}
\Omega = \bigcup_{i=1}^{M} I_i, \quad |I_i| = \Delta x.
\end{equation}

For notational simplicity, we consider a uniform spatial grid—an extension to non-uniform grids is straightforward.

For notational simplicity, we restrict our discussion to scalar problems i.e., \( Q = 1 \) in (2.1). An extension to systems follows by applying the proposed method to every component of the solution vector. We find \( \varphi_M \) such that the feature locations in \( u_M(\varphi_M(\cdot, t), t) \) match to those in some reference snapshot \( u_M(\cdot, t_{\text{ref}}) \). The methodology used to compute \( \varphi_M \) drives the choice for \( u_M(\cdot, t_{\text{ref}}) \). For the present discussion, we choose

\begin{equation}
t_{\text{ref}} = 0.
\end{equation}

The motivation behind our choice becomes clear as we proceed. First, we define the notion of a feature. Note that the definition implicitly assumes that the exact solution has a finite number of features, a reasonable assumption for most problems of practical interest.

**Definition 2.1 (Feature).** A feature is either a discontinuity or a kink in the solution. For any \( t \in D \), let there be \( p(t) \in \mathbb{N} \) of such features. With \( z_i(t) \) we represent the \( i \)-th feature location in \( u(\cdot, t) \). Furthermore, with \( z_{M,i}(t) \) we denote an approximation to \( z_i(t) \) computed using \( u_M(\cdot, t) \). Assuming that between the locations of discontinuities \( u(\cdot, t) \) has a weak derivative, we define a kink location as a space point where this weak derivative is discontinuous. Furthermore, we define the boundary points of \( \Omega \) as two additional feature locations i.e.,

\begin{equation}
z_0(t) = z_{M,0}(t) = x_{\text{min}}, \quad z_{p(t)+1}(t) = z_{M,p(t)+1}(t) = x_{\text{max}}.
\end{equation}

Without loss of generality, we assume the ordering

\( z_{M,0}(t) < z_{M,1}(t) < \cdots < z_{M,p(t)+1}(t) \).

We want to match the same type of features i.e., kinks with kinks and discontinuities with discontinuities. To distinguish between these two types of features, we associate an identifier with a feature location and define it in the following.

**Definition 2.2 (Identifier).** The identifier \( \Gamma : \Omega \to \{0, 1\} \) acts on a feature location and returns zero or one depending on whether there is a discontinuity or a kink at that location, respectively. For convenience, we collect all the identifiers in a vector \( \gamma_M(t_k) \in \mathbb{R}^{p(t)} \) defined as \( \gamma_M(t_k)_i = \Gamma(z_{M,i}(t_k)) \).

We ask the following question. For some \( t \in \{t_l\}_{l=1}^K \), given a snapshot \( u_M(\cdot, t) \) and a reference snapshot \( u_M(\cdot, t_{\text{ref}}) \), does there exist a \( \varphi_M \) that satisfies (P1) and (P2) and, in the sense of (1.6), matches the features between \( u_M(\varphi_M(\cdot, t), t) \) and \( u_M(\cdot, t_{\text{ref}}) \)? We show that the answer to this question is yes if the following three conditions are satisfied

\begin{equation}
\begin{aligned}
\text{(C1)} \quad & p(t) = p(t_{\text{ref}}), \quad \text{(C2)} \quad \gamma_M(t) = \gamma_M(t_{\text{ref}}), \\
\text{(C3)} \quad & \frac{1}{K_1} \leq \frac{|z_{M,i+1}(t_{\text{ref}}) - z_{M,i}(t_{\text{ref}})|}{|z_{M,i+1}(t) - z_{M,i}(t)|} \leq K_1 \quad \forall i \in \{0, \ldots, p(t)\}.
\end{aligned}
\end{equation}
Above, $K_1$ is the same as that defined in (1.5). The conditions (C1) and (C2) imply that the two snapshots have the same number and the same types of features. Furthermore, relative to $u_M(:, t_{\text{ref}})$, (C3) prevents the features in $u_M(:, t)$ from either coming too close or from moving very far away from each other. One can interpret the conditions (C1)–(C3) as a way of measuring the similarity of a snapshot to the reference snapshot, and if similar, we can find a $\varphi_M$ between the two snapshots that satisfies (P1) and (P2). If (C1)–(C3) is satisfied, then we say that $u_M(:, t)$ matches to $u_M(:, t_{\text{ref}})$ and for convenience, represent the matching by the notation

$$\text{(2.6)} \quad \text{(C1), (C2) and (C3) } \ni \quad u_M(:, t) \leftrightarrow u_M(:, t_{\text{ref}}).$$

### 2.1 Construction of $\varphi_M$

Assume that $u_M(:, t) \leftrightarrow u_M(:, t_{\text{ref}})$ then feature matching provides

$$\varphi_M(z_{M,i}(t_{\text{ref}}), t) = z_{M,i}(t), \quad \forall i \in \{0, \ldots, p(t) + 1\}.$$ 

Note that (C2) ensures that the above relation does not match discontinuities to kinks or vice-versa. Furthermore, including the endpoints of $\Omega$ as features implies that $\varphi_M(\partial \Omega, t) = \partial \Omega$. To extend $\varphi_M(:, t)$ to $\Omega$, we perform a piecewise linear interpolation, which, for $i \in \{0, \ldots, p(t)\}$ and $x \in [z_{M,i}(t_{\text{ref}}), z_{M,i+1}(t_{\text{ref}})]$, provides

$$\varphi_M(x, t) = \left( \frac{x - z_{M,i}(t_{\text{ref}})}{z_{M,i+1}(t_{\text{ref}}) - z_{M,i}(t_{\text{ref}})} \right) z_{M,i+1}(t)$$

$$\quad + \left( \frac{x - z_{M,i+1}(t_{\text{ref}})}{z_{M,i}(t_{\text{ref}}) - z_{M,i+1}(t_{\text{ref}})} \right) z_{M,i}(t).$$

(2.7)

Trivially, $\varphi_M(:, t)$ is continuous up to the boundary with $\varphi_M(\partial \Omega, t) = \partial \Omega$, which, due the ordering of the features in Definition 2.1, implies that $\varphi_M(:, t)$ is strictly increasing. Thus, $\varphi_M(:, t)$ is a homeomorphism. Furthermore, the following relation and (C3) provides (P2). For all $t \in \{t_i\}_{i=1, \ldots, K}$ and $i \in \{0, \ldots, p(t)\}$, we find

$$\text{(2.8)} \quad \frac{1}{K_1} \leq D_{\psi}\varphi_M(:, t)|_{1}(z_{M,i}(t_{\text{ref}}), z_{M,i+1}(t_{\text{ref}})) = \frac{|z_{M,i+1}(t_{\text{ref}}) - z_{M,i}(t_{\text{ref}})|}{|z_{M,i+1}(t) - z_{M,i}(t)|} \leq K_1.$$

We elaborate on why it is desirable to have (P1) and (P2).

1. **Onto property:** as mentioned in the introduction, eventually in an online phase we want to approximate the calibrated snapshot $U_{\text{calib}, M}(t)$ in span of the POD modes of $S_{\text{calib}}$. We expect such an approximation to be accurate if $\varphi_M(:, t)$ is an onto function. We also refer to the arguments made in [32] and our analysis in Section 3 indicating that the onto property is desirable. At least intuitively, the following example further elaborates on the desirability of the onto property. Suppose that the characteristics curves originating from $t = 0$ pass through every point in $\Omega$ for some $t^* \in D$. Then a $\varphi_M(:, t^*)$ that is not onto, will discard some information in $u_M(:, t^*)$, which is undesirable and inconsistent with the characteristics.

2. **Invertibility:** the analysis in Section 3 indicates that the invertibility of $\varphi_M(:, t)$ is desirable.

3. **Continuity and monotonicity:** continuity and monotonicity of $\varphi_M(:, t)$ ensure that, as compared to $u_M(:, t)$, no new discontinuities appear in $u_M(\varphi_M(:, t), t)$. For the same reason, $\varphi_M(:, t)^{-1}$ should also be continuous. Points (1)–(3) imply that $\varphi_M(:, t)$ should be a homeomorphism i.e., it should satisfy (P1).
4. **Bounds on the derivatives:** the bound on the $m$-width, which we present later in Section 3, scales with $\|D_x \varphi_M(\cdot, t)\|_{L^\infty(\Omega)}$ and $\|D_x \varphi_M(\cdot, t)^{-1}\|_{L^\infty(\Omega)}$, which motivates (P2).

**2.2 Open questions** The above formulation leaves the following questions open. The rest of the article (tries) to answer them.

- How to handle the cases where (C1)-(C3) are not satisfied?
- How to determine the feature locations in practise?
- Why does feature matching result in a fast singular value decay?

In relation to the first question, it is easy to violate (C1). Consider Figure 1 that shows the time-trajectory of two discontinuities in an otherwise smooth function. At $t = T_0$, two discontinuities interact to form a single one, changing the value of $p(t)$ from two to one. We handle such cases by partitioning $\{t_l\}_{l=1,\ldots,K}$ into subsets and choosing (different) suitable reference snapshots such that (C1)-(C3) is locally satisfied in each of the subsets. The details are discussed in Subsection 2.3.

To answer the third question rigorously, we need decay estimates for the singular values of the calibrated snapshot matrix $S_{\text{calib}}$. Such estimates are unavailable, as yet. However, later (in Section 3), we prove that feature matching results in a fast $m$-width decay of the calibrated manifold defined in (1.7). At least empirically, a fast $m$-width decay results in a fast singular value decay of the snapshot matrix. Our expectation is corroborated by the numerous numerical experiments (performed in Section 5) where we empirically establish a fast singular value decay in the calibrated snapshot matrix.

**2.3 Adaptive reference snapshot selection** Recall the conditions (C1)-(C3) given in (2.5). A snapshot $u_M(\cdot, t_k)$ cannot be matched to $u_M(\cdot, t_{\text{ref}})$ if either of these three conditions are violated. To handle such cases, we partition $\{t_l\}_{l=1,\ldots,K}$ into subsets containing subsequent time-instances. For each of these subsets, we find a different $t_{\text{ref}}$ such that (C1)-(C3) is satisfied locally. The details are as follows.

We start with introducing the following notation.

**Definition 2.3 (Time partitions).** We partition $\{t_l\}_{l=1,\ldots,K}$ into $N \in \mathbb{N}$ subsets (where $N$ will be an outcome of the snapshot selection algorithm). We denote the $i$-th subset by $[t]_i$. With $r(i) \in \mathbb{N}$ we denote the number of elements in $[t]_i$, and with $t_{\text{ref}(i)}$ we denote the first element of $[t]_i$, where $\text{ref}(i)$ is an index in $\{1,\ldots,K\}$. Under this notation, $[t]_i$ reads

$$[t]_i := \{t_{\text{ref}(i)}, \ldots, t_{\text{ref}(i)} + r(i) - 1\}.$$  

Algorithm 2.1 presents the reference snapshot selection algorithm. The algorithm.
Therefore, we consider the approximation space range($U_{\text{proximate}}$) Let $S$ be the set of snapshots containing features that are closer than $2\Delta x$, which is the gap between the feature locations. At least empirically, one observes that the error in computing a feature location (i.e., $|z_j(t) - z_{M,j}(t)|$) is of the order of the grid-size $\Delta x$. Therefore, to have a reliable calibration we need

$$K_2 \Delta x \leq \min_j |z_{M,j+1}(t) - z_{M,j}(t)| \quad \text{where} \quad K_2 \geq 2. \quad (2.9)$$

The output of the algorithm are the time-indices $\{\text{ref}(i)\}_{i=1,...,N}$ of the reference snapshots. With these time indices, we construct $[t]_i$ as $[t]_i = \{t_{\text{ref}(i)}, \ldots, t_{\text{ref}(i+1)-1}\}$. Furthermore, with the help of $[t]_i$, we split the snapshot matrix as

$$S = (S_1, \ldots, S_N), \quad (2.10)$$

where each of the sub-matrices $S_i \in \mathbb{R}^{M \times r(i)}$ contain the snapshots for all $t \in [t]_i$ and can be calibrated using feature matching.

**Remark 1.** We further elaborate on the importance of ensuring the lower-bound in (2.9). For proper calibration, the ordering of features observed in the numerical solution should be the same as that for the exact solution. At least empirically, we observe that the feature detection algorithm provides feature locations that are correct up to errors of size $\Delta x$. Therefore, in our numerical experiments we do not match snapshots containing features that are closer than $2\Delta x$ to any other snapshots i.e., we satisfy the lower-bound in (2.9).

### 2.4 Approximation space

We discuss how to use the above splitting of the snapshot matrix to construct an approximation space for the calibrated snapshot $U_{\text{calib},M}(t)$ defined in (1.4). We first consider the time interval $D_i$, which is a continuous analogue of $[t]_i$, and is given as

$$D_i := [t_{\text{ref}(i)}, t_{\text{ref}(i+1)-1}]. \quad (2.11)$$

Let $S_{\text{calib},i}$ represent a calibration of $S_i$. In the online phase, for $t \in D_i$, we approximate $U_{\text{calib},M}(t)$ in the span of the first $m_i$ left singular-vectors of $S_{\text{calib},i}$ i.e., in range($U_{m_i}(S_{\text{calib},i})$).

We now consider the time interval $d_i$, which is the gap between $D_i$ and $D_{i+1}$, and reads

$$d_i := (t_{\text{ref}(i+1)-1}, t_{\text{ref}(i+1)}). \quad (2.12)$$

Since the snapshots $U_{M}(\cdot, t_{\text{ref}(i+1)-1})$ and $U_{M}(\cdot, t_{\text{ref}(i+1)})$ do not match, we need information from both $S_{\text{calib},i}$ and $S_{\text{calib},i+1}$ for an accurate approximation of $U_{\text{calib},M}(t)$. Therefore, we consider the approximation space

$$\text{range}(U_{m_i}(S_{\text{calib},i}) + \text{range}(U_{m_{i+1}}(S_{\text{calib},i+1})).$$

We summarize our above discussion.

1. For $t \in D_i$, approximate $U_{\text{calib},M}(t)$ in range($U_{m_i}(S_{\text{calib},i})$).
2. For $t \in d_i$, approximate $U_{\text{calib},M}(t)$ in the sum of range($U_{m_i}(S_{\text{calib},i})$) and range($U_{m_{i+1}}(S_{\text{calib},i+1})$).

### 2.5 Relation to the previous works

To the best of our knowledge, only the works in [22, 31] propose a snapshot calibration technique for problems involving feature interaction and formation. We compare our method to both of these works. The authors in [31] propose a so-called transformed snapshot interpolation (TSI) to...
Algorithm 2.1 Reference snapshot selection algorithm

Input: $S, K_1, K_2$  
Output: $\{\text{ref}(i)\}_{i=1,...,N}$  

1: Initialize with $N \leftarrow 1$, $\text{ref}(N) \leftarrow 1$ and $k \leftarrow 1$
2: $\Delta_{\text{min}} z(t_{\text{ref}(N)}) \leftarrow \min_j |z_{M,j+1}(t_{\text{ref}(N)}) - z_{M,j}(t_{\text{ref}(N)})|$
3: $\Delta_{\text{min}} z(t_k) \leftarrow \min_j |z_{M,j+1}(t_k) - z_{M,j}(t_k)|$
4: Check whether the following conditions are satisfied: (C1)-(C3), $\Delta_{\text{min}} z(t_{\text{ref}(N)}) > K_2 \Delta x$ and $\Delta_{\text{min}} z(t_k) > K_2 \Delta x$.
5: If the above statement returns true, increment $k$ by one. Else, increment $N$ by one, change $\text{ref}(N)$ to $k$ and increase $k$ by one.
6: Till $k \leq K$, repeat from line-2.

handle shock collision problems and it differs from the current work in the following ways. Firstly, authors use an implicit method (the method requiring a solution to an optimization problem, see the introduction) to find the transform $\varphi_M$. Secondly, authors partition the time-domain using a $hp$-finite element strategy, which does not rely on a reference snapshot selection. Thirdly, it is unclear whether the transform $\varphi_M$ satisfies the properties (P1) and (P2) both of which, at least according to our analysis, are crucial.

Our method differs from the shifted-POD approach (proposed in [22]) in the following sense. Firstly, shifted-POD is an iterative algorithm where each iteration calibrates a particular transport mode by shifting the spatial domain. Our spatial transform $\varphi_M$ takes care of all the transport modes in one step, avoiding the need for iterations. Secondly, the shift value computation in shifted-POD requires a significant user-interference and results from either a careful observation of the snapshot matrix $S$ or of its singular values. In comparison, after the snapshot matrix is computed, our method to compute $\varphi_M$ is automatic. Thirdly, the shifted-POD does not cater to time-dependent boundary conditions. Note that none of the above two works study the $m$-width decay of the calibrated manifold.

3 Kolmogorov $m$-width decay In this section, we study the $m$-width of the calibrated manifold $M_{\text{calib},M}(D_i)$ defined in (1.7). Here, $D_i$ is the continuous analogue of $[t_i]$ defined in (2.11). This section has two main highlights (i) the bound on the $m$-width does not only depend on the ROM dimension $m$ but also on the FOM dimension $M$, and (ii) for sufficiently regular initial data $u_0$ and flux function $f$, the $m$-width decays fast with respect to $m$. Precisely, when the FOM is a FV solution, we show that

$$ (3.1) \quad \delta_m(M_{\text{calib},M}(D_i)) = \mathcal{O}(m^{-\omega}) + \mathcal{O}(M^{-\frac{1}{2}}), $$

where the coefficient $\omega$ is related to the regularity of $u_0$ and $f(u_0)$ between the features. Furthermore, for any manifold $M := \{h(\cdot, t) : t \in D\} \subset L^2(\Omega)$ its $m$-width, denoted by $\delta_m(M)$, is defined as

$$ (3.2) \quad \delta_m(M) := \inf_{V_m \subset L^2(\Omega) \atop \dim(V_m) = m} \| h - \Pi_{V_m} h \|_{L^2(\Omega \times D)}. $$

The $M$-dependency of the $m$-width appearing in (3.1) is introduced via the transform $\varphi_M$, which we compute using the FOM. Note that for elliptic and parabolic problems, calibration is not needed resulting in only an $m$-dependent $m$-width [1].
We now discuss the details of the result mentioned above. We restrict ourselves to a scalar conservation law i.e., $Q = 1$ in (2.1). Furthermore, we make the standard assumption that the flux function $f$ is at least $C^2$ and is strictly convex. Note that for $t \in d_i$, where $d_i$ is the gap between $D_i$ and $D_{i+1}$ and is as given in (2.12), calibration using feature matching is not possible and therefore, $\mathcal{M}_{\text{calib}, M}(d_i)$ is irrelevant. Furthermore, since we use snapshots from both $D_i$ and $D_{i+1}$ to approximate the solution inside $d_i$, we expect this approximation to be accurate.

We start with defining a few quantities and making some assumptions. In the earlier sections, we considered a discrete space-time domain. For a large enough $M$, we expect the feature locations $z_i(t)$ to behave similar to the approximate feature locations $z_{M,i}(t)$. This motivates the assumption that since for all $t, t^* \in [t]_1$, we have $u_M(\cdot, t) \leftrightarrow u_M(\cdot, t^*)$, we also have

**Assumption 1.** $u(\cdot, t) \leftrightarrow u(\cdot, t^*)$, $\forall t, t^* \in D_i$ for all $i = 1, \ldots, N$.

Our results are the same for all the different $D_i$. Therefore, we present our results on some representative $D_i$ that we denote by $D$ for brevity. The above assumption allows us to define the following.

**Definition 3.1 (Calibrated manifold).** Similar to $\mathcal{M}_{\text{calib}, M}(D)$, define

$$
\mathcal{M}_{\text{calib}}(D) := \{u(\cdot, t) : t \in D\}.
$$

Above, $\varphi$ is the same as $\varphi_M$ defined in (2.7) but with $z_{M,i}(t)$ replaced by the exact feature location $z_i(t)$. We can interpret the functions in $\mathcal{M}_{\text{calib}}(D)$ as a continuous-in-space analogue of those in $\mathcal{M}_{\text{calib}, M}(D)$.

In the next definition, we partition the space-time domain using the time-trajectory of different feature locations.

**Definition 3.2 (Space-time partitioning).** Let the number of features in $u_M(\cdot, t_{\text{ref}})$ be $p_0$ i.e., $p(t_{\text{ref}} = 0) = p_0$. For $i \in \{0, \ldots, p_0\}$, define

$$
\Omega_i := (z_i(0), z_{i+1}(0)), \quad \Omega_i^D := \{(x, t) : x \in (z_i(t), z_{i+1}(t)), \ t \in D\}.
$$

Note that $\text{clos} (\Omega) = \bigcup_{i=0}^{p_0} \text{clos} (\Omega_i)$.

The main result of this section and its corollary are summarised below. The rest of the section proves this result.

**Theorem 3.3.** The $m$-width of the calibrated manifold $\delta_m(\mathcal{M}_{\text{calib}, M}(D))$ is bounded by

$$
\delta_m(\mathcal{M}_{\text{calib}, M}(D)) \leq \delta_m(\mathcal{M}_{\text{calib}}(D)) + \sup_{t \in D} \|D_x \varphi_M(\cdot, t)^{-1}\|_{L^\infty(\Omega)} \|u_M - u\|_{L^2(\Omega \times D)}
\quad + \|u_M \circ \varphi_M - \Pi_{X,M} u_M \circ \varphi_M\|_{L^2(\Omega \times D)}
\quad + \sqrt{\|u\|_{L^\infty(D;BV(\Omega))} \|u\|_{L^2(D;BV(\Omega))} \max_j \|z_{M,j} - z_j\|_{L^\infty(D)} \times \max(1, \|D_x \varphi_M\|_{L^\infty(\Omega \times D)})}.
$$

**Corollary 3.4.** Provided the following conditions hold

1. The feature identification procedure used for computing $\varphi_M$ satisfies

$$
\max_j \|z_{M,j} - z_j\|_{L^\infty(D)} = \mathcal{O}(M^{-1}).
$$
2. There exists $\omega \geq 1$ so that for all $i \in \{0, \ldots, p_0\}$ the flux function and the initial data satisfy
\[
(3.6) \quad f \in C^{\omega+1}, \quad u_0|_{\Omega_i} \in W^{\omega,\infty}(\Omega_i).
\]

Here, $u_0$ refers to the initial data at the beginning of the corresponding time interval $D_j$. Furthermore, $W^{\omega,\infty}$ represents the Sobolev-space of functions having $\omega$ weak derivatives in $L^\infty$.

3. For all $i \in \{0, \ldots, p_0\}$,
\[
(3.7) \quad \sup_{(x,t) \in \Omega_i^p} \frac{1}{|\beta_i(x,t)|} < \infty \quad \text{where} \quad \beta_i(x,t) := 1 + tf''(u_0(x))D_xu_0(x).
\]

Then, for a convergent FV approximation scheme, using $M$ equidistant cells, the $m$-width satisfies
\[
(3.8) \quad \delta_m(M_{\text{calib}},M(D)) = O(m^{-\omega}) + O(M^{-\frac{1}{2}}).
\]

**Remark 2.** Note that the boundedness of $\beta_i$ is equivalent to no shock forming on $\text{clos}(\Omega_i^D)$.

We make the following observations and conclusions from the above result.

1. The bound on the $m$-width given in (3.5) is robust under the limit $m \to \infty$ and $M \to \infty$.
2. All the terms on the right in (3.5), apart from $\delta_m(M_{\text{calib}}(D))$, are $M$-dependent i.e., they depend on the accuracy of the full-order model.
3. For $M$ large enough and $m$ small enough, we expect the bound to be dominated by $\delta_m(M_{\text{calib}}(D))$.
4. For a constant $M$, as $m \to \infty$, the bound will stagnate at a $O(M^{-\frac{1}{2}})$ term. This means that as $m \to \infty$, the best approximation error of $u$ in the ROM space is of the same order of magnitude as $\|u(\cdot,t) - u_M(\cdot,t)\|_{L^2(\Omega)}$, where $u_M(\cdot,t)$ is the FOM. Recall that the best approximation error of a (discontinuous) BV-function in a FV approximation space is $O(M^{-\frac{1}{2}})$.

The practical take-away from this discussion is that it does not make sense to increase $m$ beyond a certain limit i.e., it does not make sense to further increase $m$ when $\|u_M(\cdot,t) - u_m^{\text{red}}(\cdot,t)\|_{L^2(\Omega)}$ and $\|u(\cdot,t) - u_M(\cdot,t)\|_{L^2(\Omega)}$ are of the same order of magnitude. Here, $u_m^{\text{red}}$ represent a reduced-order approximation to $u$.

5. Note that for $u \in W^{1,\infty}(\Omega \times D)$, which allows only for kinks and no discontinuities, the best approximation error of $u$ in the FV approximation space is $O(M^{-1})$. Similarly, the last term on the right hand side of (3.5) can be improved to $\|u\|_{L^2(D;W^{1,\infty}(\Omega))} M^{-1}$.

6. The bound on the $m$-width in (3.5) explains that an upper-bound on $\|D_x\varphi_M(\cdot,t)^{-1}\|_{L^\infty(\Omega)}$ and $\|D_x\varphi_M(\cdot,t)\|_{L^\infty(\Omega)}$ (i.e. (P2) given in (1.5)) are desirable.

7. The bound in Theorem 3.3 and Algorithm 2.1 suggests a compromise between small and large values of $K_1$—recall that $K_1$ is the user-defined constant appearing in the property (P2) given in (1.5). As $K_1$ increases, Algorithm 2.1 generates smaller number of reference snapshots, resulting in a calibrated snapshot matrix with a fewer number of sub-matrices. We expect that, for a given approximation accuracy, this would result in a fewer number of POD modes used to approximate the calibrated snapshot. In contrast, $K_1$ scales...
the $O(M^{-1/2})$ part of the bound in Theorem 3.3, making it undesirable to choose a large $K_1$. Numerical experiments indicate that any choice of $K_1$ that is $O(1)$ is acceptable.

3.1 Proof of Theorem 3.1 Triangle’s inequality applied to the definition of $\delta_m(\mathcal{M}_{\text{calib},M}(D))$ provides

$$
\delta_m(\mathcal{M}_{\text{calib},M}(D)) \leq \delta_m(\mathcal{M}_{\text{calib}}(D)) + \sup_{t \in D} \|D_x \varphi_M(\cdot, t)^{-1}\|_{L^\infty(\Omega)} \|u_M - u\|_{L^2(\Omega \times D)} \\
+ \|u_M \circ \varphi_M - \Pi_X u_M \circ \varphi_M\|_{L^2(\Omega \times D)} \\
+ \|u \circ \varphi_M - u \circ \varphi\|_{L^2(\Omega \times D)} \\
=: A_1 + A_2 + A_3 + A_4.
$$

A bound for the different $A_i$’s is as follows.

3.1.1 Bound for $A_2$ and $A_3$ A bound for $A_2$ and $A_3$ follows from the approximation properties of a FV approximation space. The decay (in $M$) of $A_2$ is connected to the convergence of the underlying FOM, if $u$ is in $BV \setminus W^{1,\infty}$ then $A_2$ will behave as $O(M^{-1/2})$. Here, $BV(\Omega)$ is a space of real-valued functions with a finite total variation. Due to the approximation properties of the FV approximation space we have

$$
A_3 \leq |\Omega|M^{-1/2}|u_M \circ \varphi_M|_{L^2(D,BV(\Omega))} = |\Omega|M^{-1/2}|u_M|_{L^2(D,BV(\Omega))}.
$$

Note that we have used the monotonicity of $\varphi_M$ in the equality above and that $|u_M|_{L^2(D,BV(\Omega))} \leq |u|_{L^2(D,BV(\Omega))}$ provided the FV scheme is total-variation-diminishing (TVD).

3.1.2 Bound for $A_1$ Let $g(x,t) = u(\varphi(x,t),t)$, where $\varphi$ is as given in (3.3). Tracing the characteristics backwards from $t$ to 0, we have

$$
g(x,t) = u_0((Id + tf'(u_0))^{-1}\varphi(x,t)) \quad \forall (x,t) \in \Omega_i \times D,
$$

where $u_0$ is the initial data in (2.1), $f$ is the flux-function in (2.1), and $\Omega_i$ is as defined in (3.4). Note that because the flux function is convex, while tracing the characteristics backwards in an entropy solution, they do not run into a shock. Using (3.10), the following result quantifies the regularity of $g$.

**Lemma 3.5.** Provided (3.6) and (3.7) hold, then $g \in L^2(\Omega; H^\omega(D))$. Here, $L^2(\Omega; H^\omega(D))$ denotes a Bochner space of $L^2$ functions defined over $\Omega$ with values in the Sobolev space $H^\omega(D)$.

**Proof.** See Appendix A.

With the regularity established in the above result, taking the linear space $\mathcal{V}_m$ (appearing in (3.2)) to be the span of first $m$-Fourier modes in $D$, we can estimate the $m$-width as

$$
\delta_m(\mathcal{M}_{\text{calib}}(D)) \leq \|g - \Pi_{\mathcal{V}_m} g\|_{L^2(\Omega \times D)} = O(m^{-\omega}).
$$

Note that the (un-calibrated) solution $u(\cdot,t)$ rarely has the amount of regularity that $g(\cdot,t)$ does. In this sense, we can view calibration as a way of “artificially” introducing regularity to induce a fast $m$-width decay in the calibrated solution manifold.
Apart from the above result, a trivial but noteworthy case is when \( g \) is time-independent. This results in \( \mathcal{M}_{\text{calib}}(D) \) consisting of a single function, which provides

\[
\delta_m(\mathcal{M}_{\text{calib}}(D)) = 0 \quad \forall m \geq 1.
\]

Indeed, \( g \) is time-independent provided, for all \( i \in \{0, \ldots, p_0\} \), either of the following two conditions hold

\[
\begin{align*}
(\text{i}) & \quad u_0|_{\Omega_i} \equiv u_{0,i} \text{ for some constant } u_{0,i} \in \mathbb{R}, \\
(\text{ii}) & \quad X_i(\varphi(x,t),t) \text{ is independent of } t.
\end{align*}
\]

The first condition corresponds to the initial data being a constant inside \( \Omega_i \), and the second one can result inside a rarefaction fan; see Appendix B.

**Remark 3.** The result in Lemma 3.5 highlights the advantages of aligning both kinks and discontinuities. By including kinks into the set of features we can hope that \( u_0 \) is \( W^{2,\infty} \) between features which makes \( g \in L^2(\Omega, H^2(D)) \) possible, resulting in a \( m \)-width that is \( \mathcal{O}(m^{-2}) \). However, if \( u_0 \) contains a kink that is not in the set of features then we expect \( u_0 \) is \( W^{1,\infty} \setminus W^{2,\infty} \) between the features resulting in \( g \in L^2(\Omega, H^1(D)) \setminus L^2(\Omega, H^2(D)) \) and a \( m \)-width that is \( \mathcal{O}(m^{-1}) \).

**Remark 4.** One can match the discontinuities in the higher-order derivatives of \( u_M(\cdot,t) \) and get a faster (than presented above) \( m \)-width decay rate—precisely, matching discontinuities in the \( \omega \)-order derivative results in a \( \omega + 1 \)-order decay in the \( m \)-width. However, numerically identifying the location of discontinuities in higher-order derivatives is difficult and cumbersome. As our numerical experiments indicate, for a sufficiently refined numerical approximation in \( X_M \), kink identification is possible and for that reason, we do not consider higher-order derivatives.

**3.1.3 Bound for \( A_4 \)** The estimate for \( \|u \circ \varphi_M - u \circ \varphi\|_{L^2(\Omega \times D)} \) follows from the result below. The first part of the result is an extension of the result in [32] to \( L^2 \)-functions and exploits the density of smooth functions in the \( BV \)-space. In the second part, we use the explicit from of the spatial transform given in (2.7) to compute \( \|\varphi - \varphi_M\|_{L^\infty(\Omega \times D)} \). With the bound given in the second part, we again emphasize on the desirability of ensuring (P2).

**Lemma 3.6.** The following relations hold true.

1. \( \|u \circ \varphi - u \circ \varphi_M\|_{L^2(\Omega \times D)}^2 \leq \|u\|_{L^\infty(D,\mathbb{BV}(\Omega))}\|u\|_{L^2(D,\mathbb{BV}(\Omega))}\|\varphi - \varphi_M\|_{L^\infty(\Omega \times D)} \cdot \)

2. Let \( K_1 \) be the constant given in (1.5). Then, the error \( \|\varphi - \varphi_M\|_{L^\infty(\Omega \times D)} \) is bounded as

\[
(3.14) \quad \|\varphi - \varphi_M\|_{L^\infty(\Omega \times D)} \leq \max(1,K_1) \max_j \|z_{M,j} - z_j\|_{L^\infty(D)}.
\]

**Proof.** See Appendix C.

**4 Feature Detection** It is important to note that our calibration approach can be combined with any feature detection approach and that the feature location algorithm can be used as a black-box. In order to keep this article self-contained, we explain one specific approach which was also used in our numerical experiments. This specific approach is based on the more general idea that kinks are discontinuities in the derivative i.e., discontinuities and kinks can be detected by discontinuity detection schemes using the following three steps: (i) approximate the discontinuity locations, (ii) approximate the weak derivative \( D_x u(\cdot,t) \) and (iii) approximate the kink locations by applying the discontinuity detection algorithm to \( D_x u(\cdot,t) \). To realize such a
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method, we need a discontinuity detector for which several different methods can suffice. For example, one can detect discontinuities by training a neural network [21], using the convergence properties of FOM [12], performing a multi-resolution-analysis (MRA) [30], etc.

For its ease of implementation and reasonable accuracy for the experiments considered later, we use the MRA approach and modify it slightly to suit our needs. The details of our modification are given below and for completeness, the MRA approach is discussed in Appendix D.

4.1 Discontinuity Detection Recall that our FOM corresponds to a FV approximation. With \( u_i(t) \) we represent the constant value of \( u_M(\cdot, t) \) inside \( I_i \), where \( I_i \) is the \( i \)-th cell defined in (2.2). The \( M \)-cells have \( M + 1 \) faces and we collect their indices in \( E := \{1, \ldots, M + 1\} \). With \( x_e \) we represent the location of the \( e \)-th face, i.e. the face between \( I_e \) and \( I_{e+1} \). Across every face we compute the jump in \( u_M(\cdot, t) \) and if the jump overshoots a given tolerance, we mark it as a potential location of discontinuity. Details are as follows.

Let \( e \in E \). With \( J_e(t) \) we denote the absolute value of the jump in \( u_M(\cdot, t) \) across the edge \( e \) i.e.,

\[
J_e(t) = |u_e(t) - u_{e-1}(t)|, \quad \forall e \in E.
\]

Using \( J_e(t) \), we define the set \( B(t) \) that contains the indices of faces with a potential discontinuity in the adjoining cell

\[
B(t) := \{ e \in E : J_e(t) > C \times \Delta x \}.
\]

Above, \( C \) is user-defined and controls the number of faces that will be contained in \( B(t) \). Later, we elaborate more on the relevance of \( C \).

To compute the discontinuity location using \( B(t) \), we proceed as follows. We partition \( B(t) \) into sub-sets \( \{ B_i(t) \} \) such that each of \( B_i(t) \) contains indices of only the adjoining faces. For instance, if \( B(t) = \{1, 2, 4, 5\} \) then \( B_1(t) = \{1, 2\} \) and \( B_2(t) = \{4, 5\} \). A set \( B_i(t) \) can have more than one element when, due to the numerical dissipation in the FV scheme, the discontinuity is spread out into a set of neighbouring cells, or when there are multiple discontinuities in succession. For both the cases, we compute the discontinuity location by taking the mean of all the face locations in \( B_i(t) \). Equivalently,

\[
z_{M,i}^D(t) := \frac{\sum_{e \in B_i(t)} x_e}{|B_i(t)|} \quad \forall i \in \{1, \ldots, p^D(t)\}.
\]

Here \( z_{M,i}^D(t) \) denotes an approximation to the the true discontinuity location \( z_i^D \), and \( p^D(t) \) denotes the total number of discontinuities.

**Remark 5.** Ideally, \( B(t) \) should include only those faces that have discontinuities in the adjoining cells. However, depending upon \( C \)'s value and the solution's behaviour away from a discontinuity, the ideal situation might not be realized. Additional faces that do not contain discontinuities in the adjoining cells might be included in \( B(t) \). The inequalities given in Appendix E give some indication of how the method flags different regions. We emphasize that identifying additional feature location does not ruin the calibration procedure. It only results in additional points being matched between two snapshots. However, with any additional feature it is more likely to violate the conditions (C1)-(C3), resulting in Algorithm 2.1 generating additional reference snapshots.
**4.2 Kink detection** Let $\hat{\Omega}(t) := \{ z^D_i(t) \}_{i=1}^{p^D(t)}$ be a set of points where $u(\cdot, t)$ is discontinuous. In Definition 2.1, we defined kink locations as points where $D_x u(t)$ has a discontinuity in $\Omega/\hat{\Omega}(t)$. Thus, to find these locations, we run the discontinuity detection algorithm on $D_x u(\cdot, t)$. To realize the algorithm we need an approximation for $D_x u(\cdot, t)$ and $\hat{\Omega}(t)$.

Let $D_x u_M(\cdot, t)$ be an approximation to $D_x u(\cdot, t)$. We find $D_x u_M(\cdot, t)$ by applying central differences to $u_M(\cdot, t)$. Let $D_x u_i(t)$ be the constant value of $D_x u_M(\cdot, t)$ in the cell $I_i$. Then, $D_x u_i(t)$ is given as

\begin{equation}
D_x u_i(t) = \frac{u_{i+1}(t) - u_{i-1}(t)}{2\Delta x}.
\end{equation}

On the continuous level, the derivative of $u(\cdot, t)$ is a Dirac-distribution at points where $u(\cdot, t)$ is discontinuous. However, on a spatially discrete level, the delta distribution is a collection of "spikes" in $D_x u_M(\cdot, t)$. To collect these spikes we approximate every entry $z^D_i(t)$ by a ball of radius $\epsilon$ centered around $z^D_i(t)$. As an approximation to $z^D_i$ we use $x_\epsilon$, where $x_\epsilon$ is the location of the $e$-th face, $e \in B(t)$, and $B(t)$ is as given in (4.2). We set $\epsilon$ to $N^D \times \Delta x$ and we approximate $\hat{\Omega}(t)$ by

\begin{equation}
\hat{\Omega}(t) \approx \bigcup_{e \in B(t)} B(x_\epsilon; N^D \Delta x).
\end{equation}

We choose $N^D = 3$. We use an example to motivate our choice for $N^D$. Let $u(\cdot, t)$ be a unit-step function with a discontinuity at $x^D = x_\epsilon + l\Delta x$, where $l \in [0, 1]$. It follows that

\begin{equation}
D_x u_{e-1}(t) = \frac{(1-l)}{2\Delta x}, \quad D_x u_e(t) = \frac{1}{2\Delta x}, \quad D_x u_{e+1}(t) = \frac{l}{2\Delta x}.
\end{equation}

For all other intervals, $D_x u_M(\cdot, t) = 0$. Depending on the value of $l$, $D_x u_M(\cdot, t)$ can have a large spike in the intervals $I_{e-1}$, $I_e$ and $I_{e+1}$. Therefore, $N^D = 3$ is a reasonable choice.

**Remark 6.** With the above method, we do not detect kinks inside the union of balls given in (4.5). However, for a small enough $\Delta x$, missing out on these kinks does not significantly increase the m-width of the calibrated manifold. This will be elucidated by numerical experiments.

**4.3 Undetected features** Features can get smeared out by numerical dissipation and, depending upon the value of $C$ given in (4.2), might go undetected. For such cases, one can show that (at least) the semi-discrete numerical solution already has sufficient regularity to ensure a fast m-width decay. Let $u_i(t)$ be as defined in Subsection 4.1 and let

\begin{equation}
\frac{du_i(t)}{dt} = \frac{1}{\Delta x} (F(u_{i-1}(t), u_i(t)) - F(u_i(t), u_{i+1}(t)))
\end{equation}

be its evolution equation. Here, $F$ represents a numerical flux function, which we assume is in $W^{2, \infty}$.

We first consider undetected discontinuities. Assume that $|u_{i+1}(t) - u_i(t)| \leq C \Delta x$, in which case we do not detect a discontinuity at the face $i - 1$ and $i$. Then, using the regularity of $F$, one can show that

\begin{equation}
|du_i(t)/dt| \leq 2\|F\|_{W^{1, \infty}} C.
\end{equation}
In Lemma 3.5 we proved that $\varphi(x, \cdot) \in W^m(D)$. Motivated from this, we assume that $\varphi_M(x, \cdot) \in W^m(D)$, which is equivalent to $z_{M,j} \in W^m(D)$. Then, the above bound implies that, for $x \in I_i$, $u_M(\varphi_M(x, \cdot), \cdot) \in W^m(D)$. Thus, locally in $I_i$, $u_M(\varphi_M(x, \cdot), \cdot)$ has the regularity needed for a fast $m$-width decay of the calibrated manifold.

We now consider undetected kinks. Assume that $|D_x u_i(t) - D_x u_{i-1}(t)| \leq C \Delta x$, $|D_x u_{i+1}(t) - D_x u_i(t)| \leq C \Delta x$ and $|D_x u_{i+2}(t) - u_{i+1}(t)| \leq C \Delta x$, in which case we do not detect a kink at the face $i-1$, $i$ and $i+1$. Then, one can show that

$$|d^2 u_i/\partial t^2| \leq 4 \|F\|_{W^{2,\infty}}^2 (2C^2 + C).$$

Following the same reasoning as above, the bound implies that, for $x \in I_i$, $u_M(\varphi_M(x, \cdot), \cdot) \in W^m(D)$.

5 Numerical Experiments Let $\Xi_m(S)$ be as defined in (1.3). The numerical experiments show the following two things. Firstly, with kink and discontinuity matching, $\Xi_m(S_{\text{calib}})$ decays much faster than $\Xi_m(S)$. Secondly, both kink and discontinuity matching is better than only discontinuity matching. To construct numerical approximations where both kink and discontinuity detection is possible, we consider the best-approximation in $X_M$. Note that in light of the discussion in Subsection 4.3, these numerical approximations are the ones we would expect the slowest $m$-width/singular-value decay.

Since $\Xi_m(S_{\text{calib}})$ quantifies the $l^2$ error of approximating a calibrated snapshot in the span of the first $m$ left singular vectors of $S_{\text{calib}}$, similar to the bound in (3.5), it is possible that on increasing $m$, $\Xi_m(S_{\text{calib}})$ stagnates at a value of $O(M^{-\frac{1}{2}})$. The following experiments will provide further elaboration.

1. Test case-1 we consider the Burgers’ equation

$$\partial_t u + \partial_x \left( \frac{u^2}{2} \right) = 0, \ \text{on} \ \Omega \times D, \quad u(\cdot, t = 0) = \mathbb{1}_{[0,1]}, \ \text{on} \ \Omega.$$

Above, $\mathbb{1}_{[0,1]}$ represents a characteristic function over $[0, 1]$. We choose $\Omega = (-0.5, 3.5)$ and $D = [0, 4]$. On the boundary $\partial \Omega \times D$, we prescribe $u = 0$.

2. Test case-2 we consider the wave equation (rewritten as a first order system)

$$\partial_t u + A \partial_x u = 0, \ \text{on} \ \Omega \times D,$$

where $u = (u_1, u_2)^T$ is the solution vector and the matrix $A$ reads

$$A = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.$$

We choose $\Omega = (-0.5, 3.5)$ and $D = [0, 2]$. As the initial data, for all $x \in \Omega$, we consider

$$u_1(x, t = 0) = w_1(x) + w_2(x), \quad u_2(x, t = 0) = -w_1(x) + w_2(x),$$

where $w_1(x)$ and $w_2(x)$ are two sin-function bumps given as

$$w_1(x) = \frac{1}{\sqrt{2}} (\sin(\pi x) + 1) \mathbb{1}_{[0,1]}(x),$$
$$w_2(x) = \frac{1}{\sqrt{2}} (\sin(\pi (x-2)) + 1) \mathbb{1}_{[2,3]}(x).$$

As in the previous case, on $\partial \Omega \times D$, we prescribe $u = 0$. 
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3. **Test case-3** we consider the Sod’s shock tube problem that involves the Euler’s equation given as

\[
\begin{align*}
\partial_t \begin{pmatrix} \rho \\ \rho v \\ E \end{pmatrix} + \partial_x \begin{pmatrix} \rho v \\ \rho v^2 + P \\ Ev + Pv \end{pmatrix} &= 0, \quad \text{on } \Omega \times D.
\end{align*}
\]

Above, \( \rho, v, P \) and \( E \) represent the density, the velocity, the pressure and the total energy, respectively. For an ideal gas, \( P = (\gamma - 1)\rho e \), where \( \gamma \) represent the gas constant and \( e \) is the internal energy related to the total energy via \( \rho e = E - \frac{\rho v^2}{2} \). We consider a mono-atomic ideal gas for which \( \gamma = \frac{5}{3} \).

We choose \( \Omega = (-0.5, 0.5) \) and \( D = [0, 0.2] \). As the initial data, we consider a fluid at rest with the density and the pressure given as

\[
\begin{align*}
\rho(x, t = 0) &= \begin{cases} 1, & x \leq 0, \\ 0.125, & x > 0, \end{cases} \\
P(x, t = 0) &= \begin{cases} 1, & x \leq 0, \\ 0.1, & x > 0. \end{cases}
\end{align*}
\]

The waves emanating from the initial discontinuity do not reach the boundary therefore, we take the boundary data from the initial values.

4. **Test case-4** we consider the linear advection equation with time-dependent boundary data

\[
\begin{align*}
\partial_t u(x, t) + \beta \partial_x u(x, t) &= 0, \quad \forall (x, t) \in \Omega \times D,
\end{align*}
\]

\[
\begin{align*}
u(x, t = 0) &= (\sin(\pi x) + 1) \mathbb{1}_{[0,1]}(x) \quad \forall x \in \Omega,
\end{align*}
\]

\[
\begin{align*}
u(x = 0, t) &= \mathbb{1}_{[0.1,0.5]}(t), \quad \forall t \in D.
\end{align*}
\]

We set \( \beta = 1, \quad \Omega = (-0.5, 3.5) \) and \( D = [0, 1] \).

For all the test cases, we partition \( \Omega \) into \( M = 2 \times 10^3 \) elements, and consider \( 10^3 \) uniformly placed time instances inside \( D \). We choose \( K_1 = 5, K_2 = 3 \) and \( C = 50 \). For all the test cases, we project the exact solution onto the FV space. Details of the exact solution are given later. We compute all the \( L^2(\Omega) \) inner-products with 10 Gauss-Legendre quadrature points in each cell.

5.1 **Test case-1** The unique entropy solution to the problem in (5.1) reads

\[
\begin{align*}
u(x, t) := \begin{cases} \frac{x}{t}, & x \in [0, t) \\ 1, & x \in [t, 1 + \frac{x}{t}), \quad \forall t \in [0, 2), \\ 0, & \text{else} \end{cases}, \quad \forall t \in [0, 2),
\end{align*}
\]

\[
\begin{align*}
u(x, t) := \begin{cases} \frac{x}{t}, & x \in [0, \sqrt{2}t) \\ 0, & \text{else} \end{cases}, \quad \forall t \in [2, 4].
\end{align*}
\]

The exact solution has two discontinuities at \( t = 0 \). One of the discontinuities gives rise to two kinks (a rarefaction fan), the other remains as a discontinuity. At \( t = 2 \), one of the kinks collides with a discontinuity to form a single discontinuity. Around \( t = 0 \), the two kinks are very close to each other and are identified as a single discontinuity in the numerical solution; see Figure 2a. As time progresses, the two kinks move away from each other and are identified correctly.

Let \( E(\Delta x) \) represent the maximum of the error in feature location for a grid size \( \Delta x \) i.e.,

\[
E(\Delta x) := \max_j \| z_{M,j} - z_j \|_{L^\infty(D)}.
\]

This manuscript is for review purposes only.
Recall that $\Delta x = |x_{\text{max}} - x_{\text{min}}|/M$. Figure 2b shows $\mathcal{E}(\Delta x)$ for different grid sizes. We vary the number of spatial elements $M$ from $5 \times 10^2$ to $3 \times 10^3$ in steps of $2 \times 10^2$. We choose the threshold $C$ in the discontinuity location identification such that $C/M$ remains constant at $2.5 \cdot 10^{-2}$. We make the following two observations. Firstly, although not monotonically, $\mathcal{E}(\Delta x)$ decreases with $\Delta x$. Secondly, $\mathcal{E}(\Delta x)$ stays close to $\Delta x$ as $\Delta x$ decreases. Thus, at least for the current feature location identification procedure and for the current test case, the assumption on the error in feature location made in Corollary 3.4 is justified.

The dashed lines in Figure 2a show the temporal locations of the reference snapshots resulting from Algorithm 2.1. The algorithm provides $N = 5$ (with $N$ as given in Definition 2.3) different reference snapshots located at $t = 0$, $t = 0.02$, $t = 1.60$, $t = 1.92$ and $t = 1.98$, respectively. The first reference snapshot is the initial data that is matched to a few subsequent snapshots, which is a result of identifying the two close-by kinks as a single discontinuity. The second reference snapshot is at a time instance when our feature identifier can distinguish between the two kinks. The third and the fourth reference snapshot is selected because the features come too close to each other, violating either the condition (C3) given in (2.5) or the lower-bound on the minimum feature distance given in (2.9). The last reference snapshot is selected after the kink collides with the discontinuity, it matches to all the subsequent snapshots. Note that in the exact solution, the kink collides with the discontinuity at $t = 2$. However, numerically, as mentioned in Remark 6, we miss out on kinks that lie very close to a discontinuity therefore, already at $t = 1.98$ we detect only the discontinuity and not the kink that interacts with it.

Figure 2c compares $\Xi_m(S_i)$ to $\Xi_m(S_{\text{calib}},i)$ and shows that, for all values of $i$ and $m$, $\Xi_m(S_{\text{calib}},i)$ is smaller than $\Xi_m(S_i)$. Since $S_1$ contains only four snapshots, the value of $\Xi_m(S_{\text{calib}},1)$ does not significantly differ from $\Xi_m(S_1)$. For all the other submatrices, the value of $\Xi_m(S_{\text{calib}},i)$, already for $m = 1$, is at least $10^{-4}$ times smaller than $\Xi_m(S_i)$. Let us emphasize that $m = 1$ is just 0.05% of $M$ (the dimensionality of the FOM).

For $i = 4,5$, as $m$ is increased, $\Xi_m(S_{\text{calib}},i)$ stagnates. Varying the value of $M$ from $10^3$ to $3 \times 10^3$ in steps of $2 \times 10^2$ showed that the stagnation value is $\mathcal{O}(M^{-0.8})$, which is $\mathcal{O}(M^{-0.3})$ times better than (the $M$-dependent part of) the bound on the $m$-width developed in (3.8). A possible reason for this stagnation could be the error in feature location.

For $i = 2$, the matrix $S_i$ contains snapshots that are either rarefaction fans or constants between any two features, thus satisfying the condition in (3.13). This results in the calibrated manifold consisting of a single function. Ideally, the calibrated snapshot matrix should have a rank close to one and for $m = 1$, $\Xi_m(S_{\text{calib}},i)$ should be (very) close to zero. However, as Figure 2c depicts, because of the error in feature location, this ideal situation is not realized in practice and the value $\Xi_m(S_{\text{calib}},i)$ is far away from zero. Nevertheless, for $m = 13$, $\Xi_m(S_{\text{calib}},i)$ reaches (machine precision) zero. We attribute this convergence to the fact that the error in identifying a feature location is $\mathcal{O}(M^{-1})$ and that the calibrated manifold $\mathcal{M}_{\text{calib}}(D_i)$ consists of a single function. Observation of a similar behavior in other experiments corroborates our claim.

5.1.1 Discontinuity matching We repeat the above experiment but with only discontinuity matching. With $S^D_{\text{calib}}$, we represent the resulting calibrated snapshot matrix. Algorithm 2.1 generates two reference snapshots i.e., $N = 2$. The temporal location of these two reference snapshots are shown in Figure 3a. Both the
reference snapshots are close to \( t = 0 \). The first reference is the initial data and is matched to a few subsequent snapshots. The second reference snapshot is at a time-instance when we can uniquely identify the two kinks, leaving us with a single discontinuity.

Figure 3b compares \( \Xi_m(S_{\text{calib}},i) \) to \( \Xi_m(S_{\text{Dcalib}},i) \). For \( i = 1 \), both \( \Xi_m(S_{\text{calib}},i) \) and \( \Xi_m(S_{\text{Dcalib}},i) \) have the same values. This is as expected, since the two close-by kinks are identified as a discontinuity. For \( i > 1 \) and for all \( m \in [1, 20] \), \( \Xi_m(S_{\text{calib}},i) \) is at least two orders of magnitude smaller than \( \Xi_m(S_{\text{Dcalib}},i) \). The difference is more prominent for smaller values of \( m \). Already for \( m = 1 \), \( \Xi_m(S_{\text{calib}},i) \) is four order of magnitude smaller than \( \Xi_m(S_{\text{Dcalib}},i) \). The experiment clearly establishes the benefit of including both kinks and discontinuities in the feature set.

Fig. 2: Results for test case-1. Both kinks and discontinuities included in the feature set. (a) Time-trajectory of the different features. Kink and discontinuity locations shown in red and blue, respectively. The dashed black lines show the temporal locations of the reference snapshots. (b) Error in feature location for different \( \Delta x \). (c) Comparison of \( \Xi_m(S_i) \) to \( \Xi_m(S_{\text{calib}},i) \). The y-axis of (c) is on a log-scale.

5.2 Test case-2 With the help of the Riemann invariants, for all \((x, t) \in \Omega \times D\), one can conclude that the exact solution to the wave equation (5.2) is given as

\[
\begin{align*}
  u_1(x, t) &= w_1(x - t) + w_2(x + t), \\
  u_2(x, t) &= -w_1(x - t) + w_2(x + t).
\end{align*}
\]
Fig. 3: Results for test case-1. Only discontinuities included in the feature set. (a) Time-trajectory of the different features. Kink and discontinuity locations shown in red and blue, respectively. The dashed black lines show the temporal locations of the reference snapshots. (c) Comparison of \( \Xi_m(\mathcal{S}_{\text{calib},i}) \) to \( \Xi_m(\mathcal{S}_{\text{calib},i}^D) \). The y-axis of (b) is on a log-scale.

The functions \( w_1 \) and \( w_2 \) are as given in (5.5). Both \( u_1 \) and \( u_2 \) contain two discontinuities, which interact at four different time instances. For \( u_1 \), the time-trajectory of the different discontinuities is shown in Figure 4a. The algorithm accurately identifies the four discontinuities.

We discuss the results for \( u_1 \), similar results were observed for \( u_2 \). Algorithm 2.1 generates \( N = 18 \) different reference snapshots. The temporal locations of these snapshots are shown in Figure 4a. Similar to the previous test case, the reference snapshot changes frequently when features come close, or interact, with each other. To study \( \Xi_m \), for the simplicity of exposition, out of the 18 different subsets \( \{[t_i]\}_{i=1,...,18} \), we select the first four with the largest number of snapshots. These four subsets lie inside \((0,0.5), (0.5,1), (1,1.5)\) and \((1.5,2)\), respectively, which are also the time-intervals with no feature interaction.

For these four subsets, Figure 4b and Figure 4c compare \( \Xi_m(\mathcal{S}_{1/18}) \) to \( \Xi_m(\mathcal{S}_{\text{calib},1}) \). Already for \( m = 1 \), the value of \( \Xi_m(\mathcal{S}_{\text{calib},1/18}) \) is \( \approx 10^{-5} \) and is machine-precision zero for \( m = 3 \). For the same value of \( m \), the value of \( \Xi_m(\mathcal{S}_{1/18}) \) is \( \approx 1 \). The value of \( \Xi_m(\mathcal{S}_{\text{calib},7/12}) \) behaves differently. For \( m = 4 \) and larger, it does not appear to converge to zero and stagnates at \( \approx 10^{-4} \). For the same value of \( m = 4 \), the value of \( \Xi_m(\mathcal{S}_{7/12}) \) is \( \approx 10^{-1} \). This is \( 10^3 \) times larger than the value of \( \Xi_m(\mathcal{S}_{\text{calib},7/12}) \).

Note that \( \mathcal{S}_{1/18} \) contains snapshots that have two sin-bumps that do not interact with each other and have a constant speed of one. One can conclude that this results in the calibrated manifold \( \mathcal{M}_{\text{calib}}(D_{1/18}) \) consisting of a single function. Figure 5a shows the snapshots in \( \mathcal{S}_{\text{calib},1} \). The snapshots change (very) little over time, with no change being visible. In contrast, as depicted by Figure 5b, the snapshots in \( \mathcal{S}_{\text{calib},7} \) change substantially over time. This could explain the superior calibration of \( \mathcal{S}_{1/18} \) as compared to \( \mathcal{S}_{7/12} \).

5.3 Test case-3 An exact solution to the Sod’s shock tube problem can be found in [10]. For brevity, we do not repeat the exact solution here. We present the results for velocity (\( v \)) and density (\( \rho \)). The results for pressure (\( P \)) are similar to
that for density ($\rho$) and are not discussed for brevity.

5.3.1 Results for density ($\rho$) The initial data has a single discontinuity that splits into a rarefaction fan with two kinks and two discontinuities; see Figure 6a. The approximate feature trajectories are shown in Figure 6b. Around $t = 0$, the kinks are too close to each other and are identified as a single discontinuity. For $t \in (0.01, 0.1)$, because of a large slope inside the rarefaction fan, the algorithm is unable to distinguish between the two kinks and identifies the midpoint of the two kinks as the kink location. Only after $t = 0.1$, the spread of the rarefaction fan allows for an accurate identification of the two kinks.

Algorithm 2.1 generates $N = 11$ different reference snapshots, the location of which are shown in Figure 6b. Because the features are too close to each other, the reference snapshot changes frequently close to $t = 0$. Around $t = 0.1$, the two kinks are identified correctly and the algorithm generates an additional reference snapshot.

To study $\Xi_m$, out of $\{[t_i]\}_{i=1,...,N}$, we select the two largest subsets. These two subsets lie inside $(0.02, 0.1)$ and $(0.1, 0.2)$, respectively. Figure 6c compares $\Xi_m(S_{8/9})$
to $\Xi_m(S_{\text{calib},8}/9)$. For both $i = 8$ and $i = 9$, $\Xi_m(S_{\text{calib},i})$ decays much faster than $\Xi_m(S_i)$. For $m = 10$, which is 0.5% of $M$, calibration provides at least one order-of-magnitude improvement, with the results for $i = 9$ being better than those for $i = 8$. Precisely,

$$\Xi_{10}(S_{\text{calib},8}) \approx 5 \times 10^{-2} \times \Xi_{10}(S_8), \quad \Xi_{10}(S_{\text{calib},9}) \approx 1 \times 10^{-2} \times \Xi_{10}(S_9).$$

(5.12)

As $m$ increases, the difference between $\Xi_m(S_{\text{calib},i})$ and $\Xi_m(S_i)$ becomes larger. For $m = 50$, which is 2.5% of $M$, we find an improvement of at least two orders of magnitude

$$\Xi_{50}(S_{\text{calib},8}) \approx 10^{-2} \times \Xi_{50}(S_8), \quad \Xi_{50}(S_{\text{calib},9}) \approx 7 \times 10^{-3} \times \Xi_{50}(S_9).$$

(5.13)

5.3.2 Results for velocity ($v$) Apart from $t = 0$, $v(\cdot, t)$ has two kinks and a discontinuity. Similar to test case-1, the two kinks are identified once they have moved sufficiently far away from each other, otherwise they are identified as a single discontinuity. The discontinuity is identified accurately at all time instances; see Figure 7a.

Algorithm 2.1 generates $N = 5$ different reference snapshots. Most of these reference snapshots are close to $t = 0$. The time interval $(0.01, 0.2)$ is the largest subset of $D$ where the reference snapshot does not change. For this time-interval, in Figure 7b we compare $\Xi_m(S_i)$ to $\Xi_m(S_{\text{calib},i})$. Already for $m = 1$, we find that $\Xi_m(S_{\text{calib},5}) \approx 10^{-3}$, which is two orders of magnitude smaller than $\Xi_m(S_5)$. For $m = 30$, which is 1.5% of $M$, $\Xi_{30}(S_{\text{calib},5})$ is (machine precision) zero, whereas $\Xi_{30}(S_5)$ is $6.4 \times 10^{-2}$.

5.4 Test case-4 An exact solution to (5.8) is given as

$$u(x, t) = \begin{cases} 
1_{[0,0.5]} \left( t - \frac{x - x_{\text{min}}}{\beta} \right), & \forall x \in (0, x_{\text{min}} + \beta t], t \in D, \\
(\sin(\pi(x - \beta t)) + 1)1_{[0,1]}(x - \beta t), & \forall x \in (x_{\text{min}} + \beta t, x_{\text{max}}), t \in D.
\end{cases}$$

(5.14)

For $t \in [0, 0.1)$, the solution contains two discontinuities that move to the right. At $t = 0.1$ and $t = 0.5$, two additional discontinuities enter from the left boundary.
SNAPSHOT CALIBRATION VIA MONOTONIC FEATURE MATCHING

Fig. 6: Test case-3: results for $\rho$. (a) and (b) show the exact and the approximate feature trajectory, respectively. Kinks are shown in red and the discontinuities in blue. Dashed lines in (b) show the temporal locations of the reference solutions. (c) Compares $\Xi_m(S_{8/9})$ to $\Xi_m(S_{\text{calib},8/9})$. The y-axis in (c) is on a log-scale.

Figure 8a shows the approximate location of these discontinuities. Algorithm 2.1 generates $N = 11$ different reference snapshots. The reference snapshot changes when a new discontinuity enters from the boundary.

Figure 8b compares $\Xi_m(S_i)$ to $\Xi_m(S_{\text{calib},i})$ for the three largest subsets $[t]_i$. Clearly, $\Xi_m(S_{\text{calib},i})$ decays much faster than $\Xi_m(S_i)$, and is zero for $m = 3$. For the same value of $m$, $\Xi_m(S_i)$ is $\approx 2 \times 10^{-2}$. With the above exact solution, it is easy to check that the calibrated manifold consists of a single function, which could explain the great improvement offered by calibration.

6 Conclusions We have proposed an algorithm to induce a fast singular value decay in a snapshot matrix resulting from hyperbolic equations. The algorithm relies on computing the snapshots on a transformed spatial domain with the transformation computed using feature matching between a reference and the other snapshots. The choice of the reference snapshot ensures that the transformation is a homeomorphism and has a lower and an upper bound on its weak derivative—we found these two properties desirable for both the theoretical analysis and a numerical implementation. To account for feature interaction and formation (i.e., cases where shocks collide, shocks
Fig. 7: Test case-3: results for the velocity $v$. (a) Approximate feature location. (b) Compares $\Xi_m(S_5)$ to $\Xi_m(S_{\text{calib},5})$. The y-axis in (b) is on a log-scale.

Fig. 8: Results for test case-4. (a) Approximate feature location. (b) Compares $\Xi_m(S_{1/6/11})$ to $\Xi_m(S_{\text{calib},1/6/11})$. The y-axis in (b) is on a log-scale.

form, etc.), we have proposed an adaptive reference snapshot selection technique. With this technique, we can divide the snapshot matrix into sub-matrices with each sub-matrix containing snapshots with no feature interaction/formation. In each of the sub-matrices, we perform feature matching as usual.

Under regularity assumptions on the initial data and the flux function, we have proven that feature matching results in a fast $m$-width decay of a so-called calibrated manifold. Our proof exploits the regularity of functions in a calibrated manifold. We have performed numerical experiments on a broad range of problems involving non-linear system of equations and time-dependent boundary conditions. Our experiments verify that feature matching is successful in inducing a fast singular value decay in a snapshot matrix. We also found that feature matching performs exceptionally well for problems where the calibrated manifold contains a single function.

We observe that although the singular values of a calibrated snapshot matrix decay fast, they can stagnate at a value that scales with the spatial grid resolution.
The stagnation is a by-product of computing the spatial transform using a numerical approximation of the exact solution and indicates that, for hyperbolic problems, not much is gained by increasing the dimension of the reduced-order model beyond a certain limit.
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**Appendix A. Regularity of functions in $M_{\text{calib}}(D)$.** The definition of $X_i$ provides $X_i \in C^0(\Omega_i^D)$ by the implicit function theorem and the bound on $\beta_i$. 

*This manuscript is for review purposes only.*
Moreover,
\begin{equation}
D_t X_i(x, t) = -\frac{f'(u_0(X_i(x, t)))}{\beta(X_i(x, t), t)} =: \tilde{G}(X_i(t, x), t),
\end{equation}
\begin{equation}
D_x X_i(x, t) = \frac{1}{\beta(X_i(x, t), t)} =: \tilde{G}(X_i(t, x), t).
\end{equation}

The regularity of \(f\) and \(u_0\) and the assumption on \(\beta\) imply that \(\tilde{G}, \tilde{G} \in C^{\omega-1}(\Omega, \omega, D)\) which implies that \(X_i \in W^{\omega,\omega}(\Omega, \omega, D)\) by bootstrapping.

Next, we show that \(\varphi \in L^\infty(\Omega, W^{\omega,\omega}(D))\). Since \(\varphi(x, t) \leq x_{\max}\), we have \(\varphi \in L^\infty(\Omega, D)\). The definition of \(\varphi\) in (2.7) implies that \(D_\tau^\varphi \varphi \in L^\infty(\Omega, D)\) if \(z \in W^{\omega,\omega}(D)\). When \(z\) is a kink location, following the characteristics forwards in time we find \(z(t) = z(0) + f'(u_0(z(0))) \cdot t\), which provides the desired regularity. When \(z\) is a shock location, we proceed as follows.

For simplicity, assume that \(p_0 = 1\) with a shock at \(z(t)\). The argument remains the same for (non-interacting) multiple shocks. Consider the weak solution
\begin{equation}
u(x, t) = \begin{cases}
\hat{u}_0(x, t) & \text{in } \Omega_0^D, \\
\hat{u}_1(x, t) & \text{in } \Omega_1^D.
\end{cases}
\end{equation}

Above, \(\Omega_0^{D,1}\) are as given in (3.4). Following the characteristics forward in time, we find
\begin{equation}
\hat{u}_0(x, t) = u_0(X_0(x, t)), \quad \hat{u}_1(x, t) = u_0(X_1(x, t)).
\end{equation}

The assumption on \(\beta_i\) means that inside \(\Omega_i^D\) characteristics of \(u\) are bounded away from intersecting each other. Thus, \(\hat{u}_0, \hat{u}_1\) inherit their regularity from the regularity of the initial data between the features, i.e. \(\hat{u}_i \in W^{\omega,\omega}(\Omega_i^D)\) and (since intersection of characteristics is not imminent), we can find \(c, \epsilon > 0\) such that \(\hat{u}_0\) has an extension \(\hat{u}_0^e \in W^{\omega,\omega}(\Omega_0^{D,ex})\) (that is constant along characteristics) with
\begin{equation}
\Omega_0^{D,ex} := \{(x, t) : x \leq z(t) + \min(c, ct), t \leq T\}.
\end{equation}

A similar definition holds for \(\hat{u}_1^e\). By the Rankine-Hugoniot condition, \(z\) satisfies
\begin{equation}
d_t z(t) = \mathcal{H}(\hat{u}_0^e(z(t), t), \hat{u}_1^e(z(t), t)) \quad \text{where} \quad \mathcal{H}(a, b) := \begin{cases}
\frac{f(a) - f(b)}{a - b}, & a \neq b \\
 f'(a), & a = b.
\end{cases}
\end{equation}

Since \(f \in C^{\omega+1}\) and \(\mathcal{H} \in C^\omega(\mathbb{R}^2)\) imply that \(z\) satisfies \(d_t z(t) = h(z(t), t)\) with \(h = \mathcal{H}(\hat{u}_0^e, \hat{u}_1^e)\) and \(h \in C^{\omega-1}(\Omega_0^{D,ex} \cap \Omega_1^{D,ex}) \times D\). Since \(\Omega_0^{D,ex} \cap \Omega_1^{D,ex}\) is compact and \(\hat{u}_i^e\) is Lipschitz, \(h\) is globally Lipschitz continuous providing a global solution to (A.5). Furthermore, since \(h \in C^{\omega-1}, z \in C^\omega(D)\). Since \(D\) is closed, we have \(z \in W^{\omega,\omega}(D)\) and thus \(\varphi \in L^\infty(\Omega, W^{1,\infty}(D))\).

Using (3.10) the regularity of \(g\) is a direct consequence of the regularity of \(u_0, X_i\), and \(\varphi\)

**Appendix B. Rarefaction fan.** Let \(X_i(x, t)\) be as given in (3.13). We show that the second condition in (3.13) can be satisfied if \(\Omega_i\) contains a rarefaction fan. Let \(\Omega = (-1, 2)\) and let \(D = [0, 0.5]\) and consider the initial data
\begin{equation}
u_0(x) := \begin{cases}
(f')^{-1}(0), & x \leq 0 \\
(f')^{-1}(x), & x \in (0, 1) \\
(f')^{-1}(1), & x \in [1, 2)
\end{cases}
\end{equation}
With the above initial data, the solution reads

\begin{equation}
    u(x, t) := \begin{cases} 
    0, & x \leq 0 \\
    (f')^{-1} \left( \frac{x}{1+t} \right), & x \in (0, 1 + t) \\
    (f')^{-1} (1), & x \in [1 + t, 2) 
    \end{cases}
\end{equation}

Assume that for all \( t \in D \), \( u(\cdot, t) \) has a kink at both \( x = 0 \) and \( x = 1 + t \). Thus, we have two features. The kink locations are given as

\begin{equation}
    z_1(t) = 0, \quad z_2(t) = 1 + t.
\end{equation}

Using the above relation, for \( x \in \Omega_2 = (z_1(t), z_2(t)) \), the spatial transform reads

\begin{equation}
    \varphi(x, t) = x (1 + t).
\end{equation}

For \( i = 2 \) and for all \( x \in \Omega_2 \), the definition of \( X_i \) in (3.10), the expression for \( u_0 \), and the above expression for \( \varphi \) provides

\begin{equation}
    X_2(x, t) + t X_2(x, t) = x \Rightarrow X_2(x, t) = \frac{x}{1+t}.
\end{equation}

**Appendix C. Estimate for \( \| u \circ \varphi - u \circ \varphi_M \|_{L^2(\Omega \times D)} \).**

1. The following proof is an extension of the one given in [32] for \( L^2 \) functions.

For some \( \epsilon > 0 \), define \( \Omega_{\epsilon} := \{ x \in \Omega : \text{dist}(x, \partial \Omega) > \epsilon \} \). Let \( u_\epsilon \in C^\infty(\Omega_{\epsilon}) \) be a mollification of \( u(\cdot, t) \) over \( \Omega_{\epsilon} \). Then, the following holds

\begin{equation}
    \| u_\epsilon - u(\cdot, t) \|_{L^2(\Omega_{\epsilon})} \xrightarrow{\epsilon \to 0} 0, \quad \| u_\epsilon(\cdot, t) \|_{BV(\Omega_{\epsilon})} \leq \| u(\cdot, t) \|_{BV(\Omega_{\epsilon})}.
\end{equation}

Triangle’s inequality provides

\begin{align*}
    \| u \circ \varphi - u \circ \varphi_M \|_{L^2(\Omega_{\epsilon} \times D)} & \leq \| u \circ \varphi - u_\epsilon \circ \varphi \|_{L^2(\Omega_{\epsilon} \times D)} \\
    & + \| u \circ \varphi_M - u_\epsilon \circ \varphi_M \|_{L^2(\Omega_{\epsilon} \times D)} \\
    & + \| u_\epsilon \circ \varphi - u_\epsilon \circ \varphi_M \|_{L^2(\Omega_{\epsilon} \times D)}.
\end{align*}

Applying a domain transformation and using (1.5), we find

\begin{equation}
    \| u \circ \varphi - u_\epsilon \circ \varphi \|_{L^2(\Omega_{\epsilon} \times D)} \lesssim \epsilon, \quad \| u \circ \varphi_M - u_\epsilon \circ \varphi_M \|_{L^2(\Omega_{\epsilon} \times D)} \lesssim \epsilon.
\end{equation}

Because of the above two relations, it is sufficient to bound \( \| u_\epsilon \circ \varphi - u_\epsilon \circ \varphi_M \|_{L^2(\Omega_{\epsilon} \times D)} \). For \( s \in [0, 1] \), define \( \Phi(x, t, s) = s \varphi(x, t) + (1 - s) \varphi_M(x, t) \). Using \( \Phi \), we write

\begin{align*}
    \| u_\epsilon \circ \varphi - u_\epsilon \circ \varphi_M \|^2_{L^2(\Omega_{\epsilon} \times D)} &= \int_{\Omega_{\epsilon} \times D} \left( \int_0^1 \partial_s u_\epsilon(\Phi(x, t, s))ds \right)^2 dx dt \\
    & \leq \| u_\epsilon \|_{L^\infty(D; BV(\Omega_{\epsilon}))} \\
    & \times \int_{\Omega_{\epsilon} \times D} \left( \int_0^1 |\partial_s u_\epsilon(\Phi(x, t, s))| ds \right) dx dt \\
    & \leq \| u \|_{L^\infty(D; BV(\Omega))} \| u \|_{L^2(D; BV(\Omega))} \\
    & \times \| \varphi - \varphi_M \|_{L^\infty(\Omega \times D)}.
\end{align*}

Above, the last inequality follows from [32] and (C.1).
2. By definition,

\[(C.3) \quad \varphi(z_i(0), t) = z_i(t), \quad \varphi_M(z_{M,i}(0), t) = z_{M,i}(t).\]

We refer to \(z_i(0)\) and \(z_{M,i}(0)\) as the nodes and to \(z_i(t)\) and \(z_{M,i}(t)\) as the node values of a spatial transform. We introduce an intermediate (continuous and piecewise linear) spatial transform \(\hat{\varphi}\) that has the same nodes as \(\varphi(\cdot, t)\) and the same nodal values as \(\varphi_M(\cdot, t)\) i.e., \(\hat{\varphi}(z_i(0)) = z_{M,i}(t)\). By triangle’s inequality,

\[(C.4) \quad \|\varphi_M - \varphi\|_{L^\infty(\Omega \times D)} \leq \|\varphi - \hat{\varphi}\|_{L^\infty(\Omega \times D)} + \|\hat{\varphi} - \varphi_M\|_{L^\infty(\Omega \times D)}.\]

Because \(\varphi\) and \(\hat{\varphi}\) have the same nodes, we conclude that

\[(C.5) \quad \|\varphi - \hat{\varphi}\|_{L^\infty(\Omega \times D)} \leq \max_j \|z_{M,j} - z_j\|_{L^\infty(D)}.\]

It is easy to check that the maximum of \(|\hat{\varphi}(\cdot, t) - \varphi_M(\cdot, t)|\) occurs at either the nodes \(\{z_i(0)\}_i\) or \(\{z_{M,i}(0)\}_i\). Computing \(|\hat{\varphi}(\cdot, t) - \varphi_M(\cdot, t)|\) at these nodes provides

\[(C.6) \quad \|\hat{\varphi}(\cdot, t) - \varphi_M(\cdot, t)\|_{L^\infty(\Omega)} \leq \|D_x \varphi_M(\cdot, t)\|_{L^\infty(\Omega)} \max_j |z_{M,j}(t) - z_j(t)| \leq K_1 \max_j |z_{M,j}(t) - z_j(t)|.\]

where \(K_1\) is the constant in \((1.5)\).

Appendix D. Relation to MRA. We briefly relate our feature detection method to that proposed in \([30]\). We specialise the formulation for a FV scheme, generalisations to arbitrary order discontinuous-Galerkin type schemes can be found in the references therein. We divide \(\Omega\) into uniform \(N_l = 2^l\) elements with \(l \in \mathbb{N}\). Such a choice of \(N_l\) results in a hierarchy of grids parameterised by \(l\). With \(I^l_i\) we represent the \(i\)-th cell at level \(l\). With \(u_i^l(t)\) we denote the FV approximation of \(u(\cdot, t)\) in \(I^l_i\).

In the middle of every \(I^{l-1}_i\) lies a face that is shared between \(I^{l-1}_{2i-1}\) and \(I^{l-1}_{2i}\). Let \(J^{l-1}_i(t)\) denote the jump of the FV solution across this face i.e.,

\[(D.1) \quad J^{l-1}_i(t) = |u_{2i-1}^l(t) - u_{2i}^l(t)|.\]

Thus, given \(u_i^l\), we can compute all of \(J^{l-1}_i\). The coefficient \(J^{l-1}_i/2\) is the same as the so-called wavelet coefficient in the MRA. Define

\[(D.2) \quad D^{l-1}(t) := \max_{i \in \{1, \ldots, 2^{l-1}\}} J^{l-1}_i(t).\]

Similar to \(B(t)\) in \((4.2)\), define

\[(D.3) \quad B^{l-1}(t) := \{i : |J^{l-1}_i(t)| > C \times D^{l-1}(t), i \in \{1, \ldots, 2^{l-1}\}\}.\]

At level \(l = 1\), cells with index in \(B^{l-1}\) are flagged. Due to the grid hierarchy, the cells at level \(l\) that have a discontinuity are \(\{2i-1 : i \in B^{l-1}\}\) and \(\{2i : i \in B^{l-1}\}\). Above, \(C\) is the same as that defined in \((4.2)\).

As is clear from the definition of \(J^{l-1}_i\), in MRA one computes the jump in the FV solution at every alternate face. Equivalently, MRA does not compute jumps.
at any face at level \( l - 1 \). Therefore, a discontinuity (independent of its strength) aligned with any of these faces is not detected. Such discontinuities do not contribute to an oscillatory numerical solution. Therefore, for the purpose of flagging cells for suppressing oscillations, MRA is sufficient. However, in the present context, missing out on large shocks is undesirable. Therefore, we compute the jumps at all the faces, which allows us to detect shocks that could be aligned with cell boundaries.

Appendix E. Flagging of discontinuous regions. For simplicity, we assume that \( u_M(\cdot, t) \) is a projection of \( u(\cdot, t) \) onto the FV basis. At least computationally, for a small enough grid size, similar observation holds for a \( u_M(\cdot, t) \) computed with a FV scheme.

1. Locally differentiable: If \( u(\cdot, t)|_{I_{e-1} \cup I_e} \) is \( C^1 \) then Taylor expansion provides
   \[
   J_e \leq \Delta x \| \partial_x u(\cdot, t) \|_{C^0(I_{e-1} \cup I_e)}.
   \]  

2. Discontinuous: Let \( u(\cdot, t) \) have a discontinuity inside \( I_e \). Let the point of discontinuity be \( z^D = x_e + l \times \Delta x \) where \( l \in (0, 1) \). Furthermore, let \( u(\cdot, t) \) be piecewise constant in \( I_{e-1} \cup I_e \) with the value before and after the discontinuity being \( u_- \) and \( u_+ \), respectively. Then
   \[
   J_e = |u_- - u_+|(1 - l).
   \]  

3. Kink: Assume that \( u(\cdot, t) \) is continuous, is piecewise linear in \( I_{e-1} \cup I_e \) and has a kink at \( z^K = x_e + l \times \Delta x \). Then, assuming \( u(z^K, t) = 0 \), \( u(\cdot, t)|_{I_{e-1} \cup I_e} \) reads
   \[
   u(\cdot, t)|_{I_{e-1} \cup I_e} = \begin{cases} 
   (x - x_K) \partial u_- & x < z_K \\
   (x - x_K) \partial u_+ & x \geq z_K 
   \end{cases}
   \]

   Above, \( \partial u_- \) and \( \partial u_+ \) are the left and right slopes respectively. With the above \( u(\cdot, t) \), we find
   \[
   J_e = \frac{\Delta x}{2} |(\partial u_- - \partial u_+)l^2 - 2 \times \partial u_+|.
   \]

With the above relations and the form of \( B(t) \) given in (4.2), we draw the following three conclusions. First, regions where the solution is \( C^1 \) but has a large gradient might be identified as discontinuities. Second, shocks with a strength (i.e., \( |u_- - u_+| \)) of \( O(\Delta x) \) might go undetected. Third, kinks with a large left and right derivative might be identified as discontinuities. In relation to the second point, in case \( J_e(t) < C\Delta x \), where \( C \) is as given in (4.2), one can show that the semi-discrete numerical solution already has the regularity necessary for a fast \( m \)-width decay.