Dynamical states in 2-D for charged dust particle clusters in plasma medium
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The formation of novel dynamical states for a collection of dust particles in two dimensions (2-D) has been shown with the help of Molecular Dynamics (MD) simulation. The charged dust particles interact with each other with Yukawa pair potential mimicking the screening due to plasma. Additionally, an external radial confining force has also been applied to the dust particles to keep them radially confined. When the particle number is low (say a few), they get arranged on the radial location corresponding to multiple rings/shells. For specific numbers, such an arrangement of particles is stationary. However, for several cases, the cluster of dust particles relaxes to a state for which the dust particles on rings display inter-shell rotation. For a larger number of dust particles (a few hundred for instance) a novel equilibrium state with coherent rigid body displaying angular oscillation of the entire cluster is observed. A detailed characterization of the formation of these states in terms of particle number, coupling parameter, etc., has been provided.

1. INTRODUCTION

Dusty plasma is considered as an ideal test bed for studying various physical phenomena including waves, instabilities, single particle dynamics, collective modes. It is also been used as a model system for the experimental demonstration of some fundamental physical problems. Dusty plasma essentially is a complex system where nano/micrometer sized dust particles are immersed in a plasma medium. These dust particles are highly charged because of the constant bombardment of electrons and ions in the plasma environment. A very high value of charge on the dust surfaces often leads them to be in the strongly coupled state. On the other hand, a very low value of charge to mass ratio \(Q/m_d\) makes the response time scale associate with the dust dynamics to be very slow. Thus, their dynamics can be easily visualized and captured even by normal charged-coupled devices. These unique properties make the dusty plasma medium to become an ideal model system for studying macroscopic correlated phenomena originating from the microscopic dynamics of particles, e.g., crystallization, phase transitions, transport processes, visco-elastic effects, etc.

Dusty plasmas have also been shown to be ideal strongly coupled systems to study the structures and dynamics of classical Coulomb clusters. Coulomb clusters is a system of a small number of charged particles trapped in an externally applied field. The confined charged particle system is an interesting research area over the decades concerning particle ordering, phase transitions, rich microscopic structures, metastable configurations, eigenmodes, and collective excitations. The concept of charged particle cluster was first introduced by J. J. Thomson as a model for classical atoms. In experiments, Coulomb clusters have been realized as strongly coupled ions in Penning or Paul traps, electrons on the surface of liquid helium, quantum dots, micro-sized particles in colloidal suspensions. Ground-state configurations and phase transitions in a finite two-dimensional (2D) system of charged particles trapped in a potential well were studied by Bedanov et al., using Monte Carlo simulations. A systematic experimental study on the structures and motions of 2D strongly coupled Coulomb clusters in dusty plasmas was first time reported by Juan et al., Molecular dynamics study of packing and defects in 2D Coulomb clusters with a few to a few hundred particles interacting with different forms of mutual repulsion was reported by Lai et al., Spectral properties and normal modes including inter-shell rotation, breathing mode in dusty plasma clusters have been explored in both theoretical and experimental studies. Recently, dynamical properties concerning the amplitude instability and phase transitions in a 2D Yukawa cluster consisting of seven particles have been studied theoretically by Lisina et al.,

Here, we present an extensive study on the dynamics of 2D dusty plasma clusters using Molecular Dynamics (MD) simulations. Particles interacting through the screened Coulomb pair potential have been confined in a 2D parabolic potential well. Some unique dynamical features in the equilibrium cluster configuration, in addition to the already predicted ones, have been observed and analyzed over a wide range of system parameters.

This article has been organized as follows. In section II the simulation technique has been discussed briefly. Section III A presents the study of the dynamics of clusters consisting of a small number of particles. For a certain specific number of particles for which the particles arrange in two or more separate circular rings (shells) a dynamical equilibrium state is observed. The particles in separate shells exhibit relative rotation. Radial oscillations in the particle location are also observed. In section III B the particle number in the cluster is chosen to be somewhat large (several hundreds). We observe that for this case angular oscillations of the entire structure take place which predominantly appears to have rigid body
oscillations. Section IX provides a brief summary concluding the key findings of this research work.

II. MD SIMULATION DETAILS

In this study, two dimensional (2-D) MD simulations have been carried out to understand the equilibrium state of a collection of charged dust particles immersed in a plasma which is radially confined by an external force. The number of dust particles has been chosen to be small ranging from a few to several hundred.

An open source classical MD code, LAMMPS has been used for this purpose. The mass $m_d$ and the charge $Q$ on the particles (dust grains) are taken to be $6.99 \times 10^{-13}$ kg and 11940e (where $e$ is the charge of an electron), respectively. The interparticle interaction amongst dust grains is taken to be Yukawa or screened Coulomb pair potential, \( U(r) = \frac{Q^2}{4\pi\varepsilon_0 r} \exp\left(-r/\lambda_D\right) \). The plasma Debye length is represented by \( \lambda_D \). The plasma Debye length \( (\lambda_D) \) represents the typical screening length for the Yukawa pair interaction between particles. We choose to normalize the length scales by \( \lambda_0 = 2.2854 \times 10^{-3} \text{ m} \). Thus, the normalized screening parameter representing the strength of the pair interaction is defined as \( \kappa = \lambda_0/\lambda_D \).

A two dimensional rectangular simulation box has been considered with lengths \( L = L_x = L_y = 12.7943\lambda_0 \) in the \( \hat{x} \) and \( \hat{y} \) directions, respectively. Initially, particles with above mentioned parameters have been distributed randomly inside the simulation box. Electric fields in the form, \( \mathbf{E}_x(x) = K(x - L/2)\hat{x} \) and \( \mathbf{E}_y(y) = K(y - L/2)\hat{y} \) have been applied in the \( \hat{x} \) and \( \hat{y} \) directions, respectively to confine particles in the \( (x-y) \) plane. This represents a radial confinement potential of the form \( U(r) = K(x - L/2)^2 + K(y - L/2)^2 = Kr^2 \) for negative unit charge. Here \( r \) is the radial distance from the central point of the simulation box of \( X_c = L/2, Y_c = L/2 \). The total force acting on any \( i^{th} \) particle inside the simulation box at any time is given by the superposition of this external force and the screened Coulomb interaction due to all other particles and can be expressed as,

\[
\mathbf{F}_i = -Q \sum_{j=1}^{N_p} \nabla U(\mathbf{r}_i, \mathbf{r}_j) + Q(\mathbf{E}_x + \mathbf{E}_y),
\]

where \( r_i \) and \( r_j \) represent the positions of the \( i^{th} \) and \( j^{th} \) particle at a particular time, respectively and \( N_p \) defines the total number of particles. We define a parameter, \( \omega_0 = \left(\frac{QK}{m_d}\right)^{1/2} = 2.616 \text{ s}^{-1} \) for the value of \( K = 2500 \text{ N/cm} \) and is chosen to normalization time. The simulation time step is chosen to be \( 0.001\omega_0^{-1} \) and it is small enough to resolve the time scale associated with any dust dynamics in equilibrium. Phase space coordinates of the particles have been generated from the canonical ensemble in the presence of a Nose-Hoover thermostat. The purpose of using a Nose-Hoover thermostat is to achieve a statistically thermal equilibrium state with the desired particle kinetic temperature \( (T \approx 200 \text{ K}) \). We have continued our simulations for about 30000\( \omega_0^{-1} \) time for our simulations. It should, however, be noted that the concept of kinetic temperature has no meaning for the simulations were the particle number is very small.

III. RESULTS AND DISCUSSION

To achieve the equilibrium configuration, charged particles would try to arrange so as to minimize the effective potential energy of the system. The effective potential energy associated with the system is the sum of externally applied confining potential and the self-consistent pair (Yukawa) potential energy for each particle. The externally applied electric field is radially symmetric around the center of the simulation box. Consequently, the potential energy associated with the externally applied field has the minima at the center of the simulation box and it increases as a function of radius \( r \) from the center. If the system comprises of only a single dust grain it always gets positioned at the center of the simulation box. As we increase the number of particles in the system, the Yukawa pair interactions amidst them also starts operating in addition to the radial confining potential. The pairwise Yukawa interaction will cost minimum energy if the particles arrange themselves far apart from each other inside the simulation box. On the other hand, the externally applied field tries to bring them as close to the center of the box as possible. The particles then choose to arrange themselves in the form of the cluster which optimizes the two effects. Particles try to get as close as possible to the center and yet maintain a certain distance amidst them to overcome their repulsive barriers. This competition leads to interesting forms that will be presented in subsequent sections.

A. Intershell dynamics

We first choose to find the stable configurations achieved by choosing a few particles. For one particle it is obvious that it positions itself at the center of the simulation box as it just needs to minimize the external radial potential. For a choice of 2 to 5 particles, a static structure with the particle locations equidistantly arranged on the circumference of a single circular shell with a certain radius is observed. The particle locations essentially form the vertices of a regular polygon. For 6 to 8 particles the configuration of a static structure with one particle at the center and others equidistantly placed on the circumference of a circular shell forming regular polygon is observed.

Fig. 4 shows the superposition of particle’s locations over a time duration of \( \omega_0t_d = 75 \) for \( N_p = 7 \) to 15 particles in subplots (a)-(i), respectively. Here, the color symbols from blue to red represent the directions of time evolution as can be observed from the color bar. It has
been observed that the nature of the equilibrium is very different for different cases. For example, for $N_p = 7, 8, 12, 15$, the individual particles only fluctuate around their equilibrium positions and a static equilibrium has been achieved. This is clearly illustrated in subplots (a), (b), (f), and (i) of Fig. 1 for which the particle location at all time overlap and the only red dot is visible. While for $N_p = 9, 10, 11, 13, 14$, the particle arrangements show inter-shell dynamics. This has been observed from the subplots (c), (d), (e), (g), and (h) of Fig. 1 where the particle location traces a trajectory as illustrated by dots with different colors. It should also be noted that for all the plots the inner shells rotate much faster than the outer shell.

To show the dynamics clearly and in a detailed fashion we choose a specific case of a 2D cluster consisting of 10 particles in particular. The equilibrium dynamics of such a cluster have been illustrated in Fig. 2. Here, the trajectory of only a single particle located in the inner shell and the trajectories of all the 7 particles of the outer shell have been shown over two distinct time durations in subplot (a) and (b). In this figure also the dots from blue to red color follow the direction of time. In subplot (a) of Fig. 2 the time duration between $\omega_0 t = 7606$ and $\omega_0 t = 8123$ has been covered. During this period the particle in the inner shell completes rotation over an entire circle in the anti-clockwise direction. From this plot, it is pretty evident that the particles in the outer shell display clockwise rotation which is in the opposite direction to the particles in the inner shell. All the particles in the inner shell (3 in this case) follow the anti-clockwise rotation starting from different initial angular positions $\theta$ and complete a full 360 degree rotation about the center during this period. It is also clear that during this duration, particles in the outer shell is not able to complete a full rotation. It is a clear demonstration of inter-shell rotation which is one of the inherent equilibrium modes of a finite size cluster and has also been reported in some earlier studies [48, 52]. We also observe that the direction of rotation reverses every once in a while. In the same Fig. 2 the subplot (b) shows the particle positions for a different interval of time (e.g. $\omega_0 t = 8215$ to 8900). From the color arrangement, it is clear that the particles in the inner shell for this case are rotating in clockwise direction whereas the outer shell particles rotate anti-clockwise. This is a new observation and has not been reported earlier.

Let us now try to understand the origin of such dynamical states. The dynamical state happens only when the cluster necessarily comprises of multiple shells. For
particle number up to 5, only a single shell with particles arranged on a regular polygon vertices are observed for our choice of parameters. For 6 to 8 particles the optimization of radial external potential (which confines the particle as close as possible to center) and inter-particle potential (which tries to place the particles as far apart as possible) adjusts for a configuration having one single particle at the center and others located on the vertices of a polygon forming a ring. Increasing particle number further by one (i.e. for a total of 9 particles) produces 2 rings/shells. The inner ring has 2 particles arranged diametrically opposite to each other and the remaining 7 particles are arranged in the outer ring on the vertices of a regular polygon. For this configuration, the total repulsive force on any particle cannot be along the radial direction to be balanced by the external confining force. Therefore, a $\theta$ component of the force is always operative and produces a rotation. However, there are certain specific numbers of particles in the two rings for which it is possible to have a placement of the particles which is symmetric to have the only radial component of inter-particle force. For these numbers the structure is stationary. This can be observed in Fig. 1 for subplot (f) and (i) with particle numbers (9, 3) and (10, 5).

In order to define the nature of these rotational dynamics more quantitatively, the averaged angular displacement $\theta_r$ has been calculated for the individual shell and has been illustrated in Fig. 3. Angular displacement $\theta_r$ has been defined as

$$\theta_r(t) = \frac{1}{N_r} \sum_{i=1}^{N_r} \left[ \tan^{-1} \left( \frac{Y_i(t)}{X_i(t)} \right) - \tan^{-1} \left( \frac{Y_i(t_0)}{X_i(t_0)} \right) \right],$$

(2)

where $N_r$ is the total number of particles in a particular shell and $t_0$ represents an arbitrary initial time. Here, $X_i$ and $Y_i$ have been defined as $X_i = x_i - L/2$ and $Y_i = y_i - L/2$, for any $i^{th}$ particle, respectively. In Fig. 3 the time evolutions of $\theta_r$ for the particles resided the inner shell and outer shell have been represented by red and blue lines, respectively. Particles in the inner shell complete full circular rotation. After completion of every complete rotation, the value of $\theta_r$ has been changed from $360^\circ$ back to $0^\circ$. Thus the value of $\theta_r$ monotonically increases from $0^\circ$ to $360^\circ$ and as it continues to rotate in the same direction after one rotation the value of $\theta_r$ is again put back to zero. It should, however, be noted from the figure that after several rotations in between some time the value of $\theta_r$ instead of increasing monotonically from zero to $360^\circ$ starts decreasing. This happens when the direction of rotation changes. The blue dashed line showing the angular evolution of the particles in the outer shell never completes a complete rotation. However, for this case also the non-monotonic change in $\theta$ (implying reverse rotation) happens exactly at the location where the inner shell particles reverse their rotation. The angular rotation frequency $d\theta/dt$ for particles in the inner shell is very high compared to that of the outer shell, clearly demonstrating the inter-shell rotation. Furthermore, the angular rotation for the particles in the inner shell is always in the direction opposite to that of the outer shell. These observations have been clearly demonstrated in Fig. 2 and 3.

\[\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{Time evolution of the total angular momentum $Id\theta/dt$ (black line) of the whole system for (a) $N_p = 10$ and (b) $N_p = 12$. Here red and blue lines represent the angular momentum of particles located in the inner shell and outer shell, respectively.}
\end{figure}\]
equilibrium configuration.

A careful observation of Fig. 2 shows that the particle trajectories are not entirely circular with θ variations alone. In fact, there are significant radial perturbations in the trajectory as is evident clearly from the trajectory traced by the particles in the inner shell. The trajectory appears to be more like a polygon. This happens as a result of pair interaction and a consequence of the discrete particles. During rotation as an inner shell particle approaches closer to any of the particles in the outer shell, the two get repelled radially apart. This is clearly borne out by the trajectory of the inner-shell particle shown in Fig. 2 which appears like a polygon having the same number of vertices as that of the particles in the outer ring. The radial oscillations and the rotational motion of the particles are coupled with each other and one is responsible for another to exist. The radial oscillations of the particles located in the inner and outer shell have been shown in subplots (a) and (b) of Fig. 5, respectively, for \(N_p = 10\) (red line) and \(N_p = 12\) (blue line). It can be observed that for \(N_p = 12\), where there is no angular motion, the radial oscillation are at the small noise level. The radius of the individual shells (blue lines) only fluctuates because of the thermal motion of the particle. On the other hand, for \(N_p = 10\), the radius of both the inner and outer shell show distinct oscillations. This coupling between the radial and rotational motion makes the evolution random with frequent unpredicted reversal of the rotational motion.

### B. Rigid angular oscillation for large clusters

We now investigate the state of a high number \((N_p)\) of charged particle systems trapped in the same 2-D parabolic potential well. The total number of particles of the system has been varied from \(N_p = 100\) to 700 for this purpose. It has been observed that when the value of \(N_p\) becomes of the order of or higher than 100, an entirely new state is observed. There is no inter-shell rotational dynamic, instead, an almost rigid angular motion is observed. The angular motion is observed to be coherent and oscillatory with a definite frequency.

![FIG. 5: Time evolution of radii traced by the particles resided in the (a) inner shell and (b) outer shell for \(N_p = 10\) (red line) and 12 (blue line), respectively.](image1)

![FIG. 6: Particle trajectories in the \(x-y\) plane over a fixed time duration \(\omega_0 t_d = 300\) for (a) \(N_p = 150\), (b) 300, (c) 400, and (d) 500 particles, respectively.](image2)

![FIG. 7: Subplot (a) shows the time evolution of averaged angular displacement \(\theta\) (in degree) relative to the arbitrarily chosen initial angular positions for \(N_p = 200\) (blue), and 500 (magenta) particles. In subplot (b), corresponding Fourier transformed \(\theta(\omega)\) as a function of frequency \(\omega\) have been shown.](image3)
known that the hexagonal structure is the stable crystal pattern in 2D. So the particles in innermost shells appear to be governed primarily by the inter-particle interaction potential. The particle locations in outer shells demonstrate the circular symmetry of external potential. It is clearly seen that these clusters do not remain static and exhibit angular motions. The angular displacements of particles in the innermost shells are smaller compared to that of the particles resided in the outermost shells. However, no significant radial motion of the particles is observed. As a result, their angular paths are almost distinct and uninterrupted, as can be seen from Fig. 6.

The quantitative representation of the angular displacement of particles as a function of time has been illustrated in Fig. 4. The angular displacement $\theta(t)$ has been calculated as per the Eq. 2 for a chosen initial time and has been averaged over all the particles located in the outermost shell. In subplot (a) of Fig. 7 time evolution of relative angular displacement $\theta(t)$ have been shown for $N_p = 200$ (blue dotted line) and 500 (magenta line) particles. It is seen that $\theta(t)$ oscillates around a mean value in each case and the amplitude of oscillations never exceeds 90°. Thus, this is a clear demonstration of angular oscillation (which is not complete $2\pi$ rotation about the center) of particles. The figure also shows that the oscillation corresponds to a fixed definite frequency in each case. This has been illustrated in the subplot (b) of Fig. 4 where the Fourier transform of $\theta(t)$ has been shown as a function of frequency $\omega$. The frequency spectrum has a considerably sharp peak showing that the oscillations occur at a specific single frequency. Such a dynamic state has not been reported earlier in the context of dusty plasma cluster and it is one of the key findings of our work.

At the outset these angular oscillations appear to be rigid body oscillations. However, a careful look shows that the displacements exhibit a slight shear as a function of radius. We have shown this explicitly by plotting the average angular displacement $\langle ds = r\theta \rangle$ of particles located at a certain radius $r$ in a time interval $t_d$. The value of $ds$ has thus been obtained from the expression:

$$ds(r) = r \times \frac{1}{N_p} \sum_{i=1}^{N_p} \left[ \theta_i(t + t_d) - \theta_i(t) \right].$$

Here, $N_p$ represents the number of particles located within a distance of $r$ and $r + dr$ ($dr = 0.01\lambda_0$) away from the center of the simulation box. The time duration $t_d$ has been chosen to be less than the time period of oscillation $T$. For a purely rigid displacement (with $t_d < T$), $ds$ should increase linearly with $r$. The radial profile of $ds$ over a fixed time duration $\omega_0 t_d = 300$ for $N_p = 200$ (blue dotted line) and 500 (magenta line) has been shown for $\kappa = 1.0$ and 3.4 for $K = 2500 \text{ N/Cm}$ in subplots (a) and (b) of Fig. 8 respectively. For $\kappa = 1.0$, although large fluctuations are present in different radial locations, overall trend of $ds$ is linear for both $N_p = 200$ and 500 particles. This has been clearly illustrated in the subplot (a) of Fig. 8. The average linear profile of $ds$ as a function of $r$ suggests that the oscillations have an overall rigid characteristic at the macroscopic scale size of the cluster. However, the fluctuations in the $ds$ profile are also clearly evident from Fig. 8 which is indicative of a radial shear in the angular displacement. The radial dependence (other than linear) of displacement is essentially a manifestation of frustration in lattice arising due to the competition between individual particle interaction and the external confining potential.

![FIG. 8: Radial profile of the displacement $ds$ over a fixed time duration $\omega_0 t_d = 300$ for different equilibrium systems consisting of particles $N_p = 200$ (blue), 500 (magenta) with two different $\kappa$ values, (a) $\kappa = 1.0$, and (b) $\kappa = 3.4$, respectively.](image)

![FIG. 9: Particle’s trajectories of the central portion of a cluster configuration over a constant time duration $\omega_0 t_d = 300$ w.r.t., a fixed reference time. Subplots (a), (b), (c), and (d) are for $\kappa = 0.5, 1.0, 1.2$, and 3.4 with a fixed $N_p = 500$ and $K = 2500 \text{ N/Cm}$, respectively. Here, black solid dot represents the center of the simulation box as well as position of the center of mass of the configuration.](image)
associated with these oscillations which are in conformity with this belief. We observe that the static and/or dynamic nature of the state depends crucially on the screening parameter. For instance, a cluster with same number of particles viz., $N_p = 200$ and 500 which displayed oscillations for $\kappa = 1.0$ remains static when $\kappa = 3.4$. This can be observed from subplot (b) of Fig. 8 for which there is hardly any change in the value of $\theta$ in comparison to that for $\kappa = 1.0$ in subplot (a) of the same figure. The value of $\theta$ in this case remains almost constant hovering around $r$. In fact, it is observed that both for a very low or very high value of $\kappa$, static equilibrium can be achieved for the cluster of same size (fixed $N_p$). This has been demonstrated in subplots (a) and (d) of Fig. 9 where the particle’s trajectories of the central regime of the cluster configurations have been shown for different $\kappa$ values. Thus, only for intermediate value of $\kappa$ the dynamic state is observed, as can be seen in subplots (b) and (c) of Fig. 11.

The amplitude $\theta_0$ of oscillations as well as the frequency $\omega_0$ of angular oscillation as a function of $\kappa$ have been shown for three different cluster sizes with $N_p = 350$ (red), 500 (blue), and 700 (black) particles with a fixed $K = 2500 \, \text{N/Cm}$.}

![Variation of the (a) amplitude $\theta_0$, and (b) frequency $\omega_0$ of the angular oscillations with the changing values of $\kappa$ for $N_p = 350$ (red), 500 (blue), and 700 (black) particles with a fixed $K = 2500 \, \text{N/Cm}$.](image)

\[\text{FIG. 10: Variation of the (a) amplitude } \theta_0, \text{ and (b) frequency } \omega_0 \text{ of the angular oscillations with the changing values of } \kappa \text{ for } N_p = 350 \text{ (red), 500 (blue), and 700 (black) particles with a fixed } K = 2500 \, \text{N/Cm}.\]

The amplitude $\theta_0$ of oscillations as well as the frequency $\omega_0$ of angular oscillation as a function of $\kappa$ have been shown for three different cluster sizes with $N_p = 350$ (red), 500 (blue), and 700 (black) particles in subplots (a) and (b) of Fig. 10 respectively. At very high values of $\kappa$, pair interaction between the particles becomes small reducing the restoring force of the oscillation. Thus, static equilibrium configurations is expected for high values of $\kappa$. On the other hand for very low value of $\kappa$, pair interactions between particles is so strong that the particles do not get displaced at all. Even a small displacement of particle in this case generates a very strong restoring force and the particles do not get displaced spontaneously. Consequently, the amplitude of oscillation to be very low while the frequency becomes very high for lower values of $\kappa$. This is indeed observed in Fig. 11.

![Variation of frequency $\omega_0$ (red line), along with the amplitude $\theta_0$ (blue dotted line) of angular oscillation for different number of particles $N_p$. Here $\kappa$ and $K$ have been chosen to be 1.0 and 2500 N/Cm, respectively.](image)

\[\text{FIG. 11: Variation of frequency } \omega_0 \text{ (red line), along with the amplitude } \theta_0 \text{ (blue dotted line) of angular oscillation for different number of particles } N_p. \text{ Here } \kappa \text{ and } K \text{ have been chosen to be 1.0 and 2500 N/Cm, respectively.}\]

The characteristic features of the novel oscillatory equilibrium have also been explored for clusters with varying number of particles $N_p$. The amplitude $\theta_0$ (blue line) and the frequency $\omega_0$ (red line) of angular oscillation with the changing values of $N_p$ have been shown in Fig. 11 for a fixed $\kappa = 1.0$ and $K = 2500 \, \text{N/Cm}$. It is seen that while $\theta_0$ has a decreasing trend, the frequency of oscillation $\omega_0$ increases with the increasing values of $N_p$. This is expected and very much consistent with the arguments that have been given previously. The total force experienced by any particle due to the pair interactions with all the other particles increases with an increase of $N_p$. Particles are forced to spread over a larger area within the simulation box. Consequently, the radius, as well as the particle density of the whole configuration, increases with the increase of $N_p$. As a result, particles in the outer shells will experience a very high external electric force. Thus, with an increase of $N_p$, the total potential energy corresponding to the pair interactions as well as the external confining electric field increases. This causes the simultaneous increase of both frustration and strong coupling effects in the structural configuration and initiates rigid angular oscillation for the overall cluster. Thus, these rigid like equilibrium dynamics can be observed only above a certain value of $N_p$. As the value of $N_p$ keeps increasing, the restoring force originating from the pair interactions among the adjacent particles increases. Consequently, as discussed previously, the amplitude of spontaneous oscillation decreases whereas its frequency increases. This can be clearly seen in Fig. 11.

\[\text{IV. SUMMARY}\]

The relaxation of two dimensional (2-D) dusty plasma clusters have been studied using molecular dynamics simulation. Charged micro-particles interacting with the shielded Coulomb or Yukawa pair potential have been confined in an external 2D parabolic potential well. The equilibrium configuration of this trapped charged particle systems has been studied over a wide range of cluster size by varying the number of particles $N_p$ and the pair interaction strength represented by $\kappa$. It has been shown that for small $N_p$ values both the static and dynamic equilibrium configurations can be achieved. The inter-shell
rotations along with the radial oscillation of particles are shown to exist in the equilibrium cluster configurations for some \( N_p \) values. It has been shown that the angular dynamics and radial oscillation modes are correlated to each other.

A novel state for clusters with higher number of particles \( N_p \) has been observed. It has been shown that for \( N_p \) of the order of 100 or so, equilibrium configuration exhibits a novel state wherein the cluster exhibits rigid body oscillations. A detailed characteristic study has been carried out as a function of screening parameter \( \kappa \) and the cluster size. It has been shown that while the amplitude of the angular oscillation decreases, the frequency of the oscillation increases with the increasing values of \( N_p \). It has also been demonstrated that the rigid angular oscillations exist as spontaneous oscillatory mode only within a certain intermediate range of \( \kappa \) values. We look for that such a dynamical state would be interesting to look for in experiments.
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