Optimization and stabilization of a kilohertz laser-plasma accelerator
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Laser plasma acceleration at kilohertz repetition rate has recently been shown to work in two different regimes, with pulse lengths of either 30 fs or 3.5 fs. We now report on a systematic study in which a large range of pulse durations and plasma densities were investigated through continuous tuning of the laser spectral bandwidth. Indeed, two LPA processes can be distinguished, where beams of the highest quality, with 5.4 pC charge and a spectrum peaked at 2-2.5 MeV are obtained with short pulses propagating in moderate plasma densities. Through Particle-in-Cell simulations the two different acceleration processes are thoroughly explained. Finally, we proceed to show the results of a 5-hour continuous and stable run of our LPA accelerator accumulating more than $18 \times 10^9$ consecutive shots, with 2.6 pC charge and peaked 2.5 MeV spectrum. A parametric study of the influence of the laser driver energy through PIC simulations underlines that this unprecedented stability was obtained thanks to micro-scale density gradient injection. Together, these results represent an important step towards stable laser-plasma accelerated electron beams at kilohertz repetition rate.

I. INTRODUCTION

Laser wakefield acceleration is a process in which an ultrashort laser pulse is focused into a plasma in order to drive a large amplitude plasma wave. Plasma electrons can be trapped and accelerated to relativistic energies in the giant electric fields ($\sim 100$ GV/m) of the plasma wave, resulting in compact acceleration. From the first proposals\textsuperscript{1–3} and demonstrations\textsuperscript{4–9} to present days, laser-plasma accelerators (LPA) have undergone tremendous progress following the constant improvements of laser technology. Two approaches have been recently pursued. The first aims at exploring the high power regime, where the laser power reaches the PW. Such lasers recently allowed the acceleration of electrons to multi-GeV energies\textsuperscript{10–12} making them relevant drivers for compact sources of hard x-rays and γ-radiation, or future colliders\textsuperscript{13}. Heat-management and optical damage in the high-power beamlines have been the main limitations to increasing the repetition rate beyond the 1-10 Hz range. The second approach focuses on the development of high-repetition rate sources that are of paramount importance for applications. A LPA running at kHz or faster will provide more stable beams with higher average currents and will permit the implementation of active feed-back loops to further stabilize the performance of the accelerator. Indeed, existing multi-mJ kHz laser systems are now able to provide laser pulses compressed to almost single-cycle wave packets, and with tight focusing, intensities in excess of $I \approx 1 \times 10^{18}$ W/cm$^2$ can be obtained, which is suitable for driving a LPA\textsuperscript{14–18}. Due to such tight focusing, the acceleration length is typically short (few tens of micrometers), and the LPA electron energies are on the order of a few MeVs. Operation at kHz repetition rate provides a high average current (up to tens of nA), which makes them of a great interest for ultrafast electron diffraction\textsuperscript{19–21}, irradiation experiments for radiation harness assessment\textsuperscript{22} or radio-biology\textsuperscript{23,24}.

Recently, laser-plasma acceleration with kHz lasers was demonstrated in two different regimes: (i) one with 30 fs laser pulses of peak power of $P_0 \approx 300$ GW and high plasma density $n_e > 4 \times 10^{20}$ cm$^{-3}$\textsuperscript{16}, and (ii) another with laser pulses that were post-compressed to nearly single-cycle durations $\tau = 3.5$ fs, and reaching $P_0 \geq 420$ GW, but operating at lower plasma density\textsuperscript{17,25}. Both experiments resulted in the acceleration of MeV electrons but the accelerated beams had very different characteristics. Therefore, there is a need for an in-depth study of the effect of laser and plasma parameters in order to optimize the performance of kHz laser-plasma accelerators.

In this paper, we report on a systematic study of the various acceleration regimes at play over a large range of plasma densities and pulse durations, allowing to understand the transitions between the different regimes. Our set-up enables the continuous tuning of the laser spectral bandwidth from $\sim 30$ nm to $\sim 300$ nm, delivering laser pulses with near Fourier Transform Limited (FTL) durations in the ranging from 23 fs to 3.5 fs. This remarkable feature makes it possible to understand the role of the
pulse duration without having to introduce a frequency chirp in the laser pulses. In a way, this amounts to comparing different lasers systems with different bandwidths in a single experiment.

![Graph showing spectral and temporal intensity for different hollow core fiber pressures](image)

**FIG. 1.** Laser spectral (left) and temporal intensity (right) measured for different hollow core fiber pressures $P_{HCF} = 1100$ mbar, $1000$ mbar, $700$ mbar, $250$ mbar (from top to bottom). Legends provide the RMS spectral width $\sigma$ (left), and FWHM duration $\tau_{\text{FWHM}}$ (right) for each $P_{HCF}$. The thin curves represent $|E|^2$, and the thick curves the envelope. All curves are normalized.

In a second study, we focus on stabilizing the LPA, which is of essential importance for actual applications of the electron beam. We show that controlling the injection using specially designed shocked gas nozzles, and introducing a stabilization feedback system in the laser system greatly enhance the stability of the accelerator. Stable operation at 1 kHz repetition rate over several continuous hours of operation is demonstrated. The paper is organized as follows: section II describes the experimental and simulation methods used throughout this work. Section III shows the result of our extensive parametric study and proposes a discussion based on Particle-In-Cell simulations while section IV focuses on the stability study. Finally, section V summarizes and concludes.

II. METHODS

a. Laser system. The experiments that follow were conducted using the Salle Noire kilohertz laser system at Laboratoire d’Optique Appliquée (LOA). The laser generates $\approx 10$ mJ pulses with central wavelength $\lambda_0 = 800$ nm, and full width at half maximum (FWHM) duration of 23 fs. The pulses are then post-compressed in a 2.5 m-long hollow core fiber (HCF) filled with Helium gas. Varying the pressure of Helium in the fiber gives control over the spectral bandwidth and therefore over the pulse duration, which was tuned between 3.5 fs and 23 fs in the experiment, see Fig. 1. The spectral width and the pulse temporal profile were measured in vacuum using the d-scan technique. The residual frequency chirp of the laser pulses was minimized by fine-tuning the dispersion using a pair of silica prisms. In practice, this means that by tuning the pressure in the HCF fiber, we are able to vary the Fourier Transform Limited (FTL) pulse duration. Downstream, the laser was focused on target by, respectively for the the experiments of section III and IV, a f/2 and f/4 off-axis parabola to a $3 \times 3 \mu m$ spot (FWHM) and to a $6.2 \times 5.5 \mu m$ spot. In section, III, the energy on target is $\approx 2.5$ mJ, and the maximum laser amplitude in vacuum achieved for 3.5 fs pulse was $a_0 \approx 1.5$. Overall, the laser energy did not vary significantly ($<2\%$) when changing the pressure in the hollow core fiber. In section, IV, the energy on target is $\approx 3.8$ mJ, the shortest pulse duration was 4.1 fs and the maximum laser amplitude in vacuum was estimated to be $a_0 \approx 1$.

b. Gas target. For the LPA target in Sec. III we used a convergent-divergent nozzle with a 40 µm throat, 120 µm exit diameter which generated a continuous supersonic flow of molecular nitrogen $N_2$. The foot of the laser pulse is used to create the plasma by breaking the molecular and L-shell atomic bonds of $N_2$, thus releasing 10 electrons per molecule, and providing a high density electron plasma. Additionally, When the laser field hits its peak, $a_0 \gtrsim 1$, the laser pulse can ionize the K-shell and release two more electrons, thus triggering ionization injection (see also examples in the context of kHz LPA in) . In Sec. IV we used a 100 µm-throat, 300 µm-exit hole, one-sided shock (OSS) nozzle, consisting of a supersonic nozzle at the end of which was added a 100 µm flat section on only one lateral side. This geometry creates an oblique shock which generates a density bump followed by a downward transition at the beginning of a transverse path across the jet’s flow. These jets were used for density gradient injection.

c. Diagnostics. The gas and plasma profiles were characterized using a quadri-wave lateral shearing interferometer and the density maps were obtained via Abel inversion of the measured phase maps. For the supersonic jet used in Sec. III, we measured a quasi-gaussian density profile $N(z) \propto \exp(-z^2/L_p^2)$ with $L_p = 65 \mu m$ on the laser axis ($150 \mu m$ from the nozzle). For backing pressures between 12 bar and 100 bar, the peak electron density varied from $4.2 \times 10^{19} cm^{-3}$ to $3.5 \times 10^{20} cm^{-3}$. The OSS jet used in Sec. IV was operated with a backing pressure of 22 bar. The peak density was measured to be around $9.7 \times 10^{19} cm^{-2}$ and the density after the shock was $7.3 \times 10^{19} cm^{-2}$, corresponding to a 25% density drop with a transition width of 15 µm. The measured plasma profile of both jets is displayed in Fig. 2.
The electron beam was characterized using a calibrated CsI(Tl) phosphor screen, imaged onto a CCD camera. The laser beam was blocked by a thin aluminum foil in front of the detector, which also stopped electrons with energies lower than \( \approx 100 \text{ keV} \). The energy of the electrons was measured with a removable spectrometer made of a 500 \( \mu \text{m} \) pinhole and two permanent circular magnets.

### d. Simulations

Numerical simulations were performed using the particle-in-cell code FBPIC, which operates with quasi-cylindrical geometry\(^{40}\), and resolves electromagnetic equations using a pseudo-spectral algorithm\(^{11,42}\). The interaction domain was discretized in a cylindrical grid with cell-sizes \( \Delta z \times \Delta r = 21 \text{ nm} \times 40 \text{ nm} \) in Sec. III and \( \Delta z \times \Delta r = 27 \text{ nm} \times 70 \text{ nm} \) in Sec. IV. Five azimuthal Fourier modes were used. The plasma was initially modeled as a neutral nitrogen gas with 16 macro-particles per cell and with a density profile corresponding to measured experimental profile. The laser beam was initialized in the simulation using an antenna at the focal position, such that the spatial profile matches the one of the experiment. It was then back-propagated in vacuum to its initial position before focusing in the jet. Finally, the experimental measurements of the temporal laser field (see in Fig. 1) were used as inputs for the simulations.

### III. OPTIMIZATION AND PARAMETRIC STUDY

#### a. Results

We now present a parametric study where we measured the electron signal for different plasma densities and laser pulse durations. In the rest of the paper, we refer to the FWHM pulse duration as the Fourier transform limited (FTL) pulse duration to clearly indicate that the pulse duration is changed by tuning the spectral bandwidth and not by introducing a chirp. For each point \((\tau_{\text{w,hm}}, n_e)\), a \(d\)-scan measurement was performed in order to ensure that the laser pulse is optimally compressed. The raw data for the electron beams are presented in Fig. 3a, where each image was obtained by averaging over 10 to 1000 laser shots, depending on the signal level. Electron beams were never observed for the case of 23 fs FTL duration so that this case is not represented. In all other cases, an electron beam was obtained while its charge and divergence could vary greatly depending on the experimental parameters.

A global analysis of electron beam data is presented in Fig. 3b-d, where we plot the mean value, the charge (Fig. 3b) and the average electron energy (Fig. 3c) as a function of laser pulse FTL duration and electron plasma density. Each point is averaged over 20 acquisitions, and thus represents an average over 200 shots minimum (high signal case) and 20000 shots maximum (for the low signal cases). The vertical error bars represent the standard deviation from the mean value estimated from the 20 acquisitions. To quantify the LPA performance, we define the quality factor, \( f_q = \langle E \rangle / \sqrt{\sigma_{x,y}} \), shown in Fig. 3d. In this formula, \( Q \) is the total charge per shot, \( \langle E \rangle \) the average energy of accelerated electrons, and \( \sigma_x, \sigma_y \) are the RMS angular diversities of the beam along \( x \) and \( y \) directions. Clearly, this quality factor favors electron beams with high energy, high charge and narrow divergence. The first striking result is that the highest quality factor is obtained for the shortest pulses, 3.5 fs, at a specific resonant density.

#### b. General considerations

Let us now consider correlations between experimental parameters and LPA performance. In Fig. 4, we plot the same parameter space as in Fig. 3a, and show the measurements using red circles whose size represent the total beam charge. On the same graph, the conditions for relativistic self-focusing, and longitudinal matching of the laser pulse with the plasma are also represented. We recall these conditions:

\[
P_0 \gtrsim 17 n_e/n_p \text{ [GW]} \quad (a), \quad \text{and } \frac{c}{\tau} \simeq c/\omega_p \quad (b),
\]

where \( n_e = 1.1 \lambda_0^{-2} \times 10^{21} \text{ cm}^{-3} \) is the plasma critical density for laser wavelength \( \lambda_0 \) (here in micrometers), and \( \omega_p = c/4\pi r_e n_p \) is the plasma frequency with the plasma density \( n_p \), and the classical electron radius \( r_e \). Note that the pulse duration \( \tau \) in Eq. (1b) is defined as the RMS of the intensity profile and corresponds to \( \tau = \tau_{\text{w,hm}}/2.355 \). For these estimates, it was assumed that the laser energy is 2 mJ and the focal spot size \( R_{\text{w,hm}} = 3 \mu \text{m} \).

In Fig. 4, we plot Eq. (1a) and Eq. (1b) with the dashed and dotted curves respectively. Firstly, one may note that below the relativistic self-focusing threshold, the accelerated charge is low, indicating that self-focusing is required to reach the high intensity required for stable self-injection. Most of the high-charge cases correspond to above-critical laser powers and pulse duration close to the plasma wave periods – cases of 3.5 fs and 3.8 fs laser pulses. Figure 3a shows that for the 3.8 fs pulse, as the plasma density grows, the injected charge increases, and so does the beam angular divergence. The charge increase can be explained by stronger self-focusing and also by the laser group velocity slowdown in the plasma, \( v_g/c \simeq 1 - n_p/(2 \gamma_p \rho_c) \), where \( \gamma_{\perp} \simeq \sqrt{1 + \rho_c/2} \) is the relativistic factor of laser-driven electron fluid. This plasma
FIG. 3. (a) Electron angular distributions for different plasma density and laser pulse FTL durations. Each image presents the average of 10 to 1000 shots, and the colorscale is then normalized to its maximum level. On the right, the following beam parameters are plotted as a function of plasma density, for different FTL pulse durations: charge per shot (b), mean energy of the accelerated electrons (c), and the quality factor as defined in the main text (d). The error bars represent the standard deviation from the mean value due to statistical fluctuations.

FIG. 4. Parameter space of the kHz LPA. Measurements are represented by red circles with sizes proportional to the beam charge. Dashed and dotted lines represent conditions in Eq. (1), and the gray colormap corresponds to the normalized plasma density $N_p = n_p / \gamma \perp n_e$.

wave slows down for the higher $n_p$, which facilitates co-phasing of electrons with the wake, as required for injection. Beam divergence is determined by the spread of electron transverse momenta acquired during the injection. Naturally, this initial divergence scales with the plasma focusing force growing as $F_\perp \propto n_p$.

The longer laser pulses (10 fs case) clearly do not fulfill the longitudinal resonance condition Eq. (1b), and its $a_0 \approx 1$ is too low to trigger self-injection. These longer pulses need to evolve in the plasma, via the self-modulation and relativistic self-focusing instabilities to efficiently excite a plasma wave. For the considered parameters, these processes are strongly nonlinear and can be quantified by the normalized plasma density, $N_p = n_p / \gamma \perp n_e$, an equivalent to the similarity parameter in Ref. 43. For higher $N_p$, one may expect the plasma nonlinearities to dominate the physics. In Fig. 4, $N_p$ is plotted in gray, and we see that among the unmatched cases (4.9 fs and 10 fs), efficient electron acceleration occurs preferentially for the case when the laser is sufficiently long, $\tau \omega_p \gg 1$, and when plasma parameter reaches $N_p \gtrsim 1/6$. The first condition is favorable for the self-modulation instability while high $N_p$ favors nonlinear plasma effects.

c. Simulations. In order to understand the transition between these regimes, we performed PIC simulations for two extreme cases – the shortest (3.5 fs) and the longest (10 fs) laser pulses with their corresponding plasma densities $n_e = 1.8 \times 10^{20}$ cm$^{-3}$ and $3.5 \times 10^{20}$ cm$^{-3}$, respectively. These two cases correspond to (i) the resonant case, giving peaked electron energy and narrow divergence beams, and (ii) the self-modulated case, giving high charge and high divergence beams. In the simulations, the laser energy was adapted to match the experimental results, giving 2 mJ for the 3.5 fs case, and 1.5 mJ for the 10 fs case.

In Fig. 5(a,b) we compare the spectral and angular electron distributions obtained in experiment to the simulation results. For the chosen parameters, the simulated beam features are in a good agreement with the experiment. We see that the shortest pulse provides a collimated electron beam with a peak in spectrum around $2 - 2.5$ MeV, while in the 10 fs case, the beam is rather divergent and has a thermal spectrum with an equivalent “temperature” $T_e \approx 700$ keV. In the experiment, the total charge was measured within a 75 mrad aperture, and
was found to be 5.4 pC in both cases. In simulations, considering the same aperture, the beam charges are 4.6 pC (22 \% from K-shell ionization) and 9 pC (16 \% from K-shell) in the 3.5 fs and 10 fs pulse cases respectively. However, in the latter case, the modeled beam divergence was \sim 200 \text{ mrad (fwhm)} and the total charge reached 48 pC (mainly from the self-injection) in that larger aperture.

The dynamics of the electron spectra and laser peak field are depicted in Fig. 5(c). In the 3.5 fs case, the laser experiences moderate self-focusing and produces electron injection and acceleration, which brings electrons to high energies \lesssim 8 \text{ MeV}. Acceleration is followed by the electron dephasing, i.e. electrons overrun the wake. When particles reach the front half of the bubble, the plasma field tends to decelerate them down to the energy level given by the wake phase velocity, i.e. the laser group velocity: \epsilon_w = m_e c^2 (\gamma - 1) \approx m_e c^2 (N_p^{-1/2} - 1). For the upper case of Fig. 5(c), this energy is \epsilon_w \approx 1.5 \text{ MeV}, but laser deflection stops the deceleration when \theta_0 \lesssim 0.5, and leaves the electron spectrum with a peak around 2.5 \text{ MeV}. In the second case (Fig. 5(c) bottom), the laser gets strongly focused and modulated, \theta_0 \gtrsim 1.7, which triggers electron injection. Although self-focusing greatly enhances the laser field, the interaction length and the acceleration length are both strongly reduced because of strong pump depletion and strong defocusing. In this case, electron defocusing is also very fast (distance of few \text{ \mu m}), so that electrons are continuously accelerated-decelerated, which produces a thermal electron spectrum around, \epsilon_a \approx 700 \text{ keV}.

Laser self-modulation is essential to achieve laser-plasma acceleration for the longer pulses, \omega_p \tau \gg 1, which in our study occurs with a 10 fs pulse duration. In Fig. 5(d), we see that in both short and long cases, the pulse profile at its focal position acquires a peak located in the first bucket of the plasma wave. This “driver” peak is shaped by the plasma resonance, and its duration, measured with a Gaussian fit, matches exactly the condition Eq. (1b), giving \tau_{\text{whm}} = 3.1 \text{ fs} and 2.1 \text{ fs for } N_p = 1.8 \cdot 10^{20} \text{ cm}^{-3} \text{ and } 3.5 \cdot 10^{20} \text{ cm}^{-3} \text{ respectively. Surprisingly, the physics of these two cases is thus relatively similar. The main difference is that in the high density case, the nonlinearities are much more violent and the pump depletion length is shorter, which greatly limits the acceleration length.}

The conclusion of these simulations is that there is still room for improvement: higher electron energy, up to 8-10 \text{ MeV}, might be achieved if the plasma length could be made shorter so that electrons would not dephase. This could be done with even shorter jets for example.

IV. STABLE CONTINUOUS OPERATION WITH A ONE-SIDED SHOCK JET

a. Results. Even though the configuration depicted in the previous section using a 120 \text{ \mu m} supersonic jet, yielded good quality beams in the short pulse case, the mid-to-long term stability, i.e. keeping the beam consistent for more than a few minutes, has proven to be a challenge. Moreover, the day-to-day reproducibility in this configuration was not satisfactory, as the accelerator performances could considerably vary from one day to another, while known laser and plasma parameters would remain similar. In order to solve these issues, a new 300 \text{ \mu m} one-sided shocked supersonic jet providing a density downward transition at the beginning of the plasma was used (see Fig. 2). The downward density transition is known to facilitate trapping and to enable controlled injection in the density ramp. The target...
FIG. 6. a) Electron spectra monitored during the 5h run. Each spectrum is averaged on 100 shots. b) Typical beam measured before the run. The mean charge of 2.6 pC/shot is an average on 200 shots. c) Simulated (solid line) and experimental (dashed line) electron spectra at the beginning of the experiment (blue, simulation with an adjusted 3.35 mJ energy) and at the end of the experiment (yellow, simulation with 3.0 mJ energy).

characteristics and experimental configuration are thoroughly described in\textsuperscript{26}. We draw attention to the fact that the gas target dimensions are larger than in the previous experiment with a supersonic nozzle, mostly due to manufacturing constraints. Therefore the focal length was also increased from $f = 50$ mm to $f = 100$ mm in order to increase the Rayleigh length for a better match with the plasma profile.

A second important improvement was the introduction of feed-back loops so as to stabilize the performance of the laser system. In particular, we found that it was critical to stabilize the laser beam pointing at the level of the last focusing optics. This permitted to maintain the position and the spatial quality of the focal spot throughout the experimental run. These improvements allowed us to perform a 5 h-long continuous and stable hands-off operation of our accelerator with an accelerated charge of $2.6 \pm 0.6$ pC/shot measured beforehand, with beam divergence of $80 \times 75 \pm 8 \times 9$ mrad. The electron spectrum was monitored constantly during the run, and showed a remarkable stability during the first 150 min with a peaked spectrum at 2.5 MeV. The results are displayed in Fig. 6. It appears that after 150 min the high-energy part of the spectrum started to erode, and at the end of the run, the peak of the spectrum was displaced from 2.5 MeV to 1.9 MeV. This decrease in energy of the electrons can be associated to a continuous decrease in the monitored laser energy of 11\% during the experiment. (the cause of which was later attributed to a series of damages on the laser chain). Still, the accelerator consistently produced electron beams over 5 hours, with peaked spectra and energies in the range 1-3 MeV. This represents a dramatic improvement compared to previous experiments with supersonic nozzles in which the longevity of such beams in hands-off operation would be of a few minutes. In addition, even though it led to a loss of performance, the decrease in laser energy highlights the robustness of the density downramp injection method, since this advance in long-term stability was achieved despite the significant variation of an important parameter.

b. Simulations. Particle-in-cell simulations with experimental parameters as input were performed in order to reproduce these results, and gain more insight into the injection and acceleration processes, with a specific focus on the dependence on the laser driver energy. To do so, 16 simulations were performed, varying $E_{l}$ in the range 2.6-3.8 mJ. Figure 6c represents the experimental and simulated spectra for laser energy corresponding to the beginning and the end of the experimental run. The energy in the corresponding simulations had to be slightly reduced to 3.35 mJ and 3.0 mJ (maintaining the 10\% drop) to match the experimental results. The simulations reproduce quite well the electron energy loss concomitant to a 10\% decrease of the laser energy, even though some higher energy electrons (small peaks at $E > 3$ MeV) were not detected in the experiment. The charges in the simulations are 6.2 pC for the 3.35 mJ case and 3.3 pC with the 3.0 mJ pulse. These simulations indicate that injection does occur in the density transition region, supported by self-focusing which is triggered in the density bump in the shock region, see Ref.\textsuperscript{26}. Electrons from ionization injection represent only 5\% of the total charge in the 3.35 mJ case, and lead to a small peak around 7.5 MeV in the spectrum. This peak was not detected during the
FIG. 7. Electron density (gray scale) in \(z-x\) plane, and in phase space \(z-\epsilon_z\), where \(\epsilon_z\) is the energy neglecting the contribution of momentum along \(x\) and \(y\), for L-shell and K-shell electrons (blue and green respectively), longitudinal electric field \((E_z)\) (red dashed curve), and laser envelope (red shaded area) for the a) : \(E_l=3.35 \text{ mJ}\) case and b) \(E_l=3.0 \text{ mJ}\) case. c) Mean position of injection behind the laser pulse and maximum longitudinal electric field (normalized to the value for \(E_l=3.8 \text{ mJ}\)) according to the laser driver energy

experiment and is not displayed in Fig. 6c for the sake of clarity.

In fig. 7a-b, we represent, for two laser energies, the plasma density at the end of the downramp, the injected electrons in phase space and the on-axis \(E_z\) field. In both cases, L-shell electrons are trapped in several buckets, starting quite far behind the laser pulse, respectively from the 4th and the 5th. This behavior is found in all the simulated cases: it is found that the first bucket in which electrons are injected moves backward. It goes from the 3rd bucket at \(E_l=3.8 \text{ mJ}\) to the 7th bucket at \(E_l=2.6 \text{ mJ}\). This can be explained by considering the evolution of the wake phase velocity in a downward density transition:\[ v_p = c \frac{1}{1 + (z - ct) \frac{dk_p}{dz}}, \tag{2} \]

With \(k_p(z) = \sqrt{4\pi r_e n_e(z)}\) the local plasma wave number where \(r_e\) is the classical electron radius. According to Eq. 2 the wake phase velocity decreases with the laser co-moving coordinate \((z - ct)\). The immediate consequence of this is that \(v_p\) is smaller in buckets further behind the laser therefore easing trapping in these buckets. When lowering the laser energy, the amplitude of the wake decreases (see Fig 7c) and the first bucket where the wavebreaking condition is satisfied moves further behind, leading to the behavior of moving back of the injection observed in Fig 7a,b. This is supported by the evolution of the mean position of injection in the co-moving frame, according to the laser initial energy plotted in Fig 7c, where the mean position of injection \(\langle z - ct\rangle_{inj}\) goes from \(-19 \mu\text{m}\) at \(3.8 \text{ mJ}\) to \(-28 \mu\text{m}\) at \(2.6 \text{ mJ}\).

It is clear from Fig. 7a,b and the typical parabolic shape of the electrons in phase space that electrons energy is limited by dephasing. As the phase velocity \(v_p\) decreases with the laser co-moving coordinate in the density transition region, so does the associated Lorentz factor \(\gamma_p = (1 - v_p^2/c^2)^{-1/2}\), and so does the dephasing length \(L_{deph} \propto \gamma_p^2\). This leads to smaller energies further behind the laser. This can be clearly observed in both panels a) and b) of Fig. 7 where the maximum energy of each parabola in phase space is gradually smaller than the one before. The decrease in electron energy with the laser energy can therefore be explained by the backward shift of the injection position observed in Fig. 7c, leading to a globally smaller dephasing length.

FIG. 8. a) Absolute accelerated charge in simulations and b) The same curves normalized to the charge obtained at \(E_l=3.8 \text{ mJ}\) to show the superior stability of the OSS jet against laser energy fluctuations.
In Fig. 8 we compare the accelerated charge according to the input laser energy in the simulations, between both shocked and supersonic gas profiles with otherwise the exact same set of parameters (the laser is focused at the maximum of the gaussian plasma profile in the supersonic case). This shows that for the considered parameters, the shocked jet yields a significantly higher charge for all the energies (6.2 pC vs 0.8 pC at $E_l = 3.35 \text{ mJ}$) due to the eased injection in the density transition region. Moreover, the normalized curves highlight quite well the enhanced stability obtained with the OSS jet, as in this case, the decrease in charge with the laser energy is, in a first instance, much more gentle than with the supersonic jet.

From this analysis, we can determine that the use of shocked nozzles for high-repetition rate LWFA presents several advantages compared to supersonic jets, notably in term of stability and accelerated charge. However, the yielded beams significantly more divergent, and the temporal profile of electron bunches stemming from multibuckets injection in the gradient is necessarily elongated. In order to improve this, a steeper gradient combined with a higher laser intensity would allow trapping in the first bucket. The simulations demonstrate that the electron energy is largely limited by the short dephasing length that derives from the high plasma density necessary to achieve laser self-focusing. A higher pulse energy would allow us to work with lower plasma density, but this represents a challenging technological advance. A smaller shocked gas jet, of dimensions comparable to the supersonic gas jet used in Sec. III, more adapted to our typical acceleration lengths, would probably yield better results, and while still technologically demanding, such small asymmetric jets can be manufactured and will be used in future experiments.

V. CONCLUSION

We have studied laser-plasma acceleration with a few-cycle few-mJ laser in a wide range of laser pulse durations and plasma densities. We have identified two regimes for generating multi-pC beams. In the first regime, the resonance condition is fulfilled as the laser pulse duration matches the plasma period (3.5 fs laser pulses and $n_p \sim 1.8 \times 10^{20} \text{ cm}^{-3}$). This leads to collimated electron beams with a 2-3 MeV peaked energy spectrum. In the second case, a longer duration pulse, 10 fs, is strongly self-modulated and self-compressed in a higher density plasma $n_p \sim 3 \times 10^{20} \text{ cm}^{-3}$. This leads to electron beams with a higher charge and divergence, but with a thermal energy distribution extending to a few MeV energies. Although the resonant regime leads to higher quality electron beams, the high divergence and high charge regime is relevant for irradiation experiments where high radiation doses are required. Recently, we have operated our kHz laser-plasma accelerator in this regime in order to perform a radiobiology experiment in which high doses were deposited in cancerous cells.

Moreover, using a new one sided shock nozzle, we have achieved stable, continuous and hands-off operation of our LPA for more than 5 hours, accumulating more than $18 \times 10^6$ consecutive shots, with pC charge and few-MeV electrons. This represents a significant advance toward the use of LPA as a source for applications.

Numerical simulations, performed in a variety of cases, highlight the fact that our accelerator is limited by dephasing. Therefore, decreasing the interaction length in order to avoid electron dephasing will be a requirement for increasing the energy to 10 MeV and beyond. Additionally, using lighter gases is also expected to increase the electron energy as was recently demonstrated, which may also open new opportunities.
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