Estimating the Probabilities of Surrounding Vehicles’ Intentions and Trajectories using a Behavior Planner
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ABSTRACT: Estimating the intentions and trajectories of other vehicles is critical to achieving stable, long-term planning and decision making in autonomous driving systems. This paper introduces a novel technique for estimating the intention and trajectory probabilities of surrounding vehicles. The first step is to use a deterministic behavior planner to identify possible trajectories and behaviors. The behavior planner models an average driver who follows the driving rules according to information provided by a road network map, and also provides the control signal used in the following step. Next, a customized particle filter is integrated with the planner to model the uncertainty of various trajectories and behaviors, using multiple sensing cues such as pose, velocity, acceleration and turn signal use. The proposed method supports various sensor modalities, depending on the availability of additional sensing information. Finally, by including the sensor data the probabilistic process is able to estimate the probabilities of various trajectories and intentions. The proposed method is generic to any driving situation supported by the behavior planner. Intentions such as ‘go forward’, ‘turn right’, ‘turn left’, ‘yield’ and ‘stop’ are supported by the proposed method. Our proposed method is evaluated using multiple, complex, simulated driving situations, and then comparing the simulation’s ground truth to the estimated probabilities. Evaluation criteria are how early and accurately our system can estimate the driving trajectory and intention probabilities of the vehicle. Our results show that the method can successfully estimate driver intention and trajectory in multiple complex situations, such as left turns, right turns and during passing, as well as at four-way intersections and bus stops.
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1. Introduction

Developing autonomous vehicles systems has become easier, with many organizations and start-ups now competing to achieve safer and more reliable autonomous driving systems. Until all vehicles on the road become autonomous, the problem of interaction between human-driven and autonomous vehicles will remain. This stems from the difficulty autonomous vehicles have understanding the intentions of humans, due to driver uncertainty, indecision and human error. One solution is defensive autonomous driving, with the expectation that other drivers will operate their vehicles responsibly. Another solution is to estimate the other drivers’ probable intentions and future trajectories and then plan suitable action and a trajectory based on the estimation results [1][2][3].

Trajectory and intention estimation such in [4][5][6][7] uses deterministic model of the other vehicles, problem with this approach is embedding the other vehicles intention into the estimated trajectory. This results in the lack of explaining the ego vehicle decisions. Another problem is deterministic approaches ignores the uncertainty factor and require very accurate physical model of the other vehicles. Machine learning approaches are utilized in [8][9][10] such as Deep Neural Networks (DNN) and Recurrent Neural Networks (RNN). The problem with these approaches is that the system learns from limited set of data to handle one situation such as highway or four way intersection which results in lack of generalization, especially to situations that are rarely occur. Other research uses state machine and search based algorithms for intention estimation such as [11][12] although this approach is practical but it doesn’t consider the sensing uncertainty. Probabilistic based approaches to handle uncertainty is introduced in [8][13][14][15][16]. They utilize Hidden Markov Models (HMM), Markov Decision Processes (MDP) and Partially Observable MDP (POMDP). Although they show promising results but they are computationally expensive. Researchers often use very simple model of the surrounding vehicles to achieve better performance.

The main contribution of this work is to estimate intention and trajectory of surrounding vehicles for most of complex urban driving situations in real time. We accomplish that by using behavior planner such in [12] as the complex motion model integrated with non parametric probabilistic filter (particle filter) [17][18] to handle uncertainty. Behavior planners model both trajectories and behaviors of the surrounding vehicle providing a complete model not only to the motion of the vehicle but also to traffic rules constraints.

Other contribution is achieved, improving the particle filter performance to operate in real time by reducing the state space dimension using multiple particle filters for each trajectory and intention. The third contribution is the flexibility of the proposed method, as it allows the use of different kinds of sensor information similar to [19]. Continuous states such as position, heading, velocity and acceleration are used. Additional contextual
discrete sensing data can also be included with minimal implementation changes, such as driver gestures or Vehicle to Vehicle (V2V) communication to provide more sensing inputs. Figure 1 shows a block diagram of the introduced algorithm.

![Block Diagram of Proposed Algorithm](image)

Fig. 1 Proposed system architecture, consisting of two main modules; a Passive Behavior Planner and Particle Filters. Environment representation is very important for state modeling. Some studies as in [10][19][15] have used very simple, custom built road networks which provides some driving rules in a simulation environment, but not using a standard mapping format makes it difficult to integrate with other autonomous driving systems. In this work we used standard road network map format that is used in full autonomous driving stack [20].

Sensor configuration for this work depends on the framework and the utilized behavior planner being used. In the Autoware framework [20] and OpenPlanner [12] the data for surrounding vehicles come from LIDAR based object detection which outputs position and size. A fusion between LIDAR, RADAR and Camera could be used to improve detection accuracy and reduce uncertainty.

‘Intention’ and ‘behavior’ are generally used to describe a driver’s action, such as doing nothing, to the complicated, three-step passing of a slower vehicle. In this paper we will use ‘behavior’ to refer to the ego vehicle’s actions or the estimated actions of other vehicles before filtering. When we use ‘intention’ we mean the estimated set of actions after filtering [21][22].

In Section 2 we provide a system overview and describe the architecture of the particle filter algorithm. In Section 3 we discuss uncertainty modeling using the particle filter algorithm and our reason for choosing this method. One of the main contributions of this paper is the novel way we use the behavior planner and particle filter, and this is explained in Section 4. Section 5 describes our evaluation environments, scenarios and results. Conclusion and plans for future work are discussed in Section 6.

2. Method Overview

One of the ideas proposed in this paper is the extraction of all the possible driving trajectories and their embedded traffic rules from a road network map. These serve as a starting point for both the particle filter and the behavior planner. The extracted trajectories are used to initialize the prior distributions for the various driving behaviors to be estimated. From the point of view of the behavior planner, these trajectories are the planning base.

The main modification we introduce to the basic particle filter algorithm is the use of a deterministic behavior planner to estimate the motion model used to generate the control signal. This control signal is used to re-sample the remaining particles, which are then weighted using multiple sensing cues such as position, heading, velocity, acceleration and turn signals. Finally, the posterior probability for each particle filter is calculated and the best intention and trajectory is selected.

Figure 1 shows that proposed algorithm consists of three main modules; a trajectory extractor, a passive behavior planner and the particle filters. Tracked objects are the output of the third-party object detection and tracking module. Finally, the algorithm outputs intention and trajectory probabilities.

2.1. Trajectory Extraction

The trajectory extraction module extracts all of the possible trajectories from the road network map, along with the embedded traffic rules, as shown in Figure 2. In addition, we add kinematically feasible branches to model exiting from and merging onto main roads.

2.2. Passive behavior planner

The behavior planner [12] utilized in this paper uses road network maps and a state machine representing the available driving behaviors to generate a driving decision. The behavior planner then generates an obstacle-free trajectory for the low-level controller to execute. In addition to the map, the planner uses the ego vehicle’s behavior. The state machine used for behavioral planning is shown in Figure 3.

![Behavior Planner State Machine](image)

Fig. 2 Extracting all possible vehicle trajectories from a road network map. After all of the existing paths are extracted, the additional branching paths (right) are added.

Fig. 3 Behavior planner state machine.
The planner is modified to work passively, thus, it acts as the driver, and seeks out what behavior the vehicle should execute next, based on its previous intention and the current pose. It represents an expert driver in the loop by generating the behaviors that should be executed next. It does not take sensing uncertainties into account, however.

2.3. Particle Filter

The main reason for using a particle filter is to address uncertainties such as observational uncertainty and motion uncertainty. Although there are different types of filters that could be used to model these uncertainties, particle filters are chosen for two main reasons, one related to implementation and the other related to the fact that the probability distribution of the posterior is unknown \[17\],[19].

Many trajectory and intention estimation algorithms either ignore the type of sensor measurements used or strictly specify them. In this work, the implementation of the particle filter is intended to allow the integration of multiple sensing cues such as vehicle pose, heading, velocity, acceleration and turn signal information. In the future, this flexible design will be able to utilize vehicle to vehicle communication (V2V) \[15\] and driver gesture recognition \[23\].

3. Uncertainty Modeling

Different driving behaviors have different observation profiles, based on their velocity, acceleration, orientation, turn signal and current road rule information. The more information that is available from the object detection and tracking step, or from other sensing modules, the more accurate the probability estimation. Clusters of samples (particles) for each behavior can be generated based on the assumption that the range of driving behaviors is limited to the ones matching those generated by expert drivers. The same behaviors are modeled by the behavior planner.

3.1. Reasons for using Particle Filters

Particle filters allow the use of several weak measurement cues to be accumulated into a strong estimator, and more sensing cues can be added later for better estimation. These cues could be situation or sensor reading dependent. In the case of sensor reading dependency, co-variance could be included in the particle weighting process. Another reason for choosing particle filtering is that the posterior probabilities could be at any distribution, rather than only a Gaussian one, because they are non-parametric Bayesian filters \[17\].

3.2. Algorithm Setup

The key role of the particle filter is to represent the posterior for calculating the belief state of \( x_{bel}(x) \) using a set of random state samples drawn from its distribution. The basic particle filter algorithm is shown in Algorithm 1. The default algorithm cannot be used due to missing control signal \( u \), so only the detected state for the surrounding vehicle is available. Control signal \( u \) is calculated from sensing signal \( z \) and road network map data using the passive behavior planner, as shown in Equation 1.

Particle filter set up consists of defining a state space, observations and particle representation. Table 1 describes the problem state space.

\[ u_t \approx \text{OpenPlanner} \left(Z_p, X_{t-1}, \text{map} \right) \] (1)

Observations could come from different modules, such as object detection and tracking, or turn signal detection. In this study we use modules inside the Autoware \[20\] open-source software package. Table 2 shows the utilized observations.

A separate particle filter for each trajectory and behavior is used to improve performance by reducing the dimensions of each particle filter. Each particle moves according to the behavior planner's estimated \( u \). Particle re-sampling uses a normal distribution as the prior distribution, as shown in Figure 4. When a new trajectory appears, a new set of particles are sampled. For the branching trajectories, the particles are re-sampled at a fixed time interval. The supported intention states are shown in Figure 5.

Table 1 State space elements.

| \( pose(x, y, \theta) \in \mathbb{R}^3 \) | \( v \in \mathbb{R} \) | \( a \in \mathbb{R} \) |
| \( T, S \in \{-1,0,1,2\} \equiv \{\text{None}, \text{L}, \text{Both}, \text{R}\} \) |
| \( Traj \in \text{waypoints} (p_0, \ldots, p_n); (x, y) \in \mathbb{R}^2 \) |
| \( Beh \in \{\text{Forward, Stop, Yield, Right, Left}\} \) |

Table 2 Observations.

| \( pose(x, y, \theta) \in \mathbb{R}^3 \) | \( v \in \mathbb{R} \) | \( a \in \mathbb{R} \) |
| \( T, S \in \{-1,0,1,2\} \equiv \{\text{None}, \text{L}, \text{Both}, \text{R}\} \) |

Fig. 4 Prior sampling distribution, manually designed with fixed parameters for the particle filter’s motion model initial condition.
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The main modifications introduced to uncertainty representation due to the use of particle filters are, first, the use of a deterministic behavior planner as the motion model for particle filter, Equation 1. The behavior planner is assumed to function as an expert driver who will follow the traffic rules as indicated by the road map. This also enables us to use the simple motion model estimated by the behavior planner, thus replacing the behavior planner with a better one should result in a better model. Second, using particle filters increases flexibility, as it is easy to add more measurement cues and behaviors. Adding more sensing information such as turn signal and gesture detection is very straightforward, making it easy to integrate them with the current algorithm, improving estimation accuracy.

4. Steps of Estimation Algorithm

The proposed algorithm consists of four main steps; trajectory extraction, particle sampling, measurement update (weight calculation) and resampling.

4.1. Trajectory Extraction

We extract possible driving trajectories from the road network map and then add two additional trajectories to represent branching right and branching left. The left side of Figure 3 shows the center lines of the road network map, while the right side of the figure shows the four extracted trajectories; the two branching trajectories, one for going straight and another one for turning left. The long path represents the global plan for the simulated vehicle.

4.2. Particle Sampling

We sample new particles for new behaviors and trajectories, thus when a new trajectory appears in a scene, new particles need to be generated. Figure 5 shows the state network representing the intentions of other vehicles and the transitions between them. Extracting the trajectory from the previous step helps us to represent the initial probability distribution needed to achieve particle sampling. Figure 4 shows the distributions that we draw for each particle filter.

4.3. Weight Calculation

In this step the sampled particles are filtered by calculating how far they are from the original distribution and sensing cues. The weight for each particle is calculated against the sensing data, such as position, direction, velocity, acceleration and turn signal information. It is important to take sensing noise into consideration. We can use the same sensing noise value for each measurement, but that will not be accurate because the sensors vary in their degree of precision.

The following set of equations shows our method of weight calculation for a single particle. In Equation 2, the total weight \( W_{all} \) is calculated by aggregating the measurement cues weights. \( P \) is the importance factor for each measurement cue such that \( P_{pose} + P_{dir} + P_{vel} + P_{acc} + P_{sig} = 1 \). This enable choose which sensing cue should contribute to the posterior distribution the most. In Equations 3 and 4, \( W_{pose} \) is the distance deference between observed position \((x, y)\) and particle position \((\hat{x}, \hat{y})\). In Equation 5, direction weight \( W_{dir} \) is calculated using the difference between both observed \( \theta \) and sampled \( \hat{\theta} \). Discontinuity in angle differences could be problematic, so a special function is used in Equations 5 and 9 which contains information about vehicle heading semantics. In Equation 6, velocity weight \( W_{vel} \) is the difference between velocity as measured by the object tracker, \( v \), and the expected velocity calculated by the passive behavior planner, \( \nu \). In Equation 7, acceleration weight \( W_{acc} \) is the difference between acceleration measured by tracking, \( a \), and the expected acceleration from the passive planner, \( \nu \). In Equations 8 and 10, turn signal weight is the similarity between what is observed by the vision module, \( S \), and the expected signal direction as estimated by the passive planner, \( \nu \). Each measurement cue weight is multiplied by an importance factor \( P \), as shown in Equation 2.

\[
W_{all} = W_{pose} \cdot P_{pose} + W_{dir} \cdot P_{dir} + W_{vel} \cdot P_{vel} + W_{acc} \cdot P_{acc} + W_{sig} \cdot P_{sig}
\]

\[
d = \sqrt{(x_{z} - x)^2 + (y_{z} - y)^2}
\]

\[
W_{pose} = \left\{ \begin{array}{ll} \frac{1}{d}, & \text{if } d > pose\_err \\ \frac{1}{pose\_err}, & \text{otherwise} \end{array} \right.
\]

\[
W_{dir} = \left\{ \begin{array}{ll} \frac{1}{dir\_err}, & \text{if } |\theta_{diff}| > dir\_err \\ \frac{1}{\theta_{diff}}, & \text{otherwise} \end{array} \right.
\]

\[
W_{vel} = \left\{ \begin{array}{ll} \frac{1}{vel\_err}, & \text{if } |v_{z} - v| > vel\_err \\ \frac{1}{v_{z} - v}, & \text{otherwise} \end{array} \right.
\]

\[
W_{acc} = \left\{ \begin{array}{ll} \frac{1}{acc\_err}, & \text{if } |a_{z} - a| > acc\_err \\ \frac{1}{a_{z} - a}, & \text{otherwise} \end{array} \right.
\]

\[
W_{sig} = S_{diff}(S_{z}, S)
\]

\[
\theta_{diff}(\theta_{1}, \theta_{2}) = \left\{ \begin{array}{ll} 2\pi - (\theta_{1} - \theta_{2}), & \text{if } \theta_{1} > \theta_{2} \\ 2\pi - (\theta_{2} - \theta_{1}), & \text{if } \theta_{2} > \theta_{1} \end{array} \right.
\]
There are multiple approaches for weight calculation; in our experiments we tried several methods. Finally we selected equation 2-10 as they are the most computationally efficient. Theoretically equation 2 is supposed to calculate the joint probability of all sensing information \[^{[17]}\]. One problem with using joint probability and multiply all probabilities is lots of particle doesn’t lie in the vicinity of the correct state. That leads to particle deprivation which requires the use of huge number of particles. Another problem is when one sensing cue importance factor becomes very low other sensing weights contributions decrease too. To solve both problems in equation 2 we used summation of the weights instead of the joint probability with the assumption that all sensing cues are independent.

4.4. Re-Sampling

In this step, particles with small weights are removed and are replaced with new samples drawn from particles with the highest confidence level. This sampling step relies on the motion model that estimates the path the observed vehicle is expected to follow, which in this study is the behavior planner. It estimates the motion and intentions of other vehicles according to the observed circumstances. Equations 11 to 17 define the re-sampling step and our motion model.

\[
\begin{align*}
    (v_p, \omega_p, s_p, beh_p) &= \text{OpenPlanner}(x_{t-1}, beh_{t-1}, traj_{t-1}) \\
    x_t &= \text{Move}(x_{t-1}, v_p, \omega_p, beh_p)
\end{align*}
\]

In this experiment, Figure 6, there are two possible trajectories the simulated vehicle can follow. Forward trajectory until the intersection and then continuing forward towards Goal \(F\), or a forward trajectory until the intersection and then turning left towards Goal \(L\). Assumptions for this experiments are that the traffic light is green and that turn signal sensing is not available.

5. Evaluation Results

In this section we present a detailed analysis of the results of our estimation process. We evaluated our proposed intention and trajectory estimation system using multiple simulated driving situations. The objective of these evaluations is to demonstrate that the proposed method can accurately estimates trajectories and intention probabilities at various driving scenarios, such as three-way intersection, four-way intersection, intersection with and without stop signs, and bus stops. These driving scenarios are depicted from the National Highway Traffic Safety Administration (NHTSA) report \[^{[24]}\].

The simulated vehicles operate using an active version of the behavior planner. State and generated behaviors for the simulated vehicles are considered as the ground truth. There is no information sharing between the planner for the simulated vehicles and the ego vehicle’s planner. An additional perception simulation module received the ground truth for vehicle pose and size, which was then published in a similar message format as the object detection algorithm. The perception simulator added random noise to the position and point cloud data before publishing. Starting conditions are fixed for each experimental trial in order to facilitate a comparison between the results. Finally, the ground truth from the simulated vehicle and the estimation results from our proposed method are compared to measure performance. All simulations used actual intersections from the road network map of the area around Nagoya University.

Two values are used to discriminate intentions and trajectories. Average weight, which is the average of all of the particles’ normalized weights, represents signal behavior at each time step. The average is calculated after the re-sampling step. The second value is probability, which is the ratio between the remaining particles (after elimination of the weak ones) to the maximum number particles. This probability is calculated before the re-sampling step. Both measurements can be used in different ways, but usually average weight changes more smoothly over time.

In the particle filter re-sampling step, weak particles are replaced with new particles. These new particles are randomly drawn from the normal distribution around the previous best state. Sometimes when new particles are generated, the weight calculation spikes. After few iterations it converges to the general trend. Increasing the number of particles minimize these spikes but hurts the performance. In the experiments we conducted these changes (spikes) never big enough to affect the estimation process.

Intentions is abbreviated in the graphs by the first character of each intention, Moving Forward (\(F\)), Stopping (\(S\)), Branching Left (\(L\)), Branching Right (\(R\)), Yielding (\(Y\)), Accelerating (\(A\)), and Parking (\(P\)).

5.1. Three-way Intersection

In this experiment, \(F\) and \(L\) offer forward trajectory until the intersection and then continuing forward towards Goal \(F\) or a forward trajectory until the intersection and then turning left towards Goal \(L\). Assumptions for this experiments are that the traffic light is green and that turn signal sensing is not available.
Figure 7 shows the speed profile and the state transition for the planner generated behaviors. The target intentions are mapped to the velocity profile graph. Figure 8 shows the average weights of the particles associated with each intention (Forward, Stop and Yield). The most probable intention to be selected by the planner at each time step for Trajectory L is shown in Figure 9. For Trajectory F, Intention weights associated with it is shown in Figure 10.

Trajectory probability estimation can be achieved either by averaging the weights of all of the particles associated with the trajectory, or by only using the particles associated with the Forward intention. Intuitively, Forward intention weights should be sufficient to discriminate between trajectories, and the data from our experiments support that intuition.

5.2. Four-way Intersection

In this experiment, Figure 11, the simulated vehicle starts from the common starting position and moves towards one of three goals; Forward (F), Left (L) or Right (R). The experiment repeats from starting position to each goal, and during each trial we enable or disable the ability to use turn signals as a sensing cue. In addition, we enable or disable stopping at the stop sign. The analysis of our results shows the effect of adding more sensing information on the accuracy of the resulting probabilities.

5.2.1. Goal F: No Stopping, turn signal sensing on

From the perspective of a human driver, it is highly probable that the vehicle will continue to move forward without stopping or slowing down if no right or left turn signal is observed and the vehicle is moving faster than turning speed. Thus, the estimated intention should be Forward and the estimated trajectory should be the ‘go forward’ trajectory, Trajectory F. Figure 12 shows the resulting average weights used to estimate the intention of the observed vehicle in Figure 13. At times, the weights are similar, so confidence when selecting an intention is low, but at other times it is clear that there is only one likely intention, although there is still a small possibility of other intentions. The critical intersection zone is indicated in the graph, approximately between the 150th and 400th time steps. In Figure 12 it is obvious that the predicted intentions match the ground truth behaviors with high confidence most of the time, especially in the intersection zone. In this experiment, Trajectory F was predicted with high probability, as shown in Figure 14, where the probability of Trajectory F is about 0.8.
5.2.2. Goal F: No stopping, turn signal sensing off

Results in Figures 15 and 16 are the same as in the previous experiment, indicating that in this scenario turn signal information does not have much effect on the final estimation results. However, when we compare Figures 12 and 15, we see that the intention weights are slightly higher when turn signal information is included. The same relationship could be observed for trajectory estimation when comparing Figure 14 (with turn signal information), and Figure 17 (without turn signal information).

5.2.3. Goal F: Stopping, turn signal sensing on/off

Figure 18 shows the weights and selected intentions when turn signal information is not included. Figure 19 shows the weights and selected intentions when turn signal sensing is included. We can see from the results how using the turn signal data affects the results.

When the vehicle stops at the intersection, we lose forward velocity as a clue for helping choose the most likely trajectory, so there is not enough evidence for the particle filter to converge towards one of the three trajectories, especially when turn signal information is not taken into consideration. In Figure 20, we can see that the algorithm was confused and couldn’t estimate the correct trajectory when the vehicle stopped for the stop sign, but that it estimated correctly once the vehicle started to move again. This problem is resolved by using the turn signal data, as shown in Figure 21, the prediction algorithm gives a higher confidence to the correct trajectory even though the vehicle is stopped. Although the algorithm selected the Forward trajectory as best choice, the Left and Right trajectories still have probabilities as high as the intended one. This could happen when the driver...
forgets to use the turn signal or changes his mind at the last moment.

5.2.4. Goal L

This experiment is similar to section 5.1 experiment. Figure 22 compares the effect of using turn signal data on how early we can estimate the vehicle’s trajectory. In the worst-case scenario (no turn signal data) the algorithm can still estimate the vehicle’s trajectory accurately once the vehicle starts turning at the intersection (within 1 to 2 seconds).

5.2.5. Goal R

When conducting the Goal R experiment, we obtained similar result as in our Goal L experiment. We are able to obtain consistent estimation results, but we still could not predict the driver’s intention when the vehicle stopped at the intersection without turn signal information. In fact, even human drivers cannot correctly predict which direction a vehicle will turn from a stop without turn signal information, until the moment that the vehicle starts to turn.

5.3. Parked vehicles and bus stop scenarios

Other frequent driving scenarios include attempting to avoid parked vehicles and buses waiting at bus stops. A simple rule that humans use is to observe and understand a driver’s hazard lights vs. turn signals, i.e., whether the lights on both sides of the vehicle are flashing, or only on the right or left side. Another strategy is to determine if the vehicle is stopped by the side of the road without any stop line or traffic light nearby.

5.3.1. Bus stop scenario

Fig. 23 A bus is stopping at a bus stop. The ego vehicle is traveling in the same lane as the bus, while another vehicle is traveling in the adjacent lane.
In Figure 23 the ego vehicle is coming from behind in the same lane as the bus. Another vehicle is moving forward in the adjacent lane, blocking the ego vehicle from passing the bus. The algorithm needs to estimate with high confidence that this bus is stopping and that the stop is not caused by other traffic circumstances, such as a traffic light, stop sign or normal traffic jam. To help handle such a scenario, we added a new intention (Parking). Figure 24 shows the estimated intentions of the bus against its tracked velocity profile. In this experiment hazard lights are used to differentiate general stopping from waiting by the roadside.

Fig. 24 Data associated with a bus stopping at a bus stop. Top: weights associated with each intention. Bottom: most probable intention at each time step.

5.4. Passing scenario

In case of passing the parked bus, ego vehicle’s planner needs to identify if the vehicle in the adjacent lane is yielding or not. If a yielding intention is estimated with enough confidence, the ego vehicle can safely change lanes. Figure 25 shows the estimated intentions for the vehicle driving alongside the ego vehicle. The results indicate that the vehicle has yielded to let the ego vehicle pass the bus. In this case, the ego vehicle planner will decide a safe lane change trajectory.

Fig. 25 Data associated with the vehicle in the adjacent lane. Top: weights associated with each intention. Bottom: most probable intention at each time step.

6. Conclusion

In this study we proposed an intention and trajectory estimation method for predicting the behavior of surrounding vehicles. The final goal of the proposed method is to associate a probability with each intention and trajectory. This is a very important step before decision making in an autonomous driving system’s planning process.

Our method works by first associating a particle filter with each intention and trajectory. Then, a deterministic behavior planner is used to provide the expected motion model for each particle. After that, the particle weights are calculated by finding the difference between the expected state and the actual sensing information, using multiple sensing inputs such as position, velocity, acceleration and turn signal status. Our results show that our proposed method has the ability to accurately discriminate between various possible intentions and trajectories in a variety of complex driving situations. Contributions of this work are as follows:

- By using a behavior planner, we were able to model the intentions and trajectories of surrounding vehicles. Our results show that any new behavior the planner supports, including ‘socially aware’, ‘complex’ or ‘rare’, can be easily integrated into the estimator, and that our model works reliably prior to the filtering step. Explained in Section 5.
- By using a particle filter, we were able to address the problem of sensing uncertainty. Explained in Section 3.
- Particle filter performance was improved by reducing particle state dimensionality. This was achieved by assigning a separate filter to each intention or trajectory. Explained in Section 4.
- By using multiple sensing cues, our method allows earlier estimation and increases estimation confidence. The proposed method also has the ability to handle sensing problems such as variations in sensor accuracy, adding a new sensor or losing an existing sensor. Explained in Section 5.

The next step is to integrate the estimated probabilities with the ego vehicle’s behavior planner, in order to plan smoother velocity profiles and generate safer decisions.

From the target application point of view, this work is targeting level 4 and level 5 Autonomy. More computational platform based optimization is needed to support level 3 active safety application. The algorithm design is flexible enough to improve the performance using multi processor or GPU based in vehicle computational platforms.
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