The improvement of visual object tracking using a combination between particle and correlation filter
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Abstract. One of the many challenging problems from computer vision is constructing robust object tracking from various problems and object conditions. Difficulties in tracking are more complex when an image sequence has many types of tracking problems such as background clutter, fast motion, occlusion, illumination variance, scale variance, motion blur, non-rigid object pattern, and another. Meanwhile, the task to build a novel approach which efficiently handle all tracking problems still in development step, especially supported by low computing time. We combine adaptive particle filters (APF) and discriminative correlation filters (DCF) to overcome more complex tracking problems so it can improve overall tracking accuracy. Our combination employs APF as the main framework and embeds DCF in it to estimate motion vector. However, this will make a double-edged knife where the utilization of two approaches together will make enlarged computing time. So, we also utilize leap-tracking as an alternative solution to reduce high computation time. Our testing uses 15 sets of benchmarks tracking datasets and 3 sets by ourselves with various tracking problems. The results show that our combination significantly improves tracking accuracy. Thus, the reducing of computational procedures efficiently will increases tracker speed without reduces accuracy and avoids identification errors.

1. Introduction
Robust object tracking is a challenge in the computer vision field, especially in its many applications such as robotics, navigation supervision, human-computer interaction and automation. Generally, object tracking runs based on initialization described earlier. Then, the task is estimating object motion in a image sequence with a hope where each object in an image can be tracked precisely. Even though some studies have proposed tracking approach for last time but there are still many things which need to be developed to overcome various tracking problems such as fast motion, occlusion, illumination variance, scale variance, motion blur, non-rigid object pattern and another [1].

There are many approaches or designs for object tracking to overcome object tracking problems. Swalaganata et al [2] and Habibi et al [3] construct a tracking on a small object target. In that approach, tracker is assisted by super-resolution to obtain more information from the object. Swalaganata et al [2] use an HSV-based camsift which utilizes a histogram with varying conditions and colors. Meanwhile, Habibi et al [3] use the Adaptive Particle Filter which utilizes an adaptive motion model. However, both use different super-resolution techniques, single-frame and multi-frame. Both approaches obtain a significant increase in precision.
Recently, the development of correlation filters for tracking objects is very fast and evidence shows very good results [4][5][6]. Moreover, correlation filters have the advantage of accuracy for visual problems such as object rotation, scale variance and efficiency in terms of computational time, thereby their application makes it very suitable for a variety of real-time applications. Tracking by a correlation filter like DCF, exploits FFT to get an optimal correlation filter. An adaptive correlation filter from Bolme et al [7] based on the output the minimum Sum of Squared Error (MOSSE) compiled via convolution. Based on MOSSE, Danelljan et al [4] construct separate learning between translation and scale for computational time efficiency.

Meanwhile, APF also has many variations because of its development in overcoming the problem of tracking. In this paper, we use APF by [8], which adapt an adaptive motion model where a number of particles with its weight as a representation of a candidate position support object to obtain a good particle distribution. A filter considers the weight of particles with visual disturbance, motion continuity, trajectory smoothness, and combines them in a likelihood of observation. Thus, that conditions support to overcome visual disturbances such as background clutter, motion blur, and fast object motion. In addition, a prediction in APF is effective in overcoming occlusion and avoiding motion estimation errors.

Although the correlation filter achieves competitive results in accuracy and computational time efficiency, there are still some tracking problems that cannot be overcome by DCF. In this paper, we propose a combination of APF and DCF to solve more complex tracking problems. In addition, an alternative solution is also proposed to reduce the high computation time as a consequence of the combination of the two approach.

2. Tracking system
This section will review the literature shortly about the tracking approach that we use. Section 2.1 reviews the APF by [8] how this tracking works as the main framework of tracking, especially in visual disturbance conditions, motion continuity of the objects, trajectory smoothness, and predicting the object position in occlusion or object motion which aren’t detected. Then, section 2.2 reviews the DCF by [4]

2.1. Adaptive particle filter
A particle filter is a state space which implements a recursive Bayes filter with posterior probability. Posterior probabilities are estimated using weighted particle sets. Each particle represents the center candidate object $X_t = (x, y)$ which corresponds to the weight of the particle. Determination of $X_t$ based on weighted average of all particles. The reliability of the particle filter depends on the effectiveness of the observation model of the particle weight.

A moving object is modeled as

$$X_{t+1} = X_t + V_t + \mu_t$$

(1)

with motion vectors for moving object $V_t$ and prediction errors as $\mu_t$. A prediction errors $\mu_t$ is calculated based on $|uI_x + vI_y + I_t|$ where $I_x, I_y$ and $I_t$ obtained from its partial derivative of $x$, $y$, and $t$, respectively. Thus, particle weights based on the likelihood function using the following observation model,

$$P(Z_t|X_t) = P(Z_t^{int}|X_t)P(Z_t^{mot}|X_t)^{O_t}P(Z_t^{trj}|X_t)^{1-O_t}$$

(2)

where $Z_t$ consider intensity measurement $Z_t^{int}$, motion measurement $Z_t^{mot}$ and trajectory measurement $Z_t^{trj}$, respectively.

Intensity measurement uses SSD to find out the similarity between the object initialization and the object position candidate at current time. A assumption state that the clutter is uniformly distributed over the area around $x_t$, the likelihood intensity is expressed in
\[ P(Z_t|X_t) = q_0 U + C_N \sum_{j=1}^{J} q_j N(r_t, \sigma_t) \] with the number of candidates that match from the object initial based on SSD \( q_0 + \sum_{j=1}^{J} q_j \) where \( C_N \) is a normalization factor and \( q_j \) as prior probability. In its application, Huang uses \( q_j = 0 \).

Motion likelihood considers change in object position in the frame-\( t \) with the frame-\( (t-1) \) as \((x_t, y_t)\) to the average of object position change in the previous frames \((\Delta \bar{x}, \Delta \bar{y})\). This is expressed as

\[
\Delta \bar{x} = \frac{1}{t-k} \sum_{s=t-k}^{t-1} x_s - x_{s-1}, \Delta \bar{y} = \frac{1}{t-k} \sum_{s=t-k}^{t-1} y_s - y_{s-1}
\]

(3)

So, the object position change from current frame to the object change on average is written as

\[
d_2^{mot} = (|\Delta x_t| - \Delta \bar{x}) + (|\Delta y_t| - \Delta \bar{y}) \quad \text{with} \quad t > 1.
\]

Based on that, Motion likelihood is expressed as

\[
P(Z_t^{mot}|X_t) = \frac{1}{\sqrt{2\pi\sigma_{mot}}} e^{-\frac{d_2^{mot}/F}{2\sigma_{mot}^2}}
\]

(4)

This likelihood becomes a consideration if object motion can be detected by motion estimation.

Calculation of trajectory likelihood as

\[
P(Z_t^{trj}|X_t) = \frac{1}{\sqrt{2\pi\sigma_{trj}}} e^{-\frac{d_2^{trj}/F}{2\sigma_{trj}^2}}
\]

(5)

considers the closest particle distance to the estimated trajectory. For example, an estimated trajectory is expressed in a polynomial \( y = \sum_{i=0}^{m} a_i x^i \) with \( a_i \) as the polynomial coefficient, then the closest distance between the particles with the estimated trajectory is calculated using \( d_{trj} = |y - \sum_{i=0}^{m} a_i x_i| \). Whereas, \( F = \lambda_f t_0 \) is the object effect ratio where the motion is not detected to the estimated trajectory. And, \( t_0 \) is the number of frames whose object motion cannot be detected by motion estimation. If more objects can’t be detected, the reliability of the estimated trajectory tends to decrease. And, the value of \( \lambda_f \) follows Huang’s suggestion, \((0 < \lambda_f < 1)\).

One of the ways if the object motion isn’t detected \( O_t = 0 \) is a constructing a estimated trajectory. Calculation of the estimated trajectory utilize a prediction projection. A prediction is built based on an object motion in the previous frame expressed as

\[
\hat{X}_{cur} = X_i + (X_i - X_j) \frac{cur-i}{i-j}, \quad i > j
\]

(6)

with \((i > j)\). Then, the results will be projected using

\[
X_{cur} = (1 - \lambda_f^{t_0}) \hat{X}_{cur} + \hat{X}_{cur} \lambda_f^{t_0}
\]

(7)

by considering \( \lambda_f^{t_0} \).

2.2. Discriminative correlation filter

DCF for object tracking studies an optimal correlation filter between object initialization on the current frame to find out where object position is located. At the beginning of its development, DCF is only limited to estimate translational motion. However, recently DCF uses multidimensional feature representations included in object tracking as proposed by [4][9][10]. In his paper, [4] reviews the utilization of 1-dimensional filters as scale estimation, 2-dimensional filters as a translational estimation, and 3-dimensional scale filters form for combine scale estimation and translational estimation. The results of that approaches isn’t only reliable for
translational motion estimation but also accurate in the object shape within scale variation change.

The learning process of multidimensional correlation filters usually consists of several patches of object appearances centered around the object. Then, a number of image patches in the form of $f_1, f_2, \ldots, f_d \in \mathbb{R}^d$ will be a training sample with the desired correlation output as $g_1, g_2, \ldots, g_d$ with a filter $h^l_t$. In the correlation filter, it becomes the basic material to learn the correlation filter $h$ which consists of one filter per channel feature in the frequency domain or Discrete Fourier Transform (DFT). This is obtained by minimizing the sum of squared errors of the $h^l_t$ filter at current time. Functions $f_1, h_1$ and $g_1$ are in the same dimension and at the same time.

The addition of a small value with $\lambda > 0$ in the SSE aims to improve the stability of the filter because the frequency is very low or zero which caused by division to zero [7].

$$
\epsilon = \left\| g - \sum_{l=1}^{d} h^l_t \ast f^l \right\| + \lambda \sum_{l=1}^{d} \left\| h^l_t \right\|^2
$$

(8)

The star * shows the element-wise multiplication using the convolution theory. The desired correlation output $g$ is usually arranged in the form of a Gaussian function with a standard deviation parameter [7].

An optimal filter can be obtained by minimizing output errors in all training. To obtain a corresponding filter with a small error, the SSE can be transformed to the frequency domain using Parseval’s formula [11]. The solution for formalizing an optimal filter is written in [4] as

The capital letters above indicate the existence in the Discrete Fourier Transform (DFT) domain. And, the capital bar shows the complex conjugation.

A robust filter in practice is obtained from learning on the number of image patches in each different time change $\{f_j\}_l$ because of each change in time, the object will also suffer changes in conditions and characteristics. Galoogahi [9] successfully solve this problem by modeling it in a linear least square problem. However, the process requires high computation time to solve each element in a filter with a linear equation of size $d \times d$. However, in overcoming this problem, Daneljan compiled a robust approximation by updating the $H^l_t$ correlation filter and its denominator which is employed separately as

$$
A^l_t = (1 - \eta)A^l_{(t-1)} + \eta G_t F^l_t, \quad l = 1, \ldots, d
$$

(9)

$$
B^l_t = (1 - \eta)B^l_{(t-1)} + \eta(F^k_t F^k_t)
$$

(10)

with $\eta$ as learning ratio parameters.

The object position in the new frame is determined based on the results of $z_t$ extract from a considered transformation area. Then, the correlation score in the DFT domain is calculated as

$$
Y_t = \frac{\sum_{l=1}^{d} A^{l-1}_t Z^l_t}{B^{l-1}_t + \lambda}
$$

(11)

$z_t$ corresponds with image patch centered around the area where the predicted object position is. The object location is obtained from the maximum value of the correlation score with the inverse $Y_t$. So, the result is the coordinates where the center of the estimated object is located. as mentioned in [4] [Daneljan2], learning scale and translation filter are estimated separately. Learning correlation filters to estimate scale changes is developed into a 3-dimensional filter. The $f_{(t, \text{scale})}$ training sample based on a feature extract using patch size variables centered around the object. For example, PR, is a representation of the size object in the current frame. An image $I_n$ centered around the object will be extracted with the size $a^n P \times a^n R$ for each $e \in \left[ -\frac{(s-1)}{2} \right], \ldots, \left[ \frac{(s-1)}{2} \right]$ as the scale filter size and a as the scale feature of the layer feature.
The extracted results from the training sample as \( f(t,\text{scale})(n) \) are collected to the \( d \)-dimension descriptor feature of \( I_n \). Then, the image representation using HOG by [12] aims to learn filters based on the \( d \)-dimension descriptor feature that is obtained from the training sample. In the [4] [10] study, filter learning using HOG can significantly improve object tracking accuracy.

3. Tracking approach

In this section, we will describe our combination based on discriminative correlation filters and adaptive particle filters in accordance with the above description. In its application, we use two tracking approach where both approaches have their reliability and weakness. Based on an understanding of the characteristics of the two tracking approaches, the weakness of a tracking approach will be overlap with the other tracking approaches and vice versa. So, the utilization of both will make tracker more reliable to overcome various tracking problems. However, this will make a double-edged knife where the utilization of two approaches together will make enlarged computing time. Besides aiming at making high accuracy, we also expect tracking which has a low computation time so that it can be implemented in real-time. To fulfill this expectation, we also devise an alternative solution in the leap-tracking form to reduce computational time.

3.1. Combination approach based particle and correlation filter

Here, we will discuss how an object tracking approach combined together between the adaptive particle filter (APF) and the discriminative correlation filter (DCF). We begin from the initialization at \( t = 1 \) where its the first of all step to obtain all information and parameters related to the tracked object. Furthermore, we can also apply evenly histogram distribution to improve image quality without losing native information. These efforts will make object more contrast than the surrounding objects. Then, after this step and so on we will find a tracking which begun from motion estimation to obtain a motion vector [13].

The main framework of our combination refers to the APF as the main tracker and compose DCF to support in the main framework. DCF is very reliable to estimate translational and changes in object shape especially in scale change. So, DCF will be embedded in the state transition and task to estimate object motion from translational and scale change. An estimate of object motion is obtained from the difference in the vector direction between the position of the object in a frame - \( (t - 1) \) and the spectrum peak position of \( Y_t \) in the spatial domain. Meanwhile, the APF as the main framework in tracking refines the motion object caused by an abrupt object change or the fast object motion and predict object position if the object’s motion isn’t detected or occluded. In its utilization, both will run in series where DCF will work after the first frame (\( t = 1 \)).

There are two states of motion estimation results i.e object motion detected or not detected. If object motion is detected, we utilize particle updates and errors as \( X_t \sim N(X_{t-1} + V_{t,t}) \) based on the intensity measurements and motion measurements, respectively. Estimated errors in this condition are obtained from partial derivatives as described in section 2.1. Each particle from this process is selected in the resample step which aims to removing particles with low weights. The results of resample are used to determine the object position with a weighted average of all particles \( N(\tilde{X}_{i,t}, 1/N) \). Otherwise, if the object motion is not detected by object motion estimation, then in the resample step, the particle with the highest weight will be selected as a candidate for the object position. The particle will become a reference to construct an interpolation as a projection of the predicted position of the object \( (\tilde{X}_{\text{cur}}) \). The result in the form of \( X_{\text{cur}} \) is an updated position where the object position in the current frame is located. Then, if current frame is the end of an image sequence then tracking is complete. Otherwise, the process continues to the motion estimation step where DCF will be assigned.

There are three main processes in DCF by [4], namely translation estimation, scale estimation and filter update. In the DCF scenario, translation estimation work first before scale estimation
to obtain the updated object position in the current frame. After that, scale estimation adjusts to the position where the object is located by maximizing the correlation score ($y_t$). Also, the learning filter between translation and scale work separately to construct each feature representation based on the appropriate search area. This will reduce computational time, especially in learning scale filters [4]. Then, update filter use (10) which is built from the filter correlation in the current and previous frames taking into consideration the learning ratio ($\eta$).

### 3.2. Leap-tracking

In general, object tracking process through frame by frame sequentially as it run in each frame of an image sequence. It shows that every frame of the image sequence always goes through the tracking process to search where the object is located. This process is a part which requires a lot of computation time, especially if the object search area is wide. However, if tracking works
by leaping (1-frame, 2 frames, or more) it will be enough to reduce the computation time of each frame that is leaped.

The number of leaped frames depends on the object condition. The important to be considered in this condition is objects do not run quickly and a sufficient framerate of the video from produced frame in every second (fps). Fast object motion or low FPS usually requires a wide search area so that computing time swell or failure in tracking accuracy. However, the large search area for fast object motion doesn’t always make a large computation time. And, it all depends on the reliability and uniqueness of the tracking approach in overcoming fast object motion based on computational time. Meanwhile, in the leaped frame, the object position will be predicted in this case to adjust the prediction model of the adaptive particle filter which has reviewed above.

4. Result and discussion
We also follow a quantitative evaluation procedure using distance precision (DP), center location error (CLE) and overlap precision (OP) on image sequence from [14]. The first evaluation, CLE is calculated according to the average distance of Euclid between the estimated object position and the true object position. While on the second evaluation, the DP is calculated according to the relative number of frame in tracking where the deviation of the estimated object position is limited or not more than a certain threshold. We apply the same threshold value as [6] [14] which is 20 pixels in means to test our combination. The third evaluation, OP is calculated based on the percentage of the bounding box which exceeds the threshold of 0.5 in [4] and corresponds to the PASCAL evaluation criteria. Generally, this evaluation is useful to measure how reliable the tracking accuracy for the scale estimation of the object contained in the bounding box according to the true object. Moreover, a measurement in fps is used to measure the tracking speed. Finally, we also build a video by ourselves to test how it applies in real conditions.

To apply our combination, we use the same parameters as [8] for APF and [4] for DCF. The number of particle parameters in APF affects the tracking performance. Usually, the greater number of particle parameters tends to make the tracking accuracy better. However,
Table 1. Comparison of our combination and DCF on 15 benchmark tracking datasets in overlap precision (OP) (in percent), distance precision (DP) (in percent) and center location error (CLE) (in pixel)

|          | Basketball | Boy        | Bolt       |
|----------|------------|------------|------------|
|          | CLE   | DP | OP   | CLE | DP | OP   | CLE | DP | OP   |
| APF+DCF  | 9.91  | 98.9 | 63.2 | 2.28 | 100 | 100 | 63.6 | 68.9 | 65.1 |
| DCF      | 39.8  | 76  | 48.8 | 3.21 | 100 | 100 | 410  | 2.29 | 2.29 |

|          | Couple | Crossing | Deer   |
|----------|--------|----------|--------|
|          | CLE | DP | OP   | CLE | DP | OP   | CLE | DP | OP   |
| APF+DCF  | 14.7 | 69.3 | 56.4  | 2.08 | 100 | 100 | 5.85 | 100 | 100 |
| DCF      | 129  | 10.7 | 10.7  | 1.64 | 100 | 100 | 16.7 | 78.9 | 78.9 |

|          | Freeman | Football | Ironman  |
|----------|---------|----------|----------|
|          | CLE | DP | OP   | CLE | DP | OP   | CLE | DP | OP   |
| APF+DCF  | 7.26  | 96.9 | 81.6  | 15.6 | 80.1 | 63.3 | 189  | 13.9 | 13.3 |
| DCF      | 7.05  | 95.4 | 81.9  | 3.21 | 79   | 62.2 | 410  | 2.29 | 2.29 |

|          | Jogging | Matrix | Shaking |
|----------|---------|--------|---------|
|          | CLE | DP | OP   | CLE | DP | OP   | CLE | DP | OP   |
| APF+DCF  | 14.1  | 73  | 63.8  | 98.3 | 17  | 17   | 7.09 | 100 | 100 |
| DCF      | 149   | 18.9 | 18.2  | 73.6 | 19  | 13   | 94.7 | 1.37 | 1.37 |

|          | Subway | Trellis | Walking |
|----------|--------|---------|---------|
|          | CLE | DP | OP   | CLE | DP | OP   | CLE | DP | OP   |
| APF+DCF  | 4.27  | 100  | 96.6  | 3.45 | 100 | 97.7 | 2.73 | 100 | 99.8 |
| DCF      | 147   | 24.6 | 22.3  | 3.45 | 100 | 97.7 | 1.65 | 100 | 99.8 |

as a consequence, the tracker has a greater workload and computational time. Therefore, the number of particle parameters adjusts to problem level and tracking efficiency. In a different way, DCF by [4] is set to use fixed parameters in each processing step.

4.1. Quantitative evaluation
Table 1 shows the results of our testing discussed in section 3 to 15 image sequence from benchmark tracking datasets with various tracking problems. These table presents test results from tracking accuracy with OP, DP CLE, and tracker speed in fps. Based on this presentation, our combination can overcome the tracking problem as success DCF by [4] such as in boy, crossing, trellis, walking, and walking2. The same thing is also found in Ironman, and Matrix where there is no significant difference in accuracy between both. However, other case occur from other image sequences where there is an significant increase in accuracy with our combination.

Based on the test result in Table 1, Figure 3 shows some diagram built from the tracking result performance of our combination. This diagram is built on the level of tracking accuracy in our combination on 15 benchmark tracking datasets grouped and marked with different colours as Table 1 according to how much improved performance was achieved and success for implement leap-tracking. The performance of our combination is obtained from the average difference between DCF and our combination for each image sequence with a similar color group. As
Table 2. The comparison of computation time on 15 benchmark tracking datasets in frame per second (fps)

|                | Basketball | Boy | Bolt | Couple | Crossing | Deer | Freeman1 |
|----------------|------------|-----|------|--------|----------|------|----------|
| APF+DCF        | 3.41       | 13.6| 19.7 | 7.49   | 39.1     | 6.4  | 45.1     |
| DCF            | 1.77       | 34.3| 21.1 | 22.7   | 38.4     | 7.22 | 51.9     |

|                | Football   | Ironman | Jogging | Matrix | Shaking | Subway | Trellis | Walking |
|----------------|------------|---------|---------|--------|---------|--------|---------|---------|
| APF+DCF        | 42.7       | 14      | 19      | 17     | 13      | 30.3   | 10.8    | 30.4    |
| DCF            | 22.7       | 16.9    | 8.77    | 23.8   | 10.9    | 27.9   | 6.78    | 28.3    |

(a) (b) (c) (d)

Figure 3. The performance of our combination

in Figure 3, There is a significant increase in the group of image sequence with red and black respectively for 36.002 percent and 27.416 percent in Distance Precision (DP), 42.302 percent and 20.617 percent in Overlap Precision (OP). In the same group from image sequence, Center Location Error (CLE) in red and black with our combination can suppressed respectively 25 pixels and 50.31 pixels. But, when referring to the success rate in computation time efficiency, the group of the video in black can be a reference for how much improved performance of our combination and show an increase in accuracy for 29.416 percent in Distance Precision (DP), 20.617 percent in Overlap Precision (OP), and 50.31 pixels in Center Location Error (CLE).

In addition, Table 2 also shows the tracking speed in fps. As a statement in the above where there is a consequence if the tracking approach is assigned together i.e higher computing time. This case is found in Basketball, Bolt, Couple and Deer where every second our combination is only able to process 4 - 8 frames with take into account high tracking accuracy. However, our combination can pursue even exceed DCF speed in other image sequence. Figure 4 shows the
comparison of computation time from a number of different frame leaps on walking. The next section review qualitatively tracking performance evaluations how this situation can occur.

4.2. Qualitative evaluation
This section reviews the qualitative evaluations based on the test results in Table 1. There is a similarity between the test results from DCF with our combination. The difference between both of them occurs on the computational time in our combination which tends to have higher computing time as happened to Boy. Usually, The problems can be overcome with utilize leap-tracking to reduce computing time. However, leap-tracking isn’t suitable in conditions such as Table 1 in blue colors because of fast motion (FM), motion blur (MB) and Illumination problem. If our combination is assigned to Ironman and matrix with the same problem, there is no significant increase in accuracy compared to ordinary DCF. The same thing happens to boy where leap-tracking is constrained by abrupt object motion and blur (MB).

In other cases, although it cannot use leap-tracking, there are several image sequences which tracked with better accuracy. This is shown in Table 1, which is red, including deer, couple, bolt and basketball. DCF is very good to overcome some tracking problem but it’s constrained in fast motion (FM), motion blur (MB), deformative (DEF) and background clutter (BC). DCF is constrained by BC and MB in deer so that in the frame 26, tracker drift from the true object position. But, in the frame 37, the object is tracked again accurately. DCF is also constrained by FM in couples from the frame 33 into the last frame. The DCF problem in bolt, couple, and basketball occur in the deformation because of the shape and direction change of the object. The problem can be corrected by APF work result so that deer and basketball get very good accuracy even though basketball obtain 63.2 percent in OP due to out of plane rotation (OPR) problem. Meanwhile, Bolt and Couple also get more accuracy after correction APF even though it only obtain 68.9 percent and 69.3 percent in DP respectively with the same problems.

Table 1 in black colors, is a tracking result that can be applied to leap-tracking so it can reduce computational time. Even though its successfully leap tracking, tracking results can still show good performance such as crossing, trellis, and walking. Meanwhile, among the 15 testing in the image sequence, shaking show the best results where our combination have significant increase in accuracy from 1.37 percent in DP and OP into 100 percent in both. In addition,
our combination also successfully suppresses CLE from 94.7 pixels into 7.09 pixels and reduces computation time thereby increase processing frame per second from 10.9 fps into 13 fps. From that images sequence, the tracking failure of the DCF is located at the background clutter (BC) problem in the beginning frame so in the next frame into the end, tracking suffers accuracy drift. Finally, Table 1 in black, also contains the tracking result with deformation (DEF), background clutter (BC), occlusion (OCC), where our combination significantly successfully overcome that problems. This problem, especially in full OCC, is a weakness of correlation filter-based tracking [15] which continuously identifies within the search area where the corresponding object is located. Sometimes in some cases, a small part which covers an object is identified as the tracked object so that if there is a full occlusion, tracking will suffer an error in object identification[16]. This case occurs when the visibility of the tracked object becomes limited or completely miss while the object has not left the camera’s viewpoint [16]. From this problem, leap-tracking is an alternative solution to avoid misidentification by substituting into a prediction in APF.

Figure 5 shows the results of an image sequence by ourselves with focusing on a full occlusion problem. Figure 5(a) shows repeatedly occlusion and full occlusions in Figure 5(b). Meanwhile, Figure 5(c) also shows a case of occlusion with zig-zag moving objects. The number of leaped frames depends on how many objects are blocked in a certain number of frames. As in jogging, our combination requires a leap with 10 frames to avoid occlusion but in the end of images sequence, tracking drift due to OPR.
5. Conclusion

This article presents a combination of tracking using APF and DCF. We implemented leap-tracking to reduce the high computation time through this combination in fps. Leap-tracking also becomes an alternative solution to overcome full occlusion and avoid object identification errors. Our approach employs both in series where DCF works as an estimation of object motion. APF is assigned to improve the estimation results from the object motion with a certain number of particles as a representation of the candidate’s center point.

The testing of our combination use 15 benchmarks with various tracking problems. The test results show that our combination have improved performance significantly for 29.416 percent in Distance Precision (DP), 20.617 percent in Overlap Precision (OP), and 50.31 pixels in Center Location Error (CLE). In addition, the reducing of tracking procedure efficiently increase tracking speed without reducing accuracy. An effort to avoid misidentification in the occlusion problem shown in 3 image sequences by ourselves.
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