A Comparison between Numerical Simulation Models for the Prediction of Acoustic Behavior of Giant Reeds Shredded
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Abstract: Giant reeds represent a natural fiber widely available in some areas of the world. Its use can be particularly useful as the uncontrolled growth of giant reeds can be a problem because large areas are invaded by them and the crops are damaged. In this study, two models of numerical simulation of the acoustic behavior of giant reeds were put in comparison: the Hamet model and a model based on artificial neural networks. First, the characteristics of the reeds were examined and the procedures for the preparation of the samples to be analyzed were described. Then air flow resistance, porosity and sound absorption coefficient were measured and analyzed in detail. Finally, the results of the numerical modeling of the acoustic coefficient were compared. The neural network-based model showed high Pearson correlation coefficient value, indicating a large number of correct predictions.
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1. Introduction

Experimental characterization and theoretical modeling of materials assumes a growing importance not only for the verification of their performance but also for the ever-greater diffusion of simulation systems and analytical forecasting methods for the design of complex systems that include these materials. The behavior of a material can be modeled using different physical, mechanical, and acoustic parameters that summarize its properties to improve the vibro-acoustic performance of the systems analyzed [1–3].

Sound absorbing materials have a dual function. They are used in acoustic insulation, that is, to attenuate the sound pressure level in noisy environments. They are also used for acoustic correction, that is, to control the reflections and the reverberation of the rooms. There has always been considerable interest in the materials and combined solutions used in sound absorption. Today, many efforts are made to design and produce new materials obtained from different industrial recycling methods, or from vegetable or natural fibers [4–6].

The solutions are designed based on the sound absorption coefficient. This is the fundamental characteristic that defines the sound-absorbing quality, which is defined as the relationship between the sound energy absorbed by the surface and the incident energy. Designing new materials therefore means testing the product by measuring the absorption coefficient and modeling its behavior to reproduce its performance in different operating conditions [7,8].

In the present work, the results obtained from the phenomenological and numerical modeling of the acoustic behavior of giant reeds shredded fibers are compared. To start, the characteristics of
the models widely used for the modeling of sound-absorbing materials are reported. Then, acoustic properties’ measurements results are described. Lastly, phenomenological and numerical modeling of the acoustic coefficient are compared using the data obtained from the measurements made. The aim of this study was to produce an algorithm based on neural networks to predict the values of the acoustic absorption coefficient, known to be some characteristics of the material under examination. Algorithms based on artificial neural networks are widely used in various fields for the prediction of the behavior of nonlinear systems for which there is no rigorous mathematical model. In this research, these algorithms are used to simulate the acoustic behavior of a fibrous material obtained from giant shredded reeds for which there is no rigorous mathematical model, but only numerical models that must be adapted to this type of material.

2. Phenomenological and Numerical Models’ Descriptions

In the literature there are several models for predicting the acoustic behavior of materials. These models allow, based on the physical properties of the material, prediction of some intrinsic acoustic properties of the material, such as the complex propagation constant or the complex characteristic impedance. Three approaches were essentially adopted in the modeling of the acoustic behavior of materials: empirical, phenomenological, and numerical. In the following sections we will see some models already widely studied and a new methodological approach.

2.1. Phenomenological Model

In phenomenological models, the material is considered as an equivalent dissipative compressible fluid and no longer as a two-phase element consisting of a structure with air-filled pores inside which dissipation and heat exchange mechanisms occur. Unlike the empirical approach, the phenomenological model does not derive from a simple optimization of the experimental data but from a theoretical treatment that allows describing the phenomena of viscous friction and heat exchange. In many cases, the phenomenological approach appears to be a balanced compromise between the number of parameters necessary for modeling, modeling complexity, and forecasting ability [9]. Hamet et al. [10] proposed an extended phenomenological model based on viscosity and heat dissipation. This model requires three parameters to characterize the material: resistivity, porosity, and structure factor. The Hamet model is particularly suitable for materials with moderate porosity. According to this theory, the acoustic behavior of a rigid frame porous material is completely characterized by the specification of the characteristic impedance $Z_m$ and of the complex wave number $k_m$, as indicated in the following equations:

$$Z_m = \frac{\rho_0 c}{\gamma} \sqrt{(s*\gamma)} \sqrt{\left(1 - j \frac{f_\mu}{f}\right)} \sqrt{\left(1 - \frac{1}{\gamma f}\right)}$$

$$k_m = \frac{2\pi f}{c} \sqrt{(s*\gamma)} \sqrt{\left(1 - j \frac{f_\mu}{f}\right)} \sqrt{\left(1 - \frac{1}{\gamma f}\right)}$$

Here,

- $\rho_0$ is the density of air (kg/m$^3$)
- $c$ is the sound speed (m/s)
- $\gamma$ is the porosity
- $s$ is the structure factor
- $\gamma = \frac{cp}{cv}$ is the ratio of the specific heat at a constant pressure and volume of the air
- $f$ is the frequency (Hz)
In the previous formulas there is the structure factor \( s \); for its calculation it is necessary to adopt an indirect procedure that uses the first value of the maximum of the measured absorption coefficient. The use of this procedure is necessary because of the difficulties in directly measuring this parameter [11]. Once the trend of the absorption coefficient measured as a function of the frequency is known, we can obtain the structure factor \( s \) as follows:

\[
s = \left[ \frac{c \left( 2n + 1 \right)}{4d f_{2n+1}} \right]^2
\]

(3)

Here,
- \( c \) is the sound speed (m/s)
- \( n \) is an integer, \( n = 0 \) corresponds to the first value of the maximum
- \( d \) is the thickness of the sample (m)
- \( f_{2n+1} \) is the corresponding frequency of the first value of the maximum of the measured absorption coefficient (Hz)

In the previous formulas, \( f_\mu \) and \( f_\theta \) are defined as follows:

\[
f_\mu = \frac{R_1 Y}{2\pi \rho_0 s}
\]

(4)

\[
f_\theta = \frac{R_1}{2\pi \rho_0 N_{pr}}
\]

(5)

Here,
- \( R_1 \) is the resistivity (Ns/m\(^4\))
- \( Y \) is the porosity
- \( \rho_0 \) is the density of air (kg/m\(^3\))
- \( s \) is the structure factor
- \( N_{pr} \) is the Prandtl number

Once the characteristic impedance \( Z_m \) and the complex wave number \( k_m \) have been calculated, we can define the acoustic impedance \( Z \) for a porous material, with a thickness of \( d \), as follows:

\[
Z = -jZ_m \cot(k_m d)
\]

(6)

Now we can define the acoustic impedance for unit area as follows:

\[
\zeta = \frac{Z}{\rho_0 c}
\]

(7)

Finally, we can define the value of the absorption coefficient for a normal incidence as follows:

\[
\alpha = \frac{4 \text{Re}(\zeta)}{|\zeta|^2 + 2 \text{Re}(\zeta) + 1}
\]

(8)

As we have said, this procedure requires prior knowledge of three parameters: resistivity, porosity, and structure factor. It will therefore be necessary to experimentally measure the values of these three parameters to estimate the absorption coefficient of the material.

2.2. Numerical Model

The term numerical model means the set of the mathematical model and the related numerical solution methods, implemented in a calculation code written in a programming language and made
available in the form of software. Mathematical models can have somewhat different levels of complexity. In the previous paragraphs we have seen that for some physical processes it is extremely difficult to develop a mathematical model that can simulate the acoustic behavior of some materials.

Machine learning is a branch of artificial intelligence that gathers different mechanisms that allow an intelligent machine to improve its skills and performance over time. The machine, therefore, will be able to learn to perform certain tasks by improving, through experience, its skills, responses, and functions. At the basis of machine learning there are a series of different algorithms that, starting from primitive notions, will be able to make a specific decision rather than another or perform actions learned over time. In this way it is possible to overcome the need to develop a model of the physical processes underlying the problem.

In recent years, machine learning-based algorithms have been used to deal with problems of a different nature [12–22]. Specifically, neural networks are a very powerful set of algorithms that allow to tackle problems in the field of classification, and of regression. These algorithms have a high processing speed and can learn the solution by analyzing a certain set of examples.

Neural networks are machine learning models that try to imitate the structure and functioning of the biological brain, consisting of large clusters of neurons connected together by axons, through the use of sets of neural units, called artificial neurons, interconnected with each other to form a network. Each neural unit relates to many others, and the connection can be reinforcing or inhibitory in relation to the activation of the units to which it is connected. Each neuron contains a function used to combine the values of all its inputs and a function, called the activation function, which returns the output of the neuron [23,24].

These networks can be seen as nonlinear mathematical functions that transform a set of independent variables \( x = (x_1, \ldots, x_n) \), called network inputs, into a set of dependent variables \( y = (y_1, \ldots, y_k) \), called network outputs. The precise form of these functions depends on the internal structure of the network and on a set of values \( w = (w_1, \ldots, w_n) \), called weights. We can therefore write the function of the network in the following form:

\[
y = f \left( \sum_j w_j \cdot x_j + b \right)
\]  

Here:
- \( x_j \) is the \( j \)th input
- \( w_j \) is the \( j \)th weight
- \( b \) is the bias
- \( y \) is the output

The set of weights and bias represents the information that the neuron learns during the training phase and that it retains later. The function \( f \) represents the activation function, which normally consists of a threshold or limitation function which ensures that only signals with values compatible with the threshold or limit imposed can propagate to the next neuron or neurons. Typically, the activation function is a nonlinear function, and usually it is a step, a sigmoid, or a logistics function [25].

The weights are determined during the training phase based on the experience gained by the network. Training can be a very intense computational action and requires a series of examples, called training sets, whose elements are input-target pairs. The training is carried out with the search for appropriate weight values that minimize a specific error function [26,27].

Neural networks are typically structured into three parts, containing distinct amounts of neurons:
- An input layer
- A set of hidden layers
- An output layer

The input data pass through the network from the input level to the output level, going through the connections between layers, as illustrated in Figure 1.
Figure 1. Three layers Artificial Neural Network (ANN) architecture with nodes and weighted connections.

The network receives external signals on a layer of input nodes, each of which is connected to numerous internal nodes, organized in one hidden layer. Each node processes the received signals and transmits the result to subsequent nodes.

3. Materials and Methods

3.1. Giant Reeds Characterization

The giant reed (Arundo donax L.) is a perennial rhizomatous geophyte native to the Middle East, naturalized and cultivated throughout the Mediterranean basin to now be considered a typical plant of the area. This arboreal species mainly develops in environments rich in fresh or moderately brackish waters, such as along the banks of rivers and on the borders of cultivated fields. It constitutes a fundamental presence for the balance of the ecosystem of its habitat, contributing to biodiversity. The giant reed has an underground part composed of a rich system of fleshy rhizomes (5–50 cm in length) from which fibrous roots that develop over the entire surface are capable of growing in the soil up to 5 m deep, and an epigean part characterized by tall and lignified stems. The root system can grow annually from 30 to 70 cm, depending on the texture of the soil and orientation [28–30]. Figure 2 shows giants reeds near a river.

Figure 2. Giants reeds near a river.
To study the acoustic characteristics, the green giant reeds were cut and shredded with a small mill. In this way, the giant reeds flake off in flakes. The shredded material has a wooden part and a part of bark. The latter comes from the outer coating of the barrel tuber which is not eliminated due to the shredding speed. At the end of the shredding operations, the material produced can come in different configurations depending on the type of mesh of the sieves installed. In this study, the shredded material was grouped into three types:

- only wooden parts with an average size of 40 mm long, 10 mm wide, and 3.0 mm thick;
- mixed composed of wooden and bark parts of various sizes;
- only parts of bark.

The shredded material is in the form of a loose granulate and is characterized by good sound absorption performance. This is because the way in which the material is arranged determines the formation of air cavities within which the sound waves can propagate and attenuate. The attenuation of the incident sound depends on the thickness, porosity, and resistance to air flow of the sample considered. Figure 3 shows the shredding operations and the average size of the crushed material.

The flakes obtained were placed in a jute sack cone and were subsequently tested by the measuring system.

### 3.2. Acoustic Feature Measurements

As a first activity, measurements were made of the following acoustic properties of the material under analysis: sound absorption coefficient, resistance to air flow, and porosity. As we said, the shredded material was grouped into three types: mixed, only wooden part, and only bark. For each type, the bulk material was inserted into the sample holder with a thickness of 40 and 80 mm, respectively. Finally, six measurement sessions were performed.

For the measurement of the absorption coefficient at normal incidence, the method of the standing wave tube method (Kundt tube) was adopted. The method is described and standardized by ISO-10534-2: 1998 [31,32] and consists of generating a plane wave and measuring the sound pressure at the points where they are placed the microphones. The standard describes in detail the procedure to follow to carry out the measurement of the acoustic properties using samples of small dimensions to be assembled. The measurements were performed using a Kundt tube with a length of 56 cm and an internal diameter of 10 cm. The diameter allows measurements up to 2000 Hz while the length of the Kundt tube and the position of the two ¼ inch microphones placed at 5 cm allows measurements starting from 200 Hz. (Figure 4).
The direct wave and the reflected wave, which travel in the opposite direction inside the tube, add up vectorially by being in phase in some points and in phase opposition in others, thus generating a stationary wave. The presence of the sample inside the tube will determine the absorption of part of the incident energy. The impedance of the sample alters the way the sound is reflected and, by measuring the resulting standing wave, it will be possible to calculate the absorption coefficient at normal incidence.

Subsequently, the resistance to air flow was measured. When air passes through a material it encounters resistance; this parameter is precisely called resistance to air flow. For this measure, the procedure contained in the international standard ISO 9053: 1991 [33] was adopted. The standard offers two different methodologies for measuring this parameter. One method uses a one-way direct air flow through the material. Appropriate sensors measuring the pressure difference between the two sides of the sample return the resistance to the air flow. The other method involves an alternating air flow, with a frequency of 2 Hz. The pressure difference on the two sides of the sample positioned inside a measuring chamber is measured. The alternating air flow method was used in this study.

Figure 5 shows the instrument used to measure the resistivity of the air flow. The device consists of a closed cylindrical tube with a housing placed at the end capable of containing the sample of the material. The alternating air flow inside the tube is created by a piston system moved by a rotating cam. The difference in pressure induced is measured by a microphone placed inside the tube.

Finally, porosity measurements were performed for the different sample configurations. The ratio between the volume of the fluid contained in the pores and the total volume occupied by the sample represents a definition of porosity. From this measure it is therefore possible to refer to the fraction of the volume of air inside the material. Porosity can be measured through different approaches, depending on the material used for the saturation of the pores which can be air or water, and for the procedure adopted for calculating the volume of air contained in the sample.
In this work, the porosity was calculated using the Equation (10):

\[
\text{porosity} = 1 - \frac{\rho_m}{\rho_{\text{solid}}}
\]  

Here,

- \( \rho_m \) (kg/m\(^3\)) is the apparent density of the material
- \( \rho_{\text{solid}} \) (kg/m\(^3\)) is the density of the material

Density is defined as the ratio of mass to volume of the sample. One way to measure it is to use the apparent density obtained from the ratio between the mass of sample and the total volume of the sample. The latter is calculated by immersing the sample in a graduated glass tube containing water. From the reading of the water level, we recover the total volume of the sample. The density of the solid is calculated by a method like that used for the measurement of the apparent density. After weighing the sample, it is ground and subsequently immersed in water.

3.3. Models Comparison

After having measured the acoustic characteristics of the analyzed material, a comparison was made between the phenomenological and numerical models. For each model, the sound absorption coefficient was estimated for each configuration of the material: mixed, only wooden part, and only bark. For each type, sample holder with a thickness of 4 and 8 cm was used.

4. Results and Discussion

4.1. Measurement Results

To perform the measurements of the sound absorption coefficient, the pieces of giant reed were assembled for each of the three types (mixed, only wooden part, and only bark), obtaining six samples with thicknesses of 4 and 8 cm, respectively. The sound absorption coefficient was measured by housing the pieces of giant reed inside the Kundt tube, after which the sample was fixed to the device using an acoustically transparent grid with large meshes. Sound absorption measurement results are shown in Figure 6. Different assembled giant reed samples were measured as indicated in the Materials and Methods section.

![Figure 6. Sound absorption coefficient values of 4 cm and 8 cm thick samples and for mixed, only wooden part, and only bark.](image-url)
Analyzing the results of the measurement of the sound absorption coefficient shown in Figure 6, it is possible to note that the 4 cm thick samples have, under the frequency of 800 Hz, a low sound absorption coefficient value; this result is confirmed in all three types of material. On the contrary, the 8 cm thick samples show significantly higher values of the sound absorption coefficient in the same frequency range (200–800 Hz); also, in this case, this result is confirmed in all three types of material. In the frequency range 800–1500 Hz this trend reverses, in fact it is possible to notice that the sound absorption coefficient is lowered for the samples 8 cm thick and rises for the samples 4 cm thick which have higher values. Finally, at high frequencies of 1500–2000 Hz, there is a further turnaround. This time it is the values of the sound absorption coefficient of the 8 cm thick samples that have higher values.

Now let us analyze the results obtained individually for the three types of materials. Samples consisting of fragments with only one part in wood generally have values lower than 0.7 of the sound absorption coefficients. Only the sample with a thickness of 8 cm shows values higher than 0.7, and this happens starting from the frequency of 1800 Hz onwards, with a maximum value around the frequency of 1900 Hz. The samples with a thickness of 4 cm have an increasing trend at low frequencies with a maximum at the frequency of about 1200 Hz and then showing a decreasing trend at high frequencies. Samples with a thickness of 8 cm have two maximum values. High values of the sound absorption coefficient at low frequencies have a maximum near the frequency of about 650 Hz and then present a decreasing trend at medium frequencies. Starting from about 1300 Hz, this trend reverses and the sound absorption coefficient returns to increasing, with a maximum at 1950 Hz.

The samples made up of a mixture of fragments with part wood and part bark show a similar trend to the previous one. In this case, the samples with a thickness of 8 cm have two maximum values. High values of the sound absorption coefficient at low frequencies have a maximum near the frequency of about 750 Hz and then present a decreasing trend at medium frequencies. Starting from about 1500 Hz, this trend reverses and the sound absorption coefficient returns to grow with a maximum at 2000 Hz. The samples with a thickness of 4 cm show an increasing trend, with a maximum at the frequency of 1500 Hz, approximately, to then show a decreasing trend at high frequencies. Near the extreme frequency, the sound absorption coefficient starts to grow again.

Finally, the samples composed only of bark have values comparable with the previous one, even if the sample with a thickness of 8 cm shows values higher than 0.7 starting from the frequency slightly higher than 1500 Hz onwards, with a maximum value around at the frequency of 1700 Hz.

After performing the measurements on the sound absorption coefficient, we performed the resistivity and porosity measurements as indicated in the acoustic feature’s measurements section. Table 1 shows the results of the measurements.

### Table 1. Resistivity and porosity values for each type of loosed granular material (mixed, only wooden part, and only bark).

| Loosed Granular Material | Resistivity [Rayl/m] | Porosity |
|--------------------------|----------------------|----------|
| only wooden part         | 1100                 | 0.35     |
| fine mixed               | 850                  | 0.45     |
| only bark                | 870                  | 0.80     |

Repeated measurements were performed on four different samples. The samples were assembled by placing the bulk material in the support with a thickness of 4 and 8 cm, respectively. An average was performed from the values obtained from the measurements. Table 1 shows low flow resistance values: this is because the materials were not compressed in the sample assembly.
4.2. Phenomenological Model Simulation

After analyzing the measurement results, we proceeded to numerical simulation using the models described in detail above. As a first model, we adopted the model based on Hamet’s [10] studies. As already anticipated, this model requires knowledge of three parameters: resistivity, porosity, and structure factor. The sound absorption coefficients were calculated for each of the available frequencies in the measured values. Figure 7 shows the measured sound absorption coefficient values and those simulated with the Hamet model.

![Figure 7. Sound absorption coefficient values comparison between measured and simulated. The figure shows a 4 cm thick sample (a,c,e) and 8 cm thick sample (b,d,f) for only the wooden part (a,b), mixed (c,d), and only bark (e,f).](image)

Analyzing Figure 7, it is possible to notice that the Hamet model can simulate the acoustic behavior of the material with different performances. The structure factor containing the information on the first maximum of the trend obtained from the measured data makes the Hamet curve consistent with the measured data. The greatest analogy between measured and simulated data occurs for the type of fragments containing only the wooden part. The 4 cm thick sample has a bell-shaped pattern, with the simulated data approaching those measured at low frequencies. The 8 cm thick sample shows a trend with a double maximum as reported by the measured data. The first maximum of the Hamet curve is positioned at the same frequency as the measured data as specified in the structure factor, but the values of the acoustic coefficient are greater. In this case, the simulated data are closer to those measured at low frequencies.

Let us now analyze the data obtained with the mixed fragments; also, in this case, the Hamet curve has a shape like that assumed by the measured data. The structure factor once again allows us to adequately position the maximum of the Hamet curve. The 4 cm thick sample has a bell shape with the simulated data which are maintained at approximately the same distance from those measured throughout the frequency interval. This behavior can be justified by a difference in the resistivity value; in fact, the Hamet model seems to refer to a lower resistivity value. The 8 cm thick sample has a bell-shaped pattern with a tail with an increasing pattern at high frequencies. Again, the simulated data is maintained at approximately the same distance from the measured data throughout the frequency range. An approach is noticeable only near the maximum.
Finally, we analyzed the data obtained with the fragments containing only bark; in this case, the Hamet curve has a shape like that assumed by the measured data. The 4 cm thick sample has a bell shape with the simulated data approaching those measured only at low frequencies. The 8 cm thick sample has a bell-shaped pattern with a tail with an increasing pattern at high frequencies. In this case, the simulated data is maintained at approximately the same distance from the measured data throughout the frequency range. An approach is noticeable only immediately after the peak of the Hamet curve.

To compare the results of the numerical modeling, we calculate the performance metrics of the model. Table 2 shows the Root Mean Square Error (RMSE), Mean Absolute Error (MAE) and the Person’s correlation coefficient for the Hamet model.

### Table 2. RMSE, MAE and the Person’s correlation coefficient for the Hamet model.

|         | RMSE | MAE  | Person’s Correlation Coefficient |
|---------|------|------|----------------------------------|
|         | 0.300| 0.253| 0.666                            |

### 4.3. Artificial Neural Network Model

Successful prediction of data using machine learning-based algorithms essentially depends on the quality of the input data. In fact, the input data may present anomalies that in the processing phase can introduce false trends that jeopardize the prediction capacity of the model. For this reason, these anomalies must be identified and corrected in the preprocessing phase. In fact, it is necessary to identify possible anomalies such as the possible presence of any missing attributes or records, or the presence of records without values. Furthermore, since the input data contains very different variables (thickness, resistivity, porosity, frequency, sound absorption coefficient), the resizing of the data is required. This is because the input variables are characterized by different units of measurement and therefore have very different ranges of values.

The standardization of variables is crucial in statistics and data analysis. It allows us to compare variables that show different distributions, or variables with different units of measurement. In standardization, a double normalization is performed: first, the average of the distribution is subtracted from each data, therefore this difference is divided by the standard deviation of the distribution. Thus, the uniqueness of the points and the relative distances from any other point are preserved. This procedure transforms the original data into deviations from the average, and since the algebraic sum of the deviations from the average is equal to zero, it is deduced that all the standardized variables have an average of zero value. On the other hand, each gap from the mean is divided by the standard deviation of the initial variable, which means that the standard deviation of any standardized variable is equal to 1. In this work, the z score standardization has been adopted. In this way, the mean of the column was subtracted from each value in it and the result was divided by the standard deviation of the column. The Equation (11) has been applied:

\[
x_{scaled} = \frac{x - \text{mean} (x)}{\text{sd} (x)}
\]

In the Equation (2),
- \( \text{mean} (x) \) represent the mean of the variable \( x \)
- \( \text{sd} (x) \) is the standard deviation of the variable \( x \)

As mentioned above, standardization involves a scaling which determines the following properties:
- \( \text{mean} = 0 \)
- \( \text{standard deviation} = 1 \)

Standardization means that above average values will become positive scores, while below average values will become negative scores. Furthermore, the score obtained is dimensionless, simply by
subtracting the mean of the distribution and dividing the result by the standard deviation of the same [25].

The purpose of this study is to produce a neural networks-based algorithm to forecast the values of the sound absorption coefficient, known to be some characteristics of the material under examination. To measure algorithm performance, model validation must be performed. It consists in verifying the model’s predictive ability using previously unused input data. The validation of the model is necessary to avoid the excess adaptation of the model; this happens when the model adapts to the observed data that has excessive parameters with respect to the observations. To get around this, we can divide the data into two subsets. The first data set, called the training set, will be used in the training phase; the second data set, called the test set, will be used in the model validation phase. The precision that we will obtain using the test data set will provide us with a measure of the model’s performance. For our needs, the input data was divided into two sets as follows: 70% of the data for training (3923 observations), and the remaining 30% of the data for validation (1681 observations). The procedure for dividing the observations was carried out completely randomly.

The simulation model was developed using an algorithm based on an artificial multilevel neural network of the feed-forward type, with one hidden layer (with 10 neurons) and an output that represents the sound absorption coefficient of the material.

During training, at each step the simulation results are compared with those obtained from the measurements. This allows you to calculate the forecast error. This error is then used to adjust the weights of the connections, trying to minimize an error function.

The adjustment of the weights is carried out as follows: first the error function derivatives are calculated with respect to the weights. Derivatives are subsequently used to calculate the new net weights. For weight regulation, the Backpropagation algorithm is the most used technique. This method uses gradient descent to search for the minimum of the error function with respect to the weights [34]. The gradient descent method identifies the direction of the maximum increase/decrease of the error function.

In this work for the regulation of weights, a variant of the conjugate gradient methods, the scaled conjugated gradient (SCG) backpropagation algorithm [35], was used. SCG returns linear convergence in most problems, returning high performance with at least one order of magnitude faster than the generic Backpropagation algorithm. This result is obtained by exploiting a step-size scaling mechanism. In this way, SCG avoids a long search per line to learn the iteration—this makes it the fastest algorithm among those most widely used. Figure 8 shows the model architecture based on neural networks.

Figure 8. Architecture of artificial neural network-based model.
Figure 8 shows the structure of each layer of the neural network. The input layer consists of seven data inputs as follows: three types of fragments (TypeA = only wooden, TypeB = mixed, TypeC = only bark), thickness of the samples, resistivity, porosity, and frequency. The hidden layer is made up of ten neurons. Finally, an output level with only one output is returned (sound adsorption coefficient). In Figure 8, the shape of the connections visually represents the strength of the weight: the greater the thickness of the line, the greater the weight. Indeed, the colors of the lines suggest the sign of the connection: black-positive; gray-negative [36,37].

Table 3 shows the RMSE, MAE and the Person’s correlation coefficient calculated for the prediction model.

| RMSE  | MAE   | Person’s Correlation Coefficient |
|-------|-------|----------------------------------|
| 0.036 | 0.028 | 0.986                            |

From the analysis of Table 3, we can see that the artificial neural network model has a decidedly low error and a high correlation between simulated data and measured data. Compared to the results obtained with the Hamet model (Table 2), we have obtained much better values.

To understand how much the simulation model manages to predict the trend of the sound absorption coefficient with the frequency, we can display the measured and simulated values to compare the results (Figure 9).

![Figure 9](image_url)

**Figure 9.** Simulated versus measured sound absorption coefficients. The figure shows a 4 cm thick sample (a,c,e) and 8 cm thick sample (b,d,f) for only the wooden part (a,b), mixed (c,d), and only bark (e,f).

Let us analyze in detail the results obtained with the numerical simulation by comparing them with those obtained from the measurements with the Kundt tube. The specimens obtained by assembling only the wooden parts show excellent results for the specimen with a thickness of 4 cm. The simulated data curve fits almost perfectly on that of the measured data. Slight discrepancies occur at the high
frequencies. In addition, for the 8 cm thick specimen, there is a slight underestimation of the simulated sound absorption coefficient at the peak of the bell curve.

For the specimens obtained by assembling both the wooden parts and the bark of the reeds, the simulation results return values very close to those obtained with the measurements. Once again, the 4 cm thick specimen shows better results. The deviations between the values of the simulated and measured sound absorption coefficient are greater in the case of the sample with a thickness of 8 cm. It should be noted that in this case the data obtained from the measurements show a fluctuating trend that obviously the numerical simulation model tends to optimize.

Finally, even the specimens obtained by assembling only the bark parts show satisfactory results, once again better for the 4 cm thick specimen. In the case of the sample with a thickness of 8 cm, deviations are recorded in correspondence with the peak of the bell curve at low frequency and in the vicinity of the high frequencies.

In general, the curves of the simulated data lie almost perfectly on those of the measured values. In some cases, they adapt better, for example in correspondence of anomalies due to uncertainties of the measures.

5. Conclusions

In this study, a numerical model of the acoustic properties of shredded giant reeds was developed. To begin, the models available in the literature and a new methodology based on artificial neural networks were examined. Then the characteristics of the giant reeds were analyzed and the methodology to produce the samples was characterized. Following this, a detailed description of the procedure for measuring the acoustic properties of the material was reported, and the results were analyzed in detail. In conclusion, the results of the modeling according to Hamet were compared with the results obtained from a model based on artificial neural networks.

The Pearson correlation coefficient returned by the neural network model showed high values (0.986), meaning a high number of correct predictions. The usefulness of a model for predicting the sound absorption coefficient is evident. In fact, the use of the prediction model will allow us to evaluate the acoustic performance of a material for each possible configuration, allowing a considerable saving of resources and avoiding the need to perform acoustic measurements [38–40].
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