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ABSTRACT Robust authentication for low-power consumer devices without a keyboard remains a challenge. The recent availability of low-power neural accelerator hardware, combined with improvements in neural facial recognition algorithms provides enabling technology for low-power, on-device facial authentication. The present research work explores a number of approaches to test the robustness of a state-of-the-art facial recognition (FR) technique, Arcface for such end-to-end applications. As extreme lighting conditions and facial pose are the two more challenging scenarios for FR we focus on these. Due to the general lack of large-scale multiple-identity datasets, GAN-based re-lighting and pose techniques are used to explore the effects on FR performance. These results are further validated on the best available multi-identity datasets - MultiPIE and BIWI. The results show that FR is quite robust to pose variations up to 45-55 degrees, but the outcomes are not definitive for the tested lighting scenarios. For lighting, the tested GAN-based relighting augmentations show significant effects on FR robustness. However, the lighting scenarios from MultiPIE dataset - the best available public dataset - show some conflicting results. It is unclear if this is due to an incorrectly learned GAN relighting transformation or, alternatively, to mixed ambient/directional lighting scenes in the dataset. However, it is shown that the GAN-induced FR errors for extreme lighting conditions can be corrected by fine-tuning the FR network layers. The conclusions support the feasibility of implementing a robust authentication method for low-power consumer devices.

INDEX TERMS Directional lighting, face illumination, face recognition, face re-lighting method, FR evaluation, Internet of Things.

I. INTRODUCTION

Human Face Recognition (FR) has been an active research field in computer vision since the early 1960s [1] and early Convolutional Neural Network (CNN) based approaches were in evidence before the end of that century [2]. Over the last two decades, FR has been well-studied in the literature with the most recent advances being driven by advances in CNN and deep learning [3], [4], [5], [6], [7]. In much of the literature the test samples for FR are assumed to be normalized in terms of pose, facial expression and illumination to simplify the challenge of accurately distinguishing an individual identity among a very large population. But, as it is not always feasible to capture optimal facial samples, some studies have explored the effects of different factors on the accuracy of state-of-the-art (SoA) FR systems.

The main factors that affect FR include (i) pose [8], [9], [10], [11], (ii) illumination [12], [13], [14], (iii) facial expression [15], [16], [17], (iv) age [18], [19], (v) gender variations [20], [21], and (vi) facial occlusions [22], [23], [24].

In this work, the focus is on the latest end-to-end fully neural FR techniques [25] as these represent current SoA in
terms of accuracy and have the potential for implementation in the latest neural accelerators [26], [27]. The initial focus for the implementation of neural algorithms in embedded devices was on network optimizations such as parameter quantization and pruning, compressed convolutional filters and matrix factorizations [27]. However, the attention has recently shifted towards specialized neural topologies [28], [29] and ultra-low power realizations in hardware [30], [31]. Such optimizations enable SoA neural FR architectures to be implemented in a low-power consumer appliance, enabling a new generation of devices capable of identifying their owners, providing access control, and personalizing the device’s responses and behavior.

Ideally, for optimal data security and user privacy, such devices should be capable to authenticate a user, without sending facial data to a network or cloud service. However, this introduces new challenges as such FR embodiment can no longer rely on pre-processing input facial samples to optimize power consumption. Thus, all image processing must be achieved in a fully neural implementation, requiring a neural end-to-end FR to be robust to factors such as pose and illumination. Here our goal is to determine the feasibility of modifying a high-accuracy SoA neural FR architecture to demonstrate robustness to uncompensated input image samples.

More specifically, this research studies the effects of directional illumination and larger pose facial samples in an end-to-end fully neural FR system. Key research questions include:

1) What metrics can be used to measure and compare FR at various directional lighting and different pose angles?
2) How robust are the latest FR algorithms to illumination and pose variations? In particular, can we quantify the effects of extreme lighting and pose variations on the robustness of FR?
3) Can a SoA FR algorithm be fine-tuned to mitigate performance degradation?

One of the challenges in setting up experiments to test and answer these questions is the lack of large datasets with accurate and extensive ground truth data on lighting and head pose. Thus a secondary set of research questions arises with regard to testing hypotheses on real data. More specifically, a real lighting dataset is introduced to address the following questions.

4) Does a synthetic dataset created by a relighting/pose-adapting GAN behave in the same way as a real multi-lighting/multi-pose dataset?
5) What are the reasons for this gap? What have we learned from these experiments?

As a first step toward answering these research questions, this work employs a SoA re-lighting methodology to augment a set of high-quality facial images with directional lighting effects. The effect of these augmentations on the performance of the ArcFace, which is a SoA FR model that ongoing provides the latest public code support, is quantified using Receiver Operating Characteristic (ROC) curve techniques. A similar approach was used recently to validate synthetic facial identities [32]. Note that a re-lighting augmentation approach was adopted to evaluate the synthetic directional lighting data on the FR model. Then this work introduces a real public dataset, MultiPIE which includes more than 300 individual identities and 19 lighting scenes, to validate the results of this hypothesis on a real dataset with illumination variation. In this way, the robustness of the FR model to illumination is verified. Similarly, a SoA rotate-and-render technique is adopted to augment the face images with multiple head poses. The robustness of the FR model to head poses is verified by synthetic head poses and head poses from a real dataset with a limited identity number. This work also studies the feasibility of handling lighting variations by fine-tuning the neural FR network. The results for directional lighting are promising and indicate the potential for an end-to-end neural face authentication solution for in-the-wild faces.

The major contributions of this work are as follows:

- Evaluate the effect of directional facial lighting and multiple head poses on a state-of-the-art face recognizer.
- Fine-tuning alleviates the effect of direct light on the face recognizer.
- Public face datasets with illumination and head pose are quantified but concluded that they do not provide adequate variation in the context of extreme directional lighting conditions.

The optimization and compression of a CNN-based model for porting onto a neural accelerator require a complex and involved process of quantization and pruning of network layers, coupled with the extensive tuning of weights and validation experiments to retain model performance on one or more reference datasets [33], [34], [35], [36]. This work is not concerned explicitly with this process but rather seeks to establish if the original FR model can achieve sufficiently robust performance, thus justifying the effort involved in this model optimization and compression process.

The remainder of the paper is structured as follows. The literature survey is initially presented in Section II. Section III describes the datasets and methodology we adopted in our experiments. Subsequently, the initial experiments on GAN augmentations are described and discussed in Section IV and Section V. Further experiments and discussion about the inconsistent results between real and synthetic lighting are conducted in Section VI and Section VII. The fine-tuning strategies were proposed to compensate for the lighting variations in Section VIII. Finally, the findings of this research are summarized and discussed in Section IX.

II. RELATED WORKS

A. PORTRAIT RELIGHTING

Light Stage [37] captures the reflection field of faces by taking various photos of the same person under distinct lighting conditions, and subsequently re-rendering the 3D faces under novel lighting conditions. The method works...
For example, the emergence of network architectures such as VGGNet [51], GoogLeNet [52], ResNet [53], MobileFaceNet [54], FR3DNet [55] and etc. has improved the performance of face recognition. Another direction that has contributed to the development of face recognition in recent years has focused on exploring new approaches for learning loss functions for metrics including DeepFace [4], FaceNet [3], CosFace [6], ArcFace [5], CurricularFace [56], MagFace [57] and Elasticface [58], etc. Most of the loss functions are designed according to the criteria of maximizing the inter-class distance and minimizing the intra-class distance. More information regarding the state-of-the-art of deep neural FR approaches as well as the entire pipeline of the FR and the methods used are given in [25] and [59].

Despite the improvements, the FR task remained challenging in several cases. Studies revealed that many factors can have a negative impact on FR performance, with the main factors being pose, illumination, and others. Specifically, regarding the challenge of recognizing faces in various poses, the approaches employed include frontoalizing faces in [48], [49], building a mapping of side faces to frontal faces [60], combining head pose estimation with face recognition [61], [62], or using pose invariant face recognition (PIFR) [4], [63], [64]. On face samples with lighting variation, techniques were proposed that complement both the traditional and deep learning FR methods reporting improved performance [7], [65]. The approaches include pre-processing the facial samples to normalize any variation, before feeding it to the face recognition algorithm. This paper explores the impact of lighting and pose conditions on the robustness of state-of-the-art facial recognition (FR) techniques, and provides some insights into the study of end-to-end face recognition systems for multi-task scenarios such as extreme lighting conditions and facial poses.

D. FACE DATASETS

Databases have been introduced to facilitate the development of FR models with light, pose, expression, and other variations. The Yale B dataset [66] contains 28 subjects under 9 poses and 64 illumination conditions in grayscale. The AR face dataset [67] was introduced with 4000 corresponding to 126 people’s faces in 1998. Their images are characterized by frontal faces with different facial expressions, illumination conditions, and occlusions. The CAS-PEAL face dataset [68] contains 99594 images of 1040 individuals, and each subject has 5 expressions, 6 accessories, and 15 lighting directions. All the subjects are from China. The PF01 (Postech Faces ’01) [69] contains true-color face images of 103 people with 4 illumination variations, and all of the subjects in the database are Asians. More recently the UHDB31 [70] was published having 21 poses and 3 lighting variations. Despite existing face datasets typically considering various lighting and pose conditions, they have various drawbacks such as limited human subjects, image resolution, ethnographic variation, and color variations. All of these datasets are not designed for portrait re-illumination or synthetic head pose purposes, so they do not contain multiple illuminations and constrained experimental conditions, which is not suitable for consumer-level usage. This has promoted the development of single image portrait relighting without hardware conditions and constrained environments. Early approaches [38], [39] controlled lighting mainly by modifying the parameters of the directional lighting model, and the advent of deep learning has promoted the capability of authentic lighting effects. Reference [40] utilize deep neural networks to decompose image composition for relighting, however, it can only obtain coarse facial geometry, albedo and relighting results. Sun et al. [41] and Wang et al. [42] employed environment maps to build the illumination model, yielding more challenging results.

Zhou et al. [43] relight a facial image by adopting the Spherical Harmonics (SH) lighting model and using synthetic data to train the deep neural network. This model is able to produce renderings for arbitrary light directions that exhibit realistic shadows and specular highlights, and is able to generalize across a wide variety of subjects without introducing artifacts. The advance in the relighting techniques gives the ability to augment ‘in the wild’ face datasets introducing any variation in the direction, illuminance and intensity of the lighting while generating high-quality samples without artifacts. In our work, we evaluated the effect of directional illumination, and this model provides a solution for the limited variation of illuminated face datasets.

B. FACE ROTATION

The face rotation, also known as synthetic multi-view faces, generates a face with a specified pose according to the input face. Face frontalization, which has the ability to recognize faces in various pose conditions, has attracted more attention in previous research. The existing methods can be roughly classified into 3D fitting based method [44], [45], encoder-decoder architecture based deep learning method [46], [47] and generative adversarial networks (GAN) based method [48], [49]. Most existing technologies require paired face images, and the quality of synthetic faces depends heavily on the training set, which limits the practical application of these technologies. Rotate-and-Render [50] proposed a novel self-supervised framework that can synthesize multiple views of faces using only single-view image collections in the wild. The key point of the rotate-and-render method is that they adopt a strong self-supervision by rotating faces in a 3D space and re-rendering these faces to a 2D plane. One of the aims in this work is to quantify the effect of arbitrary pose data on state-of-art neural face recognition. The rotate-and-render technology provides enough photo-realistic head pose data variations for us to answer the previous research questions.

C. FACE RECOGNITION

With the advances in computational resources and with a surge in access to very large datasets, deep learning architectures have been developed and pushed the state-of-the-art in the FR task achieving exceptional accuracy results [7]. For example, the emergence of network architectures such as VGGNet [51], GoogLeNet [52], ResNet [53], MobileFaceNet [54], FR3DNet [55] and etc. has improved the performance of face recognition. Another direction that has contributed to the development of face recognition in recent years has focused on exploring new approaches for learning loss functions for metrics including DeepFace [4], FaceNet [3], CosFace [6], ArcFace [5], CurricularFace [56], MagFace [57] and Elasticface [58], etc. Most of the loss functions are designed according to the criteria of maximizing the inter-class distance and minimizing the intra-class distance. More information regarding the state-of-the-art of deep neural FR approaches as well as the entire pipeline of the FR and the methods used are given in [25] and [59].

Despite the improvements, the FR task remained challenging in several cases. Studies revealed that many factors can have a negative impact on FR performance, with the main factors being pose, illumination, and others. Specifically, regarding the challenge of recognizing faces in various poses, the approaches employed include frontoalizing faces in [48], [49], building a mapping of side faces to frontal faces [60], combining head pose estimation with face recognition [61], [62], or using pose invariant face recognition (PIFR) [4], [63], [64]. On face samples with lighting variation, techniques were proposed that complement both the traditional and deep learning FR methods reporting improved performance [7], [65]. The approaches include pre-processing the facial samples to normalize any variation, before feeding it to the face recognition algorithm. This paper explores the impact of lighting and pose conditions on the robustness of state-of-the-art facial recognition (FR) techniques, and provides some insights into the study of end-to-end face recognition systems for multi-task scenarios such as extreme lighting conditions and facial poses.
III. DATASETS AND METHODOLOGY
A. DATASET
1) CelebA-HQ
CelebA-HQ [71] is a high quality face dataset derived from the CelebA [72] dataset. It contains 30k images of 1024 × 1024 faces with roughly 6000 identities. This dataset is acquired by cropping faces from the original dataset by face landmarks and enhancing the image quality using a GAN trained super-resolution model. A bilinear interpolation and frame filter were used to scale the images to 1024 × 1024. The dataset was created and initially used to train PGAN [71] and StyleGAN [73]. CelebA-HQ is high quality synthetic dataset with sufficient subjects and limited lighting variation, which is a valid dataset for face recognition. In Section IV-A, CelebA-HQ is utilized to produce multiple directional illuminated face data using a face relighting method.

2) BIWI
The Biwi Kinect Head Pose Dataset [74] contains around 15.8k images of 20 people (6 females and 14 males, 4 people were recorded twice). Each frame is provided with a depth image, corresponding RGB image and annotation. The resolution of each sample is 640 × 480, and the head pose range is yaw ∈ (−75, +75), pitch ∈ (−60, +60) and roll ∈ (−50, +50). Ground truth is provided in the form of the 3D position and rotation angle of the head. The BIWI is a ‘real-world’ dataset, which was captured by a Kinect at about one meter distance. BIWI is used in this work to generate synthetic head poses, though it has a limited number of identities. Then the synthetic head pose and the real head pose could be evaluated on the FR model.

3) MultiPIE
The CMU Multi-PIE face database [75] contains 337 subjects, captured under 15 view points and 19 illumination conditions in four recording sessions for a total of more than 750,000 images. This dataset was published in 2013, which has a single background and a small span of illumination. Although it has some limitations, it has 337 subjects and 19 illumination conditions, making it in use by the research community. The cropped images from the original MultiPIE used for the experiment are shown in Figure 1.

B. FACE RELIGHTING METHOD
The lighting variation is applied to the CelebA-HQ dataset [71] and the MultiPIE dataset [75] via the Deep single image Portrait Relighting (DPR) technique [43]. In this method, a CNN is trained to generate a relighted image based on a Spherical Harmonics (SH) description of a lighting source. The method achieves SoA results, and in particular avoids introducing artifacts to the relighted samples - a drawback of other re-lighting methods [40], [42] that were considered for use in this study. The selected DPR method is trained on the well-known CelebA-HQ dataset which provides good variability in terms of subject identity, combined with consistent face image quality. This makes the combination of the DPR re-lighting methodology and CelebA-HQ ideal for this work as side effects are eliminated due to...
Figure 2. It can be seen from Figure 2 that the DPR method after introducing the illumination variations are illustrated in CelebA-HQ-bottom). Examples of the CelebA-HQ samples (CelebA-HQ-right, CelebA-HQ-left, CelebA-HQ-top and CelebA-HQ, each containing of one illumination variation CelebA-HQ dataset, resolving with 4 new sets of the sources used are shown in Figure 2. More SH lighting sce-

frames, with most individual experiments completed in less than a 48-hour period.

The representative Spherical Harmonic (SH) lighting sources used are shown in Figure 2. More SH lighting sce-
narios can be found in. The illumination variations (right, left, top and bottom) are introduced to each sample of the CelebA-HQ dataset, resolving with 4 new sets of the CelebA-HQ, each containing of one illumination variation (CelebA-HQ-right, CelebA-HQ-left, CelebA-HQ-top and CelebA-HQ-bottom). Examples of the CelebA-HQ samples after introducing the illumination variations are illustrated in Figure 2. It can be seen from Figure 2 that the DPR method has high quality outputs incorporating the target SH lighting to the images realistically and without generating any artifacts to the face images. Instructions on how to generate the sets of CelebA-HQ and MultiPIE with the different illumination scenarios are given in the Github repositary of this work.

C. SYNTHETIC HEAD POSE METHOD

Rotate-and-render technique [50] is adopted to synthesize the head pose of the BIWI dataset. Specifically, 3D faces are generated from 2D using the 3D face fitting network 3DDFA [76] and a neural renderer. These faces are then rotated in 3D space and re-rendered to the 2D plane. An image-to-image translation network is then adjusted to fill in the invisible parts and get the output head pose. In this way, a single portrait image can be rotated to arbitrary angles, and the results eliminate artifacts caused by rotation, while existing local texture information can be preserved. Additionally, this technique is training face rotation in a fully unsupervised manner under in-the-wild scenarios. The above reasons make the rotate-and-render technique an ideal method for this work, which is strongly suitable in real-world circumstances.

The rotation of the head pose is divided into yaw, pitch and roll, as shown in Figure 3 [77]. Yaw is the rotation around the vertical axis, i.e., profile and frontal. Pitch is the rotation around the side-to-side axis, i.e., head up and head down and roll is planar rotation. Since the rotation of roll only involves the translation rotation of the image and the rotation of pitch faces in real-world are poor, we discuss the effect of yaw generated by the rotate-and-render technique in this research. We restrict our experiments to generating a series of fixed-angle faces to gain a better understanding of the synthetic head pose data. The synthesized pose also allows more granular control of pose angles than the real data, thus introducing an option for future research on head-pose to benefit from GAN-driven augmentation of frontal portrait images.

Examples of the CelebA-HQ samples after introducing the head pose variations are shown in Figure 4. It can be seen from Figure 4 that, subjectively, the rotation results have high quality, especially in rotation in a small range. In this work, the impact of face pose on the face recognition algorithm is further validated by the BIWI dataset, which is a real multi-view dataset obtained from a real environment. Since the BIWI dataset has limited identities and poses data, we use synthetic multi-view faces to further validate the impact of synthetic face pose on the face recognition algorithm. To get the best results when generating various head pose images, we select ‘frontal’ faces from the dataset as input to synthe-
size profile faces at arbitrary-angle faces. The synthesized pose also allows more granular control of pose angles than the real data - thus introducing an option for future research on head-pose to benefit from GAN-driven augmentation of frontal portrait images.

D. ROC CURVES AS A METRIC

The Receiver Operating Characteristic (ROC) curve [78] illustrates the ability of a binary classifier system, which is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at various threshold settings. X-axis, called false positive rate (FPR) or probability of false alarm, is defined as the proportion of negative data divided into positive categories. Y-axis, called true positive rate (TPR) or hit rate, means the proportion of positive data being divided into positive categories.
FIGURE 4. Examples of head pose variations generated by rotate-and-render method [50]. The images from the first column are original CelebA-HQ. The rest columns are the head pose with different angles.

The ROC curve illustrates the performance of the classifier under different thresholds, which can visually demonstrate the uniqueness of the identity and is widely used to evaluate the performance of face recognition models [32]. Specifically, to compute a ROC curve, an equal number of positive-identity pairs (PP) and negative-identity pairs (NP) are created. Using the corresponding embeddings (extracted from the FR model for each image) of the pairs, similarity scores are calculated and used to plot the ROC curve.

The higher the TPR and the smaller the FPR, the better the classifier effect. Based on the performance of the ROC curve, the top-left curve of the ROC is close to 1 (i.e., the closer the TPR is to 1 when the FPR is close to 0), indicating that the performance of the FR model in the selected sample is more effective.

In this work, the ROC curve is used to evaluate the performance of the face recognition model. A PP is two images from the same identity and a NP is two images from distinct identities. The PPs are created by the whole dataset, and NPs are generated randomly with the same image pairs as PP. Then, the identity similarity score is calculated by the embeddings obtained from the face recognition model. True positive and true negative were obtained by calculating the identity similarity scores of PP. Similarly, false positive and false negative were obtained by using the identity similarity scores of NP. Then, TPR and FPR were calculated and the ROC curve is plotted.

E. FACE RECOGNITION MODEL
A public reference implementation of the ArcFace [5] model is available, as the authors have released optimized, pre-trained, weights for the model. This reference ArcFace model has high performance on the dataset used in this work and provides a useful public baseline for future performance comparisons. In general, any face recognition method could be used for experiments as long as they are state-of-the-art models and have a high performance on the datasets used in this work. Other SoA FR models such as FaceNet [3] or CosFace [6] do not provide reference implementations and thus restrict direct experimental comparisons. The unofficial, but public, implementation of Deepface framework\(^3\) were also tested as shown in Figure 5 but could not provide a similar level of performance on the baseline or test datasets.

\(^3\)https://github.com/serengil/deepface
used in this work. This has motivated our use of official ArcFace throughout this study.

ArcFace loss, or Additive Angular Margin Loss, is a loss function that maximizes the classification boundaries directly in the angular space used in face recognition tasks. In this work, the recommended workflow, by the authors of ArcFace is followed before the face samples are fed to the network. Firstly, the MTCNN [79] is used for detection. The detected area is cropped and resized to $112 \times 112$, using bilinear interpolation. Then the cropped faces are fed into the ArcFace network and 512-embedding will be computed corresponding to the faces. Finally, the identity similarity of two faces is obtained by calculating the cosine similarity, which is using two 512-embeddings. The pretrained network used in this work is provided by the authors of ArcFace and can be found in.

Due to the introduction of lighting variation and pose variation, face detection is not able to process all the face images from the datasets. In the experiments, only the images which the face detection network was able to process in all the illumination scenarios and head pose conditions along with the original image, are used in order to keep the consistency in the experiments. A list of the images used in the experiments can be found in

Due to the introduction of lighting variation and pose variation, face detection is not able to process all the face images from the datasets. In the experiments, only the images which the face detection network was able to process in all the illumination scenarios and head pose conditions along with the original image, are used in order to keep the consistency in the experiments. A list of the images used in the experiments can be found in.

**IV. INITIAL EXPERIMENTS ON LIGHTING AND HEAD POSE**

In this section, the experiments were conducted to quantify the effects of synthetic and real illumination conditions on FR performance, followed by experiments conducted to quantify the effects of synthetic and real pose conditions on FR performance.

**A. EXPERIMENTS WITH SYNTHETIC LIGHTING VARIATIONS**

In this experiment, we evaluate the synthetic lighting variations from CelebA-HQ on the face recognition model. CelebA-HQ, as an initial base dataset, is utilized to produce multiple directional illuminated face data by the face relighting method.

The effects of the 4 directional lighting scenarios shown in Figure 2 on the FR’s performance are examined. Initially, a ROC curve is calculated using only the samples from the test set of the original CelebA-HQ (ROC-Original) following the procedure described in section III-D. All possible PPs from the test set of the original CelebA-HQ are used, in total 31k image pairs and an equal number of NPs are created randomly. Using the corresponding FR embeddings, the similarity scores are calculated and used to plot the ROC curve.

The ROCs corresponding to re-lighting augmented scenarios is calculated following a similar procedure. The same positive and negative identity pairs as in ROC-Original are used but one of the samples from each pair has a re-lighting augmentation applied. This results in 4 main ROC curves (ROC-Left, ROC-Right, ROC-Top, ROC-Bottom) representing the FR’s performance in each illumination scenario. The positive and negative pairs used to compute each ROC can be found in. The resulting ROCs enable a direct comparison of the effects of different types of directional illumination with the original set of test image pairs and between them. This is presented in Figure 6.

From Figure 6 the initial experimental results are largely self-consistent and show well-defined performance degradation of the FR which is largely consistent with what might be expected. The ROC-Original curve illustrates that the FR model has a SoA performance on the non-augmented test dataset approaching close to unity, of 0.99 TPR on the corresponding to $10^{-4}$ FPR value. The re-lighting augmented ROC curves show significant deviations from this baseline performance and are largely consistent with what might be expected. Thus, the smallest deviation is for the ROC-Top, which starts at 0.925 TPR, followed by the ROC-Right and ROC-Left curves at 0.86 and 0.85 respectively. The worst performing ROC is that of the bottom light, starting with a TPR of only 0.725.

Looking at the examples shown in Figure 2 these results make sense - the top lighting augmentation causes the least distortion to the facial image from a human perspective, whereas the bottom-lighting creates more obvious distortions in the facial features. Finally, the left/right lighting augmentations would be expected to have similar effects due to the symmetry of a human face. Note that the statistical variation between ROC-Left and ROC-Right is most likely due to statistical left-right pose variations in some facial samples leading to eccentricities in the corresponding lighting augmentations.

The initial results shown in Figure 6 encouraged a more extensive set of experiments to include additional top-right, top-left, and bottom-right, bottom-left lighting augmentations, to further improve our understanding of mixed directional lighting modes. The new SH lighting used and
FIGURE 7. The additional SH lighting that is examined in Figure 8 is presented on the top row. The original images of CelebA-HQ are in the left column. Examples of lighting injected in the original images using the DPR method [43] are shown for each examined illumination scenario (top-left, top-right, bottom-left, bottom-right).

FIGURE 8. Additional ROC curves, representing the performance of the FR model 4 on the original images and the 8 directional illumination scenarios (left, top-left, bottom-left, right, top-right, bottom-right, top and bottom) examined in this work.

examples of the CelebA-HQ samples after introducing these illumination variations are illustrated in Figure 7. The goals of this additional set of experiments were to provide a second validation of our results, in addition to exploring the effects of more varied re-lighting augmentations.

Due to the introduction of the new lighting variations, face detection is not able to process all the face images from the test set of the CelebA-HQ. Similarly as in section III-E, only the images which the face detection network was able to process in all 8 illumination scenarios and the original images are used in order to keep the consistency in the experiments. Therefore, the initial test set of 8,654 images from 2k identities is reduced to 8,552 images from 1,979 identities. In order to calculate the ROCs, corresponding to the original images and the 8 illuminations scenarios the procedure described in III-D and IV-A, is followed, using the new tests. As the size of the test set is reduced, so is the number of all possible positive image pairs used to compute the ROCs. For this set of experiments 30k positive pairs and an equal number of negative pairs are used. These pairs can be found in 2.

The primary directional ROCs curves (top, bottom, left, and right) presented in Figure 8, differ slightly from those of Figure 6, as the image pairs used in these experiments are different. However, their behavior has broadly similar characteristics. The bottom, bottom-left and bottom-right lighting augmentations are seen to be the most challenging for the FR task, while the top-left and top-right illuminations have the least effect on the FR’s performance. There is a small drop and a small increase in the FR’s performance from the top and right light respectively, compared to Figure 6. These are attributed to the use of different pairs. These results are useful as a baseline for the section VIII, as they help demonstrate that fine-tuning the primary set of directional lighting augmentations can generalize across a broader range of directional lighting effects.

B. EXPERIMENTS WITH REAL LIGHTING VARIATIONS

In this experiment, we evaluate the real lighting variations from MultiPIE on the face recognition model. Since MultiPIE has multiple views which may have an uncertain effect on the results, we only choose frontal faces as an initial experiment. Similar to the previous experiments, we create PPs and NPs at the beginning. First, two different frontal images with the same identity under ambient illumination conditions are employed to acquire a positive pair. Two frontal images with different identities under ambient illumination conditions are employed to acquire a negative pair. We can obtain 10059 positive pairs and subsequently generate the same number of negative pairs randomly from ambient illumination conditions. Then, for the other lighting conditions, we simply replace one image from the pair with a corresponding image having the relevant lighting condition. By applying the method in section III-D, we obtain the ROC curves of the real MultiPIE dataset in Figure 9.

The effects of 5 lighting conditions (ambient, central, left, right, and top lighting) shown in Figure 9, the initial experimental results show good performance across different lighting conditions. The ROC curves show that the FR model has a high performance on all conditions, which starts at 0.99 TPR. The ROC curve of ambient lighting condition is a bit poor. And the ROC curve of central lighting condition has good performance. This indicates that the ambient lighting condition is darker than others. These results appear to contradict the GAN-augmented results derived from CelebA-HQ, showing that the face recognition model can identify the original MultiPIE dataset very well. This is inconsistent with
the results of Section IV-A, and some possible reasons for these outcomes will be further discussed in Section V and VI.

C. EXPERIMENTS WITH SYNTHETIC HEAD POSE VARIATIONS

This experiment quantifies the effect of synthetic multi-pose faces on face recognition. First, we validate the effect of yaw variation from 0 to 35 degrees on face recognition. Second, we extend the angular range of the BIWI dataset to study the effect of large yaw variation on face recognition.

The frontal faces are adopted to synthesize faces at 0, 10, 20, 25, 30, 35, 45, and 55 degrees with the rotate-and-render technique [50] to generate a large-scale synthetic head pose dataset. PPs with the same identity are generated using real frontal faces, and then NPs with the same number of different identities are generated to obtain 3.5K PPs and 3.5K NPs. The original ROC curve is plotted by using the PPs and NPs. For PP and NP, one image is from real frontal faces and the other image includes synthetic head pose variations. In this way, we can obtain the PPs and NPs of faces from the different head pose. Finally, the images from PPs and NPs are fed into ArcFace and the ROC curves are plotted via the method in Section III-D.

The resulting eight ROC curves (Degree00-ROC, Degree10-ROC, Degree20-ROC, Degree25-ROC, Degree30-ROC, Degree35-ROC, Degree45-ROC, and Degree55-ROC), respectively, represent the performance of face recognition under different pose variations. The plotted ROC curves enable a direct comparison of the effect of multi-pose faces with the original frontal image pairs, and between them. Figure 10 (a) shows the ROC curves drawn from 0 to 35 degree face pose, and (b) shows the ROC curves drawn from 35 to 55 degree face pose.

The BIWI original ROC curve in Figure 10 (a) shows that the face recognition model performs close to 1 on the original frontal dataset. The performance of Degree00 ROC curve and Degree10 ROC curve in Figure 10 (a) is almost unchanged and close to the performance of the original ‘frontal’ dataset on the FR model. This illustrates 10 degree head faces have almost no effect on FR performance. Then Degree 30 ROC curve notices a slight decrease in Figure 10 (a), the start of the ROC curve is still greater than 0.98 TPR.

Observing Figure 10 (b), the ROC curve at 35 degree, we can see that the accuracy starts to drop obviously. As the angle increases, the accuracy decreases more and more obviously. The start of the 45-degree ROC curve is 0.9 TPR and the 55-degree ROC curve is 0.86 TPR. It shows that the pose of 55 degrees is the most challenging one for the face recognition task in this experiment. This is consistent with our expectation that the face recognition performance decreases significantly with increasing input head pose, especially when the angle is greater than 35 degrees.

D. EXPERIMENTS WITH REAL HEAD POSE VARIATIONS

This experiment explores the use of ROC to measure and quantify the impact of real multi-pose head data on face recognition. While there is a wide range of pose variations in the BIWI dataset, this experiment explores the effect of yaw variations. We first limit the pitch and roll to a certain range to reduce their effect on the yaw. There is also a requirement that there are enough face images in the experiment to form
PPs and NPs. Restricted by these two factors, we define a certain range of varying angles as a fixed angle to increase the number of images, and this range is also called bias, which we set to 5 degrees. Also, we assume that faces have symmetry, and symmetrical faces have the same effect on face recognition. The pitch $\in (-5, 5)$ and roll $\in (-5, 5)$ remain constant during the experiment. As shown in Table 1, when yaw is greater than 35 degrees, the number and identities of images are less, and the effect of individual images on face recognition will have a significant impact on the ROC, causing the results to be unstable not to have reference value, so we only selected 0, 10, 20, 25, 30 and 35 degrees pose images in this experiment.

The method for generating PPs and NPs used to calculate face similarity is as follows. The PPs and NPs of the frontal faces are the same as Section IV-C, and approximately 3.5K PPs and 3.5K NPs could be obtained from the frontal faces. To maintain consistency in the experiment, the PPs for the remaining angles of the head pose consisted of one frontal face and one head pose (10, 20, 25, 30, and 35), respectively. In this way, 10 degree head pose has 4K PPs, 20 degree head poses can get 2.2K PPs, 25 degree head poses can generate 2.2K PPs, 30 degree head poses can get 2.3K PPs and 35 degree head poses can get 2.8K PPs. The image pairs from PPs and NPs were then fed together into ArcFace to calculate the similarity and get the TPR and FPR. Thus the ROC curves of real BIWI were plotted, as shown in Figure 11.

Figure 11 shows that the change in real-world pose will lead to a slight change in face recognition performance as expected. From Figure 11, we can see that frontal faces and 10-degree faces perform almost the same on the FR model, indicating that real data frontal and 10-degree head pose have almost no effect on FR performance. Observing the ROC curve at 20 and 25 degrees in Figure 11, we can find that the face recognition model can still achieve 99% accuracy. The ROC curve at 30 and 35 degrees in Figure 11 has an obvious drop, but the face recognition model can reach close to 98% accuracy. This phenomenon indicates that the face recognition model has high robustness for real faces rotated within 35 degrees along the yaw direction. Compare to the synthetic head pose result in Figure 10 (a), it shows that the performance of the FR model on synthetic faces in Figure 10 (a) are consistent with the performance of FR model on real faces in Figure 11.

V. DISCUSSION THE INITIAL EXPERIMENTS

Section IV illustrates and quantifies the effect of GAN-generated data and real data with lighting and pose variations on the face recognition model. First, the effect of synthetic illumination data and real illumination data on face recognition is evaluated, and the ROC curves show that the performance of synthetic illumination from CelebA-HQ and real illumination from MultiPIE are inconsistent on the SoA face recognition model. The performance of the ROC curve of real illumination is much better than that of synthetic illumination. Subsequently, the experimental results of Section IV-C and Section IV-D show that the performance of synthetic pose data and real pose data on the face recognition model is similar. The ROC curves illustrate the impact of various head pose data on the face recognizer and explore the behavior and capabilities of real pose samples compared to synthetic pose samples. Experiments have shown that the FR model is challenged by various pose conditions. Head pose (>35 degrees) will cause degradation of the FR model, but the FR model is still robust enough even at 55 degrees for head poses. The synthetic pose dataset agrees with the real pose dataset, indicating that the synthetic pose dataset can replace or enhance the real dataset to some extent.

The relighting model is trained on CelebA-HQ, which has about 6000 identities. And the number of identities in MultiPIE is 337. The number of identities between MultiPIE and CelebA-HQ may lead to differences in ROC curves. Further work should focus on experiments to determine if the difference of scale between datasets affects the results, but lies outside of the scope of this work. The next set of experiments explores the potential probabilities for inconsistent results between real lighting and relighting portraits.

VI. FURTHER EXPERIMENTS TO ILLUSTRATE THE RELIGHTING EFFECTS

It is clear that GAN + CelebA (G+C) gives very different results from MultiPIE in Section IV-A and Section IV-B. The reasons for this inconsistent outcome are explored and clarified in this section. First, the effect of relighting portraits is quantified at MultiPIE on the face recognizer. Second, the discrepancy between samples of relighting faces and real-world faces is measured, as well as the potential explanations for that discrepancy.

A. EXPERIMENTS WITH RELIGHTING VARIATIONS ON MultiPIE

In this section, the effect of relighting on MultiPIE performance is evaluated as a way to compare the effect of real lighting with synthetic lighting on face recognition performance. Firstly, ambient lighting images from MultiPIE are selected
TABLE 1. Define yaw angle of real BIWI (pitch ∈ (−5, +5) and roll ∈ (−5, +5)).

| Define Angle | 0° | 10° | 20° | 25° | 30° | 35° | 45° | 55° |
|--------------|----|-----|-----|-----|-----|-----|-----|-----|
| Real Angle Range | ±0° ~ ±5° | ±5° ~ ±15° | ±15° ~ ±25° | ±20° ~ ±30° | ±25° ~ ±35° | ±30° ~ ±40° | ±40° ~ ±50° | ±50° ~ ±60° |
| Number of Images | 293 | 309 | 179 | 148 | 132 | 164 | 143 | 36 |
| Number of Pairs | 20 | 19 | 13 | 13 | 11 | 9 | 5 | |
| Pairs | 3539 | 4039 | 2236 | 2222 | 2323 | 2857 | 1755 | 693 |

FIGURE 12. The target SH lighting that is examined in this work is presented on the top row. The original images of CMU MultiPIE from no lighting condition are shown in the left column. Examples of lighting injected in the original images using the DPR method [43] are shown for each examined illumination scenario (right, left, top and bottom).

FIGURE 13. ROC curves, representing the performance of the FR model on the original MultiPIE images with no lighting and the 4 initial directional illumination scenarios (left, right, top and bottom) examined in this work.

FIGURE 14. The target SH lighting that is examined in this work is presented on the top row. The original images of CMU MultiPIE from central lighting condition are shown in the left column. Examples of lighting injected in the original images using the DPR method [43] are shown for each examined illumination scenario (right, left, top and bottom).

as original images, and the samples of the relighting images are shown in Figure 12. Similar to the section IV-B, we create positive pairs and negative pairs from original ambient lighting images in MultiPIE. Subsequently, we simply replace one image from the pair with the relighting images. For example, a positive pair for directional right lighting is one image with ambient lighting from the original MultiPIE and another image with right lighting generated by relighting method. In this way, we could get one real pair and four relighting pairs. The relevant images are fed into the face recognition model and through calculation the directional lighting ROC curves from MultiPIE are plotted in Figure 13.

The ROCs in Figure 13 present the performance of the FR model on the original ambient lighting images from multiPIE and 4 directional lighting images. From Figure 13, the ROC-Top obtains almost the same performance as the ROC-Original on face recognition. Followed by a slight drop in the ROC-Right and ROC-Left, and the worst degradation is ROC-bottom, where the starting TPR is only slightly above 0.7. Compared to Figure 6, it is illustrated that the ROCs corresponding to the performance of the face recognition has a similar result with the initial ROCs from CelebA-HQ. Compared to Figure 9, the ROCs from the original MultiPIE are significantly better than the ROCs with relighting
method. From Figure 12, the relighting samples are dark and have many artifacts, far inferior to the synthetic results of CelebA-HQ in Figure 2.

We suspect that the initial ambient relighting images are too dark, which affects the outcome of the relighting portraits. Thus the central lighting images from MultiPIE are selected as initial images to generate the relighting samples, as shown in Figure 14. From Figure 14, the relighting portraits are brighter than the samples in Figure 9, and the artifacts disappear apparently. This indicates that the lighting conditions of initial images will affect the relighting results. The PSNs and NPs from the original central lighting images are also created to calculate the ROC curve. Same with the last experiment, one of the images from PP and NP is replaced by relighting images, which are used to plot the ROC curves. Figure 15 illustrates the performance of the FR model on the original central lighting images from MultiPIE and 4 directional lighting images. The ROCs in Figure 15 show that the bottom lighting results are better than the one in Figure 13, but it is still inconsistent with the ROCs from the real lighting experiment.

B. COMPARE THE SAMPLES FROM RELIGHTING METHOD WITH THE SAMPLES FROM REAL LIGHTING ON MULTIPIE

To further elaborate on the differences between synthetic samples, we employ image quality evaluation and color histograms to detail the differences between synthetic samples and real samples.

1) COMPARE WITH IMAGE QUALITY ASSESSMENT

To evaluate the effectiveness of GAN-generated relit images with real-world images, we compute the structural similarity index (SSIM) and peak signal-to-noise ratio (PSNR) between real-world images and relighting images. SSIM is a perception-based model that treats image degradation as a change in perceptible structural information and also incorporates important perceptual phenomena, including luminance and contrast. PSNR compares the absolute error between the maximum signal and the background noise. Here we take real lighting images as the reference images and compute the SSIM and PSNR via reference images and the target relighting images.

From Figure 16, the quality of the re-lit images is degraded to varying degrees compared to the original images. The relighting images which are generated by original no lighting images have a better quality than the relit images which are generated by original central lighting images. From the second row of Figure 16, we could find the images generated by the original no-lighting images have more artifacts than the real images (first row). From the third row of Figure 16 (b), we could find that the relighting images generated by central lighting images have more realistic lighting compared with the second row of (b), but the human face is blurred and smoothed clearly in the third row of (b). This might be the reason why they have lower SSIM and PSNR than the second row.

2) COMPARE WITH COLOR HISTOGRAM

The color histogram is a representation of the distribution of colors in an image. For digital images, the color histogram denotes the number of each pixel in a fixed list of color ranges that span the color space of the image, i.e., the set of all possible colors. The color histogram is a statistic that can be viewed as an approximation of a potentially continuous distribution of color values. This experiment measures the differences in the global distribution of colors between the real and synthetic images by comparing the differences in the color histograms.

Figure 17 shows the color histogram of two sample identities. For the histograms of real faces in the first column, the highest peaks are mainly concentrated between 0 and 100 levels, which means that the faces are relatively dark. The histograms of the real right lighting face and the histograms of the real left lighting face are consistent for the same face, indicating that the left and right illumination of the same face are symmetrical. The histograms of the top lighting face are uniform, implying that the brightness of the entire image is almost uniform.

From the second column in Figure 17, the histograms of GAN1 left lighting faces and GAN1 right lighting faces are similar. And the level of the highest peaks is 256, which means they are ‘over-exposed’ or ‘saturated’. And the second highest peaks are closer to 0 levels than the histograms of the real images, implying that GAN1+lighting images are darker than the real lighting images. It indicates that there is significant ambient lighting in addition to the directional lighting in the images of the second column and the ambient illumination level is low from the input images of GAN1+lighting. This is consistent with the experimental conditions since the input images in the second column are images without illumination conditions.

From the third column in Figure 17, the level of the highest peaks is 256 from the histograms of left/right light which is similar to the second column. And some features in these
images such as eyes appear subjectively better than the ones in the second column because the initial image is a frontal illumination image. This comparison of real samples from the multi-PIE dataset with GAN-adjusted samples can only give us some subjective clues as to the origins of the observed discrepancies in FR performance. A full resolution of this will need to be addressed in separate research work.

As we could see in Figure 18, the ambient light from the laboratory is at the top, and the walls of the laboratory may cause the reflections of flash lighting. This indicates that the
A mix of directional and ambient lighting is not controlled in Multi-PIE. It is hard to be sure how much of the directional lighting in the real data is ‘directional’ and how much is due to ambient reflections in the lab space. In addition, the GAN does cause some overexposure of the background pixels and the GAN images lack shadows - it is not clear how much overexposure is on the face or if this is enough to cause the observed deterioration in the ROC curve. These may be the reasons for the difference between the real images and relighting images.

**VII. DISCUSSION THE ADDITIONAL EXPERIMENTS**

Section VI illustrates that the effect of relighting faces from MultiPIE is consistent with the relighting faces from CelebA-HQ. So the difference between the effect of real lighting portraits and the effect of relighting portraits is not due to its scale or the underlying MultiPIE. We also gained an understanding that the input image of the relighting model will affect the reluminated portraits.

From the comparison of the histograms, it shows that the color histogram is inconsistent between the real lighting faces and the relighting faces; it may imply that this is not only due to the GAN lighting model we used is not as good as
the real lighting, but also due to different mix of ambient and directional levels between the real lighting and GAN lighting.

In the first part of this work the potential effects of in-the-wild lighting conditions and multiple head pose, in particular directional lighting effects on a state-of-the-art neural face recognition method have been demonstrated and quantified. Thus we could get the conclusion that while GAN lighting has ‘issues’ the multi-PIE is not representative of true directional lighting either.

GAN lighting does give us extreme lighting conditions and it tells us the ‘worst’ effects we can expect. Next question is that should we be able to fine-tune for less significant distortions? As was indicated in [7] this problem is typically solved by additional pre-processing of image samples to correct for lighting conditions. Next experiment is to determine whether the FR can be fine-tuned to compensate for lighting effects.

VIII. FINE-TUNING THE ArcFace

In this section the selected FR model is fine-tuned, using a similar approach to [80] with samples augmented with directional lighting.

A. FINE-TUNING PROCESS

The initial pretrained network provided by the authors of ArcFace 4, is fine-tuned using a training set comprising samples from the original CelebA-HQ dataset and samples with all 4 primary directional lighting augmentations (CelebA-HQ-Left, Right, Top and Bottom). In this experiment, 28,224 images were used from each set (CelebA-HQ-Left, Right, Top, Bottom and original) that the face detection network was able to process in all the illumination scenarios along with the original CelebA-HQ images. Then the dataset is divided into a train and test set with 19,570 images from 4k identities and 8,654 images from 2k identities, respectively. This is applied to each CelebA-HQ-set. Thus, 97,850 high-quality facial samples were used for fine-tuning, or 19,570 from the original data and each of the four primary lighting sub-categories.

For the re-training process, the standard Arcface loss function is used, with the learning rate set to 0.005 and a batch size of 128, following the instructions from the authors of ArcFace. The network is fine-tuned for 40 epochs, as the number of images used is relatively large and all network layers are unfrozen for the fine-tuning process. After 40 epochs the network showed satisfactory results on the training data used and therefore stopped. Longer training could result in over-fitting to the training data and thus not being able to generalize. More details regarding the fine-tuning process and the corresponding training code can be found at 5. The fine-tuned network resulting from this re-training process is released at 5.

The fine-tuned network is used to calculate the embeddings of the test samples. The same procedure as described in III-D and IV-A is followed to calculate the ROC-Original-finetuned (ROC-Original-FT) and the ROCs corresponding to the 8 different illumination scenarios (ROC-Left-FT, Right-FT, Top-FT, Bottom-FT, Top-Right-FT, Bottom-Left-FT, Bottom-Right-FT), using the positive and negative pairs from section IV-A.

B. ROCs COMPARISON

The ROCs representing the performance of the fine-tuned FR model on the original images and on the 8 directional lightings are presented in Figure 19. From Figure 19 it is illustrated that the ROCs corresponding to the fine-tuned FR model on the 4 main illuminations (left, right, top, bottom) used in the fine-tuning process (Figure 19) are at higher levels compared to the ROCs corresponding to the performance of the initial network (Figure 8) on these illumination scenarios. More importantly, the ROCs corresponding to the fine-tuned model on the 4 illuminations scenarios that are not used during the fine-tuning (top-left, top-right, bottom-left, bottom-right), are also at higher levels, thus showing that the network is able to generalize to other variations of illumination that it was not trained on. Overall, the performance of the fine-tuned FR model on any given illumination scenario has increased and its above 0.95 TPR, even on the lower FPR values. Notably, the ROCs are very close to the performance of the FR on the original images. Therefore, concluding that the FR model when trained with lighting variation is able to adapt and handle face samples that include illumination and achieve high accuracy results and also generalize across different illumination variations that are not used during fine-tuning. Thus, showing that the illumination can be compensated through training methods and augmentation techniques eliminating the need for pre-processing methods.
to correct the lighting, which are not optimal for use in neural accelerators.

**IX. CONCLUSION AND FUTURE WORKS**

It is clear from the results of the experiments, illustrated in Figure 10 and Figure 11 that a fully end-to-end neural face recognition model is robust to head pose. It is feasible to synthesize multiple head poses for large-scale training datasets in face recognition application. Through lighting experiments from Section IV and Section VI illustrated that there is still a gap between the current stage of the re-lighting method and the real environment. The potential reasons that lead to this difference may be the shadows in synthetic faces and a mixture of ambient and directional illumination in the original MultiPIE. The original images used for relighting experiments will affect the synthetic relighting results. In addition, SoA neural FR algorithms can be fine-tuned to handle difficult in-the-wild acquisition conditions such as directional lighting. In section VIII-B the practicality of fine-tuning a high-performing neural FR model has been demonstrated, recovering performance levels close to the original baseline for such lighting conditions. The fine-tuning process also indicated that generalization from the primary directions to combinations of directional lighting is achieved - a promising result given the non-linear nature of lighting conditions.

One of the reasons for the poor relighting results is shown in Figure 16 that the shadows in the synthetic images are inconsistent with the real images. Recent re-lighting method [81] deals with the hard shadows and relighting together, but only the nose shadow is considered and the experimental results we conducted on MultiPIE still have artifacts and blur, which affect the performance of the face recognition model. Other GAN relighting methods as we mentioned in the introduction, mostly concentrate on the environmental lighting condition, which is not in accordance with our work.

Future work we will improve the effect of shadows, and explore how shadows will affect the robustness of the face recognition model. We will collect face images with directional lighting conditions in the lab and real-world to produce a portrait lighting dataset. We also plan to generate a large synthetic dataset with various head pose and lighting conditions to explore the effect of combining pose and lighting on FR models. In addition, there are other challenges for FR algorithms in-the-wild, including those listed in the introduction. A broader study on factors that can affect FR is indicated. In this regard the availability of several large 3D facial datasets [82] could provide sufficient individual identities and support more complex data variations to support such a study.
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