Abstract—Stored grain pests detection is essential for grain management. In this paper, we have proposed a machine learning method for stored-grain pest detection. We focus on crustacean pests detection using SVM. The 20 pixels width and 20 pixels height pests and background images are directly utilized for SVM training and classification. According to the experiment results, accuracy of SVM classifier is 99.40%, which outperforms LSSVM and PLS. We then conducted an interesting experiment using synthetic pest images. We employ these synthesized data as pest samples for training SVM classifier. According to the results, the SVM classifier trained via synthetic pest images is able to detect pests in images in some cases because synthetic pest images are quite different from real pest images.
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I. INTRODUCTION

In recent years, China has increasingly attached importance to food security[1-4], and it’s grain storage scale has gradually increased[5-7]. Pests of stored grain become one of the most important factors to food safety. Stored grain pests refer to those living or inhabiting in stored grain of grain depot. Crustacean pests mainly include Araecerus fasciculatus, Corn Weevil, Flat Grain Beetle, Lasioderma Serricorne Bruchus Pisorum1 and Silvanidae1, as shown in Fig 1.
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Therefore, the use of modern information technology to achieve rapid and accurate identification of stored-grain pests is of great significance for the extension of food storage time. Nowadays, with the widely use of machine learning technologies, Especially SVM has the open source of supervised learning model, the detection of stored-grain pests has also entered a new developing stage. After the images are processed by machine learning and computer, the characteristics of stored-grain pests are extracted and a classifier is generated to identify the insects. Compared with the traditional artificial recognition, it greatly improves the processing speed and paves the way for the full automation of food processing in the future.

This paper proposes a new method to identify stored-grain pests of crustaceans by a SVM classifier. The contributions of our paper can be summarized as: (1)In training phase, we directly employ image to train SVM classifier. Because crustacean pests are black they are very obvious contrast with background.(2)For crustacean pests detection, synthetic pests images are employed to training detector, the detector is capable of detecting the pest in images, and obtain comparable results.

II. BRIEF INTRODUCTION OF SVM

For the binary classification problem, the squares represent the negative sample, the circles represent the positive one. For linear classification problem there exists a hyperplane $H : wx + b = 0$, which can classify these samples unmistakably. SVM can be written as:

$$\min \|w\|^2 / 2 \quad s.t. \quad y_i (wx_i + b) - 1 \geq 0 \quad (1)$$

This model can be solved via Lagrange duality.

III. EXPERIMENTS AND RESULTS

A. Data Set

The samples are fixed on a data-collection platform, and the distance between the camera and the samples is set to be 50cm. The obtained original images are cropped as 256×256. As shown in Fig 2 and 3.
The pests in the original images are cropped to form the positive sample set, as shown in Fig. 4.

For each 256×256 image, 200 images with a size of 20×20 are randomly selected as the negative samples of the training set, and the images containing pests are deleted. A total of 7,539 images are obtained to form the negative sample set. Some of negative samples are shown in Fig. 5.

Firstly, a certain number of images of pests are cut out of all images for the positive samples by manual recognition, and then cut out another certain number of images from the original pictures then remove the stored-grain pests in these pictures artificially and take them as the negative samples. Secondly, select 123 pictures from the positive samples and 3770 pictures from the other respectively as the training set, and take the rest of the positive samples and negative samples as the test set, label the positive samples of the training set and the test set as 2, and the negative ones will as 1 to get the images’ labels in the training set and test set, after normalizing the two sets, take the training set and it’s label as the parameter to obtain the two parameters of the gaussian kernel function for the model, and input both the training set and the test sample again, after the samples grizzled processing, randomly cut the 33×33 images and compress them into 20×20 for a matric manipulation, the processed images become a matrix with one row and 400 columns, the images and the training set and testing set images as well as the cutted testing image matrixes with normalized processing will return the new training set normalized samples and a classifier model that can be used as parameters to forecast, then identify and display the predicted results (i.e. the pests’ imagines) with a rectangular box in the test samples.

C. Results and Analysis

We randomly select a part of negative and positive samples for training SVM[8,9, 10–18], PLS[19–23] and LSSVM[24–28] classifiers and the rest for testing.

Table. 1. As shown in this table, SVM outperforms LSSVM and PLS.

| Method       | Accuracy | Ratio  |
|--------------|----------|--------|
| SVM(training) | 0.9822   | 0.9888 |
| SVM(testing) | 0.9833   | 0.9902 |
| PLS(training) | 0.9986   | 0.9954 |
| PLS(testing) | 0.9735   | 0.9791 |
| LSSVM(training)| 0.9691  | 0.9682 |
| LSSVM(testing)| 0.9682  | 0.9682 |

Pest detection results are shown in Fig. 6, the results demonstrate that the proposed method for stored-grain pest detection method is efficient and effective.

We then conduct an experiment using synthetic data as shown in Fig. 7. We employ these synthesized data as pest samples for training SVM. The detection results are shown in Fig. 8. As shown in this figure, we have detect the pests. This idea are similar with small object detection.
IV. Conclusion

In this paper, we have proposed a machine learning method for stored-grain pest detection. We focus on crustacean pests detection using SVM. In our experiments, the 20x20 pests and background images are directly utilized for SVM, PLS and LSSVM training and testing. In PLS testing phase, we set 1.3 as a threshold for pests classification. According to the experiment results, SVM achieves the highest accuracy. We then conducted an interesting experiment using synthetic pest images. We employ these synthesized data as pest samples for training SVM classifier. According to the results, the SVM classifier trained via pest images are able to detect pests in an image. This idea is similar with small object detection. After all, synthetic pest images are quite different to real pest images, in some cases, this pest detector can’t detect a pest at all. Our future work will focus on deep learning-based pest detection and recognition. Deep learning is a powerful tool. It’s a useful feature leaning framework in computer in computer vision. In stored-grain pests detection area, it may have higher performance than traditional methods.

ACKNOWLEDGMENT

This work is supported by Chutian Scholar Programm-Chutian Student of Hubei Province, Hubei Provincial Department of Education (No.B2019064), Grain Administration of Hubei Province (No.532109019207), the Recruitment Program of Wuhan Polytechnic University (No.2017RZ05), Research and Innovation Initiatives of WPU(No.2017y27).

REFERENCES

[1] F. U. Ze qiang. Research on the relationship of cultivated land change and food security in china. Journal of Natural Resources, 2001.
[2] SKhan, M. A Hanjra, and Jianxin Mu. Water management and crop production for food security in china: a review. Agricultural Water Management, 96(3):349–360, 2009.
[3] Liming Ye and Eric Van Ranst. Production scenarios and the effect of soil degradation on long-term food security in china. Global Environmental Change, 19(4):464–481, 2009.
[4] Xie Kaiyun Qu Dongyu. Development of potato industry and food security in china. Scientia Agricultura Sinica, 91(02):358–362, 2005.
[5] C.F.H Jenkins. Stored-grain pests. Journal of the Department of Agriculture for Western Australia, 1940.
[6] N Stefanazzi, T Stadler, and A Ferrero. Composition and toxic, repellent and feeding deterrent activity of essential oils against the stored-grain pest strblgium castaneum(coleoptera: Tenebrionidae) and sitophilus oryzae (coleoptera: Curculionidae). Pest Management Science, 67(6):639–646, 2011.
[7] Hanping Mao. Research progress and prospect for image recognition of stored-grain pests. Transactions of the Chinese Society for Agricultural Machinery, 39(4):175–179+186, 2008.

[8] Ivan Chorbev, Dejan Gjorgjeviki, and Gjorgi Madzarov. A multi-class svm classifier utilizing binary decision tree. Informatica, 33(2):225–233, 2009.
[9] Kristin P Bennett and Erin J Bredensteiner. Duality and geometry in svm classifiers. In Seventeenth International Conference on Machine Learning, 2000.
[10] A Bazzani, A Bevilacqua, D Bollini, R Brancaccio, R Campanini, N Lanconelli, A Riccardi, and D Romani. An svm classifier to separate false sig- nals from microcalcifications in digital mammograms. Physics in Medicine & Biology, 46(6):1651, 2001.
[11] Xiujuan Chen, Yichuan Zhao, YanQing Zhang, and Robert Harrison. Combining SVM classifiers using genetic fuzzy systems based on auc for gene expression data analysis. 2002.
[12] Keng Pei Lin and Ming Yan Chen. On the design and analysis of the privacy-preserving svm classifier. IEEE Transactions on Knowledge & Data Engineering, 23(11):1704–1717, 2011.
[13] R Perdisci, Guofei Gu, and Wenke Lee. Using an Ensemble of OneClass SVM Classifiers to Harden Payload-based Anomaly Detection Systems. 2006.
[14] [L. V. Ganyun, Haozhong Cheng, Haibao Zhai, and Lixin Dong. Fault diagnosis of power transformer based on multi-layer svm classifier. Proceedings of Electric Power System & Automation, 75(1):9–15, 2005.
[15] W. H. Chen, S. H. Hsu, and H. P. Shen. Application of svm and ann for intrusion detection. Computers & Operations Research, 32(10):2617–2634, 2005.
[16] Jianhui Zhao, Zhong Zhang, Shizhong Han, Chengzhang Qu, Zhiyong Yuan, and Dengyi Zhang. Svm based forest fire detection using static and dynamic features. Computer Science & Information Systems, 8(8):821–841, 2011.
[17] Dawei Li, Lihong Xu, Erik D. Goodman, Xu Yuan, and Wu Yang. Integrating a statistical background-foreground extraction algorithm and svm classifier for pedestrian detection and tracking. Integrated Computer-Aided Engineering, 20(3):201–216, 2013.
[18] Li Ying and Jianmin Jiang. Combining of svm knowledge for microcalcification detection in digital mammograms. 2004.
[19] D. J. H Wilson and G. W Irwin. PLS modelling and fault detection on the tennessee eastman benchmark. In American Control Conference, 2000.
[20] Fazal Mabood, Javid Hussain, Farah Jabeen, Ghulam Abbass, Batoul Allaham, Mohomed Albrouni, Said Alghawi, Saif Alameri, Syed A Gillani, and Ahmed Al-Harrasi. Applications of ft-nirs combined with pls multivariate methods for the detection & quantification of saccharin adulteration in commercial fruit juices. Food Addit Contam Part A Chem Anal Control Expo Risk Assess, 35(6), 2018.
[21] ManojKandpal,PremlKrishnan, and Lakshminarayanan Samavedham. Data driven fault detection using multi-block pls based path modeling approach. Computer Aided Chemical Engineering, 31:1291–1295, 2012.
[22] NathanChurchill, BabakAfshin-Pour, and StephenStrother. PLS and Functional Neuroimaging: Bias and Detection Power Across Different Resampling Schemes. 2014.
[23] ChenAo,Hongpeng Zhou,Yujian An, and SunWei. Pca and pls monitoring approaches for fault detection of wastewater treatment process. In IEEE International Symposium on Industrial Electronics, 2016.
[24] ChenBo, Yuanqian Liu, and ZhangYao. Fs-lsvm based fake measurement detection in substation automation system using iec 61850. In Power & Energy Engineering Conference, 2010.
[25] Xiao Lei Yang, Yi Dan Su, and Jin Ping Mo. Lssvm-based social spam detection model. Advanced Materials Research, 765-767:1281–1286, 2013.
[26] Zhonghai Li, Zhang Yan, and Liying Liang. Fault detection and diagnosis based on kPCA-lsvm model. In International Conference on Measuring Technology & Mechatronics Automation, 2009.
[27] Zhi Zhou, Xiaoyu Li, Peiwu Li, Yun Gao, Hui Zhan, and Jie Liu. Near infrared spectral detection of moldy chestnut based on ga-lsvm and f. Transactions of the Chinese Society of Agricultural Engineering, 27(3):331– 335, 2011.
[28] LiSheng and LianKui Dai. Classification of gasoline brand and origin by raman spectroscopy and an over weighted ssvm algorithm. Fuel, 90(7): 146–152, 2011.