UV/vis-to-IR Photonic Down Conversion Mediated by Excited State Vibrational Polaritons
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Abstract

This work proposes a new photophysical phenomenon whereby UV/vis excitation of a molecule involving a Franck-Condon (FC) active vibration yields infrared (IR) emission by strong coupling to an optical cavity. The resulting UV/vis-to-IR photonic down conversion process is mediated by vibrational polaritons in the electronic excited state potential. It is shown that the formation of such excited state vibrational polaritons (ESVP) via UV/vis excitation only occurs with molecules having vibrational modes with both a non-zero FC activity and IR activity in the excited state. Density functional theory calculations are shown to effectively identify a candidate molecule, 1-Pyreneacetic acid (PAA), with this property and the dynamics of ESVP are modeled using the truncated Wigner approximation. Overall, this work presents a new avenue of polariton chemistry where excited state dynamics, driven by photoexcitation, are influenced by the formation of vibrational polaritons. Along with this, the photonic down conversion is potentially useful in both the sensing of excited state vibrations and in quantum transduction schemes.
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1 Introduction

Most light-matter interactions involved in spectroscopy are in the weak coupling regime such that the intramolecular Coulombic fields are significantly stronger than the interacting radiation fields.[1] As such, perturbative theories accurately describe many spectroscopic phenomena.[2] These theories break down in the “strong coupling” regime where light and matter states hybridize, resulting in energy splittings that can be spectroscopically observed.[3] The quanta of such hybrid light-matter states are called “polaritons”, the formation of which is commonly realized by the use of high finesse optical cavities with quantized radiation modes that can be coupled to dipole carrying transitions within states of matter. Polaritons formed between infrared (IR)-active molecular or condensed phase vibrations and an optical cavity are, naturally, called “vibrational polaritons”.

In recent experiments, it has been demonstrated that product selectivity and rates of ground state reactions may be modulated by the formation of vibrational polaritons through coupling an optical cavity to the vibrational coordinate on which a reaction proceeds.[4, 5, 6, 7, 8, 9, 10] Although there has been significant experimental and theoretical work towards understanding such ground state vibrational polaritons and their effect on reactions along with other physiochemical phenomena,[11, 3, 12, 13, 14, 15, 16, 17, 18] analogies on the electronic excited state potential have remained underexplored.[19, 20] Here, we propose a novel photonic down conversion process that results from the formation of excited state vibrational polaritons (ESVP) via UV/vis electronic excitation of a molecule containing a vibrational mode that is coupled to an IR cavity. Under vibronic coupling, the UV/vis excitation of the molecule induces a wavepacket consisting of ESVP, while Rabi oscillations occur between occupied vibrational and photonic states as time evolves. These photons in turn may leak from the cavity, leading to IR light emission.[21]

The UV/vis-to-IR photonic down conversion process proposed in this work has potential applications in quantum information science, where the vibrational wave-packet, formed by a UV/vis excitation of the cavity-embedded molecule, can be directly transduced into a photonic wavepacket through coupling to the optical cavity. Hence, molecules with different vibronic couplings and excited state potential energy surfaces produce different coherences within the photonic wavepacket emitted via the ESVP photonic down conversion process. This could allow for the manipulation of coherent light by molecular design. Furthermore, the UV/vis-to-IR photonic down conversion process implies that an optical cavity can be used to enhance the emission of excited state vibrations, analogous to the Purcell effect in the weak light-matter coupling regime.[22, 23] The effective detection of excited state vibrations through this process would be a powerful measurement tool for identifying vibrational modes induced by electronic transitions—information that has been difficult to obtain experimentally,[24] and that often requires a determination through electronic structure calculations and molecular dynamics simulations.[25] Detection of photonic emission from vibrations is typically impossible due to their non-radiative relaxation being on the order of picoseconds,[26, 27] which out-competes any non-enhanced emission that occurs on a $> 1 \mu s$ time scale.[28, 29] It was experimentally indicated by Raschke and coworkers that ground state vibrational emission could be enhanced by coupling molecules
to an optical resonator, yielding a 50% decrease in the vibrational dephasing lifetime for poly(methylmethacrylate),[29] although photonic emission from vibrations was not actually observed.

Another potential application of ESVP is in the modulation of photophysical processes that occur via transitions between excited electronic states, and which can be mediated by vibrational coherences. For example, vibrational coherences have been shown to mediate singlet fission in certain molecular systems,[30, 31, 32, 33, 34, 35] promote charge and energy transfer in biological light harvesting systems,[36, 37, 38, 39] as well as drive the photochemical reaction of vision.[40, 41, 42] The hybridization of cavity photons with relevant vibrational modes could modulate such coherences as well as change excited state potential energy surfaces (PES), altering reaction pathways and rates similarly to what has been shown for ground state reactions.

In this work, we utilize the truncated Wigner approximation (TWA)[43] to theoretically predict the time evolution of quantum mechanical observables in a combined cavity-molecule system, either without dissipation or when coupled to dissipative harmonic baths. The TWA is exact for systems governed by linear or quadratic potentials, i.e., systems consisting of harmonic oscillators. Furthermore, the TWA benefits from linear scaling of complexity with increasing number of degrees of freedom (DOF), as opposed to the exponential increase in complexity of the Hilbert space of the system. Therefore, the TWA enables exact modeling of the evolution of polariton wavepackets coupled to baths of harmonic oscillators without requiring a truncated Hilbert space and without tracing out the bath DOF, as is done in standard quantum master equation techniques.[44, 45] We are therefore able to concurrently and explicitly monitor the population transfer into both a radiative and non-radiative bath, giving insights into how different interaction parameters affect photonic emission from ESVP in the presence of non-radiative vibrational relaxation.

2 Results

2.1 Photonic Down Conversion Mechanism

Figure 1 shows a schematic of the ESVP mediated photonic down conversion process. A molecule is positioned inside an optical cavity, initially in its ground electronic state. A mode of the optical cavity is assumed to be near resonant with a spectrally isolated vibrational mode of the molecule. We treat the cavity as transparent to high optical frequencies allowing a UV/vis pulse to promote the molecule into an electronically excited state. We also assume the FC approximation where vibronic coupling is characterized by a linear shift in the excited state nuclear PES, as shown in Figure 1, with $Q_0^{(g)}$ and $Q_0^{(e)}$ being the ground and excited state equilibrium nuclear configurations of the vibrational mode of interest, respectively. Assuming a non-zero Huang-Rhys (HR) factor (vibronic coupling constant), a vibrational wavepacket will be created upon electronic excitation of the molecule. In the absence of the cavity, this wavepacket will have an expected occupation number, $\langle \hat{N}_{vib} \rangle$, equal to the HR factor $S$,[46, 47] and its energy expectation value equals $S\hbar\omega_v$, which is called the reorganization energy,
Figure 1: Schematic of the UV/vis-to-IR photonic down conversion process mediated by ESVP. An impulsive excitation by UV/vis light (blue arrow) creates ESVP due to vibronic interactions of the cavity coupled vibrational mode. The ESVP then leak IR radiation from the cavity (red arrows).

where \( \omega_v \) is the vibrational frequency. When the cavity is present and the excited state vibrational transition dipole moment \( \mu_{IR}^{(e)} \) is non-zero for the cavity resonant vibrational mode, the vibrational wavepacket will comprise a superposition of polariton eigenstates and Rabi oscillations will occur between vibrations and cavity photons as time evolves. Furthermore, given a finite quality factor \( Q \) of the cavity, which is a measure of its radiative energy loss,[48] the cavity photons involved in such ESVP will leak out of the cavity resulting in IR emission that can be detected and/or harnessed.[21] Altogether, these steps constitute a photonic down conversion process where a single incident UV/vis photon is converted into one or more IR photons.

In this work, we only consider dissipation of cavity photons through the cavity mirrors so that \( Q \) is dependent only on the amount of detectable radiative emission. In general, other dissipation pathways should also be accounted for such as absorption by the cavity mirrors and bound mode photoluminescence,[21] which would also decrease \( Q \). Therefore, the results presented herein give an idealized estimate of the amount of photonic down conversion that can occur within a lossy cavity.

2.2 Theoretical Model

We use the Pauli-Fierz Hamiltonian as a basis for constructing a model of the ESVP mediated photonic down conversion process.[49, 50, 51] Accordingly, the cavity-molecule system is described as

\[
\hat{H}_{\text{system}} = \hat{H}_{\text{mol}} + \frac{\hat{p}^2}{2} + \frac{\omega_v^2}{2}(\hat{q} + \hat{A} \cdot \hat{\mu})^2,
\]  

(1)
where $\hat{p}$ and $\hat{q}$ are the cavity mode momentum and position operators, respectively, and $\omega_c$ is the frequency of the cavity mode. Moreover, $A = \sqrt{2/\hbar \omega_c A_0 \epsilon_c}$, where $A_0 = \sqrt{\hbar/2\omega_c \epsilon} V$ is the amplitude of the cavity mode vector potential, with $\epsilon$ being the effective permittivity of the cavity and $V$ being the cavity mode volume, and $\epsilon_c$ is the cavity mode polarization unit vector. Lastly, $\hat{\mu}$ is the molecular dipole operator and $\hat{H}_{\text{mol}}$ describes the molecule. We express $\hat{H}_{\text{system}}$ in the molecular diabatic basis at the ground state equilibrium, that is, the basis of electronic eigenstates, $|\alpha\rangle$, that satisfy

$$
\hat{H}_{\text{mol}}^{\text{el}}(Q^{(g)}_0)|\alpha\rangle = E_\alpha(Q^{(g)}_0)|\alpha\rangle. \tag{2}
$$

Here, $\hat{H}_{\text{mol}}^{\text{el}}(Q^{(g)}_0)$ is the component of $\hat{H}_{\text{mol}}$ containing a dependence on the electronic DOF, parameterized by $Q$, which is taken to be fixed at $Q = Q^{(g)}_0$. We truncate this basis to only include the ground and a single excited diabatic state denoted as $|g\rangle$ and $|e\rangle$, respectively. In this basis, $\hat{H}_{\text{mol}}$, including a single harmonic vibrational mode, can be written as

$$
\hat{H}_{\text{mol}} = \frac{\hat{P}^2}{2} + \frac{1}{2}\omega^2 v \hat{Q}^2 + \left(E_{\text{vert}} - \omega^2 v Q^{(e)}_0 \hat{Q}\right)|e\rangle\langle e|, \tag{3}
$$

where $\hat{P}$ and $\hat{Q}$ are the mass-weighted momentum and position operators of the vibrational mode, respectively, $E_{\text{vert}} = \hbar \Omega_{e,g} + S \hbar \omega_v$ is the energy of the vertical transition from the ground to excited electronic PES at the point of the ground state nuclear equilibrium configuration (the FC point) with $\Omega_{e,g}$ being the transition frequency between the ground and excited electronic states at their respective nuclear equilibrium position. Furthermore, in Eq. (3) we have taken the ground state nuclear equilibrium configuration to be at the origin so that $Q^{(g)}_0 = 0$, and it is assumed that there is no coupling between diabatic states. We have also assumed that the vibrational frequency is independent of electronic state.

Eq. (1) and Eq. (3) effectively describe a system of coupled harmonic oscillators: the vibrational mode and the cavity, which are coupled through an interaction of the cavity field with the molecular dipole. Expanding the quadratic term in Eq. (1) gives

$$
\hat{H}_{\text{system}} = \hat{H}_{\text{mol}} + \hat{H}_{\text{cav}} + \hat{H}_{\text{int}}, \tag{4}
$$

where

$$
\hat{H}_{\text{cav}} = \frac{\hat{p}^2}{2} + \frac{\omega_c^2}{2}\hat{q}^2 \tag{5}
$$

and

$$
\hat{H}_{\text{int}} = \omega_c^2 \hat{\mu} \cdot \hat{\mu} \hat{q} + \frac{\omega_c^2}{2}(\hat{\mu} \cdot \hat{\mu})^2. \tag{6}
$$

As is commonly done with Jaynes-Cummings like models,[21, 52, 13] we ignore the 2nd term of $\hat{H}_{\text{int}}$, which is the dipole self energy, reserving a survey of its effects to a follow up study (as it may become significant in ultra strong coupling[51]).

Once $\hat{H}_{\text{system}}$ is expressed in the diabatic basis, each element of the dipole operator in this basis is expanded to the first order with respect to $\hat{Q}$ about the ground state nuclear
equilibrium position \((Q_0^{(g)} = 0)\) in order to account for linear coupling between the cavity and the vibrational mode. This gives rise to two cavity-vibration interaction terms,

\[ \hat{H}_{\text{int}} = \hat{H}_{\text{PFS}} + \hat{H}_{\text{cav-vib}}, \]

where

\[ \hat{H}_{\text{PFS}} = \omega_c^2 A \cdot \mu_0^e \hat{q}, \]

and where

\[ \hat{H}_{\text{cav-vib}} = \omega_c^2 A \cdot \mu_e' \hat{Q} \hat{q}. \]

Here, \(\mu_0^e\) is the permanent dipole moment of the excited state at \(Q_0^{(g)}\) and \(\mu_e'\) is the derivative of the nuclear dipole with respect to \(Q\) (see “Methods”). The term \(\hat{H}_{\text{PFS}}\) polarizes the bare cavity Fock states (hence, denoted PFS for polarizes Fock states),[53] and its effect on the ESVP mediated down conversion process is discussed in section 3 of the SI. However, the term \(\hat{H}_{\text{cav-vib}}\) is the dominant interaction term and mixes cavity and vibrational DOF. Therefore, we only consider \(\hat{H}_{\text{system}} = \hat{H}_{\text{mol}} + \hat{H}_{\text{cav}} + \hat{H}_{\text{cav-vib}}\).

For the application of the TWA we keep \(\hat{H}_{\text{system}}\) in terms of phase space operators; nonetheless, we believe it valuable to connect our model with the coupling constant \((g)\) used in Jaynes-Cummings like models.[21, 52, 13] This is done by substituting \(\hat{Q} = \sqrt{\frac{\hbar}{2\omega_v}} (\hat{b} + \hat{b}^\dagger)\) and \(\hat{q} = \sqrt{\frac{\hbar}{2\omega_c}} (\hat{a} + \hat{a}^\dagger)\) into Eq. (9), as well as taking the rotating wave approximation (RWA), giving rise to the expression

\[ g = \omega_c A_0 \epsilon_c \cdot \mu_{\text{IR}}^{(e)}, \]

where

\[ \mu_{\text{IR}}^{(e)} = \mu_e' \sqrt{\frac{\hbar}{2\omega_v}} \]

is the vibrational transition dipole moment, which can be found through electronic structure calculations or from experimental IR spectra.[54, 55].

\[ g = \omega_c A_0 \epsilon_c \cdot \mu_{\text{IR}}^{(e)}, \]

2.3 Relevant Molecular Parameters

Using the model Hamiltonian described in section 2.2, we determine the relevant molecular properties that are required for the photonic down conversion to occur through ESVP. This is achieved by monitoring the cavity photon occupancy \(\langle \hat{N}_{\text{cav}} \rangle\), which is representative of the amount of photons that can be harnessed as IR emission if the cavity is leaky (finite \(Q\)). Rather than representing the Hilbert space by a truncated basis of cavity photon and vibrational modes, we apply the TWA to arrive at an exact analytical expression for \(\langle \hat{N}_{\text{cav}} \rangle\) (see SI section 2 for more details). Note that the RWA is not invoked here. To apply the TWA, we rotate \(\hat{H}_{\text{system}}\) into a basis of two uncoupled oscillators called the polariton normal mode basis (see Figure 2 and “Methods”). Due to the displacement of the excited state PES, upon a vertical excitation of the molecule both the upper and lower polariton
Figure 2: Pictorial representation of the normal mode decomposition for an optical cavity coupled to a molecular vibration. The cavity and vibration harmonic oscillators are depicted as springs. The cavity, with position coordinate $q$, and vibration, with position coordinate $Q$, are coupled by $G$. The cavity and vibrational coordinates are then rotated into a coordinate system of two uncoupled oscillators called the polariton basis, with coordinates $R_-$ and $R_+$. The cavity and vibrational coordinates are displaced along their respective coordinates, as depicted in Figure 2. This displacement of excited state polariton oscillators creates a non-equilibrium initial condition that drives the dynamics. At finite temperature the resulting photon occupancy, following the UV/vis excitation, is given by

$$
\langle \hat{N}_{\text{cav}}(t) \rangle = \frac{S}{2(C^2 + 1)} \left[ \frac{1}{2\omega_c} \left( \frac{\sin(\Omega_- t)}{\Omega_-} - \frac{\sin(\Omega_+ t)}{\Omega_+} \right)^2 
+ 2\omega_c \left( \frac{\sin^2(\Omega_- t/2)}{\Omega_-^2} - \frac{\sin^2(\Omega_+ t/2)}{\Omega_+^2} \right)^2 \right] + N_\beta,
$$

where $C = \frac{\omega_v^2 - \omega_c^2}{4\pi \sqrt{\omega_v \omega_c}}$, and where the polariton frequencies are given by $\Omega_{\pm} = \sqrt{A \pm B}$ with $A = \frac{1}{2}(\omega_v^2 + \omega_c^2)$ and $B = \frac{1}{2} \sqrt{(\omega_v^2 - \omega_c^2)^2 + 16\pi^2 \omega_v \omega_c}$. The effect of finite temperature is captured by $N_\beta = \frac{1}{4} \sum_\gamma \left( c_{\gamma} c_{\gamma}^\dagger \left( \frac{\Omega_+}{\omega_c} + \frac{\omega_c}{\Omega_+} \right) \coth(\beta \hbar \Omega_+/2) \right) - \frac{1}{2}$, which describes the thermal distribution of vibrational polaritons on the electronic ground state, before electronic excitation of the molecule, where $\gamma$ denotes the upper ($\gamma = +$) or lower ($\gamma = -$) polariton mode, $\beta$ is the inverse temperature, and $c_{\gamma} c_{\gamma}^\dagger$ is the projection of the cavity mode onto the $\gamma$ polariton mode. In the following analysis, we take the zero temperature limit ($\beta \to \infty$) and assume the cavity to be in perfect resonance with the vibration so that $\omega_c = \omega_v$, yielding
\[c^{(\gamma)}_c = 1/\sqrt{2}\] for \(\gamma = +\) and \(\gamma = -\). This results in \(N_{\beta} = \frac{1}{8} \sum_{\gamma} \left( \frac{\Omega_{\gamma}}{\omega_c} + \frac{\omega_c}{\Omega_{\gamma}} \right) - \frac{1}{2}\). For weak coupling, where \(\Omega_{\gamma} \approx \omega_c = \omega_v\), it is apparent that \(N_{\beta} \approx 0\). But, larger coupling strengths result in \(N_{\beta} > 0\), which is concurrent with the breakdown of the RWA. In that case, the polaritonic ground state within the RWA, which has no photons or vibrational quanta, mixes with the state containing a single cavity photon and single vibration, and therefore, even at zero temperature there will be a non-zero number of cavity photons if the coupling is large.

A key result from Eq. (12) is that \(\langle \hat{N}_{\text{cav}}(t) \rangle\) is proportional to \(S\). This can be understood by considering that \(S\) is proportional to the squared displacement of the excited state PES. If the displacement is zero, all FC factors will be zero indicating that no vibrational transitions will be induced upon the UV/vis excitation. Increasing \(S\) increases the displacement, and consequentially, the number of vibrational quanta created upon electronic excitation. Given a non-zero \(g\) value, these vibrational quanta will be converted into cavity photons.

Figure 3: (a) Time evolution of the cavity photon occupancy, \(\langle \hat{N}_{\text{cav}} \rangle\), for a single intramolecular vibration coupled to a cavity following an electronic excitation of the molecule, for different values of \(g\) and for a fixed HR factor \((S = 0.75)\). (b) The maximum value of the \(\langle \hat{N}_{\text{cav}} \rangle\) time trace (Max\{\(\langle \hat{N}_{\text{cav}} \rangle\)\}) as a function of both \(g\) and \(S\). The white dashed line represents \(S = 0.75\), with each point on the line corresponding to the \(S\) and \(g\) values used for the traces in (a). The cavity frequency was set in resonance with the vibration: \(\omega_c = \omega_v = 1600\ \text{cm}^{-1}\).
Figure 3a shows the time evolution of \( \langle \hat{N}_{\text{cav}} \rangle \) given by Eq. (12) for a cavity mode in perfect resonance with the vibrational mode, i.e., \( \omega_c = \omega_v = 7.3 \text{ mHa or } 1600 \text{ cm}^{-1} \). Results are shown for five evenly spaced \( g \) values between 0 and 0.9 mHa. At time zero, \( \langle \hat{N}_{\text{cav}} \rangle = 0 \) for all values of \( g \) since the UV/vis excitation acts exclusively on the electronic DOF, inducing vibrations in the excited state. This vibrational wavepacket has zero projection onto the cavity mode at time zero and is not an eigenstate of \( \hat{H}_{\text{system}} \). As time evolves, Rabi oscillations occur as the wavepacket gains a non-zero projection onto the cavity mode giving rise to the \( \langle \hat{N}_{\text{cav}} \rangle \) traces observed. The multi-oscillatory behavior observed in the \( \langle \hat{N}_{\text{cav}} \rangle \) traces is due to interference between the contributing polariton frequencies. It can be seen that as \( g \) increases so does the maximum value \( \langle \hat{N}_{\text{cav}} \rangle \) can have (Max\{\langle \hat{N}_{\text{cav}} \rangle \}). For small \( g \) values, Max\{\langle \hat{N}_{\text{cav}} \rangle \} is approximately equal to the expected number of vibrational quanta produced upon electronic excitation, \( S \). However, the energy stored in the cavity-vibration coupling will also contribute to \( \langle \hat{N}_{\text{cav}} \rangle \), and as \( g \) becomes less negligible in comparison to the cavity and vibration energies, \( \langle \hat{N}_{\text{cav}} \rangle \) will become noticeably greater than \( S \), as observed in Figure 3a.

Figure 3b shows a heat map of Max\{\langle \hat{N}_{\text{cav}} \rangle \} as a function of \( g \) and \( S \). From this, it is clear that maximizing both \( g \) and \( S \) will lead to the largest Max\{\langle \hat{N}_{\text{cav}} \rangle \} value. Accordingly, a molecule that has a vibrational mode with a significant \( \mu_{IR}^{(e)} \) value, and hence a large \( g \) value (see Eq. (10)), along with having significant vibronic coupling, i.e., large \( S \), will make a good candidate for use in ESVP mediated photonic down conversion.

### 2.4 Radiative and Non-Radiative Dissipation of ESVP

So far our analysis has assumed the molecule and cavity to be fully isolated, apart from their mutual coupling, without including emission from the cavity, which is an integral step of the ESVP mediated photonic down conversion process. Moreover, practical implementations of this process will suffer from non-radiative relaxation of the intramolecular vibration. It is therefore necessary to consider photonic emission and non-radiative dissipation from the cavity-vibration system. To this end, we are interested in how the photonic emission can be maximized throughout the parameter space of the system. It is evident that a large \( S \) value will increase the probability of photonic down conversion as this will produce more excited state vibrational quanta. Other parameters, however, such as the non-radiative relaxation rate, the cavity-vibration coupling, and the cavity emission rate (related to \( Q \)) have a non-trivial relationship to the percentage of incoming UV/vis photons converted to emitted IR photons.

To study the influence of these parameters on the photonic down conversion process, we add two harmonic baths to our model: 1) a bath representing an external electromagnetic field that accounts for cavity emission, and 2) a bath of (solvent) phonon modes that account for non-radiative vibrational relaxation. Accordingly, the total system-bath Hamiltonian is given by

\[
H_{\text{total}} = H_{\text{system}} + \sum_{i=1}^{E+B} \left( \frac{\hat{p}_i^2}{2} + \frac{\omega_i^2 \hat{q}_i^2}{2} \right) + \sum_{i=1}^{E} \kappa_i \hat{r}_i \hat{q} + \sum_{i=E+1}^{E+B} \chi_i \hat{r}_i \hat{Q},
\]

(13)
where \( \hat{r}_i \) is the position operator for the \( 1 \leq i \leq E \) external field modes and \( E < i \leq E + B \) non-radiative bath modes, \( \kappa_i \) is the coupling constant between the \( i \)th external field mode and the cavity, and \( \chi_i \) is the coupling constant between the \( i \)th non-radiative bath mode and the vibration. It should be noted that, from Eq. (26) and Eq. (31) in “Methods”,

\[
\kappa_i = \sqrt{\frac{\omega_i}{2\pi Q D_E}},
\]

where \( D_E \) is the density of states of the external electromagnetic field, chosen to be constant as a function of \( \omega_i \).\(^{[56]} \) Hence, the cavity-external field coupling, \( \kappa_i \), and \( Q \) are inversely related. This is an intuitive result because as \( Q \) decreases, cavity photons are expected to dissipate more efficiently due to a stronger coupling of the cavity to the external field.

The schematic in Figure 4a represents the total Hamiltonian given in Eq. (13). All components of the ensemble are comprised of harmonic oscillators and the red arrows show the coupling between components. Following a similar procedure as was done for the calculation of \( \langle \hat{N}_{\text{cav}} \rangle \) in the isolated cavity-vibration case, we used the TWA to explicitly describe the time evolution of the system, non-radiative bath, and external field. This time, normal modes of the \( \hat{H}_{\text{total}} \) Hessian matrix were determined. The time evolution was monitored by means of the occupation numbers of the different components.

Figures 4b-d show the resulting occupation numbers following a UV/vis excitation of the molecule for different \( Q \) values and for a fixed \( g \) value of 0.04 mHa. These data show that by changing \( Q \), regimes with quantitatively different behaviors are obtained. For the relatively small value \( Q = 9 \) (Figure 4b), the cavity occupancy is significantly dampened due the strong coupling to the external field. Therefore, the cavity dissipation lifetime is shorter than the Rabi oscillation period. It can also be seen that the non-radiative relaxation (green) outcompetes photonic emission (orange) for this case. For the value \( Q = 100 \) (Figure 4c), short lived Rabi-oscillations are observed. The presence of Rabi-oscillations are indicative of strong coupling between the cavity and the molecular vibrational mode. In this case, the photonic emission outcompetes the non-radiative relaxation. For the value \( Q = 1600 \) (Figure 4d), longer-lived Rabi-oscillations are observed between the cavity and the molecular vibration mode. In this case, similar to the \( Q = 9 \) case, the non-radiative relaxation outcompetes the photonic emission. The change in dynamic behavior with \( Q \) observed in Figures 4b-d are the result of \( Q \) affecting the cavity decay lifetime (contingent on both the radiative and non-radiative dissipation rates) relative to \( g \). The strong coupling regime, indicated by the presence of Rabi-oscillations between the cavity and vibration as well as peak splitting in the emission spectrum, occurs when the cavity decay lifetime is long compared to the cavity-vibration Rabi oscillation period.\(^{[57]} \)

Figure 4e shows a heat map of the percentage of vibrations induced by the UV/vis excitation converted to photonic emission (% emission) as a function of \( g \) and \( Q \). The % emission is calculated as the ratio of external field photons at equilibrium normalized to the initial number of vibrations created by the UV/vis excitation, given by \( S \), that is,

\[
\text{% emission} = \frac{1}{S} \sum_{i}^{E} \langle \hat{N}_{\text{ext}}(t_{\text{eq}}) \rangle.
\]
Here, $\hat{N}_{\text{ext}}^i$ is the $i$th external field occupation number operator and $t_{eq}$ is the time at which equilibrium is reached, here taken to be $t_{eq} = 18$ ps, which suffices for all values of $g$ and $\mathcal{Q}$ used. By using this definition the % emission is independent of $S$. For example, the results in Figure 4e were computed with $S = 0.5$ but would be identical for any $S$ value used. Determining the net amount of photons produced in the photonic down conversion process simply requires multiplying the % emission by $S$.

Figure 4f shows slices of the % emission heat map along $\mathcal{Q}$ for different $g$ values given by the dashed lines in Figure 4e. The labeled points in 4f indicate the related dynamics in Figure 4b-d that give rise to those % emission values. It can be seen from Figure 4f that

Figure 4: (a) Schematic showing the total Hamiltonian, $\hat{H}_{\text{total}}$, including the cavity-molecule system, the non-radiative bath modes, and the external-field modes that constitute emission. (b-d) Dynamics of different occupation numbers for different quality factor values ($\mathcal{Q}$) at $g = 0.04$ mHa: Black = cavity photons; blue = intramolecular vibrations; orange = external field photons; green = non-radiative bath. (e) A heat map of the % emission of IR photons as a function of $g$ and $\mathcal{Q}^{1/2}$, where % emission is evaluated at 18 ps. (f) % emission as a function of $\mathcal{Q}^{1/2}$ evaluated at different $g$ values. These traces correspond to % emission along the dashed lines in (e). The labeled points along the $g = 0.04$ mHa trace correspond to the $\mathcal{Q}$ and $g$ values of the dynamics shown in (b-d). The cavity frequency was set in resonance with the vibration: $\omega_c = \omega_v = 1600$ cm$^{-1}$.
the % emission increases with $g$ for all values of $Q$, which indicates that increasing $g$ will always increase the photonic down conversion yield. Furthermore, all traces in Figure 4 have a maximum along $Q$, which we denote as $Q_{\text{max}}^\text{max}$. This is due to the competition between radiative and non-radiative decay. For $Q$ values larger than $Q_{\text{max}}^\text{max}$, the probability of cavity photons leaking from the cavity into the external field becomes small enough that non-radiative dissipation outcompetes emission. On the other hand, for $Q$ values smaller than $Q_{\text{max}}^\text{max}$, the cavity mode is coupled strong enough to the external field modes that it begins to decouple to the vibration, and again, non-radiative dissipation outcompetes emission. In fact, in the limit where $Q$ becomes very small, the cavity mode mixes into the external field to the extent that the system effectively becomes a vibration interacting with a free-space electromagnetic field, and radiative emission from the vibration is not expected due to the fast non-radiative relaxation.

$Q_{\text{max}}^\text{max}$ should be applicable for any polariton system where the matter component has a non-radiative relaxation pathway, implying that a finite cavity $Q$ value is needed to maximize the photonic emission from such systems. This motivates cavity design principles for measuring and utilizing ESVP mediated photonic down conversion, as well as for any system that uses an optical resonator to enhance emission.

2.5 Calculation of Relevant Parameters for Pyrene and PAA

The identification of molecules that allow for the formation of ESVP through a UV/vis excitation is critical for all potential applications of the ESVP mediated photonic down conversion process. Following the results of Figures 3 and 4, molecules must contain vibrational modes that are both FC active (i.e., having non-zero HR factor) and IR active within the excited state for the ESVP photonic down conversion to occur. According to the rule of mutual exclusion, such modes exist only in molecules lacking inversion symmetry (vide infra). Furthermore, the extent to which the photonic down conversion process can occur in non-centrosymmetric molecules is dependent on the strength of their vibronic couplings and excited state IR activity. This section focuses on extracting these molecular properties in specific molecules while making a connection to our theoretical model.

We have performed DFT and time-dependent-DFT (TD-DFT) calculations for two molecules: one with and one without inversion symmetry. Figure 5 shows results for both pyrene and 1-pyreneacetic acid (PAA), which are rigid chromophores with clear vibronic progressions due to vibronic coupling. Pyrene is centrosymmetric and should not have vibrational modes that are both IR and Raman active in accordance with the rule of mutual exclusion.[58] This is relevant as Raman activity implies FC activity. In centrosymmetric molecules, all electronic states contain an inversion symmetry such that electronically exciting them will only induce symmetric vibrations, meaning the excited state PES is displaced only along these symmetric modes. This displacement allows ground state vibrational overtones to be reached in the second order Raman process making them Raman active.[59] Importantly, since only symmetric modes are induced upon electric excitation, which are IR inactive, no ESVP should form in centrosymmetric molecules through UV/vis excitation. PAA, on the other hand, has a carboxylic acid functional group that breaks the inversion symmetry of
Figure 5: DFT calculations of the vibronic couplings and excited state IR dipoles for pyrene and 1-pyreneacetic acid (PAA). Calculated absorption spectra for (a) pyrene and (b) PAA were performed at different temperatures (red = 300 K; blue = 0.1 K) and with different standard deviations (σ) for the Gaussian distribution of electronic energies taken to represent inhomogeneous broadening (red = 200 cm\(^{-1}\); blue = 10 cm\(^{-1}\)). Experimental spectra (black) were taken in cyclohexane for pyrene and toluene for PAA at room temperature (\(\sim 293 \) K). Calculated HR factors \((S)\) and excited state IR dipole moments \((\mu_{IR}^{(e)})\) for vibrational modes of (c) pyrene and (d) PAA are plotted as a function of the wavenumber of each mode. \(\mu_{IR}^{(e)}\) is plotted “on top of” the \(S\) values, and are only shown for modes with \(S > 0\), while its value is indicated above each bar.

the pyrene moiety and should contain IR and FC active vibrational modes. By comparing these two molecules we can test whether simple violations of the rule of mutual exclusion can serve to design molecules for ESVP mediated photonic down conversion.

In order to determine the accuracy of the calculations, absorption spectra were calculated and compared to experimental spectra (Figure 5a and 5b). These spectra were calculated using the TWA as detailed in other work,\(^1\)[60] and are exact within the FC and harmonic approximation. Results were calculated at finite temperature by taking a Boltzmann population on the ground state vibrations and also include inhomogeneous broadening due to a Gaussian distribution (\(\sigma\) denoting the standard deviation) of the electronic transition energy. At room temperature, calculated spectra (red) with \(\sigma = 200 \) cm\(^{-1}\) show excellent qualitative agreement with the experimental spectra (black) indicating that the calculations capture the correct vibronic couplings and normal modes within the molecules. The calculated spectra at 0.1 K and \(\sigma = 10 \) cm\(^{-1}\) remove the majority of the inhomogenous broadening as well as broadening due to transitions from hot ground state vibrations that occur at room tempera-
tude. This gives “the skeleton” of the vibronic progression with peaks corresponding only to transitions from ground vibrational states on the electronic ground state. A renormalization of the DFT-calculated electronic transition energy was applied for our calculations to match the experimental data.

Figure 5c and 5d show $S$ (blue) and $\mu_{IR}^{(e)}$ (green) for the different vibrational modes as a function of each mode’s wavenumber for both pyrene and PAA. Although both molecules contain many modes with non-zero $\mu_{IR}^{(e)}$ values, we only show $\mu_{IR}^{(e)}$ for modes with non-zero $S$ values as these are the only vibrational modes that are excited by electronic transitions. $S$ values are calculated for ground state vibrations and $\mu_{IR}^{(e)}$ values are calculated for excited state normal modes. Because Duschinsky rotations can occur, the overlap squared of each ground state mode with each excited state mode was taken in order to match them. In both molecules, there was generally minimal mixing of ground state normal modes in the excited state, validating our application of the FC approximation. Figure 5c shows that each FC active vibrational mode has a zero $\mu_{IR}^{(e)}$ value for pyrene, in accordance with the rule of mutual exclusion. On the other hand, Figure 5d shows that each FC active vibrational mode in PAA has a non-zero $\mu_{IR}^{(e)}$ value due to the broken inversion symmetry of the pyrene moiety. Therefore, an optical cavity may be tuned to one of the FC active vibrational modes of PAA shown in Figure 5d—a good choice being the highest frequency mode at 1680 cm$^{-1}$—and upon UV/vis excitation of the PAA molecule, ESVP would form.

The results from the DFT calculations presented here can be connected to the theoretical model presented in sections 2.3 and 2.4 through the calculated $S$ and $g$ values. However, for a single molecule coupled to a cavity mode, $g$ is typically very small when compared to values required for the UV/vis-to-IR photonic down conversion process. For example, for the mode at 1680 cm$^{-1}$, $\mu_{IR}^{(e)} = 0.57$ Debye, which corresponds to a $g$ value of $1.8 \times 10^{-6}$ mHa. This is assuming a cavity volume of $V = 1.06 \times 10^{-16}$ m$^3$ using $V = \lambda^3/2$, where $\lambda$ is the wavelength of the cavity mode. Comparing this $g$ value with Figure 4e, there would be negligible photonic down conversion for all $Q$ values. The small $g$ value and photonic down conversion yield are due to having only a single molecule coupled to the cavity. Experimental vibrational-polariton measurements rely on an ensemble of molecules to be coupled to a cavity mode, and the Rabi splittings observed correspond to larger coupling strengths than would be expected from each individual molecule.[62] This is referred to as collective strong coupling for which it is known that the Rabi-splitting increases with the square root of the number of cavity coupled molecules ($N$).[13, 63] As a rough estimate, an effective $g$ value that scales with $\sqrt{N}$ can, therefore, be considered. Using the concentration of molecules present in the optical cavity and knowing the molecule’s absorption cross section, one could estimate the number of excited molecules within the cavity and calculate an effective coupling strength from the DFT results. This would allow the % emission from photonic down conversion of the molecule to be determined as a function of the $Q$. It should be noted, however, that collective strong coupling remains underexplored, especially in the presence of multiple quanta such as involved in the ESVP mediated photonic down conversion process, the topic of which we reserve for future work.
3 Discussion

In this work, a novel UV/vis-to-IR photonic down conversion process is shown to be driven by ESVP for a molecule in an optical cavity. Accordingly, a UV/vis excitation of the molecule induces vibrational polaritons on the molecule’s electronic excited state potential. Such ESVP may then leak IR light, resulting in a photonic down conversion that can potentially be exploited for applications in sensing, quantum information, and in the manipulation of photo-induced reactions. The mechanism and relevant molecular parameters that allow for the down conversion process to occur are the HR factor and the excited state IR dipole, which both need to be non-zero. According to the rule of mutual exclusion, this implies that the photonic down conversion process can only occur within molecules lacking inversion symmetry.

By studying the parameter space of the ESVP mediated photonic down conversion while including both radiative and non-radiative dissipation, we determined the optimal parameters to maximize the down conversion yield, facilitating experimental and practical implementations. Due to the inclusion of non-radiative dissipation, the photonic down conversion is maximized at a specific cavity quality factor. With excess quality factors, the probability of cavity photon leakage becomes small and non-radiative processes will out-compete emission. However, with lower than optimal quality factors, the cavity mode becomes highly delocalized through mixing with free-space electromagnetic field modes outside of the cavity inhibiting strong coupling with the molecular vibration. These two limiting behaviors give rise to an intermediate quality factor, $Q^{\text{max}}$, that maximizes the down conversion process.

In the previous subsection, we demonstrated how to use DFT calculations to predict if ESVP will form on a molecule when it is excited with UV/vis light within a cavity. We believe this to be useful for designing molecules that maximize the ESVP mediated photonic down conversion, allowing for applications in quantum information and sensing to be realized. Such DFT calculations can also determine if an optical cavity could be used to modulate a molecule’s excited state dynamics following a UV/vis excitation with ramifications for photo-induced reactions. The importance of the rule of mutual exclusion is emphasized by our evaluation of both pyrene, containing inversion symmetry, and 1-pyreneacetic acid, lacking an inversion symmetry. Our results show that only 1-pyreneacetic acid has both FC active (non-zero HR factor) and excited state IR active vibrational modes, which permit the formation of ESVP.

We note that a potential exception to the requirement of molecular inversion symmetry for the formation of ESVP induced by a UV/vis excitation would be the occurrence of excited state symmetry breaking due to solvent interactions.\cite{64} This results in ground state vibrational modes of different symmetries mixing in the excited state and could allow excited state IR active vibrations to be produced on ground state centrosymmetric molecules following a UV/vis excitation of the molecule. These vibrations could, therefore, couple to a cavity, opening further ways to mediate the photonic down conversion.
4 Methods

4.1 Diabatic Expansion of the Dipole Operator

The dipole operator can be separated into components that depend on electronic and nuclear DOF as

\[ \hat{\mu} = \hat{\mu}_{el} + \hat{\mu}_{nu}. \]  

(16)

When expanding \( \hat{H}_{\text{system}} \) in the diabatic basis, each element of the dipole operator in this basis becomes

\[ \hat{\mu}_{\alpha\beta}(\hat{Q}) = \langle \alpha | \hat{\mu}_{el}|\beta \rangle + \hat{\mu}_{nu}(\hat{Q})\delta_{\alpha\beta}, \]  

(17)

which act on the nuclear Hilbert space of \( \hat{Q} \) and not on the electronic Hilbert space. Note that \( \hat{\mu}_{nu} \) does not act on the diabatic basis states as they do not depend on \( Q \) (see Eq. (2)). The linear expansion of each element of the dipole operator is given by

\[ \hat{\mu}_{\alpha\beta}(\hat{Q}) = \mu_{\alpha\beta}(Q^{(g)}_0) + \frac{\partial \mu_{\alpha\beta}(Q)}{\partial Q}\bigg|_{Q^{(g)}_0} (\hat{Q} - Q^{(g)}_0), \]  

(18)

with the first coefficient being

\[ \mu_{\alpha\beta}(Q^{(g)}_0) = \langle \alpha | \hat{\mu}_{el}|\beta \rangle + \mu_{nu}(Q^{(g)}_0)\delta_{\alpha\beta}, \]  

(19)

where \( \langle \alpha | \hat{\mu}_{el}|\beta \rangle \) is the permanent electric dipole of state \( \alpha \) when \( \alpha = \beta \) and the transition dipole between the states \( \alpha \) and \( \beta \) when \( \alpha \neq \beta \). Further, \( \mu_{nu}(Q^{(g)}_0) \) is the dipole moment of the nuclei at configuration \( Q^{(g)}_0 \). It follows that the second coefficient in Eq. (18) is given by the derivative of the nuclear dipole moment with respect to \( Q \) at configuration \( Q^{(g)}_0 \),

\[ \frac{\partial \mu_{\alpha\beta}(Q)}{\partial Q}\bigg|_{Q^{(g)}_0} = \frac{\partial \mu_{nu}(Q)}{\partial Q}\bigg|_{Q^{(g)}_0} \delta_{\alpha\beta}. \]  

(20)

We ignored coupling between the cavity and the molecule’s electronic DOF as the cavity mode is assumed to be near resonant with the vibrational mode of interest making it significantly off-resonant from the electronic transition. Accordingly, we set elements of the dipole operator where \( \alpha \neq \beta \) to zero. Because of this, the electronic ground and excited state contributions to \( \hat{H}_{\text{system}} \) are uncoupled and can be treated separately. For the purpose of this study, we focused on the excited state contribution where \( \alpha = \beta = e \). To simplify notation we defined

\[ \mu'_e \equiv \frac{\partial \mu_{ee}(Q)}{\partial Q}\bigg|_{Q^{(g)}_0}, \]  

(21)

and

\[ \mu^0_e \equiv \mu_{ee}(Q^{(g)}_0) - \mu'_e Q^{(g)}_0. \]  

(22)

Note that \( \mu^0_e \) is the permanent dipole moment of the excited state at the ground state equilibrium configuration, which was taken to be \( Q^{(g)}_0 = 0 \).
4.2 Polariton Normal Mode Basis

$\hat{H}_{\text{system}}$ can be rotated into a basis of two uncoupled oscillators called the polariton normal mode basis (see Figure 2). This basis is found by determining the eigenvectors of the cavity-vibration Hessian matrix,

$$H = \begin{pmatrix} \omega^2_c & G \\ G^* & \omega^2_v \end{pmatrix}.$$  \hfill (23)

The polariton harmonic oscillators have upper frequency ($\Omega_+$) and lower frequency ($\Omega_-$) given by the square root of the eigenvalues of $H$. The off diagonal element of the Hessian matrix, $G$, is the cavity-vibration bilinear coupling constant given by

$$G = \frac{2}{\hbar} \sqrt{\omega_c \omega_v} g.$$  \hfill (24)

The analytical expression for $\langle \hat{N}_{\text{cav}}(t) \rangle$ was determined by rotating the cavity photon occupancy operator,

$$\hat{N}_{\text{cav}} = \frac{1}{2\hbar \omega_c} (\omega^2_c \hat{q}^2 + \hat{p}^2) - 1/2,$$  \hfill (25)

into the polariton basis by expanding $\hat{q}$ and $\hat{p}$ in terms of polariton phase space operators, $\hat{R}_-$ and $\hat{R}_+$. The Weyl symbol of $\hat{N}_{\text{cav}}$, in the polariton basis, was determined by replacing the polariton phase space operators with phase space variables that can be evolved according to the classical equations of motion for two uncoupled harmonic oscillators. From this, we calculate the expectation value of the time evolved Weyl symbol of $\hat{N}_{\text{cav}}$ acting on the time independent Wigner distribution of the initial position and momentum of the system.[65, 43]

4.3 System-Bath Couplings

An ohmic spectral density was taken for both the non-radiative bath and the external field, $J_E(\omega) = \eta_E \omega$ and $J_B(\omega) = \eta_B \omega$, respectively, where $\eta_E$ ($\eta_B$) is the cavity (vibration) damping constant due to coupling to the external field (non-radiative bath). By taking a large but finite number of non-radiative bath and external field modes (we used 500 modes for each bath), $\hat{H}_{\text{total}}$ approximates the thermodynamic number of bath modes under experimental conditions.[66] In our modeling, we used a constant density of states ($D_B$ for the non-radiative bath; $D_E$ for the external field) and frequency dependent coupling constants,

$$\kappa_i = \sqrt{\frac{\eta_E \omega_i}{D_E}},$$  \hfill (26)

and

$$\chi_i = \sqrt{\frac{\eta_B \omega_i}{D_B}}.$$  \hfill (27)

In all of our calculations, the vibrational damping constant, $\eta_B$, was fixed such that an excited vibration would have a lifetime of 2 ps for $g = 0$, which is typical of condensed-phase molecular vibrations (we study different non-radiative lifetimes in section 5 of the SI).[26, 27]
Furthermore, $\eta_E$ is related to $Q$, which is defined as the ratio of the cavity center frequency to its emission linewidth, $\Delta \omega_c$: \[ Q = \frac{\omega_c}{\Delta \omega_c}. \] \hspace{1cm} (28)

An expression for the emission profile linewidth of an optical cavity coupled to a bath of external field modes can be extracted from the Lindblad master equation as \[ \Delta \omega_c = 2\pi D E |\kappa\omega_c|^2, \] \hspace{1cm} (29)

where $\kappa\omega_c$ is the cavity-external field coupling at the cavity frequency. Substituting equation 29 into equation 28 gives \[ Q = \frac{\omega_c}{2\pi D E |\kappa\omega_c|^2}. \] \hspace{1cm} (30)

Setting $\kappa_i = \kappa\omega_c$ and $\omega_i = \omega_c$ in equation 26 and then comparing the result to equation 30, it follows that \[ \eta_E = \frac{1}{2\pi Q}. \] \hspace{1cm} (31)

It should be noted that the Lindblad equation invokes the RWA and therefore will give inaccurate $Q$ values in the ultrastrong cavity-external field coupling regime.

### 4.4 DFT Calculations of Huang-Rhys Factors and Excited State IR Dipoles

DFT calculations were performed using the Qchem software (version 5.3). All DFT and TD-DFT calculations utilized the B3LYP functional and 6-31+G* basis set. In order to determine $S$ and $\mu IR^{(e)}$ for pyrene and PAA, first the ground state equilibrium geometry was calculated for each molecule in its singlet ground state, followed by a normal mode analysis about this ground state minimum to obtain the intramolecular vibrations, both done via DFT calculations. TD-DFT calculations were then used to determine the forces felt by the nuclei due to the molecule being excited into the first, bright excited singlet state. This force is due to the electron density of the excited state acting on the ground state nuclear configuration, shifting the equilibrium nuclear configuration. Excited state force vectors from the TD-DFT calculations were projected onto the ground state vibrational modes. These forces determine the shift in the excited state PES and were used to calculate HR factors for each vibrational mode. Finally, we performed TD-DFT excited state normal mode analyses at the FC point to calculate the excited state intramolecular vibrations and their corresponding $\mu IR^{(e)}$ values. No description of solvent interactions was included in the computed spectra.

### 5 Acknowledgments

The authors thank Jonathan D. Schultz for the helpful discussions regarding this work. This work was supported as part of the Center for Molecular Quantum Transduction (CMQT), an Energy Frontier Research Center funded by the U.S. Department of Energy, Office of
Science, Basic Energy Sciences under Award No. DE-SC0021314. This material is based upon work supported by the National Science Foundation Graduate Research Fellowship under Grant No. DGE-2234667.

**Declarations**

The authors declare no competing interests.

**References**

[1] Andrews, D. L., Craig, D. P. & Thirunamachandran, T. Molecular quantum electrodynamics in chemical physics. *International Reviews in Physical Chemistry* **8** (4), 339–383 (1989).

[2] Mukamel, S. *Principles of Nonlinear Optical Spectroscopy* (Oxford University Press, 1995).

[3] Ebbesen, T. W. Hybrid Light-Matter States in a Molecular and Material Science Perspective. *Accounts of Chemical Research* **49** (11), 2403–2412 (2016).

[4] Thomas, A. *et al.* Ground-State Chemical Reactivity under Vibrational Coupling to the Vacuum Electromagnetic Field. *Angewandte Chemie - International Edition* **55** (38), 11462–11466 (2016).

[5] Vergauwe, R. M. *et al.* Modification of Enzyme Activity by Vibrational Strong Coupling of Water. *Angewandte Chemie - International Edition* **58** (43), 15324–15328 (2019).

[6] Thomas, A. *et al.* Tilting a ground-state reactivity landscape by vibrational strong coupling. *Science* **363** (6427), 615–619 (2019).

[7] Pang, Y. *et al.* On the Role of Symmetry in Vibrational Strong Coupling: The Case of Charge-Transfer Complexation. *Angewandte Chemie* **132** (26), 10522–10526 (2020).

[8] Hirai, K., Takeda, R., Hutchison, J. A. & Uji-i, H. Modulation of Prins Cyclization by Vibrational Strong Coupling. *Angewandte Chemie - International Edition* **59** (13), 5332–5335 (2020).

[9] Lather, J. & George, J. Improving Enzyme Catalytic Efficiency by Co-operative Vibrational Strong Coupling of Water. *Journal of Physical Chemistry Letters* **12** (1), 379–384 (2021).

[10] Sau, A. *et al.* Modifying Woodward-Hoffmann Stereoselectivity Under Vibrational Strong Coupling. *Angewandte Chemie* **133** (11), 5776–5781 (2021).
[11] Dunkelberger, A. D., Spann, B. T., Fears, K. P., Simpkins, B. S. & Owrutsky, J. C. Modified relaxation dynamics and coherent energy exchange in coupled vibration-cavity polaritons. *Nature Communications* **7**, 1–10 (2016).

[12] Saurabh, P. & Mukamel, S. Two-dimensional infrared spectroscopy of vibrational polaritons of molecules in an optical cavity. *Journal of Chemical Physics* **144** (12) (2016).

[13] Ribeiro, R. F., Martínez-Martínez, L. A., Du, M., Campos-Gonzalez-Angulo, J. & Yuen-Zhou, J. Polariton chemistry: controlling molecular dynamics with optical cavities. *Chemical Science* **9** (30), 6325–6339 (2018).

[14] Simpkins, B. S., Dunkelberger, A. D. & Owrutsky, J. C. Mode-Specific Chemistry through Vibrational Strong Coupling (or A Wish Come True). *Journal of Physical Chemistry C* **125** (35), 19081–19087 (2021).

[15] Li, X., Mandal, A. & Huo, P. Cavity frequency-dependent theory for vibrational polariton chemistry. *Nature Communications* **12** (1), 1–9 (2021).

[16] Dunkelberger, A. D., Simpkins, B. S., Vurgaftman, I. & Owrutsky, J. C. Vibration-Cavity Polariton Chemistry and Dynamics. *Annual Review of Physical Chemistry* **73**, 429–451 (2022).

[17] Li, T. E., Nitzan, A. & Subotnik, J. E. Energy-efficient pathway for selectively exciting solute molecules to high vibrational states via solvent vibration-polariton pumping. *Nature Communications* **13** (1), 4203 (2022).

[18] Lindoy, L. P., Mandal, A. & Reichman, D. R. Quantum Dynamics of Vibrational Polariton Chemistry (2022).

[19] Shalabney, A. et al. Coherent coupling of molecular resonators with a microcavity mode. *Nature Communications* **6** (Unm 7006), 1–6 (2015).

[20] Strashko, A. & Keeling, J. Raman scattering with strongly coupled vibron-polaritons. *Physical Review A* **94** (2), 1–10 (2016).

[21] Herrera, F. & Spano, F. C. Absorption and photoluminescence in organic cavity QED. *Physical Review A* **95** (5), 1–24 (2017).

[22] Purcell, E. M. in *Spontaneous Emission Probabilities at Radio Frequencies* 839–839 (1995).

[23] Lalanne, P., Yan, W., Vynck, K., Sauvan, C. & Hugonin, J. P. Light Interaction with Photonic and Plasmonic Resonances. *Laser and Photonics Reviews* **12** (5), 1–38 (2018).

[24] Jonas, D. M. Vibrational and Nonadiabatic Coherence in 2D Electronic Spectroscopy, the Jahn-Teller Effect, and Energy Transfer. *Annual Review of Physical Chemistry* **69**, 327–352 (2018).
[25] Nelson, T. R. et al. Non-adiabatic Excited-State Molecular Dynamics: Theory and Applications for Modeling Photophysics in Extended Molecular Materials. *Chemical Reviews* **120** (4), 2215–2287 (2020).

[26] Laubereau, A., Von Der Linde, D. & Kaiser, W. Direct measurement of the vibrational lifetimes of molecules in liquids. *Physical Review Letters* **28** (18), 1162–1165 (1972).

[27] Oxtoby, D. W. in *Vibrational Population Relaxation in Liquids*, Vol. 47 487–519 (2007).

[28] Mark, F. *Quantum Optics: An Introduction* (Oxford University Press, 2006).

[29] Metzger, B. et al. Purcell-Enhanced Spontaneous Emission of Molecular Vibrations. *Physical Review Letters* **123** (15), 153001 (2019).

[30] Bakulin, A. A. et al. Real-time observation of multiexcitonic states in ultrafast singlet fission using coherent 2D electronic spectroscopy. *Nature Chemistry* **8** (1), 16–23 (2016).

[31] Monahan, N. R. et al. Dynamics of the triplet-pair state reveals the likely coexistence of coherent and incoherent singlet fission in crystalline hexacene. *Nature Chemistry* **9** (4), 341–346 (2017).

[32] Fujihashi, Y., Chen, L., Ishizaki, A., Wang, J. & Zhao, Y. Effect of high-frequency modes on singlet fission dynamics. *Journal of Chemical Physics* **146** (4) (2017).

[33] Tempelaar, R. & Reichman, D. R. Vibronic exciton theory of singlet fission . III . How vibronic coupling and thermodynamics promote rapid triplet generation in pentacene crystals 244701, 1–9 (2018).

[34] Duan, H. G. et al. Intermolecular vibrations mediate ultrafast singlet fission. *Science Advances* **6** (38) (2020).

[35] Schultz, J. D. et al. Influence of Vibronic Coupling on Ultrafast Singlet Fission in a Linear Terrylenediimide Dimer. *Journal of the American Chemical Society* (2021).

[36] Womick, J. M. & Moran, A. M. Vibronic enhancement of exciton sizes and energy transport in photosynthetic complexes. *Journal of Physical Chemistry B* **115** (6), 1347–1356 (2011).

[37] Tiwari, V., Peters, W. K. & Jonas, D. M. Electronic resonance with anticorrelated pigment vibrations drives photosynthetic energy transfer outside the adiabatic framework. *Proceedings of the National Academy of Sciences of the United States of America* **110** (4), 1203–1208 (2013).

[38] Fuller, F. D. et al. Vibronic coherence in oxygenic photosynthesis. *Nature Chemistry* **6** (8), 706–711 (2014).

[39] Cao, J. et al. Quantum biology revisited (April), 1–12 (2020).
[40] Wang, Q. et al. Vibrationally Coherent Photochemistry in the Femtosecond Primary Event of Vision Published by: American Association for the Advancement of Science Stable URL: http://www.jstor.org/stable/2885325 Your use of the JSTOR archive indicates your acceptance of. Science 266 (5184), 422–424 (1994).

[41] Johnson, P. J. et al. Local vibrational coherences drive the primary photochemistry of vision. Nature Chemistry 7 (12), 980–986 (2015).

[42] Johnson, P. J. et al. The Primary Photochemistry of Vision Occurs at the Molecular Speed Limit. Journal of Physical Chemistry B 121 (16), 4040–4047 (2017).

[43] Polkovnikov, A. Phase space representation of quantum dynamics. Annals of Physics 325 (8), 1790–1852 (2010).

[44] Breuer, H.-P. & Petruccione, F. The Theory of Open Quantum Systems Vol. 15 (Oxford University Press, 2007).

[45] Carmichael, H. J. Statistical Methods in Quantum Optics 1 (Springer Berlin Heidelberg, Berlin, Heidelberg, 1999).

[46] Huang, K. & Rhys, A. Theory of light absorption and non-radiative transitions in F-centres. Proceedings of the Royal Society of London. Series A. Mathematical and Physical Sciences 204 (1078), 406–423 (1950).

[47] De Jong, M., Seijo, L., Meijerink, A. & Rabouw, F. T. Resolving the ambiguity in the relation between Stokes shift and Huang-Rhys parameter. Physical Chemistry Chemical Physics 17 (26), 16959–16969 (2015).

[48] Lalanne, P., Sauvan, C. & Hugonin, J. P. Photon confinement in photonic crystal nanocavities. Laser and Photonics Reviews 2 (6), 514–526 (2008).

[49] Flick, J., Ruggenthaler, M., Appel, H. & Rubio, A. Atoms and molecules in cavities, from weak to strong coupling in quantum-electrodynamics (QED) chemistry. Proceedings of the National Academy of Sciences of the United States of America 114 (12), 3026–3034 (2017).

[50] Schäfer, C., Ruggenthaler, M. & Rubio, A. Ab initio nonrelativistic quantum electrodynamics: Bridging quantum chemistry and quantum optics from weak to strong coupling. Physical Review A 98 (4) (2018).

[51] Rokaj, V., Welakuh, D. M., Ruggenthaler, M. & Rubio, A. Light-matter interaction in the long-wavelength limit: No ground-state without dipole self-energy. Journal of Physics B: Atomic, Molecular and Optical Physics 51 (3) (2018).

[52] Herrera, F. & Spano, F. C. Theory of Nanoscale Organic Cavities: The Essential Role of Vibration-Photon Dressed States. ACS Photonics 5 (1), 65–79 (2018).
[53] Mandal, A., Montillo Vega, S. & Huo, P. Polarized Fock States and the Dynamical Casimir Effect in Molecular Cavity Quantum Electrodynamics. *Journal of Physical Chemistry Letters* **11** (21), 9215–9223 (2020).

[54] Thomas, M., Brehm, M., Fligg, R., Vöhringer, P. & Kirchner, B. Computing vibrational spectra from ab initio molecular dynamics. *Physical Chemistry Chemical Physics* **15** (18), 6608–6622 (2013).

[55] Neugebauer, J., Reiher, M., Kind, C. & Hess, B. A. Quantum chemical calculation of vibrational spectra of large molecules - Raman and IR spectra for Buckminsterfullerene. *Journal of Computational Chemistry* **23** (9), 895–910 (2002).

[56] Nemati, S., Henkel, C. & Anders, J. Coupling function from bath density of states. *Epl* **139** (3) (2022).

[57] Carlson, C., Salzwedel, R., Selig, M., Knorr, A. & Hughes, S. Strong coupling regime and hybrid quasinormal modes from a single plasmonic resonator coupled to a transition metal dichalcogenide monolayer. *Physical Review B* **104** (12), 1–13 (2021).

[58] Wilson, E. B., Decius, J. C., Cross, P. C. & Sundheim, B. R. Molecular Vibrations: The Theory of Infrared and Raman Vibrational Spectra. *Journal of The Electrochemical Society* **102** (9), 235C (1955).

[59] Williams, S. O. & Imre, D. G. Raman Spectroscopy : Time-Dependent Pictures (6), 3363–3374 (1988).

[60] Provazza, J., Tempelaar, R. & Coker, D. F. Analytic and numerical vibronic spectra from quasi-classical trajectory ensembles. *Journal of Chemical Physics* **155** (1) (2021).

[61] Peng, Q., Yi, Y., Shuai, Z. & Shao, J. Excited state radiationless decay process with Duschinsky rotation effect: Formalism and implementation. *Journal of Chemical Physics* **126** (11) (2007).

[62] George, J., Shalabney, A., Hutchison, J. A., Genet, C. & Ebbesen, T. W. Liquid-phase vibrational strong coupling. *Journal of Physical Chemistry Letters* **6** (6), 1027–1031 (2015).

[63] Nagarajan, K., Thomas, A. & Ebbesen, T. W. Chemistry under Vibrational Strong Coupling. *Journal of the American Chemical Society* **143** (41), 16877–16889 (2021).

[64] Szakács, Z. & Vauthey, E. Excited-State Symmetry Breaking and the Laporte Rule. *Journal of Physical Chemistry Letters* **12** (16), 4067–4071 (2021).

[65] Case, W. B. Wigner functions and Weyl transforms for pedestrians. *American Journal of Physics* **76** (10), 937–946 (2008).

23
[66] May, V. & Kühn, O. Charge and Energy Transfer Dynamics in Molecular Systems (Wiley, 2011).

[67] Auffèves, A. et al. Controlling the dynamics of a coupled atom-cavity system by pure dephasing. Physical Review B - Condensed Matter and Materials Physics 81 (24), 1–10 (2010).