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ABSTRACT

In this paper we have presented a hand gesture recognition library. Various functions include detecting cluster count, cluster orientation, finger pointing direction, etc. To use these functions first the input image needs to be processed into a logical array for which a function has been developed. The library has been developed keeping flexibility in mind and thus provides application developers a wide range of options to develop custom gestures.
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1. INTRODUCTION

Gestures are closely tied to humans both in interpretation and expression. Gestures are mostly space-bound and human gestures include a high percentage of hand usage. Since hand gestures are so closely tied to us, thus the motivation to use gestures to control technology, which has become an integral part of our living, is justified.

For a hand gesture recognition library it is a prerequisite to be able to detect the states of the hand, its position and track it. It should also comprise functions to handle various Operating system processes.

In this paper we have presented a library to recognize hand gestures. It includes a variety of functions from counting the number of clusters, to finding its orientation and tracking the position of each disconnected cluster. These functions can be employed by an application developer in conjunction, to alleviate the use of keyboards and mouse to generate gestures that can almost substitute traditional input device use.

In the following sections we have explained the working of the various algorithms we have used to create the proposed library.

2. LITERATURE REVIEW

Hand Gesture Recognition is a field which has been explored by academicians and scientists the world over. Literature Review suggests that authors have used hidden Markov models, 2D Motion trajectories, and other allied areas to tackle the problem.

Authors in [1] have presented algorithms for hand-tracking and hand-posture recognition in terms of multi-scale color images.

The authors in paper [2] have used real-time tracking and hidden Markov models to trace the moving hand and extract the hand region. They then used the Fourier descriptor to characterize spatial features.

A scheme for extracting and classifying two-dimensional motion in an image sequence based on motion trajectories was presented by the authors in [3]. They used multi-scale segmentation, affine transformations and time-delayed neural network to show that motion patterns of hand gestures can be extracted and recognized accurately using motion trajectories.

The authors in [4] have successfully patented a technology which makes use of color segmentation, region labeling and principal component analysis.

A glove has been used by the authors in [5] to create a hand-machine interface. The glove is assumed to have been fitted with sophisticated sensors which are capable of sensing flex movements, measure finger bending, etc. Hand position and orientation are measured either by ultrasonics, providing five degrees of freedom, or magnetic flux sensors, which provide six degrees of freedom. The wearer of the glove would thus have an interface to a visual programming language.

In paper [6] the authors have proposed a two level approach to solve the problem of real-time vision-based hand gesture classification. The lower level of the approach implements the posture recognition with Haar-like features and the AdaBoost learning algorithm. The higher level implements the linguistic hand gesture recognition using a context-free grammar-based syntactic analysis. Given an input gesture, based on the extracted postures, the composite gestures can be parsed and recognized with a set of primitives and production rules.

Paul S Heckbert has presented a seed-fill algorithm in [7]. Authors in [8] have presented a modified new seed-fill algorithm.

The authors in [9, 10, 11] have proposed different methodologies to detect and find out whether pixels are aligned in a straight line or not.

Our method makes use of extremely low cost gadgetry which includes LEDs and a glove to implement a library for recognition of hand gestures. These gestures can be used to emulate various mouse operations. The methods used are simplistic, efficient, and easy to implement because it does not employ too many complex operations.
3. HAND GESTURE RECOGNITION LIBRARY

3.1 Processing Input
It is very essential for the computer to make sense of what it sees through the vision device (like cameras). But the computer cannot do this by itself. Thus in our library we have included a function to process an image as per the developer’s choice.
Since colors have various intensities, we have normalized them down to zeroes and ones.

Figure 1. Input RGB image

Those colors within the defined range are converted to white (i.e. 1) and the colors not in range are converted to black (i.e. 0). For instance, the spectacles and tie in Figure 1 have been detected using a color range as shown in Figure 2.

Figure 2. Output logical array

To test our library, we have assigned the color red to the fingertips using red LEDs to remove the problems of background noise and poor lighting conditions (Figure 3).

3.2 Cluster Recognition
In the hand gesture recognition library, the concept of cluster extraction has been used. A cluster is a region of connected pixels having the same color values. For example, a set of pixels having intensity of 1 and which are connected directly or indirectly to each other are collectively called a cluster (assuming the use of a 2D array).

Figure 3. Demo Application

Figure 4. Original image

Figure 5. First cluster extracted

Figure 6. All clusters extracted
To extract these clusters we have employed the seed-fill algorithm [7, 8] as follows:
The algorithm goes as follows:-
Step 1. Search for the first white pixel in the array
Step 2. If such a pixel is found then push the pixel into the stack and also make the corresponding position of the record_array white. Else goto step 8
Step 3. Increment the counter by 1
Step 4. Pop a pixel from the stack and make the present pixel black.
Step 5. If adjacent pixels are white and not in the record_array (using the seed-fill algorithm), then push them into the stack and also make the corresponding entry in the record_array white.
Step 6. If stack is not empty, goto step 4
Step 7. If not end of array, goto step 1
Step 8. End

This algorithm effectively recognizes the clusters and keeps a count of the number of clusters. Since the clusters are found, their positions and numbers too are determined. The number of pixels in each cluster is also determined using this algorithm. (**Figure 4, Figure 5, Figure 6**)

**3.3 Alignment Detection**
Different human gestures have different hand orientations. Thus it is necessary to distinguish between the different hand orientations/alignments [9, 10, 11].
To do this, the simple concept of a straight line alignment was followed. Let us assume that the fingers are represented by single points. Then, if a set of points have the same y-coordinates or x-coordinates then they will be said to be horizontally aligned or vertically aligned respectively. Any pixel with either a different y-coordinate or a different x-coordinate will not be in the same line with the other pixels and hence will not be horizontally or vertically aligned with the others respectively. (**Figure 7, Figure 8**)

**Figure 7. Vertical Alignment**

**Figure 8. Horizontal Alignment**

But since we are dealing with objects and not points, we have introduced a threshold value which when crossed will determine if the horizontal or vertical alignment is present. (**Figure 9**)

**Figure 9. Breaching of threshold causes ambiguity of alignment**

**3.4 Direction Detection**
Many human gestures have pointing of a finger or two involved. This too is an important gesture which cannot be done away with.
To detect the direction of the finger-point with respect to the fist, we developed a simple algorithm in which the degree of inclination of the finger point from the centre of the palm is determined as shown in **Figure 10 and Figure 11.**
Figure 10. Mean of the palm and the farthest point from it

The algorithm is as follows:
Step 1. Find the mean position of all white pixels in the cluster
Step 2. Find the farthest point of that cluster from the mean
(Figure 10)
Step 3. Calculate the inclination of the line joining the farthest
point and the mean, considering the mean as the centre
of a 2D coordinate system.
Step 4. End

This algorithm returns the inclination in the range
\([0,180]U[0,-180]\). (Figure 11)

Figure 11. Angle of inclination \(\theta\)

3.5 Detect up-or-down Gesture
One can move one’s hands up or down and depending on the
context; a scroll action can be performed. The algorithm is as
follows:

Step 1. Track the position of the clusters in view
Step 2. If the cluster(s) remain stationary for more than the
number of frames predetermined by the user, or if they go out
of view, then goto step 5.
Step 3. Keep a count of the number of frames and also keep
track of the initial and present positions of the cluster(s)
Step 4. Goto step 1
Step 5. If the vertical displacement is less than the threshold,
then goto step 8
Step 6. Calculate the speed of motion (as
displacement÷number of frames)
Step 7. Return that up-or-down gesture was performed.
Step 8. End

This gesture can now be implemented to perform some action
such as mouse wheel up or mouse wheel down actions.
A similar algorithm was used to detect if the user performed
left or right action by checking the horizontal displacement
instead of the vertical displacement.

3.6 Detect left-or-right Gesture
A swipe action is conveniently performed by moving the
fingers on a screen from left-to-right or vice-versa.
This too can be converted into a gesture. One can move one’s
hands left or right and depending on the context, a swipe
action can be performed. The algorithm is as follows:

Step 1. Track the position of the clusters in view
Step 2. If the cluster(s) remain stationary for more than the
number of frames predetermined by the user, or if they go out
of view, then goto step 5.
Step 3. Keep a count of the number of frames and also keep
track of the initial and present positions of the cluster(s)
Step 4. Goto step 1
Step 5. If the horizontal displacement is less than the
threshold, then goto step 8
Step 6. Calculate the speed of motion (as
displacement÷number of frames)
Step 7. Return that left-or-right gesture was performed.
Step 8. End

3.7 Detect in-out Gesture
In our world, presently, zooming in/out is a very common
gesture. Spreading out our fingers is usually a zoom-in and the
reverse is a zoom-out.
We created the following algorithm to detect whether the
hand is moving towards the screen (in-action) or away from
the screen (out-action).

Step 1. Capture the first frame having the cluster(s). (Figure
12)
Step 2. Capture the second consecutive frame having the next
changed or unchanged cluster(s). (Figure 13)
Step 3. Subtract the first frame from the second. (Figure 14)
Step 4. Calculate the sum of number of pixels, of the resulting
difference.
Step 5. If the absolute value of the sum is less than the
predefined threshold, then goto step 7
Step 6. If sign of the sum is negative, then return zoom-out, else return zoom-in
Step 7. End

![Figure 12. First Frame](image)

![Figure 13. Second Frame](image)

![Figure 14. Frame after subtraction](image)

### 3.8 Rotation Detection
Circular motion of hands is another common human gesture. It can be in clockwise sense or anti-clockwise sense. To detect a rotation we have followed the following concept:

The general equation of a circle in 2D system is

\[ x^2 + y^2 + Cx + Dy + E = 0 \]

So, we require three points to find the three unknowns \((C, D, E)\).

For this we capture three consecutive frames. We find the mean of the top-left white cluster and store it as a point, for all the three frames, respectively.

We now get an equation of the form \(AX = B\), where \(X = [C, D, E]\); \(A\) has coefficients of \(C, D\) and \(E\); \(B\) contains the constant terms. Solving for \(X\) we get values of \(C, D\), and \(E\).

Using these values we get the centre and radius of the circle as follows:

\[
\text{Centre} = [-C/2, -D/2] \quad \text{and} \quad \text{Radius} = \left(\frac{(C^2+D^2)}{4} - E\right)^{0.5}
\]

From here we can use the value of \(\text{Radius}\) to check it with the threshold given by the programmer.

Having done the above we now need to detect clockwise and anti-clockwise rotation. For this we first find the slope of the line joining the first two points. Suppose it is \(m\). We rotate the system by an angle \((-\theta)\), where \(\theta = \tan^{-1}(m)\).

Thus, after normalizing for different orientations in the plane we now just have to deal with four cases (Figure 15).

![Figure 15. The four cases for detecting rotation](image)

when \(x_1 < x_2\) and \(y_3 > y_2\) then it is anti-clockwise
when \(x_1 < x_2\) and \(y_3 < y_2\) then it is clockwise
when \(x_1 > x_2\) and \(y_3 < y_2\) then it is clockwise
when \(x_1 > x_2\) and \(y_3 > y_2\) then it is anti-clockwise

Hence in this way we get the type of rotation the user has performed.

### 4. RESULT AND APPLICATION
To test our library functions, we created a demo application using MATLAB R2013a.

We assigned a red color to our fingertips using red LEDs (Figure 16, Figure 17). The RGB range of the red LEDs were given as input to the functions so that only the fingertips could be recognized by the system. All the functionalities of the computer mouse were implemented using this library. Figure 18, Figure 19 and Figure 20 show three common mouse functionalities.
5. CONCLUSION AND FUTURE WORKS

The Hand Gesture Recognition Library has thus been able to efficiently recognize most commonly used human gestures. It is not an application and thus can be used by any developer and customized to any extent. It thus enables the developers to utilize the library functions with great flexibility. This library has been developed using the MATLAB (R2013a) environment. In the future it can be modified to run in any other environment. Also, more complicated gestures can be added to the library, such as recognizing the finger type (such as index-finger or thumb).

REFERENCES

1. Bretzner, L., Laptev, I., Lindeberg, T., Hand gestures recognition using multi-scale colour features, hierarchical models and particle filtering, Proceedings of Fifth IEEE International Conference on Automatic Face Gesture Recognition, Pages 423-428, 2002.
2. Feng-Sheng Chen, Chih-Ming Fu, Chung-Lin Huang, Hand gesture recognition using a real-time tracking method and hidden Markov models, Image and Vision Computing, Volume 21, Issue 8, Pages 745–758, 1 August 2003.
3. Ming-Hsuan Yang, Ahuja, N.; Tabb, Extraction of 2D motion trajectories and its application to hand gesture recognition, Pattern Analysis and Machine Intelligence, IEEE Transactions on (Volume:24 , Issue: 8), Page(s):1061 - 1074, 2002.
4. Arnaud Lemoine, Sean Mcgrath, Anthony Vernon Walker Smith, Alistair Ian Sutherland, Hand gesture recognition system and method, Patent US 6128003 A, 2000.
5. Thomas G. Zimmerman, Jaron Lanier, Chuck Blanchard, Steve Bryson, Young Harvill, A hand gesture interface device, CHI '87 Proceedings of the SIGCHI/GI Conference on Human Factors in Computing Systems and Graphics Interface, ACM, Pages 189-192, 2000.
6. Qing Chen, Georganas, Nicolas D., Petriu E.M., Real-time Vision-based Hand Gesture Recognition
Using Haar-like Features, Instrumentation and Measurement Technology, Conference Proceedings, IMTC 2007, IEEE, Pages 1-6, 2007.

7. Paul S Heckbert, A seed fill algorithm, Graphics gems, Pages 275-277, Academic Press Professional, Inc. San Diego, CA, USA ©1990, ISBN:0-12-286169-5.

8. Malik Sikandar Hayat Khayal, Aihab Khan, Saba Bashir, Farhan Hassan Khan, Salma Aslam, Modified new Algorithm for Seed Filling, Publication of Little Lion Scientific, Journal of Theoretical and Applied Information Technology, Vol. 26 No. 1, 2011, ISSN 1992-8645.

9. Rafael Grompone von Gioi, Jérémie Jakubowicz, Jean-Michel Morel, Gregory Randall, On Straight Line Segment Detection, Journal of Mathematical Imaging and Vision, DOI 10.1007/s10851-008-0102-5, Springer Science and Business Media, LLC 2008.

10. Agnes Desolneux, Lionel Moisan, Jean-Michel Morel, Meaningful Alignments, International Journal of Computer Vision 40(1), 7–23, 2000.

11. Daniela Coltuc, Jean-Marie Becker, A Solution for Linking the Sparse Aligned Pixels in Multi-temporal SAR Sets, IGARSS, 0-7803-7930-6 (C) IEEE 2003.