The Equivalence Postulate of Quantum Mechanics:
Main Theorems

Alon E. Faraggi\textsuperscript{1} and Marco Matone\textsuperscript{2}

\textsuperscript{1} Department of Mathematical Sciences, University of Liverpool, Liverpool L69 7ZL, UK
e-mail: faraggi@amtp.liv.ac.uk
\textsuperscript{2} Department of Physics “G. Galilei” – Istituto Nazionale di Fisica Nucleare
University of Padova, Via Marzolo, 8 – 35131 Padova, Italy
e-mail: matone@pd.infn.it

Abstract

We consider the two main theorems in the derivation of the Quantum Hamilton–Jacobi Equation from the Equivalence Postulate (EP) of quantum mechanics. The first one concerns a basic cocycle condition, which holds in any dimension with Euclidean or Minkowski metrics and implies a global conformal symmetry underlying the Quantum Hamilton–Jacobi Equation. In one dimension such a condition fixes the Schwarzian equation. The second theorem concerns energy quantization which follows rigorously from consistency of the EP.

\textsuperscript{1}Contribution to the book on Quantum Trajectories, Edited by Pratim Chattaraj, Taylor\&Francis/CRC press.
1 HJ Equation and Coordinate Transformations

The Hamilton–Jacobi (HJ) equation for a one dimensional system is obtained by considering the canonical transformation \((q, p) \rightarrow (Q, P)\) so that the old Hamiltonian \(H\) maps to a trivialized one, that is \(\tilde{H} = 0\). The old and new momenta are expressed in terms of the generating function of such a transformation, the Hamilton's principal function
\[
p = \frac{\partial S_{cl}}{\partial q}, \quad P = \text{cnst} = -\frac{\partial S_{cl}}{\partial Q}|_{Q=\text{cnst}}\]
that satisfies the classical HJ equation
\[
H\left(q, p = \frac{\partial S_{cl}}{\partial q}, t\right) + \frac{\partial S_{cl}}{\partial t} = 0.
\]

In the case of a time independent potential the time dependence in the Hamilton's principal function \(S^{cl}\) is linear, that is \(S^{cl}(q, Q, t) = S_{0}^{cl}(q, Q) - Et\), with \(E\) the energy of the stationary state. It follows that \(S_{0}^{cl}\), called Hamilton's characteristic function, or reduced action, satisfies the Classical Stationary HJ Equation (CSHJE)
\[
H\left(q, p = \frac{\partial S_{0}^{cl}}{\partial q}\right) - E = 0,
\]
that is \((\mathcal{W}(q) \equiv V(q) - E)\)
\[
\frac{1}{2m} \left(\frac{\partial S_{0}^{cl}}{\partial q}\right)^2 + \mathcal{W} = 0.
\]

Note that the canonical transformation \((q, p) \rightarrow (Q, P)\) treats \(p\) and \(q\) as independent variables. Following \[1\] we now formulate a similar question to that leading to the CSHJE, but considering the transformation on \(q\), with the one on \(p\) induced by the relation
\[
p = \frac{\partial S_{0}^{cl}}{\partial q}.
\]

More precisely, given a one dimensional system, with time–independent potential (the higher dimensional time–dependent case is considered in \[2\]) we
look for the coordinate transformation \( q \rightarrow q_0 \) such that
\[
\mathcal{S}^{cl}_0(q) \xrightarrow{\text{Coord. Transf.}} \tilde{\mathcal{S}}^{cl}_0(q_0),
\]
with \( \tilde{\mathcal{S}}^{cl}_0(q_0) \) denoting the reduced action of the system with vanishing Hamiltonian. Note that in (1) we required that this transformation be an invertible one. This is an important point since by compositions of the maps it follows that if for each system there is a coordinate transformation leading to the trivial state, then even two arbitrary systems are equivalent under coordinate transformations. Imposing this apparently harmless analogy immediately leads to rather peculiar properties of Classical Mechanics (CM). First, it is clear that such an equivalence principle cannot be satisfied in CM, in other words given two arbitrary systems \( a \) and \( b \), the condition
\[
\mathcal{S}^{cl}_0(q_b) = \mathcal{S}^{cl}_0(q_a),
\]
cannot be generally satisfied. In particular, since
\[
\tilde{\mathcal{S}}^{cl}_0(q_0) = \text{cnst},
\]
it is clear that (1) is a degenerate transformation. However, in principle, by itself the failure of (2) for arbitrary systems would be a possible natural property. Nevertheless, a more careful analysis shows that such a failure is strictly dependent on the choice of the reference frame. This is immediately seen by considering two free particles of mass \( m_a \) and \( m_b \) moving with relative velocity \( v \). For an observer at rest with respect to the particle \( a \) the two reduced actions are
\[
\mathcal{S}^{cl}_0(q_a) = \text{cnst}, \quad \mathcal{S}^{cl}_0(q_b) = m_b v q_b.
\]
It is clear that there is no way to have an equivalence under coordinate transformations by setting \( \mathcal{S}^{cl}_0(q_b) = \mathcal{S}^{cl}_0(q_a) \). This means that at the level of the reduced action there is no coordinate transformation making the two systems equivalent. However, note that this coordinate transformation exists if we consider the same problem described by an observer in a frame in which
both particles have a non–vanishing velocity so that the two particles are described by non–constant reduced actions. Therefore, in CM, it is possible to connect different systems by a coordinate transformation except in the case in which one of the systems is described by a constant reduced action. This means that in CM equivalence under coordinate transformations is frame dependent. In particular, in the CSHJE description there is a distinguished frame. This seems peculiar as on general grounds what is equivalent under coordinate transformations in all frames should remain so even in the one at rest.

2 The Equivalence Postulate

The above investigation already suggests that the concept of point particle itself cannot be consistent with the equivalence under coordinate transformations. In particular, it suggests that the system where a particle is at rest does not exist at all. If this would be the case, then the above critical situation would not occur simply because the reduced action is never a constant. This should reflect in two main features. First the classical concept of point particle should be reconsidered, secondly the CSHJE should be modified accordingly. A natural suggestion would be to consider particles as a kind of string with a lower bound on the vibrating modes in such a way that there is no way to define a system where the particle is at rest. It should be observed that this kind of string may differ from the standard one, rather its nature may be related to the fact that in general relativity is impossible to define the concept of relative stability of a system of particles.

In [3] it was suggested that quantum mechanics and gravity are intimately related. In particular, it was argued that the quantum Hamilton–Jacobi equation of two free particles, which is attractive, may generate the gravitational potential. This is a consequence of the fact that the quantum potential is always non-trivial even in the case of the free particle. It plays the role of intrinsic energy and may in fact be at the origin of fundamental interactions.
The unification of quantum mechanics and general relativity is the central question of theoretical physics. This problem hinges on the viability of the prevailing theories of matter and interactions at the micro-scale, and of the cosmos at the macro scale. The Galilean paradigm of modern science drives the search for a mathematical formulation of the quantum gravity synthesis. In such a context string theory provides an attempt for a self-consistent mathematical formulation of quantum gravity.

String theory provides a perturbatively finite $S$-matrix approach to the calculation of string scattering amplitudes. Due to its unique world-sheet properties, string theory admits a discrete particle spectrum. It accommodates the gauge bosons and fermion matter states that form the bedrock of modern particle physics, as well as a massless spin 2 symmetric state, which is interpreted as the gravitational force mediation field. Consequently, string theory enables the construction of models that admit the structures of the Standard Particle Model and enable the development of a phenomenological approach to quantum gravity. The state of the art in this regard is the construction of Minimal Heterotic String Standard Models, which produces in the observable Standard Model charged sector solely the spectrum of the Minimal supersymmetric Standard Model \[4\]. Progress in the understanding of string theory was obtained by the observation that the five ten dimensional string theories, as well as eleven dimensional supergravity, can be connected by perturbative and non-perturbative duality transformations. However, this observation does not provide a rigorous formulation of quantum gravity, akin to the formulations of general relativity and quantum mechanics, which follow from the equivalence principle in the former and the probability interpretation of the wave function in the later.

Let us start imposing the equivalence under coordinate transformations. The key point is to consider, like in general relativity, the (analogous of the) reduced action as a scalar field under coordinate transformations.

We postulate that for any pair of one-particle states there exists a field
such that
\[ S_0^b(q_b) = S_0^a(q_a), \quad (3) \]
is well defined. We also require that, in a suitable limit, \( S_0 \) reduces to \( S_0^{cl} \). Eq. (3) can be considered as the scalar hypothesis. Since the conjugate momentum is defined by
\[ p_i = \frac{\partial}{\partial q^i} S_0(q) , \]
it follows by (3) that the conjugate momenta \( p^a \) and \( p^b \) are related by a coordinate transformation
\[ p^b_i = \Lambda^j_i p^a_j , \quad (4) \]
where \( \Lambda^j_i = \partial q^j_a / \partial q^i_b \). Note that we have the invariant
\[ p^b_i dq^i_b = p^a_i dq^i_a . \quad (5) \]
Since (3) holds for any pair of one–particle states, we have \( \det \Lambda(q) \neq 0, \forall q \).

The scalar hypothesis (3) implies that two one–particle states are always connected by a coordinate transformation, for such a reason we may equivalently consider (3) as imposing an Equivalence Postulate (EP). In particular, while in arbitrary dimension the coordinate transformation is given by imposing (4), in the one dimensional case the scalar hypothesis implies
\[ q_b = S_0^{b-1} \circ S_0^a(q_a) . \]

We now consider the consequences of the EP (3). Let us denote by \( H \) the space of all possible \( W \equiv V - E \). We also call \( v \)–transformations the ones leading from a system to another. Eq. (3) is equivalent to require that

*For each pair \( W^a, W^b \in H \), there is a \( v \)–transformation such that*

\[ W^a(q) \longrightarrow W^{av}(q^v) = W^b(q^v) . \quad (6) \]

This implies that there always exists the trivializing coordinate \( q_0 \) for which
\[ W(q) \longrightarrow W^0(q_0), \]
where
\[ W^0(q_0) \equiv 0 . \]
In particular, since the inverse transformation should exist as well, it is clear that the trivializing transformation should be locally invertible. We will also see that since classically $\mathcal{W}^0$ is a fixed point, implementation of (6) requires that $\mathcal{W}$ states transform inhomogeneously.

The fact that the EP cannot be consistently implemented in CM is true in any dimension. To show this let us consider the coordinate transformation induced by the identification

$$S_{cl}^v(q^v) = S_{cl}^0(q) .$$

Then note that the CSHJE

$$\frac{1}{2m} \sum_{k=1}^{D} (\partial_{q_k} S_{cl}^v(q^v))^2 + \mathcal{W}(q) = 0 ,$$

provides a correspondence between $\mathcal{W}$ and $S_{cl}^v$ that we can use to fix, by consistency, the transformation properties of $\mathcal{W}$ induced by that of $S_{cl}^v$. In particular, since $S_{cl}^v(q^v)$ must satisfy the CSHJE

$$\frac{1}{2m} \sum_{k=1}^{D} (\partial_{q_k v} S_{cl}^v(q^v))^2 + \mathcal{W}^v(q^v) = 0 ,$$

by (7) we have

$$\frac{\partial S_{cl}^v(q^v)}{\partial q^k v} = \Lambda^k \frac{\partial S_{cl}^0(q)}{\partial q^i} .$$

Let us set $(p^i | p) = p^i \Lambda^i \Lambda p / p^i p$. By (8)–(10), we have $\mathcal{W}(q) \rightarrow \mathcal{W}^v(q^v) = (p^v | p) \mathcal{W}(q)$, so that

$$\mathcal{W}^0(q_0) \rightarrow \mathcal{W}^v(q^v) = (p^v | p^0) \mathcal{W}^0(q_0) = 0 .$$

Thus we have

$\mathcal{W}$ states transform as quadratic differentials under classical $v$–maps. It follows that $\mathcal{W}^0$ is a fixed point in $\mathcal{H}$. Equivalently, in CM the space $\mathcal{H}$ cannot be reduced to a point upon factorization by the classical $v$–transformations. Hence, the EP (6) cannot be consistently implemented in CM. This can be
seen as the impossibility of implementing covariance of CM under the coordinate transformation defined by (7).

It is therefore clear that in order to implement the EP we have to deform the CSHJE. As we will see, this requirement will determine the equation for $S_0$.

In Ref. [1] the function $T_0(p)$, defined as the Legendre transform of the reduced action, was introduced

$$T_0(p) = q^k p_k - S_0(q), \quad S_0(q) = p_k q^k - T_0(p).$$

While $S_0(q)$ is the momentum generating function, its Legendre dual $T_0(p)$ is the coordinate generating function

$$p_k = \frac{\partial S_0}{\partial q_k}, \quad q_k = \frac{\partial T_0}{\partial p_k}.$$  

Note that adding a constant to $S_0$ does not change the dynamics. Then, the most general differential equation $S_0$ should satisfy has the structure

$$F(\nabla S_0, \Delta S_0, \ldots) = 0.$$  

Let us write down Eq. (11) in the general form

$$\frac{1}{2m} \sum_{k=1}^{D} (\partial_{q^k} S_0(q))^2 + W(q) + Q(q) = 0.$$  

The transformation properties of $W + Q$ under the $v$–maps are determined by the transformed equation

$$\frac{1}{2m} \sum_{k=1}^{D} (\partial_{q^k} S_0(v^v(q^v)))^2 / 2m + W^v(v^v) + Q^v(v^v) = 0,$$  

so that

$$W^v(v^v) + Q^v(v^v) = (p^v|p) [W(q) + Q(q)].$$  

A basic guidance in deriving the differential equation for $S_0$ is that in some limit it should reduce to the CSHJE. In [1] it was shown that the
parameter which selects the classical phase is the Planck constant. Therefore, in determining the structure of the $Q$ term we have to take into account that in the classical limit

$$\lim_{\hbar \to 0} Q = 0 .$$

(14)

The only possibility to reach any other state $W^v \neq 0$ starting from $W^0$ is that it transforms with an inhomogeneous term. Namely as $W^0 \longrightarrow W^v(q^v) \neq 0$, it follows that for an arbitrary $W^a$ state

$$W^v(q^v) = (p^v|p^a)W^a(q_a) + (q_a; q^v) ,$$

(15)

and by (13)

$$Q^v(q^v) = (p^v|p^a)Q^a(q_a) - (q_a; q^v) .$$

(16)

Let us stress that the purely quantum origin of the inhomogeneous term $(q_a; q^v)$ is particularly transparent once one consider the compatibility between the classical limit (14) and the transformation properties of $Q$ in Eq.(16).

The $W^0$ state plays a special role. Actually, setting $W^a = W^0$ in Eq.(15) yields

$$W^v(q^v) = (q_0; q^v) ,$$

so that, according to the EP (6), all the states correspond to the inhomogeneous part in the transformation of the $W^0$ state induced by some $v$–map.

Let us denote by $a, b, c, \ldots$ different $v$–transformations. Comparing

$$W^b(q_b) = (p^b|p^a)W^a(q_a) + (q_a; q_b) = (q_0; q_b) ,$$

(17)

with the same formula with $q_a$ and $q_b$ interchanged we have

$$(q_b; q_a) = -(p^a|p^b)(q_a; q_b) ,$$

(18)

in particular $(q; q) = 0$ More generally, imposing the commutative diagram of maps

$$\begin{array}{ccc}
A & \longrightarrow & C \\
\uparrow & & \\
B & & \\
\end{array}$$
that is comparing

\[ W^b(q_b) = (p^b|p^c) W^c(q_c) + (q_c; q_b) = (p^b|p^a) W^a(q_a) + (p^b|p^c)(q_a; q_c) + (q_c; q_b), \]

with (17), we obtain the basic cocycle condition

\[ (q_a; q_c) = (p^c|p^b) [(q_a; q_b) + (q_b; q_c)] \]

which expresses the essence of the EP. In the one dimensional case we have

\[ (q_a; q_c) = (\partial_q q_b)^2 (q_a; q_b) + (q_b; q_c). \]

It is well–known that this is satisfied by the Schwarzian derivative. However, it turns out that it is essentially the unique solution. More precisely [1],

**Theorem 1.** Eq. (20) defines the Schwarzian derivative up to a multiplicative constant and a coboundary term.

Since the differential equation for \( S_0 \) should depend only on \( \partial^k_q S_0, k \geq 1 \), it follows that the coboundary term must be zero, so that [1]

\[ (q_a; q_b) = -\frac{\beta^2}{4m} \{q_a, q_b\}, \]

where \( \{f(q), q\} = \frac{f''}{f'} - 3\frac{(f''/f')^2}{2} \) is the Schwarzian derivative and \( \beta \) is a nonvanishing constant that we identify with \( \hbar \). As a consequence, \( S_0 \) satisfies the Quantum Stationary Hamilton–Jacobi Equation (QSHJE) [1]

\[ \frac{1}{2m} \left( \frac{\partial S_0(q)}{\partial q} \right)^2 + V(q) - E + \frac{\hbar^2}{4m} \{S_0, q\} = 0. \]

Note that \( \psi = S_0^{-1/2} (Ae^{-\frac{1}{\hbar} S_0} + Be^{\frac{1}{\hbar} S_0}) \) solves the Schrödinger Equation (SE)

\[ \left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial q^2} + V \right) \psi = E \psi. \]

The ratio \( w = \psi^D/\psi \), where \( \psi^D \) and \( \psi \) are two real linearly independent solutions of (22) is, in deep analogy with uniformization theory, the trivilalizing map transforming any \( W \) to \( W^0 \equiv 0 \) [1][5]. This formulation extends to higher dimension and to the relativistic case as well [1][2].
Let \( q_{-/+} \) be the lowest/highest \( q \) for which \( W(q) \) changes sign, we have \([1]\)

**Theorem 2.** If

\[
V(q) - E \geq \begin{cases} 
    P^2_2 > 0 , & q < q_- , \\
    P^2_+ > 0 , & q > q_+ , 
\end{cases}
\]  

(23)

then \( w \) is a local self–homeomorphism of \( \mathbb{R} = \mathbb{R} \cup \{\infty\} \) if and only if Eq.(22) has an \( L^2(\mathbb{R}) \) solution.

The crucial consequence is that since the QSHJE is defined if and only if \( w \) is a local self–homeomorphism of \( \mathbb{R} \), it follows that the QSHJE by itself implies energy quantization. We stress that this result is obtained without any probabilistic interpretation of the wave function.

### 3 Proof of Theorem 1

The main steps in proving theorem 1 are two lemmas \([1]\). Let us start observing that if the cocycle condition \( (20) \) is satisfied by \( (f(q); q) \), then this is still satisfied by adding a coboundary term

\[
(f(q); q) \longrightarrow (f(q); q) + (\partial_q f)^2 G(f(q)) - G(q) .
\]  

(24)

Since \( (Aq; q) \) evaluated at \( q = 0 \) is independent of \( A \), we have

\[
0 = (q; q) = (q; q)_{|q=0} = (Aq; q)_{|q=0} .
\]  

(25)

Therefore, if both \( (f(q); q) \) and \( (24) \) satisfy \( (20) \), then \( G(0) = 0 \), which is the unique condition that \( G \) should satisfy. We now use \( (11) \) to fix the ambiguity \( (24) \). First of all observe that the differential equation we are looking for is

\[
(q_0; q) = W(q) .
\]  

(26)

Then, recalling that \( q_0 = S_0^{-1} S_0(q) \), we see that a necessary condition to satisfy \( (11) \) is that \( (q_0; q) \) depends only on the first and higher derivatives of
This in turn implies that for any constant $B$ we have $(q_a + B; q_b) = (q_a; q_b)$ that, together with (18), gives

$$(q_a + B; q_b) = (q_a; q_b) = (q_a; q_b + B).$$

(27)

Let $A$ be a non–vanishing constant and set $h(A, q) = (Aq; q)$. By (27) we have $h(A, q + B) = h(A, q)$, that is $h(A, q)$ is independent of $q$. On the other hand, by (25) $h(A, 0) = 0$ that, together with (18), implies

$$(Aq; q) = 0 = (q; Aq).$$

(28)

Eq. (20) implies $(q_a; Aq_b) = A^{-2}((q_a; q_b) - (Aq_b; q_b))$, so that by (28)

$$(q_a; Aq_b) = A^{-2}(q_a; q_b).$$

(29)

By (18) and (29) we have

$$(Aq_a; q_b) = -A^{-2}((\partial_{q_b}q_a)^2(q_b; Aq_a) = -(\partial_{q_b}q_a)^2(q_b; q_a) = (q_a; q_b),$$

that is

$$(Aq_a; q_b) = (q_a; q_b).$$

(30)

Setting $f(q) = q^{-2}(q; q^{-1})$ and noticing that by (18) and (30) $f(Aq) = -f(q^{-1})$, we obtain

$$(q; q^{-1}) = 0 = (q^{-1}; q).$$

(31)

Furthermore, since by (20) and (31) one has $(q_a; q_b^{-1}) = q_b^4(q_a; q_b)$, it follows that

$$(q_a^{-1}; q_b) = -((\partial_{q_b}q_a)^{-2}(q_b; q_a^{-1}) = -((\partial_{q_b}q_a)^2(q_b; q_a) = (q_a; q_b),$$

so that

$$(q_a^{-1}; q_b) = (q_a; q_b) = q_b^{-4}(q_a; q_b^{-1}).$$

(32)

Since translations, dilatations and inversion are the generators of the Möbius group, it follows by (27), (29), (30) and (32) that
Lemma 1. Up to a coboundary term, Eq. (20) implies

\[(\gamma(q_a); q_b) = (q_a; q_b) ,\]

\[(q_a; \gamma(q_b)) = \left(\partial_{q_b} \gamma(q_b)\right)^{-2} (q_a; q_b) ,\]

where \(\gamma(q)\) is an arbitrary PSL(2, \(\mathbb{C}\)) transformation.

Now observe that since \((q_a; q_b)\) should depend only on \(\partial_{q_b}^{k} q_a, k \geq 1\), we have

\[(q + \epsilon f(q); q) = c_1 \epsilon f^{(k)}(q) + \mathcal{O}(\epsilon^2) ,\]  \hspace{1cm} (33)

where \(q_a = q + \epsilon f(q), q \equiv q_b\) and \(f^{(k)} \equiv \partial_{q_b}^{k} f, k \geq 1\). Note that by lemma 1 and (33)

\[(Aq + \epsilon Af(q); Aq) = (q + \epsilon f(q); q) = A^{-2}(q + \epsilon f(q); q) = A^{-2} c_1 \epsilon f^{(k)}(q) + \mathcal{O}(\epsilon^2) ,\]  \hspace{1cm} (34)

on the other hand, setting \(F(Aq) = Af(q)\), by (33)

\[(Aq + \epsilon Af(q); Aq) = (Aq + \epsilon F(Aq); Aq) = c_1 \epsilon \partial_{Aq}^{k} F(Aq) + \mathcal{O}(\epsilon^2) = A^{1-k} c_1 \epsilon f^{(k)}(q) + \mathcal{O}(\epsilon^2) ,\]

that compared with (34) gives \(k = 3\). The above scaling property generalizes to higher order contributions in \(\epsilon\). In particular, at order \(\epsilon^n\) the quantity \((Aq + \epsilon Af(q); Aq)\) is a sum of terms of the form

\[c_{i_1...i_n} \partial_{Aq}^{j_1} \epsilon F(Aq) \cdots \partial_{Aq}^{j_n} \epsilon F(Aq) = c_{i_1...i_n} \epsilon^n A^{n - \sum i_k} f^{(i_1)}(q) \cdots f^{(i_n)}(q) ,\]

and by (34) \(\sum_{k=1}^{n} i_k = n + 2\). On the other hand, since \((q_a; q_b)\) depends only on \(\partial_{q_b}^{k} q_a, k \geq 1\), we have

\[i_k \geq 1 , \hspace{1cm} k \in [1, n] ,\]

so that either

\[i_k = 3 , \hspace{1cm} i_j = 1 , \hspace{1cm} j \in [1, n] , \hspace{1cm} j \neq k ,\]
or

\[ i_k = i_j = 2, \quad i_l = 1, \quad l \in [1, n], \quad l \neq k, l \neq j. \]

Hence

\[
(q + \epsilon f(q); q) = \sum_{n=1}^{\infty} \epsilon^n \left( c_{n} f^{(3)} f^{(1)^{n-1}} + d_{n} f^{(2)^{2}} f^{(1)^{n-2}} \right), \quad d_1 = 0. \tag{35}
\]

Let us now consider the transformations

\[
q_b = v^{ba}(q_a), \quad q_c = v^{cb}(q_b) = v^{cb} \circ v^{ba}(q_a), \quad q_c = v^{ca}(q_a).
\]

Note that \( v^{ab} = v^{ba}^{-1} \), and

\[
v^{ca} = v^{cb} \circ v^{ba}. \tag{36}
\]

We can express these transformations in the form

\[
q_b = q_a + \epsilon^{ba}(q_a),
\]

\[
q_c = q_b + \epsilon^{cb}(q_b) = q_b + \epsilon^{cb}(q_a + \epsilon^{ba}(q_a)),
\]

\[
q_c = q_a + \epsilon^{ca}(q_a).
\]

Since \( q_b = q_a - \epsilon^{ab}(q_b) \), we have \( q_b = q_a - \epsilon^{ab}(q_a + \epsilon^{ba}(q_a)) \) that compared with \( q_b = q_a + \epsilon^{ba}(q_a) \) yields

\[
\epsilon^{ba} + \epsilon^{ab} \circ (1 + \epsilon^{ba}) = 0,
\]

where \( 1 \) denotes the identity map. More generally, Eq.\( (37) \) gives

\[
\epsilon^{ca}(q_a) = \epsilon^{cb}(q_b) + \epsilon^{ba}(q_a) = \epsilon^{cb}(q_b) - \epsilon^{ab}(q_b),
\]

so that we obtain \( (36) \) with \( v^{yx} = 1 + \epsilon^{yx} \)

\[
\epsilon^{ca} = \epsilon^{cb} \circ (1 + \epsilon^{ba}) + \epsilon^{ba} = (1 + \epsilon^{cb}) \circ (1 + \epsilon^{ba}) - 1. \tag{38}
\]

Let us consider the case in which \( \epsilon^{yx}(q_x) = \epsilon f_{yx}(q_x) \), with \( \epsilon \) infinitesimal. At

first–order in \( \epsilon \) Eq.\( (38) \) reads

\[
\epsilon^{ca} = \epsilon^{cb} + \epsilon^{ba}, \tag{39}
\]
in particular, $\epsilon^{ab} = -\epsilon^{ba}$. Since $(q_a; q_b) = c_1\epsilon^{ab}(q_b) + \mathcal{O}^a_b(\epsilon^2)$, where $'$ denotes the derivative with respect to the argument, we can use the cocycle condition (20) to get

$$c_1\epsilon^{ac}(q_c) + \mathcal{O}^{ac}(\epsilon^2) = (1 + \epsilon^{bc}(q_c))^2 \left( c_1\epsilon^{ab}(q_b) + \mathcal{O}^{ab}(\epsilon^2) - c_1\epsilon^{cb}(q_b) - \mathcal{O}^{cb}(\epsilon^2) \right),$$

(40)

that at first–order in $\epsilon$ corresponds to (39). We see that $c_1 \neq 0$. For, if $c_1 = 0$, then by (40), at second–order in $\epsilon$ one would have

$$\mathcal{O}^{ac}(\epsilon^2) = \mathcal{O}^{ab}(\epsilon^2) - \mathcal{O}^{cb}(\epsilon^2),$$

(41)

which contradicts (39). In fact, by (35) we have

$$\mathcal{O}^{ab}(\epsilon^2) = c_2\epsilon^{ab}(q_b)\epsilon^{ab}(q_b) + d_2\epsilon^{ab}(q_b) + \mathcal{O}^{ab}(\epsilon^3),$$

that together with (41) provides a relation which cannot be consistent with $\epsilon^{ac}(q_c) = \epsilon^{ab}(q_b) - \epsilon^{cb}(q_b)$. A possibility is that $(q_a; q_b) = 0$. However, this is ruled out by the EP, so that

$$c_1 \neq 0.$$

Higher–order contributions due to a non–vanishing $c_1$ are obtained by using

$$q_c = q_b + \epsilon^{cb}(q_b), \quad \epsilon^{ac}(q_c) = \epsilon^{ab}(q_b) - \epsilon^{cb}(q_b),$$

and $\epsilon^{bc}(q_c) = -\epsilon^{cb}(q_b)$ in $c_1\partial^3_q\epsilon^{ac}(q_c)$ and in

$$c_1 \left( 2\partial_q\epsilon^{bc}(q_c) + \partial_q\epsilon^{bc}(q_c)^2 \right) \partial_{q_b}^2 \left( \epsilon^{ab}(q_b) - \epsilon^{cb}(q_b) \right).$$

Note that one can also consider the case in which both the first– and second–order contributions to $(q_a; q_b)$ are vanishing. However, this possibility is ruled out by a similar analysis. In general, one has that if the first non–vanishing contribution to $(q_a; q_b)$ is of order $\epsilon^n, n \geq 2$, then, unless $(q_a; q_b) = 0$, the cocycle condition (20) cannot be consistent with the linearity of (39). Observe that we proved that $c_1 \neq 0$ is a necessary condition for the existence of solutions $(q_a; q_b)$ of the cocycle condition (20), depending only on the first
and higher derivatives of \( q_a \). Existence of solutions follows from the fact that the Schwarzian derivative \( \{q_a, q_b\} \) solves \( (20) \) and depends only on the first and higher derivatives of \( q_a \).

The fact that \( c_1 = 0 \) implies \( (q_a; q_b) = 0 \), can be also seen by explicitly evaluating the coefficients \( c_n \) and \( d_n \). These can be obtained using the same procedure considered above to prove that \( c_1 \neq 0 \). Namely, inserting the expansion \( (35) \) in \( (20) \) and using \( q_c = q_b + \epsilon^{cb}(q_b) \), \( \epsilon^{ac}(q_c) = \epsilon^{ab}(q_b) - \epsilon^{cb}(q_b) \) and \( \epsilon^{bc}(q_c) = -\epsilon^{cb}(q_b) \), we obtain

\[
    c_n = (-1)^{n-1} c_1 , \quad d_n = \frac{3}{2} (-1)^{n-1} (n-1) c_1 ,
\]

which in fact are the coefficients one obtains expanding \( c_1 \{q + \epsilon f(q), q\} \).

However, we now use only the fact that \( c_1 \neq 0 \), as the relation \( (q + \epsilon f(q); q) = c_1 \{q + \epsilon f(q), q\} \) can be proved without making the calculations leading to \( (42) \).

Summarizing, we have

**Lemma 2.** If

\[
    q_a = q_b + \epsilon^{ab}(q_b)
\]

the unique solution of Eq.\( (20) \), depending only on the first and higher derivatives of \( q_a \), is

\[
    (q_a; q_b) = c_1 \epsilon^{ab/m}(q_b) + \mathcal{O}^{ab}(\epsilon^2) , \quad c_1 \neq 0 .
\]

It is now easy to prove that, up to a multiplicative constant and a coboundary term, the Schwarzian derivative is the unique solution of the cocycle condition \( (20) \). Let us first note that

\[
    [q_a; q_b] = (q_a; q_b) - c_1 \{q_a; q_b\} ,
\]

satisfies the cocycle condition

\[
    [q_a; q_c] = (\partial_q q_b)^2 ([q_a; q_b] - [q_c; q_b]) .
\]
In particular, since both \((q_a; q_b)\) and \(\{q_a; q_b\}\) depend only on the first and higher derivatives of \(q_a\), we have, as in the case of \((q + \epsilon f(q); q)\), that
\[
[q + \epsilon f(q); q] = \tilde{c}_1 \epsilon f^{(3)}(q) + \mathcal{O}(\epsilon^2),
\]
where either \(\tilde{c}_1 \neq 0\) or \([q + \epsilon f(q); q] = 0\). However, since \(\{q + \epsilon f(q); q\} = \epsilon f^{(3)}(q) + \mathcal{O}(\epsilon^2)\) and \((q + \epsilon f(q); q) = \epsilon f^{(3)}(q) + \mathcal{O}(\epsilon^2)\), we have \(\tilde{c}_1 = 0\) and the Lemma yields \([q + \epsilon f(q); q] = 0\). Therefore, we have that the EP univocally implies that
\[
(q_a; q_b) = -\frac{\beta^2}{4m} \{q_a, q_b\},
\]
where for convenience we replaced \(c_1\) by \(-\beta^2/4m\). This concludes the proof of theorem 1.

We observe that despite some claims [6], we have not be able to find in the literature a complete and close proof of the above theorem (see also [7]). We thank D.B. Fuchs for a bibliographic comment concerning the above theorem.

In deriving the equivalence of states we considered the case of one–particle states with identical masses. The generalization to the case with different masses is straightforward. In particular, the right hand side of Eq. (20) gets multiplied by \(m_b/m_a\), so that the cocycle condition becomes
\[
m_a(q_a; q_c) = m_a(\partial_{q_c} q_b)^2 (q_a; q_b) + m_b(q_b; q_c),
\]
explicitly showing that the mass appears in the denominator and that it refers to the label in the first entry of \((\cdot; \cdot)\), that is
\[
(q_a; q_b) = -\frac{\hbar^2}{4m_a} \{q_a, q_b\}.
\]
The QSHJE (21) follows almost immediately by (43) [1].

The above investigation may be applied to CFT. Let us consider a local conformal transformation of the stress tensor in a 2D CFT. The infinitesimal variation of \(T\) is given by
\[
\delta_w T(w) = -\frac{1}{12} \epsilon \partial^3 \epsilon(w) - 2T(w) \partial_w \epsilon(w) - \epsilon(w) \partial_w T(w),
\]
where $c$ is the central charge. The finite version of such a transformation is

$$\tilde{T}(w) = \left(\partial_w z\right)^2 T(z) + \frac{c}{12} \{w, z\} . \tag{45}$$

While it is immediate to see that (45) implies (44), the vice versa is not evident. A possible way to prove (45) is just to set

$$\tilde{T}(w) = \left(\partial_w z\right)^2 T(z) + k(w; z) , \tag{46}$$

and then to impose the cocycle condition which will show that $(w; z)$ is proportional to $\{w, z\}$. Comparison with the infinitesimal transformation (44) fixes the constant $k$.

In [2] it has been shown that the cocycle condition fixes the higher dimensional version of the Schwarzian derivative. In this respect we observe that its definition seems an open question in mathematical literature. While in the one dimensional case the QSHJE reduces to a unique differential equation, this is not immediate in the higher dimensional case. However, it turns out that such a reduction exists upon introducing an antisymmetric tensor [2] (in this respect it is worth noticing that some author introduces a connection to define the higher dimensional Schwarzian derivative).

A basic feature of the cocycle condition is that it implies, as it should, the higher dimensional Mőbious invariance with respect to $q_a$ in $(q_a; q_b)$ (with similar properties with respect to $q_b$). In particular, in [2] it has been shown that

$$(q^a; q^b) = -\frac{h^2}{2m} \left[ (p^b|p^a) \frac{\Delta^a R^a}{R^a} - \frac{\Delta^b R^b}{R^b} \right] . \tag{47}$$

It would be interesting to consider such a definition in the context of the transformation properties of the stress tensor in higher dimensional CFTs.

4 Proof of Theorem 2

The QSHJE is equivalent to

$$\{w, q\} = -\frac{4m}{h^2} \mathcal{W}(q) , \tag{48}$$
where \( w = \psi^D/\psi \) with \( \psi^D \) and \( \psi \) two real linearly independent solutions of the Schrödinger equation. Existence of this equation requires some conditions on the continuity properties of \( w \) and its derivatives. Since the QSHJE is the consequence of the EP, we can say that the EP imposes some constraints on \( w = \psi^D/\psi \). These constraints are nothing but the existence of the QSHJE (21) or, equivalently, of Eq.(48). That is, implementation of the EP imposes that \( \{w, q\} \) exists, so that

\[
\begin{align*}
\text{w} &\neq \text{cnst}, \ w \in C^2(\mathbb{R}) \text{ and } \partial^2_q w \text{ differentiable on } \mathbb{R} .
\end{align*}
\]

These conditions are not complete. The reason is that, as we have seen, the implementation of the EP requires that the properties of the Schwarzian derivative be satisfied. Actually, its very properties, derived from the EP, led to the identification \((q_a; q_b) = -\hbar^2\{q_a, q_b\}/4m\). Therefore, in order to implement the EP, the transformation properties of the Schwarzian derivative and its symmetries must be satisfied. In deriving the transformation properties of \((q_a; q_b)\) we noticed how, besides dilatations and translations, there is a highly non–trivial symmetry such as that under inversion. Therefore, we have that \(\text{(48)}\) must be equivalent to

\[
\{w^{-1}, q\} = -\frac{4m}{\hbar^2} W(q) .
\]

A property of the Schwarzian derivative is duality between its entries

\[
\{w, q\} = -\left(\frac{\partial w}{\partial q}\right)^2 \{q, w\} . \tag{50}
\]

This shows that the invariance under inversion of \( w \) reflects in the invariance, up to a Jacobian factor, under inversion of \( q \). That is \(\{w, q^{-1}\} = q^4\{w, q\}\), so that the QSHJE \((48)\) can be written in the equivalent form

\[
\{w, q^{-1}\} = -\frac{4m}{\hbar^2} q^4 W(q) . \tag{51}
\]

In other words, starting from the EP one can arrive to either Eq.(48) or Eq.(51). The consequence of this fact is that since under

\[
q \rightarrow \frac{1}{q} ,
\]

...
maps to $\pm\infty$, we have to extend (49) to the point at infinity. In other words, (49) should hold on the extended real line $\hat{\mathbb{R}} = \mathbb{R} \cup \{\infty\}$. This aspect is related to the fact that the Möbius transformations, under which the Schwarzian derivative transforms as a quadratic differential, map circles to circles. We stress that we are considering the systems defined on $\mathbb{R}$ and not $\hat{\mathbb{R}}$. What happens is that the existence of the QSHJE forces us to impose smoothly joining conditions even at $\pm\infty$, that is (49) must be extended to

$$w \neq \text{cnst}, \ w \in C^2(\hat{\mathbb{R}}) \text{ and } \partial_q^2 w \text{ differentiable on } \hat{\mathbb{R}}.$$  \hspace{1cm} (52)

One may easily check that $w$ is a Möbius transformation of the trivializing map $[1]$. Therefore, Eq. (50), which is defined if and only if $w(q)$ can be inverted, that is if $\partial_q w \neq 0$, $\forall q \in \mathbb{R}$, is a consequence of the cocycle condition (19). By (51) we see that also local univalence should be extended to $\hat{\mathbb{R}}$. This implies the following joining condition at spatial infinity

$$w(-\infty) = \begin{cases} w(+\infty), & \text{for } w(-\infty) \neq \pm\infty, \\ -w(+\infty), & \text{for } w(-\infty) = \pm\infty. \end{cases} \hspace{1cm} (53)$$

As illustrated by the non–univalent function $w = q^2$, the apparently natural choice $w(-\infty) = w(+\infty)$, one would consider also in the $w(-\infty) = \pm\infty$ case, does not satisfy local univalence.

We saw that the EP implied the QSHJE (21). However, although this equation implies the SE, we saw that there are aspects concerning the canonical variables which arise in considering the QSHJE rather than the SE. In this respect a natural question is whether the basic facts of QM also arise in our formulation. A basic point concerns a property of many physical systems such as energy quantization. This is a matter of fact beyond any interpretational aspect of QM. Then, as we used the EP to get the QSHJE, it is important to understand how energy quantization arises in our approach. According to the EP, the QSHJE contains all the possible information on a given system. Then, the QSHJE itself should be sufficient to recover the energy quantization including its structure. In the usual approach the quantization of the spectrum arises from the basic condition that in the case in
which \( \lim_{q \to \pm \infty} \mathcal{W} > 0 \), the wave–function should vanish at infinity. Once the possible solutions are selected, one also imposes the continuity conditions whose role in determining the possible spectrum is particularly transparent in the case of discontinuous potentials. For example, in the case of the potential well, besides the restriction on the spectrum due to the \( L^2(\mathbb{R}) \) condition for the wave–function (a consequence of the probabilistic interpretation of the wave–function), the spectrum is further restricted by the smoothly joining conditions. Since the SE contains the term \( \partial_q^2 \psi \), the continuity conditions correspond to an existence condition for this equation. On the other hand, also in this case, the physical reason underlying this request is the interpretation of the wave–function in terms of probability amplitude. Actually, strictly speaking, the continuity conditions come from the continuity of the probability density \( \rho = |\psi|^2 \). This density should also satisfy the continuity equation \( \partial_t \rho - \partial_q \mathcal{J} = 0 \), where \( \mathcal{J} = \frac{i\hbar(\psi \partial_q \bar{\psi} - \bar{\psi} \partial_q \psi)}{2m} \). Since for stationary states \( \partial_t \rho = 0 \), it follows that in this case \( \mathcal{J} = \text{cnst} \). Therefore, in the usual formulation, it is just the interpretation of the wave–function in terms of probability amplitude, with the consequent meaning of \( \rho \) and \( \mathcal{J} \), which provides the physical motivation for imposing the continuity of the wave–function and of its first derivative.

Now observe that in our formulation the continuity conditions arise from the QSHJE. In fact, \((52)\) implies continuity of \( \psi^D, \psi \), with \( \partial_q \psi^D \) and \( \partial_q \psi \) differentiable, that is

\[
EP \to (\psi^D, \psi) \text{ continuous and } (\psi^{D'}, \psi') \text{ differentiable}.
\] (54)

In the following we will see that if \( V(q) > E, \forall q \in \mathbb{R} \), then there are no solutions such that the ratio of two real linearly independent solutions of the SE corresponds to a local self–homeomorphism of \( \mathbb{R} \). The fact that this is an unphysical situation can be also seen from the fact that the case \( V > E, \forall q \in \mathbb{R} \), has no classical limit. Therefore, if \( V > E \) both at \(-\infty\) and \( +\infty \), a physical situation requires that there are at least two points where \( V - E = 0 \). More generally, if the potential is not continuous, \( V(q) - E \) should have at least two turning points. Let us denote by \( q_- \) (\( q_+ \)) the lowest
(highest) turning point. Note that by (23) we have
\[ \int_{q_-}^{-\infty} dx \kappa(x) = -\infty, \quad \int_{q_+}^{+\infty} dx \kappa(x) = +\infty, \]
where \( \kappa = \sqrt{2m(V - E)/\hbar} \). Before going further, let us stress that what we actually need to prove is that, in the case (23), the joining condition (53) requires that the corresponding SE has an \( L^2(\mathbb{R}) \) solution. Observe that while (52), which however follows from the EP, can be recognized as the standard condition (54), the other condition (53), which still follows from the existence of the QSHJE, and therefore from the EP, is not directly recognized in the standard formulation. Since this leads to energy quantization, while in the usual approach one needs one more assumption, we see that there is quite a fundamental difference between the QSHJE and the SE. We stress that (52) and (53) guarantee that \( w \) is a local self-homeomorphism of \( \mathbb{R} \).

Let us first show that the request that the corresponding SE has an \( L^2(\mathbb{R}) \) solution is a sufficient condition for \( w \) to satisfy (53). Let \( \psi \in L^2(\mathbb{R}) \) and denote by \( \psi^D \) a linearly independent solution. As we will see, the fact that \( \psi^D \not\propto \psi \) implies that if \( \psi \in L^2(\mathbb{R}) \), then \( \psi^D \notin L^2(\mathbb{R}) \). In particular, \( \psi^D \) is divergent both at \( q = -\infty \) and \( q = +\infty \). Let us consider the real ratio
\[ w = \frac{A\psi^D + B\psi}{C\psi^D + D\psi}, \]
where \( AD - BC \neq 0 \). Since \( \psi \in L^2(\mathbb{R}) \), we have
\[ \lim_{q \to \pm\infty} w = \lim_{q \to \pm\infty} \frac{A\psi^D + B\psi}{C\psi^D + D\psi} = \frac{A}{C}, \]
that is \( w(-\infty) = w(+\infty) \). In the case in which \( C = 0 \) we have
\[ \lim_{q \to \pm\infty} w = \lim_{q \to \pm\infty} \frac{A\psi^D}{D\psi} = \pm \epsilon \cdot \infty, \]
where \( \epsilon = \pm 1 \). The fact that \( A\psi^D / D\psi \) diverges for \( q \to \pm\infty \) follows from the mentioned properties of \( \psi^D \) and \( \psi \). It remains to check that if
\[ \lim_{q \to -\infty} A\psi^D/D\psi = -\infty, \text{ then } \lim_{q \to +\infty} A\psi^D/D\psi = +\infty, \text{ and vice versa.} \]

This can be seen by observing that
\[ \psi^D(q) = c\psi(q) \int_{q_0}^{q} dx\psi^{-2}(x) + d\psi(q), \]
\[ c \in \mathbb{R}\{0\}, \, d \in \mathbb{R}. \]
Since \( \psi \in L^2(\mathbb{R}) \) we have \( \psi^{-1} \notin L^2(\mathbb{R}) \) and \( \int_{q_0}^{+\infty} dx\psi^{-2} = +\infty, \int_{q_0}^{-\infty} dx\psi^{-2} = -\infty, \) implying that \( \psi^D(-\infty)/\psi(-\infty) = -\epsilon \cdot \infty = -\psi^D(+\infty)/\psi(+\infty), \) where \( \epsilon = \text{sgn } c. \)

We now show that the existence of an \( L^2(\mathbb{R}) \) solution of the SE is a necessary condition to satisfy the joining condition (53). We give two different proofs of this, one is based on the WKB approximation while the other one uses Wronskian arguments. In the WKB approximation, we have
\[ \psi = \frac{A_-}{\sqrt{\kappa}} e^{-\int_{q_-}^{q} dx\kappa} + \frac{B_-}{\sqrt{\kappa}} e^{\int_{q_-}^{q} dx\kappa}, \quad q \ll q_-, \quad (56) \]
and
\[ \psi = \frac{A_+}{\sqrt{\kappa}} e^{-\int_{q_+}^{q} dx\kappa} + \frac{B_+}{\sqrt{\kappa}} e^{\int_{q_+}^{q} dx\kappa}, \quad q \gg q_+. \quad (57) \]
In the same approximation, a linearly independent solution has the form
\[ \psi^D = \frac{A_D}{\sqrt{\kappa}} e^{-\int_{q_-}^{q} dx\kappa} + \frac{B_D}{\kappa} e^{\int_{q_-}^{q} dx\kappa}, \quad q \ll q_- \]
Similarly, in the \( q \gg q_+ \) region we have
\[ \psi^D = \frac{A_D^+}{\sqrt{\kappa}} e^{-\int_{q_+}^{q} dx\kappa} + \frac{B_D^+}{\kappa} e^{\int_{q_+}^{q} dx\kappa}, \quad q \gg q_+ \]
Note that (56) and (57) are derived by solving the differential equations corresponding to the WKB approximation for \( q \ll q_- \) and \( q \gg q_+ \), so that the coefficients of \( \kappa^{-1/2} \exp \pm \int_{q_-}^{q} dx\kappa, \) e.g. \( A_- \) and \( B_- \) in (56), cannot be simultaneously vanishing. In particular, the fact that \( \psi^D \neq \psi \) yields
\[ A_- B_-^D - A_D B_- \neq 0, \quad A_+ B_+^D - A_D B_+ \neq 0. \quad (58) \]
Let us now consider the case in which, for a given \( E \) satisfying (23), any solution of the corresponding SE diverges at least at one of the two spatial infinities, that is
\[ \lim_{q \to +\infty} (|\psi(-q)| + |\psi(q)|) = +\infty. \quad (59) \]
This implies that there is a solution diverging both at \( q = -\infty \) and \( q = +\infty \). In fact, if two solutions \( \psi_1 \) and \( \psi_2 \) satisfy \( \psi_1(\infty) = \pm \infty, \psi_1(+\infty) \neq \pm \infty \) and \( \psi_2(\infty) \neq \pm \infty, \psi_2(+\infty) = \pm \infty \), then \( \psi_1 + \psi_2 \) diverges at \( \pm \infty \). On the other hand, (58) rules out the case in which all the solutions in their WKB approximation are divergent only at one of the two spatial infinities, say \(-\infty\). Since, in the case (23), a solution which diverges in the WKB approximation is itself divergent (and vice versa), we have that in the case (23), the fact that all the solutions of the SE diverge only at one of the two spatial infinities cannot occur.

Let us denote by \( \psi \) a solution which is divergent both at \(-\infty\) and \(+\infty\). In the WKB approximation this means that both \( A_- \) and \( B_+ \) are non–vanishing, so that

\[
\psi \sim_{q \to -\infty} \frac{A_-}{\sqrt{\kappa}} e^{-\int_{q_-}^q dx_\kappa}, \quad \psi \sim_{q \to +\infty} \frac{B_+}{\sqrt{\kappa}} e^{\int_{q_+}^q dx_\kappa}.
\]

The asymptotic behavior of the ratio \( \psi^D/\psi \) is given by

\[
\lim_{q \to -\infty} \frac{\psi^D}{\psi} = \frac{A^D_-}{A_-}, \quad \lim_{q \to +\infty} \frac{\psi^D}{\psi} = \frac{B^D_+}{B_+}.
\]

Note that since in the case at hand any divergent solution also diverges in the WKB approximation, we have that (59) rules out the case \( A^D_- = B^D_+ = 0 \).

Let us then suppose that either \( A^D_- = 0 \) or \( B^D_+ = 0 \). If \( A^D_- = 0 \), then \( w(\infty) = 0 \neq w(+\infty) \). Similarly, if \( B^D_+ = 0 \), then \( w(+\infty) = 0 \neq w(-\infty) \). Hence, in this case \( w \), and therefore the trivializing map, cannot satisfy (53). On the other hand, also in the case in which both \( A^D_- \) and \( B^D_+ \) are non–vanishing, \( w \) cannot satisfy Eq.(53). For, if \( A^D_- / A_- = B^D_+ / B_+ \), then

\[
\phi = \psi - \frac{A_-}{A^D_-} \psi^D = \psi - \frac{B_+}{B^D_+} \psi^D,
\]

would be a solution of the SE whose WKB approximation has the form

\[
\phi \sim_{q \ll q_-} \frac{B_-}{\sqrt{\kappa}} e^{\int_{q_-}^q dx_\kappa}, \quad q \ll q_-,
\]

and

\[
\phi \sim_{q \gg q_+} \frac{A_+}{\sqrt{\kappa}} e^{-\int_{q_+}^q dx_\kappa}, \quad q \gg q_+.
\]
Hence, if \( \frac{A^D}{A_-} = \frac{B^D}{B_+} \), then there is a solution whose WKB approximation vanishes both at \(-\infty\) and \(+\infty\). On the other hand, we are considering the values of \( E \) satisfying Eq. (23) and for which any solution of the SE has the property (59). This implies that no solutions can vanish both at \(-\infty\) and \(+\infty\) in the WKB approximation. Hence

\[
\frac{A^D}{A_-} \neq \frac{B^D}{B_+},
\]

so that \( w(-\infty) \neq w(+\infty) \). We also note that not even the case \( w(-\infty) = \pm \infty = -w(+\infty) \) can occur, as this would imply that \( A_- = B_+ = 0 \), which in turn would imply, against the hypothesis, that there are solutions vanishing at \( q = \pm \infty \). Hence, if for a given \( E \) satisfying (23), any solution of the corresponding SE diverges at least at one of the two spatial infinities, we have that the trivializing map has a discontinuity at \( q = \pm \infty \). As a consequence, the EP cannot be implemented in this case so that this value \( E \) cannot belong to the physical spectrum.

Therefore, the physical values of \( E \) satisfying (23) are those for which there are solutions which are divergent neither at \(-\infty\) nor at \(+\infty\). On the other hand, from the WKB approximation and (23), it follows that the non–divergent solutions must vanish both at \(-\infty\) and \(+\infty\). It follows that the only energy levels satisfying the property (23), which are compatible with the EP, are those for which there exists the solution vanishing both at \( \pm \infty \). On the other hand, solutions vanishing as \( \kappa^{-1/2} \exp f^q_{q_-} d\kappa \) at \(-\infty\) and \( \kappa^{-1/2} \exp -f^q_{q_+} d\kappa \) at \(+\infty\), with \( P^2 > 0 \), cannot contribute with an infinite value to \( \int_{-\infty}^{+\infty} dx\psi^2 \). The reason is that existence of the QSHJE requires that \( \{ e^{2iS_0}, q \} \) be defined and this, in turn, implies that any solution of the SE must be continuous. On the other hand, since \( \psi \) is continuous, and therefore finite also at finite values of \( q \), we have \( \int_{q_a}^{q_b} dx\psi^2 < +\infty \) for all finite \( q_a \) and \( q_b \). In other words, the only possibility for a continuous function to have a divergent value of \( \int_{-\infty}^{+\infty} dx\psi^2 \) comes from its behavior at \( \pm \infty \). Therefore, since the implementation of the EP in the case (23) requires that the corresponding
E should admit a solution with the behavior

$$\psi \sim q \to -\infty A_\sqrt{-} \int q_-^\delta dx \kappa, \quad \psi \sim q \to +\infty B_+ \int q_+^\delta dx \kappa,$$

we have the following basic fact

*The values of E satisfying*

$$V(q) - E \geq \begin{cases} 
    P_2^2 > 0, & q < q_-, \\
    P_+^2 > 0, & q > q_+,
\end{cases} \quad (60)$$

*are physically admissible if and only if the corresponding SE has an L^2(\mathbb{R}) solution.*

We now give another proof of the fact that if W is of the type (60), then the corresponding SE must have an L^2(\mathbb{R}) solution in order to satisfy (53). In particular, we will show that this is a necessary condition. That this is sufficient has been already proved above.

By Wronskian arguments, which can be found in Messiah’s book [8], imply that if $V(q) - E \geq P_+^2 > 0, q > q_+$, then as $q \to +\infty$, we have ($P_+ > 0$)

- There is a solution of the SE that vanishes at least as $e^{-P_+ q}$.
- Any other linearly independent solution diverges at least as $e^{P_+ q}$.

Similarly, if $V(q) - E \geq P_-^2 > 0, q < q_-$, then as $q \to -\infty$, we have ($P_- > 0$)

- There is a solution of the SE that vanishes at least as $e^{P_- q}$.
- Any other linearly independent solution diverges at least as $e^{-P_- q}$.

These properties imply that if there is a solution of the SE in $L^2(\mathbb{R})$, then any solution is either in $L^2(\mathbb{R})$ or diverges both at $-\infty$ and $+\infty$. Let us show that the possibility that a solution vanishes only at one of the two spatial infinities is ruled out. Suppose that, besides the $L^2(\mathbb{R})$ solution, which we denote by $\psi_1$, there is a solution $\psi_2$ which is divergent only at $+\infty$. On the
other hand, the above properties show that there exists also a solution $\psi_3$ which is divergent at $-\infty$. Since the number of linearly independent solutions of the SE is two, we have $\psi_3 = A\psi_1 + B\psi_2$. However, since $\psi_1$ vanishes both at $-\infty$ and $+\infty$, we see that $\psi_3 = A\psi_1 + B\psi_2$ can be satisfied only if $\psi_2$ and $\psi_3$ are divergent both at $-\infty$ and $+\infty$. This fact and the above properties imply that

\textit{If the SE has an $L^2(\mathbb{R})$ solution, then any solution has two possible asymptotics}

- Vanishes both at $-\infty$ and $+\infty$ at least as $e^{P-q}$ and $e^{-P+q}$ respectively.
- Diverges both at $-\infty$ and $+\infty$ at least as $e^{-P-q}$ and $e^{P+q}$ respectively.

Similarly, we have

\textit{If the SE does not admit an $L^2(\mathbb{R})$ solution, then any solution has three possible asymptotics}

- Diverges both at $-\infty$ and $+\infty$ at least as $e^{-P-q}$ and $e^{P+q}$ respectively.
- Diverges at $-\infty$ at least as $e^{-P-q}$ and vanishes at $+\infty$ at least as $e^{-P+q}$.
- Vanishes at $-\infty$ at least as $e^{P-q}$ and diverges at $+\infty$ at least as $e^{P+q}$.

Let us consider the ratio $w = \psi^D/\psi$ in the latter case. Since any different choice of linearly independent solutions of the SE corresponds to a Möbius transformation of $w$, we can choose

$$\psi^D_{q \to -\infty} \sim a_- e^{P-q}, \quad \psi^D_{q \to +\infty} \sim a_+ e^{P+q},$$

and

$$\psi_{q \to -\infty} \sim b_- e^{-P-q}, \quad \psi_{q \to +\infty} \sim b_+ e^{-P+q},$$
were by \( \sim \) we mean that \( \psi^D \) and \( \psi \) either diverge or vanish “at least as”. Their ratio has the asymptotic

\[
\frac{\psi^D}{\psi} \sim q \to -\infty c_- e^{2P_- q} \to 0 , \quad \frac{\psi^D}{\psi} \sim q \to +\infty c_+ e^{2P_+ q} \to \pm \infty ,
\]

so that \( w \) cannot satisfy Eq.(53). This concludes the alternative proof of the fact that, in the case (60), the existence of the \( L^2(\mathbb{R}) \) solution is a necessary condition in order (53) be satisfied. The fact that this is a sufficient condition has been proved previously in deriving Eq.(55).

The above results imply that the usual quantized spectrum arises as a consequence of the EP. Let us note that we are considering real solutions of the SE. Thus, apparently, in requiring the existence of an \( L^2(\mathbb{R}) \) solution, one should specify the existence of a real \( L^2(\mathbb{R}) \) solution. However, if there is an \( L^2(\mathbb{R}) \) solution \( \psi \), this is unique up to a constant, and since also \( \bar{\psi} \in L^2(\mathbb{R}) \) solves the SE, we have that an \( L^2(\mathbb{R}) \) solution of the SE is real up to a phase.

In the present investigation we elaborated on two main theorems that underlie the formulation of the quantum Hamilton-Jacobi equation from an equivalence postulate. One should regard this postulate as providing a novel starting point for formulating quantum mechanics. It also provides an arena to reexamine many of the tenants of the conventional approaches, and in this regard we note the related work of Floyd [9]. There are other topics in the derivation of the quantum Hamilton-Jacobi equation from the EP we did not consider here. These include dualities and geometrical structures which also appeared in other investigations [10, 11, 12, 13, 14].
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