Stochastic energy balance climate models with Legendre weighted diffusion and a cylindrical Wiener process forcing

G. Díaz & J.I. Díaz

Dedicated to Georg Hetzer on occasion of his 75th birthday

Abstract

We consider a class of one-dimensional nonlinear stochastic parabolic problems associated to Sellers and Budyko diffusive energy balance climate models with a Legendre weighted diffusion and an additive cylindrical Wiener processes forcing. Our results use in an important way that, under suitable assumptions on the Wiener processes, a suitable change of variables leads the problem to a pathwise random PDE, hence an essentially "deterministic" formulation depending on a random parameter. Two applications are also given: the stability of solutions when the Wiener process converges to zero and the asymptotic behaviour of solutions for large time.

1 Introduction

We consider a class of stochastic of climate diffusive energy balance models of the type

\[
(\mathcal{E}_{\beta,G}) \left\{ \begin{array}{ll}
\frac{\partial u}{\partial t} - \frac{\partial}{\partial x} \left( (1-x^2) \frac{\partial u}{\partial x} \right) + g(u) \in QS(x) \beta(u) + f + G \frac{\partial W}{\partial t}, \\
u(x,0) = u_0(x),
\end{array} \right.
\]

where \( x \in I = (-1,1) \) and \( t > 0 \). Notice that, in fact, \( u = u(x,t;\omega) \) and \( \frac{\partial W}{\partial t} = \frac{\partial W}{\partial t}(x,t;\omega), \)

where \( x \in I, t \geq 0 \) and \( \omega \) is in the probability space \( \{ \Omega, \mathcal{F}, \mathbb{P} \} \). In which follows we will use the notation \( \rho(x) = 1 - x^2, x \in I \). We mainly assume \( Q > 0, \)

(\( H_g \)) \( g : \mathbb{R} \to \mathbb{R} \) is a continuous increasing function.

(\( H_\beta \)) \( \beta \) is a bounded maximal monotone graph in \( \mathbb{R}^2 \), i.e. \( \beta(s) \in [m,M], \forall s \in \mathbb{R} \).

(\( H_s \)) \( S : I \to \mathbb{R}, S \in L^\infty(I), S_1 \geq S(x) \geq S_0 > 0 \) a.e. \( x \in I \).

On the data \( u_0 \) and \( f \) we will assume different conditions which will be presented later. The expression \( G \frac{\partial W}{\partial t} \) denotes a time dependent white or real noise which we always assume to be corresponding to a cylindrical Wiener processes, as we will explain later.

This kind of problems where proposed by R. North and R.F. Cahalan in 1982 ([47]) for the modeling of non-deterministic variability (as, for instance, the volcanoes actions) in the context of diffusive energy balance climate models. We recall that the distribution of temperature \( u(x,t) \) is expressed pointwise after some averaging processes. The spatial variable \( x \) is given by \( x = \sin \theta \) with \( \theta \) the latitude on a supposed spherically symmetric Earth, which leads to the above mentioned Legendre weighted diffusion operator. The deterministic equation on a general representation of the Earth as a Riemannian manifold without boundary was carried out in [28] and [25], among other references.
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Very often, the natural degenerate diffusion given by the Legendre weighted diffusion operator
\[
\frac{\partial}{\partial x} \left( (1-x^2) \frac{\partial u}{\partial x} \right)
\]
is sometimes replaced by the usual 1d-Laplacian operator and, then, the absence of boundary conditions for the degenerate diffusion arising in \((E_{\beta,G})\) is replaced by asking homogeneous Neumann boundary conditions (since in \((E_{\beta,G})\) the meridional heat flux \((1-x^2)\frac{\partial u}{\partial x}\) vanishes at the poles \(x = \pm 1\)). In that paper we will not use such a simplification, improving some previous results in the literature. From the modeling point of view, the balance of energies leads to the problem
\[
\begin{cases}
\frac{\partial u}{\partial t} - \frac{\partial}{\partial x} \left( \rho \frac{\partial u}{\partial x} \right) = R_a - R_e, & \text{in } I \times (0, +\infty), \\
u(x,0) = u_0(x), & x \in I,
\end{cases}
\]
where the terms \(R_a\) and \(R_e\) must be specified by means of constitutive laws (see, e.g., the monographs and surveys [18], [26], [40], [35], and [39]). The absorbed energy \(R_a\) depends, in a fundamental way, on the planetary co-albedo \(\beta\) representing the fraction of the incoming radiation flux which is absorbed by the surface. In ice-covered zones, reflection is greater than over oceans, therefore, the co-albedo is smaller. So, there is a sharp transition between zones of high and low co-albedo.

In the energy balance climate models, a main change of the co-albedo occurs in a neighborhood of a critical temperature for which ice become white, usually taken as \(u = -10^\circ\text{C}\). In the so called Budyko model the different value of the co-albedo is modeled by means of a discontinuous function \(\beta(\mu)\) representing the fraction of the incoming radiation flux which is absorbed by the surface. In ice-covered zones, reflection is greater than over oceans, therefore, the co-albedo is smaller. So, there is a sharp transition between zones of high and low co-albedo.

In the energy balance climate models, a main change of the co-albedo occurs in a neighborhood of a critical temperature for which ice become white, usually taken as \(u = -10^\circ\text{C}\). In the so called Budyko model the different value of the co-albedo is modeled by means of a discontinuous function of the temperature (12). As usual in PDEs, this function can be understood in the more general context of the maximal monotone graphs in \(\mathbb{R}^2\). In particular, we assume that
\[
\beta(u) = \begin{cases}
\beta_i, & \text{if } u < -10, \\
[\beta_1, \beta_w], & \text{if } u = -10, \\
\beta_w, & \text{if } u > -10,
\end{cases}
\]
where \(m = \beta_i\) and \(M = \beta_w\) represent the co-albedo in the ice-covered zone and the free-ice zone, respectively and \(0 < \beta_i < \beta_w < 1\) (the value of these constants has been estimated by observation from satellites). In contrast to the above assumption, in the so called Sellers model (50) \(\beta\) is assumed to be a more regular function (at least, Lipschitz continuous) piecewise linear function far from a neighborhood of \(u = -10\). In both models, the whole absorbed energy is given by \(R_a(x,t,u) = QS(x)\beta(u(x,t))\) where \(S(x)\) is the insolation function and \(Q\) is the so-called solar constant.

The Earth’s surface and atmosphere, warmed by the Sun, emits part of the absorbed solar flux as an infrared long-wave radiation. This energy \(R_e\) is given by the Stefan-Boltzman law (when temperature is given in Kelvin degrees) \(R_e(x,t,u) = \mu(x,t)u(x,t)^4\), for some \(\mu(x,t) > \varepsilon_0 > 0\), but, following the proposal by Budyko, sometimes it is enough to consider a linearization of this law leading to expressions of the type \(R_e(x,t,u) = Bu(x,t) - f(x,t)\). Obviously, \(R_e\) includes the action due to the greenhouse effect. But any representation of \(R_e\) is incomplete without taking into account weather fluctuations on the thermal field which does not obey to deterministic laws such as, for instance, the influence of gases resulting from the eruption of volcanoes and their influence on the emissivity coefficient. At the present time, according the Global Volcanism Program of the Smithsonian Institution (GVP-SI), there are more than 1,500 active volcanoes and a very high number of dormant and extinct volcanoes. In terms of probabilities, it is like thinking of a die with more than 1500 faces. The correct modeling can be formulated by adding some white or real noise as a external forcing. Here, following previous studies (see, e.g. [47]) we will assume that the stochastic term is given by some cylindrical Wiener process
\[
R_e(x,t,u) = g(u(x,t)) - f(x,t) + G(x,t)\frac{\partial W}{\partial t}(x,t),
\]
since, essentially the stochastic variability of volcanoes affects only to the time variable and not to the space variable. For a different study dealing with the impact of applying stochastic forcing to the Sellers energy balance climate model in the form of a fluctuating solar irradiance see [44].
As said before, the absorbed energy is assumed to be of the form
\[
R_a(x, t, u) = QS(x)\beta(u(x, t)),
\]
under assumptions (H_β) and (H_1). We recall the important difference in the assumptions made on β(u) in the so called Budyko and Sellers models.

We point out that some of the results of this paper remain valid for a larger class of non necessarily cylindrical Wiener processes, as presented in [22]. Nevertheless, in this paper it is assumed the above mentioned simplifying version of the diffusion operator and moreover the constitutive expression for R_e following the suggestion made in [12] for the linear choice 
\[
g(r) = C r
\]
with C a positive constant. In the previous paper [27] problem (E_{β,G}) was consider under additional conditions (besides the above mentioned simplifications on the diffusion and the function g(r): it was assumed that G(x, t)W(x, t) = G(x)B(t) with B(t) a Brownian motion).

The main goal of this paper is to generalize the previous contributions by the authors, [22], to the case in which problem (E_{β,G}) is formulated in a unifying suitable class of cylindrical Wiener process. We also will provide of some new results (see, e.g. estimate (32) bellow). We point out that some different approach with some numerical experiences can be found in the climatological studies [47] and [48].

We recall that in the deterministic case (G = 0) the existence of solutions was given in [23] (see [28] for the generalization to bidimensional models) and that in the case in which β is multivalued it was shown that there is lack of uniqueness of solutions except in the class of the so called, non degenerate solutions. As it was shown in [22], a curious fact is produced for problem (E_{β,G}): the presence of a stochastic perturbation produces a kind of uniqueness of the solutions result associated to any given monotone (univalued and discontinuous) section b of the maximal monotone graph β. A similar comment emphasizing the presence of the space-time white noise was quoted by [31] in a general context.

The common point of view in our treatment of the stochastic problem (E_{β,G}) is to consider the problem as a special case of a class of abstract Cauchy problems, with an additive white noise, on the Hilbert space H. The keystone of our treatment is based on a basic idea, which under some different formulations, seems to be already quoted in [7] (see also [20, 2, 14, 27, 3] and [4]). It consists in introducing a suitable change of variables reducing the Cauchy problems to a pathwise random PDE, hence an essentially "deterministic" formulation depending on a random parameter ω ∈ Ω. Some authors call to this technique to reduce a Stochastic Differential Equation (respectively a Stochastic Partial Differential Equation) to a random Ordinary Differential Equation (respectively a random Partial Differential Equation) as the Doss-Sussmann method (introduced, independently, on 1977, in [30] and [51]). Nevertheless, the special change we will introduce is not exactly the same (for instance in [32] this change of variables is connected with the Ornstein-Uhlenbeck equation, which is not our case) and, in fact, was already used in [7] on 1972.

In order to present the assumptions on the stochastic part it is convenient to introduce some useful notation. We start by recalling (23) that for the treatment of the diffusion operator it is convenient to work with the energy space given by the weighted space
\[
V = \{ w \in L^2(I) : w' \in L^2(I; \rho) \}
\]
where
\[
L^2(I; \rho) = \left\{ v : \int_I \rho |v|^2 dx < +\infty \right\},
\]
equipped with its norm
\[
\|v\|_{L^2(I; \rho)} = \left( \int_I \rho |v|^2 dx \right)^{\frac{1}{2}}
\]
(we recall that \(\rho(x) = 1 - x^2\)). The treatment is made on the Hilbert pivot space H = L^2(I) equipped with its usual norm
\[
\|u\|_{L^2(I)} = \left( \int_I |u|^2 dx \right)^{\frac{1}{2}}.
\]
Notice that $V$ is a separable Hilbert space related to the norm

$$
\|w\|_V = \|w\|_{L^2(I)} + \|w\|_{L^2(\Omega)}.
$$

Then we treat the diffusion operator by means of the functional operator $A : V \rightarrow V'$ given by

$$
Au = -\frac{\partial}{\partial x} \left( v \frac{\partial}{\partial x} u \right), \quad u \in V.
$$

(3)

It is also useful to define its realization as an operator on $H$, $A : D(A) \rightarrow H$ with

$$
\begin{cases}
\{ D(A) = \{ v \in H : Av \in H \}, \\
Av = Av, \quad \text{if } v \in D(A).
\end{cases}
$$

(4)

On the other hand, it is well known (see, e.g., [48]), that $H = L^2(I)$ admits a Hilbertian base given by the eigenvectors $e_n \in D(A)$ of the operator $A$ defined through the orthonormal Legendre polynomials of degree $n$

$$
e_n(x) = \sqrt{\frac{2}{2n+1}} P_n(x), \quad -1 \leq x \leq 1,
$$

$$
\mu_n = n(n+1) \quad \text{(the corresponding eigenvalues)}.
$$

(5)

The polynomials are solutions of the Legendre equation and are given by

$$
P_n(x) = \frac{1}{2^n n!} \frac{d^n}{dx^n} (x^2 - 1)^n.
$$

Thus $P_0(x) \equiv 1$, $P_1(x) = x$, $P_2(x) = \frac{3x^2 - 1}{2}$, $P_3(x) = \frac{5x^3 - 3}{2}$, and so on (see [46]).

In this, and other previous papers in the literature on this kind of problems, the considered stochastic processes $G(x,t)\frac{\partial W(x,t)}{\partial t}$ can be classified in two different types:

a) the so-called finite dimensional stochastic noise (considered by most of the authors interested in asymptotic behaviour) given by

$$
G(x,t)\frac{\partial W(x,t)}{\partial t} \doteq \langle \Phi(x,t), \frac{dB(t)}{dt} \rangle, \quad (x,t) \in I \times (0,\infty)
$$

(6)

where $\Phi(\cdot,t) \in (V)^m$ satisfying sometimes some additional regularity conditions and where $B(t) = \{B^1(t), \ldots, B^m(t)\}$ is a set of real mutually independent standard Brownian motions on a filtered probability space $\{\Omega, F, \{F_t\}_{t \geq 0}, P\}$ (see Section 4 below),

b) the so-called infinite dimensional stochastic noise (considered by some authors interested in general existence and uniqueness of solutions results), in which now

$$
G(x,t)\frac{\partial W(x,t)}{\partial t} \doteq \sum_{n \geq 1} \frac{1}{\sqrt{\mu_n}} G(x,t) \frac{dB^n(t)}{dt} e_n(x) \quad (x,t) \in I \times (0,\infty).
$$

(7)

This corresponds to assume

$$
W(x,t) \doteq \sum_{n \geq 1} \frac{1}{\sqrt{\mu_n}} B^n(t) e_n(x), \quad (x,t) \in I \times (0,\infty),
$$

(8)

(see [5]) where $\{B^n(t)\}_{n \geq 1}$ are mutually independent Brownian motions on a filtered probability space $\{\Omega, F, \{F_t\}_{t \geq 0}, P\}$, with right-continuous filtration. Notice that a simple version of the, so called, Wiener isometry holds:

$$
\mathbb{E}[\|W(\cdot,t)\|_H^2] = t \sum_{n \geq 1} \frac{1}{\mu_n} < +\infty,
$$

(9)
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(see [43] and the Appendix). Then, the correct treatment of the term \( G(\cdot,t) \) is formulated as an operator
\[
G(\cdot,t) : I \to \mathcal{L}_2(H), \quad 0 < t < T < \infty,
\]
where \( \mathcal{L}_2(H) \) denotes the Hilbert-Schmidt space on \( H \) (see [43, Appendix B] and the Appendix below for some details). In that case, we can generate a function (denoted in the same way)
\[
G(x,\cdot) : (0,T) \times \Omega \to \mathbb{R}, \quad x \in I,
\]
such that it satisfies the condition which defines the so called \textit{predictable processes}: it is \( \mathcal{B}([0,T]) \otimes \mathcal{F} \)-measurable.

In the rest of the paper we will follow the usual notation in stochastic processes concerning the \( t \)-dependence (for instance \( u(x,t) = u_t(x) \)). Connecting our problem with a more abstract setting, we are in the conditions in which we start with a given Gelfand triple \( V \hookrightarrow H \hookrightarrow V' \)
and assume given an operator \( A : V \to V' \). Then, the problem \((E_{\beta,G})\) becomes a special case of the abstract stochastic Cauchy problem
\[
\begin{align*}
\left\{ \begin{array}{l}
 du_t + Au_t dt = (Ra - Re) dt + G_t dW_t, \quad t > 0, \\
 u_t \big|_{t=0} = u_0 \in H.
\end{array} \right.
\end{align*}
\]
(12)

Different kind of notions of solutions are possible and then it is crucial to formulate correctly the different assumptions on the data. At least formally, the problem (12) is equivalent to the integral identity
\[
\int^t_0 (Au_s - f_s) ds + \int^t_0 G_s dW_s, \quad \forall t > 0,
\]
and \( \{ u_t \} \) must be, at least, an adapted random process to the filtration satisfying in some sense the integral representation \((13)\). We note that in a strong way, it would require that \( Au_t - f_t, \ t \in (0,T), \) let \( \mathbb{P} \)-a.s Bochner integrable (see [43, Appendix A]).

On the other hand, for the finite dimensional stochastic noises we also assume in this paper (6) and
\[
\int^T_0 \| \Phi_s \|^2_{L^2(I)} ds < +\infty.
\]
(14)

Then we introduce the notation
\[
(\Phi \cdot B)_t \doteq \int^t_0 \langle \Phi_s, dB_s \rangle,
\]
(15)
whose \textit{Wiener isometry} is
\[
\mathbb{E} \left[ \| (\Phi \cdot B)_t \|^2_{L^2(I)} \right] = \int^t_0 \| \Phi_s \|^2_{L^2(I)} ds < +\infty.
\]
(16)

Notice that, in this special case and under the above conditions, we have \((G \cdot W) \in C([0,T] : V)\). For the infinite dimensional stochastic noises \((7)\) we assume \((10),(11)\) and
\[
\int^T_0 \| G_t J \|^2_{L^2(H)} dt < +\infty,
\]
(17)

for which the stochastic integral is well defined taking values in \( H \), where \( J : H \to H \) is given by the property \( J e_n = \frac{1}{\sqrt{\mu_n}} e_n \). Then it is useful to introduce the notation
\[
(G \cdot W)_t \doteq \int^t_0 G_s dW_s.
\]
(18)
Now the Wiener isometry is
\[
\mathbb{E}[\|(G \cdot W)_t\|_{L^2(\Omega)}^2] = \int_0^t \|G_sJ\|_{L^2(\mathbb{H})}^2 ds < +\infty.
\] (19)

We always will assume in this paper the additional condition
\[
(G \cdot W)_t \in C([0, T]; H) \cap L^2(0, T; V).
\] (20)

We notice that when \( G \) is time independent then \((G \cdot W)_t = GW_t\).

We present now three notions of solutions which are relevant for the rest of the paper. By simplicity, we will follow the notations appearing in [43, Appendix G]. The reader can find in this reference an exposition about the mutual connections between the different notions of solutions.

**Definition 1** A \( V \)-valued \( \{u_t\}_{t \geq 0} \) predictable process, (as in (11)), is called an “analytically strong solution” if the identity (13) holds \( \mathbb{P} - a.s \) for each \( t \in [0, T] \).

In this framework, concerning the perturbation term \((R_a - R_e)\), we assume
\[
R_a - R_e \in L^2(0, T; V').
\] (21)

Therefore, the identity (13) must be understood to be taking place on \( V' \), but then the term \( Au_t - (R_a - R_e)_t \) must be in \( V \), which is very restrictive in practice. In order to avoid this difficulty it is convenient to weaken the notion of solution. So, by taken duality products we get
\[
\langle u_t, v \rangle = \langle u_0, v \rangle + \int_0^t (\sqrt{\vartheta} \frac{\partial u_s}{\partial x}, \sqrt{\vartheta} \frac{\partial v}{\partial x}) ds + \int_0^t \langle (R_a - R_e)_s, v \rangle ds + \int_0^t \langle G^*_s v, dW_s \rangle_{V' \times V'}
\] (22)

for \( t > 0 \) and any \( v \in V \).

Notice that for \( v \in H \) one has the identity
\[
\int_0^t \langle G_s v, dW_s \rangle_{V' \times V} = \int_0^t \langle G^*_s v, dW_s \rangle_H,
\]
where the right hand side term is well defined. In the case of the infinite dimensional stochastic noises the map \( G_t = (G^*_s v, w)_H \) belongs \( L_2(\mathbb{H}; \mathbb{R}) \) and
\[
\|G_t\|_{L_2(\mathbb{H}; \mathbb{R})}^2 = \sum_{n \geq 1} |(G^*_s v, e_n)_H|^2 = \|G^*_s v\|_H^2 < +\infty.
\]

Moreover, the relative Wiener isometry becomes
\[
\mathbb{E} \left[ \left\| \int_0^t \langle G^*_s v, dW_s \rangle_H \right\|^2 \right] = \int_0^t \|J^*G^*_s v\|_H^2 ds < \infty.
\]

Then we can introduce the following notion of solution:

**Definition 2** A \( H \)-valued predictable process \( \{u_t\}_{t \geq 0} \) is called an “analytically weak solution” if the identity (22) holds for each \( t \in [0, T] \) and \( v \in V \).

Finally, a third notion of solution can be introduced when we assume
\[
R_a - R_e \in L^2(0, T; H)
\] (23)

and consider the operator \( A : D(A) \to H \) defined in [4]. We know that \( A \) generates a semi-group \( \{S(t)\}_{t \geq 0} \) of contractions on \( H \) (see [23]). Then we can introduce the following notion:

**Definition 3** A \( H \)-valued predictable process \( \{u_t\}_{t \geq 0} \) is called a "mild solution" if
\[
\lim_{t \to 0} S(t)u_0 + \int_0^t S(t-s)(R_a - R_e)_s ds + \int_0^t S(t-s)G_s dW_s,
\] (24)

holds for each \( t \in [0, T] \).
The concrete formulation of the change of variable we propose in this paper consists in to consider a new unknown process defined on \( \{ \Omega, \mathcal{F}, \{ \mathcal{F}_t \}_{t \geq 0}, \mathbb{P} \} \) by
\[
y_t = u_t - (G \cdot W)_t. \tag{25}\]

Then the stochastic Cauchy problem (12) becomes the deterministic Cauchy problem depending on the random parameter, \( \omega \in \Omega \),
\[
\begin{cases}
\frac{\partial y_t}{\partial t} - \frac{\partial}{\partial x} \left( \rho \frac{\partial y_t}{\partial x} \right) + R_u(\cdot, t, y_t + (G \cdot W)_t) = R_\sigma(\cdot, t, y_t + G \cdot W)_t \\
y(\cdot, 0) = u_0(\cdot).
\end{cases} \tag{26}
\]

In this way, the study is reduced to find sufficient conditions on which this deterministic problem is well posed. Let us present the main result for the simpler case of (E\(_{\beta,G}\)) for which we suppose, additionally,
\[
g : \mathbb{R} \to \mathbb{R} \text{ is continuous increasing and } g(r)r \geq C_g r^2 \text{ for some } C_g > 0. \tag{27}\]

For the Sellers model we assume
\[
\beta : \mathbb{R} \to \mathbb{R} \text{ is a continuous nondecreasing and bounded function.} \tag{28}\]

Then we have

**Theorem 1 (The stochastic Sellers model)** Assume (7), (8), (10), (20), (17), (28), (21), (11), (27), as well as
\[
f \in L^2(0, T; V'). \tag{29}\]

Then, for each \( u_0 \in L^2(I) \), there exists a unique analytically weak solution \( u \in C([0, T]; H) \cap L^2(0, T; V) \) of (E\(_{\beta,G}\)). If, in addition,
\[
f \in L^2(0, T; H), \tag{30}\]
\[
\frac{\partial}{\partial x} \left( \rho \frac{\partial (G \cdot W)_t}{\partial x} \right) \in L^2(0, T; H), \tag{31}\]

then \( u \in C([0, T]; H) \cap L^2(0, T; V) \), \( u \) is a mild solution and \( y \in H^1(\delta, T; H) \) for any \( \delta \in (0, T) \) (with \( y \) defined by (25)). Moreover, in this last case, if \( \tilde{u} \in C([0, T]; H) \cap L^2(0, T; V) \) is the corresponding solution to \( \tilde{u}_0 \in L^2(I) \) and \( \tilde{f} \in L^2(0, T; H) \) then, for any \( t \in [0, T] \),
\[
\| u_t - \tilde{u}_t \|_{L^\infty(0, T; L^2(I))} \leq e^{tQ s_{L_\beta}} \left( \| u_0 - \tilde{u}_0 \|_{L^2(I)} + \int_0^t \| f_s - \tilde{f}_s \|_{L^2(I)} ds \right),
\]
\[
\| [u_t - \tilde{u}_t]_+ \|_{L^\infty(0, T; L^2(I))} \leq e^{tQ s_{L_\beta}} \left( \| u_0 - \tilde{u}_0 \|_{L^2(I)} + \int_0^t \| [f_s - \tilde{f}_s]_+ \|_{L^2(I)} ds \right), \tag{32}
\]

where \( L_\beta \) is the Lipschitz constant of function \( \beta \), and \( [\cdot]_+ \) denotes the positive part of a function.

The proof will be given in Section 2 as well as some remarks on possible improvements. Notice that the last of the above estimates allows to conclude that
\[
u_0(x) \leq \tilde{u}_0(x) \text{ and } f_t(x) \leq \tilde{f}_t(x) \text{ implies that } u_t \leq \tilde{u}_t \text{ for a.e. } \omega \in \Omega.
\]

Our quantitative comparison estimate (32) improves the comparison result obtained in (11) for the case of Dirichlet boundary conditions and a ”space-time white noise” \( (W_{x,t}) \) standard Brownian sheet to which it can be associated the fundamental solution \( G_t(x, y) \) of the heat equation. We
notice that in the special case of the finite dimensional stochastic noise the existence of mild solutions only requires to assume that $\Phi(\cdot, t) \in D(A)^m$.

The treatment of the Budyko case is more delicate and will be presented in Section 3. Finally, in Section 4 we will give two applications. We will get a different version (more general in some sense) of the previous results by the authors, [22], in which the stochastic term was supposed of the form $\varepsilon G \frac{\partial W}{\partial t}$ and the stability of solutions, when $\varepsilon \to 0$, was analyzed. It was shown there that the associated solution $u^{\varepsilon,b}$ converges to a solution $u^b$ of the deterministic problem. Finally, we will consider the asymptotic behaviour of solutions when $t \to +\infty$. We recall that the usual way to study the "stationary solution" associated to a stochastic partial differential equation is by means of the notion of invariant measure associated to the transition group $P_t$ corresponding to a given measure preserving group of transformations in $\Omega$, $\theta_t : \Omega \to \Omega$, such that the map $(t, \omega) \mapsto \theta_t \omega$ is measurable and satisfies

$$\theta_{t+s} = \theta_t \circ \theta_s = \theta_s \circ \theta_t, \quad \theta_0 = \text{Id}.$$ 

Notice that

$$E[\|W(\cdot, t)\|_H^2] = t \sum_{n \geq 1} \frac{1}{\mu_n} \to \infty, \quad \text{as } t \to +\infty,$$

and thus the abstract formulation (12) must be understood as a non-autonomous equation with a perturbation which, in some sense, grows as $t \to +\infty$ (see, e.g., [21] and the recent monograph [42] with its many references). Nevertheless, we will prove a result which does not appear to have been observed previously: if $\lim_{t \to \infty} G(x, t) = 0$ it is possible to give a meaning to the limit $(G \cdot W)_\infty \doteq \lim_{t \to +\infty} (G \cdot W)_t$, even if $\theta_t : \Omega \to \Omega$ is the identity, and then it is possible to characterize the $\omega$-limit set as in the case of similar deterministic energy balance models (see, e.g. [24]). When $\lim_{t \to \infty} G(x, t) \neq 0$ (for instance when $G_t$ is constant in time) the convergence of the stochastic term $(G \cdot W)_t$, as $t \to +\infty$, has no sense, and hence the study (for a general group of transformations in $\Omega$, $\theta_t : \Omega \to \Omega$) must follows some conceptually different approaches: either by the mentioned theory of invariant measures or by the more general study of the global random attractor such as in [27], for some energy balance models.

The organization of this paper is the following: section 2 will be devoted to the proof of Theorem 1. The treatment of the case of $\beta$ multivalued (the Budyko problem) will be presented in Section 3. Section 4 will be devoted to develop the above mentioned two applications. Finally in an Appendix we recall different results dealing with cylindrical Wiener processes and the stochastic convolution.

2 The stochastic Sellers model

In contrast with the exposition made in the Introduction, to treat the stochastic Sellers problem it is easier to make a direct treatment by working with the full operator

$$A_\beta u = -\frac{\partial}{\partial x} \left( \frac{\partial}{\partial x} u \right) + g(u) - QS\beta(u). \quad (33)$$

Then the deterministic problem (12) can be reformulated as the time-dependent Cauchy problem

$$\begin{cases}
\frac{d}{dt} y_t + A_\beta(t) y_t = f_t, & t > 0, \\
y_t|_{t=0} = u_0 \in H,
\end{cases} \quad (34)$$

depending on a random parameter, $\omega \in \Omega$, where the time-dependent operator is $A(t) v = A_\beta(v + (G \cdot W)_t)$. Evaluated on each $\omega \in \Omega$, the function

$$t \mapsto y_t(\omega) \in V$$
satisfies the (deterministic) Cauchy problem

\[
\begin{cases}
\frac{d}{dt} y_t(\omega) + A(t)(\omega) y_t(\omega) = f_t, & t > 0, \text{ in } V', \\
y_t(\omega)|_{t=0} = u_0 \in H.
\end{cases}
\]

Here \(A(t)(\omega) y_t(\omega) = A_\beta(y_t(\omega) + (G \cdot W)_t(\omega)) \in H\). We recall that \(W_t\) has not bounded variation although it is Hölder continuous for any of exponent \(\alpha \in (0,1/2)\) (see, e.g., [20]). However the operator \(A(t)\) is measurable in a simple sense.

The proof of the first part of Theorem 1 will be consequence of the following abstract result (see [3, Theorem 4.17]) which only requires the measurability in \(t\) of the operator under consideration \(A(t)\), as well as a classical variational structural set of assumptions.

**Theorem 2 ([3])** Let \(\{A(t); t \in [0, T]\}\) with \(A(t) : V \to V'\) be a family of nonlinear operators such that

1. the function \(t \to A(t)u(t)\) is measurable from \([0, T]\) to \(V'\) for every measurable function \(u : [0, T] \to V\),
2. there exists a \(\delta \geq 0\) such that, for a.e. \(t \in (0, T), \omega \in \Omega\), the operator \(u \to \delta u + A(t, \omega)u\) is monotone and demicontinuous (that is, strongly-weakly continuous from \(V\) to \(V'\)),
3. there exists \(\gamma > 0\) and \(C_1 \geq 0\) such that
   \[
   \langle A(t, \omega)u, u \rangle \geq \gamma \|u\|_V^2 + C_1, \quad \forall u \in V, t \in [0, T],
   \]
4. there exists \(C_2 > 0\) such that
   \[
   \|A(t)u\|_{V'} \leq C_2 (1 + \|u\|_V) \quad \forall u \in V, t \in [0, T].
   \]

Then, for any \(y_0 \in H\) and any \(f \in L^2(0, T; V')\), there exists a unique absolutely continuous function \(y \in W^{1,2}(0, T; V')\) such that \(y \in C([0, T]; H) \cap L^2(0, T; V)\) and

\[
\begin{cases}
\frac{dy}{dt}(t) + A(t)y(t) = f(t) & \text{a.e. } t \in (0, T), \text{ in } V', \\
y(0) = y_0.
\end{cases}
\]

We point out that the proof of Theorem 2 was obtained in [3, Theorem 4.17] by means of the addition of two maximal monotone operators from \(V = L^2(0, T; V)\) on \(V' = L^2(0, T; V')\) and that one of them is the operator associated to \(\frac{d}{dt} y_t(\omega)\).

**Proof of Theorem 2** As indicated before, to prove the existence and uniqueness of an analytically weak solution it is enough to apply the change of variable \(y_t = u_t - (G \cdot W)_t\) (which is completely well justified thanks to the assumptions on \((G \cdot W)\)) and to prove that if we define

\[
A(t)y = A_\beta(y + (G \cdot W)_t)
\]

then all the conditions of Theorem 2 are fulfilled once we take

\[
\delta \geq QS_0 L_\beta.
\]

We introduce the time dependent operator \(A(t)u \doteq A_\beta(u + (G \cdot W)_t)\) (with \(A_\beta\) given by [33]). Certainly

\[
t \to A(t)u(t) \quad \text{is measurable for every measurable function } u : [0, T] \to V,
\]
so that i) holds. Moreover, from the monotonicity of \( g \) we have
\[
\langle A u - A v, u - v \rangle_{V' \times V} = \int_I \varrho(u_x - v_x)^2 \, dx \\
+ \int_I (g(u + (G \cdot W)_t) - g(v + (G \cdot W)_t)) \, (u - v) \, dx \\
+ \int_I QS(x)(\beta(u + (G \cdot W)_t) - \beta(v + (G \cdot W)_t)) \, (u - v) \, dx \\
\geq \int_I \varrho(u_x - v_x)^2 \, dx - QS_0 \beta(u) \int_I |u - v|^2 \, dx \\
\geq \int_I \varrho(u_x - v_x)^2 \, dx - QS_0 \beta(u) \int_I |u - v|^2 \, dx \\
\geq 0,
\]
therefore
\[
\langle A u + \delta u - A v - \delta v, u - v \rangle_{V' \times V} \geq \int_I \varrho(u_x - v_x)^2 \, dx + (\delta - QS_0 L_{\beta}) \int_I |u - v|^2 \, dx \geq 0,
\]
provided \([35]\), which proves the monotonicity of \( A(t)u + \delta u \) (condition ii)).

On the other hand, concerning the coercivity condition iii) we point out that by introducing
\[
\begin{aligned}
\hat{f}_t &\doteq QSM + f_t, \\
\hat{\beta}(u) &\doteq \beta(u) - M, \\
\hat{A}_{\beta} u &\doteq - \frac{\partial}{\partial x} \left( \varrho \frac{\partial}{\partial x} u \right) + g(u) - QS\hat{\beta}(u),
\end{aligned}
\]
the problem under consideration can be equivalently reformulated as
\[
du + \hat{A}_{\beta}(u + (G \cdot W)_t)\, dt = \hat{f}_t\, dt,
\]
so that, it is enough to prove the conditions iii) and iv) for operator \( \hat{A}_{\beta}(t)u + \delta u \). Concerning iii), using \((H_{\beta})\) we have that \( \hat{\beta}((G \cdot W)_t) \leq 0 \) and since \( S \geq S_0 \), we get
\[
\int_I QS \hat{\beta}(u + (G \cdot W)_t)(u + (G \cdot W)_t) \, dx \leq QS_0 L_{\beta} \int_I |u|^2 \, dx.
\]
Then, by assumption \([27]\)
\[
\langle \hat{A}_{\beta} u, u \rangle_{V' \times V} = \int_I \varrho u_x^2 \, dx + \int_I g(u) \, u \, dx + \int_I QS \beta(u) \, u \, dx \\
\geq \int_I \varrho u_x^2 \, dx + (C_g + \delta - QS_0 L_{\beta}) \int_I |u|^2 \, dx,
\]
and thus
\[
\langle \hat{A}_{\beta} u + \delta u, u \rangle_{V' \times V} \geq \min\{1, C_g + \delta - QS_0 L_{\beta}\} \left( \int_I \varrho u_x^2 \, dx + \int_I |u|^2 \, dx \right)
\]
provided
\[
C_g + \delta \geq QS_0 L_{\beta}.
\]
Finally, to prove iv) let \( v \) such that \( ||v||_V = 1 \). Then
\[
|\langle \hat{A}_{\beta}(t)u, v \rangle_{V' \times V}| \leq \left| \int_I \varrho(x) \frac{\partial u}{\partial x} (u + (G \cdot W)_t) \, dx \right| + \left| \int_I g(u + (G \cdot W)_t) v \, dx \right| \\
+ \left| \int_I QS \hat{\beta}(u + (G \cdot W)_t) v \, dx \right|.
\]
Applying Hölder inequality

\[ \left| \int g(x) \frac{\partial}{\partial x} (u + (G \cdot W)_t) \frac{\partial v}{\partial x} \, dx \right| \leq \int \left| \frac{\partial u}{\partial x} \cdot \frac{\partial v}{\partial x} \right| \, dx + \int \left| \frac{\partial (G \cdot W)_t}{\partial x} \cdot \frac{\partial v}{\partial x} \right| \, dx \]

\[ \leq \left( \left\| \frac{\partial u}{\partial x} \right\|_{L^2(I)}^2 + \left\| (G \cdot W)_t \right\|_V \right) \left\| v_x \right\|_{L^2(I; \varrho)} \]

\[ \leq \left( \left\| u \right\|_V + C \right) \left\| v \right\|_V, \quad t \in [0, T]. \]

On the other hand, since the problem is one-dimensional, \( V \subset L^\infty(I) \), and then the mere continuity of \( g \) and the assumption \([20]\) imply that

\[ \left| \int g(u + (G \cdot W)_t) v \, dx \right| \leq \left( \left\| u \right\|_V + C \right) \left\| v \right\|_V, \quad t \in [0, T]. \]

Analogously

\[ \left| \int QS\tilde{\beta}(u + (G \cdot W)_t) v \, dx \right| \leq QS_1 \left\| \tilde{\beta} \right\|_\infty \int |v| \, dx \leq QS_1 \left\| \tilde{\beta} \right\|_\infty \sqrt{2}, \]

so that, condition iv) holds.

Thanks to the assumptions on \((G \cdot W)\), when \( f \in L^2(0, T; H) \), the analytically weak solution is a mild solution (see \([43]\) Appendix A) and the regularity \( y \in H^1((0, T); H) \) is consequence of Corollary 3.3.2 of \([52]\) when the problem is reformulated in terms of

\[ \begin{cases} 
\frac{d}{dt} y_t - \frac{\partial}{\partial x} \left( g(x) \frac{\partial}{\partial x} y_t \right) = F_t(y_t) & t > 0, \\
y_0 = u_0 \in H, 
\end{cases} \quad \omega \in \Omega, \tag{36} \]

with

\[ F_t(y_t) = QS\tilde{\beta}(y_t + (G \cdot W)_t) - g(y_t + (G \cdot W)_t) + f_t. \]

In order to prove the quantitative comparison estimate \([32]\) we observe that

\[ \begin{cases} 
\frac{d}{dt} (y_t - \tilde{y}_t) + [A_\beta(y_t + (G \cdot W)_t) - A_\beta(\tilde{y}_t + (G \cdot W)_t)] = f_t - \tilde{f}_t & t > 0, \\
y_0 - \tilde{y}_0 = u_0 - \tilde{u}_0 \in H, 
\end{cases} \tag{37} \]

(recall the change of notation introduced in \([4]\)). Thus

\[ A_\beta(y_t + (G \cdot W)_t) - A_\beta(\tilde{y}_t + (G \cdot W)_t) = -\frac{\partial}{\partial x} \left( g(x) \frac{\partial}{\partial x} (y_t - \tilde{y}_t) \right) \]

\[ + [g(y_t + (G \cdot W)_t) - g(\tilde{y}_t + (G \cdot W)_t)] \]

\[-QS(x) [\beta(y_t + (G \cdot W)_t) - \beta(\tilde{y}_t + (G \cdot W)_t)]. \]

Multiplying \([37]\) by \((y_t - \tilde{y}_t)_{+}\) and arguing as in the proof of the monotonicity we arrive to

\[ \frac{1}{2} \frac{d}{dt} \left\| u_t - \tilde{u}_t \right\|_{L^2(I)}^2 \leq QS_0 L_{\beta} \left\| u_t - \tilde{u}_t \right\|_{L^2(I)} + \left\| f_t - \tilde{f}_t \right\|_{L^2(I)}. \]

Then, by Gronwall’s inequality we arrive to the conclusion. The proof of the other inequality is similar but multiplying now \([37]\) by \( y_t - \tilde{y}_t \).

\( \square \)
Remark 1 A stronger version of the assumptions [20] and [31] are imposed in the paper [8] for other purposes. Notice that assumption [31] must be understood as a restriction on the $x$-dependence of the term $G(t, x)$ involved at the noise. For instance, this condition is trivially satisfied in the case of a finite dimensional stochastic noise of the form $G = G(t)$ with $G \in L^\infty(0, T)$ and $W(x, t) = \sum_{i=1}^m B_i(t) e_i(x)$ with $B_i(t) \in L^2(0, T)$. Indeed, it suffices to use that $e_i(x)$ is the corresponding orthonormal Legendre polynomial (see [51]) and thus $\frac{\partial}{\partial x} \left( \rho \frac{\partial e_i}{\partial x} \right) \in L^\infty(I)$. \hfill $\blacksquare$

Remark 2 Notice that in the formulation [36] it is enough to have a $L^2$-time dependence of the term $F_t(r)$ and that, by the contrary, a reformulation of the problem using the subdifferential theory, since

$$\hat{\Lambda}_\beta(t) u + \delta u = \partial \phi(t, u),$$

would require that the dependence of the convex function $\phi(t, u)$ with respect to the time let of bounded variation (see [53] and its references), which does not occur since $W_t$ is merely Hölder continuous in time. \hfill $\blacksquare$

3 On the stochastic Budyko model

Now we consider the Budyko model in which $\beta$ is defined by the multivalued maximal monotone graph given by [1]. Theorem 2 can not be directly applied but some different strategies can be followed in order to prove the existence of a mild solution when working with the H-realization $A : D(A) \to H$ of the operators, as defined in [1]. One possibility is to adapt to our framework the previous results of [19]. A more direct line of proof is to approximate $\beta$ by a Lipschitz maximal monotone graph $\beta_\lambda$. For instance we can use the Yosida approximation of $\beta$, 

$$\beta_\lambda = \frac{1}{\lambda} (I - (I + \lambda \beta)^{-1}),$$

where $I$ denotes the identity operator. It is easy to see that $\beta_\lambda$ satisfies (H$_\beta$) in the sense that $\beta_\lambda$ is a bounded maximal monotone graph in $\mathbb{R}^2$, with $\beta_\lambda(s) \in [m, M], \forall s \in \mathbb{R}$ (see, e.g. [9], page 45).

Remark 3 It is not too difficult to check that instead of using the Yosida approximation $\beta_\lambda$ it is possible to use a more specific approximation of this maximal monotone graph as, for instance, the sigmoidal function (as it was used, e.g. in [33, 34] for a different problem involving the Heaviside discontinuous function). Nevertheless, the Yosida approximation is applicable for any maximal monotone graph $\beta$ and leads to convergence results in an easier way. \hfill $\blacksquare$

We consider, then, the (unique) solution $y^\lambda_t$ of the corresponding approximate problem

$$\begin{cases}
\frac{d}{dt} y_t + A_\beta(t)y_t = QS(x) \beta_\lambda(y_t + (G \cdot W)_t) + f_t + \frac{\partial}{\partial x} \left( \rho \frac{\partial (G \cdot W)_t}{\partial x} \right), & t > 0, \\
y_0 = u_0 \in H,
\end{cases}$$

(39)

where now

$$A_\beta(t)v = -\frac{\partial}{\partial x} \left( \rho \frac{\partial v}{\partial x} \right) + g(v + (G \cdot W)_t).$$

Arguing as in Lemma 2 of [23] (see also [22]) we have

Theorem 3 (The stochastic Budyko model) Assume [7], [8], [10], [11], [17], [27], [30] and [31]. Let $u_0 \in L^2(I)$, and let $u^\lambda \in \mathcal{C}([0, T]; H) \cap L^2(0, T; V)$ be the unique mild solution of (39). Then there exists $u \in \mathcal{C}([0, T]; H) \cap L^2(0, T; V)$ solution of the stochastic Budyko problem (E$_{\beta, G}$), with $\beta$ given by [1], such that $u^\lambda \to u$ in $L^2(0, T; V)$ and strongly in $\mathcal{C}([0, T]; H)$. \hfill $\blacksquare$
**Remark 4** Under the above conditions, it is possible to apply the iterative method of super and subsolutions to get the existence of a minimal and a maximal solutions as in [23]. As a matter of fact this method was systematically used in the study of the stochastic problem in [22] for non-cylindrical Wiener processes.

**Remark 5** It is possible to obtain the existence of solutions to problem \((E_{\beta,G})\) with \(\beta\), given by (I), through a fixed point argument. That was carried out (for \(G \equiv 0\) and \(u_0 \in L^\infty\)) in [23] for the more general case in which the spatial domain is a compact Riemannian manifold without boundary (a study which includes the case considered in this paper in which the manifold is a sphere and the solution is only dependent on the latitude). The changes to consider a non-autonomous problem (corresponding to a stochastic term \(G\) satisfying the set of conditions indicated above) are quite standard and will not be presented here. In fact, problems of this type were considered in Chapter 4 of [52] (see also [29]), under the general formulation

\[
\begin{cases}
  \frac{d}{dt}y_t + A(t)y_t(\omega) \in F_t(y_t), & t > 0, \text{ in } H, \\
  y_0(\omega) = u_0 \in H,
\end{cases}
\]

where \(A(t) = \partial \varphi(t, u)\) and \(F_t(y_t)\) is \(\varphi\)-demiclosed. It is not difficult to show (see [23]) that \(A(t)v = \partial \varphi(t, v)\) for a suitable convex function \(\varphi\) and that

\[
F_t(y_t) = QS(x)\beta(y_t + (G \cdot W)_t) + f_t + \frac{\partial}{\partial x} \left( \varphi(x) \frac{\partial (G \cdot W)_t}{\partial x} \right)
\]

is \(\varphi\)-demiclosed in the sense of [52], but we will not enter here in the details.

Concerning the uniqueness of mild solutions to the stochastic Budyko problem, since assumption (20) is perfectly compatible with the condition that \(G\) vanishes locally in a neighborhood of the free boundary of the solution (the set \(F = \{ (x, t) : u(x, t) = -10 \}\) then the concrete examples presented in [23] and [28] can be adapted to show that, in general, there is multiplicity of solutions of the problem \((E_{\beta,G})\), with \(\beta\) given by (I). Nevertheless, it is possible to get the uniqueness of mild solutions in the class of "nondegenerate functions":

**Definition 4** Let \(w \in L^\infty(I)\). We say that \(w\) satisfies the strong (resp. weak) nondegeneracy property if there exists \(C > 0\) and \(\varepsilon_0 > 0\) such that for any \(\varepsilon \in (0, \varepsilon_0)\)

\[
\{ x \in I : |w(x) + 10| \leq \varepsilon \} \leq C\varepsilon
\]

(resp. \(\{ x \in I : 0 < |w(x) + 10| \leq \varepsilon \} \leq C\varepsilon\)).

By adapting to the corresponding deterministic problem the results of [23] and [28] we have:

**Theorem 4** Let \(u_0 \in L^\infty(I)\) and assume the same conditions than in Theorem 3.

i) Assume that there exists a mild solution \(u(\cdot, t)\) satisfying the strong nondegeneracy property for any \(t \in [0, T]\). Then \(u\) is the unique bounded mild solution of problem \((E_{\beta,G})\) with \(\beta\) given by (I).

ii) At most there is a unique mild solution of the mentioned problem among the class of bounded mild solutions satisfying the weak nondegeneracy property.

The main tool in the proof of Theorem 4 is the fact that under the nondegeneracy property the multivalued term generates a continuous operator from \(L^\infty(I)\) into \(L^q(I)\), for any \(q \in [1, \infty)\).

**Lemma 1** ([23])

i) Let \(w, \hat{w} \in L^\infty(I)\) and assume that \(w\) satisfies the strong nondegeneracy property. Then for any \(q \in [1, \infty)\) there exists \(C > 0\) such that for any \(z, \hat{z} \in L^\infty(I)\), \(z(x) \in \beta(w(x))\), \(\hat{z}(x) \in \beta(\hat{w}(x))\) a.e. \(x \in I\) we have

\[
\| z - \hat{z} \|_{L^q(I)} \leq (a_f - a_i) \min\{C \| w - \hat{w} \|_{L^\infty(I)}^{1/q}, 2^{1/q}\}. \quad (40)
\]
ii) If \( w, \hat{w} \in L^\infty(I) \) satisfy the weak nondegeneracy property then

\[
\int_I (z(x) - \hat{z}(x))(w(x) - \hat{w}(x))dx \leq (a_f - a_i)C \| w - \hat{w} \|_{L^\infty(I)}.
\] (41)

Proof of Theorem 4 It is enough to reproduce the proof given in [23] (see also [28]) with the same adaptation to the case \( G \neq 0 \) than the arguments used in the proof of the monotonicity of the operator given in the proof of Theorem 1.

Remark 6 Curiously enough, it is possible to prove the uniqueness of a different (and larger) class of solutions when the stochastic term has a different nature (see [22]).

4 Two applications

The non-autonomous equation in the equivalent formulation (26) to the stochastic problem \( (E_{\beta,G}) \) allows to extend to the stochastic case (after some generalizations) some of the results available on deterministic energy balance models. In this section we collect two of them.

4.1 Stability to the deterministic models

One of the main goals of the paper [22] was to give a rigorous proof of the passing from stochastic to deterministic formulations when the Wiener process is of the form \( \varepsilon \dot{W} \) on a space-time white noise \( W \) on a filtered probability space \( (\Omega, F, \{F_t\}_{t \geq 0}, \mathbb{P}) \). In the special case in which the stochastic term is given by \( \varepsilon GdW \), with \( G \in L^2_2(H) \) acting on a cylindrical Wiener process \( W \) satisfying (20), the mentioned convergence of solutions, as \( \varepsilon \to 0 \), is a simple consequence of the abstract results on the convergence of maximal monotone operators. Let us explain this for the case of the Sellers stochastic model. For a given \( \varepsilon > 0 \), let

\[
A_\varepsilon^\beta(t)v = -\frac{\partial}{\partial x} \left( \varepsilon \frac{\partial}{\partial x} v \right) + g(v + \varepsilon (G \cdot W)_t) - QS\beta(v + \varepsilon (G \cdot W)_t) - \varepsilon \frac{\partial}{\partial x} \left( \varepsilon \frac{\partial (G \cdot W)_t}{\partial x} \right),
\] (42)

for \( v \in D(A_\varepsilon^\beta(t)) \) and a.e. \( t \in (0, T) \), where \( A_\varepsilon^\beta \) is the associated maximal monotone operator, from \( H \) to \( H \), with

\[
D(A_\varepsilon^\beta(t)) = \{ v \in V \text{ such that } A_\varepsilon^\beta(t)v \in H \} \quad \text{a.e. } t \in (0, T).
\]

We will apply the abstract result given in [9] (Theorem 11.1, Proposition 11.2 and E11.17). See also the pioneering Théorème 3.16 of [9] on the convergence of autonomous operators.

Theorem 5 ([5]) Let \( A_n(t), t \in [0, T], n = 1, 2, \ldots, \infty \) be a family of operators such that \( \delta I + A_n(t) \) are \( m \)-accretive in a Banach space \( X \) and denote by \( J_{n,\lambda}^{\delta,t} \) the resolvent operators of \( \delta I + A_n(t) \), i.e.

\[
J_{n,\lambda}^{\delta,t} = (I + \lambda(\delta I + A_n(t)))^{-1}.
\]

Assume that there exists \( h \in C([0, T]) \) and a nondecreasing function \( L : [0, +\infty) \to [0, +\infty) \) such that

\[
\left\| J_{n,\lambda}^{\delta,t} v - J_{n,\lambda}^{\delta,s} v \right\|_X \leq \lambda \| h(t) - h(s) \| L(\| v \|) \text{ for } t, s \in [0, T], v \in X.
\] (43)

Assume also that

\[
\lim_{n \to \infty} J_{n,\lambda}^{\delta,t} v = J_{\infty,\lambda}^{\delta,t} v \text{ for any } v \in D,
\] (44)

where \( D \) is a dense set of \( X \). Let \( u_n \) be the mild solution of the problem

\[
\begin{cases}
\frac{du_n}{dt} + A_n(t)u_n \geq f_n(t) & t > 0, \text{ in } X, \\
u_n(0) = u_{0,n},
\end{cases}
\]
and let $u_\infty$ be the mild solution of

$$
\begin{cases}
\frac{du_\infty}{dt} + A_\infty(t)u_\infty \ni f_\infty(t) & t > 0, \text{ in } X, \\
u_\infty(0) = u_{0,\infty},
\end{cases}
$$

with $f_n, f_\infty \in L^1(0, T : X)$ and $u_{0,n} \in D(A(n(0))), \ u_{0,\infty} \in D(A_\infty(0))$. Assume, finally, that $f_n \to f_\infty$ in $L^1(0, T : X)$ and $u_{0,n} \to u_{0,\infty}$ in $X$.

Then $u_n \to u_\infty$ in $C([0, T] : X)$. □

As a consequence we have

**Theorem 6.** Assume the conditions of Theorem 7. For $n \in N$ let $u^n$ be the solution of problem $(E_{\beta, \xi_G})$. Then, when $n \to \infty$, it follows $u^n \to u^\infty$ in $C([0, T] : H)$, where $u^\infty$ is the solution of the deterministic problem $(E_{\beta, 0})$.

**Proof.** Let $\varepsilon = \frac{1}{n}$. Due to the peculiar expression of operators $A_\beta^\varepsilon(t)$ we know that $D(A_\beta^\varepsilon(t)) = D(A_\beta^0(t))$ is independent on $t$. Moreover, since $(G \cdot W)_t$ is H"older continuous we also know that condition (43) holds. Thus, to get the conclusion it is enough to apply Theorem 5 once we check that the resolvent convergence (44) is fulfilled. Let $v \in H$ and let $w^\varepsilon$ be the unique solution of the stationary problem in $I$

$$
-\frac{\partial}{\partial x} \left( \theta \frac{\partial}{\partial x} w^\varepsilon \right) + g(w^\varepsilon + \varepsilon(G \cdot W)_t) - QS\beta(w^\varepsilon + \varepsilon(G \cdot W)_t + \delta w^\varepsilon = v + \varepsilon \frac{\partial}{\partial x} \left( \theta \frac{\partial(G \cdot W)_t}{\partial x} \right) \quad (45)
$$

and let $w^\infty$ be the unique solution of the equation

$$
-\frac{\partial}{\partial x} \left( \theta \frac{\partial}{\partial x} w^\infty \right) + g(w^\infty) - QS\beta(w^\infty) + \delta w^\infty = v, \text{ in } I.
$$

Then by multiplying equation (45) by $w^\varepsilon$ and using the monotonicity and coercivity of $\delta I + A_\beta^\varepsilon(t)$ we get the uniform estimate

$$
\|w^\varepsilon\|_V \leq C,
$$

for some $C > 0$. Thus $w^\varepsilon \to w$ in $V$ to some $w \in V$ and then also strongly in $H$ and in $L^\infty(I)$. In addition, $\beta(w^\varepsilon + \varepsilon(G \cdot W)_t)$ is bounded (from assumption $(H_\beta)$) and since $g$ is continuous and $(G \cdot W)_t$ is bounded we get that

$$
g(w^\varepsilon + \varepsilon(G \cdot W)_t) \text{ is bounded in } I.
$$

Since $g$ and $\beta$ are maximal monotone operators they are closed for the weak-weak convergence and thus $g(w^\varepsilon + \varepsilon(G \cdot W)_t) \to g(w)$ and $\beta(w^\varepsilon + \varepsilon(G \cdot W)_t) \to \beta(w)$ a.e. in $I$, and then strongly in $H$. So that, by the uniqueness of solutions $w = w^\infty$ and condition (44) holds.

To prove a similar conclusion for the case of the Budyko type model we will follow a different strategy:

**Theorem 7.** Assume the conditions of Theorem 3. For $n \in N$ let $u^n$ be any solution of problem $(E_{\beta, \xi_G})$. Let $f \in L^2(0, T : H)$ and assume (37). Then $u^n \to u^\infty$ in $C([0, T] : H)$, as $n \to \infty$, where $u^\infty$ is a solution of the deterministic problem $(E_{\beta, 0})$ with $\beta$ given by (1).

**Proof.** Let $\varepsilon = \frac{1}{n}$. Let $w^\varepsilon$ be any solution of problem $(E_{\beta, \varepsilon_G})$ we use the notation $u^\varepsilon_t = w^\varepsilon_t + \varepsilon(G \cdot W)_t$ and

$$
\xi^\varepsilon_t = -g(w^\varepsilon + \varepsilon(G \cdot W)_t) + QS\beta^\varepsilon + \varepsilon \frac{\partial}{\partial x} \left( \theta \frac{\partial(G \cdot W)_t}{\partial x} \right) + f_t,
$$

...
where \( b^\varepsilon(x,t) \in \beta(u^\varepsilon(x,t) + \varepsilon(G \cdot W)_t) \), for a.e. \( x \in I \) and \( t \in (0,T) \), is the section making the identity in equation \((E_{\beta,\varepsilon G})\). Then \( \xi^\varepsilon \) is uniformly bounded

\[
\|\xi^\varepsilon\|_{L^2(0,T;L^2(I))} \leq C,
\]

for some \( C > 0 \) independently of \( \varepsilon \). Thus, there exists \( \xi \in L^2(0,T;L^2(I)) \) and a subsequence \( (\xi^\varepsilon) \) such that \( \xi^\varepsilon \rightharpoonup \xi \) in \( L^2(0,T;L^2(I)) \). As in the Proposition 1 of \( [23] \) the pure diffusion part (see (4))

\[
Av = -\frac{\partial}{\partial x} \left( \rho(x) \frac{\partial v}{\partial x} \right), \quad D(A) = \{ v \in V : Av \in L^2(I) \},
\]

can be written as the subdifferential \( Av = \partial \varphi(v) \) of the convex and lower semicontinuous functional, \( \varphi : L^2(I) \to \mathbb{R} \cup \{+\infty\} \), given by

\[
\varphi(w) = \begin{cases} 
\frac{1}{2} \int_I \rho(x) \left| \frac{\partial v}{\partial x} \right|^2 \, dx & \text{if } v \in V, \\
+\infty & \text{otherwise.}
\end{cases} \tag{46}
\]

Moreover, by Lemma 1 of \( [23] \), \( \partial \varphi(w) \) generates a compact semigroup of contractions on \( L^2(I) \). Thus, since, for \( \varepsilon = \frac{1}{n} \),

\[
\begin{align*}
\frac{du_n}{dt} + \partial \varphi(u^n) & \ni \xi^n(t) \quad t > 0, \text{ in } H, \\
u^n(0) &= u_0,
\end{align*}
\]

by Corollary 2.3.2 of \( [52] \) we know that \( u^n \to u^\infty \) in \( C([0,T] : H) \) with \( u^\infty \) solution of

\[
\begin{align*}
\frac{du^\infty}{dt} + \partial \varphi(u^\infty) & \ni \xi_t \quad t > 0, \text{ in } H, \\
u^\infty(0) &= u_0.
\end{align*}
\]

But \( u^n \to u^\infty \) in \( C([0,T] : H) \), as \( n \to \infty \), and the facts that \( \beta \) is a maximal monotone graph and \( g \) is continuous imply that \( \xi_t(x) \in -g(u^\infty_t(x)) + QS(x)\beta(u_{\beta,\varepsilon}(x)) + f_t(x) \), for a.e. \( x \in I \) and \( t \in (0,T) \). Thus \( u^\infty \) is a solution of the deterministic problem \((E_{\beta,0})\) with \( \beta \) given by (1) and the proof ends.

\( \square \)

**Remark 7** We recall that in \( [23] \) it was obtained some regularity results on the solution of the auxiliary linear problem with pure diffusion: for any \( u_0 \in L^2(I) \) there exists a unique function \( u \in C([0,T] : L^2(I)) \), such that \( u(t) \in D(A) \) for a.e. \( t \in (0,T] \), \( t \frac{du(t)}{dt} \in L^2(0,T : L^2(I)) \) and is a mild solution of

\[
\begin{align*}
\frac{du}{dt}(t) + Au(t) &= 0, \quad t > 0, \\
u(0) &= u_0 \in H.
\end{align*} \tag{47}
\]

Moreover, if \( u_0 \in L^p(I) \), \( 1 \leq p \leq \infty \) then \( u(t) \in L^p(I) \) for a.e. \( t \in (0,T] \). In fact, if \( u_0 \in V \) one has \( \frac{du}{dt} \in L^2(0,T : L^2(I)) \). Finally, the application \( S(t)u_0 = u(t) \) defines a compact semigroup of contractions on \( L^2(I) \).

\( \square \)

### 4.2 On the asymptotic behaviour of solutions as \( t \to +\infty \)

A pedagogical way for studying the behaviour of solutions \( u \) of the stochastic problem \((E_{\beta,G})\), as \( t \to +\infty \), consists in to inquire into this question previously in the framework of deterministic problems. So we first consider the deterministic problem
under similar conditions to the ones of the paper [24]. It concerns a special class non-autonomous dynamical systems whose asymptotic limits (in time) are autonomous differential equations. For the moment, we are not assuming that \((G \cdot W)\) is related to any cylindrical Wiener process but are simply some given datum. We need some extra requirements on the data. Here we will assume for a while

\((H f, W) \in L^\infty(I \times (0, \infty))\) and

\[
\frac{\partial}{\partial x} \left( \varrho \frac{\partial (G \cdot W)}{\partial x} \right) \in L^\infty(I \times (0, \infty)), \tag{49}
\]

\((H \infty)\) there exists \(f_\infty \in V'\) and \((G \cdot W)_\infty \in V\) with

\[
(G \cdot W)_\infty = \lim_{t \to +\infty} \int_0^t G_s dW_s, \tag{50}
\]

such that

\[
\left\| \frac{\partial}{\partial x} \left( \varrho \frac{\partial (G \cdot W)_\infty}{\partial x} \right) \right\|_{V'} \in L^\infty(I),
\]

\[
\int_{t-1}^{t+1} \| f(\tau, \cdot) - f_\infty(\cdot) \|_{V'} d\tau \to 0 \quad \text{as } t \to \infty,
\]

\[
\int_{t-1}^{t+1} \left\| \frac{\partial}{\partial x} \left( \varrho \frac{\partial (G \cdot W)_\infty}{\partial x} \right) - \frac{\partial}{\partial x} \left( \varrho \frac{\partial (G \cdot W)_\infty}{\partial x} \right) \right\|_{V'}, d\tau \to 0 \quad \text{as } t \to \infty,
\]

\[
\int_{t-1}^{t+1} \| (G \cdot W)_\tau - (G \cdot W)_\infty \|_{V'} d\tau \to 0 \quad \text{as } t \to \infty.
\]

**Remark 8** Condition \([50]\) requires some words on its meaning in the framework of cylindrical Wiener processes. Notice than if we assume \([50]\) then, by the isometry of Wiener, we get (see the Appendix below)

\[
\lim_{t \to +\infty} \mathbb{E} \left[ \| (G \cdot W)_t \|_{H}^2 \right] = \lim_{t \to +\infty} Q_t^{G, \mathcal{J}} = Q_\infty^{G, \mathcal{J}},
\]

so that, necessarily, we must have

\[
Q_\infty^{G, \mathcal{J}} = \int_0^\infty \| G_s \mathcal{J} \|_{L^2(H)}^2 ds < +\infty. \tag{51}
\]

For instance, in the special case in which \(G_t = \psi(t)G\), for some constant operator \(G\), one has

\[
Q_t^{G, \mathcal{J}} = \| G \mathcal{J} \|_{L^2(H)}^2 \int_0^\infty (\psi(s))^2 ds.
\]

This introduces a constraint which can be satisfied in many cases. For instance, for the choice \(\psi(t) = (t + a^{-1})^{-\alpha}\), with \(2\alpha > 1\), one has

\[
Q_\infty^{G, \mathcal{J}} = \frac{a^{2\alpha-1}}{2\alpha - 1} \| G \mathcal{J} \|_{L^2(H)}^2,
\]

so that,

\[
Q_\infty^{G, \mathcal{J}} < +\infty \iff \| G \mathcal{J} \|_{L^2(H)}^2 < +\infty.
\]
In this case, the relative Wiener isometry becomes

$$\mathbb{E}\|G(W)\|_{L^2(\Omega)}^2 = \frac{a^{2\alpha-1}}{2\alpha - 1} \|GJ\|_{L^2(\Omega)}^2.$$  \hfill (52)

This explains that, in this example, \((G \cdot W)\infty \neq 0\) even if \(\psi(t) \to 0\) as \(t \to +\infty\) (the important convergence is the one of \((G \cdot W)_t\) and not the pointwise convergence of \(G_t\)). In other words:

\((G \cdot W)\infty \neq (G \cdot W)_\infty\) if \(G_\infty(x) = \lim_{t \to \infty} G(x, t) = 0\). Notice that, in fact, if \(G_\infty(x) = \lim_{t \to \infty} G(x, t) \neq 0\) then \((G \cdot W)\infty\) has no sense. We will see later a different study of the stability in terms of random attractors for the case in which \(G_t\) is constant in time.

As in Lemma 1 of [24], we can obtain the global regularity of the solutions on \((0, \infty)\) when the data, and in particular the time derivative of \((G \cdot W)_t\), is in \(L^1(I)\): something that in general fails in the framework of stochastic equations but for which the property \((54)\) below can be obtained by other ways. More precisely

**Proposition 1** Assume \(u_0 \in V \cap L^\infty(I), f \in L^\infty(I \times (0, \infty)) \cap W^{1,1}_{loc}(0, \infty; L^1(I))\) and

$$\int_t^{t+1} \left\| \frac{\partial f(s, \cdot)}{\partial t} \right\|_{L^1(I)} ds \leq C_f, \forall t > 0$$

where \(C_f\) is a time independent constant,

\[(G \cdot W) \in L^\infty(0, \infty; V) \cap W^{1,1}_{loc}((0, \infty); L^1(I)),\]

$$\int_t^{t+1} \left\| \frac{\partial^2}{\partial t \partial x} \left( \frac{\partial (G \cdot W)}{\partial x} \right) \right\|_{L^1(I)} ds \leq C_{(G \cdot W)}, \forall t > 0$$

where the constant \(C_{(G \cdot W)}\) is independent on \(t\).

Then there exists a solution of \((48)\) verifying

$$y \in L^\infty(0, \infty; V) \text{ and } \frac{\partial y}{\partial t} \in L^2(0, \infty; L^2(I)).$$ \hfill (54)

The following theorem (which is a direct application of Theorem 1 of [24]) proves the stabilization of solutions \(y\) satisfying the deterministic problem \((48)\) in the class of bounded functions given by \((54)\). We define the \(\omega\)-limit set of \(y\) by

$$\omega(y) = \{ y_\infty \in V \cap L^\infty(I) : \exists t_n \to +\infty \text{ such that } y(t_n, \cdot) \to y_\infty \text{ in } L^2(I) \}.$$  \hfill (55)

**Theorem 8** Let \(u_0 \in L^\infty(I) \cap V\), let \(u\) be a mild solution of the stochastic problem \((E_{\beta, G})\), and let \(y\) be the corresponding bounded solution of \((48)\) satisfying \((54)\). Then

i) \(\omega(y) \neq \emptyset,\)

ii) if \(y_\infty \in \omega(u)\) then \(\exists t_n \to +\infty \text{ such that } y(t_n + s, \cdot) \to y_\infty \text{ in } L^2(-1, 1; L^2(I)) \text{ and } y_\infty \in V.\) Moreover if we define \(u_\infty = y_\infty + (G \cdot W)_\infty\) then \(u_\infty\) is a bounded solution of the deterministic stationary equation of the asymptotic autonomous problem,

\[(P_Q) \quad - \frac{\partial}{\partial x} \left( \frac{\partial u_\infty}{\partial x} \right) + g(u_\infty) \in QS\beta(u_\infty) + f_\infty \text{ in } I.\]

iii) In fact, if \(y_\infty \in \omega(y)\) then \(\exists \{ t_n \} \to +\infty \text{ such that } y(t_n, \cdot) \to y_\infty \text{ strongly in } V.\) \hfill (56)
As mentioned in the Introduction, the usual treatment of the stochastic model (avoiding to assume that the time derivative of \((G; W)_t\) is in \(L^1(I)\) and assumption \(\text{[50]}\)) requires the application either of the theory of invariant measures or of the random dynamical systems theory. This approach was already developed in \([27]\). Here we will extend the results of such paper to the more general formulation of problem \((E_{\beta,G})\) such as it was presented in the Introduction. In the rest of this section we weal deal merely with a special type of finite dimensional stochastic noise. Although in our case we will work with the Hilbert space \(H\) the abstract theory deals with a general complete and separable metric space \((X, d_X)\) with the Borel \(\sigma\)-algebra \(B(X)\). We consider now a probability space \((\Omega, \mathcal{F}, P)\) and we suppose given a measure preserving group of transformations in \(\Omega\), \(\theta_t: \Omega \to \Omega\), such that the map \((t, \omega) \mapsto \theta_t \omega\) is measurable and satisfies
\[
\theta_{t+s} = \theta_t \circ \theta_s = \theta_s \circ \theta_t \text{ and } \theta_0 = \text{Id}.
\]
In order to define later the notion of attractor, in what follows, time variable \(t\) takes values in \(\mathbb{R}\) endowed with the Borel \(\sigma\)-algebra \(B(\mathbb{R})\). We denote by \(\mathcal{P}(X)\) the set of non-empty (non-empty closed) subsets of \(X\). The type of finite dimensional stochastic noise we will consider now is
\[
\mathcal{G}(x) \frac{\partial W(x,t)}{\partial t} = \Phi(x) dB(t), \quad (x,t) \in I \times (0, \infty),
\]
where \(\Phi \in D(A)\) (see \([4]\)) and with \(B(t)\) a real standard Brownian motion on the filtration space \(\{\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P\}\). As a matter of fact, we must assume now that the Wiener process is "two-sided", because \(t\) takes values in \(\mathbb{R}\).

The main idea to define the random dynamical system is to consider the map \(\mathcal{G}: \mathbb{R}_+ \times \Omega \times X \to X\) such that to an initial datum \(u_0 \in H\), \(\omega \in \Omega\) and \(t > 0\) makes correspond one solution \(u(t, \cdot)\) of the stochastic problem \((E_{\beta,G})\) particularized in the parameter \(\theta_t(\omega)\). Nevertheless, since in the case of the stochastic Budyko problem we may have multiplicity of solutions (recall Section 3), the definition of random dynamical system must be enlarged to treat with multivalued functions. More in general we introduce the following notion.

**Definition 5** A set valued map \(\mathcal{G}: \mathbb{R}_+ \times \Omega \times X \to \mathcal{P}(X)\) is called a Multivalued Random Dynamical System (MRDS in short) if it is measurable, i.e., if given \(x \in X\) the map
\[
(t, \omega, y) \in \Omega \mapsto \text{dist}(x, \mathcal{G}(t, \omega, y))
\]
is measurable, where \(\text{dist}(x, A) = \inf_{d \in A} d_X(x, d)\), for \(A \subset X\), and satisfies

i) \(\mathcal{G}(0, \omega, \cdot) = \text{Id} \) on \(X\);

ii) \(\mathcal{G}(t + s, \omega, x) = \mathcal{G}(t, \theta_s \omega, \mathcal{G}(s, \omega, x)), \quad \forall t, s \in \mathbb{R}^+, \ x \in X, \ P - a.s. \) (cocycle property).

We will present later a result indicating that the above conditions hold in the above mentioned special case associated to solutions of \((E_{\beta,G})\), but before will recall the notion of attractor set for a general stochastic partial differential (see the monograph \([15]\) and specially the case in which there is a a multivalued term (reason why sometime the multivalued equation is called as inclusion).

Some previous definitions are needed:

**Definition 6** \(\mathcal{G}(t, \omega, \cdot)\) is said to be upper semicontinuous if for all \(t \in \mathbb{R}_+\) and \(P - a.s.\), \(\omega \in \Omega\), given \(x \in X\) and a neighbourhood of \(\mathcal{G}(t, \omega, x)\), \(\mathcal{O}(\mathcal{G}(t, \omega, x))\), there exists \(\delta > 0\) such that if \(d_X(x, y) < \delta\) then
\[
\mathcal{G}(t, \omega, y) \subseteq \mathcal{O}(\mathcal{G}(t, \omega, x)).
\]
On the other hand, \(\mathcal{G}(t, \omega, \cdot)\) is called lower semicontinuous if for all \(t \in \mathbb{R}_+\) and \(P - a.s.\) \(\omega \in \Omega\), given \(x_n \to x \ (n \to +\infty)\) and \(y \in \mathcal{G}(t, \omega, x)\), there exists \(y_n \in \mathcal{G}(t, \omega, x_n)\) such that \(y_n \to y\). It is said to be continuous if it is upper and lower semicontinuous.

Let us denote an \(\varepsilon\)-neighborhood of a set \(A\) by \(\mathcal{O}_\varepsilon(A) = \{y \in X : \text{dist}(y, A) < \varepsilon\}\).
Definition 7 \(G(t, \omega, \cdot)\) is said to be upper semicontinuous if in the definition of upper semicontinuity we replace the neighborhood \(\mathcal{O}\) by an \(\varepsilon\)-neighborhood \(\mathcal{O}_\varepsilon\).

It is clear that any upper semicontinuous map is \(\varepsilon\)-upper semicontinuous. The converse is true if \(G\) has compact values.

Following Crauel and Flandoli [17] we introduce now the generalization of the concept of random attractor to the case of a Multivalued Random Dynamical System. We will recall later a general result for the existence and uniqueness of attractors. Firstly we need some other definitions.

Definition 8 A closed random set \(D\) is a measurable map \(D : \Omega \rightarrow \mathcal{P}(X)\). A closed random set \(D(\omega)\) is said to be negatively (resp. strictly) invariant for the MRDS if

\[D(\theta_t \omega) \subset G(t, \omega)D(\omega) \quad (\text{resp. } D(\theta_t \omega) = G(t, \omega)D(\omega)) \quad \forall t \in \mathbb{R}^+, \ P - a.s.\]

For convenience we are using the notation \(G(t, \omega)x = G(t, \omega, x)\) Suppose the following conditions on the Multivalued Random Dynamical System \(G\):

(H1) There exists an absorbing random compact set \(B(\omega)\), that is, for every bounded set \(D \subset X\), there exists \(t_D(\omega)\) such that for all \(t \geq t_D(\omega)\)

\[G(t, \theta_{-t} \omega)D \subset B(\omega) \quad P - a.s.\]  

(H2) \(G(t, \omega) : X \rightarrow \mathcal{C}(X)\) is upper semicontinuous, for all \(t \in \mathbb{R}^+\) and \(P - a.a. \omega \in \Omega\).

Define the limit set of a bounded set \(D \subset X\) as

\[\Lambda_D(\omega) = \bigcap_{T \geq 0} \bigcup_{t \geq T} G(t, \theta_{-t} \omega)D.\]  

The following results are well-known (see, e.g., [11]):

Lemma 2 \(\Lambda_D(\omega)\) is the set of limits of all converging sequences \(\{x_n\}_{n \geq 1}\), where \(x_n \in G(t_n, \theta_{-t_n} \omega)D\) as \(t_n \searrow +\infty\). \(\blacksquare\)

Proposition 2 Assume conditions (H1) and (H2) hold. Then,

i) \(\Lambda_D(\omega)\) is a non empty compact subset of \(B(x)\).

ii) \(\Lambda_D(\omega)\) is negatively invariant, that is, \(G(t, \omega)\Lambda_D(\omega) \supset \Lambda_D(\theta_t \omega)\) for all \(t \in \mathbb{R}^+, \ P - a.s.\) If \(G(t, \omega)\) is lower semicontinuous, then \(\Lambda_D(\omega)\) is strictly invariant.

iii) \(\Lambda_D(\omega)\) attracts \(D\), that is, \(P - a.s.\)

\[\lim_{t \to +\infty} \text{dist}(G(t, \theta_{-t} \omega)D, \Lambda_D(\omega)) = 0.\]  

Finally, we arrive to the mentioned general definition:

Definition 9 A closed random set \(\omega \mapsto A(\omega)\) is said to be a Global Random Attractor of \(G\) if:

i) \(G(t, \omega)A(\omega) \supseteq A(\theta_t \omega)\), for all \(t \geq 0, \ P - a.s\) (that is, it is negatively invariant);

ii) for all \(D \subset X\) bounded,

\[\lim_{t \to +\infty} \text{dist}(G(t, \theta_{-t} \omega)D, A(\omega)) = 0;\]

iii) \(A(\omega)\) is compact \(P - a.s.\).
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We point out that in the previous literature the above type of convergence is usually called as "pullback convergence" and that the corresponding attractors are often called "pullback random attractors". The following result characterizes the random attractor of the Multivalued Random Dynamical Systems (MRDS) (see [13]).

**Theorem 9** Let assumptions (H1)-(H2) hold, the map \( (t,\omega) \mapsto G(t,\omega)x \) be measurable for all deterministic bounded sets \( D \subset X \), and the map \( x \in X \mapsto G(t,\omega)x \) have compact values. Then,

\[
A(\omega) \doteq \bigcup_{D \subset X} \Lambda_D(\omega)
\]

is a global random attractor for \( G \) (measurable with respect to \( F \)). It is unique and the minimal closed attracting set. Moreover, if the map \( x \mapsto G(t,\omega)x \) is lower semicontinuous for each fixed \( (t,\omega) \), then the global random attractor \( A(\omega) \) is strictly invariant, i.e., \( G(t,\omega)A(\omega) = A(\theta_t\omega) \) for all \( t \geq 0 \).

We point out that there is a conceptual difference between Theorems 8 and 9. Although we take a limit when \( t \) does to infinity in both cases, in the second case the attraction is when the initial time tends to minus infinity (which is the best we know how to do in the stochastic case). In other words, the dynamics described in the omega limit set before Theorem 8 and in (57) are very different. In any case, the key result, which avoid the assumption of regularity that the time derivative of \((G \cdot W)_t\) is in \( L^1(I) \), will come through the application of the following abstract result (see Theorem 9 in Kapustyan [11]):

**Theorem 10** Let \( \Omega \) be a metrizable topological space, \( F \) be the Borel \( \sigma \)-algebra, and let \( G \) satisfying conditions i), ii) of Definition 3. Assume the following conditions:

(H1b) There exists a measurable mapping \( r : \Omega \to \mathbb{R}_+ \) such that for \( \mathbb{P} \)-almost all \( \omega \in \Omega \) and for \( R > 0 \), there is a \( T = T(R,\omega) > 1 \) such that

\[
\|G(t,\omega)x\|_\sigma \leq r(\omega)
\]

for all \( t \geq T \), where \( \|A\|_\sigma = \sup_{y \in A} \|y\| \), for \( A \subset X \);

(H2b) If \( x_n \to x_0 \) weakly, \( t_n \to t_0 > 0 \), \( \omega_n \to \omega_0 \), and \( y_n \in G(t_n,\omega_n)x_n \), then up to a subsequence \( y_n \to y_0 \in G(t_0,\omega_0)x_0 \).

Then \( G \) generates a Multivalued Random Dynamical Systems and the set \( A(\omega) = \bigcup_{R>0} \Lambda_B(\omega) \) is a global random attractor. It is unique and the minimal closed random attracting set.

We will see that Theorem 10 can be applied to our problem \((E,\beta,G)\). We note that ii) was carried out in the paper [27] on the special case in which the diffusion operator is replaced by the 1d-Laplacian operator (and adding Neumann type boundary conditions), \( g(r) = Cr \) with \( C \) a positive constant, \( f(x,t) = f(x) \) and the cylindrical Wiener process as in [55].

Concerning the spatial diffusion, the following result (partially mentioned before) proves that we can replace it by the case with a degenerate weight:

**Proposition 3** ([23]) The subdifferential \( \Lambda \doteq \partial \varphi \) of the convex function \( \varphi \) defined by (146) generates a compact semigroup.

On the other hand, the change of variable [25] leads to the deterministic formulation depending on a random parameter presented in previous sections. It is easy to check that defining the multivalued function \( f : (-1,1) \times \mathbb{R} \to 2^\mathbb{R} \) by

\[
f(x,r) = QS(x)\beta(r) - g(r), \text{ a.e. } x \in (-1,1), r \in \mathbb{R}.
\]

and the multivalued operator \( F : H \to \mathcal{P}(H) \),

\[
F(u) = \{y + h : y \in H, y(x) \in F(x,u(x)) \text{ a.e. } x \in (-1,1)\}
\]

then we have:
(F1) $F : H \to C_c(H)$, where $C_c(H)$ is the set of nonempty, bounded, closed and convex subset of $H$

(F2) There exist $C_1, C_2 \geq 0$ such that $\|y\| \leq C_1 + C_2\|v\|$, for all $y \in F(v)$, $v \in H$.

(F3) $F$ is upper $\epsilon$-semicontinuous in $H$.

(F4) There exist $\delta > 0$ and $M > 0$ such that
\[
(y, u) \leq -\delta\|u\|^2 + M,
\]
for all $u \in D(A)$ and $y \in F(u)$.

(F5) The level sets $M_R = \{u \in D(\varphi) : \|u\| \leq R, \varphi(u) \leq R\}$ are compact in $H$ for all $R > 0$.

As a matter of fact, in [11] it was replaced (F3) by the stronger one that $F$ is upper semicontinuous, but in [27] it was proved that the generalization given in (F3) is enough to our purposes and that it holds for the version of the problem $(E_{\beta, G})$ considered in that paper.

Let us show that $F$ is fine even for a general function $g(u)$. First, it is clear that the growth is sublinear. Indeed, from (F2) we have
\[
\|y\| \leq C_1 + C_2\|u\| + C_2\|\phi\|\|w(t)\| + \epsilon\|A\phi\|\|w(t)\| \leq \tilde{C}_1 + C_2\|u\|,
\]
for all $y \in F(u)$ and $t \in [0, T]$, where $\tilde{C}_1$ depend on $\omega$ and $T$. Moreover, one deduces from (F1) and (F3) that $F(u) \in C_c(H)$ and that $u \to F(u)$ is upper $\epsilon$-semicontinuous. Finally, one proves that, fixed $\omega \in \Omega$, for all $u \in H$ the function $t \mapsto F(u(t))$ has a measurable selection.

By using well known results (see, e.g., [52]), it is not difficult to show the existence at least a strong solution for each initial data in $H$. Furthermore, one may prove that each strong solution can be globally defined for all $t \geq 0$.

Let $D(v_0, \omega)$ be the set of all strong solution of (48). They are defined for all $t > 0$. Then we construct the multivalued map $\mathcal{G} : \mathbb{R}_+ \times \Omega \times H \to \mathcal{P}(H)$ by means of
\[
\mathcal{G}(t, \omega, v_0) = \{v(t) + \epsilon \zeta(t) : v(\omega, \cdot) \in D(v_0, \omega)\}.
\]

One may prove in a similar way as [13, Proposition 4] that $\mathcal{G}$ is satisfies the cocycle property (see Definition 5).

Since, by definition, $\theta_s : \Omega \to \Omega$ is given by $\theta_s \omega = w(s + \cdot) - w(s) \in \Omega$, then the function $\tilde{\zeta}$ relative to $\theta_s \omega$ is
\[
\tilde{\zeta}(\tau) = \zeta(s + \tau) - \zeta(s) = \phi(w(s + \tau) - w(s)).
\]

So that, we arrive to the main result in this section:

**Theorem 11** Under the mentioned assumptions, the multivalued random dynamical system $\mathcal{G}$ associated to problem $(E_{\beta, G})$ has a random global attractor $\mathcal{A}_\varepsilon$. \hfill \Box

Finally, by replacing $G$ by $\varepsilon G$, as in Section 4.1 it was proved in [27] the following attractor convergence result:

**Theorem 12** We have
\[
\lim_{\varepsilon \to 0} dist(\mathcal{A}_\varepsilon(\omega), \mathcal{A}) = 0, \quad \forall \omega \in \Omega,
\]
where $\mathcal{A}$ is the deterministic global attractor corresponding to $\varepsilon = 0$. \hfill \Box

The attractor for $\varepsilon = 0$ can be better characterized under additional conditions. In particular, motivated by the first part of this subsection, it is relevant to consider the associate stationary problem (independently of conditions [53] since they are merely sufficient conditions to conclude [54]). The associate problem, denoted by $(P_{Q, (G, W)})_\omega$, is given as
\[
- \frac{\partial}{\partial x} \left( g(x) \frac{\partial(y_\infty + (G \cdot W)_\infty)}{\partial x} \right) + g(y_\infty + (G \cdot W)_\infty) \in QS\beta(y_\infty + (G \cdot W)_\infty) + f_\infty \quad \text{in } I.
\]
Notice the this equation coincides with the one of Theorem 8 (P_Q) (remember the change of variable). We arrived before to this equation in a different way (see an explicit example in Remark 8).

We assume additionally
\[(H_{f,\infty}(G,W)) \text{ and } \exists C_f, C_{(G;W)} > 0 \text{ such that}\]
\[
\begin{align*}
-\|f\|_{L^\infty(I)} &\leq f(x) \leq -C_f \quad \text{a.e. } x \in I \\
-\left\| \frac{\partial}{\partial x} \left( g(x) \frac{\partial (G \cdot W)}{\partial x} \right) \right\|_{L^\infty(I)} &\leq \frac{\partial}{\partial x} \left( g \frac{\partial (G \cdot W)}{\partial x} \right) (x) \leq -C_{(G;W)} \text{ a.e. } x \in I.
\end{align*}
\]

We also assume some crucial balance among the data:
\[(H^*_2) \text{ there exists two real numbers } 0 < m < M \text{ and } \epsilon > 0 \text{ such that } \beta(r) = \{m\} \text{ for any } r \in (-\infty, -10 - \epsilon) \text{ and } \beta(r) = \{M\} \text{ for any } r \in (-10 + \epsilon, +\infty).
\]

\[(H_{C_f}) \text{ } g(-10 - \epsilon) + C_f > 0 \text{ and } \frac{g(-10 + \epsilon) + \|f\|_{L^\infty(I)}}{g(-10 - \epsilon) + C_f} \leq \frac{S_0 M}{S_I m}.
\]

We recall the notion of solution we will consider:

**Definition 10** We say that a function \( u \in V \cap L^\infty(I) \) is a "bounded weak solution" of (P_Q) if there exists \( z \in L^\infty(I), \ z(x) \in \beta(y_{\infty} + (G \cdot W)_{\infty}) \) a.a. \( x \in I \) such that
\[
\int_I g(x) \frac{\partial (y_{\infty} + (G \cdot W)_{\infty})}{\partial x} dx + \int_I g(y_{\infty} + (G \cdot W)_{\infty}) v dx = \int_I QS(x) v dx + \int_I f_{\infty} v dx,
\]
for any \( v \in V \).

The following result is, again, a direct application of the similar result (Theorem 2 proved in [24]) and explains the different multiplicity of solutions depending on the parameter \( Q \):

**Theorem 13** Let \( H_{f,\infty}(G,W), (H^*_2) \) be satisfied. Let \( y_m, y_M \) be the (unique) bounded solutions of the problems
\[
(P_m) \quad -\frac{\partial}{\partial x} \left( g(x) \frac{\partial (y_{\infty} + (G \cdot W)_{\infty})}{\partial x} \right) + g(y_{\infty} + (G \cdot W)_{\infty}) = QS m + f_{\infty} \text{ on } I,
\]
and
\[
(P_M) \quad -\frac{\partial}{\partial x} \left( g(x) \frac{\partial (y_{\infty} + (G \cdot W)_{\infty})}{\partial x} \right) + g(y_{\infty} + (G \cdot W)_{\infty}) = QS M + f_{\infty} \text{ on } I,
\]
respectively. Then

i) for any \( Q > 0 \) there is a minimal solution \( \underline{y} \) (resp. a maximal solution \( \bar{y} \)) of problem (P_Q). Moreover any other solution \( y \) must satisfy
\[
y_m \leq \underline{y} \leq y \leq \bar{y} \leq y_M \tag{60}
\]
and
\[
g^{-1}(QS m - \|f_{\infty}\|_{L^\infty(I)}) \leq u_m \leq g^{-1}(QS M - C_f),
\]
\[
g^{-1}(QS m - \|f_{\infty}\|_{L^\infty(I)}) \leq u_M \leq g^{-1}(QS M - C_f),
\]
ii) for any \( Q \) there is, at least, a solution \( y \) of (P_Q) which is a global minimum of the functional
\[
J(w) = \frac{1}{2} \int_I g(x) \left| \frac{\partial (y_{\infty} + (G \cdot W)_{\infty})}{\partial x} \right|^2 dx + \int_I G(w) dx - \int_I f \cdot w dA - \int_I QS(x) j(w) dA,
\]
on the set \( K = \{ w \in V, \ G(w) \in L^1(I) \} \), where \( \beta = \partial j \).
Moreover, if \((H_{C_f})\) holds, and we define the balanced constants

\[
\begin{align*}
Q_1 &= \frac{\mathcal{G}(-10 - \epsilon) + C_f}{S_1M} \\
Q_2 &= \frac{\mathcal{G}(-10 + \epsilon) + \|f\|_{L^\infty(I)}}{S_0M} \\
Q_3 &= \frac{\mathcal{G}(-10 - \epsilon) + C_f}{S_1m} \\
Q_4 &= \frac{\mathcal{G}(-10 + \epsilon) + \|f\|_{L^\infty(I)}}{S_0m}
\end{align*}
\]

we have the following multiplicity of solutions:

\(\text{iii) if } 0 < Q < Q_1 \text{ then } (P_Q) \text{ has a unique solution } u_m < -10, \text{ which in fact is the minimum of } \mathcal{J} \text{ on } K \text{ and in addition}
\]

\[
\mathcal{G}^{-1}(-\|f\|_{L^\infty(I)}) \leq \lim_{Q \downarrow 0} \inf \|u_m\|_{L^\infty(I)} \leq \lim_{Q \downarrow 0} \sup \|u_m\|_{L^\infty(I)} \leq \mathcal{G}^{-1}(-C_f),
\]

\(\text{iv) if } Q_2 < Q < Q_3 \text{ then } (P_Q) \text{ has at least three solutions, } u_i, \text{ } i = 1, 2, 3 \text{ with } u_1 = u_M > -10, u_2 = u_m < -10 \text{ and } u_1 \geq u_3 \geq u_2 \text{ on } I. \text{ Moreover } u_1 \text{ and } u_2 \text{ are local minima of } \mathcal{J} \text{ on } K \cap L^\infty(I),
\)

\(\text{v) if } Q_4 < Q \text{ then } (P_Q) \text{ has a unique solution } u_M > -10. \text{ Moreover, it is the minimum of } \mathcal{J} \text{ on } K \text{ and } \|u_M\|_{L^\infty(I)} \to +\infty \text{ when } Q \to +\infty. \)  

\(\square\)

**Remark 9** Sharper multiplicity results require additional details on the data. See, e.g. \([1, 6, 36, 37, 38, 48, 49]\).

\(\square\)

**Remark 10** At the time of writing this article, the authors do not know if Theorem 9 can be generalized to the case of an infinite dimensional noise as considered in Section 2. We also summarize that, for instance, in the example given in Remark 8 the associated asymptotic problem is purely deterministic and that under suitable conditions there is a different multiplicity of solutions according the values of the parameter \(Q\).

\(\square\)
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5 Appendix: On the stochastic framework in this paper

5.1 Some few remarks on cylindrical Wiener processes

We consider some cylindrical Wiener process on a separable Hilbert space $\mathbb{H}_0$ by following the definitions and notations of some classical references (see, for instance, [20], [11] or [43]). So, $\{W_t\}_{t \geq 0}$ is given by

$$W_t = \sum_{n \geq 1} B^n_t \mathcal{J} \hat{e}_n, \quad t \geq 0. \quad (61)$$

More precisely, $\mathcal{J} : \mathbb{H}_0 \to \mathbb{H}_1$ is a Hilbert-Schmidt embedding, $\mathcal{J} \in \mathcal{L}_2(\mathbb{H}_0; \mathbb{H}_1)$, involving two separable Hilbert spaces $\mathbb{H}_0$ and $\mathbb{H}_1$ (see Remark 11 below), $\{\hat{e}_n\}_{n \geq 1}$ is a Hilbertian base of $\mathbb{H}_0$ and $\{B^n_t\}_{t \geq 0}$ is a sequence of independent real valued standard Brownian motions. We note that the property

$$\mathbb{E}\left[\left\| \sum_{n \geq 1} B^n_t \mathcal{J} \hat{e}_n \right\|_{\mathbb{H}_1}^2 \right] = \lim_{n \to \infty} \mathbb{E}\left[\left\| \sum_{m=1}^n B^m_t \mathcal{J} \hat{e}_m \right\|_{\mathbb{H}_1}^2 \right] = t \lim_{n \to \infty} \sum_{m=1}^n \| \mathcal{J} \hat{e}_m \|_{\mathbb{H}_1}^2 = t \| \mathcal{J} \|_{\mathcal{L}_2(\mathbb{H}_0; \mathbb{H}_1)}^2 < \infty,$$

shows that for any $t > 0$ the series converges in $L^2(\Omega, \mathcal{F}, P; \mathbb{H}_1)$ and uniformly in $[0, T]$ $P$-a.s. to a Gaussian random variable $W_t$ with mean 0 and covariation operator $Q^\mathcal{J} = t \| \mathcal{J} \|_{\mathcal{L}_2(\mathbb{H}_0; \mathbb{H}_1)}^2$.

**Remark 11** Since by definition $\mathcal{J}$ is linear and

$$\| \mathcal{J} \|_{\mathcal{L}_2(\mathbb{H}_0; \mathbb{H}_1)}^2 = \sum_{n \geq 1} \| \mathcal{J} \hat{e}_n \|_{\mathbb{H}_1}^2 = \sum_{n \geq 1} \langle \mathcal{J} \mathcal{J}^* \hat{e}_n, \hat{e}_n \rangle_{\mathbb{H}_1} = \text{trace } \mathcal{J} \mathcal{J}^* < \infty,$$

the operator $Q^\mathcal{J} = \mathcal{J} \mathcal{J}^*$ is nonnegative definite and symmetric, with finite trace on $\mathbb{H}_1$. Thus $Q^\mathcal{J} \in \mathcal{L}_1^+(\mathbb{H}_1)$ and satisfies

$$\| \mathcal{J} \|_{\mathcal{L}_2(\mathbb{H}_0; \mathbb{H}_1)}^2 = \text{trace } \mathcal{J} \mathcal{J}^* = \| Q^\mathcal{J} \|_{\mathcal{L}_1^+(\mathbb{H}_1)},$$

In fact, the so called Wiener isometry holds and then

$$\mathbb{E}\left[\left\| \sum_{n \geq 1} B^n_t \mathcal{J} \hat{e}_n \right\|_{\mathbb{H}_1}^2 \right] = t \text{ trace } Q^\mathcal{J} < \infty.$$

We note that property

$$\mathbb{E}\left[ \langle W_t, u_1 \rangle_{\mathbb{H}_1} \langle W_s, u_2 \rangle_{\mathbb{H}_1} \right] = \min\{s, t\} \langle \mathcal{J}^* u_1, \mathcal{J}^* u_2 \rangle_{\mathbb{H}_0}, \quad u_1, u_2 \in \mathbb{H}_1, \quad (62)$$

also holds. In this framework $\mathbb{H}_0$ is known as the so-called Cameron-Martin space associated to the centered Gaussian measure related to $Q^\mathcal{J}$. As it is well known in this theory, the property trace $Q^\mathcal{J} < \infty$ plays a crucial role.

**Remark 12** In practice, it is very advantageous to start from $\mathbb{H}_0$ and to find a Hilbert space $\mathbb{H}_1$ such that $\mathbb{H}_0$ is densely embedded in $\mathbb{H}_1$ and whose inclusion map

$$\mathcal{J} : \mathbb{H}_0 \to \mathbb{H}_1$$

is a Hilbert-Schmidt operator, namely $\mathcal{J} \mathcal{J}^* \in \mathcal{L}_1^+(\mathbb{H}_1)$. One can always find a Hilbert space $\mathbb{H}_1$ with the above properties. Indeed, let $\mathbb{H}_0$ be a separable Hilbert space and $\{\hat{e}_n\}_{n \geq 1}$ be a Hilbertian base of $\mathbb{H}_0$. For each real sequence $\{\alpha_n\}_{n \geq 1}$, with $\sum_{n \geq 1} \alpha_n^2 < +\infty$, one defines the norm

$$\| u \|_{\mathbb{H}_1}^2 = \sum_{n \geq 1} \alpha_n^2 \langle u, \hat{e}_n \rangle_{\mathbb{H}_0}^2, \quad u \in \mathbb{H}_0, \quad (63)$$
that clearly satisfies
\[ \|u\|_{\mathbb{H}_0}^2 \leq \|u\|_{\mathbb{H}_0}^2 \sum_{n \geq 1} \alpha_n^2, \quad u \in \mathbb{H}_0. \]

In the applications, this norm can be viewed as the one of some negative exponent Sobolev space. Then one builds the Hilbert space \( \mathbb{H}_1 = \overline{\mathbb{H}_0}^{\| \cdot \|_{\mathbb{H}_1}} \) and the map \( J_{Id} : (\mathbb{H}_0, \| \cdot \|_{\mathbb{H}_0}) \to (\mathbb{H}_1, \| \cdot \|_{\mathbb{H}_1}) \) given by setting the identity map \( J_{Id} u = u, \quad u \in \mathbb{H}_0. \) Clearly, \( \{e_n\}_{n \geq 1} \) is also an orthogonal base of \( \mathbb{H}_1 \) satisfying \( \|e_n\|_{\mathbb{H}_1}^2 = \alpha_n^2 \) although \( \|e_n\|_{\mathbb{H}_0}^2 = 1. \) Moreover the embedding \( J_{Id} \) is a Hilbert-Schmidt operator
\[ \|J_{Id}\|_{\mathcal{L}(\mathbb{H}_0;\mathbb{H}_1)}^2 = \sum_{n \geq 1} \langle J_{Id}e_n, J_{Id}e_n \rangle_{\mathbb{H}_1} = \text{trace } J_{Id}J_{Id}^* = \sum_{n \geq 1} \alpha_n^2. \]

So that the relative cylindrical process can be viewed as the \( Q^{J_{Id}} = J_{Id}J_{Id}^* \)-Wiener process on \( \mathbb{H}_0 \) taking values in a large Hilbert space \( \mathbb{H}_1 \)
\[ W_t = \sum_{n \geq 1} B_t^n e_n, \quad t \geq 0, \quad (64) \]
(see \[62\]). Here
\[ Q^{J_{Id}} : (\mathbb{H}_1, \| \cdot \|_{\mathbb{H}_1}) \to (\mathbb{H}_0, \| \cdot \|_{\mathbb{H}_0}) \]
verifies \( Q^{J_{Id}} e_n = e_n \) and thus it is a kind of diagonal operator. Moreover
\[ \|Q^{J_{Id}}\|_{\mathcal{L}(\mathbb{H}_1)}^2 = \|J_{Id}\|_{\mathcal{L}(\mathbb{H}_0;\mathbb{H}_1)}^2 = \text{trace } J_{Id}J_{Id}^* = \sum_{n \geq 1} \alpha_n^2. \quad (65) \]

**Remark 13** For practical purposes, in this paper we have considered \( H = L^2(I) \) and
\[ W_t = \sum_{n \geq 1} \frac{1}{\sqrt{\mu_n}} B^n(t) e_n, \quad t \geq 0, \]
(see \[3\]) where \( \{e_n\}_{n \geq 1} \) and \( \{\mu_n\}_{n \geq 1} \) was given in \( [3] \). Then the simplest *Wiener isometry* becomes
\[ \mathbb{E}[\|W(\cdot, t)\|_{\mathbb{H}_0}^2] = t \sum_{n \geq 1} \frac{1}{\mu_n} < +\infty. \]
\[ \square \]

As \( G \in \mathcal{L}(\mathbb{H}_1; \mathbb{H}) \) implies \( GJ \in \mathcal{L}(\mathbb{H}_0; \mathbb{H}), \) we deduce
\[ \mathbb{E}[\|G \sum_{n \geq 1} B^n J\mathcal{F} e_n\|_{\mathbb{H}_0}^2] = \lim_{n \to \infty} \mathbb{E}[\|G \sum_{m=1}^n B^m J\mathcal{F} e_n\|_{\mathbb{H}_0}^2] = \lim_{n \to \infty} \mathbb{E}[\|G \sum_{m=1}^n B^m GJ\mathcal{F} e_n\|_{\mathbb{H}_0}^2] \]
\[ = t \lim_{n \to \infty} \mathbb{E}[\|GJ\mathcal{F} e_n\|_{\mathbb{H}_0}^2] = t \|GJ\|_{\mathcal{L}(\mathbb{H})}^2 \]
\[ = t \text{ trace } GJ J^* G^* < \infty. \quad (66) \]

Hence, for any \( t > 0, \) the series in \( (66) \) converges in \( L^2(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{H}) \) and uniformly in \( [0, T] \) \( \mathbb{P} - a.s. \) to a Gaussian random variable
\[ GW_t = G \sum_{n \geq 1} B^n J\mathcal{F} e_n \]
with mean 0 and covariation operator
\[ Q^{GJ}_t = t \text{ trace } GJ J^* G^*. \]
Given $T > 0$, we consider the set $\mathcal{P}_T$ of the $L^2_{\mathbb{H}}$-valued predictable process: i.e., processes such that

$$G : [0, T] \times \Omega \to L^2(\mathbb{H}; \mathbb{H})$$

is $\mathcal{B}([0, T]) \otimes \mathcal{F}$-measurable related to $Q^J$. In fact, $\mathcal{P}_T$ is a separable Hilbert space equipped with $\|G\|_{\mathcal{P}_T}^2 = Q^G_J$ where

$$Q^G_J t = \int_0^t \text{trace } G_s J J^* G_s^* ds = \int_0^t \|G_s J\|_{L^2(\mathbb{H})}^2 ds.$$  \hspace{1cm} (67)

By means of density reasoning on the elementary process, as usual in integration theory, given $G \in \mathcal{P}_T$ one introduces the stochastic integral, in the class $\mathcal{P}_T$,

$$(G \cdot W)_t = \int_0^t G_t dW_t, \quad t \in [0, T],$$

satisfying

$$E \left[ \| (G \cdot W)_t \|_\mathbb{H}^2 \right] = Q^G_J t, \hspace{1cm} (68)$$

(see (67)). Then $\{(G \cdot W)_t \}_{t \in [0, T]}$ is a continuous, square integrable $\mathbb{H}$-valued martingale whose covariation operator is

$$[G \cdot W]_t = Q^G_J.$$  

In fact, (68) defines an isometry

$$\mathcal{M}^2_T \to \mathcal{P}_T,$$

where $\mathcal{M}^2_T$ is the space of the continuous, square integrable $\mathbb{H}$-valued martingales. Moreover, the Ito formula leads to

$$\left\| \int_0^t G_s dW_s \right\|_{\mathbb{H}}^2 = \int_0^t \text{trace } G_s J J^* G_s^* ds + \int_0^t \left( \int_0^s G_r dW_r, G_s dW_s \right)_{\mathbb{H}} ds,$$  \hspace{1cm} (69)

which implies that $Q^G_J$ is the quadratic variation associated to the martingale $t \mapsto \int_0^t G_s dW_s$. It is easy to see that this implies the Wiener isometry, also called as Ito isometry.

**Remark 14**

1. In our study of stochastic energy balance models we are choosing as coefficients suitable deterministic processes $\{G_t\}_{t \in [0, T]}$.

2. With the notation of Remark 12 one has

$$\int_0^t G_s dW_s = \sum_{n \geq 1} \alpha_n \int_0^t G_s \mathcal{E}_s dB^n_s, \quad t \in [0, T],$$  \hspace{1cm} (70)

where the series in (70) converges in $L^2(\Omega, \mathcal{F}; \mathbb{H})$.

3. One may extend the stochastic integral to the predictable process satisfying

$$\mathbb{P} \left( \int_0^T \text{trace } G_s J J^* G_s^* ds < \infty \right) = 1.$$  

$\Box$
5.2 Some few remarks on the stochastic convolution

In order to simplify the exposition, here we will consider the simplified expression

\[ u_t = S(t)u_0 + W_t^{A,G}, \quad t > 0, \]  

with respect to the identity (24) (with values in \( H = L^2(I) \)). We want to give a precise sense, mainly, to the stochastic convolution term

\[ W^{A,G}_t = \int_0^t S(t-s)G_s dW_s, \quad t \geq 0. \]  

As it was pointed out in Remark 7, the leading part of \((E_{\beta,G})\) can be written as an special case of the abstract problem

\[
\begin{cases}
\frac{du}{dt}(t) + Au(t) = 0, & t > 0, \\
u(0) = u_0 \in H,
\end{cases}
\]  

where the operator \( A : D(A) \to H \), introduced in (4), generates the compact semigroup \( \{S(t)\}_{t \geq 0} \) of contractions.

**Remark 15** As already said in the Introduction, the space \( L^2(I) \) admits a Hilbertian base given by the eigenvectors of the operator \( A \) (coinciding with the Legendre orthonormal polynomials of degree \( n \))

\[ e_n(x) = \sqrt{\frac{2}{2n+1}} P_n(x), \quad -1 \leq x \leq 1, \]

with \( \mu_n = n(n + 1) \) their relative eigenvalues (see (5)). So that, for every \( u_0 \in L^2(I) \) the mild solution of (73) admits the representation

\[ u(t) = S(t)u_0 = \sum_{n \geq 1} \langle u_0, e_n \rangle e^{-\mu_n t} e_n, \quad t \geq 0. \]  

Next we focus on the non-autonomous problem

\[
\begin{cases}
\frac{du}{dt}(t) + Au(t) = f(t), & t > 0, \\
u(0) = u_0 \in H,
\end{cases}
\]  

When \( u_0 \) and \( f \in L^1(0,T;D(A)) \) we may solve (75) via the generalized *Duhamel formula* (or constants variations formula)

\[ u(t) = S(t)u_0 + \int_0^t S(t-s)f(s)ds, \quad 0 \leq s < T, \]

and \( u \) is called as the mild solution of (75). So, by replacing (75) by the Ornstein-Uhlenbeck type problem

\[
\begin{cases}
du_t + Au_t = G_t dW_t, & t > 0, \\
u(0) = u_0 \in H,
\end{cases}
\]  

the mild solution obtained by the constants variations formula leads to (71), but we must give a precise sense the so called stochastic convolution term (72) in a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) adapted to some filtration \( \{\mathcal{F}_t\}_{t \geq 0} \).

**Remark 16**

1. For each \( t > 0 \), we are using the notation of the process for the time-dependent terms

\[ W^{A,G}_t : \Omega \to \mathbb{R}. \]

When studying specifically some properties of the stochastic dynamical system the sample space \( \Omega \) is chosen as an adequate space of functions (see the Section 4). Here, for the moment \( \Omega \) is an arbitrary set.
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By simplicity, as in Remark 13, we consider $H = L^2(I)$ and

$$W_t = \sum_{n \geq 1} \frac{1}{\sqrt{\mu_n}} B^n(t) e_n, \quad t \geq 0,$$

(see (8)) where $\{e_n\}_{n \geq 1}$ and $\{\mu_n\}_{n \geq 1}$ was given in (5). On the other hand, let $G_s \in L_2(H)$, satisfying (10) and (11) as well as

$$\int_0^T \|G_t J\|_{L_2(H)}^2 dt < +\infty,$$

(see (17)), for which the stochastic integral

$$(G \cdot W)_t = \int_0^t G_s dW_s$$

is well defined and satisfies Wiener isometry

$$E[\|(G \cdot W)_t\|_{L_2(\Omega)}^2] = \int_0^t \|G_t J\|_{L_2(H)}^2 dt < +\infty,$$

(see (19)), where $J : H \to H$ is given by the property $J e_n = \frac{1}{\sqrt{\mu_n}} e_n$.

As it was proved in [10, Theorem 0.3], the problem (76) has a weak solution $\{u_t\}_{t \in [0,T]}$ on $[0,T]$. When $u_0 = 0$ the solution is unique and it is given by the stochastic convolution

$$u_t = W_t^{A,W}, \quad t \in [0,T].$$

Remark 17 ([10, 21, 18])

1. For any $T > 0$ the process $\{W_t^{A,G}\}_{t \in [0,T]}$ is a mean square continuous adapted process taking values on $H$. Thus it belongs to the Banach space

$$C_W([0,T];L^2(\Omega,\mathcal{F},\mathbb{P};H))$$

or $C_W([0,T];H)$, in short,

of the continuous processes $\{X_t\}_{t \in [0,T]}$ adapted to $\{W_t\}_{t \in [0,T]}$ such that $X_t$ is measurable endowed with the norm

$$\|X\|_{C_W([0,T];H)} \doteq \left( \sup_{t \in [0,T]} E\left[\|X_t\|_H^2\right]\right)^{\frac{1}{2}}.$$

2. The process $\{W_t^{A,G}\}_{t \in [0,T]}$ is $\mathbb{P}$-almost surely continuous on $[0,T]$.

3. The Wiener isometry

$$E\left[\|W_t^{A,G}\|_H^2\right] = Q_t^{A,G} < \infty, \quad t \geq 0,$$

holds for the covariation operator

$$Q_t^{A,G} = \int_0^t \text{trace } S(t - s) G Q^J d G^* S(t - s)^* ds.$$  \hfill (78)

Remark 18 In the case of Legendre diffusion we have the property

$$\int_0^t \text{trace } S(s) Q^J d S(s)^* = \int_0^t \sum_{n \geq 1} \frac{e^{-2s\mu_n}}{\mu_n} ds = \frac{1}{2} \sum_{n \geq 1} \frac{1 - e^{-2t\mu_n}}{\mu_n^2} \leq \frac{1}{2} \sum_{n \geq 1} \frac{1}{\mu_n^2} < +\infty,$$

since $\mu_n = n(n + 1)$.
Recently, a new Burkholder-Rosental type inequality

\[
\mathbb{E}\left[ \sup_{t \in [0,T]} \| W^{A,G}_t \|_H^p \right] \leq C_p \left( \int_0^t \text{trace} \ S(t-s)GQ^2 \text{Id}G^*S(t-s)^*ds \right)^{\frac{p}{2}}, \quad 2 \leq p < \infty, \quad (79)
\]

was obtained in [45], where the positive constant \( C_p \) is the order \( O(\sqrt{p}) \). It coincides with the Burkholder inequality (and therefore it is optimal) as \( p \to \infty \). Among other properties, the inequality (79) enables us to obtain the stability and pointwise uniform convergence of some time discretisation schemes (see [45] for details).
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