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Abstract—Socially assistive robots have the potential to improve group dynamics when interacting with groups of people in social settings. This work contributes to the understanding of those dynamics through a user study of trust dynamics in the novel context of a robot mediated support group. For this study, a novel framework for robot mediation of a support group was developed and validated. To evaluate interpersonal trust in the multi-party setting, a dyadic trust scale was implemented and found to be uni-factorial, validating it as an appropriate measure of general trust. The results of this study demonstrate a significant increase in average interpersonal trust after the group interaction session, and qualitative post-session interview data report that participants found the interaction helpful and successfully supported and learned from one another. The results of the study validate that a robot-mediated support group can successfully supported and learned from one another. The results of this study demonstrate

I. INTRODUCTION

In a world where technology has increasingly involved users in virtual environments and isolated them in their local environments, social robots present an opportunity to engage people in situated pro-social ways. By their embodied nature, robots inherently invite people to come together and interact in physical spaces, while creating opportunities to assist and improve human-human interaction. Shaping and improving one-on-one interactions and group interaction dynamics are both specific goals of socially assistive robotics (SAR) [1], [2].

A key research challenge of human-robot interaction (HRI) in general and SAR in particular is understanding interpersonal dynamics in group settings. In such settings, individuals interact with one another through complex verbal and nonverbal signals that are contextual and change over time. To successfully interact with and mediate group interactions, robots must be able to recognize human signals in real time, understand what they mean in a given context, and then choose appropriate actions to achieve group goals that may involve improving cohesion, communication, engagement, or trust. Sensing and improving these properties of group dynamics is challenging because they involve the interaction of many, often subtle, multimodal signals [3].

This work introduces HRI and SAR into the novel context of support group mediation. Support groups are meetings in which individuals with a common problem or challenge provide support to one another, typically with the help of a mediator [4]. Trust is crucial for proper functioning of support groups, because it is only when participants feel that they are in a trustworthy place that they are be willing to share and receive support [5]. In most support groups, the level of trust changes over time as participants make disclosures and experience supportive responses from others. Group participants regularly evaluate and update their trust in one another as the session progresses [6]. Since trust in a support group setting can change relatively quickly and significantly, the context is both challenging and well suited for capturing data for training robots to learn the signals and dynamics associated with changes in trust. Although trust between participants in a support group typically grows over time, the skill of the mediator plays an important role in group success. Corey & Corey [6] emphasize that mediators must have leadership skills such as genuineness, caring, openness, self-awareness, active listening, confronting, supporting, and modeling in order to lead a group effectively. They also point out how trust can be gained or lost by how the mediator copes with conflict or the initial expression of negative reactions.

As an early step toward effective robot support group mediators, this exploratory work develops a novel framework for selecting robot mediator questions and disclosures, as well as a dyadic trust scale for measuring interpersonal trust. The framework is validated on a dataset collected in semi-structured interactions of 27 three-person robot-mediated support groups for academic stress. The study was conducted just prior to academic year-end final exams and involved genuinely supportive interactions among the participating students. The dyadic trust scale is found to be uni-factorial, validating it as an appropriate general measure of trust. The results show that robot-mediated interactions significantly increased dyadic trust between participants as well as between participants and the robot, and participants genuinely shared with one another under the guidance of the
robot mediator.

II. RELATED WORK

This work aims to contribute to the understanding of group social dynamics in multi-party human-robot interaction. Consequently, this section reviews relevant work in the broader multi-party human-robot interaction context, with special attention given to works in facilitating conversation and Wizard of Oz studies. Finally, this section provides a brief background on the definition and measures of trust.

A. Multi-Party Human-Robot Interaction

Within HRI, there is a growing body of work developing social robots for multi-party interactions. Social robots have been used in a wide variety of multi-party contexts, but the most popular are teaching, entertaining, serving, and mediation. In the teaching context, robots have been used for tutoring [7], for exhibit guiding [8], and for dispensing information [9]. In the entertainment context, robots have been used to play games [10], give presentations [11], and participate in conversations [12]. In the service context, robots have been studied as waiters serving drinks in open settings [13] and behind the bar [14]. In the mediation context, robots have primarily been used for moderating game play [15], [16], [17] and mediating conversations. In this work the robot takes the role of mediator in a support group context.

1) Studies in Mediating Conversation: This work follows prior work in which the robot acted as both a mediator and facilitator in order to improve the quality and balance of a conversation. Tahir et al. [18] focused on different methods for improving conversational quality using a robot mediator to deliver feedback about a conversation between two individuals. In that study, two individuals acted out a scripted conversation and then the robot delivers feedback created by a ‘sociofeedback system’ which analyzed the interest, dominance, and agreement displayed in the conversation. Although the paper reported on the sociofeedback system training, the focus of the study was on the user’s perceptions of the way the feedback was delivered via the robot, in which they found that the participants liked receiving feedback from the robot. Recent work has explored using a robot as a counselor in couples therapy to improve the quality of communication [19], and promote positive communication [20] and collaborative responses [21]. Other work has focused on improving the balance and flow of conversations. One of the earlier efforts to explore conversational balance utilized a facilitation robot to obtain the conversational initiative and regulate imbalance [22]. The work of Short et al. [23] evaluated user perception of a robot mediator in a controlled study in which participants completed a group story telling task. In Ohshima et al. [24], the authors tested robot behaviors for helping a group recover from an awkward silence. In their study, a robot led a conversation with three participants, taking actions and asking questions to encourage conversation. The work presented here also utilizes the robot as a mediator for a conversation, in which the robot asks questions of each group member in order to elicit sharing. Unlike prior work, however, instead of attempting to maximize communication quality or conversational balance, the presented work examines how users relate to each other over the course of the support group interaction, particularly with respect to trust.

2) Wizard of Oz Studies of Multi-Party SAR Mediation: Because of the difficulty of understanding and interacting with natural language, most prior SAR work on conversational mediation has constrained the role of the robot and the action space in which the robot can participate. For instance, Hoffman et al. [25] documented the design and evaluation of a nonverbal conversational companion that attempts to encourage empathy between the individuals having the conversation. Other work has constrained the interaction problem by ignoring the control challenges through a Wizard of Oz (WoZ) framework in which a hidden human controls the behavior of the robot. This paradigm can introduce confounds and bias into the interaction; however, it can be appropriate if reported correctly and used as part of an iterative approach to developing technology [26]. For example, in the HRI work of Nigam & Rick [27], the interest was solely in collecting data for building classification models of the environment and therefor using WoZ was appropriate. In Vazquez et al. [28], the authors were studying the human perception of the robot gaze and orientation behaviors, and so choose WoZ to control the timing and choice of actions the robot takes. Similarly, in the work presented here, WoZ is primarily employed to control the timing of programmed robot speech and actions, allowing the robot to interact smoothly in the conversation. This minimized WoZ control allows the collection of realistic interaction data for developing future autonomous control while also testing the baseline effects of the robot’s mediation methodology.

B. Trust in Support Group Mediation

Trust is challenging to define and measure, yet it is crucial to the proper functioning of support groups. Trust can have different meanings depending on the context, however its definition in the literature has consolidated around three main factors: ability, benevolence, and integrity [29]. This work utilizes the definitions from Williams et al. [30], where ability is defined as “a set of skills that allow an individual to perform in some area,” benevolence as “the other-oriented desire to care for the protection of another,” and integrity as “the belief that another adheres to a set of principles that one finds acceptable”. In support groups (and other therapeutic groups), Johnson & Noonan [5] identified benevolence and integrity as the more pertinent aspects of trust. Unfortunately, no validated measures have been developed for change in trust of group members over a single session support group interaction. Two relevant measures for individual trust are the Dyadic Trust Scale [31] and the Specific Interpersonal Trust Scale (SITS) [32]. The Dyadic Trust Scale is a uni-dimensional scale that focuses on measuring trust in close personal relationships. The SITS also measures trust in close personal relationships, but has been broken out to include
factors of reliableness, emotional trust, and general trust. In support groups, the relevant factors are measured by the emotional trust and general trust subscales. Because it is unclear what measures would capture the short term change in trust, the participants in this work were given both measures and custom questions based on the established antecedents of trust: ability, benevolence, and integrity.

III. METHOD

A. Participants

A total of 81 university students who self-identified as stressed participated in the study in groups of three; each group met once and the study produced a total of 27 recorded group sessions. For the purposes of the study, stress was defined as all forms of academic stress, including all concerns pertaining to class work and performance. All participants provided consent to participate in the study, which was approved under USC IRB UP-19-00084. The participant demographics were as follows: gender 48% female, 49% male, 3% preferred not to specify; ethnicity, 74% Asian, 11% Hispanic/Latinx, 13% Caucasian, 3% African American; degree being pursued: 45% undergraduate, 32% master’s, and 24% PhD.

![Fig. 1: Volunteers demonstrating the study setup; participants could see one another and the robot but not each other’s computer screens.](image)

B. Study Design

1) Physical Setup: In each session, the three participants were seated around the end of a table with a seated Nao robot [33] on it, as seen in Figure[1] The Nao is a humanoid robot, 22.6” tall, with a total of 25 degrees of freedom. The robot was positioned as a member of the group, and served as the group moderator. Between the robot and the participants, a 360-degree microphone recorded audio data. At the base of the microphone, three HD webcams were arranged, one facing each of the participants; the webcams recorded participant body pose and facial expressions. Behind the robot, an RGB-D camera was mounted on a tripod and recorded the interaction of all four members of the group. The robot controller (Wizard) was seated behind a one-way mirror, out of the participants’ sight.

2) Interaction Framework: The robot’s role as a mediator consisted of initiating and encouraging the process of sharing and supporting within the group, by asking questions that encouraged participants to share with one another. The Wizard controlled the robot’s head direction (and therefore its gaze direction) to look at the speaking member of the group, and controlled the timing of the robot’s speech (a question or disclosure) based on when the group finished the discussion of the previous topics/question. The robot’s questions and disclosures were open-ended and specifically designed to encourage the participants to share with one another, in order to support and learn from one another. The content ranged from low sensitivity, such as, “What do you like about school?” to high sensitivity, such as, “Sometimes I worry about if I belong here, does anyone else feel the same way?” In the study, sensitivity was defined by how personal or invasive a question was or how uneasy a question might make a participant feel [34].

During the interaction, the robot said questions and disclosures according to a simple algorithm. The questions and disclosures were grouped into low, medium, and high sensitivity as illustrated in Table [1], and the robot started with low sensitivity questions before moving onto medium and then high sensitivity. Before transitioning to the next highest level, the robot would make a disclosure. This pattern of questions and disclosures starting at low sensitivity and moving to high sensitivity allowed participants to become comfortable sharing and start trusting each other at each level of sensitivity. The robot alternated between questions and disclosures and balanced who in the group received each question, to balance the number of questions first posed to each participant. The robot maintained a neutral affect, with no facial expression and neutral tonal affect.

C. Procedure

After participants consented to take part in the study, they were seated as shown in Figure[1] answered a few demographic questions, and completed the pre-study trust survey consisting of 30 Likert scale questions (described in Section [II-D]). Participant’s familiarity with each other was not measured. The robot then began the group interaction by explaining that the purpose of the session was for them to talk about their academic stress and help one another. The robot then asked the participants to introduce themselves. After the introductions, the Wizard took control of the robot for the remaining 20 minutes of the session and operated chose questions and disclosures according to the framework described above. At the end of the session, the robot asked the group to conclude the group session by sharing what they felt they had learned.

After the group interaction was complete, the participants completed the trust survey again. Participants were then invited to take part in an open-ended group interview, in which they had the opportunity to provide feedback about their experience. Finally, the participants completed a custom
TABLE I: Example questions and disclosures spoken by the robot, indicating sensitivity. A total of 16 questions and 6 disclosures were available; an average of 12 questions and 3 disclosures were made by the robot in each session.

| Sensitivity | Question | Disclosure |
|-------------|----------|------------|
| Low         | What do you like about school? | When I feel stressed, I think my circuits might overload. Does anyone else feel the same way? |
| Medium      | What are some of the hardest parts of school for you? | Sometimes I worry I am inadequate for this school. Does anyone else sometimes feel that too? |
| High        | What will happen if you don’t succeed in school? | Sometimes I worry about if I belong here. Does anyone else feel the same way? |

survey assessing their baseline trust ("Would you say that most people can be trusted or that you can never be too careful with people?"), the Negative attitudes towards Robots Survey [35], the Big Five (short) Inventory [36], and the Empathy Inventory [37].

D. Trust Surveys

A battery of trust surveys was administered to evaluate the pre- and post-study levels of participant trust. Three validated surveys were used: 1) the Dyadic Trust Scale [31], and the Specific Interpersonal Trust Scale 2) Overall Subscale and 3) Emotional Subscale [32]. Additionally, a customized study-specific scale was administered, consisting of six questions based on the antecedents of trust: benevolence, integrity, and ability (see [38] for a meta-review of their significance). The complete combined battery of surveys consisted of 30 Likert scale questions; each participant completed three copies of the identical battery of surveys before and after the group session: one survey was about the robot and the other two were about the other two study participants.

IV. RESULTS

This section presents the quantitative and qualitative results of the study. These results are based on the scores of 71 participants; the scores of 10 participants who did not complete the surveys or filled them in without coding the reverse questions correctly were removed, resulting in n=71. The survey scores from each battery of surveys were combined to produce three numeric scores on a scale -3 to 3 indicating the level of trust the participant felt towards each of the other participants, and the robot.

A. Overall Trust

To determine significance, a t-test for comparing paired samples on the values of trust was conducted before and after the support group session. The effect size was calculated by

\[ r = \frac{Z}{\sqrt{N}} \]

where \( Z \) was the standardized test statistic from a Wilcoxon Signed Rank Test and \( N \) was the size of the corresponding population. For this analysis it is assumed that each participants’ rating of trust in the other two participants was independent, doubling the population (n=142) as compared to the robot (n=71). As shown in Figure 2, there was a significant increase in trust participants felt in one another and in the robot; the effect size of the increase in trust was large for both groups.

Figure 2 shows that the distributions of the group and robot trust contained similar changes in the mean (increases of approximately 0.65 and 0.50, respectively), but different changes in standard deviation (increases of 0.01 and 0.13, respectively). This highlights the growing variability of the participants’ trust for the robot, as compared to their responses to the other participants. It can also be seen from Figure 3 that the differences in the robot trust (SD = 0.58) were less variable than those of group trust (SD = 0.75). This was most likely due to the larger number of outliers in the group differences distribution than the robot differences distribution (13 and 5, respectively). Aside from these, there are no other statistically significant difference between the two distributions (p = 0.14).
|                | Agreeableness | Conscientiousness | Extroversion | Neuroticism | Openness | Emp Overall | NARS Overall | Trust Baseline |
|----------------|---------------|-------------------|--------------|-------------|----------|-------------|--------------|----------------|
| Robot Before   | 0.25          | -0.13             | 0.11         | -0.18       | 0.09     | 0.01        | -0.37        | 0.27           |
| Robot Change   | -0.11         | 0.34              | -0.02        | 0.17        | 0.01     | -0.10       | -0.12        | 0.03           |
| Group Before   | 0.08          | -0.07             | -0.04        | 0.20        | 0.10     | 0.07        | -0.20        | -0.06          |
| Group Change   | 0.21          | -0.07             | -0.01        | -0.13       | -0.05    | 0.18        | 0.06         | -0.04          |

TABLE II: Correlation table for subscales and trust, p<0.05 are bolded

The trust levels for the robot also provide support for its use in the support group context. The large effect size and the significant increase in trust point towards the robot’s potential as an effective mediator in support group conversations.

B. Demographics

After using a Bonferroni correction for multiple comparisons, none of the tested demographics (age, gender, ethnicity, and degree sought) had a statistically significant impact on the trust in the robot or other participants in the session. As can be seen in Table II, there were significant correlations between trust in the robot before and Agreeableness and Trust Baseline (.25) as well as a strong negative correlation with NARS Overall (-.36). Interestingly, the only correlation with the Robot Change was Conscientiousness, possibly due to a sense of duty to rate the robot higher after the group interaction. There were no significant correlations in any of the surveys with Group Before or Group Change.

C. Factor Analysis

A factor analysis was performed to understand the hidden latent variables affecting the results for n = 71 participants. The Root Mean Squared Error of Approximation and Root Mean Square of Residuals were used as an adequacy test to determine if a number of factors was sufficient [39]. One dominant factor sufficient to meet the adequacy test standards (RMSEA=(0.04, 0.06), RMSR=(0.04, 0.06)) was found. Removing the participants who did not take the survey seriously resulted in higher inter-correlations among the questions, thus allowing more questions to be loaded into the factor. After cleaning the results, the survey data showed a total Cronbach’s alpha of over 0.9. The robot and group trust subscales also showed Cronbach’s alphas of over 0.9, thus validating the internal consistency of the participants’ responses.

The questions that were loaded into the factor held an overarching theme of general trust. The single trust factor became more dominant after the session for the robot trust questions (eigenvalue went from 17.03 to 22.87), but became less dominant for the group trust questions (eigenvalue went from 24.60 to 17.48). This suggests that the participant conceptions of trust in the robot became more monolithic (meaning uniform and indivisible) after the interaction, while conceptions of trust in the other participants became less monolithic. All but two of the survey questions were loaded into the one factor. In looking at the unloaded questions, it can be seen that they also measure general trust, but include elements of the ability aspect of trust that may have deterred participants from having similar answers to other questions. For example, the question “I would trust the robot to take me to the airport” had very low correlations with the other questions, even though it is asking about the participants’ trust in the robot because it seems infeasible that the small robot could drive. After performing the factor analysis, it was decided that two questions that were poorly correlated with the rest of the survey questions were loaded out. The single factor solution suggests that participants had a vague, monolithic notion of trust in one another that they used to answer the survey. This may be because even after the group interaction, they had only known one another for a short time, and had yet to solidify more distinct facets of trust in one another and the robot.

D. Qualitative Results

At the conclusion of the support group setting the participants were asked by the robot, “What is something each of you learned today?” Many participants expressed sentiments that they were “not alone in feeling stressed” and “everyone is in the same boat.” Several expressed that they felt they had “learned new tips and strategies for dealing with stress.”
Not all participants described feeling that way. Several chose to focus more on the robot, for example saying “I am much more comfortable talking to the robot than I thought I would be” and “I am shocked by machine and human interaction, the robot can talk and kind of understand feelings.”

In their optional feedback, many participants expressed that they enjoyed the group interaction. Contrary to expectations, almost all participants expressed that stress was not a sensitive topic, and that they “talk about academic stress all the time” with family and friends. When asked how the session differed from everyday conversations about school stress, some participants focused on how the discussion with the robot was mechanical and not a free flowing discussion, while others focused on how they felt talking with a robot and strangers allowed them to “say things I could not share in other situations.” Although most participants expressed that it was easy to talk about academic stress, even with strangers and a robot, almost all participants said they felt they grew closer with one another through the group interaction, and that trust grew as they shared with one another. Supported by the survey data, this validates the hope that robot-mediated support group interaction increases participant trust and helps go alleviate academic stress.

In the group interview, participants also offered feedback on the limitations of the interaction and suggestions for improvement. A commonly-discussed limitation many was the “lack of humanity” of the Nao robot as a mediator. This sentiment was explained by several participants as being related to the Nao robot’s simple, inexpressive face. Although the robot employed gestures such as shrugging and head scratching, participants felt that it could not display empathy and that the pauses and gestures were ‘awkward’. The robot turned its head to look at the participant who was speaking; one participant felt “it was always watching me” while others described it as ‘lifeless’. Another limitation participants identified in the design was the robot sound. Participants felt that the noise of the robot’s motors interrupted the conversation flow and reminded them that the mediator was a robot. Non-native English speakers also had trouble understanding the robotic voice and often asked for the question and disclosures to be repeated. When discussing suggestions for improvement, two common themes emerged.

V. CONCLUSION

This work reported on a user study evaluating trust in a socially assistive robot-mediated academic support group for stressed university students. A group mediation framework was developed and validated. To measure trust, a dyadic trust scale was implemented and found to be uni-factorial, validating it as an appropriate general measure of trust. The support group interaction had a strong effect on participants’ trust in one another and on their trust in the robot. Participants were willing to learn from and share with one another under the guidance of the robot mediator. This work validated that the robot did function as an effective mediator of the support group interaction, opening the door to future work with robot support group mediators.

Future work will utilize the collected data to develop models of the multi-party human-robot interaction dynamics. It will also use the self-annotations of trust to develop predictive models of how trust changes in order to inform autonomous robot control. Based on the participant feedback, ongoing work will explore using more human-like voices to improve participant comprehension of the robot’s speech. The collected data will be used to develop improved models of turn-taking that will allow the robot to choose when to speak autonomously and allow it to provide acknowledgement after a participant finishes speaking in their turn. The presented work aims to inform the development of effective robot mediators that can positively influence and improve group dynamics in compelling settings such as support groups.
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