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Abstract
The total least squares problem with the general Tikhonov regularization can be reformulated as a one-dimensional parametric minimization problem (PM), where each parameterized function evaluation corresponds to solving an $n$-dimensional trust region subproblem. Under a mild assumption, the parametric function is differentiable and then an efficient bisection method has been proposed for solving (PM) in literature. In the first part of this paper, we show that the bisection algorithm can be greatly improved by reducing the initially estimated interval covering the optimal parameter. It is observed that the bisection method cannot guarantee to find the globally optimal solution since the nonconvex (PM) could have a local non-global minimizer. The main contribution of this paper is to propose an efficient branch-and-bound algorithm for globally solving (PM), based on a new underestimation of the parametric function over any given interval using only the information of the parametric function evaluations at the two endpoints. We can show that the new algorithm (BTD Algorithm) returns a global $\epsilon$-approximation solution in a computational effort of at most $O(n^3/\sqrt{\epsilon})$ under the same assumption as in the bisection method. The numerical results demonstrate that our new global optimization algorithm performs even much faster than the improved version of the bisection heuristic algorithm.
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1 Introduction

In order to handle the overestimated linear equations $Ax \approx b$ with the noised data matrix $A \in \mathbb{R}^{m \times n}$ and the noised observed vector $b \in \mathbb{R}^m$, the total least squares (TLS) approach was firstly proposed in [9] by solving the following optimization problem:

$$\min_{E \in \mathbb{R}^{m \times n}, r \in \mathbb{R}^m, x \in \mathbb{R}^n} \left\{ \| E \|_F^2 + \| r \|_2^2 : (A + E)x = b + r \right\}, \quad (1)$$

where $\| \cdot \|_F$ and $\| \cdot \|_2$ denote the Frobenius norm and the Euclidean norm, respectively, $E$ and $r$ are the perturbations. For more details, we refer to [10,23,24] and references therein.

Let $(E^*, r^*, x^*)$ be an optimal solution to the above minimization problem (1). It can be verified that $E^*$ and $r^*$ have a closed-form expression in terms of $x^*$ as the problem (1) is a linear-equality constrained convex quadratic program with respect to $E$ and $r$. Therefore, by eliminating $E$ and $r$ from (1), we obtain the following equivalent quadratic fractional program:

$$\min_{x \in \mathbb{R}^n} \frac{\| Ax - b \|_2^2}{\| x \|_2^2 + 1}, \quad (2)$$

which can be easily solved by finding the smallest singular value and the corresponding vector of the augmented matrix $[A b]$ if it has a full column rank, see [9,24].

For the ill-conditioned (TLS) problem, Tikhonov regularization [22] is an efficient way to stabilize the solution by appending a quadratic penalty to the objective function:

$$\min_{E \in \mathbb{R}^{m \times n}, r \in \mathbb{R}^m, x \in \mathbb{R}^n} \left\{ \| E \|_F^2 + \| r \|_2^2 + \rho \| Lx \|_2^2 : (A + E)x = b + r \right\}, \quad (3)$$

where $\rho > 0$ is the penalty parameter, and $L \in \mathbb{R}^{k \times n}$ ($k \leq n$) is the particularly chosen regularization matrix of full row-rank. It is worth noting that the model (3) also works for the underestimated linear system $Ax = b$. Similar to (1), (2), by eliminating the variables $E$ and $r$, we can recast (3) as the following optimization problem with respect to $x$ [1,14]:

$$(P) \min_{x \in \mathbb{R}^n} \frac{\| Ax - b \|_2^2}{\| x \|_2^2 + 1} + \rho \| Lx \|_2^2.$$  

The objective function in (P) is non-convex and has local non-global minimizers. Consequently, it is difficult to solve (P) to the global optimality.

Let $F \in \mathbb{R}^{n \times (n-k)}$ be a matrix whose columns form an orthogonal basis of the null space of $L$. Throughout this paper, we make the following assumption, which was firstly presented in [1]:

either $k = n$ or $\lambda_{\min} \begin{bmatrix} F^T A^T A F & F^T A^T b \\ b^T A F & \| b \|_2^2 \end{bmatrix} < \lambda_{\min} (F^T A^T A), \quad (4)$

where $\lambda_{\min}(\cdot)$ is the minimal eigenvalue of $(\cdot)$. As shown in [1], it is a sufficient condition under which the minimum of (P) is attained. The assumption (4) is also essential in an extended version of (P), see [3].

It is not difficult to verify that (P) can be equivalently rewritten as the following one-dimensional parametric optimization problem [1]:

$$(PM) \min_{\alpha \geq 1} \left\{ \mathcal{G}(\alpha) := \min_{\| x \|_2^2 = \alpha - 1} \left\{ \frac{\| Ax - b \|_2^2}{\alpha} + \rho \| Lx \|_2^2 \right\} \right\}, \quad (5)$$

where evaluating the function value $\mathcal{G}(\alpha)$ corresponds to solving an equality version of the trust-region subproblem (TRS) [4,8,16]. It is shown in [1] that $\mathcal{G}(\alpha)$ is continuous. Under
a mild condition, it is also differentiable. Then, a bisection method is suggested in [1] to solve the equation $G'(\alpha) = 0$ based on solving a sequence of (TRS), denoted by Algorithm TRTLSG. It converges to the global minimizer if the function $G(\alpha)$ is unimodal, which is true when $L = I$. For recent progress on this special identical case, we refer to [26]. Since there are exceptional examples [1] to show that $G(\alpha)$ is not always unimodal, Algorithm TRTLSG remains a heuristic algorithm as it does not guarantee the convergence to the global minimizer of (P).

Let $x^\ast$ be a globally optimal solution to (P). Then $\alpha^\ast = \|x^\ast\|^2 + 1$ is an optimal solution of (PM). Algorithm TRTLSG starts from an initial interval covering $\alpha^\ast$, denoted by $[\alpha_{\min}, \alpha_{\max}]$. As in [1], $\alpha_{\min}$ is trivially set as $1 + \epsilon_1$, where $\epsilon_1 > 0$ is a tolerance parameter. $\alpha_{\max}$ is chosen in a closed form based on a tedious derivation of the upper bound of $\|x^\ast\|$ under Assumption (4). Notice that the computational cost of Algorithm TRTLSG is proportional to $\log(\alpha_{\max} - \alpha_{\min})$, where $\alpha_{\max} - \alpha_{\min}$ is the length of the initial interval. Thus, in the first part of this paper, we try to improve the lower and upper estimations of $\alpha^\ast$. More precisely, we firstly establish a new closed-form upper bound of $\alpha^\ast$, which greatly improves the quality of the current estimation at the same computational cost. Secondly, a new lower bound of $\alpha^\ast$ is derived in place of the trivial setting $\alpha_{\min} = 1 + \epsilon_1$. With the new setting of $\alpha_{\min}$ and $\alpha_{\max}$, the efficiency of Algorithm TRTLSG is greatly improved at least for all our tested numerical results.

The main contribution of this paper is to propose a two-layer dual approach for under-estimating $G(\alpha)$ over any given interval, without additional computational cost except for evaluating $G(\alpha)$ at the two endpoints of the interval. With this high-quality underestimation, we develop an efficient branch-and-bound algorithm to solve the one-dimensional parametric reformulation (PM) (5). Our new algorithm guarantees to find a global $\epsilon$-approximation solution of (PM) in at most $O(1/\epsilon)$ iterations and the computational effort in each iteration is $O(n^3 \log(1/\epsilon))$. Under the additional assumption to make $G(\alpha)$ be differentiable, the number of iterations can be further reduced to $O(1/\sqrt{\epsilon})$. Numerical results demonstrate that, in most cases, our new global optimization algorithm is much faster than the improved version of the heuristic Algorithm TRTLSG.

The remainder of the paper is organized as follows. In Sect. 2, we present some preliminaries and the bisection heuristic Algorithm TRTLSG. In Sect. 3, we establish new lower and upper bounds on the norm of any optimal solution of (P), with which the computation cost of Algorithm TRTLSG greatly decreases. In Sect. 4, we propose a new underestimation and then use it to develop an efficient branch-and-bound algorithm. The worst-case computational complexity is also analyzed. Numerical comparisons among the above two algorithms are reported in Sect. 5. Concluding remarks are made in Sect. 6.

Throughout the paper, the notation “=” denotes “define”, $v(\cdot)$ denotes the optimal objective value of the problem (·). $I$ is the identity matrix. The matrix $A \succ (\succeq)0$ stands for that $A$ is positive (semi-)definite. The inner product of two matrices $A$ and $B$ are $\text{tr}(AB^T)$. $\text{Range}(A) = \{Ax : x \in \mathbb{R}^n\}$ is the range space of $A$. The one-dimensional intervals $\{x : a < x < b\}$ and $\{x : a \leq x \leq b\}$ are denoted by $(a, b)$ and $[a, b]$, respectively. $\lceil \cdot \rceil$ is the smallest integer larger than or equal to $\cdot$.

### 2 The bisection algorithm

In this section, we present the bisection algorithm, denoted by Algorithm TRTLSG in [1]. To begin with, we firstly list some preliminary results of (P) and $G(\alpha)$ defined in (5).
Theorem 1 ([1]) Under Assumption (4) and \( k < n \), we have
\[
v(P) \leq \lambda_{\min} \begin{bmatrix} F^T A^T A F & F^T A^T b \\ b^T A F & \|b\|^2 \end{bmatrix}
\]
and the minimum of (P) is attained.

Theorem 2 ([1]) Let \( x^* \) be an optimal solution of (P). If \( k = n \), we have
\[
\|x^*\|^2 \leq \frac{\|b\|^2}{\rho \cdot \lambda_{\min}(LL^T)}.
\]
Otherwise, if \( k < n \), under Assumption (4), it holds that
\[
\|x^*\|^2 \leq \max \left\{ 1, \frac{\|b\|^2 + (\lambda_{\max}(A^T A) + \|A^T b\|)(\delta + 2\sqrt{\delta}) + l_1(1 + \delta)}{l_1 - l_2} \right\}^2 + \delta,
\]
where \( \lambda_{\max}(\cdot) \) is the maximal eigenvalue of (\cdot), and
\[
l_1 = \lambda_{\min}(F^T A^T A F),
\]
\[
l_2 = \lambda_{\min}(F^T A^T A F),
\]
\[
\delta = \frac{l_2}{\rho \cdot \lambda_{\min}(LL^T)}.
\]
Define
\[
Q_\alpha := \frac{1}{\alpha} A^T A + \rho L^T L, \quad f_\alpha := \frac{1}{\alpha} A^T b.
\]
We reformulate \( G(\alpha) \) (5) as
\[
G(\alpha) = \min_{\|x\|^2 = \alpha - 1} \left\{ x^T Q_\alpha x - 2f_\alpha^T x + \frac{\|b\|^2}{\alpha} \right\},
\]
which is an equality version of the trust region subproblem (TRS) [4,8,16]. Though it is a non-convex optimization problem, there is a necessary and sufficient condition to characterize any globally optimal solution of (TRS) (11). It means that (TRS) enjoys the hidden convexity.

Theorem 3 ([6,8,16]) For any \( \alpha > 1 \), \( x(\alpha) \) is an optimal solution of (11) if and only if there exists \( \lambda(\alpha) \in \mathbb{R} \) such that
\[
(Q_\alpha - \lambda(\alpha) I)x(\alpha) = f_\alpha,
\]
\[
\|x(\alpha)\|^2 = \alpha - 1,
\]
\[
Q_\alpha - \lambda(\alpha) I \succeq 0.
\]
Corollary 1 For any \( \alpha > 1 \), suppose
\[
f_\alpha \notin \text{Null}(Q_\alpha - \lambda_{\min}(Q_\alpha) I)^{-1},
\]
then the KKT conditions (12)–(14) has a unique solution \( (x(\alpha), \lambda(\alpha)) \).

Theorem 3 supported many algorithms for solving (TRS), see, for example, [4,6,16,18,19,21]. In this paper, for the tested medium-scale problems, we apply the solution approach based on the complete spectral decomposition [7].
Theorem 4 ([1]) $G(\alpha)$ is continuous over $[1, +\infty)$.

Theorem 5 ([1]) Suppose that assumption (15) holds for all $\alpha > 1$, then $G(\alpha)$ is differentiable of any order. Moreover, the first derivative is given by

$$
G'(\alpha) = \lambda(\alpha) - \frac{\|Ax(\alpha) - b\|^2}{\alpha^2},
$$

where $(x(\alpha), \lambda(\alpha))$ is the unique solution of the KKT conditions (12)–(14).

Based on Theorems 2, 3 and 5, applying the simple bisection method to solve $G'(\alpha) = 0$ yields Algorithm TRTLSG proposed in [1].

Algorithm TRTLSG [1]
1. Input: $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$, $L \in \mathbb{R}^{k \times n}$, $\rho > 0$, and $\epsilon_1 > 0$, $\epsilon_2 > 0$: tolerance parameters.
2. Set $\alpha_{\min} := 1 + \epsilon_1$. Let $\alpha_{\max}$ be the upper bound given in Theorem 2.
3. While $|\alpha_{\max} - \alpha_{\min}| > \epsilon_2$, repeat the following steps (a)-(c):
   (a) Set $\alpha := \frac{\alpha_{\min} + \alpha_{\max}}{2}$.
   (b) Solve (TRS) (11) or the equivalent KKT conditions (12)–(14) and obtain the solution $(x(\alpha), \lambda(\alpha))$.
   (c) If $\lambda(\alpha) - \frac{\|Ax(\alpha) - b\|^2}{\alpha^2} > 0$, then set $\alpha_{\max} := \alpha$; else set $\alpha_{\min} := \alpha$.
4. Output $x^* := x(\alpha_{\max})$: an approximately optimal solution of (P).

If the function $G(\alpha)$ is unimodal, Algorithm TRTLSG converges to the global minimizer of (P). It is proved to be true when $L = I$ [1]. In general, this is not true. A counterexample (with $m = n = 4$, $k = 3$) is plotted in [1] to show that $G(\alpha)$ is not always unimodal. Thus, Algorithm TRTLSG could return a local non-global minimizer of (P).

3 Bounds on the norm of any globally optimal solution

In this section, we establish new lower and upper bounds on the norm of any globally optimal solution of (P). They help to greatly improve the efficiency of Algorithm TRTLSG.

3.1 A new lower bound

To our best knowledge, there is no nontrivial lower bound on the norm of any globally optimal solution of (P) except for the trivial setting $1 + \epsilon_1$ in [1]. In this subsection, in order to derive such a new lower bound, we firstly need a technical lemma.

Lemma 1 Under Assumption (4), for any $\mu > 0$, we have

$$
A^T A + \mu L^T L > 0.
$$

Proof It is sufficient to consider the nontrivial case $k < n$, as the other case $k = n$ implies that $L^T L > 0$ and hence (16) holds true. Then, according to Assumption (4), we have

$$
\lambda_{\min} \left( F^T A^T AF \right) > \lambda_{\min} \left[ \begin{array}{cc}
F^T A^T AF & F^T A^T b \\
b^T AF & \|b\|^2
\end{array} \right] = \lambda_{\min} \left( [AF b]^T [AF b] \right) \geq 0.
$$
It follows that $F^T A^T A F > 0$, that is, $y^T F^T A^T A F y > 0$ for all $y \neq 0$. Since $\{F y : y \in \mathbb{R}^{n-k}, y \neq 0\} = \{x \neq 0 : L x = 0\}$, we have $x^T A^T A x > 0$ for all $L x = 0$ and $x \neq 0$. This implies that Null($L$) $\cap$ Null($A$) = \{0\}, which means that for any $x \neq 0$, either $x^T A^T A x > 0$ or $x^T L^T L x > 0$. Thus, $x^T (A^T A + \mu L^T L)x > 0$ for all $x \neq 0$, implying that $A^T A + \mu L^T L > 0$. The proof is complete.

Theorem 6

Suppose $A^T b \neq 0$. Let $x^*$ be an optimal solution of (P). Define

$$
\kappa_1 = \begin{cases} 
\|b\|^2 - b^T A (A^T A + \mu L^T L)^{-1} A^T b, & \text{if } k = n, \\
\min\{l_2, \|b\|^2 - b^T A (A^T A + \mu L^T L)^{-1} A^T b\}, & \text{if } k < n,
\end{cases}
$$

where $l_2$ is defined in (9). Let $\kappa_2 = \lambda_{\min}(A^T A + \mu L^T L) - \kappa_1$. Then, $\kappa_1 < \|b\|^2$ and

$$
\|x^*\| \geq \begin{cases} 
\frac{\|b\|^2 - \kappa_1}{2\|A^T b\|^2}, & \text{if } \kappa_2 = 0, \\
\frac{\|A^T b\|^2 - \sqrt{\|A^T b\|^4 - 4\kappa_2 (\|b\|^2 - \kappa_1)}}{\kappa_2}, & \text{otherwise}.
\end{cases}
$$

Proof

Since

$$
\frac{\|A x - b\|^2}{\|x\|^2 + 1} + \rho \|L x\|^2 \leq J(x) := \|A x - b\|^2 + \rho \|L x\|^2,
$$

we have

$$
v(P) \leq \min_{x \in \mathbb{R}^n} J(x).
$$

By Lemma 1, $J(x)$ has a unique minimizer $x^* = (A^T A + \mu L^T L)^{-1} A^T b$. Since $A^T b \neq 0$, we have $x^* \neq 0$ and thus it holds that

$$
J(x^*) = \|b\|^2 - b^T A (A^T A + \mu L^T L)^{-1} A^T b < J(0) = \|b\|^2.
$$

We obtain that $\kappa_1 < \|b\|^2$.

According to Theorem 1 and the definitions of $\kappa_1$, $l_2$ and $x^*$, we have

$$
\kappa_1 \geq v(P) \geq \frac{\|A x^* - b\|^2 + \rho \|L x^*\|^2}{\|x^*\|^2 + 1} \geq \frac{\lambda_{\min}(A^T A + \mu L^T L)\|x^*\|^2 - 2b^T A x^* + \|b\|^2}{\|x^*\|^2 + 1} \geq \frac{\lambda_{\min}(A^T A + \mu L^T L)\|x^*\|^2 - 2\|A^T b\|\|x^*\| + \|b\|^2}{\|x^*\|^2 + 1},
$$

where the last inequality follows from Cauchy-Schwartz inequality. Therefore, we obtain

$$
\left(\lambda_{\min}(A^T A + \mu L^T L) - \kappa_1\right) \|x^*\|^2 - 2\|A^T b\|\|x^*\| + \|b\|^2 - \kappa_1 \leq 0. \hspace{1cm} (18)
$$

Solving the quadratic inequality (18) with respect to $\|x^*\|$ gives the lower bound on $\|x^*\|$ (17). The proof is complete.

Suppose $A^T b = 0$, (P) is reduced to

$$
\min_{x \in \mathbb{R}^n} \frac{x^T A^T A x + \|b\|^2}{\|x\|^2 + 1} + \rho \|L x\|^2,
$$

If $b = 0$, since the objective function (19) is nonnegative, we can see that $x^* = 0$ is an optimal solution of (P). For this case, the initial setting $\alpha_{\min} = 1 + \epsilon_1$ in Algorithm TRTLSG [1] is overestimated.
Finally, we assume $A^T b = 0$ and $b \neq 0$. The relation between the initial setting of $\alpha_{\min}$ and the quality of the approximation minimizer of $G(\alpha)$ over $\{1\} \cup [\alpha_{\min}, \alpha_{\max}]$ is established as follows.

**Proposition 1** Suppose $A^T b = 0$ and $b \neq 0$, for any $\epsilon \geq 0$,

$$\min \left\{ G(1), \min_{\alpha \geq \frac{|b|^2}{|b|^2 - \epsilon}} G(\alpha) \right\} \leq v(P) + \epsilon.$$  

**Proof** According to the definition (5), we have

$$\min_{1 \leq \alpha \leq \frac{|b|^2}{|b|^2 - \epsilon}} G(\alpha) \geq \min_{x} \frac{x^T A^T Ax + \|b\|^2}{\|b\|^2 / (\|b\|^2 - \epsilon)} + \rho \|Lx\|^2 \geq \frac{\|b\|^2}{\|b\|^2 / (\|b\|^2 - \epsilon)} = \|b\|^2 - \epsilon.$$

Since $G(1) = \|b\|^2$, we have

$$v(P) = \min \left\{ \min_{1 \leq \alpha \leq \frac{|b|^2}{|b|^2 - \epsilon}} G(\alpha), \min_{\alpha \geq \frac{|b|^2}{|b|^2 - \epsilon}} G(\alpha) \right\} \geq \min \left\{ G(1) - \epsilon, \min_{\alpha \geq \frac{|b|^2}{|b|^2 - \epsilon}} G(\alpha) \right\} \geq \min \left\{ G(1), \min_{\alpha \geq \frac{|b|^2}{|b|^2 - \epsilon}} G(\alpha) \right\} - \epsilon.$$  

$\square$

### 3.2 New upper bounds

In this subsection, we propose two improved upper bounds on the norm of any optimal solution of (P), one of which has the same computational cost as the upper bound given in Theorem 2.

Let $x^*$ be any globally optimal solution of (P). Consider the nontrivial case $k < n$. Though the derivation of the upper bound (7) given in Theorem 2 is rather tedious, it is basically based on the two inequalities

$$\|Ax^* - b\|^2 \leq l_2(\|x^*\|^2 + 1),$$  

$$\rho \|Lx^*\|^2 \leq l_2,$$

which follow from (6) in Theorem 1. Thus, a tighter upper bound is given by

$$\max_{(20),(21)} \|x^*\|^2.$$  

It leads to an inhomogeneous quadratic constrained quadratic program and still hard to solve. We further relax (22) to its Lagrangian dual problem, which can be rewritten as the following semidefinite program (SDP):

$$\text{(SDP)} \min \ t,$$

s.t. $\mu_1 B_2 + \mu_2 B_3 - B_1 \geq 0,$

$\mu_1 \geq 0, \mu_2 \geq 0,$
where
\[ B_1 = \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix}, \quad B_2 = \begin{pmatrix} A^T A - l_2 I & -A^T b \\ -b^T A & b^T b - l_2 \end{pmatrix}, \quad B_3 = \begin{pmatrix} \rho L^T L & 0 \\ 0 & -l_2 \end{pmatrix}. \]

\( v(SDP) \) gives a new upper bound of \( \|x^*\|^2 \). If strong duality holds for (22), then the new bound \( v(SDP) \) is always not weaker than (7). But the computation of (SDP) is much more time-consuming than that of (7).

In the following, we propose a new upper bound of \( \|x^*\|^2 \) with the same computational effort as (7). The basic idea is directly following the original inequality (6) rather than (20)-(21).

**Theorem 7** Let \( \beta = 2\lambda_{\text{max}}(A^T A), \quad \gamma = 2\|A^T b\|, \quad \zeta = \rho\lambda_{\text{min}}(LL^T) \). We have

\[ \|x^*\|^2 \leq -\frac{1}{2} + \frac{l_2}{2\zeta} + \frac{\sqrt{(\zeta - l_2)^2 + \beta^2 + 4\zeta l_2 + \frac{\gamma^2}{l_1 - l_2} \zeta}}{2\zeta} + \left( \frac{\gamma + \sqrt{\gamma^2 + (l_1 - l_2)(4l_2 + \frac{\beta^2}{\zeta} + \frac{(\zeta - l_2)^2}{\zeta})}}{2(l_1 - l_2)} \right)^2. \]  

(23)

**Proof** \( x^* \) has the following decomposition

\[ x^* = L^T w + F v, \]  

(24)

where \( w \in \mathbb{R}^k \) and \( v \in \mathbb{R}^{n-k} \). Substituting (24) into (6) yields

\[ \|AL^T w + AF v - b\|^2 + \rho\|LL^T w\|^2 (t_1 + t_2 + 1) \leq l_2(t_1 + t_2 + 1). \]  

(25)

where \( t_1 = \|L^T w\|^2 \) and \( t_2 = \|v\|^2 \). Since

\[ \|AL^T w + AF v - b\|^2 = \|AF v\|^2 + 2v^T F^T A^T (AL^T w - b) + \|AL^T w - b\|^2 \geq l_1\|v\|^2 + 2v^T F^T A^T (AL^T w - b) \geq l_1\|v\|^2 - 2\|v\| \cdot \|A^T AL^T w - A^T b\| \geq l_1\|v\|^2 - 2\|v\| \left( \lambda_{\text{max}}(A^T A)\|L^T w\| + \|A^T b\| \right) = l_1 t_2 - \sqrt{t_2} (\beta\sqrt{t_1} + \gamma), \]

where the second inequality follows from Cauchy-Schwartz inequality, and

\[ \rho\|LL^T w\|^2 = \rho w^T (LL^T)^{\frac{1}{2}} LL^T (LL^T)^{\frac{1}{2}} w \geq \rho \lambda_{\text{min}}(LL^T) w^T (LL^T)^{\frac{1}{2}} (LL^T)^{\frac{1}{2}} w = \zeta w^T LL^T w = \zeta t_1, \]

it follows from the inequality (25) that

\[ l_1 t_2 - \sqrt{t_2} (\beta\sqrt{t_1} + \gamma) + \zeta t_1(t_1 + t_2 + 1) \leq l_2(t_1 + t_2 + 1). \]

Or equivalently, we have

\[ \left( \zeta t_1^2 + (\zeta - l_2)t_1 \right] + \left[ \zeta t_1 t_2 - \beta\sqrt{t_1 t_2} \right] + \left[ (l_1 - l_2)t_2 - \gamma\sqrt{t_2} \right] - l_2 \leq 0. \]  

(26)
Notice that
\[
\zeta t_1^2 + (\zeta - l_2)t_1 \geq -\frac{(\zeta - l_2)^2}{4\zeta},
\]
(27)
\[
\zeta t_1 t_2 - \beta \sqrt{t_1 t_2} \geq -\frac{\beta^2}{4\zeta},
\]
(28)
\[
(l_1 - l_2)t_2 - \gamma \sqrt{t_2} \geq -\frac{\gamma^2}{4(l_1 - l_2)}.
\]
(29)
Substituting (28), (29) into (26), we obtain
\[
t_1 \leq -\frac{1}{2} + \frac{l_2}{2\zeta} + \frac{\sqrt{(\zeta - l_2)^2 + \beta^2 + 4\zeta l_2 + \frac{\gamma^2}{l_1 - l_2}}}{2\zeta}.
\]
Similarly, substituting (27), (28) into (26), we have
\[
\sqrt{t_2} \leq \frac{\gamma + \sqrt{\gamma^2 + (l_1 - l_2)(4l_2 + \frac{\beta^2}{\zeta} + \frac{(\zeta - l_2)^2}{\zeta})}}{2(l_1 - l_2)}.
\]
The proof is complete as \(\|x^*\|^2 = t_1 + t_2\).

In order to compare the existing upper bound (7) with the new bounds \(v(SDP)\) and (23), we do numerical experiments using the noise-free data of the first example presented in Sect. 5. The dimension \(n\) varies from 20 to 3000 and the regularization parameter \(\rho\) is simply fixed at 0.5. The computational environment is presented in Sect. 5. We report the numerical results in Table 1. It can be seen that \(v(SDP)\) gives the tightest upper bound with the highest computation cost. For each test instance, the new upper bound (23) is much tighter than the existing upper bound (7) in the same computational time. We can see that, for the instance of dimension 1000, Algorithm TRTLSG will save \(\log_2\left(\frac{1.97 \times 10^{12}}{4.79 \times 10^6}\right) \approx 15\) iterations if the new upper bound (23) is used to replace (7). From Columns 2–3 of Table 1, it is observed that the new lower bound (17), solved at a low computational cost, is much tighter than the trivial bound \(1 + \epsilon_1 = 1.1\). For the instance of dimension 1000, replacing the trivial bound 1 + \(\epsilon_1\) with the new lower bound (17) will help Algorithm TRTLSG to save \(\log_2\left(\frac{1.64 \times 10^7}{1.1}\right) \approx 7\) iterations.

4 Branch-and-bound algorithm based on a two-layer dual approach

In this section we firstly present a two-layer dual approach for underestimating \(G(\alpha)\) (5) and then use it to develop an efficient branch-and-bound algorithm (Algorithm BB-TLD). The worst-case computational complexity is also analyzed.

4.1 A two-layer dual underestimation approach

The efficiency to solve (P) via (5) relies on an easy-to-compute and high-quality lower bound of \(G(\alpha)\) (5) over any given interval \([\alpha_i, \alpha_{i+1}]\). The difficulty is that there seems to be no closed-form expression of \(G(\alpha)\). In this subsection, we present a new approach for underestimating \(G(\alpha)\).
Our goal is to find a lower bound of the problem:

\[
\alpha \geq g(\alpha) \quad \text{subject to} \quad x(\alpha)\in \mathbb{R}^n \\
\] (12)

and enjoys the strong Lagrangian duality [25]. Then, it follows that

\[
\lambda(\alpha) = \min_{\alpha \in \mathbb{R}^n} \{ g(\alpha) = \min_{x(\alpha) = \alpha} \frac{p(x)}{\alpha} + h(x) \}
\] (30)

using only the solutions of evaluating \(G(\alpha)\) at the two endpoints \(\alpha_i\) and \(\alpha_{i+1}\), i.e., \((x(\alpha_i), \lambda(\alpha_i))\) and \((x(\alpha_{i+1}), \lambda(\alpha_{i+1}))\), which are obtained by solving (12)–(14) with the setting \(\alpha = \alpha_i\) and \(\alpha = \alpha_{i+1}\), respectively.

For any \(\alpha \in [\alpha_i, \alpha_{i+1}]\), the problem of evaluating \(G(\alpha)\) is an equality version of (TRS) and enjoys the strong Lagrangian duality [25]. Then, it follows that

\[
G(\alpha) = \max_{\alpha \in \mathbb{R}^n} \min_{\lambda \in \mathbb{R}^n} \frac{p(x)}{\alpha} + h(x) - \lambda(g(x) - \alpha)
\] (31)

\[
= \max_{\alpha \in \mathbb{R}^n} \frac{p(x(\lambda, \alpha))}{\alpha} + h(x(\lambda, \alpha)) - \lambda(g(x(\lambda, \alpha)) + \alpha \lambda),
\] (32)

where \(x(\lambda, \alpha)\) is an optimal solution of the inner minimization of (31).

Let \((x(\alpha), \lambda(\alpha))\) be the solution of the KKT system (12)–(14), i.e., \(x(\alpha)\) is an optimal solution to the minimization problem of evaluating \(G(\alpha)\) and \(\lambda(\alpha)\) is the Lagrangian multiplier corresponding to the sphere constraint \(g(x) - \alpha = 0\). Then, it follows from (30) that

\[
G(\alpha) = \frac{p(x(\alpha))}{\alpha} + h(x(\alpha))
\] (33)

\[
= \frac{p(x(\alpha))}{\alpha} + h(x(\alpha)) - \lambda(\alpha)(g(x(\alpha)) - \alpha)\]

\[
= \min_{x \in \mathbb{R}^n} \frac{p(x)}{\alpha} + h(x) - \lambda(\alpha)(g(x) - \alpha),
\] (34)

where (33) holds since \(x(\alpha)\) is a feasible solution so that \(g(x(\alpha)) - \alpha = 0\), (34) follows from the fact that \(\lambda(\alpha)\) is an optimal solution to the outer optimization problem of (31).
Setting $\alpha = \alpha_i$ and $\alpha = \alpha_{i+1}$ in (33), respectively, we have

$$\frac{p(x(\lambda, \alpha))}{\alpha_i} + h(x(\lambda, \alpha)) - \lambda(\alpha_i)g(x(\lambda, \alpha)) + \alpha_i \lambda(\alpha_i) \geq G(\alpha_i),$$

and

$$\frac{p(x(\lambda, \alpha))}{\alpha_{i+1}} + h(x(\lambda, \alpha)) - \lambda(\alpha_{i+1})g(x(\lambda, \alpha)) + \alpha_{i+1} \lambda(\alpha_{i+1}) \geq G(\alpha_{i+1}),$$

which give hints of estimating the unknowns in (32), $p(x(\lambda, \alpha))$, $h(x(\lambda, \alpha))$ and $g(x(\lambda, \alpha))$. It leads to the following underestimation of $G(\alpha)$ over $\alpha \in [\alpha_i, \alpha_{i+1}]$:

$$G(\alpha) := \max_{\lambda \in \mathbb{R}} \min_{y_p, y_h, y_g} \frac{y_p}{\alpha} + y_h - \lambda y_g + \alpha \lambda$$

subject to

$$\frac{y_p}{\alpha_i} + y_h - \lambda(\alpha_i)y_g + \alpha_i \lambda(\alpha_i) \geq G(\alpha_i),$$

$$\frac{y_p}{\alpha_{i+1}} + y_h - \lambda(\alpha_{i+1})y_g + \alpha_{i+1} \lambda(\alpha_{i+1}) \geq G(\alpha_{i+1}).$$

The inner optimization problem of (35)–(37) in terms of $(y_p, y_h, y_g)$ is a linear program and hence it is equivalent to its dual maximization problem. Thus, we can rewrite the underestimation (35)–(37) as a double maximization problem:

$$\max_{\lambda \in \mathbb{R}} \max_{\mu_1, \mu_2} \mu_1 (G(\alpha_i) - \alpha_i \lambda(\alpha_i)) + \mu_2 (G(\alpha_{i+1}) - \alpha_{i+1} \lambda(\alpha_{i+1})) + \alpha \lambda$$

subject to

$$\frac{1}{\alpha_i} \mu_1 + \frac{1}{\alpha_{i+1}} \mu_2 = \frac{1}{\alpha},$$

$$\mu_1 + \mu_2 = 1,$$

$$\lambda(\alpha_i) \mu_1 + \lambda(\alpha_{i+1}) \mu_2 = \lambda,$$

$$\mu_1, \mu_2 \geq 0,$$

which can be recast as a standard optimization problem of maximizing (38) subject to (39)–(42) with respect to $\lambda$, $\mu_1$ and $\mu_2$. It follows from $\alpha_i < \alpha_{i+1}$ that $\mu_1$ and $\mu_2$ can be uniquely solved by the equalities (39), (40), that is,

$$\mu_1 = \frac{\alpha_i (\alpha_{i+1} - \alpha)}{\alpha(\alpha_{i+1} - \alpha_i)}, \quad \mu_2 = \frac{\alpha_{i+1} (\alpha - \alpha_i)}{\alpha(\alpha_{i+1} - \alpha_i)}.$$

Moreover, for the solutions $\mu_1$ and $\mu_2$ of (43), the constraint (42) holds as $1 \leq \alpha_i < \alpha_{i+1}$ and $\alpha \in [\alpha_i, \alpha_{i+1}]$. Substituting the solutions $\mu_1$ and $\mu_2$ (43) into the equality constraint (41), we obtain

$$\lambda = \frac{\alpha_i \alpha_{i+1}}{\alpha_{i+1} - \alpha_i} (\lambda(\alpha_i) - \lambda(\alpha_{i+1})) \frac{1}{\alpha} + \frac{1}{\alpha_{i+1} - \alpha_i} (\lambda(\alpha_{i+1}) \alpha_{i+1} - \lambda(\alpha_i) \alpha_i).$$

Therefore, the optimization problem (38)–(42) has been explicitly solved. Plugging (43) and (44) in (38) yields a closed-form expression of the underestimation function $G(\alpha)$:

$$G(\alpha) = c_1 \alpha + \frac{c_2}{\alpha} + c_3,$$
where the constant coefficients are defined as

\[
c_1 = \frac{\alpha_{i+1} \lambda(\alpha_{i+1}) - \alpha_i \lambda(\alpha_i)}{\alpha_{i+1} - \alpha_i},
\]

(46)

\[
c_2 = \alpha_i \alpha_{i+1} \left( \frac{G(\alpha_{i+1}) - G(\alpha_i)}{\alpha_{i+1} - \alpha_i} \right),
\]

(47)

\[
c_3 = \frac{\alpha_{i+1} G(\alpha_{i+1}) - \alpha_i G(\alpha_i)}{\alpha_{i+1} - \alpha_i} - c_1 (\alpha_{i+1} + \alpha_i).
\]

(48)

The underestimation \( \underline{G}(\alpha) \) is tight at the two endpoints as we can verify that

\[
\underline{G}(\alpha_{i+1}) = G(\alpha_{i+1}), \quad \underline{G}(\alpha_i) = G(\alpha_i).
\]

(49)

Then, the minimum of \( \underline{G}(\alpha) \) over \([\alpha_i, \alpha_{i+1}]\) provides a lower bound of (30). By simple computation, we have

\[
\min_{\alpha \in [\alpha_i, \alpha_{i+1}]} \underline{G}(\alpha) = \begin{cases} 
2\sqrt{c_1 c_2} + c_3, & \text{if } c_1 > 0, c_2 > 0, \alpha_i < \frac{c_2}{\sqrt{c_1}} < \alpha_{i+1}, \\
\underline{G}(\alpha_{i+1}), & \text{if } c_1 > 0, c_2 > 0, \alpha_{i+1} \leq \frac{c_2}{\sqrt{c_1}}, \\
\underline{G}(\alpha_i), & \text{if } c_1 > 0, c_2 \leq 0, \\
\underline{G}(\alpha_{i+1}), & \text{if } c_1 \leq 0, c_2 > 0, \\
\min \{ \underline{G}(\alpha_{i+1}), \underline{G}(\alpha_i) \}, & \text{if } c_1 \leq 0, c_2 \leq 0.
\end{cases}
\]

As a summary, we have the following result.

**Theorem 8** Let \( c_1, c_2 \) and \( c_3 \) be defined in (46)–(48), respectively. If

\[
c_1 > 0, \ c_2 > 0, \ \tilde{\alpha} := \sqrt{\frac{c_2}{c_1}} \in (\alpha_i, \alpha_{i+1}),
\]

(50)

then we have

\[
\min_{\alpha \in [\alpha_i, \alpha_{i+1}]} \underline{G}(\alpha) \geq \min_{\alpha \in [\alpha_i, \alpha_{i+1}]} \underline{G}(\alpha) = 2\sqrt{c_1 c_2} + c_3,
\]

where \( \tilde{\alpha} \) is the unique minimizer of \( \underline{G}(\alpha) \) over \([\alpha_i, \alpha_{i+1}]\). Otherwise, if (50) does not hold, we have

\[
\min_{\alpha \in [\alpha_i, \alpha_{i+1}]} \underline{G}(\alpha) = \min \{ \underline{G}(\alpha_i), \underline{G}(\alpha_{i+1}) \}.
\]

**4.2 A new branch-and-bound algorithm (Algorithm BB-TLD)**

In this subsection, we employ a branch-and-bound algorithm to solve (PM) (5) based on the above two-layer dual underestimation. For the rule of branching, we adopt the \( \omega \)-subdivision approach first introduced in [5]. More precisely, we select \( \tilde{\alpha} \) defined in (50), the minimizer of the underestimating function \( \underline{G}(\alpha) \), to subdivide the current interval \([\alpha_i, \alpha_{i+1}]\). The whole algorithm is listed as follows.
Algorithm BB-TLD

1. Input: $A \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$, $L \in \mathbb{R}^{k \times n}$, $\rho > 0$, and $\epsilon > 0$: the tolerance parameter.
2. If $b = 0$, let $\alpha^* = 1$ and go to Step 8. Otherwise, go to Step 3.
3. If $A^Tb \neq 0$, set $\alpha_1$ as the lower bound given in Theorem 6, else set $\alpha_1 = \frac{\|b\|^2}{\|b\|^2 - \epsilon}$ according to Proposition 1.

Let $\alpha_2$ be the upper bound given in Theorem 7.

For $i = 1, 2$ compute $G(\alpha_i)$ and Lagrange multiplier $\lambda_i$ for $\|x\|^2 = \alpha - 1$.

Set $k = 2$ (the number of functional evaluations (i.e., iterations)).

Set $UB = G(\alpha_1)$, $\alpha^* = \alpha_1$ and $T = \emptyset$.

If $G(\alpha_2) < UB$, update $UB = G(\alpha_2)$ and $\alpha^* = \alpha_2$.

4. If (50) does not hold for $[\alpha_i, \alpha_{i+1}] =: [\alpha_1, \alpha_2]$, go to Step 8.

Otherwise, set $\tilde{\alpha}$ as in (50) where $[\alpha_i, \alpha_{i+1}] =: [\alpha_1, \alpha_2]$.

Evaluate $G(\tilde{\alpha})$ and Lagrange multiplier $\tilde{\lambda}$ for $\|x\|^2 = \alpha - 1$.

If $G(\tilde{\alpha}) < UB$, update $UB = G(\tilde{\alpha})$ and $\alpha^* = \tilde{\alpha}$.

5. Use Theorem 8 to compute the lower bounds over $[\alpha_i, \alpha_{i+1}] =: [\alpha_1, \tilde{\alpha}]$ and $[\alpha_i, \alpha_{i+1}] =: [\tilde{\alpha}, \alpha_2]$, denoted by $LB_1$ and $LB_2$, respectively.

If $LB_1 < UB - \epsilon$, update $T := T \cup \{(LB_1, \alpha_1, \tilde{\alpha})\}$.

If $LB_2 < UB - \epsilon$, update $T := T \cup \{(LB_2, \tilde{\alpha}, \alpha_2)\}$.

Update $k := k + 1$.

6. If $T = \emptyset$, go to Step 7. Otherwise, find $(LB^*, \alpha_1, \alpha_2) := \arg\min_{(t, \ast, \ast) \in T} t$.

If $LB^* \geq UB - \epsilon$, go to Step 7, otherwise, update $T := T \setminus \{(LB^*, \alpha_1, \alpha_2)\}$ and go to Step 4.

7. Output $\alpha^*$: an approximately optimal solution of (PM) (5).

8. Output $\alpha^*$: an exact global minimizer of (PM) (5).

We show the details of applying Algorithm BB-TLD to solve the following example where $G(\alpha)$ is not unimodal with the setting $\epsilon = 10^{-6}$.

**Example 1** Let $m = n = 2$, $k = 1$ and

$$A = \begin{pmatrix} 0.4 & 0.8 \\ 0.2 & 1 \end{pmatrix}, \quad b = \begin{pmatrix} 0.1 \\ 0.5 \end{pmatrix}, \quad L = (0.1 \ 0.8), \quad \rho = 0.5.$$ 

With the same setting $\epsilon_1 = 10^{-1}$, $\epsilon_2 = 10^{-6}$ as given in [1], after 35 iterations, Algorithm TRTSLG finds a local non-global minimizer $\tilde{x} = (3.2209, -0.4897)^T$ with the objective function value $0.0673$ and $\tilde{\alpha} = \|\tilde{x}\|^2 + 1 \approx 11.6140$. Actually, the global minimizer of (PM) (5) is $\alpha^* \approx 1.6300$ and the corresponding objective value is $v(\text{PM}) \approx 0.0634$. The function $G(\alpha)$ for this example is plotted in Fig. 1, see Sect. 5.

It follows from Theorems 6 and 7 that

$$\alpha_1 = \alpha_{\text{min}} = 1.0266, \quad \alpha_2 = \alpha_{\text{max}} = 3355.5794.$$ 

As a contrast, the upper bound (7) given in [1] is 17551.0566. Following the $\omega$-subdivision approach, the first subdividing point (50) is given by

$$\alpha_3 = \tilde{\alpha} = \arg\min_{\alpha \in [\alpha_1, \alpha_2]} G(\alpha) = 59.1724.$$
The next 12 iterations are plotted in Fig. 1 and then the stopping criterion is reached. It returns a global approximation solution \( x^* = (-0.6541, 0.4496)^T \) with \( \alpha^* = \| x^* \|^2 + 1 \approx 1.6300 \). It is observed that the algorithm based on the \( \omega \)-subdivision is much more efficient than that based on bisection. Moreover, in each iteration, our new lower bound is tight for one of the two subintervals divided from the current interval. Consequently, there is no need to subdivide this subinterval in the following iterations.

Let \( \alpha^* \) be the solution obtained by Algorithm BB-TLD. It holds that

\[
v(P_G) \leq \mathcal{G}(\alpha^*) \leq v(P_G) + \epsilon. \tag{51}
\]

Throughout this paper, any \( \alpha^* \geq 1 \) satisfying (51) is called a global \( \epsilon \)-approximation solution of \( (P_G) \).

In order to study the worst-case computational complexity of our new algorithm, we need the following lemma.

**Lemma 2** Let \( \lambda(\alpha) \) be the Lagrangian multiplier of (TRS) (11) (i.e., the \( \lambda \)-solution of the KKT system (12)–(14)). Then, if \( \alpha_{\min} > 1 \), \( \lambda(\alpha) \) is bounded over \([\alpha_{\min}, \alpha_{\max}]\):

\[
|\lambda(\alpha)| \leq U := \frac{\| A^T b \|}{\alpha_{\min}\sqrt{\alpha_{\min} - 1}} + \lambda_{\min} \left( \frac{1}{\alpha_{\min}} A^T A + \rho L^T L \right). \tag{52}
\]

**Proof** It follows from the KKT system (12)–(14) that if \( \lambda(\alpha) \neq \lambda_{\min}(Q_\alpha) \) then \( \lambda(\alpha) < \lambda_{\min}(Q_\alpha) \) and

\[
\| (Q_\alpha - \lambda(\alpha) I)^{-1} f_\alpha \|^2 = \alpha - 1. \tag{53}
\]

Notice that

\[
\| (Q_\alpha - \lambda(\alpha) I)^{-1} f_\alpha \|^2 \leq \lambda_{\max}^2 \| (Q_\alpha - \lambda(\alpha) I)^{-1} \| f_\alpha \|^2 = \frac{\| f_\alpha \|^2}{(\lambda_{\min}(Q_\alpha) - \lambda(\alpha))^2}. \tag{54}
\]
Plugging (54) in (53) yields

\[
\frac{\| f_\alpha \|^2}{(\lambda_{\text{min}}(Q_\alpha) - \lambda(\alpha))^2} \geq \alpha - 1,
\]

which further implies that

\[
|\lambda(\alpha)| \leq \frac{\| f_\alpha \|}{\sqrt{\alpha - 1}} + \lambda_{\text{min}}(Q_\alpha).
\]  \tag{55}

Notice that the inequality (55) trivially holds true for the other case \( \lambda(\alpha) = \lambda_{\text{min}}(Q_\alpha) \). Then, according to (55) and the definitions of \( Q_\alpha \) and \( f_\alpha \) (10), we obtain the upper bound (52) over the interval \([\alpha_{\text{min}}, \alpha_{\text{max}}]\).

**Theorem 9** If \( A^T b \neq 0 \), our new algorithm finds a global \( \epsilon \)-approximation solution of (PG) (5) in at most

\[
\left\lceil \frac{4U\alpha_{\text{max}}^2(\alpha_{\text{max}} - \alpha_{\text{min}})}{\alpha_{\text{min}}^2 \epsilon} \right\rceil
\]  \tag{56}

iterations, where \( U \) is defined in (52), \( \alpha_{\text{min}} > 1 \) and \( \alpha_{\text{max}} \) are constant real numbers defined in Theorems 6 and 7, respectively. Moreover, suppose the assumption (15) holds for all \( \alpha > 1 \), in order to find a global \( \epsilon \)-approximation solution of (PG), our new algorithm requires at most

\[
\left\lceil \frac{2\tilde{U}\sqrt{\alpha_{\text{max}}(\alpha_{\text{max}} - \alpha_{\text{min}})}}{\alpha_{\text{min}} \cdot \sqrt{\epsilon}} \right\rceil
\]  \tag{57}

iterations, where

\[
\tilde{U} = \max_{\alpha \in [\alpha_{\text{min}}, \alpha_{\text{max}}]} \lambda(\alpha) + \alpha \lambda'(\alpha),
\]  \tag{58}

is a well-defined finite number and \( \lambda(\alpha) \) is the \( \lambda \)-solution of (12)–(14).

**Proof** Suppose \( (LB, \alpha_i, \alpha_{i+1}) \in T \) is selected to subdivide in the current iteration of our new algorithm. Then, we have \( LB = LB^* \). Without loss of generality, we assume that (50) holds in the interval \([\alpha_i, \alpha_{i+1}]\), since otherwise, it follows from Theorem 8 that \( LB = UB \) and hence the algorithm has to stop.

The condition (50) implies that the underestimating function \( \mathcal{G}(\alpha) \) (45) is convex. Therefore, for any \( \alpha \in [\alpha_{\text{min}}, \alpha_{\text{max}}] \), we have

\[
\mathcal{G}(\alpha) \geq \mathcal{G}(\alpha_i) + \mathcal{G}'(\alpha_i)(\alpha - \alpha_i)
\]

\[
= \mathcal{G}(\alpha_i) + \left( c_1 - \frac{\alpha_i^2}{\alpha_i^2} \right)(\alpha - \alpha_i)
\]

\[
\geq \mathcal{G}(\alpha_i) + \left( c_1 + \frac{\alpha_i^2}{\alpha_i^2} \right)(\alpha - \alpha_i)
\]

\[
\geq \mathcal{G}(\alpha_i) - \frac{\alpha_{i+1}^2 - \alpha_i^2}{\alpha_i^2} c_1 (\alpha_{i+1} - \alpha_i),
\]  \tag{59}

where the first equality follows from (49) and the second inequality holds due to the third inequality of (50).

According to the definition (46) and Lemma 2, we have

\[
c_1 (\alpha_{i+1} - \alpha_i) = \alpha_{i+1} \lambda(\alpha_{i+1}) - \alpha_i \lambda(\alpha_i) \leq (\alpha_{i+1} + \alpha_i) U.
\]  \tag{60}
By substituting (60) into (59), we obtain
\[
LB^* = \min_{\alpha \in [\alpha_i, \alpha_{i+1}]} \mathcal{G}(\alpha) \geq \mathcal{G}(\alpha_i) - \frac{(\alpha_{i+1} + \alpha_i)^2(\alpha_{i+1} - \alpha_i)}{\alpha_i^2} U
\]
\[
\geq UB - \frac{4\alpha_{\max}^2(\alpha_{i+1} - \alpha_i)}{\alpha_{\min}^2} U.
\]
Consequently, the stopping criterion \( LB^* > UB - \epsilon \) is reached if
\[
\alpha_{i+1} - \alpha_i < \frac{\alpha_{\min}^2}{4U\alpha_{\max}^2} \cdot \epsilon.
\]
Therefore, the number of the iterations of our new algorithm can not exceed the upper bound (56).

It has been shown in the first part of the proof of Theorem 5 (see [1]) that, under the assumption that (15) holds for all \( \alpha > 1 \), \( \lambda(\alpha) \) is differentiable of any order. Therefore, \( \tilde{U} \) (58) is well defined and \( \tilde{U} < +\infty \). Applying the mean-value theorem to the definition of \( c_1 \) (46), we have
\[
c_1 = \frac{\alpha_{i+1}\lambda(\alpha_{i+1}) - \alpha_i\lambda(\alpha_i)}{\alpha_{i+1} - \alpha_i} = (\alpha\lambda(\alpha))' |_{\alpha=\tilde{\xi}} = \lambda(\tilde{\xi}) + \xi' \lambda'(\tilde{\xi}) \leq \tilde{U},
\]
where \( \tilde{\xi} \in (\alpha_i, \alpha_{i+1}) \).

Then, it follows from (59) that
\[
LB^* = \min_{\alpha \in [\alpha_i, \alpha_{i+1}]} \mathcal{G}(\alpha) \geq \mathcal{G}(\alpha_i) - \frac{(\alpha_{i+1} + \alpha_i)(\alpha_{i+1} - \alpha_i)^2}{\alpha_i^2} \tilde{U}
\]
\[
\geq UB - \frac{2\alpha_{\max} \tilde{U}}{\alpha_{\min}^2}(\alpha_{i+1} - \alpha_i)^2.
\]
Then, if
\[
\alpha_{i+1} - \alpha_i < \frac{\alpha_{\min} \sqrt{2U\alpha_{\max}}}{\sqrt{\epsilon}},
\]
the stopping criterion \( LB^* > UB - \epsilon \) is reached. Consequently, (57) gives the maximal number of the iterations of our new algorithm in the worst case.

**Corollary 2** Suppose \( A^T b = 0 \) and \( b \neq 0 \). For any \( \epsilon \in (0, \|b\|^2) \), our new algorithm finds a global \( \epsilon \)-approximation solution of (PG) (5) in at most
\[
\left\lceil \frac{4\alpha_{\max}^2(\alpha_{\max} - 1)\lambda_{\min} \left( A^T A + \rho L^T L \right)}{\epsilon} \right\rceil
\]
iterations, where \( \alpha_{\max} \) is defined in Theorem 7.

**Proof** Under the assumption \( A^T b = 0 \) and \( b \neq 0 \), according to Proposition 1, we have \( \alpha_{\min} = \frac{\|b\|^2}{\|b\|^2 - \epsilon} > 1 \). Then, Lemma 2 and Theorem 9 hold true. It follows from (52) that
\[
U = \frac{\|A^T b\|}{\alpha_{\min} \sqrt{\alpha_{\min} - 1}} + \lambda_{\min} \left( \frac{1}{\alpha_{\min}} A^T A + \rho L^T L \right)
\]
\[
= \lambda_{\min} \left( \frac{1}{\alpha_{\min}} A^T A + \rho L^T L \right)
\]
\[
\leq \lambda_{\min} \left( A^T A + \rho L^T L \right).
\]
According to Theorem 9 and the following inequality
\[
\frac{4U\alpha_2^2 (\alpha_{\max} - \alpha_{\min})}{\alpha_2^2 \epsilon} \leq \frac{4\alpha_2^2 (\alpha_{\max} - 1) \lambda_{\min} \left( A^T A + \rho L^T L \right)}{\epsilon},
\]
the proof is complete.

\textbf{Remark 1} The worst-case computational complexity (61) cannot be similarly reduced to \(O(1/\sqrt{\epsilon})\) as in (57), since for any \(\alpha > 1\), the assumption (15) cannot hold true for the case \(A^T b = 0\).

\section{5 Numerical experiments}

In this section, we numerically compare the computational efficiency of the improved version of the bisection-based Algorithm TRTLSG [1] (which is improved by strengthening the lower and upper bounds on the norm of any optimal solution, see Sect. 3) and our new branch-and-bound algorithm (denoted by Algorithm BB-TLD). Since the stopping criterion in Step 3 of Algorithm TRTLSG [1] is different from that of our global optimization algorithm, for the sake of fairness, we replace the original simple stopping criterion \(|\alpha_{\max} - \alpha_{\min}| > \epsilon_2\) with
\[
G(\alpha_{\max}) \leq LB^* + \epsilon,
\]
where \(LB^* \in [G(\alpha^*) - \epsilon, G(\alpha^*)]\) is a lower approximation of the optimal value \(G(\alpha^*)\) obtained by calling our new global optimization algorithm in advance.

We numerically test two examples. The first one is taken from Hansen’s Regularization Tools [11], where the function \texttt{shaw} is used to generate the matrix \(A_{true} \in \mathbb{R}^{n \times n}\), the vector \(b_{true} \in \mathbb{R}^n\) and the true solution \(x_{true} \in \mathbb{R}^n\), i.e., we have \(A_{true} x_{true} = b_{true}\). Then, we add the white noise of level \(\sigma = 0.05\), i.e., \(A = A_{true} + \sigma E, b = b_{true} + \sigma e\), where \(E\) and \(e\) are generated from a standard normal distribution. In our experiments, the dimension \(n\) varies from 20 to 5000.

The second one is an image deblurring example of a fixed dimension \(n = 1024\), see [1,2]. We generate the atmospheric turbulence blur matrix \(A_{true} \in \mathbb{R}^{n \times n}\) by implementing \texttt{blur} \((n, 3)\), which is taken from [11]. The true solution \(x_{true} \in \mathbb{R}^n\) is obtained by stacking the columns of \(X \in \mathbb{R}^{32 \times 32}\) one underneath the other and then normalizing it so that \(\|x_{true}\| = 1\), where \(X \in \mathbb{R}^{32 \times 32}\) is the following two-dimensional image:
\[
X(z_1, z_2) = \sum_{l=1}^{3} a_l \cos(w_{l,1}z_1 + w_{l,2}z_2 + \phi_l), 1 \leq z_1, z_2 \leq 32,
\]
with the coefficients being given in Table 1 of [1]. Let \(b_{true} = A_{true} x_{true}\). Then, the white noise is added, i.e., \(A = A_{true} + \sigma E, b = b_{true} + \sigma e\), where \(E\) and \(e\) are generated from a standard normal distribution. In our experiments, we let the level of the noise \(\sigma\) vary in \{0.01, 0.03, 0.05, 0.08, 0.1, 0.3, 0.5, 0.8, 1.3, 1.5, 1.8, 2.0\}.

For the regularization matrix of the first example, we take \(L = get_f(n, 1)\), which is given in [11]. For the second example, as in [2], we set the regularization matrix \(L\) as the discrete approximation of the Laplace operator, which is standard in image processing [13]. The regularization parameter \(\rho\) is selected by using the L-curve method [12]. It corresponds to the L-shaped corner of the norm \(\|Lx\|^2\) versus the fractional residual \(\|Ax - b\|^2/(\|x\|^2 + 1)\) for a various number of regularization parameters.
Table 2 The average of the numerical results for ten times solving the first example with different dimension $n$

| $n$  | Algorithm TRTLSG | Algorithm BB-TLD |
|------|------------------|------------------|
|      |  # iter | Time (s) |  # iter | Time (s) |
| 20   | 16.0    | 0.02     | 17.0    | 0.02     |
| 50   | 18.3    | 0.03     | 15.5    | 0.03     |
| 100  | 18.7    | 0.09     | 15.5    | 0.08     |
| 200  | 18.9    | 0.25     | 16.5    | 0.25     |
| 500  | 20.0    | 2.81     | 16.8    | 2.64     |
| 1000 | 20.5    | 10.49    | 16.1    | 9.10     |
| 1200 | 20.4    | 15.19    | 15.6    | 12.69    |
| 1500 | 21.1    | 24.07    | 18.0    | 22.40    |
| 1800 | 21.2    | 35.97    | 17.8    | 33.67    |
| 2000 | 20.8    | 43.88    | 17.8    | 43.10    |
| 2500 | 20.7    | 72.51    | 17.5    | 68.84    |
| 3000 | 21.8    | 125.16   | 16.2    | 102.76   |
| 4000 | 20.2    | 255.86   | 14.0    | 202.95   |
| 5000 | 20.0    | 448.39   | 14.5    | 366.50   |

All the experiments are carried out in MATLAB R2014a and run on a server with 2.6 GHz dual-core processor and 32 GB RAM. We set the tolerance parameter $\epsilon = 10^{-6}$ for all the two algorithms. For each setting of the dimension or the level of noise in the above two examples, we independently and randomly generate 10 instances and then run the two algorithms. We report in Tables 2 and 3 the average of the numerical results for the 10 times running, where the average computational time is recorded in seconds and the symbol ‘#iter’ denotes the average of the number of iterations, i.e., the number of evaluating (TRS).

The numerical results demonstrate that, in most cases, our global optimization algorithm outperforms the improved version of the heuristic Algorithm TRTLSG [1]. Moreover, the larger the dimension or the level of noise is, the faster our global algorithms performs. It is worth noting that with the modified stopping criterion (62), the improved Algorithm TRTLSG [1] requires much fewer iterations as the objective $G(\alpha)$ is quite flat around any optimal solution $\alpha^*$. So, it is more time-consuming if the original simple stopping criterion $|\alpha_{\text{max}} - \alpha_{\text{min}}| > \epsilon_2$ is used. It is observed that the number of the iterations of the improved Algorithm TRTLSG (though slightly) increases with the increase of either the dimension or the level of noise. However, for all instances we have tested, the number of the iterations of our new global optimization algorithm is never larger than twenty and seems to be independent of the dimension and the level of noise.

6 Conclusions

The total least squares problem with the general Tikhonov regularization (TRTLS) is a non-convex optimization problem with local non-global minimizers. It can be reformulated as a problem of minimizing the one-dimensional function $G(\alpha)$ over an interval, where $G(\alpha)$ is evaluated by solving an $n$-dimensional trust region subproblem. In literature, there is an efficient bisection-based heuristic algorithm for solving (TRTLS), denoted by Algorithm TRTLSG. It converges to the global optimal solution except for some exceptional examples.
with non-unimodal $G(\alpha)$. In this paper, we firstly improve the lower and upper bounds on the norm of the globally optimal solution. It helps to greatly improve the efficiency of Algorithm TRTLSG. For the global optimization of (TRTLS), we employ the adaptive branch-and-bound algorithm, based on a newly introduced two-layer dual approach for underestimating $G(\alpha)$ over any given interval. Our new algorithm (Algorithm BB-TLD) guarantees to find a global $\epsilon$-approximation solution in at most $O\left(\frac{1}{\epsilon}\right)$ iterations and the computational effort in each iteration is $O\left(n^3 \log \left(\frac{1}{\epsilon}\right)\right)$. Under the same assumptions as in Algorithm TRTLSG, the number of iterations of our new algorithm can be further reduced to $O\left(\frac{1}{\sqrt{\epsilon}}\right)$. In our experiments, the practical iteration numbers are always less than twenty and seem to be independent of the dimension and the level of noise. Numerical results demonstrate that our global optimization algorithm is even faster than the improved version of Algorithm TRTLSG, which is a bisection-based heuristic algorithm. It is the future work to extend our two-layer dual underestimation approach to globally solve more structured non-convex optimization problems.
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