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Abstract
Despite the pile of literature on firm growth dynamics, studies that use large census data have been greatly rare for developing countries mainly due to a paucity of data. This study, however, relies on a deep analysis of complete microdata of Ethiopian manufacturing firms over a very long enough period (22 years). Hence, this study adds to the ongoing debates on the firm growth dynamics, since we provided appealing econometric findings mainly emanating from the inclusive methodological approach implemented and the complete long period census data used, as it helped us to provide clear and consistent evidence against Gibrat’s law. The results revealed that conditional on survival, younger and smaller firms grow faster. On the contrary, there is a pattern of negative persistence growth, where positive growth is followed by a negative growth after a year. Overall these findings show the presence of firms formed by subsistence-seeking entrepreneurs in the economy.
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1 Introduction
After a couple of decades of scholarly inquiry, conventional literature on firm growth examining Gibrat’s law had failed to provide conclusive evidence on whether the size of the firm is a determinant of its growth. While several studies show negative associations of firm size and firm growth (Coad 2007; Evans 1987a; Goddard et al. 2002; Hart and Oulton 2021)
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many others found no such relation (Haltiwanger et al. 2013) and some concluded medium-size firms have higher growth (Teal 2016).

Findings from developing countries indicate that though small firms grow faster, for the smallest starters the observed growth rates flatten quickly (Sleuwaegen and Goedhuys 2002; Bigsten and Gebreeyesus 2007; Nichter and Goldmark 2009; Arouri et al. 2018). Other studies have examined the so-called augmented Gibrat’s law estimation, which mainly involves controlling other covariates on the regression of firm growth (Coad 2018). Although recent interests in the roles of firm age are growing, as some scholars included age as a relevant variable in regressions that investigate deviations in firm growth, less has been said about the roles of firm age on firm growth (Sutton 1997; Coad 2007, 2018). Though interests in appending the effects of age have increased, conclusions are still mixed; the methods implemented are different, and in general, the field is undeniably still far from reaching a maturity phase (Coad 2018; Coad et al. 2018).

With the increasing interest in studying firm growth, there are challenges as well. The empirical challenge in the literature is that the fundamental questions related to the patterns of firm growth have so far remained partly unanswered due to lack of appropriate datasets and disconnection between theory and empirical prediction (Champonnois 2008). Even though studies that used large census datasets on manufacturing are available for developed economies (for example Axtell 2001; Tang 2015; Coad et al. 2011, 2018), they are rare for developing ones due to a paucity of data. Despite this, few studies that have utilized complete microdata can be mentioned from developing countries (including Aydoğan and Donduran 2019; Aydoğan 2020 among others) though they do not focus on manufacturing firms. This study, however, relies on the complete census-based microdata of Ethiopia’s manufacturing sector spanning from 1996 to 2017.

The main inquiry of this study relates to the long-running debates on the determinants of firm growth, specifically the roles of firm size and age on the firm’s growth dynamics. Within this scope, this study contributes to the literature by extending the previous works on firm growth dynamics in sub-Saharan Africa (SSA) in the following ways: first, earlier studies have typically used a single way estimation of firm growth, taking the complete weaker regression analysis or nonparametric estimation of the fully saturated regression as almost interchangeable. As little attention has been paid to methodological variations adopted by different studies, the central contribution of this study is to offer a multifaceted approach in investigating firm growth. Accordingly, this study employed both the parametric and nonparametric regression approaches to explore the coevolution of a firm’s growth dynamics. In the nonparametric approach, we consider a fully saturated dummy variable regression with a one-way dummy and two-way models with a complete set of interactions.

Second, earlier studies, 1 which have analyzed the relationship between firm size, age, and growth dynamics, are based on either a small section of industries (to overcome data handling difficulties) or employed incomplete datasets. Fortunately, the current study relies on a comprehensive census-based dataset for the entire population of Ethiopian manufacturing firms from 1996 to 2017. Third, our findings add to the ongoing debates on the firm growth dynamics, since we provided appealing econometric

---

1 There are few exceptions like Aydoğan (2020) utilizing Turkish microdata with full coverage though its focuses were not manufacturing firms, and Bigsten and Gebreeyesus (2007) using Ethiopian firm-level data from 1996 to 2003.
findings on the subject, which can stand as a new addition to the scanty literature of firm growth dynamics among firms in developing countries. In sum, our study offers partial, appealing findings mainly coming from the inclusive methodological advantage employed and the complete census-based dataset over a very long enough period (22 years), which helps us to provide clear and consistent evidence against Gibrat’s law.

One of the key findings shows that average growth tends to be higher for smaller firms which signpost evidence against Gibrat’s law. Although the results and the steepness of the nonlinear relationship vary among the specification employed, the study generally indicates that smaller and younger firms grow faster, and growth rates diminish with size and age. The nonparametric firm classifications that earlier studies argue are more robust to such concerns indicate that the inverse association between firm size and firm growth remained but not overwhelming when a firm’s size is less than 20 workers and aged older than 40 years.

On both the nonparametric approach and the dynamic panel estimation, the study found that once firm size is controlled, the relationship between growth and age square (too old firms) disappeared and even reversed, which might be due to the inertia effect outweighing the learning effect for older Ethiopian firms. The strong negative effect of age and age squared on firm growth is perhaps the most striking result, suggesting in developing economies the new entrant and, actually, surviving firms are growing fast where growth rate does not continue as firms stay more years in the economy. Interestingly, this finding indicates the presence of lack of (natural) selection among Ethiopian manufacturing firms, which is in agreement with Akcigit et al. (2016) and Aydoğ'an (2020).

Labor productivity and capital intensity have consistently helped firms to grow, as indicated in the literature. This stylized fact is confirmed by our novel datasets. The ownership structure of a firm at the center of manufacturing firm policies has been mentioned as an important factor for firm growth. Surprisingly, our empirical evidence shows that privately owned firms have lower growth, in contradiction with recent empirical work (Amore et al. 2020) that made a comparison between the family-owned business and non-family-owned business firm’s performance during the Covid-19 pandemic.

Finally, the results showed that there is negative persistent growth of firms over time since growing firms are less likely to achieve similar growth in the subsequent period. This finding indicates a pattern of oscillating growth in the manufacturing sector. Above all, this paper has driven some stylized facts about the firm’s growth dynamics and its evolution over time and some possible theoretical explanations for these facts.

The rest of the paper presents the basic benchmark framework, together with some “stylized facts” on firm growth dynamics of the incumbent literature germane to our analysis (Section 2), followed by a brief description of data and methods used (Section 3). Section 4 describes the nonparametric approaches, while Section 5 focuses on the main results obtained from cross-sectional estimations followed by the dynamic panel using advanced system-GMM estimations (Section 6). The last section concludes.

---

2 Amore et al. (2020) concluded that family firms performed significantly above those of non-family firms during the Covid-19 pandemic and even the outperformance of family business during the pandemic is more pronounced among companies led by family CEOs.
2 Theoretical and Empirical Background

From the studies conducted on the dynamics of firm growth, only a few have attempted
to study Sub-Saharan African firms at the industry economy-wide level due mainly to the
availability of data. Earlier conventional literature based on predominantly advanced econ-
omy data has documented that anticipated firm growth rates are independent of their size
(Gibrat’s law).

2.1 Theory of Gibrat’s Law

Gibrat’s law as demonstrated in Gibrat (1931), Simon and Bonini (1958), Sutton (1997),
Coad (2009), Aydogan and Donduran (2019), and Dosi et al. (2019) can formally be stated
as follows:

\[ X_t - X_{t-1} = \epsilon_t X_{t-1} \]  \hspace{1cm} (1)

where \( X_t \) is firm size measured by the number of engaged employees at time \( t \), and \( \epsilon_t \) be
a random variable representing an idiosyncratic, multiplicative growth shock.

If we take logarithms of both sides to approximate \( \log (1 + \epsilon_t) \) by \( \epsilon_t \), we obtain\(^3\)

\[ \log X_t \cong \log (X_0) + \epsilon_1 + \epsilon_2 + \ldots + \epsilon_t = \log (X_0) + \sum_{i} \epsilon_i \]  \hspace{1cm} (2)

and as time increases, the term \( \log (X_0) \) becomes insignificant, and the random term assumed
to be independently distributed, randomized effect and the distribution of \( \log X_t \) becomes well
approximated by the normal distribution \( (\epsilon \sim i.i.d. (\mu, \sigma^2) + CLT \rightarrow LN) \).

\[ X_t = (1 + \epsilon_t)X_{t-1} \]  \hspace{1cm} (3)

This shows a firm’s size at time \( t \) evolves as an accumulation of stochastic pro-
cesses where growth stocks are explained by the idiosyncratic history of multiplicative
shocks.

To test the correlations between firm growth and firm characteristics, following Evans
(1987b), we can rewrite the Gibrat’s model of firms growth equation throughout \( t-1 \) and \( t \) as:

\[ \ln(X_{it}) = \beta_0 + \beta_1 \ln(X_{it-1}) + u_{it} \]  \hspace{1cm} (4)

Subtracting \( \ln X_{it-1} \) from both sides

\[ \text{Growth} = \ln(X_{it}) - \ln(X_{it-1}) = \beta_0 + \beta \ln(X_{it-1}) + u_{it} \]  \hspace{1cm} (5)

where \( \beta = (\beta_1 - 1) \)

Gibrat’s law suggests that:

- \( \beta = 1 \) forever firm (i), which shows the law of proportionate effect, \( \beta > 1 \) an evi-
dence of a tendency towards monopoly, while \( \beta < 1 \) shows small firms growing
fast.
- \( u_{it} \) are random variables with zero mean. are random variables with zero mean.

\(^3\) The logarithmic approximation is only justified if \( \epsilon_t \) is small enough (Sutton 1997, Coad 2009).
Empirical findings of the prediction of Gibrat’s law are rather mixed. Previous studies have found a tendency for large firms to grow faster. The mainstream studies using more recent datasets have found $\beta < 1$ (see Hart and Prais 1956; Evans 1987b) implying small firms grow faster. Similarly, Teal (2016) found that medium-size firms have higher growth. However, significant empirical results show no relationship between firm size and its growth (Haltiwanger et al 2013). The lack of consensus on the literature is partly because of the lack of data and the methodological dissimilarities employed in the different studies.

2.2 Like Milk or Wine? Theory of Age and Firm Growth

The profit maximization theory of neoclassical models of perfect competition ignores the role of age on the process of firms’ growth due to the assumption that firms tend to grow to the unique optimal size in the economy, in which the minimum efficient scale (MES) holds and, after that, the firm reaches its maximum stages and growth stops; equivalent agreements can be observed in settings characterized by imperfect competition.

Nowadays, on the contrary, attention to firm age is growing, as some scholars include age as an important independent variable in estimations of determinates of differences in firm performance (see for example Sutton 1997; Coad 2007). The theoretical predictions in the literature show age affects firm growth in terms of selection effects, learning-by-doing effects, and inertia effects.

Selection effects derive when selection forces gradually eliminate the relatively inefficient (the weakest) firm, and due to that the average productivity at the industry level of surviving firms increases, even if the productivity levels of individual firms do not change with age. The model of passive learning shows, in the prior stages of their existence, younger firms face more uncertainty about their type, so the update is stronger and hence growth rates are greater (Jovanovic 1982).

Learning effects arise when firms raise their productivity through learning from their experience. Empirical evidence shows age has definitely a role to play and younger firms may be disadvantaged in terms of efficiency, and thus, growth potentials from the accumulation of knowledge are lesser for younger firms due to that knowledge gained from experience is not easily transferable (see for example Arrow 1962; Geroski and Gugler 2004; Caves 1998).

Another channel through which age may affect firms’ growth is allied to the theory of inertia effects. As firms get aged (get older and older), they become increasingly inert and inflexible which pushes them to be less productive. That is, firms became inflexible to change as fast as the situation requires as their age increases and the willingness to grow fall offs with age (Hannan and Freeman 1984).

Empirical evidence from developing countries shows a negative association between growth and age. Some studies (like Das 1995 and Ayyagari et al. 2011) obtained that growth increases with age, and small but mature firms have the largest share of job creation. Recent studies from developed countries, like Haltiwanger et al. (2013), using a broad dataset found that young surviving firms grow more rapidly than their mature counterparts.

Although progress has been made in our knowledge, there are still many aspects remaining for refining our thoughts of how firm behavior changes as firms get older. One reason, it seems, is the lack of complete datasets in reporting firm-age dynamics (Headd 4 See Sutton (1997) for review of the evolution of the literature.
and Kirchhoff 2009). In our case, however, age is directly reported for all firms. Thus, this paper complements the literature by studying changes in the growth of manufacturing firms with the age spectrum.

3 Data, Variable, and Descriptive Analysis

3.1 Data and Variable Description

In Ethiopia, comprehensive firm-level data collection from all establishments has been compiled annually since 1996. In this paper, the large and medium manufacturing firm’s survey of Ethiopia conducted by a government institution called the Central Statistical Agency (CSA5 hereafter) is employed for the successful accomplishment of this study. This annual census data is a survey of entire manufacturing establishments employing 10 or more workers active at some point during the period from 1996 to 2017. The panel contains both continuous incumbent firms and firms that entered or exited during the survey period. These are considered the large- and medium-sized manufacturing industries (LMMIS) in the Ethiopian economy. This 22-year unbalanced panel covers 32,978 observations. While the survey aims to include only establishments that engaged 10 or more workers, few firms reported less than 10 workers. This microdata has been employed in numerous recent papers to study various aspects of firm performance in the economy (Bigsten and Gebreeyesus 2007; Söderbom 2012; Oqubay 2019 among others).

Table 1 presents the size distribution of employment in terms of different sizes, ages, and status categories. In this study, firm’s age is defined as the difference between years of establishment and the survey year, while the year of establishment is the reported year of commencement in the CSA database or, wherever that is missing, to the first year that indicates positive employment. Note, however, that positive age of the new entrants is quite possible due to the survey being truncated into firms engaged 10 or more workers and hence positive-aged informal firms may grow up and join the large- and medium-size firms category. In case of missing years of commencement (621 (2%) reported with the missing birth year), the first year of appearance (being included in the survey) is assumed as a year of establishment. For those units where this coincides with the first year of the database, and a year of establishment is missing, age is not defined. Note that in only 144 (less than 0.44%) firms age is not defined. Evidence in the existing literature (like Coad et al. 2014 and Haltiwanger et al. 2013) shows younger firms grow fast.

Table 1 provides the important fact that manufacturing firms in Ethiopia are predominantly small and young, and the average number of workers engaged in more proportionately increased with size. Above all exited and new entrants are pretty smaller than the incumbent firms, which might appear the potential reason why manufacturing firms enormously exited from the economy throughout the period.

Table 2 describes the basic variables and how the given dataset is constructed. Firm growth is calculated as the differences in the logarithm of employment in two consecutive periods.

\[
\text{Growth rate} = \ln(SIZE_{it}) - \ln(SIZE_{it-1})
\]

5 Additional details about the data, and related reports, can be found at the official website of CSA, http://www.csa.gov.et.
3.2 Firm Dynamics

3.2.1 Age Distribution of Firms

Figure 1 depicts the nonparametric estimates of the skewness of employment size distribution (panel a) and sales value (panel b) for the 22-year pooled surveys (solid line) and different age groups. The distribution of a firm’s size for the entire sample (solid line) is right-skewed and skewness diminishes with age, which indicates that age has a significant role in shaping the evolution of firm size and growth. As firms age, the mode decreases, the right tail becomes longer and the left tail got thinner, and the degree of skewness tends to diminish with age.

To support the analysis, we looked at FSD measured by the log of sales value over time. Similarly, the skewness panel (b) diminishes as the cohort ages. The hypothesis of equality of the FSD is strongly rejected for any two adjacent age cohorts. Our results appear to be in line with the evidence of Cabral and Mata (2003) from Portuguese and Angelini and Generale (2008) from Italian manufacturing firms that engaged more than ten employees.

3.2.2 Entry and Exit Margins by Firm Age and Size

The left panel of Fig. 2 illustrates the relationship between the exit rate and firm age. In line with Clementi and Palazzo (2016), we have found a high exit rate for younger firms.

### Table 1 Summary statistics

| Size | N   | Mean | sd  | Min | p25 | p50 | p75 | Max |
|------|-----|------|-----|-----|-----|-----|-----|-----|
| Panel A Employment distribution by Size group |
| 0–19 | 12,335 | 12.56 | 4.27 | 0 | 10.17 | 13 | 16 | 19.83 |
| 20–49 | 9999 | 30.22 | 8.24 | 20 | 23 | 28 | 36 | 49.83 |
| 50–99 | 4047 | 69.46 | 14.20 | 50 | 57 | 67 | 80.83 | 99.83 |
| 100–249 | 3306 | 157.31 | 42.25 | 100 | 120 | 150 | 189 | 249.67 |
| 250–499 | 1682 | 350.66 | 72.04 | 250 | 287 | 337 | 408.83 | 499.75 |
| 500+ | 1450 | 1219.15 | 1231.99 | 500 | 624 | 819 | 1243 | 12,170 |
| Total | 32,819 | 110.17 | 361.62 | 0 | 14.83 | 26 | 70 | 12,170 |
| Panel B Employment distribution by Age group |
| 0–5 | 10,784 | 57.50 | 201.70 | 0 | 13 | 21 | 43 | 9960.67 |
| 6–10 | 8866 | 72.02 | 228.36 | 0 | 14 | 25 | 54 | 10,439.17 |
| 11–20 | 7223 | 104.34 | 316.78 | 0 | 15 | 27.17 | 72 | 7320.67 |
| 21–40 | 4358 | 198.09 | 519.82 | 0 | 18 | 48 | 189 | 12,170.00 |
| 40+ | 1588 | 466.16 | 873.43 | 0 | 52.33 | 188.83 | 524.75 | 10,699.67 |
| Total | 32,819 | 110.17 | 361.62 | 0 | 14.83 | 26 | 70 | 12,170.00 |
| Panel C Share of employment distribution of entrant exited and incumbent firms |
| Exit | 9160 | 77.44 | 317.23 | 0 | 12 | 21 | 46 | 10,699.67 |
| Entrant | 11,827 | 79.03 | 283.45 | 0 | 13 | 21 | 48.17 | 11,484.67 |
| Incumbent | 20,992 | 127.72 | 397.91 | 0 | 16 | 30 | 85.08 | 12,170.00 |
| All firms | 32,819 | 110.17 | 361.62 | 0 | 14.83 | 26 | 70 | 12,170.00 |

Source: author’s calculation based on CSA raw data


| Variable             | Definition                                                                 | Unit                  |
|----------------------|----------------------------------------------------------------------------|-----------------------|
| Firm age             | Number of years since the year of establishment                           | Absolute value       |
| Firm size            | Number of employment including unpaid family and adjusted temporary workers | Absolute value       |
| Firm growth          | \( \ln (\text{No. of employees at time } t) - \ln (\text{No. of employees } t-1) \) | Variation             |
| Labor productivity   | The ratio of value-added to the number of employees                        | Thousands of Birr/employees |
| Capital-labor ratio  | The ratio of tangible fixed assets to the number of employees              | //                   |
| Ownership structure  | Dummy variable, 1 if privately owned firm and 0, otherwise                | Dummy                 |
| Multi plant          | Dummy variable, 1 if firms have more than one plant (establishment), 0 otherwise | Dummy                 |
| Sector dummy         | Based on the 4-digit international standard for industrial classification (ISIC) | Dummy                 |
| Year dummy           | Year specific (macro) shocks are controlled                               | Dummy                 |

Table 2 Description of key variables
The average exit rate declines convexly as it converges to a constant steady state after the age of 20. Our finding suggests that the selection process of the passive learning model is also borne out in Ethiopian manufacturing.

Similarly, the right panel of Fig. 2 displays younger firms are now unambiguously more likely to have higher exit rates than their counterparts while the smallest firms were much more likely not to be traced and therefore have much higher rates of exit, and exit rate sharply declines with size.

3.2.3 Up or Out Dynamics of Firms by Sector

Turning to a sector-wise study, firm size varies considerably across sectors. Food and Beverage accounts for the largest share of employment (29%) followed by textile and other non-metal industries. In terms of the number of firms, both the food and beverage, non-metal industry, and furniture industry account for around 60% of manufacturing firms. Textile, wearing and apparel, and motor vehicle are more labor-intensive (accounts for higher

![Fig. 1](image1) The role of age on the firm size distribution. a FSD (log of employment). b FSD (log of sales value in Birr). Source: authors’ computation using CSA dataset. Note: the figures show the kernel density estimates of FSD for the 22-year pooled survey (1996–2017) by age. The curves are estimated using a normal kernel density smoother with a bandwidth of 0.7

The average exit rate declines convexly as it converges to a constant steady state after the age of 20. Our finding suggests that the selection process of the passive learning model is also borne out in Ethiopian manufacturing.

Similarly, the right panel of Fig. 2 displays younger firms are now unambiguously more likely to have higher exit rates than their counterparts while the smallest firms were much more likely not to be traced and therefore have much higher rates of exit, and exit rate sharply declines with size.

![Fig. 2](image2) The exit and entry rate by age and size. Source: author calculations from the Central Statistics Agency (CSA) dataset
Table 3  Summary statistics within industries, average over 1996–2017

| Sector                     | Average employment | Age (years) | Firms share (%) | Employment share (%) | Growth rate* | Entry rate (%) | Exit rate (%) |
|----------------------------|--------------------|-------------|-----------------|----------------------|--------------|----------------|---------------|
| Food and Bev               | 136.70             | 13.91       | 26.74           | 29.14                | 1.03         | 36.90          | 32.69         |
| Textile                   | 434.12             | 16.14       | 4.07            | 14.09                | −3.71        | 40.14          | 34.75         |
| Wearing Apparel           | 211.41             | 13.20       | 2.59            | 4.36                 | 5.40         | 37.38          | 32.11         |
| Tanning and leather       | 154.13             | 14.47       | 5.14            | 6.31                 | −0.48        | 34.24          | 29.58         |
| Wood and wood pr          | 115.10             | 15.53       | 2.71            | 2.49                 | −2.20        | 37.97          | 34.51         |
| Paper products            | 96.96              | 17.05       | 5.89            | 4.55                 | 1.85         | 35.08          | 30.36         |
| Chemical industry         | 138.67             | 14.11       | 4.44            | 4.91                 | 3.03         | 35.70          | 30.84         |
| Rubber and Plastic        | 170.22             | 10.77       | 5.51            | 7.48                 | 3.08         | 39.30          | 35.53         |
| Other non-metal           | 72.03              | 8.63        | 18.96           | 10.89                | −2.08        | 38.80          | 35.43         |
| Basic metal and           | 108.74             | 12.50       | 8.73            | 7.56                 | 1.21         | 37.34          | 33.47         |
| Motor vehicle             | 231.84             | 14.23       | 0.74            | 1.38                 | −1.84        | 34.00          | 25.37         |
| Furniture and NE          | 53.08              | 12.12       | 14.07           | 5.95                 | 0.93         | 37.06          | 31.94         |
| Others                    | 268.70             | 16.32       | 0.41            | 0.88                 | −2.08        | 43.68          | 43.03         |
| Total average             | 125.44             | 12.71       | 14.91           | 13.35                | 0.52         | 37.34          | 33.03         |

*Growth rate is calculated as $\ln (\text{The number of employees } t) − \ln (\text{The number of employees } t − 1)$

Source: authors’ calculation based on CSA dataset
labor per firm). Wearing and apparel, rubber, and plastic, and the chemical sector recorded a higher growth rate than those in other sectors. Textiles and Wood were observed to be the two worst performing sectors in terms of growth. Other non-metal sectors are relatively younger firms, accounting for 18% of the total firms yet experiencing negative growth. Table 3 also demonstrates the entry and exit rates of firms by sector. An important point to highlight is that entry rates and exit rates are significantly high across all sectors.

4 The Relationship of Firm Age, Firm Size, and Employment Growth

In this section, the relationship between the growth dynamics of a firm and its components, firm size, and firm age is analyzed and presented. Here the study specifically adopts the nonparametric approach to quantify these relationships. Hence, considering the fully saturated model as demonstrated in recent literature (Haltiwanger et al. 2013; Geurts and Van Biesebroeck 2016), firm’s growth at the firm level on different firm size and age classes, and by firm size and age interacted together are regressed.

Unlike most studies, the evidence indicates that a firm’s growth between all firms that have survived in two consecutive periods is smoothly continued with size, and turns up substantially for the largest firms with more than 249 employees. Firms with up to 20 employees experienced negative average net employment growth during the survey period, while firms in the range above 20 employees experienced positive employment growth.

It is informative, however, to separately demonstrate the size-growth relationship in different age categories especially for younger firms of at most 6 years old, and that of relatively matured ones. The bottom line in Fig. 3 displays the lowest rate of growth for incumbent firms regardless of firm size.

In contrast, the growth rate for younger firms is higher and monotonically increases with size, which suggests once we control size young firms grow faster and the growth rate of
younger firms is higher for large-sized firms. Such a relationship between a firm’s age and growth has often been documented in the literature.

Although the higher growth rate of younger firms is consistent with the commonly observed finding in the literature, the patterns of growth and size described in Fig. 3 have some contradictions which need better investigation and justification in the coming sections of this paper. To mention some, the negative growth rate of all firms irrespective of age in the lower size firms (<20 employees) is surprisingly uncommon. Finally the observed positive relationship between growth and size among young firms, however, is replicated in all categories of firms.

To demonstrate the post-entry growth of firms in a more robust way, we went to illustrate the patterns of firm growth in different sizes and age categories. Figure 4 plots the average employment growth of firms that survived from period t−1 to t within each age-size class.

As can be seen from Fig. 4 in panel a, we learn there are relatively higher growth rates for younger firms of different sizes. We have also observed that older firms (firms with age above 40) registered negative growth rates in all size categories except for firms that have more than 500 workers. The relationship between age and growth indicates that young surviving firms in all size categories experience relatively higher growth rates and the growth rate diminishes with age keeping size constant, which is consistent with the prediction of the passive learning model. Growth rates were found to be higher for large firms and negative for too young firms but relatively smooth in the middle.

The positive association between firm growth and firm size is most pronounced for firms with a size above 250 employees and less than 40 years old.

Panel b of Fig. 4 shows the pattern of firm’s growth against age with different curves for each size class, highlighting shrinking growth rates to approximately zero for incumbents that hold for all firm sizes above 20 employees. The pattern indicates that growth rates diminish in the current age for firms of the same size group. Though larger firms grow more rapidly on average, the growth rate monotonically diminishes with age. Surprisingly, irrespective of their age, small firms (<20 employees) have negative growth. In summary,
our result suggests that younger firms grow faster, growth rates continue to decline with age, and ultimately converge to zero in all size classes except for the two side extreme size groups.

To more strongly validate our analysis, we further empirically investigate and test the link among firm size, age, and other covariates with growth in the following econometric analysis section.

5 The Econometric Framework and Results

5.1 The Econometric Model

To empirically test the relationship between firm growth and firm attributes, adopting Evans’ (1987b) more advanced econometric method, the growth model is specified as follows:

\[ \ln X_{it} = \beta_0 + \beta_t \ln X_{i,t-1} + u_i \]  

(6)

Subtracting \( \ln X_{i,t-1} \) from both sides gives

\[ \ln X_{it} - \ln X_{i,t-1} = \beta_0 + (\beta - 1) \ln X_{i,t-1} + u_{it} \]  

(7)

Here, \( i \) refers to the firm and \( t \) denotes time, while \( X \) refers to the size of a firm, and \( u_{it} \) is the stochastic error term. The coefficient \( \beta_1 = (\beta - 1) = 1 \) is the parameter of interest and if \( \beta_1 \) is equal to one, it can be evidence that Gibrat’s law holds. While \( \beta_1 < 1 \) indicates smaller firms grow rapidly, which is evidence against Gibrat’s law, \( \beta_1 > 1 \) shows size diverges from its mean, which can be evidence that large firms grow faster and there is a tendency of market concentration and monopoly. This paper is mainly focused on the effect of firm size and age on the growth of the firm.

Following previous works in the literature, the second-order logarithmic expansion of the above equation can be written as follows;

\[
growth_{it} = \alpha + \beta_1 \ln X_{i,t-1} + \beta_2 \left( \ln X_{i,t-1} \right)^2 + \beta_3 \ln A_{i,t-1} + \beta_4 \left( \ln A_{i,t-1} \right)^2 + \beta_5 \left( \ln X_{i,t-1} \right) \left( \ln A_{i,t-1} \right) + \delta Z + u_{it} \]  

(8)

The squared values of size and age help to capture the possibility of non-linear relationships. Then, we regressed two growth equations separately using ordinary list square (OLS): regression for surviving incumbent firms only and for all firms including exiting firms in their pre-exit period. The last regression helps to eliminate the bias that comes from ignoring exited firms in the estimations of firm growth.

5.2 Regression Results

The analysis in this section aims to examine whether firm age and firm size can have a meaningful role in firm growth. It is a fact that size and age may not be the only explanatory variables that determine the firm’s growth. Earlier literature shows multi-establishment (dummy variables of firms with more than one establishment), ownership structure
| Variables                  | Cross-sectional employment growth | Mean growth | Growth DHS Index | Sales growth |
|---------------------------|-----------------------------------|------------|-----------------|-------------|
|                           | All firms (a)                     | Surviving (b) | 20+ workers (c) | All firms (d) | All firms (e) | All firms (f) |
| ln(size_{t-1})            | $-0.614^{***}$                    | $-0.560^{***}$ | $-1.050^{***}$  | $-0.253^{***}$ | $-0.478^{***}$ | $-0.0914^{**}$ |
|                           | (0.0316)                          | (0.0351)    | (0.0304)        | (0.0258)     | (0.0196)     | (0.0401)     |
| ln(age_{t-1})             | $-0.112^{***}$                    | $-0.123^{***}$ | $-0.0798^{***}$ | $-0.0649^{***}$ | $-0.0793^{***}$ | $-0.163^{***}$ |
|                           | (0.0230)                          | (0.0253)    | (0.0245)        | (0.0165)     | (0.0180)     | (0.0428)     |
| ln(age_{t-1})* ln(age_{t-1}) | 0.0186^{***}                     | 0.0249^{***} | 0.0189^{***}    | $-0.00142$   | 0.0143^{***} | 0.0326^{***} |
|                           | (0.00503)                         | (0.00547)   | (0.00485)       | (0.00362)    | (0.00399)    | (0.00954)    |
| ln(size_{t-1})*ln(size_{t-1}) | 0.0442^{***}                    | 0.0391^{***} | 0.0845^{***}    | 0.0184^{***} | 0.0355^{***} | 0.00416     |
|                           | (0.00436)                         | (0.00472)   | (0.00413)       | (0.00318)    | (0.00250)    | (0.00519)    |
| ln(size_{t-1})*ln(age_{t-1}) | 0.0146^{**}                      | 0.0108      | 0.00418        | 0.0177^{***} | 0.00905^{**} | 0.00690     |
|                           | (0.00619)                         | (0.00670)   | (0.00637)       | (0.00455)    | (0.00418)    | (0.01000)    |
| Multi-plant dummy         | 0.120^{***}                       | 0.122^{***} | 0.117^{***}     | 0.0421^{***} | 0.0905^{***} | 0.0850      |
|                           | (0.0329)                          | (0.0367)    | (0.0307)        | (0.0146)     | (0.0253)     | (0.0530)     |
| Ownership dummy (1,private) | $-0.191^{***}$                   | $-0.174^{***}$ | $-0.176^{***}$ | $-0.0189*$   | $-0.139^{***}$ | $-0.124^{***}$ |
|                           | (0.0203)                          | (0.0199)    | (0.0194)        | (0.0110)     | (0.0148)     | (0.0337)     |
| ln(VPW_{t-1})             | 0.0749^{***}                      | 0.0789^{***} | 0.0602^{***}    | 0.0160^{***} | 0.0602^{***} | $-0.268^{***}$ |
|                           | (0.00486)                         | (0.00536)   | (0.00542)       | (0.00326)    | (0.00355)    | (0.00954)    |
| ln(Capital- intensity_{t-1}) | 0.0340^{***}                    | 0.0365^{***} | 0.0260^{***}    | 0.00561^{***} | 0.0277^{***} | 0.0384^{***} |
|                           | (0.00276)                         | (0.00319)   | (0.00297)       | (0.00168)    | (0.00226)    | (0.00508)    |
| Sector dummy              | Yes                               | Yes        | Yes            | Yes          | Yes          | Yes          |
| Year dummy                | Yes                               | Yes        | Yes            | Yes          | Yes          | Yes          |
| Constant                  | 0.846^{***}                       | 0.681^{***} | 2.256^{***}    | 0.464^{***}  | 0.619^{***}  | 2.683^{***}  |
|                           | (0.0736)                          | (0.0793)    | (0.0827)       | (0.0585)     | (0.0544)     | (0.128)      |
| Observations              | 17,132                            | 13,069     | 11,613         | 17,171       | 17,198       | 16,805       |
| R-squared                 | 0.180                             | 0.166      | 0.335          | 0.070        | 0.161        | 0.115        |
| Variables                          | Cross-sectional employment growth | Growth DHS Index | Sales growth |
|-----------------------------------|-----------------------------------|-----------------|--------------|
| Mean growth                       | All firms (a)                     | All firms (e)   | All firms (f) |
|                                   | F(41, 17,000) = 39.23***          | F(41, 17,156) = 28.97*** |               |
|                                   | F(41, 13,027) = 27.42***          | F(41, 17,129) = 9.66***     |               |
|                                   | F(41, 11,571) = 101.31***         | F(41, 17,763) = 52.36***     |               |
| F-test                            | F(41, 11,571) = 27.42***          |                 |              |
|                                   |                                   |                 |              |

Robust standard errors in parentheses

**p < 0.01, ***p < 0.05, ****p < 0.1
(private or SOE), capital intensity, labor productivity, and sector and year dummy are among the few factors that determine a firm’s growth.

Table 4 presents the results of six different estimations estimated from all the possible specified models. Finally, sales growth is estimated as an alternative measure of growth in the last column (robustness check). Table 4 illustrates size has a negative and statistically significant correlation with growth in all the alternative specification of the growth model, while the squared term of size has a positive and significant sign in all except when growth is measured in terms of sales value, suggesting that the relationship between growth and size is convex. This indicates that the size of a firm affects its growth negatively, but the negative effect reduces with size and finally turns up. Hence, our data provide evidence against Gibrat’s law of proportionate effect. It also corroborates the findings of Bigsten and Gebreeyesus (2007) for Ethiopian manufacturing firms from 1996 to 2003.

The F-test for the null hypothesis of all explanatory variables are jointly zero is significantly rejected at a one percent level in all alternative models. Although there is a slight difference in magnitude, the sign and level of significance of estimated coefficients in the regressions for all firms in their pre-exit period in column (a) and the only surviving firms in column (b) are quite similar in all alternative specifications, suggesting that the inverse association among firm growth and firm size should not be the result of sample censoring or model specification at all.

The inverse association between firm growth and firm size is also robust across the different firm size categories; however, a larger negative value (greater than one in absolute value) is observed when we censored and exclude the firms in size category less than 20 employees (specification c). This surprisingly contradicts the conclusions of previous findings by Bigsten and Gebreeyesus (2007) which claims that the inverse size-growth association is not because of the elimination of firms that have fewer than 10 employees. It is also in line with the evidence observed in section four of the nonparametric estimation that irrespective of age and size the growth rate of firms with less than 20 workers is exceptionally different.

Put differently, the inverse relationship might hold but the magnitude is quite large in absolute value in the censored data, which suggests conclusions might be sensitive to size cutoff.

To address the statistical concern of the phenomenon of regression to the mean arising from transitory fluctuations in size or transitory measurement errors, following Haltiwanger et al. (2013), we provided a separate estimation of the mean growth model and results are reported in column d of Table 4. The size coefficient is still negative and statistically significant, suggesting that our finding is not because of the fluctuations or measurement errors in size. Hence, growth rates are estimated as discrete-time employment growth as compared to the average of employment in year $t-1$ and year $t$ in (column e). The coefficient for size is similar but the standard errors are slightly lower than the other alternative specifications.

Column (f) of Table 4 displays the estimated results using sales volume as a measure of firm size. Similarly, the results of the sales growth model were found to be broadly consistent with the other estimations. The size coefficient is still negative and significant, while the coefficient of the square term is positive but not significant which provides analogous evidence of smaller firms growing fast.

A negative association between firm age and firm growth is sensed in all specifications, which indicates clear and consistent evidence that younger firms grow faster. Similarly, the positive and highly significant effect observed in the secure term of age implies that the correlation between firm growth and firm age is convex. Thus, age has a non-symmetrical
effect on growth, depending on the fact that the firm is either in a positive (older firms) or a negative (younger firms) path. This suggests that the age of a firm and growth rates are negatively associated, though it diminishes with age. Though the interaction term is positive in all the alternative growth models, it is only significant in some.

Labor productivity was found to be positive and significantly associated with firm growth in all models. This might be evidence for the associations of productivity and firm growth, suggesting productive firms grow faster, which is in line with the predictions of the passive learning model (Jovanovic 1982). However, labor productivity is negative and significantly correlated with the firm’s growth when growth is measured in terms of logarithmic change in sales volume. Capital intensity is also estimated with a positive and significant coefficient, indicating firms with greater capital-labor ratios have better growth rates than their counterparts.

The multi-plant dummy implies a positive and highly significant association with growth in all models, implying that firms with more than one establishment (plant) grow faster than standalone, possibly indicating a diversified experience that comes from different branches may have positive energy to grow. Privately owned firms grow significantly at a lower rate than public firms, which contradicted our prior expectations. Recent empirical work by Amore et al. (2020) made a comparison between a family business and a non-family business firm’s performance during the Covid-19 pandemic. They have found that the performance of family businesses during Covid-19 is better than that of non-family businesses. Even the outperformance of family business during the pandemic is more pronounced among companies led by family CEOs. Although private firms can have a possibility of having both family CEO or professional CEO, small firms like ours are more likely to own by family than professional CEOs. Under this assumption, a private firm owned by the family may perform better during a pandemic though it needs more deep analysis. Besides that, another possible explanation for our finding is it might be due to the case that most of the government interventions and industrial policy like protectionism and entry barriers benefit large state-owned firms and the private-owned firms might be constrained and disfavorable to grow in developing countries.

6 The Dynamic Panel Data Analysis and Results

The cross-sectional models indirectly assumed that the sources of all heterogeneity between firms are fully observed and reflected in the explanatory variables included in the regression. However, the correlation between the size of a firm and growth can also be the results of other unobserved firm-specific heterogeneities among firms in the specific economy. These unobserved factors might be associated with the initial size of the firm and other covariates in the regression; hence, the variation in growth between firms might be determined by these ignored factors, such as the skill of both entrepreneurs and/or workers, credit access, institutional or environmental factor in which firms interact. Consequently, the effects of the observed independent variables might be overestimated and the estimation may provide biased coefficients.

To address the above concern, a dynamic panel model is suggested in previous studies necessary. In such regression equations, the lagged dependent variable \( g_{it-1} \) is included as one regressor to control the endogeneity problem.
Then, a dynamic regression model is stated as:

$$g_{it} = \alpha g_{it-1} + \beta \ln X_{it-1} + \delta' Z + \gamma_i + \mu_i + \varepsilon_{it}$$  \hspace{1cm} (9)$$

where $i$ represents firm and $t$ refers to the year. $Z$ is a matrix of independent variables, and $\gamma_i$ and $\mu_i$ are a time-specific and firm-specific time-invariant unobserved heterogeneity, respectively. The last term in Eq. (9), $\varepsilon_{it}$ is the idiosyncratic random term with mean zero and variance $\sigma^2 \varepsilon$.

Despite its growing importance, several statistical concerns are being raised (Greene 2018). The first concern here is that the lagged explanatory variable on the right-hand side of the equation might be associated with the disturbance term. Hence, pooled-OLS estimation for these time-series dimensions creates at least two key limitations: (1) it fails to account for the unobserved firm-specific (fixed) effects that will be included in the error term and (2) it fails to correct for potential endogeneity problems (Nickell 1981).

When the unobserved variation is fixed over time, the fixed effect (FE) approach can control and wipes out the unobserved time-invariant effects using the first difference to Eq. (9):

$$\Delta g_{it} = \alpha \Delta g_{it-1} + \beta \Delta \ln X_{it-1} + \delta' \Delta Z + \Delta \varepsilon_{it}$$  \hspace{1cm} (10)$$

However, using FE in the dynamic panel can also produce inconsistent parameters of interest because of the correlation between the differenced dependent variable and the error term (i.e., $E(\Delta g_{it}, \Delta \varepsilon_{it}) \neq 0$). To eliminate this econometric concern, instrumental variable regression which accounts for potential endogeneity problems is recommended. Hence, to provide adequate and more appropriate results of the GMM estimation, in which the lagged levels of the independent and dependent variables are used as an instrument is employed in this study (Arellano and Bond 1991). The GMM method can also correct important modeling anxieties, particularly unobserved heterogeneity and endogeneity of regressor while avoiding the dynamic panel bias (Nickell 1981). Moreover, it accommodates unbalanced panels and multiple endogenous variables (Canarella and Miller 2018).

However, the first difference GMM is also inappropriate as it has shortcomings to handle the weakness of its instruments which leads to bias and consistency of estimation results mainly coming from poor finite sample proportions. The lagged explanatory variables provide weak instruments (Blundell and Bond 1998). To mitigate the shortcoming, Blundell and Bond (1998) proposed a system GMM (SYS-GMM) estimation, where lagged first differences of the explanatory variables and dependent variable are used as instruments. Thus, deeper lags of the value of the dependent variable and endogenous explanatory variables are used as SYS-GMM instruments because very remote lags might not be informative enough in practice. Finally, the validity of the system GMM hinges on both the Sargan-Hansen test of over-identification and the second-order autocorrelation test, in which their null hypotheses should not be rejected.

### 6.1 Results of the Dynamic Panel Estimation

In this section, following the methods outlined above and recent alternative specifications reported in Kiviet (2020) and Kripfganz (2019), various alternative specifications and sets of instruments are estimated and reported. All the possible alternative specifications as estimated by Stata package xtabond2 are presented.
Table 5  Empirical finding for GMM and FE of the panel model

| Variables                      | One step GMM (R) | Two-step GMM | SYS-GMM (c–e) | Fixed effect |
|--------------------------------|------------------|--------------|---------------|-------------|
|                                | (a)              | (b)          | (c)           | (d)         | (e)         | (f)         |
| Growtht−1                      | −0.144***        | −0.131***    | −0.125***     | −0.252***   | −0.245***   | −0.0794***  |
|                                | (0.0210)         | (0.0211)     | (0.0222)      | (0.0320)    | (0.0317)    | (0.0156)    |
| Growth−2                       | −0.933***        | −1.034***    | −0.604*       | −0.472*     | −0.505***   | −0.890***   |
|                                | (0.327)          | (0.369)      | (0.363)       | (0.279)     | (0.158)     | (0.0874)    |
| Ln(Size−1−1)                   | 0.000672         | 0.0214       | −0.0543       | −0.00965    | −0.00821    | 0.030***    |
|                                | (0.0565)         | (0.0689)     | (0.0574)      | (0.0510)    | (0.0179)    | (0.0109)    |
| Ln(age−1−1)                    | −0.513***        | −0.464**     | 0.130         | 0.0881      | 0.366       |
|                                | (0.155)          | (0.196)      | (0.407)       | (0.412)     | (0.542)     |
| Ln(age−1−1) ln(age−1−1)        | −0.104***        | −0.0948**    | −0.283***     | −0.131*     | −0.193***   |
|                                | (0.0357)         | (0.0436)     | (0.104)       | (0.0717)    | (0.0948)    |
| Ln(Size−1−1) ln(age−1−1)       | 0.269***         | 0.242**      | 0.300***      | 0.155       | 0.164**     |
|                                | (0.0816)         | (0.102)      | (0.105)       | (0.108)     | (0.0701)    |
| Capital Intensityt−1           | 0.0323***        | 0.0327***    | 0.0439***     | 0.0272***   | 0.0289***   | 0.0576***   |
|                                | (0.00441)        | (0.00454)    | (0.00905)     | (0.00953)   | (0.00921)   | (0.00706)   |
| VPWt−1                         | 0.0794***        | 0.0751***    | 0.0430***     | 0.0437***   | 0.0374***   | 0.0222***   |
|                                | (0.00690)        | (0.00702)    | (0.0146)      | (0.0119)    | (0.0120)    | (0.00465)   |
| Multi-Plant                    | 0.105**          | 0.108**      | 0.0397        | −0.698      | −0.469      |
|                                | (0.0460)         | (0.0497)     | (0.563)       | (0.571)     | (0.639)     |
| Private                        | −0.0765*         | −0.0675      | −0.175        | −0.0704     | −0.105      |
|                                | (0.0412)         | (0.0475)     | (0.311)       | (0.207)     | (0.236)     |
| Sector Dummy                   | Yes             | Yes          | Yes           | Yes         | Yes         |
| Year Dummy                     | Yes             | Yes          | Yes           | Yes         |
| Constant                       | 1.917***         | 2.066***     | 1.227         | 0.508       | 0.313       |
|                                | (0.512)          | (0.529)      | (0.858)       | (0.670)     | (0.765)     |
| AR (1)                         | −12.90          | −11.62       | −10.83        | −9.81       | −9.61       |
|                                | (0.000)          | (0.000)      | (0.000)       | (0.000)     | (0.000)     |
Table 5 (continued)

| Variables | One step GMM (R) | Two-step GMM | SYS-GMM (c–e) | Fixed effect |
|-----------|-----------------|--------------|---------------|--------------|
|           | (a)             | (b)          | (c)           | (d)          | (e)          | (f)          |
| AR (2)    | −0.77           | 1.00         | −1.18         | 0.75         | 1.17         |
|           | (0.444)         | (0.318)      | (0.239)       | (0.450)      | (0.242)      |
| H. test (J$^{2-3}$) | 38.38           | 38.38        | 25.64         | 27.31        | 25.87        |
|           | (0.319)         | (0.319)      | (0.738)       | (0.703)      | (0.728)      |
| No. Instruments | 76              | 76           | 72            | 74           | 73           |
| Observations | 12,071          | 12,071       | 12,071        | 8593         | 8593         | 12,373       |
| Number of ID | 3444            | 3444         | 3444          | 2211         | 2211         | 3461         |

1. Year and sector dummies are included
2. Asymptotically robust standard errors in parentheses
   ***p < 0.01, **p < 0.05, *p < 0.1
3. AR (1) and AR (2) are tests for first-order and second-order serial correlation (null: no serial correlation)
4. Sargan is a test of the over-identifying restrictions, asymptotically distributed as H. test (J) (null: of instrument validity)
In Table 5 we have reported the estimates of these dynamic system GMM results. To compare the first two groups of regressions that include the lagged value of the dependent variable as a regressor and unrestricted lag structures, column (a) presents the one-step Arellano–Bond estimates with heteroscedasticity robust standard errors while column (b) reports the two-step GMM results with robust options. We estimated the two-step with a robust option but calculated the recently developed Wind Meijer–corrected standard errors. Some cross-sections are lost in creating lags and taking the first differences.

The specifications of the first two columns posit that all independent variables, except firm size, are presumed to be exogenous, even though none of the over-identifying restrictions following this assumption is exploited. Looking at columns (a) and (b) of Table 5, it is observed that the estimated coefficients associated with the two-step estimates do not differ much or sometimes slightly lower than those associated with the one-step GMM; however, the asymptotic standard errors of column (b) are similar or slightly larger. All the AR (2) test results in both columns show the absence of statistically reasonable second-order autocorrelation, which implies the lags of the variables are exogenous and, thus, instruments are valid and satisfied the required test statistics.

Similarly, the Sargan-Hansen test statistics, as calculated by xtabond2, found to be the same as in both columns (a) and (b) of Table 5 and are satisfactory but do not inspire great confidence. One possible justification is that they depend on strict homogeneity assumptions for the endogenous explanatory variables including the size indicators.

Columns (c–e) of Table 5 present the findings of the system GMM estimations of a different way to deal with the data we have. In this case, all explanatory variables except age, the dummy time-invariant variables, sector, and year are treated as endogenous and are internally instrumented. In column (c), two lags of the endogenous variable for the difference equation, two lags of the endogenous explanatory variable (firm size), and one lag for all the predetermined exogenous variables are considered relevant instruments.

Most standard errors in column (c) of Table 5 are slightly larger than in columns (a) and (b), as expected, but also reasonably most of the estimated coefficients vary among (c) and (a and b). In (c), size is negative but weakly significant at 10% whereas age changes its sign but it is statistically insignificant. The serial correlation tests of Arellano-Bond AR (1 and 2) for the autocorrelation tests are quite adequate, while the Hansen test is much more encouraging than before. In the model of column (c), we have found a higher value of Hansen tests for the 72 instruments included from each of the variables growth, size, and the lags of explanatory variables, $p$-values of 0.63, 0.91, and 0.64, respectively. Hence, at first sight, it seems that we may have obtained statistically reasonable estimates.

In column (d) of Table 5, we have included the second lag of the dependent variable in the regression. The results regarding the coefficient of the lagged dependent variable are negative and statistically significant; size and age square are still negative but relatively weakly significant. Similarly, Table 5 of column (e) which estimates the same equation, using deeper lags of the dependent and the endogenous explanatory variables produced results comparable to those reported earlier. However, the overall Hansen test is improved and is much more comforting than earlier, and the $p$-values of AR (1) and AR (2) are still satisfactory. Thus, columns (c–e) of Table 5 can be considered the adequate accepted maintained statistical model, and our comparison and analysis are based on these estimates. The last model (column f) is the estimated results of the fixed effect which is included to compare our result.

Turning to the estimated coefficients, the findings in Table 5 for the model in columns (a–f) do not reject the dynamic nature of firm growth. Specifically, the estimated values on the lagged dependent variable are statistically significant at a higher level. That is, the
higher growth of a particular year tends to lower growth rates next year. This evidence is of unique importance because earlier literature finds positive influences of the previous year’s growth on current performance. This, in turn, suggests that firm growth in Ethiopia is not persistent, which conforms to the Penrose effect, since growing firms are less likely to achieve consecutive periods of growth in the subsequent period.

The patterns of negative growth remain valid when the second lags in the growth model are included in the regressions in columns (d) and (e). The signs and levels of significance of the estimated coefficients of the first and second lag remain quite similar, although considering longer lags did not yield significant results. Our evidence of negative persistence growth over time suggests a pattern of oscillating growth and it is in line with earlier studies (Coad et al. 2011; Canarella and Miller 2018; Dosi et al. 2019).

This suggests growth generates a negative “self-reinforcing” effect, meaning that firms that grow faster in 1 year may less likely to repeat the same performance in the subsequent year.

Our estimation result provides strong evidence that size takes a negative value and it is less than one in the models which pass the required statistical test (column c–e) which is strong evidence against Gibrat’s law. Our finding shows that growth is associated with firm size and implies small firms grow faster. The negative effect of size on growth is in agreement with our aforementioned expectations and earlier works (Coad et al. 2011).

To capture the nonlinear effects of size, we included size square in our estimation. The estimated coefficient on size square was found to be insignificant in all alternative specifications except in the fixed-effect model (column f). This indicates that there is no statically significant nonlinear correlation between size and growth in our case.

This is one of our key findings that show small firms grow faster, but as size increases, growth rate declines but firms may still survive with no significant growth. Interestingly it is in line with the arguments of Akcigit et al. (2016) indicating firms established by subsistence-seeking entrepreneurs with little insignificant growth potential, in the long run, might survive, while this might be partly due to that Ethiopia is a low-income country with a low level of urbanization and the consumption behavior of the society is most likely goods and services produced by those predominantly small firms, which indicates low levels of an absence of selection and the low rate of creative destruction might allow inefficient firms to survive. It is consistent with prior findings from underdeveloped economies (Akcigit et al. 2016 and Aydoğan 2020).

Age was found to be negative and significant in the first two models and positive but not significant in the last three models which pass the validity of the appropriate test statistics. Unlike the pooled OLS results, Age square was consistently found to be negative and statistically significant, suggesting growth decreases with age and the negative growth tends to be fast when firms get older and older which may be due to the commonly known inertia effect of old firms outweighing the expected learning effect obtained from experience. It can also be another evidence of lack of selection and presence of firms formed by subsistence-seeking entrepreneurs in the economy. Above all, labor productivity and capital intensity are found to have consistently positively and significantly affect the firm’s growth in all the alternative specifications.

The ownership structure of firms at the center of manufacturing firm policies is an important factor for firm growth. For example, the Ethiopian manufacturing sector strategic document indicates the private sector as the engine of the manufacturing sector.

---

6 This finding is contradicted with the findings of (Canarella and Miller 2018 and Coad 2007 among others).
Surprisingly, firms owned by private individuals have negative growth in our data though it is not consistently significant in all alternative specifications. This is inconsistent with the findings of Amore et al. (2020) which shows family-owned Italian firms outperform better during the Covid-19 pandemic.

Finally, to capture the heterogeneity across sectors and time (year), we have estimated all the specifications from columns (a–e) with the sector and year dummies. The sector and year dummies were found to be significant in most cases, which supports the relevance of controlling sector and year dummies in our estimation.

To sum up, after managing the concerns of unobserved heterogeneity and endogeneity, the estimation results indicated a negative association of size and age on firm growth, which indicates smaller and younger firms grow fast: clear evidence against Gibrat’s law. Our results found to be also partly in agreement with the findings of Tang (2015) that implies Gibrat’s law is certain to be rejected ex-ante when a complete firm population in the economy is considered in the estimation.

7 Conclusion

In more recent panel data literature on the firm’s growth, both theoretical and empirical, it has usually been taken for granted by a significant number of studies that Gibrat’s law (1931) was fully valid, while many researchers have been labeled as “false “ for a long time. Several theories stressed firm-level specifications as the main drivers of firms’ growth whereas little attention has been paid to the methodological variations adopted by different studies and data employed. Contrary to that, this study adopts a multidimensional methodological approach to estimate the role of firm size, age, and other firm-specific determinants on firm growth. Hence, our study offers partial and, to some degree, rudimentary findings that mainly emanated from our inclusive methodological advantage implemented and the complete census-based dataset that covered 22 years and allowed the study to indicate clear and consistent evidence against Gibrat’s law.

Both the empirical results for the classical dataset examined in the nonparametric estimation, and the empirical results obtained from the parametric setup evidenced that net growth tends to be higher for smaller firms compared to larger ones which are against Gibrat’s law. However, the nonlinear connection between firm size and growth was found to be inconsistent among the methods we implemented and the specifications we estimated. Using the preferred nonparametric firm’s classifications that earlier literature argues is more robust to such concerns, the results showed an inverse relationship between size and growth remained though it is not overwhelming when firm size is less than 20 workers and/ or age is older than 40 years.

Similarly, the study indicated that conditional on survival, younger firms grow fast, and hence once we control the firm size, the relationship between growth and age square disappeared and even reversed. The decline in growth is more pronounced for firms that have an age of more than 40 years. The strong negative effect of age and age squared on growth is unusual. This suggests that in a developing economy once firms are older the inertia effect outweighs the benefits obtained from learning by doing. It also shows once a new entrant has survived, those survived firms are growing fast though the growth rate fails to sustain as firms stay for a long period in the economy. This can be evidence of the absence of natural selection.
Labor productivity and capital intensity were found to have a consistently positive and significant correlation with a firm’s growth irrespective of the alternative specifications. Firms owned by private individuals are also observed to have negative growth though it is not consistently significant in all alternative specifications.

On the contrary, we found evidence of negative persistent growth overtime, since growing firms are found to be less likely to achieve growth in the subsequent period supporting the Penrose effect. This pattern of oscillating growth is uncommon in the developing economy’s literature.

In terms of policy implications, our findings highlight the importance of smaller and younger firms on a firm’s employment growth. Hence, policies and programs that promote both smaller and younger firms are likely to produce significant employment, which may play a significant role in reducing unemployment and enhancing firm growth. In a related manner, policymakers should target not only growth per se but also focus on building up firms’ productivity, which helps to earn firm growth and employment in the economy.

The pattern of negative persistence growth also carries important policy implications. Though small and younger firms can grow faster, those firms that grow faster in some years may less likely sustain this achievement in the subsequent year. This indicates that policies that target sustainable employment growth need to address possible factors that create oscillations in the growth of firms. Thus, the persistence of this ability to grow in the coming year should be addressed.

In sum, as firms are persistently heterogeneous in the patterns of their growth, studies on the underlying determinants to create employment and firm size growth, where employment creation and industrialization are mostly needed in the developing economy, should be central to the efforts of the economics studies. Besides, alternative options including the balance sheets of those firms should be analyzed to find out any possible effects on firms to ensure persistent growth over time.
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