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Abstract
In intelligent transportation systems, the cooperation between vehicles and the road side units is essential to bring these systems to fruition. Vehicular ad hoc networks (VANETs) are a promising technology to enable the communications among vehicles on one hand and between vehicles and road side units on the other hand. However, it is a challenging task to develop a reliable routing algorithm for VANETs due to the high mobility and the frequent changes of the network topology. Communication links are highly vulnerable to disconnection in VANETs; hence, the routing reliability of these ever-changing networks needs to be paid special attention. In this paper, we propose a new vehicular reliability model to facilitate the reliable routing in VANETs. The link reliability is defined as the probability that a direct communication link between two vehicles will stay continuously available over a specified time period. Furthermore, the link reliability value is accurately calculated using the location, direction and velocity information of vehicles along the road. We extend the well-known ad hoc on-demand distance vector (AODV) routing protocol to propose our reliable routing protocol AODV-R. Simulation results demonstrate that AODV-R outperforms significantly the AODV routing protocol in terms of better delivery ratio and less link failures while maintaining a reasonable routing control overhead.
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1 Introduction
Recently, it has been widely accepted by the academic society and industry that the cooperation between vehicles and road transportation systems can significantly improve driver’s safety and road efficiency and reduce environmental impact. In light of this, the development of vehicular ad hoc networks (VANETs) has received more attention and research efforts. Much work has been conducted to provide a common platform to facilitate inter-vehicle communications (IVCs) [1]. IVC is necessary to realize traffic condition monitoring, dynamic route scheduling, emergency-message dissemination and, most importantly, safe driving [2]. It is supposed that each vehicle has a wireless communication equipment to provide ad hoc network connectivity. VANETs are considered as a special class of mobile ad hoc networks (MANETs), yet they have several key features distinguishing them. Network nodes in VANETs are highly mobile, thus the network topology is ever-changing. Accordingly, the communication link condition between two vehicles suffers from fast variation, and it is prone to disconnection due to the vehicular movements and the unpredictable behaviour of drivers. Fortunately, their mobility can be predictable along the road because it is subject to the traffic networks and its regulations. VANETs have normally higher computational capability and higher transmission power than MANETs.

Those unique characteristics of VANETs raise important routing challenging issues that should be resolved before deploying these networks effectively [3]. The most challenging issue is potentially the high mobility and the frequent changes of the network topology [4,5]. The topology of vehicular networks could vary when the vehicles change their velocities and/or lanes. These changes depend on the drivers, road situations and traffic status, and are not scheduled in advance. The proposed routing protocols and mechanisms that may be employed in VANETs should adapt to the rapidly changing topology. Besides that, they must be efficient and provide quality-of-service support to permit different transmission priorities according to the data traffic type. The existing
routing protocols as they are designed for MANETs are not suitable for VANETs.

In this paper, we propose a new reliability based routing scheme to establish a more reliable route between the source and the destination nodes. The novelty of this work lies in its unique design of a reliable routing protocol that considers the mathematical distribution of vehicular movements and the link breakages. This work is based on the scenario, where vehicles move at a variant velocity along two directions on the highway. Extensive simulation experiments are performed to evaluate the performance of our proposed scheme in comparison to ad hoc on-demand distance vector (AODV) routing protocol. Packet delivery ratio, average number of link failures, average end-to-end delay and routing control overhead are the performance metrics considered in our evaluation process.

The rest of this paper is organized as follows: Related works summarizes the related works in this field. Background of vehicular communications briefly a background of vehicular communication technology. Vehicular reliability model presents the proposed vehicular reliability model and explains how our mathematical model is developed to get calculate the link reliability value. The reliability based routing protocol AODV-R explains our reliability based routing protocol AODV-R. Simulation setup and results presents the simulation scenario setup and results. Finally, Conclusion concludes the paper.

2 Related works

The literature on routing reliability mainly addresses MANETs (e.g. [6,7]). For VANETs, Taleb et al. [8] propose a scheme that uses the information on vehicle headings to predict a possible link breakage prior to its occurrence. Vehicles are grouped according to their velocity vectors. When a vehicle shifts to a different group and a route involving the vehicle is to break, the proposed scheme searches for a more stable route that includes other vehicles from the same group.

In [9], the authors propose a velocity-aided routing protocol which determines its packet forwarding scheme based on the relative velocity between the forwarding node and the destination node. The region for packet forwarding is determined by predicting the future trajectory of the destination node based on its location information and velocity.

The authors of [10] present a prediction-based routing (PBR) protocol for VANETs. It is specifically designed for the mobile gateway scenario and takes advantage of the predictable mobility pattern of vehicles on highways. PBR predicts route lifetimes and preemptively creates new routes before the existing ones fail. The link lifetime is predicted based on the range of communication, vehicles’ location, and corresponding velocities of vehicles. Since a route is comprised of one or more links, the route lifetime is the minimum of all its link lifetimes. PBR allows the processing of multiple routing requests to check all the available routes to the destination. If the source node receives multiple replies, then it uses the route that has the maximum predicted route lifetime.

The movement prediction based routing (MOPR) algorithm is proposed in [11]. This algorithm predicts the future position of the vehicle and searches for a stable route to avoid link breakage. If several potential routes between the source vehicle and the destination vehicle exist, MOPR chooses the route that is the most stable when considering the movement conditions of the intermediate nodes with respect to source and destination nodes. This is done using the location, direction and velocity information of each vehicle. An extension to the routing table in each node is needed to fulfill the requirements of this algorithm.

3 Background of vehicular communications

The development of VANETs is motivated by the desire to disseminate road safety information among vehicles to prevent accidents and improve the road safety. All data collected from the sensors on a vehicle can be displayed to the driver or sent to a road side unit (RSU) or be broadcasted to neighbouring vehicles depending on certain requirements [12]. Many more applications are proposed for vehicular networks besides road safety like car-to-home communication, travel and tourism information distribution, multimedia and game applications, and Internet connectivity.

3.1 The architecture of vehicular networks

As shown in Figure 1, the architecture of VANETs falls in three main categories

- Inter-vehicle communication - This is also known as vehicle-to-vehicle (V2V) communication or pure ad hoc networking. In this category, the vehicles communicate among each other with no infrastructure support. Any valuable information collected from sensors on a vehicle, or communicated to a vehicle, can be sent to neighbouring vehicles.
- Vehicle-to-roadside communication - This is also known as vehicle-to-infrastructure (V2I) communication. In this category, the vehicles can use cellular gateways and wireless local area network access points to connect to the Internet and facilitate vehicular applications [14].
- Inter-roadside communication - This is also known as hybrid vehicles-to-roadside communication. Vehicles can use infrastructure to communicate with each other and share the information received
from infrastructure with other vehicles in a peer-to-peer mode through *ad hoc* communication. Besides that, vehicles can communicate with infrastructure either in single-hop or multi-hop fashion depending on their position. This architecture includes V2V communication and provides greater flexibility in content sharing.

### 3.2 The special characteristics of VANETs

Similar to MANETs, the network nodes in VANETs are self-organized and can self-manage information in a distributed fashion without a centralized authority or a server dictating the communication [14]. It means that nodes can act as servers and/or clients at the same time and exchange information with each other. Moreover, VANETs have unique attractive features over MANETs as follows [12]:

- **Higher transmission power and storage** - The network nodes (vehicles) in VANETs are usually equipped with higher power and storage than those in MANETs.
- **Higher computational capability** - Operating vehicles can afford higher computing, communication and sensing capabilities than MANETs.
- **Predictable mobility** - Unlike MANETs, the movement of the network nodes in a VANET can be predicted because they move on a road network. If the current velocity and road trajectory information are known, then the future position of the vehicle can be predicted.

### 3.3 Challenging routing requirements of VANETs

Due to the special features of VANETs, the routing process is an important issue that needs to be addressed before these networks can be deployed effectively. Data packets are forwarded from the source node to the destination node using the available vehicles as relays. However, the expected large number of vehicles and the high dynamics and frequent changing of vehicles’ densities raise real challenges for the routing process. Crossing, traffic lights and similar traffic network conditions cause frequent partitions in VANETs that make the routing process even harder. On the other hand, the design of the routing protocol in VANETs can benefit from features like mobility constraints and some kind of predictable mobility on roads. Moreover, the availability of other additional information such as geographical coordinates and city maps can be utilized.

According to [15], the current routing protocols proposed for VANETs can be classified into five categories: the flooding-based routing protocols that simply broadcast messages over the network; the mobility-based routing protocols, where the mobility information like relative distance, relative velocity, relative acceleration and directions of movement can be used to predict the lifetime/duration of the routing path; the infrastructure-based routing protocols, where the infrastructure such as RSUs, cellular base stations and even routine buses is...
used to help the robustness and security of VANET communications; the geographic location-based routing protocols, where VANETs can use global positioning system (GPS) location coordinates to find the routes that are geographically closer to the destination vehicle; and the probability-based routing protocols, where the probability theory is used to describe the likelihood of certain events like the probability of link breakage with a certain transmission power or a certain mobility parameter.

4 Vehicular reliability model

4.1 Highway mobility model

There are two major approaches to describe the spatio-temporal propagation of vehicular traffic flows [16]: macroscopic traffic flow models and microscopic traffic flow models. The macroscopic approach pictures the traffic flow as the physical flow of a continuous fluid. It describes the traffic dynamics in terms of aggregated macroscopic quantities such as traffic density \( \rho \), traffic flow \( q \) and average velocity \( v \) as functions of space \( x \) and time \( t \) corresponding to partial differential equations. These parameters can be related together through their average values using the following relations [17]:

\[
d_m \equiv \frac{1}{\rho_{veh}} - l_m
\]

\[
v_m = \frac{d_m}{r_m} = \frac{1}{1 \left( \frac{1,000}{\rho_{veh}} - l_m \right)}
\]

\[
q_m = \frac{1}{\rho} = v_m \left( \frac{1 \left( \frac{1,000}{\rho_{veh}} - l_m \right)}{1,000} \right)
\]

where \( d_m \) is the average distance between vehicles in meters; \( \rho_{veh} \) is the traffic density on the freeway section considered in vehicles per kilometer; \( l_m \) is the average length of vehicle in meters; \( r_m \) is the average time gap between vehicles in seconds; \( v_m \) is the average velocity of vehicles on the road in meters per second; and \( q_m \) is the average traffic flow measured in vehicles per second.

On the other hand, the microscopic approach describes the motion of each individual vehicle. It models actions like the accelerations, decelerations and lane changes of each driver as a response to the surrounding traffic. It is known that the microscopic approach can be used to describe both individual vehicle motion and general traffic flow status [18]. Hence, we use the macroscopic traffic flow model to describe the vehicular traffic flow and utilize the average velocity quantity to consider the mathematical distribution of vehicular movements over the traffic network. Moreover, the connection availability is determined based on the position, direction and velocity of each individual vehicle so the involvement of microscopic traffic flow model can improve the accuracy of the modelling. Thus, we propose a hybrid approach combining both macroscopic and microscopic traffic flow models as an improvement to [19], where we used only the macroscopic traffic flow model. The vehicular velocity distribution comes from the macroscopic approach, and each individual vehicle’s movement is tuned using a microscopic approach to refine the prediction of its movement. Using this hybrid approach, we can obtain more accurate estimation of the link reliability between vehicles.

Based on the microscopic model, the movement of each vehicle \( i \) is defined by the following parameters: current Cartesian position at \( t \): \( x_i(t) \) and \( y_i(t) \), current velocity \( v_i(t) \), direction of movement \( a_i(t) \) and acceleration \( a_i(t) \). In VANETs, we consider that the vehicular velocity is the major factor in determining the expected communication duration between two vehicles. It is assumed that vehicular velocity has a normal distribution [20,21]. The following relations describe the highway mobility model using the city section mobility model [9,22]:

\[
v_i(t + \Delta t) = v_i(t) + a_i(t) \times \Delta t
\]

\[
\Delta x_{b,c} = \sum_{k=b+1}^{c} v_{b,k} \times \hat{a} \times \cos \alpha_{b,k}
\]

\[
\Delta y_{b,c} = \sum_{k=b+1}^{c} v_{b,k} \times \hat{a} \times \sin \alpha_{b,k}
\]

where \( \Delta x_{b,c} \) and \( \Delta y_{b,c} \) are the travelling distances along the \( x \) and \( y \) directions during time \( \Delta t = (t_c - t_b) \), \( \hat{a} \) is the time sampling interval between \( t_b \) and \( t_c \). \( v_{b,k} \) is the velocity of vehicle \( i \) at time instant \( k \), and \( \alpha_{b,k} \) is the direction of movement of vehicle \( i \) at time instant \( k \). Nevertheless, the acceleration/deceleration values have a uniform distribution, i.e. the values of \( v_i(t + \Delta t) \) do not follow a normal distribution. One possible solution is to convert the uniform distribution of the acceleration/deceleration values to normal distribution using the Box-Muller transform [23] or the Ziggurat algorithm [24]. However, this solution is computationally expensive to apply and adds complexity to the routing algorithm. We propose a simpler solution to allow vehicles to accelerate or decelerate or keep the same velocity by picking a new normally distributed velocity value. Let \( V_{set} = \{v_{n1}, v_{n2}, ... v_{nc} \} \) be a set of normally distributed velocity values generated at \( t + \Delta t \). Let \( v_{n1} \) and \( v_{n5} \in V_{set} \), where \( v_{n1} \geq v_i(t) \) and \( v_{n5} \leq v_i(t) \). If the vehicle picks \( v_{n1} \), then it is increasing; otherwise, it is decreasing by picking \( v_{n5} \). The drivers’ behaviour parameter (DBR) is included in our proposed solution to distinguish between drivers who tend to accelerate over the average velocity and drivers who
tend to decelerate. Thus, we rewrite Equation (4) as follows:

\[ v_i(t + \Delta t) = \begin{cases} \nu_L, & \text{if } U1 < 3DBR/4 \\ \nu_S, & \text{otherwise} \end{cases} \]

(7)

where \( U1 \) is a random variable generated between 0 and 1. The DBR parameter value is set based on highway studies which suggest that about 75% of aggressive drivers tend to favour acceleration over a general mean velocity [10].

According to the classical vehicular traffic theory, vehicles are assumed to have Poisson distributed arrivals [17]. Thus, the time gaps between vehicles are distributed according to the following probability density function (pdf) [25]

\[ p_q(r) = qe^{-q r}; \]

(8)

where \( q \) is the traffic flow in vehicles per second. Based on Equation (8), the pdf of the vehicles’ distance \( d \) can be written as follows:

\[ p_q(d) = \frac{q}{v_m} e^{-q d} = \frac{\nu_{veh}}{1,000} e^{-\frac{\nu_{veh} d}{1,000}}, \]

(9)

where \( q \) is substituted by use of Equation (3), and \( l_m \) is neglected to keep the mathematics simple. Hence, the distance between vehicles is exponentially distributed with the rate \( \lambda = \nu_{veh} / 1,000 \), where \( d > 0 \). Nonetheless, the pdf in Equation (9) suggested replacing the velocity of vehicles with a constant average velocity \( v_m \) which is not quite accurate according to the fact that velocities are variable because of the acceleration/deceleration while driving. However, this simple presentation of the pdf of vehicles’ distance is suitable for our highway mobility model and simulation scenario design. More general and accurate distribution of the distance between vehicles has been investigated in [26].

4.2 Link reliability model

The link reliability is defined as the probability that a direct communication link between two vehicles will stay continuously available over a specified time period [27]. Given a prediction interval \( T_p \) for the continuous availability of a specific link \( l \) between two vehicles at \( t \), the link reliability value \( r(l) \) is defined as follows:

\[ r(l) = P(\text{to continue to be available until } t + T_p | \text{ available at } t). \]

In order to calculate the link reliability \( r(l) \), we utilize the vehicle’s velocity parameter. The calculation of \( r(l) \) can be done in one part based on the assumption that the vehicular velocity has a normal distribution, i.e. if the velocities of two adjacent vehicles are unchanged or changed between \( t \) and \( t + T_p \), the resulting relative velocity has a normal distribution. Let \( g(\nu) \) denote the probability density function of the velocity of vehicle \( v_i \), and \( G(\nu) \) be the corresponding probability distribution function:

\[ g(\nu) = \frac{1}{\sigma\sqrt{2\pi}} e^{-\frac{(\nu - \mu)^2}{2\sigma^2}} \]

(10)

\[ G(\nu \leq V_0) = \frac{1}{\sigma\sqrt{2\pi}} \int_0^{V_0} e^{-\frac{(\nu - \mu)^2}{2\sigma^2}} d\nu, \]

(11)

where \( \mu \) and \( \sigma^2 \) denote the mean and the variance of velocity \( \nu_i \), respectively. The distance \( d \) between two vehicles can be written as a function of the relative velocity \( \Delta \nu \) and time duration \( T, d = \Delta \nu \times T \), where \( \Delta \nu = |v_2 - v_1| \). Since \( v_2 \) and \( v_1 \) are normally distributed random variables, then \( \Delta \nu \) is also a normally distributed random variable and we can write \( \Delta \nu = \frac{d}{T} \). Let \( H \) denote the radio communication range of each vehicle. The range where communication between any two vehicles remains possible can be determined as \( 2H \), i.e. when the relative distance between the two vehicles changes from \(-H \) to \(+H \). Let \( f(T) \) denote the probability density function of the communication duration \( T \). We can calculate \( f(T) \) as follows:

\[ f(T) = \frac{4H}{\sigma \Delta \nu \sqrt{2\pi}} \frac{1}{T^2} e^{-\frac{\left(\frac{\mu}{\sigma \Delta \nu} + \frac{\nu_0}{\sigma \Delta \nu}\right)^2}{2T^2}} \text{ for } T \geq 0, \]

(12)

where \( \mu_{\Delta \nu} = [\mu_{v2} - \mu_{v1}] \) and \( \sigma_{\Delta \nu}^2 = \sigma_{v1}^2 + \sigma_{v2}^2 \) denote the mean and the variance of relative velocity \( \Delta \nu \), respectively. We suppose that each vehicle is equipped with a GPS device to identify its location, velocity and direction information. \( T_p \) is defined as the prediction interval for the continuous availability of a specific link \( l \) between two vehicles \( C_i \) and \( C_j \). We assume that vehicles will not change their velocities either by accelerating or decelerating during \( T_p \). We also assume there is no separation distance between lanes carrying forward traffic and lanes carrying backward traffic. The width of the road is ignored for simplicity. The following cases are considered to calculate \( T_p \) accurately:

- Vehicles are moving in the same direction

\[ T_p = \begin{cases} \frac{2H - L_d}{|v_j - v_i|}, & \text{if } v_j > v_i, \text{i.e. } C_j \text{ approaches } C_i \text{ from behind} \\ \frac{H - L_d}{|v_j - v_i|}, & \text{if } v_j > v_i, \text{i.e. } C_j \text{ moves forward in front of } C_i \end{cases} \]

(13)

- Vehicles are moving in opposite directions
\[ T_p = \begin{cases} \frac{H + L_{ij}}{v_i + v_j} C_i \text{ and } C_j \text{ are moving toward each other} \\ \frac{H - L_{ij}}{v_i + v_j} C_i \text{ and } C_j \text{ are moving away from each other} \end{cases} \]

where \( L_{ij} \) is the Euclidean distance between vehicles \( C_i \) and \( C_j \), and \( v_{ij} \) is the relative velocity between vehicles \( C_i \) and \( C_j \).

\[ L_{ij} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}, \]

where we assumed that \( L_{ij} > 0 \), i.e. two vehicles cannot be at the same location at the same time.

We can integrate \( f(T) \) in (12) from \( t \) to \( t + T_p \) to obtain the probability that at time \( t \), the link will be available for a duration \( T_p \). Thus, the link reliability value \( r_t(l) \) at time \( t \) is calculated as follows:

\[ r_t(l) = \begin{cases} \int_t^{t+T_p} f(T) \, dt & \text{if } T_p > 0 \\ 0 & \text{otherwise} \end{cases} \]

where \( f(T) \) is defined as follows:

\[ f(T) = \begin{cases} 1 & \text{if } T_p > 0 \\ 0 & \text{otherwise} \end{cases} \]

the integral in (16) can be derived using the Gauss error function \( \text{Erf} \) [28]. It can be obtained as

\[ r_t(l) = \text{Erf} \left( \frac{2(H - v_{ij})}{\sigma_v \sqrt{2}} \right) - \text{Erf} \left( \frac{2(H + v_{ij})}{\sigma_v \sqrt{2}} \right) \text{ when } T_p > 0, \]

where \( \text{Erf} \) is defined as follows

\[ \text{Erf}(w) = \frac{2}{\sqrt{\pi}} \int_0^w e^{-t^2} \, dt - \infty < w < +\infty. \]

4.3 Route reliability definition

In vehicular networks, multiple potential routes could exist between the source vehicle \( s_r \) and destination vehicle \( d_e \), where each route is composed of a set of links (hops) between the source and the destination. Without loss of generality, for any given route, let us denote the number of its links as \( \Omega \): \( l_1 = (s_r, n_1), l_2 = (n_1, n_2), \ldots, l_\Omega = (n_\Omega, d_e) \). For each link \( l_{\omega} \) (\( \omega = 1, 2, \ldots, \Omega \)), we denote by \( r_t(l_{\omega}) \) the value of its link reliability as calculated in Equation (16). The route reliability for a route \( P \), denoted by \( R(P(s_r, d_e)) \), is defined as follows:

\[ R(P(s_r, d_e)) = \prod_{\omega=1}^{\Omega} r_t(l_{\omega}) \text{where } l_\omega \in P(s_r, d_e). \]

Suppose there are \( z \) potential multiple routes from the source \( s_r \) to the destination \( d_e \). If \( M(s_r, d_e) = \{P_1, P_2, \ldots, P_z\} \)
is the set of all those possible routes, then the optimal route will be chosen at the source node based on the following criteria:

$$\text{arg max}_{P \in M(s, d)} R(P).$$

(20)

In other words, if multiple routes are available, we choose the most reliable route that satisfies the reliability threshold determined by the application. It can be said that the route $P$ is reliable if $R(P)$ is greater than the reliability threshold, e.g. sensitive data needs more reliable route than other normal data. In this case, the reliability threshold for sensitive data could be $R(P) > 0.9$. A route
could be reliable for some types of data to be transferred while it is not reliable for other types of data.

In conclusion, route reliability is a relative concept and depends on the data type to be transferred. If we have many routes that satisfy the reliability threshold, then we could choose the route that has the least number of hops.

5 The reliability based routing protocol AODV-R

For the purpose of evaluating our proposed reliability based routing scheme, we choose to extend the well-known AODV routing protocol [29] to propose our AODV-R routing protocol, where R stands for reliability. AODV is a reactive routing protocol, i.e. it establishes a route between the source node and the destination node only on demand. AODV can be used for both unicast and multicast routing. When a network node needs a connection, it broadcasts a routing request (RREQ) message to the neighbouring vehicles. Every node receives this RREQ will record the node it heard from and forward the request to other nodes. This procedure of recording the previous hop is called backward learning [14]. If one of the intermediate nodes has a route to the destination, it replies back to the source node with that route. If more than one reply arrives at the source node, then it uses the route with the least number of hops. If the routing request arrives at the destination node, a routing reply (RREP) message is sent back to the source node using the complete route obtained from the backward learning as illustrated in Figure 2.

When a link breakage occurs, routing error messages (RERR) are generated to repair the existing route or discover a new one. AODV sends HELLO messages periodically to ensure the link is still active. In order to fulfill the requirements of our proposed reliability-based scheme, we extend AODV routing messages RREQ and RREP, and the routing table entries as follows:

1. RREQ message is extended by adding five new fields to its structure as shown in Figure 3a
   - XPos, YPos contain the coordinates of the vehicle that generates/processes this RREQ.
- **Speed** contains the current velocity of the vehicle that generates/processes this RREQ.
- **Direction** contains the movement angle of the vehicle that generates/processes this RREQ.
- **Link_reliability** contains the value of the link reliability between the sender and receiver of this RREQ.

2. RREP message is extended by adding one new field to its structure as shown in Figure 3b.
- **Route_reliability** contains the final value of the whole route reliability between the source node and the destination node. This value is used by the source node to decide which route will be chosen in case of multiple routes between the source and the destination are found.

3. Routing table is extended by adding one new field to its structure as shown in Figure 3c.
- **Route_reliability** contains the value of the route reliability of this route entry. This value is updated every time a route with a higher reliability value is found for the same destination.

5.1 Route discovery process in AODV-R

When the source vehicle $s_i$ has data to send, it first looks at its routing table. If there is a valid route to the destination $d_o$, then it will use it, else a new route discovery process starts. The source vehicle broadcasts a new RREQ message to the neighbouring vehicles and adds its location information, direction and velocity to this request. Once the RREQ is received by the neighbour vehicle, it calculates the link reliability to the sender vehicle based on Equation (16) and creates/updates a direct route based on the calculated link reliability value. After that, the link reliability value is updated by multiplying the calculated value and the saved value in RREQ message according to Equation (19). The new reliability value is then saved in the RREQ message. After that, the current vehicle will check if this RREQ is processed before or not. If it is, then
we have a reverse route to the source vehicle. If the reliability value of this reverse route is less than the reliability value of the discovered one, it means that we have a new reverse route with better reliability value. In this case, the RREQ message will be processed again. Otherwise, it will be discarded. This mechanism allows the intermediate/destination vehicle to process multiple RREQs and send multiple RREPs to the source vehicle.

After finishing the creating/updating process of the reverse route, the current vehicle checks if it is the destination vehicle. If yes, then RREP message is sent back to the source vehicle with the final route reliability value. If it is not the destination, then it checks if it has an active route to the destination. If there is one, then it sends RREP message back to the source vehicle, else it forwards RREQ to other vehicles.

If the source vehicle receives multiple RREPs for the same RREQ, then it chooses the route based on the maximum reliability value among all received RREPs. In this way, we choose the most reliable route to the destination. The following chart in Figure 4 describes the processing of an incoming RREQ message in AODV-R at the intermediate/destination node.

### 6 Simulation setup and results

We use the OMNet++ simulator [30] to conduct our simulation experiments and performance evaluation.

OMNet++ is an extensible, modular, component-based C++ simulation library and framework, primarily for building network simulators. Since OMNet++ is a discrete event simulation package, we perform 15 runs for each simulation experiment to average our results and construct 95% confidence intervals to indicate the reliability of our simulation results. We compare the simulation results of AODV routing protocol with our proposed routing protocol AODV-R.

We have carried out a three-lane traffic simulation scenario of a 5,000-m highway with two independent driving directions for vehicles to move. The traffic density in each lane is 10 vehicles. When vehicles reach the end of the highway, they loop back in the same lane, i.e. the traffic is bidirectional. This gives more meeting opportunities for communications among vehicles and helps to improve the data delivery. The highway mobility model is implemented in OMNet++ and follows our definitions in Equations (4), (5), (6), (7) and (9). The average velocity of the vehicles for each lane is 40, 60 and 80 km/h, respectively. The velocity of vehicles is variable due to the different behaviour of drivers on the road. The reliability threshold $R(P) = 0$ for all the simulation experiments, i.e. the selection criteria at the destination will depend on the maximum reliability value. Figure 5 illustrates the simulation scenario.

The following simulation experiments are performed:

#### Table 1 Experiment A - average packet delivery ratio using 95% confidence intervals

| Velocity in the third lane (km/h) | AODV |  |  | AODV-R |  |  |
|----------------------------------|------|---|---|--------|---|---|
| Avg% | LL% | UL% | Avg% | LL% | UL% |
| 60 | 51.36 | 46.86 | 55.86 | 64.41 | 60.23 | 68.59 |
| 80 | 49.82 | 46.21 | 51.75 | 63.83 | 60.57 | 66.08 |
| 100 | 47.01 | 43.95 | 50.09 | 62.10 | 58.89 | 64.65 |
| 120 | 42.83 | 39.40 | 45.93 | 59.85 | 56.17 | 63.53 |
| 140 | 37.86 | 34.62 | 41.08 | 56.07 | 53.55 | 58.66 |

#### Table 2 Experiment A - average end-to-end delay using 95% confidence intervals in seconds

| Velocity in the third lane (km/h) | AODV |  |  | AODV-R |  |  |
|----------------------------------|------|---|---|--------|---|---|
| Avg | LL | UL | Avg | LL | UL |
| 60 | 0.038 | 0.029 | 0.043 | 0.062 | 0.053 | 0.068 |
| 80 | 0.058 | 0.048 | 0.065 | 0.082 | 0.073 | 0.087 |
| 100 | 0.06 | 0.056 | 0.068 | 0.094 | 0.089 | 0.104 |
| 120 | 0.066 | 0.057 | 0.076 | 0.118 | 0.107 | 0.122 |
| 140 | 0.097 | 0.088 | 0.102 | 0.128 | 0.117 | 0.136 |

#### Table 3 Experiment A - average number of link failures using 95% confidence intervals

| Velocity in the third lane (km/h) | AODV |  |  | AODV-R |  |  |
|----------------------------------|------|---|---|--------|---|---|
| Avg | LL | UL | Avg | LL | UL |
| 60 | 214.3 | 195.6 | 232.9 | 134.1 | 122.7 | 145.4 |
| 80 | 242.8 | 226.2 | 259.3 | 141.7 | 127.2 | 163.1 |
| 100 | 304.4 | 289.1 | 336.6 | 175.4 | 153.3 | 201.4 |
| 120 | 365.1 | 339.8 | 390.3 | 221.7 | 205.1 | 238.2 |
| 140 | 501.6 | 479.8 | 523.1 | 261.7 | 241.5 | 281.8 |

#### Table 4 Experiment A - average routing control overhead ratio using 95% confidence intervals

| Velocity in the third lane (km/h) | AODV |  |  | AODV-R |  |  |
|----------------------------------|------|---|---|--------|---|---|
| Avg% | LL% | UL% | Avg% | LL% | UL% |
| 60 | 41.297 | 38.64 | 43.96 | 49.59 | 44.94 | 54.23 |
| 80 | 44.29 | 40.47 | 48.03 | 52.64 | 50.05 | 55.23 |
| 100 | 47.29 | 43.92 | 50.65 | 54.83 | 50.00 | 58.21 |
| 120 | 49.28 | 44.84 | 53.72 | 55.60 | 52.03 | 59.16 |
| 140 | 51.27 | 48.77 | 53.78 | 57.29 | 54.16 | 60.42 |
1) Experiment A - We change the average velocity of the vehicles in the third lane only from 60 to 140 km/h. The UDP packet size is 1,024 bytes. The transmission data rate is 10 packets per second.

2) Experiment B - We change the data packet size from 500 to 3,000 bytes. The transmission data rate is 10 packets per second. The average velocity of vehicles for each lane is 40, 60 and 80 km/h, respectively.

In the following, the simulation results and confidence intervals are obtained via 15 simulation runs with one random stream seeded by the number of the corresponding run (from 0 to 14). This random stream is generated using the Mersenne Twister random number generator algorithm [31] that has the incredible cycle length of $2^{19937}$-1. In addition, there is no need for seed generation because chances are very very small that any two seeds produce overlapping streams.

6.1 Performance metrics
The following four performance metrics are considered for the simulation experiments:

- Average packet delivery ratio (PDR) represents the average ratio of the number of successfully received data packets at the destination node to the number of data packets supposed to be delivered.
- Links failures represent the average number of link failures during the routing process. This metric shows the efficiency of the routing protocol in avoiding link failures.
- Routing control overhead expresses the ratio of the total generated routing control messages to the total number of data messages supposed to be received.
- Average end-to-end delay represents the average time between the sending and receiving times for packets received.
6.2 Effect of different velocities on the routing performance

Figure 6 shows that the proposed routing protocol AODV-R achieves higher packet delivery ratio than AODV. It is noticed that the average PDR reduces for both routing protocols when the average velocity in the third lane changes from 60 to 140 km/h. This reduction comes from the fact that the routing topology becomes more dynamic and unstable when velocity increases. However, the degradation of the PDR of AODV-R is less rapid than that of AODV. Choosing the most reliable available route makes AODV-R well adapted to the high dynamic vehicular environment. In AODV-R, when the source node receives multiple routing replies, it chooses the most reliable route and helps reduce the possibility of link breakages and the need for another route discovery process. Less route discovery processes means more bandwidth allocated for the data packets transmission.

In Figure 7, the AODV-R shows higher average end-to-end delay values than AODV. The route establishment in AODV-R takes longer than that in AODV because of the processing of multiple routing requests and replies. However, the established route will be the most reliable one and will be used for a longer time. On the other hand, AODV chooses the shortest route to the destination regardless of its reliability. Thus, the route discovery process in AODV takes less time to find the route, but link breakages have a high probability of occurring. This is linked to Figure 6 that shows that AODV has a lower average delivery ratio than AODV-R especially when the velocity in the third lane exceeds 100 km/h.

When a link failure occurs, RERR message is generated for the purpose of repairing the current route or launching a new route discovery process. Figure 8 shows that AODV has higher average number of link failures than AODV-R. The shortest route selection algorithm in AODV is highly prone to link breakages when the network topology becomes more dynamic. On the other hand, AODV-R processes all the possible routes to the
destination and chooses the most reliable one. For both AODV and AODV-R, the average number of link failures increases when the velocity increases. However, AODV-R responds better than AODV to the changes of the network topology and keeps a lower rate of link failures.

Figure 9 shows the average ratio of the routing control overhead for both AODV and AODV-R. The two routing protocols are affected by the changes of the network topology. In AODV-R, the routing algorithm uses more routing control messages to establish the most reliable route, so it is expected to have higher routing control overhead than AODV. However, the routing control overhead generated by AODV-R is reasonable and close to AODV generated overhead. The more link failures in AODV, as shown in Figure 8, the more new route discovery processes are issued. These extra route discovery processes generate more routing control messages which consume bandwidth from the bandwidth available for data transmission. It is important to use the most reliable route to avoid the possibility of a link breakage during the delivery process of data packet fragments.

In this experiment, Figure 11 shows that AODV-R also achieves higher average end-to-end delay than AODV. Although the route establishment in AODV-R takes longer than AODV, the established route will be the most reliable one and will be used for a longer time. On the other hand, AODV chooses the shortest route to the destination regardless of its reliability. Thus, the route discovery process in AODV takes less time. This is linked to Figure 10 which shows that AODV has a lower PDR than AODV-R.

In Figure 12, the average number of link failures in AODV is confirmed to be higher than AODV-R. This observation is illustrated in Figure 10, where the PDR of AODV-R is higher than that of AODV. The simple route selection algorithm in AODV has a high probability of being fragmented. Any link breakages during the delivery process of a fragment of a data packet can cause the failure of the whole data packet delivery. If the delivery fails then a new route discovery process is needed to find a new route. More route discovery processes generate more routing control messages which consume bandwidth from the bandwidth available for data transmission.

| Table 5 Experiment B - average packet delivery ratio using 95% confidence intervals |
|------------------------------|-----------------|-----------------|
| Data packet size (bytes)    | AODV            | AODV-R          |
|                             | Avg% | LL%  | UL%  | Avg%  | LL%  | UL%  |
| 500                         | 50.27 | 48.66 | 51.86 | 66.71 | 60.76 | 63.73 |
| 1,000                       | 49.82 | 46.21 | 51.75 | 66.08 | 60.57 | 63.33 |
| 1,500                       | 48.28 | 44.86 | 51.04 | 64.58 | 59.79 | 62.18 |
| 2,000                       | 46.09 | 42.80 | 48.03 | 63.80 | 57.84 | 61.15 |
| 2,500                       | 43.19 | 40.02 | 46.04 | 62.46 | 58.07 | 60.77 |
| 3,000                       | 39.32 | 36.97 | 41.66 | 62.85 | 57.15 | 60.00 |

| Table 7 Experiment B - average number of link failures using 95% confidence intervals |
|------------------------------|-----------------|-----------------|
| Data packet size (bytes)    | AODV            | AODV-R          |
|                             | Avg% | LL%  | UL%  | Avg%  | LL%  | UL%  |
| 500                         | 269.5 | 249.9 | 297  | 142.8 | 128.4 | 157.1 |
| 1,000                       | 282.8 | 256.2 | 305.3 | 146.7 | 123.2 | 165.1 |
| 1,500                       | 316.6 | 294.4 | 338.7 | 163.7 | 142.9 | 184.4 |
| 2,000                       | 361.1 | 333.4 | 386.7 | 188.9 | 156.2 | 211.5 |
| 2,500                       | 414.4 | 385   | 417.3 | 212.8 | 186   | 239.5 |
| 3,000                       | 494.8 | 480.8 | 532.7 | 256.4 | 235.4 | 287.3 |

| Table 6 Experiment B - average end-to-end delay using 95% confidence intervals in seconds |
|------------------------------|-----------------|-----------------|
| Data packet size (bytes)    | AODV            | AODV-R          |
|                             | Avg  | LL   | UL   | Avg  | LL   | UL   |
| 500                         | 0.049 | 0.044 | 0.052 | 0.057 | 0.053 | 0.061 |
| 1,000                       | 0.06  | 0.056 | 0.063 | 0.066 | 0.06  | 0.069 |
| 1,500                       | 0.075 | 0.069 | 0.077 | 0.082 | 0.077 | 0.088 |
| 2,000                       | 0.078 | 0.072 | 0.08  | 0.091 | 0.086 | 0.096 |
| 2,500                       | 0.079 | 0.075 | 0.083 | 0.098 | 0.095 | 0.104 |
| 3,000                       | 0.085 | 0.078 | 0.088 | 0.101 | 0.094 | 0.105 |

| Table 8 Experiment B - average routing control overhead ratio using 95% confidence intervals |
|------------------------------|-----------------|-----------------|
| Data packet size (bytes)    | AODV            | AODV-R          |
|                             | Avg% | LL%  | UL%  | Avg%  | LL%  | UL%  |
| 500                         | 43.02 | 40.96 | 45.07 | 52.48 | 51.46 | 53.49 |
| 1,000                       | 44.29 | 40.47 | 48.03 | 52.64 | 50.05 | 55.23 |
| 1,500                       | 47.59 | 44.12 | 51.07 | 56.80 | 54.48 | 59.12 |
| 2,000                       | 49.32 | 47.29 | 52.68 | 55.76 | 53.24 | 58.29 |
| 2,500                       | 51.28 | 49.98 | 55.16 | 56.41 | 53.57 | 59.24 |
| 3,000                       | 55.52 | 52.39 | 58.66 | 58.17 | 54.22 | 62.11 |
link failures even though the network topology is not highly dynamic. AODV-R always searches for the most reliable route and keeps a low rate of link failures.

In Figure 13, the average routing overhead ratio of both AODV and AODV-R are also close to each other as they were in Figure 9. The higher rate of link failures in AODV illustrated in Figure 12 causes more route discovery processes to be launched. These extra route discovery processes increase the routing control overhead. On the other hand, AODV-R still uses more routing requests and replies to establish the most reliable route but maintains acceptable levels of routing control overhead.

The Tables 5, 6, 7, 8 show the confidence intervals values for each figure in this experiment.

7 Conclusion

In this paper, we developed a link reliability model based on the vehicular velocity distribution on highways. A hybrid approach combining both macroscopic and microscopic traffic flow models is used in our highway mobility model. We applied the link reliability model to the routing process in VANETs to have a reliability-based routing scheme. We showed the advantages of using the link reliability model to improve the performance of the current routing protocol in VANETs. The vehicular reliability model is incorporated into AODV routing protocol to create our AODV-R routing protocol. The evaluation results reveal that AODV-R has a better delivery ratio compared to the conventional AODV since it chooses the most reliable route among all possible routes to the destination. Although the proposed AODV-R scheme has a slightly higher computational cost, it results much lower link failures while providing slightly higher average end-to-end delays than AODV.

The developed link reliability model considered the vehicular movements as the main cause for link breakages. Wireless channel congestion and/or noise errors [32] could be other possible causes for link breakages as well. The impact of wireless channel congestion/noise errors on the link reliability model and considering more routing constraints such as delay in our developed routing protocol will be our future extensions.
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