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Abstract

Cross-lingual transfer between typologically related languages has been proven successful for the task of morphological inflection. However, if the languages do not share the same script, current methods yield more modest improvements. We explore the use of transliteration between related languages, as well as grapheme-to-phoneme conversion, as data preprocessing methods in order to alleviate this issue. We experimented with several diverse language pairs, finding that in most cases transliterating the transfer language data into the target one leads to accuracy improvements, even up to 9 percentage points. Converting both languages into a shared space like the International Phonetic Alphabet or the Latin alphabet is also beneficial, leading to improvements of up to 16 percentage points.

1 Introduction

The majority of the world’s languages are synthetic, meaning they have rich morphology. As a result, modeling morphological inflection computationally can have a significant impact on downstream quality, not only in analysis tasks such as named entity recognition and morphological analysis (Zhu et al., 2019), but also for language generation systems for morphologically-rich languages.

In recent years, morphological inflection has been extensively studied in monolingual high resource settings, especially through the recent SIGMORPHON challenges (Cotterell et al., 2016, 2017, 2018). The latest SIGMOPRHON 2019 challenge (McCarthy et al., 2019) focused on low-resource settings and encouraged cross-lingual training, an approach that has been successfully applied in other low-resource tasks such as Machine Translation (MT) or parsing. Cross-lingual learning is a particularly promising direction, due to its potential to utilize similarities across languages (often languages from the same linguistic family, which we will refer to as “related”) in order to overcome the lack of training data. In fact, leveraging data from several related languages was crucial for the current state-of-the-art system over the SIGMORPHON 2019 dataset (Anastasopoulos and Neubig, 2019).

However, as Anastasopoulos and Neubig (2019) point out, cross-lingual learning even between closely related languages can be impeded if the languages do not use the same script. We present a few examples taken from Anastasopoulos and Neubig (2019) in Table 1. The first example presents cross-lingual transfer for Bengali, with the transfer languages varying from very related (Hindi, Sanskrit, Urdu) to only distantly related (Greek). Nevertheless, there is notably little variance in the performance of the systems. We believe that the culprit is the difference in writing systems between

\begin{table}[h]
\centering
\begin{tabular}{lll}
\hline
Transfer lang. & Test lang. & Acc. \\
(L₁) & (script) & (L₂) \\
\hline
Urdu & (Arabic) & 42 \\
Sanskrit & (Devanagari) & Bengali & 44 \\
Hindi & (Devanagari) & Bengali & 49 \\
Greek & (Greek) & 42 \\
Arabic & (Arabic) & 18 \\
Hebrew & (Hebrew) & Maltese & 22 \\
Italian & (Roman) & 34 \\
\hline
\end{tabular}
\caption{The languages’ script can affect the effectiveness of cross-lingual transfer (using L₁ data to train a L₂ inflection system). Bengali results display low variance, as all transfer languages differ in script. Maltese is typologically closer to Arabic and Hebrew than Italian, but accuracy is higher when transferring from a same-script language.}
\end{table}

1Our code and data are available at https://github.com/nikim99/Inflection-Transliteration.
all the transfer and test languages, which does not allow the system to easily leverage cross-lingual information: the Bengali data uses the Bengali script, the Urdu data uses the Nastaliq script (a derivative of the Arabic alphabet), the Hindi and Sanskrit data uses Devanagari, and the Greek data uses the Greek alphabet. In the second example, with transfer from Arabic, Hebrew, and Italian for morphological inflection in Maltese, we note that although Maltese is much closer typologically to Arabic and Hebrew (they are all Semitic languages), the test accuracy is higher when transferring from Italian, which despite only sharing a few typological elements with Maltese happens to also share the same script.

The aim of this work is to investigate this potential issue further. We first quantify the effect of script differences on the accuracy of morphological inflection systems through a series of controlled experiments (§2). Then, we attempt to remedy this problem by bringing the representations of the transfer and test languages in the same, shared space before training the morphological inflection system. In one setting, we achieve this through transliteration of the transfer language into the test language’s script as a preprocessing step. In another setting, we convert both languages into a shared space, using grapheme-to-phoneme (G2P) conversion into the International Phonetic Alphabet (IPA) as well as romanization. We discuss both settings and their effects on morphological inflection in low-resource settings (§3).

Our approach bears similarities to pseudo-corpus approaches that have been used in machine translation (MT), where low-resource language data are augmented with data generated from a related high-resource language. Among many, for instance, De Gispert and Marino (2006) built a Catalan-English MT by bridging through Spanish, while Xia et al. (2019) show that word-level substitutions can convert a high-resource (related) language corpus into a pseudo low-resource one leading to large improvements in MT quality. Such approaches typically operate at the word level, hence they do not need to handle script differences explicitly. NLP models that handle script differences do exist, but focus mostly on analysis tasks such as named entity recognition (Bharadwaj et al., 2016; Chaudhary et al., 2018; Rahimi et al., 2019) or entity linking (Rijhwani et al., 2019), whereas we focus in a generation task. Character-level transliteration was typically incorporated in phrase-based statistical MT systems (Durrani et al., 2014), but was only used to handle named entity translation. Notably, there exist NLP approaches such as the document classification approach of Zhang et al. (2018) showing that indeed shared character-level information can facilitate cross-lingual transfer, but limit their analysis to same-script languages only. Specific to the the morphological inflection task, (Hauer et al., 2019) use cognate projection to augment low-resource data, while (Wiemerslage et al., 2018) explore the inflection task using inputs in phonological space as well as bundles of phonological features from PanPhon (Mortensen et al., 2016), showing improvements for both settings. Our work, in contrast, focuses on better cross-lingual transfer, attempting to combine the phonological and the orthographic space.

2 Quantifying the Issue

In Table 1 we offered a few examples from the literature to indicate that differences in script between the transfer and test language in a cross-lingual learning setting can be a potential issue. In this section, we provide additional evidence that this is indeed the case.

The intuition behind our analysis is that a model trained cross-lingually can only claim to indeed learn cross-lingually if it ends up sharing the representations of the different inputs, at least to some extent. This observation of a learned shared space has also been noted in massively multilingual models like the multilingual BERT (Pires et al., 2019), or for cross-lingual learning of word-level representations (Wang et al., 2020). For a character-level model, such as the ones typically used for neural morphological inflection, this implies a learned mapping between the characters of the two inputs. Our hypothesis is that such a learned character mapping, and in particular between related languages, should resemble a transliteration mapping, assuming that both languages use a phonographic writing system (such as the Latin or the Cyrillic alphabet and their variations), to use the notation of Faber (1992).²

To verify whether this intuition holds, we trained

²In contrast, one should not expect this to hold if one of the scripts is logographic, like the Chinese one, or if the two languages are coded differently, e.g. one script is syllabic and segmentally coded, like the Japanese kana, but the other is segmentally linear using a complete alphabet like the Latin script. If both scripts use the same level of coding, then the intuition holds (i.e. between Hebrew and Arabic).
models on Armenian–Kabardian and Bashkir–Tatar (see details in Section §3). In the first setting, the transfer language (Armenian) uses the Armenian alphabet, while the test language (Kabardian) uses the Cyrillic one. In the second, we are transferring from Bashkir, which currently uses the Cyrillic alphabet, to Tatar, which is written with the Latin alphabet. We obtain the character representations from the final trained models, and we perform a simple search over the embedding space, returning for each of the transfer language characters the nearest neighbor from the test language alphabet. Our findings are that this type of mapping does not resemble a transliteration one, at all.

For example, one would expect that the Bashkir characters е, а, or ә would map to the Tatar е character, or at least to another vowel. Bashkir е indeed maps to Tatar е, but ә maps to Tatar i (which might be somewhat fine since they are both vowels), while Bashkir ә maps to Tatar ў. After a manual annotation of the mappings in both language pairs, we find that the absolute accuracy is less than 5% in both settings (2 of 54 are correct in Bashkir–Tatar, and 1 of 47 in Armenian–Kabardian). We also present a visualization (obtained through PCA (Wold et al., 1987)) of the character embeddings in Figure 1 for these two settings, which shows that the two languages are still, to an extent, separable.

In an attempt to also take into account potential slight differences in pronunciation, which are common across related languages, we also count mappings that agree in coarse phonetic categories as correct. We obtain rough grapheme-to-phoneme mappings from Omniglot3 (Ager, 2008) which allows us to classify each character as mapping to a vowel, or a consonant category (we devise categories across both manner and place). For instance, the Bashkir characters ç, ç, h, ʒ, ɯ map to sibilant fricatives, so we count any mapping to Tatar characters that also map to sibilant fricatives (ç, z, ʒ, ɯ) as correct. Overall, however, even this more flexible evaluation only leads to an accuracy of less than 30% (16 out of 54 characters for Bashkir–Tatar, 12 of 47 in Armenian–Kabardian).

3 Methodology

The previous section (§2) showcases that different scripts can inhibit the model’s ability to represent both languages in a shared space, which can be damaging for downstream performance in cross-lingual learning scenarios. In order to bring the transfer and test languages into a shared space we explore two straightforward approaches:

1. We first transliterate the transfer language data into the script of the test language, and then use the data to train an inflection model. As our baseline or control experiment, we use the exact same data, model, and process, only removing the transliteration preprocessing step.

2. We convert both languages into a shared space, such as the International Phonetic Alphabet (IPA) or the Latin alphabet. In this case, we use both the converted and the original datasets during training. We note that this approach is perhaps the most viable one, for cases in which a transliteration tool between the transfer and the test scripts is not available.

The following sections provide details on transliteration, grapheme-to-phoneme conversion, the inflection model, and the data that we use for training and evaluation.

Transliteration In the absence of some sort of a universal transliteration approach, we rely on various libraries for our experiments. For transliterating between the Indic scripts (Devanagari, Bengali,
### Transfer Test Baseline with Transliteration

|             | Transfer Language (L₁) | Test Language (L₂) | Baseline L₁+L₂ | with Transliteration L₁ Conversion | Tr(L₁)+L₂ | Baseline L₁+L₂+H | with Transliteration Tr(L₁)+L₂+H |
|-------------|------------------------|-------------------|----------------|-----------------------------------|----------|------------------|----------------------------------|
| Hindi       |                        | Bengali           | 33             | Devanagari                        | 42       | 47               | 56                               |
| Sanskrit    | both                   | 27                | 27             | →                                 | 32       | 66               | 65                               |
| Arabic      | Maltese                | 18                | Arabic→Roman   | 27                               | 29       | 27               |                                  |
| Hebrew      | both                   | 22                | Hebrew→Roman   | 27                               | 29       | 33               |                                  |
| Kannada     | Telugu                 | 66                | Kannada→Telugu | 66                               | 70       | 62               |                                  |
| Bashkir     | Crimean Tatar          | 73                | Cyrillic→Roman | 69                               | 70       | 73               |                                  |
| Bashkir     | Tatar                  | 74                | Cyrillic→Roman | 59                               | 73       | 74               |                                  |
| Russian     | Portuguese             | 34                | Cyrillic→Roman | 43                               | 61.5     | 63.5             |                                  |
| (*Adyghe    | 90                     | no conversion     |                 | 96                               | 96       |                  |                                  |
| Armenian    | Kabardian              | 80                | Armenian→Roman | 78                               | 86       | 86               |                                  |

Table 2: Transliteration of the transfer language (L₁) into the test language (L₂) improves accuracy in some cases (top), with and without hallucinated data (H). In some language pairs (bottom) it can be harmful. We report exact match accuracy on the test set. We highlight statistically significant improvements (p < 0.05) over the baseline. “both” denotes that both L₁ languages are used for transfer. * marks an additional control experiment.

Kannada, and Telugu in our experiments) we rely on the IndicNLP library. We also use the URoman library to transliterate into the Roman alphabet for the Arabic, Hebrew, Armenian, and Cyrillic scripts.

The lack of resources and transliteration tools for some directions severely limited the extent of the experiments that we could conduct. Notably, even though romanization is fairly well-studied and are easily attainable through tools like URoman, the opposite direction is fairly understudied. Most of the related work has focused on either to-English transliteration specifically (Lin et al., 2016; Durrani et al., 2014) or on named entity transliteration (Kundu et al., 2018; Grundkiewicz and Heafield, 2018). Even then, the state-of-the-art results on the recent NEWS named entity transliteration task (Chen et al., 2018) ranged from 10% to 80% in terms of accuracy across several scripts. The high variance in expected quality depending on the transliteration direction showcases the need for further work towards tackling hard transliteration problems.

**Grapheme-to-Phoneme Conversion** For G2P conversion, we used the Epitran library (Mortensen et al., 2018) for transliteration into IPA. Since the library’s script coverage is not extensive, it imposed another limitation on the amount of experiments we could conduct. Also, note that the library does not account for vowelization phenomena in Perso-Arabic scripts such as Arabic, Persian, and Urdu, which presents an avenue for further work.

**Inflection Model** We use the morphological inflection model of Anastasopoulos and Neubig (2019) which achieved the highest rank in terms of average accuracy in the SIGMORPHON 2019 shared task, using the publicly available code. The neural character-level LSTM-based model uses decoupled representations of the morphological tags and the lemma learned from separate encoders. To generate the inflected form, the model first attends over tag sequence, before using the updated decoder state to attend over the character sequence of the lemma. In addition to standard cross-entropy loss, the model is trained with additional adversarial objectives and heavy regularization, in order to encourage attention monotonicity and cross-lingual learning. The authors also use a data hallucination technique similar to the one of Silfverberg et al.

---

4[https://github.com/anoopkunchukuttan/indic_nlp_library](https://github.com/anoopkunchukuttan/indic_nlp_library)
5[https://github.com/isi-nlp/uroman](https://github.com/isi-nlp/uroman)
6[https://github.com/dmort27/epitran](https://github.com/dmort27/epitran)

---

7[https://github.com/antonisa/inflection](https://github.com/antonisa/inflection)
Grapheme-to-Phoneme Conversion

| Transfer | Test  | Baseline | with g2p | Baseline | with g2p |
|----------|-------|----------|----------|----------|----------|
| L₁       | L₂    | L₁+L₂    | +g2p(L₁) | L₁+L₂+H | +g2p(L₁)+g2p(L₂)+H |
| Hindi    | Bengali | 33       | 47       | 47       | 55       |
| Arabic   | Maltese | 18       | 20       | 29       | 27       |
| Russian  | Portuguese | 33.5 | 53.9     | 61.5     | 66.2     |

Romanization

| Transfer | Test  | Baseline | with Romanization | Baseline | with Romanization |
|----------|-------|----------|-------------------|----------|-------------------|
| L₁       | L₂    | L₁+L₂    | +Rom(L₁)+Rom(L₂)  | L₁+L₂+H | +Rom(L₁)+Rom(L₂)+H |
| Hindi    | Bengali | 33       | 41     | 47       | 59       |
| Kannada  | Telugu | 66       | 84     | 70       | 72       |
| Portuguese | Russian | 14.6   | 23     | 42.7     | 45.9     |

Table 3: G2P Conversion of both the transfer (L₁) and the test languages (L₂) into IPA improves accuracy in almost all cases, with and without hallucinated data (H). Romanization of the both languages improves accuracy in all cases, with and without hallucinated data. We report exact match accuracy on the test set, and highlight statistically significant improvements ($p < 0.05$) over the baseline.

Data and Evaluation We use the data from the SIGMORPHON 2019 Shared Task on Morphological Inflection (McCarthy et al., 2019). We stick to the transfer learning cases that were studied in the shared task, but limit ourselves to the language pairs where (1) the two languages use different writing scripts, and (2) we have access to a transliteration model from the transfer to the test language. As a result, we evaluate our approach on the following language pairs: {Hindi,Sanskrit}–Bengali, Kannada–Telugu, {Arabic,Hebrew}–Maltese, Bashkir–Tatar, Bashkir–Crimean Tatar, Armenian–Kabardian, and Russian–Portuguese. We compare our systems’ performance with the baselines using exact match accuracy over the test set. We also perform statistical significance testing using bootstrap resampling (Koehn, 2004).

4 Experiments and Results

We perform experiments both with single-language transfer as well as transfer from multiple related languages, if available. We also perform ablations in two settings, with and without hallucinated data.

Transliteration the Transfer into the Test language We first focus on the setting where a transliteration tool between the transfer and the target language is available (in all cases, the target language data do not get converted – only the transfer language data are transliterated). Table 2 presents the exact match accuracy obtained on the test set for a total of 12 language settings. In 7 of them, we observe improvements due to our transliteration preprocessing step, some of them statistically significant.

Specifically, in the top two cases (for Bengali and Maltese as test languages) where the transfer and test languages are closely related, we see improvements across the board. In fact, for Hindi–Bengali and Arabic–Maltese the improvement is statistically significant with $p < 0.05$. Interestingly, the improvements are significant also when we use hallucinated data, which indicates that our transliteration preprocessing step is orthogonal to monolingual data augmentation through hallucination. For the case of Kannada–Telugu, despite the exact match accuracy being the same (66%) for the case without hallucinated data, we observed small improvements on the average Levenshtein distance between the produced and the gold forms.

On the other hand, when transferring from Bashkir to Tatar and Crimean Tatar, even though all three languages belong to the same branch (Kipchak) of the Turkic language family, transliterating Bashkir into the Roman alphabet that Tatar and Crimean Tatar use leads to performance degradation. In the case of Bashkir–Tatar, the degra-
Transliteration of Transfer Language  
(Russian to Latin)  
| RUS–POR | RUS–POR + H |
|--------|------------|
| MASC   | 40.9       | 18.2       |
| FUT    | 24.7       | 14.8       |
| V.PTCP | 21.7       | 14.3       |
| POS    | 19.2       | 13.3       |
| FEM    | 18.2       | 8.7        |

Romanization of Test Language  
(Russian to Latin)  
| POR–RUS | POR–RUS + H |
|---------|-------------|
| ANIM    | 46.9        | 21.4        |
| MASC    | 28.7        | 16.7        |
| GEN     | 18.3        | 9.0         |
| ADJ     | 16.7        | 7.4         |
| INS     | 14.6        | 6.5         |

Grapheme-to-Phoneme of both Languages  
| RUS–POR | RUS–POR + H |
|---------|-------------|
| MASC    | 63.6        | 14.3        |
| FUT     | 54.8        | 13.6        |
| V.PTCP  | 43.3        | 12.5        |
| COND    | 31.3        | 10.8        |
| POS     | 29.5        | 9.4         |

Table 4: The top 5 tags on which performance was improved the most, compared to the simple cross-lingual transfer baseline, in our Portuguese–Russian experiments. The number reflects the proportion of forms that were improved in the Russian-Portuguese combinations using each of our techniques under each setting.

In a surprising result, transliterating Russian into the Roman alphabet, and using it for cross-lingual transfer to Portuguese also leads to statistically significant improvements. Both languages are Indo-European ones, but belong to different branches (Slavic and Romance). Nevertheless, both with and without hallucinated data the performance improves with transliteration, a finding that surely warrants further study.

Last, we discuss the control experiment of Armenian–Kabardian. Kabardian (and Adyghe, displayed for comparison) belong to the Circasian branch of the Northwest Caucasian languages, and are considered closely related, both using the Cyrillic alphabet: Armenian, in contrast, is an Indo-European language spoken in the same region. First, transferring from Adyghe leads to better performance compared to transfer from Armenian. Converting Armenian to the Roman script has no effect on downstream performance, as expected.

Converting both Transfer and Test Languages  
In the second exploratory thread, we focus on cases where the shared space is not the one of the test language. In the first set of experiments, we use a G2P model to transliterate both languages into IPA. The results in three language pairs are shown in Table 3 (top), where we observe statistically significant improvements in two cases (Hindi–Bengali and Russian–Portuguese). In fact, in the case of Russian–Portuguese, one can increase the performance by almost 60% (in the case without hallucinated data) from 33.5 to 53.9.

Similarly, using the Roman alphabet as the shared space is also beneficial in almost all cases. As the bottom part of Table 3 showcases, the increase can be significant. Our best Kannada–Telugu system, for example, is the one trained using additional romanized versions of both language data, improving even over the cases where hallucinated data are used (cf. accuracy of 84% to 72%).

Last, we note that the trend of somewhat surprising results continues in these settings too, as we observe that transfer between Russian and Portuguese (and vice versa) is very beneficial. The improvement of 19.6 accuracy points that we observe in the G2P Russian–Portuguese experiment is in fact the largest we observe in our experiments.

Russian-Portuguese Investigation  
We further analyze the results of the Russian–Portuguese and Portuguese–Russian experiments, in the hopes of understanding where the improvements come from, when using cross-lingual transfer. For each of the experiments (transliteration into the test languages, G2P conversion, and romanization), we compute the percentage of times that an inflection with each morphological tag failed. Table 4 reports the tags with the highest difference in these ratios, between the baseline and our models for each method. The higher the number, the larger the improvements for this particular tag. For inflecting Portuguese (top and bottom sets of results), we find it hard to make any conclusions: both noun, adjective, and verb tags appear in the top lists. For inflecting Russian

---

10 In fact, our submission to the SIGMORPHON 2020 Shared Task (Murikinati and Anastasopoulos, 2020) following this approach tied for first for Telugu (Vylomova et al., 2020).
With this work we study whether using transliteration as a preprocessing step can improve the accuracy of morphological inflection models under cross-lingual learning regimes. With a few exceptions, most cases indeed show accuracy improvements, some of them statistically significant. We also note that the improvements are orthogonal to those obtained by data augmentation through hallucination, even in typologically distant languages.

While this work represents a first step in the direction of understanding the effect of script differences in morphological inflection, it is still limited in scope, as the experiments were restricted by the lack of reliable transliteration tools for most scripts. The SIGMORPHON 2020 Shared Task on Morphological Inflection also provides more languages and better systems are being developed, so we plan to expand our analysis to the latest state-of-the-art models (Vylomova et al., 2020). Additionally, some of the transliteration models do not account for phenomena that could have an impact in downstream performance, such as vowelization for Abjad scripts like Arabic. As we aim to expand the scale of this study, a future direction will involve training transliteration models between most scripts of the world. This will allow more extensive experimentation, both by incorporating more language pairs and by allowing more control experiments across various scripts. We will also further explore the usage of more advanced G2P systems, such as those developed for the SIGMORPHON 2020 Shared Task on Grapheme-to-Phoneme conversion, or the models of Nicolai et al. (2018).

5 Conclusion

With this work we study whether using transliteration as a preprocessing step can improve the accuracy of morphological inflection models under cross-lingual learning regimes. With a few exceptions, most cases indeed show accuracy improvements, some of them statistically significant. We also note that the improvements are orthogonal to those obtained by data augmentation through hallucination, even in typologically distant languages.

While this work represents a first step in the direction of understanding the effect of script differences in morphological inflection, it is still limited in scope, as the experiments were restricted by the lack of reliable transliteration tools for most scripts. The SIGMORPHON 2020 Shared Task on Morphological Inflection also provides more languages and better systems are being developed, so we plan to expand our analysis to the latest state-of-the-art models (Vylomova et al., 2020). Additionally, some of the transliteration models do not account for phenomena that could have an impact in downstream performance, such as vowelization for Abjad scripts like Arabic. As we aim to expand the scale of this study, a future direction will involve training transliteration models between most scripts of the world. This will allow more extensive experimentation, both by incorporating more language pairs and by allowing more control experiments across various scripts. We will also further explore the usage of more advanced G2P systems, such as those developed for the SIGMORPHON 2020 Shared Task on Grapheme-to-Phoneme conversion, or the models of Nicolai et al. (2018).
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