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Abstract

This paper presents a solution for the Span Identification (SI) task in the “Detection of Propaganda Techniques in News Articles” competition at SemEval-2020. The goal of the SI task is to identify specific fragments of each article which contain the use of at least one propaganda technique. This is a binary sequence tagging task. We tested several approaches finally selecting a fine-tuned BERT model as our baseline model. Our main contribution is an investigation of several unsupervised data augmentation techniques based on distributional semantics expanding the original small training dataset as applied to this BERT-based sequence tagger. We explore various expansion strategies and show that they can substantially shift the balance between precision and recall, while maintaining comparable levels of the F1 score.

1 Introduction

Propaganda is one of the primary indicators of false news. Therefore, the task of detecting and classifying propaganda is an important one in the field of fake news detection. Da San Martino et al. (2019) presented a new dataset for propaganda detection. The main advantage of this dataset is the markup at the level of individual text fragments. In addition to binary markup (is/is not propaganda), there is also a multiclass markup, which includes 18 different propaganda classes. Using this dataset, the Span Identification (SI) task of Detection of Propaganda Techniques in News Articles task requires to determine specific text fragments which contain at least one propaganda technique. For instance, in the sentence “Manchin says Democrats acted like babies at the SOTU (video) Personal Liberty Poll Exercise your right to vote” the part from the 34-th through the 40-th character (i.e., word “babies”) belongs to the Name-calling and Labeling class, so it should be marked as propaganda.

This paper describes the solution by “SkoltechNLP” team which took part in the SI task of the competition and achieved a score $F1 = 0.34$ on the test set evaluation. Our solution is based on BERT (Devlin et al., 2019) that is specially pretrained for the sequence tagging task. However, such architectures usually require large datasets for fine-tuning: for instance, CoNLL-2003 (Tjong Kim Sang and De Meulder, 2003) consists of 976 articles in the training set, in comparison with 371 articles in the training set for the propaganda detection task. Therefore, we conducted a study of the dataset expansion with several augmentation techniques. We built a number of strategies, performing investigation of various combinations of such parameters as: the size of the enlarged dataset, models for word representations, words’ part of speech, and class for substitution. All codes for reproducing the results are openly available online.1

The rest of the paper is organized as follows. Section 2 covers several previous approaches to this problem. Section 3.1 presents our final solution and describes model architecture used, preprocessing, and implementation details. Section 4 provides the description and the results of the dataset expansion experiments. Finally, Section 5 concludes this report.

1This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://creativecommons.org/licenses/by/4.0/.

1https://github.com/skoltech-nlp/semeval2020-propaganda
2 Related Work

Yoosuf and Yang (2019) proposed a solution for Fragment Level Classification (FLC) task in the Fine Grained Propaganda Detection competition at the NLP4IF’19 workshop. The participants had a similar task as in “Detection of Propaganda Techniques in News Articles” competition of SemEval 2020 to detect text fragments with propaganda. The difference is that the markup was at the level of whole sentences. As a result, the authors solved the problem of determining the sentence to one of the 19 classes (without propaganda or one of the 18 types of propaganda). To solve this problem they used model based on BERT Language Model with linear classification head for token classification. They also tried several techniques to overcome the lack of data and classes imbalance: 1) weighting rarer classes with higher probability; 2) sample propaganda sentences with a higher probability than non-propaganda sentences.

Ek and Ghanimifard (2019) describe solution also for the same competition at the NLP4IF’19 workshop. As a classification model they use BiLSTM. In addition to the model development, the authors investigate different augmentation techniques for balancing classes. They used synthetic-minority over-sampling (Chawla et al., 2002) algorithm to generate token embeddings for the minority classes in the dataset. They used three models for contextual embeddings – ELMo (Peters et al., 2018), BERT (Devlin et al., 2019) and GROVER (Zellers et al., 2019). Out of these models, ELMo showed the overall best F1-score for classes in the FLC task. However, for individual classes, the best model varies.

Since in the previous competition the participant with successful solutions focused more on pre-trained contextualized models, we also decided in our approach to focus on such models, BERT in particular. Moreover, as data augmentation applications were used in previous works in propaganda detection (Ek and Ghanimifard, 2019) and also have shown significant results in other fields like computer vision (Krizhevsky et al., 2012), it seems promising to continue research in this direction.

3 Method

We approach the problem as Named Entity Recognition (NER) problem with two classes – inside and outside of propaganda. Since models for such a task usually use token classification and the markup was made on a character level, firstly, we made a preprocessing step that converts char-level markup into token-level markup. At the post-processing step, we did the reverse transformation of the markup. The pipeline of our final solution is presented in Figure 1.

![Figure 1: The pipeline of our final solution of the Span Identification (SI) task (BERT-Linear).](https://example.com/figure1.png)

3.1 Model

During the competition, we conducted experiments with different models. The first one was BiLSTM-CNN-CRF model (Ma and Hovy, 2016) as implemented by Chernodub et al. (2019). This is a commonly used approach for NER and sequence labelling task: it uses both word-level and char-level embeddings that are fed to BiLSTM-CNN-CRF module. The second one, denoted as BERT-Linear, relies on a linear classifier on the top of BERT-based token representations. The implementation of this sequence tagger is based on BertForTokenClassification class from the transformers library as done by Shelmanov et al. (2019). Finally, we also tried BERT-CRF model: after BERT classifier a Viterbi decoder is used for better tags sequence approximation. Our final submission is based on the second model architecture as it yielded overall better results, as described below.

---

2https://github.com/skoltech-nlp/transformers_sequence_tagger

3https://github.com/Louis-udm/NER-BERT-CRF
Table 1: Our submission results on the SI task on the public (dev) and private (test) leaderboards.

|               | dev  | test  |
|---------------|------|-------|
|               | F1   | Precision | Recall | F1   | Precision | Recall |
| Baseline      | 0.0110 | 0.1100     | 0.0058  | 0.0030 | 0.1304     | 0.0015  |
| BiLSTM-CNN-CRF| 0.0561 | 0.1093     | 0.0377  | -     | -          | -       |
| BERT-CRF      | 0.3547 | 0.3519     | 0.3630  | -     | -          | -       |
| BERT-Linear   | 0.3670 | 0.3498     | 0.3858  | 0.3406 | 0.4652     | 0.2687  |

3.2 Preprocessing

Our solution performs token-level classification, while the data labels are at the character level. Standard libraries for tokenization did not work for us, as it was noticed that during the reverse transformation from token-level to character level markup index shift occurred. Therefore, we developed our method for conversion to the correct markup. We can distinguish such features of preprocessing: we did not exclude stopwords and special characters (such as, for example, quotes), because they are quite often related to the propaganda class; we tried contexts of different sizes as the input, however, the context of 3 sentences turned out to be the most beneficial for our solution.

3.3 Implementation

We trained our models with Nvidia RTX 2080 Ti graphic cards. Our best solution was based on BERT-Base, Cased model. We used Adam optimizer with a learning rate of $3 \times 10^{-5}$. We fine-tuned such hyperparameters as the number of epochs, batch size, maximum length of sequence with Facebook Ax library. For our best solution we chose the number of epochs 7, batch size 16, and sequence length 120. As we were only provided with the train set, we trained models with 3-Fold cross-validation.

3.4 Results

Submission results are presented in Table 1. Unfortunately, for BiLSTM-CNN-CRF model the amount of data was not enough. Although the solution based on this model overcame the baseline, it showed the worst result. BERT-CRF showed the best Precision but lost a few points in Recall. BERT achieved the best Recall as well as the F1 score outperforming the baseline by a large margin. The disadvantage of this model was that it did not combine neighboring words that could have been as a single phrase related to propaganda, which, in theory, BERT-CRF should have done. One of the approaches was to artificially combine nearby words into a single span. However, the best solution came without such post-processing.

4 Data Augmentation

We hypothesized that relatively low results obtained by the baseline model could be due to the reasons that, (i) one the one hand the semantics of the phenomenon at hand is complex and (ii) on the other hand, the training dataset is too small for even fine-tuning. Therefore we decided to perform automatic augmentation on the provided dataset to try reaching better generalization and more stable training of the baseline model.

4.1 Hypothesis

The hypothesis tested in our experiments was the following: the increase of the articles number with different data augmentation techniques will help to achieve a better generalization of the model due to more diverse training examples.

4.2 Method

We focused on the model that gave us the best F1 score on the dev set leaderboard. We tried several strategies for dataset expansions:

---

[4]https://github.com/facebook/Ax
| Original | Even though the number of those infected has dropped in recent weeks, the plague will never truly be gone. |
|----------|---------------------------------------------------------------------------------------------|
| **GloVe** | Even though the several of those infected has dropped in recent ago, the outbreak will never truly be gone. |
| n, adj | Even though the one of those infected has dropped in earlier last, the pneumonic will never truly be gone. |
| n, adj, adv | Even though the other of those infected has dropped in last month, the cholera will ever indeed be gone. |
| n, adj, adv, v | Even though the some of those hiv has slipped in earlier days, the bubonic will once quite be nothing. |
| **fastText** | Even though the total of those infected has dropped in recent days, the pestilence will never truly be gone. |
| n, adj | Even though the amount of those infected has dropped in latest month, the scourge will never truly be gone. |
| n, adj, adv | Even though the size of those infected has dropped in last years, the bubonic will seldom hardly be gone. |
| n, adj, adv, v | Even though the quantity of those infested has fell in previous hours, the epidemic will rarely fully be went. |
| **BERT** | Even though the majority of those infected has dropped in recent years, the disease will never truly be gone. |
| n | Even though the fate of those infected has dropped in three decades, the infection will never truly be gone. |
| n, adj, adv | Even though the population of those infected has dropped in two months, the virus will now really be gone. |
| n, adj, adv, v | Even though the percentage of those dead has been in these times, the epidemic will soon fully be over. |

Table 2: Example of our sentence augmentation method based on different (1) models for word embeddings, e.g. GloVe or BERT; (2) word POS used for that substitution, e.g. “n” for noun expansion. Red color denotes replaced nouns, green is adjectives, violet is adverbs, and blue color denotes replaced verbs. Finally, yellow box denotes the target propaganda span annotation.

- **Substitution model.** In order to find a replacement for the word, we used the search for the nearest word vector representations. In this research we decided to investigate research on GloVe (Pennington et al., 2014), fastText (Bojanowski et al., 2017) and BERT (Devlin et al., 2019) word embeddings.

- **Choice of words to replace.** We chose candidates for replacement based on their parts of speech (POS). At the same time, we did not replace stop words, as well as words with a high frequency of occurrence in the language. This was done not to replace the pronouns, common nouns (everything, nothing), numerals, common adverbs (very), etc. As a results, we combine several strategies for substitution: only nouns (n); nouns and adjectives (n, adj); nouns, adjectives, and adverbs (n, adj, adv); nouns, adjectives, adverbs and verbs (n, adj, adv, v).

- **Classes.** We also created combinations based on classes from which we chose words to substitute: only from propaganda class, only from neutral, or from both.

- **The increase of dataset ratio.** Another tested parameter is the output size of the final augmented dataset. We ran experiments with making two (x2), five (x5) and ten (x10) fold augmentation. The increase of the dataset was done as follows: 1) the corresponding number of times the substitution algorithm was run for a sentence; 2) from the sentence at each run iteration 70% words from all candidates were randomly selected for substitution5; 3) for the selected words a replacement was randomly chosen from the top-5 list of the synonyms. These manipulations allowed us to obtain various combinations of substitutions, and, accordingly, more diverse contexts in the data.

---

5We selected the ratio of 70% to empirically based on the observation of the generated samples. The remaining 30% of words candidates on each iteration remained unchanged.
| Substitution for: | Propaganda class | Neutral class | Both classes |
|------------------|-----------------|---------------|--------------|
| **GloVe**        |                 |               |              |
| n                | 0.3586          | 0.3216        | 0.3612       |
| n, adj           | 0.3520          | 0.3464        | 0.3518       |
| n, adj, adv      | 0.3567          | 0.3501        | 0.3569       |
| n, adj, adv, v   | 0.3584          | 0.3508        | 0.3640       |
| **fastText**     |                 |               |              |
| n                | 0.3600          | 0.3301        | 0.3647       |
| n, adj           | 0.3511          | 0.3578        | 0.3631       |
| n, adj, adv      | 0.3433          | 0.3608        | 0.3605       |
| n, adj, adv, v   | 0.3598          | 0.3637        | 0.3674       |
| **BERT**         |                 |               |              |
| n                | 0.3567          | 0.3593        | 0.3617       |
| n, adj           | 0.3473          | 0.3518        | 0.3531       |
| n, adj, adv      | 0.3429          | 0.3533        | 0.3557       |
| n, adj, adv, v   | 0.3398          | 0.3580        | 0.3697       |

Table 3: Results of our augmentation strategies on the development set varying by the following parameters: (1) the number of times the dataset was increased, e.g. "x5" for five-fold expansion; (2) the class that took part in substitution – one can expand words either from “Propaganda” class, “Neutral” class or both of them; (3) word vector model for synonyms search, e.g. GloVe; (4) POS used for that substitution, e.g. “n” for noun expansion or “adj” for adjectives. The top row shows result of the baseline BERT-based sequence tagger trained on the original dataset. The bold font denotes improvements with respect to this baseline while the underlined text denotes the best results outperformed the baseline.
4.3 Results

An example of our sentence augmentation method is presented in Table 2. We can see several quite successful replacements: for instance, the word *plague* was substituted with synonyms *cholera, epidemic*. Although substitutions are not always accurate in context, in general, the meaning of the sentence is preserved.

As BERT-Linear model showed the best results on dev set, we decided to focus on this model in our experiments. The results on dev set submissions for BERT-Linear model trained on augmented datasets are presented in Table 3. Expansion of neutral class allows us to boost Recall, and in some cases even without the loss of Precision (e.g. Glove, x2). Using this strategy we got the result better than the selected baseline ($F_1 = 0.3683$). The increase of Recall is also observed when using fastText with replacing all parts of speech. So, it is disadvantageously to perform the expansions to nouns only – the majority of improvements occurred in POS combinations. In the case of Propaganda and Both classes, augmentation improves Precision of the model, especially when large number ($x5, x10$) of expansions is performed. BERT-based expansions show worse results than Glove and fastText. The reason for that can be the availability of sufficient information about vector embeddings in the language model itself.

Therefore, the following conclusion can be made: the increase of dataset with several augmentation strategies, unfortunately, did not give a strong improvement to the model performance. However, some applied methods for data extension gave a significant improvement in Recall metric.

5 Conclusion

We presented the solution of “SkoltechNLP” team for the Span Identification task in the SemEval-2020 task 11 competition. Our final solution is based on the BERT masked language model, specially pretrained for the NER task, which showed strong performance out-of-the-box with respect to the baseline. In addition, we investigated various strategies for the dataset augmentation on the public set of our best model, trained on the expanded text datasets. Unfortunately, this approach did not give a significant increase of the $F_1$ score. However, it was shown that the proposed strategies can substantially improve precision if words from the target “Propaganda” class are expanded and improve recall if substitutions for the neutral class is used to generate new training examples. Therefore, the developed expansion methods could be useful for shifting “sweet spot” of a classification model between precision and recall maintaining similar $F_1$ level.

As future work, more careful search on hyperparameters for augmentation can be considered. For example, in this work we just manually selected the ratio of dataset increase ($x2, x5, x10$), however, this parameter can be searched on the scale of natural numbers. The same can be done with the ratio of words selected for substitution. We selected 70% ratio from our own conclusions of the diversity of the new contexts obtained, but this number can also vary. Another aspect not covered in the work is the imbalance of classes. In this case, expanding the data to balance examples in both classes, as well as redistributing class weights, can be useful for obtaining a more stable model.

Acknowledgements

We thank Nikolay Arefyev and Artem Shelmanov for helpful suggestions on the present study.

References

Piotr Bojanowski, Edouard Grave, Armand Joulin, and Tomas Mikolov. 2017. Enriching word vectors with subword information. *Transactions of the Association for Computational Linguistics*, 5:135–146.

Nitesh V Chawla, Kevin W Bowyer, Lawrence O Hall, and W Philip Kegelmeyer. 2002. Smote: synthetic minority over-sampling technique. *Journal of artificial intelligence research*, 16:321–357.

Artem Chernodub, Oleksiy Oliynyk, Philipp Heidenreich, Alexander Bondarenko, Matthias Hagen, Chris Biemann, and Alexander Panchenko. 2019. TARGER: Neural argument mining at your fingertips. In *Proceedings of the 57th Annual Meeting of the Association for Computational Linguistics: System Demonstrations*, pages 195–200, Florence, Italy, July. Association for Computational Linguistics.
