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Generative Adversarial Networks (GANs) have the ability to generate images that are visually indistinguishable from real images. However, recent studies have revealed that generated and real images share significant differences in the frequency domain. In this paper, we explore the effect of high-frequency components in GANs training. According to our observation, during the training of most GANs, severe high-frequency differences make the discriminator focus on high-frequency components excessively, which hinders the generator from fitting the low-frequency components that are important for learning images’ content. Then, we propose two simple yet effective frequency operations for eliminating the side effects caused by high-frequency differences in GANs training: High-Frequency Confusion (HFC) and High-Frequency Filter (HFF). The proposed operations are general and can be applied to most existing GANs with a fraction of the cost. The advanced performance of the proposed operations is verified on multiple loss functions, network architectures, and datasets. Specifically, the proposed HFF achieves significant improvements of 42.5% FID on CelebA (128*128) unconditional generation based on SNGAN, 30.2% FID on CelebA unconditional generation based on SSGAN, and 69.3% FID on CelebA unconditional generation based on InfoMAXGAN.

I. INTRODUCTION

Generative Adversarial Networks (GANs) [1] have been widely used in the field of computer vision and image processing: attribute editing [2], [3], generation of photo-realistic images [4], [5], image inpainting [6], [7]. Although the remarkable advancements in community, recent works [8], [9], [10], [11], [12], [13] have demonstrated that generated images are significantly different from real images in the frequency domain, especially in the high frequency. As shown in Figure 1a, the frequency bias between real and generated images increases with the frequency. There are two main hypotheses for the artifacts with generated images in the frequency domain: some studies [13], [10], [12] suggest that this difference is mainly due to the employed of upsampling operations; and some studies [8], [9] suggest that the linear dependencies in the Conv filter’s spectrum cause spectral limitations.

GANs training is a dynamic game. A good discriminator is a prerequisite for training the generator. Existing discriminators directly use all information of the generated and real images to make the ‘true/fake’ decision, which could introduce some shortcut during GANs training. Figure 1b illustrates several examples of predicting defect of the discriminator in the frequency domain. The trained discriminator obtains the same predictions between original (top row) and high-frequency components (bottom row). However, the predictions of low-frequency components (middle row) is different from that of original images (the filter Radius for separating different frequency components is set to 10).

Manuscript received XX XX, XXXX; revised XX XX, XXXX. Ziqiang Li, Pengfei Xia, and Xue Rui are with the University of Science and Technology of China, Anhui, China. (E-mail: {iceli, xpengfei, ruixue27}@mail.ustc.edu.cn). Corresponding author: Bin Li (E-mail: binli@ustc.edu.cn).
formation \cite{15} and are difficult to be fitted \cite{8}. Too much focus on high-frequency biases degrades the fit of generator to low-frequency components because the generator may be optimized to fool the discriminators by perturbing high-frequency components. Based on this, we propose two frequency operations (HFC and HFF) for removing the high-frequency biases during the training of GANs, which alleviates the sensitivity of the discriminator to high-frequency biases and focuses more on low-frequency components. Among them, High-Frequency Confusion (HFC) replaces the high-frequency components of the generated images with the high-frequency components of real images, while High-Frequency Filter (HFF) filters out the high-frequency components of both real and generated images. Figure \ref{fig} shows the frequency bias between real and fake images generated by InfoMAXGAN and InfoMAXGAN with HFF. The result demonstrates that the proposed method can effectively mitigate the low-frequency bias without compromising the high-frequency fit. Although frequency biases, especially at high frequencies, are not completely eliminated, the proposed methods are general and can be applied to most existing GANs frameworks with a fraction of the cost. We also hope this paper can inspire more works in this area to better solve the frequency bias problem.

The main contributions of this paper can be summarized as follows:

- This paper aims for the first pilot study to analyze the frequency response in GANs. According to experiments analysis, we demonstrate that discriminator is sensitive to the high-frequency components of images and the high-frequency biases between real and fake images affect the fit of low-frequency components during the training of generators.
- To balance the high-frequency biases between the generated and the real images during the training of GANs, two simple yet effective frequency operations are proposed in this paper. We confirm that the proposed methods can improve the fit of generator to the low-frequency components effectively.
- Comprehensive experiments validate the superiority of our proposed operations. Besides low-frequency components, the proposed operations improve the quality of overall generation on many loss functions, architectures, and datasets with little cost.

II. RELATED WORKS

A. Generative Adversarial Networks

Generative Adversarial Networks (GANs) act a two-player adversarial game, where the generator $G(z)$ is a distribution mapping function that transforms low-dimensional latent distribution $p_z$ to target distribution $p_g$. And the discriminator $D(x)$ evaluates the distance between generated distribution $p_g$ and real distribution $p_r$. The generator and discriminator minimize and maximize the zero-sum loss function, respectively. This minimax game can be expressed as:

$$\min_{\phi} \max_{\theta} f(\phi, \theta) = E_{x \sim p_r}[g_1(D_{\theta}(x))]$$

$$+ E_{z \sim p_z}[g_2(D_{\theta}(G_{\phi}(z)))]$$

where $\phi$ and $\theta$ are parameters of the generator $G$ and discriminator $D$, respectively. Specifically, vanilla GAN \cite{1} can be described as $g_1(t) = g_2(t) = -\log(1 + e^{-t})$; f-GAN \cite{16} can be written as $g_1(t) = -e^{-t}, g_2(t) = 1 - t$; Moreover, Geometric GAN \cite{17} and WGAN \cite{18} are described as $g_1(t) = g_2(-t) = -\max(0, 1-t)$ and $g_1(t) = g_2(-t) = t$, respectively.

Recently, the quality of the generated images has been improved dramatically. Karras et al. \cite{19} describe a new training methodology in GANs, which grows both the generator and discriminator progressively. The progressive training method makes the quality of high-resolution image synthesis improved unprecedentedly. Also, Karras et al. propose StyleGAN \cite{4} and StyleGAN++ \cite{5}, which use style-based method to the generation of specific content. Furthermore, some regularization and normalization methods are used to stabilize GANs training \cite{20}, WGAN-GP \cite{21} and SNGAN \cite{14} apply 1-Lipschitz continuity using gradient penalty and spectral normalization, respectively; GAN-DAT \cite{22} minimizes Lipschitz constant to avoid the discriminator being attacked by the adversarial examples; SS-GAN \cite{23} uses self-supervised techniques to avoid discriminator forgetting; Similarly, InfoMAXGAN \cite{24} improves the image generation via information maximization and contrastive learning, which is an unsupervised method for mitigating catastrophic forgetting.

In this paper, two frequency operations are used in three loss functions: vanilla GAN loss, LSGAN loss, Geometric loss (Hinge loss) and three frameworks: SNGAN, SSGAN, and InfoMAXGAN. Experiments demonstrate the consistent improvement of our methods.

B. Frequency Principle for CNNs

Recently, frequency analysis on Convolution Neural Networks (CNNs) has attracted more and more attention. According to the different analysis objects, related studies can be divided into two categories: Input (Image) Frequency and Response Frequency. Many works have shown that there is a principle in both categories of frequency: DNNs often fit target functions from low to high frequencies during the training, which is called Frequency Principle (F-Principle) in \cite{25, 26} or Spectral Bias in \cite{27}. Input (Image) Frequency corresponds to the rate of change of intensity across neighboring pixels of input images, where sharp textures contribute to the high frequency of the image. Wang et al. \cite{15} demonstrate the F-Principle of Input Frequency and point that the high-frequency components of the image improve the performance of the model, but reduce its generalization.

Furthermore, Response Frequency is the frequency of general Input-Output mapping $f$, which measures the rate of change of outputs with respect to inputs. If $f$ possesses significant high frequencies, then a small change of inputs in the image might induce a large change of the output (e.g. adversarial example in \cite{28}). F-Principle of Response Frequency is first proposed by Xu et al. \cite{25} through regression problems on synthetic data and real data with principal component analysis. Similarly, Rahaman et al. \cite{27} find empirical evidence of a spectral bias: lower frequencies are learned first. They
also show that lower frequencies are more robust to random perturbations of the network parameters. Subsequently, Xu et al. [29] propose a theoretical analysis framework for one hidden layer neural network with 1-d input, which illustrates activation functions (including Tanh and ReLu) in the Fourier domain decays as frequency increases. Furthermore, Xu et al. [26] also propose a Gaussian filtering method that can directly verify the F-Principle in high-dimensional datasets for both regression and classification problems. Certainly, there are still a lot of works [30], [31], [32], [33], [34] to be done in the frequency domain to interpret the success and failure of CNNs.

C. Frequency Bias for GANs

Frequency analysis of GANs is also popular, from which we are mainly concerned with the Input (Image) Frequency. The frequency bias of GANs mainly refers to the bias between the generated images and the real images in the frequency domain, which can be observed in Figure 1a. The same phenomenon has also been found in other works [13], [12]. All of them demonstrate that this phenomenon is pervasive and hard to avoid, even if some generated images are flawless from human perception. In addition to two main hypotheses (i.e. the employment of upsampling operations and linear dependencies in the Conv filter’s spectrum) introduced in the Introduction, Chen et al. [11] reveal that downsampling layers cause the high frequencies missing in the discriminator. This issue may make the generator lacking the gradient information to model high-frequency content, resulting in a significant spectrum discrepancy between generated images and real images. To solve it, they propose the SSD-GAN that boosts a frequency-aware classifier into the discriminator to measure the realness of images in both spatial and spectral domains.

Although the proposed SSD-GAN [11] improves the performance of GANs by increasing the discrimination of discriminator in spectral domain, our proposed HFF and HFC are orthogonal to it and the performance of SSD-GAN can also be further improved. The study that most closely resembles our paper is proposed by Yamaguchi et al. [35]. Both methods have filtered out unnecessary high-frequency components of the images during the discriminator training. In addition, our method analyze the response of discriminator to different-frequency components.

III. METHODOLOGY

In this section, we first demonstrate frequency decomposition and mixing of images. Then we analyze the discriminator’s response for different frequency components. Based on these, we propose two frequency operations to reduce the focus on high-frequency bias between real and fake images during the training of GANs, thereby enhancing the fit of low-frequency components.

A. Frequency Decomposition and Mixing of Images

For decomposing and mixing different components of images in frequency domain, we first show the DFT $\mathcal{F}$ of 2D image data $I$ with size $N \times N$:

$$\mathcal{F}(I)(k, l) = \sum_{m=0}^{N-1} \sum_{n=0}^{N-1} I(m, n) \cdot e^{-2\pi j \left(\frac{k}{N} m + \frac{l}{N} n\right)},$$

for $k = 0, \ldots, N-1$, $l = 0, \ldots, N-1$. 

And the Power Spectrum (PS) of DFT is defined as

$$PS(I)(k, l) = 20 \cdot \log |\mathcal{F}(I)(k, l)|.$$ 

At the last, the Radial Power Spectrum (RPS) of DFT via azimuthal integration can be shown as:

$$RPS(R) = \int_{0}^{2\pi} PS(I)(R \cdot \cos(\phi), R \cdot \sin(\phi)) \, d\phi,$$

where $R$ is the radius of the frequency. Figure 1a illustrates the RPS of real and fake images on the CelebA dataset.

In addition, we also introduce a threshold function $T(\cdot; R)$ that separates the low and high frequency components ac-
The equations in Eq (5) define the different frequency components of the image, some are frequency decompositions \((x_r^f, x_r^h, x_g^f, \text{ and } x_g^h)\) and some are frequency mixtures \((x_r^f, x_r^f, x_g^f, \text{ and } x_g^h)\). Properties of these frequency components will be discussed in the following sections.

B. High Frequency Filter (HFF) and High Frequency Confusion (HFC)

In this subsection, we first analyze the response of discriminator to different frequency components and demonstrate that discriminator in GANs is sensitive to high-frequency components of the images. And then, we propose two frequency operations to eliminate the bias between the generated images and the real images during the training of GANs.

First, we analyze the responses of the discriminator to different frequency components introduced in Eq (5). The mean values of the discriminator output on the CIFAR-10 dataset for different frequency components of real images are shown at the top part of Figure 2 where real, real_low, real_real, fake, and real_high represent \(x_r, x_r^f, x_r^f, x_f^f, \text{ and } x_g^f\), respectively. Furthermore, the visualization of different frequency components in the real images is also shown at the bottom part of Figure 2. The result illustrates that the trained discriminator has differences in response to different frequency components \((x_r^f, x_r^f, \text{ and } x_f^f)\), even when \(R \geq 16\). It is worth noting that under different threshold radius (R), (1) the output of \(x_r^f\) is always lower than that of \(x_r^f\); (2) the output of \(x_r^f\) is always higher than that of \(x_g^f\), which indicates that high-frequency components of images are critical to training the discriminator, and it also demonstrates that the bias between real images and generated images at high frequency is universal.

Furthermore, we demonstrate the response of the discriminator to the generated images on the CIFAR-10 dataset in Figure 3 where fake, fake_low, fake_fake, fake_real, and fake_high represent \(x_g, x_g^f, x_g^f, x_g^f, \text{ and } x_g^f\) in the Eq (4). Similar to the response of real images, the output of \(x_g^f\) is lower than that of \(x_g^f\). The output of \(x_g^f\) is always the highest, even higher than \(x_g^f\), no matter what \(R\) is.

Second, Figure 1b illustrates some predicting defects of discriminator in the frequency domain. Original images and high-frequency components have the same prediction by the trained discriminator, while low-frequency components similar to the original image have a different prediction, which is not in line with human expectations. The results further demonstrate that discriminator of GANs is sensitive to high-frequency components of images.

It is reasonable to believe that the discriminator in GANs is sensitive to high-frequency components that is hard to be distinguished by humans. Meanwhile, the high-frequency components of images affect the training of GANs. Based on above analyses, we propose two frequency operations to eliminate high-frequency involvement during the training of GANs, which can improve the fit of the overall distribution, especially low-frequency components. Figure 4 illustrates the
Fig. 4: Overview of the proposed frequency operations (HFF or HFC) for updating discriminator (left) and generator (right).

Fig. 5: The framework of the proposed methods High Frequency Filter (HFF) and High Frequency Confusion (HFC), in which Fast Fourier Transform (FFT) is a fast method to compute the Discrete Fourier Transform (DFT) of a sequence and IFFT is Inverse FFT. The operations LOW, HIGH and ALL are used to select the low-frequency components \( x^l \), high-frequency components \( x^h \) and all-frequency components \( x^l, x^h \) of the image \( x \).

Fig. 6: The response of the discriminator to the different components of real images on the CIFAR-10 dataset, where real_low, real_real, and real_fake represent the output of discriminator trained by conventional pipeline to \( x^l_r, x^l_r, \) and \( x^l_f \), respectively. Similarly, HFF_real_low, HFF_real_real, and HFF_real_fake represent the output of discriminator with HFF-trained to \( x^l_r, x^l_r, \) and \( x^l_f \), respectively. The other settings are the same as Figure 2.

The overview of the HFF and HFC for updating discriminator and generator during GANs training, the loss functions are:

\[
\min_{\phi} \max_{\theta} f(\phi, \theta) = \mathbb{E}_{x \sim p_r} \left[ g_1 \left( D_{\theta}(F(x)) \right) \right] \\
+ \mathbb{E}_{z \sim p_z} \left[ g_2 \left( D_{\theta}(F(G(\phi(z)))) \right) \right],
\]

(6)

where \( F \) is required to be the same function (HFF or HFC) and the same threshold radius (R) across the three places illustrated in Figure 4. The framework of HFF and HFC can be seen in Figure 5 where HFF uses a filter to filter out the high-frequency components of the images, while HFC mixes two types of images by replacing the high-frequency components of the generated images with the high-frequency components of the real images. The form can be expressed as:

\[
HFF(x_r, x_g; R) = x^l_r, x^h_g \\
HFC(x_r, x_g; R) = x_r, (x^l_g, x^h_r)
\]

(7)

At the end, we also analyze the impact of the HFF for discriminator response. Figure 6 demonstrates the output of the discriminator to real images using the HFF before-and-after, respectively, where HFF indicates that the discriminator is trained with the proposed HFF method. The results illustrate: (1) the discriminator output of HFF_real_low is almost higher (i.e. more confidence) than that of real_low; (2) The gap between HFF_real_real and HFF_real_fake is less than the gap between real_real and real_fake. In particular, when the filter Radius (R) is greater than 16, the gap between HFF_real_real and HFF_real_fake is 0; (3) When the radius is greater than 8, the discriminator outputs of HFF_real_real and HFF_real_fake are also greater than that of real_real and real_fake. These three points demonstrate that the proposed HFF alleviates the sensitivity of discriminator to high-frequency and improves the fit of discriminator to the low-frequency components.

IV. EXPERIMENTS

In the experimental section, we evaluate the proposed methods (HFF and HFC) on GANs training of different loss func-
TABLE I: FID with using HFF in different places for training the GANs on CIFAR-10 dataset. "Real only" applies HFF to real (i) (see Figure 4); "Fake only" applies HFF to fake (ii); "Dis only" applies HFF to both real (i) and fake (ii), but not G (iii); "All" applies HFF to real (i), fake (ii), and G (iii). All FID scores are calculated on 50K training samples.

| Method                  | Where F? | Radius (R) |
|-------------------------|----------|------------|
|                         | (i)      | (ii)       | (iii) | 12 | 14 | 16 | 18 | 20 | 22 |
| SNGAN(Baseline)         | ✓        | ✓          | ✓     | 20.05 | 20.05 | 20.05 | 20.05 | 20.05 | 20.05 |
| SNGAN-HFF (Real only)   | ✓        | ✓          | ✓     | 26.65 | 23.59 | 20.02 | 20.3 | 19.68 | 20.16 |
| SNGAN-HFF (Fake only)   | ✓        | ✓          | ✓     | 350 | 350 | 100 | 68 | 20.07 | 20.67 |
| SNGAN-HFF (Dis only)    | ✓        | ✓          | ✓     | 21.29 | 21.06 | 18.74 | 18.5 | 18.54 | 19.59 |
| SNGAN-HFF (All)         | ✓        | ✓          | ✓     | 21.29 | 21.06 | 18.74 | 18.5 | 18.54 | 19.59 |

Fig. 7: KID with using HFF in different places for training the SNGAN on the CIFAR-10 dataset. All KID scores are calculated on 50K testing samples. The other settings are the same as in Table I.

A. The Results on CIFAR-10 Dataset with Different Places

In this subsection, we apply the proposed HFF to different places ((i), (ii), (iii) in Figure 4) of the GANs training. Frechet Inception Distance (FID) and Kernel Inception Distance (KID) with using HFF in different places for training the GANs on the CIFAR-10 dataset are shown in Table I and Figure 7 respectively. The results illustrate: (1) Excessive filtering of high-frequency components makes the training of "Real only", "Fake only", and "Dis only" methods fail, and reduces the performance of the "All" method; (2) When the threshold radius (R) is relatively large, performance of "Real only", "Fake only", and "Dis only" methods are similar to that of existing GANs (baseline), while performance of the "All" method is better than that of baseline. These results show that adding artificial high-frequency bias (using "Real only" or "Fake only" methods only filter high-frequency components of real or fake images, which introduces the artificial high-frequency bias during the GANs training) between the real images and the generated images has little effect on the training of GANs, while removing the high-frequency bias between the generated images and the real images ("All") improves the performance of GANs, which indicates that both natural and artificial high-frequency biases are not beneficial to the training of GANs.

B. The Results on CIFAR-10 Dataset with Different Loss Functions

This subsection validates whether our proposed frequency operations are robust to different loss functions. Three different loss functions (vanilla GAN [1], LSGAN [36], hinge GAN [17]) are used to train SNGAN on the CIFAR-10 dataset. FID and Inception Score (IS) are shown in Figure 8 and Table II respectively. Compared to HFF, it is easy to understand that HFC fails to train at small Radius. HFC replaces the high-frequency components of the generated images with the high-frequency components of the real images, which leads to a significant discontinuity in the spectrum domain of the generated images as shown in Figure 5. The spectral discontinuity of the generated images leads to deviations between them and the real images, which leads to the fail of training. When R is large, this spectral discontinuity is minor, and the deviations between real images and generated images are imperceptible. Hence HFC is only suitable for larger radius.

The proposed HFC and HFF both improve the performance of the baseline. Furthermore, the best performances of HFF and HFC are achieved when R equals to 20 (the vast majority of cases), which corresponds to the phenomenon illustrated in the upper and left part of the Figure 10 (High-frequency bias occurs at the radius of 20 on the CIFAR-10 dataset).

C. Evaluation on Different Datasets and Different Architectures

In this subsection, HFF and HFC are adopted on some popular models, such as SNGAN, SSGAN, and InfoMAXGAN. Hinge loss is selected for all experiments. The baseline codes are available on Github[2]. We evaluate our methods on five different datasets at multiple resolutions: CIFAR-10 (32 × 32) [37], CIFAR-100 (32 × 32) [37], STL-10 (48 × 48) [38], LSUN-Bedroom (64 × 64) [39], and CelebA (128 × 128). Also, three metrics are adopted to evaluate the quality of generated images: Fréchet Inception Distance (FID) [40], Kernel Inception Distance (KID) [41], and Inception Score (IS) [42].

https://github.com/kwotsin/mimicry
TABLE II: Inception Score (IS) on CIFAR-10 dataset with different loss functions in SNGAN. All Inception scores are calculated on 50K training samples.

| Metric | Dataset | Models | SNGAN | SSBN | InfoMAX-GAN |
|--------|---------|--------|-------|------|-------------|
|        |         | None   | HFF   | HFC  | None        | HFF  | HFC  | None   | HFF  | HFC  |
| FID (↑) | CelebA  | 12.46  | 7.17  | 10.43 | 8.90       | 6.21 | 7.44 | 21.52  | 6.59  | 6.25 |
|        | LSUN-Bedroom | 40.47  | 37.71 | 38.77 | 40.01 | 35.79 | 38.36 | 40.32  | 39.37 | 39.79 |
|        | STL-10  | 40.77  | 38.99 | 38.43 | 38.78 | 35.13 | 35.14 | 38.55  | 37.44 | 36.64 |
|        | CIFAR-10 | 23.70  | 21.45 | 21.98 | 22.43 | 20.27 | 21.51 | 21.36  | 20.41 | 19.16 |
|        | CIFAR-10 | 20.05  | 18.54 | 18.28 | 16.75 | 14.71 | 14.88 | 17.71  | 16.19 | 17.17 |
| KID (↑) | CelebA  | 0.91   | 0.51  | 0.67  | 0.62  | 0.42  | 0.51  | 1.65   | 0.43  | 0.43 |
|        | LSUN-Bedroom | 4.86   | 4.22  | 4.65  | 4.75  | 4.36  | 4.53  | 4.81   | 4.66  | 4.72 |
|        | STL-10  | 3.84   | 3.68  | 3.77  | 3.62  | 3.28  | 3.31  | 3.69   | 3.54  | 3.72 |
|        | CIFAR-10 | 1.58   | 1.31  | 1.35  | 1.55  | 1.4   | 1.56  | 1.52   | 1.39  | 1.33 |
|        | CIFAR-10 | 1.49   | 1.38  | 1.35  | 1.25  | 1.13  | 1.34  | 1.34   | 1.12  | 1.24 |
| IS (↑)  | CelebA  | -      | -     | -     | -     | -     | -     | -      | -     | -    |
|        | LSUN-Bedroom | -      | -     | -     | -     | -     | -     | -      | -     | -    |
|        | STL-10  | 8.43   | 8.58  | 8.54  | 8.58  | 8.79  | 8.76  | 8.63   | 8.74  | 8.69 |
|        | CIFAR-10 | 7.66   | 7.85  | 7.84  | 7.74  | 7.85  | 7.96  | 8.02   | 8.02  | 8.1  |
|        | CIFAR-10 | 7.84   | 7.95  | 8.01  | 8.13  | 8.1   | 8.09  | 8.01   | 8.1   | 8.0 |

Radius (R) is an important parameter to control the range of frequency during GANs training. Here, different R settings are evaluated on four datasets to investigate their effect on the training of GANs. First, the bias of Radial Power Spectrum between real and generated images on four datasets

3Both CIFAR-10 and CIFAR-100 have the same resolution, so we only demonstrate the results on CIFAR-10, STL-10, LSUN-Bedroom, and CelebA datasets.
Radius of HFF is set at approximately the same location as the appearance of frequency bias (R=20) on the CIFAR-10 dataset. However, due to the underfitting on complex datasets (STL-10, LSUN-Bedroom, and CelebA), the frequency bias exists in the whole frequency domain. There is uncertainty in the optimal Radius for different models. Furthermore, we also demonstrate the whole results under the optimal Radius (R) in Table III. The results demonstrate that the proposed methods improve the performance of GANs on different architectures and datasets. For instance, compared to SNGAN, the improvement in FID of SNGAN-HFF is 7.5%, 9.5%, 4.4%, 6.8%, 42.5% from CIFAR-10 (32*32), CIFAR-100 (32*32), STL-10 (48*48), LSUN (64*64) to CelebA (128*128). Similarly, compared to SSGAN, the improvement in FID of SSGAN-HFF is 12.2%, 9.6%, 9.4%, 10.6%, 30.2% from CIFAR-10, CIFAR-100, STL-10, LSUN to CelebA. In particular, the improvement on the CelebA dataset is significant and impressive, which is open to interpretation. The motivation of our work is high-frequency difference between real and fake images reduces the fit of the generator to the low-frequency components, which is not beneficial for the GANs training. Based on this hypothesis, it is reasonable to assume that the proposed method will realize better performance on large resolution datasets. Dzanic et al. show that at higher resolutions, the differences in frequency domain between real and fake images are more easily observed. Similarly, Figure also illustrates this phenomenon.

For qualitative comparisons, we present randomly sampled images generated by SSGAN and SSGAN with HFF for CIFAR-10, CIFAR-100, STL-10, LSUN-Bedroom, and CelebA datasets in Section B of Supplementary Materials.

D. The Comparison with SSD-GAN

SSD-GAN is also a method related to frequency domain in GANs training, which reveals that frequency missing in the discriminator results in a significant spectrum discrepancy between real and fake images. To mitigate this problem, SSD-GAN boosts a frequency-aware classifier into the discriminator to measure the realness of images in both spatial and spectral domains, which improves the spectral discrimination of discriminator. However, the frequency biases between real and fake images have not been eliminated. In our study, we hypothesize that high-frequency differences make the discriminator focus on high-frequency components excessively, which hinders generator from fitting the important low-frequency components. The results indicate that our methods can be combined with SSD-GAN, which further boosts the performance of GANs.

Furthermore, we compare the proposed HFF and HFC with SSD-GAN on multiple datasets, such as CIFAR-10, CIFAR-100, and STL-10 datasets. FID scores and the training time on SNGAN are given in Table IV, where we only use the HFF or HFC in spatial discriminator. The results indicate that the proposed methods improve the performance of GANs with little cost and also boost the performance of SSD-GAN. We also show the Radial Power Spectrum of different SNGAN-based methods on the STL-10 dataset in Figure 11. Compared to SNGAN (None), the low-frequency spectrum discrepancy between images generated by the proposed methods and real data is significantly reduced, where the method "SSD+HFC" achieves the best performance. Although the proposed method reduces the focus on the high-frequency component, this does not affect the high-frequency fit and even reduces the high-frequency bias.

V. CONCLUSION AND OUTLOOK

This paper analyzes the response of discriminator to different-frequency components and indicates that high-frequency bias prevents the fit of the overall distribution, especially the low-frequency components, which is not conducive to the training of GANs. To avoid the high-frequency differences between the generated images and the real images during the GANs training, two frequency operations (HFF and HFC) are introduced in this paper. We provide empirical evi-
TABLE IV: FID scores and training time of popular models on CIFAR-10, CIFAR-100, and STL-10 datasets, where the time is training time on SNGAN.

| Method    | CIFAR-10 | CIFAR-100 | STL-10 |
|-----------|----------|-----------|--------|
|           | Time(h)  | SNGAN     | SSGAN  | Time(h)  | SNGAN     | SSGAN  | Time(h)  | SNGAN     | SSGAN  |
| None      | 18.1     | 20.05     | 16.75  | 18.4     | 23.70     | 22.43  | 36.0     | 40.77     | 38.78  |
| HFF       | 18.3     | 18.54     | 14.71  | 18.4     | 21.45     | 20.27  | 35.5     | 38.99     | 35.13  |
| HFC       | 18.2     | 18.28     | 14.88  | 18.3     | 21.98     | 21.51  | 36.2     | 38.43     | 35.14  |
| SSD       | 18.7     | 16.73     | 13.51  | 18.9     | 20.73     | 19.91  | 37.8     | 37.04     | 34.43  |
| SSD+HFF   | 19.0     | 15.40     | 12.39  | 21.1     | 19.30     | 18.64  | 40.3     | 35.03     | 32.68  |
| SSD+HFC   | 18.9     | 16.01     | 12.88  | 20.9     | 19.68     | 19.25  | 39.8     | 34.43     | 33.12  |

dence that the proposed HFF and HFC improve the generative performance with a little cost.

Frequency analysis is an interesting and new perspective on neural networks. Recent works have shown that high-frequency components are related to the generalization and robustness of CNNs. This paper aims for the first pilot study of different frequency components on GANs training. Although significant conclusions and remarkable results have been obtained, the modeling process of GANs for different frequency components is still unclear. In the future, we will verify the frequency principles (DNNs often fit target functions from low to high frequencies during the training) of generators and discriminators, and also explore the relationship between different frequency components and robustness and generalization of GANs training. We hope our work set forth towards a new perspective: Frequency analysis in GANs training.
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