Temperature dependent anisotropic charge carrier mobility limited by ionized impurity scattering in thin-layer black phosphorus
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ABSTRACT

Anisotropic charge carrier transport in black phosphorus limited by ionized impurity scattering at finite temperature is explored theoretically. The anisotropic electronic structure enters the calculation for the polarizability (screening), the momentum relaxation time, and the mobility. For finite temperature, scattering is not limited to the Fermi surface and the polarizability is temperature dependent. The impact of screening is investigated in detail with its dependence on carrier density and temperature. Competing with the thermal excitation effects, the temperature dependence of the polarizability is found to dominate for $T < 100 K$. As a result, the charge carrier mobility slowly decreases with increasing temperature. The weak temperature dependence of the mobility and its anisotropy ratio of $1.9 - 3.2$ agree with published experimental data.
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I. INTRODUCTION

Much as graphene and the transition metal dichalcogenites (TMDs), black phosphorus (BP), an allotrope of phosphorus, is of considerable interest due to its two-dimensional (2D) nature [1-4]. With measured charge carrier mobilities of up to $1000 \text{cm}^2/\text{Vs} [5, 6]$, a direct tunable band gap of $0.3 - 2.0 \text{eV}$ depending on the number of monolayers [7-10], and field effect transistor $I_{on}/I_{off}$ ratios on the order of $10^5 [2, 11-13]$, BP is a promising candidate for future electronic devices and for certain optoelectronic applications. Moreover, the puckered crystal structure of BP leads to properties with strong in-plane anisotropy, including carrier mobility and thermal conductivity [2, 5, 14-17], as well as linear dichroism in optical absorption [8-10, 18]. These anisotropies make BP special among the 2D materials of interest.

There have been several works, including one by the authors, focusing on the BP charge carrier mobility and its anisotropy [19-21]. While electron-phonon interaction, which is weak at low temperature, is the dominant scattering mechanism in graphene [24], BP samples are believed to have significant concentrations of defects, suggesting that ionized impurity scattering may be an important scattering mechanism, particularly at low temperature. In this work, we focus on the temperature dependent anisotropic linear transport properties of BP limited by scattering due to charge centers either in the BP layer or off the BP layer in the substrate. The Coulomb interaction between the charge centers and the charge carriers in the BP layer is screened, and that screening is treated in temperature dependent mean field approximation. Throughout, the anisotropy of the electronic structure is taken into account, avoiding approximations that are explicitly or implicitly based on isotropy [9, 19, 20]. We consider ionized impurity scattering as the limiting scattering mechanism and use it as a demonstration vehicle, however the basic approach can be readily extended to other mechanisms such as neutral impurity scattering and (quasi-elastic) phonon scattering. The theory presented in this work could be applied to analyze few-layer BP, where the out-of-plane confinement is quantum limited and single sub-band condition is still valid. Additionally, we are motivated by recent experimental measurements indicating that the BP mobility has a small temperature dependence, weaker than $T^{-\frac{1}{2}}$ for $T < 100K$, which may not be explained by phonon scattering. Ionized impurity scattering is furthermore an important mechanism for devices in which BP may be employed as the active material, such as ultra-thin field effect transistors, for which TMDs are also being explored [25-27].

In our previous work, the BP hole mobility anisotropy ratio assuming a spatially uniform distribution of charge centers was found to be 3-4 for zero temperature and a wide range of carrier densities, which is somewhat larger than the ratio of 1.5-2 obtained from experimental measurements at $50 - 100K$. We expect the calculated anisotropy ratio for $T > 0$ to be smaller than for $T = 0$. The non-
zero temperature not only affects the charge carrier mobility, it also impacts the screening of the charge carriers.

This paper is organized as follows. After revisiting the Boltzmann transport equation result for the anisotropic momentum relaxation time in linear response and the BP energy dispersion, we explore the impact of non-zero temperature on screening, the relaxation time, and the charge carrier mobility in Section II. Section III presents a brief summary and conclusions.

II. MODEL DEVELOPMENT AND RESULTS

A. Anisotropic momentum relaxation time

In linear response, the inverse momentum relaxation time for anisotropic materials can be derived from Boltzmann’s transport equation and written as, [21,28]

\[
\frac{1}{\tau_m(\hat{\xi}, \vec{k}_i)} = \frac{1}{(2\pi)^2} \int_{\text{all } \vec{k}_j} d\vec{k}_j P_{\vec{k}_i, \vec{k}_j} \left\{ 1 - \frac{\left[ \hat{\xi} \cdot \vec{v}(\vec{k}_j) \right] \tau_m(\hat{\xi}, \vec{k}_j)}{\left[ \hat{\xi} \cdot \vec{v}(\vec{k}_i) \right] \tau_m(\hat{\xi}, \vec{k}_i)} \right\}
\]

(1)

where \( \hat{\xi} \) is a unit vector in the direction of the applied electric field. The transition rate, \( P_{\vec{k}_i, \vec{k}_j} \), for elastic scattering between the incoming state \( |\vec{k}_i\rangle \) and the outgoing state \( |\vec{k}_j\rangle \) can be expressed by Fermi’s golden rule as,

\[
P_{\vec{k}_i, \vec{k}_j} = \frac{2\pi}{\hbar} |\langle \vec{k}_j | H | \vec{k}_i \rangle|^2 n_{\text{imp}} \delta[E(\vec{k}_i) - E(\vec{k}_j)]
\]

(2)

where \( H \) is the interaction Hamiltonian. For ionized impurity scattering, \( H \) represents the screened Coulomb interaction and it will be discussed below. Due to the anisotropic effective mass \( m_{xx} \neq m_{yy} \) for \( \hat{x} \) (armchair) and \( \hat{y} \) (zigzag) directions, the in-plane constant energy surface for both electrons and holes in BP is ellipsoidal,

\[
E(\vec{k}) = \frac{\hbar^2}{2} \left( \frac{1}{m_{xx}} k_x^2 + \frac{1}{m_{yy}} k_y^2 \right)
\]

(3)
with either the conduction band minimum or the valence band maximum at Γ defined as the origin of the energy scale. \( \mathbf{v}(\mathbf{k}) = \frac{1}{\hbar} \nabla_{\mathbf{k}} E(\mathbf{k}) \) is the group velocity. If the out-of-plane confinement is quantum limited and the single sub-band model is valid, the ellipsoidal dispersion, \( E(\mathbf{k}) \), may be applied for few-layer BP. We consider a model (suitable to represent the common back-gated structure) in which a thin BP layer is placed on a SiO\(_2\) insulating substrate [21]. The carrier density can be tuned externally by an applied gate voltage.

For zero temperature, elastic scattering is limited to the Fermi surface and thus \( E(\mathbf{k}) = E_F \). The implicit integral equation for \( \tau_m(\xi, \mathbf{k}_i) \), Eq. (1), can be solved following the method of reference [21]. One finds that the momentum relaxation time depends both on the direction of the electric field, \( \xi \), and on the angle of the incoming state \( \mathbf{k}_i \) (or \( \theta_i \)). (For isotropic materials, the momentum relaxation time depends only on \( |\mathbf{k}_i| \)).

At non-zero temperatures, the scattering is still an elastic process but no longer limited to \( E_F \). Instead, it occurs in the vicinity of \( E_F \) following a distribution or sampling function \( (-\frac{\partial f}{\partial E}) = \frac{1}{k_B T} f(E) \cdot [1 - f(E)] \), where \( f(E) \) is the Fermi-Dirac distribution. Of course, \( (-\frac{\partial f}{\partial E}) \) reduces to a delta function at \( E_F \) in the zero temperature limit. As \( T \) increases, the distribution \( f(E) \cdot [1 - f(E)] \) spreads. Thus, for \( T > 0 \), we need to consider a range of energies rather than a single (Fermi) energy. In the following discussion, we write the \( \mathbf{k}_i \) dependence of the relaxation time as a function of energy \( E \) and incoming wave vector angle \( \theta_i \), i.e. \( \tau_m(\xi, \mathbf{k}_i) \equiv \tau_m(\xi, E, \theta_i) \).

The Fermi energy itself is also a function of temperature, i.e. \( E_F(T) = k_B T \ln \left[ \exp \left( \frac{n}{g_{2D} k_B T} \right) - 1 \right] \), where \( n \) is the 2D carrier density and \( g_{2D} = \frac{m_d}{\pi \hbar^2} \) is the 2D density of states (DOS) of the BP layer, with DOS effective mass \( m_d = \sqrt{m_{xx} m_{yy}} \). In the following numerical computations, we consider the energy regions \( [E_F(T) - 5k_B T < E < E_F(T) + 5k_B T] \) for \( E_F(T) - 5k_B T > 0 \) and \( [0 < E < 10k_B T] \) for \( E_F(T) - 5k_B T \leq 0 \), since there are no available states for energy less than zero (i.e. below conduction band minimum or above the valence band maximum). The total \( 10k_B T \) energy regions cover at least 97\% of \( f(E) \cdot [1 - f(E)] \).

The methods and the discussion in this section are general and can be applied to any elastic scattering mechanism. Ionized impurity scattering is considered later in this work as an example. In addition to the energy, \( E \), there is another term in \( \tau_m(\xi, E, \theta_i) \) that introduces temperature dependence: the polarizibility/ screening examined next.
The matrix elements $|\langle \vec{k}_j | H | \vec{k}_i \rangle|$ for ionized impurity scattering can be written as, [29, 30]

$$
|\langle \vec{k}_j | H | \vec{k}_i \rangle| = \frac{2\pi e^2 e^{-qd}}{q\kappa + 2\pi e^2 \Pi(q, T)} = \frac{2\pi e^2}{\kappa} e^{-qd} (q + q_s)
$$

(4)

where $\vec{q} = \vec{k}_j - \vec{k}_i$ is the wave vector transferred during scattering, $d$ is the impurity distance from the BP plane, and $\kappa$ is the effective dielectric constant. ($d = 1\text{nm}$ is used in the numerical calculations unless stated otherwise; $\kappa = 2.5$ is used for air/SiO$_2$ half spaces). $\Pi(q, T)$ is the temperature dependent, anisotropic polarizability of the mobile charge carriers in BP. Analogous to the transferred wave vector, $q = |\vec{q}| = \sqrt{q_x^2 + q_y^2}$, indicating scattering strength, the effect of the polarizability is represented by $q_s(q, T) = \frac{2\pi e^2}{\kappa} \Pi(q, T)$. For zero temperature, $q \leq 2k_{Fy}$, where $k_{Fy}$ is the $\vec{y}$ direction (heavy effective mass) Fermi wave vector; while for finite temperature, $q$ can be larger than $2k_{Fy}$ because scattering is not limited to the Fermi surface. Linear mean field screening theory is used [31]. For zero temperature, the polarizability has the closed form $\Pi(q, 0) = g_{2D} Re \left[ 1 - \frac{8\mu/^{2\pi}}{q_x^2/m_{xx} + q_y^2/m_{yy}} \right]$, where $\mu = E_F(0) = \frac{\hbar^2 \pi n}{m_d}$ is the zero temperature Fermi energy [32]. Using Maldague’s formula [30, 33], the temperature dependent polarizability $\Pi(q, T)$ can be written as,

$$
\Pi(q, T) = \int_{0}^{\infty} d\mu \frac{\Pi(q, 0)}{4k_B T \cosh^2 \left( \frac{E_F(T) - \mu}{2k_B T} \right)}
$$

(5)

To assist in comparing the magnitudes of $q$ and $q_s$ in the dominator of Eq. (4) with their dependence on carrier density and temperature, the $q_x$ and $q_y$ axes, as well as the screening term $q_s$ are normalized by $k_{Fy}$, which is determined by $E_F$ for a given temperature. The normalized $q_s$ with their dependence on $q_x$ and $q_y$ are shown using the plots of Fig. 1. The magnitude of $q_s / k_{Fy}$ is represented by colors. The dashed white curves correspond to the energy regions of interest ($[E_F(T) - 5k_B T, E_F(T) + 5k_B T]$ or $[0, 10k_B T]$). It is apparent that the screening effects become weaker as temperature increases, but they also depend on the carrier density [34]. For $T = 0K$, $q_s$ is a constant ($\Pi(q, 0) = g_{2D}$ for $q_x \leq 2k_{Fx}$, $q_y \leq 2k_{Fy}$), and the corresponding energy regions reduce to a single curve, $E_F(0)$. For finite temperature, $q_s$ decreases as $q$ increases in the entire $\vec{q}$-plane. The corresponding energy regions display
both upper and lower bounds in Fig. 1 (c) and (f), or only upper bounds for Fig. 1 (b) and (c), since these lower bounds are at zero energy.

Comparing constant carrier density cases (Fig. 1(a)-(c) with \( n = 2 \times 10^{12} \text{cm}^{-2} \) or (d)-(f) with \( n = 10^{13} \text{cm}^{-2} \), the screening becomes less effective as \( T \) increases, for to two reasons. First, \( q_s \) itself becomes smaller as \( T \) increases [34]. Second, the energy regions, limited by the sampling function \( f(E) \cdot [1 - f(E)] \), become wider for higher temperature. When the temperature is low, the energy regions are narrow and mostly include the range of strong screening; while for high temperature, the energy regions are wide and include more of the weak screening range.

Comparing the same temperature cases (Fig. 1 (a) and (d) with \( T = 0K \), (b) and (e) with \( T = 40K \) or (c) and (f) with \( T = 100K \)), it is worthwhile to note that although the normalized \( q_s/k_{\text{Fy}} \) assumes larger values for smaller \( n \), one finds that \( q_s \) itself increases as \( n \) increases for \( T > 0K \). This is the expected increase in screening with increasing carrier density. (Except for \( T = 0K \), where \( q_s = \frac{2\pi e^2}{k} \gamma_2D \), independent of \( n \) ) Furthermore, \( q_s \) decreases faster as \( T \) increases for smaller carrier density, therefore the scattering is more affected by temperature for smaller \( n \).

We proceed to calculate the momentum relaxation time for applied electric fields along the \( \hat{x} \) (armchair) and \( \hat{y} \) (zigzag) directions. The hole effective masses in thin BP can vary from \( m_{xx} = 0.15m_0 \) and \( m_{yy} \) larger than 3.5\( m_0 \) in monolayers, to \( m_{xx} = 0.04m_0 \) and \( m_{yy} = 0.9m_0 \) [35,36] in bulk, depending on the calculation or characterization methods. In this work, we begin with the set of effective masses \( m_{xx} = 0.15m_0 \) and \( m_{yy} = 1.0m_0 \) (same as used in previous work [21]) and discuss the influence of effective masses towards the end of the paper. Hole effective masses are used in the numerical calculation since most BP devices fabricated recently are p-channel field effect transistors [2,11,13,37].

Following the approaches discussed in previous work [21], \( \tau_m \) can be calculated numerically from Eq. (1), and it is plotted in Fig. 2. \( N_\theta = 400 \) points are used for the angle mesh and \( N_E = 100 \) points for the energy mesh. An impurity density of \( n_{\text{imp}} = 10^{12} \text{cm}^{-2} \) is assumed. Fig. 2 (a) and (b), are for different directions of the electric field, \( \hat{x} \) and \( \hat{y} \). For Fig. 2 (a) and (c), the carrier densities are different. In Fig. 2 (a) and (d), the carrier density and field direction are the same, but the temperatures are different. The momentum relaxation time surfaces can have various shapes subject to the different conditions (direction of electric field, carrier density, and temperature). This is due to the anisotropic electronic structure of BP, which is taken into account through the implicit integral equation (Eq. (1)). Without anisotropy, \( \tau_m \) would only depend on \( E \) (or \( |\hat{E}_i| \)).

It is helpful to obtain a better understanding of \( \tau_m (\hat{x}, E, \theta_i) \) since it has significant impact on the mobility. The dependence of \( \tau_m \) on the angle \( \theta \) and on the carrier density \( n \) was investigated in previous work [21]. Hence, we focus on the dependence on energy and on temperature. We divide the energy into
three ranges in the following discussion, depending on the different effects observed, and frequently refer back to Fig. 1 for the discussion of the energy dependence. To analyze the latter and eliminate the angular dependence, a \( \tau_m(\xi, E) \), which is the momentum relaxation time averaged over the incident angle, is calculated:

\[
\tau_m(\xi, E) = \frac{1}{2\pi} \int_0^{2\pi} d\theta_i \tau_m(\xi, E, \theta_i)
\]

(6)

Results are plotted in Fig. 3 for different \( T \) and \( E \). For convenience, the trend of increasing \( T \) is indicated in Fig. 3 (a) and (b), while three energy ranges are labeled in Fig. 3 (c) and (d). For very low temperatures, \( \tau_m \) has a rather weak dependence on energy regardless of the direction of the electric field and the carrier density. This is due to the energy region of the sampling functions \( f(E) \cdot [1 - f(E)] \) being quite narrow for low temperature, and neither \( q \) nor \( q_s \) change much over that range. For somewhat higher temperatures, one observes that \( \tau_m \) first slightly increases, then slightly decreases with \( E \) (10-20K curves in Fig. 3). This is still due to the narrow \( E \) range of the sampling function for the relatively low temperature. The effective screening term \( q_s \) in Fig. 1 is essentially constant for the energy range. But as the energy increases, \( q \) in the denominator of Eq. (4) increases. Consequently, the scattering matrix element \( \langle \vec{k}_f | H | \vec{k}_i \rangle \) decreases and \( \tau_m \) increases. This is the “first range” of \( E \). As \( E \) continues to increase and becomes larger than \( E_F \), \( q_s \) decreases rapidly. If \( q_s > q \), the effect of decreasing \( q_s \) dominates. Thus \( \langle \vec{k}_f | H | \vec{k}_i \rangle \) increases and \( \tau_m \) decreases. This is the “second range” of \( E \). Similar behavior has been found in the scattering rate (i.e. the reciprocal of \( \tau_m \)) for isotropic silicon inversion layers [34].

For relatively high temperatures (e.g. \( T = 70-100K \)), the behavior of \( \tau_m \) is more complicated since it varies with \( \xi \) and \( \theta \) directions and the carrier densities. For high temperature, the energy range of the sampling function \( f(E) \cdot [1 - f(E)] \) is large. Furthermore, as \( E \) becomes large, the screening term \( q_s \) becomes so small that \( q \) again dominates. Thus \( \tau_m \) once again increases as \( E \) increases, such as shown by the 40K curve in Fig. 3 (c) or the 100K curve in Fig. 3 (d). This is the “third range” of \( E \). Under certain circumstances, the \( q_s \)-dominated second range is so small that it is masked by the “first” and “third ranges”, hence \( \tau_m \) seems to increase monotonically as \( E \) increases. For instance, the high temperature curves (70-100K) in Fig. 3 (a) and (c), increase with \( E \) monotonically, but they increase slowly within the moderate energy range. The difference between \( \xi \) and \( \theta \) directions is due to the magnitudes of \( q_x \) and \( q_y \). Since \( q_y \) is relatively large, it is more likely that a “third range” appears for the \( \theta \) direction, while for the \( \xi \) direction, the “third range” may only exist at even higher \( T \). Since the energy regions covered by \( f(E) \cdot \)}
[1 − f (E)] for n = 2 × 10^{12} \text{cm}^{-2} ([0,10k_B T]) and n = 10^{13} \text{cm}^{-2} ([E_F(T) − 5k_B T, E_F(T) + 5k_B T]) are not the same, the lower and upper bounds on the energy axes in Figs. 3 (a) and (b), (c) and (d) are different. For other situations (e.g. different dielectric constant or device structure), the detailed shapes of the curves may change, but the basic behavior is expected to be similar.

B. Mobility

With the momentum relaxation time \(\tau_m(\xi, E, \theta_i)\) calculated, we can proceed to calculate the temperature dependent anisotropic mobility as follows (taking the \(\xi\) direction as an example), [28]

\[
\mu_{xx} = \frac{g_s e}{(2\pi)^2 n^2} \int_0^{2\pi} d\theta_i \int_0^\infty dE \frac{k_i(E, \theta_i)}{\partial E} \left( \frac{\partial E}{\partial k_{ix}} \right)^2 \tau_m(\xi, E, \theta_i) \left( -\frac{\partial f}{\partial E} \right)
\]

where \(g_s = 2\) is the spin degeneracy, \(k_i = \left| \vec{k}_i \right|, k_{ix} = k_i \sin \theta_i\). The result for \(\mu_{yy}\) is analogous. \(\mu_{xx}\) and \(\mu_{yy}\) are plotted in Fig. 4 as functions of \(T\).

There are two competing mechanisms determining the temperature dependence of the mobility. At low temperature, screening dominates: as \(T\) increases, the screening term, \(q_s\), becomes smaller (Fig. 1) and the scattering matrix element \(\left| \langle \vec{k}_j | H | \vec{k}_i \rangle \right|\) in Eq. 4 becomes larger; more scattering events occur and thus the relaxation time and mobility decrease. At high temperature, thermal excitation dominates: the carriers have greater thermal energy, and the mobility increases as \(T\) increases [38]. For BP, the transition between the two regimes, screening dominating and thermal excitation dominating, depends on several parameters, such as the carrier density and the direction of the electric field, but it generally is around 100-120\(K\). Therefore, in the temperature range of interest for ionized impurity scattering, the mobility tends to decrease with increasing temperature as shown in Fig. 4, due to the dominance of the temperature dependent screening. (Without considering temperature dependence for screening by setting \(q_s = \frac{2\pi e^2}{\kappa} \frac{g_{2D}}{T}\) as a constant (zero temperature screening case), the calculated \(\mu_{xx}\) and \(\mu_{yy}\) can be found to increase as temperature increases for all \(T\).)

We also find that the rate of decrease with increasing temperature is smaller for \(\mu_{yy}\) than for \(\mu_{xx}\). This is consistent with the results shown in Fig 3 for \(\tau_m(\mathcal{E}, E)\), which shows a more pronounced “third range” than \(\tau_m(\xi, E)\). The rate of mobility decrease slows as \(T\) continues to increase because the effect of the increasing thermal energy of the charge carriers becomes comparable to the screening effect. By
curve fitting, a relation $\mu \propto T^{-\alpha}$ is found. Taking $n = 2 \times 10^{12} \text{cm}^{-2}$ as an example, one obtains $\alpha = 0.27$ for $\mu_{xx}$ and $\alpha = 0.12$ for $\mu_{yy}$, the weak dependence is similar to the experimental data for $T < 100K$ [14,15]. For higher temperatures ($T > 140K$), $\mu_{yy}$ may increase as $T$ increases for certain carrier densities, but that temperature region is likely to be beyond the range of mobilities that are limited by ionized impurity scattering.

As previously discussed, the mobility increases as the carrier density, $n$, increases. Mobility has a stronger dependence on $T$ for smaller $n$ because screening is more sensitive to temperature for lower carrier density, as shown in Fig. 1. Overall the mobility has a weak dependence on temperature for $T < 100K$. The calculated $\mu_{xx}$ and $\mu_{yy}$ (Fig. 4) are considerably larger than currently reported experimental BP hole mobilities, indicating that the impurity concentration of the samples fabricated may well be larger than the assumed value of $n_{\text{imp}} = 10^{12} \text{cm}^{-2}$. To eliminate the effect of $n_{\text{imp}}$, the anisotropy ratio, $\frac{\mu_{xx}}{\mu_{yy}}$, may be seen as a better quantity for comparison, and its temperature dependence is plotted in Fig. 5. Since $\mu_{xx}$ decreases more strongly than $\mu_{yy}$ with increasing temperature, the anisotropy ratio decreases as $T$ increases. An anisotropy ratio of 1.9-3.2 can be found using hole effective masses at $T \sim 50K$ and carrier densities from $2 \times 10^{12} \text{cm}^{-2}$ to $10^{13} \text{cm}^{-2}$, which is smaller than the previous zero temperature result [21] and closer to the experimental results for few-layer BP : 1.6-4 [14, 15].

Moreover, as $n$ increases, $\frac{\mu_{xx}}{\mu_{yy}}$ decreases. Therefore, BP electronic devices operating at low temperature and small carrier density should display stronger anisotropy. The anisotropy ratio calculated using other parameters such as zero impurity distance, uniform impurity distribution model (averaging the effect of $d$ in a range $0 < d < 300nm$, while keeping the total $n_{\text{imp}} = 10^{12} \text{cm}^{-2}$ fixed [21]) and results for electrons with effective mass parameters $m_{xx} = 0.15m_0$ and $m_{yy} = 0.7m_0$ are plotted in Fig. 5 (b). Trivially, a reduced effective mass ratio leads to a smaller $\frac{\mu_{xx}}{\mu_{yy}}$. The anisotropy ratio decreases as $d$ increases (i.e. impurities located further away from BP plane), which also agrees with our zero temperature calculation [21])

III. SUMMARY AND CONCLUSIONS

To summarize, ionized impurity scattering limited anisotropic charge carrier mobilities in BP are explored with focus on their temperature dependence. The anisotropic electronic structure affects the mobilities through the anisotropic polarizability and momentum relaxation time. For $T < 100K$, the screening is found to dominate the temperature dependence, though this effect becomes weaker as $T$
increases. Overall, the mobility decreases as the temperature increases, but the dependence is relatively weak. The calculated mobility dependence on temperature has the same trend as experimental reports for \( T < 100K \), indicating ionized impurity may be the dominant scattering mechanism in this temperature region. An anisotropy ratio, \( \frac{\mu_{xx}}{\mu_{yy}} \), of 1.9-3.2 is found for \( T \sim 50K \) and a wide range of carrier densities. Larger ratios are obtained at lower temperature and lower carrier density.

The basic approach used for calculating the ionized impurity scattering limited momentum relaxation time and mobility is readily extended to other elastic scattering mechanisms. The tendency of the Coulomb matrix element to decrease with increasing transfer wave vector weakens the anisotropy of the momentum relaxation time. This is particularly apparent when comparing results for different values of the parameter \( d \). It implies that scattering mechanisms that are independent of the transfer wave vector display greater anisotropy than ionized impurity scattering. For example, neutral impurity scattering and acoustic phonon scattering (in the quasi-elastic limit) may fall into this category. However, other effects related to anisotropy, e.g. the anisotropy of the phonon dispersion or of the deformation potential will enter. This will be the subject of future work.
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Fig. 1. (Color online) Effective screening term, $q_s$, as a function of $q_x$ and $q_y$ (all normalized to $k_{Fy}$).

Dashed white curves correspond to the energy regions as discussed in Section II. A. (a)-(c) $n = 2 \times 10^{12} \text{cm}^{-2}$, with $T = 0, 40, 100K$. (d)-(f) $n = 10^{13} \text{cm}^{-2}$, with $T = 0, 40, 100K$. 
Fig. 2. (Color online) Calculated momentum relaxation time, $\tau_m(\vec{q}, E, \theta_i)$, for different directions of the electric field, different carrier densities, and temperatures. (a) $\tau_m(\vec{q}, E, \theta_i)$ with $n = 10^{13} \text{cm}^{-2}, T = 20K$. (b) $\tau_m(\vec{q}, E, \theta_i)$ with $n = 10^{13} \text{cm}^{-2}, T = 20K$. (c) $\tau_m(\vec{q}, E, \theta_i)$ with $n = 2 \times 10^{12} \text{cm}^{-2}, T = 20K$. (d) $\tau_m(\vec{q}, E, \theta_i)$ with $n = 10^{13} \text{cm}^{-2}, T = 100K$. 
Fig. 3. (Color online) Angle averaged momentum relaxation time, $\bar{\tau}_m(\vec{\xi}, E)$, for different directions of the electric field, different carrier densities and temperatures. The ranges labelled first, second, and third refer to the different temperature dependences. (a) $\bar{\tau}_m(\vec{\xi}, E)$ with $n = 10^{13} cm^{-2}$. (b) $\bar{\tau}_m(\vec{\xi}, E)$ with $n = 10^{13} cm^{-2}$. (c) $\bar{\tau}_m(\vec{\xi}, E)$ with $n = 2\times 10^{12} cm^{-2}$. (d) $\bar{\tau}_m(\vec{\xi}, E)$ with $n = 2\times 10^{12} cm^{-2}$.
Fig. 4. (Color online) Hole mobility as a function of temperature for several carrier densities. Impurity density $n_{imp} = 10^{12} \text{cm}^{-2}$, impurity distance $d = 1 \text{nm}$, dashed lines are fits of $\mu \propto T^{-\alpha}$. (a) $\mu_{xx}$ (b) $\mu_{yy}$. 
Fig. 5. (Color online) Anisotropy ratio, $\frac{\mu_{xx}}{\mu_{yy}}$, as a function of temperature (a) Hole mobility, $d = 1nm$ and different carrier densities. (b) Fixed carrier density, $n = 10^{13} cm^{-2}$, and $d = 0, d = 1nm$, as well as results for a uniform distribution of impurities for both hole and electron mobility anisotropy ratios.