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Abstract. In this paper we study codes for correcting deletable errors in binary words, where each bit is either retained, substituted, erased or deleted and the total number of errors is much smaller compared to the length of the codeword. We construct codes capable of correcting errors in the received codeword in real-time with small delay and low probability of decoding error.
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1 Introduction

Consider recovery of a binary word corrupted by deletable errors, where each error could either be an erasure, bit substitution (i.e., a one is converted to a zero and vice versa) or deletion. Regarding deletions, [5] used Varshamov-Tenengolts codes (VT codes) for correcting a single deletion. Later [3] described codes for correcting arbitrary number of deletions and recently, in [7], codes with near optimal redundancy for combating fixed number of deletions are constructed using hash functions. Error correction codes with time constraints have also been studied before. For example [9] focused on developing bidirectional interactive algorithms with low information exchange for correcting deletions. An estimate on the number of rounds needed for synchronization was obtained using a divide and conquer strategy. Streaming codes with delay constraints for erasure and burst channels have been studied in [4] (see also references therein).

In this paper, we seek codes with low redundancy that are capable of correcting deletable errors (that could be an erasure, substitution or deletion) in real-time with low delay, a notion made precise in the next section. We use modified Varshamov-Tenengolt codes to construct the desired codes and also obtain an estimate on the fraction of error patterns that are correctable by the proposed codes.

The paper is organized as follows: In Section 2 we state our main result Theorem 1 regarding codes capable of real-time correction with small delay and also Theorem 2 describing codes for correcting $P$-far deletable error patterns. In Section 3 we prove Theorem 2 and also describe an error correction algorithm $A$ for correcting $P$-far errors. In Section 4 we use the correction algorithm $A$ to construct codes with real-time correction capability and prove Theorem 1.
2 Main results

A word of length $n$ is a vector $x = (x_1, \ldots, x_n) \in \{0, 1\}^n$. A deletable error pattern of length $n$ is an element $g = (e, v) = ((e_1, \ldots, e_n), (s_1, \ldots, s_n)) \in \{0, 1\}^n \times \{D, E, F\}^n$, with $D, E$ and $F$ denoting deletion, erasure and substitution, respectively. The word $y = F_g(x)$ obtained after $x$ is corrupted by the error pattern $g$ is defined as follows: If $e_i = 1$, then the bit $x_i$ is deleted, erased or substituted depending on whether $s_i = D, E$ or $F$, respectively. If $e_i = 0$, no change occurs to the bit $x_i$. For integer $1 \leq t \leq n$ we define $F_{e}(x, t)$ to be the result of corrupting the first $t$ bits of $x$ according to the first $t$ entries in $e$.

For example, if $n = 5$ and $g = ((1, 0, 1, 1), (F, E, D, F, E))$, then $F_g(x) = (1 - x_1, x_2, 1 - x_4, e)$, where $e$ is the erasure symbol and $F_g(x, 3) = (1 - x_1, x_2)$. For $r \geq 1$, we define $E_n(r) := \{(e, v) : \sum_{i=1}^{n} e_i \leq r\}$ to be the set of all possible $n$-length patterns containing at most $r$ deletable errors. We also let $E_n := \cup_{1 \leq r \leq n} E_n(r)$ be the set of all possible $n$-length error patterns.

An $n$-length code $C$ of size $\#C = q$ is a set $\{x_1, \ldots, x_q\} \subset \{0, 1\}^n$. We define the redundancy of $C$ to be

$$R(C) := n - \log (\#C),$$  \hfill (2.1)

where all logarithms are to the base 2 throughout.

Let $\mathcal{F} \subseteq \mathcal{E}_n$ be any set of $n$-length error patterns. The code $C$ is said to be capable of correcting all error patterns in $\mathcal{F}$ if for any $x_1 \neq x_2 \in \mathcal{C}$ and any $g_1, g_2 \in \mathcal{F}$, we must have that the corruptions $F_{g_1}(x_1) \neq F_{g_2}(x_2)$. We have the following definition regarding real-time error correction.

**Definition 1.** For integer $d \geq 1$ we say that $C$ can correct all error patterns in $\mathcal{F} \subseteq \mathcal{E}_n$ in real-time with delay at most $d$ if for any $1 \leq z \leq n - d$, $g_1, g_2 \in \mathcal{F}$ and $x_1 \neq x_2 \in \mathcal{C}$, we have that

$$F_{g_1}(x_1, z + d) \neq F_{g_2}(x_2, z + d)$$

The consequence of Definition 1 is this: Suppose the word $x$ is transmitted and is corrupted by the error pattern $g$. Given the partial word $F_g(x, z + d)$ obtained by corrupting the first $z + d$ bits of $x$ for any $1 \leq z \leq n - d$, we must be able to determine the first $z$ bits of $x$.

For integers $t, d \geq 1$ let $\mathcal{F}(t, d) \subset \mathcal{E}_n(t)$ be a set of maximum size containing at most $t$ errors, that are correctable by the code $C$ in real-time with delay $d$. We define the $(t, d)$-real-time error probability of $C$ to be

$$\rho(t, d) := \frac{\#(\mathcal{E}_n(t) \setminus \mathcal{F}(t, d))}{\#(\mathcal{E}_n(t))}.$$  

If all error patterns in $\mathcal{E}_n(t)$ are equally likely, then $\rho(t, d)$ could be interpreted as the decoding error probability.

For a given $t$, we are interested in studying the tradeoff involved in choosing the delay parameter $d$. If $d = \infty$, then we simply require a code that corrects $t$
errors and we know (see for e.g. [7]) there are codes with negligible redundancy for correcting any fraction of errors. Intuitively therefore if \( d \) is large, then our code should have small redundancy since the effect of the delay becomes lesser and lesser as \( d \) increases. What about the redundancy when \( d \) is small? In the extreme case of \( d = 1 \), we must simply have a code that is equivalent to a repetition code since the first bit must be deductable using the second bit and the first two bits must be inferred using the first three bits and so on. In this case, the redundancy is \( 1 - \frac{1}{n} \). In general, for small \( d \) therefore we expect the code to have a large redundancy.

The following result obtains bounds on the delay, redundancy and the error probability of codes capable of correcting deletable errors, as a function of the total number of errors.

**Theorem 1.** Let \( 1 \leq t_n \leq \frac{n^\alpha}{6} \) be any integer. For every integer \( d_n \) satisfying \( 4t_n \leq d_n \leq \frac{2n}{\log n} \) there is an \( n \)-length code \( C_{frac} = C_{frac}(n) \) with a real-time delay \( d_n \), redundancy

\[
R(C_{frac}) \leq n \cdot \frac{4 \log(2d_n)}{d_n},
\]

and a \((t_n, d_n)\)-real-time error probability

\[
\rho(t_n, d_n) \leq \frac{t_n^2 d_n}{n}.
\]

Thus if the maximum number of deletable errors in an \( n \)-length word is \( t_n \), then for every \( d_n \) satisfying the bounds in the Theorem, we can obtain a code capable of real-time correction with delay at most \( d_n \), redundancy as in (2.2) and total error probability as in (2.3). Ideally we prefer that \( d_n \to \infty \) and \( \frac{t_n^2 d_n}{n} \to 0 \) as \( n \to \infty \) so that for all \( n \) large the code \( C_{frac} \) has redundancy \( o(n) \) and an error probability of \( o(1) \), using the standard \( o(.) \) notations. Theorem 1 also illustrates the redundancy-error probability tradeoff in terms of the desired delay \( d_n \). Choosing larger \( d_n \) reduces redundancy but increases the error probability. We illustrate our result with some examples.

*Example 1:* Suppose we have a communication channel that introduces at most \( n^\alpha \) deletable errors in an \( n \)-length word for some constant \( \alpha < \frac{1}{3} \). Setting \( t_n = n^\alpha \), choosing \( d_n = 4n^{\alpha} \cdot \log n \) and using \( \alpha < \frac{1}{3} \), we see that the conditions in Theorem 1 are satisfied for all \( n \) large. From Theorem 1 we therefore see that there exists an \( n \)-length code with real-time delay \( d_n \), redundancy \( o(n^{1-\alpha}) \) and a real-time error probability of at most \( \frac{4 \log n}{n^{1-\alpha}} \).

*Example 2:* For a numerical example, suppose that an encoded file containing \( n = 10^8 \) bits is to be transmitted across a channel that introduces at most \( t_n = 10 \) deletable errors. Setting \( d_n = 4000 \) we see that the redundancy of the code \( C_{frac} \) is at most \( 10^8 \cdot \log(2000) \leq 12 \cdot 10^8 \) and so the rate of \( C_{frac} \) is at least \( 1 - \frac{12 \cdot 10^8}{10^8} = 0.88 \). If all error patterns are equally likely then
the real-time error probability is also the decoding error probability and is at most $\frac{44}{10000} = 4.4 \cdot 10^{-3}$.

The main ingredient in the construction of the real-time error correction code in Theorem 1 is $P$-far deletable error patterns which we describe next. Let $n \geq P \geq 2$ be any integers. If $\mathbf{g} = (\mathbf{e}, \mathbf{v}), \mathbf{e} = (e_1, \ldots, e_n) \in \{0, 1\}^n$ is an error pattern such that $|i-j| \geq P$ for any two non zero $e_i, e_j$, we then say that $\mathbf{g}$ is an $n$-length $P$-far deletable error pattern. Letting

$$\delta(P) := \frac{2P+1}{2^{P-1}},$$

we have the following result regarding codes capable of correcting $3P$-far deletable error patterns.

**Theorem 2.** For all integers $n \geq P \geq 2$ there exists a $n$-length code $C_{far} = C_{far}(n, P)$ with redundancy

$$R(C_{far}) \leq \left(\frac{n}{P} - 1\right) \log \left(\frac{2P+1}{1-\delta(P)}\right) + \log P + 2$$

that is capable of correcting all $3P$-far deletable error patterns.

Conversely, if $A$ is any $n$-length code capable of correcting all $3P$-far deletable error patterns, then

$$R(A) \geq \frac{n}{64(3P+6)} - 3$$

for all large $n$.

Suppose $\{P_n\}$ is a sequence satisfying

$$\frac{P_n}{\log n} \to \infty \text{ and } \frac{P_n}{\sqrt{n \log n}} \to 0$$

as $n \to \infty$. If $B$ is any $n$-length code capable of correcting all $3P_n$-far deletable error patterns, then

$$R(B) \geq \left(\frac{n}{6P_n} - 1\right) \log \left(\frac{3P_n}{64}\right) - 2$$

for all large $n$.

For $P = P_n$ growing with $n$ we see from Theorem 2 that the redundancy grows at least of the order of $n \cdot \log P_n = o(n)$. For this range of $P$, we also see from the upper bound (2.5) that the code $C_{far}$ has near optimal redundancy.

Before we proceed with the proofs, we briefly contrast and compare our results with related existing schemes for deletion correction. In our proof of Theorem 1 below, we use Theorem 2 to first construct a block code that is capable of correcting all $P_n$-far deletable errors and then choose $P_n$ appropriately so as to obtain the desired delay $d_n$. The advantage of using $P_n$-far deletable errors is that we can ensure that at most one deletable error occurs within any one
block (defined formally in the next section). Such an approach is known as segmentation and has been studied before for edit channels (i.e., channels allowing only deletion or insertion of bits). The Liu-Mitzenmacher construction employs a segment-by-segment code specified via sufficient conditions and finds a maximum size code by converting into an independent set problem. Recently, has studied coding for segmented edit channels by using subsets of Varshamov-Tenengolts (VT) codes and obtained bounds on the maximum possible size of such a code.

The approaches described above are not directly applicable for compound channels allowing deletable errors because, in the case of segmentation, we can no longer interpret a substitution as a deletion followed by insertion as this would cause two errors within a block. Below, we use a modified form of VT codes to obtain our desired codes and demonstrate how deletable error correction can be performed in a sequential manner.

In the next two sections, we prove Theorems and in that order.

3 Proof of Theorem

We begin with a description of codes capable of correcting $P$-far errors.

Codes for correcting $P$-far errors

For integers $m \geq 3$ and $0 \leq a \leq m$, we define the modified Varshamov-Tenengolts (VT) code $VT_a(m)$

$$VT_a(m) := \left\{ x = (x_1, \ldots, x_m) \in \{0, 1\}^m : \sum_{i=1}^{m} i \cdot x_i \equiv a \mod 2m + 1 \right\}.$$

Arguing as in [8], the code $VT_a(m)$ is capable of correcting a single deletable error.

For integers $P \geq 2$ and $n \geq P$, write $n = tP + s$ where $0 \leq s < P - 1$. Let 0 and 1 denote the all zero and all ones words with length depending on the context. For integers $0 \leq a_1 \leq 2P$ and $0 \leq a_2 \leq 2(P + s)$, define the code $C_{far} = C_{far}(a_1, a_2, P, s, n)$ as

$$C_{far} := \{ x = (x(1), \ldots, x(t)) : x(i) \in VT_{a_1}(P) \setminus \{0, 1\} \}$$

$$\text{for } 1 \leq i \leq t - 1, x(t) \in VT_{a_2}(P + s) \}, \quad (3.1)$$

so that $C_{far}$ is obtained by appending together $t - 1$ words from the code $VT_{a_1}(P) \setminus \{0, 1\}$ and then appending a word containing $P + s$ bits from the code $VT_{a_2}(P + s)$. We denote the bits in the $i^{th}$ word as $x(i) = (x_1(i), \ldots, x_P(i))$ for $1 \leq i \leq t - 1$ and let $x(t) = (x_1(t), \ldots, x_{P+s}(t))$. We choose optimal values of $a_1$ and $a_2$ later for minimizing the redundancy. The encoding and decoding described in this subsection hold for all values of $a_1$ and $a_2$.

We see below that the code $C_{far}$ is capable of correcting all $3P$-far deletable patterns. The main idea is that if $x$ is corrupted by a $3P$-far deletable error
pattern, then at most one deletable error occurs in each word $x(j)$ in $X$. This allows us to correct the errors in a sequential manner. Let $y = F_y(x)$ where $g = (e, v)$ be the received word and suppose that $x(j), j \leq t - 2$ is the first block of $x$ to be corrupted by an error in $g$; i.e., $e = (e_1, \ldots, e_n)$ is such that if $u = \min\{i : e_i = 1\}$, then $(j - 1)P + 1 \leq u \leq jP$. We consider the cases $j = t - 1$ or $j = t$ at the end.

Divide the corrupted word $y = (y(1), \ldots, y(t))$ into blocks where the $j^{th}$
block $y(j) = (y_1(j), \ldots, y_P(j)), 1 \leq j \leq t - 1$ has $P$ bits and $y(t_1)$ has at least $P$ and at most $2P - 1$ bits. Since the first error position $(j - 1)P + 1 \leq u \leq jP$
falls in block $x(j)$, the blocks $x(i), 1 \leq i \leq j - 1$ are uncorrupted and
$y(i) = x(i), 1 \leq i \leq j - 1$. Consequently, the checksum

$$CS(l) := \sum_{i=1}^{P} i \cdot y_i(l) \equiv a_1 \mod (2P + 1)$$

(3.2)

for $1 \leq l \leq j - 1$ and so the checksum difference $|CS(l) - a_1| \mod (2P + 1) \equiv 0$
for all blocks $1 \leq l \leq j - 1$.

If the error corrupting the block $x(j)$ is an erasure, then $y_u(j) = \varepsilon$ (the
erasure symbol) and $y_k(j) = x_k(j)$ for all $1 \leq k \neq u \leq P$. Therefore the modified
checksum

$$CS_{er}(j) := \sum_{i=1}^{P} i \cdot y_i(j) = \sum_{i=1, i \neq u}^{P} i \cdot x_i(j).$$

(3.3)

If $x_u(j) = 0$, then $CS_{er}(j) - a_1 \equiv 0 \mod (2P + 1)$ and if $x_u(j) = 1$, then
$CS_{er}(j) - a_1 \equiv -u \mod (2P + 1) \neq 0$ and so the modified checksum difference $|CS_{er}(j) - a_1| \mod (2P + 1) \equiv u(x_u(j) = 1)$ is nonzero if and only if the erased bit is a one. This allows us to correct the erasure.

If the error corrupting the block $x(j)$ is a substitution or deletion, then it is
not directly detectable as in the case of erasure above. We therefore use the checksums of both $y(j)$ and $y(j + 1)$ to indirectly deduce the nature of the error. Indeed, if the error is a substitution then $y_u(j) = 1 - x_u(j)$ and $y_k(j) = x_k(j)$ for $1 \leq k \neq u \leq P$ and so the checksum of the block $y(j)$ is

$$CS(j) := \sum_{i=1}^{P} i \cdot y_i(j) = \sum_{i=1, i \neq u}^{P} i \cdot x_i(j) + u \cdot (1 - x_u(j)).$$

(3.4)

Thus $CS(j) - a_1 \equiv u(1 - 2x_u(j))$ and so the checksum difference for the
block $y(j)$,

$$|CS(j) - a_1| \equiv u \mod (2P + 1)$$

is nonzero. Moreover, since the errors are $3P$—far apart, no errors have corrupted
the block $x(j + 1)$ of the original word (which also contains $P$ bits since $j \leq t - 2$).
Therefore the block $y(j + 1) = x(j + 1)$ and the checksum difference
$|CS(j + 1) - a_1| \mod (2P + 1)$ for the block $y(j + 1)$ is zero.

If on the other hand the error corrupting the block $x(j)$ is a deletion, we may or may not get a nonzero checksum difference in block $y(j)$. But we are
guaranteed a nonzero checksum difference in block $y(j + 1)$. This is because in the block $y(j + 1)$, the corresponding bits of $x(j + 1)$ are shifted one position to the left; i.e., $y_i(j) = x_{i+1}(j)$ for $1 \leq i \leq P - 1$. Therefore the checksum

$$CS(j + 1) = \sum_{i=1}^{P-1} i \cdot x_{i+1}(j + 1) + P \cdot y_P(j + 1)$$

$$= \sum_{i=1}^{P-1} (i + 1) \cdot x_{i+1}(j + 1) + P \cdot y_P(j + 1) - \sum_{i=2}^{P} x_i(j + 1)$$

$$= \sum_{i=1}^{P} i \cdot x_i(j + 1) + P \cdot y_P(j + 1) - \sum_{i=1}^{P} x_i(j + 1)$$

and the checksum difference

$$CS(j + 1) - a_1 \equiv P \cdot y_P(j + 1) - \sum_{i=1}^{P} x_i(j + 1) \mod (2P + 1).$$

If $y_P(j + 1) = 1$, then $P \geq P - \sum_{i=1}^{P} x_i(j + 1) \geq 1$, since not all bits in a block can be one. If $y_P(j + 1) = 0$, then $-P \leq -\sum_{i=1}^{P} x_i(j + 1) \leq -1$, since not all bits in a block can be zero. In other words, the checksum difference for the block $y(j + 1)$, $|CS(j + 1) - a_1| \mod (2P + 1) \neq 0$.

Summarizing, suppose we get the first nonzero checksum difference (mismatch) at some block $y(j)$ containing $P$ bits. The mismatch may be because of an error either in block $y(j - 1)$ or block $y(j)$. If indeed the mismatch was because of an error in block $y(j - 1)$, then the error must be a deletion since a substitution would have already caused a mismatch for block $y(j - 1)$ (see discussion following (3.4)). We therefore remove the last bit of the block $j - 1$ and perform single deletion correction to get a new word $\hat{x}(j - 1)$. If $\hat{x}(j - 1) \neq y(j - 1)$, we replace the first $P - 1$ bits of the block $y(j - 1)$ with the block $\hat{x}(j - 1)$.

If $\hat{x}(j - 1) = y(j - 1)$, then we can assume that the error has occurred in block $y(j)$ and use block $y(j + 1)$ to determine the nature of error: If $y(j + 1)$ is not the final block in $y$, then we proceed as above and deduce that the error in $y(j)$ is either a substitution or deletion depending on whether the checksum difference of the block $y(j + 1)$ is zero or not, respectively. If on the other hand $y(j + 1)$ is the final block in $y$, then it is necessarily true that $y$ is obtained after corrupting $x$ by a single error occurring in one of the last two blocks $x(t - 1)$ or $x(t)$; i.e., the first error position $u$ defined in the paragraph prior to (3.2) falls in one of the last two blocks $x(t - 1)$ or $x(t)$. Since errors are $3P$—far apart, the error at position $u$ is the only error corrupting $x$ and so the corrupted word $y$ has either $n$ or $n - 1$ bits.

Split $y = (y(1), \ldots, y(t - 1), y(t))$ where the first $t - 1$ blocks contain $P$ bits each and the final block $y(t)$ has either $P + s$ or $P + s - 1$ bits. One of the blocks in $\{y(t - 1), y(t)\}$ has been corrupted by an error and we perform correction as follows. If the error is an erasure, then we correct the erased bit simply by computing the checksum difference as described before (see discussion
prior to (3.3). If there is no erasure but the received word \( y \) has \( n \) bits, then the error is a substitution and we obtain the location of the substitution by computing the checksum difference for each of the blocks \( y(t-1) \) and \( y(t) \), as described in the paragraph containing (3.3).

Finally, if \( y \) has \( n - 1 \) bits, then the error is a deletion and we determine the block where the deletion has occurred as follows. We perform single deletion correction on the first \( P - 1 \) bits \( \{y_i(t-1)\}_{1 \leq i \leq P-1} \) of \( y(t-1) \) and get a new \( P \) bit word \( \hat{w} \). If \( \hat{w} \neq y(t-1) \), then the deletion necessarily has occurred in the block \( x(t-1) \) of the original word \( x \). We therefore finish the iteration by inserting \( \hat{w} \) into the word \( y \) giving the output \( \hat{x} = (y(1), \ldots, y(t-2), \hat{w}, y_P(t-1), y(t)) \).

If on the other hand \( \hat{w} = y(t-1) \), then we assume that the deletion has occurred in the final block \( x(t) \) of the original word \( x \). We then perform single deletion correction on the \( P+s-1 \) bits of \( y(t) \) to get a new word \( \hat{z} \) containing \( P+s \) bits and output \( \hat{x} = (y(1), \ldots, y(t-1), \hat{z}) \).

The procedure described above corrects a single error in the corrupted word \( y \) and after the iteration, the first error occurring at position \( u \) in the error pattern \( g \) (see discussion prior to (3.2)) is corrected. The received word after the first iteration \( y^{(1)} = F_{g(1)}(x) \) is a lesser corrupted version of \( x \) than \( y \) and \( g(1) = (e(1), v) \) is an error pattern whose first error occurs strictly after the first error in \( g \); i.e., if \( e(1) = (e_1(1), \ldots, e_n(1)) \) and \( u_1 = \min\{i : e_i(1) = 1\} \), then \( u_1 > u \).

We now repeat the above procedure to correct the error at position \( u_1 \) and continuing iteratively, we sequentially correct all the remaining errors. The procedure stops if there is no checksum mismatch and we output the final word as our estimate of \( x \). We summarize the above method as an Algorithm before the Appendices, where the function \( \text{BlockSplit}(\cdot, P) \) splits the input into blocks of length \( P \) with the last block containing between \( P \) and \( 2P - 1 \) bits.

From the description, we also see that the above algorithm is capable of correcting any \( P \)-far error pattern in real-time with a delay of at most \( 4P \). This is because knowing the corruption of the first \( z + 4P \) bits of the codeword \( x \) for any integer \( 1 \leq z \leq n - 4P \), we can determine the value of the bits \( x_i, 1 \leq i \leq z \).

**Redundancy of the code \( C_{\text{far}} \)**

To compute an upper bound on the redundancy of the code \( C_{\text{far}} \), we choose \( a_1 \) and \( a_2 \) above such that

\[
\#VT_{a_1}(P) \geq \frac{2P}{2P+1} \quad \text{and} \quad \#VT_{a_2}(s) \geq \frac{2^{P+s}}{2(P+s) + 1},
\]

(3.5)

Since we append together \( t - 1 \) words each chosen from \( VT_{a_1}(P) \setminus \{0,1\} \) and one word from \( VT_{a_2}(P+s) \), we have that

\[
\#C_{\text{far}} \geq \left( \frac{2P}{2P+1} - 2 \right)^{t-1} \frac{2^{P+s}}{(2P + 2s + 1)} \geq 2^n \left( \frac{1 - \delta(P)}{2P + 1} \right)^{t-1} \frac{1}{2P + 2s + 1},
\]

(3.6)
where $\delta(P) = \frac{2P+1}{2P+2}$ is as in (2.4) and relation (3.6) is true since $Pt + s = n$. Using $s + 1 \leq P$, we further get
\[
\#C_{far} \geq 2^n \left(1 - \delta(P)\right)^{t-1} \frac{1}{4P} \geq 2^n \left(1 - \frac{\delta(P)}{2P+1}\right)^{t-1} \frac{1}{4P},
\]
since $t \leq \frac{n}{P}$ and $\frac{1 - \delta(P)}{2P+1} < 1$. From (2.1) we then get (2.5).

To obtain the redundancy lower bounds in Theorem 2, we use the fact that any code capable of correcting $t$ deletable errors must also be capable of corrected $t$ deletions. We also remark that redundancy lower bounds for segmented deletion channels have been studied in [9] and so for completeness, we give our proofs in the Appendix 1.

4 Proof of Theorem 1

Let
\[
\omega_n := \frac{4n}{t_n^2 \cdot d_n} \quad \text{and} \quad P_n := \frac{n}{t_n^2 \cdot \omega_n} = \frac{d_n}{4},
\]
so that $6 \leq \omega_n \leq \frac{n}{t_n^2}$ and assume that $P_n$ is an integer greater than or equal to 6. Let $C_{frac} := C_{far}(n, P_n)$ be the code defined in Theorem 2 so that $C_{frac}$ is capable of real-time correction of all $3P_n - far$ deletable error patterns with a delay of at most $4P_n$ (see the final paragraph in the code description subsection of Section 3). Using (2.5), $P_n \geq 6$ and $\delta(P) \leq \frac{1}{2}$ we also get that the redundancy of $C_{frac}$ is
\[
R(C_{frac}) \leq \left(\frac{n}{P_n} - 1\right) \log \left(\frac{2P_n + 1}{1 - \delta(P_n)}\right) + \log P_n + 2 \leq n \cdot \frac{\log 8P_n}{P_n},
\]
where the second inequality in (2.2) above follows from $P_n \geq 6$. Setting $P_n = \frac{d_n}{4}$, we get the redundancy estimate (2.2) in Theorem 1.

We show below that if $\mathcal{F}_n$ is the set of all $3P_n - far$ error patterns, then
\[
\frac{\#\mathcal{F}_n}{\#\mathcal{E}_n(t_n)} \geq 1 - \frac{42}{\omega_n},
\]
for all $n \geq 10$. Since $C_{frac}$ is capable of correcting all $3P_n - far$ deletable error patterns, this proves the estimate on the fraction of deletable errors corrected in Theorem 1. In what follows we prove (4.3). First, the total number of error patterns in $\mathcal{E}_n(t_n)$ is $\#\mathcal{E}_n(t_n) = \sum_{k=0}^{t_n} \binom{n}{3k}$. Suppose $g = (e, v), e = (e_1, \ldots, e_n)$ is not a $3P_n - far$ deletable error pattern. Let $n = 3LP_n + s, 0 \leq s \leq 3P_n - 1$ and split $e = (e(1), \ldots, e(L))$ into $L$ blocks, where the first $L - 1$ blocks each have length $3P_n$ and the final block has length $3P_n + s$. Since $g$ is not a $3P_n - far$ error pattern, there are only two possibilities:

(p1) One of the $L$ blocks in $e$ contains at least two nonzero entries.

(p2) Two consecutive blocks in $e$ contain exactly one nonzero entry each.

We bound the number of patterns for each possibility.
To bound the number of patterns \( \#F(p1) \) in possibility \((p1)\), we argue as follows: If \( S(l), 1 \leq l \leq L \) is the set of error patterns \( g = (e, v) \) where the \( i^{th} \) block \( e(l) \) of \( e \) has two or more nonzero entries, then

\[
\#F(p1) \leq \sum_{l=1}^{L} \#S(l) = (L - 1)\#S(1) + \#S(L). \tag{4.4}
\]

In the Appendix 2 below we use Binomial coefficient estimates to show that

\[
\#S(l) \leq \frac{84P^2t^2}{n^2} + 8t^4n^4 \langle \#E_n(t_n) \rangle \tag{4.5}
\]

for all \( 1 \leq l \leq L \) and since \( L \leq \frac{n}{3P_n} \), we get from (4.4) that

\[
\#F(p1) \leq \frac{n}{3P_n} \left( \frac{84P^2t^2}{n^2} + 8t^4n^4 \langle \#E_n(t_n) \rangle \right). \tag{4.6}
\]

We estimate \( \#T(1) \) as follows. Suppose \( g = (e, v) \in T(1) \) and suppose that \( e = (e_1, \ldots, e_n) \) has \( k \) nonzero entries. We split \( e = (e(1), \ldots, e(L)) \) into \( L \) blocks as before. Among the \( 3P_n \) bits in the first block \( e(1) \), we choose one bit, among the \( 3P_n \) bits of \( e(2) \) we choose one bit and choose \( k - 2 \) bits from the remaining \( n - 6P_n \) bits of \( e(j), j \neq 1, 2 \). This can be done in \( \binom{3P_n}{1} \binom{3P_n}{1} \binom{n-6P_n}{k-2} \) ways and so

\[
\#T(1) = \sum_{k=2}^{t_n} 9P_n^2 \binom{n - 6P_n}{k - 2} 3^k \leq 9P_n^2 \sum_{k=2}^{t_n} \binom{n}{k-2} 3^k. \tag{4.7}
\]

For \( k \leq t_n \) the ratio

\[
\binom{k}{k-2} = \frac{k(k-1)}{(n-k+2)(n-k+1)} \leq \frac{t_n^2}{(n-t_n)^2} = \left( \frac{t_n}{n} \right)^2 \left( 1 - \frac{t_n}{n} \right)^{-2} \tag{4.8}
\]

and using \( \frac{t_n}{n} \leq \frac{1}{\sqrt{n}} \) (see statement of Theorem), we also have that \( (1 - \frac{t_n}{n})^{-2} \leq \frac{n}{(\sqrt{n} - 1)^2} \leq 4 \) for all \( n \geq 4 \). From (4.8), we therefore get that

\[
\#T(1) \leq \frac{36P^2t^2}{n^2} \sum_{k=2}^{t_n} \binom{n}{k} 3^k \leq \frac{36P^2t^2}{n^2} \langle \#E_n(t_n) \rangle. \tag{4.9}
\]
Performing an analogous analysis as above for the last two blocks with length $3P_n$ and $3P_n + s$, we get

$$\# \mathcal{T}(L-1) = \sum_{k=2}^{t_n} 3P_n(3P_n+s)\binom{n - 6P_n - s}{k - 2}3^k \leq 18P_n^2 \sum_{k=2}^{t_n} \binom{n}{k}3^k,$$

(4.11)

since $s \leq 3P_n$. Again using (4.9), we get

$$\# \mathcal{T}(L-1) \leq \frac{36P_n^2t_n^2}{n^2} \sum_{k=2}^{t_n} \binom{n}{k}3^k \leq \frac{36P_n^2t_n^2}{n^2}(\#E_n(t_n)).$$

(4.12)

Using (4.10) and (4.12) in (4.7) and we therefore get that

$$\# \mathcal{F}(p^2) \leq L \cdot \frac{36P_n^2t_n^2}{n^2}(\#E_n(t_n)) \leq \frac{12P_n^2t_n^2}{n}(\#E_n(t_n)) = \frac{12}{\omega_n}(\#E_n(t_n)),$$

(4.13)

where the second inequality in (4.13) is true since $L \leq \frac{n}{3P_n}$ and the final estimate in (4.13) is true since $P_n = \frac{n}{t_2\omega_n}$ (see (4.1)).

Recall from discussion prior to (4.4) that $\mathcal{F}_n$ denotes the set of all $3P_n$–far error patterns and using (4.6) and (4.13), we get that $\frac{\#\mathcal{F}_n}{\#E_n(t_n)} \geq 1 - \frac{42}{\omega_n}$, proving (4.3).

$\square$

Conclusion

In this paper, we have studied redundancy of codes capable of correcting deletable errors in real time with low probability of error. We have also provided decoding algorithms that recover the errors in real time. It would be interesting to extend our results to other channel models, like for example, magnetic channels with possible additional constraints.
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**Appendix 1: Redundancy lower bounds**

In our proofs below, we use the following large deviation estimate. Let \( \{X_j\}_{1 \leq j \leq m} \) be independent Bernoulli random variables with
\[
P(X_j = 1) = p_j = 1 - P(X_j = 0)
\]
and fix \( 0 < \epsilon \leq \frac{1}{3} \). If \( T_m = \sum_{j=1}^{m} X_j \) and \( \mu_m = E T_m \), then
\[
P(|T_m - \mu_m| \geq \mu_m \epsilon) \leq 2 \exp \left( -\frac{\epsilon^2}{4} \mu_m \right) \tag{4.1}
\]
for all \( m \geq 1 \). For a proof of (4.1), we refer to Corollary A.1.14, pp. 312 of [2].

**Proof of (2.6) in Theorem 2** Let \( \mathcal{D} \) be any code capable of correcting all $3P-$far deletable error patterns. The code \( \mathcal{D} \) is capable of correcting all $3P-$far deletable error patterns consisting only of deletions and so we henceforth consider only deletions. Let \( \mathcal{F} \) be the set of all $3P-$far deletable error patterns consisting only of deletions and for \( x \in \mathcal{D} \), set \( \mathcal{N}(x) = \cup_{g \in \mathcal{F}} F_g(x) \). Since the deletable errors are at least $3P$ apart, there are at most \( \frac{n}{3P} \) deletable errors in \( x \) and so if \( T \) is the largest integer less than or equal to \( \frac{n}{3P} \), then \( \mathcal{N}(x) \subseteq \cup_{0 \leq r \leq T} \{0,1\}^{n-r} \). Moreover, if \( x_1 \neq x_2 \in \mathcal{D} \), then \( F_0(x_1) \neq F_0(x_2) \) by definition. So the sets \( \{\mathcal{N}(x)\} \) are all disjoint and therefore
\[
\sum_{x \in \mathcal{D}} \# \mathcal{N}(x) \leq \sum_{r=0}^{T} 2^{n-r} = 2^{n+1} \left( 1 - \frac{1}{2^T+1} \right) \leq 2^{n+1} \tag{4.2}
\]

In what follows, we estimate the size of \( \mathcal{N}(x) \) for each \( x \) belonging to a certain “nice” subset of \( \mathcal{D} \). For \( x \in \{0,1\}^n \) and integer \( r \geq 1 \), let
\[
x_r := x_r(x) = x((3P + 5)(r - 1) + 1, (3P + 5)(r - 1) + 5) \tag{4.3}
\]
be a sequence of five bits of \( x \). Say that \( x_r \) is a good 5–block if the first and last bits are one and the remaining three bits are zero. Let \( Q(x) \) be the number
Algorithm 1: Correcting a 3P-far deletable error pattern

Input : Received word y
Output : Estimated word \( \hat{x} \)

```
SequentialDecode
Initialization: \( \hat{x} \leftarrow y, j \leftarrow 0, CS \leftarrow 0. \\
Preprocessing: (\( \hat{x}(1), \ldots, \hat{x}(t-1), \hat{x}(t) \)) \leftarrow BlockSplit(\( \hat{x}, P \)), \\
where \( P \leq \text{Length}(\hat{x}(t)) < 2P \).
/* Pass all blocks with checksum match */
while \( CS = 0 \) and \( j \leq t \) do
  \( j \leftarrow j + 1, CS \leftarrow -1; \\
  \) if erasure in \( j^{th} \) block then
    \( \hat{x}(j) \leftarrow \text{CorrectErasure}(\hat{x}(j)); \\
  \) if \( j < t \) or \( j = t \) and \( \text{Length}(\hat{x}(t)) = P + s \) then
    \( CS \leftarrow \text{CheckSumDifference}(\hat{x}(j)); \\
  \)
if \( CS = 0 \) and \( j = t \) then
  output (\( \hat{x}(1), \ldots, \hat{x}(t-1), \hat{x}(t) \));
/* Checksum mismatch in \( j^{th} \) block; Check if deletion in \( (j-1)^{th} \) block */
  \( l \leftarrow \min(j - 1, 1), T \leftarrow \text{CorrectDeletion}(\text{RemoveLastBit}(\hat{x}(l))); \\
  \) if \( T \neq \hat{x}(l) \) then
    \( T \leftarrow (T, \text{LastBit}(\hat{x}(l))); \\
  \) else
    /* Error in \( j^{th} \) block; If final block then directly perform correction */
    if \( j = t \) then
      if \( \hat{x}(j) \) has \( P + s \) bits then
        \( T \leftarrow \text{CorrectFlip}(\hat{x}(j)); \\
      \) else
        \( T \leftarrow \text{CorrectDeletion}(\hat{x}(j)); \\
      \)
      output (\( \hat{x}(1), \ldots, \hat{x}(t-1), T \));
/* In all other cases, determine if error is flipping or deletion using block \( j + 1 \) */
  \( l \leftarrow j, \text{ErrorType} \leftarrow 1; \\
  \) if \( l < t - 1 \) or \( l = t - 1 \) and \( \text{Length}(\hat{x}(l+1)) = P + s \) then
    \( \text{ErrorType} \leftarrow \text{CheckSumDifference}(\hat{x}(l+1)); \\
  \) if \( \text{ErrorType} = 0 \) then
    \( T \leftarrow \text{CorrectFlip}(\hat{x}(l)); \\
  \) else
    \( T \leftarrow \text{CorrectDeletion}(\text{RemoveLastBit}(\hat{x}(l))); \\
    \)
  \( T \leftarrow (T, \text{LastBit}(\hat{x}(l))); \\
/* Update the estimate \( \hat{x} \) with the new block \( T \) */
  \( \hat{x} \leftarrow (\hat{x}(1), \ldots, \hat{x}(l-1), T, \hat{x}(l+1), \ldots, \hat{x}(t)); \\
  \) goto Preprocessing;
```
of good 5−blocks in \( \{x_r\}_{1 \leq r \leq W} \) where \( W \) is the largest integer \( x \) satisfying \( x \cdot (3P + 5) \leq n \) so that

\[
\frac{n}{3P + 6} \leq \frac{n}{3P + 5} - 1 \leq \frac{n}{3P + 5} \quad \text{for all } n \text{ large.}
\]

Defining

\[
Y_n := \left\{ x \in \{0, 1\}^n : Q(x) \geq \frac{n}{64(3P + 6)} \right\},
\]

we show at the end of this proof that

\[
\#Y_n \geq 2^n \left( 1 - \exp \left( -\frac{n}{16(3P + 6)} \right) \right),
\]

for all \( n \) large.

If \( x \in Y_n \cap D \), then there are at least \( \frac{n}{64(3P + 6)} \) good 5−blocks in \( x \). Let \( m_P \) be the largest integer less than or equal to \( \frac{n}{64(3P + 6)} \). For every one of the \( m_P \) good 5−blocks, we can either choose to remove a zero bit or not. There are \( 2^{m_P} \) ways of performing such a procedure and the resulting set of corrupted words are all distinct. Therefore \( \#N(x) \geq 2^{m_P} \) and using (4.2) we get

\[
2^{m_P} \#(D \cap Y_n) \leq \sum_{x \in D \cap Y_n} \#N(x) \leq 2^{n+1}.
\]

From (4.6) we therefore get

\[
\#D \leq \frac{2^{n+1}}{2^{m_P}} + \#Y_n \leq \frac{2^{n+1}}{2^{m_P}} + 2^n \exp \left( -\frac{n}{16(3P + 6)} \right) \leq \frac{2^{n+2}}{2^{m_P}}
\]

for all \( n \) large, since \( m_P \leq \frac{n}{64(3P + 6)} \leq \frac{n \log e}{16(3P + 6)} \). Therefore the redundancy of \( D \) is at least \( m_P - \log 4 \geq \frac{n}{64(3P + 6)} + 3 \) for all \( n \) large, since \( m_P \geq \frac{n}{64(3P + 6)} + 1 \). \( \square \)

Proof of (4.6): Let \( X = (X_1, \ldots, X_n) \) be a uniformly randomly chosen word in \( \{0, 1\}^n \) so that \( X_i, 1 \leq i \leq n \) are independent and identically distributed (i.i.d.) with \( P(X_1 = 0) = 1/2 = P(X_1 = 1) \).

To lower bound \( Q(X) \), let \( r \geq 1 \) be an integer and define

\[
I_r := \{ X_{(3P+5)(r-1)+1} = 1 \} \bigcap \{ X_{(3P+5)(r-1)+i} = 0 \} \bigcap \{ X_{(3P+5)(r-1)+5} = 1 \}
\]

be the event that \( X_r \) defined in (4.3) is a good block. The events \( \{I_r\} \) are i.i.d with \( P(I_1) = \frac{1}{2} \) and so \( Q(x) = \sum_{r=1}^{W} I_r \) where \( W \) is as in (4.3) has mean \( W/2 \). Therefore using the deviation estimate (4.1) with \( \epsilon = \frac{1}{2} \) we get

\[
P \left( Q(x) \geq \frac{W}{64} \right) \geq 1 - \exp \left( -\frac{W}{16} \right).
\]
Using (4.12) we have that \( \frac{n}{64} \geq \frac{n}{64(3P + 6)} \) for all \( n \) large and so

\[
P \left( Q(x) \geq \frac{n}{64(3P + 6)} \right) \geq 1 - \exp \left( -\frac{n}{16(3P + 6)} \right)
\]

for all \( n \) large. \( \square \)

**Proof of (2.6) in Theorem 2** Let \( D \) be any code capable of correcting all \( 3P_n \) far deletable error patterns. The code \( D \) is capable of correcting all \( 3P_n \) far deletable error patterns consisting only of deletions and so we henceforth consider only deletions. Let \( F \) be the set of all \( 3P_n \) far deletable error patterns consisting only of deletions and for \( x \in D \), set \( N(x) = \cup_{e \in F} F_e(x) \). Since the deletions are at least \( 3P_n \) apart, there are at most \( \frac{n}{3P_n} \) deletable errors in \( x \) and so if \( L \) is the largest integer less than or equal to \( \frac{n}{3P_n} \), then \( N(x) \subseteq \cup_{0 \leq r \leq L} \{0, 1\}^{n-r} \). Moreover, if \( x_1 \neq x_2 \in D \), then \( F_e(x_1) \neq F_e(x_2) \) by definition. So the sets \( \{N(x)\} \) are all disjoint and therefore

\[
\sum_{x \in D} \#N(x) \leq \sum_{r=0}^{L} 2^{n-r} = 2^{n+1} \left( 1 - \frac{1}{2^{L+1}} \right) \leq 2^{n+1} . \tag{4.8}
\]

As before, we estimate the size of \( N(x) \) for a nice subset of \( D \). Let \( W \) be the largest integer \( x \) such that \( x \cdot 3P_n \leq n \) so that

\[
\frac{n}{3P_n} - 1 \leq W \leq \frac{n}{3P_n} . \tag{4.9}
\]

For integer \( 1 \leq r \leq W \) and \( x \in \{0, 1\}^n \), let

\[
x_r := x_r(x) = x(3P_n(r - 1) + 1, 3rP_n) \tag{4.10}
\]

be a sequence of \( 3P_n \) bits of \( x \). We have thus divided the first \( 3WP_n \) bits of \( x \) into \( W \) disjoint blocks \( \{x_r\}_{1 \leq r \leq W} \), each containing \( 3P_n \) bits.

Let \( U \) be the largest integer \( y \) such that \( 5 \cdot y \leq 3P_n \) so that \( \frac{3P_n}{6} - 1 \leq U \leq \frac{3P_n}{6} \). Divide the first \( 5U \) bits of each block \( x_r \) into disjoint blocks \( \{x_{r,j}\}_{1 \leq j \leq U} \) of five bits each. Say that \( x_{r,j} \) is a good \( 5 \)-block if the first and last bits are one and the remaining three bits are zero. Let \( T_r(x) \) be number of good \( 5 \)-blocks in \( x_r \) and let

\[
\mathcal{V}_n := \left\{ x \in \{0, 1\}^n : T_r(x) \geq \frac{3P_n}{64} \right\} . \tag{4.11}
\]

At the end of this proof, we prove that there are positive constants \( \beta_i, i = 1, 2 \) such that for all integers \( n \geq \beta_1 \),

\[
\#\mathcal{V}_n \geq 2^n (1 - e^{-\beta_2 P_n}) . \tag{4.12}
\]

Let \( W \) be as in (4.9) and as before, split the first \( 3WP_n \) bits of \( x \) into \( W \) blocks \( \{x_r\}_{1 \leq r \leq W} \) of length \( 3P_n \) each. If \( x \in \mathcal{V}_n \cap D \), then there at least \( \frac{3P_n}{64} \) good \( 5 \)-blocks in each \( x_r \). Choosing one good \( 5 \)-block from each of \( x_1, x_3, \ldots \) and deleting a middle zero from each such good block, we get a set of distinct
words. Since there are at least $W - 1$ blocks in $x_1, x_3, \ldots$, the number of corrupted words obtained as above is at least $(3P_n^2)^{(W-1)/2}$. The deletable error patterns giving rise to these words are all $3P_n^2$-far apart and so we get

$$\#N(x) \geq \left(\frac{3P_n}{64}\right)^{(W-1)/2} \geq \left(\frac{3P_n}{64}\right)^{\frac{3P_n-1}{2}}$$

(4.13)

since $W \geq \frac{n}{3P_n} - 1$, (see (4.9)).

Letting

$$\Delta = \left(\frac{n}{6P_n} - 1\right) \log \left(\frac{3P_n}{64}\right)$$

and using (4.13) in (4.8) we get

$$2^\Delta \# (D \cap V_n) \leq \sum_{x \in C \cap V_n} \#N(x) \leq 2^{n+1}$$

and so from (4.12) we get

$$\#D \leq \frac{2^{n+1}}{2^\Delta} + \#V_n^c \leq \frac{2^{n+1}}{2^\Delta} + 2^n e^{-\beta_2 P_n} \leq \frac{2^{n+2}}{2^\Delta}$$

for all $n$ large, since using the second relation in (2.7) that $P_{2n} \to \frac{1}{2}$ as $n \to \infty$, we have

$$\Delta \leq \frac{n}{P_n} \log(3P_n) \leq \frac{n \log n}{P_n} \leq \beta_2 P_n \log e$$

for all $n$ large. Therefore the redundancy of $D$ is at least $\Delta - \log 4$ for all $n$ large. This proves the redundancy lower bounds with the exception of (4.6) and (4.12), which we prove separately below. $\square$

Proof of (4.12): Let $X = (X_1, \ldots, X_n)$ be a uniformly randomly chosen word in $\{0, 1\}^n$ so that $X_i, 1 \leq i \leq n$ are independent and identically distributed (i.i.d.) with $P(X_1 = 0) = \frac{1}{2} = P(X_1 = 1)$.

To lower bound $T_r(X)$ for $1 \leq r \leq W$, let $I_{r,j}$ be the event that $X_{r,j}$ is a good 5-block. The events $\{I_{r,j}\}_{1 \leq j \leq U}$ are i.i.d with $P(I_{r,j}) = \frac{1}{2}$ and so $T_r(X) = \sum_{j=1}^U I_{r,j}$ has mean $\frac{U}{2^2}$. Therefore from the deviation estimate (4.11), we get that

$$\Pr \left( T_r(X) \geq \frac{U}{64} \right) \geq 1 - e^{-C_1 U}$$

(4.14)

for all $n$ large and some constant $C_1 > 0$. Since $U \geq \frac{3P_n}{5} - 1 \geq \frac{3P_n}{8}$ for all large $n$, we get

$$\Pr \left( T_r(X) \geq \frac{3P_n}{2^8} \right) \geq 1 - e^{-4C_2 P_n}$$

(4.15)

for some constant $C_2 > 0$ and all large $n$. The constant $C_2$ does not depend on $r$ and so

$$\Pr \left( \bigcap_{1 \leq r \leq W} \left\{ T_r(X) \geq \frac{3P_n}{2^8} \right\} \right) \geq 1 - W \cdot e^{-4C_2 P_n}.$$  

(4.16)
Using (4.4) and the first relation in (2.7) that \( \frac{P_n}{\log n} \to \infty \), we get that

\[
W \cdot e^{-4C_2P_n} \leq \frac{n}{2P_n} \cdot e^{-4C_2P_n} \leq e^{-2C_2P_n}
\]

for all \( n \) large. \( \square \)

**Appendix 2: Proof of (4.5)**

We estimate \# \( S(1) \) as follows. Suppose \( g = (e, v) \in S(1) \) and suppose that \( e = (e_1, \ldots, e_n) \) has \( k \leq t_n \) nonzero entries. We split \( e = (e(1), \ldots, e(L)) \) into \( L \) blocks as before. Among the \( 3P_n \) bits in the first block \( e(1) \), we choose \( 2 \leq r \leq k \) of the bits in \( \binom{3P_n}{r} \) ways and choose \( k - r \) bits of the remaining \( n - 3P_n \) bits in \( \binom{n-3P_n}{k-r} \) ways. The binomial coefficient \( \binom{3P_n}{r} \) is nonzero since \( r \leq k \leq t_n \) and \( P_n = \frac{n}{12\omega_n} \geq t_n \) (see (4.1)). Thus \( \# S(1) = \sum_{k=2}^{t_n} \sum_{r=2}^{k} \binom{n-3P_n}{k-r} \binom{3P_n}{r}3^k \) and using \( \sum_{k=0}^{r} \binom{x}{k} = \binom{x+y}{y} \) with \( x = n - 3P_n \) and \( y = 3P_n \), we get

\[
\# S(1) = \sum_{k=2}^{t_n} (1 - S(n, k) \Delta) \binom{n}{k}3^k, \tag{4.1}
\]

where \( S(n, k) = \binom{n-3P_n}{k} \) and

\[
\Delta = 1 + \frac{\binom{3P_n}{1} \cdot \binom{n-3P_n}{k-1}}{\binom{n-3P_n}{k}} + \frac{3P_n k}{n - 3P_n - k + 1} \geq 1 + \frac{3P_n k}{n}. \tag{4.2}
\]

We now evaluate \( S(n, k) \) by letting \( x = n - 3P_n \) to get

\[
S(n, k) = \binom{\frac{x}{n}}{\frac{k}{n}} = \frac{x(x-1) \cdots (x-k+1)}{n(n-1) \cdots (n-k+1)} = \left( \frac{x}{n} \right)^k \frac{L(x, k)}{L(n, k)}. \tag{4.3}
\]

where \( 1 \geq L(x, k) := \prod_{i=1}^{k} \left( 1 - \frac{i}{x} \right) \geq \left( 1 - \frac{1}{x} \sum_{i=1}^{k-1} \frac{k-1}{2x} \right) = 1 - \frac{k(k-1)}{2x} \). The term \( x = n - 3P_n = n - \frac{3n}{\omega_n} \geq n - \frac{3n}{2 \omega_n} \geq \frac{n}{2} \) since \( \omega_n \geq 6 \) (see statement of Theorem) and so

\[
1 - \frac{k(k-1)}{2x} = 1 - \frac{k(k-1)}{2n} = \frac{3P_k(k-1)}{2n} \geq 1 - \frac{k(k-1)}{2n} - \frac{3P_k k^2}{n^2}
\]

and

\[
L(x, k) \geq 1 - \frac{k(k-1)}{2n} - \frac{3P_k k^2}{n^2}. \tag{4.4}
\]

To find an upper bound for \( L(n, k) \), we use the fact that \( 1 - y < e^{-y} \) for \( 0 < y < 1 \) to get \( \log L(n, k) \leq - \sum_{i=1}^{k-1} \frac{1}{n} = - \frac{k(k-1)}{2n} \). But \( \frac{k(k-1)}{2n} \leq \frac{2}{2n} \leq \frac{1}{2} \).
since \( t_n \leq \sqrt{n} \) (see statement of Theorem) and so using \( e^{-z} \leq 1 - z + \frac{z^2}{2} \) for \( z < \frac{1}{2} \), we get

\[
L(n, k) \leq \exp \left( -\frac{k(k-1)}{2n} \right) \leq 1 - \frac{k(k-1)}{2n} + \left( \frac{k(k-1)}{2n} \right)^2 \leq 1 - \frac{k(k-1)}{2n} + \frac{k^4}{n^2}.
\]

Using (4.5) and the lower bound (4.4) we have

\[
\frac{L(x, k)}{L(n, k)} - 1 \geq 1 - \frac{k(k-1)}{2n} + \frac{3P_n k^2 + k^4}{n^2} - 1 = - \frac{3P_n k^2 + k^4}{n^2} \left( 1 - \frac{k(k-1)}{2n} + \frac{k^4}{n^2} \right)^{-1}
\]

Since \( k \leq t_n \leq \sqrt{n} \) (see statement of Theorem) we have

\[
1 - \frac{k(k-1)}{2n} + \frac{k^4}{n^2} \geq 1 - \frac{t_n(t_n-1)}{2n} \geq 1 - \frac{1}{2}
\]

and so we get from (4.4) that \( \frac{L(x, k)}{L(n, k)} - 1 \geq -\frac{3P_n k^2 + k^4}{n^2} \). Substituting this estimate into (4.3) and using \( \left( 1 - \frac{3P_n}{n} \right)^k \geq 1 - \frac{3P_n k}{n} \) we get

\[
S(n, k) \geq \left( 1 - \frac{3P_n k}{n} \right) \left( 1 - 2\frac{3P_n k^2 + k^4}{n^2} \right) \geq 1 - \frac{3P_n k}{n} - 2\frac{3P_n k^2 + k^4}{n^2}.
\]

Using (4.7) and (4.2), we therefore get that \( S(n, k) \cdot \Delta \) is bounded below by

\[
1 - \left( \frac{3P_n k}{n} \right)^2 - 2\frac{3P_n k^2 + k^4}{n^2} \left( 1 + \frac{3P_n k}{n} \right).
\]

Since \( k \leq t_n \) we have that \( \frac{2P_n k}{n} \leq \frac{P_n t_n}{n} = \frac{1}{\omega_n} \leq 1 \), because \( \omega_n \) and \( t_n \) are both at least one. Thus \( 1 + \frac{3P_n k}{n} \leq 4 \) and so

\[
S(n, k) \Delta \geq 1 - \frac{9P_n^2 k^2}{n^2} - \frac{8P_n k^2 + k^4}{n^2}.
\]

Substituting this into (4.1) and using \( k \leq t_n \) we get

\[
\#S(1) \leq \theta \cdot \sum_{k=2}^{t_n} \binom{n}{k} 3^k \leq \theta \cdot \#E_n(t_n),
\]

where \( \theta := \frac{9P_n^2 t_n^2}{n^2} + 8\frac{3P_n t_n^3 + t_n^4}{n^2} \). The above estimate holds for all the sets \( S(l) \), \( 1 \leq l \leq L - 1 \) (see discussion prior to (4.4)). Performing the same analysis with \( 3P_n s \) instead of \( 3P_n \) we get

\[
\#S(L) \leq \left( \frac{(3P_n + s)^2 t_n^2}{n^2} + 8\frac{(3P_n + s)^2 t_n^2 + t_n^4}{n^2} \right) \left( \#E_n(t_n) \right)
\]

and using the fact that \( s \leq 3P_n \), we therefore get

\[
\#S(l) \leq \left( \frac{(6P_n s)^2 t_n^2}{n^2} + 8\frac{6P_n s t_n^3 + t_n^4}{n^2} \right) \left( \#E_n(t_n) \right) \leq \frac{84P_n^2 t_n^4 + 8t_n^4}{n^2} \left( \#E_n(t_n) \right)
\]

for all \( 1 \leq l \leq L \).