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Abstract—With the Autonomous Vehicle (AV) industry shifting towards machine-learned approaches for motion planning [1], the performance of self-driving systems is starting to rely heavily on large quantities of expert driving demonstrations. However, collecting this demonstration data typically involves expensive HD sensor suites (LiDAR + RADAR + cameras), which quickly becomes financially infeasible at the scales required. This motivates the use of commodity sensors like cameras for data collection, which are an order of magnitude cheaper than HD sensor suites, but offer lower fidelity. Leveraging these sensors for training an AV motion planner opens a financially viable path to observe the ‘long tail’ of driving events.

As our main contribution we show it is possible to train a high-performance motion planner using commodity vision data which outperforms planners trained on HD-sensor data for a fraction of the cost. To the best of our knowledge, we are the first to demonstrate this using real-world data. We compare the performance of the autonomy system on these two different sensor configurations, and show that we can compensate for the lower sensor fidelity by means of increased quantity: a planner trained on 100h of commodity vision data outperforms the one with 25h of expensive HD data (see Fig. 1). We also share the engineering challenges we had to tackle to make this work.

I. INTRODUCTION

Autonomous driving promises a revolution in the human and goods transportation industries, but achieving human-level performance on the ‘long tail’ of driving scenarios has proved extremely challenging. The typical bottleneck in performance occurs in the motion planner, which takes perception information as input and outputs a driving decision. The classical approach to motion planning has been rule-based, where engineers hand-design rules for every possible driving event. However, this approach scales poorly with the high-dimensional space of driving situations. This has motivated recent interest in imitation-learning [3], [4], [5], [2], i.e. using machine-learned (ML) models trained to mimic human behaviors from real-world driving examples.

However, these approaches are extremely data-hungry, since the training data needs to capture enough of this long tail of driving situations. For example, [3] used millions of short driving demonstrations, while [6] used tens of thousands of human driven miles. This poses a new challenge, since these driving demonstrations are typically collected using fleets of vehicles equipped with expensive HD sensor suites: LiDARs, RADARs, and cameras [3], [2]. Data collection at scale with these HD sensors is not a financially or operationally viable strategy. Using commodity sensors would make the approach viable, but these lower-fidelity data sources come at a cost: increased technical complexity. An ML planner relies on the accuracy of the perception system to learn to drive. The lower the sensor fidelity, the harder it is to achieve sufficiently accurate perception.

In this work we provide the first demonstration that it is possible to train an ML planner on real-world driving demonstrations collected with sensors that are much cheaper and lower fidelity, compared to the HD sensors used for operating the AV at test time. This is significant because it allows using regular non-autonomous vehicles equipped with commodity vision sensors to collect data at scale, making ML approaches to motion planning financially viable.

Specifically, we compare training the same ML planner on real-world data collected with two different sensors configu-
rations: expensive HD sensors (LiDARs, RADARs, cameras) vs only commodity cameras. We perform an ablative analysis in controlled conditions, having equipped the same vehicles with both the expensive HD sensors and the cheaper commodity sensors.

This work offers the following contributions:

- To the best of our knowledge, this is the first study showing it is possible to train an ML planner with data from sensors that are an order of magnitude lower-cost than those used at test time. Previous work analyzed this problem space in simulation [2], i.e. by adding noise to the accurate output of a perception system operating on HD sensors to make it look like the lower-fidelity output we would get from cheaper sensors. We compare these predictions to our real-world results (Fig. 1).
- We demonstrate that training on 4x commodity vision data is better than on 1x expensive HD data.
- We demonstrate that the ML planner performance at test time improves with the amount of data used for training, even when we train it primarily on data collected with commodity sensors.
- We discuss the practical and technical challenges we had to face to make this work, such as reducing the domain gap between data collected with different sensors.

II. RELATED WORK

A. Machine learning approaches to motion planning

While classical approaches to motion planning heavily rely on rule-based expert systems (see [7] for an overview), there has been recent interest in machine-learning (ML) approaches trained on expert demonstrations [3], [4], [5], [2]. This is based on the premises that: 1) ML models with a large number of parameters are better equipped to handle the significant cognitive complexity of a task like driving than rule-based approaches; and 2) performance improves with better data sets rather than by hand-engineering new driving rules [6], [1].

Learnt approaches can be broadly categorized into end-to-end and mid-to-mid. End-to-end methods consume raw sensor data and output steering commands, for example [8] uses imitation learning for lane following, while [9] learns to drive end-to-end from simulation. We refer to [10] for a broad review. Mid-to-mid planners (e.g. [3], [5], [2]) use an ML model that does not feed on the raw sensor data directly, but rather on the high-level 3D representation produced by intermediate sub-systems like localisation and perception. This intermediate representation makes it easier to interpret the final output. Recently, Zeng et al. [11] proposed to bridge the two approaches with an end-to-end architecture producing (and trained on) intermediate outputs.

In this paper we use the mid-to-mid approach. The intermediate representations used in mid-to-mid (e.g. 3D trajectories and bounding boxes) decouple the perception and planning parts of the self-driving system and are typically sensor agnostic. This makes it possible to train the same ML planner architecture on driving demonstration collected with significantly different sensor configurations like we do here, and also allows comparing their performance more easily.

B. Training ML planners on different data sources

Using different data sources was previously explored through using synthetic data for training [12] or validating [13] a planner. Chen et al [2] simulated combining data from different sensor configurations by adding increasing levels of noise to real-world data entirely collected with HD sensors. To the best of our knowledge, ours is the first attempt to combine real-world data collected with different sensor configurations to train a ML planner.

C. Transfer learning and domain adaptation

While the input format of the mid-to-mid planner is the same regardless of the sensor configuration, the properties of the perception data generated from the different sensor can be significantly different. Different sensor fidelity provides different levels of perception accuracy, and combining data collected with different sensors effectively changes the distribution of the inputs to the ML planner. Several techniques exist to handle domain shift between training and testing distribution (e.g. [14]), but little work has been done in the domain of motion planning [2]. One option is finetuning, which is widely used in literature, e.g. [15], [16]. Another is domain adaptation, i.e. aiming to explicitly reduce the domain gap between domains, often used in computer vision, for example for synthesizing examples in new domains or style transfer [17], [18], [19].

In our work, we focus on finetuning to address domain shift. Moreover, we leverage the recent progress in vision-only perception algorithms (see below), which mitigate the domain shift by reducing the perception accuracy gap between low and high fidelity sensors. We refer to [20] for a study of the impact of perception accuracy on motion planning performance.

D. Camera-based 3D perception

A 3D perception system generates the intermediate representation that is provided as an input to the mid-to-mid ML planner at both train and test time. The system outputs 3D bounding boxes of objects and traffic agents, and we evaluate it in terms of its 3D accuracy [21]. Perception from multi-modal sensor suites that include expensive HD LiDARs achieve highest performance on traditional benchmarks [21], [22]. Camera-based perception produces lower accuracy, with stereo camera systems (used in this paper) performing better than monocular solutions. However, for both monocular and stereo solutions the gap between vision-only sensor suites and LiDAR-equipped ones has reduced significantly over the last few years.

Camera-based perception methods can be grouped in three categories: direct [23], voxel grid-based and Pseudo LiDAR-based [24], [25]. We refer readers to [26] for a detailed literature review. In this work, we use a voxel grid-based approach for our perception system for stereo camera data (Sec. III-E). Grid-based methods discretize the world into a grid of 3D voxels. A neural network extracts 2D Image features and assigns them to 3D voxels via raycasting; this representation is then converted into more compact 2D bird’s-eye-view (BEV) features for efficient
downstream processing. While variants of voxel-grid based methods exist also to process monocular camera data [27], the system we use is built on methods specialised for stereo inputs [28]. In contrast to monocular methods, stereo inputs provide geometric constraints to localize objects in 3D space with better accuracy. Our 3D object detection framework draws inspiration from DSGN [28], as implicit voxelised representations outperform both direct and pseudo-LiDAR methods [29]. DSGN builds a plane sweep volume (PSV) with pre-defined depth planes. It warps image-centric PSV features to 3D geometric space, projects them to birds-eye-view to perform 3D object detection in end-to-end manner. PSV is also used to estimate per pixel depth as an auxiliary task. We build upon this baseline model for 3D agent detection.

III. METHODOLOGY

A. Overview

We use a traditional mid-to-mid AV stack (Fig. 2, bottom) [3], [5], [30], [4] and compare its performance as we train on data collected with different sensor configurations. When the planner is deployed onto an AV, we first extract a 3D vectorised representation from the raw sensor data. This combines the output of the localisation sub-system (i.e. 3D the position of the AV), the perception sub-system (the 3D poses of other traffic agents and obstacles), and a high-fidelity HD map of the area (like in [5]). This representation is the input to the ML planner, i.e. a neural network that predicts the trajectory for the AV to follow [3], [5], [30], [4]. The output of the network is then converted into the steering, throttle, and brake signals that control the vehicle.

We train the ML planner on real-world expert demonstrations (Fig. 2, top). The sensor data is first converted into the same 3D vectorised representation used by the ML planner during run time. The supervision is provided by the recorded trajectory that was executed by the human driver during data collection [3], [5], [30], [4].

Thanks to the abstraction provided by the intermediate vectorised representation we can combine data from different sensor configurations during the training and the run-time of the ML planner. As we show in this paper, the sensors used to collect the training data can be cheaper and lower fidelity than those used by the AV at run time.

In Sec. III-B we provide more details on the ML planner we use in this work and how we train it, and then discuss inference (Sec. III-C) and performance evaluation (Sec. III-D). The methodology we introduce is generic; it enables the comparison of a variety of different sensor configurations (or even synthetic data [31], [2], [12]), as well as different perception algorithms and HD map formats. The specific sensor modalities and perception algorithms we use in our experiments are presented in Sec. III-E.

B. ML planner

The input to our ML planner is a vectorised representation encoding the state $s_t$ of the environment around the vehicle at time $t$. It contains bounding boxes for dynamic agents, state of traffic lights, semantic map information like the position of lane boundaries and crosswalks (see Fig. 7 for some visualisations of the input data). It is centered at the current position of the AV $s_t$. We use the same input representation as in [5], to which we refer for the details. We also use the same transformer-based network architecture and backbone as the second baseline in [5], i.e. the behavior cloning model with perturbations. Please follow [32] for implementation details.

Given the current state of the environment $s_t$ and the recent history of the past N states, the network learns a function $f$ that outputs the trajectory $X_t$ for the vehicle to follow, i.e.

$$X_t = f(s_t, s_{t-N})$$

where $N = 30$. We represent $X_t$ as a sequence of future positions with a short time horizon of 1.2 seconds: $X_t = (x_{t+1}, \ldots, x_{t+T})$ ($T = 12$ with time increments of 0.1 seconds). This is using the same values as the experiments in [5].

We train the planner on sensor data collected by human drivers. For each timestamp in this data, we first generate the vectorised representation to feed as input to the network. We then use the L2 distance between the trajectory predicted by the network and the trajectory $\hat{X}_t$ chosen by the human driver at that timestamp as training loss:

$$\mathcal{L} = \sum_{t=1}^{T} ||X_t - \hat{X}_t||.$$  

The network predicts the trajectory for the next 1.2s ($T = 12$ steps). Following [5], [2], we perturb the positions of the AV in the training and use Ackerman steering for realistic kinematics. The perturbations are needed to achieve better generalisation of the model for closed-loop testing [3] (this is referred to as “Behavioral Cloning + Perturbations” in [5]). Please note that for each timestamp in the training data, we always initialise the AV position to the current position of the human driver. This approach is referred to as open-loop training.

C. Inference

During inference we run the ML planner model in closed-loop. Specifically, at time $t$, the vehicle predicts the trajectory $X_t$. This prediction determines the position at time $t+1$, which in turn is used to generate the input $s_{t+1}$ that the model uses to predict $X_{t+1}$. This is often referred to as unrolling. This is different to training, where we saw that for each time step we initialise the planner to the position of the human driver in the driving demonstration (Sec. III-B).

D. Evaluation

For our experiments, we follow [5] and run the ML planner in closed-loop simulation against a dataset of driving demonstrations (this is often referred to as log-based simulation). Simulation allows us to experiment in a more reproducible manner compared to road testing: we can compare different versions of the ML planner (i.e. trained on different datasets) by testing them on the exact same test set of driving demonstrations.
A drawback of log-based simulation is that the behaviour chosen by the planner does not influence the rest of the environment, since we replay the motion of the traffic agents as recorded in the driving demonstration [5], i.e. the traffic agents are non-reactive. Instead, in road-testing the state of the environment $s_t$ is influenced by the decision taken by the planner at the previous step (e.g. the traffic agents behind the AV slow down if the AV slows down), and this is reflected in the perception output that is input to the planner. To limit the amount of drift the simulated AV can accumulate against the recorded positions, we run log-based simulation over relatively short time periods (30s) of a driving demonstration.

We compute the same evaluation metrics as in [5]: the L2 distance to the human driver positions in the driving demonstration, the number of times the AV steers off the drivable surface or collides, and the overall IIk, i.e. the accumulated safety-critical interventions over 1000 miles. The test set we use to compute these metrics only contains data collected with HD sensors, while we use different types of sensor data to train the ML planner, which we discuss next.

### E. Training data: expensive HD vs commodity vision

We collect training data for the planner with two different sensor configurations: **expensive HD** and **commodity vision**. The HD data comes from a standard AV equipped with high-definition (HD) global-shutter cameras, state-of-the-art RADARs and HD LiDARs. For the commodity vision sensors, we use a setup consisting of 3 wide-baseline synchronised stereo cameras as shown in Fig. 3, covering a field-of-view of around 160°. The stereo sensors are roughly an order of magnitude less expensive than the HD AV sensors, but allow us to develop more accurate perception algorithms than even lower-cost sensors like monocular cameras.

We generate the vectorised representation to feed the ML planner (Sec. III-B) using different localisation and perception algorithms that are targeted to the two different sensor configurations. For HD sensors, we use proprietary state-of-the-art AV localization and perception algorithms which we consider to be industry-standard quality (an example can be found in [33]). This data provides us with a full 360° field of view and range well over 100 meters. For stereo vision data, we use a visual mapping and localisation system [34], and a stereo detector dynamic object perception system [26]. We build upon DSGN [28] for the 3D object detection task. We adapt DSGN for efficient processing by optimizing depth planes, voxel resolutions, and voxel feature aggregation techniques. We use an anchor-free detector head [35] to predict 3D object attributes in contrast to the anchor-based approach in [28], to make the model computationally efficient. We achieve good-accuracy perception up to approximately 60 meters. We refer interested readers to [26] for detailed evaluation and ablation studies of our HD and stereo vision perception methods.

For data collection, we mounted both the commodity and the HD sensors on the same vehicles. This allows us to observe the same driving experience with these two different sensor configurations and experiment in controlled conditions (the observed driving data is the same, the only thing changing is the sensor type and, as a consequence, the perception accuracy).

We collected data focused on lane-follow behaviour over several months in downtown San Francisco, an urban driving environment with significant complexity. Overall, the dataset contains 140 hours of 10 - 25 seconds long snippets - for each we have both the HD data and the commodity vision data version. We constructed this dataset from a larger set in order to include challenging and diverse driving scenarios.
Fig. 3: **Commodity vision data**. We use a sensor suite consisting of only stereo cameras that is an order of magnitude cheaper than a typical HD sensor suite with HD LiDAR, RADARs, cameras, etc. We use 3 wide baseline stereo pairs that together provide a 160° field-of-view. Stereo cameras are lower-cost than HD, but allow to achieve good perception accuracy compared to even cheaper sensors like monocular cameras (Sec. IV-A).

Fig. 4: The data we use in our experiments (Sec. III-D) contains 140 hours of driving data (100 for training, 10 for finetuning, 30 for testing). This data is challenging and diverse, as we can see by the frequency of driving scenarios it contains.

F. Domain shift

The vectorized representation $s_t$ we input to the planner has different levels of accuracy and noise depending on the sensor used for collecting the data, as HD perception is more accurate than vision perception. This changes the distribution of the input between training and inference, introducing domain shift issues (see for example [2]). We use fine tuning to address this problem. We first train on commodity vision data and then do a few additional epochs on a small proportion of HD training data.

IV. EXPERIMENTS

A. Comparing HD and commodity vision training data

We first measure the difference between training our ML planner on expensive HD data vs training it on commodity vision data. We compare performances for (25h, 50h, 75h, 100h) of commodity vision and expensive HD training data (Fig. 5). All models are finetuned on the 10h of HD data reserved for finetuning (for reference, we also include an ML planner trained on just the 10h finetuning data). We empirically observed that 38 epochs yielded the best results on the full 100h dataset. In each epoch we run inference and backpropagation on all the expert driving demonstrations available in the training dataset. As we decrease the amount of training data, we increase the number of epochs so that the models get approximately the same number of training steps to make the comparison fair (we use 152, 76, 50, and 38 epochs for the 25h, 50h, 75h, and 100h datasets respectively). Matching epochs instead of training steps resulted in a significantly worse performance due to shorter training when using small amounts of data (e.g. 25h). We also adapt the learning rate scheduling to match the training steps rather than epochs. For each data point, we compute error bars by aggregating results from three training jobs starting with differently initialized weights.

We highlight three takeaways. First, performance increases with the amount of HD training data, which is expected [6], [2]: 100 hours performs twice as well as 10 hours. Second, we observe the same trend when training on commodity vision data, even if at test time we use HD data. Third, the decreased sensor data fidelity as a result of using commodity vision data and then do a few additional epochs on a small proportion of HD training data.

![Fig. 5: Issue rate for the models (interventions per 1k miles, lower is better) when trained on increasing amounts of expensive HD and commodity vision data.](image-url)
We observe that the model trained on 25 hours of expensive HD data is outperformed by that trained on 100 hours of commodity vision data and fine tuned on 10h HD data. For comparison we include the performance of the 10h HD fine tuning (FT) dataset. All metrics are averaged over 3 runs with standard deviation provided in the brackets.

As the evaluation dataset is focused on lane-follow scenarios (no lane changes are present) and we don’t observe any increase in harsh breaking in our metrics, we do not expect the front-view-only vision system (Fig. 3) to have an impact on rear collisions directly. We will explore using reactive agents to account for the rear collisions in future work.

The main conclusion from comparing the 25h expensive HD and the 100h commodity vision results is that the vision model significantly outperforms the model trained on the smaller HD dataset in all metrics except for the rear collisions caused by non-reactive agents rather than a bad behaviour from the model. We note that vision-data models show more variance in the results, which indicates a need for future improvements to the model such that it can handle the commodity vision data with lower accuracy.

One interesting observation is that the L2 error of planners trained on HD data is noticeably larger than those trained on vision data. This is due to the fact that we terminate the fine tuning as soon as we see that the overall I1k error on the validation set starts to rise. For HD data models this happens early in the fine tuning procedure. With further fine tuning, L2 error keeps reducing, but we see significant regressions in I1k metrics. Hence, I1k performance and L2 imitation error do not always correlate. It is possible that the HD model starts to overfit to certain behaviours and finetuning does not provide the same generalization benefits as it does for the vision model.

### B. Fine Tuning

We perform an ablation study on the performance of the commodity vision models before and after fine tuning on the expensive HD data. We run fine tuning for five epochs using 1/10th of the learning rate. We stop fine tuning early if the I1k on the HD validation set stops improving. We evaluate on the same 30h HD dataset as in the previous experiment.

As expected, commodity vision data alone performs poorly due to domain shift (Fig. 6). Fine tuning the model on the HD data improves I1k by a factor of 2. We ran an additional experiment by fine tuning the models trained on HD datasets (the red curve in Fig. 5) on the same 10 hours of HD data.
C. Qualitative analysis of HD vs vision training data

The examples in Fig. 7 and 8 illustrate the differences in quality between the expensive HD data and the commodity vision data. The main difference is the lower field of view and range of the commodity vision sensors. Additional failure cases in the vision data (Fig. 8) include: missing agents, incorrect yaw prediction for agents, noisy detections (right-most example in Fig. 8), localization failures due to moving agents or changing lighting conditions.

We use a variety of methods for identifying failure cases: mining for training data containing traffic agents with unrealistic size, unrealistic ego motion, or large discrepancies between the ML planner prediction and the trajectory in the driving demonstration. Having the corresponding HD data available allows us to identify many failures of the vision-based algorithms, and we use it to triage and improve the results for the future. We estimate that <10% of the training data suffers from issues that can impact the planner.

V. Conclusions

Our results show that it is possible to train a motion planner on data collected with much cheaper sensors than those used at test time. We empirically show that we require 4x commodity vision data to bridge the performance gap of HD data, at <10x the HW cost (all other costs being approximately equal, e.g. data uploads, data processing and training of the ML planner). This is significant because it renders data collection at scale financially viable, by using fleets of regular (i.e. not autonomous) vehicles equipped with only cameras to collect large amounts of human driving demonstrations for training data-hungry ML planners. To the best of our knowledge, this is the first work that demonstrates this using real-world data.

We also show that it is possible to address domain shift issues that inevitably arise with training and test data collected with different sensors using fine tuning. Our results demonstrate continual increase in performance as we add more data, implying that we can further close the performance gap between HD and commodity vision data given more training data, with an order of magnitude less cost.

In future work, we will study the generalisation of our findings along four important axes: (1) data volumes: does performance keep improving as we scale amounts of training data to O(10K)+ hours of data? This will require developing strategies to mine interesting data (e.g. complex & rare scenarios), so as to balance the training data and keep the computational requirements of model training manageable; (2) geography: while the data used in this paper already includes a very diverse set of driving manoeuvres (Fig. 4) in a fairly wide area (San Francisco), we will analyse expanding to wider geographies (e.g. multiple US states); (3) ML planner backbones (Sec. III-B); (4) sensor configurations: while we already demonstrated generalisation to multiple sensor configurations (expensive HD and stereo), we will study even more commodity ones, like monocular cameras. We note that the ability to leverage commodity sensor data we demonstrated in this work is a key enabler to pursue these directions, as for example significant expansion of data
Fig. 8: Qualitative examples of failure cases, comparing the perception accuracy for expensive HD data (left of each pair) and commodity vision data (right of each pair). We observe noisy agents or missing agents in the vision data. Despite cases like these making their way into the training data, the ML planner can still leverage this data to improve its performance.

volumes and geographies would be financially prohibitive if leveraging only HD sensor configurations.
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