DEFORMATION FUNCTORS OF LOCAL ACTIONS

JAKUB BYSZEWSKI

Abstract. We study the behaviour of infinitesimal deformation functors of local group actions with regard to passing to subgroups and quotient groups. Inspired by the cohomological information, we conjecture the existence of a decomposition of a deformation functor of a local $G$-action as a smooth extension of a fibered product of functors related to a subgroup and a quotient group of $G$.

Let $H$ be a finite group acting on a smooth curve $X$ over a perfect field $k$ of positive characteristic $p > 0$. For every closed point $x \in X$, we can consider the action of the stabilizer $G = H_x$ of the point $x$ on the completed local ring of the curve $R = \hat{O}_{X,x}$. Since the curve is smooth, $R$ is a power series ring in one variable over $k$, and we obtain in this way an action $\rho$ of $G$ on $k[[t]]$. We call such actions local group actions (of the group $G$). Consider the infinitesimal (local) deformation functor $D_G$ which classifies lifts of $\rho$ to local artinian rings with residue field $k$. In the article, we study the behaviour of the deformation functors $D_G$ with regard to passing to subgroups and quotient groups of $G$.

Let $N$ be a normal subgroup of $G$. In sections 2 and 3 we define a restriction map $\text{res}: D_G \to D_{G/N}$ and an induction map $\text{ind}: D_G \to D_{G/N}$.

The tangent map to $\text{res}$ coincides with the familiar restriction map in group cohomology $\text{res}: H^1(G, \Theta) \to H^1(N, \Theta)^{G/N}$. A similar cohomological description for the tangent map to $\text{ind}$ is given in Theorem 3.4. The maps $\text{res}$ and $\text{ind}$ provide a “lift” of the known cohomological operations to the level of local deformation functors and can be used to study the relation between the functors $D_G$, $D_N$ and $D_{G/N}$.

An easy case is the following one: if the order of the group $G/N$ is prime to $p$ and the functor $D_N$ is pro-representable, then the functor $D_{G/N}$ vanishes and the map $D_G \to D_{G/N}^{G/N}$ is an isomorphism (Theorem 2.8).

Similar questions can also be investigated for the global deformation functor $D_{X,G}$ of a curve $X$ with an action of a group $G$. In the global case, $D_{X,G}$ is pro-representable and the map $D_{X,G} \to D_{X/N}^{G/N}$ is an isomorphism under rather weak assumptions (e.g., genus$(X) \geq 2$ suffices, cf. [11, p. 1909]).

The general situation for local deformation functors is much more complicated, and both functors $D_N$ and $D_{G/N}$ play a rôle. We pose the following question: Does there exist a pro-representable functor $F$ such that the map

$$(\text{res, ind}): D_G \to D_N^{G/N} \times_F D_{G/N}$$

is smooth? As first evidence, we see that this is true at the cohomological level (cf. Corollary 4.3). We approach the question as follows: we consider the morphism

$$(\text{res, ind}): D_G \to D_N^{G/N} \times D_{G/N}$$
and study the deformation theory of this morphism. In our main result (Theorem 1.9), we describe – under additional assumptions of pro-representability – a complete obstruction space for this morphism. The construction of this obstruction space is cohomological. In the light of Proposition 1.8 the result provides evidence for a positive answer to the question.

The interrelationship between establishing pro-representability and computing versal deformation rings was already seen in [4] (cf. particularly Remark 3.3 of loc. cit.) and was rather a surprise. For a longer discussion of pro-representability of local deformation functors, see the end of section 1.

A positive answer to the posed question would enable an explicit computation of the deformation ring of $D_G$ in terms of the deformation rings of $D_N$ and $D_{G/N}$ (cf. Remark 1.5). It is conceivable that these “dévissage” techniques can contribute to an inductive solution to the problem of lifting group actions on curves to characteristic zero as for example in the problem of Oort (cf. e.g. [6]), but at present we do not know of such an application. One of the difficulties is certainly that the knowledge of the complete universal deformation ring is an overkill with respect to the mere question of the existence of a lift to characteristic zero (for which it is enough to know only the characteristic of the versal deformation ring).
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1. Introduction

Let $k$ be a perfect field with $\text{char}(k) = p > 0$ and let $G$ be a finite group.

Definition 1.1. A local $G$-action is an injective homomorphism $\rho: G \to \text{Aut}_k k[\![t]\!]$.

We will study infinitesimal deformation functors of local $G$-actions. These functors are defined on a suitable category of artinian rings. Let $W(k)$ be the ring of ($p$-)Witt vectors over the field $k$ and let $\mathcal{C}$ be the category of local artinian $W(k)$-algebras with residue field $k$ and local morphisms of $W(k)$-algebras.

Definition 1.2. A lift of $\rho$ to an object $A$ of $\mathcal{C}$ is a homomorphism $\rho_A: G \to \text{Aut}_A A[\![t]\!]$ which reduces to $\rho$ modulo $m_A$. Two lifts $\rho_A, \rho'_A$ are equivalent if they are conjugate by an element $\chi \in \ker(\text{Aut}_A A[\![t]\!] \to \text{Aut}_k k[\![t]\!]$, i.e., if for every $g \in G$ we have $\rho'_A(g) = \chi \rho_A(g) \chi^{-1}$. The infinitesimal deformation functor of $\rho$ is a functor $D_\rho: \mathcal{C} \to \text{Sets}$.

which maps $A$ to the set of equivalence classes of lifts of $\rho$ to $A$. By abuse of notation, we usually write $D_G$ for $D_\rho$.

We use a notational convention typical for deformation theory: whenever we denote an element of a local ring $A$ by $\varepsilon$, we tacitly assume that $m_{A,\varepsilon} = 0$. Furthermore, $k[\varepsilon]$ denotes the ring $k[\![w]\!]/w^2$. A surjection $p: A' \to A$ in $\mathcal{C}$ is called small if its kernel $I$ is annihilated by $m_{A'}$. In this case $I$ is a finite dimensional vector space over $k$.

Denote by $\Theta = \text{Der}_k k[\![t]\!]$ the module of derivations of the ring $k[\![t]\!]$ with the natural action of $G$ given by $d^g = \rho(g)^{-1} d\rho(g), g \in G$. To simplify the notation, we
write $\Gamma_A = \text{Aut}_A A[t]$ for $A$ in $\mathcal{C}$. Given a map $A' \to A$, we denote by $\Gamma_{A', A}$ the kernel of the map $\Gamma_{A'} \to \Gamma_A$.

**Lemma 1.3.** Let $A' \to A$ be a small surjection in $\mathcal{C}$ with kernel $I$.

(i) The map $m: \Theta \otimes I \to \Gamma_{A', A}$ given by $m(d \otimes \varepsilon)(x) = x + \varepsilon(d(x))$ is an isomorphism.

(ii) Let $\gamma \in \Gamma_{A', A}$ and let $\gamma_g \in \Gamma_{A'}$ be such that $\gamma_g = \rho(g)$. Then $\gamma_g \gamma_g^{-1} = \gamma_g$, where we regard $\Gamma_{A', A}$ as a $G$-module via the map $m$ above. In particular, the subgroups $\Gamma_{A', A}$ and $\Gamma_{A', k}$ commute element-wise.

The proof is immediate.

We call the set $T_D = D(k[\varepsilon])$ the tangent space to $D$. A standard calculation shows that it is bijective with the group cohomology $H^1(G, \Theta)$ via a map which associates to a class of a one-cocycle $\gamma_g$ in $\Theta \otimes k \varepsilon \simeq \Gamma_{k[\varepsilon], k}$ the class of a lift $\rho_A(g) = \gamma_g \rho(g)$. In particular, this set has a natural structure of a finite dimensional vector space over $k$.

Given a small surjection $A' \to A$ in $\mathcal{C}$ with kernel $I$, we can consider the question whether a given element $\kappa \in D_G(A)$ lies in the image of the map $D(A') \to D(A)$. Choose a morphism $\rho: G \to \text{Aut}_A A[t]$ in the class of $\kappa$. A standard construction produces a two-cocycle $\eta(g, h) = \rho'(g)\rho'(h)\rho'(gh)^{-1}$ with values in $\Gamma_{A', A} \simeq \Theta \otimes I$, where $\rho': G \to \text{Aut}_A A' [t]$ is a set-theoretic function which is a lift of $\rho$ to $A'$. This cocycle gives an obstruction to lifting $\kappa$ to $D_G(A')$. This shows that the space $H^1(G, \Theta)$ is an obstruction space to the functor $D_G$ (for a precise definition of an obstruction space in a slightly more general context, cf. Definition 4.6).

We now briefly recall the concepts of pro-representability and versal hull (for more information, cf. [13]). Consider the category $\mathcal{C}$ consisting of local noetherian $W(k)$-algebras with residue field $k$. The category $\mathcal{C}$ is a full subcategory of $\hat{\mathcal{C}}$. A functor $D: \mathcal{C} \to \text{Set}$ is called pro-representable if there exists an object $R$ in $\hat{\mathcal{C}}$ such that $D$ is isomorphic to the functor $h_R = \text{Hom}_\mathcal{C}(R, \cdot)$. Such a ring $R$ is then unique and is called the universal deformation ring of $D$. A morphism $D \to E$ of functors $D, E: \mathcal{C} \to \text{Set}$ such that $D(k)$ and $E(k)$ are one-point sets is called smooth if for any surjective morphism $A' \to A$ in $\mathcal{C}$ the induced map $D(A') \to D(A) \times_{E(A)} E(A')$ is surjective. A functor $D: \mathcal{C} \to \text{Set}$ is said to have a versal hull if there is a smooth morphism $\varphi: h_R \to D$ from a pro-representable functor $h_R$ which induces an isomorphism on tangent spaces. If a functor has a versal hull, it is unique (up to a nonunique isomorphism). The ring $R$ is called a versal deformation ring. The morphism $\varphi$ is always surjective and it is injective if and only if $D$ is pro-representable. If $A' \to A$ is a small surjection in $\mathcal{C}$ with kernel $I$ and $D$ has a versal hull, the group $T_D \otimes I$ acts transitively on the fibers of the map $D(A') \to D(A)$. If $D$ is furthermore pro-representable than this action is free making the fibers of $D(A') \to D(A)$ into torsors under the action of $T_D \otimes I$.

It is well-known that the functors $D_G$ satisfy the conditions of Schlessinger [13], and hence have a versal hull. For some of the results, we will need a stronger condition of pro-representability. It might seem at first that this stronger condition is unlikely, since the functors $D_G$ have very many “infinitesimal automorphisms”, whereas pro-representability in algebraic geometry is usually related to “smallness” of the space of infinitesimal automorphisms. Nevertheless, the condition has been established to hold in several cases. Recall that a local $G$-action $\rho$ induces on the group $G$ a decreasing filtration of higher ramification groups $G \supseteq G_1 \supseteq G_2 \supseteq \ldots$ with

$$G_i = \{ \sigma \in G \mid \text{ord}_p(\rho(\sigma)(t) - t) > i \}, \quad i \geq 1.$$

If $G_1$ is zero, we call the action tamely ramified. This happens only if the order of $G$ is coprime with $p$. If $G_2$ is zero, we call the action weakly ramified. It has been shown
(cf. [11]) that every local action coming from an action of a group on an ordinary curve is weakly ramified. Pro-representability of weakly ramified local deformation functors has been established except when \( p = 2 \) and \( G = \mathbb{Z}/2 \) or \( G = \mathbb{Z}/2 \oplus \mathbb{Z}/2 \) (cf. [2]), when it fails. This list of two counterexamples further reduces to only a single one (namely, \( G = \mathbb{Z}/2 \)) if one restricts oneself to the associated equicharacteristic functor. (By this we mean that we restrict the deformation functor to the full subcategory of \( C \) consisting of these artinian rings which are \( k \)-algebras. The equicharacteristic deformation functor can be pro-representable without the original functor being pro-representable. This is the case of the weakly ramified \( G = \mathbb{Z}/2 \oplus \mathbb{Z}/2 \) action.) More generally, if \( n \) is the smallest integer such that \( G_{n+1} = 0 \), one sometimes says that the Hasse conductor of the action is \( n \). A single case of higher conductor has also been resolved. This is when when \( p = 5, G = \mathbb{Z}/5 \) and the conductor is two, with the resulting functor being pro-representable as well (cf. [3]). All this seems to suggest that the assumption of pro-representability is a weak one, though admittedly the evidence is not yet conclusive.

2. Restriction

In this section we study the operation of restricting a local action to a subgroup. Let \( \rho \) be a local \( G \)-action and let \( N \) be a normal subgroup of \( G \). Restricting the action of the group to \( N \) we obtain a restriction morphism \( \text{res}: D_G \to D_N \).

**Definition 2.1.** We define an action of \( G/N \) on the functor \( D_N \). The action of \( G \) on the set \( D_N(A) \)

\[
G \times D_N(A) \to D_N(A) \\
(g, \kappa) \mapsto g \ast \kappa
\]

is given as follows: Choose a representative \( \rho_A: N \to \Gamma_A \) of \( \kappa \in D_N(A) \) and define \( g \ast \kappa \) as the class of

\[
g \ast \rho_A(n) = r_g \rho_A(g^{-1}ng)r_g^{-1},
\]

where we write \( r_g \) for a lift of \( \rho(g) \) to \( A \), i.e., \( r_g = \rho(g) \).

**Proposition 2.2.** The construction above induces an action of the group \( G/N \) on the functor \( D_N \). Deformations lying in the image of the restriction map \( \text{res}: D_G \to D_N \) are invariant under the action of \( G/N \).

**Proof.** All the properties are straightforward to verify. As an example, we show that \( g \ast h \ast = (gh) \ast \), for \( g, h \in G \). Indeed, we have

\[
g \ast (h \ast \rho_A)(n) = r_g r_h \rho_A(h^{-1}gh)r_h^{-1}r_g^{-1}
\]

\[
= \chi_2 ((gh) \ast \rho_A(n)) \chi_2^{-1}
\]

with

\[
\chi_2 = r_g r_h r_g^{-1} \in \Gamma_A.k. \quad \square
\]

**Remark 2.3.** The action of \( G/N \) on \( D_N \) has the following global analogue. Let \( X \) be a projective smooth geometrically connected curve over \( k \) with a faithful action of a group \( G \) and let \( N \) be a normal subgroup of \( G \). As in the local case, one can consider the deformation functor \( D_{X,N} \) of the pair \( (X, N) \). A deformation of \( (X, N) \) to \( A \) is a triple \( (X_A, \rho_A, i) \), where \( X_A \to \text{Spec} \, A \) is flat, \( \rho_A: N \to \text{Aut}_A X_A \) is a lift of \( \rho \) and \( i: X \to X_A \) is an \( N \)-equivariant map inducing an isomorphism \( X \to X_A \otimes_A k \). There is an action of the group \( G/N \) on the functor \( D_{X,N} \), defined as follows: An element \( g \in G \) acts on \( D_{X,N}(A) \) by mapping the triple

\[
\alpha = (X_A, N \xrightarrow{\rho_A} \text{Aut}_A(X_A), X \xrightarrow{i} X_A)
\]

\[\to \quad (X_A, N \xrightarrow{g \ast \rho_A} \text{Aut}_A(X_A), X \xrightarrow{g \ast i} X_A).\]
to
\[ g_\ast \alpha = (X_A, N \xrightarrow{i_g} N \xrightarrow{\rho_A} \text{Aut}_A(X_A), X \xrightarrow{\rho(g)} X \xrightarrow{i_g} X_A), \]
where \( i_g \) is the inner conjugation \( i_g(h) = g h g^{-1} \). Restricting the group action
induces a map \( \text{res}: D_{X,G} \to D_{X,N}^{G/N} \).

**Proposition 2.4.** The action of \( G/N \) on the tangent space \( T_{D_N} = H^1(N, \Theta) \) corresponds
to the standard action as defined in group cohomology. The restriction map
induces on tangent spaces the map
\[ \text{res}_{k[\epsilon]}: T_{D_G} \to T_{D_N}^{G/N}, \]
which is equal to the restriction morphism \( H^1(G, \Theta) \to H^1(N, \Theta)^{G/N} \) in group cohomology.

**Proof.** Let \( A = k[\epsilon] \). We can write any element \( \kappa \in D_G(A) \) as a class of a lift
\( \rho_A(g) = \gamma_g \rho(g) \) of \( \rho \) to \( A \) with \( \gamma_g \in \Theta \cong \Gamma_{A,k} \) and \( \kappa = [\gamma_g] \in H^1(G, \Theta) \). In the definition of \( g_\ast \kappa \) we can choose \( r_g = \rho(g) \). By Lemma [13, p. 117], we have
\[ g_\ast \rho_A(n) = \rho(g) \gamma_g^{-1} \rho(g^{-1} n) \rho(g^{-1}) = \gamma_g^{-1} \rho(g^{-1} n) \rho(g)^{-1} = \gamma_g^{-1} \rho(g). \]
Thus on cohomology the group action takes the form
\[ g_\ast [\gamma_n] = [\gamma_g^{-1} \gamma_n]. \]
This is the standard action (cf. [10, p. 117]).

The fact that the restriction map on tangent spaces corresponds to the restriction
map on cohomology is obvious. □

Restriction maps \( D_G \) into \( D_N^{G/N} \) – a subfunctor of \( D_N \) consisting of elements
invariant under the action of \( G/N \). The information we have is already sufficient
to compute universal deformation rings in some special cases.

**Proposition 2.5.** If the functor \( D: \mathcal{C} \to \text{Set} \) is pro-representable, say by a ring
\( R \), and a group \( G \) acts on \( D \), then the functor \( D^G \) is also pro-representable, and its
universal ring is
\[ R/\{(g x - x \mid g \in G, x \in R\}). \]

**Remark 2.6.** The ring \( S = R/\{(g x - x \mid g \in G, x \in R\}) \) can be described in
categorical terms as the ring of co-invariants of the action of \( G \) on \( R \), i.e., a ring
universal for all morphisms \( R \to S \) such that for any \( g \in G \) the following diagram commutes:

\[ \begin{array}{ccc}
R & \xrightarrow{g} & S \\
\downarrow & & \\
R & \xrightarrow{R} & S.
\end{array} \]

It is clear that to construct the ring of co-invariants, one has to take the quotient
of \( R \) by the ideal generated by elements of the form \( g x - x, g \in G, x \in R \).

**Proof of Proposition 2.5.** The action on the left of the group \( G \) on \( D \cong h_R \) corresponds
by Yoneda’s lemma to the action of \( G \) on the right on the ring \( R \). The functor \( D^G \) is thus pro-representable by the ring of co-invariants of the ring \( R \) by
the action of \( G \). □

**Corollary 2.7.**

(i) If the functor \( D_N \) is pro-representable, then so is \( D_N^{G/N} \).
Theorem 2.8. Assume that the order of $G/N$ is prime to $p$ and denote the versal deformation rings of functors $D_G$ and $D_N$ by $R_G$ and $R_N$. Assume furthermore that the functor $D_N$ is pro-representable. Then the restriction map

$$\text{res}: D_G \rightarrow D_{N}^{G/N}$$

is an isomorphism. In particular, $D_G$ is also pro-representable, and $R_G \cong R_N/(\{gx - x \mid g \in G, x \in R\})$.

Proof. We have seen in Proposition 2.4 that on the tangent spaces the map $\text{res}: D_G \rightarrow D_{N}^{G/N}$ corresponds to the restriction map $H^1(G, \Theta) \rightarrow H^1(N, \Theta)^{G/N}$. Since the order of $G/N$ is prime to $p$, in the Hochschild-Serre spectral sequence

$$H^p(G/N, H^q(N, \Theta)) \Rightarrow H^{p+q}(G, \Theta)$$

all elements outside the zeroth column vanish. Thus the restriction maps

$$\text{res}: H^n(G, \Theta) \rightarrow H^n(N, \Theta)^{G/N}$$

are isomorphisms. For $n = 1$, this shows that $\text{res}_{\kappa[e]}$ is an isomorphism.

We prove that the map $\text{res}$ is smooth. Choose a small extension $e: 0 \rightarrow I \rightarrow A' \rightarrow A \rightarrow 0$

and an element

$$(\kappa_A, \lambda_A) \in D_G(A) \times D_{N}^{G/N}(A) D_{N}^{G/N}(A').$$

Let $\nu_e(\kappa_A) \in H^2(G, \Theta) \otimes I$ be the obstruction to lifting $\kappa_A$ to $A'$. Since $\text{res}(\kappa_A)$ lifts to $A'$, we see that $\text{res}(\nu_e(\kappa_A)) = 0$. The map

$$\text{res}: H^2(G, \Theta) \rightarrow H^2(N, \Theta)^{G/N}$$

is an isomorphism, and hence $\nu_e(\kappa_A) = 0$. Thus, there is no obstruction to lifting $\kappa_A$ to $A'$ and there exists a $\kappa_{A'} \in D_G(A')$ lying above $\kappa_A$. The deformation $\kappa_{A'}$ does not necessarily map to $\lambda_{A'}$, but its image $\text{res}(\kappa_{A'})$ and $\lambda_{A'}$ do lie in the same fiber of $D_{N}^{G/N}(A') \rightarrow D_{N}^{G/N}(A)$. Since the functor $D_{N}^{G/N}$ is pro-representable, the fiber is a torsor under the action of $T_{D_{N}^{G/N}} \otimes I$. Hence we can define $\xi \in T_{D_{N}^{G/N}} \otimes I$ to be

$$\xi = \text{res}(\kappa_{A'}) - \lambda_{A'}.$$

Let $\zeta \in T_{D_G} \otimes I$ be such that $\text{res}(\zeta) = \xi$. Then the element $\kappa_{A'} - \zeta \in D_G(A')$ maps to $(\kappa_A, \lambda_A)$ by the map

$$D_G(A') \rightarrow D_G(A) \times D_{N}^{G/N}(A) D_{N}^{G/N}(A').$$

Hence $\text{res}$ is étale, i.e., smooth and isomorphic on tangent spaces) and the claim follows from Proposition 2.5. ♦

Remark 2.9. We follow the notation of Remark 2.3. For global deformation functors, the restriction map induces an isomorphism $\text{res}: D_{X,G} \rightarrow D_{X,N}^{G/N}$ whenever genus($X$) $\geq 2$ (cf. [11, p. 1909]).

Proposition 2.10. Let $p: G \rightarrow \text{Aut}_k k[[t]]$ be a weakly ramified local action of a group $G$ whose order is divisible by $p$, but not divisible by $p^2$, $p \geq 3$. Then the functor $D_G$ is pro-representable by $W[\zeta_p + \zeta_p^{-1}]$ if $G = Z/p$ or if $G$ is the dihedral group $D_p$. Otherwise, $D_G$ is pro-representable by $k$. 
Proof. Consider the higher ramification groups $G_i$ of $G$ (cf. [13 Ch. IV]). Then $P = G_1$ is a normal $p$-Sylow subgroup of $G$ and hence is a cyclic subgroup of order $p$. We know by §5.3, Case 1 that $D_P$ is pro-representable by the ring $R_P = W[ζ_p + ζ_p^{-1}]$, where $ζ_p$ is the $p$-th primitive root of unity. Thus $R_P$ is a complete discrete valuation ring. By Theorem 2.8, $D_G$ is pro-representable by the ring of $C$-co-invariants of $R_P$, where $C = G/P = \mathbb{Z}/m$. Since the order of $C$ is prime to $p$, $C$ has a trivial intersection with the wild inertia (cf. [14 Corollaire 3 to Proposition IV.7]). Thus we have the following two cases:

(i) The action of $C$ on $m_{R_P}/m_{R_P}^2$ is trivial, and thus $R_P/C = R_P$.
(ii) The action of $C$ on $m_{R_P}/m_{R_P}^2$ is nontrivial, and thus $R_P/C = k$.

The vector space $m_{R_P}/m_{R_P}^2$ is the tangent space $H^1(P, Θ)$ to the functor $D_P$ and so we can distinguish between cases (i) and (ii) by a purely group cohomological calculation. Such a computation was done in [23 §3.7].

3. Induction

3.1. Generalities. Let $ρ: G → Γ_k$ be a local $G$-action, and let $N$ be a normal subgroup of $G$. Consider the ring of $N$-invariants $k[Γ]^N$. Every automorphism $ρ(y)$ of $k[Γ]$ restricts to a map on $k[Γ]^N$. The map clearly depends only on the class $ψ$, and we denote it by $ρ(ψ)^T$. We show below (Lemma 3.1) that $k[Γ]^N = k[y]$ and hence $ρ^T: G/N → \text{Aut}_k k[y] = Γ_k$ is a local $G/N$-action. This allows us to consider the deformation functor $D_{G/N}$ of the local action $ρ^T$. We will construct an induction map $\text{ind}: D_G → D_{G/N}$.

Lemma 3.1. Let $ρ_A: G → Γ_A$ be a lift of $ρ$ to an object $A$ of $C$. Then

$$A[Γ]^G = A[y],$$

where $y = \prod_{g ∈ G} ρ_A(g)(t)$.

Proof. The proof will be by induction on length of $A$.

Case $A = k$: By Galois theory, the field of $G$-invariants of $k((t))$ is $k((y))$ (it is clearly invariant and it has the proper index.) The claim follows.

Case $A ≠ k$: In this case length of $A$ is at least 2, and we can find a principal surjection $φ: A → A_0$ in $C$ with kernel $ζA$ and $m_A ζ = 0$. Furthermore, we may assume that the claim holds for $A_0$. We clearly have $A[y] ⊆ A[Γ]^G$. Now, for any $f ∈ A[Γ]^G$, the image $φ_0(f)$ of $f$ in $A_0[Γ]^G = A_0[Γ^G]$ is in $A_0[Γ]^G$. By choosing any lift $f_1$ of $φ_0(f)$ to $A[y]$, we can write $f = f_1 + h$ with $f_1 ∈ A[y]$, $h ∈ ζA[Γ]$. Furthermore, $h$ has to be $G$-invariant, since so are both $f$ and $f_1$. We have $ζA[Γ]^G = k[Γ]$ and the induced action of $G$ on $k[Γ]$ is given by $ρ$. Since $h$ is $G$-invariant, it lies in $k[y]$, where $y$ is the image of $y$ in $k[Γ]$. Consequently, we can write $h = εu$ with $u ∈ A[y]$. This shows that $f = f_1 + εu$ lies in $A[y]$ and finishes the proof of the inclusion $A[Γ]^G ⊆ A[y]$. □

The induction map $D_G: D_{G/N}$ is constructed as follows: let $κ ∈ D_G(A)$ be a class of a lift $ρ_A: G → \text{Aut}_k A[Γ]$. Restricting the automorphisms to the subring $A[Γ]^N$ produces an action of $G/N$ on the ring $A[Γ]^N$. We define the local action $ρ^N_A: G/N → \text{Aut}_k A[y]$ using the isomorphism $A[y] ∼= A[Γ]^N$ mapping $y$ to $\prod_{s ∈ N} ρ_A(s)(t)$. It is immediate to check that the equivalence class of $ρ^N_A$ does not depend on the equivalence class of $ρ_A$ and that we obtain in this way a morphism of functors $D_G → D_{G/N}$.

Remark 3.2. We continue to use the notation and assumptions of Remark 2.8. The induction map also has a global analogue $\text{ind}: D_{X,G} → D_{X/N,G/N}$. It maps the
triple
\[(X_A, G \to \text{Aut}_A(X_A), X \to X_A)\]
to
\[(X_A/N, G/N \to \text{Aut}_A(X_A/N), X/N \to X_A/N).\]
For details, see [3].

3.2. Tangent map. In this subsection, we will compute the action of the induction map on the tangent spaces. Recall our setup: \(\rho: G \to \Gamma_k\) is a local \(G\)-action and \(N\) is a normal subgroup of \(G\). Then we have extensions of discrete valuation rings:
\[k[t]^G \subseteq k[y_G] \subseteq k[t]\]
and
\[k[t]^N \subseteq k[y_N] \subseteq k[t].\]

Lemma 3.1 gives \(k[y_G] = k[y_G] \cap k[t]^N\), where \(y_G = \prod_{g \in G} \rho(g)(t)\) and \(y_N = \prod_{s \in N} \rho(s)(t)\). Recall that we write \(\Theta = \text{Der}_k k[t]\), and similarly we denote \(\Theta^\sharp = \text{Der}_k (k[t]^N) = \text{Der}_k k[y_N]\). If \(d \in \Theta^N\), then \(d \rho(s) = \rho(s) d\) for \(s \in N\), and hence \(d(k[t]^N) \subseteq k[t]^N\). Restricting \(d\) to the subring \(k[y_N]\), we obtain an embedding \(\Theta^N \hookrightarrow \Theta^\sharp\). The map takes the form
\[a(t) \frac{d}{dt} \mapsto a(t) \frac{dy}{dt} \frac{d}{dy},\]
and hence is injective.

Lemma 3.3. The maps
\[\Theta \to \mathcal{D}(k[t]/k[t]^G) \quad \text{and} \quad \Theta^\sharp \to \mathcal{D}(k[y_N]/k[y_N]^G)\]
are isomorphisms of \(G\)-modules. The maps agree with the natural embeddings
\[\mathcal{D}(k[t]/k[t]^G) \cap k[t]^N \to \mathcal{D}(k[y_N]/k[y_N]^G).\]

Proof. The maps are bijective by [14, Corollaire III.6.2]. The maps are \(G\)-equivariant by an easy calculation (cf. [2, proof of Théorème 4.1.1]).

Consider the ideal \(\Theta_1 = \mathcal{D}(k[y_N]/k[t]^G)\) as a \(G\)-module. Clearly
\[\Theta_1^N = \Theta_1 \cap k[t]^N = \Theta^\sharp.\]

We can picture relations between these ideals as follows:
\[\Theta^N \subset \Theta \cap \Theta^\sharp = \Theta_1 \cap k[t]^N \subset \Theta_1 \cap k[t]\].

The map \(\text{ind}_{k[t]}: H^1(G, \Theta) \to H^1(G/N, \Theta^\sharp)\).
Theorem 3.4. The following diagram is commutative:

\[
\begin{array}{ccc}
\text{H}^1(G/N, \Theta^N) & \longrightarrow & \text{H}^1(G/N, \Theta^2)
\\ \inf & \longmapsto & \text{ind}_{k[t]} \longmapsto \inf
\\ \text{H}^1(G, \Theta) & \longrightarrow & \text{H}^1(G, \Theta_1),
\end{array}
\]

where \(\inf\) is the usual inflation map in group cohomology.

Proof. The square commutes by functoriality of the maps \(\inf\). Since the right most map is injective, it is enough to prove that the right hand side triangle commutes.

Denote \(A = k[\varepsilon]\). A lift of \(\rho_A : G \to \Gamma_A\) corresponding to a 1-cocycle \(d : G \to \Theta\) is given by

\[
\rho_A(g)(x) = \rho(g)(x) + \varepsilon d_g(\rho(g)(x)).
\]

The image of \([d_g]\) by the induction map is the class of a cocycle \((d_g^A)\) such that

\[
\rho_A^g(u) = \rho^g(u) + \varepsilon d_g^A \left( \rho^g(u) \right).
\]

Denote \(y_A^N = \prod_{s \in N} \rho_A(s)(t)\). Note that

\[
y_A^N = \prod_{s \in N} \rho_A(s)(t) = \prod_{s \in N} (f_s + \varepsilon d_s(f_s)) = y_N + \varepsilon y_N \sum_{s \in N} d_s(f_s) / f_s.
\]

On the one hand, we have

\[
\rho_A^g(y_A^N) = \rho_A(g)(y_A^N) = \prod_{s \in N} \rho_A(gs)(t) = \prod_{s \in N} (f_s + \varepsilon d_s(f_s))
\]

\[
= y_N^g + \varepsilon y_N \sum_{s \in N} d_s(f_s) / f_s.
\]

On the other hand,

\[
\rho_A^g(y_N^A) = \rho^g(y_N^A) + \varepsilon d_g^A(y_N^A),
\]

where \(\rho^g(y_N^A)\) denotes the power series \(\rho^g(y_N^A)\) with \(y_A^N\) substituted for \(y_N\). By equation (1), we can compute

\[
\rho^g(y_N^A) = \rho^g(y_N) + \frac{dy^g(y_N)}{dy_N} (y_N^A - y_N)
\]

\[
= y_N^g + \varepsilon y_N \sum_{s \in N} d_s(f_s) / f_s.
\]

Since \(d_g^A(y_N^A) = \frac{dy^g}{dy_N} d_g^A(y_N)\), equations (2), (3) and (4) give

\[
d_g^A(y_N) = y_N^g \left( \frac{dy^g}{dy_N} \right)^{-1} \sum_{s \in N} d_s(f_s) / f_s - y_N \sum_{s \in N} d_s(f_s) / f_s.
\]

To see that the map given by this formula makes the diagram commute, we need a computation. We break the proof here in order to state a number of lemmas necessary to perform this computation.

Since we will need to make similar computations later on, we state the results in a version useful also for those future applications.

Lemma 3.5. Let \(\rho : G \to \Gamma_k\) be a local \(G\)-action, \(N\) be a normal subgroup of \(G\) and denote \(f_g = \rho(g)(t)\). Let \(a : G \to k(t)\) be a cochain such that

\[
a_gs = a_s^g + a_g, \quad g \in G, s \in N.
\]
Let
\[
\alpha = -y_N \left( \frac{dy_N}{dt} \right)^{-1} \sum_{s \in N} a_s \frac{df_s}{dt} f_s^{-1} \in k((t)).
\]
Then
\[
\alpha^g - \alpha = a_g - y_N^g \left( \frac{dy_N}{dt} \right)^{-1} \sum_{s \in N} a_s \frac{df_s}{dt} f_s^{-1} + y_N \left( \frac{dy_N}{dt} \right)^{-1} \sum_{s \in N} a_s \frac{df_s}{dt} f_s^{-1}.
\]
In particular,
\[
\alpha^s - \alpha = a_s \quad \text{for} \quad s \in N.
\]
(ii) Denote by ord the t-adic valuation on \( k((t)) \) and by \( d = \text{ord} \left( \mathcal{D}_R/R^N \right) \) the order of the different of the extension \( R^N \subseteq R \). Then
\[
\text{ord}(\alpha) \geq \inf_{s \in N} \text{ord}(a_s) + \#N - d - 1.
\]

**Proof.** (i) We have \( y_N^g = \prod_{s \in N} f_{gs} \) and thus
\[
\frac{dy_N^g}{dt} = y_N^g \sum_{s \in N} \frac{df_s}{dt} f_s^{-1}.
\]
We compute
\[
\alpha^g = -y_N^g \left( \frac{dy_N^g}{dt} \right)^{-1} \sum_{s \in N} a_s \frac{df_s}{dt} f_s^{-1}
\]
\[
= y_N^g \left( \frac{dy_N}{dt} \right)^{-1} a_g \sum_{s \in N} \frac{df_s}{dt} f_s^{-1} - y_N^g \left( \frac{dy_N}{dt} \right)^{-1} \sum_{s \in N} a_s \frac{df_s}{dt} f_s^{-1}.
\]
Equations (6) and (7) yield
\[
\alpha^g = a_g - y_N^g \left( \frac{dy_N}{dt} \right)^{-1} \sum_{s \in N} a_s \frac{df_s}{dt} f_s^{-1}.
\]
This gives the claim.

(ii) We know that \( \text{ord} \left( \frac{dy_N}{dt} \right) = d \) [Corollaire III.6.2] and \( \text{ord}(y_N) = \#N \). We now have
\[
\text{ord}(\alpha) \geq \text{ord}(y_N) - \text{ord} \left( \frac{dy_N}{dt} \right) + \inf_{s \in N} \text{ord}(a_s) f_s^{-1} = \#N - d + \inf_{s \in N} \text{ord}(a_s) + 1,
\]
since \( \text{ord}(f_s) = 1 \) and \( \text{ord}(\frac{dy_N}{dt}) = 0 \). \( \square \)

**Proposition 3.6** (Effective version of Hilbert’s theorem 90). Let \( I \subseteq J \) be two fractional ideals of \( R = k[[t]] \) and let \( \rho : G \to \text{Aut}_k R \) be a local G-action. Write \( d = \text{ord}(\mathcal{D}_k[[t]]/k[[t]]^N) \). Assume that
\[
\text{ord}(IJ^{-1}) \geq d - \#G + 1.
\]
Then the natural map \( H^1(G, I) \to H^1(G, J) \) is the zero map.

**Proof of Proposition 3.6.** Apply Lemma 3.5 to the cocycle \( a : G \to I \) and \( N = G \). We obtain in this way an \( \alpha \in k((t)) \) such that \( \alpha^g - \alpha = a_g \) and
\[
\text{ord}(\alpha) \geq \inf_{g \in G} \text{ord}(a_g) + \#G - d - 1.
\]
By the assumption, this gives
\[
\text{ord}(\alpha) \geq \text{ord}(I) - \text{ord}(IJ^{-1}) = \text{ord}(J).
\]
Hence \( \alpha \in J \). Since \( a_g = \alpha^g - \alpha \), the image of \( (a_g) \) vanishes in \( H^1(G, J) \). \( \square \)
Let \( \text{Corollary 3.8.} \) "splitting" happens. Let \( \text{Theorem 90, the group } H^1(G, K) \text{ with equation (5) shows that there exists an element } \alpha \text{ derivations, but as elements of the differents (cf. Lemma 3.3). Corollary 3.8, together and the claim follows.}"

We will now give a version of Lemma \( \text{3.5 in a slightly different context.} \)

**Corollary 3.8.** Let \( d: G \to \Theta \) be a cochain such that \( d_{gs} = d_g + d_s, \quad g \in G, s \in N. \)

Let \( \alpha = -y_N \frac{dy_G}{dy_N} \sum_{s \in N} \frac{d_s(f_s)}{f_s} \)

Then

(i) \( \alpha^g - \alpha = d_g(y_G) - y_N \frac{dy_G}{dy_N} \left( \frac{dy_N^g}{dy_N} \right)^{-1} \sum_{s \in N} \frac{d_{gs}(f_{gs})}{f_{gs}} + y_N \frac{dy_G}{dy_N} \sum_{s \in N} \frac{d_s(f_s)}{f_s} \cdot \)

(ii) \( \alpha \) lies in \( \Theta_1 \) (under the identification of Lemma \( \text{3.3).} \)

**Proof.** (i) Apply Lemma \( \text{3.5 to the cocycle } \alpha: G \to k((t)) \) obtained by composing \( d: G \to \Theta \) with the isomorphism \( \Theta \simeq \mathcal{D}_k[t]/k[t] \subseteq k((t)). \) Then

\( a_g = d_g(y_G) = \frac{dy_G}{dt} d_g(t) \)

and the claim follows.

(ii) From the definition of \( \alpha, \) we get \( \text{ord}(\alpha) \geq \#N + \text{ord} \left( \frac{dy_G}{dy_N} \right) - 1 \geq \text{ord} \left( \frac{dy_G}{dy_N} \right). \)

By Lemma \( \text{3.3}, \) \( \text{ord} \left( \frac{dy_G}{dy_N} \right) = \text{ord}(\Theta_1), \) which gives the claim. \( \square \)

**Proof of Theorem 3.4 continued.** We will interpret elements of \( \Theta \) and \( \Theta^\sigma \) not as derivations, but as elements of the differents (cf. Lemma \( \text{3.3). Corollary 3.8 shows} \) together with equation \( 5 \) shows that there exists an element \( \alpha \in \Theta_1 \) such that

\( \alpha^g - \alpha = d_g(y_G) - \frac{dy_G}{dy_N} d_g^*(y_N) = d_g(y_G) - d_g^*(y_G). \)

Since

\( \text{ind}_{k[[\varepsilon]]}([d_g(y_G)]) = [d_g^*(y_G)] = [d_g(y_G) - \alpha^g + \alpha], \)

this proves that

\( \text{inf} \left( \text{ind}_{k[[\varepsilon]]}([d_g(y_G)]) \right) = |d_g(y_G)|, \)

and hence the right hand side triangle commutes. \( \square \)

4. Dévissage

**4.1. Tangent map.**

**Theorem 4.1.** There is a morphism \( \gamma \) (constructed below) such that the following diagram commutes:

\[
\begin{array}{ccccccccc}
H^1(G/N, \Theta^N) & \xrightarrow{\text{inf}} & H^1(G, \Theta) & \xrightarrow{\text{res}} & H^1(N, \Theta)^G/N & \xrightarrow{\text{tg}} & H^2(G/N, \Theta^N) & \xrightarrow{\text{inf}} & H^2(G, \Theta) \\
\text{inf} & & \text{res} & & \text{ind} & & \text{tg} & & \text{inf} \\
H^1(G/N, \Theta^N) & \xrightarrow{\sigma} & H^1(G/N, \Theta^\sigma) & \xrightarrow{\partial} & H^1(G/N, \Theta^\sigma/\Theta^N) & \xrightarrow{\partial} & H^2(G/N, \Theta^N). \\
\end{array}
\]
Proof. The map $t_{g}$ is the transgression and the upper row of this diagram is the extended inflation-restriction sequence coming from the Hochschild-Serre spectral sequence in group cohomology [10, Remark following Theorem III.2]. The bottom row arises from a long exact sequence in cohomology. The short exact sequence

$$0 \to \Theta \to \Theta_{1} \to \Theta_{1}/\Theta \to 0$$

induces a long exact sequence of cohomology groups

$$0 \to \Theta^{N} \to \Theta_{1}^{N} \to (\Theta_{1}/\Theta)^{N} \to H^{1}(N,\Theta) \to H^{1}(N,\Theta_{1}) \to \ldots.$$  

Since the map $H^{1}(N,\Theta) \to H^{1}(N,\Theta_{1})$ is zero (Proposition 3.6), we get a short exact sequence

$$0 \to \Theta^{N}/\Theta^{N} \to (\Theta_{1}/\Theta)^{N} \to H^{1}(N,\Theta_{1}) \to 0.$$  

Again, it induces a long exact sequence in cohomology

$$\cdots \rightarrow (\Theta^{N}/\Theta^{N})^{G/N} \longrightarrow (\Theta_{1}/\Theta)^{G} \longrightarrow H^{1}(N,\Theta)^{G/N} \longrightarrow H^{1}(G/N,\Theta_{1}^{N}/\Theta^{N}) \longrightarrow H^{1}(G/N,\Theta_{1}/\Theta)^{N} \longrightarrow \cdots,$$

where $-\gamma: H^{1}(N,\Theta)^{G/N} \to H^{1}(G/N,\Theta_{1}^{N}/\Theta^{N})$ is the boundary map. We take $\gamma$ to be $\gamma = -(-\gamma)$, i.e., $\gamma$ is to take values opposite to the boundary map.

We now analyse the construction step by step in order to obtain an explicit formula for the map $\gamma$. For a cocycle $d: N \to \Theta$, we can find an element $\alpha \in \Theta_{1}$ such that $d_s = \alpha^s - \alpha$ for $s \in N$. If, furthermore, $[d_s]$ is $G/N$-invariant, then the cocycles $(d_s)$ and $(d_{g^{-1}s})$ differ by a coboundary, i.e., there exists a $b_{g} \in \Theta$ such that

$$d_{g^{-1}s} = d_{s} + b_{g} - b_{g}.$$  

This shows that $\alpha^s - \alpha - b_{g}$ is $N$-invariant and hence $\alpha^s - \alpha$ lies in $\Theta_{1}^{N} + \Theta$ and we can write

$$\alpha^s - \alpha = a_{g} + b_{g} \quad \text{with} \quad a_{g} \in \Theta_{1}^{N}, b_{g} \in \Theta.$$  

The elements $a_{g}$ and $b_{g}$ are well-defined only up to an element of $\Theta^{N}$. Since

$$a_{g}, \ b_{g} \in (\alpha^s - \alpha)^{g} + (\alpha^s - \alpha) = a_{g}^{s} + b_{g}^{s} + a_{g} + b_{g},$$

and since $a_{g} \equiv 0 \pmod{\Theta^{N}}$, we see that the class of $a_{g}$ in $\Theta_{1}^{N}/\Theta^{N}$ depends only on the class of $g$ in $G/N$. Furthermore, by the construction of the boundary map in [3] we get $\gamma([d_{s}]) = -[a_{g}]$.

If the cocycle $(d_{s})$ is a restriction of a cocycle $d: G \to \Theta$, then in (3) we can take $b_{g} = d_{g}$. We then get

$$\gamma([d_{s}]) = [d_{g} - \alpha^s + \alpha].$$

This shows that the central square commutes.

By [12] Proposition 1.6.5, and beginning of its proof we know that we can choose $b_{g} \in \Theta$ in (3) in such a way that

(i) $b_{s} = d_{s}$ for $s \in N$,

(ii) $b_{sg} = b_{g}^{s} + b_{g}$ for $s \in N$ and $g \in G$,

(iii) $b_{gs} = b_{g}^{s} + b_{g}$ for $s \in N$ and $g \in G$.

Then $t_{g}([d_{s}]) = [b_{g}^{s} - b_{gh} + b_{g}]$ (cf. ibid.). On the other hand $\gamma([d_{s}]) = -[a_{g}]$. Since the map $H^{1}(G/N,\Theta_{1}^{N}/\Theta^{N}) \to H^{1}(G/N,\Theta^{N})$ is the boundary map in cohomology, and since $a_{g} + b_{g} = \alpha^s - \alpha$ is a coboundary, we see that the third square also commutes.

For future reference, we state explicitly the form of the map $\gamma$. 

\[\square\]
Corollary 4.2. In the notation of the proof of Theorem 4.1, we have
\[ \gamma([d_\ell]) = -[\bar{\sigma}_g]. \]

We will now investigate the morphism of functors
\[ \Phi = (\text{res}, \text{ind}) : D_G \to D_{G/N}^{G/N} \times D_{G/N}. \]

Corollary 4.3. We have:

(i) \( \ker \Phi_{k[G]} = \text{coker}(\Theta_1^G \to (\Theta_1^N / \Theta^N)^{G/N}); \)
(ii) \( \text{im} \Phi_{k[G]} = H^1(N, \Theta)^{G/N} \times_{H^1(G/N, \Theta^N / \Theta^N)} H^1(G/N, \Theta^N). \)

Proof. (i) From Theorem 4.1, we see that
\[ \ker \Phi_{k[G]} = \ker \left( H^1(G/N, \Theta^N) \to H^1(G/N, \Theta_1^N) \right). \]
The lower row in the diagram in Theorem 4.1 is a part of a long exact sequence associated to
\[ 0 \to \Theta^N \to \Theta_1^N \to \Theta_1^N / \Theta^N \to 0. \]
This proves that
\[ \ker \left( H^1(G/N, \Theta^N) \to H^1(G/N, \Theta_1^N) \right) = \text{coker}(\Theta_1^G \to (\Theta_1^N / \Theta^N)^{G/N}). \]

(ii) The inclusion
\[ \text{im} \Phi_{k[G]} \subseteq H^1(N, \Theta)^{G/N} \times_{H^1(G/N, \Theta^N / \Theta^N)} H^1(G/N, \Theta^N) \]
is trivial. For the other one, choose \((\kappa, \lambda) \in H^1(N, \Theta)^{G/N} \times_{H^1(G/N, \Theta^N / \Theta^N)} H^1(G/N, \Theta^N)\).

Then by Theorem 4.1
\[ \text{tg}(\kappa) = \partial(\gamma(\kappa)) = \partial(\sigma(\lambda)) = 0, \]
and hence there is a \( \zeta \in H^1(G, \Theta) \) such that \( \text{res}(\zeta) = \kappa \). We have then \( \sigma(\text{ind}(\zeta)) = \sigma(\lambda) \), and hence \( \text{ind}(\zeta) - \lambda \in \ker \sigma \). Hence there is a \( \zeta \in H^1(G/N, \Theta^N) \) such that
\[ \text{ind}(\zeta) - \lambda = \text{ind}(\text{inf}(\zeta)). \]
Choosing \( \zeta' = \zeta - \text{inf}(\zeta) \), we get \( \Phi(\zeta') = (\kappa, \lambda) \). This proves the opposite inclusion. \( \square \)

4.2. Main result. Inspired by Corollary 4.3(ii), we pose the following question.

Question 4.4. Does there exist a pro-representable functor \( F \) with the tangent space \( H^1(G/N, \Theta/F \Theta^N) \) and with morphisms \( D_{G/N}^{G/N} \to F \) and \( D_{G/N} \to F \) such that the morphism \( \Phi \) maps \( D_G \) into the fibered product \( D_{G/N}^{G/N} \times_F D_{G/N} \) and such that the induced morphism
\[ D_G \to D_{G/N}^{G/N} \times_F D_{G/N} \]
is smooth?

Remark 4.5. If the answer to this question is positive, and if the functors \( D_N, D_{G/N} \) and \( F \) are pro-representable with universal deformation rings \( R_N, R_{G/N} \) and \( R_F \), respectively, then the versal deformation ring \( R_G \) of \( D_G \) is of the form
\[ R_G = \left((R_N)/(G/N)\right) \hat{\otimes} R_F/(G/N)[x_1, x_2, \ldots, x_s], \]
where \( R_N/(G/N) \) denotes the ring of co-invariants (cf. Proposition 25) and \( \hat{\otimes} \) denotes the completed tensor product.

We begin by recalling the definition of an obstruction space in a relative setting, when a functor is replaced by a morphism of functors (for a general study of these morphism, see [23]),
Definition 4.6. Let \( f: D \to E \) be a morphism of functors \( D, E: C \to \text{Set} \). An obstruction space to \( f \) is a vector space \( V \) over \( k \) together with a collection of maps 
\[
\nu_e: D(A) \times_{E(A)} E(A') \to V \otimes I
\]
defined for every small extension \( e: 0 \to I \to A' \to A \to 0 \) in \( C \) (i.e., a small surjection \( A' \to A \) with kernel \( I \)) and satisfying the following condition: For a morphism \( e \to e' \) of small extensions

\[
\begin{array}{ccc}
0 & \to & I \\
\downarrow & & \downarrow \\
A' & \to & A \\
\downarrow & & \downarrow \\
0 & \to & 0
\end{array}
\]

the induced diagram

\[
\begin{array}{ccc}
D(A) \times_{E(A)} E(A') & \to & V \otimes I \\
\downarrow & & \downarrow \\
D(B) \times_{E(B)} E(B') & \to & V \otimes J
\end{array}
\]

commutes.

It is clear that if \( \xi \in D(A) \times_{E(A)} E(A') \) lies in the image of the map 
\[
D(A') \to D(A) \times_{E(A)} E(A'),
\]
then \( \nu_e(\xi) = 0 \).

Definition 4.7. An obstruction space \( V \) to a morphism \( f: D \to E \) of functors \( D, E: C \to \text{Set} \) is called complete if for every small extension \( e \) the following condition holds: If \( \xi \in D(A) \times_{E(A)} E(A') \) is such that \( \nu_e(\xi) = 0 \), then \( \xi \) lies in the image of the map
\[
D(A') \to D(A) \times_{E(A)} E(A').
\]

For \( E \) being the one-point functor, we recover the definition of an obstruction space to \( D \).

Proposition 4.8. Let \( D, D_1, D_2, F: C \to \text{Set} \) be functors with a commutative diagram of morphism

\[
\begin{array}{ccc}
D & \to & D_1 \\
\downarrow & & \downarrow \\
D_2 & \to & F.
\end{array}
\]

Assume that \( F \) is pro-representable and that the morphism \( D \to D_1 \times_F D_2 \) is smooth. Then the tangent space \( T_F \) of the functor \( F \) is an obstruction space to the morphism \( \Phi: D \to D_1 \times D_2 \) (in the sense of definition \[1.9\]).

Proof. Let \( e: 0 \to I \to A' \to A \to 0 \) be a small extension. We should construct a map 
\[
\nu_e^\Phi: D(A) \times_{(D_1(A) \times D_2(A))} (D_1(A') \times D_2(A')) \to T_F \otimes I.
\]

Given an element 
\[
(\kappa_A, (\kappa_{A'}^1, \kappa_{A'}^2)) \in D(A) \times_{(D_1(A) \times D_2(A))} (D_1(A') \times D_2(A')),
\]
the elements \( f_{A'}(\kappa_{A}^1) \) and \( g_{A'}(\kappa_{A'}^2) \) lie in the same fiber of \( F(A') \to F(A) \). Since \( F \) is pro-representable, the fibers are torsors under the action of \( T_F \otimes I \). Thus we can define 
\[
\nu_e^\Phi((\kappa_A, (\kappa_{A'}^1, \kappa_{A'}^2))) = g_{A'}(\kappa_{A'}^2) - f_{A'}(\kappa_{A'}^1) \in T_F \otimes I.
\]
This provides $T_F$ with a structure of an obstruction space. If the obstruction vanishes, then $(\kappa_{A^1}, \kappa_{A^2}) \in D_1(A') \times_{F(A')} D_2(A')$, and by smoothness of the map $D \to D_1 \times_F D_2$ we see that $(\kappa_A, (\kappa_{A^1}, \kappa_{A^2}))$ lies in the image of the map

$$D(A') \to D(A) \times (D_1(A) \times D_2(A)) \left(D_1(A') \times D_2(A')\right). \quad \square$$

In the next theorem, we independently verify that the conclusion of Remark 4.8 is true for the functors $D = D_G$, $D_1 = D_{G/N}^G$ and $D_2 = D_{G/N}$. This provides some evidence for plausibility of existence of the functor $F$.

**Theorem 4.9.** Assume that the functors $D_N$ and $D_{G/N}$ are pro-representable. Then the vector space $H^1(G/N, \Theta^2/\Theta^N)$ is a complete obstruction space to the morphism $\Phi = (\text{res, ind}): D_G \to D_{G/N}^G \times D_{G/N}$.

**Proof.** The proof is quite long, and we will break it in several steps. A part of the proof is isolated in Lemma 4.11, stated and proven only after the main proof. Lemma 4.11 needs in turn a certain computation in the Hochshild-Serre spectral sequence, given in Theorem 5.1 in the appendix.

Let $e: 0 \to I \to A' \to A \to 0$ be a small extension in $C$. We will construct a map $\nu^e: D_G(A) \times (D_{G/N}^G(A) \times D_{G/N}(A)) \left(D_{G/N}^G(A') \times D_{G/N}(A')\right) \to H^1(G/N, \Theta^2/\Theta^N) \otimes I$.

Choose an element

$$\left(\kappa_A, (\kappa_{A^1}, \kappa_{A^2})\right) \in D_G(A) \times (D_{G/N}^G(A) \times D_{G/N}(A)) \left(D_{G/N}^G(A') \times D_{G/N}(A')\right).$$

The deformation $\kappa_A \in D_G(A)$ defines an obstruction class $\mathbb{obs} = \nu^e(\kappa_A) \in H^2(G, \Theta) \otimes I$.

**The class $\mathbb{obs}_0$:** By the spectral sequence in group cohomology

$$E_2^{p,q} = H^p(G/N, H^q(N, \Theta)) \Rightarrow H^{p+q}(G, \Theta),$$

we know that there exists a filtration $0 = E^0 \subseteq E^1 \subseteq E^2 \subseteq E^3 = H^2(G, \Theta)$ such that $E^{k+1}/E^k \simeq E_2^{k,2-k}$. By Lemma 4.11 proven below, we see that from the fact that $\text{res}(\kappa_A) \in D_{G/N}^G(A)$ lifts to $A'$ we can conclude that the images of $\mathbb{obs}$ in $H^2(G, \Theta) \otimes I$ and $H^1(G/N, H^1(N, \Theta)) \otimes I$ vanish. This shows that the images of $\mathbb{obs}$ in $(E^2/E^1) \otimes I$ and $(E^2/E^1) \otimes I$ are trivial, thus $\mathbb{obs} \in E^1 \otimes I$, and hence there exists an $\mathbb{obs}_0 \in H^2(G/N, \Theta^N) \otimes I$ such that $\mathbb{obs} = \text{inf}(\mathbb{obs}_0)$.

Just like for restriction, we also know that $\text{ind}(\kappa_A) \in D_{G/N}(A)$ lifts to $A'$. We will now show that the obstruction $\nu^e(\text{ind}(\kappa_A))$ to lifting $\text{ind}(\kappa_A) \in D_{G/N}(A)$ to $A'$ is equal to the image of $\mathbb{obs}_0$ in $H^2(G/N, \Theta^N) \otimes I$, and from this conclude that

$$\mathbb{obs}_0 \in \ker \left(H^2(G/N, \Theta^N) \to H^2(G/N, \Theta^2) \otimes I\right). \quad (10)$$

**The element $\text{ind}(\kappa_A) \in D_{G/N}(A)$ is the image of $\mathbb{obs}_0$:** Choose a representative $\rho_A: G \to \Gamma_A$ of $\kappa_A$. Write $\mathbb{obs}_0$ as the class $\mathbb{obs}_0 = [\eta]\mathbb{g}_h$ of a 2-cocycle

$$\eta: G/N \times G/N \to \Gamma_{A', A} \simeq \Theta^2 \otimes I.$$

We can choose the cocycle in such a way that $\eta(\text{id}, \text{id}) = 0$. Since $\mathbb{obs} = \text{inf}(\mathbb{obs}_0)$, there exists a set-theoretic lift $\rho_A': G \to \Gamma_{A'}$ of $\rho_A$ to $A'$ such that

$$\rho_A'(g)\rho_A'(h) = \eta(g, h)\rho_A'(gh)$$

(The obstruction to lifting $\rho_A$ to $A'$ is the class of $\eta$; we can always modify the choice of $\rho_A'$ so that it induces a given cocycle in this class.) For such a choice of a lift, the restriction of $\rho_A'$ to $N$ gives a group homomorphism $N \to \Gamma_{A'}$. We can
thus consider the ring of $N$-invariants $A'[t]^N = A[y_A']$ (cf. Lemma 3.1). Since we have
\[ \rho_A'(s)\rho_A'(g) = \rho_A'(sg) = \rho_A'(g)\rho_A'(g^{-1}sg) \quad \text{for} \quad g, s \in N, \]
we see that the morphism $\rho_A'$ preserves $A'[t]^N$ and the morphism it restricts to on $A'[t]^N$ depends only on the class $\bar{g}$ of $g$ in $G/N$. We denote the induced map by
\[ \rho_A(\bar{g})^2 \in \Gamma'_A. \]
We see that $\eta(\bar{g}, \bar{h}) = \rho_A'(g)\rho_A'(\bar{h})\rho_A'(gh)^{-1}$ also preserves $A'[t]^N$.
Furthermore,
\[ \rho_A'(\bar{g})^2\rho_A'(\bar{h})^2 = \eta(\bar{g}, \bar{h})^2\rho_A'(\bar{g}\bar{h})^2, \]
where $\eta(\bar{g}, \bar{h})^2$ is the restriction of $\eta(\bar{g}, \bar{h})$ to $A'[t]^N$. Thus, the obstruction class $\nu_{G/N}^{\Theta^2}(\ind(\kappa_A))$ to lifting $\ind(\kappa_A)$ to $A'$ is equal to the image of $\partial u_{\kappa_A}$ in $H^2(G/N, \Theta^2) \otimes I$.

The class $\text{Obs}$: By [40], we can conclude from Theorem 3.4 that there exists a class
\[ \lambda \in H^1(G/N, \Theta^2 / \Theta^N) \otimes I \]
such that $\partial \lambda = \partial \lambda$. Choose a cocycle $u: G/N \to \Theta^2 \otimes I$
such that the composite map
\[ \bar{u}: G/N \xrightarrow{u} \Theta^2 \otimes I \to (\Theta^2 / \Theta^N) \otimes I \]
is a cocycle and $\lambda$ is the class of $\bar{u}$. If necessary, we can modify $u$ in order to get $u(id) = 0$.

Recall that we have chosen a lift $\rho_A'$ of $\rho_A$ to $A'$ such that
\[ \rho_A'(g)\rho_A'(\bar{h}) = \eta(\bar{g}, \bar{h}) \rho_A'(gh) \]
and that $\partial u_{\kappa_A} = [\eta(\bar{g}, \bar{h})]$. We can furthermore assume that $\eta$ has been chosen in such a way that
\[ \eta(\bar{g}, \bar{h}) = u(\bar{g}) - u(\bar{g}\bar{h}) + u(\bar{g}). \]
Recall that the restriction of $\rho_A'$ to $N$ is a group homomorphism, and hence both $[\rho_A'^*]$ and $\kappa_A'^*$ are in the fiber of $D_{G/N}^{G/N}(A') \to D_{G/N}^{G/N}(A)$ lying over $\kappa_A^N$. Since $D_{G/N}^{G/N}$ is pro-representable, it makes sense to define
\[ \alpha = \kappa_A^N - [\rho_A'] \in H^1(N, \Theta G) \otimes I. \]

The elements $r_{\bar{g}} \in \Theta^2 \otimes I$ can be also regarded as elements of $\Gamma'_{A/A}$. Consider now the maps $r_{\bar{g}} = u(\bar{g})^{-1}\rho_A'(\bar{g})^2 \in \Gamma'_{A/A}$. I claim that the map $G/N \to \Gamma'_{A/A}$ given by $\bar{g} \mapsto r_{\bar{g}}$ is a group homomorphism. Indeed, by Lemma 3.4 we have
\[ r_{\bar{g}}r_{\bar{h}} = u(\bar{g})^{-1}\rho_A'(\bar{g})^2u(\bar{h})^{-1}\rho_A'(\bar{h})^2 = u(\bar{g})^{-1}u(\bar{h})^{-1}\rho_A'(\bar{g}\bar{h})^2 = u(\bar{g})^{-1}u(\bar{h})^{-1}\rho_A'(\bar{g}\bar{h})^2 = r_{\bar{g}\bar{h}}. \]
This shows that both $[r_{\bar{g}}]$ and $\kappa_A'^*$ are in the fiber of $D_{G/N}(A') \to D_{G/N}(A)$ over $\kappa_A^G$. Define
\[ \beta = \kappa_A'^* - [r_{\bar{g}}] \in H^1(G/N, \Theta^2) \otimes I. \]
We are now ready to define the obstruction map. Put
\[ \text{Obs} = \nu_{\kappa_A}^G(\kappa_A, [\kappa_A^N, \kappa_A'^*]) = \lambda + \gamma(\alpha) - \sigma(\beta) \in H^1(G/N, \Theta^2 / \Theta^N) \otimes I \]
We need to verify that the definition of $\text{Obs}$ does not depend on the choices made, i.e., on the choice of:

(i) the representative $\rho_A$ of the class $\kappa_A$,
(ii) the class $\lambda \in H^1(G/N, \Theta^2 / \Theta^N) \otimes I$ such that $\nu_{\kappa_A}^G(\kappa_A) = \inf(\partial(\lambda))$,
(iii) the map $u: G/N \to \Theta^2 \otimes I$ such that $u(id) = 0$ and $\lambda = [u_{\bar{g}}]$,
(iv) the lift $\rho_A'$ of $\rho_A$ to $A'$ such that $\rho_A'(g)\rho_A'(\bar{h})\rho_A'(gh)^{-1} = \partial u(\bar{g}, \bar{h})$. 
The class $\overline{\text{Obs}}$ is independent of the choices made in (ii)--(iv): Let $\tilde{\lambda}, \tilde{\mu}, \tilde{\rho}_{A'}^*$ be another choices for (ii)--(iv), and denote the respective invariants by $\tilde{\alpha}$ and $\tilde{\beta}$. Since $\rho_{A'}^*$ and $\tilde{\rho}_{A'}^*$ are both lifts of $\rho_{A}$, we can write $\tilde{\rho}_{A'}^*(g) = \gamma_g \rho_{A'}^*(g)$ with $\gamma_g \in \Gamma_{A'}$. Directly from the definition we see that

$$\tilde{\lambda} - \lambda = [\overline{\nu}_g] - [\overline{\nu}_g],$$

Similarly, we have

$$\tilde{\alpha} - \alpha = [\rho_{A'}^*] - [\tilde{\rho}_{A'}^*] = -[\gamma_g].$$

We now proceed to compute $\tilde{\beta} - \beta$. The subrings of $A'[t]$ of $N$-invariants with respect to the two $N$-actions are, respectively, $A'[\overline{y_A}]$ and $A'[\overline{\tilde{y}_A}]$, where

$$y_{A'} = \prod_{s \in N} \rho_{A'}(s)(t), \quad \tilde{y}_{A'} = \prod_{s \in N} \tilde{\rho}_{A'}(s)(t).$$

The elements $y_{A'}$ and $\tilde{y}_{A'}$ have the same image in $A[t]$, and the map $\tau$ mapping $y_{A'}$ to $\tilde{y}_{A'}$ gives an isomorphism of $A'[y_{A'}]$ and $A'[\tilde{y}_{A'}]$ over $A[y_{A'}]$. Consider the following diagram:

$$\begin{array}{ccc}
A'(y_{A'}) & \xrightarrow{\tau} & A'(\tilde{y}_{A'}) \\
\rho_{A'}(g)^2 & \xrightarrow{\nu_g} & \tilde{\rho}_{A'}(g)^2 \\
A'(y_{A'}) & \xrightarrow{\delta_g} & A'(y_{A'}) \\
\delta_g & \xrightarrow{\tilde{\nu}_g^{-1}} & \tilde{\rho}_{A'}(g)^2
\end{array}$$

in which all the maps are isomorphisms, and $\delta_g$ and $\nu_g$ are chosen in such a way the the diagram commutes. Tensoring the diagram with $A$, we see that $\delta_g \otimes_A A = v_g \otimes_A A = \text{id}$. Thus we can think of $\delta_g$ and $\nu_g$ as elements of $\Gamma_{A'/A} \cong \Theta^2 \otimes I$. It is also clear that

$$\tilde{\beta} - \beta = [u_g^{-1} \rho_{A'}(g)^2] - [\tilde{u}_g^{-1} \tilde{\rho}_{A'}(g)^2] = -[\delta_g].$$

This gives

$$\sigma(\tilde{\beta}) - \sigma(\beta) = -[\overline{\nu}_g] = [\overline{\nu}_g] - [\overline{\nu}_g].$$

We need to relate $\delta$ to $\gamma$ and $u$. Recall $\overline{\rho}_{A'}(g) = \gamma_g \rho_{A'}(g)$ and write $\gamma_g(t) = t + d_g(t)$ with $d_g \in \Theta \otimes I$. Recall also that we write $f_g = \rho(g)(t)$. Note first that we have

$$\gamma_g(t) = \prod_{s \in N} \rho_{A'}(s)(t) = \prod_{s \in N} \gamma_s \rho_{A'}(s)(t) = \prod_{s \in N} \rho_{A'}(s)(t + d_s(f_s))$$

$$= \prod_{s \in N} \rho_{A'}(s)(t) \left(1 + \sum_{s \in N} \frac{d_s(f_s)}{f_s}\right) = y_{A'} + y \sum_{s \in N} \frac{d_s(f_s)}{f_s}. $$

(In the last term, we write $y$ instead of $y_{A'}$ or $\tilde{y}_{A'}$ because the sum lies in $I$, and hence is annihilated by $m_{A'}$.) We now look at the top rectangle in the previous diagram. We have

$$\tilde{\rho}_{A'} = \rho_{A'}(g)^2 \tau(y_{A'}) = \prod_{s \in N} \tilde{\rho}_{A'}(gs)(t) = \prod_{s \in N} \gamma_g \rho_{A'}(gs)(t)$$

$$= \prod_{s \in N} \rho_{A'}(gs)(t + d_{gs}(f_{gs}))$$

$$= \prod_{s \in N} \rho_{A'}(gs)(t) + y^g \sum_{s \in N} \frac{d_{gs}(f_{gs})}{f_{gs}}.$$
Similarly, write \( v_g(y_{A'}) = y_{A'} + w_g(y), \ w_g \in \Theta^2 \otimes I \). Then we have

\[
v_g \rho^*(\bar{g})^\sharp(y_{A'}) = v_g \left( \prod_{s \in N} \rho^*_A(gs)(t) \right) = \prod_{s \in N} \rho^*_A(gs)(t) + w_g \left( \prod_{s \in N} f_{gs} \right).
\]

Now

\[
\tau v_g \rho^*(\bar{g})^\sharp(y_{A'}) = \tau \left( \prod_{s \in N} \rho^*_A(gs)(t) + w_g \left( \prod_{s \in N} f_{gs} \right) \right)
\]

\[
= \prod_{s \in N} \rho^*_A(gs)(t) + w_g \left( \prod_{s \in N} f_{gs} \right) + \frac{dy^g}{dy} (\bar{g}_A' - y_{A'})
\]

(15)

\[
= \prod_{s \in N} \rho^*_A(gs)(t) + \frac{dy^g}{dy} w_g(y) + \frac{dy^g}{dy} y \sum_{s \in N} \frac{d_s(f_s)}{f_s}.
\]

Since \( v \) was chosen in such a way that the diagram commutes, comparing equations (14) and (15) we get

\[
w_g(y) = y^g \left( \frac{dy^g}{dy} \right)^{-1} \sum_{s \in N} \frac{d_g(f_{gs})}{f_{gs}} - y \sum_{s \in N} \frac{d_s(f_s)}{f_s}.
\]

Recall that we have

\[
\rho^*_A(g) \rho^*_A(h) = \partial u(\bar{g}, \bar{h}),
\]

\[
\tilde{\rho}^*_A(g) \tilde{\rho}^*_A(h) = \partial \tilde{u}(\bar{g}, \bar{h}).
\]

Since \( \tilde{\rho}^*_A(g) = \gamma_g \rho^*_A(g) \), Lemma 3 gives

\[
\gamma^g \gamma^g_\gamma^{-1} = \partial \tilde{u}(\bar{g}, \bar{h}) - \partial u(\bar{g}, \bar{h}).
\]

In particular

\[
\gamma_g = \gamma_g \gamma^g_\gamma \text{ for } g \in G, s \in N,
\]

and hence

\[
d_g = d^g + d_g \text{ for } g \in G, s \in N.
\]

This allows to use Proposition 3.3. Together with equation (16) it shows that there exists an \( \alpha \in \Theta_1 \) such that

\[
\alpha^g - \alpha = d_g(y_G) - \frac{dy_G}{dy} w_g(y) = d_g(y_G) - w_g(y_G),
\]

where \( y_G = \prod_{p \in G} f_p(t) \). In particular

\[
\alpha^s - \alpha = d_s(y_G) \text{ for } s \in N.
\]

Corollary 4.2 gives then \( \gamma([d_s(y_G)]) = \overline{[m_g(y_G)]} \), or in other notation

\[
\gamma([\gamma_s]) = \overline{[\gamma_g]}.
\]

Combining (11), (12) and (13), this gives

\[
\tilde{\lambda} + \gamma(\tilde{\alpha}) - \sigma(\tilde{\beta}) = \lambda + \gamma(\alpha) - \sigma(\beta).
\]

and hence the definition of \( \text{Obs} \) is independent of the choices for (ii)-(iv).

The class \( \text{Obs} \) is independent of the choice for (i): To prove that \( \text{Obs} \) is independent on the choice made in (i), choose a different representative \( \tilde{\rho}_A \) of \( \kappa_A \) and write \( \rho(g) = \chi \rho_A(g) \chi^{-1} \) with \( \chi \in \Gamma_{A,k} \). Choose \( \chi' \in \Gamma_{A',k} \) lying over \( \chi \). Now make the following choices:

in (ii) put \( \tilde{\lambda} = \lambda \), in (iii) put \( \tilde{u} = u \), in (iv) put \( \tilde{\rho}^*_A(g) = \chi' \rho^*_A(g) \chi'^{-1} \).

It is then clear that

\[
\tilde{\lambda} = \lambda, \ \tilde{\alpha} = \alpha, \ \tilde{\beta} = \beta.
\]
This finishes the proof that $\text{Obs}$ is well-defined.

*Obstruction space:* The fact that $\text{Obs}$ depends functorially on the extension
e: 0 → I → A′ → A → 0
is obvious from the construction. This proves that $H^2(G/N, \Theta^J/\Theta^N)$ is an obstruction space to $\Phi$.

*Completeness of the obstruction space:* To prove that $H^2(G/N, \Theta^J/\Theta^N)$ is complete, assume that $\text{Obs} = 0$. Then
$$\lambda \in \text{im } \gamma + \text{im } \sigma$$
and hence by Theorem 4.11
$$\text{Obs} = \inf(\partial(\lambda)) = 0.$$Hence there is no obstruction to lifting $\rho_A$ to $A'$ and there exists a group homomorphism $\rho_{A'} : G \to \Gamma_{A'}$, which is a lift of $\rho_A$ to $A'$. Since $\text{Obs}$ does not depend on choices made in (i)–(iv), we can make the following choices:
in (ii) put $\lambda = 0$, in (iii) put $u = 0$, in (iv) put $\rho_{A'}^* = \rho_{A'}$.
Consider
$$\kappa_{A'}^0 = [\rho_{A'}] \in D_G(A').$$Then $\kappa_{A'}^0$ is a lift of $\kappa_A$ to $A'$ and
$$\alpha = \kappa_A^N - \text{res}(\kappa_{A'}^0), \quad \beta = \kappa_{A'}^{G/N} - \text{ind}(\kappa_{A'}^0).$$Since $\gamma(\alpha) = \sigma(\beta)$, by Corollary 4.3 (ii) there exists a $\zeta \in H^1(G, \Theta)$ such that
$$\alpha = \text{res}(\zeta), \quad \beta = \text{ind}(\zeta).$$Put $\kappa_{A'} = \kappa_{A'}^0 + \zeta \in D_G(A')$. Then
$$\text{res}(\kappa_{A'}) = \text{res}(\kappa_{A'}^0) + \text{res}(\zeta) = \kappa_A^N, \quad \text{ind}(\kappa_{A'}) = \text{ind}(\kappa_{A'}^0) + \text{ind}(\zeta) = \kappa_{A'}^{G/N}.$$Hence the image of $\kappa_{A'}$ by the map
$$D_G(A') \to D_G(A) \times \left( D_G^{G/N}(A') \times D_G^{G/N}(A') \right)$$is $\left( \kappa_A, \left( \kappa_A^N, \kappa_{A'}^{G/N} \right) \right)$. This proves that the obstruction space is complete. \hfill \square

**Remark 4.10.** Note that we can recover Theorem 2.8 as a special case of Theorem 4.9. In fact, when the order of $G/N$ is prime to $p$, the tangent and obstruction space to $D_G$ vanishes, and hence $D_G = \{\ast\}$ is a singleton functor. Similarly, the obstruction space to the map $\text{res}: D_G \to D_G^{G/N}$ vanishes, and hence $\text{res}$ is smooth. From this fact, we conclude as in the proof of Theorem 2.8.

**Lemma 4.11.** Let $e : 0 \to I \to A' \to A \to 0$ be a small extension in $\mathcal{C}$ and let $\kappa \in D_G(A)$. Assume $D_N$ is pro-representable. Let
$$\nu_e(\kappa) \in H^2(G, \Theta) \otimes I$$be an obstruction to lifting $\kappa$ to $A'$. Then the image of $\kappa$ in $D_G^{G/N}(A)$ lifts to $D_G^{G/N}(A')$ if and only if the image of $\nu_e(\kappa)$ vanishes in $H^1(N, \Theta) \otimes I$ and in $H^1(G/N, H^1(N, \Theta)) \otimes I$.

**Proof.** Choose a representative $\rho_A : G \to \Gamma_A$ of $\kappa \in D_G(A)$. The image of $\nu_e(\kappa)$ in $H^2(N, \Theta) \otimes I$ vanishes if and only if $\text{res}(\kappa) \in D_N(A)$ admits a lift to $D_N(A')$. We can thus assume that this condition is satisfied and we can choose a lift $\rho_{A'} : N \to \Gamma_{A'}$ and its set-theoretic extension to a map $\rho_{A'}^0 : G \to \Gamma_{A'}$ which lifts $\rho_A$. The
deformation $\kappa' = [\rho_A] \in D_N(A')$ is a lift of $\text{res}(\kappa)$ to $A'$. The obstruction $\nu_\kappa(\kappa)$ is the class of the 2-cocycle $\eta$ given by

$$\rho_A^*(g)\rho_A^*(h) = \eta(g, h)\rho_A^*(gh).$$

Note that $\eta(s, t) = 0$ for $s, t \in N$. We can then compute $g_*\kappa'$ as the class of

$$g_*\kappa' = \rho_A^*(g)\rho_A^*(g^{-1}sg)\rho_A^*(g)^{-1} = \eta(g, g^{-1}sg)\eta(s, g)^{-1}\rho_A^*(s).$$

This shows that

$$g_*\kappa' = \kappa' + [\eta(g, g^{-1}sg) - \eta(s, g)].$$

Since $D_N$ is pro-representable, the fibers of $D_N(A') \rightarrow D_N(A)$ over $\kappa$ are torsors under the action of $T_{D_N}$ if and only if there exists a $\zeta \in T_{D_N}$ such that

$$g_*\kappa' - \zeta = \kappa' - \zeta.'$$

Together with (17) this gives

$$\eta(g, g^{-1}sg) - \eta(s, g) = \zeta^g - \zeta.'$$

The claim follows from Theorem 5.1, which is phrased in a more general context in the next subsection. \hfill \qed

5. Appendix: A map in the Hochschild-Serre spectral sequence

The purpose of this appendix is to provide an explicit formula for a certain map in the Hochschild-Serre spectral sequence in group cohomology. For lack of a reference, we present this computation here.

Recall that the Hochschild-Serre spectral sequence arises as the Grothendieck spectral sequence (cf. [15, Theorem 5.8.3]) associated to the composition of functors

$$\text{Mod}_G \xrightarrow{\text{inv}_{G/N}} \text{Mod}_{G/N} \xrightarrow{\text{inv}_{G/N}} \text{Ab}.$$ 

The spectral sequence takes on the form

$$H^p(G/N, H^q(N, M)) \Rightarrow H^{p+q}(G, M).$$

For a general reference for spectral sequences, we use [8, Appendix 3].

**Theorem 5.1.** The map

$$\ker(H^2(G, M) \rightarrow H^2(N, M)) \rightarrow H^1(G/N, H^1(N, M))$$

induced from the Hochschild-Serre spectral sequence is given by

$$[\eta(g, h)] \mapsto \xi_h(s) = \eta(s, g) - \eta(g, g^{-1}sg) + gf(g^{-1}sg) - f(s),$$

where $f : N \rightarrow M$ is a cochain such that

$$\eta(s, t) = (\partial f)(s, t) = sf(t) - f(st) + f(s), \quad s, t \in N.$$

**Proof.** Recall that group cohomology can be computed as the cohomology of the complex $\text{Hom}_G(E_i, M)$, where $E_i$ is the free abelian group with the basis given by $(i + 1)$-tuples $(g_0, \ldots, g_i)$ of elements of $G$. With the $G$-action given by

$$g(g_0, \ldots, g_i) = (gg_0, \ldots, gg_i)$$

the module $E_i$ becomes a free $\mathbb{Z}[G]$-module. The derivation $d_i : E_i \rightarrow E_{i-1}$ is given by

$$d_i(g_0, \ldots, g_i) = \sum_{j=0}^{i}(-1)^j(g_0, \ldots, \hat{g}_j, \ldots, g_i).$$
We will change the notation slightly, replacing the complex $E_\bullet$ by an isomorphic complex $F_\bullet$, with less apparent symmetry. Denote by $F_i$ a free $\mathbb{Z}[G]$-module with basis given by $i$-tuples $[g_1, \ldots, g_i]$ and define the derivation $d_i: F_i \to F_{i-1}$ by

$$d_i[g_1, \ldots, g_i] = g_1[g_2, \ldots, g_i] + \sum_{j=1}^{i-1} (-1)^j [g_0, \ldots, g_j g_{j+1}, \ldots, g_i] + (-1)^i [g_1, \ldots, g_{i-1}].$$

This is an isomorphic complex and the isomorphism is defined on the basis by

$[g_1, \ldots, g_i] \mapsto (1, g_1, g_1 g_2, \ldots, g_1 g_2 \cdots g_i)$.

We shall call $E_\bullet$ and $F_\bullet$ the homogenous and the inhomogenous standard complexes, respectively. When it seems important to denote the group explicitly, we write $E_\bullet(G)$ and $F_\bullet(G)$.

Define

$$E_0^{p,q} = \text{Hom}_G(E_0(G/N), \text{Hom}_N(E_0(G), M)).$$

This defines a double complex, with total complex $T$. Considering its vertical filtration, we get a spectral sequence

$$\text{vert} E_2^{p,q} = H^p(G/N, H^q(N, M)) \Rightarrow H^{p+q}(T).$$

Considering its horizontal filtration, we also get a spectral sequence

$$\text{hor} E_2^{p,q} = H^p(G/N, H^q(N, M)) \Rightarrow H^{p+q}(T).$$

Furthermore, the horizontal filtration spectral sequence satisfies

$$\text{hor} E_2^{p,q} = H^q(G, M) \text{ for } p = 0, \quad \text{hor} E_2^{p,q} = 0 \text{ for } p \geq 1.$$  

This shows that the spectral sequence degenerates on the level of $\text{hor} E_2^{p,q}$ and we get isomorphisms $H^p(G, M) \cong H^q(T)$. In this way we get a spectral sequence

$$H^p(G/N, H^q(N, M)) \Rightarrow H^{p+q}(G, M),$$

which is precisely the Hochschild-Serre spectral sequence.

An element $a \in H^2(G, M)$ can be written as an element of $\text{Hom}_G(E_2, M)$, namely as a 2-cocycle $\eta(g, h, k)$ with values in $M$. We easily see that the same element of $H^2(G, M)$ is induced by an element of

$$E_0^{0,2} = \text{Hom}_G(E_0(G/N), \text{Hom}_N(E_2(G), M))$$

given by the map

$$\tilde{\gamma} \mapsto ((g, h, k) \mapsto \eta(g, h, k)).$$

If $a$ lies in ker($H^2(G, M) \to H^2(N, M)$), then there exists a 1-cocycle $f(g, h) \in \text{Hom}_N(E_1(N), M)$ such that

$$\eta(g, h, k) = \partial f(g, h, k) = f(h, k) - f(g, k) + f(g, h).$$

Choose a section $s: G/N \to G$ and put $\sigma(g) = gs(\bar{g})^{-1}$. We can assume that $s(\text{id}) = \text{id}$ and hence $\sigma(\text{id}) = \text{id}$. Then $\sigma: G \to N$ is an $N$-equivariant map. Let $b$ be the element of $E_0^{0,1}$ given by

$$\tilde{\gamma} \mapsto ((g, h) \mapsto (\gamma \xi)(g, h) = \gamma \xi(\gamma^{-1}g, \gamma^{-1}h))$$

where

$$\xi(g, h) = \eta(\sigma(g), g, h) + \eta(\sigma(h), \sigma(g), h) - \eta(\sigma(h), \sigma(g)).$$

One easily checks directly that $d_{\text{vert}} b = a$. Further, $c = d_{\text{hor}} b \in E_0^{1,1}$ is given by

$$((\gamma, \delta) \mapsto ((g, h) \mapsto \xi(\gamma, \delta)(g, h) = (\delta \xi)(g, h) - (\gamma \xi)(g, h)).$$
We are now ready to compute the desired map. The element \(a\) induces a class in \(H^2(G,M) = E^2_{0,2}\). It also induces a class in the cohomology of the total complex \(H^2(T)\). This class is the same as the class of
\[
a - d_{\text{tor}} b = a - d_{\text{vert}} b + d_{\text{tor}} b = c \in E^1_{0,1}.
\]
Further, the class of \(c\) in
\[
E^1_{2} = H^1(G/N,H^1(N,M))
\]
is given as the class of the map in
\[
\text{Hom}_G(E_1(G/N),\text{Hom}_N(E_1(N),M))
\]
given by
\[
(\gamma, \delta) \mapsto \{(g,h) \mapsto \zeta_{(\gamma,\delta)}(g,h) = (\gamma \xi)(g,h) - (\delta \xi)(g,h)\}.
\]
(Note the restriction from \(G\) to \(N\).) Changing the notation from the complex \(E_*\) to the (isomorphic) inhomogenous complex \(F_*\) we get the map
\[
\delta \mapsto (h \mapsto \zeta_{\delta}(h)),
\]
with
\[
\zeta_{\delta}(h) = \delta \eta(\sigma(\delta^{-1}), \delta^{-1}, \delta^{-1}h) + \delta \eta(\sigma(\delta^{-1}h), \sigma(\delta^{-1}), \delta^{-1}h) - \delta f(\sigma(\delta^{-1}h), \sigma(\delta^{-1})) - \eta(\sigma(\delta^{-1}h), \sigma(\delta^{-1})) + f(\sigma(h), \sigma(id)).
\]
We preserve the notation \(\eta(g,h)\) and \(f(h)\) also for the associated inhomogenous cochains. In this notation, we get
\[
\zeta_{\delta}(h) = \delta \eta(\sigma(\delta^{-1})^{-1}g(\delta^{-1})^{-1}h + \delta \eta(\sigma(\delta^{-1}h)) = \sigma(\delta^{-1}h) - \delta \eta(\delta^{-1}h)f((\delta^{-1}h)^{-1} \sigma(\delta^{-1})) - \eta(id,h) - h f(h^{-1}).
\]
The map does not depend on the choice of a representative of \(\delta\). Thus we can assume that \(\sigma(\delta^{-1}) = id\). It follows that \(\sigma(\delta^{-1}h) = \delta^{-1}h \delta\) and the map takes the form
\[
\zeta_\delta(h) = \delta \eta(\delta^{-1}, h) + h \delta \eta(\delta^{-1}h^{-1}, \delta, \delta^{-1}h) - h \delta f(\delta^{-1}h^{-1} \delta) - \eta(id,h) - h f(h^{-1}).
\]
Applying the 2-cocycle equation
\[
g \eta(h,k) - \eta(gh,k) + \eta(g,hk) - \eta(g,h) = 0, \quad g,h,k \in G
\]
to the triples \((g,h,k)\) equal to
\[
(\delta, \delta^{-1}, h), (hd, \delta^{-1}h^{-1} \delta, \delta^{-1}h), (\delta, \delta^{-1}h \delta, \delta^{-1}h^{-1} \delta), (h, \delta, \delta^{-1}), (\delta, id, id),
\]
we get the following equations:
\[
\delta \eta(\delta^{-1}, h) - \eta(id,h) + \eta(\delta, \delta^{-1}h) - \eta(\delta, \delta^{-1}) = 0
\]
\[
h \delta \eta(\delta^{-1}h^{-1} \delta, \delta^{-1}h) - \eta(\delta, \delta^{-1}h) + \eta(h \delta, \delta^{-1}h) - \eta(h \delta, \delta^{-1}h^{-1} \delta) = 0
\]
\[
h \eta(\delta, \delta^{-1}) - \eta(h \delta, \delta^{-1} \delta) + \eta(h, id) - \eta(h, \delta) = 0
\]
\[
\delta \eta(id, id) - \eta(\delta, id) = 0.
\]
Adding equations (19), (20) and (22) and subtracting equations (21) and (23) we get
\[
\delta \eta(\delta^{-1}, h) + h \delta \eta(\delta^{-1}h \delta, \delta^{-1}h) = \delta \eta(\delta^{-1}h \delta, \delta^{-1}h^{-1} \delta) - \eta(\delta, \delta^{-1}h) + \delta \eta(id, id)
\]
\[
+ \eta(id, h) + \eta(\delta, \delta^{-1}) - h \eta(\delta, \delta^{-1}) - \eta(h, id) + \eta(h, \delta) + \eta(h, \delta).
\]
Together with equation (18), this gives
\[
\zeta_{\delta}(h) = \eta(h, \delta) - \eta(\delta, \delta^{-1}h \delta) + \eta(\delta, \delta^{-1}) - h \eta(\delta, \delta^{-1}) + \delta f(\delta^{-1}h \delta) - f(h).
\]
Passing to cohomology, one sees that this gives precisely the map stated in the claim. □
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