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Abstract

We consider a routing game among non-atomic agents where link latency functions are conditional on an uncertain state of the network. The agents have the same prior belief about the state, but only a fixed fraction receive private route recommendations or a common message, which are generated by a known randomization, referred to as private or public signaling policy respectively. The remaining agents choose route according to Bayes Nash flow with respect to the prior. We develop a computational approach to solve the optimal information design problem, i.e., to minimize expected social latency over all public or obedient private signaling policies. For a fixed flow induced by non-participating agents, design of an optimal private signaling policy is shown to be a generalized problem of moments for polynomial link latency functions, and to admit an atomic solution with a provable upper bound on the number of atoms. This implies that, for polynomial link latency functions, information design can be equivalently cast as a polynomial optimization problem. This in turn can be arbitrarily lower bounded by a known hierarchy of semidefinite relaxations. The first level of this hierarchy is shown to be exact for the basic two link case with affine latency functions. We also identify a class of private signaling policies over which the optimal social cost is non-increasing with increasing fraction of participating agents for parallel networks. This is in contrast to existing results where the cost of participating agents under a fixed signaling policy may increase with their increasing fraction.

I. INTRODUCTION

Route choice decision in traffic networks under uncertain and dynamic environments, such as the ones induced by recurring unpredictable incidents, can be a daunting task for agents. Private route recommendation or public information systems could therefore play an important role in such settings. While the agents have prior about the uncertain state, e.g., through experience or publicly available historic records, the informational advantage of such systems in knowing the actual realization gives the possibility of inducing a range of traffic flows through appropriate route recommendation or public information strategies.

A strategy of a recommendation system to map state realization to randomized private route recommendations for the agents is referred to as a private signaling policy; a strategy to map state realization to randomized public messages is referred to as a public signaling policy. The implementation of a private signaling policy requires the
ability to provide different route recommendation to different agents. This can be achieved through personal mobile
devices. On the other hand, public signaling policies require broadcasting the same message to all the agents.
This can be achieved through roadside variable message signs or through personal mobile devices. If the state
corresponds to incident or no incident, then, e.g., the message space for the public policy can be the same,
with no broadcast when the message generated by the policy is no incident. Alternately, a message could also
be a route recommendation. A private signaling policy is feasible or obedient, if, to every agent, it recommends a
route which is weakly better in expectation, with respect to the induced posterior, than the other routes. Under a
public signaling policy, the agents can be assumed to choose routes consistent with Bayes Nash flow with respect
to the posterior. The problem of minimizing expected social latency cost over all obedient private or over all public
signaling policies is referred to as information design in this paper. We are interested in these problems for non-
atomic agents, when a fraction of agents do not participate in signaling and induce Bayes Nash flow with respect
to the prior. The technical challenge is the joint consideration of optimal signaling policy for participating agents
and the flow induced by non-participating agents.

Information design for finite agents has attracted considerable attention recently with applications in multiple
domains, e.g., see [1] for an overview; the single agent case was studied in [2] as Bayesian persuasion. In the finite
agent (and finite action) setting, the obedience condition on the signaling policy can be expressed as finite linear
constraints, one for each combination of actions by the agents. This allows to cast the information design problem
as a tractable optimization problem. Techniques to further reduce computational cost of information design are
presented in [3]. However, analogous computational approaches to solve information design for non-atomic agents,
particularly for routing games, are lacking.

There has been a growing interest recently in understanding the impact of information in non-atomic routing
games. For example, [4]–[7] illustrate that revealing full information to all the agents may not minimize social cost.
Information design using private signaling policies, as in this paper, has also been pursued recently in [8]. Optimal
public signaling policies for some settings were characterized in [9]. While these works provide useful insights,
the information design aspect of these works is restricted to stylized settings involving a network with just two
parallel links, sub-optimal policies, and link latency functions which ensure non-zero flow on all links under all
state realizations. It is not apparent to what extent can the methodologies underlying these studies, which typically
rely on analytical solutions, be generalized. Motivated by this, we develop a computational approach in this paper.
While the detailed discussion is presented for parallel networks for simplicity in presentation, we also describe the
extension of the computational framework to general networks with a single origin-destination pair.

Our key observation is that information design for polynomial latency functions has strong connections with the
generalized problem of moments (GPM) [10]. A GPM minimizes, over finite probability measures, a cost which
is linear in moments with respect to these measures subject to constraints which are also linear in the moments.
This connection allows to leverage computational tools developed for GPM, such as GloptiPoly [11], which
utilizes a hierarchy of semidefinite relaxations to lower bound GPM arbitrarily closely. For a fixed flow induced by
non-participating agents, information design for participating agents is indeed a GPM. Furthermore, since the cost
and constraints involve moments up to a finite order, there exists an optimal signaling policy which is atomic with
provable upper bound on the number of atoms \cite{12}. In other words, interestingly, a finite-support, atomic signaling policy can achieve optimal performance. This property also allows to equivalently cast information design, when the non-participating agents choose route according to Bayes Nash flow, as a polynomial optimization problem. This can be arbitrarily lower bounded by hierarchy of semidefinite relaxations \cite{13}, which can also be implemented in GloptiPoly. The first level of this hierarchy is shown to be exact for the basic two link case with affine latency functions, and it relies on using convexity of cost function and constraints to sharpen the bound from \cite{12} for optimal solution. The lower bound obtained from the hierarchy can be used to upper bound the optimality gap of a feasible solution obtained by packages such as MultiStart in Matlab. Indeed, in our simulations, we report number of starting points for MultiStart and the relaxation order for GloptiPoly for which this gap was found to be negligible.

It is natural to compare our approach with semidefinite programming based approaches for computation of (Bayes) correlated equilibria, e.g., in continuous polynomial games \cite{14}. In \cite{14}, the action set is continuous and the agents are finite, and hence alternate formulations for correlated equilibrium are proposed which involve approximation through finite moments and discretization of the action set. In our setup, where the action set is finite and agents are non-atomic, the constraints for participating agents are readily in computational form and involve moments up to a finite order without any approximation. This then allows us to consider an equivalent finite discretization, with known cardinality, of the agent population, to transform equivalently into polynomial optimization. Thereafter, the use of semidefinite relaxation hierarchy is standard.

The computational approach of this paper can be utilized to complement the current studies on (paradoxical) effect of different fractions of participating agents under specific public signaling policies (primarily, full information). While existing works, e.g., \cite{15}, \cite{16}, study the effect on population-specific (i.e., participating and non-participating) costs, we study the effect on the social cost, in the spirit of the social planner’s perspective adopted in the paper. We provide a class of private signaling policies under which the optimal social cost is non-increasing with increasing fraction of participating agents. The key idea is to use an optimal solution at a given fraction to synthesize signaling policies which are feasible for all higher fractions and give the same cost. This monotonic result does not require the link latency functions to be polynomial. On the other hand, we illustrate through examples that public signaling policies may worsen social performance if too many agents receive the signal.

In summary, the main contributions of the paper are as follows. First, by making connection to GPM and associated semidefinite programming machinery, we point to a compelling computational framework to solve information design problems. Second, by establishing the existence of an atomic optimal solution, we provide credence to such a structural assumption often implicitly made in information design studies. The sharpening of the bound on the number of atoms that we illustrate in a simple case suggests the possibility of using the problem structure to reduce the size of the optimization formulation, and hence the computation cost. Third, the result and underlying proof technique for the monotonic behavior of social cost under a reasonable class of private signaling policies imply that private signaling policies can guarantee performance which is robust to higher than anticipated agent participation rate. However, our results also suggest that this may be difficult to achieve through public signaling policies. Overall, the contributions allow to considerably expand the scope of information design studies which has
been limited so far to stylized settings.

The rest of the paper is organized as follows. Section II formulates the information design problem for non-atomic routing game on parallel networks, and describes indirect signaling policies, with focus on private and public policies. Section III describes an exact polynomial optimization framework, and a class of signaling policies over which the social cost is non-increasing with increasing fraction of participating agents. Section IV provides extension to non-parallel networks and discusses computational complexity of the framework suggested in the paper to solve information design. Section V provides illustrative simulation results, and concluding remarks are provided in Section VI. The proofs for all the technical results are provided in the Appendix.

Notations: $\Delta(X)$ denotes the set of all probability distributions on $X$. For an integer $n$, we let $[n] := \{1, 2, \ldots, n\}$. For a vector $x \in \mathbb{R}^n$, let $\text{supp}(x) := \{i \in [n] \mid x_i \neq 0\}$ be the set of indices whose corresponding entries in $x$ are not zero. For $\lambda \geq 0$, let $P_n(\lambda) := \{x \in \mathbb{R}^n_\geq \mid \sum_{i\in[n]} x_i = \lambda\}$ be the $(n-1)$-dimensional simplex of size $\lambda$. When $\lambda = 1$, we shall simply denote the simplex as $P_n$ for brevity in notation. $0_{n \times m}$ and $1_{n \times m}$ will denote $n \times m$ matrices all of whose entries are 0 and 1 respectively. In all these notations, the subscripts corresponding to size shall be omitted when clear from the context. For matrices $A$ and $B$ of the same size, their Frobenius inner product is $A \cdot B = \sum_{i,j} A_{i,j} B_{i,j}$.

II. PROBLEM FORMULATION AND PRELIMINARIES

Consider a network consisting of $n$ parallel links between a single source-destination pair. We use link and route interchangeably for parallel network. Without loss of generality, let the agent population generate a unit volume of traffic demand. The link latency functions $\ell_{\omega,i}(f_i), i \in [n]$, give latency on link $i$ as a function of flow $f_i$ through them, conditional on the state of the network $\omega \in \Omega = \{\omega_1, \ldots, \omega_s\}$. Throughout the paper, we shall make the following basic assumption on these functions.

Assumption 1. For every $i \in [n], \omega \in \Omega$, $\ell_{\omega,i}$ is a non-negative, continuously differentiable and non-decreasing function.

At times, we shall strengthen the assumption to $\ell_{\omega,i}$ being strictly increasing. A class of functions satisfying Assumption[1] which is attractive from a computational perspective is that of polynomial functions:

$$\ell_{\omega,i}(f_i) = \sum_{d=0}^{D} \alpha_{d,\omega,i} f_i^d, \quad i \in [n], \omega \in \Omega$$

with $\alpha_{0,\omega,i} \geq 0$ and $\alpha_{1,\omega,i} \geq 0$. We shall also let $\alpha_d$ refer to the $s \times n$ matrix whose entries are $\alpha_{d,\omega,i}$. Two instances of (1) commonly studied in the literature are affine and the Bureau of Public Roads (BPR) functions [17]. In the former case, $D = 1$ and in the latter case, $D = 4$ with $\alpha_1 = \alpha_2 = \alpha_3 = 0$. Furthermore, the BPR function has the following interpretation: $\alpha_{0,\omega,i}$ is the free flow travel time on link $i$ when the state is $\omega$, and $\left(0.15 \frac{\alpha_{0,\omega,i}}{\alpha_{4,\omega,i}}\right)^{\frac{1}{4}}$ is the flow capacity of link $i$ when the state is $\omega$.

[1]Extension to non-parallel networks is discussed in Section IV where $n$ denotes the number of routes between the origin-destination pair.
Let $\omega \sim \mu_0 \in \text{interior}(\triangle(\Omega))$, for some prior $\mu_0$ which is known to all the agents. The agents do not have access to the realization of $\omega$, but a fixed fraction $\nu \in [0, 1]$ of the agents receives private route recommendations or public messages conditional on the realized state.

A. Private Signaling Policies

The conditional route recommendations are generated by a private signaling policy $\pi = \{\pi_\omega \in \triangle(\mathcal{P}_n(\nu)) : \omega \in \Omega\}$ as follows. Given a realization $\omega \in \Omega$, sample a $x \in \mathcal{P}_n(\nu)$ according to $\pi_\omega$, and partition the agent population into $n+1$ parts with volumes $(x_1, \ldots, x_n, 1-\nu)$. All the agents are identical, and therefore in the non-atomic setting that we are considering here the partition can be formed by independently assigning every agent to a partition with probability equal to the volume of that partition. The agents in the $(n+1)$-th partition, with volume $1-\nu$, do not receive any recommendation, whereas all the agents in the $i$-th partition, $i \in [n]$, receive recommendation to take route $i$, i.e., $x_i$ volume of agents is recommended to take route $i$.

Example 1. Let $\Omega = \{\omega_1, \omega_2\}$. An example of a signaling policy for the two-link case with $\nu = 1$ is: $\pi_{\omega_1} = x_1$ with probability 0.5 and $x_2$ with probability 0.5, $\pi_{\omega_2} = x_1$ with probability 0.25 and $x_2$ with probability 0.75, with $x_1 = [0.75, 0.25]^T$ and $x_2 = [0.5, 0.5]^T$. When the state is $\omega_1$, then the planner recommends route 1 to 0.75 volume of agents and route 2 to the remaining 0.25 volume with probability 0.5, and recommends route 1 to 0.5 volume of agents and route 2 to the remaining 0.5 volume with probability 0.5. $\pi_{\omega_2}$ has a similar interpretation.

The special case when $\pi_{\omega_1}$ and $\pi_{\omega_2}$ are probability mass functions, as in this example, will be later referred to as atomic private signaling policies and will play an important role in the paper.

The policy $\pi$ and the fraction $\nu$ is publicly known to all the agents. Therefore, it is easy to see that the (joint) posterior on $(x, \omega)$, i.e., the proportion of agents getting different recommendations and the state of the network, formed by an agent who receives recommendation $i \in [n]$ is:

$$
\mu_{\pi,i}(x, \omega) = \frac{x_i \pi_\omega(x) \mu_0(\omega)}{\sum_{\theta \in \Omega} \int_{p \in \mathcal{P}(\nu)} p_i \pi_\theta(p) d\mathcal{P}(\nu)}
$$

and the posterior formed by an agent who does not receive a recommendation is:

$$
\mu_{\pi,\emptyset}(x, \omega) = \pi_\omega(x) \mu_0(\omega)
$$

Remark 1. One could consider an alternate setup where the set of agents who do not participate in the signaling scheme is pre-determined. These agents do not receive a recommendation and also do not have knowledge about $\pi$. In this case, (3) can be replaced with $\mu_{\pi,\emptyset}(x, \omega) = \frac{\mu_\omega(\omega)}{|\mathcal{P}(\nu)|}$ obtained by replacing $\pi_\omega$ with the uniform distribution. The methodologies developed in this paper also extend to this alternate setting.

A signaling policy is said to be obedient if the recommendation received by every agent is weakly better, in expectation with respect to posterior in (2), than other routes, while the non-participating agents induce a Bayes
Nash flow with respect to their posterior in [3]. Formally, a $\pi$ is said to be obedient \footnote{An obedient signaling policy can be interpreted as a Bayes correlated equilibrium \footnote{Throughout the paper, unless noted otherwise, the summation over indices for degree, state and link, such as $d$, $\omega$ and $i$, respectively, are to be taken over the entire range, i.e., $\{0, \ldots, D\}$, $\Omega$ and $[n]$, respectively, and the integral w.r.t. $x$ is over $\mathcal{P}(\nu)$.}} if there exists $y \in \mathcal{P}_n(1 - \nu)$ such that\footnote{An obedient signaling policy can be interpreted as a Bayes correlated equilibrium \footnote{Throughout the paper, unless noted otherwise, the summation over indices for degree, state and link, such as $d$, $\omega$ and $i$, respectively, are to be taken over the entire range, i.e., $\{0, \ldots, D\}$, $\Omega$ and $[n]$, respectively, and the integral w.r.t. $x$ is over $\mathcal{P}(\nu)$.}}

$$\sum_{\omega} \int_x \ell_{\omega,i}(x_i + y_i) \mu_{\pi,i}(x, \omega) \, dx \leq \sum_{\omega} \int_x \ell_{\omega,j}(x_j + y_j) \mu_{\pi,j}(x, \omega) \, dx, \quad i, j \in [n] \quad (4a)$$

$$\sum_{\omega} \int_x \ell_{\omega,i}(x_i + y_i) \mu_{\pi,i}(x, \omega) \, dx \leq \sum_{\omega} \int_x \ell_{\omega,j}(x_j + y_j) \mu_{\pi,j}(x, \omega) \, dx, \quad i \in \text{supp}(y), j \in [n] \quad (4b)$$

$y$ is the flow induced by the non-participating agents. \footnote{An obedient signaling policy can be interpreted as a Bayes correlated equilibrium \footnote{Throughout the paper, unless noted otherwise, the summation over indices for degree, state and link, such as $d$, $\omega$ and $i$, respectively, are to be taken over the entire range, i.e., $\{0, \ldots, D\}$, $\Omega$ and $[n]$, respectively, and the integral w.r.t. $x$ is over $\mathcal{P}(\nu)$.}} captures the fact that this is the Bayes Nash flow with respect to the prior. Plugging the expressions of beliefs from (2) and (3), noting that the denominators on both sides of the inequalities are the same in (4), and multiplying both sides of the second set of inequalities by $y_i$, one equivalently gets:

$$\sum_{\omega} \int_x \ell_{\omega,i}(x_i + y_i) x_i \pi_{\omega}(x) dx \mu_0(\omega) \leq \sum_{\omega} \int_x \ell_{\omega,j}(x_j + y_j) x_i \pi_{\omega}(x) dx \mu_0(\omega), \quad i, j \in [n] \quad (5a)$$

$$\sum_{\omega} \int_x \ell_{\omega,i}(x_i + y_i) y_i \pi_{\omega}(x) dx \mu_0(\omega) \leq \sum_{\omega} \int_x \ell_{\omega,j}(x_j + y_j) y_i \pi_{\omega}(x) dx \mu_0(\omega), \quad i, j \in [n] \quad (5b)$$

We emphasize that multiplying both sides by $y_i$ allows to equivalently relax the restriction on $i$ in terms of $y$ in \footnote{An obedient signaling policy can be interpreted as a Bayes correlated equilibrium \footnote{Throughout the paper, unless noted otherwise, the summation over indices for degree, state and link, such as $d$, $\omega$ and $i$, respectively, are to be taken over the entire range, i.e., $\{0, \ldots, D\}$, $\Omega$ and $[n]$, respectively, and the integral w.r.t. $x$ is over $\mathcal{P}(\nu)$.}} to get (5b).

The social cost is taken to be the expected total latency:

$$J(\pi, y) := \sum_{\omega, i} \int_x (x_i + y_i) \ell_{\omega,i}(x_i + y_i) \pi_{\omega}(x) dx \mu_0(\omega) \quad (6)$$

The information design problem can then be stated as

$$\min_{(\pi,y) \in \Pi \times \mathcal{P}(1 - \nu)} J(\pi, y) \text{ s.t. } (5) \quad (7)$$

where $\Pi$ is the concise notation for $\triangle(\mathcal{P}(\nu))^n$.

**Remark 2.** (i) If there are multiple feasible $y$ for a given $\pi$, then a solution $(\pi^*, y^*)$ to (7) can be interpreted as implicitly requiring an additional effort from the social planner to enforce $y^*$. One could alternately consider a robust formulation by replacing $\min_{(\pi,y)}$ in (7) with $\min_{\pi} \max_{y}$. We leave such an extension for future consideration. Moreover, as we state below after the remark, under a rather reasonable condition on the link latency functions, there exists a unique feasible $y$ for every $\pi$, in which case the robust version is the same as (7).

(ii) The feasible set in (7) is non-empty for all $\nu \in [0, 1]$. Details are provided in Remark 5.
Moreover, such a $y$ is unique if $\{\ell_{\omega,i}\}_{\omega,i}$ are strictly increasing over $[0,1]$. In particular, for uniqueness, it is sufficient to have $\alpha_{1,\omega,i} > 0$ for all $\omega, i$ for affine latency functions, and $\alpha_{4,\omega,i} > 0$ for all $\omega, i$ for BPR latency functions$^4$

B. Indirect Signaling Policies

The private signaling policies considered in the previous section are direct, i.e., their output space is the set of routes. A generalization is when the output space is arbitrary set of messages, e.g., travel time on the routes. Let the message space be $\{1, \ldots, m\} = [m]$. Formally, an indirect signaling policy is $\pi^{\text{ind}} = \{\pi^{\text{ind}}_{\omega} \in \triangle(P_{m}(<\nu)) : \omega \in \Omega\}$. The policy generates a message vector $\bar{x} \in P_{m}(\nu)$, where $\bar{x}_h$ is the volume of agents who get message $k \in [m]$. The joint posterior formed by an agent who receives message $k$ is:

$$
\mu^{\text{ind},k}(\bar{x},\omega) = \frac{\bar{x}_k \pi^{\text{ind}}_{\omega}(\bar{x}) \mu_0(\omega)}{\sum_{\theta \in \Omega} \int_{p \in P_{m}(\nu)} p_h \pi^{\text{ind}}_{\theta}(p) \, dp \, \mu_0(\theta)}
$$

and the posterior formed by an agent who does not receive a recommendation is:

$$
\mu^{\text{ind},\emptyset}(\bar{x},\omega) = \pi^{\text{ind}}_{\omega}(\bar{x}) \mu_0(\omega)
$$

Let $x^{(k)} \in P(\nu)$ be the link flow induced by the agents receiving message $k$, and let $y \in P(1-\nu)$ be the link flow induced by agents not receiving the message. These link flows are given by the Bayes Nash equilibrium (BNE) of the underlying Bayesian game, i.e., they satisfy: $\forall i, j \in [n]$, 

$$
\sum_{\omega} \int_{\bar{x}} \sum_{r} \bar{x}_r x^{(k)}_i + y_i \pi^{\text{ind}}_{\omega}(\bar{x}) \mu_0(\omega) d\bar{x} \leq \sum_{\omega} \int_{\bar{x}} \sum_{r} \bar{x}_r x^{(k)}_j + y_j \pi^{\text{ind}}_{\omega}(\bar{x}) \mu_0(\omega) d\bar{x}, \quad \forall k \in [m]
$$

$$
\sum_{\omega} \int_{\bar{x}} y_i \ell^{\text{ind}}_{\omega}(\bar{x}_r x^{(r)}_i + y_i \pi^{\text{ind}}_{\omega}(\bar{x}) \mu_0(\omega) d\bar{x} \leq \sum_{\omega} \int_{\bar{x}} y_j \ell^{\text{ind}}_{\omega}(\bar{x}_r x^{(r)}_j + y_j \pi^{\text{ind}}_{\omega}(\bar{x}) \mu_0(\omega) d\bar{x}
$$

(9)

We next discuss existence and equivalence of BNE link flows.

Proposition 1. $(x, y) \equiv (\{x^{(k)} \in [m]\}, y)$ is a BNE flow for an indirect signaling policy $\pi^{\text{ind}}$ if and only if it is a solution to:

$$
\min_{y \in P(1-\nu)} \sum_{k \in [m]} \int_{\bar{x}} \sum_{i} \bar{x}_k x^{(k)}_i + y_i \ell_{\omega,i}(\bar{x}) \pi^{\text{ind}}_{\omega}(\bar{x}) \mu_0(\omega) d\bar{x} d\bar{x}
$$

(10)

Furthermore, if the link latency functions are strictly increasing, then all the BNE flows associated with a policy have the same aggregate link flow, i.e., for any two BNE flows $(x^{(1)}, y^{(1)})$ and $(x^{(2)}, y^{(2)})$, we have $\sum_k \bar{x}_k x^{(1,k)} + y^{(1)} = \sum_k \bar{x}_k x^{(2,k)} + y^{(2)}$ for all $\bar{x} \in P_{m}(\nu)$.

Remark 3. 1) Direct private signaling policies in Section II-A correspond to the special case of indirect policies when the set of messages is equal to the set of routes. Accordingly obedience condition in (5) is derived from (9) with $x_i^{(k)} = \nu$ if $i = k$ and equal to zero otherwise.

$^4$Note that all the derivatives of the BPR latency function are zero at 0. However, one can easily show uniqueness in the special cases when, for a signaling policy supported only on $x_i = 0$, (9) has a solution with $y_i = 0$. 

DRAFT
2) Proposition [7] implies that the revelation principle, e.g., see [1], holds true in the setting of this paper. That is, for every indirect policy, there exists a direct policy which induces the same aggregate link flows, and therefore, it is sufficient to optimize over the class of direct policies.

C. Public Signaling Policies

Public signaling policies are the special case of indirect signaling policies when \( \pi^{\text{ind}}_{\omega} \) is supported on the \( m \) vertices of the simplex \( \mathcal{P}_m \). Therefore, a public signaling policy is a map \( \pi^{\text{pub}} : \Omega \rightarrow \Delta([m]) \), or can alternately be represented as a \( s \times m \) row stochastic matrix. In the setting of public signaling policies, the BNE flow condition in (9) becomes:

\[
x^{(k)}_i \sum_{\omega} \left( \ell_{\omega,i}(x^{(k)}_i + y_i) - \ell_{\omega,j}(x^{(k)}_j + y_j) \right) \pi^{\text{pub}}(k|\omega) \leq 0, \quad i, j \in [n], \quad k \in [m] \tag{11a}
\]

\[
y_i \sum_{k, \omega} \left( \ell_{\omega,i}(x^{(k)}_i + y_i) - \ell_{\omega,j}(x^{(k)}_j + y_j) \right) \pi^{\text{pub}}(k|\omega) \leq 0, \quad i, j \in [n] \tag{11b}
\]

The social cost is:

\[
J(\pi^{\text{pub}}, x, y) := \sum_{k, i, \omega} (x^{(k)}_i + y_i) \ell_{\omega,i}(x^{(k)}_i + y_i) \pi^{\text{pub}}(k|\omega) \mu_0(\omega) \tag{12}
\]

Therefore, the problem of optimal public signaling policy design can be written as:

\[
\min_{x^{(k)} \in \mathcal{P}(\nu), k \in [m], y \in \mathcal{P}(1-\nu), \pi^{\text{pub}} \in \Pi(m)} J(\pi^{\text{pub}}, x, y) \quad \text{s.t. } (\Pi) \tag{13}
\]

Example 2. Two public signaling policies which have attracted particular interest are full information and no information:

\[
\pi^{\text{pub}, \text{full}} = \begin{bmatrix}
\omega_1 & 1 & 0 & \ldots & 0 \\
\omega_2 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\omega_s & 0 & 0 & \ldots & 1 \\
\end{bmatrix}, \quad \pi^{\text{pub}, \text{no}} = \begin{bmatrix}
\omega_1 & 1 & 0 & \ldots & 0 \\
\omega_2 & 1 & 0 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\omega_s & 1 & 0 & \ldots & 0 \\
\end{bmatrix} \tag{14}
\]

where \( m = s \) for the full information signaling policy, and \( m \) is arbitrary, e.g., \( m = 1 \), for the no information signaling policy. In fact, any row-stochastic \( \pi^{\text{pub}, \text{no}} \) with identical rows is a no information signaling policy.

III. AN EXACT POLYNOMIAL OPTIMIZATION FORMULATION FOR PRIVATE SIGNALING POLICIES

In this section, unless stated otherwise, we assume that the link latency functions are polynomial, i.e., of the form in (1). For such latency functions, designing optimal public signaling policy in (13) for a given message space is a polynomial optimization problem. For example, (13) is a third degree polynomial optimization problem for affine link latency functions. This is however not the case for private policies in (7). We now describe a procedure to equivalently convert (1) into a polynomial optimization problem.
Let us first consider minimizing $J(\pi, y)$ over $\pi$ satisfying (5a), for a fixed $y$. Note that, for $y = 0$, this corresponds to the information design problem in the special case when $\nu = 1$. Even in this special case, which has been studied previously in [6], [8], no comprehensive solution methodology exists.

We start by rewriting the information design problem in terms of moments of the signaling policy $\pi$. Let $z$ be the vector of all monomials in $x_1, \ldots, x_n$ up to degree $D + 1$ if $D$ is odd, and $D^2 + 1$ if $D$ is even, arranged in a lexicographical order. For example, for $D = 3$, $z = [1, x_1, \ldots, x_n, x_1^2, \ldots, x_1 x_n, x_2 x_1, \ldots, x_2 x_n, \ldots, x_n x_1, \ldots, x_n^2]^T$.

For a fixed $y$, (7) can then be written as:

$$\begin{align*}
\min_{\pi \in \Pi} & \sum_{\omega} \int C_\omega(y) \cdot z z^T \pi_\omega(x) dx \\
\text{s.t.} & \sum_{\omega} \int A^{(i,j)}_\omega(y) \cdot z z^T \pi_\omega(x) dx \geq 0, \quad i, j \in [n] \\
& \sum_{\omega} \int B^{(i,j)}_\omega(y) \cdot z z^T \pi_\omega(x) dx \geq 0, \quad i, j \in [n]
\end{align*}$$

(15a) (15b) (15c)

for appropriate symmetric matrices $C_\omega, A^{(i,j)}_\omega, B^{(i,j)}_\omega$; expressions for these matrices in the special case when $D = 1$ (i.e., affine link latency functions) are provided in Appendix A. The cost in (15a) is the same as the cost in (5a), (15b) corresponds to the obedience constraint in (5a), and (15c) corresponds to (5b). (15) is an instance of the generalized problem of moments (GPM) [10], which in turn can be solved numerically using GloptiPoly [11]. This software solves GPM by lower bounding it with semidefinite relaxations of increasing order. The stopping criterion on the order is however problem-dependent; approximations can be obtained by a user-specified order. In the special of $n = 2$, the first order relaxation is tight.

**Proposition 2.** Let $n = 2$. For every $y \in \mathcal{P}(1 - \nu)$, (15) is equivalent to a semidefinite program.

**Remark 4.** Proposition 2 implies that, in the case of two links, when all the agents are participating, i.e., $\nu = 1$, computing optimal signaling policy is tractable for arbitrary polynomial latency functions. This is to be contrasted with existing work, e.g., [6], [8], where an optimal signaling policy is provided for such a setting only for certain affine link latency functions.

**A. Atomic Private Signaling Policies**

A natural approach to approximate the joint optimization in (7) is to discretize the support of $\pi$. A signaling policy $\pi$ is called $m$-atomic, $m \in \mathbb{N}$, if, for every $\omega \in \Omega$, $\pi_\omega$ is supported on $m$ discrete points $x^{(k)} \in \mathcal{P}(\nu)$, $k \in [m]$. Let the set of such signaling policies be denoted as $\Pi(m)$. It is easy to see that every signaling policy in $\Pi(m)$ can be represented as a $s \times m$ row stochastic matrix. To emphasize the matrix notation, we let $\pi(k|\omega)$ denote the probability of recommending routes according to $x^{(k)}$ when the state realization is $\omega$. Computing optimal
signaling policy in $\Pi(m)$ can be written as the following polynomial optimization problem:\footnote{Throughout the paper, unless noted otherwise, the summation over index for discrete support, such as $k$, is to be taken over the entire range, i.e., $m$.}

\begin{align}
\min_{x, y, \omega, i} & \sum_{k, \omega, i} \left( x_i^{(k)} + y_i \right) \ell_{\omega, i} (x_i^{(k)} + y_i) \pi(k|\omega) \mu_0(\omega) \\
\text{s.t.} & \sum_{k, \omega} \ell_{\omega, i} (x_i^{(k)} + y_i) \pi(k|\omega) \mu_0(\omega) \leq \sum_{k, \omega} \ell_{\omega, j} (x_j^{(k)} + y_j) x_i^{(k)} \pi(k|\omega) \mu_0(\omega), \quad i, j \in [n] \\
& \sum_{k, \omega} \ell_{\omega, i} (x_i^{(k)} + y_i) y_i \pi(k|\omega) \mu_0(\omega) \leq \sum_{k, \omega} \ell_{\omega, j} (x_j^{(k)} + y_j) y_i \pi(k|\omega) \mu_0(\omega), \quad i, j \in [n]
\end{align}

(16a) 

In particular, for (17) with $D = 1$, i.e., affine link latency functions, the polynomials in the cost functions and the constraints are of degree 3.

(16) can also be solved (approximately) using GloptiPoly. (16) gives an increasingly tighter upper bound to (7) with increasing $m \in \mathbb{N}$. While it is natural to expect the gap between (16) and (7) to go to zero as $m \to +\infty$, the gap in fact becomes zero for finite $m$.

**Theorem 1.** (7) is equivalent to (16) for $m \geq s \left(\frac{D+n}{D+1}\right)$.

The upper bound in Theorem 1 on the number of atoms required to realize an optimal signaling policy can be tightened in some cases, as we show in the next section.

**B. Diagonal Atomic Private Signaling Policies**

An atomic policy which has attracted particular attention is when $\pi$ is the identity matrix of size $s$. We shall refer to such a policy as a diagonal atomic signaling policy, and denote its finite support as $x^{\omega}, \omega \in \Omega$. These policies are among the simplest policies which do not reveal the true state. They simplify the process of route recommendation for the planner, and also reduce the complexity of the information design problem. Besides, as shown in Section III-C, they are an important medium for showing monotonicity of cost with increasing fraction of participating agents. Moreover, as simulations in Section V suggest, it might be sufficient to focus on them for optimal performance, however a formal study is left to future work. The polynomial optimization problem in (16) for diagonal atomic policies simplifies to:

\begin{align}
\min_{x, \omega, i} & \sum_{\omega, i} \left( x_i^{\omega} + y_i \right) \ell_{\omega, i} (x_i^{\omega} + y_i) \mu_0(\omega) \\
\text{s.t.} & \sum_{\omega} \ell_{\omega, i} (x_i^{\omega} + y_i) \mu_0(\omega) \leq \sum_{\omega} \ell_{\omega, j} (x_j^{\omega} + y_j) x_i^{\omega} \mu_0(\omega), \quad i, j \in [n] \\
& \sum_{\omega} \ell_{\omega, i} (x_i^{\omega} + y_i) y_i \mu_0(\omega) \leq \sum_{\omega} \ell_{\omega, j} (x_j^{\omega} + y_j) y_i \mu_0(\omega), \quad i, j \in [n]
\end{align}

(17a) 

In general, (17) gives an upper bound to (16) for $m \geq s$, and hence also for (7).
Remark 5. It is interesting to compare the formulations in (16) and (13) for m-atomic private signaling policies and public signaling policies with m messages respectively. While the next result implies that every public signaling policy with m messages can be equivalently realized by an m-atomic private signaling policy, the converse is not true in general.

Proposition 3. Given a \( \nu \in [0, 1] \), for every public signaling policy \( \pi^{\text{pub}} \) with m messages, there exists an m-atomic direct private signaling policy with the same cost.

Proof. Let \( x = (x^{(1)}, \ldots, x^{(m)}) \) and y be a set of link flows induced by \( \pi^{\text{pub}} \), e.g., as given by Proposition 1. Consider the private signaling policy \( \pi = \pi^{\text{pub}} \) supported on atoms at \( (x^{(1)}, \ldots, x^{(m)}) \). Therefore, (16c) is satisfied by the same y as in (11b). Summing (11a) over \( k \in [m] \) gives (16b). That is, \( (\pi, x, y) \) is feasible for (16). The equality of expected costs is trivial given that the induced link flows \( (x, y) \) and the signaling policies \( \pi = \pi^{\text{pub}} \) are the same.

Remark 6. Proposition 3 implies that, for every \( \nu \in [0, 1] \), there exists a feasible 1-atomic private signaling policy corresponding to \( \pi^{\text{pub}} \) in (14) with \( m = 1 \). Therefore, (7) is feasible for every \( \nu \in [0, 1] \). Considering \( s \) duplicates of the same atom as for \( m = 1 \) case implies that (17) is feasible for all \( \nu \in [0, 1] \). Feasibility of (16) can be established along similar lines.

Remark 7. If \( \nu = 1 \), i.e., \( y = 0 \), then Proposition 2 can be strengthened by identifying tractable sufficient conditions on the coefficients of link latency functions such that (15) admits a diagonal atomic optimal solution, using the approach of the proof of Proposition 4. Specifically, one can rewrite (15) only in terms of scalar \( x_1 \) and then note that it is sufficient to ensure that \( A^{(i,j)}_{\omega} z z^T \) in (15b) is concave in \( x_1 \) for all \( i, j \in [n] \) and \( \omega \in \Omega \). The latter can be written in terms of non-negativity of polynomials corresponding to the second derivative of \( A^{(i,j)}_{\omega} z z^T \). These in turn can be equivalently written as semidefinite constraints, e.g., using [79, Theorems 9 and 10].

The next result establishes the equivalence between (17) and (7) in a special case, and also establishes that (17) is equivalent to the following semidefinite program:

\[
\begin{align*}
\min_{M \succeq 0} & \quad \tilde{J}(M) := C \cdot M \\
\text{s.t.} & \quad A^{(i,j)} \cdot M \geq 0, \quad i, j \in [n] \quad \text{(18b)} \\
& \quad B^{(i,j)} \cdot M \geq 0, \quad i, j \in [n] \quad \text{(18c)} \\
& \quad M(1, 1) = 1 \quad \text{(18d)} \\
& \quad M(i, j) \geq 0, \quad i, j \in [(s + 1)n + 1] \quad \text{(18e)} \\
& \quad S_x(k) \cdot M = 0, \quad S_y \cdot M = 0, \quad k \in [m] \quad \text{(18f)} \\
& \quad T_x(i,k) \cdot M = 0, \quad T_y(i) \cdot M = 0, \quad i \in [n], k \in [m] \quad \text{(18g)}
\end{align*}
\]

where the expressions for symmetric matrices \( C, A^{(i,j)}, B^{(i,j)}, S_x(k), S_y, T_x(i,k) \), and \( T_y(i) \) for the special case \( D = 1 \) are provided in Appendix A.
Proposition 4. If $n = 2$, then (17), (7) and (18) are all equivalent to each other for (1) with $D = 1$, i.e., for affine link latency functions.

Remark 8. (i) For $n = 2$ and $D = 1$, Proposition 4 implies that an optimal signaling policy can be realized with $s$ atoms, which is much less than the bound $\binom{3}{2}s = 3s$ given by Theorem 1.

(ii) In spite of its apparent limited scope, Proposition 4 is the first to provide a complete characterization of solution to the information design problem even in the most basic setting. Indeed, Proposition 4 and its proof approach might appear to be a generalization of an observation in [8], which was made for $\nu = 1$, and for limited affine link latency functions. Not only do we remove these restrictions, but moreover, our proof implicitly highlights that the obedience constraint needs more careful treatment than suggested in [8]. Finally, one can follow the proof of Proposition 4 to show that (7) admits a diagonal atomic optimal signaling policy also for $n = 2$ and $D = 2$ if $\alpha_{2,\omega,1} = \alpha_{2,\omega,2} \geq 0$ for all $\omega \in \Omega$.

(iii) It is informative to contrast the different approaches of Proposition 2 and Proposition 4 for establishing tightness of the natural semidefinite relaxation of the corresponding variants of the information design problem. Proposition 4 simply relies on the ability to rewrite the problem in terms of univariate probability measures with compact support, whereas Proposition 4 relies on the tightness of the GPM obtained by relaxation because it has optimal probability measures supported on single atoms.

C. Monotonicity of Optimal Cost Value under Diagonal Atomic Private Signaling Policies

Let $J_{\text{diag}}(x, y)$ denote the cost function in (17a), and let $J_{\text{diag},*}(\nu)$ denote the optimal value for a given $\nu$.

Theorem 2. $J_{\text{diag},*}(\nu)$ is continuous and monotonically non-increasing with respect to $\nu \in [0, 1]$.

Remark 9. (i) Note that Theorem 2 does not require the link latency functions to be polynomial.

(ii) In light of Proposition 4 Theorem 2 implies that, if $n = 2$ and if the link latency functions are affine, then the optimal cost value under all, i.e., not necessarily (diagonal) atomic, private signaling policies is continuous and monotonically non-increasing in $\nu \in [0, 1]$. However, this is not necessarily the case with public signaling policies, as we illustrate in Section V.

(iii) The proof of Theorem 2 in Appendix F implies that for a (not necessarily optimal) atomic diagonal signaling policy $\pi_{\text{diag}}$ for some $\nu_1 \in [0, 1]$, one can construct a simple $\nu$-dependent atomic diagonal signaling policy with the same social cost as $\pi_{\text{diag}}$ for all $\nu \in [\nu_1, 1]$. In other words, one can construct a simple feedback (using $\nu$) atomic diagonal signaling policy around a nominal $\pi_{\text{diag}}$ under which the social cost does not increase due to higher than nominal fraction of participating agents for which $\pi_{\text{diag}}$ is designed. This is to be contrasted with existing results according to which the cost of participating agents may increase with their increasing fraction under a fixed (open-loop) signaling policy, e.g., see [15], [16].

IV. EXTENSION TO NON-PARALLEL NETWORKS AND COMPUTATIONAL COMPLEXITY

The computational framework for information design extends to non-parallel networks with a single origin-destination pair. A route in this case potentially consists of multiple links. Accordingly, the obedience condition in
(5a) becomes \( \sum_\omega \int_x \sum_{e \in i} \ell_{\omega,e}(\tilde{x}_e + \tilde{y}_e) x_i \pi_\omega(x) dx \mu_0(\omega) \leq \sum_\omega \int_x \sum_{e \in j} \ell_{\omega,e}(\tilde{x}_e + \tilde{y}_e) x_i \pi_\omega(x) dx \mu_0(\omega) \) for all \( i, j \in [n] \), where \( e \in i \) denotes all the links \( e \) constituting route \( i \), and \( \tilde{x}_e \) and \( \tilde{y}_e \) denote the flow on link \( e \) induced by the participating and non-participating agents respectively. \( \tilde{x} \) and \( \tilde{y} \) are linear in \( x \) and \( y \) respectively. Therefore, (5a) is polynomial for polynomial link latency functions also for non-parallel networks. The same observation holds true for (5b), as well as for the cost function in (6). This extends to the indirect policy setup as well. Indeed, such generalizations are used in the simulations for the Wheatstone network in Section V. In particular, for networks with \( n \) routes and link latency functions of degree \( D \), the polynomials involved in cost functions and constraints are of degree \( D + 1 \) and have \( n \) variables. Therefore, the lower bound on the number of atoms in Theorem 1 holds as is for non-parallel networks (note that \( n \) is the number of routes and not the number of links).

The optimal signaling policy is to be computed offline, and the messages or recommendations to be generated in real-time as the state changes are obtained through sampling from a given policy. Nevertheless, it is important to examine the complexity of computing optimal policy. The worst-case complexity of semidefinite program, under standard solution methods, scales no worse than the square root of problem size, e.g., see [20]. The sum of the sizes of all the variables in (15) is \( n(m + 1) + sm \). The maximum degree of the monomials for writing the \( r \)-th semidefinite relaxation when the link latency functions are of degree \( D \) is \( \tilde{D} + r - 1 \), where \( \tilde{D} = \frac{(D + 1)}{2} \) if \( D \) is odd and \( = D/2 + 1 \) if \( D \) is even. Therefore, the worst case complexity for solving the \( r \)-th semidefinite relaxation of (16) grows no worse than \( (n(m + 1) + sm)^{\frac{\tilde{D} + r - 1}{2}} \). Semidefinite relaxations of small order have been found in practice to give reasonable lower bound for polynomial optimization problems [13], and the practical performance of semidefinite solvers has been found to be much better than indicated by the worse-case complexity [20].

V. SIMULATIONS

We compare the minimum cost achievable under private signals, public signals, and full information over two parallel links for affine and BPR latency functions (Section V-A) and over a Wheatstone network for affine and quadratic latency functions (Section V-B). We also provide a practical scaling of runtime with network size for parallel networks (Section V-C). The simulations were performed using a combination of GloptiPoly and the MultiStart function (with fmincon solver) in MATLAB on a high performance computing facility. In particular, the upper bound computed by MultiStart allows to certify optimality of the lower bound obtained from GloptiPoly, especially when the solution from GloptiPoly does not come with an explicit certificate of optimality. In all the instances in Sections V-A and V-B it was found sufficient to have 100 starting points for MultiStart and relaxation order of 3 for GloptiPoly. We chose 2 starting points in Section V-C. The no information signal corresponds to \( \nu = 0 \), when all the costs are expectedly equal.

A. Parallel Network

For both the scenarios in this case, the total demand is set to be 5.

The simulation code is available at https://github.com/YixianZhu2016/Information-Design-Simulations.
Fig. 1: Comparison of minimum cost achievable under private signals, public signals and full information over two parallel links, under different $\nu$ for (a) affine latency functions and (b) BPR latency functions.

1) Affine Latency Functions: Figure 1(a) provides comparison between social costs for the following parameters: $\mu_0(\omega_1) = 0.6 = 1 - \mu_0(\omega_2)$,

$$
\alpha_0 = \begin{bmatrix}
\omega_1 \\
\omega_2 
\end{bmatrix} = \begin{bmatrix}
5 & 25 \\
20 & 15 
\end{bmatrix}, \quad \alpha_1 = \begin{bmatrix}
\omega_1 \\
\omega_2 
\end{bmatrix} = \begin{bmatrix}
4 & 2 \\
1 & 2 
\end{bmatrix}
$$

The minimum social cost, i.e., the social cost when the planner can mandate which route every (receiving as well as non-receiving) agent takes for every realization of $\omega$ for these parameters is 83.33. Following Proposition 4 optimal private signal is computed using (17). The approximation to optimal social cost under public signals using (13) was found to be identical for $m = 2, 3, 4$. Optimal public signals underlying Figure 1(a) for $\nu = 0.25, 0.5, 0.75, 1$

\footnote{This is also referred to as the first-best strategy.}
are, respectively:

\[
\begin{align*}
  x &= i=1 \begin{bmatrix} 1.25 & 0 \\ 0 & 1.25 \end{bmatrix}, y = \begin{bmatrix} 3.23 \\ 0.52 \end{bmatrix}, \pi^{\text{pub}} = \begin{bmatrix} \omega_1 & 1 \\ \omega_2 & 0 \end{bmatrix} \\
  x &= i=2 \begin{bmatrix} 2.06 & 2.06 \\ 0.44 & 0.44 \end{bmatrix}, y = \begin{bmatrix} 2.11 \\ 0.39 \end{bmatrix}, \pi^{\text{pub}} = \begin{bmatrix} \omega_1 & 1 \\ \omega_2 & 0 \end{bmatrix} \\
  x &= i=1 \begin{bmatrix} 3.75 & 0 \\ 0 & 3.75 \end{bmatrix}, y = \begin{bmatrix} 0.42 \\ 0.83 \end{bmatrix}, \pi^{\text{pub}} = \begin{bmatrix} \omega_1 & 1 \\ \omega_2 & 0 \end{bmatrix} \\
  x &= i=2 \begin{bmatrix} 4.17 & 0.2 \\ 0.83 & 4.8 \end{bmatrix}, y = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \pi^{\text{pub}} = \begin{bmatrix} \omega_1 & 1 \\ \omega_2 & 0 \end{bmatrix}
\end{align*}
\]

and optimal private signals for the same \( \nu \) are:

\[
\begin{align*}
  x &= i=1 \begin{bmatrix} 0.32 & 0 \\ 0.93 & 1.25 \end{bmatrix}, y = \begin{bmatrix} 3.75 \\ 0 \end{bmatrix}, \pi = \begin{bmatrix} \omega_1 & 1 \\ \omega_2 & 0 \end{bmatrix} \\
  x &= i=2 \begin{bmatrix} 1.58 & 0.37 \\ 0.92 & 2.13 \end{bmatrix}, y = \begin{bmatrix} 2.5 \\ 0 \end{bmatrix}, \pi = \begin{bmatrix} \omega_1 & 1 \\ \omega_2 & 0 \end{bmatrix} \\
  x &= i=1 \begin{bmatrix} 2.83 & 1.62 \\ 0.92 & 2.13 \end{bmatrix}, y = \begin{bmatrix} 1.25 \\ 0 \end{bmatrix}, \pi = \begin{bmatrix} \omega_1 & 1 \\ \omega_2 & 0 \end{bmatrix} \\
  x &= i=2 \begin{bmatrix} 4.08 & 2.87 \\ 0.92 & 2.13 \end{bmatrix}, y = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \pi = \begin{bmatrix} \omega_1 & 1 \\ \omega_2 & 0 \end{bmatrix}
\end{align*}
\]

While the cost in Figure 1(a) shows non-monotonic behavior with respect to \( \nu \) in the full information case as well as under optimal public signal, the optimal cost is monotonically non-decreasing under private signals. Expectedly, the optimal cost under public signal is no greater than the cost under full information, and the optimal cost under private signal is no greater than under public signal. Interestingly, in this case, full information is an optimal public signal for small values of \( \nu \), and gives the same cost as an optimal private signal for even smaller values of \( \nu \).
2) BPR Latency Functions: Figure 1(b) provides comparison between social costs for the following parameters:

\[ \mu_0(\omega_1) = 0.6 = 1 - \mu_0(\omega_2), \]

\[ \alpha_0 = \begin{bmatrix} 5 & 25 \\ 20 & 15 \end{bmatrix}, \quad \alpha_4 = \begin{bmatrix} 0.047 & 0.025 \\ 0.037 & 0.058 \end{bmatrix} \]

and \( \alpha_1 = \alpha_2 = \alpha_3 = 0 \). These parameters correspond to free flow travel times and capacities being equal to \( \alpha_0 \)

\[ \omega_1 \begin{bmatrix} 2 & 3.5 \\ 3 & 2.5 \end{bmatrix} \]

respectively. The minimum social cost for these parameters is 52.78.

The approximation to optimal social cost under private signals using (16) was found to be identical for \( m = 2, 3, 4 \), suggesting that \( m = 2 \) atoms are possibly sufficient to realize optimal private signal in this case. This is much less than the upper bound of \( 2(\frac{6}{5}) = 12 \) atoms given by Theorem 1. Similarly, the approximation to optimal social cost under public signals using (13) was found to be identical for \( m = 2, 3, 4 \). Optimal public signals underlying Figure 1(b) for \( \nu = 0.25, 0.5, 0.75, 1 \) are, respectively:

\[ x = \begin{bmatrix} 1.25 & 0 \\ 0 & 1.25 \end{bmatrix}, \quad y = \begin{bmatrix} 3.75 \\ 0 \end{bmatrix}, \quad \pi^{\text{pub}} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \]

\[ x = \begin{bmatrix} 2.5 & 0 \\ 0 & 2.5 \end{bmatrix}, \quad y = \begin{bmatrix} 2.5 \\ 0 \end{bmatrix}, \quad \pi^{\text{pub}} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \]

\[ x = \begin{bmatrix} 3.75 & 0 \\ 0 & 3.75 \end{bmatrix}, \quad y = \begin{bmatrix} 1.25 \\ 0 \end{bmatrix}, \quad \pi^{\text{pub}} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \]

\[ x = \begin{bmatrix} 5.0 & 2.08 \\ 0.0 & 2.92 \end{bmatrix}, \quad y = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad \pi^{\text{pub}} = \begin{bmatrix} 0.87 & 0 \\ 0.13 & 1 \end{bmatrix} \]
and optimal private signals for the same $\nu$ are:

$$x = \begin{bmatrix} k=1 & k=2 \\ i=1 & 0.99 & 0 \\ i=2 & 0.26 & 1.25 \end{bmatrix}, \quad y = \begin{bmatrix} k=1 & k=2 \\ i=1 & 3.75 \end{bmatrix}, \quad \pi = \begin{bmatrix} k=1 & k=2 \\ \omega_1 & 1 & 0 \\ \omega_2 & 0 & 1 \end{bmatrix}$$

$$x = \begin{bmatrix} k=1 & k=2 \\ i=1 & 2.24 & 0.0 \\ i=2 & 0.26 & 2.5 \end{bmatrix}, \quad y = \begin{bmatrix} k=1 & k=2 \\ i=1 & 2.5 \end{bmatrix}, \quad \pi = \begin{bmatrix} k=1 & k=2 \\ \omega_1 & 1 & 0 \\ \omega_2 & 0 & 1 \end{bmatrix}$$

$$x = \begin{bmatrix} k=1 & k=2 \\ i=1 & 3.49 & 0.76 \\ i=2 & 0.26 & 2.99 \end{bmatrix}, \quad y = \begin{bmatrix} k=1 & k=2 \\ i=1 & 1.25 \end{bmatrix}, \quad \pi = \begin{bmatrix} k=1 & k=2 \\ \omega_1 & 1 & 0 \\ \omega_2 & 0 & 1 \end{bmatrix}$$

$$x = \begin{bmatrix} k=1 & k=2 \\ i=1 & 4.74 & 2.01 \\ i=2 & 0.26 & 2.99 \end{bmatrix}, \quad y = \begin{bmatrix} k=1 & k=2 \\ i=1 & 0 \end{bmatrix}, \quad \pi = \begin{bmatrix} k=1 & k=2 \\ \omega_1 & 1 & 0 \\ \omega_2 & 0 & 1 \end{bmatrix}$$

The social cost profile in Figure 2(b) shows similar qualitative dependence on $\nu$ as in Figure 1(a). Since diagonal atomic private signals are observed to be optimal (based on the sample values reported above), monotonicity of the corresponding cost is consistent with Theorem 2.

**B. Wheatstone Network**

Fig. 2: (a) Wheatstone network; (b) comparison of social costs under affine link latency functions; (c) comparison of social costs under quadratic link latency functions.

1) Affine Latency Functions: Consider the Wheatstone network shown in Figure 2(a), where a demand of 2.5 needs to be routed from $o$ to $d$. Figure 2(b) shows comparison between the costs for the following simulation...
parameters: $\mu_0(\omega_1) = 0.5 = 1 - \mu_0(\omega_2)$,

$$\alpha_0 = \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} = \begin{bmatrix} 1 & 15 & 24 & 1 & 2 \\ 1 & 0.5 & 4 & 1 & 20 \end{bmatrix},$$

$$\alpha_1 = \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} = \begin{bmatrix} 3 & 1 & 1.5 & 0.5 & 5 \\ 3 & 0.5 & 1.5 & 0.5 & 5 \end{bmatrix}.$$

Consider paths 1, 2 and 3 consisting of $i = \{1, 2\}$, $i = \{3, 4\}$ and $i = \{1, 5, 4\}$ respectively. The minimum social cost for these simulation parameters is 19.67. The optimal social cost under public and private signals for $m = 2$ atoms are plotted in Figure 2(b). Optimal public signals for $\nu = 0.25, 0.5, 0.75, 1$ are, respectively:

$$x = \begin{bmatrix} k=1 & k=2 \\ path 1 & \begin{bmatrix} 0 & 0.625 \\ 0.625 & 0 \\ 0 & 0 \end{bmatrix} \end{bmatrix}, \quad y = \begin{bmatrix} 1.53 \\ 0.34 \\ 0 \end{bmatrix}, \quad \pi_{\text{pub}} = \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$$

$$x = \begin{bmatrix} k=1 & k=2 \\ path 1 & \begin{bmatrix} 0 & 1.25 \\ 1.25 & 0 \\ 0 & 0 \end{bmatrix} \end{bmatrix}, \quad y = \begin{bmatrix} 1.23 \\ 0.02 \\ 0 \end{bmatrix}, \quad \pi_{\text{pub}} = \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$$

$$x = \begin{bmatrix} k=1 & k=2 \\ path 1 & \begin{bmatrix} 0 & 1.875 \\ 1.875 & 0 \\ 0 & 0 \end{bmatrix} \end{bmatrix}, \quad y = \begin{bmatrix} 0.625 \\ 0 \\ 0 \end{bmatrix}, \quad \pi_{\text{pub}} = \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$$

$$x = \begin{bmatrix} k=1 & k=2 \\ path 1 & \begin{bmatrix} 0.08 & 2.5 \\ 2.42 & 0 \\ 0 & 0 \end{bmatrix} \end{bmatrix}, \quad y = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \quad \pi_{\text{pub}} = \begin{bmatrix} \omega_1 \\ \omega_2 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$$
and a set of optimal private signals for the same $\nu$ are:

$$x = \begin{bmatrix}
  k=1 & k=2 \\
  \text{path 1} & \begin{bmatrix}
  0.02 \\
  0.61 \\
  0 \\
  0 
  \end{bmatrix},
  \text{path 2} & \begin{bmatrix}
  0.61 \\
  0.02 \\
  0 \\
  0 
  \end{bmatrix},
  \text{path 3} & \begin{bmatrix}
  0 \\
  0 \\
  0 \\
  0 
  \end{bmatrix}
  \end{bmatrix},
  y = \begin{bmatrix}
  1.53 \\
  0.34 \\
  0 \\
  0 
  \end{bmatrix},
  \pi = \begin{bmatrix}
  \omega_1 \\
  \omega_2 
  \end{bmatrix},
  \begin{bmatrix}
  k=1 & k=2 \\
  \text{path 1} & \begin{bmatrix}
  1 \\
  0 \\
  0 \\
  0 
  \end{bmatrix},
  \text{path 2} & \begin{bmatrix}
  0 \\
  0 \\
  0 \\
  1 
  \end{bmatrix},
  \text{path 3} & \begin{bmatrix}
  0 \\
  1 \\
  0 \\
  0 
  \end{bmatrix}
  \end{bmatrix}.$$ 

The social cost profile in Figure 2(b) shows similar qualitative dependence on $\nu$ as in Figure 1(a), with the exception that the full information signal is an optimal public signal for all $\nu \in [0, 1]$ in this case.

2) Quadratic Latency Functions: Consider the same Wheatstone network setup as before, except for quadratic link latency functions with the following coefficients:

$$\alpha_0 = \begin{bmatrix}
  i=1 & i=2 & i=3 & i=4 & i=5 \\
  \omega_1 & \begin{bmatrix}
  1 \\
  24 \\
  1 \\
  2 
  \end{bmatrix},
  \omega_2 & \begin{bmatrix}
  0.5 \\
  1 \\
  20 \\
  0 
  \end{bmatrix}
  \end{bmatrix},
  \alpha_1 = \begin{bmatrix}
  i=1 & i=2 & i=3 & i=4 & i=5 \\
  \omega_1 & \begin{bmatrix}
  1 \\
  5 \\
  1 \\
  20 
  \end{bmatrix},
  \omega_2 & \begin{bmatrix}
  0.5 \\
  1 \\
  20 \\
  0 
  \end{bmatrix}
  \end{bmatrix},
  \alpha_2 = \begin{bmatrix}
  i=1 & i=2 & i=3 & i=4 & i=5 \\
  \omega_1 & \begin{bmatrix}
  0.4314 \\
  0.1818 \\
  0.1455 \\
  0.8693 \\
  0.5499 
  \end{bmatrix},
  \omega_2 & \begin{bmatrix}
  0.9106 \\
  0.2638 \\
  0.1361 \\
  0.5797 \\
  0.1450 
  \end{bmatrix}
  \end{bmatrix}.$$ 

The minimum social cost in this case is found to be 29.40. The optimal social cost under public and private
signals for $m = 2$ atoms are plotted in Figure 2(c). Optimal public signals for $\nu = 0.25, 0.5, 0.75, 1$ are, respectively:

\[
\begin{align*}
\pi_{\text{pub}} &= \begin{cases}
\omega_1 & \text{k=1} \\
\omega_2 & \text{k=2}
\end{cases} \\
\pi &= \begin{cases}
\omega_1 & \text{k=1} \\
\omega_2 & \text{k=2}
\end{cases}
\end{align*}
\]

and a set of optimal private signals for the same $\nu$ are:

\[
\begin{align*}
\pi_{\text{pub}} &= \begin{cases}
\omega_1 & \text{k=1} \\
\omega_2 & \text{k=2}
\end{cases} \\
\pi &= \begin{cases}
\omega_1 & \text{k=1} \\
\omega_2 & \text{k=2}
\end{cases}
\end{align*}
\]
The social cost profile in Figure 2(c) shows similar qualitative dependence on $\nu$ as in Figure 1(a), with the exception that the full information signal is an optimal public signal for all $\nu \in [0, 1]$ in this case.

C. Scaling of Runtime with Network Size

![Graph showing log linear plot of runtime versus $n$ for parallel networks.](image)

Fig. 3: Log linear plot of run time versus $n$ for parallel networks.

We revisit the parallel network setup and report runtime versus number of links. The link latency functions are affine with coefficients for $n$-link network to be the first $n$ columns of

\[
\alpha_0 = \begin{bmatrix}
\omega_1 \\
\omega_2
\end{bmatrix}
\begin{bmatrix}
i=1 & i=2 & i=3 & i=4 & i=5 \\
5 & 25 & 4 & 24 & 17 \\
20 & 15 & 24 & 12 & 19
\end{bmatrix},
\]

\[
\alpha_1 = \begin{bmatrix}
\omega_1 \\
\omega_2
\end{bmatrix}
\begin{bmatrix}
i=1 & i=2 & i=3 & i=4 & i=5 \\
4 & 2 & 1 & 2 & 4 \\
1 & 2 & 3 & 5 & 2
\end{bmatrix},
\]

The total demand is set to be $2.5n$, and the prior is $\mu_0(\omega_1) = 0.6 = 1 - \mu_0(\omega_2)$ in all the instances. The log-linear plot in Figure 3 suggests that runtime grows exponentially with $n$. This apparent inconsistency with the discussion in Section IV is to be understood in the context of complex resource management strategies embedded in the high performance computing facility used for these simulations. Furthermore, implicit in the analysis of Section IV is a large $n$ assumption, and a fixed absolute accuracy level which is independent of $n$. Relaxing these assumptions in the context of practical solvers and hardware limitations is outside the scope of this paper, and will be pursued in future work.

VI. CONCLUSION AND FUTURE WORK

Existing works on information design for non-atomic routing games provide useful insights, whose generalization however is not readily apparent. Relatedly, a computational approach to operationalize optimal information design for general settings does not exist to the best of our knowledge. By making connection to semidefinite programming
(SDP), this paper not only fills this gap, but also allows to leverage computational tools developed by the SDP community. The latter is particularly relevant for extending the approach to non-atomic games beyond routing.

There are several directions for future work. The bound in Theorem 1 may be computationally prohibitive for large networks. Proposition 4, related discussion in Remark 8 and Section V on the other hand suggest the possibility of exploring problem structure to tighten the bound. A counterpart to Theorem 1 for public signaling policies is open. A relatively unexplored direction is sub-optimality bounds for simple classes of signaling policies such as diagonal atomic. Finally, it would be interesting to utilize the approach in this paper to quantify the reduction in price of anarchy under information design. This will complement, e.g., preliminary analysis in [5].
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Expressions for matrices in (15) when \( D = 1 \) are as follows:

\[
C_\omega(y) = \mu_0(\omega) \begin{bmatrix}
\frac{\mu_0(\omega_1)}{2} \alpha_{0,0} & \frac{\mu_0(\omega_2)}{2} \alpha_{0,0} & \ldots & \frac{\mu_0(\omega_s)}{2} \alpha_{0,0} \\
0 & \frac{\mu_0(\omega_1)}{2} \alpha_{0,0} & \ldots & \frac{\mu_0(\omega_s)}{2} \alpha_{0,0} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{bmatrix} y + \begin{bmatrix}
\frac{\mu_0(\omega_1)}{2} \alpha_{0,0} \\
\frac{\mu_0(\omega_2)}{2} \alpha_{0,0} \\
\vdots \\
\frac{\mu_0(\omega_s)}{2} \alpha_{0,0}
\end{bmatrix} T + y^T \begin{bmatrix}
\frac{\mu_0(\omega_1)}{2} \alpha_{0,0} \\
\frac{\mu_0(\omega_2)}{2} \alpha_{0,0} \\
\vdots \\
\frac{\mu_0(\omega_s)}{2} \alpha_{0,0}
\end{bmatrix} \text{diag}(\alpha_{1,\omega}),
\]

Expressions for matrices in (18) when \( D = 1 \) are as follows:

\[
A^{(i,j)} = \begin{bmatrix}
0 & \mu_0(\omega_1)^{\alpha_{0,1} - \alpha_{1,0}} & \ldots & \mu_0(\omega_s)^{\alpha_{0,1} - \alpha_{1,0}} \\
\mu_0(\omega_1)^{\alpha_{0,1} - \alpha_{1,0}} & 0 & \ldots & \mu_0(\omega_s)^{\alpha_{0,1} - \alpha_{1,0}} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_0(\omega_1)^{\alpha_{0,1} - \alpha_{1,0}} & \mu_0(\omega_2)^{\alpha_{0,1} - \alpha_{1,0}} & \ldots & 0
\end{bmatrix}
\]

\[
\tilde{A}^{(i,j)} = \mu_0(\omega) \begin{bmatrix}
\frac{\alpha_{1,0}-\alpha_{1,0}}{2} e_i e_j^T & \frac{\alpha_{1,0}-\alpha_{1,0}}{2} e_i e_j^T \\
\frac{\alpha_{1,0}-\alpha_{1,0}}{2} e_i e_j^T & 0
\end{bmatrix}
\]

\[
B^{(i,j)} = \begin{bmatrix}
0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 0
\end{bmatrix}
\]
for all $\beta$ and $x$ (19b) follows from the following. For every $\tilde{x}$ in (9) following standard arguments.

Conditions for optimality become necessary and sufficient and can be shown to be equivalent to the BNE condition $B$. Proof of Proposition 1.

It is easy to see that (10) is convex since the link latency functions are non-decreasing. Therefore, the KKT conditions for optimality become necessary and sufficient and can be shown to be equivalent to the BNE condition in (9) following standard arguments.

In order to establish the second part of the proposition, consider the following set of aggregate link flows:

$$\tilde{X} := \{ \tilde{x}^{(k)} : \tilde{x}^{(k)} \in P(1), k \in [m], \tilde{x}^{(k)} + y, x^{(k)} \in P(\nu), k \in [m], y \in P(1-\nu) \}$$

(19a)

$$= \{ \tilde{x}^{(k)} : \tilde{x}^{(k)} \in P(1), k \in [m], \sum \min \tilde{x}_i^{(k)} \geq 1 - \nu \}$$

(19b)

(19b) follows from the following. For every $(\{x^{(k)} : k \in [m]\}, y)$, $\sum_i \min_k (x_i^{(k)} + y_i) \geq \sum_i y_i = 1 - \nu$. Vice-versa, for every $\tilde{x}$ satisfying the inequality in (19b), let $y_i := \min_k \tilde{x}_i^{(k)}$, $i \in [n]$. With this, $y_i = \frac{\tilde{y}_i}{\sum_{i,j} (1 - \nu)} \in P(1 - \nu)$ and $x^{(k)} = \tilde{x}^{(k)} - y \in P(\nu), k \in [m]$.

Convexity of $\tilde{X}$ is established as follows. Consider any $\tilde{x}^{(1,k)}$ and $\tilde{x}^{(2,k)}$, $k \in [m]$, belonging to $\tilde{X}$. Therefore, for all $\beta \in [0, 1],$

$$\sum_k \min \left( \beta \tilde{x}_i^{(1,k)} + (1 - \beta) \tilde{x}_i^{(2,k)} \right) \geq \sum_k \left( \beta \tilde{x}_i^{(1,k)} + (1 - \beta) \tilde{x}_i^{(2,k)} \right)$$

$$\geq \beta \sum_k \min \tilde{x}_i^{(1,k)} + (1 - \beta) \sum_k \min \tilde{x}_i^{(2,k)}$$

$$= 1 - \nu$$
where \( k(i) \) in the first equality is a \( k \in [m] \) for which \( \beta \hat{z}_i^{(1,k)} + (1 - \beta) \hat{z}_i^{(2,k)} \) achieves the smallest value.

Now consider the following:

\[
\min_{\{\hat{z}(k), k \in [m]\} \in \mathcal{X}} \sum_{i, \omega} \int_{\mathcal{Z}} \int_0^\infty \sum_k \hat{z}_i^{(k)} \ell_{\omega,i}(z) \pi^{ind}(\hat{x}) \mu_0(\omega) \, dz \, d\hat{x}
\]

(20)

where we use (19b) for \( \hat{X} \). Recall that \( \hat{X} \) is convex. The cost function in (20), say \( F(\hat{x}) \), can be shown to be strictly convex for all \( \hat{x} \in \hat{X} \) as follows. The generic entry of the Hessian of \( F \) is given by:

\[
\frac{\partial^2 F}{\partial \hat{x}_i^{(k_1)} \partial \hat{x}_j^{(k_2)}} = \begin{cases} \sum_{\omega} \int_{\mathcal{Z}} \int_0^\infty \sum_k \hat{z}_i^{(k)} \ell_{\omega,i}(\sum_k \hat{z}_i^{(k)}) \pi^{ind}(\hat{x}) \mu_0(\omega) \, dz \, d\hat{x}, & h = j \\ 0, & h \neq j \end{cases}
\]

Therefore, \( \hat{x}^T \nabla^2 \hat{x} = \sum_{i, \omega} \int_{\mathcal{Z}} \left( \sum_k \hat{z}_i^{(k)} \right)^2 \ell_{\omega,i}(\sum_k \hat{z}_i^{(k)}) \pi^{ind}(\hat{x}) \mu_0(\omega) \, dz \, d\hat{x} > 0 \) for all \( \hat{x} \in \hat{X} \), where the inequality holds because the integrand is non-negative, and for every \( \hat{x} \in \mathcal{P}_m \), \( \sum_k \hat{z}_i^{(k)} > 0 \) for at least one \( i \).

Therefore, (20) is strictly convex. Following the definition of \( \hat{X} \) in (19a), it is also easy to see that (20) and (10) give the same solution. Therefore, for every global minimum of (10), i.e., BNE flow, there exists a unique aggregate link flow in \( \hat{X} \), which is the unique global minimum of (20).

C. Proof of Proposition 2

Substituting \( x_2 = \nu - x_1 \), (7) can be re-written in terms of probability measures \( \tilde{\pi} = \{ \tilde{\pi}_\omega : \omega \in \Omega \} \) over the single variable \( x_1 \), with the only constraint that each entry of \( \tilde{\pi} \) is supported over \([0, \nu]\). Let \( \tilde{\eta} := \{ (\tilde{\eta}_0, ..., \tilde{\eta}_D^{D+1}) : \omega \in \Omega \} \) be the reals corresponding to the first \( D + 1 \) moments of \( \tilde{\pi} \). The cost function in (15a) and the constraint in (15b) can be expressed as linear combinations of elements of \( \tilde{\eta} \). The additional constraint that the elements of \( \tilde{\eta} \) have to correspond to the first \( D + 1 \) moments of probability measures supported on \([0, \nu]\) can be written in terms of linear equations and semidefinite matrix constraints, e.g., see [14 Proposition A.6].

D. Proof of Theorem 7

We refer to Section C for the definition of a truncated moment sequence used in this proof.

Substituting \( x_n = \nu - \sum_{i \in [n-1]} x_i \) and \( y_n = \nu - \sum_{i \in [n-1]} y_i \), (7) can be equivalently rewritten in terms of \((x_1, ..., x_{n-1})\) and \((y_1, ..., y_{n-1})\). We use this reduced form of (7) for this proof. Let \((\pi^*, y^*)\) be an optimal solution to (7). The polynomials in \( x \) appearing in the cost and constraints in (7) have highest degree \( D + 1 \). Consider a \((\hat{\pi}^*, y^*)\), where, for every \( \omega \in [s] \), \( \hat{\pi}^*_\omega \) has the same truncated moment sequence of degree \( D + 1 \) as \( \pi^*_\omega \). Such a \((\hat{\pi}^*, y^*)\) satisfies the constraints in (7) and gives the same cost value as \((\pi^*, y^*)\), and is therefore also optimal. The theorem then follows from [12 Theorem 2] according to which, a truncated moment sequence in \( n - 1 \) variables of degree \( D + 1 \) admits a feasible measure if and only if it admits a feasible measure with support consisting of at most \((D+n)\) atoms.

E. Proof of Proposition 4

**Equivalence between (17) and (7):** Let \((\pi^*, y^*)\) be an optimal solution to (7). We show that, for every \( y \in \mathcal{P}(1 - \nu) \), there exists an optimal solution to (15) which is diagonal atomic. When specialized to \( y^* \), this establishes the equivalence.
It is sufficient to show that for every \( \pi = \{ \pi_\omega : \omega \in \Omega \} \) feasible for (15), the diagonal atomic \( \pi^\text{at} := \{ \pi^\text{at}_\omega(x) = \delta(x - \mathbb{E}_{\pi_\omega}(x)) : \omega \in \Omega \} \) is also feasible and satisfies \( J(\pi^\text{at}) \leq J(\pi) \).

For every \( y \),

\[
J(\pi) - J(\pi^\text{at}) = \sum_{\omega, i} \mu_0(\omega) y_i \left( \int \ell_{\omega, i}(x) \pi_\omega(x) \, dx - \int \ell_{\omega, i}(x) \pi^\text{at}_\omega(x) \, dx \right)
+ \sum_{\omega, i} \mu_0(\omega) \left( \int x_i \ell_{\omega, i}(x) \pi_\omega(x) \, dx - \int x_i \ell_{\omega, i}(x) \pi^\text{at}_\omega(x) \, dx \right) \geq 0
\]

where the inequality follows from Jensen’s inequality due to convexity of \( \ell_{\omega, i} \) (since it is affine) and of \( x_i \ell_{\omega, i} \); it is easy to see that the latter follows from the convexity of \( \ell_{\omega, i} \).

(15b) for \( \pi, i = 1 \) and \( j = 2 \) is:

\[
\sum_{\omega} \int \left( \alpha_{1,\omega,1} x_1^2 - \alpha_{1,\omega,2} x_2 x_1 + \alpha_{1,\omega,1} x_1 y_1 - \alpha_{1,\omega,2} x_1 y_2 + \alpha_{0,\omega,1} x_1 - \alpha_{0,\omega,2} x_1 \right) \pi_\omega(x) \, dx \mu_0(\omega) \leq 0
\]

Plugging \( x_2 = \nu - x_1 \), this is equivalent to:

\[
\sum_{\omega} \left( \alpha_{1,\omega,1} + \alpha_{1,\omega,2} \right) \int x_1^2 \pi_\omega(x) \, dx + \left( \alpha_{1,\omega,1} y_1 + \alpha_{0,\omega,1} - \nu \alpha_{1,\omega,2} - y_2 \alpha_{1,\omega,2} - \alpha_{0,\omega,2} \right) \int x_1 \pi_\omega(x) \, dx \mu_0(\omega) \leq 0
\]

which is equivalent to (15b) for \( \pi^\text{at}, i = 1 \) and \( j = 2 \). The proof for \( i = 2 \) and \( j = 1 \) is identical.

The coefficients in \( B_\omega^{(i,j)} \) corresponding to the quadratic terms are zero and therefore \( \int B_\omega^{(i,j)} z z^T \pi_\omega(x) \, dx = \int B_\omega^{(i,j)} z z^T \pi^\text{at}_\omega(x) \, dx \). Hence, \( \pi^\text{at} \) satisfies (15c) trivially.

Equivalence between (17) and (18): (17) is equivalent to:

\[
\min_{\hat{\pi} \in \Pi} \int C \cdot \hat{\pi} \, d\hat{\pi}
\text{ s.t. } \int A^{(i,j)} \cdot \hat{\pi} \, d\hat{\pi} \geq 0, \quad i, j \in [n] \\
\int B^{(i,j)} \cdot \hat{\pi} \, d\hat{\pi} \geq 0, \quad i, j \in [n]
\]

(21)

where the expressions for the symmetric matrices \( C, A^{(i,j)} \) and \( B^{(i,j)} \) are in Appendix A.

\[
\hat{Z} = \begin{bmatrix} 1 & \hat{z}^T \\ \hat{z} & \hat{z} \hat{z}^T \end{bmatrix}, \quad \hat{z} = [x_1^{\omega_1}, \ldots, x_n^{\omega_s}, \ldots, x_1^{\omega_1}, \ldots, x_n^{\omega_s}, y_1, \ldots, y_n]^T
\]

and \( \Pi \) is the set of probability distributions over \( \hat{z} \) satisfying \( x^{\omega_k} \in \mathcal{P}(\nu) \) for all \( k \in [s] \) and \( y \in \mathcal{P}(1 - \nu) \).

It therefore suffices to establish the equivalence between (21) and (18). We do this via a constrained version of (18):}

\[
\min_{M \succeq 0} \hat{J}(M) \quad \text{s.t. } (18b) - (18g), \quad \text{rank}(M) = 1
\]

(22)
Specifically, (a) for every \( \hat{\pi} \) feasible for (21), \( M(\hat{\pi}) := \int \hat{Z} \, d\hat{\pi} \) is feasible for (22), and hence also for (18); (b) for every \( M = \begin{bmatrix} 1 & \hat{\eta}^T \\ \hat{\eta} & \hat{\eta} \hat{\eta}^T \end{bmatrix} \) feasible for (22), \( \hat{\pi} = \delta(\hat{z} - \hat{\eta}) \) is feasible for (21); and (c) there exists an optimal solution \( M^* \) for (18) such that \( \text{rank}(M^*) = 1 \). (a) and (b) together imply the equivalence between (21) and (22), and (c) implies the equivalence between (22) and (18). The proofs are as follows.

(a) For a 1-atomic \( \hat{\pi} \), \( M(\hat{\pi}) = \begin{bmatrix} 1 & \int \hat{z} \, d\hat{\pi} \\ \int \hat{z} \, d\hat{\pi} & \int \hat{z} \hat{z}^T \, d\hat{\pi} \end{bmatrix} \) implying that \( M(\hat{\pi}) \) is rank one and positive semidefinite. \( M(\hat{\pi}) \) satisfying (18b) and (18c) follow from the corresponding constraints in (21). (18d) follows from the definition of \( M(\hat{\pi}) \), and the rest of the constraints in (18) follow from constraints on the support of \( \hat{\pi} \).

(b) Proposition 5 implies that the 1-atomic \( \hat{\pi} = \delta(\hat{z} - \hat{\eta}) \) belongs to \( \Pi \). Simple algebra shows the equivalence between the other constraints in (21) and the corresponding constraints in (18).

(c) It is sufficient to show that, for every \( M = \begin{bmatrix} 1 & \hat{\eta}^T \\ \hat{\eta} & M^0 \end{bmatrix} \) feasible for (18), the rank one \( \hat{M} = \begin{bmatrix} 1 & \hat{\eta}^T \\ \hat{\eta} & \hat{\eta} \hat{\eta}^T \end{bmatrix} \) is also feasible and satisfies \( \hat{J}(M) \geq \hat{J}(\hat{M}) \).

\[
\hat{J}(M) - \hat{J}(\hat{M}) = C^0 \cdot (M^0 - \hat{\eta} \hat{\eta}^T),
\]

where \( C^0 \) is the principal submatrix of \( C \) obtained by removing the first row and the first column. \( M \geq 0 \) implies \( M^0 - \hat{\eta} \hat{\eta}^T \preceq 0 \). It is easy to see that \( C^0 \) is positive semidefinite. Since the inner product of positive semidefinite matrices is non-negative, this implies that \( \hat{J}(M) - \hat{J}(\hat{M}) \geq 0 \).

Feasibility of (18d)–(18e) follows from the definition of \( \hat{M} \). It is easy to see that \( S_x^{(k)} \cdot \hat{M} = S_x^{(k)} \cdot M \) and \( S_y \cdot \hat{M} = S \cdot M \), and therefore (18f) is also satisfied. Also, for all \( i \in [n] \) and \( k \in [s] \),

\[
T_x^{(i,k)} \cdot \hat{M} = -\nu \hat{\eta}_i + (1 \mathbf{e}_i^T) \cdot (\hat{\eta} \hat{\eta}^T) = -\nu \hat{\eta}_i + \sum_j \hat{\eta}_i \hat{\eta}_j = -\nu \hat{\eta}_i + \nu \hat{\eta}_i = 0
\]

Similarly, \( T_y^{(i)} \cdot \hat{M} = 0 \) for all \( i \in [n] \), implying (18g) is satisfied by \( \hat{M} \). (18d) for \( M \) for \( i = 1 \) and \( j = 2 \) is:

\[
\sum_k \left( \alpha_{1,\omega_k,1} M_{2(k-1)+1,2(k-1)+1}^0 - \alpha_{1,\omega_k,2} M_{2(k-1)+1,2(k-1)+1}^0 + \alpha_{1,\omega_k,1} M_{2(k-1)+1,2s+1}^0 - \alpha_{1,\omega_k,2} M_{2(k-1)+1,2s+2}^0 \right) + \left( \alpha_{0,\omega_k,1} - \alpha_{0,\omega_k,2} \right) \hat{\eta}_{2(k-1)+1} \mu_0(\omega_k) \leq 0
\]

Plugging \( M_{2(k-1)+1,2k}^0 = \nu \hat{\eta}_{2(k-1)+1} - M_{2(k-1)+1,2(k-1)+1}^0 \) and \( M_{2(k-1)+1,2s+2}^0 = (1 - \nu) \hat{\eta}_{2(k-1)+1} - M_{2(k-1)+1,2s+1}^0 \), this is equivalent to

\[
\sum_k \left( (\alpha_{1,\omega_k,1} + \alpha_{1,\omega_k,2}) (M_{2(k-1)+1,2(k-1)+1}^0 + M_{2(k-1)+1,2s+1}^0) \right) + \left( \alpha_{0,\omega_k,1} - \alpha_{0,\omega_k,2} \right) \hat{\eta}_{2(k-1)+1} \mu_0(\omega_k) \leq 0
\]

\[
M \geq 0 \Rightarrow \begin{bmatrix} 1 & \hat{\eta}_{2(k-1)+1} & \hat{\eta}_{2s+1} \\ * & M_{2(k-1)+1,2(k-1)+1}^0 & M_{2(k-1)+1,2s+1}^0 \\ * & * & M_{2(k-1)+1,2s+2}^0 \end{bmatrix} \begin{bmatrix} \hat{\eta}_{2(k-1)+1} \\ \hat{\eta}_{2s+1} \\ \hat{\eta}_{2s+2} \end{bmatrix} \succeq 0
\]

\[
\Rightarrow \begin{bmatrix} M_{2(k-1)+1,2(k-1)+1}^0 \\ * & M_{2(k-1)+1,2s+1}^0 \\ M_{2s+1,2s+1}^0 \end{bmatrix} - \begin{bmatrix} \hat{\eta}_{2(k-1)+1} \\ \hat{\eta}_{2s+1} \\ \hat{\eta}_{2s+2} \end{bmatrix} \succeq 0
\]
Inner product with 
\[ \begin{bmatrix} \alpha_1, \omega_k, 1 + \alpha_1, \omega_k, 2 \\ \alpha_1, \omega_k, 1 + \alpha_1, \omega_k, 2 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} \alpha_1, \omega_k, 1 + \alpha_1, \omega_k, 2 \\ \alpha_1, \omega_k, 1 + \alpha_1, \omega_k, 2 \\ 0 \\ 0 \end{bmatrix} \geq 0 \]

\((\alpha_1, \omega_k, 1 + \alpha_1, \omega_k, 2)(M^0_{2(k-1)+1, 2(k-1)+1} + M^0_{2(k-1)+1, 2s+1}) \geq (\alpha_1, \omega_k, 1 + \alpha_1, \omega_k, 2)(\hat{n}^2_{2(k-1)+1} + \hat{n}_{2(k-1)+1} + 2s+1)\)

Plugging into (23) implies that (18b) is satisfied by \( \hat{M} \) for \( i = 1 \) and \( j = 2 \). The proof for \( i = 2 \) and \( j = 1 \), as well as for (18c), follows similarly.

**F. Proof of Theorem 2**

For every \( \nu \in [0, 1] \), the feasible set for (17) is non-empty. Among the constraints that characterize the feasible set, the only ones which depend on \( \nu \) are the linear equalities and inequalities associated with the characterization of \( P(\nu) \) and \( P(1-\nu) \), and are therefore continuous in \( \nu \). Therefore, the feasible set is continuous in \( \nu \in [0, 1] \). Furthermore, continuity of link latency functions implies that \( J^{\text{diag}}(x, y) \) is continuous. Therefore, (21) implies that \( J^{\text{diag}, \star}(\nu) \) is continuous and the set of optimal solutions to (17) is upper semi-continuous in \( \nu \in [0, 1] \), which in turn implies that there exists optimal solution \((x^\star(\nu), y^\star(\nu))\) which is continuous in \( \nu \in [0, 1] \).

For such a solution, \( C_{ij}^\star(\nu) := \sum_\omega \mu_0(\omega)(\ell_{\omega,i}(x^\star_{ij}(\nu) + y^\star_{ij}(\nu)) = \ell_{\omega,j}(x^\star_{ij}(\nu) + y^\star_{ij}(\nu))) \), \( i, j \in [n] \), are also continuous. Consequently, almost every \( \nu \in [0, 1] \) belongs to a non-zero interval over which, for every \( i, j \in [n] \), \( C_{ij}^\star(\nu) \) is either non-positive or positive. Since \( J^{\text{diag}, \star}(\nu) \) is continuous, it suffices to show that \( J^{\text{diag}, \star}(\nu) \) is monotonically non-increasing over such intervals.

Consider one such interval \([\nu_1, \nu_2] \subseteq [0, 1]\), and define the following over it, for \( \epsilon \in P_n \):

\[ x_i^\omega(\epsilon, \nu) = x_i^{\star, \omega}(\nu_1) + \epsilon_i(\nu - \nu_1), \quad y_i(\epsilon, \nu) = y_i^\star(\nu_1) - \epsilon_i(\nu - \nu_1), \quad i \in [n], \omega \in \Omega \]  
(24)

implies that, for all \( \epsilon \in P_n \) and \( \nu \in [\nu_1, \nu_2] \),

\[ x_i^\omega(\epsilon, \nu) + y_i(\epsilon, \nu) = x_i^{\star, \omega}(\nu_1) + y_i^\star(\nu_1), \quad i \in [n], \omega \in \Omega \]

\[ C_{ij}^\star(\epsilon, \nu) := \sum_\omega \mu_0(\omega)(\ell_{\omega,i}(x_i^{\star, \omega}(\epsilon, \nu) + y_i(\epsilon, \nu)) = \ell_{\omega,j}(x_j^{\star, \omega}(\epsilon, \nu) + y_j(\epsilon, \nu))) \]  
(25)

\[ = \sum_\omega \mu_0(\omega)(\ell_{\omega,i}(x_i^{\star, \omega}(\nu_1) + y_i^\star(\nu_1)) = \ell_{\omega,j}(x_j^{\star, \omega}(\nu_1) + y_j^\star(\nu_1))) = C_{ij}^\star(\nu_1), \quad i, j \in [n] \]

(17a) and (25) imply that for all \( \epsilon \in P_n \) and \( \nu \in [\nu_1, \nu_2] \),

\[ J^{\text{diag}}(\epsilon, \nu) := J^{\text{diag}}(x(\epsilon, \nu), y(\epsilon, \nu)) = \sum_{i, \omega} \mu_0(\omega)(x_i^{\star, \omega}(\nu_1) + y_i^\star(\nu_1))\ell_{\omega,i}(x_i^{\star, \omega}(\nu_1) + y_i^\star(\nu_1)) = J^{\text{diag}, \star}(\nu_1) \]

If \((x(\epsilon, \nu), y(\epsilon, \nu))\) is feasible, then \( J^{\text{diag}, \star}(\nu) \leq J^{\text{diag}}((x(\epsilon, \nu), y(\epsilon, \nu))) = J^{\text{diag}, \star}(\nu_1) \), thereby establishing the theorem. We now establish feasibility of \((x(\epsilon, \nu), y(\epsilon, \nu))\).

It is straightforward to check that \( \sum_i x_i^{\omega}(\epsilon, \nu) = \nu \) and \( \sum_i y_i(\epsilon, \nu) = 1 - \nu \) for all \( \epsilon \in [0, 1] \) and \( \omega \). By construction in (24), \( x_i^{\omega}(\epsilon, \nu) \geq x_i^{\star, \omega}(\nu_1) \geq 0 \) for all \( i, \omega \), where the second inequality follows from optimality.

\(^8\)We forego excessive formalism in arguing about continuity of the feasible set and the optimal solution set with respect to \( \nu \in [0, 1] \). A formal argument would require to define these sets as point to set mappings and study the continuity of such mappings, e.g., see (21) Definition 2.2.1, but would not add further insight.
and hence feasibility, of \( x_i^{*,\nu}(\nu_1) \). Noting from (24) that \( y_i(\epsilon, \nu), \ i \in [n] \), is non-increasing in \( \nu \), its non-negativity is ensured for all \( \nu \) by ensuring non-negativity for \( \nu = \nu_2 \). This corresponds to choosing:

\[
\epsilon \in \{ \hat{\epsilon} \in \mathcal{P}_n \mid \hat{\epsilon}_i \leq y_i^* (\nu_1)/(\nu_2 - \nu_1), \ i \in [n] \} \tag{26}
\]

The set in (26) is non-empty because it contains \( \epsilon = y^*(\nu_1)/(1 - \nu_1) \). The feasibility of the inequalities in (17b), (17c) is established for a given \((i, j)\) by considering the sign of \( C_{ij}^*(\nu_1) \) as follows.

- \( C_{ij}^*(\nu_1) \leq 0 \). (25) implies \( C_{ij}(\epsilon, \nu) \leq 0 \), which in turn implies that (17c) hold true for \((i, j)\). Feasibility of (17b) for \((i, j)\) also follows from (25):

\[
\sum_{\omega} \mu_0(\omega) x_i^*(\epsilon, \nu) \left( \ell_{\omega,i}(x_i^{*,\omega}(\nu) + y_i(\epsilon, \nu)) - \ell_{\omega,j}(x_j^{*,\omega}(\nu) + y_j(\epsilon, \nu)) \right) \\
= \sum_{\omega} \mu_0(\omega) x_i^{*,\omega} \left( \ell_{\omega,i}(x_i^{*,\omega}(\nu_1) + y_i(\nu)) - \ell_{\omega,j}(x_j^{*,\omega}(\nu_1) + y_j(\nu)) \right) + \epsilon_i(\nu - \nu_1) C_{ij}^*(\nu_1) \\
\leq \sum_{\omega} \mu_0(\omega) x_i^{*,\omega} \left( \ell_{\omega,i}(x_i^{*,\omega}(\nu_1) + y_i(\nu)) - \ell_{\omega,j}(x_j^{*,\omega}(\nu_1) + y_j(\nu)) \right) \leq 0
\]

where the last inequality follows from the feasibility of \((x^*(\nu_1), y^*(\nu_1))\).

- \( C_{ij}^*(\nu_1) > 0 \) and hence \( y_i^*(\nu_1) = 0 \). The only feasible solution to (26) in this case is \( \epsilon_i = 0 \). Therefore, \( y_i(0, \nu) = y_i^*(\nu_1) = 0 \). (25) implies \( C_{ij}(0, \nu) > 0 \) and hence (17c) is satisfied with equality for \((i, j)\).

Furthermore,

\[
\sum_{\omega} \mu_0(\omega) x_i^*(0, \nu) \left( \ell_{\omega,i}(x_i^*(0, \nu) + y_i(0, \nu)) - \ell_{\omega,j}(x_j^*(0, \nu) + y_j(0, \nu)) \right) \\
= \sum_{\omega} \mu_0(\omega) x_i^{*,\omega} \left( \ell_{\omega,i}(x_i^{*,\omega}(\nu_1) + y_i(\nu)) - \ell_{\omega,j}(x_j^{*,\omega}(\nu_1) + y_j(\nu)) \right) \leq 0
\]

which establishes (17b) for \((i, j)\).

### G. Technical Results

We need additional definitions for the next result. These are adapted from [22]. A **truncated moment sequence (tms)** in \( \hat{n} \) variables and of degree \( d \) is a finite sequence \( t = (t_a) \) indexed by nonnegative integer vectors \( a := (a_1, \ldots, a_{\hat{n}}) \in \mathbb{N}^{\hat{n}} \) with \( |a| := a_1 + \ldots + a_{\hat{n}} \leq d \). Given a set \( K \), a tms \( t \) is said to admit a \( K \)- probability measure \( \zeta \), i.e., a nonnegative Borel measure supported in \( K \) with \( \int_K d\zeta = 1 \), if

\[
t_a = \int_K \hat{z}^a d\zeta, \quad \forall a \in \mathbb{N}^{\hat{n}} : |a| \leq d
\]

where \( \hat{z}^a := \hat{z}_{a_1} \ldots \hat{z}_{a_{\hat{n}}} \) for \( \hat{z} = (\hat{z}_1, \ldots, \hat{z}_{\hat{n}}) \).

We are interested in tms of degree 2. Accordingly, for brevity in notation, for \( i, \ j \in [\hat{n}] \), let

\[
t_i := t_{(0, \ldots, 0, 1, 0, \ldots, 0)}, \ t_{i,j} := t_{(0, \ldots, 0, 1, 0, \ldots, 0, 1, 0, \ldots, 0)} \tag{27}
\]

We are also specifically interested in probability measures over the set of all \( \hat{z} \) in \( \mathbb{R}^\hat{n} \), \( \hat{n} = n(s + 1) \), satisfying \( \sum_{i \in [(k-1)n+1:kn]} \hat{z}_i = \nu \) for all \( k \in [s] \) and \( \sum_{i \in [n^2 + 1: (s+1)n]} \hat{z}_i = 1 - \nu \). Let the set of such probability measures be denoted as \( \mathcal{P}(\nu) \).
Proposition 5. If a tms \( t \) in \( \tilde{n} = n(s + 1) \) variables and of degree 2 satisfies:

\[
M(t) := \begin{bmatrix}
1 & t_1 & \ldots & t_{\tilde{n}} \\
t_1 & t_{1,1} & \ldots & t_{1,\tilde{n}} \\
\vdots & \vdots & \ddots & \vdots \\
t_{\tilde{n}} & t_{\tilde{n},1} & \ldots & t_{\tilde{n},\tilde{n}}
\end{bmatrix} \geq 0
\tag{28}
\]

\[
t_i \geq 0, \ i \in [\tilde{n}]; \quad t_{i,j} \geq 0, \ i, j \in [\tilde{n}]
\]

\[
\sum_{i \in [(k-1)n+1:kn]} t_i = \nu, \ k \in [s]; \quad \sum_{i \in [sn+1:(s+1)n]} t_i = 1 - \nu
\tag{29a}
\]

\[
\sum_{j \in [(k-1)n+1:kn]} t_{i,j} = \nu t_i, \ i \in [(k-1)n+1:n], \ k \in [s]
\]

\[
\sum_{j \in [sn+1:(s+1)n]} t_{i,j} = (1 - \nu) t_i, \ i \in [sn+1:(s+1)n]
\]

\[\text{rank}(M(t)) = 1\] \tag{29b}

then it admits a unique \( \mathbb{P}(\nu) \)-probability measure, which is also 1-atomic and given by \( \zeta(\hat{z}) = \delta(\hat{z} - [t_1, \ldots, t_{\tilde{n}}]^T) \).

Proof. \((29b)\) implies that

\[
t_{i,j} = t_i t_j, \quad i, j \in [\tilde{n}]
\tag{30}
\]

[22 Theorem 1.1], which in turn is from [23], implies that a \( t \) satisfying \((29a)\) admits a unique \( \mathbb{P}(\nu) \)-probability measure if there exists a tms \( w \) in \( \tilde{n} \) variables and of degree 4 such that it satisfies \( w_a = t_a \) for all \( |a| \leq 2 \), and
\( M_i(w) := \begin{bmatrix} w_i & w_{i,1} & \cdots & w_{i,n} \\
 w_{i,1} & w_{i,1,1} & \cdots & w_{i,1,n} \\
 \vdots & \vdots & \ddots & \vdots \\
 w_{i,n} & w_{i,n,1} & \cdots & w_{i,n,n} \end{bmatrix} \geq 0, \ i \in [\tilde{n}] \) \hspace{1cm} (31)

\[
\sum_{k \in [(l-1)n+1:ln]} w_{i,j,k} = \nu w_{i,j}, \quad i, j \in [\tilde{n}]
\]

\[
\sum_{k \in [sn+1:(s+1)n]} w_{i,j,k} = (1-\nu) w_{i,j}, \quad i, j \in [\tilde{n}], \ l \in [s]
\]

where \( w_i, w_{i,j}, w_{i,j,k}, \) and \( w_{i,j,k,l} \) are defined similar to (27). Let

\[
w_{i,j,k} = t_i t_j t_k, \quad w_{i,j,k,l} = t_i t_j t_k t_l, \quad i, j, k, l \in [\tilde{n}] \] \hspace{1cm} (32)

(30) and (32) imply \( w_{i,j,k} = t_i t_j t_k = w_{i,j} t_k \), and therefore, \( \sum_{k \in [(l-1)n+1:ln]} w_{i,j,k} = w_{i,j} \sum_{k \in [(l-1)n+1:ln]} t_k = \nu w_{i,j} \) for all \( l \in [s] \) and \( \sum_{k \in [sn+1:(s+1)n]} w_{i,j,k} = w_{i,j} \sum_{k \in [sn+1:(s+1)n]} t_k = (1-\nu) w_{i,j} \). (32) implies that every column of \( M_i(w) \) is a multiple of the first column, and therefore \( \text{rank}(M_i(w)) = 1 \). Since the leading entry \( w_i \) is nonnegative, \( M_i(w) \) is positive semidefinite. Along the same lines, \( M(w) \) has rank one and is positive semidefinite.

Since \( \text{rank}(M(w)) = 1 = \text{rank}(M(t)) \), [22, Theorem 1.1] implies that the unique probability measure \( \zeta \) is 1-atomic. The expression for \( \zeta \) is then trivial from the fact that \( E_\zeta[\hat{z}] = [t_1, \ldots, t_n]^T \). \( \square \)