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Abstract—Radio dynamic zones (RDZs) are geographically bounded areas where novel advanced wireless technologies can be developed, tested, and improved, without the concern of interfering to other incumbent radio technologies nearby the RDZ. In order to operate an RDZ, use of a real-time spectrum monitoring system carries critical importance. Such a monitoring system should detect out-of-zone (OoZ) signal leakage outside of the RDZ, and if the interference to nearby receivers is intolerable, the monitoring system should be capable of mitigating such interference. This can e.g. be achieved by stopping operations inside the RDZ or switching to other bands for RDZ operation. In this paper, we introduce a spectrum monitoring concept for OoZ signal leakage detection at RDZs, where sensor nodes (SNs) are installed at the boundary of an RDZ and monitor the power leakage from multiple transmitters within the RDZ. We propose a prediction algorithm that estimates the received interference at OoZ geographical locations outside of the RDZ, using the measurements obtained at sparsely located SNs at the RDZ boundary. Using computer simulations, we evaluate the performance of the proposed algorithm and study its sensitivity to SN deployment density.

Index Terms—Correlated shadowing, estimation, interpolation, Kriging, national radio dynamic zone (NRDZ).

I. INTRODUCTION

Radio dynamic zones (RDZs) are geographically bounded areas where existing receivers nearby the RDZ are protected from high power transmitters that are located inside the RDZ. The transmitters include directed energy systems, high-power microwave transmitters, and experimental systems. For example, in the United States (US), national radio dynamic zones (NRDZs) [1] are recently being conceptualized to serve similar goals. In particular, NRDZ testbeds in the US are expected to “foster innovation by enabling new paradigms in dynamic spectrum sharing between electromagnetic transmitters and receivers” in the future, “while enabling transition-to-practice through robust partnerships with public- and private-sector organizations”, in close coordination with the US National Science Foundation, Federal Communications Commission (FCC), and the National Telecommunications and Information Administration (NTIA) [2].

It is not easily feasible to manage and control harmful interference from individual RDZ transmitters to incumbent sensitive receivers if such transmitters are closely located to the receivers. Therefore, establishing an isolated geographical zone for introducing spatial separation from sensitive receivers, and monitoring interference leakage outside of the geographical zone, carries critical importance. The RDZ is then required to have a prompt reaction to dynamic changes in the environment to protect the receivers.

There are several works in the existing literature related to real-time spectrum monitoring. For example, radio emission maps (REMs) are utilized for evaluating the coverage of the cellular networks as studied in [3], [4]. In [5]–[8], crowdsourced and cooperative spectrum sensing have been explored. However, none of these studies consider the specific RDZ concept and they do not address the problem of accurate signal detection outside of a geographically bounded area. The measurements from the SNs for spectrum monitoring are commonly characterized by spatially correlated shadow fading in the literature [9]. In works such as [10], [11], Kriging-based power prediction and spatial interpolation of the measurements are used in the shadowing auto-correlation model. However, these studies are limited to a single transmit source scenario. Cross-correlation models are extensively surveyed and explored [12], [13], which enables the description of the correlation between signals from different sources.

In this paper, we study how an RDZ efficiently deploys the SNs and monitors the out-of-zone (OoZ) signal leakage surrounding the area. Sensor nodes (SNs) are sparsely deployed at the boundary of the zone and they measure the received power from multiple transmitters inside the RDZ. We consider both the cross-correlation as well as the auto-correlation of signals using a Kriging based approach to deal with signals from multiple transmitters. We propose techniques to estimate the parameters of the correlation models and we introduce...
a signal prediction algorithm based on spatial correlation in the RDZ scenario. Using computer simulations, we study the performance of the proposed approach and compare it with an approach where spatial correlation is not taken into account. Our results show that with a sparse SNs deployment setup, the prediction performance of our proposed algorithm is superior to the path-loss-based algorithm where the spatial correlation is not considered. In addition, the performance of proposed algorithm improves as the radius of the RDZ ($R_0$) and angle spacing ($\theta_\Delta$) becomes smaller.

II. SYSTEM MODEL

A. Proposed RDZ Concept

In this subsection, we introduce our proposed concept for an RDZ, that includes transmitters, receivers, and monitoring SNs as in Fig. [1] RDZ seeks to protect the normal receivers outside of the RDZ, for example, cell phones, from the special transmitters inside of the RDZ. There are $N$ transmitters that are considered to be deployed in the RDZ core area (RDZ-CA), but are restricted to be deployed in the RDZ guard area (RDZ-GA) to introduce a physical isolation between the RDZ transmitters and OoZ receivers. The fixed $K$ SNs are located at the boundary of RDZ target area (RDZ-TA). They measure and predict the power leakage from the RDZ to establish the real-time radio environment boundary map.

The location of the transmitters and the SNs are represented by the distance and the azimuth angle from the origin as

$$l_n = (R_n^t, \phi_n^t), \quad l_k = (R_0, \phi_k^t), \quad (1)$$

where the distance and the azimuth angle of the transmitters are uniformly distributed as $R_n^t \sim U[0, R_0 - R_G]$, $\phi_n^t \sim U[0, 2\pi]$, and the SNs surround the boundary of the zone with uniform angle spacing ($\phi_\Delta$) as $\phi_k^t = (k-1)\phi_\Delta$. The width of the RDZ-GA is given by $R_G$. It is worth noting that the angle spacing should be small enough to guarantee the prediction of the signal power at OoZ locations, while it should be large enough to keep the SN infrastructure cost low. Furthermore, we can decide the width of the guard area ($R_G$) depending on the signal power level from the transmitters in order to manage the OoZ signal leakage. The distance between two adjacent SNs can be written as

$$d_\Delta = R_0 \sqrt{2(1 - \cos(\phi_\Delta))} \approx R_0 \phi_\Delta. \quad (2)$$

In addition, the distance between $n_{th}$ transmitter and $k_{th}$ SN can be expressed as

$$d_{n,k} = ||l_n - l_k|| = \sqrt{(R_n^t)^2 + (R_0)^2 - 2R_n^tR_0\cos(|\phi_n^t - \phi_k^t|)}, \quad (3)$$

which can be obtained by the laws of cosines.

B. Radio Propagation Model

The received signal power can be described by the attenuation of the transmit power and the fluctuation of the power from the different environmental characteristics, and can be expressed as [14]:

$$y_n(k) = P_{Tx} - 10\eta \log_{10}(d_{n,k}) + w_n(k), \quad (4)$$

where $P_{Tx}$, $\eta$ denote the transmit power and the path-loss coefficient, and $w_n(k)$ indicates the shadow fading component that is modeled by a zero-mean Gaussian process with a spatial covariance function. In particular, $w_n(k)$ captures the correlation between two signals at different locations. It can also be represented by jointly lognormal shadowing where $w_1(k), \ldots, w_N(k)$ are jointly Gaussian. An SN can receive signals from multiple transmitters simultaneously, and we assume that the SN is able to observe signals from different sources separately. This assumption can be feasible by periodic pilot transmissions from the transmitters with coordination between transmitters and the SNs in centralized networks. Then, the received signal vector at an SN that stacks the signals from all transmitters within the RDZ can be expressed as

$$y(k) = [y_1(k), \ldots, y_N(k)]^T. \quad (5)$$

C. Correlation Model for Shadow Fading

In this subsection, we describe a correlation model between the received signals of SNs from multiple transmitters, as illustrated in Fig. [2] Four received signals in Fig. [2] need to be characterized by individual correlation models. For example, the correlation between received signals of two SNs from a source can be modeled by an auto-correlation function (ACF), while the correlation between received signals from the different sources can be modeled by a cross-correlation function (CCF). Besides, the CCF needs to be divided into two separate models depending on whether two received signals are coming from the same transmitter or not.

1) Auto-Correlation Model: The ACF between the received signals at $k_{th}$ and $m_{th}$ SNs, for the transmission from the $i_{th}$ transmitter, can be expressed as

$$\rho_{i,i}(k,m) = \frac{\mathbb{E}[w_i(k)w_i(m)]}{\sigma_w^2} = \exp\left(-\frac{||l_k - l_m||}{d_{cor}} \ln 2\right), \quad (6)$$

where $\sigma_w$, $d_{cor}$ denote the standard deviation of shadow fading component and the correlation distance. We adopt the model that the correlation exponentially decays as the distance between the SNs become larger [11]. We assume a homogeneous environment where the shadowing log-variance ($\sigma_w^2$) is constant regardless of distance and sources. Then,
the auto-correlation depends only on the distance between the SNs, and it is independent of the transmitter, given by
\[ \rho_{i,i}(k, m) = \rho_{j,j}(k, m). \]  
(7)

2) Cross-Correlation Model: Unlike the auto-correlation function, it is commonly known that the cross-correlation of shadowing is related to the angle difference between two sources. The cross-correlation between two shadowing components of the \( k \)th SN from the \( i \)th, \( j \)th transmitter can be expressed as
\[ \rho_{i,j}(k, k) = \frac{\mathbb{E}[w_i(k) w_j(k)\sigma_w^2]}{A} = A \cos(\theta_{i,j}(k)) + B, \]  
(8)
where \( A + B \leq 1 \) [14]. The angle \( \theta_{i,j}(k) \) can be derived by the law of cosine as follow:
\[ \cos(\theta_{i,j}(k)) = \frac{(d_{i,k})^2 + (d_{j,k})^2 - ||l_i - l_j||^2}{2d_{i,k}d_{j,k}}. \]  
(9)
Next, we obtain the cross-correlation between the remaining pair of shadowing components, signals from different sources, and different SNs. The cross-correlation between two shadowing components of the \( k \)th, \( m \)th SNs from the \( i \)th, \( j \)th transmitter can be expressed as
\[ \mathbb{E}[w_i(k) w_j(m)] = \rho_{i,j}(k, m) \exp\left( -\frac{||l_i^T - l_j^T||}{d_{cor}} \ln 2 \right). \]  
(10)
where (a) comes form [13] (3). Note that jointly stationary assumption in (a) holds if \( \theta_{i,j}(k) \approx \theta_{i,j}(m) \). It implies that this model should take into account of the sufficiently small variation of the angle in designing parameter \( \theta_{\Delta} \). Furthermore, \( d_{\Delta} \) should be decided by considering \( d_{cor} \). For example, if \( d_{\Delta} \) is relatively too large compared with \( d_{cor} \), the correlation between two adjacent SNs becomes really low, which results in poor prediction performance.

III. RDZ MODEL PARAMETER ESTIMATION

In this section, we describe how an RDZ can estimate unknown parameters related to path-loss and shadow fading that are introduced in the previous section, using the measurements obtained at the SNs.

A. Estimation of the Path-loss Coefficient (\( \eta \))

The received signal power in [4] can be rewritten as
\[ y_n(k) = t_n(k) \beta + w_n(k), \]
\[ t_n(k) = [P_{Tx} - 10 \log (d_{n,k})], \quad \beta = [1 \ \ \eta]^T. \]  
(11)
We assume that the RDZ is aware of the locations of the transmitters and their transmit power \( P_{Tx} \). The ordinary least square (OLS) solution to estimate \( \eta \) can be formulated as
\[ \hat{\eta} = \arg \min \sum_k \sum_n [y_n(k) - t_n(k) \beta]^2. \]  
(12)
The OLS solution minimizes the square error of all measurements of SNs (total \( K \times N \)). Equivalently, it is given by
\[ \hat{\beta} = (T^T T)^{-1} T^T Y, \]  
(13)
where \( T = [t_1(1) \ldots t_N(K)], \ Y = [y_1(1) \ldots y_N(K)]^T \).
After we estimate path-loss, we can extract the shadowing component from the received signal power as follows:
\[ \hat{w}_n(k) = y_n(k) - t_n(k) \hat{\beta}. \]  
(14)

B. Estimation of the Cross-Correlation Function Coefficient

In this subsection, cross-correlation coefficients in (8) are estimated by a RDZ. The shadow fading components from \( N \) transmitters at the \( k \)th SN follow multivariate Gaussian distribution, which is given by
\[ w(k) \sim N(0, C(k, k)), \]  
(15)
where \( C(k, k) \in \mathbb{R}^{N \times N} \) is the covariance matrix, and \( (i_{th}, j_{th}) \) entry of the matrix is given as
\[ C_{i,j}(k, k) = \rho_{i,j}(k, k) = A \cos(\theta_{i,j}(k)) + B, \]  
(16)
where each entry is the same as (8). If the mean and the covariance matrix are given, the log-likelihood function can be written as
\[ L(w(k)) = -\frac{1}{2} \log |C(k, k)| - \frac{1}{2} w(k)^T C(k, k)^{-1} w(k) + C, \]  
(17)
where \( C \) is a constant value. Then, we can estimate coefficients \( A \) and \( B \) using maximum likelihood (ML) estimation as:
\[ (\hat{A}, \hat{B}) = \arg \max_{k=1}^K \left( -\frac{1}{2} \log |C(k, k)| - \frac{1}{2} w(k)^T C(k, k)^{-1} w(k) \right). \]  
(18)

C. Estimation of the Auto-Correlation Function Coefficient

In this section, we estimate the ACF in (9). The spatial dependence of shadowing can be modeled with a semivariogram, which is given by:
\[ \gamma(k, m) = \frac{1}{2} \text{var}(y(k) - y(m)). \]  
(19)
We can empirically estimate semivariogram by using the method of moments. We utilize the fact that SNs are uniformly deployed so that the distance between any two SNs is an integer multiple of \( d_{\Delta} \). For example, the distance between the two adjacent SNs is \( d_{\Delta} \), while the distance between the SN and the second next SN is \( 2d_{\Delta} \). The estimated semivariogram can then be expressed as
\[ \hat{\gamma}(M d_{\Delta}) = \frac{1}{2N(K - M)} \sum_{n=1}^N \sum_{k=1}^{K-M} (y_n(k + M) - y_n(k))^2. \]  
(20)
By using the fact that covariance in (6) is modeled by an exponential form, the semivariogram can be modeled as
\[ \gamma(M d_{\Delta}) = D \left( 1 - \exp\left( -\frac{M d_{\Delta}}{E} \right) \right), \]  
(21)
where $D$, $E$ are the coefficients that we try to find. Then, these two coefficients can be estimated by the least square (LS) estimator as follows:

$$
(D, E) = \arg \min (\gamma(Md_\Delta) - \gamma(Md_\Delta; D, E))^2.
$$

We can find $\hat{d}_{cor}$ from $E$ by (6) and the following relation between covariance and semivariogram $[9, 2.3.23]:$

$$
\gamma(k, m) = \sigma_w^2 - \sigma_w^2 \rho(k, m).
$$

Note that since the total number of measurements $(N(K-M))$ decreases as $M$ increases in (20), and that fewer measurements can degrade the accuracy of estimation, we only consider $M = 1, 2, 3$ in simulations.

IV. INTERPOLATION TO OOZ LOCATIONS USING KRIGING

In this section, using the measurements from all the available SNs and using an estimated correlation model, we interpolate sensing measurements to other OOZ locations where there are no SNs located.

A. Ordinary Kriging Method

The ordinary Kriging method minimizes the spatial prediction error at an arbitrary receiver location with the linear combination of the measurements data set. The ordinary Kriging can formulate the problem statement as follows:

$$
\min_{\lambda_1, \ldots, \lambda_{N, K_s}} E \left[ (\hat{w}_n(k_0) - w_n(k_0))^2 \right],
$$

s.t. \( \hat{w}_n(k_0) = \sum_{i=1}^{N} \sum_{k=1}^{K_s} \lambda_{i,k} w_i(k), \) \( \sum_{i=1}^{N} \sum_{k=1}^{K_s} \lambda_{i,k} = 1, \) \( k_0 \) is a location with no SN measurements. Note that we do not utilize all measurement data, but local data from a few close distance SNs where $K_s \in K$ indicates measurements from the local SNs.

To solve the above problem, we need to transform it to an equivalent problem by using Lagrange multipliers as follows $[9]$

$$
\min_{\lambda_1, \ldots, \lambda_{N, K_s}} E \left[ \left( w_n(k_0) - \sum_{i=1}^{N} \sum_{k=1}^{K_s} \lambda_{i,k} w_i(k) \right)^2 \right] - \mu \left( \sum_{i=1}^{N} \sum_{k=1}^{K_s} \lambda_{i,k} - 1 \right),
$$

where $\mu$ denotes Lagrange multiplier. The objective function in (26) can be rewritten as

$$
\sigma_w^2 + \sigma_w^2 \sum_{j=1}^{N} \sum_{m=1}^{K_s} \sum_{i=1}^{N} \sum_{k=1}^{K_s} \lambda_{j,m} \lambda_{i,k} C_{i,j}(k, m)
$$

$$
- 2\sigma_w^2 \sum_{i=1}^{N} \sum_{k=1}^{K_s} \lambda_{i,k} C_{n,i}(k_0, k) - \mu \left( \sum_{i=1}^{N} \sum_{k=1}^{K_s} \lambda_{i,k} - 1 \right)
$$

where $C_{i,j}(k, m) = E[w_i(k)w_j(m)]/\sigma_w^2 = \rho_{i,j}(k, m)$. Next, we can find the solution by obtaining the first derivative of (27) and equating the result to zero, which is given by

$$
\sum_{j=1}^{N} \sum_{m=1}^{K_s} \lambda_{j,m} C_{i,j}(k, m) - C_{n,i}(k_0, k) + \mu = 0,
$$

$$
i = 1, \ldots, N, \ k = 1, \ldots, K_s.
$$

We can also formulate (28) as follows:

$$
\begin{bmatrix}
C_{1,1}(1, 1) & \cdots & C_{1,N}(1, K_s) & 1 \\
C_{2,1}(1, 1) & \cdots & C_{2,N}(1, K_s) & 1 \\
\vdots & \vdots & \vdots & \vdots \\
C_{N,1}(K_s, 1) & \cdots & C_{N,N}(K_s, K_s) & 1 \\
\end{bmatrix}
$$

$$
\begin{bmatrix}
\lambda_{1,1} \\
\lambda_{2,1} \\
\vdots \\
\lambda_{N,K_s} \\
\end{bmatrix}
$$

$$
= \begin{bmatrix}
C_{n,1}(k_0, 1) \\
C_{n,2}(k_0, 1) \\
\vdots \\
C_{n,N}(k_0, K_s) \\
1
\end{bmatrix}.
$$

We can then obtain optimal $\lambda_{1,1}, \ldots, \lambda_{N,K_s}$ from (29) and estimate the received signal powers at the target locations of interest as follows:

$$
\hat{w}_n(k_0) = \sum_{i=1}^{N} \sum_{k=1}^{K_s} \lambda_{i,k} w_i(k).
$$

The proposed estimation and interpolation algorithms are summarized in Algorithm 1. If an RDZ does not support the proposed Kriging interpolation in Algorithm 1, it is able to estimate the signal power by using path-loss based estimation as follows:

$$
\hat{y}_n(k_0) = P_{Tx} - 10\eta \log_{10}(d_{n,k_0}).
$$

Since the path-loss-based estimation does not take into account spatial correlation, the accuracy would be worse than Kriging interpolation.

Algorithm 1 RDZ Kriging interpolation

1. **Initialize:** $y(1), \ldots, y(K)$, and the location information of transmitters and SNs.
2. Estimate $\hat{\eta}$ by OLS solution in (12).
3. Estimate $\hat{w}_1(1), \ldots, \hat{w}_N(K)$ by (14).
4. Compute $\hat{A}, \hat{B}$ by ML estimation in (18).
5. Estimate semivariogram $\hat{\gamma}(Md_\Delta)$ by (20).
6. Obtain $\hat{D}, \hat{E}$ by LS estimator in (22).
7. for all desired points $k_0$ do
8. Obtain $\hat{w}_n(k_0)$ by ordinary Kriging in (29) and (30).
9. Compute received signal power by $\hat{y}_n(k_0) = P_{Tx} - 10\eta \log_{10}(d_{n,k_0}) + \hat{w}_n(k_0)$.
10. end for
TABLE I
SYSTEM PARAMETERS SETTINGS

| Parameter                        | Value          |
|----------------------------------|----------------|
| Transmit power (P_{Tx})          | 30 dBm         |
| Radius of RDZ-TA (R_0)           | [500 1000] m   |
| Width of RDZ-GA (R_G)            | R_0/10 m       |
| Angle spacing (\phi_\Delta)      | [5 10 15 20 30]° |
| Number of transmitters (N)       | 3              |
| Number of SNs (K)                | 300/\phi_\Delta |
| Path-loss coefficient (\eta)     | 3.5            |
| Standard deviation of shadow fading (\sigma_w) | 8 dB          |
| Correlation distance (d_{cor})   | 100 m          |
| Cross-correlation coefficients (A, B) | [0.7 0.3]     |

B. Generation of Jointly Lognormal Shadowing Components

In our shadow fading model, \( w = [w_n(1), \ldots, w_N(K)]^T \) are jointly Gaussian with spatial covariance matrix \( C \). When \( C \) is a symmetric positive semi-definite matrix (psd), it can be factorized as

\[
C = LL^T. \tag{32}
\]

The covariance matrix from the exponential model in (4) and the cosine model in (16) is known as psd, and the multiplication of the two separable models is psd as well (17). If \( C \) is a positive definite matrix, \( L \) can be generally obtained by Cholesky decomposition. Then, we generate independent Gaussian random variables \( z \sim \mathcal{N}(0, \sigma_z^2 I) \) and obtain shadow fading components as follows:

\[
w = Lz. \tag{33}
\]

When we try to generate \( w \) in our scenario and interpolate the signal power at OoZ locations by Algorithm 1, it is not feasible to generate \( w \) of whole OoZ locations by considering the correlation between every location. First, the size of covariance matrix \( C \) would be too large to compute factorization and multiplication. For example, the size of covariance matrix is \( C \in \mathbb{R}^{(N \times (I_{gri}^r + K)) \times (N \times (I_{gri}^l + K))} \) where \( I_{gri}^r \) indicates the number of all points in the grid of desired locations to predict. Second, the jointly stationary assumption in (10) does not hold if the spatial distance between two points is too large. In this case, by using the marginal distributions property, we can locally generate \( w \) by just generating the subset of the random variables \( w_{sub} \subset w \) and dropping the irrelevant variables from the covariance matrix. Therefore, when we predict the received power at an OoZ location, we can build a covariance matrix that only includes the local SNs measurement data that is used to predict with the OoZ location that we are interested in.

V. Numerical Results

In this section, we evaluate the performance of the proposed algorithm considering various different parameter configurations and scenarios. The system parameters are listed in Table 1. In Fig. 3, we show the change of the distribution of measured signal power at the SNs depending on the width of RDZ-GA (\( R_G \)). It is observed that larger \( R_G \) is effective in reducing the signal power at the boundary of a RDZ since the average distance between transmitters and the boundary increases. The measured power gaps at 90 percent are 5 dB and 4 dB, as \( R_G \) grows from 50 m to 150 m and 300 m. Fig. 4 on the other hand, shows how the distance between adjacent SNs (\( d_{\Delta} \)) grows as a function of \( R_0 \) and \( \theta_\Delta \) as captured in (2). By (6), the correlation between measurements of adjacent SNs decreases as \( d_{\Delta} \) grows and when it is the same as \( d_{cor} \), the correlation goes to 0.5. As the correlation becomes lower, the estimation performance from the Kriging interpolation becomes poor.

The performance of the proposed Kriging interpolation in Algorithm 1 is shown in Fig. 5. The path-loss-based estimation result is obtained by (31). We iteratively calculate the signal power of an unknown location and the predicted signal power by Algorithm 1 and compare them with the root mean square error (RMSE). The RMSE is calculated by \( \sqrt{\frac{1}{N_{iter}} \sum_{n=1}^{N_{iter}} (y_n(k_0) - \hat{y}_n(k_0))^2} \). Since path-loss-based estimation does not take into account the spatial correlation and does not interpolate signals from SNs, the RMSE is
constant regardless of the angle spacing. On the other hand, the Kriging interpolation algorithm improves the RMSE as the angle spacing and the radius of the zone become smaller. Although the Kriging interpolation outperforms the path-loss-based estimation in most cases, the performance could be worse than the path-loss-based estimation if the angle spacing and the radius of the zone are too large.

Fig. 5 shows the accuracy of the path-loss and correlation coefficients estimation using the normalized mean square error (NMSE) depending on the angle spacing. The NMSE of $\eta$ can be calculated by $\sqrt{\frac{1}{N_{\text{iter}}} \sum_{i=1}^{N_{\text{iter}}} \left( \frac{\eta - \bar{\eta}}{\eta} \right)^2}$. It is observed that the NMSE of all coefficients degrades as angle spacing increases. This is due to the fact that the number of SNs that are used in estimating the coefficients is reduced.

VI. CONCLUSION

An RDZ is a geographical area that has special rules for enabling novel spectrum experiments, and the power leakage escaping from the RDZ should be controlled to protect normal receivers outside the zone. In this paper we introduce an RDZ concept and a power leakage monitoring algorithm with spatially sparse installment of SNs around the RDZ. Using simulations, we characterize the performance of the proposed estimation and the prediction algorithms and highlight associated trade-offs between the accuracy of the prediction technique and the density of the SNs.
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