Abstract

The emergence of SARS-CoV-2 variants of concern endangers the long-term control of COVID-19, especially in countries with limited genomic surveillance. In this work, we explored genomic drivers of contagion in Chile. We sequenced 3443 SARS-CoV-2 genomes collected between January and July 2021, where the Gamma (P.1), Lambda (C.37), Alpha (B.1.1.7), B.1.1.348, and B.1.1 lineages were predominant. Using a Bayesian model tailored for limited genomic surveillance, we found that Lambda and Gamma variants’ reproduction numbers were about 5% and 16% larger than Alpha’s, respectively. We observed an overabundance of mutations in the Spike gene, strongly correlated with the variant’s transmissibility. Furthermore, the variants’ mutational signatures featured a breakpoint concurrent with the beginning of vaccination (mostly CoronaVac, an inactivated virus vaccine), indicating an additional putative selective pressure. Thus, our work provides a reliable method for quantifying novel variants’ transmissibility under subsampling (as newly-reported Delta, B.1.617.2) and highlights the importance of continuous genomic surveillance.
Introduction

Despite widespread efforts on vaccination against COVID-19, the early lifting of restrictions and emerging variants of SARS-CoV-2 endanger a smooth transition from epidemicity to endemicity [1–5]. Countries deploying only partially protecting vaccines and having limited resources for sustaining non-pharmaceutical interventions (NPIs) face additional challenges; larger fractions of the population remaining susceptible lead to higher levels of morbidity and mortality, and case under-reporting obscures the real extents of the spread [2–6,7].

Higher COVID-19 incidence increases the risk of breeding new SARS-CoV-2 variants [8]. Such variants could escape the partial immunity prevailing in parts of the population or have evolutionary advantages that facilitate their spread [9,10]. Genomic surveillance programs worldwide have reported more than 2.3 million SARS-CoV-2 genomes to the GISAID database [11], where they are collected and shared. However, the capability to perform genomic surveillance effectively varies across countries, depending on the public policies and in low-to-middle income countries primarily on the resources to fund it [12–15]. For example, in Chile, despite the governmental and private investments in genomic surveillance, the sequencing rate is around 400 samples per week. In these settings (hereafter referred to as subsampling), selecting which samples should be sequenced is fundamental for avoiding biases and misleading results. Thus, the presence of an entity coordinating the sampling and sequencing efforts (as the Chilean Public Health Institute) is mandatory.

The spread of COVID-19 in Chile has been remarkably heterogeneous, not only because of its geography and sparse urbanization but also because of the pronounced social inequalities [16–21]. The Chilean government has deployed an ambitious vaccination program [22,23], so that, to date, almost 60% of the total population has been fully vaccinated [24]. However, despite its success in vaccination, the spread has not been completely controlled because of unsteady NPIs due to economic pressures [25], reporting delays [26], inefficient contact tracing [27], and the comparatively low protection against infection granted by the predominant vaccine. According to official sources, more than half of the administrated doses correspond to CoronaVac [28], an inactivated SARS-CoV-2 vaccine with 65.9% protection against infection [27]. Furthermore, the partial isolation of certain regions of Chile and the fast connections to Santiago, the capital city, further favors the spread of locally generated variants [30] or the insertion of new lineages in zones where there were no cases. The above highlights the importance of optimizing available genomic surveillance resources to timely alert policymakers about emerging threats, such as the Lambda lineage [31,32]. Recently, the Delta (B.1.617.2) variant has also been reported in Chile [33,34], and we are actively working in collecting sequencing data to incorporate it in revised versions of the manuscript.

Here, we quantified the contribution of different variants of SARS-CoV-2 to the spread of COVID-19 in Chile in 2021 and analyze the genetic drivers of the observable differences among lineages. We observed temporal variations of the genome (namely, total mutational load and individual mutations) in the samples collected, hinting at a selective pressure that prompts differentiation from the reference lineage. Growing post-infection and vaccine-induced immunity levels, and changing NPIs induce a varying susceptibility landscape, where certain variants might have comparative advantages. In that way, variants do not directly compete among each other but with the environment. Those that emerge manage to break the barrier imposed by the reduced susceptibility in the population, others either adapt or die out. Remarkably, our work includes the recently-emerged, but little-researched Lambda variant of interest. Quantifying the spreading potential of new variants through genomic surveillance enables the implementation of preventive measures. Thus, our
work offers a framework for assessing the potential future impact of variants in the early stages of their spread using genomic data and Bayesian modeling.

Methods overview

We sequenced whole SARS-CoV-2 genomes of samples from different Chilean regions using a MiSeq (Illumina) platform with a 300-cycle (total) reagent kit. We assessed sequencing quality with the FastQC program, v0.11.8, and used the IRMA (v0.9.3) and MAFFT (v7.458) software to respectively assemble and align the genomes [35,36]. To determine the lineage of each genome obtained, we used Pangolin v3.1.5 [37].

To assess the relative transmissibility of the different variants in Chile, we proposed a Bayesian model, which simulates the spread of each variant separately using a discrete renewal process [38–40]. The disease spreads with an inferred time-dependent effective reproduction number $R_t$ [41], with the addition that the reproduction number of each variant is modulated by a time-invariant factor $f_{\text{variant}}$. We set the Alpha variant as the reference, as it is well studied [42], defining its factor $f_{\text{Alpha}}$ to be 1. The $f_{\text{variant}}$ variable, therefore, accounts for the relative transmissibility of the variants, i.e., their relative reproduction number compared to Alpha. As data, we used the weekly relative share of the variants in all sequenced cases (i.e., the fraction a given variant represents of the total samples), assuming that these observations follow a multinomial distribution, and use the daily number of (largely non-sequenced) observed new cases to infer the absolute prevalence of the variants in time. Our model also included a small random influx of variants from abroad, which was essential to explain the sudden emergence of new variants among sequenced samples. Our method differs from the phylodynamic inference of population growth rates as implemented in BEAST 2 [43,44] in that it does not build phylogenetic trees, but only groups the different variants together, which simplifies significantly the inference. We herewith obtained an overall description of the spreading dynamics of the different variants over seven months.

In addition, we sought to understand the relationship between mutational patterns and transmissibility of the predominant variants, integrating sequencing data and variant-level spreading parameters. We analyzed the relationship between the accumulation of both specific and total mutations and the spread of the virus to detect patterns of co-occurrence of mutations over time.

Samples analyzed in this work were collected from hospitals belonging to the influenza surveillance network, strategically distributed across the country. All samples must have tested positive in an RT-PCR SARS-CoV-2 test with a Ct value lower than 25 and were sent to ISP in Santiago for sequencing under a strict cold transportation chain. Nevertheless, contingencies and other factors related to sample transportation may cause samples to be discarded, although samples were selected proportionally to regional COVID-19 incidence. Altogether, the above implies deviations from an ideal sampling (binomial distribution). Consequently, we incorporate a factor $\omega$ in our Bayesian framework, which penalizes non-ideal measures with more significant errors than expected under binomial sampling (see Methods).

Results

Quantification of the transmissibility of most predominant variants in Chile

Since January 2021, we successfully sequenced 3443 SARS-CoV-2 genomes at the Chilean Public Health Institute (ISP), identifying 86 different lineages, of which only some have persisted over time. We filtered
our dataset to analyze only those lineages representing at least 20% of the total samples during one weekly observation period. Finally, we identified the Gamma (labeled as Variant of Concern, VOC), Lambda (labeled as Variant of Interest, VOI), Alpha (VOC), B.1.1.348, and B.1.1 lineages as predominant in the time frame analyzed (see Fig. 1a).

As of August 2021, the Gamma VOC, first reported in November 2020 in Manaus, Brazil \[45\], was the dominant variant in Chile, counting 1614 samples. It was followed by the Lambda VOI, with 790 samples identified from January. On the other hand, the Alpha (VOC, to date reported in 154 countries around the world \[46\], has been detected only 122 times in Chile. In addition to those VOCs and VOI mentioned before, we have identified 253 samples classified as B.1.1.348 and 55 as B.1.1. The following sections will further characterize the epidemiological and genomic features of the circulating variants in Chile.

Figure 1: Bayesian inference enables individual assessment of the contribution of different SARS-CoV-2 variants to the spread of COVID-19. a. Throughout 2021, five SARS-CoV-2 variants were identified as predominant in Chile, two considered Variants of Concern (VOC) by the WHO (Alpha, and Gamma), one Variant of Interest (Lambda), and two other unflagged lineages (B.1.1 and B.1.1.348). Assuming that the contribution of each variant to the spreading dynamics (\[a–c\]) is proportional to their share (i.e., the fraction they represent of the total samples, \[d–h\]), we quantified their transmissibility compared to the Alpha variant (\[i–m\]). The Lambda and Gamma variants showed a 1.05 (95% CI [1.01,1.14]) and 1.16 (95% CI [1.11,1.21]) fold higher reproduction number than the Alpha variant. Other variants had a comparatively lower influence on the spread. Shaded areas in the \[b–h\] panels account for the 95% credible intervals of the model fit. Complementary parameters and variables are summarized in Supplementary Figure S1.

The Bayesian model fitted the daily number of cases well (Fig. 1b) by adapting the effective reproduction number (Fig. 1c) and also modeling the share of the different variants over time (Fig. 1d–h). The emergence
and sudden increase in the predominance of the Lambda variant around week 12 (cf. Fig. 1g) is unlikely to be due solely to community transmission. As Lambda cases were zero or extremely low, this increase can be explained by an abrupt influx of cases (Supplementary Fig. S2d), which acted as a seed for community transmission.

We found that the inferred relative reproduction number was the lowest for the non-VOC variants B.1.1 and B.1.1.348 (Fig. 1i,j). From all the variants of concern and interest, our reference variant Alpha had the lowest reproduction number, followed by Lambda and Gamma with the highest reproduction number (Fig. 1k–m). In principle, knowing the base reproduction number of Alpha ($R_0 \approx 4.5$ [42]) enables the estimation of other variants’ base reproduction numbers by multiplying it by the corresponding factor $f$.

Mutational load of the Spike gene correlates with variant transmissibility

Next, we sought to understand the genomic drivers of the differences in spreading properties among variants through studying their mutations. These mutations could be insertions, deletions, or substitutions, and were typically missense, i.e., they caused an observable change in the generated amino acid sequence, thus likely having a functional effect in the translated protein [47]. We then calculated the normalized Total Mutational Load (TML), i.e., the total number of mutations observed in the sequence compared to its reference, divided by the reference length. We calculated the normalized TML for both the whole genome and solely for the Spike gene, for the most predominant circulating variants in Chile (cf. Fig. 2a).

We observed a statistically significant enrichment in mutations in the Spike gene: Differences in the median value between the normalized TML for both the whole genome sequencing and Spike gene sequencing were significant for most predominant lineages in Chile (between $p \approx 0.001$ and $p \approx 0.0001$). Among the most predominant variants in Chile, Gamma had the highest number of mutations in the Spike gene, followed by Alpha, Lambda, B.1.1.348, and finally B.1.1 with the lowest TML (Fig. 2a). The Spike gene showed a marked dispersion in the normalized TML in all samples compared to the whole genome. As the main differences between variants were on the degree of mutation enrichment in the Spike gene, we explored whether there is a correlation between the TML in the Spike gene and the relative transmissibility of the different variants.

The normalized TML in the Spike gene shows a marked linear correlation with the relative transmissibility of the most predominant lineages ($R^2 = 0.83$, Fig. 2c). The Gamma variant had the highest total mutational load in the Spike gene compared to its whole genome (cf. Fig. 2d). Furthermore, its relative reproduction number is markedly larger than other variants’, and its share among collected samples has a marked increasing trend (cf. Fig. 1h). On the other hand, the Lambda variant was found to have a lower TML in the Spike gene than the Alpha variant while having a larger relative reproduction number. However, its relative prevalence in the population shows a decreasing trend. This might suggest that the spread of a certain variant would not only be related to the number of mutations but also to the composition of the accumulated mutation pattern, reflecting synergic or epistatic interactions between mutations.
Figure 2: **Predominant variants are enriched with mutations in the Spike gene.**

**a.** When analyzing their normalized total mutational load (TML), namely, the number of mutations divided by the size of the gene x1000 (1 kbp), we observe that the number of mutations in the Spike gene (yellow) is above the average (red) for all variants herein analyzed. Furthermore, variants with higher normalized TML are consistent with those contributing more strongly to the transmission. The discreteness of the Spike gene mutational load is due to the shorter gene length. The white points denote the median, black boxes denote the interquartile ranges, and whiskers (thin black lines) extend until at most 1.5 times the length of the interquartile range.

**b.** The most predominant variants do not show a considerable drift in their average TML over time. However, the TML could not account for the replacement of mutations, or other genetic dynamics, thus suggesting that it should not be used as a stand-alone measure of variability. Dotted lines account for weeks where the variants were not observed.

**c.** The normalized TML in the Spike gene correlates positively with the relative contribution to the spread of the analyzed lineages. Furthermore, the discrepancy between observed TML and the linear regression is quite low, i.e., $R^2 = 0.83$. Errorbars denote 95%. Vertical errorbars are those reported in Figure 1, and horizontal errorbars were estimated through bootstrapping.
Local samples differ significantly from reference genomes

Chilean samples of different variants systematically exhibit mutation patterns that are not present in the reference lineages, i.e., they drift from minimal list of defining mutations presented in Supplementary Table S1. We selected the mutations present in at least 1% of the samples of each lineage and sorted them according to their frequency of occurrence (Fig. 3a–e). In the five most predominant lineages, besides the lineage-defining mutations we observe novel ones, not only restricted to the Spike gene.

The B.1.1 lineage, first reported on March 1, 2020, has been detected in 47,500 sequences worldwide. However, in South America, Brazil alone has contributed with 20,702 sequences. Signature mutations of this lineage are in the N gene (R203K, G204R), the Spike gene (D614G), and in the ORF1b gene (P314L) [48]. Among the samples we have sequenced in Chile (n = 55), the most predominant non-definitory mutations in the Spike protein were A262S and G1167A (Fig. 3e and Table S1).

The B.1.1.348 lineage is widely present in South America, and some countries in Europe [11]. Our analysis found four mutations in the Spike protein: D614G, G1167A, R346K, and S373P. The R346K mutation, together with A348T and N354K, has been suggested to improve the transmissibility of SARS-CoV-2 due to its higher binding affinity to the ACE2 receptor [49]. In addition, the S373P mutation in the RBD domain has been reported to escape immunity granted by mRNA vaccines partially and to decrease plasma therapy success [50]. Therefore, both R346K and S373P mutations in B.1.1.348 are of particular interest and suggest the need to carefully observing their progression since they have been reported to favor the transmission of the virus and simultaneously reduce the effectiveness of vaccination [50].

The Alpha VOC, first detected in the UK in mid-2020, has among its defining non-synonymous mutations the N501Y mutation in the RBD domain and deletion at positions 69 and 70 of the Spike protein, associated with enhanced transmissibility and pathogenicity [51,52]. In particular, its base reproduction number has been estimated to be around 4.5 [12]. To date, we have analyzed 122 samples classified as the Alpha variant, and additionally, to its defining mutations, we found three new Spike mutations in about 20% of the samples: G1219V, L938F, and S493P. The S493P is in close contact with the ACE2 binding region because it is located in the RBD domain. Furthermore, evolutionary analyzes have found that the S493P is under strong positive selection bias, altering human ACE2 binding affinity [53].

The Lambda VOI has eight defining mutations in the ORF1a gene (T1246I, P2287S, F2387V, L3201P, T3255I, G3278S, P314L, and △3675-3677) and seven mutations on the Spike gene (△246-252, G75V, T76I, L452Q, F490S, D614G, and T859N) [54,55]. To date, 790 samples have been identified as Lambda from January 2021, making it the second most predominant variant in Chile. Additionally to its defining mutations, in Chilean Lambda samples, we found the R246_D253delinsN mutation as a characteristic deletion and insertion of the lineage and no deletions in the ORF1a gene (Fig. 3e). Other less predominant non-synonymous mutations are presented in Fig. 3e and summarized in Supplementary Table S1.

The Gamma VOC has 21 defining mutations, of which ten occur on the Spike gene (L18F, T20N, P26S, D138Y, R190S, K417T, E484K, N501Y, D614G, H655Y and T1027I) [45,56], where the most relevant are K417T, E484K, and N501Y, located in the receptor-binding domain (RBD) of Spike [45] (Table S1). Complementary to its defining mutations, we discovered among the Chilean Gamma samples an additional mutation in the Spike, V1176F, which has been reported to produce a more severe course of the disease [57]. Additionally, we found mutations on non-structural proteins such as ORF3a, NSP3, and NSP12, which play a relevant role in the evolution and spread of the virus.
Figure 3: There exist different groups of co-occurring mutations under the same lineage category, indicating convergent evolution. a–e. We analyzed the sequences of all samples collected for the predominant variants and analyzed whether they present a given mutation (filtered to be presented in at least 1% of the samples). The mutations are grouped and sorted by co-occurrence, and observation frequency grows to the right of the plots. Mutations highlighted in red only have only been found in this study in the respective lineages. Supplementary Table S1 summarizes the defining mutations for each lineage.

Temporal drift of predominant variants suggests evolutionary pressure driven by vaccination

As variants drifting from their lineage reference genome defined marked groups (cf. Fig. 3), we explored whether there was a temporal structure in their evolution. We analyzed the frequency of non-defining
mutations observed among the samples for each lineage, selecting only those trends that present the most considerable variance.

Samples belonging to B.1.1 and B.1.1.348 lineages (Fig. 4a,b) presented the greater variability in their mutational profile. Although being highly dispersed, we did not observe a marked temporal variation in these trends (Fig. 2b yellow and blue lines). Furthermore, their occurrence was less frequent than the other lineages (especially for B.1.1), suggesting that the subsampling-induced noise can explain parts of the variability. Nonetheless, these two lineages seemed to be strongly affected by vaccination, as they completely disappeared by the end of the analyzed period. As vaccination progressed, the NSP3_F106F mutation for B.1.1 (Fig. 4a), and NSP12_N733N and NSP13_L438L mutations for B.1.1.348 (among other mutations highlighted in bold in Fig. 4b) steadily became less frequent.

Lineages with the highest relative reproduction number and TML, i.e., Gamma, Lambda, and Alpha (cf. Fig. 2), persisted throughout vaccine roll-out. For instance, several Alpha-lineage specific mutations became less frequent as vaccination progressed (Fig. 4c): Mutations in the NSP2, NSP3, and NSP12 genes became less frequent after vaccination was noticeable, while mutations in the Spike gene started to appear by the end of the analyzed period. Similarly, Gamma variant lost several mutations in the NSP1, NSP3, NSP12, NSP9, and N genes, while keeping most of the mutations in the Spike domain (Fig. 4d). Remarkably, the Gamma lineage steadily increased its share among the circulating variants, as more samples were identified as variants of it.

Finally, the circulating Lambda variants showed a relatively stable set of predominant mutations, as variability was only noticeable when Lambda samples were less frequent (Fig. 4e, histogram). However, there was a slight tendency to incorporate more mutations in the Spike protein.
Figure 4: Signatures of the settlement, replacement, and selection of mutations in the different observed lineages of SARS-CoV-2. Throughout 2021, the set of mutations that are present in the analyzed samples of the predominant lineages has changed. This temporal evolution of the mutational footprint of the lineages can be quantified by the proportion of the analyzed samples which present a given mutation. We selected mutations with the largest temporal variability for each lineage, and we present their evolution as a heat-map. a–e: Evolution of the fraction of the samples presenting a given mutation for the B.1.1 (a), B.1.1.348 (b), Alpha (c), Gamma (d), and Lambda (e) variants, respectively, with their number of observations. Triangle markers in the lower end of each heat-map account for the progress in vaccination. We can observe that, as vaccination progressed, some mutations were not frequent in the analyzed samples anymore. For example, the P411P (NSP12 gene), S36S (NSP2 gene), F106F and F1089F (NSP3 gene) mutations in Alpha (c) and the D156D (NSP1 gene), Y31Y (NSP9 gene), D139D (NSP12 gene), R203R (N gene) and D10D, P1200P, V1298V (NSP3 gene) in Gamma variants (d) were not frequently observed after reaching the ≈ 20% fully vaccinated population milestone. On the other hand, mutations in the B.1.1 (a) variant are highly variable, which could be an subsampling artifact, and the mutational profile of the Lambda variant does not significantly change over time or with the progress of vaccination (e).
Discussion

Using a Bayesian model, we estimated the relative transmissibility of Chile’s most predominant SARS-CoV-2 variants and explored the genetic rationale behind the observed behaviors. Our results agree well with those reported in the literature and constitute—to our knowledge—the first approach to quantifying the spreading properties of the Lambda variant. We also update early estimates of the transmissibility of Gamma variant, incorporating novel mutations identified in our samples. Finally, we analyzed our results under the light of the genomic properties of the circulating lineages, correlating transmissibility with the number of mutations in the Spike gene and finding significant effects.

For inferring the transmissibility of the different variants, we made a set of assumptions aiming to overcome the challenges posed by subsampling in countries with limited genomic surveillance. Our methodology is general and easily adaptable to scenarios with more circulating variants and other countries. Even though more data would help to narrow the confidence intervals for our inferred parameters, the results were statistically consistent and agree well with the evidence already reported [45, 58]. For example, the mean increase in reproduction number for the Gamma variant compared to Alpha found in [58] corresponds to $f_{\text{Gamma}} = 1.07$, which is close to our result $f_{\text{Gamma}} = 1.16$. However, whether differences between variants are due to immune escape or enhanced transmissibility cannot be disentangled from the data available.

The estimated reproduction number ($R_{\text{eff}}$) depends not only on the estimated spreading rate but also on the choice of the generation interval of infections (namely, the time between consecutive infections). However, whether changes in $R_{\text{eff}}$ are due to changes in the spreading rate or the generation interval cannot be disentangled from the data available. Therefore, if different variants should have different generation intervals, the estimations of their relative reproduction numbers $f_{\text{variant}}$ would be affected. We performed our analysis during a period where $R_{\text{eff}}$ was close to one, minimizing the effect of potentially differing generation intervals between variants. However, differing generation intervals among variants would lead to larger differences on the estimated relative reproduction numbers $f_{\text{variant}}$ in waves featuring a high $R_{\text{eff}}$.

We assumed that the influx of infections (and thereby, of variants) was proportional to the COVID-19 incidence in neighboring countries and evenly distributed across all tracked variants. Currently, the influx corresponds to a tiny percentage of the total cases ($\leq 5\%$, cf. Fig. 1b and Fig. S2a–e). However, more exact modeling would be required when neighboring countries have considerably more cases than the country of study, as the influx can considerably affect community spread.

Besides the modeling aspects, our results strongly rely on data and are thus affected by its quality. Samples analyzed in this work were collected from hospitals belonging to the influenza surveillance network, strategically distributed across the country, and proportional to the local COVID-19 incidence at the time of collection. Despite these efforts, logistic challenges related to sample transportation might have caused deviations from optimal representative sampling. However, as described in Methods, our model can mitigate these effects by penalizing highly correlated samples. Sequencing capabilities also increased considerably in the period analyzed as more resources were destined for genomic surveillance. Besides, as novel variants are officially defined a considerable time after their emergence, previous samples have to be reassigned (as was the case for the Lambda variant), posing a trade-off between analyzing newly sequenced samples or historical data. Overall, we can assume that the data is representative and that our modeling framework corrects any deviations from this trend.
Mutations in the observed samples were typically missense, i.e., caused changes at a protein level. Although all vaccines, and therefore vaccine-elicited antibodies, are targeted towards the SARS-CoV-2 Spike protein, mutational data suggests that evolutionary pressure was also exerted on other viral genes. This fact becomes evident after reaching the 20% vaccination milestone, i.e., the eldest 20% of the population was vaccinated, on weeks 13–14. Many earlier mutations in non-Spike genes disappeared during this transition, while others increased their frequency (cf. Supplementary Table S5 and Fig 4). However, we cannot infer a causal relationship between extinction and the appearance of mutations with the vaccination process with the data we have. Receding lineages (B.1.1 and B.1.1.348) tended to develop new Spike mutations before disappearing, while thriving lineages (Gamma and Lambda) tended to conserve and fix pre-existing Spike mutations. In contrast, all lineages, except for Lambda, consistently developed non-Spike mutations during vaccine roll-out. The remaining variants were probably selected through epistatic fitness of a restricted protein subgroup, particularly Spike (S) and the nucleocapsid (N) protein [59]. On the other hand, our genomic data shows that both Gamma and Lambda lineages seem to have evolved successful Spike mutations previous to vaccination campaigns, suggesting a better survival of these variants when confronted to vaccine-elicited antibodies.

Furthermore, our data suggests co-occurring mutations between the Spike and other viral proteins. This could also be putatively epistatic and driven by host adaptation. However, the evidence of extinction of non-synonymous mutations in non-Spike proteins suggests a selection mechanism that combines wiping-out of variants generated by genetic drift together with positive selection of fittest Spike and, possibly, nucleocapsid variants. This process seems to have eliminated virus variants that were unfit when confronted with vaccine-elicited antibodies and also carried inconsequential non-synonymous mutations, which resulted in the fixation and thriving of escape variants. However, whether there is causality behind this correlation should be separately studied.

Specific mutations in the Spike gene of Gamma and Lambda variants were crucial for the survival of these variants during vaccine roll-out. For the Gamma variant, Spike mutations have been associated to enhanced transmissibility (N501Y) and with partial immune escape (K417T and E484K) [60]. For the Lambda variant, Spike mutations L452Q, F490S and deletion 246-252 conferred partial immune escape against neutralizing antibodies elicited by CoronaVac, and a higher infectiousness than the Gamma variant [61]. However, regarding its transmissibility, our results indicate it is not higher than that of the Gamma variant (cf. Fig 1l,m).

Even though some of the lineages we report have been already studied in other countries and settings, Chilean samples differ from the GISAID/Pangolin reference genomes. In the context of transmissibility, variants showing a considerable drift from the original lineage can have enhanced properties. These properties make them more transmissible (i.e., $f_{\text{variant}}$ increases) or counteract the partial host population’s natural immunity to the lineage, thus enabling its community transmission. The above suggests the necessity of thoroughly characterizing both genomic and epidemiological properties of variants and highlights the importance of performing genomic surveillance both in community infections and entry points to the country. In this sense, genomic surveillance may allow identifying hidden fast-spreading lineages before they become a threat. In turn, experts can propose timely preventive policies that are more accessible and entail fewer infection and death risks compared to later corrective policies. For instance, the use of vaccine-dependent green passports or mobility allowances could be instated or withheld following the advance or retreat of fast-spreading or vaccine-resistant lineages. Although variants that emerged abroad resulted from different selective pressures (host immune response, vaccination, NPIs), they thrived in the particular Chilean environment and thus must be controlled swiftly to avoid new pandemic waves [21].
In summary, the methodology proposed in this work, supported by sufficient active genomic surveillance, can promptly detect all the circulating variants and estimate their transmissibility. Quantifying their contribution to contagion early on, we can assess whether they will endanger containment should they become predominant, and thus enable early eradication if they are evaluated to pose a threat. Therefore, through genomic surveillance, we could detect situations in which early control and lockdown could save us months of restrictions and fatalities.

**Methods**

**Nucleic acid extraction and amplification**

Nasopharyngeal samples, previously confirmed as positive for SARS-CoV-2, were used for total nucleic acid extraction using the automated system Zybio EXM 6000. Reverse transcription for cDNA synthesis was performed with SuperScript III One-Step RT-PCR System with Platinum Taq Kit, RNase OUT (Invitrogen) with 2 mM random primers and 4.5 µM DTT at 55°C for 60 min. cDNA was amplified based on COVID-19 ARTIC Illumina Library Construction and Sequencing Protocol V.3 (Farr, 2020), generating two pools with 400 pb length amplicons covering the whole viral genome.

**Library preparation**

DNA fragments from each pool were mixed together and library was prepared with Illumina DNA PREP kit (Illumina, San Diego, CA, USA), purified using Agencourt AMPure XP beads (Beckman Coulter, Brea, CA, USA) and quantified by Victor Nivo Fluorimeter (Perkin Elmer) using Quant-it dsDNA HS Assay Kit (Invitrogen). DNA libraries were sequenced in a MiSeq (Illumina) using a 300 cycles kit. Around 0.3 GB of data was obtained for each sample.

**Whole Genome Sequence analysis**

Sequence quality was analyzed with FastQC software v0.11.8. Readings were filtered and trimmed with BBduk software considering a minimum of 36 bases length and a quality above 20. Genome assembly was performed with IRMA software v0.9.3 using as a the reference sequence the NCBI entry NC_045512.2. Genomes were aligned with MAFFT v7.458 and the lineages for the assembled sequences were assigned with Pangolin v3.1.5 [37]. Final genomes with epidemiological metadata were submitted to [https://www.gisaid.org/](https://www.gisaid.org/) for the final quality check and the corrected lineages. We analyzed 3956 SARS-CoV-2 sequencing samples in the Chilean Public Health Institute (ISP) obtained from January 2021 to date, of which 3443 obtained good results in terms of quality and genome coverage. We used Pangolin to assign the variant classification for samples with good quality measures.

**Determination of Total Mutational load**

From the mutational data, we implemented an \( m \times n \) mutation count matrix by considering all types of mutations and deletions. In the matrix, \( m \) is the number of samples (2726, considering only those belonging to the five lineages studied herein), and \( n \) is the number of genes (25 genes). Therefore, the value in entry \( V_{i,j} \) indicates the number of mutations and deletions of gene \( j \) in the sample \( i \). Later, we computed the Total Mutational Load (TML), equivalent to the total number of mutations, divided by the length of the reference
of the Spike gene and the whole genome, by 1 kb (kilobases) for each sample

\[ TML_i = \frac{1000}{w_i} \sum_{j=0}^{j=m} V_{i,j}, \quad (1) \]

where \( w_i \) accounts for the sequence length, 3821 and 29903 Kbp for the Spike gene and whole genome, respectively. We then study whether there was a statistically significant enrichment of mutations in the Spike gene. For that, we first applied a Levene’s test for evaluating whether, for a given lineage, the distributions of normalized TML for the whole genome and the Spike gene only have equal or different variances. Then, as the test confirmed that variances were different for all lineages, we used a non-parametric Mann–Whitney \( U \) test to assess whether the medians of the categories were significantly different for every variant. Results for both assessments are summarized in Supplementary Table S2.

Inferring the variant specific contribution to the spread

We built our model on top of our existing spreading dynamic model [41] to assess the relative transmissibility of the different variants in Chile. Given different data, this model can be easily adapted for other countries or time frames.

We simulated the spread of each variant independent whereby the susceptible pool \( S \) was shared across the different variants. For each variant \( v \) we computed the number of newly exposed \( E_v \) iteratively given a prior distributions \( E_v,0 \) and the generation interval distribution \( g \) with hyperprior \( m \). This follows the work of [38–40]. To account for non pharmaceutical intervention or other measures against the spread we introduced the time-dependent effective reproduction number \( R_t \), which is allowed a change every 14 days relative to the previous reproduction number.

For each variant \( v \) the effective reproduction number was modulated by the time-invariant factor \( f_v \), called relative reproduction number in the text. Additionally to account for cases induced by travel we also add a small random influx \( \Phi_v \) for each variant \( v \) which was scaled by the reported case numbers in the neighboring countries \( M_t \) (we used Argentina, Peru and Brazil). In discrete form the spreading dynamics in our model read as:

\[
E_{v,t} = \frac{S_t}{N} f_v R_{\text{base},t} \sum_{\tau=0}^{10} E_{v,t-1-\tau} g_\tau + \Phi_{v,t} M_t, \quad (2)
\]
\[
S_t = S_{t-1} - \sum_v E_{v,t-1}, \quad (3)
\]
\[
g_\tau = \text{LogNormal}(\tau; \mu = m, \sigma = 0.4), \quad (4)
\]
\[
m \sim \text{Normal}(\mu = 4, \sigma = 1). \quad (5)
\]

Whereby \( N \) is the population size of our considered country (Chile). The susceptible pool gets initialized with the population size. The prior distributions for the initial new cases, influx and the time-invariant contribution factor were set to

\[
E_{v,0} \sim \text{HalfCauchy}(\sigma = 100) \quad \forall v, \quad (6)
\]
\[
f_v \sim \text{LogNormal}(\mu = 1, \sigma = 1) \quad \text{for } v \in \{ \text{B.1.1, B.1.1.348, Gamma, Lambda} \}, \quad (7)
\]
\[ f_{\text{Alpha}} = 1, \]  
\[ f_{\text{others}} = f_{\text{others}}(t) \]  
\[ \Phi_{v,t,w} \sim \text{HalfStudentT}_{\nu=4}(\sigma = 0.0005) \quad \forall v, \forall t,w. \]  

The external input \( \Phi_{v,t,w} \) was modeled in a weekly fashion, indexed by \( t,w \), to decrease the number of variables to be estimated. In addition to the five variants mentioned in the main text, we also include in our model the share of sequenced cases not categorized into these five variants \( (f_{\text{others}}) \). In contrary to the other five main variants, the relative reproduction number of these other variants is allowed to vary over time (described later).

Let \( y_{v,t} \) be the measured number of samples successfully sequenced (from samples having a positive PCR test), corresponding to variant \( v \). Let \( n_t \) be the total number of sequenced samples and \( \tau_{v,t} \) the inferred relative case numbers of the variant \( v \) at time \( t \) compared to the total non variant case numbers. If we model the number of samples \( y_{v,t} \) corresponding to a variant \( v \) as a multinomial random variable, and assuming that samples collected for sequencing are independent, we can build the multinomial likelihood function for our model with our real world data \( y \) and \( n \) and the fraction of variant \( \tau \) from the model:

\[ y_{v,t} \sim \text{Multinomial}(p_v = \tau_{v,t}, n = n_t) \quad \forall t. \]  

The fraction \( \tau_{v,t} \) is obtained from the model by the fraction between daily cases of a variant \( v \) and total daily cases.

\[ \tau_{v,t} = \frac{E_{v,t}}{\sum_v E_{v,t}} \]  

However in our model we do not use this multinomial likelihood function but instead parameterize our model using the conjugate distribution, the Dirichlet distribution. In theory it is equivalent to using the multinomial distribution. The advantage is that we can add a factor \( w \) that parameterizes an eventual non-optimal sampling strategy, for example, samples that are not being perfectly randomized across the country but are correlated to some extent. This has mathematically the consequence that the measured fractions \( y_{n,t}/n_t \) are all reduced by a factor \( w \). Thus, the resulting likelihood function is given by:

\[ \tau_{v,t} \sim \text{Dirichlet}(\alpha = w \cdot \frac{y_{v,t}}{n_t} + 1) \quad \text{with} \]

\[ w \sim \text{Gamma}(\alpha = 5, \beta = 5) \]  

To infer the slowly changing reproduction number we introduce sigmoidal change points relative to the previous reproduction number whereby the priors for the date of occurrence \( d \) of the change point \( c \) are set every 14 days. The transient length \( l \) such as the date \( d \) of each change point \( c \) are defined relatively flat to express our uncertainty in these values.

\[ R_{\text{base},t} = \exp \left( \sum_c \gamma_c(t) \right) \]
\[ \gamma_c(t) = \frac{\Gamma_c}{1 + e^{-4/l_c(t - d_c)}} \]  
\[ d_c \sim \text{Normal}(\mu = 14, \sigma = 5) \quad \forall c \]  
\[ l_c \sim \text{Normal}(\mu = 20, \sigma = 6) \quad \forall c \]  
\[ \Gamma_c \sim \text{Normal}(\mu = 0, \sigma = 0.2) + \Gamma_{c-1} \quad \forall c \neq 0 \]  
\[ \Gamma_0 \sim \text{Normal}(\mu = 1, \sigma = 0.2) \]  

For the five variants that we focused on in the main text, \( R_{\text{base},t} \) is multiplied by a time-invariant relative reproduction number \( f_v \). For the spread of the 'other variants' that we modeled separately, we multiplied this \( R_{\text{base},t} \) by a time dependent \( f_{\text{others}}(t) \) as the mixture of variants can slowly change over time. We assumed the this change is slower than the \( R_{\text{base},t} \):

\[ f_{\text{others}}(t) = \exp\left(\sum_c \gamma_{\text{others},c}(t)\right) \]  
\[ \gamma_{\text{others},c}(t) = \frac{\Gamma_{\text{others},c}}{1 + e^{-4/l_{\text{others},c}(t - d_{\text{others},c})}} \]  
\[ d_{\text{others},c} \sim \text{Normal}(\mu = 14, \sigma = 5) \quad \forall c \]  
\[ l_{\text{others},c} \sim \text{Normal}(\mu = 20, \sigma = 6) \quad \forall c \]  
\[ \Gamma_{\text{others},c} \sim \text{Normal}(\mu = 0, \sigma = 0.2) + \Gamma_{\text{others},c-1} \quad \forall c \neq 0 \]  
\[ \Gamma_{\text{others},0} \sim \text{Normal}(\mu = 1, \sigma = 0.2) \]  

Additional to the sequenced samples we constrain our model using the publicly reported case numbers (in Chile) \( C_t \) aggregated by the Johns Hopkins University [62]. We sum over the newly infected pools for all variants to obtain the total number of new infections \( E_t = \sum_v E_{v,t} \). These are than delayed with the LogNormal kernel with mean delay \( D \) to account for a reporting delay and further modulated by a weekly absolute sinus function parameterized by an amplitude \( h_w \) and an offset \( \chi_w \).

\[ \hat{C}_t = (1 - h(t)) \cdot \sum_{\tau=1}^{T} E_{t-\tau} \cdot \text{LogNormal}(\tau; \mu = D, \sigma = 0.3) \]  
\[ = (1 - h(t)) \cdot \sum_{\tau=1}^{T} E_{t-\tau} \cdot \frac{1}{0.3 \cdot \tau \sqrt{2\pi}} e^{-\frac{(\log(\tau) - \log(D))^2}{2 \cdot 0.3^2}} \]  
\[ D \sim \text{LogNormal}(\mu = 10, \sigma = 0.2) \quad \text{and with} \]  
\[ h(t) = (1 - h_w) \cdot \left(1 - \left| \sin\left(\frac{\pi t}{7} - \frac{1}{2} \chi_w\right)\right|\right) \]  

The likelihood given the reported case numbers \( C_t \) is than modeled by a StudentT distribution and quantifies the similarity between model outcome and the available real-world time series. The scale factor \( \kappa \) heuristically incorporates the measurement noise.

\[ C_t \sim \text{StudentT}_{\nu=4}(\mu = \hat{C}_t, \sigma = \kappa \sqrt{\hat{C}_t}) \quad \text{with} \]  
\[ \kappa \sim \text{HalfCauchy}(\sigma = 10) \]  

For a complete list of model parameters and priors see Table S3 and Table S4 respectively.
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If you already want to have a look into the code for the Bayesian analysis feel free to write a message to SBM at sebastian.mohr@ds.mpg.de. It will be publicly available at a later point in time.
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Supplementary Information

Supplementary Figure S1: Progress of the vaccination program in Chile and the OxRCTT stringency index during vaccine rollout.
### Table S1: Characteristic mutations in prevalent lineages.

| Lineage  | ORF1a | ORF1b | S       | ORF3a | ORF8 | N       |
|----------|-------|-------|---------|-------|------|---------|
| B.1.1    |       | P314L | D614G   | R203K |      | G204R   |
| B.1.1.348| L175F | V3718F| P314L   | D614G | G1167A| G174D   | S2Y     | R203K | G204R   |
|          |       |       |         |       |      |         | del69/70 | del144/145 |
| Alpha    |       |       |         |       |      |         | del69/70  | del144/145  |
|          |       |       |         |       |      |         | T1001I    | A1708D   |
|          |       |       |         |       |      |         | I2230T    | del3675/3677 |
|          |       |       |         |       |      |         | P314L     | del69/70  |
|          |       |       |         |       |      |         | del247/253 | L452Q    |
|          |       |       |         |       |      |         | T1246I    | P2287S   |
|          |       |       |         |       |      |         | F2387V    | L3201P   |
|          |       |       |         |       |      |         | T3255I    | G3278S   |
|          |       |       |         |       |      |         | del3675/3677 | T859N  |
| Lambda   |       |       |         |       |      |         | del69/70  | del144/145  |
|          |       |       |         |       |      |         | T1001I    | A1708D   |
|          |       |       |         |       |      |         | I2230T    | del3675/3677 |
|          |       |       |         |       |      |         | P314L     | del69/70  |
|          |       |       |         |       |      |         | del247/253 | L452Q    |
|          |       |       |         |       |      |         | T1246I    | P2287S   |
|          |       |       |         |       |      |         | F2387V    | L3201P   |
|          |       |       |         |       |      |         | T3255I    | G3278S   |
|          |       |       |         |       |      |         | del3675/3677 | T859N  |
| Gamma    |       |       |         |       |      |         | del69/70  | del144/145  |
|          |       |       |         |       |      |         | T1001I    | A1708D   |
|          |       |       |         |       |      |         | I2230T    | del3675/3677 |
|          |       |       |         |       |      |         | P314L     | del69/70  |
|          |       |       |         |       |      |         | del247/253 | L452Q    |
|          |       |       |         |       |      |         | T1246I    | P2287S   |
|          |       |       |         |       |      |         | F2387V    | L3201P   |
|          |       |       |         |       |      |         | T3255I    | G3278S   |
|          |       |       |         |       |      |         | del3675/3677 | T859N  |
|          |       |       |         |       |      |         | del69/70  | del144/145  |
Supplementary Figure S2: **Posterior distributions of further parameters of the Bayesian model.** a-f: The external influx is low for most variants, following approximately our prior assumptions. An exception is Lambda, which eventually features a large influx when the measured fraction increased. Note however that the credible intervals of this influx are large, meaning that the model cannot decide whether the sudden increase Lambda cases is due to a large influx, or to a previous subsampling of Lambda cases (compare with Fig. 1 g). g-h: The relative reproduction number (compared to Alpha) of the modeled ‘other variants’ spreading in Chile. These are the variants that are not separately modeled, and therefore are allowed to change their relative reproduction number over time. i-k Prior (gray) and posterior (green) distributions of some other parameters of the model.

Table S2: **Statistical assessment of mutation enrichment in the Spike gene.**

| Lineage   | Levene test | Kolmogorov-Smirnov test | t-test with different variances | U-Test |
|-----------|-------------|------------------------|-------------------------------|--------|
| Gamma     | 6.34e-19    | 0.0                    | 0.0                           | 0.0    |
| Lambda    | 0.0*        | 0.0                    | 0.0                           | 0.0*   |
| Alpha     | 5.11e-06    | 0.0*                   | 0.0*                          | 0.0*   |
| B.1.1     | 8.49e-05    | 7.87e-05               | 0.0001                        | 0.0018 |
| B.1.1.348 | 0.0*        | 0.0*                   | 0.0*                          | 0.0*   |

*Values lower than $10^{-20}$ were considered as zero.
Table S3: Overview of model parameters.

| Variable | Parameter |
|----------|-----------|
| $R$      | Effective Reproduction number |
| $E$      | New infectious |
| $S$      | Susceptible pool |
| $g$      | Generation interval |
| $\Phi$   | External influx |
| $N$      | Population size (19276715) |
| $D$      | Delay of case detection |
| $M$      | Reported (summed) cases in neighboring countries |
| $d$      | Length of change point |
| $l$      | Transient length of change point |
| $\Gamma_c$ | Log-transformed reproduction number of each change point $c$ |
| $y$      | Measured number of samples sequenced |
| $n$      | Total number of sequenced samples |
| $\tau$  | Fraction of variants in circulation |
| $f$      | Contribution of variant to spread |
| $h_w$    | Amplitude of weekend corrections |
| $\chi_w$ | Phase shift of weekend correction |

Subscript $v$ Denotes a distinct variant
Subscript $t$ Denotes discretized time
Subscript $c$ Denotes a change point

Table S4: List of priors.

| Variable | Parameter |
|----------|-----------|
| $E_{v,0}$ | HalfCauchy($\sigma = 100$) $\forall v$ |
| $g_t$     | LogNormal($t; \mu = m, \sigma = 0.4$) |
| $m$       | Normal($\mu = 4, \sigma = 1$) |
| $f_v$     | LogNormal($\mu = 0, \sigma = 1$) $\forall v$ |
| $\Phi_{v,t}$ | HalfStudent$T_{\nu=4}(\sigma = 0.0005)$ $\forall v, t$ |
| $\omega$  | Gamma($\alpha = 5, \beta = 5$) |
| $d_c$     | Normal($\mu = 14c, \sigma = 5$) $\forall c$ |
| $l_c$     | Normal($\mu = 20, \sigma = 6$) $\forall c$ |
| $\Gamma_c$ | Normal($\mu = 0, \sigma = 0.2$) + $\Gamma_{c-1}$ $\forall c \neq 0$ |
| $\Gamma_0$ | Normal($\mu = 1, \sigma = 0.2$) |
| $\kappa$  | HalfCauchy($\sigma = 10$) |
Table S5: **Mutations becoming extinct and more predominant during vaccination roll-out in non-Spike proteins.**

| Lineage  | Synonymous mutations becoming extinct | Non-synonymous mutations becoming more predominant |
|----------|--------------------------------------|--------------------------------------------------|
| B.1.1    | E_V14V, NSP3_F106F, NSP13_L438L, NSP4_N244N | NSP13_E341D, NSP3_A231V, NSP3_A579V, NSP14_N49S, NSP4_L438P, NSP4_T492I, NSP5_G155, NSP6_S106F108del, NSP8_T141M, N_P80R, N_S202T, N_S235F, ORF3a_S253P, ORF8_E92K, ORF8_Q27* |
| B.1.1.348| NSP12_N733N, NSP13_L438L, NSP3_F106F, NSP4_A416A, N_R203R, ORF3a_F43F | NSP12_I695T, NSP1_L27F, NSP3_A1215T, NSP3_K1386N, NSP3_T678I, NSP9_G38S, |
| Gamma    | NSP12_D139D, NSP1_D156D, NSP3_D10D, NSP3_F106F, NSP3_P1200P, NSP3_V1298V, NSP9_Y31Y, N_R203R | None |
| Alpha    | NSP12_P411P, NSP2_S36S, NSP3_F106F, NSP3_F1089F | NSP3_F709L, NSP6_L260F, N_R203fs, |
| Lambda   | None | None |