When can we formulate the Out-of-Distribution Generalization problem as an invariance problem?

Masanori Koyama
Preferred Networks
Tokyo, Japan
masomatics@preferred.jp

Shoichiro Yamaguchi
Preferred Networks
Tokyo, Japan
guguchi@preferred.jp

Abstract

The goal of Out-of-Distribution (OOD) generalization problem is to train a predictor that generalizes on all possible environments. Popular approaches in this field use the hypothesis that such a predictor is an invariant predictor that captures the mechanism that remains constant across environments. While these approaches have been experimentally successful in various case studies, there is still much room for the theoretical validation of this hypothesis. This paper presents a set of theoretical conditions necessary for an invariant predictor to achieve the OOD optimality. In other words, we formalize when we can formulate the OOD generalization problem as a problem of finding a good invariant predictor. Our theory not only applies to non-linear cases, but also generalizes the necessary condition used in [34]. We also derive Inter-environment Gradient Alignment algorithm from our theory and demonstrate its competitiveness on MNIST-derived benchmarks as well as on two of the three Invariance Unit Tests proposed by [5].

1 Introduction

In machine learning, a predictor model is usually evaluated based on its performance on unseen data. However, it is also common to assume that the test data is collected in i.i.d fashion from the same distribution from which the training data was sampled, when in fact such an assumption does not always hold in applications. A naively trained supervised learner may therefore perform poorly on a dataset drawn from outside the training distribution [12, 20, 36, 37]. This problem has been known as Out-of-Distribution generalization problem (OOD problem).

Studies of OOD problem like [4, 8, 34] treat the difference between the test distribution and the training distribution as an effect of a possibly unknown environmental variable $\mathcal{E}$. When the task is to predict the target variable $y$ associated to the input variable $x$, this framework assumes that every dataset is sampled from $p(x, y|\epsilon)$ with a different realization of the environmental variable $\epsilon$. In other words, if there are two datasets $D_1$ and $D_2$ collected from two different environments, the framework assumes that they are sampled respectively from $p(x, y|\epsilon_1)$ and $p(x, y|\epsilon_2)$ with different values of $\epsilon_1$ and $\epsilon_2$. If $l(f(x), y)$ represents the error between $y$ and the prediction $f(x)$, we may formulate the OOD problem as the problem of finding $f^*$ that satisfies

$$f^* = \arg\min_{f} \max_{\epsilon \in \text{supp}(\mathcal{E})} \mathbb{E}_{X,Y}[l(f(X), Y)|\epsilon]$$

where $\text{supp}(\mathcal{E})$ is the support of the environmental variable $\mathcal{E}$ or the space of all possible test environments [4, 8, 34]. We say that such $f^*$ is OOD-optimal. To solve the OOD problem [1]
directly, we need to evaluate a model on all environments in $\text{supp}(\mathcal{E})$, which also includes the test environments themselves.

A strategy that has gained much traction in recent years is to seek the solution of the OOD problem (1) from the set of invariant predictors that does not depend on the choice of the environment $\epsilon$. Experimental results on various works on invariant predictors [4, 21, 25, 34] show this strategy to be promising. This strategy is indeed based on the belief that solving (1) is essentially equivalent to the problem of finding a good invariant predictor (the invariance problem). But is this belief 'provably' correct? In particular, is there some guarantee that a good invariance predictor can solve the OOD problem for a ubiquitous problem like image classification, in which the form of invariance is complex and the true underlying model is non-linear? If so, what is theoretically necessary for an invariant predictor to be able to solve the problem (1)?

The idea of invariance problem has its roots in the study of causality, which uses Directed Acyclic Graph (DAG) to formalize the invariance [8, 32]. To prove a set of sufficient conditions for their invariant predictor to be OOD optimal, [38] used “causal DAG to encode prior information about how the distribution of data might change”. [34] also proved the OOD optimality of an invariant predictor that is inspired from the ideas of causality. Essentially, most causality inspired methods define an invariant predictor with a discrete subset of observable variables (e.g., a node-set of Causal DAG) that is causal to the target variable [31, 34, 38]. However, with such a framework, it can be difficult to theoretically investigate the conditions of OOD optimality on datasets in which there is no universal subset of observable variable that is causal. Such a case may arise on datasets involving images, in which each observable variable is a vector of RGB values at a single pixel.

Recently, Invariant Risk Minimization (IRM) [4] changed the landscape of the OOD research by introducing an invariant predictor that is defined without specifying a fixed discrete subset of observable variables. [4]'s definition of the invariant predictor does not use a priori knowledge of the underlying true model, such as DAG. For this reason, IRM as a method can be applied to practically any type of dataset. [4] has also shown that their invariant predictor agrees with the solution of the OOD problem (1) when the true underlying model is linear. However, whether their invariant predictor can achieve the OOD optimality on a nonlinear model is unknown. The question still remains as to whether it is possible to formulate (1) as an invariance problem when the system is nonlinear and the observable variables are not sorted in a way that respects some causal system.

The purpose of this study is to extend the range of problems on which the concept of invariance can be used to formulate the OOD generalization problem. By presenting a novel theoretical condition for the OOD optimal invariant predictor, we show that we can in fact formulate the OOD problem as an invariance problem in a more general setting than those considered before. In particular, we show that this is possible not only on the cases in which there isn’t a causal variable that is representable as a subset of observable variables, but also on the cases in which the true underlying model is nonlinear. Our theoretical condition, which we call controllability condition, also generalizes the condition proposed in the causality-inspired work of [34]. Moreover, when an additional set of conditions is met, we can also formulate the OOD problem (1) as Maximal Invariant Predictor (MIP) problem, an information theoretic objective function with invariant constraint. We discuss these theoretical results in Section 2. In Section 3, we also present Inter-environment Gradient Alignment (IGA) algorithm inspired from MIP, and discuss its ability to extrapolate in practice. In Section 4, we show that our IGA performs competitively on benchmark experiments, including two of the unit-tests presented in [5].

2 Theory

In this section, we present our main theoretical results about the question of when we can formulate the OOD problem (1) as an invariance problem, or a problem of finding a good invariant predictor. We first provide our answer in a purely theoretical form in Section 2.2 and then provide an answer with an objective function in Section 2.3. We begin this section with a set of notations. We use $X$ and $Y$ respectively to represent the input and the target random variable, and use $\mathcal{E}$ to represent the environmental random variable. The environmental variable $\mathcal{E}$ may represent any continuous variable.

---

This claim was correct at the time of the publication of the early version of this paper on the preprint server [Anonymous, 2020]. Recently, this problem was partially addressed by a follow-up preprint study that cites our paper. To keep our anonymity, we omit the explicit citation of the study.
that affects both the input variable $X$ and the output variable $Y$. If $X$ is a picture of an animal and $Y$ is the animal label, the environmental variable $E$ may be an aggregate variable whose features contain environmental factors such as weather and lighting conditions, for example. In the context of causal studies [34, 8], the environmental variable $E$ may represent the set of all variables that are not causal to the output variable $Y$. For a predictor $f$ that maps the range of $X$ to the range of $Y$, we measure its performance by KL or a symmetric Bregman divergence $\ell(f(X), Y)$ between $f(X)$ and $Y$. Our goal in this section is to find a condition required for an invariant predictor to become the solution of the OOD problem [1] based on this performance measure. In the next subsection, we present the concept of invariant predictor more formally.

2.1 Preliminary remarks on the invariant predictors used in causality-inspired researches

We define an invariant predictor to be a predictor that can be written as a function of a feature $h(X)$ that satisfies the same invariance property. The choice of invariance property that we focus in this study borrows much from those used in causality-inspired works [8, 34].

If $\mathcal{X} = \{X_i; i = 1, ..., d\}$ is the set of observable variables, many causality-based OOD studies [8, 34] assume that there is a subset $S \subseteq \{1, ..., d\}$ such that the conditional distribution of $Y$ given $\{X_j; j \in S\}$ remains constant across all datasets. [8, 34] define such $X_S = \{X_j; j \in S\}$ as invariant/stable feature, and predict $Y$ using a function of $X_S$. If we use $X$ to denote the tensor whose $ith$ coordinate is $X_i$, we may write $X_S$ as $M_S \odot X$, or the coordinate-wise product between $X$ and the binary vector $M_S \in \{0, 1\}^d$ whose $jth$ coordinate is 1 whenever $j \in S$ and is 0 otherwise. Thus, we may say that many causality-inspired works construct their invariant predictor as a function of a feature of the form $M_S \odot X$ that satisfies the invariance property $P(Y|M_S \odot X, \epsilon) = P(Y|M_S \odot X)$. In our study, we also seek a variable that satisfies a similar invariance property, but we would like to extend our search-space to include the nonlinear features of $X$ that cannot be expressed as $M_S \odot X$ for a fixed $M_S$. That is, we look for a generic nonlinear feature $h(X)$ that satisfies the invariance property $P(Y|h(X), \epsilon) = P(Y|h(X))$. Thus, in this work, we say that $h(X)$ is an invariant feature if it satisfies the invariance property $P(Y|h(X), \epsilon) = P(Y|h(X))$. We then use $E[Y|h(X)]$ with such $h(X)$ as our choice of the invariant predictor (which is, by definition, a function of $h(X)$.) We will first show that, under the condition we call controllability condition, the invariant predictor $E[Y|h(X)]$ with nonlinear invariant $h$ can solve the OOD problem [1] even when the underlying true model is also nonlinear. For more discussion of the types of invariance, please see Section 5.

2.2 Controllability Condition

Our following theoretical result provides a set of necessary conditions for the invariant predictor $E[Y|h(X)]$ to be able to solve the OOD problem [1]. This result not only serves as our initial answer to the question of when the OOD problem can be written as invariance problem, but it also generalizes the previously discovered conditions like those discussed in [34].

**Theorem 2.1 (Controllability condition (Informal)).**

We say that an invariant feature $h(X)$ satisfies the controllability condition if, for all $\epsilon \in supp(E)$ there exists $\hat{\epsilon}$ in supp$(E)$, a modified version of $\epsilon$ such that $p(Y|X, \hat{\epsilon}) = p(Y|h(X), \hat{\epsilon})$. If an invariant feature $h(X)$ satisfies the controllability condition, the invariant predictor $E[Y|h(X)]$ solves the OOD problem [1].

Thus, when there exists an invariant feature that satisfies the controllability condition, we can solve the OOD problem by finding the very invariant feature. Just like [4], our result is not stated in terms of some known model representation like Causal DAG, and it can therefore be applied to a wide range of situations. The proof of this statement uses measure theoretic probability and a variant of functional representation lemma [1, 13, 18, 33]. For the formal statement of this theorem and its proof, please see Appendix [3].

---

*We emphasize that a feature $h$ satisfying the controllability condition is not a feature that satisfies $p(Y|X, \epsilon) = p(Y|h(X), \epsilon)$ for all $\epsilon$. However, for a $h$ that satisfies the controllability condition, there is always a way to modify any $\epsilon \in supp(E)$ into another environment $\epsilon' \in supp(E)$ such that $p(Y|X, \epsilon') = p(Y|h(X), \epsilon')$. The gist of the controllability condition is that we can define an optimality condition for $h$ without requiring $X \perp \!\!\!\perp Y|(h(X), \epsilon)$ for all $\epsilon$. 
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In Section 2.3, we will provide more concrete variant of \textbf{(1)} defined with information theoretic objective (Maximal Invariant Predictor objective / MIP). However, although the result \textbf{(1)} is abstract in its raw form, it is insightful in its own light. Before we introduce MIP in Section 2.3, we therefore describe the intuition behind the controllability condition as well as its relation to \textbf{[34]}.

### 2.2.2.1 Intuitive explanation of Controllability condition (Animal Classification example)

Consider the example task of identifying the label $Y$ of the animal captured in a picture $X$ (e.g., Figure 1). Each observation of $X$ is influenced by the environment variable $E$, which may include factors such as the weather, lighting condition and background. A possible OOD goal of this example task is to find a predictor $f$ that can predict the label $Y$ from any picture $X$ in which most of the animal body is clearly visible. Thus, $\text{supp}(E)$ in our consideration contains a wide range of environments in which a photographer can take a clear shot of an animal. Our intuition tells us that the OOD-optimal invariant predictor in this example shall be a function of the feature $h^*(X)$ that consists exclusively of the appearance features of the animal in $X$; a function which does not depend on the background. We will describe why such $h^*(X)$ can satisfy the controllability condition.

**How does $h^*$ satisfy the controllability condition?:** For the sake of simplicity, let us suppose that wind condition and lighting condition are the only environmental features of $E$ that affect the animal appearance $h^*(X)$ in the dataset. Consider then the picture of Figure 1 and let us use $\epsilon$ to denote the realization of the environmental variable $E$ used to create Figure 1. Note that, if we reproduce the wind-condition and the lighting condition of Figure 1 in a photographic studio and take a picture of the same dog in front of a green-screen, we can take a picture like Figure 2. Let use $\tilde{\epsilon}$ to designate the environment used to create Figure 2. Then the environment $\tilde{\epsilon}$ satisfies the following two properties. (i) $\tilde{\epsilon}$ is a modified version of $\epsilon$ that agrees with $\epsilon$ on the wind feature and the lighting feature. Because wind is assumed to be the only environmental feature that is affecting the animal appearance, the appearance of the dog does not differ between the environment $\epsilon$ and the environment $\tilde{\epsilon}$ (See Figure 1 and Figure 2). (ii) On the environment $\tilde{\epsilon}$, $P(Y|h^*(X),\tilde{\epsilon}) = P(Y|X,\tilde{\epsilon})$ because the background is empty and $X$ has no more information than $h^*(X)$ to infer the label $Y$. Moreover, $\tilde{\epsilon} \in \text{supp}(E)$ most likely in our setup as well, because the animal body is visible in Figure 2. In a modern photographic studio, we can reproduce a wide variety of wind-conditions and lighting conditions. Thus, even for another environment $\epsilon' \in \text{supp}(E)$ with a different combination of lighting and wind condition, we can construct the corresponding $\epsilon' \in \text{supp}(E)$ in a similar way. This suggests that $h^*(X)$ satisfies the controllability condition.

**Effect of the choice of $\text{supp}(E)$:** Indeed, the argument so far depends on the size of the $\text{supp}(E)$. If $\text{supp}(E)$ in the OOD problem \textbf{(1)} is so small that all animals in the datasets are photographed at their biological habitat, the background information in the picture $X$ would always contain more information about the animal label $Y$ than the animal appearance $h^*(X)$, and our choice of $h^*(X)$ in this example will not be optimal. On the other extreme, if $\text{supp}(E)$ is so large that it contains the environment $\epsilon_{darkness}$ of complete darkness (so that all pictures taken in $\epsilon_{darkness}$ is completely black), then $P(Y|h(X),\epsilon_{darkness}) \neq P(Y|h(X))$ and $h^*(X)$ does not satisfy the invariance property. In such a case, there will not be any reasonable solution to the OOD problem as well.

### 2.2.2 Controllability condition vs the condition used by Rojas et al

\textbf{[34]} claims to prove a sufficient condition for the OOD optimality of an invariant predictor $E[Y|M_S \odot X]$. However, they also require in their proof that, for every $\epsilon \in \text{supp}(E)$, there exists an environment $\tilde{\epsilon} \in \text{supp}(E)$ such that $P(X,Y'|\tilde{\epsilon}) = p(Y,M_S \odot X|\epsilon)p(Y,M_S \odot X|\epsilon)$ where $M_S$ is the complementary mask of $M_S$. Fortunately, the formal version of theorem 2.1 (theorem B.3 in Appendix B) generalizes the necessary condition of \textbf{[34]} as a special case. We present this result as a corollary to 2.1. Please see corollary B.7 in Appendix B.5 for the formal version of this claim.

**Corollary 2.2.** The necessary condition for the OOD optimality in \textbf{[34]} is a special case of the controllability condition in theorem 2.1.
2.3 Maximal Invariant Predictor (MIP)

Although theorem 2.1 provides an answer to the question of "when the OOD problem (1) can be formulated as an invariant problem", it defines the invariant problem too abstractly, because theorem 2.1 itself does not immediately suggest an objective function that may be used to find an OOD optimal invariant predictor. Therefore, we provide a variant of theorem 2.1 that comes together with a trainable objective function whose solution agrees with the solution the OOD problem (1). The following result holds even when the underlying model is nonlinear.

**Theorem 2.3 (MIP (Informal)).**
Suppose that there exists at least one invariant feature that satisfies the controllability condition (theorem 2.1 and definition B.1), and that all other invariant features \( h(X) \) can be written as a function of a common invariant feature \( h_0(X) \). Then the invariant feature \( h_0(X) \) agrees with the solution of

\[
\max_{h; \mathbb{P}(Y|h(X), \epsilon) = \mathbb{P}(Y|h(X))} I(Y; h(X))
\]

and the invariant predictor \( \mathbb{E}[Y|h_0(X)] \) solves the OOD problem (1).

We refer to (2) as Maximal Invariant Predictor problem (MIP). This result essentially claims that, under appropriate set of conditions, we can reformulate (1) as an InfoMax objective (26) with invariance constraint. The formulation of MIP also agrees with the hypothesis presented in (15). MIP itself is also similar to (9) that aims to solve another problem that is different from the OOD problem (1). For a more detailed comparison, please see Section 5.

3 Method

In this section, we present an algorithm inspired by MIP. In Section 3.1 we first explain our parametrization of \( \mathbb{P}(Y|h(X)) \) that allows us to train the model while imposing the invariance constraint. In Section 3.2 we present Inter-environment Gradient Alignment (IGA) algorithm. Finally, in Section 3.3 we discuss the OOD loss of an IGA trained model and a case study of IGA on a linear example.

3.1 Model parametrization

Given a model for \( \mathbb{P}(Y|h(X)) \), the mutual information \( I(Y; h(X)) \) itself can be optimized at relative ease because the mutual information is related to loss functions like KL divergence and L2 loss. However, to encourage the constraint of \( \mathbb{P}(Y|h(X), \epsilon) = \mathbb{P}(Y|h(X)) \) for a nonlinear system without using a knowledge of underlying model like Causal DAG, we need a good black-box parameter representation to describe the relationship between \( \mathbb{P}(Y|h(X), \epsilon) = \mathbb{P}(Y|h(X)) \) for a generic \( h \).

To do this, we adopt the idea of MAML (16) that parametrizes the conditional distribution on each task \( T \) as \( \mathbb{P}(Y|X; \theta - \alpha \nabla_{\theta} L_{T_i}(\theta)) \), where \( \theta \) is a task-agnostic parameter of the base model \( \mathbb{P}(Y|X; \theta) \) and \( L_{T_i}(\theta) \) is the loss value of \( \mathbb{P}(Y|X; \theta) \) on task \( T_i \). We first use this philosophy to model \( \mathbb{P}(Y|h(X), \epsilon) \), and then obtain the model for \( \mathbb{P}(Y|h(X)) \).

We begin by making an analogy between environment and task, using \( L_{\epsilon'}(\theta) = \mathbb{E}_{X', Y'}[\mathbb{I}(Q(Y'|X'; \theta), Y') | \epsilon'] \) to represent the loss of a predictor distribution \( Q(Y|X; \theta) \) for the environment \( \epsilon' \). The distribution \( Q(Y|X; \theta) \) can be a black box distribution parametrized by Neural Networks. We then model \( \mathbb{P}(y|h(X), \epsilon') \) for each \( y \) as

\[
\mathbb{P}(y|h(X), \epsilon') := Q(y|X; \theta - \alpha \nabla_{\theta} L_{\epsilon'}(\theta))
\]

where \( \theta \) is a \( h \) specific parameter that is agnostic to the environment \( \epsilon \) (Thus, \( h \) in the LHS of (3) is implicitly represented in the RHS as \( \theta \)). Note that we herein used the notation \((Y', X', \epsilon') \) to distinguish the variables \((X, Y)\) to be used at the time of inference from the variables from the training variables \((Y', X', \epsilon') \) that are used to determine the environment specific model parameter \( \theta - \alpha \nabla_{\theta} L_{\epsilon'}(\theta) \). In other words, \( \epsilon' \) might be correlated to \((X', Y')\) that is integrated away in \( L_{\epsilon'}(\theta) \), but is independent from \((X, Y)\). If we assume uniform continuity of \( Q \) with respect to \( \theta \), we can say that there exists some \( \alpha > 0 \) for which the following approximation holds with small error \( O(\alpha^2) \) for
Algorithm 1 Inter-environmental Gradient Alignment Algorithm

Input: \( Q(Y|X; \theta), \alpha, \{ D_\epsilon, \epsilon \in \mathcal{A}, \epsilon \to \epsilon_{\text{train}} \} \), regularization parameter \( \lambda \)

Return: \( \nabla_{\theta} L_{E'} \)

1: for each iteration do
2: for \( \epsilon \), in \( \{ D_\epsilon, \epsilon \to \epsilon_{\text{train}} \} \) do
3: compute \( \mathcal{L}_{\theta}(\epsilon) = \mathbb{E}_{S} \log Q(Y|X; \theta) \)
4: compute \( \nabla_{\theta} \mathcal{L}_{\theta}(\epsilon) \)
5: end for
6: compute \( \mathcal{L}_{\theta}(\epsilon) = \frac{1}{\epsilon} \sum_{\epsilon_{\text{train}}} \nabla_{\theta} \mathcal{L}_{\theta}(\epsilon) \)
7: compute \( \mathcal{E}_{\theta}(\epsilon) = \mathbb{E}_{\theta} \nabla_{\theta} \mathcal{L}_{\theta}(\epsilon) \)
8: compute \( \text{trace}(\text{Var}(\nabla_{\theta} \mathcal{L}_{\theta}(\epsilon))) \)
9: update \( \theta \) and \( \alpha \) by the gradient of \( \mathcal{E}_{\theta}(\epsilon) \) over all environments
10: end for

Table 1: IGA algorithm. All integration with respect to \( E \) are evaluated empirically, and each \( \epsilon \) appears only as the index of dataset.

Figure 3: Relations among \( \nabla_{\theta} L_{E'} \), during the training with IGA. \( \theta \) in the figure is the parameter of the base black-box distribution \( Q(Y|X; \theta) \).

any measurable \( A \) in the range of \( Y \) (See Appendix C.1): 

\[
P(y \in A | h(X)) = \mathbb{E}_{Y} [1_A(Y) | h(X)]
\]

(4)

\[
= \mathbb{E}_{E'} [\mathbb{E}_{Y} [1_A(Y) | h(X), E']]
\]

(5)

\[
\approx \mathbb{E}_{E'} [P(y \in A | h(X), E')]
\]

(6)

Since this holds for all \( A \), 

\[
P(y | h(X)) \approx \mathbb{E}_{E'} [P(y | h(X), E')]
\]

Now by substituting (3) and using the fact that \( E' \) used in the model parameter is independent from \( (X, Y) \),

\[
\mathbb{E}_{E'} [P(y | h(X), E')] \approx \mathbb{E}_{E'} [Q(y | X; \theta - \alpha \nabla_{\theta} L_{E'}(\theta)) | X]
\]

(7)

\[
\approx Q(y | X; \theta) - \alpha \nabla_{\theta} Q(y | X; \theta) + O(\alpha^2)
\]

(8)

\[
\approx Q(y | X; \theta) - \alpha \nabla_{\theta} Q(y | X; \theta) + O(\alpha^2)
\]

(9)

\[
\approx Q(y | X; \theta) - \alpha \nabla_{\theta} \mathbb{E}_{E'} [L_{E'}(\theta)] + O(\alpha^2)
\]

(10)

Because the explicit form of \( h \) is absent in both (8) and (10), the training based on our parametrizations do not treat the invariant feature \( h(X) \) and the invariant predictor function \( P(Y | h(X)) \) separately. This approach is different from many other studies based on invariance, and we would discuss its pros and cons in Section 5 and Appendix D.4.

3.2 Inter-environment Gradient Alignment Algorithm

MIP requires that \( d_{KL}(P(Y | h(X), \epsilon) \| P(Y | h(X))) \) is small for every \( \epsilon \). This can be achieved by making \( \mathbb{E}_{E'} [d_{KL}(P(Y | h(X), E') \| P(Y | h(X)))] \) small. Substituting our parametrization ((3), (10)) into \( \mathbb{E}_{E'} [d_{KL}(P(Y | h(X), E') \| P(Y | h(X)))] \) and working out the algebra, we obtain

\[
\mathbb{E}_{E'} [d_{KL}(P(Y | h(X), E') \| P(Y | h(X)))]
\]

(11)

\[
\approx \alpha \text{trace}(\text{Var}(\nabla_{\theta} L_{E'}(\theta)))
\]

(12)

For more detailed derivation of (12), please see Appendix C.2. Because \( I(Y; h(X)) \) can be maximized by minimizing the loss \( L_{E'}(\theta - \alpha \nabla_{\theta} \mathbb{E}_{E'} [L_{E'}(\theta)]) \), we shall minimize the following with respect to \( \theta \):

\[
\mathbb{E}_{E'} [L_{E'}(\theta - \alpha \nabla_{\theta} \mathbb{E}_{E'} [L_{E'}(\theta)])] + \lambda \text{trace}(\text{Var}(\nabla_{\theta} L_{E'}(\theta)))
\]

(13)

Because the objective (13) encourages the gradient \( \nabla_{\theta} \mathcal{L}_{\theta} \) evaluated on each \( \epsilon \) to align with the gradients evaluated on other \( \epsilon \)s, we call the algorithm for the objective function (13) as Inter-environment Gradient Alignment (IGA) algorithm. This formulation agrees with the general formulation of IRM (4) (as opposed to IRMv1) when \( Y \) is a categorical variable. MIP thus provides justification to IRM for a non-linear case when the task of interest is a classification problem.

3.3 IGA in practice

Now that we have proposed the objective function (13) for our MIP-inspired algorithm, how is it carried out in practice and what is the range of environments on which the empirical solution of IGA can generalize?
In the algorithm, we evaluate \([\lambda]\) on a set of datasets \(\{D_{\epsilon_i}; \epsilon_i \in \mathcal{A}_{\text{train}}\}_{i=1}^N\), with each \(D_{\epsilon}\) consisting of a set of input-output pairs \(\{(x_{ij}, y_{ij})\}_{j=1}^N\) drawn from \(P(X, Y|\epsilon_i)\). Also, the variance and the expectation with respect to \(E\) is taken empirically. For example, \(\mathbb{E}_E[\mathcal{L}_E(\theta)]\) is approximated by the empirical average \(\bar{\mathcal{L}}_E(\theta) = \frac{1}{N} \sum_{i=1}^{N} \mathcal{L}_{\epsilon_i}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{N} \sum_{j=1}^{N} (Q(Y|x_{ij}; \theta), y_{ij}).\) We emphasize that IGA does not require the user to specify the identity of the environment \(\epsilon\); each environment \(\epsilon\) appears only as an index in the equation. Table 1 is an outline of our algorithm. Figure 5 is a visualization of the relations amongst \(\{\nabla_{\theta} \mathcal{L}_{\epsilon_i}(\theta)\}_{i}\) in IGA.

**IGA loss as a bound of OOD loss on linear combinations of \(\mathcal{A}_{\text{train}}\):** It turns out that, when evaluated over finite \(\mathcal{A}_{\text{train}}\), (7) can actually bound the OOD loss on a set of linear combinations of training distributions. Namely, let \(\Delta_{\eta} = \{\{\alpha\}_\epsilon; \alpha > -\eta, \sum \alpha = 1\}\), and consider the set of distributions defined by \(\mathcal{E}_{\eta} = \{\sum_{\epsilon \in \mathcal{A}_{\text{train}}} \alpha P_{\epsilon}; \alpha \in \Delta_{\eta}\}\). Then it turns out that

\[
\sup_{\epsilon \in \mathcal{E}_{\eta}} L_{\epsilon}(\theta - \alpha \nabla_{\theta} \mathbb{E}_E[\mathcal{L}_E(\theta)]) \leq \mathbb{E}_E[\mathcal{L}_E(\theta - \alpha \nabla_{\theta} \mathbb{E}_E[\mathcal{L}_E(\theta)])] + \lambda \text{trace}(\text{Var}(\nabla_{\theta} \mathcal{L}_E(\theta))) \tag{14}
\]

approximately for \(\lambda\) that is monotonic in \(\eta\). Thus, the OOD loss of an IGA trained model is bounded by its loss on \(\Delta_{\eta}\). For the details of this claim, please see \(\text{[3]}\) in the Appendix.

**An analysis of a simple linear example:** As a case study, we present our analysis of IGA on the following linear example \(\text{[5]}\):

\[
X_1 = N_0, \quad Y = X_1 + N_1, \quad X_2 = \mathcal{E}Y + N_2, \tag{15}
\]

where \(N_k\) are independent standard normal noises and \(\mathcal{E}\) is an arbitrary, scalar valued environmental random variable with non-zero variance. For this example, \(X_1\) satisfies \(P(Y|X_1, \epsilon) = P(Y|\epsilon)\) for all \(\epsilon\), and \(X_1\) also stands as the solution of OOD problem over all real values of \(\mathcal{E}\). We claim that \(X_1\) is also the solution of IGA (13).

Let the base distribution \(Q(Y|X; \theta)\) be the distribution of \(\tilde{Y}_0 = \theta_1 X_1 + \theta_2 X_2\), and let \(\mathcal{L}_\epsilon(\theta) = \mathbb{E}[(Y - \tilde{Y}_0)^2|\epsilon]\) be the loss function. As we discussed above, we parametrize \(P(Y|h(X), \epsilon)\) as \(Q(Y|X; \theta - \alpha \nabla_{\theta} \mathcal{L}_\epsilon(\theta))\) with \(\theta\) implicitly determining \(h\). We assume that the empirical variance \(\text{Var}(\mathcal{E})\) is non zero. We can then compute \(\text{trace}(\text{Var}(\nabla_{\theta} \mathcal{L}_E(\theta)))\) in the constraint as the sum of the following:

\[
\nabla_{\theta} \mathcal{L}_E(\theta) = 4 \text{Var}(\epsilon) \theta_2^2, \quad \text{Var}(\nabla_{\theta} \mathcal{L}_E(\theta)) = 4 \mathbb{E}_{\epsilon} \left[ \left( (\epsilon - \hat{\mathbb{E}}_{\epsilon}[\epsilon])(\theta_1 - 2) + 2(\epsilon^2 - \hat{\mathbb{E}}_{\epsilon}[\epsilon]^2)\theta_2 \right)^2 \right]
\]

Under the aforementioned assumption of \(\text{Var}(\mathcal{E}) > 0\), equating the sum of these two variances to 0 would force \(\theta = [2, 0]\). Because \(\nabla_{\theta} \mathcal{L}_E(\theta)|_{\theta = [2,0]} = [2,0]\), the solution of IGA would thus be \(Q(Y|X; [2,0] - \alpha[2,0])\) or \((1-\alpha)2X_1\) in the variable form. If we optimize the loss of this function about \(\alpha\), we obtain \((1-0.5)2X_1 = X_1\) as the optimal solution, which is indeed our intended answer.

4 **Experiment**

4.1 **Invariance Unit Tests**

Recently, [5] proposed Invariance Unit Tests, a set of linear problems to serve as a benchmark for OOD generalization problems. To construct the set of datasets for each one of these problems, we first sample a set of environments \(\{\epsilon\}\). Then, for each sampled \(\epsilon\), we collect a dataset \(D_{\epsilon} := \{(x_{ij}^\epsilon, y_{ij}^\epsilon)\}\) from \(p(x, y|\epsilon)\). In the setup of [5], each instance of \(x^\epsilon\) is a pair of (a) \(x^\epsilon_{\text{train}} \in \mathbb{R}^{d_{\text{train}}}\) that elicits invariant correlations and (b) \(x^\epsilon_{\text{spu}} \in \mathbb{R}^{d_{\text{spu}}}\) that elicits spurious correlations. The goal of the experiments in [5] is to train a predictor for the target variable \(y^\epsilon\) that depends exclusively on \(x^\epsilon_{\text{train}}\). To test the performance of our IGA, we conducted experiments on the unit-tests designated as (2, 2s, 3, 3s) in [5]. In the unit-tests designated with labels containing \(s\) (2s, 3s), the observations are scrambled by a full rank matrix (each observation is presented as \(MX\) for some matrix \(M\)), so that it is difficult to construct an invariant predictor as a function of a small discrete subset of observations. In this set of experiments, we compare our IGA against IRM, ERM and ANDMask [29]. ANDMask has a somewhat similar philosophy as our IGA, because it aims to minimize the error by updating the model.

---

\(^5\)This example was raised by the author of [4] in personal communication.
We did not conduct tests on \( (1, 1s) \), because \( P(y|x_{inv}, \epsilon) \neq P(y|x_{inv}) \) in these settings (please also see Section 5). We used the published code of the original paper [5] to conduct all experiments. For more details of the experimental settings, please see Appendix D.1. Table 2 summarizes the result of Invariance unit tests. As expected, the performance of all models improve with the number of environments used in the training \( (n_{env}) \). Also, as reported in [5], ANDMask performs well on unscrambled environments. We can see in Table 2 that IGA performs competitively on all examples.

## 4.2 Colored MNIST & Extended Colored MNIST

To test the performance of our IGA on an image dataset, we conducted a set of experiments on Colored-MNIST (C-MNIST) in [4] as well as its extension, Extended Colored-MNIST (EC-MNIST). For C-MNIST, the OOD-optimal invariant predictor is a function of the feature \( h(X) \) such that \( P(h(X)|\epsilon) = P(h(X)) \), which is also a solution of the Adversarial Domain Adaptation (ADA) [25]. EC-MNIST is an extension of C-MNIST in which the OOD-optimal invariant predictor is not necessarily a function of such a feature. We therefore describe EC-MNIST first.

### Extended Colored-MNIST (EC-MNIST)

In EC-MNIST, each \( (x, y) \) in the environment \( \epsilon = (\epsilon_{ch1}, \epsilon_{ch2}) \) is constructed as follows:

1. Set \( x_{ch2} \) to 1 with probability \( \epsilon_{ch2} \). Set it to 0 with probability \( 1 - \epsilon_{ch2} \).
2. Generate a binary label \( \hat{y}_{obs} \) from \( y \) with the following rule: \( \hat{y}_{obs} = 0 \) if \( y \in \{0 \sim 4\} \) and \( \hat{y}_{obs} = 1 \) otherwise. If \( \epsilon_{ch2} = k \), construct \( \hat{y}_{obs} \) by flipping \( \hat{y}_{obs} \) with probability \( p_k \) \( (k \in \{0, 1\}) \).
3. Put \( \hat{y}_{obs} = \hat{x}_{ch2} \) and construct \( x_{ch1} \) from \( \hat{x}_{ch2} \) by flipping \( \hat{x}_{ch2} \) with probability \( \epsilon_{ch1} \).
4. Construct \( x_{obs} \) as \( x_{fig} \times [x_{ch0}, (1 - x_{ch0}), x_{ch2}] \). As an RGB image, this will come out as an image in which the red scale is turned on and the green scale is turned off if \( x_{ch0} = 1 \), and otherwise around if \( x_{ch0} = 0 \). Blue scale is turned on only if \( x_{ch2} = 1 \).

Appendix Figure 7 is the graphical model for the generation of EC-MNIST. We emphasize that only \( (Y_{obs}, X_{obs}) \) are assumed observable in the experiment, and that the node decomposition in Appendix Figure 7 is not assumed unknown. At the training time, the machine learner will be given a set of datasets \( D_{train} = \{D_{\epsilon_i}; i = 1, \ldots, N_{train}\} \) in which \( D_{\epsilon_i} \) is a set of observations gathered from \( P(X, Y|\epsilon_i) \) and \( R_{train} = \{\epsilon_i; i = 1, \ldots, N_{train}\} \) is the set of training environments. At the test time, the learner will be challenged to make an inference of \( Y_{obs} \) from \( X_{obs} \) on the dataset drawn from \( P(X, Y|\epsilon_{test}) \) with \( \epsilon_{test} \not\in R_{train} \). The model is evaluated based on OOD performance [1], or the performance in the worst environment among the union of \( R_{train} \) and the test environments.

For our EC-MNIST, the theoretical upper bound for the probability of correctly predicting \( Y_{obs} \) is \( \epsilon_{ch2} \max \{p_0, 1 - p_0\} + (1 - \epsilon_{ch2}) \max \{p_1, 1 - p_1\} \). In this problem, \( X_{fig} \) is the only variable that is independent from \( \epsilon \), and it is therefore the solution of [25]. However, \( X_{ch2} \) together with \( X_{fig} \) can create a better predictor than \( X_{fig} \) alone. In fact, the oracle prediction by \( X_{fig} \) alone can attain an average value as high as \( \max \{\epsilon_{ch2}p_0 + (1 - \epsilon_{ch2})p_1, \epsilon_{ch2}(1 - p_0) + (1 - \epsilon_{ch2})(1 - p_1)\} \), which is lower than the that of \( [X_{fig}, X_{ch2}] \) oracle. This fact follows from Fatou’s lemma [17]. Thus, ADA cannot find the optimal solution in this case. IRM [4] also discusses such a case in their work.

We compared our algorithm against Invariant Risk Minimization (IRM) [4]. Empirical Risk Minimization (ERM), and the oracle(s). The right column in Table 3 compares the results of the algorithms in terms of the OOD performance [1]. We perform better than both ERM and IRM. We also perform better than the \( X_{fig} \) oracle, which is equivalent to the upper bound of ADA. Because \( X_{ch2} \) is necessary in order to outperform the \( X_{fig} \) oracle (see Appendix D.2), our result suggests that the IGA-trained models are actually using the feature \( X_{ch2} \) in making the prediction of \( Y \). Figure 7(a)(b) plots the OOD accuracy of IGA-trained models against the regularization parameter \( \lambda \) in Table 4. In general, training with larger regularization parameters promotes the OOD performance. The OOD accuracy plateaus around \( \lambda \sim 10^4 \).

### Colored MNIST (C-MNIST)

The original C-MNIST in [4] is a special case of our EC-MNIST in which the distribution of \( X_{ch2} \) does not vary with \( \epsilon \). Figure 7 in Appendix is a schematic of the data generation process of C-MNIST. In C-MNIST, the OOD-optimal predictor can be constructed with \( X_{fig} \) alone, and it achieves the optimal OOD accuracy of \( \max(1 - p, p) \). The left column in Table 3 compares the results of the algorithms in terms of the OOD accuracy [1]. Again, our method outperforms both ERM and IRM.
Table 2: Test errors for all algorithms and datasets for the invariance unit tests in [3] \(d_{inv}, d_{spu}, n_{env}) = (5, 5, n_{env})\) \((n_{env})\) is the number of training environments). We provide the full version of this table in Appendix table [5].

| \(n_{env}\) | Oracle | ERM | ANDMask | IRM | IGA (Ours) |
|------------|--------|-----|---------|-----|------------|
| Example2   | 5      | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.46 ± 0.02 | 0.00 ± 0.00 |
| 10         | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.46 ± 0.02 | 0.00 ± 0.00 |
| Example2s  | 5      | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.47 ± 0.03 | 0.00 ± 0.00 |
| 10         | 0.00 ± 0.00 | 0.00 ± 0.00 | 0.47 ± 0.03 | 0.00 ± 0.00 |
| Example3   | 5      | 0.01 ± 0.00 | 0.36 ± 0.02 | 0.40 ± 0.02 | 0.00 ± 0.00 |
| 10         | 0.01 ± 0.00 | 0.36 ± 0.02 | 0.40 ± 0.02 | 0.00 ± 0.00 |
| Example3s  | 5      | 0.01 ± 0.00 | 0.36 ± 0.02 | 0.40 ± 0.02 | 0.00 ± 0.00 |
| 10         | 0.01 ± 0.00 | 0.36 ± 0.02 | 0.40 ± 0.02 | 0.00 ± 0.00 |

5 Related Works & Discussion

Types of invariance Recent studies of invariant predictor differ by the type of invariance that is assumed to hold across environments. As we mentioned in the introduction, many causality inspired methods \([34, 35]\) assume that there exists a causal mechanism that remains constant across different datasets. In equation, they often assume that there exists a set of indices \(S \subset \{1, \ldots, d\}\) such that \(P(Y | M_S \otimes X, \epsilon) = P(Y | M_S \otimes X)\), where \(M_S\) is the binary mask function corresponding to \(S\). \([9]\) also allows \(S\) to depend on \(X\). The type of invariance that we investigate in this study is akin to this type of invariance, except that we only assume the existence of a possibly nonlinear function \(h\) with \(P(Y | h(X), \epsilon) = P(Y | h(X))\). Meanwhile, \([4]\) studies the set of features \(h(X)\) that satisfies \(E[h(X), \epsilon] = E[h(X)]\). This is a less restrictive form of invariance because although \(P(Y | h(X), \epsilon) = P(Y | h(X))\) implies \(E[h(X), \epsilon] = E[h(X)]\), its inverse does not hold in general. However, an exception occurs when \(Y\) is a categorical variable representable as a one-hot vector, because \(P(Y = e_k | h(X)) = E[Y_k | h(X)]\). In a related note, we did not conduct experiments on unit-test 1 and 1s in Section 4.1 because they are both regression problems in which \(x_{inv}\) satisfies \(E[y | x_{inv}, \epsilon] = E[y | x_{inv}]\) only. \([23, 35]\) also studies the type of invariance discussed in \([4]\).

MIP as an objective function Our MIP is very much related to \([9]\). However, instead of the commonly used OOD objective \([1]\), they define their objective as the minimization of \(L_{test} = \max_{\epsilon\in\Theta} H(P(Y | M_S \otimes X, \epsilon) ; P(Y | M_S \otimes X, \epsilon \in A_{train}))\) where \(H\) is cross entropy and \(A_{train}\) is the set of training environment. The extent of their claims is also limited to a specific DAG model of their interest. MIP as an objective function is not too special on its own, as it is just a variant of constrained maximization of mutual information (constrained InfoMax). One traditional form of constrained InfoMax comes with a constraint on entropy \([28]\). However, because the invariance constraint we impose in MIP has a flavor of model selection, we may say that MIP in spirit is more closely related to Information Bottleneck (IB) \([3, 39]\) and feature selection \([10, 19]\). Developing further theoretical connections between the OOD problem and these methods is therefore a fascinating direction of research.

Methodological limitation of IGA One limitation of IGA is the difficulty of evaluating the regularization term \(\text{Var}_{\epsilon}(\nabla_{\theta} L_{\epsilon}(\theta))\). To be able to apply IGA, we need to be able to empirically evaluate \(\text{Var}_{\epsilon}(\nabla_{\theta} L_{\epsilon}(\theta))\). Recall that \(\text{Var}_{\epsilon}(\nabla_{\theta} L_{\epsilon}(\theta))\) is a variance value taken with respect to the environmental variable \(\epsilon\), and that \(\nabla_{\theta} L_{\epsilon}(\theta) = \nabla_{\theta} E[(f_{\theta}(X, Y))]\) where \(\epsilon\) is a divergence function and \(f_{\theta}\) is the invariant predictor parameterized by \(\theta\). If the batch size during the training is too small, the empirical evaluation of the expectation in \(\nabla_{\theta} L_{\epsilon}(\theta)\) would have a non-trivial variance on its own and the evaluation of \(\text{Var}_{\epsilon}(\nabla_{\theta} L_{\epsilon}(\theta))\) would be flawed. To resolve this problem, we trained our invariant predictor with full batch size. Unfortunately, we could not train a good invariant predictor.
with smaller batch sizes. This fact is barring us from applying our method to larger datasets such as CIFAR10 or Imagenet. One important future work is to find a high-precision differentiable estimation for $\text{Var}_E(\nabla_\theta L_E(\theta))$. Still yet, we shall also report that there has been a successful application of IGA on medical dataset. We discuss other technical limitation of IGA in Appendix D.4.

Social Impact Our study is an effort toward learning a model that can perform well in a newly encountered environment. Further study in this field might allow safer/more economical training of the model. For example, our study might allow the user to train a good model without collecting a dataset from a dangerous/risky environment. Further study of the OOD problem might also be helpful in promoting the fairness of the prediction. However, one must be wary of the treatment of the environmental factor. In this study, we consider the situations in which the identity of the environmental factor is unknown. This is actually the case in many applications; the effect of the hidden “environmental factor” might be inferrable only from a set of datasets sampled from a collection of environments. In such cases, a user with an ulterior motive might be able to fake the true identity of the environment by using a particular collection of datasets. For example, when the mission is to train a model that can perform well on people of all ages, a user with ulterior motive might collect a dataset of one age group from a particular socio-political group and a dataset of another age group from a yet-another socio-political group. Such a user might advertise his/her predictor as an age agnostic predictor, when in truth the “advertised” environmental factor (age) does not agree with the true factor that distinguishes one dataset from another in the specific collection used in the training process. This problem applies to many statistical methods, and one must pay close attention to the data collection process in order to ensure fair analysis.
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A Appendix

This appendix section is structured as follows. In Appendix B we provide the proofs for the formal versions of our theoretical results. In Appendix C.3 we show the details of our computation in Section 3.3. In Appendix C.2 we present the details of our derivation of IGA (Section 3.2). In Appendix D we present the details of our experiment on Invariance Unit Tests [5] and MNIST derived datasets. We also provide additional results in Appendix F as well.

B Formal versions of Theorem 2.1, Theorem 2.3, and Corollary 2.2

B.1 Important Remarks and notations

In this section, we provide the proofs for the formal versions of our theoretical statements (Theorem 2.1, Theorem 2.3, Corollary 2.2). The formal versions of our statements are based on measure theoretic probability, and hence are our proofs. Throughout, we will use the notations in the standard probability texts like [14]. We use upper case letters to represent random variables, and lower case letters to represent the realizations of the random variables. For example, $X$ would represent a random variable, and $x$ would be its realization. We also treat the environment $E$ as a random variable, and use $\epsilon$ to represent a realization of $E$. We use $Z_1 \perp Z_2$ as a shorthand notation for "$Z_1$ is independent from $Z_2$."

This section is structured as follows. First, in Appendix B.2 we will present the setup of our analysis along with the basic definitions that will be used throughout. Next, in Appendix B.3 we will present our proof of the formal version of our result about the controllability condition (Theorem 2.1). In Appendix B.4 we prove the formal version of Theorem 2.3. In Appendix B.5 we will prove the formal version of Corollary 2.2 that claims that our controllability condition 2.1 generalizes the condition used in [34]. Finally, in Appendix B.6 we present our proofs for two general lemmas used in Appendix B.3 and Appendix B.4.

B.2 Setup

Let $Y$ be the output random variable, $X$ be the input random variable and $E$ be the environmental random variable. We suppose that $Y, X, E$ are all euclidean-space-valued random variables measurable with respect to the probability triple $(\Omega, \mathcal{F}, P)$. We follow the notation of the standard text like [14] and use $\sigma(X)$ to represent the sigma algebra of $X$. Also following the probability convention, we say $Z \in \sigma(X)$ whenever a random variable $Z$ is measurable with respect to $\sigma(X)$. For simplicity, we do not bother writing a feature of $X$ as $h(X)$ with some function $h$. Instead, we use the conventional notation $\Phi \in \sigma(X)$ to represent a feature of $X$, because the measurability of $\Phi$ with respect to $\sigma(X)$ is equivalent to the statement that there exists some measurable function $h$ such that $h(X) = \Phi$.

That being said, if $\Phi$ is a random variable that is measurable with respect to $\sigma(X)$, let us define $\mathcal{E}_\phi \in \sigma(\mathcal{E})$ to be a minimal random variable (in the sense of sigma algebra) such that $\Phi \perp \mathcal{E}|\mathcal{E}_\phi$. The variable $\mathcal{E}_\phi$ thus satisfies $P(\Phi|\mathcal{E}) = P(\Phi|\mathcal{E}_\phi)$. Also, if the conditional distribution of $\mathcal{E}|\mathcal{E}_\phi$ is smooth enough, the functional representation lemma B.9 states that there exists some $\mathcal{E}_\psi$ such that $\mathcal{E}_\psi \perp \mathcal{E}_\phi$ and $\Sigma(\mathcal{E}) = \Sigma(\mathcal{E}_\psi, \mathcal{E}_\phi)$. Because this implies the existence of an invertible map between $\mathcal{E}$ and $(\mathcal{E}_\psi, \mathcal{E}_\phi)$, WLOG we write $\epsilon = (\epsilon_\phi, \epsilon_\psi)$ for every $\epsilon \in \text{supp}(\mathcal{E})$. Finally and most importantly, let us define the set $\mathcal{I}$ of invariant features to be

\[ \mathcal{I} = \{ \Phi \in \sigma(X); p(Y|\Phi, \epsilon) = p(Y|\Phi) \forall \epsilon \in \text{supp}(\mathcal{E}) \} \]

and that this set is non-empty.

B.3 The proof of the formal version of theorem 2.1

We begin with the formal statement of our controllability condition B.1

**Definition B.1 (Controllability Condition).** We say that a feature $\Phi$ satisfies a controllability condition if for all $\epsilon = (\epsilon_\phi, \epsilon_\psi) \in \text{supp}(\mathcal{E})$, there exists $\tilde{\epsilon}_\psi \in \text{supp}(\mathcal{E}_\psi)$ such that

\[ Y \perp X|\Phi, \epsilon_\phi, \tilde{\epsilon}_\psi \]
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We emphasize that this is a condition about the feature $\Phi \in \mathcal{I}$. To prove theorem \ref{theo_symmetric}, we will first prove the following small lemma about the property of $(Y, \Phi)$.

**Lemma B.2.** If $\Phi \in \mathcal{I}$, then $\mathcal{E}_\psi \perp (\Phi, Y) | \mathcal{E}_\phi$

**Proof.**

\[
P(Y, \Phi | \epsilon) = P(Y, \Phi | \epsilon_\phi, \epsilon_\psi)
= P(Y | \Phi, \epsilon_\phi, \epsilon_\psi) P(\Phi | \epsilon_\phi)
= P(Y | \Phi) P(\Phi | \epsilon_\phi)
= P(Y | \Phi) P(\Phi | \epsilon_\phi)
= P(Y, \Phi | \epsilon_\phi)
\]

The second equality follows from the definition of conditional probability. The third and fourth equality follows from the fact that $g(\mathcal{E}) \perp Y | \Phi$ for any measurable $g$. The last equality follows from the definition of $\mathcal{E}_\phi$.

This result implies that $(Y, \Phi) | \epsilon_\phi, \epsilon_\psi = (Y, \Phi) | \epsilon_\phi, \epsilon_\psi'$ for any arbitrary pair $\epsilon_\phi$ and $\epsilon_\psi'$. In other words, given $\Phi$, the distribution of $Y$ changes only with respect to $\epsilon_\phi$. We can use this result to prove the following most important result of our work.

**Theorem B.3.** Let $g$ be a strictly convex, differentiable function and $D$ be the corresponding Bregman Loss function that is convex in both input variables. Also, let $\Phi \in \sigma(\mathcal{Z})$ and write $E[Y | \Phi] = f^*(X)$. If $\Phi$ satisfies the controllability condition \ref{theo_symmetric}, then

\[
f^* = \arg \min_f \sup_{\epsilon \in \text{supp}(\mathcal{E})} E[D(Y, f(X)|\epsilon)]
\]

**Proof.** We are going to leverage the fact that, if $\mathcal{G}$ is a sub sigma algebra of $\mathcal{F}$ to which $Y$ is measurable, then \[6\]

\[
\arg \min_{Z \in \mathcal{G}} E[D(Y, Z)] = E[Y | \mathcal{G}].
\]

The situation considered here includes the case in which $D$ is a Kullback-Leibler Divergence loss or equivalently the case in which the loss $E[D(Y, Z)]$ is a cross entropy loss $E[-Y \log Z]$ that is convex in both $Y$ and $Z$. The case of $L_2$ loss is trivially included as well, because the $L_2$ metric is symmetric. See Appendix B.6 and \[6\] for more detail.

To show the claim of this theorem, it suffices to show that, for any $\epsilon \in \text{supp}(\mathcal{E})$ and any measurable $f$, there exists $\epsilon' \in \text{supp}(\mathcal{E})$ such that $E[D(Y, f(X)|\epsilon')] > E[D(Y, f^*(X)|\epsilon)]$ so that $\sup_{\epsilon} E[D(Y, f(X)|\epsilon)] \geq \sup_{\epsilon} E[D(Y, f^*(X)|\epsilon)]$ for all measurable $f$. Now, if $\epsilon = (\epsilon_\phi, \epsilon_\psi)$, let us choose $\tilde{\epsilon}_\psi$ to be such that $X \perp Y | \Phi, \epsilon_\phi, \tilde{\epsilon}_\psi$ and write $\epsilon' = (\epsilon_\phi, \tilde{\epsilon}_\psi)$. Then it follows that

\[
E_{\Phi, \psi} [D(Y, f(X)|\epsilon')] 
= E_{\Phi, \psi} [E_X [D(Y, f(X)|\Phi, \epsilon')]]
\geq E_{\Phi, \psi} [D(Y, E_X [f(X)|\Phi, \epsilon', Y])|\epsilon']
= E_{\Phi, \psi} [D(Y, E_X [f(X)|\Phi, \epsilon'])|\epsilon']
:= E_{\Phi, \psi} [D(Y, h(\Phi, \epsilon'))|\epsilon']
\]

where the first equality follows from the tower rule, the second inequality follows from Jensen’s inequality and the fact that our $D(y, x)$ is convex with respect to $x$, and the third equality follows from our choice of $\epsilon'$. In the fourth equality, we defined $h(\Phi, \epsilon') := E[f(X)|\Phi, \epsilon']$. With $\epsilon' = (\epsilon_\phi, \tilde{\epsilon}_\psi)$ fixed to be constant, $D(h(\Phi, \epsilon'), Y)$ is a random variable measurable with respect to $(\Phi, Y)$. Therefore,

\[
E_{\Phi, \psi} [D(Y, h(\Phi, \epsilon'))|\epsilon']
\geq E_{\Phi, \psi} [D(Y, E_Y [Y|\Phi, \epsilon_\phi, \tilde{\epsilon}_\psi])|\epsilon_\phi, \epsilon_\psi]
= E_{\Phi, \psi} [D(Y, E_Y [Y|\Phi])|\epsilon_\phi, \epsilon_\psi]
= E_{\Phi, \psi} [D(Y, f^*(X)|\epsilon)]
:= E_{\Phi, \psi} [D(Y, f^*(X))|\epsilon]
\]

where the first equality follows from the lemma B.2, the second equality follows from the minimality of conditional expectation, and the third equality follows from the fact that $Y \perp \mathcal{E} | \Phi$. All together we have proven that, for any $\epsilon$ there is $\epsilon'$ with

\[
E_{\Phi, \psi} [D(Y, f(X)|\epsilon')] \geq E_{\Phi, \psi} [D(Y, f^*(X)|\epsilon)]
\]
as desired. \qed
B.4 The proof of the formal version of theorem 2.3

To prove theorem 2.3, we first need several small lemmas. The first lemma states that any $\Phi$ that satisfies the controllability condition B.1 achieves the maximal mutual information with $Y$ in at least one environment.

**Lemma B.4.** Suppose $\Phi \in \mathcal{I}$ and suppose that $\epsilon$ is such that $X \perp Y | \Phi, \epsilon$. Then for this particular $\epsilon$,

$$\Phi = \arg \max_{Z \in \sigma(X)} I(Y; Z | \epsilon)$$

**Proof.** Suppose that there exists $B \in \sigma(X)$ with $I(Y; B, \Phi | \epsilon) > I(Y; \Phi | \epsilon)$. Then by the property of conditional mutual information,

$$I(Y; B, \Phi | \epsilon) = I(Y; \Phi | \epsilon) + I(Y; B | \Phi, \epsilon)$$

(30)

This equation implies that $I(Y; B | \Phi, \epsilon) > 0$. However, $B \perp Y | \Phi, \epsilon$ by the choice of $\epsilon$ and the property of $\Phi$, so this must be zero, and it is a contradiction.

The next lemma states that any $\Phi$ that satisfies the controllability condition B.1 is maximal in $\mathcal{I}$.

**Lemma B.5.** Suppose $\Phi \in \mathcal{I}$ and suppose that for some $\epsilon^*$. $Y \perp X | \Phi, \epsilon^*$. Then $\Phi$ is maximal in the sense that, there is no $\tilde{\Phi} \in \mathcal{I}$ with $\Phi \in \sigma(\tilde{\Phi})$.

**Proof.** Let $\tilde{\Phi} \in \mathcal{I}$ as stated in the assumption. Then

$$P(Y | \tilde{\Phi}) = P(Y | \tilde{\Phi}, \epsilon^*)$$

(31)

$$= P(Y | \tilde{\Phi}, \Phi, \epsilon^*)$$

(32)

$$= P(Y | \Phi, \epsilon^*)$$

(33)

$$= P(Y | \Phi)$$

(34)

The first line follows from the property of $\mathcal{I}$; $Y \perp \epsilon | \Phi$. The second line follows from the fact that $r(\tilde{\Phi}) = \Phi$ for some $r$. The third line follows from $X \perp Y | \Phi, \epsilon^*$ for this specific $\epsilon^*$. Lastly, the final line follows again from the property of $\mathcal{I}$. □

The following is the formal version of theorem 2.3

**Theorem B.6.** Suppose that there exists at least one $\Phi$ for which there is a corresponding $\epsilon_\phi$ for every $\epsilon_\phi$ such that $X \perp Y | \Phi, \epsilon_\phi, \tilde{\epsilon}_\phi$. If $\mathcal{I}$ is generated by one $\Phi_0$, then $E[Y | \Phi^*]$ is OOD optimal if

$$\Phi^* = \arg \max_{\Phi \in \mathcal{I}} I(Y; \Phi)$$

(35)

**Proof.** If for all $\epsilon_\phi$, there exists $\epsilon_\phi$ such that $X \perp Y | \Phi, \epsilon_\phi, \tilde{\epsilon}_\phi$, then $E[Y | \Phi]$ is optimal by the proposition B.3. Now, if $\mathcal{I}$ is generated by one $\Phi_0$, $\Phi \in \sigma(\Phi_0)$ so that by the proposition B.5, $\sigma(\Phi) = \sigma(\Phi_0)$ and $I(Y; \Phi_0) = I(Y; \Phi)$ necessarily. Because $I(Y; \Phi_0)$ is maximal as well, the claim follows. □

B.5 The proof of the formal version of theorem 2.2

In [34], the authors use $x_A$ to denote a set $\{x_i; i \in A\}$ and assume that there is a specific subset of coordinates $S \subset \{1, 2, ..., p\}$ such that $p(y|x_S, \epsilon) = p(y|x_S)$. In showing that their predictor $E[Y | X_S]$ achieves OOD optimality, they also assume the following condition in their proof:

**Assumption 1.** Let $N$ be the complement of $S$. Then, for any environment $\epsilon$, there exists $\epsilon'$ such that

$$p(x, y|\epsilon') = p(y, x_S | \epsilon)p(x_N | \epsilon)$$

(36)

**Theorem B.7.** The assumption [7] in [34] is strictly stronger than the controllability condition B.7.
Proof. Suppose that there is such $\epsilon'$, and let $\epsilon = (\epsilon_{\phi}, \epsilon_{\psi})$ be the decomposition derived from the Function Representation lemma with $\Phi = X_S$. We will show that this necessitates \ref{eq:B.1} for $X_S$.

First, notice
\begin{align*}
p(y, x_S | \epsilon) p(x_N | \epsilon) &= p(x, y | \epsilon') \\
&= p(x_S, x_N, y | \epsilon') \\
&= p(x_S, y | x_N, \epsilon') p(x_N | \epsilon')
\end{align*}

Integrating both sides with respect to $y$ and $x_S$ we obtain (i) $p(x_N | \epsilon) = p(x_N | \epsilon')$, and this allows us to say (ii) $p(y, x_S | \epsilon) = p(y, x_S | x_N, \epsilon')$ as well. Because the left hand side of (2) has no dependence on $x_N$, we also obtain
\begin{align*}
p(y, x_S | \epsilon) &= p(y, x_S | x_N, \epsilon') \\
&= p(y, x_S | \epsilon')
\end{align*}

Now, we would use these relations to describe a relation between $\epsilon$ and $\epsilon'$. Continuing from the equality above,
\begin{align*}
p(y, x_S | \epsilon) &= p(y, x_S | \epsilon') \\
p(y | x_S, \epsilon) p(x_S | \epsilon) &= p(y | x_S) p(x_S | \epsilon')
\end{align*}

where we applied invariance property of $X_S$ in the third line. By the definition of $\epsilon_{\phi}$, this allows us to say that $\epsilon$ and $\epsilon'$ agrees on $\epsilon_{\phi}$ (up to equivalence class). In other words, we are justified to write $\epsilon' = (\epsilon_{\phi}, \epsilon_{\psi}')$. Moreover, writing the same equality in a different way,
\begin{align*}
p(y, x_S | \epsilon) &= p(y, x_S | x_N, \epsilon') \\
p(y | x_S, \epsilon) p(x_S | \epsilon) &= p(y | x_S, x_N, \epsilon') p(x_S | x_N, \epsilon')
\end{align*}

Again with the same trick of integrating both sides with respect to $y$, we obtain
\begin{align*}
p(x_S | \epsilon) &= p(x_S | x_N, \epsilon') \quad \text{and} \\
p(y | x_S, \epsilon) &= p(y | x_S, x_N, \epsilon')
\end{align*}

Writing the second equality (eq \ref{eq:48}) with the decomposition,
\begin{align*}
p(y | x_S, \epsilon_{\phi}, \epsilon_{\psi}) &= p(y | x_S, x_N, \epsilon_{\phi}, \epsilon_{\psi}')
\end{align*}

Because the LHS of eq \ref{eq:49} does not depend on $x_N$, the RHS does not depend on $x_N$ as well. Thus we can drop the $X_N$ from the RHS and this allows us to say
\begin{align*}
p(y | x_S, \epsilon_{\phi}, \epsilon_{\psi}') &= p(y | x_S, \epsilon_{\phi}, \epsilon_{\psi}')
\end{align*}

But this is the very controllability condition \ref{eq:B.1} for $x_S$. At the same time, the controllability condition alone does not guarantee $p(x_N | \epsilon') = p(x_N | \epsilon)$ (condition (i) required from \ref{eq:37}) nor $p(x_S | \epsilon) = p(x_S | x_N, \epsilon')$ in eq \ref{eq:47}.

\section{Other Lemmas used in the proofs}
\subsection{The optimality of $P(Y|X)$ for Kullback-Leibler divergence}

\textbf{Lemma B.8.} Suppose $Y$ is a categorical random variable expressed as a one-hot vector and
\begin{align*}
\mathbb{E}[-Y^T \log Z]
\end{align*}

is the cross entropy loss for $Z \in \sigma(X)$. Then
\begin{align*}
\arg\min_{Z \in \sigma(X)} \mathbb{E}[-Y^T \log Z] := P(Y|X)
\end{align*}
Proof. First note that, because \( Y \) is a one hot vector, only one term of \( Y^T \log Z = \sum_i Y_i \log Z_i \) is non zero, and the Monte Carlo estimate of \( \mathbb{E}[-Y^T \log Z] \) is the very empirical evaluation of cross entropy that is ubiquitously used in ML literatures. Also, for each categorical label \( i \), \( \mathbb{E}[Y = 1_i | X] \) is by definition a one-hot vector whose \( i \)th coordinate is \( P(Y = 1_i | X) \). Extending this fact, \( \mathbb{E}[Y | X] = \mathbb{E}[Y \sum_i 1_i | X] \) it self is a vector \( P(Y | X) \) whose \( i \)th coordinate is \( P(Y = 1_i | X) \). For more detail of this fact, consult the standard text like [14].

As we will describe momentarily, the cross entropy is a loss derived from Kullback-Leibler divergence, or

\[
D_\phi(x, x') = [\phi(x) - \phi(x')] - \langle x - x', \nabla \phi(x') \rangle
\]

where \( \phi \) is a convex function \( x^T \log x \). We will first show that \( \arg \min_{Z \in \sigma(X)} \mathbb{E}[D_\phi(Y, Z)] = P(Y | X) \). Because \( D_\phi(x, x') \) is literally the divergence of \( [\phi(x) - \phi(x')] \) from its Taylor expansion centered about \( \phi(x') \), this is positive for all \( x \neq x' \) by the convexity of \( x^T \log x \).

WLOG let us extend each \( \phi_i(x) = x_i \log x_i \) to \([0, 1]\) with the limit \( \lim_{x_i \to 0} x_i \log x_i = 0 \). Then \( Y^T \log Y = 0 \) almost surely and, for all \( Z \in \sigma(X) \),

\[
\mathbb{E}[Y^T \nabla (Z^T \log Z)] = \mathbb{E}[\mathbb{E}[Y^T \nabla (Z^T \log Z) | X]] = \mathbb{E}[\mathbb{E}[Y | X]^T \nabla (Z^T \log Z)] = \mathbb{E}[P(Y | X)^T \nabla (Z^T \log Z)]
\]

because \( \nabla (Z \log Z) = 1 + \log Z \in \sigma(X) \). Let us write \( P(Y | X) = Z^* \). We will show \( D(Y, Z) - D(Y, Z^*) > 0 \) when \( Z \neq Z^* \). The first term \( Y^T \log Y = 0 \) cancels out on both terms, and we get

\[
D(Y, Z) - D(Y, Z^*) = \mathbb{E}[[Z^T \log Z - (Y - Z)^T \nabla (Z^T \log Z)]]
\]

\[
\quad = \mathbb{E}[Z^T \log Z - Z^* \log Z^* - (Z^* - Z)^T \log Z]
\]

\[
\quad = \mathbb{E}[D(Z, Z^*)]
\]

where we used the fact that

\[
\mathbb{E}[Y^T \nabla (Z \log Z)] = \mathbb{E}[\mathbb{E}[Y^T \nabla (Z \log Z) | X]] = \mathbb{E}[\mathbb{E}[Y | X]^T \nabla (Z \log Z)] = \mathbb{E}[P(Y | X)^T \nabla (Z \log Z)]
\]

so \( \mathbb{E}[(Y - Z)^T \nabla (Z \log Z)] = \mathbb{E}[(Z^* - Z)^T \nabla (Z \log Z)] \). Likewise, \( \mathbb{E}[(Y - Z^*)^T \nabla (Z^* \log Z^*)] = 0 \) with the same logic since \( Z^* \in \sigma(X) \) by its definition.

Finally, by substitution we have

\[
D(Y, Z) = Y^T \log Y - Z^T \log Z - (Y - Z)^T (\nabla (Z^T \log Z))
\]

\[
= -Z^T \log Z - (Y - Z)^T (1 + \log Z)
\]

\[
= -Z^T \log Z - (1 - Z^T 1) - Y^T \log Z + Z^T \log Z
\]

\[
= Y^T (\log Y - \log Z) - (1 - Z^T 1)
\]

\[
= -Y^T \log Z - (1 - Z^T 1)
\]

Because \( \arg \min_{Z \in \sigma(X)} \mathbb{E}[-Z^T \log Z - (1 - Z^T 1)] = P(Y | X) \) and \( P(Y | X)(1) = 1 \),

\[
\arg \min_{Z \in \sigma(X), Z^T 1 = 1} \mathbb{E}[-Z^T \log Z - (1 - Z^T 1)] = P(Y | X)
\]

as well because the latter has a smaller search space that contains the global optimal \( P(Y | X) \). The claim follows. \( \square \)

The \( L_2 \) loss case \( D(Y, Z) = \|Y - Z\|^2 \) is realized with \( \phi(x) = x^T x \). For \( D_\phi(Y, Z) \) with general \( \phi \) that is convex with respect to both \( Y \) and \( Z \), see the proof in [6].
As we discuss in Section 3.2, we parametrize \( P \) where
\[
\begin{align*}
P &= \frac{1}{Z} \exp \left( \theta \cdot \varphi \right)
\end{align*}
\]
Then letting the lower case denote the density and using the notation \( F \). The result in this section is known as functional representation lemma \([18, 1, 33, 13]\), and it roughly
\[
\begin{align*}
\text{Proof.} \quad \text{(sketch)} \quad \text{Consider the product probability measure space on } \Omega = \Omega_1 \times \Omega_2, \tilde{F} := \mathcal{F} \times \mathcal{F} \text{ with measure } \tilde{P} := P \times P. \text{ Let us write } \Omega_1 \times \Omega_2 \text{ and } P_1 \times P_2 \text{ to make distinction. Given } X : \Omega_1 \to \mathbb{R}, \text{ let us also consider the random variable } U : \Omega_2 \to [0, 1]. \text{ It is clear that } \tilde{P}(x \in A) = P(x \in A) \text{ for all } A. \text{ Then letting the lower case denote the density and using the notation } p(U > a, x) := \int_{u>a} p(u, x) du,
\end{align*}
\]
\[
\begin{align*}
p(F^{-1}(U, x) \geq a, x) &= p_2(U \geq F(a, x), x) \\
&= p_2(U \geq F(a, x))p_1(x) \\
&= p_2(Y \geq a|x)p_1(x) \\
&= p_1(Y \geq a|x)p_1(x) \\
&= p_1(Y \geq a, x)
\end{align*}
\]
This sequence of equality has multiple implications. First, \( \tilde{Y}(w_1 \times w_2) = Y(w_2)|X(w_1) \) generated by first sampling \( y \) from \( P(y|X(w_1)) \) as \( F^{-1}(U(w_2), x) \) has the same law as \( Y : \Omega_1 \to \mathbb{R} \), and that \( p(F^{-1}(U, x) \in A, X \in B) = p(Y \in A, X \in B) = p_1(Y \in A, X \in B) \). By construction, \( F^{-1}(U, x) = \tilde{Y} \). This implies \( Y \in \sigma(U, X) \) in the product probability space. Next, again by the construction, \( F^{-1}(U, x) = Y | x \) for all \( x \), so that in particular \( F(|Y|, x) = U \) for every choice of \( x \). Thus, for all \( w \in \Omega \), \( F(|Y(w_2)|, x) = U(w_2) \) irrespective of the choice of \( w_2 \in \Omega_2 \) and \( x \in \mathbb{R} \), and hence \( F(Y(w_1, w_2), X(w_1)) = F(|Y(w_1)|X(w_2)), X(w_2)) = U(w_2) \) as well. This in particular implies \( U \in \sigma(Y, X) \) in the product space. All together, we have \( \sigma(U, X) = \sigma(\tilde{Y}, X) \) and the claim follows.

This result shall be extendable to multi-dimensional euclidean case by using the same logic to the multi-variate version of cumulative distribution function.

C Analysis of IGA

C.1 Parametrization of \( P(Y|h(X), \epsilon) \) and \( P(Y|h(X)) \)

As we discuss in Section 3.2 we parametrize \( P(Y|h(X), \epsilon) \) for each instance of \( \epsilon \) as
\[
\begin{align*}
P(Y|h(X), \epsilon) := Q(Y|X; \theta - \alpha \nabla \theta L_\epsilon(\theta))
\end{align*}
\]
where \( Q(Y|X; \theta) \) is some base distribution model with sufficient representation power. To obtain the parametrization of \( P(Y|h(X)) \), we use the fact that, for any measurable \( A \) in the range of \( Y \), \( P(y \in A|h(X)) := \mathbb{E}1_A(Y)|h(X)|. \) Now, if \( \mathcal{E}' \) is the environmental variable that is correlated with \((X', Y')\), the other realization of \((X, Y)\) representing the distribution of training set that is integrated away in \( L_\epsilon \), then \( \mathcal{E}' \) is independent from \((X, Y)\) (See Section 3.2). Then, by the tower-rule of conditional expectation \([14]\),
\[
\begin{align*}
P(y \in A|h(X)) &= \mathbb{E}_{\mathcal{E}'}[1_A(Y)|h(X)] \\
&= \mathbb{E}_{\mathcal{E}'}[\mathbb{E}_Y[1_A(Y)|h(X), \mathcal{E}']] \\
&\cong \mathbb{E}_{\mathcal{E}'}[P(y \in A|h(X), \mathcal{E}')] \\
\end{align*}
\]

Since this holds for all $A$, $P(y|h(X)) \cong E_{E'}[P(y|h(X), E')]$. Assume that $Q(Y|X, \theta)$ is Lipschitz with respect to $\theta$ uniformly about $Y$ and $X$. Then, by substituting $E$ and using the fact that the variable $E'$ used in the model parameter is independent from $(X, Y)$,

$$
E_{E'}[P(y|h(X), E')] \cong E_{E'}[Q(y|X; \theta - \alpha \nabla_\theta L_{E'}(\theta)) | X] 
$$

Thus, under sufficient regularity conditions, $E$ can be approximated by $\alpha$ and $E' \sim Y$.

C.2 Derivation of the IGA Penalty

We show that $E_{E'}[d_{KL}(P(Y|h(X), E')||P(Y|h(X)))]$ may be approximated as $\alpha \text{trace} (\text{Var}(\nabla_\theta L_{E'}(\theta)))$ with an error on the scale of $O(\alpha^2)$. We recall that $E'$ in the expression above is a factor that is used in the determination of the model parameter and is hence independent from the inference variables $(X, Y)$ (see 3). The derivation follows simply from substituting $E'$ into the KL divergence:

$$
E_{E'}[d_{KL}(P(Y|h(X), E')||P(Y|h(X)))] = E_{E'}[\log P(Y|h(X), E') - \log P(Y|h(X))] 
$$

On the third equality, we used the result in Appendix C.1 and the fact that $\log(x + c\alpha^2) = \log(x) + \log(1 + c\alpha^2/x)$.

C.3 IGA solves the linear problem

In this section, we provide the details of our claim in Section 5.3 and show that our IGA finds the OOD-optimal solution to the linear problem in Section 5.3.

$$
X_1 = N_0 
$$

$$
Y = X_1 + N_1 
$$

$$
X_2 = \mathcal{E} Y + N_2 
$$

We will seek the OOD-optimal solution of this problem from the parametric family of random variables of the form

$$
\hat{Y} = w_1 X_1 + w_2 X_2. 
$$

For each $c$, the conditional loss of this predictor is given by

$$
L(w_1, w_2|c) = E[(Y - \hat{Y})^2|c] = E[(Y - (w_1 X_1 + w_2 X_2))^2|c] 
$$

$$
= E[(N_0 + N_1 - (w_1 N_0 + w_2 (c N_0 + N_1) + N_2))^2|c] 
$$

$$
= E[(1 - w_1 - w_2 c)\epsilon_0 + (1 - w_2 c)\epsilon_1 - w_2 \epsilon_2]^2|c] 
$$

$$
= (1 - w_1 - w_2 c)^2 + (1 - w_2 c)^2 + w_2^2 
$$
Given this $L$, we consider the predictor with the following parametrization (see Section 3.1):

$$
\hat{Y} = f_{iga}(X_1, X_2; w_1, w_2, \alpha)
$$

(95)

$$
= \left( w_1 - \alpha \hat{E}_e \left[ \frac{\partial L_e}{\partial w_1} \right] \right) X_1 + \left( w_2 - \alpha \hat{E}_e \left[ \frac{\partial L_e}{\partial w_2} \right] \right) X_2
$$

(96)

IGA then seeks the solution $f_{iga}(X_1, X_2; w_1^*, w_2^*, \alpha)^2$ that satisfies

$$
[w_1^*, w_2^*] = \arg \min_{w_1, w_2, \alpha} \mathbb{E}[(Y - f_{iga}(X_1, X_2; w_1, w_2, \alpha))^2]
$$

(97)

s.t. $\text{Trace} \left( \mathbb{V} \text{ar} \left( \frac{\partial L_e}{\partial w_1} \right) \right) + \text{Trace} \left( \mathbb{V} \text{ar} \left( \frac{\partial L_e}{\partial w_2} \right) \right) = 0.
$$

(98)

We will show that this solution agrees with the OOD-optimal invariant predictor $X_1$ if $\mathbb{V} \text{ar}(\mathcal{E}) > 0$. That is, $f_{iga}(X_1, X_2; w_1^*, w_2^*, \alpha)^2 = X_1$.

**Proof.** First, each coordinate of the gradient $\nabla_w L_e(w)$ is given by

$$
\frac{\partial L_e}{\partial w_1} = 2(w_1 + w_2\epsilon - 1)
$$

(99)

$$
\frac{\partial L_e}{\partial w_2} = 2(-\epsilon + \epsilon^2 w_2 + w_2 + \epsilon^2 w_2 + \epsilon w_1 - \epsilon)
$$

(100)

$$
= 2(\epsilon w_1 + (2\epsilon^2 + 1)w_2 - 2\epsilon)
$$

(101)

Next, our constraint requires that $\text{Trace} \left( \mathbb{V} \text{ar} \left( \frac{\partial L_e}{\partial w_1} \right) \right)$ and $\text{Trace} \left( \mathbb{V} \text{ar} \left( \frac{\partial L_e}{\partial w_2} \right) \right)$ are both zero.

Computing both of these terms, we get

$$
\text{Trace} \left( \mathbb{V} \text{ar} \left( \frac{\partial L_e}{\partial w_1} \right) \right) = \hat{E}_e \left[ \left( \frac{\partial L_e}{\partial w_1} - \hat{E}_e \left[ \frac{\partial L_e}{\partial w_1} \right] \right)^2 \right]
$$

(102)

$$
= \hat{E}_e \left[ \left( 2(w_1 + w_2\epsilon - 1) - \hat{E}_e [2(w_1 + w_2\epsilon - 1)] \right)^2 \right]
$$

(103)

$$
= 4\hat{E}_e \left[ \left( w_1 + w_2\epsilon - 1 - (w_1 + w_2\hat{E}_e[\epsilon] - 1) \right)^2 \right]
$$

(104)

$$
= 4\hat{E}_e \left[ \left( (\epsilon - \hat{E}_e[\epsilon])w_2 \right)^2 \right]
$$

(105)

$$
= 4\text{Var}(\epsilon)w_2^2
$$

(106)

and

$$
\text{Trace} \left( \mathbb{V} \text{ar} \left( \frac{\partial L_e}{\partial w_2} \right) \right) = \hat{E}_e \left[ \left( \frac{\partial L_e}{\partial w_2} - \hat{E}_e \left[ \frac{\partial L_e}{\partial w_2} \right] \right)^2 \right]
$$

(107)

$$
= \hat{E}_e \left[ \left( 2(\epsilon w_1 + (2\epsilon^2 + 1)w_2 - 2\epsilon) - \hat{E}_e [2(\epsilon w_1 + (2\epsilon^2 + 1)w_2 - 2\epsilon)] \right)^2 \right]
$$

(108)

$$
= 4\hat{E}_e \left[ \left( (\epsilon w_1 + (2\epsilon^2 + 1)w_2 - 2\epsilon) - (\hat{E}_e[\epsilon]w_1 + (2\hat{E}_e[\epsilon]^2 + 1)w_2 - 2\hat{E}_e[\epsilon]) \right)^2 \right]
$$

(109)

$$
= 4\hat{E}_e \left[ \left( (\epsilon - \hat{E}_e[\epsilon])(w_1 - 2) + 2(\epsilon^2 - \hat{E}_e[\epsilon^2])w_2 \right)^2 \right]
$$

(110)
Because $\text{Var}(\epsilon) > 0$ by assumption, (108) requires that $w_2 = 0$. Substituting $w_2 = 0$ into (108), we obtain

$$0 = \text{Trace} \left( \text{Var} \left( \frac{\partial L_{\epsilon}}{\partial w_1} \right) \right)$$  \hspace{1cm} (113)

$$= 4\hat{E}_\epsilon \left[ (\epsilon - \hat{E}_\epsilon(\epsilon))(w_1 - 2) \right]^2$$  \hspace{1cm} (114)

$$= 4\text{Var}(\epsilon)(w_1 - 2)^2$$  \hspace{1cm} (115)

and this forces $w_1 = 2$. Putting this back into the gradient $\nabla_w L_{\epsilon}(w)$, we also get

$$\frac{\partial L_{\epsilon}}{\partial w_1} = 2$$  \hspace{1cm} (116)

$$\frac{\partial L_{\epsilon}}{\partial w_2} = 2(2\epsilon - 2\epsilon) = 0$$  \hspace{1cm} (117)

At this point, our hands are tied when it comes to the optimization of $w$; $w_2^* = 2$ and $w_1^* = 0$ necessarily. Now, how about the optimization of $\alpha$? All together, our (96) becomes

$$\hat{Y} = f_{iga}(X_1, X_2; w_1^*, w_2^*, \alpha)$$  \hspace{1cm} (118)

$$= (2 - 2\alpha)X_1$$  \hspace{1cm} (119)

Optimizing the $\alpha$ in the expression above about the loss

$$E[(Y - f_{iga}(X_1, X_2; w_1, w_2, \alpha))^2]$$  \hspace{1cm} (120)

$$= (1 - (2 - 2\alpha))^2 + 1$$  \hspace{1cm} (121)

we get $\alpha^* = 0.5$. Thus, the optimal $\hat{Y} = (2 - 2 \cdot 0.5)X_1 = X_1$, and we obtain the desired OOD optimal solution for this problem. \hfill \Box

C.4 To what range of distributions does IGA extrapolate?

Our IGA provides an approximation scheme for MIP \cite{2}. However, when used in practice with a finite number of training environments, what is the range of environments on which the solution of IGA can generalize? \cite{1} provides another derivation of IGA that gives us some clue for this question. If our predictor model as a function of its parameters belongs to a Sobolev space, we can use the same argument as in the theorem 1 of \cite{1} to bound the loss of the model on the affine combination of the training environment from above by the IGA loss;

**Proposition C.1.** Let $\mathcal{E}_{\text{train}}$ be the set of training environments, and let $\Delta_\eta = \{\{\alpha_\epsilon\}_\epsilon; \alpha_\epsilon > -\eta, \sum_\epsilon \alpha_\epsilon = 1\}$. Then $\mathcal{E}_\eta = \{\sum_\epsilon \alpha_\epsilon P_\epsilon; \alpha_\epsilon \in \Delta_\eta\}$ defines a linear space of probability distributions. Now, let $\hat{\theta} = \theta - \alpha \nabla_\theta E[L_\epsilon(\theta)]$ as defined in \cite{3,2} and assume that $L_\epsilon$ lives in a sobolev space $W^{1,2}$ with respect to the parameter $\theta$ and that its evaluation is a bounded linear operator. Then

$$\sup_{\epsilon \in \mathcal{E}_\eta} L_\epsilon(\hat{\theta}) \leq \hat{E}_{\epsilon \in \mathcal{E}_{\text{train}}} [L_\epsilon(\hat{\theta})] + M_\eta \|\text{trace}(\text{Var}_{\epsilon}(\nabla_\theta \hat{\epsilon}(\hat{\theta}))\|_{L_2(\theta)}$$  \hspace{1cm} (122)

for $M_\eta > 0$ that is monotonic in $\eta$.

Note that the right-hand side of the bound above is almost identical to the IGA loss. However, if we approximate the $L_2(\theta)$ norm by an evaluation at specific $\theta$, we retrieve the IGA loss itself \cite{3,2}. The evaluation functional $\phi : L_\epsilon \rightarrow L_\epsilon(\theta)$ can be bounded if it also lives in RKHS subspace.
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Proof. The proof borrows almost exactly from the one provided in [7]. Let us write \( n = |E| \).

\[
\sup_{e \in E} L_e(\hat{\theta}) = \sup_{\alpha \in \Delta^n} \sum_{e \in E_{\text{train}}} \alpha_e L_e(\hat{\theta})
\]

\[
= (1 + n\eta) \sup_{e \in E_{\text{train}}} L_e(\hat{\theta}) - \eta \sum_{e \in E_{\text{train}}} L_e(\hat{\theta})
\]

\[
= \hat{E}_{e \in E_{\text{train}}} [L_e(\hat{\theta})] + (1 + n\eta) \sup_{e \in E_{\text{train}}} L_e(\hat{\theta}) - (1 + n\eta) \frac{1}{n} \sum_{e \in E_{\text{train}}} L_e(\hat{\theta})
\]

\[
= \hat{E}_{e \in E_{\text{train}}} [L_e(\hat{\theta})] + (1 + n\eta) \left\{ \sup_{e \in E_{\text{train}}} L_e(\hat{\theta}) - \hat{E}_{e \in E_{\text{train}}} [L_e(\hat{\theta})] \right\}
\]

\[
= \hat{E}_{e \in E_{\text{train}}} [L_e(\hat{\theta})] + (1 + n\eta) \left\{ \sup_{e \in E_{\text{train}}} \left( L_e(\hat{\theta}) - \hat{E}_{e \in E_{\text{train}}} [L_e(\hat{\theta})] \right) \right\}
\]

For simplicity, let us put

\[
\Delta_e(\theta) = L_e(\hat{\theta}) - \hat{E}_{e \in E_{\text{train}}} [L_e(\hat{\theta})].
\]

Then continuing from (127) we can use the assumption about \( L_e \) to bound \( \sup_{e \in E} L_e(\hat{\theta}) \) from above by

\[
\hat{E}_{e \in E_{\text{train}}} [L_e(\hat{\theta})] + (1 + n\eta)M \| \sup_{e \in E_{\text{train}}} \Delta_e(\theta) \|_{L_2}
\]

\[
\leq \hat{E}_{e \in E_{\text{train}}} [L_e(\hat{\theta})] + (1 + n\eta)M \sup_{e \in E_{\text{train}}} \| \Delta_e(\theta) \|_{L_2}
\]

for some \( M \). We can bound \( \sup_{e \in E_{\text{train}}} \| \Delta_e(\theta) \|_{L_2} \) from above by

\[
\| \sup_{e} \Delta_e(\theta) \|_{L_2} \leq \sup_{e} \| \Delta_e(\theta) \|_{L_2} \leq \sup_{e} \| \nabla_{\theta} \Delta_e(\theta) \|_{L_2},
\]

where we used Poincare inequality in the last inequality. If \( \Delta_e \) is also Lipschitz about \( \epsilon \) this can be bounded from above by \( \hat{M} \| \text{traceVar}_{E} (\nabla_{\theta} \Delta_e(\theta)) \|_{L_2} \) for some \( \hat{M} > 0 \), and our claim follows. \( \square \)

This suggests that, while IGA is derived from MIP in our work, it can also be interpreted from the perspective of [1], and that the OOD loss of its solution can be approximately bounded (by the similar bound we derived above) on a set of affine combinations of the training environments.

## D Implementation Detail

In this section we describe the details of the experiment design along with the architectures of the models we used. In order to present a self-contained material, we first restate the experimental setting we already described in the main manuscript.

### D.1 More details on Invariant Unite test

For the evaluation of all models in Invariance unit test, we used the code published in [https://github.com/facebookresearch/InvariantRiskMinimization](https://github.com/facebookresearch/InvariantRiskMinimization) (MIT license). However, we trained each model with 5 times longer iterations than the experiments in the original article (50000), and used different set of Datasseed(5) and Modelseed(15). We also conducted experiments for \( n_{\text{env}} = 3, 5, 7, 10 \) only. We have set the search range of \( \lambda \) in IGA to \( 100 - 1000 \). The results of IGA differs from the values reported in [5] most likely because we trained each model with longer iteration and because we also trained the parameter \( \alpha \) in [2] that was not trained in the preprint version of this paper. To obtain all the results in the table, we used 256CPU over 7days. This experiment is implemented by [30].

### D.2 Colored MNIST

**Colored MNIST** is an experiment proposed in [4] (code published in [https://github.com/facebookresearch/InvariantRiskMinimization](https://github.com/facebookresearch/InvariantRiskMinimization) (The license is provided in [https://](https://))
We used As described in the main manuscript, Extended Colored MNIST is a modified version of colored Adam with alpha = 0.0015, beta1=0.0, beta2=0.9 over 500 iterations. In general, less number of with 2500 units per each layer and elu activation, and did not use bias term in the last sigmoid activation. We used batch normalization for each layer, and optimized the model using Adam with alpha = 0.0005, beta1=0.0, beta2=0.9 over 2000 iterations. The performance-values of IRM in the Table 3 of the main article are the results produced by the model that achieved the best average train accuracy among all models.

D.3 Extended Colored MNIST

As described in the main manuscript, Extended Colored MNIST is a modified version of colored MNIST, in which the dataset was constructed using the following procedure. The right panel of Figure 7 is a Bayesian Network representation of this experiment.

1. Set \( x_{ch2} \) to 1 with probability \( e_{ch2} \). Set it to 0 with probability \( 1 - e_{ch2} \).
2. Construct \( \hat{y}_{obs} \) in the same way as in Colored MNIST. If \( e_{ch2} = k \), construct \( y_{obs} \) by flipping \( \hat{y}_{obs} \) with probability \( p_k \) (i.e., \( k \in \{0, 1\} \)).
3. Put \( y_{obs} = \hat{x}_{ch0} \), and construct \( x_{ch1} \) from \( \hat{x}_{ch} \) by flipping \( \hat{x}_{ch1} \) with probability \( e \).
4. Construct \( x_{obs} = x_{fig} \times [x_{ch0}, (1 - x_{ch0}), 0] \) (that is, red if \( x_{ch1} = 1 \) and green if \( x_{ch1} = 0 \)). Indeed, \( x_{obs} \) has exactly same information as the pair \((x_{fig}, x_{ch1})\).

In this experiment, only \( (Y_{obs}, X_{obs}) \) are assumed observable. At training times, the machine learner will be given a set of datasets \( D_{train} = \{D_\epsilon; \epsilon \in R_{train}\} \) in which \( D_\epsilon \) is a set of observations gathered when \( \mathcal{E} = \epsilon \). We set \( |R_{train}| = 2 \), and choose \( |D_\epsilon| = 25000 \). More particularly, for the \( e_1 \) we chose the flip-rate(p) to be 0.1, and chose \( p = 0.2 \) for the \( e_2 \). Each image was resized to 14 x 14 resolution.

For the test evaluation, we randomly sampled 10 instances of \( p \) uniformly from the range \([0, 1]\) to construct \( R_{test} \), and approximated the OOD accuracy by computing the worst performance over all \( R_{test} \). We used 5 seeds to produce each numerical result. For the model, we used 4 Layers MLP with 2500 units per each layer and elu activation, and did not use bias term in the last sigmoid activation. We used batch normalization (BN) for each layer, and optimized the model using Adam with alpha = 0.0015, beta1=0.0, beta2=0.9 over 500 iterations. In general, less number of iterations yielded better results when \( |R_{train}| \) was small (less overfitting). On C-MNIST, we trained our IGA-models while fixing \( \alpha = 0 \) (See Appendix D.4 for the reason of choosing this setting ). For this set of experiment, we used 8 NVIDIA Tesla P100 GPUs. This experiment is implemented by [40].

D.3 Extended Colored MNIST

As described in the main manuscript, Extended Colored MNIST is a modified version of colored MNIST, in which the dataset was constructed using the following procedure. The right panel of Figure 7 is a Bayesian Network representation of this experiment.

1. Set \( x_{ch2} \) to 1 with probability \( e_{ch2} \). Set it to 0 with probability \( 1 - e_{ch2} \).
2. Construct \( \hat{y}_{obs} \) in the same way as in Colored MNIST. If \( e_{ch2} = k \), construct \( y_{obs} \) by flipping \( \hat{y}_{obs} \) with probability \( p_k \) (i.e., \( k \in \{0, 1\} \)).
3. Put \( y_{obs} = \hat{x}_{ch0} \), and construct \( x_{ch1} \) from \( \hat{x}_{ch} \) by flipping \( \hat{x}_{ch1} \) with probability \( e_{ch0} \).
4. Construct \( x_{obs} = x_{fig} \times [x_{ch0}, (1 - x_{ch0}), x_{ch2}] \). As an RGB image, this will come out as an image in which the red scale is turned on and the green scale is turned off if \( x_{ch0} = 1 \), and other way around if \( x_{ch0} = 0 \). Blue scale is turned-on only if \( x_{ch2} = 1 \).

In this experiment, we set \( |R_{train}| = 5 \), and choose \( |D_\epsilon| = 10000 \), and resized each image in the dataset to 14 x 14 resolution. To produce \( \epsilon \in R_{train} \), we selected \( e_{ch0} \) randomly from the range \([0.1, 0.2]\), and selected \( e_{ch2} \) randomly from the range \([0.3, 0.4]\).

Mean while, we set \( |R_{test}| = 9 \). To produce \( n \)-th member of \( R_{test} \), we set \( e_{ch0} = 0.1 \) and we selected \( e_{ch2} \) randomly from the range \([0.0, 1.0]\). We chose \( p_0 = 0.25, p_1 = 0.75 \) for both \( R_{test} \) and \( R_{train} \).

We used 5 seeds to produce each numerical result. For the model, we used 4 Layers MLP with 2500 units per each layer, and did not use bias term in the last sigmoid activation. We used batch normalization for each layer, and optimized the model usingAdam with alpha = 0.0005, beta1=0.0, beta2=0.9 over 2000 iterations. The performance-values of IRM in the Table 3 of the main article are the results produced by the model that achieved the best average train accuracy among all models.
trained with $\lambda > 10^4$. The averages were computed over 5 seeds. On EC-MNIST, we trained our IGA-models while fixing $\alpha = 0$ (See Appendix D.4 for the reason of choosing this setting). For this set of experiment, we used 8 NVIDIA Tesla P100 GPUs. This experiment is implemented by [40].

D.4 Other technical limitations of IGA

In IGA, the invariant feature $h(X)$ is hidden within the base distribution $Q(Y|X; \theta)$ it does not appear explicitly in the algorithm. Thus, even after training the predictor, we have no way of extracting the invariant feature itself. This is not the case in IRM [4] and causality-inspired methods [34, 38], because they train $h(X)$ and $P(Y|h(X))$ separately. Causality inspired methods makes this possible by restricting the search space of $h(X)$ to the family of masking functions, and IRM makes this possible by restricting the search space of $Y|h(X)$ to the family of predictors that is linear in $h(X)$ (i.e., $Y|h(X) = w^T h(X)$.) Meanwhile, we considered the possibility that, for an arbitrary nonlinear $h(X)$, the complexity of $P(Y|h(X), \epsilon)$ itself might differ across environments. Although this allows us to treat more general situations, this comes at the cost of not being able to identify the explicit form of $h(X)$. Also, we shall note that IGA is not a method to check whether a given feature satisfies a controllability condition; IGA is a method aimed at solving our MIP-invariance problem under that assumption that there exists at least one feature that satisfies the controllability condition.

Finally, we shall report that, in our application of IGA to MNIST derived datasets, the training of the $\alpha$ parameter in our inference model (10) was often unstable. It seems that, when we train our formulation with an overparametrized model like MLP, it is difficult to train $\alpha$ together with the model parameters. From this observation, we deduced that we shall use a fixed value of $\alpha$ to reduce the parameter redundancy. Also, as we mention in the method section and [C.1] a small $\alpha$ better justifies the Taylor approximation. We therefore decided to use a very small, fixed value of $\alpha$ during the training. When we experimented with such settings, we also observed that the forward output did not change much between setting $\alpha$ to 0 and to a very small value. Therefore, in the end, we decided to set $\alpha = 0$ at the forward time in the implementation. We shall emphasize, however, that since our variance approximation holds for arbitrarily small $\alpha$, our use of $\alpha = 0$ here is strictly implementational, and it does not contradict our formulation.

Figure 5: Example images of Colored MNIST. Only two channels are used for all images, and the colors are flipped randomly by the exterior factor.

Figure 6: Example images of Extended Colored MNIST. The first two channels and the third channel are perturbed by the different mechanism. See the main manuscript for the way of the construction.

E Additional Result of Invariance Unit Tests

Table 4 below is the full version of Table 2 in main script.
The result of Extended Colored MNIST

Table 4: Test errors for all algorithms and datasets for the invariant unit tests in \[5\]

F Additional Result of Colored MNIST and Extended Colored MNIST

The result of Extended Colored MNIST with \(p_0 = 0.25, p_1 = 0.65\) for both \(R_{\text{test}}\) and \(R_{\text{train}}\). Our algorithm outperforms the Invariant Risk Minimization (IRM)\([4]\) in this case as well in Figure\([9]\).

In general, IRM does not work well with standard gradient descent when we implement MLP without Batch Normalization (Figure\([8]\)).
We shall note that the original implementation of the IRM published in Github (https://github.com/facebookresearch/InvariantRiskMinimization) uses a very specific schedule for the regularization parameter $\lambda$, and it makes $\lambda$ to jump to a very large value at a very specific timing. The following figures are the result of their original algorithm on MNIST and Extended Colored MNIST implemented with various jump-timings of $\lambda$. For Colored MNIST, the original IRM works for specific choices of the jump timing (200 ~ 300). For Extended Colored MNIST, the original algorithm does not work too well for any choice of the jump timings. Meanwhile, IRM works relatively well on Colored MNIST consistently if we apply batch normalization, and it works well even without “jumping” the $\lambda$. For the tables we present in the main manuscript, we reported the result of IRM implemented with batch normalization, which consistently yielded better results than the original implementation.
F.1 Ablation study for two phase training with nonlinear predictor

F.1.1 Two-phase training

Previous deep learning OOD algorithms like [4] and [9] aim to learn an OOD optimal predictor in two phases: (i) the phase of learning a invariant feature \( h(X) \) and (ii) the phase of learning a predictor \( \hat{Y} = g(h(X)) \). When the loss is of Bregman divergence type, the optimal \( g^* \) for any given \( h \) takes of the form \( \mathbb{E}[Y|\Phi] = g^*(h(X)) \), and the optimal solution \( g^* \) itself depends on the choice of \( h \); we shall therefore write \( g_h^* \) for \( g^* \). Because \( g_h^* \) and \( h \) are dependent on one another, allowing a large model space for both \( g_h^* \) or \( h \) would make the training difficult. The algorithm of [4] took the approach of using a small model space for \( g^*_h \) and a large black-box model space for \( h \). In other words, they trained the predictor of the form of \( w^T h(X) \). However, the complexity of \( g_h^* \) may vary with \( h \). That is, even if \( g_h^* \) is linear so that \( \mathbb{E}[Y|h_0(X)] = w^T h_0(X) \) for some \( w \), it is possible that \( g_h^* \mathbb{E}[Y|h_1(X)] \) for a different \( h_1 \) might be more a more complex function of \( h_1(X) \). On the other hand, causality-inspired works took a reverse approach of assuming a possibly large model space for \( g^*_h \), and sought \( h \) from those that can be expressed as \( M \circ X \) with a binary mask variable \( M \). That is, they constructed the invariant predictor of form \( g^*_h(M \circ X) \) with nonlinear \( g^*_h \). However, if the model space of \( g^*_h \) is large, optimizing \( g^*_h \) with respect to function \( h \) can be a daunting task. In fact, [9] is giving up the computation of the gradient of \( g_h^* \) with respect to the parameter of \( h \). IGA is different from previous approaches in that it implicitly trains \( g \) and \( h \) in one phase.

We conducted an ablation study to compare our one-phase training against the two-phase training. To train a generic model in two phase training, we used the following modification of the objective function used in [9].

\[
\begin{align*}
\arg\min_{g,h} & \left\{ \mathbb{E}[\mathcal{L}_c(g \circ h)] \right. \\
+ & \lambda a(\mathbb{E}[\mathcal{L}_c(g \circ h)] - \mathbb{E}[\mathcal{L}_c(g^*_{c,h} \circ h)]) \left. \right\} 
\end{align*}
\]  

(130)

We describe each component of this expression below. The function \( a(t) \) is a convex function that monotonically increases in \( t \) when \( t < 0 \), and strictly increases in \( t \) when \( t \geq 0 \). The function \( g^*_{c,h} \) for each \( \epsilon \) and \( h \) is the function that achieves \( \min_g \mathcal{L}_c(g(h)) \), and it is to be approximated with an internal round of gradient descent. The parameter \( \lambda \) is the regularization parameter. We use a monotonic function like \( a \) in this objective function because, when we take the full expectation with respect to \( X \) and \( \hat{Y} \), \( \mathcal{L}_c(g \circ h) > \mathcal{L}_c(g^*_{c,h} \circ h) \) by the optimality of \( g^*_{c,h} \). We trained \( g \) and \( h \) with this objective function on both C-MNIST and EC-MNIST, and studied the relation between \( \lambda \) and the final accuracy as well as the value of the regularization term.

To model both \( g \) and \( h \), we used MLP with 4 layers containing 1500 nodes each and activation function elu. We did not use bias term in the last sigmoid activation. As is done in both [4] and [9], we optimized both models in parallel without propagating the loss of \( g_h \) to \( h \). For both C-MNIST and EC-MNIST, we evaluated the model performance in the same way as in the IRM experiments.

As we see in the plots below, even when the loss of the environment agnostic predictor \( g \circ h \) is close to environment specific \( g^*_{c,h} \circ h \), the the performance on the training environments does not generalize to all environments. This tendency was observed irrespective of the presence of Batch normalization. This is possibly true \( g^*_h \) is not estimated well in the training process due to the inter-dependency between \( g \) and \( h \).

![Figure 13: The two phase training results for Colored MNIST with MLP encoder and MLP predictor](image-url)
Figure 14: The two phase training results for Colored MNIST with MLP + BN encoder and MLP + BN predictor

Figure 15: The two phase training results for Extended Colored MNIST ($p_0 = 0.25, p_1 = 0.65$) with MLP + BN encoder and MLP + BN predictor

Figure 16: The two phase training results for Extended Colored MNIST ($p_0 = 0.25, p_1 = 0.75$) with MLP + BN encoder and MLP + BN predictor

Figure 17: The two phase training results for Extended Colored MNIST ($p_0 = 0.25, p_1 = 0.65$) with MLP encoder and MLP predictor

Figure 18: The two phase training results for Extended Colored MNIST ($p_0 = 0.25, p_1 = 0.75$) with MLP encoder and MLP predictor