Automatic Screening of Bolts with Anti-Loosening Coating Using Grad-CAM and Transfer Learning with Deep Convolutional Neural Networks
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Abstract: Most electronic and automotive parts are affixed by bolts. To prevent such bolts from loosening through shock and vibration, anti-loosening coating is applied to their threads. However, during the coating process, various defects can occur. Consequently, as the quality of the anti-loosening coating is critical for the fastening force, bolts are inspected optically and manually. It is difficult, however, to accurately screen coating defects owing to their various shapes and sizes. In this study, we applied deep learning to assess the coating quality of bolts with anti-loosening coating. From the various convolutional neural network (CNN) methods, the VGG16 structure was employed. Furthermore, the gradient-weighted class activation mapping visualization method was used to evaluate the training model; this is because a CNN cannot determine the classification criteria or the defect location, owing to its structure. The results confirmed that external factors influence the classification. We, therefore, applied the region of interest method to classify the bolt thread only, and subsequently, retrained the algorithm. Moreover, to reduce the learning time and improve the model performance, transfer learning and fine tuning were employed. The proposed method for screening coating defects was applied to a screening device equipped with an actual conveyor belt, and the Modbus TCP protocol was used to transmit signals between a programmable logic controller and a personal computer. Using the proposed method, we were able to automatically detect coating defects that were missed by optical sorters.
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1. Introduction

Automobiles, trains, and large electronic products are made by combining various parts. These combinations, in turn, require the use of techniques such as welding, assembly, and bolt fastening. Among them, bolt fastening is still widely used to combine parts because it allows different parts to be connected without special technology. Bolts, however, may become unfastened owing to vibration or shock, which can be hazardous where safety-critical parts are combined using the bolt fastening technique. To resolve this problem, in products such as Nylock, a liquid nylon coating is applied between the bolt threads, thereby increasing the frictional graft force and the fastening power. These products are called anti-loosening coated bolts (Figure 1).
Anti-loosening coated bolts are manufactured by automatically or manually rotating the coating liquid to spread it between the bolt threads. During this process, the bolts may become defective owing to errors in the liquid viscosity or the quantity of applied liquid. As quality is critical in stabilizing the fastening force, the dried bolts go through a sorting process, during which defective and non-defective bolts are separated. The sorting process is conducted by automated optical sorters. Although four types of defects can occur in coated bolts, the optical sorters are not capable of identifying all of them because they are reliant on colors to find the defects. Therefore, human vision is used to provide an additional sorting process. However, manual sorting activities with the naked eye are repetitive and, therefore, place high stress on the human workers, ultimately reducing the accuracy of the process. Furthermore, rising labor costs and limited sorting speeds negatively impact the production volume. To improve upon the shortcomings of the optical and naked eye sorting methods, various industries have been implementing artificial intelligence technology in the sorting process.

Jia et al. [1] utilized the support vector machine method, a machine learning technique, to detect surface defects with 85% accuracy. Ha and Park [2] applied machine learning technology to detect compact camera module (CCM) defects. Deep learning technology is frequently used to generate algorithms for defect detection because the image-learning characteristics and defective product sorting technology performs well [3–6]. Deep learning has been used to detect defects in railway track fasteners [7] and bottle surfaces [8]. It has also been shown that even the smallest defects in components can be detected using deep learning techniques [9]. Choi and Seo [10] used deep learning techniques to identify cracks, scratches, and other irregular flaws often observed in industrial parts. To identify irregularly shaped defects arising from processes such as welding, researchers used machine learning and image filtering technology [11]. Image-based deep learning techniques, however, result in a loss of pixel location data due to the inherent flaws in the convolutional neural network (CNN) structure, as well as flaws in the technology in identifying characteristics and patterns from the learned data to independently classify the results. Additionally, these techniques require a high volume of data to determine specific features, which may be difficult to obtain for high-cost products that have insufficient data or for products with a significantly low defect rate. For the anti-loosening coated bolts in the current study, the problem of insufficient samples found in the production process was experienced.

To verify the reliability of the CNN-based coated bolt sorting model and resolve potential issues, in this study, we applied visualization and transfer learning techniques to sort anti-loosening coated bolts and automate the sorting process. First, defective anti-loosening coated bolts were sorted according to established standards. Thereafter, jigs were manufactured to account for the fact that the bolt heads hung from the conveyor belt as they were transported; cameras and lighting devices were placed in locations with optical visibility. The coated bolts were photographed under these conditions to facilitate learning using the VGG16 structure, which is a CNN technique. Using the defect visualization technique, the learning model was visualized to establish the identified defective areas. Accordingly, these input data were improved using the image preprocessing technique. Additionally, fine turning was conducted to achieve high performance and reduce the
learning time, with weighted values previously obtained from large data volumes being applied to lower data volumes to increase the quality.

2. Materials and Methods
2.1. Defect Sorting Standards for Coated Bolts

Figure 2 shows defective and non-defective anti-loosening coated bolts. Anti-loosening coated bolts have various shapes, sizes, and colors; however, we used an M10 bolt size with a 25 mm thread length in this study. The coating solution was sprayed onto the bolt from the head to the tail in 2–2.3 mm intervals with a spread length of 16–17 mm. The non-continuous spreading of the coating solution and products deviating from these parameters were considered defective. Four types of defects deviating from these standards, based on shape, were identified. These included bolts with insufficient coating due to flaws in the spread of the solution, bolts with no coating, bolts with insufficient coating length, and bolts having foreign substances in the coating. These varying forms of inadequately coated products were classified as defective. As CNN is a supervised learning technique, a clear classification of the defects based on precise standards and identifications is required to ensure high performance. The diversity of the defect forms and sizes leads to ambiguity in the criteria, thus, making it difficult to specify the four defect classes using quantifiable criteria. It was, therefore, determined that using these standards in the learning data would result in lower accuracy. Accordingly, we did not classify the bolts solely based on the defect form; specifically, we also applied two classes, defective and non-defective, in the sorting process.

As the coated bolts are cylindrical, blind spots may occur depending on the location of the cameras. Should the defect be in a blind spot, the system would not be able to provide accurate sorting results. Furthermore, sorting speed decreases if only one camera films the rotating bolt because the image acquisition time increases. Therefore, four cameras were used simultaneously to acquire images. Table 1 shows the camera specifications. A system emulating an actual production conveyor belt was installed as shown in Figure 3; the jigs were manufactured and installed to fix the cameras in place. Additionally, the distance, angle, and viewing angle between the bolts and cameras were adjusted to obtain clear images of the bolt threads.

![Defect classification criteria of coated bolts.](image)

**Figure 2.** Defect classification criteria of coated bolts.

2.2. Data Acquisition Method

As the coated bolts are cylindrical, blind spots may occur depending on the location of the cameras. Should the defect be in a blind spot, the system would not be able to provide accurate sorting results. Furthermore, sorting speed decreases if only one camera films the rotating bolt because the image acquisition time increases. Therefore, four cameras were used simultaneously to acquire images. Table 1 shows the camera specifications. A system emulating an actual production conveyor belt was installed as shown in Figure 3; the jigs were manufactured and installed to fix the cameras in place. Additionally, the distance, angle, and viewing angle between the bolts and cameras were adjusted to obtain clear images of the bolt threads.
with the naked eye. Using the preset criteria and data imaging environment, a total of 652 image data points were obtained, half of which were designated as defective and half as non-defective.

### 2.3. Anti-Loosening Coated Bolt Sorting Using CNN

#### 2.3.1. Coated Bolt Sorting Using VGG16

CNN, a deep learning method, features many layers, and the learning results depend on various structures. We used the VGGNet model, which has a simple structure and has proven to be amenable for use in many CNN-related studies. Depending on the number of layers, VGGNet is categorized as VGG11, VGG13, VGG16, or VGG19, with the structures shown in Figure 4. By repeatedly applying the convoluted layers with featured image filtering techniques and pooling the layers that reduce image data sizes, the image data input was vectorized as fully connected layers, which were then normalized via an activation function (Figure 4). The Sigmoid activation function, which is expressed in zeros and ones, is generally used for binary classification, whereas the softmax function, which is expressed in figures between zero and one, is used for multiple classification. However, inspired by the results reported by Tammina [12], we used softmax as the activation function for binary classification (Equation (1)) to sort defective from non-defective products. The probability of the product falling into either of these product categories ($p_1, p_2$) is expressed between zero and one as the predicted value ($\hat{y}$).

$$\text{softmax}(z) = \left[ \frac{e^{z_1}}{\sum_{j=1}^{2} e^{z_j}}, \frac{e^{z_2}}{\sum_{j=1}^{2} e^{z_j}} \right] = [p_1, p_2] = \hat{y}$$  \hspace{1cm} (1)
The learning process was executed using the VGG16 structure with the learning data obtained via the method outlined in Section 2.1 and 2.2. Python 3.7 and TensorFlow 2.0 were used to identify the parameters for producing the best data learning results. The results were obtained by executing Python scripts on an NVIDIA DGX STATION (Future Automotive Intelligent Electronics Core Technology Center, Cheonan, Korea). The batch size was 32 and the number of epochs was 100. For learning and verification, 80% of all the data were used. The learning accuracy and loss function are shown in Figure 5. The learning result exhibited an accuracy of 97%.

2.3.2. Visualization of Defective Area

Although the accuracy of the VGG16 structure was relatively high, it had difficulty checking the contents in the center and adjacent areas of the input image in the process of outputting it as a single output value. Therefore, a different technique was used to visualize the area, process the image identification, and develop the criteria for sorting defective products [13]. Lee et al. [14] constructed a deep learning-based model that detects defects on steel surfaces and verified the model’s reliability using the class activation map (CAM) [15] visualization technique. The VGG16 structure, employed in the current study as the learning model, uses fully connected layers as the classification layers. The loss of
location information from applying a visualization technique can be prevented only by utilizing the global average pooling layer [16]. However, using a different classification layer makes it impossible to evaluate the reliability because the structure differs from the previous models. Therefore, we used the gradient-weighted class activation mapping (Grad-CAM) visualization method, which could be used without changing the structure for visualizing defects.

Grad-CAM [17] solves the backpropagation vanishing gradient problem [18] by partially differentiating \( y^c \) for \( A^k_{ij} \) in row \( j \) of column \( i \) in \( A^k \), the \( k \)th feature map of the last convoluted layer, as shown in Figure 6. Global average pooling was applied to the gradient results in Equation (2) to obtain the gradient \( a^c_k \) and the activation function ReLU, defined in Equation (3), was used to output zero or the input value based on the value entered. As shown in Equation (4), only values of zero or higher were expressed on the feature map to enable the identification of the areas.

\[
a^c_k = \frac{1}{z} \sum_i \sum_j \frac{\partial y^c}{\partial A^k_{ij}} \tag{2}
\]

\[
ReLU = \max(0, x) \tag{3}
\]

\[
L_{Grad-CAM}^c = ReLU \left( \sum_k a^c_k A^k \right) \tag{4}
\]

Figure 6. Visualization by Grad-CAM and CNN.

3. Results

3.1. Grad-CAM Visualization Results

Figure 7 shows the Grad-CAM application results. In the figure, the blue colors indicate that the influence on the determination results decreased, and the red colors indicate that the influence on the determination results increased. As seen in the figure, background factors such as the lighting and the jig, and not the coating solution area, influence the determination results. Therefore, using only the coated area for determination, the input image data must be processed using filtering techniques.
3. Results

3.1. Grad-CAM Visualization Results

Figure 7 shows the Grad-CAM visualization results. In the figure, the blue colors indicate that the influence on the determination results decreased, and the red colors indicate that the influence on the determination results increased. As seen in the figure, backside images taken from closer cameras would have the defects at their center, making it possible to classify the defects using the preset criteria. The learning accuracy remained at 97% as in the previous model; however, the reliability of the model increased (Figure 7).

3.2. Transfer Learning

CNN is a deep learning technique that performs classification by identifying features or patterns. Larger datasets result in easier pattern and feature extraction, as well as high levels of accuracy. The coated bolts used in this study, however, had significantly lower defect data compared to non-defect data. Consequently, to achieve high detection performance from the limited sample data, we also applied a transfer learning algorithm [20]. Transfer learning is a method in which weighted values, previously learned using a specific large dataset, are applied to other target datasets to extract and classify certain features and patterns. As previously learned weighted values are used, the learning time is reduced and prediction accuracy is improved. ImageNet [21] and CIFAR [22] are examples of previously learned image datasets.

Although datasets related to coated bolt images do not exist, studies using datasets of manufactured goods defect classification [23] and medical devices [24] have reported that ImageNet could be applicable even though it is dissimilar. However, when using previously learned weighted values, similarities have to be considered and adjustments made to different situations to produce an accurate model. Considering that the dataset was small and the similarities with ImageNet were few for the coated bolts used in this study, the convoluted layer was frozen and only the classification layer was learned. For the classification layer, a fully connected layer was used to consider the VGG16 structure. The learning accuracy was 95%, which was lower than that of the previous model, however, the learning time was half that of the previous model.
As the data weights used in the current study differed, the accuracy could have been lower than when all the layers are learned. Accordingly, to improve the performance, blocks 1–4 were frozen, and the learning process for the last convoluted layer was conducted with the classification layer for fine tuning (Figure 4). In this instance, the learning rate was set at 0.0001; a stable learning speed was maintained through epoch 50, and the gradient was sufficient to prevent the weighted value from being disrupted. The accuracy of the learning model increased from 1% to 98%, and the performance of the model was evaluated using 132 data images.

Using the confusion matrix, frequently used as an evaluation index for models, results were inferred and then compared with the actual results to check the accuracy. True positive \((TP)\) refers to cases in which the results inferred from the learning model align with the actual non-defective results; true negative \((TN)\) refers to cases in which the learning model results align with the actual defective results. When the inferred results differed from the actual results, each case was either denoted false positive \((FP)\) or false negative \((FN)\). Based on the confusion matrix, Equations (5)–(7) were utilized to obtain the precision, recall, and F1-score \([25]\), where the subscripts NG and OK denote defective and non-defective, respectively. Table 2 shows that an accuracy of 97% was achieved in the performance evaluation test.

\[
\text{Precision}_\text{OK} = \frac{TP}{TP + FP}, \quad \text{Precision}_\text{NG} = \frac{FN}{FN + TN},
\]
\[
\text{Recall}_\text{OK} = \frac{TP}{TP + FN}, \quad \text{Recall}_\text{NG} = \frac{TN}{FP + TN}
\]
\[
F1 - \text{score}_\text{OK} = 2 \times \frac{\text{Precision}_\text{OK} \times \text{Recall}_\text{OK}}{\text{Precision}_\text{OK} + \text{Recall}_\text{OK}},
\]
\[
F1 - \text{score}_\text{NG} = 2 \times \frac{\text{Precision}_\text{NG} \times \text{Recall}_\text{NG}}{\text{Precision}_\text{NG} + \text{Recall}_\text{NG}}
\]

Table 2. Validation results of algorithm for screening coating defects.

|                | Precision | Recall | F1-Score | Support |
|----------------|-----------|--------|----------|---------|
| Defective (NG) | 0.96      | 0.98   | 0.97     | 66      |
| Non-defective (OK) | 0.98  | 0.95   | 0.97     | 66      |

3.3. Verification Using Graphical User Interface (GUI) and Programmable Logic Controller (PLC)

The learning model, established using the visualization technique and transfer learning process, was implemented on the actual conveyor belt to sort the defective products, and the results were verified. As shown in Figure 8, the conveyor belt was composed of the input, the camera, and the sorting areas. The bolt heads were transported by the conveyor belt, and sensors were installed at certain locations to acquire images when the bolts were sensed. Conveyor belt transportation and stoppage, as well as the signal sensors input and output, were implemented by the logic configuration of XEC DR32H, a PLC product by LS Electric.

When the bolt, transported by the conveyor belt, approached the sensors, the cameras acquired images, which were then stored on a personal computer (PC) connected to the PLC. Once the image data were confirmed, the images from all the cameras were entered into the learned model to produce corresponding values. If the system determined that the product was defective, the Modbus TCP method was used to transmit the designated input value within the PLC. The PLC, in turn, used the input signals to operate the sorting mechanism and classify the products.
was proven to be applicable to actual environments. This system could make the sorting process for bolts of varying colors and sizes more efficient.

Figure 8. System for inspecting bolt coating defects and sorting. NG, defective; OK, non-defective.

To help the user compare the real-time image with the resulting values, a GUI was configured, as shown in Figure 9, where “OK” and “NG” denote non-defective and defective products, respectively. Using the camera and PLC setting buttons, the connection was confirmed and, thereafter, the model setting button brought up the learning model. A start button triggered the sorting mechanism of the coated bolts. The sensor values were obtained while the bolts were being transported via the conveyor belt; images from the four cameras were obtained as shown in Figure 9, and the sorting results were produced within 0.9 s. Through this process, the previously learned model was verified; the system was proven to be applicable to actual environments. This system could make the sorting process for bolts of varying colors and sizes more efficient.

Figure 9. GUI for anti-loosening coating bolt screening. NG, defective product; OK, non-defective product.

4. Conclusions

This paper presented a visualization technique and transfer learning model for sorting anti-loosening coated bolts using deep learning technology. The conclusions of the study are as follows:

(1) Four cameras were used to photograph the entire area of the bolt, and the lighting was set above the bolt such that the coating color could be seen evenly. A jig was used
to fix the camera and lighting, and thereby, provide a shooting environment. Using preset defect criteria, the data were binarily classified to configure an image dataset for the learning process.

(2) The acquired images were used as input data for the learning process through the CNN VGG16 structure. The accuracy of the coated bolt sorting model was 97%. The CNN VGG16 gradually reduced the pixel values for vectorization; however, location information was lost, making it impossible to determine the standards that the model used to classify the images. Therefore, a visualization technique was used to verify the reliability of the model.

(3) Owing to the shortcomings of the visualization technique, in which the classification layer had to be converted to global average pooling, Grad-CAM was used for supplementation. This allowed the visualization of learning images without changing the VGG16’s structure. The results indicated that the previously input images were classified based on external factors such as the jigs and cameras, in addition to the bolt thread coating area. Hence, the ROI technique was used to designate the bolt thread as the only area of interest used as input data. The classification proved to be conducted based on the defect location on the bolt thread area, as well as other criteria.

(4) The anti-loosening coated bolts used in the current study posed a problem due to limited sample sizes, although larger data sizes would lead to longer learning times. Therefore, to reduce the learning time and improve the model performance, the transfer learning technique was also utilized. Using the weighted values learned using the ImageNet big dataset, the model was taught such that only Block 5 and the classification layer would be appropriate for the coated bolt dataset. The subsequent fine tuning resulted in a model accuracy rate of 98%.

(5) To demonstrate that the coated bolt sorting model is applicable to the actual sorting process, input sensors, motors, and cameras were connected to a conveyor belt via a PLC device and the logic configured. The images acquired by the cameras were put through the coated bolt sorting model to identify defective and non-defective products. The values were transmitted using the Modbus TCP method between the PLC and a PC, thereby proving that the model is applicable to the actual sorting process.
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