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Abstract

Early detection and quantification of tumour growth would help clinicians to prescribe more accurate treatments and provide better surgical planning. However, the multifactorial and heterogeneous nature of lung tumour progression hampers identification of growth patterns. In this study, we present a novel method based on a deep hierarchical generative and probabilistic framework that, according to radiological guidelines, predicts tumour growth, quantifies its size and provides a semantic appearance of the future nodule. Unlike previous deterministic solutions, the generative characteristic of our approach also allows us to estimate the uncertainty in the predictions, especially important for complex and doubtful cases. Results of evaluating this method on an independent test set reported a tumour growth balanced accuracy of 74\%, a tumour growth size MAE of 1.77 mm and a tumour segmentation Dice score of 78\%. These surpassed the performances of equivalent deterministic and alternative generative solutions (i.e. probabilistic U-Net, Bayesian test dropout and Pix2Pix GAN) confirming the suitability of our approach.
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1. Introduction

Pulmonary nodule malignancy is usually assessed based on relatively few parameters such as longest axial diameter, tumour growth and time between observations\textsuperscript{1}. Depending on these values and the recommendations made by international radiological guidelines [MacMahon et al.\textsuperscript{2017}], experts make conjectures and draw their conclusions. From the different malignancy parameters, pulmonary tumour growth is one of the most important indicators when assessing lung cancer by computed tomography (CT) [van Klaveren et al.\textsuperscript{2009}]. In particular, clinicians commonly assess tumour growth by imaging surveillance, measuring the nodule diameter along different CT studies taken at different time-points [Bankier et al.\textsuperscript{2017}].

Anticipating the tumour growth rate would help clinicians to prescribe more accurate tumour treatments and surgical planning. However, lung tumours are highly heterogeneous (e.g. in size, texture and morphology) and their assessment is subject to inter and intra-observer variability (up to 3 mm in diameter on spiculated nodules [Han et al.\textsuperscript{2018}]), making it complex to derive general...
patterns of tumour growth.

Due to the importance of supporting clinicians in this task, several efforts have been done from the computer vision and artificial intelligence community. Traditionally, the tumour growth prediction problem has been addressed through complex and sophisticated mathematical models (Sarapata and de Pillis, 2014), such as those based on the reaction-diffusion equation (Talkington and Durrett, 2015; Swanson et al., 2002) also known as Fisher–Kolmogorov model. These methods provide informative results and explainability. However, the number of model parameters is often limited (e.g. 5 in Wong et al. (2015)), which might not be sufficient to model the inherent complexities of the growing patterns of the tumours.

Recently, deep learning and in particular deep convolutional neural networks (CNN) have shown a great ability to automatically extract high-level representations from image data (Najafabadi et al., 2015). This has enabled performance improvements over conventional approaches in various medical imaging problems, such as nodule detection (Setio et al., 2017), segmentation (Messay et al., 2015), re-identification (Rafael-Palou et al., 2020) and malignancy classification (Ciompi et al., 2017).

Tumour growth estimation has also been addressed with deep learning for brain, pancreatic and/or colorectal cancer, using data from longitudinal CT/PET or magnetic resonance imaging (MRI) (Zhang et al., 2017, 2019; Katzmann et al., 2018). Proposed deep architectures usually rely on CNNs and recurrent neural networks (RNN) (Hochreiter and Schmidhuber, 1997), for extracting spatial and temporal tumour growth patterns and correlations.

Recently, generative networks such as those based on adversarial learning (Goodfellow et al., 2014) and variational auto-encoders (Kingma and Welling, 2013) have also been proposed to enhance grow prediction and clinical interpretability by estimating future images of the tumour (Elazab et al., 2020; Petersen et al., 2019).

Few works have tackled lung tumour growth estimation (Li et al., 2020b; Wang et al., 2019). In Li et al. (2020b), they proposed two 3D CNNs to extract warping and texture patterns to predict malignancy risk and future aspects of the tumour. In contrast, in Wang et al. (2019), they proposed a CNN combined with a RNN extended with an attention mechanism (Luong et al., 2015) to find temporal patterns to provide trajectories of lung tumour evolution using MRI images. We provide further details of these recent works in section 2. These works, however, address the problem of growth prediction in a deterministic way, providing a single prediction without considering uncertainties. Therefore, the models do not usually take into account neither the variability in the annotations of the experts, nor the risk of failure. This could partially explain why in clinical settings the credibility of these models is questioned and their adoption limited.

Along with the recent interest on tumour growth prediction and uncertainty with deep learning, this work aims to take a step forward in these promising research directions. In particular, we propose a probabilistic-generative model able to predict, given a single time-point image of the lung nodule, multiple consistent structured output representations. To do this, the network learns to model the multimodal posterior distribution of future lung tumour segmentations by using variational inference and injecting the posterior latent features. Eventually, by applying Monte-Carlo sampling on the outputs of the trained network, we estimate the expected tumour growth mean and the uncertainty associated with the prediction.

The contribution of this work is three-fold. First, to the best of our knowledge, this is the first time pulmonary nodule growth is estimated using deep learning and nodule diameter annotations from multiple experts. Second, this is the first time that model uncertainty is reported using a deep learning approach to predict lung nodule growth. Third, a new deep learning solution is presented, building on an existing hierarchical generative and probabilistic segmentation framework, for lung nodule growth prediction, quantification and visualization.

The rest of the article is organized as follows. Section 2 describes the most recent works on tumour growth estimation. Section 3 details the proposed method for modeling lung tumour growth and its related uncertainty. Sections 4 and 5 report and discuss the experimental results of applying our approach and other competing solutions, on a longitudinal cohort. Finally the conclusions are summarized in Section 6.

2. Related work

2.1. Deep learning deterministic approaches

Deep learning, and in particular CNNs, seems a perfect match for leveraging tumour growth for its intrinsic capability of automatically extracting deep representations
and correlations between multiple images (Bengio et al., 2017).

One of the earliest deep learning studies addressing tumour growth estimation was for pancreatic cancer (Zhang et al., 2017). The authors proposed the use of two (invasion/expansion) stream CNNs, relying on 2D patch images of the tumour, for predicting future tumour segmentations as well as tumour volume growth rates. Interestingly, the method allowed integration with clinical data to enable personalization. Best method performances achieved 86% of Dice score and 8.1% relative volume difference (RVD). Those overcame state-of-the-art of conventional mathematical models (Wong et al., 2016) for that disease type. However, the size of the test set was too small (10 cases) to extract robust conclusions. Also, to make inference this network required multimodal images (i.e. dual phase contrast-enhanced CT and FDG-PET), as well as three time points spanning between three to four years, which represented strong pre-conditions for the usability of the model.

Aiming to go beyond black-box predictions for lung tumour malignancy (Ciompi et al., 2017; Huang et al., 2019), recent work (Li et al., 2020b) proposed a method to generate a future image of the nodule. To do this, a temporal module encoded the distance at which to make the prediction, and two 3D U-Net (Milletari et al., 2016; Ronneberger et al., 2015) networks extracted the warped and texture image features of the lung nodule. The network was trained with more than 300 pairs (prior and current studies) of 3D nodule centered patches. Experiments reported a high balanced accuracy score of 86% for nodule progression, although a relative Dice score of 65% for future nodule segmentation. The gap in the model’s ability to provide future segmentations of the tumours, the use of a tailored criteria to determine nodule growth instead of conventional metrics (e.g. longest diameter or double time volume) or not taking into account inter-observer variability, shows the need to continue with the investigation of more reliable and effective solutions.

2.2. Deep generative networks

Another way to tackle tumour growth prediction is by using deep generative models. One of the most popular is generative adversarial networks (GAN) (Goodfellow et al., 2014). This framework consists of two networks, the generator and the discriminator, that compete with each other in a zero-sum game where the generator aims to increase the error rate of the discriminator network. Thus, the generator learns to map points from a latent space, usually sampled from a multivariate standard normal distribution, into observations that look as if they were sampled from the original dataset. The discriminator tries to predict whether an observation comes from the original dataset.

GANs have been recently applied to predict future tumour/disease growth over time. For instance, in (Li et al., 2020a) they proposed a 2D deep convolutional GAN for discriminating between true tumour progression and pseudo-progression of glioblastoma multiforme. The results confirmed its suitability for prediction and feature extraction, although only one image per tumor was used in the study. In (Elazab et al., 2020) they built a stacked
3D GAN for growth prediction of gliomas using temporal evolution of the tumour. Although high performances were reported (88% Dice score), the database was composed by only 18 subjects, in which all tumours always grew. In Rachmadi et al. (2020), they compared different GAN networks to predict the evolution of white matter hyperintensities. They also demonstrated the potential of using GANs in a semi-supervised scheme, improving results of a deterministic U-ResNet (Zhang et al., 2018). Despite the satisfactory performances obtained with GANs, this type of network suffers from mode collapse (Goodfellow, 2016), that is, they hardly generate correct representations of the probability output distribution, so they may not be adequate to model uncertainty.

Another well-known approach for addressing image generation is deep auto-encoders (AE). This framework uses an encoder which embeds the input into a representation vector, and a decoder, which projects the vector back to the original manifold. The representation vector is a compression of the original image into a lower dimensional, latent space. The idea is that, by choosing any point in a latent space, a novel image is generated by passing this point through a decoder (as it learned to convert points, or representations, in a latent space into viable images). Therefore, the learning process of this network consists on minimizing the reconstruction error, which is the error between the original image and the reconstruction from its representation. Since auto-encoders do not force continuity in space, images are poorly generated at sampling time.

One successful extension from auto-encoders are variational auto-encoders (VAEs) (Kingma and Welling, 2013; Rezende et al., 2014). In particular, the encoder retrieves two vectors, the mean and log-variance vectors, which together define a multivariate distribution in the latent space. When a random point is sampled from this distribution, the decoder produces a similar image, guaranteeing the continuity in the latent space. The way to achieve this is, by making the output distribution of the encoder as close as possible to a standard multivariate normal distribution using the Kullback-Leibler divergence (KL) loss. Thus, the total loss function of the VAE is composed by the sum of the KL-divergence loss and the reconstruction loss. A variant of VAEs was created to generate multiple outputs from a single input. Precisely, conditional variational auto-encoders (CVAE) (Sohn et al., 2015) were proposed to model the distribution of a high dimensional space as a generative model conditioned on the input. Therefore, the prior on the latent variable is conditioned by the input.

Few works have applied auto-encoders and their variants for tumour/disease growth prediction. In Katzmann et al. (2018), they proposed using a deep auto-encoder attached to a fully connected network architecture for colorectal tumour growth detection. Despite providing results close to the RECIST methodology\footnote{https://recist.eortc.org/} and radiomic measures, the use of the auto-encoder was for mere feature reduction. In Basu et al. (2019), the authors applied a VAE for progression of Alzheimer disease from structural MRI images. Their experiments demonstrated that VAE outperforms conventional CNNs on doubtful cases as it acts as a soft classifier learning a Gaussian distribution. Also, for patient risk analysis they observed that VAE produced less false positive cases, sampling from the latent space, than deterministic CNNs. However, CNNs provided better overall performances. In another study (Ravi et al., 2019), they conditioned a deep auto-encoder on fixed characteristics like age and diagnosis, to generate sequences of 3D MRI for Alzheimer’s disease progression. Despite results outperformed previous 2D versions, some artefacts and false structures were noted on the generated images. Moreover, additional terms were required to ensure loss stability, latent space continuity, reducing memory constraints and restoring 3D outputs.

2.3. Uncertainty in deep learning

Contradictorily, given the multifactorial and complex nature of the problem, uncertainty in the prediction of tumour growth was not addressed in any of the aforementioned studies. However, uncertainty information about the output of a network could make them safer and more reliable since it would allow indicating potential mis-segmented or low confident regions, or guiding user interactions for refinement of the results. Two common approaches have been proposed for modeling uncertainty in deep learning, Monte Carlo dropout networks (MCDNs) (Gal and Ghahramani, 2016) and Bayesian neural networks (BNNs) (Shridhar et al., 2019). MCDNs use dropout layers as a Bayesian inference approximation in
deep Gaussian processes, and although their implementation is easy, criticism has emerged recently regarding the type of uncertainty that is captured (Osband, 2016). BNNs use variational inference to learn the posterior distribution of the weights given a dataset. These weights are implicitly described as (multivariate) probability distributions. This has several consequences. First, it makes the neural network non-deterministic; for every forward pass, we must sample from each weight distribution to obtain a point estimate. Repeated applications of this sampling technique, through Monte Carlo sampling, will result in different predictions which can then be analyzed for uncertainty. Second, it changes the backpropagation algorithm since we cannot flow back the gradients through a sampling operation.

Uncertainty estimation in deep neural networks has been widely investigated for medical image tasks. For instance, in segmentation of multiple sclerosis lesions, some works (Nair et al., 2020; Roy et al., 2018) showed that by filtering out predictions with high uncertainty, the models improved lesion detection accuracy. For brain tumour segmentation, other work (Eaton-Rosen et al., 2018) demonstrated that MCDNs can be calibrated to provide meaningful error bars over estimates of tumour volumes. Moreover, the uncertainty metric based on MCDNs also showed promising results in disease grading of retinal fundal images (Leibig et al., 2017; Ayhan and Berens, 2018). In Lipkova et al. (2019) a Bayesian method predicted patient-specific tumour cell densities with credible intervals from high resolution MRI and PET imaging modalities.

Unfortunately, few works have modeled uncertainty for tumour growth estimation. In Petersen et al. (2019), a deep probabilistic generative model (sPUNet) (Kohl et al., 2018; Baumgartner et al., 2019) was used to model glioma growth for radiotherapy treatment planning. The model, based on a combination of a U-Net (Ronneberger et al., 2015) and a CVAE (Sohn et al., 2015), was able to generate multiple future tumour segmentation modes on a given input. Although they demonstrated the potential of providing multiple views over a single solution, they did not report nodule growth performances.

3. Method

We present a novel approach to estimate the future growth of pulmonary nodules along with its uncertainty. Our approach exploits the generative and probabilistic nature of a recent framework, the hierarchical probabilistic U-Net (Kohl et al., 2019) (HPU), to estimate the output probability distribution of lung nodule growth, conditioned on an initial image of the nodule. Before delving into the details, in the following sub-section we describe the basics of the underlying framework.

3.1. Hierarchical probabilistic U-Net

A segmentation framework that provides multiple segmentation instances for ambiguous images was proposed in Kohl et al. (2019). This network, schematized in Figure 1, is composed of two inter-related sub-networks, the posterior and the prior. Both follow a CVAE scheme with a couple of changes. First, the encoder-decoder structure is implemented by a 2D U-Net (Ronneberger et al., 2015) extended with residual blocks (He et al., 2016; Drozdzal et al., 2016) (U-ResNet) and filters adjusted to the input size. Second, instead of a single probabilistic latent block (see Figure 3) at the end of the encoder, several probabilistic latent blocks are interleaved at different levels of the hierarchy of the decoder, to provide fine-grained segmentation samples closer to the ground truth probabilistic distribution.

The inference process of this network consists on forward-passing an input image, X, through the prior network. Specifically, along the decoder part of the network, feature activation maps are concatenated with vectors, $z_i$ ($i \leq L$, being L the number of latent hierarchies), obtained from sampling different latent distributions interleaved in the decoder. As a result we obtain a predicted segmentation, $Y'$.

The training process of this network aims to pull to each other the prior distribution $p$, encoded by the prior network, and the posterior distribution $q$, defined by the posterior network, while minimizing the loss of the reconstructed images. This is the same as maximizing the evidence lower bound (ELBO) in variational inference. Therefore, the KL divergence loss ($D_{KL}$) between the posterior and the prior distributions is added to the reconstruction objective ($C_{rec}$) obtained through the log likelihood (represented by the pixel-wise categorical distri-
Figure 1: General overview of the HPU network architecture. On the left of the picture we can observe the prior network and on the right the posterior. Both networks have different probabilistic latent blocks interleaved along the decoder component.

Figure 2: General overview of the proposed U-HPNet network architecture. This network is also composed by a prior network (on the left, with further details) and a posterior (on the right). Attached at the end of the posterior we observe the post-process module aimed at reporting the estimated future growth prediction, size and appearance with the associated uncertainty.

3.2 U-HPNet

Based on the HPU framework, we propose a network (U-HPNet) able to generate plausible future nodule segmentations conditioned on the nodule image, its diameter at time $T_0$, and the temporal distance at which to make the prediction. To do this, the U-HPNet uses variational inference to approximate the estimated output distribution to the ground truth, in our case, provided by different graders. Figure 2 shows the overall architecture of the proposed network.

3.2.1 Architecture

Both sub-networks of the U-HPNet (prior and posterior) receive as input an axial nodule image $I_0$ at time $T_0$, while the posterior receives also the axial nodule image $I_1$ at $T_1$. The images are centered patches of 32x32 pixels rather than 128x128 as in the original network. We down-scaled the input size of the network to focus on the relevant parts of the image (i.e. contour and close surrounding of the nodule), and to reduce the number of parameters of the network, especially convenient for small datasets (Praussoon et al., 2013). Smaller patches were discarded due to the size of the nodules, and larger patches (e.g. 64x64) experimentally did not report any performance gain.

We conditioned the latent space, learnt by the network, with a couple of extra features: the time difference ($T_{diff}$) at which to predict nodule growth, and the diameter size ($sz_0$) of the nodule image at time $T_0$. $T_{diff}$ is an ordinal value representing the main time-elapses defined by radiological guidelines (i.e. 6, 12, 24 or more months) (MacMahon et al., 2017). $sz_0$ is a numerical value provided (in our case) by radiologists to better estimate the tumour growth. In particular, with this feature we aimed to facilitate the network to learn the intrinsic patterns fol-
ollowed by the experts when measuring tumours from the images. Both features (Td\text{iff}, sz\text{z}_0) were normalized between 0 and 1, and concatenated with the encoder output.

3.2.2. Loss function

On the conventional ELBO loss function used in the original HPU paper, we incorporated a couple of modifications in the reconstruction loss ($\mathcal{L}_{\text{rec}}$) term. In particular, we used the L1 distance between the predicted $D1'$ and the ground truth $D1$ tumour diameters, and the intersection over union (IoU) between the predicted $Y'$ and ground truth $Y$ tumour segmentation. Also a weighting ($\gamma$) factor was used on the combined loss to balance the ranges of both terms.

$$\mathcal{L}_{\text{rec}} = \mathcal{L}_{\text{IoU}}(Y, Y') + \gamma \mathcal{L}_{\text{L1}}(D1, D1')$$

We used the L1 loss to prioritize the diameter fidelity, and consequently improve network performance. Also, we used IoU loss as a good approximation function when learning on imbalanced data conditions (Oksuz et al., 2020), which in our case was caused by having a much smaller number of pixels belonging to the tumour than to the background. In our experiments, we found better performances setting $\gamma$ to one.

3.2.3. Post-processing

The generative ability of the proposed network offers the possibility to produce future nodule segmentations, sampling from the latent space and injecting the resulting vectors in the network, for a given input. This may be useful from a medical exploratory point of view, but for practical reasons a more useful outcome should be presented to the clinicians. To this end, we formulated a generic and embeddable post-processing module that converts multiple predicted segmentations into a lung nodule growth prediction, size and segmentation visualization with the uncertainty associated to each of them. Precisely, the post-processing module applies Monte-Carlo sampling by running the network $K$ times ($K=1000$) with the same input image. In particular, for each iteration, a sample from all the hierarchical latent blocks of the prior network is injected in the corresponding location of the decoder part of the (prior) network, to produce a new segmentation. As a result we obtained $K$ random nodule segmentations. For each predicted segmentation, we extracted its longest diameter $D1'$, using conventional image processing libraries. With the vector of $K$ nodule diameters, we computed the vector of predicted nodule growths, $\Delta$, by subtracting the input nodule diameter size $D0$ (the

![Figure 3: On the left we show a more detailed view of the different components of a decoder layer of the U-HPNet. On the right we see the elements that compose an attention block.](image-url)
aforementioned sz0) to the predicted diameters D1′. From the resulting vector Δ of predicted nodule growths, we computed its mean and standard deviation as measures of nodule growth size and its associated uncertainty.

In addition, we computed the probability that the nodule growth is at least of 2 mm (threshold recommended in clinical guidelines for tumour growth (MacMahon et al., 2017)). For this, for each of the K nodule growths, we used the logistic function \( f(\Delta_i) = 1/(1 + e^{-\Delta_i + 2}) \). From the resulting K-length vector of probabilities, we considered the mean and the standard deviation as the estimated nodule growth probability and its associated uncertainty.

Finally, the post-processing module also outputs two images, both corresponding to the predicted future tumour appearance (at T1). In particular, and inspired by (Kendall et al., 2015), one of the images is the per-pixel mean of all K predicted segmentations and the other the per-pixel standard deviation.

### 3.3. Comparison with related works

Since we did not find any other deep generative network to provide lung tumour growth predictions and their associated uncertainty, we adapted 4 different state-of-the-art deep architectures to compare the performance of our method (see Figure 4), one deterministic network and three generative.

To allow a fair comparison, all these networks had the same U-ResNet backbone proposed for the U-HPNet, with same number of layers and filters. Also these models were configured with same data augmentation, optimization algorithm, batch size and learning rate than the U-HPNet network. Moreover, these networks had the same input (I0, sz0 and Tdiff) and output as the U-HPNet (i.e. an estimated future segmentation of the nodule). For the non-deterministic models, the output was post-processed to evaluate tumour growth prediction, diameter growth and the segmentation performance.

As for the deterministic (or baseline) approach, we used a single U-ResNet like network, Figure 4a. This network was trained using a conventional loss function, formed by a pixel-wise binary cross entropy, without any additional configuration.

The first generative method consisted on a Bayesian dropout network (BAYES_TD) following the Bayesian SegNet proposed in Kendall et al. (2015). This approach provides a probabilistic pixel-wise semantic segmentation by enabling dropout at inference time. Therefore this approach aims to find the posterior distribution over the convolutional weights, W, given the observed image I0 and labels Y, i.e. \( p(W|I_0, Y) \). According to the authors, the best configuration was obtained using dropout in the central part of the network. Thus, we followed the same suggestion and we setup dropout (p=0.5) layers in the 3

---

**Figure 4:** Four alternative network architectures proposed for lung nodule growth estimation. At the top we have the U-ResNet and the generative Bayesian dropout. In the center, we show the probabilistic U-Net. Below we find the Pix2Pix cGAN network proposed.
last encoder and 3 initial decoder blocks of the U-ResNet, Figure 4. This network was trained using pixel-wise binary cross entropy. Hence, we used dropout at inference time as a way to get samples from the posterior distribution.

The second proposed generative network was the former version of the HPU, the standard probabilistic U-Net (SPU) (Kohl et al. 2018). This approach goes beyond the notion of reporting a per-pixel probability map, by capturing the co-variances between pixels and providing consistent structured outputs. To do this, two networks: the prior (having as input a nodule $I_0$) and the posterior (which also receives the nodule $I_1$), learn to map the input into a low dimensional latent space which encodes the distribution of all possible segmentation variants for the given input. In particular, we configured a latent vector of 6 features (or dimensions) as in the original paper, Figure 4. This network was trained to maximize the ELBO function composed by the pixel-wise binary cross entropy between the predicted and the ground truth segmentation, and the KL-divergence between the posterior (which can see the future image of the nodule) and the prior distributions. By sampling on the latent features of the prior network, this method allows generating multiple segmentations at inference time.

The last generative approach consisted on a conditional GAN named Pix2Pix (Isola et al. 2017). The framework allows learning, in a model-free fashion, a mapping between two images. In our case the two images were a tumour image $I_0$ and a segmentation image $Y$ at $T_1$. The proposed network (P2P_GAN) is composed by two networks: a generator formed by U-ResNet configured with dropout ($p=0.5$) along the decoder (no specific locations were indicated by the authors), and a discriminator composed by the encoder part of a U-ResNet, Figure 4. These two networks learn to generate images that are as similar as real ones, as well as to discriminate between images that are increasingly similar between real and fake ones. This network was trained as suggested by the authors using the $\mathcal{L}_\text{cGAN}$ loss:

$$\mathcal{L}_\text{cGAN}(G, D) = \mathbb{E}_{I_1,Y}[\log D(I_1,Y)] + \mathbb{E}_{I_0,Z}[\log(1 - D(G(I_0, Z)))] + \lambda \mathcal{L}_1(G).$$

which represents the sum between the discriminator $D$ loss (i.e. binary cross entropy) of a nodule $I_1$ and the segmentation ground truth $Y$, and one minus the discriminator loss of a nodule $I_1$ and the segmentation $Y'$ produced by the generator at $T_1$, i.e. $Y' = G(I_0, Z)$. Additionally, a second term was added into this loss to figure out the fidelity of the generated samples with the ground truth. Thus, the $L_1$ distance was computed between the generated sample $Y'$ and the truth $Y$. The final loss $G^*$ is as follows:

$$G^* = \arg \min_G \max_D \mathcal{L}_\text{cGAN}(G, D) + \lambda \mathcal{L}_1(G).$$

This approach allowed generating multiple samples by adding noise in the form of dropout, applied during training and testing time.

3.4. Tumour growth assessment

We assess tumour growth in terms of growth prediction, size and segmentation mask. For this, we considered not only the generative nature of our approach but also the fact of having per each nodule the opinion of up to three different radiologists. In the following, we provide further details regarding the tumour growth assessment.

3.4.1. Metrics

We proposed to evaluate how well the distributions produced by the generative model and the given ground-truth distributions agree. To this purpose, we considered two evaluation scenarios:

1) Using the expected value of the distributions, we computed conventional metrics such as precision (Prec), recall (Rec), specificity (Spec) and balanced accuracy (Bacc) for growth prediction, mean absolute error (MAE) and mean squared error (MSE) for nodule growth, and Dice for segmentation fidelity.

2) Using confidence intervals, we defined the following metrics:

- For nodule growth prediction:

  We proposed the metric Bacc$_{2\text{std}}$. This computes the balanced accuracy between the radiologist tumour growth predictions (i.e. 1 if the tumour growth size was above 2 mm) and the predicted tumour growths at 2 standard deviations away from the estimated growth size means.

To do this, we re-defined a true positive case as when the ground truth and the lower value of the predicted
interval were above 2 mm. A false negative was when the ground truth was above 2 mm but the lower value of the interval was not. A true negative was when the ground truth and the upper value of the interval were less or equal to 2 mm. False positive was when the ground truth was less or equal to 2 mm but the upper value of the interval was not.

**For nodule growth size:**

We proposed the ratio $P(RX \in 2\text{std})$. This reports the proportion of tumours (over all tumours), whose growth size is within the interval (2 standard deviations away from the estimated tumour growth mean).

To do this, we compared for each tumour, if the distance between the tumour growth size (ground truth) and the predicted growth size distribution was below the distance between the estimated mean with 2 standard deviations and the predicted growth size distribution. To compute this distance we used the Mahalanobis distance $D_{MH}$, which is the distance of a test point $x$, from the center of mass $m$, divided by the width of the ellipsoid defined by the covariance matrix $C$ in the direction of the test point.

$$D_{MH}^2 = (x - m)^T C^{-1} (x - m).$$

**For nodule segmentation:**

We used the estimation of the Generalized Energy Distance (GED) [Székely and Rizzo, 2013] metric. This metric reports the segmentation performance in terms of the variability in the ground truth as in the generated samples of the network.

$$D_{GED}^2 = \frac{2}{nm} \sum_{i=1}^{n} \sum_{j=1}^{m} d(Y'_i, Y_j) - \frac{1}{m^2} \sum_{i=1}^{n} \sum_{j=1}^{m} d(Y'_i, Y'_j) - \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{m} d(Y_i, Y_j).$$

where $m$ and $n$ are the number of generated and ground truths segmentations, $Y'_i$ and $Y_j$ are a predicted and ground truth tumour segmentation and $d$ is the distance obtained using the 1-IoU metric. The resulting GED distance will be better the closer to 0.

### 3.4.2. Ground truths

To evaluate the models we used the annotations provided by the 3 different radiologists (RX0, RX1 and RX2). However, given that the annotations of the different radiologists may diverge (although all of them may still be correct), we derived two more ground truths, precisely, the mean of the radiologists annotations ($RX_{\text{mean}}$), and the radiologist annotations that stands closest to our predictions ($RX_{\text{closest}}$). Although the former is direct to obtain, the second has some particularities:

- For the deterministic model, we computed the closest radiologist tumour growth size and tumour growth prediction selecting the radiologist annotation with the minimum growth size difference with respect to the prediction. We computed the closest radiologist segmentation selecting the segmentation with highest Dice with respect to our prediction.

- For the generative models, we computed the closest radiologist tumour growth size and tumour growth prediction selecting the radiologist annotation with the minimum Mahalanobis distance between the radiologist growth size and the estimated output distribution. We computed the closest radiologist segmentation selecting the radiologist segmentation with highest average Dice score obtained from the generated samples of the network.

### 4. Experiments and Results

#### 4.1. VH-Lung

In this study we used a longitudinal lung CT dataset [Rafael-Palou et al., 2020] for the follow-up analysis of incidental pulmonary nodules. In total, the cohort contains 161 patients (10 more cases compared to the previous version) with two thoracic CT scans per patient. The most relevant pulmonary nodule in each patient was located in each study by two different specialists. We address the reader to the source article for further details regarding the ethics, inclusion criteria, and acquisition protocol of the dataset.

A new feature included in this updated version of the cohort is that up to 3 different clinicians ($RX0$, $RX1$ and $RX2$) reported the diameter size of the nodules ($D0$, $D1$) at the two different time-point ($T_0$, $T_1$) studies. From here,
we computed the tumour growth by subtracting the diam-
eters ($D_1 - D_0$). The tumour growth mean in the dataset
was $2.52 \pm 3.85$ mm for RX0, $2.76 \pm 3.63$ mm for RX1
and $2.68 \pm 4.01$ mm for RX2. The inter-observer mean abso-
lute difference was 1.55 mm, whereas the inter-observer
mean standard deviation was 0.97 mm (both metrics were
computed pair-wise) [Popovic and Thomas, 2017]. The
time interval between current and previous CT studies
ranged from 32 to 2464 days.

Tumour segmentations were obtained in a semi-
automatic way, being visually verified and curated with
the annotations provided by each of the radiologists (that
is, location of the centroid, diameter and growth of the
tumours) with a residual margin of 0.25 mm.

To train and evaluate the proposed methods, the whole
data was randomly divided into training (70%) and test
(30%) sets. In this process we assured that all entrances
of the same nodule were in the same set in order to avoid
data leakage between partitions. Therefore, the training
set was composed of 313 (122 unique) nodule growth an-
notations from up to three different radiologists (118 for
RX0, 99 for RX1 and 96 for RX2), whereas the test set
was formed by 104 (39 unique) nodule growth annota-
tions (38 for RX0, 34 for RX1 and 32 for RX2). Hence,
for each data entrance (i.e. nodule growth annotation) of
these partitions we had 2 nodule images (at $T_0$ and $T_1$),
2 nodule segmentations (at $T_0$ and $T_1$), a growth label (indi-
cating whether it grew (1) or not (0)) and a growth size (in
mm) corresponding to a particular radiologist. Further de-
tails regarding training and test set partitions can be seen
in Figure 5.

4.2. Qualitative results

We present some qualitative results (Figures 6,7,8) ob-
tained from the U-HPNet using lung nodules from the test
set. We recall that these results were obtained (see section
3.2.3) from a post-processing aimed at obtaining the esti-
mated growth probability, size and visualization together
with its associated uncertainty.

The figures are composed of six columns, the first one
shows the nodule at $T_0$ overlapped with the segmentation
of a radiologist. The second column shows, overlapped
with the nodule image at $T_0$, the difference between the
ground truth segmentation at $T_0$ and the estimated mean
segmentation at $T_1$. The third column provides, overl-
lapped with the nodule image at $T_1$, the estimated tumour
mean segmentation. The fourth column visualizes the es-
timated uncertainty probability map with the per pixel-
standard deviation. The fifth column shows the histogram
of the ($K=1000$) estimated tumour growths (i.e. predicted
diameter at $T_1$ minus radiologist diameter at $T_0$). The last
column shows the nodule image at $T_1$ overlapped with the
segmentation of the radiologist at $T_1$.

The first tumour case (Figure 6) was cancerous with
280 days between image studies. The tumour, attached
to the chest wall, was annotated by three radiologists.
Our method correctly predicted the existence of growth
($> 2$ mm) for each of the three radiologists, reporting high
growth probabilities or estimated means (0.9, 0.82 and
0.8) and low uncertainties (0.04, 0.06 and 0.04) or stan-
dard deviations. The predicted tumour growth sizes were
especially close (4.2, 3.6 and 3.4 mm) to those reported by the first two radiologists (4.2, 3.2 and 2.3 mm).

The second tumour case (Figure 7) was benign with almost 3 years between studies (900 days). All three radiologists did not detect any relevant tumour growth (diameter difference \( \leq 2 \) mm) for this case. Our method correctly predicted the existence of no growth for each of the three radiologists, reporting low tumour growth probabilities (0.14, 0.03 and 0.3), especially for the first two radiologists, with low uncertainties (0.03, 0.01 and 0.05). The predicted tumour growth sizes were approximately less than 0.6 mm (0.2, -1.7 and 1.2 mm) apart from those reported by the radiologists (0.8, -1.4 and 0.9 mm). Moreover, the network agrees with the second radiologist to correctly predict tumour recession and also correctly guess to provide slightly higher probability, and greater tumour growth size for the third radiologist than for the other two.

Figure 8 shows 4 tumour examples in which our model struggles to find correct predictions. In particular for the tumour case C17, the model predicted a tumour growth size of 2.3\( \pm \)0.6 mm whereas the radiologist reported less than 2 mm (i.e. 1.2 mm). Nevertheless, the network provides a tumour growth probability close to 0.5 with an uncertainty of 0.14, which implies that the network is not highly confident on the nodule predictions. Looking at the ground truth provided for this case (first column of the figure), this mistake could be due to a probable overestimation of the diameter size of the nodule at \( T_0 \). For the second tumour case, B64, the model predicted a growth size of 4.2\( \pm \)0.7 mm whereas the radiologist detected tumour recession (i.e. -0.2 mm). In this case, the network incorrectly provides high tumour growth probability and low uncertainty. However, if we look at the estimated per-pixel uncertainty image, the model correctly outputs a relevant quantity of uncertainty surrounding the nodule. In the third tumour case, B19, the model predicted a tumour growth size of 0.9\( \pm \)0.2 mm whereas the radiologist found...
a tumour growth of 3.0 mm. This could be caused by a relevant change in the context of the nodule, i.e. the nodule at T1 was attached to the lung wall whereas at T0 it was aerial. In the last case, C16, the model correctly predicted tumour growth. However, the radiologist indicated a high tumour increase of 12.2 mm whereas the network only detected 4.0±0.4 mm. If we observe the estimated segmentation mean image of the nodule, we see that the network missed to detect the longitudinal growth direction of the tumour due to not enough representation of this kind of tumour growth behaviour in the training set.

4.3. Quantitative results

Next, we detail the test performances of the proposed networks in terms of estimated nodule growth size, prediction and segmentation fidelity (for further details on the used metrics see section 3.4). To obtain these performances, the methods were optimized with the training data using a 5-fold cross-validation, and tested with the testing set. The setup of the learning hyperparameters was the same for all methods, thus we used 1e-4 of learning rate, 8 of batch size, 200 epochs and Adam (Kingma and Ba, 2014) as optimization algorithm.

The performances provided in the tables of the following sections show for each of the metrics, the mean and the standard deviation obtained from a bootstrapping process (with N=1000 iterations), in which for every iteration we performed a resample with replacement from the test set (N=104).

4.3.1. Nodule growth prediction

The performances of the U-HPNet regarding lung nodule growth prediction are shown in Table[1]. These results were obtained using the annotations from three different radiologists (RX0, RX1 and RX2), their mean and the radiologists’ annotations closest to our predictions (closest), with the intention to provide a more complete analysis of the performance of our method and to detect dispar-
Figure 8: Comparison of ground truth annotations and predictions from the U-HPNet for the tumours C17, B64, B19 and C16. In this example the network incorrectly predicts growth for the three first cases while for the last one it guesses the prediction although the predicted growth size is far from the radiologist measurement.

Despite the heterogeneity in the morphology, density and location of the nodules, the fact of using a single image ($I_0$) of the tumour and the variety on the time at which to make the predictions, our method was able to satisfactorily report positive performances, such as 0.74 of balanced accuracy, 0.71 of recall and 0.76 of specificity.

Further details regarding the tumour growth prediction of the U-HPNet are provided in Figure 9. This figure shows the prediction accuracy stratified by the time to

Table 1: Nodule growth prediction performances obtained by the U-HPNet using expected means.

| RX  | Bacc ± | Prec ± | Rec ± | Spec ± |
|-----|--------|--------|-------|--------|
| RX0 | 0.49±0.07 | 0.46±0.11 | 0.42±0.11 | 0.56±0.11 |
| RX1 | 0.68±0.08 | 0.63±0.13 | 0.64±0.13 | 0.72±0.10 |
| RX2 | 0.67±0.09 | 0.58±0.15 | 0.59±0.15 | 0.75±0.10 |
| Mean| 0.55±0.04 | 0.50±0.07 | 0.47±0.07 | 0.63±0.06 |
| Closest| 0.74±0.07 | 0.65±0.12 | 0.71±0.12 | 0.76±0.08 |
predict, the real growth of the nodules and the ground truth type. From this figure, we can observe that, the best performances were usually obtained when predicting in the range of 12 to 24 months, whereas the worst performances were obtained when predicting above 24 months. Also, the best performances were usually obtained when the nodules had a growth between 0 and 2 mm.

Additionally, we provide Table 2 with the balanced accuracy obtained at 2 standard deviations away from the expected means.

| RX  | Bacc_2std |
|-----|-----------|
| RX0 | 0.37±0.08 |
| RX1 | 0.53±0.09 |
| RX2 | 0.57±0.10 |
| Mean| 0.45±0.05 |
| Closest| **0.57±0.08** |

Table 2: Nodule growth balanced accuracy performances for the U-HPNet obtained within 2 standard deviations from the mean.

From this table, we observe that the performances are clearly below the 0.74 of balanced accuracy obtained using single point estimates (i.e. the expected mean). The reason is because Bacc_2std reports the balanced accuracy at 2 standard deviations away from the expected mean. Therefore, at this extreme our approach is still able to correctly predict tumour growth in 57% of the test cases.

### 4.3.2. Nodule growth size

We also computed the nodule growth size performance of the U-HPNet. Table 3 provides the mean absolute error (MAE) and mean squared error (MSE), obtained from the comparison of the estimated tumour growth size mean of the network for the different ground truths. Also, this table reports the metrics regarding the probability of finding the radiologist measurements within 2 standard deviation $P(RX \in 2\text{std})$ from the estimated tumour growth size mean.

| RX  | MAE ↓ | MSE ↓ | $P(RX \in 2\text{std})$ |
|-----|-------|-------|-------------------------|
| RX0 | 2.99±0.42 | 16.60±4.94 | 0.20±0.06 |
| RX1 | 2.52±0.45 | 13.11±4.40 | 0.21±0.07 |
| RX2 | 2.62±0.41 | 11.86±2.98 | 0.28±0.08 |
| Mean| 2.83±0.23 | 14.40±2.39 | 0.17±0.04 |
| Closest| **1.74±0.34** | **7.55±2.87** | **0.44±0.08** |

Table 3: Nodule growth size performances of the U-HPNet using the estimated mean (MAE, MSE) and the interval composed by the mean and 2 standard deviations. A down arrow next to a metric means that the metric is more accurate the smaller the value.

As we observe from Table 3 the best performances on tumour growth size reported a MAE of 1.74 mm close to the 1.55 mm of inter-observer mean absolute difference. Moreover, this method reported that in 44% of the cases, the exact tumour growths annotated by the radiologists were found at 2 standard deviations from the mean. Further details are exposed in the discussion section.

### 4.3.3. Nodule segmentation

Subsequently, we report the performance of the U-HPNet for predicting accurate future nodule segmentations. To do this, we computed for each nodule of the test set, the average Dice score obtained from each generated tumour segmentation with respect to the proposed radiologist segmentation. Table 4 summarizes the resulting Dice performances for each of the radiologists.
Table 4: Nodule segmentation performances of the U-HPNet for each of the ground truths.

|     | RX0       | RX1       | RX2       | Mean       | Closest     |
|-----|-----------|-----------|-----------|------------|-------------|
| 0.74| 0.77±0.02 | 0.75±0.02 | 0.76±0.02 | 0.78±0.02  |

The best Dice score was 78%, achieved for the closest radiologists ground truths. Complementary, we also computed the GED metric to report the ability of the network to generate accurate and diverse future tumour segmentations (Table 5). From this result, we remark that a high segmentation agreement (i.e. 0.14 of 1-IoU) was found between ground truths (YY). This may explain why a small variability (i.e. 0.04 of 1-IoU) was also found between predicted segmentations (Y’Y’).

Table 5: GED nodule segmentation performance of the U-HPNet. Each score reports 1-IoU metric.

| GED     | 2*(Y’Y)   | Y’Y’  | YY    |
|---------|-----------|-------|-------|
| 0.29±0.04 | 0.48±0.04 | 0.04±0.01 | 0.14±0.01 |

As a general observation about the results shown previously (Tables 1, 2, 3 and 4), we should mention that the best performances were always achieved with the radiologists’ annotations closest to our predictions. This ground truth is as important as any of the others since, as mentioned in section 3.4.2, the annotations of each of the radiologists were assumed to be equally valid. Therefore, we already expected that our method would work somewhat better with this criterion since, by definition, for each tumor growth prediction we compared it with the radiologist’s annotation closest to that prediction. Regarding the rest of the ground truths, the results obtained with the RX1 and RX2 annotations were found near to the best performances, while the results obtained with RX0 annotations and the mean of the radiologists’ annotations were the lowest.

4.4. Ablation studies

An ablation study was made to isolate the effects of the different components of the U-HPNet using the radiologists’ annotations closest to our predictions. Table 6 shows the different network setups evaluated and their acronym for better identification.

Table 6: Different network setups of the U-HPNet configured in the ablation study.

| Acronym | \(\mathcal{L}_{rec}\) | Attention | D0 |
|---------|------------------------|-----------|----|
| BD0     | BCE                    | \xmark    | \checkmark |
| ID0     | IoU                    | \xmark    | \checkmark |
| IDD0    | IoU+L1                 | \xmark    | \checkmark |
| IDAOD0  | IoU+L1                 | \checkmark | \xmark |
| U-HPNet | IoU+L1                 | \checkmark | \checkmark |

Table 7 shows the performances obtained for tumour growth prediction, size and segmentation for each of the network setups using their estimated means. An interesting observation to note from these results is that the configurations using IoU clearly outperformed the setup using BCE (BD0). Particularly, a rise of 0.09 in Bacc was achieved with the IDD0, an improvement of 0.19 mm in MAE was obtained with the U-HPNet and an increase of 0.07 in Dice score was reached with the IDAOD0. Also, the networks using attention (i.e. U-HPNet and IDAOD0) obtained the best performances in terms of MAE, in particular the U-HPNet obtained the lowest value with 1.73 mm. Regarding the Dice score all networks using IoU loss obtained performances above 0.78, although the IDAOD0 with 0.81 was the one with the highest performance.

Table 8 shows the performances of the generative ability of the different network configurations. The best option regarding prediction performance was IDAOD0 with 0.67 of Bacc_2std. The best network for size and segmentation was BD0, although it reported an unacceptable prediction performance of 0.08 in Bacc_2std due to a high variability in the generated samples. If we do not consider this option, the best option was the U-HPNet either in P(RX∈2std) and GED.

Table 8: Performance comparison between the different U-HPNet setups.

| Prediction (Bacc) | Size (MAE) | Segmentation (Dice) |
|-------------------|------------|---------------------|
| BD0               | 0.66±0.09  | 1.93±0.35           | 0.74±0.02 |
| ID0               | 0.72±0.08  | 1.80±0.35           | 0.79±0.02 |
| IDD0              | 0.75±0.08  | 1.84±0.37           | 0.80±0.02 |
| IDAOD0            | 0.74±0.08  | 1.79±0.38           | 0.81±0.02 |
| U-HPNet           | 0.74±0.08  | 1.74±0.34           | 0.78±0.02 |
4.5. Comparison with other networks

We evaluated 4 different alternative deep networks for nodule growth estimation using the radiologists’ annotations closest to our predictions, to enable their comparison with the proposed method. In particular, we evaluated 1 deterministic (U-Net) and 3 generative architectures (GAN-P2P, BAYES_TDO, SPU). Table 9 shows the performances obtained for these models regarding nodule growth prediction (Bacc), size (MAE) and segmentation quality (Dice) using the predicted value for the deterministic approach and, using the expected mean of the output distribution for the generative approaches.

|            | Prediction (Bacc) | Size (MAE) | Segmentation (Dice) |
|------------|------------------|------------|---------------------|
| BD0        | 0.08±0.04        | 0.87±0.05  | 0.24±0.02           |
| ID0        | 0.59±0.08        | 0.38±0.08  | 0.31±0.02           |
| IDD0       | 0.64±0.08        | 0.33±0.08  | 0.31±0.03           |
| IDAOD0     | 0.67±0.08        | 0.36±0.08  | 0.30±0.04           |
| U-HPNet    | 0.57±0.08        | 0.44±0.08  | 0.29±0.04           |

Table 9: Performance comparison with alternative networks for tumour growth using the expected mean.

From the four alternative methods, the SPU obtained the best Bacc score with 0.73 and MAE with 2.14 mm. In contrast, the BAYES_TD method obtained the best Dice score with 0.78. If we compare these results with the U-HPNet none of them could outperform their results neither in terms of prediction, size or segmentation.

In Table 10 we summarize the performances regarding the generative ability to report accurate results. In particular, we provide nodule growth prediction using Bacc_2std metric, nodule size using P(RX∈2std) and estimated nodule segmentation using GED.

|            | Prediction (Bacc) | Size (P(RX∈2std)) | Segmentation (GED) |
|------------|------------------|-------------------|--------------------|
| BAYES_TD   | 0.46±0.08        | 0.49±0.08         | 0.27±0.03          |
| SPU        | 0.28±0.06        | 0.68±0.08         | 0.23±0.02          |
| GAN-P2P    | 0.26±0.07        | 0.67±0.08         | 0.25±0.04          |
| U-HPNet    | 0.57±0.08        | 0.44±0.08         | 0.29±0.04          |

Table 10: Generative performance of alternative networks for tumour growth.

The best Bacc_2std score was 0.46 for the BAYES_TD, the best P(RX∈2std) was for the SPU with 0.68 and the best GED with 0.25 mm for the GAN-P2P. If we compare these results with the U-HPNet, we observe that other methods showed better segmentation and size generative ability to capture the ground truth, however this made them to be less accurate with lowest prediction performances.

5. Discussion

With the aim of supporting radiologists in the early detection of lung cancer, we proposed a new predictive method capable of estimating tumour growth at a given time. In line with current clinical practice, our method predicts tumour progression when there is substantial growth (i.e., more than 2 mm) in the longest diameter of the pulmonary nodule [MacMahon et al., 2017]. Although this criterion is commonly used for its simplicity and applicability, it entails significant inter-observer variability that may impact on the reliability of the predictive models. Along with the inter-observer variability, other inter-related factors may also have a direct impact on the trustworthiness of the estimator, such as the ambiguity, partiality or scarcity of the data to model. Therefore, in medical settings it is important that predictive models also provide a measure of uncertainty, which is especially of interest when complex or doubtful cases have to be assessed.

In this work we have taken this aspect into account and we have built a predictive model capable of also estimating the associated uncertainty when predicting tumour growth. To do this, we collected a longitudinal dataset with more than 160 selected pulmonary tumours with two
CT images per case (taken at different time-points), labelled by up to three different radiologists. To model these data, we opted for a generative deep learning approach as opposed to the deterministic approaches used to date (Li et al., 2020b; Wang et al., 2019) for lung tumour growth prediction. The suitability of the generative approach was already proved in Petersen et al. (2019), where they modeled glioma tumour growth using an early probabilistic and generative framework (Kohl et al., 2018) to estimate the tumour growth output distribution. Nonetheless, tumour growth prediction was not quantified, model uncertainty was not reported, and multiple observer variability was not addressed.

To address the aforementioned aspects, we relied on a more recent hierarchical generative and probabilistic framework (Kohl et al., 2019) to estimate the output distribution of the future lung tumour appearance (at $T_1$) conditioned on the previous image of the nodule (at $T_0$). Our method (U-HPNet) extended this framework with the following modifications. First, we used smaller image patches (32x32) to focus on the tumour and its immediate surrounding tissues, and to reduce the number of parameters to be adjusted by the network. Second, we added two new features to the network to extract additional patterns from the tumour images: the time to predict, and the diameter of the nodule (at $T_0$). Third, we integrated an attention mechanism (Oktay et al., 2018) in the decoder part of the network to boost its performance. Fourth, we proposed a new reconstruction loss function composed of the IoU and the L1 distance to provide more accurate segmentation and diameter estimations. Finally, we created a new post-processing module that applies Monte-Carlo sampling to estimate the mean and standard deviation of the tumour growth prediction, diameter growth and segmentation of a given nodule at an specific time.

We evaluated the U-HPNet using the annotations provided by 3 different radiologists, but also with their average and the radiologists’ annotations closest to our estimates, to provide a more complete assessment of our approach and to detect possible divergences between the experts.

Regarding the evaluation of our approach using the expected values, the best results were obtained using the radiologists’ annotations closest to our predictions. This ground truth criterion always reports real radiological annotations (specifically, the closest ones to our predictions), therefore since we take all radiologists’ opinions equally, in a sense, this criteria is equally comparable to any of the three radiological criteria available in the study. In particular, we achieved 74% of tumour growth balanced accuracy ($Bacc$), $1.73$ mm of diameter mean absolute error (MAE) and $78%$ of Dice score (Tables-1, 2, 3). Near to these results, we found the performances obtained with RX1 and RX2 annotations. Specifically, for RX1 we achieved $0.68$ of $Bacc$, $2.52$ of MAE and $0.77$ of Dice score (Tables-1, 2, 3). Lower performances were found using the RX0 annotations and the mean of all radiologists, especially on tumours with a growth size greater than $2$ mm and predictions over $24$ months (Figure-9).

Compared to similar recent work in the literature (Li et al., 2020b), they reported higher balanced accuracy scores ($86%$) but much lower segmentation Dice scores ($64%$) than us. Results however are not fully comparable since both networks used different in-house cohorts, with different tumour case complexities, and both defined tumour progression differently, theirs relied on a tailored volumetric threshold and ours on the diameter growth convention established in radiological guidelines (MacMahon et al., 2017).

We also evaluated the ability of the network to produce consistent samples matching with the ground truths. To this end, we proposed different metrics (see section 3.4), i.e. the balanced accuracy for tumour growth prediction in an interval of $2$ standard deviations ($Bcc_{2std}$), the probability of matching with the tumour growth size in an interval of $2$ standard deviations ($P(RXe_{2std})$) and the generalized energy distance for tumour segmentation (GED). Our method achieved the best performances with the closest radiologists criterion, in particular $57%$ of $Bcc_{2std}$, and $44%$ of $P(RXe_{2std})$ (Tables-2, 3). These values reflect that our approach still has room for improvement to make the estimated tumour growth sizes more accurate (i.e. bringing the tumour growth size mean closer to the radiologists ground truths). However, we should stress that these performances (as seen in Figure-9) were affected especially by complex cases with higher uncertainty (i.e. with a temporal prediction distance above $24$ months). Different solutions could be applied to improve these performances such as acquiring more tumour cases (e.g. especially on those cases where the method was not as accurate), using more aggressive data augmentation techniques (e.g. generating synthetic tumours); or using
volume images, rather than single slices, to extract better predictive features. Breaking down the GED performance (Table 5), we observed that the network obtained 23% of segmentation variability between predicted and ground truths (Y′Y), being not far from 14% of interobserver variability (YY). Also, the network showed a relatively small variability of 4% between the generated sample segmentations (Y′Y′). This may indicate that the network, during training, preferred to concentrate the predictions around the mean rather than predict highly disperse values in order to optimize performance.

For a better understanding on the effects of the main components of the network, we provided an ablation study with different network configurations using the closest radiologists criterion (Table 6). From this analysis, we obtained that the largest improvement was achieved replacing binary cross entropy (BCE) by IoU in the reconstruction loss. This can be observed by comparing BD0 and ID0 networks. Specifically, the Bacc increased approximately 7%, MAE decreased almost 0.2 mm, and the Dice improved to nearly 5%. Moreover, the Bacc_2std raised to almost 60% (Table 7). Different reasons may explain the suitability of using IoU for this problem. First, this loss is robust to data unbalance. Second, IoU had values with similar magnitude to the KL-divergence distance, allowing a better optimization of the network than using BCE. Despite the benefits of using IoU, we realized that the P(RX∈2std) and GED decreased significantly due to higher variability around the estimated mean. A second network configuration (IDD0) allowed improving previous performance limitations. In particular, this network incorporated the L1 distance between the predicted and ground truth diameters in the reconstruction loss together with IoU. Results showed that the IDDO network increased its growth prediction performance (3% in Bacc and 5% in Bacc_2std) and segmentation ability (1% in Dice and GED), despite slight decrease of performance in diameter growth prediction (0.05 mm in MAE and 4% in P(RX∈2std)). Adding attention (current U-HPNet network) in the decoder part of the subnetworks, outperformed the IDD0, precisely, reducing 0.1 mm in MAE and increasing 10% in P(RX∈2std). However, it implied a certain increase also in the estimated diameter growth variability, reducing 1% its Bacc and 7% of Bacc_2std. A final comparison was performed between IDAOD0 and U-HPNet to obtain the importance of adding nodule diameter (at T0) in the input of the U-HPNet. According to the results, using this feature we reduced 0.6 mm of MAE, increased 8% the P(RX∈2std), and consequently improved the Bacc almost 2%. This reflects that using D0, the network was able to predict more accurately the diameter growth of the nodule. However, this feature increased the estimated diameter growth variability, resulting in 9% decrease of Bacc_2std and 2% of Dice.

Due to the lack of similar studies for early lung tumour growth prediction, we built different alternative networks to allow their comparison. In particular, we proposed a deterministic (U-Net), and 3 different generative networks: Bayesian dropout (BAYES_TD), probabilistic U-Net (SPU), Pix2Pix GAN (P2P_GAN). The comparison was performed using the closest radiologists criterion. Results from Tables 9, 10 showed that, using the estimated sample means, the generative approaches outperformed the performances reported by the deterministic network (U-Net). This result consolidates the suitability of the generative approach for this type of problem. Also, among all generative methods, the U-HPNet obtained the best performance metrics using the estimated means (i.e. in tumour growth prediction, size and segmentation). Regarding the metrics measuring the generative ability of the networks, the U-HPNet obtained the best Bacc_2std although the poorest P(RX∈2std). In contrast, the SPU reported a large sample variability in tumour growth size as shown by the highest performance in P(RX∈2std) and GED, but one of the lowest performances in Bacc_2std. The GAN-P2P, similarly to the SPU, obtained high P(RX∈2std) and GED, but poor Bacc_2std due to high variability in the sample distribution of tumour growth size. The BAYES_TD in contrast obtained lower variability in tumour growth size achieving better P(RX∈2std) and GED than the U-HPNet but lower Bacc_2std. Interestingly BAYES_TD and U-HPNet networks reported rather similar generative performances, despite employing two different ways to generate samples (by weight randomization and by randomly selecting a vector in the latent space). Thus, combining both approaches could help to disentangle different types of uncertainties (as in Hu et al. 2019) for tumour segmentation and disclose a potential increase in the performance of the network.

Our method still has a number of limitations. First, the number of cases analysed in this study was low, which
clearly impacted on the reported performances of our approach due to its data eager nature. However, this data was clinically validated, and selected by different radiologists according to their relevance and interest. Second, segmentations were generated semi-automatically according to the original diameter, growth and centroid annotations with a final visual expert validation. However, we believe using manual expert segmentations could make our method more precise, especially in the contour of the tumours. Third, our method relied on a single axial slice of the tumour to predict tumour growth. However, tumour growth is a tri-dimensional biological process, hence using volumetric images may allow capturing further relevant features and patterns to explain better the tumour progression. Nevertheless, using 2D information made our solution more compact, with less parameters to fit, faster to train and more suitable for smaller datasets.

Beyond this work, further efforts in fine-tuning the proposed approaches are required such as exploring different number of layers, latent hierarchies, loss weights factors and other optimization parameters. Also, future extensions are suggested along this article, such as exploring a 3D version of the network, deepen in the uncertainty ability of the network, evaluate its integration with Bayesian dropout or adversarial learning, and incorporate the newest advances in deep learning to extract better spatial and temporal features from the the tumours.

6. Conclusion

In this article, we addressed early lung tumour growth prediction as a multimodal output problem, as opposed to existing solutions that provide deterministic outputs. Several reasons motivated our decision such as the complexity of the problem, the inter-observer variability, or the importance of estimating uncertainty in medical settings. To this end, we adapted an existing deep hierarchical generative and probabilistic framework to encode the initial image of the nodules in a continuous multidimensional latent space, to sample from it, and to generate multiple consistent future tumour segmentations conditioned on the given nodule.

Our network (U-HPNet) extended the original framework with the intention to predict and quantify tumour growth, as well as to visualize the future semantic appearance of the tumour. Therefore, we added new context features (i.e. the time to predict and the initial nodule diameter measured by the specialist), we used a new reconstruction loss (combining IoU and diameter distance), and we integrated an attention mechanism in the decoder parts of the network. Finally, we attached a new post-processing module on the network to perform Monte Carlo sampling, and retrieve the estimated tumour growth probability, size and segmentation, along with their associated uncertainty.

The network was trained and evaluated on a longitudinal cohort with more than 160 cases. Best performances reported a tumour growth balanced accuracy of 74%, a tumour growth size MAE of 1.77 mm and a tumour segmentation Dice score of 78%. Finally, we compared the performance of our method with 4 different networks based in a U-Net, probabilistic U-Net, Bayesian dropout and Pix2Pix GAN. The U-HPNet outperformed the proposed alternatives for tumour growth prediction, size and segmentation.
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