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Abstract. The classical low-dimensional models of thin structures are based on certain a priori assumptions on the three-dimensional deformation and/or stress fields, diverse in nature but all motivated by the smallness of certain dimensions with respect to others. In recent years, a considerable amount of work has been done in order to rigorously justify these a priori assumptions; in particular, several techniques have been introduced to make dimension reduction rigorous. We here review, and to some extent reformulate, the main ideas common to these techniques, using some explicit dimension-reduction problems to exemplify the points we want to make.

1. Introduction

The classical models of thin elastic structures have big names attached, like Euler, D. Bernoulli, Navier, Kirchhoff and Love, as well as, more recently, Timoshenko, E. Reissner and Mindlin; they are all based on certain a priori assumptions on the three-dimensional deformation and/or stress fields, diverse in nature but invariably motivated by the smallness of certain dimensions with respect to others; they are all low-dimensional, and all admit a variational formulation. In the past couple of decades, several methods of variational convergence have been introduced and used to rigorously justify those classical models. The aim of the present paper is to review and extend the way variational convergence techniques are used to achieve dimension reduction. We believe that the ideas we are going to present apply also to methods of homogenization [27], of discrete-to-continuum passage [4, 5], and of singular perturbation [17], but we shall not discuss those applications here, the cursory remarks in Section 3.4 apart.

The instances of variational convergence we have in mind are asymptotic expansions, functional analysis methods and, of course, (G-, H-, and) Γ-convergence [26, 10, 18, 9]. We shall not enter in the details of any of these techniques. Roughly speaking, their common and essential trait is that, with their use, problem convergence implies solution convergence. To put it simply, given a problem sequence \( \{P_{\varepsilon}\} \) and the associated solution sequence \( \{u_{\varepsilon}\} \), the variational convergence of \( \{P_{\varepsilon}\} \) to a limit problem \( P_0 \) implies the convergence of \( \{u_{\varepsilon}\} \) to a solution \( u_0 \) of \( P_0 \):

\[ P_{\varepsilon} \rightarrow P_0 \Rightarrow u_{\varepsilon} \rightarrow u_0. \]

Both the physical meaning of solutions \( u_{\varepsilon} \) and the type of their convergence to \( u_0 \) are essentially determined by the problem sequence. These issues are of no importance to our present discussion. Instead, a relevant issue for us is whether and how the limit problem \( P_0 \) and its solution \( u_0 \) are related to a real problem \( P^r \) and its solution \( u^r \).
By a real problem we mean a three-dimensional problem of interest in applications. We envisage two situations, the latter occurring more often than the former:

(i) given a problem sequence \( \{ P_\varepsilon \} \) variationally convergent to problem \( P_0 \), at least one real problem \( P_r \) in reasonably tight kinship with \( P_0 \) is looked for;

(ii) given a real problem \( P_r \), at least one variationally convergent sequence \( \{ P_\varepsilon \} \) is looked for, such that its limit problem \( P_0 \) is in reasonably tight kinship with \( P_r \).

It may also happen that in an application community one real problem \( P_r \) has been associated with one or more approximate problems \( P^a \), whose forms were guessed on the basis of shrewd combinations of physical intuition and mathematical technique. This has been the case with problems, real and approximate, coming from the mechanics of thin elastic structures, where a \( P^a \) has usually to do with a low-dimensional model of the structural body considered in problem \( P_r \). For one example among many, think of the real, and hence three-dimensional, plate-like bodies considered in the engineering mechanics community and of their approximate two-dimensional models associated with the names of Kirchhoff-Love and Reissner-Mindlin: their derivations do not pass a rigorous scrutiny, but their predictions are nevertheless sufficiently accurate for most of the technical purposes. Parallel to efforts to straighten those derivations, attempts have been made to validate the choice of those approximate problems, and others, variationally, that is, by showing that a given successful \( P^a \) coincides with the limit problem \( P_0 \) of an appropriately chosen problem sequence \( \{ P_\varepsilon \} \), or because it does not differ much from it. There is then reason to consider a variant of situation (ii), when,

(iii) given a \( P_r \) and an associated low-dimensional \( P^a \), a variationally convergent sequence \( \{ P_\varepsilon \} \) of three-dimensional problems is looked for, such that its limit problem \( P_0 \) is in reasonably tight kinship with \( P^a \). The dimension of \( P_0 \) may be three or the same as \( P^a \)'s, depending on the procedure adopted to carry out the variational limit (see the discussion in Section 2); in the latter case, \( P_0 \) should coincide with \( P^a \), in the former it should be possible to rewrite \( P_0 \) as a low-dimension problem, reducible to, if not coinciding with, \( P^a \).

Historically, this third situation has been the first to be explored with the use of variational convergence; \( P_0 \) is low-dimensional in \([1, 2]\), and is three-dimensional in \([3, 7, 8, 13, 15]\). Unfortunately, the success obtained by employing a certain ‘natural’ choice of problem sequence to achieve dimension reduction by Γ-convergence had two undesirable consequences: for one, nobody ever parted with that type of problem sequence; for two, those model problems that could not be validated by the use of a sequence of that very same type where regarded as somehow suspicious, in spite of the indications to change coming from non-variational validation methods, such as the method of internal constraints introduced in \([24]\) and its development, the scaling method of \([16]\) (see also \([25]\)). In fact, in \([20, 21, 23]\) those indications have been shown to lead to two non-conventional and different variational validations of the Reissner-Mindlin plate model.

In this paper, we propose to liberate Γ−convergence practitioners from the commitment to a standard problem sequence. In fact, we stress the discovery power intrinsic to nonstandard choices, leading to a variety of limit problems, with their related approximate and real problems, some old and some new.
2. The standard problem sequence

To fix ideas and illustrate some of the concepts introduced so far, we examine an explicit problem in structural engineering. Our twofold intention is to exemplify the points we want to make and to summarize the procedure adopted in most of the literature to define the sequence of problems \( \{ P_r \} \).

2.1. Problem \( P_r \). Consider a plate-like body of thickness \( 2h^r = 2 \text{ cm} \) with square cross-section of side length \( 2\ell^r = 200 \text{ cm} \). With reference to the Cartesian frame shown in Fig. 1, we denote by \( \omega^r = (-\ell^r, +\ell^r) \times (-\ell^r, +\ell^r) \) the mid cross-section, and identify the body point-wise with the region \( \Omega^r = \omega^r \times (-h^r, +h^r) \) it occupies in the reference configuration shown in Fig. 1. We let \( \Omega^r \) be clamped on the Dirichlet part \( \partial_D \Omega^r = \partial_D \omega^r \times (-h^r, +h^r) \) of its boundary, subject to null contact loads on the complementary Neumann part, the only applied loads being a distance-force field \( b^r \) over \( \Omega^r \). Moreover, we assume that \( \Omega^r \) is comprised of a linearly elastic material, with elasticity tensor \( C^r \).

With a view to finding the equilibrium displacement field \( v \) in \( \Omega^r \), we let \( E(v) \) denote the symmetric part of the gradient of \( v \), and we formulate the real problem \( P_r \) as follows:

minimize the total-energy functional

\[
\mathcal{F}^r(v) := \int_{\Omega^r} \left( \frac{1}{2} C^r [E(v)] \cdot E(v) - b^r \cdot v \right) dx
\]

over the space

\[
H^1_D(\Omega^r; \mathbb{R}^3) := \{ v \in H^1(\Omega^r; \mathbb{R}^3) : v = 0 \text{ on } \partial_D \Omega^r \};
\]

in short,

\[
\text{find } u^r = \arg\min_{v \in H^1_D(\Omega^r; \mathbb{R}^3)} \mathcal{F}^r(v).
\]

Note that the minimizer \( u^r \) of problem \( P_r \) can be equivalently determined by solving the associated Euler-Lagrange problem:

\[
\text{find } u^r \in H^1_D(\Omega^r; \mathbb{R}^3) \text{ such that }
\int_{\Omega^r} C^r [E(u^r)] \cdot E(v) \, dx = \int_{\Omega^r} b^r \cdot v \, dx, \forall v \in H^1_D(\Omega^r; \mathbb{R}^3)
\]

(uniqueness follows from well-know assumptions of physical plausibility on \( C^r \)).
2.2. Problem $P^a$. Let us denote by $\varepsilon^r := h^r/l^r = 0.01$ the thickness parameter, that is, the thickness-to-side-length ratio of $\Omega^r$. When $\varepsilon^r \ll 1$, as is the case for the problem at hand, it is quite common in engineering applications to replace problem $P^r$ with an approximate problem $P^a$ posed over the two-dimensional region $\omega^r$. Oftentimes, when the material $\Omega^r$ is comprised of is isotropic and the load perpendicular to the cross-section plane, $P^a$ is taken to be the Kirchhoff-Love plate problem. Here are formulations of this two-dimensional problem that parallel, respectively, [3] and [1]: for simplicity, we restrict attention to the case when all of the lateral boundary of $\Omega^r$ is clamped, and hence $\partial_D \omega^r = \partial \omega^r$.

Let us denote by $h^r$ the lateral boundary of $\Omega^r$. Oftentimes, when the material $\Omega^r$ is comprised of is isotropic and the load perpendicular to the cross-section plane, $P^a$ is taken to be the Kirchhoff-Love plate problem. Here are formulations of this two-dimensional problem that parallel, respectively, [3] and [1]: for simplicity, we restrict attention to the case when all of the lateral boundary of $\Omega^r$ is clamped, and hence $\partial_D \omega^r = \partial \omega^r$.

Let the total energy functional of interest be defined over the space $H^2_0(\omega^r; \mathbb{R}) := \{ w \in H^2(\omega^r; \mathbb{R}) : w = 0$ and $w_n = 0$ on $\partial \omega^r \}$ and have the following form:

$$F^a(w) := \int_{\omega^r} \left( \frac{1}{2} (D^a(\Delta w)^2 - \bar{d}^a(w_{11}w_{22} - (w_{12})^2) - \bar{b}^a w) \right) dx,$$

where, for $D^a$, $d^a$ two given positive material constants, $D^a = D^a(h^r)^3$ and $d^a = d^a(h^r)^3$, and where

$$\bar{b}^a := \int_{-h^r}^{+h^r} b^r(x_1, x_2, x_3) dx_3.$$

This functional is stationary if

$$\int_{\omega^r} D^a \Delta w^a \Delta w dx = \int_{\omega^r} \bar{b}^a w dx, \quad \forall w \in H^2_0(\omega^r; \mathbb{R}).$$

One seeks to find the unique $w^a = \arg\min_{w \in H^2_0(\omega^r; \mathbb{R})} F^a(w)$ or, alternatively, to find the unique $w^a \in H^2_0(\omega^r; \mathbb{R})$ that satisfies (5). Once such a $w^a$ is found, the Kirchhoff-Love Ansatz is used to construct

$$u^a = w^a e_3 - x_3 \nabla w^a,$$

a three-dimensional displacement field over $\Omega^r$ that is supposed to approximate the flexure part of the real displacement field $u^r$.

2.3. Sequence $\{P_\varepsilon\}$. To justify and validate the choice of the Kirchhoff-Love $P^a$, variational convergence has been used: $\Gamma-$convergence by Anzellotti et al. [2] and by Bourquin et al. [3]; functional analysis methods by Ciarlet and coworkers (for a comprehensive account, see [4]). The starting point of a $\Gamma-$convergence analysis is problem $P^r$ in its formulation (3); the methods described in [2] are based on the weak formulation (1) of the same problem. We shall develop our considerations with reference to the former formulation, although our arguments could be easily rephrased so as to apply to convergence methods devised for the latter.

As stated in the Introduction, variational convergence studies the limit of a problem sequence $\{P_\varepsilon\}$ indexed by a small parameter $\varepsilon$ that is made to approach zero. Such a sequence is usually constructed in two steps: (i) a domain sequence $\{\Omega_\varepsilon\}$ is introduced, such that $\Omega_\varepsilon \rightarrow \omega^r$ as $\varepsilon \rightarrow 0$; (ii) for each domain $\Omega_\varepsilon$, a functional $F_\varepsilon$ is defined, closely related to $F^r$. Precisely, following [2,3], in the first place one sets:

$$\Omega_\varepsilon = \omega^r \times (-h^r, +h^r), \quad \varepsilon \in (0, 1],$$

so that the sequence of domains $\Omega_\varepsilon$ is obtained by a homothetical rescaling of $\Omega^r$ with respect to thickness; secondly, one looks for an $\varepsilon-$family of functionals $F_\varepsilon$. An
easy way to have such a family would seem to take $F_\varepsilon$ to be $F^r$ with $\Omega^r$ replaced by $\Omega_\varepsilon$:

$$v \mapsto \int_{\Omega_\varepsilon} \left( \frac{1}{2} C^r[E(v)] \cdot E(v) - b^r \cdot v \right) dx.$$  

However, this simplistic measure does not work, the reason being that keeping the loads independent of $\varepsilon$ implies that the minimizers of functional (7) become unbounded, and hence their sequence does not converge when thickness tends to null. This is the reason why, on a second attempt, the loads $b^r$ are replaced by a sequence of loads $b_\varepsilon$ that are $\varepsilon$-scaled so as to keep the solutions $u_\varepsilon$ bounded in a suitable norm when $\varepsilon \to 0$. In conclusion, the typical functional to be studied is:

$$(8) \quad F_\varepsilon(v) := \int_{\Omega_\varepsilon} \left( \frac{1}{2} C^r[E(v)] \cdot E(v) - b_\varepsilon \cdot v \right) dx,$$

and the related problem $P_\varepsilon$ is:

$$(9) \quad \text{find } u_\varepsilon = \arg \min_{v \in H^1(\Omega_\varepsilon; \mathbb{R}^3)} F_\varepsilon(v).$$

The above procedure to construct the sequence $\{P_\varepsilon\}$ to be associated with a given problem $P^r$ was used in [8] to achieve dimension reduction; within the framework of $\Gamma$–convergence, it was first employed in [1]. Later on, except for a few cases, the problem sequences considered in the literature on dimension reduction have been constructed as just described; in the following, we call them classical sequences. In the next subsection, we comment briefly on the meaning of solution convergence when such problem sequences are employed.

2.4. Solution convergence. Let $u_\varepsilon$ be a solution of problem $P_\varepsilon$ formulated in (9). Since $u_\varepsilon$ is defined over domains which depend on $\varepsilon$, the sentence: 

"$u_\varepsilon$ converges to $u_0$, as $\varepsilon \to 0$" should be appropriately interpreted. We recall two of these interpretations here below.

- Anzellotti et al. [2] define the operator

$$q_\varepsilon : H^1(\Omega_\varepsilon; \mathbb{R}^3) \to H^1(\omega^r; \mathbb{R}^3), \quad q_\varepsilon(v)(x_1, x_2) = \frac{1}{2\varepsilon h^r} \int_{-\varepsilon h^r}^{\varepsilon h^r} v(x_1, x_2, x_3) \, dx_3;$$

$q_\varepsilon$ associates to the field $v$ defined over $\Omega_\varepsilon$ its fiber average $q_\varepsilon(v)$, a field defined over the fixed flat domain $\omega^r$. Thus, in [2], $u_\varepsilon \to u_0$ means that $q_\varepsilon(u_\varepsilon) \to u_0$,

in an appropriate topology, which needs not to be specified here; by this method the limit problem $P_0$ turns out to be posed on the two-dimensional domain $\omega^r$.

- Bourquin et al. [3] define a scaling map

$$s_\varepsilon : \Omega_1 \to \Omega_\varepsilon, \quad s_\varepsilon(x_1, x_2, x_3) := (x_1, x_2, \varepsilon x_3),$$

so that $u_\varepsilon \circ s_\varepsilon \in H^1(\Omega_1; \mathbb{R}^3)$ [3]. Then, in [3], $u_\varepsilon \to u_0$ means that $u_\varepsilon \circ s_\varepsilon \to u_0$,

again, in a topology that it is not necessary to specify for our present discussion.

---

1Note that, if $b_1 = b^r$, then $F_1 = F^r$.

2Here, $\Omega_1 = \Omega^r$. Note that

$s_\varepsilon(\Omega_1) = \omega^r \times (\varepsilon h^r, +h^r) = \Omega_\varepsilon$. 

It seems to us important to realize that the limit displacement \( u_0 \) in (10) is not the same as in (12): in the latter case, the limit problem \( P_0 \), namely,
\[
\text{find } u_0 = \arg \min_{v \in H^1_0(\Omega_1; \mathbb{R}^3)} F_0(v),
\]
is posed on \( \Omega_1 \) and not on \( \omega^r \), as is the former case. However, the domain of the limit functional \( F_0 \) turns out to be the space of Kirchhoff-Love displacements (6), and hence problem \( P_0 \) can be easily rewritten, via thickness integration, in terms of functions defined over \( \omega^r \).

We also point out that, for the sake of keeping our discussion of solution convergence concise, we did not pause and detail several technicalities, that anyway would not affect our arguments in any manner. For instance, neither we mentioned that Anzellotti et al. [2] achieved their result by a \( \Gamma \)-asymptotic expansion nor that Bourquin et al. [3], in addition to the coordinates of points in \( \Omega_1 \), did scale the components of \( u_{\varepsilon} \), again not all in the same way. The scaling of \( u_{\varepsilon} \) they adopted allowed these authors to deduce the desired result by taking only one \( \Gamma \)-limit, thereby avoiding the use of \( \Gamma \)-asymptotic expansions.

3. Nonclassical problem sequences

In the previous section, we have exemplified how, given a real problem \( P^r \), a classical problem sequence \( \{ P_\varepsilon \} \) is constructed, which variationally converges to a limit problem \( P_0 \) akin to \( P^r \). In this section, we explain how \( P_0 \) is related to \( P^r \) and show that the argument outlined in Section 2 can be extended to nonclassical sequences.

3.1. Generalities. Let the given problem \( P^r \) be posed over a three-dimensional domain \( \Omega^r \) that is thin, in the sense that there are a one- or two-dimensional domain \( \omega^r \) and a real number \( \varepsilon^r \ll 1 \) such that \( \text{meas}(\Omega^r) \propto (\varepsilon^r)^2 \) or \( \text{meas}(\omega^r) \). We are interested in finding a problem \( P_0 \), easier to solve than \( P^r \), whose solution \( u_0 \) is guaranteed to be ‘close’ to the solution \( u^r \) of problem \( P^r \). Here is a two-step sequence of operations leading to obtain such a limit problem \( P_0 \) via variational convergence, for any given problem \( P^r \).

**Step 1.** Choose a sequence of domains \( \Omega_\varepsilon \) such that
(i) \( \Omega_\varepsilon \) approaches \( \Omega^r \) as \( \varepsilon \) goes to zero;
(ii) \( \Omega^r = \Omega^r \).

**Step 2.** Choose a sequence of problems \( P_\varepsilon \) defined over \( \Omega_\varepsilon \), such that
(i) \( \{ P_\varepsilon \} \) variationally converges;
(ii) \( P^r = P^r \).

We stress that the convergence requirements at points (i) of both steps concern sequences of domains in Step 1, of problems in Step 2; and that points (ii) force the chosen domain and problem sequences to include, respectively, the real domain \( \Omega^r \) and the real problem \( P^r \) for \( \varepsilon \) equal to the real \( \varepsilon^r \). Moreover, an all-important

\[3\text{Here and henceforth, the notion of solution ‘closeness’ is mathematically vague: only an error analysis can assess how good an approximation is. As a matter of fact, variational-convergence methods can identify a ‘good’ approximating problem \( P_0 \), but they do not provide us with a careful estimate of the error implicit in replacing \( P^r \) with \( P_0 \). With these provisos, we shall use the words ‘close’ and ‘small’ freely.}\]
fact is that sequence \( \{ P_\varepsilon \} \) may be quite artificial, in that it must have something in common with the real problem of interest only for \( \varepsilon = \varepsilon^r \).

We now show that the two-step procedure we propose does yield a problem \( P_0 \) close to \( P^r \). To begin with, according to (i) in Step 2, \( \{ P_\varepsilon \} \) variationally converges to some limit problem; we denote such a limit problem by \( P_0 \), and its solution by \( u_0 \). Because of (1), the sequence \( \{ u_\varepsilon \} \) of solutions to problems \( P_\varepsilon \) converges to \( u_0 \); in particular, \( u_\varepsilon \) is close to \( u_0 \) for \( \varepsilon \) small. But, since \( \varepsilon^r \) is small, we have by (2) that \( u^r \), the solution of \( P^r \), is equal to \( u_{\varepsilon^r} \), and hence that \( u^r \) is close to \( u_0 \). We have thus ‘proved’ that the solution of problem \( P_0 \) is close to the solution of problem \( P^r \).

Note that, if \( \varepsilon \) is replaced with \( \varepsilon/\varepsilon^r \), then all classical sequences considered in Section 2 comply with the procedure we laid down here above, which does nothing else than formalizing how a limit problem \( P_0 \) close to a real problem \( P^r \) is found by means of a classical sequence.

Two features of our procedure call for attention:

- it allows for constructing more than one problem sequence having the desired properties, each with its own limit problem.
- it allows for constructing problem sequences having scarce physical meaning, if any.

The first feature should come to no surprise, and indeed be welcomed. Suppose two sequences \( \{ P_\varepsilon \} \) and \( \{ \bar{P}_\varepsilon \} \) are constructed, with two different limit problems \( P_0 \) and \( \bar{P}_0 \), both being close to \( P^r \) in view of the above reasoning. Problem \( P_0 \) can be seen as an approximation of problem \( P^r \); hence, necessarily, the solution \( u_0 \) of the former captures some of the features of the solution \( u^r \) of the latter; on the other hand, by the same token, the solution \( \bar{u}_0 \) of problem \( \bar{P}_0 \) may capture additional or different characters of \( u^r \), or just the same characters with a different degree of accuracy. In fact, the choice of a sequence \( \{ P_\varepsilon \} \) decides which distinctive properties of \( u^r \) are going to be preserved in the solution of the limit problem \( P_0 \), and in which detail.

The second feature suggests a word of caution for potential users of our procedure. Here is why. Let the problems in sequence \( \{ \bar{P}_\varepsilon \} \) be defined over a sequence of domains \( \Omega_\varepsilon \), such that \( \Omega_{\varepsilon^r} = \Omega^r \) and approaching the low-dimensional domain \( \omega^r \) as \( \varepsilon \) goes to zero, and assume that \( \{ \bar{P}_\varepsilon \} \to P^u \), with problem \( P^u \) defined over domain \( \omega^r \); furthermore, let the sequence \( \{ P_\varepsilon \} \) be defined as follows: \( P_\varepsilon = \bar{P}_\varepsilon \) if \( \varepsilon \neq \varepsilon^r \) and \( P_{\varepsilon^r} = P^r \). Clearly, this second sequence conforms to our procedure and converges to \( P_0 = P^u \). Thus, our recipe for construction of variationally convergent problem sequences should be regarded as a minimal collection of requirements: a priori, no complying sequence can be preferred to any other just on mathematical grounds, it is for physical intuition to orient the selection.

3.2. Example 1. Let \( P^r \) be the equilibrium problem of an isotropic and linearly elastic plate-like body. Just as in Section 2.1, we let the body occupy a three-dimensional region \( \Omega^r = \omega^r \times (-h^r, +h^r) \), whose cross section is \( \omega^r \) and whose thickness is \( 2h^r \); moreover, for simplicity, we stipulate that the same mixed boundary conditions as in Section 2.1 apply, and that the body is subject to the same type of loads. The only difference is that we now choose the following well-known

\[\text{[4]}\text{We gratefully thank François Murat for this remark.}\]
form of the stored-energy density:

\[ W^r(E) = \mu |E|^2 + \frac{\lambda}{2} (\text{tr } E)^2, \quad \mu > 0, \quad 3\lambda + 2\mu > 0, \]

with \( \lambda, \mu \) the Lamé moduli. Accordingly, we formulate the following real problem \( P^r \):

\[ \text{find } u^r = \arg\min_{u \in H^1_D(\Omega^r; \mathbb{R}^3)} \int_{\Omega^r} \left( W(u) - b^r \cdot u \right) \, dx, \]

where

\[ W(u) := W^r(E(u)) = \mu |E(u)|^2 + \frac{\lambda}{2} (\text{tr } E(u))^2. \]

With a view toward applying our two-step procedure to associate with this one \( P^r \) two different problem sequences, whose different limit problems have a long-standing status in structure engineering, we take care of Step 1 by letting

\[ \Omega_\varepsilon = \omega^r \times \varepsilon \varepsilon^r (-h^r, +h^r), \quad \varepsilon \in (0, \varepsilon^r]. \]

Next, we observe that (13) can be re-written as follows:

\[ W^r(E) = 2\mu + \frac{\lambda}{2} \left( E_{11} + E_{22} \right)^2 - 2\mu (E_{11} E_{22} - E_{12}^2) + 2\mu E_{33}^2 + \lambda (E_{11} + E_{22}) E_{33} + 2\mu (E_{13}^2 + E_{23}^2). \]

On adapting a line of reasoning inspired by this observation and first exploited in [20, 21], we set:

\[ \hat{W}_\varepsilon(E, u; \kappa) = 2\mu + \frac{\lambda}{2} \left( E_{11} + E_{22} \right)^2 - 2\mu (E_{11} E_{22} - E_{12}^2) + 2\mu + \frac{\lambda}{2} \left( 1 - \kappa + \kappa \left( \frac{\varepsilon^r}{\varepsilon} \right)^2 \right) E_{33}^2 + \lambda \left( 1 - \kappa + \kappa \left( \frac{\varepsilon^r}{\varepsilon} \right)^2 \right) (E_{11} + E_{22}) E_{33} + 2\mu (E_{13}^2 + E_{23}^2) + \kappa \left( \frac{\varepsilon^r - \varepsilon}{\varepsilon} \right)^2 \left( (u_{1,33})^2 + (u_{2,33})^2 \right), \quad \kappa \geq 0 \]

(note that \( \hat{W}_\varepsilon(E, u; \kappa) = W^r(E) \), whatever the value of parameter \( \kappa \)). Furthermore, we define:

\[ W_\varepsilon(u; \kappa) = \hat{W}_\varepsilon(E(u), u; \kappa), \]

and we let \( P_\varepsilon(\kappa) \) be the typical representative of the following family of minimization problems:

\[ \text{find } u_\varepsilon = \arg\min_{u \in H^1_D(\Omega^r; \mathbb{R}^3)} \frac{1}{\varepsilon} \int_{\Omega^r} \left( W_\varepsilon(u; \kappa) - b_\varepsilon \cdot u \right) \, dx. \]

Premultiplication by a constant never changes a functional’s set of minimizers. In the present case, premultiplication by \( 1/\varepsilon^{2\beta} \), with \( \beta \in \mathbb{R} \), has the only effect of
rescaling loads and displacements uniformly:
\[
\frac{1}{\varepsilon^{2\beta}} \int_{\Omega} \left( W_\varepsilon(u; \kappa) - b_\varepsilon \cdot u \right) dx = \int_{\Omega} \left( W_\varepsilon(\tilde{u}; \kappa) - \tilde{b}_\varepsilon \cdot \tilde{u} \right) dx, \quad \tilde{u} := u/\varepsilon^\beta, \quad \tilde{b}_\varepsilon = b_\varepsilon/\varepsilon^\beta \tag{5}
\]
in particular, as shown in [20, 21], choosing \(\beta = 1/2\) implies that, for an appropriate load sequence \(\{b_\varepsilon\}\) and in an appropriate topology, which needs not be specified here,

\[
\frac{(u_\varepsilon \circ s_\varepsilon)_\alpha}{\varepsilon} \to (u_0)_\alpha \quad \text{and} \quad (u_\varepsilon \circ s_\varepsilon)_3 \to (u_0)_3 \tag{17}
\]

(in (17), the map \(s_\varepsilon\) is as defined in (11) and the index \(\alpha = 1, 2\) is used to denote the in-plane components of the displacement vector).

It is not difficult to prove that the problem sequence \(\{P_\varepsilon(0)\}\) leads to the Kirchhoff-Love theory of \(\text{unshearable}\) plates (cf. Anzellotti et al. [2] and Bourquin et al. [3]), in which the limit displacement \(u_0\), as defined by (17), belongs to the space of Kirchoff-Love displacements

\[
u_0 \in K\mathcal{L} := \{w^a e_3 + v^a \cdot x_3 w^a : v^a \in H_D^1(\omega^\varepsilon; \mathbb{R}^2), w^a \in H^2(\omega^\varepsilon) \}
\]

and
\[
w^a = w^a_{,nn} = 0 \text{ on } \partial D_\omega^\varepsilon.
\]

On the other hand, for \(\kappa > 0\), the problem sequence \(\{P_\varepsilon(\kappa)\}\) leads to a theory of \(\text{shearable}\) plates (cf. [20, 21]) in which the limit displacement \(u_0\) belongs to the space of Reissner-Mindlin displacements, i.e.,

\[
u_0 \in R\mathcal{M} := \{w^a e_3 + v^a + x_3 \varphi^a : v^a, \varphi^a \in H_D^1(\omega^\varepsilon; \mathbb{R}^2), w^a \in H_D^1(\omega^\varepsilon) \}
\]

3.3. Example 2. In the previous example, two problem sequences were constructed by associating with the same domain sequence two different sequences of energy densities. We now consider two domain sequences and associate the same sequence of energy densities with both.

Let \(\Omega^r\) be a space region in the form of a right cylinder, occupied by a linearly elastic beam-like body having a IPE200 \(\text{“double-T”}\) cross section (see Fig. 2 (i)) and length \(\ell = 4\ m\). No doubt, region \(\Omega^r\) is thin, in that the ratio of its cross-section

\[
ediameter to its length is \varepsilon' = \sqrt{\frac{100^2 + 200^2}{4000}} \approx 0.056.
\]

Another beam-like body made of the same material, of the same length but with 100 \(\times\) 200 rectangular cross section, must be considered equally thin according to such a thinness notion; in

\[
\text{Figure 2. The IPE200 \text{“double-T”} cross section (dimensions in } mm).
\]
fact, the response to bending loads of the two bodies would not differ much. Not so for their response to twisting loads, that would turn out to be sensitive to the cross-section shape, the former body exhibiting a larger rotation. Now, one can choose whether or not to come up with a variational limit under form of a beam theory that incorporates the cross-section shape effects we described, and others.

In case there is no need for a theory capable of detailed predictions, it is sufficient to note that in terms of $ε_r$ the cross-section width and height read as in Fig. 2 (ii); to let $ω_ε$ be the sequence of two-dimensional domains obtained by replacing $ε_r$ by $ε$; and to let $Ω_ε = ω_ε \times (0, ℓ)$. Then, a classical problem sequence of type (9) leads to the Bernoulli-Navier theory of beams (see Percivale [22]).

Otherwise, a subtler domain rescaling is in order. For instance, one writes thickness of web and wings of the “double-T” cross section under study in terms of $(ε_r)^2$ instead of $ε_r$, as shown in Fig. 2 (iii) (note that, in so doing, all the scaling coefficients become “comparable”). Moreover, for $\tilde{ω}_ε$ the sequence of two-dimensional domains obtained by replacing $ε_r$ in Fig. 2 (iii) by $ε$, one lets $Ω_ε = \tilde{ω}_ε \times (0, ℓ)$ and denotes by $P_ε$ the relative classical problem sequence of type (9). This problem sequence of leads to the Vlassov beam theory, (see Freddi et al. [11, 12]).

Just as in Example 1, by considering two different problem sequences we ended up with two quite different model problems: on the mechanical side, cross sections remain plane in Bernoulli-Navier’s theory, while Vlassov’s theory allows for their deformation; on the mathematical side, the domain of definition of Bernoulli-Navier’s and Vlassov’s energies are different, because the twist angle, as a function of the axial coordinate, is required to be once differentiable in the former theory, twice in the latter.

3.4. Further comments. So far, we have exemplified the use for dimension-reduction problems of the minimal recipe provided in Section 3.1. As mentioned in the Introduction, the same recipe works also for other problem classes; we sketch how it does in the case of periodic homogenization.

Let $Ω^r$ be the reference configuration of a composite material body, i.e., an inhomogeneous body, whose material properties are periodic in space; moreover, let $ℓ^r$ be a characteristic length of the periodicity cell – its diameter, say – and let $ε^r$ be the ratio between $ℓ^r$ and the diameter of $Ω^r$, so that, typically, $ε^r ≪ 1$. Then, for $P^r$ any real problem defined over the space region $Ω^r$, we can apply our minimal recipe to find the corresponding homogenized problem $P_0$, by taking $Ω_ε \equiv Ω^r$ in the domain sequence at Step 1 and by choosing for $\{P_ε\}$ any problem sequence satisfying the requirements listed under Step 2.

The approach of Braides and Truskinovsky [6] slightly intersects ours, in that their starting point is a given problem sequence and its $Γ$-limit (essentially, what we here call a classical sequence $\{P_ε\}$ with limit problem $P_0$). A main goal of theirs, among others, is to set up a so-called $Γ$-development of the given problem sequence, that is, to say it simply, a procedure that delivers a representation of $\{P_ε\}$ up to some prescribed order $ε^α$, in the form $P_ε = P_0 + ε^α \rho(ε^α) + o(ε^α)$, whence, hopefully, a better variational approximation of the minimization problem $P_ε$ than the zero-order problem $P_0$ would ensue.
4. Final Remarks

We have shown how one given real problem can be associated with various problem sequences, whose variational-limit problems are akin to different low-dimensional models from the theory of elastic structures. Rather than scary, this freedom should be regarded as potentially beneficial, because it may help fixing some unphysical results.

This is the case, for instance, in the deduction by dimension reduction of the motion equations for a linearly elastic plate, when the use of the classical-sequence approach leads to an evolution equation only for out-of-plane motions, whereas the quasi-static equations for in-plane motions feature no inertia terms. The reason for this is essentially intrinsic to the following well-known weak convergences (cf. [7, 19]):

\[
\frac{u_\alpha^\varepsilon}{\varepsilon} \rightharpoonup u_\alpha \\
\frac{u_3^\varepsilon}{\varepsilon} \rightharpoonup u_3
\]

for in-plane displacements, \( u_3^\varepsilon \rightarrow u_3 \) for out-of-plane displacements, which imply that, whatever the test function \( \psi \), the inertial working

\[
\int (-\rho \ddot{u}^\varepsilon) \cdot \psi \, dx = -\int \rho \left( \ddot{u}_3^\varepsilon \psi_3 + \varepsilon \frac{u_\alpha^\varepsilon}{\varepsilon} \dot{u}_\alpha^\varepsilon \psi_\alpha \right) \, dx
\]

converges to

\[
-\int \rho \ddot{u}_3 \psi_3 \, dx.
\]

The fact that this limit term contains no in-plane inertial contribution conflicts with experience, because in-plane waves of measurable velocity do propagate in a plate. A remedy consists in considering problem sequences different from classical and yet compliant with our proposed recipe, e.g., a sequence where the inertial working is:

\[
-\int \rho \left( \ddot{u}_3^\varepsilon \psi_3 + \varepsilon \ddot{u}_3^\varepsilon \psi_3 + \varepsilon \frac{\dot{u}_\alpha^\varepsilon}{\varepsilon} \dot{u}_\alpha^\varepsilon \psi_\alpha \right) \, dx
\]

A final question arises: which of the several sequences we may associate with a given real problem is the best one? As every other ‘natural’ question, this is ill-posed, unless an optimality criterion is stipulated. Such a stipulation presumes that those features of the real problem that one especially wishes to approximate are chosen, be they the displacement field, the stress field, or other; and that an error measure is selected, in terms of an appropriate norm. Then, the best sequence is the one that delivers a limit problem whose solution is the closest in norm to the real solution.
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