Comparison Between Recursive Least Squares Method and Kalman Filter for Online Identification of Supercapacitor State of Health
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Abstract  Supercapacitors are electrochemical components with high-power density and an intermediate energy density between batteries and conventional capacitors. They are characterized by low series resistance, significant equivalent capacitance, and long service life. Nowadays, they have become an attractive alternative storage device for several applications. However, supercapacitors are subject to degradation due to aging, in addition to other factors, such as temperature and high voltage. Therefore, it is very important to be able to estimate their State-of-Health during operation. Electrochemical Impedance Spectroscopy and Maxwell test are very recognized techniques to determine supercapacitors’ state-of-health. However, these methods require the interruption of system operation and thus cannot be performed in real-time (online). The purpose of this paper is the real-time estimation of supercapacitor resistance and capacitance, which are the main indicators of supercapacitor state-of-health. The electrical behavior of the supercapacitor is modeled using equivalent RC circuit model and the identification is performed using two methods: recursive least squares method and Kalman filter. The resistance and the capacitance values obtained with the two methods are compared with capacitance and resistance values using Maxwell experimental test. The values obtained by Kalman filter are more accurate for both resistance and capacitance.
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1. Introduction

Supercapacitor (SC), also called ultracapacitors (UC), or Electric Double Layer Capacitors (EDLC) [1], are electrical energy storage technologies with high-power density and an intermediate energy density between batteries and conventional capacitors [2]. They are characterized by low series resistance, significant equivalent capacitance, and large number of charge/discharge cycle, which permits to have a longer service life [2, 3]. Supercapacitors are used in different applications, including industry, transportation, consumer electronics, and others [3, 5]. They are widely used in hybrid vehicles for peak power [4, 6, 7], for instantaneous power compensation, in backup power sources, or simply as energy storage devices [3, 4, 8].

Supercapacitors are composed of two conductive plates (electrodes), generally made of activated carbon particles, separated by an insulator (dielectric), and immersed in a solution (electrolyte) made of negative and positives ions. When a voltage is applied, the double charged layer is produced on the surface between carbon and electrolyte [9].

During their functioning, supercapacitors are subject to aging, which causes a progressive degradation of their performances. The real-time (online) identification of SC internal resistance and capacitance is crucial since
these parameters constitute key parameters to diagnose supercapacitors state-of-health \[10, 11\]. They also allow predicting the remaining operation time before replacement. The real-time identification of these parameters can therefore facilitate the planning of preventive maintenance tasks and improve system safety \[8\]. The online identification of SC resistance and capacitance will permit to estimate SCs ageing rate (State of Health) and then their remaining lifetime in real time.

In order to identify the internal resistance and capacitance of SC, several experimental and numerical methods exist. Electrochemical Impedance Spectroscopy (EIS)\[12, 13\], and Maxwell test \[14\] are the most widely used experimental techniques to determine SC resistance and capacitance. However, despite the recognized reliability of these techniques, they cannot be used in real-time (online) since they require the interruption of system operation. There exist numerical identification techniques that allow the identification of SC parameters without the interruption of system operation. All these methods are based on an equivalent electrical circuit model. Several equivalent electrical circuit model have been proposed in literature, such as RC model \[6, 15\], zubieta model \[16\], simple pore model \[17\], CPE model \[18\] and, multi-pore model \[19\]. For each of these models, several identification methods are proposed in the literature.

Nadeau et al. \[20\] proposed an identification algorithm based on Kalman filter to estimate the state-of-charge of a SC for a solar application. The SC was modeled by three RC branch circuits. They assumed that RC circuit parameters are constants with the aging time. The EKF becomes a recognized and widely used technique for state estimation in several nonlinear dynamic systems \[21\]. One of the advantages of EKF is that only terminal measurement of voltage and current is required, which can be done online. El Mejdoubi et al. \[22\] developed a model that permits the real-time diagnosis of supercapacitors’ state of health. The proposed model is based on sliding mode observer with an adaptation gain. The SC was modeled by Zubieta model \[16\]. Chaoui et al. \[19\] developed a real-time identification method for lifetime diagnostic of supercapacitors. They used Lyapunov-based adaptation law to estimate the supercapacitor’s parameters. Saha et al. \[23\] proposed an online identification scheme based on Particle Filter (PF) for the estimation of State-of-Charge, SoH, and temperature of SC by combining electrical equivalent circuit model and thermal model. They found that the proposed estimation scheme performs SoH estimation with acceptable accuracy. Naseri et al. \[24\] proposed a nonlinear state-space model for the online estimation of capacitance and resistance of SC. The proposed model takes the capacitance variation and self-discharge effects into account. The estimation error achieved with the proposed model is approximately 5\%.

Soualhi et al. \[25\] proposed a procedure based on fuzzy logic and artificial neural network (ANN) to estimate the internal resistance and capacitance of SCs. Roman et al. \[26\] also proposed a machine learning Model based on ANN to estimate the capacitance of electrochemical capacitors at high temperature. ANN and fuzzy logic can be a powerful technique to provide a robust identification for systems that are subjected to uncertainties \[27\]. However, these techniques usually require long and tedious offline tests for each new component to have enough training data \[26, 28\]. In addition, they usually require a high computation time and complexity \[29\]. In the present study, we aim to develop an identification method that can be applied to each new SC model and that requires only voltage and current measurements (no need for a database).

These identification models are developed for different purposes. They all use complicated models that are mainly used to study in detail a specific behavior of SC. Indeed, the complexity of these models generally requires high computational resources, making difficult the real-time identification of SC parameters \[30\]. The objective of the present work is the online identification of SC resistance and capacitance with low computational resources. Two different identification methods are developed and compared in this paper.

The paper begins by presenting an experimental study of a supercapacitor developed in LUSAC laboratory to characterize supercapacitor by measuring and recording the voltage and charge/discharge current. In the second part, the RC equivalent circuit used to model SC electrical behavior is presented and detailed. In the third part, the recursive least square method (RLS) is used to identify parameters of RC model. Then, another identification method based on Kalman filter observer is proposed and applied. Finally, the results obtained using RLS method and Kalman Filter observer are presented and compared with the experimental values obtained by Maxwell Test.
2. Experimental study

In this experimental study, a power supply (GEN40-125 of GENESYS) and an active load (Chroma 63203) are used to apply a charging and discharging cycles to a supercapacitor following the current profile shown in Figure 2. A temperature-controlled chamber is used to conduct the experiment under a constant temperature of 65°C. The bias voltage and charging/discharging current are measured and saved using the acquisition board NI cDAQ 9178 which convert analog signal (from current and bias voltage sensors) to digital signal with a 32-bit resolution. To facilitate results visualization and experience monitoring, the acquisition board is connected to a personal computer and a specific program developed in LabVIEW is used. Figure 1 shows the experimental bench used. The sampling time used for voltage/current measurements is set to 0.01s.

The current profile applied to the SC, shown in Figure 2 (a), represents the real currents in electric and hybrid vehicles. As can be seen in this Figure, the current profile represents the real driving profile in hybrid and electric vehicles, which corresponds to the repeated braking and acceleration. Since the SC resistance and capacitance are influenced by operating temperature [23], the supercapacitor (BCAP1500 Maxwell Technologies) used in this study is aged 228 hours, it is maintained at a temperature of 65°C (operating temperature) during the experiment using a temperature-controlled chamber [40].

The experimental current (Figure 2 (a)) and voltage (Figure 2 (b)) profiles, obtained at this stage will be used to identify SC parameters using the two online identification methods proposed in this paper. It is important to note that voltage/current measurements can be done in real-time and do not require the interruption of SC operation.
3. Supercapacitors modeling

To model the electrical behavior of a SC and identify its internal resistance and capacitance, several equivalent electrical circuits have been proposed in the literature. The most simple and used circuit is RC model [20], also called constructor model [31]. The RC model, represented in Figure 3, is a simple model that evaluates the overall real electrical behavior of the supercapacitor. As shown in Figure 3, RC model is characterized by an equivalent series resistance $R$ and a storage capacity $C$. The capacitor represents the canonical capacitance effect of the supercapacitor and the resistor represents the electrolyte and electrode resistances [30]. Other equivalent electrical circuits exist as mentioned in section 1. Increasing circuit sophistication always requires a more complex formulation, which generally leads to high computational resources, making it more difficult to identify SC parameters in real-time [30, 32]. The RC model is chosen in the present study.

From Figure 3, the output voltage on the terminals of SC is expressed by:

$$U_s = U_c + R \cdot i(t)$$  \hspace{1cm} (1)

The voltage $U_c$ at the terminal of the capacitor can be expressed as follows:

$U_s(t)$: Output voltage \hspace{1cm} $i(t)$: current
\[ U_c = \frac{1}{C} \int_0^t i(\tau) \, d\tau + U_0 \]  
(2)

Where \( U_0 \) is the voltage on the terminals of the capacitor when \( t = 0 \). The bias voltage \( U_s \) at the terminal of the SC can be expressed by the following equations:

\[ U_s = \frac{1}{C} \int_0^t i(\tau) \, d\tau + U_0 + R \cdot i(t) \]  
(3)

4. Identification of RC model parameters using Maxwell Test

Maxwell test is an offline identification test that allows the determination of internal resistance and capacitance of SC. The principle of this experimental method consists of applying a simple constant current discharge as shown in Figure 4 and then analyzing the response voltage, so as to estimate capacitance "C" and resistance "R" [14].

\[ R = \frac{V_r}{I_d} \]  
(4)

Figure 4. Maxwell Characterization method [14]

Figure 4 shows that, when the current passes suddenly from \( I_d \) to 0, a spontaneous rise in output voltage (\( V_r \)) is observed. Once the current began null, the voltage at the terminals of the capacitor is unchanged. Then, the variation \( V_r \) correspond to a rise in voltage at the terminals of resistance. Therefore, the resistance can be determined as follows:
During the interval \([t_1, t_2]\), the current is constant and equal to \(I_d\). Thus, the voltage at the terminals of resistance \(U_r\) is constant. Therefore, the linear variation in output voltage \(V_d\) observed between \(t_1\) and \(t_2\) corresponds to a discharge of the capacitor. Based on equation (3), the variation of output voltage between \(t_1\) and \(t_2\) is expressed by:

\[
\Delta U = V_d = \frac{1}{C} \int_{t_1}^{t_2} I(t) \, dt + R \cdot (I(t_2) - I(t_1))
\]

As the current is constant between \(t_1\) and \(t_2\), the difference \((I(t_2) - I(t_1))\) is null. Therefore:

\[
\Delta U = V_d = \frac{1}{C} \cdot \int_{t_1}^{t_2} I(t) \, dt = \frac{I_d \cdot t_d}{C}
\]

Therefore:

\[
C_c = \frac{I_d \cdot t_d}{V_d}
\]

Using Maxwell test, the obtained values of supercapacitor parameters, capacity \(C\) and resistance \(R\), are respectively \(C = 1498.21\, F\) and \(R = 6.67 \times 10^{-4}\, \text{ohm}\).

It’s worth noticing that, despite the simplicity and the effectiveness of Maxwell test to identify SC parameters [14], it remains difficult to use this method for online identification since it requires applying a specific current profile (Figure 4), which is usually very different from the real current during SC operation. However, the values of resistance and capacitance obtained by Maxwell test are used in our study as reference values to compare the results obtained by the proposed real-time identification methods and to assess the accuracy of these methods.

In the next paragraph, the recursive least square method (RLS) and Kalman Filter observer (KF) are used to identify parameters of RC model.

5. Identification of RC model using Recursive least-squares method

In this section, the parameters of supercapacitor are identified using the recursive least-squares method. This method was introduced by Karl Gauss in 1809 [33]. It is based on minimization of a quadratic function \(J\) defined as [33]:

\[
J = \sum \varepsilon(t)^2
\]

\(\varepsilon(t)\): Represents the prediction error.

The recursive least-squares method has several advantages like [34]:

1) The possibility of processing a larger number of data, which is not the case of simple least-squares method.
2) The recursive form permits to “follow” the parameters of the system when the system varies over time, which is important in our context to allow real-time identification of these parameters.

In order to estimate the two parameters \(R\) and \(C\) of the Rc model (shown in Figure 3), we will use the recursive least squares method. The output voltage \(U_s(t)\) can be expressed in the form of the equation (9):

\[
U_s(t) = \theta(t)^T \cdot X(t)
\]

Such as:

\[
\theta = \begin{bmatrix} R \\ \frac{1}{C} \end{bmatrix} \quad X(t) = \begin{bmatrix} i(t) \\ \int_0^t i(\tau) \, d\tau \\ 1 \end{bmatrix}
\]

Figure 5 shows a comparison between the simulated bias voltage obtained using RLS algorithm and the experimental bias voltage.
We note from Figure 5 that the estimated voltage using RLS method converges towards the measured voltage (experimental).

Figure 6. Relative error between simulated voltage using RLS method and measured Voltage (%)
From Figure 6, the maximum error between simulated using RLS method and experimental bias voltage is 0.015%. We also note that the relative error decreases with time (almost zero at the end of simulation). These results demonstrate the ability of RLS algorithm to accurately simulate the bias voltage.

After simulating the behavior of EDLC using the recursive least squares method, we obtained the two curves of capacity and resistance shown in Figures 7 and 8.

Figure 7. Capacitance profile obtained using RLS method

Figure 8. Resistance profile obtained using RLS method
From Figures 7 and 8, capacitance and resistance values obtained from simulation using RLS method are respectively $C = 1501.94\, F$ and $R = 6.10^{-4}\, ohm$.

We remark that simulated values of capacity and resistance using RLS method converge towards parameters obtained by Maxwell test. Relative errors between the values obtained by RLS method and Maxwell test are 0, 24% for capacitance and 10, 04% for resistance.

### 6. Identification of RC model using Kalman filter

Kalman Filter (KF) has been used with success in order to estimate linear systems states in many applications [11, 20, 21, 35]. Its recursive structure and low computational cost make it suitable for real-time identification of system state parameters.

Kalman Filter (KF) allows the estimation of the system state, represented by the state vector $X$ in our case, at each time step (in real-time). Beside, KF only requires terminal measurement of voltage and current, which can be done in real-time.

The electrical expression of the output voltage (on the terminal of SC) as a function of model parameters $R$ and $C$ is:

$$ U_s(t) = R.i(t) + U_c(t) = R.i(t) + \frac{1}{2}U_c(t) + \frac{1}{2} \frac{1}{C} \int_0^t i(\tau) \, d\tau \quad (11) $$

In our study, the state vector chosen in our work is given in equation (12).

$$ X(t) = \begin{bmatrix} X_1 \\ X_2 \\ X_3 \end{bmatrix} = \begin{bmatrix} R \\ \frac{1}{U_c} \end{bmatrix} \quad (12) $$

KF is used to estimate, at each time period, the state variables of a continuous linear system defined by the following equations:

$$ \begin{cases} \dot{X}(t) = A.X(t) + w(t) = f(X(t), i(t)) \\ Y(t) = G.X(t) + v(t) = g(X(t), i(t)) \end{cases} \quad (13) $$

$Y(t)$ is the system output, which corresponds to the bias voltage $U_s(t)$ in our study. $t$ is the time index, $X(t)$ is the state vector, $w(t)$ is the state noise and $v(t)$ is the measurement noise.

We assume that, during a cycle of several charges/discharges, the variation in resistance and capacity are negligible.

We can assume that the variations of resistance $R$ as well as capacity are zero as a function of time:

$$ \frac{dR}{dt} = 0 \quad and \quad \frac{dC}{dt} = 0 \quad (14) $$

By deriving the state vector, we have:

$$ \dot{X}(t) = \frac{dX(t)}{dt} = A.X(t) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & i(t) \\ 0 & 0 & 0 \end{bmatrix} \cdot X(t) \quad (15) $$

So our system can be written in the following form:

$$ \begin{cases} \frac{dX(t)}{dt} = A.X(t) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & i(t) \\ 0 & 0 & 0 \end{bmatrix} \cdot X(t) = f(x(t), i(t)) \\ Y(t) = G.X(t) = \begin{bmatrix} i(t) \\ \frac{1}{2} \int_0^t i(\tau) \, d\tau \end{bmatrix} \cdot X(t) = g(X(t), i(t)) \end{cases} \quad (16) $$
The KF is based on two important steps: prediction and correction. The first step consists of predicting the state vector $X$ and the covariance matrix of the estimation error $P(t)$, which satisfies the following equation [36, 37]:

$$P(t) = E[(X - \hat{X}):(X - \hat{X})^T]$$

(17)

The second step of the extended Kalman observer is the correction step, where the Kalman filter gain $K$ is calculated based on the covariance matrix of the estimation error $P(t)$. Using this gain, the predicted state vector $\hat{X}(t)$ and the covariance matrix of the predicted measurement error $\hat{P}(t)$ are updated, which leads to the estimated state $\tilde{X}(t)$ and $\tilde{P}(t)$. Figure 9 shows the functional diagram of the extended Kalman filter.

Before using the proposed EKF scheme, it is important to verify the observability of the system. The observability is verified around an equilibrium point $X_e$ using the Jacobian matrix $J(X_e)$ as defined in [38]. After the calculation of $J(X_e)$, we found that $\text{rank}(J(X_e))=3$, which correspond to the order of our system. Therefore, our system is observable around its equilibrium point $X_e$ [38, 39].

Figure 9 shows a comparison between the simulated voltage obtained using KF algorithm and the experimental bias voltage.

![Comparison between the simulated voltage using KF and measured one](image)

Figure 9. Comparison between the simulated voltage using KF and measured one

From Figure 10, the maximum absolute error between simulated and experimental bias voltage is $0.6\%$. These results show the ability of KF algorithm to accurately simulate the bias voltage. These results show the ability of KF algorithm to accurately simulate the bias voltage.
After simulating the behavior of EDLC using Kalman Filter observer, we obtained the two curves of capacity and resistance shown in Figures 11 and 12.

Figure 10. Error between the simulated voltage using KF and measured one

Figure 11. Capacitance profile obtained using KF observer
Figure 12. Resistance profile obtained using KF observer

From Figures 11 and 12, capacity and resistance values obtained from simulation using KF observer are respectively $C = 1497.54 \, F$ and $R = 6.63 \times 10^{-4} \, \text{ohm}$.

We remark that simulated values of capacity and resistance using Kalman Filter observer converge towards parameters obtained by Maxwell test. Relative errors between the values obtained by the KF method and the values obtained by Maxwell test are 0.044% for capacitance and 0.59% for resistance.

7. Comparison between RLS method and sliding mode observer

In this paper, we use two online identification methods based on two different algorithms in order to estimate the parameters of supercapacitor. The RC model has been proposed thanks to the simplicity of this electrical model. In order to evaluate the efficacy and the reliability of the two proposed methods, a comparison is made with a Maxwell test. In this table, the results obtained by sliding mode observer (SMO), proposed by El Mejdoubi et al. [6], are also compared with Maxwell test. It is important to notice that El Mejdoubi et al. [6] used the same experimental bench (Figure 1) and the same SC model (BCAP1500 Maxwell Technologies) that the present study. We observe from the comparison between the measured and the estimated bias voltage using KF observer and RLS method, that the two methods allow the convergence of voltage with minimum relative error. However, RLS method identification has the lowest voltage error compared to the KF model. This precision is justified by the fact that this technique focuses on minimizing the sum of squared errors.

Comparing the resistance and capacity at the end of simulation, (table 1), we Remarque that the capacity and resistance using KF observer are very close to the parameters using Maxwell test (reference) with the lowest error. Table 1 summarizes the comparison between the two works and result of El Mejdoubi et al article [6].
Identification parameters | Maxwell test | RLS method | Kalman Filter | Sliding Mode [6]
--- | --- | --- | --- | ---
Capacity estimation (F) | 1498.21 | 1501.94 | 1497.54 | 1250
Resistance estimation (mohm) | 0.667 | 0.6 | 0.663 | 0.56
Relative error Capacity (%) | - | 0.24 | 0.044 | 16.56
Relative error Resistance (%) | - | 10.04 | 0.59 | 16.04
Maximum error between simulated and measured voltage (%) | - | 0.015 | 0.6 | 0.6

We conclude from this comparison between the two works using different identification methods, that the RLS method and KF observer are reliable with minimum error (precision), both of them are used for online identification of SC resistance and capacitance with low computational resources.

Compared our results with sliding mode observer (SMO) (proposed by El Mejdoubi et al. [6]), the two identification methods proposed in the present paper require less complexity since SC is modeled using simple RC equivalent circuit instead of Zubieta equivalent circuit used by Mejdoubi et al. [6]. The Zubieta equivalent circuit requires more parameters and more complex equations. Regarding the results accuracy, we observe that relative errors of capacity and resistance using sliding mode observer [6] are higher than error using RLS method or Kalman Filter.

Based on the results above, We remarque that KF observer is the best method for R and C identification comparing with RLS method and SMO (table 1), it gives more precision, maximum reliability and minimum response time.

8. Conclusion

In this study, a comparison between recursive least squares method and Kalman filter for online identification of supercapacitor state of health has presented. The output voltage simulated using RLS method and KF observers converge towards to experimental voltage. The result has shown that the model based on the extended Kalman filter gives a better estimate of the capacitance and the resistance, however, RLS identification is the best method to estimate voltage.

In future work, the approach proposed in this paper will be extended. First, results obtained with RC model will be compared with those obtained by Zubieta model [10] or multi pore model using RLS identification. Second, other technical identifications like sliding mode observer and high gain observer will be tested. In the third point, SC aging phenomena will be investigated with the goal to evaluate SC State of Health and predict the remaining lifetime using estimated parameters (R and C) identified in this article.

Acknowledgement

The authors would like to thanks Mr Hamid Gualous, the director of LUSAC laboratory. This thesis is sponsored by LUSAC laboratory of the Normandy University, France. The main research axis of LUSAC laboratory are energy efficiency and Heat Transfers, fluid flow and environment and electrical energy storage.

REFERENCES

1. J. R. Miller and P. Simon, MATERIALS SCIENCE: Electrochemical Capacitors for Energy Management, Science, vol. 321, no 5889, p. 651-652, août 2008.
2. A. Burke, Ultracapacitors: why, how, and where is the technology, Journal of Power Sources, vol. 91, no 1, p. 37-50, nov. 2000,
3. Poonam, K. Sharma, A. Arora and S. K. Tripathi, Review of supercapacitors: Materials and devices, Journal of Energy Storage, vol. 21, p. 801-825, févr. 2019.
4. B. Yang, and al. Applications of battery/supercapacitor hybrid energy storage systems for electric vehicles using perturbation observer based robust control, Journal of Power Sources, vol. 448, p. 227444, févr. 2020.
5. A. Muzaffar, M. B. Ahamed, K. Deshmukh, and J. Thirumalai, *A review on recent advances in hybrid supercapacitors: Design, fabrication and applications*, Renewable and Sustainable Energy Reviews, vol. 101, p. 123-145, mars 2019.

6. A. El Mejdoubi, H. Chaoui, H. Gualous, and J. Sabor, *Online Parameter Identification for Supercapacitor State-of-Health Diagnosis for Vehicular Applications*, IEEE Trans. Power Electron., vol. 32, no 12, p. 9355-9363, déc. 2017.

7. J. Solano Martínez, D. Hissel, M.-C. Pera, and M. Annet, *Practical Control Structure and Energy Management of a Testbed Hybrid Electric Vehicle*, IEEE Trans. Veh. Technol., vol. 60, no 9, p. 4139-4152, nov. 2011.

8. Q. Zhang and G. Li, *Experimental Study on a Semi-Active Battery-Supercapacitor Hybrid Energy Storage System for Electric Vehicle Application*, IEEE Trans. Power Electron., vol. 35, no 1, p. 1014-1021, janv. 2020.

9. R. Kötz, and M. Carlen, *Principles and applications of electrochemical capacitors*, Electrochimica Acta, vol. 45, no 15-16, p. 2483-2498, mai 2000.

10. R. Kötz, P. W. Ruch, and D. Cericola, *Aging and failure mode of electrochemical double layer capacitors during accelerated load tests*, Journal of Power Sources, vol. 195, no 3, p. 923-928, févr. 2010.

11. H. Gualous, R. Gallay, M. Al Sakka, A. Oukour, B. Tala-Ighil, and B. Boudart, *Calendar and cycling ageing of activated carbon supercapacitor for automotive application*, Microelectronics Reliability, vol. 52, no 9-10, p. 2477-2481, sept. 2012.

12. S. Buller, E. Karden, D. Kok, and R. W. De Doncker, *Modeling the dynamic behavior of supercapacitors using impedance spectroscopy*, IEEE Trans. on Ind. Applicat., vol. 38, no 6, p. 1622-1626, nov. 2002.

13. A. Eddahech, O. Briat, N. Bertrand, J.-Y. Deléstage, and J.-M. Vinassa, *Behavior and state-of-health monitoring of Li-ion batteries using impedance spectroscopy and recurrent neural networks*, International Journal of Electrical Power and Energy Systems, vol. 42, no 1, p. 487-494, nov. 2012.

14. Maxwell technology, *Test Procedures for Capacitance, ESR, Leakage Current and Self-Discharge Characterizations of Ultracapacitors*, Maxwell Technologies Application Note, juin 2015.

15. Z. Bououchma, J. Sabor, and H. Aitbouh, *New electrical model of supercapacitors for electric hybrid vehicle applications*, Materials Today: Proceedings, vol. 13, p. 688-697, 2019.

16. Zubieta, and R. Bonert, *Characterization of double-layer capacitors for power electronics applications*, IEEE Trans. on Ind. Applicat., vol. 36, no 1, p. 199-205, févr. 2000.

17. R. German, F. Venet, A. Sari, O. Briat, and J. M. Vinassa, *Comparison of EDLC impedance models used for ageing monitoring*, First International Conference on Renewable Energies and Vehicular Technology, Hammamet, mars 2012, p. 224-229.

18. L. Zhang, Z. Wang, X. Hu, F. Sun, and D. G. Dorrell, *A comparative study of equivalent circuit models of ultracapacitors for electric vehicles*, in Proc. Journal of Power Sources, vol. 274, p. 899-906, janv. 2015.

19. R. German, A. Hammar, R. Lallemand, A. Sari, and P. Venet, *Novel Experimental Identification Method for a Supercapacitor Multipole Model in Order to Monitor the State of Health*, IEEE Trans. Power Electron., vol. 31, no 1, p. 548-559, janv. 2016.

20. A. Nadeau, G. Sharma, and T. Soyata, *State-of-charge estimation for supercapacitors: A Kalman filtering formulation*, IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), Florence, Italy, mai 2014, p. 2194-2198.

21. L. Sanchez, S. Infante, J. Marcano, and V. Griffin, *Polynomial Chaos based on the parallelized ensemble Kalman filter to estimate precipitation states*, Stat., optim. inf. comput., vol. 6, no 4, p. 588-599, nov. 2018.

22. A. Mejdoubi, H. Chaoui, Hamid. Gualous, A. Oukour, Y. Slamani, and J. Sabor, *Supercapacitors State-of-Health Diagnosis for Electric Vehicle Applications*, WEVJ, vol. 8, no 2, p. 379-387, juin 2016.

23. P. Saha and M. Khanra, *Online Estimation of State-of-Charge, State-of-Health and Temperature of Supercapacitor*, IEEE International Symposium on Circuits and Systems (ISCAS), Sevilla, oct. 2020, p.1-5.

24. F. Nasiri, E. Farjah, T. Ghanbari, Z. Kazemi, E. Schaltz, and J.-L. Schanen, *Online Parameter Estimation for Supercapacitor State-of-Energy and State-of-Health Determination in Vehicular Applications*, IEEE Trans. Ind. Electron., vol. 67, no 9, p. 7963-7972, sept. 2020.

25. A. Soulhi and al., *Health Monitoring of Capacitors and Supercapacitors Using the Neo-Fuzzy Neural Approach*, IEEE Trans. Ind. Inf., vol. 14, no 1, p. 24-34, janv. 2018.

26. D. Roman, S. Saxena, J. Bruns, R. Valentín, M. Pecht, and D. Flynn, *A Machine Learning Degradation Model for Electrochemical Capacitors Operated at High Temperature*, IEEE Access, vol. 9, p. 25544-25553, 2021.

27. N. Rezazadeh, *Applying Bayesian Decision Theory in RBF Neural Network to Improve Network precision in Data Classification*, Int. J. Inf. Technol. Decis. Mak., vol. 14, no 4, p. 588-599, nov. 2018.

28. K. Laadjal and A. J. Marques Cardoso, *A review of supercapacitors modeling, SoH, and SoE estimation methods: Issues and challenges*, Int J Energy Res, p. er.7121, juil. 2021.

29. A. Eddahech, O. Briat, M. Ayadi, and J.-M. Vinassa, *Modeling and adaptive control for supercapacitor in automotive applications based on artificial neural networks*, Electric Power Systems Research, vol. 106, p. 134-141, janv. 2014.

30. H. Miniguano, A. Barrado, C. Fernández, P. Zumel, and A. Lázaro, *A General Parameter Identification Procedure Used for the Comparative Study of Supercapacitors Models*, S Energies, vol. 12, no 9, p. 1776, mai 2019.

31. Maxwell technology, *Boostcap Ultracapacitor Module Operating Manual*, janv. 2003, [in line], available on: www.Maxwell.com.

32. L. Zhang, X. Hu, Z. Wang, F. Sun, and D. G. Dorrell, *A review of supercapacitor modeling, estimation, and applications: A control/manifold perspective*, Renewable and Sustainable Energy Reviews, vol. 81, p. 1868-1878, janv. 2018.

33. M. H. Hayes, *Statistical digital signal processing and modeling*, New York: John Wiley and Sons, 1996.

34. M. Nikkhoo, E. Farjah, and T. Ghanbari, *A simple method for parameters identification of three branches model of supercapacitors*, 24th Iranian Conference on Electrical Engineering (ICCEE), Shiraz, Iran, mai 2016, p. 1586-1590.

35. Q. Li, R. Li, K. Ji, and W. Dai, *Kalman Filter and Its Application*, 8th International Conference on Intelligent Networks and Intelligent Systems (ICINIS), Tianjin, China, nov. 2015, p. 74-77.

36. Z. Chen, Y. Fu, and C. C. Mi, *State of Charge Estimation of Lithium-Ion Batteries in Electric Drive Vehicles Using Extended Kalman Filtering*, IEEE Trans. Veh. Technol., vol. 62, no 3, p. 1020-1030, mars 2013.

37. E. R. Kozhanova and A. A. Zaharov, *Application of wavelet analysis to determine the parameters of the normal distribution law*, International Conference on Actual Problems of Electron Devices Engineering (APEDE), Saratov, Russia, sept. 2014, p. 280-283.
Appendix A

The principle of recursive identification consists in calculating, at each time t, the vector of estimated parameters of the model \( \hat{\theta}(t) \) as a function of the parameters estimated at the preceding instant \( \hat{\theta}(t-1) \) and new information acquired on the process, represented in data vector \( X(t) \). For a linear system, the model can be formulated as follows:

\[
Y(t) = \theta(t)^T X(t) + e(t) \tag{18}
\]

Such as
- \( Y(t) \): System output
- \( \theta(t) \): Parameters vector to identified
- \( X(t) \): Input data vector
- \( e(t) \): White noise assigned to the system

We define the prediction error as a difference between the system output and the model output:

\[
\varepsilon(t) = Y(t) - \hat{Y}(t) \tag{19}
\]

Such as:
\[
\hat{Y}(t) = \tilde{\theta}(t)^T . X(t) \tag{20}
\]

\( \tilde{\theta}(t) \) is the estimated parameters vector.

We estimate parameters vector \( \tilde{\theta}(t) \) at the time t like:

\[
\tilde{\theta}(t) = (X(t)^T . X(t))^{-1} . X(t)^T . Y(t) \tag{21}
\]

Therefore, the estimation in time \( t+1 \) is:

\[
\hat{\theta}(t+1) = (X(t+1)^T . X(t+1))^{-1} . X(t+1)^T . Y(t+1) \tag{22}
\]

Such as:

\[
X(t+1) = \begin{bmatrix} x(t+1) \\ X(t) \end{bmatrix} \; \text{and} \; Y(t+1) = \begin{bmatrix} y(t+1) \\ Y(t) \end{bmatrix} \tag{23}
\]

Therefore:

\[
\hat{\theta}(t+1) = (X(t)^T . X(t) + x(t+1).x(t+1)^T )^{-1} . (X(t)^T . Y(t) + x(t+1)^T . y(t+1)) \tag{24}
\]

Using the matrix inversion lemma:

\[
(A + B.C.D)^{-1} = A^{-1} - A^{-1}.B.(C^{-1} + D.A^{-1}.B)^{-1}.D.A^{-1} \tag{25}
\]

Thus, \( \hat{\theta}(t+1) \) mathematical formula becomes:

\[
\begin{cases}
\hat{\theta}(t+1) = \hat{\theta}(t) + K(t+1).(y(t+1) - x(t+1).\hat{\theta}(t)) \\
K(t+1) = P(t).x(t+1)^T .((I + x(t+1).P(t).x(t+1)^T)^{-1} \\
P(t+1) = P(t) - K(t+1).x(t+1).P(t)
\end{cases} \tag{26}
\]

Figure 13 shows the functional diagram of the RLS method for parameters identification.
Appendix B

Figure 14 shows the functional diagram of the extended Kalman filter [40].