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Abstract

We study the functional task of deep learning image classification models and show that image classification requires extrapolation capabilities. This suggests that new theories have to be developed for the understanding of deep learning as the current theory assumes models are solely interpolating, leaving many questions about them unanswered. We investigate the pixel space and also the feature spaces extracted from images by trained models (in their hidden layers, including the 64-dimensional feature space in the last hidden layer of pre-trained residual neural networks), and also the feature space extracted by wavelets/shearlets. In all these domains, testing samples considerably fall outside the convex hull of training sets, and image classification requires extrapolation. In contrast to the deep learning literature, in cognitive science, psychology, and neuroscience, extrapolation and learning are often studied in tandem. Moreover, many aspects of human visual cognition and behavior are reported to involve extrapolation. We propose a novel extrapolation framework for the mathematical study of deep learning models. In our framework, we use the term extrapolation in this specific way of extrapolating outside the convex hull of training set (in the pixel space or feature space) but within the specific scope defined by the training data, the same way extrapolation is defined in many studies in cognitive science. We explain that our extrapolation framework can provide novel answers to open research problems about deep learning including their over-parameterization, their training regime, out-of-distribution detection, etc. We also see that the extent of extrapolation is negligible in learning tasks where deep learning is reported to have no advantage over simple models.

1 Introduction

We propose an extrapolation framework to study the functional task of deep neural networks used for image classification. We first demonstrate that the functional task of image classification models involves extrapolation. Although extrapolation is not considered to explain the generalization of deep learning models, there is a rich literature in cognitive science, psychology, and neuroscience, studying different extrapolation tasks in relation to learning. We study that literature to see how extrapolation can be defined in different ways depending on the learning task. The definition we adopt in our extrapolation framework is extrapolation within a specific scope defined by the training set.

From the mathematical perspective, an image classification model can be considered a classification function that maps images to classes [Strang, 2019]. The domain of such function is the pixel space.
which can be considered a hyper-cube. The trained model partitions its domain and assigns a class to each partition. Partitions are defined by decision boundaries, and so is the model [Yousefzadeh and O’Leary 2020]. This domain partitioning is inherent to the classification task of these models, and it can be studied not only in the pixel space but also in feature spaces derived from images in the internal layers of deep networks. Domain partitioning, indeed, has a rich literature in applied mathematics and approximation theory [Weierstrass 1885, Fornæss et al. 2020]. The training process of a model can be viewed as defining the partitions and decision boundaries. The location of decision boundaries inside the convex hull of training set (denoted by $\mathcal{H}^{tr}$) can be viewed in relation to training samples, but geometry of data shows that testing samples can be considerably outside the $\mathcal{H}^{tr}$. Therefore, extensions of decision boundaries outside the $\mathcal{H}^{tr}$ are crucial in model’s generalization. This novel perspective can provide new answers to some open research questions in deep learning.

2 Geometry of image classification datasets in pixel and in feature space

In this section, we provide a brief summary (from our previous work [Yousefzadeh 2020]) about the geometry of image classification datasets in the pixel and feature space. We report that there is no evidence that image classification is merely an interpolation task. Rather, all evidence indicate that the functional task of image classification models involve extrapolation. Studies on generalization of DNNs, however, are solely focused on interpolation, e.g., [Belkin 2021, Dar et al. 2021, Belkin et al. 2019b,a, Ma et al. 2018, Belkin et al. 2018], and extrapolation is completely absent from their framework of study. There are insightful studies on geometrical aspects of image classification models, e.g., [Cohen et al. 2020], however, such studies do not consider extrapolation.

Extrapolation is significant even in 64-dimensional feature space learned by DNNs. We consider the pixel space, the feature spaces that trained models derive from images throughout their hidden layers (including the 64-dimensional space in the last hidden layer of pre-trained residual neural networks), and also the feature spaces that one can derive from images using wavelets/shearlets. In all these domains, all testing samples of standard datasets such as MNIST, CIFAR-10, CIFAR-100, and some medical image datasets considerably fall outside their corresponding $\mathcal{H}^{tr}$. Moreover, distance of testing samples to $\mathcal{H}^{tr}$ is considerable and each image has to visually change in order to reach the closest point on the surface of $\mathcal{H}^{tr}$, as shown in Figure 1. The direction that a model has to extrapolate outside its $\mathcal{H}^{tr}$, to reach and classify a testing sample, relate to important features in images and the objects of interest in them, coinciding with cognitive studies that suggest same visual regions in images are informative for both humans and machines [Langlois et al. 2021]. These visual features also signify that extrapolation task of a model is meaningful. This implies that the features that a model extracts and learns from images do not transform the functional task of the model into interpolation. In other words, testing images (that a trained model encounters) have some novelty that put them outside the $\mathcal{H}^{tr}$. For few-shot learning, extrapolation is even more significant, yet possible.

![Image 237x262 to 278x302](https://www.mathworks.com/help/deeplearning/ug/train-residual-network-for-image-classification.html)

Model has a residual network architecture [He et al. 2016] with total depth of 20 layers.
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Pre-trained model is available at [https://www.mathworks.com/help/deeplearning/ug/train-residual-network-for-image-classification.html](https://www.mathworks.com/help/deeplearning/ug/train-residual-network-for-image-classification.html)

For feature selection with wavelets and shearlets, we convolve the images with a wavelet basis such as Daubechies wavelets [Daubechies 1992] or with a shearlet system [Andrade-Loarca et al. 2020]. We combine the resulting coefficients in a matrix and then perform feature selection. For feature selection, we use rank-revealing QR factorization [Chan 1987] which selects the features based on their rank contribution, and also use Laplacian score [He et al. 2005] which selects features based on a nearest neighbor similarity graph. We arrive at similar distance distributions with respect to the resulting $\mathcal{H}^{tr}$’s.
Moreover, the trained model itself is not able to correctly classify the projections either. For example, if we use the projections of testing set of CIFAR-10 to the convex hull, instead of the original testing set, accuracy of a trained CNN would drop from above 90% to 33%. This also relates to confidence in correctness of classifications which is an open research problem in deep learning and psychology. While the psychological features learned from images are unknown, [Battleday et al., 2020] studied how different psychological models fit human categorization behavior in the same dataset. Such psychological studies can be extended to the convex hull projection of images as well to provide insights about the extrapolation aspects of image classification.

\(\mathcal{H}^{tr}\) of feature space differs from pixel space in meaningful ways. The feature spaces (in the last hidden layer of DNNs, and also derived by wavelets/shearlets) are meaningful and insightful compared to the pixel space. For example, testing samples that are far from the \(\mathcal{H}^{tr}\) in the feature space may be considered images with lack of similarity to samples in the training set. However, testing samples that are far from the \(\mathcal{H}^{tr}\) in the pixel space are predominantly white or black as shown in Figure 2. White and black colors are the extremes in the pixel space leading to larger distances. This distinction between the pixel space and feature space may correspond to the distinction between spatial learning and conceptual learning for non-image applications in cognitive science [Wu et al., 2020].

Image 2: Samples of testing images from CIFAR-10 that are farthest from \(\mathcal{H}^{tr}\). Feature space is the last hidden layer of a standard pre-trained CNN.

**Distance of testing images from the \(\mathcal{H}^{tr}\) is not too large.** Although all testing samples are outside the \(\mathcal{H}^{tr}\) and their distance is meaningful, the extent of extrapolation is relatively modest compared to the diameter of \(\mathcal{H}^{tr}\). For example, for CIFAR-10, distance of testing samples varies between 1% and 27% of the diameter of \(\mathcal{H}^{tr}\). This is noteworthy, because \(\mathcal{H}^{tr}\) may occupy a small fraction of our hyper-cube domain, and once we step outside the \(\mathcal{H}^{tr}\), we may encounter many different types of images unrelated to the scope of training set. For example, outside the \(\mathcal{H}^{tr}\) of CIFAR-10, we may encounter radiology images, handwritten digits, etc. But, we do not expect a model trained on CIFAR-10 to classify radiology images. As a matter of definition, we intend to use a trained model only to classify images related to the scope of its training set. This motivates us to similarly limit our definition of extrapolation to the scope defined by the training set. In the next section, we see how extrapolation can be studied within a specific scope.

### 3 Extrapolation and learning can go together: Studies in cognitive science, psychology, and neuroscience

Extrapolation is studied widely in relation to different learning tasks, in cognitive science, psychology, and neuroscience. Moreover, many aspects of human visual cognition and visual behavior involve extrapolation. Here, we briefly review that literature to provide a better understanding of relevant extrapolation frameworks and their relation to learning, as such frameworks have been absent from mathematical studies on generalization of image classification models. At the same time, we note that our findings may contribute not only to the mathematical understanding of deep learning, but also to the psychology and cognitive science literature as image classification is not yet considered an extrapolation task. In recent years, there has been an intimate interaction between the fields of psychology and machine learning where findings in one field often prompt new studies in the other field [Peterson et al., 2021]. We consider implications of our study in both fields.

Convex hulls. [Webb et al., 2020] study the extrapolation capabilities of neural networks with the motivation “that human reasoning involves the ability to extrapolate.” They consider the distance to the convex hull of training set and conclude, from experimental results, that “the ability of neural networks to extrapolate tends to degrade as a function of” that distance. To facilitate extrapolation studies, they provide a new dataset called Visual Analogy Extrapolation Challenge (VAEC) that is constructed from objects, such as a rectangle, that vary in brightness, size, and location along the horizontal and vertical axes. They use an autoencoder (with 3 convolutional layers) to generate a
low-dimensional embedding for images, then train a single-layer LSTM network to extrapolate from a sequence of embeddings (e.g., for images depicting rectangles of different size), but they do not aim to classify contents of images. Moreover, they do not consider the task of standard image classification models as extrapolation. Instead, they assume that “generalization exhibited by contemporary neural network algorithms is largely limited to interpolation between data points in their training corpora.” As we reviewed in previous section, testing samples of standard image classification datasets are considerably outside the convex hull of training sets in the pixel space and in the feature space learned by networks, and therefore, that assumption is not accurate. In fact, classification of standard image datasets such as CIFAR-10 requires extrapolation similar to the proposed VAE dataset.

**Extrapolation in human visual behavior.** Extrapolation is studied in the visual domain, and multiple studies have shown that humans extrapolate future positions of objects in motion, based on the past trajectory of an object. Intriguingly, extrapolation can lead to visual illusions, such as the flash-lag effect, where a flash that is physically aligned with a moving object appears to lag behind the moving object. It is proposed that this occurs because extrapolation from the object’s current position to a new predicted location causes the flash to be perceived as behind the object in motion [Nijhawan, 1994]. Intriguingly, recent research has suggested that extrapolation may occur early on in the visual hierarchy [van Heusden et al., 2019]. Extrapolation also occurs in the motor system (the part of the nervous system that supports movement), and researchers have found a correlation between eye movement (saccade) latencies and the expected position of a target, such that a longer saccade latency leads to a greater displacement in the expected target position [van Heusden et al., 2018]. Intriguingly, extrapolation may depend on the degree of noise in sensory inputs [Khoei et al., 2013], and humans estimate and compensate for the degree of uncertainty in a moving source [Warren et al., 2012]. In these studies, often “time” is the dimension of extrapolation, however, there are studies that focus on geometric aspects of visual extrapolation, e.g., extrapolating to estimate the shape of contours. [Singh and Fulvio, 2005, Fulvio et al., 2014].

**Extrapolation by animals.** There are studies on extrapolation performed by animals, e.g., “mice extrapolate the geometric information relative to the boundaries of a maze and use it to navigate also in the presence of a prominent cue” [Fellini and Morellini, 2011]. Poletaeva and Zorina [2015] investigate the distinction between the ability to anticipate reward on the basis of extrapolation, as opposed to instrumental learning.

**Function learning.** A straightforward application of extrapolation is function learning. Once one learns a function, the function can be applied to any input within the function’s domain (inside and outside the $H_{tr}$ of data used for deriving the function). Function learning can be used to generalize from previous experience in cases where not all possible states can be observed [Wu et al., 2018]. There are extensive experimental results on how humans extrapolate, e.g., providing a set of inputs and outputs of a function to a human, and then asking them to guess the output for some unseen inputs outside $H_{tr}$ [DeLosh et al., 1997]. In computational cognitive psychology, there is a literature on building mathematical models that can emulate human interpolation and extrapolation behavior [Lucas et al., 2015, Villagrá et al., 2018, Kalish, 2013]. Notably, Griffiths et al. [2008] used Gaussian processes and basis functions to model human function learning. Computational models have also been extended to explain how neural representations, particularly in the perceptual and motor systems, solve extrapolation problems in function learning [Guigon and Baraduc, 2002].

**Graphics and visual patterns.** Extrapolation is studied in the context of graphics, specifically graphics and visual patterns derived from hand drawings [Ellis et al., 2018].

**Category learning.** Extrapolation is studied in the context of category learning (i.e., classification) [McDaniel and Busemeyer, 2005, Navarro and Perfors, 2012, Schlegelmilch et al., 2020]. Notably, Sewell and Lewandowsky [2011] consider a bounded 2D domain and 2 classes of scattered points within a portion of that domain, i.e., $H_{tr}$. They then study how decision boundaries that separate the points extend throughout the domain (depicted in their Figures 2 and 3) from the perspective of different cognitive architectures. This setting closely relates to how we study our deep learning functions. Intriguingly, Silliman and Kurtz [2021] considers contrastive category learning and exemplars with the idea that humans “develop caricaturized representations (i.e., ideals or extreme points) to support successful discriminative classification”. This idea connects with our next point about convex hulls because creating extreme points in the representation space entails enlarging the convex hull of observed data.
In an exemplar model of categorization, new inputs are compared with specific instances saved in one’s memory, but human visual behavior may be more complicated than that [Poggio and Bizzi 2004]. There is a long standing literature suggesting that humans learn to categorize objects, situations, etc using prototypes [Rosch and Lloyd 1978, Smith and Minda 2002] where a prototype is not necessarily a real instance (i.e., exemplar) but can be some idealized or average representation. Since deep learning models are not interpretable, it has been suggested to incorporate a prototype model in their structure [Chen et al. 2019], but, so far, methods to derive the prototypes require a model that is already trained. In other words, deriving useful prototypes is a challenging task to begin with, while deriving invariant prototypes may be even more difficult. In cognitive psychology, it is known that when using a prototype model, we should not expect invariance with respect to the prototypes because the inputs we encounter can have a large variety and there usually will be a competition among several plausible prototypes [Appiah 2008]. For example, in object recognition, images of cars can have a large variety with respect to the shape of the car, colors, shades, views, etc, some of which might look like other objects such as trucks, etc. And any new car image that we encounter may have some novelty that is not captured in previous car images used to build our prototype. Therefore, we may have to extrapolate from our previously built prototypes in order to classify new images.

Confidence in decision making. Extrapolation is studied in relation to confidence in predictions made by a model. Indeed, there are experimental studies that report humans are less confident about their predictions when they extrapolate rather than interpolate, and moreover, there is a correlation between human confidence and the correctness of predictions [Stoje et al. 2018]. This relates to the failure of deep networks in out-of-distribution detection, defying the notion of learning when they mis-classify out-of-distribution images with high confidence (e.g., an object recognition model classifying a radiology image of liver as a truck with 100% confidence) which we will explain later.

Pure and applied math literature. There is a rich mathematics literature on extrapolation, which has a wide range of applications. One can learn about extrapolation in introductory numerical analysis books [Ascher and Greif 2011] as well as in more theoretical fields such as holomorphic approximation and algebraic geometry. In some problems, dimension of extrapolation is time, for example, when predicting the value of stock market for the future. In many other studies, dimension of extrapolation is extending the domain of a function, e.g., in approximation theory [Sidi 2003, Fefferman 2005]. There are classic problems that consider how a function derived on a compact set can be extended into a larger domain, e.g., Whitney’s Extension Problem [Fefferman 2006].

4 Extrapolation framework can answer open questions about deep learning

Adopting the framework, that image classification models are extrapolating within the specific task defined by their training set, has the potential to provide novel answers to some of the open research problems about deep learning. Appendix [C] briefly mentions some of these problems which we plan to study in our future work. Also, Appendix [D] explains how generalization can be defined in relation to interpolation and extrapolation.

5 Conclusions

We proposed a new extrapolation framework where the functional task of image classification models is considered extrapolation (in the pixel space and in the feature space derived from images) within the specific scope defined by the training set. We reviewed the literature in cognitive science and psychology to see how extrapolation is commonly studied in relation to learning, and how many aspects of human visual behavior involve extrapolation. We then explained how our novel extrapolation framework can provide new answers to some of the open research problems about deep learning including about their generalization, over-parameterization, etc.
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A Projections of testing samples to $\mathcal{H}^{tr}$

Here, we provide several more examples of testing samples of CIFAR-10 dataset and their projections to the $\mathcal{H}^{tr}$ in the pixel space.

Figure 3: Minimum perturbation that can bring a testing image to $\mathcal{H}^{tr}$. (left image) original testing image from CIFAR-10, (middle image) what should be changed in the original image, (right image) the projection on the $\mathcal{H}^{tr}$. For each testing sample, the projection from the sample to the closest point on the surface of the hull relate to features and objects of interest in the testing image.
Possible confusions about definition of interpolation

As mentioned earlier, in deep learning literature, many studies solely use interpolation to explain the functional task of deep learning models. Recently two papers summarized those studies [Belkin, 2021; Dar et al., 2021], emphasizing that deep learning models interpolate.

A confusion may arise that interpolation may be defined as perfectly fitting a set of points. However, whether a model fits a set of points or not, the training set which the model is trained on has a convex hull and any classification a model does outside that convex hull will satisfy the definition of extrapolation, and classifications outside the convex hull of training set cannot be explained by mere interpolation.

**An imaginary feature space:** It may be argued that there is a feature space where testing samples are contained in the convex hull of training set, and in such space, functional task of the model is interpolation. However, there is no evidence for existence of such space as we have investigated empirically [Yousefzadeh, 2020]. All evidence suggest that testing samples are outside the convex hull of training sets even in feature spaces that trained models extract from images.

**Generalization and functional task of models:** Fitting the training data does not imply generalization. Rather, models are useful only if they can classify unseen images with some acceptable accuracy. Merely fitting a model to a training set does not lead to good generalization. In fact, image classification models have the capacity to achieve near zero training loss, even when training samples are labeled randomly and even when contents of images are replaced with random noise [Zhang et al., 2017, 2021a], both cases leading to testing accuracy similar to random guess. A model may fit a correctly labeled training set, yet generalize worse than random guess.

When we study the functional task of image classification models, we are focused on generalization of the models and their classification of unseen data, i.e., testing samples. When testing samples are outside the convex hull of training set, in the pixel space or in the feature space, a trained model would need to extrapolate outside the convex hull in order to classify them.

**High-dimensionality of data:** It may be argued that high-dimensionality of data leads to testing samples falling outside the convex hull of training set, the extent of extrapolation is negligible, and therefore, their functional task may be considered interpolation. This is not supported by empirical results, in pixel space and also in feature space. The last hidden layer of the trained model we described earlier has only 64 dimensions while CIFAR-10 has 50,000 training samples. Even in that feature space, distance of testing samples to the hull is not negligible. A testing image has to significantly change in order to reach the convex hull of training set, and those changes relate to the objects of interest in images.

**The output layer:** The layer after the last fully connected layer is the output of the model whether we apply softmax to it or not. The class(es) with the largest output value will be the classification of a model for a particular input. That does not imply interpolation as a functional task. Decision boundaries of a model are predefined for the output of the model. Consider, for example, a model with binary output, \( z \). Decision boundary in the output layer is defined by the line \( z_1 = z_2 \), as shown by the red line in Figure 4. In the space of \( z \), the region \( z_1 > z_2 \) is the partition for class 1, and the region \( z_1 < z_2 \) is the partition for class 2. The output layer of a model is like a dart board with predefined partitions/regions. When a dart lands on a specific region, that region defines the result. The computation performed on the output of the model (whether softmax is applied to it or not) is either a max operation or a sort operation, none of which imply interpolation.

**Regression:** In regression, when fitting a function to a set of points, a loss function is used that measures the discrepancies between the points and the function values. Least squares problems are one type of defining such function in which all discrepancies are squared and summed [Golub and Van Loan, 2012]. When there is no discrepancy between the points and the function values, the loss function will be minimized to zero, and the regression function would pass through all the points and interpolate them.

When a function is obtained that interpolates/fits a specific set of data points (or even when the function does not perfectly fit the points), the function may be used both for interpolation purposes and for extrapolation purposes. Using the function within the convex hull of training set would be considered interpolation, and using the function outside that convex hull would be considered
extrapolation. When it comes to the generalization of a function, the distinction between interpolation and extrapolation is defined with respect to the convex hull of data used to derive the function.

**Classification functions:** In deriving a classification function from a set of labeled data points, the goal is to obtain a function that partitions the domain such that data points for each class are separated from data points of other classes. Partitions in the domain are defined by decision boundaries. The classification function will ideally maintain a distance (margin) between the decision boundaries and the data points. A classic example for this is Support Vector Machines (SVMs) in which the goal is to partition the domain such that the minimum margin between the decision boundary and data points is maximized.

For image classification models, it is customary to use the cross-entropy as the loss function when training the models. Cross-entropy, however, does not consider the margin, rather, loss is incurred whenever there is a discrepancy between the output of the model for a sample and the true label for that sample. As long as the output of the model and the true label coincide, no loss will be incurred. Elsayed et al. [2018] considered adding an extra penalty to the cross-entropy to push the decision boundaries away from the samples and showed that it can lead to better generalization of the models. Zhang et al. [2018] also showed that one can average pairs or triplets of training samples and their labels, and train the models on those mixed images. This is defining the location of decision boundaries in the pixel space.

In this setting, minimizing the cross-entropy loss does not necessarily imply interpolation. It merely implies that our model has been able to partition the domain such that training samples of each class are perfectly separated from other classes. When the model receives a testing sample, the sample would map to one of the partitions in the domain (or on a decision boundary between the partitions), and classification of the model is based on that mapping. Regardless of the shape of the partitions in the domain, any classification that the model does outside the convex hull of training set, from the mathematical perspective, can be considered extrapolation.

### C Using the extrapolation framework to provide new answers to deep learning mysteries

#### C.1 Over-parameterization of image classification models

Deep learning models are highly over-parameterized and there is not a clear justification for this over-parameterization. Notably, there are infinite number of minimizers that make their training loss close enough to zero, while many of those minimizers lead to models that generalize very poorly. There is no an independent way to verify which minimizers lead to good generalization, unless we test the resulting model on some validation/testing set. From another perspective, extensive over-parameterization of these models provides the capacity for them to reach zero training loss even when training images are randomly labeled, or when the content of images are replaced with random noise [Zhang et al., 2017]. So far, there is not a clear explanation in the literature about these questions as reiterated recently by Zhang et al. [2021a]. However, once we adopt the extrapolation framework, we can see that all these phenomena can be explained within that framework. One can show for general decision boundaries that over-parameterization is a necessary condition for having control over the extensions of decision boundaries outside the $\mathcal{H}_r$. Moreover, a model that
is sufficiently over-parameterized will have the capacity to partition the domain in infinite number of ways. Partitioning the domain in a specific way would require using a specific training regime, answering another mystery about deep learning. Once we adopt the extrapolation framework, we can draw from the centuries-old applied math literature (on approximation theory, domain partitioning, and classification) instead of creating new theories such as the theory of double descent that tries to understand deep learning via interpolation.

C.2 Relating the extent of extrapolation to the advantage of deep learning

There are certain learning tasks where DNNs have not shown any clear advantage over simple models [Rudin et al., 2021], e.g., for the FICO explainability challenge at NeurIPS 2018 [FICO, 2018], the best accuracy was obtained by a simple model [Chen et al., 2018]. When we investigate the geometry of these datasets, we see that the extent of extrapolation is negligible for such learning tasks, and also considerable portion of their testing samples (about 50% for FICO dataset) are within their \( H^{tr} \). We note that for image datasets such as CIFAR-10, the extrapolation is significant even in the 64-dimensional space of last hidden layer.

CIFAR-10 dataset: All testing samples of this dataset are outside the convex hull of its training set. The diameter of the convex hull of the training set is 13,621, measured in Euclidean distance in the pixel space. Figure 6 shows the distribution of distance to convex hull for all testing samples of this dataset. Distance of testing samples to convex hull of training set ranges from 1% to 27% of the diameter of convex hull (with average ratio of 10%).

FICO dataset: We randomly pick 20% of this dataset as testing set and use the remaining 80% as the training set. We report the Euclidean distances in the domain. The diameter of the convex hull of training set is 4.15. Of all the testing samples, only 54% of them fall outside the convex hull of training set. Figure 5 shows the distribution of distance to convex hull for all testing samples. The distance of samples that fall outside the convex hull, ranges between 0% to 18% of the diameter of the convex hull (with average ratio of 1.5%).

Comparison: It is clear that extent of extrapolation is much less for the FICO dataset compared to CIFAR-10. Almost half of testing samples of FICO dataset are inside the convex hull and no extrapolation is required to classify them. Most testing samples of FICO that are outside the

---

4Over-parameterization of a model is sometimes evaluated by comparing the number of training samples with the number of parameters in a model. But, that comparison does not consider the distribution of training samples, e.g., one can inflate the number of training samples by adding samples that are almost redundant and not useful for generalization. Here, we use a more clear definition for over-parameterization. We consider a model to be over-parameterized when it has more parameters than necessary to achieve near zero training loss, i.e., more than the minimum number of parameters required for the model to correctly classify all its training samples.
convex hull are relatively close to it. On the other hand, testing samples of CIFAR-10 are entirely outside the convex hull of its training set (even in the feature space). On average, the extent of extrapolation required to classify testing samples of CIFAR-10 is about 6 times larger than the extent of extrapolation required for the FICO dataset. Overall, we can say that the extrapolation required for the FICO dataset is negligible in comparison to CIFAR-10.

The above contrast between the 2 datasets matches the contrast we mentioned earlier about the advantage of deep networks in learning these datasets. When the extent of extrapolation is negligible (1.5% for the FICO dataset), deep networks do not have an advantage over simple models as reported in the literature. However, when the extent of extrapolation is significant (10% for the CIFAR-10 dataset), deep networks have a clear advantage over simple models.

C.3 Out-of-distribution detection

One of the shortcomings of deep learning models stems from the fact that they can make classifications with high confidence about images completely unrelated to the scope of their training set. For example, a model trained for object detection tasks such as the one defined by CIFAR-10 dataset can receive a radiology image and classify it with 100% confidence as a truck or some other object. This is due to the fact that decision boundaries of a model extend throughout the domain outside the convex hull of training set, and as long as a testing sample is not too close to the decision boundaries, the model can be misguided about its classification even if it is too far outside the convex hull of training set. Our empirical analysis shows that there is very little overlap between the convex hulls of unrelated image classification datasets, e.g. MNIST and CIFAR-10 datasets as shown in Figure 7 which is a common case study in out-of-distribution detection studies. Such overlap is relatively small in the pixel and even smaller in the feature space. Therefore, the distance to $H^\kappa$ may be used as a straightforward measure for out-of-distribution detection.

![Figure 7: Variations of distance to convex hull of training set in the pixel space for testing samples of CIFAR-10 and MNIST datasets. Distance to $H^\kappa$ of MNIST can separate most testing samples of these two datasets.](image)

D What we talk about when we talk about generalization

Here, we formalize the definition of generalization in relation to interpolation and extrapolation. We use a language and notation similar to the one used for definition of NP-hardness [Cormen et al., 2009].

Notation:
- $G$: generalization,
- $EP$: extrapolation,
- $IP$: interpolation,
- $\mathcal{M}$: trained model/function,
- $\Omega$: domain of $\mathcal{M}$,
- $\kappa$: scope of the trained model/training set/testing set.
When we train a classification model, the model partitions its domain while partitions are defined over \( \Omega \), where \( \Omega \) is the portion of domain related to the scope of the model, \( \kappa \), and \( \kappa = \Omega \cup \kappa^\neg = \Omega \), \( \kappa^\neg \cap \kappa^\neg = \emptyset \), where \( \Omega^\kappa \) is the portion of domain related to the scope of the model \( M \), and \( \Omega^\neg \) is the portion of domain unrelated to the scope of the model \( M \). Domain of a model, \( \Omega \), could be the entire pixel space, while \( \Omega^\kappa \) would be the subset of domain that contains images relevant to the scope of the model. One may intend to use the model only on \( \Omega^\kappa \) (e.g., radiology images of liver), and as a result, generalization would be defined over \( \Omega^\kappa \), and not the entire pixel space. Definitions:

Generalization in this context implies the ability of a model, \( M \), to accurately perform the classification task that it is trained for, on unseen data. Therefore, the model, the classification task/scope, and the unseen data are all related to each other. The model is trained to perform a certain classification task, and we expect it to perform the task on unseen data related to that task. \( M \) accepts inputs, \( x \), from a domain \( \Omega \) (e.g., pixel space), and produces an output vector

\[
z = M(x),
\]

where \( z \) has a constant number of elements, each corresponding to a certain class. The class (element of \( z \)) with the largest value is the classification of the model for a certain input. \( M \) is trained using a specific training set and that training set has a specific \( H^{tr} \).

Interpolation is when \( M \) is applied to any input inside the \( H^{tr} \)

\[
IP^M := \{ M(x), \forall x \in H^{tr} \}. \tag{1}
\]

When an input to \( M \) is inside the \( H^{tr} \), we can say that \( M \) is interpolating between the its training samples when processing the input. Hence, interpolation is limited to the convex hull of training set. We consider \( H^{tr} \) to be bounded since \( \Omega \) is bounded and \( H^{tr} \) is a subset of \( \Omega \).

Similarly, extrapolation is when \( M \) is used to classify any inputs outside the \( H^{tr} \)

\[
EP^M := \{ M(x), \forall x \in \Omega \setminus H^{tr} \}. \tag{2}
\]

If domain is bounded (e.g., \( \Omega \) is a hyper-cube), then extrapolation would be over a bounded space. Here, we are focused on how \( M \) processes an input as a function, and whether that process involves interpolation vs extrapolation. Our focus is not on the outputs produced by \( M \), rather, our focus is on how \( M \) processes its inputs in relation to its training samples, the samples used to derive the \( M \).

By definition, interpolation and extrapolation do not have any overlap because

\[
H^{tr} \cap (\Omega \setminus H^{tr}) = \emptyset. \tag{3}
\]

In other words, a particular input \( x \) either belongs to \( H^{tr} \) or not, and its relationship with respect to \( H^{tr} \) will satisfy either equation (1) or (2).

When we train a classification model, the model partitions its domain while partitions are defined by decision boundaries. Partitioning of the domain and location of decision boundaries inside the \( H^{tr} \) can be explained in relation to the location of training samples. At the same time, decision boundaries may extend outside the \( H^{tr} \), throughout the \( \Omega \). It is also possible that some isolated decision boundaries exist outside the \( H^{tr} \) unrelated to the ones inside. Classification of inputs outside the \( H^{tr} \) requires extrapolation, i.e., a model has to rely on the partitions and decision boundaries outside the \( H^{tr} \) to classify such inputs.

Scope:

Scope of the model, \( \kappa \), can be defined for a specific task, e.g., learning to classify handwritten digits, learning to classify chest X-rays. Generalization is defined in relation to the scope of the model. Scope, and by extension generalization, may entail only part of the domain. For example, domain of \( M \) may be a hyper-cube of 1,000 dimensions (images of 100 by 100 pixels), where pixel values vary between 0 and 1. Such domain could contain images of handwritten digits, images of objects, images of chest X-rays, radiology images, etc. If scope of the model is classifying handwritten digits, then it would not entail regions of the domain that contain other types of images. Parts of the domain that are unrelated to the scope of the model, inside and/or outside the \( H^{tr} \), will be considered out-of-distribution. In other words, scope of the model will define which parts of the domain are in-distribution and which parts are out-of-distribution. Therefore, we can divide the domain into two disjoint portions

\[
\Omega^\kappa \cup \Omega^\neg = \Omega, \quad \Omega^\kappa \cap \Omega^\neg = \emptyset,
\]

where \( \Omega^\kappa \) is the portion of domain related to the scope of the model \( M \), and \( \Omega^\neg \) is the portion of domain unrelated to the scope of \( M \). Domain of a model, \( \Omega \), could be the entire pixel space, while \( \Omega^\kappa \) would be the subset of domain that contains images relevant to the scope of the model. One may intend to use the model only on \( \Omega^\kappa \) (e.g., radiology images of liver), and as a result, generalization would be defined over \( \Omega^\kappa \), and not the entire pixel space.
Generalization:

Generalization for $\mathcal{M}$ is tightly defined in relation to its scope, i.e., generalization is the set of classifications that $\mathcal{M}$ does for inputs related to its scope

$$G^\mathcal{M} := \{\mathcal{M}(x), \forall x \in \Omega^c\}. \tag{4}$$

This division of the domain, between $\Omega^c$ and $\Omega^{-c}$, is different from that of $\mathcal{H}^{tr}$ and $\Omega \backslash \mathcal{H}^{tr}$ since certain regions within the $\mathcal{H}^{tr}$ may be unrelated to the scope of the model, and similarly, certain regions outside the $\mathcal{H}^{tr}$ may be related to $\kappa^c$.

The model, $\mathcal{M}$, can be used to classify inputs inside and/or outside the $\mathcal{H}^{tr}$ as long as inputs are inside $\Omega^c$. As a result, generalization may entail interpolation and/or extrapolation

$$G^\mathcal{M} = G^\mathcal{M}_{\text{IP}} \cup G^\mathcal{M}_{\text{EP}},$$ \hspace{1cm} (5)

where $G^\mathcal{M}_{\text{IP}}$ is generalization for $\mathcal{M}$ via interpolation, i.e., the set of classifications that $\mathcal{M}$ makes for inputs related to scope inside the hull

$$G^\mathcal{M}_{\text{IP}} := \{\mathcal{M}(x), \forall x \in \Omega^c \cap \mathcal{H}^{tr}\}, \tag{6}$$

and $G^\mathcal{M}_{\text{EP}}$ is generalization for $\mathcal{M}$ via extrapolation, i.e., the set of classifications that $\mathcal{M}$ makes for inputs related to scope, but outside the hull

$$G^\mathcal{M}_{\text{EP}} := \{\mathcal{M}(x), \forall x \in \Omega^c \backslash \mathcal{H}^{tr}\}. \tag{7}$$

This way, we can distinguish between the interpolation and extrapolation aspects of generalization while tying them to the model’s scope (i.e., the subset of domain related to $\kappa$). Because of equation (6), we can conclude that $G^\mathcal{M}_{\text{IP}}$ (generalization inside the $\mathcal{H}^{tr}$) and $G^\mathcal{M}_{\text{EP}}$ (generalization outside the $\mathcal{H}^{tr}$) do not have any overlap. Any testing sample, $x$, that $\mathcal{M}$ classifies, is either outside the $\mathcal{H}^{tr}$ or not, and as a result, either satisfies equation (6) or (7). When $x$ is outside the $\mathcal{H}^{tr}$, $\mathcal{M}$ has to extrapolate (i.e., rely on the partitions and decision boundaries outside the $\mathcal{H}^{tr}$) in order to classify it. Vice versa, when $x \in \mathcal{H}^{tr}$, its classification will be based on the partitions inside the $\mathcal{H}^{tr}$.

Distinguishing between $G^\mathcal{M}_{\text{IP}}$ and $G^\mathcal{M}_{\text{EP}}$ is useful as it would help us understand different components of generalization for a model. For example, a model may generalize well inside the $\mathcal{H}^{tr}$, but generalize poorly outside the $\mathcal{H}^{tr}$. One can quantify the generalization of a model, separately, inside and outside the $\mathcal{H}^{tr}$, simply by evaluating which testing samples are inside the $\mathcal{H}^{tr}$. This distinction between the two components of generalization can then be used to understand and diagnose the model. For example, to understand the extrapolation aspect of generalization, one may study the partitioning of the domain outside the $\mathcal{H}^{tr}$.

Distinguishing between $\Omega^c$ and $\Omega^{-c}$ is useful as it ties the generalization of the model to its scope by excluding out-of-distribution images. Any classification that a model does for inputs in $\Omega^{-c}$ may not count towards its generalization. For example, performance of a model on radiology images of liver would be irrelevant, if the scope of the model is classifying handwritten digits.

Boundaries of $\mathcal{H}^{tr}$ are well-defined, and one can compute exact points on those boundaries by solving a convex optimization problem [Yousefzadeh, 2021]. However, identifying the exact boundaries that define the $\Omega_c$ may be hard for image datasets. This is an open research problem, commonly known as out-of-distribution detection [Liang et al., 2018, Hendrycks and Gimpel, 2017, Zhang et al., 2021b].

We may intend to use certain models exclusively for interpolation purposes, or for extrapolation purposes, or for a combination of both. This could further narrow down the definition of $G$ for such models. However, in its general form, generalization may entail both interpolation and extrapolation as stated in equations (5) and (7).

Finally, we note that a model may be a composition of distinct functions as is the case for deep neural networks. It may be insightful to study interpolation and extrapolation aspects of such sub-functions, separately, in relation to generalization. For example, one may consider one of the inner layers of a model and study the domain and range of that specific layer, the extrapolation and interpolation
performed in that layer, and also the role of that layer in generalization. We performed such study for
the last layer of a residual neural network in which the domain of the layer is the 64-dimensional
feature space extracted by previous layers of the model, and its range is the output classes of the
image classification model [Yousefzadeh, 2020].

Scope matters: Deep learning and image classification is hardly the first field of study where the
scope of a model has to be defined. In economics, there is a concept known as “economy of scope”
where expanding the scope of an economic activity leads to cost savings. Similarly, when “economy
of scale” is studied for economic activities, the underlying assumption is that the predefined “scope”
is kept constant. As we reviewed earlier, in cognitive science and psychology, extrapolation is studied
in relation to learning, and in such studies, a specific scope is defined for extrapolation, and then that
scope is studied. As the functional task of image classification models involve both interpolation and
extrapolation, we have to study their extrapolation, as well as their interpolation, in the context of the
specific scope defined for each model, the same scope that the model is intended to be used for. In
image classification, the scope relates to the type of images the model is intended to classify.