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Abstract

Multi-fidelity methods are prominently used when cheaply-obtained, but possibly biased and noisy, observations must be effectively combined with limited or expensive true data in order to construct reliable models. This arises in both fundamental machine learning procedures such as Bayesian optimization, as well as more practical science and engineering applications. In this paper we develop a novel multi-fidelity model which treats layers of a deep Gaussian process as fidelity levels, and uses a variational inference scheme to propagate uncertainty across them. This allows for capturing nonlinear correlations between fidelities with lower risk of overfitting than existing methods exploiting compositional structure, which are conversely burdened by structural assumptions and constraints. We show that the proposed approach makes substantial improvements in quantifying and propagating uncertainty in multi-fidelity set-ups, which in turn improves their effectiveness in decision making pipelines.

1 Introduction

A common issue encountered in active learning procedures such as Bayesian optimization (Shahriari et al., 2016) and experimental design (Morris, 2004) is the difficulty or cost to acquire sufficient data. Constructing a reliable model of the underlying system when only few observations are available is challenging, making it common practice to develop simulators from which data can more easily be obtained. Practical examples include computational fluid dynamics for vehicular engineering (Koziel & Leifsson, 2013), weather simulators for climate modeling (Majda & Gershgorin, 2010), and emulators for reinforcement learning (Cutler et al., 2014).

Multi-fidelity models (Kennedy & O’Hagan, 2000; Peherstorfer et al., 2018) are designed to fuse limited true observations (high-fidelity) with cheaply-obtained lower granularity approximations (low-fidelity). However, naively combining data from multiple information sources could result in a model giving predictions which do not accurately reflect the true underlying system. In absence of well-defined information regarding the reliability of each fidelity and the relationships between fidelities, Bayesian inference captures the principle of Occam’s razor through explicitly encoding our uncertainty about these factors (MacKay, 2003). This implicit regularization is pertinent to settings with limited data where overfitting is otherwise likely to occur.

In the spirit of Bayesian modeling, Gaussian processes (GPs; Rasmussen & Williams, 2006) are well suited to multi-fidelity problems due their ability to encode prior beliefs about how fidelities are related, yielding predictions accompanied by uncertainty estimates. GPs formed the basis of seminal autoregressive models (henceforth AR1) investigated by Kennedy & O’Hagan (2000) and Le Gratiet & Garnier (2014), and were shown to be effective given a linear mapping between fidelities, i.e. the high-fidelity function $f_t$ can be modeled as:

$$f_t(x) = \rho_t f_{t-1}(x) + \delta_t(x), \quad (1)$$

where $\rho_t$ is a constant scaling the contribution of samples $f_{t-1}$ drawn from the GP modeling the data at the preceding fidelity, and $\delta_t(x)$ models the bias between fidelities. However, such models are insufficient when the relationship between fidelities is nonlinear, i.e. there is now a space-dependent nonlinear transformation $\rho_t$ that relates one fidelity to the next as:

$$f_t(x) = \rho_t(f_{t-1}(x), x) + \delta_t(x). \quad (2)$$
The additive structure and independence assumption between the GPs for modeling \( \rho_t(f_{t-1}(x), x) \) and \( \delta_t(x) \) permits us to combine these as a single GP that takes as inputs both \( x \) and \( f_{t-1}^*(x) \), where the latter denotes a sample from the posterior of the GP modeling the preceding fidelity evaluated at \( x \). This results in a composition of GPs that can be compactly expressed as \( f_t(x) = g_t(f_{t-1}^*(x), x) \). As highlighted by Perdikaris et al. (2017) and exemplified in Figure 1, the AR1 model cannot capture nonlinear correlations between fidelities.

Problem Statement

Deep Gaussian processes (DGPs; Damianou & Lawrence, 2013) are a natural candidate for handling nonlinearities between fidelities by way of function composition, allowing for uncertainty propagation in a nested structure of GPs where each GP models the transition from one fidelity to the next. However, DGPs are cumbersome to develop and approximations are necessary for enabling tractable inference. In spite of being motivated by the structure of DGPs, the nonlinear multi-fidelity model (NARGP) proposed by Perdikaris et al. (2017) amounts to a disjointed architecture whereby each GP is fitted in an isolated hierarchical manner, thus preventing GPs at lower fidelities from being updated once they have already been fit. This deconstruction into independent models which are optimized sequentially violates our aforementioned preference of using Occam’s razor as a means of controlling the model’s complexity, making it more susceptible to overfitting.

Consider the example given in Figure 1. In the tail-end of the function, there are no high-fidelity observations available and only low-fidelity points to fall back on. In this case, we would expect the model to return higher uncertainty to reflect the lack of data available, but instead, NARGP predicts an incorrect result with high confidence. Closer inspection of the optimal hyperparameters obtained after training the model confirms our intuition regarding overfitting, since kernel parameters settle at values which are orders of magnitude larger than the range in which they are expected to lie. This is particularly problematic when the model is intended for use in a computational pipeline or active learning procedure, where uncertainty calibration is imperative.

In this work, we propose the first complete interpretation of multi-fidelity modeling using DGPs, which we refer to as MF-DGP. In particular, we construct a multi-fidelity DGP model which can be trained end-to-end, overcoming the constraints that hinder existing attempts at using DGP structure for this purpose. Having a DGP model that communicates uncertainty estimates between all fidelities at training time also allows us to properly assess the suitability of DGPs over standard GPs in the multi-fidelity setting. Returning to the example given in Figure 1, we see that our model fits the true function properly while also returning sensibly conservative uncertainty estimates. Moreover, our model also inherits the compositional structure of NARGP, thus alleviating a crucial limitation of the AR1 model. The model’s formulation leverages the sparse DGP approximation proposed by Salimbeni & Deisenroth (2017) for tractability.

Our principal contributions are listed below:

- We identify potential issues with existing approaches for compositional multi-fidelity modeling, emphasising their tendency to overfit;
- We develop a novel multi-fidelity model which enables end-to-end training with well-calibrated uncertainty quantification. This includes a detailed analysis of the nuances involved in its construction;
- We provide a thorough experimental evaluation of our model by way of comparisons with other techniques, application to a large-scale real-world problem, and showcase the use of MF-DGP for experimental design using a determinantal point process;
- The model implementation has been integrated in Emukit\(^1\), an open-source package for carrying out emulation and decision making in a design loop.

\(^1\)https://github.com/amzn/emukit

Figure 1: Limitations addressed and resolved jointly by our proposed MF-DGP architecture. Blue and red markers denote low and high-fidelity observations respectively. Shaded regions indicate the 95% confidence interval.
The paper is organized as follows. In the next section, we review the literature on multi-fidelity modeling with GPs and clarify how our contributions fit within this landscape. Subsequently, in Section 3 we introduce DGDs and illustrate how these can be interpreted in the multi-fidelity setting. A detailed description and discussion of our model, MF-DGP, follows in Section 4, and its performance is evaluated in Section 5, where we also compare our results against a selection of alternatives. An outlook on extensions and future work concludes the paper.

2 Related Work

Multi-fidelity models came to prominence in the foundational work by Kennedy & O’Hagan (2000), where a GP having a kernel suited for multi-fidelity observations was used to model linear correlations between data at ordered fidelity levels. However, the flexibility of this approach was burdened by the cubic computational complexity from \( O(T^3) \) to \( O(N_T^3) \), where \( N_t \) denotes the number of observations with fidelity level \( t \), the posterior obtained from this model was also shown to be identical to that of the original model under the assumptions of noiseless observations and nested inputs, i.e. points observed with fidelity level \( t \) are also observed at all lower fidelities.

The similarity between nested GP models for multi-fidelity and traditional deep GPs was first noted by Perdikaris et al. (2017) in their formulation of the NARGP model, where the parallels to DGP inference are derived from propagating uncertain outputs from one GP to the next. Nonetheless, the design and implementation of our MF-DGP model is markedly different, and this has notable implications on both the model architecture as well as its predictive performance. Whereas NARGP amounts to a set of disjointed GPs trained sequentially in isolation, here we present a single DGP for jointly modeling data from all fidelities; NARGP disregards the nuances of such models in its formulation.

Conversely, the ‘deep multi-fidelity GP’ model (DEEP-MF) presented by Raisi & Karniadakis (2016) extends the original multi-fidelity model by learning a deterministic transformation applied to the inputs (using a deep neural network). However, the resulting model bears more resemblance to a manifold GP (Calandra et al., 2016), which amounts to standard GP inference on warped inputs and does not involve actual process composition. The autoregressive nature of DGDs is also briefly mentioned in Requeima et al. (2019).

Several other extensions to traditional multi-fidelity approaches have been developed, singularly addressing issues such as scalability (Zaytsev & Burnaev, 2017), mismatched training and target distributions (Liu et al., 2018), incorporating gradient information (Ulaganathan et al., 2016), and non-hierarchical ordering of fidelities (Lam et al., 2015; Poloczek et al., 2017). Tangentially, multi-fidelity methods tailored to Bayesian optimization and bandit algorithms have also recently been investigated by Sen et al. (2018) and Kandasamy et al. (2016) among others.

3 Deep Gaussian Processes

Consider a supervised learning problem in which we are interested in learning the mapping between a set of \( N \) input vectors \( \mathbf{x} = [\mathbf{x}_1, \ldots, \mathbf{x}_N]^\top \), where \( \mathbf{x}_i \in \mathbb{R}^{D_i} \), and corresponding univariate labels \( y = [y_1, \ldots, y_N]^\top \), with \( y_i \in \mathbb{R} \). Gaussian processes (GPs; Rasmussen & Williams, 2006) rely on Bayesian inference for learning a mapping such that the distribution over any finite subset of input points is a multivariate Gaussian. More formally, observations are assumed to be noisy realisations of function values \( f = [f_1, \ldots, f_N]^\top \) drawn from a GP with some likelihood \( p(y|f) \). The key characteristics of the functions that can be drawn from the GP are determined by a set of covariance parameters defining the GP prior. A popular choice of covariance is the exponentiated quadratic (or RBF) function:

\[
k(x_i, x_j|\theta) = \sigma^2 \exp \left[ -\frac{1}{2}(x_i - x_j)^\top \Lambda^{-1}(x_i - x_j) \right],
\]

where the parameter set \( \theta \) comprises the marginal variance of the GP, \( \sigma^2 \), and \( \Lambda = \text{diag}(l_1^2, \ldots, l_{D_m}^2) \), with each \( l_d \) interpreted as a lengthscale parameter. The posterior distribution of a GP denotes a Gaussian distribution over candidate functions characterized by a posterior mean and covariance.

Inspired by the widespread success of deep learning in neural network architectures, deep Gaussian processes (DGPs; Damianou & Lawrence, 2013) are constructed by nesting GP models such that the output of one GP is propagated as input to the next. Their application to the multi-fidelity setting is particularly appealing because if we assume that each layer corresponds to a fidelity level, then the latent functions at the intermediate layers are given a meaningful interpretation which is not always available in standard DGP models.

However, in spite of their theoretic appeal, inference using DGP models is notoriously difficult since the inte-
grals involved in computing the marginal likelihood and making predictions are generally intractable (Damianou, 2015). The first attempt at using DGP structure in a multi-fidelity setting (Perdikaris et al., 2017) relied on structural assumptions on the data to circumvent these difficulties. However, the model’s capacity and flexibility are heavily impaired by such simplifications.

Recent advances in the DGP literature (Cutajar et al., 2017; Salimbeni & Deisenroth, 2017) have leveraged traditional GP approximations to construct scalable DGP models which are easier to specify and train. While both of the aforementioned DGP approximations can be adapted for multi-fidelity data, we peruse the model presented by Salimbeni & Deisenroth (2017) to avoid the constraints imposed on selecting kernel functions in Cutajar et al. (2017).

4 Multi-fidelity DGP (MF-DGP)

Extending the concepts introduced in the previous section, we now describe the architecture of our proposed MF-DGP model along with the nuances of its design. In the spirit of continuity, we intentionally mirror the notation of Salimbeni & Deisenroth (2017) to preserve focus on the components enabling multi-fidelity modeling.

4.1 Model Specification

Let us assume a dataset \( D \) having observations at \( T \) fidelities, where \( X^t \) and \( y^t \) denote the inputs and corresponding outputs observed with fidelity level \( t \):

\[
D = \{ (X^1, y^1), \ldots, (X^t, y^t), \ldots, (X^T, y^T) \}. 
\]

Intuitively, and for enhanced interpretability, we assume that each layer of our MF-DGP model corresponds to the process modeling the observations available at fidelity level \( t \), and that the bias or deviation from the true function decreases from one level to the next. We use the notation \( f^t_l \) to denote the evaluation at layer \( l \) for inputs observed with fidelity \( t \); for example, the evaluation of the process at layer ‘1’ for the inputs observed with fidelity ‘3’ is denoted as \( f^3_1 \). A conceptual illustration of the proposed MF-DGP architecture is given in Figure 2 (left) for a dataset with three fidelities. Note that the GP at each layer is conditioned on the data belonging to that level, as well as the evaluation of that same input data at the preceding fidelity. This gives an alternate perspective to the notion of feeding forward the original inputs at each layer, as originally suggested in Duvenaud et al. (2014) for avoiding pathologies in deep architectures.

Layer-wise Sparse Approximation

At each layer we rely on the sparse variational approximation of a GP for inference, whereby a set of inducing points \( u \) is introduced such that the augmented joint posterior \( p(f, u) \) yields a true bound on the marginal likelihood of the exact GP. This is achieved by introducing:

\[
q(f^t_l | u_l) = p(f^t_l | u_l; \{ f^t_{l-1}, X^t \}, Z_{l-1}) q(u_l), \quad (4)
\]

where \( Z_{l-1} \) denotes the inducing inputs for layer \( l \), \( u_l \) their corresponding function evaluation, and \( q(u_l) = \mathcal{N}(u_l | \mu_l, \Sigma_l) \) is the variational approximation of the inducing points. The mean and variance defining this variational approximation, i.e. \( \mu_l \) and \( \Sigma_l \), are optimized during training. Furthermore, if \( u_l \) is marginalized out from Equation 4, the resulting variational posterior is once again Gaussian and fully defined by its mean, \( \tilde{m}_l \), and variance, \( \tilde{S}_l \):

---

Figure 2: Left: MF-DGP architecture with three fidelity levels. Observed data and latent variables are color-coded in order to indicate the associated fidelity level. The latent variables at each layer denote samples drawn from a GP. For example, the evaluation of MF-DGP at layer ‘1’ for the inputs observed with fidelity ‘3’ is denoted as \( f^3_1 \). Right: Predictions using the same MF-DGP model, whereby the original input \( x \) is input at every fidelity level along with the evaluation up to the previous level. The output \( y^*_t \) denotes the model’s prediction for fidelity \( t \).
Note that at all layers, \(Z\) and marginal likelihood as follows:

\[
q(f^t_l | \mu_l, \Sigma_l; \{f^t_{l-1}, X^t\}, Z_{l-1}) = \mathcal{N}(f^t_l | \tilde{m}^t_l, \tilde{S}^t_l),
\]

(5)

which can be derived analytically.

The marginalization property which is key to simplifying inference is also preserved in the multi-fidelity setting. In particular, this entails that within each layer the marginals depend exclusively on the corresponding inputs, yielding the following posterior for the \(i^{th}\) input observed with highest fidelity:

\[
q\left(f^{i,T}_L\right) = \int \prod_{l=1}^{L} q\left(f^{i,T}_l | \mu_l, \Sigma_l; \{f^{i,T}_{l-1}, x^{i,T}\}, Z_{l-1}\right) df^{i,T}_1 \ldots df^{i,T}_{L-1}.
\]

(6)

Note that at all layers, \(u_i\) will have dimensionality \(M_i \times D_{in}\), where \(M_i\) is the number of inducing points at layer \(l\) and \(D_{in}\) is the output dimensionality of the observations. On the other hand, \(Z_{l-1}\) will have dimensionality \(M_i \times D_{out}\) at the first layer, but \(M_i \times (D_{in} + D_{out})\) at all subsequent ones. This happens because the intermediate layers’ inputs contain both the location of the data point in the original input space as well as its evaluation up to the previous layer/fidelity. The likelihood noise at lower fidelity levels is encoded as additive noise in the kernel function of the GP at that layer.

**Evidence Lower Bound**

We can formulate the variational lower bound on the marginal likelihood as follows:

\[
\mathcal{L}_{MF-DGP} = \sum_{l=1}^{L} \sum_{i=1}^{N_l} \mathbb{E}_{q(f^{i,t})} \left[ \log p\left(y^{i,t} | f^{i,t}_l\right) \right] + \sum_{l=1}^{L} D_{KL} \left[q \left(u_i\right) \| p \left(u_i; Z_{l-1}\right) \right],
\]

(7)

where we assume that the likelihood is factorized across fidelities and observations (allowing us to express the log likelihood as a double summation), and \(D_{KL}\) denotes the Kullback-Leibler divergence. This lower bound is the multi-fidelity objective function for our model, and a full derivation can be found in the supplementary material.

**4.2 Multi-fidelity Predictions**

Model predictions with different fidelities are also obtained recursively by propagating the input through the model up to the chosen fidelity. At all intermediate layers, the output from the preceding layer ‘\(t-1\)’ (also corresponding to the prediction with fidelity ‘\(t-1\)’) is augmented with the original input, as will be made evident by the choice of kernel explained in the next section. The output of a test point \(x^t\) can then be predicted with fidelity level \(t\) as follows:

\[
q(f^t_t) \approx \frac{1}{S} \sum_{s=1}^{S} q\left(f^t_{s,t} | \mu_t, \Sigma_t; \{f^t_{s,t-1}, x^t\}, Z_{t-1}\right),
\]

(8)

where \(S\) denotes the number of Monte Carlo samples and \(t\) replaces \(l\) as the layer indicator (assuming one layer per fidelity). This procedure is illustrated in Figure 2 (right).

**4.3 Multi-fidelity Covariance**

The multi-fidelity kernel function for every GP at an intermediate layer is inspired by that proposed in Perdikaris et al. (2017), since it captures both the potentially nonlinear mapping between outputs as well as the correlation in the original input space:

\[
k_l = k^p_l (x^i, x^j; \theta^p_l) k_{l-1}^p \left(f^t_{l-1}(x^i), f^t_{l-1}(x^j); \theta^p_{l-1}\right) + k^s_l (x^i, x^j; \theta^s_l),
\]

(9)

where \(k_{l-1}^p\) denotes the covariance between outputs obtained from the preceding fidelity level, \(k^p_l\) is a space-dependent scaling factor, and \(k^s_l\) captures the bias at that fidelity level. At the first layer this reduces to:

\[
k_1 = k^s_1 (x^i, x^j; \theta^s_1).
\]

(10)

Perdikaris et al. (2017) assumed that each individual component of the composite kernel function is an RBF kernel as defined in Equation 3; however, this may not be appropriate when the mapping between fidelities is linear. To this end, we propose to enhance the covariance function given in Equation 9 with a linear kernel such that the composite intermediate layer covariance becomes:

\[
k_l = k^p_l (x^i, x^j; \theta^p_l) \left[\sigma^2_{l} f^t_{l-1}(x^i) \top f^t_{l-1}(x^j) \right] + k^s_l \left(f^t_{l-1}(x^i), f^t_{l-1}(x^j); \theta^s_{l-1}\right) + k^s_l (x^i, x^j; \theta^s_l).
\]

(11)

A similar discussion on designing more tailored kernels for autoregressive problems was recently also put forward by Liu et al. (2018) and Requeima et al. (2019).

**4.4 Treatment of Inducing Inputs**

One of the less straightforward aspects of this model concerns the selection and optimization of inducing inputs at
Layers 2 to $L$. Recall that the first layer only takes input points lying in the standard input space of the function; in this case, the role of inducing inputs is straightforward as in other sparse GP approximations. However, the transition to higher layers is not as clear.

At these layers, the input to the intermediate GP is the combination of points in the original input space as well as the corresponding function evaluation returned from the previous layer. However, freely optimizing inducing points at these layers is no longer appropriate since the output from the previous layer is intrinsically linked to the input point with which it is associated. We currently circumvent this issue by selecting the inducing points from the available observations at the previous fidelity layer and fix them during optimization. Devising more principled approaches for constraining the optimization of inducing points is a challenging direction for future work.

4.5 Stochastic Variational Inference

The use of stochastic variational inference (SVI) techniques (Hoffman et al., 2013; Hensman et al., 2013) for optimizing kernel parameters and inducing inputs requires careful design for ensuring the model consistently converges to an optimal solution. Following similar approaches adopted in models relying on SVI, we devise a two-step optimization procedure for training the model. Initially, we fix the variance of the variational parameters to low values in order to enforce stability in the optimization procedure during the early iterations. We also fix the noise variance at all layers for the same purpose. The former mitigates the risk of remaining stuck at the variational prior, while the latter trick is helpful for preventing the noise variance from becoming excessively large. After a pre-established number of steps, the aforementioned parameters are then freed and trained jointly with the rest. Further details on the set-up used for the experimental evaluation are given in Section 5.

Adapting the training procedure for MF-DGP to work with mini-batches is straightforward as it simply involves rescaling the model fit component appearing in Equation 7. The only caveat is in finding an adequate balance between observations having different fidelities in the composition of each mini-batch. Assuming limited high-fidelity observations, one can include these at every training step while sub-sampling the data observed with lower fidelity.

4.6 Complexity

If we assume that the only observations available belong to the highest fidelity level, the computational complexity of the model is $O \left( SNM^2 (D_{out,1} + \cdots + D_{out,L}) \right)$, which reduces to $O \left( SNMF^2L \right)$ in the case of having a single output dimension. However, since we expect the majority of observations to be at lower-fidelity layers, training MF-DGP will be faster than a regular DGP. Our implementation of MF-DGP builds upon the GPflow (Matthews et al., 2017) code provided for the model presented by Salimbeni & Deisenroth (2017), exploiting automatic differentiation for optimization.

4.7 Comparison to NARGP and DEEP-MF

Reframing the discussion in Section 2 in view of the presented contributions, MF-DGP primarily distinguishes itself from NARGP in how intermediate GPs are linked. Assuming nested input structures and no observation noise at lower fidelities, Perdikaris et al. (2017) show that the optimized posterior over the model parameters at level $t$ is optimal even if the GPs are trained sequentially in isolation (this is in sharp contrast to the visualization of our model given in Figure 2, where fidelity levels are no longer disjointed). While such constraints enable simpler and faster training, they are overly restrictive in practice since such guarantees are difficult to enforce when sourcing multi-fidelity data. Our model lifts these constraints by introducing a singular objective (Equation 7) with respect to which the inducing points and kernel parameters at all layers are jointly optimized. This poses alternative modeling challenges which we address by leveraging advances in the specification of DGP-ML. While signposted as a useful extension in earlier work, practical use of SVI for multi-fidelity modeling is also novel to this paper.

The DEEP-MF model (Raissi & Karniadakis, 2016) bears less resemblance to our model. Its name is derived from a deep deterministic transformation that is applied to the inputs, but the multi-fidelity component of the model is identical to AR1. Incorporating similar input transformations in our model would be straightforward, but we do not explore this option further here.

5 Experiments

In the preceding sections, we developed a multi-fidelity model that can be trained end-to-end across fidelities. Through a series of experiments, we validate that beyond its theoretic appeal, the proposed MF-DGP model also works well in practice. We begin with a visual illustration of the superior uncertainty quantification returned by the model, and corroborate these findings by comparing it against competing techniques on a suite of established multi-fidelity problems with varying fidelity levels. This is followed by an experiment involving a large-scale real-world dataset for which nearly a million observations are
available. An experimental design set-up showcasing the benefits of using MF-DGP in conjunction with determinantal point processes concludes this section.

5.1 Synthetic Examples

One of the primary motivations for undertaking this work was to develop a fully-fledged multi-fidelity model which avoids the overfitting issues encountered in existing models. We commence this section by considering experimental set-ups where the available data is generally insufficient to yield confident predictions, and higher uncertainty is prized. In particular, we consider four synthetic examples (plotted in Figure 3) - two where the correlation between fidelities is linear, and two where this is nonlinear.\(^2\)

\(2\)Illustrations are given in the supplement.

We train MF-DGP using the two-step procedure described in Section 4.5, whereby the noise variance and variational parameters are fixed for the first 5,000 training steps, before being trained jointly with the rest for another 15,000 steps. For increased stability, the variational distributions at lower fidelities are initially fixed to the known training targets; these are then freed and optimization is continued. The Adam optimizer (Kingma & Ba, 2015) is used with learning rate set to 0.003 and 0.001 for the first and second training phases respectively. Training generally converges in fewer iterations, but we keep this configuration for conformity.

In Figure 4, we compare our model to AR1, NARGP, and DEEP-MF on multi-fidelity scenarios where the allocation of high-fidelity data is either limited or constrained to one area of the input domain. In all examples, our model yields appropriately conservative estimates in regions where insufficient observations are available. The improved uncertainty quantification can be validated visually for these one-dimensional examples, but this is also corroborated by the superior mean negative log-likelihood (MNLL) reported for MF-DGP on the test data.

5.2 Benchmark Comparison

Beyond the synthetically-constructed examples considered thus far, we verify the suitability of using MF-DGP over existing methods by benchmarking their performance on a selection of well-known multi-fidelity problems (full specification in the supplementary material). Five randomly-generated datasets are prepared for each example function, following the allocation of points to different fidelities listed in Table 1. The results denote the R-squared ($R^2$), root mean squared error (RMSE), and MNLL obtained using each model over a fixed test set of 1,000 points covering the entire input domain. The obtained results give credence to our intuition that MF-DGP balances issues in alternative modeling approaches, which are singularly tailored for linear and nonlinear fidelity correlations respectively. Notably, for the 3-level Branin function having nonlinear correlations between fidelities, the AR1 model is incapable of properly modeling the high-fidelity data, whereas MF-DGP significantly outperforms NARGP on all metrics.

5.3 Large-scale Real-world Experiment

We now proceed to demonstrate the effectiveness of MF-DGP on a real-world dataset which also shows how mini-batch-based training with SVI is essential for modeling large datasets beyond the scale to which multi-fidelity methods are usually applied. In particular, we fit MF-DGP to data describing the infection rate of Plasmodium falciparum (a known cause of malaria) among children in Africa\(^3\), illustrated in Figure 5 (left). For our evaluation, we treat data from 2005 as being low-fidelity and more recent data from 2015 as high-fidelity; this permits us to exploit ample historical data to build an accurate model of the current infection rate for which fewer observations are given. As the targets lie on the interval \([0, 1]\), we transform these using a logit function before fitting the model.

We train the model with 800,000 low-fidelity data-points and 1,000 high-fidelity observations, where each mini-batch consists of 1,000 low-fidelity and all 1,000 high-fidelity points. Optimization is carried out using Adam for 30,000 iterations, while 1,000 inducing points are used at each layer. Upon training, the model was evaluated on a test set comprising of 10,000 high-fidelity points. The results obtained by MF-DGP on this data are visualized in Figure 5 (center), with an RMSE of 0.063. In contrast, an exact GP trained only on high-fidelity observations scores an inferior RMSE of 0.096.

\(^3\)Extracted from maps provided by The Malaria Atlas Project, https://map.ox.ac.uk.
5.4 Experimental Design with MF-DGP

Lastly, we demonstrate how the posterior distribution associated with our MF-DGP model can be used for the purpose of experimental design. In particular, we validate how this can be exploited in order to make decisions on where to obtain new observations of infection rates such that the overall quality of predictions returned by the model is improved. We are generally interested in observing these new points with high-fidelity at locations where uncertainty is large (leading to a more diverse set of locations) or where we expect there to be a substantial infection rate (denoted by lighter shading on the map). This balances the exploration-exploitation trade-off that is commonly targeted by such schemes.

A determinantal point process (DPP; Macchi, 1975) is well-suited for addressing the aforementioned criteria; the kernel function of a DPP is chosen to be 

\[ \mu(x)k(x, x')\mu(x') \],

where \( k(\cdot, \cdot) \) and \( \mu(\cdot) \) denote the posterior covariance and mean functions of the MF-DGP model. The covariance term encourages points to be selected at a set of diverse locations where the model uncertainty is high, whereas the mean term gives greater weight to input locations where the infection rate is expected to be high. In order to sample from the DPP, we first evaluate the mean and covariance of the trained MF-DGP at a randomly-selected set of 2,500 input locations. By setting the cardinality \( k = 50 \), a \( k \)-DPP (Kulesza & Taskar, 2011) is then used to sample 50 high-fidelity points from this subset, which are then interpreted as the locations at which true infection rates should be acquired. Extending the experiment presented in the previous section, the sampled points are illustrated by white markers in Figure 5 (right). Recalling the criteria highlighted at the beginning of this section, the plot clearly indicates that the points selected by this procedure are...
adequately dispersed across the map, with increased concentration in areas where infection rates are predicted to be high. This validates the suitability of our multi-fidelity model in a pipelined decision-making scheme.

6 Conclusion

Reliable decision making under uncertainty is a core requirement in multi-fidelity scenarios where unbiased observations are scarce or difficult to obtain. In this paper, we proposed the first complete specification of a multi-fidelity model as a DGP that is capable of capturing non-linear relationships between fidelities with reduced overfitting. By providing end-to-end training across all fidelity levels, MF-DGP consistently yields superior quantification and propagation of uncertainty that is crucial in active learning and iterative methods such as experimental design. The application of state-of-the-art DGPs to an unconventional setting is also essential for broadening their appeal to a wider community of researchers and practitioners alike.

Effectively optimizing the inducing variables at each layer while remaining faithful to the implicit multi-fidelity constraints is a challenging problem which warrants further investigation, and is key to extending the learning capacity of MF-DGP. On another note, in contrast to the standard AR1 model, the compositional structure of MF-DGP hinders the specification of analytic expressions for the acquisition functions prevalent in procedures such as Bayesian optimization or quadrature. Beyond the multi-fidelity setting explored here, the latter requirement accentuates ongoing effort to develop active learning schemes that are better-suited for deep models.
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A Further Model Details

For completeness, in the following appendix we extend the model description given in Section 4 of the main paper. In particular, we detail the variational approximation for the model and derive the evidence lower bound that serves the role of our model’s multi-fidelity objective function with respect to which parameters are optimized. As in the main text, we intentionally remain faithful to the general notation and structure of Salimbeni & Deisenroth (2017) in order to place emphasis on the multi-fidelity extension being proposed in this work as opposed to the DGP approximation upon which it is based.

A.1 Approximating the Marginal Likelihood of MF-DGP

Assume that each layer, \( l \), of our MF-DGP model corresponds to a realisation of the process modeled with fidelity \( t \). For a dataset with \( T \) fidelities, the marginal likelihood of our MF-DGP model is then given by:

\[
L_{\text{MF-DGP}} = \mathbb{E}_{q(\{f_t\}_{t=1}^T, \{u_l\}_{l=1}^L)} \left[ \log \left( \frac{p(\{y^{t, f_t}_{i=1} \}_{t=1}^T, \{u_l\}_{l=1}^L)}{q(\{f_t\}_{t=1}^T, \{u_l\}_{l=1}^L)} \right) \right].
\]  

(12)

We have that:

\[
p(\{y^t, f^t\}_{t=1}^T, \{u_l\}_{l=1}^L) = \prod_{t=1}^T N_t \prod_{i=1}^t p\left(y^{i,t} | f^{i,t}_t, \{f^{i-1,t}_{t-1}, X^t\}, Z_{t-1} \right) \times \prod_{l=1}^L p\left(u_l; Z_{l-1} \right),
\]  

(13)

where \( N_t \) denotes the number of data points observed with fidelity level \( t \). Similarly the denominator in the expectation can be expanded as:

\[
q(\{f^t\}_{t=1}^T, \{u_l\}_{l=1}^L) = \prod_{t=1}^T \prod_{l=1}^t p\left(f^t_l | u_l; \{f^t_{l-1}, X^t\}, Z_{l-1} \right) \times \prod_{l=1}^L q\left(u_l \right).
\]  

(14)

By inserting Equations (13) and (14) in (12), and canceling out equivalent terms in the numerator and denominator, we obtain the following variational lower bound on the marginal likelihood of our multi-fidelity model:
\[ \mathcal{L}_{\text{MF-DGP}} = \int \int q (\{f_i^{t,t}\}_{i=1}^{T} \mid \{\mathbf{u}_i\}_{i=1}^{L}) \log \left( \frac{\prod_{t=1}^{T} \prod_{i=1}^{N_t} p(y^{i,t} \mid f_i^{t,t}) \times \prod_{i=1}^{L} p(\mathbf{u}_i; \mathbf{Z}_{i-1})}{\prod_{i=1}^{L} q(\mathbf{u}_i)} \right) \, d\{f_i^{t,t}\}_{i=1}^{T} \mid \{\mathbf{u}_i\}_{i=1}^{L} \\
= \int \int q (\{f_i^{t,t}\}_{i=1}^{T} \mid \{\mathbf{u}_i\}_{i=1}^{L}) \log \left( \prod_{t=1}^{T} \prod_{i=1}^{N_t} p(y^{i,t} \mid f_i^{t,t}) \right) \, d\{f_i^{t,t}\}_{i=1}^{T} \mid \{\mathbf{u}_i\}_{i=1}^{L} + \int \int q (\{f_i^{t,t}\}_{i=1}^{T} \mid \{\mathbf{u}_i\}_{i=1}^{L}) \log \left( \frac{\prod_{i=1}^{L} p(\mathbf{u}_i; \mathbf{Z}_{i-1})}{\prod_{i=1}^{L} q(\mathbf{u}_i)} \right) \, d\{f_i^{t,t}\}_{i=1}^{T} \mid \{\mathbf{u}_i\}_{i=1}^{L} \\
= \sum_{t=1}^{T} \sum_{i=1}^{L} \mathbb{E}_{q(f_i^{t,t})} \left[ \log p\left(y^{i,t} \mid f_i^{t,t}\right) \right] + \sum_{t=1}^{T} \sum_{i=1}^{L} \mathbb{E}_{q(f_i^{t,t})} \left[ \log \left( \prod_{i=1}^{N_t} p(y^{i,t} \mid f_i^{t,t}) \right) \right] + \sum_{t=1}^{T} \sum_{i=1}^{L} \mathbb{E}_{q(f_i^{t,t})} \left[ \log \left( \frac{\prod_{i=1}^{L} p(\mathbf{u}_i; \mathbf{Z}_{i-1})}{\prod_{i=1}^{L} q(\mathbf{u}_i)} \right) \right] + \sum_{t=1}^{T} \sum_{i=1}^{L} D_{\text{KL}} [q(\mathbf{u}_i) \mid \mid p(\mathbf{u}_i; \mathbf{Z}_{i-1})] \]  \\
= \sum_{t=1}^{T} \sum_{i=1}^{L} \mathbb{E}_{q(f_i^{t,t})} \left[ \log p\left(y^{i,t} \mid f_i^{t,t}\right) \right] + \sum_{t=1}^{T} \sum_{i=1}^{L} D_{\text{KL}} [q(\mathbf{u}_i) \mid \mid p(\mathbf{u}_i; \mathbf{Z}_{i-1})]. 
\]  

If both the true distribution and the variational approximation are assumed to be Gaussian, the \(D_{\text{KL}}\) term can conveniently be evaluated analytically.

### A.2 Reparameterization Trick

As with other DGP models (Dai et al., 2016; Cutajar et al., 2017) trained using stochastic variational inference (see Section 4.5), the reparameterization trick (Kingma & Welling, 2014) is then used to recursively draw samples from the variational posterior:

\[ f_i^{t,i} = \tilde{m}_t \left( \{f_{i-1}^{i,t}, x^{i,t}\} \right) + \varepsilon_i^{t,i} \otimes \sqrt{\tilde{S}_t \left( \{f_{i-1}^{i,t}, x^{i,t}\}, \{f_{i-1}^{i,t}, x^{i,t}\} \right)}, \]

where \(\varepsilon_i^{t,i} \sim \mathcal{N}(\mathbf{0}, I_{D_{\text{out}}}).\)

### B Additional Detail on Experiments

This appendix contains further information on the experimental evaluation provided in Section 5 of the main paper which was excluded due to space constraints.
Table 2: Detail of synthetically-constructed functions used in experimental evaluation.

| EXAMPLE   | FIDELITY | FUNCTION                                      |
|-----------|----------|-----------------------------------------------|
| LINEAR-A  | LOW      | \( y_l(x) = \frac{1}{2} y_h(x) + 10 \left( x - \frac{1}{2} \right) + 5 \) |
|           | HIGH     | \( y_h(x) = (6x - 2)^2 \sin(12x - 4) \)      |
| LINEAR-B  | LOW      | \( y_l(x) = 2y_h(x) + \left( x^3 - \frac{1}{2} \right) \sin(3x - \frac{1}{2}) + 4 \cos(2x) \) |
|           | HIGH     | \( y_h(x) = 5x^2 \sin(12x) \)                |
| NONLINEAR-A| LOW    | \( y_l(x) = \sin(8\pi x) \)                  |
|           | HIGH     | \( y_h(x) = \left( x - \sqrt{2} \right) (y_l(x))^2 \) |
| NONLINEAR-B| LOW    | \( y_l(x) = \cos(15x) \)                      |
|           | HIGH     | \( y_h(x) = xe^{y_l(2x-\sqrt{2})} - 1 \)      |

B.1 Mapping Between Fidelities for Synthetic Examples

In the first experiment presented in Section 5, we evaluated the performance of our model on four example functions, two having a linear mapping between fidelities and another two with nonlinear mappings; their precise definition is given in Table 2. The relationships between fidelities for these example functions are illustrated in Figure 6, where the bottom row shows the mapping from low-fidelity observations to their high-fidelity counterparts. It is difficult to infer much useful information about the problem from simply observing these plots; however, the additional complexity of the two nonlinear examples is indicative of where the standard AR1 model can be expected to perform badly.

Figure 6: Top: Synthetic multi-fidelity functions used for model comparison. Bottom: Mapping between low and high-fidelity observations for same functions.

In our evaluation, we observed that all methods worked best when the output values for all fidelities were scaled down, particularly for ensuring convergence in the optimization procedure. To this end, in the experiments we scale down the original functions by a constant scaling factor while still preserving the relationship between fidelities in their original formulation.

B.2 Specification of Benchmark Problems

In Section 5.2 of the main paper, we evaluated the performance of our model on a set of five benchmark problems that are widely used in the literature for evaluating the effectiveness of multi-fidelity methods. The specification of each
problem is given below:

- **CURRIN**
  
The CURRIN function is a two-dimensional problem that is commonly featured in works related to simulating computer experiments, with input domain \( x \in [0, 1]^2 \). The high-fidelity variation of this function is given by:

\[
y_h(x) = \left[1 - \exp \left(-\frac{1}{2x_2}\right)\right] \frac{2300x_1^3 + 1900x_2^2 + 2002x_1 + 60}{100x_1^2 + 500x_2^2 + 4x_1 + 20},
\]

whereas the low-fidelity alternative is given by:

\[
y_l(x) = \frac{1}{4} [y_h(x_1 + 0.05, x_2 + 0.05) + y_h(x_1 + 0.05, \max(0, x_2 - 0.05))] + \\
\frac{1}{4} [y_h(x_1 - 0.05, x_2 + 0.05) + y_h(x_1 - 0.05, \max(0, x_2 - 0.05))];
\]

- **PARK**
  
The PARK function is a four-dimensional problem where all inputs lie in the range \([0, 1]\). High-fidelity observations are evaluated as:

\[
y_h(x) = \frac{x_1}{2} \left[\sqrt{1 + (x_2 + x_3)^2 \frac{x_4}{x_1^2}} - 1\right] + (x_1 + 3x_4) \exp [1 + \sin (x_3)],
\]

while low-fidelity observations are obtained using:

\[
y_l(x) = \left[1 + \frac{\sin (x_1)}{10}\right] y_h(x) - 2x_1 + x_2^2 + x_3^2 + 0.5;
\]

- **BOREHOLE**
  
The BOREHOLE example is a two-level physical model that simulates water flow through a borehole, and depends on eight input parameters. The input domain is constrained to lie in the following regions: \(x_1 \in [0.05, 0.15], x_2 \in [100, 50000], x_3 \in [63070, 115600], x_4 \in [990, 1110], x_5 \in [63.1, 115], x_6 \in [700, 820], x_7 \in [1120, 1680], x_8 \in [9855, 12045]\). The high-fidelity simulation for this model is given by:

\[
y_h(x) = \frac{2\pi x_3 (x_4 - x_6)}{\log (x_2/x_1) \left(1 + \frac{2\pi x_3}{\log(x_2/x_1)x_1^2} \right) + \frac{z_8}{z_5}},
\]

while the low-fidelity variant is evaluated as:

\[
y_l(x) = \frac{5x_3 (x_4 - x_6)}{\log (x_2/x_1) \left(1.5 + \frac{2\pi x_3}{\log(x_2/x_1)x_1^2} \right) + \frac{z_8}{z_5}};
\]

- **BRANIN**
  
The three-level BRANIN function is taken from the specification given in Perdikaris et al. (2017), where the two-dimensional input lies in the range \([-5, 10] \times [0, 15]\). The three tiers are given by:
\[ y_h(x) = \left( -\frac{1.275}{\pi^2}x_1^2 + \frac{5x_1}{\pi} + x_2 - 6 \right)^2 + \left( 10 - \frac{5}{4\pi} \right) \cos(x_1) + 10, \]

\[ y_m(x) = 10 \sqrt{y_h(x - 2)} + 2(x_1 - 0.5) - 3(3x_2 - 1) - 1, \]

and

\[ y_l(x) = y_m(1.2(x + 2)) - 3x_2 + 1; \]

**HARTMANN-3D**

Finally, the three-level HARTMANN-3D example follows the specification provided in Kandasamy et al. (2016), whereby the three-dimensional input lies in the domain \([0, 1]^3\). The evaluation of observations with fidelity \(t\) is given by:

\[ y_t(x) = \sum_{i=1}^{4} \alpha_i \exp \left( -\sum_{j=1}^{3} A_{ij} (x_j - P_{ij})^2 \right), \]

where

\[
A = \begin{bmatrix}
3 & 10 & 30 \\
0.1 & 10 & 35 \\
0.1 & 10 & 30
\end{bmatrix}
\quad \text{and} \quad
P = \begin{bmatrix}
0.3689 & 0.1170 & 0.2673 \\
0.4699 & 0.4387 & 0.7470 \\
0.1091 & 0.8732 & 0.5547 \\
0.0381 & 0.5743 & 0.8828
\end{bmatrix}.
\]

The vector \(\alpha\) is initially set to \([1.0, 1.2, 3.0, 3.2]^T\) and is updated to \(\alpha_t = \alpha + (3 - t)\delta\) for lower fidelities, where \(\delta = [0.01, -0.01, -0.1, 0.1]^T\).

### B.3 Configuration of Competing Models

In this final section, we elaborate on the configuration and optimization strategies used for the competing techniques in Section 5 of the paper.

- **AR1** (Kennedy & O’Hagan, 2000)
  
The AR1 model is implemented as per the original specification presented by Kennedy & O’Hagan (2000). We opt for this formulation instead of the procedure detailed in Le Gratiet & Garnier (2014) since the latter is more cumbersome to adapt to non-nested input structures, whereas this constraint does not apply to the former. We assign independent noise parameters to each fidelity, which are jointly optimized with the kernel hyperparameters and scaling factors in a single call to the optimization procedure.

- **NARGP** (Perdikaris et al., 2017)
  
  For the NARGP model, we adopt the same optimization strategy considered by Perdikaris et al. (2017) in their evaluation. In particular, individual GPs are used for modeling the data at each fidelity level, and these are optimized sequentially in isolation. We optimize the kernel parameters for the GPs at each layer using a two-step procedure which was applied in the original implementation provided by the authors - the optimization is first carried out with fixed noise variance, after which this parameter is also freed and all parameters are adapted jointly.

- **DEEP-MF** (Raissi & Karniadakis, 2016)
  
  One of the challenges associated with the DEEP-MF model is in selecting an appropriate deterministic nonlinear transformation to be applied to the input data. Given that there is no straightforward approach for deciding how to configure this component of the model, in our evaluation we use the two-layer neural network with sigmoid activation functions reported in the original presentation of the model given by Raissi & Karniadakis (2016). The process noise is shared between fidelities. No pre-existing code was found for this model.