We present a framework for high-redshift ($z \gtrsim 7$) galaxy formation that traces their dark matter (DM) and baryonic assembly in four cosmologies: cold dark matter (CDM) and warm dark matter (WDM) with particle masses of $m_x = 1.5$, 3, and 5 keV. We use the same astrophysical parameters regulating star formation and feedback, chosen to match current observations of the evolving ultraviolet luminosity function (UV LF). We find that the assembly of observable (with current and upcoming instruments) galaxies in CDM and $m_x \gtrsim 3$ keV WDM results in similar halo mass-to-light ratios ($M/L$), stellar mass densities (SMDs), and UV LFs. However, the suppression of small-scale structure leads to a notably delayed and subsequently more rapid stellar assembly in the 1.5 keV WDM model. Thus, galaxy assembly in $m_x \lesssim 2$ keV WDM cosmologies is characterized by (1) a dearth of small-mass halos hosting faint galaxies and (2) a younger, more UV-bright stellar population, for a given stellar mass. The higher $M/L$ (effect 2) partially compensates for the dearth of small-mass halos (effect 1), making the resulting UV LFs closer to CDM than expected from simple estimates of halo abundances. We find that the redshift evolution of the SMD is a powerful probe of the nature of DM. Integrating down to a limit of $M_{UV} = -16.5$ for the James Webb Space Telescope (JWST), the SMD evolves as $\log(SMD) \propto -0.63(1 + z)$ in $m_x = 1.5$ keV WDM, as compared to $\log(SMD) \propto -0.44(1 + z)$ in CDM. Thus, high-redshift stellar assembly provides a powerful test bed for WDM models, accessible with the upcoming JWST.
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1. INTRODUCTION

The current Lambda cold dark matter ($\Lambda$CDM) cosmological paradigm has been extremely successful in explaining the distribution of matter from ~megaparsec (Mpc) to ~gigaparsec (Gpc) scales. It reproduces the statistics of galaxy cluster abundances (e.g., Borgani & Guzzo 2001), galaxy clustering on large scales (e.g., Cole et al. 2005), the temperature anisotropy of the cosmic microwave background (Fixsen et al. 1996; Lange et al. 2001; Hinshaw et al. 2013; Planck Collaboration et al. 2013), and the Ly$\alpha$ forest (e.g., Slosar et al. 2013). In spite of this success, the validity of the $\Lambda$CDM paradigm has been a subject of close scrutiny given that it seems to predict too much power on small scales: (1) CDM generically overpredicts the number of observed satellite and field galaxies (e.g., Klypin et al. 1999; Moore et al. 1999a; Papastergis et al. 2011); (2) CDM models predict halo profiles that are denser and cusplier than those inferred observationally (e.g., Navarro et al. 1997; Subramanian et al. 2000); and (3) CDM predicts a population of massive, concentrated Galactic subhalos that are inconsistent with kinematic observations of Milky Way satellites (e.g., Boylan-Kolchin et al. 2012).

Baryonic feedback has had only moderate success in reconciling CDM with small-scale observations (e.g., Boylan-Kolchin et al. 2012; Garrison-Kimmel et al. 2013; Teyssier et al. 2013). A popular alternate solution can be found by appealing to the nature of DM itself. If DM consisted of ~keV particles, so-called warm dark matter (WDM), it could smear out primordial small-scale density fluctuations, helping alleviate some tension with observations (e.g., Blumenthal et al. 1982; Bode et al. 2001; de Vega & Sanchez 2012; though see, e.g., Macciò et al. 2012). For thermal relics that decouple while relativistic, the free-streaming length can be easily translated to a particle mass, $m_x$. A number of different astrophysical approaches have already been used to obtain constraints on $m_x$. Using the Ly$\alpha$ forest power spectrum measured from high-resolution ($z > 4$) quasar spectra, Viel et al. (2013) obtain a lower limit of $m_x \gtrsim 3.3$ keV. Using observations of dwarf spheroidal galaxies, de Vega & Sanchez (2010) find $m_x > 1.0$ keV. Kang et al. (2013) find that simultaneously reproducing stellar mass functions and the Tully–Fisher relation for $z = 0$–3.5 galaxies requires $m_x > 0.75$ keV. Using the number counts of high-$z$ gamma-ray bursts with a highly conservative Bayesian likelihood analysis, de Souza et al. (2013) obtain limits of $m_x > 1.6$–1.8 keV. Finally, using the number density of $z \approx 10$ lensed galaxies and no astrophysical assumptions, Pacucci et al. (2013) constrain $m_x > 1$ keV.

Given that structure formation proceeds hierarchically and WDM smears out small-scale power, the effects of WDM would be manifested most strongly through a decrease in the number density and a change in the mass buildup of the smallest galaxies at the highest $z$. This is an ideal time to use high-$z$ ($z \gtrsim 7$) Lyman break galaxies (LBGs) to probe the nature of WDM, given that instruments like the Wide Field Camera 3 on the Hubble Space Telescope have recently allowed a statistically significant sample of such galaxies to be collected. This sample has been used to obtain excellent constraints on the evolving ultraviolet luminosity function (UV LF; Bouwens et al. 2010, 2011, 2014; Castellano et al. 2010; McClure et al. 2010, 2013; Oesch et al. 2010, 2013; Bradley et al. 2012; Bowler et al. 2014). In addition, broadband data (colors) have been used to infer the evolution of their global properties, including the stellar mass density (SMD; Labbé et al. 2010a, 2010b; González et al. 2011; Stark et al. 2013), specific star formation rates (Stark et al. 2009; Yabe et al. 2009; González et al. 2010; Schaerer & de Barros 2010; Stark et al.
and mass-to-light ratios \((M/L; Grazian et al. 2015; González et al. 2011)\).

In this work, we build a semianalytic merger-tree-based model that traces the growth of DM halos through mergers and smooth accretion from the intergalactic medium (IGM). We include key baryonic processes of (1) star formation and its impact on ejecting gas from the DM potential well through supernova (SN) winds (internal feedback), (2) photoheating of gas from the outskirts of galaxies exposed to an ultraviolet background (UVB) during reionization (external feedback), and (3) the merger-, accretion-, and ejection-driven growth of stellar and gas mass. Using CDM as the baseline, we explore high-z galaxy formation for WDM masses of \(m_s = 1.5, 3, \text{and } 5 \text{ keV}\).

Our cosmological parameters are \((\Omega_m, \Omega_{\Lambda}, \Omega_b, h, n_s, \sigma_8) = (0.2725, 0.702, 0.04, 0.7, 0.96, 0.83)\), consistent with the latest results from the Planck Collaboration (Planck Collaboration 2013). Unless stated otherwise, we quote all quantities in comoving units.

2. THEORETICAL MODEL

We use the merger-tree-based semianalytic model presented in Dayal et al. (2014) and apply it to four DM models: CDM, and WDM with \(m_s = 1.5, 3, \text{and } 5 \text{ keV}\). In brief, this model simultaneously traces the formation of successively larger DM halos through mergers of smaller progenitors and follows their baryonic physics, including star formation, the growth of stellar mass, and gas mass evolution due to accretion, ejection, and mergers. Our model includes baryonic feedback from both SN explosions and photoheating from reionization. Below we elaborate on the main ingredients.

2.1. DM Merger Trees

We construct CDM and WDM merger trees according to the prescription in Benson et al. (2013) wherein the authors show that a number of modifications have to be introduced to obtain WDM merger trees and mass functions that are in agreement with N-body simulations. These include using a modified initial power spectrum that imposes a cutoff in power below a certain length scale depending on the WDM particle mass, using a sharp window function in \(k\)-space, and calibrating the smooth accretion of DM from N-body simulations. We start from 400 (800) \(z = 4\) galaxies for CDM and WDM with \(m_s = 3\) and 5 keV (WDM with \(m_s = 1.5\) keV), linearly distributed across the halo mass range \(\log(M_h/M_\odot) = 9 - 13\). From these we build merger trees using 320 equal-redshift steps between \(z = 20\) and 4 with a mass resolution of \(M_{res} = 10^8 M_\odot\). As detailed in Parkinson et al. (2008) and Benson et al. (2013), we use the modified binary merger tree algorithm with smooth accretion: we start with the conditional mass function given by the extended Press–Schechter theory (Bower 1991; Lacey & Cole 1993),

\[
f(M_1|M_2) \propto \frac{2}{\pi} \frac{\sigma_1^2 (\delta_1 - \delta_2)}{\sigma_1^2 - \sigma_2^2} \times \exp\left(-\frac{1}{2} \frac{(\delta_1 - \delta_2)^2}{\sigma_1^2 - \sigma_2^2}\right) \left| \frac{d \ln \sigma}{d \ln M_1} \right| \left| \frac{d \ln \sigma}{d \ln M_1} \right| d \ln M_1.
\]

Here \(f(M_1|M_2)\) represents the fraction of mass from halos of mass \(M_2\) at redshift \(z_2\) that is contained in progenitor halos of mass \(M_1\) at an earlier redshift \(z_1\), while \(\delta_1\) and \(\delta_2\) are the linear density thresholds for collapse at these two redshifts. The rms linear density fluctuation extrapolated to \(z = 0\) in spheres containing mass \(M\) is denoted \(\sigma(M)\), with \(\sigma_1 = \sigma(M_1)\) and \(\sigma_2 = \sigma(M_2)\). As a consequence, the mean number of halos of mass \(M_1\) into which a halo of mass \(M_2\) splits when one takes a step \(dz_1\) up in redshift is

\[
\frac{dN}{dM_1} = \frac{1}{M_1} \frac{df}{dz_1} \frac{dM_2}{M_2} \quad (M_1 < M_2).
\]

In order to reduce the systematic differences between merger tree predictions and N-body simulations, Parkinson et al. (2008) introduced a slight modification to Equation (2), by making the following substitution:

\[
\frac{dN}{dM_1} \rightarrow \frac{dN}{dM_1} G(\sigma_1/\sigma_2, \delta_2/\sigma_2).
\]

with the assumption that

\[
G(\sigma_1/\sigma_2, \delta_2/\sigma_2) = G_0 \left( \frac{\sigma_1}{\sigma_2} \right)^{\gamma_1} \left( \frac{\delta_2}{\sigma_2} \right)^{\gamma_2}
\]

Then, by specifying a required mass resolution, \(M_{res}\), for the algorithm, one can integrate to determine the mean number of progenitors with masses \(M_1\) in the interval \(M_{res} < M_1 < M_2/2\),

\[
P = \int_{M_{res}}^{M_2/2} \frac{dN}{dM_1} dM_1,
\]

and the fraction of mass of the final object in progenitors below this resolution limit,

\[
F = \int_0^{M_{res}} \frac{dN}{dM_1} \frac{M_1}{M_2} dM_1.
\]

At a given time step, a halo could have progenitors above or below the resolution limit, \(M_{res}\). The masses of progenitors below the resolution limit are treated as “smooth accretion” from the IGM. We scale the relative abundances of the merger tree roots to match the \(z = 4\) Sheth–Tormen halo mass function (HMF; Sheth & Tormen 1999).

2.2. External Feedback from Reionization

Cosmic reionization suppresses the baryonic content of galaxies by photoheating gas at their outskirts (Klypin et al. 1999; Moore et al. 1999b; Somerville 2002), thereby preventing efficient cooling: what we refer to below as “external feedback.” External feedback depends on the local thermal histories of gas near halos. As reionization is poorly constrained and very inhomogeneous, this feedback is difficult to quantify. Recently, Sobacchi & Mesinger (2013) have run a large suite of 1D cosmological collapse simulations to explore the parameter space allowed by the inhomogeneity of reionization. These authors provide a functional form, motivated by linear theory, for the critical halo mass \((M_{crit})\) that can retain half of its baryons compared to the global value.
at any redshift $z$:

$$M_{\text{gas}}(z) = M_0 J_{21} \left[ \frac{1 + z}{10} \right]^{\frac{3}{2}} \left[ 1 - \left( \frac{1 + z}{1 + z_{\text{in}}} \right)^{\frac{3}{2}} \right],$$

(7)

where $J_{21}$ represents the ionizing UVB intensity in units of $10^{-21} \text{erg} \text{s}^{-1} \text{Hz}^{-1} \text{cm}^{-2} \text{sr}^{-1}$, $z_{\text{in}}$ is the redshift at which the halo is exposed to the UVB (we take $z_{\text{in}} = 9$ for this work), and the best-fit parameters are $(M_0, a, b, c, d, J_{21}) = (2.8 \times 10^9 M_{\odot}, 0.17, -2.1, 2.0, 2.5, 0.01)$. Sobacchi & Mesinger (2013) also show that the baryon fraction (with respect to the cosmic mean) of a halo of mass $M_h$ is well fit with the simple form

$$f_b(z) = 2^{-M_{\text{in}}(z)/M_0(z)},$$

(8)

Here we use the same parameter values for external feedback for all four DM models explored in this paper: CDM and WDM with $m_\chi = 1.5, 3, \text{and } 5 \text{ keV}$.

### 2.3. Internal Feedback from SNe

We also include the effects of internal feedback, i.e., gas ejection from DM halos by SN-driven winds. As detailed in Dayal et al. (2014), we build a model based on the following simple idea: the SN kinetic energy from star formation exceeding the binding energy of a halo will result in a complete loss of gas mass, quenching further star formation ("inefficient star formers"). However, halos where the binding energy exceeds the SN kinetic energy will only lose part of their gas and continue forming stars ("efficient star formers").

To implement this idea, we start by calculating the ejection efficiency ($f_{\text{ej}}^*(z)$), which is the fraction of gas that must be converted into stars so that the SN ejection energy ($E_{\text{SN}}$) equals the binding energy ($E_b$). We take

$$E_{\text{SN}} = f_\nu v E_{51} M_\nu(z),$$

(9)

where $M_\nu(z)$ is the newly formed stellar mass, $E_{51} = 10^{51}\text{ergs}$ is the ejection energy per SN, $\nu = (134 M_\odot)^{-1}$ is the fraction of stars that explode as SNe for the chosen Salpeter IMF in the range $0.1-100 M_\odot$, and $f_\nu$ is the fraction of total SN energy that drives winds. Further,

$$E_{\text{ej}} = \frac{1}{2} \left[ M_{\text{ej}}(z) - M_\nu(z) \right] v_e^2,$$

(10)

where $M_{\text{ej}}(z) - M_\nu(z)$ implies that SN explosions have to eject the part of the initial gas mass not converted into stars, and the escape velocity $v_e$ can be expressed in terms of the halo rotational velocity ($v_\text{rot}$) as $v_e = \sqrt{2} v_\text{rot}$. The effective efficiency of star formation can then be expressed as $f_{\text{ej}}^* = \min(f_{\text{ej}}, f_{\text{ej}}^*)$: while galaxies hosted in large DM halos (efficient star formers) can continuously convert a fraction $f_{\text{ej}}$ of their gas into stars, smaller halos (feedback-limited systems/inefficient star formers) can form stars with a maximum efficiency $f_{\text{ej}}^*$ that decreases with decreasing halo mass. Note that this formalism maximizes the impact of internal feedback by limiting star formation in small-mass halos to be just sufficient to evacuate the remaining gas from their halos. Therefore, below we also present results (Figure 1) that ignore internal feedback entirely, thus bracketing the expected astrophysical uncertainties. In any case, our results are driven by the relative difference between CDM and WDM, which is more robust to the astrophysical details.

### 2.4. Implementing Baryonic Physics into Merger Trees

We now briefly describe how star formation and feedback prescriptions are implemented into the DM merger trees. The formalism below closely follows that presented in Dayal et al. (2014), to which we refer the interested reader for more details.

Once the merger tree for each galaxy has been constructed, we proceed forward in time from the highest merger tree output redshift, $z = 20$. Starting from the first DM progenitor (with halo mass $M_0$) along a branch of the merger tree, we assign to it an initial gas mass $M_{\text{g},i}(z) = f_{\text{ej}}(z)(\Omega_b/\Omega_m)M_0(z)$, where $f_{\text{ej}}(z)$ is the baryon fraction discussed in Section 2.2. A part of this gas mass gets converted into newly formed stellar mass $M_\nu(z)$,

$$M_\nu(z) = f_{\text{ej}}^* M_{\text{g},i}(z) \frac{\Delta t}{t_{\text{sf}}},$$

(11)

where $\Delta t$ is the time difference between the merger tree output at $z$ and the successive step at $z - \Delta z$ where $\Delta z = 0.05$. Further, $t_{\text{sf}}$ is the star formation timescale, which we take to scale with the Hubble time ($t_H$) at the redshift considered such that $t_{\text{sf}} \approx 0.01 t_H(z)$.

To maintain simplicity, we assume that every new stellar population has a fixed metallicity of 0.05 $Z_\odot$ and an age of $2 \text{Myr}$ so that its UV luminosity (at $\lambda = 1500 \text{Å}$) can be calculated as $L_{\text{UV}} = 10^{33.077} (M_\nu/M_\odot) \text{ergs s}^{-1} \text{Å}^{-1}$ using the population synthesis code STARBUSS99 (Leitherer et al. 1999).

The formation of this stellar mass results in $M_{\text{g},\text{ej}}(z)$ of gas mass being ejected at the given redshift step:

$$M_{\text{g},\text{ej}}(z) = \left[ M_{\text{g},i}(z) - M_\nu(z) \right] \frac{f_{\text{ej}}^*}{f_{\text{ej}}}.$$  

(12)

where some of the initial gas mass has been converted into stars. The final gas mass, $M_{\text{g},f}(z)$, that remains in the galaxy at the end of that redshift step is then

$$M_{\text{g},f}(z) = \left[ M_{\text{g},i}(z) - M_\nu(z) \right] \left[ 1 - \frac{f_{\text{ej}}^*}{f_{\text{ej}}} \right].$$

(13)

As seen from Equation (13), the final gas mass depends on the ratio of $f_{\text{ej}}^*$ and $f_{\text{ej}}^*$: galaxies that form stars at an efficiency capable of ejecting the rest of the gas (i.e., $f_{\text{ej}}^* = f_{\text{ej}}^*$) will lose all their gas mass and undergo dry mergers, contributing only stellar mass to their successor. However, galaxies forming stars at a lower efficiency than that required to eject the rest of the gas ($f_{\text{ej}}^* < f_{\text{ej}}^*$) will only lose a part of their gas content, resulting in wet mergers, bringing in both gas and stellar mass.

On the other hand, a galaxy that has progenitors inherits a certain amount of stars and gas from them following merging events. In addition, this galaxy also obtains a part of its DM (and gas) mass through smooth accretion from the IGM: while in principle a cosmological ratio of DM and baryons can be accreted onto the halo, UVB photoheating feedback suppresses the available gas reservoir for accretion inside the ionized IGM, as explained in Section 2.2. Thus, the total initial gas mass in...
the galaxy at $z$ is the sum of the newly accreted gas mass, as well as that brought in by its merging progenitors.

This updated gas mass is then used to calculate the new stellar mass formed in the galaxy as described by Equation (11). The total stellar mass in this galaxy is now the sum of mass of the newly formed stars and that brought in by its progenitors.

Our fiducial parameters are selected to match the observed UV LF. Specifically, we take $f_{\text{fr}} = 0.038$ and $f_{\text{sr}} = 0.1$, which result in a good fit to available data at $z \approx 7$–10 for all four DM models considered (see Figure 2). Roughly speaking, $f_{\text{fr}}$ affects the faint-end slope of the UV LF, where feedback is most effective, while $f_{\text{sr}}$ determines the amplitude and normalization at the bright end, where galaxies can form stars with the maximum efficiency. Although this model need not be unique in describing the observed LF, we stress again that our main conclusions are driven by the relative differences between the cosmologies, which are more robust to astrophysical uncertainties.

3. EARLY GALAXY EVOLUTION IN DIFFERENT DM MODELS

We now show how high-$z$ galaxy assembly varies with the DM particle mass considered, as well as its impact on observables including the UV LF, the $M/L$ relation, and the SMD.

3.1. Ultraviolet Luminosity Functions

The evolving UV LF is the most robust piece of information available for $z \gtrsim 7$ galaxies, with the observational estimates for a number of different groups (e.g., Bouwens et al. 2010, 2011, 2014; Castellano et al. 2010; McLure et al. 2010, 2013; Oesch et al. 2010, 2013; Bradley et al. 2012; Bowler et al. 2014) being in good agreement. The simplest approach to obtaining a UV LF is to scale the HMF at that redshift assuming a fixed halo $M/L$. Indeed, Schultz et al. (2014) propose that the cumulative number density of high-redshift galaxies could be used to constrain $m_v$. We caution, however, that constraints on WDM obtained through such abundance matching directly rely on the assumed halo mass $\leftrightarrow$ UV luminosity relation, which Schultz et al. (2014) take to be independent of the DM model, and assume a power-law extrapolation toward small masses. As we shall see below, this need not be the case.

Before presenting results from our complete model, which includes feedback, in Figure 1 we show UV LFs obtained simply by multiplying the HMFs by a constant $M/L$. Matching to the observations requires a halo star formation efficiency
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with values $f_a = (0.9, 1.3)\%$ for $z = (7, 8–10)$; we use $f_a = 0.013$ for all $z \simeq 11$ and 12 given the lack of data at these $z$. A constant halo mass $\leftrightarrow$ UV luminosity mapping allows us to estimate which halos host observable galaxies: e.g., galaxies with $M_{UV} \simeq -15 (-20)$ reside in halos with $M_h \simeq 10^{8.6–8.8} (10^{10.8–11.2}) M_\odot$ at $z = 7–12$.

From Figure 1 we can also estimate the viability of distinguishing between different DM models. We see that the WDM LFs with $m_x = 3$ (5) keV are essentially indistinguishable from CDM down to an absolute magnitude of $M_{UV} \simeq -15 (-14)$; this is about 0.5 (1.5) mag fainter than the range of the next generation of instruments such as the James Webb Space Telescope (JWST). However, the UV LF for WDM with $m_x = 1.5$ keV starts to “peel away” from the CDM UV LF at a value of $M_h \simeq 10^{10} M_\odot$ at all $z = 7–12$ and exhibits faint-end slope values shallower than the value of $\alpha \approx -2$ inferred observationally (e.g., McLure et al. 2013). In spite of this peel-away, the faint-end slope values for all four DM models explored here are equally compatible with current observations, including the deepest $z \simeq 7, 8$ data obtained from the Hubble Ultra Deep Field 2012 (Ellis et al. 2013; McLure et al. 2013). With its higher sensitivity, the JWST could potentially constrain the UV LF and hence $\alpha$ to fainter magnitudes, allowing constraints on $m_x$.

However, the UV LFs are more complex, shaped by the star formation histories of each galaxy. While galaxies at the faint end of the UV LF build up most of their gas mass (and hence luminosity) by smoothly accreting gas from the IGM due to their tiny progenitors being SN feedback limited, the gas mass buildup for galaxies at the bright end is dominated by mergers of gas-rich progenitors. Therefore, for the remainder of this paper, we use our more physical model for galaxy evolution, described in Section 2. The corresponding UV LFs are shown in Figure 2, showing similar trends already noted for the simple HMF scalings in Figure 1. While our CDM and $m_x = 3, 5$ keV WDM models are consistent down to $M_{UV} \simeq -12$ for all $z \simeq 7–12$, the $1.5$ keV model shows a dearth of galaxies fainter than the JWST limit of $M_{UV} = -16$ at $z \gtrsim 10$. Although our fiducial model results are also in reasonable agreement with observations at $z \simeq 5, 6$, we focus on $z \gtrsim 7$ in this paper since the differences between CDM and WDM are expected to become increasingly pronounced with increasing $z$.

Interestingly, our fiducial model based on merger histories and feedback decreases the differences between WDM and CDM LFs (see Figure 2), compared to the simple HMF scaling shown in Figure 1. This is due to the fact that stellar populations are on average younger in WDM and so are more UV luminous (for a given stellar mass). Thus, the dearth of small-mass halos in WDM is somewhat countered by their lower mass-to-light relation. We elaborate further on this in Section 3.2.

To summarize, our fiducial model shows that the evolving LBG UV LFs in WDM models with masses of $m_x \gtrsim 3$ keV are indistinguishable from CDM down to $M_{UV} = -12$ for $z \simeq 7–12$. However, the LBG UV LF in the $1.5$ keV WDM scenario shows a shallower (by about 0.1–0.3) faint-end slope ($\alpha$) compared to the three other models at all $z \simeq 7–12$ as shown in Table 1; this naturally leads to a decrease (of about 0.5 dex) in the number density of faint sources ($M_{UV} \simeq -15, -16$) at $z = 11, 12$. This slope difference is too small to be distinguishable with current data where $\alpha$ and the knee of the UV LF ($M_{UV, s}$) are degenerate (e.g., McLure et al. 2013; Bouwens et al. 2014). Even with its sensitivity
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Figure 2. Evolving LBG UV LF at $z \simeq 7–12$ in different DM models, computed with our fiducial semianalytical galaxy formation model. In all panels, lines show the results using the fiducial model that invokes a total of two redshift and mass-independent free parameters: the star formation efficiency ($f_s \approx 0.04$) and the fraction of SN energy driving winds ($f_w = 0.1$). In all panels lines show theoretical results for CDM (black solid line) and WDM with particle masses of 5 keV (blue short-dashed), 3 keV (red long-dashed), and 1.5 keV (violet dot-dashed); dashed vertical lines show the 10σ $10^4$ s integration limits of the JWST. In all panels, points show observational results (see Figure 1 for references).

---

We use the detection limits for a 10σ $10^4$ s observation provided at http://www.stsci.edu/jwst/instruments/nircam/sensitivity/table.
extending down to $M_{UV} \simeq -16.5$ at these $z$, it is doubtful whether the JWST will be able to accurately pin down the shape and the faint-end slope value of the UV LF and allow differentiating between WDM models with $m_x \lesssim 2$ keV and $m_x \gtrsim 2$ keV.

### 3.2. Assembling Early Galaxies

We now explore the buildup of the LFs shown in the previous section. Due to the suppression of small-scale structure in WDM models, star formation is delayed and more rapid (e.g., Calura et al. 2014; Sitwell et al. 2014). We quantify this for our galaxy evolution models in Figure 3, in which we show the stellar mass assembly histories for four different mass bins in the range $M_\ast = 10^{8.5} \text{--} 10^{10} M_\odot$.

As expected in hierarchical structure formation, the larger the final stellar mass, the earlier it started forming (i.e., with flatter assembly histories). For example, $z = 4$ galaxies with $M_\ast = 10^{10} M_\odot$ build up 90% of their stellar mass within the last 1.26 Gyr in CDM. Smaller galaxies with $M_\ast = 10^{8.5} M_\odot$ in CDM take only 1.03 Gyr to build up 90% of the stellar mass. This distinction is even more dramatic in WDM models. For example, $z = 4$ galaxies with $M_\ast = 10^{8.5} (10^{9}) M_\odot$ assemble 90% of their stellar masses within the previous 0.64 (1.12) Gyr, for $m_x = 1.5$ keV. The distinction of WDM with respect to CDM is most notable in the death of small halos, near the atomic cooling threshold (e.g., Figure 1). The lack of these progenitor building blocks results in a sudden appearance of galaxies in WDM models, with little scatter in the assembly history.

As shown in Section 3.1, the higher particle mass WDM models are difficult to distinguish from CDM, with the assembly histories for $m_x \gtrsim 3$ keV WDM models only differing from CDM in the high-$z$ tails. Indeed, stellar mass assembly histories in CDM and the 5 keV WDM model differ by less than 50 Myr, throughout the range shown in Figure 3.

### 3.3. Mass-to-light Relation

In the previous section we saw that galaxies in WDM models assemble their stars more rapidly compared to CDM. This rapid assembly translates to a younger, more UV-luminous stellar population. A useful observational probe of this trend is the mass-to-light relation, which links the total stellar mass ($M_\ast$) and the UV magnitude ($M_{UV}$).

In Figure 4 we show the $M_\ast - M_{UV}$ relation for our DM models. The $M_\ast - M_{UV}$ relation for CDM (and $m_x \gtrsim 3$ keV WDM) galaxies brighter than $M_{UV} = -15$ is well fit by a power law:

$$\log M_\ast = \beta M_{UV} + \gamma,$$

where $\beta = -0.38$ and $\gamma = 2.4 - 0.1z$. This relation is in good agreement with both estimates using abundance matching (e.g., Kuhlen & Faucher-Giguere 2012; Schulz et al. 2014) and direct observational estimates for LBGs (Graziani et al. 2015); we show the latter group’s results in the $z = 7$ panel; they also find a slope of $\beta \approx -0.4$.

As seen from Equation (14), the normalization ($\gamma$) of the $M_\ast - M_{UV}$ relation decreases with increasing $z$ (although the slope remains unchanged), i.e., a given UV luminosity is produced by lower-$M_\ast$ galaxies with increasing $z$. This is due to the fact these galaxies are hosted by increasingly (with $z$) rare, biased halos, farther on the exponential tail of the HMF, whose fractional growth is more rapid.

While there is little difference between the $M_\ast - M_{UV}$ relations for CDM and $m_x \gtrsim 3$ keV WDM, this relation starts diverging from the CDM one at $M_{UV} \approx -19$ at all $z = 7$--12 in the 1.5 keV WDM model. The relation for $M_{UV} \lesssim -15$ for 1.5 keV is well fit by Equation (14) with $\beta = -0.01z - 0.34$ and $\gamma = -0.31z + 2.93$. This steeper $M_\ast - M_{UV}$ relation implies that galaxies with a given stellar mass are more UV luminous in WDM cosmologies. This trend is driven by the more rapid assembly and associated younger, more UV-luminous stellar population, as we have seen in Figure 3.

Hence, a steepening of the $M_\ast - M_{UV}$ relation toward faint ($M_{UV} \gtrsim -19$) galaxies is evidence of WDM with $m_x \lesssim 2$ keV. Using this relation to differentiate between DM models relies on accurate estimates of $M_\ast$ values. Hence, it will only be practical for relevant $m_x$ values with the advent of JWST and its improved near-infrared data. We also caution that self-consistently estimating $M_\ast$ from multi-band photometry should use the correct star formation histories corresponding to each DM model.

### 3.4. SMD Evolution with $z$

We now combine the trends noted above, showing predictions of the redshift evolution of the SMD. Integrated down to a given UV sensitivity threshold, it provides a straightforward estimate of how well upcoming observations can discriminate among DM models. In Figure 5, we show that the assembly of galaxies is very similar in CDM compared to the 3 and 5 keV WDM models, leading to their SMD contributions from different $M_{UV}$ bins being almost identical: when observed galaxies ($M_{UV} \lesssim -18$) make up 50% of the total SMD at $z = 6$, galaxies fainter by about 1.5 orders of magnitude ($M_{UV} \lesssim -14$) make up 50% of the SMD at $z \approx 9$.

The SMD, integrated to a fixed UV luminosity threshold, depends on both the number of DM halos and their star formation histories. As shown in the above sections, WDM models with $m_x \lesssim 2$ keV are fundamentally different from colder DM models, having both (1) a dearth of low-mass DM halos and (2) a younger, more luminous UV population at a given stellar mass. Effects 1 and 2 act in opposite directions. Younger stellar populations (effect 2) allow smaller galaxies to be detectable at a given UV threshold, partially compensating for the dearth of corresponding halos (effect 1). Nevertheless, effect 1 dominates, as evidenced by the piling up of $M_{UV}$ contours near the faint end.
of the 1.5 keV WDM SMDs: fainter galaxies require lower-mass halos, which do not exist. Hence, the SMD evolution is steeper with \( z \) in the 1.5 keV scenario compared to the other three DM models: while galaxies with \( M_{UV} \) as faint as \(-10\) contribute to the total SMD in the CDM scenario, the contribution mostly comes from galaxies brighter than \( M_{UV} = -17 \) in the 1.5 keV model since smaller galaxies cannot form due to the large free-streaming scale of this light DM particle. Indeed, at \( z \approx 9\% \), 50% of the SMD comes from galaxies brighter than \( M_{UV} = -17 \) in the 1.5 keV WDM model.

For ease of comparison, in Figure 6 we show the SMD evolution for all of our DM models, together in the same panels. The SMDs are comparable for all models for galaxies brighter than \( M_{17\text{UV}} = -15\ ) up to \( z = 10\); with this bright limit, the SMD in the 1.5 keV case starts showing a steeper evolution at \( z > 10\) and is 0.4 dex lower than in the three other models at \( z \approx 12.5\). However, the situation changes integrating down by 1.5 mag to \( M_{16.5\text{UV}} = -17\), which is a reasonable limit for the \( JWST\). With this limit, the 1.5 keV SMD evolution becomes steeper than the three other models as early as \( z \approx 8\), and the difference becomes increasingly pronounced with \( z \), with CDM predicting about 0.5 dex (1 dex) more stellar mass per unit volume at \( z \approx 11\) (\( z \approx 13\)). The \( z \) evolution of the SMD can be parameterized as \( \log(\text{SMD}) = \gamma (1 + z) + \delta \), where we find \( \gamma, \delta \approx (-0.44, 10.3) \) and \( (-0.63, 11.9) \) for CDM and the \( m_\chi = 1.5 \text{ keV} \) WDM, respectively. With its steeper slope, the \( z \) evolution of global quantities like the SMD will be instrumental in differentiating the standard CDM from WDM models that invoke particles lighter than \( 2 \text{ keV} \).

Finally, we show the impact of the free parameter values on the \( z \) evolution of the SMD. We re-calculate the SMD in the 1.5 keV by varying \( f_{*} \) and \( f_{\text{w}} \) by 50%, in addition to running our model with no SN feedback \( (f_{\text{w}} = 0)\). As shown in Figure 7, varying the two model free parameters only affects the normalization of the SMD. While the slope varies slightly for galaxies brighter than \( M_{UV} = -18\) (left panel), the slope maintains its value of \(-0.63\) quoted above integrating down to a limit of \( M_{UV} = -16.5\). This shows that the slope of the SMD is unaffected by astrophysical uncertainties on integrating down to magnitudes accessible by the \( JWST\) and offers a robust method of distinguishing between CDM and WDM models.
4. CONCLUSIONS

The standard ΛCDM cosmological model has been extremely successful at explaining the large-scale structure of the universe. However, it faces a number of problems on small scales (e.g., the number of satellite galaxies and the DM halo profiles) that can potentially be solved by invoking WDM composed of low-mass (keV) particles. Since WDM smears out power on small scales, its effects are expected to be felt most strongly on the number densities and the assembly history of the earliest (low-mass) galaxies that formed in the universe. Here we explore how current and upcoming observations of high-z (z ≥ 7) LBGs can constrain the mass of WDM particles.

We consider four different DM scenarios: CDM, and WDM with m_x = 1.5, 3, and 5 keV. Building on DM merger trees, our galaxy formation model includes the key baryonic processes of star formation, feedback from both SN explosions and photoheating from reionization, and the merger-, accretion-, and ejection-driven growth of stellar and gas mass. Below we summarize our main results.

We find that the observed UV LF (M_{UV} < -17) is equally well fit by all four DM models for a maximum star formation efficiency of 3.8%, with 10% of SN energy driving winds (f_w = 0.038 and f_a = 0.1). However, the 1.5 keV WDM UV LF starts to peel away from the other three (which are identical down to M_{UV} = -12 for z = 7–12) for M_{UV} ≥ -16 at z ≥ 10. It exhibits a shallower faint-end slope (α) by about 0.1–0.3 and shows a drop of about 0.5 dex in the number density at M_{UV} ≈ +15, +16 at z = 11–12. Given the small differences, even with its capabilities of constraining the shape of the UV LF down to M_{UV} ≈ -16, JWST will be hard-pressed to obtain constraints on whether m_x ≥ 2 keV or m_x ≤ 2 keV, solely using the UV LF.

The suppression of small-scale structure leads to delayed and more rapid stellar assembly in the 1.5 keV WDM scenario (compared to the other three models), which results in galaxies of a given stellar mass being more UV luminous, i.e., a lower M/L. While the M/L relation for CDM (and m_x ≥ 3 keV WDM) is well fit by the functional form log M_*= -0.38 M_{UV} + 2.4 - 0.1z, the M/L for the 1.5 keV WDM starts diverging from this relation at M_{UV} = -19 at z ≥ 7, with a z evolution in both the slope and normalization. The lower M/L in the 1.5 keV scenario partially compensates for the dearth of low-mass halos, as a result of which the UV LFs predicted by our semianalytic galaxy evolution model are more similar than simple estimates based on scaling of the HMF.

Finally, we estimate the redshift evolution of the SMDs, which provide a more direct probe of the mass assembly history (albeit requiring accurate multi-band photometry). Integrating down to a limit of M_{UV} ≈ -16.5 (corresponding to a conservative JWST threshold), we find that the 1.5 keV WDM SMDs evolve more rapidly with redshift than those predicted by CDM. Specifically, we find log(SMD) ∝ -0.44(1 + z) for CDM, with a steeper slope of log(SMD) ∝ -0.63(1 + z) for WDM with m_x = 1.5 keV. Indeed, CDM predicts about 3 (10) times more stellar mass per unit volume as compared to the 1.5 keV scenario at z ≈ 11 (13) integrating to magnitudes of M_{UV} ≈ -16.5. We also show that the astrophysical parameters only affect the normalization of the SMD, with the slope being independent of the free parameter values integrating down to magnitudes of M_{UV} ≈ -16.5. Maio & Viel (2015) have used cosmological hydrodynamical simulations that include sub-grid treatments of

![Image of Figure 4](https://example.com/image.png)
star formation and feedback, metal-line cooling, and a metallicity-dependent initial mass function, in addition to following the detailed chemical enrichment of early galaxies. Interestingly, in spite of their very different approach, these authors find a similar result, namely, that global quantities such as the SMD and specific star formation rate will provide powerful probes of the nature of DM at these early cosmic epochs.

To conclude, we find that the buildup of observable high-$z$ galaxies is similar in CDM as compared to WDM models with $m_x \geq 3$ keV. However, structure formation (and hence the...
baryonic assembly) is delayed and subsequently proceeds notably faster for $m_\chi \lesssim 2$ keV than for CDM. We expect the corresponding rapid redshift evolution of the SMD to be detectable with the upcoming JWST, providing a powerful test bed for WDM models.
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