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Abstract

While popular Television (TV) shows are airing, some users interested in these shows publish social media posts about the show. Analyzing social media posts related to a TV show can be beneficial for gaining insights about what happened during scenes of the show. This is a challenging task partly because a significant number of social media posts associated with a TV show or event may not clearly describe what happened during the event. In this work, we do the following: (a) collect social media (Twitter) posts associated with a TV show, Game of Thrones, (b) identify the various scenes of the TV show, (c) for each scene, we annotate the social media posts (published during the time period of the scene) that are indicative of what transpired during the scene, and (d) we propose a method to predict the indicative social media posts in each scene. We show that for each of the identified scenes, with high AUC’s, our method can predict posts that are indicative of what happened in a scene from those that are not-indicative. Based on Twitter’s policy, we will make the Tweeter ID’s of the Twitter posts used for this work publicly available; also, we will make the annotations available.
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1. Introduction

Prior works have shown that while popular televised events such as TV shows are airing, some individuals interested in these events publish social media posts associated with the events (Shen et al., 2013 [Andy et al., 2017] [Andy et al., 2019] [Andy et al., 2020]). Some of these posts capture user reactions to the various scenes associated with the events. In this work, using social media data associated with an episode of a TV show, Game of Thrones season 7 (GoT), we aim to identify the various scenes associated with the show and use a machine learning model to detect the posts that describe part/all of what happened during each scene.

Similar to prior work (Panda et al., 2018), in this work, we define a scene as comprising of several shots focused on a particular idea/concept.

Prior work identified and summarized scenes associated with a TV show by selecting a few representative social media posts (5 posts) that were published during the timeline of the scenes (Andy et al., 2019). One of the challenges of this method is that some scenes are made up of several smaller sub-events and so selecting 5 representative posts might not capture all or most of what happened during the scenes. For example, Figure 1 shows an example of a scene from an episode of GoT; several sub-events happened in this scene e.g. two characters Arya and Brienne of Tarth spar while two other characters, Sansa (who is Arya’s sister) and Little Finger watch.

To gain insights as to what transpired during an event from social media posts related to the event (and published while the event was airing), it is important to identify and delineate the posts that are indicative of what happened in each of the scenes of the event (i.e. indicative posts) from those that are not indicative (non-indicative posts). This is a challenging task partly because a significant number of social media posts associated with an event / TV show may not clearly describe what happened during the show, rather, they may express user reactions (e.g. memes) /opinions/thoughts/feelings of what happened during a scene.

Below, we define indicative and non-indicative posts and show examples.

\begin{itemize}
\item \textbf{an indicative post:} is a social media post associated with an event/TV show - published during the timeline of a scene of the event, that describes part
\end{itemize}
of or all of what transpired during the scene

- **a non-indicative post**: is a social media post associated with an event/TV show - published during the timeline of a scene of the event, that is either unrelated to the scene or does not describe part of or all of the what transpired during the scene.

**Examples of Indicative posts associated with a scene**
- "woah this is sansa’s first time actually seeing arya fight"
- "arya sparring with brieenne"
- "arya fighting one handed."

**Examples of non-indicative posts associated with a scene**
- "arya is awesome!"
- "brienne watch your step arya is a legend in bravos, a legend!"
- "Arya looked so much like Ned Stark during that training fight with Brienne. her clothes reminded me of Ned"

The examples above are indicative and non-indicative posts associated with the GoT scene in which the character Arya spars with Brienne of Tarth. From these examples: (a) the *indicative posts* capture parts of what transpired during this scene i.e. Arya spars with Brienne of Tarth, Arya held her sword with one hand, and Sansa watched Arya and Brienne of Tarth sparring (b) the *non-indicative posts* capture the user reactions to this scene, however they do not clearly describe part of or all of what happened during the scene.

In this work, we aim to capture all or most of the sub-events associated with a scene. In order to do this, first we automatically identify the various scenes associated with the TV show, GoT, we label the *indicative posts* and *non-indicative posts* associated with each of these scenes, and train a machine learning model to predict the *indicative posts* from the *non-indicative posts* in each of these scenes. While it is possible that over the course of the TV show, users may publish social media posts about a scene after the scene occurred, in this work, we are focused on identifying indicative posts published during the timeline of a given scene.

This work makes the following contributions:
- We create a new data set made up of Twitter posts (tweets) associated with scenes of a TV show; we label these tweets as either indicative (*indicative post*) or not indicative (*non-indicative*) of what happened during a scene.
- We apply a machine learning model to this data set to show how *indicative posts* can be delineated from *non-indicative posts*.

2. **Related Work**

Social media and online forum data has been used by prior works to understand how users communicate on these forums as it relates to loneliness (Guntuku et al., 2019b) (Andy and others, 2021) (Andy, 2021), depression (Goyal et al., 2019a) (Goyal et al., 2017) (De Choudhury et al., 2013), cancer (Yang et al., 2017) (Yang et al., 2019b) (Yang et al., 2019a) (Andy et al., 2021a), substance use (Andy and Guntuku, 2020), and COVID-19 (Stokes et al., 2020) (Andy et al., 2021b). Also, social media data has been used to predict patients’ risk for certain health conditions such as cardiovascular disease (Andy et al., 2021c).

As mentioned in section 1, while some televised events are airing, some people interested in these events publish social media posts about these events in real-time. Some of these posts describe part of / all of what happened during the event. Using social media posts associated with events, prior works have summarized events (Andy et al., 2019b) (Goyal et al., 2019b) (Li and Zhang, 2021). In (Andy et al., 2019b), tweets were collected around episodes of a popular TV show and the highlights of these episodes were identified and summarized. In (Goyal et al., 2019b), a method is proposed to (a) detect events and scenes of the event and (b) produce abstract summaries and storylines that capture the diverse viewpoints of the events. (Li and Zhang, 2021) examines two approaches to using tweets to summarize events i.e. using terms related to events and using a graph convolutional network. Some tweets related to events make pronomial references to people/characters involved in the event; (Andy et al., 2020) developed an algorithm to resolve these pronominal mentions in tweets related to two events.

The goal of this work is different from prior works. The task in this work is as follows: given social media posts (tweets) associated with an episode of GoT and published while the show was airing, we identify the various scenes of the show and for each scene, we label the tweets that are *indicative* or *non-indicative* of what happened in each scene. We then train a machine learning model to predict *indicative posts* associated with each scene from *non-indicative posts*.

3. **Data**

The data used for this work is made up of tweets associated with an episode of GoT. Similar to prior works...
Table 1: Information about indicative and non-indicative posts in each scene

| Scene | No. of indicative posts | No. of non-indicative posts | Total No. of posts |
|-------|-------------------------|-----------------------------|--------------------|
| 1     | 11                      | 197                         | 208                |
| 2     | 67                      | 835                         | 902                |
| 3     | 68                      | 274                         | 342                |
| 4     | 86                      | 654                         | 740                |
| 5     | 63                      | 914                         | 977                |
| 6     | 112                     | 1,359                       | 1,471              |
| 7     | 45                      | 877                         | 922                |

Table 1 shows the number of indicative posts and non-indicative posts in each scene.

In this work, we conduct two sets of analyses. The first analysis aims to determine if the tweets (or some of the tweets) associated with each scene reflect what happened in the scenes. In the second task, we apply a machine learning model to predict indicative posts from non-indicative posts in each identified scene.

5. Compare posts in scenes

In this section, we carry out an analysis to determine if the tweets in the identified scenes capture what happened in the scene. To do this, we use latent dirichlet allocation (LDA) (Blei et al., 2003). LDA is a generative model which assumes that topics consist of a combination of words and documents (i.e. tweets in this work) consist of a mixture of topics. LDA has been used by several prior works to gain insights from social media and online forum data (Guntuku et al., 2019b; Andy and others, 2021; Andy et al., 2021a; Andy et al., 2021c).

In our analysis in this section, we first used HappierFunTokenizer (which is a tokenization tool that can identify variations in word expressions and emoticons) to tokenize words in tweets. Then, LDA was used to extract LDA topics; specifically, using LDA, we compare the tweets published in each identified scene to the previous scene to identify the topics most associated with each scene. The intuition here is to determine if the topics associated with each scene (when compared to the previous scene) are representative of what happened during the scene. We varied the number of LDA topics

---

[Andy et al., 2017][Andy et al., 2019][Andy et al., 2020], using the Twitter streaming API, we collected 5,562 tweets that contained "#got" while an episode of GoT was airing. The streaming service by Amazon Prime contains videos from each episode of GoT, the timestamps of the beginning and end of each scene, a brief description of each scene, and an image that is representative of each scene, as shown in Figures 2 and 3. For ground truth, we collected the timestamp of the beginning and end of each scene from the GoT episode on the Amazon prime video streaming service.

For each scene correctly detected by our method, we collected all the tweets that were published during the timeline of the scene. The New York Times (NYT) published a summary of each episode of GoT a day after each episode aired. We showed the NYT summary of the GoT episode, the timestamp of each scene (from the Amazon stream service), and the tweets published during the timeline of the scene to 3 annotators who had watched the GoT episode. We asked the annotators to label the tweets associated with each scene as either an indicative post or non-indicative post (indicative and non-indicative posts are defined in section 1). Cohen’s kappa score was used to measure the agreement between the annotators and a Cohen’s kappa score of 0.75 was obtained. We selected an indicative post or non-indicative post if at least 2 of the 3 annotators agreed on the annotation.

Cohen’s kappa score was used to measure the agreement between the annotators and a Cohen’s kappa score of 0.75 was obtained. We selected an indicative post or non-indicative post if at least 2 of the 3 annotators agreed on the annotation.

In this work, we conduct two sets of analyses. The first analysis aims to determine if the tweets (or some of the tweets) associated with each scene reflect what happened in the scenes. In the second task, we apply a machine learning model to predict indicative posts from non-indicative posts in each identified scene.

4. Scene detection and annotation

Using the method from (Andy et al., 2019) which predicted scenes of a TV show from social media posts related to the show by using the spikes in the tweet stream, we predict scenes of the GoT episode; for each predicted scene, we mark the start time and the end time. Similar to prior work (Bekoulis et al., 2019), a predicted scene is selected as correct if its start time is within the start time and end time of the scenes ground truth (from Amazon prime video streaming service). Our scene detection algorithm correctly predicted 7 out of 10 scenes in the GoT episode.

For each scene correctly detected by our method, we collected all the tweets that were published during the timeline of the scene. The New York Times (NYT) published a summary of each episode of GoT a day after each episode aired. We showed the NYT summary of the GoT episode, the timestamp of each scene (from the Amazon stream service), and the tweets published during the timeline of the scene to 3 annotators who had watched the GoT episode. We asked the annotators to label the tweets associated with each scene as either an indicative post or non-indicative post (indicative and non-indicative posts are defined in section 1). Cohen’s kappa score was used to measure the agreement between the annotators and a Cohen’s kappa score of 0.75 was obtained. We selected an indicative post or non-indicative post if at least 2 of the 3 annotators agreed on the annotation.

Table 1 shows the number of indicative posts and non-indicative posts in each scene.

In this work, we conduct two sets of analyses. The first analysis aims to determine if the tweets (or some of the tweets) associated with each scene reflect what happened in the scenes. In the second task, we apply a machine learning model to predict indicative posts from non-indicative posts in each identified scene.

5. Compare posts in scenes

In this section, we carry out an analysis to determine if the tweets in the identified scenes capture what happened in the scene. To do this, we use latent dirichlet allocation (LDA) (Blei et al., 2003). LDA is a generative model which assumes that topics consist of a combination of words and documents (i.e. tweets in this work) consist of a mixture of topics. LDA has been used by several prior works to gain insights from social media and online forum data (Guntuku et al., 2019b; Andy and others, 2021; Andy et al., 2021a; Andy et al., 2021c).

In our analysis in this section, we first used HappierFunTokenizer (which is a tokenization tool that can identify variations in word expressions and emoticons) to tokenize words in tweets. Then, LDA was used to extract LDA topics; specifically, using LDA, we compare the tweets published in each identified scene to the previous scene to identify the topics most associated with each scene. The intuition here is to determine if the topics associated with each scene (when compared to the previous scene) are representative of what happened during the scene. We varied the number of LDA topics.

---

https://github.com/dlatk/happierfuntokenizing
topics and obtained the most coherent topic themes with 10 LDA topics; hence, we used 10 LDA topics for the analysis in this section. We did not use the tweets published in scenes 1 and 3 (Table 1) because few tweets (< 500) were associated with these scenes. Tables 2, 3, 4, 5, 6 show the LDA topics most associated with each scene i.e. scenes 2, 4, 5, 6, and 7 respectively. The effect sizes of the LDA topics were reported using Cohen’s D (which signifies the standardized difference between two means); only topics with a Cohen’s D equal to or above 0.10 were reported. One of the authors reviewed the topic themes associated with each scene and determined that they corresponded to what happened in the corresponding scene.

| LDA Topics | Cohen’s D |
|------------|-----------|
| Arya, home, sansa, stark, list | 0.226 |
| Bran, littlefinger, kill, dagger, raven | 0.163 |
| Arya, winterfell, back, brienne, guards | 0.1119 |

Table 2: Results from LDA analysis for scene 2 compared to scene 4

| LDA Topics | Cohen’s D |
|------------|-----------|
| Jon, dany, cave, tyrion, talking | 0.312 |
| Knee, bend, north, king, dany | 0.105 |

Table 3: Results from LDA analysis for scene 4 compared to scene 2

| LDA Topics | Cohen’s D |
|------------|-----------|
| Arya, brienne, training, fighting, sparring | 0.114 |

Table 4: Results from LDA analysis for scene 5 compared to scene 4

| LDA Topics | Cohen’s D |
|------------|-----------|
| Dracarys, fire, queen, blood, mad | 0.158 |
| Drogon, dany, lannisters, burning, westeros | 0.103 |

Table 5: Results from LDA analysis for scene 6 compared to scene 5

| LDA Topics | Cohen’s D |
|------------|-----------|
| Wow, tyrion, idiot, intense, end | 0.103 |

Table 6: Results from LDA analysis for scene 7 compared to scene 6

6. **Compare Indicative posts to Non-indicative posts**

In this section, given each identified scene and the indicative and non-indicative posts associated with these scenes, we aim to train a machine learning model to predict indicative posts from non-indicative posts. Similar to prior works (Guntuku et al., 2019b Andy et al., 2021c), we use an open vocabulary approach based on LDA to predict indicative posts form non-indicative posts for each scene. Specifically, similar to section 5, we extracted 10 LDA topics from tweets published in each scene. Using these LDA topics as features, we trained a logistic regression model (using 5-fold cross validation) to predict indicative posts from non-indicative posts. We use area under the receiver operative curves (AUC) to measure the performance of the model. We did not apply our model to scenes 1 and 3 because these scenes had fewer tweets associated with them (i.e. < 500 tweets).

We observed that for each scene, our model was able to predict indicative posts from non-indicative posts, as shown in Table 7.

| Scenes | AUC  |
|--------|------|
| 2      | 0.852|
| 4      | 0.854|
| 5      | 0.925|
| 6      | 0.753|
| 7      | 0.848|

Table 7: Results from predicting indicative posts from non-indicative posts

7. **Discussion, Future Work, and Limitations**

In this work, using tweets associated with a TV show, we identified the scenes from the show and then applied a machine learning model to predict indicative posts from non-indicative posts. The results obtained from this work indicate that it is possible to delineate social media posts (associated with a TV show) that describe what happened during scenes of the show from other posts that are not descriptive of what happened. This work shows that despite there being more non-indicative posts associated with a scene compared to indicative posts, it is possible to train a machine learning model to delineate these posts.

The model applied to this data set can be used as a baseline for predicting indicative posts from non-indicative posts. This work focused on a TV show, however, potentially, the data collection and model described in this work can be extended to other events such as Presidential debates, sports events, political events, or events related to natural disasters.

In this work, we used the scene detection algorithm from (Andy et al., 2019), which identifies highlights of events. In the future, we aim to use a scene detection algorithm that identifies all the scenes (i.e. whether they are highlights or not).

This work has some limitations. Here we describe two:

- The data set used in this work is associated with a popular TV show and so the results obtained may vary with TV shows or events that have less social media posts associated with them.
- During an on-going event or TV show, some people interested in specific scenes of the show may publish tweets associated with these scenes after the timeline of the scenes. In this work, we only focus on tweets published during the timeline of each scene. In the future, we aim to identify all the posts associated with a scene i.e. whether it was published during the timeline of the scene or afterwards.
8. Conclusion

In this work, using tweets associated with a TV show, we identify scenes of the TV show and show that the LDA topics associated with these scenes refer to what happened during the scenes. Also, we build a machine learning model to predict indicative posts from non-indicative posts in these scenes with high AUC’s.
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