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ABSTRACT
Machine learning (ML) is actively finding its way into modern cyber-physical systems (CPS), many of which are safety-critical real-time systems. It is well known that ML outputs are not reliable when testing data are novel with regards to model training and validation data, i.e., out-of-distribution (OOD) test data. We implement an unsupervised deep neural network-based OOD detector on a real-time embedded autonomous Duckiebot and evaluate detection performance. Our OOD detector produces a success rate of 87.5% for emergency stopping a Duckiebot on a braking test bed we designed. We also provide case analysis on computing resource challenges specific to the Robot Operating System (ROS) middleware on the Duckiebot.
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1 INTRODUCTION
Machine learning’s prediction power degrades when testing data shift away from distributions of model training data’s underlying properties [19]. Such distribution shift may yield unsafe results. As machine learning (ML) is rapidly entering modern cyber-physical systems (CPS), there is an urgency to assure that the uncertainty property of machine learning will not jeopardize the safety requirement of CPS. One emerging approach is to proactively detect whether distribution shift occurs in real-time input data and devise a fail-safe mechanism to prevent CPS, for example, an ML-enabled autonomous driving module, from acting on unreliable ML outputs. Along this line, many out-of-distribution (OOD) detection methods [2, 7, 20] have been proposed in the literature modeling from a supervised or unsupervised learning principle.

While OOD detection applies to all ML systems, CPS such as autonomous vehicles and robots pose unique challenges to algorithm efficiency due to real-time and embedded system constraints. In this paper, we study the performance of an existing OOD detection algorithm [15] on a real-time embedded Robot Operating System (ROS) based architecture; specifically the Duckietown robotics platform [14].

Contributions of our work include:

- We implemented and demonstrate that [15] achieves efficient OOD detection in a system design with three ROS nodes. They include a variational autoencoder (VAE) based OOD detection node, an OpenCV-based lane following node and a motor steering node.
- We designed an emergency braking system and show that its OOD detection accuracy is satisfactory. We suppose safe braking is a function of distance to a roadblock, robot speed, and classification threshold of the OOD detector; we provide case analysis to understand the limitations of the present design system parameters and discuss their impact on the emergency braking system’s performance.

To the best of our knowledge, this is a pioneer work that explores the real-time implementation of efficient OOD detection on embedded platforms. The specific setup gives us very tight computing resources and a short detection time window due to the speed of Duckiebots.

The rest of the paper is organized into four sections. Section 2 provides a brief introduction of OOD detection followed by the detection method for experiments. Section 3 describes the Duckietown platform and the implementation we used for investigations. Section 4 describes our experimental methodology, and Section 5 presents results and case studies.

2 OUT-OF-DISTRIBUTION DETECTION
The reliability of ML outputs is closely related to model training data. As a result, ML models that achieved high accuracy during training can produce high errors during testing, especially for novel samples. In autonomous driving, solutions that attempt to address this problem tend to introduce an independent detector to check test samples at run-time and flag warning signals if incoming samples shift away from distributions of model training data.

In this paper, we focus on implementing and evaluating the algorithm efficiency of a β-VAE based OOD detection method proposed by [15]. We deploy the implementation on an embedded robot platform: the Duckietown framework.

Taking advantage of the information bottleneck of VAE [11], [15] proposed to learn the underlying in-distribution properties of training data in an unsupervised way. A VAE has encoder and decoder parts. The encoder maps the input data to an encoded representation in the latent space, and the decoder reconstructs the image by sampling an encoded representation from the latent space. The
VAE’s learning objective is to minimize the distribution discrepancy between an unknown true prior \( p(z) \) of the input space and approximated posterior \( q(z \mid x) \) from the encoder output, and the reconstruction error between the decoder output and input. The approximated posterior represents the latent space distribution, which usually has a much lower dimension than the input data. [15] proposed to use the distribution discrepancy in the latent space, specifically Kullback–Leibler (KL) divergence, to construct an OOD detection measure.

Let \( x \) be in-distribution training images. The KL divergence between the approximated posterior of latent variable \( z \) and the true prior will be minimized in a properly trained VAE model. Given OOD images, the encoder will return high KL values. We define OOD scores by equation 1.

\[
\text{OODScore} = \sum_{i \in \mathbb{Z}} D_{KL}(q(z \mid x) \mid p(z))
\]  

(1)

\( \mathbb{Z} \) is a latent sub-space that encodes most information about OOD factors, hence enhances OOD detection performance. [15] also applied a modified VAE, \( \beta \)-VAE [8], which introduces a hyperparameter \( \beta \) to further regularize the latent space distribution discrepancy. A carefully chosen \( \beta \) value encourages the discovery of disentangled latent factors, further enhancing OOD detection performance.

3 DUCKIETOWN FRAMEWORK

Duckietown is a low-cost, open-source platform targeting students and researchers interested in autonomous driving. The platform contains both hardware and software components; the hardware is designed using off-the-shelf components, and the software takes advantage of the modularity of ROS [12] and Docker [13] to provide a layer of abstraction between the sensors, actuators and any application running on the platform. In addition the Duckietown platform contains specifications for maps, obstacles, and world objects, but we do not exploit these in the scope of this paper [14].

Furthermore, Duckietown has already been used in previous research on ML and CPS. The Duckietown gym, a simulation environment provided as part of the Duckietown platform, was used to demonstrate reinforcement learning [16]. ML models were first trained in the Duckietown gym and then used to control a physical Duckiebot in [1, 9, 18]. These experiments demonstrate the potential of using Duckietown as a test bed for the evaluation of OOD detection algorithms outside of a simulated environment without the need for costly hardware. In addition, several autonomous car development frameworks such as Autoware [10] are also based on ROS, which implies that the software abstraction layer of Duckietown is also representative.

3.1 Hardware and Software Platform

In our experiments the goal is to demonstrate that the \( \beta \)-VAE based OOD detector (presented briefly in Section 2) could run on a CPS platform with limited hardware capabilities and resource scheduling constraints. We selected the Duckietown DB18 [4], which uses a Raspberry Pi 3B+ [4] as its primary computation unit. The Raspberry Pi 3B+ is equipped with a Broadcom BCM2837B0 quad-core A53 (ARMv8) 64-bit CPU operating at 1.4GHz. In our experiment we only use one sensor on the DB18, the front facing camera with a field-of-view of 160 degrees. This camera provides data to both the autonomous driving and OOD detection subsystems. In addition, we are only concerned with controlling the outputs of two actuators: the left and right wheel motors. Figure 1 shows a depiction of the physical robot we used for these experiments.

The Duckietown platform also provides a software framework that takes advantage of ROS and Docker to allow for fast, modular development. Figure 2 provides a depiction of the Duckietown software stack. The Raspberry Pi is running Hypriot OS bare-metal [5], which in turn runs the Docker engine. Docker allows for containerization of applications and helps to manage dependencies as well as ensure that our architecture remains modular [6]. ROS controls and manages communication between nodes and services that provide abstraction for the hardware layer. Duckietown has also provided built-in ROS nodes and services to interface with the vehicle hardware to help maintain modularity and enforce separation of concerns.

3.2 System Architecture

Figure 3 shows a block diagram of our system architecture. Each block corresponds to a ROS node. The color coding is as follows: blue nodes are provided to us by the Duckietown framework, orange nodes were implemented by us, and the green blocks correspond to physical sensors and actuators. The camera node provides a ROS interface to the camera hardware which captures the state of the environment in front of the Duckiebot at a rate of 30fps. The compressed image data as well as the time stamp of when it was collected are passed to other nodes in the system so that we are
able to make measurements on the throughput and latency of our architecture in addition to demonstrating functionality.

The lane following node subscribes to the camera node and generates a suggested control action to steer the Duckiebot while traveling in the physical environment (navigation system). Due to resource constraints on the DB18, we implemented this node using classical computer vision techniques [17]. Images from the Duckiebot’s camera are first resized into images of size 128x96 pixels from 640x480 pixels. We also isolated and used only the lower half of the image to reduce the amount of computation required. A mask is then applied to filter the white lanes out from the image. Next, we use the Canny edge detection algorithm to extract all edges from the white areas and perform a Hough Transform to identify the line segments from the image. Thereafter, the line segments are combined into their left and right lane lines based on their slopes. The detected angle from the lane lines are then denoised by an averaging filter and fed to the motor control node to control the Duckiebot’s steering.

The OOD detection node also subscribes to the camera node. Its goal is to analyze incoming images and identify any that are outside of the training dataset (as described in Section 2). Note, although the navigation system in our implementation does not rely on this training dataset, nevertheless we believe that the implemented framework is sufficient to demonstrate and evaluate the effectiveness of OOD detection algorithms. These algorithms are completely independent of the navigation systems, except that they share the training dataset with the navigation systems when those systems are implemented using ML techniques.

The motor control node serves to generate the desired velocities for each wheel. It takes the desired steering angle generated by the lane following node and applies a PID controller to shape the desired steering response. It then calculates desired wheel velocities based on the output of this PID controller. In addition, it is subscribed to an emergency stop topic provided by the OOD detection node. When an emergency stop message is received upon detection of an OOD image, a callback is executed which will immediately set all wheel velocities to zero until the robot comes to a halt. The motor control node passes the calculated wheel velocities to the wheels driver node provided by the Duckietown framework, which interfaces with the physical motors.

![Figure 3: Block diagram of OOD detection architecture utilizing existing Duckietown framework.](image)

4 EXPERIMENT DESIGN

We implemented the system architecture described in Section 3 and tested the performance of this system in an emergency stop scenario. Our goal was to evaluate the run-time performance of the OOD detection algorithm, both in terms of its accuracy in detecting OOD images as well as the timing delays in the system. This section describes the specifics of the experiment setup.

4.1 OOD Detector

We conducted OOD detection in $\beta$-VAE latent space, as proposed in [15] and briefly summarized in Section 2. The $\beta$-VAE encoder has four CNN layers of 32/64/128 x (5x5) filters with exponential linear unit (ELU) activation and batchnorm layers, two 2x2 max-pooling layers, and one fully connected layer of size 1568 with ELU activation. The decoder is architecturally symmetric.

To avoid overfitting and reduce the data collection effort, we collected in-distribution data from two sources to train a $\beta$-VAE model. First, we used the real-world driving scenes from nuScenes mini [3] as the main, in-distribution training data of 2350 images. Following the hyperparameters proposed in [15], we set the dimensions of the latent space to 30 and set the $\beta$ value to 1.4, then used the Adam optimizer in PyTorch to train the $\beta$-VAE model for 100 epochs with a learning rate of $10^{-5}$. Subsequently, we used the Rosbag tool to capture a small, in-distribution set of 1240 images from our Duckiebot test bed, shuffled the sequence, and divided the set into a fine-tuning set and an equally sized calibration set. The model trained with nuScenes data was further trained with the fine-tuning set for 10 epochs with the same learning rate. The top row of Figure 4 shows examples of in-distribution images.

We define in-distribution data as images in which the lane in front of the autonomous bot is clear and not blocked. If there is an obstacle in the lane in front of the Duckiebot, we define the image as OOD. The obstacles used for testing are shown in the bottom row of Figure 4. From left to right, the Duckiebot was driving toward an obstacle placed in its driving lane.

4.2 Navigation and Emergency Braking System

As described in Section 3, due to resource constraints, we used an OpenCV-based lane following algorithm to navigate the Duckiebot.
down the test track. The cycle time for this controller was set at 5Hz which was empirically determined to be a good compromise between accuracy in lane-line detection and resource utilization. The camera node sent compressed images to the OOD detector and lane follower using ROS topics. The nominal frame rate was measured at 30fps. Camera calibration was performed according to the Duckietown specification before conducting the experiment.

Figure 5 depicts the overall experiment setup. We partition the area in front of the Duckiebot running OOD detection into two zones: the safe zone and the risk zone. The safe zone is a region sufficiently far from the bot where even if an obstacle is present, its physical distance is sufficient that it does not pose an immediate threat to bot safety. The risk zone is defined as a region adjacent to the bot in which the presence of an obstacle poses an immediate threat to safety and the bot must therefore be stopped.

The Duckiebot is placed stationary at a fixed location on its track and an obstacle is placed 70cm away in the center of the lane. The Duckiebot is then driven forward using its autonomous lane following algorithm. Simultaneously, the OOD detector is generating an OOD score. When the OOD score surpasses a fixed OOD detection threshold (defined experimentally as greater than the 80th percentile of the scores of in-distribution images), the OOD detector will send an emergency stop signal to the motor control and the Duckiebot should come to a stop. It is important to note that the image processed by the OOD detector is always the latest image available from the camera; intermediate images captured while the OOD detector is still processing an old image are dropped. This means that the OOD detector does not process every image captured by the camera due to resource constraints.

The distance between the final stopping position of the bot and the obstacle is then recorded as the stopping distance. This distance is measured from the leading edge of the Duckiebot to the leading edge of the obstacle such that a distance of 0cm indicates a collision. The time from when the obstacle entered the Duckiebot’s risk zone to the emergency stop was also measured (end-to-end stopping time). To get an accurate measurement without affecting the performance of the moving Duckiebot, we placed obstacles on top of a second Duckiebot recording a video of the oncoming vehicle. By analyzing this video we were able to determine the time between the obstacle entering the mobile bot’s risk zone and the emergency stop with a resolution of 50ms, limited by the frame capture rate of the stationary bot’s camera. In addition to stopping distance and end-to-end stopping time, we also measured the duration it took to capture an image and send it to the OOD detection algorithm (defined as image capture to detection start time), the running time of the OOD detection algorithm itself (defined as OOD detector execution time), and the duration between an OOD image being detected and the motor velocity being set to zero (defined as detection result to motor stop time). Here image capture time refers to the timestamps when an image was captured by the Duckiebot’s camera, but before it was processed. Using timestamps for image capture time and the total distance the Duckiebot traveled in each test run, we were able to generate a velocity estimate and use this value to estimate the distance traveled when each image capture event occurred.

We repeated 40 runs of this experiment with 10 runs each using 4 different types of obstacles. Across these 40 experiment runs the OOD detection algorithm ran 288 times, with a minimum of 2 executions and a maximum of 11 executions for each run.

## 5 RESULTS

In this section, results of our experiments are discussed, as well as key inferences that can be drawn from our data are presented.

### 5.1 Overall Performance of OOD Detection

Using the OOD detection threshold set at 80% of the training data set’s OOD scores, we found that out of 40 test runs we had 5 collisions with the stationary obstacle resulting in a successful emergency stopping rate of 87.5%. We found that the median stopping distance value was 14.5cm with a 95% confidence interval of [9.0cm, 20.0cm]. This result indicates that the β-VAE detector running on the Duckiebot was, in the general case, able to successfully stop the bot in response to an OOD condition on the road ahead; collision cases are further discussed in the subsequent section.

Figure 6 shows the OOD scores for images gathered at various distances from the starting position. This distance was not measured directly, but was calculated based on the Duckiebot’s estimated velocity as discussed in Section 4. Each line corresponds to one run of the experiment. A red line indicates that the run ended in a collision with an obstacle. A blue line indicates that the Duckiebot stopped successfully before the obstacle. Line style variation is used to indicate how far from the obstacle the Duckiebot stopped. The green line represents the detection threshold for OOD score. The black line represents the location of the obstacle and the magenta line shows the risk zone boundary. It is important to note that the distances shown in this figure are based on the image capture time. The OOD score will not be available at the distances shown; they will only be available at a later time (closer to the obstacle) when the OOD detector actually completes execution.

From Figure 6 we can observe that every test run had at least one image for which the OOD score was above the threshold; even for the runs that resulted in a collision. Unfortunately, in these collision cases, the OOD outcome was only available after the Duckiebot hit the obstacle. One can also observe that the image which led to a high OOD score was captured earlier in the case of some runs with collision when compared to some other runs without collision. This indicates the presence of high variabilities in the execution times of the OOD detection algorithm. Finally, from the figure we can observe that in 2 runs the Duckiebot stopped between 80cm
and 60cm from the obstacle (outside the risk zone), in 13 runs it stopped between 60cm and 20cm from the obstacle (inside the risk zone), and in 20 runs it stopped within 20cm of the obstacle.

Figure 6: Distribution of OOD scores as a function of distance from the starting position. The scores are based on images that are captured at these distances. Each line denotes all of the OOD scores during a specific test run. Line styles are used to classify the various runs based on the achieved stopping distance from the obstacle.

5.2 Analysis of Collision Cases

Based on the data in Figure 6 we observe that in each of the 40 test runs, there is at least one input image with a high OOD score captured before the bot reaches the obstacle. We wanted to understand why a collision still occurred in 5 of those runs. One possible source of error is that our system was using ROS running on a variant of Linux without any real-time kernel patch. Without hard real-time guarantees from the scheduler, execution time for OOD detection related tasks could be variable and lead to delayed detection and control actions from the Duckiebot.

Figure 7 shows the distribution of execution times for various tasks in our implementation and compares them to the end-to-end stopping time of the Duckiebot, that is the duration from when the obstacle enters the risk zone to when the bot comes to a physical stop. The tasks we observed were the time for the OOD detector to execute, the time from a positive OOD detection result to the motor stop command being issued, and the time from an image being captured by the camera to its ingestion by the OOD detection algorithm. It can be observed from the figure that a majority of the delay was spent waiting for the OOD detector to complete execution, and that OOD detector execution times have a long tail distribution skewed towards longer detection times. In comparison, the time spent for passing images and motor commands via ROS topics is inconsequential.

In Table 1 it can be observed that our 5 failure cases all had at least two preceding OOD detector execution times longer than the overall median execution time of 542sec. This underlines the importance of using hard real-time OSs in safety critical applications. Given the constraints of the system we were using, we conjecture that a decreased OOD detection threshold or reduced bot speed could help mitigate for this limitation. However, these adjustments come with some side-effects (e.g., increased false positives and reduced system performance), and these trade-offs must be carefully studied.

5.3 Impact of OOD Detection Threshold on Performance

In this section, we explore how adjusting the OOD detection threshold impacts the stopping distance of the Duckiebot from the obstacle. Using the OOD scores and stopping distances gathered during the 40 test runs, we simulated the impact on this stopping distance for a variety of threshold values using the velocity estimate described in Section 4. Figure 8 shows the distribution of simulated stopping distances for several thresholds. It can be observed that as the threshold is lowered, the Duckiebot is projected to stop on average further from the obstacle as expected. While this decreases the projected number of collisions, it comes with a trade-off: as the threshold is lowered, more images outside the risk zone are detected as OOD (above the risk zone line shown in the figure). This would result in the Duckiebot stopping even when there is no risk of collision. Conceptually this makes sense, as an OOD detection threshold of 0 would result in all images being classified as OOD and although the Duckiebot would never collide with an obstacle, it would also never move. Likewise, increasing the OOD detection threshold reduces the likelihood of these false positives, but brings
the projected stopping distance closer to the obstacle, where the timing variations described in Section 5.2 have a greater chance to cause a collision.

Figure 8: Boxplots with confidence interval showing the distribution of projected stopping distances for varying OOD detection thresholds. The middle-quartile line marks the estimated median value.

6 CONCLUSIONS

We successfully demonstrated that the $\beta$-VAE OOD detection algorithm could run on an embedded platform and provides a safety check on the control of an autonomous robot. We also showed that performance is dependent on real-time performance of the embedded system, particularly the OOD detector execution time. Lastly, we showed that there is a trade-off involved in choosing an OOD detection threshold; a smaller threshold value increases the average stopping distance from an obstacle, but leads to an increase in false positives.

This work also generates new questions that we hope to investigate in the future. The system architecture demonstrated in this paper was not utilizing a real-time OS and did not take advantage of technologies such as GPUs or TPUs, which are now becoming common on embedded systems. There is still much work that can be done to optimize process scheduling and resource utilization while maintaining the goal of using low-cost, off-the-shelf hardware and open-source software. Understanding what quality of service can be provided by a system with these constraints and whether it suffices for reliable operations of OOD detection algorithms is an ongoing research theme.

From the OOD detection perspective, we would like to run additional OOD detection algorithms on the same architecture and compare performance in terms of accuracy and computational efficiency. We would also like to develop a more comprehensive set of test scenarios to serve as a benchmark for OOD detection on embedded systems. These should include dynamic as well as static obstacles, operation in various environments and lighting conditions, and OOD scenarios that occur while the robot is performing more complex tasks like navigating corners, intersections, or merging with other traffic.

Demonstrating OOD detection on the Duckietown platform opens the door for more embedded applications of OOD detectors. This will serve to better evaluate their usefulness as a tool to enhance the safety of ML systems deployed as part of critical CPS.