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Abstract
Existing algorithms for rendering subsurface scattering in real time cannot deal well with scattering over longer distances. Kernels for image space algorithms become very large in these circumstances and separation does not work anymore, while geometry-based algorithms cannot preserve details very well. We present a novel approach that deals with all these downsides. While for lower scattering distances, the advantages of geometry-based methods are small, this is not the case anymore for high scattering distances (as we will show). Our proposed method takes advantage of the highly detailed results of image space algorithms and combines it with a geometry-based method to add the essential scattering from sources not included in image space. Our algorithm does not require pre-computation based on the scene’s geometry, it can be applied to static and animated objects directly. Our method is able to provide results that come close to ray-traced images which we will show in direct comparisons with images generated by PBRT. We will compare our results to state of the art techniques that are applicable in these scenarios and will show that we provide superior image quality while maintaining interactive rendering times.
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1. Introduction
Subsurface scattering is a common effect in natural materials. All non-metal (dielectric) materials show this effect with differing scattering distances. The subsurface scattering effect occurs if light penetrates a materials surface, scatters at least once inside the material and exits it at a different location. It appears as a low-frequency effect on the material’s surface especially at shadow edges where light bleeding can be noticed. The scattering distance determines the strength and the distance of the (visible) translucency. For very low scattering distances the effect is not visible anymore to the human eye. Materials with high scattering distances entail very prominent subsurface scattering. In physical quantities the scattering distance is determined by the scattering and absorption coefficients ($\sigma_s$ and $\sigma_a$) of a material. These quantities are introduced in radiative transfer theory that is covered in depth by Chandrasekhar [Cha60]. Their sum describes the inverse value of the mean free path until a scattering or absorption event occurs in a material.

In real-time computer graphics, subsurface scattering algorithms can be divided into two categories according to their strengths and weaknesses. The first category directly implements the surface integral in the subsurface scattering function as a surface filter, the second category focuses on the three-dimensional nature of the object. Especially for rendering of human skin (which is one of the most prominent applications of subsurface scattering) texture filtering approaches are often used. This was first proposed by Lensch et al. [LGB*03] and Borshukov and Lewis [BL03]. The irradiance at the surface of the object (and possibly position and normals) is rendered into a texture which is then filtered by a 2D scattering kernel. Usually this is done either in a texture atlas or in screen space. Images rendered with this method usually provide high degree of geometry and texture details but they miss some scattering, either because some positions are close in the 3D world space but far away in the texture atlas representation or because they are simply not rendered (due to the screen space approach). Using a texture atlas also adds some restrictions to the mesh parameterization because 2D filter kernels do not work well over gaps or seams. In addition,
Our goal is to provide high quality for small-scale details while including all scattering effects that occur. We want our algorithm to be able to render arbitrary meshes and thus not require them to be nicely parameterized (no seams, area and angle preserving) since this can be impossible to do even as an approximation. We exclude using geometry-based pre-calculations to enable rendering of animated objects without complicated adjustments. Since there are many material models for subsurface scattering with different strengths (e.g. physical correctness, artist friendliness) we want to be able to use any model we choose with our algorithm, assuming normal incidence of the light, which we think is still necessary for real-time rendering today. In this paper we will use the physically based BSSRDF (bidirectional subsurface scattering distribution function) model proposed by Habel et al. [HBJC13] as it is applied in Physically Based Rendering: From Theory To Implementation (PBRT) [PHH16] (i.e. assuming normal incidence of the light and combining single- and multi-scattering) for comparison reasons, but other models can also be used without changing the algorithm. Finally, our algorithm should be applicable with all kinds of types of light sources (even area and environment lights) and scale well with higher numbers of light sources. The latter goal can of course only be achieved to a limited degree as shadowing techniques always apply some kind of overhead per light source to the rendering time. They also are hard to achieve correctly for area and environment lights in real time. Disregarding these general problems with illumination this goal can be achieved.

From these goals and restrictions we derive an algorithm with a similar general structure as that presented by Maisch and Ropinski [MR17]. We split the contributions into a high detailed texture filtering approach and a vertex-based approach for scattering that is not included in the texture filtering. To avoid any problems with mesh parameterization we perform the texture filtering in screen space. The filtering presented by Jimenez et al. [JZJ*15] that was also used by Maisch and Ropinski [MR17] cannot be applied to these scattering distances. This is because they use a world space kernel that is projected to screen space based on the camera distance at the kernel centre. For smaller scattering distances (and thus smaller kernels) differences in camera distance can be compensated for with a simple interpolation. However, this solution is impossible for larger kernels. To prevent this issue, we provide a novel filtering pattern that works well with large scattering distances and apply that in screen space. We use the splatting method proposed by Nalbach et al. [NRS14] to handle the lit parts of the object that are not visible on screen. This prevents the pre-calculations that were needed by the Spatial Adjacency Maps (SAM) proposed by Maisch and Ropinski [MR17] while still being able to handle all kinds of light sources as they do. Finally, to be able to compare our algorithm to a physically based path tracer we ensure the introduced approximations are all physically based and subsequent errors are minimal. We found that approximating the average of the scattering kernel across a certain area by a single sample at the centre of this area, which is used by several other approaches, introduces a lot of errors. Thus, we propose a novel kernel pre-integration that allows us to calculate this average over circular areas of arbitrary size.

To summarize our contributions

• we combine a novel screen space with a geometry-based approach that can correctly render animated meshes,
• our novel kernel pre-integration allows for renderings close to a path traced ground truth generated by PBRT [PHH16],
• we introduce a novel screen space sampling pattern applicable for large scattering distances.
We compare out technique to a ground truth and other existing techniques to show ours can provide a superior image quality as shown in Figure 1.

2. Previous Work

We divide the previous work relevant to this paper in two sections. First, we discuss offline rendering solutions and BSSRDF models, and second we review real-time rendering techniques. We cover different types of BSSRDF models as well as acquisition of material parameters. As to the real-time techniques, we consider texture-based techniques, and discuss TSMs and related techniques as well as texture filtering. We also discuss geometry-based techniques, while discriminating between gathering and splatting approaches.

2.1. Offline rendering and BSSRDF models

Subsurface scattering effects were first used by Blinn [Bli82] for simulating light interaction of clouds and dusty surfaces. Later Hanrahan and Krueger [HK93] presented a more sophisticated model for scattering that included single scattering in homogenous participating media. Single scattering is a prominent effect in optically thin media but when rendering optically thick materials multi scattering gets more dominant. Stam [Sta95] presented a solution for multi-scattering by approximating it as a diffusion process. This proposition is sufficient if many scattering events happen inside the material, so the actual direction of incoming light becomes less important and scattering itself becomes more and more isotropic. Using this approximation Jensen et al. [JMLH01] provided a BSSRDF model assuming a flat, semi-infinite geometry. In turn, this model is only applicable in cases of semi-infinite geometry, but is used on other geometries as well. The solution required the incident light to be perpendicular to the surface. The authors fixed this requirement by multiplying fresnel terms that added a directional component. For offline rendering purposes the rendering speed of the method for using the BSSRDF model by Jensen et al. [JMLH01] was further improved by Jensen and Buhler [JB02]. They used a two pass technique to first compute the irradiance for translucent objects and then evaluated the BSSRDF hierarchically but even this improvement could not speed up the computing process enough for real-time rendering purposes. A different approach for rendering subsurface scattering was used by Munoz et al. [MESG11]. They use convolutions in Fourier space to solve the scattering integral and divide the image in multiple layers to ensure covering all irradiance. This results in a fast approximation of the effect for a lower number of layers but even with a higher number their results still differ visually from the ground truth by Jensen and Buhler [JB02].

Using this solution as a basis, Donner and Jensen [DJ05] generalized the BSSRDF model to support slabs (an infinitely large plain but with a finite thickness) and multi-layered materials. In another paper [DJ07] the same authors proposed a photon diffusion model for the BSSRDF that directly contained directional information from the incident light. They also proposed a model for geometries with 90 degrees edges. While it still is the basis for current on- and offline rendering methods for subsurface scattering, the basic diffusion model has been improved by d’Eon [d’E12] and also Habel et al. [HCJ13a]. Both proposed using a Green’s function, which has lesser errors for high absorption materials, for the diffusion equation in BSSRDF models. D’Eon and Irving [dI11] used these new solutions for a Quantized Diffusion that quantized the light response at discrete time steps to create a BSSRDF model consisting of a sum of Gaussians. Due to the nature of this model it can be applied to slab geometries and multi-layered materials much easier than previous models. Habel et al. [HCH13b] combined the new diffusion solutions with the photon diffusion model to create Photon Beam Diffusion that directly supports arbitrary directions of incident light. All models with a directional component mentioned have the disadvantage that they comprise an integral that needs to be solved numerically. The method proposed by Frisvad et al. [FHK14] overcame this by incorporating the directional component directly in the solution of the diffusion equation. An approximate BSSRDF model was proposed by Christensen [Chr15] that can directly transfer to diffuse illumination for far away objects. Frederickx et al. [FD17] proposed a model for forward scattering materials. Due to the higher number of parameters it is rather hard to tabulate and thus not suitable for real-time applications. All of the previously mentioned models are only valid for specific geometries (either semi-infinite or slab geometries). Vicini et al. [VWK19] used a learning-based approach to adjust a subsurface scattering model to the local geometries to overcome constraints due to the geometries assumed by most models. Currently their approach is not feasible for real-time rendering.

Material parameters for subsurface scattering were measured by Jensen et al. [JMLH01] and fitted to their model. Other measurements were done by Narasimhan et al. [NGD*06] for diluted materials, Gkioulekas et al. [GZB*13] for several common materials including soap and mustard, and Weyrich et al. [WMP*06] for human skin. For the latter Iglesias-Guitian et al. [IGAJG15] developed a model for skin aging that also provides scattering parameters.

2.2. Real-time rendering

A first real-time solution for subsurface scattering was presented by Dachsbacher and Stamminger [DS03] who used TSMs to capture the irradiance from a single light source on the scene. By projecting the TSM onto the geometry from a viewer’s perspective and applying a sampling pattern subsurface light transport is calculated. Lensch et al. [LGB*03] used a texture atlas for a similar purpose to calculate what they call ‘local’ scattering. These techniques are adapted and combined with texture filtering techniques by d’Eon et al. [dLE07, dL07]. They fit a sum of Gaussians to match the subsurface scattering kernel and could thus apply multiple separable kernels to approximate the effect using a texture atlas that required a parameterization with only a few seams. Jimenez et al. [JSG09] modified this to a screen space solution which was finally modified to use only a single separable kernel [JZ*15]. Both relied on a world space texture filtering kernel that is projected to screen space to find the correct sampling positions. This avoided a lot of problems regarding the need for a proper kernel pre-integration to create results that are stable with regard to changing the camera distance. For larger kernels this projection becomes inaccurate, though. For smaller kernels especially the latter technique was very fast and thus perfectly suitable for real-time applications. The texture filtering techniques provided highly detailed results preserving small local texture and geometrical features. Because of reprojection and
shadow map resolution this is not the case for TSMs. The downside of the texture filtering techniques is, that the translucency effect from parts of the scene that are not visible in camera space were ignored. Jimenez et al. [JWSG10] used an estimation for the missing scattering which was not based on the actual illumination at the objects’ back side and only relied on a single sample. While this approximation could create plausible results in some cases, it could not reproduce the actual scattering generally. All mentioned techniques involved some kind of texture filtering which provided convincing results for materials with lower scattering distances. For higher scattering distances it could not be applied though because the texture filtering was not optimized for that purpose. Chang et al. [CLH*08] proposed a texture-based approach based on importance sampling. They render the irradiance into texture atlas and use MipMapping for importance sampling. Because of this their technique is not affected by the issues caused by parameterization but also lack the detailed results of texture filtering. Elek et al. [ERS13] presented a texture-based technique for larger scattering distances for scenes with objects placed in a scattering medium. A representation similar to TSMs is also used by Shah et al. [SKP09] and Chen et al. [CPZT12] as a source for generating splats. We will fully expose this further in the next paragraph where splatting algorithms are discussed. Existing image space techniques based on shadow maps lack quality for high-frequency details due to shadow mapping projection. Screen space techniques on the other hand can miss the contributions to the translucent effect of the material. Our technique relies on the positive effects of screen space techniques while reducing their downsides by combining it with a geometry based translucency.

Another group of real-time techniques takes into account the objects’ whole 3D structure. Lensch et al. [LGB*03] used a vertex-based approach for rendering their ‘global’ subsurface scattering. They pre-calculated a transport matrix on triangle level and applied that by matrix multiplication during rendering. This multiplication might not be suitable for real-time applications with higher vertex counts. Similarly Mertens et al. [MKB*03] introduced a low resolution mesh to calculate form factors used for subsurface scattering. Both techniques rely on a pre-calculation that might not be directly applicable to animated meshes. They are gathering techniques that calculate scattering for each vertex and interpolate it over a triangle which reduces quality. While Shah et al. [SKP09] and Chen et al. [CPZT12] created a TSM first, their principle was to render splats on the geometry buffer not to directly calculate scattering. Both, splats and geometry buffer, were used in different resolutions to reduce the overhead that splatting creates. Their technique works well with animated meshes and also covers all scattering even with large scattering kernels. As a downside their approach was restricted to light sources that allow for creating shadow maps and the quality of the results suffers from shadow map resolution and reprojection. Nalbach et al. [NRS14] proposed a Deep Screen Space (DSS). They created splats directly in multiple resolutions with the tessellation shader. To reduce the rendering time they also used a multi-resolution approach. Since all splats were created separately for each image, animated meshes will naturally work. While both algorithms, in general, are quite promising, their speed does not scale well with screen resolution. The technique by Chen et al. [CPZT12] had to find a balance between the resolution of their TSM that determines image quality and rendering speed. Nalbach et al. [NRS14] had a similar trade-off with mesh tessellation. Preserving high details will result in poor rendering speeds with both algorithms as the splats create a lot of overdraw.

Maisch and Ropinski [MR17] proposed a combination of Separable Subsurface Scattering (SSSS) by Jimenez et al. [JZJ*15] and the vertex-based approach by Mertens et al. [MKB*03] to gain high details as well as low-frequency contributions previously unobtainable with texture space algorithms. They adjust their pre-calculations such that they are applicable to animated meshes as well. For higher scattering distances their approach shows the same downsides as SSSS. Our algorithm similarly splits contributions between a screen space technique to ensure high-frequency details and a geometry-based algorithm to add missing translucency. Since the geometric approach is only applied if irradiance is not covered by the faster screen space technique computation time is reduced.

Another approach to interactive subsurface scattering was proposed by Dal Corso et al. [DCFMB17] who used the directional dipole model proposed by Frisvad et al. [FKH14]. Their technique also comprised the scattered light to further illuminate the scene. While their technique provided promising results for larger scattering distances it has similar problems as the original TSM approach. For changing light sources it also gets very slow which is insufficient for our real-time use case. Another feature of the article by Chen et al. [CPZT12] is their ability to render heterogeneous materials. To do this they apply a non-physically based combination of BSSRDFs from materials at the light entry and exit point. While we did not design our algorithm with this feature in mind, our algorithm can be easily extended to also handle these cases.

3. Our Approach

As mentioned before, the scenario we address with our work restricts the design of our algorithm. In this section we want to derive these restrictions and give an overview on how we address them.

3.1. Derivation

We start deriving our solution with the same ideas that are presented by Maisch and Ropinski [MR17]. The equation for subsurface scattering describes radiance $L$ leaving a single point $x_i$ in direction $\omega_o$:

$$L(x_i, \omega_o) = \int_A \int_{2\pi} S(x_i, \omega_i, x_o, \omega_o) L(x_i, \omega_o) (\hat{n} \cdot \omega_o) \, d\omega_i \, dx_i , \tag{1}$$

where $A$ is the surface area of the object to visualize, $L$ is the incident light at that surface and $S$ is the subsurface scattering BSSRDF. The BSSRDF can be split into directional factors $(F_i)$, in this case Fresnel terms, that describe the light entering the material at $x_i$ and exiting at $x_o$, a factor based on Fresnel moments ($C_o$), and a distance factor $(R_i)$ that covers light transport between these points as described by Habel et al. [HCJ13b]:

$$S_i(x_i, \omega_i, x_o, \omega_o) = \frac{1}{\pi} F_i(x_i, \omega_o) R_i(\|x_i - x_o\|) \frac{F(x_o, \omega_o)}{4\pi C_o (\xi / \eta)} ,
\quad C_o = \frac{F(x_o, \omega_o)}{4\pi C_o (\xi / \eta)} ,$$

$$F_i(x_i, \omega_o) = \frac{F(x_i, \omega_i)}{\pi} \frac{R_i(\|x_i - x_o\|)}{\|x_i - x_o\|} .$$
To combine the surface effect with the translucency effect Maisch and Ropinski [MR17] use surface splitting criteria to define where each effect is applied. These criteria define which points \( \mathbf{x}_i \) with normals \( \mathbf{n}_i \) belong to the ‘front side’ (where they apply the screen space effect) and which belong to the ‘back side’ (where they apply their translucency), for each point \( \mathbf{x}_o \) on the surface of the mesh. Since they needed splitting that could be used in their pre-calculations they used the surface normal \( \mathbf{n}_i^o \) at point \( \mathbf{x}_o \) to define the criteria as follows:

\[
(\mathbf{x}_i - \mathbf{x}_o) \cdot \mathbf{n}_i^o < 0 \quad \text{and} \quad \mathbf{n}_i \cdot \mathbf{n}_i^o < 0.
\]

If both inequalities are true a point will be on the ‘back side’ and used with the translucency effect. We adjusted these criteria to use the view direction \( \mathbf{v} \) instead of the normal at \( \mathbf{x}_o \):  

\[
(\mathbf{x}_i - \mathbf{x}_o) \cdot \mathbf{v} < 0 \quad \text{and} \quad \mathbf{n}_i \cdot \mathbf{v} < 0. \tag{2}
\]

\[
\mathbf{n}_i \cdot \mathbf{v} < 0. \tag{3}
\]

Since it was a pre-requisite to always use a screen space surface effect and discard any pre-calculations, we can use the non-constant view direction. This enables us to calculate the screen space effect without checking for the criteria explicitly.

### 3.2. Pre-integration of subsurface scattering kernels

Equation (1) needs to be split into a sum of integrals as described by Maisch and Ropinski [MR17] to be calculated in real-time. For the screen space calculation we sum over areas overlapped by pixels, in the geometric part we sum over triangles in our case:

\[
L(\mathbf{x}_o, \mathbf{a}_i) = c_o \sum_{A_i \in \mathcal{A}} F_i(\mathbf{x}_i) R_i(\|\mathbf{x}_i - \mathbf{x}_o\|) L_i(\mathbf{x}_i)d\mathbf{x}_i. \tag{4}
\]

While assuming \( FL \) to be constant across the surface and removing them from the integral will only result in small errors, the same assumption does not work very well for \( R_i \). Due to the strong peak of the function, simply assuming \( R_i \) to be constant over that area introduces a large error especially at small distances. This error is especially visible in the screen space effect because changing the camera zooming or distance will result in changes of the areas that are overlapped by a single pixel. This leads to effects of changing brightness and even colour as shown in Figure 2. There we visualize the effects of using incorrectly integrated subsurface scattering profiles multiple colour channels. The first row shows how this effect on the Chinese Dragon model rendered with a naive screen space approach at different camera distances. The leftmost image has the lowest camera distance while the one on the right has a high camera distance. All images are then normalized to show the models at the same size (but different resolutions stated in the labels below each image). Due to more surface area being covered by a single pixel the zoomed out versions get brighter and also the colour changes from a dark violet to a pink. The plots in the rows below that explain how this effect comes to be. We use the red and blue colour channels as an example. In the second row the area covered by a pixel is small (high resolution) and the profile functions are represented well with the samples. Using a lower resolution leads to a higher surface area (third row) and the profile, especially the red one which has a highest peak gets less well represented with the chosen samples. A correct integration of the profile adjusts the sample values to always represent the profile best regardless of the areas of the samples (last row). The thin lines shown there represent the naive values for this sampling area and shows once more this effect is stronger with colour channels which profiles contain higher peaks.

As a means to simplification we only consider a single incoming light direction here, so that we can ignore the second integral. Multiple light sources can be used by just adding up their effects independently as presented by Maisch and Ropinski [MR17]. We also introduce \( c_o \) describing constant terms pulled out of the integral to simplify the following equations. The key idea for our approach is to split the surface area integral into two disjoint parts where one part is visible in screen space and the other is not.
would only become visible in direct comparison with a path tracer. Jimenez et al. [JZJ*15] pre-integrate their kernel for a more correct image but only in 1D. While the kernel is parameterized as a 1D function, it is actually 2D radially symmetric. Approximating this integration in 1D is not sufficient for producing correct images in our use case. We discuss in Section 7.2 that each point in the 1D kernel needs to be weighted depending on its distance to the origin and also the position of the area to be integrated over.

While theoretically the shape of the area is also relevant, our results were sufficiently accurate when approximating the shape by a circle. This way we can tabulate a kernel with two parameters. They are distance to the centre \( d = |x_i - x_o| \) and the integrated area \( A \) in a 2D texture. For each distance and area we store the average kernel \( R_d \) as follows:

\[
R_d(|x_i - x_o|, A) = \frac{1}{A} \int \mathcal{R}_d(|x_i - x| - x_o|) dx.
\]

(5)

We can thus simplify Equation (4) to

\[
L(x_o, \omega_o) \approx \sum_{A \in A} F(x_i) L(x_i) A \mathcal{R}_d(|x_i - x_o|, A),
\]

(6)

which we can calculate in real-time. An explanation how we approximate this integral numerically is given in Section 7.2.

3.3. Overview

Our algorithm consists of seven render passes. The first pass is a deferred rendering pass where we store positions, normals, index of refraction and (optionally) texture colour in a G-Buffer. Additionally, we calculate a mask for the objects we want to apply the algorithm to and the projected pixel area and also store them in the G-Buffer. Further material properties not directly needed for our algorithm can also be stored here (e.g. glossiness).

In the second pass we render (simple) shadow maps that are used in the third pass when we calculate all (screen space) illumination. For our purposes this illumination consists of directly reflected radiance and transmitted irradiance. We then create a MipMaps for the positions and normals in the G-Buffer and the transmitted irradiance.

In a fourth pass we calculate our translucency effect (see Section 5) in a lower resolution which is upscaled in an additional pass. Finally we generate the screen space subsurface scattering (see Section 4) and combine it with translucency and direct illumination. The same pre-calculated kernel described in Section 3.2 is used in both passes that calculate a part of the subsurface scattering effect.

4. Screen Space Technique for High Scattering Distances

Existing screen space subsurface scattering algorithms cannot be applied if high scattering distances are desired. We already discussed the changing in brightness and colour while zooming using a naive direct approach to screen space subsurface scattering in Section 3.2. Jimenez et al. [JZJ*15] offered a solution for this problem for their approach, which is unfortunately not applicable to our situation, large scattering distances will most likely result in scattering kernels that cover the whole screen or at least a large portion of it. As a consequence applying this kernel naively will slow down the rendering significantly. One solution would be to separate the kernel but the assumption of an additively separable signal (in this case the irradiance) that Jimenez et al. [JZJ*15] rely on does not hold for large kernels. Rotating the kernel to improve on this problem is also impossible since the errors will lead to a very noisy image. Using a fixed world space kernel and projecting it to the screen is also not possible since this assumes the camera distance being constant inside the kernel. Jimenez et al. [JZJ*15] use interpolation to approximate small changes in camera distance across their kernel but with larger kernels the changes will become too big. We thus need samples with fixed positions in screen space and use world space distances as kernel parameter.

4.1. Sampling the kernel

Jimenez et al. [JZJ*15] sampled the centre of the kernel more densely than the exterior in their implementation. This makes sense since the kernel function will have the biggest changes in the centre. They do not use averaging for samples in less dense regions, because it is not really needed for lower scattering distances. It is also unclear how to correctly apply this to a separable approach. For larger kernel sizes another problem arises if the distances between two samples in the outer regions become too large, while their kernel contribution is still relevant. Due to this, sharp features in areas with a low sample density are reproduced as dimmer copies of these features at the position of the kernel centre in the resulting image. When using a dense kernel, neighbouring pixels will sample the same features, resulting in a blurred version of the original feature up to the point where the copy of the feature is not visible anymore. In less dense kernels these copies will be visible in the resulting image at distances to the original feature that corresponds to the distances of the samples in the kernel. Dachsbacher and Stamminger [DS03] sample from a downsampled buffer when using less dense samples to circumvent this problem. The downside of their pattern is that it is fixed and cannot be adjusted to the screen or kernel size. We propose a pattern that can be adjusted as required.

4.2. New sampling pattern

We introduce a new and adaptable sampling pattern that includes downsampling of the original irradiance image and G-Buffer. To minimize the number of samples necessary for the kernel, we sample the pixels near the kernel-centre more densely than the pixels further away. We assign a region to each sample that is determined by the sample’s distance to other samples. To avoid creating visible copies of the image, we sample the average of the region the sample covers by means of downsampling. We ensure the presence of high-frequency details by having an inner region of our kernel sampled in full resolution. The remaining kernel is layered. Each layer is a shell around the previous one with the first one being the full resolution inner region. Each layer has a width of \( n \) samples and can be represented by a regular grid. Only the outermost grid cells are used. Thus, the layer has \( 4(n_l - 1) \) samples in total. The diameter of each sample is \( \frac{d_o}{n-1} \), where \( d_i \) is the diameter of layer \( l \), and \( d_0 \) is the width of the inner kernel. For an inner kernel with a width of
Figure 3: An example for our sampling pattern that has an inner kernel (red) with 25 samples \((n = 2)\) and three outer layers (blue, yellow and green) with a width of five samples each \((n_l = 5)\). We also marked an exemplary sampling position \(x = p_2(4)\).

\[
2n + 1 \text{ samples, the positions of all grid points of the } i\text{-th layer on a single axis are }
\]

\[
p_i(s) = \frac{1}{2}(2n + 1)(\frac{n_l}{n_l - 2})^{i-1}\left(\frac{2x - 1}{n_l - 2} - 1\right).
\]

where \(s \in 0, \ldots, n_l - 1\). Figure 3 shows an example for such a pattern with an inner kernel with 25 samples and three outer layers with a width of five samples each. We defined our sampling pattern in that way to be more flexible and to choose varying numbers of samples. We do not only choose our sampling positions, but also can deliberately choose the MipMap level to look up the sample and area for the kernel integration according to the samples size in the pattern. We found that the image quality will be best in cases of \(n = 2\) and \(n_l = 5\) with 10 layers. The number of layers might require further adjustment to the screen size if the sampling of the whole screen is necessary.

5. Translucency Effect

Other than the screen space technique we have to specify how to include scattering that is not visible on screen. We do not use the ‘Spatial Adjacency Maps’ proposed by Maisch and Ropinski [MR17] because of the necessary pre-calculation and the resulting problems with applying the approach to animated objects. Instead, we create our translucency effect by using a modified version of ‘Deep Screen Space’ [NRS14]. DSS is a technique to render several global illumination effects using splatting. We focus on the subsurface scattering technique. It is based on hardware tessellation to create splats from the triangles in a triangle mesh. The tessellation level is chosen in accordance to the camera distance and triangle area. The position, normal and irradiance at the centre of a triangle will be assigned to the splat as well as the triangles area. The size of the splat is determined by the scattering distance. These splats are rendered into a G-Buffer storing, at least, positions and normals (other parameters such as texture colour or varying material properties can be added) where we calculate the light transport between the splat’s position and the position in the G-Buffer. We need to add all contributions of all splats covering a pixel, so we cannot use the depth buffer to reduce the overdraw. The GPU’s blending unit has to be adjusted to add all results. This leads to a considerable amount of fragment shader evaluations per pixel, especially in case of subsurface scattering as the splats sizes are determined by the scattering distance. To reduce the rendering time for the splatting, the original DSS uses a hierarchical G-Buffer to render different distances of the splat in different resolutions. Pixels near the splats centre thus receive a more detailed effect than pixels that are further away.

For our modification we simplify this multi-resolution approach. Since we already have a high-quality effect that is applied at small distances we can use the DSS effect directly in a lower resolution. Contributions of the model’s back side will be of lower frequency anyway. Nalbach et al. [NRS14] suggested that rendering in half the original resolution is still slightly slower than their multi-resolution technique. We choose a quarter of the original resolution for our approach. As also suggested by Nalbach et al. [NRS14], we recommend using a high resolution model for the actual rendering and a lower resolution model for the splatting. In contrast to their approach we do not further tessellate the triangles though as this is not necessary for our low-frequency effect. They also cull splats in the geometry shader based on their irradiance and we do the same but cull even more splats due to our splitting criteria. For this we perform the test on those criteria in the geometry shader and choose \(x_o\) as the position stored at the splats centre in the G-Buffer. This is not perfectly correct but it drastically reduces the number of splats actually drawn which entails major advances in performance.

6. Adjustments to the Model for the Discrete Case

The theoretic model proposed above involves several points where we discretize a continuous model of an object’s surface into either pixels or triangles. While this is not a big issue for smaller pixel or triangle areas, it can introduce some artefacts when these areas become too big. In this section, we describe how to handle such cases.

6.1. Sampling pattern

As described in Section 4.2 we use MipMapping to get average positions, normals and irradiance for the subsurface scattering calculation. These MipMap levels may get quite large so that the original image is reduced to merely a few pixels. The pre-integrated kernel resolves some issues that can occur due to the subsurface scattering kernel itself but cannot account for issues that occur due to the scene geometry. Our kernel pre-integration assumes a uniform distribution of positions in the covered area which is usually not the case in the actual geometry. Especially for samples that cover a larger surface area, this assumption is not valid. As smaller distances to the kernel centre have an exponentially larger influence than bigger distances, samples will appear dimmer the larger the area they cover. To compensate for this, we use a ‘brightening term’ based on the index of the outer sampling layer \((i)\), as this index also determines the sample size of that layer (see Section 4.2). The term that provided the best results was \(\sqrt{i}\) which we multiplied with each contribution by a sample from an outer layer to obtain the final contribution of the sample.
The radius of the disk $r_{\text{disk}}$ is determined by setting the disk’s area equal to the area of the triangle that produces the splat. The adjusted position $x'_i$ is then

$$x'_i = x_i + \frac{x_i - x_0}{\|x_i - x_0\|} \min (r_{\text{disk}}, \|x_i - x_0\|).$$

(9)

where $x_i = x_0 + n_i((x_0 - x_i) \cdot \vec{n}_i)$ is the point on the splat’s plane nearest to $x_0$. The subsurface scattering is then calculated based on the distance between $x'_i$ and $x_0$ as illustrated in Figure 4. The figure also illustrates the effects of not adjusting the splats positions. The resulting translucency will still show a small variation in brightness but the effect is much more evenly distributed.

As we render the splatting into a render target with a lower resolution than the final result, an upsampling strategy is required to ensure the image quality. We tried several strategies to up-sample the lower resolution splatting results. We found that bicubic sampling (as described by Sigg and Hadwiger [SH05]) would give us the best results.

7. Implementation

After the theoretic description of our technique we will explain implementation details. We discuss some parameters that were used to generate the results and give a more detailed description of some algorithms.

7.1. Generating kernel textures

To generate the kernel textures we first need to choose the texture size as well as minimum and maximum radii and areas stored. We use the Photon Beam Diffusion BSSRDF by Habel et al. [HCJ13b] in the same way as PBRT [PJH16] does. Notably they include the single scattering term that was separated in the original BSSRDF into their pre-calculated, tabulated BSSRDF. Similarly, the original model depends on the direction of incidence. In contrast,
PBRT [PJH16] as we do, assumes that light is incident along the normal direction. The chosen 2D textures have \( r = \|x_i - x_o\|\) and \( A\) as parameters. The minimum of these values is 0. We determine the maximum value of \( r \) such that we obtain an acceptable cutoff value for the BSSRDF’s source function \( Q(r) = a' \sigma_t e^{-\kappa r} \). The source function is a good choice because it can easily be inverted in contrary to the actual BSSRDF but is still a reasonable estimate for the falloff in this case. After trying different values, we cut off the BSSRDF at \( r_{\text{max}} \), where \( Q(r_{\text{max}}) \leq 10^{-1} \). The maximum value for \( A \) is then derived from \( r_{\text{max}} : A_{\text{max}} = r_{\text{max}}^2 \pi \). After some tests we found that a lookup texture resolution of \( 512 \times 512 \) provides the best results in terms of image quality while still having a reasonably low memory footprint.

### 7.2. Fast numerical kernel pre-integration

As discussed in Section 3.2 we need to pre-integrate the kernel for different surface areas. The analytic formula is given in Equation (5). We pre-calculate \( R_d \) at fixed locations \( \Delta x_i \) that we have chosen based on the maximum distance between \( x_i \) and \( x_o \) and the size of the lookup texture. We then assume that the area we want to integrate over has a circular shape with radius \( r_d = \sqrt{\frac{2}{\pi}} \), and its centre is located at distance \( r \) from the centre of the coordinate system. The function \( R_d \) is radial symmetric at the centre of the coordinate system. We can exploit this to approximate the integral over a ring centred with respect to the coordinate system cut with the circle area. We thus iterate over all \( \Delta x_i \in \max(0, r - r_A), \ldots , r + r_A \).

We assume \( R_d \) can be regarded linear between two sequential \( \Delta x_i \), which is why we approximate the integral over the arc area by:

\[
(b_h R_d(\Delta x_i) + b_{h+1} R_d(\Delta x_{i+1}))(\Delta x_{i+1} - \Delta x_i).
\]  

(10)

where \( b_h \), being the arc length of the arc centred with respect to the coordinate system with radius \( \Delta x_i \), cut with the circle area:

\[
b_i = 2 \Delta x_i \arccos \left( \frac{\Delta x_i^2 - r_i^2 + r^2}{2r \Delta x_i} \right). \]  

(11)

If \( r \pm r_A \) is not already part of our pre-calculated values, we linearly interpolate to get the proper values to start and end the integration. Figure 5 illustrates the basic idea: the circular area \( A \) is shown in green and different arc segments are shown in red. If \( \Delta x_i < |r - r_A| \), the inverse cosine is undefined and the arc length is then \( 2\pi \Delta x_i \).

As you can see in Figure 5, while most arc segments are nicely approximating the full circle, the last arc segment (drawn in blue) does not. In other configurations this can also occur for the first segment. However, adjustments of our method (by super-sampling the last arc segment) to obtain a better representation of the circle did not result in differences in the resulting image.

### 8. Evaluation

To demonstrate the outcome of our algorithm we compare its image quality and rendering speed against other approaches. As a ground truth we use images rendered with PBRT [PJH16] where we use the ‘subsurface’ material. This material implements the same BSSRDF model, and is therefore a perfect match for our comparison. Unfortunately PBRT handles textures in a different way that we cannot directly emulate in real time. Therefore, comparisons with PBRT will all be without textures. We do additionally provide textured examples in the supplementary material (Appendix 1.2) though, to show our algorithm can work in these scenarios as well. In Appendix 1.4 we also give detailed information about rendering times of specific
render passes, GPU memory needed, objects sizes and material parameters the renderings in this paper.

Besides PBRT we also compare our algorithm to other real-time algorithms. We use an implementation of DSS as an example for geometry-based subsurface scattering techniques [NRS14]. As suggested by Nalbach et al. [NRS14] we used a lower resolution version of the model where it made sense to improve the performance of the algorithm. This is the same lower resolution model we used for our algorithm. The number of multi-resolution layers \( l_{\text{max}} \) is 3 in our examples and we set \( \epsilon = 0.1 \). We also compare against an implementation of the algorithm presented by Chen et al. [CPZT12]. We used a resolution of \( 2048 \times 2048 \) (when using a lower resolution we encountered serious visual artefacts) for the irradiance buffer and 3 MipMap levels as suggested in the original paper. Although, both algorithms are based on splatting we included the algorithm by Chen et al. [CPZT12] to provide a comparison to an algorithm that we did not use as part of our own.

Another interesting point for comparison is an approach that only relies on screen space filtering. These algorithms tend to be very fast and thus a natural choice for real-time applications. Because existing screen space approaches do not work well with large scattering distances as described in Section 4, we compare against the screen space technique described in this section. Although this is by far a perfect candidate for a complete evaluation, the method will show the general shortcomings of screen space only methods very well.

In case we have a PBRT generated ground truth we generated comparison images using structural dissimilarity (DSSIM) [LMCB06].

8.1. Image quality

We put forward four different scenarios that are interesting to compare. In the first scenario we show the necessity for geometry-based subsurface scattering, especially for the materials we want to render. To make this point, we display a scene with a mesh rendered from a perspective with no or little direct illumination. In the second scenario, we demonstrate the opposite case: a mesh rendered from a perspective with full direct illumination. This will prove the necessity of image-based subsurface scattering to create a more detailed image. The third comparison presents the dissimilarities of an exemplary rendering using the compared techniques. Finally, we compare the impact of different tessellation levels on the image quality in cases in which meshes have uneven tessellations. We also provide average DSSIM values in these cases.

Back Lighting Scenario: For materials with lower scattering distances (where image-based methods work well) the effect of geometry-based subsurface scattering is very small and may be neglected for performance reasons. But this is not the case for the materials we focus on. Due to large scattering distances, light may travel through an object completely. Even areas without direct illumination will appear to be glowing. Image-based (especially screen space) methods will have trouble creating this effect either because the geodesic distance between a lit point and a glowing point on the object’s surface can be quite large or because the lit points are simply not present in the image. This effect can be seen in Figure 6(a) where the Indonesian Statue is lit from behind. While all approaches using splatting (ours, DSS, and the technique by Chen et al. [CPZT12]) generate results that match the ground truth equally good, the screen space method cannot correctly catch the appearance of the statue.
In turn, the similarities between the splatting approaches (including ours) originate from the fact that the appearance is completely dominated by the translucency effect in that scenario.

**Front Lighting Scenario.** For the directly opposing scenario the results differ substantially. The subsurface scattering algorithm mostly needs to preserve the shadow edges and geometry details of the Serapis Bust as seen in Figure 6(b). The view chosen here contains many directly lit areas as, a prominent shadow of the nose, and several smaller shadows of the hair and mouth. Here, the screen space technique can provide for high-quality results very close to the ground truth. Our technique will not use many samples from the geometric approach, because they are facing away from the camera, and mainly rely on the screen space technique. Subsequently, the results will look just as the ones generated by the screen space algorithm. This scenario perfectly visualizes the downsides of geometric approaches. The technique by Chen et al. [CPZT12] does comparatively well since the splats are generated from pixels in a shadow map. However, differences in colour of the final image underline the importance of kernel pre-integration as described in Section 3.2. Because of the exponential falloff in the BSSRDF, using the value at the centre of the area as the average result in an underestimation of the actual result. In case of a different falloff for different colour-channels, this effect not only affects the brightness but also the actual colour. Due to the relatively coarse sampling of DSS, shadow edges are not preserved very well with that technique. It also does not provide much of the geometric details present in the ground truth.

**Combined Scenario:*** Both scenarios were very extreme examples. In general, the geometric approach will perform better than the screen space approaches when dealing with materials with large scattering distances. Thus, we provided the per pixel DSSIM values of the rendering of the Chinese Dragon in Figure 7. This perspective demonstrates some directly lit regions, regions in shadow, shadow edges, and regions with smaller geometric features. We compare the ground truth image (‘PBRT’) with images generated by our technique and its competitors. In the right column we show the DSSIM values for the respective method. The perceptive differences of our method compared to the ground truth are nearly invisible (black regions mean no difference). The image rendered with the technique by Chen et al. [CPZT12] has some noticeable errors at some contours in the DSSIM image. Our technique on the other hand has an area at the top of the head that shows a small difference. DSS by Nalbach et al. [NRS14] provides good results too. The screen space method cannot provide a similar visual quality simply because several surface regions of the dragon that are not visible on screen, contribute substantially to the subsurface scattering. Overall the total dissimilarity for our results is slightly better than all of our competitors as we discuss in Section 8.2.

**Effect of Tessellation:**. In the last scenario, we want to discuss here, we focus on the effect of tessellation. This effect only applies to our technique because the other techniques either do not use the meshes’ triangles for splatting or use an adaptive tessellation that prevents visual artefacts. As a consequence the other techniques suffer from a severe impact on performance which we will discuss in Section 8.2. We will also show examples of the other techniques showing similar artefacts in Appendix. 1.1. There we also explore the problems that occur with the techniques of Chen et al. [CPZT12] and Nalbach et al. [NRS14] without a sufficiently small area for their splats. We chose the Monkey Trefoil model as an exemplar for triangles that have one edge which is shorter than the others. Despite all efforts to reduce the problem, visual artefacts as described in Section 6.3 may occur. The effect can be observed in the image of low tessellation (Figure 8). It shows as bands of a different colour in the image. Due to the technique described in Section 6.3 and the kernel pre-integration we can minimize the visibility of these bands. They are still visible though and without changing the mesh itself we were only able to remove them by using a higher tessellation (which we achieved by creating 6 smaller triangles in the tessellation shader). The high tessellation image in Figure 8 illustrates the results without visible artefacts.

**Comparison to Other State of the Art Techniques:**. Up to now we only compared our approach to existing splatting approaches and a screen space technique that we created ourselves. Since other screen space approaches exist, most notable SSSS [JZJ*15] and SAM [MR17], we want to show an example why we did not do an in-depth comparison with those. First, we want to mention that while both techniques do very well in the parameter ranges they were created for (about the scattering distance of human skin) the images we show here are created with materials outside of this range. We explained before why these techniques are not very suitable for our tasks and will provide some images in Figure 9 supporting this claim. There our result of rendering the Armadillo is compared to only the translucency part of SAM [MR17] and also SSSS [JZJ*15]. We also added a combination of the two methods as it is described in SAM [MR17]. It is very obvious that due to the low number of translucency samples SAM [MR17] does not include all translucency. SSSS [JSG09] results show a noisy image due to the breaking of the separation criterion and using a random rotation on the separated kernel.

As an overview of all scenarios we present their average perceptual dissimilarities in all of these as a plot in Figure 10. The figure summarizes all of our previous findings. The results of the Indonesian Statue do not have any problems with colours not matching the ground truth. Our technique provides very good results in that case. For the Serapis Bust model our results are marginally worse than the screen space results but this difference remains almost unnoticeable.
**Figure 9:** Comparison of our technique against other state-of-the-art techniques that were not designed for high scattering distances. The second image shows the translucency technique of SAM [MR17]. It is noticeable that there is a strict cutoff that occurs due to the low number of samples used for the effect, which is not enough for high scattering distances. In the third image SSSS [JJZ*15] is presented which has some noisy artefacts due to the breaking of the separation criterion. The last image combines the latter as suggested in SAM [MR17].

**Figure 10:** Average perceptual dissimilarity values (DSSIM) of all scenes compared (small values imply better results). In most cases as the Monkey Trefoil (high triangulation), Indonesian Statue, and Chinese Dragon scenes our technique has the best image quality compared to our competitors. For the Serapis Bust Models our technique is slightly worse than one of our competitors but the differences are marginal as can be seen in the images presented in Figure 6. The technique by Chen et al. [CPZT12] always provides convincing results but in a direct comparison with a path traced image errors can be seen that are not present in rendering generated with our approach. In sum, our technique appears to be best choice for visualizing arbitrary scenarios.

In that case, the problem with colour differences becomes visible in the DSSIM values very well. Our renderings of the Chinese Dragon provide the best image quality of all compared techniques but the technique by Chen et al. [CPZT12] provides similarly good results. Finally, for the Monkey Trefoil case, our technique also outperforms the competitors.

Other realistic applications of our technique are displayed in Appendix 1.2 where the Indonesian Statue and the Serapis Bust models are rendered with textures and specular reflections. Figure 1 provides more examples of our technique with specular reflections. In Appendix 1.3 we show an example of environment lighting. In general, our algorithm will provide an overall superior image quality by combining the positive side of all competitors. Additionally all of our competitors have cases where they cannot produce convincing images as illustrated in Figure 6(b).

### 8.2 Performance evaluation

Up to this point we did not explicitly test for the rendering times to create the images. For a comparison we rendered all of our examples at 1920 × 1080 pixels with an Intel i7-4790 CPU (3.6GHz), 16GB RAM on an Nvidia GeForce RTX 2080 Ti graphics card. Due to the nature of the technique, we expect the splatting approaches to be considerably slower than our approach. Both of them will perform well within interactive limits if the rendering resolution is kept quite low for current standards. Chen et al. [CPZT12] and Nalbach et al. [NRS14] both used a resolution of 800 × 600 for their images. Higher resolutions affect splatting algorithms negatively for two reasons. First, each splat covers the same relative screen area which means more pixels are covered. In addition to that, the areas that generate the splats need to be smaller to avoid visual artefacts similar to the ones shown in Figure 8. This effectively means that more splats are required for the same effect.

The rendering time is presented in Figure 11. Obviously, the screenspace technique (‘Screen’) is always faster than our approach because of the additional time required for the geometry-based part. In comparison with DSS, our technique is always several times faster due to the lower resolution and also because we could remove all samples that face the camera. This drastically reduces the number of fragments we need to calculate the subsurface scattering for. The technique by Chen et al. [CPZT12] is faster than DSS because of the more sophisticated way to determine the size of the splats. These numbers are only valid for a single light source though. Our technique and DSS are only influenced marginally by the number of light sources because this will not change the number of splats involved or the screen space filtering. The technique by Chen et al. [CPZT12] will use about double the amount of splats for two light sources compared to a single one.
In general we could show that our approach outperforms our competitors in terms of performance and image quality.

Summary: In general we could show that our approach outperforms our competitors in terms of performance and image quality.

9. Conclusions and Future Work

We have presented a technique to render materials with high scattering distances in real time. Our technique does not rely on any pre-calculations based on scene geometry and thus can be used with animations or deformations. For performance reasons a simplification of the geometry used for the translucency effect can be necessary though. Pre-calculations are necessary for the subsurface scattering kernel that we do pre-integrate as described in Section 7.2. As material changes do usually not occur in real scenes, and the pre-calculation times are also fast (less than 5 s) this does neither limit the applicability of our algorithm nor affect the loading times of a program much (when calculated at program start). We have shown that our algorithm provides for quality close to that of ray-traced images, and we think the shortcomings of our algorithm in that case can be explained by the approximations that we made in Section 4 in which we average irradiance over a possibly larger area. Keeping these areas small would improve the correctness of our assumptions but will at the same time impact frame times negatively.

While being faster than our strongest competitors (the technique by Chen et al. [CPZT12] and DSS), a small downside of our algorithm is that it can not compete in performance with existing subsurface scattering algorithms that work on material configurations with shorter scattering distances like the one presented by Jimenez et al. [JZJ*15]. We currently do not see any way to improve the speed other than using models with an even lower triangle count for the geometric approach. Finding a way to separate subsurface scattering kernels of the sizes we need in screen space would also have a strong positive impact on the performance of our technique.

Even though we only used a single BSSRDF model in our approach, our technique is model-agnostic and can be applied to other non-directional models. The choice of of BSSRDF models is only restricted to those that use the same parameters as ours. Directional diffusion models for example can only be used when restricting the direction of incidence of light (usually to the normal). Our model also works well with arbitrary light sources because it does not rely on shadow mapping to work. Overall our technique represents a compromise between image quality, speed and versatility for materials with large scattering distances.

Currently this paper did not present any comparisons with results produced by volume raytracing. Due to general restrictions when using BSSRDF models based on semi-infinite geometry assumptions, we think that there will still be large differences in appearance to images generated with algorithms that do not rely on these assumptions. Finding better BSSRDF models (e.g. multipole-based models that assume a slab-based geometry) and applying them to real-time rendering is still a challenging task and we aim to improve our algorithm in that direction in the future.
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Data S1

Figure 1: Influence of tessellation of unevenly distributed triangles on banding artifacts as described in Sec. 6.3 shown using the Monkey Trefoil model.

Figure 2: Examples for textured meshes rendered with our technique.

Figure 3: Examples of our technique using only an environment map for illumination.

Table 1: DSSIM values for different scenes and techniques.

Table 2: Rendering times for different scenes and techniques.

Table 3: Rendering times of each pass of our algorithm. All images are rendered in 1920×1080 and the number of triangles in each mesh is given in the parentheses after the mesh name.

Table 4: Overhead of computational cost for our method.

Table 5: Overview over all scenes used in our paper with exact triangle numbers and physical quantities.
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