The chiral phase transition for two-flavour QCD at imaginary and zero chemical potential
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The chiral symmetry of QCD with two massless quark flavours gets restored in a non-analytic chiral phase transition at finite temperature and zero density. Whether this is a first-order or a second-order transition has not yet been determined unambiguously, due to the difficulties of simulating light quarks. We investigate the nature of the chiral transition as a function of quark mass and imaginary chemical potential, using staggered fermions on \( N_t = 4 \) lattices. At sufficiently large imaginary chemical potential, a clear signal for a first-order transition is obtained for small masses, which weakens with decreasing imaginary chemical potential. The second-order critical line \( m_c(\mu_i) \), which marks the boundary between first-order and crossover behaviour, extrapolates to a finite \( m_c(\mu_i = 0) \) with known critical exponents. This implies a definitely first-order transition in the chiral limit on relatively coarse, \( N_t = 4 \) lattices.
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1st order O(4) ?

\[ \mu = i \pi / 3T \]

The critical boundary lines sweep out surfaces as \( \mu \) is turned on. At imaginary chemical potential \( \mu = i \pi / 3T \), the critical surfaces terminate in tricritical lines, which determines their curvature through critical scaling.

1. Introduction

Because of its relevance to heavy ion collisions, the early universe and astrophysics, the order of the QCD phase transition as a function of temperature and baryon chemical potential is a subject of intense numerical studies. In order to understand the interplay of the centre and chiral symmetries and their respective breaking it is necessary to also study the phase transition as a function of the number of quark flavours and the quark masses. Because of the well-known sign problem, reliable information on the phase diagram at finite density remains very sketchy to date \[1, 2\]. Thus the dependence of the phase diagram on the microscopic or even unphysical parameters like imaginary chemical potential, for which there is no sign problem, becomes highly relevant as a constraint on the physical phase diagram.

The current state of knowledge at zero density is summarised in Fig. 1 (left). In the limits of zero and infinite quark mass for three degenerate flavours, QCD displays a first order phase transition associated with the breaking of the chiral and centre symmetries, respectively. For finite quark masses, these symmetries are broken explicitly and the associated first-order transitions weaken away from these limits, until they disappear at critical points belonging to the \( Z(2) \) universality class. Continuum extrapolated results with improved staggered quarks tell us that the physical point is in the crossover region \[3\]. The chiral \[4\] and deconfinement \[5, 6\] critical lines are known on coarse \( N_t = 4 \) lattices, based on simulations with staggered and Wilson fermions, respectively.

At finite chemical potential, the critical lines sweep out surfaces, as shown in Fig. 1 (right). Both regions of chiral \[4, 7\] and deconfinement \[5, 8\] transitions shrink with real chemical potential and grow with imaginary chemical potential.

However, the order of the thermal transition in the two flavour chiral limit (upper left corner of Fig. 1 (left)) remains open so far, with a long history of conflicting lattice results between Wilson \[9\] and even within staggered \[10, 11\] fermions. The possibilities for continuum QCD have been discussed systematically in \[12\]. The classical action has a global \( SU(2)_R \times SU(2)_L \times U_A(1) \) chiral symmetry, with the \( U_A(1) \) being anomalous. Since the phase transition is associated with the break-
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\[ T_c(m_\pi) = T_c(0) + A \cdot m_\pi^{2/(\beta \delta)} . \]  

As the figure illustrates, there is no way of distinguishing the different scenarios reliably in this manner. The reason is that the critical exponents are very close, \(1/(\beta \delta) = 0.537, 0.638\) for \(O(4), Z(2)\), respectively. With current errorbars, even pion masses with half the physical value would not be sufficient. The situation is similar for other scaling tests based on, e.g., the magnetic equation of state or finite size scaling. We therefore propose to identify the chiral transition at imaginary chemical potentials, where it extends to finite quark masses, and utilise known scaling behaviour of the chiral critical surface in the \(N_f = 2\) plane of Fig. 1 (right) to arrive at a controlled chiral extrapolation, as explained in the following. Preliminary results have been presented in [17].

2. Phase diagram for imaginary chemical potential

There are two exact symmetries of the partition function,

\[ Z(\mu) = Z(-\mu), \quad Z\left(\frac{\mu}{T}\right) = Z\left(\frac{\mu}{T} + i\frac{2\pi n}{3}\right) , \]  

**Figure 2:** (Left) Possible scenarios for the chiral phase transition as function of small pion mass. (Right) Chiral extrapolation of the pseudo-critical temperature for twisted mass Wilson fermions [16].
which imply reflection symmetry in the imaginary $\mu$ direction about the “Roberge-Weiss” values $\mu = i\pi T / 3(2n + 1)$ which separate different sectors of the centre symmetry \[18\]. Transitions between neighbouring sectors are of first-order for high $T$ and analytic crossovers for low $T$ \[18, 19, 20\], as indicated Fig. \(3\) (left). The corresponding first-order transition lines may end with a second-order critical point, or with a triple point, branching off into two first-order lines. Which of these two possibilities occurs depends on the number of flavors and the quark masses.

Recent numerical studies have shown that a triple point is found for heavy and light quark masses, while for intermediate masses one finds a second-order endpoint. As a function of the quark mass, the phase diagram at $\mu / T = i\pi / 3$ is as sketched Fig. \(3\) (middle). This happens for both $N_f = 2$ \[21\] and $N_f = 3$ \[22\]. If one assumes that the $N_f = 2$ and $N_f = 3$ tricritical points are connected to each other in the $(m_{u,d}, m_s)$ quark mass plane, the resulting phase diagram is depicted Fig. \(3\) (right), with two tricritical lines separating regions of first-order and of second-order transitions. This phase diagram is the equivalent of Fig. \(1\) (left), now at imaginary chemical potential $\mu / T = i\pi / 3$. Note that the assumption of continuity of the tricritical lines can be checked directly by numerical simulations, since there is no sign problem for imaginary $\mu$.

### 3. Tricritical scaling

For a given flavour configuration, the chiral critical surface is projected to a plane and describes a critical line, whose lower end terminates in a tricritical point. The important observation is that in the vicinity of a tricritical point scaling laws apply. In particular, the functional form of a critical line extending from a tricritical point in the Roberge-Weiss plane upwards is for the two-flavour theory

$$\left[(\mu / T)^2 + (\pi / 3)^2\right] \propto (m_{u,d} - m_{\text{tric}})^{5/2}. \quad (3.1)$$
Note that the scaling exponents governing the behaviour near the tricritical point are mean-field, because QCD becomes 3-dimensional as the correlation length diverges while the temperature is fixed to that of the tricritical point, and \( d = 3 \) is the upper critical dimension for tricriticality.

Fig. 4 (left) shows the deconfinement critical mass as a function of imaginary and real chemical potential, i.e. it corresponds to a slice \( (N_f = 1 \) in this case) of the deconfinement critical surface for heavy quarks in Fig. 1 (right). The two-parameter fit according to tricritical scaling describes the data perfectly over an astonishingly wide region extending far into real chemical potentials [22].

The idea now is to utilise this scaling behaviour for small quark masses in order to extrapolate to the chiral limit. The situation is sketched in Fig. 4 (right). There is a critical line emanating from the tricritical point in the Roberge-Weiss plane with known functional behaviour. This line runs towards the zero mass axis where it must terminate in another, yet unknown tricritical point, which marks the boundary between a first-order and second-order chiral transition. By mapping out this critical line at finite masses a controlled extrapolation to the chiral limit will become possible.

4. Numerical results

To map out the critical line in Fig. 4 (right), we use the Binder cumulant as an observable,

\[
B_4(m, \mu) = \frac{\langle (\delta X)^4 \rangle}{\langle (\delta X)^2 \rangle^2},
\]

with the fluctuation \( \delta X = X - \langle X \rangle \) of the order parameter of interest. Since we investigate the region of chiral phase transitions, we use the chiral condensate, \( X = \bar{\psi} \psi \). For the evaluation of the Binder cumulant it is implied that the lattice gauge coupling has been tuned to its pseudo-critical value, \( \beta = \beta_c(m, \mu) \), corresponding to the phase boundary between the two phases. In the infinite volume limit the Binder cumulant behaves discontinuously, assuming the values 1 in a first-order regime, 3 in a crossover regime and the critical value \( \approx 1.604 \) reflecting the 3d Ising universality.
class at a chiral critical point. On a finite volume the discontinuities are smeared out and $B_4(m, \mu)$ passes continuously through the critical value. In its neighbourhood it can be expanded to leading order,

$$B_4(am, a\mu) = A(am) + B(am) \left((a\mu)^2 - (a\mu_c)^2\right) + \ldots,$$

(4.2)

with $A(m) \to 1.604$ for $V \to \infty$. An example for our data is shown in Fig. 5 (left), where we fixed the bare mass $am = 0.0025$ and scanned in imaginary chemical potential on four different volumes in order to identify the critical point. All data are fit together fixing the infinite volume value for $A$.

This procedure was carried out for six different values of the quark mass, as shown in Fig. 5 (right). We have rescaled the quark mass axis with the appropriate critical exponent in order to display the scaling and extrapolation more clearly as a straight line. Four points fall very accurately on the tricritical scaling curve which can then be used to extrapolate the critical line to the upper tricritical point in the chiral limit, for which we find the large positive value

$$\left(\frac{\mu}{T}\right)^2_{\text{tric}} = 0.85(5).$$

(4.3)

As the figure illustrates, this implies a definite first-order behaviour for the two-flavour chiral phase transition on $N_t = 4$ lattices. A crude estimate puts the critical pion mass corresponding to the second order point at $\mu = 0$ to $m^c_{\pi} \sim 60$ MeV. Our result is consistent with the hints of first-order signal seen in earlier scaling studies using staggered fermions on $N_t = 4$ [10], as well as with recent investigations based on overlap fermions [23].

The presented results have been obtained on coarse $N_t = 4$ lattices, corresponding to $a \sim 0.3$ fm. For $\mu = 0$ it is known that the three-flavour chiral first order region in Fig. 1 (left) shrinks on finer lattices [24] or with improved actions [25]. It thus remains to be seen how the chiral critical quark mass identified here evolves with lattice spacing.
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