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ABSTRACT
In this study, we propose a novel data-driven approach for control of two degrees of freedom systems. The proposed method uses one-shot experimental data to derive the reference governor for improving control performance. The reference governor consists of feedback-feedforward controller, desired transfer function, and virtual feedforward controller. Virtual feedforward controller can be obtained using data-driven control approach such as ERIT, FRIT, and VRFT. Since a model is not required in our method, the cost related to modelling can be reduced. Numerical simulations were used to validate the proposed method. Verification results demonstrate that the desired control response was achieved by reference shaping alone, with the feedback and feedforward controllers not requiring any updates. The proposed method can realize the desired control performance in cases where the plant is non-minimum-phase system.

1. Introduction
Feedback control is widely used in the control systems industry due to the ease with which a desired response can be achieved by adequately tuning linear feedback gains. Various auto-tuning methods, such as the Ziegler–Nichols method, the Chien–Hrones–Reswick method, and optimization based on a cost function [1], have been proposed. The gain may be automatically derived by applying conventional auto-tuning methods to control system designs. However, appropriate controller parameter-tuning methods need to be determined by experimental trial and error. Therefore, simple auto-tuning methods are desirable in linear feedback controllers. In data-driven control approaches, iterative feedback tuning [2], virtual reference feedback tuning (VRFT) [3], and fictitious reference iterative tuning (FRIT) [4] have been proposed to solve this problem. Linear feedback gains can be tuned using experimental data. The FRIT and VRFT methods can tune the feedback controller using the initial closed-loop/open-loop experiments to realize the desired control response. These methods are simple processes because the control system can be easily designed without the need for modelling.

The data-driven control approach involves, as the name suggests, a data-driven attitude to reference shaping, explicitly based on the abovementioned studies [5–7]. Takahashi and Kaneko proposed a data-driven approach to reference shaping for a control system with a single degree of freedom [5]. This method uses the data-driven prediction results of the closed-loop system to design the feedforward controller for reference shaping. The desired closed-loop response can be realized by the feedforward controller, even if the tuning results of the feedback controller are not inadequate. However, the conventional method can only be applied when the closed-loop system itself can be updated. There are several cases where it is impossible to reprogram the implemented controllers – for instance, in cases where the controller has already been embedded in the equipment, it cannot be reconfigured even if a more desirable controller is later designed. As another example, if the process plant is already up-and-running, it is not preferable to stop its operation to reprogram the implemented controller with a more desirable controller; in such cases, the preference is to achieve the desired performance without halting the ongoing operations. Kuwabara et al. proposed a new data-driven approach that does not require tuning the feedback controller of closed-loop systems [6,7] – the reference governor, in such cases, can realize the desired control responses without tuning the feedback controller of the closed-loop system. Therefore, data-driven reference shaping can realize the desired control response without terminating the operation of control systems. This approach is inexpensive for controller design. However, the conventional method cannot be applied to two-degree-of-freedom (2DOF) control. From a practical perspective, it is immensely relevant to provide data-driven reference shaping for 2DOF controls since they are widely used in the control industry. In the SICE Annual Conference 2021 [8], we proposed a new...
data-driven reference shaping method for a 2DOF control system that was explicitly based on the abovementioned studies. The method proposed in that study can achieve the desired control responses without tuning the feedback and feedforward controllers. However, it cannot be used when the plant is a non-minimum-phase system.

This study is an improvement on the work mentioned above [8]; here, we have expanded the proposed method to include non-minimum-phase systems. The primary objective of this study was to design a reference governor for 2DOF control that does not require updating closed-loop systems. Our method was validated using numerical simulations. The remainder of this paper is organized as follows. The problem formulation is presented in Section 2, with the fundamentals of reference shaping described in Section 3. The proposed method for the configuration of non-minimum-phase systems is presented in Section 4. Numerical simulations of minimum and non-minimum phase systems are presented in Sections 6 and 7, and the conclusions of this study are presented in Section 8.

Herein, we have omitted the variable s from the rational functions and time-series – e.g. we use G instead of G(s) and y instead of y(s) when it is clear that these rational functions and time series are Laplace transforms.

2. Problem formulation

In this study, we investigated a control system wherein the feedback controller, feedforward controller, and control object are linear time-invariant systems. A block diagram of the control system is shown in Figure 1. In this system, P, C_F, and C_FF are assumed to satisfy the following assumptions:

Assumption 1. The control object P is an unknown, single-input-single-output (SISO), linear time-invariant system.

Assumption 2. The control system is stabilized by the feedback controller C_F.

Assumption 3. The orders of the numerator and denominator of the control object P is known.

Assumption 4. The initial-closed loop experiment data had been measured.

In Figure 1, r, u, and y are the reference, control, and output signals, respectively. We denote the desired transfer function, T_d, from r to y. Here, T_d is given as a minimum phase system. In this problem, the feedback and feedforward controllers C_FB and C_FF cannot, by themselves, realize y = T_d r. Therefore, they must be tuned such that the closed-loop systems from r to y are similar to the desired transfer function T_d. However, they cannot be redesigned because the control system is in operation. Hence, we aim to achieve the desired control performance by shaping the reference signal in such a way that y is tracked to T_d r as much as possible. However, y cannot be tracked to T_d r if P is a non-minimum phase system. Therefore, the new desired transfer function for non-minimum-phase systems should be estimated.

This problem is defined as follows.

Problem Statement: Consider the closed-loop system shown in Figure 1, which satisfies assumptions 1–4. For the desired transfer function T_d and reference signal r, we identify the shaped reference signal r* such that y*, defined as depicted in Equation (1),

\[ y^* = \frac{P(C_FB T_d + C_FF)}{1 + P C_FB} r^* \]  

(1)

is similar to T_d r. If model P is known, then r* can be calculated as

\[ r^* = \frac{T_d}{P(C_FB T_d + C_FF)} \frac{1 + P C_FB}{r} \]  

(2)

However, the reference governors of Equation (2) cannot be derived because P is unknown. Furthermore, the new desired transfer function for non-minimum-phase systems should be estimated from initial closed-loop data if P is a non-minimum phase system.

3. Fundamentals of data-driven reference shaping for 2DOF control

In this section, we explain the concepts underlying the data-driven approach to reference shaping [8], which forms the basis for the work carried out in this study.

3.1. Design reference governor

A block diagram of the reference governor is shown in Figure 2. The initial output signal y ini was measured in the initial closed-loop experiments and C_FF was incorporated as a virtual feedforward controller using data-driven tuning. For example, a virtual feedforward controller can be designed using estimated response iterative tuning (ERIT) [9]. ERIT updates the feedforward controller such that the closed-loop transfer function is similar to T_d r. Of course, we can utilize VRFT [10] or FRIT [11] for 2DOF control. The virtual feedforward controller C_FB is not implemented in closed-loop systems because this tuning is hypothetical.
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3.3. Remarks

When the control signal is saturated, the proposed 
method cannot realize the desired control responses 
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the numerator $P(C_{FB}T_d + C_{FF})$ and denominator 
$C_{FB}T_d + C_{FF}$ are not cancelled in the third line of 
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Therefore, the processing cost for designing the reference governor is shorter than that of the conventional method.

4. Extension to non-minimum-phase systems

In this section, we expand the data-driven approach of 2DOF control to non-minimum-phase systems.

4.1. Design reference governor for non-minimum-phase systems

The initial output signal, \( y_{ini} \), was measured in the initial closed-loop experiment. The data-driven tuning of non-minimum-phase systems was used to derive \( C_{FF} \) as a virtual feedforward controller. In a non-minimum-phase system, the nominal model \( P_m \) can be expressed as:

\[
P_m(\rho) = G_n(\rho_n)G_m(\rho_m), \quad (8)
\]

\[
\rho = [\rho_n, \rho_m], \quad (9)
\]

where \( G_n \) and \( G_m \) are transfer functions of the non-minimum-phase and minimum-phase systems and \( \rho \) is a tunable parameter. The feedforward controller has an unstable pole when it is set as \( C_{FF}(\rho) = T_d P_m^{-1} \). Therefore, the desired transfer function should include the non-minimum-phase properties of the plant [12,13]. The new desired transfer function for non-minimum-phase systems, \( T_n \), is replaced as follows:

\[
T_n(\rho_n) = T_dG_n(\rho_n) \quad (10)
\]

To prevent system instability, the virtual feedforward controller for non-minimum-phase systems is represented as follows:

\[
C_{FF}(\rho_m) = \frac{T_d}{G_m(\rho_m)} \quad (11)
\]

In this study, the virtual feedforward controller \( C_{FF} \) was not implemented in closed-loop systems because this tuning is hypothetical. For example, the new desired transfer function and virtual feedforward controller can be designed using ERIT of the non-minimum-phase system [12], where the cost function of ERIT determines the relative error between \( P \) and \( P_m \). Therefore, \( C_{FF} \) and \( T_n \) can be updated by minimizing the cost function of the ERIT. We can also achieve this by applying FRIT to the non-minimum phase [13].

The reference governor can be designed such that

\[
F = \frac{C_{FF} T_n + C_{FF}}{C_{FB} T_d + C_{FF0}} \quad (12)
\]

By inputting \( r^* \) based on Equation (12) into the closed-loop system, the desired control performance can be realized without updating the feedback and feedforward controllers. The procedure for the proposed method is as follows:

1. An initial dataset of \( y_{ini} \) was obtained from the initial closed-loop experiments in the initial control systems, as shown in Figure 1.
2. \( C_{FF} \) and \( T_n \) are derived from the data-driven tunings of the non-minimum-phase systems.
3. The reference governor is designed using Equation (12).

4.2. Analysis of the reference governor

In this subsection, we analyze the reference governor. If the cost function of data-driven tunings is extremely low, the virtual feedforward controller can be expressed as follows:

\[
T_n = \frac{P(C_{FB} T_n + C_{FF})}{1 + PC_{FB}} \quad (13)
\]

Substituting Equation (4), (12) and (13) into Equation (1), the closed-loop response is derived as follows:

\[
y^* = \frac{P(C_{FB} T_d + C_{FF0})}{1 + PC_{FB}} r^*
\]

\[
= \frac{P(C_{FB} T_d + C_{FF0})}{1 + PC_{FB}} \frac{P(C_{FB} T_n + C_{FF})}{C_{FB} T_d + C_{FF0}} r
\]

\[
= \frac{P(C_{FB} T_n + C_{FF})}{1 + PC_{FB}} \frac{1}{r}
\]

\[
= T_n r
\]

From this result, the desired control performance can be realized by inputting \( r^* \) to the closed-loop systems. Next, we analyze the stability of the reference governor for the case in which Equation (14) is achieved. From Equation (14), the reference governor can be expressed as:

\[
F = T_n \frac{1 + PC_{FB}}{P(C_{FB} T_d + C_{FF})}
\]

\[
= T_d G_n(\rho_n) \frac{1 + PC_{FB}}{P(C_{FB} T_d + C_{FF})}
\]

\[
= T_d \frac{G_n(\rho_n)}{P(C_{FB} T_d + C_{FF})} \quad (15)
\]

If the cost function of data-driven tunings is extremely low, \( G_n \) would be equal to the non-minimum-phase transfer function of \( P \). Therefore, the reference governor would be stable because the unstable zero point of \( P \) would stand cancelled. The proposed method can realize the desired control responses when \( P \) is a non-minimum-phase system.

5. Numerical simulation of minimum-phase systems

The method proposed in this study was validated through numerical simulations of the minimum-phase systems, implemented on MATLAB software. The sample time was set as 0.01 s.
5.1. Simulation conditions

In the simulation, plant $P$ was set as a second-order system and its transfer function was expressed as:

$$ P = \frac{1.5}{0.25s^2 + 0.35s + 1} \quad (16) $$

Furthermore, the desired transfer function is expressed as:

$$ T_d = \frac{1}{0.09s^2 + 0.6s + 1} \quad (17) $$

The initial nominal model, $P_{m0}$, is expressed as:

$$ P_{m0} = \frac{1.3}{0.13s^2 + 0.3s + 1} \quad (18) $$

Based on the nominal model and desired transfer function, the initial feedforward controller is derived as follows:

$$ C_{FF0} = \frac{T_d}{P_{m0}} = \frac{0.13s^2 + 0.3s + 1}{0.117s^2 + 0.78s + 1.3} \quad (19) $$

The feedback controller is expressed as:

$$ C_{FB} = 2 + \frac{4}{s} \quad (20) $$

This ensures the stability of the closed-loop system.

5.2. Simulation results

Results of the initial simulation are presented in Figure 3, in which the solid and dash-dotted lines represent the simulation data and reference signals, respectively. The output and control signals were observed to vibrate. The output signal could not be tracked to the desired control response because the nominal model was not equivalent to the control object. Since the feedback and feedforward controllers could not be updated, the desired control performance must be realized by shaping the reference signal.

The reference governor was derived using the initial closed-loop response data. Here, $C_{FF}$ is expressed as:

$$ C_{FF}(\rho) = \frac{T_d}{P_{m}(\rho)} \quad (21) $$

$$ P_{m}(\rho) = \frac{\rho_1}{\rho_2s^2 + \rho_3s + 1} \quad (22) $$

where $\rho = [\rho_1, \rho_2, \rho_3]$ are tunable parameters and the cost function was minimized using a particle-swarm optimization (PSO) algorithm [14]. The parameters of the virtual feedforward controller were tuned to $\rho = [1.501, 0.2, 0.3501]$. The control responses and $r^*$ are shown in Figure 4 and (c), respectively. The shaped reference signal was observed to oscillate. Although the feedback and feedforward controllers were not updated, the output signal could be tracked to the desired control response. This result indicates a similarity between the closed-loop response and the desired closed-loop transfer function.

6. Numerical simulation of non-minimum-phase system

The method proposed in this study was validated through numerical simulations of the non-minimum-phase systems, implemented on MATLAB software. The sample time was set as 0.01 s. Here, the method was applied to the benchmark systems of a four-wheeled vehicle [15].

6.1. Simulation conditions

In the simulation, the transfer function of the control object $P$ was set as follows:

$$ P = \frac{375(s - 23.4)(s + 25.6)}{(s^2 + 10.4s + 61.8)(s + 30)} \quad (23) $$

Furthermore, the desired transfer function, $T_d$, was expressed as:

$$ T_d = \frac{1}{0.0025s^2 + 0.1s + 1} \quad (24) $$

The initial nominal model, $P_{m0}$, was expressed as:

$$ P_{m0} = \frac{(-400s^2 - 18,000s - 224,000)}{(s^3 + 50s^2 + 425s + 1900)} \quad (25) $$

Based on the nominal model and desired transfer function, the initial feedforward controller was derived as
follows:

\[ C_{FF0} = \frac{T_d}{P_{m0}} = -\frac{(s^3 + 50s^2 + 425s + 1900)}{(s^4 + 85s^3 + 2760s^2 + 40,400s + 224,000)} \]  

(26)

The feedback controller is expressed as:

\[ C_{FB} = 0.0001 - \frac{0.008}{s} + \frac{0.0001s}{0.1s + 1}, \]  

(27)

ensuring the stability of the closed-loop system.

### 6.2. Simulation results

Results of the initial simulation are presented in Figure 5, in which the solid and dash-dotted lines represent the simulation data and reference signals, respectively. The output signal could not be tracked to the desired control response because the nominal model was not equivalent to the control object. Since the feedback and feedforward controllers could not be updated, the desired control performance must be realized by shaping the reference signal.

The reference governor was derived using the initial closed-loop response data. Here, \( G_m \) and \( G_n \) are expressed as:

\[ G_m(\rho_m) = \frac{\rho_m s^2 + \rho_m s + \rho_m}{s^3 + \rho_m s^2 + \rho_m s + \rho_m} \]  

(28)

\[ G_n(\rho_n) = -\frac{s + \rho_n}{s + \rho_n} \]  

(29)

where \( \rho = [\rho_m, \rho_m, \rho_m, \rho_m, \rho_m, \rho_m, \rho_m, \rho_n] \) are tunable parameters, and the ERIT cost function was minimized using the PSO algorithm. The parameters of the virtual feedforward controller were tuned to \( \rho = [-394, -1.79 \times 10^4, -2.24 \times 10^3, 39.0, 369, 1850, 23.3] \). The control responses and \( r^* \) are shown in Figure 6 and (c), respectively, and the desired response is updated for non-minimum phase systems. Although the feedback and feedforward controllers were not updated, the output signal could be tracked to the desired control response. This result indicates a similarity between the closed-loop response and the desired closed-loop transfer function.

### 6.3. Simulation example 2: unstable zero is 0.1

In the previous simulation, the unstable zero of the control object \( P \) was 23.4. In general, the control system design is difficult if unstable zero is closer to an imaginary axis. Therefore, we should verify the validity of the proposed method for such a case as well. Therefore, the transfer function of the control object \( P \) was changed as...
The unstable zero of $P$ is 0.1. The desired transfer function and the feedback-feedforward controller are set as Equations (24)–(27). Results of the initial simulation are presented in Figure 7, in which the solid and dash-dotted lines represent the simulation data and reference signals, respectively. The output signal could not be tracked to the desired control response because the nominal model was not equivalent to the control object. Since the feedback and feedforward controllers could not be updated, the desired control performance must be realized by shaping the reference signal.

Here, $G_m$ and $G_n$ are expressed as Equations (28) and (29). The ERIT cost function was minimized using the PSO algorithm. The parameters of the virtual feedforward controller were tuned to \( \rho = [-392, -9637, -960, 39, 369, 1854, 0.1] \). The control responses and \( r^* \) are shown in Figure 8(a and c), respectively, and the desired response is updated for non-minimum phase.
systems. Although the feedback and feedforward controllers were not updated, the output signal could be tracked to the desired control response. This result indicates a similarity between the closed-loop response and the desired closed-loop transfer function.

7. Conclusion

In this study, a data-driven approach to 2DOF control was proposed. This approach was particularly expanded to non-minimum-phase systems. The reference governor consists of feedback-feedforward controller, desired transfer function, and virtual feedforward controller. The proposed method can realize desired closed-loop response of the non-minimum phase system since virtual feedforward controller can be obtained using data-driven control approach such as ERIT for non-minimum phase systems. The method was validated using numerical simulations and results indicated that the proposed method could achieve good control performance without resorting to updating the feedback and feedforward controllers. In future works, we will further verify the validity of this method through experimental verification of non-minimum-phase systems.
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Appendix

In this section, ERIT is introduced [9]. Two norms of a finite-time series $w$ are defined: $||w|| := \sqrt{\frac{1}{N} \sum_{i=0}^{N-1} w^2(i\Delta)}$ where $i$ is the data number, $\Delta$ is the sampling time, and $N$ is the data length of $w$. ERIT updates the feedforward controller, such that the closed-loop transfer function is similar to $T_{ff}$. The initial output signal $y_{ini}$ is measured via initial closed-loop experiments. Here, we denote the cost function as:

$$f_{V}(\rho) = \left|\left| T_{ff} - \left( \frac{C_{FB} T_d}{C_{FB} T_d + C_{FF}} \right)y_{ini} \right|\right|$$
The cost function evaluates a relative error between the transfer function \( T_d \) and the closed-loop transfer function. Therefore, the feedforward controller can be updated by minimizing Equation (E.1).

Next, ERIT for non-minimum phase systems is introduced [12]. The initial output signal \( y_{ini} \) is measured via initial closed-loop experiments. The feedforward controller has an unstable pole when it is set as \( C_{FF}(\rho) = T_d \frac{P_m}{P_m} \). Therefore, the desired transfer function should include the non-minimum-phase properties of the plant. The new desired transfer function for non-minimum-phase systems, \( T_n \), is set as Equation (10). The feedforward controller is set as Equation (11). Here, we denote the cost function as:

\[
J_V(\rho) = \left\| T_n(\rho_n) r - \left( \frac{C_{FB} T_n(\rho_n) + C_{FF}(\rho_m)}{C_{FB} T_d + C_{FF0}} \right) y_{ini} \right\|_2
\]  

(E.2)

The cost function evaluates a relative error between the transfer function \( T_n \) and the closed-loop transfer function. Therefore, the feedforward controller and the non-minimum-phase properties can be updated by minimizing Equation (E2).