Automatic Detection of a Standard Line for Brain Magnetic Resonance Imaging Using Deep Learning
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Abstract: Recently, deep learning technology has been applied to medical images. This study aimed to create a detector able to automatically detect an anatomical structure presented in a brain magnetic resonance imaging (MRI) scan to draw a standard line. A total of 1200 brain sagittal MRI scans were used for training and validation. Two sizes of regions of interest (ROIs) were drawn on each anatomical structure measuring 64 × 64 pixels and 32 × 32 pixels, respectively. Data augmentation was applied to these ROIs. The faster region-based convolutional neural network was used as the network model for training. The detectors created were validated to evaluate the precision of detection. Anatomical structures detected by the model created were processed to draw the standard line. The average precision of anatomical detection, detection rate of the standard line, and accuracy rate of achieving a correct drawing were evaluated. For the 64 × 64-pixel ROI, the mean average precision achieved a result of 0.76 ± 0.04, which was higher than the outcome achieved with the 32 × 32-pixel ROI. Moreover, the detection and accuracy rates of the angle of difference at 10 degrees for the orbitomeatal line were 93.3 ± 5.2 and 76.7 ± 11.0, respectively. The automatic detection of a reference line for brain MRI can help technologists improve this examination.
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1. Introduction

The convolutional neural network (CNN) [1] can be trained to extract image features via multiple layers. There are so many types of CNN models [2–4] to choose from and new methods being published and discussed. The object detection technique with CNN [5–8] can detect the locations of regions of interest by distinguishing them from the background, although the image classification with CNN can be classified to specific categories as the whole of an image. Recently, deep learning technology has been adopted in many areas, including image classification [2–4], object detection [5–8], and image segmentation [9]. These deep learning technologies have also been applied to medical images. Examples include computed tomography image classification [10,11], feature extraction [12,13] and automatic detection of lung tumors [14,15], and automatic detection of breast tumors on X-ray images [16,17]. These machine-aided diagnostic techniques have supported the efforts of radiologists to achieve more accurate diagnoses and tumor detection. However, no medical image acquisition technique incorporating deep learning is currently available at this time. Magnetic resonance imaging (MRI) of the brain is one of the most common image acquisitions performed in the hospital. The acquisition of brain MRI scans involves obtaining an arbitrary cross section without radiation exposure. However, determining the ideal angle of the sections is necessary to be able to acquire an arbitrary cross section easily. Currently, some standard lines for brain MRI exist, such as the orbitomeatal line.
(OM-line) [18] and the anterior commissure–posterior commissure line (AC-PC line) [19]. The use of these standard lines facilitates the location of specific anatomical structures by the technologists manually. The model-based detection [20] for the AC and PC have been reported to dealing with detections of anatomies. However, the anatomies for the OM line could not be supported in this technique. Therefore, the automatic detection of the standard line using a deep learning technique would be useful for technologists seeking to acquire brain MRI scans. The purpose of the present study was to detect standard lines automatically for brain MRI using a deep learning technique.

2. Materials and Methods

2.1. Subjects and MRI Scans

The study included 1200 patients (585 males and 615 females, mean age ± standard deviation (SD): 55.8 ± 20.1 years) who were subjected to an MRI examination of the brain between September and November 2016 at Hokkaido University Hospital. All MRI images were obtained using two 1.5-tesla (T) MRI scanners (the Achieva A-series from Philips Healthcare, Best, the Netherlands, or the MAGNETOM Avanto from Siemens Healthcare, Erlangen, Germany) and three 3-T MRI scanners (the GE Discovery MR 750 w from GE Healthcare, Chicago, IL, USA, the TRILLIUM OVAL from Hitachi, Tokyo, Japan, or the Achieva TX from Philips Healthcare, Best, the Netherlands). The direction of the slice in this study incorporated the median sagittal plane. This study was approved by the ethics committee of Hokkaido University Hospital.

2.2. Datasets and Preprocessing of Images

The MRI scans were retrieved from the picture archiving and communication system. To convert the images for use by the training database, they were converted from the Digital Imaging and Communications in Medicine (DICOM) format to the Joint Photographic Experts Group (JPEG) format using a dedicated DICOM software (XTREK view, J-MAC SYSTEM Inc., Sapporo, Japan). The window width and level of the DICOM images were used to preset values in the DICOM tag. The DICOM images were converted to JPEG images with a size of 512 × 512 pixels. The size of the image was unified for inputting as the same size in the software because the middle sagittal images in this study were obtained by several different MRI scanners. JPEG files were loaded into the in-house MATLAB software program (The MathWorks, Inc., Natick, MA, USA). The software was used to draw regions of interest (ROIs) with sizes of 64 × 64 pixels and 32 × 32 pixels at the center of specific structures. The ROIs were drawn according to the anatomies of the root of the nose (Nose), inferior border of the pons (Pons), the AC, and the PC (Figure 1). The ROI data were outputted as a text file, which included the object name, coordinates, and size of each ROI. The dataset was divided into six subsets to complete the six-fold cross-validation. Two hundred images were included in each subset, with a total of five subsets (1000 images) used for training and the other five subsets used for validation (Figure 2). Data augmentation [21,22] was performed involving 1000 images for the improvement of the training. The training images were applied as a data augmentation dataset to the image rotation, which involved angles from –30 to 30 degrees in 3-degree steps (Figure 3).
Figure 1. The software for training outlined ROIs over the noteworthy anatomical characteristics. The red circle is the center of the target anatomy, the yellow bounding boxes are the ROIs measuring 64 × 64 pixels, and the green bounding boxes are the ROIs measuring 32 × 32 pixels.

Figure 2. A total of 1200 images were divided into six subsets to complete the six-fold cross-validation.
2.3. Training of the Images for Model Creation

The software for the deep learning technique was developed via in-house MATLAB software, and a deep learning–optimized machine with a Nvidia GeForce GTX 1080 Ti graphics card (Nvidia Corporation, Santa Clara, CA, USA), with 11.34 tera floating point operations per second (TFLOPS) of single-precision performance, 484 GB/s of memory bandwidth, and 11 GB of memory per board was used. The image training was performed using the faster region-based convolutional neural network (R-CNN) [8] with the Computer Vision System Toolbox on the MATLAB software. Training was divided into four steps inside the MATLAB software. During the first two steps, the region proposal and detection networks were created, while the latter two steps were performed together to train the networks for detection. The hyper-parameters of the training models were as follows: Maximum training epochs, 10; initial learning rates, 0.00001 (first two steps) and 0.000001 (latter two steps); and mini batch size, 1. The stochastic gradient descent with momentum (SGDM) was used for optimization with an initial learning rate. The momentum set to 0.9 and L2 regulation set to 0.0001. Image training was performed six times according to the training datasets in Figure 2.

2.4. Evaluation of the Created Models and a Standard Line for Brain MRI

The predicted bounding boxes were incorporated into the MATLAB software to show only one box representing the area with the highest confidence for each anatomy. The detection of different anatomies was evaluated using the average precision (AP) and the mean average precision (mAP) [23]. The ROIs measuring 64 × 64 pixels and 32 × 32 pixels, respectively, were evaluated separately. The higher mAP among the two ROI sizes was selected to evaluate for comparison with the standard lines of the brain imaging, that is, the OM-line and the AC-PC line. The delineation of a standard line for brain MRI was calculated using the MATLAB software (Figure 4). The standard lines were calculated by using the central coordinate of the predicted bounding boxes. If there was no detection of the bounding boxes, which is a necessary requirement to draw the standard line, the line was not represented in the software. The software also had a function of calculating the angle of the predicted line that was formed at an angle relative to the horizontal direction of the image. The number of the predicted lines was calculated as a line-detection rate. The accuracy rates of the delineation for the standard line were calculated to obtain the difference between the original and prediction angles among the detected lines. The processing speeds by calculating the computation time per image were also measured. The angles were evaluated from 0.5 to 10.0 degrees of the absolute value of the angles. All the results were represented as means and SDs according to the number of six-fold datasets.
Figure 4. The detection software based on the created model and the delineation of the standard line for brain magnetic resonance imaging (MRI). The yellow bounding boxes represent automatically detected anatomy, the red line is the calculated orbitomeatal (OM)-line, and the blue line is the calculated anterior commissure–posterior commissure (AC-PC) line.

3. Results

3.1. The Detection of Anatomies

Tables 1 and 2 show the AP and mAP for the ROI sizes of 64 × 64 pixels and 32 × 32 pixels, respectively. The mAP for the ROIs measuring 64 × 64 pixels was 0.76 ± 0.04, which was higher than those for the ROIs measuring 32 × 32 pixels. Separately, for the ROIs measuring 64 × 64 pixels, the AP of the Nose (0.85 ± 0.07), Pons (0.78 ± 0.11), PC (0.74 ± 0.05), and AC (0.68 ± 0.04) were calculated in the higher order. There was no AP value over 0.5 for the ROIs measuring 32 × 32 pixels in each anatomy.

Table 1. Average precision (AP) and mean average precision (mAP) for the ROIs measuring 64 × 64 pixels.

|       | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Fold 6 | Mean ± SD |
|-------|--------|--------|--------|--------|--------|--------|-----------|
| Nose  | 0.80   | 0.88   | 0.87   | 0.76   | 0.80   | 0.96   | 0.85 ± 0.07|
| Pons  | 0.78   | 0.82   | 0.79   | 0.80   | 0.59   | 0.92   | 0.78 ± 0.11|
| AC    | 0.71   | 0.67   | 0.64   | 0.70   | 0.71   | 0.62   | 0.68 ± 0.04|
| PC    | 0.80   | 0.77   | 0.75   | 0.67   | 0.72   | 0.74   | 0.74 ± 0.05|
| mAP   | 0.77   | 0.79   | 0.76   | 0.73   | 0.71   | 0.81   | 0.76 ± 0.04|

Table 2. AP and mAP for the ROIs measuring 32 × 32 pixels.

|       | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Fold 6 | Mean ± SD |
|-------|--------|--------|--------|--------|--------|--------|-----------|
| Nose  | 0.33   | 0.46   | 0.62   | 0.43   | 0.47   | 0.54   | 0.48 ± 0.10|
| Pons  | 0.01   | 0.03   | 0.27   | 0.70   | 0.39   | 0.19   | 0.27 ± 0.26|
| AC    | 0.32   | 0.28   | 0.26   | 0.03   | 0.44   | 0.22   | 0.26 ± 0.14|
| PC    | 0.11   | 0.27   | 0.26   | 0.55   | 0.53   | 0.15   | 0.31 ± 0.19|
| mAP   | 0.19   | 0.26   | 0.35   | 0.43   | 0.46   | 0.28   | 0.33 ± 0.10|
3.2. Line-Detection Rates and Accuracies

Table 3 shows the line-detection rates for the brain MRI scans. The detection rate of the OM-line was higher than the AC-PC line. Figure 5 shows the accuracy rates of the delineation for the standard line. The angles of difference at 3, 5, and 10 degrees for the OM-line between the original and predicted lines were 57.5 ± 10.9, 69.8 ± 11.2, and 76.7 ± 11.0, respectively. Additionally, the angles of differences at 3, 5, and 10 degrees for the AC-PC line between the original and predicted lines were 21.7 ± 4.6, 31.6 ± 4.3, and 47.1 ± 5.0, respectively. Table 4 shows the processing speeds by calculating the computation time per image. The computation time per images was 0.11 ± 0.01 s.

Table 3. Detection rates of the standard line for brain MRI.

|          | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Fold 6 | Mean ± SD |
|----------|--------|--------|--------|--------|--------|--------|-----------|
| OM line  | 99.5   | 86.5   | 89.0   | 94.5   | 98.5   | 92.0   | 93.3 ± 5.2 |
| AC–PC line | 89.5   | 95.0   | 80.5   | 88.5   | 86.5   | 86.5   | 87.8 ± 4.7 |

Table 4. The processing speeds of calculating the standard line.

|                          | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Fold 6 | Mean ± SD |
|--------------------------|--------|--------|--------|--------|--------|--------|-----------|
| Computation time per image [sec] | 0.12   | 0.12   | 0.10   | 0.11   | 0.11   | 0.10   | 0.11 ± 0.01 |

Figure 5. The accuracy rates of delineation for the standard line. The blue asterisks indicate the mean accuracy rates of the OM-line. The red circles show the mean accuracy rates of the AC-PC line. The error bars show the standard deviation.

4. Discussion

This research was performed to attain detection of the specific anatomy for the delineation of two standard MRI brain lines. With regard to detecting the brain anatomies, the ROI size of 64 × 64 pixels showed a higher accuracy of detection than the 32 × 32 pixels did. This result indicates that the region including peripheral anatomies was effective for training to improve the accuracy of detection because most medical images represent the anatomy as a slice section rather than a volume. Moreover, it is not necessary to extract the anatomical structures because human anatomies are essentially all
the same when no malformations are present. Since the object detection ability in self-driving cars need the ability to detect both cars and pedestrians from all directions, the required image features needed to be trained while involving the object itself, rather than the object plus its surroundings. With regard to the delineation of the standard lines for brain MRI, there were some discrepancies between the detection and accuracy rates. The delineation of the standard line was defined by two pairs of points of the Nose and Pons or the AC and PC, respectively (Appendix A). For this reason, the accuracy rates of the standard line were worse than the detection rates because the AP was different for each anatomical part. The difference of angles between the OM-line and the AC-PC line was reported as 12.6 degrees in another report [24]. In comparison, the accuracy rate of the standard line of our results showing less than 12 degrees was suggested to be adequate for the detection of the standard line for brain MRI. Since the angles of difference at 10 degrees on the OM-line and the AC-PC line between the original and predicted lines were 76.7 ± 11.0 and 47.1 ± 5.0, the delineation of the OM-line presented higher reliability for detection. The cause of the reduced accuracy rate of the AC-PC line was the lower detection accuracy on the AC because the anatomy of the AC was described as a tiny point on the sagittal image.

The limitations of the present study are as follows. First, image training was performed only using the faster R-CNN in this study. Many kinds of network models exist for object detection using deep learning. The faster R-CNN was shown to have higher mAP in several papers [6,25], which suggested that the mAP was one of the key indicators for the comparison of models. Though the weak point of the R-CNN was shown as the response speed of detections [25], the speed of response was less important during the acquisition of brain MRI. This study was not conducted to detect the dynamics of the anatomy. Second, the present study was only focusing on the deep learning technique. Though the model-based detection [20] was also one of the techniques for the detection of anatomies, the processing time of deep learning techniques has been improving [6–8]. We could present the processing time for the detection and delineation of the standard line within one second. However, the comparison of both techniques under the same condition should be taken into account in future research because model-based detection is also one of the robust techniques. Third, the number of training images in this study was 1200, including the images used for validation of the training. Another study [11] showed that the number of training images affected the accuracy of deep learning. Therefore, a larger number of images would improve the detection rates of the anatomy and the accuracy rates of the standard line. In this study, we focused on the detection of specific anatomical points for the delineation of the standard line of brain MRI. These results can be applied to other regions of the body and to detect tumors. The methods and results of this study will be useful for the improvement of the accuracy and will contribute to the improvement of medical image analysis, although this study focused specifically on the acquisition of brain MRI. Automatic detection for a standard line for brain MRI can help technologists improve brain MRI scans.

5. Conclusions

This study achieved the automatic detection of a standard line for brain MRI using a deep learning technique. It was found that the delineation of the standard line for brain MRI achieved a high accuracy rate on the OM-line. The use of the technique in this study can help technologists improve brain MRI examinations.
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Appendix A

Figure A1 shows an example of the real time detection of the standard line for brain MRI. The software created a model for the detection of anatomies. The standard line for brain MRI was calculated in real time. This software can be also incorporated into MRI scanner consoles.

Figure A1. Example of the real time detection of the standard line for brain MRI. The red and green dotted lines indicate the OM-line and the AC-PC line, respectively.
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