ANTITHESIS OF THE STOKES PARADOX ON THE HYPERBOLIC PLANE

CHI HIN CHAN AND MAGDALENA CZUBAK

Abstract. We show there exists a nontrivial $H^1_0$ solution to the steady Stokes equation on the 2D exterior domain in the hyperbolic plane. Hence we show there is no Stokes paradox in the hyperbolic setting. We also show the existence of a nontrivial solution to the steady Navier-Stokes equation in the same setting, whereas the analogous problem is open in the Euclidean case.

1. Introduction

The Stokes equation is the linear version of the Navier-Stokes. George Gabriel Stokes proposed the equation as a model for the fluid flow in the low Reynolds regime. However, in a situation when we have a long cylinder moving slowly through an incompressible, viscous fluid, in the direction perpendicular to the axis of the cylinder, it follows from the work of Stokes [12] that there is no nontrivial solution. This obviously contradicts what one physically expects. Oseen offered a correction to the Stokes’ model, which is now known as the Oseen’s system [10]. This lack of the nontrivial solution is called the Stokes paradox. We give a precise description of the problem below.

The Stokes equation on $\mathbb{R}^n$ is

$$-\mu \Delta v + dp = 0,$$
$$\text{div} \ v = 0,$$

(1.1)

where $v$ is the velocity of the fluid, $p$ is the pressure, and the fluid has viscosity $\mu > 0$. If we want to introduce a flow past an obstacle $K \subset \mathbb{R}^n$ with an impermeable boundary, we can think of $K$ as a compact set, and then, we append a boundary condition for $v$ on $\partial K$. Similarly, we can think of $K$ as a rigid body moving through a fluid with a nonzero viscosity $\mu$.

The motion is assumed to be slow in the sense that the Reynolds number is small, and motivates the disregard for the nonlinear interactions. We now think of the motion of the liquid in a frame centered at $K$. Let $D_0(1)$ denote the closed unit disk in $\mathbb{R}^2$ and $S^1$ be its boundary.
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If \( K \) is a very long cylinder and the motion is a translation that is perpendicular to the axis of the cylinder, then the motion is planar, and one can study

\[
\begin{align*}
-\mu \Delta v + dp &= 0, \\
\text{div } v &= 0, \\
v \big|_{S_1} &= v_0,
\end{align*}
\]

(1.2)

where \( v : \mathbb{R}^2 - D_0(1) \to \mathbb{R}^n \), \( p : \mathbb{R}^2 - D_0(1) \to \mathbb{R} \), and \( v_0 \) is a constant vector in \( \mathbb{R}^2 \). We also include the condition at infinity to be \( v \to 0 \). This description of the problem can be found in [6, Chapter 5].

We now move to the hyperbolic plane, and set up the problem in the analogous way except that instead of prescribing the boundary condition on the obstacle to be a possibly nonzero vector \( v_0 \), we set it to be zero, which perhaps is even more surprising that this and \( v \to 0 \), will lead to a nontrivial solution.

Let \( O \) be a chosen base point on the hyperbolic plane, and let \( \rho(O, x) \) denote the distance function from \( O \) to \( x \). For \( R_0 > 0 \), define

\[
\Omega(R_0) = \{ x \in \mathbb{H}^2(-a^2) : \rho(O, x) > R_0 \}.
\]

We study the following steady Stokes equation on \( \Omega(R_0) \),

\[
\begin{align*}
-2 \text{div } \text{Def } v + dp &= 0, \\
\text{d}^* v &= 0, \\
v \big|_{\partial B_O(R_0)} &= 0,
\end{align*}
\]

(1.3)

where we set the viscosity \( \mu = 1 \), \( p \) is a smooth function on \( \Omega(R_0) \), and \( \text{Def} \) is the deformation tensor, which can be written in coordinates as

\[
(\text{Def } v)_{ij} = \frac{1}{2}(\nabla_i v_j + \nabla_j v_i).
\]

A computation using Ricci identity shows that on the hyperbolic plane the following holds for the divergence free vector fields \( v \).

\[
-2 \text{div } \text{Def } v = -\Delta v - 2 \text{Ric } v = -\Delta v + 2a^2 v,
\]

(1.4)

where \(-\Delta\) is the Hodge Laplacian. We use (1.4) as we believe this is the correct viscosity operator as pointed out in [5]. For more about the possible forms of the equations, see [3].

**Remark 1.1.** We note that the equation \(-\Delta v + v = \nabla p \) in the Euclidean setting, just like \(-\Delta v = \nabla p\), leads to only trivial solutions [9].

In the second part of the paper we are interested in the steady Navier-Stokes equation

\[
\begin{align*}
-2 \text{div } \text{Def } v + \nabla v + dp &= 0, \\
\text{d}^* v &= 0, \\
v \big|_{\partial B_O(R_0)} &= 0.
\end{align*}
\]

(1.5)
We now state our two main results

**Theorem 1.2.** There exist a nontrivial solution \((u, p)\) on \(\Omega(R_0)\) to

\[
-\Delta u + 2a^2 u + dp = 0, \\
d^* u = 0, \\
\left|u\right|_{\partial \Omega(R_0)} = 0,
\]

where \(u\) satisfies

\[
\int_{\Omega(R_0)} |\nabla u|^2 < \infty,
\]

and \(p \in L^2_{loc}(\Omega(R_0))\).

The theorem for the steady Navier-Stokes equation is analagous.

**Theorem 1.3.** There exist a nontrivial solution \((u, p)\) on \(\Omega(R_0)\) to

\[
-\Delta u + 2a^2 u + \nabla v \cdot v + dp = 0, \\
d^* u = 0, \\
\left|u\right|_{\partial \Omega(R_0)} = 0,
\]

where \(u\) satisfies

\[
\int_{\Omega(R_0)} |\nabla u|^2 < \infty,
\]

and \(p \in L^2_{loc}(\Omega(R_0))\).

Moreover, not only the solution is nontrivial, it is not a potential flow.

**Theorem 1.4.** Let \(u\) be a solution obtained in Theorem 1.2 or 1.3 then

\[u \neq dF,\]

where \(F\) is harmonic.

1.1. **Outline of the proof.** Some of the main tools that we use are based on the Euclidean theory, and can be found for example in [11] or [6]. We give references to these sources when we use them. Poincaré model and the conformal equivalence is what allows us to benefit from these results. The Poincaré model is set up in Section 2. Besides the Euclidean theory, we also heavily rely on our work in [2, 1]. For example, we use that \(L^2\) harmonic 1-forms are actually in \(H^1\), as well as the Ladyzhenskaya’s inequality in the hyperbolic setting [2], and a Poincaré type estimate [1]. These will be referenced or stated when they are needed.

The form of the solution for the steady Navier-Stokes equation is inspired by the solution obtained for the steady Stokes equation (1.6). We now explain the idea behind obtaining a nontrivial solution to (1.6).

The solution \(u\) is a sum of three terms

\[
u = (\eta_{R_0} - 1) dF + w + \tilde{w}.
\]
It will be obtained in four steps in Section 3. We will start with the equation that is like (1.6) except for the boundary condition on the obstacle. More precisely,

$$-\Delta v + 2a^2v + dP = 0,$$

(1.9)

$$d^*v = 0,$$

$$v|_{\partial\Omega(R_0)} = dF|_{\partial\Omega(R_0)},$$

where $dF$ is a harmonic $L^2$ form on $\mathbb{H}^2(-a^2)$, whose existence is guaranteed for example by [4].

One can then see $(v, p) = (dF, -2a^2F)$ is a solution to (1.9). However, we want to find a solution that is different from $dF$, so we let

$$v = \eta R_0 dF + \tilde{v},$$

where $\eta_{R_0}$ is a cut-off function, whose properties will be given in Section 3 but in particular $\eta_{R_0} \equiv 1$ on a ball of radius $2R_0$. Then in order for $v$ to solve (1.9), one can see $\tilde{v}$ must solve

$$-\Delta \tilde{v} + 2a^2\tilde{v} + dP = \Delta (\eta_{R_0} dF) - 2a^2\eta_{R_0} dF,$$

(1.10)

$$d^*\tilde{v} = g(d\eta_{R_0}, dF),$$

$$\tilde{v}|_{\partial\Omega(R_0)} = 0.$$

Then, in Lemma 3.2, we find $w$ such that $w$ satisfies the divergence condition in (1.10), so

$$d^*w = g(d\eta_{R_0}, dF).$$

Hence to find $\tilde{v}$ we set

(1.11)

$$\tilde{v} = \tilde{w} + w,$$

which means $\tilde{w}$ needs to solve

$$-\Delta \tilde{w} + 2a^2\tilde{w} + dP = \Delta (\eta_{R_0} dF + w) - 2a^2(\eta_{R_0} dF + w),$$

(1.12)

$$d^*\tilde{w} = 0,$$

$$\tilde{w}|_{\partial\Omega(R_0)} = 0.$$

The system (1.12) is then solved by the Riesz Representation Theorem, in Lemma 3.3. Since we already had $w$, from (1.11) we now have $\tilde{v}$, so we then backtrack to get $v$, and then finally, because we want a solution that has zero boundary data, we define $u$ by (1.8).

To finish we will need to recover the pressure, and show $u$ is nontrivial (Steps 4 and 5 in Section 3.4 and Section 3.5 respectively). In Section 3.6, Step 6, we show $u$ is not a potential flow. Section 4 is devoted to constructing a solution to the steady Navier-Stokes equation. Here we use Leray’s original approach of constructing the solution in the exterior domain as described in [11].
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2. Preliminaries

The geodesic ball at \( x \) with radius \( R \) in \( \mathbb{H}^2(-a^2) \) will be denoted by

\[
B_x(R) = \{ y \in \mathbb{H}^2(-a^2) : \rho(x, y) < R \},
\]

where \( \rho(x, y) \) is the geodesic distance between \( x \) and \( y \) in \( \mathbb{H}^2(-a^2) \). For any \( x \in \mathbb{R}^2 \) and \( R > 0 \), the Euclidean open ball centered at \( x \) with radius \( R \) will be denoted by

\[
D_x(R) = \{ y \in \mathbb{R}^2 : |x - y| < R \}. 
\]

2.1. Poincaré disk model. We recall the standard Poincaré disk model \( Y : \mathbb{H}^2(-a^2) \to D_0(1) \), under which the hyperbolic metric on \( \mathbb{H}^2(-a^2) \) can be represented by

\[
g(\cdot, \cdot) = \frac{4}{a^2(1 - |Y|^2)^2} \left\{ dY^1 \otimes dY^1 + dY^2 \otimes dY^2 \right\}. 
\]

If we let \( \tilde{y} \in D_0(1) \) with \( |\tilde{y}| = r \), then by parametrizing the straight line connecting 0 and \( \tilde{y} \), the geodesic distance between 0 and \( \tilde{y} \) is

\[
(2.1) \quad \rho(0, \tilde{y}) = \frac{1}{a} \int_0^r \frac{2}{1 - t^2} dt = \frac{1}{a} \log(\frac{1 + r}{1 - r}).
\]

A computation shows that if

\[
r = \tanh\left(\frac{aR}{2}\right),
\]

then

\[
\frac{1}{a} \log(\frac{1 + r}{1 - r}) = R.
\]

This means that \( Y \) maps a geodesic ball of radius \( R \) onto the Euclidean ball of radius \( \tanh(\frac{aR}{2}) \).

Next, for some fixed \( R_0 > 0 \), let \( \Omega(R_0) = \{ x \in \mathbb{H}^2(-a^2) : \rho(O, x) > R_0 \} \), so under \( Y \), this corresponds to

\[
(2.2) \quad \{ y \in \mathbb{R}^2 : \tanh\left(\frac{aR_0}{2}\right) < |y| < 1 \}.
\]

2.2. Relating \( H_0^1 \) norms. We now discuss the relationship of the \( H_0^1 \) norm, on the set \( U \subset \mathbb{H}^2(-a^2) \), to the Euclidean \( H_0^1 \) norm, on the set \( Y(U) \subset D_0(1) \). More precisely, if \( u \) is a 1–form on \( U \subset \mathbb{H}^2(-a^2) \) written in coordinates as

\[
u = u_1 dY^1 + u_2 dY^2,
\]

then we can define \( u^\sharp \) on \( Y(U) \) by

\[
u^\sharp = u_1^\sharp dy^1 + u_2^\sharp dy^2,
\]

where the dual form \( dy^1 \) is given by

\[
dy^1 = dY^1 - \frac{1}{a} Y^1 \left( dY^2 \otimes dY^2 \right).
\]
where
\[ u_1^\# = u_1 \circ Y^{-1}, \quad u_2^\# = u_2 \circ Y^{-1}. \]
In other words, \( u^\# \) is the pull-back of \( u \) by \( Y^{-1} \)
\[ u^\# = (Y^{-1})^* u. \]

We show
\[(2.3) \quad \|u\|_{H^1_0(U)} \lesssim \|u^\#\|_{H^1_0(Y(U))}.\]
First
\[
\|u\|^2_{L^2(U)} = \int_U g(u, u) \text{Vol}_{\mathbb{S}^2(-a^2)} = \int_U \frac{a^2(1 - |Y|^2)^2}{4} ((u_1)^2 + (u_2)^2) \frac{4}{a^2(1 - |Y|^2)^2} dY^1 \wedge dY^2 = \int_{Y(U)} (u_1^\#)^2 + (u_2^\#)^2 dY^1 dY^2 = \|u^\#\|^2_{L^2(Y(U))}.
\]
Next we estimate the \( L^2 \) norm of the covariant derivative of \( u \). A computation shows (see for example [2, Appendix A.3])
\[ \nabla u = (\nabla u)_{ij} dY^i \otimes dY^j \]
\[
= \left\{ \frac{\partial u_1}{\partial Y^1} - \frac{2Y^1 u_1}{1 - |Y|^2} + \frac{2Y^2 u_2}{1 - |Y|^2} \right\} dY^1 \otimes dY^1 \\
+ \left\{ \frac{\partial u_2}{\partial Y^1} - \frac{2Y^2 u_1}{1 - |Y|^2} - \frac{2Y^1 u_2}{1 - |Y|^2} \right\} dY^1 \otimes dY^2 \\
+ \left\{ \frac{\partial u_1}{\partial Y^2} - \frac{2Y^1 u_1}{1 - |Y|^2} - \frac{2Y^2 u_2}{1 - |Y|^2} \right\} dY^2 \otimes dY^1 \\
+ \left\{ \frac{\partial u_2}{\partial Y^2} + \frac{2Y^1 u_1}{1 - |Y|^2} - \frac{2Y^2 u_2}{1 - |Y|^2} \right\} dY^2 \otimes dY^2.
\]
Moreover
\[
g(\nabla u, \nabla u) = \left( \frac{a^2(1 - |Y|^2)^2}{4} \right)^2 (\nabla u)_{ij} (\nabla u)_{ij}.
\]
Now for each \((i, j), 1 \leq i, j \leq 2\), we have \( (\nabla u)^2_{ij} \) is bounded by a term that looks like
\[ \left( \frac{\partial u_j}{\partial Y^i} \right)^2 + \frac{4|Y|^2 (u_1^2 + u_2^2)}{(1 - |Y|^2)^2}, \]
and by definition
\[ \left. \frac{\partial u_k}{\partial Y^i} \right|_p = \left. \frac{\partial u_k^\#}{\partial y^i} \right|_{Y(p)}. \]
It follows
\[
\|\nabla u\|_{L^2(U)}^2 = \int_U \left( \frac{a^2(1 - |Y|^2)^2}{4} \right)^2 (\nabla u)_{ij}(\nabla u)_{ij} \frac{4}{a^2(1 - |Y|^2)^2} \, dY^1 \wedge dY^2
\]
\[
\lesssim \int_{Y(U)} \left( |\nabla u|^2 + \frac{4 |y|^2 |u|^2}{(1 - |y|^2)^2} \right) \, dy^1 \, dy^2
\]
\[
(2.5)
\]
\[
= a^2 \|u^2\|_{H^0(Y(U))}^2,
\]
where we have used \(|y| \leq 1\) on \(Y(U)\).

3. **Proof of Theorem 1.2:** Existence of a nontrivial solution to the Stokes equation on \(\Omega(R_0)\).

As explained in Section 1.1, the solution is obtained in several steps.

3.1. **Step 1: Setup.** To begin the discussion, we define the function space
\[
\mathbb{F} = \{ dF \in L^2(\mathbb{H}^2(-a^2)) : -\Delta F = 0 \}.
\]
One can show \(\mathbb{F} \subset H^1_0(\mathbb{H}^2(-a^2))\) [2]. Consider the following system on the exterior domain \(\Omega(R_0)\), where a nontrivial \(dF \in \mathbb{F}\) is given.

\[
-\Delta v + 2a^2v + dP = 0,
\]
\[
d^*v = 0,
\]
\[
v|_{\partial\Omega(R_0)} = dF|_{\partial\Omega(R_0)}.
\]

(3.2)

It is clear that \((v, P) = (dF, -2a^2F)\) is a solution to equation (3.2). But we are interested in seeking nontrivial solution \(v\) to the system (3.2), which differs from \(dF\). To this end, we choose a fixed cut off function \(\eta \in C^\infty([0, \infty))\), which satisfies
\[
\chi_{[0,1]} \leq \eta \leq \chi_{[0,2)}, \quad \eta' \leq 0.
\]
(3.3)

By means of \(\eta\), we can now consider a radially symmetric cut-off function \(\eta_{R_0} \in C^\infty_c(B_0(4R_0))\) defined by
\[
\eta_{R_0}(x) = \eta\left(\frac{\rho(x)}{2R_0}\right).
\]
(3.4)

Then \(\eta_{R_0}\) satisfies
\[
\chi_{B(2R_0)} \leq \eta_{R_0} \leq \chi_{B(4R_0)}.
\]
(3.5)

We now look for a nontrivial solution \(v\) to (3.2) in the form of
\[
v = \eta_{R_0} dF + \tilde{v},
\]
where \(\tilde{v} \in H^1_0(\Omega(R_0))\).
Since \( v \), as a solution to (3.2), must be divergence free on \( \Omega(R_0) \), by (3.6), and using \( d^*(fu) = -g(df, u) + fd^*u \), for a function \( f \) and a 1-form \( u \), it follows that we need
\[
(3.7) \quad d^*\tilde{v} = g(d\eta_{R_0}, dF).
\]
So we observe that in order to find a solution \( v \) to (3.2) on \( \Omega(R_0) \), which is in the form of (3.6), we have to demonstrate how to find a solution \( \tilde{v} \in H_1^0(\Omega(R_0)) \) to
\[
(3.8) \quad -\Delta \tilde{v} + 2a^2\tilde{v} + dP = \Delta(\eta_{R_0}dF) - 2a^2\eta_{R_0}dF,
\]
\[
\tilde{v}|_{\partial\Omega(R_0)} = 0.
\]

### 3.2. Step 2: Finding \( w \) such that \( d^*w = g(d\eta_{R_0}, dF) \).

To find \( \tilde{v} \), which solves (3.8), we first find a function \( w \) that satisfies the divergence condition in (3.8). We start by making some remarks.

Under the coordinate system \( Y \), introduced in Section 2, any 1-form \( u \) on \( \Omega(R_0) \) can be written as
\[
u = u_1dY^1 + u_2dY^2,
\]
with the divergence expressed as
\[
(3.9) \quad -d^*u = \frac{a^2(1 - |Y|^2)}{4} \left( \frac{\partial u_1}{\partial Y^1} + \frac{\partial u_2}{\partial Y^2} \right).
\]
We also have
\[
(3.10) \quad g(d\eta_{R_0}, dF) = \frac{a^2(1 - |Y|^2)}{4} \left( \frac{\partial \eta_{R_0}}{\partial Y^1} \frac{\partial F}{\partial Y^1} + \frac{\partial \eta_{R_0}}{\partial Y^2} \frac{\partial F}{\partial Y^2} \right).
\]
So, in light of (3.9) and (3.10), (3.7) is equivalent to
\[
(3.11) \quad \left( \frac{\partial \tilde{v}_1}{\partial Y^1} + \frac{\partial \tilde{v}_2}{\partial Y^2} \right) = -\left( \frac{\partial \eta_{R_0}}{\partial Y^1} \frac{\partial F}{\partial Y^1} + \frac{\partial \eta_{R_0}}{\partial Y^2} \frac{\partial F}{\partial Y^2} \right).
\]

Next, we consider the following two functions
\[
\tilde{v}^\sharp_1 = \tilde{v}_1 \circ Y^{-1},
\]
\[
\tilde{v}^\sharp_2 = \tilde{v}_2 \circ Y^{-1}.
\]
Note, in view of the discussion leading to (2.2), since we study the problem on the exterior domain \( \Omega(R_0) \subset \mathbb{H}^2(-a^2) \), \( \tilde{v}^\sharp_1 \) and \( \tilde{v}^\sharp_2 \) are defined in \( \{ y \in \mathbb{R}^2 : \tanh(aR_0)/2 < |y| < 1 \} \).

We will also consider the following two smooth functions on \( D_0(1) \).
\[
\eta^\sharp = \eta_{R_0} \circ Y^{-1},
\]
\[
F^\sharp = F \circ Y^{-1}.
\]
With the above notation, (3.11) is equivalent to
\[
(3.12) \quad \text{div}_{\mathbb{R}^2} \tilde{v}^\sharp = -\nabla_{\mathbb{R}^2} \eta^\sharp \cdot \nabla_{\mathbb{R}^2} F^\sharp,
\]
which has to be satisfied by $\tilde{\nu}^\sharp$ on $\{\tanh \frac{aR_0}{2} < |y| < 1\}$.

Note however that

$$\text{supp} \left( \nabla_{\mathbb{R}^2} \eta^\sharp \cdot \nabla_{\mathbb{R}^2} F^\sharp \right) \subset \left\{ y \in \mathbb{R}^2 : \tanh (aR_0) \leq |y| \leq \tanh (2aR_0) \right\}. \tag{3.13}$$

We now invoke the following result from the theory of the Navier-Stokes equation in the Euclidean setting.

**Theorem 3.1.** [6, Thm III.3.3], [11] Let $\Omega$ be a bounded domain with smooth boundary in $\mathbb{R}^N$, with $N \geq 2$. Given $h \in L^2(\Omega)$ satisfying

$$\int_{\Omega} h \text{Vol}_{\mathbb{R}^N} = 0, \tag{3.14}$$

there exists at least one $U \in H^1_0(\Omega)$ such that

$$\text{div}_{\mathbb{R}^N} U = h$$

holds in the weak sense on $\Omega$, and that the following a priori estimate holds

$$\| \nabla_{\mathbb{R}^N} U \|_{L^2(\Omega)} \leq C(N, \Omega) \| h \|_{L^2(\Omega)}.$$

With the help of Theorem 3.1, we establish the following lemma.

**Lemma 3.2.** There exists some 1-form $w \in H^1_0(B_0(4R_0) - B_0(2R_0))$ such that

$$d^* w = g(\eta R_0, dF)$$

holds weakly on $\mathbb{H}^2(-a^2)$, and

$$\| \nabla w \|_{L^2(\mathbb{H}^2(-a^2))} \leq C(a, R_0) \| dF \|_{L^2(\mathbb{H}^2(-a^2))}, \tag{3.15}$$

where $C(a, R_0)$ is some positive absolute constant depending only on $a$ and $R_0$.

**Proof.** Let

$$A(R_0) = \left\{ y \in \mathbb{R}^2 : \tanh (aR_0) < |y| < \tanh (2aR_0) \right\}.$$

By (3.13), the support of $\nabla_{\mathbb{R}^2} \eta^\sharp \cdot \nabla_{\mathbb{R}^2} F^\sharp$ is included in $A(R_0)$. We also note that

$$Y^{-1} (A(R_0)) = \left\{ x \in \mathbb{H}^2(-a^2) : 2R_0 < \rho(x) < 4R_0 \right\}.$$

In order to apply Theorem 3.1, we have to check if $h = -\nabla_{\mathbb{R}^2} \eta^\sharp \cdot \nabla_{\mathbb{R}^2} F^\sharp$ verifies (3.14). So we carry out the following computation.

$$\int_{A(R_0)} -\nabla_{\mathbb{R}^2} \eta^\sharp \cdot \nabla_{\mathbb{R}^2} F^\sharp \text{Vol}_{\mathbb{R}^2}$$

$$= \int_{A(R_0)} -\text{div} \left\{ \eta^\sharp \nabla_{\mathbb{R}^2} F^\sharp \right\} \text{Vol}_{\mathbb{R}^2}$$

$$= -\int_{\left\{|y| = \tanh(2aR_0)\right\}} \eta^\sharp \nabla_{\mathbb{R}^2} F^\sharp \cdot \frac{y}{|y|} dS$$

$$+ \int_{\left\{|y| = \tanh(aR_0)\right\}} \eta^\sharp \nabla_{\mathbb{R}^2} F^\sharp \cdot \frac{y}{|y|} dS \tag{3.17}$$
Since
\[ \eta^\sharp \big|_{\{ |y| = \tanh(2aR_0) \}} = 0, \]
\[ \eta^\sharp \big|_{\{ |y| = \tanh(aR_0) \}} = 1, \]
it follows from (3.17) that we have
\begin{equation}
\int_{A(R_0)} -\nabla_{\mathbb{R}^2} \eta^\sharp \cdot \nabla_{\mathbb{R}^2} F^\sharp \ \text{Vol}_{\mathbb{R}^2} = \int_{\{ |y| = \tanh(aR_0) \}} \nabla_{\mathbb{R}^2} F^\sharp \cdot \frac{y}{|y|} \ dS. \tag{3.18}
\end{equation}

Since \( F^\sharp \) is harmonic on \( D_0(1) \), we have
\begin{equation}
0 = \int_{\{ |y| < \tanh(aR_0) \}} \text{div}_{\mathbb{R}^2} \left( \nabla_{\mathbb{R}^2} F^\sharp \right) \ \text{Vol}_{\mathbb{R}^2}
= \int_{\{ |y| = \tanh(aR_0) \}} \nabla_{\mathbb{R}^2} F^\sharp \cdot \frac{y}{|y|} \ dS. \tag{3.19}
\end{equation}

(3.18) and (3.19) together imply that
\begin{equation}
\int_{A(R_0,a)} -\nabla_{\mathbb{R}^2} \eta^\sharp \cdot \nabla_{\mathbb{R}^2} F^\sharp \ \text{Vol}_{\mathbb{R}^2} = 0. \tag{3.20}
\end{equation}

Because (3.20) holds, we can apply Theorem 3.1 to deduce that there exists at least one \( w^\sharp = w_1^\sharp \ dy^1 + w_2^\sharp \ dy^2 \in H^1_0(A(R_0)) \) such that
\begin{equation}
\text{div}_{\mathbb{R}^2} w^\sharp = -\nabla_{\mathbb{R}^2} \eta^\sharp \cdot \nabla_{\mathbb{R}^2} F^\sharp. \tag{3.21}
\end{equation}

Since \( w^\sharp \in H^1_0(A(R_0)) \), we can think of \( w^\sharp \) as an element also in \( H^1_0(D_0(1)) \) through zero extension beyond \( A(R_0) \), so
\begin{equation}
w^\sharp \in H^1_0(A(R_0)) \subset H^1_0(D_0(1)). \tag{3.22}
\end{equation}

It is easy to check that \( w^\sharp \) once being treated as an element in \( H^1_0(D_0(1)) \) still satisfies (3.21) weakly on the whole unit disc \( D_0(1) \).

Finally, we simply define the 1-form \( w \) by
\begin{equation}w = Y^* w^\sharp = w_1^\sharp \circ Y dy^1 + w_2^\sharp \circ Y dy^2. \tag{3.23}\end{equation}

Then (3.22) and (2.3) imply
\begin{equation}w \in H^1_0(B_O(4R_0) - B_O(2R_0)) \subset H^1_0(\mathbb{H}^2(-a^2)). \tag{3.24}\end{equation}

Moreover, since (3.21) holds on \( D_0(1) \), it follows that \( w \) satisfies (3.15) on \( \mathbb{H}^2(-a^2) \). So, the proof of Lemma 3.2 is now completed. \( \square \)
3.3. Step 3: Further Reduction. Being backed up by Lemma 3.2, we can now try to find some element \( \tilde{v} \) which lies in \( H_0^1(\Omega(R_0)) \), and which is a solution to the system (3.3) on \( \Omega(R_0) \). To this end, we define

\[
\tilde{w} = \tilde{v} - w,
\]

where \( \tilde{v} \in H_0^1(\Omega(R_0)) \) is a solution to the system (3.8), and \( w \in H_0^1(BO(4R_0) - BO(2R_0)) \) is some element which satisfies (3.15) on \( \mathbb{H}^2(-a^2) \). It is then clear that \( \tilde{w} \) lies in \( H_0^1(\Omega(R_0)) \).

Since \( \tilde{v} \) is supposed to be a solution to (3.8) on \( \Omega(R_0) \), it follows that \( \tilde{w} \) is a solution to the following system on \( \Omega(R_0) \).

\[
-\triangle \tilde{w} + 2a^2 \tilde{w} + dP = \Delta (\eta_{R_0} dF + w) - 2a^2 (\eta_{R_0} dF + w),
\]

\[
d^* \tilde{w} = 0,
\]

\[
\tilde{w} \bigg|_{\partial \Omega(R_0)} = 0.
\]

It is now clear that: in order to find a solution \( \tilde{v} \) to system (3.8) on \( \Omega(R_0) \), we just have to demonstrate the existence of a solution \( \tilde{w} \) to system (3.26) on \( \Omega(R_0) \). We do this by writing down a weak formulation for the system (3.26) on \( \Omega(R_0) \).

For this purpose, we look for \( \tilde{w} \) as an element in

\[
V(\Omega(R_0)) = \Lambda^1_{c,\sigma}(\Omega(R_0))^\bot_{H^1}.
\]

Here, the symbol \( \Lambda^1_{c,\sigma}(\Omega(R_0)) \) stands for the space of all smooth, compactly supported divergence free 1-forms on \( \Omega(R_0) \). Notice that \( V(\Omega(R_0)) \) is a Hilbert space equipped with the following inner product structure.

\[
((\varphi_1, \varphi_2))_{H_0^1(\Omega(R_0))} = 2 \int_{\Omega(R_0)} g(\text{Def} \phi_1, \text{Def} \phi_2) \text{Vol}_{\mathbb{H}^2(-a^2)}
\]

\[
= \int_{\Omega(R_0)} g(d\varphi_1, d\varphi_2) \text{Vol}_{\mathbb{H}^2(-a^2)} + 2a^2 \int_{\Omega(R_0)} g(\varphi_1, \varphi_2) \text{Vol}_{\mathbb{H}^2(-a^2)}.
\]

Here, the dual space of the Hilbert space \( V(\Omega(R_0)) \) is denoted by \( V'(\Omega(R_0)) \). Now, we use the following abbreviation

\[
T = \triangle (\eta_{R_0} dF + w) - 2a^2 (\eta_{R_0} dF + w).
\]

Since

\[
dF \in \mathbb{F} \subset H_0^1(\mathbb{H}^2(-a^2)),
\]

\[
w \in H_0^1(BO(4R_0) - BO(2R_0)),
\]

it follows that

\[
T \in H^{-1}(\Omega(R_0)) \subset V'(\Omega(R_0)).
\]

So to solve (3.26) in a weak sense in \( V(\Omega(R_0)) \) means to find \( \tilde{w} \) such that

\[
((\tilde{w}, \varphi))_{H_0^1(\Omega(R_0))} = \langle T, \varphi \rangle_{V'(\Omega(R_0)) \otimes V(\Omega(R_0))}.
\]
holds for all \( \varphi \in V(\Omega(R_0)) \).

With the above preparation, we can now state the following lemma, whose proof is a straightforward consequence of the Riesz Representation Theorem.

**Lemma 3.3.** Consider the forcing term \( T \) as specified in (3.29). Then, there exists a uniquely determined element \( \tilde{w} \in V(\Omega(R_0)) \) such that the following relation holds for any 1-form \( \varphi \in V(\Omega(R_0)) \)

\[
((\tilde{w}, \varphi))_{H^1_0(\Omega(R_0))} = \langle T, \varphi \rangle_{V'(\Omega(R_0)) \otimes V(\Omega(R_0))}.
\]

Consequently, such a unique \( \tilde{w} \in V(\Omega(R_0)) \) is also a weak solution to the system (3.26) on \( \Omega(R_0) \).

### 3.4. Step 4: Finding the pressure and putting everything together.

Now, we consider such a unique \( \tilde{w} \in V(\Omega(R_0)) \) for which (3.31) holds for all 1-forms \( \varphi \in V(\Omega(R_0)) \). Define

\[
L : H^1_0(\Omega(R_0)) \to \mathbb{R}
\]

by

\[
\langle L, \varphi \rangle_{H^{-1}(\Omega(R_0)) \otimes H^1_0(\Omega(R_0))} = ((\tilde{w}, \varphi))_{H^1_0(\Omega(R_0))} - \langle T, \varphi \rangle_{H^{-1}(\Omega(R_0)) \otimes H^1_0(\Omega(R_0))}.
\]

The validity of (3.31) for all \( \varphi \in V(\Omega(R_0)) \) simply says that the operator \( L \) as given in (3.32) satisfies

\[
L|_{V(\Omega(R_0))} = 0.
\]

This allows us to apply Lemma A.2 to \( L \) and deduce that there exists a function \( P \in L^2_{loc}(\Omega(R_0)) \) such that the following relation holds for any \( \varphi \in \Lambda^1_c(\Omega(R_0)) \).

\[
((\tilde{w}, \varphi))_{H^1_0(\Omega(R_0))} + \int_{\Omega(R_0)} Pd^\ast \varphi \text{Vol}_{\mathbb{H}^2(-a^2)} = \langle T, \varphi \rangle_{H^{-1}(\Omega(R_0)) \otimes H^1_0(\Omega(R_0))}.
\]

This shows that the pair \((\tilde{w}, P)\) constitutes a weak solution to the system (3.26) on \( \Omega(R_0) \).

So, consequently,

\[
\tilde{v} = \tilde{w} + w \subset H^1_0(\Omega(R_0))
\]

and \((\tilde{v}, P)\) constitutes a weak solution to the system (3.8) on \( \Omega(R_0) \). Hence, we now take \( v \) to be

\[
v = \eta_{R_0} dF + \tilde{v} = \eta_{R_0} dF + \tilde{w} + w.
\]

Then, it follows that \( v \in H^1(\Omega(R_0)) \), and that the pair \((v, P)\) is a weak solution to the system (3.2) on \( \Omega(R_0) \).

Next, we consider the 1-form \( u \) given by

\[
u = v - dF = \eta_{R_0} dF + \tilde{w} + w - dF.
\]
Since
\[ \left. \left( \eta_{R_0} - 1 \right) dF \right|_{\partial \Omega(R_0)} = 0, \]
\[ w, \tilde{w} \in H^1_0(\Omega(R_0)), \]
it follows that \( u \) satisfies
\[ u \in H^1_0(\Omega(R_0)), \]
and that the pair \((u, p) = (u, P + 2a^2 F)\) constitutes a weak solution to the steady
Stokes system on \( \Omega(R_0) \) given in (1.6), which we restate below for convenience.

\[ \begin{aligned}
-\Delta u + 2a^2 u + dp &= 0, \\
\partial^* u &= 0, \\
b \left. \frac{1}{2} \eta_{R_0} \partial^* F \right|_{\partial \Omega(R_0)} &= 0.
\end{aligned} \]  

(3.36)

3.5. Step 5: Showing the solution is nontrivial. Now, we prove that \( u \) is indeed
nontrivial. To this end, we first establish

**Lemma 3.4.** Consider a radially symmetric cut-off function \( \eta_{R_0} \in C_0^\infty(\mathbb{H}^2(-a^2)) \),
which satisfies (3.5), and take a nontrivial harmonic function \( F \) on \( \mathbb{H}^2(-a^2) \) for
which we have \( dF \in \mathbb{F} \). Let \( w \in H^1_0(B_O(4R_0) - B_O(2R_0)) \) satisfy (3.15) on \( \mathbb{H}^2(-a^2) \).
Then
\[ \int_{\Omega(R_0)} g(w, dF) \text{Vol}_{\mathbb{H}^2(-a^2)} = - \int_{\mathbb{H}^2(-a^2)} \eta_{R_0} g(dF, dF) \text{Vol}_{\mathbb{H}^2(-a^2)} < 0. \]  

(3.37)

**Proof.** Let \( w \) be the 1-form as described in the hypothesis of Lemma 3.4. Since
\[ w \in H^1_0(B_O(4R_0) - B_O(2R_0)), \]
it follows that
\[ \int_{\Omega(R_0)} g(w, dF) \text{Vol}_{\mathbb{H}^2(-a^2)} = \int_{\Omega(R_0)} Fd^* w \text{Vol}_{\mathbb{H}^2(-a^2)}. \]  

(3.38)

But by (3.15)
\[ \int_{\Omega(R_0)} Fd^* w \text{Vol}_{\mathbb{H}^2(-a^2)} = \int_{\Omega(R_0)} Fg(d\eta_{R_0}, dF) \text{Vol}_{\mathbb{H}^2(-a^2)}. \]  

(3.39)

Hence
\[ \int_{\Omega(R_0)} g(w, dF) \text{Vol}_{\mathbb{H}^2(-a^2)} = \int_{\Omega(R_0)} Fg(d\eta_{R_0}, dF) \text{Vol}_{\mathbb{H}^2(-a^2)}. \]  

(3.40)
where we recall the functions $\eta^\sharp$ and $F^\sharp$ are given by
\[
\eta^\sharp = \eta_{R_0} \circ Y^{-1}, \\
F^\sharp = F \circ Y^{-1}.
\]
Since $\Delta F = 0$ holds on $\mathbb{H}^2(-a^2)$, we know that $\Delta_{\mathbb{R}^2} F^\sharp = 0$ holds on $D_0(1)$. Hence, the following relation holds on $D_0(1)$.

(3.41) $\Delta_{\mathbb{R}^2} ((F^\sharp)^2) = 2 |\nabla_{\mathbb{R}^2} F^\sharp|^2$.

On the other hand, we have

(3.42) $F^\sharp \nabla_{\mathbb{R}^2} \eta^\sharp \cdot \nabla_{\mathbb{R}^2} F^\sharp = \frac{1}{2} \text{div}\left\{ \eta^\sharp \nabla_{\mathbb{R}^2} ((F^\sharp)^2) \right\} - \frac{1}{2} \eta^\sharp \Delta_{\mathbb{R}^2} ((F^\sharp)^2)$.

(3.41) and (3.42) together give

(3.43) $F^\sharp \nabla_{\mathbb{R}^2} \eta^\sharp \cdot \nabla_{\mathbb{R}^2} F^\sharp = \frac{1}{2} \text{div}\left\{ \eta^\sharp \nabla_{\mathbb{R}^2} ((F^\sharp)^2) \right\} - \eta^\sharp |\nabla_{\mathbb{R}^2} F^\sharp|^2$.

Since $\eta^\sharp \left\{ |y| = \tanh(\frac{a}{2} R_0) \right\} = 1$, 

\[ \text{supp } \eta^\sharp \subset \left\{ y \in \mathbb{R}^2 : |y| \leq \tanh(2aR_0) \right\}, \]

it follows that we have

(3.44) $\int_{\left\{ \tanh(\frac{a}{2} R_0) < |y| < 1 \right\}} \text{div}\left\{ \eta^\sharp \nabla_{\mathbb{R}^2} ((F^\sharp)^2) \right\} d^{y_1}d^{y_2}$

$= -\int_{\left\{ |y| = \tanh(\frac{a}{2} R_0) \right\}} \nabla_{\mathbb{R}^2} ((F^\sharp)^2) \cdot \frac{y}{|y|} dS.$

However, (3.41) implies that

\[
\int_{\left\{ |y| = \tanh(\frac{a}{2} R_0) \right\}} \nabla_{\mathbb{R}^2} ((F^\sharp)^2) \cdot \frac{y}{|y|} dS
\]

$= \int_{D_0(\tanh(\frac{a}{2} R_0))} \text{div}_{\mathbb{R}^2} \nabla_{\mathbb{R}^2} ((F^\sharp)^2) d^{y_1}d^{y_2}$

(3.45) $= \int_{D_0(\tanh(\frac{a}{2} R_0))} \Delta_{\mathbb{R}^2} ((F^\sharp)^2) d^{y_1}d^{y_2}$

$= \int_{D_0(\tanh(\frac{a}{2} R_0))} 2 |\nabla_{\mathbb{R}^2} F^\sharp|^2 d^{y_1}d^{y_2}$.

So (3.44) and (3.45) give

(3.46) $\frac{1}{2} \int_{\left\{ \tanh(\frac{a}{2} R_0) < |y| < 1 \right\}} \text{div}\left\{ \eta^\sharp \nabla_{\mathbb{R}^2} ((F^\sharp)^2) \right\} d^{y_1}d^{y_2}$

$= -\int_{D_0(\tanh(\frac{a}{2} R_0))} |\nabla_{\mathbb{R}^2} F^\sharp|^2 d^{y_1}d^{y_2}$.
So, through taking (3.46) into our consideration, we can now integrate (3.43) to obtain

\[
\int \{ \tanh(\frac{2}{\rho} R_0) < |y| < 1 \} F^x \nabla_{\mathbb{R}^2} \eta^2 \cdot \nabla_{\mathbb{R}^2} F^x \, dy \, dy^2
\]

(3.47) \quad = - \int_{D_0(\tanh(\frac{2}{\rho} R_0))} |\nabla_{\mathbb{R}^2} F^x|^2 \, dy \, dy^2 - \int \{ \tanh(\frac{2}{\rho} R_0) < |y| < 1 \} \eta^2 |\nabla_{\mathbb{R}^2} F^x|^2 \, dy \, dy^2

= - \int_{D_0(1)} \eta^2 |\nabla_{\mathbb{R}^2} F^x|^2 \, dy \, dy^2,

where the last equality follows simply because \(\eta^2 |_{D_0(\tanh(\frac{2}{\rho} R_0))} = 1\). However,

(3.48) \quad \int_{D_0(1)} \eta^2 |\nabla_{\mathbb{R}^2} F^x|^2 \, dy \, dy^2 = \int_{\mathbb{H}^2(-a^2)} \eta R_0 g(dF, dF) \text{Vol}_{\mathbb{H}^2(-a^2)}.

So, (3.47) and (3.48) together give

\[
\int \{ \tanh(\frac{2}{\rho} R_0) < |y| < 1 \} F^x \nabla_{\mathbb{R}^2} \eta^2 \cdot \nabla_{\mathbb{R}^2} F^x \, dy \, dy^2
\]

(3.49) \quad = - \int_{\mathbb{H}^2(-a^2)} \eta R_0 g(dF, dF) \text{Vol}_{\mathbb{H}^2(-a^2)}

Finally, through combining (3.40) with (3.49), we deduce (3.37) as needed. \(\square\)

Many thanks to Lemma 3.4, we can go back to the 1-form \(u\) as specified in (3.35) and show that \(u\) is indeed a nontrivial element in \(H^1_0(\Omega(R_0))\). To achieve this, we prove the following slightly more general result, which we use again in Section 4 to show that the solution to the steady Navier Stokes is also nontrivial.

**Lemma 3.5.** Let \(\eta R_0, dF, w\) be as in Lemma 3.4. Then, no matter which element \(\tilde{w} \in V(\Omega(R_0))\) we choose, the following term is always a non-zero element in \(H^1_0(\Omega(R_0))\).

(3.50) \quad (\eta R_0 - 1)dF + w + \tilde{w}.

**Proof.** Suppose

(3.51) \quad (\eta R_0 - 1)dF + w + \tilde{w} = 0.

Since \(\tilde{w} \in V(\Omega(R_0))\),

(3.52) \quad \int_{\Omega(R_0)} g(\tilde{w}, dF) \text{Vol}_{\mathbb{H}^2(-a^2)} = 0.

Then we can test (3.51) against \(dF\) over \(\Omega(R_0)\) to obtain

\[
\int_{\Omega(R_0)} g(w, dF) \text{Vol}_{\mathbb{H}^2(-a^2)} = \int_{\Omega(R_0)} (1 - \eta R_0) g(dF, dF) \text{Vol}_{\mathbb{H}^2(-a^2)} > 0,
\]

which violates (3.37) as stated in Lemma 3.4. \(\square\)

We can summarize our discussion in the following theorem, which is a detailed version of Theorem 1.2.
Theorem 3.6. Consider a radially symmetric cut-off function \( \eta_{R_0} \in C_{c}^{\infty}(\mathbb{H}^{2}(-a^{2})) \) which satisfies constraint (3.5), and take a nontrivial harmonic function \( F \) on \( \mathbb{H}^{2}(-a^{2}) \) for which we have \( dF \in \mathbb{F} \). Consider some element \( w \in H_{0}^{1}(BO(4R_0) - BO(2R_0)) \) which satisfies (3.15) on \( \mathbb{H}^{2}(-a^{2}) \), and whose existence is ensured already by Lemma 3.2. Let \( \tilde{w} \) be the unique element in \( V(\Omega(R_0)) \) for which (3.31) holds for any test 1-form \( \varphi \in V(\Omega(R_0)) \). We then take the 1-form \( u \) to be

\[
(3.53) \quad u = (\eta_{R_0} - 1) dF + w + \tilde{w}.
\]

Then, it follows that \( u \in H_{0}^{1}(\Omega(R_0)) \) and that \( u \) is nontrivial on \( \Omega(R_0) \). Moreover, \( u \) is a solution to the following stationary Stokes equation on \( \Omega(R_0) \).

\[
(3.54) \quad -\Delta u + 2a^{2}u + dp = 0, \quad d^{*}u = 0, \quad u|_{\partial\Omega(R_0)} = 0,
\]

where the associated pressure \( p \) is exactly the same one which appears in system (3.36).

3.6. Step 6: Showing the solution is not a potential flow. Here we prove Theorem 1.4.

We actually prove something stronger. Suppose \( v \in H_{0}^{1}(\Omega(R_0)) \), and \( d^{*}v = 0 \). If in addition \( v \) is a potential flow, then \( v = df \) for some function \( f \) on \( \Omega(R_0) \) that must be harmonic since \( v \) is divergence free. Writing \( v \) in coordinates we have

\[
(3.55) \quad v = \partial_{1}fdY^{1} + \partial_{2}fdY^{2}.
\]

Let \( f^{2} = f \circ Y^{-1} \). Then \( f^{2} \) is harmonic on the annulus

\[
A = \{ y \in \mathbb{R}^{2} : \tanh(\frac{a}{2}R_0) < |y| < 1 \}.
\]

Next, we can let

\[
w = w_{1}dy^{1} + w_{2}dy^{2},
\]

where

\[
w_{1} = \partial_{1}f, \quad w_{2} = -\partial_{2}f.
\]

Since \( f^{2} \) is harmonic, it follows

\[
\partial_{1}w_{1} = \partial_{1}^{2}f^{2} = -\partial_{2}^{2}f^{2} = \partial_{2}w_{2}.
\]

And just by commuting the derivatives that \( \partial_{2}w_{1} = -\partial_{1}w_{2} \). Then

\[
F = w_{1} + iw_{2},
\]

must be analytic on \( A \). Observe, we also have \( w_{j}, j = 1, 2, \) is harmonic, and \( w_{j} \equiv 0 \) on \( \partial D_{\tanh(\frac{a}{2}R_0)}(0) \). By elliptic theory (see for example [7, Theorem 8.30]) \( w_{j} \in C(\{ \tanh(\frac{a}{2}R_0) \leq |z| \leq r_{0} \}) \) for any \( r_{0} \) satisfying \( 0 < \tanh(\frac{a}{2}R_0) < r_{0} < 1 \). So \( F \) is continuous as well on \( \{ \tanh(\frac{a}{2}R_0) \leq |z| \leq r_{0} \} \), and

\[
F \equiv 0 \quad \text{on} \quad \{|z| = \tanh(\frac{a}{2}R_0)\}.
\]
On the other hand, because $F$ is analytic in $A$, by the Laurent series expansion, for any $z \in \{\tanh(\frac{\alpha}{2}R_0) \leq |z| \leq r_0\}$,

$$F(z) = \sum_{k=-\infty}^{+\infty} a_k z^k,$$

where

$$a_k = \frac{1}{2\pi i} \int_{|z|=\delta} \frac{F(z)}{z^{k+1}} \, dz,$$

for $0 < \tanh(\frac{\alpha}{2}R_0) < \delta \leq r_0 < 1$.

We now estimate $a_k$.

$$|a_k| = \left| \frac{1}{2\pi \delta k} \int_0^{2\pi} \frac{F(\delta e^{i\theta})}{e^{ik\theta}} \, d\theta \right| \leq \frac{1}{2\pi \delta k} \int_0^{2\pi} \left| F(\delta e^{i\theta}) \right| \, d\theta \to 0,$$

as $\delta \to \tanh(\frac{\alpha}{2}R_0)$ by continuity of $F$ and (3.55). Since this is true for all $a_k$, $F$ must be trivial everywhere on $\{\tanh(\frac{\alpha}{2}R_0) \leq |z| \leq r_0\}$. Because $r_0$ was arbitrary, $F$ is trivial everywhere on $A$, and hence $v$ is trivial on $\Omega(R_0)$, but we know that $v$ is nontrivial. So $v$ cannot be a potential flow.

4. Existence of $H^1_0$-Stationary Navier-Stokes Flow in the Exterior Domain

In this section, we demonstrate how to obtain a nontrivial $H^1_0$ solution to the following system on the exterior domain $\Omega(R_0)$.

$$-\Delta v + 2a^2 v + \nabla_v v + dP = 0,$$

$$d^* v = 0,$$

$$v \big|_{\partial \Omega(R_0)} = 0.$$

(4.1)

We split the argument into different steps as follows.

4.1. About our preferred form of the solution to (4.1). Motivated by our success in Section 3, the nontrivial solution $v$ to (4.1) on $\Omega(R_0)$ will take the form

$$v = (\eta_{R_0} - 1) dF + w + \tilde{w},$$

(4.2)

where $F$ is a nontrivial harmonic function on $\mathbb{H}^2(-a^2)$ for which $dF \in \mathbb{F}$, $w$ is the element as specified in Lemma 3.2, and $\tilde{w} \in V(\Omega(R_0))$. Now, saying that the element $v$ as given in (4.2) is a solution to (4.1) is the same as saying that $\tilde{w} \in V(\Omega(R_0))$ is a solution to the following system on $\Omega(R_0)$.

$$-\Delta \tilde{w} + 2a^2 \tilde{w} + \nabla_{\tilde{w}} \tilde{w} + \nabla_{\tilde{w}} \Psi + \nabla_{\tilde{w}} \tilde{w} + dP = \Phi,$$

$$d^* \tilde{w} = 0,$$

$$\tilde{w} \big|_{\partial \Omega(R_0)} = 0,$$

(4.3)
For the term \( \Psi \) as specified in (4.4), we have
\[
\Psi = (\eta_{R_0} - 1) dF + w, \tag{4.4}
\]
\[
\Phi = \Delta \Psi - 2a^2 \Psi - \nabla \Psi. \tag{4.11}
\]

4.2. The estimates for \( \|w\|_4, \|\nabla w\|_2, \|\Psi\|_4, \|\nabla \Psi\|_2 \). To find \( \tilde{w} \), we first need some estimates. We estimate \( \|w\|_{L^4(\mathbb{H}^2(-a^2))}, \|\nabla w\|_{L^2(\mathbb{H}^2(-a^2))} \), as well as \( \|\Psi\|_{L^4(\mathbb{H}^2(-a^2))}, \|\nabla \Psi\|_{L^2(\mathbb{H}^2(-a^2))} \), all in terms of \( \|dF\|_{L^2(\mathbb{H}^2(-a^2))} \). We use the following results.

**Lemma 4.1.** \([1]\) For any harmonic function \( F \) on \( \mathbb{H}^2(-a^2) \) for which \( dF \in \mathbb{F} \), the following a priori estimate holds.
\[
\| \nabla dF \|_{L^2(\mathbb{H}^2(-a^2))} \leq C_a \|dF\|_{L^2(\mathbb{H}^2(-a^2))}. \tag{4.5}
\]

**Lemma 4.2.** \([2]\) The following a priori estimate holds for any 1-form \( \varphi \in H_0^1(\mathbb{H}^2(-a^2)) \).
\[
\| \varphi \|_{L^4(\mathbb{H}^2(-a^2))} \leq C_a \| \varphi \|_{L^2(\mathbb{H}^2(-a^2))} \left\{ \| \varphi \|_{L^2(\mathbb{H}^2(-a^2))} + \| \nabla \varphi \|_{L^2(\mathbb{H}^2(-a^2))} \right\}^\frac{1}{2}. \tag{4.6}
\]

**Lemma 4.3.** \([1]\) Let \( \varphi \) be a 1-form in \( H_0^1(\mathbb{H}^2(-a^2)) \), then
\[
\| \varphi \|_{L^2(\mathbb{H}^2(-a^2))} \leq \frac{1}{a} \| \nabla \varphi \|_{L^2(\mathbb{H}^2(-a^2))}. \tag{4.7}
\]

So, through combining (4.6) with (4.7), we obtain
\[
\| \varphi \|_{L^4(\mathbb{H}^2(-a^2))} \leq C_a \| \nabla \varphi \|_{L^2(\mathbb{H}^2(-a^2))}. \tag{4.8}
\]

Let
\[
\Omega(r_1, r_2) = \{ x \in \mathbb{H}^2(-a^2) : r_1 < \rho(x) < r_2 \}, \tag{4.9}
\]
where \( 0 < r_1 < r_2 \).

In what follows, the absolute constants \( C_a \) and \( C(a, R_0) \) may change from line to line.

Recall that \( w \) is the element which is specified in Lemma 3.2. By (4.8) and (3.16),
\[
\| w \|_{L^4(\mathbb{H}^2(-a^2))} \leq C(a, R_0) \| dF \|_{L^2(\mathbb{H}^2(-a^2))}. \tag{4.10}
\]

Also, (4.8), (4.5) imply
\[
\| dF \|_{L^4(\mathbb{H}^2(-a^2))} \leq C_a \| \nabla dF \|_{L^2(\mathbb{H}^2(-a^2))} \leq C_a \| dF \|_{L^2(\mathbb{H}^2(-a^2))}. \tag{4.11}
\]

For the term \( \Psi \) as specified in (4.4), we have
\[
\| \Psi \|_{L^4(\mathbb{H}^2(-a^2))} \leq \| dF \|_{L^4(\mathbb{H}^2(-a^2))} + \| w \|_{L^4(\mathbb{H}^2(-a^2))} \tag{4.12}
\]
\[
\leq C_a \| dF \|_{L^2(\mathbb{H}^2(-a^2))} + \| w \|_{L^4(\mathbb{H}^2(-a^2))} \leq C(a, R_0) \| dF \|_{L^2(\mathbb{H}^2(-a^2))},
\]

\[
\leq C(a, R_0) \| dF \|_{L^2(\mathbb{H}^2(-a^2))},
\]
where (4.11) is used in the second line and (4.10) is used in the third line. Observe
\[ \left\| d\eta_{R_0} \right\|_{L^\infty(\mathbb{H}^2(-a^2))} \leq \frac{1}{2R_0} \left\| \eta' \right\|_{L^\infty([0,\infty))}, \]
and
\[ \nabla \Psi = d\eta_{R_0} \otimes dF + (\eta_{R_0} - 1) \nabla dF + \nabla w. \]

So, through applying (4.13) and (3.16) we have
\[ \left\| \nabla \Psi \right\|_{L^2(\mathbb{H}^2(-a^2))} \leq \frac{1}{2R_0} \left\| \eta' \right\|_{L^\infty([0,\infty))} \left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))} + \left\| \nabla dF \right\|_{L^2(\mathbb{H}^2(-a^2))} + \left\| \nabla w \right\|_{L^2(\mathbb{H}^2(-a^2))} \leq C(a, R_0) \left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))}. \]

Then by (3.16), (4.10), (4.12), (4.14)
\[ \left\| w \right\|_{L^4(\mathbb{H}^2(-a^2))} + \left\| \nabla w \right\|_{L^2(\mathbb{H}^2(-a^2))} + \left\| \Psi \right\|_{L^4(\mathbb{H}^2(-a^2))} + \left\| \nabla \Psi \right\|_{L^2(\mathbb{H}^2(-a^2))} \leq C(a, R_0) \left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))}. \]

Of course, (4.7) and (4.15) together give
\[ \left\| w \right\|_{L^2(\mathbb{H}^2(-a^2))} + \left\| \Psi \right\|_{L^2(\mathbb{H}^2(-a^2))} \leq C(a, R_0) \left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))}. \]

4.3. The set up of approximated solutions on larger and larger bounded subregions $\Omega(R_0, R)$ of $\Omega(R_0)$. Now, let $R$ be any positive number which satisfies $R > 5R_0$. We introduce the following function space
\[ V(\Omega(R_0, R)) = \Lambda_{c, \sigma}(\Omega(R_0, R))^{||\cdot||_{H^1}}, \]
where
\[ \Omega(R_0, R) = \{ x \in \mathbb{H}^2(-a^2) : R_0 < \rho(x) < R \}. \]
Note that each element in $V(\Omega(R_0, R))$ can be thought of as an element in $V(\Omega(R_0))$.

Following [11], we look for an element $w_R \in V(\Omega(R_0, R))$ which solves (4.3) on $\Omega(R_0, R)$. More precisely we look for $w_R$ such that
\[ -\Delta w_R + 2a^2 w_R + \nabla w_R \cdot w_R + \nabla w_R \Psi + \nabla \Psi w_R + dP_R = \Phi, \]
\[ d^* w_R = 0, \]
\[ w_R |_{\partial \Omega(R_0, R)} = 0, \]
and we say that $w_R \in V(\Omega(R_0, R))$ is a solution to (4.15) if the following holds for any test 1-form $\varphi \in V(\Omega(R_0, R))$. 
\[
\int_{\Omega(R_0, R)} g(dw_R, d\varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} + 2a^2 \int_{\Omega(R_0, R)} g(w_R, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} \\
= \left\langle \Phi, \varphi \right\rangle_{\mathbf{V}'(\Omega(R_0, R)) \otimes \mathbf{V}(\Omega(R_0, R))} - \int_{\Omega(R_0, R)} g(\nabla w_R \Psi, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} \\
- \int_{\Omega(R_0, R)} g(\nabla \varphi w_R, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} - \int_{\Omega(R_0, R)} g(\nabla w_R w_R, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)}. \tag{4.19}
\]

Before we can address the existence of \(w_R\), which satisfies the weak formulation (4.19), we need to establish an a priori estimate for \(\|\nabla w_R\|_{L^2(\Omega(R_0))}\), under some suitable constraint imposed on \(dF \in \mathbb{F}\).

4.4. **Uniform a priori estimate for the \(H^1\) norm of \(w_R\).** Now, we need to see how to get a uniform estimate of the following quantity in a manner which is independent of the parameter \(R\).

\[
\|\nabla w_R\|_{L^2(\Omega(R_0, R))}^2 = \|dw_R\|_{L^2(\Omega(R_0, R))}^2 + 2a^2 \|w_R\|_{L^2(\Omega(R_0, R))}^2.
\]

The first step is to set \(\varphi\) to be just \(w_R\) itself in (4.19). This leads to

\[
\|\nabla w_R\|_{L^2(\Omega(R_0, R))}^2 + a^2 \|w_R\|_{L^2(\Omega(R_0, R))}^2 \\
= \|dw_R\|_{L^2(\Omega(R_0, R))}^2 + 2a^2 \|w_R\|_{L^2(\Omega(R_0, R))}^2 \\
= \left\langle \Phi, w_R \right\rangle_{\mathbf{V}'(\Omega(R_0, R)) \otimes \mathbf{V}(\Omega(R_0, R))} - \int_{\Omega(R_0, R)} g(\nabla w_R \Psi, w_R) \text{Vol}_{\mathbb{H}^2(-a^2)} \\
- \int_{\Omega(R_0, R)} g(\nabla \varphi w_R, w_R) \text{Vol}_{\mathbb{H}^2(-a^2)} - \int_{\Omega(R_0, R)} g(\nabla w_R w_R, w_R) \text{Vol}_{\mathbb{H}^2(-a^2)}. \tag{4.20}
\]

Now, because

\[
\mathbf{V}(\Omega(R_0, R)) \subset \mathbf{V}(\Omega(R_0)) \subset \mathbf{V}(\mathbb{H}^2(-a^2)),
\]

we have [2] Lemma 4.2]

\[
\int_{\Omega(R_0, R)} g(\nabla w_R w_R, w_R) \text{Vol}_{\mathbb{H}^2(-a^2)} = 0. \tag{4.22}
\]

Also, observe that \(d^* \Psi = 0\) holds on \(\mathbb{H}^2(-a^2)\). So, we have

\[
\Psi \in \{ \varphi \in H_0^1(\mathbb{H}^2(-a^2)) : d^* \varphi = 0 \}. \tag{4.23}
\]

So again by [2] Lemma 4.2 we get

\[
\int_{\Omega(R_0, R)} g(\nabla \varphi w_R, w_R) \text{Vol}_{\mathbb{H}^2(-a^2)} = 0. \tag{4.24}
\]
Then (4.22) and (4.24) reduce (4.20) to
\[
(4.25) \quad \left\| \nabla w_R \right\|_{L^2(\Omega(R_0, R))}^2 + a^2 \left\| w_R \right\|_{L^2(\Omega(R_0, R))}^2 - \int_{\Omega(R_0, R)} g(\nabla w_R, w_R) \, \text{Vol}_{H^2(-a^2)}.
\]

Next, we estimate
\[
\left\langle \Phi, \varphi \right\rangle_{V'(H^2(-a^2)) \otimes V(H^2(-a^2))} = \left\langle \Delta \Psi, \varphi \right\rangle_{V'(H^2(-a^2)) \otimes V(H^2(-a^2))} - 2a^2 \int_{H^2(-a^2)} g(\Psi, \varphi) \, \text{Vol}_{H^2(-a^2)}
\]
\[
(4.26) = - \int_{H^2(-a^2)} g(\nabla \Psi, \varphi) \, \text{Vol}_{H^2(-a^2)} - 2a^2 \int_{H^2(-a^2)} g(\Psi, \varphi) \, \text{Vol}_{H^2(-a^2)} - \int_{H^2(-a^2)} g(\nabla \Psi, \varphi) \, \text{Vol}_{H^2(-a^2)}.
\]

Through applying (4.15), we get
\[
(4.27) \quad \left| \int_{H^2(-a^2)} g(\Psi, \varphi) \, \text{Vol}_{H^2(-a^2)} \right| \leq C(a, R_0) \left\| dF \right\|_{L^2(H^2(-a^2))} \left\| \nabla \varphi \right\|_{L^2(H^2(-a^2))}.
\]

Of course, (4.16) gives
\[
(4.28) \quad \left| \int_{H^2(-a^2)} g(\Psi, \varphi) \, \text{Vol}_{H^2(-a^2)} \right| \leq C(a, R_0) \left\| dF \right\|_{L^2(H^2(-a^2))} \left\| \nabla \varphi \right\|_{L^2(H^2(-a^2))}.
\]

Again, through using (4.15) and then (4.8) successively, we get
\[
(4.29) \quad \left| \int_{H^2(-a^2)} g(\nabla \Psi, \varphi) \, \text{Vol}_{H^2(-a^2)} \right| \leq \left\| \Psi \right\|_{L^4(H^2(-a^2))} \left\| \nabla \varphi \right\|_{L^2(H^2(-a^2))} \left\| \varphi \right\|_{L^4(H^2(-a^2))} \leq C(a, R_0) \left\| dF \right\|_{L^2(H^2(-a^2))}^2 \left\| \nabla \varphi \right\|_{L^2(H^2(-a^2))}.
\]

So, through combining (4.26) with (4.27), (4.28), and (4.29), we get
\[
(4.30) \quad \left\| \Phi \right\|_{V'(H^2(-a^2))} \leq C(a, R_0) \left\{ \left\| dF \right\|_{L^2(H^2(-a^2))} + \left\| dF \right\|_{L^2(H^2(-a^2))}^2 \right\}
\]

The inclusion (4.21) tells us that
\[
(4.31) \quad V'(H^2(-a^2)) \subset V'(\Omega(R_0)) \subset V'(\Omega(R_0, R)).
\]

Hence
\[
\left\| \Phi \right\|_{V'(\Omega(R_0, R))} \leq \left\| \Phi \right\|_{V'(\Omega(R_0))} \leq \left\| \Phi \right\|_{V'(H^2(-a^2))}.
\]
and
\[
\| \Phi \|_{L^2(\Omega(R_0, R))} \leq C(a, R_0) \left\{ \| dF \|_{L^2(\mathbb{H}^2(-a^2))} + \| dF \|_{L^2(\mathbb{H}^2(-a^2))}^2 \right\}.
\]

By applying (4.15) to \( \nabla \Psi \) and then (4.8) to \( w_R \), we can estimate the second term on the right hand side of (4.25) as follows.

(4.33)
\[
\left| \int_{\Omega(R_0, R)} g(\nabla w_R \Psi, w_R) \text{Vol}_{\mathbb{H}^2(-a^2)} \right| \leq C(a, R_0) \| \nabla w_R \|_{L^2(\Omega(R_0, R))} \| dF \|_{L^2(\mathbb{H}^2(-a^2))}.
\]

Then it follows
\[
\| \nabla w_R \|_{L^2(\Omega(R_0, R))} + a^2 \| w_R \|_{L^2(\Omega(R_0, R))}^2
\leq \| \Phi \|_{L^2(\Omega(R_0, R))} \| \nabla w_R \|_{L^2(\Omega(R_0, R))} + C(a, R_0) \| \nabla w_R \|_{L^2(\Omega(R_0, R))} \| dF \|_{L^2(\mathbb{H}^2(-a^2))}
\leq \frac{1}{2} \| \nabla w_R \|_{L^2(\Omega(R_0, R))} + \frac{1}{2} \| \Phi \|_{L^2(\Omega(R_0, R))} + C(a, R_0) \| \nabla w_R \|_{L^2(\Omega(R_0, R))} \| dF \|_{L^2(\mathbb{H}^2(-a^2))}
\leq \frac{1}{2} \| \nabla w_R \|_{L^2(\Omega(R_0, R))} + \frac{1}{2} \left( C(a, R_0) \right)^2 \left\{ \| dF \|_{L^2(\mathbb{H}^2(-a^2))} + \| dF \|_{L^2(\mathbb{H}^2(-a^2))}^2 \right\}^2
\]
\[
+ C(a, R_0) \| \nabla w_R \|_{L^2(\Omega(R_0, R))} \| dF \|_{L^2(\mathbb{H}^2(-a^2))},
\]

which gives
\[
\frac{1}{2} - C(a, R_0) \| dF \|_{L^2(\mathbb{H}^2(-a^2))} \left\{ \| \nabla w_R \|_{L^2(\Omega(R_0, R))} + a^2 \| w_R \|_{L^2(\Omega(R_0, R))}^2 \right\}
\leq \frac{1}{2} \left( C(a, R_0) \right)^2 \left\{ \| dF \|_{L^2(\mathbb{H}^2(-a^2))} + \| dF \|_{L^2(\mathbb{H}^2(-a^2))}^2 \right\}^2.
\]

The a priori estimate (4.34) tells us that we have to post the following constraint on the size of the \( L^2 \)-norm of the harmonic 1-form \( dF \).

(4.35)
\[
\| dF \|_{L^2(\mathbb{H}^2(-a^2))} < \frac{1}{2C(a, R_0)}.
\]

Consequently, suppose that \( dF \) satisfies (4.35), then the element \( w_R \), which is a solution to the system (4.18) on \( \Omega(R_0, R) \), must satisfy the following a priori estimate
\[
\| \nabla w_R \|_{L^2(\Omega(R_0, R))}^2 \leq \frac{(C(a, R_0))^2 \left\{ \| dF \|_{L^2(\mathbb{H}^2(-a^2))} + \| dF \|_{L^2(\mathbb{H}^2(-a^2))}^2 \right\}^2}{\left( 1 - 2C(a, R_0) \| dF \|_{L^2(\mathbb{H}^2(-a^2))} \right)}.
\]

We summarize our discussion in the following lemma.

**Lemma 4.4.** There exists some positive absolute constant \( C(a, R_0) \), which depends only on \( a \) and \( R_0 \), such that for any arbitrary chosen positive number \( R \) which satisfies \( R > 5R_0 \), and any arbitrary chosen harmonic function \( F \) on \( \mathbb{H}^2(-a^2) \) for which \( dF \in \mathbb{F} \), the following implication holds for any possible element \( w_R \in \mathcal{W}(\Omega(R_0, R)) \), which is a solution to the system (4.18) on \( \Omega(R_0, R) \).
If \( dF \) satisfies
\[
\left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))} < \frac{1}{2C(a, R_0)}, \tag{4.36}
\]
then, it follows that \( w_R \) must satisfy the following a priori estimate.
\[
\left\| \nabla w_R \right\|_{L^2(\Omega(R_0, R))}^2 \leq \frac{(C(a, R_0))^2 \left\{ \left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))}^2 + \left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))}^2 \right\}^2}{(1 - 2C(a, R_0)\left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))}}. \tag{4.37}
\]

4.5. The existence of \( w_R \) under \eqref{4.36} imposed on \( dF \). The purpose of this section is just to state the following result.

**Lemma 4.5.** Let \( C(a, R_0) > 0 \) be the same absolute constant as specified in Lemma \ref{4.4}. Then, it follows that, no matter which \( R > 5R_0 \) we use, the weak formulation \eqref{4.19} admits at least one solution \( w_R \in V(\Omega(R_0, R)) \), provided that \( dF \in \mathbb{F} \) satisfies the constraint \eqref{4.36}. Moreover, such \( w_R \) satisfies the a priori estimate \eqref{4.37}.

The proof of Lemma 4.5 follows from an application of the Leray-Schauder fixed point argument. Since the proof of Lemma 4.5 uses routine estimates which we will demonstrate in Section 4.7, we give the proof of Lemma 4.5 later, in Section 4.8.

4.6. Getting a solution to \eqref{4.3} on \( \Omega(R_0) \) through passing to the limit on \( w_R \). Here, we take any nontrivial harmonic function \( F \) on \( \mathbb{H}^2(-a^2) \) such that \( dF \) satisfies\eqref{4.36}. With respect to such a harmonic form \( dF \in \mathbb{F} \), we consider for each \( R > 5R_0 \), an element \( w_R \in V(\Omega(R_0, R)) \), which is a solution to \eqref{4.18} on \( \Omega(R_0, R) \). Then, Lemma \ref{4.4} informs us that each \( w_R \) satisfies\eqref{4.37}.

Now, \eqref{4.37} informs us that the family \( \{ w_R : R > 5R_0 \} \) is bounded in the Hilbert space \( V(\Omega(R_0)) \). So, we can find a strictly increasing sequence \( \{ R_m \}_{m=1}^{\infty} \) of positive numbers in \((5R_0, \infty)\) such that
\[
\lim_{m \to \infty} R_m = +\infty, \tag{4.38}
\]
and that the sequence \( \{ w_{R_m} \}_{m=1}^{\infty} \) converges weakly in the Hilbert space \( V(\Omega(R_0)) \) to some limiting element \( \tilde{w} \) in \( V(\Omega(R_0)) \). Hence, for any \( \varphi \in V(\Omega(R_0)) \), we have
\[
\lim_{m \to \infty} \left( \langle w_{R_m}, \varphi \rangle \right)_{H^1_c(\Omega(R_0))} = \left( \langle \tilde{w}, \varphi \rangle \right)_{H^1_c(\Omega(R_0))}. \tag{4.39}
\]

Note that the limiting element \( \tilde{w} \) satisfies\eqref{4.37} also. The main task here is to show that \( \tilde{w} \) is a solution to \eqref{4.3} on \( \Omega(R_0) \). In other words, we have to prove that the following relation holds for any given test 1-form \( \varphi \in \Lambda^1_{c,\sigma}(\Omega(R_0)) \).

\[
\int_{\Omega(R_0)} g(d\tilde{w}, d\varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} + 2a^2 \int_{\Omega(R_0)} g(\tilde{w}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)}
= \left\langle \Phi, \varphi \right\rangle_{V^0(\Omega(R_0)) \otimes V(\Omega(R_0))} - \int_{\Omega(R_0)} g(\nabla \tilde{w}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)}
- \int_{\Omega(R_0)} g(\nabla \tilde{w}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} - \int_{\Omega(R_0)} g(\nabla \tilde{w}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)}. \tag{4.40}
\]
We present the details for completeness, and also because similar arguments can be used later in Section 4.8; we will omit the details then.

So, we now take a fixed test 1-form \( \varphi \in \Lambda^1_{c,\sigma}(\Omega(R_0)) \). Since \( \varphi \) is compactly supported in the open region \( \Omega(R_0) \), we can choose a fixed, sufficiently large radius \( \tilde{R} \) which satisfies \( \tilde{R} > 5R_0 \) such that we have

\[
(4.41) \quad \varphi \in \Lambda^1_{c,\sigma}(\Omega(R_0, \tilde{R})).
\]

Now, due to (4.38), we can find some sufficiently large positive integer \( N \in \mathbb{Z}^+ \) such that: whenever \( m \geq N \), we have \( R_m > \tilde{R} \). Note that the following inclusion is valid for any \( m \geq N \)

\[
(4.42) \quad \Omega(R_0, \tilde{R}) \subset \Omega(R_0, R_m).
\]

The validity of (4.42) for all \( m \geq N \), together with (4.41), tell us that our fixed choice of test 1-form \( \varphi \) must satisfy the following property for all \( m \geq N \).

\[
(4.43) \quad \varphi \in \mathcal{V}(\Omega(R_0, R_m)).
\]

The validity of (4.43) for all \( m \geq N \) allows us to deduce directly from (4.19) that our fixed choice of the test 1-form \( \varphi \) satisfy the following identity for all \( m \geq N \).

\[
(4.44) \quad \int_{\Omega(R_0, R_m)} g(dw_{R_m}, d\varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} + 2a^2 \int_{\Omega(R_0, R_m)} g(w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)}
\]

\[
= \left< \Phi, \varphi \right>_{\mathcal{V}'(\Omega(R_0, R_m)) \otimes \mathcal{V}(\Omega(R_0, R_m))} - \int_{\Omega(R_0, R_m)} g(\nabla w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} - \int_{\Omega(R_0, R_m)} g(\nabla w_{R_m} w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)}.
\]

However, since the following relation holds for all \( m \geq N \),

\[
supp \varphi \subset \Omega(R_0, \tilde{R}) \subset \Omega(R_0, R_m),
\]

the following identities definitely hold for any \( m \geq N \).

\[
\int_{\Omega(R_0, R_m)} \left\{ g(dw_{R_m}, d\varphi) + 2a^2 g(w_{R_m}, \varphi) \right\} \text{Vol}_{\mathbb{H}^2(-a^2)} = \left( (w_{R_m}, \varphi) \right)_{H^1_0(\Omega(R_0))},
\]

\[
\left< \Phi, \varphi \right>_{\mathcal{V}'(\Omega(R_0, R_m)) \otimes \mathcal{V}(\Omega(R_0, R_m))} = \left< \Phi, \varphi \right>_{\mathcal{V}'(\Omega(R_0)) \otimes \mathcal{V}(\Omega(R_0))},
\]

\[
\int_{\Omega(R_0, R_m)} g(\nabla w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} = \int_{\Omega(R_0, R_m)} g(\nabla w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)},
\]

\[
\int_{\Omega(R_0, R_m)} g(\nabla \psi w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} = \int_{\Omega(R_0, R_m)} g(\nabla \psi w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)},
\]

\[
\int_{\Omega(R_0, R_m)} g(\nabla w_{R_m} w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} = \int_{\Omega(R_0, R_m)} g(\nabla w_{R_m} w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)}.
\]
Many thanks to the identities as displayed above, relation (4.44) can now be rephrased in the following one, which of course holds for all \( m \geq N \) also.

\[
\left( \langle w_{R_m}, \varphi \rangle \right)_{H^1_0(\Omega(R_0))} = \left\langle \Phi, \varphi \right\rangle_{\mathbf{V}'(\Omega(R_0)) \otimes \mathbf{V}(\Omega(R_0))} - \int_{\Omega(R_0, \bar{R})} g(\nabla w_{R_m} \Psi, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} \right.
\]

\[
- \int_{\Omega(R_0, \bar{R})} g(\nabla \psi w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} - \int_{\Omega(R_0, \bar{R})} g(\nabla w_{R_m} \varphi, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} .
\]

The fact that \( \Psi \) satisfies (4.23) allows us to use [2, Lemma 4.2] to deduce that

\[
- \int_{\Omega(R_0, \bar{R})} g(\nabla \psi w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} = - \int_{\mathbb{H}^2(-a^2)} g(\nabla \psi w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)}
\]

\[
= \int_{\mathbb{H}^2(-a^2)} g(w_{R_m}, \nabla \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)}
\]

\[
= \int_{\Omega(R_0, \bar{R})} g(w_{R_m}, \nabla \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)},
\]

as well as that

\[
- \int_{\Omega(R_0, \bar{R})} g(\nabla w_{R_m} w_{R_m}, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} = \int_{\Omega(R_0, \bar{R})} g(w_{R_m}, \nabla w_{R_m} \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} .
\]

So, in light of (4.46) and (4.47), (4.45) can now be rephrased in the following equivalent, but more useful form.

\[
\left( \langle w_{R_m}, \varphi \rangle \right)_{H^1_0(\Omega(R_0))} = \left\langle \Phi, \varphi \right\rangle_{\mathbf{V}'(\Omega(R_0)) \otimes \mathbf{V}(\Omega(R_0))} - \int_{\Omega(R_0, \bar{R})} g(\nabla w_{R_m} \Psi, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)}
\]

\[
+ \int_{\Omega(R_0, \bar{R})} g(w_{R_m}, \nabla \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} + \int_{\Omega(R_0, \bar{R})} g(w_{R_m}, \nabla w_{R_m} \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} .
\]

We note that we have the following compact inclusion [3, Theorem 2.9],

\[
H^1(\Omega(R_0, \bar{R})) \subset L^4(\Omega(R_0, \bar{R})).
\]

So, the fact that \( \{ w_{R_m} \}_{m=1}^\infty \) is bounded in \( H^1(\Omega(R_0, \bar{R})) \) implies that, up to taking another subsequence if necessary, we will have the following strong convergence.

\[
\lim_{m \to \infty} \left\| w_{R_m} - \tilde{w} \right\|_{L^4(\Omega(R_0, \bar{R}))} = 0.
\]

Observe

\[
\left| \int_{\Omega(R_0, \bar{R})} g(\nabla w_{R_m} \Psi, \varphi) - g(\nabla \tilde{w}, \Psi, \varphi) \text{Vol}_{\mathbb{H}^2(-a^2)} \right|
\]

\[
\leq \left\| w_{R_m} - \tilde{w} \right\|_{L^4(\Omega(R_0, \bar{R}))} \left\| \nabla \Psi \right\|_{L^2(\mathbb{H}^2(-a^2))} \left\| \varphi \right\|_{L^4(\mathbb{H}^2(-a^2))} .
\]
Thus (4.49) allows us to pass to the limit on (4.50) and deduce that

\[
\lim_{m \to \infty} \int_{\Omega(R_0, \tilde{R})} g(\nabla w_{R_m} \Psi, \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2) = \int_{\Omega(R_0, \tilde{R})} g(\nabla \tilde{w} \Psi, \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2). 
\]

Arguing in the same manner, (4.49) immediately leads to

\[
\lim_{m \to \infty} \int_{\Omega(R_0, \tilde{R})} g(w_{R_m}, \nabla \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2) = \int_{\Omega(R_0, \tilde{R})} g(\tilde{w}, \nabla \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2). 
\]

Next

\[
\left| \int_{\Omega(R_0, \tilde{R})} g(w_{R_m}, \nabla w_{R_m} \varphi) - g(\tilde{w}, \nabla \tilde{w} \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2) \right| 
\leq \left| \int_{\Omega(R_0, \tilde{R})} g(w_{R_m} - \tilde{w}, \nabla w_{R_m} \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2) \right| + \left| \int_{\Omega(R_0, \tilde{R})} g(\tilde{w}, \nabla (w_{R_m} - \tilde{w}) \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2) \right| 
\leq \|w_{R_m} - \tilde{w}\|_{L^4(\Omega(R_0, \tilde{R}))} \|\nabla \varphi\|_{L^2(\mathbb{H}^2(-a^2))} \left\{ \|w_{R_m}\|_{L^4(\Omega(R_0, \tilde{R}))} + \|\tilde{w}\|_{L^4(\Omega(R_0, \tilde{R}))} \right\}. 
\]

So, again by (4.49) we have

\[
\lim_{m \to \infty} \int_{\Omega(R_0, \tilde{R})} g(w_{R_m}, \nabla w_{R_m} \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2) = \int_{\Omega(R_0, \tilde{R})} g(\tilde{w}, \nabla \tilde{w} \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2). 
\]

Using (4.51), (4.52), (4.54), as well as (4.39), we can now pass to the limit in (4.48) to deduce

\[
((\tilde{w}, \varphi))_{H^1_0(\Omega(R_0))} = \left\langle \Phi, \varphi \right\rangle_{V'(\Omega(R_0)) \otimes V(\Omega(R_0))} - \int_{\Omega(R_0, \tilde{R})} g(\nabla \tilde{w} \Psi, \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2) 
+ \int_{\Omega(R_0, \tilde{R})} g(\tilde{w}, \nabla \tilde{w} \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2) + \int_{\Omega(R_0, \tilde{R})} g(\tilde{w}, \nabla \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2). 
\]

Final application of [2, Lemma 4.2] gives

\[
\int_{\Omega(R_0, \tilde{R})} g(\tilde{w}, \nabla \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2) = -\int_{\Omega(R_0)} g(\nabla \tilde{w}, \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2), 
\]

\[
\int_{\Omega(R_0, \tilde{R})} g(\tilde{w}, \nabla \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2) = -\int_{\Omega(R_0)} g(\nabla \tilde{w}, \varphi) \, \text{Vol}_{\mathbb{H}^2}(-a^2). 
\]

The two identities in (4.56) allow us to convert (4.55) to (4.40). Since the test 1-form \(\varphi \in \Lambda^1_{c,0}(\Omega(R_0))\) was arbitrary, we conclude that \(\tilde{w} \in V(\Omega(R_0))\) is a weak solution to the system (4.35) as needed.

4.7. Recovering the pressure from the weak formulation (4.40). Let \(\tilde{w} \in V(\Omega(R_0))\) be the element which we constructed in Section 4.6. We then consider a linear operator \(\tilde{L} : H^1_0(\Omega(R_0)) \to \mathbb{R}\) as follows.
By applying (4.14) to (4.57) and (4.58) for the operator (4.61), (4.28), (4.29) gives the following analog of (4.30).

Similarly, (4.12) and (4.8) give

\[ \int_{\Omega(R_0)} g(\nabla \Psi, \varphi) \Vol_{\mathbb{H}^2(-a^2)} \leq C(a, R_0) \left\| \nabla \tilde{w} \right\|_{L^2(\Omega(R_0))} \left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))} \left\| \nabla \varphi \right\|_{L^2(\Omega(R_0))}, \]

and

\[ \int_{\Omega(R_0)} g(\nabla \tilde{w}, \varphi) \Vol_{\mathbb{H}^2(-a^2)} = \int_{\Omega(R_0)} g(\tilde{w}, \nabla \varphi) \Vol_{\mathbb{H}^2(-a^2)} \]

\[ \leq \left\| \tilde{w} \right\|_{L^2(\Omega(R_0))} \left\| \nabla \varphi \right\|_{L^2(\Omega(R_0))} \]

\[ \leq C_{\alpha} \left\| \nabla \tilde{w} \right\|_{L^2(\Omega(R_0))} \left\| \nabla \varphi \right\|_{L^2(\Omega(R_0))}. \]

Note that the very same sequence of logical steps as demonstrated in (4.26), (4.27), (4.28), (4.29) gives the following analog of (4.30).

\[ \left\| \Phi \right\|_{H^{-1}(\Omega(R_0))} \leq C(a, R_0) \left\{ \left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))} + \left\| dF \right\|_{L^2(\mathbb{H}^2(-a^2))} \right\}. \]

(4.61) justifies the use of the notation \( \left\langle \Phi, \varphi \right\rangle_{H^{-1}(\Omega(R_0)) \otimes H^1_0(\Omega(R_0))} \) in the definition (4.57) for the operator \( \tilde{L} \). In any case, by combining (4.58)-(4.61), we deduce \( \tilde{L} \in H^{-1}(\Omega(R_0)) \). Next, the fact that \( \tilde{w} \) satisfies the weak formulation (4.40) simply tells us that the restriction of the linear operator \( \tilde{L} \) on \( V(\Omega(R_0)) \) vanishes identically. That is, we now have

\[ \tilde{L} \in H^{-1}(\Omega(R_0)), \]

\[ \tilde{L}|_{V(\Omega(R_0))} = 0. \]

(4.62) allows us to invoke Lemma A.2 to deduce that there exists some \( P \in L^2_{\text{loc}}(\Omega(R_0)) \) such that the pair \( (\tilde{w}, P) \) constitutes a solution to the system (4.3) on \( \Omega(R_0) \).
So summarizing up to now, by considering the element \( v \) as given by (4.2), with \( w \) to be given by Lemma 3.2, it follows that \( v \in H_0^1(\Omega(R_0)) \), and that the pair \((v, P)\) constitutes a solution to the system (4.1) on \( \Omega(R_0) \). Moreover, Lemma 3.5 immediately tells us that such an element \( v \) must be nontrivial.

### 4.8. The proof of Lemma 4.5 via Leray-Schauder fixed point principle.

Again, this is based on (11). To begin, let \( C(a, R_0) \) be the same absolute constant as specified in Lemma 4.4, and let \( dF \) be given and satisfy (4.30).

Fix \( R > 5R_0 \). For any arbitrary \( \theta \in \mathcal{V}(\Omega(R_0, R)) \), we consider the linear operator \( L(\theta) : \mathcal{V}(\Omega(R_0, R)) \to \mathbb{R} \) defined by

\[
\langle L(\theta), \varphi \rangle = \langle \Phi, \varphi \rangle_{\mathcal{V}'(\Omega(R_0, R)) \otimes \mathcal{V}(\Omega(R_0, R))} - \int_{\Omega(R_0, R)} g(\nabla_\theta \Psi, \varphi) \text{Vol}_{H^2(-a^2)} - \int_{\Omega(R_0, R)} g(\nabla_\theta \varphi) \text{Vol}_{H^2(-a^2)} - \int_{\Omega(R_0, R)} g(\nabla_\theta \varphi) \text{Vol}_{H^2(-a^2)}.
\]

Now, by merely replacing \( \tilde{w} \) by \( \theta \) and \( \Omega(R_0) \) by \( \Omega(R_0, R) \) in the derivations of estimates (4.58), (4.59), and (4.60), we easily obtain the following three estimates

\[
\left| \int_{\Omega(R_0, R)} g(\nabla_\theta \Psi, \varphi) \text{Vol}_{H^2(-a^2)} \right| \leq C(a, R_0) \left\| \nabla \theta \right\|_{L^2(\Omega(R_0, R))} \left\| dF \right\|_{L^2(H^2(-a^2))} \left\| \nabla \varphi \right\|_{L^2(\Omega(R_0, R))},
\]

\[
\left| \int_{\Omega(R_0, R)} g(\nabla_\theta \varphi) \text{Vol}_{H^2(-a^2)} \right| \leq C(a, R_0) \left\| dF \right\|_{L^2(H^2(-a^2))} \left\| \nabla \theta \right\|_{L^2(\Omega(R_0, R))} \left\| \nabla \varphi \right\|_{L^2(\Omega(R_0, R))},
\]

and

\[
\left| \int_{\Omega(R_0, R)} g(\nabla_\theta \varphi) \text{Vol}_{H^2(-a^2)} \right| \leq C_0 \left\| \nabla \theta \right\|_{L^2(\Omega(R_0, R))}^2 \left\| \nabla \varphi \right\|_{L^2(\Omega(R_0, R))}.
\]

Through combining (4.64)–(4.66), and (4.61), we deduce

\[
\|L(\theta)\|_{\mathcal{V}'(\Omega(R_0, R))} \leq C(a, R_0) \left\{ \left\| dF \right\|_{L^2(H^2(-a^2))} + \left\| dF \right\|_{L^2(H^2(-a^2))}^2 + \left\| \nabla \theta \right\|_{L^2(\Omega(R_0, R))} \left\| dF \right\|_{L^2(H^2(-a^2))} + \left\| \nabla \theta \right\|_{L^2(\Omega(R_0, R))}^2 \right\}.
\]

Now, we consider the following inner product on \( \mathcal{V}(\Omega(R_0, R)) \).

\[
((\varphi_1, \varphi_2))_{\mathcal{V}(\Omega(R_0, R))} = \int_{\Omega(R_0, R)} g(d\varphi_1, d\varphi_2) + 2a^2 g(\varphi_1, \varphi_2) \text{Vol}_{H^2(-a^2)}.
\]

The Riesz Representation Theorem gives us the natural isomorphism

\[
T_{\text{Riesz}} : \mathcal{V}'(\Omega(R_0, R)) \to \mathcal{V}(\Omega(R_0, R))
\]

which is characterized by the following relation.
\[ \langle 1, \varphi \rangle_{V'(\Omega(R_0, R)) \otimes V(\Omega(R_0, R))} = \left( (T_{Riesz}(1), \varphi) \right)_{V(\Omega(R_0, R))}, \]

where \( l \in V'(\Omega(R_0, R)) \) and \( \varphi \in V(\Omega(R_0, R)) \) are arbitrary.

So, we can now consider the map \( B : V(\Omega(R_0, R)) \to V(\Omega(R_0, R)) \) which is defined as follows.

\[(4.68) \quad B(\theta) = T_{Riesz}(L(\theta)),\]

where \( \theta \in V(\Omega(R_0, R)) \) is arbitrary.

Just observe that proving the existence of an element \( w_R \in V(\Omega(R_0, R)) \) satisfying the weak formulation (4.19) is logically equivalent to proving the existence of a solution element \( \theta \in V(\Omega(R_0, R)) \) to the following equation.

\[(4.69) \quad B(\theta) = \theta.\]

According to the Leray-Schauder fixed point theorem, one can deduce the existence of a solution \( \theta \in V(\Omega(R_0, R)) \) to (4.69), provided one can verify the following conditions

I) The operator \( B \) is a compact operator from \( V(\Omega(R_0, R)) \) into itself.

II) There exists some constant \( D_0 > 0 \) such that for any \( \lambda \in (0, 1] \), and whenever we have an element \( \theta_\lambda \in V(\Omega(R_0, R)) \) which satisfies the relation

\[(4.70) \quad \theta_\lambda = \lambda B(\theta_\lambda),\]

it follows that we have \( \| \nabla \theta_\lambda \|_{L^2(\Omega(R_0, R))} \leq D_0.\)

Through similar arguments as in Section 4.6 we can show \( B \) is compact; we omit the details. We show however the details for Condition II above. Hence, suppose that \( \theta_\lambda \in V(\Omega(R_0, R)) \) satisfies (4.70), for some given \( \lambda \in (0, 1] \). This means the same as saying that \( \theta_\lambda \) satisfies the following relation for any test 1-form \( \varphi \in V(\Omega(R_0, R)) \).

\[(4.71) \quad \int_{\Omega(R_0, R)} g(d\theta_\lambda, d\varphi) \text{ Vol}_{H^2(-a^2)} + 2a^2 \int_{\Omega(R_0, R)} g(\theta_\lambda, \varphi) \text{ Vol}_{H^2(-a^2)} = \lambda \langle \Phi, \varphi \rangle_{V'(\Omega(R_0, R)) \otimes V(\Omega(R_0, R))} + \lambda \int_{\Omega(R_0, R)} g(\nabla \theta_\lambda \Psi, \varphi) \text{ Vol}_{H^2(-a^2)} \]

\[- \lambda \int_{\Omega(R_0, R)} g(\nabla \theta_\lambda, \varphi) \text{ Vol}_{H^2(-a^2)} - \lambda \int_{\Omega(R_0, R)} g(\nabla \theta_\lambda \theta_\lambda, \varphi) \text{ Vol}_{H^2(-a^2)} .\]

So, by taking \( \varphi \) to be \( \theta_\lambda \) in (4.71), we can deduce
The main result arrived through our discussions in this section.

Theorem 4.6. Given $R_0 > 0$ and $a > 0$. Then, there exists an absolute constant $C(a, R_0) > 0$, which depends only on $R_0$ and $a$, such that for any harmonic 1-form $dF \in L^2(\mathbb{H}^2(\mathbb{H}^2(-a^2)))$ which satisfies the following estimate

$$
\|dF\|_{L^2(\mathbb{H}^2(-a^2))} < \frac{1}{2C(a, R_0)}.
$$

there exists an element $\tilde{w} \in \mathcal{V}(\Omega(R_0))$ and some $P \in L^2_{\text{loc}}(\Omega(R_0))$ such that the pair $(\tilde{w}, P)$ is a solution to (4.3) on $\Omega(R_0)$, where $w$ is the one as specified in Lemma 4.2. In addition, such an element $\tilde{w}$ satisfies the following a priori estimate.

$$
\|\nabla \tilde{w}\|_{L^2(\Omega(R_0))}^2 \leq \frac{(C(a, R_0))^2\left\{\|dF\|_{L^2(\mathbb{H}^2(-a^2))}^2 + \|dF\|^2_{L^2(\mathbb{H}^2(-a^2))}\right\}^2}{\left(1 - 2C(a, R_0)\|dF\|_{L^2(\mathbb{H}^2(-a^2))}\right)}.
$$
Moreover, if we consider the element \( v \) which is defined by
\[
v = (\eta R_0 - 1)dF + w + \tilde{w},
\]
it follows that \( v \) is a nontrivial element in \( H_0^1(\Omega(R_0)) \), and that the pair \((v, P)\) constitutes a solution to the stationary Navier-Stokes equation \( (4.1) \) on \( \Omega(R_0) \).

**Appendix A. Appendix: About recovering the pressure term from the Stokes- or Navier-Stokes equations.**

In this section, we establish a lemma which we use to recover the pressure term of either the Stationary Stokes equation or the Stationary Navier-Stokes equation from their respective weak formulations. In our discussion, we use the following result from the Euclidean theory.

**Lemma A.1.** \[11, Proposition 6.1, Section 1.6 \] Let \( \Omega \) be a bounded domain with Lipschitz boundary in \( \mathbb{R}^N \), with \( N = 2, 3 \). Let
\[
H_0^1(\Omega) = \Lambda_1^1(\Omega) \cap H^1(\Omega).
\]
Consider a bounded linear functional \( l : H_0^1(\Omega) \to \mathbb{R} \) such that
\[
\langle l, \varphi \rangle_{H^{-1}(\Omega) \otimes H_0^1(\Omega)} = 0,
\]
for any test vector field \( \varphi \in H_0^1(\Omega) \) which satisfies \( \text{div}_{\mathbb{R}^N}\varphi = 0 \) on \( \Omega \).
Then, it follows that there exists a function \( P \in L^2(\Omega) \) such that the relation
\[
\langle l, \varphi \rangle_{H^{-1}(\Omega) \otimes H_0^1(\Omega)} = - \int_{\Omega} P \text{div}_{\mathbb{R}^N}\varphi \text{ Vol}_{\mathbb{R}^N}
\]
holds for any \( \varphi \in H_0^1(\Omega) \).

What follows is somewhat standard, but because of the different setting we include the details for completeness. The pressure is recovered in a similar fashion also in \[11\].

Since for any bounded domain \( \Omega \) with Lipschitz boundary in \( \mathbb{R}^N \), \( N = 2, 3 \),
\[
\{ \varphi \in H_0^1(\Omega) : \text{div}_{\mathbb{R}^N}\varphi = 0 \} = \Lambda_1^1(\Omega) \cap H^1(\Omega),
\]
to apply Lemma \[A.1\] one has to check the validity of relation \( (A.2) \) only for those test vector fields \( \varphi \) in \( \Lambda_1^1(\Omega) \).

Recall
\[
\Omega(r_1) = \{ x \in \mathbb{H}^2(-a^2) : \rho(x) > r_1 \},
\]
\[
\Omega(r_1, r_2) = \{ x \in \mathbb{H}^2(-a^2) : r_1 < \rho(x) < r_2 \}.
\]
In this section, we also use for any \( 0 < r_1 < r_2 < \infty \)
\[
A(r_1, r_2) = \left\{ y \in D_0(1) : \tanh \left( \frac{a}{2}r_1 \right) < |y| < \tanh \left( \frac{a}{2}r_2 \right) \right\}.
\]
Then, by \((2.5)\) the following uniform estimate holds for any 1-form \(\varphi = \varphi_1 dY^1 + \varphi_2 dY^2 \in \Lambda^1_c(\Omega(r_1, r_2))\)
\[
\|\nabla \varphi\|_{L^2(\Omega(r_1, r_2))} \leq C_a \|\nabla_{\mathbb{R}^2} \varphi^\sharp\|_{L^2(A(r_1, r_2))},
\]
with \(\varphi^\sharp\) to be given by
\[
\varphi^\sharp = \varphi_1 \circ Y^{-1} dY^1 + \varphi_2 \circ Y^{-1} dY^2.
\]

Now, let \(R_0 > 0\) to be fixed, and
\[
H^1_0(\Omega(R_0)) = \overline{\Lambda^1_c(\Omega(R_0))}^{\|\cdot\|_{H^1(\Omega(R_0))}}.
\]

Next, consider the bounded linear functional \(L : H^1_0(\Omega(R_0)) \rightarrow \mathbb{R}\) such that
\[
\left\langle L, \varphi \right\rangle_{H^{-1}(\Omega(R_0)) \otimes H^1_0(\Omega(R_0))} = 0,
\]
holds for any \(\varphi \in \Lambda^1_c(\Omega(R_0))\).

Now, take any strictly increasing sequence \(\{R_k\}_{k=1}^\infty \subset (R_0, +\infty)\) such that
\[
\lim_{m \to \infty} R_m = +\infty,
\]
and carry out an inductive argument as follows. For each \(m \in \mathbb{Z}^+\), look at the region \(\Omega(R_0, R_m)\), and define a linear map \(L^\sharp_m : H^1_0(A(R_0, R_m)) \rightarrow \mathbb{R}\) by
\[
\left\langle L^\sharp_m, \varphi \right\rangle_{H^{-1}(\Omega(R_0)) \otimes H^1_0(\Omega(R_0))} = 0,
\]
where \(\varphi\) and \(\varphi^\sharp\) are related via relation \((A.5)\). Now, through applying estimate \((A.4)\), we deduce from \((A.7)\) that
\[
\left| \left\langle L^\sharp_m, \varphi^\sharp \right\rangle \right| = \left| \left\langle L, \varphi \right\rangle_{H^{-1}(\Omega(R_0)) \otimes H^1_0(\Omega(R_0))} \right| \leq \|L\|_{H^{-1}(\Omega(R_0))} \|\nabla \varphi\|_{L^2(\Omega(R_0, R_m))} \leq C_a \|L\|_{H^{-1}(\Omega(R_0))} \|\nabla_{\mathbb{R}^2} \varphi^\sharp\|_{L^2(A(R_0, R_m))}.
\]
Hence
\[
\|L^\sharp_m\|_{H^{-1}(A(R_0, R_m))} \leq C_a \|L\|_{H^{-1}(\Omega(R_0))}.
\]

Since by \((3.9)\), \(d^* \varphi = 0\) holds on \(\Omega(R_0, R_m)\) if and only if \(\text{div}_{\mathbb{R}^2} \varphi^\sharp = 0\) holds on \(A(R_0, R_m)\), it follows from \((A.7)\) that we must have
\[
L^\sharp_m |_{V(A(R_0, R_m))} = 0,
\]
where
\[
V(A(R_0, R_m)) = \overline{\Lambda^1_c(A(R_0, R_m))}^{\|\cdot\|_{H^1(A(R_0, R_m))}}.
\]

Property \((A.8)\) and property \((A.9)\) together ensure that Lemma \((A.1)\) can be directly applied to each \(L^\sharp_m\).
So, we apply Lemma \ref{A.1} to \( L_1^\sharp \) to deduce that there exists some function \( P_1^\sharp \in L^2(\Omega(R_0, R_1)) \) such that the following relation holds in the weak sense.

\[
L_1^\sharp = \nabla R^2 P_1^\sharp,
\]

from which we deduce that the following relation holds for any \( \varphi \in \Lambda_1^1(\Omega(R_0, R_1)) \)

\[
\langle L_1^\sharp, \varphi \rangle_{H^{-1}(\Omega(R_0)) \otimes H_0^1(\Omega(R_0))} = \langle L_1^\sharp, \varphi^\sharp \rangle_{H^{-1}(\Omega(R_0, R_1)) \otimes H_0^1(\Omega(R_0, R_1))}
\]

\[
= - \int_{A(R_0, R_1)} P_1^\sharp \text{div}_R^2 \varphi^\sharp \text{Vol}_R^2
\]

\[
= \int_{\Omega(R_0, R_1)} P_1 d^* \varphi \text{Vol}_{\mathbb{H}^3(-a^2)},
\]

(A.10)

where the function \( P_1 \in L^2(\Omega(R_0, R_1)) \) is exactly given by

\[
P_1 = P_1^\sharp \circ Y.
\]

So, by repeating the same argument, we deduce that for each \( m \geq 2 \), there exists some function \( P_m \in L^2(\Omega(R_0, R_m)) \) such that the following relation holds for all test 1-forms \( \varphi \in \Lambda_1^1(\Omega(R_0, R_m)) \).

\[
\langle L, \varphi \rangle_{H^{-1}(\Omega(R_0)) \otimes H_0^1(\Omega(R_0))} = \int_{\Omega(R_0, R_m)} P_m d^* \varphi \text{Vol}_{\mathbb{H}^2(-a^2)}.
\]

(A.11) together with (A.10) tells us

\[
d(P_m - P_1) = 0
\]

holds on \( \Omega(R_0, R_1) \), and hence there exists some constant \( C_{1,m} \in \mathbb{R} \) for which

\[
P_m|_{\Omega(R_0, R_1)} = P_1 + C_{1,m}.
\]

So, we can define the new function \( \tilde{P}_m \in L^2(\Omega(R_0, R_m)) \) by

\[
\tilde{P}_m = P_m - C_{1,m}.
\]

The important point to make here is that \( \tilde{P}_m \) satisfies \( \tilde{P}_m|_{\Omega(R_0, R_1)} = P_1 \), while the original \( P_m \) may not. The function \( \tilde{P}_m \) now satisfies

\[
\langle L, \varphi \rangle_{H^{-1}(\Omega(R_0)) \otimes H_0^1(\Omega(R_0))} = \int_{\Omega(R_0, R_m)} \tilde{P}_m d^* \varphi \text{Vol}_{\mathbb{H}^2(-a^2)},
\]

(A.12) for any \( \varphi \in \Lambda_1^1(\Omega(R_0, R_m)) \). Finally, take any two integers \( m, n \) satisfying \( 1 < m < n \). We then have to check that

\[
\tilde{P}_n|_{\Omega(R_0, R_m)} = \tilde{P}_m.
\]

(A.13)

Similarly as before, since we know that \( d(\tilde{P}_n - \tilde{P}_m) = 0 \) holds on \( \Omega(R_0, R_m) \), the following identity holds for some constant \( C_{m,n} \in \mathbb{R} \).

\[
\tilde{P}_n|_{\Omega(R_0, R_m)} = \tilde{P}_m + C_{m,n},
\]
form which it follows that
\[ C_{m,n} = \tilde{P}_n|_{\Omega(R_0, R_1)} - \tilde{P}_m|_{\Omega(R_0, R_1)} = \{ \tilde{P}_n|_{\Omega(R_0, R_1)} - P_1 \} - \{ \tilde{P}_m|_{\Omega(R_0, R_1)} - P_1 \} = 0. \]

This shows that (A.13) definitely holds for any \( 1 < m < n \), and this allows us to construct a globally defined function \( P \in L^2_{\text{loc}}(\Omega(R_0)) \) in accordance to the following rule.

\[ P|_{\Omega(R_0, R_m)} = \tilde{P}_m, \]

where \( m \geq 2 \). As a result, such a \( P \in L^2_{\text{loc}}(\Omega(R_0)) \) satisfies the following relation for each test 1-form \( \varphi \in \Lambda^1_c(\Omega(R_0)) \).

\[ \langle L, \varphi \rangle_{H^{-1}(\Omega(R_0)) \otimes H^1_0(\Omega(R_0))} = \int_{\Omega(R_0)} Pd^*\varphi \Vol. \]

In other words, the statement \( \mathbf{L} = \mathbf{d}P \) holds on \( \Omega(R_0) \) in the distributional sense.

Our discussion in this section leads to the following lemma.

**Lemma A.2.** Let \( R_0 > 0 \), and
\[ H^1_0(\Omega(R_0)) = \Lambda^1_c(\Omega(R_0))^\perp_{H^1(\Omega(R_0))}. \]

Consider a bounded linear functional \( \mathbf{L} : H^1_0(\Omega(R_0)) \to \mathbb{R} \), which satisfies
\[ \langle \mathbf{L}, \varphi \rangle_{H^{-1}(\Omega(R_0)) \otimes H^1_0(\Omega(R_0))} = 0, \]

for all test 1-forms \( \varphi \in \mathbf{V}(\Omega(R_0)) \).

Then, there exists a function \( P \in L^2_{\text{loc}}(\Omega(R_0)) \) such that the following relation holds for any test 1-form \( \varphi \in \Lambda^1_c(\Omega(R_0)) \).

\[ \langle \mathbf{L}, \varphi \rangle_{H^{-1}(\Omega(R_0)) \otimes H^1_0(\Omega(R_0))} = \int_{\Omega(R_0)} Pd^*\varphi \Vol. \]

In other words, the statement \( \mathbf{L} = \mathbf{d}P \) holds on \( \Omega(R_0) \) in the sense of distributions.
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