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Abstract

Infectious diseases are a threat to human health and a hindrance to societal development. Consequently, the spread of diseases in both time and space has been widely studied, revealing the different types of spatial patterns. Transitions between patterns are an emergent property in spatial epidemics that can serve as a potential trend indicator of disease spread. Despite the usefulness of such an indicator, attempts to systematize the topic of pattern transitions have been few and far between. We present a mini-review on pattern transitions in spatial epidemics, describing the types of transitions and their underlying mechanisms. We show that pattern transitions relate to the complexity of spatial epidemics by, for example, being accompanied with phenomena such as coherence resonance and cyclic evolution. The results presented herein provide valuable insights into disease prevention and control, and may even be applicable outside epidemiology, including other branches of medical science, ecology, quantitative finance, and elsewhere.
© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Despite advances in their prevention and control, infectious diseases are still a threat to human health. In 2009, for example, influenza A(H1N1) outbroke in Mexico and spread throughout the world, ultimately reaching 214 countries and regions, and resulting in about 18,500 deaths [1]. In 2013, a new type of avian influenza, H7N9, appeared in...
Mainland China and subsequently caused considerable economic losses alongside public health risks [2]. In 2014, Ebola virus disease emerged in West Africa and infected more than 10,000 people [3,4]. Another new virus—Middle East Respiratory Syndrome coronavirus (MERS-CoV)—had emerged in 2012 and by mid 2015 caused 1,379 human infections with a death toll of 531 people from 26 countries [5]. A particularly instructive case of MERS-CoV outbreak happened in South Korea where 164 infections and 23 deaths were traced back to an individual traveling from the Middle East. These examples illustrate the dangers associated with infectious diseases and the origins of motivation for modeling their transmission dynamics.

Mathematical models have a long tradition in epidemiology and represent a useful tool for revealing the transmission dynamics of infectious diseases. Starting in 1760, Bernoulli was the first to investigate the effectiveness of smallpox vaccination by means of mathematical techniques [6]. In 1906, Hamer resorted to the law of mass action to find the causes of the repeated outbreaks of measles [7]. In 1911, a Nobel Prize winner Ronald Ross used a differential equation to describe the transmission of malaria between humans and mosquitoes [8]. In 1927, Kermack and McKendrick put forth a mathematical framework for compartmental models in epidemiology [9] that has been in use ever since. At about the same time, Reed and Frost developed a chain binomial model with the recognizable susceptible–infectious–recovered (SIR) structure, but their work remained unpublished until exposed by others [10].

If only temporal (as opposed to spatial) dynamics is considered, the basic reproduction number—defined as “the average number of secondary cases caused by an infectious individual in a completely susceptible population” [11]—is the key quantity for determining the fate of epidemics. When this number is less than unity, a pathogen goes extinct regardless of the initial conditions; otherwise, the pathogen persists and the number of infections increases through time [11–15]. Although studies on the temporal dynamics of diseases proved insightful, observations that pathogens (like substances) diffuse from high to low density regions of space enticed the development of spatially explicit models capable of discerning, for example, disease transmission hotspots. Incorporating space explicitly into epidemiological models revealed that a pathogen may go extinct even if the basic reproduction number is greater than unity [16]. Spatial dynamics occasionally induced chaos [17] and displayed various emergent properties [18]. The overwhelming conclusion was that the role of space in epidemic spread is non-negligible and therefore warrants further study of spatial dynamics in the context of disease transmission.

Spatially explicit models in epidemiology display two properties of interest: traveling wave solutions [19–22] and pattern formation [23–28]. Traveling waves characterize the transition between the different equilibrium states, whereas pattern formation is representative of the distribution of individuals in both time and space. Because we are interested primarily in the distribution and the transmission of infectious diseases in space, this review focuses on spatial patterns, the underlying mechanisms, and related emergent properties.

1.1. Epidemiological models without spatial dynamics

A population with an active pathogenic agent is often divided into three compartments. Healthy individuals are susceptible to an infection (S), infectious individuals carry and transmit the pathogen regardless of whether they exhibit symptoms (I), and recovered individuals remain unaffected by the disease (R). These recovered individuals are assumed to either have natural immunity or immunity attained by recuperating from the infection [11–13]. Sometimes individuals lost to the disease are mixed with those who have recovered in which case R stands for removed. Based on the described compartmentalization, the classical Susceptible–Infectious–Removed (SIR) model without spatial dynamics has the following form:

\[
\begin{align*}
\frac{dS}{dt} &= -\beta SI, \\
\frac{dI}{dt} &= \beta SI - \gamma I, \\
\frac{dR}{dt} &= \gamma I,
\end{align*}
\]

(1)

where \(\beta\) and \(\gamma\) are infection and recovery (removal) rates, respectively. The basic reproductive number of system (1) is \(R_0 = \frac{\beta S_0}{\gamma}\), where \(S_0\) is the initial number of susceptible individuals. If \(R_0 < 1\), the number of infectious individuals is a decreasing function of time and the disease disappears after a while; otherwise, the disease eventually outbreaks.
1.2. Spatial dynamics in epidemiology by means of reaction–diffusion equations and cellular automata

Reaction–diffusion equations and cellular automata are the common mathematical tools in the studies on the spatially explicit transmission dynamics of infectious diseases. The former tool implies that space is a continuum of points in which the movement of individuals is random. Reaction–diffusion equations are applicable to environments of almost any size and shape, account for the typical rates of motion through space, and reveal the consequent temporal and spatial formation and variation of the distribution of individuals. A reaction–diffusion-based Susceptible–Infected–Susceptible (SIS) model is given by the following equations:

\[
\begin{align*}
\frac{\partial S}{\partial t} &= F(S, I) + D_1 \nabla^2 S, \\
\frac{\partial I}{\partial t} &= G(S, I) + D_2 \nabla^2 I,
\end{align*}
\]

where \( F(S, I) \) and \( G(S, I) \) are reaction terms describing interactions between the different individuals, and \( \nabla^2 S \) and \( \nabla^2 I \) are diffusion terms representing the spatial motion of susceptible and infectious individuals, respectively (a derivation of \( \nabla^2 \) is found in Appendix A.1).

Unlike reaction–diffusion equations, the representation of a dynamical system by means of cellular automata is discrete in space, time, and state. The evolution of the system is dependent on the state of a cell and the interactions between cells. More precisely, if cellular automata are to be used in modeling the transmission dynamics of infectious diseases, five elements are essential: (i) a lattice determining the arrangement of cells along with the definition of a cell’s neighborhood, (ii) initial and boundary conditions, (iii) the classification of possible states, (iv) disease transmission rules, and (v) parameter values. A simple example of how cellular automata represent the spread of a disease is shown in Fig. 1. In this example, two events occur simultaneously; infection, whereby the state of a cell changes from susceptible to infectious and recovery, whereby the state of a cell changes from infectious to susceptible. With cellular automata, it is relatively straightforward to enrich the transmission dynamics of infectious diseases with a number of different phenomena like birth, death, migration, etc. [29–31].

1.2.1. An example of a hantavirus epidemics model based on reaction–diffusion equations

Hantaviruses of Bunyaviridae family are usually carried by rodents and may infect humans through exposure to saliva, urine, or feces [32,33]. We consider the transmission dynamics of hantaviruses within a rodent population. This population contains \( M \) individuals divided into two classes, susceptible and infectious with \( M_S \) and \( M_I \) individuals, respectively. Transmission dynamics of hantaviruses in a rodent population is determined by four main factors which include births, deaths, competition, and infections [28,34–36].

- **Births.** All individuals reproduce with birth rate \( b \), implying that the number of newborns per unit of time is \( bM = b(M_S + M_I) \). Newborns are treated as being susceptible.

- **Deaths.** Susceptible and infectious individuals die with mortality rates \( c_S \) and \( c_I \), respectively. The number of deaths per unit of time is thus \( c_SM_S + c_IM_I \).

- **Competition.** Due to limited resources, individuals compete with each other. This competition gives rise to the concept of carrying capacity, \( K \), which acts to suppress the population growth as \( M \) approaches \( K \). Accordingly,
competition causes an additional number of deaths given by the term $M_SM/K$ and $M_IM/K$ for susceptible and infectious individuals, respectively.

- **Infections.** An infection is possible if a susceptible and an infectious individual meet and stay in contact for the sufficient amount of time. This possibility is reflected in the contact and transmission rate, $\beta$, which gives the probability of an infection per unit of time spent in contact. The probability of meeting an infectious individual is simply given by the fraction of such individuals in the whole population, i.e. $M_I/M$. The number of new infections is therefore $\beta M_SM_I/M$. An implicit assumption in the last expression, called the standard incidence rate, is that one susceptible individual meets only one other individual per unit of time who may be infectious with the probability $M_I/M$ and susceptible with the remaining probability $1 − M_I/M$. However, one readily envisions a situation in which a large population allows a susceptible individual to make several contacts per unit of time. To account for this possibility, the so-called contact frequency, $C(M)$, can be introduced as a function of the population size. Two functional forms are found in the literature [11–13]. First, $C(M) = \gamma M$ leads to an interaction term of the form $\beta' M_SM_I$ (where $\beta' = \beta/\gamma$ is a new parameter) called the bilinear incidence rate. In this case, the larger the population, the more contacts a susceptible individual makes. Second, $C(M) = M_I/ (\gamma + \delta M)$ results in the infection term $\beta' M_SM_I/ (1 + \delta M)$ (where $\beta' = \beta/\gamma$ and $\delta' = \delta/\gamma$ are constants) named the saturated incidence rate. This rate is similar to the bilinear incidence rate if the population is small, but mimics the standard incidence rate (with parameter $\beta = \beta'/\delta'$) when the population becomes large.

The considerations so far and the corresponding transmission flow in Fig. 2 yield the following hantavirus infection model based on reaction–diffusion equations:

$$\frac{\partial M_S}{\partial t} = b(M_S + M_I) − c_SM_S − M_SM/K − \beta(C(M)M_SM_I/M + D\nabla^2 M_S),$$

$$\frac{\partial M_I}{\partial t} = −c_IM_I − M_I M/K + \beta(C(M)M_SM_I/M + D\nabla^2 M_I).$$

The total population size obeys the standard Fisher equation [37] obtained here by summing the above reaction–diffusion equations and assuming $c_S = c_I = c$:

$$\frac{\partial M}{\partial t} = bM − cM − M^2/K + D\nabla^2 M.$$ (4)

### 1.3. Pattern formation and spatial dynamics in epidemiology

Spatial patterns characterize the spread of diseases in a manner that may predict transmission dynamics in space. For example, spatial patterns are indicative of the large scale trends of epidemics or of the rates of spread through space, which in turn may guide policy decisions. The types of patterns found in epidemiological studies include stationary patterns [38–42], wave patterns [43–47], patch invasion [48], and others [49–52].

Pattern formation is more than just a theoretical concept. Spatial patterns have been observed empirically, thus confirming the practical value of modeling the transmission dynamics of diseases in space. For example, Grassly et al. [39] showed evidence of pattern formation in the case of poliovirus in India between 2000 and 2005. The results identified a “hot area” for poliovirus (see Fig. 3(a)) and, more importantly, helped explain the underlying causes of such a phenomenon. Another good example [53] is the predicted distribution of hantavirus pulmonary syndrome in
southwestern USA during the 1990s (see Fig. 3(b)). In this case, the results indicated a transition between stationary patterns due to the changes in local environmental conditions.

1.4. Organization of this review

Although pattern formation and the accompanying transitions have received considerable attention in spatial epidemiology, these phenomena are far from being fully understood. In particular, the underlying causes of pattern transitions and the role these transitions play in the spread of diseases have only recently become a major concern for epidemiological studies. We therefore systematically review the topic of pattern transitions in spatial epidemiology focusing mainly on the following three aspects: (i) the emergence and types of pattern transitions, (ii) the mechanisms causing pattern transitions, and (iii) the epidemiological role of pattern transitions.

The rest of this review is organized as follows. In Section 2, we present the two contrasting types of pattern transitions. First are the transitions between stationary spatial patterns. Second are the transitions between spatio-temporal patterns. Section 3 covers the underlying mechanisms of pattern transitions. In Section 4, we show the three major ways of how pattern transitions contribute to the complexity in spatial epidemics. In the final section, we draw the main conclusions and discuss the potential for future developments.

2. Emergence and types of pattern transitions

Among the main concerns in relation to the spread of infectious diseases are the identification of transmission modalities and the effectiveness of control strategies [54–56]. Models considering spatial dynamics reveal the consequences of the former issue and suggest new approaches to the latter one. Specifically, a given transmission modality may lead to a recognizable spatial pattern, which then may serve as a basis for planning a control strategy. In this context, two main types of spatial patterns are often mentioned in the literature. Stationary patterns remain unchanged in time and often exhibit intermittent areas of high density of infectious individuals that may favor the persistence of diseases [38–40]. By contrast, spatio-temporal patterns change over time, either as (i) quasi-periodic or oscillatory waves, (ii) temporal or spatio-temporal chaos, or even (iii) turbulence [57–63]. In accordance with the two types of spatial patterns, we are interested in two types of transitions. These two types are transitions between stationary patterns, on the one hand, and spatio-temporal patterns, on the other hand.

2.1. Transitions between stationary patterns

The spread of diseases among humans may persist in a stable state (endemic) such that the densities of susceptible, infectious, and/or recovered individuals form striking, self-organized spatial patterns [53,64]. We proceed to construct two epidemic models, one based on the reaction–diffusion (R-D) equation and the other on cellular automata (CA), to illustrate the emergence of transition between the different types of stationary patterns.

Fig. 3. Spatial patterns and empirical evidence. (a) The distribution of poliovirus in India indicating a “hot area” of the virus persistence towards the north. The figure is reproduced from [39]. (b) Location of hantavirus pulmonary syndrome in southwestern USA with risk represented on an arbitrary scale from low (dark blue) to medium (yellow) to high (red). The figure is reproduced from [53]. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
We assume that a population is comprised of three types of individuals. Healthy individuals are susceptible to an infection \((S)\), infectious individuals carry and transmit the disease although they may not exhibit the symptoms yet \((I)\), and removed individuals neither contract nor transmit the disease \((R)\) because they may have natural immunity, may be immune after a recovery, or may have been placed in isolation \([11, 12, 65]\). Having introduced these three types, we can construct an SIR reaction–diffusion model in the spirit of Eqs. (2) as follows \([42]\):

\[
\begin{align*}
\frac{\partial S}{\partial t} &= A - dS - \beta SI^q + D_1 \nabla^2 S, \\
\frac{\partial I}{\partial t} &= \beta SI^q - (d + \mu + \gamma)I + D_2 \nabla^2 I, \\
\frac{\partial R}{\partial t} &= \gamma I - dR + D_3 \nabla^2 R,
\end{align*}
\]

where \(A\) is the population’s recruitment rate, \(d\) is the natural mortality rate, \(\mu\) is the disease-related mortality rate of infectious individuals, and \(\gamma\) is their recovery rate. The nonlinear incidence rate, \(\beta SI^q\), is due to saturation or multiple exposures before an infection occurs, where \(p\) and \(q\) are phenomenological constants \([66, 67]\). \(\nabla^2 = \frac{\partial^2}{\partial X^2} + \frac{\partial^2}{\partial Y^2}\) is the usual Laplacian operator in two-dimensional space. This type of SIR models is appropriate for the transmission dynamics of infectious disease to which permanent immunity normally develops, such as smallpox \([68, 69]\) and mumps \([70, 71]\). The transmission processes are demonstrated in the flowchart (see Fig. 4).

A particularly famous type of stationary patterns produced by R-D models are due to mathematician Alan Turing \([72]\). Turing’s instability requires that the stable, homogeneous steady state is driven unstable by the interplay of reaction and diffusion terms \([73]\). By assuming the constant total population size, the system (5) becomes two dimensional. Consequently, we consider just the first two equations. For this reduced system, we are interested in the positive equilibrium denoted by \(E^* = (S^*, I^*)\). We make the following nonuniform perturbations from equilibrium \(E^*\)

\[
\begin{pmatrix}
S \\
I
\end{pmatrix}
= \begin{pmatrix}
S^* \\
I^*
\end{pmatrix} + \epsilon \begin{pmatrix}
S_k \\
I_k
\end{pmatrix} e^{\lambda t + i\vec{k} \cdot \vec{r}} + c.c. + O(\epsilon^2),
\]

where \(\lambda\) is the growth rate of perturbations over time \((t)\), \(i\) is imaginary unit, \(\vec{k}\) is the wave vector, \(\vec{r} = (X, Y)\) is a two-dimensional radius vector in the complex conjugate plane, and c.c. stands for the complex conjugate. After substituting equation (6) into the reduced system, we obtain that stability is dependent on the determinant of matrix \(A\), where

\[
A = \begin{pmatrix}
ap_{11} - D_1 \kappa^2 - \lambda & a_{12} \\
ap_{21} & a_{22} - D_2 \kappa^2 - \lambda
\end{pmatrix},
\]

with \(a_{ij}\) \((i, j = 1, 2)\) being the elements of the Jacobian matrix corresponding to the positive equilibrium \(E^*\).

To analyze the stability of the reduced system, we calculate the eigenvalues of matrix \(A\) from the following equation

\[
\lambda^2 + M_\kappa \lambda + N_\kappa = 0,
\]

where

\[
\begin{align*}
M_\kappa &= (D_1 + D_2) \kappa^2 - (a_{11} + a_{22}), \\
N_\kappa &= D_1 D_2 \kappa^4 - (D_2 a_{11} + D_1 a_{22}) \kappa^2 + a_{11} a_{22} - a_{12} a_{21}.
\end{align*}
\]
Eigenvales $\lambda_k$ are:

$$
\lambda_k = \frac{-M_k \pm \sqrt{(M_k)^2 - 4N_k}}{2}.
$$

Turing patterns emerge from Eqs. (5) if $Re(\lambda_{1,2<0}) < 0$ and $Re(\lambda_{1,2>0}) > 0$ for some $\kappa^2 > 0$. Mathematically, these conditions are equivalent to

$$
\begin{align*}
    a_{11} + a_{22} &< 0, \\
    a_{11}a_{22} - a_{12}a_{21} &> 0, \\
    D_1a_{22} + D_2a_{11} &> 0, \\
    (D_2a_{11} + D_1a_{22})^2 &> 4D_1D_2(a_{11}a_{22} - a_{12}a_{21}).
\end{align*}
$$

Furthermore, based on the standard multiple scale analysis [73–78], whereby a model solution is constructed using a series expansion in terms of a small independent variable (see Appendix A.2 for details), it is possible to exactly delineate the regions of the phase space in which different patterns arise. As illustrated in Fig. 5, we find that as the force of infection ($\beta$) increases, a transition emerges from spotted to striped patterns. If $\beta$ increases even further, the striped pattern turns into another spotted pattern. The difference between the spotted patterns in Figs. 5(a) and 5(c) is that in the former, spots indicate regions of low infection density, whereas in the latter, the opposite is true.

On occasion, models in epidemiology are made more realistic by abandoning a deterministic approach and introducing random noise [79–81]. For example, an additive noise term in space and time, $\eta(r, t)$, can be added to Eqs. (5), such that the equation for infectious individuals becomes [82]:

$$
\frac{\partial I}{\partial t} = \beta S^P I^q - (d + \gamma + \mu)I + D_2 \nabla^2 I + \eta(r, t).
$$

Noise $\eta(r, t)$ is an Ornstein–Uhlenbech process that obeys the following stochastic partial differential equation:

$$
\frac{\partial \eta(r, t)}{\partial t} = -\frac{1}{\tau} \eta(r, t) + \frac{1}{\tau} \xi(r, t),
$$

where $\xi(r, t)$ is a Gaussian white noise with mean and correlation given by,

$$
\begin{align*}
    \langle \xi(r, t) \rangle &= 0, \\
    \langle \xi(r, t)\xi(r', t') \rangle &= 2\kappa \delta(r - r')\delta(t - t').
\end{align*}
$$

To show the influence of noise on the pattern transition, the number of spots and stripes over a wide range of noise intensities and temporal correlations is displayed in Fig. 6. It is found that relatively small noise intensity favors the appearance of the spotted pattern, where the number of spots reaches a maximum as the noise increases. Increasing the noise even further causes the striped pattern to appear and partly replace the spotted pattern. Somewhat similarly, the number of spots is an increasing function of the temporal correlation until a maximum is reached. Thereafter,
spots gradually give way to stripes. Numerical simulations thus indicate that when noise intensity and temporal correlation are both large enough, the stochastic model given by Eq. (10) exhibits a noise-controlled transition from a spotted to a striped pattern. This phenomenon can also be found in other fields, e.g. chemistry [83], biology [84], and physics [85].

Cellular automata (CA) can mimic various interactions encountered in the real-world and subsequently reveal the evolution of systems in which these interactions take place. With such a general character, it is of little surprise that CA models come in many different flavors and that CA-based applications exist in many areas of science, including the transmission of infectious diseases [86, 87]. In an epidemiological CA model, space is represented by a network of sites, while the state of each site is updated through probabilistic rules representing stochastic demographic events [47, 88–90]. Here, we focus on a particular CA model designed to mimic the behavior of an R-D system of equations with susceptible–infectious (SI) interactions [90, 91], thus describing the transmission of infectious diseases from which one cannot recover such as HIV or HBV [92–95].

We assume that each individual of a given population resides on one site of a regular lattice. Each lattice site is occupied by a maximum of $M$ susceptible (S) and $M$ infectious (I) individuals. There are no empty sites because at least one susceptible and one infectious individual is present. Two basic rules in this CA-SI model are:

- **Reactive interaction rule.** If the number of susceptible individuals is higher than the number of infectious individuals at given lattice site $n$, then these infectives turn susceptible with probability $\rho_a$ such that site $n$ becomes occupied by at most $M$ susceptibles. This lattice site stays unchanged with remaining probability $1 - \rho_a$. If the opposite is true and the number of the infectives is higher than the number of the susceptibles, then susceptible individuals turn infectious with probability $\rho_d$ such that the lattice site has at most $M$ infectives. Again, this site stays unchanged with remaining probability $1 - \rho_d$.

- **Diffusion rule.** Diffusion of susceptible and infectious individuals is modeled using random walk, whereby each type of individuals moves independently from the other type. This independent movement is achieved in two distinct stages. First, at each lattice site, all individuals are assigned a random velocity direction, except for one susceptible and one infectious individual who remain stationary, thus guaranteeing that a site never gets empty. Second, all individuals on a lattice move in the direction of their velocities, where the number of steps is given by natural numbers $m_a$ and $m_d$ for susceptible and infectious individuals, respectively. These numbers are analogous to diffusion rates in R-D models.

With these rules, in every time moment, each lattice site has at least one susceptible and one infectious individual. The maximum number of both the susceptibles and the infectives per lattice site is $M$.

By means of numerical simulations, we find that a vast variety of stationary patterns is obtainable by making small adjustments to the parameter values. In fact, these patterns are qualitatively identical to Turing patterns commonly generated by R-D systems with different diffusion rates [90]; intuitively, the difference in diffusion rates arises in epidemiology because susceptible and infectious individuals may exhibit various mobility preferences (e.g., the susceptibles may choose to stay at home to avoid unnecessary exposure to the disease). In our CA model, furthermore,
the form of the lattice also affects the dynamics when the parameter values are held fixed. Fig. 7 thus shows a spontaneous transition from striped pattern in a periodic square lattice to a labyrinthine pattern in a periodic hexagonal lattice.

Interestingly, transitions between stationary patterns are also found in vegetation systems [96–100] and predator–prey systems [84]. Similar behavior of widely different systems indicates that the results presented here may be transcending the bounds of a single research area such as epidemiology.

### 2.2. Transitions between spatio-temporal patterns

Aside from stationary patterns considered above, empirical data on the propagation of infectious diseases such as measles [57], hantavirus [101], influenza [102–104], and chronic hepatitis C [105] also exhibit spatio-temporal patterns. Theoretical investigations of the transitions between these patterns often involve constructing susceptible–infected–recovered–susceptible (SIRS) models. For example, van Ballegooijen and Boerlijst [43] use a grid-structured contact network to examine the relationship between transmission and clearance by assuming an infectious dynamical process consisting of the following reactions:

\[
S + I \xrightarrow{\beta} 2I, \tag{13a}
\]

\[
I \xrightarrow{\tau_I} R, \tag{13b}
\]

\[
R \xrightarrow{\tau_R} S, \tag{13c}
\]

where \(\tau_I, \tau_R\) is a time period during which an individual remains infectious (resistant). More precisely, reactions (13) state that (i) a susceptible individual can be infected by infectious individuals in their neighborhood; (ii) infectious individuals remain so for a fixed time \(\tau_I\) and then recover; (iii) recovered individuals remain so for a fixed time \(\tau_R\) and then turn susceptible once again.

Implementing the described model using cellular automata gives rise to turbulence or regular waves (see Fig. 8). Whether turbulent or regular wave patterns appear depends on the relationship between the infection rate \((\beta)\) and the infection period \((\tau_I)\) [43]. Furthermore, the transition from turbulent to regular wave patterns is accompanied by a regime shift from the extinction domain to the persistence domain, provided that individuals are sufficiently mobile [45]. The same type of pattern transitions is found in many epidemiological systems including those that account for evolutionary dynamics [106,107], cross immunity [108], demographic factors [47], and adaptive behavior [109–111].

In an epidemic, the initial state of the infected population may play an important role in the dynamics of the disease [112,113]. Based on epidemiological models formulated in terms of reaction–diffusion equations, it is shown that changing the initial conditions induces the transition from a spiral wave to a target wave (Fig. 9). Moreover, the breakup of such waves may exhibit chaotic behavior in some points of space as proven by means of the dominant Lyapunov exponent [46].
3. Mechanisms of pattern transitions

A number of mechanisms—e.g. spatial heterogeneity, seasonality and noise, human behavior, etc.—affect the occurrence of regular patterns in spatial epidemics [114,115]. These mechanisms have been investigated in epidemiological or ecological contexts, including the studies of childhood diseases, the evolution of parasite virulence, endemic persistence, and others. In this section, we systematically survey the role of mechanisms behind pattern transitions in epidemiology.

3.1. Spatial heterogeneity

Amongst the models describing unstructured populations, the most sophisticated and commonly used are the compartmental models [9], consisting of several ordinary differential equations (ODEs). At the heart of these models is a simple hypothesis that the whole population is homogeneously mixed—individuals interact with everyone else with the same probability. Such a simplifying assumption, however, proves to be overly restrictive in many situations because human interactions are generally heterogeneous. Individuals differ in the number of contacts, age, mobility, and many other characteristics. Spatial heterogeneity in particular exerts a profound effect on the disease persistence and resolves many deficiencies of the simplified, compartmental models.

Spatial heterogeneity is in the existing literature mainly treated in two different ways [116]: using discrete patchy models or continuous reaction–diffusion models. These models account for the directed movement between patches or random spatial dispersal, respectively. In discrete patchy (alternatively, meta-population) models, the whole population is divided into $n$ subpopulations. To mimic the movement of individuals between patches [116,117], either a migration term is added or cross-infections take place such that infectious individuals from one patch infect sus-
ceptible individuals from another patch [118]. An example of a multi-patch SIR model with directed movement of individuals is [119]:

\[ \frac{dS_i}{dt} = \Lambda_i - \beta_i S_i I_i - d^S_i S_i + \sum_{j=1}^{n} a_{ij} S_j - S_i \sum_{j=1}^{n} a_{ji}, \]  
\[ \frac{dI_i}{dt} = \beta_i S_i I_i - (d^I_i + \gamma_i) S_i + \sum_{j=1}^{n} b_{ij} I_j - I_i \sum_{j=1}^{n} b_{ji}, \]  
\[ \frac{dR_i}{dt} = \gamma_i I_i - d^R_i R_i + \sum_{j=1}^{n} c_{ij} R_j - R_i \sum_{j=1}^{n} c_{ji}, \]  

where \( S_i (I_i, R_i) \) denotes the number of susceptible (infectious, removed) individuals in the \( i \)-th patch; \( \Lambda_i \) and \( \beta_i \) are the recruitment rate and the transmission coefficient in the \( i \)-th patch, respectively; \( d^S_i \) (\( d^I_i \), \( d^R_i \)) is the mortality rate of \( S \) (\( I \), \( R \)) individuals in the \( i \)-th patch; and \( \gamma_i \) represents the recovery rate of infectious individuals in this patch. The directed movement of susceptible, infectious, and removed individuals from \( j \)-th patch to \( i \)-th patch is given by mobility matrices \( A = (a_{ij}) \), \( B = (b_{ij}) \), and \( C = (c_{ij}) \), respectively.

A question that arises naturally in the context of patchy discrete models is how migration or the coupling between patches affects the persistence and the dynamics of an epidemic. Especially interesting are synchrony and asynchrony, both of which arise as perturbations of the spatially homogeneous (i.e. “flat”), endemic solutions of the model. Synchrony implies a diminishing role of heterogeneity, whereas asynchrony represents a necessary condition for global persistence of a disease even if this disease dies out locally [47,118,120–122]. In this context Hagenaars et al. [120] studied the relationship between spatial heterogeneity and the persistence of an infectious disease in a stochastic SIR meta-population model. This relationship is explained in terms of (i) within-patch persistence, (ii) between-patch transmissions, and (iii) between-patch coherence, whereby if (iii) is negligible, (i) and (ii) constitute what is called the “rescue effects” theory. A general finding is that in a symmetric meta-population—usually the one with constant contact rate \( \beta \) within patches and another, smaller, contact rate \( \epsilon \beta \) between each pair of distinct patches, where \( 0 \leq \epsilon \leq 1 \) is the coupling strength—increasing the level of spatial heterogeneity shortens disease persistence. Rescue effects largely explain persistence patterns if spatial coupling is weak (i.e. spatial heterogeneity is strong). With non-negligible spatial coupling (i.e. intermediate or weak heterogeneity), coherence and synchronization effects decide the fate of the disease.

Lloyd and May [118] designed a patchy discrete (i.e. meta-population) S(E)IR model to study the conditions under which spatial heterogeneity causes synchronization between patches. Fig. 10 features the effects of coupling parameter \( \epsilon \) on the number of infections in a deterministic SIR (left panels) and a stochastic SEIR (right panels) model with \( n = 2 \) patches. In the deterministic SIR model, the stronger the coupling, the easier to establish synchronization (Fig. 10a, b). In the stochastic SEIR model, by contrast, weak coupling is overwhelmed by the stochastic effects (Fig. 10c), causing the patches to drift in and out of phase. Stronger coupling, however, cancels out the random effects and forces the system to synchronize (Fig. 10d). Because synchronized systems are equivalent to spatially homogeneous ones, it is important to understand what mechanisms maintain the phase difference between patches. It turns out that seasonal forcing is one such mechanism, whereby in the simplest possible configuration (\( \epsilon \to 0 \)), the system ends up with either (i) two in-phase patches or (ii) two out-of-phase patches with a year phase difference. As \( \epsilon \) increases, the basin of attraction for the in-phase solution expands at the expense of the same basin for the out-of-phase solution. Relatively high values of \( \epsilon \) also have the potential to generate chaotic solutions such that the number of infectious individual in both patches exhibits oscillatory behavior with different periodicities and time-dependent amplitudes.

Lloyd and Jansen [121] extended the above analyses to \( n \geq 2 \) patches with \( k \) different classes of individuals and non-linear spatial coupling terms. In an application to childhood diseases, the authors decomposed the dynamical behavior of a symmetric SIR model into spatial modes in the vicinity of an endemic equilibrium. Eigenvalues corresponding to an in-phase and the remaining out-of-phase modes indicated that the former is the dominant mode of the system. The in-phase mode, therefore, decays much slower than all the other out-of-phase modes for a broad range of coupling strengths, thus providing a mechanistic explanation of synchrony observed in the data on outbreaks of childhood diseases.

Sun et al. [47] use a cellular automata model with birth, death, and migration processes to consider the linked dynamics of two patches. The authors set to answer three questions. Can migration sustain the disease for those
Parameter values that guarantee extinction in a one-patch model? How important for the disease progression is the migration rate relative to the initial condition in the second patch? Can migration cause the extinction of the disease for those parameter values that guarantee persistence in the one-patch model? To answer these questions, the authors examine four situations illustrated in Fig. 11: (i) small vs. (ii) high migration rate, both with zero initial density of the infectives in the second patch; (iii) small vs. (iv) high migration rate, both with large initial density of the infectives in the second patch. The results show that the migration rate plays a much more important role for the persistence of the disease than the initial condition in the second patch (Fig. 11). Moreover, it turns out that migration sometimes causes extinction in the regime that otherwise ensures the persistence of the disease in a one-patch model, the reason for this outcome being spontaneous anti-phase synchrony of the patches (not shown).

In spite of the outlined progress, the role of spatial heterogeneity in epidemiology is far from fully explored. An example in this context is the evolution of virulence in host–parasite systems, wherein the distribution of individuals in space may be responsible for the evolution of moderate transmission rates. As Johnson and Boerlijst [123] explain, if selection takes place both at the individual level and the community level, then individual-level selection promotes ever higher transmission rates over a certain region of space, but as these rates approach a critical threshold, the host population becomes overwhelmed and dies out locally, leading also to the local extinction of parasites. The result of the described mechanism is that the landscape self-organizes into patches within which individual-level selection acts to push transmission rates up, yet between which community-level selection operates to keep transmission rates in check. Self-organization disappears with the increased mixing that makes the population more homogeneous.

Except for patchy discrete models, spatial heterogeneity is captured by reaction–diffusion models based on partial differential equations (PDEs). These latter models exhibit dynamic phenomena such as epidemic wavefronts that potentially correspond to the real-world observations [57]. Although various types of waves are dynamically possible, substantiating these possibilities with empirical evidence is extremely difficult because of the lack of spatio-temporal data with sufficient resolution.

3.2. Seasonality and noise

Classic mean-field models in epidemiology are often characterized by a nonlinearity that originates from the interaction of susceptible and infectious individuals. Such mean-field characterization is appropriate if the population is sufficiently large, with an added benefit of greatly simplifying the mathematical analysis of models [124]. However, the same characterization is overly restrictive in some cases, especially when considering childhood diseases such
Fig. 11. Time series of the density of infectious individuals in two linked patches (A) and (B). Transmission, birth, and death rates in that order are $\beta = 0.3$, $b = 0.5$, and $d = 0.5$. (a) Small (0.2) vs. (b) high (0.8) migration rate with zero-initial density of the infectives in the second patch. (c) Small (0.2) vs. (d) high (0.8) migration rate with large initial density of the infectives (0.1) in the second patch. The figure is reproduced from [47].

Fig. 12. Square-rooted weekly case notifications of whooping cough in London from 1946 to 1974. The dashed vertical line indicates the onset of the National Immunisation Programme in 1957. We refer to [126], from where this figure has been adapted, for further details.

as measles, rubella, and whooping cough [125,126], which is evidenced by the discrepancies between the empirical data and the model predictions. Using the realistic parameter values, for example, the classic models predict annually recurring whooping cough epidemics, whereas the data in Fig. 12 show variable inter-epidemic periods. Accordingly, a question that arises in this context is how to improve the classic models to obtain a better agreement between data and predictions.

To narrow the gap between data and predictions, a number of studies investigated the disease spread by incorporating periodic forcing into the existing models [44,125–128]. To account for the increased mixing during school terms in a study of childhood diseases, Keeling et al. [125] considered an SIR model with a time-varying contact rate of
Fig. 13. Long-term attracting orbits of (a) measles and (b) whooping cough (traced anti-clockwise) with abrupt changes in direction as a result of switching between an increased contact rate during school terms and a decreased contact rate during holidays. Solid curves are the deterministic attractors of the forced system, gray curves are the continuations of orbits if there was no switching, ‘x’ marks the fixed point of the term-time attractor, and ‘o’ marks the fixed point of the unforced system. Note that the holiday-time fixed point is outside of the covered scale as is the term-time attractor in the case of whooping cough. We refer to [125], from where this figure has been adapted, for further details.

Fig. 14. The effect of seasonal forcing on oscillating influenza incidence in the case of (a) weak resonance and (b) strong resonance. Blue (red) curve includes (omits) demographic stochasticity. Oscillations in the contact rate (black) are almost invisible due to ratio $\beta_0/\beta_1 = 2 \cdot 10^4$. We refer to [127], from where this figure has been adapted, for further details. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)

the form $\beta(t) = \beta_0 (1 + \beta_1)^{\text{Term}(t)}$, where $\beta_0$ is the basic contact rate, $\beta_1$ is a seasonal correction, and $\text{Term}(t)$ is an “indicator” function taking value 1 during school terms and $-1$ during school holidays. The resulting dynamics due to this “dual” nature of the forcing can be understood as switching between two fixed-point spiral sinks (Fig. 13), one arising during terms (when $\beta$ is high) and the other during holidays (when $\beta$ is low). This model is capable of producing recurring epidemics with varying periodicity and outbreak amplitude, in accordance with the empirical evidence.

Introducing the temporal modulation of parameter values as described above is bound to produce resonances. Accordingly, subsequent developments showed that seasonality in contact rates need not be large to cause disproportionately large oscillations in disease incidence. Dushoff et al. [127], seeking an explanation for the seasonality of influenza, attributed this disproportionate response to dynamical resonance. To that end, the authors studied a relatively simple SIRS epidemic model with the following structure:

\[
\begin{align*}
\frac{dS}{dt} &= \frac{N - S - I}{L} - \beta(t) \frac{IS}{N}, \\
\frac{dI}{dt} &= \beta(t) \frac{IS}{N} - \frac{I}{D},
\end{align*}
\]

(15a)

(15b)

where $N$ is the total population size (thus $N - S - I$ gives the number of recovered/immune individuals), $L$ is the average duration of immunity, $D$ is the mean infectious period, and $\beta(t) = \beta_0 (1 + \beta_1 \cos(2\pi t))$ is the sinusoidally varying contact rate. Fig. 14 shows the effect of seasonal forcing on oscillating influenza incidence with and without demographic stochasticity. A surprising result here is that large oscillations in incidence, arising due to the dynamical resonance, are sparked by undetectably small seasonal changes in the influenza transmission rate. Indeed, the ratio of the basic contact rate, $\beta_0$, and the amplitude of the seasonal correction, $\beta_1$, used in Fig. 14 is as high as 20000:1.
In an attempt to extend the above-mentioned findings and examine the role of seasonality in spatial dynamics, Liu et al. [44] combined a cellular automata-based SEIR model with a seasonally varying contact rate of the form $\beta(t) = \beta_0(1 + \beta_1 \sin(2\pi t))$, where $0 \leq \beta_1 < 1$. If $\beta_1$ is sufficiently small, initial oscillations in the results decay as the model approaches its stationary state, i.e. a fixed point corresponding to a persistent endemic infection. Increasing $\beta_1$ beyond a certain threshold changes the model behavior. The number of susceptible, exposed, and infectious individuals develops self-sustained two-year periodic oscillations, the amplitude of which increases with the value of parameter $\beta_1$. Even higher values of this parameter lead to chaotic behavior and the appearance of irregular spiral waves. This particular spatial pattern (i.e. spiral waves) grows stably, turning more and more prominent over time. Spiral waves are also recurrent and insensitive to changes in the amplitude ($\beta_1$) of the seasonal correction.

Given that theoretical studies emphasize the role of seasonal changes in the transmission rate of a disease, it is interesting to single out a data-driven study that attempted to estimate the seasonal transmission potential using the principles of spatial epidemiology. Balcan et al. [128] thus applied a global structured metapopulation model with integrated mobility and transportation data in conjunction with the data on the novel influenza A(H1N1). Using their approach, the authors were able to not only assess the basic reproductive number of influenza A ($R_0 = 1.75$ with 95% confidence interval 1.60–1.88), but also offer plausible scenarios for the future unfolding of the pandemic, as well as peaks in the activity thereof.

Turning to stochasticity as a factor in shaping the fate of a disease, three important motivational issues quickly arise. First, environmental factors that affect daily lives in a rather obvious manner, such as temperature and precipitation, often exhibit seasonal patterns. It is, therefore, only natural that models with seasonal forcings play a prominent role in epidemiological studies. However, the environment is immensely complex and thus more often than not appears random to a researcher who is powerless to account for this complexity. A relatively simple solution allowing the inclusion of environmental randomness (in the broadest sense) into epidemiological models is to resort to stochastic forcing variables. For example, in models of sexually transmitted diseases, a stochastic forcing variable could be the number of sexual partners during a given time interval. A separate issue is that diseases sometimes affect relatively small populations. In these populations, if the population size is below the critical level, non-zoonotic infections cannot persist and eventually die out due to random effects [129,130]. Finally, it is known that exclusively deterministic approaches sometimes fail to produce even a qualitative fit to the empirical evidence. A good example of such failure is whooping cough in England and Wales [81].

A well-known early study highlighting the effects of randomness on disease dynamics is due to Bartlett [129] who explained the concept of the critical population size for disease extinction. In dynamical terms, Bartlett’s concept is an example of stochastic dynamics in the presence of an absorbing barrier (here, zero population size). One way to emphasize the importance of such a barrier is to consider that deterministic dynamical systems converge towards stable equilibrium points or attractors, whereas stochasticity may compel trajectories away from these attractors. If stochasticity is sufficiently strong, it may cause trajectories to touch the absorbing barrier, giving rise to an extinction probability even if a population is otherwise viable. Therefore, a key issue in shaping the disease dynamics becomes the accurate balance between determinism and stochasticity [81].

Multiple studies explore the effects of random noise on the disease case reports that cannot be satisfactorily explained by deterministic approaches alone [81,89,126,131–133]. Coulson et al. [131], for example, suggested that whooping cough is an epidemic characterized by “active” noise, whereby stochasticity interacts with nonlinearity in the deterministic framework to generate patterns that neither factor can generate on its own. Nguyen and Rohani [126], however, reach a somewhat different conclusion upon using household data on incubation times to better parametrize distributions of the latent and infectious periods. These authors give a more “passive” account of noise, stating that stochasticity influences the transitions between a multitude of deterministic states. Alonso et al. [132] offer yet another perspective on the epidemiology of childhood diseases, ascribing the dynamics to the amplitude of the contact rate seasonal correction and the tendency of dynamical resonance to amplify fluctuations. Especially, childhood diseases turned out to habituate the regions of parameter space in which noise amplification is high. Simões et al. [133] make another step forward by relaxing the random mixing assumption and placing the host population into a “small-world” network of contacts. The authors find that predominantly local connectedness (i.e. spatial correlation) considerably enhances the amplitude and the coherence of the resonant stochastic fluctuations, the implication being that, if a disease spreads through local infectious contacts, then seasonal forcing is unnecessary to cause large epidemic outbreaks with well-defined periodicity (i.e. internal noise alone is sufficient).
In summary, (i) seasonality manifested as changes in the average contact rate, (ii) demographic and environmental stochasticity, and (iii) their interaction with nonlinearities arising from the mixing of susceptible and infectious individuals are the key underlying mechanisms that appear in studies on the dynamics of infectious diseases [125,126,132]. Systems based on these three mechanisms are not only dynamically rich, but also compare favorably with data, providing a deeper understanding of real-world epidemics. It is important to recognize that ample space for progress still exists, which is evidenced, among else, by multiple accounts of the same phenomena sometimes found in the literature [126].

3.3. Human behavior

Ample evidence nowadays points to the critical role of human behavior in disease dynamics, especially in situations in which immunization options are available [134]. Examples of behavioral responses vary in range and scope; during the SARS outbreak in 2003, for instance, people reduced movement and wore facial masks out of fear of infection [135]. Similarly, the outbreak of influenza A(H1N1) in 2009 saw not only the implementation of public measures, but also responses at a personal level such as the increased use of sanitizers and the avoidance of major gathering spots [136–138]. Much attention among the general public was given to the availability of vaccine and the decision whether to get vaccinated or not [139]. Irrespective of the detailed responses to any particular disease, it is important that human behavior has the potential to directly affect the dynamics of an epidemic, including its incidence, prevalence, and ultimately fate [134,135,140].

Several theoretically oriented contributions to behavioral epidemiology (i.e. the study of coupled disease-behavior dynamics) focused on the effects of adaptive changes in the network of contacts as the susceptibles try to avoid the infectives [109,110,141]. An immediate consequence of these adaptive changes is that network topology evolves over time in response to the state of the disease. Using the terminology of network science, the specific mechanism in this context is that susceptible agents prune links with their infectious counterparts and with a certain probability rewire with other susceptible or recovered agents. Introducing such a mechanism causes assortative degree mixing as a topological phenomenon and oscillations, hysteresis, and first-order phase transitions as the dynamical phenomena (Fig. 15).

An aspect of behavioral epidemiology that has received a lot of attention and more strongly relied on empirical evidence—e.g. the data on the global air transportation network [142]—is individual mobility [143–149]. Belik et al. [148], for instance, consider bidirectional motion between an origin and a destination in “individual mobility networks”. These networks capture the fact that most individuals, even if their mobility is high, frequently visit just a limited number of places, as exemplified by commuting from home to work and back. In the model, the authors embed individual mobility networks into larger networks of metapopulations, thus obtaining the results that greatly differ from those of reaction–diffusion (R-D) models. Interesting is that a propagating epidemic front exhibits saturating velocity with an increasing traveling rate, which is in sharp contrast to R-D systems. Merler et al. [146] perform a quantitative analysis of how (i) the spatial structure of the population and (ii) human mobility patterns would influence the spread of a pandemic influenza in Europe. The authors find that the high mobility of the EU population would cause

![Fig. 15. Phase diagram of a coupled disease-behavior dynamical model with an underlying network of contacts. Parameters are the rewiring rate, W, and the infection probability, β. White and light gray regions have a single attractor each, representing healthy and endemic states, respectively. Medium gray region marked “bistable” is where both of these states exhibit simultaneous stability. In the narrow dark gray region, by contrast, a stable healthy state coexists with a stable epidemic cycle. We refer to [109], from where this figure has been adapted, for further details.](image-url)
an early importation of the disease from abroad, as well as synchronized local epidemics, further suggesting that the EU should be prepared for a rapid diffusion of an influenza pandemic. Sun et al. [145] resort in their analysis to a more traditional R-D approach in which a cross-diffusion term is introduced to represent the movement of the susceptibles in the direction of lower concentration of the infectives. The results show that the introduced cross-diffusion creates striped, the coexistence of striped and spotted, or just spotted patterns depending on the value of the cross-diffusion coefficient. These patterns are missing when cross-diffusion is zero, indicating that a rudimentary response of the susceptibles to the threat of infection considerably affects the disease dynamics. In addition to individual mobility, some of the most recent works focus on the heterogeneities of contact rates, for which the data from social networks (e.g. Twitter) can arguably be used as a proxy [150–153]. In the context of future progress, Tizzoni et al. [153] state that an exhaustive framework for simultaneously dealing with the heterogeneities in mobility flows and contact rates is missing. Perhaps an earlier work of Eubank et al. [154] can serve as a basis for new developments in this direction.

Aside from the disease spread itself, human behavior also affects disease prevention—mainly vaccination and several non-pharmaceutical measures [155–162]. Vaccination is a primary public health measure with the potential to prevent the transmission of infectious diseases, and hence reduce morbidity and mortality from infections [163–166]. In most instances, vaccination is dependent on voluntary adoption rather than being enforced on the population at risk [165,167–174]. Incorporating voluntary adoption into the models of disease dynamics completes a feedback loop as illustrated in Fig. 16. Because one feedback in this loop is positive and the other is negative, the overall dynamics may exhibit cycles, which is exactly the case when vaccination-related decision making is represented by, say, game theory or other related constructs [175–178]. As vaccination coverage increases, herd immunity emerges and effectively prevents the propagation of the disease. Yet, as a consequence of the low disease prevalence, vaccination enthusiasm decreases and the high risk of infection resurfaces. The described phenomenon has been empirically observed and quantitatively verified [175]. Furthermore, if voluntary vaccination is implemented in network populations, a somewhat counterintuitive result [179–182] is that heterogeneity acts to inhibit the disease outbreak. This result is due to the fact that large-degree nodes have a disproportional effect in attracting neighboring nodes to adopt vaccination [183]. Finally, vaccination can be treated in the context of an opinion formation process, which happens to impede the attainment of full herd immunity [184]. Unvaccinated clusters may emerge and dramatically increases the disease outbreak probability even if the vaccination level is generally high.

Human behavior with respect to non-pharmaceutical preventive measures—e.g. wearing face masks, frequently washing hands, distancing from the usual social circles etc.—is particularly useful in suppressing disease incidence before adequate vaccines become widely available [185]. In this context, Valdez et al. [186] consider intermittent social distancing as the primary preventive measure in a network population. Based only on local information, a susceptible agent is able to prune a link with an infectious individual with probability $\delta$ and restore it afterwards such that the underlying interaction topology remains unchanged. With the help of percolation theory, the authors find a cutoff threshold, $\delta_c$, directly controlling the eradication of the disease. As for the adoption of non-pharmaceutical measures, an important aspect seems to be the awareness of the current state of an infection and the associated dangers [135,187]. The spread of awareness strengthens the behavioral response, which in turn affects the trajectory

---

*Fig. 16. Schematic illustration of the disease-behavior dynamics forming a feedback loop. Feedback from disease to behavioral dynamics is positive (+) because an increase in disease prevalence causes an increase in perceived risk and subsequently preventive behavior. Feedback from behavioral to disease dynamics is negative (−) because an increase in preventive behavior (e.g. vaccination or other non-pharmaceutical measures) suppresses disease prevalence. The figure is reproduced from [140].*
of the infection and the outbreak likelihood [188]. Finally, because non-pharmaceutical measures and vaccines go hand in hand, some recent studies consider the effectiveness of integrated frameworks that combine both of these types of prevention [157,189]. As a concluding remark, we emphasize that coupled disease-behavior models exhibit dynamics rich with surprising phenomena, yet this richness comes at a price—models are complex and difficult to relate to the available data. Future studies should, therefore, utilize modern technologies to quantify behavioral parameters [190] and analyze the data on real-world human behavior in epidemiological contexts.

4. Pattern transitions and complexity in spatial epidemics

Pattern transitions are ubiquitous in epidemiology, yet their implications for the fate of a disease are still unclear. Here, we focus on the epidemiological role of pattern transitions in the following sense: i) if a pattern transition occurs, will the disease outbreak or die out?; and ii) if the disease outbreaks, what sort of propagation is to be expected?

4.1. Early warnings for the outbreak of infectious diseases

A stationary pattern seen in the spatial distribution of a disease implies a stable state regardless of the initial conditions [77,78,143]. Such a state is usually accompanied by areas in which the density of the disease is high and hence difficult to get rid off. Accordingly, transitions from one stationary pattern to another indicate that the areas of high disease density may expand or otherwise shift, meaning that the disease is about to outbreak. However, one instance in which the opposite is true is the transition from a stationary pattern to patch invasion, in which case the disease is likely to die out.

Transitions between spatio-temporal patterns can also be an early warning indicator of an imminent outbreak. Namely, spatio-temporal patterns often manifest themselves in the form of spatial chaos, which is a phenomenon predicted theoretically and observed experimentally [17,46]. The emergence of spatial chaos, furthermore, suggests that the disease is difficult to eliminate and will persist as an endemic [17,46].

If a mathematical model for a given disease exists, analytical methods provide the critical point(s) of the model and show when to expect sudden shift(s) towards a contrasting dynamical regime [191–195] (see Appendix A.3). This regime shifting is of considerable interest in other fields, including ecosystem management, population ecology, financial risk assessment, etc. [99,196–198]. In ecosystems, for instance, a change in the skewness of control parameters proved to be a potential early warning signal for catastrophic regime shifts [198]. In Mediterranean arid ecosystems, the vegetation patch-size distribution obeys a power law, yet deviations from such a power law occur only at the onset of desertification, thus providing a potentially useful early warning indicator [99]. Despite their usefulness in many situations, non-linear methods may sometimes be an unnecessarily complicated tool, which is why a deep understanding of such methods is needed before they can be put to good use [197].

4.2. Coherence resonance

Coherence resonance is a phenomenon similar to stochastic resonance, yet requires no outside forcing for some intermediate level of the noise amplitude to maximize the “regularity” of a dynamical system at hand [199]. We use system \( (13) \) to exemplify this phenomenon. Specifically, we add Gaussian noise to all of the system’s parameters such that after addition \( P = p + \xi \), where \( p \in \{ \beta, \tau_l, \tau_R \} \). Random variable \( \xi \) is normally distributed dynamical noise with zero mean, standard deviation \( \sigma \), and correlation function

\[
\langle \xi_i(h) \xi_j(l) \rangle = \sigma^2 \delta_{ij} \delta_{hl},
\]

where subscripts \( i \) and \( j \) mark two locations on a lattice, and \( h \) and \( l \) denote two time moments. This functional form guarantees that noise is neither correlated in space nor in time. The effect of an increasing \( \sigma \) is shown in Fig. 17. Strikingly, in the no-noise model (i.e. \( \sigma = 0 \)), the system is in a disease-free state, whereas with noise, the disease is allowed to persist.

Although a pattern transition from the disease-free state to an endemic state is induced by the noise term, the fraction of infectious individuals is not a monotonic function of \( \sigma \). This function is, in fact, concave, implying that an intermediate level of additive noise maximizes the infectious fraction (Fig. 17a). If noise is increased beyond this
intermediate level, infectious individuals diminish in number and eventually disappear altogether. A visual confirmation of the described phenomenon using the accompanying spatial patterns is shown in Fig. 17b-d. Noise, therefore, has a dual role, i.e. to induce both the appearance and the disappearance of the disease, thus revealing that we are truly dealing with a manifestation of coherence resonance.

4.3. Cyclic evolution

Using SIRS system (13), Boerlijst and Ballegooijen [200] devise a model in which pathogen strains with different infectious periods co-evolve and compete for susceptible hosts. Namely, this co-evolution and competition is achieved by assuming a mutating pathogen such that a certain fraction of new infections (determined by the mutation rate) leads with equal probability to an increase or a decrease in the infectious period. The authors investigate the potential impact of a changing mutation rate on spatial pattern transitions and show that the infectious period indefinitely keeps evolving up and down in a cyclic fashion. These cycles in the selection are caused by a change in the spatial patterns from epidemic waves to irregular local outbreaks (Fig. 18).

The mechanism underlying the described phenomenon of cyclic evolution is twofold. On the one hand, if the infectious period is relatively short, epidemic waves cause local extinctions of the disease by wiping out the host (susceptible) population. Among co-occurring genotypes at such a location, after a local extinction event, the genotype that is faster in causing the disease outbreak re-invades first and increases its domain of dominance. On the other hand, if the difference in the infectious period between co-occurring genotypes is too big, epidemic waves caused by the fast genotype are broken off by the slow genotype. As a consequence, the host (susceptible) population is prevented from going extinct and outbreaks become irregular. Selection then favors the genotype with a longer infectious period because this genotype is capable of causing more secondary infections.

There is evidence that cyclic evolution is a general phenomenon in spatial epidemiology. For example, cyclic evolution is found in SEIRS models [45] and epidemiological systems with noise [201]. These examples outline the
elements of a more detailed mathematical framework with which the ubiquity of cyclic evolution in spatial epidemiology could be confirmed.

5. Conclusion and future prospects

This review systematically surveys three aspects of pattern transitions in spatial epidemiology. First are discussed the examples of transitions between the two common types of patterns, spatial and spatio-temporal. Then the focus is put on the underlying causes of such pattern transitions, including spatial heterogeneity, seasonality and noise, and human behavior. Finally, potential interpretations are offered to put pattern transitions into the context of early warning indicators and other complexities arising in spatially explicit settings. We saw that stationary patterns correspond to the stable solutions of model equations, whereas spatio-temporal patterns represent either (i) quasi-periodic or oscillatory waves, (ii) temporal or spatio-temporal chaos, or even (iii) turbulence.

Although our focus is on epidemiology, the reviewed results may be useful in other realms, such as medical science, ecology, and economics. Taking cardiac disease as an example, the two frequently observed patterns in the heart are target and spiral waves [202–204]. If a target wave pattern changes to the spiral wave one, the heart rate of patients suffering from cardiac disease notably increases, causing potentially dangerous fibrillation. The evidence of transitions between spatio-temporal patterns in heart disease patients, therefore, make certain aspects of the reviewed results transferable from an epidemiological domain to the study of cardiac disease.

One weakness identifiable in many (but not all) of the reviewed results is that they are based on the following assumptions: (i) space is homogeneous and (ii) the motion of individuals is random and isotropic. However, the real-world environments are heterogeneous and heterogeneity affects human motion. In the context of the transmission dynamics, spatial heterogeneity is important because it typically decreases the invasion threshold and induces the outbreak of a disease [205]. Accordingly, with the increasing availability of individual-level high-resolution data, incorporating inhomogeneities into the models of disease spreading is becoming a priority [206]. Generic reaction–diffusion models are mainly concerned with the horizontal and possibly the vertical transmission of diseases [207], corresponding mostly to the expansion and contagious diffusion in the classification of Cromley and McLafferty [208]. Future models, however, need to consider mixed diffusion modes; in addition to the contagious diffusion thorough
direct contacts, HIV is an example of a disease that spreads by means of the hierarchical diffusion from large urban areas to smaller communities, as well as the network diffusion driven by social and transportation networks. These alternative diffusion modes are especially needed if the models are to assimilate newly available data such as the data from geographic information systems, nowadays better known as simply GIS.

The additional diffusion modes mentioned above lead to geographically distant (i.e. non-local) dispersal of diseases. The hierarchical diffusion, for example, means that a disease like HIV may spread between large cities sooner than from a large city of origin to its more rural surroundings [208]. The same holds for the network diffusion as well. Such distant dispersals are difficult, if not impossible, to capture using reaction–diffusion and cellular automata models on which we focused herein. For this reason, we did mention some of the most important results in epidemiology obtained from network models, yet there is much potential for further development in this direction [209–216]. Moreover, dispersal kernel functions [217,218] offer another way to quantify the distance traveled by either susceptible or infectious individuals. To capture long-distance dispersal in particular, using leptokurtic (i.e. fat-tailed) distributions may be necessary. However, estimating the parameters of these distributions from the data is a challenging task warranting some caution [219,220].

Throughout the paper, we described the most well-known stationary and spatio-temporal patterns and the transitions thereof that appear in epidemiology. As of lately, however, some novel types of transitions can be found in the literature. In the presence of the Allee effect, for example, transitions from stationary patterns to patch invasion are being uncovered [48]. Furthermore, transitions from stationary patterns to wave patterns may be induced by time delays or equal diffusion coefficients for susceptible, infectious, and recovered compartments [46,221,222]. Given that pattern transitions may serve as an early warning signal for disease outbreaks, it is of utmost importance to check the universality of these transitions for a wide variety of infections, e.g. seasonal influenza and the slew of emerging infectious diseases. Checking such universality is a formidable task, one that must be based on ample empirical evidence and in-depth interdisciplinary collaborations.

Speaking of the empirical evidence and interdisciplinary research, data science and in particular the “big data” paradigm may offer new ways to track, understand, and control infectious diseases [223–225]. One example in this context would be applying GIS to store, analyze, and process the spatial information on the propagation of an infectious disease [226,227]. In this manner, it may be relatively easy to capture both temporal and spatial changes in the disease transmission dynamics. The ultimate goal would be to devise early warning systems based on the dynamical models capable of assimilating GIS (and other) data such that predicting the future course of the disease and recommending the effective control measures finally becomes a reality.
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Appendix A

A.1. Derivation of the Laplacian operator, \( \nabla^2 \)

Random movements of individuals in space can be described using the Laplacian operator. Limiting ourselves to one-dimensional space, random walk assumes that, at each moment \( \Delta t \), an individual moves one step \( \Delta x \) to their left or right side along a line. If initially \( (t_0) \) the individual is located at \( x_0 \), then after one time step (i.e. \( t_0 + \Delta t \)), the individual will move to either \( x_0 - \Delta x \) or \( x_0 + \Delta x \) with equal probability. Define \( P(t, x) \) as the number (or the density) of individuals at time \( t \) and location \( x \). We have

\[
P(t + \Delta t, x) = \frac{1}{2} P(t, x - \Delta x) + \frac{1}{2} P(t, x + \Delta x).
\] (17)
Taylor expansion gives

\begin{align}
P(t + \Delta t, x) &= P(t, x) + \frac{\partial P}{\partial t}(t, x)\Delta t + \frac{1}{2} \frac{\partial^2 P}{\partial t^2}(t, x)(\Delta t)^2 + \ldots, \\
P(t, x - \Delta x) &= P(t, x) + \frac{\partial P}{\partial x}(t, x)(-\Delta x) + \frac{1}{2} \frac{\partial^2 P}{\partial x^2}(t, x)(-\Delta x)^2 + \ldots, \\
P(t, x + \Delta x) &= P(t, x) + \frac{\partial P}{\partial x}(t, x)(\Delta x) + \frac{1}{2} \frac{\partial^2 P}{\partial x^2}(t, x)(\Delta x)^2 + \ldots,
\end{align}

which yields

\[
\frac{\partial P}{\partial t}(t, x)\Delta t + \ldots = \frac{1}{2} \frac{\partial^2 P}{\partial x^2}(t, x)(\Delta x)^2 + \ldots.
\]

Because \(\Delta t\) and \(\Delta x\) are small, the higher order terms are very close to zero. Consequently,

\[
\frac{\partial P}{\partial t}(t, x)\Delta t = \frac{1}{2} \frac{\partial^2 P}{\partial x^2}(t, x)(\Delta x)^2.
\]

Under the assumptions

\[
\Delta t \to 0, \quad \Delta x \to 0, \quad \frac{(\Delta x)^2}{2\Delta t} \to D,
\]

we obtain

\[
\frac{\partial P}{\partial t}(t, x) = \frac{D}{2} \frac{\partial^2 P}{\partial x^2}(t, x).
\]

The derivation in two-dimensional space is completely analogous.

### A.2. Standard multiple scale analysis of Eqs. (5)

By assuming the constant total population size, system (5) becomes two dimensional and we just need to consider the first two equations. Without diffusion, the positive equilibrium of Eqs. (5) is

\[
E^*(S^*, I^*) = \left( \frac{A\beta - \sqrt{A^2\beta^2 - 4d^3\beta - 8d^2\beta(\mu + \gamma) - 4d\beta(\mu + \gamma)^2}}{2d\beta} \right) \left( \frac{2d(\mu + \gamma)}{A\beta - \sqrt{A^2\beta^2 - 4d^3\beta - 8d^2\beta(\mu + \gamma) - 4d\beta(\mu + \gamma)^2}} \right).
\]

Close to the Turing threshold \((\beta = \beta_T)\), the eigenvalues associated with the critical modes are approximately zero. These modes are slowly varying, implying that we only need to consider perturbations \(\kappa\) around \(\kappa_T\). To deduce the amplitude equation, we first write the linearized form of Eqs. (5) at the equilibrium \(E^*\)

\begin{align}
\frac{\partial u}{\partial t} &= a_{11}u + a_{12}v - 2\beta I^*uv - \beta S^*v^2 - \beta uv^2 + D_1\Delta^2 u, \\
\frac{\partial v}{\partial t} &= a_{21}u + a_{22}v + 2\beta I^*uv + \beta S^*v^2 + \beta uv^2 + D_2\Delta^2 v.
\end{align}

Close to \(\beta = \beta_T\), the solution of the above model can be expanded as

\[
U = U_S + \sum_{j=1}^{3} U_0[A_j \exp(i\vec{k}_j \cdot \vec{r}) + \bar{A}_j \exp(-i\vec{k}_j \cdot \vec{r})],
\]

where \(A_j\) and the conjugate \(\bar{A}_j\) are the amplitudes associated with modes \(\vec{k}_j\) and \(-\vec{k}_j\), respectively. Using the standard multiple-scale analysis, the evolution of amplitudes in time and space is given by
\[ \frac{\partial A_1}{\partial t} = \xi A_1 + h A_2 A_3 - (g_1 |A_1|^2 + g_2 (|A_2|^2 + |A_3|^2)) A_1, \]
\[ \frac{\partial A_2}{\partial t} = \xi A_2 + h A_1 A_3 - (g_1 |A_2|^2 + g_2 (|A_1|^2 + |A_3|^2)) A_2, \]
\[ \frac{\partial A_3}{\partial t} = \xi A_3 + h A_1 A_2 - (g_1 |A_3|^2 + g_2 (|A_1|^2 + |A_2|^2)) A_3, \]

where \( \xi = (\beta_T - \beta)/\beta_T \) is a normalized distance and \( \tau_0 \) is a typical relaxation time. In what follows, we focus on the calculations of coefficients \( \tau_0, h, g_1 \) and \( g_2. \)

Setting \( X = (u, v)^T, N = (N_1, N_2), \) system (23) is converted to

\[ \frac{\partial X}{\partial t} = L X + N, \]  

where
\[ L = \begin{pmatrix} a_{11} + D_1 \nabla^2 & a_{12} \\ a_{21} & a_{22} + D_2 \nabla^2 \end{pmatrix}, \]
\[ N = \begin{pmatrix} -2 \beta I^* u v - \beta S^* v^2 - \beta u v^2 \\ 2 \beta I^* u v + \beta S^* v^2 + \beta u v^2 \end{pmatrix}. \]

We are just interested in the dynamics when \( \beta = \beta_T. \) To that end, we expand \( \beta \) as

\[ \beta_T - \beta = \varepsilon \beta_1 + \varepsilon^2 \beta_2 + \varepsilon^3 \beta_3 + O(\varepsilon^4), \]  

where \( \varepsilon \) is a small parameter. Further expanding \( X \) and the nonlinear term, \( N, \) into series around \( \varepsilon \)
\[ X = \begin{pmatrix} u \\ v \end{pmatrix} = \varepsilon \begin{pmatrix} u_1 \\ v_1 \end{pmatrix} + \varepsilon^2 \begin{pmatrix} u_2 \\ v_2 \end{pmatrix} + \varepsilon^3 \begin{pmatrix} u_3 \\ v_3 \end{pmatrix} + O(\varepsilon^4), \]  

\[ N = \varepsilon^2 h^2 + \varepsilon^3 h^3 + O(\varepsilon^4), \]  

where \( h^2 \) and \( h^3 \) correspond to the second and the third order of \( \varepsilon \) in the expansion of nonlinear term \( N. \) Linear operator \( L \) can be expanded as follows

\[ L = L_T + (\beta_T - \beta) M, \]  

with
\[ L_T = \begin{pmatrix} a_{11}^* + D_1 \nabla^2 & a_{12}^* \\ a_{21}^* & a_{22}^* + D_2 \nabla^2 \end{pmatrix}, \]
\[ M = \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{pmatrix}. \]

The core of the standard multiple-scale analysis is to separate the dynamical behavior of the system according to different temporal and spatial scales. We need to separate the time scales for system (26) (i.e. \( T_0 = t, T_1 = \varepsilon t \) and \( T_2 = \varepsilon^2 t). \) Each time scale \( T_i \) can be considered as an independent variable so that the derivative of \( T_i \) (with respect to time) turns into

\[ \frac{\partial}{\partial T_i} = \frac{\partial}{\partial T_0} + \varepsilon \frac{\partial}{\partial T_1} + \varepsilon^2 \frac{\partial}{\partial T_2} + O(\varepsilon^3). \]  

Because the variation of the amplitude \( A \) is slow, the derivative with respect to time \( \frac{\partial}{\partial T_0} \) almost has no effect on the amplitude \( A. \) Correspondingly, the above equation becomes

\[ \frac{\partial A}{\partial t} = \varepsilon \frac{\partial A}{\partial T_1} + \varepsilon^2 \frac{\partial A}{\partial T_2} + O(\varepsilon^3). \]  

Substituting the equations (28), (29), (30), and (31) into system (26), we obtain three equations as follows.

The first order in \( \varepsilon \):

\[ L_T \begin{pmatrix} u_1 \\ v_1 \end{pmatrix} = 0; \]
The second order in $\epsilon$:

$$L_T \left( \begin{array}{c} u_2 \\ v_2 \end{array} \right) = \frac{\partial}{\partial T_1} \left( \begin{array}{c} u_1 \\ v_1 \end{array} \right) - \beta_1 M \left( \begin{array}{c} u_1 \\ v_1 \end{array} \right) - \left( -2\beta I^* u_1 v_1 - \beta S^* v_1^2 \right);$$

The third order in $\epsilon$:

$$L_T \left( \begin{array}{c} u_3 \\ v_3 \end{array} \right) = \frac{\partial}{\partial T_1} \left( \begin{array}{c} u_2 \\ v_2 \end{array} \right) + \frac{\partial}{\partial T_2} \left( \begin{array}{c} u_1 \\ v_1 \end{array} \right) - \beta_1 M \left( \begin{array}{c} u_2 \\ v_2 \end{array} \right) - \beta_2 M \left( \begin{array}{c} u_1 \\ v_1 \end{array} \right) - P,$$

where

$$P = \left( \begin{array}{c} -2\beta I^* (u_1 v_2 + v_1 u_2) - 2\beta S^* v_1 v_2 - \beta u_1 v_1^2 \\ 2\beta I^* (u_1 v_2 + v_1 u_2) + 2\beta S^* v_1 v_2 + \beta u_1 v_1^2 \end{array} \right).$$

For the first order in $\epsilon$, because $L_T$ is the linear operator of the reduced system close to the initial point, vector $(u_1, v_1)^T$ is a linear combination of the eigenvectors corresponding to the eigenvalue 0. We therefore obtain

$$\left( \begin{array}{c} u_1 \\ v_1 \end{array} \right) = \left( \begin{array}{c} a_1^r D_2 - a_2^r D_1 \\ 2a_1^r D_2 \end{array} \right) W_1 \exp(i\kappa_1 \vec{r}) + W_2 \exp(i\kappa_2 \vec{r}) + W_3 \exp(i\kappa_3 \vec{r}) + c.c.,$$

where $|\kappa_j| = \kappa_j^2$ and $W_j$ is the unknown modulus of $\exp(i\kappa_j \vec{r})$ under the first order perturbation. The form of $W_j$ is determined by higher order perturbations.

For the second-order differential equation in $\epsilon$, we assume

$$L_T \left( \begin{array}{c} u_2 \\ v_2 \end{array} \right) = \frac{\partial}{\partial T_1} \left( \begin{array}{c} u_1 \\ v_1 \end{array} \right) - \beta_1 M \left( \begin{array}{c} u_1 \\ v_1 \end{array} \right) - \left( -2\beta I^* u_1 v_1 - \beta S^* v_1^2 \right) = \left( \begin{array}{c} F_u \\ F_v \end{array} \right).$$

To ensure a nontrivial solution, the vector function on the right hand of equation (35) must be orthogonal with the zero eigenvectors of operator $L_c^\perp$. $L_c^\perp$ is the adjoint operator of $L_c$. In this system, the zero eigenvectors of operator $L_c^\perp$ are

$$\left( \begin{array}{c} a_1^r D_2 - a_2^r D_1 \\ 2a_1^r D_2 \end{array} \right) \exp(-i\kappa_j \vec{r}) + c.c. \ (j = 1, 2, 3).$$

From the orthogonality condition, we get

$$(1 - \frac{a_1^r D_2 - a_2^r D_1}{2a_1^r D_2}) \left( \begin{array}{c} F_u \\ F_v \end{array} \right) = 0,$$

where $F_u^j$ and $F_v^j$ represent the coefficients corresponding to $\exp(i\kappa_j \vec{r})$ in $F_u$ and $F_v$. Taking $\exp(i\kappa_1 \vec{r})$ for example, we have

$$(1 - \frac{D_1}{D_2}) \frac{\partial W_1}{\partial T_1} = \beta_1 (b_{11} + b_{12}) - \frac{\partial D_1}{\partial D_2} l(b_{21} + b_{22}) W_1 - (1 + \frac{D_1}{D_2}) (4\beta_T I^* + 2\beta_T S^*) \tilde{W}_2 \tilde{W}_3.$$
Equilibrium states of system (43) as a function of parameter $\beta$. If system (43) is very close to the bifurcation point (marked by P), then a tiny change in the parameter value may induce an abrupt shift of the system’s state. Black and blue curves respectively correspond to a disease-free and an endemic equilibrium. Solid part of the blue curve indicates stable solutions, whereas dotted part indicates unstable solutions. Parameter values are $B = 0.6$, $d = 0.05$, $\alpha = 4$, $k = 1.42$, and $\theta = 0.4$. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)

A.3. Mathematical analysis of critical transitions

To exemplify the analysis of critical transitions, we take a typical SIS model [228]

$$
\frac{dS}{dt} = B - dS - h(v)S,
\frac{dI}{dt} = h(v)S - (d + \theta)I,
\frac{dv}{dt} = \delta I - \mu v,
$$

(41)

where $S$, $I$, and $v$ represent susceptible hosts, infectious hosts, and free parasites, respectively. $B$ is the birth rate of the susceptibles, $d$ is the natural death rate of hosts, $\theta$ is the per capita infection-related death rate, $\delta$ is the release rate of free virus from an infected host, and a sigmoidal function, $h(v)$, is the rate of infection per host such that

$$
h(v) = \frac{(v/m_0)^k}{1+(v/m_1)^k}, k > 1.
$$

(42)

Based on the quasi-steady-state assumption, $\frac{dv}{dt} = 0$, system (41) simplifies to

$$
\frac{dS}{dt} = B - dS - \frac{\beta I^k}{1 + \alpha I^k}S,
\frac{dI}{dt} = \frac{\beta I^k}{1 + \alpha I^k}S - (d + \theta)I,
$$

(43)

where $\alpha = [\delta/(\mu m_1)]^k$ and $\beta = [\delta/(\mu m_0)]^k$.

As shown in Fig. A.1, system (43) may have three equilibrium states for the same value of parameter $\beta$. In this case, a small perturbation around tipping point P may trigger different dynamical regimes—the fraction of infectious individuals may converge either to a disease-free equilibrium or a stable endemic equilibrium. Approaching the bifurcation point, P, issues an early warning signal that system (43) is about to undergo an abrupt change [191].

Assuming that system (43) has equilibrium state $E^* = (S^*, I^*)$, we make substitutes $S = S^* + s$ and $I = I^* + i$. Then the linearized version of this system becomes

$$
\frac{ds}{dt} = a_{11}s + a_{12}i,
\frac{di}{dt} = a_{21}s + a_{22}i,
$$

(44)
where the Jacobian corresponding to equilibrium point $E^*$ is

$$J = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}.$$ 

If conditions $a_{11} + a_{22} < 0$ and $a_{11}a_{22} - a_{12}a_{21} > 0$ are satisfied, then equilibrium state $E^*$ is stable.

### A.4. Abbreviations

In Table 1, we provide a summary of abbreviations used in the text.
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