Bayesian modelling of scattered light in the LIGO interferometers
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Excess noise from scattered light poses a persistent challenge in the analysis of data from gravitational wave detectors such as LIGO. We integrate a physically motivated model for the behavior of these “glitches” into a standard Bayesian analysis pipeline used in gravitational wave science. This allows for the inference of the free parameters in this model, and subtraction of these models to produce glitch-free versions of the data. We show that this inference is an effective discriminator of the presence of the features of these glitches, even when those features may not be discernible in standard visualizations of the data.

The Laser Interferometer Gravitational-wave Observatory (LIGO) includes a pair of ground-based interferometers. LIGO Hanford and LIGO Livingston, designed to be sensitive to gravitational waves from astrophysical sources. The LIGO detectors are dual-recycled Michelson interferometers with Fabry-Perot arm cavities 4 kilometers in length. Recent observations alongside the Virgo and KAGRA detectors have identified 90 gravitational-wave signals from the mergers of compact objects.

The sensitivity of LIGO is limited both by persistent noise sources, such as quantum noise and thermal noise, as well as transient noise sources, such as earthquakes and thunderstorm activity. Transient noise is manifested in detector data as short-duration bursts of excess power, commonly referred to as “glitches.” Glitches can create challenges for gravitational-wave analyses by either mimicking gravitational-wave signals (preventing identification of signals) or by overlapping detected events (preventing further analysis).

One of the most common sources of transient noise in recent observing runs is from “scattered light.” Imperfections in the mirror surfaces can lead to light scattered off of the main beam path in the interferometer. If the light reflects off of a moving object and then rejoins the main beam path, this adds an additional phase shift to the observed light. Although scattered light may occur randomly, the impact of the source of reflection is well understood. If the scattering occurs from one of the test masses, the most likely source of reflection is the suspension system supporting the test mass or nearby optical components.

The most common source of reflection for scattered light in LIGO during the third recent observing run (O3) was from light reflected off of the reaction reaction mass that is located directly behind the test masses at the end of each arm of the interferometer. Figure 1 shows the optical path of the scattered light from this source of reflection. The reaction chain mass contains an electrostatic drive (ESD) that is used to control the motion of the main test mass. The highly reflective gold coatings used as part of the ESD allowed scattered light to reflect a large number of times, creating scattered light glitches with many archea. The rate of scattered light glitches from this source and others was so high that $\approx 20\%$ of gravitational-wave signals in O3 overlapped in time with such glitches.

In order to prevent glitches present in the data from biasing estimates of the source properties of gravitational-wave signals, any glitches that are nearby or directly overlap gravitational-wave signals are subtracted from the data. Using information from the motion of the suspension system, one can estimate the frequencies of scattered light glitches. However, since these monitors only approximate the motion of the specific surface that is reflecting the light, it is difficult to precisely model individual scattered light glitches using these techniques. Other methods exist to subtract scattered light glitches, but these tools either use weakly modelled techniques or require that there is a relevant sensor which accurately witnesses the source of the glitch. As scattered light glitches have a relatively long duration, rapidly changing frequency, and only witnesses that approximate the true source of the glitching, modelling and subtracting these glitches with these additional techniques is challenging. The high rate of these glitches, combined with a well-understood model for the relevant instrumental mechanism that creates the glitches, makes scattered light glitches ideal candidates to instead model using an analytic methods.

In this letter, we demonstrate how we can utilize the simple harmonic motion of the Advanced LIGO suspension system to model scattered light glitches. We then use Bayesian inference to estimate the parameters of individual scattered light glitches. This tool can be used to precisely model scattered light glitches for both detector characterization and to improve the Bayesian inference of the source properties of detected gravitational-wave events.

Generically, the excess strain noise, $h(t)$, produced by scattering of light with wavelength $\lambda$ can be modeled based on the motion of the relevant surface, $x(t)$:

$$h(t) = A \sin \left( \frac{4\pi}{\lambda} x(t) + \phi \right).$$

Therefore, the instantaneous frequency of this strain noise is

$$f(t) = \left| \frac{1}{2\pi} \frac{d}{dt} \left( \frac{4\pi}{\lambda} x(t) + \phi \right) \right| = \frac{2\sin(t)}{\lambda}.$$
used extensively to help identify the source of scattered light that is observed in gravitational-wave interferometers\textsuperscript{24,25} if the motion of a component in the detector predicts the same frequency evolution as is observed in the strain data, it is likely that the source is nearby this component.

If we assume that the surface that reflects the scattered light is a simple harmonic oscillator with frequency $f_{\text{mod}}$, then the motion of the optic is

$$x(t) = C \sin(2\pi f_{\text{mod}}t).$$

and then setting $f_{\text{harm}} = \max(f(t)) = \frac{4\pi C}{A} f_{\text{mod}}$, we arrive at our scattering equation:\textsuperscript{26}

$$h(t) = A \sin \left[ \frac{f_{\text{harm}}}{f_{\text{mod}}} \sin(2\pi f_{\text{mod}}t) + \phi \right].$$

Physically, $f_{\text{harm}}$ corresponds to the maximum frequency of the scattered light glitch, $1/f_{\text{mod}}$ is twice the duration of each glitch, and $A$ is the amplitude of the strain induced by the glitch. Typically, the relevant frequencies of seismc motion responsible for scattered light glitches are in the microseismic ($\sim 1/6$ Hz) band, resulting in a scattered light glitch every 3 seconds and $f_{\text{mod}} \approx 1/6$ Hz.

To proceed, we now include the previously mentioned complication to this picture: scattering events consist of many harmonics, appearing on top of each other with increasing harmonic frequency and decreasing amplitude, and so accurately characterizing the glitch and removing it from the data stream requires inclusion of all of these harmonics. The frequencies of each harmonic are integer multiples of each other, such that the frequency separation between any two adjacent harmonics is nearly constant; we denote this separation as $f_{\text{diff}}$. Similarly, the modulation frequency and central time are almost exactly constant. Accordingly, we model a collection of $N$ of arches using these relations, with perturbation terms to account for small variations between harmonics:

$$h(t) = \sum_{k=0}^{N} A_k \sin \left[ \frac{f_{\text{harm}}}{f_{\text{mod}}(k)} \sin(2\pi f_{\text{mod}}(k) t - t_{c,k}) + \phi_k \right]$$

Where for $k > 0$

$$f_{\text{harm},k} = f_{\text{harm},0} + kf_{\text{diff}} + \delta f_{\text{harm},k}$$

$$f_{\text{mod},k} = f_{\text{mod},0} + \delta f_{\text{mod},k}$$

$$t_{c,k} = t_{c,0} + \delta t_{c,k}$$

This model greatly increases the sampling efficiency by explicitly including these relationships between harmonics, thus substantially reducing the configuration space of glitch morphology which must be searched. Moreover, the relations in modulation frequencies and central times are consistently almost exact, such that we can set $\delta f_{\text{mod},k} = \delta t_{c,k} = 0$ without affecting the quality of the subtraction, further reducing the complexity of the sampling problem. One limitation of this model is that the total number of harmonics must be fixed before beginning analysis of the data. When we choose to fix the total number of harmonics to $N$, we describe this as the “$N$ arch model.” In a typical $N$ arch inference, we wish to determine the values of $3N + 3$ parameters: the first arch is modeled with base parameters $A_0$, $f_{\text{mod},0}$, $f_{\text{harm},0}$, $t_{c,0}$, and $\phi_0$, while each subsequent arch is modeled with the shared difference parameter $f_{\text{diff}}$, as well as fully independent amplitudes $A_k$ and phases $\phi_k$, and harmonic frequency perturbation $\delta f_{\text{harm},k}$.

This formula describes an infinite series of arches, and so we apply a Tukey window of width $1/2 f_{\text{mod}}$, and windowing parameter $\alpha = 0.2$ centered about the arch sequence of interest.

Because this model has a large number of free parameters, we wish to infer posteriors on their true values, for which we turn to Bayesian inference:\textsuperscript{27} Bayesian inference is built upon Bayes theorem, which for data $d$, parameters $\theta$, and model $\mathcal{M}$ is

$$p(\theta|d, \mathcal{M}) = \frac{p(d|\theta, \mathcal{M}) p(\theta|\mathcal{M})}{p(d|\mathcal{M})}$$

The model $\mathcal{M}$ consists of both the mapping from the parameters $\theta$ to the expected data, and the a priori beliefs about the
parameters $p(\theta|\mathcal{H})$. More typically, we talk about the likelihood $\mathcal{L}(d|\theta) \propto p(d|\theta,,\mathcal{H})$, and the priors $\pi(\theta)$. Following convention, we will always notate posteriors as $p(\theta)$ and priors as $\pi(\theta)$, for brevity. In this formulation we then have

$$p(\theta|d) = \frac{\mathcal{L}(d|\theta)\pi(\theta)}{Z}$$  \hspace{1cm} (10)

Where the evidence $Z$ is the normalizing factor, such that

$$Z = \int \mathcal{L}(d|\theta)\pi(\theta)d\theta$$  \hspace{1cm} (11)

The likelihood for transient behaviors in the data stream, both glitches and true gravitational-wave signals, is well known under the assumption of Gaussian stationary noise\textsuperscript{39}, and is given by

$$\ln \mathcal{L}(\theta) = -\frac{1}{2} \sum_k \left[ \frac{|h_k(\theta) - d_k|^2}{\sigma_k^2} + \ln(2\pi\sigma_k^2) \right]$$  \hspace{1cm} (12)

Where $k$ denotes the frequency bin, $h_k(\theta)$ is the value of the template for $\theta$ at that frequency bin, $d_k$ is the value of the data in that frequency bin, and $\sigma_k$ is the value of the amplitude spectral density for the underlying noise in that frequency bin.

Evaluation of the posterior must be done by numerical methods, typically by sampling with either Markov Chain Monte Carlo (MCMC)\textsuperscript{40} or nested sampling methods\textsuperscript{41}.

We perform sampling with the interface provided by Bilby\textsuperscript{39}, a library for Bayesian inference which is specially adapted for use with Gravitational Wave data. Bilby conveniently allows extension to custom models, and so we use this model in place of a standard gravitational-wave waveform template. Our sampling is done using the Dynesty sampling method\textsuperscript{42}, which is an implementation of the standard nested sampling method\textsuperscript{41}. Briefly, nested sampling methods estimate the evidence by drawing points from the posterior, under a condition of monotonically increasing the minimum likelihood of the "live" set of points. The principal challenge of nested sampling is to draw these points efficiently, since for models with more than a few dimensions the volume of the typical set is many orders of magnitude smaller than the volume of the prior space, and so naive sampling would be woefully inefficient. To do this more efficiently, we use differential evolution methods which draw new proposed points using a set of multiple proposals, each using information about the ensemble of live points at that time. Furthermore, it is desirable to choose priors which are sufficiently constrained as
FIG. 3. Here spectrograms are present for an example in data from LIGO Livingston during the second observing run (O2). The top left shows a real scattering event, corresponding to that plotted in Figure 2, which have six arches visible in the data. The bottom left shows the the subtraction of the reconstruction generated from maximum likelihood parameters for the inference of the scattering event, corresponding to the results plotted in the bottom left panel of Figure 4. Due to asymmetries in the scattering arch, as highlighted in Figure 2, this subtraction is not perfect. Next, on the top right, we inject these maximum likelihood parameters into Gaussian noise, generated according to the amplitude spectral density inferred for a stretch of data from the second observing run (O2). We then subtract the maximum likelihood parameters of the inference on this example, corresponding to the bottom right panel of Figure 4. Notably since the injection is perfectly symmetric, this subtraction is also highly effective.

to not waste computational time, while also being sufficiently uninformed as to not bias the inference. Since the frequencies and central times may be roughly estimated by eye from spectrograms, we set uniform priors centered upon these estimates for $f_{\text{harm},0}$, $f_{\text{mod},0}$, $f_{\text{diff}}$, and $t_c$. Perturbations are centered on 0 with moderate width (for $\delta f_{\text{harm},k}$, this width must be constrained to be less than $f_{\text{diff}}$, lest accidental degeneracies be introduced. Phases are estimated with a uniform prior over angles $[0, 2\pi)$, and amplitudes are estimated with log-uniform priors over 3 to 4 orders of magnitude, since their magnitudes are difficult to estimate from spectrograms.

The wall time of these analyses vary depending on the configuration, the amplitude of the glitch, and the complexity of the parameter space being explored, but are consistently less than one day under reasonable conditions. When run using a pool of 8 CPUs, the shortest run took approximately 20 minutes, while the longest took approximately 13 hours, which is typical for Bayesian inference problems with high dimensionality.

To begin model validation, we conducted 4 injection tests in Gaussian noise, drawn from the amplitude spectral density of the data surrounding the isolated scattering event analyzed below. These consisted of:

1. Injecting a scattered light glitch with 3 arches and recovering them with a 3 arch model,

2. Injecting a scattered light glitch with 3 arches and recovering them with an 8 arch model,

3. Injecting a scattered light glitch with 8 arches and recovering them with a 3 arch model,

4. Injecting a scattered light glitch with 8 arches and recovering them with an 8 arch model.

The left column of Figure 3 shows the injection of case 4, and its residual after subtraction of the model with the maximum likelihood parameters. These tests should allow verification of a number of important points. Firstly, we should be able to accurately recover injected values, even when analyzing only a subset of the arches (case three). Secondly, we should be able to distinguish the absence or presence of arches correctly, in cases two and four, respectively. Finally, we should be able to subtract the recovered parameters and arrive at nearly Gaussian noise. Figure 4 allows for a visualization of the accuracy of our recoveries and the distinguishability of the null case. True (injected) values are accurately recovered for all injected arches. Furthermore, when only three arches are injected, recovery of the other five finds amplitudes that push toward zero, whereas when eight arches are injected, each arch except the last is recovered at distinctly nonzero values. Thus, when applied to true data, we have a meaningful test for model validity, when varying the number of arches being modeled. For the eight arch case, this conclusion is further supported by the spectrograms in Figure 5, where the result of the subtraction is data which is visually indistinguishable from Gaussian noise.

Next, we performed analysis of an isolated scattering event
FIG. 4. Amplitude posteriors for four cases with O2 data and O2-like data are plotted. The top left shows analysis of the O2 scattering example discussed, with inference done using a three arch model. The bottom left shows the sample example, with inference done by an eight arch model. Posteriors for arches recovered in both cases are shown to be consistent, while the eight arch model also recovers amplitudes constrained away from zero for all eight modelled arches, despite only six arches being visible in the corresponding spectrogram (Figure 3). Subtraction of the maximum likelihood parameters for this panel may be seen in the bottom left panel of that figure. On the right, we perform consistency tests by injecting maximum likelihood parameters for the signal analyzed on the left into Gaussian noise drawn from the power spectral density of the example data segment. To test for the possibility of our model returning false positives, we first inject only three arches, while attempting to recover all eight, in the top right panel. Notably, the five not injected have amplitude posteriors consistent with zero, indicating that they are recovering true negatives. Finally, in the bottom left panel we inject eight arches and recover them with an eight arch model. This actually returns a false negative for the eighth arch, which may be due to the specific noise realization, but does imply that the support for the eight arch in the real case must be quite strong. This injection corresponds to the top right panel of Figure 3, while the subtraction of these maximum likelihood parameters may be seen in the bottom right panel of that figure.

in O2 data, under both the assumption that it included only three arches and the assumption that it included up to eight arches. The right panels of Figure 4 show the amplitudes recovered in each of these cases. Of note is the fact that for the eight arch case all eight arches have amplitude posteriors inconsistent with amplitude of zero, which in conjunction with the injection validity tests shows that there is strong evidence that at least eight arches are present in the data, despite the fact that only six may be clearly seen in the spectrogram. Also of note is that for the subset of arches considered, the three arch model is in agreement with the eight arch model, such that while subtraction under the three arch assumption may be incomplete, it is not biased. The subtraction in the spectrogram is somewhat less rosy; while fairly effective, artifacts do remain, especially on the right edge of the arch. This may be traced to asymmetry within the scattering mechanism, which causes a breakdown of the model’s assumption and validity in this regime.

As previously mentioned, due to their width and frequency, scattered light glitches are the most common glitches to overlap true gravitational-wave signals. Although their morphology is distinct from morphology of the types of gravitational-wave signals that have been detected so far, meaning they are less likely to be misidentified as true gravitational waves than other signals, they nonetheless may bias parameter estimation due to the inclusion of excess power in the analysis band. Modeled subtraction of glitch power allows for the cleaning of data near or on top of the signal, without requiring assumptions about the relationship between the observed strain data and a sensor witnessing the source of the glitch, especially with regards to the amplitudes of the harmonics. Joint inference of the glitch model and the gravitational-wave source properties, which we hope to investigate in a future work, will be required for confident subtraction of arches coincident with signals, but inference with restricted priors may still allow for glitch subtraction without affecting the underlying signal. Particularly useful is the modelled test for the presence or absence of arches not seen in spectrograms. This allows for checks of the effect of cleaning procedures, ensuring that there is no residual power overlapping the signal being analyzed.

To consider this, we investigate the case of
GW191109_010717, a signal in O3. GW191109_010717 was a high-mass system observed in LIGO Hanford and LIGO Livingston, which were both experiencing scattered light glitches at the time of the event. Scattered light glitches were subtracted from the data from both detectors using the Bayeswave algorithm. In LIGO Livingston the signal overlapped directly with a slow scattering arch, while in LIGO Hanford it did not, and so we focus on the case of Livingston. GW191109_010717 is also notable for the inference of a negative value of the effective aligned spin parameter $\chi_{\text{eff}}$ which has been tentatively connected to whether or not data that contains a scattered light glitch is used in the analysis.

For the data from the LIGO Livingston detector, we apply our model in two cases: a set of arches a few seconds before the signal but not overlapping it, and the arches which directly overlap the signal. In the off-signal case, we use an eight arch model, while for inference on the signal we restrict ourselves to 3 arch analysis. When doing analysis of an overlapping gravitational-wave signal and scattering event, overly broad priors may allow the gravitational-wave signal power to be conflated with glitch power. Targeted priors reduce the impact of this, since the morphology of the arches and of the gravitational-wave signal - especially the values of $f_{\text{mod}}$ which would be inferred for each - are inconsistent, but as a matter of safety we restrict ourselves to the region below $40\,\text{Hz}$, where the glitch has been shown to have the most effect. Subtraction for each case may be seen in Figure 3 and is visually successful. In the off signal case, we are able to achieve successful subtraction, and notably only find support for the lower three arches which are visible. Because the same scatterer generates the arches on-signal, this lends support to the possibility that there are only three arches in the on-signal case as well, but this cannot be confirmed for lack of joint inference. Meanwhile, we are able to cleanly subtract the three arches we do search for in the on-signal case. While it is interesting to investigate how the use of this method impacts estimates of the signal’s source properties, we defer this question to future studies.

Modelling scattered light glitches using Bayesian inferences and a physically motivated model as presented in this letter has a number of benefits as compared to previous methods used to characterize and subtract these glitches. Firstly, modeled inference allows for robust subtraction of these glitches from detector data, including when coincident with true gravitational-wave signals. Secondly, we have shown that this modeled inference provides as meaningful test of the presence or absence of higher arch harmonics which may be present in the data, including arches which are not visible within spectrograms and thus might otherwise escape detection. Characterizing scattered light glitches in this way is independent of whether a source of the scattered light has been identified. Together, these two features have the potential to make this an important tool in mitigation of scattered light glitches in the future. Because our method uses the standard inference tools of gravitational wave parameter estimation, there are good prospects for future development of joint inference methods, allowing for disentanglement of scattered light glitches from true signals, and reducing the chances of...
misidentifying scattered light with features in these signals.
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