Dual parquet scheme for the two-dimensional Hubbard model:
Modelling low-energy physics of high-$T_c$ cuprates with high momentum resolution
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We present a new method to treat the two-dimensional (2D) Hubbard model for parameter regimes which are relevant for the physics of the high-$T_c$ superconducting cuprates. Unlike previous attempts to attack this problem, our new approach takes into account all fluctuations in different channels on equal footing and is able to treat reasonable large lattice sizes up to 32x32. This is achieved by the following three-step procedure: (i) We transform the original problem to a new representation (dual fermions) in which all purely local correlation effects from the dynamical mean field theory are already considered in the bare propagator and bare interaction of the new problem. (ii) The strong 1/(iv)2 decay of the bare propagator allows us to integrate out all higher Matsubara frequencies besides the lowest using low order diagrams. The new effective action depends only on the two lowest Matsubara frequencies which allows us to, (iii) apply the two-particle self-consistent parquet formalism, which takes into account the competition between different low-energy bosonic modes in an unbiased way, on much finer momentum grids than usual. In this way, we were able to map out the phase diagram of the 2D Hubbard model as a function of temperature and doping. Consistently with the experimental evidence for hole-doped cuprates and previous dynamical cluster approximation calculations, we find an antiferromagnetic region at low-doping and a superconducting dome at higher doping. Our results also support the role of the van Hove singularity as an important ingredient for the high value of $T_c$ at optimal doping. At small doping, the destruction of antiferromagnetism is accompanied by an increase of charge fluctuations supporting the scenario of a phase separated state driven by quantum critical fluctuations.

PACS numbers: 71.27.+a, 71.10.Fd

I. INTRODUCTION

Some of the features that make cuprates distinctly different from other known families of superconductors are the record high critical temperature $T_c$ at ambient pressure and the simultaneous presence of different collective modes in the phase diagram (for a review see, e.g., Refs. 1,3). At half-filling (i.e., in the undoped parent compound) and at low doping ($\delta \lesssim 0.03$), an antiferromagnetic (AFM) phase is observed. Strong spin fluctuations prevail in a much broader doping region ($\delta \sim 0.2 \ldots 0.4$) surrounding the narrow AFM state. This is not surprising taking into account the layered structure of cuprate compounds: in a purely planar system the AFM state would be fully suppressed at finite temperature, while the fluctuations would still be present. However, it can be disputed how the AFM state breaks down at the microscopic level. Several scenarios have been proposed including the formation of spin and charge stripes,5,6 a phase separated state where extra charges form droplets in the AFM medium and even glassy phases.7,8 On the single-electron level, a destruction of the AFM ordering is accompanied by the formation of the famous pseudogap state,9 in which the Fermi surface near the anti-nodal direction is destroyed, likely because of the strong collective fluctuations.10

A further increase of doping away from half-filling results in the formation of the superconducting (SC) state with d-wave symmetry.11,14 In the (temperature vs. doping) phase diagram, it forms a dome peaked at optimal doping $\delta_{\text{opt}} \approx 15\%$. While this feature is virtually common to all hole-doped cuprate compounds, the nature of the superconducting phase is, however, still highly debated. The absence of an isotope effect15,16 of the form $T_c \sim 1/\sqrt{M}$ suggests that the pairing glue for the electrons is not (exclusively) due to phonons. Instead, collective excitations of the electrons themselves, such as the above mentioned antiferromagnetic spin fluctuations, may generate an effective attractive interaction. As an additional ingredient which is potentially responsible for the high value of $T_c$ at optimal doping the presence of a van Hove singularity has been discussed.17,20

The above mentioned formation of a pseudogap as well as the anomalous non-Fermi-liquid-like behavior of certain transport properties with doping and temperature indicate that the physics of the cuprates originates from—or is at least substantially affected by—strong correlation effects between the electrons.21 This is consistent with the widely accepted assumption that the physical properties of cuprates are dominated by the electrons in the partially filled $3d_{x^2−y^2}$ orbital of the copper atoms in the CuO2 planes. Therefore, the planar single-band Hubbard model on a square lattice, which incorporates correlation effects via a purely local on-site Coulomb repulsion $U$, is commonly used for the theoretical description of these compounds. One should mention, that this model neglects several possibly important
degrees of freedom in realistic cuprate crystals: The tunnel coupling between different CuO$_2$ planes, phonon degrees of freedom which may be responsible for the experimentally observed charge density waves, or oxygen p-orbitals which can give rise to a metal-to-insulator transition of charge-transfer type. Nevertheless, the Hubbard model is usually considered as a minimal model which incorporates the important correlations effects in the Cu $d_{x^2-y^2}$ orbitals.

Thus, mapping out the phase diagram of the Hubbard model is vitally important for our understanding of the physics of cuprates. Calculations for the Hubbard model are, however, extremely difficult in the parameter regimes relevant to cuprate systems. Although, the d-wave superconductivity arises in both the strong and the weak coupling limit of the Hubbard Hamiltonian, in the cuprates the value of the Coulomb interaction $U$ is comparable to the bandwidth $W$ ($U \sim W$). This prevents any perturbative treatment in both $U$ and $W$ starting from the weakly interacting Fermi gas or isolated atoms, respectively. The sign problem on the other hand, imposes severe difficulties for lattice Quantum Monte Carlo calculations away from half-filling. Embedding approaches such as the density matrix embedding theory or the site occupation embedding theory are restricted to zero (or very low) temperature and/or to one-dimensional systems. Similar problems arise for the density matrix renormalization group technique which provides almost exact results in one dimension but is very hard to extend to higher dimensions. A recently suggested numerical renormalization group method or the site occupation embedding theory is confined to zero temperature and small lattice sizes ($4 \times 4$ stripes). Functional renormalization group (fRG) approaches are a powerful tool to take into account the mutual screening between competing bosonic modes. However, they can provide an accurate quantitative description only at weak coupling.

To overcome the above-mentioned difficulties, a comprehensive theory for the solution of the 2D Hubbard model should be able to correctly capture at least the two most important features of this system: (i) It should incorporate nonperturbatively strong local correlation effects leading to the spectral weight-transfer and renormalization of the electronic density of states, and (ii) it has to take into account long-range correlation effects due to competing collective bosonic modes in different scattering channels. The situation becomes even more complicated because these phenomena occur at very different energy scales ranging from 10 meV for (ii) to several eV for (i).

As for local correlations, the dynamical mean field theory (DMFT) has become the standard tool for the description of correlated model systems and materials by replacing the actual lattice of interacting sites by a single interacting site embedded in a self-consistent noninteracting bath. In this way, DMFT takes into account all purely local correlations but captures long-range bosonic collective modes only on a mean-field level. In particular, the mutual interaction and screening effects between bosonic fluctuations in competing channels are not sufficiently considered.

The most straightforward way to overcome this problem and include spatial nonlocality in the framework of DMFT is to use cluster methods instead of the single-site scheme. This has lead to the development of the cellular DMFT (CDMFT) and the dynamical cluster approximation (DCA) which consider a cluster of interacting site in real or momentum space, respectively. CDMFT calculations with a properly periodized $2 \times 2$ cluster indeed yield a SC phase underlying the SC area in phase diagram and moreover predict various phenomena such as phase separation, a Lifshitz transition, a momentum-sector-selective metal-insulator transition, or pseudogap behavior.

Unfortunately, cluster approaches can take into account nonlocal correlations only within the cluster size. This is limited by the exponential growth of the Hilbert space to about $4 \times 4$ sites even within a single orbital model. Phenomena such as a QCP or spin fluctuations are, however, intrinsically long-ranged. Convergence of the results with the cluster size can be therefore be questioned. To circumvent such problems, diagrammatic extensions of DMFT have been suggested in the last decade. They allow, at least in principle, to handle correlations at all length and energy scales on equal footing. These approaches construct a perturbation theory around DMFT using the Green’s function and the local two-particle vertices of DMFT as building block for the diagrammatic expansions. These schemes benefit from a natural separation of high-energy local physics, which is accounted for by DMFT, and the low-energy bosonic collective modes, which are treated diagrammatically. Various flavors of diagrammatic extensions of DMFT have been developed, such as the dynamical vertex approximation (DVA), the dual fermion (DF) theory, the dual boson (DB) scheme, the one-particle irreducible approach (1PI), the TRILEX and the QUADRILEX method, as well as mergers of (extended) DMFT and fRG such as the DMFT(fRG) and the 2PI-IRG approaches. They differ mainly in the choice of diagrams which are constructed on top of DMFT. In most cases, random phase approximation (RPA), or fluctuation exchange (FLEX), type diagrams in one scattering channel have been considered. However, requires an a priori knowledge of the dominating fluctuations and cannot describe the interplay between different channels which is necessary to obtain $d$-wave superconductivity from the repulsive Hubbard model. Multichannel FLEX diagrams on the other hand, indeed predict $d$-wave superconductivity.
matic extension of DMFT that use such diagrams yield very different phase diagrams, showing rather poor coincidence with the experimentally observed one. For example, TRILEX produces the superconducting dome, but not the AF peak. FLEX-like diagrams with DMFT, which consider the particle-hole and particle-particle channel, can describe antiferromagnetism well and give rise to the superconductivity, but they do not show the SC-dome structure. FLEX + DMFT calculations, on the other hand, produce a far too broad dome. The DFA-ladder calculation of the pairing vertex does indicate a dome which is, however, located at very small doping when a realistic electron dispersion is considered. Overall, multichannel FLEX-like diagrams suffer from the insufficient treatment of the mutual screening between competing fluctuations.

A quantitatively accurate theory which takes into account all mutual screening effects between the different bosonic modes and is self-consistent at the one- and the two-particle level can be built from the parquet equations. They construct all one- and two-particle correlation functions from the fully irreducible vertex of the system. Approximating this vertex with the bare interaction leads to the so-called parquet approximation. In the framework of diagrammatic extension of DMFT, the DFA replaces the fully irreducible vertex by the corresponding local one of DMFT. However, although the method formally obeys a polynomial complexity, in practice it is numerically very expensive as it requires the full two-particle vertex functions which depend on three frequencies and three momenta. This restricts practical calculation to very small momentum grids of about 6x6 sites, even if one uses highly elaborated parametrizations of the frequency and the momentum grids or solves the parquet equations by means of the multiloop technique.

To mitigate these limitations, we propose a parquet method in which the Matsubara frequency grid is reduced to the lowest Matsubara frequencies. Our method can be presented as a three-step procedure: First, we solve the local DMFT impurity problem which provides us the basic elements for our diagrammatic expansion, i.e., the DMFT Green’s function as well as the local vertex function. Secondly, we integrate out the higher Matsubara frequencies using the dual-fermion theory which provides an optimal framework for a diagrammatic expansion around DMFT. Third, we solve our low-frequency effective model by means of the parquet equations which is possible due to the reduction to only a few Matsubara frequencies for lattices up to 32x32 sites.

The plan of the paper is the following: In Sec. II we present the basic formalism and derive our method. Our results for the 2D Hubbard model are discussed and compared to other approaches in Sec. III. Specifically we plot the phase diagram, calculate the fluctuations in spin, charge and superconducting channels for different points of the high-temperature phase, and analyze the pairing glue and the origin of the dome structure observed in our study. Sec. IV is devoted to conclusions and an outlook.

II. MODEL AND METHOD

A. Definition of the model and DMFT

We consider the Hubbard Hamiltonian on a 2D square lattice:

\[ \hat{H} = \sum_{\mathbf{k}, \sigma} (\epsilon_{\mathbf{k}} - \mu) \hat{c}_{\mathbf{k}\sigma}^\dagger \hat{c}_{\mathbf{k}\sigma} + U \sum_i \hat{n}_{i\uparrow} \hat{n}_{i\downarrow}, \]

where \( \hat{c}_{\mathbf{k}(i)\sigma} \) is an annihilation (creation) operator for an electron with momentum \( \mathbf{k} \) (or at lattice site \( i \)) and spin \( \sigma = \uparrow, \downarrow \). The dispersion relation is given by \( \epsilon_{\mathbf{k}} = -2t(\cos k_x + \cos k_y) - 4t' \cos k_x \cos k_y - 2t''(\cos 2k_x + \cos 2k_y) \), \( \mu \) is the chemical potential, and \( U \) denotes the Coulomb repulsion between two particles at the same lattice site.

Within the DMFT approximation, one replaces the actual lattice of interacting sites by a single interacting site (=impurity) which hybridizes with a noninteracting bath. This corresponds to an Anderson impurity model (AIM) which can be represented by the action \( S_{\text{imp}} \)

\[ S_{\text{imp}}[\hat{c}^\dagger, \hat{c}] = \sum_{\nu \sigma} \left[ -i \nu - \Delta_\nu - \mu \right] \hat{c}_{\nu\sigma}^\dagger \hat{c}_{\nu\sigma}^\dagger + U \int_0^\beta d\tau \hat{c}_{\uparrow}^\dagger(\tau) \hat{c}_{\downarrow}(\tau) \hat{c}_{\uparrow}(\tau) \hat{c}_{\downarrow}(\tau), \]

where \( \hat{c}_{\nu} \) are the Grassmann fields corresponding to the operators \( \hat{c}_{\nu}^\dagger, \tau \in [0, \beta] \) is an imaginary time, \( \nu = \frac{\tau}{\beta}(2n+1) \), \( n \in \mathbb{Z} \), the corresponding fermionic Matsubara frequency, and \( \beta = 1/T \) the inverse temperature. Summations over Matsubara frequencies include the normalization factor \( \beta^{-1} \). The hybridization function \( \Delta(\nu) \) between the impurity and the bath is determined by the DMFT self-consistency condition which requires the local part of the lattice Green’s function in the DMFT approximation (i.e., with the self-energy replaced by the local one of the impurity problem) to be identical to the corresponding impurity Green’s function:

\[ \sum_{\mathbf{k}} G_{\mathbf{k} \mathbf{k}', \nu}^{\text{DMFT}}(\nu) = \sum_{\mathbf{k}} [i \nu - \epsilon_{\mathbf{k}} + \mu - \Sigma_\nu]^{-1} = g(\nu), \]

where \( \Sigma_\nu \) is the local impurity self-energy and \( g_\nu = [\nu - \Delta_\nu + \mu - \Sigma_\nu]^{-1} \) the impurity Green’s function. The \( \sum_{\mathbf{k}} \equiv \frac{1}{V_{BZ}} \int_{BZ} d^2 k \) is the normalized momentum integral over the first Brillouin zone (BZ) with the volume \( V_{BZ} \).

The impurity self-energy \( \Sigma \) captures all purely local correlations of the system while nonlocal correlations are neglected. In the next section, we will outline our new approach which constructs nonlocal correlations from the DMFT starting point.
B. Low-frequency model and parquet equations

Our new approach to find an (approximate) solution of the Hubbard model can be divided into three steps which we outline in the following.

1. Local correlations and DF transformation

Since an exact calculation of the one- and two-particle correlation functions for the Hamiltonian in Eq. (1) is not possible so far we have to apply perturbation theory. However, a perturbative expansion in the bare Green’s function and the bare interaction cannot capture the important local correlations and the related Mott physics. Hence, a reformulation of perturbation theory in terms of the DMFT Green’s function and the local DMFT two-body type. With this approximation the effective interaction between the dual fermions becomes

\[ V[f^\dagger_i, f_i] \approx -\sum_{\nu/\omega, \sigma} \gamma_{\nu/\omega, \sigma} f^\dagger_{\nu \sigma} f_{\nu + \omega + \sigma} f_{\nu + \omega} f^\dagger_{\nu \sigma}, \]

where \( \gamma_{\nu/\omega, \sigma} \) denotes the local two-particle vertex of the AIM and \( \omega = \frac{\pi}{\beta} m, \ m \in \mathbb{Z} \), is a bosonic Matsubara frequency.

2. Effective low-frequency model

The complex frequency dependence of the effective interaction \( V[f^\dagger, f] \) makes a diagrammatic expansion for the action in Eq. (4) very difficult. In particular, the dependence of the vertex \( \gamma_{\nu/\omega, \sigma} \) on three frequencies typically restricts the choice of Feynman diagrams to rather simple topologies such as ladders in a single scattering channel. Since this is not sufficient for the description of competing fluctuations, a simplification of the frequency and/or momentum dependence of the one- and two-particle correlation functions is highly desirable.

The second step, and at the same time central idea, of our new approach is a reduction of complexity in the frequency domain in the dual action Eq. (5). To achieve this, we split the \( f \)-variable in the spirit of Wilson’s renormalization group (40) into a low- and a high-energy part

\[ f^{(t)} = \begin{cases} f^{(t)}_{\nu \sigma} & \text{if } |\nu| \leq \nu_{\text{max}} \\ 0 & \text{if } |\nu| > \nu_{\text{max}} \end{cases} \]

where \( \nu_{\text{max}} \) is the cutoff frequency.

This allows us to separate the total action in Eq. (5) into a lesser part \( S_0[f_{<}] \) which depends only on \( f^{(t)}_{<} \) and a greater part which depends on both \( f^{(t)}_{<} \) and \( f^{(t)}_{>} \):

\[ S[f^\dagger, f] = S_0[f^\dagger_{<}, f_{<}] + S_0[f^\dagger_{>, f_{>}}] + S_{>}[f^\dagger_{>, f_{>}}, f^\dagger_{<}, f_{<}], \]

Then, we integrate out high-frequency fields in the functional integral representation of the partition function \( Z \) considering the diagrams depicted in Fig. 4 for the perturbative expansion of \( e^{-S_{>} \ldots} \):

\[ Z = \int Df^\dagger Df^\dagger_{<} e^{-S[f^\dagger, f]} = \int Df^\dagger_{<} Df^\dagger_{>, f^\dagger_{<}} Df^\dagger_{>, f^\dagger_{>, f}} e^{-S_0[f^\dagger_{<}, f^\dagger_{<}] - S_0[f^\dagger_{>, f^\dagger_{<}}, f^\dagger_{>, f^\dagger_{<}}] - S_{>}[f^\dagger_{>, f^\dagger_{<}}, f^\dagger_{>, f^\dagger_{<}}, f^\dagger_{>, f^\dagger_{<}}] = \int Df^\dagger_{<} Df^\dagger_{<} e^{-S_0[f^\dagger_{<}, f^\dagger_{<}]} \int Df^\dagger_{>} Df^\dagger_{>, f^\dagger_{<}} e^{-S_0[f^\dagger_{>, f^\dagger_{<}}] - S_{>}[f^\dagger_{>, f^\dagger_{>, f^\dagger_{<}}, f^\dagger_{>, f^\dagger_{<}}] = Z_{>} \int Df^\dagger_{<} Df^\dagger_{<} e^{-S_0[f^\dagger_{<}, f^\dagger_{<}].} \]
which gives rise to the effective low-frequency action

\[ S_{\text{eff}}[f_{\nu}, f_{\nu}] = S_0[f_{\nu}, f_{\nu}] + \ln \langle e^{-S_{\nu}}[f_{\nu}, f_{\nu} ; J] \rangle > \]

\approx S_0[f_{\nu}, f_{\nu}] - \frac{1}{2} \left( \langle S_{\nu}^2 \rangle - \langle S_{\nu} \rangle^2 \right), \tag{10} \]

where \( \langle \ldots \rangle > \) denotes an expectation value with respect to the high-frequency fields, i.e., taking the path integral over all fields \( f_{\nu}^{\dag} \) and \( f_{\nu} \) with \( |\nu| > \pi/\beta \). The resulting action \( S_{\text{eff}} \) depends only on the lowest fermionic Matsubara frequencies \( \nu = \pm \frac{\pi}{2} \). To present the explicit expression, we use a simplified notation adopting a multi-index \( 1 = (\nu, k, \sigma) \) which includes frequency, momentum, and spin degrees of freedom. In this notation, the effective action reads

\[ S_{\text{eff}} = -\sum \bar{G}_{12}^{-1} \bar{f}_{1}^{\dag} f_{2}^{\dag} f_{2} f_{1} - \frac{1}{4} \sum \mathcal{V}_{1234} \bar{f}_{1}^{\dag} f_{2}^{\dag} f_{3} f_{4}, \tag{11} \]

where the effective bare propagator \( \bar{G}_{12} \) is given by

\[ \bar{G}_{12}^{-1} = \bar{G}_{0,12}^{-1} - \frac{1}{2} \sum \tilde{\gamma}_{1345} \tilde{\gamma}_{7682} \bar{G}_{0,36} \bar{G}_{0,47} \bar{G}_{0,85}, \tag{12} \]

and the effective bare interaction \( \mathcal{V}_{1234} \) can be represented as

\[ \mathcal{V}_{1234} = \tilde{\gamma}_{1234}^{(2)} + \frac{1}{4} \sum \left( 2 \tilde{\gamma}_{1278}^{(2)} \tilde{\gamma}_{5634}^{(2)} - \frac{1}{2} \tilde{\gamma}_{1836}^{(2)} \tilde{\gamma}_{5274}^{(2)} \right) \times \bar{G}_{0,58} \bar{G}_{0,76}, \tag{13} \]

where a summation/integration over repeated indices is assumed.

Let us stress, that similar simplifications of the frequency dependence of the vertex function has been used also for fRG studies of the 2D Hubbard model. However, these approaches differ in two crucial aspects from our approach.

(i) First, and probably most important, in the above-mentioned fRG studies the simplification in the frequency domain has been applied directly to the Hubbard model in Eqs. [1]. In this case, the bare propagator for the construction of a diagrammatic perturbation theory decays as \( 1/\nu \) for \( \nu \to \infty \). On the contrary, starting from the dual action in Eq. [1], the bare propagator decays much faster, i.e., as \( 1/\nu^2 \), which supports the general picture of the DF approach as a theory, which constructs low-energy (or low-frequency) corrections around the DMFT solution of the Hubbard model.

(ii) The second difference between our new technique and the above-mentioned fRG schemes is that in the latter approaches the frequency space has just been truncated to the lowest Matsubara frequency, losing information about the effect of the high-energy onto the low-energy physics. In our approach, this information from higher frequencies is partially taken into account by our downfolding procedure. This may be particularly important in the presence of strong correlations where the formation of Hubbard subbands occurs at such high frequencies. The overall importance of the downfolding procedure and the question whether the diagrams in Fig. 1 are indeed sufficient for a comprehensive description of the effective model requires, however, further investigation.

3. Parquet equations

The simplifications leading to \( S_{\text{eff}} \) in the previous section allow us now to apply highly advanced diagrammatic techniques for the treatment of our effective problem. The parquet formalism is an approach, which is able to take into account fluctuations in all scattering channels (i.e., spin, charge, and particle-particle or pairing channel) as well as their mutual interaction and screening effects. It constructs the full two-particle vertex function \( F \) from a single input quantity, i.e., the fully irreducible vertex function \( \Lambda \). Moreover, the one-particle self-energy \( \Sigma \) is derived from the full vertex \( F \equiv \gamma^{(2)} \) via the equation of motion which guarantees the consistency between the one- and the two-particle correlation functions.

For completeness, let us briefly recapitulate the parquet formalism (for details we refer to Appendix C and Refs. [54] and [71]): The full vertex \( F \) can be decomposed into a fully irreducible vertex \( \Lambda \) and vertices \( \Phi_r \), reducible in particle-hole, particle-hole transverse and particle-particle channels \( (r = ph, ph, pp) \). This decomposition is expressed by the purely algebraic Parquet equation

\[ F = \Lambda + \Phi_{ph} + \Phi_{ph} + \Phi_{pp}, \tag{14} \]

which is represented diagrammatically in Fig. 2. The reducible vertices \( \Phi_r \), in turn, correspond to ladder diagrams in the given scattering channel \( r \) which are constructed from the corresponding irreducible vertex \( \Gamma_r = F - \Phi_r = FGG \), (where \( G \) denotes the single-particle Green’s function). This gives rise to the so-called Bethe-Salpeter (BS) equations in all three scattering channels \( r = ph, ph, pp \).

\[ F_{1234} = \Gamma_{1234}^{ph} + F_{1256}^{\beta} G_{57} G_{86} \Gamma_{7834}^{ph}, \tag{15a} \]

\[ F_{1234} = \Gamma_{1234}^{ph} + F_{1256}^{\beta} G_{57} G_{86} \Gamma_{1837}^{ph}, \tag{15b} \]

\[ F_{1234} = \Gamma_{1234}^{pp} + F_{1256}^{(-\beta/2)} G_{57} G_{68} \Gamma_{7834}^{pp}. \tag{15c} \]
which are depicted diagrammatically in Fig. 2. Let us stress that, in contrast to the simple algebraic parquet Eq. (14), the BS Eqs. (15) are complex integral equations since a summation over the repeated indices 5,6,7, and 8 has to be performed. For a fixed input $\Lambda$, Eqs. (14) and (15) are iterated for a given one-particle Green’s function $G$ (see small inner loop on the right-hand side of the flow diagram in Fig. 3). After convergence, a new self-energy is obtained from $\Sigma$ via the so-called Schwinger-Dyson equation (or Heisenberg equation of motion)

$$\Sigma_{12} = V_{12,34} G_{34} + V_{13,45} \beta^2 G_{36} G_{58} F_{67,82},$$

which is depicted diagrammatically in Fig. 4. From the updated $\Sigma$, a new Green’s function is obtained through the Dyson equation

$$G = (G_{0}^{-1} - \Sigma)^{-1}$$

on a much finer momentum grid than in previous parquet calculations.

**C. Technical details**

We solve the impurity problem using an Exact Diagonalization solver and compute local Green’s functions and local two-particle vertex functions for a given temperature and chemical potential. The Parquet solver extensively uses CUDA for parallel computations.

As discussed in the previous section, the Parquet formalism involves the iteration of an inner and an outer self-consistency loop for the vertex function $F$ and the self-energy $\Sigma$, respectively (see Fig. 3). The initial guess of $\Sigma$ and $F$ is essential for the convergence of the algorithm to a stable solution. The most convenient way for the initial guess is to choose all irreducible vertices $\Gamma$ and the full vertex $F$ equal to $\Lambda$, and put an imaginary part of the self-energy equal to a very large number (several bandwidths) in order to sufficiently suppress the size of the ladders in the BS equation in the first iteration. To avoid instabilities, damping factors for updates have been
introduced:

\[ \Sigma = \alpha \Sigma_n + (1 - \alpha) \Sigma_{n-1}, \quad (17a) \]
\[ \Gamma = \alpha \Gamma_n + (1 - \alpha) \Gamma_{n-1}. \quad (17b) \]

We have also enforced conservation of crossing symmetry during the calculations [22].

The main advantage of the Parquet formalism with respect to cluster calculations is that it scales algebraically with the size of the system \( O(n_c \times n_k \times n_{s}) \), where \( n_s = 2 \) is a number of spin components in contrast to the exponential scaling of cluster methods. Let us emphasize that in our case a further reduction of complexity is achieved by \( n_c = 2 \).

\section{III. RESULTS}

In this section, we present the results for the 2D Hubbard model on a square lattice as obtained by the approach discussed in the previous Sec. II. For the nearest-, next-nearest- and next-next-nearest-neighbor hopping parameters we have selected the values \( t = 0.25 \text{eV}, \quad t' = -0.2t \) and \( t'' = 0.1t \), respectively, which are relevant for the high-temperature superconducting cuprate compound BSSCO [29]. The interaction value has been chosen as \( U = 8t \) which corresponds to an intermediate-to-strong coupling regime for which at half-filling a Mott metal-to-insulator transition is observed in DMFT [30]. For the solution of the parquet equations we have discretized the Brillouin zone using 16 \( \mathbf{k} \)-points in each direction for most of the calculations and 32 \( \mathbf{k} \)-points in specific situations in order to analyze the dependence on the grid size.

The calculations have been performed at different values of the chemical potential \( \mu \). The corresponding number of particles per lattice site \( n = \langle \hat{n} \rangle = \langle \hat{n}_{\uparrow} \rangle + \langle \hat{n}_{\downarrow} \rangle \) or, correspondingly, the doping \( \delta = 1 - n \) have been calculated in the standard way by summing the one-particle Green’s function \( G(\nu, \mathbf{k}) \) over frequencies and momenta, i.e., \( n = \frac{1}{\pi} \sum_{\nu, \mathbf{k}} G(\nu, \mathbf{k}) e^{i\nu\delta} = 1/2 + \frac{1}{\pi} \sum_{\nu, \mathbf{k}} \text{Re} G(\nu, \mathbf{k}) \) with \( \delta \to +0 \). For the lowest Matsubara frequency \( \nu = \pi/\beta \), the one-particle Green’s function of our downfolded model has been obtained by means of the parquet equations, while for the larger frequencies the Green’s function of DMFT has been used for the calculation. This procedure is justified by the fact, that nonlocal correlations (or correlations in general) affect most strongly the low-energy physics while at higher frequencies the Green’s function approaches its non-interacting value. However, it should be mentioned that a rigorous verification of this assumption requires a systematic extension of the effective low-frequency model to two and more Matsubara frequencies, which will be considered in a future research work (see outlook in Sec. IV). In any case, while close to half-filling and at very low temperatures the dependence of \( n \) on \( \mu \) can exhibit a rather complicated singular behavior [31]. Fig. 6 shows that for higher values of \( T \) considered here, \( n(\mu) \) is a regular featureless function which does not differ much from the curve obtained using DMFT. For lower values of temperature however the difference is increased but still stays regular and relatively small near the optimal doping. This has allowed us to straightforwardly recast our results in the following sections, which have been originally obtained for fixed values of \( \mu \), in terms of the filling \( n \) (or, equivalently, of the doping \( \delta = 1 - n \)).

\subsection{A. Phase diagram}

Fig. 7 shows the phase diagram of the Hubbard model as a function of temperature and doping. Close to half-filling (\( \delta = 0 \)), we observe an antiferromagnetic phase with a quasi-long-range order while at larger values of the doping a superconducting phase emerges.

The notion of “phase” in the present context should be clarified. Let us stress that here it does not refer to a state...
with a real long-range order in the thermodynamics limit which would be signaled by a diverging spin or pairing susceptibility at the transition point. In fact, in 2D a long-range magnetic order is restricted to \( T = 0 \) according to the Mermin Wagner theorem. On the other hand, a superconducting state of Kosterlitz-Thouless type can exist in 2D at finite temperatures, characterized by a diverging correlation length but a finite susceptibility which can, however, not be accessed by our method.

Instead, the colored regions in Fig. 7 which mark the different phases, indicate the areas where the corresponding antiferromagnetic or superconducting fluctuations become very large which is reflected in a sizable which is reflected in a sizable...
that antiferromagnetic fluctuations are relevant in the regime where we refer to antiferromagnetic eigenvalue. The latter exhibits a much increase of \( \lambda \) for \( \delta \approx 0 \). Upon increasing doping one approaches the superconducting dome where it crosses and eventually becomes larger than \( \lambda_{\text{AF}} \). At the lower value of the doping (\( \delta = 0.025 \)), the superconducting fluctuations are strongly suppressed over the entire accessible temperature range as it can be seen in Fig. [9]. As expected, the antiferromagnetic fluctuations are larger close to half-filling and increase upon lowering the temperature. Finally, let us analyze the leading eigenvalues as a function of doping at the maximum temperature of the superconducting dome (see Fig. [10]). As expected, for lower values of \( \delta \) antiferromagnetic fluctuations dominate while \( \lambda_{\text{SC}} \) is almost zero. Upon increasing doping one approaches the superconducting dome which is reflected in a strong increase of \( \lambda_{\text{SC}} \) which eventually crosses the leading antiferromagnetic eigenvalue. The latter exhibits a much weaker doping dependence and is sizable also in the region where \( \lambda_{\text{SC}} \) approaches 1. We can, hence, conclude that antiferromagnetic fluctuations are relevant in the entire phase diagram with an expected maximum at low values of doping and temperatures while superconducting fluctuation are sharply restricted to a region very close to the superconducting dome. This also agrees with the fact that antiferromagnetic fluctuations provide the effective "pairing glue" for the electrons in order to form a superconducting state and, hence, should not be small close to the superconducting area of the phase diagram.

Let us discuss the role of uniform \( |q = (0,0)| \) charge fluctuations which are reflected by the behavior of the corresponding eigenvalue \( \lambda_{\text{CH}} \). As expected for a system with a repulsion between the particles, charge fluctuations are suppressed in a large region of the phase diagram. In particular, close to half-filling (\( \delta = 0.025 \) in Fig. [9]) \( \lambda_{\text{CH}} \) is almost 0 for all temperatures with a small increase for \( T \to 0 \). Interestingly, at optimal doping (Fig. [8]) this increase upon lowering \( T \) is much more pronounced which indicates that in the region where \( d \)-wave superconductivity prevails also charge fluctuations become non-negligible. Turning our attention to the doping dependence of \( \lambda_{\text{CH}} \) in Fig. [10] we observe a very interesting feature: For the maximal superconducting temperature \( T = 0.075 \), \( \lambda_{\text{CH}} \) exhibits a maximum at \( \delta \sim 0.08 \). One can speculate that this remarkable behavior might be a signature of a quantum critical point triggered by charge fluctuations which is responsible for the physics observed in a wide range of the phase diagram although it has to be said that such features are typically found at larger values of doping in DCA calculations. Moreover, enhanced charge fluctuations support the picture that AF order breaks down due to the formation of a phase separated state [12] in which the holes form (maybe virtually) droplets in the AF background as predicted in Ref. [11]. While in the latter paper only nonlocal fluctuations in the spin channel were taken into account, our dual parquet calculations allow to access the charge channel also, and the emergence of an increased charge sus-
FIG. 11. Spin susceptibilities calculated for a 16x16 lattice at three different values of the doping $\delta = 0.03$ (left), 0.15 (center) and 0.19 (right) at $T = 0.07t$ where the superconducting dome reaches its maximum.

C. Type of superconducting and spin fluctuations

In this section, we investigate the type of the magnetic and superconducting fluctuations which we have identified in the previous sections. To this end we analyze the momentum dependence of the corresponding susceptibilities and eigenvectors of the BS kernels which are related to the leading eigenvalues [see Eq. (19)].

An evaluation of the physical susceptibility $\chi^r_Q$ requires the summation of the generalized susceptibility $\chi^{PP'}_r$ over the fermionic indices $P$ and $P'$ (i.e., over the fermionic Matsubara frequencies $\nu$ and $\nu'$ as well as over the momenta $k$ and $k'$):

$$\chi^r_Q = \sum_{PP'} \chi^{PP'}_r.$$  \hspace{1cm} (21)

For the evaluation of this expression we consider only the two lowest Fermionic Matsubara frequencies for the summation over the fermionic indices, because only $|\nu| = \pm \frac{\pi}{\beta}$ are present in our downfolded effective action.

One could think about a more sophisticated solution in analogy to the above calculation of $n(\mu)$, where we have adopted the DMFT Green’s function for the summation over the higher frequencies $|\nu| > \frac{\pi}{\beta}$ (see the discussion at the beginning of Sec. III). However, using the DMFT results for the two-particle quantity $\chi^{PP'}_r$ for $|\nu|, |\nu'| > \frac{\pi}{\beta}$ in Eq. (21) is questionable as the DMFT susceptibil-
ties are obtained from a single Bethe-Salpeter equation in the given channel $r$ neglecting mutual screening effects between the channels. Hence, such a construction might add a bias to the (channel-unbiased) parquet results for the low-frequency model and, hence, worsens the results. Moreover, it is currently unclear how to treat the situation where $\nu = \pm \frac{\pi}{2}$ and $|\nu'| > \frac{\pi}{2}$ (or vice versa) which would require a deeper analysis of this problem by tracing the calculation of the generalized susceptibilities within the downfolding procedure. In general we expect, that the above described calculation of susceptibilities, using only the lowest fermionic Matsubara frequencies, yields reasonable results because long-range bosonic fluctuations are typically associated with low energies. Nevertheless, the problem of a consistent evaluation of $\chi^Q_r$ within our low-frequency model requires further investigation.

Figure 11 shows the spin susceptibility $\chi^{\omega=0;q}$ for the bosonic frequency $\omega=0$ as a function of $q_x$ and $q_y$. Consistent with the analysis of the eigenvalues, at low doping $\delta = 0.03$ antiferromagnetic spin fluctuations dominate which is indicated by a strong peak at $q = (\pi, \pi)$. For larger dopings, this maximum of $\chi^{\omega=0;q}$ is reduced but, nevertheless, remains at the wave vector $q = (\pi, \pi)$. This proves that the spin fluctuations, which have been shown to be sizable in the entire phase diagram, are indeed of antiferromagnetic nature in the whole parameter regime under investigation. This is also consistent with the results obtained earlier by DCA in Ref. 13.

In particular, our data preclude the emergence of spin stripes which have been discussed controversially on both the experimental \cite{8} and the theoretical \cite{7} side. This further strengthens the assumption that antiferromagnetism break down due to the formation of a phase separated state rather than due to a stripe ordered state as discussed at the end of Sec. IIIB.

Let us now turn our attention to the pairing fluctuations. As expected, close to a superconducting instability, $\chi^{\omega=0;q}$ is strongly peaked at $q = 0$ close to the superconducting dome. This feature is well reproduced by our numerical data in Fig. 12 which also gives further support for the validity of our approximation for the calculation of $\chi^Q$. The physically more interesting question, however, concerns the nature of the superconducting fluctuations. Such an information is encoded in the momentum dependence of the eigenvectors $\Phi_{pp}(Q=0)$ \cite{19} of the BS equation which corresponds to the leading superconducting eigenvalue. In Fig. 13 these eigenfunctions are shown for three different values of the doping at temperatures close to the superconducting dome (i.e., where the corresponding leading eigenvalue is 0.99). One observes a clear $d$-wave structure corresponding to an eigenfunction $\Phi(k) \sim f_d(k) = \cos(k_x) - \cos(k_y)$ for all values of the doping. In order to quantify this qualitative finding we have projected $\Phi(k)$ onto the $s$-, $p$- and $d$-wave form factors $|f_s(q)| = 1$, $f_p(q) = \cos(k_x)$ or $\cos(k_y)$ and

FIG. 13. Eigenfunctions of Bethe-Salpeter equations in the particle-particle channel for a 16x16 lattice at the dopings $\delta = 0.09$ (left), 0.15 (center), and 0.19 along the superconducting dome.

FIG. 14. An eigenfunction of Bethe-Salpeter equations in the particle-particle channel at optimal doping for a 32x32 lattice.
$f_d(\mathbf{k}) = \cos(k_x) - \cos(k_y)$, respectively. This results in a fraction of 0.86, 0.92 and 0.85 for the $d$-wave, 0.04, 0.03 and 0.05 for the $p$-wave and 0.1, 0.05 and 0.1 for the $s$-wave contribution for $\delta = 0.09$, 0.15 and 0.19, respectively. These numerical results, hence, clearly reflect the $d$-wave nature of the superconducting fluctuations. Let us stress that our results for the susceptibilities are stable with respect to the size of the momentum grid as it is illustrated in Fig. 4 for a 32x32 $k$-lattice.

D. Pairing glue and origin of the dome structure

An important question regarding the phase diagram of the 2D Hubbard model concerns the origin of the pairing glue and -related to this problem- the reason for the dome-like structure of the superconducting region. To this end, we analyze the BS equation for the generalized susceptibility $\chi^{PPQ}_s$ in the (singlet) pairing channel

$$\left[\chi^{PPQ}_s\right]^{-1} = \left[\chi^{PPQ}_0\right]^{-1} + \Gamma^{PPQ}_s,$$  \hspace{1cm} (22)

where $\chi^{PPQ}_0 = \frac{1}{dG}G_{-P-Q}\delta_{PP'}$ is the bare pairing bubble and $\Gamma^{PPQ}_s$ two-particle irreducible vertex in the singlet pairing channel. Considering the relation between $\chi_s$ and $F_s$ in Eq. \((20a), Eq. (22) corresponds one-to-one to the BS equation for $F_{PP'}$ discussed in Sec. IIIIA and, hence, an eigenvalue $\lambda_{SC} = 1$ indicates a divergence of $\chi^{PPQ}_s$ [i.e., a vanishing of the l.h.s. of Eq. \((22)]$. Obviously, a zero on the l.h.s. of Eq. \((22)$ has to be generated by the interplay between the bare pairing susceptibility $\chi^{PPQ}_0$ and the irreducible (singlet) pairing vertex $\Gamma^{PPQ}_s$ which represents the effective attractive interaction between the electrons. Unfortunately, such an interplay is difficult to analyze because the objects in Eq. \((22)$ are matrices in the fermionic (frequency and momentum) variables $P$ and $P'$. In order to get a better physical intuition we follow the ideas of Ref. \[33\] and average all quantities over the fermionic indices $P = (\nu, \mathbf{k})$ and $P' = (\nu', \mathbf{k}')$ whereas for the momentum average we include the $d$-wave form factor $f_d(\mathbf{k})$:

$$\chi^{-1}_0(\delta, T) = \sum_P [\chi^{PPQ}_0]^{-1} f_d^2(\mathbf{k}) \hspace{1cm} (23a)$$

$$V_{eff}(\delta, T) = - \sum_{PP'} f_d(\mathbf{k}) \Gamma^{PPQ}_s \chi^{PPQ}_0 f_d(\mathbf{k}'). \hspace{1cm} (23b)$$

Applying this projection to Eq. \((22)$ we obtain a Stoner-like criterion for the vanishing of the projected inverse susceptibility $[\chi^{PPQ}_s]^{-1}$:

$$\chi^{-1}_0(\delta, T) = V_{eff}(\delta, T), \hspace{1cm} (24)$$

where $V_{eff}$ can be interpreted as effective pairing interaction. In Fig. 4 we have plotted $\chi^{-1}_0(\delta, T)$ and $V_{eff}(\delta, T)$ at the maximal temperature $T_{max}$ of the superconducting dome as a function of doping. A touching of the two curves corresponds to the onset of superconducting order. One can clearly see that neither $V_d$ nor $\chi^{-1}_0$ exhibit a dome structure as a function of doping which, hence, originates from an interplay of these two quantities. Remarkably, $V_d$ (blue line) exhibits a monotonous increase of the effective pairing interaction upon lowering the doping and takes it maximum at half-filling where antiferromagnetic spin fluctuations dominate. In order to gain a better physical understanding of this interesting behavior of $V_d$, we use the parquet equation

$$\Gamma^{PPQ}_s = \Lambda^{PPQ}_s + \frac{1}{2} \left[ \Phi^{PPQ}_d(Q-P-P') + \Phi^{PPQ}_d(Q-P)(P'-P) \right] - \frac{3}{2} \left[ \Phi^{PPQ}_m(Q-P-P') + \Phi^{PPQ}_m(Q-P)(P'-P) \right], \hspace{1cm} (25)$$

and project it on the $d$-wave form factor as in Eqs. \((23)$. In this way, $V_d$ can be split into three contributions $V_{La}$, $V_{CH}$ and $V_{SP}$ originating from the fully irreducible vertex $\Lambda^{PPQ}_s$, form the reducible charge vertex $\Phi^{PPQ}_d$ and from the reducible spin vertex $\Phi^{PPQ}_m$, respectively. Fig. 10 shows that the major contribution to the $d$-wave pairing glue $V_d$ can be traced back to spin fluctuations represented by $V_{SP}$ (i.e., the $d$-wave projection of the reducible spin vertex, red line). A further examination of the momentum sum for the calculation of $V_{SP}$ [see also Eqs. \((23)\)] reveals that the by far most important contribution stems from a single grid point $\mathbf{k} - \mathbf{k'} = (\pi, \pi)$ (orange curve) which confirms that antiferromagnetic spin fluctuations can be identified as the main source for the pairing glue which leads to superconductivity in the model.

The same antiferromagnetic fluctuations which make $V_d$ large, on the other hand, open a gap in the spectral function and, hence, suppress the one particle Green’s function $G_P$ and consequently the bubble $\chi_0$. This triggers a corresponding increase of $\chi^{-1}_0$ upon lowering the doping (black line), leading to the above mentioned competition between this quantity and $V_d$ which is responsible for the dome structure of the superconducting phase.

Let us finally mention an interesting feature observed in $\chi^{-1}_0$ at optimal doping ($\delta = 0.15$), where the curves touch each other. There, $\chi^{-1}_0$ shows a non-monotonous behavior and exhibits a minimum as a function of doping. This feature can be seen as an increase of the effective density of states (DOS) near the Fermi level and appears, hence, to be responsible for the strong enhancement of superconducting fluctuations while $V_d$ is monotonous and rather featureless in this region of the phase diagram. In Fig. 5 we have also plotted the DMFT data for $\chi^{-1}_0$ (thin black line). It can be seen that the DMFT also shows a peculiarity in $\chi^{-1}_0$, although it is less pronounced and slightly shifted to the smaller doping.

The increase in the DOS can be attributed to the effect of a van Hove singularity, which crosses the Fermi level close to optimal doping. In correlated systems, the corresponding flattening of the dispersion law has to be
attributed to non-Fermi liquid effects. They enhance the contribution of van Hove singularities to the DOS with respect to the $\propto \ln^2 \beta$ expression known for the noninteracting Fermi gas in 2D. This enhancement is not seen on the DMFT level (see thin black line in Fig. 15) but arises in nonlocal extensions of DMFT. Whether the observed behavior is related to the anomalous temperature behavior of the the bubble $\chi_0(T) \sim \frac{1}{\sqrt{T}}$, which has been reported in DCA studies and related to a quantum critical point below the superconducting dome, is a question for future research work.

E. Spectral properties

Let us turn our attention to spectral properties obtained from our parquet equations. Since the self-energy and the Green’s function are known only for the first fermionic Matsubara frequencies it is difficult to perform an analytic continuation to the real frequency axis in order to obtain a spectral function. However, interesting information can be already extracted from the self-energy at the lowest Matsubara frequency. Fig. 17 shows $\Sigma_K$ for $\nu = \pi/\beta$ as a function of $k_x$ and $k_y$. Our results confirm the general wisdom that in the underdoped regime of the 2D Hubbard model above the superconducting dome a pseudogap region emerges with a momentum selective suppression of spectral weight. Our data indeed show a large value of the imaginary part of the self-energy (corresponding to a suppression of spectral weight) at $K = (0, \pi)$ and considerable lower value of $\text{Im} \Sigma$ for $K = (\pi/2, \pi/2)$. Such a behavior, we find only at low doping while for higher values of $\delta$, e.g., for optimal doping this feature disappears (not shown).

F. Comparison with other methods

In this section, we compare our phase diagram with corresponding results obtained by a number of different many body methods (see Fig. 18). Let us however stress that the purpose of this part of the paper is not a systematic analysis of our new methods w.r.t. other approaches but rather to demonstrate its applicability for obtaining reasonable results which are consistent with those of other approaches and potentially have the capability to
FIG. 18. Phase diagram for different methods: dual-fermion parquet for $U = 8t$, $t' = -0.2t$, $t'' = 0.1t$, DCA$^{13}$ for $U = 6t$, $t' = -0.2t$, $t'' = 0$, dual-fermion$^{14}$ for $U = 8t$, $t' = t'' = 0$, DMFT+FLEX$^{15}$ for $U = 5t$, $t' = -0.2t$, $t'' = 0.16t$.  

IV. CONCLUSIONS AND OUTLOOK

We have developed a new many-body approach for systems characterized by local interactions but essentially non-local correlations (which can be also referred to as ultra quantum matter). Physically our approach relies on the relation between the length and energy scales for correlations: the high-energy part of correlations is assumed to be local, whereas non-local correlations are associated with mutually interacting low-energy collective modes. Technically, the method can be described as a three-step procedure: (i) We map the original problem of interacting electrons onto a corresponding problem for dual particles which include all fully local correlation effects of DMFT already at the lowest (i.e., 0th) order of the perturbation theory. (ii) Within the path integral representation for the partition function we have integrated out all higher Matsubara frequencies $|\nu| > \pi/\beta$ by means of selected diagrams yielding a low-frequency effective theory including only the fermionic frequencies $\nu = \pm \pi/\beta$. This simplification has (iii) allowed us to apply one of the most complete theories, i.e., the parquet formalism, to this problem which – in contrast to simple ladder approaches – takes into account mutual screening effects between all different scattering channels. Moreover, due to the reduction of complexity in frequency space we were able to apply the parquet equations for much finer momentum grids w.r.t. to previous works.

We have applied our new approach to the hole-doped two dimensional Hubbard model in parameter regimes which are relevant for the high-temperature superconducting cuprates. Consistent with earlier DCA studies on this problem, we have found a dome shaped superconducting region in the doping vs. temperature phase diagram and an antiferromagnetic region for small values of the doping. Furthermore, we could demonstrate that antiferromagnetic spin fluctuations represent the pairing glue for superconductivity which, consistently, exhibits a $d$-wave nature. Interestingly, AF fluctuations are sizable in the entire phase diagram while their superconducting counterparts are restricted to an area very close to the superconducting dome. The same AF fluctuations are responsible for a suppression of the single-particle Green’s function and the interplay between this effect and the enhancement of the effective pairing interaction could be shown to be responsible for the dome-like shape of the superconducting region. We have presented evidence that the effective DOS at the optimal doping is increased due to the presence of van Hove singularity increased by the non-Fermi-liquid effects. Finally, we have also observed enhanced charge fluctuations in the weak-to-intermediate doping regime which is consistent with the scenario of charge-fluctuation driven quantum critical point below the superconducting dome. Observed charge fluctuations also support the scenario for the breakdown of the AF order due to phase separation. Hence, overall it can be stated that our new method captures well the main features of the 2D Hubbard model in the considered...
parameter regime.

Nevertheless, our consideration left some open questions. The reduction of the effective model to only the first fermionic Matsubara frequency makes difficult the extraction of spectral properties or the consistent calculation of susceptibilities. This is one of the reasons why we left out of a detailed analysis of the single particle properties. Moreover, it is unclear how strongly the absence of the higher Matsubara frequencies affects the final results. These questions require a further intense investigation, for instance, including two or more fermionic frequencies in the effective model and/or comparing the effect of different Feynman diagrams when integrating out the high-frequency degrees of freedom. Furthermore, a better comparison of our findings with the results of other approaches requires a systematic analysis in the entire phase space spanned by the parameters $U$, $\mu$, $T$ and $t'$. The simplified frequency nature of our approach might also allow for an extension to more realistic models including, for instance, more orbitals. Finally, it might be possible to incorporate further simplifications into our scheme, such as an improved momentum grid or alternatives to parquet equations which are also unbiased.
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Appendix A: Definitions

In this section we will introduce definitions of vertex functions, which are used throughout the paper. The two-particle imaginary time Green’s function is defined as

$$G_{kk',q,\sigma'}^{(2)}(\tau_1, \tau_2, \tau_3) = \langle T e_{k,\sigma}^\dagger(\tau_1) c_{k+q,\sigma}(\tau_2) c_{k',+q',\sigma'}(\tau_3) c_{k',\sigma'}(0) \rangle. \quad (A1)$$

Performing Fourier transform for imaginary time arguments, we get Matsubara frequency Green’s function in particle-hole notation:

$$G_{kk',q,\sigma'}^{(2),\nu\nu'} = \int_0^\beta d\tau_1 d\tau_2 d\tau_3 e^{i\nu\tau_1} e^{i(\nu+\omega)\tau_2} e^{i(\nu'+\omega)\tau_3} G_{kk',q,\sigma'}^{(2)}(\tau_1, \tau_2, \tau_3). \quad (A2)$$

Since the parquet equations include all scattering channels on equal footing, we also introduce the particle-particle representation where the transfer momentum is defined as $q_{pp} = q + k + k'$, $\omega_{pp} = \omega + \nu + \nu'$, so $G_{kk',q,\sigma\sigma'}^{(2),\nu\nu'} = G_{kk',q+kk',\sigma\sigma'}^{(2),\nu\nu'}$. Next, we introduce generalized susceptibilities:

$$\chi_{kk',q,\sigma\sigma'}^{\nu\nu'} = G_{kk',q,\sigma\sigma'}^{(2),\nu\nu'} - \beta G_{kk',q',\sigma\sigma'} G_{kk',q\sigma\sigma'}^0 \delta_{\nu,0} \delta_{\nu',0}. \quad (A3)$$

The full two-particle vertex function $F_{r,\nu\nu'}$ is defined in the following way:

$$\chi_{r,\nu\nu'} = \chi_{0,\nu\nu'} - G_{\nu,\nu,k} G_{\nu',\nu,k+q} F_{r,\nu\nu'} (\nu,\nu,k+q) G_{\nu',\nu,k'} G_{\nu',\nu,k'+q}, \quad (A4)$$

$$\chi_{0,\nu\nu'} = -\beta G_{\nu,\nu,k} G_{\nu',\nu,k+q} \delta_{\nu,0} \delta_{\nu',0} \delta_{kk'}, \quad (A5)$$

where $r$ is one of four spin channels: density (charge), magnetic (spin), singlet and triplet

$$F_d = F_{\uparrow\downarrow\uparrow\downarrow}^{ph} + F_{\uparrow\downarrow\uparrow\downarrow}^{ph}, \quad (A6)$$

$$F_m = F_{\uparrow\downarrow\uparrow\downarrow}^{ph} - F_{\uparrow\downarrow\uparrow\downarrow}^{ph}, \quad (A7)$$

$$F_s = F_{\uparrow\downarrow\downarrow\uparrow}^{pp} - F_{\uparrow\downarrow\uparrow\downarrow}^{pp}, \quad (A8)$$

$$F_t = F_{\uparrow\uparrow\downarrow\downarrow}^{pp} + F_{\downarrow\uparrow\downarrow\uparrow}^{pp} \quad (A9)$$

We also introduce the vertex functions $\Gamma_r$ which are irreducible in channel $r$ and can be defined via the Bethe-Salpeter
to introduce auxiliary Green’s functions for high and low frequencies. It has to be emphasized that the downfolding shares some similarities with Wilson’s renormalization group where

\[ K \] and

\[ \beta \] correspond to the momentum dependence. A full vertex function is usually written in a three index notation, \( \nu \) and

\[ \nu' \] are fermionic frequencies, which correspond to an ingoing and an outgoing electrons respectively, and \( \omega \) is a bosonic transfer frequency. In case of a particle-hole vertex function the two ingoing electrons have frequencies \( \nu' \) and \( \nu' + \omega \), whereas the two outgoing electrons \( \nu \) and \( \nu + \omega \). In our downfolded model, the frequencies of these electrons are only allowed to take values \( \pm \pi / \beta \) corresponding to the Matsubara indices 0 and –1. Therefore, there are only 6 six frequency components of \( ph \)-vertex functions (where the numbers refer to fermionic Matsubara indices): \( F^{0000} \), \( F^{00-} \),

\[ F_{d/m}^{KK'Q} = \Gamma_{d/m}^{KK'Q} + \frac{1}{\beta} \sum_{p} \Gamma_{d/m}^{KPQ} G_{p} G_{P + Q} F_{d/m}^{PP'Q}, \] (A10)

\[ F_{s/t}^{KK'Q} = \Gamma_{s/t}^{KK'Q} + \frac{1}{2\beta} \sum_{p} \Gamma_{s/t}^{KPQ} G_{p} G_{Q - P} F_{s/t}^{K(P-Q)Q}, \] (A11)

where \( K = (k, \nu) \). The corresponding complementary vertices \( \Phi_r \) which are reducible in channel \( r \) are defined as

\[ \Phi_r^{KK'Q} + \Gamma_r^{KK'Q} = F_r^{KK'Q}. \] (A12)

**Appendix B: Effective model**

In this section we present more detailed expressions for the propagator and the interaction of the effective low-frequency model. It has to be emphasized that the downfolding shares some similarities with Wilson’s renormalization group with the key difference that instead of high momenta high frequencies are integrated out. It is, hence, useful to introduce auxiliary Green’s functions for high and low frequencies:

\[ G_{\nu, k}^< = \begin{cases} \tilde{G}_{0, \nu, k}, & \text{if } |\nu| \leq \nu_{\text{max}}, \\ 0, & \text{if } |\nu| > \nu_{\text{max}}, \end{cases} \quad G_{\nu, k}^> = \begin{cases} 0, & \text{if } |\nu| \leq \nu_{\text{max}}, \\ \tilde{G}_{0, \nu, k}, & \text{if } |\nu| > \nu_{\text{max}}, \end{cases} \] (B1)

where \( \tilde{G}_{0, \nu, k} \) is the bare dual Green’s function.

As discussed in Sec. [B2] we use second-order perturbation theory in order to construct the effective action:

\[ S_{\text{eff}}[f_\nu] \approx S_{<}[f_\nu] - \frac{1}{2} \left( \langle S_{<}[f_\nu, f_{\nu'}] \rangle - \langle S_{>}[f_\nu, f_{\nu'}] \rangle \right)^2 = - \sum \tilde{G}_{12}^{-1} f_{1<} f_{2<} + \frac{1}{4} \sum V_{1234} f_{1<} f_{2<} f_{3<} f_{4<}, \] (B2)

where \( S_{<}[f_\nu] = -G_{12}^{-1} f_{1<} f_{2<}, \quad S_{>}[f_\nu, f_{\nu'}] = -\frac{1}{4} \sum \tilde{G}^{(2)}_{1234} (f_{1<} f_{2<} + f_{1<} f_{2<}) (f_{3<} f_{4<}), \quad \tilde{G}_{12} \) is the effective propagator and \( V_{1234} \) the effective interaction of our downfolded model. We can also rewrite the action in a three-index notation:

\[ S_{\text{eff}} = - \sum \tilde{G}_{\nu, k}^{-1} f_{\nu, k} f_{\nu', k'} + \sum \nu_k \omega_{\nu', \nu} f_{\nu, k} f_{\nu', k'} f_{\nu, k'} f_{\nu', k}, \] (B3)

where the effective propagator and interaction are

\[ \tilde{G}_{\nu, k}^{-1} = G_{\nu, k}^{-1} - \frac{1}{4 \beta} \sum \gamma_{\nu, \nu', \omega, \sigma, \sigma'}^{(2)} G_{\nu, k}^> G_{\nu', \omega + \nu, k}^> G_{\nu', \omega + \nu, k}^> G_{\nu, k}^> \] (B4)

\[ \nu_{\nu', \omega, \sigma, \sigma'} = \gamma_{\nu, \nu', \omega, \sigma, \sigma'}^{(2)} G_{\nu, k}^> G_{\nu', \omega + \nu, k}^> \] (B5)

**Appendix C: Parquet equations for the low-frequency model**

First, we consider the structure of vertex functions which depend on two fermionic frequencies, ignoring for the moment the momentum dependence. A full vertex function is usually written in a three index notation, \( F_{\nu, \omega}^{\nu', \omega'} \), where \( \nu \) and \( \nu' \) are fermionic frequencies, which correspond to an ingoing and an outgoing electrons respectively, and \( \omega \) is a bosonic transfer frequency. In case of a particle-hole vertex function the two ingoing electrons have frequencies \( \nu' \) and \( \nu' + \omega \), whereas the two outgoing electrons \( \nu \) and \( \nu + \omega \). In our downfolded model, the frequencies of these electrons are only allowed to take values \( \pm \pi / \beta \) corresponding to the Matsubara indices 0 and –1. Therefore, there are only 6 six frequency components of \( ph \)-vertex functions (where the numbers refer to fermionic Matsubara indices): \( F^{0000} \), \( F^{00-} \),
$F^{00-1}$, $F^{-100}$, $F^{-1-10}$, and $F^{-1-11}$. In case of a particle-particle vertex functions outgoing and ingoing frequencies are $\nu$, $\omega - \nu$, and $\nu', \omega - \nu'$ respectively. Therefore, there are other six types of vertex functions in $pp$-notation: $F_{pp}^{00-1}$, $F_{pp}^{01-1}$, $F_{pp}^{10-1}$, $F_{pp}^{11-1}$, and $F_{pp}^{11-12}$. In this section we will show that standard diagrammatic equations do not generate other types of frequency structures. The most straightforward way to demonstrate this is simply to write down explicitly the equations for all possible frequency combinations. Let us consider two examples: the case $(\nu, \nu', \omega) = (-1, -1, 0)$ for the density channel, and $(\nu, \nu', \omega) = (-1, -1, -2)$ for the triplet channel:

$$F_{d, kk}^{-1-10} = \Gamma_{d, kk}^{-1-10} + \frac{1}{\beta} \sum_p \left( \Gamma_{d, kpq}^{-1-10} G_{-1, p} G_{-1, p+q} F_{d, pk'}^{-1-10} + \Gamma_{d, kpq}^{-1-10} G_{0, p} G_{0, p+q} F_{d, pk'}^{-1-10} \right),$$

(C1)

$$F_{t, kk}^{-1-1-2} = \Gamma_{t, kk}^{-1-1-2} + \frac{1}{\beta} \sum_p \Gamma_{t, pk'}^{-1-1-2} G_{-1, p} G_{-1, q} F_{t, k(q-p)}^{-1-1-2},$$

(C2)

It is easy to see that the vertices on the right-hand side are from the list of allowed vertex types.

Next, we consider parquet equations:

$$A_d^{KK'Q} = \Gamma_d^{KK'Q} + \frac{1}{2} \Phi_d^{K(K+Q)(K'-K)} + \frac{3}{2} \Phi_m^{K(K+Q)(K'-K)} - \frac{1}{2} \Phi_s^{K(K+Q)(K'-K)} - \frac{3}{2} \Phi_t^{K(K+Q)(K'-K)},$$

(C3a)

$$A_m^{KK'Q} = \Gamma_m^{KK'Q} + \frac{1}{2} \Phi_d^{K(K+Q)(K'-K)} - \frac{1}{2} \Phi_m^{K(K+Q)(K'-K)} + \frac{3}{2} \Phi_s^{K(K+Q)(K'-K)} - \frac{1}{2} \Phi_t^{K(K+Q)(K'-K)},$$

(C3b)

$$A_s^{KK'Q} = \Gamma_s^{KK'Q} - \frac{1}{2} \Phi_d^{K(K'-Q-K') + \frac{3}{2} \Phi_m^{K(K'-Q-K')} - \frac{1}{2} \Phi_s^{K(K'-Q-K')} + \frac{3}{2} \Phi_t^{K(K'-Q-K')},$$

(C3c)

$$A_t^{KK'Q} = \Gamma_t^{KK'Q} - \frac{1}{2} \Phi_d^{K(K'-Q-K')} + \frac{3}{2} \Phi_m^{K(K'-Q-K')} - \frac{1}{2} \Phi_s^{K(K'-Q-K')} + \frac{3}{2} \Phi_t^{K(K'-Q-K')},$$

(C3d)

We can do the same analysis as before. For example, let us consider frequencies $(\nu, \nu', \omega) = (0, -1, 0)$ for a magnetic channel, and $(\nu, \nu', \omega) = (-1, -1, -1)$ for a singlet channel:

$$A_{m, kk}^{00-1} = \Gamma_{m, kk}^{00-1} + \frac{1}{2} \Phi_{dd}^{00-1}(k+k)(k-k') - \frac{1}{2} \Phi_{mm}^{00-1}(k+k)(k-k') - \frac{1}{2} \Phi_{ss}^{00-1}(k+k)(k-k') - \frac{1}{2} \Phi_{tt}^{00-1}(k+k)(k-k'),$$

(C4a)

$$A_{s, kk}^{-1-1-1} = \Gamma_{s, kk}^{-1-1-1} - \frac{1}{2} \Phi_{dd}^{-1-1}(k-k') + \frac{3}{2} \Phi_{mm}^{-1-1}(k-k') - \frac{1}{2} \Phi_{ss}^{-1-1}(k-k') + \frac{3}{2} \Phi_{tt}^{-1-1}(k-k').$$

(C4b)
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