Models for supercritical motion in a superfluid Fermi liquid
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We study the drag force on objects moving in a Fermi superfluid at velocities on the order of the Landau velocity \( v_L \). The expectation has been that \( v_L \) is the critical velocity beyond which the drag force starts to increase towards its normal-state value. This expectation is challenged by a recent experiment measuring the heat generated by a uniformly moving wire immersed in superfluid \(^3\)He. We introduce the basis for the calculation of the drag force on a macroscopic object using the Fermi-liquid theory of superfluidity. As a technical tool in the calculations we propose a boundary condition that describes diffuse reflection of quasiparticles from a surface on a scale that is larger than the superfluid coherence length. We calculate the drag force on steadily moving objects of different sizes. For an object that is small compared to the coherence length, we find a drag force that is in accordance with the expectation. For a macroscopic object we need to take into account the spatially varying flow field around the object. At low velocities this arises from ideal flow of the superfluid. At higher velocities the flow field is modified by excitations that are created when the flow velocity locally exceeds \( v_L \). The flow field causes Andreev reflection of quasiparticles and thus leads to change in the drag force. We calculate multiple limiting cases for a cylinder-shaped object. In the absence of quasiparticle-quasiparticle collisions we find that the critical velocity is larger than \( v_L \) and the drag force (per cross-sectional area) at \( 2v_L \) is reduced by an order of magnitude compared to the case of a small object. In a collision-dominated limit the flow shows signs of instability at a velocity below \( v_L \).

I. INTRODUCTION

For many purposes it would be beneficial to travel fast. The problem is that higher velocities generally require more power. Often the force needed to move an object increases rapidly beyond a critical velocity. For example, an airplane exceeding the velocity of sound requires more power as it starts to emit a cone of sound waves [1]. These waves are stationary in the frame fixed to the airplane. Related energy loss mechanism appears for fast charged particles in a medium, observed as Cherenkov radiation, when the particle velocity exceeds the velocity of light in the medium [2]. Similar situation occurs in media supporting waves or elementary excitations which have nontrivial dispersion. For example, there is a critical velocity for emission of waves on the surface of liquid [3, 4]. For ships this critical velocity is impractically low, but nevertheless the power consumption of a ship increases rapidly when the ship velocity exceeds the phase velocity of relevant surfaces waves (leading to the concept of hull speed). The leading waves, and the only ones in linear approximation, have a phase velocity whose component in the direction of the ship equals the ship velocity, and thus are stationary in the frame of the ship. The same concept applies to objects moving in superfluids. In this context the condition is known as Landau criterion. Lev Landau suggested that superfluidity results from the absence of these type of stationary elementary excitations [5]. Such a linear-response critical velocity has been observed in the boson superfluid \(^4\)He under pressure with ions [6]. There is evidence of a similar critical velocity in the fermion superfluid \(^3\)He, also obtained with ions [7].

Often the critical velocity derived from a linear theory is considered as an upper limit of low-dissipation motion. Namely, there can be other, more complicated and nonlinear effects that lead to large dissipation already at lower velocities. In particular, there can be eddies in the fluid. In superfluids, the eddies consist of quantized vortices. For most experiments in superfluids with either a moving macroscopic object or flow, the motion becomes dissipative at such low velocities that even achieving the Landau velocity becomes difficult [8–12].

Against this background, it came as a surprise that Bradley et al. [13] reported observation of low-dissipation motion of a macroscopic object in superfluid \(^3\)He at velocities exceeding twice the Landau critical velocity. The experiment was made in superfluid \(^3\)He-B at temperatures \( T \) well below the superfluid transition temperature \( T_c \). The moving object was a wire able to move at a constant velocity for a time span of \( \sim 100 \) ms. The dissipation increased gradually with increasing velocity, but there were no particular features that could be interpreted as a critical velocity.

The purpose of this communication is to present some theoretical models that are related to fast motion in a Fermi superfluid. We start by setting up the problem and explaining some basic concepts that are used in the calculations (Sec. II). For a pointlike impurity we calculate the force which, according to expectation, vanishes at \( T = 0 \) for velocities below the Landau velocity, \( v < v_L \), and starts to increase toward its normal state value for \( v > v_L \) (Sec. IV). The situation is more complicated for an object larger than the coherence-length scale. Firstly, the superfluid flow around the object causes Andreev reflection of quasiparticles. This reduces the number of scattered quasiparticles that are able to escape
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from the object and thus reduces the force on the object. We demonstrate this by calculating the drag force on a cylinder assuming an ideal-fluid flow field (Sec. V). Secondly, the flow field is modified by local pair breaking already at object velocities less than \( v_L \). We calculate self-consistently the velocity field in two extreme cases. In the limit of no collisions between quasiparticles we show that a local supercritical flow could be stable in some range of object velocities (Sec. VI). The opposite extreme is that full equilibrium is achieved through collisions in the region near the object. In this case we find indication of instability, possibly towards vortex formation (Sec. VII). As a technical tool in the calculations we propose a mesoscopic diffuse-scattering boundary condition in the superfluid state (Sec. III).

\section{II. \textbf{BASIC CONCEPTS}}

We study a rigid object moving at velocity \( v \) in an otherwise stationary medium. By Galilean invariance, this problem is equivalent to a flow of the medium past a stationary object. We call the latter frame of reference the \textit{object frame}, which will be very useful in the following. There is an important difference between the case of a single object, the case studied here, and the case of there being a distribution of objects that fill the volume under study. The latter case appears, for example, in impure superconductors under superflow. We briefly return to this topic after discussion of Fig. 2.

In general, there will be a drag force opposing the motion of the object. For example, consider a fluid that can be described by hydrodynamic theory. In the Navier-Stokes equations, the force is caused by viscous terms \cite{14, 15}. At low velocities the force is linear in velocity. With increasing velocity the viscous terms and nonlinear convective terms in the Navier-Stokes equations cause the flow to separate from the object surface. This leads to eddies and a wake, which increase the drag. These effects, however, are not our main interest in the following, and thus we assume that they are small. Neglecting both the viscous and the nonlinear terms in the Navier-Stokes equations means that the system is sufficiently described by the linearized Euler equation together with the linearized continuity equation and boundary conditions. Under these assumptions, the force vanishes for an object moving at a constant, low velocity. Below we implicitly make the same assumptions in the more detailed theories we use.

The linearized equations allow also the determination of the elementary excitations of the system. For example, the hydrodynamic equations for a simple fluid have one type of elementary excitation, the longitudinal sound wave. The angular frequency \( \omega \) of the wave is related to the wave vector \( \mathbf{k} \) by a linear dispersion relation \( \omega = c k \), where \( c \) is the sound velocity. Let us consider the problem of emission of sound from a rigid object moving at constant velocity \( v \). For this we change to the object frame. In this frame the frequency of the excitation is \( \omega' = \omega - v \cdot \mathbf{k} \) according to the Galilei transformation. Since the source is stationary in the object frame, the only wave that the object generates in the linear approximation corresponds to zero frequency, \( \omega' = \omega - v \cdot \mathbf{k} = 0 \), that is, \( \omega = v \cdot \mathbf{k} \).

This has to be satisfied simultaneously with the dispersion relation \( \omega = c k \). As a result, no waves are generated at \( v < c \). When \( v > c \) there is a wavefront that forms a cone of angle \( \alpha \) with \( v = \omega k / \omega k \), so that \( \sin \alpha = k_x / k = c / v \). The waves carry off energy, and thus a dissipative force is exerted on the object when \( v \) exceeds the critical velocity \( c \).

More generally, we can assume a medium with a general dispersion relation \( \omega(k) \) of the waves. In quantum mechanics we can alternatively speak of the energy \( \epsilon = \hbar \omega \) and momentum \( \mathbf{p} = i \hbar \mathbf{k} \) of an elementary excitation. It is standard to define phase velocity \( v_p \), the velocity of the wave crests, and group velocity \( v_g \), the velocity of a wave packet. For an excitation with wave vector \( \mathbf{k} \) these are

\[ v_p(k) = \frac{\omega(k)}{k}, \quad v_g(k) = \nabla_k \omega(k). \tag{2} \]

The condition for a rigid object to emit elementary excitations is the same as was discussed above and given in Eq. (1). Thus the emitted waves need to satisfy simultaneously \( \omega = v \cdot \mathbf{k} \) and \( \omega(k) \). As \( v \cdot \mathbf{k} \leq v k \), we must have \( v \geq \omega(k)/k \) in order to be able to create an excitation with wave vector \( \mathbf{k} \). The minimum of the right-hand side is the velocity below which no excitations can be created,

\[ v_L = \left( \frac{\omega(k)}{k} \right)_{\text{min}}. \tag{3} \]

This is known as the Landau velocity and the condition \( v < v_L \) as the Landau criterion for superfluidity \cite{5}. In order to find the minimum, the gradient of \( \omega(k)/k \) with respect of \( \mathbf{k} \) should vanish. This means that for the excitation created just at the Landau velocity, the phase and group velocities are equal. At a slightly larger \( v \) there will be two types of emitted waves, one with group velocity larger than \( v_L \) and one with a smaller group velocity. In order to be able to neglect the viscous force at \( v < v_L \), we have to assume that no elementary excitations are excited initially. This means a temperature that is small compared to the minimum of \( \hbar \omega \). For simplicity, we take the limit of zero temperature, \( T = 0 \).

The most commonly observed dispersive waves are the waves on the surface of water \cite{3, 4}. The factors determining the dispersion are gravity and surface tension. These waves have a critical velocity of 23 cm/s (under standard conditions). The wave pattern generated by a ship can to a large extent be explained by linear gravity waves, which have \( v_g = v_p/2 \).

We now concentrate on a Fermi superfluid. Serene and Rainer have formulated a general quasiclassical approach
For consistency, our notation below is close to theirs. The energy of a quasiparticle excitation with momentum \( \mathbf{p} \) is

\[
\epsilon(\mathbf{p}) = \sqrt{[\xi_p + u(\hat{\mathbf{p}})]^2 + \Delta^2 + a(\hat{\mathbf{p}})},
\]

where \( \xi_p = v_F(p - p_F) \), \( p_F \) is the Fermi momentum, \( v_F = p_F/m^* \) the Fermi velocity, \( m^* \) the effective mass, and \( \hat{\mathbf{p}} = \mathbf{p}/p \) the direction of the momentum. The superfluid has energy gap \( \Delta \). Compared to Ref. [16] we simplify a bit by dropping the \( \hat{\mathbf{p}} \) dependence of \( \Delta \). This can be justified in the B phase of superfluid \(^3\)He at low velocities. The dispersion relation (4) also depends on quasiparticle potentials \( u \) and \( a \) (denoted by \( \tilde{u} \) and \( \tilde{a} \) in Ref. [16]), which by definition are even and odd in the momentum direction, \( u(-\mathbf{p}) = u(\mathbf{p}) \) and \( a(-\mathbf{p}) = -a(\mathbf{p}) \). According to the quasiclassical assumption all energies in the theory are small compared to the Fermi energy \( \sim v_F p_F \). That is, \( \xi_p, \Delta, u, a, \epsilon \ll v_F p_F \), and we calculate everything only in the leading order of these small quantities.

In equilibrium in the rest frame of the superfluid, the quasiparticle potentials vanish, \( u = a = 0 \). We see that in this case the minimum excitation energy is \( \Delta \), and it is achieved at the Fermi surface \( p = p_F \). There are two types of excitations, particle-type with \( p > p_F \) and hole-type with \( p < p_F \). Their group velocities are \( v_F \xi_p \hat{\mathbf{p}}/\sqrt{\xi^2_p + \Delta^2} \), which for hole-type excitations is in the direction opposite to momentum. The Landau criterion (3) gives the critical velocity

\[
v_L = \frac{\Delta}{p_F}
\]

with a vanishingly small correction in the quasiclassical approximation [17].

It is useful to look at the dispersion (4) in a frame moving at velocity \( \mathbf{v} \) with respect to the rest frame of the fluid. In this case \( u = 0 \) but \( a = -p_F \mathbf{F} \cdot \mathbf{v} \) [in accordance with the Galilei transformation discussed above in connection with Eq. (1)]. The dispersion relation at a subcritical velocity is depicted in Fig. 1(a). The excitation energies are given by the blue lines, which have \( \epsilon > 0 \). In addition, Fig. 1(a) has black lines corresponding to the negative branch of the square root in (4). These can be considered as quasiparticle states that are filled in the ground state. Removing a fermion from such a state of momentum \( \mathbf{p} \) is equivalent to an excitation with momentum \( -\mathbf{p} \). Considering both the negative and positive energy states is called the semiconductor picture [18].

One advantage of this picture is that we can see in Fig. 1(a) that there are more filled states with negative \( p \) than with positive \( p \). This just corresponds to superfrown with velocity \( \mathbf{v}_a = -\mathbf{v} \), since we are in a frame that is moving at velocity \( \mathbf{v} \) with respect to the superfluid rest frame.

Figure 1(b) describes the dispersion of superfluid quasiparticles seen in a frame moving at a supercritical velocity. In this case the part of the dispersion relation with negative square root (4) has positive energy (branches C and D). These states are filled in superfluid equilibrium state, whereas the states with positive square root are empty. In order to avoid double representation of states, Fig. 1(b) uses the excitation picture, where only positive energy states are shown.

Suppose now that the moving frame is the object frame. The object scatters quasiparticles between states at the same energy. At a subcritical velocity this has no effect since at a given energy all states are either filled or empty. At a supercritical velocity there can be scattering from the filled states C and D to the empty states A and B. Such scattering causes a drag force on the object. This scattering process is called pair breaking as it reduces the number of Cooper pairs. It should be noted, however, that this scattering process remains also in the
limit $v \gg v_L$ and also in the case $\Delta = 0$. In the latter case there are no pairs and the scattering is just the same as the elastic impurity scattering that causes the electrical resistivity of normal state metals at $T = 0$.

Figure 2 shows the allowed quasiparticle states for arbitrary momentum direction $\cos \theta = \hat{p} \cdot \hat{v}$. We see that for energies $0 < \epsilon < p_F v - \Delta$ there are incoming ground state quasiparticles in momentum directions $\cos \theta < - (\Delta - \epsilon)/p_F v$. These are scattered elastically to empty states with momentum directions $\cos \theta > (\Delta - \epsilon)/p_F v$. The particle-type ground state quasiparticles [C in Fig. 1(b)] come from the front direction. The hole-type ground state quasiparticles [D in Fig. 1(b)] come from the back direction, as their propagation direction is opposite to the momentum direction. The outgoing particle-type excitations [A in Fig. 1(b)] come out predominantly (depending on $\epsilon$ and $v/v_L$) from the front direction and hole-type excitations [B in Fig. 1(b)] from the back direction.

Let us comment on the relation of the present problem of a moving impurity with gapless superconductivity. The latter can appear, for example, in superconductors under superflow [18–20]. The quasiparticle energies are similar to those presented in Figs. 1 and 2, but the difference is that quasiparticle equilibrium has already been achieved by scattering. That is, all states with positive energies are empty, while those with negative energies are filled. Superfluid can still flow in this state as long as some pairs survive, keeping the quasiparticle energies asymmetric. Applied to a p-wave superfluid, namely $^3$He-B, this problem has been studied in Refs. [21, 22]. These studies imply that superfluid flow is in principle possible at velocities exceeding the Landau velocity (5), but they do not imply an increased critical velocity for a moving object [23]. Another case of gapless superconductivity appears in systems with gap nodes, for example, in the $\Lambda$ phase of superfluid $^3$He [24]. There superflow is possible although $v_L$ vanishes. We are not aware of calculations of the pair breaking by moving objects in such systems.

In Sec. III we formulate a simple boundary condition that can be used to calculate the distribution of scattered quasiparticles. In Sec. IV this is used to calculate the force on a small object. By small we mean in comparison with the superfluid coherence length $\xi_0 = \hbar v_F/2\pi k_B T_c$.

The moving object we consider in particular (besides the small one) is a circular cylinder of radius $R$ to mimic a wire. We assume that the cylinder diameter $2R$ is large in comparison with the superfluid coherence length, $R \gg \xi_0$. We assume the cylinder is moving at velocity $v$ perpendicular to its axis in an initially stationary superfluid. We need to define three different regions, which are illustrated in Fig. 3: 1) The surface layer at the cylinder surface of thickness on the order of $\xi_0$. 2) The near region around the cylinder of size on the order of the cylinder radius $R$. 3) The far region at distances $r \gg R$.

The surface layer has bound quasiparticle states at energies below the gap $\Delta$. The bound quasiparticles collide with the wire wall at intervals $\xi_0/v_F \sim 10^{-3}$ s. This time is short compared to the oscillation or acceleration time scales of the wire, which are $10^{-3} \sim 10^{-2}$ s or longer. Thus we assume that the distribution of these states always remains in equilibrium in the cylinder frame. It should be noted that this assumption automatically excludes the dissipation mechanism proposed by Lambert [25, 26] and similar arguments presented in later work [13, 27, 28]. Another objection against this mechanism is that the bound states are not found to cross zero energy, at least for small objects [29].

The flow around the cylinder has to satisfy mass conservation. In time-independent case this means that the divergence of the mass current vanishes,

$$\nabla \cdot j = 0.$$  (6)

At $T = 0$ and $v_s < v_L$, all the flow is superflow, $j = j_s = \rho_s v_s$, and the superfluid density equals the liquid density, $\rho_s = \rho = m n_f$. Here $m$ is the fermion mass and $n_f = p_F^3/3\pi^2 h^3$ their equilibrium number density. The
superfluid velocity is given by the gradient of the phase,

$$v_s = \frac{\hbar}{2m} \nabla \psi.$$  

These imply the Laplace equation $\nabla^2 \psi = 0$, and one easily finds the flow field around the cylinder,

$$\frac{\hbar}{2m} \psi(r) = -v \cos \varphi \left( \frac{R^2}{r} + r \right).$$  

This gives $v_s$ in the cylinder frame. We have represented $\mathbf{r}$ in cylindrical coordinates $(r, \varphi, z)$ with the cylinder at the origin aligned along the z-axis. Some flow lines are drawn in Fig. 3. It is noteworthy that the maximum velocity, which is reached at points P and Q, is twice the velocity $v$ in the far region.

The flow field around a macroscopic object causes the quasiparticle energy (4) to vary locally. A possible variation of the allowed energies on a quasiparticle trajectory is depicted in Fig. 4. Consider first a thermally excited hole-type quasiparticle entering from the right. In the energy range $M'$ it hits the wire and is scattered there. In the energy range $N'$ it cannot reach the wire since at some locations in the near region of the wire its energy is not in the allowed range. Instead, the quasiparticle will be Andreev reflected back as a particle-type quasiparticle [30]. There is only a small momentum transfer in Andreev reflection, $|p' - p| \ll p_F$, and the momentum is transferred to the superfluid condensate, not the wire. Thus, when an incoming quasiparticle is Andreev reflected before reaching the wire surface, it does not contribute to the force on the wire. This effect has been extensively studied by the Lancaster group in order to calculate the thermal damping force on a wire [31–34].

We point out that Andreev reflection is important also at $T = 0$ at large velocities. Namely, at the Landau velocity the states $N'$ start shifting to negative energies. In spite of this, states $N'$ remain empty because of the energy barrier that separates them from the scattered states at the wire surface. Thus the trajectory in Fig. 4 contributes to force only at a higher velocity $v > v_L$, when $\epsilon_3$ crosses zero and scattered quasiparticles can escape from the near region. In Sec. V we calculate the force on a cylinder assuming the quasiparticle potential is fixed by ideal-fluid flow field (8), $a = p_F \mathbf{p} \cdot \mathbf{v}_s$. We indeed find that the force becomes nonzero at a velocity $v_c$ that is larger than the Landau velocity (5).

Another effect that has to be taken into account is that the local superfluid velocity at points P and Q (Fig. 3) exceeds the Landau velocity already at $v = v_L/2$. Thus depairing in the near region takes place starting from this velocity. In Fig. 4 this appears as scattering from states of the type $L$ to $L'$ at velocities where $\epsilon_2$ is negative. This modifies the flow field around the object from the ideal flow profile (8). In Secs. VI and VII we calculate the flow field at $v > v_L/2$ in two extreme cases, and estimate its effect on the drag force.

The theory behind all the calculations is the Fermi liquid theory of superfluidity. A review of this theory is given by Serene and Rainer [16]. Here we use only the low-frequency, long-wavelength limit of the general theory, which is described in Section 7 of the review [16]. The quasiparticle distribution is expressed by particle-type and hole-type distribution functions $\phi_{B1}(\mathbf{p}, r, \epsilon, t)$ and $\phi_{B2}(\mathbf{p}, r, \epsilon, t)$, which describe excitations traveling at velocities $\mathbf{v} = \pm p_F \mathbf{p} \sqrt{\epsilon^2 - |\Delta|^2}/\epsilon$, respectively. In addition to momentum direction $\mathbf{p}$ and energy $\epsilon$, the distributions depend on location $r$ and time $t$ in the general case. We use the short-hand $\tilde{\epsilon} = \epsilon - \alpha$. The excitations also have magnetic properties, which are described by vector distribution functions $\phi_{B1}$ and $\phi_{B2}$ [35]. In this study we neglect magnetic excitations. The distribution functions take values in the range $[-\frac{1}{2}, \frac{1}{2}]$ and their equilibrium form is $\phi_{B1} = \phi_{B2} = -\frac{1}{2} \tanh(\epsilon/2T)$. Under a Galilei transformation to a frame moving at uniform velocity $\mathbf{v}$, the distribution functions change as $\phi_{B2}(\mathbf{p}, \epsilon) \rightarrow \phi_{B2}(\mathbf{p}, \epsilon + p_F \mathbf{p} \cdot \mathbf{v})$.

We give here the equations of the low frequency dynamics in the simplified form that we use. An essential quantity is the antisymmetric quasiparticle potential $\alpha$. In the approximation where we neglect all Fermi liquid
interactions higher than first order, \( F_l^\alpha = 0 \) for \( l \geq 2 \), we have \( a(p, r, t) = \alpha(r, t) \cdot \hat{p} \) and
\[
\alpha = m v_F v_s + \frac{F_1^\alpha}{21 + \frac{F_1^\alpha}{3}} \int \frac{d\Omega_p}{4\pi} \hat{p} \int_{E_c}^{E_{\alpha}} d\epsilon \times \left\{ \frac{1}{\sqrt{\epsilon^2 - |\Delta|^2}} \theta(\epsilon^2 - |\Delta|^2)(\phi_{B1} + \phi_{B2}) \right\}.
\]
Here \( \int d\Omega_p \) denotes integration over the unit sphere of \( \hat{p} \). \( E_c \) is a high energy cutoff and \( \theta(x) \) is the Heaviside step function. The parameter \( F_1^\alpha \) is related to the effective mass \( m^* \) by \( m^* \varepsilon = 1 + F_1^\alpha / 3 \). The distributions \( \phi_{B1} \) and \( \phi_{B2} \) carry independent information only on positive energies as they are related by \( \phi_{B1}(\hat{p}, r, \epsilon, t) = -\phi_{B2}(-\hat{p}, r, -\epsilon, t) \). As a first test of Eq. (9), consider full equilibrium but seen from a frame moving with velocity \( \mathbf{v} \). The quasiparticle distribution is then given by \( \phi_{B1} = -\frac{1}{2} \tanh[(\epsilon + p_F \hat{p} \cdot \mathbf{v}) / 2T] \). Substituting this into Eq. (9) gives \( a = -p_F \hat{p} \cdot \mathbf{v} \), which was claimed above. The second test is that at \( T = 0 \) and \( v_s < v_L \), a consistent solution of Eq. (9) with quasiparticles in equilibrium is \( a = p_F \hat{p} \cdot \mathbf{v} \). For known distribution functions and \( a \), the mass current density is given by
\[
j(r, t) = m v_F N(0) \int \frac{d\Omega_p}{4\pi} \hat{p} \int_{E_c}^{E_{\alpha}} d\epsilon \times \left\{ \frac{1}{\sqrt{\epsilon^2 - |\Delta|^2}} \theta(\epsilon^2 - |\Delta|^2)(\phi_{B1} + \phi_{B2}) \right\},
\]
where \( 2N(0) = m^* p_F / \pi^2 \hbar^3 \) is the quasiparticle density of states at the Fermi surface. It is worth noting that also the supercurrent is contained in Eq. (10) through a even though the distribution functions take their equilibrium values, as discussed in connection with the semiconductor model above (Fig. 1). An additional condition is that the mass current has to be conserved, which in time-independent case leads to Eq. (6). Equations (6), (7), (9) and (10) form a set that determines \( v_s \) at supercritical velocities for given \( \phi_{B1}, \phi_{B2} \) and \( \Delta \). One more equation that determines \( \Delta(p, r) \) is needed in general, but here we mostly assume \( |\Delta| \) to be a constant, for simplicity. Once the flow field and the distribution functions are known, we can calculate the stress tensor,
\[
\hat{\Pi}(r, t) = v_F p_F N(0) \int \frac{d\Omega_p}{4\pi} \hat{p} \hat{p} \int_{E_c}^{E_{\alpha}} d\epsilon \times \left\{ \theta(\epsilon^2 - |\Delta|^2)(\phi_{B1} - \phi_{B2}) \right\}.
\]
The force exerted on a surface with area \( dA \) and normal \( \hat{n} \) is then given by \( (\hat{n} \cdot \hat{\Pi}) dA \).

III. BOUNDARY CONDITION

In this section we introduce a mesoscopic version of the diffuse boundary condition for Fermi superfluids. The diffuse boundary condition is a commonly used model to describe the reflection of radiation or particles from a surface. The basic assumption is that the reflected radiation is independent of the direction of the incoming radiation. The combination of diffuse and specular reflection has commonly been applied to normal-state Fermi liquids. The application to the superfluid state can be more complicated, in particular if the superfluid state is modified in a surface layer. This typically occurs in non-s-wave superconductors, where the order parameter has nontrivial structure on the length scale of the superfluid coherence length \( \xi_0 \) from the surface. A quasiparticle reflected from the surface can be Andreev reflected back to the surface from the surface layer. The classical diffuse reflection model is insufficient to properly include the repeated Andreev and bare surface reflections, and one needs a model that works on the quantum level. See Refs. [36–39] for discussion of some of these models. These quantum models give the “dressed” reflection of a bulk quasiparticle, where the surface layer modifies the bare reflection at the surface. The reflected distribution generally has a smooth background and peaks in the specular and retroreflection directions [35, 40]. For many problems these quantum calculations are too complicated. As an alternative, we formulate here a model that mimics the diffuse reflection on a mesoscopic scale (> \( \xi_0 \)). This model satisfies all the necessary conservation laws for elastic scattering. Its analytic form simplifies its application to many problems. It provides a kind of first approximation, against which more sophisticated reflection models can be compared with.

Our starting point is the low-frequency superfluid dynamics as described in Sec. II. The boundary condition can be used for arbitrary bulk gap amplitude \( |\Delta(p, r, t)| \), either singlet or triplet. In addition to the expression for mass current (10), we need to define the number current density of excitations [41],
\[
f_e(r, t) = v_F N(0) \int \frac{d\Omega_p}{4\pi} \hat{p} \int_{E_c}^{E_{\alpha}} d\epsilon \times \left\{ \theta(\epsilon^2 - |\Delta|^2)(\phi_{B1} - \phi_{B2}) \right\}.
\]
Our goal is to set up boundary condition to describe elastic reflection from a planar piece of an impenetrable wall. We study the problem in the rest frame of the wall, and denote the surface normal with \( \hat{n} \). The boundary condition have to obey conservation laws. Mass conservation requires that the mass current component perpendicular to the wall has to vanish, \( \hat{n} \cdot j = 0 \). In addition, it is shown in Ref. [41] that the excitation number current has to be conserved by elastic scattering, \( \hat{n} \cdot j_e = 0 \). In the energy representation used above, the energy conservation is automatically satisfied if the outgoing excitations are at the same energy as the incoming ones.
On the surface we define

\[ A(\epsilon) = \int_{\hat{n} \cdot \hat{p} < 0} d\Omega_p |\hat{n} \cdot \hat{p}| N(\hat{p}, \epsilon) \phi_{B1}(\hat{p}, \epsilon) \]

\[ - \int_{\hat{n} \cdot \hat{p} > 0} d\Omega_p |\hat{n} \cdot \hat{p}| N(\hat{p}, \epsilon) \phi_{B2}(\hat{p}, \epsilon), \]

\[ B(\epsilon) = \int_{\hat{n} \cdot \hat{p} < 0} d\Omega_p |\hat{n} \cdot \hat{p}| \Theta(\hat{p}, \epsilon) \phi_{B1}(\hat{p}, \epsilon) \]

\[ + \int_{\hat{n} \cdot \hat{p} > 0} d\Omega_p |\hat{n} \cdot \hat{p}| \Theta(\hat{p}, \epsilon) \phi_{B2}(\hat{p}, \epsilon). \]  

(13)

Here we have dropped the parameters \( r \) and \( t \) for simplicity, and defined

\[ \Theta(\hat{p}, \epsilon) = \theta([\epsilon - a(\hat{p})]^2 - |\Delta(\hat{p})|^2), \]

\[ \nu(\hat{p}, \epsilon) = \frac{|\epsilon - a(\hat{p})|}{\sqrt{[\epsilon - a(\hat{p})]^2 - |\Delta(\hat{p})|^2}}, \]

\[ N(\hat{p}, \epsilon) = \nu(\hat{p}, \epsilon) \Theta(\hat{p}, \epsilon). \]

(14)

(15)

(16)

We see that \( A \) and \( B \) are fully determined by the incoming excitations. We now state the boundary condition by expressing the outgoing distributions as

\[ \phi_{B1}(\hat{p}, \hat{n} \cdot \hat{p} > 0, \epsilon) = \frac{g(\epsilon)}{2} \left[ \nu^{-1}(\hat{p}, \epsilon) A(\epsilon) + B(\epsilon) \right], \]

\[ \phi_{B2}(\hat{p}, \hat{n} \cdot \hat{p} < 0, \epsilon) = \frac{g(\epsilon)}{2} \left[ -\nu^{-1}(\hat{p}, \epsilon) A(\epsilon) + B(\epsilon) \right]. \]

(17)

By this construction we can satisfy the conservation laws \( \hat{n} \cdot \hat{j} = \hat{n} \cdot \hat{j}_e = 0 \) by fixing

\[ g^{-1}(\epsilon) = \int_{\hat{n} \cdot \hat{p} > 0} d\Omega_p |\hat{n} \cdot \hat{p}| \Theta(\hat{p}, \epsilon), \]

(18)

provided that \( \hat{n} \cdot \alpha = 0 \) and \( |\Delta(\hat{p})| = |\Delta(\hat{p})| \). Here \( \hat{p} = \hat{p} - 2n(\hat{n} \cdot \hat{p}) \) is the direction of specular reflection. The first condition just means that there is no flow through the surface. The second condition limits the possible forms of the gap amplitude on the surface, but it shouldn’t be too restrictive. The condition is fulfilled, e.g., for s-wave superfluids and the two bulk phases of superfluid \(^3\text{He} \), the A phase and the B phase.

We now study some properties of the boundary condition (17). It represents diffuse reflection, since the outgoing distribution depends on the incoming one through \( A \) and \( B \), which depend only on energy. In the normal state \(|\Delta| = 0\), and the boundary condition (17) reduces to the standard diffuse boundary condition where \( g = 1/\pi \). We see that \( \phi_{B1} = \phi_{B2} = \phi(\epsilon) \) is a consistent solution of the boundary condition for any \( a \). There is conversion between the branches, that is, an incoming particle-like excitation is reflected as hole-like excitation and vice versa. Branch conversion takes place predominantly at low energies \( \epsilon \approx |\Delta| \). At higher energies the conversion becomes small because \( \sqrt{\epsilon^2 - |\Delta|^2}/|\epsilon| \rightarrow 1 \). The conversion also vanishes for \( a = 0 \) and constant \( |\Delta(\hat{p})| = \Delta \) because in this case the factor \( \sqrt{\epsilon^2 - |\Delta|^2}/|\epsilon| = \sqrt{\epsilon^2 - \Delta^2}/|\epsilon| \) is a function of energy only, and such factors cancel in substituting (13) into (17). The boundary condition (17) seems to be the simplest generalization of the normal-state diffusive boundary condition to superfluid state that satisfies the conditions \( \hat{n} \cdot \hat{j} = \hat{n} \cdot \hat{j}_e = 0 \).

IV. A SMALL OBJECT

In this section we calculate the drag force on a small object using a modified version of the boundary condition introduced in Sec. III. We assume the object to be small compared to the coherence length, but sufficiently big that we can neglect its recoil in collisions with quasiparticles. A negative ion in superfluid \(^3\text{He} \) could fall under this characterization, see Refs. [42, 43] for reviews. Small objects have been extensively studied using the quantum approach, modeling the scattering of quasiparticles from the object by scattering phase shifts [44–48]. We are interested in the motion of the object at velocities exceeding the Landau critical velocity. This problem was previously studied by Bowley assuming a constant cross section [49], and by Ashauer and Rainer using the quantum approach [29, 41, 50]. Ashauer and Rainer give examples of the scattered quasiparticle distributions, but do not calculate the drag force.

We study the problem in the rest frame of the object, with the object located at the origin. The diameter of the object is denoted by \( d \). We assume that \( d \ll \xi_0 \).

Note that since the object is essentially pointlike, the incident distributions with momentum direction \( \hat{p} \) come
from directions $\hat{r} = \pm \hat{p}$. We propose a boundary condition where the scattered distributions are given by

$$
\phi_{B1}(\hat{p}, r\hat{p}, \epsilon) = \frac{g(\epsilon)}{2} \left[ \nu^{-1}(\hat{p}, \epsilon) A(\epsilon) + B(\epsilon) \right],
$$

$$
\phi_{B2}(\hat{p}, -r\hat{p}, \epsilon) = \frac{g(\epsilon)}{2} \left[ -\nu^{-1}(\hat{p}, \epsilon) A(\epsilon) + B(\epsilon) \right],
$$

with

$$
g^{-1}(\epsilon) = \int d\Omega_p \Theta(\hat{p}, \epsilon).
$$

This satisfies the conservation laws $\int r^2 d\Omega_r \hat{r} \cdot \hat{j} = \int r^2 d\Omega_r \hat{r} \cdot \hat{j}_{nc} = 0$, conserves energy, and has the same properties as the boundary condition in Sec. III.

To proceed, we assume that the object moves at a constant velocity $v$ in the laboratory frame. Since the object is small, it does not disturb the fluid flow nor the gap. This means that there is a uniform flow $\mathbf{v}_s = -v$ in the rest frame of the object with $\alpha = p_F \mathbf{v}_s$ and $|\Delta(\hat{p})| = \Delta$. Incident distributions are zero-temperature equilibrium distributions in the laboratory frame, $\phi_{B1}(\hat{p}, r\hat{p}, \epsilon) = \phi_{B2}(\hat{p}, -r\hat{p}, \epsilon) = 1/2 - \theta(\epsilon + p_F v \cdot \hat{p})$.

Calculating the integrals in Eq. (19) we see that $A(\epsilon) = 0$ and

$$
\frac{g(\epsilon)B(\epsilon)}{2} = \begin{cases} 
\frac{1}{\Delta - \theta(\epsilon)} & \text{when } |\epsilon| \leq \alpha - \Delta \\
\frac{1}{2} - \theta(\epsilon) & \text{when } |\epsilon| > \alpha - \Delta .
\end{cases}
$$

To calculate the force $\mathbf{F}$ exerted on the object, we integrate the radial component of the stress tensor (11) over a sphere of radius $r \sim \lambda$ centered at the origin, resulting in

$$
\mathbf{F} = \theta(v - v_L) \frac{(v - v_L)^2(v + v_L)}{v^3} \mathbf{F}_n.
$$

Here $\mathbf{F}_n = -p_F n_f \sigma \mathbf{v}$ is the force in the normal state [51], $n_f$ is the number density of fermions, and $\sigma$ is the cross-section of the particle. Similar calculation, but apparently with somewhat different assumptions, was made by Bowley [49]. His result is smaller than the one in Eq. (23) by a factor of $1 - v_L/v$.

The force in Eq. (23) vanishes at velocities lower than $v_L$ since the object cannot scatter quasiparticles. At velocities much higher than the critical velocity $v_L$ the force approaches the normal state value. Figure 5 shows the ratio $F/F_n$ as a function of velocity. As a comparison, the figure also shows the force calculated in a case where we don’t use the boundary condition (20), but instead assume that the scattered distributions are equilibrium distributions in the object frame, $\phi_{B1}(\hat{p}, r\hat{p}, \epsilon) = \phi_{B2}(\hat{p}, -r\hat{p}, \epsilon) = 1/2 - \theta(\epsilon)$. We see that the qualitative behavior is similar in both cases. Critical velocities are equal, and the results agree near the critical velocity. At larger velocities the diffuse boundary condition (20) yields a slightly larger force.

![FIG. 5. Drag force as a function of velocity for a small pointlike object (diameter $\ll \xi_0$, see Sec. IV) and for a macroscopic cylinder (diameter $\gg \xi_0$, see Sec. V). The solid black line (dashed red line) represents the force exerted on the pointlike object (macroscopic cylinder) assuming that the scattered distributions are given by the diffuse boundary condition, Eq. (20) [Eq. (17)]. The dot-dashed green line (dotted blue line) represents the force exerted on the pointlike object (macroscopic cylinder) assuming that the scattered excitations are given by equilibrium distributions in the object frame, $1/2 - \theta(\epsilon)$. We have assumed zero temperature, constant gap, no collisions between quasiparticles, and ideal flow field. For both objects there is a clear critical velocity. For the pointlike object the critical velocity equals the Landau velocity. In the case of the cylinder the critical velocity is shifted to $\sim 1.12 v_L$ due to the spatial dependence of the flow field. At high velocities $v \gg v_L$ the forces approach the normal state values.]

V. A LARGE OBJECT IN THE COLLISIONLESS APPROXIMATION

In this section we apply the boundary condition of Sec. III to a cylinder of finite radius $R \gg \xi_0$ moving at constant velocity $v = v\hat{x}$ perpendicular to its axis $\hat{z}$. We assume zero temperature $T = 0$ and no collisions between quasiparticles. We use the boundary condition to calculate the stress tensor for a given flow field. Finally, we use the results to calculate the drag force exerted on the cylinder assuming an ideal flow field around the cylinder. The purpose of this calculation is to demonstrate that even though the cylinder scatters quasiparticles at velocities $v > v_L/2$, the spatially varying flow field can prevent them from escaping from the vicinity of the cylinder, thus reducing the force significantly.

We shall work in the rest frame of the cylinder. Because there are no collisions between excitations, the distribution functions satisfy [16] $\hat{p} \cdot \nabla \phi_{B} (\hat{p}, r, \epsilon) = 0$. Inside the gap, i.e., at points where $|\epsilon - a(\hat{p}, r)|^2 - |\Delta(\hat{p}, r)|^2 < 0$, the distribution functions are not defined. Thus the distribution functions are piecewise constant along trajectories $\mathbf{r} = \mathbf{r}_0 + s\hat{p}$, where $\mathbf{r}_0$ is
fixed and \( s \in \mathbb{R} \). Andreev reflection occurs at points \( (\epsilon - a(\hat{p}, r))^2 - |\Delta(\hat{p}, r)|^2 = 0 \). At these points the distribution functions are equal, \( \phi_B1(\hat{p}, r, \epsilon) = \phi_B2(\hat{p}, r, \epsilon) \).

In order to determine the scattered distributions (17), we need to calculate the coefficients \( A, B, \) and \( g \) from Eqs. (13) and (18). We split the integrals over \( \hat{p} \) into two parts, over free states and over bound states. Free states are such that, at given \( \epsilon \), no Andreev reflection occurs at a trajectory along \( \hat{p} \). In Fig. 4 these correspond to regions \( M \) and \( M' \). This means that the value of the incident distribution at the surface is equal to the value of the distribution at the far region, which we take to be the equilibrium distribution in the laboratory frame,

\[
\phi_{B1}^\infty(\hat{p}, \epsilon) = \frac{1}{2} - \theta(\epsilon + p_F v \cdot \hat{p}).
\]

Here we have transformed the integrals over bound states into integrals over free states using the identity \( \int d\Omega_p = \int_{\text{free}} d\Omega_p + \int_{\text{bound}} d\Omega_p \). This is a linear system of two equations and two unknowns, but the coefficients are quite complicated. What can we say about the solution?

Let us consider a fixed point \( r_0 \) on the surface of the cylinder. Free states satisfy \( (\epsilon - a(\hat{p}, r))^2 - |\Delta(\hat{p}, r)|^2 > 0 \) along the whole trajectory \( r = r_0 + sp \). Here \( s \geq 0 \) if \( \hat{n} \cdot \hat{p} > 0 \) and \( s \leq 0 \) if \( \hat{n} \cdot \hat{p} < 0 \). Let us denote \( E^\pm(\hat{p}, r) = a(\hat{p}, r) \pm |\Delta(\hat{p}, r)| \). In addition, let us denote the maximum and the minimum of \( E^\pm(\hat{p}, r) \) along the trajectory by \( E^\pm_{\text{max}}(\hat{p}, r_0) \) and \( E^\pm_{\text{min}}(\hat{p}, r_0) \), respectively. We can then split the free states into two categories, \( \mathbb{F}_1 = \{\hat{p} | E^\pm_{\text{max}}(\hat{p}, r_0) < \epsilon\} \) and \( \mathbb{F}_2 = \{\hat{p} | E^\pm_{\text{min}}(\hat{p}, r_0) > \epsilon\} \).

If both \( \mathbb{F}_1 \) and \( \mathbb{F}_2 \) are empty, Eq. (26) tells us that \( A = 0 \), but leaves \( B \) unspecified. Since all states are bound, it is natural to assume that they are in equilibrium with the cylinder. We therefore have \( gA/2 = 0 \) and \( gB/2 = 1/2 - \theta(\epsilon) \). If either \( \mathbb{F}_1 \) or \( \mathbb{F}_2 \), but not both, is empty, we see that the solution to Eq. (26) is \( gA/2 = 0 \) and \( gB/2 = 1/2 - \theta(\epsilon) \). If neither \( \mathbb{F}_1 \) nor \( \mathbb{F}_2 \) is empty, then we need to calculate the coefficients in Eq. (26) numerically.

Let us study the regions \( \mathbb{F}_1 \) and \( \mathbb{F}_2 \) more closely. Region \( \mathbb{F}_1 \) is empty when \( \min_{\hat{p}} \{ E^\pm_{\text{max}}(\hat{p}, r_0) \} \geq \epsilon \). Region \( \mathbb{F}_2 \) is empty when \( \max_{\hat{p}} \{ E^\pm_{\text{min}}(\hat{p}, r_0) \} \leq \epsilon \). For pure singlet or pure triplet superfluid we have \( E^-(-\hat{p}, r) = -E^+(\hat{p}, r) \). This means that region \( \mathbb{F}_2 \) is empty when \( \min_{\hat{p}} \{ E^\pm_{\text{max}}(\hat{p}, r_0) \} \geq -\epsilon \). Thus neither of the regions is empty when \( |\epsilon| < -\min_{\hat{p}} \{ E^\pm_{\text{max}}(\hat{p}, r_0) \} \). If we define

\[
\mathcal{E}(r_0) = -\min_{\hat{p}} \{ E^\pm_{\text{max}}(\hat{p}, r_0) \} \theta \left( -\min_{\hat{p}} \{ E^\pm_{\text{max}}(\hat{p}, r_0) \} \right),
\]

then the only non-trivial region of energies where we need to calculate \( A \) and \( B \) numerically is \( |\epsilon| < \mathcal{E} \). When \( |\epsilon| \geq \mathcal{E} \), the scattered distributions are \( \phi_{B1}(\hat{p}, \hat{n} \cdot \hat{p} > 0, \epsilon) = \phi_{B2}(\hat{p}, \hat{n} \cdot \hat{p} < 0, \epsilon) = 1/2 - \theta(\epsilon) \). Physically the fact that \( \mathcal{E} \) is zero means that no quasiparticles can escape from the vicinity of the cylinder.

The drag force exerted on the cylinder is given by

\[
F = l \int_0^\pi Rd\varphi \hat{n} \cdot \hat{\Pi}(R, \varphi).
\]

Here \( l \) is the length of the cylinder and \( \varphi \) is the azimuthal angle around the cylinder. The stress tensor \( \hat{\Pi} \) is given by Eq. (11). We split the integral over \( \hat{p} \) again into two parts, over free states and over bound states. Substituting the incident and scattered distributions into the
the ideal flow. The unit of force is chosen to be the
integrand yields
\[
\tilde{H}(R, \varphi) = 2v_F p_F N(0) \int_0^E dc \int_{\text{free}} d\Omega_p \hat{p} \Theta(\hat{p}, c)
\times \left\{ \frac{g(\epsilon)A(\epsilon)}{2} v^{-1}(\hat{p}, c) + \frac{g(\epsilon)B(\epsilon)}{2} \text{sgn}(\hat{n} \cdot \hat{p}) - \text{sgn}(\hat{n} \cdot \hat{p}) \phi_B^\infty(\hat{p}, c) \right\}.
\]
Due to symmetries, the force is purely opposite to the
direction of motion, i.e., \( \mathbf{F} = -F \mathbf{v} \). We see that the force
vanishes when \( E = 0 \) at all points on the surface of the
cylinder. This means that the critical velocity can be
defined as the smallest velocity for which \( E > 0 \).

We conclude this section by applying the above results
to the case of ideal flow around the cylinder. The ideal
velocity field is given by Eqs. (7) and (8), while the \( \alpha \)-field is given by \( \alpha = p_F v_s \). We also assume that the
gap amplitude is constant, \( |\Delta(\hat{p}, r)| = \Delta \). Note that the
ideal flow field is not consistent with Eqs. (6), (7), (9) and
(10) at velocities \( v > v_L / 2 \). It is, however, a reasonable
starting point. Self-consistent flow will be considered in
Secs. VI and VII.

Figure 5 shows the force as a function of \( v \) in the case of the ideal flow. The unit of force is chosen to be the
normal-state value \([51]\) \( F_n = \frac{44\pi}{3\sqrt{\pi}} \rho_F n_f v_L R \). We see that the critical velocity is increased from \( v_L \), and is now approximately 1.12\( v_L \). This is slightly smaller than \( 8v_L / 7 \), which is when \( \xi_3 \) crosses zero (at \( s = \sqrt{3} R \)) on a trajectory along \( \mathbf{p} = \mathbf{v} \) starting from either P or Q (see
Figs. 3 and 4). For velocities \( v < 2v_L \) the ratio \( \mathbf{F}/F_n \)
is nearly an order of magnitude smaller than in the case of the small object. This shows the importance of the
spatial variation of the flow field. At high velocities the
force approaches the normal state value. It is again
interesting to compare the force we obtained above with
the force that is obtained if, instead of the boundary
condition (17), we assume that the scattered distributions
are equilibrium distributions in the object frame,
\( \phi_{B1}(\hat{p}, \hat{n} \cdot \hat{p} > 0, \epsilon) = \phi_{B2}(\hat{p}, \hat{n} \cdot \hat{p} < 0, \epsilon) = 1/2 - \theta(\epsilon) \).
This is also shown in Fig. 5. As in the case of the small
object, the two different boundary conditions lead to a
qualitatively similar force. Both boundary conditions
yield the same critical velocity. The results agree near
the critical velocity, but start to deviate slightly from each other at larger velocities where the diffuse boundary
condition (17) produces larger force.

VI. SELF-CONSISTENT FLOW IN THE
COLLISIONLESS APPROXIMATION

We shall now study how the excitations modify the
ideal-fluid flow field around the cylinder. We assume
that there are no collisions between quasiparticles. We also
assume zero temperature \( T = 0 \) and constant gap
\( |\Delta(\hat{p}, r)| = \Delta \).

Let us define
\[
I(r) = \int d\Omega_p \hat{p} \int_{\Delta(\hat{p}, r)} dc N(\hat{p}, c, r)
\times \left\{ \left( \phi_{B1}(\hat{p}, c, r) + \frac{1}{2} \right) + \left( \phi_{B2}(\hat{p}, c, r) + \frac{1}{2} \right) \right\}.
\]
Using Eqs. (9) and (10) we can write the mass current
density \( j \) as a sum of two parts,
\[
j = mn_f v_s + \frac{3n^* n_f}{p_F} I.
\]
The first part here is explicitly proportional to the superfluid velocity, while the second part depends on excita-
tions. Indeed, if there are no excitations present, then \( \phi_{B1} = -1/2 \), and thus \( I = 0 \). The set of equations (6),
(7), (9) and (10) that determine the flow can be written as
\[
\alpha = p_F v_s + F_1^s I,
\]
\[
\nabla^2 \psi = -\frac{2m}{h p_F} (3 + F_1^s) \nabla \cdot I,
\]
\[
v_s = \frac{\hbar}{2m} \nabla \psi.
\]
The integral in (30) is calculated over the upper branches of states in Figs. 1, 2 and 4, denoted by blue
color. In order to carry out the integration, we need to
know the distribution functions \( \phi_{B1} \) for these states.
Let us consider a fixed point \( r_0 \) in the fluid. Since we
assumed that there are no collisions between quasiparti-
cles, the distribution functions \( \phi_{B1}(\hat{p}, c, r) \) are piecewise
constant along trajectories \( r = r_0 + s \mathbf{p}, s \in \mathbb{R} \), as we saw earlier.

If the excitations originate from the far region, then we
assume equilibrium in the laboratory frame, \( \phi_{B1} = \phi_{B1}^\infty = 1/2 - \theta(\epsilon + p_F v \cdot \hat{p}) \).
If the excitations originate from the surface of the
cylinder, then the distributions are determined by the
boundary condition (17), \( \phi_{B1} = \phi_{B1}^{bc} \). We saw in Sec. V that when the velocity of the cylinder is below the
critical velocity, the scattered distributions are \( \phi_{B1}^{bc} = 1/2 - \theta(\epsilon) \). At higher velocities the scattered distributions
are smoothed, and their widths are given by \( 2\xi \).

The corrections to \( I \) caused by smoothing of the scattered
distributions are of order \( \xi \). This means that at
velocities near the critical velocity, where \( \xi \) is small, the
approximation \( \phi_{B1}^{bc} \approx 1/2 - \theta(\epsilon) \) is a decent one. We
already saw this earlier when we calculated the force ex-
erted on the small object and on the cylinder assuming
ideal flow, see Fig. 5. We shall therefore approximate
\( \phi_{B1}^{bc} = 1/2 - \theta(\epsilon) \) in order to simplify the calculations.

Finally, it is possible that there are excitations trapped
in the fluid, \( \phi_{B1} = \phi_{B1}^{\text{trap}} \). These excitations cannot reach
either the far region or the surface of the cylinder, but are
instead localized somewhere in the flow field, bouncing
back and forth due to repeated Andreev reflections. In this case we consider two different models.

In Model 1 we assume that the excitations are in equilibrium with the local flow, \( \phi_{B_1}^{\text{trap}} = 1/2 - \theta(\epsilon - a) \), meaning that the states are always empty, since \( \epsilon \geq a + \Delta \). The reasoning behind this model is that, once the equilibrium is reached, there is no way for the excitations to scatter into these states.

In Model 2 we assume two different distributions depending on \( \mathbf{p} \). On trajectories that do not intersect the cylinder the excitations are still in equilibrium with the local flow, \( \phi_{B_1}^{\text{trap}} = 1/2 - \theta(\epsilon - a) \). On trajectories that do intersect the cylinder however, we assume that the excitations are in equilibrium with the cylinder, \( \phi^{\text{trap}}_{B_1} = 1/2 - \theta(\epsilon) \). The reasoning behind this model is the following. In the experiment the wire starts from rest and is accelerated until it reaches velocity \( v \). At velocities below \( v_L/2 \) there are no excitations present anywhere, since the local flow velocity is below \( v_L \) everywhere. At higher velocities excitations start to emerge from regions on the surface of the wire where the flow velocity exceeds \( v_L \).

These excitations, in turn, modify the flow near the wire. It could then be possible that the flow field is modified in such a way that some of these excitations get trapped in the fluid. Note that since the excitations originate from the surface of the cylinder, their \( \mathbf{p} \) points either towards or away from the cylinder, and their distributions are determined by the boundary condition, which we assumed to be the equilibrium distribution \( 1/2 - \theta(\epsilon) \).

In reality the acceleration of the wire is a complicated process which should be modelled dynamically, but here we consider these two simple extremes. A third model, where we assume that all of the excitations trapped in the fluid are in equilibrium with the cylinder, \( \phi^{\text{trap}}_{B_1} = 1/2 - \theta(\epsilon) \), is considered in Sec. VII. This equilibrium could be achieved through quasiparticle-quasiparticle collisions.

At fixed \( r \) and \( \mathbf{p} \) we split the integration region over energy into sets \( M', L', N', K' \) according to Fig. 4. In regions \( M', L' \) and \( N' \) the excitations originate either from the far region or the surface of the cylinder, depending on \( \mathbf{p} \) and the type of the excitation \( (B_1 \text{ or } B_2) \). In region \( K' \) the excitations are trapped in the fluid. Substituting the distributions into Eq. (30) yields

\[
I(r) = \int_{\text{hit}^+} \frac{d\Omega_p}{4\pi} \hat{p} \left\{ \int_{E_{\text{max}}}^{E_{c}} dE dN(\mathbf{p},\mathbf{r}) \left( \phi_{B_1}^{\text{bc}}(\mathbf{p},\epsilon, r) + \frac{1}{2} \right) \right\} + \int_{E_{\text{max}}}^{E_{c}} dE dN(\mathbf{p},\mathbf{r}) \left( \phi_{B_1}^{\text{bc}}(\mathbf{p},\epsilon, r) + \frac{1}{2} \right) \right\}
\]

Here \( \int_{\text{hit}^+} \) (\( \int_{\text{hit}^-} \)) means integration over trajectories that intersect the cylinder with \( n \cdot \mathbf{p} > 0 \) (\( n \cdot \mathbf{p} < 0 \)), and \( \int_{\text{hit}} = \int_{\text{hit}^+} + \int_{\text{hit}^-} \). The limits of energy integration are defined as \( E_0(\mathbf{p}, r) = a(\mathbf{p}, r) + \Delta, \epsilon_2(\mathbf{p}, r) = a_{\text{max}}(\mathbf{p}, r) + \Delta, \epsilon_3(\mathbf{p}, r) = a_{\text{max}}(\mathbf{p}, r) + \Delta, \epsilon_{\text{min}} = \min \{\epsilon_2, \epsilon_3\} \), and \( \epsilon_{\text{max}} = \max \{\epsilon_2, \epsilon_3\} \). Here \( a_{\text{max}}(\mathbf{p}, r_0) \) (\( a_{\text{max}}(\mathbf{p}, r_0) \)) is the maximum of \( a(\mathbf{p}, r) \) towards (away from) the cylinder along \( r = r_0 + s \mathbf{p} \).

Let us now consider each of the models separately. In Model 1 we denote \( I = I_1 \) and substitute \( \phi_{B_1}^{\text{bc}} = 1/2 - \theta(\epsilon) \), \( \phi_{B_1}^{\text{trap}} = 1/2 - \theta(\epsilon - a) \) into Eq. (35). In Model 2 we denote \( I = I_2 \) and substitute \( \phi_{B_1}^{\text{bc}} = 1/2 - \theta(\epsilon) \), \( \phi_{B_1}^{\text{trap}} = 1/2 - \theta(\epsilon - a) \) into Eq. (35). This yields

\[
I_1(r) = \int_{\text{hit}} \frac{d\Omega_p}{2\pi} \hat{p} \theta \left[-a_{\text{max}}(\mathbf{p}, r) - \Delta \right] \left\{ \sqrt{a(\mathbf{p}, r)^2 - \Delta^2} - \sqrt{a_{\text{max}}(\mathbf{p}, r) - a(\mathbf{p}, r) + \Delta^2 - \Delta^2} \right\}
\]

\[
I_2(r) = \int_{\text{hit}} \frac{d\Omega_p}{2\pi} \hat{p} \theta \left[-a_{\text{max}}(\mathbf{p}, r) - \Delta \right] \left\{ \sqrt{a(\mathbf{p}, r)^2 - \Delta^2} - \sqrt{a_{\text{max}}(\mathbf{p}, r) - a(\mathbf{p}, r) + \Delta^2 - \Delta^2} \right\}
\]
In numerical calculations we measure $\alpha$, $I$, $\Delta$, and $\epsilon$ in units of $p v_s$, $v_s$ in units of $v$, $r$ in units of $R$, and $\psi$ in units of $2 m v R / h$. In these units the flow equations (32), (33) and (34) may be written as

$$\alpha = \delta v_s + v_0 + F_I^s I,$$  
$$\nabla^2 \delta \psi = -(3 + F_I^s) \nabla \cdot I,$$  
$$\nabla \delta \psi = \delta v_s,$$

where the field $\delta v_s = v_s - v_0$ represents the modification to the ideal flow $v_0$ [see Eqs. (7) and (8)] caused by the presence of excitations. For a given $\delta v_s$, the field $\alpha$ can be solved from Eq. (38). Calculation of the integral $I$ at location $r_0$ requires a search for directions and energy ranges in which excitations are able to escape the cylinder surface into the surrounding liquid. These depend on the value of $\alpha$ along trajectories $r = r_0 + s \hat{p}$ that intersect the cylinder surface. In the discrete version of Eq. (38) the value of $\alpha(r_0)$ may thus depend on $\alpha(r)$ at any point on these trajectories. This means that we have no a priori knowledge of the form of the Jacobian of Eq. (38) and sophisticated methods of solving $\alpha$ are not available to us. We solve $\alpha$ using a simple fixed-point iteration

$$\alpha^{(k+1)} = \alpha^{(k)} - \frac{f(\alpha^{(k)})}{1 - M},$$

where $f(\alpha)$ is the right-hand side of Eq. (38). This is akin to the Newton-Raphson method [52], but instead of calculating the derivative of $f(\alpha)$ we approximate it with the parameter $M \sim 2$. We begin the iteration with $\alpha^{(0)} = v_0$.

We use the finite difference method to solve the continuity equation (39) in cylindrical coordinates. Because of symmetry conditions, we only need to solve the system in a single quadrant of the space surrounding the cylinder, $0 \leq \varphi \leq \pi/2$ and $1 \leq r \leq R_{\infty}$. Here $R_{\infty}$ is a computational cutoff radius. The symmetry conditions translate to boundary conditions $(\partial_r \delta \psi)(r = 0) = \delta \psi(r = \varphi = \pi/2) = 0$. In addition there should be no flow through the surface of the cylinder and the flow should not be modified far from the cylinder. For $\delta \psi$ these conditions mean $(\partial_r \delta \psi)(r = 1, \varphi = 0) = (\partial_r \delta \psi)(r = R_{\infty}, \varphi = 0) = 0$. The cutoff radius $R_{\infty}$ needs to be sufficiently large in order to satisfy the latter condition. We use $R_{\infty} = 6$ and our lattice spacings are $\delta r \sim 10^{-2}$ and $\delta \varphi \sim 10^{-2}$. The lattice is more tightly spaced close to the cylinder surface.

We can expect the magnitude of $\delta v_s$ to approach zero as we move away from the cylinder. For cylinder velocities below $v_L / 2$ the term on the right-hand side of Eq. (39) disappears. This means that, due to our boundary conditions, the quantity $\delta \psi$ is identically zero and the ideal flow is unmodified. For cylinder velocities above $v_L / 2$ but under $v_L$ the Landau velocity is exceeded locally, which leads to deviation from the ideal flow in the near region. For cylinder velocities above $v_L$ the Landau velocity is exceeded even far from the cylinder, but the right-hand side of Eq. (39) still approaches zero at large distances as the solid angle covered by the cylinder becomes small.

We employ the method of successive under-relaxation [52] in an attempt to introduce stability to our iterative process. Potential $\delta \psi$ at iteration step $k$ is

$$\delta \psi^{(k)} = \tau \delta \psi^{(k)} + (1 - \tau) \delta \psi^{(k-1)},$$

where $\delta \psi^{(k)}$ is solved from the continuity equation (39) using $I$ at iteration step $k$. We start the iteration from $\delta \psi^{(0)} = 0$. For under-relaxation, the relaxation parameter $\tau \in [0, 1]$. All numerical results use $F_I^s = 5.4$, which is the zero pressure value in liquid $^3$He.

Results for the self-consistent $\alpha$ using $I_1$ (36) and $I_2$ (37) are shown in Fig. 6 together with the ideal flow, for which $\alpha = p F v_0$. In Model 1 and Model 2, when compared to the ideal flow, the magnitude of $\alpha$ is reduced near the cylinder surface. Excitations in this region cause a nonzero $I_1$ and as a result $\alpha$ must change in order for the self-consistency equation (38) to be satisfied. Far away from the cylinder the flow is unmodified.

The difference between Model 1 and Model 2 arises from the occupation of $K'$-type states. These do not directly interact with the cylinder surface, but when occupied will locally modify the superflow in a manner that reduces $\alpha$ in the vicinity of the cylinder surface.

Figure 7 shows $\delta v_s$-fields corresponding to the $\alpha$-fields in Fig. 6(b) and Fig. 6(c). The fields $\delta v_s$ are such that part of the flow is driven to circumvent the areas close to the cylinder surface where Landau velocity is exceeded locally. This reduces the superfluid flow velocity towards the cylinder in the front region and thus increases $\epsilon_3$ (Fig. 4). The same effect is present at higher velocities where it leads to a reduction in the drag force compared to the ideal-fluid case where $I = 0$. This effect is greater in Model 2 where $K'$-type states are in equilibrium with the cylinder. Total mass current is given by Eq. (31). The term proportional to $I$ represents a quasiparticle current flowing in a direction opposite to $v_s$, ensuring that mass current is conserved.

After we have solved the self-consistent flow field, we can calculate the force exerted on the cylinder. This is given by Eqs. (28) and (29). Since we have assumed that the scattered distributions are $1/2 - \theta(c)$ when calculating the flow field, we shall make the same assumption when calculating the force. This means that we can substitute $g A/2 = 0$ and $g B/2 = 1/2 - \theta(c)$ into Eq. (29). As we saw in Secs. IV and V, and in Fig. 5, this will likely underestimate the force compared to using the exact boundary condition, but the difference should be small in the vicinity of the critical velocity.

Figure 8 shows the force calculated for the ideal flow field, Model 1, and Model 2. The critical velocities are equal in all three cases, approximately $1.12 v_L$. The self-consistent flow fields, Model 1 and Model 2, both yield a force that is smaller than in the case of the ideal flow field. The force for Model 1 is slightly larger than for Model 2, but the difference between the two is small. The
FIG. 6. The field $\alpha$ in units of $p_F v$ calculated in three different cases: (a) Ideal-fluid flow field, valid at $v < 0.5v_L$, where $\alpha = p_F v_s$ and $v_s$ is given by Eqs. (7) and (8). (b), (c) Two models for self-consistent flow at $v = 0.8v_L$. The field $\alpha$ gives the quasiparticle potential $\alpha = \alpha \cdot \hat{p}$ in the dispersion relation (4). The gray segment of a disk represents the cylinder. The color gradient signifies the magnitude of the field, and the stream lines its direction. Contour lines of constant magnitude are also displayed at intervals of $0.1p_F v$. The distinguishing feature of the self-consistent models is the suppression of $\alpha$ near the top surface of the cylinder, where locally $v_s > v_L$, to the degree that the field maximum has detached from the cylinder surface. This happens for both models, but is more pronounced in Model 2. In Model 1 this suppression leads to a sharp gradient of $\alpha$ near the cylinder surface.

FIG. 7. Modification to the ideal flow, $\delta v_s$, in units of $v$ at $v = 0.8v_L$, corresponding to the quasiparticle potentials in Fig. 6(b) and Fig. 6(c). The gray segment of a disk represents the cylinder. The color gradient signifies the magnitude of the field in question, and the stream lines its direction. Contour lines of constant magnitude are also displayed at intervals of $0.01v$. The ideal flow is modified in a manner that diverts the liquid from the regions where Landau velocity is exceeded locally. In addition to the mass flow proportional to $v_s$, there is a quasiparticle current $\propto I$ that on top of the cylinder is to the right. The total current given by Eq. (31) is conserved.

VII. EQUILIBRIUM IN THE NEAR REGION

In the previous section we studied how the flow field around a cylinder is modified when there are no collisions between quasiparticles. In this section we assume the opposite extreme where, due to quasiparticle-quasiparticle collisions, full equilibrium with the cylinder has been achieved in the near region. We assume that the far region is still in equilibrium with the laboratory frame, and that the gap amplitude there is isotropic, $|\Delta(p)| = \Delta$. 

Similarity in forces between the two models is likely due to the fact that, despite the differences in the $\alpha$ fields close to the cylinder, the energy $\epsilon_3$ of Fig. 4 along quasiparticle trajectories is mostly the same. The states bound to the vicinity of the cylinder affect the force only by means of raising or lowering this energy barrier, which in this case is minimal.
This situation can only be achieved at cylinder velocities $v$ less than the Landau velocity $v_L = \Delta/p_F$. Unlike in the collisionless case, we allow the gap amplitude to become anisotropic in the near region. Parametrizing the momentum direction as $\mathbf{p} = \mathbf{p}_\perp + p_\parallel \hat{\mathbf{e}}$, where $\mathbf{p}_\perp \cdot \hat{\mathbf{e}} = 0$, the square of the gap amplitude in a $p$-wave superfluid can be written as $|\Delta(p, r)|^2 = \Delta_\perp (r)^2 p_\perp^2 + \Delta_\parallel (r)^2 p_\parallel^2$.

We shall study the system in the rest frame of the cylinder at $T = 0$. The flow obeys the same equations (32), (33), and (34) as it did in the collisionless case. When calculating $I$, we can use distributions $\phi_{Bi} = 1/2 - \theta(\epsilon)$ everywhere. These describe equilibrium with the cylinder, which is required in the near region. In the far region $I$ vanishes as it should, since there are no excitations present.

Substituting the distributions and the gap amplitude into Eq. (30) yields

$$I = -\frac{1}{3} \theta(\alpha - \Delta_\parallel) \frac{(\alpha^2 - \Delta_\parallel^2)\Delta_\perp^3}{\alpha^2 + \Delta_\perp^2 - \Delta_\parallel^2} \hat{\mathbf{e}}.$$  

We see from Eq. (32) that $I$ and $v_s$ are parallel and subsequently we can express the mass current density as

$$j = \rho_s(v_s) v_s.$$  

Here $\rho_s$ is the superfluid density, which depends on the magnitude of the superfluid velocity. The value of $\rho_s$ is given by

$$\rho_s(v_s) = \frac{m n f}{p_F} \frac{3 + F_1^s}{v_s^2} I(\alpha(v_s)),$$

where $\alpha(v_s)$ is the solution of the nonlinear equation

$$\alpha = p_F v_s - \frac{F_1^s}{3} \theta(\alpha - \Delta_\parallel) \frac{(\alpha^2 - \Delta_\parallel^2)^{3/2}}{\alpha^2 + \Delta_\perp^2 - \Delta_\parallel^2}.$$  

We can write Eqs. (32), (33), and (34) as

$$\nabla \cdot [\rho_s(v_s) v_s] = 0,$$

$$v_s = \frac{\hbar}{2m} \nabla \psi.$$  

So far we have not specified the gap functions $\Delta_\parallel$ and $\Delta_\perp$. Obviously the correct choice would be to determine $\Delta_\parallel$ and $\Delta_\perp$ self-consistently from the gap equation. This has been done in Refs. [21], [22]. The result is that for $F_1^s = 5.4$ both $\Delta_\parallel$ and $\Delta_\perp$, as well as $j$, are single-valued functions of $v_s$, see Fig. 9. (This is not the case for $F_1^s = 0$.) For $v_s < v_L$ the gap components are constants and $j$ grows linearly. Increasing $v_s$ beyond $v_L$, the parallel gap component $\Delta_\parallel$ drops rapidly to zero. The perpendicular gap component $\Delta_\perp$ first grows slightly. Current $j$ drops sharply, recovering minutely as $\Delta_\perp$ begins to decrease. Both $\Delta_\perp$ and $j$ go to zero at $v_s = 5.3 v_L$.

The equilibrium problem now consists of finding the solution of Eqs. (47) and (48) with proper boundary conditions. At $v < v_L/2$ the solution is the ideal superfluid flow (8). We have attempted to find a solution numerically at $v > v_L/2$, but have been unsuccessful.
In order to gain insight into the failure to find a stable solution at \( v > v_L / 2 \), we have considered an alternative model. Instead of using the gap equation, we have assumed a constant gap \( \Delta j = \Delta_\perp = \Delta \), which is independent of \( v_s \). As seen in Fig. 9, in this case the mass current \( j \) first increases slightly beyond \( v_L \), but after that is a monotonically decreasing function of \( v_s \). It drops more slowly than in the case of the self-consistent gap and does not vanish at any finite \( v_s \).

Figure 10 displays numerical results for fields \( \alpha \) and \( \delta v_s = v_s - v_0 \) in the case of the constant gap at \( v = 0.65v_L \). We see that, unlike in the collisionless approximation, there is a region near the top surface of the cylinder where the magnitude of \( \alpha \) is larger than in the case of the ideal flow. In the same region the length of \( \delta v \) is an order of magnitude larger than in the collisionless approximation. In fact, \( \delta v \) is of the same order as \( v_0 \), thus significantly changing the flow pattern. Outside this region the flow is not significantly modified. For our preferred lattice the calculation becomes nonconvergent at velocities slightly greater than \( 0.7v_L \). Decreasing the lattice spacing leads to nonconvergence at even lower velocities.

What causes the difference between the collisionless models and the equilibrium models is the number of excitations present in the flow field, which can be much larger in the latter case. This also explains the instability of the flow in the equilibrium models. In order to satisfy conservation of mass, the local mass current on the \( y \)-axis has to be larger than the far-region value \( j_\infty = mn_j v \). In ideal fluid \( j \propto v_s \), and thus the mass current can be increased simply by increasing the superfluid velocity. Increasing \( v_s \) beyond the Landau velocity also builds up the excitation current \( \propto I \) opposite to the direction of superflow, decreasing the total mass flow. In the collisionless approximation \( I \) is generally small, since only those trajectories that collide with the object contribute to it. This means that increasing \( v_s \) still increases \( j \), although at a smaller rate than for ideal fluid. In the equilibrium model, however, \( I \) is so large that \( j \) starts to decrease when \( v_s \) is increased from \( \sim v_L \), meaning that \( j \) has a maximum value. Because of this, the equilibrium models have no solution at high enough velocities, since it is not possible to satisfy conservation of mass. The difference in convergence between the two equilibrium models seems to have the same origin. In addition to these two, we have tested other \( j(v_s) \) functions. It seems that especially the sharp drop in \( j(v_s) \) at \( v_s = v_L \) is the cause of the instability of the self-consistent-gap model.

The lack of convergence apparently means that the true physical solution is not consistent with the assumptions made. The theory presented here is limited to long length scale, time-independent solutions with a singly defined phase \( \psi \). Thus there could be an instability to some time-dependent state that could have vortex-type structures.

VIII. SUMMARY

We have investigated objects moving in superfluid Fermi liquid at velocities on the order of the Landau velocity. The prevailing assumption that an object exceeding the Landau velocity would experience a sudden onset of drag force seems to hold true only for objects much smaller than the coherence length. For a large object the fluid has to be pushed away from the object’s path, resulting in a spatially varying flow field that affects the quasiparticle energies. This leads to Andreev reflections that prevent some excitations from escaping into the surrounding fluid. Perhaps counterintuitively, the critical velocity is increased and the drag force decreased.

This work was to a large extend motivated by the experiment by Bradley et al. [13]. The drag force they measure is reduced from the normal-state value by a factor on the order of \( 10^{-5} \) at \( v = 2v_L \). In the absence of collisions between quasiparticles, we calculate theoretically a reduction factor on the order of \( 10^{-2} \). In the opposite, collision-dominated limit our calculation implies an instability. The main theoretical problem concerning the interpretation of the experiment is whether there could be an intermediate state between the two limiting cases, one with additional shielding factor three orders of magnitude greater compared to the collisionless limit. Also, what is the nature of this state? Does it contain vortices and in what configuration? Is it a stable or a transient state?

There are several limitations in the present work. It is limited to time-independent states. Only two extreme cases of quasiparticle-quasiparticle collisions were studied. Vortex-like structures were excluded. We have used a simple boundary condition that ignores quantum processes such as Andreev reflection and generation of magnetic excitations in the surface layer. We considered only uniform motion, which leaves the occupation of trapped states ambiguous in the collisionless limit. The assumption of a constant, isotropic gap was also made in the collisionless limit. We have assumed zero temperature and a steplike distribution for the scattered quasiparticles. The work presented here should be seen as the first theoretical study of the drag force on a macroscopic object exceeding the Landau velocity in a Fermi superfluid. We hope our work stimulates further experimental and theoretical studies on this topic.
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FIG. 10. Equilibrium in the near region assuming constant $\Delta$: (a) $\alpha$ in units of $pFv$ and (b) $\delta v_s$ in units of $v$. The parameters are $v = 0.65v_L$, $T = 0$, and $F_s^0 = 5.4$. For $\alpha$, the contour lines are placed at intervals of $0.1pFv$ and for $\delta v_s$ at intervals of $0.25v$. Note that the magnitude of $\delta v_s$ is much greater than in the collisionless case (Fig. 7), in spite of the smaller cylinder velocity.
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