IMPROVED ALGORITHMS FOR BANDIT WITH GRAPH FEEDBACK VIA REGRET DECOMPOSITION
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Abstract. The problem of bandit with graph feedback generalizes both the multi-armed bandit (MAB) problem and the learning with expert advice problem by encoding in a directed graph how the loss vector can be observed in each round of the game. The mini-max regret is closely related to the structure of the feedback graph and their connection is far from being fully understood. We propose a new algorithmic framework for the problem based on a partition of the feedback graph. Our analysis reveals the interplay between various parts of the graph by decomposing the regret to the sum of the regret caused by small parts and the regret caused by their interaction. As a result, our algorithm can be viewed as an interpolation and generalization of the optimal algorithms for MAB and learning with expert advice. Our framework unifies previous algorithms for both strongly observable graphs and weakly observable graphs, resulting in improved and optimal regret bounds on a wide range of graph families including graphs of bounded degree and strongly observable graphs with a few corrupted arms.

1. Introduction

Multi-armed bandit (MAB) and learning with expert advice are two canonical models in online learning and have been extensively studied in recent years. Both games proceed for \( T \) rounds. In each round, the player can pull one of \( N \) arms and the (adversarial) environment decides the loss of each arm. In MAB, the player can only observe the loss of the arm just pulled while in the model of learning with expert advice, the whole loss vector is visible. The goal of the player is to pull arms so that the cumulative loss in \( T \) rounds is minimized. The performance of a player is usually measured by the notion of mini-max regret \( R^*(T) \), the expected gap between the loss of the player’s strategy and the loss of the best fixed arm against the worst loss vectors.

Bandit with graph feedback generalizes both models in terms of the fraction of the loss vector that can be observed in each round. The \( N \) arms can be viewed as the vertices in a directed feedback graph \( G = (V,E) \), indexed by \( \{1,2,\ldots,N\} \) and an edge \((i,j)\) indicates if the arm \( i \) is pulled, the loss at arm \( j \) can be observed. Therefore, MAB corresponds to the case when \( G \) consists of \( N \) isolated vertices with self-loops, and learning with expert advice, sometimes called the full feedback model, corresponds to the case when \( E = V^2 \).

 Tight bounds of the mini-max regret for both MAB and learning with expert advices are known. It was shown in [ACBFS02] and [FS97] that the optimal regret of two models are \( \Theta((N \cdot T)^{1/2}) \) and \( \Theta((\log N \cdot T)^{1/2}) \) respectively. The difference between the two regret bounds is clearly due to the amount of information the player can gather about the loss vectors. As a result, the work of [MS11] initialized the study of regret with graph feedback.

This line of research was further extended in the work of [ACBDK15], which classifies all graphs into three classes: non-observable graphs, strongly observable graphs and weakly observable graphs. A non-observable graph contains arms that can never be observed and thus suffers \( \Theta(T) \) regret. Strongly observable graphs are interpolation of MAB and learning with expert advice so that each vertex either has a self-loop or can be observed by all other arms. The mini-max regrets of these graphs are \( O((\alpha(G) \cdot T)^{1/2} \cdot \log(NT)) \) where \( \alpha(G) \) is the independence number of \( G \). The remaining graphs are called weakly observable and it was shown that their regret is \( O((\delta(G) \log N)^{1/3} \cdot T^{2/3}) \) where \( \delta(G) \) is the domination number of \( G \). The bound has been recently improved to \( O((\delta^*(G) \log N)^{1/3} \cdot T^{2/3}) \) in [CHLZ21] where \( \delta^*(G) \) is the fractional dominating
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number of $G$ satisfying $\delta^*(G) \leq \delta(G)$. The ultimate goal in this line of research is to answer the following question:

**How the structure of the feedback graph affects the mini-max regret?**

Unfortunately, all previous results are not optimal even on very simple feedback graphs. Consider an undirected cycle with $2N$ vertices. We have $\delta(G) = \delta^*(G) = N$ and therefore previous algorithms have regret $O\left( (N \log N)^{\frac{1}{2}} \cdot T^{\frac{1}{2}} \right)$. On the other hand, it was shown in [CHLZ21] that the lower bound on this family of graphs is $\Omega\left( N^{\frac{1}{2}} \cdot T^{\frac{1}{2}} \right)$.

Despite the gap between current upper and lower bounds on specific instances, there seems to be some technical barrier for the algorithm design. Almost all current algorithms for bandit with graph feedback in adversarial setting are variants of online stochastic mirror descent (OSMD). The choice of the potential function is key to an optimal algorithm and relies on the feedback structure. An empirical fact is that, if the feedback graph is sparse (e.g., MAB), Tsallis entropy is the optimal choice while for dense feedback graphs (e.g., learning with expert advice, or the complete bipartite graphs studied in [CHLZ21]), the negative entropy results in optimal regret. Is there a uniform treatment for all graphs, or in other words, can we interpolate between various potential functions?

We propose to answer the above question via first understanding the following instance: Suppose there are $m$ graphs $G_1, G_2, \ldots, G_m$, and we know the optimal algorithm for them respectively. What is the optimal algorithm for $G := \bigcup_{k \in [m]} G_k$, which is the disjoint union of these $m$ graphs. This model interpolates between MAB (let each $G_k$ be two singleton vertices with self-loops) and full feedback graph (let $m = 1$ and $G_1$ be the full feedback graph).

In this article, we study a more general setting. Let $G = (V, E)$ and $V_1, \ldots, V_m$ be a partition of $V$. For every $k \in [m]$, let $G_k = G[V_k]$ be the subgraph of $G$ induced by $V_k$. We design an algorithm for $G$ by viewing it as a graph made up of small graphs. To this end, we define the incidence graph $H = (V_H, E_H)$ where $V_H = [m]$ and $(i, j) \in E_H$ iff there are some $(u, v) \in E$ with $u \in V_i$ and $v \in V_j$. Given any sequence of the loss vectors $\ell^{(1)}, \ldots, \ell^{(T)}$ in $T$ rounds, we can define the projection instance, namely the instance with feedback graph $H$ (along with carefully designed “projected” loss vectors $\ell^{(1)}(\cdot), \ldots, \ell^{(T)}(\cdot)$ and $m$ restriction instances, namely the instances with feedback graph $G_k$ for all $k \in [m]$ (along with the restriction of $\ell^{(1)}(\cdot), \ldots, \ell^{(T)}(\cdot)$ on $G_k$).

We propose a new algorithmic framework for solving the problem. We simultaneously maintain $m + 1$ OSMD algorithms for the projection instance and all the restriction instances. In each round, we first choose a subgraph $G_k$ for $k \in [m]$ according to the information provided by the projection instance, and then pick the arm in $G_k$ following the information provided by the restriction instance on $G_k$. Surprisingly, the regret of this two-level OSMD can be nicely decomposed into the sum of regret of the projection instance and the regret of the restriction instance containing the optimal arm (plus some exploration penalties). An informal statement of our regret decomposition theorem is Theorem 1 below and its formal statement is Theorem 8 in Section 3.

**Theorem 1** (Regret Decomposition Theorem, informal). There exists an algorithm such that the regret $R_G(T)$ on $G$ against any loss vector $\ell^{(1)}, \ldots, \ell^{(T)}$ can be decomposed as

$$R_G(T) \leq R_H(T) + R_{G_k^*}(T) + [\text{exploration penalty for } H] + [\text{exploration penalty for } G_k^*],$$

where $G_k^*$ is the subgraph containing the optimal arm.

Our algorithm allows that the graphs $G_1, \ldots, G_m$ are a mixture of strongly observable graphs and weakly observable graphs. Moreover, it allows to use different potential functions on the projection instance $H$ and on each restriction instance $G_k$. This property is crucial to obtain optimal algorithms in a uniform way.

The regret decomposition theorem does not provide an explicit regret bound. For a specific instance, one needs to realize it with concrete potential functions and exploration rates. We therefore introduce some ways of the realizations of the regret decomposition theorem, depending on the partition and the graph structure.

A natural realization, with a heuristic on how to partition the graph, is described in Section 4. The potential function we choose for the projection instance $H$ is a separable function $\Psi(y) = \sum_{k \in [m]} \Psi_k(y(k))$

---

1We prefer to use $\hat{k}$ as the index for subgraphs throughout the paper.
where if \( \bar{k} \) is in the “strong observable part” (formally defined in Section 3.1) without self-loop, then \( \Psi_k \) is the negative entropy and otherwise \( \Psi_k \) is the Tsallis entropy. The potential functions we choose for restriction instances are negative entropies. This special realization results in a concrete upper bound stated in Theorem 12, which is already better than previous algorithm on many instances. We then introduce a more sophisticated realization with adaptive exploration. This realization outperforms the previous one on graphs with bounded degree and results in optimal regret in many cases. We also discuss the issue on how to find an optimal partition in general in Section 4.

We show that our new algorithmic framework accurately captures the regret of the bandit with graph feedback by introducing some applications of these realizations. We first consider those \( C \)-corrupted strongly observable graphs. That is, the weakly observable graphs containing at most \( C \) vertices that are not strongly observable. In [ACBDK15], it was shown that as long as one vertex in a strongly observable graph becomes weakly observable (by removing the self-loop or an edge incident to it, say), the regret’s dependency on \( T \) suddenly changes from \( O(\log T) \) to \( T^{\frac{1}{2}} \). However, it was not clear how the dependency on the graph \( G \) is changed. We prove that

**Theorem 2.** If \( G \) is a weakly observable graph containing at most \( C \) vertices which are not strongly observable, then for sufficiently large \( T \), any loss sequence \( \ell^{(1)}, \ldots, \ell^{(T)} \), the regret of our realization is at most \( 9 \cdot (4C)^{\frac{1}{2}} \cdot T^{\frac{1}{2}} \).

The upper bound contains no term in \(|G|\) and is tight in terms of \( C \). It can be explained by our decomposition theorem as follows: We can decompose the graph into (at least) two parts, one containing strongly observable vertices and the other containing those \( C \) corrupted vertices. The regret from the first part is \( O(\alpha(G) \cdot T^{\frac{1}{2}}) \) and the regret from the second part is \( O(C\cdot T^{\frac{1}{2}}) \). It would be clear from the bounds in Section 4 that the regret of \( G \) is dominated by the sum of the two, and therefore dominated by \( O(C\cdot T^{\frac{1}{2}}) \) for sufficiently large \( T \). This also explains the phenomenon of “abrupt change in regret” on loopy stars discussed in [ACBDK15] and improves results therein.

We then consider the disjoint union of graphs mentioned before. Generally speaking, one can always plug previous OSMD algorithm for each disjoint subgraph into our two-level algorithmic framework and obtain improved algorithm for the whole graph. For example, we prove that

**Theorem 3.** If \( G \) is the disjoint union of \( m \geq 2 \) loop-less cliques and the \( k^{\text{th}} \) clique is of size \( n_k \). Then the mini-max regret of \( G \) satisfies

\[
R'_G(T) = O\left(\left(\sum_{k=1}^{m} \log n_k\right)^{\frac{1}{2}} \cdot T^{\frac{1}{2}}\right).
\]

We further apply our algorithm to graphs of bounded degree and obtain optimal algorithms. This resolves an open problem in [CHLZ21] where they asked for the optimal algorithm for undirected cycles.

**Theorem 4.** If a directed weakly observable graph \( G \) is of bounded in-degree with \( N \) vertices, then for any sufficiently large \( T > 0 \) and any loss vector \( \ell^{(1)}, \ldots, \ell^{(T)} \), the regret is \( O(N^{\frac{1}{2}} \cdot T^{\frac{1}{2}}) \).

Note that any weakly observable graph contains a subgraph of bounded in-degree and removing edges never decreases its mini-max regret. As a result, \( O(N^{\frac{1}{2}} \cdot T^{\frac{1}{2}}) \) is a universal upper bound of regret for any weakly observable graph. This improves previous best universal upper bound \( O((N \log N)^{\frac{1}{2}} \cdot T^{\frac{1}{2}}) \) in [ACBDK15, CHLZ21].

We also prove that for every graph of bounded out-degree, there exists some loss vectors yielding \( \Omega(N^{\frac{1}{2}} \cdot T^{\frac{1}{2}}) \) regret. Therefore, the regret of a graph with bounded out-degree is \( \Theta(N^{\frac{1}{2}} \cdot T^{\frac{1}{2}}) \).

**Theorem 5.** Let \( G \) be a weakly observable graph of bounded out-degree with \( N \) vertices. Then for sufficiently large \( T > 0 \), the mini-max regret satisfies

\[
R'(T) = \Theta(N^{\frac{1}{2}} \cdot T^{\frac{1}{2}}).
\]
Related Works. Multi-armed bandit (MAB) is a classic and well-explored problem of sequential decision introduced in [Rob52]. The work of [ACBFS02] proved that the mini-max regret of MAB is $\Theta(\sqrt{NT})$ in adversarial setting and [LG21] gives a tighter upper bound $\sqrt{2NT}$ which is the best known result so far. Another well-known problem is learning with expert advice which was studied in [FW94], [Vov90], [FS97], etc. The regret of learning with expert advice model was proved to be $\Theta(\sqrt{T\log N})$ in [FS97]. Widely used traditional algorithms for sequential decision problems include Thompson sampling, upper confidence bound (UCB) and EXP3. The algorithm Online stochastic mirror descent (OSMD) was developed by [Nem79] and [NY83] which reaches the tight bound for both MAB and learning with expert advice by choosing appropriate potential functions. The work of [MS11] introduced a more general feedback model using a graph which allows the player to observe the out-neighbors of the chosen arm. Studies of this model includes those on fixed graphs (e.g., [MS11], [ACBDK15], [CHLZ21]), time-varying graphs (e.g., [KNVM14], [ACBDK15]) and random graphs (e.g., [ACBG*17], [LBS18], [LCWL20]). The work of [ACBDK15] add an exploration term into standard OSMD which is defined by domination number and reaches an upper bound of $O((\delta \log N)\sqrt{T})$ where $\delta$ is the weak domination number of the feedback graph. The work of [CHLZ21] further improved the result to $O((\delta^* \log N)\sqrt{T})$ where $\delta^*$ is the fractional weak domination number of the feedback graph.

2. Preliminaries

Let $n \in \mathbb{N}$ be a positive integer. We use $[n]$ denote the set $\{1, 2, \ldots, n\}$. $\Lambda_{n-1} = \{x \in \mathbb{R}_{\geq 0} : \sum_{i=1}^{n} x(i) = 1\}$ is the $n-1$ dimension probability simplex. Let $(e_{[n]}^i)_{i=1}^n$ be the standard basis of $\mathbb{R}^n$ which means for every $j \in [n]$, $e_{[n]}^j(i) = 1$ if $j = i$ and 0 otherwise. Let $1^{[n]} \in \mathbb{R}^n$ be a vector that every element is 1 or equivalently $1^{[n]} = \sum_{i=1}^{n} e_{[n]}^i$.

2.1. Graphs. Let $G = (V, E)$ be a directed graph with possibly self-loops where $|V| = N$. When we say $G$ is undirected, we understand an undirected edge $[u, v]$ as two directed edges $(u, v)$ and $(v, u)$. For every $S \subseteq V$, we use $G[S]$ to denote the subgraph of $G$ induced by $S$. Let $m \in \mathbb{N}$ be a positive integer. Let $\{V_1, \ldots, V_m\}$ be a partition of $V$. Define the incidence graph $H = (V_H, E_H)$ w.r.t. the partition as $V_H = [m]$ and $E_H = \{(i, j) \in [m]^2 : i \neq j \land \exists u \in V_i, v \in V_j, (u, v) \in E\}$. For every $k \in [m]$, we usually use $G_k = (V_k, E_k)$ to denote $G[V_k]$. We call each $V_k$ a block of the partition. Once we view $G$ as an instance of bandit with graph feedback, we call $H$ the projection instance and each $G_k$ a restriction instance.

For every $v \in V$, we define $N_{in}(v) = \{u \in V : (u, v) \in E\}$ and $N_{out}(v) = \{u \in V : (v, u) \in E\}$ as the set of in-neighbors and out-neighbors of $v$ respectively. Then we use $|N_{in}(v)|$ and $|N_{out}(v)|$ to denote the in-degree and out-degree of $v$ respectively. A set $S \subseteq V$ is an independent set if there is no edge between any two vertices in $S$. A set with a self-loop vertex can not be an independent set. The notion of $t$-packing independent set $S$ in a graph $G = (V, E)$ is defined as an independent set $S \subseteq V$ satisfying for every $u \in V$, $|N_{out}(u) \cap S| \leq t$.

We say a vertex $v \in V$ is non-observable if $N_{in}(v) = \emptyset$, otherwise, it is observable. A graph with non-observable vertices is called a non-observable graph, otherwise, it is an observable graph. A vertex $v$ is called strongly observable if either $v$ has a self-loop or $N_{in}(v) = V \setminus \{v\}$. A graph is a strongly observable graph if every vertex of it is strongly observable. Weakly observable vertices refer to vertices which are neither non-observable nor strongly observable. Graphs which are neither non-observable nor strongly observable are called weakly observable graphs.

Consider the following linear programming $P$ defined on $G_k$ for every $k \in [m]$ such that $|V_k| \geq 2$:

$$\text{minimize } \sum_{v \in V_k} x_v, \text{ s.t. } \sum_{v \in N_{in}(u) \cap V_k} x_v \geq 1, \forall u \in V_k \text{ and } 0 \leq x_v \leq 1, \forall v \in V_k.$$  

We use $\delta^*_k(G_k)$ to denote the optimum of $P$. We call $\delta^*_k(G_k)$ the local fractional weak domination number of $G_k$ and when $G_k$ is clear from the context, we use $\delta^*_k$ for briefy. We use $x^*_{k,j}$ to denote the corresponding solution of $P$ for $j \in [n_k]$. Let $\mathbf{d} = \sum_{j \in [n_k]} |V_{k,j}| \geq 2 \delta^*$. Note that $\mathbf{d}$ here is different from $\delta^* = \delta^*(G)$ in [CHLZ21] which is the (global) fractional domination number.
2.2. Bandit with Graph Feedback. Let $G = (V, E)$ be a directed graph and $V = [N]$ be the collection of bandit arms. Let $T \in \mathbb{N}$ be the time horizon. The structure of $G$ and the value of $T$ is known by the player. Bandit with graph feedback, or graph bandit for short, is an online decision problem. The player design an algorithm $\mathcal{A}$ such that in each round $t = 1, 2, \ldots, T$:

1. The algorithm $\mathcal{A}$ computes a distribution $X(t) \in \Delta_{N-1}$ and chooses an arm $A_t \in [N]$ by sampling from $X(t)$;
2. The adversary chooses a loss function $\ell(t) : [N] \to [0, 1]$;
3. The player pays $\ell(t)(A_t)$ and observes $\ell(t)(j)$ for $j \in N_{\text{out}}(A_t)$.

For a fixed loss function sequence $\mathcal{L} = \{\ell(1), \ell(2), \ldots, \ell(T)\}$, let the best arm $a^* = \arg\min_{a \in [N]} \sum_{t=1}^{T} \ell(t)(a)$. We can view the loss function $\ell(t)$ as a vector and $\ell(t)(j)$ is the value at its $j$th coordinate. The regret of the algorithm with respect to a fixed arm $a \in [N]$ is defined by $R_{a}(G, T, A, \mathcal{L}) = E \left[ \sum_{t=1}^{T} \ell(t)(A_t) - \sum_{t=1}^{T} \ell(t)(a) \right]$ and the expectation is with respect to the randomness of the algorithm. When the context is clear, we write the regret as $R_{a}(T)$ for briefly. Furthermore, if not otherwise specified, the regret refer to is $R(T)$ which is shortened to $R(T)$ if $G$ is clear from the context.

Recall the notion of $t$-packing independent set $S$ defined before. The following lower bound of the mini-max regret was proved in [CHLZ21]:

**Proposition 6.** For any algorithm, any weakly observable graph containing a $t$-packing independent set $S$ suffers $\Omega\left( \max\left\{ \log |S|, \frac{|S|^\frac{1}{2}}{T^{\frac{1}{2}}} \right\} \right)$ regret on some loss vector sequences.

2.3. Optimization. Let $V \in \mathbb{R}^n$ be a convex set. For a convex function $F : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}$, the domain of $F$ is $\text{dom}(F) = \{x \in \mathbb{R}^n : F(x) < \infty\}$. Assume $\text{dom}(F)$ is open and $F$ is differentiable in its domain. Given $x, y \in \text{dom}(F)$, the Bregman divergence with respect to $F$ is $D_F(x, y) = F(x) - F(y) - \nabla F(x)(y - x)$ where $\nabla F(x)$ is the directional derivative of $F$ in direction $v$ at $y$. The diameter of $V$ with respect to $F$ is $D_F(V) = \max_{x,y \in V} F(x) - F(y)$. Negative entropy refers to the function $\Phi : \mathbb{R}^n_{\geq 0} \to \mathbb{R} \cup \{\infty\}$ that $\Phi(x) = \sum_{i=1}^{n} x(i) \log x(i)$. Given a constant $h \in (0, 1)$, the Tsallis entropy $\Psi : \mathbb{R}^n_{\geq 0} \to \mathbb{R} \cup \infty$ with respect to $h$ is defined by $\Psi(x) = \sum_{i=1}^{n} x(i)^h$. In this work, we take $h = \frac{1}{4}$.

Let $A \in \mathbb{R}^{n} \times \mathbb{R}^{n}$ be a semi-definite positive matrix and $x \in \mathbb{R}^n$ be a column vector, the norm with respect to $A$ is defined by $\|x\|_{A} := \sqrt{x^TAx}$. When $A = V^2\Psi$ is the Hessian matrix of some function $\Psi$, we use $\|x\|_{V^2\Psi}$ to denote $\|x\|_{\{V^2\Psi\}^{-1}}$.

2.4. Online Stochastic Mirror Descent. Given a convex potential function $\Psi$ and a convex set $X$, OSMD starts with a distribution $X(1) = \arg\min_{x \in X} \Psi(x)$. In every round $t \in [T]$, it plays $A_t = X(t)$, pays corresponding loss and gains some observation of the arms. With a loss estimator $\hat{\ell}(i)$ of the real loss vector $\ell(t)$ and a uniform step size $\eta$, it updates by $X(t+1) = \arg\min_{x \in X} \eta(x, \hat{\ell}(i)) + B\Psi(x, X(t))$.

**Proposition 7.** The regret of OSMD satisfies that $R_{\ell}(T) \leq \frac{2D_v(x)}{\eta} + \frac{2}{\eta} \sum_{t=1}^{T} \sup_{y \in [X(1), X(t)]} \|\hat{\ell}(i)\|^2_{\Psi^{-1}}$, where $X(t) = \arg\min_{x \in \text{int}(\text{dom}(\Psi))} \Psi(x, \hat{\ell}(i)) + B\Psi(x, X(i))$.

More details on OSMD can be found in e.g. [ZL19].

3. Regret Decomposition

In this section, we describe our algorithm based on a graph partition and state the regret decomposition theorem. We first define the notion of legal partition, the main data structure that our algorithm relies on in Section 3.1 and present the algorithm in Section 3.2. We also provide the analysis of the algorithm and the proof of the main theorem in Section 3.3.
3.1. Legal Partition. Let $G = (V, E)$ be a directed graph with possible self-loops. Let $V_1, V_2, \ldots, V_m$ be a partition of $V$. Recall that for every $k \in [m]$, we let $G_k = (V_k, E_k) := G[V_k]$ be the subgraph of $G$ induced by $V_k$ and let $n_k = |V_k|$. For every $k \in [m]$, we call $V_k$ a block of the partition.

We say a partition $\{V_1, V_2, \ldots, V_m\}$ of $V$ is legal (for our algorithm) if every subgraph $G[V_k]$ is observable and it can be further partitioned into two groups $U_1 = \{1, 2, \ldots, s\}$ and $U_2 = \{s + 1, s + 2, \ldots, m\}$ satisfying

- $n_k = 1$ for all $k \in U_1$ and $n_k > 1$ for all $k \in U_2$;
- For every $k \in U_1$, the vertex $v_k$ in the singleton set $V_k$ is strongly observable in $G$.

Note that we allow $U_1 = \emptyset$ or equivalently $s = 0$. We call $U_1$ (when referring to an index), or sometimes $\bigcup_{k \in U_1} V_k$ (when referring to an arm), the strongly observable part of the partition.

In fact, our algorithm will treat $G[\bigcup_{k \in U_1} V_k]$ as a strongly observable instance and treat each $G[V_k]$ for $k \in U_2$ as a weakly observable instance (even though it is not). The intuition behind the definition is that the strongly observable graphs are more friendly to the player comparing to weakly observable graphs in terms of the mini-max regret ($\Theta(T^{2})$ v.s. $\Theta(T^{\frac{3}{2}})$). Therefore, our algorithm can take this advantage when a weakly observable graph contains a large strongly observable subgraph. This is crucial to some of the optimal algorithms in Section 5. An example of a legal partition and its corresponding incidence graph is illustrated in Figure 1.

![Figure 1. An example of a legal partition and its incidence graph](image)

3.2. The Algorithm. We assume settings in Section 3.1. That is, given a directed graph $G = (V, E)$, we fix a legal partition $V_1, V_2, \ldots, V_m$ with $U_1$ and $U_2$. Each arm in $G$ is denoted by a pair $(k, j)$ for $k \in [m]$ and $j \in [n_k]$. We further divide $U_1$ into $U_1^S$ and $U_1^S$ where $U_1^S \subseteq U_1$ is the indices of those singleton sets containing an arm with a self-loop and $U_1^S = U_1 \setminus U_1^S$.

Speaking at a very high level, our algorithm is a two-level online stochastic mirror descent algorithm: We first pick an arm $\tilde{k} \in [m]$, and then pick an arm in $V_{\tilde{k}}$. Therefore, in each round $t \in [T]$, we maintain two families of probability distributions:

- We first maintain a distribution $Y^{(t)} \in \Delta_{m-1}$ on all $m$ blocks;
- For every $k \in [m]$, we maintain a distribution $X^{(t)}_k \in \Delta_{n_k-1}$.

Since blocks in $U_1$ only contain one arm, for every $k \in U_1$, $X^{(t)}_k$ is a distribution on a singleton. As a result, those arms belong to $\bigcup_{k \in U_1} V_k$ are essentially explored by the rule $Y^{(t)}$. We introduce a convex potential function $\Psi : \mathbb{R}^m \to \mathbb{R}$ for $Y^{(t)}$. 


Those arms in $V_k$ with $k \in U_2$ are explored in a two-stage manner. For every such $X_k^{(t)}$, we introduce a convex potential function $\Phi_k: \mathbb{R}^n \rightarrow \mathbb{R}$.

We also define some exploration terms, locally and globally, as follows:

- We define the global exploration factor, denoted by $\gamma_k^{(t)}$, over all arms in $V$. That is, $\gamma_k^{(t)}: (\hat{k}, j) \mapsto \gamma_k^{(t)}((\hat{k}, j)) \in [0, 1]$ assigns each arm some chance to be explored at the first stage. Let $\gamma(t) := \sum_{k \in [m]} \sum_{j \in [n_k]} \gamma_k^{(t)}((\hat{k}, j))$ be the total global exploration rate.

- For every block $k \in U_2$, we define the local exploration factor in $V_k$, denoted by $\gamma_k^{(t)}$, over all arms in $V_k$. Similarly, $\gamma_k^{(t)}: j \mapsto \gamma_k^{(t)}(j) \in [0, 1]$ assigns each arm in $V_k$ some chance to be explored at the second stage. We also let $\gamma_k^{(t)} := \sum_j \gamma_k^{(t)}(j)$ be the total local exploration rate in $V_k$.

Assuming notations above, the implementation details can be found in Algorithm 1. Assume $Y^{(1)}$ and $X_k^{(1)}$ for all $k \in [m]$ are well initialized. In each round $t = 1, 2, \ldots, T$, the behavior of the player includes:

- **Sampling:**
  - For each block $k \in U_2$, we take into account the local exploration factor and define
    $X_k^{(t)} = (1 - \gamma_k^{(t)}) \cdot X_k^{(t)} + \gamma_k^{(t)}$.
  - For those arms $(\hat{k}, j) \in \bigcup_{k \in U_2} V_k$, we take into account the global exploration factor and play it with probability
    $Z(t)((\hat{k}, j)) = (1 - \gamma(t)) \cdot Y(t)(\hat{k}) \cdot X_k^{(t)}(j) + \gamma(t)((\hat{k}, j))$.
  - For those arms $(\hat{k}, j) \in \bigcup_{k \in U_1} V_k$, we play it with probability
    $Z(t)((\hat{k}, j)) = (1 - \gamma(t)) \cdot Y(t)(\hat{k}) \cdot X_k^{(t)}(j) + \gamma(t)((\hat{k}, j))$.

- **Observing:**
  - For every $(\hat{k}, j) \in N_{out}(A_i)$ where $A_i$ is the chosen arm, observe $\ell(t)((\hat{k}, j))$.
  - For every $(\hat{k}, j) \in V$, define the unbiased loss estimator $\hat{\ell}_k^{(t)}(j)$ (see Line 29 of Algorithm 1).
  - Define the loss of the block $\tilde{L}(t)({\hat{k}})$ for all $k \in [m]$ (see Line 23 and Line 26 of Algorithm 1).

- **Updating:**
  - For every $k$, we update $X_k^{(t+1)}$ using OSMD with $\hat{\ell}_k^{(t)}$ and potential function $\Phi_k$:
    $X_k^{(t+1)} = \arg\min_{x \in \Delta_{n_k-1}} \eta_k \cdot \langle x, \hat{\ell}_k^{(t)} \rangle + B_{\Phi}(x, X_k^{(t)})$,
  - where $\eta_k$ is the step size to be set.
  - Update $Y(t)$ with $\tilde{L}(t)$ and the potential function $\Psi$:
    $Y(t+1) = \arg\min_{y \in \Delta_{m-1}} \langle y, \tilde{L}(t) - c(t) \cdot 1^{[m]} \rangle + B_{\Psi}(y, Y(t))$,
    where $c(t)$ is a constant defined in Line 31.

We remark that the value of $\tilde{L}(t)({\hat{k}})$ is the expectation of $\hat{\ell}_k^{(t)}(j)$ under the distribution $X_k^{(t)}$ over $j \in [n_k]$. It would be clear from the analysis that this choice is the key to make everything work.

### 3.3 Regret Decomposition Theorem

The main result of this section is the following regret decomposition theorem.

Assume notations in Section 3.2. We let $(\tilde{L}(t))' := \tilde{L}(t) - c(t) \cdot 1^{[m]}$ where $c(t) = \sum_{k \in U_1} \tilde{L}(t)(k) \cdot Y(t)(k)$ is defined in Line 31 of Algorithm 1.
Algorithm: Online Stochastic Mirror Descent for Composite Graphs

Input: A feedback graph $G = (V, E)$ and a legal partition $\{V_k\}_{k \in [m]}$; sets of indices $U_1^T \cup U_2^T$.

begin
for $k \in U_2$ do
  $X_k^{(1)} \leftarrow \arg \min_{x \in \Delta_{m-1}} \Phi_k(x);$ 
end
for $k \in U_1$ do
  $X_k^{(1)} \leftarrow 1;$ 
end
$Y^{(1)} \leftarrow \arg \min_{y \in \Delta_{m-1}} \Psi(y);$ 
for $t = 1, \ldots, T$ do
  for $k \in U_2$ do
    Define the vector $X_k^{(t)}$ as $X_k^{(t)}(j) = (1 - \bar{T}_k^{(t)}) \cdot X_k^{(t)}(j) + \gamma_k^{(t)}(j);$ 
    Define the vector $Z_k^{(t)}$ as $Z_k^{(t)}((\bar{k}, j)) = (1 - \bar{T}_k^{(t)}) \cdot Y_k^{(t)}(\bar{k}) \cdot X_k^{(t)}(j) + \gamma_k^{(t)}((\bar{k}, j));$
  end
  for $k \in U_1$ do
    Define the vector $Z_k^{(t)}$ as $Z_k^{(t)}((\bar{k}, j)) = (1 - \bar{T}_k^{(t)}) \cdot Y_k^{(t)}(\bar{k}) \cdot X_k^{(t)}(j) + \gamma_k^{(t)}((\bar{k}, j));$
  end
  Play the arm $A^{(t)} \sim Z^{(t)}$ and observe $\ell_k^{(t)}((\bar{k}, j))$ for all $(\bar{k}, j) \in N_{\text{out}}(A_1);$ 
  for $k \in [m]$ and $j \in [n_k]$ do
    $\ell_k^{(t)}(j) \leftarrow \frac{1_{[\bar{k} \in N_{\text{out}}(A_1)]} \cdot \ell_k^{(t)}((\bar{k}, j))}{\sum_{a \in N_{\text{out}}(k,j)} Z_k^{(t)}(a)};$
  end
  for $k \in U_2$ do
    $\bar{I}_k^{(t)} = \sum_{j \in [n_k]} X_k^{(t)}(j) \cdot \ell_k^{(t)}(j);$ 
  end
  for $k \in U_1$ do
    $\bar{I}_k^{(t)} = \ell_k^{(t)}(1);$ 
  end
  for $k \in U_2$ do
    $X_k^{(t+1)} \leftarrow \arg \min_{x \in \Delta_{m-1}} \eta_k \cdot \langle x, \hat{\ell}_k^{(t)} \rangle + B_{\Phi_k}(x, X_k^{(t)});$ 
  end
  $c^{(t)} \leftarrow \sum_{k \in U_1} \bar{I}_k^{(t)} \cdot Y_k^{(t)}(\bar{k});$
end
/* We shift $\bar{I}_k^{(t)}$ by $c^{(t)} \cdot 1_{[m]}$ to reduce its variance */
$Y^{(t+1)} \leftarrow \arg \min_{y \in \Delta_{m-1}} \langle y, \bar{I}_k^{(t)} - c^{(t)} \cdot 1_{[m]} \rangle + B_{\Psi}(y, Y^{(t)});$ 
/* We hide the choice of “learning rate” in $\Psi */
end

Algorithm 1: Online Stochastic Mirror Descent for Composite Graphs
Theorem 8 (Regret Decomposition Theorem). Let \((k^*, j^*)\) be a fixed arm. If \(k^* \in U_2\), then the regret of Algorithm 1 with respect to \((k^*, j^*)\) is

\[
R_{(k^*, j^*)}(T) \leq \left\{ \frac{1}{2} \sum_{t=1}^{T} \mathbb{E} \left[ \sup_{y \in [W^{(t)}, Y^{(t)}]} \|\hat{\xi}^{(t)}(y)\|_{\psi^{-2} \psi(y)} \right] \right\} + \sum_{t=1}^{T} \sum_{k \in [m]} \sum_{j \in [n_k]} \gamma_k^{(t)}((\bar{k}, j))
\]

\[
+ \left\{ D_{\psi_0}(\Delta_{n_k-1}) + \frac{\eta_k}{2} \sum_{t=1}^{T} \mathbb{E} \left[ \sup_{x \in [Q_k^{(t)}, X_k^{(t)}]} \|\hat{\xi}^{(t)}_k(x)\|_{\psi^{-2} \psi_k(x)} \right] \right\} + \sum_{t=1}^{T} \sum_{j \in [n_k]} \gamma_k^{(t)}(j);
\]

and if \((k^*, j^*) \in U_1\), then the regret of Algorithm 1 with respect to \((k^*, j^*)\) is

\[
R_{(k^*, j^*)}(T) \leq D_{\psi_0}(\Delta_{n_k-1}) + \sum_{t=1}^{T} \mathbb{E} \left[ \sup_{y \in [W^{(t)}, Y^{(t)}]} \|\hat{\xi}^{(t)}(y)\|_{\psi^{-2} \psi(y)} \right] + \sum_{t=1}^{T} \sum_{j \in [n_k]} \gamma_k^{(t)}((\bar{k}, j));
\]

where \(W^{(t)} = \arg\min_{w \in \text{int}(\text{dom}(\psi))} \langle w, \hat{\xi}^{(t)}(y) \rangle + B_{\psi}(w, Y^{(t)})\) and \(Q_k^{(t)} = \arg\min_{q \in \text{int}(\text{dom}(\psi_k))} \eta_k \cdot \langle q, \hat{\xi}^{(t)}_k \rangle + B_{\psi_k}(q, X_k^{(t)}).

The regret decomposition theorem essentially says that the regret of the whole instance comes from four parts: the regret of the projection instance, the regret of the restriction instance, the cost of global exploration and the cost of local exploration.

The remain of this section outlines a proof of the theorem. The complete proof is in Appendix A.

Let us fix an arm \(a^* = (\bar{k}, j^*)\). To ease the presentation, for every \(t = 1, 2, \ldots, T\), we define an \(N\)-dimensional vector \(\bar{\ell}^{(t)}\) indexed by \((\bar{k}, j)\) pairs for every \(\bar{k} \in [m], j \in [n_\bar{k}]\) satisfying \(\bar{\ell}^{(t)}((\bar{k}, j)) = \hat{\ell}^{(t)}((\bar{k}, j))\). Clearly \(\mathbb{E} \hat{\ell}^{(t)}(\bar{k}) = \ell^{(t)}(\bar{k})\).

Lemma 9. The regret of Algorithm 1 with respect to \((\bar{k}, j^*)\) is

\[
R_{(\bar{k}, j^*)}(T) \leq \sum_{t=1}^{T} \mathbb{E} \left[ \langle \bar{\ell}^{(t)}(\bar{k}), Z^{(t)} - e^{(N)}_{a^*} \rangle \right] + \sum_{k \in [m]} \sum_{j \in [n_k]} \gamma_k^{(t)}((\bar{k}, j)) \cdot \mathbf{1}[k^* \in U_2].
\]

The key to prove Lemma 9 is to decompose the regret \(\mathbb{E} \left[ \langle \bar{\ell}^{(t)}(\bar{k}), Z^{(t)} - e^{(N)}_{a^*} \rangle \right]\) with appropriate choices of loss functions defined for the projection instance and restriction instances. By the definition of \(Z^{(t)}\), we can verify that

\[
\mathbb{E} \left[ \langle \bar{\ell}^{(t)}(\bar{k}), Z^{(t)} - e^{(N)}_{a^*} \rangle \right] \leq \sum_{k \in U_2} \mathbb{E} \left[ \sum_{j \in [n_k]} Y^{(t)}(\bar{k}) \cdot \bar{\ell}^{(t)}((\bar{k}, j)) + \sum_{k \in U_1} Y^{(t)}(\bar{k}) \cdot \ell^{(t)}((\bar{k}, 1)) - \ell^{(t)}(a^*) + \sum_{k \in [m]} \sum_{j \in [n_k]} \gamma_k^{(t)}((\bar{k}, j)).
\]

Recall that we let \(\bar{\ell}^{(t)}(\bar{k}) = \sum_{j \in [n_k]} \bar{X}^{(t)}(\bar{k}) \cdot \bar{\ell}^{(t)}((\bar{k}, j))\) for \(\bar{k} \in U_2\) and \(\bar{\ell}^{(t)}(\bar{k}) = \ell^{(t)}(1)\) for \(\bar{k} \in U_1\). We can then write

\[
\mathbb{E} \left[ \sum_{k \in U_2} \mathbb{E} \left[ \sum_{j \in [n_k]} \bar{X}^{(t)}(\bar{k}) \cdot \bar{\ell}^{(t)}((\bar{k}, j)) + \sum_{k \in U_1} Y^{(t)}(\bar{k}) \cdot \ell^{(t)}((\bar{k}, 1)) - \ell^{(t)}(a^*) \right] = \mathbb{E} \left[ \bar{\ell}^{(t)}(\bar{k}), Y^{(t)} - e^{(N)}_{k^*} \right] + \mathbb{E} \left[ \ell^{(t)}(\bar{k}), e^{(N)}_{a^*} \right].
\]

Finally by observing that if \(\bar{k} \in U_2\),

\[
\mathbb{E} \left[ \bar{\ell}^{(t)}(\bar{k}), e^{(N)}_{k^*} \right] = \mathbb{E} \left[ \sum_{j \in [n_k^*]} \bar{X}^{(t)}(\bar{k}) \cdot \bar{\ell}^{(t)}(j) \right] \leq \mathbb{E} \left[ \bar{\ell}^{(t)}(\bar{k}), X^{(t)}(\bar{k}) \right] + \sum_{j \in [n_k^*]} \gamma_k^{(t)}(j).
\]

and if \(\bar{k} \in U_1\),

\[
\mathbb{E} \left[ \bar{\ell}^{(t)}(\bar{k}), e^{(N)}_{a^*} \right] = \mathbb{E} \left[ \bar{\ell}^{(t)}(\bar{k}) \right] = \mathbb{E} \left[ \ell^{(t)}(1), e^{(N)}_{a^*} \right].
\]

See Appendix A.1 for details of the calculation.
We then bound the regrets contributed by the projection instance and the restriction instance appeared in Lemma 9. They are treated in Lemma 10 and Lemma 11 respectively. Both lemmas are consequences of Proposition 7 via setting appropriate parameters. The details can be found in Appendix A.2 and Appendix A.3 respectively.

Lemma 10. It holds that

\[
\sum_{t=1}^{T} E \left[ (\tilde{I}^{(t)}, Y^{(t)} - e^{(m)}_{\tilde{k}}) \right] \leq D_{\psi}(\Delta_{m-1}) + \frac{1}{2} \sum_{t=1}^{T} E \left[ \sup_{y \in [W^{(t)}, Y^{(t)}]} \| (\tilde{I}^{(t)})' \|_{\psi^{-2}(\psi(y))} \right],
\]

where \( W^{(t)} = \arg\min_{w \text{int(dom}(\psi))} (w, (\tilde{I}^{(t)})') + B_{\psi}(w, Y^{(t)}) \).

Lemma 11. If \( \tilde{k}^* \in U_2 \),

\[
\sum_{t=1}^{T} E \left[ (\tilde{I}^{(t)}, X^{(t)} - e^{(n \tilde{k}^{-1})}_{\tilde{k}^*}) \right] \leq \frac{D_{\Phi^2}(\Delta_{n \tilde{k}^{-1}})}{\eta_{\tilde{k}^*}} + \frac{\eta_{\tilde{k}^*}}{2} \sum_{t=1}^{T} E \left[ \sup_{x \in [Q^{(t)}_{\tilde{k}^*}, X^{(t)}_{\tilde{k}^*}]} \| (\tilde{I}^{(t)})' \|_{\psi^{-2}(\Phi^2(x))} \right],
\]

where \( Q^{(t)}_{\tilde{k}^*} = \arg\min_{q \text{int(dom}(\Phi_{\tilde{k}^*}))} \eta_{\tilde{k}^*} \cdot (q, \tilde{r}^{(t)}_{\tilde{k}^*}) + B_{\Phi^2}(q, X^{(t)}_{\tilde{k}^*}) \).

4. Realization of the Regret Decomposition Theorem

The regret upper bound stated in Theorem 8 relies on a given legal partition, the choices of potential functions and the value of various parameters (e.g., those “exploration rates” and “learning rates”). In this section, we introduce two different realizations, depending on the graph structure and yielding improved and optimal regret bound in various settings. At last, we discuss the issue of “optimal realization”.

4.1. Realization for Well-Clustered Graphs. Motivated by the case when \( G \) consists of disjoint union of subgraphs, we make the following heuristic assumption on a good legal partition for graphs that can be partitioned into well-clustered parts.

1. It isolates a large “strongly observable part” from the graph, since the strongly observable graphs have small mini-max regret in general;
2. Each of the remaining blocks is dense, so we can choose “dense graph friendly” potential functions to obtain small regret on restriction instances;
3. The incidence graph is sparse, so we can choose a “sparse graph friendly” potential function to obtain small regret on the projection instance.

We will see in Section 5 that the rule of partition can yield improved regret when \( G \) is the disjoint union of loop-less cliques and we make a heuristic step to assume that the rule generalizes to other graphs of similar structure. Our choice for potential functions is then clear: We let the potential function \( \Psi \) for the projection instance be a separable one \( (\Psi(y) = \sum_{k \in [m]} \Psi_k(y(\tilde{k}))), \) and each \( \Psi_k \) and \( \Phi_k \) is chosen in the following way.

1. For a block \( V_k \) in the “strongly observable part”, if it contains a self-loop, we let \( \Psi_k \) be Tsallis entropy.
2. For a block \( V_k \) in the “strongly observable part”, if it does not contain a self-loop, we let \( \Psi_k \) be negative entropy.
3. For a block \( V_k \) not in the “strongly observable part”, we let \( \Psi_k \) be Tsallis entropy.
4. For each restriction instance \( V_k \), we let \( \Phi_k \) be negative entropy.

We give a complete characterization of the regret bounds of this realization.

Theorem 12. Let \( G = (V, E) \) be a directed graph instance. Let \( V_1, V_2, \ldots, V_m \) be a legal partition of \( V \) with \( U_1 \) and \( U_2 \). Let \( U_1^S \subseteq U_1 \) be the indices of those singleton sets containing an arm with a self-loop and \( U_1^T = U_1 \setminus U_1^S \). Then for sufficiently large \( T > 0 \), any loss sequence \( \ell^{(1)}, \ldots, \ell^{(T)} \) and any arm \( a^* = (\tilde{k}^*, j^*) \) in \( V \), the regret of Algorithm 1
Theorem 12 is proved in the following way. We realize the regret of the projection instance in Section 4.1.1 and the regret of restriction instances in Section 4.1.2 by picking appropriate parameters respectively. Equipped with these two lemmas, we apply Theorem 8 on various types of partitions. The full proof of Theorem 12 is in Appendix C.

4.1.1. Regret of the Projection Instance. In this section, we bound the regret contributed by the "projection instance", namely the term \( \sum_{t=1}^T \mathbb{E} \left| \left( \hat{L}(t), Y(t) - \left[ \begin{array}{c} e_m \end{array} \right] \right) \right| \). Remember that we delay the choice of step sizes for the projection instance here. In fact, we choose the potential function \( \Psi(y) \) as a separable function so that it is Tsallis entropy on blocks indexed by \( U_1^S \) and \( U_2 \) (with different learning rate), and it is negative entropy on blocks indexed by \( U_1^T \).

**Lemma 13.** Let \( \Psi(y) = \sum_{k \in U_2} \frac{-\sqrt{T}}{\eta_1} + \sum_{k \in U_1} \frac{-\sqrt{T}}{\eta_2} + \sum_{k \in U_1^T} \frac{y(k) \log(y(k))}{\eta_3} \) where \( \eta, \eta_1, \eta_2, \eta_3 \) are constants such that \( \min_{i \in [m]} \left( \frac{U_1^T}{\eta} \right) \left( \frac{U_2}{\eta_2} \right) \left( \frac{U_1^S}{\eta_3} \right) \geq -\frac{1}{T} \) for every \( t \in [T] \). Choose \( y_{\hat{X}}(j) = \frac{\sqrt{T}}{\eta} a \) for any \( t \in [T], \hat{k} \in U_2 \) and \( j \in [\eta T] \).

- If \( U_1^T \neq \emptyset \) we have

\[
D_\Psi(\Delta_m) + \frac{1}{T} \sum_{t=1}^T \mathbb{E} \left[ \max_{y \in [W_{\hat{X}(j)}]} \left( \| \hat{L}(t) \|_{\Psi(y)} \right) \right] \leq \frac{\sqrt{|U_1^T|}}{\eta_1} + \frac{\log|U_2| + 1}{\eta_2} + \frac{\sqrt{|U_2|}}{\eta} + 16\eta T \frac{\sqrt{\sum_{k \in U_1^T} (\delta_k^T)^2}}{\alpha} + 8 \left( 1 + \frac{1}{1 - \frac{1}{T}} \right) \eta S T \sqrt{|U_1|} + 2\eta S T + 8\eta T \sqrt{|U_2|}.
\]

- If \( U_1^T = \emptyset \) we have

\[
D_\Psi(\Delta_m) + \frac{1}{T} \sum_{t=1}^T \mathbb{E} \left[ \max_{y \in [W_{\hat{X}(j)}]} \left( \| \hat{L}(t) \|_{\Psi(y)} \right) \right] \leq \frac{\sqrt{|U_2|}}{\eta_1} + \frac{\log|U_2| + 1}{\eta_2} + \frac{4 \sqrt{\sum_{k \in U_1^T} (\delta_k^T)^2}}{\alpha} + \frac{2}{1 - \frac{1}{T}} \eta S T \sqrt{|U_1|}.
\]

The key to prove Lemma 13 is to give an upper bound to \( \hat{L}(t, \hat{k}) \) for each \( t \in [T] \) and \( \hat{k} \in [m] \). In fact, it is sufficient to lower bound the minimum observing probability of the arms in \( \hat{k} \), that is, \( \min_{i \in [m]} \sum_{a \in N_0(a)} Z(i)(a) \) (see Appendix B.1 for detailed deduction). The case when \( \hat{k} \in U_1 \) is easier since the observing probability in the denominator can be cancelled out with some terms in the numerator (see Equation (8) and Equation (9)).
in Appendix B.1). By choosing \( \gamma_k^{(t)}(j) = \frac{\bar{x}_k^{(t)} \cdot \alpha}{k} \) for any \( t \in [T] \), \( \bar{k} \in U_2 \) and \( j \in [n]\), for those \( \bar{k} \in U_2 \), we can verify that

\[
\min_{j \in [n]} \sum_{a \in N_{in}(\bar{k}, j)} Z^{(t)}(a) \geq \frac{1}{2} \min_{j \in [n]} \sum_{(\bar{k}, j) \in N_{in}(\bar{k}, j)} Y^{(t)}(\bar{k}) \cdot \gamma_j^{(t)}(j) \geq \frac{Y^{(t)}(\bar{k})}{2} \cdot \frac{\alpha}{\delta_k}.
\]

Then the \( Y^{(t)}(\bar{k}) \) can be further cancelled out with \( \nabla^{-2} \Psi(Y^{(t)}(\bar{k})) \) in the numerator. The complete proof of this lemma is postponed in Appendix B.1.

4.1.2. Regret of the Restriction Instances. For those restriction instances, we choose negative entropy as their potential functions.

**Lemma 14.** Assume \( k^* \in U_2 \). Let \( \Phi_k(x) = \sum_{j=1}^{n_k} x(j) \log x(j) \). By choosing \( \gamma^{(t)}((\bar{k}, j)) = \frac{x_{k,j} \log n_k}{\delta} \cdot \beta \) for every \( \bar{k} \in U_2 \) and \( j \in [n_k] \) with some \( \beta \) satisfying \( 1 - \gamma^{(t)} \geq \frac{1}{\bar{k}} \), we have

\[
\frac{D_{\Phi_k((A_{k-1}))}}{\eta_k} + \eta_k \cdot \frac{T}{2} \mathbb{E} \left[ \sup_{x \in [Q_{k-1}, X_k]} \| \ell_k^{(t)} || \nabla^{-2} \Phi_k(x) \right] \leq \frac{\log n_k}{\eta_k} + \frac{\eta_k \cdot \beta}{2} \log n_k - T.
\]

The main idea to prove Lemma 14 is similar to that of Lemma 13. The proof is provided in Appendix B.2.

4.2. Adaptive Realization. The realization in Theorem 12 is based on the heuristic that the negative entropy performs well on dense restriction instances. In case the graph is “nowhere dense”, say is of bounded in-degree, we can use Tsallis entropy as the potential function for blocks along with adaptive exploration rates in each round to obtain optimal regret.

To the best of our knowledge, the idea of using adaptive exploration rate, i.e., the choice of exploration rate at each round is not uniform and depends on the distribution of the actions, is new in algorithms for bandit with graph feedback. It is also the key idea to obtain an optimal algorithm for very simple feedback graphs, e.g. directed cycles.

The main lemma is the following one to bound the regrets contributed by restriction instances. It is instructive to compare it with Lemma 14.

**Lemma 15.** Assume \( k^* \in U_2 \). Let \( \Phi_k(x) = \sum_{j=1}^{n} -x(j) \log x(j) \). By choosing \( \gamma^{(t)}((\bar{k}, j)) = \frac{x_{k,j} \log n_k}{\delta} \cdot \beta \sum_{(k,i) \in N_{out}(\bar{k}, j)} \sqrt{X_k^{(t)}(i)} \) for every \( \bar{k} \in U_2 \) and \( j \in [n_k] \) with some \( \beta \) satisfying \( 1 - \gamma^{(t)} \geq \frac{1}{\bar{k}} \), we have

\[
\frac{D_{\Phi_k((A_{k-1}))}}{\eta_k} + \frac{T}{2} \mathbb{E} \left[ \sup_{x \in [Q_{k-1}, X_k]} \| \ell_k^{(t)} || \nabla^{-2} \Phi_k(x) \right] \leq \frac{\sqrt{n_k}}{\eta_k} + 2 \eta_k T \frac{\bar{k}}{\beta}.
\]

**Proof.** Since \( X_k^{(t)} \) and \( Z^{(t)} \) is \( \mathcal{F}_{t-1} \) measurable, we have

\[
\mathbb{E} \left[ \sup_{x \in [Q_k, X_k]} \| \ell_k^{(t)} || \nabla^{-2} \Phi_k(x) \right] \leq \mathbb{E} \left[ \frac{n_k}{\eta_k} \sum_{j=1}^{n_k} 4X_k^{(t)}(j) \frac{1}{2}|(\bar{k}, j) \in N_{out}(A_t)| \right]
\]

\[
= \mathbb{E} \left[ \frac{n_k}{\eta_k} \sum_{j=1}^{n_k} 4X_k^{(t)}(j) \frac{1}{2} \frac{1}{|N_{in}(\bar{k}, j)|} \right] \mathbb{E} \left[ 1|(\bar{k}, j) \in N_{out}(A_t)| \right]
\]

\[
= \mathbb{E} \left[ \frac{n_k}{\eta_k} \sum_{j=1}^{n_k} 4X_k^{(t)}(j) \frac{1}{2} \frac{1}{|N_{in}(\bar{k}, j)|} \right] \mathbb{E} \left[ 1|(\bar{k}, j) \in N_{out}(A_t)| \right]
\]

\[
\leq \frac{n_k}{\eta_k} \sum_{(\bar{k}, j) \in N_{out}(A_t)} 4X_k^{(t)}(j) \frac{1}{2} \beta \cdot \sqrt{X_k^{(t)}(j)}.
\]
\[
\begin{align*}
\leq E \left[ \frac{\eta \| \tilde{\delta} \| \tilde{\nu}^2}{\beta} \sum_{j=1}^{\eta \| \tilde{\delta} \| \tilde{\nu}} \frac{4 \tilde{x}_k(j)^2}{\beta \sqrt{\tilde{x}_k(j)}} \right] &= \frac{4\bar{\delta}^2}{\beta}.
\end{align*}
\]

By direct calculation, \( \frac{D_{\Phi^*_k(\Delta_{mg,c})}}{\eta_k} \leq \frac{\eta \| \tilde{\delta} \| \tilde{\nu}^2}{\beta} \). Thus, we have

\[
\begin{align*}
\frac{D_{\Phi^*_k(\Delta_{mg,c})}}{\eta_k} + \frac{\eta \| \tilde{\delta} \| \tilde{\nu}^2}{2} \cdot \sum_{i=1}^{T} E \left[ \sup_{x \in \{Q_{\tilde{x}_k(n)}^{[\tilde{\nu}^2]}(x) \}} \| \hat{\ell}_k^{(i)}(\tilde{\nu}^{2}) \|_{V} \right] &\leq \frac{\sqrt{\eta_k \delta^2}}{\eta_k^2} + 2\eta_k T \frac{\bar{\delta}}{\beta}.
\end{align*}
\]

\[\square\]

Equipped with Lemma 15 and Lemma 13, we prove another realization of Theorem 8. We assume in Theorem 16 that the partition of the graph \( G \) satisfies \( U_2 \neq \emptyset \). We remark that the bounds in Theorem 16 outperform ones in Theorem 12 when \( G[V_k] \) for \( k \in \bar{V}_2 \) is of bounded in-degree (and therefore they are not dense).

**Theorem 16.** Let \( G = (V,E) \) be a directed graph instance. Let \( V_1, V_2, \ldots, V_m \) be a legal partition of \( V \) with \( U_1 \) and \( U_2 \) where \( U_2 \neq \emptyset \). Let \( U_1^S \subseteq U_1 \) be the indices of those singleton sets containing an arm with a self-loop and \( U_1^S = U_1 \setminus U_1^S \). Then for sufficiently large \( T > 0 \), any loss sequence \( \ell^{(1)}, \ldots, \ell^{(T)} \) and any arm \( a^* = (k^*, j^*) \) in \( V \), the regret of Algorithm 1 with respect to \( a^* \) satisfies

\[
R_{(k^*, j^*)}(T) \leq \begin{cases} 
3 \cdot \left( 2 \sum_{k \in U_2} \sqrt{\frac{1}{T_k}} \right)^{\frac{1}{2}} \left( \frac{\eta_k \delta_k^*}{\bar{\nu}^2} \right)^{\frac{1}{2}} T^\frac{3}{2} + 3 \cdot 2^\frac{3}{2} \left( \frac{\left| U_2 \right|}{\sum_{k \in U_2} \left( \delta_k^* \right)^2} \right)^{\frac{1}{2}} T^\frac{3}{2} + 4 \sqrt{|U_1^S| T^\frac{3}{2}}, & U_1^S = \emptyset; \\
6 \cdot 2^\frac{3}{2} \left( \frac{\left| U_2 \right|}{\sum_{k \in U_2} \left( \delta_k^* \right)^2} \right)^{\frac{1}{2}} T^\frac{3}{2} + 3 \cdot \left( 2 \sum_{k \in U_2} \sqrt{\frac{1}{T_k}} \right)^{\frac{1}{2}} \left( \frac{\eta_k \delta_k^*}{\bar{\nu}^2} \right)^{\frac{1}{2}} T^\frac{3}{2} + 4 \sqrt{6|U_1^S| T^\frac{3}{2}} \\
+ 2 \sqrt{10 \log (|U_1^S| + 1)} T^\frac{3}{2} + \frac{4T^\frac{3}{2} |U_2|^\frac{3}{2}}{2^\frac{3}{2} \left( \sum_{k \in U_2} (\delta_k^*)^2 \right)^{\frac{1}{2}}} + \frac{\sqrt{6}}{3} T^\frac{3}{2}, & U_1^S \neq \emptyset.
\end{cases}
\]

The proof of this theorem is in Appendix D.

**4.3. Remark on Realization.** Lemma 14 and Lemma 15 correspond to two different algorithms for restriction instances and the bounds are in general not comparable. As we explained before, the parameters chosen in Lemma 14 performs well on dense instances while those in Lemma 15 prefer sparse instances. In fact, our framework analyzed in Theorem 8 allows each block to use their own prefered realization. Therefore, if in a given partition those weakly observable blocks are hybrid of dense ones and sparse ones, we can choose for each block either the algorithm in Lemma 14, or the algorithm in Lemma 15, depending on which is better.

A legal partition must be given as an input for our algorithm. A natural question is how to find a good partition beforehand. A direct solution is to regard bounds in Theorem 12 and Theorem 16 (or hybrid of them as discussed in the last paragraph) as the optimization object to find a best partition. Of course, the dependency of the regret bounds and the graph structure is complicated, and therefore the optimization problem is in general intractable. We will see in next section some natural choices of the partition already yields improved and optimal bounds. However, it is still a very interesting problem to devise an efficient way to find a good partition based on the current regret bounds in the most general setting.

**5. Applications**

We discuss applications of Theorem 12 and Theorem 16 in this section. We design optimal algorithms for \( C \)-corrupted strongly observable graphs (Section 5.1) and graphs of bounded out-degree (Section 5.3). We give improved algorithms when \( G \) is the disjoint union of dense graphs in Section 5.2. We also formalize a conjecture regarding the lower bounds for the mini-max regret when \( G \) is the disjoint union of small graphs.
in Section 5.2. In Section 5.4, we give an improved regret bound for hypercubes by designing a non-trivial partition of the graph.

5.1. C-corrupted Strongly Observable Graphs. We say a graph is C-corrupted strongly observable if at most C vertices in V are not strongly observable. Figure 2 illustrates a corrupted MAB and a corrupted full feedback graph.

**Theorem 17.** If G is C-corrupted strongly observable, then for sufficiently large T, any loss sequence ℓ(1),...,ℓ(T) and any a∗ ∈ V, we have

\[ R_{a^*}(T) \leq 9 \cdot (4C)^{\frac{1}{3}} \cdot T^{\frac{2}{3}}. \]

**Proof.** We now define a partition of the graph and apply Theorem 16 to finish the proof. First let U ⊆ V be the set of all the vertices that are not strongly observable. If G[U] is observable, then we simply let V \ U be the strongly observable part and let U be another part. Otherwise, for every u ∈ U that is not observable in G[U], since it is weakly observable in V, we can pick a strongly observable vertex v ∈ V ∩ N_{in}(u) and add v to U. After this operation, G[U] is weakly observable and satisfies |U| ≤ 2C. Then we let V \ U be the strongly observable part and U be another part.

The theorem follows from Theorem 16 with this partition. □

Note that the bound in Theorem 17 contains no N factor and it is clearly optimal for constant C.

![Figure 2. Two examples of C-corrupted strongly observable graphs](image)

5.2. Union of Dense Graphs. In this section, we examine Theorem 12 when G is the disjoint union of special graphs. We are especially interested in cases when each G_k is dense so that negative entropy is locally a good choice. These examples demonstrate that our two-stage algorithm is essential to capture the structure of these instances.

5.2.1. Disjoint Union of Loop-less Cliques. Let m ≥ 2. Assume the graph G = (V,E) is the disjoint union of G_1,...,G_m where each G_k = (V_k,E_k) is a n_k loop-less clique (E_k = {(i,j) | i,j ∈ V_k, i ≠ j}). We index vertices in V using (k,j) for k ∈ [m] and j ∈ [n_k] as usual. Let N = ∑_{k∈[m]} n_k be the number of vertices in G. Using the partition V = ∪_{k=1}^m V_k, Theorem 12 yields

**Theorem 18.** If the weakly observable graph G = (V,E) is the disjoint union of G_1,...,G_m where each G_k = (V_k,E_k) is a n_k loop-less clique. For any sufficiently large T, any loss vector sequence ℓ(1),...,ℓ(T), the regret of our algorithm is

\[ R(T) = O\left(\left(\sum_{k=1}^{m} \log n_k\right)^{\frac{1}{3}} \cdot T^{\frac{2}{3}}\right). \]

Note that the fractional domination number of G is 2m and therefore previous best algorithm in [ACBDK15, CHLZ21] has regret O(\(m\log N\)^{\frac{1}{3}} \cdot T^{\frac{2}{3}}).
It is instructive to compare the two bounds. We can rewrite the two upper bounds respectively as
\[ O\left(\left(\log \prod_{k=1}^{m} n_k\right)^{\frac{1}{2}} \cdot T^{\frac{3}{2}}\right) \quad \text{and} \quad O\left(\left(\log N^m\right)^{\frac{1}{2}} \cdot T^{\frac{3}{2}}\right). \]

The algorithm in [ACBDK15, CHLZ21] is simply OSMD with negative entropy and is good when the graph is dense. Therefore, when \( m \) is small and each loop-less clique is of similar size (for example, when \( m = 2 \) and \( n_1 = n_2 \)), their bound is close to ours. In this case, the regret contributed by restriction instances dominates, since the incidence graph \( H \) is of constant size.

On the other hand, if \( m \) is large, previous algorithm is much worse than ours. Suppose each \( n_k = 2 \), then \( G \) consists of \( m \) disjoint isolated edges, which is topologically close to the MAB instance\(^2\). In this case, the regret of the projection instance dominates and our realization in Theorem 12 essentially use Tsallis entropy as the potential function, which is believed to be optimal. For those intermediate \( m \) and arbitrary value \( n_k \), our algorithm perfectly interpolates between the two extremes.

We conjecture that the bound in Theorem 18 is optimal.

5.2.2. Disjoint Union of Complete Bipartite Graphs. Similarly, if \( G \) is the disjoint union of \( G_1, \ldots, G_m \) and each \( G_k = \left(V_k, E_k\right) \) is a \( \frac{m}{2} + \frac{n_k}{2} \) complete bipartite graph, then we can use the straightforward partition \( V = \bigcup_{k \in [m]} V_k \) and apply Theorem 12 to obtain an algorithm with regret
\[ R(T) = O\left(\left(\sum_{k=1}^{m} \log n_k\right)^{\frac{1}{2}} \cdot T^{\frac{3}{2}}\right). \]

We know each \( G_k \) contains a \( \frac{m}{2} \)-packing independent set of size \( \frac{n_k}{2} \) and therefore each \( G_k \) has regret lower bound \( \Omega\left(\left(\log n_k\right)^{\frac{1}{2}} \cdot T^{\frac{3}{2}}\right) \). What is the lower bound for \( G \)? We make the following conjecture regarding the additive property of the lower bound of this form.

**Conjecture 19.** If \( G \) is the disjoint union of \( G_1, \ldots, G_m \) weakly observable graphs and each \( G_k \) contains an \( t_k \)-packing independent set \( S_k \). Then for any algorithm, for any sufficiently large \( T > 0 \), there exists a loss vector \( \ell^{(1)}, \ldots, \ell^{(T)} \) yielding regret at least \( \Omega\left(\sum_{k=1}^{m} \max\left\{\log |S_k|, \frac{|S_k|}{t_k}\right\}\right)^{\frac{1}{2}} \cdot T^{\frac{3}{2}} \).

5.3. Graphs with Bounded Degree. In this section, we establish the following theorem, which is Theorem 5 in the introduction.

**Theorem 20.** Let \( G = (V, E) \) be a weakly observable directed graph of bounded out-degree with \( N \) vertices. Then for sufficiently large \( T \), its mini-max regret satisfies
\[ R^*(T) = \Theta\left(N^{\frac{1}{2}} \cdot T^{\frac{3}{2}}\right). \]

**Proof.** For the upper bound, we simply regard the whole graph as one block and apply Algorithm 1 with the realization in Section 4.2 on this partition. The regret of our algorithm is \( O\left(N^{\frac{1}{2}} \cdot T^{\frac{3}{2}}\right) \) according to Theorem 16.

For the lower bound, since the out-degree of each vertex is bounded, we can find a \( O(1) \)-packing independent set \( S \) with \( |S| = \Omega(N) \) in \( G \) using the straightforward greedy strategy. It then follows from Proposition 6 that for any algorithm, there exists some loss vectors sequence \( \ell^{(1)}, \ldots, \ell^{(T)} \) such that the regret is \( \Omega\left(N^{\frac{1}{2}} \cdot T^{\frac{3}{2}}\right) \).

Following the same argument above for the upper bound, we can prove Theorem 4 in the introduction. In fact, the proof of this theorem implies a universal mini-max regret upper bound \( O\left(N^{\frac{1}{2}} \cdot T^{\frac{3}{2}}\right) \) for any weakly observable graph \( G \) since one can always obtain a subgraph of \( G \) with maximum in-degree 1 by

---

\(^2\)Although unlike MAB, it is weakly observable here.
deleting edges. The operation never decrease the mini-max regret. The bound improves previous best universal upper bound \( O\left( (N \log N)^{1/2} \cdot T^{2/3} \right) \) in \([\text{ACBDK15, CHLZ21}]\).

Then we have the following corollary since the in-degree and out-degree of an undirected graph are identical. This closes an open problem in \([\text{CHLZ21}]\) where they asked for the optimal algorithm for undirected cycles.

**Corollary 21.** If a weakly observable graph \( G = (V, E) \) with \( |V| = N \) is undirected and the degree of each vertex is bounded by a constant, then for sufficiently large \( T \), its mini-max regret satisfies

\[
R'(T) = \Theta\left( N^{1/2} \cdot T^{2/3} \right).
\]

5.4. **Hypercubes.** In all applications mentioned so far, the regret bounds obtained by our realizations are either provably optimal or at least we conjectured to be optimal. These algorithms are achieved by natural partition of the graph. In this section, we demonstrate that a good partition is non-trivial to find.

A hypercube, denoted by \( Q_n = (V_n, E_n) \), is an undirected graph where \( V_n = \{0, 1\}^n \) and two vertices are adjacent if and only if their Hamming distance is exactly 1. We use Theorem 12 to prove that a hypercube \( Q_n \) has regret \( O\left( \left( \frac{N}{n} \log n \right)^{1/2} T^{2/3} \right) \) using Algorithm 1 against any \( \ell^{(1)}, \ldots, \ell^{(T)} \) where \( N = 2^n \) is the number of total vertices. Note that the algorithm in \([\text{ACBDK15, CHLZ21}]\) has regret upper bound \( O\left( N^{1/2} \cdot T^{2/3} \right) \) if one takes the trivial bound \( \delta^* = O\left( \frac{N}{n} \right) \).

**Theorem 22.** If \( Q_n = (V_n, E_n) \) is a hypercube with \( |V_n| = 2^n = N \), then for every \( T > 0 \), every loss vector sequence \( \ell^{(1)}, \ldots, \ell^{(T)} \), our realization satisfies

\[
R(T) = O\left( \left( \frac{N}{n} \log n \right)^{1/2} T^{2/3} \right).
\]

We use the following lemma to define a legal partition and then apply Theorem 12 to prove the theorem.

**Lemma 23** ([Jha90]). Let \( n = 2^k - 1 \), \( k \geq 1 \). Then there is a partition of \( V_n \) into \( n+1 \) sets \( S^{(0)}_n, \ldots, S^{(n)}_n \) of cardinality \( \frac{n^2}{n+1} \) each such that for every \( 0 \leq i \leq n \), \( S^{(i)}_n \) is an minimum cardinality maximal independent set (MCMIS) of \( Q_n \).

**Proof.** First we construct a set \( D_n \subseteq V_n \) with the following properties:

- The set \( D_n \) is a dominating set of \( Q_n \);
- The set \( D_n \) can be divided into \( |D_n| \) pairs of vertices where each pair of vertices are neighbors in \( Q_n \) (in other words, \( Q_n[D_n] \) contains a perfect matching).

If \( n = 2^k - 1 \) for a positive integer \( k \), let \( D_n = S^{(0)}_n \cup S^{(n)}_n \) where \( \{S^{(0)}_n, \ldots, S^{(n)}_n\} \) be the partition in Lemma 23. We now prove that such \( D_n \) satisfies above properties. For both \( S^{(0)}_n \) and \( S^{(1)}_n \) are maximal independent sets, every vertex in \( V_n \) is connected to some vertices in \( D_n \). Thus \( D_n \) satisfies the first dominating property. Obviously, \( |D_n| = \frac{2^{n+1}}{2} \) is even. For every vertex in \( S^{(i)}_n \), \( i \in \{0\} \cup [n] \), it has at least one neighbor in every other blocks. Note that every vertex in \( Q_n \) has \( n \) neighbors. Thus, each vertex in \( S^{(0)}_n \) is connected with exactly one vertex in \( S^{(1)}_n \) and vice versa. So \( D_n \) satisfies the second pairing property.

Then we construct such \( D_n \) for general \( n \geq 1 \) by induction. Assume that we have such a \( D_n \) for \( Q_n \) where \( 2^k - 1 \leq n < 2^{k+1} - 2 \) and \( k \) is a positive integer. We denote a binary string ending with 1 in \( Q_n \) by \( \sim 1 \) and similarly define \( \sim 0 \). We extend \( \sim 1 \) to \( \sim 01 \) and \( \sim 10 \) and \( \sim 00 \) to \( \sim 00 \) and \( \sim 11 \) to get \( Q_{n+1} \). We form \( D_{n+1} \) by extending \( D_n \) in this way. Note that the two extensions of each string in \( V_n \setminus D_n \) can be dominated by some vertices in \( D_{n+1} \). For each pair in \( D_n \), the four extended strings can form two pairs. Thus \( D_{n+1} \) satisfies the two properties as well.

It follows from above analysis that each \( D_n \) has \( \frac{2^n}{2} \) pairs of vertices. Then we construct a partition of \( Q_n \) to feed Theorem 12: We prepare \( \frac{2^n}{2} \) empty blocks and put each pair of vertices in \( D_n \) into each block without repetition. For each vertex \( v \in V_n \setminus D_n \), there must be one vertex \( u \in D_n \) which is adjacent to \( v \) (if there exists more than one such vertex, choose any one of them). Then we put \( v \) into the block containing \( u \).
We know that every vertex can be put in one block, and each block contains at most $2n$ vertices. This yields that there are at least $\frac{2^n}{n}$ blocks with not less than $n$ vertices since otherwise the total vertex number would be less that $2^n$. The fractional domination number of each block is at most 2 for a partition constructed in the above way. We can then apply Algorithm 1 on $Q_n$ with this partition. By Theorem 12, we have that $R(T) = O\left(\left(\frac{n}{\pi} \log n\right)^{\frac{3}{2}} T^{\frac{1}{2}}\right)$ where $N = |V_n| = 2^n$.

6. Conclusions and Future Work

In this article, we introduced a new two-level algorithmic framework for solving bandit with graph feedback. Conceptually, we demonstrated that the hierarchical view of the graph structure is essential towards an optimal algorithm. Technically, we proved a regret decomposition theorem characterizing the interplay between the parts of the graph in terms of their contributed regrets. Moreover, we further introduced sophisticated realizations of the framework which yields improved and optimal regret in many cases. The technique developed in these realizations might find applications in other problems.

A few interesting problems regarding the performance of the framework remain. Our algorithm relies on a partition of the graph and it is quite challenging to determine the best partition for a given graph. As discussed in Section 4.3, finding the best partition achieving minimum regret in Theorem 12 and Theorem 16 in general is already a computational heavy task. It is still possible that an efficient approximation algorithm for a certain relaxation of the optimization problem exists.

Another interesting problem is to confirm the optimality of some regret bounds achieved in the article, especially those discussed in Section 5.2.
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**Appendix A. Proof of Lemma 9, Lemma 10 and Lemma 11**

### A.1. Proof of Lemma 9.

**Proof.** It is routine to have

\[
R(k^*,j^*) (T) = \mathbb{E} \left[ \sum_{t=1}^{T} (\ell(t)(A_t) - \ell(t)(a^*)) \right] = \mathbb{E} \left[ \sum_{t=1}^{T} \left( \ell(t)(A_t) - \ell(t)(a^*) \right) \right]
\]

\[
= \mathbb{E} \left[ \sum_{t=1}^{T} (\ell(t), Z^t - e^N_{a^*}) \right] = \sum_{t=1}^{T} \mathbb{E} \left[ (\ell(t), Z^t - e^N_{a^*}) \right]
\]

\[
= \sum_{t=1}^{T} \mathbb{E} \left[ (\ell(t), Z^t - e^N_{a^*}) \right] = \sum_{t=1}^{T} \mathbb{E} \left[ (\ell(t), Z^t - e^N_{a^*}) \right].
\]

So it suffices to bound \( \mathbb{E} \left[ \langle \hat{\ell}(t), Z^t - e^N_{a^*} \rangle \right] \). We now show that it can be decomposed into four parts. We have for every \( t \in [T] \),

\[
\mathbb{E} \left[ \langle \hat{\ell}(t), Z^t - e^N_{a^*} \rangle \right] = \mathbb{E} \left[ \sum_{k \in [m]} \sum_{j \in [n_k]} \hat{\ell}(k,j) \cdot Z^t((k,j)) - \hat{\ell}(a^*) \right]
\]

\[
= \mathbb{E} \left[ \sum_{k \in U_2} \sum_{j \in [n_k]} \hat{\ell}(k,j) \cdot \left( (1 - \gamma(t)) \cdot Y^t(k) \cdot \tilde{X}^t_k(j) + \gamma(t) \cdot (\bar{k}, j) \right) \right]
\]

\[
+ \mathbb{E} \left[ \sum_{k \in U_1} \hat{\ell}(k,1) \cdot \left( (1 - \gamma(t)) \cdot Y^t(k) + \gamma(t) \cdot (k,1) \right) - \hat{\ell}(a^*) \right]
\]

\[
\leq \mathbb{E} \left[ \sum_{k \in U_2} Y^t(k) \sum_{j \in [n_k]} \tilde{X}^t_k(j) \cdot \hat{\ell}(k,j) \right] + \mathbb{E} \left[ \sum_{k \in [m]} \sum_{j \in [n_k]} \gamma(t) \cdot (k,j) - \hat{\ell}(a^*) \right]
\]

\[
= \mathbb{E} \left[ \sum_{k \in U_2} Y^t(k) \cdot \tilde{\ell}(k) \right] + \sum_{k \in [m]} \sum_{j \in [n_k]} \gamma(t) \cdot (k,j) - \mathbb{E} \left[ \hat{\ell}(a^*) \right]
\]

\[
= \mathbb{E} \left[ \sum_{k \in [m]} Y^t(k) \cdot \tilde{\ell}(k) \right] + \sum_{k \in U_1} \sum_{j \in [n_k]} \gamma(t) \cdot (k,j) - \mathbb{E} \left[ \hat{\ell}(a^*) \right]
\]

\[
= \mathbb{E} \left[ \langle \tilde{\ell}(t), Y^t - e^m_{a^*} \rangle + \langle \tilde{\ell}(t), e^m_{a^*} \rangle \right] + \sum_{k \in U_1} \sum_{j \in [n_k]} \gamma(t) \cdot (k,j) - \mathbb{E} \left[ \hat{\ell}(a^*) \right].
\]

The lemma follows by observing that

- If \( \bar{k} \in U_2 \), then

\[
\mathbb{E} \left[ \langle \tilde{\ell}(t), e^m_{\bar{k}} \rangle \right] = \mathbb{E} \left[ \tilde{\ell}(t)(\bar{k}) \right] = \mathbb{E} \left[ \sum_{j \in [n_{\bar{k}}]} \tilde{X}^t_{\bar{k}}(j) \cdot \tilde{\ell}(t)(j) \right] = \mathbb{E} \left[ \langle \tilde{\ell}(t), \tilde{X}^t_{\bar{k}} \rangle \right] \leq \mathbb{E} \left[ \langle \tilde{\ell}(t), \tilde{X}^t_{\bar{k}} \rangle \right] + \sum_{j \in [n_{\bar{k}}]} \gamma(t) \cdot (j).
\]
If \( \hat{k} \in U_1 \), then
\[
E \left[ \langle L^{(i)}, e^\text{[m]}_{\hat{k}} \rangle \right] = E \left[ L^{(i)}(\hat{k}^*) \right] = E \left[ \ell^{(i)}_{\hat{k}}(1) \right] = E \left[ \langle \ell^{(i)}_{\hat{k}}, e^\text{[m]}_j \rangle \right].
\]

\[\square\]

A.2. Proof of Lemma 10.

Proof. First note that \( \sum_{i \in [T]} E \left[ \langle L^{(i)}, Y^{(i)} - e^\text{[m]}_{\hat{k}} \rangle \right] = \sum_{i \in T} E \left[ L^{(i)} - \ell^{(i)} \cdot 1^\text{[m]} \right] \) since \( \ell^{(i)} \cdot 1^\text{[m]} \) is constant vector. Therefore, our updates on \( Y^{(i)} \) in Algorithm 1 are equivalent to applying OSMD with loss vector \( L^{(i)}' = L^{(i)} - \ell^{(i)} \cdot 1^\text{[m]} \) and potential function \( \Psi \). Therefore, it follows from Proposition 7 (by taking \( \eta = 1 \)) that
\[
\sum_{i \in [T]} E \left[ L^{(i)}, Y^{(i)} - e^\text{[m]}_{\hat{k}} \right] \leq D_\Psi(\Delta_{m-1}) + \frac{1}{2} \sum_{i=1}^T E \left[ \sup_{y \in [W(i), Y^{(i)}]} \|L^{(i)}\| \psi_\Psi(y) \right].
\]

\[\square\]

We remark that in the proof above the choice \( \eta = 1 \) is without loss of optimality since we essentially hide the choice of “learning rate” in the potential function \( \Psi \).

A.3. Proof of Lemma 11.

Proof. Similarly our updating of \( X_{\hat{k}}^{(i)} \) in Algorithm 1 is equivalent to applying OSMD on the restricted instance \( G[V_k] \) with loss vectors \( \ell^{(1)}_{\hat{k}}, \ell^{(2)}_{\hat{k}}, \ldots, \ell^{(T)}_{\hat{k}} \). For every \( i \in [T] \), the vector \( \hat{\ell}^{(i)}_{\hat{k}} \) is an unbiased estimator of \( \ell^{(i)}_{\hat{k}} \). With this observation, the lemma directly follows from Proposition 7. \[\square\]

Appendix B. Proof of Lemma 13 and Lemma 14

Lemma 24. Let \( \Psi(y) = \sum_{k \in U_2} \frac{-\sqrt{y_k}}{\eta_k} + \sum_{k \in U_1^S} \frac{-\sqrt{y_k}}{\eta_k} + \sum_{k \in U_1^S} \frac{y_k \log(y_k)}{\eta_k} \) and \( W = \arg \min_{a \in \mathbb{R}^m} \langle a, L' \rangle + B_\psi(a, Y) \). If \( L'(i) \cdot \max \{\eta, \eta_S, \eta_S^*\} \geq -\frac{1}{\eta} \), then \( W(i) \leq 4Y(i) \) for each \( i \in [m] \).

Proof. Since \( \Psi(y) \) is coordinate-wise separable, we can consider each coordinate independently, that is,\n\[
W(i) = \arg \min_{x \in \mathbb{R}} L'(i) \cdot x + B_\psi(x, Y(i)).
\]
Here \( \psi_i \) can be negative entropy or Tsallis depending on the type of vertex \( i \). Compute the derivation of the RHS of Equation (1), we have
\[
L'(i) + \nabla \Psi_i(W(i)) - \nabla \Psi_i(Y(i)) = 0.
\]
Let \( \eta_0 = \eta \) if \( i \in U_2 \), \( \eta_0 = \eta_S \) if \( i \in U_1^S \), and \( \eta_0 = \eta_{S}^* \) if \( i \in U_2^S \), when \( Y(i) = 0 \), we can verify that \( W(i) = 0 \). Since \( Y(i) = 0 \), \( \nabla \Psi_i(Y(i)) = -\infty \). If \( W(i) \neq 0 \), then the left hand side of Equation (2) is \( -\infty \). This is in contradiction with the fact that the left hand side of Equation (2) equals to 0. In this case, it is trivial to have \( W(i) \leq 4Y(i) \).

Then we consider the situation that \( Y(i) \neq 0 \).

- If \( \psi_i(x) = \frac{-\sqrt{x}}{\eta_0} \), Equation (2) is equivalent to \( 2\eta_0 L'(i) - \frac{1}{\sqrt{\eta_0}} + \frac{1}{\sqrt{\eta_0}} = 0 \). That is
\[
W(i) = \frac{Y(i)}{(2\eta_0 L'(i) Y(i) + 1)^2}.
\]
- If \( \psi_i(x) = \frac{-x \log(x)}{\eta_0} \), Equation (2) is equivalent to \( 2\eta_0 L'(i) + \log \frac{W(i)}{\eta_0^{(i)}} = 0 \). That is,
\[
W(i) = Y(i) \exp[-2\eta_0 L'(i)].
\]

Since \( \eta_0 L'(i) \geq -\frac{1}{\eta} \), we have \( W(i) \leq 4Y(i) \) for \( \psi_i(x) = \frac{-\sqrt{x}}{\eta_0} \) and \( W(i) \leq \sqrt{\eta} Y(i) \leq 4Y(i) \) for \( \psi_i(x) = \frac{-x \log(x)}{\eta_0} \). \[\square\]
B.1. Proof of Lemma 13.

Proof. First we prove the lemma when $U_2^t \neq \emptyset$. Note that $Z^{(t)}$ and $Y^{(t)}$ are $F_{t-1}$-measurable. Lemma 24 shows $W^{(t)}(i) \leq 4Y^{(t)}(i)$ for every $i \in [m]$. Therefore, we have for every $t \in [T],$

$$
E \left[ \sup_{y \in [W^{(t)}, Y^{(t)}]} \| (\bar{L}^{(t)})' \|_{W^2(\psi(y))}^2 \right] = E \left[ E_{t-1} \left[ \sup_{y \in [W^{(t)}, Y^{(t)}]} \left( \sum_{k \in U_2} (\bar{L}^{(t)})'(\bar{k})^2 \cdot 4\eta Y^{(t)}(\bar{k})^2 + \sum_{k \in U_1} (\bar{L}^{(t)})'(\bar{k})^2 \cdot 4\eta S Y^{(t)}(\bar{k})^2 + \sum_{k \in \bar{U}} (\bar{L}^{(t)})'(\bar{k})^2 \cdot \eta S Y^{(t)}(\bar{k}) \right) \right] \right]
$$

(3)

$$
\leq 4E \left[ \sum_{k \in U_2} E_{t-1} \left[ (\bar{L}^{(t)})'(\bar{k})^2 \right] \cdot Y^{(t)}(\bar{k})^2 \right] \leq \sum_{k \in U_2} E_{t-1} \left[ (\bar{L}^{(t)})'(\bar{k})^2 + (c^{(t)})^2 \right] \cdot Y^{(t)}(\bar{k})^2.
$$

By direct calculation we have

$$
\sum_{k \in U_2} E_{t-1} \left[ (\bar{L}^{(t)})'(\bar{k})^2 \right] \cdot Y^{(t)}(\bar{k})^2 \leq \sum_{k \in U_2} \bar{E}_{t-1} \left[ (\bar{L}^{(t)}(\bar{k}) - c^{(t)})^2 \right] \cdot Y^{(t)}(\bar{k})^2 \leq \sum_{k \in U_2} \bar{E}_{t-1} \left[ (\bar{L}^{(t)}(\bar{k}) + c^{(t)})^2 \right] \cdot Y^{(t)}(\bar{k})^2.
$$

By the definition of $\bar{L}^{(t)}$ and $c^{(t)}$, we have

$$
\sum_{k \in U_2} \bar{E}_{t-1} \left[ (c^{(t)})^2 \right] \cdot Y^{(t)}(\bar{k})^2
$$

$$
= \sum_{k \in U_2} \bar{E}_{t-1} \left[ \sum_{i \in U_1} \bar{L}^{(t)}(\bar{i}) \cdot Y^{(t)}(\bar{i}) \right] \cdot Y^{(t)}(\bar{k})^2
$$

$$
\leq \sum_{k \in U_2} \bar{E}_{t-1} \left[ \sum_{i \in \bar{U}} (\bar{L}^{(t)}(\bar{i}))^2 \cdot Y^{(t)}(\bar{i}) \right] \cdot Y^{(t)}(\bar{k})^2
$$

$$
= \sum_{k \in U_2} \bar{E}_{t-1} \left[ \sum_{i \in \bar{U}} \frac{1}{(1 - \bar{y}) Y^{(t)}(\bar{i})} \cdot Y^{(t)}(\bar{i}) \cdot Y^{(t)}(\bar{k}) \right]
$$

$$
\leq \sum_{k \in U_2} Y^{(t)}(\bar{k})^2 \sum_{i \in \bar{U}} \frac{1}{1 - Y^{(t)}(\bar{i})} \cdot Y^{(t)}(\bar{i}) \cdot Y^{(t)}(\bar{k})
$$

(5)

$$
\leq \sum_{k \in U_2} Y^{(t)}(\bar{k})^2 \sum_{i \in \bar{U}} Y^{(t)}(\bar{i}) \leq \sqrt{|U_2|}.
$$

Similarly we have

$$
\sum_{k \in \bar{U}_1} E_{t-1} \left[ (\bar{L}^{(t)})'(\bar{k})^2 \right] \cdot Y^{(t)}(\bar{k})^2 \leq \sqrt{|\bar{U}_1|} + \sum_{k \in \bar{U}_1} E_{t-1} \left[ (\bar{L}^{(t)}(\bar{k})^2 \right] \cdot Y^{(t)}(\bar{k})^2.
$$

(6)
Note that for every $\tilde{k} \in U_2$, $X^{(t)}_{\tilde{k}}$ is $\mathcal{F}_{t-1}$-measurable, we have

$$
\sum_{k \in U_2} E_{t-1} \left[ \overline{\ell}^{(t)}(\tilde{k})^2 \right] \cdot Y^{(t)}(\tilde{k})^2
$$

$$
= E_{t-1} \left[ \sum_{k \in U_2} \left( \sum_{j \in [n_k]} \tilde{X}^{(t)}_k(j) \cdot \ell^{(t)}_k(j) \right)^2 \cdot Y^{(t)}(\tilde{k}) \right]
$$

$$
\leq \sum_{k \in U_2} Y^{(t)}(\tilde{k})^2 \cdot E_{t-1} \left[ \sum_{j \in [n_k]} \tilde{X}^{(t)}_k(j) \cdot \ell^{(t)}_k(j)^2 \right]
$$

$$
= \sum_{k \in U_2} Y^{(t)}(\tilde{k})^2 \sum_{j \in [n_k]} \frac{\tilde{X}^{(t)}_k(j) \cdot E_{t-1} \left[ \frac{1[(\tilde{k}, j) \in N_{\text{out}}(A_1)]}{\sum_{a \in N_{\text{in}}((k, j))} Z^{(t)}(a)^2} \right]}{\sum_{a \in N_{\text{in}}((k, j))} Z^{(t)}(a)}
$$

$$
\leq \sum_{k \in U_2} Y^{(t)}(\tilde{k})^2 \sum_{j \in [n_k]} \frac{2\tilde{X}^{(t)}_k(j)}{\sum_{(k, j') \in N_{\text{in}}((k, j))} Y^{(t)}(\tilde{k}) \cdot Y_{k}(j')}
$$

$$
\leq \frac{2 \sum_{k \in U_2} Y^{(t)}(\tilde{k})^2 \cdot \tilde{Z}_k}{\alpha}
$$

(7)

For vertices in $U_1^S$, we have

$$
\sum_{k \in U_1^S} E_{t-1} \left[ \overline{\ell}^{(t)}(\tilde{k})^2 \right] \cdot Y^{(t)}(\tilde{k})^2 = \sum_{k \in U_1^S} E_{t-1} \left[ \ell^{(t)}(1)^2 \right] \cdot Y^{(t)}(\tilde{k})^2
$$

$$
= \sum_{k \in U_1^S} E_{t-1} \left[ \frac{1[(\tilde{k}, 1) \in N_{\text{out}}(A_1)]}{\sum_{a \in N_{\text{in}}((k, 1))} Z^{(t)}(a)^2} \right] \cdot Y^{(t)}(\tilde{k})^2 = \sum_{k \in U_1^S} Y^{(t)}(\tilde{k})^2 \cdot \frac{1}{\sum_{a \in N_{\text{in}}((k, 1))} Z^{(t)}(a)}
$$

(8)

$$
\leq \frac{\sum_{k \in U_1^S} Y^{(t)}(\tilde{k})^2 \cdot \frac{1}{1 - \gamma} \cdot Y^{(t)}(\tilde{k})}{1 - \gamma} \leq \frac{1}{1 - \gamma} \sqrt{|U_1^S|}.
$$

For vertices in $U_1^\ell$, we have

$$
\sum_{k \in U_1^\ell} E_{t-1} \left[ \overline{\ell}^{(t)}(\tilde{k})^2 \right] \cdot Y^{(t)}(\tilde{k})
$$

$$
= \sum_{k \in U_1^\ell} E_{t-1} \left[ \overline{\ell}^{(t)}(\tilde{k}) - c^{(t)} \right] \cdot Y^{(t)}(\tilde{k})
$$

$$
= E_{t-1} \left[ \sum_{k \in U_1^\ell} \left( Y^{(t)}(\tilde{k}) \cdot \overline{\ell}^{(t)}(\tilde{k})^2 + Y^{(t)}(\tilde{k}) \cdot \left( c^{(t)} \right)^2 - 2 Y^{(t)}(\tilde{k}) \cdot \overline{\ell}^{(t)}(\tilde{k}) \cdot c^{(t)} \right) \right]
$$
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\[
\leq E_{t-1} \left[ \sum_{k \in U_t^\delta} Y^{(t)}(\hat{k}) \cdot \overline{L}^{(t)}(\hat{k})^2 \right] + E_{t-1} \left[ \left( c^{(t)} \right)^2 \right] - 2E_{t-1} \left[ \left( c^{(t)} \right)^2 \right] \\
= E_{t-1} \left[ \sum_{k \in U_t^\delta} Y^{(t)}(\hat{k}) \overline{L}^{(t)}(\hat{k})^2 - \left( c^{(t)} \right)^2 \right] \\
\leq E_{t-1} \left[ \sum_{k \in U_t^\delta} Y^{(t)}(\hat{k}) \overline{L}^{(t)}(\hat{k})^2 - \sum_{k \in U_t^\delta} Y^{(t)}(\hat{k}) \overline{L}^{(t)}(\hat{k})^2 \right] \\
= E_{t-1} \left[ \sum_{k \in U_t^\delta} Y^{(t)}(\hat{k}) \left( 1 - Y^{(t)}(\hat{k}) \right) \overline{L}^{(t)}(\hat{k})^2 \right] \\
= \sum_{k \in U_t^\delta} E_{t-1} \left[ \hat{e}^{(t)} \left( 1 \right)^2 \cdot Y^{(t)}(\hat{k}) \left( 1 - Y^{(t)}(\hat{k}) \right) \right] \\
= \sum_{k \in U_t^\delta} Y^{(t)}(\hat{k}) \left( 1 - Y^{(t)}(\hat{k}) \right) \cdot E_{t-1} \left[ \frac{1}{\left( \sum_{a \in N_{in}(\hat{k}, 1)} Z^{(t)}(a) \right)^2} \right] \\
= \sum_{k \in U_t^\delta} Y^{(t)}(\hat{k}) \left( 1 - Y^{(t)}(\hat{k}) \right) \cdot \frac{1}{\sum_{a \in N_{in}(\hat{k}, 1)} Z^{(t)}(a)} \\
\leq \sum_{k \in U_t^\delta} Y^{(t)}(\hat{k}) \left( 1 - Y^{(t)}(\hat{k}) \right) \cdot \frac{1}{1 - Y^{(t)}(\hat{k})} \leq 1.
\]

Combining Equation (3), Equation (4), Equation (5), Equation (6), Equation (7), Equation (8), Equation (9), we have

\[
\frac{1}{2} E \left[ \sup_{y \in [W^{(t)}]} \| \overline{L}^{(t)}(y) \|_{\psi^{-2}(y)} \right] \\
\leq 2E \left[ \sum_{k \in U_2^\delta} E_{t-1} \left[ \overline{L}^{(t)}(\hat{k})^2 + \left( c^{(t)} \right)^2 \cdot 4\eta Y^{(t)}(\hat{k})^2 \right] \right] \\
+ 2E \left[ \sum_{k \in U_2^\delta} E_{t-1} \left[ \overline{L}^{(t)}(\hat{k})^2 + \left( c^{(t)} \right)^2 \cdot 4\eta S Y^{(t)}(\hat{k})^2 \right] \right] \\
+ 2E \left[ \sum_{k \in U_2^\delta} E_{t-1} \left[ \overline{L}^{(t)}(\hat{k}) \cdot \eta S Y^{(t)}(\hat{k}) \right] \right] \\
\leq 2E \left[ \sum_{k \in U_2^\delta} E_{t-1} \left[ \overline{L}^{(t)}(\hat{k})^2 \cdot 4\eta Y^{(t)}(\hat{k})^2 \right] \right] + 2E \left[ \sum_{k \in U_2^\delta} E_{t-1} \left[ \overline{L}^{(t)}(\hat{k})^2 \cdot 4\eta S Y^{(t)}(\hat{k})^2 \right] \right] \\
+ 2E \left[ \sum_{k \in U_2^\delta} E_{t-1} \left[ \overline{L}^{(t)}(\hat{k}) \cdot \eta S Y^{(t)}(\hat{k}) \right] \right] + 8\eta \sqrt{|U_2^\delta|} + 8\eta S \sqrt{|U_2^\delta|} 
\]
\[ \leq \eta \frac{16 \sum_{k \in U_2} (\delta_k^*)^2}{\alpha} + 8 \left( 1 + \frac{1}{1 - \gamma} \right) \eta S \sqrt{|U_2^T|} + 2 \eta T + 8 \eta \sqrt{|U_2|}. \]

On the other hand, we have that for any \( y \in \Delta_{m-1}, \Psi(y) \leq 0 \). Thus, \( D_\Psi(\Delta_{m-1}) \leq \max_{y \in \Delta_{m-1}} |\Psi(y)| \leq \frac{\sqrt{|U_2|}}{\eta} + \frac{\log|U_2^T| + 1}{\eta \beta \log n_k}. \) Then we obtain

\[
D_\Psi(\Delta_{m-1}) + \frac{1}{2} \sum_{t=1}^T E \left[ \sup_{y \in [0,1]^T} \left( \| (\bar{E}^t)^* \|_{\Psi^{-2} \Psi(y)} \right) \right] \\
\leq \frac{\sqrt{|U_2|}}{\eta} + \frac{\log|U_2^T| + 1}{\eta \beta \log n_k} + 16 \eta T \frac{\sum_{k \in U_2} (\delta_k^*)^2}{\alpha} \\
+ 8 \left( 1 + \frac{1}{1 - \gamma} \right) \eta S \sqrt{|U_2^T|} + 2 \eta T + 8 \eta \sqrt{|U_2|}.
\]

The lemma for \( U_2^T = \emptyset \) is proved by similar analysis except that \( c^{(t)} = 0 \) which yields \( \sum_{k \in U_1^T} E_{t-1} \left[ (\bar{E}^t)^* \right] \cdot Y^{(t)}(\bar{k})^2 = \sum_{k \in U_1^T} E_{t-1} \left[ (\bar{E}^t)^* \right] \cdot Y^{(t)}(\bar{k})^2 \) and \( \sum_{k \in U_2} E_{t-1} \left[ (\bar{E}^t)^* \right] \cdot Y^{(t)}(\bar{k})^2 = \sum_{k \in U_2} E_{t-1} \left[ (\bar{E}^t)^* \right] \cdot Y^{(t)}(\bar{k})^2 \) in this situation.

### B.2. Proof of Lemma 14.

**Proof.** We write \( Y^{(t)}(\bar{k}, j) \) as \( Y((\bar{k}, j)) \) and write \( \Psi(t) \) as \( \Psi \) in the proof as they are invariant over time. With similar analysis in Lemma 13, we have

\[
E \left[ \sup_{z \in [Q_\epsilon, X_\epsilon^T]} \| \hat{\gamma}^{(t)}_k \|_{\Psi^{-2} \Psi_\epsilon(z)} \right] \leq E \left[ \frac{n_{\epsilon^c} \sum_{j=1}^{n_{\epsilon^c}} X_k^{(t)}(j)}{\left( \sum_{a \in N_{in}(k^*, j)} Z^{(t)}(a) \right)^2} \right] \\
= E \left[ \frac{n_{\epsilon^c} \sum_{j=1}^{n_{\epsilon^c}} X_k^{(t)}(j)}{\left( \sum_{a \in N_{in}(k^*, j)} Z^{(t)}(a) \right)^2} \right] \\
= E \left[ \frac{n_{\epsilon^c} \sum_{j=1}^{n_{\epsilon^c}} X_k^{(t)}(j)}{\left( \sum_{a \in N_{in}(k^*, j)} Z^{(t)}(a) \right)^2} \right].
\]

(10)

It remains to give a lower bound to the denominator \( \sum_{a \in N_{in}(k^*, j)} Z^{(t)}(a) \) which is the probability that \( (k^*, j) \) is observed in round \( t \):

\[
\begin{aligned}
\sum_{j=1}^{n_{\epsilon^c}} X_k^{(t)}(j) \\
\sum_{a \in N_{in}(k^*, j)} Z^{(t)}(a)
\end{aligned}
\leq \sum_{j=1}^{n_{\epsilon^c}} X_k^{(t)}(j) \\
\sum_{a \in N_{in}(k^*, j)} Z^{(t)}(a)
\leq \sum_{j=1}^{n_{\epsilon^c}} X_k^{(t)}(j) \\
\sum_{a \in N_{in}(k^*, j)} Z^{(t)}(a)
\leq \sum_{j=1}^{n_{\epsilon^c}} \frac{X_k^{(t)}(j)}{\log n_k^*} \beta \log n_k.
\]

(11)

Plugging Equation (10), Equation (11) into Lemma 11. Note that for any \( x \in \Delta_{n_k^*}, \Phi_k(x) \leq 0 \). Thus, \( D_{\Phi_k}(\Lambda_{n_k^*}) \leq \max_{x \in \Delta_{n_k^*}} \Phi_k(x) \leq \log n_k^* \). Then we obtain

\[
\frac{D_{\Phi_k}(\Lambda_{n_k^*})}{\eta_k} + \frac{\eta_{\epsilon^c}}{2} \sum_{t=1}^T E \left[ \sup_{x \in [Q_\epsilon, X_\epsilon^T]} \| \hat{\gamma}^{(t)}_k \|_{\Psi^{-2} \Psi_\epsilon(x)} \right] \leq \frac{\log n_k^*}{\eta_k} + \frac{\eta_{\epsilon^c} \beta}{2 \beta \log n_k} T.
\]
Appendix C. Proof of Theorem 12

Proof of Theorem 12. Assume that the values of $\eta, \eta_S$ and $\eta_S$ satisfy $\min_{i \in [m]}(f^{(i)}(\gamma)) \cdot \max \{\eta, \eta_S, \eta_S\} \geq \frac{1}{2}$ for all $t \in [T]$ (it will be verified later that the values we take indeed satisfy this condition for sufficiently large $T$). If $U_1^S \neq \emptyset$: choose $\gamma((\bar{k}, j)) = \frac{4\eta}{|U_1^S|}$ for $k \in U_1^S$ and $j = 1$; choose $\gamma((\bar{k}, j)) = \frac{4\eta}{|U_1^S|}$ if $|U_1^S| > 1$ and if $U_1^S = 1$, let $\gamma((\bar{k}, j)) = 0$ for $k \in U_1^S$ and $j = 1$. If $U_1^S = \emptyset$, let $\gamma((\bar{k}, j)) = 0$ for $k \in U_1^S$ and $j = 1$. Here we omit the superscript $(t)$ since these parameters are time-invariant.

Plugging Lemma 13 and Lemma 14 into Theorem 8, we obtain

$$R_{(k^*, j^*)}(T) \leq \sum_{t=1}^{T} \E \left[ (\bar{E}_{(t)}, Y^{(t)}) - \bar{e}_{k^*}^{[m]} + \sum_{k \in \{m\}} \sum_{j \in \{\bar{k}^*\}} \gamma((\bar{k}, j)) \right]$$

$$\leq \left( \frac{\log n_{k^*}}{\eta_{k^*}} + \frac{\eta_{k^*} \delta^2}{2\beta \log n_{k^*}} + \frac{\sqrt{|U_1^S|}}{\eta_S} + \frac{\log|U_1^S| + 1}{\eta_S} + 8\eta T \sqrt{|U_2|} + 4\eta T \right) \right) \right]$$

Choosing $\eta_{k^*} = \sqrt{\frac{2\eta \log n_{k^*}}{T}}$ for $k \in U_2$ and $\eta_S = \left( \frac{\log|U_1^S| + 1}{10T} \right)^{\frac{1}{2}}$ if $U_1^S \neq \emptyset$, we have

$$R_{(k^*, j^*)}(T) \leq \left( \frac{2T \delta^2}{\beta} + aT \right) \left[ \frac{\sqrt{|U_2|}}{\eta} + \frac{\sum_{k \in U_2} \delta_k^2}{\alpha} + \frac{1}{\eta_S} + \frac{1 \log|U_1^S| + 1}{\eta_S} \right]$$

$$+ \left( \frac{2T \delta^2}{\beta} + aT \right) \left[ \frac{\sqrt{|U_1^S|}}{\eta} + \frac{\sum_{k \in U_2} \delta_k^2}{\alpha} + \frac{1}{\eta_S} + \frac{1 \log|U_1^S| + 1}{\eta_S} \right]$$

$$\leq \left( \frac{2T \delta^2}{\beta} + aT \right) \left[ \frac{\sqrt{|U_2|}}{\eta} + \frac{\sum_{k \in U_2} \delta_k^2}{\alpha} + \frac{1}{\eta_S} + \frac{1 \log|U_1^S| + 1}{\eta_S} \right]$$

$$+ \left( \frac{2T \delta^2}{\beta} + aT \right) \left[ \frac{\sqrt{|U_1^S|}}{\eta} + \frac{\sum_{k \in U_2} \delta_k^2}{\alpha} + \frac{1}{\eta_S} + \frac{1 \log|U_1^S| + 1}{\eta_S} \right]$$
Choosing \( \eta \) such that \( \eta S = \frac{1}{(2T)^{\frac{1}{2}}} \), we have \( R(k,j^*) \leq 2 \sqrt{2 |\bar{U}^T_1| T^\frac{5}{2}} \) if \( \bar{U}^T_1 = \emptyset \) and \( R(k^*,j^*) \leq 4 \sqrt{6 |\bar{U}^T_1| T^\frac{5}{2}} + 2 \sqrt{10 \log \left( |\bar{U}^T_1| + 1 \right) T^\frac{5}{2}} + T \frac{5}{2} \) if \( \bar{U}^T_1 \neq \emptyset \).

(3) \( U_2 \neq \emptyset \) and \( U^\ast_1 \neq \emptyset \). The graph is a hybrid of weakly and strongly observable parts and some arms in the strongly observable parts have no self-loops. In this case, since \( 1 - \sqrt{\frac{2}{3}} \geq \frac{1}{2} \), Equation (12) equals to

\[
R(k^*,j^*) \leq 2 \sqrt{\frac{2T \delta}{2T \delta}} + \alpha T + \frac{\sqrt{|U_2|}}{\eta} + \eta \frac{3}{(2T)^{\frac{1}{2}}} \left( \frac{|U_1|}{|U_2|} \right)^{\frac{1}{2}} T^\frac{3}{2} + \sum_{k \in U_2} \delta_k^s \log n_k \frac{T}{2} + 4 \sqrt{6 |\bar{U}^T_1| T^\frac{5}{2}} + 2 \sqrt{10 \log \left( |\bar{U}^T_1| + 1 \right) T^\frac{5}{2}} + \frac{\sqrt{6}}{3} T^\frac{5}{2}.
\]
Then we verify \( \min_{i \in \mathcal{m}} (L(i)^{(t)})' (i) \cdot \max \{ \eta, \eta_S, \eta_S \} \geq -\frac{1}{4} \) for all \( t \in [T] \) when \( T \) is sufficiently large. Note that when \( U_1^S = \emptyset \), \((L(i)^{(t)})' (i) \geq 0 \) and it is trivial to have that inequality. Then we consider the situation that \( U_1^S \neq \emptyset \). When \( U_1^S \neq \emptyset \), for \( i \in [m] \),

\[
(L(i)^{(t)})' (i) \geq -e(i) = - \sum_{k \in U_1^S} \hat{L}(i)(\hat{k}) \cdot Y(i)(\hat{k}) \geq - \max_{k \in U_1^S} \hat{L}(i)(\hat{k}) \cdot \sum_{k \in U_1^S} Y(i)(\hat{k}) \\
\geq - \max_{k \in U_1^S} \hat{L}(i)(\hat{k}) (1) \\
\geq - \frac{1}{\min_{k \in U_1^S} \Pr[\text{observe } (\hat{k}, 1) \text{ in round } t]}
\]

Let \( \kappa_S^{(t)} \equiv \arg \min_{k \in U_1^S} \Pr[\text{observe } (\hat{k}, 1) \text{ in round } t] \). Note that

\[
\min_{k \in U_1^S} \Pr[\text{observe } (\hat{k}, 1) \text{ in round } t] \geq \sum_{k \in \mathcal{m}} \sum_{i \in \mathcal{m}} \gamma(i)(\hat{k}, j) - \gamma(i)(\kappa_S^{(t)}, 1) = \bar{\gamma}(i) - \frac{4 \gamma_S}{|U_1^S| - 1} 1[|U_1^S| > 1].
\]

Then by direct calculation, when \( T \) is sufficiently large, \(|\eta \cdot (L(i)^{(t)})' (i)| = O\left( \frac{1}{T} \right) \), \(|\eta_S \cdot (L(i)^{(t)})' (i)| \leq \frac{1}{4} \) and \(|\eta_S \cdot (L(i)^{(t)})' (i)| \leq \frac{1}{4} \). Thus, \( \min_{i \in \mathcal{m}} (L(i)^{(t)})' (i) \cdot \max \{ \eta, \eta_S, \eta_S \} \geq -\frac{1}{4} \).

**Appendix D. Proof of Theorem 16**

**Proof of Theorem 16.** Without loss of generality, we assume each node in the weakly observable part of \( G \) has in-degree 1. If not, for each \( \hat{k} \in U_2 \), we cut the edges in \( G_T \) until the in-degree of every node in \( G_T \) is 1.

We claim that this operation is applicable since it will only increase the mini-max regret. Thus, the upper bound of this spanning subgraph is always larger than the regret of the original graph.

The remaining proof is similar with the proof of Theorem 12. We choose the same \( \eta, \eta_S \) and \( \eta_S \) as we do in Appendix C. For \( \hat{k} \in U_1 \), we choose the same global exploration factor in Theorem 12.

Then plugging Lemma 13 and Lemma 15 into Theorem 12, we obtain

\[
R(\hat{k}^*, j^*) (t) \leq \left( \frac{\sqrt{\kappa^{(t)}}}{\eta_S} + 2 \eta S T \frac{B}{\beta} + \alpha T \right) 1[\hat{k}^* \in U_2] + \frac{\sqrt{|U_1^S|}}{\eta} \\
+ \sqrt{|U_1^S|} \cdot \eta S + \eta T \cdot \frac{\sum_{k \in U_2} (\delta_k^*)^2}{\alpha} + \frac{2}{1 - \bar{\gamma}} \eta S T \sqrt{|U_1^S|} + \sum_{i=1}^{T} \sum_{k \in U_2} \sum_{j \in \mathcal{m}} \gamma(i)(\hat{k}, j) \\
+ \left\{ 10 \eta S T + \frac{\log |U_1^S| + 1}{\eta S} \right\} + 8 \eta S T \sqrt{|U_1^S|} + 8 \eta S T \sqrt{|U_1^S|} + 4 \eta S T \\
+ \eta T \left( \frac{12 \sum_{k \in U_2} (\delta_k^*)^2}{\alpha} + 6 \frac{1}{1 - \bar{\gamma}} \eta S T \sqrt{|U_1^S|} \right) \right) 1[U_1^S \neq \emptyset].
\]

Note that

\[
\sum_{i=1}^{T} \sum_{k \in U_2} \sum_{j \in \mathcal{m}} \gamma(i)(\hat{k}, j) \geq \sum_{i=1}^{T} \sum_{k \in U_2} \sum_{j \in \mathcal{m}} \frac{x_{k,j}^*}{\delta} \cdot \beta \sum_{(\hat{k}, j) \in \mathcal{N}_{\text{out}}((\hat{k}, j))} \sqrt{X(i)}(i) \\
= \beta \sum_{i=1}^{T} \sum_{k \in U_2} \sum_{j \in \mathcal{m}} \sqrt{X(i)}(i) \sum_{(\hat{k}, j) \in N_{\text{in}}((\hat{k}, i))} x_{k,j}^* \leq \frac{\beta T (\sum_{k \in U_2} \sqrt{|U_1^S|})}{\delta}.
\]
Choose \( \eta_{\pi} = \left( \frac{\beta \sqrt{n_{\pi}}}{2T \delta} \right)^{\frac{1}{2}} \) for each \( \pi \in U_2 \) and \( \eta_S = \left( \frac{\log(|U_{\pi}^1| + 1)}{4T} \right)^{\frac{1}{2}} \) if \( U_{\pi}^\pi \neq \emptyset \). Then we have

\[
R_{(k', \cdot)}(T) \leq \sqrt{\frac{8T \delta \sqrt{n_{\pi}^k}}{\beta}} + \alpha T + \frac{\sqrt{|U_2|}}{\eta} + \frac{\eta T}{\alpha} + \sqrt{|U_1^S|} + \frac{\sqrt{|U_1^S|}}{\eta_S} + \frac{\beta T \left( \sum_{k \in U_2} \sqrt{n_{\pi}^k} \right)}{\delta} + \frac{2}{1 - \gamma} \eta_S T \sqrt{|U_1^S|} + \left( 8\eta T \sqrt{|U_2|} + 8\eta_S T \sqrt{|U_1^S|} + 4\eta_S T \right) + \frac{12}{\alpha} \sqrt{\sum_{k \in U_2} (\delta_k^*)^2} + \frac{6}{1 - \gamma} \eta_S T \sqrt{|U_1^S|} + 2\sqrt{10 \log(|U_{\pi}^1| + 1) T} T^\frac{1}{4}. \]

(13)

(1) \( U_{\pi}^\pi = \emptyset \). In this case the graph is weakly observable possibly with strongly observable parts and if so, all strongly observable arms have self-loops. Since \( 1 - \gamma \geq \frac{1}{2} \), choose \( \eta = \frac{1}{2} \left( \frac{|U_2|}{\sum_{k \in U_2} \sqrt{n_{\pi}^k}} \right)^{\frac{1}{2}} \left( \frac{\frac{1}{2}}{\frac{1}{2}} \right)^{\frac{1}{2}} \), Equation (13) is at most

\[
\sqrt{\frac{8T \delta \sqrt{n_{\pi}^k}}{\beta}} + \alpha T + 4 \left( \frac{T}{\alpha} \right)^{\frac{1}{2}} \left( |U_2| \sum_{k \in U_2} (\delta_k^*)^2 \right)^{\frac{1}{2}} + \frac{\beta T \left( \sum_{k \in U_2} \sqrt{n_{\pi}^k} \right)}{\delta} + \frac{\sqrt{|U_1^S|}}{\eta_S} + 4\eta_S T \sqrt{|U_1^S|}. \]

Choosing \( \eta_S = \frac{1}{4T} \), \( \alpha = 2\left( \frac{|U_2|}{\sum_{k \in U_2} \sqrt{n_{\pi}^k}} \right)^{\frac{1}{2}} \) and \( \beta = \frac{2\left( \frac{1}{2} \right)^{\frac{1}{2}}}{T \left( \sum_{k \in U_2} \sqrt{n_{\pi}^k} \right)^{\frac{1}{2}}} \), we have

\[
R_{(k', \cdot)}(T) \leq 3 \left( 2 \sum_{k \in U_2} n_{\pi}^k \right)^{\frac{1}{2}} T^\frac{1}{2} + 3 \left( 2 \sum_{k \in U_2} \sqrt{n_{\pi}^k} \right)^{\frac{1}{2}} T^\frac{1}{2} + 4 \sqrt{|U_1^S|} T^\frac{1}{2}. \]

(2) \( U_{\pi}^\pi \neq \emptyset \). The graph is a hybrid of weakly and strongly observable parts and some arms in the strongly observable parts have no self-loops. In this case, since \( 1 - \gamma \geq \frac{1}{2} \), Equation (13) equals to

\[
\sqrt{\frac{8T \delta \sqrt{n_{\pi}^k}}{\beta}} + \alpha T + \frac{\sqrt{|U_2|}}{\eta} + \frac{16 \sqrt{\sum_{k \in U_2} (\delta_k^*)^2}}{\alpha} + \frac{\sqrt{|U_1^S|}}{\eta_S} + \frac{\beta T \left( \sum_{k \in U_2} \sqrt{n_{\pi}^k} \right)}{\delta} + 8\eta T \sqrt{|U_2|} + 24\eta_S T \sqrt{|U_1^S|} + 2 \sqrt{10 \log(|U_{\pi}^1| + 1) T} T^\frac{1}{4} + 4\eta_S T \sqrt{|U_1^S|}. \]

Choosing \( \eta = \frac{1}{4} \left( \frac{|U_2|}{\sum_{k \in U_2} (\delta_k^*)^2} \right)^{\frac{1}{2}} \left( \frac{\frac{1}{2}}{\frac{1}{2}} \right)^{\frac{1}{2}} \), \( \alpha = 2 \left( \frac{|U_2|}{\sum_{k \in U_2} (\delta_k^*)^2} \right)^{\frac{1}{2}} \frac{n_{\pi}^k}{T^\frac{1}{2}} \), \( \beta = \frac{2\left( \frac{1}{2} \right)^{\frac{1}{2}}}{T \left( \sum_{k \in U_2} (\delta_k^*)^2 \right)^{\frac{1}{2}}} \) and \( \eta_S = \frac{1}{2T \delta} \), we have

\[
R_{(k', \cdot)}(T) \leq 6 \cdot 2^{\frac{1}{2}} \left( |U_2| \sum_{k \in U_2} (\delta_k^*)^2 \right)^{\frac{1}{2}} T^\frac{1}{2} + 3 \left( 2 \sum_{k \in U_2} \sqrt{n_{\pi}^k} \right)^{\frac{1}{2}} T^\frac{1}{2} + 4 \sqrt{|U_1^S|} T^\frac{1}{2} + \sqrt{6 \sqrt{|U_1^S|} T^\frac{1}{2}} + 2 \sqrt{10 \log(|U_{\pi}^1| + 1) T^\frac{1}{2}} + \frac{4T^\frac{1}{2}|U_2|^\frac{1}{2}}{2 \left( \sum_{k \in U_2} (\delta_k^*)^2 \right)^{\frac{1}{2}}} + \frac{\sqrt{6 \sqrt{|U_1^S|} T^\frac{1}{2}}}{3}. \]

\( \square \)