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Abstract
We exhibit a change of variables that maintains the Mahler measure of a given polynomial. This method leads to the construction of highly non-trivial polynomials with given Mahler measure and settles some conjectural numerical formulas due to Boyd and Brunault.
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1 | INTRODUCTION

Given a non-zero rational function \( P \in \mathbb{C}(x_1, \ldots, x_n) \), its (logarithmic) Mahler measure is given by

\[
m(P) := \frac{1}{(2\pi i)^n} \int_{\mathbb{T}^n} \log |P(x_1, \ldots, x_n)| \frac{dx_1}{x_1} \cdots \frac{dx_n}{x_n},
\]

where the integration is taken over the unit torus \( \mathbb{T}^n = \{(x_1, \ldots, x_n) \in \mathbb{C}^n : |x_1| = \cdots = |x_n| = 1\} \) with respect to the Haar measure.

This quantity first appeared (for one variable polynomials) in considerations by Lehmer [21] in his work related to the generalization of Mersenne numbers, and was later extended to polynomials with several variables by Mahler [22] in applications to polynomial heights. About 20 years later Smyth [1, 27] proved the formulas
\[
m(x + y + 1) = \frac{3\sqrt{3}}{4\pi} L(\chi_{-3}, 2),
\]
\[
m(x + y + z + 1) = \frac{7}{2\pi^2} \zeta(3),
\]
(1)
where \(L(\chi_{-3}, s)\) is the Dirichlet \(L\)-function in the character of conductor 3 and \(\zeta(s)\) is the Riemann zeta function.

These formulas opened the door to a wave of research in Mahler measure and special values of functions with arithmetical significance. Consider, for example, the following formula conjectured by Deninger [11] and Boyd [2] and proven by Rogers and Zudilin [26]:
\[
m\left(\frac{1}{x} + y + \frac{1}{y} + 1\right) = L'(E_{15a8}, 0),
\]
where \(L(E_{15a8}, s)\) denotes the \(L\)-function associated to the elliptic curve 15a8.

The appearance of values of \(L\)-functions in certain Mahler measure formulas was explained by Deninger in terms of Beilinson’s conjectures via relationships with regulators. (See also the works of Boyd [2] and Rodriguez-Villegas [25] for additional insights, and the book of Brunault and Zudilin [6] for more details.) Likewise, the cases involving the Riemann zeta function and Dirichlet \(L\)-functions have been linked to particular applications of the Borel regulator and evaluations of polylogarithms in algebraic numbers [4, 5, 14, 15].

A particularly interesting formula was proven by Condon [9]:
\[
m(x + 1 + (x - 1)(y + z)) = \frac{28}{5\pi^2} \zeta(3).
\]
(2)
Although this identity seems similar to (1), it is indeed much harder to prove. While the right-hand side of (1) is the result of evaluating the trilogarithm in 1 and \(-1\), the right-hand side of (2) is the result of evaluating the trilogarithm in combinations of \(\varphi = \frac{1 + \sqrt{5}}{2}\). This complicates the computation considerably, independently of whether one uses elementary methods as in [9] or the regulator as in [14].

In [3], Boyd proposed the numerical study of polynomials of the form \(a(x) + b(x)y + c(x)z\), where \(a(x), b(x), c(x)\) are products of cyclotomic polynomials. The focus on this particular class of polynomials was motivated by the Cassaigne–Maillot formula for the Mahler measure of \(a + by + cz\) [23], which has an expression that is especially well suited for numerical integration. The exploration of such polynomials led to the discovery of several interesting numerical formulas involving \(L'(E, -1)\) for various elliptic curves [16]. For example, Boyd discovered
\[
m(1 + (x - 1)y + (x + 1)z) ? \frac{5}{4} L'(E_{21a1}, -1),
\]
(3)
where the question mark denotes a numerical identity that has been verified to at least 20 decimal places, and also
\[
m(x^2 + x + 1 + (x^2 - 1)(y + z)) ? \frac{28}{5\pi^2} \zeta(3),
\]
(4)
which involves, again, the term \(\frac{28}{5\pi^2} \zeta(3)\).

More recently Brunault further pursued these computations (with higher degree cyclotomic polynomials) and discovered various numerical formulas yielding \(\frac{28}{5\pi^2} \zeta(3)\) such as
\[ m(x^4 - x^3 + x^2 + 1 + (x^4 - x^3 + x - 1)(y + z)) = \frac{28}{5\pi^2} \zeta(3), \]  \hspace{1cm} (5)
\[ m(x^5 + x^4 + x + 1 + (x^5 - 1)(y + z)) = \frac{28}{5\pi^2} \zeta(3), \]  \hspace{1cm} (6)

and several others.

We started this project by investigating whether the above polynomials having Mahler measure \( \frac{28}{5\pi^2} \zeta(3) \) had anything in common with each other. We discovered that they all could be obtained from Condon’s polynomial in (2) by certain changes of variables. In fact, such changes of variables provide a method for generating arbitrarily many rational functions that have the same Mahler measure, giving rise to highly non-trivial identities. Moreover, we can also obtain families of conjectures by applying the change of variables on polynomials such as the one in (3).

Before stating our main result, we establish some notation. For a polynomial \( g(x) \in \mathbb{C}[x] \), such that \( g(x) = \sum_{j=0}^{d} g_j x^j \) with \( g_d \neq 0 \), denote by
\[ \overline{g}(x) = \sum_{j=0}^{d} \overline{g_j} x^j, \]
the polynomial resulting from conjugating the coefficients of \( g(x) \).

We prove the following result.

**Theorem 1.** Let \( P(x, y_1, \ldots, y_n) \) be a polynomial over \( \mathbb{C} \) in the variables \( x, y_1, \ldots, y_n \). Let \( g(x) \in \mathbb{C}[x] \) be a polynomial in the variable \( x \) with all roots outside the unit disc, and for an integer \( k \) greater than the degree of \( g(x) \) and a complex number \( \lambda \) of absolute value one, let \( f(x) = \lambda x^k \overline{g}(x^{-1}) \). We denote by \( \overline{P} \) the rational function obtained by replacing \( x \) by \( f(x)/g(x) \) in \( P \). Then
\[ m(P) = m(\overline{P}). \]

Using this theorem, Equations (4)–(6) follow by taking \( P(x, y, z) = x + 1 + (x - 1)(y + z) \), which is the polynomial from Condon’s result in (2), with \( g(x) = x + 2, x^2 - 2x + 2 \), and \( x^4 + x + 2 \) along with \( k = 2, 4 \), and 5, respectively, and \( \lambda = 1 \). We have a term of \( m(g) = \log 2 \) in all these cases, which cancels with the contribution from a factor of 2 occurring in \( \overline{P} \), leading us to the desired identities.

As another example we can prove the following formulas:
\[ m((x^2 + x + 1)(1+w)(1+u)z + (x^2 - 1)(1-w)(1+y)) = \frac{93}{\pi^4} \zeta(5), \]  \hspace{1cm} (7)
\[ m((x^4 - x^3 + x^2 - x + 1)(1+w)(1+u)z + (x^4 - x^3 + x - 1)(1-w)(1+y)) = \frac{93}{\pi^4} \zeta(5), \]  \hspace{1cm} (8)
\[ m((x^5 + x^4 + x + 1)(1+w)(1+u)z + (x^5 - 1)(1-w)(1+y)) = \frac{93}{\pi^4} \zeta(5), \]  \hspace{1cm} (9)

by applying Theorem 1 to a result proven in [13].

In addition, by applying this method to (3), we obtain a family of conjectures involving \( L'(E_{21a}, -1) \), including
\[ m\left( \frac{x + 2}{2} + (x^2 + x + 1)y + (x^2 - 1)z \right) = \frac{5}{4} L'(E_{21a}, -1), \]  \hspace{1cm} (10)
\[
m\left(\frac{x^2 - 2x + 2}{2} + (x^4 - x^3 + x^2 - x + 1)y + (x^4 - x^3 + x - 1)z\right) = \frac{5}{4}L'(E_{21a1}, -1),
\]

(11)
\[
m\left(\frac{x^4 + x + 2}{2} + (x^5 + x^4 + x + 1)y + (x^5 - 1)z\right) = \frac{5}{4}L'(E_{21a1}, -1).
\]

(12)

This article is organized as follows. In Section 2 we consider some results needed in preparation for the proof of Theorem 1, which is included in Section 3. In Section 4 we discuss some applications of Theorem 1, mainly to families of rational functions with an arbitrary number of variables. Finally, Section 5 sketches the relation between Mahler measures and regulators, with the goal of giving more context to some of the new formulas proven in this article that involve polynomials defining curves of high genus.

2 SOME INTERMEDIATE RESULTS

Theorem 1 depends on the nature of the change of variables \(x \to f(x)/g(x)\) and how this affects the Mahler measure. In this section, we address this question and prove some intermediate results regarding the Mahler measure of certain univariate polynomials. These results will play an important role in the proof of the main result later on.

We first present the following lemma concerning the roots of a polynomial obtained from the polynomials \(f(x)\) and \(g(x)\) that appear in the change of variables.

**Lemma 2** [20, Lemma 1], [7, Theorem 1]. Let \(g(x) \in \mathbb{C}[x]\) be such that all its roots have absolute value greater than or equal to one, let \(k\) be an integer such that \(k \geq \text{deg}(g)\), and let \(f(x) = \lambda x^k \bar{g}(x^{-1})\), where \(\lambda\) is a complex number with absolute value one. For any complex number \(\beta\), consider

\[
\Gamma_\beta(x) = f(x) + \beta g(x) \in \mathbb{C}[x].
\]

Then we have the following.

(a) If \(|\beta| < 1\), then all roots of \(\Gamma_\beta(x)\) have absolute value less than one.

(b) If \(|\beta| > 1\), then all roots of \(\Gamma_\beta(x)\) have absolute value greater than one.

(c) If \(|\beta| = 1\), then all roots of \(\Gamma_\beta(x)\) have absolute value one.

**Remark.** This result has a rich history, as it was reproven several times. As stated, the original result is due to Lax [20] (for the case \(k = \text{deg}(g)\)) and Chen [7] (for the general case). Both consider the case when \(|\beta| = 1\) in their statements, but their proofs include the three cases stated in Lemma 2. This result was later rediscovered by Lalín and Smyth [18, Theorem 1] (stated for the case \(k > \text{deg}(g)\)). A converse was stated and proven by Cohn [8]. Further results investigate the interlacing of the roots of \(\Gamma_\beta\) as \(\beta\) varies in the unit circle, see [19] and the references therein for more information.

The above result is true for any \(k\) greater than or equal to \(d\), the degree of \(g(x)\). However, for the rest of our results to hold true, we would require \(k\) to be strictly greater than \(d\).

The above lemma gives us the following corollary using Jensen’s formula.
Corollary 3. Let $f$ and $g$ be as before with $k$ strictly greater than the degree of $g(x)$. Then for any $\beta \in \mathbb{C}$, we have

$$m(\Gamma(\beta)(x)) = \log |g_0| + \log^+ |\beta|,$$

where $\log^+ |x| := \log \max\{1, |x|\}$.

Proof. Note that $\Gamma(\beta)(x) = \lambda x^k \overline{f}(x^{-1}) + \beta g(x)$, and since $k > \deg g$, the leading coefficient here is $\lambda g_0$ and the constant term is $\beta g_0$. By Lemma 2, we know that if $\alpha_j$ are the roots of $\Gamma(\beta)$, then either $|\alpha_j| \geq 1$ for all $j$, or $|\alpha_j| \leq 1$ for all $j$. In both cases, this means that by Jensen’s formula,

$$m(\Gamma(\beta)) - \log |\lambda g_0| = \sum_j \log^+ |\alpha_j| = \log^+ \left| \prod_j \alpha_j \right| = \log^+ \left| \frac{\beta g_0}{\lambda g_0} \right| = \log^+ |\beta|,$$

and since $\log |\lambda g_0| = \log |g_0|$, we get the desired result. \(\square\)

The next statement is essentially a restatement of Corollary 3 in slightly more general terms. It will be used to prove Theorem 1 in the next section.

Proposition 4. Let $f$ and $g$ be as before with $k$ strictly greater than the degree of $g(x)$. Then for any $\alpha, \beta \in \mathbb{C}$, not both zero, we have

$$m(\alpha f + \beta g) = m(g) + \log \max\{|\alpha|, |\beta|\}.$$ 

Remark. Note that since $g$ has all its roots outside the unit circle, we have $m(g) = \log |g_0|$. Similarly, since $f$ has all its roots inside the unit circle, its Mahler measure is given by its leading coefficient, which is $\lambda g_0$. Thus, $m(f) = m(g) = \log |g_0|$. 

Proof. Consider

$$\Gamma(x) = \alpha f(x) + \beta g(x) = \lambda ax^k \overline{f}(x^{-1}) + \beta g(x).$$

Then $\deg(\Gamma) = k$ as before. We first consider the case $\alpha \neq 0$. Without loss of generality, we can then assume that $\alpha = 1$. Using Corollary 3 with $\Gamma(\beta)(x) = \Gamma(x)$, we have

$$m(\Gamma(x)) = \log |g_0| + \log^+ |\beta|$$

$$= m(g) + \log \max\{1, |\beta|\}$$

$$= m(g) + \log \max\{|\alpha|, |\beta|\},$$

as needed. Coming to the second case where $\alpha = 0$, then

$$m(\alpha f + \beta g) = m(\beta g) = m(g) + \log |\beta|,$$

and since $\log \max\{|\alpha|, |\beta|\} = \log |\beta|$, we get the desired result. \(\square\)
Before moving on to the proof of the main theorem, we will also briefly discuss the existence of the Mahler measure integral for any polynomial in general. Although a fundamental and well-known fact, we prove the result here for completion, due to its central role in the proof of Theorem 1.

Let $F(y_1, y_2, \ldots, y_{n+1})$ be a polynomial in $\mathbb{C}[y_1, \ldots, y_{n+1}]$ in $(n + 1)$ variables. We may write $F$ as a polynomial in $y_{n+1}$ with coefficients being $n$-variable polynomials $c_i \in \mathbb{C}[y_1, \ldots, y_n]$, as

$$F = c_0 + c_1 y_{n+1} + \cdots + c_k y_{n+1}^k,$$

for some non-negative integer $k$. We may also factorize $F$ as

$$F = c_k \prod_{j=1}^k (y_{n+1} - \Delta_j(y_1, y_2, \ldots, y_n)),$$

where $\Delta_j(y_1, y_2, \ldots, y_n)$ are algebraic functions in $y_1, \ldots, y_n$ with appropriately chosen branch cuts.

Now consider the following lemma:

Lemma 5 [12, Lemma 3.7]. Let $F$ be a polynomial as above. Then the Mahler measure $m(F)$ of $F$ exists and we can write

$$m(F) = m(c_k) + \frac{1}{(2\pi i)^n} \sum_{j=1}^k \int_{|y_1|=1} \cdots \int_{|y_n|=1} \log^+ |\Delta_j(y_1, \ldots, y_n)| \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1},$$

where all integrals involved converge.

Proof. We proceed by induction on the number of variables in the polynomial $F$. In the base case where $n = 1$, the functions of $\Delta_j$ are simply the roots of $F$, and the result follows by Jensen’s formula. Now assume that the result is true for $n$ variables. Using the factorization of $F$, we can write

$$m(F) = \frac{1}{(2\pi i)^{n+1}} \int_{|y_1|=1} \cdots \int_{|y_n|=1} \int_{|y_{n+1}|=1} \log |F| \frac{dy_{n+1}}{y_{n+1}} \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1}$$

$$= m(c_k) + \frac{1}{(2\pi i)^{n+1}} \sum_{j=1}^k \int_{|y_1|=1} \cdots \int_{|y_n|=1} \left( \int_{|y_{n+1}|=1} \log |y_{n+1} - \Delta_j| \frac{dy_{n+1}}{y_{n+1}} \right) \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1}.$$

Recall that if $\beta \in \mathbb{C}$, then Jensen’s formula implies that

$$m(x + \beta) = \frac{1}{2\pi i} \int_{|x|=1} \log |x + \beta| = \log^+ |\beta|.$$

Thus, for constant $y_1, y_2, \ldots, y_n$, the inner integral above is given by $I = 2\pi i \log^+ |\Delta_j(y_1, \ldots, y_n)|$, and we have

$$m(F) = m(c_k) + \frac{1}{(2\pi i)^n} \sum_{j=1}^k \int_{|y_1|=1} \cdots \int_{|y_n|=1} \log^+ |\Delta_j(y_1, \ldots, y_n)| \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1}. \quad (13)$$
The polynomial $c_k$ has $n$ variables and by the induction hypothesis, it follows that $m(c_k)$ exists. It remains to show that the integral in (13) also exists. First, we note that the torus $\mathbb{T}^{n+1}$ defined by \{(y_1, y_2, ..., y_{n+1}) \in \mathbb{C}^{n+1} : |y_j| = 1\} is compact, and hence, the polynomial $F$ must be bounded above on this region, and therefore, $m(F)$ is bounded. Since $m(c_k)$ is finite, this means that the integral in (13) is also bounded from above. Second, if we write $y_j = e^{i\theta_j}$ for a real variable $\theta_j$, then

$$\frac{dy_j}{y_j} = i\, d\theta_j,$$

for each $j$. Taking into account the factor of $(i)^n$ in the denominator outside the summation, we observe that the integrand is $\log^+ |\Delta_j|$, which is totally real and non-negative. In addition, although the algebraic functions $\Delta_j$ may not be continuous individually, the multiset of values $\{\Delta_j(y_1, ..., y_n)\}$ depends continuously on $(y_1, ..., y_n)$, away from the poles of the $\Delta_j$. Thus, the integrands are non-negative and continuous, and along with the fact that the integrals are bounded above, this shows that they all converge. This completes the induction and we conclude that $m(F)$ exists and that the integral in (13) converges. □

3 | PROOF OF THEOREM 1

We are now ready to prove our main result. Recall that we replace the variable $x$ by $f(x)/g(x)$ in the polynomial $P$ to obtain the rational function $\tilde{P}$. We will show that the Mahler measure computation for both $P$ and $\tilde{P}$ is given by the same integral.

**Proof of Theorem 1.** We first write $P$ as a polynomial in $x$ with coefficients in $\mathbb{C}[y_1, ..., y_n]$ as

$$P = P_0 + P_1 x + \cdots + P_\ell x^\ell,$$

where $P_j \in \mathbb{C}[y_1, ..., y_n]$ for each $1 \leq j \leq \ell$. We can now factorize this as

$$P = P_\ell \prod_{j=1}^\ell (x - \Delta_j(y_1, ..., y_n)),$$

where the functions of $\Delta_j$ are algebraic functions in $y_1, ..., y_n$ with appropriately chosen branch cuts. Then, using Lemma 5, the Mahler measure of $P$ is given by

$$m(P) = m(P_\ell) + \frac{1}{(2\pi i)^n} \sum_{j=1}^\ell \int_{|y_j| = 1} \cdots \int_{|y_n| = 1} \log^+ |\Delta_j(y_1, ..., y_n)| \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1}. \quad (14)$$

We now move on to the evaluation of $m(\tilde{P})$, the rational function obtained from $P$ by replacing $x$ by $f(x)/g(x)$, which gives
\[ \tilde{P} = P_{\ell} \prod_{j=1}^{\ell} \left( \frac{f(x)}{g(x)} - \Delta_j(y_1, \ldots, y_n) \right) \]

\[ = (g(x))^{-\ell} P_{\ell} \prod_{j=1}^{\ell} \left( f(x) - g(x)\Delta_j(y_1, \ldots, y_n) \right). \]

Thus, the Mahler measure of \( \tilde{P} \) is given by

\[ m(\tilde{P}) = \frac{1}{(2\pi i)^{n+1}} \int_{|y_1|=1} \cdots \int_{|y_n|=1} \int_{|x|=1} \log |\tilde{P}| \frac{dx}{x} \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1} \]

\[ = m(P_{\ell}) - \ell \cdot m(g) \]

\[ + \frac{1}{(2\pi i)^{n+1}} \sum_{j=1}^{\ell} \int_{|y_1|=1} \cdots \int_{|y_n|=1} \left( \int_{|x|=1} \log |f(x) - g(x)\Delta_j| \right) \frac{dx}{x} \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1}. \]

Keeping the \( y_1, y_2, \ldots, y_n \) constant and using Proposition 4, we can write the inner integral \( J \) as

\[ J = \int_{|x|=1} \log |f(x) - g(x)\Delta_j| \frac{dx}{x} = 2\pi i m(f - g\Delta_j) = 2\pi i (m(g) + \log^+ \Delta_j), \]

for each \( 1 \leq j \leq \ell \). Noting that

\[ \sum_{j=1}^{\ell} \int_{|y_1|=1} \cdots \int_{|y_n|=1} (2\pi i m(g)) \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1} = 2\pi i m(g) \sum_{j=1}^{\ell} \int_{|y_1|=1} \cdots \int_{|y_n|=1} 1 \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1} \]

\[ = 2\pi i m(g) \sum_{j=1}^{\ell} (2\pi i)^n = \ell \cdot m(g) \cdot (2\pi i)^{n+1}, \]

we can rewrite the Mahler measure of \( \tilde{P} \) as

\[ m(\tilde{P}) = m(P_{\ell}) - \ell \cdot m(g) + \ell \cdot m(g) + \frac{1}{(2\pi i)^n} \sum_{j=1}^{\ell} \int_{|y_1|=1} \cdots \int_{|y_n|=1} \log^+ |\Delta_j(y_1, \ldots, y_n)| \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1} \]

\[ = m(P_{\ell}) + \frac{1}{(2\pi i)^n} \sum_{j=1}^{\ell} \int_{|y_1|=1} \cdots \int_{|y_n|=1} \log^+ |\Delta_j(y_1, \ldots, y_n)| \frac{dy_n}{y_n} \cdots \frac{dy_1}{y_1}. \quad (15) \]

We observe that Equations (14) and (15) evaluate to the same expression and conclude that

\[ m(P) = m(\tilde{P}), \]

which completes the proof. \( \square \)
4 | APPLICATIONS OF THEOREM 1

As remarked in the introduction, by taking \( P(x, y, z) = x + 1 + (x - 1)(y + z) \), and by considering its Mahler measure given in (2), we can deduce Equations (4)–(6) by setting \( g(x) = x + 2, x^2 - 2x + 2, \) and \( x^4 + x + 2 \) with \( k = 2, 4, \) and \( 5 \), respectively, with \( \lambda = 1 \), and after subtracting \( \log 2 \) from both sides of the evaluated identity in Theorem 1.

Theorem 1 can be applied to very general polynomials \( P \) and even to rational functions. Indeed, to work with rational functions, we can apply Theorem 1 to the numerator and the denominator individually, and then put them back together to recover the rational function with the change of variables.

Here we examine an interesting application involving rational functions with arbitrarily many variables whose Mahler measure can be computed explicitly. Considering the fact that calculating the exact Mahler measure of multivariable polynomials is generally hard, let alone those with arbitrarily many variables, this is an intriguing and rare result.

Let
\[
R_m(x_1, \ldots, x_m, z) := z + \left( \frac{1 - x_1}{1 + x_1} \right) \cdots \left( \frac{1 - x_m}{1 + x_m} \right),
\]
\[
S_m(x_1, \ldots, x_m, x, y, z) := (1 + x)z + \left( \frac{1 - x_1}{1 + x_1} \right) \cdots \left( \frac{1 - x_m}{1 + x_m} \right)(1 + y),
\]
\[
T_m(x_1, \ldots, x_m, x, y) := 1 + \left( \frac{1 - x_1}{1 + x_1} \right) \cdots \left( \frac{1 - x_m}{1 + x_m} \right)x + \left( 1 - \left( \frac{1 - x_1}{1 + x_1} \right) \cdots \left( \frac{1 - x_m}{1 + x_m} \right) \right)y.
\]

For \( a_1, \ldots, a_m \in \mathbb{C} \), define
\[
s_\ell(a_1, \ldots, a_m) = \begin{cases} 1 & \text{if } \ell = 0, \\ \sum_{i_1 < \ldots < i_\ell} a_{i_1} \cdots a_{i_\ell} & \text{if } 0 < \ell \leq m, \\ 0 & \text{if } m < \ell. \end{cases}
\]

Recall that the Bernoulli numbers are given by
\[
x = e^{\frac{x}{e^x - 1}} = \sum_{n=0}^{\infty} \frac{B_n x^n}{n!}.
\]

The Mahler measures of the polynomials \( R_m, S_m, T_m \) can be computed by the following formulas.

**Theorem 6** [13, 17]. We have the following identities. For \( n \geq 1 \),
\[
m(R_{2n}) = \sum_{h=1}^{n} s_{n-h}(2^2, 4^2, \ldots, (2n - 2)^2) \frac{(\frac{2}{\pi})^{2h}}{(2n-1)!} A(h),
\]
where
\[
A(h) := (2h)! \left( 1 - \frac{1}{2^{2h+1}} \right)^{\frac{1}{2}} \zeta(2h + 1).
\]
For $n \geq 0$,
\[
m(R_{2n+1}) = \sum_{h=0}^{n} \frac{s_{n-h}(1^2, 3^2, \ldots, (2n-1)^2)}{(2n)!} \left( \frac{2}{\pi} \right)^{2h+1} B(h),
\]
where
\[
B(h) := (2h + 1)!L(\chi_{-4}, 2h + 2).
\]

For $n \geq 1$,
\[
m(S_{2n}) = \sum_{h=1}^{n} \frac{s_{n-h}(2^2, 4^2, \ldots, (2n-2)^2)}{(2n-1)!} \left( \frac{2}{\pi} \right)^{2h+2} C(h),
\]
where
\[
C(h) := \sum_{\ell=1}^{h} \left( \frac{2h}{2\ell} \right) (-1)^{h-\ell} \frac{1}{4h} B_{2(h-\ell)} \pi^{2h-2\ell} (2\ell + 2)! \left( 1 - \frac{1}{2^{2\ell+3}} \right) \zeta(2\ell + 3).
\]

For $n \geq 0$,
\[
m(S_{2n+1}) = \sum_{h=0}^{n} \frac{s_{n-h}(1^2, 3^2, \ldots, (2n-1)^2)}{(2n)!} \left( \frac{2}{\pi} \right)^{2h+3} D(h),
\]
where
\[
D(h) := \sum_{\ell=0}^{h} \frac{2h + 1}{2\ell + 1} \left( \frac{2h}{2\ell + 1} \right) (-1)^{h-\ell} \frac{1}{2(2h + 1)} B_{2(h-\ell)} \pi^{2h-2\ell} (2\ell + 3)! L(\chi_{-4}, 2\ell + 4).
\]

For $n \geq 1$,
\[
m(T_{2n}) = \log \frac{2}{2} + \sum_{h=1}^{n} \frac{s_{n-h}(2^2, 4^2, \ldots, (2n-2)^2)}{(2n-1)!} \left( \frac{2}{\pi} \right)^{2h} E(h),
\]
where
\[
E(h) := \frac{(2h)!}{2} \left( 1 - \frac{1}{2^{2h+1}} \right) \zeta(2h + 1) + \sum_{\ell=1}^{h} \frac{2^{2(h-\ell)-1} - 1}{2(\ell + 1)} \left( \frac{2h}{2\ell} \right) (-1)^{h-\ell} \frac{1}{2h} \times B_{2(h-\ell)} \pi^{2h-2\ell} (2\ell)! \left( 1 - \frac{1}{2^{2\ell+1}} \right) \zeta(2\ell + 1).
\]

For $n \geq 0$,
\[
m(T_{2n+1}) = \log \frac{2}{2} + \sum_{h=1}^{n} \frac{s_{n-h}(2^2, 4^2, \ldots, (2n-2)^2)}{(2n+1)!} \left( \frac{2}{\pi} \right)^{2h+2} F(h),
\]
where

\[ F(h) := \frac{(2h + 2)!}{2} \left( 1 - \frac{1}{2^{2h+3}} \right) \xi(2h + 3) + \frac{\pi^2 n^2}{2} (2h)! \left( 1 - \frac{1}{2^{2h+1}} \right) \xi(2h + 1) \]

\[ + n(2n + 1) \sum_{\ell=1}^{h} (2^{(h-\ell)-1} - 1) \left( \frac{2h}{2\ell} \right) \left( -1 \right)^{h-\ell+1} \frac{B_{2(h-\ell)} \pi^{2h+2-2\ell}}{4h} (2\ell)! \left( 1 - \frac{1}{2^{2\ell+1}} \right) \xi(2\ell + 1). \]

We can apply Theorem 1 to each variable \( x_\ell \), replacing it with \( f(x_\ell) / g(x_\ell) \) for any compatible \( f(x_\ell) \), \( g(x_\ell) \). This yields infinitely many more formulas satisfying the results of Theorem 6. For example, \( g(x_1) = x_1 + 2, k = 2, \lambda = 1 \) gives, for \( m \geq 1 \)

\[ m\left( z + \left( \frac{x_1^2 - 1}{x_1^2 + x_1 + 1} \right) \left( \frac{1 - x_2}{1 + x_2} \right) \cdots \left( \frac{1 - x_m}{1 + x_m} \right) \right) = m(R_m), \]

\[ m\left( (1 + x)z + \left( \frac{x_1^2 - 1}{x_1^2 + x_1 + 1} \right) \left( \frac{1 - x_2}{1 + x_2} \right) \cdots \left( \frac{1 - x_m}{1 + x_m} \right) (1 + y) \right) = m(S_m), \]

and

\[ m\left( 1 + \left( \frac{x_1^2 - 1}{x_1^2 + x_1 + 1} \right) \left( \frac{1 - x_2}{1 + x_2} \right) \cdots \left( \frac{1 - x_m}{1 + x_m} \right) x \right. \]

\[ \left. + \left( 1 - \left( \frac{x_1^2 - 1}{x_1^2 + x_1 + 1} \right) \left( \frac{1 - x_2}{1 + x_2} \right) \cdots \left( \frac{1 - x_m}{1 + x_m} \right) y \right) \right) = m(T_m). \]

In particular, Equation (7) follows from considering the identity with \( S_2 \). We remark that in this case the formula for the Mahler measure of the rational function \( \tilde{S}_2 \) can be directly written as the Mahler measure of the polynomial in (7) by multiplying by the denominator, which has Mahler measure zero since it is the product of cyclotomic polynomials. Similarly, Equations (8) and (9) are obtained by using \( g(x) = x^3 - 2x + 2 \), and \( x^4 + x + 2 \) with \( k = 4, \) and \( 5 \) and \( \lambda = 1 \) with \( S_2 \).

This application is yet another example emphasizing the versatility of Theorem 1 toward expanding existing results to generate new identities, which would otherwise be very difficult to establish.

5 | A DISCUSSION ON THE GENUS OF THE INVOLVED VARIETIES

In this section we briefly discuss the relation of Mahler measure with the regulator in order to give additional context to the formulas that we have proven. More specifically, we explain how some of the new polynomials correspond to curves of higher genus, which motivates our interest in such formulas.

We start by following Deninger [11] as well as the treatment by Brunault and Zudilin [6, Section 8.3]. Let \( F \in \mathbb{C}[y_1, \ldots, y_{n+1}] \) be an irreducible polynomial in \((n + 1)\) variables. As in Section 2, we write

\[ F = c_0 + c_1 y_{n+1} + \cdots + c_k y_{n+1}^k, \]
where \( c_i \in \mathbb{C}[y_1, \ldots, y_n] \). Applying Jensen’s formula as in the proof of Lemma 5, we can write

\[
m(F) = m(c_k) + \frac{1}{(2\pi i)^n} \int_D \log |y_{n+1}| \frac{dy_1}{y_1} \wedge \cdots \wedge \frac{dy_n}{y_n},
\]

where

\[
D = \{(y_1, \ldots, y_n) : |y_1| = \cdots = |y_n| = 1, |y_{n+1}| > 1, F(y_1, \ldots, y_{n+1}) = 0\}
\]

is known as the Deninger cycle attached to \( F \).

The differential form \( \log |y_{n+1}| \frac{dy_1}{y_1} \wedge \cdots \wedge \frac{dy_n}{y_n} \), defined over the smooth part \( Z_F^{\text{reg}} \) of the zero locus of \( F \) in \((\mathbb{C}^\times)^{n+1}\), is not necessarily closed, but there is a closed form \( \eta(y_1, \ldots, y_{n+1}) \), defined on the de Rham cohomology of \( Z_F^{\text{reg}} \), which satisfies

\[
\eta(y_1, \ldots, y_{n+1}) |_D = (-1)^n \log |y_{n+1}| \frac{dy_1}{y_1} \wedge \cdots \wedge \frac{dy_n}{y_n}.
\]

We have the following theorem.

**Theorem 7** [11, Proposition 3.3], [6, Theorem 8.11]. Let \( F \in \mathbb{C}[y_1, \ldots, y_{n+1}] \) be an irreducible polynomial such that \( \bar{D} \) is a topological \( n \)-chain contained in \( Z_F^{\text{reg}} \). Then

\[
m(F) = m(c_k) + \frac{(-1)^n}{(2\pi i)^n} \int_{\bar{D}} \eta(y_1, \ldots, y_{n+1}).
\]

The form \( \eta \) represents the Beilinson’s regulator evaluated in the Minor symbol \( \{y_1, \ldots, y_{n+1}\} \). Beilinson’s conjecture, that we will not describe here, together with Theorem 7 suggests that the Mahler measure \( m(F) \) should be related to an \( L \)-function associated to \( Z_F^{\text{reg}} \) when the boundary of the Deninger cycle is trivial. There are several technicalities that need to be taken into consideration (for example, the fact that \( Z_F^{\text{reg}} \) is not projective), that we will not discuss here.

A special case arises when \( \eta(y_1, \ldots, y_{n+1}) \) is an exact form and the boundary of the Deninger cycle \( \partial \bar{D} \) is non-trivial. Writing \( \eta(y_1, \ldots, y_{n+1}) = \omega(y_1, \ldots, y_{n+1}) \), Stokes’s formula gives

\[
m(F) = m(c_k) + \frac{(-1)^n}{(2\pi i)^n} \int_{\partial \bar{D}} \omega(y_1, \ldots, y_{n+1}),
\]

where \( \partial \bar{D} \) is the oriented boundary of the Deninger cycle. As proposed by Maillot [24] after an idea of Darboux [10], \( \partial \bar{D} \) is contained in the algebraic subvariety

\[
W_F : \bar{F}(y_1, \ldots, y_{n+1}) = \bar{F}\left(\frac{1}{y_1}, \ldots, \frac{1}{y_{n+1}}\right) = 0,
\]

and this suggests that \( m(F) \) is related to an \( L \)-function associated to \( W_F \).

Under these conditions, the computation of the Mahler measure may proceed depending on the properties of \( \omega(y_1, \ldots, y_{n+1}) \). A possibility is that \( \omega \) is exact, and we can further apply Stokes’s formula.

For example, in three variables, when the 1-form \( \omega \) is exact, its primitive can be expressed in terms of a trilogarithm. This is the case of formulas (1), (2), or the polynomials \( R_2 \) and \( T_1 \) (the polynomial \( S_0 \) has the same Mahler measure as (1)). The Mahler measure formulas corresponding
to these polynomials result in the evaluation of a trilogarithm in the intersection of \{ |x| = |y| = |z| = 1 \} with a curve \( W_F \) of genus 0. For example, let us look at (2). Then

\[
W_F : (x + 1)(xy^2 - y^2 + xy + y - x + 1) = 0,
\]

the union of a line and a genus 0 curve. What is interesting about applying Theorem 1 is that it results in evaluations of higher genus curves that still lead to simple Mahler measure formulas. For example, let us look at (4). Then

\[
W_F : (x^2 + x + 1)(x^2y^2 - y^2 + x^2y + xy + y - x^2 + 1) = 0,
\]

and the main factor is a genus 1 curve. Analogously, if we consider the corresponding curves \( W_F \) for formulas (5) and (6), we obtain genus 3 and 4 curves, respectively.

In other cases, such as in formula (3), \( \omega \) is not exact. This poses a challenge to the evaluation of the integral, which explains why formula (3) is only known numerically, but it has not been proven. In this case, the integration takes place in a curve \( W_F \) of genus 1, which corresponds, precisely, to the elliptic curve 21a1. Here Theorem 1 results in evaluations of higher genus curves. For example, if we consider the corresponding curves \( W_F \) for formulas (10)–(12), we obtain genus 3, 7, and 9, respectively.

In conclusion, Theorem 1 leads to polynomials with substantially more complicated geometry than the original polynomials but with the same Mahler measure. This process serves to generate highly non-trivial identities.
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