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Abstract

Sampling complex potential energies is one of the most pressing challenges of contemporary computational science. Inspired by recent efforts that use quantum effects and discretized Feynman’s path integrals to overcome large barriers we propose a replica exchange method. In each replica two copies of the same system with halved potential strengths interact via inelastic springs. The strength of the spring is varied in the different replicas so as to bridge the gap between the infinitely strong spring, that corresponds to the Boltzmann replica and the less tight ones. We enhance the spring length fluctuations using Metadynamics. We test the method on simple yet challenging problems.

Introduction

The problem of sampling complex free energy landscapes that exhibit long lived metastable states separated by large barriers is of great current interest. The vast literature on the subject is a clear evidence of its pressing relevance. Roughly speaking, two classes of methods can be identified. In one, a set of collective variables (CVs) that depend on the microscopic coordinates of the system is
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chosen, and a bias that depends on these chosen collective variables is constructed so as to speed up sampling. Examples of this approach are Umbrella Sampling,\textsuperscript{5} Local Elevation,\textsuperscript{6} Metadynamics\textsuperscript{7,8} and more recently Variationally Enhanced Sampling.\textsuperscript{9} However, identifying the appropriate CVs can at times require a lengthy, if instructive, process.\textsuperscript{10}

The other set of methods can be classified under the generic name of tempering. The precursor of this approach is called Parallel Tempering\textsuperscript{11} (PT). In PT \( M \) replicas of the same system at different temperatures are run in parallel. Periodically a Monte Carlo test is made and, if the test is successful, configurations are exchanged between replicas. The rationale for this approach is that at high temperature it is easier for the system to move from basin to basin and this information is carried down to the colder temperature by the Monte Carlo exchange process. This idea has been generalized and several tempering schemes have been proposed\textsuperscript{12–22} in which the Hamiltonians in each replicas are progressively modified\textsuperscript{11} in order to favor the process of barrier crossing. Statistics is then collected in the unmodified replica.

Since it is relevant for what follows, we highlight the recent proposal made by Voth and collaborators\textsuperscript{23} and by our group\textsuperscript{24,25} to use artificially induced quantum effects to favor sampling. In this approach quantum effects are described by the isomorphism that is generated by the use of the Path Integral representation of Quantum Statistical Mechanics.\textsuperscript{26} In this popular isomorphism each particle is mapped onto a polymer of \( P \) beads interacting between themselves through a harmonic potential while the interaction between beads belonging to different polymers is appropriately reduced.\textsuperscript{27}

The success of these attempts have stimulated us to reduce this approach to its bare essentials and somehow to generalize it. In order to reduce its computational cost the number of beads will be reduced to two, thus we shall abandon any pretense of describing each replicas as a representation, albeit approximate, of a quantum state. Having given ourselves such a freedom we shall also change the interaction between the beads. Thus our tempering scheme will be composed of \( M \) replicas; in each replica every particle becomes a dimer, and the interaction that holds together the dimers is now anharmonic. By tightening the potential that holds the dimers together we
can progressively come close to the Boltzmann distribution of the system. As in the Feynman’s isomorphism, this is reached when the intra-dimer interaction becomes infinitely strong. Like in Ref. 25 a key to the success of this method is the use of Metadynamics to increase the dimer length fluctuations. Thus we shall refer to this method as Dimer Metadynamics (DM).

**Method**

As discussed in the Introduction, our method is inspired by previous attempts to use quantum effects to overcome sampling bottlenecks.\textsuperscript{24,25} However here we prefer to derive our formulas without making explicit reference to the Path Integral representation of Quantum Statistical Mechanics.\textsuperscript{26} We want to sample a Boltzmann distribution whose partition function is written as:

\begin{equation}
Z_0 = \int dR e^{-\beta V(R)}
\end{equation}

where $N$ particles of coordinates $R = \vec{r}_i$, $i = 1 \ldots N$ interact via the $V(R)$ potential at the inverse temperature $\beta$. Let us now introduce $3N$ new coordinates $X = \{\vec{x}_i\}_{i=1}^N$ and a function $F_\sigma(X)$ that depends parametrically on $\sigma$ and it is such that $\int dX e^{-\beta F_\sigma(X)} = 1$. We can now rewrite $Z_0$ as

\begin{equation}
Z_0 = \int dR dX e^{-\beta F_\sigma(X)} e^{-\beta V(R)}
\end{equation}

and making the coordinate transformation $X = R_1 - R_2$ and $R = (R_1 + R_2)/2$ we obtain

\begin{equation}
Z_0 = \int dR_1 dR_2 e^{-\beta F_\sigma(R_1 - R_2)} e^{-\beta V(R_1 + R_2)/2}.
\end{equation}

Of course the partition function in Eq. (Footnote *) is fully equivalent to the Boltzmann distribution and the doubling of the coordinates is only apparent.
We now choose a family of functions $F_\sigma$ such that

$$\lim_{\sigma \to 0} e^{-\beta F_\sigma(R_1 - R_2)} = \delta(R_1 - R_2)$$

(4)

where $\delta(R_1 - R_2)$ is the Dirac’s delta. We shall postpone the choice of $F_\sigma$ to later, in the meantime we note that if Eq. (Footnote *) holds for $\sigma \to 0$, we can make the approximation $V(\frac{R_1 + R_2}{2}) \simeq \frac{V(R_1)}{2} + \frac{V(R_2)}{2}$ and rewrite the partition function as:

$$Z_\sigma = \int dR_1dR_2 e^{-\frac{1}{2}V(R_1)} e^{-\beta F_\sigma(R_1 - R_2)} e^{-\frac{1}{2}V(R_2)}$$

(5)

that is fully equivalent to the Boltzmann distribution (Eq. (Footnote *)) in the limit $\sigma \to 0$, however, contrary to Eq. (Footnote *) here the degrees of freedom are doubled in earnest. This partition function describes a system of dimers bound by $F_\sigma(R_1 - R_2)$ and interacting via the reduced potential $\frac{V(R)}{2}$. At large values of $\sigma$ the dimers are loosely coupled and the two images of the system $R_1$ and $R_2$ can explore rather different configurations. By reducing $\sigma$ the coupling becomes stronger and stronger until for $\sigma \to 0$ the Boltzmann limit is approached.

We now devise a set of replicas of which the first one is $Z_0$ whose $\sigma$ we denote by $\sigma_0$ and the others are of the type in Eq. (Footnote *) with progressively large values of $\sigma$, starting with $\sigma = \sigma_1$. For reasons that will become apparent later we take $\sigma_0 = \sigma_1$. The idea is then to set up a replica exchange scheme in which systems of different $\sigma_i$, $i = 1, \ldots, M$ are run in parallel and periodically Monte Carlo attempts at swapping the configurations are made. In the tempering scheme proposed here the Monte Carlo test between neighboring replicas reads:

$$p_{i,i+1} = \min\left[1, e^{-\beta \Delta E}\right]$$

(6)

with:

$$\Delta E = \left[ F_{\sigma_i}(R_{1i}^{i+1} - R_{2i}^{i+1}) + F_{\sigma_{i+1}}(R_{1i}^{i} - R_{2i}^{i}) \right] - \left[ F_{\sigma_i}(R_{1i}^{i} - R_{2i}^{i}) + F_{\sigma_{i+1}}(R_{1i}^{i+1} - R_{2i}^{i+1}) \right]$$

(7)
where the subscript in the many-body coordinates is the bead index of the dimer and the superscript identifies the replica index. The Monte Carlo test between $Z_0$ and $Z_{\sigma_1}$ is given by:

$$p_{0,1} = \min \left[ 1, e^{-\beta \Delta V^{(0,1)}} \right]$$

with:

$$\Delta V^{(0,1)} = \left[ \frac{V(R_0^1) + V(R_1^2)}{2} + V\left(\frac{R_1^1 + R_2^1}{2}\right) \right] - \left[ \frac{V(R_1^1) + V(R_2^1)}{2} + V\left(\frac{R_1^0 + R_2^0}{2}\right) \right]$$

and we use the fact that we have chosen $\sigma_0 = \sigma_1$.

We now turn to the choice of $F_\sigma(R_1 - R_2)$. We use the form

$$F_\sigma(R_1 - R_2) = \sum_{i=1}^{N} f_\sigma(\vec{r}_i^1 - \vec{r}_i^2)$$

where $\vec{r}_i^1$ and $\vec{r}_i^2$ are the coordinates of atom $i$ that has been split into the two beads 1 and 2 (see Eq. (Footnote *)). For our approach to work it is necessary that for $\sigma \to 0$ the behavior of $e^{-f_\sigma(r)}$ is $\delta$-function like. One such class of functions can be obtained by considering for $0 < q \leq 1$ the following representations of the three dimensional delta functions

$$\delta(r) = \lim_{\sigma \to 0} \frac{e^{-\left[\frac{1}{2q}\frac{r^2}{2q\sigma^2}\right]^q - 1}}{Z_\sigma^q}$$

where the normalization constant $Z_\sigma^q$ is given by

$$Z_\sigma^q = 4\pi \int dr \, r^2 e^{-\left[\frac{1}{2q}\frac{r^2}{2q\sigma^2}\right]^q - 1}$$

Using Eq. (Footnote *) and neglecting the immaterial constant $\log Z_\sigma^q$ we get for $f_\sigma^q(r)$

$$f_\sigma^q(r) = \left(1 + \frac{r^2}{2q\sigma^2}\right)^q - 1$$
The choice of \( f^q_\sigma(r) \) determines the potential with which two beads interact. For \( q = 1 \) one has

\[
\frac{1}{2\sigma^2} \frac{r^2}{\sigma^2} = \frac{r^2}{2\sigma^2} \tag{14}
\]

as in the standard Path Integral isomorphism. Otherwise for \( 0 < q < 1 \) all \( f^q_\sigma(r) \) exhibit a quadratic behavior \( \frac{r^2}{2\sigma^2} \) at small \( r \) and a slower growth at larger distances. In particular, for \( q = \frac{1}{2} \) \( f^q_\sigma(r) \) grows linearly with \( r \). The transition between small-\( r \) and large-\( r \) regimes is controlled by the parameter \( \sigma \), that in the spirit of the present work has no physical meaning and is only a tempering parameter. As \( q \to 0 \) the asymptotic behavior is even slower and in the limit becomes logarithmic. However in this case \( Z^q_\sigma \to \infty \) and the system becomes unstable.

In this first application of the method we choose \( q = \frac{1}{2} \). This value is possibly not optimal but it is better than \( q = 1 \). In our experimentation we found that \( q = 0.4 \) and \( q = 0.3 \) are also viable options. However the advantages did not seem so great as to warrant abandoning the more aesthetically pleasing \( q = \frac{1}{2} \) choice. In this respect we find amusing to note that also the quark-quark interaction has a linear asymptotic behavior.

The final and essential ingredient of our approach is the use of Metadynamics. Following Ref. 24 we shall combine the replica exchange scheme described above with Well-Tempered Metadynamics. In particular we shall use as CV the elastic energy per particle stored in the dimer

\[
s = \frac{1}{N\beta} \sum_{i=1}^{N} \left[ \left( 1 + \frac{(\vec{r}_i^2 - \vec{r}_i^1)^2}{2q\sigma^2} \right)^{-q} - 1 \right] \tag{15}
\]

The role of Metadynamics is to enhance the fluctuations of \( s \) since in a Well-Tempered Metadynamics that uses \( \gamma \) as boosting parameter the probability distribution of the biased variable, \( p_b(s) \) is related to that in the unbiased ensemble by the relation \( p_b(s) \propto [p(s)]^{1/\gamma} \). In our case since \( s \) is related to the elastic energy, configurations in which the dimer is highly stretched are more likely to be observed.
Results

Figure 1: Free energy surfaces in eV of Alanine Dipeptide as function of the dihedral angles defined in the right panel. The temperature was 300 K, the six replicas had $\sigma_i = 0.02, 0.02, 0.06, 0.15, 0.6$ and 3.0 Å. The simulation was 100 ns long with a timestep of $dt = 1$ fs and swaps between configurations were attempted every 6 ps. Each 2 ps a Metadynamics Gaussian was deposited with initial height $w_0 = 300$ K and bias factor $\gamma = 7$, the width of the Gaussians depended on the replica index and were $\sigma_g = 9.8, 9.8, 5.1, 4.7, 4.3$ and 3.9 meV

Before discussing the two applications presented here we want briefly to substantiate the assertion made earlier that the choice $q = \frac{1}{2}$ is more efficient than $q = 1$. For this reason we consider once more the case of Alanine Dipeptide, a classical simple example on which new sampling methods are often tested. In Figure 1 we show the results obtained with the DM method with $q = \frac{1}{2}$ where only 6 replicas were required while in contrast, for $q = 1$ we had to use 10 replicas.

We now tackle a simple, yet challenging two dimensional system composed of 7 atoms interacting via Lennard-Jones (LJ) potential. This cluster is known to have three metastable configurations that can be represented as local minima in the free energy expressed as a function of the second and third momentum of the coordination number as shown in Figure 2. Standard MD is not able to sample the metastable states of this simple cluster in practical times and enhanced sampling methods have been used to study it. In Figure 2 the free energy surface of this LJ cluster at $T = 0.1$ has been computed with DM using 5 replicas with $\sigma_i = 0.01, 0.01, 0.05, 0.2$ and 0.6, where $\sigma_0 = \sigma_1$ as discussed before and LJ units are used. The timestep was $dt = 0.01$ and the simulation ran for
Figure 2: Free energy surface of a two dimensional LJ cluster of 7 atoms as function of the second and third momentum of the coordination number in Lennard Jones units obtained with (a) DM and (b) standard Metadynamics at a temperature $T = 0.1\varepsilon$. In (c) the result obtained with DM at $\sigma_1 = 0.01$ without using replica exchange.

$10^8$ steps. Swaps between replicas were tried every 500 steps and the Metadynamics Gaussians were deposited every 200 steps with initial height of 0.1 and width depending on the replica index, $\sigma_g = 5.7, 3.6, 2.1$ and 1.4; the bias factor was $\gamma = 2.71$.

These results are compared to a $10^8$ steps long Metadynamics\textsuperscript{8} simulation with timestep $dt = 0.005$ and bias factor $\gamma = 10$, where every 500 steps the second and third momentum of the coordination number are biased with Gaussians of initial height $w_0 = 0.01$, width $\sigma = (0.02; 0.02)$. As shown in Figure 3 DM dramatically enhances the sampling of the long distances tail of the probability distribution of the dimer length. Analogously to the Path Integral case,\textsuperscript{24,25} this ef-

\[ \text{Figure 2: Free energy surface of a two dimensional LJ cluster of 7 atoms as function of the second and third momentum of the coordination number in Lennard Jones units obtained with (a) DM and (b) standard Metadynamics at a temperature $T = 0.1\varepsilon$. In (c) the result obtained with DM at $\sigma_1 = 0.01$ without using replica exchange.} \]
fect increases the delocalization of the particle and indeed even without replica exchange DM can locate all of the four minima in the free energy surface (Figure 2(c)).

We consider now the more complex case of Alanine Tripeptide in vacuum as described by the Charmm22\textsuperscript{*29} forcefield, a protein that can have different conformations separated by moderately high energy barriers. These results were obtained with DM using 4 replicas with interaction strengths $\sigma = 0.01, 0.05, 0.08, \text{ and } 0.15 \text{ Å}$ plus one additional Boltzmann replica (Eq. (Footnote *)) with $\sigma_0 = \sigma_1$. The temperature was $T = 300 \text{ K}$ and the simulation ran for 100 ns with a timestep of $dt = 2 \text{ fs}$. Each 2 ps a Gaussian was deposited with initial height $w_0 = 300 \text{ K}$ and bias factor $\gamma = 4.3$, the standard deviations of the Gaussians depended on the replica index and were $\sigma_g = 33.5, 22.3, 13.4, 6.7$ and $4.5 \text{ meV}$. Swaps between replicas were attempted every 5 ps.

We calculate a reference free energy surface by using the Variationally Enhanced Sampling (VES) of Ref. 9 in the Well-Tempered variant of Ref. 30. We employed as CVs the three dihedral
angles $\Phi_1, \Phi_2, \Phi_3$ and expanded the bias potential in a Fourier series of size 6 for each CV, resulting a total number of 2196 basis functions. To optimize the VES functional we used the method of Bach.\textsuperscript{31} The coefficients were updated every 1 ps and a fixed step size of 0.08 kJ/mol was used. In order to achieve a Well-Tempered distribution we use a bias factor of 10 and the target distribution was updated every 500 ps.\textsuperscript{30} The simulation cost was equivalent to that of a 50 ns Molecular Dynamics run.

The results of these two calculations are compared in Figure 4 in which the free energy as function of the dihedral angle $\phi_1$ and of $\phi_2$ are shown along with the definition of the angles. The
agreement between the two calculations is excellent and we note that strictly speaking use of the rigorously Boltzmannian replica $Z_0$ is not necessary. Also the correlations between $\phi_1$ and $\phi_2$ (Figure 5) are well represented as well as the location and population of the different conformers.

We underline the fact that in DM as opposed to VES no CVs need to be introduced.

**Conclusions**

Taking inspiration from de Broglie swapping Metadynamics and from Ref. 23, we have used artificial delocalization effects to enhance sampling of Boltzmann systems. The delocalization has been obtained by mapping each particle into a dimer in which atoms are bound by an anharmonic potential.

The computational cost relative to previous simulation methods is reduced. In fact here we deal only with dimers and not with polymers as in Ref. 25 and also the more gentle behavior of $f^{1/2}_{\sigma}(r)$ at large distances favors conformational swaps reducing the number of replicas needed.

Like previous Path-Integral-based methods and PT, DM does not require choosing a CVs. Furthermore it offers a natural way of enhancing sampling of only a part of the system. For instance the conformational landscape of a mobile loop in a large protein could be selectively targeted.
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