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Abstract—“Innovization” is a task of learning common relationships among some or all of the Pareto-optimal (PO) solutions in multi- and many-objective optimization problems. Recent studies have shown that a chronological sequence of non-dominated solutions obtained in consecutive iterations during an optimization run also possess salient patterns that can be used to learn problem features to help create new and improved solutions. In this paper, we propose a machine-learning- (ML-) assisted modeling approach that learns the modifications in design variables needed to advance population members towards the Pareto-optimal set. We then propose to use the resulting ML model as an additional innovized repair (IR2) operator to be applied on offspring solutions created by the usual genetic operators, as a novel mean of improving their convergence properties. In this paper, the well-known random forest (RF) method is used as the ML model and is integrated with various evolutionary multi- and many-objective optimization algorithms, including NSGA-II, NSGA-III, and MOEA/D. On several test problems ranging from two to five objectives, we demonstrate improvement in convergence behavior using the proposed IR2-RF operator. Since the operator does not demand any additional solution evaluations, instead using the history of gradual and progressive improvements in solutions over generations, the proposed ML-based optimization opens up a new direction of optimization algorithm development with advances in AI and ML approaches.
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I. INTRODUCTION

OPTIMIZATION is an iterative process of arriving one or more optimal or near-optimal solutions for single- and multi-objective optimization problems using a point-based or a population-based approach. For multi- (having two or three objectives) and many-objective (having more than three objectives) optimization, the target is usually a set of trade-off Pareto-optimal (PO) solutions. Population-based methods become ideal for identifying a set of well-distributed and well-converged solutions in such problems. Since evolutionary algorithms use a population of solutions in each iteration, their extensions – evolutionary multi-objective optimization (EMO) or evolutionary many-objective optimization (EMaO) algorithms – are extensively used for solving them [1][2].

EMO/EMaO algorithms, including NSGA-II [3], NSGA-III [4][5], MOEA/D [6], create new solutions (called offspring solutions) using bio-inspired genetic operators, like recombination and mutation operators. However, there are other algorithms, such as estimation of distribution algorithms (EDAs), that adopt a more involved approach and create new solutions by performing a sampling procedure from either a custom-built probabilistic model or other available probability models, such as Bayesian Networks, decision-trees, etc. EDAs, like BOA [7] and MONEDA [8], have shown that there is a potentially distinctive advantage in using the inter-variable relationships to generate new offspring solutions. This linkage-preserving advantage may be more important in problems with highly-linked variables. However, there are other problems where independent mating of variables through operators like SBX crossover causes a more efficient search [9].

Some recent studies in the EMO/EMaO domain have focused on an online innovization approach [10][11][12] which attempts to extract decision variable patterns or relationships that exist among the current non-dominated solutions and then apply this information as additional operators (apart from the crossover and mutation operators) in subsequent generations. These techniques explore the advantage of independent variable mating and exploit the learned inter-variable relationships at the same time. First, these studies have primarily been restricted to specific pre-fixed structures of relationships, such as power laws [13][14]. Some limited studies of a more generic nature, using a genetic programming approach, have also been performed [15], which provide a promising direction for exploration and exploitation of these inter-variable relationships.

However, the scope of online innovization concept can also be extended to utilize the history of non-dominated solutions from earlier generations of an EMO/EMaO run to construct a mapping model which can improve an arbitrary variable-vector to map it closer to the current non-dominated set. A recent study [16][9] has used artificial neural networks (ANNs) to learn a generic variable mapping between dominated and currently non-dominated target solutions and used the trained ANN model to repair the offspring solutions, thus providing offspring solutions to progress in the direction of the current non-dominated set. This learning process is discussed in Section II-B.

In this paper, we propose a random forest (RF) assisted
machine learning (ML) method to capture the directional improvements in the optimization problem’s decision space in a progressive manner along with a few other improvements. Linking past dominated solutions with a specific target nondominated solution, an RF is trained to develop a model, which is then used within the EMO/EMaO run to repair the generated offspring solutions into the learned directions. The proposed ML method is designed to focus on maintaining a diverse solution set at all times during the EMO/EMaO run, so that in addition to the convergence properties, a well-diverse set of solutions are also emphasized. The earlier naive approach executed with ANN was reported to have difficulties in making useful repairs in certain problems. The proposed innovized repair operator with RF method (IR-RF) is reported to perform better on various problems covering different test suites, including ZDT, DTLZ, and WFG, with problems ranging from two to five objectives. Besides using RF over ANN, the basic IR operator is also modified with a number of other extensions which has produced an improved IR (IR2) operator. Extensive comparative evaluation of the proposed IR2-RF is made to reveal the benefits of the innovized repair operator concept.

In the remainder of this paper, we provide a brief overview of the existing learning-assisted EMO/EMaO algorithms including state-of-the-art methods for online innovization, and the past ANN-assisted repair operators in Sections II-A and II-B respectively. The proposed IR-RF operator is outlined in Section II followed by some comparative results. Section IV discusses modifications to IR operator by augmenting it with a number of specific features that allow the proposed IR2 operator to yield performance improvements. The differences between IR and IR2 operators are discussed in Section IV-F. Section V presents the results with new IR2 operator on a wide range of test problems, followed by a discussion of results in Section VI. The paper is concluded in Section VII.

II. EXISTING STATE-OF-THE-ART

In EMO/EMaO algorithms, the genetic operators—i.e., crossover and mutation—are not effective in reaching the optimal solution quickly for certain problems [17, 18]. Towards this goal, some approaches have been coupled with EMO/EMaO algorithms, such as local-search methods and surrogate-modeling techniques, to reduce the overall number of function evaluations. A recent study [9] executed with ANN was reported to have difficulties in making useful repairs in certain problems. The proposed innovized repair operator with RF method (IR-RF) is reported to perform better on various problems covering different test suites, including ZDT, DTLZ, and WFG, with problems ranging from two to five objectives. Besides using RF over ANN, the basic IR operator is also modified with a number of other extensions which has produced an improved IR (IR2) operator. Extensive comparative evaluation of the proposed IR2-RF is made to reveal the benefits of the innovized repair operator concept.

In the remainder of this paper, we provide a brief overview of the existing learning-assisted EMO/EMaO algorithms including state-of-the-art methods for online innovization, and the past ANN-assisted repair operators in Sections II-A and II-B respectively. The proposed IR-RF operator is outlined in Section II followed by some comparative results. Section IV discusses modifications to IR operator by augmenting it with a number of specific features that allow the proposed IR2 operator to yield performance improvements. The differences between IR and IR2 operators are discussed in Section IV-F. Section V presents the results with new IR2 operator on a wide range of test problems, followed by a discussion of results in Section VI. The paper is concluded in Section VII.

A. Innovization

Innovization is a knowledge-discovery task first proposed by Deb [22] and was later exemplified on several engineering design problems [23]. Even though innovization was proposed initially as a post-optimization process, a few studies [10, 12] later claimed that knowing these relationships through some intermediate-generation solutions during an optimization run and using this knowledge can enhance the convergence of the optimization algorithm. These relationships can be used to repair the solutions generated by EMO/EMaO operators, thus forcing these new solutions to possess some properties obtained from those good solutions, eventually accelerating the convergence. There are many issues and variables regarding learning at intermediate generations, such as the process/ mechanism of learning, type/format of information to be extracted, and how this extracted information can be used to improve the existing solutions.

B. ANN-assisted Innovized Repair (IR-ANN) Operator

The study in [16] made the first attempt to capture the direction of evolution in a multi-dimensional search space using an ANN and applied it back as an offspring repair operator to enhance the speed of convergence. A more comprehensive study on the same IR operator was done in [9]. This IR operator has three processing steps, i.e., (i) Generation of training-dataset (normal EMO/EMaO process), (ii) ANN-Training, and (iii) Repairing offspring solutions. Any intermediate generation solutions repaired by EMO/EMaO with the ANN-assisted repair operator described in the steps below.

Step 1: Update the Archive $A_t$ with population members from $t_{past}$ previous generations.

Step 2: Check the population threshold, i.e., whether or not 50% population from the current population $P_t$ is non-dominated. This is a deciding factor whether or not the learning and repair operation will happen at generation $t$.

Step 3: Generate the training-dataset $D_t$ from $A_t$. Towards this, every member in $A_t$ is associated to the nearest reference vector (say $Z_i$), and then is paired with the
of problems. It may be noted that for ZDT6, even though RF performed worse than ANN, both NSGA-II-IR-ANN and NSGA-II-IR-RF did better than NSGA-II (HV = 0.296750). In addition to changing the learning method from ANN to RF, this paper proposes some modifications in the core of IR operator design like the training dataset generation step and the repair step, which are further discussed in next section.

IV. MODIFIED INNOVIZED REPAIR (IR2) OPERATOR

Aligning with the existing IR operator, the new IR2 operator can be used with any suitable EMO/EMaO algorithm, such as NSGA-II [3], NSGA-III [4, 5], MOEA/D [6], etc. The main aim towards proposing the IR2 operator is to put emphasis on preserving the diversity in the EMO/EMaO population. The IR2 framework is broadly divided into three steps: (A) Data Generation Step, (B) Training Step, and (C) Repair Step. The overall framework is shown in Figure 1 where the three steps above are highlighted in gray. Step (A) is divided into two parts, i.e., updating target solutions and archive mapping, as explained in Sections [IV-A] and [IV-B] respectively. Steps (B) and (C), i.e., the RF training and repair steps, are detailed in Sections [IV-C] and [IV-D] respectively, followed by their integration with multiple EMO/EMaO algorithms in Section [IV-E].

As mentioned earlier in Section [II-B], this framework is also guided by two user-defined parameters, i.e., \( t_{\text{past}} \) and \( t_{\text{freq}} \), along with a newly introduced parameter \( \eta \) to control the greediness of the repair operator. These steps are discussed in more detail in upcoming subsections, followed by the integration algorithm.

A. Data Generation Step

At any generation \( t \) of the EMO/EMaO algorithm solving an \( M \)-objective optimization problem, let the parent and offspring populations, each of size \( N \), be referred to as \( P_t \) and \( Q_t \), respectively. The archive \( A_t \) (of size \( N_A \)) consists of the parent population of the \( t - t_{\text{past}} \)'th generation and offspring populations from \( t_{\text{past}} \) previous generations. At the same time, a target-archive \( T_t \) (of size \( N \)) is also maintained, and is updated in each generation. The archive \( A_t \) and target-archive \( T_t \) together constitute the input-output or input-target dataset \( D_t \) for the RF training. The process of maintaining the target-archive and of mapping the archive population to these targets for generating the training dataset is discussed in detail in Sections [IV-A] and [IV-B] respectively.

1) Updating the Target Solutions: As mentioned earlier, this learning mechanism ensures that diversity is maintained along with convergence towards the optimal front; i.e., both goals of EMO/EMaO algorithms are pursued together. Towards this realization, a well-distributed target-archive \( T_t \) is created and maintained with the help of a uniformly-distributed set of reference points \( Z \) (size = \( N \), dimensions = \( M \)). In this study, these reference points were generated using the Das-Dennis method [24], but they can alternatively be generated by other methods like a recently proposed generic sampling method on an \( M \)-dimensional unit simplex [25]. Since the sizes of \( T_t \) and \( Z \) are the same, ideally, there should be one target member from \( T_t \) associated with each reference

III. INNOVIZED REPAIR (IR) OPERATOR WITH RF

In this section, we analyze some results for how the performance changes when the associated learning method is changed from ANN to random forest (RF) method, referred to as IR-ANN and IR-RF, respectively. Since the learning is in the decision space, each training input and output is a vector of length \( n_{\text{var}} \) (number of variables). The RF has three critical parameters to be defined, i.e., the number of trees \( (n_{\text{trees}}) \), number of variables/features considered while splitting a node \( (n_{\text{features}}) \) and the splitting criterion. Considering that the size of the input archive is \( N_A \), the following settings have been used for the RF:

\[
n_{\text{trees}} = N_A, \quad n_{\text{features}} = n_{\text{var}}.
\]

In addition to this, the splitting criterion used is Mean Squared Error (MSE), for a fair comparison with the ANN that uses MSE as the loss function. The rest of the implementation settings are taken as default [1]. Some comparison results are shown in Table 1 when NSGA-II is used to solve ZDT problems with the IR operator (proposed earlier in [9] and discussed in Section [II-B]) but using ANN and RF as learning methods. These are median hypervolume values at the end of 200 generations. The better results are marked in bold. The parameters used for NSGA-II and the IR operator are discussed later in Section [IV-B]. This limited study indicates that there is a benefit of using RF over ANN in these kinds

| Problems | NSGA-II-IR-ANN | NSGA-II-IR-RF | \( p \)-value |
|----------|----------------|--------------|-------------|
| ZDT1     | 0.679193       | 0.680198     | 8.98E-11    |
| ZDT2     | 0.345448       | 0.346683     | 1.33E-11    |
| ZDT3     | 0.535027       | 0.535561     | 1.62E-11    |
| ZDT4     | 0.680704       | 0.681041     | 4.93E-04    |
| ZDT6     | 0.333949       | 0.304714     | 1.40E-05    |

1 The Random Forest Regressor used in this study has been taken from this Scikit-learn implementation (for python language). https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestRegressor.html
In the normalized objective space, the association of an objective value for the $i^{th}$ individual in $P_t$, $F^{(i)}_{k}$ represents the $k^{th}$ normalized objective value for the $i^{th}$ individual in $P_t$, and $Z^{\text{ideal}}_{k}$ and $Z^{\text{nadir}}_{k}$ represent the ideal and nadir points in $P_t \cup T_t$, the normalization process is given by,

$$Z^{\text{ideal}}_{k} = \min_{i=1}^{N_t} F^{(i)}_{k}$$

$$Z^{\text{nadir}}_{k} = \max_{i=1}^{N_t} F^{(i)}_{k}$$

$$F^{(i)}_{k} = \frac{F^{(i)}_{k} - Z^{\text{ideal}}_{k}}{Z^{\text{nadir}}_{k} - Z^{\text{ideal}}_{k}}, \quad \forall k = 1, \ldots, M$$

In the normalized objective space, the association of an EMO/EMaO solution with any reference-point can be done in multiple ways, like using Achievement Scalarizing Function (ASF) [26], or Perpendicular Distance Matrix (PDM) [4], or Penalty-based Boundary Intersection (PBI) [6]. An earlier study [9] discussed the benefits of choosing ASF over PDM for an EMO/EMaO algorithm that does not use any support from reference points, like NSGA-II. For using the proposed operator with other EMO/EMaO algorithms that use a set of reference points, like MOEA/D, NSGA-III, etc., it would be ideal to use the same set of reference points and the same association method as used in the EMO/EMaO algorithm. Hence, we use ASF with a uniform weight vector $\alpha = (1, 1, \ldots, 1)^T$ of size $M \times 1$ for NSGA-II, PDM for NSGA-III and PBI for MOEA/D.

Target association can be done by two methods, i.e., (i) by identifying the nearest candidate target solution to each reference-vector, and (ii) by identifying the nearest reference-vector to each candidate target solution. While the earlier IR operator uses the former method which ensures that each reference-vector is assigned a target solution (with possibility of duplicates), the proposed IR2 operator uses the latter method which ensures no duplicates in target solutions but may not be able to cover all the reference-vectors. For example, in Figure 2 there is no non-dominated solution associated with the vector R5 (as D dominates E). While the earlier IR operator would have chosen D, based on the smallest ASF value for R5 as the target for R5, the proposed IR2 operator would choose E (a dominated solution, but being close to R5) rather than choosing a solution that belongs to some other reference-vector. If there were no solutions near to the vector R5 at all, there would have been no target assignment for that vector.

![Fig. 1: EMO/EMaO algorithm with IR2 operator.](image-url)

![Fig. 2: A schematic for identifying target-points using ASF in a two-objective space.](image-url)
Z(β) is empty, that is, no target solution has been associated previously with Z(β), then the place is filled with P(t)α. Else, if there is an existing solution at T(t)β, then their individual ASF values (with respect to Z(β)) are compared to determine if the replacement is needed.

Algorithm 1 T_t = Update_Target (Pt, T_{t-1}, Z)

**Require:** Reference points Z, Target archive T_t, Parent Population P_t = (x(1), ..., x(N))
1: \( F_p \leftarrow \) Objective function values in T_{t-1}
2: \( F_p \leftarrow \) Objective function values in P_t
3: Compute \( Z^{\text{ideal}} \& Z^{\text{nadir}} \) from \( F_p \) \%Eqs. 2-3
4: \( \bar{F}_p \leftarrow \) Normalize \( F_p \) using \( Z^{\text{ideal}} \) and \( Z^{\text{nadir}} \) \%Eq. 4
5: \( \hat{F}_T \leftarrow \) Normalize \( F_T \) using \( Z^{\text{ideal}} \) and \( Z^{\text{nadir}} \) \%Eq. 6
6: for \( i = 1 \) to \( N \) do \% for each pt. in \( F_p \)
7: for \( j = 1 \) to \( N \) do \% for each pt. of Z
8: \( \text{ASF}_j \leftarrow \max_{k=1}^{M} \left( \bar{F}(i)_k - Z(j)_k \right) \)
9: \([\text{Index}, \text{ASF}_p] \leftarrow \min_{j=1}^{N} \text{ASF}_j \)
10: if \( T_{\text{Index}} \) is empty then
11: \( T_{\text{Index}} \leftarrow P(i) \)
12: else
13: \( \text{ASF}_T \leftarrow \max_{k=1}^{M} \left( \bar{F}(\text{Index})_k - Z^{\text{Index}}_k \right) \)
14: if \( \text{ASF}_p < \text{ASF}_T \) then
15: \( T_{\text{Index}} \leftarrow P(i) \)
16: return Updated target-archive \( T_t \)

2) Archive Mapping: The goal is to map the solutions in archive \( A_t \) to those in the target archive \( T_t \) to generate a training dataset that is then fed to train an ML model or a multi-target regressor.

This goal is realized by associating a solution in \( A_t \) with one of the reference points, say Z(β), for which a corresponding target solution T(β) already exists. However, it may be noted that to normalize the archive solutions, the \( Z^{\text{ideal}} \) and \( Z^{\text{nadir}} \) are calculated separately for \( A_t \), and may be different from the ideal and nadir points of the target archive \( T_t \). This helps in ensuring that if diversity has been lost in the past few generations, it can again be regained (partially) by this learning-repair process. Following this, each member in archive \( A_t \) is associated with one reference point—say \( A_t^{(α)} \) is associated with Z(β). Then, \( A_t^{(α)} \) goes to the Input and \( T_t^{(β)} \) goes to the Output, which then forms one Input-Output sample for the training dataset \( D_t \). This process is shown in Algorithm 2, which returns the dataset used for ML training.

B. Training Step

After the training dataset \( D_t \) is generated, the ML model is trained to capture the Input-Output relationships of the decision variable vectors. The training process is presented in Algorithm 3 which mainly consists of two steps, i.e., the dynamic normalization (discussed in our earlier work [9]) of training-dataset \( D_t \) (a pre-training step) and the training of the ML model itself.

C. Repair Step

The trained ML model is then used to repair the offspring solutions \( Q_t \) obtained after genetic recombination and mutation operations at generation t. This repair step consists of 4 different processes, i.e.,

1) Selecting 50% of offspring randomly and repairing them using the Predict () function obtained after training the ML training.
2) Near-bound Restoration – Any variable near one of its bounds (before Repair) is restored to its original value.
3) Boundary Repair – Any variable that lies outside its respective permissible bounds \([x^l, x^u]\) is fixed to an inner value based in Inverse Parabolic Spread Distribution [27].
4) Enhancement of the repaired solutions.

Process-4 is newly introduced, as explained further in the next subsection.

Enhancement of Repaired solutions: A new parameter governs enhancement of the repaired solutions, hereafter referred to as \( \eta \). At any intermediate generation, the ML model would learn the Input-Output relationships, which could have been learned from the best solutions belonging to the already explored search space. However, the global optima may lie in
regions of the search space yet to be explored, implying that the relationships learned until now are prematurely restrictive. Given that, for an offspring \( X \) and a repaired offspring \( Y \), a greedy algorithm would exploit this possibility by further extrapolating the solution in the decision space. This exploitation is done using parameter \( \eta \) by defining the enhanced solution \( Y' \) as,

\[
Y' = X + \eta(Y - X),
\]

where \( \eta = 1 \) is equivalent to no enhancement, and any value of \( \eta > 1 \) will potentially enhance the repaired solutions. However, too much greediness can be disadvantageous as well, a study of which is done in \[ V \]. In the future, this parameter can be made adaptive as the EMO/EMaO algorithm progresses. However, in this paper it is kept fixed to the value defined while initializing the EMO/EMaO algorithm.

D. Learning Termination

The kind of learning-based repair operator described above can help gain faster convergence by improving the fitness of the offspring generated by crossover and mutation operators. However, the effect of repairs is bound to decrease in later generations when the population is nearly converged, as compared to earlier generations. Hence, a termination criterion is incorporated, which monitors the improvement in solutions and adaptively turns off the learning when the improvement becomes relatively smaller. Since convergence is the only criterion for termination here, the metric used is \( GD \) (Generational Distance), which is evaluated at generation \( t \) for \( P_t \) (where \( d = t - t_{past} \)) with the current generation’s population as the reference set. This running metric will be denoted by \( G \), given as,

\[
G_t(P_d) = \frac{1}{|P_d|} \sqrt{\sum_{i=1}^{|P_d|} d_i^2},
\]

where \( d_i \) represents the euclidean distance (in \( F \)-space) from a member in \( P_t \) to its nearest population member in \( P_t \). This parameter \( G \) is monitored at every generation after the repair operator is activated. If the value of \( G \) drops below \( g_{th} \% \) of the maximum value of \( G \) until then, the learning and repair steps are switched off, and the EMO/EMaO algorithm resumes its original operation. However, if \( G \) becomes higher than this threshold at some later generation, then the learning and repair operations resume. This is a probable scenario in problems where the base EMO/EMaO algorithm usually gets stuck in a local optimum. The effect of this threshold parameter for termination is discussed in Section \[ VI-E \].

E. Integration with EMO/EMaO Algorithms

1) NSGA-II and NSGA-III: The integration of the proposed IR2 operator with NSGA-II and NSGA-III is presented in Algorithm \[ 5 \]. The pseudo-code represents an intermediate generation of the optimization algorithm along with IR2-related steps. First, the target archive \( T_t \) is updated using the parent population \( P_t \). Lines 2–7 check whether to use the IR2 operator as per parameter \( t_{freq} \) and the termination criterion given in Section \[ V-D \]. If repair is to be done, the flag is marked \( True \), else \( False \). In the learning step, mapping is done using the Archive_Mapping function (Algorithm \[ 2 \]) and then training is done using the Training function (Algorithm \[ 5 \]), as given in lines 8–10. Following this, mating is done using genetic operators (recombination and mutation, line 11) along with the repair process using the Repair function (Algorithm \[ 4 \]). The repair process (line 13) is done before the offspring fitness evaluation step (line 14) so that the offspring are evaluated only once, in line with the EMO algorithm. Line 15 shows the update of archive \( A_t \) as explained initially in Section \[ IV-A \], followed by survival selection in line 16.

2) MOEA/D: The integration of the proposed IR2 operator with MOEA/D is presented in Algorithm \[ 6 \]. The pseudo-code represents an intermediate generation of the optimization algorithm along with IR2-related steps. First, the target archive \( T_t \) is updated using the parent population \( P_t \). Lines 2–7 check whether to use the IR2 operator as per the parameter \( t_{freq} \) and the termination criterion given in Section \[ V-D \]. If repair is to be done, the flag is marked \( True \), else \( False \). In the learning step, mapping is done using the Archive_Mapping function (Algorithm \[ 2 \]) and then training is done using the Training function (Algorithm \[ 3 \]), as given in lines 8–10. Following this, 50% of solutions are randomly selected (line 12), and their indices are stored in \( I \). Lines 14–15 represent the selection and mating process—i.e., whether the parents are selected from the neighborhood or the entire population—followed by creation of a single offspring. If the index of this offspring was selected in \( I \), it is repaired using the Repair function (Algorithm \[ 4 \]). The offspring are then evaluated, and neighborhood solutions are updated according to the MOEA/D algorithm. In the end, line 20 shows the update of Archive \( A_t \).

Integration with other EMO/EMaO algorithms can also be suitably achieved.

---

**Algorithm 4**

\[ Q_t = \text{Repair}(Q_t, \eta, [x_{min}, x_{max}], [x', x'']) \] 

**Require:** Offspring \( Q_t \), Enhancement factor \( \eta \). Bounds from Algorithm \[ 3 \] \([x_{min}, x_{max}]\). Variable bounds in problem \([x', x'']\), Predict () function.

1. \( I \leftarrow \text{Randomly selected 50% } P_t \)
2. \( \text{range}_k \leftarrow (x^k_{\text{min}} - x^k_{\text{max}}), \ k = 1, \ldots, n_{\text{var}} \)
3. \( \text{for } i = 1 \text{ to } N/2 \text{ do} \)
4. \( \text{temp} \leftarrow \text{Normalize } I(i) \text{ using } x_{\text{min}} \text{ and } x_{\text{max}} \)
5. \( R(i) \leftarrow \text{Predict}(\text{temp}) \)
6. \( R(i) \leftarrow \text{Denormalize } R(i) \text{ using } x_{\text{min}} \text{ and } x_{\text{max}} \)
7. \( R(i) \leftarrow I(i) + \eta \left( R(i) - I(i) \right) \)
8. \( \text{for } k = 1 \text{ to } n_{\text{var}} \text{ do} \)
9. \( \text{vicinity} \leftarrow \min \left( |I(i) - x^k_{\text{min}}|, |x^k_{\text{max}} - I(i)| \right) \)
10. \( \text{if } \text{vicinity} \leq 0.01 \ast \text{range}_k \text{ then} \)
11. \( R^k(i) \leftarrow I(i) \)
12. \( \text{Replace } I(i) \text{ by } R^k(i) \text{ in } Q_t \)
13. \( \text{Boundary Repair on } I(i) \)
14. \( \text{return } \text{Repaired offspring } Q_t \)
Algorithm 5 Generation $t$ of NSGA-II and NSGA-III with IR2 operator.

Require: Reference Set $Z$, Parent population $P_t$, Archive $A_t$, Previous Target-archive $T_{t-1}$, Collection $t_{past}$, Frequency $t_{freq}$, Enhancement Factor $\eta$, Variable bounds defined in problem $[x^l, x^u]$.

1: $T_t \leftarrow \text{Update Target}(P_t, T_{t-1}, Z)$
2: $\text{count} \leftarrow \text{rem}(t, t_{freq})$
3: $G \leftarrow G \cup \bar{G}$ % Equation \ref{equation:G_update}
4: if $G_t > g_L \%$ of max($G$) & $\text{count} = 0$ then
5: $\text{flag} \leftarrow \text{True}$
6: else
7: $\text{flag} \leftarrow \text{False}$
8: if $\text{flag} = \text{True}$ then
9: $D_t \leftarrow \text{Archive Mapping}(A_t, T_{t-1}, Z)$
10: $(\text{Predict}, [x^{\min}, x^{\max}]) \leftarrow \text{Training}(D_t, [x^l, x^u])$
11: $Q_t \leftarrow \text{Recombination + Mutation}(P_t)$
12: if $\text{flag} = \text{True}$ then
13: $Q_t \leftarrow \text{Repair}(Q_t, \eta, [x^{\min}, x^{\max}], [x^l, x^u], \text{Predict})$
14: Evaluate $Q_t$
15: $A_{t+1} \leftarrow (A_t \cup Q_t \cup P_{t+1-t_{past}}) \setminus [P_{t-t_{past}} \cup Q_{t-t_{past}}]$
16: $P_{t+1} \leftarrow \text{Survival selection of NSGA-II/III with } P_t \cup Q_t$
17: return Next Parent Population $P_{t+1}$, Next Archive $A_{t+1}$, Target-archive $T_t$

---

Algorithm 6 Generation $t$ of MOEA/D with IR2 operator.

Require: Reference Set $Z$, Parent population $P_t$, Neighborhood solutions $B$, Neighborhood size $N_S$, Population Size $N$, Archive $A_t$, Previous Target-archive $T_{t-1}$, Collection $t_{past}$, Frequency $t_{freq}$, Enhancement Factor $\eta$, Variable bounds defined in problem $[x^l, x^u]$.

1: $T_t \leftarrow \text{Update Target}(P_t, T_{t-1}, Z)$
2: $\text{count} \leftarrow \text{rem}(t, t_{freq})$
3: $G \leftarrow G \cup \bar{G}$ % Equation \ref{equation:G_update}
4: if $G_t > g_L \%$ of max($G$) & $\text{count} = 0$ then
5: $\text{flag} \leftarrow \text{True}$
6: else
7: $\text{flag} \leftarrow \text{False}$
8: if $\text{flag} = \text{True}$ then
9: $D_t \leftarrow \text{Archive Mapping}(A_t, T_{t-1}, Z)$
10: $(\text{Predict}, [x^{\min}, x^{\max}]) \leftarrow \text{Training}(D_t, [x^l, x^u])$
11: $P_{t+1} \leftarrow P_t$
12: $I \leftarrow 50\%$ Randomly selected indices from $N$
13: for $i = 1$ to $N$ do
14: $j, k \leftarrow$ Two selected indices from $B(i)$ or $P_t$
15: $Q_t(i) \leftarrow \text{Recombination + Mutation}(P_t(j), P_t(k))$
16: if $\text{flag} = \text{True}$ and $i \in I$ then
17: $Q_t(i) \leftarrow \text{Repair}(Q_t(i), \eta, [x^{\min}, x^{\max}], \text{Predict})$
18: Evaluate $Q_t(i)$
19: Update the neighborhood solutions $B(i)$ in $P_{t+1}$
20: $A_{t+1} \leftarrow (A_t \cup Q_t \cup P_{t+1-t_{past}}) \setminus [P_{t-t_{past}} \cup Q_{t-t_{past}}]$
21: return Next Parent Population $P_{t+1}$, Next Archive $A_{t+1}$, Target-archive $T_t$

---

F. Differences with earlier IR operator

Apart from changing the associated learning technique from ANN to RF, there are certain other differences between the core of the IR and IR2 operators with a primary focus on preserving diversity in population and some other issues, as enumerated below.

1) Archive Members – The IR operator has an archive $A_t$ that contains solutions from $t_{past}$ previous generations. Since not all parents $P_t$ are replaced by offsprings $Q_t$ in the survival selection, this archive will have multiple copies of same solution, more so in later generations where only a small fraction of offsprings might get selected. This results in duplicates in the training dataset $D_t$, undermining its generality. To address this, the archive $A_t$ in the IR2 operator stores offsprings from $t_{past}$ previous generations and one parent population $P_{t-t_{past}}$. This new archive covers all the solutions in the earlier definition of archive and has possibly no duplicates, advocating for a better learning process.

2) Target Archive – Unlike the IR operator that chooses the target solutions from the non-dominated solutions in the current population $P_t$, the IR2 operator maintains a separate target-archive of the $N$ best solutions found across each of the $N$ reference vectors. The target-archive $T_t$ is updated at every generation, from the solutions in $P_t$ if found better than any of the existing solutions in $T_t$. This ensures that each part of the obtained front contributes to the training dataset, even though some part may be dominated from some other target solutions. With this modification, the requirement of 50% of $P_t$ to be non-dominated for learning is removed from the IR2 operator, which was there earlier in the IR operator.

3) Target Association – In the IR operator, each reference vector is supplied with it’s nearest non-dominated solution as the target, even though that solution may belong in the region of some other vector. In case the EMO algorithm has no non-dominated solution for a particular vector, the IR operator will map the archived solutions on that vector to the assigned target solution (which would belong to some other reference vector). This may create some noise in the dataset and may contribute in further widening the gap in the front. Towards this effect, the IR2 operator checks the association of a current solution with a reference vector, and if found better, then assigns it to that particular vector only. This would mean that some reference-vectors may not have a target solution in the initial generations, but then they simply would not be considered for training unless they have some representative solutions.

4) Boundary repair – In the IR operator, if any variable goes out of its respective bounds during the repair step, that variable is fixed at the respective boundary value. However, in case of IR2, the boundary repair value is determined using an inverse parabolic spread distribution \cite{27}. This would be beneficial since fixing a variable to its boundary in multiple solutions may cause
inefficiencies for the genetic mating operators.

5) *Enhancement of repaired offsprings* – This is a new proposition in the IR2 operator, which did not exist in the IR operator earlier. This enhancement contributes directly towards greediness of the repair operator, an effect which is visualized through a small parametric study in Section V.2-B.

It is evident that points 2–4 mentioned above focus on maintaining the diversity in either $F$- or $X$-space, which advocates for the main aim of designing this modified IR2 operator. These inclusions make IR2 a more robust operator to be used for a wide range of optimization problems. The efficacy of this operator is discussed in the following sections.

V. RESULTS WITH IR2 OPERATOR

In this section, the performance of the IR2 operator is analyzed for three EMO/EMaO algorithms, i.e., NSGA-II [3], NSGA-III [4, 5] and MOEA/D [6]. These algorithms, integrated with the IR2 operator and RF as the ML technique, are hereafter called NSGA-II-IR2-RF, NSGA-III-IR2-RF and MOEA/D-IR2-RF. The main aim of the proposed IR2 operator is to assist the underlying EMO/EMaO algorithm to converge faster, while ensuring that the diversity in $F$-space is maintained. In other words, the IR2 operator is expected to achieve a result in, say, $t$ iterations, for which the EMO/EMaO algorithm without repair would have taken $t + \Delta t$ iterations. Since the IR2 operator, and even the IR operator, do not require any extra function evaluations, the $\Delta t$ iterations and corresponding function evaluations can be seen to be a direct saving. This benefit is bound to decrease as the optimization progresses and the population reaches the vicinity of the PO front. However, in real-world problems, the number of allowed function evaluations are usually limited because they are computationally expensive. Hence, we try to assess the efficacy of the proposed IR2 operator on several 2–5-objective benchmark test problems, analyzing the results at intermediate generations.

For this analysis, we primarily use the hypervolume (HV) metric, since it is indicative of both convergence and diversity of the solution set. At any intermediate generation $t$ for a particular test instance, the median hypervolume (from multiple independent seed runs) is recorded for both algorithms, an EMO/EMaO algorithm with and without the IR operator. Let us call these HV values as $H^t_R$ and $H^t_I$, respectively. Since these values are different, let us say that the EMO/EMaO algorithm without repair takes $t + \Delta t$ iterations to reach to an equivalent HV, i.e., $H^t_R = H^{t+\Delta t}_I$. $\Delta t$ may be negative if the IR operator makes the EMO/EMaO algorithm perform worse than the original algorithm. The percentage savings ($S$) in the function evaluations can be calculated as,

$$S = \frac{\Delta t}{t} \times 100\% \quad (7)$$

The $S$-metric is a direct indicator of the benefits of using the proposed IR2 or earlier IR operator. The comparison on different problem instances is done only with the same underlying algorithm, since we propose this as a generic learning-based repair operator which can be used with any other learning algorithm (than RF) or any other EMO/EMaO algorithm. Apart from this, the final generation results are often similar with/without the IR/IR2 operator, since both algorithms approach the Pareto front. However, the end results are also better with the IR/IR2 operator in some instances where the genetic operators are simply unable to converge.

For performance comparisons, hypervolume (HV) has been used to quantify the measure of convergence and diversity. For some problems, Generational Distance (GD) and Inverted Generational Distance (IGD) have also been computed. The HV-computation has been done with reference point as $[0, \ldots, 0]$ for $M$-objective problems, where $P = \frac{N}{N-1}$ ($N$ is the population size). The GD and IGD computations have been done with a Pareto front of 500 equally spaced data points for 2-objective problems. Also, $p$-values have been calculated using the Wilcoxon Rank-Sum test to supplement the visually apparent differences with statistical reasoning. For WFG problems, where the PO front does not lie between 0 and 1, the $i$th objective is normalized with bounds $[0, 2 \times i]$ before hypervolume is computed.

A. Test Suite

Several two to five-objective optimization problems have been used in this paper, in order to establish the improved performance of an EMO/EMaO algorithm using the IR2 operator as compared to the base EMO/EMaO algorithm. Before starting with the extensive results, a small parametric study for the enhancement parameter $\eta$ is presented in Section V.2-B for which two problems L1 and L2 have been taken from [9]. The dependency on the learning termination threshold is discussed in Section VI-E.

For demonstrating the efficacy of the proposed IR operator, several benchmark test suites have been used, namely ZDT [28], WFG [29] and DTLZ [30]. In the ZDT problems, their respective $g(X)$-functions have been modified to have PO solutions at $x_k = 0.5 \forall k = 2, \ldots, 30$. Further, WFG problems are solved with $M = 3, 4$ and total 24 variables. For these problems, the position-related variables $k$ are fixed as $k = 2 \times (M - 1)$. The difficulty of these problems is scalable and parameter dependent, and these values are generally taken as the defaults from [29]. In some instances, these parameters are modified to increase the difficulty (discussed in Section VII). For the DTLZ problems, the number of objectives is varied as $M = 3, 4, 5$ while the number of variables is fixed at 15.

B. Parameter Settings

The base EMO/EMaO algorithms deployed with the RF-assisted IR2 operator are NSGA-II (for 2-objective problems), and NSGA-III and MOEA/D (for problems with more than two objectives). NSGA-III is chosen over NSGA-II for three-objective problems since studies suggest that NSGA-III outperforms NSGA-II on these problems [31]. For all problems, SBX crossover ($p_c = 0.9$ and $\eta_c = 10$), and polynomial mutation ($p_m = 0.1$ and $\eta_m = 1/n_{var}$) is used. The population size $N$ is kept different, varying with the number of objectives $M$ as given in Table II along with number of gaps.
TABLE II: Population Size $N$ and gaps for Das-Dennis method $p$ for problems with $M$ objectives.

| $M$ | 2 | 3 | 4 | 5 |
|-----|---|---|---|---|
| $N$ | 100 | 105 | 286 | 495 |
| $p$ | 99 | 13 | 10 | 8 |

$p$ for the Das-Dennis method to generate exactly $N$ reference points.

From [9], the archive collection parameter $t_{past}$ and the frequency of repairs $t_{freq}$ are both fixed at 5. The parameters used for RF training have been discussed earlier in Section III.

We investigate the behaviour of the IR2-RF operator with respect to the newly introduced enhancement operator $\eta$. For the parametric study, we explore the values of $\eta$ as 1.0 (i.e., no enhancement), 1.1, 1.2 and 1.3. The median hypervolumes from 16 independent runs over 1,000 generations are shown in Figure 3 for two problems, L1 and L2 [9]. It can be observed that there is a consistent advantage at almost all generations with $\eta = 1.1$. Table III also shows the median HV values at the final generation and their respective $p$-values. However, even though $\eta = 1.1$ produces the best results, it is noteworthy that solutions with $\eta > 1$ are better than no enhancement ($\eta = 1$) at all. To conclude, this preliminary parametric study motivates us to use $\eta = 1.1$ for all subsequent experiments in this paper.

C. ZDT problems

First, we discuss and analyze the performance of the proposed IR2 operator (NSGA-II-IR2-RF) as compared to the base algorithm NSGA-II and NSGA-II-IR-RF (discussed earlier in Section III). For a fair comparison, RF is chosen as the learning method for both IR and IR2 operators. Their median hypervolume values at generation 100 are shown in Table VI. It is evident from the table that NSGA-II-IR2-RF performs either better, or, at par in all test instances. The better performance of NSGA-II-IR2-RF over NSGA-II-IR-RF implies that the modified IR operator is more effective, considering that the learning method (RF) is the same in both algorithms.

Further, the same ZDT problems are used to compare MOEA/D and MOEA/D-IR2-RF on two-objective problems. At generation 50, the HV, IGD and GD values are shown in Table VII along with their respective $p$-values. MOEA/D-IR2-RF either outperforms, or, is at par with MOEA/D on all problems, except ZDT4. In ZDT4, the GD for MOEA/D is better but the results are not statistically different.

D. Other Multi- and Many-Objective Problems

In this subsection, we analyze the performance of NSGA-III-IR2-RF and MOEA/D-IR2-RF on WFG and DTLZ problems ranging from 3 to 5 objectives. Earlier studies [16, 9] clearly indicate that the hypervolume improvement is significant in early generations but the difference reduces as the solutions approach the Pareto front. It is relevant to discuss the convergence in early generations as well, since the number of available function evaluations is limited in many real-world problems. Table VI shows the analysis at generation $t = 40$ with median hypervolume values $H^t$ and $H^\tau$ for NSGA-III and NSGA-III-IR2-RF, respectively. Another column, named Recovery, depicts the generation ($t + \Delta t$) in which NSGA-III achieves a hypervolume equivalent to that of NSGA-III-IR2-RF at generation $t$. Then, the percentage savings in function evaluations ($S$) by the IR2 approach is calculated using Equation 7.

The results in Table VII indicate that the effectiveness of the proposed IR2 operator when used with the NSGA-III algorithm. The proposed algorithm performs worse only in problem WFG5 ($M = 3$). This problem is extremely difficult and has deception, which makes it fundamentally difficult for any kind of learning-based repair to yield better performance. However, it is also evident that the degradation in performance on that instance is much lower than the average improvements in most other test instances. A similar study is done for MOEA/D for three- and four-objective problems to demonstrate the effectiveness of the proposed IR2 operator when integrated with MOEA/D. The results are tabulated in Table VIII where the trend is in line with the results on NSGA-III mentioned in Table VI. The only difficulty MOEA/D-IR2-RF faces is on solving WFG5. However, the difference is not statistically significant, as indicated by the $p$-value.

Table VIII shows the median hypervolume results obtained from NSGA-III and NSGA-III-IR2-RF on three- to five-objective problems. The results are recorded at an intermediate
TABLE III: Effect of repair enhancement parameter $\eta$ on two difficult problems L1 and L2.

| Problem | $\eta$=1.0 | $\eta$=1.1 | $\eta$=1.2 | $\eta$=2.0 |
|---------|-------------|-------------|-------------|-------------|
| L1      | median-HV  | p-value     | median-HV  | p-value     |
|         | 0.578317   | 0.586048    | -           | 0.57954     |
| L2      | 0.662975   | 0.665669    | -           | 0.664926    |

TABLE IV: Hypervolume values for two-objective problems, comparing NSGA-II without repair, and with RF-assisted IR and IR2 operators. Best performing framework is marked in bold.

| Problem | Generation | NSGA-II | NSGA-II-IR-RF | NSGA-II-IR2-RF |
|---------|------------|---------|---------------|----------------|
| ZDT1    | 100        | 0.675528| 0.678876      | 0.679119       |
| ZDT2    | 100        | 0.340607| 0.344396      | 0.345401       |
| ZDT3    | 100        | 0.532092| 0.534475      | 0.534578       |
| ZDT4    | 100        | 0.673986| 0.675198      | 0.676978       |
| ZDT6    | 100        | 0.159995| 0.169844      | 0.203231       |

TABLE V: Performance metrics for two-objective problems, comparing MOEA/D without repair, and with repair (MOEA/D-IR2-RF). Best performing framework is marked in bold.

| Problem | Generation | MOEA/D | MOEA/D-IR2-RF | MOEA/D | MOEA/D-IR2-RF |
|---------|------------|--------|---------------|--------|---------------|
| ZDT1    | 50         | 0.534166| 0.592609      | 0.105212| 0.085742      |
| ZDT2    | 50         | 0.162505| 0.208247      | 0.161240| 0.109551      |
| ZDT3    | 50         | 0.900764| 0.951958      | 0.088567| 0.055299      |
| ZDT4    | 50         | 0.183939| 0.254777      | 0.521270| 0.405933      |
| ZDT6    | 50         | 0.000000| 0.001219      | 0.668449| 0.581419      |

TABLE VI: Median Hypervolume metric and associated percentage savings in function evaluations (%-metric) on 3- and 4-objective WFG problems, solved using NSGA-III and NSGA-III-IR2-RF. Best performing framework is marked in bold.

| Problem | Generation | NSGA-III ($H^*_P$) | NSGA-III-IR2-RF ($H^*_P$) | Recovery w/o repair ($t + \Delta t$) | Saving (%) |
|---------|------------|---------------------|---------------------------|-----------------------------------|------------|
| WFG1-3  | 40         | 0.005267            | 0.005278                  | 4.51E-01                          | 40         | 0.00      |
| WFG2-3  | 40         | 0.781701            | 0.793153                  | 2.91E-01                          | 47         | 17.50     |
| WFG3-3  | 40         | 0.503857            | 0.519115                  | 1.73E-05                          | 55         | 37.50     |
| WFG4-3  | 40         | 0.302729            | 0.336154                  | 1.41E-06                          | 75         | 87.50     |
| WFG5-3  | 40         | 0.252149            | 0.248024                  | 4.18E-02                          | 39         | -2.50     |
| WFG6-3  | 40         | 0.225263            | 0.273883                  | 5.11E-06                          | 69         | 72.50     |
| WFG7-3  | 40         | 0.275361            | 0.309183                  | 1.41E-06                          | 57         | 42.50     |
| WFG8-3  | 40         | 0.224801            | 0.240901                  | 1.90E-04                          | 55         | 37.50     |
| WFG9-3  | 40         | 0.284691            | 0.327777                  | 2.87E-05                          | 72         | 80.00     |

generation and the final generation when the optimizer is terminated. Here, the intermediate generation is chosen as $t + 100$, where $t$ is the generation at which the first non-zero hypervolume is achieved. The table clearly shows that the performance of NSGA-III-IR2-RF is better at the intermediate generation, however the performance is either better, or, at par in the final generation. These results support two important arguments.

1) For a problem in which PO solutions can be achieved by NSGA-III (the base EMO/EMaO algorithm), NSGA-III will eventually catch up with NSGA-III-IR2-RF in terms of any performance metric measured. However, there are problems like WFG6, WFG9, etc. where the population may stagnate before achieving the PO solution set. In these problems, NSGA-III-IR2 achieve equivalent or better results than NSGA-III.

2) For real-world problems where the available function evaluations are limited, it is important to build an optimizer that can produce a better solution set (more converged) quickly (or, at any intermediate generation). The performance at the intermediate generations, as shown on ZDT, WFG and DTLZ problems, reveals that the proposed learning based-IR2 operator achieves better convergence in most test instances, thus demonstrating its efficacy.

VI. DISCUSSION ON IR2 OPERATOR

Based on the results of multiple two- to five-objective problems, it is evident that algorithms employing the IR2 operator perform much better than the original algorithms in most cases; however, there are some instances where the IR operator does not change the original algorithm’s performance.
TABLE VII: Median Hypervolume metric and associated percentage savings in function evaluations (S-metric) on 3- and 4-objective WFG problems, solved using MOEA/D and MOEA/D-IR2-RF. Best performing framework is marked in bold.

| Problem-(M) | Generation (t) | MOEA/D (Hₜ) | MOEA/D-IR2-RF (HₜIR₂) | p-value | Recovery w/o repair (t + ∆t) | Saving (S%) |
|-------------|----------------|--------------|------------------------|---------|-----------------------------|------------|
| WFG1-3      | 40             | 0.322009     | 0.170727               | 1.22E-01| 83                          | 107.5      |
| WFG2-3      | 40             | 0.357679     | 0.582327               | 5.97E-01| 46                          | 15.0       |
| WFG3-3      | 40             | 0.430079     | 0.439573               | 3.46E-01| 47                          | 17.5       |
| WFG4-3      | 40             | 0.230112     | 0.231028               | 6.11E-06| 78                          | 95.0       |
| WFG5-3      | 40             | 0.141332     | 0.132090               | 3.27E-01| 32                          | 20.0       |
| WFG6-3      | 40             | 0.110332     | 0.138521               | 6.65E-03| 65                          | 62.5       |
| WFG7-3      | 40             | 0.150090     | 0.192080               | 4.26E-06| 134                         | 235.0      |
| WFG8-3      | 40             | 0.128467     | 0.143331               | 1.95E-02| 59                          | 47.5       |
| WFG9-3      | 40             | 0.134948     | 0.188236               | 1.60E-04| 99                          | 147.5      |
| WFG1-4      | 40             | 0.069468     | 0.190936               | 1.41E-06| 156                         | 290.0      |
| WFG2-4      | 40             | 0.591580     | 0.607856               | 3.46E-01| 53                          | 32.5       |
| WFG3-4      | 40             | 0.424510     | 0.452893               | 6.90E-04| 56                          | 40.0       |
| WFG4-4      | 40             | 0.271415     | 0.300305               | 2.20E-04| 68                          | 70.0       |
| WFG5-4      | 40             | 0.194265     | 0.183675               | 5.22E-01| 36                          | 10.0       |
| WFG6-4      | 40             | 0.156274     | 0.196048               | 7.90E-04| 61                          | 52.5       |
| WFG7-4      | 40             | 0.206851     | 0.249464               | 2.04E-06| 87                          | 117.5      |
| WFG8-4      | 40             | 0.162210     | 0.184629               | 5.20E-04| 63                          | 57.5       |
| WFG9-4      | 40             | 0.177231     | 0.248910               | 2.05E-05| 96                          | 140.0      |

TABLE VIII: Hypervolume values for DTLZ1–4 (M=3,4,5), comparing NSGA-III without repair and with the proposed IR2 repair operator. The intermediate generation is chosen as 100 generations after the first non-zero hypervolume is achieved. Best performing framework is marked in bold and statistically similar results are marked in italics.

| Problem-(M) | Intermediate Generation HV | End Generation HV |
|-------------|----------------------------|------------------|
| DTLZ1-3     | Generation | NSGA-III | NSGA-III-IR2-RF | p-value | Generation | NSGA-III | NSGA-III-IR2-RF | p-value |
| DTLZ2-3     | 590       | 0.067477 | 0.315313 | 3.27E-01 | 1000     | 0.1007629 | 0.1002444 | 1.52E-01 |
| DTLZ3-3     | 103       | 0.433458 | 0.438385 | 1.41E-06 | 1000     | 0.447479 | 0.447471 | 8.51E-01 |
| DTLZ4-3     | 687       | 0.203485 | 0.361433 | 5.72E-01 | 1000     | 0.434177 | 0.439590 | 3.86E-01 |
| DTLZ1-4     | 109       | 0.435713 | 0.439147 | 3.48E-02 | 1000     | 0.447480 | 0.447469 | 1.87E-01 |
| DTLZ2-4     | 443       | 0.082400 | 0.299545 | 1.18E-01 | 1000     | 1.099436 | 1.109460 | 4.74E-01 |
| DTLZ3-4     | 100       | 0.592090 | 0.601760 | 1.41E-06 | 1000     | 0.618473 | 0.618437 | 7.34E-01 |
| DTLZ4-4     | 643       | 0.195940 | 0.534411 | 5.94E-03 | 1000     | 0.606276 | 0.612803 | 2.27E-03 |
| DTLZ1-5     | 107       | 0.595864 | 0.609800 | 1.41E-06 | 1000     | 0.618445 | 0.618466 | 9.40E-01 |
| DTLZ2-5     | 386       | 0.637787 | 0.830186 | 4.29E-01 | 1000     | 1.089373 | 1.097936 | 7.92E-01 |
| DTLZ3-5     | 585       | 0.526269 | 0.567091 | 3.86E-01 | 1000     | 0.736317 | 0.737042 | 8.80E-01 |
| DTLZ4-5     | 105       | 0.709817 | 0.733610 | 1.41E-06 | 1000     | 0.743692 | 0.743728 | 1.42E-01 |

There are certain attributes of problems that can make it harder for an EMO/EMaO without learning-based repair to perform well. In the following subsections, we discuss some of these characteristics, where a modified IR2 based algorithms yield considerable improvement, like multi-modality, bias and variable linkages. Further, we discuss the effect of boundary points in many-objective problems, and the effect and importance of early termination of the learning algorithm.

A. Multi-Modality of Pareto-optimal Set

Some test problem problems exhibiting multi-modality are DTLZ3, WFG4 and WFG9 [29]. The generation-wise median IGD plot of DTLZ3 and median hypervolume plot of WFG9 are shown in Figures 4a and 4b, respectively. For DTLZ3, IGD is chosen since the median hypervolume remains zero until almost 600 generations in a 1,000 generation run. In Figure 4a, it is evident that the performance of NSGA-III-IR2-RF is better than that of NSGA-III at all times from start to end. Similarly, Figure 4b shows that the use of the IR2 operator helps NSGA-III converge to a better solution for problem WFG9. It is clear that without the IR2 operator, NSGA-III converges to a smaller hypervolume value.

Motivated from results on these and other problems, we further increase the difficulty of WFG4 problem. The multi-modality of the problem is dependent on three parameters: A, B and C, whose standard values are 30.0, 10.0 and 0.35, respectively. Earlier study [29] suggested that higher values of A and smaller values of B will create more difficult problems. Hence, we define the new problem as modified-WFG4 with parameter values as 70.0, 5.0 and 0.35, whose standard values are 30.0, 10.0 and 0.35, respectively.
C. Linked Variable Values in Pareto-optimal Set

It is known that the common genetic operators, like SBX crossover and polynomial mutation operators, do not account for any inter-variable relationships or linkages. A crossover operator that can preserve variable linkages is the operator from differential evolution (DE). However, in problems with linked as well as in problems with independent variables, DE is not as efficient in gaining convergence [9]. In both of these cases, the SBX crossover operator with a learning-based IR operator proves to be effective. Two problems L1 and L2 [9] with linked variables are solved using NSGA-II and NSGA-II-IR2-RF. The generation-wise hypervolume plots are presented in Figures 8a and 8b. These plots clearly depict that the IR operator proves effective in preserving the variable linkages.

D. Energy Method for Generating Reference Points

Using the Das-Dennis method to generate reference points (parameters $M$ and $p$ taken from Table II), the percentage of boundary points to the all reference points is tabulated in Table IX. It is evident from the table that the percentage of boundary points escalates quickly with the number of objectives. This can potentially affect the quality of learning as well. In order to explore this effect, the recently-proposed energy method [32] is used here to generate reference points and the benefit of learning is compared. Using the energy method in a layer-wise manner, we can control the proportion of boundary points. With $M = 4$, 5 layers of reference points are generated with gaps in each layer as [16, 13, 11, 8, 2] (from outer to inner layer). By this method, 290 points are generated with only 32% boundary points. This reduction from 70% to 32% boundary points (shifting from Das-Dennis to Energy Method) in turn reflects that the proportion of interior points has increased.

It can be seen in Figure 9 that the performance difference is much larger in the case of the energy method compared to the Das-Dennis method, even though the population size is quite similar in both cases (286 and 290 in Figures 9a and 9b, respectively). This motivates us to explore the effect of...
boundary points and interior points on quality of learning in future studies.

E. Limited Use of Learning

In this subsection, the effect of terminating the RF-based learning process with a threshold $g_{th}$ and its importance are discussed. Figure 10 shows the results of varying $g_{th}$ to be 10%, 5% and 0% (no termination) on some problems. It can be seen that all three variants are the same until the vertical red line, where learning is terminated and $g_{th} = 10\%$ starts showing a little worse performance than the others. Similarly, after the vertical blue line, the one with $g_{th} = 5\%$ starts performing worse. However, it may be noted that the performance difference is only minor. This is because the learning-based repair does not provide large improvements as the solution nears the Pareto-optimal set. Additional repair will reduce diversity in non-dominated solutions and may not help the search process. Thus, terminating the learning-based repair operator allows original EMO/EMaO algorithms to work well and additionally saves the extra computational effort spent on learning the IR2 operator. Similar trends are observed in other problems as well. However, the early terminations depicted here clearly occur before the beneficial effects of the learning and repair operation are exhausted. At 300-800 generations on either function, the results of continuing learning/repair are found to be beneficial.

(10) Premature and final Front (b) Hypervolume plot

Fig. 11: Analysis on constrained imbalance problem CIBN2.

VII. CONCLUSIONS

In this paper, we have proposed an enhanced Innovized repair operator, named IR2, for potentially improving some of the current offspring solutions, so they become equivalent to or better than the current non-dominated solutions. To fulfill this aim, we have first paired the (archived) solutions from the past few generations with the best non-dominated solution found till the current generation, along each reference vector. The dataset constituted by such paired solutions is used to train a Random Forest model which in turn is utilized, as a repair operator. The latter ensures transition of an offspring $X$ to a better converged solution $Y$.

The proposed IR2 operator has been integrated with NSGA-II, NSGA-III and MOEA/D and tested on multiple benchmark problems ranging from two to five objectives, a total of 63 test instances. The repair shows significant improvements in earlier generations, while the performance is either better or at par towards the end, as compared with the base EMO/EMaO algorithm. Later, this paper has discussed certain characteristics of problems where the proposed IR2 operator yields good results, such as multi-modality, bias, and inter-variable linkages. A restricted use of the learning approach has been found to reduce the computational expense and to improve convergence behavior in certain problems.

This paper has also discussed the effect of boundary points (and interior points) in dealing with many-objective optimization problems. With a recently proposed energy method [32], we have shown that decreasing the proportion of boundary
points or increasing the proportion of interior points while keeping the population size similar can help improve the learning process, and hence, accelerate convergence. In future studies, this work can be extended to single-objective multimodal problems and to discrete- and mixed-variable problems. The effect of distribution of reference points on quality of learning can be explored. It would also be interesting to divide the variables into different “buckets” based on their dependencies, since the machine learning algorithms would then work better with fewer variables. Nevertheless, this extensive study has revealed a new concept using an AI/ML method to improve the performance of EMO/EMaO algorithms for solving complex optimization problems.
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