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Abstract: This paper investigates the employment of reconfigurable intelligent surfaces (RISs) to improve the asymptotic capacity of the multiple-input single-output (MISO) visible light communication (VLC) system in the case of high signal-to-noise (SNR). For the RIS-aided MISO-VLC system based on mirror array, we regard the high-SNR asymptotic capacity with the input subject to peak-intensity constraints as a goal and formulate an asymptotic capacity maximization problem to find the optimal orientations of mirrors. As for the non-convex optimization problem, we convert it into a quadratic programming (QP) problem with hemispherical constraints and prove that it can be solved by computing the maximum eigenvalue of an equivalent matrix. Simulation results indicate that the asymptotic capacity is able to be improved significantly by adopting RIS in MISO-VLC systems. Meanwhile, we observe that the proper deployment scheme of RIS is able to enhance the degree of improvement through several simulations.
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1. Introduction

Visible light communication (VLC) attracts researchers’ extensive attention because of the characteristics of lighting and communication. Compared with traditional wireless communications, VLC has unique importance. Firstly, even with the spatial reuse and efficient frequency, the current radio frequency (RF) spectrum has been too insufficient to meet the growing business demands. However, the visible spectrum contains hundreds of terabytes of Hertz’s free bandwidth that is completely unused for communications. Consequently, we can consider VLC as a complementary scheme for RF to design mobile data networks with higher capacity. Secondly, most objects and walls cannot be penetrated by visible light, which can guarantee secure communication [1].

Due to the characters of low cost and simplicity, intensity-modulation and direct-detection (IM/DD) is employed in VLC to transmit signals. On account of this transmitting mode and consideration in operation, safety, and lighting eta, modulated signals should be subject to average and/or peak-power constraints [2]. We major in the input-independent Gaussian noise channel because it is the most common channel used to model IM/DD optical wireless channel in the literature. Meanwhile, on account of the channel model, the transmitted signals should be subject to some constraints. We assume the input signals are real-valued, non-negative, peak-constrained in the paper. This channel is adapted to modeling VLC channel with strong ambient light and thermal noise [3]. It is hard to solve the problem of the closed-form solution for the channel capacity in VLC due to the constraints on input signals. Unlike wireless communications, we can only derive capacity bounds in VLC based on information theory to analyze IM/DD Gaussian channel. It can be found that the channel capacity bounds are asymptotically tight given the condition of high signal-to-noise ratio (SNR) or low SNR, and both of them are suitable for engineering
practice [4–7]. To enhance the capacity, traditional methods are adopted to update technology of coding and decoding in transmitter and receiver, respectively. However, it needs the endogenous mechanism to obtain a higher gain.

Recently, the use of reconfigurable intelligent surface (RIS) in RF communication systems has gained researchers’ significant interest due to the ability to control the wireless propagation environment, and therefore, enhances the communication quality [8]. RIS consists of lots of passive reflector elements which are low-cost, and meanwhile, can control reflection intelligently to reconfigure the wireless propagation environment [9]. So as to improve the communication performance, RIS is able to reflect incident signals intelligently by configuring each element. The principle of RIS is to control the induced current waveform after the surface consisting of a two-dimensional plane formed regularly by artificial atoms is struck by the electromagnetic wave. RIS is a new technology that can improve the system performance based on the endogenous mechanism, and therefore, enlightens us to apply it to VLC.

Meanwhile, note the feature that the reflection direction of VLC can be controlled precisely due to the high spatial resolution provided by the nanoscale of the visible light [10]. This seems to be an advantage to apply RIS to VLC. Nevertheless, RIS cannot be applied to VLC directly due to the constraints on input signals (non-negative and real-valued). Nowadays, VLC RIS can be implemented by electro-mechanical mirror-array [11,12], and meta-surface [13]. The former is realized on account of geometric optics such as Snell’s law of reflection, and each element in this kind of RIS is able to rotate around two orthogonal and independent axes. The latter is achieved through using subwavelength metallic or dielectric structures to manipulate wireless propagation behavior abnormally. Facilities of VLC RIS in the visible light and near infrared ranges have been developed in [14,15], respectively. The derivation of irradiance expressions and focusing capabilities are first studied in [13]. It can be found in the simulation results that the mirror array outperforms the meta-surface in VLC systems. A RIS-aided security VLC system is proposed in [16] and the energy efficiency maximization problem for an analogical system model is investigated in [17]. The effectiveness of RIS in overcoming the line-of-sight (LoS) blockage problem is demonstrated in [18]. Inspired by [13], we proposed a RIS-assisted multiple-input single-output (MISO) VLC system to investigate the capacity improvement in VLC. As far as we know, there is no literature on the RIS-aided MISO-VLC channel model and capacity optimization. Our main contributions are organized as follows.

- A controllable mirror array is used intelligently as RIS, and therefore, we model the RIS-aided MISO-VLC channel. An optimization problem is formulated for this system model to reconfigure the direction on each element of RIS.
- For this system model, we regard the asymptotic capacity in high SNR of the RIS-aided MISO-VLC system employing IM/DD with peak-power constraints as a goal. The optimization problem is formulated with the rotation angle of each mirror in RIS as the decision variable and the asymptotic capacity maximisation as the goal. As for this non-convex optimization problem, we convert it into a quadratic programming (QP) problem with hemispherical constraints, and prove that the problem can be solved by calculating the maximum eigenvalue of an equivalent matrix.
- Simulation results indicate that the asymptotic capacity of the MISO-VLC channel can be improved with RIS. Additionally, the impact of the distance between the receiver and RIS, the deployment scheme of RIS, are considered in the last part of this paper, which may guide our deployment of RIS in the future.

### 2. Channel Model

A typical indoor scenario is considered in the paper. We take an \( n \times 1 \) indoor MISO-VLC channel for example with RIS deployed on one of the walls. As shown in Figure 1, a controller is adopted to connect the RIS and transmitter to achieve the configuration in real time. The transmitters consist of \( n \) LED arrays and the receiver contains one PD. We assume the norm vectors of all transmitters are the same, denoted by \( \mathbf{Tx}_n \). The norm vector
of the receiver is represented by $\text{Rx}_n$. In this scenario, the LoS links are represented by the solid lines while the dotted denote non-LoS (NLoS) links, respectively. The Cartesian coordinate system has been built in the Figure 1.

$\text{Figure 1.}$ RIS-aided indoor MISO-VLC system.

RIS in this scene contains $N_x \times N_z$ identical rectangular mirrors, and the size of each element is $\delta (m \times m)$. The center point of each mirror is located in a plane perpendicular to the $y$ axis. Each mirror’s direction can be rotated on one’s own, and we define the angle which rotates clockwise in the positive direction of the $x$ axis as roll angle $\omega$ and yaw angle $\gamma$ to the $z$ axis, as shown in Figure 2.

$\text{Figure 2.}$ (a) The mirror’s yaw rotation angle. (b) The mirror’s roll rotation angle.

According to [19], we can model the LoS process as a Lambertian model. Based on the contents in [20], we can observe that the intensity of the reflected light is significantly reduced compared with the direct light after being reflected from objects such as walls, and, consequently, can be ignored. According to the contents in [16], RIS based on mirror array can intelligently adjust the rotation angle of each mirror to change the reflection path of the optical link and realize the beamforming of the multi-mirror reflection link. Based on the derivation of RIS channel gain in [16], the RIS-aided MISO-VLC system model is expressed as:

$$Y = h^\top \mathbf{x} + Z,$$  \hspace{1cm} (1)

where $Y$ denotes the channel output, $\mathbf{x} = (x_1, x_2, \cdots, x_n)^\top$ represents the channel input, $n$ is the number of transmitters, and $Z \sim \mathcal{N}(0, \sigma^2)$ is additive Gaussian noise. Then, the
channel input needs to meet some constraints due to the feature of VLC. The inputs should be subject to peak-power constraints:

\[ x_i < A, \quad \forall i \in \{1, \ldots, n\} \]  

where \( A \) is the peak-intensity constraint, the vector \( \mathbf{h} = [h_1, h_2, \ldots, h_n]^T \) is the channel matrix and \( h_i = h_{i,\text{LoS}} + h_{i,\text{NLoS}} \), \( i = 1, 2, \ldots, n \). Meanwhile, \( h_{i,\text{LoS}} \) and \( h_{i,\text{NLoS}} \) are the channel gain of the LoS and NLoS path from the \( i \)-th transmitter to the receiver, respectively. For the NLoS links, we only consider the component provided by RIS and ignore the diffused light [20]. Details of the channel gain are discussed as follows.

### 2.1. Channel Gain of the LoS Paths

The \( i \)-th LoS channel gain of this model is expressed as [19]

\[ h_{i,\text{LoS}} = \frac{A_{PD}(m+1)}{2\pi d_i^2} \cos^m(\Phi_i) \cos(\psi_i) T_{sf} G(\psi_i), \]  

where \( A_{PD} \) is the physical area of the PD, \( m \) represents the index of Lambertian model calculated by \( m = -1/\log_2(\cos(\Phi_{1/2})) \) with \( \Phi_{1/2} \) the half-power semiangle of the LED, \( d_i \) denotes the distance from the \( i \)-th transmitter to the receiver, \( \psi_i \) and \( \Phi_i \) are the angle of incidence and irradiance from the \( i \)-th LED to the receiver, respectively. \( T_{sf} \) denotes the gains of the optical filter and \( G(\psi_i) \) is the optical concentrator gain towards the light from the \( i \)-th LED. We assume the gains are constant for different LEDs. In addition, the optical concentrator gain can be expressed as [19]

\[ G(\psi_i) = \begin{cases} 
\frac{a^2}{\sin^2 \Psi_C}, & 0 \leq \psi_i \leq \Psi_C, \\
0, & \text{otherwise,}
\end{cases} \]  

where \( a \) is the refractive index at the PD and \( \Psi_C \) represents the field-of-view (FoV).

### 2.2. Channel Gain of the NLoS Paths

The NLoS paths provided by RIS can be considered as two parts: (i) the RIS element is regarded as a receiver to accept the signals from LEDs; (ii) The RIS element is deemed to be a point source to retransmit the optical signal gathered in the previous step scaled by the reflection coefficient. We only consider first-order reflections in this paper based on the fact that high-order reflections have an unconsidered impact on VLC systems [21]. In this paper, it is assumed that the incident light from the LED is projected to the center of the mirror array element. Meanwhile, we suppose that the RIS contains \( K \) elements and the area of each element is \( \delta (m \times m) \). According to the derivation in [13], the channel gain through the \( k \)-th RIS reflection is derived as

\[ h_{i,k,\text{NLoS}} = \rho_{\text{RIS}} \frac{(m+1)A_{PD}}{2\pi^2(d_r^2)(d_i^2)} \delta \cos^m(\Phi_{i,k}^r) \cos(\psi_{i,k}^r) \cos(\Phi_{i,k}^r) \cos(\psi_{i,k}^r) T_{sf} G(\psi_{i,k}^r), \]  

where \( G(\psi_{i,k}^r) \) is calculated according to (4), \( \rho_{\text{RIS}} \) denotes the \( k \)-th RIS element’s reflection coefficient, and we assume the coefficient of all elements is the same. \( d_r^k \) represents the distance from the \( k \)-th RIS element to the \( i \)-th LED, \( d_i^k \) denotes the distance between the \( k \)-th RIS element and the receiver. \( \Phi_{i,k}^r \) and \( \psi_{i,k}^r \) are the angle of irradiance and incidence from the \( i \)-th LED to the \( k \)-th reflective element, respectively. \( \Phi_{i,k}^r \) is the angle of irradiance from the \( k \)-th RIS element towards the receiver. \( \psi_{i,k}^r \) is the angle of incidence of the reflected signal from the \( k \)-th RIS element to the receiver. The angles of irradiance and incidence are illustrated in Figure 1. Only \( \psi_{i,k}^r \) and \( \Phi_{i,k}^r \) are characterized by the \( k \)-th RIS element’s yaw and roll angle. It is easy to know that the norm vector of the \( k \)-th RIS element is \( \mathbf{n}_k = (\sin(\gamma_k) \cos(\omega_k), \cos(\gamma_k) \cos(\omega_k), -\sin(\omega_k))^\top \). The cosine of the angle of irradiance \( \Phi_{i,k}^r \) can be expressed as.
\[
\cos(\Phi_k) = \frac{(x_r - x_k)}{d_k} \sin(\gamma_k) \cos(\omega_k) + \frac{(y_r - y_k)}{d_k} \cos(\gamma_k) \cos(\omega_k) + \frac{(z_r - z_k)}{d_k} \sin(\omega_k),
\]

(6)

where \(\omega_k\) and \(\gamma_k\) denote the roll angle and the yaw angle of the \(k\)-th reflective element, \((x_k, y_k, z_k)\) represents the coordinates of the \(k\)-th RIS element where \((x_r, y_r, z_r)\) denotes the coordinates of the receiver. Similarly, the cosine of the angle of incidence \(\psi_i\) can be expressed as

\[
\cos(\psi_i) = \frac{(x_i - x_k)}{d_k} \sin(\gamma_k) \cos(\omega_k) + \frac{(y_i - y_k)}{d_k} \cos(\gamma_k) \cos(\omega_k) + \frac{(z_k - z_i)}{d_k} \sin(\omega_k),
\]

(7)

where \((x_i, y_i, z_i)\) denotes the \(i\)-th transmitter’s coordinates. Consequently, the channel gain of the RIS-aided MISO-VLC channel is given by

\[
h_i = h_i^{\text{LoS}} + \sum_{k=1}^{K} h_i^{\text{NLoS}}(\gamma_k, \omega_k), \quad i = 1, 2, \cdots, n,
\]

(8)

3. Problem Formulation and Solution

In this section, the main task is to formulate an optimization problem and propose a solution to configure RIS.

3.1. Primary Problem

Moser et al. characterize the high-SNR asymptotic capacity of the IM/DD Gaussian channel model with inputs subject to peak-intensity constraints [22]. We choose the high SNR regime to analyse due to the reason that this kind of regime is the pattern of many VLC systems [23]. According to the asymptotic results derived in [24], we assume \(\gamma = (\gamma_1, \gamma_2, \cdots, \gamma_K), \omega = (\omega_1, \omega_2, \cdots, \omega_K)\), and the asymptotic capacity in high SNR of the RIS-aided MISO-VLC channel can be given by

\[
R(\gamma, \omega) = \lim_{A \to \infty} C_{\text{miso}}(A, h) \\
= \lim_{A \to \infty} \frac{1}{2} \log \left( \frac{\|h\|^2 A^2}{2\pi e \sigma^2} \right),
\]

(9)

where \(A\) is introduced in (2), \(\| \cdot \|_1\) denotes the \(\ell_1\)-norm of the vector. Note that the decision variable can only influence the NLoS channel gain produced by RIS. To maximize this improvement, according to the definition of the norm and (8), the capacity maximization problem can be equivalent to maximize the \(\ell_1\)-norm of the NLoS channel, which can be formulated as

\[
\max_{\gamma, \omega} \sum_{i=1}^{n} \sum_{k=1}^{K} h_{i,k}^{\text{NLoS}} \\
\text{s.t.} \quad -\frac{\pi}{2} \leq \gamma_k \leq \frac{\pi}{2}, \\
\quad -\frac{\pi}{2} \leq \omega_k \leq \frac{\pi}{2},
\]

(10)

3.2. Equivalent Problem

Since each element is independent of the other elements, we can know that

\[
\sum_{i=1}^{n} \sum_{k=1}^{K} h_{i,k}^{\text{NLoS}} = \sum_{k=1}^{K} \sum_{i=1}^{n} h_{i,k}^{\text{NLoS}},
\]

(11)

Consequently, we can maximize the NLoS gain reflected by each element to achieve the goal of capacity maximization. As for the \(k\)-th element, the unit vector of it is \(n_k = \)
\[
\sin(\gamma_k) \cos(\omega_k), \cos(\gamma_k) \cos(\omega_k), -\sin(\omega_k) \right)^\top,
\]
and in the following, we let \( \mathbf{n}_k = \left( n_{kx}^i, n_{ky}^i, n_{kz}^i \right)^\top \)
(i.e., \( n_{kx}^i = \sin(\gamma_k) \cos(\omega_k), n_{ky}^i = \cos(\gamma_k) \cos(\omega_k), n_{kz}^i = -\sin(\omega_k) \)).
The unit vector from the \( k \)-th element to the \( i \)-th LED is \( \mathbf{e}_{ik} = (a_{ik}, b_{ik}, c_{ik})^\top \),
the unit vector from the \( k \)-th element to the receiver is \( \mathbf{e}_{kr} = (a_{kr}, b_{kr}, c_{kr})^\top \).
Both of them are constant after the LED, mirror array and receiver are fixed.
We assume the positions of the \( i \)-th LED, the \( k \)-th element and the receiver are \( \mathbf{T}_i = (a_i, b_i, c_i) \), \( \mathbf{R}_k = (a_k, b_k, c_k) \) and \( \mathbf{R}_x = (a_r, b_r, c_r) \).
In addition, the unit vector \( \mathbf{e}_{ik} \) and \( \mathbf{e}_{kr} \) can be expressed as
\[
\begin{align*}
\mathbf{e}_{ik} &= \frac{\mathbf{T}_i - \mathbf{R}_k}{\|\mathbf{T}_i - \mathbf{R}_k\|_2}, \\
\mathbf{e}_{kr} &= \frac{\mathbf{R}_x - \mathbf{R}_k}{\|\mathbf{R}_x - \mathbf{R}_k\|_2},
\end{align*}
\]
where \( \| \cdot \|_2 \) denotes \( l_2 \)-norm. Combined with (5)–(7), as for the \( k \)-th RIS element, the NLoS channel gain maximization problem is transformed into
\[
\begin{align*}
\max_{n_{kx}^i, n_{ky}^i, n_{kz}^i} & \sum_{i=1}^n f_{ik} \langle \mathbf{e}_{ik}, \mathbf{n}_k \rangle \langle \mathbf{e}_{kr}, \mathbf{n}_k \rangle \\
\text{s.t.} & \begin{cases}
(n_{kx}^i)^2 + (n_{ky}^i)^2 + (n_{kz}^i)^2 = 1, \\
n_{kx}^i \geq 0,
\end{cases}
\end{align*}
\]
where \( k = 1, 2, \ldots, K \), \( \langle \mathbf{a}, \mathbf{b} \rangle \) denotes the inner product of vectors \( \mathbf{a} \) and \( \mathbf{b} \), \( f_{ik} \) is the coefficient which is only determined by the position of the \( i \)-th LED, the \( k \)-th element, and the receiver. Consequently, \( f_{ik} \) has no concern with the decision variable. More precisely, \( f_{ik} \) can be calculated by
\[
f_{ik} = \rho_{\text{RIS}_k} \frac{(m + 1) A_{PD}}{2 \pi^2 (d_i^r)^2 (d_k^r)^2} \delta \cos^m \left( \Phi_k^i \right) \cos(\psi_k^i),
\]
Consequently, we can solve (10) by solving \( K \) quadratic programming problems with hemispherical constraints just like (13), and adding all the results of them. Furthermore, we can transform the objective function in (13) into
\[
\begin{align*}
\sum_{i=1}^n f_{ik} n_k^\top \left( \mathbf{e}_{ik} \mathbf{e}_{kr}^\top \right) n_k &= n_k^\top \left[ \sum_{i=1}^n f_{ik} \mathbf{e}_{ik} \mathbf{e}_{kr}^\top \right] n_k, \\
\end{align*}
\]
we assume that \( A_k = \sum_{i=1}^n f_{ik} \mathbf{e}_{ik} \mathbf{e}_{kr}^\top \), and consequently, \( A_k \) is a matrix determined by the coordinates of LED, receiver and the \( k \)-th RIS element. It keeps constant after fixing the position of LED, receiver and RIS. The optimization problem is transformed into
\[
\begin{align*}
\max_{n_k} & \quad n_k^\top A_k n_k \\
\text{s.t.} & \quad \|n_k\|_2 = 1, \\
& \quad n_{kx}^i \geq 0,
\end{align*}
\]
Obviously, this optimization problem can be further simplified as
\[
\begin{align*}
\max_{n_k} & \quad n_k^\top \left( \frac{A_k + A_k^\top}{2} \right) n_k \\
\text{s.t.} & \quad \|n_k\|_2 = 1,
\end{align*}
\]
Theorem 1. The problem in (16) is equivalent to (17). The optimal value of (17) is given by the maximum eigenvalue of \( \frac{A_k + A_k^T}{2} \) denoted as \( \lambda_1 \). The optimal solution to (17) is given by the eigenvector corresponding to the maximum eigenvalue denoted as \( \mathbf{v} \).

Proof of Theorem 1. First, it is convenient to be aware of the fact that the values of \( \mathbf{n}_k^\top A_k \mathbf{n}_k \) and \( \mathbf{n}_k^\top A_k^T \mathbf{n}_k \) are the same. Meanwhile, they are also the same as \( \mathbf{n}_k^\top \left( \frac{A_k + A_k^T}{2} \right) \mathbf{n}_k \). We assume \( \frac{A_k + A_k^T}{2} = \mathbf{B} \) and we can get \( \mathbf{B}^\top = \mathbf{B} \). At the same time, \( \mathbf{B} \) is a real symmetric matrix that can be diagonalized by similarity. Consequently, there exists a matrix \( \mathbf{U} \) satisfying \( \mathbf{U}^\top \mathbf{U} = \mathbf{U}^\top \mathbf{U} = \mathbf{I} \) and \( \mathbf{U}^\top \mathbf{B} \mathbf{U} = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_n) \), where \( \mathbf{I} \) denotes identity matrix and \( \lambda_i \) is the eigenvalue of \( \mathbf{B} \). Without loss of generality, we suppose that \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \). Consequently,

\[
\max \mathbf{n}_k^\top \mathbf{B} \mathbf{n}_k = \mathbf{n}_k^\top \mathbf{U} \left( \mathbf{U}^\top \mathbf{B} \mathbf{U} \right) \mathbf{U}^\top \mathbf{n}_k, \tag{18}
\]

we assume \( \mathbf{U}^\top \mathbf{n}_k = \mathbf{y} \), and thus \( \|\mathbf{y}\|_2 = 1 \). Consequently, the Equation (18) can be further deduced as

\[
\max_{\|\mathbf{y}\|_2 = 1} \mathbf{n}_k^\top \mathbf{B} \mathbf{n}_k = \max_{\|\mathbf{y}\|_2 = 1} \mathbf{y}^\top \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_n) \mathbf{y} \\
= \max_{\|\mathbf{y}\|_2 = 1} \lambda_1 y_1^2 + \lambda_2 y_2^2 + \cdots + \lambda_n y_n^2 \\
\leq \max_{\|\mathbf{y}\|_2 = 1} \lambda_1 y_1^2 + \lambda_1 y_2^2 + \cdots + \lambda_1 y_n^2 \\
= \lambda_1, \tag{19}
\]

the inequality becomes equal when \( \mathbf{y} = (1, 0, \cdots, 0)^\top \). At the same time, \( \mathbf{n}_k^\top = \mathbf{v} \) is the unit eigenvector (i.e., \( \|\mathbf{v}\|_2 \)) corresponding to the maximum eigenvalue \( \lambda_1 \). This is reasonable because

\[
\mathbf{B} \mathbf{v} = \lambda_1 \mathbf{v} \\
\mathbf{v}^\top \mathbf{B} \mathbf{v} = \mathbf{v}^\top \lambda_1 \mathbf{v} \\
= \lambda_1 \mathbf{v}^\top \mathbf{v} \\
= \lambda_1, \tag{20}
\]

Note that the constraints on (16) \( n_y \geq 0 \). The eigenvector in the dimension of \( n_y \) can be converted to non-negative to meet the limitations. However, this operation does not change the final value. This completes the proof of Theorem 1. \( \square \)

Consequently, after fixing the position of the transmitters, the receiver and RIS, the optimization problem can be solved by computing the matrix \( \frac{A_k + A_k^T}{2} \) and calculating its maximum eigenvalue. At this point, the eigenvector corresponding to the maximum eigenvalue is the optimal orientation of the RIS. The process of calculating the equivalent matrix’s maximum eigenvalue and eigenvector corresponding to the eigenvalue is easy to achieve. This process can be realized by combining the functions in the MATLAB Toolbox. The maximum eigenvalue can be calculated by the functions “eig” and “max” in the MATLAB Toolbox. The eigenvector corresponding to the maximum eigenvalue is calculated by the function “eig” and the method of cyclic search. The detailed process of calculating the maximum eigenvalue and the normalized eigenvector corresponding to it is summarized in Algorithm 1.
Algorithm 1 The Cyclic Search Algorithm.

**Input:** The equivalent matrix $A_k^T A_k + A_k^T$; The dimension of the equivalent matrix $\text{dim}$; The cyclic variable $i = 1$;

**Output:** The maximum eigenvalue $\lambda_{\text{max}}$; the normalized eigenvector $v$ corresponding to $\lambda_{\text{max}}$.

1. **Calculation:** The eigenvalue matrix: $A$, The eigenvector matrix: $V$, this process can be achieved by the function “eig” in MATLAB Toolbox.
2. **Calculation:** The maximum eigenvalue: $\lambda_{\text{max}}$, this process can be achieved by the function “max” in MATLAB Toolbox.
3. **Calculation:** The eigenvalue vector: $e$, this process can be achieved by the function “diag” in MATLAB Toolbox.
4. **While** $i \leq \text{dim}$
5. **If** $\lambda_{\text{max}} == e(i)$
6. **Break**
7. **End if**
8. $i = i + 1$
9. **End while**
10. The eigenvector corresponding to $\lambda_{\text{max}}$ is $w = V(i)$. Where $V(i)$ is the $i$-th eigenvector in the eigenvector matrix
11. **Normalization:** The eigenvector corresponding to $\lambda_{\text{max}}$: $v = \frac{w}{\|w\|_2}$
12. **return** $\lambda_{\text{max}}, v$

4. Simulation Results

A $5m \times 5m \times 3m$ room model is considered with two transmitters and one PD (i.e., $n = 2$). Without loss of generality, we set $\sigma^2 = 1$. This is reasonable since the noise variance can be absorbed into $h$ by normalization. In the simulation process, we normalize the channel matrix $h$ by letting each channel gain divide by the maximum channel gain $h_{\text{max}}$. Hence, each channel gain can be given by $H_i = \frac{h_i}{h_{\text{max}}}$. The maximum channel gain can be expressed as $H_{\text{max}} = 1$. Consequently, the maximum received power is $A$. Combined with the noise variance $\sigma^2 = 1$, we can consider $A$ as the SNR in the receiver side and analyze the channel capacity. For the RIS-aided MISO-VLC system, the RIS consists of $50 \times 30$ mirrors at most and the area of each mirror is $0.1m \times 0.1m$ at least. The normal vector of the receiver is upward towards the ceiling while the transmitters is downward towards the floor. The transmitters are fixed while the PD can be moved in the room. For comparison, we set up a scenario without RIS. Table 1 summarizes the parameters.

| Parameter | Value |
|-----------|-------|
| $\Phi_{1/2}$ | $70^\circ$ |
| $a$ | 1.5 |
| $\Psi_C$ | $85^\circ$ |
| $T_{of}$ | 1 |
| $A_{PD}$ | $1 \text{ cm}^2$ |
| $\sigma^2$ | 1 |
| $\rho_{\text{RIS}}$ | 0.95 |
| $n$ | 2 |

In the simulations below, RIS elements’ orientations are adjusted adaptively according to the optimization method we proposed before. This is reasonable because of two reasons. Firstly, according to the proof in the paper, the method we adopt in this paper can help
the RIS-aided MISO-VLC system achieve the goal that capacity maximization. Secondly, as shown in Figure 1, based on the available information on the geometrical positioning of the PD and the LEDs, the RIS controller can send several types of instructions to the corresponding control units according to the optimization method after synthesizing the information (RIS’s position, LEDs’ position, PD’s position, etc.). Consequently, RIS can control the elements’ orientations in real time. Meanwhile, each adaptively adjustment of RIS can help the RIS-aided MISO-VLC system achieve the goal of capacity maximization.

Figure 3 shows the asymptotic capacity of the MISO-VLC channel in a high SNR scenario. In the figure, “no RIS” denotes that the received signal is only from the LoS channel, and contrastively, “RIS-aided” indicates that the received signal contains two parts: LoS channel and NLoS channel based on RIS. We set up several scenarios including different SNR to analyze the influence on adding RIS in MISO-VLC channel, and additively, we investigate the impact on the number of RIS elements. We place RIS units evenly in a rectangle to avoid the influence of other factors. In order to facilitate the analysis, the channel gain and noise variance are normalized. Since the channel model is based on the point source assumption restricting the RIS unit area to being too small [13]. We assume the minimum area of each mirror is 0.1m × 0.1m. From this figure, we can observe that RIS can improve capacity performance and the capability enhances with the number of RIS elements. What’s more, we can know that the capacity improvement is no longer significant when K is large enough. This is due to the marginal benefit and the constraints on the model’s assumption. The results show that asymptotic capacity has been dramatically improved with the assistance of RIS due to the ability to provide a large improvement in the channel gain. Table 2 summarizes the numerical results in the channel domain. The proportion represents the ratio of the NLoS channel gain to the LoS channel gain.
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**Figure 3.** Asymptotic capacity of MISO-VLC channel in High-SNR scenario versus SNR with different number of mirrors.
Table 2. Numerical values of LoS and NLoS links with different K.

| LoS Channel Gain | NLoS Channel Gain | K    | Proportion |
|------------------|-------------------|------|------------|
| 0.79             | 0.09              | K = 15 | 11.4%     |
| 0.79             | 0.17              | K = 60 | 21.5%     |
| 0.79             | 0.19              | K = 135 | 24.1%    |
| 0.79             | 0.20              | K = 240 | 25.3%    |
| 0.79             | 0.21              | K = 375 | 26.6%    |
| 0.79             | 0.22              | K = 1500 | 27.8% |

Figure 4 shows the asymptotic capacity of the MISO-VLC channel in a high SNR scenario. We can observe that the degree of the performance improvement decreases with the number of mirrors. This is due to the marginal benefit and the constraints on the model’s assumption. The results show that asymptotic capacity has been improved with the assistance of RIS due to the ability to provide a large improvement in the channel gain.
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Figure 4. Asymptotic capacity of MISO-VLC channel in High-SNR scenario versus number of mirrors with different SNR.

The asymptotic capacity of the MISO-VLC channel in each position of the room was investigated. Figure 5 indicates the influence of the horizontal distance between the receiver and RIS. In this scenario, we consider a fixed $K = 135$ and $A = 20$ (dB) to compare the capacity in different positions between “no RIS” and “RIS-aided”. We fix the positions of the transmitters and place them symmetrically between the center of the ceiling. Meanwhile, we mobile the receiver in one direction. We suppose that the performance improvement is denoted by the growth rate shown in Figure 5, which can be calculated by the quotient of the capacity provided by RIS and the capacity provided by the LoS channel. It can be observed that the RIS-aided MISO-VLC system earns superb capacity performance in contrast with the system without RIS, even up to 35% gain. We find that the closer the receiver is to the RIS, the more obvious the performance improvement. The results bring us guidance for deploying RIS in the future. Owing to the constraint, we only deploy RIS on one wall, and the performance may be better if we adopt an appropriate deployment scheme such as deploying RIS on four walls or distributing RIS more uniform on one wall.

To analyze the influence of the RIS deployment scheme on capacity improvement, we make several simulations given a certain number of mirrors. Figure 6 displays the asymptotic capacity performance under the circumstance of $K = 150$. In order to investigate
the influence of RIS, we assume that the transmitters and the receiver are fixed. We divide
the RIS into 150 mirrors and organize them in different ways (e.g., 50 × 3, 25 × 5, 10 × 15).
Where the former denotes the number of rows while the latter represents the number of
columns. In the process of simulation, RIS units are fixed in a rectangle.

Figure 5. Asymptotic capacity and growth versus horizontal distance between receiver and RIS.

It can be known from the figure that the more uniform you lay RIS out, the better
performance you can obtain. Consequently, we can further examine how RIS can be
deployed within a limited area of the wall to maximize performance gains in the future.
Table 3 summarizes the numerical results in the channel domain. The proportion represents
the ratio of the NLoS channel gain to the LoS channel gain.

Figure 6. Asymptotic capacity versus deployment of RIS.
Table 3. Numerical Values of LoS and NLoS links with different deployment of RIS.

| LoS Channel Gain | NLoS Channel Gain | Way of Deployment | Proportion |
|------------------|-------------------|-------------------|------------|
| 0.80             | 0.90              | K = 50 x 3        | 12.5%      |
| 0.80             | 0.18              | K = 25 x 6        | 22.5%      |
| 0.80             | 0.20              | K = 10 x 15       | 25%        |

5. Discussion

In this paper, we construct a novel indoor RIS-aided MISO-VLC system. Compared with the prior research works on SISO-VLC systems [10,16–18,25], applying RIS to MISO-VLC system is our innovation. For the RIS-aided MISO-VLC system based on mirror array, we formulate an asymptotic capacity maximization problem to find the optimal orientations of mirrors. Different traditional solutions (e.g., heuristic algorithm [16,18], assuming that all mirrors have identical angles [18]) to solve the non-convex optimization problem, we convert it into a quadratic programming (QP) problem with hemispherical constraints and prove that it can be solved by computing the maximum eigenvalue of an equivalent matrix. This method can help us calculating the optimal configuration of RIS and has low complexity. Meanwhile, we investigate the influence of RIS deployment and the distance between RIS and the receiver on performance improvement. As far as we know, there is no literature in this area, and the investigation will guide our research work on RIS deployment in the future.

6. Conclusions

In the paper, a RIS-aided MISO-VLC channel is modeled. We consider the asymptotic capacity maximization as an optimization problem and provide appropriate deployment schemes of RIS. As for this non-convex optimization problem, we adopt an efficient solution to transform the complex problem into an equivalent problem which is easy to solve. Simulation results reveal that integrating RIS in the MISO-VLC channel can enhance the asymptotic capacity in high SNR scenarios, and the deployment scheme of RIS may influence the degree of performance improvement. The number of the mirrors can influence the degree of the performance. With the increase of the number of mirrors, the performance of VLC systems can be improved. However, when the number of mirrors is large enough, the degree of the performance improvement provided by RIS is not obvious. Meanwhile, through the simulation results, we find that the deployment of RIS is another influence factor for the performance improvement. The closer the receiver is to the RIS and the more uniform RIS is laid out, the more obvious the performance improvement. Hence, RIS should be a prospective solution to improve the capacity in VLC systems and we will investigate the deployment of RIS in the future to enhance the performance provided by RIS.
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