Abstract—In this paper, we present the results of research focusing on methods for recognition/classification of audio signals. We consider the results of the research project to serve as a basis for the main module of a hybrid expert system currently under development. In our earlier studies, we conducted research on the effectiveness of three classifiers: fuzzy classifier, neural classifier and WEKA system for reference data. In this project, a particular emphasis was placed on fine-tuning the fuzzy classifier model and on identifying neural classifier applications, taking into account new neural networks that we have not studied so far in connection with sounds classification methods.
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1. Introduction

Automation of sound recognition processes is an important part of modern-day technology, widely applied in different areas, such as, for instance, automatic speech-based emotion recognition [1] and speech analysis [2]. Nowadays, with well-developed human speech recognition techniques available, work is also performed on automatic recognition of musical instruments. Here, we focus on developing specific methods for automatic recognition of animal species. We commenced with bird species [3] that are recognized based on the sounds they generate. The methods may find practical application in agriculture, where birds often pose a significant threat to crops (fruit, vegetables, cereals). Proper identification of bird species present in the area where the crops are grown is a prerequisite for the application of appropriate mitigation measures.

Another aspect that inspired us to conduct this research is the potential use of this method for classifying bird species to support the work of ornithologists and foresters aiming to quantify bird populations inhabiting a given area. Hopefully, the methods we develop may also be relied upon to automatically classify sounds in other fields, for instance in speech recognition [4]. The authors have already achieved considerable success in recognizing musical instruments [5], [6] and other sounds generated by technical devices. This project constitutes a subsequent stage of the research activities planned. Both methods are relevant for agriculture, wind farms and airport monitoring. A bird identification method based on camera snapshots and relying on deep learning techniques was presented in papers [7], [8]. Research [9] used deep learning techniques while processing images from an unmanned aerial vehicle. A classification based on machine learning is presented in [10]. On the other hand, in [11], decision trees were used. Here, approaches that differ from the ones described previously are presented. We propose to classify bird species by using such methods, as neural networks and fuzzy logic with sounds descriptors.

The first section contains a short introduction to problems faced while recognizing bird species. Section 2 is devoted to the research methodology applied. It contains information about the MPEG7 standard, the methodology used to detect bird sound features and a proposal to develop a proprietary research tool. It also presents the result of bird species classification work supported by some classification algorithms included in the WEKA package. It also shows research results obtained with the use of the neural classifier. Section 3 presents the concept of a linguistic audio signal classifier. The last two sections summarize the research conducted. A preliminary model of an expert system is also proposed.

2. Study Methodology

This work focuses on the concept of building an expert system, and on achieving some novel results in the area of using neural networks for the recognition of bird species based on their sound. In order to perform the study, the
authors developed software supervising the learning process of neural networks. The concept of the solution under development is shown in Fig. 1. The development of a test tool facilitated full control over the learning process, offering the ability to relatively quickly assess how effective the specific networks were in the classification of the samples tested. The study itself was conducted using a three-layer neural network with three different neural activation functions. In the first phase, input vectors were determined by using low-level descriptors (LLD) from the MPEG-7 standard [12], [13]. The objective was to identify the vector of traits that will be best for automatic classification of bird species based on the sounds they record and produce. The methods developed in [3] have been used to determine window length in the frequency domain. Such a parameter is understood here as a fragment of the signal in the time domain, which was downloaded at the same time. The length of the window is determined by the spectrum resolution:

$$f_r = \frac{f_a}{n}$$

(1)

where: $f_r$ – adopted spectrum resolution (10 Hz), $f_a$ – sampling frequency (44,100 Hz), $n$ – number of samples for the experiment (4410).

If the tested sound is shorter than the window length ($n = 4410$), then the missing values are filled with zeros [5], [6]. In addition, the Blackman window was used for this study. Based on the MPEG-7 standard for audio signals, we have used the spectral centroid (SC) parameter describing the domain of signal frequency for the spectrum:

$$\text{SC} = \frac{\sum_{i=0}^{n} A(i) \cdot i}{\sum_{i=0}^{n} A(i)}$$

(2)

where: $A(i)$ is the amplitude of the $i$-th partial (harmonic) and $i$ is the frequency of the $i$-th partial.

The irregularity of spectrum $Ir$ may be expressed as:

$$Ir = \log \left[ 20 \sum_{i=2}^{N-1} \log \frac{A(i)}{\sqrt{A(i-1) \cdot A(i) \cdot A(i+1)}} \right]$$

(3)

where: $A(i)$ is the amplitude of the $i$-th partial (harmonic) and $N$ is the number of the available harmonic.

Three characteristics were obtained from each spectrum: $\text{SC}$, $Ir$ and $\text{Sum}$ – the sum of all amplitudes in the spectrum. The combination of descriptors gives a 24-component feature vector that describes the bird sound.

### 2.1. Results obtained for the WEKA System

Reference values obtained from the popular WEKA system were used for testing and validation of neural classifier’s capabilities. The methods used included the following: $k$-nearest neighbors, random forest, Jrip.

Table 1 shows the performance of the WEKA classifier while working on samples retrieved from 10 bird species. The numerical values in the table represent the recognition of the individual bird species.

|                | Corn | crane | Hawk | Black-bird | Chiff-chaff | Eurasian | pygmy owl | Meadow | pipit | Lesser | whitethroat | Firecrest | Cuckoo | House sparrow |
|----------------|------|-------|------|------------|-------------|----------|-----------|---------|-------|--------|--------------|-----------|---------|---------------|
| Used k-NN, cross-validation method | 98   | 91    | 69   | 84         | 96          | 91       | 98        | 96      | 100   | 80     |              |           |         |               |
| Used random forest, cross-validation method | 98   | 87    | 80   | 82         | 98          | 93       | 100       | 93      | 98    | 80     |              |           |         |               |
| Used J48 decision tree, cross-validation method | 95   | 80    | 76   | 84         | 95          | 85       | 100       | 87      | 87    | 67     |              |           |         |               |

2.2. Results Obtained for the Neural Classifier

Paper [3] shows that the characteristics vectors obtained by using the defined descriptors contain information allowing the classes that correspond to the bird species whose sound recordings were analyzed to be identified. Networks consisting of 2 and 3 layers and using selected activation functions were analyzed in the study. The learning set had 50 characteristics vectors (50 sets of input signals – expected output values) for 10 classes. The aim of the tests was to identify, in practice, the level of separation (distinction) of the particular classes corresponding to individual bird species. The tests were to determine the further direction of work, i.e. to select and modify the outcomes of the initial sample preparation phase (with sound descriptors included). The learning process was carried out using the Delta rule [14], [15].

$$r = \sigma = [d_i - f(w_i^t)] f'(w_i^t)$$

(4)

$$\sigma w_i = c(d_i - y_i) f'(w_i^t)x$$

(5)

where: $r$ – signal learner, $\sigma w$ – correction weights, $c$ – constant learning process, $d$ – error learning, $y$ – matrix outputs, active function, $x$ – matrix inputs.
The mean classification efficiency for the tested activation functions equaled 78%. It also needs to be noted here that such results were achieved for a relatively small learning set, containing 50 samples only. For the average best performing activation function:

\[ f(x) = \frac{1}{1 + e^{-\beta x}}, \]

the average of 1200 learning cycles was required. An important observation made at this stage is that some species were identified in a unanimous way, and some were "distorted" by other input data sets (belonging to another species), as shown in the following graphs generated for Eq. (6).

Therefore, we used a modest set of samples for the teaching set. The results obtained allow us to assume that this method is effective in classifying sound signals of various bird species. With a larger set of learners, the achieved level of recognition should be higher. The results obtained from the application of neural networks in various configurations, with different neural activation functions [3] prove to be useful for the development of an expert system. Furthermore, assuming that the expert system can also be deliberately developed as a sensory network (extensive area applications), the change/programming of the scope of actions may be limited to updating the value of the neurons’ weights only. This will be a major advantage in the case of low-energy networks, for example. Hence, the use of neural networks to build one of the modules of the expert system seems to be justified.

### 2.3. Linguistic Audio Signal Classifier

In this research, we aim to develop a methodology for designing an expert system, with one of its modules based on fuzzy logic [16]. In previous studies, in order to develop a fuzzy classifier of sound signals, fuzzy sets were defined as an acceptable range of a given characteristic for the particular bird species. As a result, the values represented by triangular fuzzy sets [3], [16] indicating individual bird species are obtained within the range of a given linguistic variable. The fuzzy sets for the classifier inputs indicating the individual bird species are defined as:

\[
\text{Bird}_i = \lambda\left(x, x_{\text{mean}} - 2\Delta_l, x_{\text{mean}} + 2\Delta_l\right),
\]

\[
\Delta_l = x_{\text{mean}} - x_{\text{min}}, \quad \Delta_l = x_{\text{mean}} - x_{\text{min}},
\]

where: \(i\) – number of bird species, \(x_{\text{min}}, x_{\text{max}}, x_{\text{mean}}\) – the minimum/maximum/mean value of the descriptor for a given species.

An assumption that is not usually used in fuzzy systems is a feature that is specific of the model adopted. In linguistic variables representing audio descriptors, we ignore the completeness and continuity of the model. We also do not assume that the values of the membership functions of adjacent fuzzy sets add up to unity [17], [18]. the introduction of a sufficiently wide media for the fuzzy sets reduces the risk of error in the operation of the proposed fuzzy system.

Hence, the double delta defining the left- and right-hand side fuzzy bank in Eq. (5). Although such an omission of the recommended properties of fuzzy systems seems to be problematic, it is worth noting that a similar approach has already been successfully applied to the classification of lower subspecies of irises [19]. The adopted rule model is defined in the following way:

\[
\text{If} \quad i_1 \quad \text{is} \quad B_1 \land i_2 \quad \text{is} \quad B_1 \land \ldots \land i_k \quad \text{is} \quad B_1
\]

\[
\text{Then} \quad B_1 \quad \text{is} \quad \text{rec} \land B_2 \quad \text{is} \quad \text{rej} \land \ldots \land B_i \quad \text{is} \quad \text{rej}.
\]

where: \(i_k\) – input number \(k\), \(B\) – bird (species) number, \(\text{rec}\) – fuzzy set for the recognition and \(\text{rej}\) – for the rejection.

The resulting concept of building a modular fuzzy classifier has an advantage consisting in the form of a high scalability of the solution, as the existing structures do not have to be disturbed while adding more species of birds. The expansion may consist in simply adding another fuzzy set of blurred characteristic sets of the new species and in adding a rule that recognizes the new data class. The tests conducted so far have yielded results whose effectiveness ratio equals 65%. These results are not excellent, but we are currently conducting research on improving the data (descriptors) preparation stage and we assume that fuzzy and neural classifiers will complement each other as a result of higher/better classification results.

![Fig. 2. Effectiveness of the neural classifier in identifying selected bird species.](image-url)
3. Expert System Concept

Figure 3 shows the modular structure of the designed expert system. It may be used in different hardware implementations, i.e. single-board computers and microcontroller-based embedded systems. The fuzzy logic module is to be an element that complements the neural classifier [20].

![Concept of an expert system.](image)

4. Conclusions

This work summarizes the second stage of research focusing on sound recognition. In the first stage, the effectiveness of specific descriptors used in the MPEG-7 standard is identified. The present stage focuses on developing methodologies and models required for the expert system. Work planned in the future will allow to develop and test a prototype of the expert system and search for other effective descriptors, also for identifying objects other than bird species. In the future, we intend to develop methods and tools for the construction of expert systems, as indicated in [13], and applications that use the so-called deep learning techniques, for example those described in [20].
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