Starting from a geometric perspective, we derive a quantum speed limit for arbitrary open quantum evolution, which could be Markovian or non-Markovian, providing a fundamental bound on the time taken for the most general quantum dynamics. Our methods rely on measuring angles and distances between (mixed) states represented as generalized Bloch vectors. We study the properties of our bound and present its form for closed and open evolution, with the latter in both Lindblad form and in terms of a memory kernel. Our speed limit is provably robust under composition and mixing, features that largely improve the effectiveness of quantum speed limits for open evolution of mixed states. We also demonstrate that our bound is easier to compute and measure than other quantum speed limits for open evolution, and that it is tighter than the previous bounds for almost all open processes. Finally, we discuss the usefulness of quantum speed limits and their impact in current research.

1 Introduction

Quantum speed limits (QSLs) set a lower bound on the time required for a quantum system to evolve between two given states [1–4]. Such bounds are typically applied to estimate the speed of computational gates [5, 6], the precision in quantum metrology [7–11], the performance in quantum optimal control [4, 12–19], and the charging power in quantum thermodynamics [20, 21]. Besides their practical relevance, speed limit bounds stand as a fundamental result for both classical and quantum systems [22, 23], providing an operational interpretation of the largely discussed time-energy uncertainty relations [4]. For these reasons, they have received particular attention from the quantum information community in recent years [24–43].

The typical blueprint for constructing QSL bounds involves estimating the minimal evolution time $\tau$ as the ratio between some distance between states and the average speed induced by the generator of the evolution [4, 33]. For example, when unitary evolution of pure states is considered, an achievable QSL is given by $\tau \geq d_{FS}/\overline{\Delta E}$, where we have set $\hbar \equiv 1$, $d_{FS}$ is the Fubini-Study distance between the initial and final state [44–46], and $\overline{\Delta E}$ is the time-averaged standard deviation of the Hamiltonian $H$, which plays the role of the average speed [1, 47]. In more general cases, such as for unitary evolution of mixed states or open (Markovian or non-Markovian) dynamics, such as those in Refs. [3, 30, 31, 33, 48–50], QSLs are generally loose, and an attainable bound is not known. Moreover, the tightest of these bounds are difficult to compute or measure, requiring the diagonalization of initial and final states.

In this Article we propose a geometrically motivated QSL for open quantum evolutions and demonstrate, analytically and numerically, its superiority over the tightest of known QSLs for almost all open processes. Namely, we show our bound’s performance discussing two aspects of QSL: feasibility and tightness.

The feasibility of a bound is quantified in terms of the computational or experimental resources requisite to evaluate or measure the bound. [4, 51]. Bounds that require the evaluation of complicated functions of the states or the generators of the evolution are less feasible, and thus less useful, than otherwise equally performing bounds that are easier to compute or experimentally measure. The distance term in many QSLs requires the square root of the initial and final states, thus the solution of the eigenvalue problem for the initial state $\rho$ and final state $\sigma$ [3, 30, 33, 48]. In contrast, the bounds that only involve the evaluation of the overlap $\text{tr}[\rho \sigma]$ [49–51], including the one that we introduce here, are much easier to compute and measure [31, 52, 53]. Aside from the distance, the other important feature of QSL bounds is the average speed term, discussed above, that depends on the orbit of the evolution [30, 31, 33, 38, 46, 51, 54]. A common criticism of QSLs is that calculating these bounds becomes as hard as solving the dynamical problem, reducing their relevance to a mere curiosity. We overcome this limitation by providing an operational procedure to experimentally evaluate the speed term for open dynamics.
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any type of process, and go on to discuss the purpose of QSLs in this context.

The tightness of QSLs, which represents how precisely they bound the actual minimal time of evolution, becomes a problem as soon as we move away from the case of unitary evolution of pure states [47] which is, in practice, always an idealized description. We will show below that the available bounds for the general case of open evolution of mixed states are rather loose. Their performance gets worse as increasingly mixed states are considered – which constitutes a major issue for the effectiveness of QSLs. This looseness is often a consequence of the choice of the distance used to derive the bounds: Different distances result in different speed limits, and a suitable choice that reflects the features of the considered evolution is the key to performance [33, 46, 51]. In this Article, we directly address this issue, deriving a bound that is provably robust under mixing, vastly improving the effectiveness of QSLs.

The present Article strongly complements the findings of Ref. [33], where the authors used geometric arguments to obtain an infinite family of distances and their corresponding QSL bounds. While their result firmly and rigorously establishes the mathematical framework for a certain class of QSLs, it leaves open the problem of finding a distance that leads to a QSL that is both tight and feasible. We do exactly this by uncovering a distance measure on quantum states, which is based on the geometry of the space of density operators, leading to a QSL that is both tight and feasible for almost all states and processes.

2 QSL for geometric distance

Usually, to generalize QSL for when the initial and final states are not pure, the Fubini-Study distance, mentioned in the introduction, is replaced by the Bures distance [3, 55]:

$$B(\rho, \sigma) := \arccos \left( F(\rho, \sigma) \right),$$  

where $F(\rho, \sigma) := \text{tr} \left[ \sqrt{\sqrt{\sigma} \rho \sqrt{\sigma}} \right]$ is the quantum fidelity. In Ref. [51] we showed that for unitary evolution of mixed quantum states, the corresponding QSL can be extremely loose. This looseness can be attributed to certain feature of the Bures metric, which led us to conclude that a more apt metric for the space of mixed states is desirable.

To remedy this problem, we exploited the generalized Bloch representation [56], for which every mixed state $\rho$ is associated to a real vector $r$, known as a generalized Bloch vector (GBV). By noticing that unitary dynamics of the system preserves the radius of such vectors $r$ (which is directly related to the purity of $\rho$), we introduced a geometric distance between states, given by the angle $\Theta$ between their GBVs (discussed in details below). The QSL derived from this distance is provably attainable for the case of qubits, and tighter than the traditional QSL for almost all states in the case of higher dimensions [51]. In the present Article, driven by this geometric consideration, we generalize the distance $\Theta$ to derive a QSL for arbitrary open quantum processes that outperforms the bounds given in Refs. [30, 48, 49–50].

We consider a $d$-dimensional system $S$, where $d = \dim H_S$, coupled to its environment $E$ (with total Hilbert space $H = H_S \otimes H_E$) and denote its physical state space of positive, unit trace density operators by $S(H_S)$. A state $\rho \in S(H_S)$ of the system can be expressed as

$$\rho = \frac{1 + c \mathbf{r} \cdot \mathbf{A}}{d},$$  

where $c = \sqrt{d(d-1)/2}$, given an operator basis $\{A_a\}$ satisfying $\text{tr}[A_a A_b] = 2\delta_{ab}$ and $\text{tr}[A_a] = 0$. The generalized Bloch vector $r$ is a vector in a $(d^2 - 1)$-dimensional real vector space, equipped with the standard Euclidean norm $\|r\|_2 = \sqrt{\sum r_i^2}$ [56].

We would like to measure the distance between two states $\rho \leftrightarrow r$ and $\sigma \leftrightarrow s$ using the length of the shortest path through $S(H_S)$ that connects $\rho$ and $\sigma$. However, solving this geodesic problem is, in general, a hard task, since the state space for $d > 2$ is a complicated subset of the $(d^2 - 1)$-ball containing all (sub)unit vectors $r$ [46, 56]. Our approach will be to simplify this problem by lower bounding this distance by the length of the well-known geodesics of this ball. While this leads to a QSL that intrinsically underestimates the actual optimal evolution time, we will see that it provides a significant improvement over other bounds in the literature.

For general evolutions, including non-unitary open evolution, the length of the GBV is allowed to change. Here, the natural choice for the geodesic is with respect to the Euclidean distance, which is just the straight line between $r$ and $s$ (see Fig. 1 b), whose length is given by

$$D(\rho, \sigma) = \|r - s\|_2.$$  

From this distance we derive our speed limit, following the same geometric argument used in Refs. [33, 51], and other QSL derivations.

By definition, the distance $D(\rho, \sigma)$ is smaller than or equal to the length $L[\gamma_{\rho}^\sigma] = \int_0^T D(\rho_{t+dt}, \rho_t)$ of any path $\gamma_{\rho}^\sigma = [\rho_t]_{t=0}^T$, generated by some dynamical process, that connects $\rho = \rho_0$ and $\sigma = \rho_T$. We evaluate the infinitesimal distance $D(\rho_{t+dt}, \rho_t)$ and rearrange to obtain $\tau \geq D(\rho, \sigma)/\|\dot{r}\|_2$, where $\int_0^T dt f(t)/\tau$ is the average of $f(t)$ along the orbit parameterized by $t \in [0, \tau]$. Expressing $\|r - s\|_2$ and $\|\dot{r}\|_2$ in terms of $\rho$ and $\sigma$, we obtain the bound $T_D$,

$$\tau \geq T_D = \frac{\|\rho - \sigma\|}{\|\dot{r}\|},$$  
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where the Hilbert-Schmidt norm \( \| X \| = \sqrt{\text{tr}[X^*X]} \) of an operator \( X \) arises as a consequence of equipping the space of GBVs with the standard Euclidean norm [46].

Despite its surprisingly simple form, reminiscent of kinematic equations, the bound in Eq. (4) originates from a precise geometric approach and encompasses the fundamental features of previous QSL bounds, including the orbit dependent term \( \| \rho \| \), which will be referred to as speed, or strength of the generator, that appears, under various guises, in the bounds of Refs. [3, 30, 31, 33, 48–50, 57] (see Appendix A for details about distance \( D \) and the derivation of bound \( T_D \)).

Below we elaborate on several key properties of the geometric QSL given in the last equation. First, we show that this QSL is robust. Next, we give the exact form of the denominator for several important classes of dynamics. Finally, we discuss the superiority of this QSL by showing its feasibility and tightness.

3 Robustness of geometric QSL

3.1 Robustness under composition

Our bound is robust in two important ways. First, it is well-known that the Hilbert-Schmidt norm is generally not contractive for CPTP dynamics [58]. This means that the distance between \( \rho \) and \( \sigma \) changes drastically when an ancillary system \( \alpha \) is introduced trivially, i.e., \( \rho \rightarrow \rho \otimes \alpha \) and \( \sigma \rightarrow \sigma \otimes \alpha \). Then we have \( \| \rho \otimes \alpha \rightarrow \sigma \otimes \alpha \| = \| \rho - \sigma \| \cdot \| \alpha \| \), where the last term is the purity of the ancillary system. Simply by introducing an ancilla that is not pure decreases the original distance by the value of \( \alpha \)'s purity [59]. However, if the ancilla does not participate in the dynamics then we have \( \| \partial \rho \| \cdot \| \alpha \| \) and the denominator is affected by the same factor. Thus, we have \( T_D(\rho \otimes \alpha, \sigma \otimes \alpha) = T_D(\rho, \sigma) \). However, if the ancillary system were to be correlated with the system or be part of the dynamics, then the actual time and the QSL will indeed be affected.

3.2 Robustness under mixing

The usual QSL is tight for unitary dynamics of pure states [3]. However, it becomes rather loose for mixed states. The reason for this, as we show in detail in Ref. [51], is that the Bures distance, given in Eq. (1), monotonically decreases under mixing. That is, \( B(\rho, \sigma) \geq B(\rho', \sigma') \), where

\[
\rho' = D(\rho) := \rho + \frac{1 - \epsilon}{d} \mathbb{1},
\]

with \( \mathbb{1} \) being the identity operator and \( \epsilon \in [0, 1] \).

When \( \epsilon \) tends to 0, the Bures distance vanishes faster than the speed term, and so does the corresponding QSL. Now, note that the GBVs of \( \rho(\sigma) \) and \( \rho'(\sigma') \) are \( r(s) \) and \( cr(es) \) respectively. A unitary transformation that maps \( r \) to \( s \) will also map \( cr \) to \( es \) in exactly the same time. That is, the value of \( \epsilon \) is inconsequential. Based on this observation, we proposed the angle between the GBVs as distance because it is independent of \( \epsilon \) and therefore robust under mixing. (see Fig. 2 a). This robustness is precisely the reason for the supremacy of the QSL provided in Ref. [51] over the usual QSL.

Even when open evolution is considered, it is of primary importance for a QSL to remain effective and tight for increasingly mixed initial and final states. We now show that the bound \( T_D \), introduced in Eq. (4), is robust under mixing not only for arbitrary unitary dynamics, but also for any open evolution with a well defined fixed point.

Our present bound is invariant when the initial state is mixed with the fixed state of the dynamics. Let the dynamics from \( \rho \) to \( \sigma \) be due to a completely positive linear map \( C \) with a fixed point \( \phi \), i.e., \( C(\rho) = \sigma \) and \( C(\phi) = \phi \). If we change the initial state \( \rho \) to \( \rho' = \epsilon \rho + (1 - \epsilon) \phi \), the the final state will be \( \sigma' = \sigma + (1 - \epsilon) \phi \). This shrinks the numerator of the Eq. (4) by \( \epsilon \in [0, 1] \), i.e., \( \| \rho' - \sigma' \| = \| \rho - \sigma \| \). However, the denominator also shrinks by the same amount. If the dynamics is time independent then we also have \( \phi = 0 \) and \( \rho \) will be mapped to \( \rho' = \epsilon \phi \). Hence \( T_D(\rho', \sigma') = T_D(\rho, \sigma) \). A similar, but more elaborate, argument can also be carried out for time dependent dynamics, but will be omitted from the present manuscript. The above result contains the previous case of unitary dynamics, and all unital dynamics, as they preserve the maximally mixed state.
of great circles that connect \( r \) and \( s \) (see Fig. 1 a). Accordingly, as we showed in Ref. [51], the distance becomes \( D_U(\rho, \sigma) = \Theta\|r\|_2 = \Theta\|s\|_2 \), where

\[
\Theta(\rho, \sigma) = \arccos(\hat{r} \cdot \hat{s}),
\]

is the generalized Bloch angle, with \( \hat{r} \) and \( \hat{s} \) being the unit vectors associated to \( r \) and \( s \), respectively \(^5\).

The above observation should not be surprising. The distance in the last equation corresponds to the arc-length, which is always greater than the distance in Eq. (4) measuring the length along the straight line. If we are promised that the evolution is unitary, then we are free to work with the tighter QSL from Ref. [51]. However, if that information is not available, we must be conservative and work with the QSL in Eq. (4).

We now consider the open evolution case, starting with Lindblad dynamics, before proceeding with more general non-Markovian evolutions.

### 4.2 Lindblad dynamics

In the case of semigroup dynamics, \( \|\hat{\rho}_s\| \) becomes a function of the Lindblad operators [49]. As this function is generally complicated, we present its form for some particular types of Lindblad dynamics, for which it substantially simplifies. Let us consider a general form of the Lindblad master equation given by

\[
\dot{\rho}_t = -i[H, \rho_t] = \sum_k \gamma_k \{L_k \rho_t, L_k^\dagger\},
\]

where typically the Lindblad operators are chosen to be orthonormal and traceless, i.e., \( \text{tr}[L_k L_i] = \delta_{ki} \), and \( \text{tr}[L_k] = 0 \). If the unitary part of the dynamics is irrelevant with respect to the dissipator, i.e., when \( [H, \rho_t] \) is negligible when compared to the other terms, we obtain

\[
\|\hat{\rho}_s\| \leq 2 \sum_k \gamma_k^2 \|L_k\|^2,
\]

where the inequality holds since \( \|\rho_t\| ||\hat{\rho}_t\| \leq 2 \sum_k \gamma_k^2 \|L_k\|^2 ||\rho_t\|^2 [29] \), and \( ||\rho_t\|| \leq 1 \). We can readily apply this result to three important cases: pure dephasing dynamics, pure depolarization dynamics, and speed of purity change.

**Pure dephasing dynamics.** — This type of dynamics models the idealized evolution of an open quantum system whose coherence decays over time due to the interaction with the environment. Under this kind of dynamics, a quantum system that evolves for a sufficiently long time is expected to lose its quantum mechanical features and exhibit a classical behavior. Here, for the sake of clarity, we consider the case of pure dephasing of a single qubit, described by the Lindblad equation \( \dot{\rho}_t = \gamma(\sigma_z \rho_t \sigma_z - \rho_t) \), as done in Ref. [49]. The instantaneous speed reads \( ||\hat{\rho}_s|| = \frac{\sqrt{\text{tr}[H^2 \rho_t^2] - ||H \rho_t||^2}}{||H \rho_t||} \).

---

\(^5\) The distance defined in Ref. [51] differs by a constant factor \( \|r\|_2 = \|s\|_2 \), which does not affect the derived QSL in the unitary case.
\( \sqrt{2} \sqrt{r_1^2(t) + r_2^2(t)} \), where \( r_1(t), r_2(t), r_3(t) \) is the Bloch vector associated to \( \rho_t \). In this case the time-averaged speed can be bounded as

\[
\|\tilde{\rho_t}\| \leq \sqrt{2} \gamma.
\]

(9)

Although considering the case of a single qubit might sound simplistic, the same description can be used to cover relevant high-dimensional systems that effectively behave like qubits [60, 61].

**Pure depolarizing dynamics.** — Another interesting observation is that our bound \( T_D \) is geometrically tight when purely depolarizing dynamics is considered, i.e., when \( \rho_t = D_{\epsilon(t)}[\rho_0] = \epsilon(t)\rho_0 + \frac{1-\epsilon(t)}{d}1 \), which serves as an idealized model of noise for the evolution of an open quantum system that monotonically deteriorates towards the state of maximal entropy, i.e., the maximally mixed state. Geometrically, it corresponds to the re-scaling of the generalized Bloch vector \( r_\tau = \epsilon(t) r_\tau \), where \( \epsilon(0) = 1 \). Tightness is guaranteed by the fact that each vector \( r_\tau \) obtained in this way represents a state, along with the fact that the orbit of such evolution is given by the straight line that connects \( r_\tau \) to \( r_\tau \), whose length is exactly given by \( D(\rho_0, \rho_\tau) \). In this case our bound reads

\[
T_D(\rho_0, \rho_\tau) = 1 - \frac{\epsilon(\tau)}{\epsilon(0)}.
\]

(10)

If we restrict ourselves to the case of strictly monotonic contraction (expansion) of the GBV, the denominator becomes \( (1 - \epsilon(\tau)) / \tau \), which further supports our argument for the tightness of our bound. In this case, it simply returns the condition for optimal evolution \( T_D(\rho_0, \rho_\tau) = \tau \), i.e., the evolution time \( \tau \) coincides with the bound, and thus with the minimal time.

**Speed of purity change.** — Since a contraction of the GBV corresponds to a decrease of the purity of the initial state \( \rho_0 \), Eq. (4) provides a QSL for the variation in the purity \( \Delta P \), which is saturated when obtained by means of purely depolarizing dynamics with strictly monotonic contraction. In particular, \( \mathbf{r} \to c \mathbf{r} \) implies a variation of the purity \( \text{tr}[\rho_0^2] \to c^2 \text{tr}[\rho_0^2] + (1 - c^2)1/d \), which thus depends also on the dimension \( d \) of the system. Similar QSLs have been derived by the authors of Ref. [62], who express a bound on the instantaneous variation of the purity in terms of the strength of the interaction Hamiltonian and the properties of the total system-environment density operator, as well as by the authors of Ref. [29], who provide a bound on the variation of the purity \( P(\rho_0)/P(\rho_t) \) as a function of the non-unitary part of the evolution, both in Hilbert and Liouville space.

### 4.3 Memory kernel master equation

For the most general non-Markovian dynamics, the denominator of bound (4) can be written in terms of a convolution with a memory kernel [63], e.g., in the form of the Nakajima-Zwanzig equation, \( \dot{\rho}_t = \mathcal{L}_t(\rho_t) + \int_0^t ds K_{s-t,s} \rho_s + J_{s-t,s} \), where \( \mathcal{L}_t \) is a time-local generator like that of the Lindblad master equation, the memory kernel \( K_{s-t,s} \) accounts for the effect of memory, and \( J_{s-t,s} \) accounts for initial correlations between system and environment [64]. The denominator of bound (4) can be simplified using the triangle inequality \( \| A + B + C \| \leq \| A \| + \| B \| + \| C \| \), at the cost of its tightness. Similarly, the memory kernel can be divided up into a finite sum of terms whenever it is possible to resort to a temporal discretization, \( \| \int_0^t ds K_{s-t,s} \rho_s \| \sim \delta t \sum_k \| K_{s-t,k-t,s-k-t,s} \rho_{s-k-t} \| \), again, at the cost of reducing the tightness of the bound.

**Underlying evolution.** — Alternatively, the orbit dependent term can always be related to an underlying unitary evolution with a wider environment: \( \dot{\rho}_t = -i \text{tr}_E[H, \Pi_t] \), where \( H \) and \( \Pi_t \) are the Hamiltonian and the state of the joint system-environment, respectively. We can further break down the total Hamiltonian into \( H = H_S + H_{\text{int}} + HE \), where \( H_S \) (\( H_E \)) is the Hamiltonian of the system (environment) and \( H_{\text{int}} \) describes the interactions between the two. In this case the denominator of bound (4) reads

\[
\|\tilde{\rho_t}\| = \| -i[H_S, \rho_t] - \text{tr}_E([H_{\text{int}}, \Pi_t]) \|,
\]

(11)

since \( \text{tr}_E([H_E, \Pi_t]) = 0 \). A less tight speed limit can be obtained by splitting the right hand side of Eq. (11), using the triangle inequality and the linearity of the time average, to obtain \( \|\tilde{\rho_t}\| \leq \| -i[H_S, \rho_t] \| + \| -\text{tr}_E([H_{\text{int}}, \Pi_t]) \| \), in order to isolate the contribution of \( H_{\text{int}} \) from that of \( H_S \), when convenient.

Additionally, considering the larger Hilbert space of system and environment combined, it is possible to appreciate the difference between the traditional QSL, \( T_B(\rho, \sigma) = B(\rho, \sigma)/\Delta E \), expressed in terms of the Bures angle \( B(\rho, \sigma) \) (see Eq. (1)), and the bound \( T_D \) of Eq. (4). The Bures distance \( B(\rho, \sigma) \) corresponds to the minimal Fubini-Study distance between purifications of \( \rho \) and \( \sigma \) in a larger Hilbert space [46], here denoted by \( |\psi\rangle|\psi\rangle \) and \( |\varphi\rangle|\varphi\rangle \), respectively. Such purified states must be entangled states of system and environment when \( \rho \) and \( \sigma \) are mixed. Moreover, unlike in Eq. (11), these states may have nothing to do with the actual system-environment evolution.

In general, in order to saturate the traditional QSL, one must have access to those (possibly fictional) entangled states, and be able to perform highly non-trivial operations over both system and environment, such as \( |\psi\rangle|\varphi\rangle + |\varphi\rangle|\psi\rangle \), which can contain terms with high order of interaction [20, 51]. Since in practice one has little, if any control over the environment degrees of freedom, and nearly no access to the entangled state of the system and environment combined, the traditional QSL rapidly loses its efficacy.

In contrast, bound \( T_D \), introduced in Eq. (4), provides a conservative estimate of the minimal evolution
time between two states \( \rho \) and \( \sigma \), under the assumption of no access to their purification. The speed of the evolution is assessed observing only the local part (the system) of a global evolution (the underlying unitary evolution of system and environment), as expressed by Eq. (11), while still allowing for optimal driving of the purifications of \( \rho \) and \( \sigma \). In addition to the ability of QSLs to represent an achievable bound for the minimal evolution time, their usefulness also depends on how easily they can be calculated and measured. We discuss this aspect in the next section, comparing the features of our bound \( T_D \) to those of other QSLs.

5 Feasibility

As discussed in the introduction, the usefulness of a QSL bound is directly linked to the feasibility of its evaluation, whether it be computational or experimental. There are two types of difficulties that one might encounter in the evaluation of a QSL. First, computing the distance, that in our case is given by the orbit-independent term in the numerator of Eq. (4), and second, evaluating the speed, that in our case is given by the orbit-dependent term in the denominator of Eq. (4). While the latter is usually related to some norm of \( \rho_t \), the former changes remarkably from bound to bound. We address the distance first, before proceeding to a discussion of the speed.

The distance. — Among all the QSL bounds known so far one can make a clear-cut distinction between the type of distances that have been used: either they require evaluating the overlap \( \text{tr}[\rho \sigma] \) between the initial and the final states \([49–51]\), or they require to calculate \( \sqrt{\rho} \) and \( \sqrt{\sigma} \) (or similar functions) \([30, 33, 48]\). The latter is much more complicated than the former, as it requires solving the eigenvalue and eigenvectors of \( \rho \) and \( \sigma \). While solving the former does not require diagonalizing the density matrices. Moreover, the overlap between two density operators (\( \text{tr}[\rho \sigma] \)) is easily measured experimentally using a controlled SWAP and measurement on an ancillary system \([53]\) independent of the dimensions of the system.

The same approach can be used to estimate the fidelity between \( \rho \) and \( \sigma \), i.e., \( \text{tr}[\sqrt{\rho} \sqrt{\sigma} \sqrt{\rho} \sqrt{\sigma}] \), but the number of interference experiments required grows with the dimension of the system in order to reach a good approximation. Conveniently, our bound \( T_D \) simply depends on the overlap \( \text{tr}[\rho \sigma] \): This feature elevates \( T_D \) to the most favourable choice, even in the cases where its tightness is comparable to that of other QSLs.

The speed. — We now move on to the orbit-dependent term \( \|\rho_t\| \), i.e., the denominator of Eq. (4), which appears in different forms in virtually every QSL bound. This term can be interpreted as the speed of the evolution \(^4\), and it can be hard to compute, as it might require the knowledge of the solution \( \rho_t \) to the dynamical problem \( \dot{\rho}_t = L[\rho_t] \). For this reason, one might criticize QSLs as being impractical, or ineffective, if too hard to compute. Surely, when QSLs are easy to compute, they can be used to quickly estimate the evolution time \( \tau \), required by some specific dynamics \( \dot{\rho}_t = L[\rho_t] \) to evolve between \( \rho \) and \( \sigma \), however, their main purpose is rather to answer the question, can we evolve faster? The evaluation of a QSL bound for the initial and final states \( \rho \) and \( \sigma \), along the orbit described by \( \rho_t \), immediately tells us if we could evolve faster along another orbit that has the same speed, or confirms that we are already doing the best we can.

Besides, it is not always necessary to solve the the dynamics of the system in order to evaluate the speed, which can be constant along the orbit. For example, the standard deviation of any time-independent Hamiltonian \( H \) is a constant of motion, and can be directly obtained from the initial state of the system and the Hamiltonian \( H \), making the speed extremely easy to compute. In the more general case of an actually orbit-dependent speed, it is often possible to numerically and experimentally estimate \( \|\rho_t\| \) using the following approach: First, we can approximate \( \rho_t \) with the finite-time increment, \( \rho_t \sim (\rho_{t_2} - \rho_{t_1})/(t_2 - t_1) \), where \( t_{1,2} = t \pm \epsilon/2 \), for small \( \epsilon \). We then proceed with the approximation

\[
\text{tr}[\rho_{t_2}^2] \sim \frac{\text{tr}[\rho_{t_2}^2] + \text{tr}[\rho_{t_1}^2] - 2\text{tr}[\rho_{t_2}\rho_{t_1}]}{|t_2 - t_1|^2}.
\] (12)

Each term on the numerator of the right-hand side of Eq. (12) can be evaluated with a controlled-SWAP circuit, as one would do for \( \text{tr}[\rho \sigma] \), as described above and in Ref. [53]. In this sense, the Euclidean metric considered here has an advantage over those featuring \( \sqrt{\rho_t} \), such as those based on quantum fidelity and affinity, since in general it requires fewer measurements for each instantaneous sample of the speed of the evolution. Nevertheless, obtaining a precise estimation of the average speed of the evolution is generally hard, requiring a number of samples that strongly depends on the distribution of the velocities of the considered process, independently of the notion of the considered metric. When such estimation has to be approached, it is thus fundamental to reduce the amount of measurements required to obtain each instantaneous sample of the speed of the evolution. In the next section, we will show that, in addition to being more feasible, our bound also outperforms existing speed limits for the majority of processes.

\(^4\)Note that \( \rho_t \) is proportional to the tangent vector \( \dot{\rho}_t \), which can be regarded to as the velocity. Accordingly, the norm of the latter if the speed, and it is proportional up to a constant of motion to the HS norm of \( \rho_t \).
6 Tightness

Tightness of QSL bounds.— As stated in the introduction, one of our main interests is the performance of our bound $T_D$, in particular its tightness relative to other proposed QSLs. To this end, we must ensure that different bounds are fairly compared: Since QSL bounds depend on the orbit, they can only be compared with each other when evaluated along a chosen evolution, given fixed initial and final states. If their orbit-dependent terms are identical for any given evolution, such a comparison reduces to the evaluation of their orbit-independent terms. We compare our bound to the most significant bounds appearing in the literature [30, 33, 48–50] which either depend on the overlap $\text{tr}[\rho\sigma]$ or require the evaluation of quantum fidelity $F(\rho, \sigma) = \text{tr}[\sqrt{\sqrt{\rho}\sigma\sqrt{\rho}}]$ [65], affinity $A(\rho, \sigma) = \text{tr}[\sqrt{\rho}\sigma\sqrt{\rho}]$ [66], or Fisher information [67].

We begin by considering the bound of Pires et al. [33]. In fact, Ref. [33] gives an infinite family of bounds that can be adjusted to fit the particular type of evolution that one might consider. However, as we pointed out in Ref. [51], this freedom of choice has a drawback: The task of finding the right distance that induces a tight bound for the desired evolution is a difficult one. In addition, these bounds require the calculation of quantum fidelity or quantum Fisher information, which are almost always harder to evaluate and measure in comparison with the Hilbert-Schmidt norm (as discussed above). For these reasons, we disregard the family of bounds in Ref. [33] from our subsequent discussion and proceed with the more practically feasible ones.

As different bounds can be meaningfully compared only when evaluated along the same orbit, one might be led to assume that the hierarchy between the bounds depends on the process in question. However, the orbit-dependent term that appears at the denominator of bounds from Refs. [48–50] is always given by $\|\rho_t\|^5$ (i.e., the strength of the generator), or can be directly compared with it, up to some orbit-independent factors. This fact allows us to reduce the hierarchy of the bounds to that of the distance terms that depend only on the initial and final states, regardless of the chosen process and orbit. When this direct comparison is not possible, such as for the case of the bound in Ref. [30], we need to resort to numerical comparison.

The orbit-independent term of our bound can be directly compared with those of Sun et al. [50] and Del Campo et al. [49], which depend on the overlap $\text{tr}[\rho\sigma]$. In order to analytically compare our bound to that of Deffner et al. [48], we over-estimate the orbit-independent term of the latter by replacing the fidelity with its lower-bound sub-fidelity, introduced in [68], which depends on the overlap $\text{tr}[\rho\sigma]$, and on the additional quantity $\text{tr}[(\rho\sigma)^2]$. For brevity, we will henceforth refer to previously introduced bounds by the corresponding first author’s name.

As a result we find that, independently of the chosen process (i.e., for every choice of the generator $\rho_t$), the bound $T_D$ expressed in Eq. (4) is tighter (i.e., greater) than Sun’s, Del Campo’s, and Deffner’s for every (allowed) choice of $\rho$ and $\sigma$

$$T_D \geq \max\left\{T_{\text{Sun}}, T_{\text{Del Campo}}\right\}, \quad \forall \rho, \sigma \in S(\mathcal{H}_S),$$

$$T_D \geq T_{\text{Deffner}} \forall \rho, \sigma, \text{ s.t. } \rho^2 = \rho \text{ or } \sigma^2 = \sigma,$$

(see Fig. 3 a). While Sun’s and Del Campo’s QSLs are as easy to compute as our QSL given in Eq. (4), they are also the loosest bounds. In contrast, Deffner bound’s can be as tight as ours, but, since it requires the evaluation of $\sqrt{\rho}$ and $\sqrt{\sigma}$, it is less feasible. In particular, Deffner’s bound has been proven to be valid only when one of the two states is pure, i.e., $\rho = \rho^2$ (or $\sigma = \sigma^2$) [50]. Under this condition our bound is always tighter than Deffner’s. Additionally, we can analytically extend the validity of Deffner’s bound to a larger class of cases by comparing it with our bound, and studying the region of the space of states for which $T_D$ is larger. All the details about the relative tightness of the considered bounds can be found in Appendix B.

Finally, we compare our bound to that of Ref. [30] by Mondal et al., derived for the case of any general evolution, starting from the assumption that the initial state of the system $\rho_0$ is uncorrelated with that of the environment $\gamma_E$, i.e., $I_{0} = \rho_0 \otimes \gamma_E$. The orbit-independent term of their bound is a function of the affinity $A(\rho_0, \rho_\tau) = \text{tr}[\sqrt{\rho_0}\sqrt{\rho_\tau}]$ between initial and final states of the system, $\rho_0$ and $\rho_\tau$, respectively [30], which, as mentioned earlier, is hard to calculate and to measure as it requires the diagonalization of both density operators. The orbit-dependent term of their bound is a function of the root of $\rho_0$ and of an effective Hamiltonian $H_S = \text{tr}_E[H \otimes \gamma_E]$, where $H$ is the total system-environment Hamiltonian. This function is not equivalent to $\|\rho_\tau\|$ (not even up to an orbit-independent factor), so we must calculate the two bounds for any given choice of dynamics, i.e., for any choice of total system-environment Hamiltonian $H$ and of initial state of the environment $\gamma_E$.

As such, we proceed with a numerical comparison of the two bounds. We randomly generate total Hamiltonians $H$, initial states of the environment $\gamma_E$, and initial states of the system $\rho_0$, in order to choose the initial state of the system $\rho_\tau = \text{tr}_E[U_T^\dagger \rho_0 \otimes \gamma_E U_T^\tau]$, where $U_T = \exp[-iH_T \tau]$, fixing $\tau = 1$ for reference. We then compute both bounds for each instance of $H$, $\gamma_E$, and $\rho_0$ and compare their performance by measuring the difference $T_D - T_{\text{Mondal}}$. Remembering that $\tau = 1$, and that both bounds must be smaller than $\tau$, the difference $T_D - T_{\text{Mondal}}$ must be bounded by $-1$ and $1$. 



\footnotesize
\begin{itemize}
\item In particular, we selected the Hilbert-Schmidt norm for an-
\item lytically comparison, while we have evaluated operator norm and trace numerically, if required by the considered QSL.
\end{itemize}
Our numerical results provide a convincing evidence of the performance of $T_D$ over $T_{\text{Mondal}}$, with the former being larger then the latter in 94% of the cases for the considered sample, with an average difference of $0.57 \pm 0.28$ (see Fig. 3 for the details about the numerical study). While Mondal’s bound performs better than Deffner’s, Sun’s and Del Campo’s, it is arguably less feasible than all of them, as it involves the evaluation of $\sqrt{\rho}$ and $\sqrt{\sigma}$ for both distance and speed terms.

We have now shown that bound $T_D$ of Eq. (4) is tighter than the QSLs by Del Campo et al. [49], by Sun et al. [50], and by Deffner et al. [48], for all processes, while being just as easy to compute (if not easier). We have also provided numerical evidence of the superiority of our bound $T_D$ over the QSL by Mondal et al. [30] for almost all processes (for over 90% instances), while being more feasible.

7 Conclusions

In this Article, we have presented a geometric quantum speed limit for arbitrary open quantum evolutions, based on the natural embedding of the space of quantum states in a high-dimensional ball, where states are represented by generalized Bloch vectors. Our speed limit $T_D$ is induced by the Euclidean norm of the displacement vector $r-s$ between the two generalized Bloch vectors $r$ and $s$, associated with the initial and final states of the evolution. The measure of distinguishability that arises from this choice of distance corresponds to the Hilbert-Schmidt norm of the difference between initial and final states, $\rho$ and $\sigma$. The use of this norm has several benefits: it allows for the effective use of optimization techniques, such as convex optimization and semidefinite programming [69], it is easy to manipulate analytically and numerically, it has a straightforward geometric interpretation, and it is independent from the choice of the Lie algebra $A$ of $SU(d)$ used to represent states as GBVs. The Hilbert-Schmidt norm is also widely used in experimental context, not only for quantum optimal control tasks, in order to impose finite energy bandwidth constraints on the control Hamiltonian [70, 71].

We have considered the case of general open dynamics, in terms of a system-environment Hamiltonian and convolution with a memory kernel, as well as the special cases of unitary evolution and Lindblad dynamics. While the performance of many QSLs diminishes when increasingly mixed states are considered, our bound remains robust under mixing, as well as under composition. We have discussed the form of the our bound, with particular attention given to the speed of the evolution. We highlighted the differences between our bound and the traditional QSL, induced by the Bures distance, and shed light on the reasons for the poor performance of the latter. Comparatively speaking, our bound outperforms several bounds derived so far in the literature [30, 48–50] for the majority (if not all) processes. We have also addressed the physical interpretation of our bound, as well as that of similar QSLs, by providing a feasible experimental procedure that aims at the estimation of both the distance $D$ and the speed of the evolution $\|\dot{\rho}\|$, while showing that our bound is easier to compute, as well as experimentally measure, than the other comparably tight bounds [30, 33, 48]. These features indicate $T_D$ as the preferred choice of QSL. In particular, the versatility of this bound, as compared to that of Ref. [51], allows it to be used for an much larger class
of dynamics, which we have only just approached with our examples in Section 4; a reflection that will hopefully be inspiring for further studies.

The efficacy of the QSL derived from this distance suggests that the use of a real vector space equipped with Euclidean metric to represent the space of operators could also find application in the search for constructive approaches to time-optimal state preparation and gate design. This geometric picture might also offer solutions to some urgent outstanding problems, such as quantum optimal control in the presence of uncontrollable drift terms and constraints on tangent space, local quantum speed limits for multiparticle evolution with restricted order of the interaction, and time-optimal unitary design for high-dimensional systems. The restrictions imposed by the constraints on the generators of evolution are known to dramatically change the the geodesic that connects two states, and thus the bound on the minimal time of evolutions, as discussed in Refs. [72, 73]. There, the authors introduced methods to bound the speed of evolution depending on the form of uncontrollable drift terms, control complexity and size of the system, obtaining accurate results for the case of single qubits in Ref. [74]. Combining such considerations with the geometric approach used here could simplify the task of improving quantum speed limits and optimal driving of controlled quantum systems, by exploiting constants of motions that are easier to represent in the generalised Bloch sphere picture.

Adapting this approach could find applications in other areas of quantum information, such as quantum metrology and quantum thermodynamics, where geodesic equations and geometric methods are routinely employed for the solution of optimization problems. While an attainable speed limit for arbitrary processes is yet to be found, its comprehension goes hand in hand with the understanding of the geometry of quantum states, as well as with the development of constructive techniques for time-optimal control.
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A Derivation of bound 4 from distance 3

Given two states $\rho$, $\sigma \in S(H_S)$ of the system, with associated generalized Bloch vectors $r$, $s$, respectively, the function $D(\rho, \sigma) = \|r - s\|_2$ expressed in Eq. (3) is clearly a distance, as it is the Euclidean norm of the displacement vector $r - s$ [46]. $D$ can be expressed as a function of the dimension $d$ of the system and of the density matrices $\rho$ and $\sigma$, remembering that

$$\text{tr}[\rho - \sigma]^2 = \text{tr}\left(\frac{d}{d-1} \sum_{a,b} (r_a - s_a)(r_b - s_b)\Lambda_{a,b}\right)$$

$$= \frac{d(d-1)}{2d^2} \sum_{a,b} (r_a - s_a)(r_b - s_b)\text{tr}[\Lambda_{a,b}],$$

$$= \frac{d-1}{2d} \sum_{a,b} (r_a - s_a)(r_b - s_b)2\delta_{ab},$$

$$= \frac{d-1}{d}\|r - s\|_2^2;$$

thus, recalling that $\|\rho\| = \sqrt{\text{tr}[\rho^2]} = \sqrt{\text{tr}[\rho^2]}$,

$$D(\rho, \sigma) = \sqrt{\frac{d}{d-1}}\|\rho - \sigma\|.$$ \hspace{1cm} (15)

The proof for the QSL bound of Eq. (4) is carried out as follows: Consider a parametric curve $\gamma(s) : [0, S] \in \mathbb{R} \rightarrow \mathbb{R}^N$ for some $N \geq 1$, that connects two different points $A = \gamma(0)$ and $B = \gamma(S)$. Let $\|\cdot\|_q$ be some norm, specified by $q$, on $\mathbb{R}^N$, which induces the distance $D(A, B) = \|A - B\|_q$. The length of the path $\gamma$ is given by $L[\gamma]_q = \int_0^S ds \|\gamma'(s)\|_q$, where $\dot{\gamma}(s) = d\gamma(s)/ds$. Since $D(A, B)$ is the geodesic distance between $A$ and $B$, any other path between the two points can be either longer or equal, with respect to the chosen distance (associated by the chosen norm), thus $D(A, B) \leq L[\gamma]_q$. In particular, we choose $D(\rho, \sigma) = \|r - s\|_2$ and $\gamma(t)$ as the parametric curve generated by some arbitrary process, with $\gamma(0) = r$, and $\gamma(t) = s$. Accordingly, the length of the curve is given by $L[\gamma]_q = \int_0^S dt \|\dot{\gamma}(t)\|_2$. Recalling that $\|\dot{\gamma}(t)\|_2 = \sqrt{\frac{d}{d-1}}\|\dot{\gamma}(t)\|_2$, we obtain the bound. $\blacksquare$

B Comparison of significant QSL bounds

As mentioned in the letter, we have considered some significant bounds [30, 33, 48–50] to test the performance of our bound $T_D$.

First, we notice Pires’s bound is in fact an infinite family of bounds, which depend on the choice of the distance/metric chose to fit the specific type of evolution. Optimal choices of the distance are well known for some notable cases, such as that unitary evolution of pure states, as mentioned above. However, for the general case of arbitrary processes a preferred distance has not been specified by authors in [33]. For this reason we cannot perform a direct comparison between bound $T_D$ and Pires’s, which will be disregarded henceforth. We then analytically compare our bound to Sun’s, Del Campo’s, and Deffner’s bounds. The last three bounds are given by

$$T_{\text{Sun}} = \frac{1 - \text{tr}[\rho^2]}{2\|\dot{\rho}\|},$$ \hspace{1cm} (17)

$$T_{\text{Del Campo}} = \frac{1 - \text{tr}[\rho^2]}{2\|\dot{\rho}\|},$$ \hspace{1cm} (18)

$$T_{\text{Deffner}} = \frac{\sin^2 \left( \text{arccos} \left( F(\rho, \sigma) \right) \right)}{\|\dot{\rho}\|},$$ \hspace{1cm} (19)

where $F(\rho, \sigma) = \text{tr}\left[ \sqrt{\rho\sigma \sqrt{\rho \sigma}} \right]$ is the quantum fidelity between $\rho$ and $\sigma$. The orbit-dependent term of all of these bounds only depends on the strength of the generator $\|\dot{\rho}\|$, or can be bounded by some quantity that only depends on this term. This observation allows us to evaluate the relative tightness of these bounds and of $T_D$ just by comparing their orbit-independent terms. Let us assume that $\text{tr}[\rho^2] \geq \text{tr}[\sigma^2]$, without loss of generality, and introduce the enhanced bounds

$$T_{\text{Sun}}^* = \frac{1 - \text{tr}[\rho^2]}{2\|\dot{\rho}\|},$$ \hspace{1cm} (20)

$$T_{\text{Deffner}}^* = \frac{\sin^2 \left( \text{arccos} \left( E(\rho, \sigma) \right) \right)}{\|\dot{\rho}\|},$$ \hspace{1cm} (21)

where $E$ is the sub-fidelity

$$E(\rho, \sigma) = \sqrt{\text{tr}[\rho^2] + 2(\text{tr}[\rho^2]^2 - \text{tr}[\rho^2 \sigma])},$$ \hspace{1cm} (22)

which is a lower bound to $F$ [68]. Both enhanced bounds $T_{\text{Sun}}^*$ and $T_{\text{Deffner}}^*$ are larger than the respective bounds of Eqs. (17) and (19). Therefore, whenever $T_D$ is larger than the enhanced bounds it is also surely larger than the actual ones. Moreover, the enhanced bounds have orbit-independent terms that only depend on the following four parameters

$$x := \text{tr}[\rho^2],$$ \hspace{1cm} (23)

$$y := \text{tr}[\sigma^2],$$ \hspace{1cm} (24)

$$z := \text{tr}[\rho \sigma],$$ \hspace{1cm} (25)

$$\beta := \text{tr}[\rho^2 \sigma],$$ \hspace{1cm} (26)

where $x, y$ are bounded by $1/d$ from below and by 1 from above, $z$ is bounded by $\sqrt{xy}$ from above, and $\beta$
is bounded by $z^2$ from above. We proceed with the evaluation of the relative tightness of these bounds and of $T_D$ just by comparing their orbit-independent terms, obtaining

$$\left|1 - \frac{z}{\sqrt{y}}\right| \frac{\sqrt{x}}{2} \leq \sqrt{x + y - 2z} \Rightarrow T_{\text{Sim}}^* \leq T_D,$$  \hspace{1cm} (27)

and

$$\left|1 - \frac{z}{x}\right| x \leq \sqrt{x + y - 2z} \Rightarrow T_{\text{Del Campo}} \leq T_D,$$  \hspace{1cm} (28)

for all $p, \rho, \sigma \in S(\mathcal{H}_S)$ and all processes.

As mentioned in the main text, Deffner’s bound is proven to be valid only when one of the two states is pure, i.e., for $\rho = \rho^d$ (or $\sigma = \sigma^d$) [50], i.e., when $x = 1$. Under this condition sub-fidelity, fidelity and super-fidelity all coincide [68] to be equal to $\sqrt{\text{tr}[^3\rho\sigma]}$, and we obtain

$$\sin^2 \left[ \arccos \left(\sqrt{\frac{z}{x}}\right) \right] \leq \sqrt{1 + y - 2z} \Rightarrow T_{\text{Deffner}}^* \leq T_D,$$  \hspace{1cm} (29)

which proves our statement.

\section*{C Extending the validity of bound by Deffner et al.}

We will now show that our bound can be used to extend the validity of Deffner’s bound [48] to the case of mixed initial states $\rho$, with $\text{tr}[\rho^d] < 1$. As mentioned earlier, we can directly compare our bound $T_D$ to the enhanced bound $T_{\text{Deffner}}^*$, given in Eq. (21), which is always larger then the actual bound $T_{\text{Deffner}}$. Since our bound is valid for any initial state $\rho$, anytime $T_D$ is larger then $T_{\text{Deffner}}^*$, then $T_{\text{Deffner}}$ is guaranteed to be valid for such values of $x$, $y$, $z$, and $\beta$. Even though there is not a universal hierarchy between these two bounds, we can express a ranking between $T_D$ and $T_{\text{Deffner}}$ using the following strategy: We calculate the probability $p(T_D \geq T_{\text{Deffner}}^*)$ of $T_D$ being larger than the upper bound on $T_{\text{Deffner}}$ in the space spanned by $z \in [0, \sqrt{\frac{y}{x}}]$ and $\beta \in [0, z^2]$, as the ratio between the area where $T_D > T_{\text{Deffner}}^*$ and the area of the full space spanned by $z$ and $\beta$,

$$p(T_D \geq T_{\text{Deffner}}^*) = \int_{0}^{\sqrt{\frac{y}{x}}} \int_{0}^{z^2} \frac{\text{sgn}((\Gamma(x, y, z, \beta) + 1)dz d\beta}{\int_{0}^{\sqrt{\frac{y}{x}}} \int_{0}^{z^2} dz d\beta},$$

\hspace{1cm} (30)

where $\text{sgn}$ is the sign function, and

$$\Gamma(x, y, z, \theta) = \sqrt{x + y - 2z} + \sin^2 \left[ \arccos \left(\sqrt{z + \sqrt{2(z^2 - \beta)}}\right) \right].$$

\hspace{1cm} (31)

The probability $p(T_D \geq T_{\text{Deffner}}^*)$ is a function of $x$ and $y$ measures how often $T_D$ is larger then Deffner in the space spanned by $z \in [0, \sqrt{\frac{y}{x}}]$ and $\beta \in [0, z^2]$, given $x$ and $y$. As a result, we obtain a general rule of thumb to decide which bound to use given the purity of initial and final states: For $y(1 - x)$ bound $T_D$ is outperform Deffner’s (and vice versa for $y \leq 1 - x$), as shown in Fig. 4 \textbf{a}. Additionally, we have directly compared our bound $T_D$ to $T_{\text{Deffner}}$ numerically in Fig. 3 \textbf{c}, sampling $3 \cdot 10^6$ initial and final states from the Bures and the Ginibre ensembles. As can be seen from the figure, our bound outperforms Deffner’s for the vast majority of the cases, as shown in Fig. 4 \textbf{b}.  
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\textbf{Figure 4:} (a) The fraction of processes (quantified by their end points) for which $T_D$ outperforms an upper bound on $T_{\text{Deffner}}$, calculated as the ratio of the parameter space spanned by $\text{tr}[\rho\sigma]$ and $\text{tr}[\rho^d\sigma^d]$ for which $T_D \geq T_{\text{Deffner}}$. A general rule of thumb to evaluate the relative tightness between bound $T_D$ in Eq. (4) and Deffner’s bound is given by $\text{tr}[\sigma^2] \geq 1 - \text{tr}[\rho^2] \Rightarrow T_D \geq T_{\text{Deffner}}$. Since $\text{tr}[\rho^2], \text{tr}[\sigma^2] \geq 1/d$, the region where $T_D$ outperforms Deffner’s bound is always larger than that where the converse holds, as shown by the red dashed lines delimiting the physical region for $d = 2, 3, 4$ (see Appendix C for details). (b) Numerical estimation of relative tightness between $T_D$ and $T_{\text{Deffner}}$, obtained sampling $3 \cdot 10^6$ initial and final states from the Bures and the Ginibre ensembles. Bound $T_D$ is almost always tighter than $T_{\text{Deffner}}$. 
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