Simulations of lithium-ion battery cells are usually performed with volume averaging methods that employ effective transport properties. Bruggeman’s model, which is widely used to determine these effective properties, is primarily based on the volume fraction of porous electrodes. It does not consider actual particle shape, size or the topology of constituent phases; these play a crucial role in determining effective transport. In this paper, a general derivation of the effective thermal conductivity of multiphase materials, which can be correlated with these factors, is derived using the volume averaging technique. Three-dimensional finite volume meshes of fully-resolved lithium-ion battery cathode microstructures are reconstructed from scanned images. Effective volume averaged thermal conductivity is then determined from numerical analysis of thermal transport on these meshes. It is shown that the Bruggeman model for effective thermal conductivity must be recalibrated to fit the effective thermal conductivity computed from these detailed simulations. The relevance of these results to effective transport properties typically employed in electrochemical simulations is presented. Commonly used theories for effective thermal transport in composites are evaluated for comparison. Furthermore, it is shown that Bruggeman’s exponents yield an important quantitative measure, the connectivity, to characterize the physical path for transport through the underlying phases.
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The importance of lithium-ion batteries is now well recognized in light of the global energy crisis, global warming and the need for efficient and inexpensive energy storage options. Battery physics encompass thermodynamics, electrochemistry, material science, transport phenomena and solid mechanics, and span multiple length and time scales.1,2 Realistic modeling of batteries across these disparate physics and scales is critical for their effective and safe commercialization.3

Research in lithium-ion batteries has been primarily driven by the need to develop cathode, anode and electrolyte materials that deliver high potential and capacity.3,4 On the cell level, the battery consists of a porous composite anode and cathode filled with an electrolyte and separated by a separator. Typically, the thickness of such a sandwich is hundreds of microns, while lateral dimensions are of the order of centimeters. Lithium ions shuttle between cathode and anode during charge and discharge. Active cathode particles (for e.g. LiCoO₂, LiMn₂O₄, LiFePO₄), which form the key constituent of batteries, are lithium insertion compounds and have high lithium ion conductivity. These active particles are spatially dispersed and held together by binder (such as polyvinylidene fluoride [PVDF]), while the electrolyte resides in the pores, wetting the active particles, and facilitating transport of lithium ions. The electronic conductivity of these active materials is generally low compared to lithium ion conductivity. Therefore additives like carbon particles are dispersed in the cathode to promote electronic conductivity, albeit at the cost of reduced energy density. On the cell level, experimentalists have tried to optimize the performance of batteries by changing the dimensions of active particles, volume fraction of the constituents and pores, etc.5-8 But only a few computational and simulation studies exist to guide these experiments.

The most widely used models for simulating electrochemical and thermal behavior of batteries on a cell level are volume averaged models.9,10 Volume averaging involves homogenization of the constituent phases of the porous electrode, eliminating the need to describe and represent the micro-structural configuration.11 The elimination of microstructural information is reflected in the need for modeling the effective properties of the volume-averaged medium. These models must, in principle, take into account the intrinsic properties of constituent phases, their volume fraction, and the structure of the battery electrodes, among other factors.

However, until recently, it was not possible to obtain real 3D microstructure of porous electrodes. This led to the numerous simplifications in the process of volume averaging. For instance, these models assume that the active particles are spherical in shape or are dispersed far apart from each other. Thus the resulting effective transport properties take into account only the volume fraction and the intrinsic properties of constituents. In reality, the topology and geometrical shape of the constituents significantly influence the effective transport properties. Topology, loosely defined here as the 3D network formed by the constituents, defines the pathways for ionic, electronic and thermal transport. It is therefore possible to have varying effective properties for the same volume fraction because of the differences in topology. Similar effects can be attributed to the deviation of the geometry of particles from canonical shapes like spheres or ellipsoids.12 At the same time, topology and geometry cannot be considered static for batteries. They change during the process of charging/discharging because of particle volume changes or due to fracture/cracks developed during cycling as a result of differential stresses.13 It is therefore necessary to develop models based on the actual three-dimensional geometry, fully resolving the various phases (active material, carbon, binder, and electrolyte) of the electrode. This is being made possible with the advent of instruments like micro-computed tomography (μCT) scanners and focused ion beam-scanning electron microscopes (FIB-SEM) in conjunction with advanced image processing techniques.14

Unlike volume averaging, performing transport simulations on geometries explicitly partitioned into various constituent phases can be termed as fully resolved pore-scale or particle-scale simulations (some authors also use the term direct numerical simulation (DNS)). A few papers have been published using pore-scale simulations, employing simple synthetic geometries and other simplifications.15-17 Additionally, pore-scale electrochemical simulations on real particle bed reconstructions have recently been reported.18,19 However, the length scales of fully-resolved reconstructed volumes attainable are orders of magnitude smaller than the global length scale of a battery cell and therefore are not amenable to simulations directly on the global scale. A feasible pathway is to use a combination of pore scale simulations and volume averaging using a representative elemental volume (REV). An REV refers to a spatial volume that is large enough compared to the particle length scale but small compared to the dimensions of the cell. Because of periodic nature of the porous structure, an ideal REV can be chosen that is able to capture the essential topological and geometrical information statistically. By performing a pore-scale simulation on these fully resolved REVs, it is possible to develop constitutive models for transport properties for use in volume averaged
transport models. Bruggeman’s relation\(^{20,21}\) has commonly been used to correlate and model effective transport in batteries.

Thermal issues in lithium-ion batteries remain one of the key bottlenecks to achieving efficiency, safety, and life.\(^{22,23}\) One of the critical issues is thermal runaway, in which inadequate heat dissipation raises the battery temperature above critical limits, and triggers exothermic reactions in a positive feedback loop.\(^{22}\) Therefore, it is important that effective thermal properties of battery materials like thermal conductivity and specific heat capacity be characterized accurately. Few experimental measurements of these properties have been reported in this regard.\(^{24,25}\) Thus far, volume-averaged thermal simulations have been carried out using such data as are available.\(^{30,31}\) In this paper, we develop the basic methodology for deriving effective thermal conductivity from detailed pore-scale simulations of heat transport in battery microstructures. We correlate our computed transport properties not only to the volume fractions of constituents but also to their microstructure geometry using modified Bruggeman’s exponents. Furthermore, we address other effective transport properties such as mass diffusivity, ionic conductivity and electrical conductivity. We demonstrate that commonly used power law exponents in the Bruggeman model\(^{28}\) must be recalibrated to fit the effective properties computed from these fully resolved pore-scale simulations. An important outcome of our simulations is the insight that these modified Bruggeman’s exponents provide into the structure and connectivity of the underlying electrode material.

Section Theory and modeling describes the volume-averaging of the multiphase heat conduction equation from first principles. The procedure for obtaining the real 3D microstructure geometry and the corresponding finite volume mesh for numerical simulations is described in section Geometry reconstruction and mesh generation. Section Numerical simulation describes the process of performing pore-scale simulations on these reconstructed geometries. The results of these simulations, including the computation of modified Bruggemman’s exponents, are discussed in section Results. The comparison of thermal results with other effective medium theories, quantification of the microstructure geometry with exponents, and the relevance of the exponents to electrochemical simulation are also presented in this section. We close the paper with a brief description of follow-up work.

**Theory and Modeling**

We present here a concise derivation of the determination of effective thermal conductivity of a two-phase material using the volume-averaging technique proposed by Slattery.\(^{29}\) Mass, momentum (flow) and heat transport equations for multiphase or porous materials have previously been derived based on this technique.\(^{30,31,32,11}\)

**Intrinsic heat conduction equation.—** The transient heat conduction equation for two phases in the Fourier limit is given by

\[
ρ_i C_{pi} \frac{∂T_i}{∂t} + \nabla \cdot \mathbf{J}_i = 0 \quad i = 1, 2
\]

\[
\mathbf{J}_i = -k_i \nabla T_i
\]

where the subscript \(i\) refers to \(i\)th material phase. Here \(\mathbf{J}_i\) is the heat flux, \(T_i\) is the spatial distribution of temperature, \(k_i\), \(ρ_i\), \(C_{pi}\) are the intrinsic thermal conductivity, density and specific heat capacity respectively, and \(\nabla T_i\) is the gradient of the temperature field for phase \(i\). In addition, temperature and heat flux must be continuous at the interface \(S\) between the two phases.

**Volume-averaged equations.—** Figure 1 shows the schematic representation of a two-phase material, where phase 1 (henceforth referred as the particle phase) is dispersed in phase 2 (referred to as the matrix). The length scale of the particles is \(l_p\). Figure 1b shows a representative elemental volume (REV).\(^{33}\) In order to capture statistical properties adequately,\(^{34}\) the length scale of the REV, \(l_{REV}\), must be larger than \(l_p\), but much smaller than that the global length scales of the domain under consideration, \(l_d\). i.e. \(l_p \ll l_{REV} \ll l_d\). Assuming that \(ρ_i\), \(C_{pi}\) and \(k_i\) are spatially constant, one can apply the volume averaging theorems in Refs. 29, 11 to the equations for the intrinsic media (Eq. 1) in the REV, and derive the volume averaged equations for phase \(i\)

\[
ρ_i C_{pi} \frac{δ}{δt} \bar{T}_i + \nabla \cdot (\mathbf{J}_i) - Q_{ij} = 0
\]

\[
\mathbf{J}_i = -k_i \nabla \bar{T}_i - \Psi_i
\]

\[
\Psi_i \equiv -\frac{k_i}{V} \int_S T_i \mathbf{n}_j dS
\]

\[
Q_{ij} \equiv \frac{1}{V} \int_S \mathbf{J}_i \cdot \mathbf{n}_j dS = \frac{-1}{V} \int_S \mathbf{J}_j \cdot \mathbf{n}_i dS
\]

Here the local volume average temperature \(\bar{T}_i\) is defined as

\[
\bar{T}_i = \frac{1}{V} \int_S T_i dV
\]

The normal vector \(\mathbf{n}_j\) points from phase \(i\) to phase \(j\) at the interface. The term \(Q_{ij}\) represents the interfacial heat transfer from phase \(i\) to \(j\) through the interfacial area \(S\) inside the REV. The term \(\Psi_i\) represents the thermal tortuosity vector and quantifies the deviations of the heat flux vector caused by the physical obstruction of the transport path in one phase due to the presence of the other phase.\(^{11}\) The term \(k_i \nabla \bar{T}_i\) represents the global heat flux vector, while the tortuosity vector represents the effect of the local thermal gradient within the REV. According to Eq. 3, the tortuosity term \(\Psi_i\) should be a positive quantity that decreases the term \(k_i \nabla \bar{T}_i\). The effect of structure geometry...
enters the governing equations through the terms $\Psi_i$ and $Q_{ij}$. Therefore volume-averaged models postulate approximate models for these terms to obviate the need for explicit microstructural information.

It is convenient to model the tortuosity term $\Psi_i$, as a fractional value of the global gradient term $k_i \nabla T_i$\textsuperscript{10,11} along with a geometrical factor $H_i$ so that

$$\Psi_i = k_i H_i \nabla T_i$$ \textsuperscript{[8]}

It is common practice\textsuperscript{11} to write the expression for the geometric factor $H_i$ in terms of a volume fraction $\varepsilon_i$ and an exponent $d_i$ given by

$$H_i = 1 - (\varepsilon_i)^{d_i}$$ \textsuperscript{[9]}

Thus $0 \leq H_i \leq 1$.

Using the definition of intrinsic volume averaged temperature, $T_i = \varepsilon_i \bar{T}$, followed by the assumption that $\varepsilon_i$ is spatially and temporally invariant, the volume averaged equation for heat diffusion may be written as,

$$\varepsilon_i \rho_i C_{pi} \frac{\partial}{\partial t} (T_i) + \nabla \cdot (-(k_i \varepsilon_i)^{d_i} \nabla (T_i)) - Q_{ij} = 0$$ \textsuperscript{[10]}

In the absence of fast transients and heat generation terms,\textsuperscript{32} the condition of local thermal equilibrium may be invoked i.e., $\nabla (T_i) = \nabla (\bar{T})$. Assuming steady state and adding the equations for the two constituent phases, we obtain

$$\nabla \cdot (-(k_i (\varepsilon_i)^{d_i} + k_s (\varepsilon_s)^{d_s}) \nabla (T)) = 0$$ \textsuperscript{[11]}

Equation 11 implies an effective thermal conductivity for the combined medium given by

$$k_{eff} = k_i (\varepsilon_i)^{d_i} + k_s (\varepsilon_s)^{d_s}$$ \textsuperscript{[12]}

Volume averaged charge and species transport equations.— The volume-averaged equations described above may not be applied only to heat transfer in the electrodes, but also to electrochemical simulations. In order to generalize the results in this paper, we consider a lithium-ion battery cathode as an example. The equations governing electrochemical transport in the cathode include those for the electrochemical potential in the electrolyte and the cathode particles, $\phi_E$ and $\phi_S$, and those for the lithium ion concentration in the electrolyte, $c_E$, and in the cathode particles, $c_S$. The transport of electrons through the cathode particles due to the electric potential is described by

$$\nabla \cdot (-(\sigma_E \varepsilon_E^{d_E}) \nabla (\phi_E)) + R_{SE} = 0$$ \textsuperscript{[13]}

The transport of lithium ions through the electrolyte across the cell due to their positive charge and the presence of an electric potential gradient is given by

$$\nabla \cdot ((-\kappa_E \varepsilon_E^{d_E}) \nabla (\phi_E)) + \nabla \cdot ((-\kappa_{PE} \varepsilon_E^{d_E}) \nabla (\ln (c_E))) + R_{SE} = 0$$ \textsuperscript{[14]}

The lithium ions that enter the electrolyte from the cathode particles are transported across the cell through the electrolyte and their motion due to mass diffusion is modeled by

$$\frac{\partial (\varepsilon_E (c_E))}{\partial t} + \nabla \cdot (-D_{KE} \varepsilon_E \nabla (c_E)) + T_{SE} = 0$$ \textsuperscript{[15]}

Finally, the transport of lithium from the interior of a cathode particle to the surface where the electrolyte wets it is described by

$$\frac{\partial (\varepsilon_S c_S)}{\partial t} + \nabla \cdot (-D_s \varepsilon_S \nabla c_S) + T_{SE} = 0$$ \textsuperscript{[16]}

Volume averaging is usually not performed on the above equation (Eq. 16) since the diffusion length scale of the lithium ion is that of the particle length scale. This equation has typically been modeled in the literature through simplified single-particle models.\textsuperscript{28,33,34}

In the above equations, the subscripts $E$ and $S$ refer to the cathode particle phase and electrolyte phase respectively. Furthermore, $c$ represents lithium ion concentration, $(\varepsilon)$ the volume averaged lithium ion concentration, $D$ the mass diffusivity of lithium ions, $\sigma$ the electric potential, $\sigma_E$ the electronic conductivity in the cathode particle phase, $\kappa$ the ionic conductivity in the electrolyte and $\kappa_s$ the diffusional conductivity taking into account the motion of the charged ions due to mass diffusion. The term $-\kappa_{PE} \varepsilon_E^{d_E} \nabla (\ln (c_E))$ is typically negligible for typical discharge rates. Similar to $Q_{ij}$ in Eqs. 10, $T_{ES}$, $T_{SE}$ and $R_{SE}$ in Eqs. 13, 14 and 15 represent interactions at the particle-matrix interface. These equations are similar in form to the thermal equation, Eq. 10. One can define effective diffusivities and conductivities for the different phases as

$$D_{E, eff} = D_{KE}$$ \textsuperscript{[17]}

$$\sigma_{S, eff} = \sigma_S$$ \textsuperscript{[18]}

$$\kappa_{E, eff} = \kappa_{KE}$$ \textsuperscript{[19]}

The pathways for transport of ions, electrons and heat are different in the cell. Consider an idealized battery where interconnected solid cathode particles are dispersed in an interconnected electrolyte phase (in reality binders are added to preserve the structure and carbon particles are added to enhance the electronic conductivity of cathode particles). After leaving the active cathode material, ions can only travel through the electrolyte phase (e.g. path 1 in Figure 2). Likewise, electrons travel only through the solid cathode phase (e.g. path 2 in Figure 2). However heat can travel though both phases, as depicted by path 3 in Figure 2. These differences result in significantly different Bruggemann’s exponents, as will be discussed in section Relevance to exponents used in electrochemical model equations.

Bruggemann’s effective conductivity.— Though there are many effective medium theories (discussed in section Comparison with other theories) for effective conductivity, we specifically discuss Bruggemann’s theory here because of its extensive adoption in the lithium-ion battery community. Bruggemann extended Maxwell’s formula using differential effective medium theory, to arrive at an expression for effective conductivity $k_{eff}$ of a composite system composed of a conductive phase of volume fraction $\varepsilon_2$ having conductivity $k_2$ with a dispersed phase of particles occupying volume fraction $\varepsilon_1$ having conductivity $k_1$ given by

$$\left(1 - \frac{k_{1} \varepsilon_{1}}{k_{2} \varepsilon_{2}}\right)^{1/3} \left(\frac{k_{2} \varepsilon_{2}}{k_{1} \varepsilon_{1}}\right)^{1/3} = 1 - \varepsilon_2$$ \textsuperscript{[20]}

Bruggemann’s derivation admits only particles of spherical shape and requires a wide range of sizes. Furthermore, the particles are assumed sufficiently far apart that their thermal fields do not interact, though there is no restriction on volume fraction of the constituents. For the particular case when the particles possess negligible conductivity ($k_1 \sim 0$), Eq. 20 defaults to the following equation for effective conductivity

$$k_{eff} = k_{2}$$
conductivity,

$$k_{\text{eff}} = \chi^1.5$$  \[21\]

It is this Bruggemann relationship (Eq. 21) that has often been used to correlate and predict effective properties in a porous structure, especially by the battery modeling community, for both electrochemical and thermal simulations. It is also noted here that Bruggeman’s effective conductivity is zero ($k_{\text{eff}} = 0$), for the case when the conductivity of matrix phase is negligible ($k_2 \sim 0, k_1 \neq 0$). The reason is because of the inherent assumption of discontinuity of the particulate phase for the non-interacting fields.

A number of alternative relations are available in the literature for the case of non-conducting dispersed particles. In rock physics, Archie’s law, which has been used to predict the electrical conductivity of fluid saturated in rocks, Archie’s law is purely empirical and similar to Eq. 21 in form. The exponent in Archie’s law has been found to vary between 1.3 and 4 in sedimentary rocks. It has been argued that the value of the exponent increases as the degree of connectivity of the corresponding conducting phase decreases. Sen et al. developed a theory for conduction through the pore space in sedimentary rocks based on self-similarity principles. The theory addresses high particle volume fractions and ellipsoidal particles. They also assume that the particle fields do not interact, and also that the pore space is always continuous. Their theory yields an exponent of 1.5 for spherical particles, consistent with the Bruggemann theory. For non-spherical particles with axes perpendicular to the external gradient, the exponent is found to be greater than 1.5. For the case when the particle axis is parallel to the external gradient, the exponent is less than 1.5. De La Rue and Tobias have found experimentally that for low-enough particle volume fractions (<0.4), Eq. 21 holds reasonably well for non-spherical suspensions, albeit with exponents somewhat different from 1.5.

The assumptions underlying the theories of Bruggeman and Sen et al. are not strictly satisfied for battery microstructures. Both the phases must be interconnected for the battery to function, and thus the particles are not sufficiently far apart to be non-interacting. In addition, particles are not always spherical in shape and the connectivity of the phases may evolve with cycling. Despite these violations, many published papers employ a value for the exponent in Eq. 21 of $d = 1.5$ for both electrochemical and thermal simulations. Thorat et al. summarizes the results of relevant papers that use other exponents. Our objective is to obtain the exponents in Eq. 12 through pore-scale simulation of the heat conduction equation in fully-resolved microstructures.

\textbf{Bruggeman’s exponent and connectivity.}—Bruggeman’s exponents ($d_1$ or $d_2$ in Eq. 12) in the limiting case of either $k_1 \rightarrow 0$ or $k_2 \rightarrow 0$ may be interpreted as representing the degree of connectivity of the conducting phase. Following Glover in, we consider a two-phase material in which one phase has zero conductivity, and the other, the $i^{th}$ phase, has non-zero conductivity. We define a geometry factor $G_i$ defined as:

$$G_i \equiv \frac{k_{\text{eff}}}{k_i} = \chi_i^d_i$$  \[22\]

Defining the term connectivity as $\chi_i = \chi_i^{d_i-1}$ (which is the inverse of the tortuosity frequently used in the literature), we obtain,

$$G_i = \chi_i$$  \[23\]

The value of connectivity $\chi_i$ ranges from 0 to 1, with 1 representing maximum connectivity and 0 representing a discontinuous phase. When $\chi_i = 1$, Eq. 23 postulates that the area of cross-section available for transport is proportional to the volume fraction $\epsilon_i$. Fractional values of $\chi_i$ represent additional resistance to transport resulting from local tortuosity, constrictions and weak connectivity. That is, the model represents the effect of these imperfections as a decrease in the effective cross-sectional area for transport. A value of $\chi_i = 0$ represents a complete absence of percolative pathways, resulting in zero effective conductivity of phase $i$. Low values of $\chi_i$ imply high values of $d_i$, i.e., the lower the connectivity of the phase, the higher the exponents in Eqs. 12, 17, 18 or 19). When the non-conducting phase is composed of disconnected spheres of varying diameters embedded in a conducting medium, the exponent $d_i$ takes a value of $1.5^{[41,46]}$ for the conducting phase. Thus, the connectivity $\chi_i$ is a good indicator of the underlying microstructural pathways for transport. In section Connectivity and Bruggeman’s exponents, we present $\chi_i$ values for different microstructures to help understand the structure of the underlying cathode material.

\section*{Geometry Reconstruction and Mesh Generation}

We turn next to the reconstruction of cathode geometry from X-ray tomography or dual beam FIB-SEM. Both techniques produce a series of 2D image slices which can be stitched together to obtain a full 3D image of the microstructure. X-ray tomography is a non-destructive technique and has been used for microstructure characterization of sintered porous materials, metal foams and lithium-ion batteries, among others. Dual beam FIB-SEM is a destructive technique wherein the sample is milled using FIB and subsequently imaged using SEM. Alternate milling and scanning produces a series of 2D image slices. FIB-SEM is being widely used for microstructure characterization of solid oxide fuel cells (SOFC) and lithium-ion batteries (see, for example in Ref. 45–47).

For this work we reconstruct 3D geometries from images of battery microstructures obtained from various research groups acquired using both techniques, the details of which are given in section Battery electrode microstructures. Figure 3a shows representative sample images of a battery electrode. The brighter regions correspond to the active material, and the darker regions to the non-active phases. The next step is to partition each individual image into sub-regions that represent the constituent phases. The process is called segmentation, which employs extensive image processing.

Segmentation of each individual image is performed by choosing a threshold value of brightness. However, as can be observed from Figure 3a, the transition of gray scale values is not crisp. Therefore image processing must be performed to eliminate spurious artifacts which would compromise the quality of the finite volume meshes ultimately generated. We employ the image processing module ScanIP of the software package SIMPLWARE for this purpose. Features of the software like image resampling, noise removal, island removal, floodfill filters etc. are applied on all the original scanned images. Parameters for applying these features can be optimized with some trial and error. We refer to our previous papers for detailed procedures. The result is a set of sharpened images that can now be employed for region identification and segmentation based on a chosen threshold brightness value. Figure 3b shows some representative segmented 2D images for the battery electrodes.
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between the phases. These governing equations are solved numerically on the REV computational domain. For thermal conductivity computation, the conjugate heat conduction problem is solved by imposing given-temperature boundary conditions on two opposite faces, with all other boundaries being held adiabatic. The effective thermal conductivity in a particular direction $x_i$ may be computed as,

$$k_{eff,x_i} = \frac{q}{\left(\frac{\partial T}{\partial x_i}\right)_A}$$

where $q$ is the heat rate at the domain face, which has an area $A$ normal to the direction of the gradient. The same procedure is applied to all three directions and the average of these three values is reported as the effective thermal conductivity.

We employ a conservative cell-centered finite volume scheme for solving the governing equations (Eq. 1). The meshes are composed of arbitrary convex polyhedral cells. Temperatures and thermal conductivities are stored at cell centers. The governing equations are discretized by enforcing conservation on each cell as described in Ref. 52 which yields a system of linear equations for temperature at cell centers. A variety of linear solvers, including an algebraic multigrid solver, may be used for solving the resulting linear equations.  

The governing equations are solved until convergence. Convergence criteria, based on the conditions of scaled residuals falling below a specified value, are employed for termination. For the domain sizes considered in this work, meshes contain approximately $10 - 20 \times 10^6$ cells. Numerical solution of a conjugate conduction problem on these meshes consumes a maximum of 4 hours of computational time on one core of a 2.3 GHz 12-Core AMD Opteron 6176 processor.

**Results**

**Battery electrode microstructures.**— Table I summarizes the information on the battery microstructures that we procured from two research groups. Most of the results presented in this paper employ microstructural scans from the Wood group, ETH Zurich, obtained using synchrotron radiation X-ray tomographic microscopy (SRXTM) (Sample A in Table I). The cathode material is a layered oxide LiNi$_{0.5}$Mn$_{0.3}$Co$_{0.2}$O$_2$ (NMC cathode). Various batteries have been manufactured by changing the weight fraction of carbon black and PVDF binder (2%, 3%, 4% and 5% of each) and under different compression pressures (0 GPa, 0.03 GPa, 0.06 GPa and 0.2 GPa), resulting in 16 combinations of cathodes. A 3% 0.6GPa case is a battery made with 94% weight fraction of cathode material, 3% carbon and 3% binder, and then compressed with 0.6 GPa after the battery is cast and heated in the oven. The cathode particles used are spherical in shape (Figure 1a of Ref. 48) ranging in diameter from 5 to 15 microns approximately. From one of the reconstructed volumes in Figure 4, we observe that the cathode particles are generally spherical in shape. All the batteries are uncycled. As batteries are generally manufactured in a fully discharged state (maximum cathode lithiation), these cathodes can be assumed to be in maximum state of charge.

SRXTM permits scanning of relatively large reconstructed volumes (700 μm × 700 μm × 70 μm for SAMPLE A, for example). Four sub-regions (REVs) of size 55.5 μm × 55.5 μm × 55.5 μm from different random locations were cut from the image slices as depicted in Figure 5, and finite volume meshes generated for each of the

| Sample name | Description | Dimensions of REVs ($\mu$m $\times$ $\mu$m $\times$ $\mu$m) | Number of REVs for numerical analysis | References |
|-------------|-------------|-------------------------------------------------|-------------------------------------|------------|
| A           | SRXTM (16 cathodes) | (55.5 $\times$ 55.5 $\times$ 55.5) | 64 (4 different sub-volumes of each of 16 cathodes) | 48         |
| B           | FEI-Helios, Uncycled | (36 $\times$ 21.5 $\times$ 36) | 1 | 47         |
| C           | Zeiss Nvision, Uncycled | (42.2 $\times$ 21.5 $\times$ 48.3) | 1 | 47         |
| D           | Zeiss Nvision, Cycled | (46.3 $\times$ 19.9 $\times$ 45.6) | 1 | 47         |

Figure 4. Reconstructed volume of the battery electrode. (a) Cathode particles phase (b) Non-active materials phase (c) Combined volume (d) Finite volume mesh.

The next step is to reconstruct a 3D surface/volume representation by stitching the series of 2D images thus acquired. This volume is converted to a finite volume mesh for numerical simulations using the ScanFE-Grid module of SIMPLWARE. To optimize the number of cells in the mesh, the volumetric and boundary mesh adaptation features described in Ref. 49 are used. The smoothed conformal mesh generated by the package is of very high quality and consists of approximately $10^7$ cells. The mesh is then exported to our in-house finite volume simulation software package MEMOSA. Figures 4c–4d show the representative reconstructed volumes of cathode phase, non-active materials phase, the combined phases, and the corresponding finite volume mesh respectively for the battery electrode.

The intent is to treat the volume of reconstructed microstructure as an REV defined in section Volume-averaged equations. The dimensions of the volume to be reconstructed are chosen such that the assumptions underlying the use of an REV are satisfied as closely as possible. The details of dimensions of all the reconstructed volumes are given in section Battery electrode microstructures.

**Numerical Simulation**

The governing equations are the microscopic heat conduction equations for constituent phases given by the steady part of Eq. 1 with continuity of heat flux and temperature imposed at the interface...
samples for numerical analysis. The procedure was repeated for each of the 16 microstructures, thus yielding a total of 64 REV samples.

The volume fractions of cathode and non-active regions as well as the corresponding porosity were determined from the geometry of the REV. As previously mentioned, the non-active phase is formed of carbon additives, PVDF binder and electrolyte; the electrolyte fills the pore regions. Porosity refers exclusively to the volume fraction of the pore region, i.e., the volume occupied by the electrolyte. For a given dry weight fraction of carbon black, given by \( w_{CB} \), and that of PVDF, given by \( w_{PVDF} \), the porosity \( \varepsilon_p \) is given by,

\[
\varepsilon_p = 1 - \varepsilon_C - \varepsilon_C \cdot \left( \frac{w_{CB}}{100 - (w_{CB} + w_{PVDF})} \right) \left( \frac{\rho_C}{\rho_{CB}} \right) + \left( \frac{w_{PVDF}}{100 - (w_{CB} + w_{PVDF})} \right) \left( \frac{\rho_C}{\rho_{PVDF}} \right)
\]

[25]

The volume fraction of the cathode particle phase \( \varepsilon_C \) is calculated from the reconstructed geometry. The volume fractions of the carbon black additives \( \varepsilon_{CB} \) and PVDF binder \( \varepsilon_{PVDF} \) are then determined from their densities \( \rho_{CB} \) and \( \rho_{PVDF} \) respectively as,

\[
\varepsilon_{CB} = (1 - \varepsilon_C - \varepsilon_p) \cdot \left( \frac{\rho_{PVDF}}{\rho_{CB} + \rho_{PVDF}} \right) \quad [26]
\]

\[
\varepsilon_{PVDF} = (1 - \varepsilon_C - \varepsilon_p) \cdot \left( \frac{\rho_{CB}}{\rho_{CB} + \rho_{PVDF}} \right) \quad [27]
\]

Following, we use \( \rho_{CB} = 2000 \text{ kg/m}^3 \) and \( \rho_{PVDF} = 1780 \text{ kg/m}^3 \). Figure 6a shows the variation of porosity for each of the 16 electrodes with compression pressure and weight percent of constituents obtained using geometric reconstruction. The error bars represent the variation of the four realizations of each case. The porosities that we obtain using geometry reconstruction match the trends shown in Figure 3 of Ref. 48. Small differences may be attributed to the differences in the geometric reconstruction process. Figure 6a demonstrates the effect of compressive pressure on porosity. Overall, a larger compressive pressure results in a denser particle packing and therefore decreased porosity. Figure 6b re-plots the same data to show variation of porosity with the weight percentages of carbon black (CB) and PVDF (a given value of \( x \) has \( x \) weight percent of carbon black and PVDF each). Figures 6a and 6b show that compression has a more significant influence on porosity than carbon black and PVDF content, as noted in Ref. 48. Porosities range from 22%–48% across the cases considered.

We also obtained image slices from the Barnett group at Northwestern University (Samples B, C, D). The group performed FIB-SEM scanning on samples procured from commercial lithium-ion batteries; further details of the resolution of the acquired images may be found in Ref. 47. Samples B and C are from uncycled batteries while D is from a highly cycled battery. Unlike the spherical shaped particles of sample A, these samples have particles that have random shape. Only limited results are presented with these cathode materials as we have only one sample for each of them. The volume fraction of the active cathode phase and non-active phase are 70% and 30% respectively for these samples. No information about the manufacturing process is available for these batteries, and therefore the volume fractions of constituents of non-active phase (PVDF/carbon black) cannot be determined. These battery materials are used to give qualitative insight into the effect of microstructure geometry on Bruggeman’s exponents.

**Effective thermal conductivity.** — In order to determine the effective conductivity of the electrode, it is necessary to prescribe the thermal conductivity of the constituent materials. In Ref. 54, Chen et al. report the thermal conductivity of a cathode made of LiCoO2 soaked in electrolyte to be 1.58 W/mK (Watts per meter Kelvin). This is the effective conductivity of the positive electrode and not that of active cathode particles alone. The conductivity of a similar positive electrode was reported to be 2.33 W/mK and 2.49 W/mK for open circuit voltages of 2.45 V and 3.75 V by Maleki et al. in Ref. 24 without electrolyte in the pores. They also report electrolyte-soaked effective conductivities to be 3.39 and 3.40 W/mK. Kanari et al. report the effective conductivity to be 1.29 W/mK. Since these samples are obtained from commercial electrodes, no information about the volume fraction of the constituents is known.

LiCoO2 and LiNi0.5Mn0.3Co0.2O2 belong to the class of oxide compounds called layered oxides. To our knowledge, there are no published papers reporting the intrinsic conductivities of these active cathode particles. It should be noted that the thermal conductivity of

---

**Figure 5.** REVs cut from image slices of Sample A. Four realizations are obtained for each of the 16 cases of Sample A discussed in the paper.

**Figure 6.** Variation of porosity of battery electrodes with (a) compression pressure (b) carbon black and PVDF content.
layered oxide or battery materials depends on the state of charge (i.e., the amount of lithium intercalated in the crystal), as noted in Ref. 24.

Some experimental measurements on other layered oxides (sodium, barium, calcium) show considerable change of thermal conductivity with the intercalation of these elements. These experiments report the intrinsic thermal conductivities of these crystals, for instance for NaCO3, to vary from 5–15 W/mK with varying intercalation of Na.

Though not exclusively obtained from experiments on lithium-ion batteries, the thermal conductivities of the constituents of the non-active material phase are available from other experiments. In this paper, the conductivity of the PVDF binder was taken as 0.2 W/mK, that of the electrolyte as 0.16 W/mK and that of carbon black as 0.2 W/mK.

In this paper, all variables with subscript C represents active cathode particle phase while the subscript NA represents the non-active material phase. The thermal conductivities and volume fraction of cathode particles and non-active phase are referred as \( k_C \), \( \varepsilon_C \) and \( k_{NA} \), \( \varepsilon_{NA} \), respectively. For sample A batteries, the volume fractions of the individual non-active constituents were reported in Ref. 48 from the data used to manufacture the battery cathodes. The conductivity of the non-active material phase \( k_{NA} \) was approximated as the volume averaged conductivities of the carbon additives, PVDF binder and electrolyte. Therefore,

\[
\varepsilon_{NA} = \varepsilon_{CB} + \varepsilon_{PVDF} + \varepsilon_{E}
\]

\[
k_{NA} = (\varepsilon_{CB}k_{CB} + \varepsilon_{PVDF}k_{PVDF} + \varepsilon_{E}k_{E}) / \varepsilon_{NA}
\]

where subscripts \( CB \), \( PVDF \) and \( E \) stand for carbon additives, PVDF binder and electrolyte phases. This resulted in conductivity \( k_{NA} \) of 0.16–0.18 W/mK for various volume fractions of the cathode phase.

In the results that follow, the cathode particle conductivity \( k_C \) is varied from 0–1000 W/mK. This spans a range for the \( k_C / k_{NA} \) ratio of 0–10. With these values for conductivities and the procedure outlined in section Numerical simulation, the effective conductivity \( k_{eff} \) is determined in all three coordinate directions and averaged. The variation of the volume fraction of the cathode phase or non-active material phase captures the variation of weight percent and the compression of the 16 cases of sample A. The volume fraction of the cathode phase was found to be in the 0.4–0.7 range for the cases considered.

The normalized effective conductivity \( k_{eff}/k_C \) is plotted against the volume fraction of the cathode particle phase \( \varepsilon_C \) for all 16 cases for various values of the ratio \( k_{NA}/k_C \) in Figure 7. The conductivity of the non-active phase, obtained from Eq. 28, varies slightly for the 16 different cases because of the differences in the volume fractions of the individual components in non-active phase. The error bars shown in the figure are a result of this variability. The value of \( k_{NA} \) used for non-dimensionalization is the mean of the non-active materials phase conductivity averaged over all volume fractions, \( k_{NA,mean} = 0.1691 \) W/mK. The variance of the normalized effective conductivity plotted in the figure corresponds to the four realizations considered for each case.

The case for \( k_{NA}/k_C \rightarrow 0 \) represents the case when heat conduction is solely through the cathode particles. As the volume fraction of cathode particle phase \( \varepsilon_C \) varies from 0.4 to 0.7, the normalized effective thermal conductivity varies from 0.055 to 0.338. These values are significantly lower than unity and also lower than the upper bounds predicted by a variety of effective medium theories (section Comparison with other theories), indicating a tortuous conducting pathway through a cathode phase. Effective conductivity increases with both increasing cathode phase volume fraction and increasing \( k_{NA}/k_C \) value as shown in Figure 7.

**Bruggeman’s exponents for effective thermal conductivity.**—Equation 12 is rewritten as

\[
k_{eff} = k_C\varepsilon_C^{d_C} + k_{NA}\varepsilon_{NA}^{d_{NA}}
\]

**Figure 7.** Normalized effective thermal conductivity as a function of volume fraction \( \varepsilon_C \). For non-dimensionalizing, \( k_{NA} \) is set to the mean value of 0.1691 W/mK (Eq. 28) to obtain the various \( \varepsilon_C \) values.
that the degree of connectivity changes with changing compression (and correspondingly, volume fraction). (Figure 11 plots the change of cathode connectivity with volume fraction and is useful in interpreting Fig. 8b). For the 5% wt case ($w_{CB} = 5\%$, $w_{PVDF} = 5\%$), the exponent decreases from 3.26 to 2.93 across the range of volume fractions, with the lower volume fractions of the cathode phase resulting in higher exponents and lower connectivity. At higher compressions (higher volume fractions), cathode particles start making better contact with each other, thereby decreasing the value of the exponent.

At the other extreme, for 2% wt case ($w_{CB} = 2\%$, $w_{PVDF} = 2\%$), we observe that the connectivity of cathode particles decreases with increase in volume fraction. Though the reason for this opposing trend is not entirely clear, we speculate that it could be the following: The cathode particles are already well connected at 0 GPa because of higher weight percent of cathode material. Since there is not enough non-active phase to absorb the applied pressure, it is likely that the cathode particles start developing cracks at higher compression pressures, as seen in Figure 1j in Reference 48. Cracks increase the length of conduction pathways, thereby increasing the tortuosity and thus increasing $d_C$.

In Figure 9a, we present the variation of the exponent $d_C$ with volume fraction for different values of the conductivity ratio $k_{NA}/k_C$, holding $d_{NA}$ at 1.5. Since the variation with respect to volume fraction is small, the average value of $d_C$ across all volume fractions is plotted in Figure 9b. As expected, for low $k_{NA}/k_C$, the exponent $d_C$ is much higher than unity, but falls to values close to unity as the cathode phase becomes more conducting. When both phases are conducting, there is little variation of the $d_C$ exponent with volume fraction; the primary dependence is on the conductivity ratio. These plots make it clear that using Bruggemann’s exponents of 1.5 for the cathode and non-active phases is inappropriate for typical thermal conductivity ratios of interest in battery simulations.

**Comparison with other theories.**—There have been various attempts to determine analytical expressions for effective thermal conductivity of multiphase materials. For pure heat conduction, the series and parallel models serve as the lower and upper bounds respectively. For $\kappa = k_{NA}/k_C$, the series model is given by

$$\frac{k_{\text{eff}}}{k_C} = \kappa$$

whereas the parallel model is given by

$$\frac{k_{\text{eff}}}{k_C} = \varepsilon_C + \kappa$$

The Maxwell-Eucken model provides more restrictive lower and upper bounds for effective conductivity which lie between those of the series and parallel models. The lower bound, referred to as Maxwell-Eucken 1 (MW-Lower), is given by

$$\frac{k_{\text{eff}}}{k_C} = 2 + \kappa - 2(1 - \kappa)\varepsilon_C$$

and the upper bound, referred to as Maxwell-Eucken 2 (MW-Upper), is given by

$$\frac{k_{\text{eff}}}{k_C} = \kappa$$

$$\frac{k_{\text{eff}}}{k_C} = 2 + \kappa - 2(1 - \kappa)\varepsilon_C$$

$$\frac{k_{\text{eff}}}{k_C} = \kappa \left( \frac{2\kappa + 1 - 2(1 - \kappa)\varepsilon_C}{2\kappa + 1 + (1 - \kappa)\varepsilon_C} \right)$$
Maxwell-Eucken models are derived by assuming that the particle phase embedded in the matrix phase does not form a continuous network. Particles therefore do not come into contact with neighboring particles. The model also assumes that particle inclusions are spherical in shape and are dispersed sufficiently far apart so that the temperature distribution near the sphere is only local and do not interfere with the temperature field around its neighbor particles. Maxwell-Eucken models the case when the conductivity of the particle phase (the discontinuous phase) is higher than matrix phase (the continuous phase), while Maxwell-Eucken 2 gives the conductivity for the reverse case.

Effective medium theory (EMT), as explicated in Refs. 61–63, is another model which is derived for the effective conductivity of heterogeneous materials where both the phases form continuous media. It is given by

\[
\frac{k_{eff}}{k_C} = \frac{1}{4} \left( \frac{3\varepsilon_C - 1}{((3\varepsilon_C - 1)k + (3\varepsilon_C - 1))^2 + 8k^2} \right) [34]
\]

All the above formulas take into account the volume fraction alone and not the shape or distribution of the particles.

For the range of volume fractions of the cathode phase considered in this paper, all the expressions from Equations 30–34 are plotted in Figures 10a–10d for four ratios, \( k_{NA}/k_C \rightarrow 0 \), \( k_{NA}/k_C = 0.02 \), \( k_{NA}/k_C = 0.11 \) and \( k_{NA}/k_C \rightarrow \infty \). In addition, we also plot Bruggeman’s formula for effective conductivity for finite conductivities of the two phases (Eq. 20) in Figures 10b and 10c. This equation is not valid for \( k_{NA}/k_C \rightarrow 0 \) while it defaults to Eq. 21 for \( k_{NA}/k_C \rightarrow \infty \). The normalized thermal conductivities obtained from numerical simulations are also plotted along with the expressions. Exponents in Eq. 29 obtained from the simulations are shown in the legend. We see that EMT and Bruggeman’s formula are closest to the volume-averaged fit Eq. 29 for \( k_{NA}/k_C = 0.02 \) and \( k_{NA}/k_C = 0.11 \). The former provides an upper bound, while the latter provides a lower bound. Both the curves deviate more from the volume average fit (Eq. 28) when the ratio \( k_{NA}/k_C \) gets smaller. Though the fit is not perfect, on average EMT and the Bruggeman formula perform better than other theories for the range of \( k_{NA}/k_C \) appropriate for battery thermal simulations. This is reasonable since both the cathode and non-cathode phases form a continuous network in the battery microstructure. For \( k_{NA} \rightarrow 0 \), our simulations show a \( k_{eff} \) value that increases with the volume fraction of the cathode particle phase. This suggests that a percolative path through the particulate phase does exist even at low volume fractions, though the high value of \( d_C \) suggests that the particulate phase does not form a strongly connected medium. For \( k_{NA}/k_C \rightarrow \infty \), our computations show good agreement with MW2, and are in relatively good agreement with EMT, again suggesting that the non-active phase forms a well-connected pathway commensurate with a value of \( d_{NA} = 1.5 \).

Connectivity and Bruggeman’s exponents.—We now examine the connectivities \( \chi_{NA} \) and \( \chi_C \) defined in section Bruggeman’s exponent and connectivity for all the cases considered in this paper. We plot the connectivities for both phases against the volume fraction of the cathode particle phase \( \varepsilon_C \) in Figure 11. We note that the maximum value
of the connectivity is unity. With increasing volume fraction of the cathode phase, the connectivity $\chi_{NA}$ of the non-active material phase decreases, while that of the cathode phase $\chi_C$ increases. The rate of increase in connectivity of cathode phase (1.3486) is larger in magnitude than the rate of decrease of non-active phase (~0.748) indicating that active material connectivity is more sensitive to volume fraction. Although the non-active phase connectivity decreases, it maintains a well-connected configuration as shown in Figure 8a where $d_{NA}$ is seen to stay constant for all volume fractions. Additionally, the non-active phase maintains a higher connectivity value than the cathode phase, even when there is more than twice the amount of cathode material.

We also present some results for batteries B, C and D (Table I) for limiting values of $k_{NA}/k_C$ to discern their connectivities. From visual inspection, we observe that the particles for samples B, C and D are quite large and have random shapes. A representative sample is shown in Figure 12. The thicknesses of the reconstructed volumes are small and of the order of the particles size. Thus the corresponding volumes cannot strictly be considered REVs. Nevertheless we present these results for first order comparison. All samples from B-D have a significant degree of connectivity, the connectivity $\chi_C$ compared to the limiting $\chi_C$ for Sample A as is seen from values of $d_{NA}$ and $\chi_{NA}$.

Comparing the uncycled batteries B and C and the cycled battery D, it is observed that the connectivity of the non-active phase is similar for all samples, and the value of $d_{NA}$ is close to the Bruggeman value of 1.5. However, we note that the value of $d_C$ is very high for samples B-D, and particularly so for the cycled sample D. Similarly, the value of the cathode connectivity $\chi_C$ is lower for sample D than for the other samples. In reality, cathode particles must be in contact with each other or through the additive particles to close the electronic path. Lithiation and delithiation causes volume expansion and contraction of particles which may cause particles to lose contact with each other, thereby changing thermal pathways (or diffusive pathways) and reducing effective conductivity.

Relevance to exponents used in electrochemical model equations.— The results presented above may be used to evaluate the correctness of effective properties widely used in volume averaged electrochemical models. As explained in section Volume averaged charge and species transport equations, the effective properties used in species and charge transport are given by Eqs. 17–19. These are similar in form to the effective thermal conductivities in Eq. 29 under the limiting conditions $k_{NA}/k_C \rightarrow 0$ and $k_{NA}/k_C \rightarrow \infty$.

Consider first the transport of species in the electrolyte phase (Eq. 14), corresponding to path 1 in Figure 2. Here, the intrinsic mass diffusivity of lithium ions in the electrolyte (or non-active region), $D_E$, is large compared to that of lithium in the cathode particles, $D_S$. This corresponds to the limit $k_{NA}/k_C \rightarrow \infty$ discussed above. We see from Figure 8a that an exponent $d_E \simeq 1.5$ is a good approximation to use in Eq. 17. This is consistent with the Bruggeman exponent of 1.5 used in the battery simulation literature.64,42,34 This value of the exponent is expected to be approximately correct for nearly-spherical or moderately elongated particles, as suggested by Table II. Significant departures from the value of 1.5 may be expected for significantly elongated particles or other geometric arrangements, such as for LiCoO2 (LCO) and graphite electrodes in.55,66,67 Our simulations exhibit a weak dependence of $d_{NA}$ on volume fraction (Figure 8a). It remains to be explored whether the same trend applies to significantly non-spherical particles. The transport of lithium ions due to electric potential is modeled by (Eqs. 14 and 19) and again may be described by the $k_{NA}/k_C \rightarrow 0$ scenario. Thus, an exponent $d_E \simeq 1.5$ may be used in conjunction with the ionic conductivity $\kappa_E$ as well.

In the absence of carbon particles, electrons flow through the cathode particle phase through path 2, as depicted in Figure 2. In this case, when considering Eq. 13, the electronic conductivity of the electrolyte phase $\sigma_E$ is zero, which corresponds to the case $k_{NA}/k_C \rightarrow 0$; thus, the exponent in Figure 8b must be used. In contrast to the $k_{NA}/k_C \rightarrow 0$ case, this exponent varies with volume fraction and is significantly greater than 1.5 due to poor connectivity between particles. Thus, the use of an exponent $d_E = 1.5$ in Eq. 18, as in,34,64,34 is inappropriate. This exponent is a strong function of the volume fraction and the manufacturing process, as demonstrated in Table II. If carbon particles significantly changed the electronic conductivity, the exponents presented here would not be valid; in that event, these exponents would provide an upper bound. The methodology presented here may be used to develop more accurate exponents if more accurate scanning

Figure 11. Variation of the connectivity $\chi_i$ of phase i with volume fraction of the cathode phase $\epsilon_C$ across 16 cases.

Figure 12. Reconstructed phases of battery microstructure given by Sample B. (a) Cathode particle phase (b) Non-active phase.

| Name | $d_{NA}$ | $\chi_{NA}$ | $d_C$ | $\chi_C$ |
|------|----------|-------------|-------|---------|
| A    | 1.510    | 0.541       | 2.800 | 0.526   |
| B    | 1.405    | 0.614       | 4.097 | 0.331   |
| C    | 1.435    | 0.593       | 4.110 | 0.330   |
| D    | 1.517    | 0.536       | 5.115 | 0.230   |

However comparable to that of Sample A as is seen from values of $d_{NA}$ and $\chi_{NA}$.
techniques were available which could resolve the geometry of carbon particles.

Conclusions

In this paper, we developed a procedure for determining the effective thermal conductivity of two-phase mixtures based on numerical simulations of thermal transport in reconstructed microstructures. We showed that the commonly-used exponent of 1.5 in Bruggeman’s model is inappropriate for thermal conductivity calculations, and that the exponent depends on the conductivity ratio of the non-active to the cathode phase. Furthermore, existing theories for composite thermal conductivity were evaluated against our simulations. It was found that published effective medium theories, though not entirely accurate, provide a reasonable first approximation to direct numerical simulation of the composite. We also showed that the exponents used for effective properties for electrochemical simulations must be calibrated carefully to experiments or simulations, depending on whether ion or electron transport is being considered. An important outcome of the work is the connection between Bruggeman’s exponents and the physical connectivity of the medium. We showed that our conductivity calculations in the limit of large and small $k_{\text{Na}}/k_{\text{C}}$ yield an important quantitative measure, the connectivity, to characterize how continuous the particulate and electrolyte pathways in the cathode are.

A number of extensions of the current work suggest themselves. First, the current work assumes that the electrode is a two-phase material. In reality, porous cathode insertion compounds are more complex multiphase materials made of four phases - active material, carbon particles, binder and the pore space where electrolyte resides. All these constituents have different intrinsic properties and it is still a matter of debate what the right proportions of these constituents are. The procedure outlined using volume averaging can easily be extended to multiphase materials to determine the right volume fraction of constituents needed for efficient and safe batteries. Furthermore, the optimal size and shape of the both active and carbon particles for efficient batteries is not well understood, and thus an area of active research. Recent advances in materials processing have enabled the fabrication of particles with controlled size and shape. The current approach can help optimize particle size and shape to maximize performance. Furthermore, the effective conductivity in this paper was correlated to two parameters - volume fraction and particle size. With access to more diverse microstructure data, it may be possible to achieve a better understanding of the true dependence of transport properties on geometry.

Thus far, we have only discussed steady state thermal problems. Fast charge and discharge rates may involve non-equilibrium thermal transport, thus necessitating multi-temperature volume-averaged models and proper characterization of interfacial heat transfer. Accurate models for interfacial transport may be obtained from unsteady simulations of thermal transport in these geometries. Finally, the modeling of batteries is essentially a coupled electrochemical - thermal problem, and effective properties for the governing equations may similarly be derived. The procedure described in this paper can be generalized to develop constitutive models from fully resolved microstructure simulations for use in volume-averaged transport models for batteries.
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