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Abstract
We conduct a long-term epidemiology study of COVID-19 in India from Mar 2020 to May 2021 using a number of indicators such as active cases, daily new cases, and deaths, on a micro (district level, per capita) and macro level (state level). Our automated shape-based cluster discovery of the per capita daily new cases (case rate) during the first wave in India (between Mar 2020 and Jan 2021) revealed four distinct shape patterns: sharp-rise and decline, steady-rise and decline, plateau and multiple relatively high peaks. These clusters exhibit a strong geographical correlation. To determine the correspondence between clusters obtained by different indicators, we design a novel metric for determining edge-weights in their intersection graph. This is used for comparative analysis and to develop informative hierarchical cartographic visualizations. We then perform dynamic cluster analysis for different time windows to answer some pertinent questions. Is the second wave similar to or different from the first wave? How has the relative ranking (on micro- and macro-level indicators) of the states varied over the last one year? How much medical resources have been stressed during the peak? We demonstrate that using multiple indicators, we can assess the impact of the epidemic holistically in a particular geography. Our analysis techniques and insights obtained can help the local and state governments in monitoring and managing COVID-19 situation and fine-tuning the ongoing vaccination drive in India.
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Introduction
Since early 2020 until the time of writing this paper, the world is facing deep human, social and economic crises due to the spread of COVID-19 pandemic. To manage the pandemic, governments have sought a multi-level approach involving various social restrictions. The first COVID case was registered in India on 30 January 2020 and the number of active cases grew to over a million active cases in September 2020. The number of active cases started declining in most parts of the country around January 2021. However, around Feb–Mar 2021, a devastating second wave of COVID-19 cases emerged in India, overwhelming the healthcare infrastructure and resulting in unprecedented number of deaths. This shows the unpredictable nature of the pandemic which still remains a global threat and needs to be very carefully analyzed, contained and managed. For improving the management strategy, a careful understanding of various factors related to the pandemic such as its intensity, growth, spread, change, medical resource consumption etc. is needed.

This is challenging because of a wide variety in density of population, awareness among people, health care resources: skilled medical staff, testing equipment, ICU beds, etc. Thus, simply analyzing the absolute numbers at the state level, hides the situation in states with low population, even though the per-capita impact (which assesses the bottom line health quality) may be much higher. Similarly, the healthcare resources in the country are very unevenly distributed with
respect to the population of each state or district. There are also some variations in the new active cases per day due to inconsistency in the testing. For example, the number of tests conducted-reported on Sundays is always smaller than the weekly average as shown in Fig. 2, causing a sharp decline in the plot, giving it a seasonal behavior. Similarly, the reporting of deaths can be delayed or inaccurate and such delays may be different in different states and districts.

To help in this process, we develop new techniques to automate cluster discovery, assign severity ranking to clusters, establish cluster correspondences and visualize cluster dynamics for hierarchical time-series data. These techniques help us in performing epidemiology study of COVID-19 in India using a number of indicators (Table 1) such as active cases, daily new cases, deaths etc. on a micro (district level, per capita) and macro level (state level).

Using the above techniques, we generate the severity ranks for each state for smaller time periods (e.g. every 30 days) for each indicator. We visualize these indicators using heatmaps which reveal the relative evolution patterns of COVID19 in each state over the last 14 months. We find that some states (e.g. Delhi) experienced more than two distinct waves, the time periods (from on-set to decline) of the COVID-19 waves were different in different parts of the country. Not only was the second wave much higher in terms of the absolute numbers, some states like Chhattisgarh and Punjab were relatively more severely impacted by the second wave. Thus, in many ways, second-wave was different than the first-wave. Finally, we assess the medical resources (using the number of beds as an indicator) and identify regions that have relatively poor health infrastructure to deal with the pandemic, especially if the third wave happens and is larger than the second one. We now summarize the key contributions of the paper as follows:

1. Time-series clustering analysis of normalized COVID-19 data across all the states and districts in India. To our knowledge, this is the first study that uses case rate for each district in India for a period of more than 400 days. Previous studies, e.g., [1–6] were relatively short term and did not use normalized metrics and hence their results have a bias towards more populous regions.

2. Design of a novel cluster similarity (edge-weight) metric for hierarchical dataset and a novel application of cluster correspondence using maximum edge-weighted matching to find the best mapping between clusters of states and districts. This helps us to present them together in an informative hierarchical cartographic visualization and eventually mine states and districts with relatively high case rate intensities than their neighbors or national and state averages.

3. Clustering of COVID-19 mortality rate data across all the states and its correspondence with clusters of case rate to estimate the relative mortality risks in a state. Our analysis techniques and insights obtained can help the local and state governments in monitoring and managing COVID-19 situation and fine-tuning the ongoing vaccination drive in India.

4. Dynamic cluster analysis based on the COVID-19 indicators and answering pertinent questions related to the spread of the epidemic and its changing nature.

5. Analysis of variegated (highly unequal resource distribution) medical infrastructure and its impact.

### Related Work

Time series data occurs in a variety of contexts and there has been a considerable amount of research in this field [7–9]. Clustering of time-series data is frequently used to discover interesting patterns in the data. Clusters are formed by grouping objects with maximum similarity within the same cluster and ensuring that they have minimum similarity with objects in other clusters. Such clustering may also be useful in discovering anomalies or unexpected patterns in the dataset.

Several researchers [1–3] have studied important problems related to COVID19 in different contexts. However, they study much shorter periods than what we have analyzed in this paper and since they do not normalize the data, there is a bias with the size of population. For example, in [3], the authors analyze data in the U.S. context and reveal that the long-standing inequity issue in the U.S. stands in the way of the effective implementation of social distancing measures. In [1], the authors study multivariate time series of COVID-19 cases and deaths across all countries in the world during 12/31/2019 to 04/30/2020 and study the similarity in the evolution of cases and deaths. While they clustered

| Indicator               | Definition                                      | Population group           |
|-------------------------|-------------------------------------------------|-----------------------------|
| Absolute new cases      | Daily new cases in absolute numbers             | State, District (Sect. 6.1) |
| Absolute new deaths     | Daily new deaths in absolute numbers            | State, District (Sect. 6.1) |
| Case rate               | Daily new cases normalized by the population    | State, District (Sect. 5.1) |
| Mortality rate          | Daily new deaths normalized by the population   | State (Sect. 5.3)          |
| New cases by beds       | Daily new cases normalized by total beds        | State, District (Sect. 6.2) |
the countries based on the daily statistics and performed change analysis, we cluster the states and districts of India according to the pattern/shape of the time series in a given period and use cluster correspondence to understand the changes between clusters of different metrics. Our methods are flexible and can be applied to shorter or longer periods as desired.

There have been several studies [4–6] in the Indian context as well. None of the studies thus far, have jointly analyzed COVID-19 trends in all the districts of India over a long period of time. [4], provides a good historical account of COVID-19 in India until May 1, 2020. In this paper, several statistical models were developed to categorize the states as severe, moderate, or controlled. However, the methodology for categorization was not systematic.

Several research papers [10, 11] have analyzed the stability of a given clustering algorithm while varying its parameters, and to compare clusters yielded by different algorithms, using comparison schemes based on matchings, information theory, and use of various indices (Rand, Jaccard). This was generalized to accommodate many-to-many matchings between clusters, via the D-family-matching on the intersection graph, with D as the upper bound on the diameter of the graph induced by the clusters of any meta-cluster by [12]. While this problem is NP-complete and hard to approximate, a polynomial time, spanning tree based heuristic was presented. In Sect. 4, we present an example illustrating that the optimal D-family matching is not guaranteed to cover all the nodes (clusters) in the intersection graph even when a max-weighted matching can do so. To the best of our knowledge, most of the cluster correspondence studies have focused on the clusters produced on the same dataset, while we generalize the application of maximum weighted matching to clusters produced on two different datasets (e.g. district clusters and state clusters) by defining the edge weights in an intuitive and novel manner.

Data Collection and Preparation

The primary source of data used in this paper are [13–15]. The data for daily new cases and deaths have been collected from March 2020 to May 2021 for each district and state in India. The states are referred by their respective codes as given in [16] and national average by ‘TT’. The collected data is in the form of a time series.

Since we are dealing with normalized data at a granular level, the time series of districts having a small population are too erratic and unstable for proper analysis of the clusters. Based on the data of population of districts, the threshold for the chunk of districts with small population comes out to be 75,000 as shown in Fig. 1. Therefore, districts with population lying below the threshold have been omitted in the analysis and clustering.

The time series for the daily new cases in districts have been up-sampled to weekly new cases to counter instability in reporting of cases and ‘Sunday anomalies’ (a consistent drop in daily new cases reported on Mondays compared to other weekdays. This is due to lower number of tests performed on Sundays) observed due to administrative reasons as shown in Fig. 2. The time-series for the states have been clustered on a daily basis.

Many of the studies and reporting of COVID-19 data uses the states as a dimension of reporting. However, each state varies widely in its area and population and, therefore, causes bias towards larger states. In general, states with large population will usually have larger number of COVID-19 patients as evident in Fig. 3. Thus, to remove this bias, we decided to normalize the data by dividing the number of COVID-19 patients with the total population of each state. This allows us to assess the relative situation of regions with a small population like north-eastern states and union territories of India.

Fig. 1 A log scaled histogram of population of districts in India along with highlighted mean, median and threshold used for filtering districts
Model and Techniques

We now describe the major techniques used in the paper.

Agglomerative Clustering

Hierarchical clustering is a method of cluster analysis used in data mining and statistics, to build a hierarchy of clusters. Agglomerative Clustering is a strategy for hierarchical clustering in which each observation starts in its own cluster, and pairs of clusters are merged as one moves up the hierarchy. We use agglomerative clustering [8] on the normalized time series.

We define case rate for region \( r \) on day \( t \) as

\[
\text{case rate}_r^t = \frac{\text{Total number of new cases in region } r \text{ on day } t}{\text{Population of region } r} \tag{1}
\]

We define mortality rate for region \( r \) on day \( t \) as

\[
\text{mortality rate}_r^t = \frac{\text{Total number of deaths in region } r \text{ on day } t}{\text{Population of region } r} \tag{2}
\]

Distance Matrix

Our primary objective is to compare the patterns of rise and decline of COVID19 across various states and districts in India; therefore, we have used a shape-based approach for time series clustering. Some of the districts and states also experienced multiple waves of COVID-19 infections. The DTW metric as defined by [17] is suitable for this analysis. As noted in [18, 19], this metric has better accuracy than the traditional Euclidean distance metric for time-series clustering applications. Dynamic Time Warping (DTW) [17] score helps us to measure the similarity between two time series based on their shapes. The lower the DTW score \( DTW(x,y) \) of a pair of time series \( x \) and \( y \), the similar they are, with \( DTW(x,x) = 0 \). DTW is a symmetric function, with \( DTW(x,y) = DTW(y,x) \). The distance matrix for the above clustering was prepared based on this score.

Dendrogram

The results of a hierarchical clustering is commonly represented by a dendrogram, a tree-like diagram which describes
the series of steps taken by the clustering technique from \(n\) distinct singleton clusters to a single cluster containing all \(n\) individuals. The algorithm to return \(k\) clusters for a given dendrogram is given in Algorithm 1. This function will return \(k\) clusters if at least \(k\) leaf nodes are present in the tree otherwise it returns the number of clusters equal to the number of leaf nodes. Here, we always divide the largest subtree available to us at each point of time, in case it can be divided further.

Once the optimal number of clusters, \(K\) has been determined, we use the algorithm discussed in Sect. 4.3 to automatically generate the \(K\) clusters and their members. This is especially important for studying cluster dynamics in Sect. 6 where we generate clusters automatically over multiple time windows. It is also important for our dashboard which will update automatically.

**Algorithm 1** FindKClusters

1: **Input:**
2: \(\text{root} : \) the root of the full binary tree representing the dendrogram.
3: \(k : \) the number of clusters that is needed to be created.
4: **Output:**
5: \(\text{clusters} : \) list of \(k\) clusters, where each cluster is the list of nodes present in the cluster.
6: **procedure** Segregate Clusters
7: \(\text{if root is NULL then return} \quad \triangleright \) Clusters cannot be formed.
8: \(\text{if root is a leaf node then return} \quad \triangleright \) There exists only one cluster.
9: \(\quad \text{rootNodes: list of roots of the candidate subtrees which can be further divided.} \quad \triangleright \)
10: \(\quad \text{rootNodes} \leftarrow \text{[root]} \quad \triangleright \) It is initialized with root.
11: \(\quad \text{The following loop continues till all the candidate subtrees are exhausted or k clusters} \quad \triangleright \)
12: \(\quad \text{are already obtained.} \quad \triangleright \)
13: \(\text{while length of rootNodes > 0 and k > 1 do} \quad \triangleright \)
14: \(\quad \text{maxRootNode} \leftarrow \text{node in rootNodes with maximum size of the subtree rooted at it.} \quad \triangleright \)
15: \(\text{if maxRootNode is a leaf node then break} \quad \triangleright \) Other’s are definitely leaf nodes.
16: \(\quad \text{maxRootNode is removed from rootNodes, divided into two subtrees and root(if exists)} \quad \triangleright \)
17: \(\quad \text{of each subtrees(left and right) is inserted into rootNodes and k is decreased by 1.} \quad \triangleright \)
18: \(\text{delete maxRootNode from rootNodes} \quad \triangleright \)
19: \(\text{if maxRootNode->left is not NULL then insert maxRootNode->left to rootNodes} \quad \triangleright \)
20: \(\text{if maxRootNode->right is not NULL then insert maxRootNode->right to rootNodes} \quad \triangleright \)
21: \(k \leftarrow k - 1 \quad \triangleright \) When the above while loop breaks, all the \(k\) clusters (if possible) are obtained, with
22: \(\text{roots of each of them present in the list rootNodes.} \quad \triangleright \)
23: \(\text{clusters} \leftarrow \text{[]} \quad \triangleright \) clusters: list of lists of leaf nodes present in each cluster.
24: \(\quad \text{For each of the nodes present in rootNodes, leaf nodes of the subtree of root at that} \quad \triangleright \)
25: \(\quad \text{node is obtained using any tree traversal method(e.g, DFS).} \quad \triangleright \)
26: \(i \leftarrow 0 \quad \triangleright \)
27: \(\text{while i < length of rootNodes do} \quad \triangleright \)
28: \(\quad \text{clusters[i]} \leftarrow \text{leaf nodes in subtree rooted at rootNodes[i]} \quad \triangleright \)
29: \(i \leftarrow i + 1 \quad \triangleright \)
30: return clusters

**Elbow Method**

**Elbow method** is a heuristic method used in time series K-means clustering to get the optimal number of clusters based on a cost function. We define the following cost function with Residual Sum of Squares (RSS) with an added term, which penalizes high number of clusters \((k)\).

\[
\text{Cost} = \text{RSS} + \alpha \times \log k
\]

**Cluster Correspondence**

For the clusters obtained through the above method for states and districts in case rate analysis and states in mortality rate analysis, we use a novel cluster correspondence method based on maximum-weighted matching. As discussed in Sect. 2, **D-family-matching** is the generalized way to draw cluster correspondences. Here we present an example to show that the optimal D-family matching is not guaranteed to cover all the clusters in the intersection graph. As shown in
Fig. 4, the clusters $c$ and $d$ remain unmatched in the optimal $D$-family matching with $D=2$ even when some weak relationships are present between them. The underlying assumption of the similarity metric in $D$-family matching (taken as the intersection of the two clusters) is that the clusters are produced from the same dataset.

In this paper, we are dealing with clusters obtained through two different datasets which are therefore, non-uniform in size and could represent different metrics. We present a novel way of using a specialized edge-weighing formulation in intersection graph and to find the correspondences through maximum-weighted bipartite matching of the

![Intersection Graph](image1)

![Maximum-weighted matching](image2)

![Family-Matching with $D=2$](image3)

**Fig. 4** Example to show that the optimal $D$-family matching is not guaranteed to cover all the clusters for all values of $D$

**Fig. 5** Dendrogram for states using Complete Linkage in Case Rate analysis, showing 4 distinct clusters (red, purple, pink and yellow)

**Fig. 6** Dendrogram for districts using Complete Linkage in Case Rate analysis, showing 6 distinct clusters (red, yellow, purple, pink, grey and orange)
graph in section [5.2, 5.3], figure [12, 15]. It is noteworthy that our edge-weight metric can be generalized to compute similarity between two sets containing objects at different levels of hierarchies in a hierarchical dataset.

**Clustering Analysis**

In this section, we apply the agglomerative time series clustering using DTW scores for the *case rate* of states and *case rate* of districts. The DTW score matrix for the *case rate* clustering can be visualized through a heatmap in Fig. 7. After obtaining the clusterings of states and districts, we follow the cluster correspondence between the two as specified in Sect. 4. A similar correspondence is also performed with the *mortality rate* clusters against the *case rate* clusters of the states.

**Clusters of States**

In DTW function, we can use a parameter known as Sakoe-Chiba radius $r$, which indicates the off-diagonal elements to be considered, also called warping window size. The advantage of using this is to get temporal grouping and two time series would belong to the same cluster iff they show similar shapes within a time range of $r$ days. For the purpose of this paper, we choose $r=7$ while computing DTW score for every pair of states. This makes the clustering robust to Sunday anomalies and helps us in coping up with any delay in reporting of cases. However, our data was not sensitive to

![Fig. 7 Heatmap of DTW scores for the states computed on the case rate time series during 14 March 2020 to 11 Jan 2021, with Sakoe-Chiba radius = 7](image1)

![Fig. 8 Deducing the number of clusters using elbow method in Time Series K-means clustering. The cost function used here is defined in section [4]](image2)
“r” as we got negligible changes in final clustering, which indicates that our clustering is also temporally coherent.

After getting the above DTW score matrix for districts and states, the dendrogram is obtained using complete linkage [20] in the agglomerative clustering as shown in the Figs. 5 and 6. Complete linkage is preferred in this case since it is less susceptible to noise, outliers and tends to break large clusters. The elbow method as discussed in Sect. 4.4 is deployed in the above clustering using K-means (Fig. 7). It indicates the optimal number of clusters to be 4 as shown in Fig. 8. Therefore, if we consider top-down traversal of the dendrogram shown in Fig. 5 as a binary tree, we get the left subtree (red) and the right subtree (purple, pink and yellow). Since, the right subtree is large in size, we split it up. We move forward with the left sub-subtree formed in the second split and divide the same into two smaller subtrees—purple and pink. Hence, we obtain four clusters, as shown with different colors in Fig. 5.

We now provide a brief explanation of the time series clusters obtained and characterize the same.

Cluster 1: This cluster has the highest peak of case rate. The states of this cluster may well be labeled as the “hotspot states” since they experienced the highest case rate with multiple peaks, shown in Fig. 9.

Cluster 2: The plateau like nature with no sharp peaks depicted by the curve of the states belonging to this cluster, indicates that these states performed very well in comparison to other states (Fig. 10). Thus, these states have a controlled and subdued outbreak of the pandemic. Interestingly, these states represent a compact geographical region in the northern plains of India as shown in Fig. 11.
Cluster 3: This cluster indicates steady rise and decline of the case rate. The national average, being an entity, also belongs to this cluster. Hence we can safely conclude that this cluster represents a moderate outbreak close to the national average.

Cluster 4: This cluster may be regarded as the set of states which have experienced significantly high case rate than the national average but have still performed better than the hotspot states. As evident in Fig. 9, there is a consistent rise and decline in the states with the peak being just relatively lower than the hotspot states. Geographically, most of these states represent the south-central region of India.

We can now try to summarise the entire picture using the below inter-cluster plot of states shown in Fig. 10. For this figure, a representative state has been picked up from each of the above four clusters. Note that for the third cluster, we have picked the country’s average as the representative since it was also an entity in the above clustering which is in the third cluster.

To compare the current model for clustering, we implement the standard Euclidean distance instead of DTW score between two time-series as discussed in Sect. 4.2. On comparing the clusters produced by DTW model with that of the clusters produced by Euclidian model, we observe the following differences:

1. Kerala shifts from hotspot cluster to severe cluster.
2. Nagaland shifts from moderate cluster to controlled cluster.

This is mainly due to sakoe chiba radius (explained is Sect. 5.1), which is used in calculation of the DTW score, being absent in this case. This makes the Euclidian distance between Kerala and other time series of Hotspot Cluster larger than that of Kerala and other time series of Severe Cluster. So, Kerala shifts to Cluster 4 from Cluster 1 in this case. The same argument remains valid for Nagaland.

Clusters of Districts

After a top-down traversal of the dendrogram, we find out six different clusters as shown in Fig. 6. However, on applying elbow method for the time series of case rate in districts, we find out the optimal number of clusters is 4. We apply Cluster Correspondence technique, specified in Sect. 4, to find correspondence between the state clusters and the district clusters and to get the four prominent district clusters out of the six. Here the state clusters belong to one group of nodes in a bipartite graph and the district clusters occupies the other group. Each node of a group is connected with every node of the other. For any state cluster \( C_i \), \( C_i^d \) is defined as the set of all districts in all the states belonging to cluster \( C_i \). The weight of the edge between state cluster \( C_i \) and district cluster \( D_j \), denoted by \( w_{ij} \), is defined as the ratio of the number of unique districts of cluster \( D_j \) that belongs to any of the states of cluster \( C_i \) to the total number of distinct districts of cluster \( D_j \) along with all the districts of all the states of cluster \( C_i \). It is given by,
The above formulation of the edge weights is related to the Jaccard similarity metric and can be extended to any hierarchical dataset.

Based on the maximum weighted matching, we find a one-to-one correspondence of four out of six of the district clusters with the four clusters obtained in case of states as shown in Fig. 12. Furthermore, we observe that the time

\[ w_{ij} = \frac{|C_i^d \cap D_j|}{|C_i^d \cup D_j|} \]

where \( C_i^d = \bigcup_{t_p \in C_i} \bigcup_{d_q \in t_p} d_q \)
series in district Clusters 5 (grey) and 6 (orange) have a relatively small distance to State Clusters 1 and 2. As elbow method had indicated four clusters as being optimal, there is not much benefit to keep them as separate clusters. Therefore, we pick up the entities of the remaining two clusters (grey and orange), and find the average distance of each of these entities from the other four clusters. We assign each entity to one of the four clusters whose average distance is minimum from it. This integration is also evident from Fig. 13 where two districts, one from Cluster 5 and the other from Cluster 6 which got merged with Cluster 1 are plotted in black colour. Both of these curves gel well with the other Cluster 1 districts.

Some of the salient observations in district clusters:

- In general, the districts of major cities of the country are present in District Cluster 1: Delhi, Pune, Nagpur, Gurugram and Bengaluru Urban among other major city districts. It is interesting to note that there does not exist even a single district from State Cluster 2—Controlled which captures a significant geographical area in Central India as shown in Fig. 14.

- In Cluster 4, we get districts from 23 states of India which is the highest among all the clusters. This diversification serves as a strong indicator of the fact that this cluster represents the country’s average. Moreover, the national average case rate time series ends up in this cluster, in the case of districts as well.

Below is the map of India with the state clusters as discussed above. On top of this, the hotspot districts are also overlayed on the map in Fig. 14. Note that we observe no or very few red patches in “Controlled Cluster” or “Moderate Cluster”.

Also, we take a closer look at one of the states of India, Tamil Nadu in Fig. 14 where districts clusters are shown. Tamil Nadu shares its borders with Kerala in the west, which belongs to Hotspot Cluster (Red). In north, Tamil Nadu shares its border with Andhra Pradesh, which belongs to Severe Cluster (Yellow). The districts on the west border and north border of this state mostly belongs to the Severe Cluster (Yellow). This district clusters distribution can be explained through its proximity with severely affected regions as mentioned above (Fig. 15).

Mortality Rate Analysis

We apply the above methods for clustering and analysis of mortality rate timeseries at the state level. We obtain four distinct clusters of the states. The mortality rate time series for a representative state from each of the clusters is plotted in Fig. 16.

To draw the cluster correspondence between the case rate and the mortality rate, we construct a similar bipartite graph. The mortality rate clusters are labelled A, B, C and D. The weight of the edge between case rate cluster $c_i$ and mortality

---

Fig. 15 The maximum matching is shown in the above bipartite graph of cluster correspondence between Case Rate and Mortality Rate analysis. It shows all the edges with positive weights and the highlighted edges are the matching edges

Fig. 16 The inter cluster plot for the states in Mortality Rate analysis to visually highlight the difference among the cluster representatives
rate cluster \( m_j \), is again given by Jaccard’s similarity denoted by \( w_{ij} \). It is defined as the ratio of the number of states of cluster \( m_j \) that belongs to cluster \( c_i \) to the total number of distinct states of cluster \( c_i \) and cluster \( m_j \). It is given by,

\[
w_{ij} = \frac{|c_i \cap m_j|}{|c_i \cup m_j|}
\]

Based on the maximum weighted matching obtained, we get a one-to-one correspondence of case rate and mortality rate clusters as shown in Fig. 15. However, some states, on an individual level, do not follow the correspondence. This implies that states with a high case rate might have low mortality rate. Such inconsistencies might be interpreted in terms of states having distinct healthcare facilities, median age-group or other factors determining mortality risks of COVID-19 [1]. In Table 2, each cell (\( i,j \)) represents the intersection of cluster of \( i \)th row and \( j \)th column. The italicized cells denote one-to-one correspondence between the related clusters. The ordering of the clusters according to the mortality rate, from highest to the lowest is, \( A > B > D > C \). Suppose a cluster of \( i \)th row has a one-to-one correspondence with cluster of \( j \)th column, then any state in cell \( (i,p) \) has performed relatively bad if cluster of \( p \)th column is higher in the ordering than cluster of \( j \)th column and vice versa. For example, Kerala(KL) in cell \( (1,C) \) has performed better in terms of mortality rate as Cluster 1 has a one-to-one correspondence with cluster A, but Kerala ends up in Cluster C. On the other hand, Sikkim(SK) in cell \( (3,B) \) has performed worse in terms of mortality rate as Cluster 3 has a one-to-one correspondence with cluster D, but Sikkim ends up in cluster B.

A major takeaway of the clustering analysis is that the clusters tends to form a compact geographical region. This suggests that distance contiguity is a major factor in the spread of COVID-19. As expected, we get the districts of the big cities of the country in the hotspot cluster like Delhi, Pune and Bengaluru. This is another indicator of the fact that regions with good connectivity and heavy economic activities are the most susceptible regions. Moreover, we see that the number of cases in a region is not a true indicator of its capability to handle the pandemic. As discussed in the analysis of mortality rate, certain regions are more vulnerable in terms of fatalities. We now look at more questions such as the following:

1. Can we distinguish the waves of COVID-19? Did each state experience the COVID-19 waves at the same time?
2. Were some states badly hit by second wave in comparison to the first? Did some states manage the second wave better than the others?
3. How much medical resources were utilized during the peak of second wave?
4. How prepared is a particular state/district for another wave which might affect more people?

### Cluster Dynamism

In the analysis so far, the clusters across all the indicators were generated for the entire time period of the first wave until January 2021. In this section, we perform clustering for smaller time windows for several indicators. For every time window, generate a dendrogram using hierarchical clustering. We use the same process to determine optimal number of clusters as discussed in Sect. 5. For every cluster, we assign a rank according to its intensity for the given indicator (e.g. case rate). We visualize these ranks for all the time windows in a heatmap to get insights about the granular transitions of the states and their relative ranking for a particular indicator. We use the Algorithm 1 in Sect. 4 to return \( k \) clusters from the agglomerative clustering. We perform this for daily new cases normalised by population, absolute daily new cases, daily new deaths normalised by population, absolute daily new deaths.

After obtaining the \( k \) clusters using Algorithm 1, we rank them according to the ranking method given in the following equation. In this method, the ranking is done based on the sum of the top \( n \) values of each time-series, \( data_j \) in a cluster,

### Table 2: Intersection of clusters from Case Rate Clusters \((1,2,3,4)\) and Mortality Rate Clusters \((A,B,C,D)\)

| Cluster A: Hotspot | Cluster B: Severe | Cluster C: Controlled | Cluster D: Moderate |
|-------------------|-------------------|-----------------------|---------------------|
| DL, PY, GA, LA    | RJ, MP, JH, GJ, ML, LD, WB, BR, MZ, UP | AS, TT, HR, NL, OR, TG, DN | CT, MN, TN, TR, HP, UT, PB, JK |
| SK                | AN                |                       |                     |
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normalised by the size of the corresponding cluster. Choosing top $n$ values (taken as $n = 5$ in this case) helps us focus on the highest intensity of the indicator under investigation and at the same time reduces the effect of outliers in the data. Therefore, the ranking of the $i$th cluster is done based on its score $S_i$ as shown in the equation. The cluster with highest intensity is assigned the smallest rank.

$$\text{Score} \ (S_i) = \frac{\sum_{j=1}^{\text{size of cluster } i} \text{Sum of top } n \ (\text{data}_j)}{\text{size of cluster } i}$$

**Analysis of Dynamic Clusters Across All the Indicators**

We visualize cluster dynamics with the help of heatmaps in figures [20, 21, 24]. The rows correspond to states and columns to contiguous non-overlapping time windows (Fig. 17). Furthermore, the rows are sorted (ascending) by the average rank in the whole period. This helps us quickly identify interesting patterns such as: worst affected states, periods of relative high intensity in each state, improvement or degradation relative to other regions. We have highlighted some of the interesting patterns in the figures and provided some salient observations below. The reader is encouraged to study the chart and make further observations for the periods, states and/or indicators of their interest.

We first study cluster dynamics for the absolute number of daily deaths clustered per 30 days from Mar 15, 2020 to May 6, 2021 in Fig. 22. While most deaths occurred in highly populous states like Maharashtra and Uttar Pradesh, there are notable exceptions like Delhi and Punjab. Delhi is nineteenth in terms of population in India, but is on second rank in terms of daily deaths over the whole period. Unlike most of the other states, Delhi shows more than two distinct waves. In other words, the situation seems to improve and degrade again. Gujarat, the ninth most populous state in India, is also on ninth rank in this heatmap. While in the first few months (Mar–Jun, 2020), it was one of the worst affected states, its situation improved subsequently. On the other hand, Haryana and Chhattisgarh performed poorly in second wave compared to first wave. Bihar is another exception because in spite of its high population, the number of daily deaths is relatively low. Under-reporting of daily new deaths may cause such anomalous results. This justifies the
need for analysis of data with the help of normalized metrics such as death rate (Fig. 23).

By observing cluster dynamics of death rate in Fig. 24, we can immediately notice states with relatively smaller populations such as Chandigarh, Goa, Puducherry and Ladakh have been significantly impacted with COVID-19. The situation has been worse specially from Aug 2020 to May 2021. This figure also shows the time periods when the mortality rate is relatively high in a particular state. We note that each state is unique in this respect. We again note that Gujarat has managed to keep the mortality rate relatively low since Jun 2020. This is in part explained by the fact that Gujarat had low case rate since Jun 2020 as seen in Fig. 20. However, Kerala which had managed mortality rate during April 2020 to Nov 2020 had an opposite trend during Dec 2020 to April 2021 when the case rate were much higher than the rest of the country (Fig. 25).

**Analysis of the Availability of Medical Resources**

As discussed above, both the absolute and normalised figures do not capture the actual medical stress in a region. Normally one would expect the number of doctors, hospitals and beds in a state or district to be roughly in proportion with the population. This assumption does not hold in most parts of the country as the distribution appears to be highly skewed. To assess the situation, we take the total number
of beds in a state to normalise the absolute figures instead of the population while assuming that the ratio of infected people who require hospitalization remains almost same in every state. The heatmap for the daily new cases normalized by the total number of beds in the respective states is shown in Fig. 26. The data for the total number of beds in the Indian states is taken from [21].

The map for this indicator is shown in Fig. 19 for April 2021. One interesting observation from this analysis is the abrupt rise of ranking of states in the northern plains of India—Bihar, Jharkhand and Madhya Pradesh. While these states are placed around the bottom of the ranking in the daily new cases heatmap normalized by population (Fig. 20), they are placed significantly higher in the average ranking in the heatmap normalized by total number of beds (Fig. 26). This suggests that these states do not have the required number of beds in proportion with its population.

Another important metric while trying to assess the medical crunches is the availability ratio of the total beds in a region. This volatile number changes for every district every day depending on the case load and the recovery rate. We have collected the snapshot of this data on 11 May 2021 for
three states—Chhattisgarh, Rajasthan and Andhra Pradesh from their respective state government’s COVID19 portal [22–24]. As evident from the district maps for these states shown in Fig. 18, there are extensive differences within a state where there are many districts with almost no beds available while a handful number of districts in the same state have this ratio close to 1. This indicates poor distribution of resources since the neighbouring regions of an overloaded district are not necessarily overloaded as one would expect. For example, Jaisalmer district in West Rajasthan has the bed availability ratio equal to 0.6 while its neighbour district, Jodhpur has this ratio equal to 0.09. Since these maps are drawn based on the snapshot of the data during the peak of the second wave, these could serve as a general distribution of availability of beds for any potential waves in the future. The state governments may plan expansion of their medical infrastructure and installment of new beds based on the same.
Comparison of the First and the Second Wave

Through the cluster dynamism, we also attempt to compare the first and the second wave up to their respective peak values. Here we find the difference between the ranks of a particular state in the first wave and the second wave. Formally, we have the ranks for \( n \) time windows of a state in the first wave and the corresponding \( n \) time windows of the same state in the second wave. Since the first wave is far stretched than the second wave, the window size of the first wave is set of two weeks whereas the window size of the second wave is set to a single week for clustering.

Therefore we get 9 time windows of the first wave from 22nd May, 2020 to 17th September 2020 (18 weeks). For the second wave, the time window ranges from 4th March, 2021 to 6th May, 2021 (9 weeks).

From Fig. 27, we can observe that Chhattisgarh, a state in central India, and Kerala in southern India have a high positive value for each of the time windows which suggests that they have performed very well during the initial days of the first wave compared to the second wave.

In Table 3, we present the summary through the rankings of a few states in April 2021 for all the discussed indicators.
Conclusion and Future Work

We now summarize the results and key findings of the paper as follows:

1. We applied suitable techniques to cluster over 700 time-series of case rate across districts and states of India in a coherent manner and identified four prominent shape patterns that emerged during a period of more than 300 days. Thus, we gained additional insights for states such as Uttar Pradesh as compared to the previous work [25] where the study was on a shorter duration and data was not normalized.

2. Our novel cluster similarity (edge-weight) metric and the application of cluster correspondence using maximum edge-weighted matching was very effective in mapping between similar clusters of case rates of states and districts. We were able to produce informative hierarchical cartographic visualization and mine states and districts with relatively high case rate intensities.

3. We also established a useful correspondence between clusters of case rate and mortality rate at the state level and identified that some of the states like Kerala did well in reducing the mortality risks, whereas Sikkim is the only state which had relatively higher mortality risks than expected.

Most of the countries including India have opted to roll out the vaccination program in a phased manner based on decreasing order of the age-group of its citizens. This approach is based on studies [26] that suggest age and comorbidities are the major factors of mortality risks associated with COVID-19. On top of this, a strategic vaccination drive can be planned based on the results of this paper. For this purpose, the mortality rate clustering can be taken as the reference since the primary objective of the vaccination

Table 3  Rankings of a few states in April 2021 for all the discussed indicators

| State         | Case rate | Mortality rate | Absolute new cases | Absolute new deaths | New cases by beds |
|---------------|-----------|----------------|--------------------|---------------------|-------------------|
| Andhra Pradesh| 4         | 5              | 3                  | 4                   | 4                 |
| Bihar         | 6         | 6              | 3                  | 4                   | 3                 |
| Chhattisgarh  | 2         | 2              | 3                  | 2                   | 2                 |
| Delhi         | 1         | 1              | 2                  | 2                   | 2                 |
| Maharashtra   | 2         | 2              | 1                  | 1                   | 3                 |
| Rajasthan     | 5         | 5              | 3                  | 3                   | 4                 |

Case Rate: Daily new cases normalized by the population (Sect. 5.1), Mortality Rate: Daily new deaths normalized by the population (Sect. 5.3), Absolute New Cases: Daily new cases in absolute numbers (Sect. 6.1), Absolute New Deaths: Daily new deaths in absolute numbers (Sect. 6.1), New Cases by beds: Daily new cases normalized by total beds in the state (Sect. 6.2)
drive is to mitigate the number of fatalities. In particular, the hotspot regions might be allocated relatively higher proportions of available vaccines at disposal. This strategy can be made adaptive as and when the clusters transform with time. Moreover, our techniques could be applied to other metrics like positivity rate (ratio of positive cases over total number of tests conducted), $R_t$-factor (number of people that one infected person is likely to spread the infection to) and percentage of critical cases. As a part of this ongoing effort, we plan to create a dashboard to monitor the various clusters, perform correspondence and dynamic change analysis.
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