JefiPIC: A 3-D Particle-in-Cell Method Based on Jefimenko’s Equations on GPU

Jiannan Chen¹, Junjie Zhang¹,*, Xueming Li², Yongtao Zhao³

1. Northwest Institute of Nuclear Technology, Xi’an, 710024, China
2. Institute of Applied Physics and Computational Mathematics, Beijing, 100094, China
3. MOE Key Laboratory for Nonequilibrium Synthesis and Modulation of Condensed Matter, School of Science, Xi’an Jiaotong University, Xi’an, 710049, China
* Corresponding to Email: zjacob@mail.ustc.edu.cn

Abstract: In this paper, we have proposed a new 3-D particle-in-cell (PIC) code which employs the integral Jefimenko’s equations as the electromagnetic field solver. The challenging task is made possible with the help of the state-of-the-art graphic processing units (GPU) apparatus. To match the location of the fields and current densities defined in Jefimenko’s equations, we have modified the field and charge interpolation methods. Different from the classical finite-difference time-domain (FDTD) method, the integral equations do not require strict charge conservation approaches during the particle emission moments. Our proposed method can naturally deal with the electrostatic problem, and does not need to deal with the boundary conditions, which is appropriate in solving open boundary plasma systems. To verify our code, we compare the particle evolution of a pure electron system simulated by two other codes: one is an open-source 3-Dimensional (3-D) PIC code based on FDTD, and the other is a 3-D numerical Boltzmann equations solver using Jefimenko’s equations. The numerical results imply that it is beneficial to combine the time consuming Jefimenko’s equations and the PIC method to provide accurate electromagnetic fields and particle distributions in describing open-boundary plasma systems. Our verification demonstrates that we can accomplish such task within an acceptable execution time with the use of the GPU.
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1 Introduction
1.1 Background

Particle-in-cell (PIC), a method that adopts the concept of macro-particles to describe the particle in similar phase space states, was first put forward by Dawson for studying the Langmuir wave in 1-D electrostatic plasma in the 1960s [1]. Later, Langdon and Birdsell modified the PIC model to the finite-size particle [2] or particle cloud [3], and solved the problem of the Coulomb collision between particles. Further, Marder [4] and Villasenor [5] amended the error of the electric field divergence, and Birdsell [6] and Vahedi [7] introduced the Monte Carlo collision into PIC, which made PIC step into the practical application. Nowadays, PIC is often used to simulate the controlled/laser thermonuclear fusion [8], [9], nuclear explosion effects [10], [11], [12], space physics [13], or design the vacuum electronic devices [14], [15], [16].

The PIC method provides an intuitive description of the motion of charged particles, and it is more accessible for researchers to analyze the data. Under this condition, many mature commercial software and open-source PIC codes have shown up, for example, MAGIC [17] XOOPIC [18], ICEPIC [19], UNIPIC [20], freely available EPOCH [21], [22] and so on.

On the whole, the PIC model includes two important parts. One is to update the dynamics of electromagnetic (EM) fields from Maxwell’s equations,

$$\begin{align*}
\frac{\partial E}{\partial t} &= \nabla \times B - \frac{\mu}{\varepsilon} J,
\end{align*}$$

(1)
\[ \frac{\partial \mathbf{B}}{\partial t} = -\nabla \times \mathbf{E} , \tag{2} \]
\[ \nabla \cdot \mathbf{E} = \frac{\rho}{\varepsilon} , \tag{3} \]
\[ \nabla \cdot \mathbf{B} = 0 , \tag{4} \]
where \( \mathbf{E} \) and \( \mathbf{B} \) are the electric and magnetic fields, \( \varepsilon \) and \( \mu \) are the permittivity and permeability of the medium, \( \rho \) and \( \mathbf{J} \) are the electric density and electric current density.

The other part is to update and follow the positions and velocities of the charged particles by the Newton–Lorentz force equations of motion
\[ \frac{d}{dt} \gamma m \mathbf{v} = q \left( \mathbf{E} + \mathbf{v} \times \mathbf{B} \right) , \tag{5} \]
\[ \frac{d}{dt} \mathbf{r} = \mathbf{v} , \tag{6} \]
where \( m, q, \mathbf{r}, \) and \( \mathbf{v} \) are the mass, charge, displacement, and velocity of the particle, respectively. The relativistic factor is
\[ \gamma = \frac{1}{\sqrt{1 - (\mathbf{u} \cdot \mathbf{v})^2}} = \sqrt{1 + (u / c)^2} , \tag{7} \]
where \( c \) is the speed of light, \( \mathbf{u} = \gamma \mathbf{v} \). The current continuity equation is satisfied
\[ \frac{\partial \rho}{\partial t} + \nabla \cdot \mathbf{J} = 0 . \tag{8} \]

As a result, to solve the Maxwell’s equations, we only need to consider the first two curl equations Eqs. (1) ~ (2) as well as the current continuity equation Eq. (8). The rest two divergence equations Eqs. (3) ~ (4) can be obtained accordingly.

The usual method for solving Eqs. (1) ~ (2) in PIC is the FDTD method [23], which is born naturally to solve the curl equations due to its sparsity and simplicity compared with other methods, such as the finite element method [24], [25] which needs to solve a complex matrix. Meanwhile, due to Eq. (8), once an electron is produced, there will generate certain electric fields acting as positive particles deposit where the electron emits. We name the positive particle after “invented positive charge”, of which the charge is changeable according to the field interpolation method [26], [27], [28]. Some field interpolation methods make the charge of the “invented positive charge” just reverse to that of the emission electron, which are called the charge conservation interpolation methods.

1.2 Motivation

The description of plasma systems in terms of the FDTD-based PIC simulation requires elaborate algorithms to handle the propagation of the EM fields. The scenario can be simplified if one adopts the integral equations such as the Jefimenko’s equations [29], [30]. However, known as the general solutions of the Maxwell’s equations, Jefimenko’s equations are resource-consuming, especially when combined with the PIC methods.

In this paper, we have proposed a Jefimenko-based PIC method named JefiPIC, which employs the Jefimenko’s equations to provide the EM fields in the PIC simulation. The challenging task is made possible on the GPU device. As long as given the initial condition of the charged particles and the background EM fields, our code will automatically compute the space-time distribution of the source terms \( \rho \) and \( \mathbf{J} \), as well as the evolution of the plasma. Our method is beneficial in describing the plasma systems
with open physical boundaries, such as the space plasma [31], quark gluon plasma [32] or high-altitude nuclear explosion [33], [34], which are not designed to deal with interaction of fields and the complicated geometrical objects [35].

Compared with the current FDTD-based PIC simulation, JefiPIC has certain benefits. First, one needs to employ proper boundary conditions [36], [37] to cut off and then absorb the EM fields in the FDTD method. The numerical results via the FDTD method are sensitive to the choice of the boundary conditions. Minor errors in the potential reflected waves would raise large errors to the whole plasma system. Since we do not need to set the boundaries conditions in JefiPIC, our method is physically and algorithmically simpler in describing open plasma systems. Second, JefiPIC can naturally mimic the evolution of low frequency plasmas. It is reported that the FDTD method encounters difficulties in describing low frequency EM effects [38][39], hence we usually use the electrostatic Poisson’s equation [14] as a better option in the PIC model. Third, as mentioned above, the FDTD-based PIC comes up with undesired charge conservation errors to deal with the particle emission, depending on the field interpolations methods. JefiPIC, on the other hand, does not encounter such numerical difficulties. Fourthly, the conservation of charge law will also lead to a problem when we want to simulate a pure electric system in the free space. In such condition, we need to assume that the initial electrons have already spread their fields to infinity to amend the electric field divergence. If the electron emission is continuously carried out during the computation, the amendments should be adopted at each time step. In JefiPIC, we do not encounter such challenge.

However, the numerical simulation of Jefimenko’s equations is extremely time consuming, since the integral is performed over the entire source volume with retarded time. For a performance enhancement, we use the GPU-based package JefiGPU [40]. JefiGPU performs the Jefimenko’s equation directly on GPU with the help of the high dimensional integration package ZMCintegral [41]. With the utilization of JefiGPU, we can perform the evolution of the plasma systems within an acceptable execution time. Meanwhile, we also implement the particle motion equations on GPU, so that the proposed JefiPIC is a fully GPU-based plasma simulator. All quantities are consistently defined on the GPU memory which guarantees a fast execution.

The paper is organized as follows. In Sec. 2 we show the detailed designing process of our proposed JefiPIC method, including the interpolation method of particles and fields and the Jefimenko’s equations. In Sec. 3, we compare the results from JefiPIC, EPOCH and RBG-Maxwell [32], [42] by modeling a pure electron system, and analyze the advantages of JefiPIC. In Sec. 4, we conclude the work and discuss the future research direction.

2 Method
2.1 Jefimenko’s equation
As mentioned before, the EM fields in JefiPIC are obtained by the Jefimenko’s equations

$$
E(r,t) = \frac{1}{4\pi\varepsilon_0} \left[ \frac{r - r'}{||r - r'||^2} \rho(r',t_t) + \frac{r - r'}{||r - r'||^2} \frac{1}{c} \frac{\partial \rho(r',t_t)}{\partial t} - \frac{1}{||r - r'||^2} \frac{1}{c^2} \frac{\partial J(r',t_t)}{\partial t} \right] \, \mathrm{d}r',
$$

(9)

$$
B(r,t) = -\frac{1}{4\pi} \left[ \frac{r - r'}{||r - r'||^3} \times \mathbf{J}(r',t_t) + \frac{r - r'}{||r - r'||^3} \times \frac{1}{c} \frac{\partial \mathbf{J}(r',t_t)}{\partial t} \right] \, \mathrm{d}r',
$$

(10)

$$
t_t = t - ||r - r'||,
$$

(11)

where \( t_t \) is the retarded time, and \((r, t)\) represents the space-time point. \( r \) and \( r' \) refer to the displacements in the observation and source region as the form of \((x, y, z)\) and \((x', y', z')\). Given the current density \( \mathbf{J} \) and charge density \( \rho \) in the space-time, the EM fields at point \( r \) can be calculated via Eqs. (9) – (11). Once
obtained the EM fields, the particles are easily pushed according to the Newton–Lorentz functions Eqs. (5) ~ (6).

In JefiPIC, we divide the source region and observation region with the same cuboid grids for numerical computation. Under this condition, Eqs. (9) ~ (11) are discretized as

\[
E(r, t) = \frac{\mathrm{d}x'\mathrm{d}y'\mathrm{d}z'}{4\pi\varepsilon_0} \sum_{i,j,k} \left[ \frac{r - r_{i,j,k}'(t)}{|r - r_{i,j,k}'(t)|^3} \rho(r_{i,j,k}', t) \right. \\
+ \left. \frac{r - r_{i,j,k}'(t)}{|r - r_{i,j,k}'(t)|^3} \frac{1}{c} \rho(r_{i,j,k}', t) - \rho(r_{i,j,k}', t) - \frac{\mathrm{d}r}{\mathrm{d}t} \right] \\
- \frac{1}{|r - r_{i,j,k}'(t)|^3} \frac{1}{c^2} \frac{\mathrm{d}^2(J(r_{i,j,k}', t) - J(r_{i,j,k}', t) - \frac{\mathrm{d}t}{\mathrm{d}r})}{\mathrm{d}t
}
\]

(12)

\[
B(r, t) = -\frac{\mathrm{d}x'\mathrm{d}y'\mathrm{d}z'}{4\pi} \sum_{i,j,k} \left[ \frac{r - r_{i,j,k}'(t)}{|r - r_{i,j,k}'(t)|^3} \times J(r_{i,j,k}', t) \right. \\
+ \left. \frac{r - r_{i,j,k}'(t)}{|r - r_{i,j,k}'(t)|^3} \frac{1}{c} \times \frac{J(r_{i,j,k}', t) - J(r_{i,j,k}', t) - \frac{\mathrm{d}t}{\mathrm{d}r})}{\mathrm{d}t} \right]
\]

(13)

\[
t_t = t - |r - r_{i,j,k}'|
\]

(14)

where the indices i, j, and k denote the index of the grids in the source region. The numerical value for \(r_{i,j,k}'\) is simply the coordinate at the center of the grid, and \(\mathrm{d}x',\ \mathrm{d}y',\ \mathrm{d}z'\) are the sizes of the grid in the source region. For computational convenience, \(J, \rho, E\) and \(B\) are all defined at the center of the grids.

2.2 Particle moving

The Newton–Lorentz force equations are discretized by the central leap-frog difference method as

\[
\gamma m(v^{n+1/2} - v^{n-1/2}) = q \left( E^n + \frac{v^{n+1/2} + v^{n-1/2}}{2} \times B^n \right)
\]

(15)

\[
\frac{r^{n+1} - r^n}{\mathrm{d}t} = v^{n+1/2}
\]

(16)

where the superscript \(n\) denotes the \(n^{th}\) time step in simulation. However, the advancement of velocity is an implicit equation which is tough to solve directly. So, the Boris particle pusher is employed, and Eq. (15) is separated into three steps as

\[
v = v^{n-1/2} + \frac{qE^n}{m} \frac{\mathrm{d}t}{2},
\]

(17)

\[
\frac{(v^+ + v^-)}{\mathrm{d}t} = \frac{q}{2\gamma m} (v^+ + v^-) \times B^n,
\]

(18)

\[
v^{n+1/2} = v^+ + \frac{qE^n}{m} \frac{\mathrm{d}t}{2}.
\]

(19)
2.3 Charge and field interpolation method

Since the electromagnetic fields, currents, and charge densities need to be allocated at the center of the grids in Jefimenko’s equations which is different from that in FDTD, we should modify the field and particle interpolation methods. The traditional PIC methods usually adopt two interpolation methods. One is the so-called charge conservation method, while it will bring numerical noises inevitably. The other is the linear interpolation method with first-order accuracy causing less noises. However, the latter one breaks the charge conservation law. In fact, some researchers employ higher accuracy interpolation methods such as Lagrange interpolation or spline interpolation, but the complexity and more time-consuming limit their application.

Because of the difference between integral equations and difference equations, JefiPIC does not face the charge conservation problem. Hence, we use the first-order linear interpolation method, which has acceptable numerical noises and computation time.

In the 3-D model, linear interpolation is regarded as the volume-weighted interpolation. For convenience, we use a 2-D model, which utilizes the first-order area-weighted interpolation, to explain how the particle interpolation works in Figure 1. Assuming that there is one particle in some source region, labeled by a “star”, the charge of this particle should be allocated to its nearest center nodes indicated by the solid points. In a 3-D model, one particle should be allocated to 8 nodes, while in a 2-D model there are only 4 nodes with indices (i, j), (i+1, j), (i, j+1) and (i+1, j+1). According to the area-weighted interpolation method, the allocated charge on one node is equal to the charge of the particle times the weight, which is ratio of the shaded area of its thither corresponding rectangle to the area of one grid.

\[ i = \left\lfloor \frac{x - 0.5 \cdot dx'}{dx'} \right\rfloor, \quad j = \left\lfloor \frac{y - 0.5 \cdot dy'}{dy'} \right\rfloor, \quad k = \left\lfloor \frac{z - 0.5 \cdot dz'}{dz'} \right\rfloor \]

(20)

Following the first-order volume-weighted interpolation method, particles with index \((i, j, k)\) should be interpolated to the adjacent grids. Thus, the charge densities on the nearest nodes are expressed as

\[ \rho_{i,j,k} = (1 - \alpha)(1 - \beta)(1 - \chi)\rho, \]

(21)

\[ \rho_{i+1,j,k} = \alpha(1 - \beta)(1 - \chi)\rho, \]

(22)

\[ \rho_{i,j+1,k} = (1 - \alpha)\beta(1 - \chi)\rho, \]

(23)

\[ \rho_{i,j,k+1} = (1 - \alpha)(1 - \beta)\chi\rho. \]

(24)

Figure 1. Area-weighted interpolation. The particle is indicated by a “star” and is interpolated to the four neighbor grids according to the ratio of the corresponding shaded area to the grid area.

Since the variables are defined at the center of the grids, we firstly find the indices of the nodes

\[ i = \left\lfloor \frac{x - 0.5 \cdot dx'}{dx'} \right\rfloor, \quad j = \left\lfloor \frac{y - 0.5 \cdot dy'}{dy'} \right\rfloor, \quad k = \left\lfloor \frac{z - 0.5 \cdot dz'}{dz'} \right\rfloor \]
\[ \rho_{r+1,j+1,k} = \alpha \beta (1 - \chi) \rho, \]
\[ \rho_{r+1,j,k+1} = \alpha (1 - \beta) \chi \rho, \]
\[ \rho_{r,j+1,k+1} = (1 - \alpha) \beta \chi \rho, \]
\[ \rho_{r+1,j+1,k+1} = \alpha \beta \chi \rho, \]

where
\[ \alpha = \frac{x - i \cdot \text{dx}'}{\text{dx}'}, \quad \beta = \frac{y - j \cdot \text{dy}'}{\text{dy}'}, \quad \chi = \frac{z - k \cdot \text{dz}'}{\text{dz}'}, \]
\[ \rho = \frac{q}{\text{dx}' \text{dy}' \text{dz}'}, \]

and \( q \) is the charge of the moving particle. The current densities can be easily obtained by two steps. One is to multiply the charge of the particle by its velocities in three directions, and the second step is to interpolate the product to the neighbor grids. However, there is one thing to notice that the number of the adjacent nodes will change if the particles arrive at the grid boundary. In the implementation, if the distance between a particle and any boundary is less than a half grid, for instance, \( x < 0.5 \cdot \text{dx} \), or \( x > (i+0.5) \cdot \text{dx} \), we will denote it as a boundary particle. When the particles stay at the boundary face or boundary edge, the charge will be allocated on 4 or 2 adjacent nodes, respectively. When it comes to the boundary corner, only the corner grid will be allocated.

The field interpolation has a reverse execution process to the charge interpolation method. The EM fields acting on a certain particle are interpolated by the weighted summation of the EM fields in the adjacent grids. Thus, the electric field on a particle in grid \( (i, j, k) \) can be evaluated as
\[ E_{i,j,k}^q = (1 - \alpha)(1 - \beta)(1 - \chi)E_{i,j,k} + \alpha(1 - \beta)(1 - \chi)E_{i+1,j,k} + (1 - \alpha)\beta(1 - \chi)E_{i,j+1,k} + (1 - \alpha)(1 - \beta)\chi E_{i,j,k+1} + \alpha \beta(1 - \chi)E_{i+1,j+1,k} + (1 - \alpha) \beta \chi E_{i+1,j,k+1} + (1 - \alpha) \beta \chi E_{i,j+1,k+1} + \alpha \beta \chi E_{i+1,j+1,k+1}. \]

The parameters in Eq. (31) are the same as those in Eq. (29). One can obtain the magnetic field on the particle accordingly. Note that the number of the adjacent nodes which participate in pushing the particle obeys the same rule in the particle interpolation.

3 Computational Model and Result

To verify our code JefiPIC, we use other two codes for comparison. One is an open-source 3-D PIC code EPOCH and the other is a 3-D plasma simulator RGB-Maxwell. Since the numerical values for physical quantities must be within the range of machine precision, i.e., float64, we need to convert the quantities from International Unit of System (SI) to a new unit system. In this paper, we use the Flexible Unit (FU) as in RGB-Maxwell (see appendix for a short introduction of FU). By choosing proper values for vacuum permittivity \( \varepsilon_0 \), reduced Planck constant \( \hbar \), speed of light \( c \) and \( \lambda \) which relates the energy in SI and FU, we can limit most of the numerical values in machine precision. Note that the use of FU does not change the physics of the plasma system.

In the three codes, we divide the computational region with the same spatial grid size \( \text{dx} = \text{dy} = \text{dz} = \)
10^{-5} \text{ m}. The total computational time is 10^{-9} \text{ s}. In EPOCH, owing to using the difference method, the time step $\Delta t$ needs to satisfy the CFL condition \cite{43} which limits the time step according to the grid sizes

$$c \cdot \Delta t \leq \frac{1}{\sqrt{(dx)^2 + (dy)^2 + (dz)^2}},$$

(32)

JefiPIC and RGB-Maxwell utilize Jefimenko’s equation instead, so there is little limit to the time step. However, in order to gain a more accurate result, we set the time step $\Delta t = 10^{-13} \text{ s}$ with 10000 time steps.

In our simulation, we set 1 grid in $x$-direction, 251 grids in $y$-direction, and 111 grids in $z$-direction in JefiPIC and RGB-Maxwell, but 3 grids in $x$-direction in EPOCH (as the request of its high-order interpolation method). At the beginning, a batch of free electrons are uniformly placed in a strip of grids where $y = 10 \cdot dy$, $z$ is from $6 \cdot dz$ to $106 \cdot dz$ ($x = 2 \cdot dx$ in EPOCH, the middle layer long $x$-axis) as shown in Figure 2.

![Figure 2](image.png)

Figure 2. The initial electron distribution in the simulation. The total computational space is of size $1 \cdot dx \times 251 \cdot dy \times 111 \cdot dz$. The particles are placed in the shaded region.

The electrons are emitted with velocity only in the $y$-direction with initial energy 10 eV. We restrict the transverse motions of the electrons in the XOZ plane by posing a constant magnetic field $B = 10 \text{ T}$ along the $y$-direction. The total initial charge is $5 \times 10^{14}$ C with electron number $3.125 \times 10^5$. In JefiPIC, each particle is tracked in a CUDA kernel. Since the maximum number of CUDA kernels are around $10^9$ on one A100 GPU card, we can simulate at most $10^9$ particles at the same time in JefiPIC. Thus, in order to decrease the numerical noise, we use one macro-particle standing for a hundredth electron, and thus there are $3.125 \times 10^7$ particles in our simulation. In EPOCH, the code dynamically adjusts the weight of the particles so that the particle number in per grid is around 100. In RGB-Maxwell, the initial condition is a distribution function defined on the six-dimensional phase space.

Figure 3 shows the particle distribution by the three codes at different time snapshots. As we can see, the overall distributions are similar that the particles locate almost the same regions at each time. The particles are repelled from each other in the $y$-direction and limited in the XOZ plane by the external magnetic field. Meanwhile, results given by JefiPIC and RBG-Maxwell are more similar. Since RGB-Maxwell solves the Boltzmann equations directly, which is already the ensemble averaged result, its particle distributions are smoother compared with that of JefiPIC, in which we may observe a clearer and denser layer in the central electron distribution. The densest region of the particle distribution of the two integral-equation-based codes locates at the two ends of the electron bar, while that of EPOCH locates in the center part. Meanwhile, EPOCH causes less particle repulsion compared with the other two codes. However, the distribution from EPOCH is reasonable. Since EPOCH utilizes the FDTD method, which is weak at computing the electrostatic problems. Meanwhile, on account of the effect of both the “invented positive charge” and the field and particle interpolation method, undesired edge effect is observed. The
charge conservation law is kept until parts of the particles reach the right boundary.

Figure 3. Particle distribution in the YOZ plane. (a) is the result from EPOCH in the $x=1\cdot d$ plane, (b) is from RGB-Maxwell, and (c) is from JefiPIC. The time snapshots are chosen to be $t = 0.2, 0.4, 0.6, 0.8$ and 1.0 ns.

Figure 4 shows the electron number density along $y$-axis where the grid index of the $x$ and $z$-axes are kept fixed (here, we choose $k = 55, i = 2$ in EPOCH and $i = 1$ in the other two codes). It is shown in Figure 3(a) that EPOCH allocates the electron number density or charge density more uniformly than the others. The electron density is higher at the center in EPOCH at later times though it starts with a lower density. After diagnosing the particle distribution, we find that as time passes by, the particle interpolation of EPOCH makes the number density larger in the center while smaller in the edge, while the total charge is conserved all the time.

Figure 4. The electron number density along $y$-axis. The grid index of the $x$ and $z$-axes are kept fixed with $k = 55, i = 2$ in EPOCH and $i = 1$ in the other two codes.

We further diagnose the electric field in grid with index $(i = 2, j = 50, k = 55)$ in EPOCH and at point $(i = 1, j = 50, k = 55)$ in RGB-Maxwell and JefiPIC. The results are displayed in Figure 5. With the same EM solver, JefiPIC and RGB-Maxwell give the similar waveforms of the electric field according to the electron density shown in Figure 4. For EPOCH, lack of the ability to calculate electrostatic or low-frequency projects, the densest electron density gives the lowest electric field peak value on the contrary. This shortcoming also leads to that the electric fields are produced only when the particles pass by the diagnose point. However, the peak times match with one another, indicating that the particle motions are similar.
Figure 5. The electric fields obtained in grid with index \((i = 2, j = 50, k = 55)\) in EPOCH and point \((i = 1, j = 50, k = 55)\) in RGB-Maxwell and JefiPIC. The black squares, red circles and blue triangles indicate the result from EPOCH, RGB-Maxwell and JefiPIC.

As mentioned above, by using the GPU, the execution time of JefiGPU is acceptable, which is of the same order as the others, shown in Table I. We think that EPOCH behaves worse just because of the more grids it needs to handle. Meanwhile, we also test the time consumption of JefiGPU with the increasing of the macro-particle numbers. It can be seen from Fig. 6 that as long as the particle number is less than one percent of the limitation of CUDA kernel (~ a bit less than \(10^7\)), the computational time changes little. This is due to the high degree of parallelism on GPU and less data transferring between CPU and GPU. However, once the particle number is beyond \(10^7\), the time cost will be multiplying. Note that if the allocated kernel number (i.e., the particle number in JefiGPU) exceeds the limitation by CUDA (~\(10^9\)), the computed result will be incorrect. Fortunately, \(10^7\)–\(10^8\) macro-particles are quite enough for the usual simulation with controlled noises.

Table I. The computational time of the three codes

| Code       | EPOCH | RGB-Maxwell | JefiPIC |
|------------|-------|-------------|---------|
| Time cost  | \(-1\ h\) | \(-0.8\ h\) | \(-0.6\ h\) |
| Device info| Intel Xeon Gold 6132 | Tesla A100 | Tesla A100 |

Figure 6. The time cost of JefiPIC with different particle numbers. Enslaved to the CUDA kernel, the upper limit of the particle number is around \(10^9\).

4 Discussion and Conclusion

In this paper, we have proposed a plasma simulation package JefiPIC, which solves the challenging task of describing plasma systems in terms of a 3-D particle-in-cell method combined with the Jefimenko’s equations on GPU. The particles are pushed by the traditional particle simulation method, and the
volume-weighted charge and field interpolation methods are employed. Because the locations to allocate fields, charge density and current density are changed from the FDTD to Jefimenko’s equations, we have modified the interpolation method accordingly. Through the comparisons with the results from EPOCH and RGB-Maxwell, we verify the credibility of JefiPIC. Our first-order accurate PIC code has the similar results as the second-order accurate Boltzmann equations, and shows a better solution of the electrostatic problem compared with results solved by the difference equations. Meanwhile, the time cost of JefiPIC is acceptable in dealing with the plasma problem. Our code has a benefit in describing plasma systems with open boundary conditions.

Through, JefiPIC in this version can only solve the collisionless Vlasov equations, the interactions between electrons and neutral molecules or charged ions need to be added to make the code more widely applicable.
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Appendix

| Physical quantity | SI Unit | Flexible Unit |
|-------------------|---------|---------------|
| Magnetic field    | T       | $5.01398 \times 10^{-36} \left( \frac{\alpha^2 \hbar^3/2 e_0^{1/2} \epsilon_0^{1/2}}{c^{5/2}} \right) E^2$ |
| Length            | m       | $3.16304 \times 10^{25} \hbar c \lambda E^{-1}$ |
| Time              | s       | $9.48253 \times 10^{33} \hbar \lambda E^{-1}$ |
| Electric charge   | C       | $1.89032 \times 10^{16} \left( \frac{\hbar \epsilon_0 c}{\lambda} \right)^{1/2}$ |
| Momentum          | $\text{kg} \cdot \text{m} \cdot \text{s}^{-1}$ | $2.99792 \times 10^8 \left( \frac{\epsilon_0}{c} \right) E$ |
| Energy            | J       | $1/\lambda E$ |
| Mass              | kg      | $8.89752 \times 10^8 \left( \frac{\epsilon_0}{c} \right) E$ |
| Electric current  | A       | $1.99347 \times 10^{16} \left( \frac{\hbar \epsilon_0}{c} \right)^{1/2} \lambda E$ |
| Electric field    | $\text{V} \cdot \text{m}^{-1}$ | $1.67249 \times 10^{-44} \left( \frac{\epsilon_0^2}{\lambda^2 e_0^{1/2} \epsilon_0^{1/2}} \right) E^2$ |
| Force             | $\text{kg} \cdot \text{m} \cdot \text{s}^{-2}$ | $3.16153 \times 10^{-26} \left( \frac{\hbar \epsilon_0}{c} \right)^{1/2}$ |
| Unit charge       | l       | $0.30286 \left( \frac{\hbar \epsilon_0}{c} \right)^{1/2}$ |

In Flexible Unit (FU), all physical quantities have the dimension of energy E. One needs to choose proper...
values for $\lambda$, $c$, $\hbar$, $\varepsilon_0$ so that all numerical quantities are in the range of float64 on GPU, where $c$, $\hbar$, $\varepsilon_0$ denote the speed of light, the reduced Planck constant, and the vacuum permittivity. $\lambda$ is constant relating the energy quantity between SI and FU.