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Abstract

We introduce a general framework of low regularity integrators which allows us to approximate the time dynamics of a large class of equations, including parabolic and hyperbolic problems, as well as dispersive equations, up to arbitrary high order on general domains. The structure of the local error of the new schemes is driven by nested commutators which in general require (much) lower regularity assumptions than classical methods do. Our main idea lies in embedding the central oscillations of the nonlinear PDE into the numerical discretisation. The latter is achieved by a novel decorated tree formalism inspired by singular SPDEs with Regularity Structures and allows us to control the nonlinear interactions in the system up to arbitrary high order on the infinite dimensional (continuous) as well as finite dimensional (discrete) level.
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Introduction

We consider a general class of evolution equations under the form

$$\partial_t u_o - L_o u_o = \sum_{l \in L} \Psi^l_o (u^l_o) V^l (x), \quad (t, x) \in \mathbb{R} \times \Omega, \quad o \in L^+, \quad (1.1)$$

where $L^-, L^+$ are finite sets, $\Omega \subseteq \mathbb{R}^d$, $u^l_o = (u_o)_o \in L^{-, l}_+$ and $L^{o, l}_+ \subset L^+$. For every $(o, l) \in L^+ \times L^-$, $L_o$ denotes a linear (possibly) unbounded operator, $\Psi^l_o$ represents the nonlinearity and $V^l$ the potential or noise. The precise assumptions on the operator $L_o$, the nonlinearity $\Psi^l_o$ and the potential $V^l$ are stated in Section 1.1 below. We add initial conditions $u_o(0) = v_o$ and when $\partial \Omega \neq \emptyset$ suitable boundary conditions which will be encoded in the domain of the operator $L_o$.

Evolution equations of type (1.1) are meanwhile extensively studied in numerical analysis literature and a large variety of discretisation techniques for their time resolution was proposed, reaching, e.g., from splitting methods over exponential integrators up to Runge–Kutta and Lawson type schemes [12, 18, 19, 16, 15, 24, 23, 23]. While such classical discretisation techniques provide a good approximation to smooth solutions, they often drastically break down at low regularity: Rough data and high oscillations in general cause severe loss of convergence which leads to huge computational costs hindering in many situations reliable approximations.

Nonlinear partial differential equations (PDEs) at low regularity are at large an ongoing challenge in numerical analysis.

In this work we introduce a general framework of low regularity integrators which allows us to approximate the time dynamics of (1.1) up to arbitrary high order under lower regularity assumptions than classical methods, such as Runge–Kutta, splitting, exponential integrators or Lawson schemes, require. Our new framework greatly enhances the low regularity framework recently introduced in [6] which is restricted to dispersive equations with periodic boundary conditions and polynomial nonlinearities $u^l \Psi^m$. Within our new framework we in particular overcome periodic boundary conditions and cover a much larger class of equations, including for instance parabolic, and hyperbolic problems, as well as dispersive equations. Furthermore, our model (1.1) allows for noise or potentials and non polynomial nonlinearities.

In order to bypass the limitations of [6] we introduce novel commutator structures. Such commutators were previously used in [32] for the derivation of first- and second-order low regularity integrators for a simplified version of (1.1) (in particular without potential, i.e., $V^l \equiv 1$). At low order the central oscillations in (1.1) can quite easily be computed and their dominant parts can be extracted “by hand” (see [32]). This is however no longer the case at higher order: The control of the
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5.3 Klein– and Sine–Gordon equations
underlying oscillations of \((1.1)\) up to arbitrary high order involves a scale of nested, iterated oscillatory integrals depending on the nonlinear interaction between the leading differential operator \(\mathcal{L}_o\) and the nonlinearity \(\sum_{l \in \mathcal{L}} \Psi^l(u^l) V^l(x)\) which is in particular challenging on the finite dimensional (discrete) level.

In order to overcome this, our key idea lies in developing a new class of decorated trees. This formalism is crucial as it allows us to encode the oscillatory systems of iterated integrals on the continuous as well as on the discrete level. We control the local error at each order with suitable nested commutators. The decorated trees used in this work are inspired by [6]. We develop a new framework overcoming the limitations of the formalism developed in [6] which heavily relied on Fourier expansion techniques, periodic boundary conditions and polynomial nonlinearities. Our decorated trees are close in spirit to the ones used in singular SPDEs in [11] where decorations on the nodes encode the drivers/potentials of the equation \((1.1)\).

This work is the second example after [6] where Regularity Structures decorated trees introduced in [13,14] appear in context of numerical analysis which stresses their robustness. Another key difference with [6] lies in the fact that our setting does not allow for a Hopf algebra to conduct the local error analysis. The latter seems limited to Fourier space and the control of the corresponding Fourier modes. The lack of a Hopf algebra in this work is, however, not surprising as we push forward low regularity integrators to the much more general setting \((1.1)\).

Our main result is the new general low regularity scheme presented in Definition 4.2 with its error structure given in Theorem 4.3. The approximation relies crucially on the formulae given in Definition 3.2. We will illustrate our framework on the concrete examples of the Gross–Pitaevskii and the Sine–Gordon equation in full detail in Section 5. In the next subsection, we illustrate the main ideas of our scheme on a parabolic equation.

### 1.1 Linearization and decorated trees

Before introducing our linearization techniques based on decorated trees, let us first specify the assumptions on the nonlinearity \(\Psi\) and on the leading operator \(\mathcal{L}_o\) appearing in \((1.1)\).

**Assumption 1 (nonlinearity \(\Psi\))** In the following we assume that the nonlinearity \(\Psi^l(u^l)\) is tensorized under the form

\[
\Psi^l(u^l) = \mathcal{B}^l_o \left( \prod_{o \in \mathcal{L}_o} f_{o,l}(u^l) \right), \quad f_{o,l} : C \to C^J,
\]

where \((\mathcal{B}^l_o)_{(o,l) \in \mathcal{L}_+ \times \mathcal{L}_-}\) is a family of (linear) operators and we use the notation \(\prod_1 X^{(i)} = \sum_{k \leq J} \prod_1 X^{(i)}_k\) where \(X^{(i)} \in C^J\).

**Assumption 2 (leading operator \(\mathcal{L}_o\))** The linear operator \(\mathcal{L}_o\) shall be defined on a Hilbert space \(X\) of complex valued functions \(u \in C\) with norm denoted by \(\| \cdot \|\) and
domain $D(\mathcal{L}_o)$. To make sense of the exponential functions, we in addition assume that $\mathcal{L}_o$ generates a strongly continuous semigroup $\{e^{t\mathcal{L}_o}\}_{t \geq 0}$ of contractions on $X$.

We illustrate the main idea of our general scheme via a simple example that contains already some important challenges which could not be overcome in previous works \cite{632}. Let us consider the abstract parabolic equation:

$$
\partial_t u - \Delta u = f(u)V, \quad u_0 = v, \quad (t, x) \in \mathbb{R} \times \Omega
$$

with $\Omega \subseteq \mathbb{R}^d$ sufficiently smooth. In the case of $\partial \Omega = \emptyset$ we assume suitable boundary conditions encoded in $D(\Delta)$ and shall denote by $V$ a potential or noise.

The starting point of our new class of schemes is based on Duhamel’s formula for (1.3) which is given by

$$
u(t) = e^{t\Delta}v + \int_0^t e^{(t-\xi)\Delta} f(u(\xi))V \, d\xi.
$$

Classical methods are in general based on Taylor series expansions of $u(\xi)$ (the solution of (1.3) at time $t = \xi$) around the initial value $u_0 = v$ in the sense that for small $\xi$ we have at first order that

$$u(\xi) = v + O(\xi u').
$$

This classical Taylor series expansion, however, requires regularity in the solution since from the PDE (1.3) we have

$$O(\xi u') = O(\xi \Delta u).
$$

Hence, the numerical scheme will only converge to order one for sufficiently smooth solutions

$$u \in D(\Delta).
$$

The situation is even worse for higher order methods which are in general based on higher order Taylor series expansions of the solution

$$u(\xi) = v + \xi u'(0) + \frac{\xi^2}{2} u''(0) + \ldots + \frac{\xi^r}{r!} u^{(r)}(0) + O(\xi^{r+1} u^{(r+1)}).
$$

By using the PDE (1.3) we have at leading order

$$O(\xi^{r+1} u^{(r+1)}) = O(\xi^{r+1} \Delta^{r+1} u).
$$

Hence, it follows that at order $r + 1$ the necessary regularity assumptions on the solutions is increased to

$$u \in D(\Delta^{r+1}).
$$
Remark 1.1 Note that (1.7) does not only require sufficiently smooth solutions (i.e., that the $\partial^{2(r+1)}$th derivative is bounded), but also additional compatibility conditions on the boundary whenever $\partial\Omega \neq \emptyset$. For example, for a second order approximation, namely when $r = 1$, the classical Taylor expansion (1.6) requires
\[
 u \in D(\Delta^2) = \{ f \in D(\Delta); \Delta f \in D(\Delta) \}.
\]
In case of $\Omega$ a bounded smooth open set of $\mathbb{R}^d$ equipped with homogeneous Dirichlet boundary conditions this means that
\[
 u \in D(\Delta^2) = \{ f \in (H^2 \cap H^1_0)(\Omega); \Delta f \in (H^2 \cap H^1_0)(\Omega) \}. \tag{1.8}
\]
Hence, zero trace of the solution $u$ and $\Delta u$ on the boundary is imposed.

In this manuscript we want to overcome these high regularity assumptions by developing a new class of schemes with improved local error structures. It is essential to note that if we want to develop such a class of (high order) methods under low(er) regularity assumptions
\[
 u \in Y \supset D(\Delta^{r+1})
\]
we cannot base our new schemes on classical Taylor series expansions of type (1.6).

Our idea to overcome the regularity assumptions (1.7) lies in embedding the central oscillations of the PDE into the numerical discretisation, while only approximating the lower order terms. More precisely, iterating Duhamel’s formula (see also [6] [32]) we have thanks to (1.4) at time $t = \xi$ that
\[
 u(\xi) = e^{\xi \Delta} v + O(\xi)
\]
where the central oscillations are captured in the term
\[
 e^{\xi \Delta} v
\]
and the remainder $O(\xi)$ does not involve any derivatives on the solution. In detail one has for $u(\xi) = e^{\xi \Delta} v + A(\xi)$ that
\[
 f(u(\xi)) = \sum_{k \leq r} \frac{A(\xi)^k}{k!} f^{(k)}(e^{\xi \Delta} v) + O(A(\xi)^{r+1}) \tag{1.9}
\]
where we truncate the expansion at $r$ which is associated to the order of the scheme one wants to achieve. The remainder $A(t)$ will corresponds in practice (after a suitable approximation) to a finite sum of iterated integrals only involving bounded operators.

Plugging (1.6) into (1.4), we obtain the following expansion of the exact solution
\[
 u(t) = e^{t \Delta} v + \sum_{k \leq r} \int_0^t e^{(t-\xi) \Delta} \frac{A(\xi)^k}{k!} f^{(k)}(e^{\xi \Delta} v) V d\xi + O(t^{r+2}) \tag{1.10}
\]
where the central oscillations are embedded in the interaction of
\[ e^{(t-\xi)\Delta} \quad \text{and} \quad f^{(k)}(e^{\xi\Delta} v) \]
and the remainder \( \Theta(t^{r+2}) \) does, in contrast to classical approximation techniques
not involve any derivatives on the solution.

The main challenge lies in controlling the oscillatory integrals in (1.10)
\[
\sum_{k \leq r} \int_0^t e^{(t-\xi)\Delta} \frac{A(\xi)^k}{k!} f^{(k)}(e^{\xi\Delta} v) V d\xi
\]  
(1.11)
on the discrete level. Note that a classical Taylor series expansion of the oscillations
\( e^{\xi\Delta} \) would again lead to the high regularity assumptions (1.7). Our key idea to
overcome this lies in embedding the central oscillations in (1.11) explicitly into our
numerical discretization. In order to do so, in a first step we have to linearise the terms
\( f^{(k)}(e^{\xi\Delta} v) \). This will allow us to filter out the dominant oscillations while
controlling the approximation error by commutators \( \mathcal{C}[\cdot, \cdot] \) with an improved error
structure introduced as follows:

\textbf{Definition 1.2} For a function \( H(v_1, \ldots, v_n) \), \( n \geq 1 \) and a linear operator \( \mathcal{L} \) we set
\[
\mathcal{C}[H, \mathcal{L}](v_1, \ldots, v_n) = -\mathcal{L}(H(v_1, \ldots, v_n)) + \sum_{i=1}^n D_i H(v_1, \ldots, v_n) \cdot \mathcal{L} v_i
\]
where \( D_i H \) stands for the partial differential of \( H \) with respect to the variable \( v_i \).
We define the iterated commutator \( \mathcal{C}^k[H, \mathcal{L}] \) recursively by
\[
\mathcal{C}^{k+1}[H, \mathcal{L}] = \mathcal{C}[\mathcal{C}^k[H, \mathcal{L}], \mathcal{L}], \quad \mathcal{C}^0[H, \mathcal{L}] = H.
\]

Let us illustrate this definition with our example (1.3). With the above notation
(and \( \mathcal{L} = \Delta \)) one has for sufficiently smooth \( f \):
\[
f(e^{\xi\Delta} v) = \sum_{\ell=0}^r \frac{\xi^{\ell}}{\ell!} e^{\xi\Delta} \mathcal{C}^\ell [f, \Delta](v) + \Theta(\xi^{r+1} \mathcal{C}^{r+1}[f, \Delta](v)).
\]  
(1.12)
This linearisation produces an error of the form
\[
\mathcal{C}^{r+1}[f, \Delta](v)
\]
which in general requires less regularity and less compatibility conditions on the
boundary than does a classical Taylor-series expansion of the propagator \( e^{\xi\Delta} \). Indeed,\nup to order \( r \) we have
\[
e^{\xi\Delta} = \sum_{k \leq r} \frac{\xi^k}{k!} \Delta^k + \Theta(\xi^{r+1} \Delta^{r+1}),
\]  
(1.13)
whereby
\[ D(\mathcal{C}^{r+1}[f, \Delta]) \supset D(\Delta^{k+1}). \]
Hence, the commutator expansion (1.12) requires less regularity assumptions and compatibility conditions than classical Taylor expansion of the propagator \( e^{\xi \Delta}. \)
We illustrate this through an example in the following two remarks. This observation also holds true in the general setting (1.1).

**Remark 1.3** In general it holds that
\[ D(\mathcal{C}[f, \mathcal{L}]) \supset D(\mathcal{L}). \]

Let us for instance recall the example given in [12, Sec. 2.1] where \( \mathcal{L} = \Delta \) on the torus \( T^d \) and \( f(u) = u^2. \) Then one has \( D(\mathcal{L}) = H^2 \) (the classical Sobolev space) and
\[ \mathcal{C}[f, \mathcal{L}](v) = -\sum_{k=1}^{d} (\partial_k v)^2. \]
If we choose to measure the error in \( L^2 \), in order to bound the above expression we need \((\partial_k v)^2 \in L^2. \) This follows for \( v \in H^{1+\frac{d}{4}} \) by using the injection \( H^{1+\frac{d}{4}} \hookrightarrow L^4. \)

We note that the above also holds true when working on a bounded domain of \( \mathbb{R}^d \) equipped with homogeneous Dirichlet boundary conditions. Indeed, the same argument as above holds with \( D(\Delta) = (H^2 \cap H^1_0)(\Omega), \) and where \( v \in (H^{1+\frac{d}{4}} \cap H^1_0)(\Omega) \subset D(\mathcal{C}[f, \Delta]). \)

**Remark 1.4** The commutator term \( \mathcal{C}^{r+1}[f, \Delta](v) \) in general asks for less regularity and compatibility conditions at the boundary than the classical Taylor’s expansion (1.13). Indeed, in case of homogeneous Dirichlet boundary conditions for example when \( r = 1, \) the commutator term \( \mathcal{C}^{2}[f, \Delta](v) \) involves derivatives of at most second order. Namely, formally we have \( \mathcal{C}^{2}[f, \Delta](v) = O(\Delta v), \) which requires \( v \in D(\Delta) = (H^2 \cap H^1_0)(\Omega). \) A classical second-order Taylor’s expansion on the other hand asks for \( v \in D(\Delta^2), \) which does not only requires \( v \) to have zero trace on the boundary, but also its second derivatives (see also Remark 1.1).

Let us now turn back to presenting the main idea of our new schemes on the example (1.3): Plugging (1.12) into (1.10), we get
\[ u(t) = e^{t \Delta} v + \sum_{k,\ell \leq r} \int_0^t e^{(t-\xi)\Delta} \frac{A(\xi)^k}{k!} \frac{\xi^\ell}{\ell!} \left( e^{\xi \Delta} \mathcal{C}[f^{(k)}, \Delta](v) \right) V d\xi \]
\[ + \mathcal{O}(t^{r+2} \mathcal{C}^{r+1}[f^{(k)}, \Delta](v)) \]
where the leading error term is driven by the commutator
\[ \mathcal{O}(t^{r+2} \mathcal{C}^{r+1}[f^{(k)}, \Delta](v)). \]
In general, the latter is more important (i.e., worse in terms of regularity assumptions) than the ones introduce by the approximation of \( A(t) \) (cf. \( (1.9) \)) which is a polynomial in the initial condition \( v \) involving only bounded operators. Also, one can mention that in general \( \mathcal{L}_0 \) is more singular than the \( \mathcal{B}_0^1 \). From the approximation \( (1.14) \), we can collect iterated integrals for building an approximate solution \( w^\tau(v,t) \) up to order \( r \). For example, when \( r = 2 \), we get

\[
w^2(v,t) = e^{t\Delta}v + \int_0^t e^{(t-\xi)\Delta} \left( e^{\xi\Delta}f(v) \right) V d\xi \\
+ \int_0^t \xi e^{(t-\xi)\Delta} \left( e^{\xi\Delta}\mathcal{C}[f,\Delta](v) \right) V d\xi \\
+ \int_0^t e^{(t-\xi)\Delta} \left( \int_0^\xi e^{(\xi-\eta)\Delta} \left( e^{\eta\Delta}f(v) \right) V d\eta \right) \left( e^{\eta\Delta}f^{(1)}(v) \right) V d\eta.
\]

**Remark 1.5** The remaining challenge lies in embedding the central oscillations triggered by

\[
e^{t(\xi-\eta)\Delta} \left( e^{\xi\Delta}f(v) \right) V, \quad e^{t(\xi-\eta)\Delta} \left( e^{\xi\Delta}\mathcal{C}[f,\Delta](v) \right) V,
\]

\[
e^{t(\xi-\eta)\Delta} \left( \int_0^\xi e^{(\xi-\eta)\Delta} \left( e^{\eta\Delta}f(v) \right) V d\eta \right) \left( e^{\eta\Delta}f^{(1)}(v) \right) V
\]

into the numerical discretisation.

For this purpose we will introduce a recursive map \( \Pi \) defined on a set of trees \( \mathcal{T} \) to encode these iterated integrals. The set \( \mathcal{T} \) will be decorated trees whose formalism has been introduced in \( [3] \) and has been extensively used in \( [1] \) for giving wellposedness results for a large class of Stochastic partial differential equations (SPDEs). After the recent work \( [6] \), it is the second time that one uses this formalism also in context of Numerical Analysis. The iterated integrals for \( w^2 \) are given by trees of size (having at most two edges) two \( \mathcal{T}^2 \):

\[
\mathcal{T}^2 = \{ \begin{array}{c}
\end{array} \}.
\]

Brown edges encode integrals of the form \( \int_0^t e^{(t-\xi)\Delta} \cdots d\xi \), white nodes the nonlinearity \( e^{\xi\Delta}f(v) V \) and the nodes marked with a cross correspond to \( \xi \left( e^{\xi\Delta}\mathcal{C}[f,\Delta](v) \right) V \). Incoming edges to a grey dot induce derivatives on \( f \) which will allow us to encode the third term in \( (1.15) \).

Our decorated trees strongly differ from the ones introduced in \( [6] \): The scheme introduced in \( [6] \) heavily relies on Fourier series expansion techniques and is therefore restricted to periodic boundary conditions. In particular, the tree structure in \( [6] \) is based on Fourier decorations. The latter allowed us to easily filter out the dominant frequency interactions in the system based on the underlying structure of
resonances of the PDE. In order to handle the general setting \((1.1)\), and in particular deal with non periodic boundary conditions and non polynomial nonlinearities, we can, however, not make use of the previously proposed resonance analysis. Instead, we have to introduce new tools based on the analysis of the operator interactions and an extensive use of the commutator based approximation \((1.12)\). Let us illustrate this analysis on the first iterated integral that we denote by \( (\Pi_1)(t) \). It takes the following form

\[
(\Pi_1)(t) = \int_0^t e^{(t-\xi)\Delta} \prod_{i=1}^2 e^{\xi L_i} u_i d\xi,
\]

\( \mathcal{L}_1 = \Delta, \quad u_1 = f(v), \quad \mathcal{L}_2 = 0, \quad u_2 = V. \)

The first step is to distribute \( e^{(t-\xi)\Delta} \) on the product \( \prod_{i=1}^2 e^{\xi L_i} u_i \):

\[
e^{(t-\xi)\Delta} \left( \prod_{i=1}^2 e^{\xi L_i} u_i \right) = 2 \prod_{i=1}^2 e^{(t-\xi)\Delta} u_i \]

\[
+ \sum_{1 \leq k \leq r} \frac{(t-\xi)^k}{k!} \mathcal{C}^k \left( \left[ \prod_{i=1}^2 e^{\xi L_i} u_i \right] \prod_{i=2}^2 \prod_{j=1}^2 e^{\xi L_j} \right)(u_1, u_2)
\]

\[
+ \mathcal{O}(t^{r+1}) \mathcal{C}^{r+1} \left[ \prod_{i=1}^2 e^{\xi L_i} u_i \right] \Delta (u_1, u_2)
\]

where we have used the following notations: Let \((u_i)_{i \in I}\) and \((v_j)_{j \in J}\) be two finite sets of functions and \(\mathcal{L}_1\) and \(\mathcal{L}_2\) two linear operators. Then we set

\[
(\mathcal{L}_1 \mathcal{M}_I \mathcal{L}_2 \mathcal{M}_J)(u_i \in I, v_j \in J) := \mathcal{L}_1 \left( \prod_{i \in I} u_i \right) \mathcal{L}_2 \left( \prod_{j \in J} u_j \right)
\]

and

\[
\mathcal{C}[\mathcal{M}_I, \mathcal{L}_1](u_i \in I) := -\mathcal{L}_1 \mathcal{M}_I (u_i \in I) + \sum_{j \in I} \mathcal{M}_I(\ldots, \mathcal{L}_1 u_j, \ldots).
\]

**Remark 1.6** We can notice that the term \( e^{-\xi \Delta} \) does, however, not make sense (recall that \( \xi \geq 0 \)). In the dispersive setting of \([6]\), one did not have such an issue (as for instance \( e^{\xi \Delta} \) is well defined for all \( \xi \in \mathbb{R} \)) and hence one could perform the resonance analysis only on the terms depending on \( \xi \). In our general setting \((1.1)\) we have to be more careful and take the oscillations of the full operator \( e^{(t-\xi)\Delta} \) into account.

The second step is to identify the dominant part in the operators \( \mathcal{L}_i - \Delta \) in \((1.16)\). For this purpose we set \( \mathfrak{A}_i = \mathcal{L}_i - \Delta \) and introduce the splitting

\[
\mathfrak{A}_i = a_i \mathcal{L}_{\text{dom}} + \mathfrak{A}_{\text{low}}^i, \quad D(\mathcal{L}_{\text{dom}}) \subset D(\mathfrak{A}_{\text{low}}^i).
\]
where \( a_i \in \{0, 1\} \). The purpose of this splitting lies in the fact that in the construction of our schemes we will separate the dominant from the lower order oscillations and only embed the dominant parts exactly into our numerical discretization, while Taylor expanding the lower order parts. Note that in the above example one for instance has that

\[
\mathcal{A}_1 = 0, \quad \mathcal{A}_2 = -\Delta,
\]

and hence, \( a_1 = 0, a_2 = 1, \mathcal{A}_{\text{low}} = 0 \) for \( i \in \{1, 2\} \) and \( \mathcal{L}_{\text{dom}} = -\Delta \). In this simple case one does not need any further approximation and one can write the following approximation at order \( r \):

\[
\left( \Pi^r \right) (t) = \sum_{0 \leq k \leq r} \int_0^t \frac{(t - \xi)^k}{k!} \mathcal{G}^k [(e^{t\Delta} \mathcal{M}_{\{1\}})(e^{(t-\xi)\Delta} \mathcal{M}_{\{2\}})], \Delta](u_1, u_2) d\xi.
\]

**Remark 1.7** In most applications, one does not have to go through the second step of the approximation like the example shown above. The second step is needed for linear combination of operators like \( \partial_x^2 + \partial_x \). One may have to approximate the following iterated integral (with notation \( \Delta = \partial_x^2 \)):

\[
\int_0^t e^{(t-\xi)\Delta} \left( e^{\xi(\Delta+\partial_x) v_2} \right) V d\xi.
\]

This integral is coming from a system of the form:

\[
\begin{align*}
\partial_t u_1 - \Delta u_1 &= u_2 V, \quad u_1(0) = v_1, \\
\partial_t u_2 - \Delta u_2 - \partial_x u_2 &= 0, \quad u_2(0) = v_2.
\end{align*}
\]

Then, from (1.16), we get

\[
\sum_{1 \leq k \leq r} \frac{(t - \xi)^k}{k!} \mathcal{G}^k [(e^{t\Delta+\xi\partial_x} \mathcal{M}_{\{1\}})(e^{(t-\xi)\Delta} \mathcal{M}_{\{2\}})], \Delta](v_2, V).
\]

Now, \( \mathcal{A}_{\text{low}} = \partial_x \) and one has to Taylor-expand the term \( e^{\xi \partial_x} \). This leads to the following approximation:

\[
\int_0^t e^{(t-\xi)\Delta} \left( e^{\xi(\Delta+\partial_x) v_2} \right) V d\xi = \int_0^t \sum_{0 \leq k + \ell \leq r} \frac{(t - \xi)^k \ell!}{\ell!} \mathcal{G}^k [(e^{t\Delta} \mathcal{M}_{\{1\}})(e^{(t-\xi)\Delta} \mathcal{M}_{\{2\}})], \Delta](\partial_x^\ell v_2, V) d\xi
\]

\[
+ \sum_{k+\ell = r+1} \mathcal{G}^k [(e^{t\Delta} \mathcal{M}_{\{1,2\}}), \Delta](\partial_x^\ell v_2, V).
\]

In the next section, we will present our main strategy in the general setting (1.1).
1.2 Main strategy of the general numerical scheme

Duhamel’s formulation of (1.1) is given by

\[ u_0(\tau) = e^{\tau L_o} v_o + \int_0^\tau e^{(\tau - \xi)L_o} \sum_{l \in L_-} \Psi_o^l(u_o) V_l d\xi. \] (1.18)

By iterating this formulation together with (1.12) and (1.9), we get iterated integrals that can be represented via decorated trees. Let \( r + 1 \) be the order of the scheme, we first truncate this expansion and get the following approximation of the solution:

\[ w_o^r(\hat{v}, \tau) = e^{\tau L_o} v_o + \sum_{T \in \mathcal{V}^r} (\Pi T)(\hat{v}, \tau) \] (1.19)

where \( \hat{v} = (v, \mathcal{V}), v = (v_o)_{o \in L_+}, \mathcal{V} = (V_l)_{l \in L_-}, \mathcal{V}^r \) is a finite set of decorated trees, and \((\Pi T)(\hat{v}, \tau)\) represents the iterated integral associated to \( T \). The exponent \( r \) in \( \mathcal{V}^r \) means that we consider only trees of size \( r \) which are the trees producing an iterated integral with \( r \) integrals. Proposition 4.1 shows that \( w_o^r \) solves (1.18) with an error involving \( \mathcal{O}(r + 1)^{r+1}[f, L_o] \) with \( f \) a function coming from the coefficients \( \Psi_o \). The main improvement lies in the error structure: The error \( \mathcal{O}(r + 1)^{r+1}[f, L_o] \) is in general better than \( L_o^r \) in the sense of requiring lower regularity assumptions on the solution.

The main difficulty boils down to developing for every \( T \in \mathcal{V}^r \) a suitable approximation to the iterated integrals \((\Pi T)(\hat{v}, \tau)\) with the aim of minimizing the local error structure (in the sense of regularity), see also Remark 1.5. In order to achieve this, the key idea lies in commutator based approximations (1.12) which replace the resonance analysis given in [V]. The approximation of \((\Pi T)\) is given by a new map on decorated trees denoted by \( \Pi^r_A \) where \( r + 1 \) is the order of the scheme and \( A \) is a domain corresponding to the a priori assumed regularity of \( \hat{v} \).

Our general scheme takes the form

\[ w_o^r(\hat{v}, \tau) = e^{\tau L_o} v_o + \sum_{T \in \mathcal{V}^r} (\Pi^r_A T)(\hat{v}, \tau) \] (1.20)

where the map \( \Pi^r_A T \) is a low regularity approximation of order \( r \) of the map \( \Pi T \) in (1.19) in the sense that

\[ (\Pi T - \Pi^r_A T)(\hat{v}, \tau) = \mathcal{O}(r + 2)^{r+1}[\mathcal{L}^r_{\text{loc}}(T, \hat{v}, A)]. \] (1.21)

Here \( \mathcal{L}^r_{\text{loc}}(T, \hat{v}, A) \) involves nested commutators that require in general less regularity than powers of the full operator \( \mathcal{L}^r_o \) (see also Remark 1.3). The scheme (1.20) and the local error approximations (1.21) are the main results of this work (see Theorem 4.3). The approximation \( \Pi^r_A \) is constructed from a character \( \Pi_A \) defined on the vector space \( \mathcal{H} \) spanned by decorated forests taking values in a space \( \mathcal{C} \) that will depend on the operators \( L_o \) and \( \hat{v} \). We add a decoration \( r \) at the root with the meaning that we will consider an approximation of order \( r \). This is performed by the symbol \( \mathcal{D}^r \) that gives \( \Pi_A \mathcal{D}^r(T) = \Pi^r_A T \).
As in [6], we define the map $\Pi_A$ recursively from an operator $\mathcal{H}$. This operator computes a suitable approximation (matching the regularity of the solution) of the integrals introduced by the iteration of Duhamel’s formula. Here the main difference is that we perform the analysis directly on the operator without going into Fourier space. We single out the dominant parts of the operators we are dealing with. These dominant parts are integrated exactly and only the lower order terms are approximated which allows for an improved local error structure compared to classical approaches.

For the local error analysis, a structure of Hopf algebra and comodule was used in [6] for singling out oscillations. It was based on a variant of the Butcher-Connes-Kreimer coproduct [7, 10, 11] inspired by [3]. This structure can be seen as a deformation of the Butcher-Connes-Kreimer coproduct (see [5]). The central object used as in Quantum Field Theory for the local error analysis in [6] was a Birkhoff factorisation similar to the one presenting in [3] for recentering iterated integrals. This is put into perspective in the work [21]. The context of commutators is much more involved than the one in Fourier space. We therefore do not use such a construction but rather the recursive formulae for computing the local error. It is given in Definition 3.8. Via Proposition 3.7, we illustrate what are the dominant operators involved in the computation of the local error.

1.3 Outline of the paper

Let us give a short review of the content of this paper. In Section 2, we introduce the general algebraic framework by first defining a suitable vector space of decorated trees $\mathcal{T}$ and decorated forests $\mathcal{H}$. Next, we set how to compute the dominant part of a set of operators (see Definition 2.1). We define then the dominant operators associated to a decorated forest (see Definition 2.3). Then, we introduced new spaces of decorated trees $\mathcal{T}$ that we call approximated decorated trees. They carry an extra decoration $r$ at the root and they represent approximation at order $r$ of the corresponding iterated integrals. We also introduced new decorated forests based on the same construction.

In Section 3, we construct the approximation of the iterated integrals given by the character $\Pi : \mathcal{H} \to \mathbb{C}$ (see (3.1)) through the character $\Pi_A : \mathcal{H} \to \mathbb{C}$ (see (3.5)) where $A$ is a domain that is the regularity of $\hat{v}$. This is the regularity assumed a priori before writing the scheme. The approximation $\Pi_A$ relies on a recursive construction where the operator $\mathcal{H}$ given in Definition 3.2 is heavily used. The local error analysis which is the error estimate on the difference between $\Pi$ and its approximation $\Pi_A$ is given in Theorem 3.9. It is built upon a recursive definition (see Definition 3.8) involving Taylor remainders of $\Pi_A$ with commutators. They are given in Lemma 3.6. Proposition 3.7 gives the structures of the dominant operators appearing in the local error analysis. In Section 4, we introduce truncated series of decorated trees that solves up to order $r$ equation 1.1 (see Proposition 4.1). Then, from this series built upon the character $\Pi$, one can write the general scheme (see Definition 4.4) which boils down to replace $\Pi$ by its approximation $\Pi_A$. In the end, we compute its local error structure (see Theorem 4.3) based on the local error.
between $\Pi$ and $\Pi_A$ for each decorated tree that appears in the expansion of the scheme.

In Section 5 we illustrate the general framework on various applications. The main example is the Gross-Pitaevskii (GP) equation that includes both a potential and a rough initial data. With our general framework we derive a first and second order scheme for GP and carry out precisely its local error analysis. We also discuss adapted filter operators for the stability of the low regularity scheme in Section 5.2. The last example of this section is the Klein and Sine-Gordon equations which illustrated our framework for non-polynomial nonlinearities.
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2 Decorated trees

In this section, we introduce the formalism of decorated trees that is used for describing the iterated integrals stemming from the iteration of the Duhamel’s formula \[(1.18)\] of our main equation \[(1.1)\]. Decorations on the nodes will encode monomials $\xi^k$ and potentials $V_l$ that appear in the equation whereas decorations on the edges encode the various integrals in time. The two spaces of importance are $\mathcal{T}$ (resp. $\mathcal{H}$) space of decorated trees (resp. forests). They correspond to iterated integrals without approximations. We define on these combinatorial objects the dominant operators that are used for the discretisation (see Definition \[2.1\]). In the end, we consider the spaces $\mathcal{T}$ and $\mathcal{H}$ obtained by adding decorations at the root. This decoration gives the order at which we want to approximate these iterated integrals.

2.1 Definitions and dominant operators

We assume a finite set $\mathcal{L}$ which has the following splitting $\mathcal{L} = \mathcal{L}_+ \sqcup \mathcal{L}_-$. We consider a family of differential operators $(\mathcal{L}_o)_{o \in \mathcal{L}_+}$ indexed by $\mathcal{L}_+$ and a family of potentials $(V_l)_{l \in \mathcal{L}_-}$ indexed by $\mathcal{L}_-$. We suppose given $(\mathcal{L}_+^{o,l})_{o,l \in \mathcal{L}_+ \times \mathcal{L}_-}$ a collection of subsets of $\mathcal{L}_+$. We define the set of decorated trees $\mathcal{T}$ as elements of the form $T^{n,f}_{n,f} = (T, n, f, e)$ where

- $T$ is a non-planar rooted tree with root $\rho_T$, node set $N_T$ and edge set $E_T$. We denote the leaves of $T$ by $L_T$.
- the map $e : E_T \to \mathcal{L}_+$ are edge decorations. An edge decorated by $o \in \mathcal{L}_+$ will encode an integral of the form $\int_0^t e^{(t-s)\mathcal{L}_o} \ldots ds$.
- the map $n : N_T \to \mathcal{N}$ are node decorations. They correspond to monomials of the form $\xi^k$, $k \in \mathcal{N}$ that appear in iterated integrals.
• the map $\ell: N_T \to \Sigma_-$ are node decorations encoding the various potentials $V_i$.

When the node decoration $n$ is omitted, we will denote the decorated trees as $T^\ell_n$. This set of decorated trees is denoted by $\mathcal{T}_o$. We say that $T^\ell_n$ is a decorated subtree of $T^\ell \in \mathcal{T}_o$ if $T$ is a subtree of $T$ and the restriction of the decorations $e$ and $f$ of $T$ to $T^\ell$ are given by $\ell$ and $\ell$. We denote by $\mathcal{P}$ the set of planted trees $T_n^\ell$ that are decorated trees with only one edge connected to the root and with no decorations at the root. Similarly when the node decoration $n$ is omitted we denote this set $\mathcal{P}_n$. We denote by $\hat{H}$ (and resp. $\hat{H}_H$) the (unordered) forests composed of trees in $\mathcal{P}$ (and resp. $\hat{P}_H$) (including the empty forest denoted by $1$). Their linear spans are denoted by $\mathcal{H}$ (and resp. $\hat{H}$).

In order to represent these decorated trees, we introduce a symbolic notation. An edge decorated by $o \in \Sigma_+$ is denoted by $\mathcal{J}_o$. The symbol $\mathcal{J}_o(T) \in \mathcal{H}$ is viewed as the operation that connects the root of a decorated tree to a new root with no decorations via an edge decorated by $o$. Any decorate tree $T$ admits the following decomposition:

$$T = \lambda^\ell_n \prod_{i=1}^m \mathcal{J}_{\ell_i}(T_i)$$

(2.1)

where the $T_i$ are decorated trees, $\lambda^\ell_n$ corresponds to the decorations at the root with $\ell \in \mathbb{N}$ and $l \in \Sigma_-$. The product in (2.1) is viewed as the forest product. This decomposition means that every decorated tree can be identified with a forest $\prod_{i=1}^m \mathcal{J}_{\ell_i}(T_i)$ and a decoration $\lambda^\ell_n$. When $\ell = 0$, we will use the shorthand notation: $\lambda^0_0 = \lambda$. Below, we provide an example of such decorated trees:

$$\lambda^0_0, \mathcal{J}_{(\ell_1, l_1)}(\lambda^{\ell_1}_{\ell_1}) \mathcal{J}_{(\ell_2, l_2)}(\lambda^{\ell_2}_{\ell_2}) \mathcal{J}_{(\ell_3, l_3)}(\lambda^{\ell_3}_{\ell_3}) = \prod_{i=1}^3 \mathcal{J}_{(\ell_i, l_i)}$$

(2.2)

Iterated integrals will be associated to these decorated trees. In order to approximate them numerically we will have to resolve the underlying oscillations by extracting the dominant parts of the leading operators. In the next definition, we introduce these dominant parts.

**Definition 2.1** Let $\mathcal{A}_i, i \in \{1, \ldots, m\}$ be a finite set of operators with domains $D(\mathcal{A}_i)$ in the sense that $\mathcal{A}_i : D(\mathcal{A}_i) \subseteq X \to X$. We define $\mathcal{P}_{\text{dom}}(\{\mathcal{A}_1, \ldots, \mathcal{A}_m\})$ as follows: We first consider $I \subset \{1, \ldots, m\}$ such that $\mathcal{A}_i, i \in I$ are of smaller domain in the sense that:

$$D(\mathcal{A}_i) = D(\mathcal{A}_j), \quad i, j \in I, \quad D(\mathcal{A}_i) \subseteq D(\mathcal{A}_\ell), \quad \ell \in \{1, \ldots, m\} \setminus I, i \in I.$$ 

If there exists an operator $\mathcal{L}_{\text{dom}}$ such that for every $i \in I$

$$\mathcal{A}_i = \mathcal{L}_{\text{dom}} + \mathcal{A}_i^{\text{low}},$$

(2.3)
where \( \mathcal{L}_{\text{dom}} \) satisfies \( D(\mathcal{L}_{\text{dom}}) \subset D(\mathcal{A}_{\text{low}}^i) \), then we set
\[
\mathcal{P}_{\text{dom}}(\{ \mathcal{A}_1, \ldots, \mathcal{A}_m \}) = \mathcal{L}_{\text{dom}}.
\]
Otherwise, it is equal to 0.

**Remark 2.2** The identity (2.3) has to be understood as a decomposition between lower and upper part of the operators \( A_i \). What is important in order to have a non-zero dominant part is to have a factorisation with some operator \( \mathcal{L}_{\text{dom}} \). It is similar to the approach in Fourier space presented in [6, Def. 2.2] when one was looking at the form of the higher monomials of polynomials in the frequencies.

**Example 1** We illustrate the previous definition with \( \{0, \mathcal{L}\} \), where \( \mathcal{L} \) has the domain \( D(\mathcal{L}) \neq X \). Then
\[
\mathcal{P}_{\text{dom}}(\{0, \mathcal{L}\}) = \mathcal{L}
\]
and for \( \{0, -\mathcal{L}, \mathcal{L}\} \), one has
\[
\mathcal{P}_{\text{dom}}(\{0, -\mathcal{L}, \mathcal{L}\}) = 0.
\]
The latter follows as \( D(-\mathcal{L}) = D(\mathcal{L}) \) and the coefficients in front of \( \mathcal{L} \) are different (1 and -1).

Given a decorated tree, we want to compute its dominant part and lower part using the map \( \mathcal{P}_{\text{dom}} \). We suppose given a space of operators \( \mathcal{O} \) in \( X \) and we denote by \( \mathcal{O}^S \) the collection of finite sets of operators belonging to \( \mathcal{O} \). Given two sets \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \), we denote their union by \( \mathcal{A}_1 \cup \mathcal{A}_2 \). Given a finite set of operators \( \mathcal{A} \) and an operator \( \mathcal{L} \), we define \( \mathcal{L} \oplus \mathcal{A} \) as the set where \( \mathcal{L} \) is added to each component of \( \mathcal{A} \):
\[
\mathcal{L} \oplus \mathcal{A} = \cup_{\mathcal{L}_o \in \mathcal{A}} \{ \mathcal{L} + \mathcal{L}_o \}.
\]
The term \( \mathcal{A} \ominus \mathcal{L} \) is computed as follows for each component \( \mathcal{L}_o \) of \( \mathcal{A} \). If the dominant part of \( \mathcal{L}_o \) is equal to \( \mathcal{L} \), in the sense that one has the following decomposition:
\[
\mathcal{L}_o = \mathcal{L} + \mathcal{\bar{L}}
\]
with \( D(\mathcal{L}) \subset D(\mathcal{\bar{L}}) \), then we replace \( \mathcal{L}_o \) by \( \mathcal{\bar{L}} \). Otherwise, we keep \( \mathcal{L}_o \). We define \( \max(\mathcal{L}, \mathcal{A}) \) as the operation that replaces each element \( \mathcal{L}_o \) satisfying (2.4) by \( \mathcal{\bar{L}} \) otherwise we replace it by 0. Equipped with these notations, we are able to state the main definition for computing the dominant part associated to a decorated tree:

**Definition 2.3** We recursively define \( \mathcal{R}_{\text{dom}}^o : \mathcal{\hat{T}}_0 \to \mathcal{O}^S \), \( \mathcal{R}_{\text{dom}} : \mathcal{\hat{P}}_0 \to \mathcal{O}^S \), \( \mathcal{R}_{\text{low}} : \mathcal{\hat{P}}_0 \to \mathcal{O}^S \) and \( \mathcal{L}_{\text{dom}} : \mathcal{\hat{P}}_0 \to \mathcal{O}^S \) as:
\[
\mathcal{R}_{\text{dom}}^o(\lambda \prod_i \mathcal{J}_{\alpha_i}(T_i)) = \{ \mathcal{L}_o, \mathcal{\bar{L}} \in \mathcal{L}_{\text{dom}} \} \cup \bigcup_i \mathcal{R}_{\text{dom}}^o(\mathcal{J}_{\alpha_i}(T_i)),
\]
\[ \mathcal{L}_{\text{dom}}(\mathcal{I}_o(T)) = \mathcal{P}_{\text{dom}}(-\mathcal{L}_o \oplus \mathcal{R}_{\text{dom}}^o(T)), \]
\[ \mathcal{R}_{\text{dom}}(\mathcal{I}_o(T)) = \mathcal{L}_o \oplus \max(\mathcal{L}_{\text{dom}}, -\mathcal{L}_o \oplus \mathcal{R}_{\text{dom}}^o(T)), \]
\[ \mathcal{R}_{\text{in}}(\mathcal{I}_o(T)) = (\text{id} \oplus \mathcal{P}_{\text{dom}})(-\mathcal{L}_o \oplus \mathcal{R}_{\text{dom}}^o(T)). \]

We extend these maps to \( \hat{\mathcal{I}} \) and \( \hat{\mathcal{P}} \) by ignoring the node decorations \( n \).

**Example 2** We illustrate the previous abstract definitions on some trees stemming from the cubic nonlinear Schrödinger equation

\[ i\partial_t u + \Delta u = |u|^2 u, \quad u_0 = v \]  
(2.5)

set on \( \mathbb{R}^d \), \( 1 \leq d \leq 3 \). For the equation (2.5), we have two variables which are \( u \) and \( \bar{u} \). Thus, we rewrite (2.5) in the following form:

\[ \begin{align*}
\partial_t u_o - \mathcal{L}_o u_o &= -i(u_o)^2 u_o, & u_o(0) &= v_o \\
\partial_t u_\bar{o} - \mathcal{L}_\bar{o} u_\bar{o} &= i(u_\bar{o})^2 u_\bar{o}, & u_\bar{o}(0) &= \bar{v}_o
\end{align*} \]
(2.6)

where one has \( \mathcal{L}_o = i\Delta, \mathcal{L}_\bar{o} = \{o, \bar{o}\}, \mathcal{L}_- = \{0\}, \mathcal{L}_+^0 = \mathcal{L}_-^0 = \{o, \bar{o}\} \) with \( V_0 = 1, \mathcal{B}_0 = \mathcal{B}_\bar{0} = \text{id}, \mathcal{L}_o = \mathcal{L}, \mathcal{L}_\bar{o} = -\mathcal{L} \) and \( X = L^2(\mathbb{R}^d), D(\mathcal{L}) = H^2 \), \( u_o = u, u_\bar{o} = \bar{u}, v_o = v, \bar{v}_o = \bar{v} \). The nonlinearities are given by: \( f_{o,o}^0(u) = -iu^2 \), \( f_{o,\bar{o}}^0(\bar{u}) = \bar{u}, f_{\bar{o},o}^0(\bar{u}) = +i\bar{u}^2 \) and \( f_{\bar{o},\bar{o}}^0(u) = u \). Let us recall the meaning of the subscripts in \( f_{o,\bar{o}}^0 \): The 0 corresponds to the driver \( V_0, \bar{o} \) that it appears in the equation for \( \bar{u} \) and the last subscript says that \( f_{o,\bar{o}}^0 \) depends only on the variable \( u \). Next we consider the following decorated tree

\[ T = \mathcal{I}_o(\lambda_0) \]
(2.7)

which encodes the iterated integral:

\[ -i \int_0^t e^{(t-s)\mathcal{L}} \left( (e^{s\mathcal{L}} u^2)(e^{-s\mathcal{L}} \bar{v}) \right) ds. \]
(2.8)

The brown edge stands for the integral in time \( \int_0^t e^{(t-s)\mathcal{L}} \ldots ds \). The white dot associated to the potential \( V_0 \) encodes the product \( -i(e^{s\mathcal{L}} u^2)(e^{-s\mathcal{L}} \bar{v}) \). Indeed, it is connected via an edge associated to \( \mathcal{L} \), so we know that we have to consider the nonlinearity associated to \( V_0 \) in the equation for \( u \). One gets from the definition of \( \mathcal{L}_+^0 \)

\[ \mathcal{R}_{\text{dom}}^o(\bar{o}) = \{-\mathcal{L}, \mathcal{L}\}. \]

Then applying the previous definitions (see Definition 2.3), one gets

\[ -\mathcal{L} \oplus \mathcal{R}_{\text{dom}}^o(\bar{o}) = \{-2\mathcal{L}, 0\}, \quad \mathcal{L}_{\text{dom}}(T) = \mathcal{P}_{\text{dom}}(\{-2\mathcal{L}, 0\}) = -2\mathcal{L}, \]
\[ \mathcal{R}_{\text{dom}}(T) = \mathcal{L} \oplus \max(\mathcal{L}_{\text{dom}}, -\mathcal{L} \oplus \{-\mathcal{L}, \mathcal{L}\}) = \{-\mathcal{L}, \mathcal{L}\} \]
\[ \mathcal{R}_{\text{in}}(T) = (\text{id} \oplus \mathcal{P}_{\text{dom}})(\{-2\mathcal{L}, 0\}) = \{-2\mathcal{L}, 0\} \ominus -2\mathcal{L} = \{0\}. \]
Remark 2.4 One can notice that some of the notations that we have introduced are similar to the one used in [6] which took a direct inspiration from the algebraic structures developed for singular SPDEs in [3, 4]. Our decorations are however different to [6], because we focus on a more general set up no longer restricted to periodic dispersive equations:

- The conjugate operator was encoded in [6] with edge decorations in \{-1, 1\} which allows the computation of the frequency interactions. Now, we have a larger set of operators by having a bigger set \(\mathcal{O}_+\) with elements such as \(\bar{\sigma}\) like in the NLS example. One has \(\mathcal{L}_{\bar{\sigma}} = \mathcal{F} = \mathcal{L}_{(\sigma, -1)}\) where the last identity corresponds to the old notation coming from [6].

- Another change on the edge decorations is that in [6] certain edges correspond to some integrals in time others not. This excludes the parabolic case. If we rewrite an integral of the form \(\int_0^t e^{t(\sigma - s)\mathcal{F}} \cdots ds\) into \(e^{t\mathcal{F}} \int_0^t e^{-t(\sigma - s)\mathcal{F}} \cdots ds\) then it does not make sense when \(\mathcal{L} = \Delta\). We recall one decorated tree coming from [6]:

\[
\begin{align*}
&\equiv -ie^{-itk^2} \int_0^t e^{isk^2} \left( e^{isk_1^2} e^{-isk_2^2} e^{-isk_3^2} \right) ds, \\
&= -i \int_0^t e^{(t-s)\mathcal{F}} \left( \left( e^{s\mathcal{F}} v \right)^2 \left( e^{-s\mathcal{F}} \bar{v} \right) \right) ds \tag{2.9}
\end{align*}
\]

where \(k = -k_1 + k_2 + k_3\), the leaves are decorated by the frequencies \(k_1, k_2, k_3\) and the inner nodes are decorated by \(k\). The blue edge encodes an integral in time \(-i \int_0^t e^{isk^2} \cdots ds\), the brown edges are used for a factor \(e^{-isk^2}\) and the dashed brown edges are for \(e^{isk^2}\). If we consider the same integral not in Fourier mode, one can rewrite it as

\[
\begin{align*}
&\equiv -ie^{-itk^2} \int_0^t e^{isk^2} \left( e^{isk_1^2} e^{-isk_2^2} e^{-isk_3^2} \right) ds, \\
&= -i \int_0^t e^{(t-s)\mathcal{F}} \left( \left( e^{s\mathcal{F}} v \right)^2 \left( e^{-s\mathcal{F}} \bar{v} \right) \right) ds \tag{2.10}
\end{align*}
\]

where \(\mathcal{L} = i\Delta\), the blue dot corresponds to \(\bar{v}\) and the blue edge now encodes an integral of the form \(\int_0^t e^{(t-s)\mathcal{F}} \cdots ds\). In (2.10), we have to incorporate the initial data \(v\) and \(\bar{v}\) in the definition while they are implicit when the integral is written in Fourier space in (2.9) (one has just to multiply the integral with \(\tilde{v}_{k_1} \tilde{v}_{k_2} \tilde{v}_{k_3}\)). In fact, the coding given by (2.10) is sufficient for cubic NLS, but not for the general case we have in mind that contains potentials and non-polynomial nonlinearities.

- We add new decorations at the nodes stemming from the drivers \(V_i\) of (1.1). The initial conditions are associated to the drivers and the equations we are using via the sets \(\mathcal{O}_{\sigma_i(+)}\). Let us take for example a nonlinearity of the form \(f(u)g(\bar{u})V_i\).

Then, after inserting the approximation \(u(s) = e^{s\mathcal{F}} v + A(s)\), one gets thanks to (1.12)

\[
\left( e^{s\mathcal{F}} f(v) \right) \left( e^{s\mathcal{F}} g(\bar{v}) \right) V_0 \equiv \circ = \lambda_0. \tag{2.11}
\]
Next if we integrate by \( f_t^s e^{(t-s)\mathcal{L}} \cdots ds \) encoded by a brown edge, we obtain the following integral when \( f(u) = u^2 \) and \( g(\bar{u}) = \bar{u} \):

\[
\mathcal{J}_0(\lambda_0) = \mathbf{i} \equiv -i \int_0^\tau e^{i(\tau-s)\Delta} \left( (e^{is\Delta} v^2)(e^{-is\Delta \bar{v}}) \right) ds \tag{2.12}
\]

The main difference between (2.10) and (2.12) is \( (e^{is\Delta} v)^2 \) which is replaced by \( e^{is\Delta} v \). We are dealing in (2.12) with integrals that contain less factors of the form \( e^{is\Delta} \).

**Example 3** As a second example, let us consider the Gross–Pitaevskii equation. The main difference with the cubic NLS equation (2.5) is the adjunction of a potential \( V \). The equation takes the form:

\[
i \partial_t u + \Delta u = |u|^2 u + uV, \quad u_0 = v \tag{2.13}
\]

set on \( \mathbb{R}^d, d \leq 3 \). Now, one has \( \mathcal{L}_- = \{0, 1\}, \mathcal{L}_0 = \{0\}, \mathcal{L}_1 = \{0\} \) with \( V_1 = V \). The other sets remain the same, and are defined in Example 2. The new nonlinearities coming from the added potential term are given by: \( f^1_{0,0}(u) = -iu \) and \( f^1_{0,0}(\bar{u}) = i\bar{u} \). Hence, together with the nonlinearities defined in (2.5), we indeed recover the nonlinear terms of (2.13) from the general form (1.1):

\[
\sum_{\xi \in \mathcal{L}_-} \Psi_\xi(u_\xi) V_\xi(x) = \Psi_0(u_0) V_0(x) + \Psi_1(u_1) V_1(x)
= f^1_{0,0}(u_0) f^1_{0,0}(\bar{u}_0) + f^1_{0,0}(u_0) V
= -i(u_0)^2 u_0 - iu_0 V,
\]

where we recall that we set \( \mathcal{B}_0^1 = \mathcal{B}_0^1 = \text{id} \). We rewrite equation (2.13) into

\[
\begin{align*}
\partial_t u_0 - \mathcal{L}_0 u_0 &= -i(u_0)^2 u_0 - iu_0 V, \quad u_0(0) = v_0 \\
\partial_t \bar{u}_0 - \mathcal{L}_0 \bar{u}_0 &= i(u_0)^2 u_0 + iu_0 V, \quad \bar{u}_0(0) = v_0
\end{align*}
\tag{2.14}
\]

where for simplicity we have assumed a real potential \( V = V \). The central iterated integrals up to second order then take the form

\[
\begin{align*}
\mathcal{J}_0(\lambda_1) &= \mathbf{i} \equiv -i \int_0^\tau e^{(t-s)\mathcal{L}} \left( (e^{s\mathcal{L}} v) V \right) ds \\
\mathcal{J}_1(\lambda_1) &= \mathbf{i} \equiv i \int_0^\tau e^{(s-t)\mathcal{L}} \left( (e^{-s\mathcal{L}} v) V \right) ds \\
\mathcal{J}_0(\lambda_0, \mathcal{J}_0(\lambda_1)) &= \mathbf{i} \equiv - \int_0^\tau e^{(t-s)\mathcal{L}} \left( \int_0^s e^{(s-r)\mathcal{L}} \left( (e^{r\mathcal{L}} v) V \right) dr \right) \left( e^{s\mathcal{L}} v \right) \left( e^{-s\mathcal{L}} \bar{v} \right) ds, \\
\mathcal{J}_0(\lambda_0, \mathcal{J}_1(\lambda_1)) &= \mathbf{i} \equiv - \int_0^\tau e^{(t-s)\mathcal{L}} \left( \int_0^s e^{(s-r)\mathcal{L}} \left( (e^{r\mathcal{L}} v) V \right) dr \right) \left( e^{s\mathcal{L}} v \right) \left( e^{-s\mathcal{L}} \bar{v} \right) ds.
\end{align*}
\]
\[ \equiv \int_0^t e^{(t-s)t} \left( \left( \int_0^s e^{(r-s)t} \left( e^{-r^2 t} \right) \right) dr \right) \left( e^{s^2 t} v^2 \right) ds, \]

where we have used a blue dot for encoding the potential \( V \). A full list of these trees is given in the Section 5.1.

### 2.2 Approximated decorated trees

We denote by \( \mathcal{T} \) the set of decorated trees \( T_{n,f}^{n,f} = (T, n, f, e, r) \) where

- \( T_{n,f}^{n,f} \in \mathcal{T} \).
- The decoration of the root is given by \( r \in \mathbb{Z}, r \geq -1 \) such that

\[
    r + 1 \geq \text{deg}(T_{n,f}^{n,f}) \tag{2.15}
\]

where \( \text{deg} \) is defined recursively by

\[
\text{deg}(1) = 0, \quad \text{deg}(\prod_{i=1}^m \mathcal{I}_{\alpha_i}(T_i)) = \ell + 1 + \max(\text{deg}(T_1), \ldots, \text{deg}(T_m)).
\]

We call \( \mathcal{T} \) approximated decorated trees following the terminology introduced in [V]. Indeed, the decoration \( r \) at the root means that we consider an approximation at order \( r \) of the iterated integrals associated to the same trees without this decoration. The quantity \( \text{deg}(T_{n,f}^{n,f}) \) is the maximum number of edges and node decorations \( n \) lying on the same path from one leaf to the root.

We denote by \( \mathcal{P} \) the planted trees satisfying the same condition as \( \mathcal{T} \). The forests formed of these trees are given by \( \mathcal{H} \) and their linear span by \( \mathcal{H} \). They are of the form \( \mathcal{I}_{\alpha}(T) \). The map \( \mathcal{I}_{\alpha}(\cdot) : \mathcal{T} \to \mathcal{H} \) is defined as the same as for \( \mathcal{I}_{\alpha}(\cdot) \) except now that the root is decorated by \( r \) and it could be zero if the inequality \( \text{deg}(T_{n,f}^{n,f}) \) is not satisfied. It can be naturally extended into a map from \( \mathcal{T} \) into \( \mathcal{H} \) by removing the \( r \) decoration at the root of the tree that is grafted onto a new root. We define the map \( D_r : \mathcal{P} \to \mathcal{H} \) which adds the decoration \( r \) and performs the projection along the identity \( \mathcal{I}_{\alpha}(\cdot) \). It is given by

\[
D_r(1) = \mathbf{1}_{\{0 \leq r+1\}}, \quad D_r(\mathcal{I}_{\alpha}(T)) = \mathcal{I}_{\alpha}(T) \tag{2.16}
\]

We extend this map to \( \mathcal{T} \) by:

\[
D_r(\prod_{i=1}^m \mathcal{I}_{\alpha_i}(T_i)) = \prod_{i=1}^m D_r(\mathcal{I}_{\alpha_i}(T_i)) \tag{2.15}
\]

where the term on the right hand-side is identified with \( \lambda \prod_{i=1}^m \mathcal{I}_{\alpha_i}(T_i) \) where the decoration \( r \) is added to its root with the projection given by \( \mathcal{I}_{\alpha}(\cdot) \).
3 Approximations of iterated integrals

In this section, we introduce the iterated integrals associated to decorated trees via a character \( \Pi : \mathcal{H} \to \mathcal{C} \), a multiplicative map for the forest product. We approximate this map via a new character \( \Pi_A : \mathcal{H} \to \mathcal{C} \) defined on approximated decorated forests with \( A \) a domain to which \( \hat{v} \) belongs to. The crucial part of the recursive definition of \( \Pi_A \) is given by an operator \( \mathcal{H} \) that filter out the dominant part of the operators. It expands only the lower order parts into a Taylor series expansion while integrating exactly the dominant part (see Definition 3.2). The definition of these operators is similar to the one in Fourier given in [6]. Then, in the second part of this section, we conduct the local error analysis by comparing \( \Pi \) with \( \Pi_A \) with the main result given in Theorem 3.9. The main argument for establishing this bound is a recursive definition (see Definition 3.8) which involves several Taylor remainders (see Lemma 3.6). These remainders are stemming from the various approximations performed by the map \( \mathcal{H} \). Such a description is analogue to the Fourier case that can provide a further expansion of the local error analysis via a Birkhoff factorisation involving a Butcher-Connes-Kreimer coproduct. We do not have such a characterisation for our scheme. However in Proposition 3.7 we are able to show how dominant operators are involved in the local error analysis. This was previously observed in the Fourier case.

3.1 Characters on decorated forests

We first introduce the linear space \( \mathcal{C} \) in which the iterated integrals associated to Duhamel’s formula (1.18) live. Any element \( f \in \mathcal{C} \) is such that for every \( \tau \in \mathbb{R}_+ \), one has that \( f(\cdot, \tau) \) is an operator on \( \hat{v} \). We define a character \( \Pi \) on \( \mathcal{H} \) taking values in \( \mathcal{C} \). It is given for \( T \in \mathcal{F} \) and \( F_1, F_2 \in \mathcal{H} \) by

\[
(\Pi F_1 F_2)(\hat{v}, \tau) = (\Pi F_1)(\hat{v}, \xi)(\Pi F_2)(\hat{v}, \xi)
\]

where \( F_1 F_2 \) is the forest product and \( \hat{\Pi}_o \) is given on a decorated tree \( T = \lambda^k \prod_{i=1}^n J_{\alpha_i}(T_i) \) by

\[
\left( \hat{\Pi}_o \lambda^k \prod_{i=1}^n J_{\alpha_i}(T_i) \right) (\hat{v}, \xi) = \mathcal{H}^k \left( \frac{\gamma_\alpha(T)}{S_{\text{root}}(T)} V_1 \xi^k \Pi \left( \prod_{i=1}^n J_{\alpha_i}(T_i) \right) \right) (\hat{v}, \xi)
\]

where \( S_{\text{root}}(T) \) is the symmetry factor associated to the root of the decorated tree \( T \).

The symmetry factor is defined by setting \( S_{\text{root}}(1) = 1 \) and

\[
S_{\text{root}} \left( \lambda^k \prod_{i,j} \left( J_{\alpha_i}(T_{i,j}) \right)^{\beta_{i,j}} \right) = k! \prod_{i,j} \beta_{i,j}!
\]

(3.3)

with \( T_{i,j} \neq T_{i,\ell} \) for \( j \neq \ell \). The coefficient \( \gamma_\alpha(T) \) in (3.1) is given by

\[
\gamma_\alpha(T)(\hat{v}, \xi) = (\partial_k D_{a_1} \cdots D_{a_n} \hat{\psi}_o)(\hat{v}, \xi)
\]

(3.4)
where for \( \Psi_{\delta}^{i}(u_{\delta}^{i}) = \mathcal{B}_{\delta}^{i} \left( \prod_{\delta \in \mathbb{U}^e_{\delta}} f_{\delta,o,o}^{i}(u_{\delta}) \right) \) we have

\[
\Psi_{\delta}^{i}(v, \xi) = \prod_{\delta \in \mathbb{U}^e_{\delta}} e^{\xi L_{\delta}} f_{\delta,o,o}^{i}(v_{\delta}).
\]

The various derivatives \( \partial, D_{o} \) follow the Leibniz rule and are given by:

\[
D_{o} \mathcal{C}^{\ell} \left[ D_{o} f_{\delta,o,o}^{i}, \mathcal{L}_{o} \right] = \mathcal{C}^{\ell} \left[ D_{o+1} f_{\delta,o,o}^{i}, \mathcal{L}_{o} \right],
\]

\[
\partial \mathcal{C}^{\ell} \left[ D_{o} f_{\delta,o,o}^{i}, \mathcal{L}_{o} \right] = \mathcal{C}^{\ell+1} \left[ D_{o} f_{\delta,o,o}^{i}, \mathcal{L}_{o} \right],
\]

where \( D_{o} \) stands for the derivative with respect to \( v_{o} \). One has \( D_{o} f(v_{o}) = 0 \) for \( o_{i} \neq o_{j} \) and by convention we set \( D_{o}(e^{\xi L_{o}} v_{o}) = 1 \). The derivative \( \partial \) adds a commutator depending on \( \mathcal{L}_{o} \) to \( f_{\delta,o,o}^{i} \).

**Remark 3.1** The subscript \( o \) in \( \Pi_{o} \) is needed in the definition for identifying which nonlinearity has to be used in the coefficient \( \Upsilon_{\Pi_{o}}[T] \). This is also a crucial difference with [8] where the coefficients \( \Upsilon_{\Pi_{o}}[T] \) are detached from the definition of the iterated integral. This is possible due to the fact that one only works in Fourier space in [8]. We have used the subscript \( o \) to stress that \( \Upsilon_{\Pi_{o}}[T] \) computes a coefficient of \( T \) taking into account only its edges connected to its root. This is in contrast with the classical elementary differential for B-series where all the nodes of the tree are considered for computing it. In fact, the rest of the coefficient is computed recursively via an iteration of \( \Pi \) in \( [3,2] \).

**Example 4** We continue Example 3 on the Gross-Pitaevskii equation and illustrate the definition of \( \Pi_{o} \). One has

\[
\left( \Pi_{o} \lambda_{0} \right)(v, \xi) = \left( -ie^{\xi v} \right) \left( e^{-\xi \bar{v}} \right), \quad \left( \Pi_{o} \lambda_{1} \right)(v, \xi) = \left( ie^{-\xi \bar{v}} \right) \left( e^{\xi v} \right),
\]

\[
\left( \Pi_{o} \lambda_{1} \right)(v, \xi) = -ie^{\xi v} V, \quad \left( \Pi_{o} \lambda_{1} \right)(v, \xi) = ie^{-\xi \bar{v}} V,
\]

since

\[
S_{o} = 1, \quad V_{0} = 1, \quad V_{1} = V, \quad \mathcal{B}_{o} = 1 = \mathcal{id},
\]

\[
\Upsilon_{\Pi_{o}}[\lambda_{0}](v, \xi) = \left( -ie^{\xi v} \right) \left( e^{-\xi \bar{v}} \right), \quad \Upsilon_{\Pi_{o}}[\lambda_{1}](v, \xi) = \left( ie^{-\xi \bar{v}} \right) \left( e^{\xi v} \right),
\]

\[
\Upsilon_{\Pi_{o}}[\lambda_{1}](v, \xi) = -ie^{\xi v}, \quad \Upsilon_{\Pi_{o}}[\lambda_{1}](v, \xi) = ie^{-\xi \bar{v}}.
\]

Hence,

\[
\left( \Pi_{o} \mathcal{J}(\lambda_{0}) \right)(v, \tau) = \int_{0}^{\tau} e^{\left( \tau - \xi v \right)} \left( \Pi_{o} \lambda_{0} \right)(v, \xi) d\xi
\]

\[
= -i \int_{0}^{\tau} e^{\left( \tau - \xi v \right)} \left( \left( e^{\xi v} \right) \left( e^{-\xi \bar{v}} \right) \right) d\xi.
\]
Then again, using the definition of the characters $\Pi$, and $\tilde{\Pi}$ in (3.1), we obtain

$$
(\tilde{\Pi}_o \lambda_0^1)(\hat{v}, \xi) = \frac{\Upsilon_{\text{root}}^{\lambda_0^1}(\hat{v}, \xi) V_0^\xi}{S_{\text{root}}(\lambda_0^1)}
$$

$$
= -i \xi \left( e^{\xi F \mathcal{E}^1 [u^2, \mathcal{L}](v)} \left( e^{-\xi F \bar{v}} \right) \right),
$$

since,

$$
\Upsilon_{\text{root}}^{\lambda_0^1}(\hat{v}, \xi) = (\partial_1 \hat{\psi}_0^1)(\hat{v}, \xi)
$$

$$
= \partial_1 [ (e^{\xi F \mathcal{E}^1 \mathcal{D}_{o,o}}(v_o)) (e^{-\xi F \mathcal{E}^1 \mathcal{D}_{o,o}}(v_o))] \n$$

$$
= -i \left( e^{\xi F \mathcal{E}^1 [u^2, \mathcal{L}](v)} \left( e^{-\xi F \bar{v}} \right) \right)
$$

and $S_{\text{root}}(\lambda_0^1) = 1$.

Let $A$ be a given domain of regularity of $\hat{v}$ that corresponds to the regularity we assume a priori on the initial data and the potentials. We introduce an approximation of $\Pi$ via a new character $\Pi_A$ defined on $\hat{H}$ by

$$
(\Pi_{A, T}^r(T))(\hat{v}, \xi) = \Pi_{o,A}^r((\Pi_{o,A} \mathcal{D}_{r - 1}(T))(\hat{v}, \cdot))(\xi)
$$

$$
\left( \Pi_{o,A} \lambda_i^k \prod_{i=1}^{n} \mathcal{J}_{o}(T_i) \right)(\hat{v}, \xi) = \mathcal{B}_o^k \left( \mathcal{Y}_{\text{root}}^{\lambda_0^1}(T) V_i^k \prod_{i=1}^{n} (\Pi_{A} \mathcal{J}_{o}(T_i)) \right)(\hat{v}, \xi)
$$

(3.5)

where $T = \lambda_i^k \prod_{i=1}^{n} \mathcal{J}_{o}(T_i)$ and the operator $\Pi_{o,A}^r$ is given in Definition 3.2. As one can notice the approximation follows the recursive definition of $\Pi$ and $\Pi_o$. The main difference occurs when one replaces the integral in time given in HSNQI by the operator $K_{o,A}^r$. This operator is used to give an approximation of order $r$ to the following integral:

$$
\int_0^t e^{(t-s) \mathcal{B}} \left( \prod_{i=1}^{n} e^{s \mathcal{L}_{i} \mathcal{B}} \right) ds
$$

(3.6)

where $\mathcal{B}$, $\mathcal{L}_i$ are some operators and the $u_i$ depend on $\hat{v}$. The approximation should take into account the various interactions between the operators $\mathcal{L}_o$ and $\mathcal{L}_i$. In the sequel, we will use the following shorthand notations:

$$
\Pi_{A}^r = \Pi_{A} \mathcal{D}_r, \quad \Pi_{o,A}^r = \Pi_{o,A} \mathcal{D}_r
$$

where now $\Pi_{A}^r$ and $\Pi_{o,A}^r$ are defined on $\hat{H}$ and $\hat{P}$.

**Definition 3.2** Let us consider a function $F$ of the form

$$
F(\hat{v}, \xi) = \xi^F \left[ \prod_{i \in J} e^{\xi F \mathcal{L}_i(u_i(\hat{v})} \right]
$$
where \( \mathcal{B} \) is a linear operator, the operators \( \mathcal{L}_i \) satisfy Assumption \( \text{[2]} \), and \( J \) is a finite set. We suppose that the \( u_i \) are smooth functions of \( \hat{v} \), and we assume a given domain \( A \) for which we have \( \hat{v} \in A \). Let \( r > 0 \), \( o \in \mathcal{L}_+ \) and the operator \( \mathcal{L}_o \) associated to the decoration \( o \). We assume that \( \mathcal{B} \) commutes with \( \mathcal{L}_o \). Given \( (k_i)_{i \in J} \) with \( k_i \in \mathbb{N} \), we define

\[
G_{n,(k_i)_{i \in J}} : \hat{v} \to \mathcal{L}_o^n \mathcal{B} \left( \prod_{i \in J} \mathcal{L}_i^{k_i} u_i(\hat{v}) \right).
\]

Note that the domain of \( G \) depends on the space \( X \) and it’s associated norm. Now we distinguish two cases:

- **If** \( A \subseteq D(G_{n,(k_i)_{i \in J}}) \) for all \( (k_i)_{i \in J} \) and \( n \) be such that \( \sum_i k_i + n \leq r - \ell + 1 \) we can carry out a Taylor-series expansion of all the operators and set:

\[
\mathcal{K}^r_{o,A}(F(\hat{v}, \cdot))(\tau) = \sum_{\sum_i k_i \leq \ell} \frac{(\tau - \xi)^{\ell} \xi^{\sum_i k_i} \sum_i \mathcal{L}_i^{k_i} u_i(\hat{v})}{n! \prod_{i \in J} k_i!} d\xi.
\]

- **Otherwise**, we set

\[
\mathcal{A}_i = \mathcal{L}_i - \mathcal{L}_o, \quad \mathcal{L}_\text{dom} = \mathcal{P}_\text{dom}(\{\mathcal{A}_1, \ldots, \mathcal{A}_m\}).
\]

Then, if \( \mathcal{L}_\text{dom} \neq 0 \), let \( I \subset J \) such that for every \( i \in I \), one has

\[
\mathcal{A}_i = \mathcal{L}_\text{dom} + \mathcal{A}_{\text{low}}^i, \quad D(\mathcal{L}_\text{dom}) \subset D(\mathcal{A}_i).
\]

and for \( i \in J \setminus I \)

\[
\mathcal{A}_i = \mathcal{A}_{\text{low}}^i, \quad D(\mathcal{L}_\text{dom}) \subset D(\mathcal{A}_i).
\]

One can rewrite \( F \) as

\[
F(\cdot, \xi) = \xi^\ell \mathcal{B} \left( \prod_{i \in I} e^{\xi (\mathcal{L}_i + \mathcal{A}_{\text{low}}^i) u_i} \right) \left( \prod_{i \in J \setminus I} e^{\xi (\mathcal{L}_i + \mathcal{A}_{\text{low}}^i) u_i} \right).
\]

We assume that the operators that appear in \( \text{[3,8]} \) commute and generate a continuous semigroup. If this is not the case, one needs to apply the approximation \( \text{[3,7]} \). We have to distinguish two cases:

(i) **If** \( \mathcal{L}_\text{dom} \neq 0 \) then

\[
\mathcal{K}^n_{o,A}(F)(\tau) = \int_0^\tau \sum_{q \leq r - \ell} \sum_{q = n + m + p + \sum_i k_i} \frac{(\tau - \xi)^{\ell} \xi^{\sum_i k_i}}{p! m! n! \prod_{i \in J} k_i!} \mathcal{B} \left( \mathcal{E}^m \left( e^{\tau \mathcal{L}_i} \mathcal{E}^n \left[M_{J \setminus I}, \tau \mathcal{L}_o \right] \right) \left( e^{\tau \mathcal{L}_\text{dom} + \tau \mathcal{L}_o} \mathcal{E}^p \left[M_{J \setminus I}, \xi \mathcal{L}_\text{dom} + \tau \mathcal{L}_o \right] \right) \right) d\xi.
\]
(ii) If $L_{\text{dom}} = 0$ then

\[
\mathcal{K}_{\nu,A}(F) = \int_0^\tau \sum_{q \leq \tau} \sum_{q = n + m + \sum_{i \in J} k_i} \frac{(\tau - \xi)^m}{m!} \prod_{i \in J} k_i! \left( e^{F_{M_J}(\tau,\xi)} \right) \mathcal{B} \left( e^{\xi M_{J_i}[M_{J_i},\tau L_{\text{dom}}]}, L_{\omega} \right) d\xi.
\]

### Remark 3.3

In general, one has to face more complicated products to approximate. They are of the form:

\[
F(\hat{v}, \xi) = \xi^l \mathcal{B} \left( \prod_{i \in K} \prod_{j \in J_i} e^{\xi M_{J_i} u_{i,j}(\hat{v})} \right)
\]

Such a product will not appear in the Gross-Pitaevski equation neither for the first order of Sine-Gordon. In that case, one can perform the same analysis computing dominant and lower parts. To be in the cases (i) and (ii), there must exist some $I \subset K$ such that one has to get the following factorisation:

\[
F(\hat{v}, \xi) = \xi^l \mathcal{B} \left( \prod_{i \in I} \prod_{j \in J_i} e^{\xi (L_{M_i} + L_{\text{dom}} + \delta_{\text{low}}) u_{i,j}} \right)
\]

Then, one has just to replace the products $M$ by new ones taking into account the operators $B_i$:

\[
\prod_{i \in I} B_i(\mathcal{M}_{J_i}), \prod_{i \in K \setminus I} B_i(\mathcal{M}_{J_i})
\]

instead of $M_I$ and $M_{K \setminus I}$. If $F$ happens not to have this form one performs the full Taylor expansion as in (3.7).

### Remark 3.4

The $\{k_i\}_{i \in J}$ appear after having Taylor expanded the lower order parts of the operators. Let us mention that this step is necessary in a coupled system with two differential operators $L_1$ and $L_2$ that differ from a lower differential operator see equation (1.17).

### Remark 3.5

The previous approximation is optimized according to an a priori given domain $A$. For solutions and potentials regular enough, for example when the following inclusions hold: $A \subset D(L_{\omega})$ or and $A \subset D(L_{\text{dom}})$, then in these cases, one can perform Taylor expansions (see (3.7)) in order to simplify the scheme. This approach is deeply used in Section 5.1.2 for the construction of the second order low-regularity scheme for Gross-Pitaevskii, and in Sections 5.1.1 and 5.3 to construct
a simplified first-order scheme for the Gross-Pitaevskii and Sine-Gordon equation when we assume more regularity on the solution and/or potential. Moreover, given that the boundary conditions are encoded in the domain of the operator \( \mathcal{L}_o \) and \( \mathcal{L}_{dom} \), we also define the domain \( A \) with the prescribed boundary conditions.

**Example 5** We illustrate Definition 3.2 on a tree coming from the NLS equation with \( A = (H^2(\Omega))^2 \), \( \mathbf{v} = (v, \bar{v}) \), where for simplicity we assume that \( \Omega = \mathbb{R}^d \).

\[
\left( \Pi_{A} F_o(\lambda_0) \right)(\mathbf{v}, \xi) = \mathcal{H}_{o,A}^{r}((\Pi_{o,A} \mathcal{D}_{r-1}(\lambda_0))(\mathbf{v}, \cdot)))(\xi)
\]

Then using the notations in Definition 3.2 one gets

\[
F(\mathbf{v}, \xi) = \prod_{i \in \{1, 2\}} e^{\xi \mathbf{v}_i} u_i(\mathbf{v}), \quad u_1(\mathbf{v}) = -iv^2, \quad u_2(\mathbf{v}) = \bar{v},
\]

\[
\mathcal{L}_1 = \mathcal{L}, \quad \mathcal{L}_2 = -\mathcal{L}.
\]

We can now compute the operator interactions as follows

\[
A_1 = \mathcal{L}_1 - \mathcal{L} = 0, \quad A_2 = \mathcal{L}_2 - \mathcal{L} = -2\mathcal{L}
\]

\[
\mathcal{L}_{dom} = \mathcal{P}_{dom}(\{A_1, A_2\}) = \mathcal{P}_{dom}(\{0, -2\mathcal{L}\}) = -2\mathcal{L}, \quad A_{1}^{l} = A_{2}^{l} = 0.
\]

We have \( \mathcal{L}_{dom} = -2\mathcal{L} \neq 0 \), therefore we apply the first point (i) of Definition 3.2

\[
\mathcal{H}_{o,A}^{r}(F)(\tau) = \int_{0}^{\tau} \sum_{q \leq r - \ell} \sum_{q = n + m + p} \frac{(\tau - \xi)^m}{\ell! p! m! n! \prod_{i \in J} k_i!}
\]

\[
\mathcal{C}^{n}[\{\mathcal{M}_{j,1} + \mathcal{M}_{j,2}\}, \mathcal{L}_{dom} + \mathcal{L}_o], \mathcal{L}_o]
\]

\((u_i)_{i \in J}) \, d\xi.
\]

We have \( I = \{2\} \) and \( J = \{1, 2\} \), therefore for every \( n, p \neq 0 \)

\[
\mathcal{C}^{n}[\{\mathcal{M}_{j,1} + \mathcal{M}_{j,2}\}, \mathcal{L}_{dom} + \mathcal{L}_o] = 0.
\]

Hence, from the above computations and by considering the case where \( r = 1 \) (i.e., a second order scheme) we obtain the following,

\[
\mathcal{H}_{o,A}^{1}(F)(\tau) = B + C
\]

\[
B = \int_{0}^{\tau} (\tau - \xi)\mathcal{C}^{1}[\{e^{\xi \mathcal{M}_{11}}, e^{\xi \mathcal{M}_{21}}\}, \mathcal{L}_o](u_1, u_2) \, d\xi
\]

\[
C = \int_{0}^{\tau} (e^{\xi \mathcal{M}_{11} u_1})(e^{\xi \mathcal{M}_{21} u_2}) \, d\xi.
\]

In the end, one has

\[
\left( \Pi_{A} F_o(\lambda_0) \right)(\mathbf{v}, \tau) = -i \int_{0}^{\tau} \left( e^{\tau v^2} \left( e^{i(\tau - 2\xi)^2} \right) \right) \, d\xi
\]

\[
+ \int_{0}^{\tau} (\tau - \xi)\mathcal{C}[\{e^{\xi \mathcal{M}_{11}}, e^{\xi \mathcal{M}_{21}}\}, \mathcal{L}_o](iv^2, \mathbf{v}) \, d\xi.
\]
3.2 Local error analysis for approximated iterated integrals

Before comparing the character \( \Pi \) with \( \Pi_A \), one has to understand the error introduced by the operator \( \mathscr{K} \). It actually depends on the various cases in Definition 3.2.

**Lemma 3.6** We keep the notations of Definition 3.2. We suppose that \( r \geq \ell \) then one has

\[
\int_0^T e^{(r-\xi)\mathcal{L}_o}F(\hat{v}, \xi)d\xi = \mathcal{K}_o^{r}(F(\hat{v}), \cdot)(\tau) = O(\tau^{r+2} R_{o,A}^r(F)(\hat{v}))
\]

(3.11)

where \( R_{o,A}^r(F) \) takes the following values:

(i) If we are using the approximation (3.7), we get the following error:

\[
R_{o,A}^r(F) = \sum_{k, n + m = r - \ell + 1} D_{\ell} \mathcal{K}_o^{m}(\mathcal{M}_{\ell+1}\mathcal{L}_o) \mathcal{K}_o^{n}(\mathcal{M}_{\ell}\mathcal{L}_o)((\mathcal{A}_u)^{k_i} u_i)_{i \in J}.
\]

(ii) If \( \mathcal{L}_o \neq 0 \) then

\[
R_{o,A}^r(F) = \sum_{k, n + m + p = r - \ell + 1} \mathcal{B} \mathcal{K}_o^{m}(\mathcal{M}_{\ell+1}\mathcal{L}_o) \mathcal{K}_o^{n}(\mathcal{M}_{\ell}\mathcal{L}_o)((\mathcal{A}_u)^{k_i} u_i)_{i \in J}.
\]

(iii) If \( \mathcal{L}_o = 0 \) then

\[
R_{o,A}^r(F) = \sum_{k, m + n + p = r - \ell + 1} \mathcal{B} \mathcal{K}_o^{m}(\mathcal{M}_{\ell+1}\mathcal{L}_o) \mathcal{K}_o^{n}(\mathcal{M}_{\ell}\mathcal{L}_o)((\mathcal{A}_u)^{k_i} u_i)_{i \in J}.
\]

**Proof.** The proof reduces to applying several time Taylor expansions and using identity (1.12).

**Example 6** We want to compute the error term for the tree \( \mathcal{J}_o(\lambda_0) \) illustrating Lemma 3.6. From Example 3 we are in the case where \( D(\mathcal{L}_o) = D(\mathcal{L}_o) \) such that

\[
R_{o,A}^{1}(\hat{\Pi_o}(\mathcal{A}_u)^{k_i} u_i)_{i \in J} = \sum_{m + n + p = 2} \mathcal{M}_{\ell+1}\mathcal{L}_o \mathcal{M}_{\ell}\mathcal{L}_o \mathcal{K}_o^{m+n}(\mathcal{M}_{\ell+1}\mathcal{L}_o)(\mathcal{M}_{\ell}\mathcal{L}_o)((\mathcal{A}_u)^{k_i} u_i)_{i \in J}.
\]

and we got only one term which is non-zero \( (m, n, p) = (2, 0, 0) \):

\[
R_{o,A}^{1}(\hat{\Pi_o}(\mathcal{A}_u)^{k_i} u_i)_{i \in J} = \mathcal{K}_o^{2}(\mathcal{M}_{1\cdot2}, \mathcal{L}_o)(-iv^2, \bar{v}).
\]

The next proposition follows the steps of [6] Prop. 3.9. It singles out the dominant parts of the oscillations and shows that approximated iterated integrals are connected with Definition 2.3. This decomposition was also connected to the Birkhoff factorisaton given in [6]. It provides information about the dominant operators that will be involved in the local error analysis. In the next proposition, we assume that \( \mathcal{B}_o = \text{id} \). In the general case, one can write a similar statement using Remark 3.3.
Proposition 3.7 For every tree \( \mathcal{J}_0^r(T) \in \mathcal{H} \), one has the following decomposition:

\[
(\Pi_A \mathcal{J}_0^r(T))(\hat{\nu}, \xi) = \sum_{\tilde{T} \subset \mathcal{J}_0(T) \mathcal{R} \in \mathcal{R}_{\text{dom}}(\tilde{T})} \left( e^{i \xi L} B^r(T, \tilde{T}, \mathcal{L})(\hat{\nu}, \xi) \right) \\
+ \left( e^{i \xi L} B^r(T, 1, \mathcal{L}_o)(\hat{\nu}, \xi) \right) \left( e^{i \xi L} C^r(T, 1, \mathcal{L}_o)(\hat{\nu}, \xi) \right)
\]

(3.12)

where the sum is over all subtrees \( \tilde{T} \neq 1 \) that have at least one edge and that contain the root of \( \mathcal{J}_0(T) \). The \( B^r(T, T, \mathcal{L})(\hat{\nu}, \xi) \), \( B^r(T, 1, \mathcal{L}_o)(\hat{\nu}, \xi) \) and \( C^r(T, 1, \mathcal{L}_o)(\hat{\nu}, \xi) \) are polynomials in \( \xi \) and the \( \mathcal{R}_{\text{dom}}(T) \) are given in Definition 2.3.

Proof. We proceed by induction on the size of \( T \) and suppose that \( T = \lambda^r \prod_i \mathcal{J}_{\xi_i}(T_i) \) where one can apply the induction hypothesis on each \( \mathcal{J}_{\xi_i}(T_i) \). One has from (3.5)

\[
(\Pi_A \mathcal{J}_0^r(T))(\hat{\nu}, \xi) = \mathcal{H}_{0,A}^r \left( \Pi_{\mathcal{J}_0^r(T)}(\mathcal{D}_{(r-1)}(T))(\hat{\nu}, \xi) \right)(\xi)
\]

and

\[
\tilde{\Pi}_{\mathcal{J}_0^r(T)}(\mathcal{D}_{(r-1)}(T))(\hat{\nu}, \xi) = \frac{\Psi_{\text{root}}[T]}{S_{\text{root}}(T)}(\nu, \xi) \nu \prod_i \left( \Pi_A \mathcal{J}_{\xi_i}^{(r-1)\ell}(T_i) \right)(\hat{\nu}, \xi).
\]

By applying the induction hypothesis on the \( \mathcal{J}_{\xi_i}(T_i) \), one has the following decomposition

\[
\tilde{\Pi}_{\mathcal{J}_0^r(T)}(\mathcal{D}_{(r-1)}(T))(\hat{\nu}, \xi) = \frac{\Psi_{\text{root}}[T]}{S_{\text{root}}(T)}(\nu, \xi) \nu \prod_i \sum_{\tilde{T}_i \subset \mathcal{J}_{\xi_i}(T_i)} \left( e^{i \xi L} B^{r-1-\ell}(T_i, \tilde{T}_i, \mathcal{L})(\hat{\nu}, \xi) \right) \\
+ \left( e^{i \xi L} B^r(T_i, 1, \mathcal{L}_o)(\hat{\nu}, \xi) \right) \left( e^{i \xi L} C^r(T_i, 1, \mathcal{L}_o)(\hat{\nu}, \xi) \right)
\]

where the \( B^r(T_i, \tilde{T}_i, \mathcal{L})(\hat{\nu}, \xi) \), \( B^r(T_i, 1, \mathcal{L}_o)(\hat{\nu}, \xi) \) and \( C^r(T_i, 1, \mathcal{L}_o)(\hat{\nu}, \xi) \) are polynomials in \( \xi \). As a consequence of Definition 3.2, the map \( \mathcal{H}_{0,A}^r \) applied to the term coming from a subforest \( \tilde{T} = \lambda^r \prod_i \tilde{T}_i \), integrates exactly in the end a term of the form

\[
\int_0^t \left( e^{i \xi L} P(\hat{\nu}, s) \right) \left( e^{i \xi L_{\text{dom}}(\mathcal{J}_0(T)) + \xi L o} Q(\hat{\nu}, s) \right) ds
\]

where \( P(\hat{\nu}, s) \) and \( Q(\hat{\nu}, s) \) are polynomials in \( s \). Then, by computing this integral, we obtain two terms of the form

\[
\left( e^{i \xi L} P_1(\hat{\nu}, s) \right) \left( e^{i \xi L_{\text{dom}}(\mathcal{J}_0(T))} Q_1(\hat{\nu}, s) \right), \quad \left( e^{i \xi L} P_2(\hat{\nu}, s) \right) \left( e^{i \xi L} Q_2(\hat{\nu}, s) \right)
\]

where \( P_1, Q_1 \) and \( P_2 \) are also polynomials in \( s \). The first term corresponds to the subtree \( \mathcal{J}_0(\tilde{T}) \) and the second term corresponds to \( 1 \). Therefore, the structure of (3.12) is preserved. \( \square \)
The next definition computes the local error using the recursive construction of the decorated trees. It follows the same structure as in \[V\]L, the main difference being that now $\Psi_{\text{root}}$ has to be added to this definition.

**Definition 3.8** Let $r \in \mathbb{Z}$ and a domain $A$ of $\hat{v}$. We recursively define $\mathcal{L}^r_{\text{low}}(\cdot, \hat{v}, A)$ and $\mathcal{L}^{r, o}_{\text{low}}(\cdot, \hat{v}, A)$, $o \in \mathbb{L}_+$ as

$$
\mathcal{L}^r_{\text{low}}(T, \hat{v}, A) = 1, \quad r < 0, \quad \mathcal{L}^r_{\text{low}}(1, \hat{v}, A) = 1.
$$

Else for $T = \lambda_{\ell}^{I_{a}} \prod_{i} \mathcal{I}_{a}(T_{i})$, one has

$$
\mathcal{L}^{r, o}_{\text{low}}(\lambda_{\ell}^{I_{a}} \prod_{i} \mathcal{I}_{a}(T_{i}), \hat{v}, A) = 
$$

$$
\mathcal{B}_{\ell} \left( \frac{\Psi_{\text{root}}(T)}{\Psi_{\text{root}}(T)}(v, 0) \right) \left( \sum_{i} \mathcal{L}^{r, -\ell}_{\text{low}}(\mathcal{I}_{a}(T_{i}), \hat{v}, A) \right).
$$

And

$$
\mathcal{L}^{r}_{\text{low}}(\mathcal{I}_{a}(T), \hat{v}, A) = \mathcal{L}^{r-1}_{\text{low}}(T, \hat{v}, A) + \mathcal{R}^{r}_{o,A}(\tilde{\Pi}^{r, -1}_{o,A} T)(\hat{v}, \cdot) + \mathcal{L}^{r}_{o}(\tilde{\Pi}^{r, 0}_{o,A}(T, \hat{v}, A) + \mathcal{R}^{r}_{o,A}(\tilde{\Pi}^{r, 0}_{o,A} T)(\hat{v}, \cdot)).
$$

**Example 7** We continue Example [6]. For the decorated tree $T = \mathcal{I}_{a}(\lambda_{0})$, one gets

$$
\mathcal{L}^{1}_{\text{low}}(T, \hat{v}, A) = \mathcal{L}^{0}_{\text{low}}(\lambda_{0}, \hat{v}, A) + \mathcal{R}^{1}_{o,A}(\tilde{\Pi}^{0}_{o,A}(T, \hat{v}, A) = -iv^2 \bar{v} + \mathcal{C}^{2}[M_{1,2}], \mathcal{L}_{a}(-iv^2, \bar{v}).
$$

One can notice that the first term asks less regularity in comparison to the second.

The next theorem shows that the characters $\Pi_{A}$ and $\tilde{\Pi}_{o,A}$ are good approximations of $\Pi$ and $\tilde{\Pi}_{o}$ with a local error given by Definition 3.8. We follow the same steps as in the proof of [6] Thm 3.17.

**Theorem 3.9** For $T = \lambda_{\ell}^{I_{a}} \prod_{i} \mathcal{I}_{a}(T_{i})$ one has,

$$
\left( \tilde{\Pi}_{o} T - \tilde{\Pi}_{o,A} \mathcal{B}_{r}(T) \right)(\hat{v}, \tau) = \mathcal{O}(\tau^{r+2} \mathcal{L}^{r}_{\text{low}}(T, \hat{v}, A))
$$

and for $T = \mathcal{I}_{a}(T)$, one gets

$$
(\Pi T - \Pi_{A} \mathcal{B}_{r}(T)))(\hat{v}, \tau) = \mathcal{O}(\tau^{r+2} \mathcal{L}^{r}_{\text{low}}(T, \hat{v}, A)).
$$

**Proof.** We proceed by induction by using the recursive definition (3.5) of $\Pi_{A}$ and $\tilde{\Pi}_{o,A}$. First, one gets

$$
(\Pi - \Pi_{A})(1)(\hat{v}, \tau) = \mathcal{O}(\tau^{r+2} \mathcal{L}^{r}_{\text{low}}(1, \hat{v}, A)).
$$
Then for \( T = \lambda_{i}^{T} \Pi_{i} \mathcal{J}_{o_{i}}(T_{i}) \) and every \( o \in \Sigma_{+} \), one has

\[
\left( \tilde{\Pi}_{o} - \Pi_{o,A}^{r} \right)(T)(\tilde{\psi}, \tau) = \tau^{r} \mathcal{B}_{o} \left( \frac{\mathcal{Y}_{\mathcal{J}_{o}}[T]}{\mathcal{S}_{\mathcal{J}_{o}}[T]}(\psi, \tau) \mathcal{V}_{1} \sum_{i} \left( \Pi - \Pi_{o,A}^{r} \right) \left( \mathcal{J}_{o_{i}}(T)(\tilde{\psi}, \tau) \right) \right)
\]

Then by applying the induction hypothesis \([3,16]\) to each \( \mathcal{J}_{o_{i}}(T_{i}) \), one gets

\[
\left( \tilde{\Pi}_{o} - \Pi_{o,A}^{r} \right)(T)(\tilde{\psi}, \tau) = 0 \left( \tau^{r+2} \mathcal{B}_{o} \left( \frac{\mathcal{Y}_{\mathcal{J}_{o}}[T]}{\mathcal{S}_{\mathcal{J}_{o}}[T]}(\psi, 0) \mathcal{V}_{1} \sum_{i} \mathcal{L}_{\mathcal{J}_{o}}^{r+1} \left( \mathcal{J}_{o_{i}}(T), \tilde{\psi}, A \right) \right) \right)
\]

For \( T = \mathcal{J}_{o}(\tilde{T}) \), one has

\[
\left( \Pi - \Pi_{\alpha}^{T} \right)(T)(\tilde{\psi}, \tau) = \int_{0}^{\tau} e^{R_{\mathcal{J}_{o}}[T]}(\tilde{\Pi}_{o} - \Pi_{o,A}^{r-1})(T)(\tilde{\psi}, \xi) d\xi
\]

\[
+ \int_{0}^{\tau} e^{R_{\mathcal{J}_{o}}[T]}(\tilde{\Pi}_{o,A}^{r-1})(T)(\tilde{\psi}, \xi) d\xi - \mathcal{Y}_{\mathcal{J}_{o}}^{r-1}[\Pi_{o,A}^{r}](T)(\tilde{\psi}, \cdot)(\tau)
\]

\[
= \int_{0}^{\tau} 0(\tau^{r+1} \mathcal{L}_{\mathcal{J}_{o}}^{r+1} \left( \mathcal{J}_{o_{i}}(T), \tilde{\psi}, A \right) d\xi + 0(\tau^{r+2} R_{o,A}^{r} \left( \Pi_{o,A}^{r-1} \tilde{T} \right)(\tilde{\psi}, \cdot))
\]

\[
= \int_{0}^{\tau} 0(\tau^{r+2} \mathcal{L}_{\mathcal{J}_{o}}^{r+1} \left( \mathcal{J}_{o_{i}}(T), \tilde{\psi}, A \right) d\xi
\]

where the term \( R_{o,A}^{r} \left( \Pi_{o,A}^{r-1} \tilde{T} \right)(\tilde{\psi}, \cdot) \) is obtained by applying Lemma \([3,6]\).

\[
4 \quad \text{Low regularity numerical scheme}
\]

The writing of our low regularity numerical scheme follows two steps. The first one is to write a truncated decorated trees series that will solve the Duhamel’s formula up to order \( r \) (see Proposition \([4,1]\)). This series is formed of iterated integrals produced by the character \( \Pi \). Then, one replaces \( \Pi \) by \( \Pi_{o,A}^{r} \) to get the scheme. Such steps were already used in \([6]\). Let us mention that the first step is more involved here due to the fact that we work with a more general setting.

\[
4.1 \quad \text{Exact solution up to order} \ r
\]

Recall the mild solution of \([1,1]\) given by Duhamel’s formula

\[
u_{o}(t) = e^{\mathcal{J}_{o}^{r}} \psi_{o} + \sum_{i \in \Sigma_{-}} \int_{0}^{t} e^{(t-\xi)\mathcal{J}_{o}} \Psi_{o}^{l}(u_{o}(\xi)) \mathcal{V}_{l} d\xi,
\]

(4.1)
where the nonlinearity $\Psi_{o}(u_{o})$ is given by

$$\Psi_{o}(u_{o}) = B_{o} \left( \prod_{o \in L_{o}} f_{o,o}(u_{o}) \right).$$

In the following we want to construct a scheme with a local error of order $O(\tau^{r+2})$.

Therefore, before describing our numerical scheme, we need to remove the trees which are already of size $O(\tau^{r+2})$. Indeed, a simple recursion shows that one has for every tree $I_{o}(T)$

$$\prod_{I_{o}(T)}(\hat{v}, \tau) = O(p(T, \hat{v}) \tau^{n_{+}}(T))$$

where $p(T, \hat{v})$ is a polynomial in the variables $\hat{v}$ that does not contain any operators $(\mathcal{L}_{o})_{o \in L_{+}}$ and at most $|N_{T}|$ operators $\mathcal{B}$. The map $n_{+}$ is defined on $T_{n}^{m_{f}}$ as

$$n_{+}(T_{n}^{m_{f}}) = \sum_{v \in N_{T}} n(v) + |E_{T}|$$

which corresponds to the number of integrations in time and polynomial decorations. We define the space of decorated trees $\mathcal{F}_{o} \subset \mathcal{F}_{o}$ as

$$\mathcal{F}_{o} = \{ I_{o}(T), T \in \mathcal{F} \}, \quad \mathcal{F} = \{ T \in \mathcal{F}, n_{+}(T) \leq r, (\prod_{I_{o}(T)}(\hat{v}, \tau)) \neq 0 \}.$$ 

The condition $(\prod_{I_{o}(T)}(\hat{v}, \tau)) \neq 0$ guarantees that we consider only trees which have been generated by iterations of Duhamel’s formula. In the following we consider

$$w_{o}(\hat{v}, \tau) = e^{\tau \mathcal{L}_{o}}v_{o} + \sum_{T \in \mathcal{F}} (\prod_{I_{o}(T)}(\hat{v}, \tau))$$

which solves (4.1) up to order $r + 1$ in the following sense:

**Proposition 4.1** One has that

$$w_{o}(\hat{v}, t) = e^{\tau \mathcal{L}_{o}}v_{o} + \sum_{T \in \mathcal{F}} \int_{0}^{t} e^{(\tau - \xi)\mathcal{L}_{o}}\Psi_{o}(w_{o}(\hat{v}, \xi))V_{d}\xi + O(\tau^{r+2})$$

where $w_{o}(\hat{v}, \xi)_{o \in L_{+}}$ and the remainder $O(\tau^{r+2})$ involves commutators under the form:

$$\mathcal{C}^{r}[f, \mathcal{L}_{o}]$$

(However, not full powers of $\mathcal{L}_{o}$) with $f$ a function coming from the coefficients $\Psi_{o}$.
Proof. Let $B$ be given by

$$B = e^{\tau \mathcal{L}_o} v_0 + \sum_{l \in \Sigma_{+}} \int_{0}^{\tau} e^{(\tau - \xi) \mathcal{L}_o} \Psi_{o}^{1}(w_{o}^{l}(\hat{v}, \xi)) V_{l} d\xi$$

$$= e^{\tau \mathcal{L}_o} v_0 + \sum_{l \in \Sigma_{+}} \int_{0}^{\tau} e^{(\tau - \xi) \mathcal{L}_o} \mathcal{B}_{o}^{1} \left( \prod_{\tilde{\alpha} \in \Omega_{l}^{1, o}} f_{o, \tilde{\alpha}}^{1}(w_{o}^{l}(\hat{v}, \xi)) \right) V_{l} d\xi.$$  

Then, we have

$$w_{o}^{r}(\hat{v}, \xi) = e^{\xi \mathcal{L}_o} v_0 + R_{r, o}(\hat{v}, \xi), \quad R_{r, o}(\hat{v}, \xi) = \sum_{T \in \mathcal{T}^{r}} (\Pi \mathcal{I}_{o}(T))(\hat{v}, \xi).$$

By performing Taylor expansions around the point $e^{\xi \mathcal{L}_o} v_0$, one gets:

$$B = e^{\tau \mathcal{L}_o} v_0 + \sum_{l \in \Sigma_{+}} \int_{0}^{\tau} e^{(\tau - \xi) \mathcal{L}_o} \mathcal{B}_{o}^{1} \sum_{\sum_{i} k_{i} \leq r} \frac{1}{\prod_{\tilde{\alpha} \in \Omega_{l}^{1, o}}} \prod_{\tilde{\alpha} \in \Omega_{l}^{1, o}} R_{r, T_{\tilde{\alpha}}}^{1}(\hat{v}, \xi) f_{o, \tilde{\alpha}}^{(l, k_{o})}(e^{\xi \mathcal{L}_o} v_0) V_{l} d\xi + O(\tau^{r+2})$$

where the sum $\sum_{\tilde{\alpha}}$ and the product $\prod_{\tilde{\alpha}}$ run over $\tilde{\alpha} \in \Omega_{l}^{1, o}$. The error $O(\tau^{r+2})$ depends on the derivatives of $f_{o, \tilde{\alpha}}^{1}$ and on a polynomial in $\hat{v}$ using the bound (4.2).

The next step of the approximation is to pull out the term $e^{\xi \mathcal{L}_o} v_0$:

$$f_{o, \tilde{\alpha}}^{1}(e^{\xi \mathcal{L}_o} v_0) = e^{\xi \mathcal{L}_o} f(v_0) + \sum_{\ell_{0}} \frac{\xi^{\ell_{0}}}{\ell_{0}!} e^{\xi \mathcal{L}_o} \mathcal{G}_{o}^{\ell_{0}} [f_{o, \tilde{\alpha}}^{1}(k_{o}), \mathcal{L}_{o}](v_{0})$$

$$+ O(\xi^{r+1} e^{r+1} [f_{o, \tilde{\alpha}}^{1}(k_{o}), \mathcal{L}_{o}](v_{0})).$$

The remainder coming from this approximation is the leading error. It involves $\mathcal{L}_o$ with an iterated commutator. For the next computations, we will omit this error and write all the identities up to some terms which are neglectable in comparison to this error. Inserting the previous expansion into $A$ and neglecting the terms which are of order bigger than $O(\tau^{r+2})$, we get:

$$B = e^{\tau \mathcal{L}_o} v_0 + \sum_{l \in \Sigma_{+}} \int_{0}^{\tau} e^{(\tau - \xi) \mathcal{L}_o} \sum_{\sum_{i} \ell_{i} + \sum_{\tilde{\alpha}, \eta} n_{+}(T_{\tilde{\alpha}, \eta}) \leq r} \frac{\xi^{\sum_{i} \ell_{i}}}{\prod_{\tilde{\alpha} \in \Omega_{l}^{1, o}} k_{\tilde{\alpha}}! \ell_{\tilde{\alpha}}!} \mathcal{B}_{o}^{1} \left( \prod_{\tilde{\alpha} \in \Omega_{l}^{1, o}} \prod_{i=1}^{k_{\tilde{\alpha}}} (\Pi \mathcal{I}_{o}(T_{\tilde{\alpha}, i}))(\hat{v}, \xi) \left( e^{\xi \mathcal{L}_o} \mathcal{G}_{o}^{\ell_{i}} [f_{o, \tilde{\alpha}}^{1}(k_{o}), \mathcal{L}_{o}](v_{0}) \right) V_{i} \right) d\xi$$

where the $T_{\tilde{\alpha}, i}$ are decorated trees and $\sum_{\tilde{\alpha}, i} n_{+}(T_{\tilde{\alpha}, i})$ is a shorthand notation for

$$\sum_{\tilde{\alpha} \in \Omega_{l}^{1, o}} \sum_{k_{\tilde{\alpha}}} \sum_{i=1}^{k_{\tilde{\alpha}}} n_{+}(T_{\tilde{\alpha}, i}).$$
Then, if we fix the product $\prod_{i=1}^{k_\tilde{o}} \mathcal{F}_\partial(T_{\tilde{o}, i})$, one has:

$$\prod_{i=1}^{k_\tilde{o}} \mathcal{F}_\partial(T_{\tilde{o}, i}) = \prod_i \mathcal{F}_\partial(T_{\tilde{o}, i})^{k_\tilde{o}, i}$$

where the $T_{\tilde{o}, i}$ are distincts and $\sum_i k_{\tilde{o}, i} = k_\tilde{o}$. This term appears in $B$ with the following combinatorial coefficient:

$$\frac{k_\tilde{o}!}{\prod_i k_{\tilde{o}, i}!}.$$

Let us notice

$$S_{\text{root}} \left( \lambda_i^k \prod_{\tilde{o}, i} \mathcal{F}_\partial(T_{\tilde{o}, i})^{k_{\tilde{o}, i}} \right) = k! \prod_{\tilde{o}, i} k_{\tilde{o}, i}!$$

and

$$\sum_{\sum_\ell = \ell \in \mathbb{L}_{\mathcal{F}_\partial}^{\text{sum}}} \prod_{\tilde{o}, i} \frac{1}{k_{\tilde{o}, i}!} \left( \prod_i \mathcal{F}_\partial(T_{\tilde{o}, i})^{k_{\tilde{o}, i}} \right) (\hat{\nu}, \xi) \left( e^{\xi \mathcal{F}_\partial \mathcal{F}_\partial^l (k_{\tilde{o}})} (v_\partial) \right) d\xi.$$

In this identity, we exploit the Leibniz rule for the derivative $\partial$. It can be understood as a variant of Faà di Bruno formula see [11 Lem. A.1]. We can rewrite $B$ into

$$B = e^{T \mathcal{F}_\partial \mathcal{F}_\partial} v_\partial + \sum_{\ell \in \mathbb{L}_{\mathcal{F}_\partial}} \int_0^T e^{(\ell - \xi) T \mathcal{F}_\partial \mathcal{F}_\partial} \mathcal{F}_\partial \left( \sum_{\ell + \sum_\tilde{o}, i (T_{\tilde{o}, i}) \leq r} \frac{\xi^\ell}{\ell!} \partial_\ell \right)$$

$$\prod_{\tilde{o}, i} \prod_{\tilde{o}, i} \frac{1}{k_{\tilde{o}, i}!} \left( \prod_i \mathcal{F}_\partial(T_{\tilde{o}, i})^{k_{\tilde{o}, i}} \right) (\hat{\nu}, \xi) \left( e^{\xi \mathcal{F}_\partial \mathcal{F}_\partial^l (k_{\tilde{o}})} (v_\partial) \right) \right) d\xi.$$

Then,

$$B = e^{T \mathcal{F}_\partial \mathcal{F}_\partial} v_\partial + \sum_{\ell \in \mathbb{L}_{\mathcal{F}_\partial}} \int_0^T e^{(\ell - \xi) T \mathcal{F}_\partial \mathcal{F}_\partial} \mathcal{F}_\partial \left( \sum_{\ell + \sum_\tilde{o}, i (T_{\tilde{o}, i}) \leq r} \frac{\xi^\ell}{\ell!} \partial_\ell \right)$$

$$\prod_{\tilde{o}, i} \prod_{\tilde{o}, i} \left( \prod_i \mathcal{F}_\partial(T_{\tilde{o}, i})^{k_{\tilde{o}, i}} \right) (\hat{\nu}, \xi) \left( \mathcal{F}_\partial \mathcal{F}_\partial^l \left( k_{\tilde{o}} \right) \right) (v_\partial, \xi) d\xi.$$
\[ e^{\tau \mathcal{L}_o} v_0 + \sum_{T \in \mathcal{F}} \int_0^\tau e^{(\tau - \xi) \mathcal{L}_o} \left( \Pi_o T \right) (\mathcal{V}, \xi) d\xi = e^{\tau \mathcal{L}_o} v_0 + \sum_{T \in \mathcal{F}} (\Pi \mathcal{I}_o(T))(\mathcal{V}, \tau) = w_o^\tau(\mathcal{V}, \tau) \]

which concludes the proof.

### 4.2 Numerical scheme and local error analysis

Now, we are able to describe the general numerical scheme:

**Definition 4.2 (The general numerical scheme)** For fixed \( r \in \mathbb{N} \) and a domain \( A \), we define the general numerical scheme as:

\[ u_{o,A}^r(\mathcal{V}, \tau) = e^{\tau \mathcal{L}_o} v_0 + \sum_{T \in \mathcal{F}^{r+1}} \Pi_A^r(\mathcal{I}_o(T))(\mathcal{V}, \tau). \tag{4.4} \]

The numerical scheme (4.4) approximates the exact solution locally up to order \( r + 2 \). More precisely, the following theorem holds.

**Theorem 4.3 (Local error)** The numerical scheme (4.4) with initial value \( v_o = u_o(0) \) approximates the exact solution \( u_o \) up to a local error of type

\[ u_{o,A}^r(\mathcal{V}, \tau) - u_o(\mathcal{V}, \tau) = \sum_{T \in \mathcal{F}^{r+1}} \mathcal{O} \left( \left( \tau^{r+2} \mathcal{L}_o^r(\mathcal{I}_o(T), \mathcal{V}, A) \right) \right) \]

where the operator \( \mathcal{L}_o^r(\mathcal{I}_o(T), \mathcal{V}, A) \), given in Definition 3.8 embeds the necessary regularity of the solution.

**Proof.** We recall that the exact solution \( u^r \) up to order \( r \) is given by

\[ u_o^r(\mathcal{V}, \tau) = e^{\tau \mathcal{L}_o} v_0 + \sum_{T \in \mathcal{F}} (\Pi \mathcal{I}_o(T))(\mathcal{V}, \tau) \]

which satisfies from Proposition 4.1

\[ u_o(\tau) - u_o^r(\tau) = \mathcal{O} \left( \tau^{r+2} p(\mathcal{V}, (\mathcal{L}_o)_{o \in \mathcal{L}_o}) \right) \tag{4.5} \]

for some polynomial \( p \) such that every \( \mathcal{L}_o \) appear under the form \( \mathcal{C}^{r+1}[f, \mathcal{L}_o] \). Thanks to Proposition 3.9 we furthermore obtain that

\[ u_{o,A}^r(\mathcal{V}, \tau) - u_o^r(\mathcal{V}, \tau) = \sum_{T \in \mathcal{F}^r} \left( \Pi - \Pi_A^r \right)(\mathcal{I}_o(T))(\mathcal{V}, \tau) \]

\[ = \sum_{T \in \mathcal{F}^r} \mathcal{O} \left( \tau^{r+2} \mathcal{L}_o^r(\mathcal{I}_o(T), \mathcal{V}, A) \right). \tag{4.6} \]

Next we write

\[ u_{o,A}^r(\mathcal{V}, \tau) - u_o(\mathcal{V}, \tau) = u_{o,A}^r(\mathcal{V}, \tau) - u_o^r(\mathcal{V}, \tau) + u_o^r(\mathcal{V}, \tau) - u_o(\mathcal{V}, \tau) \]

where by the definition of \( \mathcal{L}_o^r(\mathcal{I}_o(T), \mathcal{V}, A) \) we easily see that the approximation error (4.6) is dominant compared to (4.5). Indeed, we will have also commutators of the form \( \mathcal{C}^{r+1}[f, \mathcal{L}_o] \) and \( \mathcal{C}^{r+1}[f, \mathcal{L}_{dom}] \) due to Proposition 3.7. The extra regularity needed is coming from the Taylor expansion of the lower part in Definition 3.2. \( \square \)
5 Examples

In this section we illustrate our general framework (see Definition 4.4) and its local error analysis (see Theorem 4.3) on two examples: The Gross–Pitaevskii equation (see Section 5.1) and the Sine–Gordon equation (see Section 5.3).

5.1 The Gross–Pitaevskii equation

As a first example let us consider the Gross–Pitaevskii (GP) equation

\[ i\partial_t u(t, x) + \Delta u(t, x) = V(x)u(t, x) + |u(t, x)|^2 u(t, x) \quad (t, x) \in \mathbb{R} \times \Omega \quad (5.1) \]

on a sufficiently smooth domain \( \Omega \subset \mathbb{R}^d \) in dimension \( d \leq 3 \), and an initial condition

\[ u|_{t=0} = u_0. \quad (5.2) \]

We prescribe homogeneous Dirichlet boundary conditions,

\[ u(t, \cdot)|_{\partial \Omega} = 0, \quad V(\cdot)|_{\partial \Omega} = 0, \]

where \( \Omega \) is a smooth open set with compact boundary. We define the operator \( \mathcal{L} = i\Delta \) on the Hilbert space \( L^2(\Omega) \). Its domain is given by

\[ D(\Delta) = D(\mathcal{L}) = (H^2 \cap H^1_0)(\Omega) \quad (5.3) \]

where \( H^2(\Omega), H^1_0(\Omega) \) denote the classical Sobolev spaces.

One setting of the Gross-Pitaevskii equation is to describe the dynamics of Bose-Einstein condensates in a potential trap. In many physically relevant situations the potential is rough or disordered (\cite{14}, \cite{26}, \cite{14}) which motivates the study of the low-regularity framework.

5.1.1 First order low regularity integrator for Gross–Pitaevskii

**Corollary 5.1** At first order our general low regularity scheme (4.4) for the Gross–Pitaevskii equation (5.1) takes the form

\[
    u^{n+1} = \Phi_{\varphi_1}(u^n) = e^{i\tau\Delta}u^n - i\tau \left( (e^{i\tau\Delta}u^n)(e^{i\tau\Delta}\varphi_1(-i\tau\Delta)V) + (e^{i\tau\Delta}(u^n)^2)(e^{i\tau\Delta}\varphi_1(-2i\tau\Delta)\bar{\pi}^n) \right) \quad (5.4)
\]

where the filter function \( \varphi_1 \) is defined as \( \varphi_1(\sigma) = \frac{e^{\sigma}-1}{\sigma} \). The scheme (5.4) is locally of order \( \mathcal{O}(\tau^2|\nabla|(u + V)) \).

In case of more regular solutions and potential the above low regularity scheme can be simplified to

\[
    u^{n+1} = e^{i\tau\Delta}u^n - i\tau (u^nV + (u^n)^2\pi^n), \quad (5.5)
\]

which is locally of order \( \mathcal{O}(\tau^2\Delta(u + V)) \).
Examples

Proof. We choose \( r = 0 \) in Definition 4.2 in order to obtain a local error of order one. We recall from Example 5 that for the Gross-Pitaevskii equation we have that \( \mathcal{L}_0 = i \Delta, \mathbf{V}_0 = 1, \mathbf{V}_1 = \mathbf{V}, \mathcal{S}_+ = \{ \alpha, \bar{\alpha} \} \), \( u_o = u, u_{\bar{o}} = \bar{u}, v_o = v \) and \( v_{\bar{o}} = \bar{v} \). From equation (4.4) it then follows that the first-order scheme is of the form

\[
u^0_{r_o, A}(\mathbf{v}, \tau) = e^{i\tau \Delta} \mathbf{v} + \sum_{T \in \mathcal{T}^1} \Pi^0_A(\mathcal{I}_o(T))(\mathbf{v}, \tau), \tag{5.6}\]

where \( \mathbf{v} = (v, \bar{v}, \mathbf{V}) \) and where on has

\[
\mathcal{T}^1 = \{ T_0, T_1 \}, \quad T_0 = \lambda_0 = \alpha, \quad T_1 = \lambda_1 = \beta.
\]

We recall from (2.7) that

\[
\mathcal{I}_o(\lambda_0) = \hat{1}
\]

encodes the iterated integral

\[
(\Pi\mathcal{I}_o(\lambda_0))(\mathbf{v}, \tau) = -i \int_0^T e^{i(\tau - s) \Delta} \left( (e^{is \Delta} \mathbf{v})^2 \right) ds \tag{5.7}
\]

and that

\[
\mathcal{I}_o(\lambda_1) = \hat{1}
\]

encodes the iterated integral

\[
(\Pi\mathcal{I}_o(\lambda_0))(\mathbf{v}, \tau) = -i \int_0^T e^{i(\tau - s) \Delta} \left( e^{is \Delta} \mathbf{V} \right) ds. \tag{5.8}
\]

In order to compute the approximation (5.6), we refer to equation (3.5), where the approximated character \( \Pi^*_A \) is defined. We have, for \( i = 0, 1 \), that

\[
(\Pi^*_A\mathcal{I}_o(\lambda_i))(\mathbf{v}, \tau) = \mathcal{K}^0_{0,A}(\Pi^*_A\mathcal{D}^{-1}(\lambda_i)(\mathbf{v}, \cdot))(\tau)
\]

\[
= \mathcal{K}^0_{0,A} \left( \frac{\Upsilon^\lambda_0[\lambda_i]}{S_{\text{root}}(\lambda_i)}(\mathbf{v}, \cdot) \mathbf{V}_i \right)(\tau)
\]

where to obtain the second line we used the definition (2.16) of \( \mathcal{D}^{-1} \), namely that \( \mathcal{D}^{-1}(\lambda_i) = \lambda_i \). By recalling the computations made in Example 4, one has,

\[
S_{\text{root}}(\lambda_0) = S_{\text{root}}(\lambda_1) = 1,
\]

\[
\Upsilon^\lambda_0[\lambda_0](\mathbf{v}, \xi) = \left( -i e^{i\xi \Delta} \mathbf{v}^2 \right) \left( e^{-i\xi \Delta} \mathbf{v} \right), \quad \Upsilon^\lambda_0[\lambda_1](\mathbf{v}, \xi) = -i e^{i\xi \Delta} \mathbf{v},
\]

where \( \mathbf{v} = (v, \bar{v}) \) and we recall that we set \( \mathcal{R}_0^i = \text{id} \) for \( (\alpha, l) \in \mathcal{L}_+ \times \mathcal{L}_- \) when studying the equation (5.1). Hence, by collecting the above computations one has,

\[
\Pi^*_A(\mathcal{I}_o(\lambda_0))(\mathbf{v}, \tau) = \mathcal{K}^0_{0,A}(\mathcal{F}^1(\mathbf{v}, \cdot))(\tau), \tag{5.9}
\]
where
\[
F^0_{\mathcal{A}}(\hat{v}, \xi) := -i(e^{i\xi v^2})(e^{-i\xi \bar{v}})
\]
and
\[
F^2(\hat{v}, \xi) := -i(e^{i\xi v})V.
\]

We are left to apply Definition \[3.2\] of the operator \(\mathcal{K}^0_{\mathcal{A}, A}\) on \(5.10\) and \(5.11\)
which will yield a first-order approximation of the integrals \(5.7\) and \(5.8\). The approximation of these integrals, and hence the structure of the scheme, will depend on the regularity assumptions on the initial data \(v\) and the potential \(V\). We first show the construction of the first order scheme \(5.4\), which requires \(H^1\)-regularity on \(v\) and \(V\). Hence, by taking into account the boundary conditions, we fix \(A = H^1_0(\Omega)^3\) and construct a first order scheme for \((v, \bar{v}, V) \in A\) (see also Remark \[3.5\] for further details on the choice of \(A\)).

The case of \(A = (H^1_0(\Omega)^3)\):

We first note that given our regularity assumptions we have that \(v, V \notin D(\mathcal{L}_n) = H^2(\Omega) \cap H^1_0(\Omega)\). Hence, our approximation cannot consist of merely applying Taylor-expansions \[3.7\] of all the operators, since it would require \(H^2\) regularity on the initial data and on the potential. Indeed, given that \(r, t = 0\) we have that
\[
\bigcup_{n + \sum_{i \in J} k_i \leq 1} D(G_n(\xi_{k_i}))(\xi) \subseteq (H^2(\Omega))^3
\]
which implies that we do not have that \(A \subseteq D(G_n(\xi_{k_i}))(\xi)\), for all \(n + \sum_{i \in J} k_i \leq 1\).

In order to make an approximation of order one of the integrals \(5.9\) while only requiring \(H^1(\Omega)\) regularity on the initial data and potential we will apply the first point \((i)\) of Definition \[3.2\].

We start by dealing with \(F^1\), namely the first order approximation of the integral \(5.7\).

1. Computation of \(\Pi^0_{\mathcal{A}}(\mathcal{F}_\mathcal{A}(\lambda_0))(\hat{v}, \tau)\). Using the notations in Definition \[3.2\] we compute the operator interactions, as is done in example \[5\] to obtain the following,
\[
\mathcal{L}_1 = i\Delta, \quad \mathcal{L}_2 = -\mathcal{L}_1, \quad J = \{1, 2\}, \quad \text{and hence,} \quad \mathcal{A}_1 = 0, \quad \mathcal{A}_2 = -2i\Delta.
\]

This implies that
\[
\mathcal{L}_\text{dom} = \mathcal{A}_2 = -2i\Delta, \quad I = \{2\},
\]
and that
\[
\mathcal{A}^1_{\text{low}} = \mathcal{A}_1 = 0, \quad \mathcal{A}^2_{\text{low}} = \mathcal{A}_2 - \mathcal{L}_\text{dom} = 0.
\]

We note that following \[3.8\] we indeed recover the same initial expression \(5.20\) of \(F^1\):
\[
F^1(\hat{v}, \xi) = (e^{-i\xi \Delta} u_2^a)(e^{i\xi \Delta} u_1^a), \quad u_1^a = -iv^2, \quad u_2^a = \bar{v}.
\]
We are now ready to compute \( \mathcal{K}_{o,A}^0(F^1) \) using equation (3.9). Given the form of \( F^1 \),
and the order of the scheme we enter the case where \( l = 0 \) and \( r = 0 \) respectively.
This implies that \( q = 0 = n = m = p \). Hence, \( \mathcal{K}_{o,A}^0(F^1) \) takes the following
simple form,
\[
\mathcal{K}_{o,A}^0(F^1(\hat{\varphi}, \cdot))(\tau) = \int_0^\tau (e^{i\tau \Delta } \Phi_{(1)})(e^{-2i\xi \Delta + i\tau \Delta} \Phi_{(2)})(-iv^2, \bar{v})d\xi
\quad (5.12)
\]
By integrating exactly the above expression using the \( \varphi_1 \) function, and by (5.9) we have hence shown that,
\[
\Pi_{o,A}^0(\mathcal{F}_o(l_0))(\hat{\varphi}, \tau) = -i\tau(e^{i\tau \Delta} v^2)(e^{i\tau \Delta} \varphi_1(-2i\tau \Delta \bar{v})).
\quad (5.13)
\]
2. Computation of \( \Pi_{A}^1(\mathcal{F}_o(l_1))(\hat{\varphi}, \tau) \). Similarly, we apply definition (3.2) to compute
\( \mathcal{K}_{o,A}^0(F^2) \). Given the expression (5.11) of \( F^2 \), one has
\[
\mathcal{L}_1 = i\Delta, \quad \mathcal{L}_2 = 0, \quad J = \{1, 2\}, \quad u_1^h = -iv, \quad u_2^h = V, \text{ and hence,}
\]
\[
\mathcal{A}_1 = 0, \quad \mathcal{A}_2 = -i\Delta.
\]
This implies that
\[
\mathcal{A}_{dom} = \mathcal{A}_2 = -i\Delta, \quad I = \{2\},
\]
and that
\[
\mathcal{A}_1 \text{low} = \mathcal{A}_1 = 0, \quad \mathcal{A}_2 \text{low} = \mathcal{A}_2 - \mathcal{A}_{dom} = 0.
\]
Then, again by equation (3.9) we have
\[
\mathcal{K}_{o,A}^0(F^2)(\tau) = \int_0^\tau (e^{i\tau \Delta } \Phi_{(1)})(e^{i(\tau - \xi)\Delta} \Phi_{(2)})(-iV, \bar{V})d\xi
\]
\[
= -i \int_0^\tau (e^{i\tau \Delta} \Phi)(e^{i(\tau - \xi)\Delta} \bar{V})d\xi
\]
\[
= -i\tau(e^{i\tau \Delta} v^2)(e^{i\tau \Delta} \varphi_1(-i\tau \Delta \bar{V})).
\]
Hence, we have
\[
\Pi_{A}^1(\mathcal{F}_o(l_1))(\hat{\varphi}, \tau) = -i\tau(e^{i\tau \Delta} \varphi_1(-i\tau \Delta V)).
\]
Plugging the above computation into (5.6) yields the first order scheme (5.4).

The case of \( A = (H^2 \cap H^1_{\sigma})^3 \):

Given that \( A = D(\mathcal{L}_o)^3 \), we apply the Taylor expansion (3.7) with \( r = \ell = 0 \), to obtain:
\[
\mathcal{K}_{o,A}^0\left(\mathcal{T}_{o,0}[\lambda_0] + \mathcal{T}_{o,\ell}[\lambda_1](\mathcal{V}, \cdot)\right)(\tau) = \int_0^\tau \Pi_{i\in\{1,2\}} u_i^{(0)} d\xi + \int_0^\tau \Pi_{i\in\{1,2\}} u_i^{(\ell)} d\xi
\]
which thanks to (5.6) yields the first order scheme (5.5).

Local error analysis. Using the recursive order scheme (5.8), one gets for $T \in \{\lambda_0, \lambda_1\}$

$$\mathcal{L}^0_{\text{loc}}(\mathcal{I}_0(T), \mathbf{v}, A) = \mathcal{L}^{-1,0}_{\text{low}}(T, \mathbf{v}, A) + R^0_{o, A}(\Pi A \mathcal{I}_0^0(T)(\mathbf{v}, \cdot)) .$$

Then by (3.13), we get for $l \in \{0, 1\}$

$$\mathcal{L}^{-1,0}_{\text{low}}(\lambda_l, \mathbf{v}, A) = \frac{\gamma_{\text{rest}}[T]}{S_{\text{root}}(\lambda_l)}(\mathbf{v}, 0)V_l$$

which gives

$$\mathcal{L}^{-1,0}_{\text{low}}(\lambda_1, \mathbf{v}, A) = -ivV, \quad \mathcal{L}^{-1,0}_{\text{low}}(\lambda_0, \mathbf{v}, A) = -iv^2 \tilde{v}.$$  

It remains to compute $R^0_{o, A}(\Pi A(T))$ whose value will depend on $A$. We start with the case $A = (H^1_0(\Omega))^3$. From our previous computations for the scheme, one has to apply (ii) from Lemma (3.6) that gives using notations of the proof of Corollary (5.1)

$$R^o_{o, A}(\Pi A, \lambda_0)(\mathbf{v}, \cdot) = \sum_{a, l} \mathcal{C}^m[\{\mathcal{M}[\mathcal{L}, \mathcal{L}_0\lambda_i]\}((\mathcal{M}[\mathcal{L}, \mathcal{L}_0\lambda_i])))^l = \sum_{a, l} \mathcal{C}^m[\{\mathcal{M}[\mathcal{L}, \mathcal{L}_0\lambda_i]\}((\mathcal{M}[\mathcal{L}, \mathcal{L}_0\lambda_i)))^l.$$  

Here, $r = \ell = k_i = 0$, so it remains $m + n + p = 1$. As $I$ and $J \setminus I$ are singleton, there is only one non zero value given by $m = 1$. In the end, one obtains

$$R^0_{o, A}(\Pi A, \lambda_0)(\mathbf{v}, \cdot) = \mathcal{C}[\{\mathcal{M}[\mathcal{L}]\}, i\Delta](-iv^2, \tilde{v}).$$

With a similar computation, one gets

$$R^0_{o, A}(\Pi A, \lambda_1)(\mathbf{v}, \cdot) = \mathcal{C}[\{\mathcal{M}[\mathcal{L}]\}, i\Delta](-iv, V).$$

In both cases, one sees that these terms ask first order derivatives on $v$ and $V$. Indeed using Definition (1.2) of the commutator we have,

$$\mathcal{C}[\{\mathcal{M}[\mathcal{L}]\}, i\Delta](w, z) = -2i \nabla w \cdot \nabla z. \quad (5.14)$$

Next, for $A = (H^2 \cap H^1_0(\Omega))^3$, one has to use (i) from Lemma (3.6) namely

$$R^o_{o, A}(\Pi A, \lambda_0)(\mathbf{v}, \cdot) = \sum_{a, l} \mathcal{C}^m[\{\mathcal{M}[\mathcal{L}, \mathcal{L}_0\lambda_i]\}((\mathcal{M}[\mathcal{L}, \mathcal{L}_0\lambda_i)))^l.$$  

Here, $r = \ell = 0$, there for one obtains three terms:

$$R^0_{o, A}(\Pi A, \lambda_0)(\mathbf{v}, \cdot) = \Delta(\Delta^2 \tilde{v}) + \Delta(\Delta^2 \tilde{v}) - \Delta \Delta \tilde{v}.$$  

A similar computation shows

$$R^0_{o, A}(\Pi A, \lambda_1)(\mathbf{v}, \cdot) = \Delta(\Delta^2 V) + \Delta(\Delta^2 V) + \Delta V$$

which allows us to conclude.
Remark 5.2 (Error improvement) Classical approximation techniques, such as splitting or exponential integrator methods (see, e.g., [9, 21, 23]) introduce a local error structure of type $O(\Delta u(t), \Delta V)$ and hence requires the solution and potential $(u(t), V) \in D(\Delta)^2 = (H^2 \cap H^1_0(\Omega))^2$ (see also (5.3)). The scheme (5.5) together with its local error coincides with a first order scheme obtained via exponential integrator methods. The local error of the low regularity GP integrator (5.4) on the other hand only requires the boundedness of first instead of second order spatial derivatives of the potential $V$ and solution $u$.

5.1.2 Second order Duhamel integrator for Gross–Pitaevskii

We first recall from equation (5.15) in our first example, that by following the Taylor expansion (1.19) and linearization (1.12) steps, we seek to provide a second order low-regularity approximation to the following iterated integrals:

$$w^2(v, \tau) = e^{i\tau \Delta} v - i \int_0^\tau e^{i(\tau - \xi)\Delta} \left( (e^{i\xi \Delta} v^2)(e^{-i\xi \Delta} \bar{v}) + (e^{i\xi \Delta} v) V \right) d\xi$$

Corollary 5.3 At second order our general low regularity scheme (4.4) for the Gross-Pitaevskii equation (5.1) takes the form,

$$u^{n+1} = e^{i\tau \Delta} u^n - i\tau (e^{i\tau \Delta} (u^n)^2)(e^{i\tau \Delta} \varphi_1(-2i\tau \Delta)\Omega^n) + (e^{i\tau \Delta} u^n)(e^{i\tau \Delta} \varphi_1(-i\tau \Delta) V)$$

$$- i\tau^2 \{ e^{i\tau \Delta} [\Delta(u^n)](e^{i\tau \Delta} (\varphi_1(-2i\tau \Delta) - \varphi_2(-2i\tau \Delta))\Delta(1, i\Delta)u^n) - e^{i\tau \Delta} [\Delta(u^n)](e^{i\tau \Delta} (\varphi_1(-i\tau \Delta) - \varphi_2(-i\tau \Delta))\Delta(1, i\Delta)u^n, V) - e^{i\tau \Delta} [\Delta(u^n)](e^{i\tau \Delta} \varphi_2(-2i\tau \Delta)\Omega^n) - \frac{\tau^2}{2} (u^n |u^n|^4 + 3u^n |u^n|^2 V - |u^n|^2 u^n \bar{V} + u^n V^2) \}$$

$$= \Phi_G(u^n),$$

where the filter function $\varphi_2$ is defined as $\varphi_2(\sigma) = \frac{e^{i\sigma} - \varphi_1(\sigma)}{\sigma}$. The scheme (5.16) is locally of order $O(\tau^2 \Delta(u + V))$. 

Experiments
\textbf{Remark 5.4} In case of more regular solution and potential the second order scheme (5.10) can be simplified, recovering for sufficiently smooth solutions and potential \((\bar{u}(t), V) \in D(\Delta^2)^2\) classical schemes (see also Remark 5.5 below).

\textbf{Proof.} We choose \(r = 1\) in Definition 4.2 in order to obtain a local error of order two. From equation (4.4) it then follows that the second-order scheme is of the form,

\[ u^1(\hat{\psi}, \tau) = e^{i\tau \Delta} \bar{v} + \sum_{T \in \mathcal{T}^2} \Pi_A^1(\mathcal{F}_0(T))(\hat{\psi}, \tau), \tag{5.17} \]

where \(\hat{\psi} = (v, V)\) and where are interested in the decorated trees \(\mathcal{F}_0(T)\) where \(T\) belongs to \(\mathcal{T}^2\) defined by,

\[ \mathcal{T}^2 = \{T_0, \ldots, T_8\}, \quad T_0 = \lambda_0 = \circ, \quad T_1 = \lambda_1 = \bullet, \quad T_2 = \lambda_0^1 = \circ, \]

\[ T_3 = \lambda_0 \mathcal{F}_0(\lambda_0) = \circ, \quad T_4 = \lambda_0 \mathcal{F}_0(\lambda_1) = \bullet, \quad T_5 = \lambda_1 \mathcal{F}_0(\lambda_0) = \circ, \]

\[ T_6 = \lambda_1 \mathcal{F}_0(\lambda_1) = \bullet, \quad T_7 = \lambda_0 \mathcal{F}_0(\lambda_0) = \circ, \quad T_8 = \lambda_0 \mathcal{F}_0(\lambda_1) = \circ. \]

As stated previously, the approximation of the above integrals, and hence the structure of the scheme, will depend on the regularity assumptions of the initial data \(v\) and the potential \(V\). Here, we show the construction of a second order scheme which requires \(H^2\)-regularity on \(v\) and \(V\). Hence, by taking into account the boundary conditions, we fix \(A = (H^2(\Omega) \cap H^2_0(\Omega))^3\) and construct a second order scheme for \((v, \bar{v}, V) \in A\).

1. Computation of \(\Pi_A^1(\mathcal{F}_0(\lambda_0))(\hat{\psi}, \tau)\).

We recall that \(\mathcal{F}_0(\lambda_0)\) encodes the first integral (5.7). Next, we make the following remark: given our regularity assumptions \((v, \bar{v}, V) \in A\), we have that \((v, \bar{v}, V) \notin D(\mathcal{F}_0^2) \subset H^4(\Omega)\). Hence, our approximation cannot consist of merely applying Taylor-expansions (3.7) of all the operators, since it would require \(H^4\) regularity on the initial data and on the potential, together with the according boundary conditions.

Indeed, given that \(r = 1\) and \(\ell = 0\) we have that

\[ \bigcup_{i, j} I \sum_{i, j} D(G_n(k_i), k_j) \subseteq (H^4(\Omega))^3 \]

which implies that we do not have that \(A \subseteq D(G_n(k_i), k_j)\), for all \(n + \sum_{i, j} k_i \leq 2\).

In order to make an approximation of order two of the integrals (5.9) while only requiring \(H^2(\Omega)\) regularity on the initial data we will apply the first point (i) of Definition 3.2 as done in Example 5. Indeed, following the results established in Example 5 we have:

\[ (\Pi_A^1 \mathcal{F}_0(\lambda_0))(\hat{\psi}, \xi) = -i \int_0^\tau (e^{i\tau \Delta} v^2) (e^{i(\tau - 2\xi) \Delta}) d\xi \]

\[ + \int_0^\tau (\tau - \xi) \mathcal{E} \{ (e^{i\tau \Delta} \mathcal{M}_1) (e^{i(\tau - 2\xi) \Delta} \mathcal{M}_2), i \Delta (-iv^2, \bar{v}) \} d\xi \]

\[ = -i(\tau e^{i\tau \Delta} v^2) (e^{i\tau \Delta} \phi_1(-2i\tau \Delta) \bar{v}) \]
we have that

\[ \tau^2 \mathcal{G}[(e^{i\tau \Delta} \mathcal{M}_{11})(e^{i\tau \Delta} (\varphi_1(-2i\tau \Delta) \\
- \varphi_2(-2i\tau \Delta)), i\Delta](v^2, \bar{v})] \]

2. Computation of \( \Pi_A^1(\mathcal{J}_o(\lambda_1)))(\hat{v}, \tau) \).
We recall that \( \mathcal{J}_o(\lambda_1) \) encodes the second integral \((5.8)\). Using the same arguments as in the above together with the computations of \( \Pi_A^1(\mathcal{J}_o(\lambda_1))(\hat{v}, \tau) \) made in the proof of Corollary \((5.1)\), it follows that,

\[ (\Pi_A^1(\mathcal{J}_o(\lambda_1)))(\hat{v}, \xi) = -i(\tau(e^{i\tau \Delta} v)(e^{i\tau \Delta} \varphi_1(-i\tau \Delta) V) \\
+ \tau^2 \mathcal{G}[(e^{i\tau \Delta} \mathcal{M}_{11})(e^{i\tau \Delta} (\varphi_1(-i\tau \Delta) \\
- \varphi_2(-i\tau \Delta)), i\Delta](v, V)) \]

3. Computation of \( \Pi_A^1(\mathcal{J}_o(\lambda_0^1))(\hat{v}, \tau) \).
We have that \( \mathcal{J}_o(\lambda_0^1) = \mathcal{I} \) encodes the iterated integral

\[ -i \int_0^\tau \xi e^{i(\tau - \xi)\Delta} \left( (e^{i\xi \Delta} \mathcal{G}[u^2, i\Delta](v)) (e^{-i\xi \Delta} \bar{v}) \right) d\xi \]

Using the computation made in example \((4)\) we have,

\[ (\Pi_A^1(\mathcal{J}_o(\lambda_0^1))(\hat{v}, \tau) = \mathcal{K}_o^1 \left( (\Pi_o \mathcal{D}_0(\lambda_0^1)) \mathcal{H}_o(\cdot)(\tau) \right) \]

\[ = \mathcal{K}_o^1 \left( \frac{\mathcal{Y}_{\mathcal{I}_0}(\lambda_0^1)}{\mathcal{S}_{\mathcal{I}_0}(\lambda_0^1)} \mathcal{K}_o(\mathcal{H}_o(\cdot)) \right)(\tau) \]

\[ = \mathcal{K}_o^1 \left( \mathcal{K}_o(\mathcal{H}_o(\cdot)) \right)(\tau). \]

To apply Definition \((3,2)\) we let \( u_1 = \mathcal{G}[u^2, \Delta](v) \), and \( u_2 = \bar{v} \). The operator interactions are the same as those computed previously. We are in the case where \( r = 1 = \ell \), hence \( q = 0 = m = n = p \). From Definition \((3,2)\) part i., it then follows that,

\[ (\Pi_A^0(\mathcal{J}_o(\lambda_0^1))(\hat{v}, \tau) = \int_0^\tau \xi [(e^{i\tau \Delta} \mathcal{M}_{11})(e^{-2i\xi \Delta} \mathcal{I}(2))(u_1, u_2)] d\xi \]

\[ = -i\tau^2 (e^{i\tau \Delta} \mathcal{G}[u^2, i\Delta](v))(e^{i\tau \Delta} \varphi_2(-2i\tau \Delta) \bar{v}) \]

4. Computation of \( \Pi_A^1(\mathcal{J}_o(T_3))(\hat{v}, \tau) \).
We have that 

\[ \mathcal{J}_o(T_3) = \mathcal{I} \]
encodes the iterated integral
\[- \int_0^\tau e^{i(\tau - \xi)\Delta} \left( \int_0^\xi e^{i(\xi - \xi_1)\Delta} \left( e^{i\xi_1^2 \Delta v}(e^{-i\xi_1 \Delta \bar{v}}) \right) d\xi_1 \right) 2(e^{i\xi \Delta v}(e^{-i\xi \Delta \bar{v}})) d\xi,\]

By definition of the projection operator \( \mathcal{D}_r \) and (3.2) we have,
\[
\Pi_A^1(\mathcal{I}_0(T_3))(\mathbf{v}, \tau) = \mathcal{K}_{o,A}^1(\mathcal{I}_0(\lambda_0, \mathcal{I}_0(\lambda_0))(\mathbf{v}, \cdot))(\tau)
\]
\[
= \mathcal{K}_{o,A}^1(\mathcal{I}_0(\lambda_0, \mathcal{I}_0(\lambda_0)))(\mathbf{v}, \tau)
\]
\[
= \mathcal{K}_{o,A}^1 \left( \frac{\mathcal{T}^\psi[T_3]}{\mathcal{S}_{\text{root}}[T_3]}(\mathbf{v}, \xi) V_0(\Pi_A, \mathcal{F}^0_0(\lambda_0))(\mathbf{v}, \xi) \right)(\tau)
\]
where \( V_0 = 1 \). Hence, in order to compute the above approximation we are left to compute \( \mathcal{S}_{\text{root}}[T_3], \mathcal{T}^\psi[T_3], \) and \( (\Pi_A, \mathcal{F}^0_0(\lambda_0))(\mathbf{v}, \xi) \). First, by definition (3.3) of \( \mathcal{S}_{\text{root}}[T_3] \) we have that \( i = 1 = j \) and \( \beta_{1,1} = 1 \), where \( o_1 = o \). Hence, we have that \( \mathcal{S}_{\text{root}}[T_3] = 1 \). Second, by definition (3.4) of \( \mathcal{T}^\psi[T] \) we have that,
\[
\mathcal{T}^\psi[T_3](\mathbf{v}, \xi) = (\mathcal{D}_o, \tilde{\mathcal{F}}^0_0)(\mathbf{v}, \xi)
\]
\[
= D_o \left( e^{i\xi \Delta (\mathbf{v} - \bar{v})}(e^{-i\xi \Delta \bar{v}}) \right)
\]
\[
= -2i(e^{i\xi \Delta \mathbf{v}}(e^{-i\xi \Delta \bar{v}}))
\]
since \( v_o = \mathbf{v} \) and \( v_\bar{v} = \bar{v} \). Finally, following the computations made at the beginning of example we have,
\[
\left( \Pi_A, \mathcal{F}^0_0(\lambda_0) \right)(\mathbf{v}, \xi) = \mathcal{K}_{o,A}^0(\mathcal{F}(\mathbf{v}, \cdot))(\xi)
\]
where
\[
\mathcal{F}(\mathbf{v}, \xi) = \prod_{i \in \{1,2\}} e^{i\xi \mathcal{L}_i u_i}, \quad u_1 = -i \mathbf{v}^2, \quad u_2 = \bar{v}, \quad \mathcal{L}_1 = i \Delta, \quad \mathcal{L}_2 = -i \Delta
\]
In our current setting we have that \( r = 0 = \ell \) and hence \( D(\mathcal{I}_0^{r-\ell+1}) = D(\Delta) \). Given the regularity assumptions on \( \mathbf{v} \), namely that \( v \in H^2 \cap H_0^1 \), it follows that \( v \in D(\Delta) \). Following (3.7) we can then Taylor expand all the operators appearing in the integral which yields the following approximation,
\[
\left( \Pi_A, \mathcal{F}^0_0(\lambda_0) \right)(\mathbf{v}, \xi) = \mathcal{K}_{o,A}^0(\mathcal{F}(\mathbf{v}, \cdot))(\xi) = \int_0^\xi \prod_{i \in \{1,2\}} u_i d\xi = -i \xi v^2 \bar{v}.
\]
Hence, plugging the above computations in (5.18) yields,
\[
\Pi_A^1(\mathcal{I}_0(T_3))(\mathbf{v}, \tau) = -2 \mathcal{K}_{o,A}^1 \left( \mathcal{T}(e^{i\xi \Delta \mathbf{v}}(e^{-i\xi \Delta \bar{v}}) v^2 \bar{v}) \right)(\tau)
\]
\[
= -2 \mathcal{K}_{o,A}^1 (\tilde{\mathcal{F}}(\mathbf{v}, \xi))(\tau)
\]
where

\[ F(\hat{\psi}, \xi) = \xi^\ell \prod_{i \in \{1, 2, 3\}} e^{i2\xi_i} u_i, \quad \mathcal{L}_1 = i\Delta, \quad \mathcal{L}_2 = -i\Delta, \quad \mathcal{L}_3 = 0, \quad (5.20) \]

\[ u_1 = v, \quad u_2 = \hat{v}, \quad u_3 = v^2 \hat{v} \text{ and } \ell = 1. \]

In our current setting we have that \( r = 1 = \ell \) and hence \( D(\mathcal{L}^{r-\ell+1}_0) = D(\Delta) \).

Given that \( v \in D(\Delta) \), by following (3.7) we can once again Taylor expand the remaining operators inside the integral which yields the following approximation,

\[ \mathcal{K}^{1}_{\alpha, \beta}(F(\hat{\psi}, \xi))(\tau) = \int_0^\tau \xi^2 \prod_{i \in \{1, 2, 3\}} u_i d\xi = \frac{\tau^2}{2} |v|^4, \]

by definition of the \( (u_i)_{i=1,...,4} \). Hence, from (5.10) it follows that,

\[ \Pi^1_{\alpha}(J_3)(\hat{\psi}, \tau) = -\tau^2 |v|^4. \]

**5. Computation of** \( \Pi^1_{\alpha}(J_4)(\hat{\psi}, \tau), \quad \Pi^1_{\alpha}(J_5)(\hat{\psi}, \tau), \quad \text{and} \quad \Pi^1_{\alpha}(J_6)(\hat{\psi}, \tau) \).

We have that

\[ J_4(T_4) = 1, \quad J_5(T_5) = 1, \quad J_6(T_6) = 1, \]

respectively encode

\[ -\int_0^\tau e^{i(\tau-\xi)\Delta} \left( \left( \int_0^\xi e^{i(\xi-\xi_1)\Delta} \left( e^{i\xi_1 \Delta} V \right) d\xi_1 \right) 2(e^{i\xi \Delta} \bar{v})(e^{-i\xi \Delta} \bar{v}) \right) d\xi, \]

\[ -\int_0^\tau e^{i(\tau-\xi)\Delta} \left( \left( \int_0^\xi e^{i(\xi-\xi_1)\Delta} \left( e^{i\xi_1 \Delta} v^2 \right)(e^{-i\xi_1 \Delta} \bar{v}) \right) d\xi_1 \right) V d\xi, \]

\[ -\int_0^\tau e^{i(\tau-\xi)\Delta} \left( \left( \int_0^\xi e^{i(\xi-\xi_1)\Delta} \left( e^{i\xi_1 \Delta} \bar{v} \right) d\xi_1 \right) V \right) d\xi, \]

namely the remaining integrals in the third line of (5.15). These computation follow exactly the same lines as for the computation of \( \Pi^1_{\alpha}(J_3)(\hat{\psi}, \tau) \). Namely, given our regularity assumptions we can apply the Taylor based expansion (3.7), to obtain,

\[ (\Pi^1_{\alpha}(J_4) + \Pi^1_{\alpha}(J_5))_{\hat{\psi}, \tau} = -2\int_0^\tau \prod_{i \in \{1, 2, 3, 4\}} u_i^0 d\xi - \int_0^\tau \prod_{i \in \{1, 2, 3\}} u_i^0, \]

\[ = -\tau^2 |v|^2 V - \frac{\tau^2}{2} V v^2 \bar{v}, \]

\[ = -\frac{3\tau^2}{2} |v|^2 V, \]
and
\[ \Pi_A^1(\mathcal{F}_o(T_6))(\hat{\psi}, \tau) = -\int_0^\tau \xi \prod_{i \in \{1,2,3\}} u_i^c = -\frac{\tau^2}{2} V^2 v, \]
where \((u_1^2, u_2^2, u_3^2, u_4^2) = (v, V, v, \bar{v}), (u_1^b, u_2^b, u_3^b, u_4^b) = (V, v^2, \bar{v}), \) and \((u_1^c, u_2^c, u_3^c) = (V, v, V). \)

6. Computation of \(\Pi_A^1(\mathcal{F}_o(T_7))(\hat{\psi}, \tau).\)
We have that,
\[ \mathcal{F}_o(T_7) = \tilde{i} \]
encodes the iterated integral
\[ \int_0^\tau e^{i(\tau-\xi)\Delta} \left( \left( \int_0^\xi e^{-i(\xi-\xi_1)\Delta} \left( e^{-i\xi_1(\bar{v}-v)\Delta} \right) d\xi_1 \right) \left( e^{i\xi(\bar{v}^2)} \right) \right) d\xi. \]
Similar to the computations done in \((5.18)\) it follows that,
\[ (\Pi_A^1\mathcal{F}_o(T_7))(\hat{\psi}, \tau) = \mathcal{K}_{o,A}^1(\tilde{\Pi}_{o,A} \mathcal{D}_o(\lambda_0 \mathcal{F}_o(\lambda_0))(\hat{\psi}, \cdot))(\tau) \]
\[ = \mathcal{K}_{o,A}^1(\tilde{\Pi}_{o,A} \mathcal{F}_o^0(\lambda_0))(\hat{\psi}, \cdot))(\tau) \]
\[ = \mathcal{K}_{o,A}^1 \left( \frac{\Upsilon_{\Psi_o}[T_7]}{S_{\text{root}}(T_7)} \right) (v, \cdot)(\Pi_A\mathcal{F}_o^0(\lambda_0))(\hat{\psi}, \cdot))(\tau). \]

We are left to calculate \(\Upsilon_{\Psi_o}[T_7], S_{\text{root}}(T_7), \) and \((\Pi_A\mathcal{F}_o^0(\lambda_0))(\hat{\psi}, \xi).\)
First, by definition \((3.3)\) of \(S_{\text{root}}(T_7)\) we have that \(i = j = 1\) and \(\beta_{1,1} = 1,\) where \(o_1 = \tilde{o}.\)
Hence, we have that \(S_{\text{root}}(T_7) = 1.\) Secondly, by definition \((3.4)\) of \(\Upsilon_{\Psi_o}[T]\) we have that,
\[ \Upsilon_{\Psi_o}[T_7] = (D_{\tilde{\psi}}\hat{\Psi}_o)^0(v, \xi) \]
\[ = -iD_{\tilde{\psi}} \left( e^{i\xi(\bar{v}^2)} \right) \]
\[ = -i(e^{i\xi(\bar{v}^2)}), \]
since \(v_o = v,\) and \(\bar{v}_o = \bar{v}.\) Thirdly, by following definition \((3.2)\) we have,
\[ (\Pi_A\mathcal{F}_o^0(\lambda_0))(\hat{\psi}, \xi) = \mathcal{K}_{o,A}^0(\tilde{\Pi}_{o,A} \mathcal{F}_o(\lambda_0))(\hat{\psi}, \cdot))(\xi) = \mathcal{K}_{o,A}^0 \left( \frac{\Upsilon_{\Psi_o}[\lambda_0]}{S_{\text{root}}(\lambda_0)} \right) (\hat{\psi}, \cdot))(\xi) \]
where by equation \((3.3)\) we have that \(S_{\text{root}}(\lambda_0) = 1\) and by equation \((3.4)\) it follows that,
\[ \Upsilon_{\Psi_o}[\lambda_0](v, \zeta) = \prod_{o \in \mathcal{L}_{\tilde{\psi},o}^0} e^{i\xi \zeta} f_{\tilde{\psi},o}^0(v_o) = (e^{i\xi \zeta} f_{\tilde{\psi},o}^0(v))(e^{-i\xi \zeta} f_{\tilde{\psi},o}^0(v)). \]
\[(e^{i\xi \Delta}) (e^{-i\Delta} (i\bar{v}^2)).\]

Collecting the above computations, we have,

\[
(\Pi_A \mathcal{J}_0^0 (\lambda_0)) (\hat{\psi}, \xi) = \mathcal{R}_{0,A}^0 (F(\hat{\psi}, \cdot))(\xi)
\]

where

\[
F(\hat{\psi}, \xi) = \prod_{i \in \{1,2\}} e^{\xi \mathcal{L}_i} u_i, \quad u_1 = v, \quad u_2 = i\bar{v}^2, \quad \mathcal{L}_1 = i\Delta, \quad \mathcal{L}_2 = -i\Delta,
\]

and where we consider the operator \(\mathcal{L}_0 = -i\Delta\) associated to the decoration \(\partial \in \mathcal{L}_+\). Given that \(v \in D(\Delta)\), by following (3.7) we can once again Taylor expand the operators inside the integral which yields the following approximation,

\[
(\Pi_A \mathcal{J}_0^0 (\lambda_0)) (\hat{\psi}, \xi) = \mathcal{R}_{0,A}^0 (\hat{\psi}, \cdot)(\xi) = \int_0^\xi \prod_{i \in \{1,2\}} u_i d\xi = i\xi \bar{v}^2.
\]

Hence, by collecting the above computations it follows from (5.21) that,

\[
(\Pi_A \mathcal{J}_0 (T_7)) (\hat{\psi}, \tau) = \mathcal{R}_{0,A}^1 \left( \xi (e^{i\xi \Delta} v^2) v^2 \right)(\tau) = \mathcal{R}_{0,A}^1 \left( \tilde{F}(\hat{\psi}, \cdot) \right)(\tau),
\]

where

\[
\tilde{F}(\hat{\psi}, \xi) = \xi^\ell \prod_{i \in \{1,2,3\}} e^{\xi \mathcal{L}_i} u_i, \quad \mathcal{L}_1 = i\Delta, \quad \mathcal{L}_2 = \mathcal{L}_3 = 0,
\]

\[
\quad u_1 = v^2, \quad u_2 = v, \quad u_3 = \bar{v}^2 \text{ and } \ell = 1.
\]

Given that \(v \in D(\Delta)\), by following (3.7) we can once again Taylor expand the remaining operators inside the integral which yields the following approximation,

\[
(\Pi_A \mathcal{J}_0 (T_8)) (\hat{\psi}, \tau) = \mathcal{R}_{0,A}^1 \left( \tilde{F}(\hat{\psi}, \xi) \right)(\tau) = \int_0^\tau \prod_{i \in \{1,2,3\}} u_i d\xi = \frac{\tau^2}{2} |v|^4,
\]

7. Computation of \(\Pi_A^1 (\mathcal{J}_0 (T_8))(\hat{\psi}, \tau)\).

We have that,

\[
\mathcal{J}_0 (T_8) = \hat{1}
\]

encodes the iterated integral

\[
\int_0^\tau e^{i(\tau - \xi)\Delta} \left( \int_0^\xi e^{-i(\xi - \xi_1)\Delta} \left( e^{-i\xi_1 \Delta} \bar{V} \right) d\xi_1 \right) (e^{i\xi \Delta} v^2) d\xi.
\]
where using the Leibniz rule it follows from definition QNR that these second order
with equation HUNQWI yields the second order low-regularity scheme given in HUNQVIN
then for the first term one gets
mean that we have to go for one extra level of recursivity one has
in the end we obtain the following contribution to the local error this produce the
approximation same computations as for the first order one has to go one step further in the Taylor
Local error analysis. The error for the trees \( J^1_o(\lambda_0) \) and \( J^1_o(\lambda_1) \) follows the
same computations as for the first order. One has to go one step further in the Taylor approximation:

\[
R^1_{o, A}(\Pi_{o, A}(\lambda_0)(\bar{v}, \cdot)) = C^2[\mathcal{M}_{(1,2)}], i\Delta](-iv^2, \bar{v})
\]

\[
R^1_{o, A}(\Pi_{o, A}(\lambda_1)(\bar{v}, \cdot)) = C^2[\mathcal{M}_{(1,2)}], i\Delta](-iv, V).
\]

In the end, we obtain the following contribution to the local error. This produce the
following second order commutators:

\[
\mathcal{L}^1_{\text{low}}(J_o(\lambda_0), \hat{v}, A) = -iv^2\bar{v} + C^2[\mathcal{M}_{(1,2)}], i\Delta](-iv^2, \bar{v})
\]

\[
\mathcal{L}^1_{\text{low}}(J_o(\lambda_1), \hat{v}, A) = -iv\bar{v} + C^2[\mathcal{M}_{(1,2)}], i\Delta](-iv, V),
\]

where using the Leibniz rule it follows from Definition \( 1.2 \) that these second order commutators ask for two spacial derivatives on \( v \) and \( V \).

Next, the decorated tree \( J_o(\lambda_0^1) \) contains a polynomial decoration meaning that one has \( \xi \) inside the integral. Therefore, applying Definition \( 3.8 \) one gets

\[
\mathcal{L}^1_{\text{low}}(J_o(\lambda_0^1), \hat{v}, A) = \mathcal{L}^{0, o}_{\text{low}}(\lambda_0^1, \bar{v}, A) + R^1_{o, A}(\Pi_{o, A}(\lambda_0^1)(\hat{v}, \cdot)),
\]

where

\[
\mathcal{L}^{r, o}_{\text{low}}(\lambda_0^1, A) = \frac{\gamma_{\text{root}}[\lambda_0^1]}{\mathcal{S}_{\text{root}}(\lambda_0^1)}(v, 0)\nu_0 = C[u^2, i\Delta](-iv\bar{v})
\]

\[
R^1_{o, A}(\Pi_{o, A}(\lambda_0^1)(\hat{v}, \cdot)) = C[C[\mathcal{M}_{(1,2)}], \Delta](\mathcal{M}_{(1)}, \mathcal{M}_{(1)}), i\Delta](-iv, \bar{v}).
\]

It remains to compute the local error for trees with two edges such as \( T_3 = J_o(\lambda_0 J_o(\lambda_0)) \). We proceed with a full derivation for this decorated trees. Two edges mean that we have to go for one extra level of recursivity. One has

\[
\mathcal{L}^1_{\text{low}}(T_3, \hat{v}, A) = \mathcal{L}^1_{\text{low}}(\lambda_0(\lambda_0), \hat{v}, A) + R^1_{0, A}(\Pi_{0, A}(\lambda_0 J_o(\lambda_0)))(\hat{v}, \cdot). (5.22)
\]

Then, for the first term, one gets

\[
\mathcal{L}^{0, o}_{\text{low}}(\lambda_0 J_o(\lambda_0), \bar{v}, A) = \frac{\gamma_{\text{root}}[\lambda_0 J_o(\lambda_0)]}{\mathcal{S}_{\text{root}}(\lambda_0 J_o(\lambda_0))}(v, 0)\nu_0 \mathcal{L}^0_{\text{low}}(J_o(\lambda_0), \bar{v}, A).
\]
Given that \( A = (H^2 \cap H_0^1)(\Omega)^3 \), one has from the local error analysis of the first order scheme:
\[
\mathcal{L}_{\text{low}}^0(\mathcal{J}_o(\lambda_0), \hat{v}, A) = -iv^2 \hat{v} + \Delta(v^2 \hat{v}) + \Delta(v^2) \hat{v} - v^2 \Delta \hat{v}.
\]
Therefore, one gets
\[
\mathcal{L}_{\text{low}}^{0,\sigma}(\lambda_0, \mathcal{J}_o(\lambda_0), \hat{v}, A) = -v^3 \hat{v}^2 - iv\bar{v} \Delta (v^2 \hat{v}) - iv \Delta (v^2) \hat{v} + iv^3 \bar{v} \Delta \hat{v}.
\]
For the second term of \( \{5.22\} \), we Taylor-expand the operators that give:
\[
R_{\sigma, \lambda_0}(\hat{v}, \cdot) = -i \Delta (v^3 \hat{v}^2) - i v (\Delta v^2 \hat{v}^2) + i v^3 \bar{v} \Delta \hat{v}.
\]
In fact for the approximation of \( \mathcal{J}_o(\lambda_0, \mathcal{J}_o(\lambda_0)) \), one uses the classical exponential integrators by Taylor-expanding all the operators. We do not ask too much regularity due to the size of the trees which involves two integrations in time. For the other trees \( \mathcal{J}_o(T_i), i \in \{4, 5, 6, 7, 8\} \), one can proceed with the same computations and get an error of the same order.

**Remark 5.5 (Error improvement)** Note that classical approximation techniques, such as splitting or exponential integrator methods (see, e.g., [9], [21], [23]) introduce a local error of type \( \mathcal{O}(\Delta^2 v, \Delta^2 V) \) and hence require solution and potential in
\[
D(\Delta^2) = \{ f \in (H^2 \cap H_0^1)(\Omega) ; \Delta f \in (H^2 \cap H_0^1)(\Omega) \}.
\]
The local error of the second order low regularity GP integrator \( \{5.16\} \) on the other hand only requires the boundedness of second instead of fourth order spatial derivatives of the potential \( V \) and solution \( u \), as well as only the classical boundary conditions that the trace vanishes, i.e., \( H_0^1(\Omega) \).

Note that the second order low regularity scheme \( \{5.16\} \) involves commutators of the form \( \mathcal{C}(f, i\Delta)(u^n, \bar{u}^n, V) \) which in general involve spatial derivatives. Indeed, using Definition \( \{1.2\} \) one has
\[
\mathcal{C}(f, i\Delta)(u^n, \bar{v}, V) = -i \Delta (f(v, \bar{v}, V)) + D_1 f(v, \bar{v}, V) \cdot i \Delta v
\]
\[
+ D_2 f(v, \bar{v}, V) \cdot i \Delta \bar{v} + D_3 f(v, \bar{v}, V) \cdot i \Delta V.
\]
For practical computations we need to address the stability issues caused by the inclusion of these commutator terms in the numerical schemes. Different approaches can be made to treat this issue and guarantee the stability of the scheme. One way to overcome the stability issue lies in imposing a CFL condition on the fully discrete scheme, introducing a restriction on the ratio between time step size \( \tau \) and spatial step size \( \Delta x \). In this paper we will not impose any CFL type condition, but stabilize the scheme a posteriori by the use of properly chosen filter operators \( \Psi \). More precisely, instead of considering the second order low regularity integrator \( \{5.16\} \) for the discretisation of the GP equation, we consider its stabilised counterpart
\[
u^{n+1} = e^{i\tau \Delta}(u^n) - i\tau(e^{i\tau \Delta}(u^n)^2)(e^{i\tau \varphi_1(-2i\tau \Delta)\bar{u}^n})
\]
\[ \begin{aligned}
+ & (e^{i\tau \Delta} u^n)(e^{i\tau \Delta} \varphi_1(-i\tau \Delta)V) \\
- & i\tau^2 \Psi C[(e^{i\tau \Delta} M_{(1)})(e^{i\tau \Delta}(\varphi_1(-2i\tau \Delta) - \varphi_2(-2i\tau \Delta))M_{(2)}), i\Delta](u^n, \bar{u}^n) \\
- & i\tau^2 \Psi C[(e^{i\tau \Delta} M_{(1)})(e^{i\tau \Delta}(\varphi_1(-i\tau \Delta) - \varphi_2(-i\tau \Delta))M_{(2)}), i\Delta](u^n, V) \\
- & i\tau^2 (e^{i\tau \Delta} \Psi C[u^n, i\Delta](u^n))(e^{i\tau \Delta} \varphi_2(-2i\tau \Delta)\bar{u}^n) \\
- & \frac{\tau^2}{2} (u^n|u^n|^4 + 3u^n|u^n|^2V - |u^n|^2u^\nu + u^\nu V^2) \\
= & \Phi_{G^pSTAB}(u^n),
\end{aligned} \]

where we have inserted the filter operator \( \Psi \) in front of all commutator terms. This filter function allows us the stabilization of the scheme. In the following section we briefly discuss the appropriate choice of filter function (which allows us to stabilize the scheme without worsening the local error structure) and outline an example. For a general introduction to filter functions in case of ODEs we refer to \([17]\).

5.2 Filter functions, commutators and stabilisation

To illustrate the appropriate choice for the filter operator \( \Psi \) we place ourselves in the following general framework: to construct a stable scheme at order \( p = r + 1 \), we wish to stabilize a term of the form

\[ \tau^p \mathcal{G}^{p-1}[f, i\Delta](v, \bar{v}, V). \]

In case of the second order scheme for \((\ref{5.1})\), the commutator terms are of first order and hence involve first order derivatives (with according boundary conditions), see \((\ref{5.13})\), \((\ref{5.14})\) and the Remark \([1, 3]\). This motivates the following choice we make on the filter operator: we denote the filter operator by

\[ \Psi = \psi(i\tau |\nabla|), \]

where

\[ |\nabla| := (-\Delta)^{1/2} \]

is self-adjoint on the domain \( D(|\nabla|) = H^1_0(\Omega) \) and \( \psi \) denotes a suitably chosen filter function which allows us to

(a) stabilize the scheme such that the numerical flow is locally Lipschitz continuous (see Assumption \([3]\) below), while still
(b) allowing approximations at low regularity (see Assumption \([4]\) below).

Here it is important to note that the main purpose of our new framework lies in reducing the regularity assumptions. Hence, we do not want to introduce a “bad” (classical) error term through the stabilization, otherwise we could use directly classical Taylor series expansion techniques in the construction of our schemes. Thus, we require the filter function \( \psi \) to introduce the same optimal local error \( O(\tau^{p+1} |\nabla|^p(u + V)) \) as is introduced by our low-regularity schemes (see Section \([4.2]\)).

The two necessary assumptions on the filter operator \( \Psi = \psi(i\tau |\nabla|) \) at arbitrary order \( p \) reads as follows:
Assumption 3 Let us denote by $X$ the space endowed with norm $\| \cdot \|$ in which we carry out the error analysis. Then the filter function $\Psi$ should satisfy the following estimate

$$\|\tau^{p-1} \Psi[\mathcal{C}^{p-1}[f, i\Delta](v, \bar{v}, V)]\| \leq C\|v\|^\sigma$$

for some $\sigma = \sigma(f, p) > 0$.

Assumption 3 guarantees the stability of the scheme, such that (for the appropriate choice of $X$) we have local Lipschitz continuity of the numerical flow $\Phi^\tau$.

Assumption 4 The filter operator $\Psi = \psi(i\tau|\nabla|)$ shall satisfy the following low regularity expansion

$$\Psi[\mathcal{C}^{p-1}[f, i\Delta](v, \bar{v}, V)] = \mathcal{C}^{p-1}[f, i\Delta](v, \bar{v}, V) + O(\tau|\nabla|^p(v + V)). \quad (5.25)$$

Assumption 4 preserves the optimal local error structure $O(\tau^{p+1}|\nabla|^p(v + V))$ of our schemes. This is essential as the inclusion of the filter function should not require more regularity than we assumed in the construction of our low regularity framework.

An example of a possible choice of a filter function in order to stabilize the second order scheme (5.16) is given in the following example.

Example 8 (Filter functions for the GP equation) A possible choice of filter function for the second order low regularity integrator (5.24) is given by

$$\Psi = \psi(i\tau|\nabla|) = \varphi_1(i\tau|\nabla|) = (i\tau|\nabla|)^{-1}(e^{i\tau|\nabla|} - 1), \quad (5.26)$$

where we recall that $|\nabla| = (-\Delta)^{1/2}$ is a self-adjoint operator on the $D(|\nabla|) = H^1_0(\Omega)$.

For a higher $p$-th order method we will encounter higher order commutators of the form

$$\tau^p \mathcal{C}^{p-1}[f, i\Delta](u^n, \bar{u}^n, V)$$

in our schemes. In order to stabilize the latter we need to introduce a higher order filter operator $\Psi_p$. For this purpose, we first note that using the Leibnitz formula, the commutator term $\mathcal{C}^{p-1}[f, i\Delta](v, \bar{v}, V)$ can be written as a combination of terms involving at most $p-1$ derivatives of $v$ and $V$.

As an example, in the case $p = 2$, $\mathcal{C}[f, i\Delta](v, \bar{v}, V)$ has the explicit form (5.23). Hence the role of $\Psi_p$ lies in stabilizing terms which involve the differential operator $|\nabla|^{p-1}$. This motivates the higher order filter operator

$$\Psi_p = \varphi_1(i\tau|\nabla|) \varphi_1(i\tau|\nabla|) \ldots \varphi_1(i\tau|\nabla|). \quad (5.27)$$

Note that at first glance another (cheaper) choice of high order filter function would be $\tilde{\Psi}(i\tau|\nabla|) := \varphi_1(i\tau|\nabla|^{p-1})$. The latter, however, introduces a local error of order $O(\tau|\nabla|^{2(p-1)})$ which at order $p \geq 3$ is not optimal in the sense of our low regularity approximations. Namely, this (cheaper) choice of filter function does not satisfy Assumption 4.
5.3 Klein– and Sine–Gordon equations

As a second example we consider a problem with real non-polynomial nonlinearity: the nonlinear Klein–Gordon (KG) equation

\[
\begin{align*}
\partial_{tt} z - \Delta z + m^2 z &= g(z), \quad (t, x) \in \mathbb{R} \times \Omega, \\
z(0) &= u_0, \quad \partial_t z(0) = u_1,
\end{align*}
\]  

(5.28)

where for simplicity we assume non-zero mass \( m \neq 0 \) and real-valued solutions \( z(t, x) \in \mathbb{R} \). Nevertheless, our framework can also allow for the complex setting \( z(t, x) \in \mathbb{C} \) and for the case \( m = 0 \) for wave equations.

First, in order to apply our abstract framework (1.1) to the nonlinear Klein–Gordon model (5.28) we rewrite (5.28) as a first-order complex system. For this purpose we define

\[
\langle \nabla \rangle_m = \sqrt{-\Delta + m^2}
\]

and assume that our domain \( \Omega \) (equipped with appropriate boundary conditions) is chosen such that \( \langle \nabla \rangle_m \) is well defined and invertible. For instance in the case of periodic boundary conditions the operator \( \langle \nabla \rangle_m \) can be expressed as the Fourier multiplier

\[
(\langle \nabla \rangle_m)(k) = \sqrt{(k_1 + \ldots + k_d)^2 + m^2},
\]

and is a well defined invertible operator on the space \( H^1(\mathbb{T}^d) \), given that \( m \neq 0 \). While on a sufficiently smooth bounded domain \( \Omega \subset \mathbb{R}^d \) equipped with homogeneous Dirichlet boundary conditions, using pseudo-spectral methods we have that the operator \( \langle \nabla \rangle_m : (H^2 \cap H^1_0)(\Omega) \rightarrow L^2(\Omega) \) is essentially self-adjoint; its closure is self-adjoint on the domain

\[
D(\langle \nabla \rangle_m) = H^1_0(\Omega).
\]

See [3] for a full discussion on the study of unbounded operators, spectral theorems for self-adjoint operators (pg. 263) and of the notion of closable operators (pg. 250).

Next we introduce the transformation

\[
u = z - i \langle \nabla \rangle_m^{-1} \partial_t z,
\]  

(5.29)

which allows one to rewrite the Klein-Gordon equation (5.28) as the following first order complex system

\[
i \partial_t u = -\langle \nabla \rangle_m u + \langle \nabla \rangle_m^{-1} g\left(\frac{1}{2}(u + \overline{u})\right),
\]  

(5.30)

and where by (5.29) we have that

\[
z = \frac{1}{2}(u + \overline{u}) = \Re(u).
\]

A natural space to study wave type equations of the form (5.28) is for \( (z, \partial_t z) \in H^1 \times L^2 \). In terms of \( u \), from the transformation (5.29), we see that a natural space to measure the error in when studying equation (5.30) is \( H^1 \).
In order to illustrate our general theory to the case of a non-polynomial nonlinearity, we choose to study the Sine–Gordon equation. The Sine–Gordon equation corresponds to the following choice of nonlinearity

\[ g(z) = -\sin z, \]

which by equation (5.30) yields the first-order complex Sine–Gordon equation:

\[ \partial_t u - i\langle \nabla \rangle_m u = i\langle \nabla \rangle_m^{-1} \left( \sin\left(\frac{1}{2} u\right) \cos\left(\frac{1}{2} \bar{u}\right) + \cos\left(\frac{1}{2} u\right) \sin\left(\frac{1}{2} \bar{u}\right) \right). \tag{5.31} \]

We now apply our general framework to the above Sine–Gordon equation. The above equation (5.31) is of the form (1.1) with

\[ L_- = \{0, 1\}, \quad L_+ = L_+^0 = L_+^{0,1} = L_+^{0,1} = \{o, \bar{o}\}, \quad V_0 = V_1 = 1 \]

\[ L_o = i\langle \nabla \rangle_m, \quad L_{\bar{o}} = -L_o, \quad u_o = v, \quad u_{\bar{o}} = \bar{v} \]

\[ f_{0,0}^0(u) = \sin(\frac{1}{2} u), \quad f_{0,0}^0(\bar{u}) = \cos(\frac{1}{2} \bar{u}), \quad f_{0,0}^1(u) = \cos(\frac{1}{2} u), \quad f_{0,0}^1(\bar{u}) = \sin(\frac{1}{2} \bar{u}), \]

\[ f_{0,0}^0(u) = \cos(\frac{1}{2} u), \quad f_{0,0}^0(\bar{u}) = \sin(\frac{1}{2} \bar{u}), \quad f_{0,0}^1(u) = \sin(\frac{1}{2} u), \quad f_{0,0}^1(\bar{u}) = \cos(\frac{1}{2} \bar{u}). \]

Using the above we have that for \((\ell, l) \in \{o, \bar{o}\} \times \{0, 1\}\) the nonlinearity is given by

\[ \Psi^l_{\ell}(u) = i\langle \nabla \rangle_m^{-1} \left( f_{\ell,0}^l(u) f_{\ell,\bar{o}}^l(\bar{u}) \right). \tag{5.32} \]

Before introducing the first order analysis for (5.31), we make the following comparative remark. The decorated trees which will be introduced in the following section for the first order analysis of (5.31) will resemble the ones introduced for the analysis of the Gross–Pitaevskii equation (see Section 5.1.1). The main difference is that the nodes will encode different nonlinearities, given that the nonlinearities associated to \(V_0\) and \(V_1\) for the Sine–Gordon equation are different from the ones for the Gross-Pitaevskii equation. In addition, the Sine-Gordon nonlinearity (5.32) includes the linear operator \(B^0_o = B^1_o = i\langle \nabla \rangle_m^{-1}\). See Section 5.1.1 where for the study of the Gross-Pitaevskii equation we had the more simple case where \(B^0_o = B^1_o = \text{id}\).

**First order Duhamel integrator for Sine–Gordon**

We seek to provide a first order low-regularity approximation to the following oscillatory integral:

\[ w^0_o(\tilde{v}, \tau) = e^{i\tau\langle \nabla \rangle_m} v + i\langle \nabla \rangle_m^{-1} \int_0^\tau e^{i(\tau - \xi)\langle \nabla \rangle_m} \left( (e^{i\xi\langle \nabla \rangle_m} \sin(\frac{1}{2} v))(e^{-i\xi\langle \nabla \rangle_m} \cos(\frac{1}{2} \bar{v})) + (e^{i\xi\langle \nabla \rangle_m} \cos(\frac{1}{2} v))(e^{-i\xi\langle \nabla \rangle_m} \sin(\frac{1}{2} \bar{v})) \right) d\xi. \]

The first order low regularity integrator for the Sine–Gordon equation is given in the following corollary.
Corollary 5.6} At first order our general low regularity scheme \((5.3)\) for the sine-Gordon equation \((5.31)\) takes the form

\[
u^{n+1} = e^{i\tau \langle \nabla \rangle_m} u^n + i\tau \langle \nabla \rangle^{-1}_m \left[ e^{i\tau \langle \nabla \rangle_m} \sin \left( \frac{1}{2} u^n \right) \left( e^{i\tau \langle \nabla \rangle_m} \phi_1( - 2i \tau \langle \nabla \rangle_m \cos(\frac{1}{2} \bar{u}^n)) \right) + \left( e^{i\tau \langle \nabla \rangle_m} \cos(\frac{1}{2} u^n) \right) \right]
\]

with local error

\[
\mathcal{O}(\tau^2 \mathcal{C}((\langle \nabla \rangle^{-1}_m , i \langle \nabla \rangle_m ) (u, \bar{u})))
\]

In case of more regular solutions \(L\) we have the following simplified first-order scheme

\[
u^{n+1} = e^{i\tau \langle \nabla \rangle_m} u^n + i\tau \langle \nabla \rangle^{-1}_m \left( \sin \left( \frac{1}{2} u^n \right) \cos(\frac{1}{2} \bar{u}^n) \right)
\]

with a local error of order \(\mathcal{O}(\tau^2 \langle \nabla \rangle^{-1}_m ((\langle \nabla \rangle_m u) \bar{u}))\).

**Remark 5.7 (Remark on the imposed regularity)** In general the local error of type

\[
\mathcal{O}(\tau^2 \mathcal{C}((\langle \nabla \rangle^{-1}_m , i \langle \nabla \rangle_m ) (u, \bar{u})))
\]

asks for less regularity assumptions than the local error \(\mathcal{O}(\tau^2 \langle \nabla \rangle^{-1}_m ((\langle \nabla \rangle_m u) \bar{u}))\), due to the structure of the commutator (see Definition \(1.2\)). Indeed, we portray this in the following example, where we measure the error in the space \(H^1(\mathbb{T}^d)\).

First, using the commutator estimate established in [32] Lemma 27], we have

\[
||\mathcal{C}((\langle \nabla \rangle^{-1}_m , i \langle \nabla \rangle_m ) (u, \bar{u}))||_{H^1} \lesssim ||\mathcal{C}(\mathcal{M}_{\{1,2\}}, i \langle \nabla \rangle_m ) (u, \bar{u})||_{L^2} \lesssim ||u||_{H^{\frac{3}{2} + \frac{\epsilon}{4}}}.
\]

Namely we have that the commutator term asks for solutions in \(H^{\frac{3}{2} + \frac{\epsilon}{4}}(\mathbb{T}^d)\).

Secondly, using the classical bilinear estimate:

\[
||uv||_{L^2(\Omega)} \lesssim ||u||_{L^2(\Omega)} ||v||_{H^{\frac{3}{2} + \epsilon}(\Omega)}, \quad \epsilon > 0,
\]

which follows by the Sobolev injection \(H^{\frac{3}{2} + \epsilon} \hookrightarrow L^\infty\), we have,

\[
||\langle \nabla \rangle^{-1}_m ((\langle \nabla \rangle_m u) \bar{u})||_{H^1(\Omega)} \lesssim ||\langle \nabla \rangle_m u \bar{u}||_{L^2(\Omega)} \lesssim ||\langle \nabla \rangle_m u ||_{L^2(\Omega)} ||u||_{H^{\frac{3}{2} + \epsilon}(\Omega)}.
\]

It follows from the above that the classical local error term asks for solutions in \((H^1 \cap H^{\frac{3}{2} + \epsilon}) (\mathbb{T}^d)\) when working on the torus, while when working on a bounded domain equipped with Dirichlet boundary conditions it asks for solutions in \((H^0 \cap H^{\frac{3}{2} + \epsilon})(\Omega)\). Hence, the commutator-term asks for less regularity than the classical local error term. For example, when \(d = 1\), the low-regularity scheme asks for \(H^{\frac{3}{2}}(\mathbb{T})\)-solutions, whereas the classical scheme asks for \(u(t) \in D((\langle \nabla \rangle_m) = H^1(\mathbb{T})\).
\textbf{Examples}

Proof. The trees we are considering are $\mathcal{T}^1 = \{ T_0, T_1 \}$, where following the framework given in \textcolor{red}{(2.11)} we have that,

\[
\mathcal{B}_o \left( \prod_{o \in \mathcal{L}_o^1} e^{i\xi o, f_{o, o}^0 (v_o)} \right) V_0 = i \langle \nabla \rangle^{-1}_m \left( e^{i\xi (\nabla)_{m} u_1} \right) \left( e^{-i\xi (\nabla)_{m} u_2} \right) \\
\equiv o = \lambda_0 = T_0,
\]

\[
\mathcal{B}_o \left( \prod_{o \in \mathcal{L}_o^1} e^{i\xi o, f_{o, o}^1 (v_o)} \right) V_1 = i \langle \nabla \rangle^{-1}_m \left( e^{i\xi (\nabla)_{m} u_3} \right) \left( e^{-i\xi (\nabla)_{m} u_4} \right) \\
\equiv o = \lambda_1 = T_1,
\]

where $v = (v, \bar{v})$ and $u_1 = \sin(\frac{1}{2}v)$, $u_2 = \cos(\frac{1}{2}v)$, $u_3 = \cos(\frac{1}{2}v)$, $u_4 = \sin(\frac{1}{2}v)$. From equation \textcolor{red}{(4.14)} it then follows that the first-order scheme is of the form,

\[
u^0(\hat{v}, \tau) = e^{i\nu A v} + \sum_{T \in \mathcal{T}^1} \Pi^0_A (\mathcal{F}_o(T))(\hat{v}, \tau), \tag{5.35}\]

where $v = (v, \bar{v})$. We have, for $i = 0, 1$, that

\[
\Pi^0_A \mathcal{F}_o(\lambda_i)(\hat{v}, \tau) = \mathcal{K}^0_{o, A}(\Pi_{o, A} \mathcal{D}_{-1}(\lambda_i)(\hat{v}, \cdot))(\tau) = \mathcal{K}^0_{o, A} \left( \frac{\mathcal{Y}^\tau_{o, A}(\lambda_i)}{S_{\text{root}}(\lambda_i)} (v, \xi) \right)(\tau)
\]

where one has,

\[
S_{\text{root}}(\lambda_0) = S_{\text{root}}(\lambda_1) = 1,
\]

\[
\mathcal{Y}^\tau_{o, A}(\lambda_0)(v, \xi) = i \langle \nabla \rangle^{-1}_m \left( e^{i\xi (\nabla)_{m} \sin(\frac{1}{2}v)} \right) \left( e^{-i\xi (\nabla)_{m} \cos(\frac{1}{2}v)} \right),
\]

\[
\mathcal{Y}^\tau_{o, A}(\lambda_1)(v, \xi) = i \langle \nabla \rangle^{-1}_m \left( e^{i\xi (\nabla)_{m} \cos(\frac{1}{2}v)} \right) \left( e^{-i\xi (\nabla)_{m} \sin(\frac{1}{2}v)} \right).
\]

1. When $A \supset (H^1 \cap H^{\frac{d}{2} + \epsilon})(\mathcal{T}^d)^2$ or $A \supset (H^1 \cap H^{\frac{d}{2} + \epsilon})(\Omega)^2$.

Given that $r, \ell = 0$, and $v \notin D(G)$, we do not have enough regularity to simply apply the Taylor-expansion \textcolor{red}{(3.7)}. Instead we perform a low-regularity based approximation of the integrals and apply the first point (i) of Definition \textcolor{red}{3.2}. From definition \textcolor{red}{(3.2)} it then follows that

\[
\mathcal{L}_1 = \mathcal{L}_o = i \langle \nabla \rangle_m, \quad \mathcal{L}_2 = -i \langle \nabla \rangle_m, \quad \mathcal{L}_{\text{dom}} = -2i \langle \nabla \rangle_m
\]

with $\mathcal{B}_o = \langle \nabla \rangle^{-1}_m$, and hence we have,

\[
\mathcal{K}^0_{o, A} \left( \mathcal{Y}^\tau_{o, A}(\lambda_0)(v, \cdot) \right)(\tau) = i \tau \langle \nabla \rangle^{-1}_m e^{i\tau (\nabla)_{m} u_1} \left( e^{i\tau (\nabla)_{m} u_2} \right)
\]

\[
\mathcal{K}^0_{o, A} \left( \mathcal{Y}^\tau_{o, A}(\lambda_1)(v, \cdot) \right)(\tau) = i \tau \langle \nabla \rangle^{-1}_m e^{i\tau (\nabla)_{m} u_3} \left( e^{i\tau (\nabla)_{m} u_4} \right).
\]
Plugging the above in (5.35) yields the first order low-regularity scheme (5.33) for the Sine-Gordon equation.  

2. When $A = (H^1 \cap H^{\frac{d}{2} + \epsilon})(\mathbb{T}^d)^2$ or $A = (H^0_0 \cap H^{\frac{d}{2} + \epsilon})(\Omega)^2$  

In this case we apply the Taylor expansion (3.7) with $r = \ell = 0$, to obtain:

$$\mathfrak{K}_{0,A}(\gamma^{\psi_0}[\lambda_0] + \gamma^{\psi_0}[\lambda_1])(\lambda, \cdot)(\tau)$$

$$= i\langle \nabla \rangle^{-1}_{m} (\int_0^\tau u_1 u_2 d\xi + \int_0^\tau u_3 u_4 d\xi)$$

$$= i\tau (\langle \nabla \rangle^{-1}_{m} (\sin(\frac{1}{2}v) \cos(\frac{1}{2}\pi) + \cos(\frac{1}{2}v) \sin(\frac{1}{2}\pi)))$$

which thanks to (5.35) yields the first order scheme (5.34).

**Local error analysis:** We follow the same steps as for the proof of Corollary (5.1). Using the recursive formula in Definition (3.8) one gets for $\hat{T} \in \{\lambda_0, \lambda_1\}$

$$\mathcal{L}_{\text{low}}^{0}(\mathcal{F}(T), \hat{v}, A) = \mathcal{L}_{\text{low}}^{-1,0}(T, \hat{v}, A) + R_{0,A}^{0} \left( (\Pi_{\text{low}} A)(\hat{v}, \cdot)) \right).$$

Then by (3.13), we get for $l \in \{0, 1\}$

$$\mathcal{L}_{\text{low}}^{-1,0}(\lambda, \hat{v}, A) = \frac{\gamma^{\psi_0}[T]}{S_{\text{low}}(T)} (\nu, 0) V_l$$

which gives

$$\mathcal{L}_{\text{low}}^{-1,0}(\lambda, \hat{v}, A) = i\langle \nabla \rangle^{-1}_{m} \left( e^{i\xi \langle \nabla \rangle_{m}} \sin(\frac{1}{2}v) \right) \left( e^{-i\xi \langle \nabla \rangle_{m}} \cos(\frac{1}{2}\pi) \right),$$

$$\mathcal{L}_{\text{low}}^{-1,0}(\lambda, \hat{v}, A) = i\langle \nabla \rangle^{-1}_{m} \left( e^{i\xi \langle \nabla \rangle_{m}} \cos(\frac{1}{2}v) \right) \left( e^{-i\xi \langle \nabla \rangle_{m}} \sin(\frac{1}{2}\pi) \right).$$

It remains to compute $R_{0,A}^{0} ((\Pi_{\text{low}} A))$ whose values will depend on $A$. For $A \supset (H^1 \cap H^{\frac{d}{2} + \epsilon})(\mathbb{T}^d)^2$ or $A \supset (H^0_0 \cap H^{\frac{d}{2} + \epsilon})(\Omega)^2$ one gets

$$R_{0,A}^{0}((\Pi_{\text{low}} A)) \gamma^{\psi_0}[\lambda_0] = \mathcal{E}[i\langle \nabla \rangle^{-1}_{m} M_{1,2}, i\langle \nabla \rangle_{m}](\sin(\frac{1}{2}v), \cos(\frac{1}{2}\pi))$$

$$R_{0,A}^{0}((\Pi_{\text{low}} A)) \gamma^{\psi_0}[\lambda_1] = \mathcal{E}[i\langle \nabla \rangle^{-1}_{m} M_{1,2}, i\langle \nabla \rangle_{m}](\cos(\frac{1}{2}v), \sin(\frac{1}{2}\pi)).$$

For $A = (H^1 \cap H^{\frac{d}{2} + \epsilon})(\mathbb{T}^d)^2$ or $A = (H^0_0 \cap H^{\frac{d}{2} + \epsilon})(\Omega)^2$, one Taylor-expands the operators which give:

$$R_{0,A}^{0}((\Pi_{\text{low}} A) \gamma^{\psi_0}[\lambda_0] = -\sin(\frac{1}{2}v) \cos(\frac{1}{2}\pi) - \langle \nabla \rangle^{-1}_{m} \left( \langle \nabla \rangle_{m} \sin(\frac{1}{2}v) \right) \left( \cos(\frac{1}{2}\pi) \right) \right)$$

$$+ \langle \nabla \rangle^{-1}_{m} \left( \sin(\frac{1}{2}v) \left( \langle \nabla \rangle_{m} \cos(\frac{1}{2}\pi) \right) \right)$$

$$R_{0,A}^{0}((\Pi_{\text{low}} A) \gamma^{\psi_0}[\lambda_1] = -\cos(\frac{1}{2}v) \sin(\frac{1}{2}\pi) - \langle \nabla \rangle^{-1}_{m} \left( \langle \nabla \rangle_{m} \cos(\frac{1}{2}v) \right) \left( \sin(\frac{1}{2}\pi) \right).$$
which concludes the proof.

Remark 5.8 Similarly to Corollary 5.6, our general framework (4.2) also allows for low regularity approximations at higher order for Klein–Gordon equations.
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