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Abstract. Circuit polynomials are a certificate of nonnegativity for real polynomials, which can be derived via a generalization of the classical inequality of arithmetic and geometric means. In this article, we show that similarly nonnegativity of symmetric real polynomials can be certified via a generalization of the classical Muirhead inequality. Moreover, we show that a nonnegative symmetric polynomial admits a decomposition into sums of nonnegative circuit polynomials if and only if it satisfies said generalized Muirhead condition. The latter re-proves a result by Moustou, Naumann, Riener, Theobald, and Verdure for the case of the symmetric group in a shortened and more elementary way.

1. Introduction

Nonnegative real polynomials are a fundamental object in real algebraic geometry. Deciding nonnegativity is a highly challenging problem. Thus, one is interested in finding conditions which imply nonnegativity but can be checked effectively. The first such certificate of nonnegativity is the sum of squares (SOS) certificate, which has been studied as early as the 19th century [Hil88]. During the last 20 to 25 years, the field (re-)gained substantial momentum due to its close connection to polynomial optimization [BPT12, Las09, Las15, Lau09], including successful applications in various different areas such as control theory [Par00, PP02] and nonlinear partial differential equations [MKNT08, MWHL20].

A recent approach to certifying polynomial nonnegativity is based on sums of nonnegative circuits (SONC). A special case of this certificate was introduced by Reznick in [Rez89]; the formulation for the general polynomial case was given by Iliman and the third author in [IdW16a]; see also [PKC12, FK11] for independent, but related approaches. Circuit polynomials have received rising attention in recent years as a criterion for deciding nonnegativity as decompositions can be computed via either convex optimization [CS16, IdW16b] or via symbolic computations in applications such as chemical reaction networks [FKdWY20, FKdWY22].

A circuit polynomial’s support set is minimally affine dependent. This, combined with some further conditions given in [Definition 2.1] ensures that deciding nonnegativity of a circuit polynomial is reduced to computing an invariant called circuit number via solving...
a system of linear equations. This circuit number can be inferred from the classical
inequality of arithmetic and geometric means (AM-GM inequality).

For sums of squares (SOS), if the polynomial of interest is symmetric, one could exploit
symmetry in order to reduce the size of the semidefinite optimization problems corre-
responding to the SOS certificates. A path-leading contribution in this context was given by
Gaterman and Parrilo [GP04], followed by many others, for example [RSST18 RTAL13].
An analogous result for SONC was recently obtained in [MNR+22]. That is, if a poly-
nomial has underlying symmetry, then the size of the optimization problem that needs to be
solved to obtain a SONC certificate can be reduced. The authors prove this result using
abstract algebraic methods.

In this paper, we show that a SONC certificate for symmetric polynomials can also be
proved as a consequence of another classical inequality – the Muirhead inequality [Mui03].
This is a symmetric generalization of the AM-GM inequality and thus a canonical tool for
studying symmetric SONCs. We provide an overview on Muirhead’s inequality and how
it can be used in order to decide polynomial nonnegativity in Section 2.2 In Section 3
we prove a generalized version of Muirhead’s inequality which extends the classical in-
equality from simply comparing symmetric sums of monomials to also allowing certain
scalar coefficients. In Section 4 we then use the generalized Muirhead inequality to derive
in Corollary 4.2 conditions for nonnegativity of real symmetric polynomials. These Muir-
head conditions can be re-formulated in a way that involves circuit numbers for SONCs
mentioned above. In consequence, we show in Theorem 4.3 that symmetric polynomials
satisfy these conditions if and only if they are SONC. This result repreves a theorem
by Moustrou, Naumann, Riener, Theobald, and Verdure presented in [MNR+22] for the
symmetric group, showcasing it as a natural consequence of a classical inequality, and
avoiding further algebraic methods. Finally, in Corollary 4.4 we provide a reformulation
of our results interpreting it as a description of the symmetric closure of the SONC cone
for an arbitrary support.
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2. Preliminaries

We begin by fixing some basic notation. Bold notations are vectors, for example,
we write \( \mathbf{x} \) for \((x_1, \ldots, x_n) \in \mathbb{R}^n\). We denote the set of nonnegative real numbers by
\( \mathbb{R}_{\geq 0} = \{ x \in \mathbb{R} : x \geq 0 \} \), the set of real vectors indexed by elements in some set \( A \) by
\( \mathbb{R}^A \), and the set \( \{1, 2, \ldots, m\} \) by \( [m] \) for some \( m \in \mathbb{N} \). We write the convex hull of some
set \( S \subseteq \mathbb{R}^n \) as \( \text{conv}(S) \), and the relative interior of \( \text{conv}(S) \) as \( \text{relint}(\text{conv}(S)) \).
2.1. Sums of Nonnegative Circuits. Let $\mathbb{R}[x]$ be the ring of real, multivariate polynomials in $x \in \mathbb{R}^n$. Then every polynomial in $\mathbb{R}[x]$ is of the form

$$f(x) = \sum_{\alpha \in A} c_{\alpha} x^\alpha$$

for some set of exponents $A \subset \mathbb{N}^n$, and with coefficients $c_{\alpha} \in \mathbb{R}$. We call the individual summand of $f$ monomials. The set $\text{supp}(f) = \{ \alpha : \alpha \in A, c_{\alpha} \neq 0 \}$ is called the support (set) of $f$. For every $f \in \mathbb{R}[x]$ we can assign the corresponding Newton polytope given by

$$\text{New}(f) = \text{conv}(\text{supp}(f)) \subset \mathbb{R}^n.$$

Deciding whether a function $f \in \mathbb{R}[x]$ is nonnegative is NP-hard in general; see for example [Lau09]. Hence, one is interested in finding certificates of nonnegativity. These are conditions on real multivariate polynomials which imply nonnegativity, hold for a reasonably large class of polynomials, and are easier to test than nonnegativity itself. Here we focus on the SONC certificate, which states that a polynomial is nonnegative if it can be decomposed into a sum of nonnegative circuit (SONC) polynomials.

**Definition 2.1 (Circuit Polynomial).** A polynomial $f \in \mathbb{R}[x]$ is called a circuit polynomial if it is of the form

$$f(x) = \sum_{\alpha \in A^+} c_{\alpha} x^\alpha + c_\beta x^\beta$$

with support $A = A^+ \cup \{ \beta \} \subset \mathbb{N}^n$, such that

1. the coefficients satisfy $c_{\alpha} \in \mathbb{R}_{>0}$ for all $\alpha \in A^+$ and $c_\beta \in \mathbb{R}$,
2. $\text{New}(f)$ is a simplex with even vertices, which are given by $A^+$, and
3. the exponent $\beta$ is in the strict interior of $\text{New}(f)$.

Note that this implies that $A^+ \subset (2\mathbb{N})^n$.

Recall that in matroid theory $A \subset \mathbb{N}^n$ is called a circuit if $A$ is minimally affinely dependent, that is, $A$ is affinely dependent but any proper subset of $A$ is is affinely independent [Oxl11, pp.9]. As all circuits considered in [Definition 2.1] and in what follows are given by the vertices (the $\alpha \in A^+$) of a simplex with one point in the interior (the $\beta$), we refer to the $\alpha$’s also as outer points and to $\beta$ as inner point of the corresponding circuit. The notion of circuit polynomials in the sense of [Definition 2.1] was first introduced by Iliman and the second author in [dW16a], building on work by Reznick in [Rez89]. A key property of circuit polynomials is that since $\text{New}(f)$ is a simplex, we can uniquely represent the interior point $\beta$ as a convex combination of the vertices $\alpha \in A^+$. That is, there exist unique barycentric coordinates $\lambda \in (0,1)^{A^+}$ with $\sum_{\alpha \in A^+} \lambda_{\alpha} = 1$ such that

$$\beta = \sum_{\alpha \in A^+} \lambda_{\alpha} \alpha.$$ (2.1)
The nonnegativity of circuit functions can be easily decided by an invariant called the circuit number, which is defined as

\[ \Theta_f = \prod_{\alpha \in A^+} \left( \frac{c_\alpha}{\lambda_\alpha} \right) \lambda_\alpha. \]

**Theorem 2.2** ([IdW16a Theorem 1.1]). Let \( f = \sum_{\alpha \in A^+} c_\alpha x^\alpha + c_\beta x^\beta \) be a circuit polynomial. Then \( f \) is nonnegative if and only if

\[ |c_\beta| \leq \Theta_f, \text{ or } c_\beta \geq 0. \tag{2.2} \]

This approach to deciding polynomial nonnegativity can be motivated as a consequence of the classical inequality of arithmetic and geometric means (AM-GM)

\[ \frac{1}{m} \sum_{i=1}^{m} t_i \geq \sqrt[m]{\prod_{i=1}^{m} t_i} \tag{2.3} \]

for nonnegative real numbers \( t_1, \ldots, t_m \).

**Example 2.3.** Consider (2.3) and let \( m = 3, \) and \( t_1 = x^4 y^2, t_2 = x^2 y^4, t_3 = 1. \) This yields

\[ \frac{x^4 y^2 + x^2 y^4 + 1}{3} \geq \sqrt[3]{x^6 y^6}, \]

or, equivalently,

\[ x^4 y^2 + x^2 y^4 - 3x^2 y^2 + 1 \geq 0. \tag{2.4} \]

This proves that the Motzkin polynomial, given on the left hand side of the inequality (2.4), is nonnegative.

With this, we formally define the cone of all sums of nonnegative circuit polynomials.

**Definition 2.4** (SONC Cone). The SONC cone \( S \) is the cone of all polynomials which have a representation as sums of nonnegative circuit polynomials or monomial squares. If we fix a support set \( A \), then we indicate this by writing \( S_A \). In some contexts it is useful to additionally fix the signs of all terms with exponents in the support set \( A \subset \mathbb{N}^n \). Then we decompose the support \( A \) into disjoint sets \( A^+ \subset (2\mathbb{N})^n, A^- \subset \mathbb{N}^n \). That means, we intersect the configuration space \( \mathbb{R}^A \) with one particular orthant given by the chosen sign pattern. In this case, we denote the corresponding SONC (sub-)cone by \( S_{A^+,A^-}. \)

For the case of polynomials on the positive orthant, or exponential sums, another equivalent certificate of nonnegativity has been studied. Basis for this certificate are polynomials or exponential sums with at most one negative term, but without the additional conditions of circuit polynomials. These type of functions are called AGE functions, and were first introduced by Chandrasekaran and Shah in [CS16]. It has been shown in [Wan22, MCW21a] that every SONC polynomial can equivalently be studied as a sum of AGE (SAGE) functions, i.e., the SONC and SAGE cone are the same object. For more
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In the SAGE language, the special case of symmetric SONC polynomials has recently been explored. In [MNR+22], the authors present a way to exploit symmetries in order to reduce the number of variables and constraints involved in finding a decomposition into AGE functions, see [MNR+22, Theorem 4.1] for the exact result. It turns out that we can derive a similar result using little more than known results about SONC polynomials, and the classical Muirhead’s inequality.

2.2. Muirhead’s Inequality. Similarly to the AM-GM inequality, Muirhead’s inequality involves a comparison of sums of multivariate monomials. In fact, Muirhead’s inequality is a generalization of the AM-GM inequality to symmetric sums; see Example 2.6. It was first published by Muirhead in 1903 in [Mui03]. It can be derived from the AM-GM inequality, but independent proofs are known, for example, using the Birkhoff-von Neumann Theorem. For more information, see Hardy, Littlewood, and Pólya [HLP88].

Let $\alpha \in \mathbb{N}^n$ be a lattice point and let $S_n$ denote the symmetric group of permutations of $n$ elements. To be able to refer to fixed elements in $S_n$, we enumerate them as $S_n = \{\sigma_1, \ldots, \sigma_n!\}$. Furthermore, we define

$$
\Sigma(\alpha) = \{(\alpha_{\sigma(1)}, \ldots, \alpha_{\sigma(n)}) : \sigma \in S_n\} \subset \mathbb{N}^n.
$$

That is, $\Sigma(\alpha)$ contains all vectors which can be obtained by permuting the entries of $\alpha$. Thus, if we use the notation $\sigma(\alpha) = (\alpha_{\sigma(1)}, \ldots, \alpha_{\sigma(n)}) \in \mathbb{N}^n$ for every $\sigma \in S_n$ and every lattice point $\alpha \in \mathbb{N}^n$, then we have

$$
\Sigma(\alpha) = \{\sigma_1(\alpha), \ldots, \sigma_n!(\alpha)\}.
$$

**Theorem 2.5** (Muirhead’s Inequality). Let $\beta \in \text{conv}(\Sigma(\alpha))$. Then

$$
\sum_{\sigma \in S_n} x_1^{\beta_{\sigma(1)}} \cdots x_n^{\beta_{\sigma(n)}} \leq \sum_{\sigma \in S_n} x_1^{\alpha_{\sigma(1)}} \cdots x_n^{\alpha_{\sigma(n)}}
$$

for nonnegative real numbers $x_1, \ldots, x_n$.

**Example 2.6.** Let $\alpha = (n, 0, \ldots, 0)$ and $\beta = (1, 1, \ldots, 1)$ be vectors in $\mathbb{N}^n$. Then $\Sigma(\alpha)$ is the scaled standard simplex in $\mathbb{N}^n$ and $\beta \in \text{conv}(\Sigma(\alpha))$. Furthermore, it holds that $\sigma(\beta) = \beta$ for every $\sigma \in S_n$ and there are exactly $(n-1)!$ permutations $\tau \in S_n$ that satisfy $\tau(\alpha) = \sigma(\alpha)$ for any arbitrary fixed $\sigma \in S_n$. Muirhead’s inequality now becomes

$$
n!(x_1 \cdots x_n) \leq (n-1)!(x_1^n + \cdots + x_n^n)
$$

for $x \in \mathbb{R}_{\geq 0}$, showing that it is indeed a generalization of the AM-GM inequality (2.3).

**Example 2.7** ([Ste04, pp.186]). Consider the case $n = 3$, and let $\beta = \left(\begin{array}{c} 2 \\ 0 \end{array}\right)$ and $\alpha = \left(\begin{array}{c} 1 \\ 4 \\ 0 \end{array}\right)$. Then we have

$$
\beta = \left(\begin{array}{c} 2 \\ 0 \end{array}\right) = \frac{2}{3} \left(\begin{array}{c} 1 \\ 0 \end{array}\right) + \frac{1}{3} \left(\begin{array}{c} 4 \\ 1 \end{array}\right) \in \text{conv}(\Sigma(\alpha)).
$$
The left hand side of (2.6) now reads
\[
\sum_{\sigma \in S_3} x_1^{\beta_\sigma(1)} x_2^{\beta_\sigma(2)} x_3^{\beta_\sigma(3)} = x_1^2 x_2^3 + x_1^2 x_3^3 + x_1 x_2 x_3^2 + x_2 x_3^2 + x_1^2 x_3 + x_2 x_3^2 ,
\]
and the right hand side becomes
\[
\sum_{\sigma \in S_3} x_1^{\alpha_\sigma(1)} x_2^{\alpha_\sigma(2)} x_3^{\alpha_\sigma(3)} = x_1 x_2^4 + x_1 x_3^4 + x_2 x_3^4 + x_3 x_2^4 + x_3 x_2^4 .
\]

Thus, Muirhead’s inequality tells us that the polynomial
\[
f(x_1, x_2, x_3) = x_1 x_2^4 + x_1 x_3^4 + x_2 x_3^4 + x_3 x_2^4 + x_3 x_2^4
\]
is nonnegative for all \(x \in \mathbb{R}^3_\geq 0\).

We can verify this statement by using the SONC approach. For this, we first make a simple variable transformation and let \(x_i = y_i^2\) for all \(i \in [3]\), so that instead of considering a polynomial over the positive orthant we can treat \(f\) as a multivariate polynomial in \(y \in \mathbb{R}^3\). Then we can write
\[
f(y_1, y_2, y_3) = y_1^2 y_2^8 + y_1^2 y_3^8 + y_2^8 y_2^2 + y_2^8 y_3^2 + y_1^8 y_2^2 + y_1^8 y_3^2
\]
\[\quad - y_1^4 y_2^4 - y_1^4 y_3^4 - y_1^6 y_2^4 - y_1^6 y_3^4 - y_2^6 y_3^4 - y_2^8 y_3^4
\]
\[\quad = \left(\frac{2}{3}y_2 y_3^8 - y_2^4 y_3^4 + \frac{1}{3}y_2 y_3^8\right) + \left(\frac{1}{3}y_2 y_3^8 - y_2 y_3^4 + \frac{2}{3}y_2 y_3^8\right)
\]
\[\quad + \left(\frac{2}{3}y_1 y_3^8 - y_1 y_3^4 + \frac{1}{3}y_1 y_3^8\right) + \left(\frac{1}{3}y_1 y_3^8 - y_1 y_3^4 + \frac{2}{3}y_1 y_3^8\right)
\]
\[\quad + \left(\frac{2}{3}y_1 y_2^8 - y_1 y_2^4 + \frac{1}{3}y_1 y_2^8\right) + \left(\frac{1}{3}y_1 y_2^8 - y_1 y_2^4 + \frac{2}{3}y_1 y_2^8\right) .
\]

One can check that each of the polynomials in this decomposition are circuit polynomials which satisfy the condition (2.2) for nonnegativity.

\[\square\]

3. A Generalized Muirhead Inequality

We now present a generalized version of Muirhead’s inequality. As one would expect, several generalizations of Muirhead’s inequality were proven during the 120 years since its publication; see e.g. \[CGS11\] \[KKT21\] as two recent examples. However, to the best of our knowledge, the generalization stated in Lemma 3.1 appears to be new.

Let \(\alpha \in \mathbb{N}^n, \ n \geq 3\), and consider \(\Sigma(\alpha)\) as represented in (2.5). Let \(\beta\) be a lattice point in \(\text{conv}(\Sigma(\alpha))\). By Carathéodory’s theorem there exist \(n+1\) elements \(\sigma_1(\alpha), \ldots, \sigma_{n+1}(\alpha)\) in \(\Sigma(\alpha)\) such that
\[
(3.1) \quad \beta = \sum_{j=1}^{n+1} \lambda_j \sigma_j(\alpha), \quad \text{where} \quad \lambda \in (0,1)^{n+1} \quad \text{and} \quad \sum_{j=1}^{n+1} \lambda_j = 1 .
\]
Therefore, for every $\tau \in S_n$ it holds that

$$\tau(\beta) = \sum_{j=1}^{n+1} \lambda_j \tau(\sigma_j(\alpha)),$$

where $\lambda \in (0, 1)^{n+1}$ and $\sum_{j=1}^{n+1} \lambda_j = 1$.

(3.2)

Now we can show the following generalized version of Muirhead’s inequality, using the short notation $x^{\tau(\alpha)} = x_1^{\alpha_1} \cdots x_n^{\alpha_n}$.

**Lemma 3.1 (Generalized Muirhead Inequality).** Let $\alpha \in \mathbb{N}^n$ for $n \geq 3$ and $\beta \in \text{relint}(\text{conv}(\Sigma(\alpha)))$. Consider an arbitrary collection of $n+1$ nonnegative real numbers $b_j \in \mathbb{R}_{\geq 0}$ for $j \in [n+1]$ corresponding to the barycentric coordinates $\lambda_j$ as in (3.1). Then

$$\sum_{\tau \in S_n} \prod_{j=1}^{n+1} b_j^{\lambda_j} x^{\tau(\beta)} \leq \sum_{\tau \in S_n} \sum_{j=1}^{n+1} b_j \lambda_j x^{\tau(\alpha)}$$

(3.3)

holds for arbitrary $x \in \mathbb{R}_{\geq 0}^n$.

First, note that, in general, the inequality depends on our choice of the convex combination of the initial $\beta$; see (3.1). However, every convex combination of $\beta$ in terms of the $\sigma_j(\alpha)$ can be chosen, and the lemma remains valid. Second, observe that this statement is indeed a generalization of Muirhead’s inequality, as choosing all $b_{\tau_j}$ equal to 1 leads to the classical Muirhead inequality (2.6), in which case the inequality does not depend on the choice of the convex combination, i.e., the $\lambda_j$, anymore.

**Proof of Lemma 3.1** We combine the AM-GM inequality with the classical Muirhead inequality. Assume that the conditions of Lemma 3.1 are satisfied. That is, let $\alpha \in \mathbb{N}^n$ for $n \geq 3$ and $\beta \in \text{relint}(\text{conv}(\Sigma(\alpha)))$ and let $b_j \in \mathbb{R}_{\geq 0}$ for $j \in [n+1]$, and assume that (3.1) holds. Then we have

$$\sum_{\tau \in S_n} \prod_{j=1}^{n+1} b_j^{\lambda_j} x^{\tau(\beta)} = \prod_{j=1}^{n+1} b_j^{\lambda_j} \sum_{\tau \in S_n} x^{\tau(\beta)} \leq \prod_{j=1}^{n+1} b_j^{\lambda_j} \sum_{\tau \in S_n} x^{\tau(\alpha)} \leq \sum_{j=1}^{n+1} b_j \lambda_j \sum_{\tau \in S_n} x^{\tau(\alpha)},$$

where the first inequality is given by the classical Muirhead inequality and the second one by the AM-GM inequality. This proves the claim.

□

4. Symmetric Sums of Nonnegative Circuits

We can use the above proof of our generalized version of Muirhead’s inequality to infer a criterion for containment in the SONC cone which exploits symmetries. That means that we take the vectors $\alpha_i \in \Sigma(\alpha), \beta \in \mathbb{N}^n$ in the generalized Muirhead inequality to be the exponents of a circuit polynomial. At first glance, this seems to be a big restriction to the allowed support sets. But it turns out that the nonnegativity of any circuit polynomial can be reduced to nonnegativity of a circuit polynomials whose exponents satisfy these conditions.
Lemma 4.1. Let \( f(x) = \sum_{\alpha \in A^+} c_\alpha x^\alpha + c_\beta x^\beta \) be a circuit polynomial. Then \( f \) is non-negative if and only if for any arbitrary \( \tilde{\alpha} \in (2\mathbb{N})^n \) the polynomial

\[
g(x) = \sum_{j=1}^{n+1} x^{\sigma_j(\tilde{\alpha})} + \left( c_\beta \cdot \frac{n+1}{\prod_{\alpha \in A^+} \left( \frac{c_\alpha}{\lambda_\alpha} \right)} \right) x^\tilde{\beta},
\]

where \( \tilde{\beta} = \sum_{j=1}^{n+1} \frac{1}{n+1} \sigma_j(\tilde{\alpha}) - \sum_{\alpha \in A^+} \lambda_\alpha \alpha + \beta \) and the \( \lambda_\alpha \) are the barycentric coordinates of \( \beta \) with respect to the \( \alpha \in A^+ \), is non-negative.

Proof. By Theorem 2.2, the circuit polynomial \( f \) is nonnegative if and only if \(|c_\beta| \leq \prod_{\alpha \in A^+} \left( \frac{c_\alpha}{\lambda_\alpha} \right) \), or if it is a sum of monomial squares. Since the latter case is trivial, assume that \( c_\beta < 0 \). Fix an arbitrary \( \tilde{\alpha} \in (2\mathbb{N})^n \). Then \( \beta = \sum_{\alpha \in A^+} \lambda_\alpha \alpha \) is equivalent to

\[
\sum_{j=1}^{n+1} \frac{1}{n+1} \sigma_j(\tilde{\alpha}) = \sum_{j=1}^{n+1} \frac{1}{n+1} \sigma_j(\tilde{\alpha}) - \sum_{\alpha \in A^+} \lambda_\alpha \alpha + \beta = \tilde{\beta}.
\]

With this, \( \tilde{\beta} \) is contained in the relative interior of \( \text{conv } \Sigma(\tilde{\alpha}) \) with barycentric coordinates \( \left( \frac{1}{n+1}, \ldots, \frac{1}{n+1} \right) \) with respect to \( \sigma_1(\tilde{\alpha}), \ldots, \sigma_{n+1}(\tilde{\alpha}) \). Furthermore, we can trivially rewrite \(|c_\beta| \leq \prod_{\alpha \in A^+} \left( \frac{c_\alpha}{\lambda_\alpha} \right) \) as

\[
|c_\beta| \cdot \frac{n+1}{\prod_{\alpha \in A^+} \left( \frac{c_\alpha}{\lambda_\alpha} \right)} \leq n + 1.
\]

We can assume without loss of generality that \( \tilde{\beta} \in \mathbb{N}^n \). Since by Theorem 2.2

\[
g(x) = \sum_{j=1}^{n+1} x^{\sigma_j(\tilde{\alpha})} + \left( c_\beta \cdot \frac{n+1}{\prod_{\alpha \in A^+} \left( \frac{c_\alpha}{\lambda_\alpha} \right)} \right) x^\tilde{\beta},
\]

is nonnegative if and only if

\[
\left( |c_\beta| \cdot \frac{n+1}{\prod_{\alpha \in A^+} \left( \frac{c_\alpha}{\lambda_\alpha} \right)} \right) \leq \prod_{j=1}^{n+1} \left( n + 1 \right)^{\frac{1}{n+1}} = n + 1,
\]

it follows by our above argumentation that the nonnegativity of \( f \) and \( g \) is equivalent. \( \square \)

The following result shows that the generalized Muirhead inequality Lemma 3.1 yields a certificate of nonnegativity for symmetric polynomials. We introduce the notation

\[
\Sigma(A) = \{ \sigma(\gamma) : \sigma \in S_n, \gamma \in A \}
\]

for the symmetric closure of a set \( A \subset \mathbb{R}^n \).

Furthermore, we denote by \( \mathcal{C}(A^+, \beta) \) the set of all circuits with inner point \( \beta \) over a given signed support set \( A^+ \cup \{ \beta \} \subset \mathbb{N}^n \). We refer to elements of \( \mathcal{C}(A^+, \beta) \) by writing them as a tuple of the form \( (C^+, \beta) \), where \( C^+ \subset A^+ \) and \( \beta \in \text{relint}(\text{conv}(C^+)) \).
Corollary 4.2. Let \( A = A^+ \cup A^- \subset \mathbb{N}^n \) and let

\[
f(x) = \sum_{\sigma \in S_n} \sum_{\beta \in A^-} \sum_{(C^+, \beta) \in \mathcal{C}(A^+, \beta)} f_{(C^+, \beta)}^\sigma(x)
\]

be a symmetric polynomial supported on \( \Sigma(A) \), such that the

\[
f_{(C^+, \beta)}^\sigma(x) = \sum_{\alpha \in C^+} c_{\alpha, \beta}^{(C^+, \beta)} x^{\sigma(\alpha)} + c_{\beta}^{(C^+, \beta)} x^{\sigma(\beta)}
\]

are circuit polynomials, where \( c_{\alpha, \beta}^{(C^+, \beta)} \) \( \leq 0 \). \(^1\)

Then \( f(x) \) is nonnegative if for every \( (C^+, \beta) \in \mathcal{C}(A^+, \beta) \) with \( \beta \in A^- \) one of the following equivalent conditions holds:

1. \[
\left| c_{(C^+, \beta)}^{(C^+, \beta)} \right| x^{\sigma(\beta)} \leq \sum_{\sigma \in S_n} \prod_{\alpha \in C^+} \left( \frac{c_{\alpha}^{(C^+, \beta)}}{\lambda_{\alpha}^{(C^+, \beta)}} \right)^{x^{\sigma(\alpha)}}
\]

2. \[
\left| c_{\beta}^{(C^+, \beta)} \right| \leq \prod_{\alpha \in C^+} \left( \frac{c_{\alpha}^{(C^+, \beta)}}{\lambda_{\alpha}^{(C^+, \beta)}} \right)^{x^{\sigma(\alpha)}}.
\]

In both conditions, \( \lambda^{(C^+, \beta)} \) is the unique vector of barycentric coordinates of \( \beta \) with respect to \( C^+ \).

Condition (1) in the statement above immediately implies that the generalized Muirhead inequality holds for the positive real numbers \( \left\{ \frac{c_{\alpha}^{(C^+, \beta)}}{\lambda_{\alpha}^{(C^+, \beta)}} \right\}_{\alpha \in C^+} \). Condition (2) equivalently restates this in terms of a circuit number condition that exploits symmetry in the sense that the nonnegativity of the \([4.1]\) is independent of \( \sigma \) and thus only needs to be checked for one permutation in \( S_n \).

Proof of Corollary 4.2. The equivalence of (1) and (2) is clear by term inspection.

For the remainder of the proof, we first note that we can assume without loss of generality that the support sets of the \( f_{(C^+, \beta)}^\sigma(x) \) satisfy that \( C^+ \) is generated by a single vector \( \tilde{\alpha} \in (2\mathbb{N})^n \), i.e., that \( C^+ = \Sigma(\tilde{\alpha}) \) by \textbf{Lemma 4.1}. If (1) holds, then the nonnegativity of

\[
f(x) = \sum_{\beta \in A^-} \sum_{(C^+, \beta) \in \mathcal{C}(A^+, \beta)} \left( \sum_{\sigma \in S_n} f_{(C^+, \beta)}^\sigma(x) \right)
\]

\(^1\)Note that, in general, for fixed \( \beta \) by far not all circuits in \( \mathcal{C}(A^+, \beta) \) are needed to represent \( f(x) \); see for example [FdW22]. In order to keep the notation as simple as possible, we summarize over all circuits and allow for redundant circuits the corresponding circuit polynomials \( f_{(C^+, \beta)}^\sigma(x) \) to be the zero polynomial.
follows directly from the generalized Muirhead inequality \([3.3]\) by setting \(b_{\alpha}^{(C^+, \beta)} = \frac{c_{\alpha}^{(C^+, \beta)}}{\lambda_{\alpha}^{(C^+, \beta)}}\) for all \(\alpha \in C^+\), since

\[
\sum_{\alpha \in C^+} f_{(C^+, \beta)}(x) = \sum_{\sigma \in S_n} \sum_{\alpha \in C^+} c_{\alpha}^{(C^+, \beta)} x^{\alpha} + c_{\beta}^{(C^+, \beta)} x^{\beta} \\
\geq \sum_{\sigma \in S_n} \sum_{\alpha \in C^+} b_{\alpha}^{(C^+, \beta)} \lambda_{\alpha}^{(C^+, \beta)} x^{\sigma(\alpha)} - \left| c_{\beta}^{(C^+, \beta)} \right| x^{\sigma(\beta)} \\
\geq \sum_{\sigma \in S_n} \sum_{\alpha \in C^+} b_{\alpha}^{(C^+, \beta)} \lambda_{\alpha}^{(C^+, \beta)} x^{\sigma(\alpha)} - \prod_{\alpha \in C^+} \left( \frac{c_{\alpha}^{(C^+, \beta)}}{\lambda_{\alpha}^{(C^+, \beta)}} \right) \lambda_{\alpha}^{(C^+, \beta)} x^{\sigma(\beta)} \geq 0
\]

holds for every \((C^+, \beta) \in C(A^+, \beta)\) with \(\beta \in A^-\).

**Corollary 4.2** shows that we can derive the nonnegativity of symmetric sums of circuit polynomials from Muirhead’s inequality, analogous to deriving the nonnegativity of circuit polynomials from the (weighted) AM-GM inequality.

Now, we prove that symmetric polynomials are contained in the SONC cone if and only if their nonnegativity can be proven via **Corollary 4.2**. This result can be seen as a simplified restatement of [MNR+22] Theorem 4.1] for the symmetric group \(S_n\). Here, we rely only on the generalized Muirhead inequality to prove the statement, which illustrates that extensions of nonnegativity certificates to symmetric SONCs are a natural consequence of this inequality and do not rely on further algebraic techniques.

**Theorem 4.3.** Let \(A = A^+ \cup A^- \subset \mathbb{N}^n\) and \(f\) be a symmetric polynomial supported on \(\Sigma(A^+) \cup \Sigma(A^-) \subset \mathbb{N}^n\). Then \(f \in S_{\Sigma(A^+), \Sigma(A^-)}\) if and only if it admits a representation of the form

\[
(4.2) \quad f(x) = \sum_{\alpha \in C^+} \sum_{\beta \in A^-} \sum_{(C^+, \beta) \in C(A^+, \beta)} f_{(C^+, \beta)}^\sigma(x),
\]

with \(f_{(C^+, \beta)}^\sigma\) as in \((4.1)\) such that one of the equivalent conditions in **Corollary 4.2** is satisfied.

**Proof.** Assume first that \(f\) can be written as in \((4.2)\) and that Condition \((4.2)\) holds. Then the nonnegativity of \(f\) follows from **Corollary 4.2**. We only need to prove that \(f\) is also contained in the SONC cone. It holds by assumption that \(f\) is a sum of circuit polynomials \(f_{(C^+, \beta)}(x) = \sum_{\alpha \in C^+} c_{\alpha}^{(C^+, \beta)} x^{\alpha} + c_{\beta}^{(C^+, \beta)} x^{\beta}\). All of these circuit polynomials are nonnegative as a consequence of the fact that

\[
(4.3) \quad \left| c_{\beta}^{(C^+, \beta)} \right| \leq \prod_{\alpha \in C^+} \left( \frac{c_{\alpha}^{(C^+, \beta)}}{\lambda_{\alpha}^{(C^+, \beta)}} \right) \lambda_{\alpha}^{(C^+, \beta)}
\]

holds for all \(\beta \in A^-\) and all \((C^+, \beta) \in C(A^+, \beta)\). Only checking this condition for one permutation \(\sigma \in S_n\) is sufficient, because the barycentric coordinates of \(\sigma(\beta)\) with respect to \(\{\sigma(\alpha) : \alpha \in C^+\}\) are independent of the permutation \(\sigma \in S_n\), see \((3.2)\). Thus, \(f(x) = \sum_{\alpha \in C^+} \sum_{\beta \in A^-} \sum_{(C^+, \beta) \in C(A^+, \beta)} f_{(C^+, \beta)}^\sigma(x)\)
\[ \sum_{\sigma \in S_n} \sum_{\beta \in A^-} \sum_{(C^+, \beta) \in C(A^+, \beta)} f_{(C^+, \beta)}^{\sigma}(x) \] is a sum of nonnegative circuit polynomials and contained in \( S_{\Sigma(A^+), \Sigma(A^-)} \).

For the remaining direction of the proof, let \( f \) be a symmetric polynomial in \( S_{\Sigma(A^+), \Sigma(A^-)} \). Then \( f \) has a cancellation-free representation as a sum of nonnegative circuit polynomials

\[
f_{(C^+, \beta)}(x) = \sum_{\alpha \in C^+} c_{\alpha}^{(C^+, \beta)} x^\alpha + c_{\beta}^{(C^+, \beta)} x^\beta
\]

of the form

\[
f(x) = \sum_{\beta \in \Sigma(A^-)} \sum_{(C^+, \beta) \in C(\Sigma(A^+), \beta)} f_{(C^+, \beta)}(x),
\]

that is, a representation that does not require exponents outside of \( \Sigma(A^+) \cup \Sigma(A^-) \), by [Wan22, Theorem 5.6].

If we can now show that \( f \) also has a representation as in (4.2) then the claim follows. For this, we need to explicitly re-write (4.4) in terms of a sum over \( \sigma \in S_n \). Note that a similar statement is proven in [MNR+22, Theorem 3.1] in the language of AGEs. Assume without loss of generality that \( \#\Sigma(\gamma) = n! \) for all \( \gamma \in A = A^+ \cup A^- \), that is, each permutation of an exponent vector results in a new term in our polynomial. We can make this assumption since we could otherwise just refrain from simplifying the polynomial by combining circuit polynomials with the same support and still get \( n! \) many circuit polynomials.

Since \( f \) is already symmetric, we can equivalently rewrite (4.4) to

\[
f(x) = \sum_{\beta \in \Sigma(A^-)} \sum_{(C^+, \beta) \in C(\Sigma(A^+), \beta)} \sum_{\alpha \in C^+} c_{\alpha}^{(C^+, \beta)} x^\alpha + c_{\beta}^{(C^+, \beta)} x^\beta
\]

\[
= \frac{1}{n!} \sum_{\sigma \in S_n} \left( \sum_{\beta \in \Sigma(A^-)} \sum_{(C^+, \beta) \in C(\Sigma(A^+), \beta)} \sum_{\alpha \in C^+} c_{\alpha}^{(C^+, \beta)} x^\sigma(\alpha) + c_{\beta}^{(C^+, \beta)} x^\sigma(\beta) \right).
\]

If we define \( f_{(C^+, \beta)}^{\sigma} = \frac{1}{n!} \left( \sum_{\alpha \in C^+} c_{\alpha}^{(C^+, \beta)} x^\sigma(\alpha) + c_{\beta}^{(C^+, \beta)} x^\sigma(\beta) \right) \), then all \( f_{(C^+, \beta)}^{\sigma} \) are nonnegative circuit polynomials since the original \( f_{(C^+, \beta)} \) from decomposition (4.4) are nonnegative circuit polynomials and permutation of the exponents preserves this property, see (3.2). Since these circuit polynomials are nonnegative if and only if the circuit number condition

\[
|c_{\beta}^{(C^+, \beta)}| \leq \prod_{\alpha \in C^+} \left( \frac{c_{\alpha}^{(C^+, \beta)}}{\lambda_{\alpha}^{(C^+, \beta)}} \right)^{\lambda_{(C^+, \beta)}}
\]

holds, Condition (2) in Corollary 4.2 is satisfied and the claim follows. \( \square \)

As a direct consequence, we obtain the following result about the symmetric closure of the SONC cone.

**Corollary 4.4.** Let \( f(x) = \sum_{\alpha \in A^+} c_{\alpha} x^\alpha + \sum_{\beta \in A^-} c_{\beta} x^\beta \) be an arbitrary polynomial for some finite support set \( A = A^+ \cup A^- \subset \mathbb{N}^n \). Then \( f \) is in \( S_{A^+, A^-} \) if and only if the
corresponding symmetric polynomial

\[
(4.5) \quad f_{\text{sym}}(x) = \sum_{\sigma \in S_n} \left( \sum_{\alpha \in A^+} c_\alpha x^\sigma(\alpha) + \sum_{\beta \in A^+} c_\beta x^\sigma(\beta) \right)
\]

is a SONC polynomial supported on $\Sigma(A^+) \cup \Sigma(A^-)$.

**Proof.** This follows immediately from Theorem 4.3. \hfill \Box

**Example 4.5.** Consider the polynomial

\[
f(x) = \frac{1}{2} x_1^4 + \frac{1}{2} x_2^4 + \frac{1}{2} x_3^4 - x_1 x_2 x_3 - x_1^2 x_2^2 + \frac{3}{4}
\]

with support $A^+ = \left\{ \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 4 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 4 \\ 0 \end{pmatrix}, \begin{pmatrix} 4 \\ 4 \\ 0 \end{pmatrix} \right\}$ and $A^- = \left\{ \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 1 \\ 3 \end{pmatrix} \right\}$. We show first that $f$ is contained in $S_{A^+,A^-}$. For this, note that we can write $f$ as a sum of the circuit polynomials

\[
\begin{align*}
f\left(\begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}\right) &= \frac{1}{4} x_1^4 + \frac{1}{4} x_2^4 + \frac{1}{2} x_3^4 - x_1 x_2 x_3 + \frac{1}{2}, \\
f\left(\begin{pmatrix} 1 \\ 2 \\ 3 \end{pmatrix}\right) &= \frac{1}{4} x_1^4 + \frac{1}{4} x_2^4 + \frac{1}{4} x_3^4 + \frac{1}{4} x_2^4 - x_1 x_2 x_3 + \frac{1}{4}.
\end{align*}
\]

Both of these circuit polynomials are nonnegative since they each satisfy $c_\alpha^{(\beta)} = \lambda_\alpha^{(\beta)}$ for all $\alpha \in A^+$ and thus the circuit number condition becomes

\[
|c_\beta| = 1 \leq \prod_{\alpha \in A^+} \left( \frac{c_\alpha^{(\beta)}}{\lambda_\alpha^{(\beta)}} \right) = \prod_{\alpha \in A^+} \left( \frac{\lambda_\alpha^{(\beta)}}{\lambda_\alpha^{(\beta)}} \right) = 1 \quad \text{for all $\beta \in A^-$.}
\]

By Corollary 4.4 this immediately yields that the symmetrized version of $f$ given by

\[
f_{\text{sym}}(x) = \frac{1}{2} x_1^4 + \frac{1}{2} x_2^4 + \frac{1}{2} x_3^4 + \frac{1}{2} x_2^4 + \frac{1}{4} x_3^4 + \frac{1}{2} x_1 x_2^4 + \frac{1}{4} x_3 x_1^4 + \frac{1}{4} x_2^4 + \frac{1}{4} x_1^4 + \frac{1}{4} x_3^4 - x_1 x_2 x_3 - x_1^2 x_2^3 - x_1 x_2^3 x_3^2 - x_1^2 x_2^3 x_3 - x_1 x_2^3 x_3^2 - x_1^2 x_2^3 x_3 - x_1 x_2^3 x_3^2 + \frac{3}{4}
\]

is also a nonnegative polynomial in the SONC cone. \hfill \Box

To illustrate that our results can be seen as a somewhat simplified version of those presented in [MNR+22, Section 4], we restate [MNR+22, Example 5.1] to match our terminology.

**Example 4.6** ([MNR+22, Example 5.1]). Consider the support set $A = A^+ \cup A^-$, where

\[
A^+ = \left\{ \begin{pmatrix} 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 7 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 7 \end{pmatrix}, \begin{pmatrix} 0 \\ 7 \\ 0 \end{pmatrix} \right\}, \quad \text{and} \quad A^- = \left\{ \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix}, \begin{pmatrix} 1 \\ 2 \\ 1 \end{pmatrix}, \begin{pmatrix} 2 \\ 1 \\ 2 \end{pmatrix}, \begin{pmatrix} 2 \\ 2 \\ 2 \end{pmatrix} \right\}.
\]
In order to satisfy the condition $A^+ \subset (2\mathbb{N})^n$, or equivalently $x \in \mathbb{R}_{\geq 0}^n$, let $f$ be a symmetric polynomial on $A$ in the variables $y = (y_1, \ldots, y_n) = (x_1^2, \ldots, x_n^2)$. Then we can write $f$ as

\begin{equation}
(4.6)
f(y) = \sum_{\sigma \in S_3} \left[ (c^{(1)}_{(000)} + c^{(1)}_{(700)} y^{\sigma(700)} + c^{(1)}_{(070)} y^{\sigma(070)} + c^{(1)}_{(007)} y^{\sigma(007)} + c_{(112)} y^{\sigma(112)})
+ (c^{(2)}_{(000)} + c^{(2)}_{(700)} y^{\sigma(700)} + c^{(2)}_{(070)} y^{\sigma(070)} + c^{(2)}_{(007)} y^{\sigma(007)} + c_{(222)} y^{\sigma(222)}) \right] \]

for some coefficient vector $c \in \mathbb{R}^A$ satisfying $c^{(1)}_{\alpha} + c^{(2)}_{\alpha} = c_{\alpha}$ for all exponents $\alpha \in A^+$. Corollary 4.2 now tells us that instead of verifying the circuit number condition $2$ for each of these circuit functions, it is sufficient to check them for one arbitrary permutation $\sigma \in S_3$. I.e., we would usually need to check the nonnegativity of four circuit polynomials (12 if we do not simplify the representation in (4.6) by combining circuit functions with equal support). By exploiting symmetries, we only need to compute two circuit numbers.

5. Outlook

First, we point out that the results presented in this article can be restated in the language of AGE functions without much difficulty, if this notation is preferred. Following the “SONC = SAGE” result in [Wan22, MCW21a] it is clear that an analogue statement has to hold.

An interesting line of future research would be adapting our statements for the DSONC cone – a subcone of the SONC cone that was recently introduced in [HdW22]. The DSONC cone is derived from the dual SONC cone, which has been studied in [DNT21, DHNdW20], and inherits numerous structural properties of the original SONC cone.

We close the article with a few words on closure operators applied to the SONC cone $S_A$. The cone of nonnegative polynomials is closed under various operations such as multiplication of two polynomials or a transformation of variables. The same holds for sums of squares, that is, the product of two sums of squares is a sum of squares, and if $f(x)$ is a sums of squares, the same will hold for $f(Ax)$ for a matrix $A$. However, for the SONC cone, the situation is different: it is not closed under multiplication [DIdW17], and it is not closed under transformation of variables [DKdW21, KdW19]. Indeed, this is not a shortcoming, but an opportunity to obtain generalized certificates of nonnegativity of the form $O(S_A)$ given by the closure of a suitable operator $O$ applied to the SONC cone $S_A$ (or another suitable cone of certificates of nonnegativity). The very same approach was carried out by Ahmadi and Hall in [AH17] in the context of variable transformations applied to SDSOS certificates, which are particular SOS polynomials that happen to be also SONC; see also [AM14, KdW19].

The results of this paper can be seen as a contribution in this broader context of applying closure operators to suitable cones of certificates of nonnegativity: If we define an operator $\Sigma(\cdot)$ for symmetric closure of a cone (or, more generally, a set) of certificates of nonnegativity, that is, in the context of SONC

$$\Sigma(S_{A^+,A^-}) := \{ f_{\text{sym}}(x) \text{ as in (4.5)} : f(x) \in S_{A^+,A^-} \}$$,
then Corollary 4.4 can be stated as

$$\Sigma(A^+) \Sigma(A^-) = \Sigma(S_{A^+}, A^-).$$
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