An efficient Kinetic Monte Carlo to study analyte capture by a nanopore: Transients, boundary conditions and time-dependent fields
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To better understand the capture process by a nanopore, we introduce an efficient Kinetic Monte Carlo (KMC) algorithm that can simulate long times and large system sizes by mapping the dynamic of a point-like particle in a 3D spherically symmetric system onto the 1D biased random walk. Our algorithm recovers the steady-state analytical solution and allows us to study time-dependent processes such as transients. Simulation results show that the steady-state depletion zone near pore is barely larger than the pore radius and narrows at higher field intensities; as a result, the time to reach steady-state is much smaller than the time required to empty a zone of the size of the capture radius \( \lambda_c \). When the sample reservoir has a finite size, a second depletion region propagates inward from the outer wall, and the capture rate starts decreasing when it reaches the capture radius \( \lambda_c \). We also note that the flatness of the electric field near the pore, which is often neglected, induces a traffic jam that can increase the transient time by several orders of magnitude.

Finally, we propose a new proof-of-concept scheme to separate two analytes of the same mobility but different diffusion coefficients using time-varying fields.

I. INTRODUCTION

Nanopore sensing based on voltage-driven translocation is a hot topic due to its potential applications for the analysis and detection of biomolecules. [1–3] In short, an electric field is applied across a nanopore to electropheretically capture and translocate charged analytes like DNA, RNA and proteins. Useful information about the analytes (i.e., structure, type, length, etc.) can be obtained by analyzing ionic current modulations during the threading process. With more sophisticated nanopore fabrication technologies, [4–7] numerous novel systems have been designed to enhance performance and facilitate new applications. [8–11] However, several aspects of the capture process are still poorly understood and difficult to observe directly, such as the depletion zone, [12–14] the capture radius, [15–17] non-equilibrium dynamics, [18–20] and molecule-pore interactions. [21] This has motivated the development of theoretical approaches and simulation models to study the interplay between diffusion and electrostatic forces during capture. [22–25] We previously discussed the nature of the capture radius [21] and the role of orientation for rod-like molecules. [22] Unfortunately, our previous lattice Monte Carlo simulation (LMC) approach [23] did not allow us to study large 3D systems over long periods of time.

Our main goal here is to introduce a new Kinetic Monte Carlo (KMC) algorithm that can efficiently study large drift-diffusion problems by mapping the dynamics of a point-like particle in d-dimensions onto a 1D biased random walk. This makes it possible to investigate short-time transients, the approach to steady state, the impact of time-dependent fields, and the long-time effect of finite size boundary conditions.

This paper is organized as follows: We first review the basic theoretical considerations of the capture problem and introduce the relevant time/length scales. Section III then describes the mapping from 3D to 1D including the corresponding KMC algorithm and the related boundary conditions. In the result section (IV), we first test our algorithm with the time-dependent concentration profiles and capture rates for the classical case of diffusion-limited absorption by a sphere. We then add the electric field in order to study nanopore capture in both finite and infinite systems. We also examine the reverse process of escape under opposite polarity conditions. Finally, we propose and briefly test a new pulsed-field concept that could separate a binary mixture in Sec. V. We conclude the paper in Sec. VI with a discussion of our main results, especially the impact of the flat field near the pore, and the potential applications of time-varying electric fields.

II. BASIC THEORETICAL ELEMENTS

As discussed in the Introduction, we assume spherical symmetry in the following. The drift-Diffusion equation for the analyte concentration \( C(r,t) \) in three dimensions and in spherical coordinates is given by [26]

\[
\frac{\partial C(r,t)}{\partial t} = D \frac{\partial}{\partial r} \left[ r^2 \left( \frac{\partial C(r,t)}{\partial r} + \frac{C(r,t) \partial U_e}{k_B T} \right) \right],
\]

where \( D \) is its diffusion coefficient and \( U_e(r) \) is the electrostatic potential energy at radial position \( r \).

Theoretical studies of analyte capture generally use the point-charge field (PCF) approximation for the applied field, [23, 24, 25] because it conserves the spherical symmetry and is quite accurate for distances much larger than pore radius \( r_p \). The potential corresponding to the PCF can be written as

\[
U_e(r) = U_{PCF}(r) = \frac{Q}{r} \left( 1 - \frac{r_p}{r} \right),
\]

where \( Q \Delta V \) is the drop in electrostatic energy of a particle of charge \( Q \) when a voltage difference \( \Delta V \) is applied across the system, and \( r_e = r_p/(\pi + 2l/r_p) \) is the characteristic length of the potential outside a pore of radius \( r_p \) and
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length \( l \). The relevant electrophoretic charge is \( Q = k_B T \mu /D \), with \( \mu \) the electrophoretic mobility of the analyte. The field obtained from an exact solution of Laplace’s equation \( \nabla^2 V = 0 \) will also be tested in our simulations for comparison.

The capture radius \( \lambda_c \) is generally defined as the radial distance at which the analyte’s potential energy is equal to \( k_B T \) (see Fig. 1(b)); in our notation, it is given by

\[
\lambda_c = \frac{\psi_o}{k_B T} r_e. \tag{3}
\]

We use \( \lambda_c \) as a measure of field intensity, the pore radius \( r_p \) as the unit of length and \( \tau_o = r_p^2/D \) as the unit of time.

The field-driven deterministic time \( \tau_E \) to drift from position \( r_o \) to \( r < r_o \) (using the PCF) is

\[
\tau_E(r_o, r) = \frac{r_o^3 - r^3}{3 \lambda_c D}. \tag{4}
\]

For example, the cleanup time \( \tau_{\lambda} \) needed to empty the capture radius zone \( \lambda_c \) is then

\[
\tau_{\lambda} = \tau_E(\lambda_c, 0) = \frac{\lambda_c^3}{3D}. \tag{5}
\]

The mean capture rate during the cleanup time \( \tau_{\lambda} \) is

\[
\bar{\lambda}_{\lambda} = \frac{2 \pi \lambda_c^2 C_o}{\tau_{\lambda}} = \frac{2 \pi D \lambda_c C_o}{r}. \tag{6}
\]

Although all of our results will be given in dimensionless units or as ratios, it is sometimes useful to be able to compare to actual experimental systems. We will thus guide our choice of parameters using the following example for a 250 base ssDNA molecule: the relevant parameters are \( D \approx 7 \mu m^2/s \) and \( \mu \approx 4.1 \times 10^4 \mu m^2/V s \), giving \( Q \approx 60 e \approx 1/4 \) of the nominal charge. With a voltage \( \Delta V = 400 mV \), the potential energy is \( \psi_o/k_B T \approx 900 \). For a pore of radius \( r_p = 5 nm \) and length \( l = 2 r_p \), we obtain \( r_e = r_p/\sqrt{4 + \pi} \) and \( \lambda_c \approx 125 r_p \approx 1 \mu m \). The basic time unit is then \( \tau_o = r_p^2/D \approx 1.5 \mu s \).

The stationary solution \( \partial C(r, t)/\partial t = 0 \) of eqs. 1 and 2 with an absorbing boundary \( C(R_p, t) = 0 \) in an infinite system with \( C(r \rightarrow \infty, t) = C_o \) is given by \( \lambda_c \)

\[
C(r) = C_o \times \frac{1 - \exp(-\lambda_c(1/R_p - 1/r))}{1 - \exp(-\lambda_c/R_p)} \tag{7}
\]

The location of the absorbing boundary \( R_p \) is somewhat arbitrary since the pore has a finite width, unlike what eq. 1 suggests. Previous papers used \( R_p = r_p \), but this overestimates the surface area for capture since an hemisphere of radius \( r_p \) has a surface area \( 2 \pi r_p^2 \) which is larger than that of the pore, \( \pi r_p^2 \). Instead, we use \( R_p = r_p/\sqrt{2} \) to conserve the surface area.

The stationary concentration \( C(r) \) rapidly increases from 0 at \( r = R_p \) to \( C_o \) since we generally have \( \lambda_c \gg R_p \). A characteristic length can then be defined from eq. 7 the depletion distance \( r_d \) at which \( C(r_d)/C_o = 1 - 1/e \) is

\[
r_d \approx \frac{R_p}{1 - R_p/\lambda_c}, \quad \lambda_c \gg R_p. \tag{8}
\]

The width of the depletion region is thus of order \( \sim R_p \). Using eq. 4 the depletion time \( \tau_d = \tau_E(r_d, R_p) \) needed to establish the depletion zone \( r_d \) is

\[
\tau_d \approx \frac{R_p^4}{\lambda_c^2 D} = \frac{1}{4} \left( \frac{r_p}{\lambda_c} \right)^2 \tau_o = \frac{3}{4} \left( \frac{r_p}{\lambda_c} \right)^4 \tau_o. \tag{9}
\]

The depletion region is much smaller than \( \lambda_c \), and its relaxation time is small compared to both \( \tau_o \) and \( \tau_{\lambda} \).
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(a) 3D system
(b) 1D KMC
(c) 1D KMC
(d) A schematic description of the pulse sequence. The field is applied in the reverse direction for a duration \( t_p \) in order empty a region near the nanopore; this is followed by a off period of duration \( t_0 \) during which the depleted region is partially refilled; finally, the capture period is of duration \( t_c \).

III. SIMULATION METHODOLOGY

Simulating the capture process in \( d = 3 \) dimensions would limit us to small systems and short times. In this section, we first show how to transform the 3D problem into a 1D one by replacing volume effects by an entropic force. We then design the corresponding lattice Kinetic Monte Carlo (KMC) algo-
rithm, and describe the boundary conditions. The mapping process is shown in Figs. 1a and c.

A. Fokker Planck Equation

Building a KMC algorithm from a Fokker-Planck equation is simple due to the equivalence with the Master equation formulation. However, the drift-diffusion equation in spherical coordinates in $d$-dimensions

$$\frac{\partial C(r,t)}{\partial t} = \frac{D}{r^{d-1}} \frac{\partial}{\partial r} \left[ r^{d-1} \left( \frac{\partial C(r,t)}{\partial r} + \frac{C(r,t)}{k_B T} \frac{\partial U_e}{\partial r} \right) \right],$$

(10)

is not strictly speaking a Fokker Planck equation\textsuperscript{38} for $d \neq 1$ as it cannot be written as a conservation equation of the form

$$\frac{\partial C(r,t)}{\partial t} = -\frac{\partial}{\partial r} \left[ g(r,d)C(r,t) - D \frac{\partial C(r,t)}{\partial r} \right],$$

(11)

where $g(r,d)$ would then be a drift term. This is due to the "centrifugal" term\textsuperscript{39} $\frac{D}{r^{d-1}} \frac{\partial}{\partial r} C(r,t)$ which appears when we expand the first term of the rhs of eq.\textsuperscript{10}. Nonetheless, if use the radial concentration

$$\tilde{C}(r,t) = S(r,d)C(r,t),$$

(12)

with $S(r,d) = \frac{2 \pi^{d/2}}{\Gamma(d/2)} r^{d-1}$ the surface of a $d$-dimensional sphere, eq.\textsuperscript{10} directly reduces to

$$\frac{\partial \tilde{C}(r,t)}{\partial t} = -\frac{\partial}{\partial r} \left[ \tilde{J}(r,t) \right],$$

(13)

where the radial flux $J(r,t)$ is given by

$$J(r,t) = \frac{D}{k_B T} \tilde{C}(r,t) \frac{\partial U_e}{\partial r} - \frac{D}{k_B T} \tilde{C}(r,t) \frac{\partial U_e}{\partial r} - D \frac{\partial \tilde{C}(r,t)}{\partial r},$$

(14)

with $U_e(r) = (1 - d) k_B T \ln(r)$. We thus mapped a spherically symmetric "$d > 1$" drift-diffusion problem onto a 1D process. This added a virtual entropic potential $U_e(r)$ and a "volume" drift $J_v$ pushing the particles away from $r = 0$ due to the fact that there is more volume far from the origin. The electrostatic drift $J_e$ attracts the particles toward the center at $r = 0$. Given eq.\textsuperscript{14} the stationary distribution $J(r,t) = 0$ satisfies

$$\tilde{C}^0(r) \propto \exp[-U(r)/k_B T],$$

(15)

where the effective potential energy is $U = U_v + U_e$.

B. Kinetic Lattice Monte Carlo Algorithm

We consider a 1D system where particles can jump between adjacent lattice sites $i$ and $i + 1$ with probabilities $W_{i \rightarrow i+1}$ as shown in Fig. 1a. The latter must satisfy detailed balance in order to insure microscopic reversibility:

$$\tilde{C}_i^0 W_{i \rightarrow i+1} = \tilde{C}_{i+1}^0 W_{i+1 \rightarrow i}.$$

(16)

Using eq.\textsuperscript{15} we obtain

$$\frac{W_{i \rightarrow i+1}}{W_{i+1 \rightarrow i}} = \exp(\Delta \epsilon),$$

(17)

with $\Delta \epsilon = \epsilon_{i+1} - \epsilon_i$ and $\epsilon_i = U_i/k_B T$. To link these parameters to local dynamics, we use the closure relation

$$W_{i \rightarrow i+1} + W_{i+1 \rightarrow i} = 2D \Delta t/a^2,$$

(18)

where $a$ is the lattice step size and $\Delta t$ is the time step to be used for the simulations. The end result is

$$W_{i \rightarrow i+1} = \frac{2D}{a^2} \times \frac{1}{1 + \exp(\Delta \epsilon) \times \Delta t},$$

(19)

$$W_{i+1 \rightarrow i} = \frac{2D}{a^2} \times \frac{1}{1 + \exp(-\Delta \epsilon) \times \Delta t}.$$

(20)

Since the probability of not jumping during a time step, $W_{i \rightarrow i+1} = 1 - W_{i \rightarrow i-1} - W_{i \rightarrow i+1}$, must be $\geq 0 \forall i$, we have

$$\Delta t \leq 1/ \max[R_{i \rightarrow i+1} + R_{i \rightarrow i-1}],$$

(21)

where the hopping rates are $R_{i \rightarrow i+1} = W_{i \rightarrow i+1} / \Delta t$.

This KMC algorithm can be used in two different ways:

I) To study the motion of a single particle: as usual, a random number is then generated at each time step to select the next move that will be attempted.

II) To follow a population of particles: The time evolution of $\tilde{C}$ can be studied by iterating the master equation. The concentration $\tilde{C}_i^{j+1}$ at lattice site $i$ and time step $j+1$ reads

$$\tilde{C}_i^{j+1} = W_{i \rightarrow i-1} \tilde{C}_{i-1}^{j} + W_{i+1 \rightarrow i} \tilde{C}_{i+1}^{j} + W_{i \rightarrow i} \tilde{C}_i^{j},$$

(22)

where $i, j$ are integers.

C. Boundary conditions

We use three different types of boundary conditions, as shown in Fig. 1a:

Absorbing Boundary Conditions to model the capture by the nanopore (ABC): We consider that the ABC is in the center of the lattice site at a distance $R_p$ from the origin; the boundary condition then reads $C(p-1) = 0$, where $p = R_p/a$. The corresponding master equation is

$$\tilde{C}_p^{j+1} = W_{p+1 \rightarrow p} \tilde{C}_p^{j+1} + W_{p \rightarrow p} \tilde{C}_p^{j}.$$

(23)

Reflecting Boundary Conditions (RBC): In one series of simulations, the walls of the cavity of size $R_b$ are replaced by a RBC placed in the center of the last lattice site, $b = R_b/a$.
jumps from \( i = b \) to \( b + 1 \) are rejected (there is no particle flux across the boundary). The corresponding master equation is

\[
\tilde{C}^{t+1}_b = W_{b-1 \rightarrow b} \tilde{C}^t_{b-1} + W_{b \rightarrow b} \tilde{C}^t_b + W_{b \rightarrow b+1} \tilde{C}^t_{b+1}. \tag{24}
\]

Source Boundary Conditions (SBC): In some simulations, the cavity walls are replaced by a source that mimics an infinite system (or reservoir) at fixed concentration \( \tilde{C}(j \geq b) = \tilde{C}_o \). The corresponding master equation is

\[
\tilde{C}^{t+1}_b = W_{b-1 \rightarrow b} \tilde{C}^t_{b-1} + W_{b \rightarrow b} \tilde{C}^t_b + W_{b \rightarrow b+1} \tilde{C}^t_{b+1}. \tag{25}
\]

We use a lattice step size \( a = r_p/1000 \) for our simulations.

D. The electric field

We use two different electric field approximations in our simulations: The spherically symmetric field from the point-charge field (PCF) approximation is given by

\[
E_{PCF}(r) = -\Delta V \frac{r_e}{r^2}. \tag{26}
\]

As discussed previously\textsuperscript{23,30,40}, the electric field is actually flat and not spherically symmetric near the pore. However, our 1D model is a projection of a spherically symmetric 3D capture system. In order to investigate the impact of the flat field in our 1D KMC simulations, we neglect the angular dependence of the field near the pore and use the exact field \textsuperscript{28} in the vertical direction right above the pore (\( \xi \) in Fig. 1b). We call this the Exact Axial Field (EAF) approximation. In 1D simulations, the electric potential at distance \( r \) then reads

\[
V_{EAF}(r) = \frac{r_e}{r_p} \Delta V \arctan \left( \frac{r}{r_p} \right), \tag{27}
\]

and the corresponding electric field is

\[
E_{EAF}(r) = -\Delta V \frac{r_e}{r^2 + r_p^2}. \tag{28}
\]

Note that \( E_{EAF}(r \gg r_p) \approx E_{PCF}(r) \), in agreement with the PCF approximation, eq. 26. The field plateaus at \( E_o = E_{PCF}(r_p) \) close to the pore, as shown in Fig. 1b.

IV. RESULTS

We first test our KMC algorithm for diffusion-limited (no field) absorption by a sphere, both in finite and infinite systems. We then add the electric field to study capture by the nanopore, again in both finite and infinite systems, and simulation results with the PCF and AEF field approximations are compared. We also examine how a particle escapes from the nanopore when the polarity of the electric field is reversed.

A. Test 1: Diffusion-limited absorption by a sphere

The solution of the diffusion equation with \( U_e = 0 \), an absorbing sphere of radius \( R_p \) and the boundary conditions \( C(R_p, t) = 0 \) and \( C(\infty, t) = C_o \) is\textsuperscript{23}

\[
C(r, t) = C_o \left( 1 - \frac{R_p}{r} \right) + \frac{R_p C_o}{r} \text{erf} \left[ \frac{t - R_p}{\sqrt{4Dt}} \right]. \tag{29}
\]

The last term is negligible in the steady state, \( t \to \infty \); the result is then identical to the \( \lambda_\infty \to 0 \) limit of eq. 7 as it should. The time dependent capture rate is

\[
\rho(R_p, t) = 4\pi R_p^2 D \frac{\partial C}{\partial r} \bigg|_{R_p} = \rho_o^o \left( 1 + \frac{R_p}{\sqrt{4Dt}} \right). \tag{30}
\]

The capture rate decays to the steady state value \( \rho_o^o = \rho(R_p, \infty) = 4\pi D R_p C_o \) with a relaxation time \( \tau = R_p^2/4D \). Interestingly, if we replace \( R_p \) by \( \lambda_\infty \) in the expression for \( \rho_o^o \), we recover the capture rate for a nanopore, eq. 6 (to within a factor of 2 because eq. 3 is for a half-space); the field thus pushes the capture radius from \( R_p \) to \( \lambda_\infty \).

The simulation system of size \( R_b = 150 R_p \) has a uniform loading \( C(r, 0) = C_o \) for \( R_p < r < R_p \), an absorbing boundary \( C(R_p, t) = 0 \) and a source boundary \( C(R_b, t) = C_o \) (in order to mimic an infinite system). Fig. 2 shows the radial dependence of \( C(r, t) \) at different times \( t \) while the inset shows the time-dependent capture rate: the results agree with theory.

FIG. 2. Scaled concentration \( C(r, t)/C_o \) vs \( r/R_p \) at different times \( t \) (from left to right: \( t = 0, 0.1, 2, 26, 420 \) and \( 6700 \tau_\infty \)) for diffusion-limited absorption by a sphere of radius \( R_p \) with a source boundary at \( R_b = 150 R_p \). The data points are from simulations and the solid lines are from the exact solution, eq. 29. Inset: Scaled capture rate \( \rho(t)/\rho_o^o \) vs time; the data points (■) are from simulations, the red line is from eq. 30 and the horizontal line is the predicted steady-state.

B. Test 2: Diffusion-limited absorption by a sphere in the presence of an outer reflecting boundary

We now replace the SBC at \( R_b \) by a reflecting boundary (the total number of particles thus decreases with time), and
we compare our results to those of Section IV A. Here, the concentration is given by (Appendix A)

\[ C(r,t) = C_0 \sum_{n=1} B_n \frac{\sin(k_n(r-R_p))}{r/R_p} \exp(-tDk_n^2) \]  

(31)

where the wavenumbers \( k_n \) are the roots of

\[ \tan(k_n(R_b-R_p)) = R_b k_n \]  

(32)

and the weight of the \( n \)th decay mode is given by

\[ B_n = \int_0^{R_b-R_p} \frac{(r+R_p)\sin(\lambda_m r)}{R_p^2 R_b^2 \sin^2(\lambda_m r)} dr \]

\[ = \frac{\sin(k_n(R_b-R_p)) - k_n R_b \cos(k_n(R_b-R_p)) + k_n R_p}{R_p^2 k_n^2 - \frac{1}{4} \sum(k_n^2(R_b-R_p))} \]  

(33)

The time dependent capture rate is

\[ \rho(R_p,t) = 4\pi DC_0 R_p \sum_{n=1} B_n k_n R_p \exp(-tDk_n^2) \]  

(34)

At long times \( t \gg R_p^2/D \), the concentration reduces to

\[ \frac{C(r,t)}{C_\infty} \approx B_1 \frac{\sin(k_1(r-R_p))}{r/R_p} \exp(-tDk_1^2), \]  

(35)

while the capture rate decays as

\[ \rho(R_p,t \to \infty) \approx \rho_\infty R_p B_1 \exp(-tDk_1^2), \]  

(36)

where \( k_1 \) and \( B_1 \) are the wavenumber and weight of the longest mode, respectively. The final decay time is thus

\[ \tau_1 = 1/Dk_1^2. \]  

(37)

In the large box limit \( R_b \gg R_p \), we obtain \( k_1 R_b \approx 1.571, \tau_1 = 0.405 R_p^2/D \) and \( B_1 \approx 0.811 R_b/R_p \). Equation 36 then predicts that \( \rho(t) \) becomes smaller than the infinite system plateau rate \( \rho_\infty \) when \( t \gg \tau_1 = 0.2416 \tau_1 \). In other words, \( \tau_1 \approx \frac{R_f^2}{D} \) is the time required to measurably deplete the box as a whole.

We use the simulation setup of Section IV A but replace the source boundary by a reflecting one (at \( R_b = 60 R_p \)). Figure 3b shows the radial dependence of \( C(r,t) \) at different times while the inset gives the time-dependent capture rate: the data agree with the theory. The rough estimate above gives a critical time \( \tau_c \approx 10^4 \tau_1 \) here, in agreement with the inset data.

C. Field-driven capture rate with a source boundary

In this section, we use a source boundary at \( r = R_b = 2\lambda_e \) and an absorbing one at \( R_p = r_f/\sqrt{2} \) (the nanopore). Figure 4 shows the time dependence of the capture rate \( \rho(t) \) for different field intensities \( \lambda_e \), for both the PCF and EAF approximations. The curves collapse remarkably well when the time axis is rescaled by the theoretical PCF transient time \( \tau_d(\lambda_e) \). The PCF capture rate rapidly decays to the predicted value at roughly \( t \approx \tau_d \). When we use the EAF instead, the curves

\[ 2\pi DC_0 \lambda_e \]
Figure 5 shows several steady-state concentration profiles $C(r, t \gg \tau_d)$ for both PCF and EAF. The $C(r, t \gg \tau_d)$ PCF curves, Fig. 5a, agree perfectly with the analytical solution, eq. [7] in particular, the depletion zones are barely larger than $R_p$ and get narrower at higher field. However, in the EAF case (Fig. 5b), there is a peak near the pore due to the locally flat field, and its position shifts closer to the pore when the field increases. Time-dependent concentration profiles are shown in the insets for $\lambda_e = 80 r_p$. A depletion zone quickly forms in the PCF case, as expected. However, the EAF concentration increases near pore due to the slower capture rate caused by the flat field; the increasing local concentration results in a higher capture rate; for times $t \geq 10^4 \tau_d$, however, these two effects balance each other and the steady-state is reached.

**D. Field-Driven capture rate with a reflecting boundary**

We now replace the SBC used in Section IV C with an RBC to investigate the impact of finite system size on capture. Figure 6 shows the concentration profile at three different times for a field intensity $\lambda_e = 20 r_p$ and different box sizes $R_p > \lambda_e$. We observe similar long-time behavior for both the PCF and EAF fields: the concentration near the outer, reflecting wall decreases with time since no new particles arrive from infinity in this case. Unsurprisingly, these effects happen earlier and are more severe for smaller system sizes $R_p$.

The rate at which the outer depletion zone propagates inward can be estimated as follows. If we assume that the concentration profile is a step function with $C \approx C_0$ up to the beginning of the depletion zone and zero beyond, the equation for the location $r(t)$ of the front is simply

$$2\pi r(t)^2 C_0 dr = -\rho e dt = -2\pi D C_0 \lambda_e dt,$$

with $r(0) = R_b$. The solution is

$$r(t) = R_b \times \left(1 - 3\lambda_e D t / R_b^3 \right)^{1/3}.$$

The time taken by this second depletion region to reach the pore is thus $\tau_t \approx R_b^3 / 3\lambda_e D = \tau_2(R_b, 0)$. However, we expect that the capture rate will start being affected roughly when the depletion region reaches the capture radius at $r = \lambda_e$, i.e. at time $\tau_t \approx \left[1 - (\lambda_e / R_b)^3\right] \tau_p$. The inset of Fig. 6a shows the time dependence of the capture rates for the PCF case. The size of the box plays no role at short times, but $\rho(t)$ decreases at longer times – similar to the field-free results in Fig. 5. The rough theory described above overestimates the time at which this happens by a factor of 10, not surprising given the fact that the propagating front is not a step function and thus propagates faster than assumed here.

**E. Time reversal and particle escape**

To better understand the dynamics of the particles at different radial distances $r$, we now study the inverse of the capture process by using an open boundary condition and an inverted PCF polarity. We start the particles one lattice site above pore and let them move away; however, we only record the data once the particles have reached the absorbing boundary used in the previous section. The time dependence of the mean radial displacement $\pi(t)$ can inform us about the relative importance of diffusion and electric drift during capture. Indeed, we expect that a particle moving away from the pore will go through two main phases: field-driven (as described by eq. [4] and diffusive when $r > \lambda_e$.

Figure 7 shows $\pi(t)$ vs $t$ for several field intensities $\lambda_e$, and the inset shows the local slope (i.e., the exponent $\gamma$ if $\pi(t) \sim t^\gamma$). We clearly have two regimes, with $\gamma = 1/2$ (diffusion) at long times $t > \tau_3$, preceded by $\gamma = 1/3$ (field-driven motion).

The data for different field intensities collapse if the distances and times are rescaled by the capture radius $\lambda_e$ and the cleanup time $\tau_3$, respectively, in agreement with our previous paper. However, the curves do not quite go through the...
FIG. 6. Scaled concentration $C(r,t)/C_0$ vs $r/r_p$ at times $t = 1700$ (---), $3500$ (- - -) and $7000$ (---) $\tau_d$ for a field intensity $\lambda_e = 20r_p$. The systems have a reflecting boundary at $r = R_b$, as indicated, and the pore is located at $R_p = r_p/\sqrt{2}$. (a) Simulation results obtained using the PCF, eq. [2] (b): Simulation results obtained using the EAF, eq. [28]. Inset in (a): Capture rate $\rho(t)$ vs time. The horizontal line is the steady state capture rate predicted by eq. [6].

The $[\tau_e, \lambda_e]$ point as one might have expected. The reason for this is the fact that eq. [5] considers only the deterministic effect of the field and neglects both diffusion and entropic effects. If we take volume (entropic) effects into account, the deterministic time $\tau_e(r)$ to reach a distance $r$ from the origin can be calculated by integrating the combined effects of the electric force $\nabla U_e$ and the entropic force $-\nabla U_e$:

$$\tau_e(r) = \frac{k_BT}{D} \int_0^r \frac{dr'}{\nabla U_e(r') + \nabla U_e(r')}$$

(40)

$$= \lambda_e^2 \ln(2r/\lambda_e + 1) - 2r(\lambda_e - r)/8D.$$  

A more accurate estimate of the time to reach the radial distance $r = \lambda_e$ is thus $\tau_e' = \tau_e(\lambda_e) = 3\ln(3)\tau_e(\lambda_e)$. Figure 4 shows that $\tau_e'$ agrees nicely with the simulation results. In the limit $r \gg \lambda_e$ where diffusion dominates eq. [40] gives $\tau_e \approx r^2/4D$ instead of the expected $\tau_e \approx r^2/6D$ in three dimensions: this is the reason why the black curve in Fig. 7 is below the simulation data. The EAF data are similar although not identical at short times due to the flat field (not shown).

V. CAN WE CONCENTRATE ANALYTES USING A TIME-VARYING FIELD?

Our KMC algorithm allows us to also study molecular mixtures as well as time-dependent fields. As an example, we now investigate (as a proof of concept) a process by which it might be possible to favour the capture of one molecular species in a mixture of two types of molecules that would otherwise have identical capture rates.

The steady-state capture rate is given by eq. [6]. Returning to the original variables, this can be written as $\rho = 2\pi C_0 D V r/\mu$, showing that while the mobility $\mu$ affects the capture rate, the diffusion coefficient $D$ does not. Let’s consider a mixture with two types of analytes having the same mobility $\mu_1 = \mu_2$ but different diffusion coefficients, with $D_2 < D_1$: can we design a capture process that would favor one species? An example would be free-draining molecules like DNA since $\mu$ is independent of molecular size (except for very short fragments), while $D$ depends on the size.

In order to bias the translocation process, we have to exploit the fact that $D_1 \neq D_2$, and this implies that we periodically turn the field off so that diffusion can play a role. One approach is to briefly reverse the field polarity to create a depletion region near the pore, and then turn the field off to let the molecules fill this region by diffusion—a slow process that
will bring more of the fast-diffusing, smaller type 1 molecule in the vicinity of the pore. If we then apply the translocating field for a short period of time, the nanopore will capture more type 1 than type 2 molecules. Repeating this pulse sequence should lead to a biased capture process. The duration of the three pulses in the sequence will be denoted \( t_\text{p} \) and \( t_\text{ref} \). According to eq. 41, the radius of the depletion region created during the reverse field phase is

\[
\Delta r_r \approx \sqrt[3]{3 \mu V r_c t_r}. \tag{41}
\]

During the recovery phase of duration \( t_\text{ref} \), the field is turned off and the molecules refill the depletion zone by diffusion. The change in radius of this region is thus

\[
\Delta r^{(1,2)}_\text{r} \approx \sqrt{6D_{1,2} t_\text{ref}}. \tag{42}
\]

Since \( D_2 < D_1 \), choosing \( t_\text{ref} \) such that \( \Delta r^{(2)}_\text{r} < \Delta r_r \) would minimize the concentration of type 2 molecules near the pore, while choosing \( t_\text{ref} \) such that \( \Delta r^{(1)}_\text{r} \geq \Delta r_r \) would maximize the capture of type 1 molecules. In the final capture phase, we want to capture the molecules in the region not yet fully refilled by the slowest type 2 molecules. Since this region has a radius \( \Delta r^{(2)}_\text{r} \approx \Delta r_r - \Delta r^{(2)}_\text{r} \), this means

\[
t_r > \tau_E(\Delta r^{(2)}_\text{r}, 0) \tag{43}
\]

where \( \tau_E \) can be estimated using eq. 44. As usual, the performance of such a system will be a trade-off between high selectivity and high capture rates.

The parameters and boundary conditions of our exploratory KMC simulations are guided by the theoretical elements presented above. Note that we impose a RBC at the pore (i.e., at \( r = R_b = r_p/\sqrt{2} \)) during the depletion/recovery phases to stop flow through the nanopore, while a source boundary is applied at \( R_b = 80r_p \). The system starts with a uniform concentration \( C_0 \). Since \( \lambda_e \sim \varnothing \) and \( \mu \sim D\varnothing \), we must have \( \lambda_e \propto 1/D \) in order to keep the mobility molecular size independent. In our simulations, we use \( D_1 = 2D_2 = 2D \) and a field intensity \( \lambda_e^{(2)} = 40r_p = 2\lambda_e^{(1)} \). In order to define the pulse durations in an unambiguous way, we need a time scale that does not depend on molecular size such as the cleanup time \( \tau_p \) needed to empty a zone of radius \( r_p \),

\[
\tau_p = \tau_E(R_p, 0) = r_p^3/3\lambda_e D, \tag{44}
\]

which is size-independent here since \( \lambda_e D \sim \mu \).

Using the previous guiding equations, we first test the following parameters: backward pulse \( t_r = 54\tau_p \ll \tau_\lambda \); refill time \( t_{ref} \approx r_p^2/6D_1 \approx 203\tau_p \); and capture time \( t_c = 1.4\tau_p \). Figure 8 shows the steady-state concentration pattern for the two particles at the end of the reverse (solid lines) and refill (dotted lines) phases. Clearly, the depletion zone at the end of the \( t_r \) pulse is larger for particle (2): this is expected since the pulses are designed to keep them far from the nanopore. The molecules then diffuse toward the pore during the \( t_{ref} \) phase: obviously, the gap between the dotted lines near the pore results in two different capture rates.

The two capture rates and their ratio can both be modified by changing the refill time, as shown in Fig. 9. The ratio of the two mean capture rates increases by a remarkable factor of 1000 here; however, the mean capture rates also decrease substantially (≈ 400 fold). An ideal device would have both a high capture ratio and a large capture rate, but in practice, this is not achievable: as usual in separation science, one has to choose between purity and speed. Optimizing the value of the other two time parameters is beyond the scope of this paper.

![Figure 8](image-url)  
**FIG. 8.** Scaled concentration \( C(r,t)/C_0 \) vs scaled radial distance \( r/r_p \) for two particles with same mobility but two different diffusion coefficients (see text) under a time-varying field, after 100 cycles. Solid lines: at the end of the reverse phase of duration \( t_r = 54\tau_p \). Dotted lines: at the end of the refill phase of duration \( t_{ref} = 203\tau_p \).

![Figure 9](image-url)  
**FIG. 9.** The ratio \( \bar{p}_1/\bar{p}_2 \) of the mean capture rates of the two molecular species (●), and the scaled mean capture rate \( \bar{p}_1/\bar{p}_2 \) of the favored species (○) vs the (scaled) recovery time \( t_{ref}/\tau_p \) for the system described in Fig. 8.
VI. DISCUSSION AND CONCLUSION

We have proposed a KMC algorithm that can efficiently map a spherically symmetric 3D drift-diffusion problem onto a 1D biased random walk, and we successfully tested it using the standard problem of the diffusion-limited absorption of point-like particles by a sphere in both finite and infinite systems.

Our new KMC algorithm allows us to investigate both the short-time and steady-state dynamics of capture when a point-like external field is added. Our simulation results are in excellent agreement with the theoretical steady-state infinite-system concentration profiles and capture rates in 3D, further supporting the validity of the algorithm. Moreover, the short-time data agree with our theoretical estimates of the steady-state time $\tau_d \sim 1/D\lambda e^2$ and of the size $r_d$ of the depletion region. We note that the depletion region is barely larger than the pore size, and that $\tau_d$ is too short to be observed in the lab.

Interestingly, when the short-distance field is modified to take into account the finite width of the pore, the flatness of the (EAF) field near the pore creates a local traffic jam resulting in a substantially lower initial capture rate and a much increased steady-state time $\tau_e$. Furthermore, the plateau concentration is moved to larger distances $r_d$. Nevertheless, the same steady-state capture rate is eventually reached, and both $\tau_d$ and $r_d$ remain too small to be observable in typical experiments. Crucially, these results strongly suggest that one should not expect any useful depletion region or concentration patterns near the nanopore.

When the system is a finite-size cavity, short time capture dynamics is similar to that observed in an infinite system, as one would expect. The region of the cavity that is beyond the capture radius $\lambda e$ acts as a reservoir. As this reservoir is being slowly depleted, an outer depletion zone propagates inward from the cavity walls. The capture rate starts to decay from its initial steady state value when the front of the outer depletion region reaches the capture region at $r = \lambda e$; however, since the time needed to reach this point increases rapidly with the cavity size ($\sim R^3$) if $R_b \gg \lambda e$, which is normally the case), the capture rate can only be affected in small systems.

Of course, our KMC algorithm can also be used to simulate single particles dynamics. We thus revisited the reverse-polarity single-particle escape process that we introduced in our previous paper.21 We again observe that the dynamics change from field-driven to diffusion-controlled at a distance $\lambda e$, as expected from theory. Exploiting the fact that our 3D to 1D projection adds an entropic force to the equation of motion, we have proposed an improved approximation for the time-dependent mean trajectory $r(t)$ of the particles, in excellent agreement with the simulation data.

In the last part of the paper, we proposed a novel pulsed-field nanopore-based scheme to separate two different types of molecules with the same mobility but different diffusion coefficients. Section V is intended to be a simple proof of concept showing that exploiting diffusivity differences might be possible. Clearly, one can change both the parameters, and even the shape, of the field pulses proposed here. For example, decreasing the recovery time can increase the ratio between the two capture rates, but at the cost of also decreasing the magnitude of both capture rates. In principle, one can also use an array of nanopores to enhance quantities, or a sequence of nanopores to enhance purity.
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Appendix A: The solution for a RBC and pure diffusion

With an ABC at $r = R_p$ and a RBC at $r = R_b$, the solution must satisfy the conditions $C(R_p, t = 0) = 0$ and $\partial_t C(r, t)|_{r = 0} = 0$. We first define $u(r, t) = rC(r, t)$ and substitute this into eq. (1) to obtain the simple differential equation

$$\frac{\partial u(r, t)}{\partial t} = D \frac{\partial^2 u(r, t)}{\partial r^2} \tag{A1}$$

Using the separation of variables method with $u(r, t) = \phi(r)g(t)$, one obtains

$$g(t) = \exp(-tDk^2) \tag{A2}$$

and

$$\phi(r) = A \cos(k(r-R_p)) + B \sin(k(r-R_p)), \tag{A3}$$

where $A$ and $B$ are constants and $k > 0$. The ABC at $r = R_p$ imposes that $A = 0$ and the RBC at $r = R_b$ leads to eq. [3] for $k$. Note that eq. [3] has an infinite number of roots $k_n$ and must be solved numerically. When $n \gg 1$, however, we find $k_n \rightarrow n\pi/(R_b - R_p)$. Since the eigenfunctions $\phi_n$ are orthogonal, using the initial condition $u(r, t = 0) = rC_0$, one can find the weights given eq. [3].
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