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I. INTRODUCTION

Random matrix models in the double-scaling limit of refs. [1–4] can be used to formulate a large number of two-dimensional (2D) Euclidean quantum gravity models on surfaces of arbitrary topology, at least perturbatively in the topological expansion parameter, \( \sim 1/N \). Here, \( N \) sets the size of the matrices, and is taken to be large. The formulation can often be extended to include non-perturbative physics too. In higher dimensions, quantum gravity can also be formulated on manifolds with non-trivial topology, although it is a harder task. Nevertheless, it is sometimes necessary to do so, because of certain physical questions that arise when studying for example, saddles of the Euclidean action that appear, such as black holes and wormholes. It would be useful to know in general what the rules are for how and when to include other topologies, and how to interpret the results. The success with understanding the holographic nature of gravity [5, 6] has been a powerful guide.

On the one hand, the “traditional” realization of holography, as embodied in the AdS/CFT correspondence [7–11], puts Lorentzian gravity (at least initially) on simpler surfaces, typically with one boundary and a bulk that is topologically trivial. This follows in part from the process that motivated the correspondence in the first place, taking limits on the gauge theory and gravity associated with the string theory D–branes that gave rise to them. (For example, roughly speaking, Lorentzian global AdS\(_5\) gravity is dual to a system with a single Hamiltonian \( H \), which a \( D=4 \) Yang-Mills theory.) Later, after going to the Euclidean section [12], defining Euclidean time \( \tau \) by taking \( t \to -i \tau \), (\( \tau \) has period \( \beta = 1/T \)) other topologies were seen to play a role, such as the large Euclidean AdS black holes that help capture, in gravitational language (i.e., the Hawking-Page transition [13]), the transition between the confined and deconfined phases of a dual Yang-Mills theory [10]. The preferred phases are determined by summing over all Euclidean manifolds \( M \), of both trivial and non-trivial topology \( \partial M \), that have the same boundary. (So \( \partial M = S^1 \times S^3 \) for the five dimensional case, and \( M \) can be thermal AdS\(_5\) or the AdS\(_5\)-Schwarzschild solution.)

It was noticed by Maldacena and Maoz [14] that creating wormholes by connecting two copies of the boundary seems to present a challenge for holography, since now the gravity interpretation implies a failure of factorization in the holographic dual. This concern has recently been heightened by the landmark results of Saad, Shenker and Stanford [15] (extended by Stanford and Witten [16]) that made it clear that Euclidean Jackiw-Teitelboim (JT) gravity [17–18] and several variants of it can be formulated as random matrix models. At the time these matrix model results appeared, a puzzle was that fact that the leading result for JT gravity, captured by Schwarzian dynamics (see e.g., refs. [19–23]) yielded a spectral density that was continuous, and so could not be interpreted as the spectrum of a holographic dual with a sensible Hilbert space [24–25]. The current view that followed from the appearance of the matrix model formulation of JT gravity is that the 2D gravity model (and its variants) is fundamentally equivalent to the matrix ensemble that defines it on arbitrary topology. This idea fit nicely with the continuous density of the matrix model
and moreover the presence of random matrix statistics gelled nicely with ideas about the black hole as a quantum chaotic system [20, 32]. These beautiful results have been taken by many to suggest that gravity is fundamentally an ensemble, which opens a can of worm(hole)s for higher dimensions, putting factorization and traditional holography in direct tension with each other. This is the factorization puzzle, and it has resulted in attempts to either shore up higher dimensional holography, or modify the matrix model in various ways to somehow preserve its gravitational content while recovering factorization. (For recent work see e.g., refs. [33, 34].)

This paper suggests that there is another interpretation that entirely resolves factorization, and fits seamlessly with what is known about traditional holography. Moreover it suggests a sharpening of the meaning to be given to the study of gravity on surfaces of higher topology (involving wormholes, etc.) in any dimension. (At least when a holographic dual is available.) The point of view will strongly urge, with a great deal of evidence, a re-examination of the idea that gravity is necessarily an ensemble. On the other hand, by examining in detail how matrix models actually work fully non-perturbatively they will be seen to contain very powerful (and beautiful) lessons for how gravity and topology work together with holography in all dimensions.

A hint of what is going in is already contained in the higher dimensional AdS/CFT example mentioned above. Two very different possible phases (confined and deconfined) of the gauge theory, represented by sectors with different topologies, were included in the Euclidean sum. Of course, this does not mean that multiple variants of the theory are simultaneously at play. Multiple options is simply a part of the Euclidean apparatus—the path integral evaluating different possibilities. The journey back to a Lorentzian interpretation of course yields the physics of the dual gauge theory with a single Hamiltonian.

The work of this paper will show that when fully nonperturbatively defined, the matrix model is an ensemble of discrete spectra that asymptotically resemble (in the perturbative limit) the leading (continuous) Schwarzian result. It immediately follows that any of them is therefore suitable to be the spectrum of a sensible quantum mechanical theory defining the holographic dual. It will then be further argued that the job of learning what the matrix model has to say about the physics is not finished until the journey to the Lorentzian problem is complete, and there, a single particular spectrum emerges as the holographic dual.\(^1\) This two-part demonstration entirely resolves the factorization issue, and in fact shows that 2D holography is quite similar to holography in higher dimensions.

Since the matrix model is able to capture the entirety of the Euclidean 2D gravity sum (because all the possible manifolds are fully classified), it is a particularly powerful and instructive laboratory. A key lesson is that the Euclidean gravity calculus is extremely resourceful in how it can capture the holographic physics using smooth geometry with various topologies. Sometimes in doing so it appeals to an infinite ensemble of variants of the theory to achieve this. This is not the same as saying that gravity is fundamentally an ensemble. It is just the power of the Euclidean approach.

The case of having two boundaries to the gravity bulk is an excellent illustration of this. Take the example of computing the spectral form factor [15, 22]:

\[
Z(\beta + it)Z(\beta - it) = \sum_{j,k} e^{-\beta(E_j + E_k)} e^{it(E_j - E_k)},
\]

where \(Z(\beta)\) is the partition function of the theory, and \(\beta = 1/T\) is the inverse temperature. The energies \(E_k\) are the spectrum of some Hamiltonian \(H\). Even if there is at early times \(t\), a regime where the physics has a perfectly good description in terms of a smooth spacetime dual geometry (as is the case in the matrix model - the spectrum is approximately smooth), at late \(t\) the quantity will be driven to a regime where correlations between discrete “microstate” energies produce a wildly oscillating quantity. This is perfectly fine, as there is no mystery as to the oscillations’ origin. However, this erratic behaviour cannot be captured in the smooth geometrical language of a gravity theory and so is hard to model within the Euclidean sum over geometries. Nevertheless, progress can be made by describing the ensemble of spectral form factors constructed from a family of Hamiltonians to which \(H\) belongs: \(\langle Z(\beta + it)Z(\beta - it) \rangle\). The wild oscillations for each member of the ensemble are in slightly different places in \(t\), and so the average of all of them yields a smooth function of \(t\), perhaps with broad features determined by the class of Hamiltonians under consideration. So now a smooth gravity dual description can emerge. It is a wormhole through the bulk connecting two copies of the boundary where \(Z(\beta)\) “lives”. This is precisely what happens in the matrix model.

\(^1\) There are subtleties in understanding the purely Lorentzian presentation of the quantization of JT gravity, as discussed in ref. [29], principally because it naturally has two boundaries. The approach taken here is that the leading result from the Euclidean approach, the effective Schwarzian action, is the beginning of a definition of the quantization. It suggests that there is a sensible Hilbert space, although incompletely described by the Schwarzian alone since the spectral density is continuous. Embedding it in the matrix model and carrying out the nonperturbative analysis of this paper shows how the discreteness arises, and equips the problem with a sensible Hilbert space. Interpreting the full matrix model correctly, it is argued, shows that a particular single Hamiltonian it picked out. Note that all of the structures involved in this matrix model approach apply to a wider set of 2D gravity models than just JT gravity, as will be discussed in Section II. Those models do not seem to have the Lorentzian puzzles presented by JT gravity, with its black hole and wormhole solutions. This is highly suggestive that this is a robust approach that gives a firm foundation for addressing the physics of JT.
It is natural to conjecture that a version of this is what is at work in other examples of holography, in various dimensions. Ensembles allow smooth Euclidean geometry to arise as an “average over ignorance”, when necessary. The combination of topology and smooth geometry will always allow for a Euclidean calculation of holographic dual physics. In this light, Euclidean wormholes should be considered no more mysterious than their black hole counterparts from the point of view of holography.

In short (!), the point of view of this paper is that rather than produce a factorization puzzle, the matrix model results have simply illustrated something profound about quantum gravity in all dimensions: Gravity is fundamentally not an ensemble, but as a tool for Euclidean computations of properties of its holographic dual, it can describe explorations of the ensemble through the use of smooth spacetimes with wormholes and other topologies.

Evidence for these assertions is needed, of course. It is best found by working in a situation where good control can be had over both gravity and the topology of the spacetimes it is placed upon. Hence the focus on the solvable case of two dimensions, through double-scaled matrix models. The need to fully understand the content of the matrix models is paramount, and for that non-perturbative methods are essential. Using them, it will be shown that there are features of the matrix model that fit extremely well with the above picture, and moreover that show that there are two precise mechanisms of just the kind described above for producing smooth spacetime geometry from the underlying matrix quantities. The first is the way familiar to most matrix model practitioners in the gravity context, and it is ‘t Hoofdian in spirit, fitting nicely with the intuition based on the topological organization of Feynman diagrams (and their dual tessellations) via the $1/N$ expansion \[35\]. The other way is in the original Wignerian spirit \[36\], and amounts to taking many copies of matrix spectra such that, even though they are discrete, the gaps between them get “filled in” to produce a smoothness that again yields a geometrical spacetime description. This latter mechanism, which is more overtly statistical, has been less well appreciated by the gravity community, but a key point of this paper is that both are at play when matrix models describe 2D gravity, whether it be for JT gravity and its variants, or for minimal strings and other applications.

Returning to the more controversial statement, the idea will be developed here, based on evidence to be discussed below, that the matrix model strongly suggests (in a Wignerian manner) the existence of an holographic dual to JT gravity with a single Hamiltonian. The ensemble of spectra appearing in the random matrix model, which undoubtedly precisely captures 2D gravity on Euclidean surfaces of general topology \[35 \[37 \[38\], is to be interpreted holographically not as JT gravity, but as an ensemble of the class of whatever single Hamiltonian characterizes JT gravity. Following the above discussion, it is entirely natural that they appear as part of the Euclidean framework. Specifically, everything will fit well with factorization, and with traditional holography, if there exists a dual for JT gravity (defined just on disc topology and then Wick rotating back to the Lorentzian picture) that has a single Hamiltonian. It has a discrete energy spectrum, but upon approaching energy regimes where the familiar Schwarzian description in terms of a continuous spectrum should be valid, it reproduces that physics.\[2\] (See figure \[1\] for an example, to be more thoroughly discussed shortly once conventions are established.)

For some Readers this will be a bridge too far. A fallback position is that somehow 2D gravity is a stark exception to how holographic duality works in other dimensions, and that there is no definite Hamiltonian, as is commonly stated as the current belief. Intuitively, this seems less elegant than having holography work the same basic way in all dimensions. Moreover, the current view has no natural explanation for the discrete structures that are uncovered in this paper. Instead, the proposal will be made, based on evidence to be uncovered below, that a definite dual exists, for every kind of JT gravity.

While this assertion that there is a single dual spectrum cannot be proven within the random matrix model itself, the idea here is that it definitely points to a potential loophole in the standard arguments underpinning the current belief that JT gravity cannot be dual to a system with a single Hamiltonian (see e.g. refs. \[24 \[25\].). A common feature of many arguments seems to be the fact that the continuous spectrum of the Schwarzian dynamics that arises on the boundary (see below) is inconsistent with having a well-defined Hilbert space. However, as will be shown, the matrix model points to a definite discrete spectrum that only becomes effectively continuous at large $E$. So this seems a good starting point for evading the usual arguments.

It is natural to wonder if there is room for such a possibility in non-matrix model approaches. Indeed, ample opportunity seems available if the higher-dimensional origins of the JT gravity action are examined. The JT gravity action can be obtained by dimensional reduction from e.g., a four dimensional Einstein-Maxwell system with an ansatz $ds^2=g_{ab}(r,t)dx^adx^b+\Phi(r,t)^2d\Omega^2$, where $d\Omega^2$ is the metric on an $S^2$ with coordinates $\theta$ and $\varphi$, and there is a magnetic flux $F_{\theta\varphi}=Q\sin \theta$. (See e.g., ref. \[39\] for a review.) A $T=0$ solution is of course the extremal black

\[2\] In all likelihood this extends beyond JT gravity to the many other kinds of gravity that can be captured by random matrix models.
hole throat AdS₂ × S² with \( \Phi^2 = Q^2 = A/4\pi = S_0/\pi \) where \( S_0 \) is the extremal Bekenstein-Hawking [40, 41] entropy. An efficient way of handling this is to work with a \( D=2 \) dilaton gravity action, with \( \Phi(r, t) \) as the dilaton and metric \( g_{ab}(r, t) \). The choice \( \Phi(r, t)^2 = S_0 + \phi(r, t) \) with \( \phi \) small compared to a large \( S_0 \) is what gives rise to JT gravity. From there, in an Euclidean approach (see the action below in equation (2)) \( \phi \) is integrated out, yielding \( R=-2 \) and leaving the Schwarzian action as the only dynamics on a fluctuating boundary of length \( \beta \). (Here \( \beta = 1/T \) is the period of Euclidean time \( \tau = it \).) The spectral density of equation (1) (below) emerges. Corrections to this yields perturbation theory organized in small \( \hbar = e^{-S_0} \) which can be interpreted as a topological expansion because \( S_0 \) multiplies \( \chi \) (the Euler number of the two dimensional \((r, \tau)\) manifold) in the two-dimensional action.

The effective 2D gravitational coupling is related to the 4D one as follows: \( G_N^{(2)} = G_N^{(4)}/S_0 \), and so it is weak for large \( S_0 \). So to understand how to do more that just perturbation theory about large \( S_0 \) requires going beyond the safe regime of (semi-) classical gravity. The discreteness in the spectrum shows up precisely when away from the large \( S_0 \) limit, hence leaving room for additional physics to be present in the Schwarzian gravitation.

The core point here is that the \( S^2 \) origins of \( \phi \) and its dynamics are important in the full story. Understanding the full spectrum of the (nearly) AdS₂ dynamics needs a proper handling of quantum gravity on the full \( \tilde{\text{AdS}_2} \times S^2 \), where the tilde is a reminder of the “nearly” aspect, that there is a boundary of finite length \( \beta \). This is highly analogous to what happens in higher dimensions. Just doing semi-classical gravity on AdS₂ without embedding it into a complete quantum gravity theory would never yield knowledge of the \( N=4 \) supersymmetric Yang–Mills holographic dual. The complete physics required reference to the \( S^5 \), yielding ten dimensional type IIB supergravity, then type IIB string theory, and then its D3-branes and their world–volume dynamics. Without all that (or something equivalent to it) a sensible \( D = 4 \) holographic dual cannot be discerned.

So there is room for a treatment of the \( \tilde{\text{AdS}_2} \times S^2 \) system that yields the discrete spectrum that might be expected on general grounds given the finite Bekenstein-Hawking entropy of the 4D black hole. Here is how it might have happened in the spirit of a “What Would Wigner Do?” approach to the problem of finding the dual Hamiltonian, \( H \), (or at least its spectrum) of the Lorentzian \( \tilde{\text{AdS}_2} \times S^2 \) system. Without the tools to solve for the desired Hamiltonian directly (following the upper path of figure 2), one might gather as much information as possible to constrain \( H \)’s properties, and then study the ensemble of Hamiltonians with those properties.
ties, to see if that approach might yield more information about \( H \)'s expected properties [36, 43]. Here, the input information for such an approach is the leading large \( E \) behaviour, which is the Schwarzschild spectral density (see equation [1] below). It implicitly determines the potential (probability density function) of the matrix model. The step that completes the story is then solving the model non-perturbatively [44, 47], and then (in Wignerian spirit) reading off the answer for what the dual Hamiltonian’s spectrum most probably looks like. This last step is what will be discussed at length in this paper, building on work started in ref. [48] that observed that the matrix model spectral density, although continuous, can also be written in as a sum of discrete peaks \( p(n; E) \), each of which is in one-to-one correspondence with the energy spectrum \( \{E_n\} \) shown in figure [1]. It is key here that no reference to Euclidean physics was made. This was a search for an answer to a purely Lorentzian problem of determining the complete Hamiltonian of the theory, expected to have a discrete spectrum because of the finite entropy.

Now notice that there is another interpretation of this same matrix model. Its ‘t Hooftian \( 1/N^{-1} \exp -S_E \) expansion can be interpreted (via its Feynman diagrams in the usual way) as a topological expansion in terms of Euclidean AdS\(_2\) geometries with handles. See the lower path of figure [2]. Of course, this is the content of the perturbative results [13] of Saad, Shenker and Stanford! Now it is (hopefully) clear that it all arrives as part of a Wignerian toolbox for finding the single spectrum of a Lorentzian theory.

The primary purpose of this paper will be to thoroughly explore random matrix models (especially of JT gravity and JT supergravity, but using matrix model building blocks that individually also have independent lives as other kinds of 2D gravity theories) deploying non-perturbative tools that are more forensically spectroscopic than usually used in the 2D gravity context (but are well-known in the broader random matrix community). The special kind of “microstate” spectrum \( \{E_n\} \) that emerges in each case is something that is present, incontrovertible, and perhaps surprising to many. It does not currently have a good explanation in the standard paradigm that regards JT gravity as fundamentally an ensemble, and so it is not clear what its role is in that framework. That could be taken as a telling sign, but of course it might be possible to give it a statistical interpretation and preserve the status quo.

Nevertheless, the strategy to be taken here is that this special spectrum is the matrix model’s way of strongly signaling what the spectrum of the single dual Hamiltonian is for JT gravity. If this is true, holography for 2D gravity becomes again more of a piece with AdS/CFT and holography in other dimensions, factorization is safe, and matrix models have given a new understanding of the role of Euclidean quantum gravity on surfaces of higher topology, in any dimension.

A. JT Gravity

As already mentioned, Saad, Shenker and Stanford [14] and Stanford and Witten [15] have shown that JT gravity (and several variants) on manifolds of arbitrary topology can be given a formulation as double-scaled random matrix models at least perturbatively in the topological expansion parameter \( \hbar \equiv e^{-S_0} \). The Euclidean action for JT gravity on a two dimensional manifold \( \mathcal{M} \) (with boundary \( \partial \mathcal{M} \)), which also includes a scalar \( \phi \) to yield non-trivial dynamics, is:

\[
I = -\frac{1}{2} \int_{\mathcal{M}} \sqrt{g} \phi (R + 2 - \frac{1}{2} \int_{\partial \mathcal{M}} \sqrt{g} \phi_b (K - 1) - \frac{S_0}{2\pi} \left( \frac{1}{2} \int_{\mathcal{M}} \sqrt{g} R + \int_{\partial \mathcal{M}} \sqrt{g} K \right),
\]

where \( R \) is the Ricci scalar and in the boundary terms, \( K \) is the trace of the extrinsic curvature for induced metric \( h_{ij} \) and \( \phi_b \) is the boundary value of \( \phi \). The constant \( S_0 \), which is in fact the \( T=0 \) entropy, multiplies the Einstein-Hilbert action, yielding the Euler characteristic \( \chi(\mathcal{M}) = 2 - 2g - b \) with \( g \) handles and \( b \) boundaries. Schematically, the partition function \( Z(\beta) \) of a model (in an Euclidean formulation where \( \beta = 1/T \) is the period of \( \tau = -i t \)) is:

\[
Z(\beta) = \sum_{g=0}^{\infty} Z_g(\beta) + \cdots = \int \rho(E) e^{-\beta E} dE ,
\]

where \( Z_g(\beta) \) is the contribution from working on manifolds \( \mathcal{M} \) with Euler number \( \chi \) but with \( b = 1 \). It contains a factor \( \hbar^{-\chi} \). The ellipses denote contributions beyond the perturbative expansion, which will be discussed considerably here. The continuous function \( \rho(E) \) has a topological expansion too, and also non-perturbative parts. It is often referred to as the “spectral density” in the JT gravity context, and one of the key points of this paper is that this name should be exercised with considerable care, because it is only partially true.

Pulling on this thread will unravel much of the contemporary narrative tapestry about 2D gravity, but happily, the threads will be swiftly rewoven into a new narrative that fits all the known facts, and solves several puzzles.

B. A New Arrangement for the Ensemble

An oft-repeated piece of folklore in this context is that since it can be captured by a random matrix ensemble,
JT gravity necessarily has a continuous spectrum. Nevertheless, a reconsideration of $\rho(E)$'s contents (begun in ref. [48]) will be developed in this paper that brings to the fore a very specific underlying discrete spectrum. As already stated above, it will be taken to be the actual spectrum of quantized (Lorentzian) JT gravity. The first 150 levels have been computed to good accuracy are displayed in figure 1 in the case of setting $\hbar = 1$ (It can be done for smaller values too). Notice that it is only at large $E$ (compared to $\hbar = e^{-S_0}$, which sets the size of the gaps in the spectrum) that an effectively continuous spectrum emerges. This then coincides with the large $E$ limit of the function $\rho(E)$, indeed corresponding to the leading order in topological perturbation theory (i.e., the disc), which for ordinary JT gravity is:

$$\rho_\text{disc}(E) = \frac{\sinh(2\pi \sqrt{E})}{4\pi^2 \hbar}, \tag{4}$$

which arises from Schwarzian dynamics [20, 24]. This function is plotted as the (blue) dashed line in figure 3, where it becomes increasingly valid to the right. Analogous spectra (and the accompanying proposal for their interpretation) will be made in several other JT models later in the paper.

For the evidence of this idea offered by the matrix model, return now to the fully non-perturbative matrix model function $\rho(E)$, and the note of caution sounded upon its first appearance above. For general $E$ it will be seen to be a blurred version of the physical spectral density, where the word “physical” privileges the perspective of the gravity theory, and not the matrix model. Specifically, it is a fact it can be written uniquely as:

$$\rho(E) = \sum_{n=0}^{\infty} p(n; E), \tag{5}$$

where $p(n; E)$ is an infinite family of specific peaked functions that are probability density functions of the $n$th energy level or microstate in the matrix ensemble, satisfying $\int p(n; E) dE = 1$. The mean energies of these distributions will be denoted as the set $\{E_n\}$, for $n=0, 1, \ldots, \infty$, and it is this that is proposed as the JT gravity “microstate” spectrum, where $E_0$ is the ground state.\footnote{Another natural possibility is to use the top of each peak $p(n; E)$, defining the most frequent energy at level $n$. Either is a good choice, and it is not clear at present which prescription is correct. This requires further work. Other prescriptions for picking a representative energy at each level could emerge too. The point here is that there is some definite spectrum, and the peaks indicate its typical form. The choice used in this paper, the mean, seems appropriate since there is another natural object in the theory, a D-brane partition function, whose zeros represent the mean eigenvalues of the size $(N-1)\times(N-1)$ matrix, as will be discussed in Section II F. That such an object appears naturally in the theory is suggestive that mean values correlated across the entire matrix are a sensible notion. Ultimately, this detail matters less than the core idea that some definite discrete spectrum emerges at the end as the dual spectrum.}

Strong evidence using matrix model analysis will be given below that the set $\{E_n\}$ does indeed have an interpretation as a very specific spectrum. In fact, these points will be shown to be the fully non-perturbative “locations” of a kind of D-brane of the model. (Incidentally, whether the proposal is accepted or not, this paper uncovers new tools for understanding D-branes non-perturbatively in the matrix model that can be applied while motivated by standard interpretations.)

The $\rho(n; E)$, many of which will be computed later in several examples, should be thought of as broadened...
The non-perturbative physics manifests as undulations in $\rho(E)$, its two point correlator $\langle \rho(E)\rho(E') \rangle$, and higher point correlators. Much can be learned about various phenomena from even just the leading form of these undulations, as is done in most of the literature on these matters (see e.g. the early work in refs. [15] [52] [53]). The form can be deduced without full knowledge of the complete non-perturbative formulation, using methods [15] equivalent to using [51] a certain WKB approximation to be reviewed below. For JT gravity it is (for $E > 0$):

$$
\rho_{\text{sc}} = \rho_0(E) - \frac{1}{4\pi E} \cos \left( 2\pi \int_0^E \rho_0(E')dE' \right),
$$

where $\rho_0(E)$ is in equation (4), and it is a good approximation toward larger $E$. At small enough $E$ it becomes inaccurate and eventually breaks down, as shown in figure 3 (red dash-dot line).

However, for many issues, there is no substitute for knowing the full non-perturbative physics. It is having access to it that yields the knowledge of the “microscopic” physics underlying $\rho(E)$’s ubiquitous undulations. This informs equation (5), leading to the idea that it represents a discrete spectrum with a family of broadened peaks. The broadening is a consequence of the fact that a random matrix ensemble is being used to study the gravity theory. It is not a bad thing, but actually a rather powerful trick. As will be discussed in the next sections, it is precisely this broadening phenomenon that is responsible for the matrix model being able to yield smooth geometries of diverse topology, and it has proven to be a powerful tool for analysis of many key aspects of the physics. However, what the matrix model is actually doing needs to be re-assessed in the light of what has been suggested above about the meaning of the spectrum. Even a single copy of the full $\rho(E)$ should instead be regarded as an ensemble of JT gravity-like spectra and quantities like $\langle \rho(E)\rho(E') \rangle$ are really spectral correlations averaged over families of JT theories. (A core point of this paper is that this is just fine in the Euclidean approach, and does not imply a fundamental ensemble dual.)

This will take some getting used to, but as mentioned above, it will have the pleasant consequence of placing the holographic discussion of JT gravity and its variants on a much more similar footing to that of higher dimensional AdS/CFT, and in the process entirely resolve the factorization puzzle in all dimensions.

C. Rethinking Random Matrix Models

It is a common phenomenon in many walks of life that sometimes confusion arises when the instrument being used to study a thing gets mistaken for the thing itself. The idea here is that perhaps this has happened with the matrix model, leading to a sharp example of the factorization puzzle, and much understandable concern that

---

6 Even in the very simplest, Gaussian, matrix models, the $p(n;E)$ have no known analytic form and must be computed by numerically evaluating certain Fredholm determinants. Later in this paper, more of these peaks will be computed for JT gravity, and for several JT supergravity examples, up to an energy level where certain semi-classical techniques can be used to determine their location to arbitrarily high levels with extremely high accuracy.

7 The existence of alternative non-perturbative approaches, and how to cross-compare them, has discussed recently in ref. [51].
gravity must somehow necessarily always be an ensemble average of multiple variants of its holographic dual. (See e.g., discussion in refs. 11, 13, 52, 54, 55 and e.g., refs 44, 47 for recent attempts to resolve the puzzle by making modifications to the matrix model.)

Well, the matrix model framework is a controllable model of emergent gravity, i.e., it allows for complete control of the all the physics, and it is only in the perturbative, regime that smooth Euclidean geometry arises. From the perspective of this paper (but also, operationally from how the integrals in ref. 13 work at any order in perturbation theory), smooth geometry arises when the gaps in the spectrum can be ignored, effectively allowing a smooth spectral density to be substituted. This is necessary (but not sufficient) condition for a smooth spacetime geometry description. There are in fact two different ways this can happen, and it is worthwhile examining them in two separate types of scenario: Geometries with a single boundary, and geometries with multiple boundaries. The latter of course famously involves wormholes.

**Single Boundary: Rethinking the Partition Function.**

Consider geometries with a single boundary. They contribute to the partition function \( Z(\beta) \) in equation (3)–the disc, torus with a hole, double-torus with a hole, etc. As already seen, the gaps in the spectrum can be neglected by having large \( E \) compared to \( \hbar = e^{-S_0} \), (or large temperature \( T = \beta^{-1} \)). The smooth function \( \rho_0(E) \) can be used, plus possible corrections perturbative about the large \( E \) limit. This can then be connected to path integrals over the appropriate smooth hyperbolic manifolds in the usual way, as elegantly described by ref. 15. This is the first route to smoothness.

A key point here is that even though one is in the matrix model, averaging over many spectra, all matrix spectra in this limit have the same large \( E \) form, and so there is no interpretational worry about ensembles here. The average \( \langle Z(\beta) \rangle \), which is really what the matrix model is computing, coincides well enough with \( Z(\beta) \) for a single copy of the spectrum, as long as \( E \) is large. To a good approximation then, the role of the matrix ensemble here is entirely in the ’t Hooftian spirit of providing an elegant method for enumerating the geometry.

As \( E \) gets small enough (compared to \( \hbar \)) so that the continuum description of the spectra breaks down, things are somewhat more subtle. If there was just a single copy of the spectrum, with discreteness appearing, it would no longer be possible to ascribe a geometry this regime. This does not mean that access to the physics is lost, but just that a spacetime geometrical language is no longer the best tool. However, more can be done with a continuum language because a second kind of filling of the gaps to obtain smoothness is possible. By combining an entire ensemble of spectra (each looking a bit like figure 1 but the locations of the discrete energies are different in each case), the gaps fill in to make the smooth \( \rho(E) \)–now the Wignerian spirit is in play! This smooth function can be Laplace-transformed according to equation (3) and used as the result for \( Z(\beta) \). But now it is really important that it be understood as \( \langle Z(\beta) \rangle \). This is usually referred to as the non-perturbative partition function of JT gravity but from the perspective of this paper, this is not really what it is. It is the average partition function of an ensemble of spectra, only one of which is the one identified as the JT gravity (dual) spectrum. This is the first example illustrating the opening conjecture about how to reinterpret the matrix model’s Euclidean quantum gravity sum over surfaces of higher topology.

Simply put, this recasts the matrix model as an ensemble of JT gravity-like duals. One spectrum–the average or typical one, in the spirit of Wigner–is JT gravity (or more precisely, the spectrum of its holographic dual). So what are all the others? Clearly they must correspond to deformations of JT gravity. This point will be returned to in a while.

**Clues from Thermodynamics**

Before skepticism sweeps in, if it hasn’t yet, note that this perspective immediately solves a known puzzle about the thermodynamics: If \( \langle Z(\beta) \rangle \) is the partition function, one should be able to compute the free energy from it, and hence the entropy, \( S(T) \). Starting with the simple Schwarzian result \( Z_0(T) \), this fails to give a sensible answer 50. At some finite \( T \), \( F(T) = -T \log Z_0(T) \), which has negative slope, develops a maximum and then starts decreasing again. The entropy is therefore starting out positive, decreasing to zero at some finite \( T \), and then going negative. In fact, it eventually diverges, negatively. Adding perturbative corrections does not help. Clearly this is not good behaviour for an entropy. Moreover, it never gets to \( S_0 \), which it is supposed to at \( T = 0 \). It is natural to assume that this could be due to the fact that the realm of validity in which Schwarzian was derived breaks down at small enough \( T \), and that it would be solved once the full non-perturbative corrections are included. In fact, they do not help, as reported in ref. 50, with \( S \) derived from the full \( \langle Z(T) \rangle \) still going negative at some positive \( T \).

---

8 Not all double-scaled matrix models with smooth \( \rho(E) \) have a smooth spacetime interpretation. The Airy model, for example, since it arises as the double-scaling limit of the Gaussian model, has no surfaces at all. Its “bulk” spacetime physics is entirely topological.

9 This was noticed in collaboration with Robie Hemmigar, Felipe Rosso, and Andrew Svesko in March 2020, but left unpublished as it wasn’t clear at the time what the meaning was.
Ref. [56] attributed to the matter to the issue of computing $F_Q(T) = -T \langle \log Z(\beta) \rangle$ vs. $F_A(T) = -T \log \langle Z(T) \rangle$, i.e. the quenched free energy instead of the annealed free energy, in the language of disordered systems. Later, some techniques for computing $F_Q(T)$ in the matrix model gave results in the ultra-low $T$ limit [57, 58], and in refs. [48, 59] it was done successfully for complete matrix models using various methods, and in particular for JT gravity.

However, the question of what it all means can still be asked. The answer is well known in the disordered systems literature, and it gels perfectly with the Wignerian perspective presented here. Generically, the annealed free energy of a system starts giving wrong answers at low temperatures because atypical configurations of the system are making large contributions to the sum. Such contributions become more prevalent at low $T$. Notice that they simply add up in the average partition function, and then the log is taken. This will generically give a free energy that is smaller than the true value. On the other hand, the contributions of such configurations wash out in the quenched free energy upon averaging the logarithm of the partition sum. The final result for $F_Q(T)$ should therefore be attributed to the contribution of the most typical or average configurations of the system.

Clearly a random matrix model is an excellent testbed of this framework. Now “configurations” are replaced by “matrix spectra”. This was explored in ref. [59] where a number of matrix models (with actual matrices) were explicitly queried by computing $F_Q(T)$ and $F_A(T)$. Some of the results will be recalled later. In this paper, it will also be observed that if one computes the mean spectrum $\{E_n\}$ for a matrix model, and then directly evaluates the free energy $F_m(T) = -T \log \langle \sum_{n=0}^{\infty} e^{-E_n/T} \rangle$, the result (although not identical to it) correlates well with $F_Q(T)$.

This also fits explicitly with the description above of how $\langle Z(\beta) \rangle$ is built by the matrix model. At successively lower $E$ (and hence $T$), in a given interval size $\delta E$, the smooth $\rho(E)$ it is made from includes successively more contributions that are atypical, because the variance of the peaks $\rho(n; E)$ grows with lower energy. See figure 5.

So the $F_A(T)$ built from it will be increasingly afflicted by atypical configurations that skew the free energy result.

The suggestion is clear then. Correct and sensible thermodynamics derived by computing $F_Q(T)$ (averaging correctly over the entire ensemble of spectra) shares properties with the free energy of a single spectrum, taken here to be the mean spectrum. This lends a lot of support to the idea that the dual of JT gravity is has this (or similar) single spectrum. So since it is an ensemble average over a class of such spectra, each of which is in the class (defined by the matrix model) of Hamiltonians dual to a JT gravity:

- The random matrix model is an ensemble of Hamiltonians dual to JT gravity-like theories.

Each different spectrum deserves to be thought of dual to a cousin of JT gravity, and it seems natural that they can be thought of as deformations of JT gravity. This immediately follows from the fact that deformations of JT and SJT gravity correspond to deformations of the matrix model potential [60–62]. This changes $\rho(E)$, and hence the pattern of peaks $\rho(n; E)$, and consequently the set $\{E_n\}$ will change.

Two Boundaries: Rethinking the Spectral Form Factor

Having two boundaries is necessary to describe, for example, the spectral form factor (see refs. 30,32 for early work in this context):

$$Z_m(\beta + it)Z_m(\beta - it) = \sum_{j,k} e^{-\beta(E_j+E_k)} e^{it(E_j-E_k)}, \quad (8)$$

where it is intentional that there are no averaging signs around this quantity. What is meant here by $Z_m(\beta)$ is the partition function built from a single copy of the spectrum, i.e. the mean spectrum $\{E_k\}$ that is a good representative of the proposed dual. In such a case, it is inevitable that the discreteness of the underlying microstates must make their presents known in the physics. The limit of late time $t$ yields a particular pattern of (seemingly erratic) oscillations due to correlations between the discrete states. As a look ahead to later in the paper, see the red curve in figure 6. The first 175 discrete states of the JT spectrum $\{E_n\}$ were computed to good accuracy and used to construct the spectral form factor.

To be clear, at any $t$ the matrix model gives a specific understanding of what such states look like (in fact they they can be regarded as D-branes; See section [117]. and
so there is no mystery as to their meaning. Their description, and how they play in the spectral form factor, does not involve a smooth geometrical language however, due to the gaps in the spectrum as \( t \) becomes large enough. Again, the gaps can be filled in even at large \( t \) by taking multiple copies of an ensemble of spectra. This gives an effective continuous spectral function, the matrix model \( \rho(E) \), that has the gaps filled in, with only the bumps present.\(^{10}\) Now the resulting continuous spectrum allows a smooth geometrical description to emerge: It is the wormhole.

The price paid for this process is a loss of the effects of the precise microstate spectrum. The oscillations of the spectral form factor are replaced instead by the softened aggregate behaviour of all the spectra, and the resulting “ramp” and “plateau” behaviours, nicely produced by the wormhole (see the solid black line in figure 6).\(^{10}\) As the Lorentzian microstate spectrum is one of the best examples of the class of the spectrum to which the specific spectrum belongs. Of course, such universal information is nice to have, but it must not be forgotten that specific information about the actual spectrum is of interest to, for studying the specific quantum gravity of interest. (See Section 1 for further discussion of wormhole emergence, as well as the brief comment on implications for string theory a few paragraphs down from here.)

\(^{10}\) Notice that this is highly analogous to smearing D-branes or fattening them into supergravity objects in higher dimensions.
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**Figure 6.** The spectral form factor for the mean spectrum \( \{E_n\} \) (red, jagged) plotted against the ensemble averaged quantity, for JT gravity (black, smooth). The two curves follow each other closed at early times before the red curve begins fluctuations. The averaged quantity saturates to the plateau value \( Z(2\beta) \). Here \( \beta=1/2 \), and \( h=1 \).

---

**A Happy Implication: No Factorization Puzzle**

The overall point here is that the matrix model renders everything smooth by lumping discrete spectra into the simple object \( \rho(E) \), making the passage to smooth geometry possible, in the spirit of ‘t Hooft. But it does this at the cost of involving all the spectra, in the spirit of Wigner. If the full matrix model spectrum is regarded as equivalent to that of JT gravity, as is currently conventional wisdom, then inevitably one must conclude that gravity is an ensemble, and all sorts of factorization issues arise (see earlier references), and questions about AdS/CFT in higher dimensions. But the alternative interpretation given here, strongly suggested by the matrix model itself, and the thermodynamics, and bolstered by the several steps of the discussion above, is that JT gravity (defined on the disc topology and then Wick rotated to the Lorentzian signature) has a discrete spectrum (but becoming effectively continuous at large \( E \)). This is also the spectrum of its holographic dual. The pleasingly simple logical conclusion, already made above, is that the matrix model has two complementary interpretations: The Wignerian one picks out a single spectrum as the Lorentzian answer (the peaks show that there is a preferred one) while the ‘t Hooftian one gives the expansion over all Euclidean geometries, which are in a definite sense “built” from smooth data involving the whole set of spectra.

At risk of seeming repetitive, this implies that there is no factorization puzzle forced upon us by JT gravity after all. Also, it makes the story of holography for JT gravity much more like higher dimensional AdS/CFT, and likely contains lessons for how to understand Euclidean computations in that context. (In case it is not clear, the analogue of the gauge theory dual in this story is the single copy of the spectrum, \( \{E_n\} \).)

**A Note on String Theory**

The above ideas and considerations about how wormholes appear through ensemble averaging the spectrum of 2D gravity theories applies to random matrix models more general than those that pertain to JT gravity. Of course, random geometries with wormholes and higher topology are necessary for defining string theory world sheets, and the picture of this paper sheds some interesting light on how string theory works as well as it does. The limit of large \( E \) discussed here is equivalent to small loops. Translating that to string diagrams, one get small strings, in other words, the limit where \( \alpha' \) is small, corresponding to the point particle limit. There, perturbative string diagrams, such as the propagator for a closed string, again make sense as pertaining to mostly a single copy of a 2D gravity spectrum.

Going to the limit where closed strings can become long is the analogue of the late \( t \) limit of the spectral form factor discussed above. Using a single copy of the
2D gravity spectrum would mean that the physics will begin to enter a regime where the discreteness cannot be ignored, threatening a breakdown of worldsheet geometry. However, a smooth worldsheet description can still be obtained, by performing the averaging over an ensemble of different discrete 2D gravity spectra, resulting in the smooth $\rho(E)$ in a matrix model description. Now the emergence of the wormhole is possible, which in this case is the smooth closed string propagator, but now in the limit where strings are long, bringing into play all the essential UV behaviour that makes string theory work so well. This picture is worth exploring further.

**D. Tour of the rest of this Paper**

The next task is to survey and understand the tools needed to excavate the many results upon which the discussion above has been based. It is worth noting again that the tools and results to be discussed are useful regardless of whether one sits firmly on the Wignerian or 't Hooftian side of the aisle, accepting the new interpretation or not.

At this point, it would normally suffice to introduce the effective one dimensional quantum mechanics problem that emerges from the double-scaled matrix models, in terms of which everything can be succinctly computed. However, it has become clear that this formalism often seems to some Readers like a piece of magic, and so some attempt will be made to reach back a somewhat further into the machinery in order to appreciate all the moving parts. Another reason to do so is because presentations of matrix models in this context tend to keep in the foreground what might be called a 't Hooftian perspective, focussing on continuum quantities that will yield smooth spacetime surfaces. The Wignerian perspective, much more statistical in character, is relatively neglected. Clearly from the results discussed already, both perspectives are needed in equal measure and so it is high time for this emphasis to change.

Accordingly, the long Section II that carefully describes the engine room of all the computations, will move back and forth between the perspectives, first II A developing the usual tools such as the Dyson gas picture, and the orthogonal polynomials, and II B the curious one-dimensional model of quantum mechanics that emerges in the double scaling limit. This model (which is not the quantum mechanics dual to JT in any direct sense) is often regarded as confusing, not the least because of the way it is used, and so some key remarks about how it works are made, by connecting to a many-body fermion picture II C of the Dyson gas dynamics.11 There is a nice dictionary between computations in the two systems that deserves emphasis (some of this material was recently put into ref. [51], but will be recalled and expanded upon here). Subsection II D then jogs back a bit to develop the statistical picture, which has a much older history than the methods described so far. From there, a core object, a certain “self-reproducing” kernel $K(E,E')$ will appear. It is a rather stunningly beautiful object in terms of which all statistical questions about the matrix model can be answered. It is the natural link between the two perspectives. On the one hand, its diagonal gives the smooth spectral density $\rho(E)$, and on the other hand, statistical results can be expressed in terms of determinants of it, bringing its off-diagonal elements into play.

But there is different determinant that is needed in order to derive the (proposed) JT gravity spectrum, discussed in Subsection II E. It is not a determinant of $K(E,E')$ but a much more subtle animal. Asking about the “gap probabilities” of individual eigenvalues in a given energy interval will have an answer in terms of the properties of an integral operator that lives on that interval, defining a Fredholm problem whose kernel is $K(E,E')$. The determinant of that integral operator (subtracted from the identity) is the Fredholm determinant. The matter of computing probability distributions from this object, and the fascinating new kinds of distributions that arise in various problems, is a rich area of modern mathematical physics, statistical physics, and computational physics. Some key aspects are developed in this section, including some discussion of the (necessary) numerical computational techniques needed to extract answers.

Subsection II F returns again to a more space-time perspective, quickly discussing the insertion of loop operators and D-branes into the formalism, and reinterpreting a special case of the wavefunctions of the quantum mechanical problem of subsection II B in this light. (This is often referred to as the FZZT D-brane partition function.) It is also a natural bridge between the two perspectives, since $K(E,E')$ can be built out of its WKB form will turn out to be useful for certain computations. The free energy and spectral form factor computations for double-scaled matrix models are discussed in subsections II G and II H, where they are compared to the same quantities computed for the single special copy of the (mean) spectrum.

Throughout this long section, the tools and ideas are illustrated with the simplest matrix model of all (in this context), the Gaussian unitary ensemble, a model of $N\times N$ Hermitian matrices that at large $N$ yields the Airy model after “double” scaling (although here this really just means “scaling” with $N$. There are no higher order couplings to tune to justify the term “double”). It is not a model of gravity that has smooth surfaces of finite area (it is a topological gravity model [63]), but nevertheless serves as a good testbed since on the one hand many results for it can be written analytically, and on the other
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11 The Author is grateful to Robbert Dijkgraaf, Felipe Rosso, Edward Witten and Herman Verlinde for many questions about the formalism that made it clear that some exposition was needed. The act of writing it was very useful.
hand, large Hermitian matrices with Gaussian probability distributions are readily simulated with a few lines of code on a modest computer. The results can be "double-scaled" too. So everything can be checked and illustrated explicitly against an ensemble of actual matrices, which is useful for checking intuition.

Subsection III discusses some Bessel models as another set of models that can be simulated with actual matrices, extracting their "microstates" using the Fredholm techniques, and studying their thermodynamics (following on some work done in ref. [69]). They help as a quite different setting for seeing in action some of the tools developed earlier, and also serve as precursors of important features that will appear in JT supergravity.

Section III begins the discussion of matrix models that yield JT gravity, applying all the tools developed to extract the various results that underpin the perspective and proposal presented in the introduction. Some of these results were presented, briefly, in the Letter of

Section IV presents the JT supergravity results for four models.

Section V will end with some discussion, which will be mercifully brief since so much as already been said in the Introduction.

II. DOUBLE-SCALED MATRIX MODELS

A. A Search for Gravity

Central to the discussion are random matrix models in the "double scaling limit" [11][12][13]. In the simplest matrix models, the probability distribution of the $N \times N$ Hermitian matrix $M$ is $p(M) = e^{-TV(M)}$ with Gaussian $V(M) = \frac{1}{2} M^2$ being the most famous prototype à la Wishart and Wigner [30][31]. A more general polynomial will be of interest when trying to capture a theory of gravity:

$$V(M) = \sum_p g_p M^p.$$  

(9)

The matrix model partition function $Z = \int e^{-TV(M)} dM$ can be thought of as a toy field theory, and given a Feynman diagrammatic expansion. At large $N$, these diagrams can be viewed (following 't Hooft [35], Brezin et. al., and Bessis et. al. [38][68]) as tessellations of 2D Euclidean spacetimes, each order in the $1/N$ expansion corresponding to the topology upon which the diagrams can be drawn. So perturbatively the matrix model partition function can be written: $Z = \sum_{g=0}^{\infty} Z_g N^{2g-2}$, where $Z_0$ is the sum of all diagrams that can be drawn on the sphere, $Z_1$ the sum for the torus, and so on. On any genus, one can compute the area $A$ of the dual surface using the number, $n$, of faces in a given triangulation (each has on average an area $\sim \delta^2$ that can be set to unity in this initial discussion). In a study of random surfaces with some "bare" cosmological constant $\mu_B$, denoting the partition function (a bit unconventionally) by $\tilde{F}(\mu_B)$, the fixed area dependence can be isolated by a Laplace transform

$$\tilde{F}_0(\mu_B) = \int_0^\infty dA e^{-\mu_B A} \tilde{F}_0(A),$$  

(10)

(this is a sum over $n$ in a discrete model) and it is known [70][71] that $\tilde{F}_0(A) \sim e^{\mu_* A^\gamma_s - 3 \cdots}$, where $\gamma_s < 0$ is an exponent that depends upon whether there are additional "matter" degrees of freedom living on the random surface ($\gamma_s = \frac{1}{2}$ when there are none), and so

$$\tilde{F}_0(\mu_B) \sim |\mu_B - \mu_c|^{2-\gamma_s},$$  

(11)

which shows (upon computing the expectation value of area by differentiating with respect to $\mu_B$) that there is a special point to tune to ($\mu_B \rightarrow \mu_c$) where surfaces with large areas dominate the physics. In defining a theory of smooth surfaces (where details of the tessellations don’t matter, i.e., the typical triangle area, $\delta^2$, is vanishingly small compared to the overall area), this is a good place to tune to, and this is what the double-scaling limit does. It is a combination of sending $N \rightarrow \infty$ (to get the topological expansion) while tuning the couplings $g_p$ in the potential (9) to critical values such that $\tilde{F} \sim \mu^{2-\gamma_s}$ where $\mu$ is the scaling piece of $\mu_R = (\mu_B - \mu_c) = \mu \delta^2$ as $\delta \rightarrow 0$. How this works will be unpacked below.

Writing $M = U A U^{-1}$ where $U$ is a unitary matrix and $A = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_N)$, the matrix model can be written as (up to a constant coming from integrating over the volume of the unitary group):

$$\tilde{Z} = \int \prod_i d\lambda_i \prod_i (\lambda_i - \lambda_j)^2 e^{-\sum_i V(\lambda_i)},$$  

(12)

where the square of the Vandermonde determinant $\Delta(A) = \prod_{i<j}(\lambda_i - \lambda_j) = \det ||\lambda_i^j||$ is the Jacobian for the change of variables from $M$ to $A$.

The standard route taken at this point is to take a large $N$ limit and search for a smooth description, a certain leading saddle point solution, which will correspond to the leading contribution with spherical topology. Corrections to that are then developed in a $1/N$ expansion. This will be briefly reviewed in a moment. However, it should not be forgotten that at the heart of it all is a statistical system, with an underlying ensemble of random matrices. Expression (12) says that the probability of finding the $N$ eigenvalues in positions/values $\{\lambda_i\}$ is given by the integrand. Moreover, it is natural to ask about fewer groups of eigenvalues by simply integrating
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12 Some excellent reviews often mentioned are refs. [62][63], but two excellent books with a non-gravitational perspective that will help with the statistical view are refs. [68][69].
out as many as desired. This will be returned to in Section [F].

It is useful to think of the system as a “Dyson gas” of particles (at positions \( \lambda_i \)), and write it as:

\[
\tilde{Z} = \prod_i d\lambda_i \exp\left\{-N \sum_i V(\lambda_i) + \sum_{i \neq j} \log|\lambda_i - \lambda_j|\right\},
\]

making explicit an effective logarithmic repulsion in addition to the applied potential \( V(\lambda) \). Additionally, the choice has been made to rescale \( \lambda \to \lambda/\sqrt{N} \), which will ensure the the eigenvalues occupy, at large \( N \), a fixed finite segment on the real \( \lambda \) line as \( N \) grows. A factor of \( N \) in front of \( V(\lambda) \) then restores the canonical scaling (see refs. [65–67]).

Figure 7. The Dyson gas at large \( N \).

\(-a < \lambda < a\), has leading behaviour of \( 1/\lambda \) as \( |\lambda| \to \infty \) (following from the density’s normalization condition) and that has discontinuity \( (V(\lambda + i\epsilon) = V'(\lambda) + \pi i \tilde{\rho}(\lambda) \). A solution can be found by writing

\[
F(\lambda) = \frac{V'(\lambda)}{2} - Q(\lambda) \sqrt{\lambda^2 - a^2},
\]

where \( Q(\lambda) \) is a polynomial (two orders fewer than \( V(\lambda) \)) whose coefficients are fixed by requiring the leading large \( \lambda \) behaviour. The density is then

\[
\tilde{\rho}_0(\lambda) = \frac{1}{\pi} Q(\lambda) \sqrt{a^2 - \lambda^2}.
\]

The double-scaling limit (\( N \to \infty \) with \( g_q \to 0^+ \)) [14] focuses on the scaling region in the neighbourhood of an endpoint (see e.g., Refs. [73, 74] for discussion and classification of this behaviour), magnifying it while sending the other end to infinity, as will be done shortly.

It might be useful to be very specific. Consider the prototype Gaussian case with \( N \times N \) Hermitian matrices. Then it is easy to see that \( a = 2 \) and \( Q(\lambda) = \frac{1}{2} \), and so the result can be written as

\[
\tilde{\rho}_0(\lambda) = \frac{\sqrt{4 - \lambda^2}}{2\pi},
\]

the famous Wigner semi-circle law. This can be checked explicitly experimentally by sampling an ensemble of \( 100 \times 100 \) Hermitian matrices, randomly generated on a computer using Gaussian probability. See figure 8 and footnote [14] describes how to make it

13 There are several excellent reviews of this. See e.g. refs. [65, 67].

14 A computational aside: This came from writing a MATLAB loop that, in each iteration, generated a sample \( 100 \times 100 \) Hermitian matrix \( M = (C \times \text{transpose}(C))/2 \) with Gaussian probability through random complex matrix \( C = \text{randn}(N) + i \times \text{randn}(N) \) in MATLAB where \( N=100 \). Then the eigenvalues were gathered, using \( \text{eig}(M) \), and dumped into a list (simply a MATLAB vector; call it \( \text{alleigs} \) for argument’s sake). This was done 10,000 times using the loop, taking about 3s. Then every element in \( \text{alleigs} \) was divided by \( \text{sqrt}(N) \). A simple histogramming command (e.g., \( \text{histogram(alleigs)} \)) generated the semi-circle.
Here is a precursor of the double-scaling limit: Scaling about the \( \lambda_c = 2 \) end by writing \( \lambda = 2 - E \delta^2 / N^{2/3} \), where \( \delta \to 0 \) as \( N \to \infty \), yields the spectral density in the neighbour- 
hood of that end. It is going to be small compared to the “bulk” quantity, so writing \( \rho_0 (\lambda) d \lambda = C \rho_0 (E) d E \), where \( C \) scales inversely with \( N \), the finite piece \( \rho_0 (E) \) can be extracted and called the scaled spectral density. It is:

\[
\rho_0 (E) = (\pi \hbar)^{-1} E^{1/2}, \tag{20}
\]

where it turned out that \( C = N^{-2} \), and the combination \( \hbar = 1 / (N \delta^3) \) is held fixed as \( N \to \infty \). So \( \hbar \), (not really needed in this example, but it will lay the ground work for later more complicated models) is a “renormalized” \( 1/N \) expansion parameter. (This scaling can be done on the eigenvalue data in the computer code of footnote 14 and will be discussed later.)

More complicated potentials \( V (\lambda; \{ g_p \}) \) can be tuned to produce a family of generalizations of this behaviour by tuning to the critical point where \( Q (\lambda) \) in equation (18) produces \( k - 1 \) extra zeros at the endpoint, which ultimately gives leading behaviour \( \rho_0 (E) \sim h^{-1} E^{k - 1/2} \) (where \( h = 1 / (N \delta^{2k+1}) \)). There are corrections to this \( E^{k - 1/2} \) behaviour, which can be written as a perturba-
tive series in \( h \), plus non-perturbative pieces. The complete spectral density that includes them all will be written \( \rho (E) \).

For easy access to non-perturbative physics, it is prudent to work with a family of orthogonal polynomials, since in the double-scaling limit they will supply a powerful toolbox to use to study the physics. The matrix model integral can be written entirely in terms of a system of polynomials of \( n \)th order, \( P_n (\lambda) = \lambda^n + \cdots \) that are orthogonal with respect to the measure \( d \lambda e^{-NV (\lambda)} \):

\[
\int d \lambda e^{-NV (\lambda)} P_n (\lambda) P_m (\lambda) = h_n \delta_{nm}, \tag{21}
\]

where \( h_n \) is a normalization, and \( h_0 = \int d \lambda e^{-NV (\lambda)} \). There is an infinite set of such polynomials \( (n, m \in \mathbb{Z}^+) \). As will become clear in a moment, the \( n \)th of them (counting from \( n = 0 \)) will get used up in defining the large \( N \) solution.

For example, in the case of the Gaussian model, the \( P_n \) are Hermite polynomials \( H_n (\lambda) = (-1)^n e^{\lambda^2 / 2} \frac{d^n}{d \lambda^n} [e^{-\lambda^2 / 2}] \). One intuitive way of seeing why is the fact that, for any particular one of the \( \lambda_i \), the problem is simply the simple harmonic oscillator, for which the eigensolutions are the Hermite functions \( \psi_n (\lambda_i) = e^{-\lambda_i^2 / 2} H_n (\lambda_i) \) with energies that have a dependence \( \sim (n + 1/2) \). Each of the \( N \) problems with coordinate \( \lambda_i \) can be in any of these quantum oscillator states. This is hugely important to appreciate for what is to come.

It is worth remarking that the \( N \) different sectors are largely independent: The physics in one sector does not really affect the physics in another. This will mean that the collective description of the physics across the different sectors (a “many body” description) will be that of a free system. The logarithmic repulsion that keeps the \( \lambda_i \)’s from coinciding will instead be re-interpreted as having prepared many-body states that are fermionic, as will be discussed further below.

In fact, it is often useful to define a notation \( | n \rangle \equiv e^{-NV (\lambda) / 2} P_n (\lambda) / \sqrt{h_n} \), so that the integral in equation (21) is \( \langle n | m \rangle = \delta_{nm} \). This sort of notation can be used for the entire matrix model problem, since in any of the \( N \) sectors (with eigenvalue \( \lambda_i \) one has the bra-ket basis to work with. So integrals involving insertions of any function of \( \lambda \) can be recast as computing using the recursion relations and using the bra-kets in each sector. This notation is also a precursor of the 1D quantum mechanics that will appear in the large \( N \) limit shortly.

The first example of working in terms of the \( P_n (\lambda) \) in the full matrix model is to solve for \( \tilde{Z} \) itself. Since (by taking linear combinations of rows or columns) the Vandermonde determinant can be written in terms of the first \( N \) of the \( P_n (\lambda) \) as:

\[
\Delta = \det | \lambda_i^{j-1} |_{i,j=1}^N = \det | P_j - (\lambda_i) |_{i,j=1}^N, \tag{22}
\]

it is easy to rewrite \( \tilde{Z} \) in terms of properties of the polynomials, by expanding out the determinant factors and using the orthogonality relation. The outcome will simply be a combinatorial factor multiplied by a factor of \( h_n \) from each of the \( N \) sectors, and the answer is: \( \tilde{Z} = N! \prod_{n=0}^{N-1} h_n \). There’s another way of writing this that is very illuminating. The polynomials are related according to a recursion relation:

\[
\lambda P_n (\lambda) = P_{n+1} (\lambda) + R_n P_{n-1} (\lambda), \tag{23}
\]

for even \( V (\lambda) \) (which will be used here for simplicity). In the case of Hermite polynomials, \( R_n = n/N \), but in general the \( R_n \) satisfy a more involved recursion relation determined by knowledge of the potential \( V (\lambda) \). Those can be worked out by studying the action of \( d/d \lambda \) on the \( P_n (\lambda) \). Since \( V (\lambda) \) has been chosen (for simplicity) to be even here, it is clear that

\[
\int d \lambda e^{-NV (\lambda)} P_n (\lambda) \frac{d}{d \lambda} P_n (\lambda) = 0, \tag{24}
\]

but something non-trivial arises if the derivative results in two polynomials of the same order being integrated, since using (21):

\[
\int d \lambda e^{-NV (\lambda)} P_{n-1} (\lambda) \frac{d}{d \lambda} P_n (\lambda) = nh_{n-1}. \tag{25}
\]

Integrating by parts and using (21) again yields:

\[
N \int d \lambda e^{-NV (\lambda)} V' (\lambda) P_n (\lambda) P_{n-1} (\lambda) = nh_{n-1}. \tag{26}
\]

This relation determines recursion relations for \( R_n \), since the \( V' \) insertion can be simplified recursively using the
relation \([23]\), and then orthogonality used to perform the resulting integrals. Their non-linearity increases with the order of the potential. For example for the Gaussian case, \(V'=\lambda\), and so

\[
N \int d\lambda e^{-NV(\lambda)}(P_{n+1}(\lambda) + R_nP_{n-1}(\lambda))P_{n-1}(\lambda)
= NR_nh_{n-1} \, ,
\]

confirming that \(R_n = n/N\), as stated above. The next non-trivial case has \(V = \lambda^2 + g_4 \lambda^4\), (note the unit coefficient of the quadratic term), and the result is:

\[
R_n [2 + 4g_4(R_{n-1} + R_n + R_{n+1})] = \frac{n}{N} \, .
\]

This will be used shortly.

Knowing the coefficients \(R_n\) turns out to be equivalent to solving the partition function integral or any insertion into the integral of traces of powers of \(M \ i.e.\, \lambda\). This is helped by seeing that the \(h_n\) and the \(R_n\) are related according to \(h_n = h_{n+1}/R_{n+1}\) (which can be proven by multiplying the recursion relation \([23]\) by \(p_{n+1}\) and integrating, using the orthogonality relation \([21]\) to write it in two ways). Hence,

\[
\tilde{Z} = N!h_0^N \prod_{n=1}^{N-1} R_n^{N-n} \quad (29)
\]

\[
= N!h_0^N \exp \left( \sum_{n=1}^{N-1} (N-n) \log R_n \right) \quad = N!h_0^N \exp \left( N^2 \cdot \frac{1}{N} \sum_{n=1}^{N-1} \left(1 - \frac{n}{N}\right) \log R_n \right) \, .
\]

At large \(N\), the index \(n/N\) becomes a continuous coordinate \(X\) that runs from 0 to 1. The orthogonal polynomials become functions of \(X\), \(P_n(\lambda) \rightarrow P(X, \lambda)\), and so do the recursion coefficients: \(R_n \rightarrow R(X)\). In terms of all these, the generator of the connected diagrams with no boundaries, \(\tilde{F} = -\log \tilde{Z}\) is, after throwing away an additive constant:

\[
\tilde{F} = -N^2 \int_0^1 (1-X) \log R(X) dX \, .
\]

There is interesting behaviour for the integral in the neighbourhood of \(X = 1\), at which \(R(X)\) goes to 1, as can be seen in the Gaussian case given that \(R(X) = X\). (This is why this case isn’t really a “double” scaling limit since large \(N\) is all there is. There are no couplings in the potential.) For the quartic case it gets a bit more interesting: At large \(N\) the leading equation for \(R(X)\) following from \([28]\) is \(12g_4 R^2 + 2R - 1 = 0\), with solution

\[
R(X) = \frac{-1 \pm \sqrt{1 + 12g_4}}{12g_4} \, .
\]

This can be expanded as a series in small \(g_4\), yielding an enumeration of all the connected diagrams that can be drawn on surfaces of spherical topology. As \(g_4 \rightarrow g_4^c = -1/12\), this series diverges—just the critical behaviour discussed at the beginning of this section—and \(R(X)\) takes on the critical value \(R_c = 1\). In Dyson droplet terms, this sets the endpoint of the distribution, which fits with the fact that the index \(n\) has been correlated with the eigenvalue index \(i\), so that \(X\) running from 0 to 1 runs from one endpoint of the Dyson gas droplet to another. This endpoint is where the double scaled limit focuses. A direct connection between the two can be seen from the following integral representation of the leading density in terms of the function \(R(X)\):

\[
\tilde{\rho}_0(\lambda) = \frac{1}{\pi} \int_0^1 \frac{dX}{\sqrt{4R(X) - X^2}} \, ,
\]

where only contributions coming from where the square root is real are kept. A derivation may be found in ref. \([69]\), but it can directly be thought of as another way of representing the result \([18]\) derived from saddle methods. Clearly the droplet endpoint position is \(\lambda_c = 2\sqrt{R_c}\). The simple Gaussian case of \(R = X\) in this formula readily yields the semi-circle law \([19]\).

In taking the limit, scaled versions of all the key quantities survive to define the continuum physics. For example, \(X\) has a scaled piece \(x\), via: \(X = 1 + (\mu - \delta)^2 \delta^k\), where the parameter \(\delta \rightarrow 0\) in the limit, and \(k\) is some positive integer that will be determined by the order of the potential. The region \(-\infty \leq x \leq \mu\) will have special significance shortly. The topological expansion parameter \(1/N\) also picks up a scaling piece, denoted \(h\), via: \(1/N = h\delta^k + 1\). For the recursion coefficients \(R(X) = 1 - u(x)\delta^2\). With these relations, in the limit \(\delta \rightarrow 0\) the surviving physics is

\[
\tilde{F} = \frac{1}{h^2} \int_{-\infty}^{\mu} (\mu - \mu)u(x) dx \, ,
\]

or alternatively

\[
u(x) = h^2 \frac{\partial^2 \tilde{F}}{\partial \mu^2} \bigg|_{\mu=x} \, .
\]

In the Gaussian case, \(k=1\), and the relation \(R_n = n/N\), which became \(R(X) = X\), simply yields \(u(x) = -x\), where \(\mu\) has been set to zero, since the model has no parameter to which this quantity corresponds in the scaling limit. This will be different for higher order potentials, as will be clear in a moment.

Another useful thing to do is apply these scalings to is the leading spectral density of \([32]\). All the physics comes from the neighbourhood of the \(X = 1\) limit and as shown above, this is also the neighbourhood of an end \(\lambda_c\) of the spectral density. So generally the double-scaling limit ought to include scaling \(\lambda\) away from \(\lambda_c\) by a scaled amount: \(\lambda = \lambda_c - E\delta^2\). (This is a slightly different approach than that used above \([20]\), but amounts to the same thing.) The power of \(\delta\) is fixed by the denominator of the relation. The expectation should be that
\[ \tilde{\rho}_0(\lambda) d\lambda \rightarrow \rho_0(E) dE, \]

once the scaling \( \lambda = \lambda_c - E \delta^2 \) is used. A factor \( \delta^{2k-1} \) results from putting in the rest of the scaling relations, combining to give a factor \( \delta^{2k+1} \).

To get something finite at large \( N \), a factor of \( N \) should be multiplied in here, which gives the finite combination already identified: \( \hbar^{-1} \). Thus:

\[ \rho_0(E) = \frac{1}{2\pi \hbar} \int_{-\infty}^{\mu} \frac{dx}{\sqrt{E - u_0(x)}}, \tag{35} \]

where \( u_0(x) \) is the leading part of \( u(x) \). As a check, using \( u_0(x) = u(x) = -x \) for the Gaussian case recovers \( \bar{u} \).

This is an extremely useful formula that will also be derived in a different way later on.

More generally the recursion relations for \( R_n \) at higher \( k \) become a differential equation for \( u(x) \), which is often (for historical reasons) called a “string equation”. (The trivial \( k = 1 \) case had no such equation, just the exact relation \( u(x) = -x \).) For example, the quartic case gives an equation for \( R(X) \) in terms of \( X \) and \( R(X \pm \epsilon) \), where \( \epsilon = 1/N \), which upon Taylor expanding gives:

\[ R(X) \left( 2 + 4g_4 \left[ 3R(X) + \epsilon^2 \partial^2 R(X) \partial X^2 + \cdots \right] \right) = X, \tag{36} \]

and now inserting the scaling relations \( X = 1 + (x-\mu) \delta^{2k} \), \( R(X) = 1 - u(x) \delta^2 \) and \( \epsilon = \delta^{2k+1} \hbar \), and allowing the coupling to scale away from its critical value via \( g_4 = g_4^0 - \frac{1}{12} \delta^{2k} \) yields that orders \( \delta^0 \) and \( \delta^2 \) cancel to zero, and a non-trivial equation appears at next order if \( k = 2 \), which is:

\[ - \frac{\hbar^2}{3} \partial^2 u(x) + u(x)^2 = -x. \tag{37} \]

It is here that the parameter \( \mu \) now gets physical meaning (it could be scaled away by a coordinate shift in the \( k = 1 \) case). It is actually the scaled value of the coupling \( g_4 \), which was set to \( \frac{g_4^0}{12} \) in the above result. This fits nicely with the fact that \( g_4 \) controlled the approach to the surfaces becoming critical. It is essentially the bare cosmological constant of the opening discussion, and \( \mu \) is the renormalized value.

The “string equation” of equation \( \tag{37} \) is in fact the Painlevé I non-linear ODE. In principle, such equations yield both perturbative and non-perturbative information about the model, which was one of the great discoveries of the classic double-scaling limit papers \[1,3\]. Perturbation theory comes from expanding \( u(x) \) in the \( x \leq \mu \) region, giving for example:

\[ u(x) = \sqrt{-x} - \frac{1}{24} \frac{\hbar^2}{x^2} - \frac{49}{1152} \frac{\hbar^4}{x^3} + \cdots \tag{38} \]

which yields

\[ \tilde{F} = -\frac{4}{15} \frac{\mu^2}{\hbar^2} + \frac{1}{24} \log |\mu| - \frac{7}{1440} \frac{\hbar^2}{\mu^2} + \cdots \tag{39} \]

corresponding to the sphere, torus, and double torus orders in perturbation theory. The classic models that can be obtained with this simplest approach have for their leading behaviour at genus zero \( u_0(x) = (-x)^{1/k} \) (for the Gaussian case, \( k = 1 \), it is simply \( u(x) = -x \) to all orders.). Note that putting this leading behaviour for \( u_0(x) \) into the above confirms the \( |\mu|^{2+\frac{1}{k}} \) form discussed beneath equation \( \text{(11)} \), with \( s = -\frac{1}{k} \).

The ODEs that arise by following the steps from before to for higher \( k \) can be written as:

\[ \mathcal{R} = 0, \quad \text{where} \quad \mathcal{R} \equiv \tilde{R}_k[u] + x. \tag{40} \]

and the \( \tilde{R}_k[u] \) are \( k \)th order polynomials in \( u(x) \) and its \( x \) derivatives normalized such that their \( u(x)^k \) term has coefficient unity. They have a pure derivative piece given by \( 2k - 2 \) derivatives acting on \( u(x) \), and then various mixed non-linear pieces. The first three of these “Gel’fand-Dikii” \[75\] polynomials are:

\[ \tilde{R}_1[u] = u, \quad \tilde{R}_2[u] = u^2 - \frac{1}{3} u^{''}, \quad \text{and} \]
\[ \tilde{R}_3[u] = u^3 - \frac{1}{2} (u)^2 - uu^{''} + \frac{1}{10} u^{'''}^{'} , \tag{41} \]

where here a prime indicates an \( x \)-derivative times a factor of \( \hbar \). The higher ones can be generated using a recursion relation. They will not be needed explicitly here.

Going beyond perturbation theory to define all the physics of the model requires learning the full form of \( u(x) \) in the \( x \leq \mu \) region, which is where the integration takes place to define physical quantities. (This will be referred to as the “Fermi sea” once a useful many-body picture is developed in subsection \[13\].) The location \( x = \mu \) is the Fermi surface.) This is in principle obtained from the full string equation, whose domain extends beyond the Fermi sea to the “trans-Fermi” region \( x > 0 \). This is natural since the \( x \) is the scaled index of the infinite family of orthogonal polynomials. Only \( N - 1 \) of them were used to define the Dyson gas, up to \( x = \mu \). But consistency demands that data about the full family should inform the information about the first \( N \). That is the role of the differential equation. The technique for establishing the non-perturbative physics is the matter of being able to find sensible solutions for \( u(x) \) that extend to the whole real \( x \) line, while preserving the perturbative form in the Fermi sea region. In fact, for the \( k = 2 \) the simple string equation \( \tag{37} \) fails to yield an appropriate solution. This is in fact true for all \( k \) even. This is a direct result of a non-perturbative instability of the Dyson gas for these models. However, the instability can be removed, and a more general string equation results (which has the same perturbative content), for which physical extensions of \( u(x) \) to the trans-Fermi region are possible. The consistency conditions for constructing \( u(x) \), and a full analysis of the string equation (both semi-classically and non-perturbatively) has been recently extensively discussed in the JT gravity context in ref. \[51\], and so to avoid repetition the Reader is referred there. Those better behaved string equations (the form of which was discovered in refs. \[70,78\]) will be used in refs. \[46,47,49\] (as will
be recalled later in this paper) to examine the fully non-perturbative physics of JT gravity, and (using a variant) also for the study of various JT supergravity models.

Returning to the main story, it is useful to look more closely at the organization of the physics the orthogonal polynomials provide. The normalized polynomials, with an additional factor from the measure absorbed into them, $e^{-N V(\Lambda)/2} P_n(\lambda)/\sqrt{\hbar n}$ will become a function denoted $\psi(x, E)$ in the double-scaling limit, about which more will be said shortly. The basis denoted previously $|n\rangle$ becomes $|x\rangle$ in the limit. An important question to ask is what becomes, in the limit, of the operation of multiplying the orthogonal polynomials by $\lambda$. This is interesting and important to work out, and follows from the recursion relation \[ (23). \] First, dividing throughout by $\sqrt{\hbar n}$ and then using the relation $h_n = h_{n+1}/R_{n+1}$ multiple times gives:

$$
\lambda|n\rangle = \sqrt{R_{n+1}}|n+1\rangle + \sqrt{R_n}|n-1\rangle , \tag{42}
$$

and preparing for the large $N$ limit this is:

$$
\lambda|X\rangle = \sqrt{R(X+\epsilon)}|X+\epsilon\rangle + \sqrt{R(X)}|X-\epsilon\rangle , \tag{43}
$$

and so multiplying by $\lambda$ can be written as an operator $\hat{\lambda}$ on the $X$ dependence in the following way:

$$
\hat{\lambda} = \sqrt{R(X+\epsilon)}\exp\left\{ \epsilon \frac{\partial}{\partial X} \right\} + \sqrt{R(X)}\exp\left\{ -\epsilon \frac{\partial}{\partial X} \right\} \tag{44}
$$

Taylor expanding and substituting the scaling relations from before gives $\hat{\lambda} = 2 - \hbar^2 \delta^2 + \cdots$, where:

$$
\mathcal{H} = -\hbar^2 \frac{\partial^2}{\partial x^2} + u(x) , \tag{45}
$$

is the operator whose eigenvalue is the scaled energy $E$.

The scaled wavefunctions in the limit are denoted $\psi(x, E)$ and are thus the eigenfunctions of $\mathcal{H}$. With a known $u(x)$, (that must extend over all of $x$) this then fully defines a quantum mechanics problem. As emphasized already all the way back to Ref. [36], it is this quantum mechanical system that naturally provides the tools with which to excavate the fully non-perturbative physics of JT gravity and variants thereof.

### B. A Quantum Mechanics Toolbox

The quantum mechanics' spectral problem, with wavefunctions $\psi(E, x)$ and energies $E$:

$$
\mathcal{H}\psi(E, x) = E\psi(E, x) , \tag{46}
$$

(where $\mathcal{H}$ is given in equation \[45\]) is now the focus. An important note of caution is required here, given the kind of confusion that sometimes arises about this quantum mechanics. It should not be confused with a gravity dual. It is simply an efficient organizing tool for describing the physics of the Dyson gas. Consequently, various parts of it will be used in unusual ways to answer questions about the parent system. Sometimes this will seem very odd from the point of view of the quantum mechanics, which can often lead to some initial confusion and dis-orientation. But this is simply because it is an auxiliary system\[15\].

A first taste of this is that, as already seen energy $E$ of the quantum mechanical system is actually position in the (scaled) Dyson gas problem. On the other hand recall that the position, $x$, in the quantum mechanics problem began life as the index of the orthogonal polynomials, which correlates with energy excitation of an oscillator problem. This means that $x$ labels an energy in the Dyson gas. The Gaussian case is illustrative. Recall that the $\psi_n(\lambda) = e^{-N V(\lambda)/2} P_n(\lambda)/\sqrt{\hbar n}$ are Hermite functions, the classic harmonic oscillator wavefunctions. They have energy $(n + \frac{1}{2})$ times a constant, confirming that $x$ (the piece of $n$ that survives the double scaled limit) in fact labels an energy. This generalizes to non-Gaussian cases too, as the index $n$ sets the highest power $\lambda^n$ in the polynomial factor of the wavefunction, controlling the number of nodes it has, and so it (and hence $x$) remains a good energy coordinate of the Dyson gas.

In the double-scaling limit, for the Gaussian case $u(x) = -x$ as mentioned, and hence the wavefunctions are simply Airy functions, written as\[16\]

$$
\psi(E, x) = h^{-\frac{8}{3}} \text{Ai}[-h^{-\frac{2}{3}}(E + x)] , \tag{47}
$$

where the normalization is chosen in a way that will match the leading result for the spectral density, as will be shown presently. In this special case (following from the form of $\mathcal{H}$), the objects $E$ and $x$ come in the combination $(E + x)$ everywhere resulting in an accidental symmetry on exchanging them, but in general this will not be the case.

The generating function \[43\] for the closed universes that has appeared so far has not been the focus in the contemporary literature on JT gravity and its variants. It does play a role though, since it is built from the function $u(x)$, which is a foundation for the object which is the focus: The defining partition function of the JT gravity theory (once the matrix model is specified through the appropriate $u(x)$; see later) is the double-scaled version of the “loop operator” \( \left( \frac{1}{2} \text{Tr}[e^{M}] \right) \), which makes a loop of fixed length $\ell$ in the surface. (It can be derived by taking the large $L$ limit, holding $\ell$ fixed, of the matrix operator $\text{Tr}[M^\ell]$ that generates (after going from vertices to tessellations in the t’Hooftian way) a large loop.)

---

15. These common (but mild) side effects will eventually pass. Practicing on the Gaussian case before operating the heavier machinery is worthwhile at this point, which is why it is often mentioned.
16. A direct scaling limit on the Hermite function shows that it indeed becomes the Airy function in the scaling limit, as first shown by Moore in ref. [39].
Setting $\ell = \beta$, it is, in the orthogonal polynomial language developed in the previous subsection [80],

$$Z(\beta) = \int_{-\infty}^{\mu} dx \langle x | e^{-\beta \mathcal{H}} | x \rangle ,$$

(Later the constant $\mu$ will be fixed by matching to perturbation theory. For JT gravity in the conventions of this paper, $\mu = 0$. A somewhat similar development can be done for the matrix models needed to treat JT supergravity examples, the upshot will be (see later) that similar formulae will be usable for SJT, but with $\mu = 1$.

The integral in equation (48) is a sort of projected trace over the exponentiated Hamiltonian, which it is useful to write for future reference as:

$$Z(\beta) = \text{Tr}[\mathcal{P} e^{-\beta \mathcal{H}}] \quad \text{where} \quad \mathcal{P} \equiv \int_{-\infty}^{\mu} dx \langle x | x \rangle .$$

Now, exponentiating $\mathcal{H}$ and taking this trace are not intuitively obvious things to do from the perspective of the simple quantum mechanics [16]. However, a few more steps show that the form is quite natural for the problem in hand. Putting $\int d\psi \langle \psi | \psi \rangle = \int dE |\psi_E\rangle \langle \psi_E| = 1$ into Eq. (48) and using Eq. (46) with $\psi(E,x) = \langle \psi_E | x \rangle$ gives the partition function as the Laplace transform:

$$Z(\beta) = \int dE \rho(E) e^{-\beta E} ,$$

of the full spectral density:

$$\rho(E) = \int_{-\infty}^{\mu} |\psi(E,x)|^2 dx .$$

More will be said about the meaning of this presently. First, consider again the example, the Airy case. Using the wavefunction [68] (and put $\mu = 0$) gives the full non-perturbative density of the matrix model:

$$\rho(E) = h^{-2} [A\zeta' \zeta^2 - \zeta A\zeta \zeta'^2]$$

with $\zeta = -h^{-\frac{1}{3}} E$, where $f' \equiv \partial f / \partial \zeta$. Note that its support includes $E < 0$. In contrast, taking large $E$ gives the classical (disc order) result obtained earlier in equation (20):

$$\rho_c = E^2 / (\pi h) ,$$

which is supported only on $E \geq 0$. The function is plotted in figure 9. The non-perturbative undulations visible at lower energy have additional microscopic statistical information, not to be found in the gravity literature, but will be very important in what is to follow. This to be discussed in Section IID.

For future reference, the Laplace transform of $\rho(E)$ can be computed exactly to give:

$$Z(\beta) = \int_{-\infty}^{+\infty} \rho(E) e^{-\beta E} dE = e^{\frac{\beta^2}{12}} \beta^3 .$$

Equation (51), while operationally clear, is opaque from the perspective of the simple quantum mechanics. Tracing things back to its roots will nicely explain it in terms of a Fermionic many-body problem.

C. The Many-Body Picture

Recall that, from the point of view of the Dyson gas model, $E$ is not an energy but a position. Its precursors are the positions $\lambda_i$. Moreover, notice that $\rho(E)$ in equation (51) is built out of the square of an object that, at a given $E$, has non-trivial structure in $x$. The parameter $x$ was identified as an energy in the Dyson gas picture of the matrix model. Its ancestor before double scaling was the index $n$ on $\psi_n(\lambda_i)$. For every one of the discrete $\lambda_i$ there is a whole family of the wavefunctions $\psi_n(\lambda_i) \equiv e^{-N V(\lambda)/2} P_n(\lambda) \sqrt{\lambda_i}$.

In the Gaussian case this is simply the presence of a harmonic oscillator system at every position in space. This is the basis for a many-body system (with a continuum quantum field theory description) to emerge once the large $N$ limit is taken and the $\lambda_i$ merge into a continuum. Quantum fields or

---

17 For the Reader following along with a MATLAB window open, this is a good point to return to footnote [14] and re-run the code but now with the shift and scaling given just before equation (20), i.e., if $\mathbf{e}$ is a list of raw matrix eigenvalues, accumulate $E^=N^+\pi^2(2+\text{sqrt}(N)+\mathbf{e})$ over the loop. On histogramming the new data, the bins line up with the curve (52), for some way, although it eventually begin to fall short due to the finiteness of $N$. This is also shown in figure 8.
many-body wavefunctions with some given energy can be made by turning on modes (in each of the \(N\) sectors at positions \(\lambda_i\)) built out of the the natural basis functions to hand, which are the \(\psi_n(\lambda_i)\rightarrow\psi(x,E)\).

The nature of the matrix model problem to hand is such that these many body wavefunctions are in fact **fermionic**. Starting with the vacuum in all sectors (positions \(\lambda_i\)) and turning on excitations (using the \(P_n\) themselves), fermionic many body states can be built as Slater determinants, *e.g.* a two body case involving two sites is \(|\Psi_{12}\rangle=|\psi(\lambda_1)\psi(\lambda_2)\rangle−|\psi(\lambda_2)\psi(\lambda_1)\rangle|\sqrt{2}\) which has energy indexed by 2 since \(\psi_2\) is involved, and so forth. The fermionic nature is such that it is impossible to have two parts of the many-body state at the same energy, since the wavefunction will vanish. In this way, it is natural to fill an incompressible “Fermi sea” up to some energy level \(n=N−1\).

The question as to what state is natural for the ma-

\[
|\Psi\rangle = \frac{1}{\sqrt{3!}} \left( |0\cdot1\cdot2\rangle − |0\cdot2\cdot1\rangle + |2\cdot0\cdot1\rangle − |1\cdot0\cdot2\rangle + |1\cdot2\cdot0\rangle − |2\cdot1\cdot0\rangle \right).
\]

(54)

So an important feature of this many-body state is that it is maximally spread across the entire site of size \(N\).

The special behaviour seen as \(N\rightarrow1\) in expressions \([29]\) and \([30]\) is essentially appearing as the Fermi level (which is at \(X=1−\epsilon\)) is approached. The scaling limit that was taken was the process of magnifying the region at the edge of the Fermi sea, parameterizing it with \(x\), running from \(x=−\infty\) to the Fermi level at \(x=\mu\). It is natural to ask what is the expectation value, or probability, of a particular *position* \(\lambda_j\) in this state. One must simply form \(|\langle\Psi|\rangle\) and combine it with \(|\Psi\rangle\) to get, (using orthonormality, and integrating over all \(\lambda_i\) *except* \(\lambda_j\)), a sum \(\sum_{i=0}^{N−1} |\psi_i(\lambda)|^2\) which in the double scaling limit becomes expression \([51]\).

This explains, from the point of view of the many-body picture, the presence of the integral over \(x\) from \(−\infty\) to \(\mu\) in several expressions. The integral is simply computing the expectation value of a certain object in the filled Fermi sea. The role of the quantum mechanics of equations \([45]\) and \([46]\) is now extremely clear! The potential \(u(x)\) contains the DNA (as it were) that ultimately determines, for each Dyson gas position \(E\), the precise amplitude of oscillation energy (labelled by \(x\)) that has been turned on at that level in the Fermi sea. The DNA is neatly expressed succinctly (through the Schrodinger equation \([46]\) in the form of the wavefunction \(\psi(x,E)\). At a given \(E\) therefore, it is very meaningful to sum up (integrate) \(|\psi(x,E)|^2\) over the whole Fermi sea filling (out of which the state is defined). This is simply the density of particles at position \(E\) in the Dyson gas picture, formula \([51]\). Clearly, knowing \(u(x)\) is therefore a means of fully specifying the desired matrix model.

With that dictionary in mind it is interesting to look afresh at the quantum mechanics \([46]\) in its own right. There is of course a natural momentum to be identified, \(p=±\sqrt{E−u_0(x)}\)\(^{18}\). Now consider the classical phase space with coordinates \((x,p)\).

For the Airy example, \(p=±\sqrt{E−x}\), and so curves of constant \(E\) are given by the parabolas \(x=p^2−E\). Figure \([10]\) shows the phase space (for positive \(E\) values), with the Fermi level \(x=\mu=0\) drawn in. Flying through the \(x<\mu\) region (starting at the (red) dot), to the left with positive \(p\) and then out again with negative \(p\) has the simple interpretation as a tour through the many-body state that has been constructed. For further illustration, the case of the (perturbative) \(k=2\) minimal model is given (for the same sample energies) in Figure \([10]\) on the right, where this time the classical string equation is \(u_0(x)=−(x)^{1/2}\). The notable new features that develop are the concavity of the curves as they leave the Fermi surface at \(x=0\) before dipping into the bulk, and the fact that they subsequently probe more deeply than for the \(k=1\) case. With higher \(k\) this becomes more pronounced. Looking ahead, the analogous pictures that can be drawn for the JT and SJT cases later combine the features of the various \(k\) in an interesting way.

\(^{18}\)Note a subtlety here, reflected in the notation: As a solution to the string equations (to be discussed below), the full potential \(u(x)\) of the problem in general is of the form: \(u(x)=\sum_{x<\mu} u_0(x)\hbar^{2g} + \cdots\) where the ellipsis denote non-perturbative contributions. The momentum \(p\) in that potential can be discussed too, but it is already enough to look at the leading problem, the \(g=0\) contribution \(u_0(x)\), to develop the key insights.
Taking the WKB approximation of the wavefunctions in potential $u_0(x)$ is instructive. As usual, there are two pieces with general coefficients corresponding to a normalisation and a phase:

$$\psi(E,x) \simeq \frac{1}{[E - u_0(x)]^{\frac{1}{4}}} \left( A_+ e^{\frac{i}{\hbar} \int \sqrt{E-u_0(x')} dx'} + A_- e^{-\frac{i}{\hbar} \int \sqrt{E-u_0(x')} dx'} \right) ,$$

(55)

These can be fixed by matching to the Airy case (the wavefunctions are Airy functions, with an asymptotic at large $E$ that is precisely of WKB form):

$$\psi(E,x) \simeq \frac{1}{\sqrt{\pi \hbar}} \frac{1}{|E + x|^{\frac{1}{4}}} \cos \left( \frac{1}{\hbar} \int_0^x \sqrt{E-u_0(x')} dx' - \frac{\pi}{4} \right) ,$$

(56)

and so the result in the classically allowed region is:

$$\psi(E,x) \simeq \frac{1}{\sqrt{\pi \hbar}} \frac{1}{|E - u_0(x)|^{\frac{1}{4}}} \cos \left( \frac{1}{\hbar} \int_0^x \sqrt{E-u_0(x')} dx' - \frac{\pi}{4} \right) ,$$

(57)

and the leading classical expression for the leading part of $\rho(E)$, using the density integral [51]:

$$\rho_0(E) = \frac{1}{2\pi \hbar} \int_{-\infty}^\mu \frac{1}{\sqrt{E-u_0(x)}} \ dx .$$

(58)

There is an additional factor of $\frac{1}{2}$ coming from the fact that, for large enough $E$, the frequency of the oscillations due to the cosine are fast enough to stand being integrated over. Well, this is a result [35] obtained from a different perspective in subsection [14], but now here its all orders and beyond origins are now understood in terms of the complete wavefunctions [51].

Of course, there is information in the semi-classical oscillations too, and it is sometimes useful to keep them. These are indeed the first rough draft of the non-perturbative information, very useful if $u_0(x)$ all that was available. They give an accurate depiction of the undulations in the spectral density for sufficiently large $E$. With a bit of care, the squared cosine factor can be manipulated to yield equation [7], where now $\rho_0(E)$ means expression [58] in general, and the rewriting:

$$\int_{-\infty}^\mu \sqrt{E-u_0(x)} dx = \pi \hbar \int_0^E \rho_0(E') dE'$$

(59)

was used.

While the WKB form of the wavefunction will prove useful later, this WKB-corrected form of the density won’t be needed here (given that complete non-perturbative data are available) and so much more will not be said about it than was already present in the Introduction. See a discussion in ref. [51] for how to efficiently derive it from the perspective of wavefunctions, and more about how it fits into understanding non-perturbative physics. Ref. [13], where it was first derived (using a
different perspective) has lots of interesting discussion about the semi-classical physics to be learned from it too.

D. A Return to Statistics

Much of the focus of the previous subsections was on getting access to physics that connects to properties of random surfaces of arbitrary topology, for the purposes of describing quantum gravity. The main (mostly) observable featured so far has been $\rho(E)$, which even after non-perturbative effects are included is a smooth function summarizing the collective or aggregate behaviour of the random matrices used to define the model. In fact because of this focus it is easy to forget that random matrix models began life as statistical endeavours! A main thrust of this paper is that this rich heritage can inform quantum gravity too, starting in two dimensions (and perhaps beyond), and that this is in fact necessary to fully understand it using matrix models. Indeed, there are several tools that are implicit in the previous that work, until recently, have not been fully brought into the spotlight in the gravity context. One such example is a Fredholm determinant, to appear in subsection II E that is built from an important object, the kernel $K(E, E')$, that organizes so much of random matrix theory. The kernel in turn is built out of the wavefunctions $\psi(E, x)$, that have already been seen to be core elements of the construction.

It all goes back to the Dyson gas starting point. The expression [12] also has the interpretation as the integral over what is (up to a constant) the “joint probability density” $P_N(\lambda_1, \ldots, \lambda_N)$ for the eigenvalues to be at positions $\{\lambda_1, \ldots, \lambda_N\}$. From this one can derive the answers to questions about smaller groups of eigenvalues by simply integrating over the appropriate ranges over which ignorance is tolerated. As a familiar example, one can ask about just one eigenvalue position, $\lambda$, and hence integrate over all the others, giving

$$R_1(\lambda) = \hat{\rho}(\lambda) = N \int \frac{d\lambda_2 \ldots d\lambda_N}{N!} P_N(\lambda, \lambda_2, \ldots, \lambda_N) , \quad (60)$$

and this is just the spectral density computed earlier. (The factor of $N$ is because any of the $N$ eigenvalues could have been the one Chosen to be $\lambda$). However the answer for any number of them, $m$, can be computed to give the $m$-point correlation function:

$$R_m(\lambda_1, \ldots, \lambda_m) = \frac{N!}{(N-m)!} \int \frac{d\lambda_{m+1} \ldots d\lambda_N}{(N-m)!} P_N(\lambda_1, \lambda_2, \ldots, \lambda_N) , \quad (61)$$

with the straightforward combinatorial explanation for the factor.

Some rather nice things happen when these quantities are written in terms of the normalized orthogonal polynomials, $\psi_n(\lambda) = e^{-N\lambda^2/2} P_n(\lambda)/\sqrt{R_n}$. Construct the matrix $(P)_{ni} = \psi_{n-1}(\lambda_i)$, in terms of whose determinant (up to a factor) the Vandermonde determinant was written in equation (22). In terms of $P$, the master joint probability turns out to be $P_N = \det(P^T P)/N!$, where the $N \times N$ matrix

$$P^T P(\lambda_i, \lambda_j) = K_N(\lambda_i, \lambda_j) , \quad (62)$$

is explicitly given as

$$K_N(\lambda_i, \lambda_j) \equiv \sum_{n=0}^{N-1} \psi_n(\lambda_i) \psi_n(\lambda_j) . \quad (63)$$

This is a primary object of interest. In terms of submatrices of it, formed in the obvious way by simply leaving eigenvalues out of the list, the $m$-point correlator can be succinctly written as:

$$R_m(\lambda_1, \ldots, \lambda_m) = \det \left[ K_N(\lambda_i, \lambda_j) \right]_{i,j=1}^m . \quad (64)$$

This uses the nifty “self-reproducing” property of $K_N$ that follows from orthogonality of the $\psi_n(\lambda)$:

$$\int d\kappa K_N(\lambda, \kappa) K_N(\kappa, \nu) = K_N(\lambda, \nu) . \quad (65)$$

The eigenvalue density seen earlier itself is just the determinant of the $1 \times 1$ matrix formed by leaving out all the $N-1$ possibilities.

$$\hat{\rho}(\lambda) = K_N(\lambda, \lambda) = \sum_{n=0}^{N-1} \psi_n^2(\lambda) . \quad (66)$$

This returns full circle to the double-scaled expression [51]. It in turn was also given an interpretation in terms of the many-body fermion wavefunction in the paragraph below (54). This makes sense because the rewriting just performed of the probabilities in terms of orthogonal polynomials is again implementing the many-body picture. Just as the $\psi_n(\lambda_1)$ become the wavefunction $\psi(x, E)$ in the double scaling limit, correspondingly, the kernel, after double-scaling, is also a rather nice object:

$$K(E, E') = \int_{-\infty}^{\mu} \psi(x, E) \psi(E', x) dx \quad (67)$$

$$= \frac{\psi(\mu, E) \psi'(\mu, E') - \psi'(\mu, E) \psi(\mu, E')}{E - E'} ,$$

describing correlations at the (scaled) endpoint of the spectrum. The second line makes use of the continuum limit of the “Christoffel-Darboux” relation satisfied by

---

19 Apologies are offered for there being three different $P$-quantities in these equations. $P_n(\lambda)$ are the orthogonal polynomials, $P$ is the joint probability density, and $P$ is the matrix built from $P_n(\lambda)$s. It’s really just for one paragraph.
orthogonal polynomials, and gives a useful form of the kernel in terms of just \( \psi(E, \mu) \) and its first derivative, quantities that live entirely at the Fermi surface \( x = \mu \).

It is natural to think of \( K(E, E') \) as a sort of response function encoding how two different parts of the Fermi surface, \( E \) and \( E' \), talk to each other. (The further significance of \( \psi(E, \mu) \) will be discussed in Section II F.)

Many properties of region of the tail of the eigenvalue distribution, to which the quest for gravity has led, can be expressed in terms of \( K(E, E') \). In the last 30 years or so, there has been a great deal of interest in such regions, and many striking results, for a variety of random matrix (and related) problems, in the statistical physics community. A most celebrated example is in fact the Gaussian case being used for illustration here. The Kernel the “Airy Kernel”, which, after inserting the wavefunctions (69) into equation (67) and performing the \( x \)-integral, can be written as:

\[
K(\zeta, \xi) = \frac{\text{Ai}(\zeta)\text{Ai}'(\xi) - \text{Ai}(\xi)\text{Ai}'(\zeta)}{\zeta - \xi},
\]

(68)

where \( \zeta = -\hbar^{-\frac{2}{3}}E \) and \( \xi = -\hbar^{-\frac{2}{3}}E' \), and in the above a prime denotes a \( \zeta \) or \( \xi \) derivative. For future reference, the wavefunction for Airy at the Fermi surface is:

\[
\psi(0, E) = \hbar^{-\frac{2}{3}}\text{Ai}(\hbar^{-\frac{2}{3}}E).
\]

(69)

It is highly worthwhile looking at this beautiful kernel object in three dimensions, since at a glance much can be appreciated about the information it encodes. Figure 11 shows two views of a section of it. The black line delineating the top of what resembles the dorsal fin of some marine creature is the diagonal. This is, as already noted, the full spectral density \( \rho(E) = K(E, E) \). Visible are the key non-perturbative undulations away from the simple \( (\pi\hbar)^{-1}E^{\frac{2}{3}} \) behaviour, as observed in figure 9.

Moving off the diagonal shows ripples developing, reflecting oscillations present in the wavefunctions from which it is made, and connecting smoothly to the undulations in the density. There is a rich amount of physics to be mined from this object (and its generalization to models of gravity to be discussed later) that will reveal a lot of interesting information. This information will include precise details of the microscopic spectrum.

E. More Statistics: The Fredholm Determinant

The properties of the Airy kernel were used by, e.g., Forrester [81], and Tracy and Widom [82] to characterize the probability distribution of the highest (or lowest) eigenvalue of the matrix distribution. It is well worth seeing how it works more generally. The first or last eigenvalue problem is computable in terms of \( K(E, E') \) as follows. Returning to the full (unscaled, discrete) problem for a moment, the following question can be asked: What is the probability of finding no eigenvalue in the region \((a \leq \lambda \leq b)\)? To work this out, as before integrate \( P \) over all \( \lambda_i \), over all allowed values but the region of interest. After some manipulation \[66, 83\], it is:

\[
E(0, (a,b)) = \det \left| \delta_{nm} - \int_a^b \psi_{n-1}(\lambda)\psi_{m-1}(\lambda)d\lambda \right|_{n,m=1}^N.
\]

(70)

(The unfortunate conventional name \( E \) here has nothing to do with energy. Also, the zero in the brackets reminds that it is the probability of “no eigenvalue”.)

Following Gaudin [83], now consider the integral operator \( K_{[a,b]} \) built from the kernel \( K(\lambda, \kappa) \) (defined in equation \[63\]), acting on the space \( a \leq \lambda \leq b \) on some
eigenfunctions \( f(\lambda) \) according to:

\[
\int_a^b K(\lambda, \kappa)f(\kappa) = \alpha f(\lambda) .
\]

(71)

Decomposing \( f(\lambda) \) in terms of the orthonormal wavefunction basis \( \psi_n(\lambda) \) (used a lot in the previous subsection), a line or two of algebra shows that there are \( N \) solutions \( \alpha_i \) defined by the characteristic equation:

\[
\det \left[ \alpha \delta_{nm} - \int_a^b \psi_{n-1}(\lambda)\psi_{m-1}(\lambda)d\lambda \right] = \prod_{n=0}^{N-1} (\alpha - \alpha_n) ,
\]

(72)

and hence the probability of interest \( \text{(70)} \) is the Fredholm determinant \( [84]^{[84]} \):

\[
E(0, (a, b)) = \prod_{n=0}^{N-1} (1 - \alpha_n) = \det[\mathbb{I} - K_{(a,b)}] .
\]

(73)

Returning to the large \( N \) limit and scaling to the endpoint as before (although it is also interesting to take the limit in the bulk of the distribution) gives the probability in the region \( a \leq E \leq b \) now using the edge kernel \( [67]^{[67]} \).

As already seen in the prototype Gaussian/Airy case, although the Wigner semi-circle law put the point as before (although it is also interesting to take the

\[
F((a, b); z) = \det[\mathbb{I} - zK_{(a,b)}] ,
\]

(75)

it turns out that the probability for \( j \) eigenvalues to be in the interval is the result of acting with \((-d/dz)^j \) on \( F((a, b); z) \), and then setting \( z = 1 \). The derivation of this is some straightforward (at least in the finite \( N \) case) fun with determinants involving writing \( F(z) \) as \( \prod_i (1 - z\alpha_i) \), where \( F(z = 1) \) is the original Fredholm determinant \( E(0, (a, b)) \) of equation \( [73]^{[73]} \). This will be omitted here, but see Appendix A.7 of ref.\[66\]. From here it is plain sailing, since the probability of having the
nth level appear must come from adding the probabilities of the \((n-1)\)th, \((n-2)\)th, etc., cases as well, (as these are independent events that must have occurred for this to be the \(n\)th level) giving that the cumulative distribution function of the \(n\)th level is:

\[
c(n; (a,b)) = \sum_{j=0}^{n} \frac{(-1)^j}{j!} \frac{d^j}{dz^j} \mathcal{F}((a,b); z) \bigg|_{z=1}.
\]

and the probability distribution \(p(n; (a,b))\) for the \(n\)th level can then be obtained from this by differentiation (see below).

A brief summary of the methods of Bornemann [87] are in order. The problem is to evaluate the determinant of an operator on the energy interval \((a, b)\). Thought of as a matrix, it is infinite dimensional, and so this is an additional challenge. The technique of quadrature represents functions on an interval in terms of a basis of special functions, and reduces the problem of integrating them to a sum. This is achieved by breaking up the interval into \(m\) points \(e_i\) and computing weights \(w_i\) \((i = 1 \cdots m)\) for each point. The values of the function at those points are weighted by the \(w_i\) and the sum gives an approximation to the integral: \(\int_{a}^{b} f(E) dE \rightarrow \sum_{i=1}^{m} w_i f(e_i)\). The weights used depend upon the choice of special functions—each quadrature method has its own choices. The kind of quadrature that it is best to use depends upon the kinds of functions expected to be integrated on the interval. How well this works depends upon how well adapted the quadrature method is to the class of function being integrated, as well as the number of quadrature points \(m\). This is an ancient technique that works extremely well in a wide class of cases, and underlies much of the off-the-shelf numerical methods used by computers to solve integrals. Just as the integral can be reduced to a sum, an integral operator becomes a finite matrix and so its determinant becomes a finite process that can be computed using the set of weights as used for ordinary quadrature:

\[
det(I - z\mathbf{K})_{(-\infty, s)} \rightarrow det(\delta_{ij} - zw_i K(e_i, e_j)w_j) \quad (77)
\]

Bornemann has shown that this works extremely well (using e.g., Clenshaw-Curtis and Gauss-Legendre quadrature) for many important Fredholm problems, including problems such as the Airy model. It is an interesting exercise to reproduce such results here, in preparation for later adapting the methods for use with matrix models involving gravity. If the \(\psi(E, x)\) are known analytically, as they are for Airy, it turns out that the method gives impressively accurate results for the first few levels with remarkably modest values of \(m\) such as 8, or 16, in matters of seconds.

Working on the interval \((-\infty, s)\), using the Airy Kernel, the full \(\mathcal{F}\) determinant of equation (75) can be constructed, in preparation for constructing information about higher levels as well. A portion of the result is displayed in figure 12 on the left. (It was made, with \(m=64\), on a grid of 5000 points for \(s\) and 10000 for \(z\), and took \(\sim81s\) to generate\(^{20}\)). The two-dimensional slice at \(z=1\) (red line) shows the cumulative distribution function for the zeroth energy (ground state), \(c(0; s)=E(0; (-\infty, s))\), and the more general \(z\)-dependence will produce, through \(z\)-derivatives, the

\[\text{Figure 12. On the left is the Fredholm determinant } \mathcal{F}((-\infty, s); z) \text{, from which all of the probabilities density functions on the right for the Airy model are derived. These are the first 15 energy levels.}\]
Figure 13. The spectral density $\rho(E)$ for the Airy model (solid line). The rising dashed line is the leading result $\rho_0(E) = \sqrt{E}/(\hbar\pi)$ for $h = 1$. The histograms $p(n; E)$ are frequencies of the nth energy level, extracted numerically from a Gaussian random system of 100×100 Hermitian matrices, for 100K samples. Note the correspondence with the undulations in $\rho(E)$. The blue dashed peak is the exact Tracy-Widom distribution\(^{[52]}\) $p(0; E)$ for the ground state $E_0$, and $E_0 \equiv \langle E_0 \rangle \approx 1.77108$.

CDFs for higher levels, $c(n; s)$, and their PDFs $p(n; s) = -dc(n; s)/ds$. (In the notation, dependence on $(-\infty, s)$ is simplified to just dependence on $s$.)

See the plot on the right of figure\(^{[12]}\) for the CDFs and PDFs for the first 15 levels. Key features are as follows:

- The rising dashed line is the perturbative result $\rho_0(E) = (\pi \hbar)^{-1} E^{\frac{3}{2}}$ obtained by scaling the Wigner semi-circle law. See equation\(^{[20]}\).
- The solid black line is the fully non-perturbative $\rho(E)$ given in equation\(^{[52]}\).
- The solid red line is the PDF $p(0; s)$ of the lowest eigenvalue of each matrix in the ensemble, known as the Tracy-Widom distribution. The dashed red line is the cumulative CDF $c(0; s)$ for this lowest level.
- Successive peaks in solid lines show the PDFs for the next 14 energies of the ensemble, computed using\(^{[76]}\). Also shown are their CDFs.

As “experimental” confirmation of the results, figure\(^{[13]}\) shows the histograms of the first six energy levels from 100K samples of 100×100 randomly generated Hermitian matrices, where their energies $\epsilon_i$ have been scaled and shifted to give $E_i = N^\frac{3}{2} (\epsilon_i + 2\sqrt{N})$\(^{[21]}\).

Table I. The first 15 mean levels $\langle E_n \rangle = \langle E_n \rangle$ for the Airy model at $h = 1$, computed using the Fredholm determinant method. The compute values are shown along with the (decreasing with energy) variance. The 4th column shows the first 15 levels computed by numerically generating 100K samples of 100×100 random Hermitian matrices in a Gaussian ensemble and scaling. The 5th column shows the vanishing of the wavefunction\(^{[69]}\), giving an approximation to the peaks’ locations that improves as $n$ grows larger (see section II F).

---

\(^{[21]}\) For the Reader with a MATLAB window open: This can be obtained straightforwardly from the earlier data by adding lines of code that simply compute the ordering of all the eigenvalues of each sample (use sort(0)), and then creating separate lists that accumulate the eigenvalues according to which order they were in, per sample. Histogramming can then be done on each of these lists, and some colour coding added for good measure.
they are drawn is also displayed, showing it decrease as energy increases. A plot at the bottom shows the steady narrowing of the gaps between the states.

As a comparison, some “experimental” data mentioned above are included in the last column of the table. While the matrices are large, they are not infinite and so discrepancies begin to show up at the 1% level for the leading energies. Moreover, since there are only 100 energies for each member of the ensemble, the first 15 reach a significant way into the “bulk” and indeed they begin to deviate from the pure Airy case as energy is increased. A final data set is in the last column. These are the zeros of deviate from the pure Airy case as energy is increased. A
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of the key tools introduced before, in terms of space-

time boundaries (equivalently, open string sectors, in the context of the models describing minimal string world sheets). Some of the earliest matrix model constructions of open strings in minimal string theories were in e.g. refs. [88–89]. Explorations using the conformal field theory approach were carried out in e.g., refs. [94–96], with early synthesis of the two approaches set out in refs [97–

Here are some of the key elements (that we need for this paper) with some well known elements as well as some aspects that do not seem to be in the gravity/string literature. Recall that expression (48) corresponds to inserting a loop of fixed length β into the system. It is the double-scaled limit of the quantity

\[ \langle W'(\beta) \rangle = \left( \frac{1}{\beta} \right) \text{Tr}[e^{\beta M}] \]. The Laplace transform of this with respect to \( \lambda \) is the quantity:

\[ \langle \hat{W}(\lambda) \rangle = \frac{1}{N} \left[ \text{Tr} \left\{ \frac{1}{\lambda - M} \right\} \right] = \frac{1}{N} \frac{\partial}{\partial \lambda} \langle \text{Tr} [\log(\lambda - M)] \rangle \]

(80)

the matrix resolvent. Because of the factor \( e^{-\lambda \beta} \), from this perspective \( \lambda \) measures the cost of making a loop of length \( \beta \) — it is a “boundary cosmological constant”. To compactly study the insertion of loops of all lengths, it is useful to construct the exponentiated version of the loop insertion, which is simply \( \langle \det[\lambda - M] \rangle \). From a statistical perspective, this is in fact the ensemble average of the characteristic polynomial of a matrix \( M \) of the random ensemble, a very natural quantity to compute. Note that it is this is a polynomial with leading term at order \( \lambda^N \), with unit coefficient (there’s a division by \( Z \) in computing the insertion). Well, it is an elegant old result (see e.g., an appendix of ref. [69]) that the average characteristic polynomial of the \( N \times N \) matrix ensemble is none other than the \( N \)th orthogonal polynomial, \( P_N(\lambda) \). Recall that in the double-scaling limit, \( x = \mu \) is equivalent to orthogonal polynomial index \( n \) landing on \( N - 1 \). At naive large \( N \) this is indistinguishable from \( N \), but it makes a difference in the complete scaling limit, as will become clear shortly. Recalling the factors that scale nicely together, the natural object representing the insertion of loops of arbitrary length is the largest orthogonal polynomial involved in defining the physics, which becomes the wavefunction of the quantum mechanics ([46] evaluated at the Fermi level:

\[ \frac{1}{\sqrt{h_N}} \left( e^{-N\lambda^2/2} \det[\lambda - M] \right) ^{DSL_2} \psi(E, \mu). \]

(81)

Here \( E \) is now the boundary cosmological constant (loops of length \( \ell \) come weighted by \( e^{-\ell E} \)).

A place where the 2D spacetimes can form boundaries of arbitrary length is simply a D-brane, and such objects—a natural component in a generic string theory—are seen to also emerge naturally in the formalism here. Naively, they are to be interpreted as places where the world living on the 2D universe can come to an end, prompting themoniker “end-of-the-world” branes. Since they are also associated with a particular (scaled) eigenvalue \( E \) (which simply sets their boundary cosmological

\( F. \quad \text{A Return to Geometry: D-Branes} \)

There is a smooth spacetime interpretation of some of the key tools introduced before, in terms of space-
constant), they have also been called “eigenbranes” in
the literature [52]. In a fully string theory context, they
are also known as “FZZT” branes22. To pick one name,
since “D-brane” has worked well for 30 years, that will
be used here.

There are many notable features of the wave function
$\psi(\mu, E)$ and its dual D-brane identity. Some, but not all,
are also known as “FZZT” branes. Because of its characteristic
approximation to the location of the means of the individual
underlying peaks (see figure 12). The zeros correlate well with the dips
in the density $\rho$ of the matrix model. Instead, the Fredholm determin-
ator started life as the average characteristic equation of
the matrices, which means that its $N$ zeros mark the
mean location of the eigenvalues of the $N \times N$ matrices
of the ensemble. Something of this survives to the scaling
limit of the matrix model physics, but parts are lost in translation.
The matrix model is built from the first $N$ of the polynomials, starting with the zeroth order one, as can be seen from equation (22) and several that follow. So the top wavefunction that survives to the limit is really built from the order $(N-1)$ orthogonal polynomial, and therefore its zeros should be slightly more into the bulk than the true mean locations, so that the Dyson gas spreads out with $N$.

So the zeros of $\psi(\mu, E)$ will give only an approximate correspondence to the mean eigenvalues, which makes sense since (as now hopefully clear from last section) the precise information about the individual eigenvalues is extracted from data contained in the Fredholm determinant, built from the
kernel $K(E, E')$. (On the other hand, the discrepancy
becomes smaller as $E$ increases, and this will be useful later.) Recall from equation (67) that the kernel is in its simplest form as
$K(E, E')$ for the Airy model, at $\hbar = 1$. The zeros give a first draft of the mean values of the
energy levels. They line up with the undulations of the spectral
density. The complete information about the locations of the
mean energy levels requires the Fredholm determinant (74).

This is all consistent with the plot of figure 14 where
$\psi(\mu, E)$ is overlaid upon the density $\rho(E)$ for the prototype
Airy case. The zeros correlate well with the dips or
inflection points of the undulations, which are only an
approximation to the location of the means of the individual
underlying peaks (see figure 12).

This observation about $\psi(\mu, E)$ is an important clue
about a deeper question. Because of its characteristic
polynomial origins, its zeros collectively have meaning as
an average spectrum of a matrix (albeit the size $(N-1)$
matrix). Their correlation with the peaks $p(n; E)$ lends
support to the idea that their means represent the average
spectrum of the full size $N$ system. So indeed, the matrix model does indeed strongly point to a meaningful specific spectrum, the $\{\xi_n\}$, which as discussed in the Introduction is proposed as the spectrum of the holographic dual to JT gravity.

As already stated, since the peaks become narrower
and more closely spaced at large $n$, the zeros of the wavefunction become a good approximation to the peaks’ locations (whether it be the mean of the peaks or similar) and the WKB formula (57) at $x = \mu = 0$, together with equation (59), yields the result (6), from which it follows readily that the density of the peaks asymptotes to the disc-level spectral density $\rho_{\text{disc}}(\xi_n)$. This shows how (for JT gravity and for the wider class of gravity models the matrix model techniques can capture) the leading (continuous) perturbative results for the spectral density can be understood as an approximation to a discrete density that can arise from some sensible quantum theory.

As $\hbar$ becomes small, the WKB form (55) can be used, and this is the limit where $\psi(\mu, E)$ has been most used in the literature. It connects nicely to the observations above in the following way: For the form (57), increasingly smaller $\hbar$ results in faster oscillations, and so the zeros of the wavefunction become increasingly closely spaced, until at $\hbar \to 0$ they form a dense covering of the positive $E$ line, as they should. This is the recovery of the smooth Dyson gas. Meanwhile, for the situation where $E < 0$, the behaviour is exponential, and

$$\psi_{\text{sc}} \approx \frac{1}{(-E)^{\frac{3}{2}}} \exp (-V_{\text{eff}}(E)) ,$$

where $V_{\text{eff}}(E) = 2\pi \hbar^{-1} \int_0^{-E} \rho_0(-E')dE'$ is the leading (saddle point) effective potential for one eigenvalue in

---

22 This multiplicity of names make them, perhaps appropriately
given their legendary magical properties, the Gandalf of this ad-
venture story.
the $E < 0$ regime. To see that this is the case, return to the saddle-point large $N$ analysis that derived the Dyson gas droplet solution. Once the saddle-point condition is met, the total energy $\tilde{E}_{\text{sad}}$ of the configuration is in fact (minus) the order $N^2$ expression in equation (15), since now $\hat{Z} = \exp(-\tilde{E}_{\text{sad}})$. Now the trick is to move one eigenvalue from position $\lambda_1$ to position $\lambda_F$, with result:

$$\Delta \tilde{\rho}_0(\lambda) = \frac{1}{N} \left[ \delta(\lambda - \lambda_F) - \delta(\lambda - \lambda_1) \right]. \tag{83}$$

Inserting this into the saddle energy gives:

$$V_{\text{eff}} = -\Delta \tilde{E}_{\text{sad}} = -N \left\{ V(\lambda_F) - V(\lambda_1) - 2 \int d\mu \tilde{\rho}_0(\mu) \left[ \log(\lambda_F - \mu) - \log(\lambda_1 - \mu) \right] \right\}$$

$$= -N \int_{\lambda_1}^{\lambda_F} (V'(\lambda) - 2F(\lambda)) \, d\lambda = -2\pi N \int_{\lambda_1}^{\lambda_F} \text{Im} \tilde{\rho}_0(\lambda) \, d\lambda$$

$$\Rightarrow \frac{2\pi}{\hbar} \int_{E_1}^{E_F} \text{Im} \tilde{\rho}_0(E) \, dE,$$  

where in the middle line, equations (17) and (18) were used, and the final result after the double-scaling limit has been indicated.

Since $\tilde{\rho}_0$ is real on the cut (where the Dyson gas lives), this expression vanishes if the endpoints $\lambda_1, \lambda_F$ are there, saying that there’s no cost to moving an eigenvalue around within the saddle solution. The expression really comes into its own when seeing what the cost is for moving an eigenvalue out of the saddle. This is a useful partial diagnostic of the stability of a model [104, 105].

For example, for the Airy case, where $u_0(x) = -x$ and $\mu = 0$, $V_{\text{eff}}(E) = \frac{2\pi}{\hbar} \frac{2}{3} (-E)^{3/2}$, a potential that rises toward more negative $E$, producing a force that pushes eigenvalues to positive $E$, which is where the classical result puts the Dyson gas. Actually, for simple Hermitian matrix models, odd $k$ are distinguished from even $k$ by the fact that the former have this rising behaviour while for the latter the effective potential ultimately falls, signalling an instability coming from the eigenvalues wanting to tunnel away from the positive $E$ regime. There are ways of avoiding this problem and providing stable definitions, however. Such matters of stability have been discussed thoroughly in the JT gravity context starting with the identification of the issue in ref. 153, a solution in ref. 160, and a recent detailed discussion of the matter (with more solutions) in ref. 51, and so will not be pursued here.

It is clear now that objects naturally built from $\psi(E, \mu)$ (or from the whole family, $\psi(E, x)$) ought to have a D-brane interpretation. The ubiquitous kernel $K(E, E')$, defined in equation (67), is such an object. It has already been discussed from the statistical point of view as a two-point correlator from which many useful quantities can be built. Now it has a new interpretation as a sort of composite D-brane probe that is well-suited to detecting the “location” of individual energies.\footnote{The equivalent construction in terms of the two more basic functions, $\psi(E, x)$ and $\psi(E', x)$, which each contain the full information about the Fermi sea construction of the underlying many-body, resembles a process whereby they are “zipped” together to construct $K(E, E')$. It is somewhat analogous to making a matrix-valued Yang-Mills quantity by tensoring together the Chan-Paton indices that label a stack of D-branes, in more familiar string theory settings.}

---

**G. Free energy**

As pointed out in ref. [48], once the spectrum of the random matrix model (i.e., the probability distribution of each energy level) is known, there are several things that can be readily computed using it, and among those are the free energy of the system. In fact with the information extracted so far, four distinct free-energy-like quantities can be computed and compared. The matrix model free energy quantities computed by averaging over the ensemble are the most obvious: The annealed free energy:

$$F_A(T) = -T \log \langle Z(T) \rangle \tag{85}$$

and the quenched quantity:

$$F_Q(T) = -T \langle \log Z(T) \rangle \tag{86}$$

where the angle brackets denote the ensemble average over matrices. These can be done directly on the matrix model if one can generate the actual matrices and sample them. For the kinds of application needed here, the matrix ensemble has highly non-trivial probability density (the raw potential $V(M)$), that is hard to simulate on the computer directly. Gaussians are special. The exciting point here is that having information about the individual statistics of each level, as afforded by the Fredholm analysis, allows for the ensemble averaging to be done another way, by simply reverse engineering the probability information obtained for each level in order
to generate samples that can then be analyzed. This is in principle possible (and was done with some success in ref. [18]) although somewhat clumsy to do well, partly because care must still be taken to make sure that the ensemble samples created are still representative. Nevertheless, direct methods for computing \( F_Q(T) \) are desirable since they avoid using replica methods, and all the potential computational and interpretational problems that they can entail. The bottom line is that there should be no need for replicas to understand what is going on if there is firm knowledge of the spectrum, which is the case here. There have been some computations directly on the matrix model that have analytically extracted some results in the low temperature limit in certain toy models [57, 58, 106], but the direct sampling approach [48, 59] has so far been best suited to analyzing the behaviour at arbitrary \( T \).

The point of view of this paper brings forth a third quantity that can be computed quite simply:

\[
F_m(T) = -T \log \left( \sum_{n=0}^{\infty} e^{-\varepsilon_n/T} \right), \tag{87}
\]

which is the free energy of the mean spectrum. Following through the reasoning for what the difference is between the quenched and annealed free energies already described in the Introduction (there is no need to repeat it here), this ought to not deviate too far from the quenched free energy of the ensemble.

The fourth quantity is simply the free energy computed using the logarithm of the partition function \( \langle Z(T) \rangle \) made from computing the Laplace transform of the full \( \rho(E) \), according to equation (60). This should coincide with the \( F_A(T) \) computed from the ensemble method, since this really is what is meant by the matrix model’s definition of \( \langle Z(B) \rangle \) at the outset. However it is sometimes used as a useful (partial) check on the sampling methods, serving as a first flag of whether the samples used are (at least in aggregate) indeed representative, bolstering confidence in results obtained for \( F_Q(T) \).

It is perhaps useful to explain a little more about how to compute \( F_Q(T) \) and \( F_A(T) \) by sampling from the Fredholm-obtained data. For the purposes of determining contributions to the partition sum, what is needed to get good results for them is the statistics of the energy levels over a large number of samples generated by knowing the individual probability distributions for each level. There is no off-the-shelf operation for using a computer to randomly generate numbers with a probability distribution that is not uniform or Gaussian. On the other hand, a uniformly distributed random number, \( p \), between 0 and 1 can be readily generated. For a given level \( n \), recall that the Fredholm techniques give the cumulative probability distribution function \( c(n,s) \). The probability of level \( n \) is then obtained by evaluating the inverse of this function at \( p \). So, samples that have, in aggregate, similar statistical properties to the actual matrix model (after scaling) can be generated this way, but it relies on being able to compute the CDFs up to high enough \( n \) to capture the regime where the quenched and annealed free energies depart from each other [24]. It becomes numerically difficult, especially for the gravity related models, to extract accurate CDFs from Fredholm much after \( n \) goes above 10–15 (as will be shown), but then two other facts can be used. The first is that the variance (and skewness) of the PDFs reduce as \( n \) increases. This means that they can be reasonably well approximated, for larger \( n \), by Gaussians (of course using \( \text{erf}(s) \) as the CDF). This presents the problem of how to locate the positions and standard deviations of such placeholder Gaussians. This is solved by the observation that as \( n \) increases, the WKB form of the wavefunction \( \psi(E,\mu) \) gives a rather good estimate of the position of the \( n \)th peak. In fact it overshoots, while the zeros of its derivative undershoots. So together they give a rough estimate of the mean and standard deviation of the Gaussians. After all this is input, it can simply be done for as many levels as desired, and then performing the partition sum. Computing the logarithm of the average of the sum or the average of the log of the sum is then readily done. In examples studied in this paper, typically 5000–10000 samples were constructed, and sometimes up to levels in the low hundreds (although for the temperatures considered the physics had already settled down for much smaller levels than that).

The four quantities described were computed for the Airy model, where the samples of the last paragraph were generated purely from the Fredholm data, up to 15 energy levels. Moreover in this case, direct computation using genuine matrix samples can also be done as a test! That gives two sets of three quantities (computed different ways) to be compared: \( F_Q(T) \) and \( F_A(T) \) made from samples generated from Fredholm data, or made from directly sampling (5-10K) actual matrices, \( F_m(T) \) made from the mean spectrum, and \( F_A(T) = -T \log(\langle Z(T) \rangle) \). For the latter, while equation (53) can be used to get the exact result, instead the Laplace transform of \( \rho(E) \) was taken between \( E = -3 \) and 17, the approximate value of the highest level, to match the cutoff on the energies in the sampling. These are all shown in figure 13 and the results are interesting. Happily, both of the direct sampling methods of computing \( F_A(T) \) match well with the result computed using the matrix model’s \( \rho(E) \). (There is some numerical variance at the lowest temperatures, to be expected from the fact that configurations with (mostly
rare) negative energies are contributing to a diverging annealed quantity there.) At higher temperatures the direct sampling $F_A(T)$ is slightly above the correct amount due to the matrices being of finite size producing a slight falloff in the energy population (see figure 9). At low temperatures all the $F_{Q}(T)$ coincide very well (and they must agree at $T = 0$, where the result is simply the average energy of the ground state.) Notably, for some intermediate temperatures, $F_{Q}(T)$ computed the Fredholm way falls slightly below its counterpart from direct sampling, (the correct answer), while $F_n(T)$ follows well the direct result, but slightly above. Toward higher $T$, the quenched energies all agree very well, and merge with the annealed free energies as they should. Slight discrepancies among them can be fully accounted for by finite size effects, and the slightly differing methods of implementing truncation to 15 levels in each case. This was confirmed by running versions of this same computation

where the truncation level was much higher.

Overall, the discrepancies are slight enough to support the central idea: The quenched free energy using the matrix ensemble is in strong agreement with the free energy computed using the average spectrum. They needn’t have matched exactly to support the idea, and it is already encouraging that they do so well for this exact model, where there is a direct computation to compare to using actual matrix samples. This gives confidence in the methods used, for JT’ applications (where there will not be matrix samples to compare to).

H. Spectral form factor

Another interesting and important quantity to reconsider is the spectral form factor, a two-point function of the partition function whose late time behaviour is a useful diagnostic of the properties of the spectrum of the theory:

$$Z(\beta + it)Z(\beta - it) = \sum_{j,k} e^{-\beta(E_j + E_k)}e^{it(E_j - E_k)},$$

for a given energy spectrum $\{E_k\}$. In particular, at late times, fluctuations begin to dominate the quantity, the nature of which depend upon the details of the low energy spectrum. The random matrix model readily yields the ensemble average of this quantity, and the result is naturally decomposed into the sum of a disconnected piece and a connected piece:

$$\langle Z(\beta + it)Z(\beta - it) \rangle = \langle Z(\beta + it) \rangle \langle Z(\beta - it) \rangle + \langle Z(\beta + it)Z(\beta - it) \rangle_c,$$

This can all be written in terms of the free fermion language quite readily. The disconnected piece is made from two copies of equation (48) while the connected piece is [64] 80 (remembering $P$’s definition in equation 49):

$$\langle Z(\beta)Z(\beta') \rangle = \text{Tr}(e^{-(\beta + \beta')H}) - \text{Tr}(e^{-(\beta + \beta')\gamma^0 H\gamma^0 P})$$

$$= \text{Tr}(e^{-(\beta + \beta')H}) - \text{Tr}(e^{-\beta'(\gamma^0 H\gamma^0 P)})$$

$$= Z(\beta + \beta') - \int dE \int dE' K(E,E')K^*(E',E)e^{-\beta(E+E') - it(E-E')}$$

which becomes, on setting $\beta \to \beta + it$ and $\beta' = \beta - it$:

$$\langle Z(\beta + it)Z(\beta - it) \rangle_c = Z(2\beta) - \int dE \int dE' K(E,E')K^*(E',E)e^{-\beta(E+E') - it(E-E')}$$

which reveals a time dependent piece that in fact goes to zero at large $t$, leaving a time independent positive term, of magnitude $Z(2\beta)$, which is the “plateau” to which the averaged quantity saturates. (This is also directly visible in the defining quantity 88) by looking at the sum along the diagonal, i.e. $E_j = E_k$.) In the special case of Airy, the spectral form factor is computable in closed form, since the full spectral density can be Laplace transformed to give $Z(\beta)$ in equation 53, and implementing equation 90 yields the connected piece to be:

$$\langle Z(\beta) \rangle \langle Z(\beta') \rangle = \frac{e^{2\beta^2(\beta^2 + \beta'')^3}}{4\pi \hbar^2 (\beta^3 \beta''^3)^{3/2}},$$

and

$$\langle Z(\beta)Z(\beta') \rangle_c = \frac{e^{2\beta^2(\beta^2 + \beta'')^3}}{2\pi^{1/2} \hbar^{3\beta^3/2}} \text{Erf} \left( \frac{1}{2} \hbar \sqrt{\beta^3 (\beta + \beta')} \right)$$
\[
\langle Z(\beta) Z(\beta') \rangle = e^{-\frac{\hbar^2}{4\pi} \beta^2 + \frac{\hbar^2}{4\pi} \beta^3} + \frac{e^{\frac{2\pi^2 \beta^3}{3}}}{4\sqrt{2\pi} \hbar \beta} \text{Erf} \left( \frac{\beta(\beta^2 + t^2)}{2} \right).
\]

Notice that at large \( t \) the first term dies away to zero, and the last term indeed becomes \( Z(2\beta) = e^{\frac{4\pi^2}{3} \beta^3} / \sqrt{2\pi} \hbar \beta^{3/2} \).

In general, the connected term, rather famously, can be interpreted geometrically in terms of a spacetime wormhole \emph{when the matrix model has a gravity dual}. That this is a smooth geometrical object is at the heart of the current discussions in the literature about gravity as an ensemble, so it is interesting to examine the matter here in the light of what has been uncovered.

It is important to understand that there are two separate issues at play, which are often conflated. One issue is that the average behaviour over the ensemble of spectral form factors for all samples captures the effect of smoothing out the late time fluctuations. The point is that a single sample has wildly fluctuating behaviour, and every sample fluctuates differently. Summing over them smooths it all out. The precise nature of what emerges from the smoothing depends upon the model (e.g., class of ensemble) under consideration. Of course, a most distinguished single spectrum is the set \( \{ E_n \} \), given by the mean of the Fredholm peaks uncovered here, the average spectrum. It is interesting to place this alongside the result (93) for the matrix model ensemble average in the case of Airy, and the result is shown in figure 16.

So far this smoothing from averaging spectra has \emph{nothing to do with gravity}. In fact, as already mentioned, Airy has no bulk gravity dual. So this makes it a useful testbed for separating out ideas of ensemble averaging, smoothing, and gravity. A separate issue from the smoothing of the spectral form factor’s erratic behaviour is whether a given ensemble has as gravity dual or not, (meaning a regime where the results can be written as a path integral over non-trivial smooth surfaces of different topologies). The matrix models for JT gravity and various variants of it \emph{do} have such a bulk gravity dual language. It is only in such cases that the extra step of calling the connected term a gravity wormhole is then meaningful. In such a case then there is a clear meaning to ascribing Euclidean wormholes in gravity to an ensemble average.

One can go in the other direction and ask if there is any sense in ascribing a smooth wormhole geometry to the spectral form factor involving a single copy of the gravity spectrum. Are there circumstances under which a wormhole is a good description. The answer seems clear. It is never a good description of a single copy. The spectral form factor is a quantity that by definition has erratic behaviour at late enough time due to the low-lying discrete spectrum. In a model with a gravity counterpart, (such as JT gravity), the quantity is meaningful, but it is a separate question as to whether it has a description in terms of a path integral over a smooth Euclidean manifold (the wormhole). A careful point of this paper is that in the Euclidean theory, the matrix model achieves a smooth description by filling in the gaps between the discrete microstates, doing so by averaging over the ensemble from which the dual spectrum is drawn. In the Lorentzian picture where (it is proposed) there is a definite dual spectrum, the microstates are fully understood—they have a life as the D-branes associated to the \( \{ E_n \} \) for example—and the spectral form factor can be written in terms of them as done above. The ensemble averaging which is in the domain of the Euclidean description) effectively borrows D-branes from across all the members of the ensemble—smearing them out from their discrete positions—to give a smooth answer. The price one pays is the loss of the erratic behaviour of the spectral form factor that encodes a particular spectrum. Instead there is the smooth quantity, which gives useful universal information about the class of theory one is working in, but not the particular theory. That’s of course ok.

The broad lesson is that wormholes (and other non-trivial topology) in gravity theories with a dual do imply that an ensemble average is taking place. But it is key to note that this is the domain of the Euclidean description, which averages over microstates to produce smooth geometries. Clearly, in the framework advocated in this paper, the converse is not necessarily true: Gravity is \emph{not fundamentally required} to be an ensemble average of anything. The averaging arises, when computing certain quantities in the Euclidean domain. In the Lorentzian
picture, where a Hamiltonian is most meaningful, there is no ensemble of Hamiltonians defining the theory, and hence a single discrete spectrum.

I. Complex Matrices and Bessel Models

Before moving to JT gravity and supergravity, in this section an instructive side trip will be taken to study an entirely different family of exactly solvable toy models. They arise by considering $M$ as a Gaussian randomly generated complex matrix random matrix, but the combination of interest is $H=MM^\dagger$. The eigenvalues of these (‘Wishart’ [45] form) matrices $H$ are manifestly positive. The system can be usefully thought of as rather like the prototype Hermitian matrix model, but with a ‘wall’ placed at $E=0$, stopping the eigenvalues from flowing to negative values. Again, in this Gaussian case it is straightforward and instructive to simulate these case, and it can be done with a simple modification of the lines of code suggested in footnote [14] [18]. This will yield a model system with label $\Gamma=0$. Other integer $\Gamma$ can easily be obtained by a further modification: The complex matrix $M$ does not need to be square, but instead of size $N\times(N+\Gamma)$, or $(N+\Gamma)\times N$. This can be implemented by starting with a random $M$ that is $(N+\Gamma)\times(N+\Gamma)$, and then deleting either $\Gamma$ rows or $\Gamma$ columns before forming $H$ with give a system to be given label $\Gamma$. Notice that when rows are chosen, $H$ will have $\Gamma$ repeated zero eigenvalues. In fact, these have an interpretation as additional background D-branes in some models [51, 92, 93], and R-R punctures in others [16].

In the Altland-Zirnbauer [109] classification of random matrix ensembles, this is the $(\alpha, \beta)=(2\Gamma+1, 2)$ system, where the case with rows deleted has $\Gamma$ negative and the case with columns has $\Gamma$ positive. In fact, $\Gamma$ can also be half-integer in this classification scheme, but that isn’t accessible here in terms of counting rows and columns of matrices. Much can be learned from just integer $\Gamma$, and indeed ref. [59] explored many new properties of the quenched free energy of such models by direct sampling, seeing how the resulting physics connects to many well known results in the random matrix literature. Here, the cases $\Gamma=0$ and $\Gamma=\pm\frac{1}{2}$ will be briefly featured, as they contain many features that will be helpful for studying JT supergravity.

The first of these cases is readily amenable to simulating with actual matrices. As before, large numbers of samples of the case $N=100$ can be readily generated, and a pattern emerges. It is the analogue of Wigner’s semi-circle law, in this case the Marčenko-Pastur law [110], a shape with the same $\lambda^\frac{1}{2}$ behaviour seen earlier at one end (away from the wall), but there is instead a $\lambda^\frac{1}{4}$ divergence at the “wall” end. The end is at $4N$ this time, instead of $2\sqrt{N}$ for the Wigner case ($H$ being instead the product of two matrices). This means that the typical spacing between energy levels is of order 1, and so some of the scalings to follow will reflect this difference. Rescaling to $\lambda'=\lambda/4N$ and henceforth dropping the prime, the unit-normalized density is now

$$\tilde{\rho}(\lambda) = \frac{\sqrt{2-\lambda}}{\sqrt{\lambda\pi}}. \tag{94}$$

It is shown in figure 17.

In much of the random matrix model literature on this type of system, the physics in the neighbourhood of the wall endpoint is usually referred to as “hard-edge” (in contrast to the unconstrained “soft-edge” of the semi-circle distribution that gives rise to Airy after scaling). In this case, Bessel models arises, in the analogue of Wigner’s semi-circle scaling limit [77, 81, 111–113]. The zooming-in change of variables done in the previous section is simply $E=2N\lambda$.

In fact, the spectral density for the matrix model is known exactly, and it is:

$$\rho(E) = \frac{1}{4\hbar^2} \left[ J_\Gamma^2(\xi) + J_{\Gamma+1}^2(\xi) - \frac{2\Gamma}{\xi} J_\Gamma(\xi) J_{\Gamma+1}(\xi) \right], \tag{95}$$

(where $\xi \equiv \sqrt{E}/\hbar$) and as noted above, when $\Gamma$ is a negative integer there are $\Gamma$ zero eigenstates, and so $|\Gamma\beta(E)|$ should be added to the spectral density. The leading form is $\rho_\beta(E)=1/(2\pi \hbar \sqrt{E})$, and the non-perturbative physics here consists of undulations around this. In contrast to the Airy case, the undulations broaden out and get further apart as they go to larger energy, so the underlying physics is quite different. It all follows from the presence of
of the hard wall causing a “bunching up” of the eigenvalues that propagates outwards, but becomes weaker farther away.

This shows another interesting way that these models are quite different from the Airy case: In the high energy limit, no continuum emerges for any individual matrix spectrum. Smoothness is achieved by combining discrete spectra at all energy scales. Aspects of these models’ behaviour will still play a crucial role in gravity models later, where the large $E$ emergent continuum on any individual spectrum will be present (each one becoming a Schwarzian spectrum). This will be because the models will turn out to be a portmanteau of features from Bessel and the kinds of features seen in the models of the previous section.

The case of $\Gamma = 0$ is distinguished by having a non-zero and finite value of $\rho(0) = 1/(4\hbar^2)$. This will be readily seen in the simulation in a moment. In the $\Gamma = \pm \frac{1}{2}$ cases, the Bessel functions reduce to trigonometric functions (divided by a square root), with the spectral densities becoming:

$$\rho(E)_{\pm \frac{1}{2}} = \frac{1}{2\pi \hbar \sqrt{E}} \pm \frac{1}{4\pi E} \sin \left(\frac{2\sqrt{E}}{\hbar}\right).$$

(96)

Remarkably, the $\Gamma = \frac{1}{2}$ case exactly cancels the classical divergence at $E = 0$ to zero. This is a feature that will be present in JT supergravity results to come (see also ref. [16]).

As with the Airy case, histograms can be made of the statistics of the energy levels, giving distributions called $\rho(n; E)$, $n = 0, \cdots, \infty$. (They will be derived using Fredholm techniques shortly.) Again, the peaks line up precisely with the familiar undulations of the Bessel models’ spectral density (with $\hbar = 1$). See the left illustration in figure [15]. In contrast to the Airy case, some exact results are known for some of the distributions in these sorts of models [81, 114, 115]. In particular, for this case, the distribution of ground states is known exactly as:

$$p(0; E) = \frac{1}{4} e^{-\frac{E}{\hbar^2}},$$

(97)

and multiplying by $E$ and integrating gives the mean value of the ground state as simply $E_0 = \langle E_0 \rangle = 4$. As might be expected, there is an orthogonal polynomial story for these matrix models too. The Hermite polynomials of the Wigner case are now exchanged for Laguerre polynomials [112], and in the scaling limit the wavefunctions (after scaling in a factor of the measure as before) become Bessel functions:

$$\psi(E, x) = \frac{1}{\sqrt{\hbar}} \sqrt{\frac{x}{2}} J_{\Gamma} \left(\frac{x \sqrt{E}}{\hbar}\right).$$

(98)

They are in fact (with a specific normalization) wavefunctions of the Hamiltonian [30, 116]

$$\mathcal{H} = -\hbar^2 \frac{\partial^2}{\partial x^2} + \frac{\hbar^2}{2} \left(\Gamma^2 - \frac{1}{4}\right).$$

(99)

The analogue of the Fermi sea now runs from $x = 0$ to $x = \mu = 1$, which fits nicely with the fact that the scaling to the endpoint results entirely from a scaling with $N$, with no translational component. Looking ahead, the JT supergravity cases of Section [**] will be seen to have an interpretation as having a Fermi sea where $x$ runs from
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Figure 19. Portions of the Bessel kernel for the cases (1,2) ($\Gamma=0$) on the left, showing the peak of height $\frac{1}{4\hbar}$ at the origin, and (2,2) ($\Gamma=\frac{1}{2}$) on the right, where the function instead vanishes.

Figure 20. The matrix model spectral densities $\rho(E)$ and first four microstate peaks for the Bessel models, with (2,2) ($\Gamma=\frac{1}{2}$) on the left and (0,2) ($\Gamma=-\frac{1}{2}$) on the right.

$-\infty$ (like regular JT) up to the Fermi level at $\mu=1$, where the portion up to $x=0$ is like a regular JT Fermi sea (but filled differently so as to yield the super Schwarzian at leading order), and then the portion from $x=0$ to 1 has more of the Bessel character seen here.

From these wavefunctions the “Bessel kernel” can be built (using the analogue of equation (67)):

$$K(E, E') = \int_0^1 \psi(E, x)\psi(E', x)dx = \frac{1}{2\hbar} \left[ \sqrt{E} J_{\Gamma-1} \left( \sqrt{E}/\hbar \right) J_{\Gamma} \left( \sqrt{E'}/\hbar \right) - \sqrt{E'} J_{\Gamma-1} \left( \sqrt{E'}/\hbar \right) J_{\Gamma} \left( \sqrt{E}/\hbar \right) \right].$$

Once again, this is interesting to look at in 3D, and the cases $\Gamma = 0$ and $\Gamma = \frac{1}{2}$ are shown in figure 19, with (again) some amusing resemblance to aquatic creatures.

From here, the Fredholm technology of section II E can be used wholesale for the Bessel models [113], now on the interval $(0, s)$ (using the notation of that section) to
The first few peaks are shown for each of the cases $\Gamma = \pm \frac{1}{2}$ readily adapted to this case, and some results follow. The resulting from computing $F_{\text{red}}$ crosses (lower). They sit directly on top of the solid line spectrum (solid blue), including the first seven states. They model, alongside the free energy computed from the mean computed by direct sampling the matrices for the (1,2) Bessel ground state. The annealed result from sampling, $F_{\text{annealed}}$, are red crosses (lower). They sit directly on top of the solid line resulting from computing $F_A$ from transforming $\rho(E)$.

derive the $p(n; s)$. The computations done for Airy are readily adapted to this case, and some results follow. The first few peaks are shown for each of the cases $\Gamma = \pm \frac{1}{2}$ in figure [20]. (The divergence in the (0,2) case presents considerable extra difficulty to control numerically. Such numerical difficulty will also afflict some of the results of two JT supergravity models somewhat.)

The first six peaks for $\Gamma = 0$ are shown on the right in figure [18] and of course should be compared to the results from "experiment" on the left of the same figure. The values of the first seven peaks for this case may be readily extracted as: $E_0 = 4.00, E_1 = 24.3, E_2 = 64.11, E_3 = 123.5, E_4 = 202.6, E_5 = 301.4, E_6 = 411.7$, and they will be used shortly. In all cases, once again, the zeros of the wavefunctions evaluated at the Fermi surface ($x = 1$) give a rough guide to the locations of the peaks, but unlike the Airy case (and other examples to come) the spreading of the peaks, and the gaps between them, with growing energy makes the wavefunctions a less useful guide.

While it is certainly interesting to explore these models further, the main reason for bringing them into the discussion at this point (besides noting some features that will appear again in the JT supergravity cases) is that it serves as another testbed for the free energy computation: seeing how well the quenched free energy matches with the free energy of the mean spectrum. Just as with the Airy example, the quenched and annealed free energies can be computed by direct sampling. The results are shown, using the first 7 levels (for $F_m(T)$), in figure [21]. (For the temperatures shown, the physics has already settled down to what it would look like if more levels were added.) The annealed energies agree very well. They go to zero here instead of diverging negatively (as they do for Airy) since there are no negative energy states involved in badly skewing the free energy as happens for Airy. Here the spectrum has $E = 0$ as its lowest value.

As in the case of Airy, the quenched free energy of the ensemble and the quenched free energy of the mean spectrum follow each other well, with the ensemble's quantity lying slightly (on the scale of the typical energies of the states involved) below. They merge together as they approach the ground state at $E_0 = 4$.

** III. JT GRAVITY **

The string equation approach to formulating non-perturbative matrix model descriptions of JT gravity was developed in refs. [40, 47] (and extensions to include deformations in ref. [117]). Recently, ref. [51] clarified several aspects of the non-perturbative definition for JT, and used the many-body language reviewed in the previous Sections to show how to describe a family of non-perturbative completions. Clearly there is no need to review every detail of the construction here, but some key aspects will be highlighted in order to have a reasonably self-contained narrative flow.

Recall from subsection II A the potential $u(x)$ arising from studying double-scaled Hermitian matrix models is governed by an ordinary differential equation (ODE) of the form $R = 0$. See equation (40). In fact, a linear combination (at the level of building equations) defines a more general model that can be considered as an interpolating model in the sense of a field theory flows, defining the couplings $t_k$:

$$R \equiv \sum_{k=1}^{\infty} t_k R_k[u] + x,$$

and now $R = 0$ defines (at least perturbatively) a more general model of random surfaces. A given set of values for the $t_k$ will determine the precise model. JT gravity, for example, will correspond to a particular choice, to be reviewed below. Before moving on it is worthwhile swiftly dealing with the instability that was also mentioned in that section: The $k$ even models are unstable non-perturbatively, corresponding to eigenvalues wishing to tunnel out of the Dyson Gas droplet to lower $E$’s disconnected from the main group. This is undesirable from the point of view of trying to find a theory where (at least perturbatively, the smooth surfaces of interest should be present. It is intuitively clear what needs to be done. If
instead an ensemble of Hermitian matrices is used that has some lowest (scaled) eigenvalue \( \sigma \) after double scaling, such that \( \sigma \) is above the (fully non-perturbative) threshold where the instability develops, but not so high that it plays any role at any order in perturbation theory, then this constitutes a non-perturbative completion of the physics. This was first done (for \( \sigma = 0 \)) in this context in ref. \([46, 47]\), and the broader case fully discussed and analyzed recently in ref. \([51]\), showing that for JT gravity a (narrow) range of allowed \( \sigma \) is possible, and explaining it in terms of the dynamics of background D-branes.

It is straightforward to see how the larger string equation that results from defining such an Hermitian matrix ensemble arises. This was done explicitly long ago in refs. \([113]\) (the original equation was found by studying a certain model of complex matrices \([76, 78]\)), and rather than reproduce all the steps here, the essential aspects are described in a slightly different manner that might be illuminating. The simple Hermitian matrix model string equation can be formulated in an illuminating (in some respects) language as follows. Notice that the two non-trivial identities, \([23]\) and \([25]\) that gave rise to the recursion relations (and ultimately the string equations) were to do with the action of \( \lambda \) and \( \frac{d}{d\mu} \) in the matrix model. Specifically, \([23]\) led to the operator realization of \( \lambda \) as \( Q = -\hat{H} \). Similarly the action of \( \frac{d}{d\mu} \) can be thought of as an operator, and it is the momentum counterpart to “position” \( Q \), which deserves to be called \( P \). Now it is easy to state the string equation. It is simply the canonical commutation relation \([119]\):

\[
[P, Q] = 1,
\]

and in fact it fully non-perturbatively encodes the fact that the Dyson gas problem has (at the level of the action) a translation invariance along the spectral line. The instability of the even \( k \) models is simply the failure to find good solutions that are consistent with that beyond perturbation theory.

Deriving an equation for a model of random Hermitian matrices with eigenvalues restricted to be within the range \( (-\Sigma, \Sigma) \) (indeed, the potential is still chosen to be even for simplicity) is simply a matter of writing an additional identity for the insertion of \( \lambda \frac{d}{d\mu} \). In integrating all identities by parts, there will also now be boundary terms, involving \( P_N(\pm \Sigma) \) and \( P_N(\pm \Sigma) \). Such terms can be eliminated between the two equations, giving a single, larger string equation upon using subsection II.A’s double scaling relations, supplemented with scaling the “wall” position with \( \Sigma = 2 - \sigma \delta^2 \), and it is:

\[
(u - \sigma)\mathcal{R}^2 - \frac{\hbar^2}{2} \mathcal{R}'' + \frac{\hbar^2}{4} (\mathcal{R}')^2 = 0.
\]

If \( \sigma = 0 \) this is just the expression of the scale invariance left over after breaking translations, and non-zero \( \sigma \) gives the full form showing that \( \sigma \) can be translated. For the purposes of this paper, it will be enough to set \( \sigma = 0 \). The other allowed values of \( \sigma \) that are allowed by the consistency conditions of ref. \([51]\) (for JT gravity) give physics that is extremely similar.

Recall that, as discussed in subsection II.A the perturbative description of the matrix model is entirely done in terms of the Fermi sea regime, \( x < \mu \), as an expansion in \( \hbar/|x| \). This is equivalent to a large \( |x| \) expansion in the \( x < 0 \) region of the string equation. Correspondingly, the solution for \( u(x) \) in this regime is captured by the simpler \( \mathcal{R} = 0 \) solution of the string equation \([103]\). In other words, perturbation theory is (as it should be) identical to the content of the simpler Hermitian matrix model.

Setting \( \hbar = 0 \) for the leading behaviour (the large \( N \) saddle) in the \( x < 0 \) regime results in the algebraic equation

\[
\mathcal{R}_0[u] \equiv \sum_k t_k u^k_0 + x = 0,
\]

where \( u_0 \) is the leading part of \( u(x) \). This will result in some leading spectral density \( \rho_0(E) \). The one of interest for JT gravity is the familiar Laplace transform of the Schwarzian result, given in \([4]\). The next step is to use the relation \([58]\) to see what combination of the \( t_k \) can give the \( u_0(x) \) that yields this \( \rho_0(E) \), and it is uniquely picked out to be \([46, 03, 124]\):

\[
t_k = \frac{\pi^{2k-2}}{2k!(k-1)!},
\]

with the Fermi level at \( \mu = 0 \). (So in this section, all remaining occurrences of \( \mu \) will be understood to be using \( \mu = 0 \), but sometimes \( \mu \) will be left in place for clarity. It will turn out to be 1 in the sections on JT supergravity.)

The leading solution for \( u_0(x) \) can be written as:

\[
\sqrt{u_0} \frac{\pi}{\pi} I_1(2\sqrt{u_0} + x) = 0,
\]

where \( I_1 \) is the first modified Bessel function. In this sense, JT gravity can be understood as a particular combination of an infinite number of minimal models in this “KdV” basis \([28]\). Higher order terms in perturbation theory come from expanding the string equation in parameter \( \hbar/|x| \) where \( x \) is negative. This is the perturbative description of the corrections to the Fermi sea description of

27 In fact, a slight generalization of the equation is possible, where the right hand side has the constant \( k^2 \Gamma^2 \). This corresponds, here, to the result of adding background D-branes with cosmological constant \( \sigma \) \([82, 83]\), but this will not be pursued here. In the next sections, this same equation will appear, but used in a different manner, to study JT supergravity, and then \( \Gamma \) non-zero will be essential.

28 Many things are called minimal models, and \( t_k \), in the literature, together with and the basis of operators the \( t_k \) couple to. Here, the minimal model controlled by \( t_k \) simply yields a behaviour
the basic matrix model construction of JT gravity. This yields corrections to the potential that can be written as
\[ u(x) = u_0(x) + \sum_{g=1}^{\infty} u_g(x) h^{2g} \]

The quantum mechanics can be solved perturbatively (in \( h \)) on this potential, and together they yield the topological perturbation theory described (using a different approach) by Saad, Shenker and Stanford \[15\].

The most interesting issue for the purposes of this paper is that staying in perturbation theory will never reveal the microstructure of the JT gravity. As seen in the prototype example of Airy, what is needed is the full set of wavefunctions \( \psi(x, E) \) from which everything about the matrix model can be constructed. For Airy, the exact potential to all orders was \( u(x) = -x \), and all the non-perturbative physics came from solving the Schrödinger problem with that potential. Happily this was just the Airy equation, which resulted in Airy functions for the complete wavefunctions. Already a great richness resulted (from computing the Fredholm determinant, difficult enough in this simple case) yielded a lovely underlying structure of states. Here, the task is complicated by the fact that \( u(x) \) has both perturbative and non-perturbative corrections described by a highly non-linear equation. There will be no exact solution to display here for \( u(x) \). Once it is known (numerically), the wavefunctions and energies must be constructed, again numerically. The techniques for this were developed and explained in ref. \[17\]. Hence, the kernel for JT gravity will also only be known numerically. Then the step to constructing the Fredholm determinant must be done. The two additional layers of numerics before getting to the Fredholm computation result in quite a challenge for controlling accuracy, but it can be done after considerably further refining the numerical methods.\[20\]

\( E^{k-\frac{1}{2}} \) in the spectral density. This is sometimes referred to as the KdV basis in the literature, since it is in that basis that the \( t_k \) act as generalised times in an organizing Korteweg-de Vries integrable flow between models. There are also different common normalizations for the \( t_k \) arising from whether the coefficient of \( u^k \) in \[105\] is chosen as unity or not, as it is here. The KdV basis differs from the operator basis more naturally occurring in the conformal minimal models \[122\], and so the \( t_k \)s in such models are a mixture of the \( t_k \)s used here. See ref. \[123\]. After translating, the approach used here aligns nicely with the large \( k \) approach first suggested in ref. \[19\].

\[22\] A key aspect of that work was to show that although the string equation is technically of infinite order, as \( k \) grows the relative influence of \( t_k \) diminishes. Also, the solutions sought are such that they asymptote to perturbative behaviour for large positive and negative \( x \), with the non-trivial behaviour in the interior. A truncation of the equation to some high enough value of \( k \) can be done such that the error in doing so would only be significant at large enough \( x \) where the perturbative solution for \( u(x) \) is sufficient to describe the physics. For JT gravity it turns out that \( k = 7 \) (resulting in needing to solve a 15th order ODE) works very well, for \( h = 1 \).

\[30\] For the Reader interested in doing these computations, the first step is to read the suggestions for numerical work on solving string equations given in ref. \[51\] (Appendix B). These are good enough for solving the string equations for \( u(x) \) and obtaining wavefunctions that yield accurate results for \( \rho(E) = K(E, E) \), although it has since been found that they can be much improved in speed by passing vectorized Jacobians to the chosen MATLAB ODE solver. However the spectral methods need improvement for the task of computing the Fredholm determinant since the delicate interplay of the off-diagonal components of \( K(E, E') \) require greater accuracy and handling of the wavefunctions \( \psi(E, x) \). For this, it was found that the chebfun package was extremely useful, where whenever possible operations are performed on representations of all quantities as Chebyshev polynomials. It can be readily installed into MATLAB. It allowed for much cleaner wavefunctions, and hence a more accurate kernel. It is also recommended that if available, parallelization of the code be done as much as possible to improve speed of some operations that must be done for every computed energy.
by the WKB form of the wavefunction \[57\]. Figure 23 shows the exact (numerical) \(\psi(E,0)\) superimposed with the WKB form, the two together allowing the entire energy range to be covered. A hybrid wavefunction can be constructed by joining the two at large enough \(E\) and it is displayed in figure 23. Its zeros will be discussed shortly.

Knowing \(\psi(E,0)\) and its derivative is in principle enough to compute the Kernel \(K(E,E')\) (because of the Christoffel-Darboux form), but numerically, it is not as useful as knowing the full set \(\psi(x,E)\), because of the denominator \(E - E'\). The kernel can be constructed numerically using the wavefunctions and as before it is illuminating to look at it, so a three-dimensional portion is shown in figure 24.

With \(K(E,E')\) in hand, the same procedures as done for Airy can be carried out in order to construct the Fredholm determinant. A key difference here is that the interval upon which the computation is done begins at zero (more generally, \(\sigma\)) instead of \(-\infty\). The considerable additional numerical difficulty resulted in extra struggles with noisy results but they were not insurmountable. (See footnote 50.)

A three-dimensional portion of \(F(s,z)\) is shown on the left in figure 25. The two-dimensional slice at \(z = 1\) (red line) shows the cumulative distribution function for the zeroth energy (ground state), \(c(0,s)\equiv E(0; s)\), and the more general \(z\)-dependence will produce, through \(z\)-derivatives, the CDFs for higher levels, \(c(n; s)\), and their PDFs \(p(n; s) = -dc(n; s)/ds\). Despite appearances, numerical noise is still potentially a problem here, since the curve needs to be known to very good accuracy to increasingly high values of \(s\), for an increasingly high number of \(z\)-derivatives to be taken, with the results from all preceding derivatives added together. While smoothing algorithms can be helpful, they must be used sparingly lest the physics get erased, obscuring the properties of each level. Despite all this, it was possible to obtain again 15 energy levels for which good accuracy could be obtained for the statistics. (Several more levels could be discerned, but with less good confidence about the numbers.) They are shown, on the right, in figure 25.

Table 11 lists the mean values \(E_n = \langle E_n \rangle\) of the peaks found and their variance, while the final column gives the values of the zeros of \(\psi(E,\mu)\). As stated earlier, the latter become an increasingly good estimate of the location of the peaks (and their mean) as energy increases. In fact, by the 10th level it can be seen that they are already within 1% of each other. So for later applications to be discussed shortly, it will suffice to use these zeros of \(\psi(E,\mu)\) above level 15 as a good estimate of \(E_n\). It must be repeated that for low energies there is no substitute for the correct results obtained from the Fredholm determinant. Results from \(\psi(E,\mu)\) are incorrect for this purpose.

As was discussed in section 11C, and tested on the example of the Airy model, the free energy of the model can be constructed from the knowledge of the spectrum’s statistics. The quenched free energy from direct sampling of reconstructed samples was first computed in this manner in ref. 48, and as with the Airy case, it comes in slightly below the result for computing the free energy of the mean spectrum. They both asymptote to the annealed free energy as they should. See figure 26. Henceforth, the free energy of the mean spectrum will be taken as a guide to the quenched free energy, and that will be displayed in further examples to come, alongside the annealed quantity computed from \(\rho(E)\).

Finally, it is informative to turn to the spectral form factor. What was done for the simple Airy model in section 11D can also be done here. On the one hand, the Kernel can be used (see equations 89, 91) and (90) to construct the smooth ensemble-averaged spectral form factor for JT gravity (this was first done fully non-
Figure 25. The Fredholm determinant $F(s; z)$ (left) and the statistical distribution of the first fifteen energy levels (right) derived from it for JT gravity, shown alongside the leading ($\rho_0(E)$) and full ($\rho(E)$) spectral density. Here $\hbar=1$.

perturbatively in ref. [47], and on the other hand, the spectral form factor for the distinguished spectrum $\{E_n\}$ can be constructed. The two are shown in figure 27 for $\beta = \frac{1}{2}$.

**Table II.** The first 15 mean levels $E_n = \langle E_n \rangle$ for JT gravity at $\hbar=1$, computed using the Fredholm determinant method. The computed values are shown along with the (decreasing with energy) variance. The 4th column shows the vanishing of the wavefunction $\psi(E, \mu)$, giving an approximation to the peaks’ locations that improves as $n$ grows larger.

| energy level | value (Fredholm) | variance (Fredholm) | Wavefunction zeros |
|--------------|------------------|---------------------|--------------------|
| $E_0$        | 0.662873         | 0.035562            | 0.785914           |
| $E_1$        | 0.942654         | 0.007705            | 0.992520           |
| $E_2$        | 1.085112         | 0.003494            | 1.116604           |
| $E_3$        | 1.183948         | 0.002086            | 1.207184           |
| $E_4$        | 1.260617         | 0.001412            | 1.277322           |
| $E_5$        | 1.323984         | 0.000795            | 1.337170           |
| $E_6$        | 1.377675         | 0.000632            | 1.338628           |
| $E_7$        | 1.42785          | 0.000515            | 1.438668           |
| $E_8$        | 1.46769          | 0.000360            | 1.474301           |
| $E_9$        | 1.504666         | 0.000238            | 1.510901           |
| $E_{10}$     | 1.539360         | 0.000160            | 1.544367           |
| $E_{11}$     | 1.571591         | <0.000112           | 1.575221           |
| $E_{12}$     | 1.599964         | <0.000112           | 1.603861           |
| $E_{13}$     | 1.623555         | <0.000112           | 1.630601           |
| $E_{14}$     | 1.655204         | <0.000112           | 1.655689           |

Table II. The first 15 mean levels $E_n = \langle E_n \rangle$ for JT gravity at $\hbar=1$, computed using the Fredholm determinant method. The computed values are shown along with the (decreasing with energy) variance. The 4th column shows the vanishing of the wavefunction $\psi(E, \mu)$, giving an approximation to the peaks’ locations that improves as $n$ grows larger.

Figure 26. The JT gravity free energy, computed from the direct spectrum $E_n$, or as a quenched quantity $F_Q(T)$ in the matrix model. The truncation level is $n = 155$. Both cases become $\langle E_0 \rangle \simeq 0.6628$. Also shown is the annealed quantity $F_A(T)$, as well as the naive free energy computed using the log of the partition function computed from $\rho(E)$ (integrated up to a similar energy). Up to this $T$ there is hardly any further change to the quantities if higher energy levels are included.

Notice that in ref. [47], many of the results for the spectral form
Again, this amounts to a lovely interplay between geometry and statistics. The connected contributions that produce the ramp and plateau features that result from averaging the spectral form factors of the ensemble can indeed be attributed to a gravity wormhole, via the usual 't Hooftian interpretation of the double-scaled matrix model. This is makes sense now that there is an actual gravity counterpart of the matrix model. In the case of Airy, there's none of the geometry of gravity, just topological counting, as can be seen by expanding the microstate peak, it is clear— in retrospect— that the resulting behaviour probed extremely low energy features of the behaviour of the ensemble well below the typical ground state energy. $\beta = 0.5$ allows for the interplay of several of the lowest excited states to imprint strongly upon the behaviour of the spectral form factor, as can be seen by comparing the results. It has become considerably easier to obtain the numerical control needed to obtain clean results at small $\beta$ since that work was published.

Again, it is worth repeating that there is no sense in which this is a requirement of the theory. It’s just that a single spectral form factor requires knowledge of the microstate spectrum that makes it up. They are D-brane like objects associated with the definite energies that can be identified using the techniques see here, and they have a perfectly good description, but it is not in terms of smooth gravity. Averaging over the ensemble of possibilities smears them out, sidestepping having to specify them, and allows for a smooth gravity description.

**IV. JT SUPERGRAVITY**

Many of the observations made in the previous section have counterparts in various models of JT supergravity described perturbatively to all orders in the work of Stanford and Witten [10], and it is possible to be just as explicit in constructing their non-perturbative content, as shown in refs. [47, 49, 50] for the “Type 0A” family in the $(\alpha, \beta) = (2\Gamma + 1, 2)$ Altland-Zirnbauer classification, with $\Gamma = 0, +\frac{1}{2}, -\frac{1}{2}$, and in ref. [124] for the “Type 0B” family (a merging two-cut symmetric Hermitian matrix model).

The distinction between the Type 0A and Type 0B, as the name suggests, mirrors the distinction between the two types of string theory that bear the same name. Indeed the minimal strings connected to their matrix model description, generalizing the bosonic minimal string picture of the previous section, are of Type 0A and 0B. Denote the random matrix of one of these models as $H$.

In these supersymmetric cases it can be written as the square of a supercharge, $Q$, i.e., $H = Q^2$. In the case of Type 0A, $Q$ anticommutes with the operator $(-1)^F$, where $F$ is fermion number, and can be written as:

$$Q = \begin{pmatrix} 0 & M \\ M^\dagger & 0 \end{pmatrix},$$  \hspace{1cm} (108)

in a basis where $(-1)^F$ is block diagonal. Here $M$ is a complex matrix and $M^\dagger$ is its Hermitian conjugate. (See ref. [10] for more discussion of this.) So the type of random matrix model needed to describe such models should be of a complex matrix model $M$, but in the combination $MM^\dagger$. This is precisely the kind of matrix model whose double-scaling limit was studied long ago [79, 77], and toy prototypes are the Bessel models presented in Section IV. As mentioned above, they are denoted $(\alpha, \beta) = (2\Gamma + 1, 2)$ in the Altland-Zirnbauer classification, although sometimes just the $\Gamma$ values will be used. In the case of Type 0B, $Q$ does not respect $(-1)^F$, and so it is an ordinary Hermitian matrix. The matrix model of relevance is the $\beta=2$ Dyson-Wigner classification. Ref. [10] conjectured that this should be a symmetric two-cut model, and this was recently confirmed in ref. [124], where it was constructed fully non-perturbatively. The matrix model of $Q$, with eigenvalues $q$, has a spectrum symmetric in $q \rightarrow -q$, precisely what would arise from the merging of two cuts in a symmetric potential. The spectrum of $H = Q^2$ lies on the real positive line.

Rather conveniently, the string equation that describes $u(x)$ for these supergravity cases has the same structure as equation (103), but now has non-zero $\Gamma$ turned on [32].

---

32 It can be thought of as an integration constant in certain ap-
Writing it out again, it is:

\[(u - \sigma)R^2 - \frac{\hbar^2}{2} RR'' + \frac{\hbar^2}{4} (R')^2 = \hbar^2 \Gamma^2 \],  \hspace{1cm} (109)

but it is important to appreciate that the details of how the equation (and its solutions) is used are quite different in each case.

The first key difference is that for all the supergravity cases, \(\mu\) is a positive non-zero number, and the conventions of this paper will have \(\mu = 1\). So the Fermi sea is now \(-\infty < x < 1\). See also a comment on this after equation (99). The disc level solution \(u_0(x)\) of the equation still comes from solving \(R_0 = 0\), but comes in two parts. For \(x < 0\) there is a non-trivial solution for \(u_0(x)\), which arrives at \(u_0 = 0\) when \(x = 0\). Between \(x = 0\) and \(x = \mu = 1\), the leading solution is \(u_0(x) = 0\). The non-trivial part comes from matching to the JT supergravity disc solution for the spectral density, which is

\[
\rho_\nu(E) = \frac{\cosh(2\pi\sqrt{E})}{2\pi\sqrt{E}} ,
\]  \hspace{1cm} (110)

from which it can be seen from equation (58) that the \(t_k\) are given in this case by [49]:

\[
t_k = \frac{\pi^{2k}}{(k!)^2} ,
\]  \hspace{1cm} (111)

a different choice than that used for regular JT (see equation (106)). Correspondingly, \(u_0(x)\) is defined by:

\[
I_0(2\pi\sqrt{u_0}) - 1 + x = 0 ,
\]  \hspace{1cm} (112)

in contrast to equation [107] which instead involves \(I_1(2\pi\sqrt{u_0})\). The fact that \(\mu = 1\) has not made much difference so far (since at leading order \(u_0(x) = 0\) between \(x = 0\) and \(x = \mu = 1\), but this changes when developing perturbative corrections in \(h\) to get contributions from higher topologies, and of course its role is key non-perturbatively too. This makes sense in view of what emerged in the review of subsection IV A because perturbation theory in \(h/x\) is now for positive \(x\) whereas it was for negative \(x\) before. The leading correction to \(u_0(x)\) in this regime is, for the \((2\Gamma + 1, 2)\) models:

\[
u_1(x) = \left(\Gamma^2 - \frac{1}{4}\right) \frac{\hbar^2}{x^2} ,
\]  \hspace{1cm} (113)

which was in fact the potential for the Bessel models in equation (99). This becomes the seed, upon substitution, for the next order in perturbation theory and it is straightforward to see with some simple algebra that a factor \((\Gamma^2 - \frac{1}{4})\) multiplies every term at higher order in perturbation theory. This leads to the fact that for the cases \(\Gamma = \pm \frac{1}{2}\), topological perturbation theory beyond the disc vanishes to all orders. As noted in ref. [49], this nicely matches what was found using the direct supergravity approach in ref. [16]. Additional special features of these two cases will emerge in what is to follow, as the microstate structure of all three \((2\Gamma + 1, 2)\) supergravities are uncovered in subsections IV A and some of subsection IV B.

As a bonus, these same special features of the string equation for \(\Gamma = \pm \frac{1}{2}\) play a role in the type 0B supergravity model described as a two-cut Hermitian matrix model. (This will be discussed more in subsection IV B) In that case, it was shown in ref. [123] that the physics can be described as a sum of two sectors, one based on a \(u(x)\) solving the string equation (103) with \(\Gamma = +\frac{1}{2}\), and one based on a \(\Gamma = -\frac{1}{2}\) solution. As a result, topological perturbation theory again vanishes to all orders, once again reproducing observations made using supergravity...
techniques in ref. [16]. The microstate analysis for this theory will be explored in subsection [VB].

As with the case of ordinary JT gravity, it is also useful to have the WKB form of the wavefunction \( \psi(E, \mu) \). Using similar techniques to those used earlier (around equation (57)), the appropriate form can be written as:

\[
\psi_{\text{WKB}}(E, \mu) \simeq \frac{1}{\sqrt{\pi \hbar}} \frac{1}{E^2} \cos \left( \pi \int^E \rho_0(E')dE' - \frac{\pi}{4}(2\Gamma + 1) \right),
\]

where \( \rho_0(E) \) is given in equation (110). The normalization is such that it yields the leading spectral density via equation (58), and the phases match those of the corresponding toy Bessel models, equation (68).

For the Type 0A \((2\Gamma + 1, 2)\) theories, this form of the wavefunction will be used to complement the computation of the full wavefunction that was done deep in the non-perturbative regime, allowing it to be extended to high energies. As before, the zeros of \( \psi(E, \mu) \) will turn out to be a rough guide to the location of the mean microstates of the ensemble, increasing in accuracy with energy. The story is more subtle for Type 0B, and will be discussed in section [VB].

A. (2,2) and (0,2) JT Supergravity

(Type 0A, \( \Gamma = \pm \frac{1}{2} \))

The business of numerically solving the string equation for \( u(x) \) for all the supergravity theories is much the same as it is for the ordinary JT gravity case. The truncation level chosen was, as before, at \( k = 7 \), after which (for \( \hbar = 1 \)) the solution merges well with the classical solution at energies high enough for analytic methods to take over. (Just as before, smaller values of \( \hbar \) can readily be studied. Choosing \( \hbar = 1 \) shows off all the key non-perturbative features to their greatest extent.) The wavefunctions are constructed as before, for 800 states, from which the kernel \( K(E, E') \) defined in equation (67) can be constructed.

Figure 28 shows (on the left) a 3D rendering of the kernel for the (2,2) theory. Again the black line along the dorsal fin is the full non-perturbative spectral density \( \rho(E) = K(E, E) \). In this example, the non-perturbative physics corrects the classical divergence at \( E = 0 \) to zero, and correspondingly all other features off the diagonal smooth out to zero along the \( E = 0 \) edges as well. The (0,2) case (shown on the right in the same figure) is quite different, with divergences at \( E = 0 \).

These behaviours are reflected in the wavefunction \( \psi(E, \mu) \) for each case, in both the full result computed from the quantum mechanics and in the WKB result. For the (2,2) the vanishing of the WKB result follows from the fact that putting \( \Gamma = \frac{1}{2} \) into equation (114) results in a leading small \( E \) behaviour of the cosine of \( E^2 \), giving an \( E^4 \) vanishing overall. The vanishing happens for the full (not just WKB) wavefunction as well. On the other hand, the (0,2) case is divergent near \( E = 0 \), both for WKB and the full result. This low energy (qualitative) agreement near \( E = 0 \) is a special case for these models.

As they should, the zeros of the full wavefunction line up with the inflection points of the full density, as shown in figure 29. While the full and WKB wavefunctions only qualitatively match at low energies, the WKB form eventually begins to match the exact result well, and can henceforth be used out to arbitrarily high energy. Figure 30 shows a hybrid formed from the exact form and the WKB result, with the pure WKB form deviating as the red dashed line at low enough energies. Also highlighted are the zeroes, which will shortly be of use.

The full collection of \( \psi(E, x) \) obtained from solving the spectral problem can be used to construct the kernel \( K(E, E') \), using similar techniques to the ordinary JT gravity case. (See footnote 30 for suggestions on numerical techniques for computing these results.) The behaviour of the Fredholm determinant that is made from \( K(E, E') \) is shown in figure 31 for each case. A
two dimensional slice along $z = 1$ (shown in red) shows the cumulative probability $E(0; s)$ for the first energy level (ground state) of the system. Derivatives of the $z$-dependence away from this slice generates the probability distributions for higher energy levels, and the first ten of these are shown for the $(2,2)$ and $(0,2)$ cases in figure 32. (Note that there is small, but notable, bite taken out of the probability density function of the ground state in the $(0,2)$ case, because of the singular behaviour at $E = 0$.)

As with ordinary JT gravity, the peaks can be seen to grow together as energy grows, while also becoming sharper. As $E$ grows, as discussed in the Introduction, they can eventually be well approximated by a dense set of delta-functions, and a safe cross-over to the smooth language of gravity can be made. Table III lists the details of the first ten peaks, confirming this observation. Also listed are the first ten zeros of the wavefunction $\psi(E, \mu)$. For larger $E$ they become a more accurate locator of the mean energy, and can be used as such for the higher levels in computations below.

The free energy can be computed for these energy levels, as before, and the results shown in figure 33. This time, the free energy associated to the mean spectrum is shown, alongside the annealed result from using the matrix model partition function.

Finally, the spectral form factor for the mean spectra can be computed in each case, and compared with the corresponding matrix model computation. These are shown in figure 34. To repeat the point of view expressed in the Introduction, this shows the matrix model creating what might be considered a non-perturbative spacetime wormhole by averaging over an ensemble of dual $(2,2)$ (or $(0,2)$) JT supergravity spectra. The proposed actual dual in each case is a single copy of the spectrum, the mean one, and is shown in red.
Figure 32. The statistical distribution of the first ten energy levels for (left) (2,2) JT supergravity, and (right) (0,2) JT supergravity shown alongside the leading ($\rho_0(E)$) and full ($\rho(E)$) spectral density. Here $\hbar = 1$.

Table III. The table on the left shows the first 10 mean levels $E_n = \langle E_n \rangle$ for the (2,2) JT supergravity at $\hbar = 1$, computed using the Fredholm determinant method. The computed values are shown along with the (decreasing with energy) variance. The 4th column shows the vanishing of the D-brane wavefunction, giving an approximation to the peaks’ locations that improves as $n$ grows larger. The table on the right shows the corresponding quantities for the (0,2) case.

B. (1, 2) JT Supergravity (Type 0A, $\Gamma = 0$) and $\beta = 2$ JT Supergravity (Type 0B)

The (1,2) JT supergravity, while formulated in a way that is similar to the (2,2) and (0,2) cases of the previous subsection, has results that are qualitatively more akin to the case of the type 0B supergravity if the latter’s results are presented for $Q^2$’s spectrum instead of $Q$’s. In view of that, and in the interest of using space efficiently, the two models’ results are presented together. (In fact, another reason to group things this way is that the (2,2) and (0,2) theories preserve time-reversal invariance while the others do not.)

The construction of the type 0B case needs some additional description. The fact it again uses the string equation (109) is interesting, and goes back to properties of the equation that were discovered long ago by Periwal and Shevitz. [129, 130]. There, it was noticed that the well-known Miura map of KdV integrable systems, $u(x) = r(x)^2 \pm \hbar r'(x)$ maps solutions $u(x)$ of the string equation to solutions of the Painlevé II hierarchy of equations. These had already been identified as arising from double scaling limits of unitary matrix mod-
Figure 33. The (2,2) JT supergravity free energy (left), computed from the direct spectrum $E_n$, or as a quenched quantity $F_Q(T)$ in the matrix model. The truncation level is $n = 34$. Both cases become $\langle E_0 \rangle \approx 0.2763$. Also shown is the annealed quantity $F_A(T)$, as well as the naive free energy computed using the log of the partition function computed from $\rho(E)$ (integrated up to a similar energy). On the right is the (0,2) case, with $\langle E_0 \rangle \approx 0.1596$.

Figure 34. The spectral form factor for the mean spectrum $\{E_n\}$ (red, jagged) plotted against the ensemble averaged quantity, for JT supergravity (black, smooth). The (2,2) case is on the left and the (0,2) on the right. The two curves follow each other closed at early times before the red curve begins fluctuations. The averaged quantity saturates to the plateau value $Z(2\beta)$. Here $\beta = 1/2$, and $\hbar = 1$.

els, which obtain critical behaviour when the ends of two cuts meet. (The prototype is the Gross-Witten transition [131], also studied by Wadia [132].) That hierarchy was also connected to double cut Hermitian matrix models by Crnković, Douglas, and Moore [133], and shown by Hollowood et al. [134], to embed into the larger Zakharov-Shabat and non-linear Schrödinger hierarchies. Later, Klebanov et. al. [125] connected some of these systems to type 0A and 0B minimal strings. The recent work [124] then connected the symmetric case back to the string equation (109), and worked out some extra details of the loop equations in order to then apply it to the study of the 0B JT supergravity.

The loop operator is built by summing two sectors. In the $Q^2$ picture, one is a copy of the $\Gamma = +\frac{1}{2}$ solution of the string equation and the other is a copy of the solution at $\Gamma = -\frac{1}{2}$. Together they build the physics of a symmetric double-cut Hermitian matrix model:

$$
\langle \text{Tr}(e^{\beta Q^2}) \rangle = \int_{-\infty}^{1} dx \langle x|e^{-\beta H_+}|x \rangle + \int_{-\infty}^{1} dx \langle x|e^{-\beta H_-}|x \rangle.
$$

(115)
Here,
\[ \mathcal{H}_+ = -\hbar^2 \frac{\partial^2}{\partial x^2} + |r(x)|^2 + hr'(x), \quad \text{and} \quad \mathcal{H}_- = -\hbar^2 \frac{\partial^2}{\partial x^2} + |r(x)|^2 - hr'(x), \] (116)

Calling \( q \) the energy associated to \( Q \), which runs over the real line (where the two cuts live) the Laplace transform in \( q \) space defines the spectral density \( \rho(q) \) via
\[ \langle \text{Tr}(e^{\beta Q^2}) \rangle = \int_{-\infty}^{+\infty} dq \rho(q) e^{-\beta Q^2}, \quad \text{with} \quad \rho(q) = |q| \int_{-\infty}^{1} dx \left[ |\psi(q^2, x)|^2 + \psi(q^2, x)^2 \right], \] (117)

where the wavefunctions \( \psi(q^2, x) \) come from solving the spectral problems of \( \mathcal{H}_\pm \). Using \( E = q^2 \) and so \( dE = 2qdq \), this identifies the \( E = q^2 \) density as:
\[ \rho(E) = \frac{1}{2} \int_{-\infty}^{1} dx \left[ |\psi(E, x)|^2 + \psi(E, x)^2 \right]. \] (118)

This all motivates the following form of the kernel of the two-cut system (in \( E \) variables) as simply the sum
\[ K(E, E') = \frac{1}{2} \left[ K_+(E, E') + K_-(E, E') \right], \] (119)

and from here the Fredholm story of subsection II E then goes through rather straightforwardly, on the interval \((0, s)\).

Moving on to various results, first some for the (1,2) JT supergravity that was introduced in the last section. The wavefunction along with the spectral density is shown in figure 35. Once again, at large enough \( E \), it is well approximated by the WKB wavefunction given by putting \( \Gamma = 0 \) into equation (114), and the two sets of results can be conjoined to make wavefunction shown in figure 36. Its wavefunctions can then be used to construct the large \( E \) approximation to the spectrum of the gravity dual, just as before.

Things are rather more subtle for the Type 0B case, since it is made from combining two sectors and hence there are two sets of wavefunctions, and correspondingly two Fermi surface wavefunctions \( \psi(E, \mu)_\pm \), whose WKB forms are of the form given in equation (114), but with \( \Gamma = \pm \frac{1}{2} \). The zeros of each of these are in different places, so it is a natural puzzle as to which one determines the (approximate) location of the peaks, earmarked by the inflection points in the spectral density. The answer is in fact: neither. This is consistent with the observation \([124]\) that in fact the semi-classical form of the spectral density can be derived (using the same methods mentioned around equation (57) for the JT gravity case)

\[ \psi_{\text{WKB}}(E, \mu), \psi(E, \mu) \text{ (hybrid)}, \psi(E, \mu)=0 \]

Figure 35. The \( \psi(E, \mu) \) plotted alongside the spectral density \( \rho(E) \) for (1,2) JT supergravity. The zeros give a first draft of the mean values of the energy levels, lining up with the undulations of the spectral density. The complete information about the locations of the mean energy levels requires the Fredholm determinant to be computed. See text.

Figure 36. The function \( \psi(E, \mu) \) plotted alongside the WKB approximation, for (1,2) JT supergravity.

---

33 This conclusion was reached in conversation with Felipe Rosso.
Figure 37. The statistical distribution of the first ten energy levels for (left) (1,2) JT supergravity, and (right) 0B JT supergravity (in the $E$ basis) shown alongside the leading ($\rho_0(E)$) and full ($\rho(E)$) spectral density. The peaks are affected by more numerical noise in the latter case due to the behaviour near the origin. Here $\hbar=1$.

Figure 38. A two-cut merger: The statistical distribution of the first ten energy levels (and their mirrors) for 0B JT supergravity (in the $q$ basis) shown alongside the leading ($\rho_0(q)$, practically invisible) and the full ($\rho(q)$) spectral density. Here $\hbar=1$.

is:

$$\rho_{sc} = \rho_\delta(q) - \sum_{s=\pm 1} \frac{s}{4\pi |q|} \sin \left( 2\pi \int_0^q \rho_\delta(q') \, dq' - \pi C \right)$$

(where $C = \Gamma - \frac{s}{2}$) and $\rho_\delta(q)$ is (after changing variables via $E = q^2$):

$$\rho_\delta(q) = \frac{|q|}{2\pi \hbar} \sum_{s=\pm 1} \int_0^1 \frac{dx}{\sqrt{q^2 - u_0(x)}} = \frac{1}{2\pi \hbar} \cos(2\pi q) .$$

However, since here the sign of $\Gamma$ is correlated with the sign of $s$, the constant $C$ vanishes, matching the phases. Hence there is a cancelling of the semi-classical undu-
lations of the spectral density. It turns out that this persists to the full non-perturbative solution too, quite remarkably. Nevertheless, there are oscillations, but they are significantly smaller, and quite hard to see (although careful analysis was done in ref. [12] to see that they are there). They can be thought of as corresponding to instanton contributions to the Dyson gas physics that cannot be captured by the WKB analysis.

From the perspective of the deeper understanding of the non-perturbative spectrum of matrix models presented in this paper, it is reasonable to expect that there must be undulations, however small. This is still a model of random matrices (even if it has two merging cuts), with eigenvalues that spread over the line, and there ought to be statistics, and hence peaks. Indeed, as discussed above, the Fredholm analysis goes through as before, and in figure [37] the resulting peaks are shown, for both the Type 0A (1,2) case (left) and the Type 0B case (in the figure 37 the resulting peaks are shown, for both the Type 0A (1,2), or indeed any of the other models. Changing to the $q$ variable, the real line over which the two-cut problem naturally lives, figure [38] shows how the peaks beautifully arrange themselves on either side of the cut-join. In this variable, the non-perturbative oscillations in $\rho(q)$ are barely visible (indeed the blue dashed line of $\rho_0(q)$ is hidden by it), but they are there, and of course line up nicely with the probability peaks.

Just as before, the data for the spectrum of the JT supergravity duals can be extracted by evaluating the means of the peaks, and they are displayed in Tables [IV]. There are no wavefunction zeros for comparison in the Type 0B case for the reasons already discussed. Consequently, it is difficult to get good estimates of the spectrum at large $E$ (or $q$) in this case (although to be sure it has been shown to exist), while a free energy and spectral form factor analysis could be done with the ten levels established, it seems unnecessary at this point as the pattern is clear. Those results for the Type 0A (1,2) case are given in figure [39] however.

V. CONCLUDING REMARKS

Recall that a common view in the community is that rather than have an holographic dual with a single Hamiltonian, the dual of JT gravity is instead given by the whole random matrix ensemble of Hamiltonians (with a similar statement for variants and deformations already recalled earlier). It is an intriguing and attractive idea. Many interesting attempts to try to learn new things about gravity in higher dimensions have stemmed from it (see e.g. refs. [135–142]). On the other hand, a host of uncomfortable consequences reverberate outward from it, starting with the idea that this implies that the theory fundamentally fails to factorize. However, the best understood examples of holography in higher dimensions (AdS/CFT) seem to provide definite duals such as Yang-Mills theories, and a vast amount of evidence has been accumulated for AdS/CFT in its traditional form. So this presents a puzzle. Various proposals for avoiding the puzzle have resulted, including attempts to tinker with the matrix model to somehow restore factorization while at the same time preserving gravity.

The proposals of this paper are quite a departure from the standard view of things, and so will initially seem hard to accept. The driving force behind them comes from going back to the roots of holography (at least as found in the string theory context) which started with D-branes in a well-defined theory of quantum gravity and simply taking well-motivated limits, arriving at AdS/CFT [97]. This defined the holographic dual in a manner that first makes sense in a Lorentzian approach and then the duality was subsequently further explored in the Euclidean approach, and seen to accommodate gravity on other smooth geometries with more general topologies.

It is difficult to see how to take a limit of a D-brane system and recover that gravity as fundamentally dual to an ensemble. So the logical conclusion is that the same successful route to holographic duals (starting with gravity on a surface with trivial topology, in the sense that it can be Wick rotated back to Lorentzian signature) must apply in the 2D context. This urged a closer examination of what the matrix model is really doing, and ultimately a re-think of whether there might be a different interpretation of the matrix model results. The conclusion (with all due respect to those who have worked in this area) is that the full extent of how matrix models work for 2D gravity has not been appreciated, not just for JT gravity, but even going back to the 1990s. (Although in that period it was not as sharp a problem because Euclidean 2D gravity on all topologies was just what is needed to describe string world sheets, and holography had not yet come along.)

The picture that has emerged from this work supports this idea of carefully contrasting Lorentzian vs Euclidean interpretations in order to understand the ensemble. It seems clear that the ensemble is indeed a natural part of the story but it is part of the Euclidean machinery of the gravity calculus. It should not be take over wholesale to the Lorentzian picture. The point is that the matrix model contains both pictures, with instructions as to how to move between them. On the Euclidean side, it was observed that the random matrix model contains two mechanisms (one ’t Hooftian, the other Wignerian) for building smooth Euclidean geometries of any topology. On the other hand it is proposed that in the Lorentzian completion of the story there is a single Hamiltonian for the gravity model and its holographic dual, just like in higher dimensions. The matrix model, when exam-
Table IV. The first 10 mean levels $\mathcal{E}_n = \langle E_n \rangle$ for the (1,2) JT supergravity at $\hbar = 1$ (left), computed using the Fredholm determinant method. On the right is the Type 0B case. The computed values are shown along with the (decreasing with energy) variance. The 4th column shows the vanishing of the wavefunction (114), giving an approximation to the peaks’ locations that improves as $n$ grows larger.

| Energy level | Value (Fredholm) | Variance (Fredholm) | Wavefunction zeros |
|--------------|------------------|---------------------|--------------------|
| $\mathcal{E}_0$ | 0.230809 | 0.010163 | 0.298164 |
| $\mathcal{E}_1$ | 0.420580 | 0.004143 | 0.457373 |
| $\mathcal{E}_2$ | 0.533524 | 0.002166 | 0.558383 |
| $\mathcal{E}_3$ | 0.615025 | 0.001374 | 0.558383 |
| $\mathcal{E}_4$ | 0.679535 | 0.000968 | 0.694944 |
| $\mathcal{E}_5$ | 0.733330 | 0.000728 | 0.746333 |
| $\mathcal{E}_6$ | 0.779616 | 0.000572 | 0.790931 |
| $\mathcal{E}_7$ | 0.820346 | 0.000467 | 0.830414 |
| $\mathcal{E}_8$ | 0.857010 | 0.000357 | 0.865924 |

Figure 39. The left figure shows the JT supergravity free energy, for $\Gamma=0$ Type 0A (1,2), computed using 34 energy levels (enough for the temperature range explored). Also shown is the annealed quantity $F_A(T)$, as well as the naive free energy computed using the log of the partition function computed from $\rho(E)$ (integrated up to a similar energy). On the right is the spectral form factor computed for the spectrum, alongside the matrix model wormhole quantity, equivalent to averaging over the entire ensemble of spectra in the same symmetry class.

In fact, as pointed out in the Introduction, there is entirely another way of thinking about the origins of the matrix model that is Lorentzian in spirit, following the approach Wigner [36] made for the problem of characterizing spectra of the Hamiltonians of complex nuclei in the 1950s. (See figure 2 in the Introduction and the nearby discussion.) In fact, the problem is almost exactly the same: Try to determine the typical properties of the spectrum of a system with many states, subject to some general input characteristics. In this case, the key char-
acteristic property is that the leading spectral density is the Schwarzian form. The matrix model that results from this, if studied fully non-perturbatively (as done here) yields very specific results about what that single spectrum is for the system in hand. Apart from the specific use of the Schwarzian result as a starting constraint, this is entirely a Lorentzian approach, which should have a sensible quantum-mechanical answer: Wigner did not assume that a given nucleus was fundamentally described by the ensemble, instead of some quantum mechanical Hamiltonian! Having characterized what the spectrum of the single Hamiltonian most likely looks like (as done here) one can also take this same model and apply the techniques of the 1970s and beyond \[33, 68, 69\]. The matrix model can be expanded in Feynman diagrams and, via the \(e^{-S_0} \sim 1/N\) expansion, discovered to be also encoding the sum, over all geometries, of a family of smooth bordered two dimensional Euclidean hyperbolic surfaces of all possible topologies \[37, 38\]. In other words, the Euclidean approach of ref. \[13\] necessarily also emerges!

This is in fact quite remarkable. The random matrix model (in the double-scaled limit) naturally contains the data of both the Lorentzian and Euclidean approaches to quantum gravity, and there is a clear means of moving between the two pictures. Moreover this applies readily to the many other 2D gravity models that can be captured by such matrix models, and would seem to imply several new physics results, including for minimal strings. This is worth exploring. While the Wignerian perspective just outlined implies that a single holographic dual exists, with a great deal of data for what the spectrum most probably looks like (given by the Fredholm peaks discussed in this paper) more guidance as to how to read the specific spectrum would be welcome. Since the minimal strings are built from simple models (such as the Ising model) coupled to gravity, models which presumably in Lorentzian signature have definite Hamiltonians, their further study in the light of these results should yield more clues as to how to read off the definite spectrum would be welcome. Since the minimal strings are built from simple models (such as the Ising model) coupled to gravity, models which presumably in Lorentzian signature have definite Hamiltonians, their further study in the light of these results should yield more clues as to how to read off the definite spectrum from the Fredholm data, in case the prescription used here (the mean energy of the peaks at each level, or instead the most frequent energy at each level; see footnote \[5\]) is too simple.

This interpretation of the matrix models solves many puzzles about 2D gravity holography and removes the factorization puzzle, since 2D holography is then much more akin to higher dimensional AdS/CFT. This also implies that the lessons learned here can teach many things about how to interpret Euclidean quantum gravity computations in higher dimensions. For example, it is entirely natural that analogues of ensemble averaging appear in the Euclidean approach in higher dimensions (see earlier references mentioned above). It really is just an aspect of incorporating all possibilities in the Euclidean sum, and in fact it was seen in the matrix models that ensembles help guarantee that the surfaces in the sum are smooth: The core lesson is that ensembles appearing in the Euclidean approach does not mean that the Lorentzian theory requires an ensemble definition in any fundamental sense: Holography, AdS/CFT and factorization are just fine.

It is possible that matrix models alone cannot fix the precise form of the spectrum. For that, the specific Hamiltonian that yields the Schwarzian at leading order might need to be known. So matrix models show how it is possible to have a specific Hamiltonian, and predict the likely structure it ought to have (through the Fredholm peaks computed in the paper), but perhaps different frameworks are needed to make further progress in order to get the precise form of the spectrum (denoted \(\{\mathcal{E}_n\}\) in the body of the paper). Revisiting the study of brane configurations that yield near-horizon geometries with \(AdS_2\) factors and the Hamiltonians on their world-volumes would be interesting in this regard (see footnote \[3\]). The clear suggestion is that they have spectra of the form uncovered in this paper \[34\].

As an aside that could be relevant, recall the observation that the spectra represent the “location” (boundary cosmological constants) of \(D\)-branes in the \(N \times N\) matrix model and that on the other hand the FZZT D-brane partition function’s zeros give the locations of \(D\)-branes in the \((N-1) \times (N-1)\) matrix model. (This does not seem to have been reported in prior literature, incidentally.) So the FZZT D-brane probes don’t quite get the right answer (the Fredholm determinants are needed) but for high enough energies it was observed that those zeros do begin to furnish a good approximation to the correct locations \[35\]. In the simplest example, the Airy model, the D-brane partition function is simply the Airy function. It is possible that there are already known systems with Hamiltonians that have spectra that are given by the zeros of special functions like Airy. Those may well be the kinds of systems sought here. The generalization to the more general \(\psi(E,\mu)\) of the JT systems would then be interesting to explore.

Incidentally, notice that this picture of JT gravity having a definite dual Hamiltonian also furnishes a specific model of the microstates of higher-dimensional near-extremal black holes in the near-horizon limit (from which JT arises by dimensional reduction \[144, 147\]), where \(S_0\) is their extremal entropy. The fact that the gaps in the spectrum disappear in the large black hole limit \(S_0 \to \infty\) is consistent with that. It therefore also provides a very clean description of the black hole thermodynamics all the way down to extremality, providing the kind of new model needed to appreciate the low \(T\) thermodynamics \[148\].

Finally, it is worth repeating that even if the Reader is not entirely familiar with the random matrix model

---

34 Perhaps also the approach in the recently appeared ref. \[113\] might have some relevance to this question.

35 This follows from how Dyson gases spread out with \(N\), combined with the fact that the double scaling limit zooms into an endpoint of the gas.
techniques beyond what are typically used in the 2D gravity community (which tend to favor smooth objects with a geometrical interpretation, following the ’t Hooftian/Euclidean approach), it is hoped that it is clear that the observed discrete structures in the matrix model spectrum, (see e.g., equation (3)) that have a firm understanding in other areas of application of random matrix models, are indisputably present, and really seem to have no satisfactory role or explanation in the standard “fundamental ensemble” interpretation of the matrix model. There, the continuous matrix model spectral density \( \rho(E) \) is the fundamental object, and its decomposition into the discrete spectrum, with peaks \( p(n; E) \), currently has no significance. Perhaps that is just the way it is, but this seems unlikely.

It was through the task of trying to answer the question as to the meaning of the peaks \( p(n; E) \) within the current framework of JT gravity that the idea emerged to reexamine the entire narrative. This led to thinking more about how gravity really emerges from the matrix model in 2D, what it even is, and how holography, topology and factorization could possibly all play well together.

It is hoped that the resulting alternative picture suggested in this paper solves more problems than it creates.
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Note Added: Seven weeks after this paper’s release on the arXiv, ref. [129] appeared. Using techniques similar to those used in this paper (but only solved in a semi-classical approximation), they present a modification of the matrix model that, it is argued, produces a localization on to a spectrum that is given by the zeros of the FZZT wavefunction of JT gravity, denoted \( \psi(E, \mu) \) here. This was offered as the holographic dual spectrum. Of course, it does (as already shown here) have the property that it reproduces the Schwarzian density at large \( E \) and so can be thought of as a discretization of it. However there are several points worth noting. One is that (even if their approach was enhanced to yield the full non-perturbative \( \psi(E, \mu) \), as is done here), it is already clear from this paper’s results that \( \psi(E, \mu) \)’s zeros are manifestly not the double-scaled matrix model’s mean spectrum, but only an approximation to it. This is puzzling since the construction is argued to localize the matrix model onto a definite spectrum. (This matter was communicated to the authors before their paper appeared.) The problematic mismatch is quite clear from the equivalent of their construction for the \( k=1 \) model, where the exact results are well known: The mean of the first peak, the Tracy-Widom distribution, is at \( \sim 1.771 \), while the first zero of the Airy function is at \( \sim 2.338 \), as listed in Table II. The large discrepancy (and its meaning) is clear, and already explained in Section II F. The second point is that while their construction is interesting, there should be no need to modify the JT gravity matrix model by adding any additional terms in order to understand how to resolve factorization and see that there is a specific holographic dual spectrum. The answer most likely lies in fully non-perturbatively exploring the content of the matrix model as it stands, as presented in this paper, and finding the correct interpretation of the results.
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