(NON)LOCAL AND (NON)LINEAR FREE BOUNDARY PROBLEMS

SERENA DIPIERRO AND ENRICO VALDINOCI

ABSTRACT. We discuss some recent developments in the theory of free boundary problems, as obtained in a series of papers in collaboration with L. Caffarelli, A. Karakhanyan and O. Savin.

The main feature of these new free boundary problems is that they deeply take into account nonlinear energy superpositions and possibly nonlocal functionals.

The nonlocal parameter interpolates between volume and perimeter functionals, and so it can be seen as a fractional counterpart of classical free boundary problems, in which the bulk energy presents nonlocal aspects.

The nonlinear term in the energy superposition takes into account the possibility of modeling different regimes in terms of different energy levels and provides a lack of scale invariance, which in turn may cause a structural instability of minimizers that may vary from one scale to another.
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‘‘The shape of a snowflake as developed by the freezing process is governed by the distribution of temperature within the water particles and by the law of conservation of energy along the boundary. This shape is not known in advance, and its surface is a classical example of a free boundary formed by nature.’’
(Avner Friedman, [Fri00])

1. INTRODUCTION: CLASSICAL LINEAR FREE BOUNDARY PROBLEMS

1.1. Linear local plus volume free boundary problems. A free boundary problem is a mathematical problem with (at least) two unknowns, typically a function and a domain. The domain may depend on the function itself, which is usually determined by a partial differential equation, whose boundary conditions depend in turn on the domain. As a typical example, one may consider the problem of
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finding a function $u$, whose values are prescribed equal to some function $u_o$ at the boundary of a domain $\Omega \subset \mathbb{R}^n$, which is harmonic outside its zero level set and with constant normal derivative along its zero level set, namely

$$
\begin{cases}
  u = u_o & \text{on } \partial \Omega, \\
  \Delta u = 0 & \text{in } \Omega \setminus \{u = 0\}, \\
  |\nabla u^+|^2 - |\nabla u^-|^2 = \Lambda > 0 & \text{on } \Omega \cap (\partial \{u > 0\} \cup \partial \{u < 0\}).
\end{cases}
$$

(1.1)

Here, we adopted the standard notation $u^+ := \max\{u, 0\}$ and $u^- := \max\{-u, 0\}$. The set $\Omega \cap (\partial \{u > 0\} \cup \partial \{u < 0\})$ is called the free boundary. In problem (1.1), the interesting unknowns are both $u$ and its positivity set $\Omega \cap \{u > 0\}$: of course, if we know $u$ to start with, we also know its positivity set and, vice versa, if we know its positivity set we can solve the associated partial differential equation to find the harmonic function with prescribed boundary data. Nevertheless, it is convenient to look at problem (1.1) as a whole, in which a PDE with boundary conditions is supplemented by an additional condition at the free boundary. Such condition is often motivated by physical applications: for instance, the normal derivative condition in (1.1) is a consequence of the Bernoulli’s Law in the framework of ideal fluid jets, see e.g. the discussion in [DKV17]. See also [Fri00] for an exhaustive introduction to free boundary problems also in view of concrete applications.

Following the classical works of [AC81] and [ACF84], it is convenient to set problem (1.1) into a somehow more convenient variational framework. Namely, one considers the energy functional

$$
\int_{\Omega} |\nabla u(x)|^2 \, dx + \lambda_+ \mathcal{L}^n(\Omega_+(u)) + \lambda_- \mathcal{L}^n(\Omega_-(u)),
$$

(1.2)

with $\Lambda := \lambda_+ - \lambda_- > 0$, $\Omega_+(u) := \Omega \cap \{u > 0\}$ and $\Omega_-(u) := \Omega \cap \{u < 0\}$, being $\mathcal{L}^n$ the Lebesgue measure. One looks at minimizers of (1.2) with $u = u_o$ along $\partial \Omega$ (say, in the trace sense). It is proved in Theorem 2.2 of [ACF84] that minimizers are harmonic outside their zero set. Also, in Theorem 2.4 of [ACF84] it is shown that

$$
|\nabla u^+|^2 - |\nabla u^-|^2 = \Lambda
$$

(1.3)

along the free boundary (in an appropriate weak sense and provided that the zero set has zero Lebesgue measure). Therefore, the minimization of (1.2) provides a concise and useful variational tool to set problem (1.1) into an appropriate functional setting. In addition, the energy framework in (1.2) makes a number of techniques from harmonic analysis, elliptic PDEs and geometric measure theory available to study free boundary problems. In view of this, it was possible in [ACF84] to establish a series of rigidity and regularity results for minimizers, including “nondegeneracy theorems, the Lipschitz continuity of the solution, and some properties of the free boundary; for $n = 2$ the free boundary is proved to be continuously differentiable.

A new and rather powerful tool introduced in this paper is the monotonicity formula”, which says that if $u$ is a minimizer and 0 belongs to the free boundary, then the quantity

$$
\frac{1}{r^4} \int_{B_r} \frac{|\nabla u^+(x)|^2}{|x|^{n-2}} \, dx \int_{B_r} \frac{|\nabla u^-(x)|^2}{|x|^{n-2}} \, dx
$$

(1.4)

is monotone increasing in $r$.

A heuristic simplification of this type of problems can be easily discussed by looking at the one-dimensional case. In this setting, the harmonicity of the minimizers outside the zero set gives that the graph of the solution, with boundary data prescribed outside an interval, is obtained by gluing two segments, which join the boundary data to an intersection with the horizontal axis. The position of this intersection point is then chosen to minimize the total energy functional, and this imposes a prescription between the inward and outward slope of the minimizing function at its zero set, see the figure to the side. In this sense, the Bernoulli condition at the free boundary translates into a prescription of the slope of the minimizer, hence on a Lipschitz and nondegeneracy property (of course, the higher dimensional
case becomes highly nontrivial, but the spirit of the proofs is often to “try to reduce the picture to the one-dimensional case”, by blow-up and classification methods).

The case in which the boundary datum $u_o$ is non-negative (or equivalently, by the maximum principle, the case in which the minimizer is nonnegative) is called the “one-phase case”, the phase being that represented by the positive set of the minimizer; in this jargon, the “two-phase case” corresponds to the case in which both the positive and the negative set of the minimizer are nontrivial (for some reason, no phase is associated to the zero level set in this notation).

It is worth remarking that in the one-phase case $\Omega^-(u)$ is trivial and so the functional in (1.2) reduces to that studied in [AC81], namely

$$\int_{\Omega} |\nabla u(x)|^2 \, dx + \lambda_+ L^n(\Omega_+(u)).$$

It is also interesting to observe that the energy functional in (1.5) (and correspondingly that in (1.2), with minor modifications in the discussion) can be seen as the “superposition” of two energy terms: namely a Dirichlet energy term, given by the seminorm in the Sobolev space $H^1(\Omega)$, and a bulk energy term of volume type, given by the measure of the positivity set. From the perspective of this paper, the superposition of Dirichlet and bulk energy in (1.5) is “linear”, i.e. the total energy is linear in each of the single energy contributions.

1.2. Linear local plus perimeter free boundary problems. A more recent variant of (1.5) has been introduced in [ACKS01] and it deals with the case in which the volume term is replaced by a perimeter term, namely one takes into account energy functionals of the form

$$\int_{\Omega} |\nabla u(x)|^2 \, dx + \text{Per}\{\{u > 0\}, \Omega\},$$

where Per denotes the standard perimeter functional (see e.g. [Giu77]). As a matter of fact, the right functional setting for (1.6) is slightly more involved, since it must take into account separately the function $u$ and a set $E$ on which $u \geq 0$ (rather than just the naïve positivity set of $u$), but, for the sake of simplicity we will not indulge in this technical detail in this paper.

It is shown in [ACKS01] that the minimizers of (1.6) enjoy suitable regularity properties: in particular, the authors show that the Bernoulli condition along the free boundary reads

$$|\nabla u^+|^2 - |\nabla u^-|^2 = H_u,$$

where $H_u$ is the mean curvature of the zero level set of $u$ (one can compare this with (1.3)); also, the “natural scaling” of the problem is related to the Hölder power $\frac{1}{2}$, and it is proved in [ACKS01] that minimizers are Hölder – and, in fact, Lipschitz, thus “beating the natural scale of the problem”.

With this, one obtains that the gradient terms in (1.7) act as a “lower order term”, thus the free boundary regularity is reduced to that of minimal surfaces.

It is also worth repeating that the functional in (1.6) is also the linear superposition of two energies, namely the Dirichlet energy given by the seminorm in $H^1(\Omega)$ and the perimeter functional.

The goal of this paper is to present a series of very recent results in which one takes into account “nonlinear superpositions” of energies. In addition, we will consider the cases in which one of these energies, or both, are “nonlocal”, in a sense that will be clear by the context in the sequel.
2. Nonlinear local plus volume free boundary problems

In [DKV16] a new type of free boundary problems has been introduced, in which the two energy terms in the total functional are superposed in a nonlinear way. That is, one of the two energy terms “counts” more (or less) than the other one in suitable energy ranges. These problems aim to model cases in which the Dirichlet or the bulk energies become predominant when different scales are considered or when different energy levels are taken into account.

In particular, in [DKV16] one considers the energy functional

\[
\int_\Omega |\nabla u(x)|^2 \, dx + \Phi(\lambda_- \Omega_- (u), \lambda_+ \Omega_+ (u)).
\]  

Here, \( \Phi \) is a “nonlinearity”, which is supposed to be sufficiently smooth, normalized in such a way \( \Phi(0,0) = 0 \), and satisfying the monotonicity property

\[
\Phi'_0 (r) \geq 0,
\]

where

\[
\Phi_0 (r) := \Phi \left( \lambda_- \left( L^n (\Omega) - \frac{r}{\lambda_+} \right), r \right).
\]

This notation is also useful to write the volume energy in (2.1) in terms only of the positive bulk, namely to reduce (2.1) to the energy functional

\[
\int_\Omega |\nabla u(x)|^2 \, dx + \Phi_0 (\lambda_+ \Omega_+ (u)).
\]

We remark that when \( \Phi(r_1, r_2) := r_1 + r_2 \) the functional in (2.1) reduces to the classical one in (1.2).

In addition, when \( \Phi(r_1, r_2) \sim r_2^{n-1} \) or \( \Phi(r_1, r_2) \sim (r_1 + r_2)^{n-1} \) the functional in (2.1) provides a scaling between volume and perimeter which is naturally related to the isoperimetric inequality.

We remark that when \( \Phi_0 \) is concave, then the minimizers of the nonlinear energy functional in (2.1) boil down to those in (1.5) (see the computation after Theorem 1.5 in [DKV16]).

Nevertheless, the general case provides additional source of difficulties, due to the instability of the minimizers and the lack of scale invariance of the problem. More explicitly, the nonlinear structure of the problem produces the feature that a minimizer in a given domain is not necessarily a minimizer in a smaller subdomain, see e.g. the example in Theorem 1.1 of [DKV15].

The Bernoulli type free boundary condition is also more complicated in the nonlinear case, and it takes into account global properties of the minimizer itself, while, for instance, the condition in (1.3) is independent of the minimizer and only depends on structural constants, and the one in (1.7) depends only on a local feature of the minimizer, such as the mean curvature of its free boundary. Without going into the details of the weak formulation of the meaning of the Bernoulli condition at irregular free boundary points, we mention here that, as proved in [DKV16], at regular free boundary points, the minimizers satisfy

\[
|\nabla u^+|^2 - |\nabla u^-|^2 = \lambda_+ \partial_{r_2} \Phi (\lambda_- \Omega_- (u), \lambda_+ \Omega_+ (u)) - \lambda_- \partial_{r_1} \Phi (\lambda_- \Omega_- (u), \lambda_+ \Omega_+ (u)).
\]

Notice that (2.2), in general, takes into account a global property of a minimizer, namely its positive and negative masses \( \Omega_- (u) \) and \( \Omega_+ (u) \), nevertheless if \( \Phi(r_1, r_2) = r_1 + r_2 \) then (2.2) reduces to the classical one in (1.3).

The nonlinear structure of the energy functional in (2.1) is also a source of serious issues towards regularity, even in low dimension. For example, in Section 4 of [DKV16] it is proved that there exists a nonlinearity \( \Phi \) such that the function \( u(x) = u(x_1, x_2) := x_1 x_2 \) is a minimizer in the unit ball of the plane.
On the other hand, under a monotonicity assumption on the nonlinearity (as stated in (2.3) here below), a series of positive regularity results has been established in Theorems 1.1, 1.3, 1.4, 1.6 and 1.7 in [DKV16], which can be summarized as follows:

**Theorem 2.1.** Let \( u \) be a minimizer in \( \Omega \subset \mathbb{R}^n \) for the functional in (2.1) with

\[
\inf \Phi'_0 > 0.
\]

Suppose that \( 0 \in \partial \Omega_+(u) \) and \( \mathcal{L}^n(\Omega_+(u)) > 0 \).

Then:

- **(Regularity of the minimizers).** \( u \) is locally Lipschitz continuous in \( \Omega \).
- **(Nondegeneracy of the minimizers).** For small \( r > 0 \), there exists \( c > 0 \) such that

\[
\int_{B_r \cap \{ u > 0 \}} u^2(x) \, dx \geq cr^{n+2}.
\]

- **(Regularity of the positive phase).** \( \Delta u^+ \) is a Radon measure and, for small \( r > 0 \), there exists \( c > 0 \) such that

\[
 cr^{n-1} \leq \int_{B_r} \Delta u^+(x) \, dx \leq \frac{1}{r} \int_{B_{2r}} |\nabla u^+(x)| \, dx.
\]

- **(Regularity of the free boundary).** \( \partial \Omega_+(u) \) has locally finite \( (n-1) \)-dimensional Hausdorff measure. Also the points of the reduced boundary have full \( (n-1) \)-dimensional Hausdorff measure in \( \partial \Omega^+(u) \).

- **(Regularity of the free boundary in the plane).** If \( n = 2 \), then \( \partial \Omega^+(u) \) is a continuously differentiable curve.

It is worth to point out that minimizers of nonlinear free boundary problems reduce to minimizers of classical free boundary problems in the blow-up limit. Namely, under the assumptions of Theorem 2.1 one can consider an infinitesimal sequence \( \rho_k \) and define the blow-up sequence

\[
u_k(x) := \frac{u(\rho_k x)}{\rho_k}
\]

and obtain that \( u_k \) converges to some \( u_0 \) locally uniformly in \( \mathbb{R}^n \) and that \( u_0 \) is a minimizer of the functional in (1.5). See [DKV16] for further details.

### 3. Linear Nonlocal plus Volume Free Boundary Problems

In [CRS10b], [DSR12] and [DSSS14] a nonlocal variation of the classical energy functional in (1.5) has been considered. Such functional can be written as

\[
\int_{\Omega^+} t^{1-2s} |\nabla U(x, t)|^2 \, dx \, dt + \mathcal{L}^n(\{ u > 0 \} \cap \Omega_0),
\]

where \( s \in (0, 1) \), \( (x, t) \in \mathbb{R}^{n+1} := \mathbb{R}^n \times (0, +\infty) \), \( u(x) = U(x, 0) \), \( \Omega \subset \mathbb{R}^{n+1} \), \( \Omega^+ := \Omega \cap \{ t > 0 \} \) and \( \Omega_0 := \Omega \cap \{ t = 0 \} \). Several regularity results are shown in [CRS10b], [DSR12] and [DSSS14], such as optimal regularity, nondegeneracy and smoothness of the free boundary.

In terms of equations and free boundary conditions, the minimization of (3.1) is related (up to dimensional constants that we omit for the sake of simplicity) to the fractional Laplacian, and can be formally written as

\[
(-\Delta)^s u = 0 \quad \text{in } \Omega_0 \cap \{ u > 0 \},
\]

\[
\lim_{y \to x} \frac{u(y)}{|(y-x) \cdot \nu(x)|^s} = 1 \quad \text{if } x \in \Omega_0 \cap (\partial \{ u > 0 \}),
\]

see formula (1.2) in [CRS10b] and the comments therein for further details about this. In (3.2), \( \nu(x) \) denotes the unit normal at a point \( x \) of the free boundary, pointing towards the positivity set of \( u \). Also,
we used the standard notation for the fractional Laplacian, namely
\begin{equation}
(\Delta)^s u(x) := \int_{\mathbb{R}^n} \frac{2u(x) - u(x + y) - u(x - y)}{|y|^{n+2s}} dy.
\end{equation}

The reader may compare (3.2) with (1.1). Also, the extended function $U$ is related to the trace function $u$ by a singular or degenerate problems with weights, namely
\begin{equation}
\begin{cases}
\text{div} (t^{1-2s} \nabla U(x, t)) = 0 & \text{in } \mathbb{R}^{n+1}_+,
U(\cdot, 0) = u(\cdot) & \text{in } \mathbb{R}^n,
\end{cases}
\end{equation}
see e.g. formula (1.5) in [CRS10b].

It is interesting to point out that the functional in (3.1) is the sum (thus the linear superposition) of a nonlocal Dirichlet energy and a volume term, whence the title of this section.

4. LINEAR LOCAL PLUS NONLOCAL FREE BOUNDARY PROBLEMS

In [CSV15] the free boundary problem arising from the superposition of a classical Dirichlet energy and a fractional perimeter has been introduced. In this case, one considers the energy functional
\begin{equation}
\int_{\Omega} |\nabla u(x)|^2 dx + \text{Per}_\sigma(\{u > 0\}, \Omega).
\end{equation}
Here $\sigma \in (0, 1)$ is a fractional parameter and $\text{Per}_\sigma$ denotes the fractional perimeter introduced in [CRS10a]. Namely, one defines the fractional interaction of two disjoint subsets $E$ and $F$ of $\mathbb{R}^n$ as
\begin{equation}
I_\sigma(E, F) := \sigma (1 - \sigma) \int_{E \times F} \frac{dx \, dy}{|x - y|^{n+\sigma}}.
\end{equation}
Then, fixed a reference domain $\Omega$ and a set $E \subseteq \mathbb{R}^n$ one defines the $\sigma$-perimeter of $E$ in $\Omega$ as the sum of all the contributions in the fractional interaction between $E$ and its complement $E^c$ which involve the domain $\Omega$, that is
\begin{equation}
\text{Per}_\sigma(E, \Omega) := I_\sigma(E \cap \Omega, E^c \cap \Omega) + I_\sigma(E \cap \Omega, E^c \cap \Omega^c) + I_\sigma(E \cap \Omega^c, E^c \cap \Omega).
\end{equation}
The study of the fractional minimal surfaces (i.e. of the minimizers of the fractional perimeter) is a very interesting topic of investigation in itself, which offers a great number of extremely challenging and important open problems (we refer to [DVb] for a recent review on this topic).

In particular, we recall (see e.g. [BBM01, Dáv02, CV11] and [MS02, DFPV13]) that the fractional perimeter recovers the classical one as $\sigma \nrightarrow 1$ and, in some sense, it recovers the Lebesgue measure as $\sigma \nrightarrow 0$. In this sense, the functional in (4.1) may be seen as a fractional interpolation of those in (1.5) and (1.6), which are extrapolated from (4.1) in the limit as $\sigma \searrow 0$ and as $\sigma \nearrow 1$, respectively.

The Bernoulli condition along the free boundary for the functional in (4.1) is now of nonlocal type. Namely, one can consider the fractional mean curvature of a set $E$ at a point $x \in \partial E$, that is
\begin{equation}
H_\sigma(x, E) := \sigma (1 - \sigma) \int_{\mathbb{R}^n} \frac{\chi_{E^c}(y) - \chi_{E}(y)}{|x - y|^{n+\sigma}} dy.
\end{equation}
This quantity plays a special role concerning the interior and boundary behaviors of fractional minimal surfaces (see e.g. [CRS10a] and [DSV17b]). In addition (when $E$ is bounded and sufficiently regular) it recovers the classical mean curvature as $\sigma \nrightarrow 1$ and approaches a constant as $\sigma \searrow 0$ (see the appendices in [DVb]; see also [AV14] for the basic properties of $H_\sigma(x, E)$).

In our framework, the fractional mean curvature plays a crucial role for the free boundary condition, which, for the functional in (4.1), reads
\begin{equation}
|\nabla u^+(x)|^2 - |\nabla u^-(x)|^2 = H_\sigma(x, E),
\end{equation}
being $u$ a minimizer with $u \geq 0$ in $E$. We stress that (4.2) reproduces the classical Bernoulli conditions in (1.3) and (1.7) when $\sigma \searrow 0$ and $\sigma \nearrow 1$, respectively.
Furthermore, one can obtain the following regularity results, due to Theorems 1.1 and 1.2 in [CSV15] (once again, we omit the details related to the notion of minimizing pair for simplicity):

**Theorem 4.1.** Let \( u \) be a minimizer for \((4.1)\) in \( \Omega \subset \mathbb{R}^n \) with \( u \geq 0 \) in \( E \) and \( 0 \in \partial E \). Then:

- **(Regularity of the minimizers).** \( u \) is locally Hölder continuous, with Hölder exponent \( 1 - \frac{\sigma}{2} \).
- **(Density estimates for the free boundary).** For small \( r > 0 \),
  \[
  \min \left\{ \mathcal{L}^n(E \cap B_r), \mathcal{L}^n(E^c \cap B_r) \right\} \geq c r^n,
  \]
  for some \( c > 0 \).
- **(Regularity of the free boundary).** \( \partial E \) is a smooth hypersurface outside a small singular set of Hausdorff dimension at most \( n - 3 \).
- **(Regularity of the free boundary in the plane).** If \( n = 2 \), then \( \partial E \) is a smooth hypersurface.

We think that it is a very important open problem to detect the optimal regularity for the minimizers and their free boundaries in the setting of Theorem 4.1. Indeed, it would be very desirable to establish full regularity of the free boundary in higher dimension and/or to provide counterexample (this problem is likely to be related to the regularity of the minimizers or almost minimizers of the fractional perimeter).

Moreover, the optimal regularity for \( u \) in the setting of Theorem 4.1 is not known. We point out that the Hölder exponent \( 1 - \frac{\sigma}{2} \) in Theorem 4.1 recovers the Lipschitz exponent in [AC81] as \( \sigma \downarrow 0 \), but not the Lipschitz exponent in [ACKS01] as \( \sigma \uparrow 1 \), therefore it is very plausible that the regularity theory of Theorem 4.1 can be improved. Such improvement, however, cannot be based simply on scaling properties, since the natural scale of problem \((4.1)\) relies on the exponent \( 1 - \frac{\sigma}{2} \), and the blow-up sequence in this case is given by

\[
  u_k(x) := \frac{u(\rho_k x)}{\rho_k^{1 - \frac{\sigma}{2}}},
\]

to be compared with \((2.4)\) – hence an improvement of regularity needs in this case to “beat” the natural scaling of the problem.

## 5. Linear Nonlocal Plus Nonlocal Free Boundary Problems

In [DSV15,DVa] the following energy functional is taken into consideration:

\[
  (5.1) \quad \mathcal{G}_s(u, \Omega) + \text{Per}_\sigma(\{u > 0\}, \Omega).
\]

In this setting, \( s \) and \( \sigma \) are fractional parameter, ranging in the interval \((0, 1)\), and \( \mathcal{G}_s \) is a Dirichlet energy form related to the Gagliardo seminorm, namely

\[
  (5.2) \quad \mathcal{G}_s(u, \Omega) := \int_{Q_\Omega} \frac{|u(x) - u(y)|^2}{|x - y|^{n + 2s}} \, dx \, dy,
\]

with

\[
  Q_\Omega := (\Omega \times \Omega) \cup (\Omega \times \Omega^c) \cup (\Omega^c \times \Omega).
\]

Differently from the classical Dirichlet energy, the Gagliardo seminorm in \((5.2)\) takes into account a “weighted” and “global” oscillation property of the function and its minimization is related to the fractional Laplacian operator. This modification creates a series of conceptual differences (and also a great number of technical difficulties): it is indeed worth recalling that \( s \)-harmonic functions (i.e. functions with vanishing fractional Laplacian) behave very differently from the classical harmonic functions, possess a much richer “zoology” and much less local rigidity results. In particular, as shown in [DSV17a], any given function (independently of its geometric properties) can be locally approximated by a \( s \)-harmonic function, and this fact is in sharp contrast with the rigidity features exhibited by classical harmonic functions.
The “abundance” of $s$-harmonic functions and their lack of regularity near the boundary provide a series of important obstacles towards general regularity theories for fractional problems and the $s$-harmonic replacement problem provides a series of interesting features, as investigated in [DV15], [DSV15], [DVa].

In [DSV15] a blow-up theory is established for the minimizers of the functional in (5.1), joined with an appropriate monotonicity formula, which can be seen as a nonlocal counterpart of the classical one in [Wei98] and which plays a crucial role in establishing the homogeneity of the blow-up limit.

In addition, a classification result for minimizing cones in the plane is given: namely, if $n = 2$ and $u$ is a continuous minimizer, homogeneous of degree $s - \frac{\sigma}{2} > 0$, then its free boundary is a line.

The one-phase case is then considered in [DVa], where a series of regularity results are obtained under the additional assumption that the minimizer has a sign. These results are summarized as follows:

**Theorem 5.1.** Let $(u, E)$ be a minimizer pair in $\Omega \subset \mathbb{R}^n$ for the functional in (5.1), with $u \geq 0$. Suppose that $0 \in \partial E$ and

\[
\int_{\mathbb{R}^n} \frac{|u(x)|}{1 + |x|^{n+2s}} \, dx < +\infty.
\]

Then:

- (Regularity of the minimizers). If $s > \frac{\sigma}{2}$, then $u$ is locally Hölder continuous in $\Omega$, with Hölder exponent $s - \frac{\sigma}{2}$.
- (Density estimates for the free boundary). For small $r > 0$,

\[
\min \{ \mathcal{L}^n(E \cap B_r), \mathcal{L}^n(E^c \cap B_r) \} \geq cr^n,
\]

for some $c > 0$.

We think that it is an interesting problem to analyze the case in which $s \leq \frac{\sigma}{2}$, and to investigate the two-phase problem in the setting of Theorem 5.1. As a matter of fact, when the minimizer changes sign, the two phases interact and produce new energy contribution (and this phenomenon is new with respect to the classical case). Also, the one-phase case of Theorem 5.1 provides the additional advantage that the condition $u \geq 0$ in $E$ is automatically warranted by the sign of $u$, hence, there is a “conceptual freedom” of choosing “what $E := \Omega_+(u)$ means” in presence of “fat zero level sets of $u$” (see again [DVa] for details).

We also point out that condition (5.3) is quite standard in the fractional Laplace framework, since it is the “natural” one which ensures that the integrodifferential operator in (3.3) is convergent at infinity. Nevertheless, recently a new theory for “divergent” fractional Laplacians have been introduced in [DSV16] and it would be interesting to reconsider several fractional results also in the light of this new perspective.

### 6. Nonlinear Local Plus Nonlocal (or Plus Perimeter) Free Boundary Problems

In [DKV15], energy functionals of the form

\[
\int_{\Omega} |\nabla u(x)|^2 \, dx + \Phi\left( \text{Per}_\sigma(\{u > 0\}, \Omega) \right)
\]

and

\[
\int_{\Omega} |\nabla u(x)|^2 \, dx + \Phi\left( \text{Per}(\{u > 0\}, \Omega) \right)
\]

have been considered. Both the energy functionals can be seen as a nonlinear energy superposition: the one in (6.1) takes into account the fractional perimeter functional with $\sigma \in (0, 1)$, which, in the limit as $\sigma \nearrow 1$ recovers the classical perimeter in (6.2). Hence, to make the notation compact, in this section we will write $\text{Per}_\sigma$ with $\sigma \in (0, 1]$ to denote the fractional perimeter when $\sigma \in (0, 1)$ and the classical perimeter when $\sigma = 1$ (also, the functionals in (6.1) and (6.2) have to be suitably understood to take into consideration competing pairs and boundary conditions, see [DKV15] for details).
In this case, the Bernoulli condition along the free boundary becomes both nonlinear and nonlocal. Namely, if $u$ is a minimizer for (6.1) or (6.2) with $u \geq 0$ in $E$, along the free boundary it holds that

$$\lvert \nabla u^+(x) \rvert^2 - \lvert \nabla u^-(x) \rvert^2 = H_\sigma(x, E) \Phi'\left(\text{Per}_\sigma\{u > 0\}, \Omega\right).$$

Interestingly, condition (6.3) reduces to (1.7) when $\sigma = 1$ and $\Phi(r) = r$, and to (4.2) when $\sigma \in (0, 1)$ and $\Phi(r) = r$.

Once again, minimizers may vary from one scale to another, due to the nonlinear effect in the energy functional and if one does not impose any structural conditions on the nonlinearity $\Phi$ then singular free boundary may be developed also in dimension 2, see Theorem 1.1 in [DKV15].

On the other hand, for smooth and strictly increasing nonlinearities, several regularity results can be obtained, such as for instance the ones in Corollary 1.4, Theorem 1.5 and Theorem 1.6 in [DKV15]:

**Theorem 6.1.** Let $u$ be a minimizer for (6.1) or (6.2) in $\Omega \subset \mathbb{R}^n$ with $u \geq 0$ in $E$ and $0 \in \partial E$.

Then:

- **(Regularity of the minimizers).** $u$ is locally Hölder continuous, with Hölder exponent $1 - \frac{\sigma}{2}$.
- **(Density estimates for the free boundary).** For small $r > 0$,
  $$\min\{\mathcal{L}^n(E \cap B_r), \mathcal{L}^n(E^c \cap B_r)\} \geq cr^n,$$
  for some $c > 0$.

As discussed in relation to Theorem 1.1, these results do leave open many fundamental questions, such as the optimal regularity for the minimizers and their free boundaries, which may be expected to go beyond the scaling properties of the energy. In view of the considerations of this note, in the future we also plan to provide a unified setting to deal with general classes of possibly nonlinear and possibly nonlocal free boundary problems.

For completeness, we also mention that related but conceptually very different types of nonlocal free boundary problems have been recently considered in the literature in the spirit of thin obstacle problems, in which a fractional equation is coupled with a pointwise constraint of the solution, leading to a nonlocal type of variational inequalities: for this, see e.g. [CSS08,GP09,CROS16].
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