GLOBAL EXISTENCE FOR WEAKLY COUPLED SYSTEMS OF SEMI-LINEAR STRUCTURALLY DAMPED $\sigma$-EVOLUTION MODELS WITH DIFFERENT POWER NONLINEARITIES

TUAN ANH DAO

Abstract. In this paper, we study the Cauchy problems for weakly coupled systems of semi-linear structurally damped $\sigma$-evolution models with different power nonlinearities. By assuming additional $L^m$ regularity on the initial data, with $m \in [1,2)$, we use $(L^m \cap L^2) - L^2$ and $L^2 - L^2$ estimates for solutions to the corresponding linear Cauchy problems to prove the global (in time) existence of small data Sobolev solutions to the weakly coupled systems of semi-linear models from suitable function spaces.
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1. INTRODUCTION AND MAIN RESULTS

There are several recent papers (see, for example, [4, 6]) concerning the proof of global (in time) existence for semi-linear structurally damped $\sigma$-evolution equations. In particular, the authors studied the two Cauchy problems:

$$u_{tt} + (-\Delta)^{\gamma} u + (-\Delta)^{\delta} u_t = |u|^p, \quad u(0,x) = u_0(x), \quad u_t(0,x) = u_1(x),$$

and

$$u_{tt} + (-\Delta)^{\gamma} u + (-\Delta)^{\delta} u_t = |u_t|^p, \quad u(0,x) = u_0(x), \quad u_t(0,x) = u_1(x)$$

with $\sigma \geq 1$ and $\delta \in (0, \frac{\sigma}{2}]$. Here the use of $(L^1 \cap L^2) - L^2$ estimates to the corresponding linear Cauchy problems, i.e., the mixing of additional $L^1$ regularity for the data on the basis of $L^2 - L^2$ estimates came into
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play to investigate these semi-linear equations in [6]. In this paper, we consider the following three Cauchy problems for weakly coupled systems of semi-linear structurally damped \( \sigma \)-evolution equations:

\[
\begin{align*}
\begin{cases}
   u_{tt} + (-\Delta)^\sigma u + (-\Delta)^\delta u_t = |v|^p, & v_{tt} + (-\Delta)^\sigma v + (-\Delta)^\delta v_t = |u|^q, \\
   u(0, x) = u_0(x), & u_t(0, x) = u_1(x), \quad v(0, x) = v_0(x), \quad v_t(0, x) = v_1(x),
\end{cases}
\end{align*}
\]

and

\[
\begin{align*}
\begin{cases}
   u_{tt} + (-\Delta)^\sigma u + (-\Delta)^\delta u_t = |v|^p, & v_{tt} + (-\Delta)^\sigma v + (-\Delta)^\delta v_t = |u|^q, \\
   u(0, x) = u_0(x), & u_t(0, x) = u_1(x), \quad v(0, x) = v_0(x), \quad v_t(0, x) = v_1(x),
\end{cases}
\end{align*}
\]

and

\[
\begin{align*}
\begin{cases}
   u_{tt} + (-\Delta)^\sigma u + (-\Delta)^\delta u_t = |v|^p, & v_{tt} + (-\Delta)^\sigma v + (-\Delta)^\delta v_t = |u|^q, \\
   u(0, x) = u_0(x), & u_t(0, x) = u_1(x), \quad v(0, x) = v_0(x), \quad v_t(0, x) = v_1(x),
\end{cases}
\end{align*}
\]

with \( \sigma \geq 1, \delta \in (0, \sigma) \) and \( p, q > 1 \). The corresponding linear models with vanishing right-hand side are

\[
w_{tt} + (-\Delta)^\sigma w + (-\Delta)^\delta w_t = 0, \quad w(0, x) = w_0(x), \quad w_t(0, x) = w_1(x).
\]

The first motivation of the present paper is to get sharp \((L^m \cap L^2) - L^2\) estimates with \( m \in [1, 2] \) for the solutions to (4). Having these estimates play a fundamental role in the treatment of corresponding semi-linear models. For this reason, the second motivation is prove the global (in time) existence of small data Sobolev solutions to (1), (2) and (3) by applying the obtained linear estimates and some developed tools from Harmonic Analysis (see, for instance, [7, 15]). Finally, we also prove the optimality of our exponents when \( \sigma \) and \( \delta \) are integers.

**Notations**

Throughout the present paper, we use the following notations.

- We write \( f \lesssim g \) when there exists a constant \( C > 0 \) such that \( f \leq Cg \) and \( f \approx g \) when \( g \leq f \approx g \).
- As usual, \( H^a \) and \( \dot{H}^a \), with \( a \geq 0 \), denote Bessel and Riesz potential spaces based on \( L^2 \). Here \( \langle D \rangle^a \) and \( |D|^a \) stand for the pseudo-differential operators with symbols \( \langle \xi \rangle^a \) and \( |\xi|^a \), respectively.
- We denote \( [s]^+ := \max\{s, 0\} \) as the positive part of \( s \in \mathbb{R} \), and \([s] := \min\{k \in \mathbb{Z} : k \geq s\}\).
- We fix the constants \( k^- := \min\{\sigma, 2\delta\} \) and \( k^+ := \max\{\sigma, 2\delta\} \). Moreover, we fix the constant \( m_0 = \frac{2m}{2 - m} \), that is, \( \frac{1}{m_0} = \frac{1}{m} - \frac{1}{2} \) with \( m \in [1, 2] \).
- Finally, we introduce the spaces \( A^s_m := (L^m \cap H^s) \times (L^m \cap H^{[s - k^+]}) \) with the norm

\[
\| \langle u, v \rangle \|_{A^s_m} := \| u \|_{L^m} + \| u \|_{H^s} + \| u \|_{L^m} + \| u \|_{H^{[s - k^+]}}.
\]

where \( s \geq 0 \) and \( m \in [1, 2] \).

**Main results**

Let us state the main results that will be proved in this paper.

In the first case, we obtain solutions to (1) from energy space.

**Theorem 1-A.** Let \( m \in [1, 2] \) and \( n > m_0k^- \). We assume the conditions

\[
\begin{align*}
\frac{2}{m} & \leq p, q < \infty \quad \text{if } n \leq 2k^+, \\
\frac{2}{m} & \leq p, q \leq \frac{n}{n - 2k^+} \quad \text{if } n \in \left(2k^+, \frac{4k^+}{2 - m}\right].
\end{align*}
\]

Moreover, we suppose the following conditions:

\[
m\left(k^- + \frac{(k^+ + \sigma)(1 + \max\{p, q\})}{pq - 1}\right) < n, \quad \text{and} \quad \min\{p, q\} \leq 1 + \frac{m(k^+ + \sigma)}{n - mk^-} < \max\{p, q\}.
\]

Then, there exists a constant \( \varepsilon > 0 \) such that for any small data

\[
\left(\langle u_0, u_1 \rangle, \langle v_0, v_1 \rangle \right) \in A^k_m \times A^k_m \quad \text{satisfying the assumption } \| \langle u_0, u_1 \rangle \|_{A^k_m} + \| \langle v_0, v_1 \rangle \|_{A^k_m} \leq \varepsilon,
\]

we have a uniquely determined global (in time) small data energy solution

\[
(u, v) \in \left(C([0, \infty), H^k) \cap C^1([0, \infty), L^2)\right)^2
\]
Moreover, we suppose the following conditions:

\[ p \leq 2 \frac{n}{m}, \quad q < \infty \]

\( m \left( k^- + (k^+ + \sigma)(1 + \max\{p, q\}) \right) < n \), and \( \min\{p, q\} \leq 1 + \frac{m(k^+ + \sigma)}{n - mk^-} < \max\{p, q\} \).

Then, there exists a constant \( \varepsilon > 0 \) such that for any small data

\[ ((u_0, u_1), (v_0, v_1)) \in A_m^s \times A_m^s \] satisfying the assumption \( \|u_0, u_1\|_{A_m^s} + \|v_0, v_1\|_{A_m^s} \leq \varepsilon \),

we have a uniquely determined global (in time) small data energy solution

\[ (u, v) \in C([0, \infty), H^{s_1}) \times C([0, \infty), H^{s_2}) \]
to (1). The following estimates hold:

\[
\|u(t, \cdot)\|_{L^2} \leq (1 + t) - ^{\frac{n}{2(k^+ - \delta)}} - ^{\frac{n}{2(k^+ - \delta)}} \|e(p)\| + \left((u_0, u_1)\right)_{A_{m, n}^2} + \left((v_0, v_1)\right)_{A_{m, n}^2},
\]

\[
\|D^{\alpha_1}u(t, \cdot)\|_{L^2} \leq (1 + t) - ^{\frac{n}{2(k^+ - \delta)}} - ^{\frac{n}{2(k^+ - \delta)}} \|e(p)\| + \left((u_0, u_1)\right)_{A_{m, n}^2} + \left((v_0, v_1)\right)_{A_{m, n}^2},
\]

\[
\|v(t, \cdot)\|_{L^2} \leq (1 + t) - ^{\frac{n}{2(k^+ - \delta)}} - ^{\frac{n}{2(k^+ - \delta)}} \|e(q)\| + \left((u_0, u_1)\right)_{A_{m, n}^2} + \left((v_0, v_1)\right)_{A_{m, n}^2},
\]

\[
\|D^{\alpha_2}v(t, \cdot)\|_{L^2} \leq (1 + t) - ^{\frac{n}{2(k^+ - \delta)}} - ^{\frac{n}{2(k^+ - \delta)}} \|e(q)\| + \left((u_0, u_1)\right)_{A_{m, n}^2} + \left((v_0, v_1)\right)_{A_{m, n}^2},
\]

where \(e(p) := 1 - \frac{n}{2m(k^+ - \delta)(p-1)} + \frac{pk^-}{2(k^+ - \delta)} + \varepsilon\) and \(e(q) := 1 - \frac{n}{2m(k^+ - \delta)(q-1)} + \frac{qk^-}{2(k^+ - \delta)} + \varepsilon\) with a sufficiently small positive \(\varepsilon\).

**Theorem 2-B.** Under the assumptions of Theorem 2-A, if condition (18) is replaced by

\[
\min\{p, q\} > 1 + \frac{m(k^+ + \sigma)}{n - mk^-},
\]

then we have the same conclusions of Theorem 2-A. But the estimates (19)-(22) are modified in the following way:

\[
\|(u, v)(t, \cdot)\|_{L^2} \leq (1 + t) - ^{\frac{n}{2(k^+ - \delta)}} - ^{\frac{n}{2(k^+ - \delta)}} \left((u_0, u_1)\right)_{A_{m, n}^2} + \left((v_0, v_1)\right)_{A_{m, n}^2},
\]

\[
\|D^{\alpha_1}u(t, \cdot)\|_{L^2} \leq (1 + t) - ^{\frac{n}{2(k^+ - \delta)}} - ^{\frac{n}{2(k^+ - \delta)}} \left((u_0, u_1)\right)_{A_{m, n}^2} + \left((v_0, v_1)\right)_{A_{m, n}^2},
\]

\[
\|D^{\alpha_2}v(t, \cdot)\|_{L^2} \leq (1 + t) - ^{\frac{n}{2(k^+ - \delta)}} - ^{\frac{n}{2(k^+ - \delta)}} \left((u_0, u_1)\right)_{A_{m, n}^2} + \left((v_0, v_1)\right)_{A_{m, n}^2}.
\]

**Remark 1.1.** Due to the first condition in (7) and (18), we may imply that at least one among \([e(p)]^+\) or \([e(q)]^+\) in Theorems 1-A and 2-A is equal to zero.

**Remark 1.2.** Let us compare our results between Theorems A and B. First, we can see that the decay rates for the solutions to (1) in Theorems 1-A and 2-A are worse than those for solutions to the corresponding linear models, that is, we allow some loss of decay (see more [2, 9]). This phenomenon is related to some of the used techniques in our proofs. Moreover, in Theorems 1-B and 2-B there appear the same decay rates as in the estimates for the solutions to (4), i.e., no loss of decay appears. Here we want to underline that achieving loss of decay brings some benefits to relax the restrictions to the admissible exponents \(p\) and \(q\) in comparison (7) with (14) (respectively (18) with (23)). In particular, in (7) and (18) we allow one exponent \(p\) or \(q\) below the exponent \(1 + \frac{m(k^+ + \sigma)}{n - mk^-}\), whereas we need to guarantee both exponents \(p\) and \(q\) above the exponent \(1 + \frac{m(k^+ + \sigma)}{n - mk^-}\) in (14) and (23). However, we pay with further conditions for space dimension \(n\) as in (7) and (18).

**Remark 1.3.** To the semi-linear models (1), by setting formally \(\sigma = 1, \delta = 0\) and \(m = 1\) we observe that the admissible exponents \(p\) and \(q\) in Theorem 1-A are consistent with those in [16] for space dimensions \(n = 1, 3\).

In the third case, we obtain solutions to (1) belonging to the energy space with a suitable higher regularity.

**Theorem 3.** Let \(k^+ < s_1 \leq s_2 \leq \frac{n}{2} + k^+, s_2 - s_1 < k^+, m \in [1, 2]\) and \(n > m_0 k^-\). We assume the conditions

\[
1 + [s_1 - k^+] < p < \infty, \quad 1 + [s_2 - k^+] < q < \infty \quad \text{if} \quad n \leq 2s_1,
\]

\[
1 + [s_1 - k^+] < p < \infty, \quad 1 + [s_2 - k^+] < q \leq 1 + \frac{2k^+}{n - 2s_1} \quad \text{if} \quad 2s_1 < n \leq 2s_2,
\]

\[
1 + [s_1 - k^+] < p \leq 1 + \frac{2k^+}{n - 2s_1}, \quad 1 + [s_2 - k^+] < q \leq 1 + \frac{2k^+}{n - 2s_1} \quad \text{if} \quad n > 2s_2.
\]

Moreover, we suppose \(\min\{p, q\} > 1 + \frac{m(k^+ + \sigma)}{n - mk^-}\) satisfying the following conditions:

\[
p \geq 1 + \frac{ms_1}{n - mk^-} \quad \text{and} \quad q \geq 1 + \frac{ms_2}{n - mk^-}.
\]
Then, there exists a constant \( \varepsilon > 0 \) such that for any small data

\[ ((u_0, u_1), (v_0, v_1)) \in \mathcal{A}_{m}^{s_1} \times \mathcal{A}_{m}^{s_2} \text{ satisfying the assumption } \| (u_0, u_1) \|_{\mathcal{A}_{m}^{s_1}} + \| (v_0, v_1) \|_{\mathcal{A}_{m}^{s_2}} \leq \varepsilon, \]

we have a uniquely determined global (in time) small data energy solution

\[ (u, v) \in \left( C([0, \infty), H^{s_1}) \cap C^1([0, \infty), H^{s_1-\delta}) \right) \times \left( C([0, \infty), H^{s_2}) \cap C^1([0, \infty), H^{s_2-\delta}) \right) \]

to (1). The following estimates hold:

\[
\| (u, v)(t, \cdot) \|_{L^2} \lesssim (1 + t) - \frac{n}{2(1+\sigma)} \left( \frac{1}{m} \right) - \frac{2s}{2(s+1)} \left( \frac{1}{2} - \frac{\sigma}{\alpha} - \frac{1}{2} \right) \left( \| (u_0, u_1) \|_{\mathcal{A}_{m}^{s_1}} + \| (v_0, v_1) \|_{\mathcal{A}_{m}^{s_2}} \right),
\]

(28)

\[
\| (u_t, v_t)(t, \cdot) \|_{L^2} \lesssim (1 + t) - \frac{n}{2(1+\sigma)} \left( \frac{1}{m} \right) - \frac{2s}{2(s+1)} \left( \frac{1}{2} - \frac{\sigma}{\alpha} - \frac{1}{2} \right) \left( \| (u_0, u_1) \|_{\mathcal{A}_{m}^{s_1}} + \| (v_0, v_1) \|_{\mathcal{A}_{m}^{s_2}} \right),
\]

(29)

\[
\| D^{s_1} u(t, \cdot) \|_{L^2} \lesssim (1 + t) - \frac{n}{2(1+\sigma)} \left( \frac{1}{m} \right) - \frac{2s}{2(s+1)} \left( \frac{1}{2} - \frac{\sigma}{\alpha} - \frac{1}{2} \right) \left( \| (u_0, u_1) \|_{\mathcal{A}_{m}^{s_1}} + \| (v_0, v_1) \|_{\mathcal{A}_{m}^{s_2}} \right),
\]

(30)

\[
\| D^{s_1} \xi u(t, \cdot) \|_{L^2} \lesssim (1 + t) - \frac{n}{2(1+\sigma)} \left( \frac{1}{m} \right) - \frac{2s}{2(s+1)} \left( \frac{1}{2} - \frac{\sigma}{\alpha} - \frac{1}{2} \right) \left( \| (u_0, u_1) \|_{\mathcal{A}_{m}^{s_1}} + \| (v_0, v_1) \|_{\mathcal{A}_{m}^{s_2}} \right),
\]

(31)

\[
\| D^{s_1} \xi v(t, \cdot) \|_{L^2} \lesssim (1 + t) - \frac{n}{2(1+\sigma)} \left( \frac{1}{m} \right) - \frac{2s}{2(s+1)} \left( \frac{1}{2} - \frac{\sigma}{\alpha} - \frac{1}{2} \right) \left( \| (u_0, u_1) \|_{\mathcal{A}_{m}^{s_1}} + \| (v_0, v_1) \|_{\mathcal{A}_{m}^{s_2}} \right),
\]

(32)

\[
\| D^{s_1} \xi v(t, \cdot) \|_{L^2} \lesssim (1 + t) - \frac{n}{2(1+\sigma)} \left( \frac{1}{m} \right) - \frac{2s}{2(s+1)} \left( \frac{1}{2} - \frac{\sigma}{\alpha} - \frac{1}{2} \right) \left( \| (u_0, u_1) \|_{\mathcal{A}_{m}^{s_1}} + \| (v_0, v_1) \|_{\mathcal{A}_{m}^{s_2}} \right),
\]

(33)

Remark 1.4. If we assume that \( k^+ < s_1 \leq k^+ + \sigma \) in Theorem 3, then it is also reasonable to allow a loss of decay. Indeed, in the same treatment as we did in Theorem 1-A we may replace the condition

\[ \min \{ p, q \} > 1 + \frac{m(k^+ + \sigma)}{n - mk^-} \]

in Theorem 3 by (7) in Theorem 1-A. Moreover, if we consider \( s_1 > k^+ + \sigma \) in Theorem 4, then the condition \( \min \{ p, q \} > 1 + \frac{m(k^+ + \sigma)}{n - mk^-} \) is contained in (27).

In the fourth case, we obtain large regular solutions to (1) by using the fractional Sobolev embedding.

Theorem 4. Let \( s_2 > s_1 > \frac{n}{2} + k^+ \), \( s_2 - s_1 \leq k^+ \), \( m \in [1, 2] \) and \( n > m_0 k^- \). We assume the conditions

\[ p > 1 + \max \{ s_1 - k^+, 1 \} \]

and \( q > 1 + \max \{ s_2 - k^+, 1 \} \).

Moreover, we suppose \( \min \{ p, q \} > 1 + \frac{m(k^+ + \sigma)}{n - mk^-} \) satisfying the following conditions:

\[ p \geq 1 + \frac{m s_1}{n - mk^-} \]

and \( q \geq 1 + \frac{m s_2}{n - mk^-} \).

Then, there exists a constant \( \varepsilon > 0 \) such that for any small data

\[ ((u_0, u_1), (v_0, v_1)) \in \mathcal{A}_{m}^{s_1} \times \mathcal{A}_{m}^{s_2} \text{ satisfying the assumption } \| (u_0, u_1) \|_{\mathcal{A}_{m}^{s_1}} + \| (v_0, v_1) \|_{\mathcal{A}_{m}^{s_2}} \leq \varepsilon, \]

we have a uniquely determined global (in time) small data energy solution

\[ (u, v) \in \left( C([0, \infty), H^{s_1}) \cap C^1([0, \infty), H^{s_1-\delta}) \right) \times \left( C([0, \infty), H^{s_2}) \cap C^1([0, \infty), H^{s_2-\delta}) \right) \]

to (1). Moreover, the estimates (28)-(33) hold.

Remark 1.5. Like in Remark 1.4, if we assume that \( \frac{n}{2} + k^+ < s_1 \leq k^+ + \sigma \) in Theorem 4, then allowing a loss of decay implies that the condition \( \min \{ p, q \} > 1 + \frac{m(k^+ + \sigma)}{n - mk^-} \) in Theorem 4 is replaced by (7) in Theorem 1-A. Moreover, if we consider \( s_1 > k^+ + \sigma \) in Theorem 4, then the condition \( \min \{ p, q \} > 1 + \frac{m(k^+ + \sigma)}{n - mk^-} \) is contained in (35).

In the fifth case, we obtain large regular solutions to (2) by using the fractional Sobolev embedding.

Theorem 5. Let \( s > \frac{n}{2} + k^+ \), \( m \in [1, 2] \) and \( n > m_0 k^- \). We assume the following conditions:

\[ \min \{ p, q \} \geq 1 + \frac{2 m \delta}{s - k^+, 1}, \]

(36)

and

\[ \min \{ p, q \} \geq 1 + \frac{m (s + k^- - 2 \sigma)}{n + 2 m (k^+ - 2 \delta)}. \]

(37)
Then, there exists a constant $\varepsilon > 0$ such that for any small data

$$((u_0, u_1), (v_0, v_1)) \in \mathcal{A}_m^s \times \mathcal{A}_m^s$$

satisfying the assumption $\|(u_0, u_1)\|_{\mathcal{A}_m^s} + \|(v_0, v_1)\|_{\mathcal{A}_m^s} \leq \varepsilon$,

we have a uniquely determined global (in time) small data energy solution

$$(u, v) \in \left( C([0, \infty), H^s) \cap C^1([0, \infty), H^{s-k^+}) \right)^2$$

to (1). The following estimates hold:

$$\|(u, v)(t, \cdot)\|_{L^2} \leq (1 + t)^{-\frac{\alpha n}{2} - \frac{\alpha n}{4} + \frac{n}{2}} \left( \|(u_0, u_1)\|_{\mathcal{A}_m^s} + \|(v_0, v_1)\|_{\mathcal{A}_m^s} \right),$$

$$\|(u_t, v_t)(t, \cdot)\|_{L^2} \leq (1 + t)^{-\frac{\alpha n}{2} - \frac{\alpha n}{4} + \frac{n}{2}} \left( \|(u_0, u_1)\|_{\mathcal{A}_m^s} + \|(v_0, v_1)\|_{\mathcal{A}_m^s} \right),$$

$$\|(|D|^s u, |D|^s v)(t, \cdot)\|_{L^2} \leq (1 + t)^{-\frac{\alpha n}{2} - \frac{\alpha n}{4} + \frac{n}{2}} \left( \|(u_0, u_1)\|_{\mathcal{A}_m^s} + \|(v_0, v_1)\|_{\mathcal{A}_m^s} \right),$$

$$\|(|D|^{s-k^+} u_t, |D|^{s-k^+} v_t)(t, \cdot)\|_{L^2} \leq (1 + t)^{-\frac{\alpha n}{2} - \frac{\alpha n}{4} + \frac{n}{2}} \left( \|(u_0, u_1)\|_{\mathcal{A}_m^s} + \|(v_0, v_1)\|_{\mathcal{A}_m^s} \right).$$

Finally, we obtain large regular solutions to (3) by using the fractional Sobolev embedding.

**Theorem 6.** Let $s_1 \geq s_2 > \frac{n}{2} + k^+$, $s_1 - s_2 \leq k^+$, $m \in [1, 2)$ and $n > m_0 k^-$. We assume the conditions

$$p > 1 + \max\left\{ \frac{m(k^+ + \sigma)}{n - m k^-}, s_1 - k^+, 1 \right\} \quad \text{and} \quad q > 1 + \max\left\{ \frac{2m\delta}{n}, s_2 - k^+, 1 \right\}.$$ (42)

Moreover, we suppose the following conditions:

$$p \geq 1 + \frac{ms_1}{n - m k^-} \quad \text{and} \quad q \geq 1 + \frac{m(s_2 + k^- - 2\sigma)}{n + 2m(k^+ - 2\delta)}.$$ (43)

Then, there exists a constant $\varepsilon > 0$ such that for any small data

$$((u_0, u_1), (v_0, v_1)) \in \mathcal{A}_m^s \times \mathcal{A}_m^s$$

satisfying the assumption $\|(u_0, u_1)\|_{\mathcal{A}_m^s} + \|(v_0, v_1)\|_{\mathcal{A}_m^s} \leq \varepsilon$,

we have a uniquely determined global (in time) small data energy solution

$$(u, v) \in \left( C([0, \infty), H^{s_1}) \cap C^1([0, \infty), H^{s_1-k^+}) \right) \times \left( C([0, \infty), H^{s_2}) \cap C^1([0, \infty), H^{s_2-k^+}) \right)$$

to (1). Moreover, the estimates (28)-(33) hold.

**Example 1.1.** In the following examples, we fix $\sigma = \frac{3}{2}$, $\delta = \frac{1}{8}$ and $m = \frac{5}{7}$:

- If $n = 3$, then we may choose for example $p = 2$, $q \in (\frac{103}{50}, \infty)$ by using Theorem 1-A and $p, q \in (\frac{107}{45}, \infty)$ by using Theorem 1-B.
- If $n = 1$ and $s_1 = s_2 = 1$, then we may choose for example $p = 6$, $q \in (\frac{71}{7}, \infty)$ by using Theorem 2-A and $p, q \in (\frac{7}{11}, \infty)$ by using Theorem 2-B.
- If $n = 4$, $s_1 = 2$ and $s_2 = 3$, then using Theorem 3 we derive $p \in (\frac{110}{59}, \infty)$ and $q \in (3, \infty)$.
- If $n = 4$, $s_1 = 4$ and $s_2 = 5$, then using Theorem 4 we derive $p \in (\frac{9}{7}, \infty)$ and $q \in (\frac{9}{7}, \infty)$.
- If $n = 4$ and $s = 5$, then using Theorem 5 we derive $p, q \in (\frac{9}{7}, \infty)$.
- If $n = 4$, $s_1 = 5$ and $s_2 = 4$, then using Theorem 6 we derive $p \in (\frac{9}{7}, \infty)$ and $q \in (\frac{9}{7}, \infty)$.

The organization of this paper is as follows: In Section 2, we present estimates for the solutions to (4). In particular, we derive $(L^m \cap L^2) - L^2$ and $L^2 - L^2$ estimates for solutions with $m \in [1, 2)$ in the case $\delta = \frac{1}{2}$, $\delta = (0, \frac{2}{3})$ and $\delta = (\frac{3}{2}, \sigma)$, respectively, in Sections 2.1, 2.2 and 2.3. In Section 3, we prove our global (in time) existence results to (1), (2) and (3). We bring the optimality of our exponents if $\sigma$ and $\delta$ are integer numbers in Section 4. Finally, we state some concluding remarks and open problems in Section 5.
2. Estimates for the solutions of the linear Cauchy problem

Main goal of this section is to obtain \((L^m \cap L^2) - L^2\) and \(L^2 - L^2\) estimates for the solution and some of its derivatives to (4). These estimates play an fundamental role to prove the global (in time) existence results to (1), (2) and (3) in the next section. First, using partial Fourier transformation to (4) we obtain the following Cauchy problem for \(\hat{w}(t, \xi) := F_{x \to \xi}(w(t, x)), \ \hat{\omega}_0(\xi) := F_{x \to \xi}(\omega_0(x))\) and \(\hat{w}_1(\xi) := F_{x \to \xi}(w_1(x)):\)
\[
\hat{w}_{tt} + \mu |\xi|^2 \hat{w}_t + |\xi|^{2\sigma} \hat{w} = 0, \ \hat{\omega}(0, \xi) = \hat{\omega}_0(\xi), \ \hat{w}_t(0, \xi) = \hat{w}_1(\xi).
\] (44)

The characteristic roots are
\[
\lambda_{1,2} = \lambda_{1,2}(\xi) = \frac{1}{2} \left(-|\xi|^{2\delta} \pm \sqrt{|\xi|^{4\delta} - 4|\xi|^{2\sigma}}\right).
\]

The solution to (44) is presented by the following formula (here we assume \(\lambda_1 \neq \lambda_2\):)
\[
\hat{w}(t, \xi) = \frac{\lambda_1 e^{\lambda_1 t} - \lambda_2 e^{\lambda_2 t}}{\lambda_1 - \lambda_2} \hat{\omega}_0(\xi) + \frac{e^{\lambda_1 t} - e^{\lambda_2 t}}{\lambda_1 - \lambda_2} \hat{w}_1(\xi) =: \hat{K}_0(t, \xi) \hat{\omega}_0(\xi) + \hat{K}_1(t, \xi) \hat{w}_1(\xi).
\] (45)

Taking account of the cases of small and large frequencies separately, we have the asymptotic behavior of the characteristic roots as follows:

1. \(\delta = \frac{\sigma}{2}\):
\[
\lambda_{1,2} = \frac{1}{2} \left(-1 \pm i \sqrt{3}\right)|\xi|^\sigma.
\] (46)

2. \(\delta \in (0, \frac{\sigma}{2})\):
\[
\lambda_1 \sim -|\xi|^{2(\sigma-\delta)}, \ \lambda_2 \sim -|\xi|^{2\delta}, \ \lambda_1 - \lambda_2 \sim |\xi|^{2\delta}\text{ for small }|\xi|,
\] and
\[
\lambda_1, \lambda_2 \sim -|\xi|^{2\delta} \pm i|\xi|^{\sigma}\text{ for large }|\xi|.
\] (47)

3. \(\delta \in (\frac{\sigma}{2}, \sigma)\):
\[
\lambda_1, \lambda_2 \sim -|\xi|^{2\delta} \pm i|\xi|^{\sigma}\text{ for small }|\xi|,
\] and
\[
\lambda_1 - \lambda_2 \sim -|\xi|^{2\delta}\text{ for large }|\xi|.
\] (48)

We now decompose the solution to (4) into two parts localized separately to low and high frequencies, that is,
\[
w(t, x) = w_\chi(t, x) + w_{1-\chi}(t, x),
\]
where
\[
w_\chi(t, x) = F^{-1}(\chi(|\xi|)\hat{w}(t, \xi))\text{ and }w_{1-\chi}(t, x) = F^{-1}(\left(1 - \chi(|\xi|)\right)\hat{w}(t, \xi)),
\]
with a smooth cut-off function \(\chi(|\xi|)\) equal to 1 for small \(|\xi|\) and vanishing for large \(|\xi|\).

2.1. The case \(\delta = \frac{\sigma}{2}\). In order to derive the \((L^m \cap L^2) - L^2\) estimates, on the one hand, we control the \(L^2\) norm of the solution by the \(L^m\) norm of the data for \(t \in [1, \infty)\). On the other hand, for \(t \in (0, 1]\) we also obtain the \(L^2 - L^2\) estimates by using the suitable regularity of the data \(w_0\) and \(w_1\). We shall prove the following result.

Proposition 2.1. Let \(\delta = \frac{\sigma}{2}\) in (4) and \(m \in [1, 2)\). The Sobolev solutions to (4) satisfy the \((L^m \cap L^2) - L^2\) estimates
\[
\|\partial_t^j \tilde{D}^a w(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\frac{\sigma}{2} - \frac{a}{2} - \frac{j}{2}}\|w_0\|_{L^m \cap H^{a+j}\sigma} + (1 + t)^{\frac{a}{2} - \frac{\sigma}{2} - \frac{j}{2}}\|w_1\|_{L^m \cap H^{a+j-1}\sigma},
\]
and the \(L^2 - L^2\) estimates
\[
\|\partial_t^j \tilde{D}^a w(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\frac{\sigma}{2} - \frac{a}{2} - \frac{j}{2}}\|w_0\|_{H^{a+j}\sigma} + (1 + t)^{\frac{a}{2} - \frac{\sigma}{2} - \frac{j}{2}}\|w_1\|_{H^{a+j-1}\sigma},
\]
for any non-negative number \(a, j = 0, 1\) and for all space dimensions \(n \geq 1\).

First, to prove Proposition 2.1 we shall show the following auxiliary estimates.

Lemma 2.1. Let \(\alpha \in (0, \infty)\) and \(r \in [1, \infty)\). Then, the following estimates hold for any \(t > 0:\)
\[
\|F^{-1}(\xi^\alpha \cos(c_2 \xi^\alpha t)) (t, \cdot)\|_{L^r} \leq t^{-\frac{\alpha}{2r} - \frac{a}{2} - \frac{j}{2}},
\]
\[
\|F^{-1}(\xi^\alpha \cos(c_2 \xi^\alpha t)) (t, \cdot)\|_{L^\infty} \leq t^{-\frac{\alpha}{2} - \frac{a}{2} - \frac{j}{2}},
\]
with \(a \geq 0\) and \(n \geq 1\). Here \(c_1\) is a positive and \(c_2 \neq 0\) is a real constant.

Proof. For the proof of the first statement one can see Proposition 12 in [6]. According to the treatment of Proposition 12 in [6], with minor modifications in the steps of the proofs we may conclude the second statement. □
Proof of Proposition 2.1. In the first step, by (46) taking account of estimates for \( \hat{K}_0 \) and \( \hat{K}_1 \), we re-write these terms as follows:

\[
|\xi|^a \hat{K}_0(t, \xi) = |\xi|^a \left( \cos \left( \frac{\sqrt{3}}{2} |\xi|^{\sigma} t \right) + \frac{1}{\sqrt{3}} \sin \left( \frac{\sqrt{3}}{2} |\xi|^{\sigma} t \right) \right) e^{-\frac{1}{2}|\xi|^\sigma t},
\]
\[
|\xi|^a \hat{K}_1(t, \xi) = t |\xi|^a \int_0^1 e^{\frac{1}{2} \left( 1 + i(2s-1) \sqrt{3} \right) |\xi|^\sigma} ds.
\]

Hence, applying Young’s convolution inequality and Lemma 2.1 we arrive at the following \( L^2 - L^m \) estimate for \( t \in [1, \infty) \):

\[
\|D^a w(t, \cdot)\|_{L^2} \leq \left\| F^{-1} \left( |\xi|^a \hat{K}_0(t, \xi) \right)(t, \cdot) \right\|_{L^r} \|w_0\|_{L^m} + \left\| F^{-1} \left( |\xi|^a \hat{K}_1(t, \xi) \right)(t, \cdot) \right\|_{L^r} \|w_1\|_{L^m}
\]
\[
\leq \left( \left\| F^{-1} \left( |\xi|^a \cos \left( \frac{\sqrt{3}}{2} |\xi|^{\sigma} t \right) e^{-\frac{1}{2}|\xi|^\sigma t} \right)(t, \cdot) \right\|_{L^r} \|w_0\|_{L^m} + \left\| F^{-1} \left( |\xi|^a \sin \left( \frac{\sqrt{3}}{2} |\xi|^{\sigma} t \right) e^{-\frac{1}{2}|\xi|^\sigma t} \right)(t, \cdot) \right\|_{L^r} \|w_1\|_{L^m}
\]
\[
+ t \int_0^1 \left\| F^{-1} \left( |\xi|^a e^{\frac{1}{2} \left( 1 + i(2s-1) \sqrt{3} \right) |\xi|^\sigma} \right)(t, \cdot) \right\|_{L^r} ds \|w_1\|_{L^m}
\]
\[
\leq t^{\frac{1}{\sigma}(1 - \frac{1}{r}) - \frac{1}{2}} \|w_0\|_{L^m} + t \|w_1\|_{L^m},
\]

where \( \frac{1}{r} + \frac{1}{m} = \frac{3}{2} \). Moreover, we also get the following \( L^2 - L^2 \) estimate for \( t \in (0, 1] \):

\[
\|D^a w(t, \cdot)\|_{L^2} \leq \left\| F^{-1} \left( |\xi|^a \hat{K}_0(t, \xi) \right)(t, \cdot) \right\|_{L^1} \|w_0\|_{H^{a+\sigma}} + \left\| F^{-1} \left( |\xi|^a \hat{K}_1(t, \xi) \right)(t, \cdot) \right\|_{L^1} \|w_1\|_{H^{a+\sigma}}
\]
\[
\leq \left( \left\| F^{-1} \left( |\xi|^a \cos \left( \frac{\sqrt{3}}{2} |\xi|^{\sigma} t \right) e^{-\frac{1}{2}|\xi|^\sigma t} \right)(t, \cdot) \right\|_{L^1} \|w_0\|_{H^{a+\sigma}} + \left\| F^{-1} \left( |\xi|^a \sin \left( \frac{\sqrt{3}}{2} |\xi|^{\sigma} t \right) e^{-\frac{1}{2}|\xi|^\sigma t} \right)(t, \cdot) \right\|_{L^1} \|w_1\|_{H^{a+\sigma}}
\]
\[
+ t \int_0^1 \left\| F^{-1} \left( |\xi|^a e^{\frac{1}{2} \left( 1 + i(2s-1) \sqrt{3} \right) |\xi|^\sigma} \right)(t, \cdot) \right\|_{L^1} ds \|w_1\|_{H^{a+\sigma}}
\]
\[
\leq \|w_0\|_{H^{a+\sigma}} + t \|w_1\|_{H^{a+\sigma}},
\]

From (51) and (52) we may conclude the desired statements in Proposition 2.1 with \( j = 0 \). In the second step, in order to estimate for some derivatives in time of \( \hat{K}_0 \) and \( \hat{K}_1 \) we note that

\[
|\xi|^a \partial_t \hat{K}_0(t, \xi) = -\frac{2}{\sqrt{3}} |\xi|^{a+\sigma} \sin \left( \frac{\sqrt{3}}{2} |\xi|^{\sigma} t \right) e^{-\frac{1}{2}|\xi|^\sigma t},
\]
\[
|\xi|^a \partial_t \hat{K}_1(t, \xi) = |\xi|^a \left( \cos \left( \frac{\sqrt{3}}{2} |\xi|^{\sigma} t \right) - \frac{1}{\sqrt{3}} \sin \left( \frac{\sqrt{3}}{2} |\xi|^{\sigma} t \right) \right) e^{-\frac{1}{2}|\xi|^\sigma t}.
\]

Then, applying again Young’s convolution inequality, Lemma 2.1 and using the suitable regularity of the data we may conclude immediately all the statement in Proposition 2.1 with \( j = 1 \). Hence, the proof of Proposition 2.1 is completed.

\[\square\]

2.2. The case \( \delta \in (0, \frac{\sigma}{2}) \). In order to derive the \((L^m \cap L^2) - L^2\) estimates, on the one hand we control the \( L^2 \) norm of the low-frequency part of the solution by the \( L^m \) norm of the data. On the other hand, its high-frequency part is estimated by using the \( L^2 - L^2 \) estimates with the suitable regularity of the data \( w_0 \) and \( w_1 \). We shall prove the following result.

**Proposition 2.2.** Let \( \delta \in (0, \frac{\sigma}{2}) \) in (4) and \( m \in [1, 2) \). The Sobolev solutions to (4) satisfy the \((L^m \cap L^2) - L^2\) estimates

\[
\|D^a_\delta |D^a w(t, \cdot)|\|_{L^2} \leq (1 + t)^{\frac{m}{\sigma(2-\delta)} \left( \frac{1}{2} - \frac{\delta}{2(2-\delta)} \right)} \|w_0\|_{L^m \cap H^{a+\delta}}
\]
\[
+ (1 + t)^{\frac{m}{\sigma(2-\delta)} \left( \frac{1}{2} - \frac{\delta}{2(2-\delta)} \right)} \|w_1\|_{L^m \cap H^{a+(\delta-\frac{1}{2})}},
\]

and the \( L^2 - L^2 \) estimates

\[
\|D^a_\delta |D^a w(t, \cdot)|\|_{L^2} \leq (1 + t)^{\frac{m}{\sigma(2-\delta)} \left( \frac{1}{2} - \frac{\delta}{2(2-\delta)} \right)} \|w_0\|_{H^{a+\delta}} + (1 + t)^{\frac{m}{\sigma(2-\delta)} \left( \frac{1}{2} - \frac{\delta}{2(2-\delta)} \right)} \|w_1\|_{H^{a+(\delta-\frac{1}{2})}},
\]

for any non-negative number \( a, j = 0, 1 \) and for all space dimensions \( n \geq 1 \).
Proof. We will divide our considerations into two steps. In the first step, let us devote to estimates for small frequencies. First, let us define \( m' \) by \( \frac{1}{m} + \frac{1}{m'} = 1 \) and recall the abbreviation \( m_0 = \frac{m}{m'} \), that is, \( \frac{1}{m_0} = \frac{1}{m} - \frac{1}{2} \).

Then by using the formula of Parseval-Plancherel and Hölder’s inequality we obtain the following estimate:

\[
\|\partial_t^j D^a w(t, \cdot)\|_{L^2} \leq \|\xi|^a \chi(\xi) \partial_t^j \hat{w}(t, \xi)\|_{L^2} \leq \int_0^1 \left| \chi(\xi) \partial_t^j \hat{\xi} \right|_{L^1} \|\hat{w}\|_{L^2} + \left( \|\hat{w}\|_{L^m} \right)^2.
\]

(53)

We can control \( \|\hat{w}\|_{L^m} \) and \( \|\hat{w}\|_{L^m} \), respectively, by \( \|u_0\|_{L^m} \) and \( |w_1|_{L^m} \). Hence, we have only to estimate the \( L^{m_0} \) norm of the multipliers. Taking account of estimates for \( \hat{K}_j \) with \( j = 0, 1 \) and some their derivatives we re-write these terms for small frequencies as follows:

\[
\hat{K}_1(t, \xi) = e^{\lambda_1 t} - e^{(\lambda_2 - \lambda_1) t} \frac{\lambda_1 - \lambda_2}{\lambda_1 - \lambda_2} \int_{t_0}^t e^{-r(\lambda_1 - \lambda_2) t} dr,
\]

(54)

\[
\hat{K}_0(t, \xi) = -\lambda_1 \hat{K}_1 + e^{-\lambda_2 t}, \quad \hat{c}_i \hat{K}_1(t, \xi) = \hat{K}_0 + (\lambda_1 + \lambda_2) \hat{K}_1 \quad \text{and} \quad \hat{c}_i \hat{K}_0(t, \xi) = -\lambda_1 \lambda_2 \hat{K}_1.
\]

(55)

For the sake of the asymptotic behavior of the characteristic roots in \( (47) \), we arrive at

\[
|\chi(\xi) \hat{K}_1(t, \xi)| \leq te^{-c|\xi|^{2(\alpha - \delta)} t}, \quad |\chi(\xi) \hat{K}_0(t, \xi)| \leq e^{-c|\xi|^{2(\alpha - \delta)} t},
\]

(56)

\[
|\chi(\xi) \hat{c}_i \hat{K}_1(t, \xi)| \leq (1 + t)|\xi|^{2(\alpha - \delta)} e^{-c|\xi|^{2(\alpha - \delta)} t}, \quad |\chi(\xi) \hat{c}_i \hat{K}_0(t, \xi)| \leq t|\xi|^{2\alpha} e^{-c|\xi|^{2(\alpha - \delta)} t},
\]

(57)

where \( c \) is a suitable positive constant. We can see that it holds for small frequencies

\[
\int_{\mathbb{R}^n} |\xi|^p e^{-c|\xi|^{2(\alpha - \delta)} t} d\xi \leq (1 + \frac{n}{2\alpha - \delta})^{-\frac{n}{2\alpha - \delta}}
\]

(58)

for any \( n > 1, \beta \in \mathbb{R} \) satisfying \( n + \beta > 0 \) and for all positive numbers \( c, \alpha > 0 \). Hence, from \( (56) \) and \( (57) \) we may conclude immediately the following estimates:

\[
\|\xi|^a \chi(\xi) \partial_t^j \hat{K}_0(t, \xi)\|_{L^{m_0}} \leq (1 + t)^{-\frac{n + (\alpha + 2\delta)m_0}{2\alpha - \delta - 2\delta}}
\]

(59)

\[
\|\xi|^a \chi(\xi) \partial_t^j \hat{K}_1(t, \xi)\|_{L^{m_0}} \leq (1 + t)^{-\frac{n + (\alpha + 2\delta)m_0}{2\alpha - \delta - 2\delta}}.
\]

(60)

Therefore, from \( (53) \), \( (59) \) and \( (60) \) we have proved that

\[
\|\partial_t^j D^a w(t, \cdot)\|_{L^2} \leq (1 + t)^{-\frac{n + (\alpha + 2\delta)m_0}{2\alpha - \delta - 2\delta}} \|w_0\|_{L^m} + (1 + t)^{-\frac{n + (\alpha + 2\delta)m_0}{2\alpha - \delta - 2\delta}} \|w_1\|_{L^m}.
\]

(61)

Next, let us turn to estimate the solution and some its derivatives to \( (4) \) for large frequencies. Thanks to the asymptotic behavior of the characteristic roots in \( (48) \), we find

\[
|(1 - \chi(\xi)) \hat{K}_0(t, \xi)| \leq e^{-c|\xi|^{2(\alpha - \delta)} t}, \quad |(1 - \chi(\xi)) \hat{K}_1(t, \xi)| \leq |\xi|^{-\alpha} e^{-c|\xi|^{2(\alpha - \delta)} t},
\]

\[
|(1 - \chi(\xi)) \hat{c}_i \hat{K}_0(t, \xi)| \leq |\xi|^{-\alpha} e^{-c|\xi|^{2(\alpha - \delta)} t}, \quad |(1 - \chi(\xi)) \hat{c}_i \hat{K}_1(t, \xi)| \leq e^{-c|\xi|^{2(\alpha - \delta)} t}.
\]

By applying again the formula of Parseval-Plancherel and using the suitable regularity of the data \( w_0 \) and \( w_1 \) we derive the following estimates:

\[
\|\partial_t^j D^a w(t, \cdot)\|_{L^2} \leq \|w_0\|_{H^{a+j+\sigma}} + \|w_1\|_{H^{a+(j+1)\sigma}}
\]

(62)

Summarizing, from \( (61) \) and \( (62) \) we may conclude that the proof of Proposition \( 2.2 \) is completed. \( \square \)

Remark 2.1. In Proposition \( 2.2 \) we state estimates for the solution and some its derivatives to \( (4) \) which hold for any space dimensions \( n \geq 1 \). Moreover, we may prove a better result under a restriction to space dimensions \( n > 2m_0\delta \). We obtain the following sharper estimates.

**Proposition 2.3.** Let \( \delta \in (0, \frac{1}{2}) \) in \( (4) \) and \( m \in [1, 2) \). The Sobolev solutions to \( (4) \) satisfy the \( (L^m \cap L^2) - L^2 \) estimates

\[
\|\partial_t^j D^a w(t, \cdot)\|_{L^2} \leq (1 + t)^{-\frac{n - |\alpha|}{2\alpha - \delta - 2\delta} - \frac{n + (\alpha + 2\delta)m_0}{2\alpha - \delta - 2\delta}} \|w_0\|_{L^{m_0} \cap H^{a+j+\sigma}} + (1 + t)^{-\frac{n - |\alpha|}{2\alpha - \delta - 2\delta} - \frac{n + (\alpha + 2\delta)m_0}{2\alpha - \delta - 2\delta}} \|w_1\|_{H^{a+(j+1)\sigma}}
\]

and the \( L^2 - L^2 \) estimates

\[
\|\partial_t^j D^a w(t, \cdot)\|_{L^2} \leq (1 + t)^{-\frac{n - |\alpha|}{2\alpha - \delta - 2\delta}} \|w_0\|_{H^{a+j+\sigma}} + (1 + t)^{-\frac{n - |\alpha|}{2\alpha - \delta - 2\delta}} \|w_1\|_{H^{a+(j+1)\sigma}}
\]

for any non-negative number \( a, j = 0, 1 \) and for all space dimensions \( n > 2m_0\delta \).
The proof of this proposition is similar to the proof to Proposition 2.2. The sharper estimates appearing Proposition 2.3 in comparison with Proposition 2.2 rely on estimates for small frequencies. For this reason, we only present the steps of the proofs for small $|\xi|$. First, we notice that we do not use the relation (54) as we did in the proof of Proposition 2.2. By (47) and (55), we get immediately the following estimates:

\[
\begin{align*}
|\chi(\xi)\hat{K}_1(t, \xi)| &\leq |\xi|^{-2\delta} e^{-c|\xi|^{2(\sigma-\delta)}} t, \\
|\chi(\xi)\hat{\partial}_t \hat{K}_1(t, \xi)| &\leq |\xi|^{2(\sigma-\delta)} e^{-c|\xi|^{2(\sigma-\delta)}} t + e^{-c|\xi|^{2(\sigma-\delta)}} t,
\end{align*}
\]

where $c$ is a suitable positive constant. Then, by using again (58) and the condition $n > 2m_0\delta$ we shall repeat some of the arguments as we did in the proof to Proposition 2.2 to conclude all the desired estimates. Hence, this completes the proof of Proposition 2.3.

2.3. The case $\delta \in (\frac{\sigma}{2}, \sigma)$. In this section, we will apply the same strategy as we did in Section 2.2 with minor modifications in the steps of the proofs. We obtain the following results.

**Proposition 2.4.** Let $\delta \in (\frac{\sigma}{2}, \sigma)$ in (4) and $m \in [1, 2)$. The Sobolev solutions to (4) satisfy the $(L^m \cap L^2) - L^2$ estimates

\[
\|\partial_t^p D^a w(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\frac{2}{m} \left( 1 - \frac{1}{2} \right) - \frac{a + j\sigma}{2m} + \frac{\sigma - j\sigma}{2} } \|w_0\|_{L^m \cap H^{a+2j\sigma}}.
\]

and the $L^2 - L^2$ estimates

\[
\|\partial_t^p D^a w(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\frac{2}{m} \left( 1 - \frac{1}{2} \right) - \frac{a + j\sigma}{2m} + \frac{\sigma - j\sigma}{2} } \|w_0\|_{L^m \cap H^{a+2j\sigma}} + (1 + t)^{-\frac{2}{m} \left( 1 - \frac{1}{2} \right) - \frac{a + j\sigma}{2m} + \frac{\sigma - j\sigma}{2} } \|w_1\|_{H^{a+2j\sigma}}.
\]

for any non-negative number $a$, $j = 0, 1$ and for all space dimensions $n \geq 1$.

**Proof.** The proof of this proposition is similar to the proof to Proposition 2.2. Hence, it is reasonable to present only the steps which are different. First, we re-write $\hat{K}_1$ for small frequencies as follows:

\[
\hat{K}_1(t, \xi) = t e^{\lambda t} \int_0^t e^{-ir \sqrt{|\xi|^{2(\sigma-\delta)}}} dr.
\]

Using the relation (55) and the asymptotic behavior of the characteristic roots in (49) we have

\[
\begin{align*}
|\chi(\xi)\hat{K}_1(t, \xi)| &\leq t e^{-c|\xi|^{2\delta}} t, \\
|\chi(\xi)\hat{\partial}_t \hat{K}_1(t, \xi)| &\leq (1 + t)|\xi|^{\sigma} e^{-c|\xi|^{2\delta}} t,
\end{align*}
\]

where $c$ is a suitable positive constant. Moreover, by the asymptotic behavior of the characteristic roots in (50) we arrive at

\[
\begin{align*}
|\chi(\xi)\hat{K}_0(t, \xi)| &\leq (1 - \chi(\xi)) \hat{K}_1(t, \xi) \leq |\xi|^{-2\delta} e^{-c|\xi|^{2(\sigma-\delta)}} t, \\
|\chi(\xi)\hat{\partial}_t \hat{K}_0(t, \xi)| &\leq |\xi|^{2(\sigma-\delta)} e^{-c|\xi|^{2(\sigma-\delta)}} t.
\end{align*}
\]

Finally, repeating some of the arguments as we did in the proof to Proposition 2.2 we may conclude all the statements in Proposition 2.4. Summarizing, the proof of Proposition 2.4 is completed.

**Remark 2.2.** We can see that in Proposition 2.4 we state estimates for the solution and some its derivatives to (4) which hold for any space dimensions $n \geq 1$. Moreover, we may prove a better result under a restriction to space dimensions $n > m_0\sigma$. We obtain the following sharper estimates.

**Proposition 2.5.** Let $\delta \in (\frac{\sigma}{2}, \sigma)$ in (4) and $m \in [1, 2)$. The Sobolev solutions to (4) satisfy the $(L^m \cap L^2) - L^2$ estimates

\[
\|\partial_t^p D^a w(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\frac{2}{m} \left( 1 - \frac{1}{2} \right) - \frac{a + j\sigma}{2m} + \frac{\sigma - j\sigma}{2} } \|w_0\|_{L^m \cap H^{a+2j\sigma}} + (1 + t)^{-\frac{2}{m} \left( 1 - \frac{1}{2} \right) - \frac{a + (j-1)\sigma}{2m} + \frac{\sigma - (j-1)\sigma}{2} } \|w_1\|_{H^{a+2(j-1)\sigma}}.
\]

and the $L^2 - L^2$ estimates

\[
\|\partial_t^p D^a w(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\frac{2}{m} \left( 1 - \frac{1}{2} \right) - \frac{a + j\sigma}{2m} + \frac{\sigma - j\sigma}{2} } \|w_0\|_{H^{a+2j\sigma}} + (1 + t)^{-\frac{2}{m} \left( 1 - \frac{1}{2} \right) - \frac{a + (j-1)\sigma}{2m} + \frac{\sigma - (j-1)\sigma}{2} } \|w_1\|_{H^{a+2(j-1)\sigma}},
\]

for any non-negative number $a$, $j = 0, 1$ and for all space dimensions $n > m_0\sigma$. 


Proof. The proof of this proposition is similar to the proof to Proposition 2.4. The shaper estimates appearing Proposition 2.5 in comparison with Proposition 2.4 rely on estimates for small frequencies. For this reason, we only present the steps of the proofs for small $\xi$. For the sake of the asymptotic behavior of the characteristic roots in (49), we get

$$\begin{align*}
|\chi(\xi)\hat{K}_1(t, \xi)| &\leq |\xi|^{-\sigma}e^{-c|\xi|^2t}, \\
|\chi(\xi)\hat{K}_0(t, \xi)| &\leq e^{-c|\xi|^2t}, \\
|\chi(\xi)\hat{\partial}_t\hat{K}_1(t, \xi)| &\leq e^{-c|\xi|^2t}, \\
|\chi(\xi)\hat{\partial}_t\hat{K}_0(t, \xi)| &\leq |\xi|^\sigma e^{-c|\xi|^2t},
\end{align*}$$

where $c$ is a suitable positive constant. By using again (58) and the condition $n > m_0\sigma$, repeating some of the arguments as we did in the proof to Proposition 2.4 we may conclude all the desired estimates. Therefore, Proposition 2.5 is proved.

Finally, from the statements of Propositions 2.1, 2.2 and 2.4, we conclude the following corollary.

Corollary 2.1. Let $\delta \in (0, \sigma)$ in (4) and $m \in [1, 2)$. The solution to (4) satisfies the $(L^m \cap L^2) - L^2$ estimates

$$\begin{align*}
\left\| \partial_t^m [D] \alpha w(t, \cdot) \right\|_{L^2} &\leq (1 + t)^{-\frac{n-2}{2(n+\delta)} \left( \frac{m}{2} - \frac{1}{2} \right) - \frac{n+1}{2(n+\delta)}} \left\| u_0 \right\|_{H^{n+\delta}(2\sigma - \delta)} + (1 + t)^{\frac{n+1}{2(n+\delta)}} \left\| u_1 \right\|_{H^{n+\delta}(2\sigma - \delta)},
\end{align*}$$

and the $L^2 - L^2$ estimates

$$\begin{align*}
\left\| \partial_t^m [D] \alpha w(t, \cdot) \right\|_{L^2} &\leq (1 + t)^{-\frac{n-2}{2(n+\delta)} \left( \frac{m}{2} - \frac{1}{2} \right) - \frac{n+1}{2(n+\delta)}} \left\| u_0 \right\|_{H^{n+\delta}(2\sigma - \delta)} + (1 + t)^{\frac{n+1}{2(n+\delta)}} \left\| u_1 \right\|_{H^{n+\delta}(2\sigma - \delta)},
\end{align*}$$

for any non-negative number $a$, $j = 0, 1$ and for all space dimensions $n \geq 1$.

Finally, from the statements of Propositions 2.1, 2.3 and 2.5 we obtain the following sharper estimates under a restriction to space dimensions $n > m_0\delta^{-}$.

Corollary 2.2. Let $\delta \in (0, \sigma)$ in (4) and $m \in [1, 2)$. The solution to (4) satisfies the $(L^m \cap L^2) - L^2$ estimates

$$\begin{align*}
\left\| \partial_t^m [D] \alpha w(t, \cdot) \right\|_{L^2} &\leq (1 + t)^{-\frac{n-2}{2(n+\delta)} \left( \frac{m}{2} - \frac{1}{2} \right) - \frac{n+1}{2(n+\delta)}} \left\| u_0 \right\|_{H^{n+\delta}(2\sigma - \delta)} + (1 + t)^{\frac{n+1}{2(n+\delta)}} \left\| u_1 \right\|_{H^{n+\delta}(2\sigma - \delta)},
\end{align*}$$

and the $L^2 - L^2$ estimates

$$\begin{align*}
\left\| \partial_t^m [D] \alpha w(t, \cdot) \right\|_{L^2} &\leq (1 + t)^{-\frac{n-2}{2(n+\delta)} \left( \frac{m}{2} - \frac{1}{2} \right) - \frac{n+1}{2(n+\delta)}} \left\| u_0 \right\|_{H^{n+\delta}(2\sigma - \delta)} + (1 + t)^{\frac{n+1}{2(n+\delta)}} \left\| u_1 \right\|_{H^{n+\delta}(2\sigma - \delta)},
\end{align*}$$

for any non-negative number $a$, $j = 0, 1$ and for all space dimensions $n > m_0\delta^{-}$.

Remark 2.3. The statements in Corollaries 2.1 and 2.2 are key tools to prove global (in time) existence results for the weakly coupled systems of semi-linear models (1), (2) and (3). Here we want to underline that the decay estimates for solution and some its derivatives to (4) from Corollary 2.2 are better than those from Corollary 2.1. For this reason, in the next section we only present the steps of the proofs to our global (in time) existence results in detail by using all statements from Corollary 2.2.

3. Treatment of weakly coupled systems of corresponding semi-linear models

3.1. Philosophy of our approach. In this section, we will apply the estimates for the solutions to (4) from Corollary 2.2 to prove the global (in time) existence of small data Sobolev solutions to weakly coupled systems of semi-linear models (1), (2) and (3). Recalling the fundamental solutions $K_0$ and $K_1$ defined in Section 2 we write the solutions of the corresponding linear Cauchy problems with vanishing right-hand sides to (1) and (2) and (3) in the following form:

$$\begin{align*}
\begin{cases}
\begin{aligned}
\partial_t u^n(t, x) &= K_0(t, x) *_x u_0(x) + K_1(t, x) *_x u_1(x), \\
\partial_t v^n(t, x) &= K_0(t, x) *_x v_0(x) + K_1(t, x) *_x v_1(x).
\end{aligned}
\end{cases}
\end{align*}$$

Applying Duhamel’s principle gives the formal implicit representation of the solutions to (1), (2) and (3) as follows:

$$\begin{align*}
\begin{cases}
\begin{aligned}
\partial_t u^n(t, x) &= u^n(t, x) + \int_0^t K_1(t - \tau, x) *_x f(u^n(t, \tau), u^n(\tau)) d\tau =: u^n(t, x) + w^n(t, x), \\
\partial_t v^n(t, x) &= v^n(t, x) + \int_0^t K_1(t - \tau, x) *_x f(v^n(t, \tau), u^n(\tau)) d\tau =: v^n(t, x) + w^n(t, x).
\end{aligned}
\end{cases}
\end{align*}$$
We will prove that the operator $f(v, u) = |v(t, x)|^p$ and $f(u, u) = |u(t, x)|^q$, $f(v, u) = |v(t, x)|^p$ and $f(u, u) = |u(t, x)|^q$, respectively, to (1), (2), (3).

We choose the data spaces $(u_0, u_1) \in A_m^1$ and $(v_0, v_1) \in A_m^2$. Moreover, we introduce the family $\{X(t)\}_{t \geq 0}$ of solution spaces $X(t)$ with the norm

$$
\| (u, v) \|_{X(t)} := \sup_{0 \leq \tau \leq t} \left( f_1(\tau)^{-1} \| u(\tau, \cdot) \|_{L^2} + f_{1,s_1}(\tau)^{-1} \| D^{s_1} u(\tau, \cdot) \|_{L^2} 
+ f_2(\tau)^{-1} \| u(\tau, \cdot) \|_{L^2} + f_{2,s_1}(\tau)^{-1} \| D^{s_1} u(\tau, \cdot) \|_{L^2} 
\right)
$$

where

$$
f_1(\tau) = g_1(\tau) = (1 + \tau)^{-\frac{\alpha}{2(\alpha + 2)\alpha_n} - \frac{1}{2(\alpha + 2)}} + \frac{1}{2(\alpha + 2)} - \frac{\alpha + 1}{2(\alpha + 2)}, \quad f_{1,s_1}(\tau) = (1 + \tau)^{-\frac{1}{2(\alpha + 2)}} - \frac{\alpha + 1}{2(\alpha + 2)},
$$

$$
f_2(\tau) = g_2(\tau) = (1 + \tau)^{-\frac{\alpha}{2(\alpha + 2)\alpha_n} - \frac{1}{2(\alpha + 2)}} - \frac{\alpha + 1}{2(\alpha + 2)}, \quad f_{2,s_1}(\tau) = (1 + \tau)^{-\frac{1}{2(\alpha + 2)}} - \frac{\alpha + 1}{2(\alpha + 2)},
$$

$$
g_{1,s_2}(\tau) = (1 + \tau)^{-\frac{\alpha}{2(\alpha + 2)\alpha_n} - \frac{1}{2(\alpha + 2)}} - \frac{\alpha + 1}{2(\alpha + 2)}, \quad g_{2,s_2}(\tau) = (1 + \tau)^{-\frac{1}{2(\alpha + 2)}} - \frac{\alpha + 1}{2(\alpha + 2)}.
$$

We define for all $t > 0$ the operator $N : (u, v) \in X(t) \longrightarrow N(u, v) \in X(t)$ by the formula

$$
N(u, v)(t, x) = (u^{1n}(t, x) + u^{nl}(t, x), v^{1n}(t, x) + v^{nl}(t, x)).
$$

We will prove that the operator $N$ satisfies the following two inequalities:

$$
\| N(u, v) \|_{X(t)} \leq \| (u_0, u_1) \|_{A_m^{12}} + \| (v_0, v_1) \|_{A_m^{12}} + \| (u, v) \|_{X(t)}^p + \| (u, v) \|_{X(t)}^q,
$$

$$
\| N(u, v) - N(\bar{u}, \bar{v}) \|_{X(t)} \leq \| (u, v) - (\bar{u}, \bar{v}) \|_{X(t)} \left( \| (u, v) \|_{X(t)}^{p-1} + \| (\bar{u}, \bar{v}) \|_{X(t)}^{p-1} + \| (u, v) \|_{X(t)}^{q-1} + \| (\bar{u}, \bar{v}) \|_{X(t)}^{q-1} \right).
$$

Then, applying Banach’s fixed point theorem we obtain local (in time) existence results of large data solutions and global (in time) existence results of small data solutions as well.

**Remark 3.1.** From the definition of the norm in $X(t)$, by replacing $a = s_1$ and $a = s_2$ in the statements from Corollary 2.2 we may conclude

$$
\| (u^{1n}, v^{1n}) \|_{X(t)} \leq \| (u_0, u_1) \|_{A_m^{12}} + \| (v_0, v_1) \|_{A_m^{12}}, \quad \text{for all } s_1 \text{ and } s_2 \geq 0.
$$

Hence, in order to complete the proof of (66) it is reasonable to prove the following inequality:

$$
\| (u^{nl}, v^{nl}) \|_{X(t)} \leq \| (u, v) \|_{X(t)}^p + \| (u, v) \|_{X(t)}^q.
$$

Now we are going to prove our main results from Section 1. Without loss of generality, we can assume $q > p$ throughout the following proofs.

### 3.2. Proof of Theorem 1-A: $s_1 = s_2 = k^+$. We introduce the solution space

$$
X(t) := \left( C([0, t], H^{k^+}) \cap C^1([0, t], L^2) \right)^2,
$$

where the weights are modified in the following way:

$$
f_1(\tau) = (1 + \tau)^{-\frac{\alpha}{2(\alpha + 2)\alpha_n} - \frac{1}{2(\alpha + 2)}} + \frac{1}{2(\alpha + 2)} - \frac{\alpha + 1}{2(\alpha + 2)}, \quad f_{1,k^+}(\tau) = (1 + \tau)^{-\frac{1}{2(\alpha + 2)}} - \frac{\alpha + 1}{2(\alpha + 2)},
$$

$$
f_2(\tau) = (1 + \tau)^{-\frac{\alpha}{2(\alpha + 2)\alpha_n} - \frac{1}{2(\alpha + 2)}} - \frac{\alpha + 1}{2(\alpha + 2)}, \quad f_{2,k^+}(\tau) = (1 + \tau)^{-\frac{1}{2(\alpha + 2)}} - \frac{\alpha + 1}{2(\alpha + 2)},
$$

$$
g_{1,k^+}(\tau) = (1 + \tau)^{-\frac{\alpha}{2(\alpha + 2)\alpha_n} - \frac{1}{2(\alpha + 2)}} - \frac{\alpha + 1}{2(\alpha + 2)}, \quad g_{2,k^+}(\tau) = (1 + \tau)^{-\frac{1}{2(\alpha + 2)}} - \frac{\alpha + 1}{2(\alpha + 2)}.
$$

First, let us prove the inequality (69). In order to control some estimates for $u^{nl}$, our strategy is to use the $(L^{m} \cap L^2) - L^2$ estimates if $\tau \in [0, t/2]$ and the $L^2 - L^2$ estimates if $\tau \in [t/2, t]$ from Corollary 2.2. Hence,
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we have the following estimates for $j, l = 0, 1$ and $(j, l) \neq (1, 1)$:

$$
\|\hat{c}_l^j D \{ k^+ + u^nl(t, \cdot) \} \|_{L^2} \lesssim \int_0^{t/2} (1 + t - \tau)^{- \frac{n}{2(\nu^+ - \delta)}} \left( \frac{1}{m} - \frac{1}{2p} \right) \frac{1}{2(n + \pi^+ - \kappa^-)} \|v(\tau, \cdot)\|^p_{L^m \cap L^p} d\tau 
+ \int_{t/2}^t (1 + t - \tau)^{- \frac{n}{2(\nu^+ - \delta)}} \left( \frac{1}{m} - \frac{1}{2p} \right) \frac{1}{2(n + \pi^+ - \kappa^-)} \|v(\tau, \cdot)\|^p_{L^m \cap L^p} d\tau.
$$

For this reason, we need to estimate for $\|v(\tau, x)\|^p_{L^m \cap L^p}$ in $L^m \cap L^p$ and $L^q$ as follows:

$$
\|v(\tau, \cdot)\|^p_{L^m \cap L^p} \lesssim \|v(\tau, \cdot)\|^p_{L^m \cap L^p} + \|v(\tau, \cdot)\|^p_{L^m \cap L^p}, \quad \text{and} \quad \|v(\tau, \cdot)\|^p_{L^m \cap L^p} = \|v(\tau, \cdot)\|^p_{L^m \cap L^p}.
$$

Employing the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 gives

$$
\|v(\tau, \cdot)\|^p_{L^m \cap L^p} \lesssim (1 + \tau)^{- \frac{n}{2(\nu^+ - \delta)}(p-1) + \frac{1}{2(n + \pi^+ - \kappa^-)}} \|u, v\|^p_{X(\tau)},
$$

$$
\|v(\tau, \cdot)\|^p_{L^m \cap L^p} \lesssim (1 + \tau)^{- \frac{n}{2(\nu^+ - \delta)}(p-1) + \frac{1}{2(n + \pi^+ - \kappa^-)}} \|u, v\|^p_{X(\tau)},
$$

where (5) and (6) hold for $p$. As a result, we derive

$$
\|\hat{c}_l^j D \{ k^+ + u^nl(t, \cdot) \} \|_{L^2} \lesssim (1 + t)^{- \frac{n}{2(\nu^+ - \delta)}(1 - \frac{1}{m} - \frac{1}{2p}) + \frac{1}{2(n + \pi^+ - \kappa^-)} \|u, v\|^p_{X(t)} \int_0^{t/2} (1 + \tau)^{- \frac{n}{2(\nu^+ - \delta)}(p-1) + \frac{1}{2(n + \pi^+ - \kappa^-)}} d\tau 
+ (1 + t)^{- \frac{n}{2(\nu^+ - \delta)}(1 - \frac{1}{m} - \frac{1}{2p}) + \frac{1}{2(n + \pi^+ - \kappa^-)} \|u, v\|^p_{X(t)} \int_{t/2}^t (1 + t - \tau)^{- \frac{n}{2(\nu^+ - \delta)}(1 - \frac{1}{m} - \frac{1}{2p}) + \frac{1}{2(n + \pi^+ - \kappa^-)} \|u, v\|^p_{X(t)} d\tau.
$$

Here we used $(1 + t - \tau) \approx (1 + t)$ for any $\tau \in [0, t/2]$ and $(1 + \tau) \approx (1 + t)$ for any $\tau \in [t/2, t]$. Due to the condition $p \leq 1 + \frac{n(m + \pi^+ - \kappa^-)}{n - m k^+}$, the term $(1 + \tau)^{- \frac{n}{2(\nu^+ - \delta)}(p-1) + \frac{1}{2(n + \pi^+ - \kappa^-)}}$ is not integrable. Hence, we obtain

$$
(1 + t)^{- \frac{n}{2(\nu^+ - \delta)}(1 - \frac{1}{m} - \frac{1}{2p}) + \frac{1}{2(n + \pi^+ - \kappa^-)}} \|u, v\|^p_{X(t)} \int_0^{t/2} (1 + \tau)^{- \frac{n}{2(\nu^+ - \delta)}(p-1) + \frac{1}{2(n + \pi^+ - \kappa^-)}} d\tau 
\lesssim (1 + t)^{- \frac{n}{2(\nu^+ - \delta)}(1 - \frac{1}{m} - \frac{1}{2p}) + \frac{1}{2(n + \pi^+ - \kappa^-)} + \varepsilon(p) \|u, v\|^p_{X(t)}.
$$

Moreover, we also notice that $\frac{k^+ + j(2n - k^- - \kappa^-)}{2(\nu^+ - \delta)} < 1$ for $j, l = 0, 1$ and $(j, l) \neq (1, 1)$. Consequently, we have

$$
(1 + t)^{- \frac{n}{2(\nu^+ - \delta)}(1 - \frac{1}{m} - \frac{1}{2p}) + \frac{1}{2(n + \pi^+ - \kappa^-)} \int_{t/2}^t (1 + t - \tau)^{- \frac{n}{2(\nu^+ - \delta)}(1 - \frac{1}{m} - \frac{1}{2p}) + \frac{1}{2(n + \pi^+ - \kappa^-)}} d\tau 
\lesssim (1 + t)^{- \frac{n}{2(\nu^+ - \delta)}(1 - \frac{1}{m} - \frac{1}{2p}) + \frac{1}{2(n + \pi^+ - \kappa^-)} + \varepsilon(p),
$$

provided that the condition (7) holds for $q$. Finally, we derive the following estimate for $j, l = 0, 1$ and $(j, l) \neq (1, 1)$:

$$
\|\hat{c}_l^j D \{ k^+ + u^nl(t, \cdot) \} \|_{L^2} \lesssim (1 + t)^{- \frac{n}{2(\nu^+ - \delta)}(1 - \frac{1}{m} - \frac{1}{2p}) + \frac{1}{2(n + \pi^+ - \kappa^-)} + \varepsilon(p) \|u, v\|^p_{X(t)},
$$

In the same way we arrive at the following estimate for $j, l = 0, 1$ and $(j, l) \neq (1, 1)$:

$$
\|\hat{c}_l^j D \{ k^+ + u^nl(t, \cdot) \} \|_{L^2} \lesssim (1 + t)^{- \frac{n}{2(\nu^+ - \delta)}(1 - \frac{1}{m} - \frac{1}{2p}) + \frac{1}{2(n + \pi^+ - \kappa^-)} \|u, v\|^q_{X(t)},
$$

From the definition of the norm in $X(t)$, we may conclude immediately the inequality (69).

Next, let us prove the estimate (67). For two elements $(u, v)$ and $(\bar{u}, \bar{v})$ from $X(t)$, we obtain

$$
N(u, v)(t, x) - N(\bar{u}, \bar{v})(t, x) = (u^nl(t, x) - \bar{u}^nl(t, x), v^nl(t, x) - \bar{v}^nl(t, x)).
$$
Using again the \((L^m \cap L^2) - L^2\) estimates if \(\tau \in [0, t/2]\) and the \(L^2 - L^2\) estimates if \(\tau \in [t/2, t]\) from Corollary 2.2, we get the following estimate:

\[
\|\tilde{\eta}_l^j [D]^{[k+]} ((u^{nl} - \bar{u}^{nl})(t, \cdot))\|_{L^2} \leq \int_0^{t/2} (1 + t - \tau)^{-\frac{n}{2(m - k)}(\frac{1}{k} - \frac{1}{2}) + \frac{k}{2(m - k)} - \frac{1}{2} - \tau} \||v(\tau, \cdot)|^p - \bar{v}(\tau, \cdot)|^p\|_{L^m \cap L^2} d\tau \\
+ \int_{t/2}^t (1 + t - \tau)^{-\frac{n}{2(m - k)}(\frac{1}{k} - \frac{1}{2}) + \frac{k}{2(m - k)} - \frac{1}{2} - \tau} \||v(\tau, \cdot)|^p - \bar{v}(\tau, \cdot)|^p\|_{L^2} d\tau,
\]

and

\[
\|\tilde{\eta}_l^j [D]^{[k+]} ((u^{nl} - \bar{u}^{nl})(t, \cdot))\|_{L^2} \leq \int_0^{t/2} (1 + t - \tau)^{-\frac{n}{2(m - k)}(\frac{1}{k} - \frac{1}{2}) + \frac{k}{2(m - k)} - \frac{1}{2} - \tau} \||u(\tau, \cdot)|^q - \bar{u}(\tau, \cdot)|^q\|_{L^m \cap L^2} d\tau \\
+ \int_{t/2}^t (1 + t - \tau)^{-\frac{n}{2(m - k)}(\frac{1}{k} - \frac{1}{2}) + \frac{k}{2(m - k)} - \frac{1}{2} - \tau} \||u(\tau, \cdot)|^q - \bar{u}(\tau, \cdot)|^q\|_{L^2} d\tau.
\]

Employing Hölder’s inequality gives

\[
\||u(\tau, \cdot)|^p - \bar{u}(\tau, \cdot)|^p\|_{L^2} \leq \||u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{L^2} (\||v(\tau, \cdot)|^p\|_{L^2}^{1/p} + \||\bar{v}(\tau, \cdot)|^p\|_{L^2}^{-1}),
\]

\[
\||v(\tau, \cdot)|^p - \bar{v}(\tau, \cdot)|^p\|_{L^m} \leq \||v(\tau, \cdot) - \bar{v}(\tau, \cdot)\|_{L^m} (\||u(\tau, \cdot)|^q\|_{L^m}^{1/q} + \||\bar{u}(\tau, \cdot)|^q\|_{L^m}^{-1}),
\]

\[
\||u(\tau, \cdot)|^q - \bar{u}(\tau, \cdot)|^q\|_{L^2} \leq \||u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{L^2} (\||u(\tau, \cdot)|^q\|_{L^2}^{1/q} + \||\bar{u}(\tau, \cdot)|^q\|_{L^2}^{-1}),
\]

\[
\||u(\tau, \cdot)|^q - \bar{u}(\tau, \cdot)|^q\|_{L^m} \leq \||u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{L^m} (\||u(\tau, \cdot)|^q\|_{L^m}^{1/q} + \||\bar{u}(\tau, \cdot)|^q\|_{L^m}^{-1}).
\]

Similarly to the proof of (66), we apply the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 to the terms

\[
\|v(\tau, \cdot) - \bar{v}(\tau, \cdot)\|_{L^{\eta_1}}, \|u(\tau, \cdot) - \bar{u}(\tau, \cdot)\|_{L^{\eta_2}}, \|v(\tau, \cdot)\|_{L^{\eta_1}}, \|\bar{v}(\tau, \cdot)\|_{L^{\eta_1}}, \|u(\tau, \cdot)\|_{L^{\eta_2}}, \|\bar{u}(\tau, \cdot)\|_{L^{\eta_2}}
\]

with \(\eta_1 = 2p\) or \(\eta_1 = mp\), and \(\eta_2 = 2q\) or \(\eta_2 = mq\) to conclude the inequality (67). Summarizing, Theorem 1-A is proved.

**Remark 3.2.** The proof of Theorem 1-B is similar to the proof of Theorem 1-A. Here we notice that due to the condition (14), the terms \((1 + \tau)^{-\frac{n}{2(m - k)}(\frac{1}{k} - \frac{1}{2}) + \frac{k}{2(m - k)} - \frac{1}{2} - \tau}\) and \((1 + \tau)^{-\frac{n}{2(m - k)}(\frac{1}{k} - \frac{1}{2}) - \frac{k}{2(m - k)} + \tau}\) are integrable. Then, repeating some of the arguments as we did in the proof of Theorem 1-A we may complete the proof of Theorem 1-B.

### 3.3. Proof of Theorem 2-A: \(0 < s_1 \leq s_2 < k^+\)

We introduce the solution space

\[
X(t) := (C([0, t], H^{s_1-\frac{d}{2}})) \times (C([0, t], H^{s_2-\frac{d}{2}}))
\]

where the weights are modified in the following way:

\[
f_1(\tau) = (1 + \tau)^{-\frac{n}{2(m - k)}(\frac{1}{k} - \frac{1}{2}) + \frac{k}{2(m - k)} + \frac{d}{2} + \frac{s}{2} + \frac{d}{2} + \frac{s}{2} + \epsilon(p)}, \quad f_1, s_1(\tau) = (1 + \tau)^{-\frac{n}{2(m - k)}(\frac{1}{k} - \frac{1}{2}) - \frac{k}{2(m - k)} + \tau},
\]

\[
f_2(\tau) = g_2(\tau) = f_{2, s_1}(\tau) = g_{2, s_2}(\tau) \equiv 0.
\]

In order to prove the two inequalities (69) and (67), we use the \((L^m \cap L^2) - L^2\) estimates if \(\tau \in [0, t/2]\) and the \(L^2 - L^2\) estimates if \(\tau \in [t/2, t]\) from Corollary 2.2. Hence, we get the following estimates for \(l = 0, 1:\)

\[
\|D_{\eta_1} u^{nl}(t, \cdot)\|_{L^2} \leq \int_0^{t/2} (1 + t - \tau)^{-\frac{n}{2(m - k)}(\frac{1}{k} - \frac{1}{2}) - \frac{k}{2(m - k)} - \frac{1}{2} - \tau} \||v(\tau, \cdot)|^p\|_{L^m \cap L^2} d\tau \\
+ \int_{t/2}^t (1 + t - \tau)^{-\frac{n}{2(m - k)}(\frac{1}{k} - \frac{1}{2}) - \frac{k}{2(m - k)} - \frac{1}{2} - \tau} \||v(\tau, \cdot)|^p\|_{L^2} d\tau,
\]
Now, let us turn to control the norm $p$ where condition $p$

**Remark 3.3.** Similar to the treatment of Theorem 1-A we arrive at the following estimates for $l = 0, 1$:

\[
\|D^{l\text{s}_1}u(t, \cdot)\|_{L^2} \leq (1 + t)^{-\frac{n}{2(x+y-z)} \left( \frac{1}{2} - \frac{1}{p} \right)} \| (u, v) \|_{X(t)}^p
\]

provided that the conditions (15) to (18) hold. Analogously, we obtain the following estimates for $l = 0, 1$:

\[
\|D^{l\text{s}_2}u(t, \cdot)\|_{L^2} \leq (1 + t)^{-\frac{n}{2(x+y-z)} \left( \frac{1}{2} - \frac{1}{p} \right)} \| (u, v) \|_{X(t)}^q
\]

From the definition of the norm in $X(t)$ we may conclude immediately the inequalities (69) and (67). Summarizing, Theorem 2-A is proved.

**Remark 3.3.** Like in Remark 3.2, the proof of Theorem 2-B is similar to the proof of Theorem 2-A. Then, repeating some of the arguments as we did in the proof of Theorem 2-A we may complete the proof Theorem 2-B.

**3.4. Proof of Theorem 3:** $k^+ < s_1 \leq s_2 \leq \frac{n}{2} + k^+$. We introduce the solution space

\[
X(t) := \left( C([0, t], H^{s_1}) \cap C^1([0, t], H^{s_1-k^+}) \right) \times \left( C([0, t], H^{s_2}) \cap C^1([0, t], H^{s_2-k^+}) \right)
\]

First, let us prove the inequality (69). In the first step, it is necessary to estimate the following norms:

\[
\|u(t, \cdot)\|_{L^2}, \|u(t, \cdot)\|_{L^2}, \|D^{l\text{s}_1}u(t, \cdot)\|_{L^2}, \|D^{l\text{s}_1-k^+}u(t, \cdot)\|_{L^2}
\]

Similar to the treatment of Theorem 1-A we arrive at the following estimates for $j = 0, 1$:

\[
\|\partial_t^j u(t, \cdot)\|_{L^2} \leq (1 + t)^{-\frac{n}{2(x+y-z)} \left( \frac{1}{2} - \frac{1}{p} \right)} \| (u, v) \|_{X(t)}^p
\]

where condition $p > 1 + \frac{m(k^+ + \sigma)}{n - mk}$ holds and

\[
p \in \left[ \frac{2}{m}, \infty \right) \text{ if } n \leq 2s_1, \text{ or } p \in \left[ \frac{2}{m}, \frac{n}{n - 2s_1} \right] \text{ if } n \in \left( 2s_1, \frac{4s_1}{2 - m} \right).
\]

Now, let us turn to control the norm $\|D^{l\text{s}_1}u(t, \cdot)\|_{L^2}$. We use the $(L^m \cap L^2) - L^2$ estimates if $\tau \in [0, t/2]$ and the $L^2 - L^2$ estimates if $\tau \in [t/2, t]$ from Corollary 2.2 to get

\[
\|D^{l\text{s}_1}u(t, \cdot)\|_{L^2} \leq \int_0^{t/2} (1 + t - \tau)^{-\frac{n}{2(x+y-z)} \left( \frac{1}{2} - \frac{1}{p} \right)} \| (u, v) \|_{L^m \cap L^2, H^{s_1-k}}^p d\tau
\]

The integrals with $\|v(\cdot, \cdot)\|_{L^m \cap L^2}$ and $\|v(\cdot, \cdot)\|_{L^2}$ will be handled as we did to obtain (70). In order to control the integral with $\|v(\cdot, \cdot)\|_{H^{s_1-k^+}}^p$ we shall apply Proposition 5.3 for the fractional chain rule with $p > s_1 - k^+$ and Proposition 5.1 for the fractional Gagliardo-Nirenberg inequality. Consequently, we derive

\[
\|v(\cdot, \cdot)\|_{H^{s_1-k^+}}^p \leq \|v(\cdot, \cdot)\|_{L^{s_1}}^{p-1} \|D^{l\text{s}_1-k^+}v(\cdot, \cdot)\|_{L^{s_2}}
\]

\[
\leq \|v(\cdot, \cdot)\|_{L^{s_1}}^{p-1} (1 - \theta_1) \|D^{l\text{s}_2}v(\cdot, \cdot)\|_{L^2}^{(p-1)\theta_1} \|u(\cdot, \cdot)\|_{L^2}^{1-\theta_2} \|D^{l\text{s}_2}v(\cdot, \cdot)\|_{L^2}^{\theta_2}
\]

\[
\leq (1 + t)^{-\frac{n}{2(x+y-z)} \left( \frac{1}{2} - \frac{1}{p} \right)} + \|u(\cdot, \cdot)\|_{X(t)}^p
\]
Here the condition
\[ \frac{p - 1}{q_1} + \frac{1}{q_2} = \frac{1}{2}, \quad \theta_{q_1} = \frac{n}{s_2} \left( \frac{1}{2} - \frac{1}{q_1} \right) \in [0, 1], \quad \theta_{q_2} = \frac{n}{s_2} \left( \frac{1}{2} - \frac{1}{q_2} + \frac{s_1 - k^+}{n} \right) \in \left[ \frac{s_1 - k^+}{s_2}, 1 \right]. \]

From the above conditions we deduce the following restriction for \( p \):
\[ 1 < p \leq 1 + \frac{2k^+}{n - 2s_2} \text{ if } n > 2s_2, \text{ or } p > 1 \text{ if } n \leq 2s_2. \]

Hence, we arrive at
\[ \| [D]^{s_1} u^{n_1}(t, \cdot) \|_{L^2} \leq (1 + t)^{-\frac{n}{2(\nu^+ - \sigma)} \left( \frac{1}{m} - \frac{1}{2} \right) - \frac{2k^+}{2(n - 2s_2)}} \| (u, v) \|_{X(t)}^p, \]
where the condition \( p > 1 + \frac{m s_1}{n - m k} \) holds. In the analogous way we also have
\[ \| [D]^{s_1 - k^+} u^{n_1}(t, \cdot) \|_{L^2} \leq (1 + t)^{-\frac{n}{2(\nu^+ - \sigma)} \left( \frac{1}{m} - \frac{1}{2} \right) - \frac{2k^+}{2(n - 2s_2)}} \| (u, v) \|_{X(t)}^p, \]
Similarly, with the assumption \( s_2 - k^+ < s_1 \) we obtain the following estimates for \( j = 0, 1 \) in the second step:
\[ \| \partial_t^j v^{n_1}(t, \cdot) \|_{L^2} \leq (1 + t)^{-\frac{n}{2(\nu^+ - \sigma)} \left( \frac{1}{m} - \frac{1}{2} \right) - \frac{2k^+}{2(n - 2s_2)}} \| (u, v) \|_{X(t)}^q, \]
\[ \| [D]^{s_2 - k^+} v^{n_1}(t, \cdot) \|_{L^2} \leq (1 + t)^{-\frac{n}{2(\nu^+ - \sigma)} \left( \frac{1}{m} - \frac{1}{2} \right) - \frac{2k^+}{2(n - 2s_2)}} \| (u, v) \|_{X(t)}^q, \]
Here the condition \( q > 1 + \frac{m(k^+ + \sigma)}{n - m k} \) is fulfilled and the conditions (24) to (27) hold for \( q \). Summarizing, from (70) to (75) and the definition of the norm in \( X(t) \) we may conclude immediately the inequality (69).

Next, let us prove the inequality (67). We can follow, on the one hand, the proof of Theorem 1-A. On the other hand, we need to control the norm \( \| v(\tau, \cdot) \|_{H^{s_1 - k^+}} \). The integral representation
\[ |v(\tau, x)|^p - |\tilde{v}(\tau, x)|^p = p \int_0^1 (v(\tau, x) - \tilde{v}(\tau, x)) G(\omega v(\tau, x) + (1 - \omega)\tilde{v}(\tau, x)) d\omega, \]
where \( G(v) = |v|^{p-2} \) gives
\[ \| v(\tau, \cdot) \|_{H^{s_1 - k^+}} \leq \frac{1}{\omega} \int_0^1 \| D^{s_1 - k^+} \left( (v(\tau, \cdot) - \tilde{v}(\tau, \cdot)) G(\omega v(\tau, \cdot) + (1 - \omega)\tilde{v}(\tau, \cdot)) \right) \|_{L^2} d\omega. \]

Employing the fractional Leibniz formula from Proposition 5.2 we arrive at
\[ \| v(\tau, \cdot) \|_{H^{s_1 - k^+}} \leq \| D^{s_1 - k^+} (v(\tau, \cdot) - \tilde{v}(\tau, \cdot)) \|_{L^2} \int_0^1 \| G(\omega v(\tau, \cdot) + (1 - \omega)\tilde{v}(\tau, \cdot)) \|_{L^2} d\omega \\
+ \| v(\tau, \cdot) - \tilde{v}(\tau, \cdot) \|_{L^2} \int_0^1 \| D^{s_1 - k^+} G(\omega v(\tau, \cdot) + (1 - \omega)\tilde{v}(\tau, \cdot)) \|_{L^2} d\omega \\
\leq \| D^{s_1 - k^+} (v(\tau, \cdot) - \tilde{v}(\tau, \cdot)) \|_{L^2} \left( \| v(\tau, \cdot) \|_{L^2}^{p-1} + \| \tilde{v}(\tau, \cdot) \|_{L^2}^{p-1} \right) \\
+ \| v(\tau, \cdot) - \tilde{v}(\tau, \cdot) \|_{L^2} \int_0^1 \| D^{s_1 - k^+} G(\omega v(\tau, \cdot) + (1 - \omega)\tilde{v}(\tau, \cdot)) \|_{L^2} d\omega, \]
where
\[ \frac{1}{r_1} + \frac{1}{r_2} = \frac{1}{r_3} + \frac{1}{r_4} = \frac{1}{2}. \]

Applying the fractional Gargliardo-Nirenberg inequality from Proposition 5.1 we derive
\[ \| D^{s_1 - k^+} (v(\tau, \cdot) - \tilde{v}(\tau, \cdot)) \|_{L^2} \leq \| v(\tau, \cdot) - \tilde{v}(\tau, \cdot) \|_{L^2}^{\theta_1} \| v(\tau, \cdot) - \tilde{v}(\tau, \cdot) \|_{L^2}^{1-\theta_1}, \]
\[ \| v(\tau, \cdot) \|_{L^2(p-1)} \leq \| \tilde{v}(\tau, \cdot) \|_{L^2(p-1)}^{\theta_2} \| v(\tau, \cdot) \|_{L^2}^{1-\theta_2}, \]
\[ \| v(\tau, \cdot) - \tilde{v}(\tau, \cdot) \|_{L^2} \leq \| v(\tau, \cdot) - \tilde{v}(\tau, \cdot) \|_{L^2}^{\theta_3} \| v(\tau, \cdot) - \tilde{v}(\tau, \cdot) \|_{L^2}^{1-\theta_3}. \]
where

\[ \theta_1 = \frac{n}{s_2} \left( \frac{1}{2} - \frac{1}{r_1} + \frac{s_1 - k^+}{n} \right) \in \left[ s_1 - k^+ \frac{1}{s_2}, 1 \right], \quad \theta_2 = \frac{n}{s_2} \left( \frac{1}{2} - \frac{1}{r_2(p-1)} \right) \in [0, 1], \quad \theta_3 = \frac{n}{s_2} \left( \frac{1}{2} - \frac{1}{r_3} \right) \in [0, 1]. \]

Since \( \omega \in [0, 1] \) is a parameter, applying again the fractional chain rule from Proposition 5.3 with \( p > 1 + [s_1 - k^+] \) and the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 leads to

\[
\| D^{s_1 - k^+} G(\omega v(\tau, \cdot) + (1 - \omega) \bar{v}(\tau, \cdot)) \|_{L^{r_4}} \\
\leq \| \omega v(\tau, \cdot) + (1 - \omega) \bar{v}(\tau, \cdot) \|_{L^{r_5}}^{p - 2} \| D^{s_1 - k^+} \omega v(\tau, \cdot) + (1 - \omega) \bar{v}(\tau, \cdot) \|_{L^{r_6}}^{(p - 2)\theta_5 + \theta_6} \| \omega v(\tau, \cdot) + (1 - \omega) \bar{v}(\tau, \cdot) \|_{L^{r_2}}^{(p - 2)(1 - \theta_5) + 1 - \theta_6},
\]

where

\[
\frac{p - 2}{r_5} + \frac{1}{r_6} = \frac{1}{r_4}, \quad \theta_5 = \frac{n}{s_2} \left( \frac{1}{2} - \frac{1}{r_5} \right) \in [0, 1], \quad \theta_6 = \frac{n}{s_2} \left( \frac{1}{2} - \frac{1}{r_6} + \frac{s_1 - k^+}{n} \right) \in \left[ s_1 - k^+ \frac{1}{s_2}, 1 \right].
\]

Consequently, we obtain

\[
\int_0^1 \| D^{s_1 - k^+} G(\omega v(\tau, \cdot) + (1 - \omega) \bar{v}(\tau, \cdot)) \|_{L^{r_4}} d\omega \\
\leq \left\| \omega v(\tau, \cdot) \right\|_{H^{r_2} + \bar{v}(\tau, \cdot)}^{(p - 2)\theta_5 + \theta_6} \left\| \omega v(\tau, \cdot) \right\|_{L^2} + \left\| \bar{v}(\tau, \cdot) \right\|_{L^2} \left( p - 2 \right)(1 - \theta_5 + 1 - \theta_6).
\]

Hence, we derived the following estimate:

\[
\| v(\tau, \cdot) \|^{p - \| \bar{v}(\tau, \cdot) \|}_{H^{r_2}} \\
\leq (1 + \tau) \left( \frac{p}{(p - 2)(\frac{1}{r_5} - \theta_5) + \frac{p - 1}{r_6}} \right) \| (u, v) \|_{X(t)}^{p - 1} + \| (\bar{u}, \bar{v}) \|_{X(t)}^{p - 1},
\]

where we note that

\[
\theta_1 + (p - 1)\theta_2 = \theta_3 + (p - 2)\theta_5 + \theta_6 = \frac{n}{s_2} \left( \frac{p - 1}{2} + \frac{s_1 - k^+}{n} \right).
\]

Finally, we have proved that

\[
\| D^{s_1} ((u_{n}^l - \bar{u}_{n}^l)(t, \cdot)) \|_{L^2} \\
\leq (1 + t) \left( \frac{p}{(p - 2)(\frac{1}{r_5} - \theta_5) + \frac{p - 1}{r_6}} \right) \| (u, v) \|_{X(t)}^{p - 1} + \| (\bar{u}, \bar{v}) \|_{X(t)}^{p - 1},
\]

and

\[
\| D^{s_1} (\bar{u}_{n}^l - \bar{u}_{n}^l)(t, \cdot)) \|_{L^2} \\
\leq (1 + t) \left( \frac{p}{(p - 2)(\frac{1}{r_5} - \theta_5) + \frac{p - 1}{r_6}} \right) \| (u, v) \|_{X(t)}^{p - 1} + \| (\bar{u}, \bar{v}) \|_{X(t)}^{p - 1}.
\]

In the same way we arrive at

\[
\| D^{s_2} ((u_{n}^l - \bar{u}_{n}^l)(t, \cdot)) \|_{L^2} \\
\leq (1 + t) \left( \frac{p}{(p - 2)(\frac{1}{r_5} - \theta_5) + \frac{p - 1}{r_6}} \right) \| (u, v) \|_{X(t)}^{p - 1} + \| (\bar{u}, \bar{v}) \|_{X(t)}^{p - 1},
\]

and

\[
\| D^{s_2} (\bar{u}_{n}^l - \bar{u}_{n}^l)(t, \cdot)) \|_{L^2} \\
\leq (1 + t) \left( \frac{p}{(p - 2)(\frac{1}{r_5} - \theta_5) + \frac{p - 1}{r_6}} \right) \| (u, v) \|_{X(t)}^{p - 1} + \| (\bar{u}, \bar{v}) \|_{X(t)}^{p - 1},
\]

provided that the condition \( q > 1 + [s_2 - k^+] \) is satisfied. From the definition of the norm in \( X(t) \) we may conclude immediately the inequality (67). Summarizing, the proof of Theorem 3 is completed.

**Remark 3.4.** It is clear to explain the possibility to choose suitable parameters \( q_1, q_2, r_1, \ldots, r_6 \) and \( \theta_1, \ldots, \theta_6 \) as required in the proof to Theorem 3. Following the explanations as we did in Remark 4.2 in [9]
we may conclude that the following conditions are sufficient to guarantee the existence of all these parameters satisfying the required conditions:

\[
\begin{align*}
2 \leq p & \leq 1 + \frac{2k^+}{n-2s_2} \quad \text{if } n > 2s_2, \text{ or } p \geq 2 \text{ if } n \leq 2s_2, \\
2 \leq q & \leq 1 + \frac{2k^+}{n-2s_1} \quad \text{if } n > 2s_1, \text{ or } q \geq 2 \text{ if } n \leq 2s_1.
\end{align*}
\]

3.5. Proof of Theorem 4: \( s_2 \geq s_1 > \frac{n}{2} + k^+ \). We introduce both spaces for the data and the solutions as in Theorem 3. We can repeat exactly, on the one hand, the estimates of the following terms:

\[
|v(\tau, \cdot)|^p, \ |v(\tau, \cdot)|^p - |\overline{v}(\tau, \cdot)|^p, \ |u(\tau, \cdot)|^q, \ |u(\tau, \cdot)|^q - |\overline{u}(\tau, \cdot)|^q
\]

in \( L^m \) and \( L^2 \) as we did in the proof to Theorem 3. On the other hand, let us estimate the two first terms in \( \dot{H}^{s_1-k^+} \) and the two remaining terms in \( \dot{H}^{s_2-k^+} \) by using the fractional powers rule and the fractional Sobolev embedding.

In the first step, let us control the norm \( \|v(\tau, \cdot)|^p\|_{\dot{H}^{s_1-k^+}} \). We shall apply Corollary 5.1 for fractional powers with \( s_1-k^+ \in \left( \frac{n}{2}, p \right) \) and Lemma 5.2 with a suitable \( s_1^+ < \frac{n}{2} \) to get

\[
\|v(\tau, \cdot)|^p\|_{\dot{H}^{s_1-k^+}} \lesssim \|v(\tau, \cdot)|^p\|_{L^{p+1}} \lesssim \|v(\tau, \cdot)|^p\|_{L^{p+1}_{\tau,v}} \lesssim \|v(\tau, \cdot)|^p\|_{H^{s_1-k^+}} + \|v(\tau, \cdot)|^p\|_{H^{s_1-k^+}}^{p-1}.
\]

Using the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 leads to

\[
\|v(\tau, \cdot)|^p\|_{H^{s_1-k^+}} \lesssim \|v(\tau, \cdot)|^{(1-\theta_1)}_{L^2} \|D^s v(\tau, \cdot)|_{L^2}^{\theta_1} \lesssim (1 + \tau)^{-\frac{\theta_1}{2(n-k^+)} \left( \frac{1}{p} - \frac{1}{2} \right) - \frac{\theta_1}{2(n-k^+)} (p-1) \frac{n}{2(n-k^+)} \|u, v\|_{X(\tau)}^p},
\]

\[
\|u(\tau, \cdot)|^p\|_{H^{s_1-k^+}} \lesssim \|u(\tau, \cdot)|^{(1-\theta_2)}_{L^2} \|D^s u(\tau, \cdot)|_{L^2}^{\theta_2} \lesssim (1 + \tau)^{-\frac{\theta_2}{2(n-k^+)} \left( \frac{1}{p} - \frac{1}{2} \right) - \frac{\theta_2}{2(n-k^+)} (p-1) \frac{n}{2(n-k^+)} \|u, v\|_{X(\tau)}^p},
\]

where \( \theta_1 = \frac{s_1-k^+}{s_2} \) and \( \theta_2 = \frac{s_1}{s_2} \). Consequently, we have

\[
\|v(\tau, \cdot)|^p\|_{H^{s_1-k^+}} \lesssim (1 + \tau)^{-\frac{\theta_1}{2(n-k^+)} \left( \frac{1}{p} - \frac{1}{2} \right) - \frac{\theta_1}{2(n-k^+)} (p-1) \frac{n}{2(n-k^+)} \|u, v\|_{X(\tau)}^p} \lesssim (1 + \tau)^{-\frac{\theta_1}{2(n-k^+)} \left( \frac{1}{p} - \frac{1}{2} \right) - \frac{\theta_1}{2(n-k^+)} (p-1) \frac{n}{2(n-k^+)} \|u, v\|_{X(\tau)}^p},
\]

if we choose \( s_1^+ = \frac{n}{2} - \epsilon \) with a sufficiently small positive number \( \epsilon \). In the same way we arrive at the following estimate:

\[
\|u(\tau, \cdot)|^q\|_{H^{s_2-k^+}} \lesssim (1 + \tau)^{-\frac{\theta_2}{2(n-k^+)} \left( \frac{1}{q} - \frac{1}{2} \right) - \frac{\theta_2}{2(n-k^+)} (q-1) \frac{n}{2(n-k^+)} \|u, v\|_{X(\tau)}^q},
\]

provided that the condition \( q > s_2 - k^+ \) is fulfilled.

Next, let us control the norm \( \|v(\tau, \cdot)|^p - |\overline{v}(\tau, \cdot)|^p\|_{\dot{H}^{s_1-k^+}} \). Then, repeating the proof of Theorem 3 and using the analogous arguments as in the first step we get

\[
\|v(\tau, \cdot)|^p - |\overline{v}(\tau, \cdot)|^p\|_{\dot{H}^{s_1-k^+}} \lesssim (1 + \tau)^{-\frac{\theta_1}{2(n-k^+)} \left( \frac{1}{p} - \frac{1}{2} \right) - \frac{\theta_1}{2(n-k^+)} (p-1) \frac{n}{2(n-k^+)} \|u, v\|_{X(\tau)}^p} + \|(u, \nu, \nu)|^p_{X(\tau)} + \|u, v\|_{X(\tau)}^p,
\]

and

\[
\|u(\tau, \cdot)|^q - |\overline{u}(\tau, \cdot)|^q\|_{H^{s_2-k^+}} \lesssim (1 + \tau)^{-\frac{\theta_2}{2(n-k^+)} \left( \frac{1}{q} - \frac{1}{2} \right) - \frac{\theta_2}{2(n-k^+)} (q-1) \frac{n}{2(n-k^+)} \|u, v\|_{X(\tau)}^q} + \|u, v\|_{X(\tau)}^q,
\]

provided that the conditions \( p, q > 2, p > 1 + s_1 - k^+ \) and \( q > 1 + s_2 - k^+ \) hold. Summarizing, Theorem 4 is proved.
3.6. Proof of Theorem 5: $s_1 = s_2 = s > \frac{n}{2} + k^+$. We introduce the solution space

$$X(t) := \left( C([0, t], H^s) \cap C^1([0, t], H^{s-k^+}) \right)^2.$$

First, let us prove the inequality (69). In the first step, to deal with $\partial_t^2 u^{nl}$ for $j = 0, 1$ we apply the $(L^m \cap L^2) - L^2$ estimates if $\tau \in [0, t/2]$ and the $L^2 - L^2$ estimates if $\tau \in [t/2, t]$ from Corollary 2.2. As a result, we obtain the following estimate for $j = 0, 1$:

$$\left\| \partial_t^2 u^{nl}(t, \cdot) \right\|_{L^2} \lesssim \int_0^{t/2} \left( 1 + t - \tau \right)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}} \left\| \partial_t(u, \cdot) \right\|_{L^2} d\tau$$

$$+ \int_{t/2}^t \left( 1 + t - \tau \right)^{-\frac{j(2n-k^-)-2}{2(k^+ - \delta)}} \left\| \partial_t(u, \cdot) \right\|_{L^2} d\tau.$$

Furthermore, we can estimate

$$\left\| \partial_t(u, \cdot) \right\|_{L^2} \lesssim \int_0^{t/2} \left( 1 + t - \tau \right)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}} \left\| \partial_t(u, \cdot) \right\|_{X(\tau)} d\tau$$

Employing the fractional Gagliardo-Nirenberg inequality from Proposition 5.1 gives

$$\left\| \partial_t(u, \cdot) \right\|_{L^2} \lesssim (1 + t)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}} \left\| \partial_t(u, \cdot) \right\|_{X(\tau)}$$

where $p \in \left[ \frac{2m}{n}, \infty \right)$ holds because $s > \frac{n}{2} + k^+$. As a result, we get

$$\left\| \partial_t^2 u^{nl}(t, \cdot) \right\|_{L^2} \lesssim (1 + t)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}} \int_0^{t/2} \left( 1 + t - \tau \right)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}} d\tau$$

$$+ \left\| \partial_t(u, \cdot) \right\|_{X(\tau)} (1 + t)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}} \int_{t/2}^t \left( 1 + t - \tau \right)^{-\frac{j(2n-k^-)-2}{2(k^+ - \delta)}} d\tau.$$

Here we used $(1 + t - \tau) \approx (1 + t)$ for any $\tau \in [0, t/2]$ and $(1 + t) \approx (1 + t)$ for any $\tau \in [t/2, t]$. Since the condition $p > 1 + \frac{2m \delta}{n}$ holds, the term $(1 + t)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}}$ is integrable. Moreover, we also derive

$$(1 + t)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}} \lesssim (1 + t)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}},$$

due to $\frac{j(2n-k^-)-2}{2(k^+ - \delta)} < 1$ for $j = 0, 1$. Consequently, we may conclude the following estimate for $j = 0, 1$:

$$\left\| \partial_t^2 u^{nl}(t, \cdot) \right\|_{L^2} \lesssim (1 + t)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}} \left\| \partial_t(u, \cdot) \right\|_{X(\tau)}.$$

In the second step, let us control the norm $\left\| D^s u^{nl}(t, \cdot) \right\|_{L^2}$. We have

$$\left\| D^s u^{nl}(t, \cdot) \right\|_{L^2} \lesssim \int_0^{t/2} \left( 1 + t - \tau \right)^{-\frac{n}{2m(k^+ - \delta)} - \frac{n}{2(k^+ - \delta)} - \frac{j(2n-k^-)-2}{2(k^+ - \delta)}} \left\| \partial_t(u, \cdot) \right\|_{L^2} d\tau$$

$$+ \int_{t/2}^t \left( 1 + t - \tau \right)^{-\frac{j(2n-k^-)-2}{2(k^+ - \delta)}} \left\| \partial_t(u, \cdot) \right\|_{L^2} d\tau.$$

The integrals with $\left\| \partial_t(u, \cdot) \right\|_{L^2}$ and $\left\| \partial_t(u, \cdot) \right\|_{L^2}$ will be handled as before to derive (76) provided that the condition (37) is satisfied. To control the integral with $\left\| \partial_t(u, \cdot) \right\|_{H^{s-k^+}}$, we shall apply Corollary 5.1 for fractional powers with $s - k^+ \in \left( \frac{n}{2}, p \right)$ and Lemma 5.2 with a suitable $s^* < \frac{n}{2}$. Hence, we get

$$\left\| \partial_t(u, \cdot) \right\|_{H^{s-k^+}} \lesssim \left\| \partial_t(u, \cdot) \right\|_{H^{s-k^+}} \left\| \partial_t(u, \cdot) \right\|_{L^2} \lesssim \left\| \partial_t(u, \cdot) \right\|_{H^{s-k^+}} \left( \left\| \partial_t(u, \cdot) \right\|_{H^{s-k^+}} + \left\| \partial_t(u, \cdot) \right\|_{H^{s-k^+}} \right)^{p-1}.$$
where $\theta = \frac{n}{2 - \varepsilon}$. Consequently, we obtain
\[
\|u_t(\tau, \cdot)^p\|_{H^{r-k^+}} \lesssim (1 + \tau)^{-\frac{n}{2(p - 1) - 1 + \frac{s}{2}}} - \frac{s}{2(p - 1) - 1 + \frac{s}{2}})^{-1}\|(u, v)^p\|_{X(\tau)} \lesssim (1 + \tau)^{-\frac{n}{2(p - 1) - 1 + \frac{s}{2}}} - \frac{s}{2(p - 1) - 1 + \frac{s}{2}})^{-1}\|(u, v)^p\|_{X(\tau)},
\]
if we choose $s^* = \frac{n}{2} - \varepsilon$, where $\varepsilon$ is a sufficiently small positive. Similar to the above arguments we arrive at
\[
\|D^s u^n(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\frac{n}{2(p - 1) - 1 + \frac{s}{2}}} - \frac{s}{2(p - 1) - 1 + \frac{s}{2}})^{-1}\|(u, v)^p\|_{X(t)},
\]
and
\[
\|D^{s-k^+} u^n(t, \cdot)\|_{L^2} \lesssim (1 + t)^{-\frac{n}{2(p - 1) - 1 + \frac{s}{2}}} - \frac{s}{2(p - 1) - 1 + \frac{s}{2}})^{-1}\|(u, v)^p\|_{X(t)},
\]
where the condition (37) holds. From (76) to (81) and the definition of the norm in $X(t)$ we may conclude immediately the inequality (69).

Next, let us prove the inequality (67). The difficulty appearing is to deal with estimating the following terms:
\[
\|v_t(\tau, \cdot)^p - \|v_t(\tau, \cdot)^p\|_{H^{r-k^+}}, \|u_t(\tau, \cdot)^q - \|u_t(\tau, \cdot)^q\|_{H^{r-k^+}}.
\]
Then, repeating the proof of Theorem 3 and using the analogous treatment as in the above steps we may conclude the inequality (67). Summarizing, the proof of Theorem 5 is completed.

3.7. Proof of Theorem 6: $s_1 \geq s_2 > \frac{n}{2} + k^+$. We follow ideas from Theorems 4 and 5. We introduce the solution space
\[
X(t) := \left( C([0, \infty), H^{s_1}) \cap C^1([0, \infty), H^{s_1-k^+}) \right) \times \left( C([0, \infty), H^{s_2}) \cap C^1([0, \infty), H^{s_2-k^+}) \right).
\]
Then, repeating some steps of the proofs we did in Theorems 4 and 5 we may complete the proof of Theorem 6.

4. Optimality of the exponents

In this section, our goal is to find really a critical exponent from theorems in main results. First, let us consider the following Cauchy problem:
\[
u_{tt} + (-\Delta)^\sigma u + (-\Delta)^\delta u_t = |u|^p, \quad u(0, x) = 0, \quad u_t(0, x) = u_1(x),
\]
with some $\sigma \geq 1, \delta \in (0, \sigma)$ and a given real number $p > 1$. Here, critical exponent $p_{crit}$ means that for some range of admissible $p > p_{crit}$ there exists a global (in time) solution for small initial data in a suitable space. Moreover, one may find suitable small data such that there exists no global (in time) solution in the case $1 < p \leq p_{crit}$. In other word, we have only local (in time) solution.

Now let us consider the Cauchy problem for the following system:
\[
\begin{cases}
u_{tt} + (-\Delta)^\sigma v + (-\Delta)^\delta v_t = |v|^q, & v(0, x) = v_0(x), \ u_t(0, x) = u_1(x), \ v_t(0, x) = v_0(x), \ u(0, x) = u_0(x), \ v_t(0, x) = v_1(x),
\end{cases}
\]
with $\sigma \geq 1, \delta \in (0, \sigma)$ and $p, q > 1$. Recently, there are several papers concerning some special cases of $\sigma$ and $\delta$ including $\sigma = 1$ and $\delta = 0$ in [14, 16], or $\sigma = 1$ and $\delta = \frac{1}{2}$ in [1]. To state our result, we recall the following definition of weak solution to (83) (see, for instance, [4, 16]).
**Definition 4.1.** Let \( p, q > 1 \) and \( T > 0 \). We say that \((u, v) \in L^{q}_{\text{loc}}([0, T) \times \mathbb{R}^n) \times L^{p}_{\text{loc}}([0, T) \times \mathbb{R}^n)\) is a weak solution to (83) if for any test function \( \phi(t, x) \in C^0_0([0, T) \times \mathbb{R}^n) \) it holds:

\[
\int_0^T \int_{\mathbb{R}^n} |v(t, x)|^p \phi(t, x) dx dt + \int_0^T \int_{\mathbb{R}^n} (u_1(x) + (-\Delta)^k u_0(x)) \phi(0, x) dx = \int_{\mathbb{R}^n} u_0(x) \phi_1(0, x) + \int_0^T \int_{\mathbb{R}^n} u(t, x) (\phi_{1t}(t, x) - (-\Delta)^k \phi_1(t, x) + (-\Delta)^p \phi(t, x)) dx dt
\]

and

\[
\int_0^T \int_{\mathbb{R}^n} |u(t, x)|^q \phi(t, x) dx dt + \int_0^T \int_{\mathbb{R}^n} (v_1(x)(-\Delta)^k v_0(x)) \phi(0, x) dx = \int_{\mathbb{R}^n} v_0(x) \phi_1(0, x) + \int_0^T \int_{\mathbb{R}^n} v(t, x) (\phi_{1t}(t, x) - (-\Delta)^k \phi_1(t, x) + (-\Delta)^p \phi(t, x)) dx dt.
\]

If \( T = \infty \), we say that \((u, v)\) is a global weak solution to (83).

The proof of blow-up results in this section is based on a contradiction argument by using the test function method (see, for example, [17, 18]). In general, this method cannot be directly applied to fractional Laplacian operators \((-\Delta)^\sigma\) and \((-\Delta)^k\) as well-known non-local operators. Hence, the assumption for integers \( \sigma \) and \( k \) comes into play in our proof. Moreover, the test function method is not influenced by higher regularity of the data. For this reason, we restrict ourselves to the sharpness of the critical exponent to (83) where the data are supposed to belong to the energy space, i.e., as in Theorem 1-A. The ideas of the proof of the following theorem are based on the paper [4] focusing on studying (82). We shall prove the following result.

**Theorem 4.1.** Let \( \sigma, \delta, \kappa \in \mathbb{N} \setminus \{0\} \) and \( \delta \in (0, \sigma) \). We assume that the initial data \((u_0, u_1), (v_0, v_1) \in A^k_1 \times A^\kappa_1\) satisfies the following relations:

\[
\lim_{R \to \infty} \int_{\mathbb{R}^n} (u_1(x) + (-\Delta)^k u_0(x)) dx > 0, \quad \lim_{R \to \infty} \int_{\mathbb{R}^n} (v_1(x) + (-\Delta)^k v_0(x)) dx > 0.
\]

Moreover, we suppose the condition

\[
n \leq \kappa^- + \frac{2\sigma(1 + \max\{p, q\})}{pq - 1}.
\]

Then, there is no global (in time) energy solution to (83) and the blow-up time \( T_\varepsilon \) is estimated by

\[
T_\varepsilon \leq C \varepsilon^{-k^-- \frac{2\sigma(1 + \max\{p, q\})}{pq - 1}} \quad \text{with } C > 0 \text{ and a small constant } \varepsilon.
\]

**Proof.** First, we introduce test functions \( \eta = \eta(t) \) and \( \varphi = \varphi(x) \) having the following properties:

1. \( \eta \in C^\infty_0([0, \infty)) \) and \( \eta(t) = \begin{cases} 1 & \text{for } 0 \leq t \leq 1/2, \\ 0 & \text{for } t \geq 1, \end{cases} \)

2. \( \varphi \in C^\infty_0(\mathbb{R}^n) \) and \( \varphi(x) = \begin{cases} 1 & \text{for } |x| \leq 1/2, \\ 0 & \text{for } |x| \geq 1, \end{cases} \)

3. \( \eta^{-\kappa}(\eta|\kappa^* + \eta^\kappa |\kappa^*) \) and \( \varphi^{-\kappa}(|\Delta^k \varphi|\kappa^* + |\Delta^\kappa \varphi|\kappa^*) \) are bounded,

with \( \kappa = p, q \), where \( \kappa^* \) is the conjugate of \( \kappa \). Moreover, we assume that \( \eta(t) \) is a decreasing function and that \( \varphi = \varphi(|x|) \) is a radial function with \( \varphi(|x|) \leq \varphi(|y|) \) for any \( x, y \) such that \( |x| \geq |y| \).

Let \( R \) be a large parameter in \([0, \infty)\). We define the following test function:

\[
\phi_R(t, x) := \eta_R(t) \varphi_R(x),
\]

where \( \eta_R(t) := \eta(R^{-\alpha} t) \) and \( \varphi_R(x) := \varphi(R^{-1} x) \) for a fixed constant \( \alpha := 2\sigma - k^- \). We define the functional

\[
I_R := \int_0^\infty \int_{\mathbb{R}^n} |v(t, x)|^p \phi_R(t, x) dx dt = \int_{Q_R} |v(t, x)|^p \phi_R(t, x) dx dt,
\]

and

\[
J_R := \int_0^\infty \int_{\mathbb{R}^n} |u(t, x)|^q \phi_R(t, x) dx dt = \int_{Q_R} |u(t, x)|^q \phi_R(t, x) dx dt,
\]
Because of the assumption (94), we plug \( \phi(t, x) = \phi_R(t, x) \) into (84) to derive
\[
I_R + \int_{B_R} (u_1(x) + (-\Delta)^\beta u_0(x)) \varphi_R(x) dx
= \int_{Q_R} u(t, x) \left[ \eta''_{R}(t) \varphi_R(x) - \eta'R(t)(-\Delta)^\delta \varphi_R(x) + \eta_R(t)(-\Delta)^\sigma \varphi_R(x) \right] dx dt
\]  
(90)

Applying Hölder’s inequality with \( \frac{1}{q} + \frac{1}{\sigma} = 1 \) we can estimate as follows:
\[
\int_{Q_R} |u(t, x)| |\eta''_{R}(t)\varphi_R(x)| dx dt \leq \left( \int_{Q_R} |u(t, x)|^\frac{\sigma}{\sigma-\sigma'} dx dt \right)^{\frac{\sigma'}{\sigma}} \left( \int_{Q_R} |\eta''_{R}(t)\varphi_R(x)|^q dx dt \right)^{\frac{1}{q}},
\]
\[
\leq \beta_R \left( \int_{Q_R} |\eta''_{R}(t)\varphi_R(x)|^q dx dt \right)^{\frac{1}{q}}.
\]
By change of variables \( \hat{t} := R^{-\alpha}t \) and \( \hat{x} := R^{-1}x \), we get
\[
\int_{Q_R} |u(t, x)| |\eta''_{R}(t)\varphi_R(x)| dx dt \leq \beta_R \int_{R^\alpha} R^{-2\alpha + \frac{\alpha}{\sigma}},
\]  
(91)

Here we used \( \eta''_{R}(t) = R^{-2\alpha}\eta'(\hat{t}) \) and the assumption (89). In the same way, we also can estimate
\[
\int_{Q_R} |u(t, x)| |\eta''_{R}(t)(-\Delta)^\delta \varphi_R(x)| dx dt \leq \beta_R \int_{Q_R} R^{-2\alpha + \frac{\alpha}{\sigma}},
\]  
(92)
\[
\int_{Q_R} |u(t, x)| |\eta''_{R}(t)(-\Delta)^\sigma \varphi_R(x)| dx dt \leq \beta_R \int_{Q_R} R^{-2\sigma + \frac{2\sigma}{\sigma}}.
\]  
(93)

where we note that
\[
\eta''_{R}(t) = R^{-\alpha}\eta'(\hat{t}), \quad (-\Delta)^\delta \varphi_R(x) = R^{-2\delta}(-\Delta)^\delta \varphi(\hat{x}) \quad \text{and} \quad (-\Delta)^\sigma \varphi_R(x) = R^{-2\sigma}(-\Delta)^\sigma \varphi(\hat{x}).
\]

Because of the assumption (86), there exists a constant \( R_0 > 0 \) such that it holds for any \( R > R_0 \)
\[
\int_{B_R} (u_1(x) + (-\Delta)^\beta u_0(x)) \varphi_R(x) dx > 0.
\]  
(94)

Consequently, from (90) to (94) we may conclude the following estimate:
\[
I_R \lesssim \beta_R \int_{R^\alpha} R^{-2\alpha + \frac{\alpha}{\sigma}}.
\]  
(95)

Analogously, we also arrive at
\[
\beta_R \lesssim \int_{R^\alpha} R^{-2\alpha + \frac{\alpha}{\sigma}}.
\]  
(96)

From (95) and (96) we obtain
\[
\int_{R}\int_{\mathbb{R}^n} (R^{-2\alpha + \frac{\alpha}{\sigma}})^{\frac{1}{\beta_1}} \lesssim R^{\frac{-2\alpha + \frac{\alpha}{\sigma}}{\frac{1}{\beta_1}} - 2\alpha + \frac{n\alpha}{\sigma}} =: R^{\beta_1},
\]  
(97)
\[
\int_{R}\int_{\mathbb{R}^n} (R^{-2\alpha + \frac{\alpha}{\sigma}})^{\frac{1}{\beta_2}} \lesssim R^{\frac{-2\alpha + \frac{\alpha}{\sigma}}{\frac{1}{\beta_2}} - 2\alpha + \frac{n\alpha}{\sigma}} =: R^{\beta_2}.
\]  
(98)

Without loss of generality we can assume \( q > p \). The assumption (87) becomes
\[
n \leq 2\sigma(1 + q) \left( \frac{p - 1}{pq - 1} \right).
\]

that is, \( \beta_2 \leq 0 \). We shall split our consideration into two cases. In the first case \( \beta_2 < 0 \), letting \( R \to \infty \) in (98) we have
\[
\int_0^\infty \int_{\mathbb{R}^n} |u(t, x)|^q dx dt = 0,
\]
which follows \( u \equiv 0 \). This is a contradiction to the assumption (86). In the second case \( \beta_2 = 0 \), from (98) there exists a positive constant \( C \) such that
\[
\int_0^\infty \int_{\mathbb{R}^n} |u(t, x)|^{q} \phi_R(t, x) dx dt \leq C,
\]
for a sufficiently large \( R \). This implies
\[
\int_{Q_R} |u(t, x)|^{q} \phi_R(t, x) dx dt \longrightarrow 0 \text{ as } R \longrightarrow \infty,
\]
where we introduce notation
\[
\bar{Q}_R := Q_R \setminus ([0, R^n/2] \times B_{R/2}), \ B_{R/2} := \{ x \in \mathbb{R}^n : 0 \leq |x| \leq R/2 \}.
\]
Due to \( \partial_t^2 \phi_R(t, x) = (-\Delta)^{\delta} \partial_t \phi_R(t, x) = (-\Delta)^{\delta} \phi_R(t, x) = 0 \) in \((\mathbb{R}_+^1 \times \mathbb{R}^n)\setminus \bar{Q}_R\), repeating the steps of the proof from (90) to (94) we may conclude the following estimates:
\[
I_R + \int_{B_R} (u_1(x) + (-\Delta)^{\delta} u_0(x)) \phi_R(x) dx \leq \left( \int_{\bar{Q}_R} |u(t, x)|^{q} \phi_R(t, x) dx dt \right)^{\frac{1}{q}} R^{-2\sigma + \frac{n+\alpha}{p}},
\]
\[
J_R + \int_{B_R} (v_1(x) + (-\Delta)^{\delta} v_0(x)) \phi_R(x) dx \leq \left( \int_{\bar{Q}_R} |v(t, x)|^{p} \phi_R(t, x) dx dt \right)^{\frac{1}{p}} R^{-2\sigma + \frac{n+\alpha}{p}}.
\]
Because \( \beta_2 = 0 \), from both the above estimates and (94) we get
\[
J_R + \int_{B_R} (v_1(x) + (-\Delta)^{\delta} v_0(x)) \phi_R(x) dx \leq \left( \int_{\bar{Q}_R} |u(t, x)|^{q} \phi_R(t, x) dx dt \right)^{\frac{1}{q}}.
\]
(100)

From (99) and (100), letting \( R \longrightarrow \infty \) we arrive at
\[
\int_0^\infty \int_{\mathbb{R}^n} |u(t, x)|^{q} dx dt + \int_{\mathbb{R}^n} (v_1(x) + (-\Delta)^{\delta} v_0(x)) dx = 0,
\]
which is again a contradiction to the assumption (86).

Let us now consider the case of subcritical exponents. We assume that \((u, v) = (u(t, x), v(t, x))\) is the local solution in \((\mathbb{R}^n) \times ([0, T]) \times \mathbb{R}^n)\) to (83). In order to prove the lifespan estimate, we replace the initial data \((u_0, u_1), (v_0, v_1)\) by \((\varepsilon f_0, \varepsilon f_1), (\varepsilon g_0, \varepsilon g_1)\) with a small constant \(\varepsilon\). Here \((f_0, f_1), (g_0, g_1) \in A_{1}^{k_1} \times A_{1}^{k_1} \) satisfies the assumption (86). Repeating the steps in the above proofs we arrive at the following estimates:
\[
I_R + \varepsilon \leq C J_R^{\frac{1}{q}} R^{-2\sigma + \frac{n+\alpha}{p}},
\]
(101)
\[
J_R + \varepsilon \leq C J_R^{\frac{1}{p}} R^{-2\sigma + \frac{n+\alpha}{p}}.
\]
(102)

Plugging \(I_R\) from (101) into (102) we derive
\[
\varepsilon \leq C J_R^{\frac{1}{q}} R^{-2\sigma + \frac{n+\alpha}{p} + (-2\sigma + \frac{n+\alpha}{p})} - J_R.
\]
(103)

Applying the following elementary inequality
\[
A y^{\gamma} - y \leq A \gamma y^{\gamma-1} \quad \text{for any } A > 0, \ y \geq 0 \text{ and } 0 < \gamma < 1,
\]
to (103) and a standard calculation lead to
\[
\varepsilon \leq C R^{-\left(k + \frac{2\sigma(q+1)}{p}\right) - \frac{n}{q}} \leq C T^{-\frac{1}{q}}(k + \frac{2\sigma(q+1)}{p} - n),
\]
with \(R = T^\frac{1}{2}\). Finally, letting \(T \longrightarrow T_c - 0\) we may conclude (88). Summarizing, the proof of Theorem 4.1 is completed.

Remark 4.1. If we replace \(m = 1\) in Theorems 1-A, then from Theorem 4.1 it is clear that the exponent given by (7) is really critical in the case \(\delta \in (0, \frac{2\sigma}{n}]\). However, in the remaining \(\delta \in (\frac{2\sigma}{n}, \sigma)\) there appears a gap between the exponent in (7) and the exponent in (87).
5. Concluding remarks and open problems

Remark 5.1. \((L^m \cap L^q) - L^q\) and \(L^q - L^q\) estimates) In the present paper, we derived \((L^m \cap L^2) - L^2\) and \(L^2 - L^2\) estimates for solutions and some its derivatives to (4) to prove the global (in time) existence of small data Sobolev solutions to weakly coupled systems of semilinear structurally damped \(\sigma\)-evolution models with different power nonlinearities (1), (2) and (3). More general, a next challenge is to obtain the global (in time) existence results to (1), (2) and (3) by using \((L^m \cap L^q) - L^q\) and \(L^q - L^q\) estimates for solutions and its derivatives to (4) with \(q \in (1, \infty)\) and \(m \in [1, q)\). In a forthcoming paper, we will study the benefits from the flexibility of suitable parameters \(m\) and \(q\) in the treatment of weakly coupled systems of the semi-linear models.

Remark 5.2. (Time-dependent coefficients) It can be also expected to study the global (in time) existence of small data Sobolev solutions from suitable spaces to weakly coupled systems of semilinear structurally damped \(\sigma\)-evolution models with time-dependent coefficients and different power nonlinearities. In some recent papers (see, for instance, [3, 13]), a classification of the damping term was introduced to investigate the following linear Cauchy problem:

\[ u_{tt} + (-\Delta)^{\sigma}u + b(t)(-\Delta)^{\delta}u_t = 0, \quad u(0, x) = u_0(x), \quad u_t(0, x) = u_1(x). \]

For this reason, it is interesting to consider the following Cauchy problems:

\[
\begin{align*}
&\begin{cases}
    u_{tt} + (-\Delta)^{\sigma}u + b(t)(-\Delta)^{\delta}u_t = |v|^p, \\
    u(0, x) = u_0(x), 
\end{cases} \\
&\begin{cases}
    v_{tt} + (-\Delta)^{\sigma}v + b(t)(-\Delta)^{\delta}v_t = |u|^q, \\
    v(0, x) = v_0(x), \quad v_t(0, x) = v_1(x),
\end{cases}
\]

(104)

and

\[
\begin{align*}
&\begin{cases}
    u_{tt} + (-\Delta)^{\sigma}u + b(t)(-\Delta)^{\delta}u_t = |v|^p, \\
    u(0, x) = u_0(x), 
\end{cases} \\
&\begin{cases}
    v_{tt} + (-\Delta)^{\sigma}v + b(t)(-\Delta)^{\delta}v_t = |u|^q, \\
    v(0, x) = v_0(x), \quad v_t(0, x) = v_1(x),
\end{cases}
\]

(105)

and

\[
\begin{align*}
&\begin{cases}
    u_{tt} + (-\Delta)^{\sigma}u + b(t)(-\Delta)^{\delta}u_t = |v|^p, \\
    u(0, x) = u_0(x), 
\end{cases} \\
&\begin{cases}
    v_{tt} + (-\Delta)^{\sigma}v + b(t)(-\Delta)^{\delta}v_t = |u|^q, \\
    v(0, x) = v_0(x), \quad v_t(0, x) = v_1(x),
\end{cases}
\]

(106)

with \(\sigma \geq 1, \delta \in (0, \sigma)\) and \(p, q > 1\). Here the coefficient \(b = b(t)\) in (104), (105) and (106) should satisfy some “effectiveness assumptions” as in [13].
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Appendix A

A.1. Fractional Gagliardo-Nirenberg inequality

Proposition 5.1. Let \(1 < p, p_0, p_1 < \infty, \sigma > 0\) and \(s \in [0, \sigma)\). Then, it holds the following fractional Gagliardo-Nirenberg inequality for all \(u \in L^{p_0} \cap \dot{H}^{s,p_1}\):

\[
\|u\|_{\dot{H}^s} \lesssim \|u\|_{L^{p_0}}^{1-\theta} \|u\|_{\dot{H}^{s,p_1}}^{\theta},
\]

where \(\theta = \theta_{\sigma}(p, p_0, p_1) = \frac{p_0 - \frac{1}{p} + \frac{1}{s}}{p_0 - \frac{1}{p_1} + \frac{1}{s}}\) and \(\frac{1}{s} \leq \theta \leq 1\).

For the proof one can see [12].

A.2. Fractional Leibniz rule

Proposition 5.2. Let us assume \(s > 0\) and \(1 \leq r \leq \infty, 1 < p_1, p_2, q_1, q_2 \leq \infty\) satisfying the relation

\[
\frac{1}{r} = \frac{1}{p_1} + \frac{1}{p_2} = \frac{1}{q_1} + \frac{1}{q_2}.
\]

Then, the following fractional Leibniz rule holds:

\[
\| |D|^{s}(uv)\|_{L^r} \lesssim \| |D|^{s}u\|_{L^{p_1}} \|v\|_{L^{p_2}} + \|u\|_{L^{q_1}} \| |D|^{s}v\|_{L^{q_2}}
\]
for any \( u \in \dot{H}^s_{p_1} \cap L^{p_1} \) and \( v \in \dot{H}^s_{p_2} \cap L^{p_2} \).

These results can be found in [11].

A.3. Fractional chain rule

**Proposition 5.3.** Let us choose \( s > 0 \), \( p > [s] \) and \( 1 < r, r_1, r_2 < \infty \) satisfying \( \frac{1}{r} = \frac{p-1}{r_1} + \frac{1}{r_2} \). Let us denote by \( F(u) \) one of the functions \( |u|^p, \pm |u|^{p-1}u \). Then, it holds the following fractional chain rule:

\[
\|D|^s F(u)\|_{L^r} \lesssim \|u\|_{L^{r_1}} \|D|^s u\|_{L^{r_2}}
\]

for any \( u \in L^{r_1} \cap \dot{H}^s_{r_2} \).

The proof can be found in [15].

A.4. Fractional powers

**Proposition 5.4.** Let \( p > 1 \), \( 1 < r < \infty \) and \( u \in H^s \), where \( s \in (\frac{n}{p}, p) \). Let us denote by \( F(u) \) one of the functions \( |u|^p, \pm |u|^{p-1}u \) with \( p > 1 \). Then, the following estimate holds:

\[
\|F(u)\|_{H^s} \lesssim \|u\|_{H^s} \|u\|_{L^\infty}^{p-1}.
\]

**Corollary 5.1.** Under the assumptions of Proposition 5.4 it holds: \( \|F(u)\|_{H^s} \lesssim \|u\|_{H^s} \|u\|_{L^\infty}^{p-1} \).

The proof can be found in [6].

A.5. Useful lemma

**Lemma 5.1.** It holds for small frequencies:

\[
\int_{\mathbb{R}^n} |\xi|^\beta e^{-c|\xi|^\alpha t}d\xi \lesssim (1 + t)^{-\frac{n + \beta}{\alpha}}, \tag{107}
\]

where \( n \geq 1 \), \( \beta \in \mathbb{R} \) satisfying \( n + \beta > 0 \) and for all positive numbers \( c, \alpha > 0 \)

**Proof.** We shall split our consideration into two cases. In the first case for \( t \in (0, 1) \), we get immediately the following estimate:

\[
\int_{\mathbb{R}^n} |\xi|^\beta e^{-c|\xi|^\alpha t}d\xi \lesssim \int_0^1 |\xi|^{n+\beta-1} e^{-c|\xi|^\alpha t}d|\xi| \lesssim 1. \tag{108}
\]

We carry out change of variables \( \xi^\alpha t = \eta^\alpha \), that is, \( \xi = t^{-\frac{\alpha}{\alpha}} \eta \) in the second step for \( t \in [1, \infty) \) to derive

\[
\int_{\mathbb{R}^n} |\xi|^\beta e^{-c|\xi|^\alpha t}d\xi \lesssim t^{-\frac{n + \beta}{\alpha}} \int_0^{\infty} |\eta|^{n+\beta-1} e^{-c|\eta|^\alpha} |\eta| d|\eta| \lesssim t^{-\frac{n + \beta}{\alpha}}. \tag{109}
\]

Hence, from (108) and (109) we can conclude the desired statement. \( \square \)

**Lemma 5.2.** Let \( 0 < s_1 < \frac{n}{p} < s_2 \). Then, for any function \( u \in \dot{H}^{s_1} \cap \dot{H}^{s_2} \) we have

\[
\|u\|_{L^\infty} \lesssim \|u\|_{\dot{H}^{s_1}} + \|u\|_{\dot{H}^{s_2}}.
\]

The proof can be found in [5].
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