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Abstract. We analyze a mean field model for 3d anisotropic superconductors with a layered structure, in the presence of a strong magnetic field. The mean field model arises as the Gamma-limit of the Lawrence-Doniach energy in certain regimes. A reformulation of the problem based on convex duality allows us to characterize the first critical field $H_{c1}$ of the layered superconductor, up to leading order. In previous work, Alama-Bronsard-Sandier [2] have derived the asymptotic value of $H_{c1}$ for configurations satisfying periodic boundary conditions; in that setting describing minimizers of the Lawrence-Doniach energy reduces to a 2d problem. In this work, we treat the physical case without any periodicity assumptions, and are thus led to studying a delicate and essentially 3d non-local obstacle problem first derived by Baldo-Jerrard-Orlandi-Soner [6] for the isotropic Ginzburg-Landau energy. We obtain a characterization of $H_{c1}$ using the special anisotropic structure of the mean field model.

1. Introduction

In this paper, we investigate a mean field model that describes the limiting behavior of a 3d highly anisotropic cylindrical superconductor with layered structure. The state of the superconductor in response to an external magnetic influence is described at large scales in terms of a normalized vorticity. Our main goal is to characterize the asymptotic value of the applied field strength at which the sample transitions from a purely superconducting state to a mixed one where vortex defects appear in the interior.

The mathematical model for the anisotropic superconductor is the Lawrence-Doniach description. The layered structure in the Lawrence-Doniach functional can be observed in high temperature superconductors (e.g., the cuprates). Significant differences can be observed in the properties of these materials with respect to isotropic superconductors (for the latter type, the standard Ginzburg-Landau model is more suitable). Motivated by these differences, Lawrence and Doniach [25] proposed an alternate description where a layered anisotropic superconductor would not be treated as a continuous solid but as a stack of thin parallel superconducting layers. Mathematically, the layers interact through nonlinear Josephson coupling. Below, we recall the Lawrence Doniach model. The Josephson penetration depth $\lambda > 0$ is a fixed constant that depends on the material.

Let $\Omega \subseteq \mathbb{R}^2$ be a smooth bounded simply-connected domain. Let $L > 0$ be a constant and $N > 0$ be an integer. Let $D$ be the 3d cylindrical domain $D := \Omega \times (0, L)$, and let $s := L/N$ be the inter-layer distance. The stack of superconductors is subjected to an external field $h_{\text{ex}}e_3$, where $h_{\text{ex}}$ is the intensity of the field. The Lawrence-Doniach energy is given by

$$G_{LD}^{c,s} = \sum_{n=0}^{N} \int_{\Omega} \left[ \frac{1}{2} |\nabla \phi_n u_n|^2 + \frac{1}{2} \lambda^2 \left| u_{n+1} \right|^2 \right] d\hat{x} + \frac{1}{2} \int_{\mathbb{R}^3} \left| \nabla \times \vec{A} - h_{\text{ex}} e_3 \right|^2 dx.$$
Above, for each \( n = 0, \ldots, N \), the function \( u_n : \Omega \to \mathbb{C} \) corresponds to the wave map or order parameter, as in 2d Ginzburg-Landau, of the \( n \)th layer. The effect of the applied magnetic field is made manifest in the induced potential \( \vec{A} = (A^1, A^2, A^3) : \mathbb{R}^3 \to \mathbb{R}^3 \). The induced magnetic field is then given by \( \nabla \times \vec{A} = (\partial_2 A^3 - \partial_3 A^2, \partial_3 A^1 - \partial_1 A^3, \partial_1 A^2 - \partial_2 A^1) \). Other notations in the above energy are explained at the beginning of subsection 1.1.

In phenomenological models of superconductors, the strength of an applied magnetic field has a great influence in the nature of minimizers of the energy. More precisely, there are two critical values \( H_{c_2} \) and \( H_{c_3} \) of the field intensity \( h_{ex} \) at which superconductors undergo phase transitions from the superconducting state to the mixed state (coexistence of superconducting and normal states), and from the mixed state to the normal state, respectively. In the London limit, that is when \( \epsilon \to 0 \), these critical fields are expected to obey \( H_{c_1} \sim |\ln \epsilon| \) and \( H_{c_3} \sim \frac{1}{\epsilon^2} \).

Understanding the vortex structure of minimizers is of central importance when deriving asymptotics for the critical fields \( H_{c_2} \) and \( H_{c_3} \). In 2d Ginzburg-Landau, the behavior of minimizers and their vorticities, in different regimes of the strength of the applied field, is now well understood. For a detailed discussion where very precise asymptotics for the vorticities are derived, see the book [32], the references therein and also [31, 22, 23]. For asymptotics valid near \( H_{c_2} \), see [19, 26, 21, 17]. Configurations with a diverging number of vortices were analyzed in [33] and in [12], these correspond to global and local minimizers respectively.

In contrast with 2d models, the 3d situation is not as well understood. Recently, \( \Gamma \)-convergence results for the 3d isotropic Ginzburg-Landau model in different energy regimes were obtained in [5]. For a characterization of \( H_{c_1} \) in 3d valid for general domains, see [6] (see also [30]). In [11], the authors constructed local minimizers (presumably global for certain ranges of the applied field) in a ball. Up to \( o(1) \) asymptotics for \( H_{c_1} \) are derived in [9, 13] for thin superconductors. Finally, a characterization of the superconducting region for much higher values of the applied field in a superconducting shell is obtained in [11] based on a reduction to a double-sided obstacle problem. In general, a big problem in extending results from 2d to 3d lies in the description of the vorticity region which in the two dimensional case corresponds to a union of points, while in higher dimensions it can be given by very complex and nonsmooth structures. A notable challenge in deriving a more refined asymptotic expansion of the energy in 3d is due to the fact that without a satisfactory description of vortices in this setting, an interaction energy of defects cannot be extracted. For a result in this direction see [10].

Now, in what pertains to the 3d anisotropic setting, more specifically for the Lawrence-Doniach energy, an analysis of minimizers for \( h_{ex} \) in the regimes \( h_{ex} \sim |\ln \epsilon| \) and \( |\ln \epsilon| \ll h_{ex} \ll 1/\epsilon^2 \) has been done by Alama-Bronsard-Sandier [2] under certain periodicity assumptions. They also studied the cases when the magnetic fields are parallel to the layers or oblique in [2] and [3]. Without the periodicity assumptions, a great simplification to a mean field model in the form of a \( \Gamma \)-convergence result with \( h_{ex} \sim |\ln \epsilon| \) is achieved by the second author in [28]. In a higher regime, an asymptotic formula for the minimum Lawrence-Doniach energy with \( |\ln \epsilon| \ll h_{ex} \ll \epsilon^{-2} \) in the limit as \( (\epsilon, s) \rightarrow (0, 0) \) is obtained in [8] together with information of the vortex structure. In the regime \( h_{ex} \geq \frac{1}{\epsilon^2} \), it was shown by Bauman-Ko [7] that if \( C \) is sufficiently large, all minimizers of the Lawrence-Doniach energy are in the normal phase. A similar result is known for the 2d and 3d Ginzburg-Landau energy (see [19]). Despite the explicit computations of the first critical field in the periodic case, a characterization of \( H_{c_2} \) cannot be obtained using the same tools in the general case; under periodicity assumptions, additional structure is imposed that reduces the problem to a 2d one. This reduction is not available in the situation contemplated here. The main goal of this paper is to investigate a mean field model that captures the limiting behavior of the Lawrence-Doniach energy when the intensity of the magnetic field is in the regime \( h_{ex} \sim |\ln \epsilon| \). Using a dual formulation, first derived for the isotropic Ginzburg-Landau energy [6], we obtain a first
characterization of $H_{c_1}$ in terms of the solution to a non-local obstacle problem; this is in high contrast with the 2d case in which the inverse of the maximum value of a Helmholtz equation gives the coefficient of the main order term for the first critical field. Even though the non-local nature of the equations obtained impedes an explicit expression for $H_{c_1}$ in the general 3d isotropic case, we exploit the generalized cylindrical setting of the Lawrence-Doniach model and the particular form of its corresponding $\Gamma$-limit to give an explicit description of the intensity of the field that forces a nontrivial vorticity region in the sample. Our characterization is the first to provide an asymptotic for this value, valid in the physical case with natural boundary conditions (no periodicity assumptions).

1.1. Leading order of the first critical field via a non-local obstacle problem. In order to present our main theorems, we introduce notation that will allow us to specify the contributions coming from variations within a layer (i.e. representing two dimensional quantities). To be precise, denote $\hat{\mathbf{x}} := (x_1, x_2)$ and $\hat{\mathbf{V}} := (\partial_1, \partial_2)$. For the magnetic potential, denote $\hat{A} := (A^1, A^2)$, and the trace of $\hat{A}$ on the $n$th layer by $\hat{A}_n(\hat{x}) := (A^1(\hat{x}, ns), A^2(\hat{x}, ns))$. More generally, the notation ($\hat{\cdot}$) will be used for vectors and operators defined on $\Omega$. In this way, $\hat{(u, \nabla u)} \in \mathbb{R}^2$ is the vector with components $(\hat{u}, \nabla_j u)$ for $j = 1, 2$. Finally, the notation ($\hat{\cdot}$) will be reserved for three dimensional vectors.

The standard tool to study the vorticity in Ginzburg-Landau is the Jacobian. In our discretized problem, this object can be decomposed as a sum of 2d Jacobians. This reflects the intermediate character of the layered problem where both 2d and 3d features can be observed. The starting point is the $\Gamma$-convergence result in [28] which reduces the problem to a mean field version of it for the current and the induced potential. After this, we use convex duality to get a formulation in the spirit of [6] for the isotropic Ginzburg-Landau functional. From this we derive a novel, more explicit, characterization of nontrivial vorticity which yields a new expression of the first critical field in the Lawrence-Doniach model.

For the 2d Ginzburg-Landau energy, the Jacobian is the main tool for analyzing the vorticity. In the context of layered superconductors, the current and Jacobian are discrete objects defined by

$$
J^c_s\{(u_n)_{n=0}^N\} = \sum_{n=0}^{N-1} j(u_n) \mathbb{1}_n(x_3), \quad J^E_s\{(u_n)_{n=0}^N\} = \sum_{n=0}^{N-1} J(u_n) \mathbb{1}_n(x_3),
$$

respectively, where $j(u_n) := (\hat{u}_n, \hat{\nabla} u_n)$ and $J(u_n) := \frac{1}{2} \text{curl} j(u_n)$ are the 2d current and Jacobian, respectively, and

$$
\mathbb{1}_n(x_3) = \begin{cases}
\mathbb{1}_{(0,s)}(x_3) & \text{for } n = 0,
\mathbb{1}_{[ns,(n+1)s)}(x_3) & \text{for } n = 1, \ldots, N - 1.
\end{cases}
$$

The natural domain of definition of these is $[H^1(\Omega; \mathbb{C})]^N$.

In [28], under the assumptions that $\lim_{e \to 0} \frac{h_n}{\ln e} = h_0$ for some $0 \leq h_0 < \infty$ and $s|\ln e| \to \infty$ as $(e, s) \to (0, 0)$, it is proved that $G^c_{LD}$ Gamma-converges to

$$
\hat{G}_{h_0} (\hat{\vartheta}, \hat{A}) := \frac{1}{2} \left[ \|\hat{\vartheta} - \hat{A}\|_{L^2(D)}^2 + |\text{curl}\hat{\vartheta}|(D) + \|\nabla \times \hat{A} - h_0 \hat{\vartheta}_3\|_{L^2(\mathbb{R}^3)}^2 \right]
$$

for a pair $(\hat{\vartheta}, \hat{A}) \in \mathbb{V} \times \mathbb{E}_0$, where

$$
\mathbb{V} := \{ \hat{\vartheta} \in L^2(D; \mathbb{R}^2) : \text{curl}\hat{\vartheta} \in \mathcal{M}(D) \},
$$

and

$$
\mathbb{E}_0 := \{ \hat{C} \in H^1_{loc}(\mathbb{R}^3; \mathbb{R}^3) : (\nabla \times \hat{C}) - h_0 \hat{\vartheta}_3 \in L^2(\mathbb{R}^3; \mathbb{R}^3) \}. \tag{1.1}
$$

In particular, minimizers $(\{u^e_n\}, \hat{A}^e_s)$ of $G^c_{LD}$ satisfy
where \((\hat{\vartheta}, \tilde{A})\) is a minimizer of \(\tilde{\mathcal{G}}_{h_0}\), \(\tilde{a} = \tilde{a}(x)\) is any fixed smooth vector field on \(\mathbb{R}^3\) such that \(a^3 = 0, \nabla \times \tilde{a} = \hat{\vartheta}_3\) and \(\nabla \cdot \tilde{a} = 0\) in \(\mathbb{R}^3\), and \(\dot{H}^1(\mathbb{R}^3; \mathbb{R}^3)\) is the completion of \(C_0^\infty(\mathbb{R}^3; \mathbb{R}^3)\) with respect to the norm

\[
\|\tilde{C}\|_{\dot{H}^1(\mathbb{R}^3; \mathbb{R}^3)} = \left( \int_{\mathbb{R}^3} |\nabla \tilde{C}|^2 \, dx \right)^{\frac{1}{2}}.
\]  

(1.2)

The main purpose of this paper is to characterize the critical value for \(h_0\) below which minimizers of the \(\Gamma\)-limit functional \(\tilde{\mathcal{G}}_{h_0}\) satisfy \(\text{curl} \hat{\vartheta} = 0\), indicating that the vorticity measure vanishes for minimizers. As a result, the value of \(H_{c_1}\) for the Lawrence-Doniach energy functional is obtained up to an \(o(|\ln e|)\) error. Since our problem corresponds to a uniform applied magnetic field, it is more convenient to rescale the limiting functional \(\tilde{\mathcal{G}}_{h_0}\) by a factor \(1/h_0^2\). Namely, we introduce the rescaled energy functional

\[
\mathcal{G}_{h_0}(\hat{\vartheta}, \tilde{A}) := \frac{1}{h_0^2} \mathcal{G}_{h_0}(h_0\hat{\vartheta}, h_0\tilde{A})
\]

\[
= \frac{1}{2} \left[ \|\tilde{\vartheta} - \tilde{A}\|^2_{L^2(D)} + \frac{1}{h_0^2} |\text{curl} \tilde{\vartheta}|(D) + \|\nabla \times \tilde{A} - \hat{\vartheta}_3\|^2_{L^2(\mathbb{R}^3)} \right]
\]

and the corresponding admissible space for the magnetic potential

\[
E_0 := \{ \tilde{C} \in H^1_{loc}(\mathbb{R}^3; \mathbb{R}^3) : (\nabla \times \tilde{C}) - \hat{\vartheta}_3 \in L^2(\mathbb{R}^3; \mathbb{R}^3) \}. 
\]

It is clear that \((\hat{\vartheta}, \tilde{A}) \in V \times E_0\) minimizes \(\mathcal{G}_{h_0}\) if and only if \((h_0\hat{\vartheta}, h_0\tilde{A}) \in V \times \tilde{E}_0\) minimizes \(\tilde{\mathcal{G}}_{h_0}\). From [22], each \(\tilde{C} \in \dot{H}^1(\mathbb{R}^3; \mathbb{R}^3)\) has a representative in \(L^6(\mathbb{R}^3; \mathbb{R}^3)\) such that

\[
\|\tilde{C}\|_{L^6(\mathbb{R}^3; \mathbb{R}^3)} \leq 2 \|\tilde{C}\|_{\dot{H}^1(\mathbb{R}^3; \mathbb{R}^3)}.
\]  

(1.3)

Further

\[
\|\tilde{C}\|^2_{\dot{H}^1(\mathbb{R}^3; \mathbb{R}^3)} = \int_{\mathbb{R}^3} (|\nabla \cdot \tilde{C}|^2 + |\nabla \times \tilde{C}|^2) \, dx.
\]  

(1.4)

Define

\[
K_0 := \{ \tilde{C} \in E_0 : \nabla \cdot \tilde{C} = 0 \text{ and } \tilde{C} - \tilde{a} \in \dot{H}^1(\mathbb{R}^3; \mathbb{R}^3) \cap L^6(\mathbb{R}^3; \mathbb{R}^3) \},
\]

which is the space for the divergence free Coulomb gauge of the magnetic potential \(\tilde{A}\) for \(\mathcal{G}_{h_0}\). Existence of minimizers of \(\tilde{\mathcal{G}}_{h_0}\) in \(V \times K_0\) is a trivial consequence of the corresponding existence result for \(\tilde{\mathcal{G}}_{h_0}\) proved in [28]. The first goal is to reformulate the minimization problem in terms of an obstacle problem: this turns out to be more convenient to capture the intensity of the applied field that forces \(\text{curl} \hat{\vartheta}\) to be a nontrivial measure. Our first theorem accomplishes this and gives a dual equivalence to being a minimizer of \(\mathcal{G}_{h_0}\).

**Theorem 1.** A pair \((\hat{\vartheta}_0, \tilde{A}_0) \in V \times K_0\) minimizes \(\mathcal{G}_{h_0}\) if and only if the following two conditions are satisfied:

1. The vector field \(\tilde{B}_0 := \nabla \times (\tilde{A}_0 - \tilde{a})\) belongs to

\[
\mathcal{C}_{h_0} := \left\{ \tilde{B} \in H^1(\mathbb{R}^3; \mathbb{R}^3) \cap \nabla \times \dot{H}^1(\mathbb{R}^3; \mathbb{R}^3) : \text{supp}(\nabla \times \tilde{B}) \subset D, \|\tilde{B}\|_* \leq \frac{1}{2h_0} \right\},
\]

where

\[
\|\tilde{B}\|_* := \sup \left\{ \int_{\mathbb{R}^3} \tilde{B} \cdot (\nabla \times \tilde{\varphi}) \, dx : \tilde{\varphi} \in H^1(\mathbb{R}^3; \mathbb{R}^3), \int_D |\text{curl} \tilde{\varphi}| \, dx \leq 1 \right\}.
\]  

(1.5)
In addition, denoting \( \vec{v}_0 = (\varphi_0, 0) \in \mathbb{R}^3 \), we have
\[
\nabla \times \vec{B}_0 + \left( \vec{A}_0 - \vec{v}_0 \right) \mathbb{1}_D = 0 \text{ in } \mathbb{R}^3.
\] (1.6)

(2) \( \vec{B}_0 \) is the unique minimizer in \( C_{h_0} \) of the functional
\[
\mathcal{E}_0(\vec{B}) := \frac{1}{2} \int_{\mathbb{R}^3} |\vec{B}|^2 \, dx + \frac{1}{2} \int_{\partial D} |\nabla \times \vec{B} + \vec{a}|^2 \, dx.
\]

The proof of Theorem 1 follows the analogous derivation in [6] for the isotropic Ginzburg-Landau model. Here the \( \| \cdot \|_s \) norm defined in (1.5) differs from the one introduced in [6] and can be viewed as an anisotropic analogue of the latter. We summarize some simple properties of minimizers of \( \mathcal{G}_{h_0} \) which follow from Theorem 1.

**Corollary 2.** Let \( (\varphi_0, \vec{A}_0) \in V \times K_0 \) be a minimizer of \( \mathcal{G}_{h_0} \). Then we have \( A_0^3 = 0 \) and \( (\nabla \times \vec{B}_0)^3 = 0 \), where \( (\nabla \times \vec{B}_0)^3 \) denotes the \( x_3 \)-component of \( \nabla \times \vec{B}_0 \). Moreover, if \( \tilde{\varphi}_0 \in L^2(\mathbb{R}^3; \mathbb{R}^3) \) is any vector field such that \( \tilde{\varphi}_0|_D = (\tilde{\varphi}_0^1|_D, \tilde{\varphi}_0^2|_D) = \varphi_0 \), then
\[
\int_{\mathbb{R}^3} (\nabla \times \vec{B}_0) \cdot \tilde{\varphi}_0 \, dx = -\frac{1}{2h_0} \| \nabla \tilde{\varphi}_0 \|_1(D).
\] (1.7)

The next theorem gives a first characterization of the leading order of \( H_{c_1} \), which is in the spirit of Theorem 3 in [6].

**Theorem 3.** Let \( \varphi_0, \vec{A}_0, \vec{B}_0 \) be as in Theorem 1. Define the space \( \mathcal{C} \) to be
\[
\mathcal{C} := \left\{ \vec{B} \in H^1(\mathbb{R}^3; \mathbb{R}^3) \cap \nabla \times H^1(\mathbb{R}^3; \mathbb{R}^3) : \int_{\mathbb{R}^3} \vec{B} \cdot (\nabla \times \vec{\varphi}) \, dx = 0, \right. \\
\left. \forall \vec{\varphi} \in H^1(\mathbb{R}^3; \mathbb{R}^3) \text{ s.t. } \text{curl} \vec{\varphi} = 0 \text{ in } D \right\}.
\]

Let \( \vec{B}_* \) be the unique minimizer of \( \mathcal{E}_0 \) in \( \mathcal{C} \). We have \( \text{curl} \varphi_0 = 0 \) if and only if \( \vec{B}_* = \vec{B}_0 \) if and only if \( \| \vec{B}_* \|_s \leq \frac{1}{2h_0} \).

The characterizations in Theorems 1 and 3 rely on minimizing the energy \( \mathcal{E}_0 \) subject to the constraint imposed by the \( \| \cdot \|_s \) norm. In the 3d setting, this is a non-local norm as opposed to the \( L^\infty \) norm in 2d, and is difficult to characterize in general. However, the highly anisotropic feature in our problem allows us to give a more explicit equivalent condition for \( \text{curl} \varphi_0 = 0 \).

**Theorem 4.** Let \( \vec{B}_* \) be the unique minimizer of \( \mathcal{E}_0 \) in \( \mathcal{C} \). For all \( x_3 \in (0, L) \), let \( \psi_{x_3} \) be the solution of the following problem
\[
\begin{cases}
-\Delta \psi_{x_3} + (B_3^3(\cdot, x_3) + 1) = 0 & \text{in } \Omega, \\
\psi_{x_3} = 0 & \text{on } \partial \Omega,
\end{cases}
\]
where \( \Delta \) is the two-dimensional Laplacian. Then \( \text{curl} \varphi_0 = 0 \) if and only if \( \| \psi_{x_3} \|_\infty \leq \frac{1}{2h_0} \) for all \( x_3 \in (0, L) \).

As a consequence of Theorem 4, denoting \( \xi := \sup_{x_3 \in (0, L)} \| \psi_{x_3} \|_\infty \), where \( \psi_{x_3} \) is the solution of problem (1.8), we obtain the leading order expansion \( H_{c_1} = \left( \frac{1}{2} + o(1) \right) |\ln \epsilon| \) for the first critical field of the Lawrence-Doniach energy in the highly anisotropic regime \( s|\ln \epsilon| \to \infty \). To the best of our knowledge, this is the first time such an expression has been obtained for the full Lawrence-Doniach model with no simplifying assumptions of periodicity. Let us note that in the 3d setting, explicit asymptotics for the value of the first critical field in terms of intrinsic geometric quantities are very hard to derive. For the isotropic model, the analogous expansions are available in the literature [6, 30] in great generality but they depend on \( \| \vec{B}_* \|_s \) and no further insight into this quantity is provided. Our characterization...
in Theorem 4 partially reduces the non-local norm to the $L^\infty$ norm of the functions $\psi_{x_j}$, although the functions $\psi_{x_j}$ still depend on $\vec{B}_s$ in a non-local way. Nevertheless, the vector field $\vec{B}_s$ is the minimizer of the energy functional $\mathcal{E}_0$ in the unconstrained space $C$. We expect that for certain domains with special symmetries, it is possible to write out the explicit expressions for $\vec{B}_s$. This is known to be true for spherical domains (see [1]). If for certain cylindrical domains one can write out the explicit expression for $\vec{B}_s$, then the functions $\psi_{x_j}$ can be solved explicitly using the appropriate Green’s function, and thus the leading order of $H_{c_1}$ can be made explicit for our problem. Our characterization is therefore a more complete description of $H_{c_1}$ in our setting.

Our paper is organized as follows. In the next section we gather some preliminary results that are needed for the subsequent characterizations of the first critical field. In section 3 we use convex duality to derive the non-local obstacle problem for the measure curl that are needed for the subsequent characterizations of the first critical field. In section 3 of $H$ Acknowledgments. The first author was supported by a grant from the Simons Foundation # 426318. The second author is very grateful to Wenhui Shi and Rohit Jain for helpful discussions on obstacle problems.

2. Preliminaries

In this section we gather some elementary results that will be needed later. We recall that $(\gamma)$ and $(\gamma^\prime)$ are reserved for three and two dimensional vectors respectively. Additionally, if $\vec{w}$ is a two-dimensional vector, then $\vec{w} \in \mathbb{R}^3$ denotes $(\vec{w},0) = (w^1, w^2, 0)$, and for $\vec{w} \in \mathbb{R}^2$, we denote by $\vec{w} = (w^1, w^2) \in \mathbb{R}^2$.

**Proposition 5.** The minimizer of $\mathcal{E}_0$ is attained in the sets $C_{h_0}$ and $C$.

**Proof.** We first show the existence of minimizer of $\mathcal{E}_0$ in the set $C_{h_0}$. Let $\{\vec{B}_j\}_j \subset C_{h_0}$ be a minimizing sequence of $\mathcal{E}_0$. Assume $\vec{B}_j = \nabla \times \vec{\tilde{z}}_j$ for $\vec{\tilde{z}}_j \in \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3)$. Without loss of generality, we may assume that $\nabla \cdot \vec{\tilde{z}}_j = 0$ (see Lemma 3.1 in [19]), and hence, by (1.4) we have

$$||\vec{\tilde{z}}_j||_{\tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3)} = ||\vec{B}_j||_{L^2(\mathbb{R}^3; \mathbb{R}^3)}. \tag{2.1}$$

Since $\nabla \cdot \vec{B}_j = 0$ and $\text{supp}(\nabla \times \vec{B}_j) \subset \overline{D}$, it follows that

$$||\vec{B}_j||_{L^1(\mathbb{R}^3; \mathbb{R}^3)} = \int_{\mathbb{R}^3} |\vec{B}_j|^2 \, dx + \int_D |\nabla \times \vec{B}_j|^2 \, dx. \tag{2.2}$$

Since $\{\vec{B}_j\}_j \subset C_{h_0}$ is a minimizing sequence of $\mathcal{E}_0$, we deduce from (2.2) that $\{\vec{B}_j\}$ forms a bounded sequence in $H^1(\mathbb{R}^3; \mathbb{R}^3)$, and hence has a weakly convergent subsequence which converges to some $\vec{B}_0 \in H^1(\mathbb{R}^3; \mathbb{R}^3)$. On the other hand, using (2.1), $\{\vec{\tilde{z}}_j\}$ forms a bounded sequence in $\tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3)$, and hence, up to a subsequence, converges weakly in $\tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3)$ to some $\vec{\tilde{z}}_0$. It is clear that $\nabla \times \vec{\tilde{z}}_0 = \vec{B}_0$, and therefore $\vec{B}_0 \in H^1(\mathbb{R}^3; \mathbb{R}^3) \cap \nabla \times \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3)$. By the Sobolev embedding theorem, we have $\vec{B}_j \to \vec{B}_0$ in $L^2_{\text{loc}}(\mathbb{R}^3; \mathbb{R}^3)$. Since $\text{supp}(\nabla \times \vec{B}_j) \subset \overline{D}$, it follows that $\text{supp}(\nabla \times \vec{B}_0) \subset \overline{D}$. Further, the $|| \cdot ||_s$ norm is preserved under strong $L^2$ convergence. Hence, $\vec{B}_0 \in C_{h_0}$. It follows from lower semicontinuity that $\vec{B}_0$ is the minimizer of $\mathcal{E}_0$ in $C_{h_0}$. The existence of minimizer in $C$ follows almost identical arguments. ∎
Lemma 6. Let \( \Phi \) be convex lower semi-continuous from a Hilbert space \( H \) to \((-\infty, \infty]\), and let \( \Phi^* \) denote its conjugate, i.e.,
\[
\Phi^*(f) = \sup_{g \in H} (\langle f, g \rangle_H - \Phi(g)),
\]
then
\[
\min_{u \in H} \left( \frac{1}{2} \|u\|_H^2 + \Phi(u) \right) = -\min_{v \in H} \left( \frac{1}{2} \|v\|_H^2 + \Phi^*(-v) \right)
\]
and minimizers coincide.

Next we recall the following technical lemma from [19].

Lemma 7 (Lemma 3.1, [19]). Let \( \bar{g} \in L^2(\mathbb{R}^3; \mathbb{R}^3) \) be such that \( \nabla \cdot \bar{g} = 0 \) in \( D'(\mathbb{R}^3) \). Then there is a unique \( \bar{u} \in H^1(\mathbb{R}^3; \mathbb{R}^3) \cap L^6(\mathbb{R}^3; \mathbb{R}^3) \) such that \( \nabla \times \bar{u} = \bar{g} \) and \( \nabla \cdot \bar{u} = 0 \).

Note that in the original statement of Lemma 3.1 in [19], it is stated that \( \bar{u} \) is unique in \( \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \) instead of \( \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \cap L^6(\mathbb{R}^3; \mathbb{R}^3) \). This is due to the slightly different definition of the space \( \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \). Specifically, the space \( \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \) defined in [19] corresponds to \( \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \cap L^6(\mathbb{R}^3; \mathbb{R}^3) \) in this paper. Using the above lemma, we show

Lemma 8. Given any \( \bar{B} \in \mathcal{C} \), there exists a unique \( \tilde{A} \in K_0 \) satisfying \( \nabla \times (\tilde{A} - \bar{a}) = \bar{B} \).

Proof. Given \( \bar{B} \in \mathcal{C} \), as \( \bar{B} \in \nabla \times \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \), we have \( \nabla \cdot \bar{B} = 0 \) in \( \mathbb{R}^3 \). By Lemma 7 there exists \( \bar{u} \in \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \cap L^6(\mathbb{R}^3; \mathbb{R}^3) \) such that \( \nabla \times \bar{u} = \bar{B} \) and \( \nabla \cdot \bar{u} = 0 \). Letting \( \tilde{A} = \bar{u} + \bar{a} \), we have \( \tilde{A} - \bar{u} = \tilde{u} \in \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \cap L^6(\mathbb{R}^3; \mathbb{R}^3) \) and \( \nabla \times (\tilde{A} - \bar{a}) = \bar{B}, \nabla \cdot (\tilde{A} - \bar{a}) = 0 \). It follows that \( \tilde{A} \in K_0 \).

Let \( \tilde{A}_1 \in K_0 \) be such that \( \nabla \times (\tilde{A}_1 - \bar{a}) = \bar{B} \). Denoting \( \bar{u}_1 = \tilde{A}_1 - \bar{a} \), it follows from the definition of \( K_0 \) that \( \bar{u}_1 \in \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \cap L^6(\mathbb{R}^3; \mathbb{R}^3) \) and \( \nabla \times \bar{u}_1 = \bar{B}, \nabla \cdot \bar{u}_1 = 0 \). We conclude from Lemma 7 that \( \bar{u}_1 = \bar{u} \) and thus \( \tilde{A}_1 = \tilde{A} \). This shows the uniqueness of \( \tilde{A} \).

3. Characterization of minimizers of \( g_{\text{ho}} \): proof of Theorem 1 and Corollary 2

We start with the proof of Theorem 1 which relies on the convex duality result stated in Lemma 6 and follows closely the calculations in the proof of Theorem 2 in [6]. Here some subtle modifications are needed to account for the highly anisotropic features in our problem.

We define the space \( \tilde{H}^1_{\text{div}}(\mathbb{R}^3; \mathbb{R}^3) \) to be
\[
\tilde{H}^1_{\text{div}}(\mathbb{R}^3; \mathbb{R}^3) := \{ \tilde{C} \in \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) : \nabla \cdot \tilde{C} = 0 \}.
\]
This is a Hilbert space with the inner product
\[
(\tilde{\phi}, \tilde{\psi})_{\tilde{H}^1_{\text{div}}(\mathbb{R}^3; \mathbb{R}^3)} := \int_{\mathbb{R}^3} (\nabla \times \tilde{\phi}) : (\nabla \times \tilde{\psi}) \, dx.
\]
Since \( \tilde{H}^1_{\text{div}}(\mathbb{R}^3; \mathbb{R}^3) \) is a closed subspace of \( \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \), we have the decomposition \( \tilde{H}^1 = \tilde{H}^1_{\text{div}} \oplus (\tilde{H}^1_{\text{div}})^\perp \). We need a simple characterization of \((\tilde{H}^1_{\text{div}})^\perp\). First we note the following fact whose proof is standard. We include the proof for completeness.

Lemma 9. The space \( C^\infty_c(\mathbb{R}^3; \mathbb{R}^3) \) is dense in \( \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \) with respect to the norm defined in (1.2).

Proof. By definition, the space \( C^\infty_c(\mathbb{R}^3; \mathbb{R}^3) \cap \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \) is dense in \( \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3) \). Therefore we only need to show that \( C^\infty_c(\mathbb{R}^3; \mathbb{R}^3) \) is dense in \( C^\infty(\mathbb{R}^3; \mathbb{R}^3) \). Let \( \eta(x) \in C^\infty_c(\mathbb{R}^3) \) be a standard cutoff function such that \( \eta(x) = 1 \) near the origin. For any \( \tilde{\psi} \in C^\infty_c(\mathbb{R}^3; \mathbb{R}^3) \cap \)
Define $\tilde{\psi}_R(x) := \psi(x)\eta_R(x)$, where $\eta_R(x) = \eta(\frac{x}{R})$. It is clear that $\tilde{\psi}_R \in C^\infty_c(\mathbb{R}^3; \mathbb{R}^3)$. Further, we have

$$\int_{\mathbb{R}^3} |\nabla \tilde{\psi} - \nabla \tilde{\psi}_R|^2 \, dx \leq 2 \int_{\mathbb{R}^3} |\nabla \tilde{\psi}|^2 \cdot |1 - \eta_R|^2 \, dx + 2 \int_{\mathbb{R}^3} |\tilde{\psi}_R|^2 \cdot |\nabla \eta_R|^2 \, dx.$$ 

Since $\tilde{\psi} \in L^2(\mathbb{R}^3)$, it is clear that the above first term on the right hand side tends to zero as $R \to \infty$. For the second term on the right hand side, it follows from Hölder’s inequality that

$$2 \int_{\mathbb{R}^3} |\tilde{\psi}|^2 \cdot |\nabla \eta_R|^2 \, dx \leq 2 \left( \int_{\text{supp}(\nabla \eta_R)} |\tilde{\psi}|^6 \, dx \right)^{\frac{1}{6}} \left( \int_{\text{supp}(\nabla \eta_R)} |\nabla \eta_R|^3 \, dx \right)^{\frac{2}{3}}. \quad (3.3)$$

It follows from (3.3) that

$$\int_{\text{supp}(\nabla \eta_R)} |\tilde{\psi}|^6 \, dx \to 0 \quad \text{as} \quad R \to \infty. \quad (3.4)$$

On the other hand, setting $y = \frac{x}{R}$, we have

$$\int_{\text{supp}(\nabla \eta_R)} |\nabla \eta_R|^3 \, dx = \int_{\mathbb{R}^3} |\nabla x (\eta(\frac{x}{R}))|^3 \, dx = \int_{\mathbb{R}^3} |\nabla y (\eta(y))|^3 \, dy = \|\nabla \eta\|_{L^3(\mathbb{R}^3)}^3. \quad (3.5)$$

Putting (3.3) and (3.5) together, we obtain

$$2 \int_{\mathbb{R}^3} |\tilde{\psi}|^2 \cdot |\nabla \eta_R|^2 \, dx \to 0 \quad \text{as} \quad R \to \infty.$$

It follows that $\|\nabla \tilde{\psi} - \nabla \tilde{\psi}_R\|_{L^2(\mathbb{R}^3)} \to 0$ as $R \to \infty$ and hence the set $C^\infty_c(\mathbb{R}^3; \mathbb{R}^3)$ is dense in $C^\infty_c(\mathbb{R}^3; \mathbb{R}^3) \cap \tilde{H}^1(\mathbb{R}^3; \mathbb{R}^3)$.

**Lemma 10.** For any $\tilde{\psi} \in (\tilde{H}^1_{\text{div}})^+\mathbb{R}^3$, we have $\nabla \times \tilde{\psi} = 0$.

**Proof.** For any $\tilde{\psi} \in (\tilde{H}^1_{\text{div}})^+\mathbb{R}^3$, by Lemma 9 and (1.4), there exists a sequence $\{\tilde{\psi}_k\} \subset C^\infty_c(\mathbb{R}^3; \mathbb{R}^3)$ such that

$$\int_{\mathbb{R}^3} \left( |\nabla \times (\tilde{\psi}_k - \tilde{\psi})|^2 + |\nabla \cdot (\tilde{\psi}_k - \tilde{\psi})|^2 \right) \, dx \to 0.$$ 

In particular, we have

$$\int_{\mathbb{R}^3} |\nabla \times (\tilde{\psi}_k - \tilde{\psi})|^2 \, dx \to 0.$$

For each $\tilde{\psi}_k$, by standard Hodge decomposition, we have $\tilde{\psi}_k = \tilde{\psi}_k^1 + \tilde{\psi}_k^2$, where $\nabla \cdot \tilde{\psi}_k^1 = 0$, $\nabla \times \tilde{\psi}_k^2 = 0$ and $\tilde{\psi}_k^1, \tilde{\psi}_k^2 \in L^2(\mathbb{R}^3) \cap C^\infty_c(\mathbb{R}^3)$ for $j = 1, 2$ (see, e.g., Proposition 1.16 in [27]). Therefore, we have $\tilde{\psi}_k^1 \in \tilde{H}^1_{\text{div}}(\mathbb{R}^3; \mathbb{R}^3)$ and hence, noting $\tilde{\psi} \in (\tilde{H}^1_{\text{div}})^+\mathbb{R}^3$,

$$0 = \left( \tilde{\psi}_k^1, \tilde{\psi} \right)_{\tilde{H}^1} = \int_{\mathbb{R}^3} \left( \nabla \times \tilde{\psi}_k^1 \right) \cdot (\nabla \times \tilde{\psi}) \, dx$$

for all $k$. It follows that

$$\int_{\mathbb{R}^3} |\nabla \times (\tilde{\psi}_k - \tilde{\psi})|^2 \, dx = \int_{\mathbb{R}^3} |\nabla \times (\tilde{\psi}_k - \tilde{\psi})|^2 \, dx$$

$$= \int_{\mathbb{R}^3} \left( |\nabla \times \tilde{\psi}_k^1|^2 + |\nabla \times \tilde{\psi}_k^2|^2 \right) \, dx \to 0,$$

from which we conclude that $\nabla \times \tilde{\psi} = 0$. \hfill \Box

**Proof of Theorem 11.** We denote $\xi := \tilde{\psi} - \tilde{A} \mathbf{1}_D$ and $\zeta := \tilde{A} - \tilde{a}$. Let $H := L^2(D; \mathbb{R}^2) \times \tilde{H}^1_{\text{div}}(\mathbb{R}^3; \mathbb{R}^3)$, where $\tilde{H}^1_{\text{div}}(\mathbb{R}^3; \mathbb{R}^3)$ is defined in (3.1) with the inner product given in (3.2). Then $H$ is a Hilbert space with the inner product

$$\left( (\tilde{\xi}_1, \tilde{\xi}_2), (\tilde{\xi}_3, \tilde{\xi}_4) \right)_H = \int_D \tilde{\xi}_1 \cdot \tilde{\xi}_2 \, dx + \int_{\mathbb{R}^3} \left( \nabla \times \tilde{\xi}_1 \right) \cdot \left( \nabla \times \tilde{\xi}_2 \right) \, dx.$$
and the norm
\[
\| (\xi, \zeta) \|_{H^2}^2 = \| \xi \|^2_{L^2(D)} + \| \nabla \times \zeta \|^2_{L^2(\mathbb{R}^3)}.
\]
We rewrite \( \mathcal{G}_{h_0}(\partial, \tilde{A}) \) as
\[
\mathcal{G}_{h_0}(\partial, \tilde{A}) = \mathcal{F}(\xi, \zeta) := \frac{1}{2} \| (\xi, \zeta) \|^2_{H^2} + \Phi \left( (\xi, \zeta) \right),
\]
where \( \Phi \left( (\xi, \zeta) \right) = \frac{1}{2h_0} | \text{curl} (\xi + \zeta + A) | (D) \) and \( | \text{curl} (\xi + \zeta + A) | (D) \) is the total variation of the measure \( \text{curl} (\xi + \zeta + A) \). By convention, \( \Phi \left( (\xi, \zeta) \right) \) is understood to equal \( +\infty \) if \( \text{curl} (\xi + \zeta + A) \) fails to be a finite Radon measure. It is straightforward to check that \( \text{curl} \) is convex and lower semi-continuous.

First we compute the conjugate \( \mathcal{F}^* \) of \( \mathcal{F} \) given by
\[
\mathcal{F}^*(\xi, \zeta) := \frac{1}{2} \| (\xi, \zeta) \|^2_{H^2} + \Phi^* \left( - (\xi, \zeta) \right), \tag{3.6}
\]
where \( \Phi^* \) is the conjugate of \( \Phi \) computed according to (2.3). For \( (\xi, \zeta) \in H \), we compute
\[
\Phi^* \left( (\xi, \zeta) \right) = \sup_{(\phi, \psi) \in H} \left( \int_D \xi \cdot \phi dx + \int_{\mathbb{R}^3} (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\phi}) dx - \frac{1}{2h_0} | \text{curl} (\phi + \psi + A) | (D) \right)
\]
\[
= \sup_{(\phi, \psi) \in H} \left( \int_D \xi \cdot (\phi + \hat{\psi}) dx + \int_{\mathbb{R}^3} (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\phi}) dx - \frac{1}{2h_0} | \text{curl} (\phi + \hat{\psi}) | (D) \right)
\]
\[
- \int_D \xi \cdot \hat{\psi} dx
\]
\[
= \sup_{(\phi, \hat{\psi}) \in H} \left( \int_{\mathbb{R}^3} (\xi \cdot \phi 1_D + (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\phi})) dx - \frac{1}{2h_0} | \text{curl} (\phi + \hat{\psi}) | (D) \right) - \int_D \xi \cdot \hat{\psi} dx.
\]
By homogeneity, it is clear that the above supremum in the above last line equals zero if
\[
\int_{\mathbb{R}^3} (\xi \cdot \phi 1_D + (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\phi})) dx \leq \frac{1}{2h_0} | \text{curl} (\phi + \hat{\psi}) | (D) \quad \text{for all } (\phi, \hat{\psi}) \in H, \tag{3.7}
\]
and it equals infinity if (3.7) fails. It follows that
\[
\Phi^* \left( (\xi, \zeta) \right) = \begin{cases} - \int_D \xi \cdot \hat{\psi} dx & \text{if (3.7) holds,} \\ +\infty & \text{otherwise,} \end{cases}
\]
and thus, by (3.6),
\[
\mathcal{F}^*(\xi, \zeta) = \begin{cases} \frac{1}{2} \| (\xi, \zeta) \|^2_{H^2} + \int_D \xi \cdot \hat{\psi} dx & \text{if (3.7) holds,} \\ +\infty & \text{otherwise.} \end{cases} \tag{3.8}
\]
Now we show that (3.7) is equivalent to the following two conditions
\[
\int_{\mathbb{R}^3} (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\phi}) dx \leq \frac{1}{2h_0} \int_D |\text{curl} \psi| dx \quad \text{for all } \psi \in H^1(\mathbb{R}^3; \mathbb{R}^3), \tag{3.9}
\]
and
\[
\tilde{\zeta} \in H^2_{\text{loc}} \cap H^{1}_{\text{div}} \quad \text{and} \quad \Delta \tilde{\zeta} + \tilde{\zeta} 1_D = 0 \text{ a.e. in } \mathbb{R}^3, \tag{3.10}
\]
where recall that \( \tilde{\zeta} = (\xi, 0) \). First, assume that (3.7) holds. Given \( \tilde{\psi} \in H^1(\mathbb{R}^3; \mathbb{R}^3) \), we write \( \tilde{\psi} = \tilde{\psi}_1 + \tilde{\psi}_2 \) such that \( \tilde{\psi}_1 \in H^1_{\text{div}} \) and \( \tilde{\psi}_2 \in (H^1_{\text{div}})^{\perp} \). By Lemma 10, we have \( \nabla \times \tilde{\psi}_2 = 0 \). For
all \((\hat{\phi}, \hat{\psi}) \in L^2(D; \mathbb{R}^2) \times \dot{H}^1(\mathbb{R}^3; \mathbb{R}^3)\), using the above decomposition and (3.7), we have
\[
\int_{\mathbb{R}^3} \left( \hat{\xi} \cdot \hat{\phi} \cdot \mathbb{1}_D + (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\psi}) \right) dx \\
= \int_{\mathbb{R}^3} \left( \hat{\xi} \cdot \hat{\phi} \cdot \mathbb{1}_D + (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\psi}_1) \right) dx \\
\leq \frac{1}{2l_0} \int_D |\text{curl} (\hat{\phi} + \hat{\psi}_1)| \, dx = \frac{1}{2l_0} \int_D |\text{curl} (\hat{\phi} + \hat{\psi})| \, dx.
\] (3.11)

Taking \(\hat{\phi} \equiv 0\) and \(\hat{\psi} \in \dot{H}^1(\mathbb{R}^3; \mathbb{R}^3)\) in (3.11), we obtain
\[
\int_{\mathbb{R}^3} (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\psi}) dx \leq \frac{1}{2l_0} \int_D |\text{curl} \hat{\psi}| \, dx \quad \text{for all } \hat{\psi} \in \dot{H}^1(\mathbb{R}^3; \mathbb{R}^3),
\]
which is (3.9). Next, by taking \(\hat{\psi} \in \dot{H}^1(\mathbb{R}^3; \mathbb{R}^3)\) and \(\hat{\phi} = -\hat{\psi} \cdot \mathbb{1}_D\) in (3.11), we obtain
\[
\int_{\mathbb{R}^3} \left( -\hat{\xi} \cdot \hat{\psi} \cdot \mathbb{1}_D + (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\psi}) \right) dx = 0 \quad \text{for all } \hat{\psi} \in \dot{H}^1(\mathbb{R}^3; \mathbb{R}^3). \tag{3.12}
\]

In particular, (3.12) holds for all \(\hat{\psi} \in C_c^\infty(\mathbb{R}^3; \mathbb{R}^3)\). Direct calculations using integration by parts and the fact that \(\nabla \cdot \hat{\zeta} = 0\) yield
\[
\int_{\mathbb{R}^3} (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\psi}) dx = \int_{\mathbb{R}^3} (\nabla \hat{\zeta}) \cdot (\nabla \hat{\psi}) dx \quad \text{for all } \hat{\psi} \in C_c^\infty(\mathbb{R}^3; \mathbb{R}^3)
\]
where \((\nabla \hat{\zeta}) \cdot (\nabla \hat{\psi}) = \sum_{j=1}^3 \nabla \hat{\zeta}_j \cdot \nabla \hat{\psi}_j\), and thus
\[
\int_{\mathbb{R}^3} \left( -\hat{\xi} \cdot \hat{\psi} \cdot \mathbb{1}_D + (\nabla \hat{\zeta}) \cdot (\nabla \hat{\psi}) \right) dx = 0 \quad \text{for all } \hat{\psi} \in C_c^\infty(\mathbb{R}^3; \mathbb{R}^3).
\]

It follows that \(-\hat{\xi} \cdot \mathbb{1}_D - \Delta \hat{\zeta} = 0\) in the weak sense in \(\mathbb{R}^3\). By standard elliptic regularity (see, e.g., [18]), we have that \(\hat{\zeta} \in H^1_{\text{loc}}(\mathbb{R}^3; \mathbb{R}^3)\) and hence we have (3.10).

Conversely, assume that (3.9) and (3.10) hold. Given \((\hat{\phi}, \hat{\psi}) \in H\), if \(\text{curl} \hat{\phi}\) fails to be a finite Radon measure, then (3.7) is trivially satisfied. Therefore, we may assume without loss of generality that \(\hat{\phi} \in V\), where recall that the space \(V\) is defined in (1.1). We will need the following technical lemma:

**Lemma 11.** Let \((\hat{\phi}, \hat{\psi}) \in V \times \dot{H}^1_{\text{div}}\). Then there exists a sequence \(\{ (\hat{\phi}_k, \hat{\psi}_k) \}_k \subset C_c^\infty(\mathbb{R}^3; \mathbb{R}^2) \times C_c^\infty(\mathbb{R}^3; \mathbb{R}^3)\) with the following properties:
\[
\hat{\phi}_k |_{\partial D} \to \hat{\phi} \text{ in } L^2(D), \quad \nabla \times \hat{\psi}_k \to \nabla \times \hat{\psi} \text{ in } L^2(\mathbb{R}^3), \tag{3.13}
\]
and
\[
|\text{curl}(\hat{\phi}_k + \hat{\psi}_k)|(D) \to |\text{curl}(\hat{\phi} + \hat{\psi})|(D). \tag{3.14}
\]

We postpone the proof of Lemma 11 to the end of this section. Now for given \((\hat{\phi}, \hat{\psi}) \in V \times \dot{H}^1_{\text{div}}\), let \(\{ (\hat{\phi}_k, \hat{\psi}_k) \} \subset C_c^\infty(\mathbb{R}^3; \mathbb{R}^2) \times C_c^\infty(\mathbb{R}^3; \mathbb{R}^3)\) be the sequence found in Lemma 11 satisfying the properties (3.13)–(3.14). We deduce from (3.9) and (3.10) that
\[
\int_{\mathbb{R}^3} \left( \hat{\xi} \cdot \hat{\phi}_k \cdot \mathbb{1}_D + (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\psi}_k) \right) dx = \int_{\mathbb{R}^3} \left( -\Delta \hat{\zeta} \cdot \hat{\phi}_k + (\nabla \times \hat{\zeta}) \cdot (\nabla \times \hat{\psi}_k) \right) dx \\
\leq \frac{1}{2l_0} \int_D |\text{curl} (\hat{\phi}_k + \hat{\psi}_k)| \, dx.
\]
Therefore, passing to the limit as \(k \to \infty\) and using (3.13)–(3.14), we conclude that (3.7) holds for all \((\hat{\phi}, \hat{\psi}) \in V \times \dot{H}^1_{\text{div}}\).
Recall the expression for $F^*$ in (3.8). When $F^*$ is finite, the condition $\text{(3.7)}$ is satisfied and thus $\vec{\zeta} \in H^2_{\text{loc}}$. Direct calculations using $\nabla \cdot \vec{\zeta} = 0$ give $-\Delta \vec{\zeta} = \nabla \times (\nabla \times \vec{\zeta})$. Rewriting $F^*$ using $\vec{B} = \nabla \times (\vec{A} - \vec{a}) = \nabla \times \vec{\zeta}$ and (3.10), we have

$$F^*(\vec{\xi}, \vec{\zeta}) = \frac{1}{2} \int_D |\vec{\xi}|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^3} |\nabla \times \vec{\xi}|^2 \, dx + \int_D \vec{\xi} \cdot \vec{a} \, dx$$

$$= \frac{1}{2} \int_D |\vec{\xi} + \vec{a}|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^3} |\nabla \times \vec{\zeta}|^2 \, dx - \frac{1}{2} \int_D |\vec{a}|^2 \, dx$$

$$= \frac{1}{2} \int_D |\nabla \times \vec{\zeta} \cdot \vec{a}|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^3} |\nabla \times \vec{\zeta}|^2 \, dx - \frac{1}{2} \int_D |\vec{a}|^2 \, dx$$

where in the above we have used $a^2 = 0$. According to Lemma [6] denoting $\vec{\xi}_0 = \vec{\vartheta}_0 - \vec{A}_0 \vec{a}_D$ and $\vec{\zeta}_0 = \vec{A}_0 - \vec{a}$, we have

$$(\vec{\vartheta}_0, \vec{A}_0) \text{ minimizes } \mathcal{G}_{h_0} \iff (\vec{\xi}_0, \vec{\zeta}_0) \text{ minimizes } F$$

$$\iff (\vec{\xi}_0, \vec{\zeta}_0) \text{ minimizes } F^*$$

$$\iff \vec{B}_0 \text{ minimizes } \mathcal{E}_{h_0},$$

provided that (3.9) and (3.10) are satisfied. This completes the proof of Theorem [1].

Proof of Corollary [2] Let $(\vec{\vartheta}_0, \vec{A}_0) \in V \times K_0$ be a minimizer of $\mathcal{G}_{h_0}$. By Theorem [1] we know that $\vec{B}_0 = \nabla \times (\vec{A}_0 - \vec{a}) \in \mathcal{C}_{h_0}$, in particular, we have

$$\int_{\mathbb{R}^3} \vec{B}_0 \cdot (\nabla \times \vec{\psi}) \, dx \leq \frac{1}{2h_0} \int_D |\text{curl}\vec{\psi}| \, dx \text{ for all } \vec{\psi} \in H^1(\mathbb{R}^3; \mathbb{R}^3).$$

Taking $\vec{\psi} = (0, 0, \pm \psi^3)$ with $\psi^3 \in C^\infty_c(\mathbb{R}^3)$ in the above and noting that $\text{supp}(\nabla \times \vec{B}_0) \subset \overline{D}$, we obtain

$$0 = \int_{\mathbb{R}^3} \vec{B}_0 \cdot (\nabla \times \vec{\psi}) \, dx = \int_D (\nabla \times \vec{B}_0) \cdot \vec{\psi} \, dx = \int_D (\nabla \times \vec{B}_0)^3 \psi^3 \, dx \text{ for all } \psi^3 \in C^\infty_c(\mathbb{R}^3),$$

where we denote by $(\nabla \times \vec{B}_0)^3$ the $x_3$-component of the vector $\nabla \times \vec{B}_0$. Taking a sequence $\{\psi_k^3\} \subset C^\infty_c(\mathbb{R}^3)$ that converges strongly to $(\nabla \times \vec{B}_0)^3$ in $L^2(D)$, we conclude that $(\nabla \times \vec{B}_0)^3 = 0$ in $\mathbb{R}^3$. As $\nabla \times \vec{B}_0 = \nabla \times (\nabla \times (\vec{A}_0 - \vec{a})) = -\Delta \vec{A}_0$, we have $-\Delta A^3_0 = 0$ in $\mathbb{R}^3$. Since $A^3_0 - a^3 \in L^6(\mathbb{R}^3)$ and $a^3 = 0$, the maximum principle implies that $A^3_0 = 0$ in $\mathbb{R}^3$ as desired.

To obtain (1.7), we use the fact that $\frac{d}{dt}\mathcal{G}_{h_0}(\vec{\vartheta}_0 e^t, \vec{A}_0)|_{t=0} = 0$ to deduce

$$\int_D (\vec{\vartheta}_0 - \vec{A}_0) \cdot \vec{\vartheta}_0 \, dx + \frac{1}{2h_0} |\text{curl}\vec{\vartheta}_0| (D) = 0.$$

It is clear that (1.7) follows from this and (1.6).

We conclude this section with the proof of Lemma [11] This result is similar to Proposition 2.3 in [28] and the proof is provided in detail there. Here we provide another proof that adapts the proof of Lemma 15 in [6] to our anisotropic setting. We provide the details for the benefits of later discussions and for the convenience of the readers.

Proof of Lemma [11] Recall that $D = \Omega \times (0, L)$, where $\Omega \subset \mathbb{R}^2$ is a bounded smooth domain. Given sufficiently small $\varepsilon > 0$, we denote

$$\Omega_\varepsilon := \{ \hat{x} \in \mathbb{R}^2 : \text{dist}(\hat{x}, \Omega) < \varepsilon \} \quad \text{and} \quad \Omega_{-\varepsilon} := \{ \hat{x} \in \Omega : \text{dist}(\hat{x}, \partial \Omega) > \varepsilon \}.$$

We define a planar diffeomorphism $\Psi_\varepsilon : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ to be of the form $\Psi_\varepsilon(\hat{x}) = \hat{x} - f_\varepsilon(d(\hat{x}))n(\hat{x})$, where $n(\hat{x})$ is the outer unit normal to $\partial \Omega$ passing through $\hat{x}$, $d(\hat{x})$ is the signed distance
from \( \hat{x} \) to \( \partial \Omega \) and \( f_\varepsilon \) is a nonnegative smooth function with compact support in \((-\sqrt{\varepsilon}, \sqrt{\varepsilon})\) such that \(|f_\varepsilon'| \leq C\sqrt{\varepsilon} \) and \( f_\varepsilon(e) \geq \varepsilon \). Then we have \( \Psi_\varepsilon(\Omega_\varepsilon) \subset \Omega \) and \( \Psi_\varepsilon(\hat{x}) = \hat{x} \) for \( \hat{x} \in (\mathbb{R}^2 \setminus \Omega_\varepsilon) \cup \Omega_\varepsilon \). Further, \( \|\hat{D}\Psi_\varepsilon^{-1} - I_{2 \times 2}\|_\infty \leq C\sqrt{\varepsilon} \) and \( \|\hat{D}\Psi_\varepsilon - I_{2 \times 2}\|_\infty \leq C\sqrt{\varepsilon} \), where \( I_{2 \times 2} \) is the \( 2 \times 2 \) identity matrix. Next we take a cut-off function \( \eta \in C^\infty_0(\mathbb{R}) \) with \( 0 \leq \eta \leq 1 \), \( \eta \equiv 1 \) on \([\!-1,L+1]\), \( \text{supp}(\eta) \subset (-3,L + 3) \) and \(|\eta'| \leq 1 \). We define the diffeomorphism \( \Phi_\varepsilon : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) to be \( \Phi_\varepsilon(x) = (\Psi_\varepsilon(\hat{x})\eta(x), x_3) \). Because of the properties for \( \Psi_\varepsilon \) and \( \eta \), it is clear that

\[
\Phi_\varepsilon(\Omega_\varepsilon \times (-\varepsilon, L + \varepsilon)) \subset \Omega \times (-\varepsilon, L + \varepsilon)
\]

and

\[
\Phi_\varepsilon(x) = x \text{ for } x \in \mathbb{R}^3 \setminus \Lambda_\varepsilon,
\]

where \( \Lambda_\varepsilon := (\Omega_\varepsilon \setminus \Omega_\varepsilon) \times (-3, L + 3) \).

Let \((\hat{\phi}, \hat{\psi}) \in V \times \tilde{H}^1_{\text{div}}\). Given \( e > 0 \) sufficiently small, we can find \( s_1^\varepsilon \in (0, \varepsilon) \) and \( s_2^\varepsilon \in (L - \varepsilon, L) \) such that \( \hat{\phi}^\varepsilon(s_1^\varepsilon, \cdot) \in L^2(\Omega) \) and \( \hat{\psi}(\cdot, s_2^\varepsilon) \in \tilde{H}^1(\mathbb{R}^2) \) for \( j = 1, 2 \). Now we define \( P_\varepsilon(\hat{\phi}) \) to be

\[
P_\varepsilon(\hat{\phi})(x) := \begin{cases} 
\hat{\phi}(\hat{x}, x_3 + \varepsilon + s_1^\varepsilon) & \text{for } x_3 < -\varepsilon, \\
\hat{\phi}(\hat{x}, s_1^\varepsilon) & \text{for } x_3 \in (-\varepsilon, s_1^\varepsilon), \\
\hat{\phi}(x) & \text{for } x_3 \in [s_1^\varepsilon, s_2^\varepsilon], \\
\hat{\phi}(\hat{x}, x_3 - \varepsilon - L + s_2^\varepsilon) & \text{for } x_3 > L + \varepsilon,
\end{cases}
\]

where \( \hat{\phi} \) is extended to be zero outside \( D \). Similarly we can define \( P_\varepsilon(\hat{\psi}) \) by (3.17) with \( \hat{\phi} \) replaced by \( \hat{\psi} \). By continuity of translation, as \( e \rightarrow 0^+ \), we have \( P_\varepsilon(\hat{\phi}) \rightarrow \hat{\phi} \) in \( L^2(\mathbb{R}^3; \mathbb{R}^2) \) and \( (P_\varepsilon(\hat{\psi}), \psi^3) \rightarrow \tilde{\psi} \) in \( \tilde{H}^1(\mathbb{R}^3, \mathbb{R}^3) \), and thus \( (P_\varepsilon(\hat{\phi}), \psi^3) \rightarrow \tilde{\psi} \) in \( L^6(\mathbb{R}^3; \mathbb{R}^3) \) by [13] (here we implicitly choose the representative of \( \tilde{H}^1 \) elements which also belong to \( L^6 \)). Given \( \sigma > 0 \), let \( \rho_\sigma \) denote the standard mollifier, i.e., \( \rho_\sigma \in C^\infty_0(\mathbb{R}^3) \) with \( \text{supp}(\rho_\sigma) \subset B_\varepsilon(0) \subset \mathbb{R}^3 \) and \( \int_{\mathbb{R}^3} \rho_\sigma dx = 1 \). Define \( \tilde{\phi}_\varepsilon := \rho_\varepsilon(\cdot) * \Phi_\varepsilon^*(P_\varepsilon(\tilde{\phi})) \), \( \tilde{\psi}_\varepsilon := \rho_\varepsilon(\cdot) * \Phi_\varepsilon^*(P_\varepsilon(\tilde{\psi})) \) and \( \psi_\varepsilon^3 := \rho_\varepsilon * \psi^3 \), where \( 0 < \sigma(\varepsilon) \leq \varepsilon \) is sufficiently small depending on the size of \( \varepsilon \) and \( \Phi_\varepsilon^* \) denotes the pullback of \( \Phi_\varepsilon \), i.e., \( \Phi_\varepsilon^*(\tilde{w})(x) = [\hat{D}\Phi_\varepsilon]^T \hat{w}(\Phi_\varepsilon(x)) \).

Now we verify that the sequence \( \{(\tilde{\phi}_\varepsilon, \tilde{\psi}_\varepsilon)\} \subset C^\infty_0(\mathbb{R}^3; \mathbb{R}^2) \times \mathcal{C}_0^\infty(\mathbb{R}^3; \mathbb{R}^3) \) constructed above satisfies the properties in Lemma 11. For any \( \delta > 0 \), we have

\[
\int_{\mathbb{R}^3} |\tilde{\phi}_\varepsilon - \hat{\phi}|^2 dx \leq C \int_{\mathbb{R}^3} |\tilde{\phi}_\varepsilon - \Phi_\varepsilon^*(P_\varepsilon(\tilde{\phi}))|^2 dx
+ C \int_{\mathbb{R}^3} |\Phi_\varepsilon^*(P_\varepsilon(\hat{\phi})) - P_\varepsilon(\hat{\phi})|^2 dx + C \int_{\mathbb{R}^3} |P_\varepsilon(\hat{\phi}) - \hat{\phi}|^2 dx.
\]  

Note that by (3.16), we have

\[
\int_{\mathbb{R}^3} |\Phi_\varepsilon^*(P_\varepsilon(\tilde{\phi})) - P_\varepsilon(\tilde{\phi})|^2 dx = \int_{\Lambda_\varepsilon} |\Phi_\varepsilon^*(P_\varepsilon(\tilde{\phi})) - P_\varepsilon(\tilde{\phi})|^2 dx.
\]

Since \( \|\hat{D}\Phi_\varepsilon\|_\infty < C \) for some constant \( C \) independent of \( \varepsilon \), it follows that \( |\Phi_\varepsilon^*(P_\varepsilon(\tilde{\phi}))(x)| \leq C|P_\varepsilon(\tilde{\phi})(\Phi_\varepsilon(x))| \), and hence the above integral on the right hand side converges to zero as \( \varepsilon \rightarrow 0 \) by the dominated convergence theorem. Therefore, for \( \varepsilon \) sufficiently small, we have

\[
C \int_{\mathbb{R}^3} |\Phi_\varepsilon^*(P_\varepsilon(\tilde{\phi})) - P_\varepsilon(\tilde{\phi})|^2 dx < \frac{\delta}{3}
\]

and

\[
C \int_{\mathbb{R}^3} |P_\varepsilon(\hat{\phi}) - \hat{\phi}|^2 dx < \frac{\delta}{3}.
\]
Further, choosing $\sigma(\epsilon)$ sufficiently small depending on $\epsilon$, we have
\[ C \int_{\mathbb{R}^3} |\tilde{\phi}_e - \Phi^*_e(\tilde{\phi})|^2 dx < \frac{\delta}{3}. \]
Hence we conclude from (3.18) that $\tilde{\phi}_e|_D \to \tilde{\phi}$ in $L^2(D; \mathbb{R}^2)$. The proof of $\tilde{\psi}_e \to \tilde{\psi}$ in $L^6(\mathbb{R}^3; \mathbb{R}^3)$ follows exactly the same lines. Finally, note that
\[ \| \nabla \tilde{\psi}_e \|_{L^2(\mathbb{R}^3)} \leq \| \nabla (\Phi^*_e(P_e(\tilde{\psi})) \|_{L^2(\mathbb{R}^3)} \leq C \left( \| \nabla P_e(\tilde{\psi}) \|_{L^2(\mathbb{R}^3)} + \| P_e(\tilde{\psi}) \|_{L^2(\mathbb{R}^3)} \right) < C \]
for constants $C$ independent of $\epsilon$. Recall that $\tilde{\psi}_e^2 := \rho_{\sigma(\epsilon)} * \tilde{\psi}_e^3$ and thus $\| \nabla \tilde{\psi}_e \|^2 \|_{L^2(\mathbb{R}^3)} \leq \| \nabla \tilde{\psi}_e \|^2 \|_{L^2(\mathbb{R}^3)}$. Hence, upon extraction of a subsequence (without relabeled), we have $\nabla \tilde{\psi}_e \to \nabla \tilde{\psi}$, and, in particular, $\nabla \times \tilde{\psi}_e \to \nabla \times \tilde{\psi} \in L^2(\mathbb{R}^3)$.

Finally we verify (3.14). To this end, we take a test function $\varphi \in C^\infty_c(D)$ with $\| \varphi \|_\infty \leq 1$. We denote $\tilde{\chi} := \tilde{\phi} + \tilde{\psi}$ and $\tilde{\chi}_e := \tilde{\phi}_e + \tilde{\psi}_e$. We compute
\[ \int_D (\text{curl} \tilde{\chi}_e) \varphi \, dx = - \int_D \tilde{\chi}_e \cdot \nabla \varphi \, dx \]
\[ = - \int_{\mathbb{R}^3} \rho_{\sigma(\epsilon)} * \Phi^*_e(P_e(\tilde{\chi})) \cdot \nabla \varphi \, dx \]
\[ = - \int_{\mathbb{R}^3} \Phi^*_e(P_e(\tilde{\chi})) \cdot \nabla \varphi_{\sigma(\epsilon)} \, dx, \]
where $\varphi_{\sigma(\epsilon)} := \rho_{\sigma(\epsilon)} * \varphi$. Note that $\eta' = 0$ in $\text{supp}(\varphi_{\sigma(\epsilon)}) \subset \Phi_e(\Omega_e \times (-\epsilon, L + \epsilon))$. Thus, in $\text{supp}(\varphi_{\sigma(\epsilon)})$, we have
\[ D\Phi_e = \begin{pmatrix} \partial_1 \Phi^*_e & \partial_2 \Phi^*_e & 0 \\ \partial_1 \Phi^*_e & \partial_2 \Phi^*_e & 0 \\ 0 & 0 & 1 \end{pmatrix}, \]
det $[D\Phi_e]^{-1} = \det [D\Phi_e]^{-1} = 1/\det [D\Phi_e]$. Direct calculations using the change of variables $y = \Phi_e(x)$ give
\[ \Phi^*_e(P_e(\tilde{\chi})) \cdot \nabla \varphi_{\sigma(\epsilon)} = \det [D\Phi_e] P_e(\tilde{\chi}) \cdot \nabla_y \varphi_{\sigma(\epsilon)}. \]
It follows that
\[ \int_D (\text{curl} \tilde{\chi}_e) \varphi \, dx = - \int_{\text{supp}(\varphi_{\sigma(\epsilon)})} \det [D\Phi_e] P_e(\tilde{\chi}) \cdot \nabla_y \varphi_{\sigma(\epsilon)} \det [D\Phi_e] \, dy \]
\[ = - \int_{\mathbb{R}^3} P_e(\tilde{\chi}) \cdot \nabla_y \varphi_{\sigma(\epsilon)} \, dy. \]
Note that $\text{supp}(\varphi_{\sigma(\epsilon)}(\Phi_e^{-1}(y))) \subset \Phi_e(\Omega_e \times (-\sigma, L + \sigma)) \subset \Phi_e(\Omega_e \times (-\epsilon, L + \epsilon)) \subset D_{\epsilon_r}$, where $D_{\epsilon_r} := \Omega \times (-\epsilon, L + \epsilon)$. Therefore, $\varphi_{\sigma(\epsilon)} \in C^\infty_c(D_{\epsilon_r})$ and $\| \varphi_{\sigma(\epsilon)} \|_\infty \leq \| \varphi \|_\infty \leq 1$. Since (3.20) holds for all $\varphi$, we deduce that
\[ |\text{curl} \tilde{\chi}_e|(D) \leq |\text{curl} P_e(\tilde{\chi})|(D_{\epsilon_r}). \]
By construction of $P_e$, we know that $|\text{curl} P_e(\tilde{\chi})|(\Omega \times \{s_{\epsilon_r}^j\}) = 0$ for $j = 1, 2$. Thus,
\[ |\text{curl} P_e(\tilde{\chi})|(D_{\epsilon_r}) \leq |\text{curl} \tilde{\chi}_e|(\Omega \times \{s_{\epsilon_r}^1\}) + |\text{curl} P_e(\tilde{\chi})|(\Omega \times (-\epsilon, s_{\epsilon_r}^2)) \]
\[ + |\text{curl} P_e(\tilde{\chi})|(\Omega \times (s_{\epsilon_r}^2, L + \epsilon)) \]
\[ \leq |\text{curl} \tilde{\chi}_e|(D) + (\epsilon + s_{\epsilon_r}^2)|\text{curl} \tilde{\chi}_e|((\Omega \times (s_{\epsilon_r}^1, s_{\epsilon_r}^2))) \]
\[ + (L + \epsilon - s_{\epsilon_r}^2)|\text{curl} \tilde{\chi}_e|((\Omega \times (s_{\epsilon_r}^1, s_{\epsilon_r}^2))). \]
Putting (3.21) and (3.22) together and letting $\epsilon \to 0$, we obtain
\[ \limsup_{\epsilon \to 0} |\text{curl} \tilde{\chi}_e|(D) \leq |\text{curl} \tilde{\chi}_e|(D). \]
On the other hand, (3.23) implies that \{\text{curl}\chi_c\} has a subsequence that converges weakly* to some finite Radon measure \(\mu\). As \(\hat{\chi}_c \to \hat{\chi}\) in \(L^2(D; \mathbb{R}^2)\), it is clear that \(\mu = \text{curl}^\ast \hat{\chi}\). By lower semicontinuity of the total variation with respect to the weak* convergence (see, e.g., Theorem 1.59 in [4]), we obtain
\[
\liminf_{c \to 0} |\text{curl}\chi_c|(D) \geq |\text{curl}\hat{\chi}|(D).
\] (3.24)

Putting (3.23) and (3.24) together we obtain (3.14). \(\square\)

4. First characterization of \(H^\alpha_c\): proof of Theorem 3

In this section we give the proof of Theorem 3 which provides a characterization for triviality of the limiting vorticity measure. The proof adapts that for Theorem 3 in [6] to account for the highly anisotropic features in our problem. We will need the following lemma.

Lemma 12. If \(\tilde{B} \in \mathcal{C}\), then \(\text{supp}(\nabla \times \tilde{B}) \subset \overline{D}\), and \((\nabla \times \tilde{B})|_D \in N^\perp\), where \(N := \{\tilde{C} \in L^2(D; \mathbb{R}^3) : \text{curl}\tilde{C} = 0\}\). Conversely, for any \(\tilde{\psi} \in N^\perp\), there exists \(\tilde{B}_{\tilde{\psi}} \in \mathcal{C}\) such that \(\nabla \times \tilde{B}_{\tilde{\psi}} = \tilde{\psi} 1_D\).

We need a couple of auxiliary lemmas. The first is an approximation lemma.

Lemma 13. The set \(C^\infty(D) \cap N\) is dense in \(N\) with respect to the \(L^2\) norm.

Proof. Given \(\tilde{\phi} \in N\), we approximate \(\tilde{\phi}\) by smooth vector fields in a similar way as in the proof of Lemma 11. Namely, for \(\epsilon > 0\) sufficiently small, let \(\Phi_\epsilon(x) : \mathbb{R}^3 \to \mathbb{R}^3\) be the diffeomorphism defined in the proof of Lemma 11. In particular, it satisfies the properties (3.15)-(3.16). Further, let \(P_\epsilon(\tilde{\phi})\) be defined by (3.17), and denote by \(\hat{\Phi}^\ast_\epsilon(P_\epsilon(\tilde{\phi}))\) the pullback of \(P_\epsilon(\tilde{\phi})\) under \(\hat{\Phi}_\epsilon\). Finally define \(\hat{\phi}_\epsilon := \rho_{\epsilon^3} * \hat{\Phi}^\ast_\epsilon(P_\epsilon(\tilde{\phi}))\) and \(\phi^\ast_\epsilon = \rho_{\epsilon^3} * \phi^3\) in \(D\). Then we have \(\tilde{\phi}_\epsilon \to \tilde{\phi}\) in \(L^2(D; \mathbb{R}^3)\) as can be seen from the proof of Lemma 11. Given \(\varphi \in C^\infty_\sigma(D)\), similar to the calculations in the proof of Lemma 11, specifically, the calculations performed in (5.19)-(5.20), we have
\[
\int_D \text{curl}\phi_\epsilon \varphi \, dx = -\int_{\mathbb{R}^3} P_\epsilon(\tilde{\phi}) \cdot \nabla^\perp \varphi \, dy
\] (4.1)
for \(y = \Phi_\epsilon(x)\) and \(\varphi_\sigma := \rho_{\epsilon^3} * \varphi\). As in the proof of Lemma 11, \(\varphi_\sigma\) has compact support in \(D_\epsilon = \Omega \times (-\epsilon, L + \epsilon)\). Since \(\text{curl}\tilde{\phi} = 0\) in \(D\), the construction of \(P_\epsilon(\tilde{\phi})\) implies that \(\text{curl}P_\epsilon(\tilde{\phi}) = 0\) in \(D_\epsilon\). We conclude from (4.1) that \(\int_D \text{curl}\phi_\epsilon \varphi \, dx = 0\) for all \(\varphi \in C^\infty_\sigma(D)\) and thus \(\text{curl}\phi_\epsilon = 0\) in \(D\). In particular, the sequence \(\{\phi_\epsilon\} \subset C^\infty(D) \cap N\) converges to \(\tilde{\phi}\) in \(L^2(D; \mathbb{R}^3)\). \(\square\)

Next we give a characterization of the space \(N^\perp\).

Lemma 14. We have
\[
N^\perp = \left\{ \tilde{C} \in L^2(D; \mathbb{R}^3) : \nabla \cdot \tilde{C} = 0, C^3 = 0, \tilde{C} \cdot \vec{n} = 0 \text{ in } H^{-\frac{1}{2}}(\partial D) \right\}.
\] (4.2)

Proof. We first show that, given \(\tilde{\phi} \in N^\perp\), it belongs to the space on the right hand side in (4.2). To this end, first note that any \(\hat{\chi} = (0,0,\chi^3)\) with \(\chi^3 \in L^2(D)\) belongs to \(N\). Therefore, using arguments similar to those in the proof of Corollary 2 it follows immediately that \(\phi^3 = 0\).

To see that \(\nabla \cdot \tilde{\phi} = 0\) in the sense of distributions, take any test function \(\varphi \in C^\infty_\sigma(D)\). It is clear that \(\nabla \varphi \in N\). Therefore we have
\[
\int_D \tilde{\phi} \cdot \nabla \varphi \, dx = 0 \quad \text{for all } \varphi \in C^\infty_\sigma(D),
\]
which reads as $\nabla \cdot \vec{\phi} = 0$ in the sense of distributions. Now for any $\phi \in H^1(D)$, by Green’s formula (see, e.g., equation (2.17) in [29]), we have

$$
\int_D \vec{\phi} \cdot \nabla \phi \, dx + \int_D (\nabla \cdot \vec{\phi}) \phi \, dx = \langle \vec{\phi} \cdot \hat{n}, \phi \rangle_{\partial D},
$$

where the right hand side in the above equation denotes the duality between $H^{-\frac{1}{2}}$ and $H^{\frac{1}{2}}$ on $\partial D$. It is clear that $\nabla \phi \in N$ and thus $\int_D \vec{\phi} \cdot \nabla \phi \, dx = 0$. It follows that $\langle \vec{\phi} \cdot \hat{n}, \phi \rangle_{\partial D} = 0$ for all $\phi \in H^1(D)$. As the trace operator is onto $H^{\frac{1}{2}}(\partial D)$, we deduce that $\vec{\phi} \cdot \hat{n} = 0$ in $H^{-\frac{1}{2}}(\partial D)$. This completes the proof of the inclusion

$$
N^\perp \subset \{ \vec{C} \in L^2(D; \mathbb{R}^3) : \nabla \cdot \vec{C} = 0, C^3 = 0, \vec{C} \cdot \hat{n} = 0 \text{ in } H^{-\frac{1}{2}}(\partial D) \}.
$$

To see the reverse inclusion, let $\vec{\phi} \in L^2(D; \mathbb{R}^3)$ satisfy $\nabla \cdot \vec{\phi} = 0$, $\phi^3 = 0$, and $\vec{\phi} \cdot \hat{n} = 0$ in $H^{-\frac{1}{2}}(\partial D)$ and $\vec{\chi} \in N$. Let $\{ \vec{\phi}_\varepsilon \} \subset C^\infty(\overline{D}) \cap \{ \vec{C} \in L^2(D; \mathbb{R}^3) : \nabla \cdot \vec{C} = 0, C^3 = 0, \vec{C} \cdot \hat{n} = 0 \text{ in } H^{-\frac{1}{2}}(\partial D) \}$ and $\{ \vec{\chi}_\varepsilon \} \subset C^\infty(\overline{D}) \cap N$ be sequences that converge to $\vec{\phi}$ and $\vec{\chi}$ in $L^2(D)$, respectively. For all $x_3 \in (0, L)$, as $\nabla \cdot \vec{\phi}_\varepsilon = 0$, $\vec{\phi}_\varepsilon \cdot \hat{n} = 0$ on $\partial \Omega$, and $\text{curl} \vec{\chi}_\varepsilon = 0$, by standard Hodge decomposition, we have that

$$
\int_\Omega \vec{\phi}_\varepsilon(\hat{x}, x_3) \cdot \vec{\chi}_\varepsilon(\hat{x}, x_3) \, d\hat{x} = 0.
$$

It follows that

$$
\int_D \vec{\phi} \cdot \vec{\chi} \, dx = \lim_{\varepsilon \to 0} \int_D \vec{\phi}_\varepsilon \cdot \vec{\chi}_\varepsilon \, dx = \lim_{\varepsilon \to 0} \int_0^L \int_\Omega \vec{\phi}_\varepsilon(\hat{x}, x_3) \cdot \vec{\chi}_\varepsilon(\hat{x}, x_3) \, d\hat{x} \, dx_3 = 0
$$

and hence $\vec{\phi} \in N^\perp$. \qed

**Proof of Lemma 12** Since $N$ is a closed subspace of $L^2(D; \mathbb{R}^3)$, we have the decomposition $L^2(D; \mathbb{R}^3) = N \oplus N^\perp$. We first show that

$$
\int_{\mathbb{R}^3} (\nabla \times \vec{B}) \cdot \vec{\phi} \, dx = 0 \text{ for all } \vec{\phi} \in L^2(\mathbb{R}^3; \mathbb{R}^3) \text{ s.t. } \text{curl} \vec{\phi} = 0 \text{ in } D. \tag{4.3}
$$

Given $\vec{\phi}$ as above, let $\vec{\phi}_\varepsilon$ be as in the proof of Lemma 13. Then we have $\vec{\phi}_\varepsilon \to \vec{\phi}$ in $L^2(\mathbb{R}^3; \mathbb{R}^3)$ and $\text{curl} \vec{\phi}_\varepsilon = 0$ in $D$. Hence by definition of the space $C$ we have

$$
\int_{\mathbb{R}^3} (\nabla \times \vec{B}) \cdot \vec{\phi}_\varepsilon \, dx = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^3} (\nabla \times \vec{B}) \cdot \vec{\phi}_\varepsilon \, dx = 0.
$$

This proves (4.3).

To see that $\text{supp(} \nabla \times \vec{B} \text{) } \subset \overline{D}$, we take any nonnegative $\chi \in C^\infty(\mathbb{R}^3 \setminus \overline{D})$. Then $\chi \vec{B} \in L^2(\mathbb{R}^3; \mathbb{R}^3)$ and $\text{curl} (\chi \vec{B}) = 0$ in $D$. It follows from (4.3) that

$$
\int_{\mathbb{R}^3} \chi \left\| \nabla \times \vec{B} \right\|^2 \, dx = 0
$$

for all nonnegative $\chi \in C^\infty(\mathbb{R}^3 \setminus \overline{D})$, and hence we have $\text{supp(} \nabla \times \vec{B} \text{) } \subset \overline{D}$. Now for any $\vec{\phi} \in N$, it follows from (4.3) that

$$
0 = \int_{\mathbb{R}^3} (\nabla \times \vec{B}) \cdot \vec{\phi} \, dx = \int_0^L \int_D (\nabla \times \vec{B}) \cdot \vec{\phi} \, dx, \tag{4.4}
$$

and hence $(\nabla \times \vec{B})|_D \in N^\perp$.

Given $\vec{\psi} \in N^\perp$, let $\vec{\chi} := \Gamma_3 * (\vec{\psi} \mathbb{1}_D)$ where $\Gamma_3$ is the fundamental solution for the Laplacian in $\mathbb{R}^3$ and define $\vec{B}_{\vec{\psi}} := \nabla \times \vec{\chi}$. By Theorem 9.9 in [18], $\vec{\chi} \in H^2(\mathbb{R}^3; \mathbb{R}^3)$ and thus $\vec{B}_{\vec{\psi}} \in H^1(\mathbb{R}^3; \mathbb{R}^3) \cap \nabla \times H^2(\mathbb{R}^3; \mathbb{R}^3)$. By Lemma 12 as $\nabla \cdot \vec{\psi} = 0$ in $D$ and $\vec{\psi} \cdot \hat{n} = 0$ on $\partial D$, we have $\nabla \cdot (\vec{\psi} \mathbb{1}_D) = 0$ in $\mathbb{R}^3$. Thus $\nabla \cdot \vec{\chi} = 0$, and it follows that $\nabla \times \vec{B}_{\vec{\psi}} = -\Delta \vec{\chi} = \vec{\psi} \mathbb{1}_D$ and...
(\nabla \times B_\phi)|_D = \bar{\phi} \in \mathbb{N}^\perp. \text{ For any } \bar{\phi} \in H^1(\mathbb{R}^3; \mathbb{R}^3) \text{ with } \text{curl}\bar{\phi} = 0 \text{ in } D, \text{ by virtue of the proof of Lemmas 11 and 13 we can find a sequence } \{\varphi_\varepsilon\} \subset C_0^\infty(\mathbb{R}^3; \mathbb{R}^3) \text{ such that } \varphi_\varepsilon \rightharpoonup \bar{\phi} \text{ in } H^1(\mathbb{R}^3; \mathbb{R}^3) \text{ and } \text{curl}\varphi_\varepsilon = 0 \text{ in } D. \text{ In particular, } \varphi_\varepsilon|_D \in \mathbb{N}. \text{ Hence we have }

0 = \int_D (\nabla \times \tilde{B}_\phi) \cdot \bar{\phi}_\varepsilon \, dx = \int_{\mathbb{R}^3} (\nabla \times \tilde{B}_\phi) \cdot \varphi_\varepsilon \, dx = \int_{\mathbb{R}^3} \tilde{B}_\phi \cdot (\nabla \times \bar{\phi}_\varepsilon) \, dx

\text{for all } \varepsilon, \text{ and thus }

\int_{\mathbb{R}^3} \tilde{B}_\phi \cdot (\nabla \times \bar{\phi}) \, dx = \lim_{\varepsilon \to 0} \int_{\mathbb{R}^3} \tilde{B}_\phi \cdot (\nabla \times \bar{\phi}_\varepsilon) \, dx = 0

\text{for all } \bar{\phi} \in H^1(\mathbb{R}^3; \mathbb{R}^3) \text{ with } \text{curl}\bar{\phi} = 0 \text{ in } D. \text{ This shows that } \tilde{B}_\phi \in \mathcal{C}. \quad \square

Now we give the proof of Theorem 3.

Proof of Theorem 3. Let us first assume $\tilde{B}_s = \tilde{B}_0$ and we need to show that $\text{curl}\tilde{\nu}_0 = 0$. Note that $\nabla \cdot \tilde{B}_0 = 0 \text{ a.e. as } \tilde{B}_0 = \nabla \times (\tilde{A}_0 - \tilde{a})$, and therefore $\nabla \times \nabla \times \tilde{B}_0 = -\Delta \tilde{B}_0$ in the weak sense. By (4.6), we have

$$\text{curl}\tilde{\nu}_0 = -\Delta \tilde{B}_0^3 + \tilde{B}_0^3 + 1 \text{ in } D$$

in the sense of distributions. So it suffices to show that

$$-\Delta \tilde{B}_s^3 + \tilde{B}_s^3 + 1 = 0 \text{ in } D. \quad (4.4)$$

By direct variation of $\varepsilon_0$ in the set $\mathcal{C}$, we obtain

$$\int_{\mathbb{R}^3} \tilde{B}_s \cdot \tilde{B} \, dx + \int_D (\nabla \times \tilde{B}_s + \tilde{a}) \cdot (\nabla \times \tilde{B}) \, dx = 0 \text{ for all } \tilde{B} \in \mathcal{C}. \quad (4.5)$$

Since $\nabla \cdot \tilde{B}_s = 0$, there exists $\tilde{\psi} \in H^2(\mathbb{R}^3; \mathbb{R}^3)$ such that $\nabla \times \tilde{\psi} = \tilde{B}_s$. One can choose $\tilde{\psi} = (-\Delta)^{-1} (\nabla \times \tilde{B}_s)$ and standard elliptic regularity implies $\tilde{\psi} \in H^2(\mathbb{R}^3; \mathbb{R}^3)$. It follows from (4.5) that

$$0 = \int_{\mathbb{R}^3} (\nabla \times \tilde{\psi}) \cdot \tilde{B} \, dx + \int_D (\nabla \times \tilde{B}_s + \tilde{a}) \cdot (\nabla \times \tilde{B}) \, dx$$

$$= \int_{\mathbb{R}^3} \tilde{\psi} \cdot (\nabla \times \tilde{B}) \, dx + \int_D (\nabla \times \tilde{B}_s + \tilde{a}) \cdot (\nabla \times \tilde{B}) \, dx$$

$$= \int_D (\tilde{\psi} + \nabla \times \tilde{B}_s + \tilde{a}) \cdot (\nabla \times \tilde{B}) \, dx$$

for all $\tilde{B} \in \mathcal{C}$. We deduce from Lemma 12 that $\tilde{\psi} + \nabla \times \tilde{B}_s + \tilde{a} \in (\mathbb{N}^\perp)^1 = \mathbb{N}$, and therefore the $x_3$-component of $\nabla \times (\tilde{\psi} + \nabla \times \tilde{B}_s + \tilde{a})$ equals zero, which is exactly (4.4) as desired.

Next assume $\text{curl}\tilde{\nu}_0 = 0$ and we show $\tilde{B}_s = \tilde{B}_0$. It suffices to show

$$\varepsilon_0(\tilde{B}_s) = \varepsilon_0(\tilde{B}_0). \quad (4.6)$$

By Lemma 12 we have

$$\int_D \tilde{\nu}_0 \cdot (\nabla \times \tilde{B}) \, dx = 0 \text{ for all } \tilde{B} \in \mathcal{C}. \quad (4.7)$$
Plugging $\vec{B}_0$ in (4.7) and using (1.6), we have

$$0 = \int_D \left( \nabla \times \vec{B}_0 + \vec{A}_0 \right) \cdot \left( \nabla \times \vec{B}_0 \right) \, dx$$

$$= \int_{\mathbb{R}^3} \left( \nabla \times \vec{B}_0 + (\vec{A}_0 - \vec{a}) + \vec{a} \right) \cdot \left( \nabla \times \vec{B}_0 \right) \, dx$$

$$= \int_D \left| \nabla \times \vec{B}_0 \right|^2 \, dx + \int_{\mathbb{R}^3} \left( \nabla \times (\vec{A}_0 - \vec{a}) \right) \cdot \vec{B}_0 \, dx + \int_{\mathbb{R}^3} \vec{a} \cdot \left( \nabla \times \vec{B}_0 \right) \, dx \quad (4.8)$$

$$= \int_D \left| \nabla \times \vec{B}_0 \right|^2 \, dx + \int_{\mathbb{R}^3} \left| \vec{B}_0 \right|^2 \, dx + \int_D \vec{a} \cdot \left( \nabla \times \vec{B}_0 \right) \, dx,$$

where the integration by parts can be easily justified by approximation by smooth functions. Using the above, one can rewrite

$$\mathcal{E}_0(\vec{B}_0) = \frac{1}{2} \int_{\mathbb{R}^3} \left| \vec{B}_0 \right|^2 \, dx + \frac{1}{2} \int_D \left| \nabla \times \vec{B}_0 + \vec{a} \right|^2 \, dx$$

$$= \frac{1}{2} \int_D \left( \vec{a} \cdot \left( \nabla \times \vec{B}_0 \right) + \left| \vec{a} \right|^2 \right) \, dx. \quad (4.9)$$

Next, using $\vec{B}_*$ as a test function in (4.5) and following similar calculations as above, we can rewrite

$$\mathcal{E}_0(\vec{B}_*) = \frac{1}{2} \int_D \left( \vec{a} \cdot \left( \nabla \times \vec{B}_* \right) + \left| \vec{a} \right|^2 \right) \, dx. \quad (4.10)$$

Using $\vec{B}_0$ as a test function in (4.5), we obtain

$$0 = \int_{\mathbb{R}^3} \vec{B}_* \cdot \vec{B}_0 \, dx + \int_D \left( \nabla \times \vec{B}_* + \vec{a} \right) \cdot \left( \nabla \times \vec{B}_0 \right) \, dx. \quad (4.11)$$

Plugging $\vec{B}_*$ in (4.7) and using (1.6) and exactly the same lines as in (4.8), we obtain

$$0 = \int_D \left( \nabla \times \vec{B}_0 \right) \cdot \left( \nabla \times \vec{B}_* \right) \, dx + \int_{\mathbb{R}^3} \vec{B}_0 \cdot \vec{B}_* \, dx + \int_D \vec{a} \cdot \left( \nabla \times \vec{B}_* \right) \, dx. \quad (4.12)$$

Comparing (4.11) with (4.12), we see that

$$\int_D \vec{a} \cdot \left( \nabla \times \vec{B}_0 \right) \, dx = \int_D \vec{a} \cdot \left( \nabla \times \vec{B}_* \right) \, dx.$$

This together with (4.9) and (4.10) gives (4.6) and hence $\vec{B}_* = \vec{B}_0$. This completes the proof of Theorem 4.

5. More explicit characterization of $H_{c1}$: proof of Theorem 5

The proof of Theorem 4 requires some preparation. Recall from Theorem 3 that $\vec{B}_*$ denotes the unique minimizer of the energy functional $\mathcal{E}_0$ in the space $\mathcal{C}$. From Lemma 8, there exists a unique $\vec{A}_* \in K_0$ such that $\nabla \times (\vec{A}_* - \vec{a}) = \vec{B}_*$. Then we have the following key lemma.

**Lemma 15.** Let $(\vec{v}_0, \vec{A}_0) \in V \times K_0$ be a minimizer of $\mathcal{G}_{h_0}$ and denote $\vec{B}_0 = \nabla \times (\vec{A}_0 - \vec{a})$. Let $\vec{B}_*$ be the unique minimizer of $\mathcal{E}_0$ in the space $\mathcal{C}$ and $\vec{A}_* \in K_0$ be the unique element satisfying $\nabla \times (\vec{A}_* - \vec{a}) = \vec{B}_*$. Further let $\vec{v}_* \in V$ be the unique minimizer of the functional

$$F(\vec{v}; \vec{A}_*) := \frac{1}{2} \int_D \left| \vec{v} - \vec{A}_* \right|^2 \, dx + \frac{1}{2h_0} |\text{curl}\vec{v}| \, (D). \quad (5.1)$$

Then we have $\text{curl} \vec{v}_0 = 0$ if and only if $\text{curl} \vec{v}_* = 0$. 

□
Proof. First assume that \( \text{curl} \hat{v}_0 = 0 \). By Theorem 3 we have \( \hat{B}_s = \hat{B}_0 \). As \( \hat{A}_0 \in K_0 \) and \( \nabla \times \left( \hat{A}_0 - \hat{\alpha} \right) = \hat{B}_0 = \hat{B}_s = \nabla \times \left( \hat{A}_s - \hat{\alpha} \right) \), by Lemma 8 we have \( \hat{A}_0 = \hat{A}_s \). If \( \hat{\alpha}_s \neq \hat{\alpha}_0 \), then \( F(\hat{\alpha}_s; \hat{A}_s) < F(\hat{\alpha}_0; \hat{A}_0) \) and it would follow that \( G_{h_0}(\hat{\alpha}_s; \hat{A}_0) < G_{h_0}(\hat{\alpha}_0; \hat{A}_0) \), which is a contradiction as \( (\hat{\alpha}_0, \hat{A}_0) \) minimizes \( G_{h_0} \). This implies that \( \hat{\alpha}_s = \hat{\alpha}_0 \) and hence \( \text{curl} \hat{v}_s = 0 \).

Next assume that \( \text{curl} \hat{v}_s = 0 \). We perform the convex duality arguments for \( F(\hat{\alpha}; \hat{A}) \) as in the proof of Theorem 1 with the Hilbert space \( H = L^2(D; \mathbb{R}^3) \). More precisely, let \( \hat{\xi} = \hat{\alpha} - \hat{A}_0 1_D \). Then we rewrite \( F \) as

\[
F(\hat{\alpha}; \hat{A}) = \mathcal{F}(\hat{\xi}) = \frac{1}{2} \| \hat{\xi} \|^2_{L^2(D)} + \Phi(\hat{\xi}),
\]

where \( \Phi(\hat{\xi}) = \frac{1}{2h_0} \| \text{curl}(\hat{\xi} + \hat{A}) \|_{L^2(D)} \). Using (2.3), we compute

\[
\Phi^*(\hat{\xi}) = \sup_{\hat{\phi} \in H} \left( \int_D \hat{\xi} \cdot \hat{\phi} \, dx - \frac{1}{2h_0} \| \text{curl}(\hat{\phi} + \hat{A}) \|_{L^2(D)} \right)
\]

\[
= \sup_{\hat{\phi} \in H} \left( \int_D \hat{\xi} \cdot (\hat{\phi} + \hat{A}) \, dx - \frac{1}{2h_0} \| \text{curl}(\hat{\phi} + \hat{A}) \|_{L^2(D)} \right) - \int_D \hat{\xi} \cdot \hat{A} \, dx
\]

\[
= \sup_{\hat{\phi} \in H} \left( \int_D \hat{\xi} \cdot (\hat{\phi} - \hat{A}) \, dx - \frac{1}{2h_0} \| \text{curl}(\hat{\phi} - \hat{A}) \|_{L^2(D)} \right) - \int_D \hat{\xi} \cdot \hat{A} \, dx
\]

provided

\[
\int_D \hat{\xi} \cdot \hat{\phi} \, dx \leq \frac{1}{2h_0} \| \text{curl}\hat{\phi} \|_{L^2(D)} \text{ for all } \hat{\phi} \in L^2(D; \mathbb{R}^3),
\]

(5.2)

where \( \| \text{curl}\hat{\phi} \|_{L^2(D)} \) is understood to equal \( +\infty \) if \( \hat{\phi} \notin V \), and \( \Phi^*(\hat{\xi}) = +\infty \) if (5.2) fails to hold true. By Lemma 6 we have \( \hat{\xi} \) minimizes \( \mathcal{F} \) if and only if \( \hat{\xi} \) minimizes \( \mathcal{F}^* \), where

\[
\mathcal{F}^*(\hat{\xi}) := \frac{1}{2} \int_D |\hat{\xi}|^2 \, dx + \int_D \hat{\xi} \cdot \hat{A} \, dx
\]

provided (5.2) holds true. As \( \hat{\alpha}_s \) is the minimizer of \( F \), we know that \( \hat{\xi}_s := \hat{\alpha}_s - \hat{A}_0 1_D \) satisfies (5.2) and it follows that \( \hat{\xi}_s = (\hat{\xi}_s, 0) \in N^\perp \), where the space \( N \) is defined in Lemma 12. Using Lemma 12 there exists \( \hat{B}_{\xi,s} \in C \) such that \( \nabla \times \hat{B}_{\xi,s} = \hat{\xi}_s 1_D \).

We claim that \( \nabla \times \hat{B}_s = \hat{\xi}_s 1_D \). Indeed, using (4.5) with \( \hat{B} = \hat{B}_s \) and \( \hat{B} = \hat{B}_{\xi,s} \), we obtain

\[
\int_{\mathbb{R}^3} |\hat{B}_s|^2 \, dx + \int_D |\nabla \times \hat{B}_s|^2 \, dx + \int_D \hat{\alpha} \cdot \left( \nabla \times \hat{B}_s \right) \, dx = 0
\]

(5.3)

and

\[
\int_{\mathbb{R}^3} \hat{B}_s \cdot \hat{B}_{\xi,s} \, dx + \int_D \left( \nabla \times \hat{B}_s \right) \cdot \left( \nabla \times \hat{B}_{\xi,s} \right) \, dx + \int_D \hat{\alpha} \cdot \left( \nabla \times \hat{B}_{\xi,s} \right) \, dx = 0.
\]

(5.4)

On the other hand, as \( \text{curl} \hat{\alpha}_s = 0 \), it follows from Lemma 12 that

\[
\int_D \hat{\alpha}_s \cdot \left( \nabla \times \hat{B} \right) \, dx = 0 \text{ for all } \hat{B} \in C.
\]

(5.5)

Note that \( \hat{\alpha}_s = \nabla \times \hat{B}_{\xi,s} + \hat{A}_s \) and \( \nabla \times \left( \hat{A}_s - \hat{\alpha} \right) = \hat{B}_s \). Using \( \hat{B} = \hat{B}_s \) in (5.5), we obtain

\[
0 = \int_D \left( \nabla \times \hat{B}_{\xi,s} + \hat{A}_s \right) \cdot \left( \nabla \times \hat{B}_s \right) \, dx
\]

\[
= \int_{\mathbb{R}^3} \left( \nabla \times \hat{B}_{\xi,s} + (\hat{A}_s - \hat{\alpha}) + \hat{\alpha} \right) \cdot \left( \nabla \times \hat{B}_s \right) \, dx
\]

\[
= \int_D \left( \nabla \times \hat{B}_{\xi,s} \right) \cdot \left( \nabla \times \hat{B}_s \right) \, dx + \int_{\mathbb{R}^3} \hat{B}_s^2 \, dx + \int_D \hat{\alpha} \cdot \left( \nabla \times \hat{B}_s \right) \, dx.
\]

(5.6)
Similar calculations using \( \vec{B} = \vec{B}_{\xi} \) in (5.3) give
\[
\int_D |\nabla \times \vec{B}_{\xi}|^2 + \int_{\mathbb{R}^3} \vec{B}_{\xi} \cdot \vec{B}_{\xi} \, dx + \int_D \vec{a} \cdot \left( \nabla \times \vec{B}_{\xi} \right) \, dx = 0. \tag{5.7}
\]
Comparing (5.3) with (5.6) we observe that
\[
\int_D \left| \nabla \times \vec{B}_{\xi} \right|^2 \, dx = \int_D \left( \nabla \times \vec{B}_{\xi} \right) \cdot \left( \nabla \times \vec{B}_{\xi} \right) \, dx. \tag{5.8}
\]
Next from (5.4) and (5.7) we have that
\[
\int_D \left( \nabla \times \vec{B}_{\xi} \right) \cdot \left( \nabla \times \vec{B}_{\xi} \right) \, dx = \int_D \left| \nabla \times \vec{B}_{\xi} \right|^2 \, dx. \tag{5.9}
\]
It follows from (5.8) and (5.9) that
\[
\int_D \left| \nabla \times \vec{B}_{\xi} - \nabla \times \vec{B}_{\xi} \right|^2 \, dx = 0,
\]
and hence \( \vec{B}_{\xi} \|= \nabla \times \vec{B}_{\xi} = \nabla \times \vec{B}_{\xi} \).

Now given \( \vec{\phi} \in H^1(\mathbb{R}^3; \mathbb{R}^3) \) with \( \int_D |\nabla \phi| \, dx \leq 1 \), as \( \vec{\xi} \) satisfies (5.2) and \( \nabla \times \vec{B}_{\xi} = \vec{\xi} \cdot 1_D \), we have
\[
\int_{\mathbb{R}^3} \vec{B}_{\xi} \cdot \left( \nabla \times \vec{\phi} \right) \, dx = \int_{\mathbb{R}^3} \left( \nabla \times \vec{B}_{\xi} \right) \cdot \vec{\phi} \, dx
= \int_D \left( \nabla \times \vec{B}_{\xi} \right) \cdot \vec{\phi} \, dx
= \int_D \vec{\xi} \cdot \vec{\phi} \, dx \leq \frac{1}{2\eta_0} \int_D |\nabla \phi| \, dx \leq \frac{1}{2\eta_0},
\]
where the integration by parts can be easily justified by approximation. Hence, by definition of the \( \|\cdot\| \) norm in (1.5), we have \( \|\vec{B}_{\xi}\| \leq \frac{1}{2\eta_0} \). It follows from Theorem 2 that \( \nabla \phi_0 = 0 \) and this completes the proof of the lemma.

We need an additional technical lemma.

**Lemma 16.** For any \( \vec{\phi} \in V \), we have
\[
|\nabla \phi|(D) = \int_0^L |\nabla \phi(\cdot, x_3)|(\Omega) \, dx_3. \tag{5.10}
\]

**Proof.** Given \( \vec{\phi} \in V \), let \( \{\phi_k\}_k \subset C^0(\overline{D}; \mathbb{R}^2) \) be a sequence such that \( \phi_k \to \vec{\phi} \) in \( L^2(D; \mathbb{R}^2) \) and \( |\nabla \phi_k|(D) \to |\nabla \phi|(D) \). Such a sequence exists from the proof of Lemma 11 (see also Proposition 2.3 in [28]). By Fubini’s theorem, for a.e. \( x_3 \in (0, L) \), the function \( \phi(\cdot, x_3) \) is measurable and belongs to \( L^2(\Omega; \mathbb{R}^2) \). For such \( x_3 \), we define
\[
f(x_3) := |\nabla \phi(\cdot, x_3)|(\Omega) = \sup_{\phi \in C^0(\Omega), \sup |\phi| \leq 1} \int_\Omega \phi(\hat{x}, x_3) \cdot \nabla \phi(\hat{x}) \, d\hat{x} \tag{5.11}
\]
and
\[
g(x_3) := \liminf_{k \to \infty} \int_\Omega |\nabla \phi_k(\hat{x}, x_3)| \, d\hat{x}. \tag{5.12}
\]
As \( \phi_k \to \vec{\phi} \) in \( L^2(D; \mathbb{R}^2) \), we have
\[
0 = \lim_{k \to \infty} \int_D \left| \phi_k - \vec{\phi} \right|^2 \, dx = \lim_{k \to \infty} \int_0^L \int_D \left| \phi_k - \vec{\phi} \right|^2 \, d\hat{x} \, dx_3.
\]
Therefore, denoting \( h_k(x_3) := \int_\Omega |\nabla \phi_k(\hat{x}, x_3) - \vec{\phi}(\hat{x}, x_3)|^2 \, d\hat{x} \), it follows that \( h_k \to 0 \) in \( L^1((0, L)) \), and upon extraction of a subsequence (not relabeled), we have \( h_k \to 0 \) a.e. in \( (0, L) \). This reads as \( \vec{\phi}_k(\cdot, x_3) \to \vec{\phi}(\cdot, x_3) \) in \( L^2(\Omega) \) for a.e. \( x_3 \in (0, L) \), and thus \( \nabla \phi_k \) converges to \( \nabla \phi \)
weakly* as measures. By lower semicontinuity of the total variation measure with respect to the weak* convergence, we have
\[ f(x_3) = |\text{curl} \hat{\theta}(\cdot, x_3)|(\Omega) \leq \liminf_{k \to \infty} |\text{curl} \hat{\theta}_k(\cdot, x_3)|(\Omega) \leq g(x_3) \text{ for a.e. } x_3 \in (0, L). \] (5.13)

Note that since \( \hat{\theta}_k \in C^\infty(D; \mathbb{R}^2) \), it is clear that \( |\text{curl} \hat{\theta}_k(\cdot, x_3)|(\Omega) \) is a measurable function of \( x_3 \) and so is \( g(x_3) \). For any \( \phi \in C^1_c(D) \) with \( |\phi| \leq 1 \), it follows from (5.11) and (5.13) that
\[ \int_D \hat{\theta}(x) \cdot \nabla^\perp \phi(x) \, dx = \int_0^L \hat{\theta}(\hat{x}, x_3) \cdot \nabla^\perp \phi(\hat{x}, x_3) \, d\hat{x} \, dx_3 \leq \int_0^L g(x_3) \, dx_3. \] This implies that
\[ \liminf_{k \to \infty} \int_0^L |\text{curl} \hat{\theta}_k(\cdot, x_3)| \, dx_3 \leq \int_0^L g(x_3) \, dx_3. \] (5.14)

On the other hand, using (5.12) and Fatou’s lemma, we have
\[ \int_0^L g(x_3) \, dx_3 = \int_0^L \liminf_{k \to \infty} |\text{curl} \hat{\theta}_k(\cdot, x_3)| \, dx_3 \]
\[ \leq \liminf_{k \to \infty} \int_0^L |\text{curl} \hat{\theta}_k(\cdot, x_3)| \, dx_3 \]
\[ = \lim_{k \to \infty} |\text{curl} \hat{\theta}_k(D) = |\text{curl} \hat{\theta}(D). \] (5.15)

Combining (5.14) with (5.15) we obtain
\[ |\text{curl} \hat{\theta}(D) = \int_0^L g(x_3) \, dx_3. \] (5.16)

Finally we show that \( f(x_3) = g(x_3) \) a.e. in \( (0, L) \). This together with (5.16) implies that \( f(x_3) \) is measurable and (5.10) holds true. Let us denote by \( m^* \) the outer measure on \( \mathbb{R} \). Define \( U := \{ x_3 \in (0, L) : g(x_3) > f(x_3) \} \) and \( U_j := \{ x_3 \in (0, L) : g(x_3) - f(x_3) > 1/j \} \). It follows from (5.13) that
\[ U = (\bigcup_j U_j) \bigcup Z \] (5.17)
for some \( Z \) with \( |Z| = 0 \). Now we claim that \( m^*(U_j) = 0 \) for all \( j \). Using (5.16) for all \( l \), there exists \( \phi_l \in C^1_c(D) \) with \( |\phi_l| \leq 1 \) such that
\[ \frac{1}{l} > \int_0^L g(x_3) \, dx_3 - \int_D \hat{\theta} \cdot \nabla^\perp \phi_l \, dx = \int_0^L \left( g(x_3) - \int_\Omega \hat{\theta} \cdot \nabla^\perp \phi_l \, d\hat{x} \right) \, dx_3. \]
Now we denote by \( U^l_j := \{ x_3 \in (0, L) : g(x_3) - \int_\Omega \hat{\theta} \cdot \nabla^\perp \phi_l \, d\hat{x} > 1/l \} \). From (5.11), it is clear that \( U_j \subset U^l_j \) for all \( l \) and hence
\[ m^*(U_j) \leq |U^l_j| \text{ for all } l. \]
By Chebyshev’s inequality, we have \( |U^l_j| \leq l \to 0 \) as \( l \to \infty \) and hence \( m^*(U_j) = 0 \) for all \( j \). We deduce from (5.17) that \( |U| = 0 \) and hence \( f(x_3) = g(x_3) \) a.e. in \( (0, L) \). □

Proof of Theorem 2. Recall that \( \bar{A}_s \in K_0 \) satisfies \( \nabla \times \left( \bar{A}_s - \bar{a} \right) = \bar{B}_s \) and \( \nabla \cdot \left( \bar{A}_s - \bar{a} \right) = 0 \). It follows that \( -\Delta \bar{A}_s = \nabla \times \nabla \times \bar{A}_s = \nabla \times \bar{B}_s \in L^2(\mathbb{R}^3; \mathbb{R}^3) \). By standard elliptic regularity and the Sobolev embedding theorem, we have \( \bar{A}_s \in H^2_{\text{loc}}(\mathbb{R}^3; \mathbb{R}^3) \hookrightarrow C^0_{\text{loc}}(\mathbb{R}^3; \mathbb{R}^3) \) for some \( \alpha < 1 \). Further, as \( B^2_3 \) satisfies (4.4), it follows from standard elliptic regularity that \( B^2_3 \in C^\infty(D) \). Let
\( \partial_s \) be as in Lemma 15. We first show that, for a.e. \( x_3 \in (0, L) \), \( v_\star(\cdot, x_3) \) minimizes (noting that \( \hat{A}_\star(\cdot, x_3) \) exists in the classical sense)

\[
F_{x_3}(\hat{\phi}) := \frac{1}{2} \| \hat{\phi} - \hat{A}_\star(\cdot, x_3) \|_{L^2(\Omega)}^2 + \frac{1}{2h_0} |\text{curl}\hat{\phi}|(\Omega).
\]

We denote by \( \hat{\psi}_{x_3} \) the unique minimizer of \( F_{x_3} \) in \( L^2(\Omega) \). By exactly the same convex duality arguments as in the proof of Lemma 15, we obtain that \( \hat{\psi}_{x_3} := \hat{\psi}_{x_3} - \hat{A}_\star(\cdot, x_3) \) minimizes

\[
F_{x_3}(\hat{\psi}) := \frac{1}{2} \int_{\Omega} |\hat{\psi}|^2 d\hat{x} + \frac{1}{2h_0} |\text{curl}(\hat{\psi} + \hat{A}_\star(\cdot, x_3))|(\Omega)
\]

if and only if \( \hat{\psi}_{x_3} \) minimizes

\[
F^\star_{x_3}(\hat{\psi}) := \frac{1}{2} \int_{\Omega} |\hat{\psi}|^2 d\hat{x} + \int_{\Omega} \hat{\psi} \cdot \hat{A}_\star d\hat{x},
\]

provided that

\[
\int_{\Omega} \hat{\psi} \cdot \hat{\phi} d\hat{x} \leq \frac{1}{2h_0} |\text{curl}\hat{\phi}|(\Omega) \quad \text{for all } \hat{\phi} \in L^2(\Omega).
\]

It is easy to see that \( \hat{\nabla} \cdot \hat{\psi}_{x_3} = 0 \), where \( \hat{\nabla} = (\partial_1, \partial_2) \). Indeed, by standard Hodge decomposition, one has the orthogonal decomposition \( \hat{\psi}_{x_3} = \hat{\psi}_1 + \hat{\psi}_2 \) where \( \hat{\nabla} \cdot \hat{\psi}_1 = 0 \) and \( \text{curl}\hat{\psi}_2 = 0 \). It follows that

\[
F_{x_3}(\hat{\psi}_{x_3}) = \frac{1}{2} \| \hat{\psi}_1 \|_{L^2(\Omega)}^2 + \frac{1}{2} \| \hat{\psi}_2 \|_{L^2(\Omega)}^2 + \frac{1}{2h_0} |\text{curl}(\hat{\psi}_1 + \hat{A}_\star)|(\Omega) \geq F_{x_3}(\hat{\psi}_1).
\]

As \( \hat{\psi}_{x_3} \) minimizes \( F_{x_3} \), it follows from the above that \( \hat{\psi}_{x_3} = \hat{\psi}_1 \) and hence \( \hat{\nabla} \cdot \hat{\psi}_{x_3} = 0 \). Therefore there exists \( \psi_{x_3} \in H^1(\Omega) \) such that \( \hat{\psi}_{x_3} = (\partial_2 \psi_{x_3}, -\partial_1 \psi_{x_3}) \) and \( \psi_{x_3} = 0 \) on \( \partial \Omega \). For all \( g \in L^2(\Omega) \), one can find \( \hat{f}_g \in H^1(\Omega) \) such that \( \text{curl}\hat{f}_g = g \). Indeed, one can solve \( \Delta f = g \) and let \( \hat{f}_g := (-\partial_2 f, \partial_1 f) \). Thus, it follows from (5.19) and an integration by parts that

\[
\int_{\Omega} \psi_{x_3} g d\hat{x} = \int_{\Omega} (\partial_2 \psi_{x_3}, -\partial_1 \psi_{x_3}) \cdot \hat{f}_g d\hat{x} \leq \frac{1}{2h_0} \| g \|_{L^1(\Omega)} \quad \text{for all } g \in L^2(\Omega).
\]

As \( L^2(\Omega) \) is dense in \( L^1(\Omega) \), we deduce from the above that \( \psi_{x_3} \in L^\infty(\Omega) \) and \( \| \psi_{x_3} \|_{L^\infty} \leq \frac{1}{2h_0} \). Plugging \( \psi_{x_3} \) into (5.18) and using \( \text{curl}\hat{A}_\star = B_3^3 + 1 \), we obtain that \( \psi_{x_3} \in H^1_0(\Omega) \) minimizes

\[
\min_{\| \psi \| \leq \frac{1}{2h_0}} \frac{1}{2} \int_{\Omega} |\nabla \psi|^2 d\hat{x} + \int_{\Omega} \psi \left( B_3^3(\cdot, x_3) + 1 \right) d\hat{x}.
\]

Now we define \( \hat{\psi}_\star(\hat{x}, x_3) := \hat{\psi}_{x_3}(\hat{x}) \) and we show that \( \hat{\psi}_\star \in V_\star \). First we show that \( \hat{\psi}_\star \) is measurable. As \( B_3^3 + 1 \in C^\infty(\Omega) \), by Proposition 18 in the appendix, we have \( \psi_{x_3} \in W^{2,p}(\Omega) \) and

\[
\| \psi_{x_3} \|_{W^{2,p}(\Omega)} \leq C \left( \| \psi_{x_3} \|_{L^p(\Omega)} + \| B_3^3(\cdot, x_3) + 1 \|_{L^p(\Omega)} \right)
\]

for all \( p \) and all \( 0 < x_3 < L \). By the Sobolev embedding theorem, \( \psi_{x_3} \in C^{1,\alpha}(\overline{\Omega}) \) and thus \( \psi_{x_3} = (\partial_2 \psi_{x_3}, -\partial_1 \psi_{x_3}) + \hat{A}_\star(\cdot, x_3) \in C^{1,\alpha}(\overline{\Omega}) \) for some \( \alpha < 1 \). Given \( x_3 \in (0, L) \) and any sequence \( \{ x_3^j \} \) converging to \( x_3 \), it is clear that \( \{ B_3^3(\cdot, x_3^j) \} \) converges to \( B_3^3(\cdot, x_3) \) locally uniformly on \( \Omega \). Thus we have \( \psi_{x_3^j} \rightarrow \psi_{x_3} \) in \( H^1(\Omega) \) by Proposition 17. It then follows from (5.21) that \( \{ \psi_{x_3^j} \} \) forms a bounded sequence in \( W^{2,p}(\Omega) \). By the compact Sobolev embedding theorem, up on extraction of a subsequence, \( \{ \psi_{x_3^n} \} \) converges strongly to \( \psi_{x_3} \) in \( C^1(\overline{\Omega}) \). As the whole sequence converges to \( \psi_{x_3} \) in \( H^1(\Omega) \), the convergence in \( C^1(\overline{\Omega}) \) holds true for the whole sequence. Hence \( \{ \hat{\psi}_{x_3^n} \} \) converges to \( \hat{\psi}_{x_3} \) uniformly on \( \overline{\Omega} \). For all \( n \in \mathbb{N} \), define
\[ \vartheta^H(\hat{x}, x_3) := \hat{\vartheta}_0(\hat{x})\mathbb{1}_{(0, \frac{1}{2})}(x_3) + \sum_{k=0}^{n-1} \delta_{\frac{k}{2n}}(\hat{x})\mathbb{1}_{\left[\frac{k}{2n}, \frac{k+1}{2n}\right]_L}(x_3). \] It is clear that \( \vartheta^H \) is measurable for all \( n \) and \( \vartheta^H \to \hat{\vartheta}_* \) a.e. in \( D = \Omega \times (0,L) \), and hence \( \hat{\vartheta}_* \) is measurable.

Next, defining \( h(x_3) := |\text{curl} \vartheta_{x_3}|(\Omega) \), we show that \( h \) is continuous. Given \( x_3 \in (0,L) \) and a sequence \( \{x^j_3\} \) converging to \( x_3 \), as \( \{\hat{\vartheta}_{x^j_3}\} \) converges to \( \hat{\vartheta}_{x_3} \), uniformly on \( \Omega \), it is clear that \( \text{curl} \hat{\vartheta}_{x^j_3} \) converges to \( \text{curl} \hat{\vartheta}_{x_3} \) weakly* as measures. By lower semicontinuity we have \( h(x_3) \leq \liminf h(x^j_3) \).

Now we show that \( h(x_3) \geq \limsup h(x^j_3) \). We argue by contradiction. Suppose not, then there exists some \( \delta_0 > 0 \) such that \( h(x_3) < h(x^j_3) - \delta_0 \) for some subsequence \( \{x^j_3\} \).

This translates to \( |\text{curl} \hat{\vartheta}_{x_3}|(\Omega) \leq |\text{curl} \hat{\vartheta}_{x^j_3}|(\Omega) - \delta_0 \). Using Young’s inequality, we obtain

\[
F_{x^j_3}(\hat{\vartheta}_{x_3}) = \frac{1}{2} \left\| \hat{\vartheta}_{x_3} - \hat{A}_*(\cdot, x^j_3) \right\|_{L^2(\Omega)}^2 + \frac{1}{2h_0} |\text{curl} \hat{\vartheta}_{x_3}|(\Omega) \\
\leq \frac{1}{2} (1 + \sigma) \left\| \hat{\vartheta}_{x^j_3} - \hat{A}_*(\cdot, x^j_3) \right\|_{L^2(\Omega)}^2 + C(\sigma) \left\| \hat{\vartheta}_{x_3} - \hat{\vartheta}_{x^j_3} \right\|_{L^2(\Omega)}^2 + \frac{1}{2h_0} |\text{curl} \hat{\vartheta}_{x^j_3}|(\Omega) - \frac{\delta_0}{2h_0} \\
= F_{x^j_3}(\hat{\vartheta}_{x^j_3}) + \frac{\sigma}{2} \left\| \hat{\vartheta}_{x^j_3} - \hat{A}_*(\cdot, x^j_3) \right\|_{L^2(\Omega)}^2 + C(\sigma) \left\| \hat{\vartheta}_{x_3} - \hat{\vartheta}_{x^j_3} \right\|_{L^2(\Omega)}^2 - \frac{\delta_0}{2h_0}
\]

for all \( \sigma > 0 \) and some constant \( C(\sigma) \) depending only on \( \sigma \). Note that \( \{\hat{\vartheta}_{x^j_3} - \hat{A}_*(\cdot, x^j_3)\} \) converges to \( \hat{\vartheta}_{x_3} - \hat{A}_*(\cdot, x_3) \) uniformly on \( \Omega \) and thus \( \left\| \hat{\vartheta}_{x^j_3} - \hat{A}_*(\cdot, x^j_3) \right\|_{L^2(\Omega)}^2 \) is bounded independent of \( k \) for \( k \) sufficiently large. Thus by letting \( \sigma \to 0 \) and then \( k \to \infty \) we observe that \( F_{x^j_3}(\hat{\vartheta}_{x_3}) < F_{x^j_3}(\hat{\vartheta}_{x^j_3}) \) for all \( k \) sufficiently large, which is a contradiction as \( \hat{\vartheta}_{x^j_3} \) is the minimizer of \( F_{x^j_3} \). This shows that \( \limsup h(x^j_3) \leq h(x_3) \leq \liminf h(x^j_3) \) for all sequences \( \{x^j_3\} \) converging to \( x_3 \), and thus \( h \) is continuous in \( (0,L) \). In particular, \( h \) is measurable.

Using Lemma 16 we have that

\[
\frac{1}{2} \int_D |\hat{\vartheta}_* - \hat{A}_*|^2 \, dx + \frac{1}{2h_0} |\text{curl} \hat{\vartheta}_*|(D) = \int_0^L \left( \frac{1}{2} \int_{\Omega} \left| \hat{\vartheta}_*(\hat{x}, x_3) - \hat{A}_*(\hat{x}, x_3) \right|^2 \, d\hat{x} + \frac{1}{2h_0} |\text{curl} \hat{\vartheta}_*(\cdot, x_3)|(\Omega) \right) \, dx_3 \\
\geq \int_0^L \left( \frac{1}{2} \int_{\Omega} \left| \hat{\vartheta}_{x_3}(\hat{x}) - \hat{A}_*(\hat{x}, x_3) \right|^2 \, d\hat{x} + \frac{1}{2h_0} |\text{curl} \hat{\vartheta}_{x_3}|(\Omega) \right) \, dx_3.
\]

It is clear from the above that \( \hat{\vartheta}_* \in L^2(D; \mathbb{R}^2) \) and \( \int_0^L h(x_3) dx_3 < \infty \). Further, it is straightforward to see that \( |\text{curl} \hat{\vartheta}_*|(D) \leq \int_0^L h(x_3) dx_3 \) and thus \( \hat{\vartheta}_* \in V \). Then (5.22) becomes

\[
\frac{1}{2} \int_D |\hat{\vartheta}_* - \hat{A}_*|^2 \, dx + \frac{1}{2h_0} |\text{curl} \hat{\vartheta}_*|(D) \geq \frac{1}{2} \int_D |\hat{\vartheta}_* - \hat{A}_*|^2 \, dx + \frac{1}{2h_0} |\text{curl} \hat{\vartheta}_*|(D).
\]

As \( \hat{\vartheta}_* \) is the unique minimizer of \( F \) (given in (5.1)) in \( V \), it follows that \( \hat{\vartheta}_* = \hat{\vartheta}_0 \).

Using Lemma 16 we have that \( |\text{curl} \hat{\vartheta}_{x_3}|(\Omega) = 0 \) if and only if \( |\text{curl} \hat{\vartheta}_{x_3}|(\Omega) = 0 \) for a.e. \( x_3 \in (0,L) \). Given \( x_3 \in (0,L) \), recall that \( \hat{\vartheta}_{x_3} = (\hat{\vartheta}_2\psi_{3x_3} - \hat{\vartheta}_1\psi_{3x_3}) + \hat{A}_*(\cdot, x_3) \) and \( \hat{B}_* = \nabla \times (\hat{A}_* - \hat{\vartheta}_0) \), and thus \( \text{curl} \hat{\vartheta}_{x_3} = -\hat{\Delta}_x \psi_{x_3} + B^2_3(\cdot, x_3) + 1 \) as measures, where \( \hat{\Delta} \) is the 2d Laplacian. By standard theory about the obstacle problem (5.20), \( \text{curl} \hat{\vartheta}_{x_3} = 0 \) if and only if \( -\hat{\Delta}_x \psi_{x_3} + B^2_3(\cdot, x_3) + 1 = 0 \) if and only if the unique solution \( \hat{\psi}_{x_3} \) of the following problem

\[
\begin{cases}
-\hat{\Delta} \psi + (B^2_3(\cdot, x_3) + 1) = 0 & \text{in } \Omega, \\
\psi = 0 & \text{on } \partial \Omega
\end{cases}
\]
satisfies $\|\tilde{\psi}_x\|_\infty \leq \frac{1}{2\alpha_0}$ and thus $\psi_{x_3} = \tilde{\psi}_{x_3}$. Therefore $\text{curl}\delta_x = 0$ if and only if $\|\psi_{x_3}\|_\infty \leq \frac{1}{2\alpha_0}$ for a.e. $x_3 \in (0, L)$. This is further equivalent to $\|\psi_{x_3}\|_\infty \leq \frac{1}{2\alpha_0}$ for all $x_3 \in (0, L)$ because of the convergence of $\{\psi_j\}$ to $\psi_3$ in $C^1(\overline{\Omega})$ provided $x_j^+ \to x_3$. The conclusion of Theorem 4 hence follows from this and Lemma 15.

\[\square\]

6. Appendix

In this appendix, we give the proof of some regularity for the double obstacle problem (5.20) in the proof of Theorem 4. We consider a slightly more general problem. Let $a_1 < 0 < a_2$ be two constants, and denote

$$\mathcal{K} := \left\{ u \in H^1_0(\Omega) : a_1 \leq u \leq a_2 \text{ a.e. in } \Omega \right\}. \quad (6.1)$$

It is clear that $\mathcal{K}$ is a closed, nonempty and convex subset of $H^1_0(\Omega)$. Let $f \in L^2(\Omega)$ and consider the minimization problem

$$\min_{u \in \mathcal{K}} \left\{ \frac{1}{2} \int_\Omega |\nabla u|^2 \, dx - \int_\Omega u f \, dx \right\}. \quad (6.2)$$

It is standard that $u$ solves the problem (6.2) if and only if $u$ solves the variational inequality

$$\int_\Omega \nabla u \cdot \nabla (v - u) \, dx \geq \int_\Omega f (v - u) \, dx \text{ for all } v \in \mathcal{K}. \quad (6.3)$$

By the Lions-Stampacchia theorem (see Theorem 3.1 in [29], page 93) we have

**Proposition 17.** Let $\Omega \subset \mathbb{R}^2$ be a bounded domain. Then for each $f \in L^2(\Omega)$, there exists a unique solution $u \in \mathcal{K}$ to the variational inequality (6.3). Further let $f_1, f_2 \in L^2(\Omega)$ and $u_1, u_2 \in \mathcal{K}$ be the solution of the variational inequality (6.3) with data $f_1, f_2$ respectively, then

$$\|u_1 - u_2\|_{H^1} \leq C \|f_1 - f_2\|_{L^2}$$

for some constant $C$ independent of $f_1, f_2$.

The $C^{1,\alpha}$ regularity of solutions to single obstacle problems is well-known (see, e.g., [29]). On the other hand, the literature on double obstacle problems seems to be limited, although similar regularity results have been established (see, e.g., [14], [24], [15]). What we need is a strong dependence on the data of the solution to the problem, which should be well-known to experts. However, we were not able to find an explicit reference on this result. So we provide a proof by slightly modifying the proof for single obstacle problems (see Chapter 5 in [29] for the convenience of the reader).

**Proposition 18.** Let $\Omega \subset \mathbb{R}^2$ be a bounded smooth domain. Let $\mathcal{K}$ be defined in (6.1) and $f \in L^p(\Omega)$ for some $p \geq 2$. Then the solution $u \in \mathcal{K}$ of the variational inequality (6.3) satisfies $u \in W^{2,p}_0(\Omega)$ and

$$\|u\|_{W^{2,p}(\Omega)} \leq C \left( \|u\|_{L^p(\Omega)} + \|f\|_{L^p(\Omega)} \right) \quad (6.4)$$

for some constant $C$ independent of $f$.

We slightly modify the duality argument for single obstacle problem as in Chapter 5, [29]. We need the following lemmas.

**Lemma 19.** Let $u \in \mathcal{K}$ be the solution of the variational inequality (6.3). Then we have $-f^- \leq -\Delta u \leq f^+$ in $H^{-1}$, where $f^+ = \max\{f, 0\}$ and $f^- = \max\{-f, 0\}$ are the positive and negative parts of $f$, respectively.
Proof. To show \(-f^- \leq -\Delta u\) in \(H^{-1}\), we consider \(y \in H^1_0(\Omega)\) satisfying
\[
y \geq u \text{ a.e., } \int_{\Omega} \nabla y \cdot \nabla (w - y) \, dx \geq -\int_{\Omega} f^- (w - y) \, dx \text{ for all } w \in H^1_0(\Omega), w \geq u.
\] (6.5)

This is a single obstacle problem. The existence and uniqueness of solutions is well-known. We claim that \(y = u\). Then taking \(w = u + v\) for any \(v \in H^1_0(\Omega)\) and \(v \geq 0\), it follows that
\[
\int_{\Omega} \nabla u \cdot \nabla v \, dx \geq -\int_{\Omega} f^- v \, dx \text{ for all } v \in H^1_0(\Omega), v \geq 0,
\]
which is exactly what we need to conclude that \(-f^- \leq -\Delta u\) in \(H^{-1}\).

We first show that \(y \leq a_2\) a.e. in \(\Omega\). Let \(w = y - (y - a_2)^+ \geq u\). Plugging \(w\) into (6.5) gives
\[
-\int_{\Omega} \nabla y \cdot \nabla (y - a_2)^+ \, dx \geq \int_{\Omega} f^- (y - a_2)^+ \, dx.
\]
Also noting that \(\nabla a_2 = 0\), we have
\[
\int_{\Omega} \nabla a_2 \cdot \nabla (y - a_2)^+ \, dx \geq -\int_{\Omega} f^- (y - a_2)^+ \, dx.
\]
Adding the above two inequalities gives
\[
\int_{\Omega} \left| \nabla (y - a_2)^+ \right|^2 \, dx = \int_{\Omega} \nabla (y - a_2) \cdot \nabla (y - a_2)^+ \, dx \leq 0
\]
and thus \((y - a_2)^+ = 0\) a.e., which implies \(y \leq a_2\) a.e. in \(\Omega\).

Next we show that \(y \leq u\). Let \(v = u + (y - u)^+ \geq u\). Then \(a_1 \leq v \leq a_2\). Plugging \(v\) into (6.6) we obtain
\[
\int_{\Omega} \nabla u \cdot \nabla (y - u)^+ \, dx \geq \int_{\Omega} f^+(y - u)^+ \, dx.
\]
Take \(w = y - (y - u)^+ \geq u\). Plugging \(w\) into (6.5) gives
\[
-\int_{\Omega} \nabla y \cdot \nabla (y - u)^+ \, dx \geq \int_{\Omega} f^- (y - u)^+ \, dx.
\]
Adding the above two inequalities gives
\[
\int_{\Omega} \left| \nabla (y - u)^+ \right|^2 \, dx = \int_{\Omega} \nabla (y - u) \cdot \nabla (y - u)^+ \, dx \\
\leq -\int_{\Omega} (f + f^-) (y - u)^+ \, dx = -\int_{\Omega} f^+(y - u)^+ \, dx \leq 0,
\]
and thus \(y \leq u\) a.e. in \(\Omega\). Hence we conclude that \(y = u\) and as discussed above, it follows that \(-f^- \leq -\Delta u\) in \(H^{-1}\).

To show that \(-\Delta u \leq f^+\) in \(H^{-1}\), we consider \(z \in H^1_0(\Omega)\) such that
\[
z \leq u \text{ a.e., } \int_{\Omega} \nabla z \cdot \nabla (w - z) \, dx \geq \int_{\Omega} f^+(w - z) \, dx \text{ for all } w \in H^1_0(\Omega), w \leq u.
\] (6.6)

Following the same lines as above (see the proof of Theorem 2.1 in Chapter 5, [29] for details), one can show that \(z = u\). Taking \(w = u - v\) for all \(v \in H^1_0(\Omega)\) and \(v \geq 0\) in (6.6) gives \(-\Delta u \leq f^+\) in \(H^{-1}\).

\[\square\]

Lemma 20. Let \(\Omega \subset \mathbb{R}^2\) be a bounded smooth domain. Let \(K\) be defined in (6.1) and \(f \in L^2(\Omega)\).

Then the solution \(u \in K\) of the variational inequality [6.3] satisfies \(u \in H^2(\Omega)\).

Proof. We denote by \(H = L^2(\Omega)\) and \(V = H^1_0(\Omega)\). Further we denote by \(\langle \cdot, \cdot \rangle_H\) and \(\langle \cdot, \cdot \rangle_V\) the duality between \(H'\) and \(H\) and between \(V'\) and \(V\), respectively. Using Lemma [19] we have
\[-\Delta u - f \leq f^+ - f = f^- \text{ and } -\Delta u - f \geq f^- - f = f^+ \text{ in } V'. \] Now for all \( v \in V \), using the Cauchy-Schwarz inequality, we have
\[
\langle -\Delta u - f, v \rangle_V = \langle -\Delta u - f, v^+ \rangle_V - \langle -\Delta u - f, v^- \rangle_V \\
\leq \langle f^-, v^+ \rangle_H + \langle f^+, v^- \rangle_H \\
\leq ||f^-||_H ||v^+||_H + ||f^+||_H ||v^-||_H \leq ||f||_H ||v||_H. \tag{6.7}
\]
Similarly we have
\[
\langle -\Delta u - f, v \rangle_V = \langle -\Delta u - f, v^+ \rangle_V - \langle -\Delta u - f, v^- \rangle_V \\
\geq -\langle f^+, v^+ \rangle_H - \langle f^-, v^- \rangle_H \\
\geq -||f^+||_H ||v^+||_H - ||f^-||_H ||v^-||_H \geq -||f||_H ||v||_H. \tag{6.8}
\]
As \( V \) is dense in \( H \), \(-\Delta u - f \) can be extended to be a bounded linear operator on \( H \) and thus \(-\Delta u \in L^2(\Omega) \). Further we have \( ||-\Delta u||_{L^2(\Omega)} \leq 2||f||_{L^2(\Omega)} \). It follows from standard elliptic regularity (see, e.g., Theorem 8.12 in [18]) that \( u \in H^2(\Omega) \).

**Proof of Proposition 18.** From Lemma 20 we know \( u \in H^2(\Omega) \), and thus \(-\Delta u - f \leq f^+ \) a.e. in \( \Omega \) by Lemma 19. We claim that \(-\Delta u \in L^p(\Omega) \). To this end, we carry out arguments similar to those in (6.7) and (6.8) to find that for all \( v \in L^2(\Omega) \subset L^{p'}(\Omega) \) for \( \frac{1}{p} + \frac{1}{p'} = 1 \), we have
\[
\int_\Omega (-\Delta u - f) v dx \leq \int_\Omega (f^- v^+ + f^+ v^-) dx \leq \int_\Omega |f||v| dx \leq ||f||_{L^p} ||v||_{L^{p'}}
\]
and
\[
\int_\Omega (-\Delta u - f) v dx \geq -\int_\Omega (f^+ v^+ + f^- v^-) dx \geq -\int_\Omega |f||v| dx \geq -||f||_{L^p} ||v||_{L^{p'}}.
\]
As \( L^2(\Omega) \) is dense in \( L^{p'}(\Omega) \), it follows that \(-\Delta u - f \) can be extended to be a bounded linear operator on \( L^{p'}(\Omega) \) and thus \(-\Delta u \in L^p(\Omega) \) and \( ||-\Delta u||_{L^p} \leq 2||f||_{L^p} \). It follows from standard elliptic regularity (see, e.g., Theorem 9.13 in [18]) that \( u \in W^{2,p}(\Omega) \) and the estimate (6.4) holds true. \( \square \)
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