Multi-Parametric Extremum Seeking-based Auto-Tuning for Robust Input-Output Linearization Control

Mouhacine Benosman

Abstract—We study in this paper the problem of iterative feedback gains tuning for a class of nonlinear systems. We consider Input-Output linearizable nonlinear systems with additive uncertainties. We first design a nominal Input-Output linearization-based controller that ensures global uniform boundedness of the output tracking error dynamics. Then, we complement the robust controller with a model-free multi-parametric extremum seeking (MES) control to iteratively auto-tune the feedback gains. We analyze the stability of the whole controller, i.e. robust nonlinear controller plus model-free learning algorithm. We use numerical tests to demonstrate the performance of this method on a mechatronics example.

I. INTRODUCTION

Input-Output feedback linearization with static state feedback is a very well known nonlinear control approach, which has been extensively used to solve trajectory tracking for nonlinear systems [1]. Its robust version has also been extensively studied, e.g. [2], [3], [4], [5]. The main approaches proposed, either combine a linear robust controller with the linearization controller to achieve some robustness w.r.t. to structural model uncertainties and measurable disturbances, e.g. [4] and references therein, or use high gains observers to estimate the input disturbance and use the estimation to compensate for the disturbance and recover some performance of the feedback linearization controller, e.g.[2]. In this work we focus on specific problem for Input-Output feedback linearization control, namely, iterative feedback gains tuning.

Indeed, the use of learning algorithm to tune feedback gains of nominal linear controllers to achieve some desired performances has been studied in several papers, e.g. [6], [7], [8], [9]. In this work, we try to extend these approaches to a more general setting of uncertain nonlinear systems (refer to [10] for preliminary results). We consider here a particular class of nonlinear systems, namely, nonlinear models affine in the control input, which are linearizable via state feedback. We consider bounded additive model uncertainties with known upper bound function.

We propose a simple modular iterative gains tuning controller that ensures global uniform boundedness of the output tracking error dynamics. Then, we complement the robust controller with a model-free multi-parametric extremum seeking (MES) control to iteratively auto-tune the feedback gains. We analyze the stability of the whole controller, i.e. robust nonlinear controller plus model-free learning algorithm. We use numerical tests to demonstrate the performance of this method on a mechatronics example.

II. NOTATIONS AND DEFINITIONS

Throughout the paper we will use \( | \cdot | \) to denote the Euclidean norm; i.e., for \( x \in \mathbb{R}^n \) we have \( |x| = \sqrt{x^T x} \). We will use the notations \( \text{diag} \{ m_1, \ldots, m_n \} \) for \( n \times n \) diagonal matrix, \( z(i) \) denotes the \( i \)th element of the vector \( z \). We use \( (\cdot) \) for the short notation of time derivative and \( f(c)(t) \) for \( \frac{df(t)}{dt} \). \( \text{Max}(V) \) denotes the maximum element of a vector \( V \), and \( \text{sgn}(\cdot) \) denotes for the sign function. We denote by \( \mathbb{C}^k \) functions that are \( k \) times differentiable, and by \( \mathbb{C}^\infty \) a smooth function. A function is said analytic in a given set, if it admits a convergent Taylor series approximation in some neighborhood of every point of the set. An impulsive dynamical system is said to be well-posed if it has well defined distinct resetting times, admits a unique solution over a finite forward time interval and does not exhibits any Zeno solutions, i.e. an infinitely many resetting of the system in finite time interval [13]. Finally, in the sequel when we talk about error trajectories boundedness, we mean uniform boundedness as defined in [11] (p.167, Definition 4.6) for nonlinear continuous systems, and in [13] (p. 67, Definition 2.12) for time-dependent impulsive dynamical systems.

III. PROBLEM FORMULATION

A. Class of systems

We consider here affine uncertain nonlinear systems of the form:

\[
\begin{align*}
\dot{x} &= f(x) + \Delta f(x) + g(x)u, \quad x(0) = x_0 \\
y &= h(x),
\end{align*}
\]

where \( x \in \mathbb{R}^n, u \in \mathbb{R}^r, y \in \mathbb{R}^m \) (\( n_0 \geq m \)), represent respectively the state, the input and the controlled output vectors, \( x_0 \) is a known initial condition, \( \Delta f(x) \) is a vector field representing additive model uncertainties. The vector fields \( f, \Delta f \), columns of \( g \) and function \( h \) satisfy the following assumptions.

Assumption 1: \( f : \mathbb{R}^n \to \mathbb{R}^n \) and the columns of \( g : \mathbb{R}^n \to \mathbb{R}^{n \times r} \) are \( \mathbb{C}^\infty \) vector fields on a bounded set \( X \) of \( \mathbb{R}^n \) and \( h(x) \) is a \( \mathbb{C}^\infty \) function on \( X \). The vector field \( \Delta f(x) \) is \( \mathbb{C}^1 \) on \( X \).

Assumption 2: System (I) has a well-defined (vector) relative degree \( \{ r_1, \ldots, r_m \} \) at each point \( x^0 \in X \), and the system is linearizable, i.e. \( \sum_{i=1}^m r_i = n \) (see e.g. [1]).

Assumption 3: The uncertainty vector \( \Delta f \) is s.t. \( |\Delta f(x)| \leq d(x) \forall x \in X \), where \( d : X \to \mathbb{R} \) is a smooth nonnegative function.
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Assumption 4: The desired output trajectories $y_{id}$ are smooth functions of time, relating desired initial points $y_i$ at $t = 0$ to desired final points $y_{if}$ at $t = t_f$, and s.t. $y_{id}(t) = y_{if}, \forall t \geq t_f, t_f > 0$, $i \in \{1, \ldots, m\}$.

B. Control objectives

Our objective is to design a feedback controller $u(x, K)$, which ensures for the uncertain model (1) uniform boundedness of a tracking error, and for which the stabilizing feedback gains vector $K$ is iteratively auto-tuned, to optimize a desired performance cost function.

We stress here that the goal of the gain auto-tuning is not stabilization but rather performance optimization. To achieve this control objective, we proceed as follows: We design a ‘passive’ robust controller which ensures boundedness of the tracking error dynamics, and we combine it with a model-free learning algorithm to iteratively (resting from the same initial condition at each iteration) auto-tune the feedback gains of the controller, and optimize online a desired performance cost function.

IV. CONTROLLER DESIGN

A. Step one: Passive robust control design

Under Assumption 2 and nominal conditions, i.e. $\Delta f = 0$, system (1) can be written as [1]:

$$y^{(r)}(t) = b(\xi(t)) + A(\xi(t))u(t),$$

where

$$y^{(r)}(t) \triangleq (y^{(r_1)}(t), \ldots, y^{(r_m)}(t))^T,$$

$$\xi(t) = (\xi^{(1)}(t), \ldots, \xi^{(m)}(t))^T,$$

$$\xi_i(t) = (y_i(t), \ldots, y_i^{(r_i+1)}(t)), 1 \leq i \leq m,$$

and $b, A$ write as functions of $f, g, h$, and $A$ is non-singular in $X$ ([11], pp. 234-288).

At this point we introduce one more assumption on the system.

Assumption 5: We assume that the additive uncertainties $\Delta f$ in (1) appear as additive uncertainties in the linearized model (2), (3), as follows

$$y^{(r)}(t) = b(\xi) + \Delta b(\xi) + A(\xi)u,$$

where $\Delta b \in C^1$ on $\tilde{X}$, and s.t. $|\Delta b(\xi)| \leq d_2(\xi) \forall \xi \in \tilde{X}$, where $d_2 : \tilde{X} \to \mathbb{R}$ is a smooth nonnegative function, and $\tilde{X}$ is the image of the set $X$ by the diffeomorphism $x \to \xi$ between the states of (1) and (2).

Remark 1: Assumption 5 can be ensured under the so-called matching conditions ([14], p. 146).

If we consider the nominal model (2) first, we can define a virtual input vector $v$ as

$$b(\xi(t)) + A(\xi(t))u(t) = v(t).$$

Combining (4) and (5), we obtain the linear (virtual) Input-Output mapping

$$y^{(r)}(t) = v(t).$$

Based on the linear system (6), we propose the stabilizing output feedback for the nominal system (4) with $\Delta b(\xi) = 0$ as

$$u_{nom} = A^{-1}(\xi)(v_\xi + b(\xi)), v_\xi = (v_{s1}, \ldots, v_{sm})^T$$

$$v_{si} = y_i^{(r_i)} - K_r(y_i^{(r_i+1)} - y_i^{(r_i+1)} - \ldots - K_r^i(y_i - y_{id}),$$

$i \in \{1, \ldots, m\}$.

Denoting the tracking error vector as $e_i(t) = y_i(t) - y_{id}(t)$, we obtain the tracking error dynamics

$$e_i^{(r_i)}(t) + K_r e_i^{(r_i-1)}(t) + \ldots + K_r^i e_i(t) = 0, i = 1, \ldots, m, \quad (8)$$

and by tuning the gains $K_r^i, i = 1, \ldots, m$, $j = 1, \ldots, r_i$ such that all the polynomials in (8) are Hurwitz, we obtain global asymptotic stability of the tracking errors $e_i(t)$, $i = 1, \ldots, m$.

To formalize this condition let us state the following assumption.

Assumption 6: We assume that there exist a nonempty set $\mathcal{K}$ of gains $K_r^i, i = 1, \ldots, m$, $j = 1, \ldots, r_i$ such that the polynomials in (8) are Hurwitz.

Remark 2: Assumption 6 is well known in the Input-Output linearization control literature. It simply states that we can find gains that stabilize the polynomials in (8), which can be done for example by pole placements.

Next, if we consider that $\Delta b(\xi) \neq 0$ in (4), the global asymptotic stability of the error dynamics will not be guaranteed anymore due to the additive error vector $\Delta b(\xi)$, we then choose to use Lyapunov reconstruction technique (e.g. [12]) to obtain a controller ensuring practical stability of the tracking error. This controller is presented in the following theorem.

Theorem 1: Consider the system (1) for any $x_0 \in \mathbb{R}^n$, under Assumptions 1, 2, 3, 4, 5 and 6, with the feedback controller

$$u = A^{-1}(\xi)(v_\xi(t, \xi) - b(\xi)) - A^{-1}(\xi)(\frac{\partial V}{\partial x_{ind}})k d_2(\xi),$$

$$v_\xi = \begin{pmatrix} v_{s1} \\ v_{s2} \\ \vdots \\ v_{sm} \end{pmatrix}$$

$$v_{si} = y_i^{(r_i)} - K_r^i(y_i^{(r_i+1)} - y_i^{(r_i+1)} - \ldots - K_r^i(y_i - y_{id}),$$

Where, $K_r^i \in \mathcal{K}, j = 1, \ldots, r_i, i = 1, \ldots, m$, and $\frac{\partial V}{\partial x_{ind}} = \begin{pmatrix} \frac{\partial V}{\partial x_{s1}} \\ \frac{\partial V}{\partial x_{s2}} \\ \vdots \\ \frac{\partial V}{\partial x_{sm}} \end{pmatrix}$, $V = z^TPz, P > 0$ such that $PA + A^TP = -I$, with $A$ being an $n \times n$ matrix defined as

$$\hat{A} = \begin{pmatrix} 0, 1, 0, & \ldots, & 0 \\ 0, 0, 1, & \ldots, & 0 \\ \vdots & & \ddots & & \vdots \\ 0, 0, 0, & \ldots, & 0, 1, 0 \\ -K_r^1, \ldots, -K_r^1, 0, & \ldots, & 0 \\ \vdots & & \ddots & & \vdots \\ 0, \ldots, 0, & \ldots, & 0, -K_r^m, \ldots, -K_r^m \end{pmatrix},$$

and $z = (z_1, \ldots, z_m)^T$, $z_i = (e_i, \ldots, e_i^{(r_i+1)})$, $i = 1, \ldots, m$. Then, the vector $z$ is uniformly bounded and reached the positive invariant set $S = \{z \in \mathbb{R}^m | 1 - k |\frac{\partial V}{\partial x_{ind}}| \geq 0\}$.  

Proof: The proof has been removed due to space constraints. It will appear in a longer journal version of this work.

B. Iterative tuning of the feedback gains

In Theorem 1 we showed that the passive robust controller (9) leads to bounded tracking errors attracted to the invariant set $S$ for a given choice of the feedback gains $K_r^i, j = 1, \ldots, r_i, i = 1, \ldots, m$. Next, to iteratively tune the feedback gains of (9), we define a desired cost function, and use a multi-variable extremum seeking to iteratively auto-tune the gains and minimize the defined cost function. We first denote the cost function to be minimized
as $Q(z(\beta))$ where $\beta$ represents the optimization variables vector, defined as
\[
\beta = [\delta K_1, ..., \delta K_{i1}, ..., \delta K_{im}, \delta k]^T \tag{11}
\]
such that the updated feedback gains write as
\[
K^i_j = K^i_j - \text{nominal} + \delta K^i_j, \quad j = 1, ..., r_i, \quad i = 1, ..., m.
\]
where $K^i_j - \text{nominal}$, $j = 1, ..., r_i$, $i = 1, ..., m$ are the nominal initial values of the feedback gains chosen such that Assumption (5) is satisfied.

Remark 3: The choice of the cost function $Q$ is not unique. For instance, if the controller tracking performance at the time specific instants $I \tau_f$, $I = 1, 2, 3...$ is important for the targeted application (see the example presented in Section VII), one can choose $Q$ as
\[
Q(z(\beta)) = z^T(T)(I \tau_f)C_1 z(I \tau_f), \quad C_1 > 0 \tag{13}
\]
If other performance needs to be optimized over a finite time interval, for instance a combination of a tracking performance and a control power performance, then one can choose for example the cost function
\[
Q(z(\beta)) = \int_{t_{I-1}}^{t_I} z^T(t)C_1 z(t)dt + \int_{t_{I}}^{t_{I+1}} u^T(t)C_2 u(t)dt, \quad I = 1, 2, 3..., \quad C_1, C_2 > 0 \tag{14}
\]
The gains variation vector $\beta$ is then used to minimize the cost function $Q$ over the iterations $I \in \{1, 2, 3,...\}$. Following multi-parametric extremum seeking theory [15], the variations of the gains are defined as
\[
\hat{x}_{K_j} = a_{K_j} \sin(\omega_{K_j} t - \frac{\pi}{2})Q(z(\beta))

\delta K_j(t) = x_{K_j}(t) + a_{K_j} \sin(\omega_{K_j} t + \frac{\pi}{2}), \quad j = 1, ..., r_i, \quad i = 1, ..., m,
\]
\[
\hat{x}_k = a_k \sin(\omega_k t - \frac{\pi}{2})Q(z(\beta))

\delta k(t) = x_k(t) + a_k \sin(\omega_k t + \frac{\pi}{2}),
\]
where $a_{K_j}$, $j = 1, ..., r_i$, $i = 1, ..., m$, $a_k$ are positive tuning parameters, and
\[
\omega_1 + \omega_2 \neq \omega_3, \quad \forall \omega_1, \omega_2, \omega_3 \in \{\omega_{K_j}, \omega_k, \quad j = 1, ..., r_i, \quad i = 1, ..., m}\,
\tag{15}
\]
with $\omega_i > \omega^*$, $\forall \omega_i \in \{\omega_{K_j}, \omega_k, \quad j = 1, ..., r_i, \quad i = 1, ..., m\}$, $\omega^*$ large enough.

To study the stability of the learning-based controller, i.e. controller (9), with the varying gains (12) and (15), we first need to introduce some additional Assumptions.

Assumption 7: We assume that the cost function $Q$ has a local minimum at $\beta^*$.

Assumption 8: We consider that the initial gain vector $\beta$ is sufficiently close to the optimal gain vector $\beta^*$.

Assumption 9: The cost function is analytic and its variation with respect to the gains is bounded in the neighborhood of $\beta^*$, i.e. $|\frac{\partial Q}{\partial \beta} (\beta)| \leq \Theta_2 > 0$.

Thus, Theorem 2: Consider the system (4) for any $x_0 \in \mathbb{R}^n$, under Assumptions 1, 2, 3, 4, 5 and 6, with the feedback controller
\[
u = A^{-1}(\xi)(v_x(t, \xi) - \Delta^-(\xi))(\frac{\partial u}{\partial \Delta \Delta_{\text{ind}}})k(t) dz(e),
\]
and
\[
u_s(t, \xi) = \dot{y}_d(t) - K(t)(y(t-1) - y_d(t-1)) - ...
\]
where, the state vector is reset following the resetting law $x(I \tau_f) = x_0, \quad I \in \{1, 2, 3,...\}$, the desired trajectory vector is rest following $\dot{y}_d(t) = y_d(t - (I - 1)t_f), \quad (I - 1)t_f \leq t < I \tau_f, \quad I \in \{1, 2, 3,...\}$, and $K(t) \in \mathbb{K}, \quad j = 1, ..., r_i, \quad i = 1, ..., m$ are piecewise continues gains switched at each iteration $I, \quad I \in \{1, 2, 3,...\}$, following the update law
\[
\delta K_j(t) = K_j \text{- nominal} + \delta K_j(t)

\delta k(t) = \delta k((I - 1)t), \quad (I - 1)t_f \leq t < I \tau_f, \quad I = 1, 2, 3,... \tag{18}
\]
where, $\delta K_j, \delta k$ are given by (15), (16) and whereas the rest of the coefficients are defined similarly to Theorem (1). Then, the obtained closed-loop impulsive time-dependent dynamic system (4), (15), (16), (17) and (18), is well posed, the tracking error $z$ is uniformly bounded, and is steered at each iteration $I$ towards the positive invariant set $S_I = \{z \in \mathbb{R}^n | 1 - k_I |\frac{\Delta}{\Delta_{\text{ind}}} | \geq 0, \quad k_I = \beta(t + 1)n\}$, where $\beta_I$ is the value of $\beta$ at the $I$th iteration. Furthermore, $Q(\beta(I \tau_f)) - Q(\beta^*) \leq \Theta_2 (\frac{\omega_0}{h_0} + \sum_{i=1}^{m} a_{K_j}^2 + a_k^2) \Theta_1, \Theta_2 > 0$, for $I \rightarrow \infty$, where $\omega_0 = \max(\omega_{K_1}, ..., \omega_{K_m}, \omega_k)$, and $Q$ satisfies Assumptions (7) and (2). Wherein, the vector $\beta$ remains bounded over the iterations, s.t. $|\beta((I + 1)t_f) - \beta(I \tau_f)| \leq 0.5 t_f \max(a_{K_1}, ..., a_{K_m}, a_k)\Theta_2 + t_f \omega_0 \sqrt{\sum_{i=1}^{m} a_{K_j}^2 + a_k^2}$, $I \in \{1, 2, 3,...\}$, and satisfies asymptotically the bound $|\beta(I \tau_f) - \beta^*| \leq \frac{\omega_0}{h_0} + \sqrt{\sum_{i=1}^{m} a_{K_j}^2 + a_k^2}, \quad \Theta_1 > 0, \quad I \rightarrow \infty$.

Proof: The proof has been removed due to space constraints. It will appear in a longer journal version of this work.

Remark 4: In Theorem 2, we show that in each iteration $I$, the tracking error vector $z$ is directed toward the invariant set $S_I$. However, due to the finite time-interval length $t_f$ of each iteration, we cannot guaranty that the vector $z$ enters $S_I$ in each iteration (unless we are in the trivial case where $z_0 \in S_I$). All what we guaranty is that the vector norm $|z|$ starts from a bounded value $|z_0|$ and remains bounded during the iterations with an upper-bound which can be estimated as function of $|z_0|$ by using the bounds of the quadratic Lyapunov functions $V_I, \quad I = 1, 2, 3,...$ i.e. a uniform boundedness result ([13), p 6, def. 2.12].

In the next section we propose to illustrate this approach on a mechatronics system.

V. THE CASE OF ELECTROMAGNETIC ACTUATORS

We apply here the method presented above to the case of electromagnetic actuators.

System modelling: Following (16), (17), we consider the following
where, \(x_a\) represents the armature position physically constrained between the initial position of the armature \(0\), and the maximal position of the armature \(x_f\). \(\Delta x = \frac{dx}{dt}\) represents the armature velocity, \(m\) is the armature mass, \(k\) the spring constant, \(x_0\) the initial spring length, \(\gamma\) the damping coefficient (assumed to be constant), \(\frac{\gamma m}{(b + x_a)^2}\) represents the electromagnetic force (EMF) generated by the coil, \(a, b\) are two constant parameters of the coil, \(R\) the resistance of the coil, \(L = \frac{m}{\gamma}\) the coil inductance, \(\frac{\gamma m}{(b + x_a)^2}\) represents the back EMF. Finally, \(i\) denotes the coil current, \(\frac{dx}{dt}\) its time derivative and \(u\) represents the control voltage applied to the coil. In this model we do not consider the saturation region of the flux linkage in the magnetic field generated by the coil, since we assume a current and armature motion ranges within the linear region of the flux.

Passive robust controller: In this section we first design a nonlinear passive robust control based on Theorem 1. Following Assumption 1 we define \(x_{ref}\) a desired armature position trajectory, s.t. \(x_{ref}\) is a smooth (at least \(C^2\)) function satisfying the initial/final constraints: \(x_{ref}(0) = 0, x_{ref}(t_f) = x_f, \dot{x}_{ref}(0) = 0, \dot{x}_{ref}(t_f) = 0\), where \(t_f\) is a desired finite motion time and \(x_f\) a desired final position. We consider the dynamical system (19) with bounded parametric uncertainties on the spring coefficient \(\delta k\), with \(|\delta k| \leq k_{max}\), and the damping coefficient \(\delta \eta\), with \(|\delta \eta| \leq \eta_{max}\), such that \(k = k_{nominal} + \delta k, \eta = \eta_{nominal} + \delta \eta\), where \(k_{nominal}, \eta_{nominal}\) are the nominal values of the spring stiffness and the damping coefficient, respectively. If we consider the state vector \(x = (x_a, \dot{x}_a, i)\), and the controlled output \(x_a\), the uncertain model of electromagnetic actuators can be written in the form of (11), as

\[
\dot{x} = \begin{bmatrix}
\dot{x}_a \\
\dot{\dot{x}}_a \\
i
\end{bmatrix}
= \begin{bmatrix}
\frac{k_{nominal}}{m} (x_a x_0 - x_a) - \frac{\eta_{nominal}}{m} x_a \dot{x}_a + \frac{\gamma m}{(b + x_a)^2} x_a + \frac{\gamma m}{(b + x_a)^2} u \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
x_2 \\
0 \\
i
\end{bmatrix}
+ \begin{bmatrix}
\frac{\partial k}{(b + x_a)} (x_a x_0 - x_a) + \frac{\partial \eta}{(b + x_a)} u \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
0 \\
x_a \\
i
\end{bmatrix}
+ \begin{bmatrix}
0 \\
0 \\
i
\end{bmatrix}
\begin{bmatrix}
\dot{x}_a \\
i
\end{bmatrix}
\]

(20)

Assumption 1 is clearly satisfied over a nonempty bounded set \(X\), as for Assumption 2, it is straightforward to check that if we compute the third time-derivative of the output \(x_a\), the control variable \(u\) appears in a nonsingular expression, which implies that \(r = n = 3\). Assumption 3 is also satisfied since \(|\Delta f(x)| \leq \frac{\delta k_{max}}{m}|x_a - x_a| + \frac{\delta \eta_{max}}{m}|x_a|\).

Next, following the Input-Output linearization method, we can write

\[
\frac{dy^{(3)}}{dt} = \frac{dy^{(3)}}{dt} = \frac{k_{nominal}}{m} \dot{x}_a - \frac{\eta_{nominal}}{m} x_a + \frac{\gamma m}{(b + x_a)^2} x_a - \frac{\gamma m}{(b + x_a)^2} u,
\]

(21)

which is of the form of equation (4), with \(A = -\frac{\delta k_{max}}{m}, b = -\frac{\delta \eta_{max}}{m}, \Delta b = -\frac{\delta k_{max}}{m}, \Delta \eta = -\frac{\delta \eta_{max}}{m}, \Delta \eta = -\frac{\delta \eta_{max}}{m}\), and the additive uncertainty term \(\Delta b = -\frac{\delta k_{max}}{m}|x_a| + \frac{\delta \eta_{max}}{m}|x_a|\).

Theorem 1. Let us define the tracking error vector \(z = (z_1, z_2, z_3) = (x_a - x_{ref}, \dot{x}_a - \dot{x}_{ref}, \ddot{x}_a - \ddot{x}_{ref})\), where \(\dot{x}_{ref} = \frac{dx_{ref}}{dt}, \ddot{x}_{ref} = \frac{d^2x_{ref}}{dt^2}\). Next, using Theorem 1 we can write the following robust passive controller

\[
u = \frac{m(b + x_a)}{R \dot{x}_a} \left( u_a + \frac{k_{nominal}}{m} \dot{x}_a + \frac{\eta_{nominal}}{m} x_a - \frac{R_i}{(b + x_a)^2} \right) + \frac{m(b + x_a)}{R \dot{x}_a} \left( \frac{\gamma m}{(b + x_a)^2} \dot{x}_a + \frac{\gamma m}{(b + x_a)^2} x_a \right), \quad k > 0
\]

(22)

where, \(V = z^T P z, P > 0\) solution of the equation \(P \ddot{z} + \dot{P} z = -I\), with

\[
\ddot{z} = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \end{bmatrix}
\]

(23)

where \(K_1, K_2, K_3\) are chosen such that \(\dot{z}\) is Hurwitz.

Learning-based auto-tuning of the controller gains: We use now the results of Theorem 2 to iteratively auto-tune the feedback gains of the controller (24). Considering a cyclic behavior of the actuator with each iteration happening over a time interval of length \(t_f\), following (13) we define the cost function as

\[
Q(z(\beta)) = C_1 z_1^2 (I_1)^2 + C_2 z_2^2 (I_2)^2 + C_3 z_3^2 (I_3 t_f)^2,
\]

(24)

where \(I_1 = 1, 2, 3, \ldots\) is the number of iterations, \(C_1, C_2, C_3 > 0\), and \(\beta = (\delta K_1, \delta K_2, \delta K_3, \delta \eta)^T\), such as the feedback gains write as

\[
K_1 = K_{1nominal} + \delta K_1,
K_2 = K_{2nominal} + \delta K_2,
K_3 = K_{3nominal} + \delta K_3,
\]

(25)

where \(K_{1nominal}, K_{2nominal}, K_{3nominal}\) are the nominal initial values of the feedback gains in (22).

Focusing on (13), (16), and (19) the variations of the estimated gains are given by

\[
\dot{x}_{K_1} = \frac{a K_1 \sin(\omega t - \frac{\pi}{2})}{2} Q(z(\beta))
\]

(26)

where \(a_{K_1}, a_{K_2}, a_{K_3}, a_k\) are positive and \(\omega_\eta + \omega_q \neq \omega_r, p, q, r \in \{1, 2, 3, 4, 5\}\), for \(p \neq q \neq r\).

Simulation results: We show here the behavior of the proposed approach on the electromagnetic actuator example presented in (18), where the model (19) is used with the numerical values of Table 1. The desired trajectory has been selected as the 5th order polynomial \(x_{ref}(t) = \sum_{i=0}^{5} a_i(t) t_f^i\), where the \(a_i\)’s have been computed to satisfy the boundary constraints \(x_{ref}(0) = 0, x_{ref}(t_f) = x_f, \dot{x}_{ref}(0) = \dot{x}_{ref}(t_f) = 0, \ddot{x}_{ref}(0) = \).
\( \ddot{x} + f(t_f) = 0 \), with \( t_f = 1 \text{ sec} \), \( x_f = 0.5 \text{ mm} \).

Furthermore, to make the simulation case more challenging we assume an initial error both on the position and the velocity \( z_1(0) = 0.01 \text{ mm}, z_2(0) = 0.1 \text{ mm/sec} \). Note that these values may seem small, but for this type of actuators it is usually the case that the armature starts from a predefined static position constrained mechanically, so we know that the initial velocity is zero and we know in advance very precisely the initial position of the armature. However, we want to show the performances of the controller on some challenging cases. We also select the nominal feedback gains \( K_1 = -500, K_2 = -125, K_3 = -26, k = 1 \), satisfying Assumption 5. In this test we compare the performances of the passive robust controller (22) with the fixed nominal gains, to the learning controller (22), (25), (26), where \( C_1 = 500, C_2 = 500, C_3 = 10, \) and the learning coefficients for each feedback gain are \( \omega_1 = 7.5 \text{ rad/sec}, \omega_2 = 5.3 \text{ rad/sec}, \omega_3 = 5.1 \text{ rad/sec}, \omega_4 = 6.1 \text{ rad/sec} \). We point out here that to accelerate the learning convergence rate, which is related to the choice of the coefficients \( a_{K_i}, i = 1, 2, 3, a_k \), e.g. [19], we have chosen to use a varying amplitude for the coefficients. Indeed, it is well known, e.g. [20], that choosing varying coefficients, which start with a high value to accelerate the search initially and then are tuned down when the cost function becomes smaller, accelerates the learning and achieves a convergence to a tighter neighborhood of the local optimum (due to decrease of the dither amplitudes). To implement this idea, we simply use piece-wise constant coefficients as follows: \( a_{K_1} = 200, a_{K_2} = 120, a_{K_3} = 20, a_k = 0.2, \) initially and then tuned them down to \( a_{K_1} = 200Q(1)/2, a_{K_2} = 120Q(1)/2, a_{K_3} = 20Q(1)/2, a_k = 0.2Q(1)/2, \) when \( Q \leq Q(1)/2 \) and then to \( a_{K_1} = 200Q(1)/3, a_{K_2} = 120Q(1)/3, a_{K_3} = 2Q(1)/3, a_k = 0.2Q(1)/3, \) when \( Q \leq Q(1)/3 \), where \( Q(1) \) denotes the value of the cost function at the first iteration. We show on figures 1(a) 1(b) the performance of the position and the velocity tracking, with and without the learning algorithm. We see clearly the effect of the learning algorithm that makes the landing velocity closer to the desired zero landing velocity as shown on figure 1(a). The associated coil current and voltage signals are also reposted on figures 2(a) and 2(b) respectively. It is worth mentioning here that the optimized performance in this example is focused mainly on the impact point, i.e. the position and velocity of the armature at \( t = t_f \), this is why we choose a cost function as \( \int_{t_0}^{t_f} \) instead of a cost function based on the integral of the tracking error. We also report on figure 3(b) the cost function value along the learning iterations. We see a clear decrease of the cost function which reaches a local optimum after about 40 iterations. We point out here that the transient behavior of the cost function which oscillates with relative large amplitude is due to the choice of learning amplitudes \( a_{K_i} \)’s, which we choose to initiate at high values to accelerate the learning process. We can obtain much lower excursion amplitudes during the transient behavior at the expense of the convergence speed, by choosing smaller learning amplitudes. We also report the learned feedback gains on figures 4(a), 4(b), 4(c) and 4(d) respectively. They also show a trend of convergence, with final oscillations around the convergence point. The excursion of these oscillations can be easily tuned by the tuning of the learning coefficients \( a_{K_i}, i = 1, 2, 3, 4. \)

### Table I

| Parameter | Value |
|-----------|-------|
| \( m \)   | 0.27 [kg] |
| \( R \)   | 6 [\Omega] |
| \( \eta \) | 7.53 [kg/sec] |
| \( x_0 \) | 8 [mm] |
| \( k \)   | 158 [N/mm] |
| a         | \( 14.96 \times 10^{-6} \) [Nm^2/A^2] |
| b         | \( 4 \times 10^{-5} \) [m] |

### Figures

- **Fig. 1.** Obtained outputs vs. reference trajectory - Controller (22) without learning (dashed line), with learning (bold line)
- **Fig. 2.** Coil voltage and learning - Controller (22)

## VI. Conclusion

In this work we have studied the problem of iterative feedback gains tuning for Input-Output linearization with static state feedback. We first used Input-Output linearization with static state feedback method and ‘robustified’ it with respect to bounded additive model uncertainties, using Lyapunov reconstruction techniques, to ensure uniform boundedness of a tracking error vector. Secondly, we complemented the Input-Output linearization controller with a model-free learning algorithm to iteratively auto-tune the control feedback gains and optimize a desired performance of the system. The learning algorithm used here is based on multi-parametric extremum seeking theory. The full controller, i.e. the learning algo-
algorithm together with the passive robust controller forms an iterative gains auto-tuning Input-Output linearization controller. We have reported some numerical results obtained on an electromagnetic actuators example. Future investigations will focus on improving the convergence rate by using different MES algorithms with semi-global convergence properties, e.g. [21], [22], [23], extending this work to different type of model-free learning algorithms, e.g. reinforcement learning algorithms, and comparing the learning algorithms in terms of their convergence rate and achievable optimal performances.
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