A NEW ESTIMATE OF THE HUBBLE TIME WITH IMPROVED MODELING OF GRAVITATIONAL LENSES

JONATHAN COLES

Institut für Theoretische Physik, Universität Zürich, Winterthurerstrasse 190, CH-8057, Zürich, Switzerland; jonathan@physik.uzh.ch

Received 2007 June 25; accepted 2008 February 18

ABSTRACT

This paper examines free-form modeling of gravitational lenses using Bayesian ensembles of pixelated mass maps. The priors and algorithms from previous work are clarified and significant technical improvements are made. Lens reconstruction and Hubble time recovery are tested using mock data from simple analytic models and recent galaxy formation simulations. Finally, using published data, the Hubble time is inferred through the simultaneous reconstruction of 11 time delay lenses. The result is $H_0^{-1} = 13.7^{+1.6}_{-1.8}$ Gyr ($H_0 = 71^{+6}_{-8}$ km s$^{-1}$ Mpc$^{-1}$).

Subject headings: cosmological parameters — gravitational lensing

1. INTRODUCTION

Gravitational lenses (GLs) provide a fantastic natural tool for probing many of the large-scale properties of the cosmos. Recent applications range from estimating the age of the universe (Saha et al. 2006) to studying the dark matter profiles of galaxies (Read et al. 2007) to testing alternative theories of gravity (Ferreras et al. 2007).

Despite their potential, GLs are difficult to study because of several degeneracies such as the position of the source and the mass distribution of the lensing object. This paper focuses on strong lensing of quasars by galaxies, but the techniques developed can equally be applied to clusters. Many have tried to fit models to GLs by assuming different galaxy structures. Young et al. (1981) were the first to do so with King models, and many others have followed using a variety of single isothermal ellipses, Sérsic models, or de Vaucouleurs profiles (for a review, see Kochanek 2004). But different models can easily give different results (Vuissoz et al. 2007).

This kind of modeling is generally called parametric modeling. Each model has a nominal amount of parameters that can be adjusted. But while one model may fit the data, the degeneracies make it difficult to determine how well these models really represent the lens; and as pointed out by Bernstein & Fischer (1999) and more recently by Read et al. (2007) in connection with time delays, without extreme care these models can be very sensitive to the assumptions.

In contrast, free-form or nonparametric models reconstruct the lens on a grid or a set of basis functions. No particular form is assumed, and the results allow a wider range of solutions than parametric models might. Such modeling is not unique to lensing, though.

Schwarzschild (1979) used nonparametric modeling to show for the first time that it is possible to construct a triaxial stellar system in equilibrium. He showed that there existed a distribution of stars on orbits that fit a given density function $D$. The three-dimensional space of a galaxy was divided into $M$ cells, and $D$ was expressed by $D(U) = \sum_{I=1}^{M} C(I) B(I,J)$, where $B(I,J)$ is the orbit density for an orbit $I$ in cell $J$, calculated using test particles in a fixed potential, and $C(I)$, the number of stars on orbit $I$, was determined numerically by solving a linear program.

In a very similar manner, Schwarzschild’s technique can be applied to lenses. Modeling the lenses on a grid was first introduced by Saha & Williams (1997) and then later extended to include both weak and strong lensing by AbdelSalam et al. (1998).

Similar methods have also been used by Diego et al. (2005) and Bradač et al. (2005). But in contrast to Schwarzschild, it is desirable to show the variety of solutions rather than just existence. This important feature is incorporated into the work of Williams & Saha (2000) and the software PixeLens (Saha & Williams 2004). Related approaches are developed in Trotter et al. (2000) and Keeton & Winn (2003). Given a large ensemble of models, one or several variables are examined while averaging out (marginalizing) the others. The same principle is used in statistical mechanics. However, the use of marginalization is sometimes overlooked, leading to a misunderstanding that pixelated models are “grossly underconstrained” because the number of variables exceeds the number of data points.

Pixelated modeling has the advantage of allowing the form of the lens to vary. It does not presuppose important parameters and can produce models that would otherwise not be possible with parametric modeling. For instance, while parametric models already showed that steepness is an important parameter (Wambsganss & Paczynski 1994), pixelated models showed that shape degeneracies, which are often difficult to capture with parametric models, cannot be ignored (Saha & Williams 2006); twists and nonuniform stretching are also easily found.

In this paper, pixelated lens modeling and the constraints imposed on the models are explicitly defined. The algorithms are improved with several optimization techniques and the enhanced method is tested against lenses from an $N$-body simulation and another fictitious data set. Finally, a system of 11 lenses is used in the same way as Saha et al. (2006) to further constrain the Hubble time.

2. CREATING MODELS

PixeLens generates an ensemble of lens models that fit the input data. In the Bayesian way, the ensemble itself provides estimates and uncertainties. Each model consists of a set of $n$ discrete mass squares with density $\rho$, a source position $\beta$, and optionally, a variable $h$ which is proportional to $H_0$. If the time delays are unknown, the value of $h$ is fixed. In this paper, where the time delays are known, $h$ varies across the ensemble. The positions of observed images and the redshifts of the source and lens are taken to be given with errors small enough to be ignored. Time delays between images, when available, are similarly assumed to be accurate. Tests from Saha et al. (2006) show that adjusting these numbers slightly to simulate errors has much less effect than the model uncertainties.
The mass density in each square, or pixel, is the projected mass density on the plane of the sky in units of the critical density. The pixelated surface is a disk of radius pixrad pixels. The total number of pixels is then about \( \pi \times \text{pixrad}^2 \). The extent of the modeled mass, maprad, defaults to min(\( r_{\text{max}} + r_{\text{min}} \), 2\( r_{\text{max}} - r_{\text{min}} \)), where \( r_{\text{min}} \) and \( r_{\text{max}} \) are the distances of the innermost and outermost images, respectively. This allows for a buffer zone outside the outermost image when required.

Following Blandford & Narayan (1986), the arrival time is the light travel time scaled by

\[
  h^{-1} T(z_L, z_S) = (1 + z_L) \frac{D_L D_S}{c D_{LS}},
\]

where \( z_L \) is the redshift of the lens, and \( D_L, D_S, \) and \( D_{LS} \) are the distances from observer to lens, observer to source, and lens to source, respectively. This removes the dependence on a particular cosmology. The \( h^{-1} \) factor comes through the distance factors.

The arrival time at position \( \theta \) is given by

\[
  \tau(\theta) = \frac{1}{2} |\theta|^2 - \theta \cdot \beta - \int \ln|\theta - \theta'| \kappa(\theta') d^2 \theta'.
\]

This can be interpreted as a surface, which is modeled with a summation over the pixel densities,

\[
  \tau(\theta) = \frac{1}{2} |\theta|^2 - \theta \cdot \beta - \sum_n \kappa_n Q_n(\theta) + \gamma_1 \left( \theta_x^2 - \theta_y^2 \right) + 2 \gamma_2 \theta_x \theta_y.
\]

Two additional terms involving \( \gamma_1 \) and \( \gamma_2 \) are added to account for external shear from neighboring galaxies.

The function \( Q \) is the integral from equation (2) evaluated over a square pixel with side length \( a \) and is defined using the same notation as in Saha & Williams (1997). Let \( x, y \) be the Cartesian components of \( \theta \), \( r^2 = x^2 + y^2 \), and

\[
  \hat{Q}_n(x, y) = (2\pi)^{-1} \left[ x^2 \arctan(y/x) + y^2 \arctan(x/y) + xy \ln r^2 - 3 \right].
\]

Then

\[
  Q_n(x, y) = \hat{Q}_n(x_+, y_+) + \hat{Q}_n(x_-, y_-) - \hat{Q}_n(x_-, y_+) - \hat{Q}_n(x_+, y_-),
\]

where \( x_{\pm} = x - x_n \pm a/2 \) and \( y_{\pm} = y - y_n \pm a/2 \).

The function \( \tau \) is linear in all the unknowns \( \beta, \kappa_n, \gamma_1, \) and \( \gamma_2 \). Constraints are placed on \( \tau \) and the unknowns so that the results are physical. The data constraints come directly from lensing theory. The priors, or assumptions, are additional constraints that are physically motivated.

As a side note, the source position can be negative because it is relative to the center, but it must be positive in order to encode it as part of the linear program. This is resolved by adding a constant internally.

1 Many have suggested that it would be better to discretize the potential, but the potential is not naturally discrete and doing so would require recovering the mass from Poisson’s equation; guaranteeing that the mass remains positive is difficult and involves a double derivative which produces noisy results.

**Data Constraint 1.** Images are observed where the arrival time surface is stationary, \( \nabla \tau(\theta) = 0 \) (Fermat’s principle),

\[
  \theta_{ix} - \beta_x - \sum_d \frac{dQ/d\theta_{ix}}{d^2 \theta^i} = 0,
\]

\[
  \theta_{iy} - \beta_y - \sum_d \frac{dQ/d\theta_{iy}}{d^2 \theta^i} = 0.
\]

**Data Constraint 2.** The time delay between two images \( \theta_i \) and \( \theta_j \) must be consistent with observations,

\[
  h^{-1} (\text{obs delay}) = \frac{\tau(\theta_i) - \tau(\theta_j)}{T(z_L, z_S)}. \tag{7}
\]

If the time delays are unknown, the time ordering can be inferred from the morphology and imposed by

\[
  \tau(\theta_i) - \tau(\theta_j) \geq 0. \tag{8}
\]

**Data Constraint 3.** At each \( \theta \), there are two constraints of the form

\[
  \epsilon \left| \frac{\partial^2 \tau(\theta)}{\partial \theta^i \partial \theta^j} \right| \leq \left| \frac{\partial^2 \tau(\theta)}{\partial \theta^i \partial \theta^j} \right|, \tag{9}
\]

where \( \theta_i \) and \( \theta_j \) are the local radial and tangential directions and \( \epsilon = 1/10 \) by default. This ensures that the image elongation is between \( \epsilon \) and \( 1/\epsilon \) when projected along the radial direction. In practice, the default does not place any constraints on the image. If an image is known to be elongated, then \( \epsilon \) can be changed. In particular, this was used in AbdelSalam et al. (1998).

**Data Constraint 4.** If a model contains \( N \) lenses, they must share the same Hubble constant,

\[
  h_{\text{lens}_1} = h_{\text{lens}_2} = \cdots = h_{\text{lens}_N}. \tag{10}
\]

When \( H_0 \) is unspecified, then \( H_0 \) is allowed to vary from model to model but not from lens to lens within a single model.

The following priors are the assumptions made about the lensing systems. All are well defined and astrophysically justified, as explained below.

**Prior 1.** The density cannot be negative,

\[
  \kappa_n \geq 0. \tag{11}
\]

This is a quite trivial requirement, but one that can often be difficult to ensure with other techniques. The linear programming algorithm employed here guarantees this prior by design.

Notice the similarity between Schwarzschild’s equation from Chapter 1 and equation (3) and prior 2. There is a linear function \( D \) or \( \tau \) whose value is known and a summation over a product where one of the product terms is calculated beforehand \( B \) or \( Q \). Schwarzschild was limited at the time to what he could say about the unknowns, but negative values were not allowed. The goal was only to show the existence of one solution, because no one knew at the time whether a triaxial solution was possible. With lenses, much more can be said about the unknowns and lensing is known to occur.

**Prior 2.** Most lens are assumed to have inversion symmetry, unless the lenses are observed to be interacting or otherwise strongly asymmetric,

\[
  \kappa_{i,j} = \kappa_{-i,-j}. \tag{12}
\]
Prior 3. The density gradient should point within \( \theta = 45^\circ \) of the center,

\[
\begin{align*}
&[i \ j] \mathbf{M} \nabla \kappa_{i,j} \geq 0, \\
&[i \ j] \mathbf{M}^T \nabla \kappa_{i,j} \geq 0,
\end{align*}
\]

where

\[
\mathbf{M} = \begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix},
\]

\[
\nabla \kappa_{i,j} \equiv (2a)^{-1}(\kappa_{i+1,j} - \kappa_{i-1,j} - \kappa_{i,j+1} - \kappa_{i,j-1}),
\]

and \( a \) is the pixel size. This complicated expression is just saying that if the density gradient of a pixel were pointing at most \( \theta \) away from the center then moving the pixel’s position by \( \theta \) should align the density gradient so that it points directly at the center. If the gradient is greater than \( \theta \) the greater than or equal to condition will not be satisfied.

Prior 4. The density of a pixel must be no more than twice the average density of its neighbors,

\[
\kappa_n \leq 2 \frac{1}{N(n)} \sum_{i \in N(n)} \kappa_i, \quad n \neq 1.
\]

This is a weak smoothing criterion. Normally, it is not applied to the central pixel, which can have arbitrary density.

Prior 5. The mass profile must be steeper than \( r^{-2} \). Let \( R_i \) be the set of all pixels on a discretized “ring” \( i \) of radius \( r_R \), one pixel thick. The number of pixels in a ring is \( |R_i| \). Let \( C_i = r_{R_i}^2/|R_i| \), then

\[
C_i \sum_{n \in R_i} \kappa_n - C_{i+1} \sum_{n \in R_{i+1}} \kappa_n \geq 0.
\]

The default radial mass profile constraint has \( s = 0.5 \). This is intentionally rather shallow, but as explained in Saha & Williams (2004), this is motivated by evidence showing that total density distribution in central regions of ellipticals is roughly isothermal, i.e., \( r^{-2} \). Furthermore, the projected gas density in the Milky Way scales as \( r^{-1.75} \) (Binney et al. 1991).

Again, the most important thing to realize from the constraints and the discretized lens equation is that the constraints are all linear. They can therefore be solved using any number of linear programming techniques. However, rather than find one solution, the space of all solutions is sampled to understand the distribution.

2.1. Bayesian Monte Carlo Markov Chain Sampling

The linear equations presented in § 2 constrain the solution space to a convex multidimensional polyhedron known as a simplex. The interior points of the simplex are solutions to the linear equations.

PixeLens samples the interior points using a Monte Carlo Markov Chain (MCMC) technique. The general technique is described in condensed matter texts (Binney et al. 1992) and Bayesian books (Saha 2003). Each solution is used to reconstruct the arrival time surface, mass density contours, \( H_0^{-1} \), etc.

The sampling method, Algorithm S, relies on being able to find random vertices of the simplex. The current implementation uses the standard linear programming simplex algorithm (Dantzig 1963; Press et al. 1986; Cormen et al. 2001) to maximize a given objective function subject to the linear constraints that form the simplex. The maximum is guaranteed to be at a vertex. For the present purposes, the objective function is chosen randomly after each iteration of Algorithm S, thereby producing a new vertex each time.

Algorithm S. (Sample interior points).

1. Let \( r_0 \) be a vertex on the simplex and \( i = 0 \) the index of the current iteration.
2. Let \( r_i \) be a new vertex.
3. Extend a line from \( r_i \) through \( r_0 \) until a constraint is reached. Select an interior point \( r_{i+1} \) uniformly from the line.
4. If another model is desired, increment \( i \) and go back to step 2, otherwise stop.

Because the simplex is convex by construction of linear hyperplanes, Algorithm S is guaranteed to return models in the solution space.

In addition to the explicit priors of § 2, there is also a prior imposed by the sampling strategy itself. Although clearly well defined, the physical significance of this prior continues to be the subject of study. This is not a point to be lightly dismissed, since it influences the derived distribution of \( H_0 \). However, the strategy cannot be arbitrary and there are very strict requirements on the way the volume can be sampled, which are discussed below. Numerous tests, both in this paper and others, have shown that the weighting can be empirically justified. The key point is that many different models must be examined. Other modeling techniques tend to assume the correctness of the model that is fit to the data, rather than letting the data itself reveal the model. To quote Blandford & Kundic (1997), “We should still aggressively explore all other classes of models that can also fit the observations but yet which produce disjoint estimates for the time delay. The true uncertainty in the Hubble constant is given by the union of all of these models.”

Algorithm S, in effect, puts a metric on the union. Previous PixeLens papers implied that the sampling of the simplex was uniform in volume, but this is not correct, nor is it desired. The space does not have a Euclidean metric, and while it is still unclear what metric the space should have, there are certain properties that an algorithm sampling the space must have.

1. The sampling strategy must be insensitive to changes in dimensionality of the space. In other words, increasing the number of variables (e.g., by increasing the pixel resolution, which subdivides pixels) should not change the predicted values of \( H_0 \). This is not true if the solution space is uniformly sampled. As an example of the problem, imagine a uniformly sampled right triangle where the legs meet at the origin. The density of points projected onto one axis will be greater toward the origin. In higher dimensions, when the points are projected onto the same axis, the density distribution will be skewed further toward the origin.
2. The sampling strategy must be insensitive to units. The variables that define the solution space do not all have the same units. Some are mass density, some are source positions, one is \( H_0 \), etc. By simply scaling any of these units, the space is stretched or compressed. This would affect a sampling strategy based on volume when the number of dimensions is greater than two. Whatever the sampling prior is, it must be insensitive to this.

Both of these serious problems are solved by Algorithm S. The first problem is solved because a point is chosen uniformly along the line in step 3 regardless of the number of dimensions. One can see from Figure 1 that the predicted value of \( H_0 \) remains quite steady even as the number of variables is increasing. The second problem is solved because the vertices of the space are used to guide the sampling strategy. How the vertices are chosen is completely independent of units. Any scaling would not affect the vertex selection procedure. Figure 2 shows a three-dimensional
sampled simplex. The sampling is clearly not uniform but is insensitive to stretching of the axes.

Algorithm S has changed slightly from older versions of PixeLens. Previous versions took a fixed number of vertex steps. The new vertex was often very close to the old one and resulted in clumps of correlated models. The new version seeks out vertices further away, which reduces the problem and better samples the interior with fewer samples. The running time increased with this change, but the results are more representative. Within the errors, however, old results are still valid.

Although Algorithm S does not sample the volume uniformly, in the limit of infinite samples, it does have some distribution. But how well is that distribution recovered with only a finite number of samples? To approximate the true distribution, 10,000 models of the lens B1115+080 were generated. The “finite” sample consisted of 200 models. Figure 3 compares the distribution of just the Hubble time variable. When the two samples are taken from the same distribution, the crosses fall on the dashed line. Even with a small sample, the distribution is well recovered.

2.2. Technical Issues

While PixeLens is stable, variations on sampling can introduce numerical instability. If a point is not chosen uniformly from the

Fig. 1.—Predicted Hubble time as a function of the pixel radius of the grid. The number of variables is \( O(\text{pixrad}^2) \). Error bars indicate the 1 \( \sigma \) deviations from the medians. Increasing the variables does not grossly affect the median \( H_0 \), showing that condition 1 of the sampling strategy is satisfied. A single lens, B1115+080, is being modeled.

Fig. 2.—Three-dimensional example of a sampled simplex with 50,000 points. The overdensities clearly indicate that the volume is not uniformly sampled. This must be the case in order to satisfy the two conditions of the sampling strategy.

line in step 3 of Algorithm S, a numerical error in the coordinates of sampled points will grow exponentially fast and lead to future points lying outside the solution space. Reprojecting a point back into the space is impractical, because the exact size and shape of the simplex is unknown and truly in calculable due to the extraordinarily large number of dimensions and vertices. (It is worth noting that if all the vertices could be known in advance, the simplex algorithm would be unnecessary. One could simply pick a new vertex from the list.) In the worst case, however, this error is detectable. If such an error is detected, the program will issue a message and halt.

Fig. 3.—Quantile-quantile plot comparing the distribution of a large sample of Hubble times to the distribution of a small sample. The points lie nearly perfectly on the dashed line, indicating that the two samples come from the same distribution. The tail extends off the figure because of a few extreme outliers in the large sample. The figure was clipped for clarity.

Fig. 4.—Example of numerical error in selecting point C. The \( x \)- and \( y \)-axes are the two main variables, and \( s \) is the slack variable introduced by the simplex linear programming algorithm. The gray region is the plane on which solutions lie. Point C lies far enough from point B that numerical error is introduced, leading to the selection of C', which lies outside the gray solution space. Subsequent similar sampling leads to exponentially fast growing error. The error in the diagram is exaggerated for clarity.
The source of the error can be seen in Figure 4. The figure has been exaggerated for clarity. Sample points are constrained to lie on the shaded surface. After sampling points A and B, point C is the next intended point, but because of the limits of machine accuracy, C' is taken instead. If the problem only occurred once, the error would be below the noise in the system, but each sample introduces more error because the next sample depends on the position of the previous sample.

Using the notation of Algorithm S, the further \( \gamma_{i+1} \) is chosen from \( \gamma_i \), the larger the error. This is a simple lever; the error is proportional to \( (a/b) \), where \( a = \gamma_{i+1} - \alpha_i \) and \( b = \gamma_i - \alpha_i \). Successive errors are compounded over \( N \) iterations,

\[
\epsilon = \prod_{i=1}^{N} \frac{a_i}{b_i}.
\]

Sampling uniformly along the line suppress the error, because points are chosen close to \( \gamma_i \) as often as far away. If \( a_i \geq b_i \), \( \epsilon \) grows without bound. If \( \ln \epsilon > 0 \), then \( (a/b) \geq N \), in which case the error is reported and the program halts.

Fig. 5.— Three simplex tableaus displayed graphically. The left image is the tableau with the original constraints in place. Lens asymmetry can be seen in the block that is twice as tall as the other three. The middle image is after a feasible solution is found. The third image is after 200 models. Black represents nonzero values.

A number of technical improvements were also made to the implementation of the simplex algorithm. As mentioned above, the simplex algorithm is used to find a new vertex in Algorithm S by maximizing an objective function subject to the linear constraints that form the simplex. Each iteration moves to a new vertex that increases the objective function until no further vertex can be found. The linear constraints are stored in a matrix called a tableau. The algorithm moves to the next vertex by rewriting the tableau—an operation known as a pivot. For very large problems, the pivot is the bottleneck. This work improves the performance by parallelizing the pivot on a shared-memory machine. For even larger problems than are faced here, it may be necessary to extend this to a distributed-memory cluster of machines.

A further improvement was an optimization of the data structure used to store the tableau. While the tableau is initially sparse and previous versions of PixeLens stored it as such, the tableau quickly becomes dense after only a few pivots (Fig. 5). Storing the tableau as a dense matrix yields a significant performance boost.

3. TESTING HUBBLE TIME RECOVERY

How well does Algorithm S predict the Hubble time? Two tests were performed.

First, a blind test similar to that in Williams & Saha (2000) is performed. Four quad lenses were crafted assuming a particular Hubble time that was unknown to the author. These were, in fact, the same lenses as in the aforementioned paper, but rescaled to a Hubble time of 13.9 Gyr. The time delays were perturbed slightly to simulate errors. The Hubble time was recovered using
PixeLens and then the simulated Hubble time revealed. Figure 6 shows the histogram of Hubble times from 200 models. PixeLens predicts \( H_0^{-1} = 13.7^{+1.3}_{-1.0} \) Gyr.

Second, five lenses, three doubles and two quads, were created by ray-tracing a galaxy from the \( N \)-body plus hydrodynamic simulation with \( H_0^{-1} = 14 \) Gyr described by Maccio` et al. (2006). The galaxy is an E1 or E2 triaxial elliptical with about 80% dark matter. The histogram of Hubble times from 200 models is shown in the right panel in Figure 6. There is a clear peak with the predicted value at \( H_0^{-1} = 13.3^{+1.4}_{-0.6} \) Gyr with 68% confidence. Within the errors, PixeLens successfully recovers the simulation Hubble time. Read et al. (2007) reconstruct the same lenses with a slightly different prior.

4. NEW 11 LENS RESULTS

With confidence founded in the results of \( \S \ 3 \), an ensemble of lenses was modeled to find the true Hubble time. Saha et al. (2006) used 10 lenses\(^2\) to constrain the Hubble time to \( H_0^{-1} = 13.5^{+3.0}_{-1.3} \) Gyr. Subsequently, Vuissoz et al. (2007) have reported on a new time delay measurements for J1650+4251. Combining this new lens measurement with the 10 lenses used previously, all 11 lenses were simultaneously modeled to predict tighter bounds on the Hubble time. The distribution of Hubble times is shown in Figure 7.

At 68% confidence, the new predicted value is

\[
H_0^{-1} = 13.7^{+1.8}_{-1.0} \text{ Gyr} \quad (H_0 = 71^{+6}_{-8} \text{ km s}^{-1} \text{ Mpc}^{-1}).
\]

Figure 8 shows the ensemble average of the mass and arrival time surface for J1650+4251 as recovered by PixeLens. Average mass maps for the other lenses are similar to those in Saha et al. (2006, Fig. 2).

To put this into context, the results of other techniques are listed below. The units are in \( H_0 \), which is found more often in the literature than \( H_0^{-1} \). The latter appears more naturally in lensing, though, hence the presentation of the above estimates. The first set of errors are statistical and the second set (when applicable) are systematic. This list is summarized by the plot in Figure 9.

1. \( H_0 = 73^{+3}_{-3} \) km s\(^{-1} \) Mpc\(^{-1} \) from the cosmic microwave background fluctuation spectrum (Spergel et al. 2007). The Hubble constant is just one value in a multiparameter fit.
2. \( H_0 = 68^{+6}_{-6} \) km s\(^{-1} \) Mpc\(^{-1} \) using a different Monte Carlo method to combine lenses (Oguri 2007).
3. \( H_0 = 62.3^{+1.3}_{-1.3} \) (Sandage et al. 2006) and \( H_0 = 73^{+4}_{-4} \) (Riess et al. 2005) from Cepheid-calibrated luminosity of Type Ia supernovae. This is independent of the global geometry.
4. \( H_0 = 66^{+11}_{-10} \) km s\(^{-1} \) Mpc\(^{-1} \) from the Sunyaev-Zel’dovich effect (Jones et al. 2005). As with lensing, a global geometry is assumed and the Hubble time is measured.
5. \( H_0 = 72^{+8}_{-8} \) (Freedman et al. 2001) using a variety of Cepheid-calibrated indicators. This is again, independent of the global geometry.

In the future, better predictions may be obtained with improved priors and tighter constraints on galaxy structure. Simply

**Fig. 6.**—Two tests of the program. Left: Hubble time values recovered during a blind test. The lens was constructed by hand using an artificial value of the Hubble time (13.9 Gyr). Right: Time delays from a multiply lensed simulation galaxy with \( H_0^{-1} = 14 \) Gyr. There is a clear peak at 13.3 Gyr.

**Fig. 7.**—Hubble time values found from simultaneously modeling 11 lenses. The peak occurs at 13.7 Gyr.

---

\(^2\) The 10 lenses are J0911+055, B1608+656, B1115+080, B0957+561, B1104−181, B1520+530, B2149−274, B1600+434, J0951+263, and B0218+357.
adding more lenses will also improve the predictive power of PixeLens, but may not help in understanding the different sources of degeneracies and developing better priors.

5. SUMMARY

Pixelated lens reconstruction is an example of free-form modeling. Such modeling has the advantage that one does not have to presuppose what the important parameters might be and can let the generated models be a guide to finding those parameters. Free-form modeling has many applications and was used early by Schwarzschild to show the existence of triaxial stellar systems in equilibrium.

Applied to gravitational lensing, the free-form models are implemented as pixelated models whereby the mass sheet of the lens is discretized into many small square pixels. The mass in each pixel is recovered using an MCMC technique using linear programming to probe the solutions which reconstruct the observed data. The software PixeLens produces an ensemble of hundreds of such models. The ensemble provides Bayesian statistics about the variety of possible lens reconstructions.

The constraints that define the mass models are explained. The linear constraints form a hyperdimensional solution space from which the models are drawn. The sampling algorithm has been improved over previous software versions, and although it was shown that the algorithm does not uniformly sample the solution space, it is argued that this is undesirable for this problem. The implementation was parallelized for multiprocessor, shared-memory machines. Future work will include controlling numerical round-off errors that will become significant with larger problems.

The new version of PixeLens was applied to an ensemble of 11 lenses to determine a new value for the Hubble time: \( H_0 = 13.7 \pm 1.5 \) Gyr within 68% confidence.

Further research into galaxy and cluster structure is needed to improve the priors. The estimates of galaxy morphology have been conservative, but tighter constraints will lead to better results. Furthermore, model ensemble building can be applied to other areas, even to the original problems of Schwarzschild.

Pixelated lens modeling is on the cutting edge of gravitational lens research, promising to provide great insight into the structure of galaxies, the distribution of dark matter, and the fundamental nature of the universe. But there are still many challenges both scientifically and computationally.
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PiXLens is freely available under the GNU General Purpose License. Source code is naturally included. The program is cross platform and an I/O limited version even runs in a web browser. The version used in this paper is v1.88.\footnote{For more information, visit http://www.qgd.uzh.ch.}
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