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In this paper we study the action of complex conjugation on Shimura varieties and the problem of descending Shimura varieties to the maximal totally real field of the reflex field. We prove the existence of such a descent for many Shimura varieties whose associated adjoint group has certain factors of type $A$ or $D$. This includes a large family of Shimura varieties of abelian type. Our considerations and constructions are carried out purely at the level of Shimura data and group theory.

1. Introduction

The goal of this paper is to analyze some aspects of complex conjugation acting on Shimura varieties. This topic has been studied for a long time by several authors, notably Shimura, Deligne, Langlands, Milne, Shih, and more recently Taylor. In general, given a Shimura variety $\text{Sh}(G, X)$ defined by a Shimura datum $(G, X)$, and any automorphism $\alpha$ of $\mathbb{C}$, Langlands [1979] conjectured that the conjugate variety $\alpha \text{Sh}(G, X) = \text{Sh}(G, X) \times_{\mathbb{C}, \alpha} \bar{\mathbb{C}}$ can be realized as a Shimura variety $\text{Sh}(^{\alpha}G, ^\alpha X)$ for a very explicit pair $(^{\alpha}G, ^\alpha X)$. This has been proved by Milne [1983] (see also [Borovoi 1983; 1987; Milne 1999]). The case of $\alpha = c$ (complex conjugation) has, among other properties, the particularity that the pair $(^{c}G, ^c X)$ is very concrete. Namely, it can be identified with $(G, \bar{X})$, where $\bar{X}$ is obtained by composing the elements of $x$ with complex conjugation on the Deligne torus $\mathbb{S}$. This simple description is hard to find in the literature, and hence, we include a proof of how it is deduced from the general constructions.

Assuming a few standard extra conditions on the Shimura datum $(G, X)$, the reflex field $E$ can be seen to be either totally real or a CM field. The Shimura variety has a canonical model $\text{Sh}(G, X)_E$ over $E$, and the Hecke operators are defined over $E$ as well. In this paper we investigate descent of these varieties to the maximal totally real subfield $E^+$ of $E$. The existence of such descent can be seen as a nice generalization of the useful fact that the field obtained by adjoining to $\mathbb{Q}$ the $j$-invariant of an order in an imaginary quadratic field has a real embedding. From now on, assume that $E$ is CM. We show in many cases that $\text{Sh}(G, X)$ has
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a model over $E^+$. Although the Hecke operators are not defined over $E^+$, they can nevertheless be characterized. The general framework for constructing such models comes from the construction of descent data arising from automorphisms of $G$ of order 2 taking $X$ to $\overline{X}$. Using the classification of (adjoint) Shimura data in terms of special nodes on Dynkin diagrams, our aim is to construct an involution of $G$ that induces the opposition involution on the based root datum (or the Dynkin diagram). The construction we make follows from the classification of semisimple groups. The groups $G$ with which we work, roughly speaking, those for which the simple factors of $G^{\text{ad}}$ are of classical type $A$ or $D$, and satisfy an extra condition on the hermitian or skew-hermitian space defining them (see Definitions 4.1.4 and 4.2.1). For example, a factor of type $A$ is attached to a hermitian space over a central division algebra $D$ over a CM field $K$ endowed with an involution of the second kind $J$. We show that, if there exists an opposition involution on these groups, then $D$ must be either $K$ or a quaternion division algebra, and the involution $J$ is easily described. We carry out the construction of involutions if we assume the aforementioned extra condition, which in this case amounts to the existence of a basis of the underlying vector space such that the matrix of the hermitian form is diagonal with entries in $K$. In the quaternion algebra case, we can write $D = D_0 \otimes_F K$, where $F$ is the maximal totally real subfield of $K$, and $D_0$ is a quaternion division algebra over $F$. We assume furthermore in this case that, if $D_{0,v}$ is not split for an embedding $v : F \hookrightarrow \mathbb{R}$, then the corresponding factor of $G^{\text{ad}}_K$ is compact. If $D = K$, the conditions in Definition 4.1.4 are automatically satisfied. For factors of type $D$, there is a similar scenario, although we only restrict to groups of type $D^H$ as in the Appendix of [Milne and Shih 1981]. This encompasses a large family of Shimura varieties of abelian type. Under these assumptions, the existence of the involution on the group $G$ follows from a concrete construction of involutions on each of the simple factors of $G^{\text{ad}}$, which are explicitly given in terms of simple algebras.

To give a flavor of the type of involutions constructed in the paper, suppose that $\text{SU}(V, h)$ is a simple factor of type $A$, corresponding to a hermitian space $(V, h)$ of dimension $n$ over a CM field $K$. Let $F$ be the maximal totally real subfield of $K$, and let $\iota$ be the nontrivial automorphism of $K/F$. We take an orthogonal basis $\{v_1, \ldots, v_n\}$ of $V$, and we let $I : V \rightarrow V$ be the $\iota$-semilinear map obtained by applying $\iota$ to the coordinates of elements of $V$ with respect to the given basis. Then the map $\theta : \text{SU}(V, h) \rightarrow \text{SU}(V, h)$ given by

$$\theta(g) = IgI$$

is an opposition involution.

We stress here that our methods are group-theoretic and we work purely at the level of Shimura data, in the sense that we do not directly make use of a moduli interpretation. However, the methods rely on Langlands conjugation of Shimura
varieties, which in turn is proved using the moduli interpretation in terms of abelian varieties [Milne 1990, §II.9]. An interesting question would be to consider factors of type $E_6$, which is the only other type apart from $A$ or $D^H$ that contributes to the reflex field being CM instead of totally real. We plan to investigate this question in the future.

Let us describe the organization of the paper and outline the main argument. In Section 2, we start by recalling the general formalism of conjugation of Shimura varieties by an arbitrary automorphism of $\mathbb{C}$, we study the special case of complex conjugation explicitly, and we prove in this case that the conjugate Shimura datum is $(G, \overline{X})$, where $\overline{X}$ is the complex conjugate conjugacy class of $X$. We show (Theorem 2.3.1) that, if $(G, X)$ is a Shimura datum and $\theta : G \to G$ is an involution such that $\theta(X) = \overline{X}$, then $\theta$ induces an isomorphism of algebraic varieties from the complex conjugate $c \text{Sh}(G, X)$ to $\text{Sh}(G, X)$, defined over the reflex field $E$, that constitutes a descent datum from $E$ to $E^+$. 

In Section 3, we recall some basic facts about root data and opposition involutions, and in Proposition 3.4.8, we lay the ground for the prototype of involutions $\theta : G \to G$ that we will construct. Roughly speaking, suppose that $T \subset G$ is a maximal torus of $G$, and $x \in X$ factors through $T_{\mathbb{R}}$. If $\theta : G \to G$ is an involution that preserves $T_{\mathbb{R}}$ and induces complex conjugation on the group of characters $X^*(T)$, then $\theta(x) = \overline{x}$ and thus $\theta(X) = \overline{X}$. This is basically the type of involution that we will construct, with some slight changes. Since we will make use of the explicit classification of semisimple groups, we need to work with either $G^{\text{der}}$ or $G^{\text{ad}}$. We let $G_i$ be the almost simple factors of $G^{\text{der}}$, and $\tilde{G}_i$ be their simply connected covers, so that $\tilde{G}_i = \text{Res}_{F_i/\mathbb{Q}} H_i$, for certain groups $H_i$ which are absolutely almost simple, simply connected, over a totally real field $F_i$. We recall the classification of these groups in Section 4, where we also construct opposition involutions on them preserving specific maximal tori $S_i$ and inducing complex conjugation on their characters (for noncompact places $v$ of $F_i$). We only do this for groups of type $A$ or $D^H$. These, together with type $E_6$, are the only ones that give a CM reflex field, as opposed to totally real. Furthermore, as noted above, we impose some extra conditions in order to construct the involutions. From the tori $S_i$, we get maximal tori $T' \subset G^{\text{der}}$ and $T \subset G$, and an opposition involution $\theta' : G^{\text{der}} \to G^{\text{der}}$ preserving $T'$. As shown in Proposition 3.4.8, $\theta'$ extends uniquely to an involution on $G$. To show that $\theta(X) = \overline{X}$, we need to relate in some way the choice of our tori $S_i$, which is a priori unrelated to the Shimura datum, to the conjugacy class $X$. In Section 5, we show that there always exists $x \in X$ such that $x^{\text{ad}}$ factors through the image of $T_{\mathbb{R}}$ in $G^{\text{ad}}_{\mathbb{R}}$. This is all we need for Proposition 3.4.8. In Theorem 5.2.2, we state the existence of descent datum for Shimura varieties defined by groups $(G, X)$ such that the simple factors of $G^{\text{ad}}$ are of the type described in Section 4. We call these strongly of type $(AD^H)$. Finally, we also note that involutions inducing the desired
descent datum on $\text{Sh}(G, X)$ can be constructed whenever $G$ is adjoint and there exists an opposition involution $\theta : G \to G$. This is always the case if $G$ is quasisplit, for example.

The existence of the involutions constructed in this paper should have interesting applications, which will be explored in the future, for example, in the setting of integral models and the zeta function problem, and periods of automorphic forms.

**Notation and conventions.** We fix an algebraic closure $\mathbb{C}$ of the real numbers $\mathbb{R}$ and a choice of $i = \sqrt{-1}$, and we let $\overline{\mathbb{Q}}$ denote the algebraic closure of $\mathbb{Q}$ in $\mathbb{C}$. We let $c \in \text{Gal}(\mathbb{C}/\mathbb{R})$ denote complex conjugation on $\mathbb{C}$, and we use the same letter to denote its restriction to $\overline{\mathbb{Q}}$. Sometimes we also write $c(z) = \overline{z}$ for $z \in \mathbb{C}$.

Let $k$ be a field. By a variety over $k$ we will mean a geometrically reduced scheme of finite type over $k$. We let $G_m, k$ denote the usual multiplicative group over $k$. For any algebraic group $G$ over $k$, we let $\text{Lie}(G)$ denote its Lie algebra. For us, a reductive group will always be connected. If $G$ is reductive, we let $G^{\text{ad}}$ (resp. $G^{\text{der}}$) denote its adjoint group $G/Z(G)$ (resp. its derived subgroup), where $Z(G)$ is the center of $G$. We let $G^{\text{ab}} = G/G^{\text{der}}$ (a torus). If $T \subset G$ is a torus, we denote by $T^{\text{ad}}$ the image of $T$ under the projection $G \to G^{\text{ad}}$. For any commutative group scheme $G$, we denote by $\text{inv}_G : G \to G$ the map $g \mapsto g^{-1}$.

We denote by $\mathbb{A}$ (resp. $\mathbb{A}_f$) the ring of adeles of $\mathbb{Q}$ (resp. finite adeles). A CM field $K$ is a totally imaginary quadratic extension of a totally real field $F$.

We let $\mathbb{S} = R_{\mathbb{C}/\mathbb{R}} G_{m, \mathbb{C}}$. We denote by $c = c_{\mathbb{S}}$ the algebraic automorphism of $\mathbb{S}$ induced by complex conjugation. For any $\mathbb{R}$-algebra $A$, this is $c \otimes_{\mathbb{R}} \text{id}_A : (\mathbb{C} \otimes_{\mathbb{R}} A)^\times \to (\mathbb{C} \otimes_{\mathbb{R}} A)^\times$ on the points of $\mathbb{S}(A)$. This is often denoted by $z \mapsto \overline{z}$, and on complex points it should not be confused with the other complex conjugation $\text{id}_\mathbb{C} \otimes c$ on $\mathbb{S}(\mathbb{C}) = (\mathbb{C} \otimes_{\mathbb{R}} \mathbb{C})^\times$ on the second coordinate.

An involution of a group is an automorphism of order 2, whereas an involution of a ring is an antiautomorphism of order 2. This should not cause any confusion.

We will denote by $\mathbb{H}$ the nonsplit quaternion algebra over $\mathbb{R}$, identified with the set of matrices of the form

$$
\begin{pmatrix}
    x & y \\
    -\overline{y} & \overline{x}
\end{pmatrix}
$$

in $M_2(\mathbb{C})$.

### 2. Shimura varieties, conjugation, and descent

We will first review some basic facts about Shimura varieties and conjugation by an automorphism of $\mathbb{C}$, specializing to the case of complex conjugation. Then we set up our descent problem, describe some general considerations about reflex fields and Dynkin diagrams, and explain how to construct descent data based on involutions of a Shimura datum.
2.1. **Shimura varieties.** A Shimura datum $(G, X)$ will be understood in the sense of Deligne’s axioms [1979, (2.1.1.1–3)]. We will assume moreover that the connected component $Z^0$ of the center $Z$ of $G$ splits over a CM field. For a compact open subgroup $K \subset G(\mathbb{A}_f)$, we put $\mathrm{Sh}_K(G, X)(\mathbb{C}) = G(\mathbb{Q}) \backslash X \times G(\mathbb{A}_f)/K$. For $K$ sufficiently small (which we assume from now on), this complex analytic space is smooth and is equal to the complex points of a complex quasiprojective variety $\mathrm{Sh}_K(G, X)_\mathbb{C}$. Let $E = E(G, X) \subset \mathbb{C}$ be the reflex field of $(G, X)$; under our hypotheses, this is contained in a CM field, and thus, it is either a CM field or a totally real field. In any case, we let $E^+$ be the maximal totally real subfield of $E$. The variety $\mathrm{Sh}_K(G, X)_\mathbb{C}$ admits a canonical model over $E$, denoted by $\mathrm{Sh}_K(G, X)_E$. We use the same notation for the pro-objects $\mathrm{Sh}(G, X)(\mathbb{C}), \mathrm{Sh}(G, X)_\mathbb{C}$, and $\mathrm{Sh}(G, X)_E$.

We denote by $w_X : \mathbb{G}_{m, \mathbb{R}} \to G_\mathbb{R}$ the composition of $x \in X$ with the weight morphism $w : \mathbb{G}_{m, \mathbb{R}} \to \mathbb{S}$, for some (or any) $x \in X$, and call it the *weight morphism* of $(G, X)$. For $x \in X$, we let $\mu_x : \mathbb{G}_{m, \mathbb{C}} \to G_\mathbb{C}$ be the map given by $\mu_x(z) = x_\mathbb{C}(z, 1)$, under the identification of $\mathbb{S}_\mathbb{C} \cong \mathbb{G}_{m, \mathbb{C}} \times \mathbb{G}_{m, \mathbb{C}}$ given by $(z \otimes a) \mapsto (za, \overline{za})$.

We will fix the following notation once and for all. Let $p : G \to G^{\text{ad}}$ be the projection onto $G^{\text{ad}}$. The natural isogeny $Z^0 \times G^{\text{der}} \to G$ and the projection $G \to G^{\text{ab}}$ define an isogeny $Z^0 \to G^{\text{ab}}$. Let $G_1, \ldots, G_r$ be the almost simple factors of $G^{\text{der}}$ over $\mathbb{Q}$, and let $\tilde{G}_i \to G_i$ be their simply connected covers. We can write $\tilde{G}_i = \text{Res}_{F_i/\mathbb{Q}} H_i$, where the fields $F_i$ are totally real and the groups $H_i$ are simply connected, absolutely almost simple over $F_i$. For each embedding $v \in I_i = \text{Hom}(F_i, \mathbb{C})$, we have groups $H_{i,v} = H_i \otimes_{F_i,v} \mathbb{R}$, and for a fixed $i = 1, \ldots, r$, all these groups have the same Dynkin type $D_i$, which will be called the Dynkin type of $G_i$ (or of $G_i$ or $H_i$). We let $I_{i,\text{nc}} = \{v \in I_i : H_{i,v}^{\text{ad}}(\mathbb{R}) \text{ is compact}\}$ and we let $I_{i,\text{nc}}$ be its complement in $I_i$, which must be nonempty if $H_i$ is nontrivial. We also have that $G^{\text{ad}}$ is the direct product of the $G_i^{\text{ad}} = \text{Res}_{F_i/\mathbb{Q}} H_i^{\text{ad}}$, and $G^{\text{ad}} = \text{Res}_{F_i/\mathbb{Q}} H_i^{\text{ad}}$, and $G^{\text{ad}} = \text{Res}_{F_i/\mathbb{Q}} H_i^{\text{ad}}$. For each $i$ and each $v \in I_{i,\text{nc}}$, there is a special node $s_{i,v}$ in the Dynkin diagram $D_{i,v}$ of $H_{i,v}$ attached to $X_{i,v}$, which uniquely determines $X_{i,v}$ as a conjugacy class with target $H_{i,v}^{\text{ad}}$ (in the sense that if $Y$ is an $H_{i,v}^{\text{ad}}(\mathbb{R})$-conjugacy class satisfying Deligne’s axioms, for which its associated special node is $s_{i,v}$, then $Y = X_{i,v}$ [Deligne 1979, §1.2.6]).

2.2. **Conjugation.** For the general properties of conjugation of Shimura varieties, we mainly follow [Milne 1990; Milne and Shih 1982b; Deligne 1982; Milne and Shih 1982a]; see also [Langlands 1979]. Let $(G, X)$ be a Shimura datum. A special pair $(T, x)$ consists of a maximal torus $T \subset G$ and a point $x \in X$ factoring through $T_{\mathbb{R}}$. Fix $x \in X$ a special point, and let $\sigma \in \text{Aut}(\mathbb{C})$. We denote by $(\sigma,xG, \sigma,xX)$ the conjugate Shimura datum. We recall its construction below. By Theorem II.4.2 of
[Milne 1990], there exists a unique isomorphism
\[ \varphi_{\sigma, x} : \sigma \text{Sh}(G, X)_C = \text{Sh}(G, X)_C \times_{C, \sigma, C} \simeq \text{Sh}^{(\sigma, x) G, \sigma, x X}_C \]
satisfying certain conditions. Choosing a different special point gives canonically isomorphic results [Milne 1990, Proposition II.4.3]. The reflex field of \((\sigma, x G, \sigma, x G)_C\) is \(\sigma(E)\), and \(\varphi_{\sigma, x}\) identifies \(\sigma \text{Sh}(G, X)_E = \text{Sh}(G, X)_E \times_{E, \sigma} \sigma(E)\) with the canonical model of \(\text{Sh}^{(\sigma, x) G, \sigma, x X}_C\) over \(\sigma(E)\) [Milne 1990, Theorem II.5.5]. In particular, if \(\sigma(E) = E\), then \(\varphi_{\sigma, x}\) defines an isomorphism
\[ \varphi_{\sigma, x} : \sigma \text{Sh}(G, X)_E \simeq \text{Sh}^{(\sigma, x) G, \sigma, x X}_E \]
over \(E\). All of this also works at finite level: if \(K \subset G(\mathbb{A}_f)\) is compact open, \(\varphi_{\sigma, x}\) sends \(\sigma \text{Sh}_K(G, X)_C\) to \(\text{Sh}^{(\sigma, x) G, \sigma, x X}_C\) (same thing replacing \(C\) by \(E\) and \(\sigma(E)\)), where \(\sigma, x K \subset \sigma, x G(\mathbb{A}_f)\) is explicit (see below).

We are interested mainly in the case \(\sigma = c\), but nevertheless it will be useful to recall the general construction of \((\sigma, x G, \sigma, x X)\). Let \(\mathcal{S}\) be the (connected) Serre group. This can be defined as the group of automorphisms of the forgetful fiber functor from the Tannakian category of CM \(\mathbb{Q}\)-Hodge structures to the category of finite-dimensional \(\mathbb{Q}\)-vector spaces. (Here a \(\mathbb{Q}\)-Hodge structure is a \(\mathbb{Q}\)-vector space \(V\) such that \(V \otimes \mathbb{C}\) is endowed with a Hodge structure; the structure is CM if the algebra of elements of End\((V)\) which induce morphisms of Hodge structure contains a commutative semisimple subalgebra of dimension \(\dim_{\mathbb{Q}}(V)\).) Let \(\mathfrak{T}\) denote the Taniyama group, defined here as the group of automorphisms of the Betti fiber functor in Deligne’s Tannakian category of CM motives for absolute Hodge cycles over \(\mathbb{Q}\); this is the Tannakian category generated by Artin motives and by the cohomology of abelian varieties over \(\mathbb{Q}\) which are potentially CM. These are proalgebraic groups, and there is a natural exact sequence
\[ 1 \to \mathcal{S} \to \mathfrak{T} \xrightarrow{\pi} \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to 1, \]
where the second arrow corresponds to the functor taking a CM motive \(M\) to its CM Hodge structure \(H_B(M)\), and \(\pi\) corresponds to the natural inclusion of the category of Artin motives into the category of CM motives. The group \(\text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})\) is to be considered as the proalgebraic group given by the inverse limit of the finite constant groups \(\text{Gal}(L/\mathbb{Q})\), for \(L \subset \mathbb{C}\) a finite Galois extension of \(\mathbb{Q}\). There is a continuous section of \(\pi\) over \(\mathbb{A}_f\) denoted by
\[ \text{sp} : \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \to \mathfrak{T}(\mathbb{A}_f). \]
For a motive \(M\), \(\text{sp}(\sigma)\) corresponds to the automorphism of \(H_B(M) \otimes_{\mathbb{Q}} \mathbb{A}_f\) obtained from the Galois action of \(\sigma\) on étale cohomology using the comparison isomorphism.
Suppose that $\sigma = c$ is complex conjugation. Then $\text{sp}(c) \in \mathfrak{X}(\mathbb{A}_f)$ can be described as follows, as explained in [Deligne 1982, Lemme 5]. Suppose that $M$ is a CM motive over $\mathbb{Q}$, realized as the cohomology of an algebraic variety $X$ over $\mathbb{Q}$. The action of complex conjugation on $X(\mathbb{C})$ induces an involution $F$ on the Betti realization $H_B(M) = H^i(X(\mathbb{C}), \mathbb{Q})$. The automorphism $\text{sp}(c) : H_B(M) \otimes \mathbb{A}_f \rightarrow H_B(M) \otimes \mathbb{A}_f$ is then equal to $F \otimes \mathbb{Q} \text{id}_{\mathbb{A}_f}$. This implies, in particular, that $\text{sp}(c) \in \mathfrak{X}(\mathbb{Q})$.

For any $\sigma \in \text{Gal}((\overline{\mathbb{Q}})/\mathbb{Q})$, we let $\sigma \mathbb{G} = \pi^{-1}(\sigma)$. There is a cocharacter $\mu_{\text{can}} : \mathbb{G}_m, \mathbb{C} \rightarrow \mathbb{G}_C$, which in Tannakian terms gives rise to the Hodge cocharacter of the Hodge structures on $H_B(M) \otimes_{\mathbb{Q}} \mathbb{C}$.

Let $G$ be any algebraic group over $\mathbb{Q}$ and $\rho : \mathbb{G} \rightarrow G^{\text{ad}}$ be a homomorphism, inducing an action of $\mathbb{G}$ on $G$ by group automorphisms (conjugation). Let $\sigma, \rho G = \sigma \mathbb{G} \times_{\mathbb{G}, \rho} G$ be the group obtained by twisting $G$ by the torsor $\sigma \mathbb{G}$. Thus, $\sigma, \rho G$ is the fpqc sheaf associated with the presheaf sending a $\mathbb{Q}$-algebra $R$ to the group $\sigma \mathbb{G}(R) \times_{\mathbb{G}(R), \rho} G(R)$, which is the quotient of $\sigma \mathbb{G}(R) \times G(R)$ by the right action $(s, g)s_1 = (ss_1, s_1^{-1}g)$ of $\mathbb{G}(R)$. The class of an element $(s, g)$ in this quotient will be denoted by $s \cdot g$.

**Lemma 2.2.1.** Keep the notation and assumptions as above, with $\sigma = c$. There exists a natural isomorphism $^c, \rho G \rightarrow G$.

**Proof.** As explained above, $\text{sp}(c) \in ^c \mathbb{G}(\mathbb{Q})$, so $^c \mathbb{G}$ is trivialized over $\mathbb{Q}$. In particular, the map $sp(c)_R \cdot g \mapsto g$ (for $g \in G(R)$) defines a group isomorphism between the presheaves defining $^c, \rho G$ and $G$. A fortiori, this defines an isomorphism $^c, \rho G \rightarrow G$.

**Remark 2.2.2.** If $H \subset G$ is a subgroup on which $\mathbb{G}$ acts trivially, then $^c, \rho H$ is canonically isomorphic to $H$ (this is true for any $\sigma$). This identification is compatible with that of Lemma 2.2.1.

**Remark 2.2.3.** In [Milne 1990, §II.4], an isomorphism $G(\mathbb{A}_f) \rightarrow ^c, \rho G(\mathbb{A}_f)$ is constructed, which is denoted by $g \mapsto ^c g$. When identifying $^c, \rho G$ with $G$ using Lemma 2.2.1, this becomes the identity map. A similar remark applies to the isomorphism $g \mapsto ^c g$ between $G_C$ and $^c, \rho G_C$ defined in [Milne 1990, §III.1] (note that the element $z_{\infty}(c)$ defined in [op. cit.] is equal to $\text{sp}(c)_C$).

Suppose that $(G, X)$ is a Shimura datum as before, and $(T, x)$ is a special pair. The map $\mu_x$ factors through $T_C$, and there exists a unique homomorphism $\rho_x^{\text{ad}} : \mathbb{G} \rightarrow G^{\text{ad}}$

such that $(\rho_x^{\text{ad}})_C \circ \mu_{\text{can}} = \mu_x^{\text{ad}}$. For $\sigma \in \text{Aut}(\mathbb{C})$, the group $^\sigma, \rho_x^{\text{ad}} G$ is defined to be $^\sigma, \rho_x^{\text{ad}} G$ in the previous notation (where we take the restriction of $\sigma$ to $\overline{\mathbb{Q}}$). Since the cocharacter $\sigma(\mu_x)$ of $T = ^\sigma, \rho_x T$ commutes with its complex conjugate, it is the
Hodge cocharacter associated with a map $S \to \sigma^x G_R$ which we denote by

$$\sigma^x : S \to \sigma^x G_R.$$  

Finally, $\sigma^x X$ is defined to be the $\sigma^x G(\mathbb{R})$-conjugacy class of $\sigma x$.

Assume now that $\sigma = c$. By Lemma 2.2.1, we can identify $c^x G$ with $G$, and hence, we can see $c^x : S \to c^x G_R$ as a map

$$c^x : S \to G_R$$

with target $G_R$. Let $c = c_S : S \to S$ be complex conjugation on $S$. For any $h : S \to G_R$, let $\tilde{h} = h \circ c$.

**Lemma 2.2.4.** In the notation above, we have that

$$c^x = \bar{x}.$$  

**Proof.** It is enough to show that $\bar{x}(\mathbb{C}) = (c^x)(\mathbb{C}) : S(\mathbb{C}) \to G(\mathbb{C})$. Recall that we are identifying $S(\mathbb{C}) = (\mathbb{C} \otimes \mathbb{R})^x \times \mathbb{C}^x \times \mathbb{C}^x$ via the map $(z \otimes a) \mapsto (za, \bar{z}a)$. Then $c = c_S : S(\mathbb{C}) \to S(\mathbb{C})$, which is given by $c(z \otimes a) = \bar{z} \otimes a$, becomes the map $(a, b) \mapsto (\bar{b}, a)$. This is an algebraic automorphism of $S$. There is another complex conjugation, which will be denoted by $c'$ here, on the complex points of $S$. Namely,

$$c' : S(\mathbb{C}) \to S(\mathbb{C}),$$

which is induced by complex conjugation on $\mathbb{C}$. It is given by $c'(z \otimes a) = z \otimes \bar{a}$. Then, as a map on $\mathbb{C}^x \times \mathbb{C}^x$, it is given by $(a, b) \mapsto (\bar{b}, a)$.

Recall that $\mu_x(a) = x(\mathbb{C})(a, 1)$ for $a \in \mathbb{C}^x$. For readability purposes, we use the notation $x_C(a, b)$ instead of $x(\mathbb{C})(a, b)$ in what follows. Then, for $a, b \in \mathbb{C}^x$, we have that

$$\bar{x}_C(a, b) = x_C(b, a) = x_C(b, 1)x_C(1, a).$$

(2.2.5)

Similarly,

$$(c^x)_C(a, b) = \mu_{c^x}(a)\mu_{c^x}(b).$$

(2.2.6)

Now, by definition, $\mu_{c^x} = c(\mu_x)$, where $c$ now denotes the action on cocharacters. If we let $g \mapsto \bar{g}$ denote the map on $G(\mathbb{C})$ induced by $c : \mathbb{C} \to \mathbb{C}$, then

$$\mu_{c^x}(a) = \bar{\mu_x}(\bar{a}) = x_C(\bar{a}, 1)$$

(2.2.7)

for $a \in \mathbb{C}^x$. Since $x$ is defined over $\mathbb{R}$, it commutes with the maps on complex points induced by $c : \mathbb{C} \to \mathbb{C}$. That is, the diagram

$$\begin{array}{ccc}
S(\mathbb{C}) & \xrightarrow{x_C} & G(\mathbb{C}) \\
\downarrow{c'} & & \downarrow{g \mapsto \bar{g}} \\
S(\mathbb{C}) & \xrightarrow{x_C} & G(\mathbb{C})
\end{array}$$
is commutative. From this and (2.2.7), it follows that
\[ \mu_c(a) = x_C(1, a). \]  
(2.2.8)

Similarly,
\[ \mu_{c^x}(b) = \overline{c^x}(b, 1) = (c^x)_C(1, b) = \mu_{c^x}(b). \]

But \( \mu_{c^x} = c(\mu_c) = \mu_x \), so this equals \( x_C(b, 1) \). The proof finishes by combining (2.2.5), (2.2.6), and (2.2.8).

\[ \square \]

By the last lemma, we can identify \( c^x X \) with the \( G(\mathbb{R}) \)-conjugacy class of \( \bar{\theta} \). The map \( h \mapsto \bar{h} \) defines an antiholomorphic isomorphism between \( X \) and \( c^x X \). This does not depend on \( x \), and from now on we let

\[ \bar{X} = \{ \bar{h} : h \in X \}. \]

Thus, the pair \( (c^x G, c^x X) \) becomes naturally identified with the pair \( (G, \bar{X}) \). The isomorphism \( \varphi_{c^x} \) becomes, under this identification, an isomorphism \( \varphi : Sh_K(G, X)_E \times_{E, c} E \to Sh_K(G, \bar{X})_E \). On complex points, it defines an antiholomorphic isomorphism between \( Sh_K(G, X)(\mathbb{C}) \) and \( Sh_K(G, \bar{X})(\mathbb{C}) \), which we denote by \( \phi \). For \( [h, g] \in Sh_K(G, X)(\mathbb{C}) \), we have that \( \phi([h, g]) = [\bar{h}, g] \in Sh_K(G, \bar{X})(\mathbb{C}) \).

For example, suppose that \( E \subset \mathbb{R} \). Then there is an antiholomorphic involution on \( Sh_K(G, X)(\mathbb{C}) \) defined by complex conjugation acting on \( \mathbb{C} \). It follows from the theory of canonical models that this involution takes the form \( [h, g] \mapsto [\eta(h), g] \), where \( \eta : X \to X \) is an antiholomorphic involution of the form \( \eta(g \cdot x) = (gn) \cdot x \) for some \( n \in N(\mathbb{R}) \) (here \( N \) is the normalizer in \( G \) of \( T \)). See [Milne 1990, §II.7] for details. In fact, the theory implies that there exists \( n \in N(\mathbb{R}) \) such that \( c^x = n \cdot x \), and thus, \( \bar{X} = X \). Then the map \( \eta \) becomes what we called \( \varphi \); that is, \( \eta(h) = \bar{h} \) for any \( h \in X \).

### 2.3. Involutions of Shimura data and descent.

Fix a Shimura datum \((G, X)\), with reflex field \( E \). For an involution \( \theta : G \to G \), let \( \theta(X) \) be the \( G(\mathbb{R}) \)-conjugacy class \( \{ \theta(h) : h \in X \} \), where \( \theta(h) = \theta_{\mathbb{R}} \circ h \). Since we want to consider involutions \( \theta \) that send \( X \) to \( \bar{X} \neq X \), from now on, we will focus on the case where \( E \) is a CM field (if \( E \) is totally real, the identity map on \( G \) takes \( X \) to \( \bar{X} \)). Let \( E^+ \subset E \) be the maximal totally real subfield, and let \( \iota \in \text{Gal}(E/E^+) \) be the nontrivial automorphism, i.e., the restriction of complex conjugation \( c \) to \( E \).

Suppose that \( \theta \) is an involution of \( G \) such that \( \theta(X) = \bar{X} \). For a compact open subgroup \( K \subset G(\mathbb{A}_f) \), denote by \( \theta K = \theta(K) \subset G(\mathbb{A}_f) \). Then \( \theta \) induces an isomorphism of algebraic varieties \( Sh(\theta) : Sh_K(G, X)_E \to Sh_{\theta K}(G, \bar{X})_E \). On complex points, this takes \([h, g] \) to \([\theta_{\mathbb{R}} \circ h, \theta(g)] \). Suppose that \( \theta K = K \). Then \( Sh(\theta)^{-1} \circ \varphi \) defines an isomorphism \( \psi : \iota(Sh_K(G, X)_E) = Sh_K(G, X)_E \times_{E, \iota} E \to Sh_K(G, X)_E \).
Let $V$ be an arbitrary scheme over $E$. Recall that an $E/E^+$-descent datum is a pair of isomorphisms $\psi_{\text{id}} : \text{id}(V) = V \times_{E, \text{id}} E \to V$ and $\psi_t : tV = V \times_{E, t} E \to V$ of schemes over $E$ satisfying the cocycle condition

$$\psi_{\sigma} \circ \sigma(\psi_{\tau}) = \psi_{\sigma \tau}$$

for all $\sigma, \tau \in \text{Gal}(E/E^+)$, using the natural identification $\sigma(\tau(V)) = (\sigma \tau)V$. Then necessarily $\psi_{\text{id}}$ is the first projection $\text{id}(V) \to V$, and thus, to give a descent datum amounts to give an isomorphism $\psi = \psi_t : t(V) \to V$ such that $\psi \circ \iota(\psi) : \iota(t(V)) \to V$ is equal to the identity map, when identifying $\iota(t(V)) = V$. By definition, such a descent datum is effective if there exists a scheme $V_0$ over $E^+$ and an isomorphism $m : V \to V_{0,E} = V_0 \times_{E^+} E$ such that $m \circ \psi = \iota(m)$, after identifying $\iota(V_{0,E}) = V_{0,E}$. If $V$ is a quasiprojective algebraic variety, then any descent datum for $V$ is effective. This was first proved by Weil [1956]. For a modern reference, see [Bosch et al. 1990, §6.2].

**Theorem 2.3.1.** The map $\psi : \iota(\text{Sh}_K(G, X)_E) \to \text{Sh}_K(G, X)_E$ obtained as above from an involution $\theta : G \to G$ such that $\theta(X) = \overline{X}$ and $\theta^0K = K$ is an effective $E/E^+$-descent datum on the Shimura variety $\text{Sh}_K(G, X)_E$. Hence, there exists a quasiprojective, smooth, algebraic variety $\text{Sh}_K(G, X)_{E^+}$ over $E^+$, and an isomorphism $m : \text{Sh}_K(G, X)_E \to \text{Sh}_K(G, X)_{E^+ \times E^+}$ such that $m \circ \psi = \iota(m)$.

**Proof.** Let $V = \text{Sh}_K(G, X)_E$ and $\overline{V} = \text{Sh}_K(G, \overline{X})_E$, and let $n : V \to \iota(t(V))$ be the natural isomorphism. We need to check that $\psi \circ \iota(\psi) \circ n = \text{id}_V$, and for this it is enough to see that both morphisms are equal on the set of complex points $V(\mathbb{C})$. Let $c_V : V(\mathbb{C}) \to (\iota(V))(\mathbb{C})$ be the bijection that sends $x : \text{Spec}(\mathbb{C}) \to V$ to $p^1_{\iota V} \circ x \circ \text{Spec}(c)$, where $p_{\iota V} : \iota V \to V$ is the first projection, and define $c_{\iota V} : (\iota(V))(\mathbb{C}) \to (\iota(\iota(V)))(\mathbb{C})$ similarly. Then we have that $n(\mathbb{C}) = c_{\iota V} \circ c_V$, $\iota(\psi)(\mathbb{C}) = c_V \circ \psi(\mathbb{C}) \circ c_{\iota V}^{-1}$, and $\psi$ satisfies that $\psi(\mathbb{C}) \circ c_V = \text{Sh}(\theta)^{-1}(\mathbb{C}) \circ \phi$. Recall that $\phi : V(\mathbb{C}) \to \overline{V}(\mathbb{C})$ sends $[h, g]$ to $[\overline{h}, g]$. Putting all this together, we get that

$$(\psi \circ \iota(\psi) \circ n)(\mathbb{C}) = \text{Sh}(\theta)^{-1}(\mathbb{C}) \circ \phi \circ \text{Sh}(\theta)^{-1}(\mathbb{C}) \circ \phi,$$

and thus,

$$(\psi \circ \iota(\psi) \circ n)(\mathbb{C})([h, g]) = [\theta^{-1}(\overline{\theta^{-1}(\overline{h})}), \theta^{-2}(g)].$$

But for any $y \in \overline{X}$, $\theta^{-1}(y) = \theta_{\mathbb{R}}^{-1} \circ y$, and so

$$\theta^{-1}(\overline{\theta^{-1}(\overline{h})}) = \theta^{-1}(\theta_{\mathbb{R}}^{-1} \circ \overline{h}) = \theta^{-1}(\theta_{\mathbb{R}}^{-1} \circ h \circ c) = \theta^{-1}(\theta_{\mathbb{R}}^{-1} \circ c) = \theta^{-2}(\theta_{\mathbb{R}}^{-1} \circ h) = \theta_{\mathbb{R}}^{-2} \circ h = \theta^{-2}(h),$$

and thus, $(\psi \circ \iota(\psi) \circ n)(\mathbb{C})([h, g]) = [h, g]$, using the fact that $\theta^2 = \text{id}$. Finally, since $\text{Sh}_K(G, X)_E$ is quasiprojective, the descent datum just constructed is effective. □

**Remark 2.3.2.** The model of Theorem 2.3.1 depends on the descent datum, which in turns depends on the particular involution $\theta$. 
We note that, by the nature of the descent datum, Hecke operators do not descend to the model $\text{Sh}_K(G, X)_{E+}$. Given $q \in G(\mathbb{A}_f)$, the Hecke operator $T_q$ is a morphism of algebraic varieties $T_q : \text{Sh}_K(G, X)_E \to \text{Sh}_{q^{-1}K} q(G, X)_E$, which on complex points is given by $T_q([h, g]) = [h, gg]$. Then $T_{\theta(q)} \circ \text{Sh}(\theta) = \text{Sh}(\theta) \circ T_q : \text{Sh}_K(G, X)_E \to \text{Sh}_{\theta(q)}^{-1} \theta K \theta(q) \theta G(G, X)_E$. The Hecke operator $T_q$ descends to a map $\text{Sh}_K(G, X)_{E+} \to \text{Sh}_{q^{-1}K} q(G, X)_{E+}$ if and only if $T_{\theta(q)} = T_q$.

In the following sections we will construct several examples of involutions $\theta$ as above, and explain a general framework for such constructions.

3. Opposition involutions

In this section we recall some basic facts about opposition involutions and prove a few results that will be needed in the forthcoming sections. For the basic facts regarding root data, see [Springer 1979].

3.1. Root data. Let $\Psi = (X, \Phi, X^\vee, \Phi^\vee)$ be a root datum with $\Phi \neq \emptyset$. Let $Q$ be the subgroup of $X$ generated by $\Phi$, and $V = Q \otimes \mathbb{Q}$. Let $W = W(\Phi)$ be the Weyl group of the root system $\Phi$ in $V$. This can be naturally identified with the Weyl group of $\Phi^\vee$ and with the subgroup of $\text{Aut}_\mathbb{Z}(X)$ generated by the reflections $s_\alpha$ for $\alpha \in \Phi$. Choose a basis $\Delta$, and consider the associated based root datum $\Psi_0 = (X, \Phi, \Delta, X^\vee, \Phi^\vee, \Delta^\vee)$.

There is an obvious notion of isomorphism of root data (resp. based root data) $\Psi \to \Psi'$ (resp. $\Psi_0 \to \Psi'_0$). It amounts to giving a $\mathbb{Z}$-linear isomorphism $f : X \to X'$ such that $f(\Phi) = \Phi'$ and $f(\Phi^\vee) = \Phi'^\vee$ for all $\alpha \in \Phi$ (resp. and $f(\Delta^\vee) = \Delta'^\vee$). Here $f^\top$ denotes the transpose with respect to the root data pairings. We denote by $\text{Aut}(\Psi)$ (resp. $\text{Aut}(\Psi_0)$) the group of automorphisms of $\Psi$ (resp. $\Psi_0$). Each $s_\alpha$ can be seen as an automorphism of $\Psi$, and thus, there is a natural inclusion $W \subset \text{Aut}(\Psi)$. We also denote by $-1 \in \text{Aut}(\Psi)$ the automorphism that sends $x \in X$ to $-x \in X$.

Assume from now on that $\Phi$ is reduced. If $\Delta$ is a basis, let $w_0$ be the longest element of $W$ with respect to it. Then $w_0(\Delta) = -\Delta$, and thus, $-w_0 = -1 \circ w_0 \in \text{Aut}(\Psi_0)$. We call $\ast = -w_0$ the opposition involution of $\Psi_0$ (since $w_0^2 = 1$ it is indeed an involution). We denote the action of $\ast$ on elements $x$ (which can be characters of $T$, nodes of the Dynkin diagram, etc.) by $x \mapsto x^\ast$. When $\Phi = \emptyset$, in which case $\Psi$ is called toral, we directly define $\ast = -1 \in \text{Aut}_\mathbb{Z}(X)$.

Remark 3.1.1. An isogeny (in particular, an isomorphism) of based root data will commute with the corresponding opposition involutions. In particular, $\ast$ is a central element of $\text{Aut} \Psi_0$.

Remark 3.1.2. Let $X_0 \subset X$ denote the subgroup of $X$ orthogonal to $\Phi^\vee$. The root datum $\Psi$ is called semisimple when $X_0 = 0$. If this is not the case, then there exists a nonzero $x \in X_0$, which hence must be invariant under $W$. In particular,
$x^* = -x \neq x$, so $\star$ cannot be the identity map if the root datum is not semisimple. In the same vein, if the root datum is toral, then $\star \neq 1$ unless $\Psi$ is trivial (that is, also semisimple).

Suppose now that $k$ is an algebraically closed field of characteristic 0, and let $G$ be a reductive group over $k$. Let $T \subseteq G$ be a maximal torus, and $\Psi = \Psi(G, T)$ be the associated root datum, so that $X = X^*(T)$. Let $B \supset T$ be a Borel subgroup, and let $\Psi_0 = \Psi_0(G, T, B)$ be the corresponding based root datum. Let $\text{Aut}(G)$ be the group of automorphisms of $G$, and $\text{Inn}(G) \subseteq \text{Aut}(G)$ be the subgroup of inner automorphisms (that is, defined by elements in $G(k)$). Thus, $\text{Inn}(G) \simeq G^{\text{ad}}(k) \simeq G(k)/Z(k)$, where $Z$ is the center of $G$. Then there is a split exact sequence

$$1 \to \text{Inn}(G) \to \text{Aut}(G) \to \text{Aut} \Psi_0 \to 1$$

(3.1.3)

where, for $f \in \text{Aut}(G)$, the third arrow sends $f$ to the automorphism of $\Psi_0$ induced by $f' \in \text{Aut}(G, T, B)$, where $f' = \text{int}(g) \circ f$ for any element $g \in G(k)$ such that $\text{int}(g)f(B, T) = (B, T)$. We define an opposition involution $\star$ of $G$ (with respect to $(B, T)$) to be any element $\theta \in \text{Aut}(G)$ of order 1 or 2 that induces the opposition involution $\star$ in $\text{Aut} \Psi_0$. Note that this definition does not require $\theta$ to preserve $T$ or $B$. If $\theta'$ is another such involution, then $\theta' = \text{int}(g) \circ \theta$ for some $g \in G(k)$. If $\theta$ is an opposition involution for $(B, T)$ and $(B', T')$ is another Borel pair, then it is also an opposition involution for $(B', T')$. The exact sequence (3.1.3) is split by the choice of a pinning. More precisely, let $\Delta \subseteq \Phi$ be the set of simple roots corresponding to $B$. For each $\alpha \in \Delta$, let $U_\alpha \subseteq G$ be the root group of $\alpha$ [Springer 1979, §2.3], and let $u_\alpha \in U_\alpha$ be a nontrivial element. The pinning is the datum $\{u_\alpha\}_{\alpha \in \Delta}$ with respect to $(B, T)$, and a splitting $\Psi_0 \to \text{Aut}(G)$ of (3.1.3) associated with this pinning is given by an isomorphism $\text{Aut} \Psi_0 \simeq \text{Aut}(G, T, B, \{u_\alpha\}_{\alpha \in \Delta})$; two such splittings differ by an automorphism $\text{int}(t)$ for some $t \in T(k)$. In particular, after choosing a pinning, we can take $\theta \in \text{Aut}(G)$ to be the image of $\star$ under the splitting and this will be an opposition involution, which proves their existence. Note that we are actually showing that there are opposition involutions in $\text{Aut}(G)$ which preserve $T$ and $B$ (and a fixed pinning).

Let $k$ be any field of characteristic 0, and $\bar{k}$ be an algebraic closure of $k$. Let $\Gamma = \text{Aut}(\bar{k}/k)$. Let $G$ be a reductive group over $k$, $T \subseteq G$ a maximal torus, and $B \supset T_\bar{k}$ a Borel subgroup of $G_{\bar{k}}$. Let $\Psi = \Psi(G_{\bar{k}}, T_\bar{k})$ and $\Psi_0 = \Psi_0(G_{\bar{k}}, T_\bar{k}, B)$. There is a natural action of $\Gamma$ on $X$, denoted by $\chi \mapsto \gamma \chi$, where

$$\gamma \chi(t) = \gamma(\chi(\gamma^{-1}(t)))$$

for $\gamma \in \Gamma$ and $t \in T(\bar{k})$. We call it the usual action of $\Gamma$ on $X$. It defines an action of $\Gamma$ on $\Psi$. Let $\gamma \in \Gamma$. Then we define a second action $\mu_G(\gamma)$ on $X$, the $\star$-action, given by $\mu_G(\gamma)(\chi)(t) = \gamma \chi(n^{-1}tn)$ for $t \in T(\bar{k})$, where $n \in G(\bar{k})$ is
an element such that \( \text{int}(n) \) sends the Borel pair \((\gamma(B), \gamma(T_k))\) to \((B, T_k)\). For example, if \( B \) is a Borel defined over \( k \), then we can take \( n = 1 \) and the \(*\)-action is just the usual action \( \chi \mapsto \gamma \chi \). Going back to the general case, this gives a morphism \( \mu_G : \Gamma \to \text{Aut} \Psi_0 \), and it induces an action of \( \Gamma \) on \( \text{Aut} \Psi_0 \) by taking \( \rho \mapsto \mu_G(\gamma) \circ \rho \circ \mu_G(\gamma)^{-1} \) for \( \rho \in \text{Aut} \Psi_0 \). There is also an action of \( \Gamma \) on \( \text{Aut}(G_k) \) given by \( \gamma \cdot f = (\text{id}_G \times \text{Spec}(k) \text{Spec}(\gamma^{-1})) \circ f \circ (\text{id}_G \times \text{Spec}(k) \text{Spec}(\gamma)) \), which on \( G(\bar{k}) \)-points is simply \( g \mapsto \gamma(f(\gamma^{-1}(g))) \). It preserves the subgroup \( \text{Inn}(G_k) = G(\bar{k})/Z(\bar{k}) \), where it acts as usual. The exact sequence (3.1.3) becomes

\[
1 \to \text{Inn}(G_k) \to \text{Aut}(G_k) \to \text{Aut} \Psi_0 \to 1 \tag{3.1.4}
\]

and is \( \Gamma \)-equivariant. We define an opposition involution of \( G \) to be an automorphism \( \theta \in \text{Aut}(G) \) of order 1 or 2 such that \( \theta_k \) is an opposition involution on \( G_k \).

There may not be a \( \Gamma \)-equivariant splitting of (3.1.4), so it may not always be possible to construct in this way an opposition involution of \( G \). However, if \( G \) is quasisplit and \( B \) is a Borel subgroup defined over \( k \), it can be shown [Demazure 1965/66, §3.10] that there exists a \( \Gamma \)-equivariant splitting. Since \( \star \in \text{Aut} \Psi_0 \) is central, it commutes with \( \mu_G(\gamma) \) for any \( \gamma \in \Gamma \), and thus, it is a \( \Gamma \)-invariant element in the last group of (3.1.4). Thus, for quasisplit reductive groups over \( k \), there always exist opposition involutions on \( G \) over \( k \), but the condition of \( G \) being quasisplit is far from necessary. There are many nonquasisplit cases where the opposition involution is trivial (see below), and so obviously defined over \( k \). There are many nontrivial examples as well, as we will see later.

**Remark 3.1.5.** If \( G = T \) is a torus, then there exists one and only one opposition involution \( \theta \in \text{Aut}(G) \), namely \( \theta = \text{inv}_G \).

**Lemma 3.1.6.** If \( \theta \) is an opposition involution of \( G \), then \( \theta_Z : Z \to Z \) is equal to \( \text{inv}_Z \).

**Proof.** It is enough to see that both maps induce the same map on \( X^*(Z) \), that is, that \( \theta^*_Z : X^*(Z) \to X^*(Z) \) is multiplication by \(-1\), and thus, we can assume that \( k = \bar{k} \). Let \((B, T)\) be a Borel pair. Then \( Z \subset T \). Let \( \chi \in X^*(Z) \). Then there exists \( \mu \in X^*(T) \) such that \( \mu|_Z = \chi \). We claim that \( \theta^*_Z(\chi) = (\mu^*)|_Z \). Indeed, for \( z \in Z(k) \), \( \theta^*_Z(\chi)(z) = \chi(\theta(z)) \), whereas \( (\mu^*)|_Z(z) = \Psi_0(\theta)(\mu)(z) = \mu((\text{int}(g) \circ \theta)(z)) = \mu(\theta(z)) \) (where \( g \in G(k) \) sends \( \theta(B, T) \) to \( (B, T) \)), which shows that \( \theta^*_Z = (\mu^*)|_Z \).

On the other hand, if \( n_0 \in N_G(T)(k) \) represents \( w_0 \in W = N_G(T)(k)/T(k) \), then for \( z \in Z(k) \), \( \mu^*(z) = \mu(n_0^{-1}z^{-1}n_0) = \mu(z^{-1}) = \mu^{-1}(z) \) because \( z \in Z(k) \). Thus, \( \theta^*_Z(\chi) = -\chi \), as desired, where we have switched back to the additive notation for the group \( X^*(Z) \). \( \square \)

**Remark 3.1.7.** The last lemma shows in particular that if the identity map is an opposition involution, then \( Z \) is killed by 2. Then \( Z^0 \) must be trivial; that is, \( G \) must be semisimple (see also Remark 3.1.2).
3.2. Dynkin diagrams and special nodes. Let $\Psi_0$ be a based root datum with $\Phi \neq \emptyset$ and reduced, and let $\mathcal{D}$ be its Dynkin diagram. Then the opposition involution $\star$ acts on $\mathcal{D}$. We include for reference the list of connected Dynkin diagrams and their opposition involutions; see [Bourbaki 2002] for notation of nodes and more details. We also list the special nodes of each diagram (see [Deligne 1979, §1.2.5], for the definition of special node). Also, note that if $\Psi$ is semisimple, then $\star$ is trivial on $\Psi_0$ if and only if it is trivial on $\mathcal{D}$. For a Shimura datum $(G, X)$, the only factors of $G^\text{ad}$ that contribute to a CM reflex field are the ones of type $A_l$ ($l \geq 2$), $D_l$ ($l \geq 5$ odd), or $E_6$. This follows from the list below and Proposition 2.3.6 of [Deligne 1979]:

- $\mathcal{D} = A_l$ ($l \geq 1$).
  $\alpha_i^\star = \alpha_{l+1-i}$ (so $\star$ is trivial if $l = 1$).
  All nodes $\alpha_i$ are special.
- $\mathcal{D} = B_l$ ($l \geq 2$) or $C_l$ ($l \geq 3$).
  $\star$ is trivial.
  There is only one special node: $\alpha_1$ in the $B_l$ case, and $\alpha_l$ in the $C_l$ case.
- $\mathcal{D} = D_l$ ($l \geq 4$).
  If $l$ is even, $\star$ is trivial.
  If $l$ is odd, $\alpha_i^\star = \alpha_i$ for $i < l - 1$, and $\alpha_{l-1}^\star = \alpha_l$.
  The special nodes are $\alpha_1, \alpha_{l-1}$, and $\alpha_l$.
- $\mathcal{D} = E_6$.
  $\alpha_1^\star = \alpha_6, \alpha_2^\star = \alpha_2, \alpha_3^\star = \alpha_5$, and $\alpha_4^\star = \alpha_4$.
  The special nodes are $\alpha_1$ and $\alpha_6$.
- $\mathcal{D} = E_7, E_8, F_4$, or $G_2$.
  $\star$ is trivial.
  Only $E_7$ has a special node, which is $\alpha_7$.

3.3. Multiplicative groups of CM type. From now on let $k = \mathbb{Q}$ and $\Gamma = \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q})$. Let $T_1$ and $T_2$ be algebraic groups over $\mathbb{Q}$ of multiplicative type, not necessarily connected. Then there is a natural bijection $\text{Hom}(T_1, T_2) \cong \text{Hom}_\Gamma(X_2, X_1)$, where $\text{Aut}_\Gamma$ means $\Gamma$-equivariant morphisms for the natural Galois structures on $X_i = X^*(T_i)$. In particular, for $T$ over $\mathbb{Q}$ of multiplicative type, there is a natural isomorphism $\text{Aut}(T) \cong \text{Aut}_\Gamma(X)$, with $X = X^*(T)$. We let $c_T^\star : X \to X$ be the map $c_T^\star(\chi) = c_\chi$. We say $T$ splits over an extension $K \subset \overline{\mathbb{Q}}$ of $\mathbb{Q}$ if $\text{Aut}(\overline{\mathbb{Q}}/K)$ acts trivially on $X^*(T)$.

Lemma 3.3.1. If $T$ is a group of multiplicative type that splits over a CM field, then $c_T^\star \in \text{Aut}_\Gamma(X)$.

Proof. Suppose that $T$ splits over $K \subset \overline{\mathbb{Q}}$, a CM field. Let $\chi \in X$. Then $^\gamma \chi = \chi$ for any $\gamma \in \text{Aut}(\overline{\mathbb{Q}}/K)$, and thus, $^\gamma_1 \chi = ^{\gamma_2} \chi$ if $\gamma_1, \gamma_2 \in \Gamma$ have the same restriction
to $K$. For any $\gamma \in \Gamma$, $\gamma c$ and $c \gamma$ have the same restriction to $K$, and so $c_T^*(\gamma \chi) = c(\gamma \chi) = c \gamma \chi = \gamma c \chi = \gamma (c_T^*(\chi))$. \hfill \Box

Under the assumptions of the last lemma, we let $c_T : T \to T$ denote the unique involution inducing $c_T^*$ on $X$. If $T_1$ and $T_2$ are groups of multiplicative type which are split over a CM field, and $f : T_1 \to T_2$ is a morphism, then $f \circ c_{T_1} = c_{T_2} \circ f$, because both maps induce the same morphism $X_2 \to X_1$.

Suppose now that $T$ is a group of multiplicative type over $\mathbb{R}$. Using the same procedure, there exists a unique involution $c_T : T \to T$ inducing complex conjugation on characters. If $T$ is defined over $\mathbb{Q}$ and split over a CM field, these definitions are compatible with base change from $\mathbb{Q}$ to $\mathbb{R}$.

**Example 3.3.2.** For $T = S$ over $\mathbb{R}$, the map $c_S$ is given by $c_S(z \otimes a) = \overline{z} \otimes a$ for an $\mathbb{R}$-algebra $A$ and $z \otimes a \in (\mathbb{C} \otimes_{\mathbb{R}} A)^\times$.

**Remark 3.3.3.** If $T$ is an anisotropic $\mathbb{R}$-torus (that is, if $T(\mathbb{R})$ is compact), then it is easy to see that $c \chi = -\chi$ for any $\chi \in X$ and thus $c_T = \text{inv}_T$ is the opposition involution on $T$.

### 3.4. Involutions taking $X$ to $\overline{X}$.

Let $(G, X)$ be a Shimura datum. Recall that we are assuming that $Z^0$ splits over a CM field, and hence, we have the conjugation involution $c_{Z^0} : Z^0 \to Z^0$.

**Remark 3.4.1.** Let $x \in X$. From the fact that $\text{int}(x(i)) : G^\text{ad}_{\mathbb{R}} \to G^\text{ad}_{\mathbb{R}}$ is a Cartan involution, it follows that $G^\text{ad}_{\mathbb{R}}$ is an inner form of an anisotropic group $H$ over $\mathbb{R}$ (that is, $H(\mathbb{R})$ is compact). A similar statement holds for $G^\text{der}_{\mathbb{R}}$ (the element $x(i)$ may not belong to $G^\text{der}_{\mathbb{R}}$; however, over $\mathbb{C}$, $\text{int}(x(i))$ can be replaced by $\text{int}(x(i)')$ for some $x(i)' \in (T \cap G^\text{der}_{\mathbb{C}}(\mathbb{C}))$. The next lemma is well known.

**Lemma 3.4.2.** Let $G$ be a reductive group over $\mathbb{R}$, and assume that it is an inner form of a group $H$ over $\mathbb{R}$ which is anisotropic. Assume furthermore that $T \subset G$ is a maximal torus, and the inner automorphism of $G_{\mathbb{C}}$ defining a cocycle for $H$ is given by $\text{int}(t_0)$ for some $t_0 \in T(\mathbb{C})$. Then the following hold.

(i) $c_T = \text{inv}_T$.

(ii) For a Borel subgroup $B \supset T_{\mathbb{C}}$, the opposition involution acting on $\Psi_0(G, T, B)$ is given by the $\ast$-action of $c$.

(iii) The subgroup $c(B) \subset G_{\mathbb{C}}$ is the opposite Borel subgroup of $B$; that is,

$$c(B) \cap B = T_{\mathbb{C}}.$$  

**Proof.** By hypothesis, we can choose an isomorphism $\phi : G_{\mathbb{C}} \to H_{\mathbb{C}}$ such that $f : G_{\mathbb{C}} \to G_{\mathbb{C}}$ defined by $f(g) = \phi^{-1}(\overline{\phi(g)})$ is an inner automorphism of the form $\text{int}(t_0)$, with $t_0 \in T(\mathbb{C})$. Then there exists a maximal torus $T_H \subset H$ such
that $T_{H, \mathbb{C}} = \phi(T_{\mathbb{C}})$, and we let $B_H = \phi(B)$. Since $T_H(\mathbb{R})$ is compact, this implies that $T(\mathbb{R})$ is compact, so (i) follows from Remark 3.3.3. Let $r = \Psi_0(\phi) : \Psi_0(H, T_H, B_H) \to \Psi_0(G, T, B)$ be the induced isomorphism. It is $\text{Gal}(\mathbb{C}/\mathbb{R})$-equivariant for the $\ast$-actions, as follows from the fact that the forms are inner, and it commutes with $\ast$, so it is enough to prove part (ii) when $G$ itself is anisotropic, which is well known. For (iii), the fact that $f$ preserves $T_{\mathbb{C}}$ and $B$ again allows us to reduce to the case of $G$ anisotropic, in which case the statement is well known. \[\square\]

**Remark 3.4.3.** In the last lemma, if the group is quasisplit and $B$ is a Borel subgroup defined over $\mathbb{R}$, the inner automorphism will not usually belong to $T(\mathbb{C})$; otherwise, we would have $B = T$. There are quasisplit semisimple groups with $B \neq T$ which are inner forms of anisotropic groups, for example $\text{SU}(n, n)$. In this case, the Cartan involution coming from a certain Shimura datum and special pair will preserve the maximal torus and a Borel subgroup containing it, but not a rational Borel subgroup.

**Remark 3.4.4.** Suppose that $(G, X)$ is a Shimura datum, and let $(T, x)$ be a special pair. Then $G_{\text{der}}^{\mathbb{R}}$ satisfies all the hypotheses of the previous lemma. Here the inner automorphism defining the cocycle is $\text{int}(x(i)')$ as before. Alternatively, we can work with the adjoint group $G_{\text{ad}}^{\mathbb{R}}$ and $x(i)$.

**Remark 3.4.5.** Suppose that $\theta : G \to G$ is an involution such that there exists a special pair $(T, x)$ with the property that $\theta$ preserves $T$ and induces $c_{T_{\mathbb{R}}}$ on $T_{\mathbb{R}}$. Then $\theta_{\mathbb{R}}(x) = c_{T_{\mathbb{R}}} \circ x = x \circ c_{\mathbb{R}} = \bar{x}$, and thus, $\theta(X) = \bar{X}$.

**Lemma 3.4.6.** Let $G$ be a reductive group over $\mathbb{R}$, and $T \subset G$ a maximal torus. If $\theta : G \to G$ is an involution such that $\theta(T) \subset T$ and $\theta|_T = c_T$, then $\theta(B) = c(B) \subset G_{\mathbb{C}}$ for any Borel subgroup $B \supset T_{\mathbb{C}}$.

**Proof.** Let $R \subset X = X^*(T)$ denote the set of roots of $(G_{\mathbb{C}}, T_{\mathbb{C}})$. Let $R^+$ denote the set of positive roots with respect to $B$. Then $\theta(B)$ is the Borel subgroup whose Lie algebra is $\text{Lie}(T_{\mathbb{C}}) \oplus \bigoplus_{\alpha \in R^+} \text{Lie}(G_{\mathbb{C}})_{\alpha \neq 0}$. Since $\alpha \circ \theta = c_\alpha$, it follows that this is the Lie algebra of $c(B)$, and since both $\theta(B)$ and $c(B)$ are connected, this proves the lemma. \[\square\]

The construction of involutions taking $X$ to $\bar{X}$ that we will perform will be based on involutions $\theta$ which will roughly be as in Remark 3.4.5. By the following proposition, we need to look for opposition involutions on semisimple groups.

**Proposition 3.4.7.** Let $(G, X)$ be a Shimura datum, and let $\theta : G \to G$ be an involution of $G$, such that there exists a special pair $(T, x)$ with the property that $\theta$ preserves $T$ and induces $c_{T_{\mathbb{R}}}$ on $T_{\mathbb{R}}$. Then $\theta_{\text{der}} : G_{\text{der}} \to G_{\text{der}}$ is an opposition involution, and $\theta_0 = \theta|_{Z^0} : Z^0 \to Z^0$ is equal to $c_{Z^0}$.

**Proof.** Suppose that $\theta$ is an involution with $(T, x)$ as in the statement. To see that $\theta_0 = c_{Z^0}$, it is enough to see that $\theta_{\mathbb{R}, 0} = c_{Z_{\mathbb{R}}}$. Since $Z^0_{\mathbb{R}} \subset T_{\mathbb{R}}$ and $\theta_{\mathbb{R}}|_{T_{\mathbb{R}}} = c_{T_{\mathbb{R}}}$,
Finally we need to work with either the derived group or the adjoint group. The idea is to suppose moreover that $\theta = \theta'$.

Proposition 3.4.8. Let $T' = T \cap G^{\text{der}}$, let $B \subset G_C$ be a Borel subgroup containing $T_C$, and $B' = B \cap G_C^{\text{der}} \supset T'_C$. Let $\Psi'_0 = \Psi_0(G^{\text{der}}, T', B')$, and let $r = \Psi_0(\theta^{\text{der}}) : \Psi'_0 \to \Psi_0'$ be the induced isomorphism. It is given by $r(\chi) = \chi \circ \text{int}(q) \circ \theta^{\text{der}}|_{T'_C}$ for $\chi \in X' = X^*(T')$, where $q \in G^{\text{der}}(C)$ is such that $\text{int}(q)\theta^{\text{der}}(T'_C, B') = (T'_C, B')$. On the other hand, by Lemma 3.1.6, $\star : \Psi'_0 \to \Psi_0'$ is given by $\chi^* = c\chi \circ \text{int}(a^{-1})$, where $a \in G^{\text{der}}(C)$ is such that $\text{int}(a)c(T'_C, B') = (T'_C, B')$. By Lemma 3.4.6, we can take $a = q$. Finally, the hypothesis that $\theta^{\text{der}}|_{T'} = c_{T'}$ implies that $\chi^* = \chi \circ \theta \circ \text{int}(q^{-1})$. Thus, to see that $r(\chi) = \chi^*$, it is enough to see that $\theta^{\text{der}} \circ \text{int}(q^{-1})$ and $\theta^{\text{der}} \circ \text{int}(\varphi(q))$ induce the same automorphism of $T'_C$, and this follows from the fact that both elements $\theta^{-1}(q)$ and $q^{-1}$ conjugate the Borel pair $(T'_C, B')$ to the same Borel pair. \hfill \Box

The following proposition is a partial converse and the main result of this section. Since our construction will be explicit using the classification of semisimple groups, we need to work with either the derived group or the adjoint group. The idea is to construct an involution on $G$ taking $X$ to $\overline{X}$ by extending an opposition involution on $G^{\text{der}}$. Ideally we would want the involution to be as in Remark 3.4.5, but it is enough to consider a weaker hypothesis, as stated in the proposition. Recall the notation from Section 2.1. Suppose that for each $i$, $S_i \subset H_i$ is a maximal torus, and let $\tilde{T}_i = \text{Res}_{F_i/Q} S_i \subset \tilde{G}_i$, $T_i \subset G_i$ its image in $G_i$, $T' \subset G^{\text{der}}$ the image of their product, and $T = Z^0 T'$. Note that $T^{\text{ad}}_R = T^{\text{ad}}_C = \prod_{i,v} S^{\text{ad}}_{i,v}$, where $S_{i,v} \subset H_{i,v}$ and $S^{\text{ad}}_{i,v}$ is its image in $H^{\text{ad}}_{i,v}$.

Proposition 3.4.8. Suppose that $\theta_i : H_i \to H_i$ is an opposition involution for each $i$. Suppose moreover that $\theta_i(S_i) = S_i$ and $\theta^{\text{ad}}_{i,v} | S^{\text{ad}}_{i,v} = c_{S^{\text{ad}}_{i,v}}$ for every $i$ and $v \in I_{i,nc}$. Finally, assume that there exists $x \in X$ such that $x^{\text{ad}}$ factors through $T^{\text{ad}}_R$. Then there exists an involution $\theta : G \to G$ such that $\theta(X) = \overline{X}$.

Proof. For each $i$, the involution $\text{Res}_{F_i/Q} \theta_i$ defines an opposition involution of $\tilde{G}_i$. Moreover, the kernel $K_i$ of the projection $\tilde{G}_i \to G_i$ is contained in the center of $\tilde{G}_i$. By Lemma 3.1.6, $\text{Res}_{F_i/Q} \theta_i$ induces $x \mapsto x^{-1}$ on the center. In particular, it preserves $K_i$ and induces an opposition involution on $G_i$. Similarly, the product of these involutions defines an opposition involution $\theta' : G^{\text{der}} \to G^{\text{der}}$. Let $q : Z^0 \times G^{\text{der}} \to G$ be the natural isogeny. We can look at the product involution $\theta' \times c_{Z^0} : G^{\text{der}} \times Z^0 \to G^{\text{der}} \times Z^0$. We claim that this preserves $\ker(q)$, and thus, it induces an involution on $G$. To show this, we can work with $C$-points. The kernel consists of pairs $(g, z)$ such that $z g = 1$, so we need to check that if $(g, z)$ is such a pair, then $\theta'(g)c_{Z^0}(z) = 1$. The element $g = z^{-1}$ belongs to $Z^0 \cap G^{\text{der}} \subset Z_{G^{\text{der}}}$. The maps $c_{Z^0} : Z^0 \to Z^0$ and $c_{Z_{G^{\text{der}}}} : Z_{G^{\text{der}}} \to Z_{G^{\text{der}}}$ are equal on $Z^0 \cap G^{\text{der}}$, and by part (i) of Lemma 3.4.2, $c_{Z_{G^{\text{der}}}} = \text{inv}_{Z_{G^{\text{der}}}}$, so $c_{Z^0}(z) = z^{-1}$. On the other hand, by Lemma 3.1.6, $\theta'$ induces $\text{inv}_{Z_{G^{\text{der}}}}$ on $Z_{G^{\text{der}}}$, and so $\theta'(g) = g^{-1} = z$. This proves that there exists a (unique) involution $\theta : G \to G$ such that $\theta^{\text{der}} = \theta'$ and $\theta_0 = c_{Z^0}$.\hfill \Box
We also have that $\theta$ preserves $T$ and $\theta^\text{ad}_R = \prod_{i,v} \theta^\text{ad}_{i,v}$. Now, we know that there exists $x \in X$ such that $x^\text{ad}$ factors through $T^\text{ad}_R$. Let $y = \theta_R(x)$. Then $y^\text{ad} = \theta_R^\text{ad}(x^\text{ad})$. For $v \in I_{i,nc}$, we have $\theta^\text{ad}_{i,v}(x_{i,v}) = \bar{x}_{i,v}$ because $\theta^\text{ad}_{i,v}$ induces $c_x^\text{ad}_{i,v}$ and $x_{i,v}$ factors through $S^\text{ad}_{i,v}$. For $v \in I_{i,c}$, $x_{i,v} = 1$. Thus, $y^\text{ad} = \bar{x}^\text{ad}$. Also, since $\theta_R$ induces $c_Z^R$ on $Z^0_R$, and $q : Z^0 \rightarrow G^\text{ab}$ is an isogeny, it follows that $\theta_R$ induces $c_{G^\text{ab}_R}$ on $G^\text{ab}_R$. From this it follows that $y$ and $\bar{x}$ have the same projections to $G^\text{ad}_R$ and to $G^\text{ab}_R$, and thus, $y = \bar{x}$ (see for instance the proof of Proposition 5.7 of [Milne 2005]). Since $y = \theta_R(x)$, this shows that $\theta(X) = \bar{X}$.  

4. Involutions on classical semisimple groups

In this section, we make use of several results regarding the classification of semisimple algebraic groups over totally real fields. For notation and terminology regarding algebras with involutions and their associated groups, we freely follow our main reference [Knus et al. 1998]. We are only interested in the explicit classification of groups of type $A$ and $D$ in order to construct our desired involutions on certain Shimura varieties. Furthermore, not all the groups in the general classification appear in the theory of Shimura varieties, so we are only interested in classifying the groups $H_i$ (in the notation of Section 2.1) of type $A_l$ ($l \geq 2$) or $D_l$ ($l \geq 4$ odd) that can occur. Furthermore, in accordance with the previous section, we are also interested in constructing, whenever possible, opposition involutions on these groups.

The following construction regarding quaternion algebras will be used often in the following. Suppose that $D$ is a quaternion division algebra over a number field $K$. Let $\lambda \in D^\times$ be a pure quaternion (that is, such that $\sigma(\lambda) = -\lambda$, where $\sigma : D \rightarrow D$ is the canonical involution), and choose another pure quaternion $\mu \in D^\times$ such that $\lambda \mu = -\mu \lambda$. Then $\{1, \lambda, \mu, \lambda \mu\}$ is a standard basis of $D$. If we let $L = K(\lambda)$, then $L$ is a maximal subfield of $D$ (a quadratic extension of $K$). We have an isomorphism of $L$-algebras $\phi : D \otimes_K L \rightarrow M_2(L)$ defined by

$$\phi(\lambda \otimes 1) = \begin{pmatrix} \lambda & 0 \\ 0 & -\lambda \end{pmatrix}$$

and

$$\phi(\mu \otimes 1) = \begin{pmatrix} 0 & \mu^2 \\ 1 & 0 \end{pmatrix}.$$  

Then the isomorphism $\phi$ sends $L \otimes_K L$ to the subalgebra of diagonal matrices in $M_2(L)$.

Throughout this section, let $F$ be a totally real field and $H$ be an absolutely almost simple, simply connected algebraic group over $F$. We let $\mathcal{D}$ be the Dynkin diagram of $H_F$ (where $\bar{F}$ is some algebraic closure of $F$). We let $I = \text{Hom}(F, \mathbb{R})$, $I_c = \{v \in I : H^\text{ad}_v(\mathbb{R}) \text{ is compact}\}$, and let $I_{nc}$ be its complement in $I$. 

4.1. Groups of type $A_l$ ($l \geq 2$). Suppose that $D = A_l$ with $l \geq 2$. Then there exists a quadratic étale extension $K/F$ (so $K/F$ is a quadratic extension of fields, or $K = F \times F$), and a central simple algebra $B$ over $K$, of degree $l + 1$, endowed with an involution $\tau : B \to B$ of the second kind (that is, inducing $\iota$ on $K$, where $\iota$ is the nontrivial automorphism of $K$ which fixes $F$) such that $H = SU(B, \tau)$ [Knus et al. 1998, Theorem 26.9]. If $H$ is one of the $H_i$ as above, then $K$ must be a field. Indeed, if otherwise, then $H \simeq SL_1(A)$ for some central simple algebra $A$ over $F$ of degree $l + 1$. For each $v \in \Hom(F, \mathbb{R})$, we have

$$A_v = A \otimes_{F, v} \mathbb{R} \simeq M_{l+1}(\mathbb{R}) \text{ or } A_v \simeq M_{(l+1)/2}(\mathbb{H}).$$

In both cases, it follows that $H_v$ is an inner form of $SL_{l+1, \mathbb{R}}$, so the $*$-action of $c$ is trivial (a condition that does not depend on the Borel pair), and thus, it cannot be the opposition involution because $l \geq 2$. From this and Lemma 3.4.2 it follows that $H$ cannot occur as one of the factors $H_i$. Thus, we have proved that $K$ must be a field. Moreover, a similar argument implies that $K$ must be totally imaginary, that is, $K/F$ is a CM extension. The adjoint group $H^{ad}$ is $\text{PGU}(B, \tau)$.

We can then write $B = \End_D(V)$ for some central division algebra $D$ over $K$, endowed with an involution $J : D \to D$ of the second kind, whose action we denote by $d \mapsto d^J$, and a finite-dimensional right $D$-vector space $V$. There is a nondegenerate hermitian form $h : V \times V \to D$ inducing the involution $\tau : B \to B$. The pair $(V, h)$ is called a hermitian space over $D$.

Suppose that $\theta : H \to H$ is an opposition involution. There is a natural isomorphism between $\text{Aut}(H)$ and the group of $F$-algebra automorphisms of $B$ that commute with $\tau$ [Knus et al. 1998, Theorem 26.9], and thus, there exists such an automorphism $\gamma : B \to B$ of order 2, inducing $\theta$. If $\gamma|_K$ is the identity map on $K$, then $\gamma = \text{int}(b_0)$ for some $b_0 \in B^\times$ by the Skolem–Noether theorem, and $b_0$ is moreover a similitude for $\tau$. The induced map $\theta : H \to H$ would thus be an inner automorphism, inducing the identity map on the Dynkin diagram, but the opposition involution on $A_l$ is nontrivial for $l \geq 2$. Hence, $\gamma|_K$ must be $\iota$. Let $\bar{B}$ and $\bar{D}$ denote the $K$-algebras $B$ and $D$ with $\iota$-conjugate structure. Thus, $\gamma : B \to \bar{B}$ is a $K$-algebra isomorphism. We let $\Br(K)$ be the Brauer group of $K$ and $[B] = [D] \in \Br(K)$ be the class of $B$ in it. Then $[D] = [B] = [\bar{B}] = [\bar{D}]$, which implies that there must exist a ring automorphism $\alpha : D \to D$ inducing $\iota$ on $K$.

**Proposition 4.1.1.** Let $D$ be a central division algebra over a CM extension $K/F$ of number fields, endowed with an involution $J : D \to D$ of the second kind. Then the following are equivalent:

(a) $D = K$ or $D$ is a quaternion division algebra over $K$.

(b) The order of $[D] \in \Br(K)$ is 1 or 2.

(c) There exists a ring automorphism $\alpha : D \to D$ inducing $\iota$ on $K$. 
Moreover, in this case, \( \alpha \) is unique up to composition with an inner automorphism of \( D \). Furthermore, it can be chosen to have order 2 and such that \( \alpha J = J \alpha \) is either \( \text{id}_D \) if \( D = K \) or the canonical involution if \( D \) is a quaternion division algebra.

**Proof.** The fact that (a) implies (b) in the quaternion algebra case follows from the existence of the canonical involution on \( D \), which gives an isomorphism \( D \rightarrow D^{\text{op}} \), so \( [D] = [D]^{-1} \). To see that (b) implies (a), use [Scharlau 1985, 10.2.3].

Now suppose that (a) is true. If \( D = K \), then take \( \alpha = \iota \). If \( D \) is a quaternion division algebra, let \( \sigma : D \rightarrow D \) be its canonical involution, and take \( \alpha = J \sigma = \sigma J \) (they commute because \( J \sigma J \) is a symplectic involution of the first kind on \( D \), and hence equal to \( \sigma \)).

Finally, suppose that \( \alpha : D \rightarrow D \) is as in (c). The involution \( J : D \rightarrow D \) induces an isomorphism \( D \rightarrow D^{\text{op}} \), where \( \bar{D} \) is the conjugate algebra \( \lambda \cdot d = \iota(\lambda)d \) for \( \lambda \in K \). Similarly, \( \alpha \) induces an isomorphism \( D \rightarrow \bar{D} \), and thus, in the end we have an isomorphism \( D \rightarrow D^{\text{op}} \), which implies that the order of \( [D] \) is 1 or 2.

The uniqueness of \( \alpha \) up to inner automorphism follows because if \( \beta \) is another such automorphism, then \( \alpha \beta^{-1} : D \rightarrow D \) is a \( K \)-linear automorphism and hence inner by the Skolem–Noether theorem.

□

**Remark 4.1.2.** Suppose that \( D \) is a quaternion division algebra. Under the conditions of the previous proposition, there exists a unique quaternion algebra \( D_0 \subset D \) over \( F \) such that \( D = D_0 \otimes_F K \) and \( J = \sigma_0 \otimes_F \iota \), where \( \sigma_0 \) is the canonical involution of \( D_0 \) [Knus et al. 1998, §II.22]. Then the map \( \alpha \) constructed in the proof is \( \alpha = \text{id}_{D_0} \otimes_F \iota \). We define the canonical conjugation \( \alpha : D \rightarrow D \) (attached to \( J \) or \( D_0 \)) to be \( \alpha = \text{id}_{D_0} \otimes_F \iota \). If \( D = K \), we also call \( \alpha = \iota \) the canonical conjugation.

Thus, we have shown that if there exists \( \theta : H \rightarrow H \) an opposition involution, then either \( D = K \) (and \( J = \iota \)) or \( D \) is a quaternion division algebra (and \( J = \sigma_0 \otimes_F \iota \)). Conversely, suppose that \( D = K \) or \( D \) is a quaternion division algebra. We will construct suitable opposition involutions under an additional assumption.

**Remark 4.1.3.** Suppose that \( D = K \) (and \( D_0 = F \)) or \( D \) is a quaternion division algebra. Let \( I_s \subset \text{Hom}(F, \mathbb{R}) \) be the subset of places \( v \in I = \text{Hom}(F, \mathbb{R}) \) such that \( D_{0, v} = D_0 \otimes_{F, v} \mathbb{R} \) is split, and let \( I_{ns} \subset I \) be its complement. We let \( I_c \subset I \) be the subset of places \( v \) such that \( H_v^{\text{ad}}(\mathbb{R}) \) is compact, and \( I_{nc} \) its complement. The group \( H_\mathbb{R} \) can be written as a product of special unitary groups \( \prod_{v \in I} \text{SU}(p_v, q_v) \), and the compact places are exactly the places where \( p_v q_v = 0 \).

**Definition 4.1.4.** We say that a hermitian space \((V, h)\) over \( D \) (where \( D = K \) or a quaternion division algebra) is strongly hermitian if there exists an \( h \)-orthogonal \( D \)-basis \( \beta = \{v_1, \ldots, v_n\} \) of \( V \) such that \( h(v_i, v_i) \in K^\times \) for all \( i \). In the quaternion algebra case, we ask furthermore that \( I_{ns} \subset I_c \).

**Remark 4.1.5.** A hermitian space over \( D = K \) is always strongly hermitian.
Remark 4.1.6. The existence of the basis $\beta$ in Definition 4.1.4 is what allows us to explicitly construct an opposition involution $\theta : H \to H$. In the quaternion algebra case, this involution will define an involution $\theta_v : H_v \to H_v$, and we want this to induce complex conjugation on $S_v$ when $v \in I_{nc}$. The involution that we construct does not satisfy this at places $v \in I_{ns}$ (see Remark 4.1.9). Since we only care about noncompact places, we make the assumption $I_{ns} \subset I_c$.

Suppose that $(V, h)$ is strongly hermitian, and let $\beta$ be a basis as in the definition. Let $I : V \to V$ be the $\alpha$-semilinear isomorphism obtained by applying $\alpha$ to the coordinates of elements of $V$ with respect to the basis $\beta$ (this map is inspired by the constructions of [Taylor 2012]). Then $h(I(x), I(y)) = \alpha(h(x, y))$. Let $\theta : H \to H$ be given as $\theta_A(g) = I_A g I_A$ for an $F$-algebra $A$ and a $D \otimes_F A$-linear automorphism $g$ of $V \otimes_F A$. Let $L \subset D$ be a maximal subfield. More precisely, if $D = K$, then $L = K$, and if $D$ is a quaternion division algebra, take $L = K(\lambda)$, where $\lambda$ is a pure quaternion in $D_0$. Let $S = S_{L, \beta}$ be the subgroup of $H$ defined as follows. For an $F$-algebra $A$, $H(A) \subset \text{Aut}_{D \otimes_F A}(V \otimes_F A)$, and we let

$$S(A) = \{ h \in H(A) : h(v_i \otimes 1) = (v_i \otimes 1)\lambda_i \text{ for some } \lambda_i \in (L \otimes_F A)^\times \ (i = 1, \ldots, n) \}.$$ 

This is a maximal torus in $H$.

**Proposition 4.1.7.** With the above hypotheses, the following statements are true:

(a) The involution $\theta : H \to H$ is an opposition involution.

(b) We have $\theta(S) = S$ and for every $v \in I_{nc}$, $\theta_v : H_v \to H_v$ induces $c_{S_v}$ on $S_v$.

In particular, $\theta_v^{ad} : H_v^{ad} \to H_v^{ad}$ induces $c_{S_v^{ad}}$ on $S_v^{ad}$ for $v \in I_{nc}$.

**Proof.** For part (a), it suffices to see that $\theta_L : H_L \to H_L$ is an opposition involution. We can identify $H_K$ with $\text{SL}_V / D$, where $\text{SL}_V / D(A)$ consists, for a $K$-algebra $A$, of the $D \otimes_K A$-linear automorphisms of $V \otimes_N A$ with reduced norm 1. Using the basis $\beta$, we can further identify $\text{SL}_V / D(A)$ as $\text{SL}_n(D \otimes_K A)$. Let $Q \in \text{GL}_n(K)$ be the matrix of $h$ with respect to $\beta$. Then it is easy to see that $\theta_A : \text{SL}_n(D \otimes_K A) \to \text{SL}_n(D \otimes_K A)$ is explicitly given by the formula

$$\theta_A(X) = Q^{-1}(t X^{-1})^\sigma Q,$$

where $\sigma : D \to D$ is the canonical involution of $D$ if $D$ is a quaternion division algebra, and $\sigma = \text{id}$ if $D = K$. Note that $Q$ is a diagonal matrix in $\text{GL}_n(K)$.

If $D = K$, we denote by $\phi : D \otimes_K L \to L$ the unique obvious isomorphism. If $D$ is a quaternion division algebra, we take $\phi : D \otimes_K L \to M_2(L)$ to be an isomorphism of $L$-algebras taking $L \otimes_K L$ to the subalgebra of diagonal matrices in $M_2(L)$, as constructed above (we use for this the pure quaternion $\lambda \in D_0$ and another pure quaternion $\mu \in D_0$ such that $\lambda \mu = -\mu \lambda$). In particular, $\sigma$ preserves $L$.

The identification $H_K(A) \cong \text{SL}_n(D \otimes_K A)$ sends $S_K(A)$ to the subgroup of matrices
in $\text{SL}_n(D \otimes_K A)$ which are diagonal and have entries in $L \otimes_K A$. Since $\sigma$ preserves $L$, it follows that $\theta_K$ sends the torus $S_K$ to itself. Moreover, if we now extend scalars to $L$, the map $\phi$ provides an isomorphism

$$H_L \cong \text{SL}_{nm,L},$$

where $S_{nm,L}$ is the usual group of $nm \times nm$ matrices of determinant 1; furthermore, the torus $S_L$ maps to the torus of diagonal matrices in $\text{SL}_{nm,L}$ (so $S$ is indeed a maximal torus, as claimed). If $m = 1$, then $\theta_L(X) = Q^{-1}X^{-1}Q$ for $X \in \text{SL}_{n,L}$. Suppose that $m = 2$. Write $Q = \text{diag}(q_1, \ldots, q_n)$, and let $\tilde{Q} = \text{diag}(q_1, \ldots, q_n, q_1, \ldots, q_n) \in \text{GL}_{2n}(K)$. Write matrices $X \in \text{SL}_{2n,L}$ as blocks

$$X = \begin{pmatrix} A & B \\ C & D \end{pmatrix},$$

with $A, B, C, D$ of size $n \times n$. Then $\theta_L : \text{SL}_{2n,L} \to \text{SL}_{2n,L}$ is explicitly given as

$$\theta_L(X) = \tilde{Q}^{-1} \begin{pmatrix} ID & -IB \\ -IC & I A \end{pmatrix} \tilde{Q}.$$

From this explicit expression of $\theta$ as an involution of $\text{SL}_{nm,L}$, it is easy to see that it preserves the maximal torus $S_L$ of diagonal matrices and that it induces the opposition involution on the root datum.

For part (b), fix $v \in I_{nc}$. We need to check that if $\chi \in X = X^*(S_v) = \text{Hom}(S_v \times_{\mathbb{R}} \mathbb{C}, \mathbb{G}_m, \mathbb{C})$, then $\chi \circ \theta_v, \mathbb{C} = c \chi$. To compute $c \chi$, we need to compute how complex conjugation acts on $H_v(\mathbb{C})$. Choose once and for all an extension $\tau : L \hookrightarrow \mathbb{C}$ of $v$ to $L$. Using the embedding $\tau$ and the isomorphism (4.1.8), we can identify $H_v \times_{\mathbb{R}} \mathbb{C} = H_L \times_{L, \tau} \mathbb{C} \cong \text{SL}_{nm, \mathbb{C}}$. Moreover, the action of $c$ on $H_v(\mathbb{C}) \cong \text{SL}_{nm}(\mathbb{C})$ is explicitly given as follows. Let $Q_v = \text{diag}(v(q_1), \ldots, v(q_n)) \in \text{GL}_n(\mathbb{R})$ and $\tilde{Q}_v = \text{diag}(v(q_1), \ldots, v(q_n), v(q_1), \ldots, v(q_n)) \in \text{GL}_{2n}(\mathbb{R})$. Let

$$\gamma = \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}.$$

If $m = 1$ and $X \in \text{SL}_n(\mathbb{C})$, then $c(X) = Q_v^{-1}X^*c^{-1}Q$. If $m = 2$ and $X \in \text{SL}_{2n}(\mathbb{C})$, then $c(X) = Q_v^{-1}\gamma X^*c^{-1}\gamma^{-1}Q_v$. The last case easily follows from (4.1.8) and the fact that $D_{0,v}$ is split. We can identify $X^*(S_v)$ in the standard way with $\mathbb{Z}^{nm}/L$, where $L = \{(k, k, \ldots, k) : k \in \mathbb{Z}\}$. It then follows easily from our calculations of the action of $c$ that if $\chi \in X^*(S_v)$ is identified with the class of the tuple $(a_1, \ldots, a_n)$ in the case $m = 1$, respectively the class of the tuple $(a_1, \ldots, a_n, b_1, \ldots, b_n)$ in the case $m = 2$, then $c \chi$ is identified with $(-a_1, \ldots, -a_n)$ or with $(-b_1, \ldots, -b_n, -a_1, \ldots, -a_n)$, respectively. This, together with our formulas for $\theta$, show that $\theta_v$ induces $c_{S_v}$ on $S_v$, which is what we wanted to prove. \qed
Remark 4.1.9. When $D_{0,v}$ is not split, there is also an explicit formula for $c$ that involves a matrix $\gamma$ as above, but $\gamma$ turns out to be a diagonal matrix. So in this case $\theta_v$ does not induce $c_{S_v}$ on $S_v$. We only care about noncompact places, hence our assumption $I_{ns} \subseteq I_c$.

Remark 4.1.10. Keep the assumptions and notation as above. For each $v \in I_{nc}$, we will construct a map $y : \mathbb{S} \to H^\text{ad}_v$ satisfying Deligne’s axioms [1979, §1.2.1] and factoring through $S^\text{ad}_v$. Namely, fix $\tau : L \hookrightarrow \mathbb{C}$ an extension of $v$ to $L$, and let $w = \tau|_K$ (so $w = \tau$ when $D = K = L$). Let $D_w = D \otimes_{K,w} \mathbb{C}$ and $J_w : D_w \to D_w$ be defined by $J_w(d \otimes z) = J(d) \otimes \bar{z}$. The group $H_v(A)$ can be identified, using the basis $\beta$, with the group of matrices $X \in \text{GL}_n(D_w \otimes \mathbb{R} A)$ such that $iX^J_w Q X = Q$ and $\text{Nrd}(X) = 1$. If $m = 1$, let $\phi_v : D_w \to \mathbb{C}$ be the unique isomorphism. If $m = 2$, consider the $\mathbb{C}$-algebra isomorphism $\phi_v : D_w \to M_2(\mathbb{C})$ given by

$$\phi_v(\lambda \otimes_{K,w} 1) = \begin{pmatrix} \tau(\lambda) & 0 \\ 0 & -\tau(\lambda) \end{pmatrix}, \quad \phi_v(\mu \otimes_{K,w} 1) = \begin{pmatrix} 0 & v(\mu^2) \\ 1 & 0 \end{pmatrix}.$$ 

As above, for any $\mathbb{R}$-algebra $A$, this induces an isomorphism $\text{GL}_n(D_w \otimes \mathbb{R} A) \cong \text{GL}_{mn}(\mathbb{C} \otimes \mathbb{R} A)$ taking the subgroup of diagonal matrices with entries in $L_w \otimes \mathbb{R} A$ (where $L_w = L \otimes_{K,w} \mathbb{C}$) to the subgroup of diagonal matrices in $\text{GL}_{mn}(\mathbb{C} \otimes \mathbb{R} A)$. Moreover, the corresponding involution $X \mapsto iX^J_w$ gets identified with $X \mapsto \gamma X^* \gamma^{-1}$, where if $m = 1$, $\gamma = I_n$, and if $m = 2$, $\gamma$ is the hermitian matrix defined by

$$\gamma = \begin{pmatrix} 0 & iI_n \\ -iI_n & 0 \end{pmatrix}$$ 

if $v(\lambda^2) > 0$, and

$$\gamma = \begin{pmatrix} -v(\mu^2)I_n & 0 \\ 0 & I_n \end{pmatrix}$$

if $v(\lambda^2) < 0$ (note that in this case, we must have $v(\mu^2) > 0$). In this way, we can write

$$H_v(A) \cong \{ X \in \text{GL}_{2n}(\mathbb{C} \otimes \mathbb{R} A) : (\gamma X^* \gamma^{-1}) Q' X = Q', \ \det(X) = 1 \},$$

where $Q' = Q_v$ if $m = 1$ and $Q' = \tilde{Q}_v = \text{diag}(v(q_1), \ldots, v(q_n), \ldots, v(q_1), \ldots, v(q_n))$ if $m = 2$. Thus, we can identify $H_v$ with the special unitary group $\text{SU}(\gamma^{-1} Q')$ of the hermitian matrix $\gamma^{-1} Q'$, and the maximal torus $S_v$ is the torus of diagonal matrices. Note that $H^\text{ad}_v$ is also the adjoint group of the similitude unitary group $\text{GU}(\gamma^{-1} Q')$. We define $y' : \mathbb{S} \to \text{GU}(\gamma^{-1} Q')$ as follows. For an $\mathbb{R}$-algebra $A$ and $z \in \mathbb{S}(A)$, let

$$y'_A(z) = \begin{pmatrix} \text{diag}(y'_A(z)_1, \ldots, y'_A(z)_n) & 0 \\ 0 & \text{diag}(y'_A(z)_1, \ldots, y'_A(z)_n) \end{pmatrix},$$

where $y'_A(z)_i = z$ if $v(q_i) > 0$ and $y'_A(z)_i = \bar{z}$ if $v(q_i) < 0$. We let $y = y^\text{ad} : \mathbb{S} \to H^\text{ad}_v$.
Using the explicit computation of $\gamma^{-1}Q'$ in each case, the group $\text{GU}(\gamma^{-1}Q')$ is isomorphic to a similitude unitary group $\text{GU}(p, q)$ of a certain signature $(p, q)$ (furthermore, if $m = 2$, in our case where $D_{0,v}$ is split, the signature is always $(n, n)$, so the group $H_v$ is in fact quasisplit). It is then standard that $y'$, and hence $y$, satisfy Deligne’s axioms (see for instance the Appendix of [Milne and Shih 1981]).

4.2. Groups of type $D_l$ ($l \geq 4$ odd). Suppose that $\mathcal{D} = D_l$ with $l \geq 5$ odd. Then $H = \text{Spin}(B, \tau)$, where $B$ is a central simple algebra over $F$ of degree $2l$ and $\tau$ is an orthogonal involution [Knus et al. 1998, Theorem 26.15]. The adjoint group is $H^{\text{ad}} = \text{PGO}^+(B, \tau)$. In order to avoid introducing spin groups, we will work in this section with $H^{\text{ad}}$. Since the map $\text{Aut}(H) \to \text{Aut}(H^{\text{ad}})$ is an isomorphism, an opposition involution on $H^{\text{ad}}$ will uniquely lift to an opposition involution on $H$; moreover, suppose that $S \subset H$ is a maximal torus and the involution on $H^{\text{ad}}$ preserves $S^{\text{ad}}$ and induces $c_{s_v}^{\text{ad}}$ on $S_v^{\text{ad}}$ for every $v \in I_{nc}$. Then the lifted involution on $H$ preserves $S$ and also obviously induces $c_{s_v}^{\text{ad}}$ on $S_v^{\text{ad}}$ for every $v \in I_{nc}$. This will allow us to concentrate on $H^{\text{ad}}$ and avoid spin groups.

Since $F$ is a number field, it can be shown that $B = \text{End}_D(\Lambda)$, where $D = F$ or a quaternion division algebra over $F$ [Scharlau 1985, §8.2.3], and $\Lambda$ is a right $D$-vector space of finite dimension $n$. Let $m = \text{deg}_F D$. Moreover, the involution $\tau : B \to B$ must be attached to a nondegenerate $B$-bilinear form $q : \Lambda \times \Lambda \to D$. In the case $D = F$ (where $\dim_F \Lambda = 2l$), $q$ is a symmetric bilinear form. In the case that $D$ is a quaternion division algebra (where $\dim_D \Lambda = l$), $q$ is a skew-hermitian form with respect to the canonical involution $\sigma : D \to D$. We will only treat the case where $D$ is a quaternion division algebra. Let $I_\ast \subset I = \text{Hom}(F, \mathbb{R})$ be the set of $v : F \to \mathbb{R}$ such that $D_v = D \otimes_{F, v} \mathbb{R}$ is split, and let $I_{ns}$ be its complement in $I$. For $v \in I_\ast$, the skew-hermitian form $q_v$ on $\Lambda_v$ defines a nondegenerate symmetric bilinear form $b_v$ over a real vector space $W_v$ of dimension $2n$ [Scharlau 1985], and then we have that $I_c \subset I_\ast$ is the set of split places where $b_v$ is definite. As in the Appendix of [Milne and Shih 1981] (type $D^{\mathbb{H}}$), we will assume that $I_c = I_\ast$. We call the pair $(\Lambda, q)$ a skew-hermitian space over $D$. Note that $n = l$ is odd.

Let $\beta = \{v_1, \ldots, v_n\}$ be a $D$-basis of $\Lambda$, which is $q$-orthogonal. The group $H^{\text{ad}} = \text{PGO}^+(\Lambda, q)$ can also be seen as the adjoint group of $G = \text{SO}(\Lambda, q)$, where $G(A) = \{g \in \text{Aut}_{D \otimes_F A}(\Lambda_A) : \text{Nrd}(g) = 1 \text{ and } q_A(g(x), g(y)) = q_A(x, y) \text{ for all } x, y \in \Lambda_A\}$ for an $F$-algebra $A$. Here $\Lambda_A = \Lambda \otimes_F A$ and $\text{Nrd}$ is the reduced norm in $\text{End}_D(\Lambda)$. We let $S' = S'_\beta \subset G$ be the subgroup of $G$ defined as follows. For every $i = 1, \ldots, n$, let $q_i = q(v_i, v_i)$. This is a pure quaternion in $D$, and so $L_i = F(q_i)$ is a quadratic field extension of $F$. For an $F$-algebra $A$, let $S'(A) = \{g \in G(A) : g(v_i \otimes 1) = (v_i \otimes 1)\lambda_i \text{ for some } \lambda_i \in (L_i \otimes_F A)\times (i = 1, \ldots, n)\}.$
Then $S' \subset G$ is a maximal torus of $G$, and it defines maximal tori $S \subset H$ and $S^{\text{ad}} = S'^{\text{ad}} \subset H^{\text{ad}}$.

We will construct involutions on $H$ modeled after our constructions for the case of type $A_I$. For this we need to make an analogous extra assumption.

**Definition 4.2.1.** We say that the skew-hermitian space $(\Lambda, q)$ over $D$ is strongly skew-hermitian if there exists a $q$-orthogonal $D$-basis $\beta = \{v_1, \ldots, v_n\}$ of $\Lambda$ and an $F$-automorphism $\alpha : D \rightarrow D$ such that $q(v_i, v_j) = -\alpha(q(v_j, v_i))$ and $\alpha^2 = 1$.

**Remark 4.2.2.** Any automorphism $\alpha : D \rightarrow D$ as above must be necessarily inner, of the form $\alpha(d) = rdr^{-1}$ for some $r \in D^\times$ such that $r^2 \in F^\times$. This implies that $r\sigma(r)^{-1} \in F^\times$ as well (because $F$ is the set of elements of $D$ fixed by $\sigma$). Moreover, since $q(v_i, v_i) \in D^\times$, $r$ must be a pure quaternion in $D$. As in the previous case, the existence of the basis $\beta$ will allow us to construct an explicit involution. The map $\alpha$ plays the role of the canonical conjugation of case $A_I$.

Suppose that $(\Lambda, q)$ is strongly hermitian, and let $\beta$ and $\alpha = \text{int}(r)$ be as in the definition. We then have $\alpha \sigma = \sigma \alpha$. Let $I : \Lambda \rightarrow \Lambda$ be the $\alpha$-semilinear automorphism obtained by applying $\alpha$ to the coefficients of elements of $\Lambda$ with respect to the basis $\beta$. Then $q(I(x), I(y)) = -\alpha(q(x, y))$. Let $\theta : G \rightarrow G$ be defined by $\theta_A(g) = I_A g I_A$ for an $F$-algebra $A$ and a $(D \otimes_F A)$-linear automorphism $g$ of $\Lambda \otimes_F A$.

Let $L = F(r)$, where $r \in D$ is as above. This is again a quadratic extension of $F$ (and a maximal subfield of $D$). Let $S'$ and $S^{\text{ad}}$ be the maximal tori of $G$ and $H^{\text{ad}}$ defined above using the basis $\beta$.

**Proposition 4.2.3.** With the above hypotheses, the following statements are true:

(a) The map $\theta : G \rightarrow G$ is an opposition involution (and hence so is $\theta^{\text{ad}}$).

(b) We have $\theta(S') = S'$ and for every $v \in I_{nc}$, $\theta_v : G_v \rightarrow G_v$ induces $c_{S'_v}$ on $S'_v$.

In particular, $\theta^{\text{ad}}_v : H^{\text{ad}}_v \rightarrow H^{\text{ad}}_v$ induces $c_{S^{\text{ad}}_v}$ on $S^{\text{ad}}_v$ for $v \in I_{nc}$.

**Proof.** For part (a), it suffices to see that $\theta_E : G_E \rightarrow G_E$ is an opposition involution, for a convenient extension $E/F$. Using the basis $\beta$ and the isomorphism $\phi : D \otimes_F L \rightarrow M_2(L)$ as constructed above, we can identify $G_L$ as follows. Implicit in the construction of $\phi$ is the choice of a pure quaternion $s \in D$ with $rs = -rs$, and we let $t = v(s^2) \in \mathbb{R}$. Let $q_i = q(v_i, v_i)$. Since $\sigma(q_i) = -q_i$ and $rq_i r^{-1} = -q_i$, we have

$$\phi(r) = \begin{pmatrix} r & 0 \\ 0 & -r \end{pmatrix} \in \text{GL}_2(L)$$

and

$$\phi(q_i) = \begin{pmatrix} 0 & b_i \\ c_i & 0 \end{pmatrix}$$
for some \( b_i, c_i \in L \). The image in \( M_2(L) \) under \( \phi \) of \( L_i \otimes_F L \subset D \otimes_F L \) consists of the matrices in \( M_2(L) \) of the form
\[
\begin{pmatrix}
x & yb_i \\
yc_i & x
\end{pmatrix}
\]
for some \( x, y \in L \). Thus, the induced isomorphism \( \phi : M_2(D \otimes_F L) \to M_2(L) \) sends the subalgebra of diagonal matrices \( L_1 \otimes_F L \times \cdots \times L_n \otimes_F L \) to the set of matrices in \( M_2(L) \) of the form
\[
X = \begin{pmatrix}
\text{diag}(x_1, \ldots, x_n) & \text{diag}(y_1b_1, \ldots, y_nb_n) \\
\text{diag}(y_1c_1, \ldots, y_nc_n) & \text{diag}(x_1, \ldots, x_n)
\end{pmatrix}
\]
(4.2.4) with \( x_i, y_i \in L \). Let
\[
\tilde{Q} = \begin{pmatrix}
0 & \text{diag}(b_1, \ldots, b_n) \\
\text{diag}(c_1, \ldots, c_n) & 0
\end{pmatrix} \in \text{GL}_{2n}(L).
\]
Then, for any \( L \)-algebra \( R \), writing a matrix \( X \in \text{GL}_{2n}(R) \) as \( X = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \), there is an isomorphism
\[
G(R) \cong \left\{ X \in \text{GL}_{2n}(R) : \begin{pmatrix}
^tD & -^tB \\
-^tC & ^tA
\end{pmatrix} \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \tilde{Q}, \ \det(X) = 1 \right\}
\]
(4.2.5) that takes the subgroup \( S' \) to the subgroup of matrices of the form (4.2.4) in the right-hand side. Note that the equation is equivalent to \( ^tX \tilde{Q}' X = \tilde{Q}' \), where
\[
\tilde{Q}' = \begin{pmatrix}
\text{diag}(c_1, \ldots, c_n) & 0 \\
0 & -\text{diag}(b_1, \ldots, b_n)
\end{pmatrix}
\]
(the matrix \( \tilde{Q}' \) is the matrix of the associated bilinear form [Scharlau 1985, §10.3]). Moreover, if
\[
\gamma = \begin{pmatrix} rI_n & 0 \\ 0 & -rI_n \end{pmatrix},
\]
then \( \theta_R(X) = \gamma X \gamma^{-1} \) for \( X \in G(R) \); in block matrix terms,
\[
\theta_R \begin{pmatrix} A & B \\ C & D \end{pmatrix} = \begin{pmatrix} A & -B \\ -C & D \end{pmatrix}.
\]
It is clear then that \( \theta \) preserves \( S' \).

Let \( E/L \) be a field extension such that there exist elements \( e_i, f_i \in E \) with \( e_i^2 = c_i \) and \( f_i^2 = b_i \) (for example, take \( E = \mathbb{C} \) with a fixed embedding of \( L \)). For elements \( a_1, \ldots, a_n \), let \( \text{adiag}(a_1, \ldots, a_n) \) be the antidiagonal matrix whose \( (i, n + 1 - i) \)-th entry is \( a_i \), and let \( J_n = \text{adiag}(1, \ldots, 1) \). Let
\[
\delta = \begin{pmatrix}
\text{adiag}(e_n, \ldots, e_1) & \text{adiag}(-f_n, \ldots, -f_1) \\
\text{diag}(e_1/2, \ldots, e_n/2) & \text{diag}(f_1/2, \ldots, f_n/2)
\end{pmatrix} \in \text{GL}_{2n}(E).
Then the map $X \mapsto \delta X \delta^{-1}$ sends $G_E$ (viewed inside $GL_{2n,E}$ via (4.2.5)) to the special orthogonal group $SO_{2n}$ of the matrix $J_{2n}$ over $E$. The maximal torus $S'_{E}$ maps to the subgroup of diagonal matrices in $SO_{2n}$, and $\theta$ becomes conjugation by the matrix

$$
\delta \gamma \delta^{-1} = \begin{pmatrix} 0 & 2r J_n \\ (r/2)J_n & 0 \end{pmatrix}
$$

inside $GL_{2n}$. We identify in the usual way $X^*(S') \simeq \mathbb{Z}^n$. As a Borel subgroup of $G_E$ we take the subgroup $B$ of upper-triangular matrices belonging to $G_E$. The map $\theta$ sends $B$ to the subgroup $B^{-}$ of lower-triangular matrices. Let $J'_{2n}$ be the matrix obtained from $J_{2n}$ by swapping the rows $n$ and $n + 1$. Then it is easy to see that $J'_{2n} \in G(E)$ and sends $B^{-}$ to $B$. It follows that $\Psi_0(\theta)(\chi) = \chi \circ \text{int}(J'_{2n}) \circ \theta$ for $\chi \in X^*(S')$. If $\chi$ is parametrized by $(a_1, \ldots, a_n)$, then $\Psi_0(\theta)(\chi)$ is parametrized by $(a_1, \ldots, a_{n-1}, -a_n) = (a_1, \ldots, a_n)^*$ [Bourbaki 2002, Plate IV]. Thus, $\theta : G \to G$ is an opposition involution.

Let $v : F \hookrightarrow \mathbb{R}$, and let $\tau : L \hookrightarrow \mathbb{C}$ be an extension of $v$ to $L$. If $\tau = \bar{\tau}$, then $\tau(r) \in \mathbb{R}$. Thus, $\tau(r)^2 \in \mathbb{R}_{\geq 0}$, and this implies that $D_v$ is split, so $v \in I_n = L_c$. In part (b), we only care for $v \in I_{nc}$, so suppose from now on that $\tau \neq \bar{\tau}$, so that $\tau(r) \in i\mathbb{R}_{>0}$. By the same reasoning we have that $t = v(s^2) < 0$. We use $\tau$ to identify $G_C \simeq SO_{2n}$ as above. We first work out the induced complex conjugation on $G(C) \simeq SO_{2n}(\mathbb{C})$. Using the isomorphisms $D \otimes_{F,v} \mathbb{C} \simeq (D \otimes_{F} L) \otimes_{L,t} \mathbb{C} \simeq M_2(\mathbb{C})$ (the last one coming from $\phi$), it is easy to see that complex conjugation on $D \otimes_{F,v} \mathbb{C}$ corresponds to taking a matrix $X \in M_2(\mathbb{C})$ to

$$
\begin{pmatrix} t & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} \bar{X}_{22} & \bar{X}_{21} \\ \bar{X}_{12} & \bar{X}_{11} \end{pmatrix} \begin{pmatrix} t^{-1} & 0 \\ 0 & 1 \end{pmatrix},
$$

where $t = v(s^2)$ as above. Note that $q_i \in D \subset D \otimes_{F,v} \mathbb{C}$, so this implies that $t \tau(c_i) = \tau(b_i)$ and thus

$$
t e_i/\bar{f}_i = - f_i/\bar{e}_i. \quad (4.2.6)
$$

It follows that the induced complex conjugation on $G(\mathbb{C})$, viewed inside $GL_{2n}(\mathbb{C})$ as in (4.2.5), is given by

$$
X = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \mapsto c'(X) = \begin{pmatrix} \bar{D} & t \bar{C} \\ t^{-1} \bar{B} & \bar{A} \end{pmatrix}.
$$

Finally, we apply conjugation by $\delta$ to identify $G_C$ with $SO_{2n}$. We only need to consider the action of $c$ on diagonal matrices. Let $X = \text{diag}(x_1, \ldots, x_n, x_n^{-1}, \ldots, x_1^{-1}) \in SO_{2n}(\mathbb{C})$. Then $c(X) = \delta c'(\delta)^{-1} c'(X) c'(\delta) \delta^{-1}$, and a long but easy direct calculation using (4.2.6) shows that

$$
\delta c'(\delta)^{-1} = \begin{pmatrix} \text{2 adiag}(e_n/\bar{f}_n, \ldots, e_1/\bar{f}_1) & 0 \\ 0 & \text{1/2 adiag}(f_1/\bar{e}_1, \ldots, f_n/\bar{e}_n) \end{pmatrix},
$$
and thus,
\[ c(\text{diag}(x_1, \ldots, x_n, x_n^{-1}, \ldots, x_1^{-1})) = \text{diag}((\bar{x}_1)^{-1}, \ldots, (\bar{x}_n)^{-1}, \bar{x}_n, \ldots, \bar{x}_1). \]

This implies that, if \( \chi \in X^*(S') \) is parametrized by \((a_1, \ldots, a_n) \in \mathbb{Z}^n\), then \( c\chi \)
is parametrized by \((-a_1, \ldots, -a_n)\). This is also easily seen to be the parameter of \( \chi \circ \theta \), which shows that \( \theta_v \) induces \( c\mathcal{S}_v^{\mathcal{R}} \) on \( S'_v \).

\textbf{Remark 4.2.7.} Keep the assumptions and notation as above. For each \( v \in I_{nc} \), we will construct a map \( y : \mathbb{S} \to H_v^{\text{ad}} \) satisfying Deligne’s axioms [1979, §1.2.1] and factoring through \( S_v^{\text{ad}} \). Recall that \( t = v(s^2) \), and let \( u = v(r^2) \). Since \( v \in I_{nc} \), by our assumptions \( D_v \) is not split. This implies that \( u < 0 \) and \( t < 0 \). Let \( \psi : D_v \to \mathbb{H} \)
be the isomorphism of \( \mathbb{R} \)-algebras sending \( r \otimes 1 \) to \( \sqrt{-u}e_2 \) and \( s \otimes 1 \) to \( \sqrt{-t}e_3 \).

Here \( e_1, e_2, e_3, \) and \( e_4 \) are the following elements of \( \mathbb{H} \):
\[
e_1 = I_2, \quad e_2 = \begin{pmatrix} i & 0 \\ 0 & -i \end{pmatrix}, \quad e_3 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \quad e_4 = e_2e_3.
\]

As above, we can write \( \psi(q_i) = \begin{pmatrix} 0 & y_i \\ -\overline{y}_i & 0 \end{pmatrix} \) with \( y_i \in \mathbb{C}^\times \). Let
\[
T = \begin{pmatrix} 0 & \text{diag}(y_1, \ldots, y_n) \\ -\text{diag}(\overline{y}_1, \ldots, \overline{y}_n) & 0 \end{pmatrix}.
\]

We then have, for an \( \mathbb{R} \)-algebra \( R \),
\[
G_v(R) \cong \left\{ X = \begin{pmatrix} A & B \\ \overline{B} & \overline{A} \end{pmatrix} \in \text{GL}_{2n}(\mathbb{C} \otimes_{\mathbb{R}} R) : X^*TX = T, \det(X) = 1 \right\}. \quad (4.2.8)
\]

The maximal torus \( S' \) corresponds to the subgroup of matrices on the right-hand side where \( A = \text{diag}(a_1, \ldots, a_n) \) and \( B = \text{diag}(b_1y_1, \ldots, b_ny_n) \) with \( a_i, b_i \in \mathbb{R} \). We can actually see \( H_v \) as the adjoint group of \( G_v' \), where \( G_v'(R) \) is isomorphic to
\[
\left\{ X = \begin{pmatrix} A & B \\ \overline{B} & \overline{A} \end{pmatrix} \in \text{GL}_{2n}(\mathbb{C} \otimes_{\mathbb{R}} R) : X^*TX = v(X)T, \det(X) = v(X)^n \right\}.
\]

We define \( y' : \mathbb{S} \to G_v' \) by the formula
\[
y'_R(z) = \begin{pmatrix} \text{Re}(z)I_n & \text{diag}(\frac{\text{Im}(z)}{|y_1|}y_1, \ldots, \frac{\text{Im}(z)}{|y_n|}y_n) \\ \text{diag}(\frac{-\text{Im}(z)}{|y_1|}\overline{y}_1, \ldots, \frac{-\text{Im}(z)}{|y_n|}\overline{y}_n) & \text{Re}(z)I_n \end{pmatrix}
\]
for \( z \in \mathbb{S}(R) \). Conjugating by a suitable matrix \( U \in \text{GL}_{2n}(\mathbb{C}) \), we can write \( G_v' \cong GO^*(2n) \) and \( y \) becomes the map in the Appendix of [Milne and Shih 1981], so it satisfies Deligne’s axioms, and hence also does \( y = y^{\text{ad}} \).
5. Involutions on certain Shimura varieties

In this section we combine all our previous results to prove the existence of descent data on certain Shimura varieties \( \text{Sh}(G, X) \). As we said before, we only consider the case where the simple groups \( H_i \) are of type \( A \) or \( D \). In the previous section, we constructed opposition involutions on some of these groups, preserving a certain maximal torus \( S_i \) and inducing complex conjugation on its characters. Furthermore, we constructed maps \( y_{i,v} : S \to H_{i,v}^{\text{ad}} \) for every \( v \in I_{i,nc} \), satisfying Deligne’s axioms [1979, §1.2.1], factoring through \( S_{i,v}^{\text{ad}} \). We now show that we can always find an element \( x \in X \) such that \( x_{i,v} \) factors through \( S_{i,v} \) for every \( i \) and \( v \in I_{i,nc} \). The existence of descent data will follow by combining this with Proposition 3.4.8.

5.1. Existence of particular elements \( x \in X \). Let \( H \) be an almost simple, simply connected group over \( \mathbb{R} \) (to play the role of one of the noncompact \( H_i \)). Suppose that there exist morphisms \( y : S \to H^{\text{ad}} \) satisfying Deligne’s axioms [1979, §1.2.1]; in particular, \( H \) is absolutely almost simple. Let \( D \) be the Dynkin diagram of \( H^C \) associated with a choice of maximal torus and Borel subgroup. To each \( H^{\text{ad}}(\mathbb{R}) \)-conjugacy class \( Y \) of morphisms \( y \) as above, we can attach a special node \( s_Y \in D \), and \( s_Y = s_Y' \) if and only if \( Y = Y' \).

Lemma 5.1.1. Under the above conditions, there exist at most two \( H(\mathbb{R}) \)-conjugacy classes \( Y \) of morphisms satisfying Deligne’s axioms [1979, §1.2.1]. Moreover, given such a conjugacy class \( Y \), any morphism satisfying these axioms must belong to either \( Y \) or \( Y^{-1} \).

Proof. Suppose first that \( D \) is not of type \( A_l \). This case is easy because there are not too many special nodes. Indeed, assume first that \( H(\mathbb{R}) \) is connected, and fix \( Y \) one of the conjugacy classes. Then \( s_{Y^{-1}} = s_Y^* \neq s_Y \) [Deligne 1979, §1.2.8], and hence, \( Y^{-1} \) and \( Y \) are two distinct conjugacy classes. Suppose that \( Z \) is a third conjugacy class, that is, \( s_Z \) is neither equal to \( s_Y \) nor to \( s_Y^* \). Again by [Deligne 1979, §1.2.8], \( s_Z \neq s_Y^* \), and thus, we have four distinct special nodes \( s_Y, s_Y^*, s_Z, \) and \( s_Z^* \). There is no connected Dynkin diagram with four special nodes which is not of type \( A_l \), and thus, this is a contradiction. If \( H(\mathbb{R}) \) is not connected, then \( s_Y = s_Y^* \). If \( Z \) is another conjugacy class, then again by [op. cit.] we must have \( s_Z = s_Z^* \). But for any connected Dynkin diagram, there is at most one special node which is fixed under the opposition involution, and thus \( Z = Y \).

Suppose now that \( H \) is of type \( A_l \) with \( l \geq 2 \), so \( H = SU(p, q) \) for some nonzero pair of integers \( p, q \) such that \( p+q = l+1 \). The isomorphism \( \mathbb{C} \otimes \mathbb{R} \mathbb{C} \cong \mathbb{C} \times \mathbb{C} \) given by \( z \otimes a \mapsto (za, \bar{z}a) \) induces by projection on the first coordinate an isomorphism \( H^C \cong \text{SL}_{l+1,\mathbb{C}} \); fix the usual Borel pair here to define the Dynkin diagram. Define a morphism

\[ y_0 : S \to H^{\text{ad}} = \text{PGU}(p, q) \]
with $y_0(z)$ being the class of the matrix

$$\begin{pmatrix} zI_p & 0 \\ 0 & \bar{z}I_q \end{pmatrix}.$$  

Then $y_0$ satisfies Deligne’s axioms [1979, §1.2.1], and the special node $s_0$ attached to its $H^\text{ad}(\mathbb{R})$-conjugacy class $Y_0$ is $\alpha_p$. From the conjugate map $\bar{y}_0 = y_0^{-1}$ we get the special node $\alpha_q$ associated with $Y_0^{-1}$. If $Y$ is another conjugacy class, say with special node $\alpha_t$, then there would be an isomorphism $\text{PGU}(p, q) \cong \text{PGU}(t, l+1-t)$ sending $Y_0$ or $Y_0^{-1}$ to $Y$. In particular, $t = p$ or $t = q$, and we conclude that there are at most two possible conjugacy classes of morphisms satisfying Deligne’s axioms for the fixed form $\text{PGU}(p, q)$ of $\text{PGL}_{l+1,\mathbb{C}}$ (and there are exactly two in all cases except when $p = q$, when there is only one).

Going back to our general Shimura datum $(G, X)$, for each $i$, let $S_i \subset H_i$ be a maximal torus, $\tilde{T}_i = \text{Res}_{F_i/\mathbb{Q}} S_i \subset \bar{G}_i$, $T_i \subset G_i$ its image in $G_i$, $T' \subset G^{\text{der}}$ the image of their product, and $T = Z^0T'$. Note that $T^\text{ad} = T'^\text{ad} = \prod_{i,v} S_{i,v}^\text{ad}$, where $S_{i,v} \subset H_{i,v}$ and $S_{i,v}^\text{ad}$ is its image in $H_{i,v}^\text{ad}$.

**Lemma 5.1.2.** Suppose that $T \subset G$ is the maximal torus defined above. Suppose that for each $v \in \mathcal{I}_{i,nc}$, there exists a morphism $y_{i,v}: \mathbb{S} \to H_{i,v}^\text{ad}$ satisfying axioms [Deligne 1979, §1.2.1] and factoring through $S_{i,v}^\text{ad}$. Then there exists an element $x \in X$ such that $x^\text{ad}$ factors through $T^\text{ad}_\mathbb{R}$.

**Proof.** Let $z \in X$ be an arbitrary element. The previous lemma implies that $z_{i,v}$ is $H_{i,v}^\text{ad}(\mathbb{R})$-conjugate to a map $y_{i,v}: \mathbb{S} \to S_{i,v}^\text{ad}$. Thus, we can write $z_{i,v} = u_{i,v} \cdot y_{i,v}$ for $u_{i,v} \in H_{i,v}^\text{ad}(\mathbb{R})$. We claim that, after possibly changing the $y_{i,v}$, we can arrange for $u_{i,v}$ to be in $H_{i,v}^\text{ad}(\mathbb{R})^+$. Indeed, if $u_{i,v}$ is not in that connected component, then in particular $H_{i,v}^\text{ad}(\mathbb{R})$ is not connected, and thus, there is only one conjugacy class in question, with two connected components, one containing $z_{i,v}$ and the other one containing $y_{i,v}$. Thus, we only need to replace $y_{i,v}$ with $y_{i,v}^{-1}$, which also factors through $S_{i,v}^\text{ad}$. For $v \in \mathcal{I}_{i,c}$, let $u_{i,v} = 1$. It follows that $u = (u_{i,v}) \in G^{\text{ad}}(\mathbb{R})^+$, and thus, there exists $g \in G(\mathbb{R})$ lifting $u$. Let $x = g^{-1} \cdot z \in X$, so that $x^\text{ad} = (y_{i,v})$, which factors through $T^\text{ad}_\mathbb{R}$ as desired. \hfill $\Box$

### 5.2. The main theorem.

In this subsection we put all the ingredients together to obtain the main theorem on the existence of involutions of $G$ taking $X$ to $\bar{X}$.

**Definition 5.2.1.** The Shimura datum $(G, X)$ is said to be strongly of type $(AD^\mathbb{H})$ if each of the groups $H_i$ is either of type $A_l$ with $l \geq 2$ and attached to a strongly hermitian space (as in Definition 4.1.4), or of type $D_l$ with $l \geq 5$ odd and attached to a strongly skew-hermitian space (as in Definition 4.2.1).
For example, a Shimura variety defined by a similitude unitary group attached to a hermitian space over a CM field is strongly of type $(AD^H)$. Note however that the definition only restricts the semisimple part of $G$.

**Theorem 5.2.2.** Suppose that $(G, X)$ is strongly of type $(AD^H)$. Then there exists an involution $\theta : G \to G$ such that $\theta(X) = \overline{X}$, and hence, there exists a model of $\text{Sh}(G, X)$ over $E^+$ as in Theorem 2.3.1.

**Proof.** In Subsections 4.1 and 4.2, we constructed for every $i$, an opposition involution $\theta_i : H_i \to H_i$ and a maximal torus $S_i \subset H_i$ such that $\theta_i(S_i) = S_i$ and $\theta_i^{ad}$ induces $c_{S_i,v}$ for every $v \in I_{i,nc}$. Moreover, by Remarks 4.1.10 and 4.2.7, for every $i$ and $v \in I_{i,nc}$, there is a map $y_{i,v} : S \to H_i^{ad}$ satisfying Deligne’s axioms [1979, §1.2.1], and factoring through $S_{i,v}^{ad}$. The result then follows by combining Proposition 3.4.8 and Lemma 5.1.2. □

**Remark 5.2.3.** The conclusion of the previous theorem holds in other cases as well. For instance, if $G$ is adjoint and there exists an opposition involution $\theta : G \to G$ (which is always the case if $G$ is also quasisplit, for example), then by the adjointness of $G$, we conclude that $\theta(X) = \overline{X}$. On the other hand, the cases that we considered in this paper are concretely given by simple algebras, and thus are intimately related to moduli problems, even though we do not use the moduli interpretation explicitly. It is an interesting problem to consider factors of other types, for instance of type $E_6$, and analyze whether it is possible to construct opposition involutions with the desired properties in some of these cases. We plan to investigate this problem in the future.

**Acknowledgements**

The first author thanks the Erwin Schrödinger International Institute for Mathematics and Physics for its support during a visit when a part of the work for this project was undertaken. A substantial part of this work was carried out while the second author was a guest at the Max Planck Institute for Mathematics in Bonn, Germany. It is a pleasure to thank the Institute for its hospitality and the excellent working conditions. The authors would also like to thank the anonymous referees for many useful comments and suggestions which helped us improve the paper.

**References**

[Borovoĭ 1983] M. V. Borovoĭ, “Langlands’ conjecture concerning conjugation of connected Shimura varieties”, *Selecta Math. Soviet.* 3:1 (1983), 3–39. MR

[Borovoi 1987] M. V. Borovoĭ, “The group of points of a semisimple group over a totally real-closed field”, pp. 142–149 in *Problems in group theory and homological algebra*, edited by A. L. Onishchik, Yaroslavl State University, 1987. In Russian. MR
[Taylor 2012] R. Taylor, “The image of complex conjugation in $l$-adic representations associated to automorphic forms”, Algebra Number Theory 6:3 (2012), 405–435. MR Zbl

[Weil 1956] A. Weil, “The field of definition of a variety”, Amer. J. Math. 78 (1956), 509–524. MR Zbl

Communicated by Shou-Wu Zhang
Received 2016-02-21  Revised 2017-03-30  Accepted 2017-04-29

blasius@math.ucla.edu  Mathematics Department, University of California, Los Angeles, Los Angeles, CA, United States

lguerb@gmail.com  Department of Mathematics, University College London, London, United Kingdom
Tate cycles on some unitary Shimura varieties mod $p$
  David Helm, Yichao Tian and Liang Xiao

Complex conjugation and Shimura varieties
  Don Blasius and Lucio Guerberoff

A subspace theorem for subvarieties
  Min Ru and Julie Tzu-Yueh Wang

Variation of anticyclotomic Iwasawa invariants in Hida families
  Francesc Castella, Chan-Ho Kim and Matteo Longo

Effective nonvanishing for Fano weighted complete intersections
  Marco Pizzato, Taro Sano and Luca Tasin

Generalized Kuga–Satake theory and good reduction properties of Galois representations
  Stefan Patrikis

Remarks on the arithmetic fundamental lemma
  Chao Li and Yihang Zhu