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Abstract
In data analysis, outliers are deviating and unexpected observations. Outlier detection is important, because outliers can contain critical and interesting information. We propose an approach for optimizing outlier detection ensembles using a limited number of outlier examples. In our work, a limited number of outlier examples are defined as from 1 to 10% of the available outliers. The optimized outlier detection ensembles consist of outlier detection algorithms, which provide an outlier score and utilize adjustable parameters. The automatic optimization determines the parameter values, which enhance the discrimination of inliers and outliers. This increases the efficiency of the outlier detection. Outliers are rare by definition, which makes the optimization with a few examples beneficial. Obtaining examples of outliers can be prohibitively challenging, and the outlier examples should be used efficiently.
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1 Introduction
Outlier detection is an important form of data analysis [16]. An outlier is an unexpected data observation that does not match the existing data or assumptions of how the observations are generated [31]. Outliers deviate significantly from the expectations [29]. Normal and expected data observations are called inliers. An outlier can entail interesting information. It consists of unusual, unexpected and new information in comparison with inliers [14]. Other names for outliers include fault [22], intrusion [25,85] and anomaly [48]. Outlier detection has been successfully applied in different fields [8,15,24–26,28,36,38,62,68,80,81].

We propose an approach for optimizing outlier detection ensembles by automatically adjusting the parameters of the combined outlier detection algorithms using a limited number of outlier examples. The outlier detection algorithms are called detectors [43]. An outlier detection ensemble is a combination of detectors; see Sect. 2.1 and [2,3,89] for more information. In the context of our work, a limited number of outlier examples range from a single example to 10% of the available outliers for experiments. The optimization improves the efficiency of the outlier detection, which is empirically validated in Sect. 4.3. The optimization method is introduced in detail in Sect. 3. Section 2 defines the outlier detection algorithms and outlier detection ensembles in detail. Section 5 surveys the related work. Section 6 discusses about the acquired results and concludes this article. The optimization is suitable for a combination of detectors, which (1) provide scores as the magnitude of an observation being an outlier and (2) utilize adjustable parameters. See Sect. 2.1 and [69] for more information on the outlier scores. Additionally, the detectors are required to detect outliers in the given data. If the combination of detectors does not detect outliers in the given data, even with suitable parameter values, then the optimization will not benefit the outlier detection ensemble.

To further improve the efficiency of the outlier detection, we sample a subset of the available features in the analyzed data [6]. A feature is a single dimension of the analyzed data; see the beginning of Sect. 2 for details. The existing work in [43,49,51] samples a random subset of the available features for outlier detection. This approach is called feature...
bagging; see [43] for more details. Every feature has an equal probability of being selected.

Unlike the previous work in [72, 86, 87], our proposed approach optimizes the parameters of the detectors using outlier examples. The works in [72, 86, 87] do not modify the parameters of the detectors. Instead, they propose new algorithms, which utilize the individual outlier examples. The utilization of a limited number of outlier examples has been studied in [87] (10% of the available outliers). Our experiments in Sect. 4 use from a single example to 10% outlier examples. Therefore, our approach uses a smaller number of outlier examples than the existing work.

We combine the following two outlier detection algorithms: k-nearest neighbor (KNN) and local outlier factor (LOF). These outlier detection algorithms are well established and commonly utilized in outlier detection ensembles [12, 42, 43, 49, 69]. KNN and LOF are presented in Sects. 2.4 and 2.5. The selection of KNN and LOF is motivated by the results in [69], which show that KNN and LOF can be combined successfully.

## 2 Outlier detection ensembles and algorithms

Let $X \in \mathbb{R}^{n \times d}$ be a matrix with $n$ rows and $d$ columns of real numbers ($X_{ij} \in \mathbb{R}$). The matrix $X$ represents a static dataset that contains the data for the outlier analysis. The $d$ columns are called features. The $n$ rows are called data points or data observations. Vector $x_i \in \mathbb{R}^d$ is a data point, which is a row in $X$. The matrix $X$ consists of $n$ data points $X = \{x_1^T, x_2^T, \ldots, x_n^T\}$. Outlier detection algorithms attempt to detect outliers in dataset $X$. The feature space is a vector space defined by the given features, which measure the properties of the inspected phenomenon. Inliers are located in subsets of the feature space. These subsets are known as normal regions [16, 70]. Therefore, inliers are data points (vectors) in the normal regions. An outlier is a data observation $x_i \in X$ that does not belong in the normal region. The following subsection defines an outlier detection ensemble in detail.

### 2.1 Outlier detection ensemble

An outlier detection ensemble combines multiple detectors for accurate outlier detection. The combination of algorithms can reduce bias and variance of the ensemble [10, 73]. Bias is the prediction error resulting from the training data of a model, and variance is the prediction error related to unobserved data. Small bias indicates that the model has learned the training data well, because it can predict the training data with small error. Small variance indicates that the model can generalize to different data because it can predict unobserved data with small error. Unfortunately, a low bias causes a high variance and vice versa. This problem is called the bias–variance dilemma [73] or bias–variance trade-off [10]. See [3] for a detailed study of the bias–variance dilemma in the context of outlier detection ensembles.

The scope of our work is in outlier detection ensembles of detectors, which measure an outlier score for the data points. The scoring of outliers is utilized by many of the existing outlier detection algorithms [14, 34, 57, 82]. Outlier score is a quantified measure, which indicates the likeliness of a data point $x_i$ being an outlier. Without loss of generality, a higher score implies a more likely outlier detection. An outlier is a data point $x_i$ that has the corresponding score above a threshold value $T$.

Let $K$ denote the number of detectors, which are the outlier detection algorithms in an outlier detection ensemble. The $K$ detectors operate independently of each other. The detectors calculate an outlier score $s_{ij}$, in which $i \in 1, 2, \ldots, n$ and $j \in 1, 2, \ldots, K$, for each $n$ of data points $x_i$ in a dataset $X$. The subscript $j$ in $s_{ij}$ denotes the score of the $j$th detector of the outlier detection ensemble, and the subscript $i$ refers to the data point $x_i$. A detector is mathematically defined as a function $g_j(x_i) = s_{ij}$, which returns nonnegative real value (outlier score). The function is formally defined as $g_j : \mathbb{R}^d \rightarrow \mathbb{R}^+$ and $g_j(x_i) = s_{ij}$.

To form a single outlier score for a data point $x_i$, the outlier scores of the $K$ individual detectors $g_j(x_i)$ are weighted and summed as follows:

$$g(x_i) = \sum_{j=1}^{K} w_j g_j(x_i) = \sum_{j=1}^{K} w_j s_{ij}. \quad (1)$$

The values $w_1, \ldots, w_K$ in Eq. (1) are weights assigned to each detector. The weights are discussed further in Sect. 3.2 and Eq. (13). The effect of the weights on the performance is discussed in Sect. 4.4. There exist other options in the literature for the ensemble combination function such as maximum value and average value [3]. However, no consensus exists on the choice of the best method to combine the scores [89]. Therefore, we utilize the summation as the ensemble combination function for the outlier scores [43]. We also normalize the analyzed data to the range $[0, 1]$ on each feature. This alleviates the outlier detection, because the features have similar ranges of values and no feature dominates the rest in scale. The normalization of data is also presented in [43] to be a common step in the process of combining results of detectors in an outlier detection ensemble.

The outlier scores of KNN and LOF do not have a maximum value. This means that it is hard to define the magnitude of a high score and a low score [33]. The scores vary in their scale and range [42]. Even subsets of same data can result in different scores [41]. The outlier scores of a detector may
vary for the same data point $x_i$ when different subsets of data are used. Therefore, it is very hard to compare the scores between different algorithms and datasets [42]. See [42] for a detailed discussion on how to normalize the outlier scores. To alleviate the scale problem, we utilize linear scaling (similarly to [88]) to normalize the outlier score of a data point between zero and one as follows:

$$g^\text{norm}_j(x_i) = \frac{g_j(x_i) - g_j(x_{\text{min}})}{g_j(x_{\text{max}}) - g_j(x_{\text{min}})},$$

(2)

where $x_i$ is a data point in the analyzed dataset ($x_i \in X$), $g_j(x_i)$ is the score of the $j$th detector for a data point $x_i$, $g_j(x_{\text{max}})$ is the maximum score of the detector in the analyzed dataset $X$ and $g_j(x_{\text{min}})$ is the minimum score of the detector in the analyzed dataset $X$.

The detectors have to be accurate and provide diverse results to benefit from their combination [69,88]. First, the detectors have to provide results that are more accurate than random classification. If the detectors assign outliers randomly, then the outlier detection ensemble also provides random results. Second, the detectors have to provide results that are not identical. It is not meaningful to combine multiple instances of identical results, because no new information is gained. Therefore, the correlation should be low between the results. The following subsection introduces a method to create diversity in an outlier detection ensemble.

### 2.2 Bagging

Bagging (bootstrap aggregating) is an ensemble method to reduce the variance of the results by inducing diversity [13]. In bagging, multiple subsets of the data are sampled randomly with replacements and a model is trained using the sampled subsets. The results of the models are combined (e.g., average or majority voting, see [3,88]) to provide more accurate results. For clarity, we will use the term data bagging when the sample is drawn from the available observations. Data bagging is used in [49].

Another way to utilize bagging in outlier detection is to draw a sample from the available features. This approach is called feature bagging. Feature bagging has been successfully utilized to build outlier detection ensembles in [43]. However, in feature bagging, the $d$ features are randomly sampled without replacements, because multiple copies of the same features do not provide new information. The feature bagging in [43] samples from $d/2$ to $d - 1$ features for every detector. Our work applies both data bagging (in Algorithm 2) and feature bagging (in Algorithm 1) to create diversity between the detectors. The following subsection introduces outlier detection algorithms in detail.

#### 2.3 Outlier detection algorithms

Algorithms for outlier detection classify the data points in a dataset $X$ as inliers and outliers. The algorithms are typically categorized by how they detect outliers as listed below. Many outlier publications [14,57,69,82] define the following categories:

**Distribution-based outlier detection** [17,47,58,60] models the normal region in feature space as a region of high probability. Data observations with a low probability in the probability distribution are assumed to be outliers.

**Distance-based outlier detection** [5,82] determines the outlier status of a data observation using distances. Data observations that have a high distance to other data observations are outliers.

**Density-based outlier detection** [14,57] defines outliers as data observations, which are located in regions with low density in feature space.

**Clustering-based outlier detection** [11,34,45] commences outlier detection by clustering dataset $X$. Outliers are data points within deviating clusters or the data points, which deviate relative to the formed clusters.

We combine two algorithms: KNN and LOF. We do not combine distribution-based detectors, because distribution-based detectors assume a distribution [34]. In addition, distance-based and density-based detectors are known to perform better than distribution-based and clustering-based detectors on high-dimensional datasets [57]. This combination of KNN and LOF is utilized also in [3] in outlier detection ensembles.

KNN and LOF are chosen, because they are well-established algorithms for outlier detection in the literature [12,42,43,49,69]. They also represent a different category of outlier detection algorithms in which KNN is a distance-based algorithm and LOF is a density-based algorithm. This demonstrates how a combination of different outlier detection algorithms can be optimized to detect outliers. The following subsections introduce KNN and LOF in detail.

#### 2.4 k-nearest neighbors for outlier detection

k-nearest neighbors (KNN) is a distance-based algorithm for outlier detection [61,76]. Outliers are defined as data points, which are distant to the neighboring data points. The outliers are data points in isolated, or sparsely populated, regions in the feature space. The degree of a data point being an outlier is measured by its location in a local neighborhood. The local neighborhood of a data point $x_i$ is a $k$-neighborhood, which is defined as the $k$ nearest data points for a data point $x_i$. The resulting set of $k$ nearest data points for $x_i$ is denoted as $N(x_i, k)$ by Zhang et al. [82]. The members of $N(x_i, k)$ are called local neighbors of $x_i$. The distances of $x_i$ to its neighbors ($N(x_i, k)$) are combined by using a combination
function (KNN combination function). Typical choices are the maximum value and average value. Let \( T \) denote a distance threshold that discriminates outliers from inliers. An outlier is an observation that has a combined distance greater than the distance threshold.

The distance between two data points \( \mathbf{x}_i \) and \( \mathbf{x}_j \) is measured using a distance metric \( D(\mathbf{x}_i, \mathbf{x}_j) \). The distance metric quantifies the difference of the values of two data points (vectors). See [39] for a detailed description of distance metrics and vector spaces. We utilize the following distance metrics (see Sect. 3):

- **Manhattan distance:** \( D(\mathbf{x}_i, \mathbf{x}_j) = \sum_{k=1}^{d} |x_{ik} - x_{jk}| \), \( k \) \( \in \mathbb{N} \) \( \forall k \) \( \in \mathbb{N} \)
- **Euclidean distance:** \( D(\mathbf{x}_i, \mathbf{x}_j) = \sqrt{\sum_{k=1}^{d} (x_{ik} - x_{jk})^2} \), \( k \) \( \in \mathbb{N} \) \( \forall k \) \( \in \mathbb{N} \)
- **Chebyshev distance:** \( D(\mathbf{x}_i, \mathbf{x}_j) = \max_i |x_{ik} - x_{jk}| \forall k \) \( \in \mathbb{N} \)
- **Cosine distance:** \( D(\mathbf{x}_i, \mathbf{x}_j) = 1 - \frac{\mathbf{x}_i \cdot \mathbf{x}_j}{||\mathbf{x}_i|| \cdot ||\mathbf{x}_j||} \), \( k \) \( \in \mathbb{N} \)
- **Correlation distance:** \( D(\mathbf{x}_i, \mathbf{x}_j) = 1 - \frac{(\mathbf{x}_i - \bar{\mathbf{x}})(\mathbf{x}_j - \bar{\mathbf{x}})^T}{||\mathbf{x}_i - \bar{\mathbf{x}}|| \cdot ||\mathbf{x}_j - \bar{\mathbf{x}}||} \), \( k \) \( \in \mathbb{N} \)
- **Canberra distance:** \( D(\mathbf{x}_i, \mathbf{x}_j) = \frac{1}{d} \sum_{k=1}^{d} \frac{|x_{ik} - x_{jk}|}{x_{ik} + x_{jk}} \), \( k \) \( \in \mathbb{N} \)

In Eqs. (3)–(8), the symbol \( ||.|| \) denotes the norm of a vector, \( \bar{x} \) denotes the mean value of a vector \( \mathbf{x} \) and \( x_{ik} \) denotes the \( k \)th feature of a data point \( \mathbf{x}_i \).

### 2.5 Local outlier factor

Local outlier factor (LOF) is a well-established outlier detection algorithm [14]. LOF estimates the density \( p(\mathbf{x}) \) of each observation and classifies the observations in low the density (see Sect. 3):

\[
D \text{ observation and classifies the observations in low the density (see Sect. 3):}
\]

\[
2.5 \text{ Local outlier factor}
\]

\[
\text{Local outlier factor (LOF) is a well-established outlier detection algorithm [14]. LOF estimates the density } p(\mathbf{x}) \text{ of each observation and classifies the observations in low the density neighborhoods as outliers. Let } D_N^x \text{ be the distance of } \mathbf{x}_j \text{ to its } k \text{th nearest neighbor in } \mathcal{N}(\mathbf{x}_j, k) \text{ and } D(\mathbf{x}_i, \mathbf{x}_j) \text{ the distance from } \mathbf{x}_i \text{ to } \mathbf{x}_j. \text{ The distance } D_N^x \text{ is used to calculate reachability distance } \text{reachdist}_k(\mathbf{x}_i, \mathbf{x}_j) \text{ between points } \mathbf{x}_i \text{ and } \mathbf{x}_j. \text{ The reachability distance is defined as the maximum between } D_N^x \text{ and } D(\mathbf{x}_i, \mathbf{x}_j). \text{ The reachability distance is at least } D_N^x, \text{ and it is greater than } D_N^x \text{ if } \mathbf{x}_j \text{ is not a local neighbor of } \mathbf{x}_j. \text{ Formally, the reachability distance is defined as } \]

\[
\text{reachdist}_k(\mathbf{x}_i, \mathbf{x}_j) = \max(D_N^x, D(\mathbf{x}_i, \mathbf{x}_j)).
\]

\[
\text{Let } \text{avgreach}(\mathbf{x}_i) \text{ be the average reachability distance between } \mathbf{x}_i \text{ and all the data points } \mathbf{x}_j \text{ in the } k \text{-neighborhood }
\]

\[
x_j \in \mathcal{N}(\mathbf{x}_i, k) \text{ of } \mathbf{x}_i. \text{ The } \text{avgreach}(\mathbf{x}_i) \text{ is defined as }
\]

\[
\text{avgreach}(\mathbf{x}_i) = \frac{\sum_{x_j \in \mathcal{N}(\mathbf{x}_i, k)} \text{reachdist}_k(\mathbf{x}_i, \mathbf{x}_j)}{k}.
\]

\[
The \text{avgreach}(\mathbf{x}_i) \text{ is used to calculate local reachability density } lrd_k(\mathbf{x}_i) \text{ for data point } \mathbf{x}_i. \text{ The local reachability density is the inverse of } \text{avgreach}(\mathbf{x}_i). \text{ Local reachability density is defined as }
\]

\[
lrd_k(\mathbf{x}_i) = 1 - \frac{1}{\text{avgreach}(\mathbf{x}_i)} = \frac{\sum_{x_j \in \mathcal{N}(\mathbf{x}_i, k)} \text{reachdist}_k(\mathbf{x}_i, \mathbf{x}_j)}{k}.
\]

Finally, the LOF score, \( \text{LOF}_k(\mathbf{x}_i) \), is computed using the local reachability densities \( lrd_k(\mathbf{x}_i) \). The LOF score of a data point \( \mathbf{x}_i \) is defined as the ratio between the average \( lrd \) of the neighborhood \( \mathcal{N}(\mathbf{x}_i, k) \) and the \( lrd_k(\mathbf{x}_i) \) as follows:

\[
\text{LOF}_k(\mathbf{x}_i) = \frac{\sum_{x_j \in \mathcal{N}(\mathbf{x}_i, k)} lrd_k(\mathbf{x}_j)}{lrd_k(\mathbf{x}_i)} \cdot k.
\]

The LOF can be interpreted as a degree of measure on how packed a given data observation is in a locally reachable neighborhood [82] without assumptions of the distribution of all the data. A high \( \text{LOF}_k(\mathbf{x}_i) \) score means that \( \mathbf{x}_i \) has a deviating density compared to its neighborhood, which indicates that \( \mathbf{x}_i \) is an outlier.

### 3 The proposed optimization approach

In this section, we propose an approach for optimizing the parameters of outlier detection ensembles using outlier examples. Our proposed optimization increases the accuracy of the outlier detection, which is justified in Sect. 4.3. The process of adjusting the parameters is based on a set of previously known and available examples of outliers.

#### 3.1 Optimization of detectors

In Sect. 1, we assumed that each detector in the ensemble utilizes one or more tunable parameters (e.g., the number of neighbors \( k \)). For optimal performance, these parameters must be tuned optimally. We propose a surrogate cost function for the selection of the parameter values in Sect. 3.3. LOF and KNN utilize the following parameters:

- The number of neighbors in a local neighborhood: \( k \)
- The selected distance metric: Eqs. (3)–(8)

In addition to these parameters, KNN uses also a combination function. In our setting, the KNN combination function
is chosen from the following combination functions: sum, average, median and maximum function.

Let $X \in \mathbb{R}^{n \times d}$ be the data to be analyzed and $X_o \in \mathbb{R}^{h \times d}$ be a set of $h$ known outlier examples. We assume that the number of analyzed data points is greater than the number of outlier examples ($n > h$), because outliers are rare. The data points $x_i$ in $X$ do not have labels, and they consist of both inliers and outliers. The outliers in the dataset $X$ are not known in advance. Therefore, the outliers in the dataset $X$ are called hidden outliers and we say that the dataset $X$ is contaminated with the hidden outliers. All of the data points in $X_o$ are outliers. Let $X_+ \in \mathbb{R}^{(n+h) \times d}$ be a matrix that results in concatenating the rows of the matrices $X$ and $X_o$ as $X \cup X_o = X_+ \in \mathbb{R}^{(n+h) \times d}$. The matrix $X_+$ consists of the $n$ unlabeled data points and the $h$ labeled outlier examples.

As established in Sect. 2, KNN and LOF provide outlier scores for the data points in a dataset. The outlier scores discriminate the inliers and outliers so that outliers have high scores and inliers have low scores. Therefore, a contrast between the inlier scores and outlier scores helps the separation of the inliers and outliers [42]. However, the outlier scores do not typically provide a good separation of the scores between the inliers and outliers [42]. Therefore, the goal of our proposed optimization is to build a contrast between the inlier and outlier scores by minimizing the inlier scores and maximizing the outlier scores. The underlying assumption in our work is that a contrast between the inlier and outlier scores makes the outlier detection more efficient. It is easier to use a score threshold ($T$) to classify data points into inliers and outliers if the scores of inliers and outliers do not resemble each other. One motivation for our approach comes from the field of classification in machine learning. Support vector machine (SVM) is a classifier that defines a maximum margin between the target classes in the utilized feature space [10]. The SVM classifier is accurate and capable to generalize, by utilizing the maximum margin as the target classes are separated with a clear contrast. We call the contrast between the inlier and outlier scores a score margin, which is utilized in the surrogate cost function in Eq. (15).

3.2 Maximization of score margin

The score margin is quantified as a real value. Let $g_j^{\text{norm}}(X)$ denote the normalized scores of the analyzed data of the $j$th detector. Let $g_j^{\text{norm}}(X_o)$ denote the normalized scores of the outlier examples by the $j$th detector. Then, the margin is the difference $g_j^{\text{norm}}(X_o) - g_j^{\text{norm}}(X)$. To create a contrast between normal data and outliers, the outlier score distributions of normal data and outliers have to have a positive margin. However, the analyzed dataset is contaminated by the hidden outliers, which prevents the exact computation of the margin. Therefore, a robust measurement is required for determining the magnitude of the score margin. The measurement must not be affected by the hidden outliers, because they are not known in advance in the contaminated dataset.

We utilize the median value (MED) of the score distributions, because the median measures the 50-percentile (middle value) of a distribution. The median is robust to the scores of the hidden outliers, because the median has a breakdown point of 50% (see [66] for details). If at least 50% of the data points in a sample are inliers, then the median score is not arbitrary large. Therefore, the impact of the hidden outliers is negligible, because the inlier scores are likely to induce the median value. The median can acquire arbitrary large values if at least 50% of the data points in the contaminated analysis data result in high outlier scores. However, 50% of the data points should not form the set of outliers as this is in stark contrast with the inherent stipulation of outliers being rare by definition. Therefore, the median is a robust measurement for the outlier scores, because it is not significantly affected by the hidden outliers in the contaminated analysis data.

For the $j$th detector, the optimization finds the parameter values that maximize the distance $\text{MED}(g_j^{\text{norm}}(X_o)) - \text{MED}(g_j^{\text{norm}}(X))$ between the medians of the normalized score distributions. By maximizing the score margin, the detectors are more likely to discriminate the inliers from the outliers. However, we formulate the score margin maximization through minimization by minimizing the negative score margin. The following equation defines an objective function to be minimized for the $j$th detector:

$$-w_j = \text{MED}(g_j^{\text{norm}}(X)) - \text{MED}(g_j^{\text{norm}}(X_o)).$$

The objective function in Eq. (13) is a fine candidate for a surrogate objective function for the outlier ensemble optimization. This claim is supported by the correlation of the value $w_j$ (which is the score margin) in Eq. (13) and the detector performance in Fig. 1.

Figure 1 illustrates the correlation between the AUC score (see Sect. 4.1) and the weight in Eq. (13). The AUC score and the weight are computed on different datasets (summarized in Table 1) with a set of known outliers sampled from all the outliers. The sample size of the known outliers is ten percent of the total amount of the outliers in the dataset. In order to introduce more variability in both AUC scores and the weight values, we utilize a sample of the features of the original data. In addition, the parameters of the detectors (KNN and LOF) are also selected randomly. Figure 1 shows that the larger values of the weight (the score margin) tend to predict larger values of the AUC scores.

The detectors are optimized individually one detector at a time. The optimization finds the parameters for the individual detectors. The optimization is a greedy algorithm from the point of view of the outlier detection ensemble, because the detectors are optimized separately. Greedy algorithms make locally optimal choices in optimization
In the existing literature, outlier detection ensembles have been constructed using a greedy algorithm in [69]. However, instead of selecting the algorithms, our greedy algorithm optimizes the parameters of a fixed set of detectors. Our work is the first to optimize the parameters of detectors directly in an outlier detection ensemble.

As noted in [88], the detectors should make a small number of different errors. This allows the detectors as a combined model to mitigate the weaknesses of individual detectors. To impose diversity between the detectors, we update Eq. (13) in the following subsection to also consider the correlation of the scores between the detectors.

### 3.3 Minimization of correlation between results

The optimization in the previous subsection increases the contrast between the inlier scores and outlier scores. Our greedy optimization attempts to improve the accuracy of the outlier detection of the individual detectors. However, in addition to being accurate, the results have to be diverse. The contrast maximization in Eq. (13) does not guarantee that the results of the detectors are diverse. Therefore, as in [69], we adjust the optimization to minimize the correlation between the results of the detectors. We utilize Pearson correlation (corr) to measure the amount of dependency between two distributions of normalized scores \( g_{j}^{\text{norm}}(X), g_{l}^{\text{norm}}(X) \) of \( j \)th and \( l \)th detectors. For two vectors \((x, y)\), Pearson correlation is defined as:

\[
\text{corr}(x, y) = \frac{\text{cov}(x, y)}{\text{std}(x)\text{std}(y)},
\]

where \( \text{cov} \) is the covariance and \( \text{std} \) is the standard deviation. See [50] for more details. The amount of correlation between the detector scores is averaged, and the average correlation is utilized to weight the margin of the current solution: A high correlation penalizes the margin. Therefore, the final form of the objective function for the optimization of the \( j \)th detector is as follows:

\[
f_{j} = (\text{MED}(g_{j}^{\text{norm}}(X)) - \text{MED}(g_{j}^{\text{norm}}(X_{o}))) \times \left(1 - \frac{1}{K} \sum_{l=0}^{K-1} |\text{corr}(g_{j}^{\text{norm}}(X), g_{l}^{\text{norm}}(X))| \right),
\]

where \(|\cdot|\) is the absolute value, \( \text{corr} \) is the correlation function, \( K \) is the number of detectors, \( \text{MED} \) is the median function, \( g_{j}^{\text{norm}} \) is the normalized score function of \( j \)th detector, \( X \) is the contaminated dataset and \( X_{o} \) are the outlier examples. The objective function in Eq. (15) utilizes outlier examples \( X_{o} \) to (1) create a contrast between inliers and outliers using accurate detectors and to (2) acquire diverse results from the detectors.

### 3.4 Combining outlier scores with logistic regression

After the optimizations in Eq. (15), we have a set of diverse detectors. The results of these detectors can be combined using the weighted summation in Eq. (1). We will call this approach optimized outlier ensemble (OOE). However, Micenková et al. [49] propose to use supervised methods to learn the outliers from the outputs of the detectors. Micenková et al. [49] utilize a set of unoptimized detectors.
We will show in Sect. 4 that the performance of outlier learning can be further enhanced with our diverse set of optimized detectors.

In this subsection, we summarize the algorithm dubbed proposed+ in [49]. The supervised method that proposed+ uses is logistic regression with $l_1$-penalty. Micenková et al. [49] propose $l_1$-regularization to overcome the curse of dimensionality. In the training phase, proposed+ uses the outlier examples $X_o$ as the positive class ($C = 1$), while the unlabeled data $X$ constitute the negative class ($C = 0$). The hidden outliers in the unlabeled data are labeled incorrectly, but since outliers are rare by definition [16], they are considered to be noise during the training.

Proposed+ utilizes the base detector outputs as a set of additional features to the original data. Let the vector $z_i = (x_i, g_1(x_i), \ldots, g_K(x_i))$ be a data point that is extended with its outlier scores for all $i = 1, \ldots, n$. Let the variables $C_i$ be indicators whether a given data point $x_i$ is a known outlier. Logistic regression assumes that the probability of a data point $x_i$ being a known outlier is

$$p(C_i = 1|x_i; \beta_0, \beta) = \frac{1}{1 + \exp(-\beta_0 - z_i^T \beta)}, \quad (16)$$

The model parameters $\beta_0$ and $\beta$ in Eq. (16) are found by minimizing a loss function. In the case of $l_1$-regularization, this loss function is

$$J(\beta_0, \beta) = -\sum_{i=1}^{n} [C_i(\beta_0 + z_i^T \beta) - \log(1 + e^{\beta_0 + z_i^T \beta})]$$

$$+ \lambda \sum_{j=0}^{d+K} |\beta_j|. \quad (17)$$

The parameter $\lambda$ in Eq. (17) controls the effect of regularization. We will select the parameter $\lambda$ by minimizing Akaike information criterion (AIC) [75]. In the case of logistic regression, both AIC and cross-validation are similar in terms of performance, but AIC is less computationally demanding [52].

As a supervised method, imbalanced classes may deteriorate the accuracy of logistic regression [7,35]. For this reason, Micenková et al. [49] propose data bagging. The unlabeled class $X$ is down-sampled to include as many data points as there are known outlier examples ($|X_o| = h$). Both classes are sampled with replacement. In the experiments, we fixed the minimum sample size for the bagged datasets to be 20. Smaller sample sizes conflict with the well-known rule-of-thumb that the number of observations in the minority class (in this case, the known outliers $|X_o|$) should be at least ten per variable [59]. In addition, smaller sample sizes resulted in each $\beta_j$ to equal zero and the model giving each data point a probability of 0.5 of being an outlier. Such a model is incapable of differentiating between the data points and does not add any value to the ensemble. Finally, proposed+ combines the outputs of the logistic regression models by averaging the outputs.

In Sect. 4.4, we use proposed+ with the two modifications (finding the parameter $\lambda$ by minimizing AIC and setting a minimum sample size of 20) as discussed earlier in this section. We call this modified proposed+ algorithm logistic regression with transformed features (LOG+).

### 3.5 Algorithm for optimizing an outlier detection ensemble

We present two strategies for combining the normalized outlier scores $g_j^{\text{norm}}(X)$ for each of the detectors, $j = 1, \ldots, K$. The first strategy (OEE) is the weighted sum of the normalized outlier scores using Eq. (1). The normalized outlier scores and the weights for the detectors are computed according to Algorithm 1. The $K$ detectors are greedily optimized to be accurate [as defined in Eq. (13)] and diverse [as defined in Eq. (15)].

In Algorithm 1, Steps 2 and 3 represent feature bagging. Integer $l$ is picked randomly from the set $\{\lfloor d/2 \rfloor, \ldots, d-1\}$ with equal probabilities. Then, $l$ features are picked from the original data $X_+$ without replacement. The optimization loop in Steps 4–7 iterates until a stopping condition is reached. In this article, we use a predefined number of iterations as the stopping condition. The parameters, which are utilized in Algorithm 1, are found by using random search [9].

The second strategy, which we call Hybrid, utilizes logistic regression from Sect. 3.4. This strategy is summarized in Algorithm 2. In step 5, the parameter $\lambda$ for Logistic regression in Eq. (17) is chosen by minimizing AIC over the parameter $\lambda$. Hybrid utilizes four sources of detector variability: different feature sets, different training sets, different classifiers and different parameter choices [20]. These sources of variability ensure that the set of detectors is diverse.

In Step 2 of Algorithm 2, the unlabeled augmented data $Z$ consist of both inliers and hidden outliers. In the training phase in Step 5, both inliers and hidden outliers are used as the negative class in which the hidden outliers are considered to be noise as discussed in Sect. 3.4. In Steps 3–8, the index $j$ runs from $K + 1$ to $2K$ to differentiate the outputs of Algorithm 1 from the probability estimates in Step 6. In Step 7, the weights for the probability estimates are computed according to Eq. (13). It is not necessary to normalize the probability estimates, because they are within the range $[0, 1]$ by definition. Finally, in Step 9, the outlier scores of Hybrid approach are computed as the weighted sum of the outlier scores from the detectors (outputs of Algorithm 1) and the probability estimates of the logistic regression models (Step 6).
Earlier in this section, we discussed the optimization loop in Steps 4–7 of Algorithm 1. We recognize that there are more advanced hyperparameter optimization strategies than a simple random search [9]. For example, tree of Parzen estimators and genetic algorithm typically find better solutions than random search when optimizing hyperparameters of convolutional neural networks [30]. In Sect. 4.3, we show that the random search is sufficient for achieving better performance compared to unoptimized approaches. Experimenting with other optimization strategies is left for future work.

4 Experiments

In this section, we examine the performance of our proposed model (OOE and Hybrid) using benchmark datasets from two outlier data repositories (which are presented in Sect. 4.2). To apply our approach in practice, the final composition of the ensembles must be chosen. The computation time increases as the number of detectors ($K$) increases. To compromise between the computation time and the completeness of the evaluation experiments, the utilized amount of the detectors in both LOF and KNN, respectively, in the experiments is $\{1, 2, 4, 8, 16\}$ (respectively, powers of two). This provides a broad view of the efficiency of the outlier detection ensemble with different numbers of detectors. To reduce the number of possible combinations and computation time, the number of LOF and KNN are kept identical. Therefore, the total number of detectors is $K \in \{2, 4, 8, 16, 32\}$ in the experiments. In the existing work, 50 detectors are utilized in [49], $K \in \{5, 10, 20, 50\}$ in [88], $K \in \{1, 2, \ldots, 25\}$ in [90] and $K \in \{3, 4, 5, 10\}$ in [42]. There are no established number of detectors for evaluation in outlier detection ensembles. Our experiments utilize the powers of two to determine the number of detectors deterministically in the experiments.

As listed in Sect. 3.1, the following parameters are optimized for the individual detectors in an outlier detection ensemble:

- **LOF and KNN** the number of neighbors in a local neighborhood: $k$ in $\mathcal{N}(x_i, k)$ as in Sect. 2.4 and Eq. (9)–(12)
- **LOF and KNN** the selected distance metric [Eq. (3)–(8)]
- **KNN** the KNN combination function of the distances in the local neighborhood: sum, average, median and maximum (Sect. 2.4)

For the optimization, we define the maximum number of neighbors ($k$) as the square root of the number of data points in an analyzed dataset ($\sqrt{n}$). This heuristic for $k$ is suggested in [19]. The value is rounded to its nearest integer. The minimum number of neighbors is set to ten. Models with less than ten neighbors are susceptible to noise [14]. Let us consider the optimization of the KNN detector for a dataset with 1000 data points. The maximum (minimum) number of neighbors is 32 (10). There are six distance metrics [Eq. (3)–(8)] and four KNN combination functions available. Therefore, in case of $n = 1000$, the optimization is implemented as random sampling from a uniform distribution in which each of the $(32 - 10 + 1) \times 6 \times 4 = 552$ configurations has an equal probability of being evaluated (since both ends of the range 10, . . . , 32 for parameter $k$ are included in the random search). Our experiments utilize 20 iterations of random sampling per detector to provide a trade-off between the quality of the optimization and the computation time. In our experiments, increasing the number of iterations ($> 20$) did not significantly improve the quality of the optimization. The optimization evaluates a diverse set of detector configurations while restricting the total number of optimization iterations.

4.1 Metrics for evaluating the outlier detection

The following metrics are utilized in the evaluation of the outlier detection: recall (REC), false positive rate (FPR), receiver operating characteristics (ROC) curve and the area under ROC (AUROC). Let TP be the number of detected true positives, FP the number of detected false positives, TN the number of detected true negatives and FN the number of detected false negatives. Recall is defined as $REC = TP/(TP + FN)$, and the false positive rate is defined as $FPR = FP/(FP + TN)$. See [23] for a detailed definition of the evaluation metrics.

The outlier scores (see Sect. 2.1) discriminate inliers from outliers using a threshold ($T$). Outliers (inliers) are the data points with a score greater (less) than $T$. A low value of the threshold results in a high value of recall and a high value of false positive rate, and vice versa. Let us consider, for example, using a low value of the threshold. Many of the outliers are detected with various magnitudes of the score. However, the more unusual inliers are incorrectly detected as outliers. Therefore, the threshold $T$ defines a trade-off between the recall and false positive rate.

To study the trade-off and the efficiency of the outlier detection ensembles with different threshold values, we utilize ROC to summarize the resulting pairs of recall and false positive rate. ROC is a graph of the resulting REC ($y$-axis) and FPR ($x$-axis) values in which the threshold is varied. The ROC presents a complete view of the efficiency of the outlier detection ensemble. ROC is used to evaluate outlier detection in [1,41,43,44,49,69,72]. See [23] for a detailed tutorial on ROC.

The ROC graphs are quantified as real values between zero and one by computing the area under the ROC curve (AUC). The value of AUC shows the efficiency of an outlier detection ensemble over a range of values of the score threshold. A perfect algorithm acquires $AUC = 1$ by detecting all of
Algorithm 1 Generate optimized ensemble.

**Input:** Dataset $X$, positive example(s) $X_o$, ensemble size $K$.

**Output:** Normalized outlier scores $g_j^{\text{norm}}(X(j))$ and weights $w_j$ for $j = 1, \ldots, K$.

1: for $j \in \{1, 2, \ldots, K\}$ do $\triangleright$ Add $K$ detectors in the outlier detection ensemble
2: Sample a random integer $l$ from the interval $[d/2, d-1]$
3: Sample $l$ features from all features without replacement to construct a dataset $X(j)_l = X(j) \cup X_o(j)$
4: while Optimization is not finished do $\triangleright$ e.g iterations remaining > 0
5: Sample a set of parameters for the $j$th detector
6: Compute the loss function value in Eq. (15) with the sampled parameters
7: end while
8: Compute and normalize the outlier scores $g_j^{\text{norm}}(X(j))$ using $j$th detector with parameters that resulted in the lowest loss function value in Step 6
9: Compute the weight $w_j$ in Eq. (13)
10: end for

Algorithm 2 Hybrid approach.

**Input:** Dataset $X$, positive example(s) $X_o$, ensemble size $K$.

**Output:** Outlier scores $g(X)$ for Hybrid approach.

1: Compute the normalized outlier scores $g_j^{\text{norm}}(X(j))$ and the weights $w_j$ for $j = 1, \ldots, K$ using Algorithm 1.
2: Augment the data such that $Z = (X, g_1^{\text{norm}}(X(1)), \ldots, g_K^{\text{norm}}(X(K)))$ and $Z_0 = (X, g_1^{\text{norm}}(X(1)), \ldots, g_K^{\text{norm}}(X(K)))$
3: for $j \in \{K + 1, K + 2, \ldots, 2K\}$ do
4: Sample min$\{10, |Z(j)|\}$ data points from both unlabelled data $Z$ and known outliers $Z_0$ with replacement to form a sample $Z(j)_+$
5: Train logistic regression using $l_1$-regularization according to Eq. (17) with the sample $Z(j)_+$
6: Compute the probability estimates $p(C = 1|Z(j)_+; \beta_0^{(j)}, \beta^{(j)})$ $\triangleright$ Note that the index $j$ is defined $j = K + 1, \ldots, 2K$ to make a distinction to the outputs of Algorithm 1
7: Compute the weight $w_j$ in Eq. (13) using probability estimates in the place of the normalized scores
8: end for
9: Compute final outlier scores $g(X) = \sum_{j=1}^{K} w_j g_j^{\text{norm}}(X(j)) + \sum_{j=K+1}^{2K} w_j p(C = 1|Z; \beta_0^{(j)}, \beta^{(j)})$

the outliers without false positives [23]. The worst possible algorithm acquires $AUC = 0$ by intentionally misclassifying the data points [23]. Notice that $AUC = 0.5$ is acquired by randomly guessing if a data point is an outlier or an inlier [23]. The general efficiency of the algorithms is determined by comparing the resulting values of AUC. The outlier detection ensemble with the highest value of AUC is declared the best performing ensemble.

We use statistical tests to critically examine the results of the experiments. We utilize the paired $t$ test [65], which tests the average difference on paired data. Let a random variable $D$ denote the difference in AUC scores between two different algorithms on the same data. The null hypothesis is that the difference in AUC scores between the two different algorithms is zero ($H_0 : D = 0$). The paired $t$ test assumes that the differences follow the normal distribution ($D \sim N(\mu, \sigma^2)$). Then, the test variable $t := D/\text{SE}(D)$, in which SE denotes the standard error, follows Student’s $t$ distribution. If the $p$ value of the test variable $t$ is less than 0.05, then the difference $D$ differs from zero on a statistically significant level. In addition to the paired $t$ test, we utilize two nonparametric tests, bootstrapping [74] and Wilcoxon signed-rank test [65,77], to the difference $D$. If all the three tests result in a $p$ value less than 0.05, then we conclude that the difference in the performance of the two algorithms is statistically significant.

4.2 Data

The outlier detection ensembles are evaluated using public real-world data, which are commonly utilized in outlier publications [4,12,33,34,41,42,46,51,71,78,82]. Real-world datasets are recorded and aggregated from real-world environments. It is challenging to evaluate outlier detection, because only a few datasets exist with specifically distinguished outliers [40,82]. In the literature, two approaches to acquire annotated outlier data are utilized: either generate data with outliers [4,33,78] or sample imbalanced data from existing datasets [51,82]. We utilize the second option, because many outlier publications sample imbalanced data [33,34,41,42,69,78,79] to validate outlier detection.

For reproducibility, we utilize publicly available outlier dataset repositories. The datasets we use as benchmark datasets are gathered from two repositories, outlier detection datasets (ODDS) [63] and anomaly detection meta-analysis datasets (Oregon) [21]. All the methods (OOE, LOG+ and Hybrid) are ensemble methods. For this reason, we have chosen to limit the size of the datasets to maximum of $n = 20,000$ [86] to keep the computation times manageable. Both ODDS and Oregon are collections of outlier datasets with annotations (each data point is classified either inlier or outlier) from multiple domains [21,63].
The datasets in Table 1 [21,63] do not separate the outliers into known and unknown outliers, in which the known outliers are exploited in our approach to correctly detect the unknown outliers. To acquire the known outliers, we sample the outlier class randomly. The amount of known outliers affects the performance of the models. For this reason, we generate four sample sizes. The hardest setting has the sample size of only one known outlier. The other sample sizes for the known outliers are 1%, 10% [87] and 50% [49] of the total number of outliers. The assumption that 50% of the outliers are known outliers is a rather strong assumption since acquiring a representative set of outlier examples is difficult and often expensive [16]. However, we include the sample size of 50% known outliers in our experiments, as in [49], for completeness.

The selection of the known outliers affects the model performance. According to chance, the set of the known outliers may represent all the outliers either poorly or quite well. In addition, it is difficult to measure how representative the set of the known outliers is to all the outliers [16]. To mitigate this effect, we repeat the experiments for sample sizes 1, 1% and 10% ten times on each algorithm (OOE, LOG+ and Hybrid) on each dataset with a different set of known outliers. The results reported on each algorithm on each dataset are the average AUC scores over these ten repetitions. The tests for the sample size of 50% are not repeated, because using such a large sample size is not our primary goal, as such a well-sampled set of known outliers is hard to acquire [16]. In addition, such a large sample size diminishes the effect of random chance in itself.

4.3 The effect of the parameter optimization

Now, we present our examinations on the effectiveness of our proposed optimization procedure. We test the hypothesis that the proposed optimization in Eq. (15) improves the outlier detection. We compare our proposed method (OOE) against three ensemble configurations (presented in the ensuing paragraph) that do not utilize known outliers. We attempt to show that our optimization procedure has a positive effect on the results. The comparison against LOG+ [49] (which is another method that utilizes known outliers) is presented in Sect. 4.4.

The first two unoptimized ensemble configurations are dubbed Random [69] and Default [49]. Both of these configurations utilize feature bagging and the detectors KNN and LOF, as in OOE. The difference to OOE is that both configurations (Random [69] and Default [49]) use a heuristic instead of optimization procedure in the selection of the parameters. In other words, both Random and Default implement Algorithm 1 with $X_0 = \emptyset$, without Steps 4–7 and with equal weights $w_j = 1$ for all $j = 1, \ldots, K$. The outlier scores of the detectors are aggregated according to Eq. 1. Random configuration samples the parameters for KNN and LOF from the same pool as OOE ($k \in \{10, \ldots, \text{Round}(\sqrt{n})\}$, distance metric as in Eq. (3)–(8) and a combination function as each of the following: sum, average, median or maximum. Default configuration uses $k = 20$, Euclidean distance as a metric and sum as the combination function [49]. The Default configuration is utilized by LOG+[49].

The third unoptimized ensemble is SELECT [64]. From all the presented SELECT configurations, we choose Horizontal SELECT with robust rank aggregation since that combination seems to have the highest total performance in [64]. Horizontal SELECT models the outlier scores as a mixture of
We optimize OOE with only one known outlier example, as for the Random configuration. We use the same set of base detectors for SELECT as for the Random configuration.

The data used in our experimentation are summarized in Table 1. We optimize OOE with only one known outlier example, as it is the most difficult setting. This means that OOE utilizes the minimal amount of external knowledge. If OOE performs better than Random, Default and SELECT with just a single known outlier example, then the optimization routine in Algorithm 1 has a positive impact on the performance. In Table 4 of Sect. 4.4, we show that the more the known outlier examples available, the higher the AUC score of OOE is. To mitigate the randomness that is caused by the sampling of the known outlier example, the experiments are repeated ten times on each dataset [54]. In addition, we reduce the random effect of the feature bagging so that each method uses exactly the same feature bags throughout the experiments.

The results of the comparison of the methods (OOE, Random, Default and SELECT) are presented in Table 2. The diagonal identifies the average AUC scores of each method. The off-diagonal indicates the average difference in AUC scores between the two algorithms over all the datasets in Table 1. The average differences in AUC scores between OOE versus Random, OOE versus Default, and OOE versus SELECT are statistically significant [less than 5% (0.05)] at p values 0.014, 0.021 and 0.000 (see Table 3), respectively, according the paired t test (presented in Sect. 4.1). These statistically significant differences at confidence level 95% (0.95) are bolded and indicated with asterisks (*) in Table 2.

Table 3 presents the corresponding p values on all the three tests discussed in Sect. 4.1 (the paired t test, bootstrap and Wilcoxon signed-rank test). The statistically significant p values [less than 5% (0.05)] are bolded. All the three tests agree that OOE performs better than Random, Default and SELECT on a statistically significant level. The three tests cannot differentiate between Random and Default configurations. SELECT has the lowest performance on a statistically significant level.

The AUC scores of each configuration on each dataset in Table 1 are presented in Fig. 2. The markers at the bottom are the AUC scores for each configuration on each individual dataset. The depicted curves represent the kernel density estimate of the performance between Random and Default configurations. The extreme differences are highlighted in Fig. 2 compared to Random and Default configurations. The mass of the kernel density estimate of the AUC scores of OOE clearly locates more to the right-hand side of Fig. 2 compared to Random and Default configurations. This indicates that OOE achieves higher AUC scores than Random and Default configurations in general. The paired t tests in Table 2 confirm this observation.

Figure 3 presents the difference in AUC scores between OOE and Random configuration with one known outlier example on the datasets in Table 1. Figure 3 also includes the confidence interval of the mean at 95% certainty level. The markers at the density level 0 are the differences in the AUC scores for each configuration on each individual dataset. The depicted curves represent the kernel density estimates allude that it is rather easy to classify the observations into inliers and outliers on half of the datasets, while this outlier detection is considerably harder on the rest of the datasets. The kernel density estimates of the AUC scores of OOE and Random configuration with one known example on the datasets in Table 1. Figure 3 also includes the confidence interval of the mean at 95% certainty level. The markers at the density level 0 are the differences in the AUC scores on individual datasets. Values larger than zero indicate datasets on which OOE performs better than Random configuration. The extreme differences are highlighted with the red markers and the corresponding dataset names.

Table 2 OOE compared to Random and Default configurations

| Versus          | Random | Default | SELECT | OOE   |
|-----------------|--------|---------|--------|-------|
| Random          | 0.741  | −0.011  | −0.043*| 0.028*|
| Default         | 0.730  | −0.033*| 0.038* |       |
| SELECT          | 0.698  | 0.071*  |        |       |
| OOE             | 0.768  |         |        |       |

The diagonal indicates the average AUC scores of each configuration. The off-diagonal indicates the average difference in AUC scores between the two configurations.
4.4 Performance comparison between OOE, LOG+ and Hybrid on benchmark datasets

Here, we present our comparisons of OOE and Hybrid against LOG+ [49]. The experiments are performed on the data summarized in Table 1. We repeat the test ten times [54] for outlier example sample sizes of one, 1% and 10%. The tests for outlier example sample size of 50% are performed only once, because the larger sample size lessens the effect of random chance and our model is designed specifically for smaller sets of known outliers. As in Sect. 4.3, we use the same features in feature bagging between the methods to reduce the effect of random chance. In addition, LOG+ and Hybrid use the same data samples in data bagging [3] to reduce the impact of random selection.

The average AUC scores of all the algorithms are presented in Table 4. The column dubbed H−L is the average difference in AUC scores between Hybrid and LOG+. Table 4 summarizes the performance of each algorithm on a different sample size of the known outliers. Each of the algorithms performs better when more known outlier examples are available. Hybrid achieves better performance than OOE and LOG+ on all the sample sizes of known outliers. The difference in performance between Hybrid and LOG+ is the largest when only one of the outliers is known and the rest are hidden. With only one known outlier, this difference in performance is statistically significant (p value less than 0.05; bolded and indicated with an asterisk). This is remarkable since gathering an excessive amount of known outliers is difficult and often expensive in practice [16]. The difference between the performances of Hybrid and LOG+ lessens when more external knowledge (known outliers) is available.

The corresponding p values on the average differences in AUC scores between Hybrid and LOG+ are presented in Table 5. All three tests agree that Hybrid performs better than LOG+ when only one known outlier is available. With one percent of all the outliers known beforehand, the difference in performance is not statistically significant (p value is not less than 0.05) for paired t test and Wilcoxon signed-rank test. However, all the tests indicate that the difference in performance still exists on the confidence level of 90% (0.9). If ten percent or more of all the outliers are known beforehand, both Hybrid and LOG+ are similar in performance.

| Known outliers | OOE  | LOG+ | Hybrid | H−L |
|----------------|------|------|--------|-----|
| 1              | 0.768| 0.769| 0.792  | 0.023*|
| 1%             | 0.788| 0.829| 0.844  | 0.015|
| 10%            | 0.809| 0.895| 0.897  | 0.002|
| 50%            | 0.816| 0.926| 0.929  | 0.003|

The column dubbed H−L indicates the average difference in AUC scores between Hybrid and LOG+.

Table 5 The p values on the average difference on AUC scores between Hybrid and LOG+ in Table 4

| Known outliers | p value | p-Bootstrap | p-Wilcoxon |
|----------------|---------|-------------|-------------|
| 1              | 0.011   | 0.002       | 0.043       |
| 1%             | 0.060   | **0.023**   | 0.064       |
| 10%            | 0.512   | 0.491       | 0.623       |
| 50%            | 0.359   | 0.358       | 0.964       |
OOE and Hybrid approaches utilize the combination function in Eq. (1) with the weights defined in Eq. (13). The weights appear to have little effect on the performance of OOE and Hybrid compared to the flat weights \( w_j = 1 \) for all \( j = 1, \ldots, K \). The difference in the average AUC scores between the combination function in Eq. (1) and the combination function with flat weights ranges from \(-0.019\) to \(0.020\). These differences fail to be statistically significant (\( p \) value is not less than \(0.05\)) when there are only few outlier examples available. With 10\% of known outlier examples, the difference in the average AUC scores between OOE and flat-weight OOE is \(0.015\) (\( p < 0.001\)). With 50\% of known outlier examples, the difference in the average AUC scores between OOE and flat-weight OOE is \(0.020\) (\( p < 0.001\)) and between Hybrid and flat-weight Hybrid \(0.007\) (\( p = 0.020\)). The consensus seems to be that the weights in Eq. (13) are more relevant when there are more known outlier examples available. This result is reasonable, because when there is more external knowledge available, evaluating the performance of the base detectors during optimization becomes more accurate. Further experimentation with different weighting schemes is left for future work.

Figure 4 shows the kernel density estimates of the AUC score distributions of all the algorithms with one known outlier example. The vertical markers at the bottom of the figure indicate the AUC scores of OOE, LOG+ and Hybrid on the individual datasets in Table 1. The differences in AUC scores between Hybrid and LOG+ with one known outlier example of the datasets in Table 1. Each vertical marker at the bottom of the figure indicates the difference on each dataset. The continuous line is the kernel density estimate of the distribution of the differences. The confidence interval at the 95\% (0.95) confidence level is indicated with the red horizontal bar. The markers at the density 0 represent the differences in AUC scores on each individual dataset in Table 1. The datasets with extreme differences are highlighted with the red vertical markers and dataset names. Values larger than zero indicate datasets on which Hybrid performs better than LOG+.

### 4.5 Generalizability of the outlier detection

Outliers are often dissimilar to each other [55,67] and contain unusual, unexpected and new information [14]. This means that it is unreasonable to assume that the known outliers cover every type of the possible outliers [16]. For this reason, we test the generalizability of the proposed methods to detect previously unseen outliers.

We select five datasets (Letter, Optdigits, Pageb, Satellite and Yeast) for generalizability tests. These datasets consist of multiple classes that are on a nominal scale. First, in each of the datasets, we construct the normal data \((C_N)\) by selecting the three most frequent classes (except in the dataset Pageb, in which we select only the most frequent class as that class constitutes 89.8\% of all the data). Second, we select three classes (two in the dataset Pageb) randomly from all the remaining classes to represent the outlier classes \((C_O)\). All the remain-
monary in both test sets of LOG+ quite drastically. In general, having more examples implying high generalizability toward new outliers. The pre-
Hybrid achieve similar, high AUC scores on the test set U set to receive two AUC scores for each model on each dataset: similar to Sect. 4.4.

We execute the generalizability test by first training the models (OOE, LOG+ and Hybrid) on the training set with a small sample of known example outliers and then testing the models on both test sets O and U. If a model generalizes well to detect previously unseen outliers, then the model should achieve similar, high AUC scores on both test sets O and U. We repeat the generalizability test ten times with one randomly chosen known example and ten times with a known example sample size of 10% and average the repetitions [54] to receive two AUC scores for each model on each dataset: one AUC score for the test set O and one for the test set U. The known outlier examples are sampled from the training set similarly to Sect. 4.4.

The results of the generalizability tests are presented in Table 6. The values in Table 6 are the AUC scores on the test set U, and the values in the parenthesis are the AUC scores on the test set O. The best AUC scores are bolded on the test set U and italicized on the test set O. Both OOE and Hybrid achieve similar, high AUC scores on the test set U implying high generalizability toward new outliers. The previously unseen outliers seem to degenerate the performance of LOG+ quite drastically. In general, having more examples of labeled outliers available in the training data improves performance in both test sets U and O.

### Table 6 The results of the generalizability tests

|               | Known outliers: 1 |                   | Known outliers: 10% |                   |
|---------------|--------------------|-------------------|--------------------|-------------------|
|               | OOE                | LOG+              | Hybrid             | OOE               | LOG+              | Hybrid             |
| Letter        | 0.981 (0.952)      | 0.856 (0.952)     | 0.975 (0.961)      | 0.986 (0.963)     | 0.831 (0.970)     | 0.983 (0.982)      |
| Optdigits     | 0.982 (0.953)      | 0.903 (0.985)     | 0.976 (0.984)      | 0.982 (0.944)     | 0.922 (0.997)     | 0.979 (0.992)      |
| Pageb         | 0.986 (0.974)      | 0.602 (0.832)     | 0.984 (0.976)      | 0.986 (0.979)     | 0.460 (0.766)     | 0.986 (0.979)      |
| Satellite     | 0.959 (0.886)      | 0.751 (0.990)     | 0.968 (0.984)      | 0.973 (0.937)     | 0.937 (0.995)     | 0.977 (0.994)      |
| Yeast         | 0.622 (0.677)      | 0.599 (0.747)     | 0.661 (0.774)      | 0.705 (0.782)     | 0.646 (0.855)     | 0.669 (0.873)      |
| Average       | 0.906 (0.888)      | 0.742 (0.901)     | 0.913 (0.936)      | 0.926 (0.921)     | 0.759 (0.917)     | 0.919 (0.964)      |

The values in the table represent average AUC scores on test data which consist of normal data and previously unseen outliers. The best performance between the methods are bolded. The values in parenthesis are the average AUC scores on test data which consist of only normal data and outliers similar to training data. The best performances on these test data are italicized.

5 Related work

There is plenty of previous work available on outlier detection algorithms [14,33,34,41,51,53,57,82]. There also exists previous work on outlier detection ensembles, such as in [2,42,43].

Bouguessa [12] proposed a probabilistic approach for combining multiple detectors. This approach assumes that the outlier scores follow a multivariate beta mixture model. Rayana and Akoglu [64] utilize a mixture of exponential and Gaussian distributions to model the outlier scores and to generate a pseudo-ground truth. Nguyen et al. [51] proposed an ensemble framework (HeDES) for finding outliers in the random subspaces of a dataset. HeDES creates a synthetic dataset based on the unlabeled dataset and injects artificial outliers in the data. The artificial outliers are sampled from a uniform distribution. Our work does not assume how the outliers or the scores are distributed.

Several studies propose that only a subset of well-performing base detectors should be utilized in the ensemble. Schubert et al. [69] studied combining different detectors and stated that resulting errors from detectors should be uncorrelated. Schubert et al. devised a greedy algorithm for selecting a subset of the base detectors that maximize the diversity of results. Another approach for selecting base detectors is to maximize their correlation with the pseudo-ground truth [64,84]. SELECT [64] selects a fixed set of well-performing base detectors, while LSCP [84] optimizes the set of base detectors for each observation independently. In our work, the optimization is responsible for creating the diverse detectors by adjusting their parameters. Our optimization, and the model of an outlier detection ensemble, allows the use of a detector that (1) provides a score, and (2) utilizes adjustable parameters which greatly improve the flexibility and performance of the detectors. In addition, we utilize few labeled outliers efficiently instead of a pseudo-ground truth. The experiment results show that even a limited number of outlier examples is sufficient.
Recently, the utilization of few examples of labeled outliers has gained attention. An approach called example-based outlier detection by Zhu et al. [87] uses a linear classifier to distinguish outliers from normal data. The outliers are provided by the user, while the normal data are determined as data that receive low outlier scores with LOCI [57]. Then, the linear classifier is iteratively retrained using the data points, which are classified outliers and normal data by the linear classifier. Additional examples of outliers are created by modifying the outlier examples, similarly to the work of Nguyen et al. [51]. Another example-based outlier detection algorithm by Zhu et al. [86] utilizes an evolutionary algorithm to find a lower-dimensional data representation, in which most of the provided outlier examples are significantly outstanding. Then, the outliers reside in the regions, in which the density is lower than in the regions of the provided outlier examples. Unlike the work in [86,87], we do not propose a single algorithm for outlier detection. Our main contribution is an example-based approach for optimizing outlier detection ensembles with detectors that provide outlier scores. Therefore, the algorithms by Zhu et al. [86,87] could be optimized as detectors in an outlier detection ensemble using our proposed approach.

The work in [49,83] constructs a data representation that augments the original data with outlier scores from the base detectors. Outliers are learned in this data representation using logistic regression [49] and XGBoost [83]. The reported results show that the proposed method is efficient for outlier detection. The work in [49] uses 50% of the available outliers as outlier examples for training the classifiers. It is not realistic to have a sample of 50% annotated outliers because outliers are rare by definition [16]. As established previously, our work uses from 1 to 10% outlier examples to optimize the parameters of outlier detection ensembles. Therefore, compared to work in [49], our work utilizes a significantly smaller number of outlier examples to optimize the parameters of outlier detection ensembles. Additionally, our optimization procedure could be used to optimize the base detectors in [49,83].

There are also approaches that utilize deep learning to learn a lower-dimensional data representation in a semi-supervised manner in conjunction with outlier detection [54–56,67]. By integrating representation learning into semi-supervised outlier detection, the learner is able to learn a more relevant data representation compared to the traditional two-step outlier detection, which first learns an unsupervised data representation and then executes outlier detection [55]. REPEN [54] learns a data representation, in which normal data resemble other normal data, while known outliers and probable outlier candidates clearly differ from the normal data. Deep SAD [67] initializes itself by learning a low-dimensional data representation using autoencoder and then enhances that representation by minimizing the volume of a hypersphere surrounding normal data and pushing outliers away from that hypersphere. DevNet [55] learns a data representation that yields high, positive values (around five standard deviations from the mean) in a reference distribution for outlying data. PReNet [56] augments the data by pairing the observations, and then it learns the relation between the paired observations that is either both normal, both outliers or a normal and an outlying observation.

The following list recapitulates the novelty and the benefits of our work compared to the existing work:

- Our proposed example-based optimization is applicable when a limited number of outlier examples are available (1–10%). Our experiments use a smaller number of outlier examples than the work in [87] (7–33) and [49] (50%).
- Our model of an outlier detection ensemble requires the detectors to provide outlier scores. However, the selected set of the outlier detection algorithms is not fixed.
- Our work is the first effort to directly optimize the parameters of detectors of outlier detection ensembles. The results of our experiments show that the optimization is capable of utilizing outlier examples to improve the efficiency of the outlier detection.
- Our work does not require the utilization of artificially created outliers. Therefore, our work does not impose assumptions on how the artificial outliers are distributed.

6 Conclusions

We present an optimization approach for outlier detection ensembles in Sect. 3. The experiments show that individual examples of outliers are sufficient for optimizing outlier detection ensembles. Unlike the previous work in example-based outlier detection [49,86,87], our optimization encompassed with only a few examples can be used for outlier detection algorithms, which provide an outlier score. The experiments in [86,87] use 10% of the available outliers (7–33) as examples (50% in [49]), while our experiments use from 1 to 10% of the available outliers. Therefore, our proposed optimization is suitable when a limited number of outlier examples is available.

Instead of only providing an algorithm for outlier detection (as in [14,33,34,41,51,53,57,82]), our work focuses on optimizing the detector parameters. The previous work in outlier detection ensembles [12,32,51,53,69,82] defines a specific set of outlier detection algorithms. Our work is applicable for a wide variety of outlier detection algorithms. Our proposed optimization is an approach for optimizing the parameters of detectors, which define an outlier score for data points. Our work is the first effort to directly adjust the parameters of the detectors to provide diverse and accurate
results, which improve the efficiency of the outlier detection ensemble.

Our proposed method for optimization opens possibilities for future research. Our method could be extended to use a semi-supervised data representation instead of feature bagging [54]. The use of Bayesian and evolutionary methods could speed up the optimization of the base detectors [30]. Hybrid method can be extended to weight the outlier scores and logistic regression in Step 9 in Algorithm 2 more appropriately than equal weights according to a meta-analysis. Also, it would be beneficial to experimental Hybrid approach with other classifiers in addition to logistic regression such as XGBoost [83]. Another idea is to construct outlier detection ensembles sequentially (see [3]). For example, the detectors could be added dynamically in an outlier detection ensemble using our proposed optimization.
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