DIGEST: DEEPLY SUPERVISED KNOWLEDGE TRANSFER NETWORK LEARNING FOR BRAIN TUMOR SEGMENTATION WITH INCOMPLETE MULTI-MODAL MRI SCANS
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ABSTRACT

Brain tumor segmentation based on multi-modal magnetic resonance imaging (MRI) plays a pivotal role in assisting brain cancer diagnosis, treatment, and postoperative evaluations. Despite the achieved inspiring performance by existing automatic segmentation methods, multi-modal MRI data are still unavailable in real-world clinical applications due to quite a few uncontrollable factors (e.g., different imaging protocols, data corruption, and patient condition limitations), which lead to a large performance drop during practical applications. In this work, we propose a Deeply supervised knowledGE tranSfer neTwork (DIGEST), which achieves accurate brain tumor segmentation under different modality-missing scenarios. Specifically, a knowledge transfer learning frame is constructed, enabling a student model to learn modality-shared semantic information from a teacher model pretrained with the complete multi-modal MRI data. To simulate all the possible modality-missing conditions under the given multi-modal data, we generate incomplete multi-modal MRI samples based on Bernoulli sampling. Finally, a deeply supervised knowledge transfer loss is designed to ensure the consistency of the teacher-student structure at different decoding stages, which helps the extraction of inherent and effective modality representations. Experiments on the BraTS 2020 dataset demonstrate that our method achieves promising results for the incomplete multi-modal MR image segmentation task.
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1. INTRODUCTION

Brain tumors are one of the leading causes of death in the world. Segmenting the tumor regions in multi-modal magnetic resonance (MR) images is a critical step in the clinical workflow for treatment planning and postoperative monitoring of patients with brain tumors. However, owing to the structural complexities and histologic differences of brain tumors [1], manually delineating the tumor boundaries in multi-modal MR scans is time-consuming and error-prone. Consequently, automated brain tumor segmentation methods are highly desired. Inspired by the success of deep learning (DL) in various fields, many DL-based segmentation methods have been proposed [2, 3, 4], among which those for brain tumor segmentation based on multi-modal data are widely investigated. Despite the achieved promising results, it is not always feasible to have the complete modalities in real-world clinical applications due to different reasons, such as different imaging protocols, data corruption, and patient condition limitations. Since the performance of these methods highly depends on the modality integrity, issues may occur when deploying them directly in applications.

To solve the missing modality problem, an intuitive solution is to train respective segmentation models for any subset of the complete MRI modalities. This approach has two limitations. On the one hand, models trained with limited modalities are less effective than those trained with the complete modalities. On the other hand, training multiple models is not elegant and flexible, and it confuses the end-users. To this end, some methods are developed trying to synthesize the missing modalities by using support vector machines, random forests with regression strategy [5, 6]. Unfortunately, it has been reported that the synthesized modality resulted in negligible performance improvement [7]. Recently, some works have built a shared latent space to search for the common representations over different MRI modalities and maintained the brain tumor segmentation performance of incomplete modality inputs by exploiting these representations. Havaei M et al. [8] has proposed a model named HeMIS which learns to embed the input data of each modality into the same latent vector space. Followed by this work, Dorent R et al. [9] introduces a method named U-HVED, which utilizes the 3D-Unet with...
a Variational Auto Encoder (VAE) for multi-modal data to complete the missing modalities. Existing methods have pro-
vided important insights for utilizing incomplete multi-modal MRI data. Further attempts are needed to find a more effective way of common feature extraction across multiple missing hetero-modal samples. Additionally, building explicit relationships between the common features and the modality-complete features is also important for the performance enhancement of brain tumor segmentation. In this study, we propose a Deeply supervised knowledge transfer network (DIGEST), for brain tumor segmentation with incomplete multi-modal MRI data. Our contributions are summarized as follows:

1. This paper proposes DIGEST to learn distinguished features for accurate segmentation task empowered with teacher-student distillation framework. Specifically, training samples of the student network are generated by Bernoulli sampling, which helps elevate the student network’s generalization ability.
2. To preserve the modality-shared information and enhance the segmentation capability of the student network, a deeply supervised knowledge transfer loss is designed to constrain the in-stage consistency of DIGEST.
3. Our method achieves promising results compared to two state-of-the-art methods on the widely utilized Brain Tumor Segmentation Challenge 2020 (BraTS 2020) dataset.

2. METHOD

2.1. Task formulation

Given the MRI data $X$ containing the complete MRI modalities ($T_1$, T1ce, T2, FLAIR), the ground truth segmentation map $Y$, and tumor region classes $C$, the multi-class segmentation task aims at finding a mapping $F$ s.t. $F(X) \rightarrow Y_j$, $j \in C$. For incomplete multi-modal brain tumor segmentation, the given MRI data become $\bar{X}_k \subseteq X$, $k \in K$ ($K$ refers to the number of possible combinations of incomplete MRI modalities), the straightforward solution is to find the corresponding $\bar{F}_k$ s.t. $\bar{F}_k(\bar{X}_k) \rightarrow Y_j$ for all $k \in K$. However, finding $\bar{F}_k$ for all the different $k$ is difficult and inefficient. Here, we hope to find a general mapping $\bar{F}$ s.t. $\bar{F}(\bar{X}_k) \rightarrow Y_j$ for all $j \in C$ and $k \in K$. With such definition, a single $\bar{F}$ can be utilized for different incomplete multi-modal MR image segmentation scenarios. Considering the given incomplete multi-modal data $\bar{X}_k \subseteq X$, the overall optimization problem can be defined as:

$$\arg\min_{\bar{X}_k \subseteq X} L(\bar{F}(\bar{X}_k), Y_j) + R(\bar{X}_k)$$  \quad (1)$$

where $L$ denotes the loss function, and $R$ is the regularization over the given data.

2.2. Deeply Supervised Knowledge Transfer Network

The overall framework of DIGEST is shown in Fig.1. The framework includes a teacher network $F_t(\theta_t)$ and a student network $F_s(\theta_s)$ and both of them adopt a modified 3D-Unet backbone proposed in [10]. Deep supervision [11] is embe-
ded at each decoding stage of $F_t(\theta_t)$ and $F_s(\theta_s)$ after 1 × 1 convolutions which help generate auxiliary segmentation maps at each stage. The knowledge transfer learning process consists of two steps: (1) Pretrain $F_t$ with the complete multi-modal MRI data $X$. (2) Let the student model $F_s$ inherit the information extracted by $F_t$ and force $F_s$ to extract more effective features when incomplete multi-modal MRI data are provided.

2.3. Training Data Settings

The input training mini-batch $\bar{x}_i$ for $F_s$ is derived from its complete multi-modal input counterpart $x_i$ at every training iteration $i$. Let $n$ denote the number of available modalities. Since $n$ is uncertain, we can simply assume that each modality follows a binomial distribution $B(1, 0.5)$. Given the total modality numbers $n_t$, the modality mask $m_i$ for each iteration is decided by replacing $n_t - n$ modalities with ze-
ros through Bernoulli sampling. The training data for $F_s$ is then generated by multiplying the complete multi-modal input mini-batch $x_i \in X$ with the generated modality mask $m_i$. To further improve the generalization capability of $F_s$, mixed attention CBAM [12] blocks are introduced to the encoders of $F_s$.

2.4. Loss Function

Based on the deep supervision structure, we design a deeply supervised knowledge transfer loss, which constrains the consisteny of the modality-shared information flow between $F_t$ and $F_s$ across different decoding levels. We calculate the absolute difference between the auxiliary segmentation outputs 

![Fig. 1: The proposed DIGEST. Deep supervision loss $L_{ds}$ constrains the generated auxiliary segmentation maps for each tumor sub-region at every decoding stage.](image-url)
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of $F_1$ and $F_2$ at each decoding level. Such constraint can guide $F_2$ to learn from $F_1$ under different receptive fields and better preserve the common modality representations. Given a batch size of $N$, our deeply supervised transfer training loss function is defined as:

$$L_{ds} = \frac{1}{N} \sum_z \left| D_z(x_z) - \bar{D}_z(\bar{x}_z) \right|$$  \hspace{1cm} (2)$$

where $z$ denotes the decoding stage index, $x_z$ and $\bar{x}_z$ are the input features, $D_z$ and $\bar{D}_z$ refer to the operations for generating the auxiliary segmentation map. We use Dice loss to constrain the final segmentation map of $F_2(\theta_2)$:

$$L_{seg} = 1 - \frac{1}{N} \sum_j S_j \ast R_j + \varepsilon$$  \hspace{1cm} (3)$$

where $S_j$ and $R_j$ refer to the output and ground truth label at $j$th channel, $\varepsilon$ is a smoothing factor. The overall loss function for DIGEST is:

$$L = L_{ds} + L_{seg}$$  \hspace{1cm} (4)$$

3. EXPERIMENT

3.1. Dataset

Experiments are conducted over BraTS 2020 [13]. In total, there are 369 cases, each containing data of four MRI modalities: T1, T1ce, T2, and FLAIR. The lesion area in each case is separated into the GD-enhancing tumor (ET), the peritumoral edema (ED), and the necrotic and non-enhancing tumor core (NCR/NET) with radiologists approved annotations. These areas can be further combined into three clustered sub-regions: the enhancing tumor (ET), the tumor core (TC=ET+NCR), and the whole tumor (WT=ET+NCR+ED). All the volumes have been co-registered to the same anatomical template, interpolated to 1 mm$^3$ resolution, and skull-stripped.

3.2. Implementation Details

The experiments for our DIGEST are performed in Pytorch with a single 32GB NVIDIA Tesla V100. We randomly split the 369 cases into a training set (220 cases), a validation set (74 cases), and a test set (75 cases). For each case, Images are cropped by a smallest bounding box containing the whole brain area and then randomly cropped to 128x128x128 sub-volumes. Our model is trained for 200 epochs with a batch size of 1 using ranger optimizer [14]. The initial learning rate is set to 1e-4 and cosine decay [15] is used after 100 epochs. The smoothing factor $\varepsilon$ in Dice loss is set to 1.

3.3. Results

We compare the results of the proposed DIGEST with two state-of-the-art methods, HeMIS [8] and U-HVED [9] by calculating the Dice scores of ET, TC, and WT. For HeMIS, we adopt the UNet-shaped model introduced in [9] named U-HeMIS. Table 1 shows that DIGEST generates better results than both methods under most of the experimental conditions for segmenting all the three tumor sub-regions. DIGEST achieves the best mean Dice score of 0.839 on segmenting WT averaged over all the 15 different multi-modal input combinations. Compared to the two state-of-the-art methods, DIGEST improves the mean Dice score by 0.068 on segmenting WT.

Table 1: Quantitative results (Dice %) of different methods under possible modality missing conditions. ● denotes the modality is available and ○ denotes the modality is missing.

| Modality       | Enhancing(ET) | Core(TC) | Complete(WT) |
|---------------|---------------|----------|--------------|
|               | U-HeMIS       | U-HVED   | DIGEST       |
|               | U-HeMIS       | U-HVED   | DIGEST       |
|               | U-HeMIS       | U-HVED   | DIGEST       |
| ● ● ●          | 72.5          | 72.5     | 71.6         | 72.6         | 71.8         | 72.6         |
| ● ● ○          | 74.4          | 72.6     | 73.4         | 72.7         | 74.1         | 72.7         |
| ● ○ ○          | 73.6          | 71.8     | 75.0         | 73.2         | 77.7         | 76.5         |
| ○ ○ ○          | 77.1          | 72.6     | 75.0         | 73.2         | 79.6         | 78.4         |

Table 2: Ablation results (Dice %) of our method. $K_p$: knowledge transfer learning process. $L_{ds}$: deeply supervised loss. Scores are averaged over all the 15 experimental conditions.

| $K_p$ | $L_{ds}$ | Enhancing (ET) | Core (TC) | Complete (WT) |
|------|----------|----------------|-----------|---------------|
| ✔    | ✔        | 53.0           | 63.2      | 66.8          |
| ✔    | ●        | 60.3           | 72.1      | 82.6          |
| ✔    | ✔        | 61.9           | 75.0      | 83.9          |

Fig. 2: Example segmentation maps produced by the three methods. Green: ED. Blue: ET. Red: NCR.
4. CONCLUSION

In this study, we propose a deeply supervised knowledge transfer network learning model, DIGEST, which contains a knowledge transfer learning network and a deeply supervised loss. It can be used for brain tumor segmentation when incomplete multi-modal MRI data are provided. Extensive experiments on the public dataset BraTS 2020 have been conducted, and DIGEST generates promising brain tumor segmentation results when compared with two state-of-the-art methods. Owing to the flexibility of the input conditions, DIGEST has a high potential to be deployed in real-world clinical applications.
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