Electronic properties of disordered Weyl semimetals at charge neutrality
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Weyl semimetals have been intensely studied as a three dimensional realization of a Dirac-like excitation spectrum where the conduction bands and valence bands touch at isolated Weyl points in momentum space. Like in graphene, this property entails various peculiar electronic properties. However, recent theoretical studies have suggested that resonant scattering from rare regions can give rise to a non-zero density of states even at charge neutrality. Here, we give a detailed account of this effect and demonstrate how the semimetallic nature is suppressed at the lowest scales. To this end, we develop a self-consistent T-matrix approach to investigate the density of states beyond the limit of weak disorder. Our results show a nonvanishing density of states at the Weyl point which exhibits a non-analytic dependence on the impurity density. This unusually strong effect of rare regions leads to a revised estimate for the conductivity close to the Weyl point and emphasizes possible deviations from semimetallic behavior in dirty Weyl semimetals at charge neutrality even with very low impurity concentration.

I. INTRODUCTION

The last few years saw significant progress in the study of gapless systems with non-trivial topology, mainly fueled by the successful generalization of the well established phenomenology of topological insulators (TI) to gapless systems. In a TI, where the band structure of an insulator supports a topological non-trivial state, the bulk remains gapped, whereas counterpropagating edge states are present on the surface [1,2]. Topological phases are however not constrained to materials with a bulk gap, gapless topological phases can be realized in systems with protected Fermi points and superconductors with nodes [3]. In these materials, the simultaneous presence of non-trivially realized global symmetries and gapless, most often relativistic fermions offers a fertile ground for numerous exotic quantum phases [4–6].

A well-studied type of gapless topological system is the Weyl semimetal (WSM) [7,8], which features an even number of non-degenerate Fermi surface points with linear Dirac cone dispersion. In these systems, the lifting of degeneracy is facilitated by breaking of time-reversal symmetry. The chiral Weyl cones are sources and sinks of Berry flux, leading to various peculiar electronic properties. WSM exhibit a rich phenomenology, including the chiral anomaly [9–11], a large negative magnetoresistance [12–14], as well as special protected surface states (Fermi arcs) [8,15]. Experimentally, TaAs [16,17] and NbAs [18] have been found to harbor a WSM, some experiments have also seen signatures of Fermi arcs [18,19] and the detection of the chiral anomaly has been reported [20].

Quite some attention was attributed to the effects of disorder in a WSM. Since short-ranged impurities are irrelevant in three dimensions, an instability towards a diffusive metal is only expected at a finite impurity density [21,22]. The associated quantum critical point has been studied intensely, both with respect to critical scaling laws [23–28] and the wider phase diagram [29–35]. In the limit of weak disorder, the calculation of the dc-conductivity was done early on [7,36,37], later the focus shifted to the exploration of magnetoconductance [12–14,38–42].

Directly at charge neutrality (chemical potential $E = 0$), the density of states (DOS) vanishes and with it the effects of any weak disorder. A popular choice to model this situation is a Gaussian distribution for the disorder, which in turn allows to calculate the self-energy and thus the scattering rate $\Gamma$ with the help of the self-consistent Born approximation (SCBA) [7,29,30,37,43]. For the dc-conductivity, the Boltzmann approach then yields $\sigma_{dc} \sim E^2/\Gamma$ [7,37,44]. Together with the quadratic energy dependence of the DOS ($\rho \sim E^2 \sim \Gamma$) this leads to a nonzero conductivity which diverges with decreasing disorder. With the Kubo formalism, the conductivity contains an additional term proportional to the scattering rate [30,43]. It can be shown that irrespective of the precise form of $\Gamma(E)$, a generic expression holds for $\sigma_{dc}$ in the regime of weak disorder [43],

$$\sigma_{dc} = \sigma_0 \frac{E^2 + 3\Gamma(E)^2}{\Gamma(E)}.$$  \hspace{1cm} (1.1)

A few studies have also elaborated on the $\omega$ and $T$-dependence of the conductivity within SCBA [7,37,43,45,46].

This simple picture of weak disorder does however not differentiate between a small impurity density $n_i$ and weak impurities with a small scattering potential $V$ [47]. In particular, it cannot account for rare cases where the Weyl fermions are repeatedly (resonantly) scattered. Recently another issue was pointed out [48]. The WSM features an anisotropic scattering amplitude, which results in a difference between the quasiparticle lifetime and transport lifetime. This is due to the intrinsically relativistic dispersion, leading to the interlocking of spin with rotational degrees of freedom. This property affects the coefficients of various response functions, but was not considered in the initial treatments of disordered WSMs. Here, we address the problem of resonant scattering within a micro-
scopscopic calculation, which fully accounts for the mentioned idiosyncracies of Weyl semimetals.

As a side remark, we point out that charged impurities with a long-ranged impurity potential lead to an entirely different situation. This kind of disorder is relevant and leads to the formation of charge puddles [49]. Therefore, even for $E = 0$, a zero DOS is avoided and a minimal dc-conductivity proportional to $n_i^{1/3}$ is found for the low temperature limit [49–51]. However, charged impurities themselves shift the chemical potential away from $E = 0$, making it difficult to tune a WSM with dopants to the degeneracy point.

The focus of this work are the effects of resonant scattering, which appears in the presence of strong but dilute short-ranged impurities. In this case, if the impurity potential is tuned to a resonance, the total scattering cross section of an impurity center diverges. This behavior, also termed “rare-region effect” is the leading contribution to electronic transport close to the Weyl point and was identified as a way to avoid the quantum critical point between WSM and diffusive metal [47,52]. In other words, in the presence of short-ranged disorder, even the perfectly tuned WSM does not retain a vanishing density of states (DOS) down to the smallest energies. As short-ranged impurities are irrelevant, this effect is non-perturbative in disorder strength and is not visible within the SCBA. In the analogous two-dimensional case of graphene, disorder is marginal and a finite DOS is recovered already from the SCBA [53].

The importance of rare regions for WSMs was first pointed out by Nandkishore et al. [47] by demonstrating the existence of power-law bound states. In particular, they derived the phase shift of the associated scattering problem and obtained an exponentially small DOS for the case of a short-range correlated disorder distribution with zero mean. A more recent numerical study by Pixley et al. [52] investigated the effect of resonant scattering using a Gaussian disorder model in a finite system. They concluded that a finite DOS is indeed recovered in the thermodynamic limit but might be very small.

While the importance of resonant scattering is established for a WSM tuned to the Weyl point, the corresponding calculation of the associated self-energy, DOS and conductivity has not been done. This extends to the question of length scales and the universality of the results, both of which was only sketched in [47]. On a more technical level, just like for weak impurities the scattering amplitude is anisotropic, and the conductivity is expected to be renormalized by the contribution of particle hole ladders. This makes it necessary to correctly capture the diffusion pole by using an approximation which preserves charge conservation.

Here, we calculate self-energy, DOS and dc-conductivity in the presence of strong impurities for $T = 0$ by solving the scattering problem of a rectangular impurity potential. Central in the derivation is the determination of the self-consistent self-energy and scattering T-matrix, which we determine in accordance with the Ward identities. Preserving the diffusion pole, a universal form of the dc-conductivity emerges, which spans the entire parameter regime from weak to strong impurity centers.

As the main results, we show that scattering from rare regions leads to a self-energy proportional to the square root of the impurity density $n_i$, in sharp contrast to the perturbative regime given by SCBA. This affects the estimates for the energy windows in which a WSM crosses over from effectively weak to strong scattering, resulting in significantly different predictions for the mean free path close to the Weyl point.

The remaining sections are structured as follows. Section II contains a brief exposition of the microscopic scattering problem of Weyl fermions hitting an impurity with a rectangular potential barrier. Then, in section III, the self-energy is determined within the self-consistent T-matrix approach. For this, we resolve both the energy and momentum dependence of the scattering T-matrix close to resonance. The calculation of DOS and dc-conductivity are presented in IV, focusing on the impact of the self-consistent self-energy and of the renormalized current vertex. We conclude in section V.

II. WEYL FERMIONS SCATTERED BY A POTENTIAL BARRIER

In this section we derive the scattering cross section of a Weyl fermion encountering a spherical potential energy barrier. The system of our interest is defined in a spherical coordinate with the radial vector $r$, polar angle $\theta$, and azimuthal angle $\varphi$. We consider a Weyl fermion of energy $E$ incident in the direction of $\mathbf{v}$ (angles $\zeta, \eta$) and scattered by a spherically symmetric potential of strength $\mathcal{V}(r)$, where $\mathcal{V}(r)$ has a nonzero value $V$ for $r < b$, and 0 otherwise. The direction of the scattered wave is labeled as $\mathbf{v}'$, with energy $E'$ and angles $\zeta', \eta'$. While we treat the single scattering of a plane wave which is hitting the impurity, the direction of the outgoing wave $\mathbf{v}'$ is equal to the direction of observation $\mathbf{r} = \frac{r}{2}$. For elastic scattering it is additionally $E = E'$, later on in section III intermediate states will be taken into account.

A. Helicity eigenbasis

The scattered states can be obtained by solving the Schrödinger equation with the Hamilton operator

$$H = v \sigma \cdot p + \mathcal{V}(r)$$ (2.1)

where $\sigma$ is the vector of Pauli matrices. Henceforth we will use the convention that $h \nu = 1$ and only restore units when necessary.

Eigenstates of a clean system can be represented as plane waves, which are normally labeled by the momentum vector $\mathbf{k}$ and the chirality parameter $\lambda = \pm 1$ (corresponding to the projection of spin onto the momentum
The ket notation is used for the spinor in the direction \( \mathbf{n} \) with the polar and azimuthal angles \( \theta \) and \( \phi \). The eigenstate energy is \( E = \lambda |\mathbf{k}| \). Instead of using the momentum \( \mathbf{k} \) and chirality \( \lambda \) to label states, here we use an alternative representation in terms of energy \( E \) and a unit velocity vector \( \mathbf{v} \) as follows

\[
|E, \mathbf{v}\rangle = e^{iE\mathbf{v} \cdot \mathbf{r}} |\mathbf{v}\rangle. \tag{2.4}
\]

This representation is known as helicity basis in the study of relativistic systems, and it is related to the momentum representation by \( \mathbf{k} = E\mathbf{v} \) and \( \lambda = \text{sgn} E \). The normalization has the form

\[
\langle E, \mathbf{v}|E', \mathbf{v}'\rangle = \frac{(2\pi)^3}{E^2} \delta(E - E') \delta(\mathbf{v} - \mathbf{v}'). \tag{2.5}
\]

As the clean Weyl Hamiltonian \( H = \mathbf{v} \sigma \cdot \mathbf{p} \) conserves the total angular momentum \( \mathbf{J} \), one can also construct eigenstates using the total angular momentum number \( j \) and the z-axis component \( j_z \) as quantum numbers, yielding spherical waves

\[
|E, j, j_z\rangle^{(1,2)} = \frac{E}{\sqrt{2}} \left[ h_{j-1/2}^{(1,2)}(Er)|\phi^+_j\rangle + ih_{j+1/2}^{(1,2)}(Er)|\phi^-_{j+1}\rangle \right]. \tag{2.6}
\]

Here, \( h_{j}^{(1,2)}(x) \) are the spherical Hankel functions and \( |\phi^\pm_{j,j_z}\rangle \) are spherical spinors. The index \((1,2)\) corresponds to waves which propagate outwards or inwards from the origin, respectively. The normalization is chosen such that the total particle flux in these states equals unity. Details of the spherical wave basis \(|\phi^\pm_{j,j_z}\rangle\), the construction of an eigenbasis for \( H \) in the clean system and the partial wave expansion for the scattering problem can be found in appendix A. In the following, we focus on the solution for a rectangular impurity potential, \( V(r) = \Theta(b - r)V \).

### B. Scattering at a rectangular potential

For the eigenstates of the Hamiltonian Eq. (2.1) we make the ansatz

\[
|\psi_{Ejj_z}\rangle = f(r)|\phi^+_{j,j_z}\rangle - ig(r)|\phi^-_{j,j_z}\rangle, \tag{2.7}
\]

which yields two coupled differential equations for the radial functions \( f \) and \( g \). The solutions are given in terms of spherical Bessel functions of the first and the second kind, \( j\_l(x) \) and \( n_l(x) \). Constructing the total wave function of the scattering problem \( |\psi\rangle \) as a sum over all angular parts \(|\phi^\pm_{j,j_z}\rangle\), one obtains in presence of the impurity

\[
|\psi\rangle = \sum_{j,j_z} A_{jj_z} \left[ j_{j-1/2}(Er)|\phi^+_j\rangle - ij_{j+1/2}(Er)|\phi^-_{j+1}\rangle \right] + B'_{jj_z} \left[ n_{j-1/2}(Er)|\phi^+_j\rangle - in_{j+1/2}(Er)|\phi^-_{j+1}\rangle \right], \tag{2.8}
\]

where we have introduced \( \hat{E} = E - V \). We point out that \( |\psi\rangle \) must be regular at the origin, therefore there is no coefficient \( B'_{jj_z} \) for \( r < b \). The coefficients \( A'_{jj_z} \) and \( B'_{jj_z} \) are related to \( A_{jj_z} \) by matching the wave functions at \( r = b \), yielding

\[
A'_{jj_z} = -A_{jj_z}N_j(\hat{E},E)(Eb)^2, \tag{2.9}
\]
\[
B'_{jj_z} = A_{jj_z}M_j(\hat{E},E)(Eb)^2, \tag{2.10}
\]

where we have used the fact that \( j_{n+1}(x)n_n(x) = x^{-2} \) and defined two shorthands

\[
N_j(\hat{E},E) = j_{j-1/2}(\hat{E}b)n_{j+1/2}(Eb) - nj_{j-1/2}(Eb)j_{j+1/2}(Eb), \tag{2.11}
\]
\[
M_j(\hat{E},E) = j_{j-1/2}(\hat{E}b)n_{j+1/2}(Eb) - nj_{j-1/2}(Eb)j_{j+1/2}(Eb). \tag{2.12}
\]

Scattering means that the incident plane wave is disturbed so that a part of the current is redistributed to other directions \( \hat{r} \neq \mathbf{v} \), i.e. the total wave function can be written as

\[
|\psi\rangle = e^{iE\mathbf{v} \cdot \hat{r}} |\mathbf{v}\rangle + f(\mathbf{v}, \hat{r}) e^{iE\hat{r}} |\hat{r}\rangle. \tag{2.13}
\]
Here, \( f(v, r) \) is the amplitude for the scattering of the incident wave from \((\cos \frac{x}{2}, \sin \frac{x}{2} e^{i\eta})\) basis to \((\cos \frac{y}{2}, \sin \frac{y}{2} e^{i\varphi})\) basis. Matching the coefficients of Eq. (2.8) to the form of Eq. (2.12) for \( r \to \infty \), one obtains

\[
f(v, r) = \frac{4\pi}{iE} \sum_{j,j_z} \left[ \langle \phi^{+}_{j,j_z}(\zeta, \eta)|v\rangle \langle \phi^{+}_{j,j_z}(\theta, \varphi)|r\rangle^* \times \frac{M_j}{M_j + iN_j} \right].
\]  

(2.14)

The scattering cross section can be obtained by integrating out the angular part of the scattered wave function,

\[
\sigma = \int d\Omega_r \ |f(v, r)|^2,
\]

(2.15)

\[
= 4\pi \sum_j \frac{2j + 1}{E^2} \frac{M_j^2}{M_j^2 + N_j^2}.
\]

(2.16)

For forward scattering \((v' = v)\), the imaginary part of the scattering amplitude becomes

\[
\text{Im} f(v, v) = \sum_j \frac{2j + 1}{E} \frac{M_j^2}{M_j^2 + N_j^2},
\]

(2.17)

and therefore the relation between the total scattering cross section and the imaginary part of the forward scattering amplitude \(f(v, v)\) is

\[
\sigma = \frac{4\pi}{E} \text{Im} f(v, v),
\]

(2.18)

which is the optical theorem.

Fig. 1 shows a plot of the total scattering cross section \(\sigma_j\) for the lowest order of the partial wave expansion \((j = 1/2)\) as a function of the impurity strength \(Vb\).

At small \(Vb\), the total scattering cross section is

\[
\sigma_{1/2}^{\text{born}} \sim \frac{8\pi}{9} b^2 (Vb)^2 (Eb)^2,
\]

(2.19)

which constitutes the Born approximation. When \(Vb\) is not small \(\sigma_{1/2}\) shows pronounced resonances whose height and shape are independent of the order of the resonance. The peaks are located at values \(V_c\) of the impurity potential fulfilling \(V_c b = n\pi + 2Eb + O((Eb)^2)\), where \(n\) is a nonzero integer. Close to a resonance the total scattering cross section is

\[
\sigma_{1/2}^{\text{res}} \sim 8\pi b^2 \frac{(Eb)^2}{(Eb)^2 + (Vb - 2Eb - n\pi)^2},
\]

(2.20)

which is obtained by first taking \(Eb \to 0\). Such a Lorentzian was also found in [47]. Inserting \(V_c\) into Eq. (2.20), the total scattering cross section has a maximum at \(8\pi/E^2\), with a broadening width proportional to \((Eb)^2\). It is important to note that the resonance is not peaked at \(Vb = n\pi\), which will become important in the self-consistent analysis in the next section. At the value \(Vb = n\pi\) of the scattering strength the cross section is \(\sigma_{1/2} = 2\pi b^2\), which coincides with the value for hard wall scattering in the classical limit.

\[\text{III. SELF-CONSISTENT T-MATRIX APPROACH}\]

While the solution of the scattering problem comprises a universal resonant scattering cross section, the width of the resonance depends on the microscopic UV-cutoff \(b^{-1}\). To appropriately take this into account, it is necessary to go beyond on-shell processes and include not only the energy but also the momentum dependence of the scattering amplitude. To this end, we derive in the following an explicit expression for the self-energy in the presence of finite potential scatterers within the self-consistent T-matrix approximation (SCTMA) [53].

The average Green’s function of the clean system is diagonalized in the basis of Eq. (2.4). The effects of disorder are subsumed into a complex self-energy \(\Sigma(E)\), which is also diagonalized in the helicity basis since the impurity is spinless. The average Green’s function is therefore

\[
G(E) = \int \frac{e^{2i\epsilon d\Omega_{\epsilon}}}{2\pi^3} \frac{|\epsilon, v\rangle \langle \epsilon, v|}{E - \epsilon - \Sigma(E, \epsilon)}.
\]

(3.1)

Here, \(\epsilon\) are the matrix elements of the kinetic energy in the helicity basis and \(\Sigma(E, \epsilon)\) are the matrix elements of the self-energy. In the same vein, we define \(G^{R/A}(E, \xi) = (E - \xi - \Sigma^{R/A}(E, \xi))^{-1}\). The eigenvalues of the bare Green’s function are given by \(G^{R/A}_0(E, \xi) = (E - \xi \pm \Sigma^{R/A}_0(E, \xi))^{-1}\).

In Sec. III A the T-matrix is computed, which allows to calculate the self-energy for repeated scattering from a single impurity. By making this calculation self consistent in Sec. III B, we can take into account certain effects from multi-impurity scattering, thus obtaining a non-vanishing imaginary part of \(\Sigma\) at the Weyl point.
scattering amplitude one can therefore refer the scattering cross section. At this point, it is necessary to assume a certain scattering potential to fill Eq. 3.6 with life. Specifying to a rectangular impurity potential and using the spherical potential to fill Eq. 3.6 with life. Specifying to a rectangular impurity potential and using the spherical wave basis, we obtain immediately

$$V(\xi) = 2\pi \sum_j \langle 2j + 1 \rangle \int_{0}^{\theta_b} \sin(\xi r) \left[ j_{j-1/2}(\xi r) + j_{j+1/2}(\xi r) \right]$$

$$= 2\pi b^3 \sum_j \left[ j_{j-1/2}(\xi b) + j_{j+1/2}(\xi b) \right] - \frac{2j + 1}{\xi b} j_{j-1/2}(\xi b) j_{j+1/2}(\xi b).$$

From Eq. (3.4), we can easily calculate the matrix elements $T_0(\xi, E, E)$ with the help of the partial wave expansion of section (II.B). One obtains

$$T_0(\xi, E, E) = -i16\pi^2 b^3 \sum_{j,j_0} \left[ \frac{M_j(\xi, \xi)}{M_j(\xi, \xi) + iN_j(\xi, \xi)} \langle j|\xi|^0 \rangle^* \langle j|\xi|^0 \rangle \right].$$

where we introduced the shorthand $\langle \xi^* | j \rangle = \langle j | \xi^* \rangle = \langle j | \xi^* \rangle^*$, $\langle j | \xi^* \rangle = \langle j | \xi^* \rangle^*$, and $\langle j | \xi^* \rangle = \langle j | \xi^* \rangle^*$ etc. We point out that the combination $M_j(M_j + iN_j)$, which similarly appeared in the scattered wave in Eq. (2.14), now contains unequal arguments in numerator and denominator. Inserting Eq. (3.10) into the right hand side.

A. Single impurity scattering

When the impurity concentration is low, we can treat the scattering problem of the system as that of repeated scattering off a single impurity, shown graphically in Fig. 2. The self-energy operator $\Sigma_0$ for single impurity scattering is by definition equal to the product of the concentration $n_i$ and a transition operator $T_0$ as follows

$$\Sigma_0(E) = n_i T_0(E),$$

which becomes obvious when writing

$$T_0(E) = V + \mathcal{V} G_0(E) V + \ldots$$

$$= V + \mathcal{V} G_0(E) T_0(E),$$

with the bare Green’s function operator $G_0(E)$. Eq. (3.13) can easily be solved for $T_0$ by iterating it numerically. Here, we instead opt for an analytical solution for the self-energy near to a resonance, which will guide the way to the self-consistent calculation. The general formalism is as follows. Given the eigenenergies $E_\lambda$ and eigenstates $|\psi_\lambda\rangle$ of the Hamiltonian Eq. (2.1), the transition operator fulfills

$$\mathcal{V}|\psi_\lambda\rangle = T_0(E_\lambda)|E_\lambda, v\rangle.$$ (3.4)

Inserting the identity $\sum_\lambda \langle \psi_\lambda | \psi_\lambda \rangle = 1$ into Eq. (3.3) and making use of Eq. (3.4) yields for $\Sigma_0(E)$ [54],

$$\Sigma_0(E) = n_i V + n_i \sum_\lambda \frac{T_0(E_\lambda)|E_\lambda, v\rangle \langle E_\lambda, v| T_0^\dagger(E_\lambda)}{(E - E_\lambda)}.$$ (3.5)

We reiterate that $E$ denotes the on-shell energy, which is identical to the energy of the incident Weyl fermion in Sec. II, and which is given simply by the chemical potential in the WSM. As per usual, the denominator in Eq. 3.5 is not well defined unless one replaces $E \rightarrow E \pm \imath 0^+$, where the signs refer to retarding and advanced self-energies, respectively.

The expectation value of the self-energy can be determined by sandwiching Eq. (3.5) with a state $|\xi, v\rangle$ with scattering direction $v'$ and energy $\xi$. To this end, we write

$$\Sigma_0(E, \xi) \equiv \langle \xi, v' | \Sigma_0(E)|\xi, v' \rangle$$

$$= n_i \langle \xi, v' | \mathcal{V}|\xi, v\rangle$$

$$+ n_i \sum_\lambda \frac{|\langle \xi, v' | T_0(E_\lambda)|E_\lambda, v\rangle|^2}{E - E_\lambda}.$$ (3.6)

where we replaced $\sum_{\lambda}$ by $\int d\epsilon / (2\pi h)^3$. The angular integration with $d\Omega_V$ averages over all angles of incidence, which is equal to an average with respect to the position of the impurity. Writing out all dependencies, the T-matrix elements are defined as

$$T_0(\xi, E, E) = \langle \xi, v' | T_0(E)|E, v\rangle.$$ (3.7)

This also means that $\Sigma_0(E, \xi) = n_i T_0(\xi, E, \xi)$. For elastic scattering ($E = \xi$), the T-matrix element can be related to the scattering amplitude as follows

$$\langle E, v' | T_0^R(E)|E, v\rangle = \frac{2\pi}{E} f(v, v'),$$ (3.8)

which can be proved by use of the Lippmann-Schwinger equation. From the imaginary part of the scattering amplitude one can therefore refer the scattering cross section.

Figure 2. Diagrams used in the calculation of the T-matrix.
of Eq. (3.6) and integrating out the angular dependence, we arrive at
\[ \int \frac{\epsilon^2 d\epsilon d\Omega_\epsilon}{(2\pi)^3} |T_0(\epsilon, \epsilon, \epsilon)|^2 = 2V^2 \sum_j (2j + 1) I_j^V(E, \xi), \]  
\[ I_j^V(E, \xi) = \frac{\epsilon^2 (\xi - \xi_j^2)(E - \epsilon)}{M_j^2(\epsilon, \xi) \times M_j^2(\epsilon, \xi) + N_j^2(\epsilon, \xi)} \tag{3.12} \]
In the following we concentrate on the first term in the partial wave expansion, setting \( j = \frac{1}{2} \) and henceforth dropping this index. Larger \( j \) lead to a vanishingly small integrand in \( I_j^V(E, \xi) \) near the quasiparticle pole \( \epsilon = E + i0^+ \), meaning that terms of higher angular momentum are strongly suppressed and can safely be discarded.

1. At the limit of \( \nu b \to 0 \)

From this point on all energies occur in combination with \( b \), the size of the impurity. For the remaining analysis we therefore adopt dimensionless variables \( \bar{E} = \frac{E}{\hbar v}, \bar{V} = \frac{V}{\hbar v}, \bar{\Sigma} = \frac{\Sigma}{\hbar v} \), etc. and \( \bar{T} = T \hbar v, \bar{n}_i = n_i b^3 \), and drop the tildes. The first order term \( \langle \mathcal{V} \rangle \) in Eq. (3.6) is only trivially dependent on \( V \) and yields a real quantity,
\[ \mathcal{V}(\xi) = 4\pi V \frac{\xi_0^2 - \sin^2 \xi}{\xi^4}. \tag{3.13} \]
For a vanishingly small \( V \), the integral \( I_j^V(E, \xi) \) in Eq. (3.11) is to leading order independent of \( V \) and can be done immediately by a contour integration. Writing out the Bessel functions in Eq. (3.12), one obtains for \( V = 0 \)
\[ I_0^V(E, \xi) = \frac{\sin^2 \xi}{\xi^2} \int \frac{d\epsilon}{\epsilon^2 (\xi - \xi_j^2)(E - \epsilon)} \left[ \epsilon \cos \epsilon - (\epsilon - \epsilon_n \cos \xi) \sin \epsilon \right]^2 \tag{3.14} \]
In the complex plane the integrand has poles at \( \epsilon = 0, E + i0^+, \xi \). Performing the integration of real and imaginary part of \( I_0^V(E, \xi) \) yields
\[ \text{Re}[I^0] = \frac{\pi \sin^2 \xi}{2\xi^2} \left[ \frac{2}{E - \xi} \left( \frac{1}{\sin^2 \xi} - \frac{1}{\xi^2} \right) - 2D \cos 2E + (D^2 - 1) \sin 2E \right] \tag{3.15} \]
\[ \text{Im}[I^0] = -\pi \int \frac{d\epsilon (E - \epsilon)}{\epsilon^2 (\xi - \xi_j^2) M_j^2(\epsilon, \xi) + N_j^2(\epsilon, \epsilon)} \]
\[ = -\pi \sin^2 \xi \left[ \frac{D \sin E + \cos E}{E - \xi} \right]^2, \tag{3.16} \]
where \( D = \xi^2 - 1 - \cot \xi \). Thus, in the low energy limit by taking \( E \to 0 \),
\[ \text{Im} \Sigma_0(E, \xi) = -4\pi n V^2 E^2 \left[ \frac{\sin \xi - \xi \cos \xi}{\xi^3} \right]^2. \tag{3.17} \]
On the mass shell \( (\xi = E) \) the imaginary part of the self-energy becomes \( \text{Im} \Sigma \) in the Born approximation including the momentum dependence (encoded in \( \xi \)). Previous calculations instead regulated the self-energy integral by introducing a cutoff scale \( [37, 48] \). The present formulation is advantageous as it allows the direct comparison with experimentally obtained parameters. Additionally, for weak disorder, the formulas Eqs. (3.15, 3.16) hold for all \( E \) and can be used to study the electronic response without further restrictions, which is however outside the present scope.

2. Resonant scattering

For general values of \( V \), the integral in Eq. (3.11) is
\[ I_j^V(E, \xi) = \frac{\sin^2 \xi}{\xi^2} \int \frac{d\epsilon}{(E - \epsilon)} \left( \frac{1}{E - \xi} - \cot(\xi - V) - \frac{1}{E + \xi} \right)^2 \]
\[ \times \frac{1}{(E - \xi - V)^2} \left( 1 + \left( \frac{1}{E - \xi - V} + \cot(\xi - V) \right)^2 \right)^2. \tag{3.19} \]
When the chemical potential is close to the Weyl point \( (E \approx 0) \), one can expand \( V \) around the resonance \( V_0 \) by writing \( V = n \pi + 2E + \delta \) with a small deviation \( \delta \sim E^2 \) and a nonzero integer \( n \). It is helpful to shift the integration variable \( \epsilon \to \epsilon + 2E + \delta \), leading to
\[ I_j^V(E, \xi) = \frac{\sin^2 \xi}{\xi^2} \int \frac{d\epsilon}{(-E - \epsilon - \delta)} \left( \frac{1}{E - \xi - \delta} - \frac{1}{E + \xi} \right)^2 \]
\[ \times \frac{1}{(E - \xi - n\pi)^2} \left( 1 + \left( \frac{1}{E + 2E + \delta} - \frac{1}{E - n\pi} + \cot(\xi - V) \right)^2 \right)^2. \tag{3.20} \]
While this integral can be solved, one can further expand in the pole closest to the origin, which yields for the third line in Eq. (3.21), $E^2/(E^4 + 4(\epsilon + E + \delta/2)^2)$, with $\delta = \delta + E^2/n\pi$. The end result can then be written as

$$\Sigma_0(E, \xi) = 4n_i V^2 I^{V_0}(E, \xi) \approx n_i \gamma_0(E, \delta) t^2(\xi),$$

(3.22)

where we introduced the singular amplitude $\gamma_0$ and a regular function $t$,

$$\gamma_0(E, \delta) = \frac{-4\pi}{\delta - iE^2}$$

(3.23)

$$t(\xi) = \frac{(n\pi)\sin \xi}{\xi(\xi + n\pi)}.$$  

(3.24)

It is $t(0) = 1$. Importantly, the resonant amplitude factorizes with respect to its energy and momentum dependence. As shown in Fig. 4, the asymptotic solution is in a good agreement with a numerical integration.

We can further check the validity of Eq. (3.23) by a well defined identity on the mass-shell ($\xi = E$). To this end we use Eq. (3.2) to express $\Sigma_0(E, E)$ with the known matrix element $T_0(E, E, E)$ [Eq. (3.10)],

$$T_0(E, E, E) = n_i^{-1} \Sigma_0(E, E)$$

$$4\pi \frac{M(E, E)}{iE^2 M(E, E) + iN(E, E)} = \bar{V}(E) + 4V^2 \int \frac{d\epsilon}{e^2(\bar{\epsilon} - \epsilon)\bar{\epsilon}^2(\bar{\epsilon} - \epsilon)^2} \frac{M^2(\epsilon, \bar{\epsilon})}{M^2(\epsilon, \epsilon) + N^2(\epsilon, \epsilon)},$$

(3.25)

From this equality, we can verify both real and imaginary part of the self-energy. For the left-hand side of the identity, we obtain near to resonance

$$T_0(E, E, E) = -4\pi \frac{\tan(V - 2E) + iE^2}{\tan^2(V - 2E) + E^4},$$

(3.26)
Using the approximation of Eq. (3.23), the right hand side of Eq. (3.25) yields
\[
\frac{\Sigma_0(E, E)}{n_i} = \frac{4\pi}{3} V - \frac{4\pi \delta + iE^2}{\delta^2 + E^2}. \quad (3.27)
\]

For a finite disorder strength \((V \approx n\pi)\), the contribution \(4\pi V / 3\) in Eq. (3.27) from the impurity average \((\langle V \rangle)\) is negligible against the contribution from resonant scattering, which diverges near to the resonance with \(\delta^{-1} \approx E^{-2}\). Keeping in mind that \(V - 2E \approx n\pi + \delta\), the correspondence between Eqs. (3.26) and (3.27) is manifest.

From the employed approximations we can deduce a restriction for \(\xi\): Taking the \(\epsilon \to 0\) limit of the term in the second line of Eq. (3.20) is only valid as long as \(\xi\) is not too close to a multiple of \(\pi\), otherwise the cot \(\xi\) is divergent. From the mismatch of this term with the other singular terms in the integrand we read of that this affects the integral as long as \(|\xi - m\pi| < 2|E + \delta|\), which can be seen in the inset plot in Fig. 4.

We finally point out that in the limit \(\xi \to \infty\) the integral \(IV(E, \xi)\) decays with \(\xi^{-3}\), but the singular part as determined in Eq. (3.23) actually vanishes with \(\xi^{-4}\), meaning that the effects of resonant scattering are only dominant over a finite range of energies \(\xi\) (cf. Fig. 4).

From the results in Eqs. (3.18) and (3.27), we have shown that at zero chemical potential, the imaginary part of the self-energy matrix elements goes to zero, unless exactly at resonance. While one might attempt to guess the impact of resonant scattering purely on scaling arguments, tuning directly to resonance is delicate as it sensitively depends on the order of limits taken. In particular, the vanishing DOS at the Weyl point leads to an very long mean free path, so that taking only a single scattering center into account is no longer enough. To obtain a nonzero density of states under realistic conditions it is therefore necessary to non-perturbatively include further scattering processes beyond the T-matrix approximation, which is done in the following by the use of a self-consistent calculation.

### B. Self-consistent T-matrix approximation

Our goal is to solve the following two equations self-consistently for \(T(E)\) and \(\Sigma(E)\),
\[
\Sigma(E) = n_i T(E) \tag{3.28}
\]
\[
T(E) = T_0(E) + T_0(E) [G(E) - G_0(E)] T(E). \tag{3.29}
\]

Near to a resonance, the self-energy is dominated by the second term in Eq. (3.6), so that it assumes the approximate form [Eq. (3.22)]
\[
\Sigma_0(E, \xi) = n_i \gamma_0(E, \delta) t^2(\xi). \tag{3.30}
\]

As pointed out earlier, in this expression the dependence on \(E\) and \(\xi\) factorizes, which also entails that the singular part only depends on the on-shell energy \(E\). This property allows for a crucial simplification of the self-consistency condition, Eq. 3.29 which we discuss now. The first step is to generalize the procedure used earlier in the calculation of the self-energy. It is straightforward, but somewhat tedious to show that the T-matrix \(T_0(\xi_1, E, \xi_2)\) can indeed be calculated in the very same fashion. In the limit \(E \approx 0\) and close to resonant scattering, the result is
\[
T_0(\xi_1, E, \xi_2) = \gamma_0(E, \delta) t(\xi_1)t(\xi_2) \times 4\pi \sum_{j_z} \langle j_z | v_2 \rangle \langle v_1 | j_z \rangle. \tag{3.31}
\]

Secondly, we propose for the self-consistent T-matrix \(T\) and for the self-energy \(\Sigma\) that the singular part \(\gamma_0(E, \delta)\) in Eqs. (3.30), (3.31) is replaced by a self-consistent amplitude \(\gamma(E, \delta)\), while the momentum dependence on \(\xi\) remains the same, e. g.
\[
\Sigma(E, \xi) = n_i \gamma(E, \delta) t^2(\xi). \tag{3.32}
\]

Inserting this assumption into the self-consistency equation [Eq. (3.29)] yields
\[
\gamma = \gamma_0 + 4\pi \gamma_0 \int \frac{\epsilon^2 d\epsilon}{2(2\pi)^3} t^2(\epsilon) (G(E, \epsilon) - G_0(E, \epsilon)), \tag{3.33}
\]
where the arguments of \(\gamma_0\) and \(\epsilon\) have been suppressed. Eq. 3.33 is a much simpler integral equation which is only a function of energy. Under the integral the combination \(\epsilon^2 t^2(\epsilon)\) is of order one up to a distance \(n\pi\) from the origin. The separate integration of both Green’s functions in the difference \(G - G_0\) is therefore sensitively dependent on the UV behavior of the Green’s function, and thus the precise form of \(\Sigma\). Most importantly, taking \(\Sigma = \text{const.}\) in the Green’s function \(G(E, \epsilon)\) in Eq. (3.33) leads to an incorrect result. This becomes obvious by forming the common denominator and using Eq. (3.32), with the result
\[
\frac{\gamma}{\gamma_0} = 1 + \frac{n_i c_0^2}{4\pi^2} I_4^0, \tag{3.34}
\]
\[
I_4^0 = \int \frac{\epsilon^2 d\epsilon}{2(2\pi)^3} t^4(\epsilon) G(E, \epsilon) G_0(E, \epsilon). \tag{3.35}
\]

The integral \(I_4^0\) contains the much faster decaying combination \(\epsilon^2 t^4(\epsilon)\), meaning that the self-energy in the denominator of \(G\) can now be assumed as constant. Under the assumption that \(E\) and \(\Sigma\) are both small, the integration then yields to leading order
\[
I_4^0(E = 0, \Sigma = 0) = \frac{4\pi}{3} + \frac{10}{n^2 \pi}. \tag{3.36}
\]

Upon approaching the resonance for a fixed impurity density \(n_i\), \(\gamma_0\) diverges. In this case, Eq. (3.34) leads to a universal amplitude given by \(\gamma^2 = -4\pi^2 / n_i I_4^0\). Otherwise, but as long as \(I_4^0\) remains constant, the solution is
\[
\gamma = 2 \frac{1 - \sqrt{1 - c_0^2 \gamma_0^2}}{c_0 \gamma_0}, \quad c_0 = \frac{n_i I_4^0}{\pi^2}. \tag{3.37}
\]
We note that the integral for the conductivity is more which reduces to a condition for detuning \(|\epsilon| \sim 1\) which was used to evaluate Eq. (3.34) is fulfilled. The \(\approx\) which is indeed small, so that the approximation \(\Sigma \sim 1\) is of order which was detailed in Sec III, the self-energy factorizes in the quantum limit.

Due to the momentum structure, we forgo the calculation of the renormalized vertex and instead directly bubble diagram containing a renormalized current vertex. The units for DOS and conductivity are \([\rho] = [\sigma] = (\hbar v)^{-1}\) and \([\sigma_{\alpha \alpha}] = e^2 / \hbar b\).

The self-consistent self-energy is thus of order \(\sim n_{\ast}^{1/2}\) which is indeed small, so that the approximation \(\Sigma \approx 0\) which was used to evaluate Eq. (3.34) is fulfilled. The width of the resonant behavior is restricted by \(1 \sim c_\ast \gamma_0^2\), which reduces to a condition for detuning \(|\delta| \ll \sqrt{n_{\ast}}\) at the Weyl point. The self-energy \(\Sigma(0, 0) \equiv n_{\ast} \gamma\) using the function Eq. (3.37) is shown in Fig. 5.

![Figure 5. Real and imaginary part of the self-consistent self-energy](image)

Inserting the result near resonance into the self-consistent self-energy, one obtains a non-zero imaginary part for any finite impurity density,

\[
\text{Im } \Sigma(0, \xi) = -2\pi \sqrt{\pi n_{\ast}} \xi^2(\xi). \quad (3.38)
\]

The following we will employ the ladder approximation, which corresponds to the sum of diagrams shown in Fig. 6. This approximation neglects the effects of weak localization and allows to resum the series into a single bubble diagram containing a renormalized current vertex. Due to the momentum structure, we forgo the calculation of the renormalized vertex and instead directly compute the \(N\)th-order current-current correlation function \(\Pi_N\) at zero frequency and momentum. Except for \(N = 1\), which will be treated separately, the contribution involving both advanced and retarded Green’s functions is finite on its own and no UV regulation from the purely retarded or advanced diagrams is required. However, the latter parts are nonzero and cannot be neglected entirely in the quantum limit.

The units for DOS and conductivity are \([\rho] = (\hbar v)^{-1}\) and \([\sigma_{\alpha \alpha}] = e^2 / \hbar b\).

### IV. DENSITY OF STATES AND CONDUCTIVITY

As it became clear in the previous section, multiple scattering leads to a finite imaginary part of the self-energy at the Weyl point. This alone implies a finite DOS and also affects the conductivity on a semiclassical level via the mean free path [47]. However, with the knowledge of the momentum dependence we are now in the position to calculate these quantities based on a microscopic model. We note that the integral for the conductivity is more convergent than it was the case for the calculation of the self-energy, thus the generic form, Eq. (1.1) is expected to also hold for resonant scattering. Less obvious is the expected impact of the vertex renormalization in this regime.

#### A. Preliminaries

Units are restored in this subsection. The density of states is given by

\[
\rho(E) = -\frac{1}{\pi} \text{Im } \text{Tr} \int \frac{d^3k}{(2\pi\hbar)^3} G^R(E, k). \quad (4.1)
\]

Switching to the helicity basis and performing trace and angular averaging leaves

\[
\rho(E) = -\frac{1}{2(\hbar v \pi)^3} \int e^2 \text{d}e \text{Im } G^R(E, e). \quad (4.2)
\]

The same basis change can be applied to the Kubo formula for the longitudinal conductivity. Given the electron charge \(e\) and the current operator \(j = ev\sigma\), in the limit of zero frequency and momentum the conductivity is in momentum basis

\[
\sigma_{\alpha \alpha} = \hbar^2 \pi \text{Im } \text{Tr} \left[ j_{\alpha} \text{Im } G^R(E, k) j_{\alpha} \text{Im } G^R(E, k) \right] \\
= \frac{\hbar}{4\pi} \text{Tr} \int \frac{d^3k}{(2\pi\hbar)^3} \left[ 2 j_{\alpha} G^A j_{\alpha} G^R - j_{\alpha} G^R j_{\alpha} G^R \right. \\
\left. - j_{\alpha} G^A j_{\alpha} G^A \right] \quad (4.3)
\]

It holds generally that \(\text{Im } G^R = \text{Im } \Sigma^R G^RG^A\). For nearly resonant scattering the self-energy is dominated by its imaginary part, since the real part vanishes at resonance [Eq. (3.38)]. Thus, we proceed to drop the real part of the self-energy and estimate the DOS as

\[
\rho(E) = -\frac{1}{2\pi^3} \int e^2 \text{d}e \frac{\text{Im } \Sigma^R(E, e)}{(E - e)^2 + [\text{Im } \Sigma^R(E, e)]^2}. \quad (4.4)
\]

Within the SCTMA approximation for resonant scattering which was detailed in Sec III, the self-energy factorizes

\[
\Sigma(0, \xi) = \frac{\pi n_{\ast}}{2} \xi^2(\xi) \quad \text{for } |\xi| \ll 1.
\]
with respect to energy and momentum. Consequently, in the integration the dependence on $\epsilon$ of the self-energy is regular, leading to a vanishing integrand near to $\epsilon \approx 0$. Thus, the integral is not dominated by the contribution of the quasiparticle pole, but by the behavior around $\epsilon = -n\pi$. Approximating the self-energy in the numerator by its resonant form, $\text{Im} \Sigma^R(E, \epsilon) = n_4 \text{Im} \gamma(E, \delta) t^2(\epsilon)$ and in the denominator by its value at $\epsilon = -n\pi$,

$$- \text{Im} \Sigma^R(-n\pi, 0) = -n_4 \text{Im} \gamma(E, \delta) \equiv is,$$

(4.5)

which also coincides with the value of $\Sigma$ at $\epsilon = 0$, we obtain

$$\rho(E) = \frac{1}{2\pi} I_2(E, s),$$

(4.6)

$$I_2(E, s) = \int c^2 d\epsilon t^2(\epsilon) G^R_s(E, \epsilon) G^A_s(E, \epsilon).$$

(4.7)

In this expression, we introduced a simplified form of the Green’s function, $G^R_s(E, \xi) = (E - \xi + is)$. It is important to note that similar to Eq. (3.33), convergence is provided by the momentum dependence of the self-energy in the numerator. The evaluation of $I_2$ is written out in appendix B. At the Weyl point and for vanishing impurity density, it is $I_2(0, 0) = 2\pi$, the density of states is thus of size $\rho(0) \sim \sqrt{\pi}$. We point out that the condition for resonant scattering was $V_i = n\pi + 2E + O(E^2)$. Therefore, the leading effect of a change in the chemical potential will be a detuning away from resonance. In particular, if the WSM contains impurities with a given potential which becomes resonant for $E = 0$, the DOS develops a characteristic bump,

$$\rho(E) = -\frac{n_4}{\pi^2} \text{Im} \gamma(E, 0)$$

(4.8)

$$\approx c_\rho \sqrt{n_4} - \frac{c_\rho^\prime E^2}{\sqrt{n_4}}.$$ (4.9)

For an impurity potential $V = \pi$, it is $c_\rho = 2(I_4^0)^{-1/2}/\pi = 0.23$ and $c_\rho^\prime = (I_4^0)^{-3/2}/4\pi = 0.004$. At any finite disorder density $n_4$, there is a small additional shift of the resonance condition in the self-consistent calculation due to the change of $I_4^0$ with nonzero self-energy (cf. appendix B). In many cases, the disorder is instead assumed to possess a smooth distribution function in the impurity potential strength. Then the bump in the DOS is smeared out, leaving only a bottoming-out of the DOS at a finite value. This was previously seen in numerical calculations using Gaussian or box disorder [52]. The DOS in the presence of rare regions is shown in Fig. 8.

C. Disorder enhanced conductivity

While the Green’s function is diagonal in the helicity basis, both the T-matrix $T$ and the current operator $j_\alpha$ are not. Thus, each fermion line in the current bubble can be of different helicity. Additionally, each T-matrix introduces a sum over angular indices. In the following, we compute the conductivity via $\frac{1}{3}(\sigma_{xx} + \sigma_{yy} + \sigma_{zz})$ in order to simplify some intermediate steps. For the self-consistent
self-energy at resonance the approximate expression of Eq. (3.38) will be used.

The T-matrix approximately factorizes with respect to both, the angular and the energy dependence of the in- and outgoing states. This makes it possible to calculate each loop appearing in $\Pi_N$ independently, leaving only two distinct building blocks (Fig. 7), which resemble a one-loop current vertex and a four-point vertex, respectively.

Setting $j = 1/2$, for $N = 1$, it is necessary to keep all three contributions in Eq. (4.3) from the start to ensure convergence. The current vertices can be resolved straightforwardly:

\[
\langle \nu | \sigma \pm \nu \rangle \langle \pm \nu | \sigma \nu \rangle = \text{Tr} \left[ \sigma \pm \nu \langle \pm \nu | \sigma \nu \rangle \right] = \frac{1}{2} \text{Tr} \left[ \sigma \cdot \sigma \pm \sigma \cdot \nu | \sigma \cdot \nu \rangle \right] = \frac{1}{2} (6 \mp 2|\nu|^2) = \frac{3 \mp 1}{2}. \tag{4.10}
\]

After the angular integration one thus arrives at

\[
\Pi_1 = \frac{1}{6\pi^2} \int \epsilon^2 d\epsilon \left[ \text{Im} G^R(E, \epsilon) \right]^2 
+ 2 \text{Im} G^R(E, \epsilon) \text{Im} G^R(E, -\epsilon) \], \tag{4.11}
\]

where retarded and advanced functions have already been recombined. Pulling out the energy integrals, this becomes

\[
\Pi_1 = \frac{s^2}{6\pi^2} (I''_4 + 2I'''_4) \tag{4.12}
\]

\[
I''_4 = \int \epsilon^2 d\epsilon (G^R_s(E, \epsilon))^2 |G^A_s(E, \epsilon)|^2 \tag{4.13}
\]

\[
I'''_4 = \int \epsilon^2 d\epsilon [t^2(\epsilon)G^R_s(E, \epsilon)G^A_s(E, \epsilon)] \times t^2(\epsilon)G^R_s(E, -\epsilon)G^A_s(E, -\epsilon). \tag{4.14}
\]

Close to the Weyl point and to leading order in the impurity density $n_i$, we obtain

\[
I''_4 = \frac{\pi}{2s^2} + \frac{\pi}{2s^2} \tag{4.15}
\]

\[
I'''_4 = \frac{\pi}{2s^2}, \tag{4.16}
\]

which results in

\[
\sigma_1 = \frac{1}{12\pi^2} \frac{E^2 + 3s^2}{s} \tag{4.17}
\]

This reproduces the result recently obtained for a generic energy dependent impurity scattering rate model, Eq. (1.1), including the numerical coefficient [43]. We thus conclude that even for resonant scattering, the conductivity as given by the Kubo formula does not depend on the microscopic details of a short-ranged impurity except through the self-energy $\Sigma(0,0)$.

The ladder term $\tilde{P}$ with external legs with indices $1, 2, 3, 4$ and zero momentum transfer ($\nu_1 \xi_1 = \nu_4 \xi_4$, $\nu_2 \xi_2 = \nu_3 \xi_3$) is given by

\[
\tilde{P}(\xi_1, \xi_2, \xi_3, \xi_4) = n_i^2 \langle \xi_1 | \nu_1 | \xi_4, \nu_4 | T(E)G^R(E)T^\dagger(E)T(E)G^A(E)T^\dagger(E) | \xi_2, \nu_2 \rangle \langle \xi_3, \nu_3 \rangle \tag{4.18}
\]

\[
\tilde{P}_{j_1,j_2,j_3,j_4} = n_i^2 \langle \xi_1 | \nu_1 | \xi_4, \nu_4 | T(E)G^R(E, \epsilon)G^A(E, \epsilon) \int d\Omega_\nu \langle \nu | j_1 | \nu \rangle \langle \nu | j_2 | \nu \rangle \langle \nu | j_3 | \nu \rangle \langle \nu | j_4 | \nu \rangle \tag{4.19}
\]

Here, the dots indicate that $\epsilon$ and $\nu$ can be of dissimilar helicity in the upper and the lower line. The angular integration yields

\[
\tilde{P}_{1234} = (P + 2P')\delta_{1,2}\delta_{3,4}
+ (P - P')\delta_{1,4}\delta_{2,3}, \tag{4.20}
\]

with

\[
P = \frac{n_i|\gamma|^2}{12\pi^2} I_4(E, s) \quad P' = \frac{n_i|\gamma|^2}{12\pi^2} I'_4(E, s), \tag{4.21}
\]

\[
I_4(E, s) = \int \epsilon^2 d\epsilon (t(\epsilon))^2 G^R_s(E, \epsilon)G^A_s(E, \epsilon) \tag{4.22}
\]

\[
I'_4(E, s) = \int \epsilon^2 d\epsilon (t(\epsilon))^2 t(-\epsilon)^2 G^R_s(E, -\epsilon)G^A_s(E, -\epsilon). \tag{4.23}
\]

Based on the structure of $\tilde{P}$ we propose for the ladder sum a kernel of the form

\[
D\delta_{1,2}\delta_{3,4} + D'\delta_{1,4}\delta_{2,3}. \tag{4.24}
\]
The recursion relation for the ladder sum then reads
\[ D \delta_{1,2} \delta_{3,4} + D' \delta_{1,4} \delta_{2,3} = \delta_{1,1} \delta_{3,4} + \sum_{a,b} \left( (D \delta_{a,2} \delta_{3,b} + D' \delta_{a,b} \delta_{2,3}) \times ((P + 2P') \delta_{1,a} \delta_{4,b} + (P - P') \delta_{1,4} \delta_{a,b}) \right), \] (4.25)
the solution of which is
\[ D = \frac{1}{1 - P - 2P'}, \] (4.26)
\[ D' = \frac{P - P'}{(1 - 3P')(1 - P - 2P')}. \] (4.27)
The ladder is closed with a current vertex on both ends, with the closing loop containing the following integrals,
\[ C_{f+1 f+4} = \left[ \int \frac{d^2 \mathbf{e}}{2 \pi^2} \delta \langle\mathbf{e}\rangle^2 G^R(E, \mathbf{e}) G^A(E, \mathbf{e}) \right] \int d\Omega \langle j_{f+1} | \mathbf{v} | j_{f+4} \rangle + \ldots, \] (4.28)
where the dots again denote the summation over different helicities. The scalar product of left and right termination is
\[ C_{14} \cdot C_{23} = (2 \delta_{1,2} \delta_{3,4} - \delta_{1,4} \delta_{2,3}) \times \frac{1}{(2\pi)^6} \left( \frac{E}{2} + \frac{I_2}{6} \right)^2. \] (4.29)
\[ I_2 \] was already defined in (4.7), \[ I_2' \] is
\[ I_2(E, s) = \int \frac{d^2 \mathbf{e}}{2 \pi^2} \delta \langle\mathbf{e}\rangle^2 G^R_s(E, \mathbf{e}) G^A_s(E, \mathbf{e}). \] (4.30)
The energy integrals \[ I_4, I_4', I_2 \] and \[ I_2' \] are tabulated in appendix B. For \( E \approx 0 \) and \( s \sim E \) they reduce to
\[ I_4(E, s) = \frac{4\pi}{3} + \frac{10}{n^2 \pi}, \] (4.31)
\[ I_4'(E, s) = - \frac{2\pi}{3} - \frac{5}{4n^2 \pi}, \] (4.32)
\[ I_2(E, s) = 2\pi - \pi s - \frac{6E}{n} + \frac{\pi E^2}{s}, \] (4.33)
\[ I_2'(E, s) = -\pi + 2\pi s. \] (4.34)
The ladder sum is then
\[ 3 \Pi^{AR} = \frac{n_i|\gamma|^2 (I_2 + 2I_2')}{6(2\pi)^6} \frac{(I_2 + 2I_2')^2}{1 - P - 2P'}, \] (4.35)
\[ \Pi^{AR} \approx \frac{n_i|\gamma|^2}{72\pi^4} \frac{(3\pi s + \pi E^2/s - 6E/n)^2}{1 - c_l}. \] (4.36)
with \( c_l = 5n_i|\gamma|^2/8n^2 \pi^3 \). It was shown in Sec. III B that the amplitude squared of the T-matrix approaches \( \gamma^2 = -4\pi^2/n_i I_2 \) at resonance, which means that for \( n = 1 \) it is \( c_l = 0.108 \). As a consistency check we show that these expressions reproduce the diffusion pole, confirming that the approximations taken for the determination of the T-matrix conserve charge. For the diffusion, the terminating angular integrations yield a term \( \sim \delta_{1,4} \delta_{2,3} \). After performing the trace, the result is thus proportional to
\[ \frac{1}{1 - 3P'}. \] (4.37)
The diffusion pole is recovered for \( P = 1/3 \), which is true if \( I_4 = I_4' \), as it is indeed the case to leading order in \( E \) and \( s \) [Eqs. (3.36, 4.31)]. It is also possible to show more generally that the corresponding Ward identity is conserved asymptotically for \( E \approx 0 \), which is detailed in appendix C.
We also calculated the doubly retarded ladder, which is of comparable size at the Weyl point. The result is
\[ \Pi^{RR} = \frac{n_i|\gamma|^2}{72\pi^4} \frac{(6E + 3\pi s)}{1 - c_l}. \] (4.38)
As it becomes clear from Eq. (4.36), the ladder sum is of order \( s^2 \) and thus subleading compared to the particle-hole bubble \( \Pi_1 \) if one approaches the Weyl point, \( E \rightarrow 0 \). This surprising behavior is not linked to the ladder being perturbatively irrelevant, at resonance each element is indeed of order 1 which results in a finite renormalization by \( 1 - c_l \) in Eq. (4.36). Instead, a factor proportional to \( s \) is introduced by each of the two enclosing current vertices. This leads to the rather unusual situation that the semimetallicity becomes partially masked close to the Weyl point. In particular, the conductivity is given just by the Kubo formula, like in a metal with isotropic scattering. On the other hand, the diffusion coefficient is depending on \( I_4 \), where the special properties of the scattering matrix for a Weyl dispersion enters explicitly.
In summary, using a self-consistent self-energy, the vertex renormalization has no effect to leading order in the impurity density, in spite of the fact that the scattering matrix remains anisotropic. This finding applies exclusively to the quantum limit, in the limit where the Boltzmann approach works and \( E^2/s \) is much larger than \( s \), the scattering amplitude is \( \gamma_0 \) and the ladder leads to the expected replacement of the quasiparticle lifetime \( \tau \) by transport lifetime \( \tau_{tr} \) in the expression for the conductivity. For resonant scattering and if \( E^2 \gg s \), the ratio is
\[ \frac{\tau_{tr}}{\tau} = 1 + \frac{1}{3(1 - n_i|\gamma|^2/12\pi^2 s)} \approx \frac{3}{2}. \] (4.39)
We note that this result has only a limited region of applicability, as resonant scattering eventually becomes negligible for a large enough DOS away from the Weyl point. In particular, there is not necessarily any intermediate regime where the scattering rate due to a T-matrix with amplitude \( \gamma_0 \) is larger than the one given by the SCBA. Importantly, the same ratio \( \tau_{tr}/\tau = 3/2 \) was earlier obtained within SCBA [48].
Putting everything together and restoring units, in the presence of resonant scattering the conductivity is at zero frequency given by

$$\sigma_{\alpha\alpha} = \frac{e^2}{\hbar^2 v} \frac{3s^2 + E^2}{12\pi^2 s},$$  \hspace{1cm} (4.40)$$

where the scattering rate in units of energy is $s = 2\pi \hbar v n b / I_0$. This result was obtained using a rectangular impurity potential, but we do not expect that a generic short-ranged potential will change the expression. This can be concluded from the value of $I_0$, which is essentially determined by the large scattering amplitudes at $E = 0$ and $E b = -n\pi \hbar v$ and does in leading order not depend on the microscopic details of the impurity. However, we point out that the conductivity is not dimensionless in 3D, therefore the length scale $b$ still enters explicitly in Eq. (4.40). For a general impurity potential this length scale is given by the effective size of an impurity site.

Compared to the previous estimate of the mean free path for hopping between rare regions $\ell \sim (n_b b^2)^{-1}$ [47], it turned out to be of size $(n_b b)^{-1/2}$. In the presence of disorder with an Gaussian impurity potential distribution this finding implies that the crossover from the SCBA regime to one dominated by resonant scattering happens at comparatively higher scales than previously thought. As one important consequence we estimate how the conductivity saturates near the Weyl point as a function of decreasing chemical potential. As discussed in the calculation of the DOS, a smooth disorder distribution smears out the effects of detuning. The mean free path due to resonant scattering is shorter than the one given in SCBA once $E < h v (n_b b)^{1/4}$. Continuing to smaller scales, Eq. (4.40) tells us that the semiclassical term $E^2/s$ is comparable to the part of size $s$ if $s \sim E$, i.e. it is irrelevant once $E < h v (n_b b)$. Below this scale, the conductivity approaches a residual value $(n = 1)$

$$\sigma_{\text{min}} = 0.06 N \sqrt{n_b b} e^2 / \hbar.$$

(4.41)

So far the focus was on a single Weyl cone $(N = 1)$, in any real material $N$ is even and can be as large as 24 [8].

**V. CONCLUSION**

We have presented the solution to the scattering problem of chiral fermions in a WSM close to resonant scattering. The singular amplitude of the T-matrix was found to factorize with respect to energy and momentum dependence, which made it possible to also determine the T-matrix in a self-consistent fashion. Using the self-consistent solution, which is non-analytic in disorder strength, a finite DOS emerges at the Weyl point. Interestingly, the lifting of the semimetallic DOS turns out to be large enough to render vertex corrections to the Kubo estimate of the conductivity to be irrelevant. This was demonstrated in a conserving approximation.

The main consequence for experiment is the predicted residual conductivity at charge neutrality [Eq. (4.41)], which scales with the square root of the impurity density and is thus qualitatively larger than previously estimated.

Apart from the consequences for zero temperature presented here, in the future the same calculational scheme can be easily adapted to calculate finite $T$ and finite-$\omega$ transport properties in a microscopic model. This can complement studies with generic scattering models [43,44] by supplying a detailed understanding of the underlying scattering amplitudes. Another interesting possibility is the study of boundary effects, which is important to estimate the stability of topological properties of a dirty WSM.
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**Appendix A: Partial wave expansion**

The scattering theory for particles with spin $1/2$ is well-known, see e. g. [55]. For completeness we note here the main ingredients used to derive Eqs. (2.8), (2.14) and (2.16) of the main text. Scattering is generally treated by taking an incident plane wave $|E, \psi\rangle$ as the initial state, expanding this wave in a spherical basis $|\phi_{j,j_z}\rangle$ to solve the scattering problem itself, and then constructing an outgoing plane wave $|E, \psi'\rangle$ for the final state. Using dimensionless variables and writing the Hamilton operator as

$$H = v \sigma \cdot p + V(r) = -i\hbar v \sigma \cdot \dot{r} \left( \frac{\partial}{\partial r} - \sigma \cdot \mathbf{L} \right) + V(r),$$

(A1)

where $\mathbf{L}$ is the orbital angular momentum, it becomes clear that $H$ conserves the total angular momentum $\mathbf{J} = \mathbf{L} + \sigma / 2$ but not $\mathbf{L}$. To construct the eigenstates, we proceed with a decomposition into a radial part $R$ and an angular part $|\phi\rangle$ which is a two component spinor, $|\psi\rangle = R(r)|\phi(\theta, \varphi)\rangle$. If a Hamiltonian preserves separately spin, angular momentum and total angular momentum, the eigenbasis of the angular part is given by the spherical spinors $|\phi_{j,j_z}^+\rangle$ and $|\phi_{j,j_z}^-\rangle$ which are defined as [55]

$$|\phi_{j,j_z}^+ (\theta, \varphi)\rangle = \left( \begin{array}{c} \sqrt{\frac{j+1}{2j+1}} \psi_{j+1/2} \left( \theta, \varphi \right) \\ \sqrt{\frac{j}{2j+1}} \psi_{j-1/2} \left( \theta, \varphi \right) \end{array} \right),$$

(A2)

and

$$|\phi_{j,j_z}^- (\theta, \varphi)\rangle = \left( \begin{array}{c} -\sqrt{\frac{j+1}{2j+1}} \psi_{j+1/2} \left( \theta, \varphi \right) \\ \sqrt{\frac{j}{2j+1}} \psi_{j-1/2} \left( \theta, \varphi \right) \end{array} \right).$$

(A3)
we first express both the plane wave and the scattered wave in spherical wave basis. The solutions are given by

$$|\psi_o\rangle = \frac{1}{\sqrt{2}} \left[ h_{j_{j_s}}^{(1)}(Er)|\phi^+_{j_{j_s}}\rangle + e^{i2\eta} h_{j_{j_s}}^{(2)}(Er)|\phi^-_{j_{j_s}}\rangle \right]$$

(A14)

This way of writing the scattered wave is known as partial wave expansion with coefficients $R_{jj_s}$. The incident plane wave is regular at the origin and thus in spherical wave basis given by

$$|E, \mathbf{v}\rangle = e^{iE_r(\mathbf{v} \cdot \hat{r})} |\mathbf{v}\rangle$$

(A15)

$$= 4\pi \sum_{jj_s} i^{j-1/2} \langle \phi^+_{jj_s}, \theta, \phi | \phi^+_{jj_s}\rangle |\mathbf{v}\rangle$$

(A16)

At $r \to \infty$, we can further express plane and spherical waves by taking the asymptotic forms of $h_{j_l}(x) \to e^{\pi(x-(l+1)/2)/2}$ and $j_l(x) \to e^{i(x-(l-1)/2)} - e^{-i(x-(l-1)/2)}/2ix$. One obtains for the incident plane wave

$$|E, \mathbf{v}\rangle \to \frac{2\pi}{iEr} \sum_{jj_s} \langle \phi^+_{jj_s}, \theta, \phi | \phi^+_{jj_s}\rangle$$

(A17)

and likewise for the outgoing wave

$$|\psi_o\rangle \to \frac{e^{iEr}}{Er} \sum_{jj_s} i^{j-1/2} \frac{R_{jj_s}}{\sqrt{2}} (1 + \sigma \cdot \hat{r}) |\phi^+_{jj_s}\rangle.$$  

(A18)

Inserting Eq. (A18) into Eq. (A13) and going back from spherical wave basis to plane wave basis yields for $f(\mathbf{v}, r)$

$$f(\mathbf{v}, r) = \sqrt{2} \sum_{jj_s} i^{j-1/2} \frac{R_{jj_s}}{E} \langle \phi^+_{jj_s}, \theta, \phi | \mathbf{v}\rangle$$

(A19)

From current conservation it is clear that Eqs. (A17) and (A18) fix the coefficients $R_{jj_s}$ up to a phase shift $\delta_j$, namely

$$R_{jj_s} = -4\sqrt{2} i^{j-1/2} \langle \phi^+_{jj_s}, \theta', \phi' | \mathbf{v}\rangle e^{i\delta_j}.$$  

(A20)

The phase shift can only be determined by solving the Schrödinger equation including the impurity potential. For a rectangular potential, Eqs. (A19) and (A20) lead to Eq. (2.14) in the main text for $f(\mathbf{v}, r)$.

The scattering cross section $\sigma$ is defined through

$$\sigma = \int d\Omega_r |f(\mathbf{v}, r)|^2$$

(A21)

$$= \sum_{jj_s} \frac{|R_{jj_s}|^2}{E^2}$$

(A22)

$$= \frac{4\pi}{E^2} \sum_{jj_s} (2j + 1) \sin^2 \delta_j$$

(A23)

Here it was used that $2 |\langle \phi^+_{jj_s}, \theta, \phi | \mathbf{v}\rangle|^2 = ||\phi^+_{jj_s})|^2 -$$

(A16)

as well as the sum rules $\sum_{j_s} ||\phi^+_{jj_s})|^2 = (2j + 1)/4\pi$ and $\sum_{j_s} \langle \phi^+_{jj_s}, \theta, \phi' | \phi^+_{jj_s}\rangle = 0$. Eq. (A23) directly yields Eq. (2.16) once the specific phase shift $\delta_j$ for a rectangular potential is inserted.
Appendix B: Energy integrals

All integrations are done via residues. To this end, we write powers of the sine as
\[ \sin^2 x = \text{Re} \left[ \frac{1 - e^{i2tx}}{2} \right] \]
\[ \sin^4 x = \text{Re} \left[ \frac{3 - 4e^{i2tx} + e^{4i2tx}}{8} \right]. \]
(B1)

For a complex function \( f(x) \) it holds for example that
\[ 2 \int \, dx \, \sin^2 x \, f(x) = \int \, dx \, \sin^2 x \, f(x) + \left( \int \, dx \, \sin^2 x \, f^*(x) \right)^*, \]
(B3)
where the integrals on the right hand side can be evaluated directly by a contour integration enclosing the upper half-plane.

Defining \( n\pi f_+ = E + n\pi + is, -n\pi f_- = E - n\pi + is, c_1 = 1 + E/n\pi, c_2 = 2 + 2E/3n\pi \) and \( \alpha = \exp(2iE - 2s) \), it is
\[ I_0(E,s) = \int \frac{d\epsilon}{\epsilon^2} \left( \frac{(n\pi)^2 \sin^2 \epsilon}{(n\pi + \epsilon)^2} \right)^2 \frac{1}{E - \epsilon + is} \frac{1}{E - \epsilon - is}. \]
(B4)

For \( E \to 0 \), it is \( f_+ = f_- = c_1 = c_2 = 1 \) and the expression expands to
\[ \lim_{n \to \infty} I_0(E,s) \approx \frac{4\pi}{3} + \frac{10}{n^2\pi^2} + c_E E + c_s s, \]
(B5)
where \( c_E \) and \( c_s \) are the complex coefficients of the linear terms. For finite \( E \) or \( s \) these linear terms lead to a small shift in the maximum of the self consistent \( |\text{Im} \Sigma| \), which results in a slightly different condition for resonant scattering. The same kind of calculation can be repeated for all energy integrals. It is
\[ I_2(E,s) = \int \frac{d\epsilon}{\epsilon^2} \left( \frac{(n\pi)^2 \sin^2 \epsilon}{(n\pi + \epsilon)^2} \right)^2 \frac{1}{E - \epsilon + is} \frac{1}{E - \epsilon - is}, \]
(B7)
with the limits
\[ I_2(E,s) = 2\pi - \pi s + \frac{\pi E^2}{s} - \frac{6E}{n} \quad (B11) \]
\[ I_2'(E,s) = -\pi + 2\pi s. \quad (B12) \]
The integrals of the ladder element evaluate to
\[ I_4(E,s) = \int \frac{d\epsilon}{\epsilon^2} \left( \frac{(n\pi)^2 \sin^2 \epsilon}{(n\pi + \epsilon)^2} \right)^2 \frac{1}{E - \epsilon + is} \frac{1}{E - \epsilon - is}, \]
(B13)
\[ = \frac{\pi}{2(E^2 + s^2)} + \pi \text{Re} \left[ \frac{(2 - \alpha)^2 - 1}{8s(E + is)^2 f_+^2} \right] \]
\[ + \frac{\pi}{6|f_+|^4} \left[ 4 + \frac{9}{n^2\pi^2} |f_+|^4 - 12s^2 \right] \]
\[ + 3 \left( \frac{4E}{n^2\pi^2} + \frac{7}{n^2\pi^2} \right) |f_+|^2, \]
(B14)
\[ I_4'(E,s) = \frac{d\epsilon}{\epsilon^2} \left( \frac{(n\pi)^2 \sin^2 \epsilon}{(n\pi + \epsilon)(n\pi - \epsilon)} \right)^2 \]
\[ \times \frac{1}{E - \epsilon + is} \frac{1}{E - \epsilon - is}, \]
(B15)
which can be expanded to obtain
\[ I_4(E,s) = \frac{4\pi}{3} + \frac{10}{n^2\pi^2} - \pi s + \frac{\pi E^2}{s}, \]
(B17)
\[ I_4'(E,s) = -\frac{2\pi}{3} - \frac{5}{4n^2\pi^2} + 2\pi s. \]
(B18)

We note that unlike for \( I_2 \), the emergence of a singular term \( E^2/s \) in the expansion of \( I_4 \) does not signify any physical divergence. To see this, we remind the reader that \( s \) is essentially the imaginary part of the self-energy taken at zero, \( \text{Im} \Sigma(0,0) = n_i \text{Im} \gamma = -s \). For strong scatterers, \( s \sim \sqrt{\mu_i} \), while in the perturbative limit \( s \sim E^2 \). As \( I_4 \) only occurs in the combination \( n_i|\gamma|^2I_4 \), there is no singularity.

We refrain from presenting the more complicated integrals explicitly, as they are straightforwardly evaluated in the same manner.

\[ I''_4(E,s) = \int \frac{d\epsilon}{\epsilon^2} \left( \frac{(n\pi)^2 \sin^2 \epsilon}{(n\pi + \epsilon)^2} \right)^2 \]
\[ \times \left( \frac{1}{E - \epsilon + is} \frac{1}{E - \epsilon - is} \right)^2, \]
(B19)
\[ \approx \frac{\pi}{2} \left( \frac{E^2}{s^3} + \frac{1}{s} \right), \]
(B20)
$I''_2(E,s) = \int \frac{dc}{c^2} \left( \frac{(n\pi)^2 \sin^2 \epsilon}{(n\pi + \epsilon)(n\pi - \epsilon)} \right)^2 \times \frac{1}{E - \epsilon + is} \times \frac{1}{E + \epsilon + is} \times \frac{1}{E - \epsilon - is} \times \frac{1}{E + \epsilon - is} \approx \frac{\pi}{2s}$

(B21)

The contributions to $\Pi^{RR}$ and $\Pi^{AA}$ are complex conjugate (e.g. $I'_2^{RR} = (I'_2^{AA})^*$). It is

$\begin{align*}
I'_2^{RR} &= \frac{n^2 \pi^3}{f_+^2} \left[ 1 + \alpha - \frac{1 - \alpha}{f_+^2} \right] \\
&\approx 2\pi + (2\pi i - \frac{\pi}{2})(E + is)
\end{align*}$

(B23)

$\begin{align*}
I'_2^{RR} &= \frac{n^2 \pi^3 (1 - \alpha)}{2(E + is) f_+ f_-} \\
&\approx -\pi - \pi i(E + is),
\end{align*}$

(B24)

and finally

$\begin{align*}
I'_4^{RR} &\approx \frac{4\pi}{3} \frac{10}{n^2 \pi} \\
I'_4^{RR} &\approx -\frac{2\pi}{3} - \frac{5}{4n^2 \pi}.
\end{align*}$

(B25)

(B26)

Appendix C: charge conservation

We present an alternative proof that the particle-hole ladder implements charge conservation even when using the self-consistent T-matrix approximation. The goal is to show that asymptotically for $E \approx 0$ it holds

$3P = \frac{n_i |\gamma|^2}{4\pi^2} \int \epsilon^2 \det \epsilon G^A(E,\epsilon) G^R(E,\epsilon)$

(C1)

$= 1,$

(C2)

while not explicitly inserting the self-consistent solution. We begin with the relation

$\int \epsilon^2 \det \epsilon G^A(E,\epsilon) G^R(E,\epsilon) = \int \epsilon^2 \det \epsilon (G^R(E,\epsilon) - G^A(E,\epsilon))$  

(C3)

Inserting $\Sigma^R(E,\epsilon) - \Sigma^A(E,\epsilon) = n_i(\gamma^R - \gamma^A)\epsilon^2$, this becomes

$n_i \gamma^R \gamma^A \epsilon \int \epsilon^2 \det \epsilon G^A(E,\epsilon) G^R(E,\epsilon)$

(C4)

For the bare Green’s functions it holds that

$\int \epsilon^2 \det \epsilon (G^A_0(E,\epsilon) - G^R_0(E,\epsilon)) = 2\pi i \sin^2 E.$

(C5)

Adding a zero to Eq. (C4), and recalling that the self-consistent self energy was obtained by solving $\int \epsilon^2 \det \epsilon (G^R - G^R_0) = 4\pi^2 (\gamma^{R-1} - \gamma^{R-1})$, one arrives at

$\frac{n_i |\gamma|^2}{4\pi^2} \int \epsilon^2 \det \epsilon G^A(E,\epsilon) G^R(E,\epsilon) = \frac{1}{4\pi^2} \frac{1}{\frac{\pi}{\gamma} - \frac{1}{\gamma}}$

$\times \left( -2\pi i \sin^2 E + \int \epsilon^2 \det \epsilon (G^R(E,\epsilon) - G^R_0(E,\epsilon)) - \int \epsilon^2 \det \epsilon (G^A(E,\epsilon) - G^A_0(E,\epsilon)) \right)$

(C6)

$= 1 + \frac{1}{\frac{\pi}{\gamma} - \frac{1}{\gamma}} - \frac{\sin^2 E}{2\pi}.$

(C7)

The bare singular amplitude is $\gamma^R_0 = -\frac{4\pi}{\beta - \frac{\pi}{2}}$, which means that

$3P = 1 + \frac{O(\delta^2, E^2)}{\frac{\gamma}{\pi} - \frac{1}{\gamma}}.$

(C8)

The inverse scattering amplitude goes to zero no faster than $\sim E^2$, therefore charge is conserved at least to order $O(E^2)$.
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