Active phase separation by turning towards regions of higher density
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Studies of active matter, from molecular assemblies to animal groups, have revealed two broad classes of behaviour: a tendency to align yields orientational order and collective motion, whereas particle repulsion leads to self-trapping and motility-induced phase separation. Here we report a third class of behaviour: orientational interactions that produce active phase separation. Combining theory and experiments on self-propelled Janus colloids, we show that stronger repulsion on the rear than on the front of these particles produces non-reciprocal torques that reorient particle motion towards high-density regions. Particles thus self-propel towards crowded areas, which leads to phase separation. Clusters remain fluid and exhibit fast particle turnover, in contrast to the jammed clusters that typically arise from self-trapping, and interfaces are sufficiently wide that they span entire clusters. Overall, our work identifies a torque-based mechanism for phase separation in active fluids, and our theory predicts that these orientational interactions yield coexisting phases that lack internal orientational order.

We are interested here in motile (‘self-propelled’) agents. As motility naturally implies direction, alignment interactions lead to collective motion, with flocking as an iconic example. When the motility direction is not coordinated, self-propelled particles are well understood to undergo motility-induced phase separation (MIPS) under certain conditions\(^7\). As originally conceived\(^7\), the mechanism of MIPS is self-trapping: lower particle speed in high-density regions, due to quorum sensing\(^9\) or even just due to repulsive particle collisions\(^10\), promotes continual accumulation of particles. This positive feedback leads to phase separation into a dilute gas and denser clusters. In the past decade, this scenario has been widely studied using theory and simulations\(^11\). Proposals to realize this scenario using synthetic active colloids\(^12\)–\(^14\) indeed led to the observation of active phase separation in active fluids, and our theory predicts that these orientational interactions yield coexisting phases that lack internal orientational order.

Active phase separation in metal–dielectric Janus colloids

Here we combine theory and experiments on self-propelled Janus particles driven by induced charge electrophoresis. The particles are 3-\(\mu\)m-diameter silica spheres, coated with titanium (Methods) on one hemisphere. These particles are suspended in a 0.05 mM NaCl aqueous solution and placed between conductive coverslips coated with indium tin oxide, separated by a 120-\(\mu\)m spacer (Fig. 1a and Methods). Particles sediment to form a dilute monolayer with area fraction in the range \(\phi_s \approx 0.05\)–0.15. To drive the particles, we apply a perpendicular a.c. voltage of amplitude \(V_c = 8\)–10 V and frequency \(\nu = 30\) kHz. The resulting electric field tends to align the particle equator perpendicular to the coverslips. The resulting unequal electric polarization on the metal and dielectric hemispheres (Fig. 1b) induces electrokinetic flows that produce particle self-propulsion\(^12\)–\(^14\) (along a direction \(\hat{n}\) pointing from the metallic to the dielectric hemisphere), as well as electrostatic inter-particle forces and torques (Fig. 1b).

Clusters, observed within seconds of switching on the electric field, coarsen in a process suggestive of Ostwald ripening, with large clusters growing and small clusters shrinking and disappearing (Supplementary Video 1 and Extended Data Fig. 1). Domain-growth kinetics are compatible with the Lifshitz–Slyozov relation \(L(t) \sim t^{1/3}\) of classic phase separation, where \(L\) is the domain size and \(t\) the time (Fig. 1c), consistent with the mapping to an effective free energy that we present below.

As it was not possible experimentally to avoid some particles being stuck on the coverslip, it was natural to enquire whether clusters necessarily nucleated around them. This possibility was discounted, as at early times the majority of clusters encompassed no stuck particles (Extended Data Fig. 2). On the other hand, during coarsening a large fraction of clusters contain a few particles that are stuck on the coverslip, which might help form and stabilize the clusters (Extended Data Fig. 2).
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Clusters have wide interfaces

Despite the familiar coarsening kinetics, the structure and dynamics of individual clusters differ markedly from those observed in passive phase separation and repulsion-based MIPS. Rather than displaying the standard uniform bulk and sharp interface, our clusters exhibit a pronounced density gradient (Fig. 1d, Extended Data Fig. 3 and Supplementary Video 2) and inward-pointing polarity (Fig. 1e), defined as $p = \langle \hat{n} \rangle$. Particle density increases from the edge to the centre without a density plateau (Fig. 1f, red) for clusters up to ~300 µm in diameter, suggesting very wide interfaces, at least several tens of micrometres. The central density (area fraction $\phi \approx 0.6$) never approaches close packing. Reciprocally, polarity $|p|$ is highest at the cluster edge and decreases towards the centre (Fig. 1f, blue). This decrease suggests that clusters might eventually grow large enough to develop an isotropic ($p = 0$) bulk phase. The inward-pointing polarity at clusters’ edges prevents them from coalescing immediately upon contact. Rather, upon collisions between clusters, visible boundaries persist for minutes in some cases (Supplementary Video 1; see snapshots in Fig. 1c).

Non-jammed clusters with fast particle turnover

The dynamics of individual particles within clusters differs markedly from that in jamming-based MIPS: clusters are fluid, not jammed. Particles move easily through clusters (Supplementary Video 3), which exhibit fast turnover, with particles leaving and joining a cluster on a timescale of tens of seconds (Fig. 2a and Extended Data Fig. 4). The number of native particles that remain in a cluster decays exponentially with a characteristic time depending on the cluster size and particle speed (Fig. 2b, Extended Data Fig. 5 and Supplementary Video 4). By tracking the position and orientation of particles at different local $\phi$, we obtain their mean square translational and angular displacements (Extended Data Fig. 6). From these measurements, we find that particles within clusters ($\phi > 0.1$) are slower than those outside them ($\phi < 0.1$), but they do not slow down further at the higher densities deeper inside clusters (Fig. 2c, red). On the other hand, the effective rotational diffusivity $D_\text{eff}$ increases monotonically with local area fraction (Fig. 2c, blue), indicating faster particle reorientations due to stronger interparticle torques in denser regions.

Flickering chains facilitate particle motion

Since head and tail particle hemispheres attract each other (Fig. 1b), particles in clusters often form chains, three to seven particles long, which last hundreds of milliseconds (Supplementary Video 5 and red lines in Fig. 3a). These chains constantly deform, break and reform, with particles hopping on and off different

---

**Fig. 1** | **Active phase separation in metal–dielectric Janus colloids.** a, Schematic of the experimental set-up in which 3-µm-diameter particles are allowed to sediment in water to the bottom of a sample cell across which a.c. electric fields are applied vertically. b, Top view of two Janus particle pairs in an electric field that induces dipoles of opposite orientations and different magnitudes (orange) on the head and tail hemispheres. This leads to particle self-propulsion along the direction $\hat{n}$ (black), and to interparticle forces (purple) and torques (green). Torques rotate particles in the direction of the interparticle distance, which is indicated by the dashed line. These torques are generally non-reciprocal. c, Clusters coarsen (Supplementary Video 1, 30 kHz, 83 V mm$^{-1}$) with domain-growth kinetics compatible with the Lifshitz–Slyozov relation ($t \sim t^{1/3}$). Error bars are s.d. over four independent experiments. d, e, Time-averaged local area fraction ($\phi$, colour), along with velocity field (d, arrows) and polarity field (e, arrows with magnitude in colour) in a cluster (30 kHz, 66 V mm$^{-1}$). Average is over 36 µm$^2$ square bins over 50 s (2,500 frames), during which the number of particles in the cluster remains approximately constant (Extended Data Fig. 4). f, Angle-averaged radial profiles of area fraction (red) and polarity magnitude (blue) corresponding to d and e. Error bars are s.d.
chains. To characterize positional and orientational order, we measure the pair distribution function \(g(r) = \phi(r)/\phi_0\), and the orientation correlation function \(C(\theta) = \langle \hat{n}(r') \cdot \hat{n}(r + r) \rangle\). As expected for self-propelled particles, \(g(r)\) is anisotropic: it is more likely to find another particle ahead than behind a reference particle (Fig. 3b). We also find that it is more likely to find another particle behind than on the side of the reference particle, producing a depletion wing pattern (Fig. 3c). While recent work showed that these depletion wings can arise even in the absence of alignment interactions\(^{19}\), in our system they result from torques generated by head–tail attraction. Finally, orientational correlations are stronger along the direction of self-propulsion than perpendicular to it (Fig. 3c), showing that particles tend to align along the chains, but not with lateral neighbours.

**Particle orientation and velocity are misaligned in clusters**

Despite these transient chains, particle motion is disordered at long times, as shown by the time-averaged velocity field (Fig. 1d, arrows). Interestingly, this lack of velocity order coexists with radial polar order (Fig. 1e). This distinction is apparent in the probability distributions of the angles formed by the particle orientation and velocity with respect to the clusters’ radial direction (Fig. 3d): whereas the orientation angle distribution peaks at 0 (Fig. 3e, blue), consistent with radial order, the velocity angle distribution peaks at ±\(\pi/2\) (Fig. 3e, red), indicating flows orthogonal to the radial direction. That is, even though particles orient mainly towards the centre of the cluster, they have a higher chance to move tangentially to it. As expected, the difference between orientation and velocity angles is absent before cluster formation (Extended Data Fig. 7), but emerges from the stronger interparticle interactions within clusters (Fig. 3f).

**Model for Janus particles with electrostatic interactions**

As our experiments show MIPS without substantial self-trapping, non-standard mechanisms might be responsible for phase separation in our system. We therefore developed a microscopic model based on the dipolar interactions between the hemispheres of our particles (Supplementary Note A). Our model shows that two particles interact via a repulsive force

\[
F_{ij} = \frac{3}{4\pi\epsilon} \frac{(d_h + d_t)^2}{r_{ij}^3} e^{-r_{ij}/\ell} \hat{r}_{ij},
\]

where \(\epsilon\) is the dielectric permittivity of the solvent, \(r_{ij} = r_j - r_i\) is the interparticle distance vector and \(d_h < 0\) and \(d_t > 0\) are the effective dipole strengths of the head and tail hemispheres, respectively (Fig. 1b). The exponential factor accounts for screening by the electrodes, separated by a distance \(\lambda = 120 \mu m\). Moreover, because tail dipoles are stronger than head dipoles (\(d_t^2 > d_h^2\)), particles interact via a torque

\[
\Gamma_{ij} = \frac{3\ell}{4\pi\epsilon} \frac{d_h^2 - d_t^2}{r_{ij}^3} e^{-r_{ij}/\ell} \hat{n}_j \times \hat{r}_{ij},
\]
where $\ell' = 3R/8$ is the distance by which the dipoles are off centred, with $R = 1.5 \mu$m the particle radius. This torque tends to reorient the particles in the direction of $r_i$ (Fig. 1b). Hence, it is responsible for chain formation (Fig. 3); particles aligned in a chain experience no torque because they point along $r_i$ (Fig. 1b, right). Even though the underlying forces between dipoles are reciprocal, the torques $\Gamma_{ij}$ between particles are in general non-reciprocal: $\Gamma_{ij} \neq \Gamma_{ji}$. Whereas one particle may be already aligned with $r_i$, the other one may not (Fig. 1b, right). As two particles reorient in a non-reciprocal way, they also rotate around their common centre of mass (Supplementary Note A). Experimentally, torque non-reciprocity manifests in the dynamics and statistics of two-particle interaction events (Extended Data Fig. 8).

We write Langevin equations for the translational and rotational motion of particle $i$ as

$$\frac{d\mathbf{r}_i}{dt} = v_0 \hat{n}_i + \frac{\mathbf{F}_i}{\xi_t} + \eta'_i(t); \quad \mathbf{F}_i = \sum_{j \neq i} \mathbf{F}_{ij} \tag{3a}$$

$$\frac{d\hat{n}_i}{dt} = \frac{\Gamma_i}{\xi_r} + \eta''_i(t); \quad \mathbf{\Gamma}_i = \sum_{j \neq i} \mathbf{\Gamma}_{ij} \tag{3b}$$

where $v_0$ is the self-propulsion speed, $\xi_t$ and $\xi_r$ are the translational and rotational friction coefficients, respectively, and $\eta'_i(t)$ and $\eta''_i(t)$ are both Gaussian white noise (Supplementary Note A).

**Collective forces and torques**

To predict the collective behaviour of the system, we coarse-grain the microscopic model (Supplementary Note B) and obtain the Smoluchowski equation for the probability $\Psi_t(\mathbf{r}, \mathbf{n}_t)$ of finding a particle at position $\mathbf{r}$ and orientation $\mathbf{n}$ at time $t$ (Supplementary equation (24)). This probability evolves under the action of collective interaction forces and torques that depend on the particle density field $\rho(\mathbf{r})$ (refs. 5,36,37). To first order in density gradients, we obtain (Supplementary Note B)

$$\mathbf{F}_{\text{int}}(\mathbf{r}, \mathbf{n}) = -\Psi_1(\mathbf{r}, \mathbf{n}) \left[ \xi_g \rho(\mathbf{r}) \hat{n} + \zeta_1 \nabla \rho(\mathbf{r}) \right], \tag{4a}$$

$$\mathbf{\Gamma}_{\text{int}}(\mathbf{r}, \mathbf{n}) = \Psi_1(\mathbf{r}, \mathbf{n}) \tau_1 \hat{n} \times \nabla \rho(\mathbf{r}). \tag{4b}$$

The coefficients $\xi_g, \zeta_1, \tau_1 > 0$ (Supplementary equation (37)) depend on $g(\mathbf{r})$ in the uniform state, which we measure in experiments (Extended Data Fig. 9). Due to the higher probability of finding other particles in front of rather than behind the probe particle, the first contribution in equation (4a) gives a repulsion-induced force that opposes self-propulsion11 (Fig. 4a). The higher the particle density, the higher the opposing force; the resulting density-induced slowdown produces standard self-trapping MIPS familiar from extensive theoretical study5–10,11. The second contribution in equation (4a) predicts a repulsion-induced force against density gradients, tending to homogenize particle concentration like a diffusive flux (Fig. 4a). Finally, the collective torque in equation (4b) tends to align particle orientation $\mathbf{n}$ with the density gradient, thus reorienting...
particle motion towards higher-density regions (Fig. 4a), as observed at the cluster edges in experiments (Fig. 1d–I). This collective torque requires non-reciprocity of the interparticle torques (equation (2)). Reciprocal torques, such as $\mathbf{\Gamma}_ij \propto \hat{n}_i \times \hat{n}_j$, could not orient particles towards the location of other particles, and hence $\mathbf{\Gamma}_ii$ would vanish\textsuperscript{23,24} (Supplementary Note B). Finally, while non-reciprocal torques can lead to chiral phases\textsuperscript{38}, we do not find them here.

**Torque-based phase separation**

As particles reorient towards crowded areas, they self-propel up their own density gradient (Fig. 4a). Hence, particles migrate towards crowded regions, which produces an instability promoting phase separation. Similar behaviour was observed in active agents with finite vision cones\textsuperscript{20–41}. To predict the instability, we complete the coarse-graining and obtain hydrodynamic equations (Supplementary Note B). The density field follows a continuity equation,

$$\partial_t \rho = -\nabla \cdot \mathbf{J} \quad \mathbf{J} = v[\rho] \mathbf{p} - (D_t + D_{rep}[\rho]) \nabla \rho,$$  

where the flux includes contributions from self-propulsion at a density-dependent speed $v[\rho] = v_0 - \zeta[\rho]\rho|\xi_v|$, and diffusion that combines both bare and repulsion-induced diffusivities, $D_t$ and $D_{rep}[\rho] = \zeta[\rho]\rho|\xi_v|$, respectively. At times $t \gg D_t^{-1}$, the polarity field $\mathbf{p}$ becomes slaved to the density field (Supplementary Note C):

$$\mathbf{p} = \frac{1}{2D_t} \left( v_{tor}[\rho] \nabla \rho - \nabla (v[\rho] \rho) \right),$$

where the density-dependent speed $v_{tor}[\rho] = \tau[\rho] \rho|\xi_v|$ embodies the effects of torques in polarizing the system towards increasing densities. Introducing equation (6) into equation (5), we obtain

$$\mathbf{J} = -D[\rho] \nabla \rho,$$  

where

$$D[\rho] = D_t + D_{rep}[\rho] + \frac{v[\rho]}{2D_t} \left( v[\rho] + v'[\rho] \rho - v'_{tor}[\rho] \right)$$

is a collective diffusivity. Thus, a uniform state with density $\rho_0$ experiences a spinodal instability for $D(\rho_0) < 0$. In the absence of interaction torques ($v_{tor}[\rho] = 0$), $D$ can turn negative due to repulsion-induced slowdown ($v'[\rho] < 0$), which is the standard mechanism for MIPS\textsuperscript{1}. Here, equation (7) shows that, even in the absence of slowdown ($v'[\rho] = 0$), torques alone ($v_{tor}[\rho] > 0$) can produce a MIPS-like instability.

Furthermore, we establish that the torque-induced instability leads to phase coexistence. To this end, we express the particle flux $\mathbf{J}$ as deriving from an effective chemical potential $\mu[\rho]$ (refs. \textsuperscript{142–48}):

$$\mathbf{J} = -M[\rho] \nabla \mu[\rho],$$

with $M[\rho]$ the mobility functional (Supplementary Note C). We then use the relation $f'(\rho) = \mu[\rho]$ to obtain a local effective free energy $f(\rho)$, which has the conventional double-well shape (Extended Data Fig. 10). Ignoring non-local corrections\textsuperscript{142–48}, we use the common-tangent construction on $f(\rho)$ to predict the densities of the coexisting phases, that is the binodal lines of the phase diagram (Supplementary Note C). Importantly, our theory predicts that these uniform-density phases have no orientational order (see equation (6)). Our theory is approximate; hence, we do not expect the predicted binodal lines to be quantitatively accurate. Yet, the existence of phase coexistence is a robust prediction, which relies on only two ingredients: the torques towards dense regions and the decrease of particle speed at high densities (Supplementary Note C).
(Fig. 1f), and therefore we are unable to observe the predicted phase coexistence. This fact suggests to us that the experimental system is in a dynamical regime whose asymptotic behaviour at very large cluster size has not yet been achieved.

To compare our predictions with experiments, we estimate the values of all the model parameters, including the particles' translational and rotational diffusion and friction coefficients, as well as the strength of the electric dipoles (Supplementary Note D). These estimates allow us to predict the phase diagram in the conditions of our experiments. Our experimental observations of phase separation fall within the predicted region of the phase diagram when we include both the slowdown and torque effects (Fig. 4b). Similarly, the absence of phase separation at high area fraction also agrees with our predictions (Fig. 4b). In the uniform high-density state, we observe transient particle chains throughout the system (Supplementary Video 6). With slowdown only, we cannot account for our experimental observations: the predicted phase-separation region lies at much higher self-propulsion speeds and densities than experimentally observed (Fig. 4c). Conversely, while torques alone can account for the instability of the uniform phase (spinal in Fig. 4d), they do not yield phase coexistence (no binodal in Fig. 4d). Repulsion-induced slowdown is required to stabilize the dense phase.

We have demonstrated a new type of active phase separation based on non-reciprocal torques. Active agents reorient themselves towards crowded areas to form structured clusters, while moving easily within clusters and also into and out of them. Perhaps more fundamentally, our theory shows that orientational interactions (torques) can produce phases of matter without internal orientational order. Our work thus establishes connections between the paradigms of aligning and non-aligning active matter, contributing to the understanding of how different types of interparticle interaction can yield qualitatively new kinds of collective non-equilibrium phenomena.
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Methods

Particle synthesis. Following protocols described elsewhere34, a submonolayer of 3-μm-diameter silica particles (Tokuyama) is prepared on a standard glass slide. To obtain metal–dielectric Janus particles, 20 nm of titanium and then 5 nm of SiO₂ are deposited vertically on the glass slide using an electron-beam evaporator. The preparation is washed with isopropyl alcohol and deionized water, and then sonicated into deionized water to collect the Janus particles.

Experimental set-up. NaCl stock solution is added to the particle suspension to obtain 0.05 mM NaCl solutions. The particle suspensions are confined between two coverslips (SPI Supplies) coated with indium tin oxide to make them conductive, and with 25 nm of silicon oxide to prevent particles from sticking to them. The coverslips have a 9 mm hole in the centre, separated by a 120-μm-thick spacer (Grace Bio-Labs SecureSeal). An alternating voltage is applied between the coverslips using a function generator (Agilent 33522A). The sample cell is imaged with ×5 and ×40 air objectives on an inverted microscope (Axiovert 200). Microscopic images and videos are taken with a CMOS (complementary metal–oxide–semiconductor) camera (Edmund Optics 5012M GigE) with 20 ms time resolution.

Image analysis. Image processing is performed using MATLAB with home-developed codes.

Data availability
Source data are provided with this paper. All other data that support the plots and findings of this study are available from the authors upon request.

Code availability
All codes are available from the authors upon request.
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Extended Data Fig. 1 | Ostwald ripening of active colloids. Series of snapshots showing a small cluster shrinking and disappearing as part of the coarsening process.
Extended Data Fig. 2 | Clusters with and without stuck particles. a, A bright field microscopy image of active phase separation in a late stage with yellow stars labelling particles that, stuck to the coverslip, remain in the same location throughout the experiment. b, The number (magenta) and fraction (blue) of clusters with and without (solid and dotted curves, respectively) at least one stuck particle. In the beginning of the experiment, more clusters are formed without than with stuck particles. With elapsed time, the number of clusters forming both with and without stuck particles decreases (magenta), but clusters with stuck particles become the most abundant.
Extended Data Fig. 3 | Dynamics of cluster growth. a, Snapshots of cluster growth upon a.c. electric field application (Supplementary Movie 2). Scale bar, 100 μm. The yellow circumference indicates the outline of the cluster in the final snapshot. b, Density profile evolution in the growing cluster shown in a. Averages are over 20 frames (1.2 s) centered at each designated time point. Error bars are s.d.
Extended Data Fig. 4 | Particle-number fluctuations in a quasi-steady state cluster. The number of particles in this cluster, the same cluster also shown in Figs. 1 and 2, remains roughly constant during the time when averages are taken.
Extended Data Fig. 5 | Particle turnover time depends on cluster size and particle speed. The turnover time $\tau$, defined in Fig. 2b, depends on the number of particles $N$ in the cluster, and on particle speed and interactions. The number of particles is averaged over the time used to calculate the turnover time $\tau$ as in Fig. 2b. This averaging time varies from 30 to 180 s in different clusters. Error bars are s.d. Blue points correspond to an applied electric field with amplitude 66 V/mm and frequency 30 kHz, producing an average single-particle speed of 12 $\mu$m/s within clusters. Red points correspond to a field with the same frequency but amplitude 83 V/mm, giving an average single-particle speed of 22 $\mu$m/s within clusters. Particles with higher speeds and stronger interactions turn over more quickly.
Extended Data Fig. 6 | Mean square displacements. Mean square displacements of particle position (a) and angle (b) for particles at different local area fractions $\phi$. The particle speed and effective rotational diffusivity shown in Fig. 2c are obtained from the first 0.5 s of these data by fitting $\text{MSD} = (vt)^2$ and $\text{MSAD} = D_{\text{eff}}t$, respectively.
Extended Data Fig. 7 | Orientation-velocity coincidence prior to clustering. Joint probability distribution function (PDF) of the particle orientation and velocity angles, as defined in Fig. 3d, prior to cluster formation. In contrast to the mismatch found in clusters (Figs. 3e and 3f), the orientation and velocity directions coincide before clusters form.
Extended Data Fig. 8 | See next page for caption.
Extended Data Fig. 8 | Dynamics and statistics of two-particle interaction events. a, b, Two examples of interaction events between two particles, which we define by the condition $r_{12} < 3R$, with $R$ the particle radius. We also require the minimal interparticle distance to be $\text{min} r_{12} < 2.2R$. We analyzed 2061 of such interaction events. In a, both particles turn clockwise. Therefore, the interaction torque has the same sign on both particles, showing that torques are non-reciprocal ($\Gamma_{12} \neq -\Gamma_{21}$). This type of interaction with particles initially pointing in opposite directions, defined by the condition $|\theta_1(t = 0) + \theta_2(t = 0)| < 0.2$ rad, occurred in ~33% of the analyzed events. In b, particle 1 changes its orientation very little compared to particle 2, showing another example of non-reciprocal torques. The particles end up aligned in a chain. This type of interaction, defined by the condition $\text{min}(\theta_1(t) - \theta_2(t)) < 0.5$ rad during the interaction event, occurred in ~2.8% of the analyzed events. c, d, Evolution of the interparticle distance, $r_{12}$, and the change in angle of each particle, $\Delta\theta_{1,2}$, for the interaction events in a and b, respectively. e, f, Joint probability distribution functions of the angle changes of each particle in an interacting pair. The pre-collision (e) and post-collision (f) phases respectively correspond to the times before and after the particles reach their minimal distance. These histograms show that, statistically, both particles in the interacting pair tend to turn in the same direction, showing that interaction torques are non-reciprocal. Reciprocal torques would lead to particles rotating in opposite directions and by the same magnitude, as indicated by the dashed lines.
Extended Data Fig. 9 | Pair distribution function measured in experiments. a, Full $g(x,y)$ used in the calculation of the collective force and torque coefficients $\zeta_0, \zeta_1,$ and $\tau_1$ (see text and Supplementary Eq. (37)). b, Zoomed-in region, which allows to more clearly appreciate that the pair distribution function is anisotropic, indicating that it is more likely to find another particle in front than behind a reference self-propelled particle. In each panel, the arrow indicates the direction of self-propulsion of the reference particle, dashed lines indicate the coordinate axes, and the white circle indicates the region $r < 2R$ of volume exclusion between two particles.
Extended Data Fig. 10 | Effective thermodynamics of torque-based MIPS. Effective free energy density (a, Supplementary Eq. (56)), chemical potential (b, Supplementary Eq. (55)), and thermodynamic pressure (c–d, Supplementary Eq. (57)) of the active Janus suspension as a function of the area fraction of particles, for $v_0 = 10 \mu m/s$. The remaining parameter values are evaluated using the estimates in Table I in the Supplementary Note. To better visualize the double-well shape of the free energy $f(\phi)$, we added a linear term $-16.5\phi$, which does not affect phase coexistence. Thin dashed lines indicate the densities of the coexisting phases. These densities are obtained from the common-tangent construction on the free energy density (a), which corresponds to equality of both chemical potential (b) and pressure (c), as indicated by thick dashed lines. Alternatively, the common-tangent construction also corresponds to the Maxwell construction on the curve $p(1/\phi)$, as indicated by the thick dashed line in panel d.