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ABSTRACT

Context. The Kepler and Transiting Exoplanet Survey Satellite (TESS) space telescopes delivered high-precision, long-duration photometric time series for hundreds of main-sequence stars, revealing their numerous gravito-inertial (\(g\)) pulsation modes. This high precision allows us to evaluate increasingly detailed theoretical stellar models. Recent theoretical work extended the traditional approximation of rotation, a framework to evaluate the effect of the Coriolis acceleration on \(g\) modes, to include the effects of the centrifugal acceleration in the approximation of slightly deformed stars, which so far have mostly been neglected in asteroseismology. This extension of the traditional approximation was conceived by re-deriving the traditional approximation in a centrifugally-deformed, spheroidal coordinate system.

Aims. We explore the effect of the centrifugal acceleration on \(g\) modes and assess its detectability in space-based photometric observations.

Methods. We implemented the new theoretical framework to calculate the centrifugal deformation of pre-computed 1D spherical stellar structure models and computed the corresponding \(g\)-mode frequencies, assuming uniform rotation. The framework was evaluated for a grid of stellar structure models covering a relevant parameter space for observed \(g\)-mode pulsators.

Results. The centrifugal acceleration modifies the effect of the Coriolis acceleration on \(g\) modes, narrowing the equatorial band in which they are trapped. Furthermore, the centrifugal acceleration causes the pulsation periods and period spacings of the most common \(g\) modes (prograde dipole modes and \(r\) modes) to increase with values similar to the observational uncertainties of the measured period spacing values in Kepler and TESS data.

Conclusions. The effect of the centrifugal acceleration on \(g\) modes is formally detectable in modern space photometry. The implementation of the used theoretical framework in stellar structure and pulsation codes will allow for more precise asteroseismic modelling of centrifugally deformed stars in order to assess its effect on mode excitation, trapping, and damping.
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1. Introduction

Over the last decade, there have been major advancements in observational asteroseismology. Thanks to space missions such as Convection Rotation and planetary Transits (CoRoT; Auvergne et al. 2009), Kepler (Borucki et al. 2009), BRIght Target Explorer (BRITE) Constellation (Weiss et al. 2014), and TESS (Ricker et al. 2014), long-time-base, high-cadence, high-precision photometric light curves are now available for hundreds of thousands of stars. This has resulted in the detection and identification of \(g\)-mode oscillations, which have buoyancy as the main restoring force, in hundreds of \(\gamma\) Doradus (\(\gamma\) Dor) and slowly-pulsating B-type (SPB) stars (e.g., Tkachenko et al. 2013; Van Reeth et al. 2015; Pápics et al. 2017; Christophe et al. 2018; Li et al. 2019b,c, 2020; Pedersen et al. 2021).

\(\gamma\) Dor (Kaye et al. 1999) and SPB stars (Waelkens 1991) are main-sequence stars, with masses of \(1.4 M_\odot \leq M \leq 1.9 M_\odot\) and \(3 M_\odot \leq M \leq 9 M_\odot\), respectively. Their \(g\)-mode pulsations have periods between 0.3 and 5 days, and they are mostly sensitive to the near-core regions of the stars. Asteroseismic modelling of observed and identified \(g\)-mode pulsations allows us to constrain the physical processes taking place in the deep stellar interior (see e.g., Aerts et al. 2018). While similar on some fronts, major differences occur in the modelling of \(g\) modes compared to the case of stochastically-excited pressure modes (see Aerts 2021, for an extensive review on the overall methodology). For \(g\) modes in \(\gamma\) Dor and SPB stars, key processes to infer are convective core overshooting or convective penetration in the core boundary layers (e.g., Pedersen et al. 2018; Michielsen et al. 2019), interior magnetic fields (Prat et al. 2019, 2020; Van Beeck et al. 2020; Mathis et al. 2021; Bugnet et al. 2021), and microscopic or macroscopic mixing in the radiative envelope (e.g., Deal et al. 2016; Rogers & McElwaine 2017; Pedersen et al. 2018, 2021; Mombarg et al. 2020).

One of the most crucial aspects that has to be taken into account in stellar structure and evolution theory is rotation (Zahn 1992; Maeder & Zahn 1998; Mathis & Zahn 2004; Maeder 2009, and references therein). Aside from causing numerous physical processes such as rotational mixing, stellar rotation severely influences the behaviour of \(g\)-mode pulsations via the Coriolis acceleration (e.g., Lee & Saio 1997; Dinttrans & Rieutord 2000; Aerts et al. 2019, for a review). For high-frequency oscillations (\(\omega \gg \Omega\), where \(\omega\) is the angular pulsation frequency in the co-rotating frame and \(\Omega\) is the angular
rotation rate), the Coriolis acceleration can be treated as a perturbation (Hansen et al. 1977; Gough 1981). However, high-order g modes (with radial order n \gg \text{spherical degree } l) typically lie in the low-frequency range (\omega \lesssim \Omega), where the Coriolis force also contributes to restoring the oscillations. Such g-mode pulsations, therefore, occur in the gravito-inertial regime and correspond to gravito-inertial waves (GIW). Hence, the Coriolis force can no longer be treated as a perturbation, and the hydrodynamical equations that govern the oscillations become an infinite set of coupled differential equations (Mathis 2009). However, approximate numerical solutions and general properties of GIW can still be obtained by truncating the infinite set of coupled differential equations (e.g., Berthomieu et al. 1978; Lee & Saio 1986, 1987; Dziembowski & Kosovichev 1987b,a; Dziembowski et al. 1987; Dintrans et al. 1999; Dintrans & Rieutord 2000; Mathis 2009).

The influence of the Coriolis force on GIW is commonly described using the traditional approximation of rotation (TAR). It was first developed by Eckart (1960) in his study of the dynamics of shallow atmospheres and oceans on Earth, and later introduced in stellar pulsation theory by Berthomieu et al. (1978) and Lee & Saio (1987). The main assumption of the TAR is the stratification in which the waves propagate is sufficiently strong so as to limit vertical wave motions. As a consequence, the horizontal component of the rotation vector and, therefore, also the vertical component of the Coriolis acceleration can be neglected within the description of the GIW. This condition for stable stratification (both in chemical composition and in entropy) is typically met in the radiative near-core region of γ Dor and SPB stars. By applying the TAR, the hydrodynamical oscillation equations can be decoupled and rewritten in the form of the Laplace tidal equation (Laplacian 1799).

Two additional assumptions made within the TAR are those of uniform rotation and spherical symmetry. Mathis (2009) abandoned the first assumption and included the effect of differential rotation within the framework of the TAR. Subsequently, the sensitivity of GIW to the effect of differential rotation was assessed by Van Reeth et al. (2018). The assumption of spherical symmetry is valid when the star is rotating sufficiently slowly to ignore the centrifugal acceleration, that is \Omega \ll \Omega_c, where \Omega_c = \sqrt{GM/R_\odot} = \sqrt{8GM/27R_\odot^3} \approx \sqrt{8GM/27R_p^3} is the Roche critical rotation rate, \Omega is the universal gravitational constant, and where \R_p and \R_{pole} stand for the equatorial and polar radius of the star, respectively (see Maeder 2009, Chapter 2). However, a significant fraction of the γ Dor and SPB stars are moderate to fast rotators (Pápics et al. 2017; Li et al. 2020; Pedersen et al. 2021). Hence, the effect of the centrifugal deformation should be taken into account in the theoretical description of their g-mode pulsations.

Mathis & Prat (2019) generalised the TAR for moderately-to-rapidly rotating stars by considering the effects of the centrifugal acceleration. First, they provided a prescription to deform a stellar structure model into a centrifugally deformed oblate spheroid. From the resulting perturbed physical quantities, a dimensionless deformation factor proportional to the square of the rotation rate could then be calculated. Secondly, this deformation factor was used to transition from a spherically symmetrical to a spheroidal coordinate system, keeping only first-order terms in the deformation. Next, they re-derived the Laplace tidal equation within this new coordinate system, arriving at the so-called generalised Laplace tidal equation. Finally, the authors derived an asymptotic expression for the frequencies of GIW, including the effect of the centrifugal acceleration.

In this work, we have set up a parameter study with the goal of assessing the effect of the centrifugal acceleration on g-mode pulsations in rotationally deformed stars and their detectability in space-based photometric observations. By doing so, we expand upon the proof-of-concept study conducted in the theoretical work of Mathis & Prat (2019) and aim to answer the question of whether the effect of the centrifugal acceleration should be accounted for in asteroseismic modelling of observed g-mode pulsators. A brief summary of the theoretical results and numerical implementation by Mathis & Prat (2019), as well as our improvements to the theoretical framework, are provided in Sect. 2. The results of our upgraded implementation and parameter study follows in Sect. 3. We discuss the results and conclude in Sect. 4.

2. Methodology

2.1. Theoretical background

2.1.1. Deformation of stellar structure

Following Mathis & Prat (2019, Appendix A), the pressure P, density \rho, and gravitational potential \phi in a centrifugally deformed star are written as the sum of a spherically symmetric, non-perturbed part (subscript ‘0’) and a perturbation (subscript ‘1’). This perturbation term itself is then expanded on an orthogonal basis of Legendre polynomials P_{leg,i}(cos \theta) of degree l = 0, 2, where \theta is the co-latitude and \theta = 0 is on the rotation axis. Such an expansion corresponds to the projection of the perturbed quantities on a spheroidal surface in the moderately rapid rotation regime considered here. For fast rotators, additional terms of (even) degree l should be included, but that is beyond the current scope of our paper.

For the gravitational potential, with \phi_0 = -GM(r)/r and \M(r) being the mass contained within a sphere of radius r, we have:

$$\phi(r, \theta) = \phi_0(r) + \phi_1(r, \theta) = \phi_0(r) + \sum_{i=0,2} \phi_i(r) P_{leg,i}(\cos \theta) \quad (1)$$

With the inclusion of the centrifugal acceleration, the hydrostatic equilibrium in the star is written as:

$$\nabla \frac{P}{\rho} = -\nabla \phi + \frac{1}{2} \Omega^2 \nabla (r^2 \sin^2 \theta) \quad (2)$$

This last term corresponds to the gradient of the centrifugal potential (per unit mass) \U(r, \theta) = -\frac{1}{2} \Omega^2 r^2 \sin^2 \theta. The centrifugal potential itself is then also expanded on the same basis of Legendre polynomials as:

$$\U = \sum_{i=0,2} \U_i(r) P_{leg,i}(\cos \theta) \quad (3)$$

This implies that the modal amplitudes of the centrifugal potential are given by \U_{i=0} = -(1/3)\Omega^2 r^2 and \U_{i=2} = (1/3)\Omega^2 r^2.

The modal amplitudes of the pressure and density, \P_i(r) and \rho_i(r), are recovered from the property that in the centrifugally deformed star, the equipotential surface (\phi + \U), the isobar surface, and the isodensity surface coincide and are given by (Mathis & Prat 2019, Appendix A):

$$\P_i(r) = -\rho_i(r) \left[ \phi_i(r) + \U_i(r) \right] \quad (4)$$

$$\rho_i(r) = \frac{1}{g_0(r)} \frac{d \rho_0(r)}{dr} \left[ \phi_i(r) + \U_i(r) \right] \quad (5)$$
For the modal amplitude of the gravitational potential, \( \phi(r) \), it is required to solve the ‘perturbed’ Poisson equation

\[
\nabla^2 \phi(r) = 4\pi G \rho_l(r),
\]

which is simply recovered by substituting the modal expansions of \( \phi(r, \theta) \) and \( \rho(r, \theta) \) in the Poisson equation. Written in full, the perturbed Poisson equation reads:

\[
\frac{1}{r} \frac{d}{dr} \left( r \frac{d \phi_l}{dr} \right) - \frac{l(l+1)}{r^2} \phi_l - 4\pi G \frac{ \rho_{l0} }{g_0} \phi_l = 4\pi G \frac{ \rho_{l0} u_l }{g_0} U_l,
\]

with boundary conditions

\[
\phi_l(0) = 0 \quad \text{and} \quad \frac{d}{dr} \phi_l(R_l) = \frac{(l+1)}{R} \phi_l(R_l)
\]

and \( l \in \{0, 2\} \) (Sweet 1950; Zahn 1966; Mathis & Prat 2019, Appendix A).

Based on Lee & Baraffe (1995) and Mathis & Prat (2019), we now define the pseudo-radiial coordinate \( a \) as follows:

\[
r = a [1 + \epsilon(a, \theta)].
\]

At this point, we perform a transformation from a spherical coordinate system \((r, \theta, \phi)\) to a spheroidal coordinate system \((a, \theta, \phi)\). We note that \( \epsilon \) represents a dimensionless deformation factor, defined in the spheroidal coordinate system. Again following Mathis & Prat (2019, Appendix A), an expression for the modal amplitudes of \( \epsilon \) can be derived:

\[
\epsilon_l(a) = \frac{\phi_l(A_S) + U_l(A_S) a^3}{g_0(A_S) A_S^2}.
\]

where \( A_S \) is the surface pseudo-radius of the deformed star. The coordinate mapping described by these expressions for \( \epsilon \) and \( a \) is more accurate than the linear approximation used by Mathis & Prat (2019) and closely agrees with the physical mapping described by, for example Zahn (1966) and Mathis & Zahn (2004), so that \( r \) is equal to the deformed surface radius \( R_S(\theta) \) at \( a = A_S \). However, while this physical mapping has a singularity at the stellar centre, our cubic expression ensures that \( a \approx r \) when \( a \to 0 \).

From the expressions for the modal amplitudes of the pressure, density, and deformation factor (Eqs. (4), (5), and (10)), it can be seen that the centrifugal acceleration enters the expressions of the perturbed quantities in the form of a second order perturbation in the stellar rotation rate \( \Omega \). In the expression for \( \epsilon_l(a) \) given in Eq. (10), we have a dominant contribution from \( U_l \) (compared to \( \phi_l \)). Hence, \( \epsilon_{l0} \) (\( \epsilon_{l2} \)) is positive (negative), and the deformation factor \( \epsilon \) is positive in the direction of the equator.

To facilitate the calculation of \( \epsilon_l \), we can map the radial coordinate \( r_0 \) and the surface radius \( R_0 \) of the spherically symmetric (non-deformed) stellar model onto \( a \) and \( A_S \), respectively. Within their respective stellar models, both the \( r_0 \) and \( a \) coordinates coincide with the radial isobaric coordinate. Thus, we get

\[
\epsilon_l(r_0) = \frac{\phi_l(R_0) + U_l(R_0) R_0^3}{g_0(R_0) R_0^2}.
\]

2.1.2. Generalised Laplace tidal equation

The Laplace tidal equation is an eigenvalue equation that can be derived from the oscillation equations by using the TAR. Its simple form immediately demonstrates the simplifying power of the latter approximation. Following Lee & Sao (1997), it can be written as:

\[
L_{\text{vm}}^{\text{class}} [\Theta_{\text{kmn}}] = -\Lambda_{\text{kmn}}^{\text{class}} \Theta_{\text{kmn}},
\]

with the operator \( L_{\text{vm}}^{\text{class}} \) defined as:

\[
L_{\text{vm}}^{\text{class}} = \frac{1 - x^2}{1 - \nu x^2} \partial_x^2 - \frac{2x(1 - \nu^2)}{(1 - \nu^2) x^2} \partial_x + \left[ \frac{m^2}{1 - \nu^2} x^2 \right].
\]

In order to avoid confusion later on, we refer to this equation as the ‘classical’ Laplace tidal equation (CLTE). Here, \( \partial_x = \partial / \partial x \), \( x = \cos \theta \), and \( \nu = 2\Delta \omega / \omega \) the spin parameter. The latter is a measure of the effect of rotation; pulsation modes for which \( \nu > 1 \) (respectively \( \nu < 1 \)) are known as sub- (respectively super-) inertial modes. The eigenfunctions \( \Theta_{\text{kmn}} \) are the radial Hough functions, after S.S. Hough, who pioneered in solving the Laplace tidal equation (Hough 1898), and \( \Lambda_{\text{kmn}}^{\text{class}} \) represent the eigenvalues of the equation. These radial Hough functions give the co-latitude distribution of the radial displacement of the star caused by the pulsations and in the limit \( \nu \to 0 \) reduce to \( CP^m_{\nu}(x) \), where \( C \) is a constant and \( CP^m_{\nu}(x) \) is the associated Legendre polynomial of degree \( l \) and order \( m \).

The convention is adopted in which, considering \( \nu > 0 \), positive azimuthal orders \( m > 0 \) denote ‘prograde’ modes and \( m < 0 \) stand for ‘retrograde’ modes. Since, in general, for each pair \((m, \nu)\) the CLTE yields an infinite set of solutions, the ordering number \( k \) is introduced. Inertial waves, such as \( r \) modes (which are normal modes of global Rossby waves influenced by buoyancy) (Saiou et al. 2018), are not present in non-rotating stars and have \( k = 0 \). For \( k \geq 0 \), the ordering number is related to the spherical degree \( l \) and azimuthal order through \( \ell = |m| + k \) (Mathis & Prat 2019).

To include the effect of the centrifugal acceleration in the Laplace tidal equation, it was re-derived in the spheroidal coordinate system by Mathis & Prat (2019). The transition from a spherical to spheroidal coordinate system involves the following basis transformation:

\[
\begin{align*}
\tilde{e}_x &= (1 + \epsilon + a \partial_a \epsilon) \tilde{e}_r, \\
\tilde{e}_y &= \partial_a \epsilon \tilde{e}_r + (1 + \epsilon) \tilde{e}_\phi, \\
\tilde{e}_\varphi &= (1 + \epsilon) \tilde{e}_\varphi,
\end{align*}
\]

with \( \epsilon \equiv \epsilon(a, \theta) = \sum_{n=0}^{\nu} \epsilon(a) \tilde{P}_{n0}(\nu) \) the deformation factor introduced above. The resulting generalised Laplace tidal equation (GLTE) then is:

\[
L_{\text{vm}}^{\text{GLTE}} [\Theta_{\text{kmn}}] = -\Lambda_{\text{kmn}}^{\text{GLTE}} \Theta_{\text{kmn}},
\]

\[
\begin{align*}
\frac{1}{D} \frac{d}{dr} \left[ \frac{1 - x^2}{D} \right] w_{\text{kmn}} \\
+ \frac{\left( \frac{1 - x^2}{D} \right) \partial_x E}{D} + \partial_x \left( \frac{1 - x^2}{D} \right) w_{\text{kmn}} \\
= -m \frac{m}{(1 - x^2) D} x C \partial_x E - m v f \partial_x E w_{\text{kmn}},
\end{align*}
\]
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within the star where \( \bar{\Omega}(a, \theta) = 1 + 2\varepsilon \), \( \bar{B}(a, \theta) = \mathcal{A} + \tan \theta \partial_\theta \), \( \bar{C}(a, \theta) = 2/\mathcal{A} \), \( \bar{D}(a, \theta) = \mathcal{A} \left[ 1 - \nu^2 \cos^2 \theta C^2 \right] \), \( \bar{E}(a, \theta) = 3\varepsilon + a \partial_\theta \).

Utilising the same nomenclature as Mathis & Prat (2019), the eigenfunction \( \omega_{\text{km}}(a, \theta) \) is called the modified radial Hough function. We note that the eigenvalue \( \Lambda_{\text{km}}(a) \) and modified radial Hough function have a parametric dependence on the pseudo-radial coordinate \( a \), whereas in the spherically symmetric case there was no radial dependence of the solutions.

### 2.1.3. Asymptotic frequencies

Within the asymptotic regime, where the radial order \( n \) of the modes is much larger than the spherical degree \( \ell (n \gg \ell) \), and where we consider modes with \( \omega < |N| \) and \( \omega < |S/|_\delta \), \( N \) and \( S/ \) being the Brunt-Väisälä and Lamb frequency, respectively, asymptotic expressions for the pulsation frequencies can be derived (Shibahashi 1979; Tassoul 1980; Unno et al. 1989). Following Mathis (2009) and Bouabid et al. (2013), these asymptotic expressions for the pulsation frequencies can be re-derived to include the effect of the centrifugal force. Mathis & Prat (2019) find the angular pulsation frequencies to be

\[
\omega_{\text{km}} = \int_{a_1}^{a_2} \frac{1}{2} \bar{A}_{\text{km}}^{1/2}(a) \bar{N}(a) \, da \quad \frac{1 + 1/2\pi}{(n + 1/2)}
\]

and the pulsation periods to be

\[
P_{\text{km}} = \int_{a_1}^{a_2} \frac{1}{2} \bar{A}_{\text{km}}^{1/2}(a) \bar{N}(a) \, da \quad \frac{2\pi^2(n + 1/2)}{\nu^2(n + 1/2)}.
\]

Here, \( \bar{N}(a) \) is the perturbed Brunt-Väisälä frequency profile (quantities denoted with a bar are defined within the spheroidal coordinate system). To account for the large diversity of pulsation modes cavities of \( g \) modes with different identification \( (k, m) \) or spin \( \nu \), \( \bar{N}(a)^2 \) is calculated as a weighted average over the colatitude \( \theta \):

\[
\bar{N}(a)^2 = \frac{1}{2} H_r(a, \theta) N_r^2(a, \theta) \sin \theta \, d\theta.
\]

where \( H_r(a, \theta) \) is the radial eigenfunction that corresponds to the eigenvalue \( \Lambda_{\text{km}}(a) \) in Eqs. (16) and (17), and

\[
N_k^2(a, \theta) = \frac{\dot{\bar{g}}}{r} \left( \frac{\partial \ln \bar{P}}{\partial \ln r} - \frac{1}{\bar{\Gamma}_1} \frac{d\ln \bar{P}}{d\ln r} \right),
\]

where \( \bar{\Gamma}_1 = \bar{\partial}_{\ln \bar{P}} \bar{\partial}_{\ln \bar{P}} \) is the perturbed adiabatic exponent defined at constant (perturbed) entropy \( \bar{S} \). The different quantities on the right-hand side of Eq. (19) all depend on both \( a \) and \( \theta \). In the integral in Eq. (17), \( a_1 \) and \( a_2 \) are the inner- and outer-boundaries of the mode cavity, determined as the region(s) within the star where \( \bar{N}(a)^2 > 0 \).

Another result from asymptotic theory is that, for a non-rotating, non-magnetic \( g \)-mode pulsator without chemical gradients, the pulsation periods of modes with consecutive radial orders are equidistant. The differences in mode periods, \( \Delta P_{\text{km}} = P_{n+1, \text{km}} - P_{\text{km}} \) thus remain constant when plotted as a function of the period \( P_{\text{km}} \) or radial order \( n \) (Miglio et al. 2008).

When constructing these so-called period spacing patterns for more realistic stellar models (including rotation and chemical gradients), they deviate from a constant, as first observed for a main-sequence massive early-type star by the CoRoT satellite (Degroote et al. 2010). Comparing theoretical and observed period spacing patterns then allows us to deduce information about rotation and chemical mixing in the deep interior of stars (Aerts 2021).

### 2.2. Computational implementation

The computational method to derive the asymptotic GIW frequencies from the solutions to Eq. (16) is provided in Appendix B. The implementation of the analytical framework of Mathis & Prat (2019) described above consists of three parts. First, a non-rotating 1D stellar structure model is calculated and perturbed for a selected uniform rotation rate, following Sect. 2.1.1. These 1D, non-rotating stellar structure models are calculated using the Modules for Experiments in Stellar Astrophysics (\textsc{MESA}; Paxton et al. 2019 and references therein) code. The resulting 2D (radial and latitudinal) profiles for \( r(a, \theta) \) and \( \varepsilon \) are subsequently used as input for solving the GLTE given in Sect. 2.1.2. The solutions of the GLTE then allow us to compute the asymptotic pulsation frequencies based on Eq. (16).

The computational implementation of the first step involves solving the perturbed Poisson equation (e.g., through an iterative shooting scheme) for \( l = 0 \) and \( l = 2 \), yielding the modal amplitudes \( \phi_l(r) \). These, in turn, are used to calculate the modal amplitudes of the pressure and density (Eqs. 4 and 5). Two challenges occur in the computation of the perturbed Brunt-Väisälä frequency profile. Firstly, the calculation of \( \Gamma_1 \) (at constant entropy \( \bar{S} \)) requires detailed knowledge on how the equation of state changes under the influence of centrifugal deformation. This would require the framework of Mathis & Prat (2019) to be directly implemented in \textsc{MESA}. Secondly, high levels of numerical noise are introduced by the numerical derivatives of the physical quantities (such as the pressure and density) with respect to \( r \) and \( a \), which is a well-known problem in stellar structure and evolution codes (Paxton et al. 2013). The details of how we treated these aspects are described in Appendix A.

### Solver for the GLTE

Several numerical methods are available for solving an eigenvalue problem such as the Laplace tidal equation, a number of which are discussed in Wang et al. (2016). As in Mathis & Prat (2019), the Chebyshev collocation method (Boyd 1976) is chosen. In such a method, the eigenfunctions of the problem, in this case the modified radial Hough functions, are expanded on a basis of \( N \) Chebyshev polynomials, where \( N \) is the number of collocation points. For the current work, we improved an existing solver for the CLTE of Prat et al. (2019) and Van Beeck et al. (2020), which was developed by one of us (VP), with two modifications.

Contrary to the CLTE, the GLTE has a parametric dependence on the radial coordinate (in this case \( a \)). In other words, at each cell of the \textsc{MESA} model, the solutions of the GLTE are different since \( \varepsilon(a, \theta) \) depends on \( a \). Furthermore, in order to select the solution corresponding to the desired mode identification \( (k, m) \)

---

1 \textsc{MESA} version r11701. For more information about the different versions, see \texttt{http://mesa.sourceforge.net/}.
among the set of $N$ solutions, the solver requires an estimate for the eigenvalue $\Lambda_{\text{vis}}(a)$. At the centre of the model, $\varepsilon = 0$, the eigenvalue can be estimated by the solutions of the CLTE tabulated in the TAR module of the stellar pulsation code GYRE (Townsend & Teitler 2013; Townsend et al. 2018). Going from the centre to the surface, at each subsequent cell, the estimate is then provided by the eigenvalue from the previous cell. Since the effect of the centrifugal force increases from the centre to the surface (see Eqs. (2) and (10)), these eigenvalues increasingly diverge from the value at the centre. To keep the computation time manageable, an appropriate number of sample points in which the GLTE is solved must be selected. Thanks to the smooth behaviour of $\Lambda_{\text{vis}}(a)$ (see Sect. 3), it suffices to calculate solutions for $\sim 10$ cells. These points are chosen equidistant in the cell index in the MESA model rather than in the physical distance. In that way, regions with higher cell density get a higher sampling. We note that $\Lambda_{\text{vis}}(a)$ profiles, which are required for asymptotic frequency calculations (see Eq. (16)) are retrieved through quadratic interpolation.

The calculation of the coefficients $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}, \mathcal{E}$, and their derivatives, which make up the coefficients of the GLTE, is subject to discontinuities when done from numerical differentiation. We therefore relied on analytical differentiation where possible. Only for $\mathcal{E}$ and its derivative with respect to the co-latitudinal coordinate $x$ did we approximate the term $a\partial_x\varepsilon$ by $3\varepsilon$ in order to avoid numerical issues. This approximation is justified by the cubic polynomial behaviour of the deformation factor. The coefficients, as implemented in the solver for the GLTE, are:

\[
\partial_x\varepsilon = 3x\varepsilon_{l=2}
\]
\[
\mathcal{A} = 1 + 2\varepsilon
\]
\[
\mathcal{B} = \mathcal{A} - 3\varepsilon_{l=2}(1 - x^2)
\]
\[
\mathcal{C} = \mathcal{B}/\mathcal{A}
\]
\[
\mathcal{D} = \mathcal{A}(1 - v^2x^2\mathcal{C}^2)
\]
\[
\mathcal{E} = 6\varepsilon_x
\]

where $\varepsilon_{l=2} = \varepsilon_{l=2}(a)$ is the modal amplitude in the expression for $\varepsilon = \varepsilon(a, \theta) = \sum_{l=0}^\infty \varepsilon_l(a)P_{\text{eq},l}(\theta)$. The respective derivatives with respect to $x = \cos \theta$ are:

\[
\partial_x\mathcal{A} = 6\varepsilon_x\varepsilon_{l=2}
\]
\[
\partial_x\mathcal{B} = 12x\varepsilon_{l=2}
\]
\[
\partial_x\mathcal{C} = \frac{1}{\mathcal{A}}(\mathcal{A}\partial_x\mathcal{B} - \partial_x\mathcal{A})
\]
\[
\partial_x\mathcal{D} = \partial_x\mathcal{A}(1 - v^2x^2\mathcal{C}^2) - 2\mathcal{AC}xv^2(C + \partial_x\mathcal{C})
\]
\[
\partial_x\mathcal{E} = 18x\varepsilon_x\varepsilon_{l=2}
\]   

3. Numerical results

3.1. Covered parameter space of equilibrium models

With the goal of exploring the effect of the centrifugal acceleration on the stellar structure and on high-order $g$-mode pulsations in more depth than was done in the proof-of-concept by Mathis & Prat (2019), the methodology described in the previous section has been applied to a range of MESA equilibrium models with varying input parameters. The ranges and values for these parameters are shown in Fig. 1.

- Mass: the masses of the MESA models were chosen within the joint mass range of $\gamma$ Dor [1.4, 1.9 $M_\odot$] (Mombarg et al. 2019) and SPB [3, 9 $M_\odot$] (Pápics et al. 2017; Pedersen et al. 2021) stars. The physical conditions inside these types of pulsating stars allowed the TAR to be applied and these are the two types of main-sequence stars for which $g$-mode period spacing patterns are observed.
- Age: the age of the stellar models was quantified in terms of their core hydrogen-mass fraction $X_c$. Each model was computed with an initial hydrogen mass fraction $X_{\text{ini}} = 0.715$ and evolved to its specified $X_c$.
- Metallicity: the range in initial metal mass fraction, $Z$, covers values typical for stars in our Milky Way in the considered mass range. By considering a range, we assessed how the change in opacity caused by $Z$ affects the Brunt-Väisälä profile and the $g$-mode pulsation frequencies.
- Envelope mixing: the amount of mixing that occurs in the radiative envelope of the star is quantified by the diffusion coefficient $D_{\text{mix}}$ and affects the profiles of the mass fractions, $X$, of all the isotopes considered in the chemical mixture adopted as input physics. As such, $D_{\text{mix}}$ has an influence on the Brunt-Väisälä frequency. In each of the calculated MESA models, we considered $D_{\text{mix}}$ to be constant throughout the radiative envelope, adopting values typical for $g$-mode pulsators (Van Reeth et al. 2016; Moravveji et al. 2016).
- Convective core overshooting: this process is of major importance for stellar evolution in the considered mass range, yet it is least known among the various ingredients to be chosen as input physics (Claret & Torres 2019; Johnston et al. 2019; Li et al. 2019a; Tkachenko et al. 2020). Different formalisms exist which can describe this overshoot region. We adopted a diffusive exponentially-decaying overshooting (Freytag et al. 1996; Herwig 2000) quantified by the overshooting parameter $f_{\text{ov}}$.

Furthermore, each model was computed using the AGSS09 chemical abundances derived by Asplund et al. (2009) and a mixing length $\alpha_{\text{mix}} = 2$ within the mixing length theory developed by Henyey et al. (1965). For convergence purposes, a hot wind with a Vink scaling factor of 1 was turned on in Vink et al. (2001). In order to avoid numerical issues, rotation was not taken into account during the MESA model calculations. The effects of rotation later entered into our models by applying the perturbation method which is described in Sect. 2.1.1.

3.2. Solutions of the GLTE

Here, we investigate the difference in solutions of the GLTE and CLTE. To illustrate these, we picked one baseline equilibrium model from our grid setup, as indicated in the highlighted row in Fig. 1. The behaviour was found to be equivalent for the other models so we do not discuss these results for brevity.

Figure 2 shows the solution spectrum for the GLTE for $m = 2$ with even and odd eigenfunctions. Four classes of solutions can...
be distinguished (Lee & Saio 1997): (i) the prograde $g$ modes with $\nu > 0$ and positive eigenvalues $\Lambda_{\text{kin}}(a)$, (ii) retrograde $g$ modes with $\nu < 0$ and positive eigenvalues, (iii) Rossby modes which are retrograde and have negative eigenvalues, and (iv) prograde convective modes with negative eigenvalues. Just as Rossby modes, the latter modes only appear in rotating stars and only exist for $|\nu| > 1$. Specifically, these modes are able to propagate in convective regions under the joint force of the Coriolis acceleration and buoyancy.

Keeping in mind that the solutions plotted in the darkest colours correspond to those for the core and are therefore equivalent to the solutions of the CLTE (see Sect. 2.2), Fig. 2 reveals that the centrifugal deformation of the star causes a gradual shift in the eigenvalues. Whether this is an upward or downward shift depends on the mode identification $(k,m)$ (we recall that solutions for negative spin parameters $\nu$ and $m > 0$ are equivalent to a solution with $\nu > 0$ and $m < 0$). The numerical noise visible at higher values of $|\nu|$ is an artefact due to the limited number of Chebyshev collocation points ($N = 200$), but it can be seen that this does not affect the selected solutions. We determined that an increase in the number of collocation points causes a decrease in this noise.

The (normalised) eigenfunctions $w_{\text{kin}}(a)$ of the GLTE for a $(k,m) = (0,2)$ mode with $\nu = 2$ are shown in Fig. 3. Equivalent figures for $\nu = 0.5$ (super-inertial) and $\nu = 9$ (sub-inertial) are displayed in Fig. 4. The eigenfunctions of the GLTE increasingly differ from those of the CLTE as the distance from the centre of the model to the surface increases. More specifically, the eigenfunctions migrate inwards, towards the equator ($x = 0$), causing a narrowing of the overall shape of the eigenfunctions. A similar behaviour is observed for other modes, such as prograde dipole $(k,m) = (0,1)$ modes shown in Fig. 5, retrograde quadrupole $(k,m) = (0,-2)$, retrograde Rossby $(k,m) = (-2,-1)$, quadrupole zonal $(k,m) = (2,0)$, and $(k,m) = (1,1)$ oscillation modes. Off-equator extrema, such as for the eigenfunctions of $(k,m) = (0,-2)$ and $(k,m) = (-2,-1)$ modes shown in Fig. 5, experience net inward shifts towards the equator.

Figure 6 shows the eigenfunctions at the surface $(a = A_S)$ and the $\Lambda_{\text{kin}}(a)$ profiles for a $M = 1.5 M_\odot$, $X_c = 0.50$ ($X_c/X_{\text{ini}} = 0.70$) model for seven different rotation rates ranging from $\Omega = 0.1 \Omega_c$ to $\Omega = 0.7 \Omega_c$. The figure is again for a quadrupole sectoral $(k,m) = (0,2)$ mode. We find that the narrowing of the shape of the eigenfunctions and the divergence of the eigenvalues from the value at the centre increase with an increasing rotation rate, as expected.

### 3.3. Asymptotic period spacing patterns

We solved the GLTE for each model in our grid, covering a range of spin parameters for each of the models (see Appendix B).
We restricted our study to the following three specific mode identifications: prograde dipole sectoral \((k, m) = (0, 1)\) modes, prograde quadrupole sectoral \((k, m) = (0, 2)\) modes, and retrograde Rossby modes with \((k, m) = (-2, -1)\). The reason for this choice is that these GIW are most often observed in rotating \(g\)-mode pulsators (Pápics et al. 2017; Li et al. 2020). The computed period spacing pattern for prograde dipole modes of the baseline model for \(X_c = 0.50 \ (X_c/X_{\text{ini}} = 0.70)\) is shown in Fig. 7. By comparing the centrifugally deformed period spacing pattern with their spherically symmetric counterpart, we find that the spacing values increase under the influence of the centrifugal acceleration. This increase is largest at lowest radial orders (short pulsation periods). Similar behaviour is found for \((k, m) = (0, 2)\) modes.

Essentially two effects are at play here: On the one hand, the centrifugal acceleration directly affects the \(g\)-mode pulsations, via a \(\Lambda_{\text{cin}}(a)\)–profile that changes throughout the star from \(a = 0\) to \(a = A_S\) instead of just one \(\Lambda_{\text{class}}^{\text{cl}}\) value for \(r_0 = 0 \rightarrow r_0 = R\). On the other hand, the stellar shape, including the Brunt-Väisälä frequency profile and the volume, are perturbed, which has an indirect effect on the \(g\)-mode pulsations. In order to isolate the effect of this deformation, we re-calculated the period spacing pattern for the centrifugally deformed star for \(\Lambda_{\text{cin}}(a) = \Lambda_{\text{class}}^{\text{cl}}\), with \(\Lambda_{\text{class}}^{\text{cl}}\) being the eigenvalue of the GLTE. This period spacing pattern is plotted in red in Fig. 7. Similarly, the purple period spacing pattern was calculated by setting \(\tilde{N}(a) = N_0(\nu)\) and \(a = r_0\), isolating the effect of the \(a\)–dependence of the solutions of the GLTE. Both effects lead to a net increase in the period spacings. Also for \((k, m) = (-2, -1)\) Rossby modes shown in Fig. 8, a net upward shift of the period spacing pattern occurs. The effect is larger at longer pulsation periods, which is equivalent to low radial orders for Rossby modes (Saio et al. 2018). In some cases, such as for retrograde \(g\) modes with \((k, m) = (0, -1)\), we do find a net decrease in the period spacings \(\Delta P_{\text{cin}}\). In such cases, the \(\Lambda_{\text{cin}}(a)\)–value increases under the influence of the centrifugal acceleration, and this counteracts the effect of the centrifugally modulated Brunt-Väisälä frequency profile \(\tilde{N}(a)\).

3.4. Detectability in space-based photometric observations

To quantify the effect the centrifugal deformation of the star on the pulsation frequencies, we computed the frequency differences between asymptotic frequencies calculated in the classical formulation of the TAR and those calculated in the generalised formulation (through Eq. (16)). We consider these frequency differences as a function of the radial order \(n\), as this is similar to the common diagnostic observables used in \(g\)-mode asteroseismic modelling (Aerts et al. 2018). We compare the obtained frequency differences with the frequency resolutions \(1/(T_{\text{obs}})\) of \textit{Kepler} and TESS light curves covering quasi-continuously observation times of \(T_{\text{obs}} = 4\) years and \(T_{\text{obs}} = 351\) days, respectively. In this way, we were able to deduce the radial orders \(n_{\text{max}}\) for which the frequency differences are expected to be detectable in the absence of instrumental effects and assuming excellent...
knowledge of the equilibrium models representing an observed star. In reality, asteroseismic modelling never represents the stellar oscillations perfectly, meaning that the optimal reported fraction of detectability in real applications of asteroseismology. The results for prograde dipole \((k, m) = (0, 1)\) modes in the central \((2.0 M_\odot, X_c = 0.50)\) model rotating at 0.15\(\Omega_c\) are displayed in Fig. 9. These computations were done for all the models in our grid and the considered orientation. In reality, asteroseismic modelling never represents the stellar structure and the generalisation of the TAR are required to accurately describe the effect of the centrifugal acceleration on GIW.

The frequency differences provide an assessment for the applicability of the analytical framework in Mathis & Prat (2019) in terms of the fraction of the critical rotation rate \(\Omega_c\). For rotation rates near the critical value, that is \(\Omega/\Omega_c = 0.80 - 0.99\) (not shown in Fig. 10), the behaviour of \(\delta f_{\text{rms}} / f_\text{rms}\) deviates from the smooth curves in the figure for the lower values. This indicates that the assumptions in the analytical framework (e.g., only taking \(l = 0\) and \(l = 2\) projections into account) no longer hold for higher rotation rates than those shown in Fig. 10. The case where the centrifugal acceleration is treated in a non-perturbative manner will be part of a forthcoming work (Dhouib et al., in prep.).

4. Discussion and conclusions
The results in the previous section reveal that the centrifugal deformation of the star implies a shift in the extrema of the deformation of the star has a slightly larger impact, this again shows that both the deformation of the stellar structure itself and the generalisation of the TAR are required to accurately describe the effect of the centrifugal acceleration on GIW.

To assess whether the centrifugal acceleration is a necessary ingredient in asteroseismic modelling, we computed the fractional differences between asymptotic frequencies in centrifugally deformed and spherically symmetric stars for a range of rotation rates \(\Omega/\Omega_c \in [0.10 - 0.70]\). For these calculations, the central \(2.0 M_\odot, X_c = 0.50\) equilibrium model was used. We restricted these tests to prograde dipole sectoral \((k, m) = (0, 1)\) modes, as these are most frequently observed. The results are displayed in Fig. 10. The middle and bottom panel of this figure show that the deformation of the stellar structure and the divergence of the eigenvalues of the GLTE each cause an increase in \(\delta f_{\text{rms}} / f_\text{rms}\) (in absolute value) for increasing \(\Omega = 0.1\Omega_c\) to 0.7\(\Omega_c\). The fractional frequency differences caused by both effects are of the order of 1%. And while the indirect effect of the
the eigenfunctions towards the equator of the star. This effect becomes more outspoken towards the surface, since the centrifugal acceleration (and hence the dimensionless deformation factor $e$) becomes more important as one moves from the centre to the outer layers. The eigenfunctions centred around the equator reveal narrower maxima, while the extrema of the off-equator eigenfunctions move inwards, towards the equator. We thus find that the effect of the centrifugal acceleration modifies that of the Coriolis acceleration included in the CLTE. More precisely, the Coriolis acceleration is responsible for a concentration of GIW towards the equator, while the centrifugal acceleration causes these equatorial bands to become narrower and the off-equator extrema of eigenfunctions shift inwards.

We found differences between the proof-of-concept study by Mathis & Prat (2019) and the quantitative numerical results in this work. The current new implementation uses a different approach for the computational aspects to solve the GLTE. In order to avoid numerical issues, Mathis & Prat (2019) made use of linearised expressions for the coefficients of the GLTE. However, such an approach has revealed the solutions to be rather dependent on the used number of collocation points. For this reason, we circumvented the use of numerical derivatives to solve the GLTE analytically where possible, as described in Sect. 2.2.

In this way, the avoided crossings in the solution spectrum for the GLTE (Fig. 2; their Figs. 5 and 6) are circumvented here. Moreover, the current numerical approach leads to a relatively modest shift in the eigenfunctions towards the equator, as shown graphically in our Figs. 3, 5 and 6 as an improvement compared to the more pronounced behaviour found in Figs. 7 and 8 in Mathis & Prat (2019).

In essence, the centrifugal acceleration affects two aspects within the theoretical description of $g$-mode pulsators. On the one hand, the stellar structure as a whole becomes deformed,
which naturally leads to changes in the Brunt-Väisälä frequency profile and therefore in the cavities of the gravity modes. This is an indirect effect. On the other hand, the $g$-mode oscillation equations, in the form of the Laplace tidal equations, are altered and get a radial dependence, propagating into deformed solutions compared to those of the CLTE. This is a direct effect. In the case of prograde sectoral modes, these aspects have similar effects on the mode frequencies, as demonstrated in Sect. 3.3.

The detectability of the effect of the centrifugal acceleration in space-based photometry decreases with increasing stellar age (decreasing $X_c$), increasing metallicity $Z$, and increasing core overshooting $f_{os}$. Furthermore, as seen in Table 1, the value of $n_{max}$ increases with an increasing stellar mass and increasing rotation rate, since the deformation factor and rotation rate scale as $\varepsilon \sim \Omega^2$.

Comparing the $n_{max}$ values with radial-order distributions of observed GIW (Li et al. 2020; Pedersen et al. 2021), we conclude that the values we obtained here correspond well with the observations. This implies that it should be possible to detect differences between theoretically computed pulsation frequencies, assuming spherically symmetric versus deformed stellar models as computed in this work for real stars, provided that the comparison is done for models with the same input physics and rotation rate. The frequency differences as shown in Fig. 9 are of a similar order as typical uncertainties of the observed frequencies used in forward asteroseismic modelling (Aerts et al. 2018).

Frequency differences caused by other approximations that are commonly made in the TAR, such as the Cowling approximation and the neglect of the horizontal component of the rotation vector, are smaller than or comparable to those caused by the centrifugal acceleration. This is shown in Appendix C, where we obtain relative differences of $\lesssim 1\%$ that are dependent on the stellar rotation rate, comparable to the differences between the TAR and the Mathis & Prat (2019) framework. A comparison between the TAR and full 2D computations carried out with the Adiabatic Code of Oscillation including Rotation (ACOR) by Ouazzani et al. (2017, Fig. 1) gave similar results. This indicates that, similar to the neglect of the centrifugal acceleration, other assumptions made within the TAR also have negligible or minor effects on the pulsation calculations. A limitation of the asymptotic expressions that is still present in the Mathis & Prat (2019) framework is that the effect of the centrifugal acceleration increases with a decreasing radial order of the $g$ modes. At a low radial order, both the TAR and the asymptotic expressions cease to be valid.

In practice, Fig. 10 reveals that the fractional frequency differences due to the centrifugal acceleration remain well below 1% for high-order $g$ modes in the asymptotic regime. Comparing this with typical fractional frequency differences in Aerts et al. (2018, Table 2) points out that the effect of the centrifugal acceleration is negligible compared to that introduced by some aspects of missing input physics, such as atomic diffusion in slow rotators among the $g$-mode pulsators (Mombarg et al. 2018) or near-core boundary mixing in fast rotating single SPB stars (Moravveji et al. 2016; Szewczuk & Dąbrowska-Daszkiewicz 2018; Pedersen et al. 2021) and SPB binaries (Johnston et al. 2019). Hence, although the frequency differences induced by the centrifugal acceleration are expected to be detectable, one can ignore them for initial attempts of asteroseismic modelling. Once appropriate equilibrium models are found that explain the overall structure in the measured period spacing pattern of a star well, it is meaningful to test the effect of the centrifugal acceleration for those models to see if it brings an improved fit, particularly for stars with a relatively fast rotation.

Following the conclusions of Mathis & Prat (2019) and ours, a next logical step would be to include the effect of the centrifugal acceleration in stellar pulsation codes such as GYRE. Although our work has shown that the centrifugal acceleration can be treated as a lower-priority ingredient for forward asteroseismic modelling compared to other missing ingredients in the input physics, its effect is, in principle, detectable at the level of the mode computations. Hence, including it would lead to overall more realistic stellar pulsation predictions.
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Appendix A: Centrifugal deformation of Brunt-Väisälä frequency profiles

After calculating the deformed stellar radius $r(a, \theta)$ using Eqs. (9) and (10), we computed the two-dimensional centrifugally deformed Brunt-Väisälä frequency profile

$$N^2(a, \theta) = -\frac{\ddot{\rho}}{\rho} \left[ \frac{d \ln \dot{\rho}}{d \ln r} - \frac{1}{\Gamma_1} \frac{d \ln \ddot{P}}{d \ln r} \right]$$  \hspace{1cm} (A.1)$$

to ensure numerical stability and to account for the non-linear dependence of $N^2(a, \theta)$ on the density $\dot{\rho}$ and the pressure $\ddot{P}$. These calculations were performed at discrete values of the colatitude $\theta$, and we used the calculation methods for $\ddot{P}$ and $\dot{\rho}$ described in Sect. 2.1.1.

The perturbed adiabatic exponent $\Gamma_1$ can then be estimated as follows:

$$\frac{1}{\Gamma_1} = \left( \frac{\partial \ln \dot{\rho}}{\partial \ln \ddot{P}} \right)_{\dot{P}, \frac{\partial \dot{P}}{\partial \rho}}$$  \hspace{1cm} (A.2)$$

$$\approx \left( \frac{\partial \ln \dot{\rho}}{\partial a} \frac{d \ln \dot{P}}{d r} \right) \left( \frac{\partial \ln P}{\partial \rho} \right) \left( \frac{\partial \ln \dot{P}}{\partial \rho} \right) \left( \frac{\partial \ln \dot{P}}{\partial \rho} \right)$$  \hspace{1cm} (A.3)$$

$$= \left( \dot{\rho} \frac{\partial \dot{P}}{\partial a} \right) \left( \frac{\partial \dot{P}}{\partial a} \right) - \frac{\partial \dot{P}}{\partial a} \left( \frac{\partial \dot{P}}{\partial a} \right) \left( \frac{\partial \dot{P}}{\partial a} \right) \left( \frac{\partial \dot{P}}{\partial a} \right)$$  \hspace{1cm} (A.4)$$

where quantities $X$ from the spherical non-rotating input model are indicated as $X_0$.

The perturbed gravitational acceleration is the gradient of the ‘effective’ gravitational potential $\ddot{\rho}$:

$$\ddot{g} = \nabla \ddot{\rho} = \nabla (\ddot{\rho} + \ddot{P} + \nabla (\ddot{\rho} + \ddot{P})) = g_0 + \nabla (\ddot{\rho} + \ddot{P}).$$  \hspace{1cm} (A.5)$$

The spheroidal gradient $\nabla$, defined as $\text{Mathis & Prat} \ 2019$,

$$\nabla X = \frac{\partial X}{\partial a} \frac{\partial a}{\partial \theta} + \frac{1}{a} \frac{\partial X}{\partial \theta} + \frac{1}{a \sin \theta} \frac{\partial X}{\partial \phi},$$  \hspace{1cm} (A.6)$$

reduces to the total derivative $d/d\theta$ since the calculations of the perturbed quantities are discretised in the co-latitude $\theta$, in other words, they are calculated for a specific, constant value of $\theta$.

To avoid direct numerical differentiation of the perturbed pressure $\ddot{P}$, it is rewritten as:

$$\frac{d \ddot{P}}{d r} = -\ddot{\rho} \frac{d \ddot{\rho}}{d r} = -\ddot{\rho} \left[ \frac{1}{1 + 4 \varepsilon} a \frac{d \ddot{\rho}}{d a} \right]$$  \hspace{1cm} (A.7)$$

$$= -\ddot{\rho} \left[ \frac{1}{1 + 4 \varepsilon} a \frac{d \ddot{\rho}}{d a} (\ddot{\rho} + \ddot{P}) \right]$$  \hspace{1cm} (A.8)$$

$$= -\ddot{\rho} \left[ \frac{1}{1 + 4 \varepsilon} a \frac{d \ddot{\rho}}{d a} (\ddot{\rho} + \ddot{P}) \right].$$  \hspace{1cm} (A.9)$$

where we map the radius $r_0$ of the non-deformed stellar model onto the pseudo-radius $a$, as in the evaluation of Eq. (11). Within their respective coordinate systems, both $r_0$ and $a$ coincide with the isobaric radial coordinate. Consequently, only the last derivative with respect to $r_0$ in Eq. (A.9) has yet to be evaluated through numerical differentiation. This is numerically more stable than performing the derivation of $\ddot{P}$ with respect to $r$. Similarly, for the derivative of the perturbed density $\dot{\rho}$, we have the following:

$$\frac{d \ddot{\rho}}{d r} = \frac{1}{1 + 4 \varepsilon} \frac{d}{d a} (\dot{\rho} \rho_1 + \dot{\rho})$$  \hspace{1cm} (A.10)$$

$$= \frac{1}{1 + 4 \varepsilon} \frac{d}{d a} (\dot{\rho} \rho_1 + \dot{\rho})$$  \hspace{1cm} (A.11)$$

$$= \frac{1}{1 + 4 \varepsilon} \left[ \frac{d \dot{\rho}_0}{d a} a \ddot{P} + \frac{d}{d a} \left( \frac{1}{g_0} \frac{d \dot{\rho}_0}{d a} (\dot{\rho} + \ddot{P}) \right) \right]$$  \hspace{1cm} (A.12)$$

$$= \frac{1}{1 + 4 \varepsilon} \left[ \frac{d \dot{\rho}_0}{d a} a \ddot{P} + \frac{d}{d a} \left( \frac{\dot{\rho} + \ddot{P}}{g_0} \right) \right]$$  \hspace{1cm} (A.13)$$

The last three derivatives with respect to $a$ were again evaluated through numerical differentiation without numerical issues.

Finally, $\frac{d \dot{P}}{d a}$ and $\frac{d \dot{P}}{d a}$ can be expressed in terms of physical quantities included in the (non-deformed) MESA stellar structure profiles. The former can be calculated by using hydrostatic equilibrium (in a spherically symmetric star):

$$\frac{d \dot{P}}{d a} = -\rho g_0,$$  \hspace{1cm} (A.14)$$

and the latter can be retrieved from the non-perturbed squared Brunt-Väisälä frequency:

$$\frac{d \dot{P}}{d a} = \rho_0 \left( \frac{1}{\Gamma_{1,0} P_0} \right) \left( \frac{\dot{P}}{g_0} \right).$$  \hspace{1cm} (A.15)$$

Appendix B: Computation of asymptotic frequencies

Here, we provide our strategy for computing the asymptotic frequencies and period spacing patterns presented in Sects. 3.3 and 3.4. This is summarised in a flowchart in Fig. B.1 and concerns the computation of the asymptotic frequencies for a given ‘pulsation mode’ with a mode identification $(k, m)$ for a chosen ‘stellar structure model’ with a particular rotation rate (in terms of $\Omega$).

The period spacing pattern for a spherically symmetric, uniformly rotating star was computed within a radial order range of $n = 1$ to $n = 100$. This particular range was motivated by the radial order distributions of typically observed GIW ($\text{Li et al.} \ 2020$). Based on the resulting period spacing pattern, a suitable $v$-range was chosen. To anticipate the (relatively small) effect of the centrifugal force on the asymptotic pulsation periods, small margins were taken above and below this range (typically ±0.5).

In the next step, the GLTE was solved for a number of spin margins were taken above and below this range (typically ±0.5).

The period spacing pattern for a spherically symmetric, uniformly rotating star was computed within a radial order range of $n = 1$ to $n = 100$. This particular range was motivated by the radial order distributions of typically observed GIW ($\text{Li et al.} \ 2020$). Based on the resulting period spacing pattern, a suitable $v$-range was chosen. To anticipate the (relatively small) effect of the centrifugal force on the asymptotic pulsation periods, small margins were taken above and below this range (typically ±0.5).

In the next step, the GLTE was solved for a number of spin margins were taken above and below this range (typically ±0.5).

The period spacing pattern for a spherically symmetric, uniformly rotating star was computed within a radial order range of $n = 1$ to $n = 100$. This particular range was motivated by the radial order distributions of typically observed GIW ($\text{Li et al.} \ 2020$). Based on the resulting period spacing pattern, a suitable $v$-range was chosen. To anticipate the (relatively small) effect of the centrifugal force on the asymptotic pulsation periods, small margins were taken above and below this range (typically ±0.5).

In the next step, the GLTE was solved for a number of spin margins were taken above and below this range (typically ±0.5).
The LHs of this equation was then evaluated at every \( \nu \) in the spin parameter range, while the RHS was evaluated for every \( n \in [1; 100] \). In the fourth step, the spin parameters \( \nu_{\text{klm}} \) corresponding to the radial orders \( n \in [1; 100] \) were computed through linear interpolation of the RHS of Eq. (B.2) to the \( (I(\nu), \nu) \) points from the previous step. Finally, the asymptotic angular frequencies \( \omega_{\text{klm}} \) were retrieved by taking the inverse of the \( \nu_{\text{klm}} \) from the previous step and multiplying them by 2\( \Omega \). The corresponding asymptotic pulsation periods are \( P_{\text{klm}} = 2\pi/\omega_{\text{klm}} \).

The corresponding pulsation periods in the inertial (observer’s) frame \( P_{\text{in}} \) were then found through (Bouabid et al. 2013):

\[
p_{\text{in}}^{\text{km}} = \frac{P_{\text{klm}}}{1 + m^2 \nu_{\text{km}}}.
\]

with \( P_{\text{rot}} \) being the rotation period.

**Appendix C: Comparison with other theoretical assumptions**

Other assumptions that are included within the TAR are still made in the generalised framework developed by Mathis & Prat (2019), such as the neglect of the horizontal rotation vector component \( \Xi_{\text{H}} \) and the Cowling approximation. Here we assess the impact of these approximations on our results.

**C.1. Neglect of the horizontal rotation vector**

The spheroidal radial component of the momentum equation is given by Mathis & Prat (2019, Eq. 13) as

\[
- \hat{N} \left( \frac{\omega}{\bar{N}} \right)^2 \left[ (1 + 2 \xi + a \partial_\theta \xi_\rho) \xi_\rho + \xi_\varphi \partial_\varphi \right] \\
- i \hat{N} \left( \frac{\omega}{\bar{N}} \right) \left( \frac{2 \Omega}{\bar{N}} \right) (1 + 2 \xi + a \partial_\theta \xi_\rho) \sin \theta \xi_\varphi \\
= - \partial_\rho \bar{W} - \hat{N}^2 \xi_\rho - \frac{1}{\bar{P}^2} \partial_\rho \bar{P}.
\]

\[
\xi_\varphi(r_{\text{km}}, a, \theta) = -i k_{V,\text{km}}(a) W_{\text{km}}^r N^2(a) = -i \frac{\hat{N}_{\text{km}}(a)}{\bar{N}(a)} \frac{W_{\text{km}}^r}{a \omega_{\text{km}}} N(a)
\]

\[
\xi_\rho(r_{\text{km}}, a, \theta) = \frac{1}{a} \frac{1}{\bar{N}^2(a)} \left[ \partial_\rho W_{\text{km}}^r - m \frac{\cos \theta}{\sin \theta} C W_{\text{km}}^r \right]
\]

\[
\xi_\varphi(r_{\text{km}}, a, \theta) = \frac{1}{a} \frac{1}{\bar{N}^2(a)} \left[ \nu C \cos \theta \partial_\varphi W_{\text{km}}^r - m \sin \theta W_{\text{km}}^r \right].
\]

Expressions for the coefficients \( C(a, \theta) \) and \( D(a, \theta) \) are given in Eqs. (20)–(25).

We assessed the validity of neglecting the LHS terms in Eq. (C.1) by taking their ratios with the \( \hat{N}^2 \xi_\rho \) term and filling...
in the solution for $\xi'_{\nu km}$. For the first LHS term, we obtain

$$N^2 \left( \frac{\omega_{\nu km}}{N} \right)^2 \left[ 1 + 2 (a + a_0 e) \right] \xi_{\nu km} + \xi'_{\nu km} \frac{\partial_\theta}{\partial \theta} N^2 \xi'_{\nu km}^{-1},$$

and for the second LHS term, we find

$$iN^2 \left( \frac{\omega_{\nu km}}{N} \right) \left[ \begin{array}{c} 2 \Omega \\ 2 D \end{array} \right] \left[ \begin{array}{c} 1 + 2 (a + a_0 e) \sin \theta \xi'_{\nu, \nu km} \\ \frac{\partial_\theta W'}{\partial \nu km} \end{array} \right] N^2 \xi'_{\nu km}^{-1}.$$