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Abstract Fractal patterns generated in the complex plane by root finding methods are well known in the literature. In the generation methods of these fractals, only one root finding method is used. In this paper, we propose the use of a combination of root finding methods in the generation of fractal patterns. We use three approaches to combine the methods: (1) the use of different combinations, e.g. affine and s-convex combination, (2) the use of iteration processes from fixed point theory, (3) multistep polynomiography. All the proposed approaches allow us to obtain new and diverse fractal patterns that can be used, for instance, as textile or ceramics patterns. Moreover, we study the proposed methods using five different measures: average number of iterations, convergence area index, generation time, fractal dimension and Wada measure. The computational experiments show that the dependence of the measures on the parameters used in the methods is in most cases a non-trivial, complex and non-monotonic function.
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1 Introduction

Fractals, since their introduction, have been used in arts to generate very complex and beautiful patterns. While fractal patterns are very complex, only a small amount of information is needed to generate them, e.g. in the Iterated Function Systems only information about a finite number of contractive mappings is needed [29]. One of the fractal types widely used in arts is complex fractals, i.e. fractals generated in the complex plane. Mandelbrot and Julia sets together with their variations are examples of this type of fractals [30]. They are generated using different techniques, e.g. escape time algorithm [34] and layering technique [24].

Another example of complex fractal patterns is patterns obtained with the help of root finding methods (RFM) [18]. These patterns are used to obtain paintings, carpet or tapestry designs, sculptures [20] or even in animation [22]. For their generation, different methods are used. The most obvious method of obtaining various patterns of this type is the use of different root finding methods. The most popular root finding method used is the Newton method [14,35,37], but other methods are also widely used: Halley’s method [17], the secant method [36], Aitken’s method [38] or even whole families of root finding methods, such as Basic Family and Euler-Schröder Family [21]. Another popular method of generating fractal patterns from root finding methods is the use of different convergence tests [10] and different orbit traps [7,42]. In [6,34], it was shown that the colouring method of the patterns also plays a signif-
 cient role in obtaining interesting patterns. Recently, new methods of obtaining fractal patterns from root finding methods were presented. In the first method, the authors used different iteration methods known from fixed point theory [13,23,32]; then, in [11], a perturbation mapping was added to the feedback process. Finally, in [12] we can find the use of different switching processes.

All the above-mentioned methods of fractal generation that use RFMs, except the ones that use the switching processes, use only a single root finding method in the generation process. Using different RFMs, we are able to obtain various patterns; thus, combining them together could further enrich the set of fractal patterns and lead to completely new ones, which we had not been able to obtain previously. In this paper, we present ways of combining several root finding methods to generate new fractal art patterns.

The paper is organised as follows. In Sect. 2, we briefly introduce methods of generating fractal patterns by a single root finding method. Next, in Sect. 3, we introduce three approaches on how to combine root finding methods to generate fractal patterns. The first two methods are based on notions from the literature, and the third one is a completely new method. Section 4 is devoted to remarks on the implementation of the algorithms on the GPU using shaders. Some graphical examples of fractal patterns obtained with the help of the proposed methods are presented in Sect. 5. In Sect. 6, numerical experiments regarding the generation times, average number of iteration, convergence area, fractal dimension and Wada measure of the generated polynomiographs are presented. Finally, in Sect. 7, we give some concluding remarks.

2 Patterns from a single root finding method

Patterns generated by a single polynomial root finding method have been known since the 1980s and gained much attention in the computer graphics community [28,38,42]. Around 2000, there appeared in the literature the term for the images generated with the help of root finding methods. The images were named polynomiographs, and the methods for their creation were collectively called polynomiography. These two names were introduced by Kalantari. The precise definition that he gave is the following [19]: polynomiography is the art and science of visualisation in approxima-

\begin{equation}
p(z) = a_n z^n + a_{n-1} z^{n-1} + \cdots + a_1 z + a_0 \tag{1}
\end{equation}

or by its roots \( \{r_1, r_2, \ldots, r_n\} \):

\begin{equation}
p(z) = (z - r_1)(z - r_2) \cdots (z - r_n). \tag{2}
\end{equation}

When we talk about root finding methods, the polynomial is given by its coefficients, but when we want to generate a polynomiograph, the polynomial can be given in any of the two forms. The advantage of using the roots representation is that we are able to change the shape of the polynomiograph in a predictable way by changing the location of the roots.

In polynomiography, the main element of the generation algorithm is the root finding method. Many different root finding methods exist in the literature. Let us recall some of these methods, that later will be used in the examples presented in Sect. 5.

- The Newton method [21]

\begin{equation}
N(z) = z - \frac{p(z)}{p'(z)}. \tag{3}
\end{equation}

- The Halley method [21]

\begin{equation}
H(z) = z - \frac{2p'(z)p(z)}{2p'(z)^2 - p''(z)p(z)}. \tag{4}
\end{equation}

- The \( B_4 \) method—the fourth element of the Basic Family introduced by Kalantari [21]

\begin{equation}
B_4(z) = z - \frac{6p'(z)^2 p(z) - 3p''(z)p(z)^2}{p''(z)p(z)^2 + 6p'(z)^3 - 6p''(z)p'(z)p(z)}. \tag{5}
\end{equation}

- The \( E_3 \) method—the third element of the Euler-Schröder Family [21]

\begin{equation}
E_3(z) = N(z) + \left( \frac{p(z)}{p'(z)} \right)^2 \frac{p''(z)}{2p'(z)}. \tag{6}
\end{equation}
– The Householder method [15]

\[ H_h(z) = N(z) - \frac{p(z)^2 p''(z)}{2 p'(z)^3}. \] (7)

– The Euler–Chebyshev method [39]

\[ E_C(z) = z - \frac{m(3 - m)}{2} \frac{p(z)}{p'(z)} - \frac{m^2 p(z)^2 p''(z)}{2 p'(z)^3}, \] (8)

where \( m \in \mathbb{R} \).

– The Ezzati–Saleki method [9]

\[
E_S(z) = N(z) + p(N(z)) \left( \frac{1}{p'(z)} - \frac{4}{p'(z) + p'(N(z))} \right),
\] (9)

In the standard polynomiograph generation algorithm, used for instance by Kalantari, we take some area of the complex plane \( A \subset C \). Then, for each point \( z_0 \in A \) we use the feedback iteration using a chosen root finding method, i.e.

\[ z_{n+1} = R(z_n), \] (10)

where \( R \) is a root finding method, \( n = 0, 1, \ldots, M \). Iteration (10) is often called the Picard iteration. After each iteration, we check if the root finding method has converged to a root using the following test:

\[ |z_{n+1} - z_n| < \varepsilon, \] (11)

where \( \varepsilon > 0 \) is the accuracy of the computations. If (11) is satisfied, then we stop the iteration process and colour \( z_0 \) using some colour map according to the iteration number at which we have stopped iterating, i.e. the iteration colouring. Another method of colouring polynomiographs is colouring based on the basins of attraction. In this method, each root of the polynomial gets a distinct colour. Then, after the iteration process we take the obtained approximation of the root and find the closest root of the polynomial. Finally, we colour the starting point with the colour that corresponds to the closest root.

In recent years, some modifications of the standard polynomiograph’s generation algorithm were introduced. The first modification presented in [10] was based on the use of different convergence tests other than the standard test (11). The new tests were created using different metrics, adding weights in the metrics, using various functions that are not metrics, and even tests that are similar to the tests used in the generation of Mandelbrot and Julia sets were proposed. Examples of the tests are the following:

\[ |z_{n+1}|^2 - |z_n|^2 < \varepsilon, \] (12)

\[ 0.01(z_{n+1} - z_n) | + |0.029|z_{n+1}|^2 - 0.03|z_n|^2 | < \varepsilon, \] (13)

\[ 0.04|\Re(z_{n+1} - z_n)| < \varepsilon \lor |0.05\Im(z_{n+1} - z_n)| < \varepsilon, \] (14)

where \( \Re(z) \), \( \Im(z) \) denote the real and imaginary parts of \( z \), respectively.

In [27], we can find the next modification which later was generalised in [13]. The modification is based on the use, instead of the Picard iteration, of the different iterations from fixed point theory. The authors have used ten different iterations, e.g.

– the Ishikawa iteration

\[ z_{n+1} = (1 - \alpha)z_n + \alpha R(u_n), \]
\[ u_n = (1 - \beta)z_n + \beta R(v_n), \] (15)

– the Noor iteration

\[ z_{n+1} = (1 - \alpha)z_n + \alpha R(u_n), \]
\[ u_n = (1 - \beta)z_n + \beta R(v_n), \]
\[ v_n = (1 - \gamma)z_n + \gamma R(z_n), \] (16)

where \( \alpha \in (0, 1), \beta, \gamma \in [0, 1] \) and \( R \) is a root finding method. Moreover, in [13], iteration parameters \( (\alpha, \beta, \gamma) \), which are real numbers, were replaced by complex numbers.

The last modification proposed in [11] is based on the use, during the iteration process, of the so-called perturbation mapping. In each iteration, the perturbation mapping alters the point from the previous iteration and this altered point is then used by the root finding method.

Putting the different modifications together, we obtain an algorithm that is presented as pseudocode in Algorithms 1 and 2. In the algorithms, \( I_n \) is an iteration method, Mann, Ishikawa, Noor, etc., that uses a chosen root finding method, with perturbation mapping added. The index \( v \) is a vector of parameters of the iteration method, i.e. \( v \in C^N \), where \( N \) is the number of parameters of the iteration. Similarly, \( C_u \) is a chosen
convergence test. The test takes two values: an element from the previous and the current iteration. Moreover, index \( u \) is a vector of parameters of the test and it contains, for instance, the calculation’s accuracy \( \varepsilon > 0 \).

**Algorithm 1: Rendering of a polynomiograph**

**Input:** \( p \in \mathbb{C}[Z], \deg p \geq 2 \) – polynomial, \( A \subseteq \mathbb{C} \) – area, \( M \) – number of iterations, \( I_v : \mathbb{C} \to \mathbb{C} \) – iteration, \( C_u : \mathbb{C} \times \mathbb{C} \to \{true, false\} \) – convergence test, \( colours[0..k] \) – colour map.

**Output:** Polynomiograph for the area \( A \).

1. for \( z_0 \in A \) do
   2. [\( n, z \) = \text{ITERATEPOINT}(z_0, p, I_v, C_u, M)]
   3. Determine the colour for \( z_0 \) using \( n, z \) and the colour map \( colours \)

**Algorithm 2: ITERATEPOINT**

**Input:** \( z_0 \in \mathbb{C} \) – point, \( p \in \mathbb{C}[Z], \deg p \geq 2 \) – polynomial, \( I_v : \mathbb{C} \to \mathbb{C} \) – iteration, \( C_u : \mathbb{C} \times \mathbb{C} \to \{true, false\} \) – convergence test, \( M \) – number of iterations.

**Output:** The iteration number for which we stop the iteration process and the last calculated point.

1. \text{ITERATEPOINT}(z_0, p, I_v, C_u, M)
   2. \( n = 0 \)
   3. while \( n < M \) do
   4. \( z_{n+1} = I_v(z_n) \)
   5. if \( C_u(z_n, z_{n+1}) = true \) then
   6. \( break \)
   7. \( n = n + 1 \)
   8. return \( [n, z_{n+1}] \)

3 Combined root finding methods

Each polynomiograph is generated by a single root finding method. For a fixed polynomial, changing the root finding method changes the obtained pattern (Fig. 1). Similarly, when we fix the root finding method and change the polynomial, we obtain different patterns (Fig. 2). If we want to get new diverse patterns using the combination of patterns obtained with the different root finding methods or polynomials, then we need to do it manually using some graphics software, e.g. GIMP or Adobe Photoshop. This could be time consuming. So, it would be good to have a method that uses a combination of different properties of the individual root finding methods to obtain new and complex patterns. In this section, we introduce such methods.

![Fig. 1 Polynomiographs for \( z^3 - 1 \) generated using various root finding methods](image1)

(a) Newton, (b) Halley, (c) Euler–Chebyshev, (d) Ezzati–Saleki, (e) colour map

In the literature, we can find different methods of combining points, for instance:

- the affine combination [16]

\[
\alpha_1 p_1 + \alpha_2 p_2 + \cdots + \alpha_m p_m = \sum_{i=1}^{m} \alpha_i p_i, \quad (17)
\]

where \( p_1, p_2, \ldots, p_m \) are points, \( \alpha_1, \alpha_2, \ldots, \alpha_m \in \mathbb{R} \) and \( \sum_{i=1}^{m} \alpha_i = 1 \),

- the \( s \)-convex combination [31]

\[
\alpha_1^s p_1 + \alpha_2^s p_2 + \cdots + \alpha_m^s p_m = \sum_{i=1}^{m} \alpha_i^s p_i, \quad (18)
\]

where \( p_1, p_2, \ldots, p_m \) are points, \( \alpha_1, \alpha_2, \ldots, \alpha_m \geq 0 \) are such that \( \sum_{i=1}^{m} \alpha_i = 1 \) and \( s \in [0, 1] \).

We can use these combinations in the generation of polynomiographs. Let us say that we have \( m \) root finding methods and each method has its own iteration method \( I_{v_i} \) for \( i = 1, 2, \ldots, m \). Further, for each iteration we fix \( \alpha_i \) for \( i = 1, 2, \ldots, m \), so that the sequence...
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In the case of the affine combination, we can extend to use, e.g. affine, $s$-convex. Then, we change the fourth line of Algorithm 2 in the following way:

- for the affine combination

$$z_{n+1} = \sum_{i=1}^{m} \alpha_i I_{v_i}(z_n),$$  \hspace{1cm} (19)

- for the $s$-convex combination

$$z_{n+1} = \sum_{i=1}^{m} \alpha_i^s I_{v_i}(z_n).$$  \hspace{1cm} (20)

In the case of the affine combination, we can extend this combination from real to complex parameters, so we take $\alpha_1, \alpha_2, \ldots, \alpha_m \in \mathbb{C}$ such that $\sum_{i=1}^{m} \alpha_i = 1$.

For a single root finding method in [13], Gdawiec et al. have used different iteration methods known from the fixed point theory. In fixed point theory, we can find iteration methods for more than one transformation, which are used to find the common fixed points of the transformations. We recall some of these iteration processes known from the literature. Let us assume that $T_1, T_2, \ldots, T_m : X \to X$ are transformations and $z_0 \in X$.

- The Das–Debata iteration [8]

$$z_{n+1} = (1 - \alpha_n)z_n + \alpha_n T_2(u_n),$$  \hspace{1cm} (21)

$$u_n = (1 - \beta_n)z_n + \beta_n T_1(z_n),$$

where $\alpha_n \in (0, 1], \beta_n \in [0, 1]$ for $n = 0, 1, 2, \ldots$

- The Khan–Domlo–Fukhar-ud-din iteration [25]

$$z_{n+1} = (1 - \alpha_n)z_n + \alpha_n T_m(u_{(m-1)n}),$$

$$u_{(m-1)n} = (1 - \beta_{(m-1)n})z_n + \beta_{(m-1)n} T_{m-1}(u_{(m-2)n}),$$

$$u_{(m-2)n} = (1 - \beta_{(m-2)n})z_n + \beta_{(m-2)n} T_{m-2}(u_{(m-3)n}),$$

$$\vdots$$

$$u_{2n} = (1 - \beta_{2n})z_n + \beta_{2n} T_2(u_{1n}),$$

$$u_{1n} = (1 - \beta_{1n})z_n + \beta_{1n} T_1(z_n);$$  \hspace{1cm} (22)

where $\alpha_n \in (0, 1], \beta_{in} \in [0, 1]$ for $n = 0, 1, 2, \ldots$ and $i = 1, 2, \ldots, m - 1$.

- The Khan–Cho–Abbas iteration [26]

$$z_{n+1} = (1 - \alpha_n) T_1(z_n) + \alpha_n T_2(u_n),$$

$$u_n = (1 - \beta_n)z_n + \beta_n T_1(z_n);$$  \hspace{1cm} (23)

where $\alpha_n \in (0, 1], \beta_n \in [0, 1]$ for $n = 0, 1, 2, \ldots$

- The Yadav–Tripathi iteration [41]

$$z_{n+1} = \alpha_n z_n + \beta_n T_1(z_n) + \gamma_n T_2(u_n),$$

$$u_n = \alpha'_n z_n + \beta'_n T_2(z_n) + \gamma'_n T_1(z_n);$$  \hspace{1cm} (24)

where $\alpha_n, \beta_n, \gamma_n, \alpha_n', \beta_n', \gamma_n' \in [0, 1]$ and $\alpha_n + \beta_n + \gamma_n = \alpha_n' + \beta_n' + \gamma_n' = 1$ for $n = 0, 1, 2, \ldots$

- The Yadav iteration [40]

$$z_{n+1} = T_2(u_n),$$

$$u_n = (1 - \alpha_n)T_1(z_n) + \alpha_n T_2(z_n);$$  \hspace{1cm} (25)

where $\alpha_n \in [0, 1]$ for $n = 0, 1, 2, \ldots$

Some of the iterations for $m$ transformations when $T_1 = T_2 = \ldots = T_m$ reduce to the iterations for a single transformation, e.g. the Das–Debata iteration reduces to the Ishikawa iteration. Moreover, in the case of two mappings $T_1, T_2$, the Khan–Domlo–Fukhar-ud-din iteration reduces to the Das–Debata iteration.

---

Fig. 2 Polynomiographs for different polynomials generated using the Householder method. a $z^3 - 3z + 3$, b $z^4 + z^2 - 1$, c $z^4 + 4$, d $z^5 + z$, e colour map
To combine root finding methods using the iterations for \( m \) transformation, we take \( m \) root finding methods as the transformations. For simplicity, we limit the sequences used in the iterations to constant sequences, i.e. \( \alpha_n = \alpha, \beta_n = \beta, \gamma_n = \gamma, \alpha'_n = \alpha', \beta'_n = \beta' \). Now, we replace the iteration used in Algorithm 2 by the new iteration.

In the two presented methods so far, we used a combination of different root finding methods for the same polynomial. The last proposed method generates polynomiographs in several steps and uses not only different root finding methods, but also various values of the other parameters in the consecutive steps. We call this type of polynomiography the multistep polynomiography. For each step, we take separate parameters that are used in standard polynomiography: polynomial, the maximal number of iterations, root finding method, iteration method, convergence test. Thus, we can use various values of the parameters in different steps, e.g. different polynomials. The area and colour map are defined only once for the multistep polynomiograph.

In each step, we use the \texttt{iteratePoint} function (Algorithm 2) and accumulate the number of iterations \( n \) that the function returns. Moreover, for each step we give a mapping \( f : \mathbb{C} \rightarrow \mathbb{C} \) that transforms the difference between the last computed point in the iteration process for the step and the starting point of the step. We call this transformation the area transformation. The transformed point will then be used as a starting point for the next step. The pseudocode of the method is presented in Algorithm 3.

4 GPU implementation

In the generation algorithm of complex fractals, each point is calculated independently from the others. This makes the algorithm easy to parallelise on the GPU. In the literature, we can find implementations of the algorithms for the generation of Mandelbrot [4] and Julia sets [33] using the OpenGL Shading Language (GLSL). The idea of implementation using GLSL of the generation algorithm for the fractals obtained with the help of RFMs is very similar. Calculations for each point are made in the fragment shader, but the number of parameters that are needed in the calculations is larger than in the case of the Mandelbrot or Julia sets.

In the GLSL implementation of the Mandelbrot and Julia sets, the \texttt{float} type is usually used in the calculations, which is sufficient if we do not zoom into the sets. But when we zoom in, the precision of the \texttt{float} type is insufficient and we lose details of the fractal. In the case of the RFM fractals, we have the same issue even in the macro scale, i.e. without zooming in. Figure 3 presents an example of RFM fractal pattern in \([-2.5, 2.5]^2\) obtained using the same parameters, but with different number types used in the calculations: (a) \texttt{float}, (b) \texttt{double}. In the central part of Fig. 3a and in the branches of the pattern, we see circular areas of uniform colour. When we look at the same areas in Fig. 3b, we see that more details appeared. Thus, in our implementation we used the \texttt{double} type, which was introduced in version 4.0 of the GLSL.

To represent a point, we can use two separate variables: one for the real part and the other for the imaginary part, but in GLSL it is better to use the \texttt{dvec2}
In this way, we need to implement only the multiplication and division of complex numbers, because for the addition and subtraction we can use the arithmetic operators \(+\), \(-\) defined for the \(\texttt{dvec2}\) type.

In every presented generation algorithm, we need to pass input parameters to the shader. Some of the parameters are passed as single uniform variables, but some of them need to be passed as a sequence, e.g. coefficients for the affine combination. Because in GLSL we do not have dynamic arrays, we need to overcome this issue using an array of fixed size and passing to the shader the actual number of elements that will be used in the algorithm. Of course, the number should be less than the size of the array. Nevertheless, we cannot use this technique when it comes to the coefficients of the polynomial and its derivatives, because the degree of the polynomial can be large, e.g. in [21], Kalantari used polynomials of degree 36 to generate some interesting polynomiographs. To pass polynomial and its derivatives, we used a two-dimensional floating point texture. Each row in this texture stores coefficients of one polynomial (polynomial, derivative). In multistep polynomiography, we need to pass several polynomials and their derivatives. In this case, the number of columns in the texture is determined by the largest degree of the polynomials and we store the coefficients in sequence, i.e. the coefficients of the first step polynomial and its derivatives, the coefficients of the second step polynomial and its derivatives, etc. Each of the input parameters (root finding method, iteration, convergence test, area transformation) cannot be written as a single function with some parameters, and we do not want to recompile the shader every time we change one of these input parameters. Thus, to change these parameters in a running application we used GLSL’s subroutines and their arrays.

A known issue in the generation of complex fractals is aliasing. To deal with this problem, we implemented the supersampling method, which is widely used in many programs for generating fractal patterns, e.g. Fractint, ChaosPro, Ultra Fractal.

5 Graphical examples

In this section, we present some graphical examples of the fractal art patterns obtained using modifications proposed in Sect. 3. In all the examples, we used supersampling anti-aliasing with a factor of 4. In the polynomiographs with the basins of attraction, the distinct colours indicate distinct basins of attractions.

We start with an example presenting the use of an affine combination of the root finding methods. In the example, we use three root finding methods: Euler–Chebyshev (with \(m = 1.7\)), \(B_4\), and Householder. The other parameters used were the following: \(p(z) = z^7 + z^2 - 1\), \(A = \{-2.5, 2.5\}\), \(M = 20\), Picard iteration for all three root finding methods and convergence test (11) with \(\varepsilon = 0.001\). Figure 4 presents the polynomiographs obtained using the standard polynomiograph generation algorithm for the three root finding methods, and Fig. 5 shows their basins of attraction.

Examples of fractal patterns obtained with the help of an affine combination of the root finding methods are presented in Fig. 6, and their basins of attraction in Fig. 7. Comparing the images from Fig. 4 with the images from Fig. 6, we see that the obtained patterns differ from the original ones, forming new patterns. Moreover, we see that the new patterns possess some features of the polynomiographs obtained with the sin-
Fig. 5 Basins of attraction for $z^7 + z^2 - 1$ generated using various root finding methods. a Euler–Chebyshev, b $B_4$, c Householder

gle root finding methods. We also observe that the use of complex coefficients with a nonzero imaginary part introduces some twists in the patterns, which were not present in any of the original patterns. The dependence of the pattern’s shape on the parameters of the affine combination is a non-trivial function. The non-triviality of this function is shown in Sect. 6.4, where the fractal dimension of patterns obtained with the affine combination is studied.

In the second example, we use various iteration processes of several root finding methods. Figures 8 and 9 present polynomiographs and basins of attractions obtained with the single root finding methods (Ezzati–Saleki, Halley) used in the iteration processes.

The other parameters used to generate the patterns were the following: $p(z) = z^4 + 4$, $A = [-2, 2]^2$, $M = 25$, Picard iteration and convergence test (11) with $\varepsilon = 0.001$.

Figure 10 presents polynomiographs obtained with the help of the different iteration processes of the two considered root finding methods ($T_1 = E_5$, $T_2 = H$), and Fig. 11 shows their basins of attraction. The parameters for the iteration processes were the following:

(a) Das–Debata $\alpha = 0.3$, $\beta = 0.9$,
(b) Khan–Cho–Abbas $\alpha = 0.5$, $\beta = 0.5$,
(c) $\alpha_1 = 0.1$, $\alpha_2 = 0.8$, $\alpha_3 = 0.1$,
(d) $\alpha_1 = 0.7$, $\alpha_2 = 1.0$, $\alpha_3 = -0.7$,
(e) $\alpha_1 = -0.8$, $\alpha_2 = 0.9$, $\alpha_3 = 0.9$,
(f) $\alpha_1 = -0.3 - 0.2i$, $\alpha_2 = 1.6 - 0.7i$,
(g) $\alpha_3 = -0.3 + 0.9i$.
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Fig. 8 Fractal patterns used in the example with the iteration processes. a Ezzati–Saleki, b Halley, c colour map

Fig. 9 Basins of attraction used in the example with the iteration processes. a Ezzati–Saleki, b Halley

(c) Yadav–Tripathi $\alpha = 0.3$, $\beta = 0.3$, $\gamma = 0.4$, $\alpha' = 0.8$, $\beta' = 0.1$, $\gamma' = 0.1$,
(d) Yadav $\alpha = 0.9$.

One can observe that the obtained patterns have properties of the two original patterns generated using the methods used in the iteration processes. For instance, the central part of the patterns reminds the central part of the pattern obtained with the Ezzati–Saleki method, and the four branches are thinner than the ones in the case of the Ezzati–Saleki method reminding branches obtained with the Halley method, e.g. Fig. 10d. In general, the obtained patterns differ from the original ones in a significant way. The dependence of the pattern’s shape on the parameters used in the iteration processes, similar to the case of an affine combination, is a non-trivial function. A detailed discussion on this dependence is made in Sect. 6.4.

Fig. 10 Fractal patterns obtained with the help of different iteration processes. a Das–Debata, b Khan–Cho–Abbas, c Yadav–Tripathi, d Yadav

Fig. 11 Basins of attraction obtained with the help of different iteration processes. a Das–Debata, c Khan–Cho–Abbas, d Yadav–Tripathi, e Yadav
In the last examples, we present some patterns obtained with the help of multistep polynomiography. We start with an example showing how the fractal pattern changes from step to step. In this example, we use three root finding methods with different values of the parameters. The parameters used in the generation algorithm are presented in Table 1 and for all the methods $A = [-2.5, 2.5]^2$ and $\epsilon = 0.001$. Figure 12 presents the polynomiographs obtained using the root finding methods and the parameters from Table 1.

The successive steps in the generation of the multistep polynomiograph are presented in Fig. 13. After the first step, we obtain the pattern that was created with the first root finding method. Now, when we add the second step, the pattern becomes more complex and differs from the two original patterns used to generate it. The addition of the third step further changes the pattern, which significantly differs from the patterns of previous steps. Moreover, we can observe that the main shape (division of the plane into three parts) of the resulting pattern is determined by the polynomial used in the first step. The polynomials from the other steps add some further details to the pattern, mainly

![Fig. 12 Polynomiographs obtained using the parameters from Table 1.](image)

(a) $N$, (b) $H$, (c) $E_3$

![Fig. 13 Successive steps in the generation of a multistep polynomiograph for the parameters from Table 1.](image)

(a) 1st step, (b) 2nd step, (c) 3rd step

Table 1 Parameters used to generate the patterns from Figs. 12 and 13

| Step | RFM | $p(z)$ | $M$ | $I_0$ | $C_u$ | $f(z)$ |
|------|-----|--------|-----|-------|-------|--------|
| 1    | $N$ | $z^3 - 1$ | 25  | Picard (11) | $p(z)$ |
| 2    | $H$ | $z^4 + 1$ | 10  | Picard (13) | $p(z)$ |
| 3    | $E_3$ | $z^4 + 1$ | 35  | Picard (11) | $p(z)$ |
in the regions where the first root finding method has converged fast to the roots.

The last example presents various fractal patterns obtained with the help of multistep polynomiography. The patterns are presented in Fig. 14 and the parameters used to generate them are gathered in Table 2. The $\varepsilon$ parameter in all the examples was equal to 0.001. From the images, we see that using different combinations of the parameters, e.g. root finding methods, iteration processes, we are able to obtain very diverse and interesting fractal patterns.

6 Numerical examples

In this section, we present numerical examples and a comparison of the proposed methods of combining the root finding methods. We divide the examples according to the measures: average number of iterations [1], convergence area index [2], generation time [13], fractal dimension [44] and Wada measure [44].

In all the examples, the same polynomial is used, namely $p(z) = z^3 - 1$. Other common parameters used in the examples are the following: $A = [-1, 1]^2$, $M = 30$, convergence test (11) with $\varepsilon = 0.001$, polynomiograph resolution $800 \times 800$ pixels.

In each method of combining the root finding methods, we have parameters that belong to intervals. In the experiments, we divide each of the intervals independently into 201 equally spaced values and for each of the values we calculate the given measure. In the example with the affine combination, we use two combinations. In the first combination, we use three root finding methods, so we have two parameters, because the third parameter is determined by the condition that the parameters must sum to one. In the second example, we use two root finding methods, but this time with the complex coefficients. In this case, we have only one
Table 2 Parameters used to generate the patterns from Fig. 14

| Area       | Step | RFM | \( p(z) = \) | M  | \( I_v \)    | \( C_u \) | \( f(z) = \) |
|------------|------|-----|-------------|----|----------|---------|-----------|
| \([-2.5, 2.5]\)^2 | 1    | \( N \) | \( z^4 + 1 \) | 25 | Noor \( \alpha = 0.3, \beta = 0.2, \gamma = 0.2 \) | (11) \( p(z) \) | \( p(z) \) |
|            | 2    | \( E_C \) | \( z^3 - 1 \) | 15 | Picard \( m = 1.7 \) | (12) \( p(z) \) | \( p(z) \) |
| \([-2.5, 2.5]\)^2 | 1    | \( H \) | \( z^3 - 1 \) | 10 | Picard \( \alpha = 0.5, \beta = 0.5, \gamma = 0.5 \) | (11) \( 1/z^3 \) | \( p(z) \) |
|            | 2    | \( H_h \) | \( z^3 - 1 \) | 25 | Noor \( \alpha = 0.5, \beta = 0.5, \gamma = 0.5 \) | (11) \( 1/z^3 \) | \( p(z) \) |
| \([-3, 3]\)^2  | 1    | \( B_4 \) | \( z^3 - 1 \) | 5  | Picard \( \alpha = 0.6, \beta = 0.2 \) | (11) \( p(z) \) | \( p(z) \) |
|            | 2    | \( N \) | \( z^3 + 1 \) | 25 | Picard \( \alpha = 0.6, \beta = 0.2 \) | (11) \( p(z) \) | \( p(z) \) |
|            | 3    | \( E_3 \) | \( z^3 - 1 \) | 55 | Ishikawa \( \alpha = 0.6, \beta = 0.2 \) | (11) \( p(z) \) | \( p(z) \) |
| \([-2.5, 2.5]\)^2 | 1    | \( E_C \) | \( z^3 - 1 \) | 55 | Ishikawa \( \alpha = 0.7 + 0.4i, \beta = 0.6 \) | (11) \( p(z) \) | \( p(z) \) |
|            | 2    | \( B_4 \) | \( z^5 + z \) | 15 | Picard \( \alpha = 0.7 + 0.4i, \beta = 0.6 \) | (11) \( p(z) \) | \( p(z) \) |
|            | 3    | \( E_3 \) | \( z^3 + 1 \) | 5  | Picard \( \alpha = 0.7 + 0.4i, \beta = 0.6 \) | (11) \( p(z) \) | \( p(z) \) |
| \([-3, 3]\)^2  | 1    | \( H \) | \( z^3 - 1 \) | 20 | Noor \( \alpha = 0.8 - 0.4i, \beta = 0.2, \gamma = 0.9 + 0.5i \) | (11) \( 0.75 + 2.5i \) | \( z/(0.75 + 2.5i) \) |
|            | 2    | \( N \) | \( z^4 + 1 \) | 20 | Ishikawa \( \alpha = 0.7, \beta = 0.7 \) | (14) \( 0.75 + 2.5i \) | \( z/(0.75 + 2.5i) \) |

Different root finding methods are used in the different methods of combining them. In the first example with the affine combination, we use three root finding methods: Ezzati–Saleki, Halley and Newton, and in the second example, we use Euler–Chebyshev (with \( m = 1.7 \)) and Newton. The Picard iteration is used for all root finding methods in both examples with the affine combination. For the example with the iterations using several root finding methods, we use the Ezzati–Saleki and Halley methods.

In multistep polynomiography, we can use a different polynomial in each step. Thus, in this case, we cannot compute the considered measures—except for generation time—because in each step we have a different set of roots, so we do not know if after performing all the steps the method has converged to a root or not. Because of this, in the case of this method we will measure only generation time. The times will be measured...
for two implementations, namely an implementation using CPU and another using GPU.

All the algorithms for polynomiograph generation were implemented using GLSL shaders (GPU implementation) and, in the case of multistep polynomiography, the CPU implementation was made in a Java-based programming language named Processing. The experiments were performed on a computer with the following specifications: Intel i5-4570 (@3.2 GHz) processor, 16 GB DDR3 RAM, AMD Radeon HD7750 with 1 GB GDDR5, and Microsoft Windows 10 (64-bit).

6.1 Average number of iterations

The average number of iterations (ANI) [1,2] is computed from the polynomiograph obtained using the iteration colouring. Each point in this polynomiograph corresponds to the number of iterations needed to find a root or to the maximal number of iterations when the root finding method has not converged to any root. The ANI measure is computed as the mean number of iterations in the given polynomiograph.

Figure 15 presents the average number of iterations in the parameters’ space for the affine combination of three root finding methods. From the plot, we see that ANI is a non-trivial and non-monotonic function of the parameters. The minimal value of ANI, equal to 2.908, is attained at $\alpha_1 = 0.0$, $\alpha_2 = 0.89$, $\alpha_3 = 0.11$ and the maximal value 20.422 is attained at $\alpha_1 = -1.0$, $\alpha_2 = -1.0$, $\alpha_3 = 3.0$, so the dispersion of the values is wide. The values of ANI for the methods used in the combination are the following: 5.926 for the Ezzati–Saleki method, 3.155 for the Halley method and 5.082 for the Newton method. Comparing these values with the minimal value obtained with the affine combination, we see that using the affine combination we are able to obtain a lower value of ANI than in the case of the methods used in the combination.

The plot of ANI in the parameters’ space for the affine combination of two methods is presented in Fig. 16. Looking at the plot, we see that the ANI is a very complex function of the parameters. We do not see any monotonicity of this function. Moreover, we see that the use of the complex parameters has a great impact on the value of ANI. The low values of ANI are visible in the central part of the plot, attaining the minimum 4.222 at $\alpha_1 = 0.04 + 0.12i$, $\alpha_2 = 0.96 - 0.12i$. The maximal value of ANI (30) is attained at $\alpha_1 = -2 - 2i$, $\alpha_2 = 3 + 2i$ (the lower-left corner of the considered area). Thus, dispersion in this case is also wide. The values of ANI for the two methods used in the combination are the following: 7.846 for the Euler–Chebyshev method and 5.082 for the Newton method. Thus, also in the case of using the complex parameters in the affine combination we are able to obtain a lower value of ANI than in the case of the component methods of the combination.

Figure 17 presents the results of computing the ANI measure obtained for different iteration processes. The values of ANI for the root finding methods (with the Picard iteration) that were used in these iteration processes are the following: 5.926 for the Ezzati–Saleki method and 3.155 for the Halley method. For the Das–Debata iteration (Fig. 17a), we see that the $\alpha$ parameter has the biggest impact on the ANI, i.e. the greater the
The average number of iterations in the parameters’ space ($[0, 1]^2$) for various iteration processes (the colours are limited to the available numbers of performed iterations). a Khan–Cho–Abbas, b Yadav–Tripathi (fixed $\alpha, \beta, \gamma$)

value of $\alpha$ the lower the value of ANI. The minimum value $1.738$, that is significantly lower in the case of the Ezzati–Saleki and Halley methods, is attained at $\alpha = 1.0, \beta = 0.665$. In Fig. 17b, we see the plot for the Khan–Cho–Abbas iteration. This plot seems to have a uniform colour. This is due to the fact that for this iteration we have small dispersion of the values, and the obtained values of ANI are small compared to the maximum number of 30 iterations (minimum $1.738$, maximum $6.238$). In order to show better the variation of the values, a plot with the colours limited to the available values is presented in Fig. 18a. We see that ANI is a complex function of the parameters used in the iteration process. The results for the Yadav–Tripathi iteration are presented in Fig. 17c and d. In the case of fixed $\alpha’, \beta’, \gamma’$ (Fig. 17c), we see that the higher the value of $\alpha$ is, the higher the value of ANI. The minimal value (2.132) is attained at $\alpha = 0, \beta = 0, \gamma = 1$ ($\alpha' = 0.2, \beta' = 0.5, \gamma' = 0.3$ are fixed). In the other case (Fig. 17d), similarly to the Khan–Cho–Abbas iteration, we see a plot with an almost uniform colour. The dispersion of the values in this case is between 4.33 and 8.216. In Fig. 18b, a plot with better visibility of the values’ variation is presented. From this plot, we see that the dependency of ANI on the parameters is more complex than in the case of fixed $\alpha’, \beta’, \gamma’$. This time, the minimum is attained at $\alpha' = 0.675, \beta' = 0.02, \gamma' = 0.305$ ($\alpha = 0.2, \beta = 0.5, \gamma = 0.3$ are fixed). The last plot in Fig. 17 presents the dependency of ANI on the $\alpha$ parameter in the Yadav iteration. The dispersion of the values is smaller than in the case of the Khan–Cho–Abbas iteration and ranges from 1.7 to 2.433. Thus, for all values of $\alpha$ we obtain better results than in the case of methods used in the iteration. Moreover, we see that the higher the value of $\alpha$ is, the lower the value of ANI.

6.2 Convergence area index

The convergence area index (CAI) [1,2] is computed from the polynomiograph obtained using the iteration colouring. Using the polynomiograph, we count the number of converging points $n_c$, i.e. points whose value in the polynomiograph is less than the maximum number of iterations. Next, we divide $n_c$ by the total number of points $n$ in the polynomiograph, i.e.

$$\text{CAI} = \frac{n_c}{n}.$$ (26)
The value of CAI is between 0 and 1 and tells us how much of the polynomiograph’s area has converged to roots. The higher the value is, the larger area has converged (0—no point has converged, 1—all points have converged).

The CAI measure in the parameters’ space for the affine combination of three root finding methods is presented in Fig. 19. Similarly to ANI, the function of the parameters is a non-trivial one. Many points in the parameters’ space have a high value of CAI. The maximal value (1.0) is, for instance, attained at \( \alpha_1 = -1.0, \alpha_2 = -0.07, \alpha_3 = 2.07 \) (the lower-left corner of the considered area). All the methods (Ezzati–Saleki, Halley and Newton) used in the combination obtained the same value of CAI, namely 1.0, so all points have converged to the roots. Thus, only the points in the parameters’ space that obtained the same value of CAI are comparable with the original methods. For instance, the point with the lowest ANI has a value of CAI equal to 1.0; thus, using a combination with those parameters gives the same convergence, but less iterations are needed to converge to the root.

Figure 20 presents the convergence area index in the parameters’ space for the affine combination of two root finding methods. The CAI measure for both the root finding methods (Ezzati–Saleki, Halley) that were used in these iteration processes is equal to 1.0. For the Das–Debata iteration (Fig. 21a), we see that, similar to the case of ANI, the biggest impact on the CAI is due to the \( \alpha \) parameter. For low values of \( \alpha \) the CAI is also low, and from about 0.179 the value of CAI becomes high. The value of 1.0 has about 40% of the points in the parameters’ space. Compared to the Das–Debata iteration, the Khan–Cho–Abbas iteration (Fig. 21b) has lower dispersion of the values – from 0.962 to 1.0. In order to see better the variation in the values, a plot with the colours limited to the available values is presented in Fig. 22a. From the plot, we see that CAI is a complex function of the parameters. Moreover, about 60% of the points have the highest value (1.0). For the Yadav–Tripathi iteration (Fig. 21c, d), we see a very similar dependency like the one for ANI. For the first case (fixed \( \alpha', \beta', \gamma' \)), we see that the biggest impact on the value of CAI is due to the \( \alpha \) parameter and that for high values of \( \alpha \) the CAI measure has low values. Moreover, only about 33% of the points in the parame-
The convergence area index in the parameters’ space \((0, 1)^2\) for various iteration processes. \(a\) Das–Debata, \(b\) Khan–Cho–Abbas, \(c\) Yadav–Tripathi (fixed \(\alpha', \beta', \gamma'\)), \(d\) Yadav–Tripathi (fixed \(\alpha, \beta, \gamma\)), \(e\) Yadav.

The variation of the CAI values is a non-monotonic function of the parameters (Fig. 22b) and the value of 1.0 has about 45% of the points. For the last iteration, the Yadav iteration, the dependency on the parameter \(\alpha\) of the CAI measure is a very simple function (Fig. 21e). The function is constantly equal to 1.0, so for all values of \(\alpha\) all the points in the considered area have converged to the roots.

6.3 Polynomiograph generation time

Generation time \([13]\) is the time it takes to generate the polynomiograph. This time gives us information about the real time of computations, as distinct from the ANI, where we have information about the number of iterations without taking into account the cost of computations in a single iteration.

In all examples, we are searching for the roots of the same polynomial. In order to be able to compare visually the plots in this section, the same interval of time values was used to assign the colours. The ends of the interval were selected as the minimum (0.035) and the maximum (0.42) value of time taken from all the examples. All times are in seconds.

Figure 23 presents the generation times in the parameters’ space for the affine combination of three root finding methods. From the plot, we see that there is no simple relationship between the parameters and time. The times vary between 0.048 and 0.320 s. The shortest time is attained at \(\alpha_1 = 0.0, \alpha_2 = 0.89, \alpha_3 = 0.11\).
This is the same point as the point with the lowest value of ANI. Comparing the shortest time with the times measured for the root finding methods used in the combination, i.e. 0.069 s for the Ezzati–Saleki method, 0.015 s for the Halley method and 0.026 s for the Newton method, we see that the best time was obtained from the combination of the Ezzati–Saleki method, while the other two methods obtained a shorter time.

The obtained generation times for the affine combination of two root finding methods are presented in Fig. 24. The overall shape of the obtained function is very similar to the functions obtained for the other two measures (ANI, CAI). The shortest time (0.057 s) is attained at $\alpha_1 = 0, \alpha_2 = 1$, which corresponds to the second method used in the combination, i.e. the Newton method. Thus, we see that the point with the shortest time does not correspond to the point with the lowest value of ANI, i.e. $\alpha_1 = 0.04 + 0.12i$, $\alpha_2 = 0.96 - 0.12i$. The time for the point with the lowest ANI is 0.070 s.

The results obtained for the various iteration processes are presented in Fig. 25. Generation times for the root finding methods used in the iteration processes were the following: 0.069 s for the Ezzati–Saleki method and 0.015 s for the Halley method. The plot for the Das–Debata iteration (Fig. 25a) is very similar to the plots of ANI and CAI. The longest times are obtained for low values of $\alpha$, whereas the shortest for the high values. The shortest time (0.042) is attained at $\alpha = 1, \beta = 0$. At this point, the ANI measure is equal to 3.155, so it does not correspond to the point with the lowest value of ANI (1.738). For the Khan–Cho–Abbas iteration (Fig. 25b), again we see a plot of almost uniform colour. The variations in the values are shown in Fig. 26a. From the plot, we see that the dependency is different than in the case of ANI and CAI and that it is a very complex function. The shortest time (0.041) is attained at $\alpha = 1, \beta = 0$. This point also does not correspond to the lowest value of ANI, because at this point we have ANI equal to 3.155 and the lowest value is equal to 1.738. In the first case of the Yadav–Tripathi iteration (Fig. 25c), the dependency of time on the parameters looks very similar to the one for ANI, but in the second case (Figs. 25d, 25b) we see a different dependency. In Fig. 25b, we see that the variation in the values of time is small, and the variation
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**Fig. 24** Generation time (in seconds) in the parameters’ space (C) for the affine combination of two root finding methods.

**Fig. 25** Generation time (in seconds) in the parameters’ space ($[0, 1]^2$ and $[0, 1]$) for various iteration processes. a Das–Debata, b Khan–Cho–Abbas, c Yadav–Tripathi (fixed $\alpha', \beta', \gamma'$) d Yadav–Tripathi (fixed $\alpha, \beta, \gamma$), e Yadav
is bigger only near the lower-right corner. The shortest times are the following: 0.07 s (at $\alpha = 0, \beta = 0.005, \gamma = 0.995$) for the first case and 0.131 s (at $\alpha' = 0.22, \beta' = 0.045, \gamma' = 0.735$) for the second case. Similar to the other iterations, these points do not overlap with the points with the lowest value of ANI. The last plot in Fig. 25 presents the dependence of generation time on the value of parameters $\alpha$ for the Yadav iteration. We clearly see that the value of $\alpha$ has a great impact on time and that the dependency has other characteristics than in the case of ANI. The time varies between 0.035 and 0.078 s, so the shortest time is better than the one obtained for the Ezzati–Saleki method, but worse than the time obtained for the Halley method.

In Table 3, generation times (in seconds) of multistep polynomiographs from Figs. 13 and 14 are gathered. The times for the GPU implementations vary between 0.256 and 11.358 s, whereas for the CPU implementation between 10.235 and 367.619 s. The speed-up obtained with the GPU implementation varies between 30.466 and 63.595 times. Similar speed-up was observed also for the other methods of combining root finding methods (affine combination, various iteration processes).

### Table 3 Generation times (in seconds) of multistep polynomiographs using GPU and CPU implementations

| Figures | GPU        | CPU        | CPU/GPU  |
|---------|------------|------------|----------|
| 13a     | 0.256      | 10.235     | 39.980   |
| 13b     | 0.765      | 29.499     | 38.560   |
| 13c     | 3.547      | 125.474    | 35.374   |
| 14a     | 3.297      | 167.778    | 50.888   |
| 14b     | 4.532      | 288.217    | 63.595   |
| 14c     | 8.222      | 250.494    | 30.466   |
| 14d     | 11.358     | 367.619    | 32.366   |
| 14e     | 3.269      | 194.876    | 59.613   |
| 14f     | 2.053      | 83.311     | 40.580   |

### 6.4 Fractal dimension

The fractal dimension (FD) of a set provides an objective means to compare different sets in terms of their complexity [44]. Using FD, we can compare how details of a pattern change with the scale at which it is being measured. In this experiment, we compute the fractal dimension of boundaries of the basins of attraction of the polynomiograph. In order to estimate fractal dimension, we use the standard box-counting method [5].

Fractal dimension in the parameters’ space for the affine combination of three root finding methods is presented in Fig. 27. The fractal dimension of boundaries of the basins of attraction of the original methods used in the combination was the following: 1.464 for the Ezzati–Saleki method, 1.135 for the Halley method and 1.324 for the Newton method. From the plot in Fig. 27, we see that the FD is a non-trivial, complex function of the parameters. Thus, we are not able to predict the complexity of the pattern easily. The dispersion of the values is between 1.135 and 1.611, so we obtain patterns with different complexity. The minimal value of FD is attained at $\alpha_1 = 0, \alpha_2 = 1, \alpha_3 = 0$. This point in the parameters’ space corresponds to the second root finding method, i.e. the Halley method. The maximal value is attained at $\alpha_1 = -0.85, \alpha_2 = -0.07,$
\[ \alpha_3 = 1.92. \]

Comparing the values of FD obtained for the affine combination to the values of FD of the original methods, we see that with the use of the combination we are able to obtain patterns of higher complexity than that of the original patterns.

The results of computing FD depending on the parameters of the affine combination of two root finding methods are presented in Fig. 28. The obtained approximation of the dependence function is very complex and non-monotonic. Moreover, it is almost symmetrical with respect to the line \( \Im(\alpha_1) = 0 \). The lowest values of FD are visible in the central part of the plot, attaining the minimum at \( \alpha_1 = 0, \alpha_2 = 1 \). The point with the minimum value of FD corresponds to the Newton method, that was used as the second method in the example. The FD for the Newton method is equal to 1.324, and for the other method used in the combination—the Euler–Chebyshev method—1.562. The maximal value of FD 1.711, that is higher than the values of FD for the methods used in the combination, is attained at \( \alpha_1 = 1.3 + 1.8i, \alpha_2 = -0.3 - 1.8i \). Moreover, from the plot we see that for \( \Re(\alpha_1) > 0 \) the obtained patterns for most of the points in the parameters’ space have a higher complexity than in the case of \( \Re(\alpha_1) < 0 \).

Figure 29 presents plots of fractal dimension in the parameters’ space for various iteration processes. The fractal dimension for the root finding methods that were used in the iteration processes is the following: 1.464 for the Ezzati–Saleki method and 1.135 for the Halley method. For the Das–Debata iteration (Fig. 29a), we see a different relationship than in the case of the previous measures. This time the biggest impact on the measure—fractal dimension—is due to the \( \beta \) parameter. For very low values of \( \beta \), a low value of FD is visible. The minimal value 0.944 is attained at \( \alpha = 0.004, \beta = 0 \). This value of FD is less than the value of FD for both methods used in the iteration. To the contrary, the maximal value 1.566 (attained at \( \alpha = 0.079, \beta = 0.945 \)) is greater than the value of FD for the original methods. Thus, using the Das–Debata iteration we are able to obtain patterns with both lower and higher complexity compared to the patterns obtained with the original methods. In Fig. 29b, the plot for the Khan–Cho–Abbas iteration is presented. The dispersion of values of FD is between 1.135 and 1.511. The minimal value of FD is attained at \( \alpha = 1, \beta = 0 \).
(lower-right corner of the parameters’ space), whereas the maximal value at \( \alpha = 0.412, \beta = 0.330 \). Similar to the Das–Debata iteration, the relationship between the parameters and the measure is different than in the case of other measures. The function is non-monotonic. In the case of the Yadav–Tripathi iteration (Fig. 29c and d), the dispersion of FD values is different. For the first case, the values vary between 1.327 and 1.535, and for the second case between 1.42 and 1.525. In both cases, the values of FD are greater than for the Halley method (1.135). Moreover, the variations of the values in the parameters’ space are different in both cases. In the first case (Fig. 29c), we see low variation and obtain patterns with similar complexity, whereas in the second case (Fig. 29d) we see higher variation which results in obtaining patterns with various complexities. The plot of FD for the last iteration process, the Yadav iteration, is presented in Fig. 29e. From this plot, we can observe that when we want to obtain patterns with higher complexity we must take lower values of \( \alpha \). The minimal value of FD, equal to 1.135, is attained at \( \alpha = 1 \), whereas the maximal value 1.49 at \( \alpha = 0.295 \).

6.5 Wada measure

A point \( P \) on the basin of attraction boundary is a Wada point if every open neighbourhood of \( P \) has a non-empty intersection with at least three different basins [43]. If every boundary point is a Wada point, then the set has a Wada property. In order to check if the set has the Wada property, one can calculate a Wada measure. A Wada measure \( W \) for a compact non-empty set \( F \subset \mathbb{C} \) is defined as

\[
W = \lim_{\varepsilon \to 0} \frac{N_3(\varepsilon)}{N(\varepsilon)},
\]

where \( N(\varepsilon) \) is the number of \( \varepsilon \)-sized boxes that cover \( F \), and \( N_3(\varepsilon) \) is the number of \( \varepsilon \)-sized boxes that cover \( F \) and intersect at least 3 different basins of attraction.

In the experiment to approximate the Wada measure of the basins of attraction, we use an algorithm introduced in [44]. This measure indicates what percentage of boundary points is neighbouring more than two basins of attraction simultaneously. This takes values from 0 (region does not resemble a Wada situation) to 1 (region has full Wada property), where 0 corresponds to 0% and 1 to 100%.

Figure 30 presents the plot of a Wada measure in the parameters’ space for the affine combination of three root finding methods. The Wada measure for the methods used in the combination has a high value, i.e., 0.909 for the Ezzati–Saleki method, 0.847 for the Halley method and 0.886 for the Newton method. From the plot, we can observe that using the affine combination we can obtain basins of attraction that have a lower Wada measure than the methods used in the combination. The values of the Wada measure for the affine combination vary between 0.585 and 0.932. Thus, using the affine combination we cannot only decrease the value of the Wada measure, but also increase it. The minimal value of the Wada measure is attained at \( \alpha_1 = -0.99, \alpha_2 = -1, \alpha_3 = 2.99 \), whereas the maximal value at \( \alpha_1 = -0.57, \alpha_2 = 0.01, \alpha_3 = 1.56 \).

The Wada measure in the parameters’ space for the affine combination of two root finding methods is presented in Fig. 31. From the plot, we see that the Wada measure is a highly non-trivial and non-monotonic function of the parameters. Moreover, we can observe that the obtained function is symmetric with respect to the line \( \Im(\alpha) = 0 \). For \( \Re(\alpha_1) > 0 \), the Wada measure has a high value with the maximum of 0.965 located at \( \alpha_1 = 1.42 - 1.56i, \alpha_2 = -0.42 + 1.56i \). The low values are located in the left semi-plane, i.e., for \( \Im(\alpha_1) < 0 \), and the minimum 0.32 is attained at \( \alpha_1 = -2, \alpha_2 = 3 \). Comparing the values with the values of the Wada measure for the original methods used in the combination (0.916 for the Euler–Chebyshev method and 0.886 for the Newton method), we see that using the affine combination with complex parameters we are able to reduce

---

\( \ast \) Springer
the Wada property of the basins of attraction significantly.

The results of computing the Wada measure depending on the parameters of various iteration processes are presented in Fig. 32. The values of the Wada measure computed for the methods used in the iterations were the following: 0.909 for the Ezzati–Saleki method and 0.847 for the Halley method. Looking at the plot for the Das–Debata iteration (Fig. 32a), we see that the lowest values of the Wada measure are obtained for very low values of $\alpha$, attaining the minimum 0.013 (no Wada property) at $\alpha = 0.004$, $\beta = 0$. The value of the measure increases as the value of $\alpha$ increases obtaining the maximum value of 0.902 at $\alpha = 0.975$, $\beta = 0.68$. In the case of the Khan–Cho–Abbas iteration (Fig. 32b), we can observe that for all the values of the parameters the Wada measure is high. The dispersion of the values is between 0.847 and 0.915. The variation of the values is very complex (Fig. 33a) and looks like a noisy image. The minimal value is attained at $\alpha = 1$, $\beta = 0$ (the lower-right corner of the parameters’ space), whereas the maximal value at $\alpha = 0.407$, $\beta = 0.02$. For the first case of the Yadav–Tripathi iteration (Fig. 32c), the Wada measure has low values near the lower-right vertex of the parameters’ space. The minimal value 0.417, which is significantly less than in the case of the original methods used in the iteration, is attained at $\alpha = 0.99$, $\beta = 0$, $\gamma = 0.01$ ($\alpha' = 0.2$, $\beta' = 0.5$, $\gamma' = 0.3$ are fixed). The high values of the Wada measure are obtained for low values of $\alpha$, attaining the maximum of 0.911 at $\alpha = 0$, $\beta = 0.985$, $\gamma = 0.015$ ($\alpha' = 0.2$, $\beta' = 0.5$, $\gamma' = 0.3$ are fixed). In the second case of the Yadav–Tripathi iteration (Fig. 32d), the dispersion...
of the values is low. The values are between 0.879 and 0.908, so they lie between the values of the Wada measure obtained for the methods used in the iteration. The variation of the values, similar to the case of the Khan–Cho–Abbas iteration, is a complex function (Fig. 33b). The plot for the Yadav iteration (Fig. 32c) shows that the Wada measure significantly depends on the $\alpha$ parameter. The values of the measure (minimum 0.847, maximum 0.903) lie between the values obtained for the methods used in the iteration.

### 7 Conclusions

In this paper, we presented the concept of the use of combinations of different polynomial root finding methods in the generation of fractal patterns. We used three different combination methods: (1) affine, $s$-convex combination, (2) iteration processes from fixed point theory, (3) multistep polynomiography. The use of combined root finding methods gives us more possibilities to obtain new and very interesting fractal patterns. Moreover, we numerically studied the proposed methods using five different measures. The obtained results showed that in most cases the dependence of the considered measure on the methods’ parameters is a non-trivial, non-monotonic function. The results also showed that using the combined root finding methods we are able to obtain faster convergence, measured in iterations, than using the methods of the combination separately.

When we search for an interesting fractal pattern using polynomiography, we must make the right choice of polynomial, iteration process, convergence test etc., and using trial and error, we must find an interesting area [21]. Adding the possibility of using different combination methods of the root finding methods makes the choice even more difficult, so there is a need for an automatic or semi-automatic method that will find interesting fractal patterns. The notion of an interesting pattern is very difficult to define, because of the subjectivity of what is interesting. Nevertheless, there are some attempts to estimate this notion. For instance, in [3] Ashlock and Jamieson introduced a method of exploring Mandelbrot and Julia sets using evolutionary algorithms with different fitness functions. In future research, we will attempt to develop a method similar to Ashlock’s that will search for interesting patterns in polynomiography.
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