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Abstract
In this paper, we establish a priori estimates for solutions of a general class of fully non-linear equations on compact almost Hermitian manifolds. As an application, we solve the complex Hessian equation and the Monge–Ampère equation for \((n-1)\)-plurisubharmonic functions in the almost Hermitian setting.
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1 Introduction
Let \((M, \chi, J)\) be a compact almost Hermitian manifold of real dimension \(2n\). Suppose that \(\omega\) is a real \((1, 1)\)-form on \((M, J)\). For \(u \in C^2(M)\), we write
\[
\omega_u := \omega + \sqrt{-1}d\bar{\partial}u := \omega + \frac{1}{2}(dJdu)^{(1,1)}
\]
and let \( \mu(u) = (\mu_1(u), \ldots, \mu_n(u)) \) be the eigenvalues of \( \omega_u \) with respect to \( \chi \). For notational convenience, we sometimes denote \( \mu_i(u) \) by \( \mu_i \) when no confusion will arise. We consider the following PDE:

\[
F(\omega_u) := f(\mu_1, \ldots, \mu_n) = h,
\]

where \( h \in C^\infty(M) \) and \( f \) is a smooth symmetric function.

The real version of the equation (1.1) has been studied extensively. In the pioneering work [4], Caffarelli–Nirenberg–Spruck considered the Dirichlet problem for domains of \( \mathbb{R}^n \). In [15], Guan studied such equations on Riemannian manifolds, introduced a kind of subsolution and derived \( C^2 \) estimate if subsolution exists. Later, Székelyhidi [28] focused on the complex setting, proposed another kind of subsolution (i.e. \( C^\alpha \)-subsolution) and established \( C^2,\alpha \) estimate when \( C^\alpha \)-subsolution exists. In [7], Chu-McCleerey derived the real Hessian estimate independent of \( \inf_M h \), which can be applied to the degenerate case of (1.1).

Following the setting of Székelyhidi [28], we assume that \( f \) is defined on an open symmetric cone \( \Gamma \subseteq \mathbb{R}^n \) with vertex at the origin containing the positive orthant \( \Gamma_n = \{ \mu \in \mathbb{R}^n : \mu_i > 0 \text{ for } i = 1, \ldots, n \} \). Furthermore, suppose that

(i) \( f_i = \frac{\partial f}{\partial \mu_i} > 0 \text{ for all } i \) and \( f \) is concave,
(ii) \( \sup_{\partial\Gamma} f < \inf_M h \),
(iii) For any \( \sigma < \sup_{\Gamma} f \) and \( \mu \in \Gamma \), we have \( \lim_{t \to \infty} f(t\mu) > \sigma \),

where

\[
\sup_{\partial\Gamma} f = \sup_{\lambda' \in \partial\Gamma} \lim_{\lambda \to \lambda'} f(\lambda).
\]

Many geometric equations are of the form (1.1), such as complex Monge–Ampère equation, complex Hessian equation, complex Hessian quotient equation and the Monge–Ampère equation for \((n-1)\)-plurisubharmonic functions.

For the complex Monge–Ampère equation, when \((M, \omega)\) is Kähler, Yau [34] proved the existence of solution and solved Calabi’s conjecture (see [5]). When \((M, \omega)\) is Hermitian, the complex Monge–Ampère equation has been solved under some assumptions on \( \omega \) (see [6, 16, 18, 30, 37]). The general Hermitian case was solved by Tosatti-Weinkove [31]. More generally, in the almost Hermitian setting, analogous results were obtained by Chu-Tosatti-Weinkove [8].

When \((M, \omega)\) is Kähler, using a priori estimates of Hou [20] and Hou–Ma–Wu [21], Dinew-Kołodziej [9] solved the complex Hessian equation. This result was generalized to general Hermitian case by Székelyhidi [28] and Zhang [35] independently.

For the complex Hessian quotient equation (i.e. complex \( \sigma_k/\sigma_l \) equation where \( 1 \leq l < k \leq n \)), when \((M, \omega)\) is Kähler, \( k = n, l = n - 1 \) and \( h \) is constant, Song–Weinkove [23] obtained the necessary and sufficient condition for the existence of solution. This condition is equivalent to the existence of \( \mathcal{C} \)-subsolution. This result was generalized by Fang–Lai–Ma [11] to \( k = n \) and general \( l \), and by Székelyhidi [28] to general \( k \) and \( l \). When \( \omega \) is Hermitian and \( h \) is not constant, analogous results was obtained by Sun [25–27] (see also [17, 22]). When \( k = n \) and \( 1 \leq l \leq n - 1 \), the third author [36] proved a priori estimates and gave a sufficient condition for the existence of solution in the almost Hermitian setting.

The Monge–Ampère equation for \((n-1)\)-plurisubharmonic functions was introduced and studied by Fu–Wang–Wu [12, 13], which is a kind of Monge–Ampe type equation as follows:

\[
\left( \eta + \frac{1}{n-1} \left( (\Delta^C u)\chi - \sqrt{-1}\partial\bar{\partial} u \right) \right)^n = e^h \chi^n,
\]
where $\eta$ is a Hermitian metric, $\Delta^{C}$ denotes the canonical Laplacian operator of $\chi$. When $\chi$ is a Kähler metric, the equation (1.2) was solved by Tosatti-Weinkove [32]. They later generalized this result to general Hermitian metric $\chi$ in [33].

Our main result is the following estimate:

**Theorem 1.1** Let $(M, \chi, J)$ be a compact almost Hermitian manifold of real dimension $2n$ and $u$ is a $C$-subsolution (see Definition 2.1) of (1.1). Suppose that $u$ is a smooth solution of (1.1). Then for any $\alpha \in (0, 1)$, we have the following estimate

$$
\|u\|_{C^{2,\alpha}(M, \chi)} \leq C,
$$

where $C$ is a constant depending only on $\alpha, u, h, \omega, f, \Gamma$ and $(M, \chi, J)$.

Using Theorem 1.1, we can solve the complex Hessian equation and the Monge–Ampère equation for $(n-1)$-plurisubharmonic equations on compact almost Hermitian manifolds. For the definitions of $k$-positivity and $\Gamma_k(M, \chi)$, we refer the reader to Sect. 6.

**Theorem 1.2** Let $(M, \chi, J)$ be a compact almost Hermitian manifold of real dimension $2n$ and $\omega$ be a smooth $k$-positive real $(1,1)$-form. For any integer $1 \leq k \leq n$, there exists a unique pair $(u, c) \in C^\infty(M) \times \mathbb{R}$ such that

$$
\begin{align*}
\omega^k \wedge \chi^{n-k} &= e^{h+c} \chi^n, \\
\omega_u &\in \Gamma_k(M, \chi), \\
\sup_M u &= 0.
\end{align*}
$$

**Theorem 1.3** Let $(M, \chi, J)$ be a compact almost Hermitian manifold of real dimension $2n$ and $\eta$ be an almost Hermitian metric. There exists a unique pair $(u, c) \in C^\infty(M) \times \mathbb{R}$ such that

$$
\begin{align*}
\left(\eta + \frac{1}{n-1}((\Delta^{C} u)\chi - \sqrt{-1} \partial \overline{\partial} u)^n\right) &= e^{h+c} \chi^n, \\
\eta + \frac{1}{n-1}((\Delta^{C} u)\chi - \sqrt{-1} \partial \overline{\partial} u) &> 0, \\
\sup_M u &= 0.
\end{align*}
$$

We now discuss the proof of Theorem 1.1. The zero order estimate can be proved by adapting the arguments of [28, Proposition 11] and [8, Proposition 3.1] which are based on the method of Błocki [2, 3]. For the second order estimate, we first show that the real Hessian can be controlled by the gradient quadratically as follows:

$$
\sup_M |\nabla^2 u|_{\chi} \leq C \sup_M |\partial u|^2_{\chi} + C.
$$

Then the second order estimate follows from the blowup argument and Liouville type theorem [28, Theorem 20].

To prove (1.5), a possible method is to follow the arguments of [8, Proposition 5.1] or [7, Theorem 4.1]. However, these previous arguments do not seem to work for (1.1) directly in the almost Hermitian setting. Precisely, on one hand, although [8] investigated the complex Monge–Ampère equation on compact almost Hermitian manifolds, the argument of [8, Proposition 5.1] depends heavily on the special structure of Monge–Ampère operator. It is hard to generalize it to (1.1) directly. On the other hand, the estimate (1.5) for the general equation (1.1) was considered in [7]. But the underlying manifold in [7] is Hermitian (stronger than almost Hermitian condition), and the real Hessian estimate [7, Theorem 4.1] is built on the a priori estimates (including complex Hessian estimate) of [28]. These make
the situation considered in [7] simpler than the almost Hermitian setting. Hence, to prove (1.5), some essential modifications of the arguments in [8, Proposition 5.1] and [7, Theorem 4.1] are needed.

The proof of (1.5) is the heart of this paper. We apply the maximum principle to a quantity involving the largest eigenvalue of \( \nabla^2 u \) as in [7, 8]. The main task is to control negative third order terms by positive third order terms. We will use the ideas of [8, Proposition 5.1] to deal with the terms arising from the non-integrability of the almost complex structure, and refine the techniques of [7, Theorem 4.1] to control negative terms. More precisely, we modify the definitions of index sets \( S \) and \( I \) in [7, Section 4.2], and introduce a new index set \( J \).

According to the index sets \( J \) and \( S \), we divide the proof of (1.5) into three cases. The third case \((J, S \neq \emptyset)\) is the most difficult case. We split the bad third order term \( B \) (see (4.16)) into three terms \( B_1, B_2, B_3 \) (see (4.33)). For the terms \( B_1 \) and \( B_2 \), since the constant \( C \) in (1.5) should be independent of \( \sup_M |\partial u|_\chi^2 \), we may not apply the argument of [7, Section 4.2.1] directly. Thanks to the definition of modified set \( I \) and new set \( J \), terms \( B_1 \) and \( B_2 \) can be controlled by some lower order terms (see Lemma 4.6). For the main negative term \( B_3 \), we first derive a lower bound of \( \omega_u \), which depends on \( \sup_M |\partial u|_\chi \) quadratically (see Lemma 4.8). Combining this lower bound and some delicate calculations, we control \( B_3 \) by positive terms \( G_1, G_2, G_3 \) (see (4.15), (4.16) and Lemma 4.7). Here \( G_2 \) comes from the concavity of equation (1.1), and \( G_1, G_3 \) are provided by \( \log \lambda_1, \xi(|\rho|^2) \) in the quantity \( Q \), respectively.

The paper is organized as follows. In Sect. 2, we will introduce some notations, recall definition and an important property of \( C \)-subsolution. The zero order estimate will be established in Sect. 3. We will derive key inequality (1.5) in Sect. 4, and complete the proof of Theorem 1.1 in Sect. 5. In Sect. 6, we will prove Theorem 1.2 and 1.3.

2 Preliminaries

2.1 Notations

Recall that \((M, \chi, J)\) is an almost Hermitian manifold of real dimension \(2n\). Using the almost complex structure \( J \), we can define \((p, q)\)-form and operators \( \partial, \bar{\partial} \) (see e.g. [8, p. 1954]). Write

\[
A^{1,1}(M) = \{ \alpha : \alpha \text{ is a smooth real (1,1)-forms on}(M, J) \}.
\]

For any \( u \in C^\infty(M) \), we see that (see e.g. [8, p. 1954])

\[
\sqrt{-1} \partial \bar{\partial} u = \frac{1}{2} (dJ du)^{(1,1)}
\]

is a real (1, 1)-form in \( A^{1,1}(M) \).

For any point \( x_0 \in M \), let \( \{e_i\}_{i=1}^n \) be a local unitary \((1, 0)\)-frame with respect to \( \chi \) near \( x_0 \). Denote its dual coframe by \( \{\theta^i\}_{i=1}^n \). Then we have

\[
\chi = \sqrt{-1} \delta_{ij} \theta^j \wedge \bar{\theta}^i.
\]

Suppose that

\[
\omega = \sqrt{-1} g_{ij} \theta^i \wedge \bar{\theta}^j, \quad \omega_u = \sqrt{-1} \tilde{g}_{ij} \theta^i \wedge \bar{\theta}^j.
\]
Then we have (see e.g. [19, (2.5)])
\[ \tilde{g}_{ij} = g_{ij} + \left( \partial \bar{\partial} u \right) (e_i, \bar{e}_j) = g_{ij} + e_i \bar{e}_j(u) - [e_i, \bar{e}_j]^{(0,1)}(u), \]
where \([e_i, \bar{e}_j]^{(0,1)}\) is the \((0,1)\)-part of the Lie bracket \([e_i, \bar{e}_j]\). Define
\[ F_{ij} = \frac{\partial F}{\partial \tilde{g}_{ij}}, \quad F_{ijkl} = \frac{\partial^2 F}{\partial \tilde{g}_{ij} \partial \tilde{g}_{kl}}. \]

After making a unitary transformation, we may assume that \(\tilde{g}_{ij}(x_0) = \delta_{ij} \tilde{g}_{ii}(x_0)\). We denote \(\tilde{g}_{ii}(x_0)\) by \(\mu_i\). It is useful to order \(\{\mu_i\}\) such that
\[ \mu_1 \geq \mu_2 \geq \cdots \geq \mu_n. \tag{2.1} \]

At \(x_0\), we have the expressions of \(F_{ij}\) and \(F_{ijkl}\) (see e.g. [1, 14, 24])
\[ F_{ij} = \delta_{ij} f_i, \quad F_{ijkl} = f_{ik} \delta_{ij} \delta_{kl} + \frac{f_i - f_j}{\mu_i - \mu_j} (1 - \delta_{ij}) \delta_{il} \delta_{jk}, \tag{2.2} \]
where the quotient is interpreted as a limit if \(\mu_i = \mu_j\). Using (2.1), we obtain (see e.g. [10, 24])
\[ F_{11} \leq F_{22} \leq \cdots \leq F_{nn}. \tag{2.3} \]

On the other hand, the linearized operator of equation (1.1) is given by
\[ L := \sum_{i,j} F_{ij} (e_i \bar{e}_j - [e_i, \bar{e}_j]^{(0,1)}). \tag{2.4} \]

Note that \([e_i, \bar{e}_j]^{(0,1)}\) is a first order differential operator, and so \(L\) is a second order elliptic operator.

### 2.2 C-subsolution

**Definition 2.1** (Definition 1 of [28]) We say that a smooth function \(u : M \to \mathbb{R}\) is a \(C\)-subsolution of (1.1) if at each point \(x \in M\), the set
\[ \{ \mu \in \Gamma : f(\mu) = h(x) \text{ and } \mu - \mu(u) \in \Gamma_1 \} \]
is bounded, where \(\mu(u) = (\mu_1(u), \ldots, \mu_n(u))\) denote the eigenvalues of \(\omega + \sqrt{-1} \partial \bar{\partial} u\) with respect to \(\chi\).

For \(\sigma \in (\sup_{\partial \Gamma} f, \sup_{\Gamma} f)\), we denote
\[ \Gamma^\sigma = \{ \mu \in \Gamma : f(\mu) > \sigma \}. \tag{2.5} \]

By Definition 2.1, for any \(C\)-subsolution \(u\), there are constants \(\delta, R > 0\) depending only on \(u, (M, \chi, J), f\) and \(\Gamma\) such that at each \(x \in M\) we have
\[ (\mu(u) - \delta \mathbf{1} + \Gamma_n) \cap \partial \Gamma^{h(x)} \subset B_R(0), \tag{2.6} \]
where \(\mathbf{1} = (1, \ldots, 1) \in \mathbb{R}^n\) and \(B_R(0) \subset \mathbb{R}^n\) denotes the Euclidean ball with radius \(R\) and center \(0\).

The following proposition follows from [28, Lemma 9] and [28, Proposition 6] (which is a refinement of [15, Theorem 2.18]). It will play an important role in the proof of Theorem 4.1.
Proposition 2.2 Let $\sigma \in [\inf_M h, \sup_M h]$ and $A$ be a Hermitian matrix with eigenvalues $\mu(A) \in \partial \Gamma^\sigma$.

1. There exists a constant $\tau$ depending only on $f$, $\Gamma$ and $\sigma$ such that

\[ F(A) := \sum_i F^{ii}(A) > \tau. \]

2. For $\delta, R > 0$, there exists $\theta > 0$ depending only on $f$, $\Gamma$, $h$, $\delta$, $R$ such that the following holds. If $B$ is a Hermitian matrix satisfying

\[ (\mu(B) - 2\delta 1 + \Gamma_n) \cap \partial \Gamma^\sigma \subset B_R(0), \]

then we have either

\[ \sum_{p \neq q} F^{pq}(A) [B_{pq} - A_{pq}] > \theta \sum_p F^{pp}(A) \]

or

\[ F^{ii}(A) > \theta \sum_p F^{pp}(A), \text{ for all } i. \]

Proof (1) is [28, Lemma 9 (b)]. For (2), when $|\mu(A)| > R$, the conclusion follows from [28, Proposition 6]. When $|\mu(A)| \leq R$, we consider the set

\[ S_{R,\sigma} = \left\{ N \in \mathcal{H}_n : \mu(N) \in \overline{B_R(0)} \cap \partial \Gamma^\sigma \right\}, \]

where $\mathcal{H}_n$ denotes the set of Hermitian $n \times n$ matrices. It is clear that $S_{R,\sigma}$ is compact, and then there exists a constant $C > 0$ such that for $A \in S_{R,\sigma}$,

\[ C^{-1} \leq F^{ii}(A) \leq C, \text{ for all } i. \]

Decreasing $\theta$ if necessary,

\[ F^{ii}(A) > \theta \sum_p F^{pp}(A), \text{ for all } i. \]

Remark 2.3 In the proof of Proposition 2.2 (2), we use the compactness of the set $S_{R,\sigma}$. Then the constant $\theta$ depends on $\inf_M h$, and so Proposition 2.2 is only applicable in the non-degenerate setting. For the analogous result in the degenerate setting, we refer the reader to [7, Section 3].

3 Zero order estimate

The proof of zero order estimate will be given in this section. We follow the arguments of [28, Proposition 11] and [8, Proposition 3.1], which are generalizations of the arguments in [2, 3]. We begin with the following proposition.

Proposition 3.1 (Proposition 2.3 of [8]) Let $(M, \chi, J)$ be a compact almost Hermitian manifold. Suppose that $\varphi$ satisfies

\[ \sup_M \varphi = 0, \quad \Delta^C \varphi \geq -B \]
for some constant $B$, where $\Delta^C$ denotes the canonical Laplacian operator of $\chi$. Then there exists a constant $C$ depending only on $B$ and $(M, \chi, J)$ such that

$$\int_M (-\varphi) \chi^n \leq C.$$ 

**Proof** Actually, Proposition 3.1 is slightly stronger than [8, Proposition 2.3]. Precisely, the assumption $\chi + \sqrt{-1} \delta \bar{\delta} \varphi > 0$ in [8, Proposition 2.3] is replaced by $\Delta^C \varphi \geq -B$. Fortunately, as the reader may check, under this weaker assumption, the argument of [8, Proposition 2.3] still works. \qed

**Proposition 3.2** Suppose that $u$ is a $C$-subsolution of (1.1). Let $u$ be a smooth solution of (1.1) with $\sup_M (u - \bar{u}) = 0$. Then there exists a constant $C$ depending on $\|u\|_{C^2}, \|h\|_{C^0}, \|\omega\|_{C^0}, f, \Gamma$ and $(M, \chi, J)$ such that

$$\|u\|_{L^\infty} \leq C.$$ 

**Proof** Replacing $\omega$ by $\omega_u$, we may assume that $\bar{u} = 0$. It then suffices to establish the lower bound of the infimum $I = \inf_M u$. Assume that $I$ is attained at $x_0$. Choose a local coordinate chart $(x^1, \ldots, x^{2n})$ in a neighborhood of $x_0$ containing the unit ball $B_1(0) \subset \mathbb{R}^{2n}$ such that the point $x_0$ corresponds the origin $0 \in \mathbb{R}^{2n}$.

Consider the function $v = u + \varepsilon \sum_{i=1}^{2n} (x^i)^2$ for a small $\varepsilon > 0$ determined later. It is clear that

$$v(0) = I, \quad v \geq I + \varepsilon \quad \text{on} \quad \partial B_1(0).$$

We define the set $P$ by

$$P = \left\{ x \in B_1(0) : |Dv(x)| \leq \frac{\varepsilon}{2}, v(y) \geq v(x) + Dv(x) \cdot (y-x), \forall y \in B_1(0) \right\}. \quad (3.1)$$

Thanks to [28, Proposition 10], we have

$$c_0 \varepsilon^{2n} \leq \int_P \det(D^2v), \quad (3.2)$$

where $c_0$ is a constant depending only on $n$.

Let $(D^2u)^J$ be the $J$-invariant part of $D^2u$, i.e.

$$(D^2u)^J = \frac{1}{2}(D^2u + J^T \cdot D^2u \cdot J), \quad (3.3)$$

where $J^T$ denotes the transpose of $J$. The definition of $P$ (3.1) shows $D^2v \geq 0$ on $P$. Then

$$(D^2u)^J(x) \geq (D^2v)^J(x) - C \varepsilon \text{Id} \geq -C \varepsilon \text{Id} \quad \text{on} \quad P. \quad (3.4)$$

Consider the bilinear form $H(u)(X, Y) = \sqrt{-1} \delta \bar{\delta} u(X, JY)$ on $B_1(0)$. Direct calculation shows (see e.g. [29, p. 443])

$$H(u)(X, Y)(x) = \frac{1}{2} (D^2u)^J(x) + E(u)(x),$$
where $E(u)(x)$ is an error matrix which depends linearly on $Du(x)$. On $P$, we have $|Dv| \leq \frac{\varepsilon}{2}$ and so $|Du| \leq \frac{5\varepsilon}{2}$. Combining this with (3.4),

$$H(u) \geq -C\varepsilon \Id.$$  

It then follows that

$$\omega - \omega = \sqrt{-1} \partial \bar{\partial} u \geq -C\varepsilon \chi.$$  

Choosing $\varepsilon$ sufficiently small such that $C\varepsilon \leq \delta$, we see that

$$\mu(u) \in \mu(0) - \delta \Id + \Gamma_n.$$  

Since $u$ solves the equation (1.1), then $\mu(u) \in \partial \Gamma^h$. By (2.6),

$$\mu(u) \in (\mu(0) - \delta \Id + \Gamma_n) \cap \partial \Gamma^h \subset B_R(0)$$  

for some $R > 0$. This gives upper bound for $H(u)$. We define $H(v)$ similarly and obtain

$$(D^2v)^J = 2H(v) - 2E(v) \leq 2H(u) + C\varepsilon \Id \leq C \Id.$$  

(3.5)

Note that $\det(A + B) \geq \det(A) + \det(B)$ for non-negative definite Hermitian matrices $A$, $B$. On $P$, we have $D^2v \geq 0$ and so

$$\det((D^2v)^J) = 2^{-2n} \det(D^2v + J^T \cdot D^2v \cdot J) \geq 2^{-2n+1} \det(D^2v).$$  

Combining this with (3.5),

$$\det(D^2v) \leq 2^{2n-1} \det((D^2v)^J) \leq C.$$  

Plugging this into (3.2), we obtain

$$c_0\varepsilon^2n \leq C|P|.$$  

(3.6)

For each $x \in P$, choosing $y = 0$ in (3.1), we have

$$I = v(0) \geq v(x) - |Dv(x)| \cdot |x| \geq v(x) - \frac{\varepsilon}{2}.$$  

We assume without loss of generality that $I + \varepsilon \leq 0$. It then follows that

$$|I + \varepsilon| \leq -v \text{ on } P.$$  

Integrating both sides and using (3.6), we obtain

$$c_0\varepsilon^{2n} \leq |P| \leq \frac{\int_P (-v) \chi^n}{|I + \varepsilon|}.$$  

On the other hand, the assumptions of $\Gamma$ shows (see [4, (4)] or [28, (44)])

$$\Gamma \subset \Gamma_1 := \{(w_1, \ldots, w_n) : \sum_i w_i > 0\}.$$  

Then we have $\tr \chi \omega_u > 0$ and so

$$\Delta^C u = \tr \chi \omega_u - \tr \chi \omega \geq -C.$$  

(3.7)

Using Proposition 3.1,

$$c_0\varepsilon^{2n} |I + \varepsilon| \leq \int_P (-v) \chi^n \leq \int_P (-u) \chi^n + C\varepsilon \leq C.$$  

This gives the required estimate of $I$.  

$\square$
4 Second order estimate

In this section, we prove the following second order estimate.

**Theorem 4.1** Suppose that $u$ is a $C$-subsolution of (1.1). Let $u$ be a smooth solution of (1.1) with $\sup_M (u-u) = 0$. Then there exists a constant $C$ depending only on $\|u\|_{C^4}, \|h\|_{C^2}, \|\omega\|_{C^2}, f, \Gamma$ and $(M, \chi, J)$ such that

$$\sup_M |\nabla^2 u| \chi \leq C \sup_M |\partial u|^2 \chi + C, \tag{4.1}$$

where $\nabla$ denotes the Levi-Civita connection with respect to $\chi$.

Replacing $\omega$ by $\omega_u$ and $u$ by $u-1$, we may assume $u = 0$ and $\sup_M u = -1$. Let $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_{2n}$ be the eigenvalues of $\nabla^2 u$ with respect to $\chi$. For notational convenience, we write

$$|\cdot| = |\cdot|_\chi.$$

Combining $\Delta^C u \geq -C$ (see (3.7)) with [8, (5.2)],

$$\sum_{\alpha=1}^{2n} \lambda_{\alpha} \geq 2\Delta^C u - C \sup_M |\partial u| \geq -C \sup_M |\partial u| - C,$$

which implies

$$|\nabla^2 u| \leq C\lambda_1 + C \sup_M |\partial u| + C. \tag{4.2}$$

Set:

$$K = \sup_M |\partial u|^2 + 1, \quad N = \sup_M |\nabla^2 u| + 1, \quad \rho = \nabla^2 u + N \chi.$$

Let us remark that $\rho > 0$ by definition. We consider the quantity

$$Q = \log \lambda_1 + \xi(|\rho|^2) + \eta(|\partial u|^2) + e^{-Au}$$

on $\Omega := \{\lambda_1 > 0\} \subset M$, where

$$\xi(s) = -\frac{1}{4} \log(5N^2 - s), \quad \eta(s) = -\frac{1}{4} \log(2K - s)$$

and $A > 0$ is a large constant to be determined later. It is clear that

$$\xi'' = 4(\xi')^2, \quad \frac{1}{20N^2} \leq \xi' \leq \frac{1}{4N^2},$$

$$\eta'' = 4(\eta')^2, \quad \frac{1}{8K} \leq \eta' \leq \frac{1}{4K}. \tag{4.3}$$

We may assume $\Omega$ is a nonempty open set (otherwise we are done by (4.2)). Let $x_0$ be a maximum point of $Q$. Note that $Q(z) \to -\infty$ as $z$ approaches to $\partial \Omega$. Then $x_0$ must be an interior point of $\Omega$. To prove Theorem 4.1, it suffices to show

$$\lambda_1(x_0) \leq CK. \tag{4.4}$$

Indeed, by the definition of $Q$ and Proposition 3.2,

$$Q(x_0) \leq \log \lambda_1(x_0) - \frac{1}{4} \log N^2 - \frac{1}{4} \log K + e^{CA}. \tag{4.5}$$
Let $y_0$ be the maximum point of $|\nabla^2 u|$. Then (4.2) implies
\[
\sup_M |\nabla^2 u| + 1 = N \leq C\lambda_1(y_0) + C \sup_M |\partial u| + C \leq \lambda_1(y_0) + C\sqrt{K}.
\]
Without loss of generality, we assume that $N \geq 2C\sqrt{K}$. Then $\lambda_1(y_0) \geq \frac{N}{2C} > 0$ and so
\[
Q(y_0) \geq \log \frac{\lambda_1(y_0)}{N} - \frac{1}{4} \log(5N^2) - \frac{1}{4} \log(2K)
\geq \log \frac{N}{2C} - \frac{1}{2} \log N - \frac{1}{4} \log K - C \tag{4.6}
\geq \frac{1}{2} \log N - \frac{1}{4} \log K - C.
\]
Recalling that $x_0$ is the maximum point of $Q$, we have $Q(y_0) \leq Q(x_0)$. Combining this with (4.5) and (4.6),
\[
N \leq C_A \lambda_1(x_0) \tag{4.7}
\]
for some constant $C_A$ depending on $A$. This shows (4.4) implies Theorem 4.1.

Near $x_0$, we choose a local unitary frame $\{e_i\}_{i=1}^n$ with respect to $\chi$ such that at $x_0$, $x_{ij} = \delta_{ij}$, $\tilde{g}_{i\overline{j}} = \delta_{ij} \delta_{i\overline{j}}$, $\tilde{g}_{1\overline{1}} \geq \tilde{g}_{2\overline{2}} \geq \cdots \geq \tilde{g}_{n\overline{n}}$. \tag{4.8}
Note that $\tilde{g}_{i\overline{j}}$ is defined by $\omega_u = \sqrt{-1} \tilde{g}_{i\overline{j}} \theta^i \wedge \overline{\theta^j}$, where $\{\theta^i\}_{i=1}^n$ denotes the dual coframe of $\{e_i\}_{i=1}^n$. By (2.3), at $x_0$, we have
\[
F^{1\overline{1}} \leq F^{2\overline{2}} \leq \cdots \leq F^{n\overline{n}}. \tag{4.9}
\]
In addition, since $(M, \chi, J)$ is almost Hermitian, then $\chi$ and $J$ are compatible, and so there exists a coordinate system $(U, \{x^\alpha\}_{\alpha=1}^{2n})$ in a neighborhood of $x_0$ such that at $x_0$,
\[
e_i = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial x^{2i-1}} - \sqrt{-1} \frac{\partial}{\partial x^{2i}} \right), \quad \text{for } i = 1, 2, \ldots, n, \tag{4.10}\]
and
\[
\frac{\partial \chi_{\alpha\beta}}{\partial x^\gamma} = 0, \quad \text{for } \alpha, \beta, \gamma = 1, 2, \ldots, 2n, \tag{4.11}\]
where $\chi_{\alpha\beta} = \chi(\partial_\alpha, \partial_\beta)$ and $\partial_\alpha = \frac{\partial}{\partial x^\alpha}$. Write $u_{\alpha\beta} = (\nabla^2 u)(\partial_\alpha, \partial_\beta)$ and define
\[
\Phi^\alpha_{\beta} := \chi^{\alpha\gamma} u_{\gamma\beta},
\]
where $\chi^{\alpha\gamma}$ denotes the inverse of the matrix $(\chi_{\alpha\gamma})$. Recall that $\lambda_\alpha$ denote the eigenvalues of $\nabla^2 u$ with respect to $\chi$. Then $\lambda_\alpha$ are also the eigenvalues of $\Phi$. Let $V_1, \ldots, V_{2n}$ be the $\chi$-unit eigenvectors for $\Phi$ at $x_0$, corresponding to eigenvalues $\lambda_1, \ldots, \lambda_{2n}$ respectively. Define $V^\beta_\alpha$ by $V_\alpha = V^\beta_\alpha \partial_\beta$ at $x_0$, and extend $V_\alpha$ to be vector fields near $x_0$ by taking the components to be constants. Using the perturbation argument (see [8, p. 1965]), we may assume that $\lambda_1 > \lambda_2$ at $x_0$, and so $\lambda_1$ is smooth near $x_0$.

At $x_0$, the maximum principle shows
\[
\frac{(\lambda_1)_i}{\lambda_1} = -\xi e_i(|\rho|^2) - \eta' e_i(|\partial u|^2) + Ae^{-Au} u_i, \quad \text{for } i = 1, 2, \ldots, n, \tag{4.12}\]
and
\[
0 \geq L(Q) = \frac{L(\lambda_1)}{\lambda_1} - \frac{\mu^i |(\lambda_1)i|^2}{\lambda_1^2} + \xi' L(|\rho|^2) + \xi'' \mu^i |e_i|(|\rho|^2)|^2
\]
(4.13)
\[+ \eta' L(|\partial u|^2) + \eta'' \mu^i |e_i|(|\partial u|^2)|^2 - A e^{-Au} L(u) + A^2 e^{-Au} \mu^i |u|^2,\]
where the operator \( L \) is defined in (2.4).

From now on, all the calculations are done at \( x_0 \). We will use the Einstein summation convention. We usually use \( C \) to denote a constant depending only on \( \|h\|_{C^2}, \|w\|_{C^2}, f, \Gamma, (M, \chi, J) \), and \( C_A \) to denote a constant depending only on \( A, \|h\|_{C^2}, \|w\|_{C^2}, f, \Gamma, (M, \chi, J) \).

In the following argument, we always assume without loss of generality that \( \lambda_1 \geq CK \) for some \( C \), and \( \lambda_1 \geq C_A K \) for some \( C_A \).

### 4.1 Lower bound for \( L(Q) \)

**Proposition 4.2** For \( \varepsilon \in (0, \frac{1}{3}] \), at \( x_0 \), we have
\[
0 \geq L(Q) \geq G_1 + G_2 + G_3 - B + \xi'' \mu^i |e_i|(|\rho|^2)|^2
\]
\[+ \frac{3\eta'}{4} \sum_{i,j} \mu^i |e_i| e_j |u|^2 + \eta'' \mu^i |e_i|(|\partial u|^2)|^2
\]
(4.14)
\[- A e^{-Au} L(u) + A^2 e^{-Au} \mu^i |u|^2 - \frac{C}{\varepsilon} \mathcal{F},\]
where
\[
G_1 := (2 - \varepsilon) \sum_{\alpha > 1} \frac{\mu^i |e_i| (uv_1 v_\alpha)|^2}{\lambda_1 (\lambda_1 - \lambda_\alpha)}, \quad G_2 := -\frac{1}{\lambda_1} \mu^{i,j} \nu^i_1 (\tilde{g}_{ij}) \nu^j_1 (\tilde{g}_{ij}), \]
(4.15)
\[
G_3 := \sum_{\alpha, \beta} \frac{\mu^i |e_i| (u_{\alpha\beta})|^2}{C_A \lambda_1^2}, \quad B := (1 + \varepsilon) \frac{\mu^i |(\lambda_1)|^2}{\lambda_1^2}, \quad \mathcal{F} := \sum_i \mu^i. \]
(4.16)

To prove Proposition 4.2, we need to estimate the lower bounds of \( L(\lambda_1), L(|\rho|^2) \) and \( L(|\partial u|^2) \) respectively.

#### 4.1.1 Lower bound of \( L(\lambda_1) \)

**Lemma 4.3** For \( \varepsilon \in (0, \frac{1}{3}) \), at \( x_0 \), we have
\[
L(\lambda_1) \geq (2 - \varepsilon) \sum_{\alpha > 1} \frac{\mu^i |e_i| (uv_1 v_\alpha)|^2}{\lambda_1 - \lambda_\alpha} - \mu^{i,j} \nu^i_1 (\tilde{g}_{ij}) \nu^j_1 (\tilde{g}_{ij}) - \varepsilon \frac{\mu^i |(\lambda_1)|^2}{\lambda_1} - \frac{C}{\varepsilon} \lambda_1 \mathcal{F}.
\]

**Proof** The following formulas are well-known (see e.g. [8, Lemma 5.2]):
\[
\frac{\partial \lambda_1}{\partial \Phi^\alpha} = V^\alpha_1 V^\beta_1,
\]
\[
\frac{\partial^2 \lambda_1}{\partial \Phi^\alpha \partial \Phi^\beta} = \sum_{\mu > 1} \frac{V^\alpha_1 V^\beta_1 V^\gamma_1 V^\delta_1 + V^\alpha_1 V^\beta_1 V^\gamma_1 V^\delta_1}{\lambda_1 - \lambda_\mu}.
\]
Then we compute

\[
L(\lambda_1) = F^{ij} \frac{\partial^2 \lambda_1}{\partial \Phi_{\delta}^{\alpha} \partial \Phi_{\delta}^{\beta}} e_i(\Phi^{\alpha}_{\delta})\tilde{e}_i(\Phi^{\beta}_{\delta}) + F^{ij} \frac{\partial \lambda_1}{\partial \Phi_{\beta}^{\alpha}} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)})(\Phi^{\alpha}_{\beta})
\]

\[
= F^{ij} \frac{\partial^2 \lambda_1}{\partial \Phi_{\delta}^{\alpha} \partial \Phi_{\delta}^{\beta}} e_i(u_{\gamma \delta})\tilde{e}_i(u_{\alpha \beta}) + F^{ij} \frac{\partial \lambda_1}{\partial \Phi_{\beta}^{\alpha}} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)})(u_{\alpha \beta})
\]

\[
+ F^{ij} \frac{\partial \lambda_1}{\partial \Phi_{\beta}^{\alpha}} u_{\gamma \beta} e_i \tilde{e}_i(\chi^{\alpha \gamma})
\]

\[
\geq 2 \sum_{\alpha > 1} \frac{F^{ii} |e_i(u_{V_1 V_\alpha})|^2}{\lambda_1 - \lambda_\alpha} + F^{ii} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)})(u_{V_1 V_1}) - C\lambda_1 F,
\]

where \((\chi^{\alpha \beta})\) denotes the inverse of the matrix \((\chi_{\alpha \beta})\). Note that \(F \geq \tau\) has uniform positive lower bound thanks to Proposition 2.2.

\[\square\]

**Claim 1** At \(x_0\), we have

\[
F^{ij} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)})(u_{V_1 V_1}) \geq - F^{ik, jl} V_1(\tilde{g}_{ik}) V_1(\tilde{g}_{jl}) - C\lambda_1 F - 2T,
\]

where

\[
T := F^{ii} \{ [V_1, \tilde{e}_i] V_1 e_i(u) + [V_1, e_i] V_1 \tilde{e}_i(u) \}.
\]

**Proof of Claim 1** It is clear that

\[
F^{ij} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)})(u_{V_1 V_1})
\]

\[
= F^{ij} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)})(V_1 V_1(u) - (\nabla V_1 V_1)(u))
\]

\[
\geq F^{ij} e_i \tilde{e}_i V_1 V_1(u) - F^{ij} e_i \tilde{e}_i (\nabla V_1 V_1)(u) - F^{ij} [e_i, \tilde{e}_i]^{(0,1)} V_1 V_1(u) - C\lambda_1 F.
\]

Set \(W = \nabla V_1 V_1\). Then

\[
e_i \tilde{e}_i W(u) = e_i W \tilde{e}_i(u) + e_i [\tilde{e}_i, W](u)
\]

\[
= W e_i \tilde{e}_i(u) + [e_i, W] \tilde{e}_i(u) + e_i [\tilde{e}_i, W](u)
\]

\[
= W(\tilde{g}_{ij}) - W(g_{ij}) + W[e_i, \tilde{e}_i]^{(0,1)}(u) + [e_i, W] \tilde{e}_i(u) + e_i [\tilde{e}_i, W](u).
\]

Applying \(W\) to the equation (1.1),

\[
F^{ii} W(\tilde{g}_{ij}) = W(h).
\]

Substituting this into (4.19),

\[
|F^{ij} e_i \tilde{e}_i (\nabla V_1 V_1)(u)| = |F^{ii} e_i \tilde{e}_i W(u)| \leq C\lambda_1 F.
\]

Combining this with (4.18),

\[
F^{ij} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)})(u_{V_1 V_1})
\]

\[
\geq F^{ii} \{ e_i \tilde{e}_i V_1 V_1(u) - [e_i, \tilde{e}_i]^{(0,1)} V_1 V_1(u) \} - C\lambda_1 F.
\]
Let $O(\lambda_1)$ denote a term satisfying $|O(\lambda_1)| \leq C\lambda_1$ for some uniform constant $C$. Commuting the derivatives and absorbing the lower order commutator terms into $T$ and the error term $O(\lambda_1)\mathcal{F}$, we compute

\[
F_i^i \{ e_i \tilde{e}_i V_1 V_1(u) - [e_i, \tilde{e}_i]^{(0,1)} V_1 V_1(u) \}
\]

\[
= F_i^i \{ V_1 e_i \tilde{e}_i(u) - V_1 V_1 e_i [V_1, e_i \tilde{e}_i(u)] - V_1 e_i [V_1, \tilde{e}_i V_1(u) - e_i [V_1, \tilde{e}_i] V_1(u)] \} - F_i^i \{ V_1 e_i [V_1, e_i \tilde{e}_i]^{(0,1)}(u) - V_1 V_1 [e_i, \tilde{e}_i]^{(0,1)}(u) - [V_1, [e_i, \tilde{e}_i]^{(0,1)}] V_1(u) \} \tag{4.21}
\]

\[
= F_i^i V_1 e_i \tilde{e}_i(u) - [e_i, \tilde{e}_i]^{(0,1)}(u) + O(\lambda_1)\mathcal{F} - 2T
\]

Substituting (4.21) into (4.20),

\[
F_i^i (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{(0,1)})(u V_1 V_1) \geq F_i^i V_1 (\tilde{g}_{ii}) - C\lambda_1\mathcal{F} - 2T. \tag{4.22}
\]

To deal with the first term, we apply $V_1 V_1$ to the equation (1.1) and obtain

\[
F_i^i V_1 (\tilde{g}_{ii}) = - F_i^i k_{ij} V_1 (\tilde{g}_{ik}) V_1 (\tilde{g}_{jl}) + V_1 V_1 (h). \tag{4.23}
\]

Then Claim 1 follows from (4.22) and (4.23).

\[\Box\]

**Claim 2** For $\varepsilon \in (0, \frac{1}{2}]$, at $x_0$, we have

\[
2T \leq \varepsilon \frac{F_i^i (\lambda_1 i)^2}{\lambda_1} + \varepsilon \sum_{\alpha > 1} \frac{F_i^i |e_i(u V_1 V_1)|^2}{\lambda_1 - \lambda_\alpha} + \frac{C}{\varepsilon} \lambda_1 \mathcal{F},
\]

assuming without loss of generality that $\lambda_1 \geq K$.

**Proof of Claim 2** At $x_0$, we write

\[
[V_1, e_i] = \sum_\beta \tau_{i\beta} V_\beta, \quad [V_1, \tilde{e}_i] = \sum_\beta \bar{\tau}_{i\beta} V_\beta,
\]

where $\tau_{i\beta} \in \mathbb{C}$ are uniformly bounded constants. Then

\[
2T = 2 F_i^i \{ [V_1, e_i] V_1 e_i(u) + [V_1, e_i] V_1 \tilde{e}_i(u) \} \leq C \sum_\alpha F_i^i |V_\alpha V_1 e_i(u)|.
\]

Using $\lambda_1 \geq K$, we compute

\[
|V_\alpha V_1 e_i(u)| = |e_i V_\alpha V_1(u) + V_\alpha [V_1, e_i] V_1(u)|
\]

\[
= |e_i (u V_\alpha V_1) + e_i (\nabla V_1 V_\alpha) V_1(u) + V_\alpha [V_1, e_i] V_1(u)|
\]

\[
\leq |e_i (u V_\alpha V_1)| + C\lambda_1.
\]

It then follows that

\[
2T \leq C \sum_\alpha F_i^i |e_i (u V_\alpha V_1)| + C\lambda_1 \mathcal{F}
\]

\[
= C F_i^i |e_i (u V_1 V_1)| + C \sum_{\alpha > 1} F_i^i |e_i (u V_1 V_\alpha)| + C\lambda_1 \mathcal{F}
\]

\[
\leq \varepsilon \frac{F_i^i |e_i (u V_1 V_1)|^2}{\lambda_1} + \frac{C}{\varepsilon} \lambda_1 \mathcal{F} + \varepsilon \sum_{\alpha > 1} \frac{F_i^i |e_i (u V_1 V_\alpha)|^2}{\lambda_1 - \lambda_\alpha} + \frac{C}{\varepsilon} \sum_{\alpha > 1} (\lambda_1 - \lambda_\alpha) \mathcal{F} + C\lambda_1 \mathcal{F}
\]

\[
\leq \varepsilon \frac{F_i^i |(\lambda_1 i)|^2}{\lambda_1} + \varepsilon \sum_{\alpha > 1} \frac{F_i^i |e_i (u V_1 V_\alpha)|^2}{\lambda_1 - \lambda_\alpha} + \frac{C}{\varepsilon} \lambda_1 \mathcal{F}.
\]
where we used \((\lambda_1)_i = e_i(u_{V_i^1})\) and (4.2) in the last inequality.

Combining (4.17), Claim 1 and 2, we obtain Lemma 4.3.

4.1.2 Lower bound of \(L(|\rho|^2)\)

**Lemma 4.4** For \(\varepsilon \in (0, \frac{1}{3}]\), at \(x_0\), we have

\[
L(|\rho|^2) \geq (2-\varepsilon) \sum_{\alpha, \beta} F^{\tilde{i}} |e_i(u_{\alpha\beta})|^2 - \frac{C}{\varepsilon} N^2 \mathcal{F}.
\]

**Proof** Applying \(\partial_\alpha \partial_\beta\) to the equation (1.1),

\[
F^{\tilde{i}} \partial_\alpha \partial_\beta (\tilde{g}_{i\tilde{i}}) = - F^{ik, jl} \partial_\alpha (\tilde{g}_{ik}) \partial_\beta (\tilde{g}_{jl}) + \partial_\alpha \partial_\beta (h).
\]

By the similar calculation of (4.22), we obtain

\[
F^{\tilde{i}} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{[0,1]})(u_{\alpha\beta})
\]

\[
= F^{\tilde{i}} \partial_\alpha \partial_\beta (\tilde{g}_{i\tilde{i}}) - 2 F^{\tilde{i}} \text{Re}([\partial_\beta, e_i] \partial_\alpha \tilde{e}_i u) - 2 F^{\tilde{i}} \text{Re}([\partial_\alpha, e_i] \partial_\beta \tilde{e}_i u) + O(\lambda_1) \mathcal{F}
\]

\[
= - F^{ik, jl} \partial_\alpha (\tilde{g}_{ik}) \partial_\beta (\tilde{g}_{jl}) - 2 F^{\tilde{i}} \text{Re}([\partial_\beta, e_i] \partial_\alpha \tilde{e}_i u) - 2 F^{\tilde{i}} \text{Re}([\partial_\alpha, e_i] \partial_\beta \tilde{e}_i u) + O(\lambda_1) \mathcal{F}.
\]

Using (2.2), the concavity of \(f\) and \(\rho > 0\), we have

\[
-2 F^{ij, lpq} \rho_{ij} \partial_\alpha (\tilde{g}_{ij}) \partial_\beta (\tilde{g}_{pq}) \geq 0,
\]

and so

\[
L(|\rho|^2) \geq 2 \sum_{\alpha, \beta} F^{\tilde{i}} |e_i(u_{\alpha\beta})|^2 + 2 \sum_{\alpha, \beta} F^{\tilde{i}} (e_i \tilde{e}_i - [e_i, \tilde{e}_i]^{[0,1]})(u_{\alpha\beta}) \rho_{\alpha\beta}
\]

\[
+ \sum_{\alpha, \beta, \gamma, \delta} F^{\tilde{i}} e_i e_\gamma (\chi^{\alpha\gamma} \chi^{\delta}) \rho_{\alpha\beta} \rho_{\gamma\delta}
\]

\[
\geq 2 \sum_{\alpha, \beta} F^{\tilde{i}} |e_i(u_{\alpha\beta})|^2 - 2 \sum_{\alpha, \beta} \rho_{\alpha\beta} F^{\tilde{i}} \text{Re}([\partial_\beta, e_i] \partial_\alpha \tilde{e}_i u)
\]

\[
- 2 \sum_{\alpha, \beta} \rho_{\alpha\beta} F^{\tilde{i}} \text{Re}([\partial_\alpha, e_i] \partial_\beta \tilde{e}_i u) - C N^2 \mathcal{F}.
\]

Using the similar argument of Claim 2 in Lemma 4.3,

\[
2 \sum_{\alpha, \beta} \rho_{\alpha\beta} F^{\tilde{i}} \text{Re}([\partial_\beta, e_i] \partial_\alpha \tilde{e}_i u) + 2 \sum_{\alpha, \beta} \rho_{\alpha\beta} F^{\tilde{i}} \text{Re}([\partial_\alpha, e_i] \partial_\beta \tilde{e}_i u)
\]

\[
\leq \varepsilon \sum_{\alpha, \beta} F^{\tilde{i}} |e_i(u_{\alpha\beta})|^2 + \frac{C}{\varepsilon} N^2 \mathcal{F}.
\]

Then we obtain Lemma 4.4.

4.1.3 Lower bound of \(L(|\partial u|^2)\)

**Lemma 4.5** At \(x_0\), we have

\[
L(|\partial u|^2) \geq \frac{3}{4} \sum_{i, j} F^{\tilde{i}} |e_i e_j u|^2 + |e_i \tilde{e}_j u|^2 - CK \mathcal{F}.
\]
**Proof** Direct calculation shows

\[ L(\|\partial u\|^2) = F^{ij}(e_i e_j (\|\partial u\|^2) - [e_i, \bar{e}_i]^{(0,1)}(\|\partial u\|^2)) = I_1 + I_2 + I_3, \]

where

\[ I_1 := F^{ij}(e_i \bar{e}_i e_j u - [e_i, \bar{e}_i]^{(0,1)} e_j u), \]
\[ I_2 := F^{ij}(e_i \bar{e}_i e_j u - [e_i, \bar{e}_i]^{(0,1)} e_j u), \]
\[ I_3 := F^{ij}([e_i e_j u]^2 + |e_i e_j u|^2). \]

Applying \( e_j \) to the equation (1.1),

\[ F^{ij}(e_j e_i \bar{e}_i u - e_j [e_i, \bar{e}_i]^{(0,1)} u) = h_j. \]

Note that

\[ F^{ij}(e_i \bar{e}_i e_j u - [e_i, \bar{e}_i]^{(0,1)} e_j u) \]
\[ = F^{ij}(e_j e_i \bar{e}_i u + e_i \bar{e}_i, e_j u + [e_i, e_j] \bar{e}_i u - [e_i, \bar{e}_i]^{(0,1)} e_j u) \]
\[ = h_j + F^{ij} e_j [e_i, \bar{e}_i]^{(0,1)} u + F^{ij} (e_i \bar{e}_i, e_j u + [e_i, e_j] \bar{e}_i u - [e_i, \bar{e}_i]^{(0,1)} e_j u) \]
\[ = h_j + F^{ij} \{ e_i [\bar{e}_i, e_j] u + \bar{e}_i [e_i, e_j] u + [e_i, e_j] \bar{e}_i u - [e_i, \bar{e}_i]^{(0,1)} e_j u \}. \]

Similarly,

\[ F^{ij}(e_i \bar{e}_i e_j u - [e_i, \bar{e}_i]^{(0,1)} e_j u) \]
\[ = h_j + F^{ij} \{ e_i [\bar{e}_i, e_j] u + \bar{e}_i [e_i, e_j] u + [e_i, e_j] \bar{e}_i u - [e_i, \bar{e}_i]^{(0,1)} e_j u \}. \]

By the Cauchy–Schwarz inequality,

\[ I_1 + I_2 \]
\[ \geq 2 \Re \left( \sum_j h_j u_j \right) - C \|\partial u\| \sum_{i,j} F^{ij}([e_i e_j u] + |e_i \bar{e}_i u|) - C \|\partial u\|^2 \mathcal{F} \]
\[ \geq - C \|\partial u\| - \frac{1}{4} \sum_j F^{ij}([e_i e_j u]^2 + |e_i \bar{e}_i u|^2) - C \|\partial u\|^2 \mathcal{F}. \]

(4.25)

Then

\[ L(\|\partial u\|^2) = I_1 + I_2 + I_3 \]
\[ \geq \frac{3}{4} \sum_{i,j} F^{ij}([e_i e_j u]^2 + |e_i \bar{e}_i u|^2) - C(\|\partial u\| + \|\partial u\|^2) \mathcal{F} \]
\[ \geq \frac{3}{4} \sum_{i,j} F^{ij}([e_i e_j u]^2 + |e_i \bar{e}_i u|^2) - CK \mathcal{F}. \]

\[ \square \]

We will use the above computations to prove Proposition 4.2.
Proof of Proposition 4.2 Combining (4.13), Lemma 4.3, 4.4 and 4.5, we obtain

\[
0 \geq (2 - \varepsilon) \sum_{\alpha > 1} F^{i \bar{i}} |e_i (u_{V_{\alpha} V_1})|^2 - \frac{1}{\lambda_1} F^{i \bar{k}, j \bar{j}} V_1 (\tilde{g}_{i \bar{k}}) V_1 (\tilde{g}_{j \bar{j}}) \\
+ (2 - \varepsilon) \xi' \sum_{\alpha, \beta} F^{i \bar{i}} |e_i (u_{\alpha \beta})|^2 - (1 + \varepsilon) \frac{F^{i \bar{i}} |(\lambda_{i \bar{i}})|^2}{\lambda_1^2} + \xi'' F^{i \bar{i}} |e_i (|\rho|^2)|^2 \\
+ \frac{3\eta'}{4} \sum_{i, j} F^{i \bar{i}} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) + \eta'' F^{i \bar{i}} |e_i (|\partial u|^2)|^2 \\
- Ae^{-\lambda u} L(u) + A^2 e^{-\lambda u} F^{i \bar{i}} |u_i|^2 - \frac{C}{\varepsilon} (1 + \xi' N^2 + \eta' K) F.
\]

The first, second and fourth term are \(G_1, G_2\) and \(B\) respectively. It suffices to deal with the third and last term. For the third term, using (4.3) and (4.7),

\[
(2 - \varepsilon) \xi' \sum_{\alpha, \beta} F^{i \bar{i}} |e_i (u_{\alpha \beta})|^2 \geq \sum_{\alpha, \beta} F^{i \bar{i}} |e_i (u_{\alpha \beta})|^2 \geq \sum_{\alpha, \beta} \frac{F^{i \bar{i}} |e_i (u_{\alpha \beta})|^2}{20 N^2} = G_3.
\]

For the last term, using (4.3) again,

\[
- \frac{C}{\varepsilon} (1 + \xi' N^2 + \eta' K) F \geq - \frac{C}{\varepsilon} F.
\]

Combining the above inequalities, we obtain Proposition 4.2. \(\square\)

4.2 Proof of Theorem 4.1

To prove Theorem 4.1, we define the index set:

\[
J := \left\{ 1 \leq k \leq n : \frac{\eta'}{2} \sum_j (|e_k e_j u|^2 + |e_k \bar{e}_j u|^2) \geq A^{5n} e^{-5nu} K \text{ at } x_0 \right\}.
\]

If \(J = \emptyset\), then we obtain Theorem 4.1 directly. So we assume \(J \neq \emptyset\) and let \(j_0\) be the maximal element of \(J\). If \(j_0 < n\), then we define another index set:

\[
S := \left\{ j_0 \leq i \leq n - 1 : F^{i \bar{i}} \leq A^{-2} e^{2\lambda u} F^{i+1 \bar{i+1}} \text{ at } x_0 \right\}.
\]

According to the index sets \(J\) and \(S\), the proof of Theorem 4.1 can be divided into three cases:

**Case 1** \(j_0 = n\).

**Case 2** \(j_0 < n\) and \(S = \emptyset\).

**Case 3** \(j_0 < n\) and \(S \neq \emptyset\).

Actually, Case 3 is the most difficult case. Case 1 and 2 are relatively easy, and their arguments are very similar.

4.2.1 Proofs of Case 1 and 2

In Case 1, we choose \(\varepsilon = \frac{1}{3}\). By (4.12) and the elementary inequality

\[
|a + b + c|^2 \leq 3|a|^2 + 3|b|^2 + 3|c|^2,
\]

\(\square\) Springer
we get
\[ B = -(1 + \varepsilon) \frac{F^{ij}_{ii} (\lambda_1)_i^2}{\lambda_1^2} \]
\[ \geq -4KA^2e^{-2\Lambda u} F^i - 4(\xi')^2 F^{ii} |e_i(\rho)|^2 - 4(\eta')^2 F^{ii} |ei(\partial u)|^2. \]

Substituting this into (4.14), dropping the non-negative terms \( G_i \) \( (i = 1, 2, 3) \) and \( A^2e^{-\Lambda u} F^{ii}_i |u_i|^2 \), and using (4.3), we obtain
\[ 0 \geq \frac{3\eta'}{4} \sum_{i, j} F^{ii} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) - \left( C + 4KA^2e^{-2\Lambda u} \right) F - Ae^{-\Lambda u} L(u). \quad (4.28) \]

The assumption of Case 1 shows \( n = j_0 \in J \) and so
\[ \frac{\eta'}{2} \sum_{i, j} F^{ii} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) \geq \frac{\eta'}{2} F^{nn} \sum_{j} (|e_n e_j u|^2 + |e_n \bar{e}_j u|^2) \]
\[ \geq A^{5n}e^{-5nu} K F^{nn} \geq A^{5n}e^{-5nu} K F, \quad (4.29) \]
where we used (4.9) in the last inequality. It then follows that
\[ 0 \geq \frac{\eta'}{4} \sum_{i, j} F^{ii} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) - \left( C + 4KA^2e^{-2\Lambda u} \right) F \]
\[ + \frac{1}{n} A^{5n}e^{-5nu} K F - Ae^{-\Lambda u} L(u). \]

For the last term, by the Cauchy-Schwarz inequality, we obtain
\[ L(u) = \sum \limits_i F^{ii} (e_i \bar{e}_i u - [e_i, \bar{e}_i]^{(0, 1)} u) \leq \frac{\eta'}{4} F^{ii} |e_i \bar{e}_i u|^2 + CK F \quad (4.30) \]
and so
\[ 0 \geq \frac{1}{n} A^{5n}e^{-5nu} K F - (4A^2e^{-2\Lambda u} + C) K F. \quad (4.31) \]

Recalling \( \sup_{M} u = -1 \) and increasing \( A \) if necessary, this yields a contradiction.

In Case 2, using \( S = \emptyset \), we see that
\[ F^{j_0_0} \geq A^{-2}e^{2\Lambda u(x_0)} F^{j_0+1} + 1 \geq \cdots \geq A^{-2n}e^{2n\Lambda u(x_0)} F^{nn}. \]
Combining this with (4.9),
\[ \frac{\eta'}{2} \sum_{i, j} F^{ii} (|e_i e_j u|^2 + |e_i \bar{e}_j u|^2) \geq \frac{\eta'}{2} F^{j_0 j_0} \sum_{j} (|e_j e_j u|^2 + |e_j \bar{e}_j u|^2) \]
\[ \geq A^{5n}e^{-5nu} K F^{j_0 j_0} \geq A^{3n}e^{-3nu} K F^{nn} \geq \frac{1}{n} A^{3n}e^{-3nu} K F. \quad (4.32) \]
Replacing (4.29) by (4.32), and using the similar argument of Case 1, we complete the proof of Case 2.
4.2.2 Proof of Case 3

In Case 3, we have \( S \neq \emptyset \). Let \( i_0 \) be the minimal element of \( S \). Using \( i_0 \), we define another nonempty set

\[
I = \{i_0 + 1, \cdots, n\}.
\]

Now we decompose the term \( B \) into three terms based on \( I \):

\[
B = (1 + \varepsilon) \sum_i F^{ii} |(\lambda_1)_i|^2 \frac{1}{\lambda_1^2} = (1 + \varepsilon) \sum_{i \not\in I} F^{ii} |(\lambda_1)_i|^2 \frac{1}{\lambda_1^2} + 3\varepsilon \sum_{i \in I} F^{ii} |(\lambda_1)_i|^2 \frac{1}{\lambda_1^2} + (1 - 2\varepsilon) \sum_{i \in I} F^{ii} |(\lambda_1)_i|^2
\]

\[
=: B_1 + B_2 + B_3.
\]

- Terms \( B_1 \) and \( B_2 \) We first deal with the terms \( B_1 \) and \( B_2 \).

**Lemma 4.6** At \( x_0 \), we have

\[
B_1 + B_2 \leq \frac{\eta'}{4} \sum_j F^{ii} \left( |e_i e_j u|^2 + |e_i \tilde{e}_j u|^2 \right) + \varepsilon'' F^{ii} |e_i (|\rho|^2)|^2 + \eta'' F^{ii} |e_i (|\partial u|^2)|^2 + 9\varepsilon A^2 e^{-2\Lambda u} F^{ii} |u_i|^2.
\]

**Proof** Using (4.12), the elementary inequality (4.27) and \( \varepsilon \in (0, \frac{1}{3}] \), we obtain

\[
B_1 = (1 + \varepsilon) \sum_{i \not\in I} F^{ii} \left| -\xi' e_i (|\rho|^2) - \eta' e_i (|\partial u|^2) + A e^{-\Lambda u} u_i \right|^2 \\
\leq 4(\xi')^2 \sum_{i \not\in I} F^{ii} |e_i (|\rho|^2)|^2 + 4(\eta')^2 \sum_{i \not\in I} F^{ii} |e_i (|\partial u|^2)|^2 + 4A^2 e^{-2\Lambda u} \sum_{i \not\in I} F^{ii} |u_i|^2 \\
\leq \varepsilon'' \sum_{i \not\in I} F^{ii} |e_i (|\rho|^2)|^2 + \eta'' \sum_{i \not\in I} F^{ii} |e_i (|\partial u|^2)|^2 + 4A^2 e^{-2\Lambda u} K \sum_{i \not\in I} F^{ii},
\]

where we used (4.3) in the last line. Similarly,

\[
B_2 = 3\varepsilon \sum_{i \in I} F^{ii} \left| -\xi' e_i (|\rho|^2) - \eta' e_i (|\partial u|^2) + A e^{-\Lambda u} u_i \right|^2 \\
\leq 9\varepsilon(\xi')^2 \sum_{i \in I} F^{ii} |e_i (|\rho|^2)|^2 + 9\varepsilon(\eta')^2 \sum_{i \in I} F^{ii} |e_i (|\partial u|^2)|^2 + 9\varepsilon A^2 e^{-2\Lambda u} \sum_{i \in I} F^{ii} |u_i|^2 \\
\leq \varepsilon'' \sum_{i \in I} F^{ii} |e_i (|\rho|^2)|^2 + \eta'' \sum_{i \in I} F^{ii} |e_i (|\partial u|^2)|^2 + 9\varepsilon A^2 e^{-2\Lambda u} F^{ii} |u_i|^2.
\]

It then follows that

\[
B_1 + B_2 \leq 4A^2 e^{-2\Lambda u} K \sum_{i \not\in I} F^{ii} + \varepsilon'' F^{ii} |e_i (|\rho|^2)|^2 + \eta'' F^{ii} |e_i (|\partial u|^2)|^2 + 9\varepsilon A^2 e^{-2\Lambda u} F^{ii} |u_i|^2.
\]
Since $I = \{i_0 + 1, \ldots, n\}$, then for each $i \notin I$, we have $i \leq i_0$ and $F^{ii} \leq F^{i_0 i_0}$ (see (4.9)). This shows
\begin{equation}
B_1 + B_2 \leq 4nA^2 e^{-2Au} K F^{i_0 i_0} + \xi'' F^{ii} |e_i(\rho)^2| + \eta'' F^{ii} |e_i(\partial u|^2|2 + 9AE^2 e^{-2Au} F^{ii} |u_i|^2. \tag{4.34}
\end{equation}

On the other hand, we assert that
\begin{equation}
F^{j_0 j_0} > A^{-2n} e^{2nAu} F^{i_0 i_0}. \tag{4.35}
\end{equation}

The definitions of $i_0$ and $j_0$ show $j_0 \leq i_0$. If $j_0 = i_0$, the above is trivial. If $j_0 \leq i_0 - 1$, since $i_0$ is the minimal element of $S$, then we obtain $j_0, \ldots, i_0 - 1 \notin S$ and
\begin{equation*}
F^{j_0 j_0} > A^{-2n} e^{2nAu} F^{j_0 j_0} + \cdots > A^{-2(n_0 - j_0)} e^{2(i_0 - j_0)Au} F^{i_0 i_0} \leq A^{-2n} e^{2nAu} F^{i_0 i_0}.
\end{equation*}

Using $j_0 \in J$ and (4.35),
\begin{equation*}
\frac{\eta'}{4} \sum_{i,j} F^{ii} (|e_i e_j u|^2 + |e_i e_j u|^2) \geq \frac{\eta'}{4} F^{j_0 j_0} \sum_j (|e_{j_0} e_j u|^2 + |e_{j_0} e_j u|^2) \geq \frac{1}{2} A^3 e^{-3nAU} K F^{j_0 j_0} \geq \frac{1}{2} A^3 e^{-3nAU} K F^{i_0 i_0}. \tag{4.36}
\end{equation*}

Combining (4.34) and (4.36), and increasing $A$ if necessary, we are done. \hfill \Box

\textbf{Term $B_3$}

We will use $G_1$, $G_2$ and $G_3$ to control the term $B_3$.

\textbf{Lemma 4.7} If $e = \frac{e^{Au(x_0)}}{\rho}$, then at $x_0$, we have
\begin{equation*}
B_3 \leq G_1 + G_2 + G_3 + \frac{C}{\varepsilon} \mathcal{F}.
\end{equation*}

We first define
\begin{equation*}
W_1 = \frac{1}{\sqrt{2}} (V_1 - \sqrt{-1} JV_1), \quad W_1 = \sum_q v_q e_q, \quad JV_1 = \sum_{\alpha > 1} \varsigma_\alpha V_\alpha, \tag{4.37}
\end{equation*}

where we used $V_1$ is orthogonal to $JV_1$. At $x_0$, since $V_1$ and $e_q$ are $\chi$-unit, then
\begin{equation*}
\sum_q |v_q|^2 = 1, \quad \sum_{\alpha > 1} \varsigma_\alpha^2 = 1.
\end{equation*}

\textbf{Lemma 4.8} At $x_0$, we have
\begin{enumerate}
\item $\omega_u \geq -C_A K \chi$,
\item $|v_i| \leq \frac{C_A K}{\varepsilon}$, for $i \in I$.
\end{enumerate}

\textbf{Proof} For (1), recall that the maximal element of $J$ is $j_0$, and the minimal element of $I$ is $i_0 + 1$ satisfying $i_0 + 1 > j_0$. This shows $I \cap J = \emptyset$, i.e. for any $i \in I$, we have $i \notin J$. Thus,
\begin{equation*}
\frac{\eta'}{4} \sum_j (|e_i e_j u|^2 + |e_i e_j u|^2) \leq \frac{1}{2} A^3 e^{-3nAU} K, \quad \text{for } i \in I. \tag{4.38}
\end{equation*}
Since \( n \in I \), then (4.38) implies \( e_n \bar{e}_n u \geq -C_A K \) and so

\[
\tilde{g}_{n\pi} = g_{n\pi} + e_n \bar{e}_n u - [e_n, \bar{e}_n]^{(0,1)} u \geq e_n \bar{e}_n u - C K \geq -C_A K.
\]

Combining this with (4.8), we obtain \( \omega_u \geq -C_A K \chi \).

For (2), use (4.38) again, we see that

\[
\sum_{\gamma=2i_0+1}^{2n} \sum_{\beta=1}^{2n} |u_{\gamma\beta}| \leq C_A K.
\]

It then follows that

\[
|\Phi^\gamma_{\beta}| = |u_{\beta\gamma}| \leq C_A K, \quad \text{for} 2i_0 + 1 \leq \gamma \leq 2n, 1 \leq \beta \leq 2n.
\]

Recalling \( \Phi(V_1) = \lambda_1 V_1 \), we obtain

\[
|V_1^\gamma| = \left| \frac{1}{\lambda_1} \sum_{\beta} \Phi^\gamma_{\beta} V_1^\beta \right| \leq \frac{C_A K}{\lambda_1}, \quad \text{for} 2i_0 + 1 \leq \gamma \leq 2n,
\]

which implies

\[
|\nu_i| \leq |V_1^{2i-1}| + |V_1^{2i}| \leq \frac{C_A K}{\lambda_1}, \quad \text{for} i \in I.
\]

\( \square \)

The definition of \( W_1 \) (4.37) gives \( V_1 = -\sqrt{-1} J V_1 + \sqrt{2} \overline{W_1} \). Then direct calculation shows

\[
e_i(u_{V_1 V_1}) = -\sqrt{-1} e_i(u_{V_1 J V_1}) + \sqrt{2} e_i(u_{V_1 \overline{W}_1})
\]

\[
= -\sqrt{-1} \sum_{\alpha > 1} \zeta_\alpha e_i(u_{V_1 V_\alpha}) + \sqrt{2} \sum_q \psi_q V_1 e_i \overline{q}_u + O(\lambda_1)
\]

\[
= -\sqrt{-1} \sum_{\alpha > 1} \zeta_\alpha e_i(u_{V_1 V_\alpha}) + \sqrt{2} \sum_{\psi \notin I} \psi_q V_1 (\tilde{g}_{i\psi}) + \sqrt{2} \sum_{\psi \in I} \psi_q V_1 e_i \overline{q}_u + O(\lambda_1).
\]

Combining this with the Cauchy–Schwarz inequality and Lemma 4.8,

\[
B_3 = (1 - 2\varepsilon) \sum_{i \in I} \frac{F_{i\bar{i}} |e_i(u_{V_1 V_1})|^2}{\lambda_1^2}
\]

\[
\leq (1 - \varepsilon) \sum_{i \in I} \frac{F_{i\bar{i}}}{\lambda_1^2} \left| -\sqrt{-1} \sum_{\alpha > 1} \zeta_\alpha e_i(u_{V_1 V_\alpha}) + \sqrt{2} \sum_{\psi \notin I} \psi_q V_1 (\tilde{g}_{i\psi}) \right|^2
\]

\[
+ \frac{C_A K^2}{\varepsilon \lambda_1^2} \sum_{i \in I} \sum_{q \in I} \frac{F_{i\bar{i}} |V_1 e_i \overline{q}_u|^2}{\lambda_1^2} + \frac{C F}{\varepsilon}.
\]
For any $\gamma > 0$, using the Cauchy-Schwarz inequality again,

$$B_3 \leq (1 - \varepsilon) \left( 1 + \frac{1}{\gamma} \right) \sum_{i \in \mathcal{I}} \frac{F_i^T}{\lambda_i^2} \left( \sum_{\alpha > 1} \zeta_{\alpha} \epsilon_i(u_{V_V}) \right)^2$$

$$+ (1 - \varepsilon)(1 + \gamma) \frac{2 F_i^T}{\lambda_i^2} \left( \sum_{q \not\in \mathcal{I}} \frac{\gamma q}{V_i(\tilde{g}_i \tilde{q})} \right)^2$$

$$+ \frac{C_A K^2}{\varepsilon \lambda_1^2} \sum_{i \in \mathcal{I}} \left( \sum_{\alpha > 1} \frac{F_i^T |V_1 e_i q u|^2}{\lambda_1^2} + \frac{C \mathcal{F}}{\varepsilon} \right)$$

$$=: B_{31} + B_{32} + B_{33} + \frac{C \mathcal{F}}{\varepsilon}.$$

Now we give the proof of Lemma 4.7.

**Proof of Lemma 4.7** We first deal with $B_{33}$. It is clear that

$$|V_1 e_i q u| \leq C \sum_{\alpha, \beta} |e_i(u_{\alpha \beta})| + C \lambda_1$$

and so

$$B_{33} = \frac{C_A K^2}{\varepsilon \lambda_1^2} \sum_{i \in \mathcal{I}} \sum_{q \in \mathcal{I}} \frac{F_i^T |V_1 e_i q u|^2}{\lambda_1^2} \leq \frac{C_A K^2}{\varepsilon \lambda_1^2} \sum_{\alpha, \beta} \frac{F_i^T |e_i(u_{\alpha \beta})|^2}{\lambda_1^2} + \frac{C_A K^2}{\varepsilon \lambda_1^2} \mathcal{F}.$$

Without loss of generality, we assume that $\lambda_1 \geq \frac{C_A K}{\varepsilon}$, which implies

$$B_{33} \leq \sum_{\alpha, \beta} \frac{F_i^T |e_i(u_{\alpha \beta})|^2}{C_A \lambda_1^2} + \mathcal{F} = G_3 + \mathcal{F}.$$

To prove Lemma 4.7, it suffices to show

$$B_{31} + B_{32} \leq G_1 + G_2. \quad (4.39)$$

The process of proving (4.39) will be fairly long and involve some further cases. For the term $B_{31}$, by the Cauchy–Schwarz inequality,

$$B_{31} \leq (1 - \varepsilon) \left( 1 + \frac{1}{\gamma} \right) \sum_{i \in \mathcal{I}} \frac{F_i^T}{\lambda_i^2} \left( \sum_{\alpha > 1} \frac{(\lambda_1 - \lambda_{\alpha}) s_{\alpha}^2}{\lambda_1 - \lambda_{\alpha}} \right) \left( \sum_{\alpha > 1} |e_i(u_{V_V})|^2 \right)$$

$$= (1 - \varepsilon) \left( 1 + \frac{1}{\gamma} \right) \sum_{i \in \mathcal{I}} \frac{F_i^T}{\lambda_i^2} \left( \lambda_1 - \sum_{\alpha > 1} \lambda_{\alpha} s_{\alpha}^2 \right) \left( \sum_{\alpha > 1} |e_i(u_{V_V})|^2 \right) \quad (4.40)$$

$$\leq \frac{1 - \varepsilon}{(2 - \varepsilon) \lambda_1} \left( 1 + \frac{1}{\gamma} \right) \left( \lambda_1 - \sum_{\alpha > 1} \lambda_{\alpha} s_{\alpha}^2 \right) G_1.$$

旮 Springer
For the term $B_{32}$, using the Cauchy-Schwarz inequality again,

$$B_{32} = (1 - \varepsilon)(1 + \gamma) \sum_{i \in I} \frac{2F^{ii}}{\lambda_i^2} \left| \sum_{q \not\in I} \nu_q V_1(\tilde{g}_{i\pi}) \right|^2$$

$$\leq (1 - \varepsilon)(1 + \gamma) \sum_{i \in I} \frac{2F^{ii}}{\lambda_i^2} \left( \sum_{q \not\in I} (\tilde{g}_{q\pi} - \tilde{g}_{i\pi})|\nu_q|^2 \right) \left( \sum_{q \not\in I} (F^{ii} - F^{q\pi})|V_1(\tilde{g}_{i\pi})|^2 \right).$$

The denominators in the above are not zero. Indeed, for $i \in I$ and $q \not\in I$, by definition of the index set $I$,

$$F^{q\pi} \leq F^{i0\pi} \leq A^{-2} e^{2Au} F^{i0} + 1 \leq A^{-2} e^{2Au} F^{ii}.$$ 

Increasing $A$ if necessary, we have $F^{ii} \neq F^{q\pi}$ and so $\tilde{g}_{q\pi} \neq \tilde{g}_{i\pi}$. Recalling $\omega_u \geq -CAK \chi$ (see Lemma 4.8), for $i \in I$ and $q \not\in I$, we have

$$0 \leq \frac{(\tilde{g}_{q\pi} - \tilde{g}_{i\pi})|\nu_q|^2}{F^{ii} - F^{q\pi}} \leq \frac{\tilde{g}_{q\pi}|\nu_q|^2 - \tilde{g}_{i\pi}|\nu_q|^2}{(1 - A^{-2} e^{2Au})F^{ii}} \leq \frac{\tilde{g}_{q\pi}|\nu_q|^2 + CAK}{(1 - A^{-2} e^{2Au})F^{ii}}. \quad (4.41)$$

It then follows that

$$B_{32} \leq (1 - \varepsilon)(1 + \gamma) \sum_{i \in I} \frac{2F^{ii}}{\lambda_i^2} \left( \sum_{q \not\in I} \tilde{g}_{q\pi}|\nu_q|^2 + CAK \right) \sum_{i \in I} \frac{2}{\lambda_i^2} \left( \sum_{q \not\in I} (F^{ii} - F^{q\pi})|V_1(\tilde{g}_{i\pi})|^2 \right).$$

Using (2.2) and the concavity of $f$, we have

$$G_2 = -\frac{1}{\lambda_1} F^{ik,j\pi} V_1(\tilde{g}_{ik}) V_1(\tilde{g}_{j\pi}) \geq 2 \sum_{i \in I} \sum_{q \not\in I} \frac{(F^{ii} - F^{q\pi})|V_1(\tilde{g}_{i\pi})|^2}{\tilde{g}_{q\pi} - \tilde{g}_{i\pi}}$$

and so

$$B_{32} \leq \frac{(1 - \varepsilon)(1 + \gamma)}{\lambda_1(1 - A^{-2} e^{2Au})} \left( \sum_{q \not\in I} \tilde{g}_{q\pi}|\nu_q|^2 + CAK \right) G_2.$$ 

Increasing $A$ if necessary, $\varepsilon = \frac{A \nu_{u(i)}}{\chi}$ implies

$$\frac{(1 - \varepsilon)(1 + \gamma)}{\lambda_1(1 - A^{-2} e^{2Au})} \leq \left( 1 - \frac{\varepsilon}{2} \right) \left( 1 + \frac{1 + \gamma}{\lambda_1} \right).$$

Then

$$B_{32} \leq \left( 1 - \frac{\varepsilon}{2} \right) \left( 1 + \frac{1 + \gamma}{\lambda_1} \right) \left( \sum_{q \not\in I} \tilde{g}_{q\pi}|\nu_q|^2 + CAK \right) G_2. \quad (4.42)$$
Combining (4.40) and (4.42),
\[ B_{31} + B_{32} \leq \frac{1 - \varepsilon}{(2 - \varepsilon)\lambda_1} \left( 1 + \frac{1}{\gamma} \right) \left( \lambda_1 - \sum_{\alpha > 1,} \lambda_\alpha s_\alpha^2 \right) G_1 + \left( 1 - \frac{\varepsilon}{2} \right) \left( \frac{1 + \gamma}{\lambda_1} \right) \left( \sum_{q \notin I} \tilde{g}_{q\bar{q}} |v_q|^2 + C_A K \right) G_2. \] (4.43)

Thanks to (4.41), increasing \( C_A \) if necessary, we have
\[ \sum_{q \notin I} \tilde{g}_{q\bar{q}} |v_q|^2 + C_A K > 0. \] (4.44)

We split the proof of (4.39) into two cases.

Case (i) \( \frac{1}{2} \left( \lambda_1 + \sum_{\alpha > 1} \lambda_\alpha s_\alpha^2 \right) > (1 - \frac{\varepsilon}{2}) \left( \sum_{q \notin I} \tilde{g}_{q\bar{q}} |v_q|^2 + C_A K \right). \)

By the assumption of Case (i) and (4.44),
\[ \frac{1}{2} \left( \lambda_1 + \sum_{\alpha > 1} \lambda_\alpha s_\alpha^2 \right) > \left( 1 - \frac{\varepsilon}{2} \right) \left( \sum_{q \notin I} \tilde{g}_{q\bar{q}} |v_q|^2 + C_A K \right) > 0. \]

Since \( \lambda_1 > \lambda_2 \) at \( x_0 \), we can choose
\[ \gamma := \frac{\lambda_1 - \sum_{\alpha > 1} \lambda_\alpha s_\alpha^2}{\lambda_1 + \sum_{\alpha > 1} \lambda_\alpha s_\alpha^2} > 0. \]

Then, by (4.43),
\[ B_{31} + B_{32} \leq \frac{1}{2\lambda_1} \left( 1 + \frac{1}{\gamma} \right) \left( \lambda_1 - \sum_{\alpha > 1} \lambda_\alpha s_\alpha^2 \right) G_1 + \frac{1 + \gamma}{2\lambda_1} \left( \lambda_1 + \sum_{\alpha > 1} \lambda_\alpha s_\alpha^2 \right) G_2 = G_1 + G_2. \]

Case (ii) \( \frac{1}{2} \left( \lambda_1 + \sum_{\alpha > 1} \lambda_\alpha s_\alpha^2 \right) \leq (1 - \frac{\varepsilon}{2}) \left( \sum_{q \notin I} \tilde{g}_{q\bar{q}} |v_q|^2 + C_A K \right). \)

It is clear that
\[ \tilde{g}(W_1, \bar{W}_1) = g(W_1, \bar{W}_1) + (\bar{\partial} \bar{u})(W_1, \bar{W}_1) = W_1 \bar{W}_1(u) + O(K) \]
\[ = \frac{1}{2} (u_W v_1 + u_J v_1 J v_1) + O(K) = \frac{1}{2} \left( \lambda_1 + \sum_{\alpha > 1} \lambda_\alpha s_\alpha^2 \right) + O(K), \] (4.45)

where \( O(K) \) denotes a term satisfying \( |O(K)| \leq CK \) for some uniform constant \( C \). Thanks to Lemma 4.8, we have \( \omega_u \geq -C_A K \chi \), and then
\[ \sum_{q \notin I} \tilde{g}_{q\bar{q}} |v_q|^2 + C_A K \leq \sum_q \tilde{g}_{q\bar{q}} |v_q|^2 + C_A K \]
\[ = \tilde{g}(W_1, \bar{W}_1) + C_A K \leq \frac{1}{2} \left( \lambda_1 + \sum_{\alpha > 1} \lambda_\alpha s_\alpha^2 \right) + C_A K, \]

where we used (4.37) in the last inequality. Combining this with the assumption of Case (ii), we see that
\[ \sum_{q \notin I} \tilde{g}_{q\bar{q}} |v_q|^2 + C_A K \leq \frac{C_A K}{\varepsilon}. \] (4.46)
Using $\omega_u \geq -CAK\chi$ and (4.45),

$$\frac{1}{2} \left( \lambda_1 + \sum_{\alpha > 1} \lambda_\alpha S_\alpha^2 \right) \geq \tilde{g}(W_1, \tilde{W}_1) - CK = \sum_q \tilde{g}_{q\bar{q}}|v_q|^2 - CK \geq -CAK.$$ 

It then follows that

$$0 < \lambda_1 - \sum_{\alpha > 1} \lambda_\alpha S_\alpha^2 \leq 2\lambda_1 + CAK \leq (2 + 2\epsilon^2)\lambda_1,$$

where we assume without loss of generality that $\lambda_1 \geq \frac{CAK}{\epsilon^2}$. Choosing $\gamma = \frac{1}{\epsilon^2}$ and using (4.43) and (4.46),

$$B_{31} + B_{32} \leq \frac{2 - 2\epsilon}{2 - \epsilon} (1 + \epsilon^2)G_1 + \frac{CAK}{\epsilon^2 \lambda_1} G_2.$$

Recalling $\epsilon = \frac{e^{A(u(x_0))}}{9}$ and increasing $A$ if necessary, we may assume that

$$\frac{2 - 2\epsilon}{2 - \epsilon} (1 + \epsilon^2)^2 \leq 1.$$

Then $B_{31} + B_{32} \leq G_1 + G_2$. \hfill \Box

Now we complete the proof of Case 3 of Theorem 4.1.

**Proof** (Finishing the Proof of Case 3) Combining Proposition 4.2, Lemma 4.6 and 4.7, we have

$$0 \geq (A^2 e^{-Au} - 9\epsilon A^2 e^{-2Au}) F^{ji} |ui|^2 - \frac{C}{\epsilon} \mathcal{F} + \frac{\eta'}{4} \sum_{i,j} F^{ji} (|e_i e_j u|^2 + |e_i \tilde{e}_j u|^2) - Ae^{-Au} L(u).$$

Recalling that $\epsilon$ has been chosen as $\frac{e^{A(u(x_0))}}{9}$ in Lemma 4.7, we obtain

$$0 \geq - \frac{C}{\epsilon} \mathcal{F} + \frac{\eta'}{4} \sum_{i,j} F^{ji} (|e_i e_j u|^2 + |e_i \tilde{e}_j u|^2) - Ae^{-Au} L(u). \quad (4.47)$$

We now choose $A = \frac{9C + 1}{\theta}$, where $\theta$ is the constant in Proposition 2.2. There are two subcases:

**Subcase 3.1** $-L(u) \geq \theta \mathcal{F}$.

In this subcase, (4.47) implies

$$0 \geq \left( A \theta e^{-Au} - \frac{C}{\epsilon} \right) \mathcal{F} + \frac{\eta'}{4} \sum_{i,j} F^{ji} (|e_i e_j u|^2 + |e_i \tilde{e}_j u|^2).$$

Using $A = \frac{9C + 1}{\theta}$, we have

$$A \theta e^{-Au} - \frac{C}{\epsilon} = A \theta e^{-Au} - 9Ce^{-Au} \geq e^{-Au}.$$

It then follows that

$$0 \geq e^{-Au} \mathcal{F} + \frac{\eta'}{4} \sum_{i,j} F^{ji} (|e_i e_j u|^2 + |e_i \tilde{e}_j u|^2).$$
This yields a contradiction.

**Subcase 3.2** $F_{ii}^{i} \geq \theta F$ for $i = 1, 2, \ldots, n$.

By the Cauchy-Schwarz inequality,

$$Ae^{-Au} L(u) = Ae^{-Au} \sum_{i} F_{ii}^{i} (e_{i} \bar{e}_{i} u - [e_{i}, \bar{e}_{i}]^{(0,1)} u)$$

$$\leq Ae^{-Au} \sum_{i} |e_{i} \bar{e}_{i} u| + C Ae^{-Au} K F$$

$$\leq \frac{\theta \eta'}{8} \sum_{i} |e_{i} \bar{e}_{i} u|^{2} + C A K F.$$

Substituting this into (4.47),

$$\frac{\theta \eta'}{8} \sum_{i,j} (|e_{i} e_{j} u|^{2} + |e_{i} \bar{e}_{j} u|^{2}) \leq C A K F.$$  

It then follows that

$$\sum_{i,j} (|e_{i} e_{j} u|^{2} + |e_{i} \bar{e}_{j} u|^{2}) \leq C A K^{2}$$

and so $\lambda_{1} \leq C A K$. This completes the proof of Subcase 3.2.  

\[\Box\]

## 5 Proof of Theorem 1.1

In this section, we will prove the $C^{2}$ estimate by adapting the argument of [28, Section 6] in the almost Hermitian setting, and then give the proof of Theorem 1.1.

### 5.1 $C^{2}$ estimate

**Proposition 5.1** Let $u$ be a smooth solution of the equation (1.1) with $\sup_{M} (u - u) = 0$. Then there exists a constant $C$ depending on $u, h, \omega, f, \Gamma$ and $(M, \chi, J)$ such that

$$\sup_{M} |\nabla^{2} u|_{\chi} \leq C.$$  

**Proof** By Theorem 4.1, it suffices to prove

$$\sup_{M} |\partial u|_{\chi}^{2} \leq C.$$  

We follow the argument of [28, Section 6]. For convenience, we denote $|\cdot|_{\chi}$ by $|\cdot|$. To prove (5.1), we argue by contradiction. Suppose that there exist sequences of smooth functions $u_{k}$ and $h_{k}$ such that

1. $\sup_{\Gamma} f < h_{k} \leq \sup_{\Gamma} f - C_{0}^{-1}$ and $\|h_{k}\|_{C^{2}} \leq C_{0}$,
2. $F(\omega_{u_{k}}) = h_{k}$ and it admits a $C$-subsolution $u_{k}$ with $\sup_{M} (u_{k} - u_{k}) = 0$ and $\|u_{k}\|_{C^{4}} \leq C_{0}$,
3. $\sup_{M} |\partial u_{k}|^{2} =: \Lambda_{k}^{2} \to \infty$,

where $C_{0}$ is a positive constant independent of $k$. Let $p_{k}$ be the maximum point of $|\partial u_{k}|^{2}$, i.e.

$$|\partial u_{k}|^{2}(p_{k}) = \sup_{M} |\partial u_{k}|^{2} = \Lambda_{k}^{2} \to \infty.$$
Passing to a subsequence, we may assume that $p_k$ converges to $p_\infty$. Near $p_\infty$, we choose the coordinate system $(U, \{x^\alpha\}_{\alpha=1}^{2n})$ such that at $p_\infty$,

$$\chi_{\alpha\beta} = \chi \left( \frac{\partial}{\partial x^\alpha}, \frac{\partial}{\partial x^\beta} \right) = \delta_{\alpha\beta}$$

and

$$J \left( \frac{\partial}{\partial x^{2i-1}} \right) = \frac{\partial}{\partial x^{2i}}, \quad \text{for } i = 1, 2, \ldots, n.$$ 

For convenience, we assume that $U$ contains the Euclidean ball of radius 2 and write $\partial_\alpha = \frac{\partial}{\partial x^\alpha}$ for $\alpha = 1, 2, \ldots, 2n$. Let $\{e_i\}_{i=1}^{n}$ be a local $\chi$-unitary frame of $(1, 0)$-vectors with respect to $J$ such that at $p_\infty$,

$$e_i = \frac{1}{\sqrt{2}} \left( \partial_{2i-1} - \sqrt{-1} \partial_{2i} \right), \quad \text{for } i = 1, 2, \ldots, n.$$ 

Let $Z_i$ be the vector field defined by

$$Z_i = \frac{1}{\sqrt{2}} \left( \partial_{2i-1} - \sqrt{-1} \partial_{2i} \right), \quad \text{for } i = 1, 2, \ldots, n.$$ 

Note that $e_i(p_\infty) = Z_i(p_\infty)$, but they may be different outside $p_\infty$. Let $g_E$ and $J_E$ be the standard metric and complex structure of the Euclidean space. Then $\{Z_i\}_{i=1}^{n}$ is the standard $g_E$-unitary frame of $(1, 0)$-vectors with respect to $J_E$. Note that $Z_i$ may be not $(1, 0)$-vector field with respect to $J$. To characterize the difference of $e_i$ and $Z_i$, we write

$$Z_i = e_i + A_i^\alpha \partial_\alpha.$$ 

Since $e_i(p_\infty) = Z_i(p_\infty)$, then for any $i$ and $\alpha$, we have the following limit of the coefficient $A_i^\alpha$:

$$\lim_{p \to p_\infty} A_i^\alpha (p) = 0.$$ 

Next, we compute

$$Z_i Z_j u_k = (e_i + A_i^\alpha \partial_\alpha) \left( \bar{e}_j + \bar{A}_j^\beta \partial_\beta \right) u_k$$

$$= e_i \bar{e}_j u_k + e_i (\bar{A}_j^\beta \partial_\beta) u_k + A_i^\alpha \partial_\alpha \bar{A}_j^\beta \partial_\beta u_k + (A_i^\alpha \partial_\alpha) (\bar{A}_j^\beta \partial_\beta) u_k$$

$$= e_i \bar{e}_j u_k + (e_i \bar{A}_j^\beta) (\partial_\beta u_k) + \bar{A}_j^\beta e_i \partial_\beta u_k + A_i^\alpha \partial_\alpha \bar{A}_j^\beta u_k + A_i^\alpha (\partial_\alpha \bar{A}_j^\beta) (\partial_\beta u_k) + A_i^\alpha \bar{A}_j^\beta \partial_\alpha \partial_\beta u_k.$$ 

Thanks to Theorem 4.1, we have

$$\sup_M |\nabla^2 u_k| \leq C \sup_M |\nabla u_k|^2 + C \leq C \Lambda_k^2$$

(5.2)

and so

$$Z_i Z_j u_k = e_i \bar{e}_j u_k + O(\Lambda_k) + o_E \cdot \Lambda_k^2$$

$$= \omega_{u_k}(e_i, \bar{e}_j) - \omega(e_i, \bar{e}_j) + [e_i, \bar{e}_j]^{(0,1)} u_k + O(\Lambda_k) + o_E \cdot \Lambda_k^2$$

(5.3)

$$= \omega_{u_k}(e_i, \bar{e}_j) + O(\Lambda_k) + o_E \cdot \Lambda_k^2,$$

where $O(\Lambda_k)$ denotes a term satisfying $|O(\Lambda_k)| \leq C \Lambda_k$, and $o_E$ denotes a term satisfying $\lim_{p \to p_\infty} o_E = 0$. 

$\square$ Springer
Define the function \( v_k : B_{\Lambda_k}(0) \to \mathbb{R} \) by \[
v_k(z) := u_k \left( p_k + \frac{z}{\Lambda_k} \right),
\]

By Proposition 3.2 and (5.2), we obtain

1. \[ \| v_k \|_{C^2(B_{\Lambda_k}(0))} \leq C, \]
2. \[ |\partial v_k|_0 = 1 + o(1), \text{ where } o(1) \text{ denotes a term satisfying } \lim_{k \to \infty} o(1) = 0. \]

Passing to a subsequence, we may assume that \( v_k \) converges to \( v_\infty \) in \( C^{1,1}_{\text{loc}}(\mathbb{C}^n) \), and so \[
\| v_\infty \|_{C^{1,1}(\mathbb{C}^n)} \leq C, \quad |\partial v_\infty|_0 = 1.
\]

We have the following claim:

**Claim** The function \( v_\infty \) is a \( \Gamma \)-solution, i.e.,

1. If \( \varphi \) be a \( C^2 \) function such that \( \varphi \geq v_\infty \) near \( z_0 \) and \( \varphi(z_0) = v_\infty(z_0) \), then we have
   \[
   \lambda \left[ \frac{\partial^2 \varphi}{\partial z^i \partial \bar{z}^j}(z_1) \right] \in \Gamma,
   \]
2. If \( \varphi \) be a \( C^2 \) function such that \( \varphi \leq v_\infty \) near \( z_0 \) and \( \varphi(z_0) = v_\infty(z_0) \), then we have
   \[
   \lambda \left[ \frac{\partial^2 \varphi}{\partial z^i \partial \bar{z}^j}(z_0) \right] \in \mathbb{R}^n \setminus \Gamma.
   \]

**Proof of Claim** (1) For any \( \varepsilon > 0 \), we choose sufficiently large \( k \) such that

\[
\| v_k - v_\infty \|_{C^0(B_1(z_0))} \leq \varepsilon^2.
\]

Then there exist \( a \in \mathbb{R} \) with \( |a| \leq \varepsilon \) and \( z_1 \in B_\varepsilon(z_0) \) satisfying

\[
\varphi + \varepsilon |z - z_0|^2 + a \geq v_k \quad \text{on } B_\varepsilon(z_0)
\]

and

\[
\varphi(z_1) + \varepsilon |z_1 - z_0|^2 + a = v_k(z_1).
\]

It follows that

\[
\frac{\partial^2 \varphi}{\partial z^i \partial \bar{z}^j}(z_1) + \varepsilon \delta_{ij} \geq \frac{\partial^2 v_k}{\partial z^i \partial \bar{z}^j}(z_1).
\]

On the other hand, by the definitions of \( v_k, Z_i \) and (5.3),

\[
\frac{\partial^2 v_k}{\partial z^i \partial \bar{z}^j}(z_1) = \frac{1}{\Lambda_k^2} (Z_i \bar{Z}_j u_k) \left( p_\infty + \frac{z_1}{\Lambda_k} \right)
\]

\[
= \frac{1}{\Lambda_k^2} \omega_{ik} (e_i, \bar{e}_j) \left( p_\infty + \frac{z_1}{\Lambda_k} \right) + o(1)
\]

\[
= \frac{1}{\Lambda_k^2} \varepsilon \Gamma + o(1) = \Gamma + o(1).
\]

(5.4)

Increasing \( k \) if necessary,

\[
\lambda \left[ \frac{\partial^2 \varphi}{\partial z^i \partial \bar{z}^j}(z_1) \right] \in \Gamma - 2\varepsilon \mathbf{1}.
\]
Letting $\varepsilon \to 0$, we obtain

$$\lambda \left[ \frac{\partial^2 \varphi}{\partial z^i \partial \overline{z}^j}(z_0) \right] \in \Gamma.$$  

(2) For any $\varepsilon > 0$, we choose sufficiently large $k$ such that

$$\|v_k - v_{\infty}\|_{C^0(B_1(z_0))} \leq \varepsilon^2.$$  

Then there exist $a \in \mathbb{R}$ with $|a| \leq \varepsilon$ and $z_1 \in B_\varepsilon(z_0)$ satisfying

$$\varphi - \varepsilon |z - z_0|^2 + a \leq v_k \text{ on } B_\varepsilon(z_0)$$  

and

$$\varphi(z_1) - \varepsilon |z_1 - z_0|^2 + a = v_k(z_1).$$  

It follows that

$$\frac{\partial^2 \varphi}{\partial z^i \partial \overline{z}^j}(z_1) - \varepsilon \delta_{ij} \leq \frac{\partial^2 v_k}{\partial z^i \partial \overline{z}^j}(z_1).$$  

Suppose that

$$\lambda \left[ \frac{\partial^2 \varphi}{\partial z^i \partial \overline{z}^j}(z_1) \right] \in \Gamma + 3 \varepsilon \mathbf{1}. \quad (5.5)$$

Then

$$\lambda \left[ \frac{\partial^2 v_k}{\partial z^i \partial \overline{z}^j}(z_1) \right] \in \Gamma + 2 \varepsilon \mathbf{1}.$$  

Combining this with (5.4),

$$\frac{1}{\Lambda_k^2} \cdot \lambda \left[ \omega_{u_k}(e_i, \overline{e}_j) \left( p_{\infty} + \frac{z_1}{\Lambda_k} \right) \right] = \lambda \left[ \frac{\partial^2 v_k}{\partial z^i \partial \overline{z}^j}(z_1) \right] + o(1) \in \Gamma + \varepsilon \mathbf{1}.$$  

This shows

$$\lambda \left[ \omega_{u_k}(e_i, \overline{e}_j) \left( p_{\infty} + \frac{z_1}{\Lambda_k} \right) \right] \in \Lambda_k^2 \Gamma + \varepsilon \Lambda_k^2 \mathbf{1} = \Gamma + \varepsilon \Lambda_k^2 \mathbf{1}.$$  

By $f(\lambda(\omega_{u_k})) = F(\omega_{u_k}) = h_k$ and [28, Lemma 9 (a)], we obtain

$$h_k \left( p_{\infty} + \frac{z_1}{\Lambda_k} \right) = f(\lambda \left[ \omega_{u_k}(e_i, \overline{e}_j) \left( p_{\infty} + \frac{z_1}{\Lambda_k} \right) \right]) \to \sup \Gamma f \text{ as } k \to \infty.$$  

If $\sup \Gamma f = \infty$, then the above contradicts with $\|h_k\|_{C^2} \leq C_0$. If $\sup \Gamma f < \infty$, then the above contradicts with

$$h_k \leq \sup \Gamma f - C_0^{-1}.$$  

This implies (5.5) is impossible and so

$$\lambda \left[ \frac{\partial^2 \varphi}{\partial z^i \partial \overline{z}^j}(z_1) \right] \notin \Gamma + 3 \varepsilon \mathbf{1}.$$  

Letting $\varepsilon \to 0$, we obtain
\[ \lambda \left[ \frac{\partial^2 \varphi}{\partial z^i \partial z^j}(z_0) \right] \in \mathbb{R}^n \setminus \Gamma. \]

\[ \square \]

Combining the above claim and \( \|v_\infty\|_{C^{1,1}(\mathbb{C}^n)} \leq C \) with [28, Theorem 20], the function \( v_\infty \) is constant, which contradicts with \( |\partial v_\infty|(0) = 1 \). Then we complete the proof of Theorem 5.1.

### 5.2 \( C^{2,\alpha} \) estimate

**Proof of Theorem 1.1** For any \( p \in M \), we choose a coordinate system \((U, \{x^\alpha\}_{\alpha=1}^{2n})\) such that at \( p \),

\[ \chi_{\alpha\beta} = \chi \left( \frac{\partial}{\partial x^\alpha}, \frac{\partial}{\partial x^\beta} \right) = \delta_{\alpha\beta} \]

and

\[ J \left( \frac{\partial}{\partial x^{2i-1}} \right) = \frac{\partial}{\partial x^{2i}}, \text{ for } i = 1, 2, \ldots, n. \]

We further assume that \( U \) contains \( B_1(0) \subset \mathbb{R}^{2n} \). In \( B_1(0) \), we define the \((1, 0)\)-vector field \( Z_i \) by

\[ Z_i = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial x^i} - \sqrt{-1} J \left( \frac{\partial}{\partial x^i} \right) \right), \text{ for } i = 1, 2, \ldots, n. \]

It is clear that \( \{Z_i(0)\} \) is a basis for \( T_p^{(1,0)}M \). Shrinking \( B_1(0) \) if necessary, we may assume that \( \{Z_i\} \) is also a \((1, 0)\)-frame of \( T_{\mathbb{C}}M \) on \( B_1(0) \). Let \( \theta^i \) be the dual frame of \( \{Z_i\}_{i=1}^n \). Write

\[ \chi = \sqrt{-1} \chi_{ij} \theta^i \wedge \bar{\theta}^j, \quad \omega = \sqrt{-1} g_{ij} \theta^i \wedge \bar{\theta}^j, \quad \omega_u = \sqrt{-1} g_{ij} \theta^i \wedge \bar{\theta}^j. \]

In order to apply [29, Theorem 1.2], we first define \( T, S \) and \( \mathcal{G} \) (since the letter \( F \) has already been used in (1.1), here we use \( \mathcal{G} \) instead). Let \( \text{Sym}(2n) \) be the space of symmetric \( 2n \times 2n \) matrices with real entries. Define the map \( T : \text{Sym}(2n) \times B_1(0) \to \text{Sym}(2n) \) by

\[ T(N, x) = \frac{1}{4} \left( N + J^T(x) \cdot N \cdot J(x) \right). \]

Let \( H(u) \) be the symmetric bilinear form given by

\[ H(u)(X, Y) = (dJ du)^{(1,1)}(X, JY) = 2\sqrt{-1} \bar{\partial}u(X, JY), \]

By [29, p. 443], we have

\[ H(u)(x) = 2T(D^2u(x), x) + E(u)(x), \]

where \( E(u)(x) \) is an error matrix which depends linearly on \( Du(x) \). Define the map \( S : B_1(0) \to \text{Sym}(2n) \) by

\[ S(x) = g(x) + \frac{1}{2} E(u)(x). \]

Then

\[ S(x) + T(D^2u(x), x) = g(x) + \frac{1}{2} H(u)(x) \]
and
\[
[S(x) + T(D^2u(x), x)](Z_i, \overline{Z}_j) = g_{ij} + \frac{1}{2}H(u)(Z_i, \overline{Z}_j)
\]
(5.6)
\[
= g_{ij} + (\sqrt{-1}\partial\overline{\partial}u)(Z_i, J\overline{Z}_j) = g_{ij} + (\partial\overline{\partial}u)(Z_i, \overline{Z}_j) = \tilde{g}_{ij}.
\]

For any \( N \in \text{Sym}(2n) \), we write
\[
N_{ij}(x) = N(Z_i(x), \overline{Z}_j(x)).
\]
Then \( (N_{ij}(x)) \) is a Hermitian matrix. Let \( \mu(N, x) \) be the eigenvalues of \( (N_{ij}(x)) \) with respect to \( \chi(x) \). Consider the set
\[
\mathcal{E} = \{ N \in \text{Sym}(2n) \mid \mu(N, 0) \in \Gamma^\sigma \cap B_R(0) \},
\]
where \( \sigma \) and \( R > 0 \) are two constants determined later. By the assumptions of \( f \) and \( \Gamma \), we see that \( \mathcal{E} \) is compact and convex.

After shrinking \( B_1(0) \), we may assume that \( \chi(x) \) is close to \( \chi(0) \), which implies \( \mu(N, x) \) is close to \( \mu(N, 0) \). Thanks to Proposition 5.1, choosing \( \sigma \) and \( R \) appropriately, we have
\[
S(x) + T(D^2u(x), x) \in \mathcal{E}, \quad \text{on } B_1(0).
\]
Furthermore, there exists a neighborhood \( \mathcal{U} \) of \( \mathcal{E} \) such that \( \mu(N, x) \in \Gamma \) for any \( (N, x) \in \mathcal{U} \times B_1(0) \). Define the function \( \mathcal{G} : \mathcal{U} \times B_1(0) \to \mathbb{R} \) by
\[
\mathcal{G}(N, x) := f(\mu(N, x)).
\]
Extend it smoothly to \( \text{Sym}(2n) \times B_1(0) \), and still denote it by \( \mathcal{G} \) for convenience. Combining (5.6) and the definition of \( \mathcal{G} \), it is clear that
\[
\mathcal{G}(S(x) + T(D^2u(x), x), x) = F(\omega_u).
\]
Then on \( B_1(0) \), the equation (1.1) can be written as
\[
\mathcal{G}(S(x) + T(N, x), x) = h(x).
\]
The assumptions of \( f \) and \( (M, \chi, J) \) show \( \mathcal{G}, T \) satisfies [29, H1, H2]. In the definition of \( S \), the term \( E(u) \) depends on \( Du \) linearly. Proposition 5.1 gives a uniform \( C^1 \) bound of this term. Then \( S \) satisfies [29, H3]. By [29, Theorem 1.2] and a covering argument, we obtain the required \( C^{2,\alpha} \) estimate. \( \square \)

6 Proofs of Theorem 1.2 and 1.3

6.1 Complex Hessian equation

For \( 1 \leq k \leq n \), let \( \sigma_k \) and \( \Gamma_k \) be the \( k \)-th elementary symmetric polynomial and the \( k \)-th Gårding cone on \( \mathbb{R}^n \), respectively. Namely, for any \( \mu = (\mu_1, \mu_2, \cdots, \mu_n) \in \mathbb{R}^n \), we have
\[
\sigma_k(\mu) = \sum_{1 \leq i_1 < \cdots < i_k \leq n} \mu_{i_1} \mu_{i_2} \cdots \mu_{i_k}
\]
and
\[
\Gamma_k = \{ \mu \in \mathbb{R}^n : \sigma_i(\mu) > 0 \text{ for } i = 1, 2, \cdots, k \}.
\]
The above definitions can be extended to almost Hermitian manifold \((M, \chi, J)\) as follows:

\[
\sigma_k(\alpha) = \binom{n}{k} \frac{\alpha^k \wedge \chi^{n-k}}{\chi^n}, \quad \text{for any } \alpha \in A^{1,1}(M),
\]

and

\[
\Gamma_k(M, \chi) = \{ \alpha \in A^{1,1}(M) : \sigma_i(\alpha) > 0 \text{ for } i = 1, 2, \ldots, k \}.
\]

We say that \(\alpha \in A^{1,1}(M)\) is \(k\)-positive if \(\alpha \in \Gamma_k(M, \chi)\).

Now we are in position to prove Theorem 1.2.

**Proof of Theorem 1.2** The uniqueness of solution follows from the maximum principle (see e.g. [8, p. 1980–1981]). For the existence of solution, we consider the family of equations

\[
\begin{align*}
\omega^k u_t \wedge \chi^{n-k} &= e^{th+(1-t)h_0+c_t \chi^n}, \\
\omega u_t &\in \Gamma_k(\chi), \\
\sup_M u_t &= 0,
\end{align*}
\]

where \(\{c_t\}\) are constants and

\[
h_0 = \log \frac{\omega^k \wedge \chi^{n-k}}{\chi^n}.
\]

Let us define

\[
S = \{ t \in [0, 1] : \text{there exists a pair} (u_t, c_t) \in C^\infty(M) \times \mathbb{R} \text{ solving } (\ast)_t \}.
\]

Note that \((0, 0)\) solves \((\ast)_0\) and hence \(S \neq \emptyset\). To prove the existence of solution for (1.3), it suffices to prove that \(S\) is closed and open.

**Step 1** \(S\) is closed.

We first show that \(\{c_t\}\) is uniformly bounded. Suppose that \(u_t\) achieves its maximum at the point \(p_t \in M\). Then the maximum principle shows \(\sqrt{-1} \partial \bar{\partial} u_t\) is non-positive at \(p_t\). Combining this with \((\ast)_t\), we obtain the upper bound of \(c_t\):

\[
c_t \leq -th(p_t) + th_0(p_t) \leq C,
\]

for some \(C\) depending only on \(h, \omega\) and \(\chi\). The lower bound of \(c_t\) can be proved similarly.

Define

\[
f = \log \sigma_k, \quad \Gamma = \Gamma_k.
\]

As pointed out in [28, p. 368–369], one can verify that the above setting satisfies the structural assumptions in Sect. 1. Furthermore, the \(k\)-positivity of \(\omega\) shows \(u = 0\) is a \(C\)-subsolution of \((\ast)_t\). Then \(C^\infty\) a priori estimates of \(u_t\) follows from Theorem 1.1 and the standard bootstrapping argument. Combining this with the Arzelà-Ascoli theorem, \(S\) is closed.

**Step 2** \(S\) is open.

Suppose there exists a pair \((u_t, c_t)\) satisfies \((\ast)_t\). We hope to show that when \(t\) is close to \(\hat{t}\), there exists a pair \((u_t, c_t) \in C^\infty(M) \times \mathbb{R}\) solving \((\ast)_t\).

We first consider the linearized operator of \((\ast)_t\) at \(u_t\):

\[
L_{u_t}(\psi) := k \frac{\sqrt{-1} \partial \bar{\partial} \psi \wedge \omega_{u_t}^{k-1} \wedge \chi^{n-k}}{\omega_{u_t}^k \wedge \chi^{n-k}}, \quad \text{for } \psi \in C^2(M).
\]
The operator $L_{u_t}$ is elliptic and then the index is zero. By the maximum principle,

$$\text{Ker}(L_{u_t}) = \{\text{constant}\}.$$  \hfill (6.1)

Denote $L_{u_t}^*$ by the $L^2$-adjoint operator of $L_{u_t}$ with respect to the volume form

$$d\text{vol}_k = \omega_{u_t}^k \wedge \chi^{n-k}.$$  

By the Fredholm alternative, there is a non-negative function $\xi$ such that

$$\text{Ker}(L_{u_t}^*) = \text{Span}\{\xi\}.$$  \hfill (6.2)

It follows from the strong maximum principle that $\xi > 0$. Up to a constant, we may and do assume

$$\int_M \xi \, d\text{vol}_k = 1.$$  

To prove the openness of $S$, we define the space by

$$U^{2,\alpha} := \{\phi \in C^{2,\alpha}(M) : \omega_{\phi} \in \Gamma_k(\chi) \text{ and } \int_M \phi \cdot \xi \, d\text{vol}_k = 0\}.$$  

Then the tangent space of $U^{2,\alpha}$ at $u_t$ is given by

$$T_{u_t}U^{2,\alpha} := \{\psi \in C^{2,\alpha}(M) : \int_M \psi \cdot \xi \, d\text{vol}_k = 0\}.$$  

Let us consider the map

$$G(\phi, c) = \log \sigma_k(\omega_{\phi}) - c,$$

which maps $U^{2,\alpha} \times \mathbb{R}$ to $C^\alpha(M)$. It is clear that the linearized operator of $G$ at $(u_t, \hat{t})$ is given by

$$(L_{u_t} - c) : T_{u_t}U^{2,\alpha} \times \mathbb{R} \longrightarrow C^\alpha(M).$$  \hfill (6.3)

On the one hand, for any $h \in C^\alpha(M)$, there exists a constant $c$ such that

$$\int_M (h + c) \cdot \xi \, d\text{vol}_k = 0.$$  

By (6.2) and the Fredholm alternative, we can find a real function $\psi$ on $M$ such that

$$L_{u_t}(\psi) = h + c.$$  

Hence, the map $L_{u_t} - c$ is surjective. On the other hand, suppose that there are two pairs $(\psi_1, c_1), (\psi_2, c_2) \in T_{u_t}U^{2,\alpha} \times \mathbb{R}$ such that

$$L_{u_t}(\psi_1) - c_1 = L_{u_t}(\psi_2) - c_2.$$  

It then follows that

$$L_{u_t}(\psi_1 - \psi_2) = c_1 - c_2.$$  

Applying the maximum principle twice, we obtain $c_1 = c_2$ and $\psi_1 = \psi_2$. Then $L_{u_t} - c$ is injective.

Now we conclude that $L_{u_t} - c$ is bijective. By the inverse function theorem, when $t$ is close to $\hat{t}$, there exists a pair $(u_t, c_t) \in U^{2,\alpha} \times \mathbb{R}$ satisfying

$$G(u_t, c_t) = th + (1 - t)h_0.$$  

@Springer
The standard elliptic theory shows that $u_t \in C^\infty(M)$. Then $S$ is open. □

6.2 The Monge–Ampère equation for $(n - 1)$ plurisubharmonic functions

As in [28, pp. 371–372], let $T$ be the linear map given by

$$T(\mu) = (T(\mu)_1, \ldots, T(\mu)_n), \quad T(\mu)_k = \frac{1}{n-1} \sum_{i \neq k} \mu_i, \quad \text{for } \mu \in \mathbb{R}^n.$$ 

Define

$$f = \log \sigma_n(T), \quad \Gamma = T^{-1}(\Gamma_n).$$

It is straightforward to verify that the above setting satisfies the assumptions (i)-(iii) in Sect. 1.

Write

$$\omega = (\text{tr}_\chi \eta) \chi - (n - 1) \eta,$$

and so the equation in (1.4) can be written as

$$F(\omega_n) = h + c.$$ 

Then Theorem 1.3 can be proved by the similar argument of Theorem 1.2.
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