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The stock market is usually regarded as the bellwether of the economy, which can reflect the economic operation of a country or region. As a significant part of the financial market, the equity market plays a critical role in the financial sector. Whether in academia or investment field, stock market forecasts always excite great interest. Financial news is an important source of information in the financial market, which reflects the mood swings of investors and often goes hand in hand with the market trend. However, due to the unstructured and professional characteristics of financial news, there are challenges in accurately quantifying their emotional tendencies. This research is based on Hidden Markov Model (HMM) to segment financial news text. The recognition and classification of news emotion is carried out by bidirectional long short-term memory (BI-LSTM) algorithm, and long short-term memory (LSTM) model is trained with text emotion index and stock market transaction data to realize the prediction of stock market. The results show that BI-LSTM algorithm performs better than the emotional dictionary algorithm in emotional recognition. And the emotional index of financial news text can enhance the accuracy of stock market prediction to a certain extent. Compared with using stock market technical index and news text vector only, the prediction accuracy can be improved by about 2%.

1. Introduction

The stock market is often regarded as a barometer reflecting the national economic situation. The fluctuation of stock price can reflect the capital operation and market views of industries or enterprises in a country or region to a certain degree extent. The stock market is a significant reference for analyzing and predicting the economy [1, 2]. With the improvement of Internet infrastructure and the continuous penetration of Internet services, the number of netizens in China has maintained steady growth. Academia and the secondary market are both full of great interest in stock market prediction. Over the years, financial academics have been exploring the inner workings of the equity market and attempting to predict its fluctuations. The stock price has the distinguishing feature of high random volatility; therefore, stock price forecasting is demanding and has poor predictive accuracy [3, 4]. The past stock price is usually utilized to predict the future price [5, 6]. However, some scholars believe that the past price information in the efficient market is useless in predicting the future price [7, 8]. The efficient market hypothesis believes that in a stock market with sound laws, good functions, high transparency, and full competition, all valuable information has been timely, accurately, and fully reflected in the stock price trend, including the current and future value of enterprises. Unless there is market manipulation, investors cannot obtain excess profits higher than the market average by analyzing past prices. In contrast, the fluctuation of stock prices is a known classification problem. Forecasting stock price fluctuations is more feasible and practical than accurate price forecasting.

China’s stock market has a huge number of investors, of which retail investor’s account for a relatively high proportion. According to the statistics of the fourth quarter of 2021, among the total market value of China’s stock market, institutional investors accounted for about 20.3% of the total shares, and individual investors accounted for 22.6%. Retail investors have a short investment cycle and are prone to heavy irrational
emotions. To a certain extent, they lack the professional financial knowledge and the ability to withstand risks required for investment. They are relatively more concerned about short-term policy changes, and their mentality is not mature enough. Retail investors are vulnerable to various news and are prone to emotional chasing up and down and blindly following the trend. The stock market has a variety of trading restrictions in China, and market news and national policies have a great impact on the stock market, resulting in an increase in the probability of irrational trading [9, 10]. Therefore, the structural characteristics of investors with a large proportion of retail investors, strict trading mechanism restrictions, and large policy influence make China’s stock market more vulnerable to emotional irrational trading, showing the characteristics of frequent market fluctuations.

In the era of big data, a large number of diversified information and data are being produced at a high speed. People’s lives are increasingly dependent on the Internet, and the communication and discussion between investors have also shifted from offline to online. More and more investors get all kinds of information about the stock market, national industries, and companies through mobile apps and financial web pages and exchange and express their investment views on these platforms [11, 12]. The Internet has gradually become an indispensable information exchange medium for individual investors to discuss and exchange views on the stock market, especially for the new generation of young people who are accustomed to the Internet. Individual investors are constrained by their own energy and information acquisition ability and more susceptible to the impact of online media information, resulting in some irrational investment behavior. At the same time, they also publish information and express views [13, 14]. Therefore, the stock forum and other online platforms are playing an increasingly significant role in influencing individual investors’ investment decisions. Investors can acquire timely information through the financial website on the Internet, which can provide investors with references for their investment decisions. Whenever there is financial news released at the level of a country, industry, or company, it will form a spreading effect on the Internet. No matter if the news is positive or negative, these news will invisibly affect investors and further affect their follow-up investment decisions, thus having a certain impact on the stock market.

In recent years, the development of natural language processing technology has made it possible to use a large amount of investor opinion comment information. It helps scholars grasp the massive data as a whole and extract the key information they need. Crawler technology can crawl a large amount of information from the Internet and store it effectively. Text mining technology can effectively extract emotional factors in information by using dictionary method and machine learning method, so as to provide technical support for exploring the impact of investor sentiment on stock returns. In this study, we utilize Crawler technology to quickly obtain a large number of financial news reports and utilize text mining technology to analyze the emotion of financial news texts, so as to achieve the emotional measurement of financial news. In the past, researches on the equity market usually utilize the historical data of the equity market, such as trading volume, turnover rate, opening price, and closing price. Usually time series data are used for regression analysis in previous studies to try to find out the pattern of the stock market, while this paper chooses financial news information for the study [15]. Financial news text belongs to unstructured data, which needs to be processed to extract features before further research. Compared with the traditional linear regression method, this study uses BI-LSTM algorithm for classification, which improves the generalization capability of the model.

Different from the previous method of regression analysis using historical stock data, this paper provides a new perspective for the research of stock market prediction from the perspective of text sentiment analysis and machine learning. This study is divided into five parts according to the needs. The first section expounds the importance and complexity of equity market prediction, the influence of investor sentiment on equity market fluctuation, and the equity market prediction method on the basis of text mining. The second part introduces the research status of equity market prediction based on sentiment mining of financial news text. In the third section, the text of financial news is preprocessed by word segmentation method based on HMM, news sentiment classification is realized by BI-LSTM algorithm, and then news sentiment index is calculated. Finally, the stock market prediction is realized by training LSTM model. Section 4 compares the accuracy of text sentiment recognition methods based on the Chinese financial sentiment dictionary algorithm and BI-LSTM algorithm and verifies the predictive effect of news sentiment index on the stock market. The fifth section summarizes the significance and important value of financial news text mining for stock market prediction.

2. Related Work

Along with the advancement of the equity market, more and more investors are discovering that there are abundant investment opportunities in the equity market. Financial news is the first-hand news that public investors can get, investors will make investment decisions based on them. Hence, it is of great practical significance for investors to find a method to predict the impact of news on the stock market. With the progress of various computer technologies, the research on the application of machine learning algorithm and text mining technology in the financial field has increased significantly compared with the past. Firth et al. found that companies with low corporate transparency are more vulnerable to investor sentiment than companies with high corporate transparency. It verifies the importance of corporate transparency in alleviating the impact of investor sentiment on stock prices [16]. Li et al. found that when BW sentiment index is used, the causal relationship between sentiment and stock return only exists in the lower quantile. When the consumer confidence index is used as a proxy, the causal relationship between stock returns and emotions becomes significant [17]. Klemola et al. used Google search volume to measure market attention as emotional information and found that changes in the amount of negative search
words such as “market crash” and “bear market” and changes in the amount of positive search words such as “market rebound” can explain the short-term return of stocks [18]. Duan et al. found that the increase of attention will cause the stock market’s return for the day and the next two days to decrease, and the greater the investor differences, the greater the short-term trading volume [19]. Hillert et al. used the affective dictionary method to construct daily affective indicators and used the standard deviation of these affective indicators as the proxy variable of opinion differences. It was found that opinion differences were negatively correlated with the next day’s return rate and had a certain predictive ability [20]. Ho and Wang classified the news by quantifying the emotional score of the news and constructed an artificial neural network model for predicting stock price fluctuations with the emotional score of the news. The empirical results prove that the prediction model using the emotional score of the news is better than the random walk model [21]. Gunther and Aurelien studied the relationship between environmental, social, and governance news and the stock market. From the perspective of news emotion, these news are divided into positive news and negative news. The research conclusion shows that when companies face negative news, the stock price will decline by an average of 0.1%. When companies face positive news, the stock price does not change [22]. Rahman et al. have built a model that can predict the stock price based on machine learning algorithm and financial news data. The model can recognize the emotion of financial news, and the model has achieved good prediction results [23]. Mo et al. analyzed tens of millions of news articles, and studied the feedback effect between news emotion and stock market return by calculating the emotional score. The research conclusion shows that news emotion has a negative impact on the return when the stock market lags behind for 5 days, and market return has a positive impact on the news emotion when the stock market lags behind for 1 day [24]. Wu et al. build slang emotional word dictionary slangSD, Twitter, and SMS messages are divided into five categories based on dictionary method, with an accuracy of 84% [25]. Malandri et al. compared the best asset allocation strategies constructed by different machine learning models and found that the long-term short-term memory network is better than multi-layer perceptron and random forest, and adding emotional data makes the asset allocation strategy perform better [26]. In the above literature, the emotional indicators are set unilaterally in the research of news emotion, and the comparison between different emotional classification methods has not been achieved. This paper establishes more comprehensive emotional indicator and compares the algorithms based on neural network and emotional dictionary.

3. Stock Market Prediction Based on Text Mining and Sentiment Recognition

3.1. World Segment Based on Hidden Markov Model

Compared with the word segmentation algorithm based on neural network, HMM has the characteristics of fast computing speed, high flexibility, and high accuracy. Therefore, this paper selects the word segmentation method based on HMM. HMM is one of the classical models in machine learning algorithm, which is based on probability and statistics. The process by which a hidden Markov chain generates an unobservable state sequence is described by HMM, and then a sequence of observations is generated from each state. HMM is widely used in natural language processing, speech recognition, pattern recognition, and other fields. In natural language processing, HMM can be applied in word segmentation, part of speech tagging, syntactic analysis, named entity recognition, and other fields based on word tagging. In this paper, we adopt HMM for word segmentation.

HMM consists of hidden layer and observation sequence layer as shown in Figure 1, $S = \{S_1, S_2, \ldots, S_M\}$ indicates a total of $M$ state sets, $V = \{V_1, V_2, \ldots, V_N\}$ indicates a total of $N$ observation sets, $q_t$ represents the state variable of the system at time $t$. Then the probability of transition between different states can be described as $a_{ij} = P(q_{t+1} = S_j \mid q_t = S_i)$. After the state is determined as $S_n$, the probability that the observation is obtained can be expressed as $b_{ij} = \{o_t = V_j \mid q_t = S_i\}$, $o_t$ stands for the observation at time $t$. Generally, a HMM can be recorded as $\lambda = [\pi, A, B]$, where $\pi = \{\pi_1, \pi_2, \ldots, \pi_M\}$ is the probability of initial state, $\pi_i$ represents the probability that the initial state is $S_i$, $A = \{a_{ij}\}$ is the state transition probability matrix, and $B = \{b_{ij}\}$ is observation output probability matrix.

Decoding is a prediction problem in the practical application of HMM. The HMM $\lambda = [\pi, A, B]$ and observation sequence $V = \{v_1, v_2, \ldots, v_T\}$ is known, find the state sequence $S = \{S_1, S_2, \ldots, S_T\}$ which maximizes the conditional probability $P(S \mid V)$ for the given observation sequence $V$. That is, for a given observation sequence, find the most probable corresponding state sequence. This problem can be described as follows:

$$S^* = \arg \max \ P(S \mid V, \lambda).$$  \hspace{1cm} (1)

The most classic algorithm to solve the decoding problem is Viterbi algorithm. Viterbi algorithm is also a typical application of dynamic programming. It is based on such a characteristic of the optimal path: if the optimal path passes through node $S_i$ at time $t$, then the partial path of this path from node $S_i$ to terminal $S_T$ must be optimal for all possible partial paths from $S_i$ to $S_T$. Viterbi variable $\delta(i)$ is the maximum probability of all single paths $\{S_1, S_2, \ldots, S_i\}$ with state $S_i$ at time $t$. The variable of the node at time $t - 1$ of the path with the largest probability among all single paths $\{S_1, S_2, \ldots, S_T\}$ with state $S_i$ at time $t$ is called as $\psi(i)$. $\delta(i)$ and $\psi(i)$ play a great role in the Viterbi algorithm, which can be expressed as follows:

$$\delta(i) = \max_{S_j, S_{j-1}, \ldots, S_1} P(S_1 = S_1, S_2 = S_1, \ldots, S_i = S_i, \delta(i-1) \mid \pi, a_{ij}, b_{ij})$$

$$\psi(i) = \arg \max_{S_j, S_{j-1}, \ldots, S_1} [\delta(i-1) \cap a_{ij}], \quad i = 1, 2, \ldots, M.$$  \hspace{1cm} (2)

The specific process of Viterbi algorithm is as follows:

1. Initialization.

$$\delta_1(i) = \pi_i b_{i1}, i = 1, 2, \ldots, M,$$

$$\psi_1(i) = 0, i = 1, 2, \ldots, M.$$  \hspace{1cm} (3)
3.2. Text Emotion Classification. After getting the result of text word segmentation, the emotional tendency of the words contained in each sentence must be classified further. At present, there are usually two methods of emotional classification of texts. One is based on emotional dictionary. Adding vocabulary in the professional field to the existing emotional dictionary through SO-PMI or other methods, and classify emotion and analyze syntactic according to the expanded professional emotional dictionary. It is an unsupervised classification method, which need not to label the corpus. It has an intuitive way of calculating emotional values, and its classification quality is very dependent on the quality of its own emotional dictionary. The other is machine learning algorithm. This method needs the sentences marked with emotion classification as the training set for supervised learning and training model. At present, machine learning algorithms commonly used in building investor sentiment include SVM, Naive Bayes, KNN, and LSTM. To obtain high accuracy, the sentiment dictionary method must consume a lot of labor and time for labeling and requires high quality of labeling, while the BI-LSTM method requires in the training process a relatively lower number of samples. The Bi-LSTM method is adopted to classify the emotion behind the text in this paper.

LSTM is an advancement of RNN, which can effectively tackle the long-term dependency problem of RNN. LSTM is suitable for processing sequence data, and its complex structure can avoid the gradient disappearance problem encountered by RNN, thus improving the classification accuracy. LSTM has three well-designed gate structure as shown in Figure 2.

Forgetting gate reads \( h_{t-1} \) and \( X_t \), and output a value between 0 and 1 by activating the sigmoid function. 1 means “keep completely,” 0 means “discard completely.”

\[
f_t = \sigma(w_f [h_{t-1}, X_t] + b_f),
\]

(7)

where \( w_f \) represents the weight, \( b_f \) represents the offset, and \( \sigma \) represents the activation function.

Input gate determines what value will be updated. Firstly, the sigmoid activation function determines which part of the content to retain, and then the tanh activation function determines its weight and divides its importance. Finally, the calculation results of forgetting gate and output gate are applied to update the cell state \( C_t \).

\[
i_t = \sigma(w_i [h_{t-1}, X_t] + b_i),
\]

\[
a_t = \tanh(w_a [h_{t-1}, X_t] + b_a),
\]

\[
C_t = C_{t-1} \ast f_t + i_t \ast a_t,
\]

(8)

where \( w_i \) and \( w_a \) represents the weight, \( b_i \) and \( b_a \) represents the offset, and \( \sigma \) represents the activation function.

Output gate is utilized to determine the output content, and the sigmoid activation function determines which part of the output to retain, and then the tanh activation function determines its weight and divides its importance.

\[
o_t = \sigma(w_o [h_{t-1}, X_t] + b_o),
\]

\[
h_t = o_t \ast \tanh(C_t),
\]

(9)

where \( w_o \) represents the weight, \( b_o \) represents the offset, and \( \sigma \) represents the activation function.

The prognosis of the next time output can be only predicted based on the value of the previous time through RNN and LSTM. However, in some problems, the output of the current time not only has a bearing on the state of the previous time, but also on the state of the future time. To judge the sentiment tendency of a word, it is necessary to not only judge based on the preceding text, but also consider the content of the text that follows it, so that the sentiment can be truly judged based on the context. Therefore, BI-LSTM is proposed to improve the classification accuracy. BI-LSTM is generated by combining the forward LSTM with the backward LSTM as shown in Figure 3.

When the financial news is judged to be positive, the output of BI-LSTM is 1; when the financial news is judged to
be negative, the output of BI-LSTM is -1; and when the financial news is judged to be neutral, the output of BI-LSTM is 0.

3.3. News Sentiment Indicators. After obtaining BI-LSTM to mark the full sample text information, all emotion classification results are counted and sorted out, and the number of monthly negative emotion posts and positive emotion posts are obtained in this paper. His paper refers to the method of Antweiler and Frank [27] and constructs bullish indicators based on the classification of stock bar posts, namely,

\[
\beta_t = \frac{p_t^P - p_t^N}{p_t^P + p_t^N},
\]

where \(p_t^P\) represents the number of positive posts at time \(t\), and \(p_t^N\) represents the number of negative posts at time \(t\). The stock evaluation bullish index \(\beta_t\) is between -1 and 1, which expresses the relative bullish degree of investors. When all posts at time \(t\) are positive, \(\beta_t = 1\), which is the maximum value of \(\beta_t\). When all posts at time \(t\) are negative, \(\beta_t = -1\), which is the minimum value of \(\beta_t\). This index has nothing to do with the total number of posts.

In addition, Antweiler and Frank also defined another indicator

\[
\beta_t^* = \beta_t \ln(1 + \frac{p_t^{all}}{1 + p_t^{all}}),
\]

where \(p_t^{all}\) represents the number of all posts at time \(t\). This indicator not only considers the relative bullish degree, but also considers the number of posts at time \(t\), because the number of posts is also an important standard to measure the strength of investor sentiment.

After considering the number of postings, the "\(\beta\)" indicator does not reflect the consistency of news text sentiment, so a new indicator needs to be constructed to judge the degree of unity of news text sentiment. The convergence index of investors’ opinions is adopted to reflect the consensus of different investors in a certain period of time, which is defined as follows:

\[
\alpha_t = 1 - \sqrt{1 - \beta_t^2}.
\]

The index \(\alpha_t\) reflects the degree of disagreement among investors, and the value is between 0 and 1. When investors are unanimously bullish or bearish, \(\alpha_t\) takes the maximum value of 1. When investors’ opinions are scattered, \(\alpha_t\) takes the minimum value of 0.

3.4. Stock Market Forecast. This paper generates technical indicators for stock indices based on historical stock trading data. The technical indicators are mainly constructed based on the article of Zhang et al. [28]. The historical trading data of the stock market and the sentiment index of financial news text are used as input data training, and the LSTM model is used to make a more comprehensive prediction of the stock market. As shown in Figure 4, after the emotional indicators of financial news text are extracted, the training results are used as the input of the general model, and the model is finally processed with the full-connection layer, which transforms the stock prediction into a classification problem to predict the future rise and fall.

The output is 1 when the LSTM predicts the stock market to rise, -1 when the LSTM predicts the stock market to fall, and 0 when the LSTM predicts the stock market to be flat.
4. Empirical Analysis

4.1. News Sample Selection and Data Source. By using selenium tools in Python language, this paper collected 95814 pieces of financial news related to CSI 300 constituent stocks companies from January 1, 2020 to May 31, 2022. The representative stock market indexes in the financial market are all from the Wind database. Based on the above information, this paper generates the monthly yield curve of CSI300 stock index, and generates the monthly sentiment index curve of the news based on the emotion dictionary algorithm and BI-LSTM algorithm for the news data set as shown in Figure 5. An emotion dictionary algorithm based on the Chinese LM financial emotion dictionary proposed in [29] is adopted in our work.

The abscissa of the chart represents the time span, that is, from January 2020 to May 2022, a total of 29 months, and the ordinate represents the range of sentiment index and yield. The red line represents CSI300 yield, the blue line represents the news sentiment index constructed by the emotion dictionary algorithm, and the green line represents the news sentiment index \( \beta^* \) constructed based on the BI-LSTM algorithm used in this paper. As can be seen from Figure 5, compared with the blue line, the trend of the green line and the red line is more consistent, that is, the trend of the news sentiment index generated based on the BI-LSTM algorithm is more consistent with that of the stock index yield curve, and there is a powerful positive correlation between the green line and the red line. It can be seen that the emotional indicators generated based on BI-LSTM algorithm in this paper are better than those generated by the emotional dictionary method. The reason may be that the emotional index generation method used in this paper better extracts the emotional semantic features related to the fluctuation of stock index in the current news, which makes the calculated news emotional index and stock index trend more consistent.

Next, this paper will further illustrate the consistency between the stock index yield curve and the sentiment index curve by counting the proportion of days of the same rise and fall in the whole time cycle. There are 586 trading days in the news collection cycle. As shown in Figure 6, this paper generates the daily sentiment index of news text based on the emotion dictionary algorithm and BI-LSTM algorithm, and calculates the same rise and fall ratio between the sentiment index and the stock index yield.

The abscissa represents different interval days, which are expressed by period. The interval days are 1 day, 5 days, and 10 days, respectively. The blue bar represents the proportional value of the same rise and fall of different stock index returns and sentiment index based on the emotion dictionary algorithm at different time intervals, and the red one based on BI-LSTM algorithm. It can be analyzed from Figure 6 that the news sentiment index generated based on the BI-LSTM algorithm is more relevant to the rise and fall of the stock index, and the proportion of the same fluctuation is usually more than 60%.

4.2. Stock Market Forecasting. This paper uses the stock market prediction model proposed in Section 3.4 to realize the short-term prediction of stock index trend, that is, to predict the rise and fall of the next trading day. Each transaction data input into the prediction model includes daily opening price, closing price, maximum price, minimum price and trading volume, technical indicators, and news sentiment index. The data label is obtained by calculating the yield \( R \) of the day and converting it through the following formula:
The difference between real and predicted stock market yield is shown in Figure 7. Obviously, there is a large deviation between the actual value and the predicted value, but the accuracy in predicting the increase and decrease of stock market yield is more reliable.

In the stock market, there is a common phenomenon of cycle. Time window is an application method of cycle. By setting different time window hyperparameters, the optimal time window can be compared to obtain the best model prediction. In order to select the optimal historical time span of the training data, the historical period $T$ will be added to the model as a hyperparameter. The experimental results are shown in Figure 8.

As shown in Figure 8, the effect of different length time window $T$ on prediction is counted in this experiment, and the time windows of 5, 10, 15, and 25 days are selected, respectively. The blue line represents that technical indicators are adopted only, the red line represents that the technical indicators and news vectors are adopted meanwhile; and the yellow line represents that technical indicators and news sentiment indicators are adopted meanwhile. When $T$ equals 5, the historical data of the first 4 days is used to predict the rise and fall of the stock market on the 5th day. Among them, when $T$ equals 10, the improvement effect is the most obvious. In other time periods, using the financial news sentiment index variable proposed in this paper, the accuracy of the prediction model has been improved to varying degrees. Although adding vectorized original news text to the prediction model also helps to improve the prediction effect, the improvement of accuracy is not as obvious as adding an emotion index, and the complexity of the model will be greatly increased due to the dimension explosion of the former feature.

Through the double sample $t$-test, we can judge whether the overall mean values of different groups of data in experimental results are equal, and then demonstrate the accuracy of the results from the perspective of statistics. In Table 1, the experimental results in the above table are tested by two sample $t$-test. From the results, it can be analyzed that the feature set composed of news sentiment index and technical indicators is markedly better than other feature sets in terms of prediction accuracy. From the previous empirical analysis results, the emotion index variable can improve the prediction accuracy of the model.

This paper compares the impact of two financial news sentiment analysis methods on the stock market forecast results as shown in Figure 9.

The red bar represents the prognosis model based on the emotion dictionary, and the green one is based on the emotion dictionary. It is evident that the prediction result of BI-LSTM algorithm is better than that of emotional dictionary method because the performance of BI-LSTM algorithm in emotion classification is more accurate.
5. Conclusion

Stock is an important means of investment and wealth management, so research on the stock market has important theoretical significance and application value. Since the emergence of quantitative trading in European and American markets, the pursuit of statistical arbitrage to reduce market systemic risks and obtain excess returns has always been the focus of quantitative analysis. With the development of computer technology, quantitative analysis is no longer limited to the field of statistical arbitrage. Text mining technology has been applied to the financial market and has made great achievements.

In this study, financial news text data set is used to generate news text sentiment index, and explore the application of sentiment index in financial market analysis and prediction. Firstly, the financial news text is segmented based on Hidden Markov Model. Considering the influence of context on text emotion, the news emotion recognition is realized through BI-LSTM algorithm, and then the news emotion index is calculated. Finally, the stock market is predicted through LSTM algorithm. In the empirical analysis, the text emotion recognition methods based on the Chinese financial emotion dictionary algorithm and BI-LSTM algorithm are compared. The results show that the emotion classification results based on BI-LSTM algorithm have better consistency with CSI300 component stock return. Then we verify the predictive effect of news sentiment index on the stock market. Taking the calculated financial news text sentiment index, the collected stock market trading data and the constructed technical indicators as the input data set, the LSTM model is trained. Compared with the model that uses technical indicators only, technical indicators and news vectors, the prediction accuracy of the model proposed in this paper can be generally improved by about 2%. Compared with the model of text emotion classification by emotion dictionary method, the prediction accuracy is improved by about 1%. Considering the sentiment indicators of financial news in stock market prediction can improve the accuracy to a certain extent.
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