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I. INTRODUCTION

This report describes an extension of the semiclassical approach originally introduced by Camley and Barnas1 to modeling magnetoresistance in thin-film multilayers. The basis for the model is an evaluation of the electrical resistivity in a multilayer by means of the Boltzmann transport equation, with recognition given to the asymmetry between the conduction by carriers in the various channels. Another important consideration is that similarly asymmetric conduction by carriers in the various channels. Another important consideration is that similarly asymmetric (or spin-dependent) scattering also takes place at the interface between magnetic and nonmagnetic metals. This approach has been used and improved by various authors in recent years.1–6

The Camley–Barnas approach has proven to be very effective in providing theoretical predictions of the magnetoresistive behavior in magnetic multilayers. However, up until now the treatment given has usually been numerical since the large number of interfaces that exist in a multilayer complicate the introduction of boundary conditions for the system as a whole. A common approach is to use an approximation known as the “infinite multilayer,” in which the difficulty with boundary conditions at outer interfaces is avoided by determining the conductivity of an idealized multilayer with an infinite number of periods.

In this article we present a detailed development of a calculation in which we obtain a compact analytical form for the conductivity in a thin-film metallic multilayer. In the fourth section we incorporate the effect of thermal fluctuations on free mean path and interface coefficients. We finish with a comparison between results obtained using our calculation and experimental data.

II. GENERAL CONSIDERATIONS

We define the magnetoresistance (MR) by

\[ \text{MR(\%)} = 100 \frac{\sigma_p - \sigma_{AP}}{\sigma_{AP}}, \]

where \(\sigma_p\) and \(\sigma_{AP}\) correspond, respectively, to conductivity in parallel and antiparallel configurations of the magnetization of the magnetic layers. This definition, written in terms of the conductivities for the two magnetic configurations, is easily shown to be equivalent to the more commonly used expression containing the corresponding resistivities. We can find \(\sigma\) by the relation

\[ \mathbf{J} = \sigma \mathbf{E}, \]

where \(\mathbf{E}\) is the applied electrical field and \(\mathbf{J}_\eta\) is the current density and is given by

\[ \mathbf{J}_\eta = -e \left( \frac{m}{h} \right)^3 \int \mathbf{v} \mathbf{f}_\eta(r, \mathbf{v}) d\mathbf{v}_x d\mathbf{v}_y d\mathbf{v}_z, \]

where \(\mathbf{f}_\eta(r, \mathbf{v})\) is the distribution function of the conduction electrons, the index \(\eta\) corresponds to spin direction, \(e\) and \(m\) are the charge and the mass of an electron, respectively, and \(h\) is Planck’s constant. We have taken the layers parallel to the \((x, y)\) plane, as shown in Fig. 1.

The electron distribution function for \(\eta\)th spin is written in the form

\[ f_\eta(z, \mathbf{v}) = f^0_\eta(\mathbf{v}) + g_\eta(z, \mathbf{v}), \]

where \(f^0_\eta(\mathbf{v})\) is the equilibrium distribution in the absence of an electrical field, and \(g_\eta(z, \mathbf{v})\) is a correction to the distribution...
bution function due to scattering. Here \( g_{\eta}(r, v) \) was substituted by \( g_{\eta}(z, v) \), because the system is isotropic in respect to \( x \) and \( y \) coordinates. The linear-response Boltzmann transport equation, for an electric field in the \( x \) direction, is given by

\[
\frac{F}{m} \frac{d}{d\tau_{\eta}} \frac{\partial f_{\eta}^{0}(v)}{\partial \tau_{\eta}} + \mathbf{v} \cdot \frac{\partial g_{\eta}(z, v)}{\partial \mathbf{v}} = \partial_{z} g_{\eta}(z, v)_{\text{col}}.
\]  

(5)

Now, it will be necessary to determine the boundary conditions at surfaces and interfaces

\[
g_{\eta}^{+}(z=0, v) = 0,
\]

\[
g_{\eta}^{-}(z=\text{total}, v) = 0,
\]

\[
g_{\eta}^{+}(z=z_{i}, v) = Q_{i}^{-1} g_{\eta}^{-}(z=z_{i-1}, v),
\]

\[
g_{\eta}^{-}(z=z_{i}, v) = Q_{i} g_{\eta}^{+}(z=z_{i+1}, v),
\]

(6)

where the \( Q_{i} \) are the transmission coefficients and the sign + and − stands for the direction of the electron velocities with respect to the \( z \) axis. We suppress this symbol because we consider the multilayer symmetric in velocity with respect to the \( z \) axis.

III. CALCULATING THE CONDUCTIVITY

The collision term for the system with spin mixing can be written as in Ref. 3

\[
\frac{1}{\tau_{\eta}} \frac{\partial g_{\eta}(z, v)}{\partial \tau_{\eta}} = \frac{g_{\eta}(z, v) - g_{\eta}(z, v)}{\tau_{\eta}} - \frac{g_{\eta}(z, v) - g_{\eta}(z, v)}{\tau_{\eta}^{\perp}}.
\]

(7)

Here \( \tau_{\eta} \) is the relaxation time for electrons of spin \( \eta \) and \( \tau_{\eta}^{\perp} \) describes the contribution of the spin-flip processes. Combining expression (7) with Eq. (5) yields

\[
E \frac{m}{e} \frac{\partial f_{\eta}^{0}(v)}{\partial \tau_{\eta}} + \mathbf{v} \cdot \frac{\partial g_{\eta}(z, v)}{\partial \mathbf{v}} = - \frac{g_{\eta}(z, v)}{\tau_{\eta}} - \frac{g_{\eta}(z, v) - g_{\eta}(z, v)}{\tau_{\eta}^{\perp}},
\]

(8)

which is actually a system of two coupled equations, one for spin up, and the other for spin down.

The general solution of this system is

\[
g_{\eta}(z, v) = \frac{E}{m} e^{rac{\partial f_{\eta}^{0}(v)}{\tau_{\eta}}} \mathbf{B}_{\eta}(1 - A_{\eta} e^{-q_{\eta} z}),
\]

(9)

where

\[
\lambda_{\eta}^{\eta} = v_{\tau_{\eta}},
\]

\[
q_{\eta} = \frac{1}{v_{\tau_{\eta}}} - \left[ \frac{1}{\lambda_{\eta}^{\eta}} + \frac{1}{\lambda_{\eta}^{\eta}} + \frac{2}{(\lambda_{\eta}^{\eta})_{\perp}} \right],
\]

\[
B_{\eta} = \frac{1}{\lambda_{\eta}^{\eta} + \frac{1}{(\lambda_{\eta}^{\eta})_{\perp}} + \frac{1}{(\lambda_{\eta}^{\eta})_{\perp}}},
\]

\[
A_{\eta} = \frac{1}{\lambda_{\eta}^{\eta} + \frac{1}{(\lambda_{\eta}^{\eta})_{\perp}} + \frac{1}{(\lambda_{\eta}^{\eta})_{\perp}}},
\]

(10)

where \( A_{\eta}(v) \) is a constant resulting from the integration and is a characteristic of any layer \( i \). (See the Appendix for a more detailed discussion of this result.)

From Eqs. (4) and (9) we obtain

\[
\sigma_{\eta} = e^{2} m^{2} \sum_{i} B_{\eta} i \int u_{i} \frac{\partial f_{\eta}^{0}(v)}{\partial \mathbf{v}} \times [1 - A_{\eta}(v) e^{-q_{\eta} z}] d_{i} v_{i} d_{i} v_{i} d_{i} z.
\]

(11)

By changing from Cartesian velocity components \( (v_{x}, v_{y}, v_{z}) \) to spherical “coordinates” for the velocities, \( (v, \varphi, \theta) \) and then integrating over \( \varphi, \theta, z \) we obtain

\[
\sigma_{\eta} = \frac{4}{3} \int \Delta z_{i} - q_{\eta} i \int d_{i} \mu F(\mu) \times A_{\eta}(\mu) e^{-q_{\eta} z_{i} + \mu - e^{-q_{\eta} z_{i}} + \mu}.
\]

(12)

where \( v_{F} \) is the Fermi velocity and

\[
K = \pi e^{2} v_{F}^{2} m^{2} \frac{1}{\hbar^{2}},
\]

\[
F(\mu) = (1 - \mu^{2}) \mu^{-3},
\]

\[
\Delta z_{i} = z_{i} - z_{i},
\]

\[
j = i + 1,
\]

\[
\mu = \frac{1}{\cos \theta}.
\]

(13)

The expression (11) cannot be integrated immediately, because the dependence of \( A_{\eta} \) in \( v \) is not explicit. To find a general form of \( A_{\eta} \) as a function of \( v \), we will use the boundary conditions given in (6)
\[ g_{q_1}(z = 0, v_z) = 0 \Rightarrow B_{q_1}[1 - A_{q_1}(v_z)] = 0, \]
\[ A_{q_1} = c_{q_1} e^{a_{q_1} v_z}, \]
where
\[ c_{q_1} = 1, \quad a_{q_1} = 0, \quad (14) \]
and
\[ g_{q_1}(z = z_i, v_z) = Q^q g_{q_1}(z = z_i, v_z), \]
\[ B_{q_1}(1 - A_{q_1} e^{-q_{q_1} z_i / v_z}) = Q^q B_{q_1}(1 - A_{q_1} e^{-q_{q_1} z_i / v_z}), \]
\[ A_{q_1} = \alpha_{q_1} e^{q_{q_1} z_i / v_z} + \beta_{q_1} e^{(q_{q_1} - q_{q_1}) z_i / v_z}, \quad (15) \]
where
\[ \alpha_{q_1} = 1 - \beta_{q_1}, \quad \beta_{q_1} = \frac{B_{q_1}}{B_{q_1}}. \quad (16) \]

Beginning with Eq. (15) it is possible to write expressions for \( A_{q_2}, A_{q_3}, A_{q_4}, \ldots \). For \( A_{q_2} \):
\[ A_{q_2} = \alpha_{q_2} e^{q_{q_2} z_i / v_z} + \beta_{q_2} e^{(q_{q_2} - q_{q_2}) z_i / v_z}, \]
\[ A_{q_2} = c_{q_2} e^{a_{q_2} v_z} + c_{q_2} e^{a_{q_2} v_z}, \quad (17) \]
\[ A_{q_2} = \sum_{n=1}^{\infty} c_{q_2} e^{a_{q_2} v_z}, \]
where
\[ c_{q_2} = \alpha_{q_2}, \]
\[ c_{q_2} = 1, \]
\[ a_{q_2} = q_{q_2} z_i, \]
\[ a_{q_2} = a_{q_1} + (q_{q_1} - q_{q_1}) z_i. \]

For \( A_{q_3} \):
\[ A_{q_3} = \alpha_{q_3} e^{q_{q_3} z_i / v_z} + \beta_{q_3} e^{(q_{q_3} - q_{q_3}) z_i / v_z}, \]
\[ A_{q_3} = \alpha_{q_3} e^{q_{q_3} z_i / v_z} + \beta_{q_3} e^{(q_{q_3} - q_{q_3}) z_i / v_z} \times e^{(q_{q_3} - q_{q_3}) z_i / v_z}, \]
\[ A_{q_3} = c_{q_3} e^{a_{q_3} v_z} + c_{q_3} e^{a_{q_3} v_z}, \quad (19) \]
\[ A_{q_3} = \sum_{n=1}^{\infty} c_{q_3} e^{a_{q_3} v_z}, \]
where
\[ c_{q_3} = \alpha_{q_3}, \]
\[ c_{q_3} = 1, \]
\[ a_{q_3} = q_{q_3} z_i, \]
\[ a_{q_3} = a_{q_2} + (q_{q_2} - q_{q_2}) z_i. \]

And finally for \( A_{q_4} \):
\[ A_{q_4} = \alpha_{q_4} e^{q_{q_4} z_i / v_z} + \beta_{q_4} e^{(q_{q_4} - q_{q_4}) z_i / v_z}, \]
\[ A_{q_4} = \alpha_{q_4} e^{q_{q_4} z_i / v_z} + \beta_{q_4} e^{(q_{q_4} - q_{q_4}) z_i / v_z} \times e^{(q_{q_4} - q_{q_4}) z_i / v_z}, \]
\[ A_{q_4} = \sum_{n=1}^{\infty} c_{q_4} e^{a_{q_4} v_z}, \]
where
\[ c_{q_4} = \alpha_{q_4}, \]
\[ c_{q_4} = 1, \]
\[ a_{q_4} = q_{q_4} z_i, \]
\[ a_{q_4} = a_{q_3} + (q_{q_3} - q_{q_3}) z_i. \]

Expression (23) for the \( A_{q_i} \) are now in the desired form, that is, with an explicit dependence on \( v_z \). This result will allow the analytical integration of (4).

Using the earlier mentioned relation for the constants \( A \), Eq. (11) can be rewritten as
\[ \sigma_{\eta} = \sum_{\eta_i} \frac{4}{3} \Delta \zeta_i \sum_{n=1}^{i} c_{\eta_i} \int d\mu F(\mu) \times (e^{\Gamma_{\eta_i}^{1,n} \mu} - e^{\Gamma_{\eta_i}^{2,n} \mu}), \quad (20) \]
where \( \Gamma_{\eta_i}^{1,n} \) is given by
\[ \Gamma_{\eta_i}^{1,n} = \alpha_{\eta_i} - q_{\eta_i} \zeta_i, \quad (26) \]
\[ \Gamma_{\eta_i}^{2,n} = \alpha_{\eta_i} - q_{\eta_i} \zeta_i. \quad (27) \]
We can integrate this equation
\[ \sigma_{\eta} = \sum_{i}^{N} B_{\eta i} \left[ \frac{4}{3} \Delta z_{i} - q_{\eta i} \sum_{n}^{i} c_{\eta n}^{2} (L_{i\eta}^{1n} - L_{x\eta}^{2n}) + M_{i\eta}^{1n} - M_{x\eta}^{2n} \right], \]

\[ L_{i\eta}^{m,n} = \left( \frac{1}{2} - \frac{5}{12} \Gamma_{i\eta}^{m,n} - \frac{1}{12} (\Gamma_{i\eta}^{m,n})^{2} + \frac{1}{30} (\Gamma_{i\eta}^{m,n})^{3} \right) e^{-\Gamma_{i\eta}^{m,n}}, \]

\[ M_{i\eta}^{m,n} = \frac{(\Gamma_{i\eta}^{m,n})^{2}}{2} \left( 1 - \frac{1}{12} (\Gamma_{i\eta}^{m,n})^{2} \right) \int \frac{e^{-\Gamma_{i\eta}^{m,n} \mu}}{\mu} d\mu, \]  

\[ x = i - 1. \]  

Equation (28) is an analytic expression that can be used along with Eq. (1) to determine the magnetoresistance. In this manner we can simultaneously obtain values for the resistivity, conductance, and magnetoresistance of the system.

IV. TEMPERATURE DEPENDENCE OF THE PARAMETERS Q AND \( \lambda \)

In order to apply the formalism developed in the preceding section to temperature-dependent systems, it is necessary to examine the thermal evolution of the parameters that appear in the calculation. For the nonmagnetic layer, the resistivity is written as

\[ \rho(T) = \rho(4.2 \text{ K}) + \delta\rho(T), \]  

where \( \delta\rho(T) \) is related to the phonon scattering and is a characteristic of each metallic element.

For the magnetic layers, the resistivity is also written in the form given by Eq. (30) and the dependence of the freemean path on temperature is given by

\[ \rho = \rho^{1}\rho^{1} + \rho^{1}\rho^{1}(\rho^{1} + \rho^{1}) \rho^{1} + \rho^{1} + 4\rho^{1}, \]

\[ \rho^{1} = \alpha\rho^{1}, \]

where \( \rho \) and \( \alpha \) are experimental data, see Refs. 12 and 13.

We have related the resistivity and mean-free-path using

\[ \rho_{\eta}(\mu \Omega \text{ cm})\lambda_{\eta}(\text{Å}) = 1940, \]

see Ref. 1.

We suppose the mechanism of the dependence on temperature for transmission coefficients through the interfaces has the form

\[ Q(T) = Q(0) + \omega T^{\gamma}, \]

where \( Q(0) \) is the diffusion term at 0 K and \( \omega \) and \( \gamma \) are deduced from the fits.\(^{11}\)

The use of these two functional forms for \( \lambda(T) \) and \( Q(T) \) in the temperature will preserve the thermal evolution of the simulations and allow to work with experimental values, once the resistivity of the materials as a function of the temperature is known. In other words, once the fundamental parameters of the simulation have been defined at 0 K, the system will evolve on its own, without the need of external interference in the program.

V. EXAMPLES

In order to illustrate the results found in the previous sections, we apply the results obtained via Eqs. (1) and (28) to reproduce some experimental results already known in the literature. The parameters for \( \lambda \) and \( Q \) used in this example are in perfect agreement with those reported in the literature (for an example, see Ref. 7).

The first example to be presented shows the variation of the magnetoresistance with the number of layers. The experimental data are from work published by Parkin,\(^{8-13}\) where the author presents a set of experimental data for the variation of the magnetoresistance in the Si/Cr (9 Å) [Fe (18 Å)/Cr (9 Å)]\(_{N}/\text{Cr} \) (9 Å) system with the number of layers. Here we shall take as basis for comparison the empirical equation for the magnetoresistance obtained by the author

\[ \text{MR} = 168 \frac{2N - 2}{T_{N} - 15N}, \]

where \( N \) is the number of bilayers and \( T_{N} \) is the total thickness of the multilayer. To reproduce Parkin’s experimental results, we use the following set of parameters:

\[ \lambda_{\text{Fe}} = 7.6 \text{ nm}, \]

\[ \lambda_{\text{Cr}} = 4.5 \text{ nm}, \]

\[ Q^{1} = 1, \]

\[ Q^{1} = 0.1. \]

Figure 2 shows the experimental curve [solid line ob-
tained from Parkin's phenomenological expression (33), along with the results obtained using Eq. (28). Note that there is good agreement between the results.

In what follows, we present a comparative set of experimental and computational results for \( \lambda_{\text{Co}} = 15 \text{ Å} / \lambda_{\text{Cu}} = 9 \text{ Å} \) system (see Ref. 14). We start by showing the variation of the resistivity and magnetoresistance for the copper layer thickness evolution \( t_{\text{Cu}} = 6-60 \text{ Å} \) for two different temperatures, 4.2 and 300 K: Figs. 3 and 4, respectively.

Finally, in Fig. 5, the dependence of the magnetoresistance in a large range of temperatures \( T = 4.2-300 \text{ K} \), was shown.

The parameters used in these three last cases are

\[ \lambda_{\text{Co}} = 120 \text{ Å}, \]
\[ \lambda_{\text{Cu}} = 10 \text{ Å}, \]
\[ Q = 0.98, \]
\[ Q = 0.2. \]

VI. CONCLUSIONS

Using the semiclassical formalism for the electrical conductivity \( \sigma \) in multilayered thin films, we have developed a calculation that resulted in an analytical expression for \( \sigma \). The greatest difficulty in obtaining this expression was finding a form for \( A(v) \) that could be integrated, that is, that explicitly showed the velocity dependence. The quantity \( A(v) \) is obtained from the boundary conditions and depends on the interface under consideration. Since an \( N \)-layer multilayer has \( N-1 \) interfaces, the function \( A(v) \) will have \( N-1 \) different forms. By means of a mathematical manipulation of the boundary conditions we were able to find a compact expression that represents \( A(v) \) at any interface in the multilayer and that explicitly shows its velocity dependence, thus allowing a general expression for the conductivity to be obtained by integration.

In order to encompass the greatest number of situations possible, we have included the temperature dependence. This was done directly at the initial formulation, that is, the spin-mixing term was included in the Boltzmann equation. The system’s thermal evolution is incorporated in the simulations by using experimental results obtained from resistivity studies of bulk metals and alloys.

The simulations were developed using parameters that are well known in the literature and showed good agreement with experimental data. In addition to allowing for numerical studies, the general expression for the electrical conductivity can be explored in its analytical form.
The model that has been developed here is limited but can be improved by taking certain physical processes into account, such as reflections at the interfaces.
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APPENDIX

The Boltzmann system is

$$
\frac{1}{\tau} \frac{\partial f_0(v)}{\partial t} + \frac{v}{\tau} \frac{\partial f_0(v)}{\partial v} = -\frac{g_{\eta}(z, v)}{\tau},
$$

(A1)

or

$$
g_{\eta}^+ + \beta g_{\eta} - \alpha g_{\eta}^+ + A = 0,
$$

(A2)

$$
g_{\eta}^+ + D g_{\eta} + E g_{\eta} + A = 0,
$$

(A3)

where $^+ = \partial_z$. To find the solution of the system we derived one of the equations in $z$:

$$
g_{\eta}^+ + B g_{\eta} + C g_{\eta}^+ = 0,
$$

(A4)

and it uses (A2) and (A3) to eliminate $g_{\eta}^+$. The new equation presents the following form:

$$
g_{\eta}^+ + \alpha g_{\eta}^+ + \beta g_{\eta}^+ + \gamma = 0.
$$

(A5)

The general solution of the new equation is

$$
g_{\eta}(z, v) = D_{\eta}^1 (1 - A_{\eta}^1 e^{F_{\eta}(z, v)}) + D_{\eta}^2 (1 - A_{\eta}^2 e^{F_{\eta}(z, v)}).
$$

(A6)

To determine which expression corresponds to $g_1$ and $g_2$, we examine the limit $\tau \rightarrow \infty$, which is just the nposspin-flip problem

$$
\lim_{\tau \rightarrow \infty} g_{\eta}(z, v) = \frac{E}{m} \frac{1}{\tau} \frac{\partial f_0(v)}{\partial v} \tau_{\eta}(1 - A_{\eta}(v)) e^{- \frac{z}{\tau} \omega_{\eta}^0}.
$$

(A7)

In this limit we have

$$
D_0 = \frac{E}{m} \frac{1}{\tau} \frac{\partial f_0(v)}{\partial v} \tau_{\eta} + \frac{1}{\tau} \frac{\partial f_0(v)}{\partial v} \tau_{\eta} - \frac{1}{\tau^2} \frac{\partial f_0(v)}{\partial v} \tau_{\eta} + \frac{1}{\tau^2} \frac{\partial f_0(v)}{\partial v} \tau_{\eta}.
$$

(A8)

$$
p_0 = - \frac{1}{\tau}.
$$

$$
p_1 = - \left( \frac{1}{\tau} + \frac{1}{\tau^2} + \frac{2}{\tau^3} \right)
$$

where $D_0$ and $q_0$ correspond to the nonmagnetic layers.

We can write (A6) in the general form

$$
g_{\eta}(z, v) = D_{\eta}^1 (1 - A_{\eta}^1 e^{F_{\eta}(z, v)}).
$$

(A9)
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