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Abstract

The model-dependence of the relation between the inelastic and various minimum-bias proton-proton cross sections is analyzed, paying a special attention to the sensitivity of minimum-bias triggers to diffractive collisions. Concentrating on the trigger selections of the ATLAS experiment, the measured cross sections are compared to predictions of a number of hadronic Monte Carlo models used in the cosmic ray field. It is demonstrated that the ATLAS results are able to discriminate between different models and between certain theoretical approaches for soft multi-particle production. On the other hand, the strong model-dependence of the selection efficiency of the minimum-bias triggers prevents one from inferring high mass diffraction rate from the discussed data. Moreover, the measured cross sections prove to be insensitive to the production of low mass diffractive states in proton-proton collisions. Consequently, a reliable determination of the total inelastic cross section requires forward proton tracking by a dedicated experiment.

1 Introduction

The knowledge of the inelastic proton-proton cross section and of its repartition into the non-diffractive one and into partial cross sections for various diffractive processes is of considerable importance for understanding the dynamics of strong interactions. Additionally, it is involved into determinations of collider luminosities and into normalizations of measured particle spectra. On the other hand, a proper understanding of the energy-dependence of the inelastic and diffractive \( pp \) cross sections is of vital importance for experimental studies of high energy cosmic rays. Due to an extremely low incoming flux of such particles, their properties are inferred from measured characteristics of nuclear-electromagnetic cascades - extensive air showers induced by them in the air. In turn, the longitudinal development of air showers depends strongly on the magnitude of \( \sigma_{\text{inel}}^{\text{pp}} \) and on the relative rate of diffractive interactions [1].

It has been proposed recently [2] that a study of minimum-bias cross sections at the Large Hadron Collider (LHC) with various combinations of triggering detectors could be a powerful instrument for discriminating between theoretical approaches to hadronic multiple production and may allow one to infer the rate of diffraction at LHC energies. Presently, such a study in underway by the ATLAS, CMS, and ALICE Collaborations [3] and the first results for the observed minimum-bias cross sections have been reported by ATLAS [4].

The purpose of the present work is twofold. First, we investigate model-dependence of the relation between various minimum-bias cross sections and \( \sigma_{\text{inel}}^{\text{pp}} \), in particular, concerning the contributions of low and high mass diffraction dissociation. Secondly, we check if the ATLAS data are able to discriminate between different models of hadronic interactions, in particular, between the ones used to treat cosmic ray interactions in the atmosphere.
2 Model approaches

General inelastic hadron-hadron collisions receive large contributions from soft processes and cannot be treated within the perturbative QCD framework. This is especially so concerning the inelastic diffraction which is often described in hadronic Monte Carlo (MC) generators in a purely phenomenological way: based on empirical parametrizations for the corresponding partial cross sections and assuming a simple \( dM^2/X^2 \) distribution for the mass squared of diffractive states produced [5]. The only, though still phenomenological, approach which offers a microscopic treatment of general soft and, in particular, diffractive collisions of hadrons is provided by Gribov’s Reggeon Field Theory (RFT) [6]. In the RFT framework, hadron-hadron collisions are described as multiple scattering processes, with “elementary” scattering contributions being treated as Pomeron exchanges. One usually employs separate treatments for low \( (M^2 \lesssim 10 \text{ GeV}^2) \) and high mass diffractive excitations. The former can be conveniently described using the Good-Walker-like multi-channel approach [7, 8]: representing the interacting hadrons by superpositions of a number of elastic scattering eigenstates characterized by different interaction strengths and, generally, different transverse profiles. Assuming eikonal vertices for Pomeron-hadron coupling, one obtains simple expressions for partial cross sections of various low mass diffraction processes. On the other hand, high mass diffraction is related to the so-called enhanced diagrams which involve Pomeron-Pomeron interactions [9], with the triple-Pomeron coupling as the key parameter of the scheme. Importantly, at higher energies enhanced graphs of more and more complicated topologies contribute to elastic scattering amplitude and to partial cross sections of various, notably diffractive, final states. Hence, meaningful results can only be obtained after a full resummation of all significant enhanced contributions, to all orders with respect to the triple-Pomeron coupling [10].

In this work, we analyze model-dependence of the relation between \( \sigma_{pp}^{\text{inel}} \) and various minimum-bias proton-proton cross sections, paying a special attention to the sensitivity of minimum-bias triggers to diffractive collisions. We concentrate on the trigger selections of the ATLAS experiment [11] and employ in this study hadronic MC generators used in the cosmic ray field. In particular, we use the most recent version of the QGSJET-II model (QGSJET-II-04) [11] which is the only MC generator based on the full all-order resummation of enhanced Pomeron graphs and which thus provides the theoretically most advanced treatment of the physics relevant to the present study [2]. The corresponding results will be compared to the ones of the SIBYLL model [12, 13] which describes inelastic diffraction similarly to the PYTHIA generator [5, 20]. \( dM^2/X^2 \) distribution is used for diffractive mass squared and no special treatment for low mass diffraction is employed. In addition, we use the previous version of QGSJET-II (QGSJET-II-03) [21] which was based on the resummation of “net”-like enhanced Pomeron graphs while neglecting Pomeron “loop” contributions [22]. As a consequence, there is a factor of two difference in the value of the triple-Pomeron coupling between the two model versions, which projects itself in the corresponding difference for the predicted single high mass diffraction cross section. On the other hand, the inclusion of Pomeron loops significantly enhances the rate of double high mass diffraction in QGSJET-II-04 compared to QGSJET-II-03. While both model versions employ a 2-component multi-channel approach for describing low mass diffraction, QGSJET-II-04 differs from the previous version by using different transverse profiles for Pomeron emission vertices by different elastic scattering eigenstates [11] and which thus provides the theoretically most advanced treatment of the physics relevant to the present study [2]. This had the consequence of a significantly larger low mass diffraction rate at very high energies in QGSJET-II-04. The three models considered differ also in their predictions for the high energy behavior of total and inelastic proton-proton cross sections, as shown in Fig. 1, which is partly related to model calibrations to the CDF [24] or E710 [25] results on \( \sigma_{pp}^{\text{tot}} \) at the Tevatron. A comparison of the three models’ results with various accelerator data, from fixed target energies up to LHC,

---

1Alternative approaches to the resummation of enhanced Pomeron diagrams have been proposed in Refs. [12, 13, 14, 15, 16].

2The choice of different profiles for the eigenstates was necessary to get an agreement with measured differential elastic cross section for hadron-proton collisions. On the other hand, such an agreement could be obtained using the same transverse profile for all the eigenstates but choosing a more sophisticated profile shape [13].
Figure 1: Model predictions for total, elastic, and inelastic proton-proton cross sections: QGSJET-II-4 - solid, QGSJET-II-3 - dashed, and SIBYLL - dot-dashed. The compilation of data is from Ref. [23].

may be found in Refs. [11, 19, 21, 26].

In Table 1 we compile the predictions of the above-discussed models for $\sigma_{pp}$ at $\sqrt{s} = 7$ TeV as well as the respective partial cross sections for non-diffractive $\sigma_{ND}$, single high mass diffractive $\sigma_{SD}^{HM}$ (combined with double diffractive cross section $\sigma_{DD}^{LHM}$ corresponding to a high mass diffraction of one proton and a low mass excitation of the other one), double high mass diffractive $\sigma_{DD}^{HM}$, and single $\sigma_{SD}^{LSD}$ and double $\sigma_{DD}^{LDD}$ low mass diffractive collisions. For comparison we add also the corresponding PYTHIA results taken from Ref. [4]. The considered subclasses of inelastic collisions differ in their efficiencies to generate a signal in scintillation detectors used in minimum-bias trigger selections (MBTS) of various LHC experiments. In non-diffractive events, all the kinematically accessible rapidity interval is covered by secondaries, hence, the probability to have a charged hadron inside a detector should approach 100% in that case. In turn, high mass diffractive collisions produce narrow bunches of secondaries in forward and/or backward hemisphere, such that almost the whole rapidity range, except its edges, is free of secondaries. Such events are likely to be missed by the triggers, which was in particular the reason for combining $\sigma_{SD}^{HM}$ and $\sigma_{DD}^{LDD}$ together.

Importantly, the considered models differ not only in the predicted diffraction cross sections but also concerning mass distributions of diffractive states. This is illustrated in Fig. 2 where the distribution for $f_{SD}(\xi) \equiv \frac{\xi}{\sigma_{SD}} \frac{d\sigma_{SD}}{d\xi}$ for single diffractive $pp$ collisions at $\sqrt{s} = 7$ TeV as calculated using QGSJET-II-4 (red solid) and SIBYLL (green dashed). Partial contributions to $f_{SD}(\xi)$ from low and high mass diffraction in QGSJET-II-4 are shown as black dotted and blue dash-dotted lines respectively; yellow solid and black dashed lines are used for contributions of high mass diffraction at $b < 1.3$ fm and $b > 1.3$ fm.

3In Table 1 we use theoretical definitions for low and high mass diffraction cross sections, which do not depend on an experimental trigger. For comparison, in Fig. 1 the diffractive event classification of the CDF experiment was applied to compare with the corresponding data.

4In QGSJET-II, there is a small (sub-mb) contribution of central diffraction (double Pomeron exchange) which we did not subtract from $\sigma_{ND}$.

5In the QGSJET-II model, the low mass diffraction cross sections calculated in the multi-channel approach are assumed to correspond to diffractive final states described by the Pomeron-Pomeron-Reggeon (PPR) asymptotics, with an approximate $dM_{XX}^2/M_X^2$ diffractive mass distribution. Hence, one obtains some weak sensitivity of the MBTS detectors to the tail of the $M_X$ distribution, as demonstrated in the following. Alternatively, one may assume that these cross sections correspond to a number of discrete low mass resonance states [13], in which case such events would be missed completely by the triggers.
Table 1: Model predictions for $\sigma^{\text{inel}}$ and for partial inelastic proton-proton cross sections (in mb) at $\sqrt{s} = 7$ TeV.

| Model     | $\sigma^{\text{inel}}$ | $\sigma_{\text{ND}}$ | $\sigma_{\text{DD}}$ | $\sigma_{\text{HM}}$ | $\sigma_{\text{LM}}$ | $\sigma_{\text{ND}} + \sigma_{\text{DD}}$ | $\sigma_{\text{HM}} + \sigma_{\text{LM}}$ |
|------------|------------------------|----------------------|----------------------|----------------------|----------------------|-------------------------------------------|-------------------------------------------|
| QGSJET II-04 | 69.7                   | 49.6                 | 5.7                  | 7.3                  | 7.1                  |                                          |                                          |
| QGSJET II-03 | 77.5                   | 57.4                 | 11.4                 | 5.4                  | 3.3                  |                                          |                                          |
| SIBYLL     | 79.6                   | 65.7                 | 12.2                 | 1.7                  | 0                    |                                          |                                          |
| PYTHIA     | 71.5                   | 48.5                 | 13.7                 | 9.3                  | 0                    |                                          |                                          |

3 Results for minimum-bias cross sections

The models discussed in the previous section have been used to generate hadronic final states corresponding to non-diffractive and various diffractive proton-proton collisions and to investigate selection efficiencies $\varepsilon$ of the corresponding final states by minimum-bias triggers of the ATLAS experiment. Here we restrict ourselves with the MBTS_AND and MBTS_OR triggers which require at least one charged particle detected respectively at both positive ($\eta_1 < \eta < \eta_2$) and negative ($-\eta_2 < \eta < -\eta_1$) pseudorapidity intervals or in either of the two $\eta$-ranges, with $\eta_1 = 2.09$ and $\eta_2 = 3.84$ [4]. In addition, we consider the ChPart trigger selection which combines the MBTS_OR condition with the requirement of at least one charged hadron of transverse momentum $p_t > 0.5$ GeV being detected in the $|\eta| < 0.8$ range. When estimating the corresponding selection efficiencies we assume 100% detection probability for charged hadrons in the respective pseudorapidity intervals, thus neglecting potential loss of events due to less than 100% particle tracking efficiency. Though more accurate treatment, with the tracking efficiency properly taken into account, may result in somewhat lower trigger rates for inelastic processes, we do not expect the difference to be large because of the relatively

...
wide pseudorapidity intervals involved and high particle densities produced.

The obtained model results for selection efficiencies of various inelastic processes, compiled in Table 2, confirm qualitative expectations of Section 2, demonstrating in particular that the ATLAS trigger selections have high efficiency for triggering non-diffractive interactions while being almost blind to low mass diffraction. On the other hand, we observe large differences between QGSJET-II and SIBYLL for ε_{DD}^HM, which is related to the treatment of double high mass diffraction in the two models. The contribution to σ_{DD}^HM from the superposition of two simultaneous (projectile and target) single diffraction processes results in much narrower rapidity gap sizes (hence, in a smaller probability to miss the trigger) compared to the case of simple dM_X^2/M_X^2 distributions for the two diffractive masses, used in SIBYLL. It is noteworthy that ε_{DD}^HM in QGSJET-II-03 is higher than in QGSJET-II-04 because Pomeron loops are neglected in the former model, hence, the above-discussed mechanism is the only one relevant for double high mass diffraction in that case. As anticipated in [2], the MBTS_AND and MBTS_OR triggers differ significantly in their sensitivity to single high mass diffraction: the ratio of the corresponding values for ε_{DD}^HM is related to the ratio of the numbers of events with ξ > ln s/2 + η_1 and ξ > ln s/2 - η_2. This explains also the larger difference between the respective values of ε_{DD}^HM for the two triggers in case of QGSJET-II-03 compared to SIBYLL - as in the former model single high mass diffractive events have a smaller probability to fall in the interval ξ > ln s/2 + η_1 (c.f. blue dot-dashed and green dashed lines in Fig. 2). However, the values of ε_{DD}^HM for QGSJET-II-03 appear to be similar to the ones for SIBYLL, which indicates that other effects, e.g. the rapidity density of produced hadrons, impact the results.

In Table 3 we compare the model predictions for "visible" cross sections for the various combinations of ATLAS minimum-bias triggers with experimental results; the corresponding values for PYTHIA from Ref. [11] are also added. It is easy to see that model extrapolations based on the CDF measurement of σ_{pp} at the Tevatron are disfavored by the ATLAS results. Indeed, of the three models considered only QGSJET-II-04 agrees with the data within the uncertainties related to the luminosity determination. QGSJET-II-03 and SIBYLL exceed the measured MBTS rates by about 2σ and 3σ respectively while even stronger disagreement is observed for the ChPart event selection. On the other hand, the experimental results demonstrate the potential for discriminating between various theoretical models for soft multi-particle production. As an example, one may check such a possibility with QGSJET-II-04 by comparing the MBTS efficiencies for single and double high mass diffractive events obtained in two ways: based on charged particle tracking (as summarized in Table 2) or using the theoretical rapidity gap structure of individual events. In the latter case, we assume that an event is triggered if the rapidity coverage of the respective detectors is at least partly spanned by a cut Pomeron (which corresponds to an elementary "piece" of particle production in the model) produced when modeling the configuration of the interaction [11]. Alternatively, an event is not triggered if the detectors appear to be fully inside the theoretical rapidity gaps (defined by the cut Pomeron structure of the event). As is easy to see from Table 3, the corresponding theoretical efficiencies for the MBTS_OR selection coincide with the full MC results (Table 2) within few percents thereby confirming that the results of Ref. [2] are indeed disfavored by the data. On the other hand, the selection efficiencies for

---

The possible exception is the ChPart selection which, however, has been corrected for the particle tracking efficiency of the ATLAS experiment in Ref. [3].
Table 2: Model results for selection efficiencies (in %) of the ATLAS minimum-bias triggers to non-diffractive ($\varepsilon_{\text{ND}}$), single high mass diffractive ($\varepsilon_{\text{SD}}^{\text{HM}}$), double high mass diffractive ($\varepsilon_{\text{DD}}^{\text{HM}}$), and low mass diffractive ($\varepsilon_{\text{LMD}}$) proton-proton collisions at $\sqrt{s} = 7$ TeV.

|                  | QGSJET-II-04 | QGSJET-II-03 | SIBYLL |
|------------------|-------------|-------------|--------|
|                  | $\varepsilon_{\text{ND}}$ | $\varepsilon_{\text{SD}}^{\text{HM}}$ | $\varepsilon_{\text{DD}}^{\text{HM}}$ | $\varepsilon_{\text{LMD}}$ |
| MBTS_AND         | 95          | 29          | 82     | 0.2   |
| MBTS_OR          | 100         | 63          | 97     | 6.4   |
| ChPart           | 87          | 24          | 56     | 0.5   |

Table 3: Model predictions for visible cross sections (in mb) in the ATLAS minimum-bias detectors compared to the measured values [4] (the correlated 11% uncertainty of the experimental results related to the luminosity determination is not included in the quoted experimental errors).

|                  | QGSJET-II-04 | QGSJET-II-03 | SIBYLL | PYTHIA | Exp. [4] |
|------------------|-------------|-------------|--------|--------|---------|
|                  | $\varepsilon_{\text{ND}}$ | $\varepsilon_{\text{SD}}^{\text{HM}}$ | $\varepsilon_{\text{DD}}^{\text{HM}}$ | $\varepsilon_{\text{LMD}}$ |
| MBTS_AND         | 60.8        | 62.3        | 68.4   | 58.4   | 51.9±0.2 |
| MBTS_OR          | 54.1        | 63.6        | 68.4   | 58.4   | 51.9±0.2 |
| ChPart           | 48.4        | 57.7        | 62.3   | 45.7   | 42.7±0.2 |

Table 4: Selection efficiencies (in %) of various partial inelastic $pp$ cross sections at $\sqrt{s} = 7$ TeV by the ATLAS minimum-bias triggers and the resulting visible cross sections, as obtained from the theoretical rapidity gap structure of final states in QGSJET-II-04.

|                  | $\varepsilon_{\text{ND}}$ | $\varepsilon_{\text{SD}}^{\text{HM}}$ | $\varepsilon_{\text{LMD}}$ | $\sigma_{\text{obs}}$ |
|------------------|-----------------|-----------------|-----------------|------------------|
| MBTS_AND         | 100             | 54.9            | 0               | 60.3             |
| MBTS_OR          | 100             | 54.9            | 0               | 60.3             |

the MBTS_AND trigger appear to be strongly modified by hadronization effects, which indicates that the latter change noticeably the rapidity gap structure of individual events. Hence, a complete MC treatment is a necessary prerequisite for inferring the high mass diffraction rate from a set of minimum-bias cross sections.

Clearly, without a good handle on the low mass diffraction, a determination of $\sigma_{\text{inel}}^{\text{pp}}$ on the basis of measured minimum-bias cross sections will be strongly model-dependent. On the other hand, one may be tempted to use the ATLAS results to derive luminosity-independent estimations of the relative contributions of single and double high mass diffraction, $(\sigma_{\text{SD}}^{\text{HM}} + \sigma_{\text{DD}}^{\text{HM}}) / \sigma_{\text{obs}}$, with $\sigma_{\text{obs}} = \sigma_{\text{inel}} - \sigma_{\text{SD}}^{\text{HM}} - \sigma_{\text{DD}}^{\text{HM}}$, such an information would be extremely valuable since model predictions for $\sigma_{\text{SD}}^{\text{HM}}$ and $\sigma_{\text{DD}}^{\text{HM}}$ are vastly different, as demonstrated in Table II. However, the corresponding equation system for the ATLAS trigger selections

$$\begin{align*}
\sigma_{\text{MBTS-AND}} &= \varepsilon_{\text{ND}}^{\text{AND}} \sigma_{\text{ND}} + \varepsilon_{\text{SD}}^{\text{AND}} (\sigma_{\text{SD}}^{\text{HM}} + \sigma_{\text{DD}}^{\text{HM}}) + \varepsilon_{\text{DD}}^{\text{AND}} \sigma_{\text{DD}}^{\text{HM}} \\
\sigma_{\text{MBTS-OR}} &= \varepsilon_{\text{ND}}^{\text{OR}} \sigma_{\text{ND}} + \varepsilon_{\text{SD}}^{\text{OR}} (\sigma_{\text{SD}}^{\text{HM}} + \sigma_{\text{DD}}^{\text{HM}}) + \varepsilon_{\text{DD}}^{\text{OR}} \sigma_{\text{DD}}^{\text{HM}} \\
\sigma_{\text{ChPart}} &= \varepsilon_{\text{ND}}^{\text{ChPart}} \sigma_{\text{ND}} + \varepsilon_{\text{SD}}^{\text{ChPart}} (\sigma_{\text{SD}}^{\text{HM}} + \sigma_{\text{DD}}^{\text{HM}}) + \varepsilon_{\text{DD}}^{\text{ChPart}} \sigma_{\text{DD}}^{\text{HM}}
\end{align*}$$

is ill-defined, mainly because of the strong correlation between the ChPart and MBTS triggers and due to the strong model-dependence of the selection efficiency for double high mass diffraction. Alternatively, one may combine non-diffractive and double high mass diffraction events together and restrict oneself with the MBTS results only. Applying a MC procedure to determine the selection efficiency for non-single-diffractive events ($\sigma_{\text{NSD}} = \sigma_{\text{ND}} + \sigma_{\text{DD}}^{\text{HM}}$), we obtain using QGSJET-II-04, QGSJET-II-03, and SIBYLL the results listed in Table II. The corresponding values of $(\sigma_{\text{ND}} + \sigma_{\text{DD}}^{\text{HM}}) / \sigma_{\text{obs}}$ and of partial cross sections are compiled in Table IV. It is easy to see that the obtained relative rate of single high mass diffraction is strongly model-dependent. Hence, a direct measurement of high mass diffraction is required to discriminate between the various model approaches.
Table 5: Model results for the selection efficiency \( \varepsilon_{\text{NSD}} \) (in %) of non-single diffractive events by the ATLAS minimum-bias triggers.

| Model | \( \sigma_{\text{HM}}^{\text{abs}} \) | \( \sigma_{\text{HMD}}^{\text{SD}} \) | \( \sigma_{\text{DSD}} \) |
|-------|-----------------|-----------------|-----------------|
| MBTS_AND | 92 | 94 | 97 |
| MBTS_OR | 99 | 100 | 100 |

Table 6: Model-based estimations of the relative fraction of single high mass diffraction and of partial inelastic cross sections.

| Model | \( \frac{\sigma_{\text{HM}}^{\text{abs}} + \sigma_{\text{DSD}}^{\text{SD}}}{\sigma_{\text{DSD}}^{\text{HM}}} \) | \( \sigma_{\text{NSD}} \) | \( \sigma_{\text{HM}}^{\text{abs}} \) |
|-------|-----------------|-----------------|-----------------|
| QGSJET-II-04 | 0.12 | 54 mb | 62 mb |
| QGSJET-II-03 | 0.19 | 51 mb | 63 mb |
| SIBYLL | 0.24 | 49 mb | 65 mb |

4 Outlook

In this work, we analyzed the model-dependence of the relation between the inelastic and various minimum-bias proton-proton cross sections, concentrating on the trigger selections of the ATLAS experiment and comparing the measured visible cross sections at \( \sqrt{s} = 7 \) TeV to predictions of a number of hadronic Monte Carlo generators used in the cosmic ray field. We demonstrated that the ATLAS results provide serious constraints on hadronic interaction models and allow one to discriminate between certain theoretical approaches to the treatment of soft multi-particle production. In particular, the minimum-bias trigger rates reported by ATLAS disfavor model extrapolations based on the CDF measurement of \( \sigma_{pp}^{\text{tot}} \) at the Tevatron. This will have an important impact on the studies of the nuclear composition of ultra-high energy cosmic rays with fluorescence light detectors \[28, 29\].

On the other hand, the strong model-dependence of the sensitivity of the ATLAS minimum-bias triggers to diffractive events, mainly due to the differences in the predicted diffractive mass distributions, prevents one from deducing the high mass diffraction rate from the measured visible cross sections. Moreover, the MBTS detectors prove to be insensitive to the contribution of low mass diffraction in proton-proton collisions. Hence, a reliable determination of the total inelastic \( pp \) cross section does not seem feasible without forward proton tracking by a dedicated experiment, like TOTEM \[30\].

Note added.

After this paper was submitted to the journal, a measurement of the inelastic proton-proton cross section for \( \xi > 5 \times 10^{-6} \) has been reported by the ATLAS Collaboration \[31\]. Extrapolation of the result to the full kinematic range was found to be strongly model-dependent, primarily, due to strong sensitivity to model predictions for the diffractive mass distribution – which was also the main source of model-dependence discussed in this work.
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