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Abstract

Deep learning is an important branch of artificial intelligence that has been successfully applied into medicine and two-dimensional ligand design. The three-dimensional (3D) ligand generation in the 3D pocket of protein target is an interesting and challenging issue for drug design by deep learning. Here, the MolAICal software is introduced to supply a way for generating 3D drugs in the 3D pocket of protein targets by combining with merits of deep learning model and classical algorithm. The MolAICal software mainly contains two modules for 3D drug design. In the first module of MolAICal, it employs the genetic algorithm, deep learning model trained by FDA-approved drug fragments and Vinardo score fitting on the basis of PDBbind database for drug design. In the second module, it uses deep learning generative model trained by drug-like molecules of ZINC database and molecular docking invoked by Autodock Vina automatically. Besides, the Lipinski's rule of five, Pan-assay interference compounds (PAINS), synthetic accessibility (SA) and other user-defined rules are introduced for filtering out unwanted ligands in MolAICal. To show the drug design modules of MolAICal, the membrane protein glucagon receptor and non-membrane protein SARS-CoV-2 main protease are chosen as the...
investigative drug targets. The results show MolAIcal can generate the various and novel ligands with good binding scores and appropriate XLOGP values. We believe that MolAIcal can use the advantages of deep learning model and classical programming for designing 3D drugs in protein pocket. MolAIcal is freely for any nonprofit purpose and accessible at https://molaical.github.io.
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Introduction

Deep learning is a popular artificial intelligence (AI) way that has been successfully applied in medical diagnoses [1], cellular image analysis [2], chemical syntheses [3], classification of drugs [4] and so on [5]. Deep learning is a promising technology for the development and discovery of innovative drugs. The quantitative structure–activity relationship (QSAR) is a traditional method to predict the relationship between molecular descriptors and experimental values (Kd, IC50, etc.) for drug discovery [6]. The traditional machine learning methods, which are used to build the Qsar model, contain support vector machine (SVM) [7], random forest (RF) [8], Bayesian algorithm [9], artificial neural networks (ANNs) [10, 11] and so on. The inhibitors of cathepsin L [12] and kallikrein 5 protease [13] are found by QSAR models which are constructed by SVM method. The score function plays an important role in the prediction of ligand-binding affinity in the target pocket. RF-based scoring functions show that Pearson’s correlation coefficients between experimental affinities and predicted values range from 0.559 to 0.783 with different training sets based on PDBbind database v2007 [14]. As a well-known machine learning method, Bayesian algorithms have been successfully used to identify the inhibitors of G protein-coupled receptors [15], kinases [16], etc. ANNs which are the popular machine learning tools for QSAR studies have been used to select new antibacterial ligands [17] and predict chemical immunotoxicity [18]. Although the traditional machine learning methods have been widely used for new drug discovery, some literature shows deep neural networks (DNNs) outperform traditional machine learning methods in the high-performance model construction of QSAR [19–21].

Besides, the deep learning methods also emerge in the research fields of de novo drug design and drug virtual screening [22–27]. The variational autoencoders (VAEs) [28] and generative adversarial net (GAN) [29] are widely used to small molecular generation for de novo drug design [30]. The reported VAE strategy, which contains the encoder and decoder between SMILES and latent-space representations, multilayer perceptron and properties of interest based on ligands, shows a good result for ligand design with the desired properties [21]. The adversarial autoencoder (AAE) introduces the discriminator network that is trained to distinguish the real input data from the produced data following specified distribution [32]. The AAE can be used to train the molecular SMILES representations to generate the drug-like ligands with the desired properties [33]. The objective-reinforced generative adversarial networks (ORGAN) combines the reinforcement and adversarial learning methods to generate the desired molecules [34]. The generator of ORGAN produces the molecules to deceive the discriminator, while the reward function is constructed with the linear combination of the discriminator model and domain-specific desired objectives. The Wasserstein-1 W distance is used to improve the learning stability of GAN in the ORGAN [35]. The introduced above deep learning models are based on the SMILES sequence representation of molecules. The molecular graph considers the nodes as molecular atoms and edges between two nodes as molecular bonds. It is another way to generate the desired properties of molecules [36]. MolGAN, a graph generative model trained by GAN architecture, can produce more meaningful drug-like molecules via the annotation matrix and dense adjacency tensor [37]. Besides, the research reports point out that SVM combined with molecular docking, molecular mechanics/generalized Born surface area (MM/GBSA), ensemble minimization and optimization hyper-parameter shows a good performance for drug virtual screening [38].

In the deep learning model, the input data and corresponding results are provided to train the rules. Then, these rules can be further applied to generate analogous results. However, in classical programming, the input data and rules are supplied to produce corresponding results by running the designed procedures. Comparing with the deep learning model for drug design, the classical programs can generate 3D appropriate ligands based on the three-dimensional (3D) properties of protein pocket by the programmed algorithm. For example, the LigBuilder [39, 40] can build the desired 3D ligands with small fragments in the pocket of protein target. The OpenGrowth [41], which connects the small fragments to grow 3D ligands in the active pocket of proteins, can produce the molecules with drug-like and synthetic accessibility properties. In addition, the virtual screening software such as AutoDock Vina [42] shows a good scoring power for the binding assessment of ligands in the 3D pockets of protein targets [43].

The deep learning can be used to train drug-like generative models based on one-dimensional (1D) SMILES sequence or two-dimensional (2D) molecular graph. It is an interesting and challenging issue for three-dimensional (3D) ligand generation in the 3D pocket of protein target by deep learning. For the classical processes of drug design, it can design the appropriate 3D ligands in the protein pocket by the molecular docking and de novo methods. Based on the characteristics and merits of deep learning and classical programming, the MolAIcal soft package mainly contains two modules which are written by the JAVA program. One module of MolAIcal is designed on the basis of the genetic algorithm and deep learning model trained on the fragments of the Food and Drug Administration (FDA)-approved drugs, while the other module of MolAIcal is written on the basis of molecular docking and deep learning model trained on drug-like ligands of ZINC database. The classical de novo drug design software of LigBuilder and OpenGrowth needs to produce the seed fragments manually. By contrast, the MolAIcal can automatically generate valid and diverse FDA-like fragments for ligand growth by deep learning generative model. Besides, AutoDock Vina shows the best scoring power for the binding assessment of ligands in the 3D pockets of protein targets [43]. The MolAIcal has trained the Vinardo score that has better scoring power than the score of AutoDock Vina based on the PDBbind database [44]. Meanwhile,
MoAlICal can optimize the structures of ligands in the active pocket of receptors by using the classical algorithm. Moreover, the traditional molecular docking or similarity search needs the ligand database to carry out virtual screening. MoAlICal provides a virtual screening way that does not depend on the ligand database because the deep learning model of MoAlICal can generate enough number of drug-like ligands for drug virtual screening. In addition, MoAlICal is designed by JAVA program that is a popular cross-platform language. So it is easy to run with multicore CPU on different operating systems such as Linux or Windows environment.

To assay the drug design processes of these two modules, the membrane protein glucagon receptor (GCGR) and non-membrane protein SARS-CoV-2 main protease (M\textsuperscript{pro}) are picked up as the research targets. The GCGR is a member of G protein-coupled receptor family which acts on the regulation of blood glucose level. The SARS-CoV-2 M\textsuperscript{pro} which plays a key role in the replication and transcription of coronavirus leads to the rapid spread of coronavirus disease 2019 (COVID-19) throughout the world. The researchers have developed an interactive server named COVID-19 Docking Server for discovering small molecules, peptide and antibody [45]. Both of COVID-19 Docking Server and MoAlICal can be used to design small ligands in the protein pocket. However, the COVID-19 Docking Server has some differences with MoAlICal. Firstly, COVID-19 Docking Server is online based on the webservice, while MoAlICal is a software that can be run on the users’ computers. Secondly, the COVID-19 Docking Server has different purposes with MoAlICal. The COVID-19 Docking Server, which contains 27 essential targets in the virus life cycle, is mainly built for designing small molecules, peptide and antibody of SARS-CoV-2. The MoAlICal mainly focuses on small molecule design of protein targets such as SARS-CoV-2 M\textsuperscript{pro}, GCGR and other disease receptors. Thirdly, COVID-19 Docking Server web does not involve in the deep learning for drug design. But MoAlICal contains the deep learning model for drug design. Lastly, the COVID-19 Docking Server has different architectures with MoAlICal. The COVID-19 Docking Server web is built on the basis of PHP, HTML and JSmol (http://jmol.sourceforge.net). The COVID-19 Docking Server includes program modules OpenBabel [46], Autodock Vina [42], CoDockPP [47, 48], etc. The OpenBabel is responsible for format transformation and 3D coordinate conversion for the uploaded molecular files. The Autodock Vina is employed for small molecule docking. The CoDockPP is a docking engine module for peptide and antibody docking. The CoDockPP program uses the multistage FFT-based strategy for the global docking and site-specific docking. The binding modes are ranked and clustered on basis of the ligand root mean square deviations. The MoAlICal is designed on the basis of deep learning model and classical programming that contains genetic algorithm, molecular docking, etc. The deep learning model of MoAlICal can generate the fragments and drug-like ligands for drug design. The classical programming of MoAlICal is responsible for ligand growth and filter, etc. In this paper, the detailed principles and algorithms of MoAlICal are introduced for 3D drug design in protein pocket. Our results show that MoAlICal can design various ligands which show the high and low 3D structural similarities between generated ligands and crystal ligand of the GCGR or SARS-CoV-2 M\textsuperscript{pro}. The studied results of SARS-CoV-2 M\textsuperscript{pro} are shared freely as a reference to help scientists develop new potential drugs of COVID-19 (see https://github.com/MoAlICal/COVID-19/tree/master/mpro). The MoAlICal not only provides a strategy to solve the issue of 3D ligand generation in the protein pocket, but also gives a reliable, free of charge and effective soft tool for the rational drug design.

**Results and discussion**

**Deep learning generative model for 2D molecular generation**

Deep learning (DL) is a popular and effective way to generate novel, synthesizable and drug-like ligands via generative models that are trained on the specified set of small molecules. Especially, the generative adversarial network (GAN), which is a popular way for drug discovery, contains the generative model that produces the counterfeit molecules and discriminative model that tries to distinguish the genuine molecules from the training set and counterfeit molecules. The generative model can be improved for the ligand generation by training the indistinguishable counterfeit molecules from the training set. To use the merit of deep learning, our designed soft tool employs the sequence-based generative model and graph neural networks (GNNs) generative model for producing the ligand set and small molecular fragments (see Figure 1). For the sequence-based generative model, because the drugs can be represented as the SMILES sequences format, the drugs can be trained like natural language and musical notation. The 1930 Food and Drug Administration (FDA)-approved drugs, 21,064 fragments of FDA-approved drugs extracted from e-Drug3D database [49] and 1,060,000 drug-like ligands obtained from ZINC database [50] are chosen to train the generative model. All the ligands and molecular fragments are converted to SMILES. To generate the small FDA-like fragments, the length of trained sequences is constrained within 12. The diversity metrics are used to enhance the diversity generation of FDA-like fragments. The length of molecular sequences from ZINC database is limited within 60 to train the drug-like ligands. For the GNN generative model, the molecule is considered as the undirected graph with a set of nodes and edges. Each node which represents atom type in the molecular graph has an annotation matrix X. And the bond type between two atoms is expressed as the adjacency tensor A in the molecular graph. The annotation matrix X and adjacency tensor A handled by categorical sampling can profile one molecular graph which corresponds to a chemical compound (see Figure 1). The QM9 molecular data [51] which contains 133,885 compounds are selected for training deep learning generative model. All the molecules of QM9 are converted to SDF format. Both the sequence-based generative model and GNNs generative model are trained by Wasserstein generative adversarial networks (WGANs) and reinforcement learning (RL). The WGANs [35] which are minimization problems of Earth Mover distance, supply a reliable way to measure the difference of probability distributions between the real and plausible data distribution (see Equation 1):

\[
W(P_r, P_s) = \sup_{\|f\|_1 \leq 1} E_{x \sim P_r} [f(x)] - E_{x \sim P_s} [f(x)] \tag{1}
\]

The first and second terms in the right-hand side of the equation represent sample discrimination from the real data and generative data, respectively. The WGAN value function is solved to get the best optimization as Equation (2):

\[
\min_{G} \max_{D} \mathbb{E}_{x \sim P_{\text{data}}} [D(x)] - \mathbb{E}_{x \sim P_{\text{gen}}} [D(G(x))] \tag{2}
\]

where G and D are the generative and discriminative models, respectively. The discriminator D tries to maximize the
Figure 1. Flowchart of deep learning based on sequence-based model and graph neural networks model.

distinguishable probability of real data and minimize the indistinguishable probability of fake data. The reward network deals with discrete samples by using reinforcement learning. The reward functions for the molecular generator is a linear combination of WGAN and RL (see Equation 3):

\[ R = \lambda \cdot f_{WGAN} + (1 - \lambda) \cdot f_{RL} \]  

where R is a reward function. \( \lambda \in [0, 1] \) represents the hyper-parameter which adjusts the components of WGAN and RL. The sequence-based generative model and GNNs generative model are trained by modifying minor source code of ORGAN [34] and MolGAN [37] based on their benchmark. Besides, the DL generative model can be trained on the user-defined data set with the special purpose. The trained generative model is packaged as a binary module named AIGenMols in MolAICal soft package.
for generating 1D sequence or 2D structures of fragments and drug-like ligands.

### 3D drug design in protein pocket by DL model and classical programming

The deep learning (DL) model can generate 1D sequence or 2D structures of ligands. However, the rational drug design needs 3D structures of ligands that target the crystal structure of protein. Currently, it is a challenging issue to design the 3D ligands based on 3D structures of protein pocket by deep learning model. To solve this problem, the classical programming is introduced to design 3D structural ligands in the receptor pocket (see Figure 2). The DL and classical programming have their own advantages. The DL trains the rules from the input data and output results, while the classical programming can give the output results from the input data and designed algorithm rules. The classical programming such as de novo drug design is good at 3D drug design in the receptor pocket. We propose one strategy which contains the merits of DL and classical algorithm to solve the problem of 3D ligand design in the receptor pocket (see Figure 2).

The generative model named AIGenMols in MolAICal soft package has been trained for the generation of fragments and ligands. It can be responsible to generate FDA-like fragments that service for ligand growth in the receptor pocket (see Figure 2). The DL trains the rules from the input data and output results, while the classical programming can give the output results from the input data and designed algorithm rules. The classical programming such as de novo drug design is good at 3D drug design in the receptor pocket. We propose one strategy which contains the merits of DL and classical algorithm to solve the problem of 3D ligand design in the receptor pocket (see Figure 2).

The initial fragment for growth can choose the part of crystal ligand in the receptor pocket or be generated around the key protein atom based on the setting SIMLES format fragment. The next fragment growth is based on the previous molecular fragment via the perturbation search of random or Fibonacci algorithm (see Figure 2). As shown in Figure 3A, the random algorithm distributes the points on the sphere randomly, while the Fibonacci algorithm uses the golden angle $\pi (3 - \sqrt{5})$ to distribute the points on the sphere. MolAICal only chooses one of the random and Fibonacci algorithms for perturbation search. The positions of points on the sphere are calculated as in Equation (4):

\[
x_i = \sqrt{1 - \left(\frac{1}{N} - \frac{2i}{N}\right)^2} \cos \left(\pi (3 - \sqrt{5}) * i\right)
\]

\[
y_i = \sqrt{1 - \left(\frac{1}{N} - \frac{2i}{N}\right)^2} \sin \left(\pi (3 - \sqrt{5}) * i\right)
\]

\[
z_i = 1 - \frac{1}{N} - \frac{2i}{N}
\]

where $x_i$, $y_i$, and $z_i$ represent the coordinates of sphere points. $N$ is the total number of generated points. The next fragment will try to find the best anchoring pose via perturbing search on the generated points around the growth atom (see Figure 3A). When the ligand grows long enough, the genetic algorithm (GA) is further employed to optimize the grown ligands in the pocket of the receptor. The grown ligands can be considered as the formation of rigid fragments and rotational bonds (see Figure 3B). The GA crossover is performed by interchanging rigid fragments between any two ligands in the generated populations. For GA mutation operator, the ligand mutates its rigid fragments according to the mutation ratio. The GA selection is based on the binding score between the ligands and receptors. MolAICal chooses the Vinardo score to estimate the affinity between ligands and receptors. The Vinardo score is trained on the basis of the experimental affinity data and high-resolution crystal structures of protein–ligand complexes which are extracted from PDBbind v2018 database [44]. The complexes that contain cofactors and metal ions are kicked out from the PDBbind refined set. A total of 2903 protein–ligand complexes is selected to train the equation coefficients of Vinardo score [52] (see Equation 5):

\[
E = \sum \left[ w1 * \text{Gauss}\left(d_i\right) + w2 * \text{Repulsion}\left(d_i\right) + w3 * \text{Hydrophobic}\left(d_i\right) + w4 * \text{Hbond}\left(d_i\right) \right]
\]

where $E$ is the binding score between the ligand and protein. $d_i$ is the distance between two atoms. $w1$, $w2$, $w3$ and $w4$ are the coefficients. The steric interaction is evaluated by Equations (6) and (7). The hydrophobic and H-bond interactions are assessed...
are better than correlations of our fitting Vinardo score are 0.582/0.592, which the tuning parameters. Here, the Pearson and Spearman (mutation operators between two ligands. using Equations (8) and (9):

\[
\text{Gauss}(d) = e^{-\left((d-a)^2\right)}/2}
\]

\[
\text{Repulsion}(d) = \begin{cases} 
  d^2, & \text{if } d < 0 \AA \\
  0, & \text{if } d \geq 0 \AA,
\end{cases}
\]

\[
\text{Hydrophobic}(d) = \begin{cases} 
  1, & \text{if } d < p_1 \\
  p_1 - d, & \text{if } p_1 \leq d \leq p_2 \\
  0, & \text{if } d > p_2
\end{cases}
\]

\[
\text{Hbond}(d) = \begin{cases} 
  1, & \text{if } d < h_1 \\
  1 - \frac{d-h_1}{h_1}, & \text{if } h_1 \leq d \leq 0 \AA \\
  0, & \text{if } d > 0 \AA
\end{cases}
\]

where \(d\) is the distance between two atoms, \(a, s, p_1, p_2\) and \(h_1\) are the tuning parameters. Here, the Pearson and Spearman \(r_s/r_a\) correlations of our fitting Vinardo score are 0.582/0.592, which are better than \(r_s/r_a\) of 0.569/0.584 in Autodock Vina. The Vinardo score can select the elitist ligands for the next GA evolution process.

The Vinardo score can assess the affinity of the ligands in the protein pocket. It still needs to estimate the drug-likeness for the selection of the good affinity ligands. MolAICal supplies the filter rules of Lipinski’s rule of five (RO5) [54], Pan-assay interference compounds (PAINS), synthetic accessibility (SA) and other user-defined rules to enhance the drug-likeness selection of the good affinity ligands. The SwissADME is a wonderful tool for predicting the drug-likeness, pharmacokinetics, PAINS and so on. The SwissADME [55] has a slight difference with MolAICal in the calculated method of RO5. The SwissADME employs the MLOGP for evaluating the octanol–water partition coefficient, while MolAICal uses the XLOGP for RO5. With the new drug development and discovery, the RO5 cutoff values of molecular weight, hydrogen bond acceptors and rotatable bonds have increased substantially according to the statistics of FDA-approved oral drugs [56]. In order to enhance the druggability, the cutoff of molecular weight, hydrogen bond acceptors and rotatable bonds are recommended to 1000, 12 and 14 in the MolAICal soft package, respectively. The PAINS are the ligands which tend to react with biological receptor nonspecifically. The MolAICal filters out the PAINS via mapping the molecular patterns SMARTS of PAINS library. Because the growth ligands may be difficult to synthesize, the SA prediction model can be used to pick up the easy synthetic compounds. The MolAICal predicts the synthetic accessibility of compounds based on Ambit JAVA library. In addition, the MolAICal also supplies the function module to filter the user-defined unwanted fragments. The ligands with similar binding scores may have similar structures. To pick up the representative ligands for the subsequent experiment, the generated 3D ligands are clustered by the K-means algorithm based on binding scores and similarities of molecular fingerprints. By comparing with other algorithms, MolAICal can use the merits of deep learning model and classical algorithm to generate molecules with high validity and diversity (see Table S2). In total, the MolAICal can take advantage of the DL model and classical algorithm to design the rational 3D ligands in the protein pocket.

### 3D drug design in protein pocket by DL model and VS

The DL generative model and de novo drug designed method can design the 3D ligands in the receptor pocket fragment by fragment. In addition, virtual screening (VS) is another way to screen the rational 3D ligands in the receptor pocket based on the ligand database. The MolAICal soft tool supplies a way to search the rational 3D ligands in the receptor by combining deep learning (DL) generative model and classical programming of VS. The entire procedure is mainly divided into three parts to screen 3D ligands in the receptor pocket (see Figure 4). Firstly, the trained DL generative model is employed for generating drug-like ligands with SMILES format. Secondly, the Merck Molecular Force Field 94 (MMFF94) of Open Babel [46] is used to generate the 3D conformations of SMILES format ligands produced by DL generative model. In the next step, the Autodock Vina is invoked to perform the drug virtual screening based on the generated ligand database. The screened results can be further filtered by Lipinski’s rule of five, Pan-assay interference compounds (PAINS), synthetic accessibility (SA) and other user-defined rules and clustered for selecting the representative ligands on the basis of binding scores and similarities of molecular structures. Besides, MolAICal provides a convenient way to calculate the ligand-binding affinities by MM/GBSA method based on the log files of molecular dynamics (MD) simulations which are performed by NAMD software [57]. The MM/GBSA [58] is considered
formational entropy, respectively. 

is the sum of the nonelectrostatic solvation component and dihedral energies.

MMPBSA.py program [60] can be used to assess the entropy of approach. If conformational entropy needs to be computed, the without the entropy of ligands based on the three-trajectory ignored to calculate by the normal mode analysis [59]. The growth ligands are divided into six parts based on the 3D structural change. The crystal antagonist MK-0893 shows gray, while the representative ligand drawn red has 3D structural similarity ranging from 0.6505 to 0.8220 in level 1. It shows that the ligand in level 1 has a 3D similar structure with crystal antagonist MK-0893 (see Figure 6A). Besides, the binding score of the crystal antagonist MK-0893 is \(-8.63\) kcal/mol in the pocket of GCGR. In comparison with MK-0893, the results show the growth ligands with lower 3D structural similarity still have good binding scores. It indicates that MolAICal can generate potential novel compounds with good affinities theoretically. Figure 6B shows the drug virtual screening results from 2 million drug-like ligands by deep learning generative model and molecular docking. This strategy is different from de novo drug design way. It selects the ligands on the basis of the random generated molecular set. The results show the ligand with \(-79\%\) 3D structural similarity are captured from 2 million drug-like molecular sets (see Figure 6B). With the decrease of 3D structural similarity, the ligands with good binding scores show different structures with the crystal antagonist MK-0893. It indicates that the diversity of ligands that have good binding scores are enhanced by using the protocol of MolAICal soft package. 

Figure 7A and B shows the results of SARS-CoV-2 Mpro drug design by MolAICal. The crystal structure of SARS-CoV-2 Mpro contains inhibitor N3, which has 19 rotatable bonds (see Table S1). The inhibitor N3 shows more flexible bonds than the antagonist MK-0893. And the small part of N3 is chosen as the initial growth fragment (see Figure S1). Hence, level 4 ligands with blue occupy a very large proportion of contours in Figure 7A and B. It means a large number of novel ligands with good binding scores are generated for SARS-CoV-2 Mpro. The level 1 ligands ranging from 0.6305 to 0.8040 are grown on the basis of the initial fragment of N3 (see Figure 7A). However, the number of level 1 ligands is very few because of the flexible conformation and small initial growth fragment of N3. Figure 7B shows the drug virtual screening results of SARS-CoV-2 Mpro from 2 million drug-like ligands by deep learning generative model and molecular docking. The results show that most of the screened ligands have lower 3D structural similarity with the inhibitor N3 because drug virtual screening depends on the number of generated ligands. It indicates that MolAICal can produce a variety of ligands with good binding scores. Besides, to help the researchers develop the new drugs targeting to SARS-CoV-2, our results are shared in GitHub freely (https://github.com/MolAICal/COVID-19/tree/master/mpro). 

**Examples of 3D ligand design in the protein pocket by MolAICal**

Two approaches have been introduced for 3D ligand design in the protein pocket by using artificial intelligence and classical programming of MolAICal. One is de novo drug design by deep learning model and genetic algorithm. The other is drug virtual screening by deep learning model and molecular docking invoked by MolAICal. In order to demonstrate the 3D ligand design by MolAICal, the membrane target glucagon receptor (GCGR) and non-membrane target SARS-CoV-2 main protease (Mpro) are chosen as the drug design targets (see Figure 5). The GCGR [61, 62] is a potential target of type 2 diabetes which is a member of the class B family of G protein-coupled receptors. The SARS-CoV-2 Mpro plays an important role in processing the polyproteins of viral RNA which is a potential drug target of coronavirus disease 2019 (COVID-19) [63, 64]. 

The 3D structural similarity [65] between the growth ligands and crystal ligand of GCGR or SARS-CoV-2 Mpro can be used to check whether MolAICal software can generate similar or different types of ligands. According to the recent research report [56] and relative values of Lipinski’s rule of five of GCGR antagonist MK-0893 (Table S1), the maximum XLOGP value is set to 6 for filtering out the higher XLOGP values of ligand designed by deep learning model, de novo and virtual screening methods. As shown in Figure 6A, the binding scores and XLOGP values of ligands are chosen as the components to draw the contour of 3D structural similarity between MK-0893 and growth ligands. The growth ligands are divided into six parts based on the 3D structural similarity. The crystal antagonist MK-0893 shows gray, while the representative ligand drawn red has 3D structural similarity ranging from 0.6505 to 0.8220 in level 1. It shows that the ligand in level 1 has a 3D similar structure with crystal antagonist MK-0893 (see Figure 6A). Besides, the binding score of the crystal antagonist MK-0893 is \(-8.63\) kcal/mol in the pocket of GCGR. In comparison with MK-0893, the results show the growth ligands with lower 3D structural similarity still have good binding scores. It indicates that MolAICal can generate potential novel compounds with good affinities theoretically. Figure 6B shows the drug virtual screening results from 2 million drug-like ligands by deep learning generative model and molecular docking. This strategy is different from de novo drug design way. It selects the ligands on the basis of the random generated molecular set. The results show the ligands with \(-79\%\) 3D structural similarity are captured from 2 million drug-like molecular sets (see Figure 6B). With the decrease of 3D structural similarity, the ligands with good binding scores show different structures with the crystal antagonist MK-0893. It indicates that the diversity of ligands that have good binding scores are enhanced by using the protocol of MolAICal soft package. 

Figure 7A and B shows the results of SARS-CoV-2 Mpro drug design by MolAICal. The crystal structure of SARS-CoV-2 Mpro contains inhibitor N3, which has 19 rotatable bonds (see Table S1). The inhibitor N3 shows more flexible bonds than the antagonist MK-0893. And the small part of N3 is chosen as the initial growth fragment (see Figure S1). Hence, level 4 ligands with blue occupy a very large proportion of contours in Figure 7A and B. It means a large number of novel ligands with good binding scores are generated for SARS-CoV-2 Mpro. The level 1 ligands ranging from 0.6305 to 0.8040 are grown on the basis of the initial fragment of N3 (see Figure 7A). However, the number of level 1 ligands is very few because of the flexible conformation and small initial growth fragment of N3. Figure 7B shows the drug virtual screening results of SARS-CoV-2 Mpro from 2 million drug-like ligands by deep learning generative model and molecular docking. The results show that most of the screened ligands have lower 3D structural similarity with the inhibitor N3 because drug virtual screening depends on the number of generated ligands. It indicates that MolAICal can produce a variety of ligands with good binding scores. Besides, to help the researchers develop the new drugs targeting to SARS-CoV-2, our results are shared in GitHub freely (https://github.com/MolAICal/COVID-19/tree/master/mpro). 

**Figure 4** Searching 3D ligands in the protein pocket by deep learning generative model and virtual screening method.
We select the representative interesting ligands that have rich in ring groups in Figures 6 and 7. The results also indicate that some ligands that are not rich in benzene rings still have good binding scores (see Figure S2). Figure S2 shows the representative ligands of GCGR and SARS-CoV-2 M\textsuperscript{pro} that have no rich in ring groups. Especially, the ligands of SARS-CoV-2 M\textsuperscript{pro} can have structures without any ring group. It indicates that MolAI Cal can generate the valid and diverse ligands in the protein pocket. For GCGR, the binding sites of antagonist locate outside the seven-transmembrane (7TM) domain in a position between TM6 and TM7. In this case, to get a stable and good binding pose in the allosteric sites of GCGR, the rigid structure such as the ring group is an important factor for growth ligand. In the future version, MolAI Cal will trace the experiment between ligands and proteins and further improve its performance for drug design.

**Conclusions**

In this study, the MolAI Cal software is designed for generating 3D structural ligands in the 3D pocket of protein targets by deep learning model and classical algorithm. MolAI Cal mainly...
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Figure 7. 3D structural similarities contour. (A) The contour of 3D structural similarities between growth ligands and crystal ligand N3 of SARS-CoV-2 Mpro based on DL model and de novo drug design. (B) The contour of 3D structural similarities between docked ligands and crystal ligand N3 of SARS-CoV-2 Mpro based on DL model and drug virtual screening. The contour is divided into six color levels. The representative molecules of six color levels are extracted to show the structural similarity with crystal ligand N3 in the pocket of SARS-CoV-2 Mpro.

contains two modules. For the first module, the fragments of FDA-approved drugs are used to train deep learning model based on the WGANs. The generated fragments of deep learning model are further used to grow the 3D ligands in the protein pocket. For the second module, the drug-like molecules of ZINC database are employed to train deep learning model based on the WGANs. The affinities between generated molecules and protein are estimated by molecular docking. The membrane target GCGR and non-membrane target SARS-CoV-2 Mpro are chosen for assaying the drug design functions of MolAICal. It shows MolAICal can generate various ligands that have lower and higher 3D structural similarity with crystal ligand of GCGR or SARS-CoV-2 Mpro. The MolAICal contains the useful drug design tools and will help the researchers to find and transform the new potential drugs.

Materials and methods
Protein structural preparation
The crystal structure of GCGR in complex with antagonist MK-0893 is extracted from PDB database (PDB ID, 5EE7) [61]. The built crystal model of SARS-CoV-2 Mpro (PDB ID, 6LU7) [63] is supplied by the team of Prof. Zihe Rao. The crystal ligands are deleted from the crystal GCGR and SARS-CoV-2 Mpro for de novo and deep learning (DL) drug design, respectively. The grid files of GCGR and SARS-CoV-2 Mpro are produced for fragment growth by MolAICal soft package (https://molaical.github.io). The initial growth fragments of GCGR and SARS-CoV-2 Mpro are selected as shown in Figure S1. The structures of GCGR and SARS-CoV-2 Mpro are prepared for virtual screening by using MGLTools [66]. The Gasteiger charges and polar hydrogens are added on the GCGR and SARS-CoV-2 Mpro, which are saved as the PDBQT molecular format. The pockets for drug design are defined by the crystal ligands of the GCGR and SARS-CoV-2 Mpro, respectively.

DL model and de novo drug design
The MolAICal contains the drug deep learning generative model that is trained from the 21,064 fragments of FDA-approved drugs. The 90 fragments generated by MolAICal and additional 30 basic fragments are mixed for fragment growth in the pocket of GCGR and SARS-CoV-2 Mpro by MolAICal. The x, y and z coordinates of the pocket box center of GCGR are set to −30.011, 1.665 and −36.581 Å, respectively. The x, y and z coordinates of the pocket box center of SARS-CoV-2 Mpro are set to −10.733, 12.416 and 68.829 Å, respectively. The lengths of the pocket box of GCGR and SARS-CoV-2 Mpro are set to 30.0 Å along x, y and z direction.

The elitist molecules are extracted for next evolved growth from 10% of generated molecular populations. The top 140 molecules of generated molecular populations are generated as the parent molecules. To enhance the diversity and novelty of growth ligands, an additional 60 molecules are randomly selected from the generated molecular populations.
The maximum population is set to 3000. The 361 Fibonacci points are generated for the perturbation search of fragments. The operators of crossover and mutation are set to 1.0 and 0.5, respectively. According to the Lipinski’s rule of five values of crystal ligands in the pocket of GCGR and SARS-CoV-2 M\textsuperscript{pro}, the values of XLOGP, hydrogen acceptors, hydrogen donors, molecular weight and rotatable bonds for GCGR and SARS-CoV-2 M\textsuperscript{pro} are set to 6.0, 12, 6, 1000.0, 14 and 6.0, 12, 7, 1000.0, 20, respectively. The Pan-assay interference compounds (PAINS) filtered out unwanted growth ligands. The synthetic accessibility scores of growth ligands are saved in the file of statistical results. A total of 30 cycle generations are performed for the whole process of drug design. A total of six parallel processes of drug design are performed on the GCGR and SARS-CoV-2 M\textsuperscript{pro}. The generated ligands of GCGR are stored between 480 and 690 of molecular weight, while the generated ligands of SARS-CoV-2 M\textsuperscript{pro} are saved between 480 and 785 of the molecular weight. A total of 30 multicore of CPU run parallel for a whole molecular growth process. The whole drug design process combined with deep learning model and classical programming is performed automatically by designed MolAICal soft package. A typical drug design process can be completed in $\sim$19 hours on a computer with 30 of 2.20GHz CPU cores.

**DL model and drug virtual screening**

The MolAICal contains the drug deep learning generative model that is trained from the 1,060,000 drug-like ligands. A total of 2 million drug-like ligands are generated for drug virtual screening of GCGR and SARS-CoV-2 M\textsuperscript{pro}. The x, y and z coordinates of the pocket box center of GCGR are set to $-30.011$, $1.665$ and $-36.581$ Å, respectively. The x, y and z coordinates of the pocket box center of SARS-CoV-2 M\textsuperscript{pro} are set to $-10.86$, $12.57$ and $68.82$ Å, respectively. The length, width and height of GCGR pocket box are set to $30.0$, $30.0$ and $30.0$ Å, respectively. The length, width and height of SARS-CoV-2 M\textsuperscript{pro} pocket box are set to $25.0$, $30.0$ and $25.0$ Å, respectively. The 2D SMILES format of generated ligands is converted to 3D PDBQT format with Merck Molecular Force Field 94 (MMFF94) by Open Babel [46]. The MolAICal invokes Autodock Vina to carry out virtual screening with 40 CPU cores automatically. The virtual screening results are ranked by the binding scores that save in the files of 2 million outputted ligands. The ligands are filtered out whose XLOGP is higher than 6. The XLOGP and virtual screening calculations are carried out automatically by MolAICal soft package.
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