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ABSTRACT

This work focuses on the setting of dynamic regret in the context of online learning with full information. In particular, we analyze regret bounds with respect to the temporal variability of the loss functions. By assuming that the sequence of loss functions does not vary much with time, we show that it is possible to incur improved regret bounds compared to existing results. The key to our approach is to use the loss function (and not its gradient) during the optimization process. Building on recent advances in the analysis of Implicit algorithms, we propose an adaptation of the Implicit version of Online Mirror Descent to the dynamic setting. Our proposed algorithm is adaptive not only to the temporal variability of the loss functions, but also to the path length of the sequence of comparators when an upper bound is known. Furthermore, our analysis reveals that our results are tight and cannot be improved without further assumptions. Next, we show how our algorithm can be applied to the setting of learning with expert advice or to settings with composite loss functions. Finally, when an upper bound to the path-length is not fixed beforehand we show how to combine a greedy strategy with existing strongly-adaptive algorithms to compete optimally against different sequences of comparators simultaneously.

1 Introduction

Online learning is a powerful tool in modeling many practical scenarios. Furthermore, in recent years it has led to advancements in various areas of machine learning in general, both practically and theoretically. Formally, given a convex set $\mathcal{V} \subseteq \mathbb{R}^d$, a time horizon $T$ and a sequence of cost functions $\ell_1, \ldots, \ell_T$, in the online learning setting the goal is to design algorithms such that for any comparator model $u \in \mathcal{V}$ the regret is minimized,

$$R_T(u) = \sum_{t=1}^{T} \ell_t(x_t) - \sum_{t=1}^{T} \ell_t(u),$$

where $x_t$ is the output of the algorithm at time $t$. In particular, the objective is to have algorithms whose regret can be provably upper bounded by a quantity which grows sublinearly in $T$.

While the static regret is a well-studied objective and many algorithms have a sublinear regret upper bound, sometimes competing with the best comparator is not meaningful. Indeed, there are situations where the environment is not stationary. In this case, rather than comparing the performance of an algorithm against a single fixed model, it is preferable to compete against a “moving” target, i.e., a sequence of different comparators. In this work, we focus on online learning in the dynamic setting, considering the full-information feedback, where in every round the loss function is revealed.

To model dynamic environments, stronger notions of regret are used. In particular, we consider the general dynamic regret [Zinkevich, 2003; Hall and Willett, 2013] against the sequence $u_{1:T} = (u_1, \ldots, u_T)$ as

$$R_{T}(u_{1:T}) \triangleq \sum_{t=1}^{T} \ell_t(x_t) - \sum_{t=1}^{T} \ell_t(u_t).$$

It can be shown that it is impossible to achieve sublinear dynamic regret in the worst-case. However, if one
puts some restrictions on the sequence $u_{1:T}$ and makes some regularities assumptions, then Eq. (1) can be sublinear in $T$. There are various measures which can be used to model the regularity of the environment. A natural measure of non-stationarity introduced in Zinkevich [2003] is the path-length\(^1\) of the sequence $u_{1:T}$, which we denote by

$$C_T(u_{1:T}) \triangleq \sum_{t=2}^{T} \|u_t - u_{t-1}\|.$$  \hfill (2)

Another measure of non-stationarity is given by the temporal variability of the loss functions [Besbes et al., 2015]. Formally, let $\ell_{1:T}$ be the shorthand for $(\ell_1, \ldots, \ell_T)$, the temporal variability of a sequence $\ell_{1:T}$ is defined as

$$V_T(\ell_{1:T}) \triangleq \sum_{t=2}^{T} \max_{x \in \mathcal{V}} |\ell_t(x) - \ell_{t-1}(x)|.$$  \hfill (3)

In the remaining we will use the shorthands $C_T$ for $C_T(u_{1:T})$ and $V_T$ for $V_T(\ell_{1:T})$ when the context is clear. A particular case of dynamic regret is the so-called restricted setting [Besbes et al., 2015, Jadbabaie et al., 2015]. Yang et al., 2016. In this setting, the sequence of comparators is given by the local minimizers of the loss functions, i.e., $u_{1:T}^* := (u_{1}^*, \ldots, u_{T}^*)$, where $u_{1}^* = \arg\min_{x \in \mathcal{V}} \ell_1(x)$.

Most recent developments in online learning have been driven by the use of two paradigms: Online Mirror Descent (OMD) and Follow The Regularized Leader (FTRL) (see the survey [Shalev-Shwartz, 2012, Orabona, 2019]). Both of them usually achieve the same regret bounds thanks to the linearization trick: given the convexity of the loss functions one can exploit the fact that $\ell_t(x) - \ell_t(u) \leq \langle g_t, x_t - u \rangle$, where $g_t \in \partial\ell_t(x_t)$ is a subgradient of the loss function. One can therefore shift her goal to minimize this new objective over time. On the other hand, we choose to not use subgradients in the optimization process but the loss function directly. We will show that this is the key factor in order to obtain dynamic regret bounds depending on the temporal variability $V_T$.

**Contributions.** The main results of this paper are summarized below:

- In Section 4, we show that there exists a simple strategy which achieves an upper bound of $O(V_T)$ on the dynamic regret. We also provide a lower bound which shows that this regret bound is tight. Next, we show when this strategy fails and why we need different algorithms.

- In Section 5, using recent advances in the analysis of implicit updates in online learning we design an algorithm which is adaptive to both $C_T$ and $V_T$. Using an adaptation of OMD to the implicit case, we will provide an algorithm which incurs a dynamic regret bound of $O(V_T, \sqrt{T}(1 + \tau))$, for all sequence of comparators whose path-length $C_T$ is upper bounded by $\tau$.

- Finally, when the complexity of the class of comparators is not fixed in advance in terms of path-length (i.e., an upper bound $C_T \leq \tau$ is not fixed beforehand), in Section 6 we show how to combine the strategy from Section 4 with an existing algorithm and get the optimal bound of $O(\min\{V_T, \sqrt{T}(1 + C_T(u_{1:T}))\})$ for any possible sequence $u_{1:T}$.

\section{Related work}

In this section, we are going to review the two lines of work most related to ours: algorithms designed for non-stationary environments and implicit updates in online learning. We recap existing results and highlight both similarities and differences compared to our results.

**Path-length.** The notion of dynamic regret was first introduced in the seminal work of Zinkevich [2003], which proved that Online Gradient Descent incurs a regret bound of $O(\sqrt{T}(1 + C_T))$. This result was later extended by Hall and Willett [2013] who considered a modified (and possibly richer) definition of path-length. A lower bound of $\Omega(\sqrt{T}(1 + C_T))$ in terms of path-length is shown in Zhang et al., 2018, Theorem 2, who also provide an algorithm which matches it.

**Temporal Variability.** Besbes et al., 2015 provided an analysis of restarted gradient descent in the setting of stochastic optimization with noisy gradients which incurs $O(T^{2/3}(V_T + 1)^{1/3})$, where $V_T$ is an upper bound on $V_T$ known in advance. Jadbabaie et al., 2015 gave an algorithm achieving a restricted dynamic regret of $O(\sqrt{G_T} + \min\{|G_T + 1|C_T, ((G_T + 1)^2/3(V_T + 1)^{2/3})\})$, where $G_T = \sum_{t=1}^{T} \|\nabla f_t(x_t) - p_t\|_2^2$ and $p_1, \ldots, p_T$ is a predictable sequence computable at the start of round $t$. Importantly, this bound is obtained without prior knowledge of $G_T$, $C_T$ and $V_T$ but under the assumption that all of them can be observable. If one limits the algorithm to not use predictable sequences, then the bound reduces to $\tilde{O}(\sqrt{T} + \min\{\sqrt{T}(1 + C_T), T^{1/3}(V_T + 1)^{2/3}\})$. In Section 5, we design an algorithm similar in spirit to the one from Jadbabaie et al., 2015, which incurs an improved regret bound of $\min\{\sqrt{T}(1 + C_T), V_T\}$ when $C_T$ is fixed in advance or can be observed.

**Adaptive Regret.** A parallel line of work on non-stationary environments involves the study of the weakly

\(^2\)The $O$ notation hides poly-logarithmic terms.

\(^3\)To avoid clutter, w.l.o.g. we suppress parameters other than $T$ and $C_T$ in the asymptotic notation.
and strongly-adaptive regret [Hazan and Seshadhri 2007, Daniely et al. 2015], which aims to minimize the static regret over any possible (sub)interval over the time horizon $T$. Importantly, it has been shown that strongly-adaptive regret bounds imply dynamic regret bounds. Recently, Cutkosky [2020] provided a strongly-adaptive algorithm that achieves the optimal dynamic regret bound in terms of path-length, for any sequence of comparators. On the other hand, in Zhang et al. [2018b] it is shown that implicit updates can outperform their linearized counterparts when the temporal variability is low, in the static setting. The dynamic regret for proximal algorithms in the online setting has been also studied in [Jadbabaie et al. 2015], we could not find a formal proof of the regret bound of this algorithm. Hence, for completeness we next state a theorem which provides a regret bound to Algorithm 1.

### Theorem 4.1.

Let $V \subset X \subset \mathbb{R}^d$ be non-empty closed convex sets. The regret of Algorithm 1 against any sequence $u_{1:T}$ with $u_t \in V$ for all $t$ is bounded as $R_T(u_{1:T}) \leq \max(V_T, O(1))$.

**Proof.** From the update of Algorithm 1 for any $u_t \in V$ we have that

$$
\sum_{t=1}^{T} (\ell_t(x_t) - \ell_t(u_t))
$$

$$
= \sum_{t=1}^{T} (\ell_t(x_t) - \ell_t(x_{t+1}) + \ell_t(x_{t+1}) - \ell_t(u_t))
$$

$$
\leq \sum_{t=1}^{T} (\ell_t(x_t) - \ell_t(x_{t+1}))
$$

$$
= \ell_1(x_1) - \ell_T(x_{T+1}) + \sum_{t=2}^{T} (\ell_t(x_t) - \ell_{t-1}(x_{t-1}))
$$

$$
\leq \ell_1(x_1) - \ell_T(x_{T+1}) + V_T
$$

$$
= \max(V_T, O(1)) .
$$

### Remark.

The theorem above holds for any sequence of comparators, and in particular for $u_{1:T}^* = (u_1^*, \ldots, u_T^*)$ used in the restricted setting. At first sight, this result might seem to be in contrast with the result given in [Besbes et al. 2015], which reports a lower bound of $\Omega((V_{T}^{1/3} + 1)T^{2/3})$. However, it should be noted that in [Besbes et al. 2015] the feedback is different and not directly comparable to our setting. Indeed, they assume
only access to noisy functions and gradients and therefore their Theorem 2 is not applicable.

In [Yang et al. 2016] it is shown that the same strategy of Algorithm 1 achieves an upper bound of $O(\max(C_T(u^*_1, \ldots, u^*_T), 1))$ when the path-length is taken into account. While the result regarding the path-length is tight, one might wonder if the same could be said about the temporal variability. In the next theorem, we provide a lower bound which shows that the bound in Theorem 4.1 is tight.

**Theorem 4.2.** Let $\mathcal{V} = [-1, 1]$, and $C$ be a positive constant independent of $T$. Then, for any algorithm $\mathcal{A}$ on $\mathcal{V}$, and any $\alpha \in (1/\sqrt{T}, 1)$, there exists a sequence of loss functions $\ell_1, \ldots, \ell_T$ with temporal variability less than or equal to $2\sigma T$ such that

$$R(u_{1:T}) \geq CV_T^2,$$

for any $\gamma \in (0, 1)$.

**Proof.** Similarly to [Yang et al. 2016], we consider a simple $1d$ problem and employ the following sequence of loss functions. Define $\ell_t(x_t) = \frac{1}{2}(x_t - \epsilon_t)^2$, where $\epsilon_1, \ldots, \epsilon_T$ is a sequence of random variables sampled uniformly at random between the two values $\{-\sigma, \sigma\}$. Note that we have $E[\epsilon_t] = 0$ and $\text{Var}(\epsilon_t) = E[\epsilon_t^2] = \sigma^2$. Obviously, the optimal choice in every round is $u_t = \epsilon_t$, Assume $T \geq 1$. Then, the restricted dynamic regret is given by

$$E[R_T(u_{1:T})] = E \left[ \sum_{t=1}^{T} \ell_t(x_t) - \ell_t(\epsilon_t) \right] = \sum_{t=1}^{T} \frac{1}{2}E[x_t^2] + \frac{1}{2}E[\epsilon_t^2] \geq \frac{\sigma^2}{2} T,$$

where the expectation is taken with respect to the randomness in the sequence of loss functions and any algorithm $\mathcal{A}$, while the inequality is due to the fact that $x_t$ is independent from $\epsilon_t$ and $E[\epsilon_t] = 0$. Now, note that we can upper bound the temporal variability as follows

$$V_T = \sum_{t=1}^{T-1} \max_{x \in \mathcal{V}} |\ell_t(x) - \ell_{t+1}(x)|$$

$$= \sum_{t=1}^{T-1} \max_{x \in \mathcal{V}} \left[ \frac{1}{2}(x - \epsilon_t)^2 - \frac{1}{2}(x - \epsilon_{t+1})^2 \right]$$

$$= \sum_{t=1}^{T-1} \max_{x \in \mathcal{V}} |x(\epsilon_{t+1} - \epsilon_t)|$$

$$\leq \sum_{t=1}^{T-1} |\epsilon_{t+1} - \epsilon_t|$$

$$\leq 2\sigma T. \quad (7)$$

Observe that if we set $\sigma = C'/2$ for a positive constant $C'$, then we recover the result in Proposition 1 of [Besbes et al. 2015] which says that it is impossible to achieve sublinear dynamic regret unless $V_T = o(T)$.

Now, we let $\sigma = T^{-\mu}$, with $\mu = (1 - \gamma)/(2 - \gamma)$ and $\mu \in (0, 1/2)$. Then, from Eq. (6) we have that $R(u_{1:T}) \geq T^{-1 - \mu}/2$, while from Eq. (7) we have that $T \geq (V_T/2)^{2\mu}$. Therefore, putting things together we have that $R(u_{1:T}) \geq C(V_T/2)^{2\mu} = CV_T^2$. Note that if $\gamma = 1$ then $\mu = 0$ and the regret must be linear in $T$. Therefore, we let $\gamma < 1$.

**Remark.** A lower bound in terms of temporal variability for the static regret on constrained domains has been proved in [Campolongo and Orabona 2024], which states that for every $\tau \geq 0$, there exists a sequence of loss functions such that $V_T$ is equal to $\tau$ and the regret satisfies $R_T(u) \geq \tau$. However, their proof technique is different and the result is limited to deterministic algorithms, while the lower bound given in Theorem 4.2 holds for randomized algorithms as well.

**Greedy fails in the static case.** Algorithm 1 incurs a dynamic regret bounded as $R_T(u_{1:T}) \leq O(\min\{V_T, C_T(\mu_{1:T})\})$ for any sequence $u_{1:T}$. Based on Theorem 4.2, this bound is tight when considering $V_T$. However, there are situations where the greedy strategy is doomed to fail. For example, consider the setting of Learning with Expert Advice with two experts, with $\ell_t(x) = (g_t, x)$ and the following choice of $g_t$:

$$g_t = \begin{cases} [1, 0], & t \text{ even} \\ [0, 1], & t \text{ odd} \end{cases}$$

It’s immediate to see that $C_T(u^*_1, \ldots, u^*_T) = V_T = T$, and indeed in this case there is no hope of getting an upper bound sublinear in $T$ when considering $u_{1:T}$. However, if we consider the static case, then the regret of Algorithm 1 against either $e_1$ or $e_2$ is $R_T(e_t) = T - T/2 = O(T)$, while any algorithm designed for the static setting incurs $R_T(e_t) \leq O(\sqrt{T})$. Hence, in these situations Algorithm 1 is not a good choice.

In general, from [Zhang et al. 2018a] we know that a lower bound of $O((V_T^{1/3} + \sqrt{T}))$ holds when considering sequences of comparators whose path-length is upper bounded by $\tau$. A natural question arises: is it possible to keep the rate of $O(V_T^{1/3} + \sqrt{T})$ but at the same time to guarantee $O(\sqrt{T})$?
Algorithm 2 Dynamic IOMD

**Require:** Non-empty closed convex set \( \mathcal{V} \subset X \subset \mathbb{R}^d \),
\( \psi : X \to \mathbb{R} \), \( x_1 \in \mathcal{V} \), \( \gamma \) such that \( B_\psi(x, z) - B_\psi(y, z) \leq \gamma \|x - y\| \), \( \forall x, y, z \in \mathcal{V} \), non-increasing sequence \((\eta_t)_{t=1}^\infty\).

1. for \( t = 1, \ldots, T \) do
2. Output \( x_t \in \mathcal{V} \)
3. Receive \( \ell_t : \mathbb{R}^d \to \mathbb{R} \) and pay \( \ell_t(x_t) \)
4. Update \( x_{t+1} = \arg \min_{x \in \mathcal{V}} \ell_t(x) + B_\psi(x, x_t)/\eta_t \)
5. end for

The same holds true for strongly adaptive algorithms, as shown in [Zhang et al. 2018b]. This is not really surprising: a bound of \( \mathcal{O}(V^2) \) would imply constant regret in the case the loss functions are fixed, i.e., \( \ell_t = \ell \) for all \( t \). In this case, using an online-to-batch conversion [Cesa-Bianchi et al. 2004] would result in a convergence rate of \( \mathcal{O}(1/T) \). However, this would be in contrast with the lower bound of \( \Omega(1/\sqrt{T}) \) by Nesterov [2013] on non-smooth batch black-box optimization. Unfortunately, all the algorithms mentioned above make use of gradients and therefore are subject to this lower bound.

However, not all is lost: in the next section, we illustrate how to achieve a bound of \( \mathcal{O}(\text{min}\{V_T, \sqrt{T(1 + C_T)}\}) \) using an algorithm which makes full use of the loss function (and not just its gradient) for the class of sequences \( u_{1:T} \) with path-length \( C_T \). Moreover, in Section 4 we show how the greedy strategy can be combined with another algorithm in order to achieve the same goal for all sequences \( u_{1:T} \) simultaneously.

5 Implicit updates in dynamic environments

In a recent work, Campolongo and Orabona [2020] showed how a modified version of OMD with implicit updates achieves a regret bound in the static setting which is order of \( \mathcal{O}(\text{min}\{V_T, \sqrt{T}\}) \). In this section, we show how to adapt this algorithm to satisfy a bound of \( \mathcal{O}(\text{min}\{V_T, \sqrt{T(1 + C_T)}\}) \) on the dynamic regret when the path-length of the sequence of comparators is fixed to \( C_T \).

OMD with implicit updates is depicted in Algorithm 2. The only difference with its linearized counterpart is in the update rule, which uses directly the loss rather than its (sub)gradient in \( x_t \):

\[
x_{t+1} = \arg \min_{x \in \mathcal{V}} \ell_t(x) + B_\psi(x, x_t)/\eta_t.
\]

In order to provide a dynamic regret bound to Algorithm 2 we require a Lipschitz continuity condition on the Bregman divergence. Using this assumption, we can get a bound for the dynamic regret shown in the next lemma. We will use this result in Theorem 5.1 to prove the desired bound.

Lemma 5.1. Let \( V \subset X \subset \mathbb{R}^d \) be non-empty closed convex sets, \( \psi : X \to \mathbb{R} \), and \( x_1 \in \mathcal{V} \). Assume there exists \( \gamma \in \mathbb{R} \) such that \( B_\psi(x, z) - B_\psi(y, z) \leq \gamma \|x - y\| \), \( \forall x, y, z \in \mathcal{V} \). Define \( D^2 \equiv \max_{y, y' \in \mathcal{V}} B_\psi(y, y') \). Let \((\eta_t)_{t=1}^\infty \) be a non-increasing sequence. Then, the regret of Algorithm 2 against any sequence \( u_{1:T} \) with \( u_t \in \mathcal{V} \) for all \( t \) is bounded as follows

\[
R_T(u_{1:T}) \leq \frac{D^2}{\eta_T} + \gamma \sum_{t=2}^T \frac{\|u_t - u_{t-1}\|}{\eta_t} + \frac{T}{\eta_T} \delta_t,
\]

where \( \delta_t = \ell_t(x_t) - \ell_t(x_{t+1}) - B_\psi(x_{t+1}, x_t)/\eta_t \).

Proof. Let \( g'_t \in \partial \ell_t(x_{t+1}) \). From the update rule of Algorithm 2 we have that

\[
\eta_t (\ell_t(x_{t+1}) - \ell_t(u_t)) \\
\leq \langle g'_t, x_{t+1} - u_t \rangle \\
\leq \langle \nabla \psi(x_t) - \nabla \psi(x_{t+1}), x_{t+1} - u_t \rangle \\
= B_\psi(u_t, x_t) - B_\psi(u_t, x_{t+1}) - B_\psi(x_{t+1}, x_t),
\]

where the first inequality follows from the convexity of the loss functions, while the second from the first-order optimality condition.

Now, we consider the first two terms of the r.h.s. of Eq. (10). Using the Lipschitz continuity condition on the Bregman divergence and the fact that \( \eta_t \) is non-increasing over time, we get

\[
\sum_{t=1}^T \frac{1}{\eta_t} (B_\psi(u_t, x_t) - B_\psi(u_t, x_{t+1})) \\
\leq \frac{D^2}{\eta_1} + \frac{T}{\eta_1} \sum_{t=2}^T \left( \frac{B_\psi(u_t, x_t)}{\eta_t} - \frac{B_\psi(u_{t-1}, x_t)}{\eta_{t-1}} \right) \\
= \frac{D^2}{\eta_1} + \frac{T}{\eta_1} \sum_{t=2}^T \left( \frac{B_\psi(u_t, x_t)}{\eta_t} - \frac{B_\psi(u_{t-1}, x_t)}{\eta_{t-1}} \right) \\
+ \frac{B_\psi(u_{t-1}, x_t)}{\eta_t} - \frac{B_\psi(u_{t-1}, x_{t+1})}{\eta_{t-1}} \\
\leq \frac{D^2}{\eta_1} + \frac{T}{\eta_1} \sum_{t=2}^T \|u_t - u_{t-1}\| \\
+ \sum_{t=2}^T \left( \frac{B_\psi(u_{t-1}, x_t)}{\eta_t} - \frac{1}{\eta_t} \right) \\
\leq \frac{D^2}{\eta_1} + \frac{T}{\eta_1} \left( \frac{1}{\eta_T} - \frac{1}{\eta_1} \right) + \frac{T}{\eta_T} \sum_{t=2}^T \|u_t - u_{t-1}\| \\
= \frac{D^2}{\eta_T} + \frac{T}{\eta_T} \sum_{t=2}^T \|u_t - u_{t-1}\|. \\
\]

Adding \( \ell_t(x_t) \) on both sides of Eq. (10) and summing over time yields the regret bound in Eq. (9).
Notice that the Lipschitz continuity assumption is not a strong requirement. Indeed, when the function $\psi$ is Lipschitz on $\mathcal{V}$, the Lipschitz condition on the Bregman divergence is automatically satisfied. When this is not true, we can still satisfy this condition changing the domain of interest. For example, in the case of learning with expert advice we have that $\gamma = \mathcal{O}(\ln T)$ if we use a “clipped” simplex (details in Section 5.1).

We still have to set the learning rate in Algorithm 2 and next theorem shows how to do it in order to have a regret bound which is the minimum between temporal variability and path-length. The proof follows the one of Campolongo and Orabona [2020, Theorem 6.12] and is reported in Appendix A for completeness.

**Theorem 5.1.** Let $\tau \geq 0$ be a positive constant. Under the assumptions of Lemma 5.1 for any sequence $u_{1:T}$ whose path length $C_T(u_{1:T})$ is less or equal than $\tau$. Algorithm 2 with $1/\eta_t = \lambda_t = \frac{1}{\beta^2} \sum_{t=1}^{t-1} \delta_t$, and $\beta^2 = (D^2 + \gamma \tau)$ incurs a dynamic regret against upper bounded as follows

$$R_T(u_{1:T}) \leq \min \left\{ 2(\ell_1(x_1) - \ell_T(x_{T+1}) + V_T), \right.$$  
$$2 \sqrt{\left(3D^2 + \gamma \tau\right) \sum_{t=1}^{T-1} ||g_t||^2} \right\} \, , \quad (11)$$

where $V_T = \sum_{t=2}^{T} \max_{x \in \mathcal{V}} \ell_t(x) - \ell_{t-1}(x)$.

In addition, with $\beta^2 = D^2$ we get

$$R_T(u_{1:T}) \leq \left( 2 + \frac{\gamma C_T}{D^2} \right) \min \left\{ \ell_1(x_1) - \ell_T(x_{T+1}) + V_T, \right.$$  
$$3D^2 \sum_{t=1}^{T-1} ||g_t||^2 \right\} \, . \quad (12)$$

If we assume an upper bound $||g_t||^2 \leq \max_{t \in [T]} ||g_t||^2 \leq 1$, and that $\gamma = D = 1$, then the result in Eq. (11) gives us a dynamic regret bound of $\mathcal{O}(\min\{V_T, \sqrt{T(1 + \gamma \tau)}\})$. This bound is tight for sequences whose path-length $C_T = \tau$, matching the lower bounds for both the path-length and temporal variability. Moreover, we show in Appendix A how the algorithm can be adapted using a doubling trick in the same spirit of Jadbabaie et al. [2013], when $\tau$ is not fixed in advance but the path-length can be observed on the fly.

**5.1 Applications**

Next, we are going to show some applications of this algorithm. We point out that the same set of applications and the related regret bounds continue to hold for the algorithm presented later in Theorem 6.2 with some differences that will be highlighted in Section 6.

**Learning with Expert Advice** In this setting the loss is linear, i.e., $\ell_t(x) = \langle g_t, x \rangle$, therefore the implicit and the standard version of Mirror Descent coincide. It is known that Mirror Descent with negative entropy regularization, i.e., $\psi(x) = \sum_{i=1}^{d} x_i \ln x_i$, yields the exponential weights algorithm which is optimal. We recall that the Bregman divergence induced by the negative entropy is the KL divergence, for any 2 points on the simplex $\Delta_d$, which can be potentially unbounded. Indeed, using a dynamic learning rate with Mirror Descent in this setting gives rise to a vacuous bound [Orabona and Páli 2018, Theorem 4]. For this reason, we modify the domain of interest: instead of the regular simplex, we use a “clipped” version of it.

$$\Delta_d^\gamma \triangleq \{ x \in \mathbb{R}^d_+ : ||x||_1 = 1, x_i \geq \frac{\alpha}{d} \, \forall i = 1, \ldots, d \} \, . \quad (13)$$

This set makes the diameter w.r.t to KL divergence bounded. Indeed, we have that

$$\max_{x,y \in \Delta_d^\gamma} KL(x, y) \leq \sum_{i=1}^{d} x_i \ln \frac{d}{\alpha} \leq \ln \frac{d}{\alpha} \, . \quad (14)$$

Furthermore, the update in Eq. (8) using this “clipped” simplex can be computed efficiently, see Herbster and Warmuth [2001, Theorem 7] for details.

We prove a regret bound for Algorithm 2 in the next theorem. We stress that the proof the next result does not follow directly from an application of Theorem 5.1 (it is reported in Appendix B).

**Theorem 5.2.** Consider the setting of Learning with Expert Advice on the $d$-dimensional simplex $\Delta_d$. Assume $0 \leq g_{t,i} \leq L_\infty$ for all $t = 1, \ldots, T$, and $i = 1, \ldots, d$. Assume that $T \geq d$ and set $\alpha = d/T$. Furthermore, set $\eta_{t+1} = \lambda_{t+1} = \frac{1}{\beta^2} \sum_{i=1}^{t} \delta_i$, with $\delta_i$ defined as in lemma 5.1. Then, for any sequence of comparators $u_{1:T}$ with $u_i \in \Delta_d$ such that $C_T(u_{1:T}) \leq \tau$, using $\beta^2 = (1 + \tau) \ln T$ the regret of Algorithm 2 run on $\Delta_d^\gamma$ is bounded as

$$R_T(u_{1:T}) \leq 2 \min \left\{ \ell_t(x_1) - \ell_T(x_{T+1}) + V_T, \right.$$  
$$\left. \sqrt{(1 + (1 + \tau) \ln T) \sum_{t=1}^{T} E_t[||g_t||^2]} \right\} + 2L_\infty d \, , \quad (15)$$

where $E_t[||g_t||^2] = \sum_{t=1}^{T} x_t, g_{t,i}^2$ and $V_T = \sum_{t=2}^{T} \max_{x \in \Delta_d} \ell_t(x) - \ell_{t-1}(x)$.

**Discussion.** Note that $E_t[||g_t||^2] = \sum_{i=1}^{d} x_t, g_{t,i}^2 \leq ||g_t||_\infty^2$. Furthermore, if the sequence $u_{1:T}$ is only composed by “corners” of the simplex, then $C_T(u_{1:T})$ is given
roughly by the number of “shifts”, i.e., $C_T(u_{1:T}) = 2 \sum_{t=2}^{T} 1\{u_t = u_{t-1}\}$. In this setting, we know that the Fixed-Share algorithm [Herbster and Warmuth 1998] achieves a regret bound of $O(\sqrt{TS \ln \frac{4T}{\delta}})$, where $C_T(u_{1:T}) = O(S)$ is the number of shifts and is fixed in advance. Our algorithm achieves a similar bound, but it can be sometimes better. For example, assume that $\ell_t(x)\in [0,1]$ and that $\ell_t$ stays fixed for all except $S$ rounds, then we have that $V_T = S$. In this case, Fixed-Share regret is $O(\sqrt{TS})$, while the bound in Eq. (15) reduces to $O(S)$. It should be noted that both algorithms assume oracle knowledge of $S$. In order to remove this assumption, we refer to a different algorithm described in Section 6. Moreover, it can be shown (see Appendix B) that the regret bound in Eq. (15) can lead to a first-order difference: the temporal variability is given only in terms of the variable part of the losses, $\tilde{\ell}_t$.

All the results up to this point are given under the assumption that the class of strategies we want to compete against is fixed before the start of the game, i.e., an upper bound to $C_T$ is fixed beforehand. This can be limiting in practice: in a truly realistic online setting, knowing the right upper bound beforehand might be hard. Therefore, in the next section we are going to provide an algorithm which adapts to the values of $C_T$ for any possible sequence of comparators, but at the same time guarantees a bound in $V_T$.

### 6 Adapting to different path-lengths

In this section, we present an approach to obtain the optimal bound of $O(\min\{V_T, \sqrt{T(1+C_T)}\})$ on the dynamic regret for all the sequences of comparators simultaneously. Our approach is based on smartly combining different algorithms.

Using existing algorithms [see, e.g., Cutkosky, 2020; Zhang et al., 2018a] we can achieve the optimal dynamic regret bound for all possible sequences of comparators. In particular, a recent result from Cutkosky [2020] shows the condition that strongly-adaptive algorithms need to satisfy in order to incur the optimal bound of $O(\sqrt{T(1+C_T)})$, which we report in the next theorem (proof in Appendix D).

**Theorem 6.1.** (Adapted from Cutkosky [2020]). Let $V \subset X \subseteq \mathbb{R}^d$ be non-empty closed convex sets. Let $\ell_t(x) = \ell_t(x) + r(x)$, where $r : X \to \mathbb{R}$ is a convex function. Then, under the assumptions of Lemma 5.5, the regret of Algorithm 2 run with $1/\eta_t = \lambda_t = \frac{1}{\beta} \sum_{i=1}^{t-1} \delta_i$ and $\beta^2 = D^2 + \gamma T$ against any sequence of comparators $u_{1:T}$ whose path-length $C_T$ is less or equal than $\tau$ is bounded as

$$R_T(u_{1:T}) \leq \min \left\{ 2(\ell_T(x_t) - \ell_{T+1}(x_{T+1}) + V_T), \right.$$  
$$2\sqrt{(3D^2 + \gamma T) \sum_{t=1}^{T} \|g_t\|^2},$$

where $V_T = \sum_{t=2}^{T} \max_{x \in V} \ell_t(x) - \ell_{t-1}(x)$ and $g_t \in \partial \ell_t(x_t)$.

**Remark.** Comparing to the regret bound given in Theorem 5.1 we can see that the result above contains a subtle difference: the temporal variability is given only in terms of the variable part of the losses, $\tilde{\ell}_t$.

### Algorithm 3 Anytime $(A,B)$-PROD

**Require:** Algorithms $A,B$, $\eta_t = \eta_{1:T} = \eta = 1/2$

```python
1: for $t = 1, \ldots, T$ do
2: Let $p_{t,A} = \frac{\eta_t w_{t,A}}{\eta_t w_{t,A} + w_{t,B}}$, $p_{t,B} = 1 - p_{t,A}$
3: Get $a_t$ from $A$ and $b_t$ from $B$
4: Set $x_t = p_{t,A} a_t + p_{t,B} b_t$
5: Receive $y_t : \mathbb{R}^d \to [0,1]$ and pay $\ell_t(x_t)$
6: Feed $\ell_t$ to $A$ and $B$
7: Set $r_t = \ell_t(b_t) - \ell_t(a_t)$
8: Set $\eta_t = 1 + \sum_{i=1}^{t}(\ell_i(b_i) - \ell_i(a_i))^2 - 1$
9: Set $w_{t+1,A} = w_{t,A}(1 + \eta tr_t)^{\eta_t/\eta_t}$
10: end for
```

**Appendix C** shows in Appendix C that the algorithm reduces to $O(\sqrt{TS})$.
where $C_J = \sum_{t=s' + 1}^{t'} \|u_t - u_{t-1}\|_1$.

On the other hand, in order to achieve a bound on the temporal variability, we can simply adopt the greedy strategy given in the Algorithm 1 which in every step plays the minimizer of the last seen loss function. Hence, we need to combine these two strategies.

A plain expert algorithm would fail to give a constant bound w.r.t. the temporal variability. Instead, we use a modification of the ML-Prod algorithm [Gaillard et al. 2014] proposed in Sani et al. [2014] and depicted in Algorithm 3. This algorithm takes as input two base learners (aka experts) $A$ and $B$ and guarantees a regret which is (almost) constant against $B$ and $O(\sqrt{T \ln T})$ against $A$ in the worst case. The idea is to use a strongly adaptive algorithm which satisfies the assumptions of Theorem 6.1 such as the one from Cutkosky [2020] as algorithm $A$, and the greedy strategy in Algorithm 1 as $B$. In the next theorem, we provide an upper bound to the dynamic regret of the updating algorithm (proof in Appendix D).

**Theorem 6.2.** Let $V \subset X \subset \mathbb{R}^d$ be non-empty closed convex sets, $\psi : X \to \mathbb{R}$. Define $D_v^2 = \max_{x,y \in V} \mathbb{E}_y(x, y)$. Let $t_1, \ldots, t_t$ be a sequence of convex loss functions such that $\ell_{t} : \mathbb{R}^d \to [0, 1]$ for all $t$. Then, for all sequence of $u_{T} : \mathbb{R}^d$ with path-length $C_T$, running Algorithm 3 with $A$ as a strongly-adaptive algorithm satisfying the condition from Theorem 6.1 and $B$ as Algorithm 1 guarantees

$$R_T(u_{1:T}) \leq O\left(\min\left\{V_T, \sqrt{C + \sqrt{T D(C_T + D)}}\right\}\right),$$

where $C$ is an upper bound to the loss of algorithm $A$.

**Discussion.** The algorithm from last theorem is able to guarantee the optimal dependence on $C_T$ for any sequence of comparators $u_{1:T}$, without requiring any prior knowledge. However, compared to the algorithms from Section 5, Theorem 6.2 requires the losses to be bounded in a range known to the algorithm. Furthermore, note that all known strongly-adaptive algorithms require a running time of $O(d \ln T)$ per-update, which is higher than $O(d)$ required by OMD (and its Implicit version when the update is available in closed form). Finally, we point out that the actual regret bound depends on the specific choice of the algorithm $A$ used. Next, we sketch some applications in the same spirit of Section 5.1.

**Applications.** To make a comparison with the setting of Learning with Expert Advice previously covered, consider again the “shifting” scenario with $S$ shifts of Section 5.1. In this case we can adopt a strategy similar to the strongly-adaptive algorithm CBCE from Jun et al. [2017]. It is known that a strongly-adaptive algorithm incurs a dynamic regret bounded by $O(\sqrt{TS})$, without requiring the knowledge of $S$ in advance [see, e.g., Appendix A in Jun et al. 2017], contrarily to Algorithm 2. Moreover, from our bound in Theorem 6.2, if the loss functions stay fixed for all but $S$ rounds, thanks to the guarantee of Algorithm 1 the regret bound is $O(V_T) = O(S)$, which again is like the guarantee of Algorithm 2 with the important difference that knowing in advance the number of shifts is not required.

On the other hand, when considering for example the setting of composite losses, or more in general Euclidean domains and the $L_2$ norm, we can adopt the algorithm from Cutkosky [2020], which is adaptive to the sum of the gradients $\sum_{t=1}^{T} \|g_t\|_2^2$ and therefore can have a potentially better bound compared to CBCE, which has a worst-case regret bound of $O(\sqrt{T})$.

## 7 Conclusion

In this work, we have shown that existing bounds in the dynamic setting with full information feedback can be improved, by establishing a lower bounds on the dynamic regret in terms of temporal variability of the loss functions and showing algorithms with matching upper bounds. In particular, we designed an algorithm using implicit updates that can adapt to both the temporal variability and the path-length of the sequence of comparators. Furthermore, when the desired path-length is not fixed in advance, we showed how to combine existing algorithms in order to achieve the optimal bound.

An interesting question remains open: is it possible to obtain a dynamic regret bound of $O(\min\{V_T, \sqrt{T (1 + C_T)}\})$ for all sequence of comparators with a single algorithm? If so, what is its running time? As observed in previous work, all strongly-adaptive algorithms Cutkosky, 2020 Jun et al. 2017 have a running time of $O(T \ln T)$ and it is currently not known whether it can be improved. Future research directions therefore could aim at designing faster and more practical algorithms which can adapt to unknown path-lengths, or in alternative prove that this goal cannot be achieved.
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A Dynamic IOMD

In this section we prove a regret bound for Algorithm 2 and its variant using a doubling trick mentioned in Section 5. The following lemma is a generalization of [Orabona 2019, Lemma 7.12] which we will use in subsequent proofs.

**Lemma A.1.** Let \(\{a_t\}_{t=1}^\infty, \{b_t\}_{t=1}^\infty\) be two sequence of non-negative real numbers. Suppose that \(\{\Delta_t\}_{t=1}^\infty\) is a sequence of non-negative real numbers satisfying \(\Delta_1 = 0\) and \(\Delta_{t+1} \leq \Delta_t + \min\{db_t, ca_t^2/(2\Delta_t)\}\), for any \(t \geq 1\).

Then, for any \(T \geq 0\), \(\Delta_{T+1} \leq \sqrt{d^2 \sum_{t=1}^T b_t^2 + c \sum_{t=1}^T a_t^2}\).

**Proof.** Observe that

\[
\Delta_{T+1}^2 = \sum_{t=1}^T \Delta_{t+1}^2 - \Delta_t^2 = \sum_{t=1}^T (\Delta_{t+1} - \Delta_t)^2 + \sum_{t=1}^T 2(\Delta_{t+1} - \Delta_t)\Delta_t. 
\]

We bound the sequences (a) and (b) separately. For (a), from the assumption on the recurrence and using the first term in the minimum we have that \((\Delta_{t+1} - \Delta_t)^2 \leq d^2 b_t^2\). On the other hand, for (b) using the second term in the minimum in the recurrence we get \(2(\Delta_{t+1} - \Delta_t)\Delta_t \leq ca_t^2\). Putting together the results we have that \(\Delta_{T+1} \leq d^2 \sum_{t=1}^T b_t^2 + c \sum_{t=1}^T a_t^2\) and the lemma follows. \(\square\)

We are now ready to show a regret bound for Algorithm 2 as stated in Theorem 5.1. The statement of the theorem is reported next for completeness.

**Theorem 5.1.** Let \(\tau \geq 0\) be a positive constant. Under the assumptions of lemma 5.1, for any sequence \(u_{1:T}\) whose path length \(C_T(u_{1:T})\) is less or equal than \(\tau\), Algorithm 2 with \(1/\eta_t = \lambda_t = \frac{1}{D^2} \sum_{t=1}^T \Delta_t\), and \(\beta^2 = (D^2 + \gamma \tau)\) incurs dynamic regret against upper bounded as follows

\[
R_T(u_{1:T}) \leq \min\left\{2(\ell_1(x_1) - \ell_T(x_{T+1}) + V_T), \right. \\
\left. 2\sqrt{3D^2 + \gamma \tau} \sum_{t=1}^T \|g_t\|_2^2 \right\},
\]

where \(V_T = \sum_{t=2}^T \max_{x \in V} \ell_t(x) - \ell_{t-1}(x)\).

In addition, with \(\beta^2 = D^2\) we get

\[
R_T(u_{1:T}) \leq \left(2 + \frac{\gamma C_T}{D^2}\right) \min\left\{\ell_1(x_1) - \ell_T(x_{T+1}) + \right. \\
\left. V_T, \sqrt{3D^2 \sum_{t=1}^T \|g_t\|_2^2} \right\}.
\]

**Proof.** First, note that \((\lambda_t)_{t=1}^T\) is an increasing sequence, since \(\delta_t \geq 0\). Indeed, from the optimality of the update rule of Algorithm 2 we have

\[
\ell_t(x_{t+1}) + \lambda_t B_\psi(x_{t+1}, x_t) \leq \ell_t(x_t) + \lambda_t B_\psi(x_t, x_t) = \ell_t(x),
\]

which implies \(\delta_t := \ell_t(x_t) - \ell_t(x_{t+1}) - \lambda_t B_\psi(x_{t+1}, x_t) \geq 0\). Hence, by using the prescribed learning rate \(\lambda_t\), we can rewrite the bound in Eq. (2) as follows

\[
R_T(u_{1:T}) \leq \lambda_T D^2 + \gamma \sum_{t=2}^T \|u_t - u_{t-1}\| + \beta^2 \lambda_{T+1} \\
\leq (D^2 + \beta^2) \lambda_{T+1} + \gamma \lambda_{T+1} \sum_{t=2}^T \|u_t - u_{t-1}\| \\
\leq (D^2 + \beta^2 + \gamma \tau) \lambda_{T+1},
\]

where in the second inequality we have used the fact that \((\lambda_t)_{t=1}^T\) is an increasing sequence.

\(^4\)With a small abuse of notation, let \(\min(x, y/0) = x\).
The rest of the proof is similar to the one in \cite{Campolongo and Orabona2020, Theorem 6.2}. From the choice of $\lambda_t$, we have that

$$\beta^2\lambda_{T+1} = \sum_{t=1}^{T} \delta_t = \sum_{t=1}^{T} \ell_t(x_t) - \ell_t(x_{t+1}) - \lambda_t B_\psi(x_{t+1}, x_t) \leq \sum_{t=1}^{T} \ell_t(x_t) - \ell_t(x_{t+1})$$

$$\leq \ell_1(x_1) - \ell_T(x_{T+1}) + \sum_{t=2}^{T} \max_{x \in \mathcal{X}} \ell_t(x) - \ell_{t-1}(x)$$

$$= \ell_1(x_1) - \ell_T(x_{T+1}) + V_T,$$

where the first inequality derives from the fact that Bregman divergences are always positive.

On the other hand, from the definition of $\delta_t$ we have that

$$\delta_t \leq \ell_t(x_t) - \ell_t(x_{t+1}) \leq \langle g_t, x_t - x_{t+1} \rangle \leq \|g_t\|_* \|x_t - x_{t+1}\|.$$

Now, note that from the assumptions in lemma 5.1 we have that for any $x, y \in \mathcal{X}$

$$D^2 \geq B_\psi(x, y) \geq \frac{1}{2}\|x - y\|^2.$$

Therefore, $\|x - y\| \leq \sqrt{2D}$ and substituting back in Eq. (20)

$$\delta_t \leq \sqrt{2D}\|g_t\|_*.$$

On the other hand, by not discarding the negative Bregman divergence term in Eq. (20) we get

$$\delta_t \leq \|g_t\|_* \sqrt{2B_\psi(x_{t+1}, x_t) - \lambda_t B_\psi(x_{t+1}, x_t)} \leq \frac{\|g_t\|^2}{2\lambda_t},$$

where the last step derives from the fact that $b \sqrt{2x^2} \leq \frac{b^2 x^2}{2a}, \forall x \in \mathbb{R}$, with $x = \sqrt{B_\psi(x_{t+1}, x_t)}$.

To summarize, we have that

$$\lambda_{t+1} = \lambda_t + \delta_t \leq \lambda_t + \frac{1}{\beta^2} \min \left\{ \sqrt{2D}\|g_t\|_*, \frac{\|g_t\|^2}{2\lambda_t} \right\}.$$

Now, applying lemma A.1 with $\Delta_t = \lambda_t, a_t = b_t = \|g_t\|_*, d = \frac{\sqrt{2D}}{\beta^2}, c = \frac{1}{\beta^2}$ yields

$$\lambda_{T+1} \leq \sqrt{\left( \frac{2D^2}{\beta^4} + \frac{1}{\beta^2} \right) \sum_{t=1}^{T} \|g_t\|^2}.$$

Therefore, putting together Eqs. (19) and (21) and using the suggested values for $\beta$, we get the stated results. \hfill \Box

### A.1 Adapting on the fly

The result given in the previous paragraph was limited to all sequences of comparators whose path-length is fixed beforehand. Following \cite{Jadbabaie et al.2015}, the approach given above can be generalized to any sequence of $u_{1:T}$ whose path length $C_T$ can be calculated on the fly.

**Doubling trick.** The idea is to run Algorithm 2 in phases and tune the learning rate $\lambda_t$ appropriately. At the beginning of each phase $i$, we start monitoring the path length $C_i$. Once it reaches a certain threshold, we restart the algorithm doubling the threshold. Formally, we introduce a quantity $Q_i$ for phase $i$ and set the learning rate $\lambda_t$ of the algorithm as $\lambda_t = \frac{1}{T} \sum_{s=1}^{T-1} \delta_s$, with $\beta^2 = \frac{D^2}{\beta^4} + \gamma Q_i$. The resulting algorithm is shown in Algorithm 4.

We are now going to analyze the regret bound incurred by Algorithm 4. First, we need the following lemma which bounds the number of times the algorithm is restarted.

---
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Algorithm 4 Dynamic IOMD with Doubling Trick

Require: Non-empty closed convex set $\mathcal{V} \subset X \subset \mathbb{R}^d$, $\psi : X \rightarrow \mathbb{R}$, $x_1 \in \mathcal{V}$, $\gamma$ such that $B_\psi(x, z) - B_\psi(y, z) \leq \gamma \|x - y\|$, $\forall x, y, z \in \mathcal{V}, \beta_0^2 > 0$, observable sequence $u_{1:T}$

1: $i \leftarrow 0$, $\lambda_i^0 \leftarrow 0$, $Q_t \leftarrow \sqrt{2D}$, $C_0 \leftarrow 0$
2: for $t = 1, \ldots, T$ do
3:   Output $x_t \in \mathcal{V}$
4:   Receive $\ell_t : \mathbb{R}^d \rightarrow \mathbb{R}$ and pay $\ell_t(x_t)$
5:   Update $C_t \leftarrow C_t + \|u_t - u_{t-1}\|$  
6:   if $C_t > Q_t$, then
7:    $i \leftarrow i + 1$
8:    $Q_i \leftarrow \sqrt{2D}2^i$, $\lambda_i^t \leftarrow 0$, $C_i \leftarrow 0$, $\beta_i^t \leftarrow D^2 + \gamma Q_i$
9:   Update $x_{i+1} \leftarrow x_i$
10: else
11:    Update $x_{i+1} \leftarrow \arg\min_{x \in \mathcal{V}} \ell_t(x) + \lambda_i^t B_\psi(x, x_t)$
12:    Set $\delta_i \leftarrow \ell_t(x_t) - \ell_t(x_{i+1}) - \lambda_i^t B_\psi(x_{i+1}, x_t)$
13:    Update $\lambda_i^{t+1} \leftarrow \lambda_i^t + \frac{\beta_i^t}{\delta_t}$
14:   end if
15: end for

Lemma A.2. Let $t_i$ be the first time-step of epoch $i$, with $t_0 = 1$. Suppose Algorithm 4 is run for a total of $N + 1$ epochs. Let $C_i = \sum_{t=t_i-1}^{t_i} \|u_t - u_{t-1}\|$, with $\|u_1 - u_0\| \triangleq 0$. Let $C_T = \sum_{i=0}^{N} C_i$. Then, we have that $N$ satisfies

$$N \leq \log_2 \left( \frac{C_T}{\sqrt{2D} + 1} \right). \quad (22)$$

Proof. First, recall that $\sum_{i=0}^{N} a^i = \frac{a^{N+1} - 1}{a - 1}$. Now, note that the sum in the first $N$ epochs of the quantity we are monitoring is at most equal to the final sum over all $N + 1$ epochs.

Therefore, we have the following

$$\sum_{i=0}^{N-1} \sqrt{2D}2^i \leq \sqrt{2D}(2^N - 1) \leq \sum_{i=0}^{N} \sum_{t=t_i}^{t_{i+1}-1} \|u_t - u_{t-1}\| = C_T,$$

where $\|u_0 - u_{t_0-1}\| = \|u_1 - u_0\| \triangleq 0$ by definition. Solving for $N$ yields the desired result.

Next, we provide a theorem which gives a regret bound to Algorithm 4.

Theorem A.1. Let $\mathcal{V} \subset X \subset \mathbb{R}^d$ be a non-empty closed convex set. Assume Algorithm 4 is run for $N$ epochs. Then, under the assumptions of Lemma A.2, the regret against any sequence of comparators $u_{t_i:T}$ with $u_t \in \mathcal{V}$ is bounded as

$$R_T(u_{1:T}) \leq (2 + c) \min \left( (\ell_1(x_1) - \ell_T(x_{T+1}) + V_T), \sqrt{(3D^2 \left( \log_2 \frac{C_T}{\sqrt{2D} + 1} + \gamma C_T \right) \sum_{t=1}^{T} \|g_t\|^2} \right), \quad (23)$$

where $c \triangleq \sqrt{7 \over D+1}$ and $C_T = \sum_{t=2}^{T} \|u_t - u_{t-1}\|$.

Proof. Let $V_T = \sum_{t=t_i}^{t_{i+1}-1} \max_{x \in \mathcal{V}} |\ell_t(x) - \ell_{t-1}(x)|$. Using the result from Theorem A.1, assuming the knowledge of $C_i$ during each phase $i$ we have that

$$R(u_{1:T}) = \sum_{i=0}^{N} \sum_{t=t_i}^{t_i+1-1} R(u_{t_i:t_i+1-1}) \leq \sum_{i=0}^{N} \sum_{t=t_i}^{t_i+1-1} \frac{D^2 + \gamma C_i + \beta_i^2}{\beta_i^t} \min(B_1^i, B_2^i),$$

where in the last inequality we used Theorem A.1 with $B_1^i = \ell_t(x_t) - \ell_{t_i-1}(x_{t_i+1}) + V_i$ and $B_2 = \sqrt{(2D^2 + \beta_i^2) \sum_{t=t_i}^{t_i+1-1} \|g_t\|^2}^2$.

Note that with the adopted $\beta_t$ from Algorithm 4 we have that

$$\frac{D^2 + \gamma C_i + \beta_i^2}{\beta_i^t} = \frac{D^2 + \gamma C_i + D^2 + \gamma Q_i}{D^2 + \gamma Q_i} = 2 + \gamma \left( \frac{C_i - Q_i}{D^2 + \gamma Q_i} \right) \leq 2 + \gamma \sqrt{\frac{2D}{D^2 + \gamma \sqrt{2D}^2}},$$
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where the last inequality derives from the fact that the last term in $C_i$ which causes the algorithm to restart is such that $\|x - y\| \leq \sqrt{2}D$, $\forall x, y \in V$.

Therefore, we have

$$R(u_{1:T}) \leq \sum_{i=0}^{N} \sum_{t=t_i}^{t_i+1-1} \left(2 + \gamma \frac{\sqrt{T}}{D + \gamma 2^{i+\frac{\gamma}{2}}} \right) \min(B_i^1, B_i^2)$$

$$\leq \sum_{i=0}^{N} \left(2 + c\right) \min \left\{ \ell_i(x_{t_i}) - \ell_{t_i+1-1}(x_{t_i+1}) + V_i, \right. \left. \sqrt{(3D^2 + \gamma 2D^2) \sum_{t=t_i}^{t_i+1-1} \|g_i\|^2} \right\}$$

$$\leq (2 + c) \sum_{i=0}^{N} \min \left\{ \ell_i(x_{t_i}) - \ell_{t_i+1-1}(x_{t_i+1}) + V_i, \right. \left. \sqrt{(3D^2 + \gamma C_i) \sum_{t=t_i}^{t_i+1-1} \|g_i\|^2} \right\}$$

$$\leq (2 + c) \min \left\{ \sum_{i=0}^{N} \left( \ell_i(x_{t_i}) - \ell_{t_i+1-1}(x_{t_i+1}) + V_i \right), \right. \left. \sum_{i=0}^{N} \sqrt{(3D^2 + \gamma C_i) \sum_{t=t_i}^{t_i+1-1} \|g_i\|^2} \right\}.$$  

where in the second inequality we used the definition of $c$. We now analyze (a) and (b) separately.

For (b), using the Cauchy-Schwartz inequality we have that

$$\sum_{i=0}^{N} \sqrt{(3D^2 + \gamma C_i) \sum_{t=t_i}^{t_i+1-1} \|g_i\|^2} \leq \sqrt{\sum_{i=0}^{N} (3D^2 + \gamma C_i)} \cdot \sqrt{\sum_{i=0}^{N} \sum_{t=t_i}^{t_i+1-1} \|g_i\|^2}$$

$$= \sqrt{3ND^2 + \gamma CT} \cdot \sqrt{\sum_{t=1}^{T} \|g_i\|^2}$$

$$\leq \sqrt{3D^2 \left( \log_2 \frac{CT}{\sqrt{2D}} + 1 \right) + \gamma CT} \sum_{t=1}^{T} \|g_i\|^2.$$  

On the other hand, for (a) we have

$$\sum_{i=0}^{N} \left( \ell_i(x_{t_i}) - \ell_{t_i+1-1}(x_{t_i+1}) + V_i \right) \leq \ell_1(x_1) - \ell_T(x_{T+1}) + V_T.$$  

Therefore, putting together the results for (a) and (b), we get the stated bound.

To summarize, for sequence of comparators whose path-length is observable, from Equation (23) we have a worst-case regret bound of

$$R(u_{1:T}) = \tilde{O} \left( \min \left\{ V_T, \sqrt{T(1 + CT)} \right\} \right).$$  

In light of this last result, compared to Jadbabaie et al. [2015], our upper bound from Theorem A.1 strictly improves their result when optimistic predictions are not helpful.

We stress that a doubling trick is necessary for Algorithm 4. Indeed, in order to have a fully adaptive learning rate, we should be able to tune it as a function of two quantities varying over time, namely the path-length observed and the temporal variability of the losses paid by the algorithm. While both quantities are increasing quantities over time, they also appear both at the numerator and denominator of the learning rate $\lambda_t$. However, this would result in a non-monotone sequence of learning rates, thus contradicting the assumptions in Lemma 5.1. Also, we would like to point out that to the best of our knowledge there are no existing methods in the literature which tune the learning rates with non-monotone sequences.

### B Learning with Expert Advice

In this section we cover the application of Algorithm 2 to the setting of Learning with Expert Advice, as explained in the main paper in Section 5.1.
Theorem 5.2. Consider the setting of Learning with Expert Advice on the $d$-dimensional simplex $\Delta_d$. Assume $0 \leq g_{t,i} \leq L_\infty$ for all $t = 1, \ldots, T$, and $i = 1, \ldots, d$. Assume that $T \geq d$ and set $\alpha = d/T$. Furthermore, set $\eta_{t+1}^{-1} = \lambda_{t+1} = \frac{1}{T} \sum_{t=1}^{T} \delta_t$, with $\delta_t$ defined as in lemma 5.1. Then, for any sequence of comparators $u_{1:T}$ with $u_t \in \Delta_d$ such that $C_T(u_{1:T}) \leq \tau$, using $\beta^2 = (1 + \tau) \ln T$ the regret of Algorithm 2 run on $\Delta_d^0$ is bounded as

$$R_T(u_{1:T}) \leq 2 \min \left \{ \ell_1(x_1) - \ell_T(x_{T+1}) + V_T, \right \}$$

$$\sqrt{1 + (1 + \tau) \ln T} \sum_{t=1}^{T} \mathbb{E}[g_t^2] + 2L_\infty d,$$

where $\mathbb{E}[g_t^2] = \sum_{t=1}^{T} x_t \delta_t^2$, and $V_T = \sum_{t=2}^{T} \max_{x \in \Delta_d} \ell_t(x) - \ell_{t-1}(x)$.

Proof. Given any sequence $u_{1:T}$, with $u_t \in \Delta_d$, we introduce $u_t' = \frac{\alpha}{d} \bar{1} + (1 - \alpha) u_t$, where $\bar{1}$ is the $d$-dimensional all-ones vector. Note that $u_t' \in \Delta_d^0$ by definition. The regret can be decomposed as follows

$$R_T(u_{1:T}) = \sum_{t=1}^{T} \ell_t(x_t) - \sum_{t=1}^{T} \ell_t(u_t) = \sum_{t=1}^{T} \langle g_t, x_t - u_t' \rangle + \sum_{t=1}^{T} \langle g_t, u_t' - u_t \rangle.\quad (a)$$

Now, note that for (b)

$$\sum_{t=1}^{T} \langle g_t, u_t' - u_t \rangle \leq \sum_{t=1}^{T} \|g_t\|_\infty \|u_t' - u_t\|_1 \leq L_\infty \sum_{t=1}^{T} \left( \frac{\alpha}{d} \bar{1} + (1 - \alpha) u_t - u_t \right)_1 \leq L_\infty \sum_{t=1}^{T} \left( \frac{\alpha}{d} \bar{1} + \alpha \|u_t\|_1 \right) = 2L_\infty T \alpha,\quad (25)$$

where the second-to-last inequality derives from applying the triangle inequality.

We can now analyze (a). Note that for any $u_t', u_{t-1}', x_t \in \mathcal{V}$ the following holds

$$B_{\psi}(u_t', x_t) - B_{\psi}(u_{t-1}', x_t) = \psi(u_t') - \psi(u_{t-1}') - \nabla \psi(x_t) \cdot (u_t' - u_{t-1}') = -B_{\psi}(u_{t-1}', u_t') + \nabla \psi(x_t) - \nabla \psi(u_t') \|u_{t-1}' - u_t'\|_1 \leq \|\nabla \psi(x_t) - \nabla \psi(u_t')\|_\infty \|u_{t-1}' - u_t'\|_1 \leq \frac{d}{\alpha} \cdot \|u_{t-1}' - u_t'\|_1,$$

where the last inequality derives from the fact that $\|\nabla \psi(x_t) - \nabla \psi(u_t')\|_\infty = \max_{x \in [d]} \frac{d}{\alpha} \ln \frac{d}{\alpha} \leq \frac{d}{\alpha}$.

Therefore, using the prescribed learning rate and applying lemma 5.1, we get

$$\sum_{t=1}^{T} \langle g_t, x_t - u_t' \rangle \leq \lambda_T D^2 + \gamma \sum_{t=2}^{T} \lambda_t \|u_t' - u_{t-1}'\|_1 + \sum_{t=1}^{T} \delta_t \leq \lambda_T \left( D^2 + \ln \frac{d}{\alpha} \sum_{t=2}^{T} (1 - \alpha) \|u_t - u_{t-1}\|_1 \right) + \beta^2 \lambda_{T+1} \leq \lambda_{T+1} \left( \ln \frac{d}{\alpha} + \tau \ln \frac{d}{\alpha} + \beta^2 \right),\quad (26)$$

where the last inequality derives from bounding the diameter of $\Delta_d^0$ with respect to the KL as done in Eq. (14), $1 - \alpha \leq 1$ and the assumption on $C_T(u_{1:T}) \leq \tau$, while the second-to-last inequality from the definition of $u_t'$.

Similarly to the proof of Theorem 5.1, we have that

$$\beta^2 \lambda_{T+1} = \sum_{t=1}^{T} \ell_t(x_t) - \ell_t(x_{t+1}) - \lambda_t B_{\psi}(x_{t+1}, x_t)$$
Hence, adding together Eq. (26) and the upper bounds to Eq. (25) in Eq. (27) and Eq. (28) yields the stated result.

To summarize, we have that

\[
\alpha
\]

Finally, note that from our choice of \( \alpha \) and \( \beta \), we have that

\[
\lambda_{t+1} = \lambda_t + \frac{1}{\beta^2} \delta_t \leq \lambda_t + \frac{1}{\beta^2} \min \left\{ \mathbb{E}_t[g_i], \frac{\mathbb{E}_t[g_i^2]}{2 \lambda_t} \right\}.
\]

Therefore, applying lemma [A.1] with \( \Delta_t = \lambda_t, a_t^2 = \mathbb{E}_t[g_i^2], b_t = \mathbb{E}_t[g_i], d = c = \frac{1}{\beta^2} \) we have that

\[
\lambda_{T+1} \leq \sqrt{\frac{1}{\beta^2} \sum_{t=1}^T \mathbb{E}_t[g_i^2]} \qquad \leq \frac{1}{\beta^2} \sqrt{\left(1 + \beta^2\right) \sum_{t=1}^T \mathbb{E}_t[g_i^2]}.
\]

where the last step derives from Jensen’s inequality, i.e., \( (\mathbb{E}_t[g_i])^2 \leq \mathbb{E}_t[g_i^2] \). Therefore, putting together Eq. (27) and Eq. (28) we get

\[
\lambda_{T+1} \leq \frac{1}{\beta^2} \min \left\{ \ell_1(x_1) - \ell_T(x_{T+1}) + V_T, \sqrt{(1 + \beta^2) \sum_{t=1}^T \mathbb{E}_t[g_i^2]} \right\},
\]

Finally, note that from our choice of \( \alpha \) and \( \beta^2 \), we have that

\[
\frac{\ln \frac{d}{\alpha} + \tau \ln \frac{d}{\beta^2}}{\beta^2} = \frac{(1 + \tau) \ln T + \beta^2}{\beta^2} = 2.
\]

Hence, adding together Eq. (26) and the upper bounds to Eq. (25) in Eq. (27) and Eq. (28) yields the stated result.

We next provide a corollary which shows that the bound in Theorem 5.2 implies a first-order bound which depends on the loss of the sequence of competitors.

**Corollary B.0.1.** Assume that \( \max_{i,t} g_{t,i} = L_\infty \). Then, under the same assumptions of Theorem 5.2 Algorithm 2 guarantees

\[
R_T(u_{1:T}) \leq 2 \sqrt{L_\infty (1 + (1 + \ln \tau) \ln T) L_T(u_{1:T}) + O(\ln T)}.
\]
Proof. Let \( L_T = \sum_{t=1}^{T} \ell_t(x_t) \) and \( L_T(u_{1:T}) = \sum_{t=1}^{T} \ell_t(u_t) \). Consider the second term in the minimum of the bound in Eq. (15). We have that
\[
L_T - L_T(u_{1:T}) \leq B' \sqrt{\sum_{t=1}^{T} \sum_{i=1}^{d} x_{t,i} g_{t,i}^2 + B''} \leq B' \sqrt{L_\infty L_T + B''},
\]
where \( B' = 2\sqrt{1 + (1 + \ln \tau)} \ln T \) and \( B'' = 2L_\infty d \). Rearranging terms, we have that
\[
L_T - B' \sqrt{L_\infty T} - (L_T(u_{1:T}) + B'') \leq 0.
\]
We use a result which says that given \( x, b, c \in \mathbb{R}_+ \), if \( x - b \sqrt{c} - c \leq 0 \) holds, then \( x \leq c + b^2 + 2b\sqrt{c} \). Applying this result with \( x = \sqrt{L_T} \) we get
\[
L_T \leq L_T(u_{1:T}) + 2L_\infty d + 4L_\infty (1 + (1 + \ln \tau) \ln T) + 2\sqrt{L_\infty (1 + (1 + \ln \tau) \ln T) L_T(u_{1:T})}.
\]
Rearranging terms yields the stated result. \( \square \)

C Composite losses

We are now going to derive a regret bound on the case of composite losses for the static regret scenario using the algorithm AdaImplicit from [Campolongo and Orabona 2020].

**Theorem C.1.** Let \( V \subset X \subset \mathbb{R}^d \) be a non-empty closed convex set. Let \( \ell_t(x) = \tilde{\ell}_t(x) + r(x) \), where \( r : X \to \mathbb{R} \) is a convex function. Let \( B_\psi \) be the Bregman divergence with respect to \( \psi : X \to \mathbb{R} \). Assume \( \psi \) to be 1-strongly convex w.r.t. \( \| \cdot \| \) and let \( \lambda_1 = 1/\eta_1 \). Then, Algorithm \( \text{AdaImplicit} \) with \( \lambda_1 = 0 \) and \( \lambda_t = \frac{1}{\eta_t} \sum_{i=1}^{t-1} \ell_i(x_{t-1}) - \ell_i(x_{t-1}) - \lambda_i B_\psi(x_{t-1}, x_t) \) for \( t = 2, \ldots, T \) incurs the following regret bound over any \( u \in V \)
\[
R_T(u) \leq \min \left\{ 2(\ell_1(x_1) - \ell_T(x_{T+1}) + V_T), \, 2D \sqrt{\frac{3 \sum_{t=1}^{T} \|g_t\|^2}{\eta_t}} \right\},
\]
where \( V_T = \sum_{t=2}^{T} \max_{x \in V} \tilde{\ell}_t(x) - \tilde{\ell}_{t-1}(x) \), and \( g_t \in \partial \ell_t(x_t) \).

**Proof.** First, let \( g_t' \in \partial \tilde{\ell}_t(x_{t+1}) \). Note that for any \( u \in V \) we have the following
\[
\eta_t(\ell_t(x_{t+1}) - \ell_t(x_t)) \leq \eta_t(g_t' + \nabla r(x_{t+1}), x_{t+1} - u)
= (\eta_t g_t' + \nabla \psi(x_{t+1}) - \nabla \psi(x_t) + \eta_t \nabla r(x_{t+1}, x_{t+1} - u)) - (\nabla \psi(x_{t+1}) - \nabla \psi(x_t), x_{t+1} - u)
\leq (\nabla \psi(x_{t+1}) - \nabla \psi(x_t), u - x_{t+1})
= B_\psi(u, x_{t+1}) - B_\psi(u, x_t) - B_\psi(x_{t+1}, x_t),
\]
where the second inequality derives from the optimality condition of the update rule.

Remember that \( \delta_t = \ell_t(x_t) - \ell_t(x_{t+1}) - \frac{B_\psi(x_{t+1}, x_t)}{\eta_t} \). After adding \( \ell_t(x_t) \) on both sides, taking \( \ell_t(x_{t+1}) \), dividing both sides by \( \eta_t \) and summing over time we get
\[
\sum_{t=1}^{T} \left( \ell_t(x_t) - \ell_t(u) \right) \leq \sum_{t=1}^{T} B_\psi(u, x_{t+1}) - B_\psi(u, x_t) + \sum_{t=1}^{T} \delta_t \leq D^2 + D^2 \sum_{t=2}^{T} \left( \frac{1}{\eta_t} - \frac{1}{\eta_{t-1}} \right) + \sum_{t=1}^{T} \delta_t \leq 2D^2 \lambda_{T+1}.
\]

Now, define \( \tilde{\delta}_t = \tilde{\ell}_t(x_t) - \tilde{\ell}_t(x_{t+1}) - \lambda_t B_\psi(x_{t+1}, x_t) \). Note that
\[
\sum_{t=1}^{T} \tilde{\delta}_t = \sum_{t=1}^{T} \left[ \tilde{\delta}_t + r(x_t) - r(x_{t+1}) \right]
\leq \sum_{t=1}^{T} \left( \tilde{\ell}_t(x_t) - \tilde{\ell}_t(x_{t+1}) \right) + r(x_1) - r(x_{T+1})
\]
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From the last inequality, substituting the value of $\beta$ and $T$ to prove the stated bound, we can adapt the proof from Theorem C.1. In particular, from the update rule using $V_{T}$. Theorem 5.1, summing $T = 2$, we have that

$$R_T(u_{1:T}) \leq \min \left\{ 2(\ell_1(x_1) - \ell_{T+1}(x_{T+1}) + V_T), 2\sqrt{(3D^2 + \gamma T) \sum_{t=1}^{T} \|g_t\|^2} \right\},$$

where $V_T = \sum_{t=2}^{T} \max_{x \in V} \partial \ell_t(x) - \partial \ell_{t-1}(x)$ and $g_t \in \partial \ell_t(x_t)$.

Proof. To prove the stated bound, we can adapt the proof from Theorem C.1. In particular, from the update rule using Eq. (10), we have that

$$\eta_t \ell_t(x_{t+1}) - \ell_t(u_t) \leq B_{\psi}(u_t, x_t) - B_{\psi}(u_t, x_{t+1}) - B_{\psi}(x_{t+1}, x_t),$$

where $g'_t \in \partial \ell_t(x_{t+1})$. Following the proof of Theorem C.1, summing $\ell_t(x_t)$ on both sides and rearranging terms we get

$$R_T(u_{1:T}) \leq \sum_{t=1}^{T} \lambda_t (B_{\psi}(u_t, x_t) - B_{\psi}(u_t, x_{t+1})) + \sum_{t=1}^{T} \left[ \delta_t + \beta (r(x_t) - r(x_{t+1})) \right]$$

$$\leq 2(D^2 + \gamma C_T + \beta^2) \lambda_{T+1} .$$

From the last inequality, substituting the value of $\beta^2$ and following the proof of Theorem C.1, yields the desired result.

D Combining algorithms

In this section, we give in detail the results related to Section 6.

First, we point out that Algorithm 3 is an application of the more general Adapt-ML-Prod algorithm, which is given in Algorithm 5. We recall the following theorem which provides a regret bound to Algorithm 5 (proof omitted).
Theorem D.1. [Gaillard et al., 2014, Theorem 3] For all sequences of loss vectors \( g_i \in [0, 1]^d \), for all rules prescribing sequences of learning rates \( \eta_i \), and for each \( i \), are non-increasing in \( t \), Algorithm 5 ensures

\[
R_T(e_i) \leq \frac{1}{\eta_0,i} \ln \frac{1}{w_{0,i}} + \sum_{t=1}^{T} \frac{\eta_{t-1,i}^2}{\eta_{t,i}} + \frac{1}{\eta_{t,i}} \ln K_T ,
\]

where \( r_{t,i} = \langle g_t, p_t \rangle - g_t,i \) and \( K_T = 1 + \frac{1}{e} \sum_{t=1}^{T} \sum_{j=1}^{d} (\frac{\eta_{t-1,j}}{\eta_{t,j}} - 1) \).

D.1 Strongly-adaptive algorithms

Strongly adaptive algorithms enjoy a \( \tilde{O}(\sqrt{T}) \) regret bound for any interval \( I = [s, e] \subseteq [1, T] \). The argument used to prove the optimal dynamic regret bound for strongly adaptive algorithms is reported next for completeness. We first provide a lemma that will be used in the proof of the main result.

Lemma D.1. [Cutkosky, 2020] Consider a set \( V \subset \mathbb{R}^d \) such that \( \max_{x, y \in V} \|x - y\| \leq D \). Define a time interval \( I = [s, e] \) and let \( u_t \in V \) for any \( t \in I \). Let \( C_I = \sum_{t=s+1}^{e} \|u_t - u_{t-1}\| \). Then it is possible to break the interval \( I \) into \( K \) disjoint intervals \( I = J_1 \cup \cdots \cup J_K \) such that for each \( i \) we have that \( C_{J_i} \leq 2D \). Furthermore, we have that \( K \leq C_I^2 + D \).

Proof. We can build the set of subintervals \( J_1, \ldots, J_K \) iteratively. Define \( J_1 = [s, t_1] \) as the interval such that \( t_1 \) is the first time-step when \( \sum_{t=s+1}^{t_1} \|u_t - u_{t-1}\| \geq D \). Then we have that \( C_{J_1} \leq 2D \) (since \( \|u_t - u_{t-1}\| \leq D \) in any step \( t \)). We can repeat this process: given \( t_i - 1 \), let \( t_i \) be the time-step such that \( C_{[t_i-1, t_i]} \geq D \) and define \( J_i = [t_{i-1}, t_i] \). If such a \( t_i \) does not exist then set \( i = K \) and \( t_i = e \). Then for any subinterval we have that \( C_{J_i} \leq 2D \).

On the other hand, we have \( C_{J_i} \geq D \) for all \( i \) but the last one. Assume that there are \( K \) subintervals. We have that \( \sum_{i=1}^{K} C_{J_i} \leq C_I \). Therefore,

\[
C_I \geq \sum_{i=1}^{K} C_{J_i} \geq (K - 1)D ,
\]

from which the desired result follows.

We can now prove that result regarding the dynamic regret of strongly adaptive algorithms satisfying a certain condition on the path-length, as stated in Theorem 6.1 (restated here for completeness).

Theorem 6.1 (Adapted from Cutkosky, 2020). Let \( V \subset X \subset \mathbb{R}^d \) be non-empty closed convex sets, \( \psi : X \to \mathbb{R} \). Define \( D^2 = \max_{x, y \in V} B_\psi(x, y) \). Given a sequence of loss functions \( \ell_1, \ldots, \ell_T \), assume there exists an algorithm that for any interval \( I = [s, e] \subseteq [1, T] \) and sequence \( u_{s:e} \) guarantees a dynamic regret bounded as

\[
R_I(u_{s:e}) = \mathcal{O} \left( (D + C_I)\sqrt{|I|} \right) ,
\]

where \( |I| = (e - s) \). Then, for any interval \( J = [s', e'] \subseteq [1, T] \) it also guarantees

\[
R_I(u_{s':e'}) \leq \mathcal{O} \left( \sqrt{|J|D(C_J + D)} \right) ,
\]

where \( C_J = \sum_{t=s'+1}^{e'} \|u_t - u_{t-1}\| \).

Proof. Note that for any \( x, y \in V \) we have \( \frac{1}{2} \|x - y\|^2 \leq B_\psi(x, y) \leq D^2 \). Hence \( \|x - y\| \leq \sqrt{2D} \). Let \( J_1, \ldots, J_K \) be the set of disjoint intervals resulting from the construction in Lemma D.1. We have that \( J = J_1 \cup \cdots \cup J_K \), such that for each \( i \) we have \( C_{J_i} \leq 2\sqrt{2D} \), and \( K \leq C_I + 2\sqrt{2D} \). Now, on each of intervals \( J_i = [s_i, e_i] \), using Equation (17), the regret is bounded as

\[
R(u_{s_i:e_i}) \leq \mathcal{O} \left( (D + C_{J_i})\sqrt{|J_i|} \right) = \mathcal{O} \left( D\sqrt{|J_i|} \right) ,
\]

where in the last inequality we used the fact that \( C_{J_i} \leq 2\sqrt{2D} \) from Lemma D.1.

Then, for interval \( J \) using the Cauchy-Schwartz inequality we have that

\[
R(u_{s:e}) = \sum_{i=1}^{K} R(u_{s_i:e_i}) \leq \sum_{i=1}^{K} \mathcal{O} \left( D\sqrt{|J_i|} \right) \leq \mathcal{O} \left( D\sqrt{K \sum_{i=1}^{K} |J_i|} \right) \leq \mathcal{O} \left( D\sqrt{\frac{C_I + D}{D}|J|} \right) .
\]
On the other hand, for algorithm $B$ we next prove Theorem 6.2, providing a regret bound to the algorithm given in Section 6.

**Theorem 6.2.** Let $V \subset X \subset \mathbb{R}^d$ be non-empty closed convex sets, $\psi : X \rightarrow \mathbb{R}$. Define $D^2 = \max_{x,y \in V} B_\psi(x,y)$. Let $\ell_1, \ldots, \ell_T$ be a sequence of convex loss functions such that $\ell_t : \mathbb{R}^d \rightarrow [0,1]$ for all $t$. Then, for all sequence of $\mathbf{u}_{1:T}$ with path-length $C_T$, running Algorithm 3 with $A$ as a strongly-adaptive algorithm satisfying the condition from Theorem 6.1 and $B$ as Algorithm 7 guarantees

$$R_T(\mathbf{u}_{1:T}) \leq O \left( \min \left\{ V_T, \sqrt{C} + \sqrt{T D (C_T + D)} \right\} \right),$$

where $C$ is an upper bound to the loss of algorithm $A$.

**Proof.** Let $y_t^i$ be the output of algorithm $i \in \{A,B\}$ at time $t$. For any $i \in \{A,B\}$, we can decompose the regret as follows

$$\sum_{t=1}^T (\ell_t(x_t) - \ell_t(y_t^i)) = \sum_{t=1}^T (\ell_t(x_t) - \ell_t(y_t^i)) + \sum_{t=1}^T (\ell_t(y_t^i) - \ell_t(\mathbf{u}_{1:T}))$$

$$\leq \sum_{t=1}^T \sum_{i \in \{A,B\}} p_{t,i} \ell_t(x_t) - \sum_{t=1}^T \ell_t(y_t^i) + R_{T,i}(\mathbf{u}_{1:T}), \quad (30)$$

where we used Jensen’s inequality and the regret guarantee of algorithm $i$ in the last step.

We now analyze the first part in the above bound. Recall that $w_{1,A} = w_{1,B} = \frac{1}{2}$. For algorithm $A$ we denote $y_t^A = a_t$. Also, we assume $\eta_t = \eta_{t,A}$ and $\eta_{t,B} = 1/2$ (cf. Algorithm 3).

From Theorem D.1 we have that

$$\sum_{t=1}^T \sum_{i \in \{A,B\}} p_{t,i} \ell_t(y_t^i) - \sum_{t=1}^T \ell_t(a_t) \leq \frac{1}{\eta_{t,A}} \ln \frac{1}{w_{t,A}} + \sum_{t=1}^T \eta_{t-1,A} r_{t,A}^2 + \frac{1}{\eta_{T,A}} \ln K_T$$

$$= 2 \ln 2 + \sum_{t=1}^T \eta_{t-1,A} (\ell_t(b_t) - \ell_t(a_t))^2 + \frac{1}{\eta_{T,A}} \ln K_T$$

$$\leq 2 \ln 2 + \sum_{t=1}^T \frac{(\ell_t(b_t) - \ell_t(a_t))^2}{1 + \sum_{i=1}^{t-1} (\ell_i(b_t) - \ell_i(a_t))^2} + \ln K_T \sqrt{1 + \sum_{t=1}^T (\ell_t(b_t) - \ell_t(a_t))^2}$$

$$\leq 2 \ln 2 + (2 + \ln K_T) \sqrt{1 + \sum_{t=1}^T (\ell_t(b_t) - \ell_t(a_t))^2}$$

$$\leq 2 \ln 2 + (2 + \ln K_T) \sqrt{T + 1},$$

where the second-to-last inequality derives from applying [Orabona 2019, Lemma 4.13], while the last one from the fact that the losses are bounded in $[0,1]$. Note that $\ln K_T = O(\ln \ln T)$ from [Gaillard et al. 2014, Corollary 4]. Therefore, using this last result in Eq. (30) and the fact that $R_{T,A} \leq$ by assumption we have that

$$R_T(\mathbf{u}_{1:T}) \leq O \left( \ln K_T \sqrt{T + 1} + \sqrt{T D (C_T + D)} \right) = O \left( \sqrt{T D (C_T + D)} \right). \quad (31)$$

On the other hand, for algorithm $B$ by applying again Theorem D.1 we have that

$$\sum_{t=1}^T \sum_{i \in \{A,B\}} p_{t,i} \ell_t(y_t^i) - \sum_{t=1}^T \ell_t(b_t) \leq \frac{1}{\eta_{0,B}} \ln \frac{1}{w_{0,B}} + \sum_{t=1}^T \eta_{t-1,B} r_{t,B}^2 + \frac{1}{\eta_{T,B}} \ln K_T$$

$$= 2 \ln 2 + 2 \ln K_T,$$

since $\eta_t = \frac{1}{2}$ and $r_{t,A} = 0$ for all $t$ by assumption (see Algorithm 3). Using this last result in Eq. (30) we get

$$R_T(\mathbf{u}_{1:T}) \leq \ell_1(x_1) - \ell_T(x_{T+1}) + V_T + 2 \ln 2 + 2 \ln K_T = O \left( V_T \right). \quad (32)$$

Taking the minimum between Eq. (31) and Eq. (32) concludes the proof.
D.2 Learning with Expert Advice

In this section we sketch the strategy to get the optimal bound for the setting of Learning with Expert Advice (LEA) by combining the prediction of a strongly-adaptive algorithm and Algorithm 1 as suggested by Theorem 6.2. In particular, we need to design a strongly-adaptive algorithm which satisfies the conditions of Theorem 6.1.

Strongly-adaptive algorithm. The dominant approach in the design of strongly adaptive algorithms has been the following. Consider an anytime algorithm \( \mathcal{A} \) with static regret bound of \( \tilde{O}(\sqrt{T}) \) for the interval \([1, t]\). At each time-step \( t \) initialize a new copy of \( \mathcal{A} \). Then, to come up with a prediction at round \( t \), use an expert algorithm \( \mathcal{B} \) to combine the predictions of the \( t \) existing base learners. The resulting strategy is depicted in Algorithm 6. Let \( y_t^e \) the output at time \( t \) of the algorithm initialized at time \( s \), i.e., \( \mathcal{A}_s \). The regret over an interval \( I = [s, e] \) against any sequence \( u_{s:e} \) can then be decomposed as follows

\[
\sum_{t=s}^{e} (\ell_t(x_t) - \ell_t(u_t)) \leq \sum_{t=s}^{e} \sum_{i=1}^{T} p_{t,i} \ell_i(y_t^i) - \sum_{t=1}^{T} \ell_t(u_t)
\]

\[
= \sum_{t=s}^{e} \langle p_t, g_t \rangle - \sum_{t=s}^{e} \ell_t(y_t^e) + \sum_{t=s}^{e} (\ell_t(y_t^e) - \ell_t(u_t)) \leq \tilde{O} \left( \sqrt{|I|} \right),
\]

where the first inequality derives from Jensen’s inequality. Next, we analyze the two contributions separately.

Algorithm \( \mathcal{B} \). This is the regret of an expert algorithm against a fictitious adversary which always commits to the same choice \( y_t^* \). In order to have the desired regret bound of \( \tilde{O}(\sqrt{|I|}) \) a regular expert algorithm with regret bound of \( \tilde{O}(\sqrt{T}) \) does not work. Indeed, we need an expert algorithm which only pays for the timesteps when the base algorithm \( \mathcal{A}_s \) has been active, i.e., for the interval \([s, e]\). It can be shown that a sleeping experts algorithm suffices (details omitted). Hence, we adopt the algorithm Sleeping CB from Jun et al. [2017] as the expert algorithm \( \mathcal{B} \) in Algorithm 6 which gives

\[
\sum_{t=s}^{e} \langle p_t, g_t \rangle - \sum_{t=s}^{e} \ell_t(y_t^*) \leq \tilde{O} \left( \sqrt{|I|} \right),
\]

for any interval \( I = [s, e] \subseteq [1, T] \).

Algorithm \( \mathcal{A} \). Differently from Jun et al. [2017] for the case of Learning with Expert Advice, we cannot use the Coin Betting algorithm as base algorithm (i.e., \( \mathcal{A} \) in Algorithm 6), since it does not satisfy a regret bound as the one required by Eq. (17) involving the path-length of the comparator sequence. Instead, we can adopt the algorithm from Theorem 5.2. Indeed, by using \( \beta^2 = \ln T \) in Theorem 5.2 we get the following regret bound against any sequence \( u_{1:T} \) in the simplex

\[
R_T(u_{1:T}) \leq (2 + C_T) \sqrt{1 + \ln T} \sum_{t=1}^{T} \mathbb{E}[g_t^2] + 2L_{\infty}d = \mathcal{O} \left( C_T \sqrt{T \ln T} \right).
\]

Regret bound. For any interval \( I \subseteq [1, T] \), a strongly-adaptive algorithm run with Coin Betting as \( \mathcal{B} \) and the algorithm from Theorem 5.2 as base algorithm \( \mathcal{A} \) would get the regret bound required in Eq. (17). Indeed, from the
decomposition in Eq. (33) we have that for any interval $I = [s, e]$ and sequence $u_{s:e}$
\[
\sum_{t=s}^{e} (\ell_t(x_t) - \ell_t(u_t)) \leq \sum_{t=s}^{e} ((p_t, g_t) - \ell_t(y^*_t)) + \sum_{t=s}^{e} (\ell_t(y^*_t) - \ell_t(u_t))
\]
\[
\leq \tilde{O}(\sqrt{|I|}) + O\left(C_I \sqrt{|I|} \ln T\right)
\]
\[
= \tilde{O}\left(C_I \sqrt{|I|}\right),
\]
where the first inequality derives from the regret guarantee of the sleeping expert algorithm in Eq. (34) and the one of the base algorithm in Eq. (35). We can therefore apply Theorem 6.1 with $J = [1, T]$. This immediately gives a dynamic regret bound of $O\left(\sqrt{TC} \ln T\right)$ for the resulting strongly-adaptive algorithm against any sequence $u_{1:T}$. To conclude, we can combine the predictions of the strongly-adaptive algorithm and those from the greedy strategy with Algorithm 3 and apply Theorem 6.2 to get the desired result.

**Running Time.** Note that the technique sketched in Algorithm 6 requires initializing a new algorithm in any step, which would lead to a total runtime of $O(T^2)$. However, there are techniques to reduce this running time to $O(T \ln T)$ such as Geometric Covering intervals [Jun et al., 2017].