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Abstract — This work concerns developing communication- and computation-efficient methods for large-scale multiple testing over networks, which is of interest to many practical applications. We take an asymptotic approach and propose two methods, proportion-matching and greedy aggregation, tailored to distributed settings. The proportion-matching method achieves the global BH performance yet only requires a one-shot communication of the (estimated) proportion of true null hypotheses as well as the number of p-values at each node. By focusing on the asymptotic optimal power, we go beyond the BH procedure by providing an explicit characterization of the asymptotic optimal solution. This leads to the greedy aggregation method that effectively approximates the optimal rejection regions at each node, while computation efficiency comes from the greedy-type approach naturally. Moreover, for both methods, we provide the rate of convergence for both the FDR and power. Extensive numerical results over a variety of challenging settings are provided to support our theoretical findings.
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I. INTRODUCTION

Controlling the false discovery rate (FDR) has been a widely used approach for multiple testing problems, since the seminal work by Benjamini and Hochberg [1]. The Benjamini-Hochberg (BH) procedure was initially proved to control the FDR under the assumption of independent test statistics; since then, there has been extensive research on the theoretical extensions of the BH procedure [2]–[8] and its numerous applications [8]–[11].

Different from the classical distributed detection formulations [12]–[15] for a global null hypothesis, this work concerns the distributed inference problem under the FDR control, where each node processes a large number of local hypotheses. For sensor network applications, by assuming a broadcast model where each sensor can broadcast its decision to the entire network, several (iterative) distributed BH procedures have first been studied in [16]–[19]. Specifically, given that each sensor has only one p-value (as in [16], [17], [19]) or needs to transform its local p-values to a scalar (as in [18]), the proposed procedures only need each sensor to broadcast at most 1-bit information. This broadcast model, however, is mainly suitable for small-scale networks (e.g., see [18, Section VIII] for discussions). More recently, the authors in [20] have developed the QuTE algorithm, a distributed BH procedure for multi-hop networks with general graph structures, which requires each node to transmit its local p-values to all of its neighbor nodes. A quantized version of QuTE has been developed in [21], and [22] shows that m levels of quantization for a total of m p-values in the network is sufficient for making the same rejections as the QuTE procedure [20]. The sample-and-forward method in [23] shows that a sampling operation at each node can reduce the communication cost of the QuTE algorithm to $O(\log m)$ bits per node while preserving the provable FDR control and competitive statistical power.

In this work, we take an asymptotic perspective, as the total number of p-values $m$ approaches infinity, by focusing on star networks with a fixed number of nodes, namely, one center node and $N$ local nodes. To shed light on the finite-sample regime, we provide a detailed analysis of the rate of convergence for both FDR and power. The asymptotic regime has been used to develop methods beyond the traditional threshold procedures (including the BH procedure), which rejects the p-values ($P = (P_1, \ldots, P_m)$) that are less than a certain threshold $\tau(P)$. It has been shown that a more general class of procedures called the interval procedures, which rejects the p-values that lie in one or multiple intervals of the form $[\tau(P_1), \tau(P)]$, can outperform the power of the BH procedure (such as the multiple reference points method [24] and the scan procedure [25]). In the distributed setting and under fairly general conditions, all of these methods control the global FDR asymptotically when they are performed locally in a network. On the other hand, these methods can be applied to the pooled p-values (as in the centralized setting) in the network and result in a different decision rule and asymptotic performance. We refer to this centralized performance as the pooled performance. One natural question is whether one can achieve the pooled performance of these methods in a communication-efficient manner. To address this question, we simplify the setting by assuming that the local distribution of the alternatives is fixed throughout the nodes and attempt to compensate for the mismatch between the global and local proportions of the true null hypotheses. This formulation leads to our proportion-matching method, directly motivated by a seminal approach via mixture models [5], which provides a characterization of the cutt-off threshold as the number of p-values approaches infinity. The proportion-matching method only requires a one-shot communication of $2[\log_2 m^{(i)}]$ bits from each node with $m^{(i)}$ denoting the number of p-values at node $i$, and achieves the pooled performance of the BH procedure. Even though our asymptotic analysis requires some technical assumptions, the proportion matching method proves stable and robust performance both theoretically and in various challenging numerical settings.
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Allowing for more sophistication, we provide an explicit characterization of the asymptotically optimal solution for the distributed inference problem and show that it can be approximated by our greedy aggregation method which is a communication- and computation-efficient iterative algorithm. This method assigns a unique rejection region to each node in the network, and has asymptotically optimal power for a class of procedures designed for the distributed setting (see Section V). The method relies on one key idea: The center node greedily picks the intervals of the highest p-value “density” among all the nodes in multiple rounds until the FDR constraint is met; the communication cost is $O(\log m)$ bits (see Section V-B).

In this work, the p-values are modeled as i.i.d. random variables following a mixture distribution for the sake of simplicity. However, we remark that we only rely on the fundamental convergence results that hold for a much broader class of sequences than i.i.d., namely, ergodic sequences, which include stationary Gaussian processes with vanishing correlations, stationary ARMA models, m-dependent stationary sequences, and ergodic Markov chains. Thus, we expect our proposed methods to be applicable to a wide range of practical problems including massive data collection in wireless sensor networks (WSNs) [26]. For instance, in the case of large-scale WSNs, it is reasonable and useful to adopt a hierarchical architecture that partitions the sensors into clusters [27], [28]. In each cluster, a local called cluster head (CH) coordinates the local sensors and interfaces with the rest of the network (fusion center and/or other CHs depending on the between-cluster topology). In such a setting, CHs should handle a relatively large number of observations. Considering CHs as local nodes in our algorithms, the aforementioned architecture is compatible with our proposed methods regardless of the topology adopted within and between clusters, while the star topology in our work is assumed for simplicity of presentation. Applications of such networks include environmental monitoring [29] and smart cities [30]. Multimedia WSNs are another example of massive data collection in networks where communication efficiency is a natural concern as nodes monitor sound, images, and videos [31]. It is also noteworthy that our greedy aggregation method can be applied to centralized settings where side information including spatial or temporal information can be leveraged to partition the p-values. For instance, for the region of interest (ROI) analysis [32], one can partition the image into segments and treat each region as a node with multiple p-values (corresponding to voxelwise p-values), and our algorithm can potentially lead to more efficient and more accurate localization.

The main contributions of this work is fourfold. First, we present the proportion-matching algorithm which requires transmitting $2[\log_2 m^{(0)}]$ bits from each node $1 \leq i \leq N$, yet it achieves the global BH performance asymptotically; we characterize the rate of convergence for both the FDR and power. Second, we analyze its robustness against heterogeneity in alternative distributions as well as the inconsistency of estimators of the proportion of nulls at different nodes. Third, we provide an explicit characterization of the asymptotically optimal rejection regions, which serves as a baseline given known probability density functions and can lead to an efficient algorithm when coupled with density estimation methods. Fourth, we develop the greedy aggregation algorithm and show that it is asymptotically optimal in power (in a particular sense suitable for distributed settings), along with the analysis of the rate of convergence for FDR and power; its empirical performance is superior over a wide range of simulation settings. Preliminary results on the proportion-matching method have been reported in [33] by focusing on homogeneous alternatives and consistent estimators of the ratio of nulls (see Assumption 2), and we have extended this to allow for heterogeneous alternatives and estimators that converge to an upper bound of the proportion of nulls, which is more in line with the existing estimators listed in Section III-C.

The rest of the paper is organized as follows. We present the background and problem formulation in Section II. In Section III, we show the asymptotic analysis of the proportion-matching method and analyze its robustness in heterogeneous settings in Section IV. In Section V, we develop the greedy aggregation method along with a characterization of the asymptotic optimal rejection regions. Numerical simulations are presented in Section VI to support our theoretical findings.

II. BACKGROUND

A. Multiple Testing and False Discovery Rate Control

Let $(X_1, \ldots, X_m)$ denote $m$ statistics computed according to some observed data and consider testing the null hypotheses $H_{0,k} : X_k \sim F_{0,k}, 1 \leq k \leq m$ where $F_{0,k}$ denotes the (hypothetical) CDF of $X_k$ under $H_{0,k}$. When $F_{0,k}$ is continuous, by the probability integral transform, the tests can equivalently be written as $H_{0,k} : P_k \sim \text{Unif}(0, 1), 1 \leq k \leq m$ with $P_k = Q_{0,k}(X_k)$ denoting the p-values and $Q_{0,k} = 1 - F_{0,k}$. Let $m_0$ denote the number of statistics for which the null hypotheses are true, i.e., their corresponding p-values have a uniform distribution on $[0, 1]$. We refer to these $m_0$ p-values as null p-values and the remaining $m_1 = m - m_0$ as non-nulls.

The purpose of multiple testing is to test the $m$ hypotheses while controlling a simultaneous measure of type I error. A rejection procedure controls a measure of error at some (fixed) level $\alpha$ if it guarantees to keep the error less than or equal to $\alpha$. Two major approaches to a simultaneous measure of error are the family-wise error rate (FWER) control and the false discovery rate (FDR) control. FWER is concerned with controlling the probability of making at least one false rejection, while FDR is a less stringent measure of error that aims to control the average proportion of false rejections among all rejections. Let $R$ and $V$ denote the number of rejections and false rejections by some procedure, respectively. Then, FWER is defined as $\mathbb{P}(V > 0)$ and it can be controlled at some target level $\alpha$ by rejecting $R_{\text{bonf}} = \{k : P_k \leq \alpha/m\}$. The threshold $\alpha/m$ is so-called Bonferroni-corrected [34] test size. It is known that using the Bonferroni correction results in too conservative rejection rules when $m$ is large. On the other hand, FDR is defined as the expected value of the false discovery proportion (FDP), i.e., $\text{FDR} = \mathbb{E}(\text{FDP})$ with $\text{FDP} = \frac{V}{R}$, $(a \vee b := \max\{a, b\})$ and allows for more rejection. The celebrated Benjamini-Hochberg (BH) procedure [1] controls the FDR at level $\alpha$. Let $(P_1(1), P_2(2), \ldots, P_m(m))$ denote
the ascending-ordered p-values. The BH procedure rejects \( \hat{k} \) smallest p-values, i.e., \( R_{BH} = \{ k : P_k \leq P_{(\hat{k})} \} \), where

\[
\hat{k} = \max \{ 1 \leq k \leq m : P_k \leq \tau_k \},
\]
with \( \tau_k = \alpha k/m \) and \( \hat{k} = 0 \) if \( P_k > \tau_k \) for all \( 1 \leq k \leq m \).

We adopt notations \( D_{BH} := \hat{k} \) and \( \tau_{BH} := \tau_k = \alpha D_{BH}/m \) for the deciding index and rejection threshold respectively.

The other performance measure of a multiple testing procedure is the power of detection, defined as the expectation of the true discovery proportion (TDP), i.e., \( \text{power} = \mathbb{E}(\text{TDP}) \) with TDP = \( \frac{\hat{k} - k}{m \tau_{BH}} \), where we follow the definition from [1].

### B. Distributed False Discovery Control: Problem Setting

In the distributed multiple testing problem setting, we aim to develop statistically powerful algorithms that are communication- and computation-efficient under the asymptotic FDR control constraint.

Consider a network consisting of one center node and \( N \) other nodes (and \( N \) is fixed throughout the work), where the center node collects (or broadcasts) information from (or to) all the other \( N \) nodes. We follow the widely used random effect (or hierarchical) model in the large-scale inference literature (e.g., [3], [35], [36]) and assume the p-values in the network are generated i.i.d. according to the (mixture) distribution function \( G(t) = \sum_{i=1}^{N} q(i) G_i(t) \), where a p-value is generated at node \( i \) with probability \( q(i) > 0 \) and according to the distribution function \( G_i(t) = r_{0i} U(t) + r_{1i} F_i(t) \), \( 0 < r_{0i} < 1 \), \( r_{1i} := 1 - r_{0i} \), with \( U \) denoting the CDF of p-values given their corresponding null hypothesis is true, (which is \( \text{Unif}(0,1) \)), and \( F_i \) denoting the unknown alternative distribution function of the p-values at node \( i \). Both methods presented in this paper are fully data-driven and no distributional parameters are assumed to be known at the center node. Let \( m \) denote the total number of p-values in the network where each node \( i \), \( i \in \{1, ..., N\} \), owns \( m(i) \) p-values \( \textbf{P}(i) = (p_{i1}, ..., p_{im(i)}) \), with \( m_0(i) \) (or \( m_1(i) \)) of them corresponding to the true null (or alternative) hypotheses \( (m_0(i) + m_1(i) = m(i)) \); let \( m_0 = \sum_i m_0(i) \) and \( m_1 = m - m_0 \). Denote the marginal probability of true null in the network (or asymptotic global proportion of true nulls) as \( \tau_0 = \sum_i q(i) r_{0i} \), and accordingly \( \tau_1 = 1 - \tau_0 \). Throughout the paper, we assume that \( q(i), r_{0i} \) and \( F_i \) are fixed as \( m \to \infty \) and we drop the dependency of FDR and power on \( m \) for simplicity of presentation.

### III. Communication-Efficient Algorithms

#### A. Local Multiple Testing (No Communication)

In this section, we study the global performance of multiple testing procedures when they are applied locally in a network and no communication is permitted. A general statement is made in Proposition 1, and Proposition 2 particularly focuses on the local BH procedures under the setting described in II-B.

**Proposition 1.** Let \( R_{m}^{(i)}, V_{m}^{(i)} \) and \( FD^{(i)} \) denote the number of rejections, false rejections, and FDP of an arbitrary procedure at node \( i \), respectively. If \( \lim_{m \to \infty} FD^{(i)} \leq \alpha \) a.s., \( 1 \leq i \leq N \), then \( \lim_{m \to \infty} \text{FDR} \leq \alpha \).

**Proof.** Note that the global FDR is \( \mathbb{E} \left( \frac{\sum_{i=1}^{N} V_{m}^{(i)}}{1 \vee \sum_{i=1}^{N} R_{m}^{(i)}} \right) \). Thus,

\[
\lim_{m \to \infty} \text{FDR} \leq \lim_{m \to \infty} \mathbb{E} \left( \frac{\max_{1 \leq i \leq N} V_{m}^{(i)}}{1 \vee \sum_{i=1}^{N} R_{m}^{(i)}} \right)
\leq \mathbb{E} \left( \lim_{m \to \infty} \max_{1 \leq i \leq N} \frac{V_{m}^{(i)}}{1 \vee R_{m}^{(i)}} \right)
= \mathbb{E} \left( \max_{1 \leq i \leq N} \lim_{m \to \infty} \text{FDP}^{(i)} \right) \leq \alpha,
\]
where \( (a) \) follows from Fatou’s lemma.

We now wish to focus on the BH procedure specifically. Let \( \tau_{BH}^{(i)}(\alpha) \) denote the local BH rejection thresholds at node \( i \) for test size \( \alpha \). Under suitable assumptions, [5, Theorem 1] argues the following (see Appendix A for a stronger version),

\[
\tau_{BH}^{(i)}(\alpha) \overset{P}{\to} \sup \{ t : G_i(t) = t/\alpha \} =: \theta^{(i)},
\]
where the existence of \( \theta^{(i)} \) is guaranteed by the Knaster–Tarski theorem [37]. The following proposition concerns the asymptotic FDR analysis of the BH procedure when applied locally to the distributed setting.

**Proposition 2.** Assume \( G_i(t) \) is continuously differentiable at \( t = \theta^{(i)} \) and \( G_i'(\theta^{(i)}) \neq 1/\alpha \) for all \( 1 \leq i \leq N \). Performing local BH procedures controls the global FDR asymptotically with \( \text{FDR} \leq \alpha + o(\log m / \sqrt{m}) \), as long as \( G_i'(\theta^{(i)}) > 0 \) for at least one node \( 1 \leq i \leq N \).

**Proof.** Denote the number of rejections by \( R_{m}^{(i)}(\tau_{BH}) = \sum_{k=1}^{m} \mathbb{1}\{ P_{k(i)} \leq \tau_{BH}^{(i)} \} \) and the number of false rejections by \( V_{m}^{(i)}(\tau_{BH}) = \sum_{k=1}^{m} \mathbb{1}\{ H_{0k} = 1, P_{k(i)} \leq \tau_{BH}^{(i)} \} \), where \( H_{0k} = 1 \) denotes that the \( k \)-th null hypothesis at node \( i \) is true, and similarly for \( H_{1k} = 0 \). The weak convergence of empirical processes yields

\[
\frac{1}{m} \sum_{i=1}^{N} \mathbb{E} \left( \sum_{i=1}^{N} V_{m}^{(i)}(\tau_{BH}) - \sum_{i=1}^{N} q(i) r_{0i}^{(i)}(\tau_{BH}) \right) = O_p \left( m^{-1/2} \right),
\]

\[
\frac{1}{m} \sum_{i=1}^{N} \mathbb{E} \left( R_{m}^{(i)}(\tau_{BH}) - \sum_{i=1}^{N} q(i) G_i(\theta^{(i)}) \right) = O_p \left( m^{-1/2} \right),
\]

Also, according to Lemma 4 (with \( \gamma = 1/2 \) and Taylor’s theorem we have

\[
\frac{1}{m} \sum_{i=1}^{N} \mathbb{E} \left( \sum_{i=1}^{N} q(i) r_{0i}^{(i)}(\tau_{BH}) - \sum_{i=1}^{N} q(i) r_{0i}^{(i)}(\theta^{(i)}) \right) = o_p \left( \log m / \sqrt{m} \right),
\]

\[
\frac{1}{m} \sum_{i=1}^{N} \mathbb{E} \left( \sum_{i=1}^{N} q(i) G_i(\theta^{(i)}) - \sum_{i=1}^{N} q(i) G_i(\theta^{(i)}) \right) = o_p \left( \log m / \sqrt{m} \right),
\]

Therefore,

\[
\text{FDP} = \frac{1}{m} \left( 1 \vee \sum_{i=1}^{N} q(i) r_{0i}^{(i)}(\theta^{(i)}) \right)
= \sum_{i=1}^{N} q(i) r_{0i}^{(i)} G_i(\theta^{(i)}) + o_p \left( \log m / \sqrt{m} \right),
\]

if \( G_i'(\theta^{(i)}) > 0 \) for at least one node. Hence,

\[
\text{FDP} \overset{P}{\to} \frac{1}{m} \sum_{i=1}^{N} q(i) r_{0i}^{(i)} G_i(\theta^{(i)})
\]
\[\max_{i:G_i(\theta^{(i)})>0} \left\{ \frac{\hat{r}^{(i)}_0}{G_i(\theta^{(i)})} \right\} \leq \alpha,\]

which implies FDR \(\leq \alpha + o(\log m/\sqrt{m})\) according to the boundedness of FDP.

**Remark 1.** Similar to Proposition 2, one can show that
\[
\text{power} = \frac{1}{\hat{r}^{(1)}_0^*} \sum_{i=1}^N q^{(i)}\hat{r}^{(i)}_1 F_i(\hat{\theta}^{(i)}) + o(\log m/\sqrt{m})
\]
\[
= \frac{1}{\hat{r}^{(1)}_0^*} \sum_{i=1}^N q^{(i)}\hat{r}^{(i)}_1 \text{power}^{(i)} + o(\log m/\sqrt{m}),
\]
which is the weighted average of local powers.

**B. Proportion-Matching Algorithm**

In this section, we present an algorithm to correct for the mismatch between the local proportion of nulls and global one, to achieve the global BH performance when the alternative distribution is fixed throughout the network.

**Assumption 1.** We assume the following (and we will relax this assumption in Section IV)
\[G_i(t) = G\left(t; r^{(i)}_0\right) := r^{(i)}_0 U(t) + (1 - r^{(i)}_0) F(t),\]
i.e., the local (conditional) distributions differ only in proportion of the nulls and \(F_i = F\) is fixed for all \(1 \leq i \leq N\).

Let \(\hat{r}^{(i)}_{\text{BH}}(\alpha)\) and \(\tau^{(i)}_{\text{BH}}(\alpha^{(i)})\) denote the global and local (i-th node) rejection thresholds for the test sizes \(\alpha\) and \(\alpha^{(i)}\), respectively. Similar to (1), we have
\[
\tau^{(i)}_{\text{BH}}(\alpha^{(i)}) \xrightarrow{p} \tau(\alpha; r^{(i)}_0),
\]
\[
\tau^{(i)}_{\text{BH}}(\alpha^{(i)}) \xrightarrow{p} \tau(\alpha^{(i)}; r^{(i)}_0),
\]
where \(\tau(\alpha; r^{(i)}_0) := \sup \left\{ t : G(t; r^{(i)}_0) = (1/\alpha) t \right\}\). On the other hand, we have
\[
\sup \{ t : G(t; r^{(i)}_0) = (1/\alpha) t \} = \sup \{ t : F(t) = \beta(\alpha; r^{(i)}_0) \}
\]
for \(0 \leq r_0 < 1\), where \(\beta(\alpha; r^{(i)}_0) := \frac{(1/\alpha) - r^{(i)}_0}{1 - r^{(i)}_0^*}\). Therefore, \(\tau^{(i)}_{\text{BH}}\) admits a characterization via \(F(t)\) and \(\beta(\alpha; r^{(i)}_0)\) in the limit (and same for \(\hat{r}^{(i)}_{\text{BH}}\)) [5]. This (asymptotic) representation leads to a key observation: Each node can leverage the global proportion of true nulls \(r^{(i)}_0\) (provided to them) to achieve the global performance by calibrating its (local) test size \(\alpha^{(i)}\) such that \(\beta(\alpha^{(i)}; r^{(i)}_0) = \beta^{(i)} = \beta^*\) to reach the global threshold. Specifically, it is straightforward to observe that setting \(\alpha^{(i)} = \left(1 - r^{(i)}_0\right)^{-1} \beta(\alpha; r^{(i)}_0)\) will result in the global performance via the limiting threshold \(\tau(\alpha; r^{(i)}_0)\).

We now formally present our proportion-matching algorithm.

Let \(\hat{r}^{(i)}_{0}^{0}\) denote an estimator of \(r^{(i)}_0\) (see the next subsection for estimation procedures). For an overall targeted FDR level \(\alpha\), our proportion-matching method consists of three steps.

1. **Collect p-values counts:** Each node \(i\) estimates \(\hat{r}^{(i)}_0\) and then sends \((m^{(i)}, \hat{r}^{(i)}_0)\) to the center node.

2. **Estimate global slope \((\beta^*)\):** Based on \((m^{(i)}, \hat{r}^{(i)}_0)\), \(i \in \{1, ..., N\}\), the center node computes \(\hat{\beta}^*\) and broadcasts it to all the nodes, where
\[
\hat{\beta}^* = \frac{(1/\alpha) - \hat{r}^{(i)}_0}{1 - \hat{r}^{(i)}_0} \geq 1,
\]
with \(\hat{r}^{(i)}_0 = \frac{1}{m} \sum_{i=1}^N \hat{r}^{(i)}_0 m^{(i)}\) and \(m = \sum_{i=1}^N m^{(i)}\).

3. **Perform BH locally:** Upon receiving \(\hat{\beta}^*\), each node computes its own \(\hat{\alpha}^{(i)}\) and performs the BH procedure according to \(\hat{\alpha}^{(i)}\), where
\[
\hat{\alpha}^{(i)} = \frac{1}{(1 - \hat{r}^{(i)}_0)\hat{\beta}^* + \hat{r}^{(i)}_0} \leq 1.
\]

**Remark 2.** We observe that in the case of having only one node in the network \((N = 1)\), we get \(\hat{r}^{(i)}_0 = \hat{r}^{(i)}_0^*\) and the algorithm reduces to the BH procedure, i.e., \(\hat{\alpha}^{(i)} = \alpha\).

We note that in step (1) each node can send \(\hat{r}^{(i)}_0 = \frac{1}{m} \sum_{i=1}^N \hat{r}^{(i)}_0 m^{(i)}\) instead of \(\hat{r}^{(i)}_0\) and in step (2) the center node can broadcast \((m, \sum_{i=1}^N \hat{r}^{(i)}_0 m^{(i)})\) instead of \(\hat{\beta}^*\). In this case, assuming all nodes are aware of the global target FDR \(\alpha\), each node can estimate \(\hat{\beta}^*\) using \(\hat{\beta}^*_0 = \frac{1}{m} \sum_{i=1}^N \hat{r}^{(i)}_0 m^{(i)}\) as an estimator of \(r^{(i)}_0\). Thus, each node only needs to transmit \(2 \log_2 m^{(i)}\) bits, and the center node broadcasts \(2 \log_2 m\) bits. This is in contrast with communicating quantized p-values which requires \(O(m \log(m))\) bits of communication [22] to achieve the global BH performance.

**C. Estimation of \(r^{(i)}_0\)**

In this section, we briefly review two existing estimators of \(r^{(i)}_0\). Let \(P_{1}\) < ... < \(P_{m}\) denote the ordered p-values at some node, generated i.i.d. from the distribution function \(G(t)\). The problem of estimating the ratio of alternatives \(r_{1}\) has been studied extensively [3], [35], [38]–[41]. Two estimators of \(r_{0}\) are given below:

**Spacing estimator** [40]: Take a sequence \(\{s_{m}\}\) such that \(s_{m}/m \to 0\) and \(s_{m}/\log(m) \to \infty\). Let
\[
r^{(i)}_0^{\text{spacing}} = \min \left\{ \frac{2s_{m}}{mZ_{m}}, 1 \right\},
\]
where \(Z_{m} = \max_{s_{m+1} \leq j \leq m-s_{m}} (P_{j+s_{m}} - P_{j-s_{m}})\).

Assume that \(G(t)\) is differentiable with density function \(g(t) = G'(t)\); note that \(g(t) = r_{1}f(t)\) where \(f(t)\) denotes the probability density function of the alternative distribution \(F(t)\). Under mild assumptions on \(g(t)\), [40] proves that \(r^{(i)}_0^{\text{spacing}} \xrightarrow{a.s.} \inf_{0 < t < 1} g(t) \geq r_{0}\). Although in general the limiting value of \(r^{(i)}_0^{\text{spacing}}\) is an upper bound of the parameter, it should be noted that this estimator is (strongly) consistent for one-sided p-values computed according to the continuous exponential families, i.e., \(\inf_{0 < t < 1} f(t) = 0\) and hence \(r^{(i)}_0^{\text{spacing}} \xrightarrow{a.s.} r_{0}\) for these distributions. Also, the gap between the limiting value and \(r_{0}\) will be quite small in practical cases where the estimator is not consistent, e.g., two-sided p-values for testing the location of normal and t-distribution [36]. The following lemma is a corollary to Theorem 1.1 in [40].
Lemma 1. Let \( \tau^{\text{spacing}}_0 := \inf_{0 < t < 1} g(t) \). Assume that \( g \) attains its infimum at some unique \( \theta \in (0, 1) \) and \( g'(\theta) < \infty \), then
\[
\left| \hat{r}_0^{\text{spacing}} - \tau^{\text{spacing}}_0 \right| = O \left\{ \max \left( s_m^{-1/2} \log \left( \frac{m}{s_m} \right), \frac{s_m}{m} + \sqrt{\log m} \right) \right\} a.s.
\]
\[
= O \left\{ \max \left( s_m^{-1/2} \log \left( \frac{m}{s_m} \right), \frac{s_m}{m} \right) \right\} a.s.
\]
Proof. The proof follows from Equations (2.1) to (2.3) in the proof of Theorem 1.1 in [40] (with \( r_n = s_n \)), Taylor’s theorem, and Equation (4) from [42].

For example if \( s_m = m^{3/4} \), then \( \hat{r}_0^{\text{spacing}} = \tau^{\text{spacing}}_0 + O \left( m^{-1/4} \right) \) almost surely.

Storey’s estimator [3]: Let \( \hat{G}(t) \) denote the empirical CDF of \( \{P_1, ..., P_m\} \). For any \( \lambda \in (0, 1) \),
\[
\hat{r}_{\text{Storey}} = \min \left\{ \frac{1 - \hat{G}(\lambda)}{1 - \lambda}, 1 \right\}
\]
This estimator converges almost surely to an upper bound of \( r_0 \). This follows from some elementary algebra combined with \( \hat{G}(\lambda) \xrightarrow{a.s.} G(\lambda) \) by the strong law of large numbers and the convergence rate is \( O_p \left( m^{-1/2} \right) \).

D. Asymptotic Equivalence to the Global BH

To facilitate the presentation, we list some key notions.

| Parameter estimate limit | ratio of nulls | level | slope |
|--------------------------|---------------|------|-------|
| \( r_0^* = 1 - r_1^* \) | \( \tau_0^* \) (upper) | \( \alpha(i)^* \) | \( \beta^* = \beta(\alpha; r_0^*) \) |
| \( \hat{r}_0^* \) (asymptotic) | \( \hat{\alpha}(i)^* \) | \( \hat{\beta}(i)^* \) |

\[
\text{rejection threshold}
\]

| Region | \( \tau_{BH}(\alpha(i)^*) \) | \( \tau_{BH}\hat{(}\alpha(i)^*) \) | \( \tau_{BH} = \tau_{BH}(\alpha) \) (no comm.) |
|--------|-----------------|-----------------|-----------------|
| global | \( \tau_{BH}(\alpha(i)^*) \) | \( \tau_{BH}\hat{(}\alpha(i)^*) \) | \( \tau_{BH} = \tau_{BH}(\alpha) \) (no comm.) |
| local  | \( \tau_{BH}(\alpha(i)^*) \) | \( \tau_{BH}\hat{(}\alpha(i)^*) \) | \( \tau_{BH} = \tau_{BH}(\alpha) \) (no comm.) |

Lemma 2. If \( \hat{r}_0(i) \xrightarrow{a.s.} \tau_0(i) \) as \( m(i) \to \infty \) for all \( i \), then
\[
\hat{r}_0(i) \xrightarrow{a.s.} \tau_0(i) \quad \beta(i)^* \xrightarrow{a.s.} \beta(i) \quad \alpha(i)^* \xrightarrow{a.s.} \alpha(i)
\]
as \( m \to \infty \), where
\[
\tau_0 = \sum_{i=1}^{N} \tau_0(i) q(i) \quad \beta(i)^* = \left( \frac{1}{1 - \tau_0(i)} \right) \quad \alpha(i)^* = \frac{1 - \tau_0(i)}{\beta(i)^*}
\]
Furthermore, assuming \( \left| \hat{r}_0(i) - \tau_0(i) \right| = O_p \left( u(i)(m) \right) \), the convergence rates in (2) are \( O_p \left\{ \max \left( \max_i u(i)(m), m^{-1/2} \right) \right\} \).

Proof. Since \( q(i) = q(i) > 0 \) is fixed for each node, we get \( \sum_{m=1}^{\infty} q_m = \infty \) and hence \( m(i) \to \infty \) with probability 1 for all \( i \) as \( m \to \infty \) according to the Borel-Cantelli lemma. We note that \( m(i)/m \xrightarrow{a.s.} q(i) \) by Kolmogorov’s strong law of large numbers. The results follow from Taylor’s theorem.

Note that if the Storey’s estimator is adopted at all local nodes, the convergence rate of \( \hat{\alpha}(i)^* \) would be \( O_p \left( m^{-1/2} \right) \).

However, if an estimator with a slower rate is adopted at one node, the convergence rate of \( \hat{\alpha}(i)^* \) at all the other nodes will be impacted.

Assumption 2. Estimators of \( \tau_0(i) \) are consistent, i.e., \( \tau_0(i) = r_0(i) \) for all \( 1 \leq i \leq N \).

We note that under Assumption 2, we have \( \hat{r}_0 = r_0 \). Set \( \tau^* = \beta^* = \beta(\alpha; r_0^*) \). Recall that \( F \) denotes the (common) alternative CDF of the p-values and define
\[
\tau^* := \tau(\alpha; r_0^*) = \sup \{ t : F(t) = \beta^* t \}
\]
Assumption 3. \( F(t) \) is continuously differentiable in a neighborhood of \( t = \tau^* \) and \( F'(\tau^*) \neq \beta^* \).

Recall that \( \beta(\alpha(i); r_0(i)) = \beta^* \) and \( \tau(\alpha(i); r_0(i)) = \tau^* \) for \( \alpha(i) = \left( (1 - r_0(i))^{1/\beta} + r_0(i) \right)^{-1} \) as discussed in Section III-B. Therefore, according to Lemma 4 (in Appendix A), if \( \alpha(i) \)'s are known, then Assumption 3 is sufficient to imply \( \tau_{BH}(\alpha(i)) \xrightarrow{a.s.} \tau^* \) as \( m \to \infty \), where \( \tau_{BH}(\alpha(i)) \) denotes the BH rejection threshold at node \( i \) with the target FDR \( \alpha(i) \).

The following theorem concerns the asymptotic validity of this argument for the BH procedure based on the plug-in estimator \( \hat{\alpha}(i) \), i.e., we wish to show that \( \hat{\tau}_{BH}(\alpha(i)) \xrightarrow{a.s.} \tau^* \) holds as well.

Theorem 1. Assume \( m \) p-values generated according to the mixture model \( r_0 U(t) + (1 - r_0) F(t) \), \( 0 \leq r_0 < 1 \), under Assumptions 3 with \( \tau^* = \tau(\alpha; r_0) \). Let
\[
\tau_{BH}(\hat{\alpha}_m) = \frac{\hat{\alpha}_m}{m} \max \left\{ 0 \leq k \leq m : P(k) \leq \left( \frac{k}{m} \right) \hat{\alpha}_m \right\}
\]
(with convention \( P(0) = 0 \)) denote the rejection threshold for the BH procedure with estimated target FDR \( \hat{\alpha}_m \). If \( \| \hat{\alpha}_m - \alpha \| = O(t_m) a.s. \) with \( t_m \to 0 \) as \( m \to \infty \), then \( \tau_{BH}(\hat{\alpha}_m) \xrightarrow{a.s.} \tau(\alpha) \) and \( \tau_{BH}(\hat{\alpha}_m) = \tau(\alpha) + O(t_m \vee m^{-1/2} \log m)^{5/2}) \) almost surely.

Proof. According to Assumption 3, there exist a \( \delta \)-neighborhood of \( \alpha \), \( B_\delta(\alpha) \), such that \( F'(\tau(\alpha)) \neq \beta_\alpha \) for all \( \alpha \in B_\delta(\alpha) \). Take \( t'_m = c t_m \) such that \( |\alpha_m - \alpha| \leq t'_m \) a.s. for large \( m \). In this case, for large \( m \) we get
\[
\tau_{BH}(\alpha - t'_m) \leq \tau_{BH}(\hat{\alpha}_m) \leq \tau_{BH}(\alpha + t'_m) \quad a.s.
\]
Take the sequence \( \varepsilon_m = m^{-1/2} \log m)^{3/2} \). Then according to Lemma 4 (with \( \kappa = 1/2 \)), we get
\[
(1 - \varepsilon_m) \tau(\alpha - t'_m) \leq \tau_{BH}(\hat{\alpha}_m) \leq (1 + \varepsilon_m) \tau(\alpha + t'_m) \quad a.s.
\]
for large \( m \). According to Assumption 3 and the inverse function theorem [43], \( \tau(\alpha) \) has a (continuous) derivative in a neighborhood of \( \alpha \). Hence, by Taylor’s theorem we get
\[
|\tau_{BH}(\hat{\alpha}_m) - \tau(\alpha)| = O(t_m \vee m^{-1/2} \log m)^{5/2}) \quad a.s.
\]
Corollary 1. Assume the same setting as in Theorem 1. If \( |\alpha_m - \alpha| = O(t_m) \) with \( t_m \to 0 \) as \( m \to \infty \), then \( \tau_{BH}(\hat{\alpha}_m) = \tau(\alpha) + O(t_m \vee m^{-1/2} \log m) \).

Proof. The proof follows a similar argument as in the proof of Theorem 1 with \( \varepsilon_m = m^{-1/2} \log m \) (instead of \( \varepsilon_m \)).

Proposition 3. Under Assumptions 1, 2 and 3, if \( \tau^* > 0 \) then the proportion-matching method attains the pooled BH.
performance (FDR and power) asymptotically. Moreover, if \[ |\hat{\tau}^{(i)}_0 - \hat{\tau}^{(i)}| = O_p \left( w^{(i)}(m) \right), \] then \[ \left| \tau^{(i)}_{BH}(\hat{\alpha}(i)) - \tau^{(i)}_{BH}(\alpha) \right| = O_p(v_m), \] FDR = \( r^*_0 \alpha + O(v_m) \), and power = power* + \( O(v_m) \), where \( v_m = u_m \vee m^{-1/2} \log m \) with \( u_m = \max \{ u_i, \alpha(i)(m) \} \), and power* denotes the pooled power.

**Proof.** According to Assumption 2 and Lemma 2, we have \( \hat{\alpha}(i) \xrightarrow{a} \alpha(i) \) for all \( 1 \leq i \leq N \). Therefore, by Theorem 1, we get \( \tau^{(i)}_{BH}(\hat{\alpha}(i)) \xrightarrow{d} \tau(\alpha(i); r^*_0) = \tau^* \). Also, we have \( \tau^{(i)}_{BH}(\alpha) \xrightarrow{d} \tau^* \) according to Lemma 4. Hence, each node rejects according to the global BH threshold asymptotically. Thus, since \( \tau^* > 0 \), FDR and power of the proportion-matching method also converge to the same limiting values as the global BH asymptotic performance. This follows from the convergence and boundedness of FDP and TDP similar to the proof of Proposition 2. The convergence rate can be obtained by combining the rates from Lemma 2 and Corollary 1 and using the same argument as in the proof of Proposition 2.

**Remark 3.** The proportion matching method can potentially be extended to match the pooled performance of the scan and multiple reference points procedures ([24], [25]) as well.

**IV. ROBUSTNESS AGAINST INCONSISTENT ESTIMATORS AND HETEROGENEOUS ALTERNATIVES**

In this section we wish to relax Assumptions 1 and 2 in the proportion matching method. Specifically, Theorem 2 concerns relaxing both assumptions simultaneously, while the rest of the section focuses on dropping only Assumption 1, i.e., a heterogeneous setting is considered, where each node can have a unique alternative distribution function \( F_i(t) \). In this respect, we write \( \hat{\tau}(i) := \sup \{ t : F_i(t) = \hat{\beta}(i)t \} \) where \( \hat{\beta}(i) = \beta(\hat{\alpha}(i); r^*_0) \), \( 1 \leq i \leq N \).

In light of the existing estimators that converge to an upper bound of the proportion of true nulls (as discussed in Section III-C), Theorem 2 makes an attempt to obtain an upper bound on the (asymptotic) global FDR for any such estimators in a heterogeneous setting. We introduce \( \Delta = \sum_{i=1}^{N} q^{(i)}d_i \) with \( d_i = r^*_0 - r^*_i \) as a natural measure of network heterogeneity in terms of proportion of true nulls at different nodes, noting that \( \sum_{i=1}^{N} q^{(i)} = 1 \) and \( \sum_{i=1}^{N} q^{(i)}d_i = 0 \) according to the definition of \( r^*_0 \).

We need one mild technical assumptions on \( F_i \) to invoke the asymptotic characterization from [5] via Lemma 4.

**Assumption 4.** \( F_i(t) \) is continuously differentiable in a neighborhood of \( t = \hat{\tau}(i) \), \( F_i(\hat{\tau}(i)) \neq \hat{\beta}(i) \) all \( i \), and \( \tau(i) > 0 \) for at least one node.

**Theorem 2.** If Assumptions 4 holds, then for \( r^*_0 \leq \min_{1 \leq i \leq N} \frac{1}{\hat{\tau}^{(i)}_0} \), we have

\[
\lim_{m \to \infty} \text{FDR} \leq \alpha + \frac{\hat{V} + \hat{R}}{(R - \Delta)} \Delta, \quad \text{for } \Delta < \hat{R}, \tag{4}
\]

where \( \hat{V} = r^*_0 \sum_{i=1}^{N} q^{(i)} \hat{\tau}(i) \) and \( \hat{R} = r^*_0 \sum_{i=1}^{N} q^{(i)} \hat{\tau}(i) + r^*_i \sum_{i=1}^{N} q^{(i)} F_i(\hat{\tau}(i)) \).

**Proof.** Define \( \beta^* := \beta(\hat{\alpha}(r^*_0); r^*_0) \) and \( \beta(i) := (1 - \hat{\tau}^{(i)}_0) \beta^* + \hat{\tau}^{(i)}_0 \). Notice that \( \beta(\hat{\alpha}(r^*_0); r^*_0) = \beta^* \).

Recall that \( \alpha(i) = (1 - \hat{\tau}^{(i)}_0) \beta + \hat{\tau}^{(i)}_0 \). We now show \( \alpha(i) < \beta(i) \) for all \( 0 < \alpha \leq 1 \) and \( 1 \leq i \leq N \). Observe, \( \beta^*/ \beta > 1 - \alpha \) since \( r^*_0 < \tau^{(i)}_0 \). Therefore, \( \alpha(i) < \beta(i) \) (using the definitions of \( \beta^* \) and \( \beta(i) \)) is implied by to the following,

\[
(1 - \hat{\tau}^{(i)}_0) \left( \frac{(1 - \alpha)}{1 - r^*_0} \right) + \hat{\tau}^{(i)}_0 > \left( 1 - \hat{\tau}^{(i)}_0 \right) \left( \frac{r^*_0 (1 - \alpha - 1)}{1 - r^*_0} \right) + \hat{\tau}^{(i)}_0 \iff \alpha > \frac{r^*_0 (1 - \hat{\tau}^{(i)}_0) - (1 - \hat{\tau}^{(i)}_0)}{\tau^{(i)}_0 - \hat{\tau}^{(i)}_0}, \text{ for all } 0 < \alpha \leq 1 \iff \hat{r}^*_0 \left( 1 - \hat{\tau}^{(i)}_0 \right) - \hat{\tau}^{(i)}_0 \leq 0 \iff \hat{r}^*_0 \leq \frac{1 - \hat{\tau}^{(i)}_0}{1 - \hat{\tau}^{(i)}_0}.
\]

Hence, we have

\[
\hat{\tau}^{(i)}_0 \hat{\tau}(i) = \frac{r^*_0 \hat{\tau}(i)}{r^*_0 + r^*_i \hat{\beta}(i)} \leq \frac{r^*_0 \hat{\tau}(i)}{r^*_0 + r^*_i \beta^*} = \alpha, \quad \text{for all } \{ 1 \leq i \leq N : \hat{\tau}(i) > 0 \},
\]

where the inequality follows from \( \beta^* = \beta(\hat{\alpha}(r^*_0); r^*_0) \leq \beta(\hat{\alpha}(r^*_0); r^*_0) = \beta^* \), since \( \alpha(i) < \beta(i) \). This implies,

\[
\sum_{i=1}^{N} q^{(i)} r^*_0 \hat{\tau}(i) \leq \alpha \sum_{i=1}^{N} q^{(i)} \left[ (r^*_0 \hat{\tau}(i) + r^*_i F_i(\hat{\tau}(i))) \right] \tag{5}
\]

By Assumption 4 and Theorem 1, we can bound the asymptotic FDR as follows,

\[
\lim_{m \to \infty} \text{FDR} = \frac{\sum_{i=1}^{N} q^{(i)} r^*_0 \hat{\tau}(i)}{\sum_{i=1}^{N} q^{(i)} (\hat{\tau}^{(i)} F_i(\hat{\tau}(i)) + r^*_i F_i(\hat{\tau}(i)))}
\]

\[
= \frac{\sum_{i=1}^{N} q^{(i)} (r^*_0 \hat{\tau}(i) + r^*_i F_i(\hat{\tau}(i)))}{\sum_{i=1}^{N} q^{(i)} \hat{\tau}(i) A_i + \sum_{i=1}^{N} q^{(i)} B_i},
\]

where we define

\[
A_i := (r^*_0 \hat{\tau}(i) + r^*_i F_i(\hat{\tau}(i))) \quad \text{and} \quad B_i := d_i (\hat{\tau}(i) - F_i(\hat{\tau}(i))).
\]

Since \( \hat{\tau}(i) \leq 1 \) and \( F(x) \leq 1 \), we can upper bound (6) as

\[
\sum_{i=1}^{N} q^{(i)} r^*_0 \hat{\tau}(i) + \sum_{i=1}^{N} q^{(i)} d_i \leq \sum_{i=1}^{N} q^{(i)} (r^*_0 \hat{\tau}(i) + r^*_i F_i(\hat{\tau}(i))) - \sum_{i=1}^{N} q^{(i)} d_i \leq \sum_{i=1}^{N} q^{(i)} (2r^*_0 \hat{\tau}(i) + r^*_i F_i(\hat{\tau}(i))) - \sum_{i=1}^{N} q^{(i)} (r^*_0 \hat{\tau}(i) + r^*_i F_i(\hat{\tau}(i))) \Delta^2.
\]
\[
\frac{\beta^*}{\beta^*} = \beta^*(\alpha; r_0^i), \quad \text{where } (a) \text{ follows from } H_0 : \mu = 0 \text{ has } \text{Lipschitz constant } f_0(a) = e^{-\mu^2/2}e^{\mu Q(t)} \text{ on interval } [a, b] \text{ where } Q(t) = 1 - \Phi(t) \text{ and } \Phi \text{ denotes the CDF of } N(0, 1) [19].
\]

**Lemma 3.** Under Assumptions 5 and 6, if \( \beta^* > C \), then
\[
|\tau(t) - \tau^*| \leq \frac{\delta_F}{\beta^*}.
\]

**Proof.** Recall that \( \tau(t) = \sup \{ t : F_i(t) = \beta^*t \} \) and \( \tau^* = \sup \{ t : F(t) = \beta^*t \} \). Therefore, \( \bar{F}(\tau^*) = \beta^* \tau^* \) and \( F_i(\tau(t)) = \beta^* \tau_i(t) \). From this, the result can be written as follows,
\[
\frac{1}{\beta^*} \left[ \left( \bar{F}(\tau(t)) - \bar{F}(\tau^*) \right) ^2 + \left( F_i(\tau(t)) - F_i(\tau^*) \right) ^2 \right] \leq \frac{\delta_F}{\beta^*}.
\]

Therefore, \( \beta^* > C \) yields \( |\tau(t) - \tau^*| \leq \frac{\delta_F}{\beta^*} \).

**Theorem 3.** Under Assumptions 2, 4, 5 and 6, if \( \beta^* > C \), then
\[
\lim_{m \to \infty} \text{FDR} \leq \frac{\hat{V} + \hat{R}}{\left( \hat{R} - \Delta \right)^2}, \quad \text{for } \Delta' < \hat{R}.
\]

**Proof.** According to Assumptions 2 and 4,
\[
\frac{\sum_{i=1}^{N} q_i(\hat{r}_i^0) \tau(t)}{\sum_{i=1}^{N} q_i(\hat{r}_i^0) \tau(t)} = \frac{\hat{V} + \sum_{i=1}^{N} q_i(\hat{r}_i^0) (\tau(t) - \tau^*)}{\hat{R} - \sum_{i=1}^{N} q_i(\hat{r}_i^0) (\tau(t) - \tau^*) + \hat{r}_i^0 (F_i(\tau(t)) - \bar{F}(\tau^*))} \leq \frac{\hat{V} + \hat{R}}{\left( \hat{R} - \Delta' \right)^2}.
\]

This result characterizes the impact of the two types of heterogeneity \((\Delta, \Delta')\) on the asymptotic FDR.

**Remark 4.** Recall that \( \beta^* = \beta(\alpha; r_0^i) = \frac{(1/\alpha - \alpha^*)}{1 - \alpha} \) which implies \( r_0^* + r_1^i \beta^* = 1/\alpha \). Therefore, we have \( \Delta' \leq \frac{\max \delta_F}{\alpha (\beta^* - C)} \).

We now study the asymptotic power under heterogeneity. Let \( P^* = \bar{F}(\tau^*) \) denote the global BH asymptotic power.

**Theorem 4.** Under the setting of Theorem 3, we have
\[
\lim_{m \to \infty} \text{power} \geq P^* - \min \left\{ \frac{\max \delta_F}{1 - C/\beta^*}, \frac{\Delta'}{\tau_r^0} \right\}.
\]

**Proof.** We start by noting that \( \lim_{m \to \infty} \text{power} \) equals to \( \frac{1}{N} \sum_{i=1}^{N} q_i(\hat{r}_i^0) F_i(\tau(t)) \), which can be rewritten and then lower bounded as follows,
\[
\frac{1}{r_1^i} \sum_{i=1}^{N} q_i(\hat{r}_i^0) \bar{F}(\tau^*) + \frac{1}{r_1^i} \sum_{i=1}^{N} q_i(\hat{r}_i^0) (F_i(\tau(t)) - \bar{F}(\tau^*)) \geq P^* - \frac{\sum_{i=1}^{N} q_i(\hat{r}_i^0) \delta_F}{1 - C/\beta^*}.\]
where (a) holds according to Lemma 3.

V. TOWARDS OPTIMALITY: ADAPTIVE SEGMENTATION

By similar arguments as in [5], for target FDR $\alpha$ in a centralized (or pooled) setting, one can show that performing the BH procedure with size $\alpha/r_0^i$ is asymptotically optimal among the threshold procedures (i.e., procedures rejecting $[0, t]$ for some $t \leq 1$). In this case the asymptotic rejection region is $[0, T(\alpha/r_0^i)]$ where $T(\alpha) := \sup \{ t : G(t) = (1/\alpha) t \}$. Following this direction, the authors in [25] proposed a scan procedure that rejects the interval $[\sigma, \tau]$ asymptotically, where

$$(\sigma, \tau) = \arg \max_{(s,t)} (t - s), \quad \text{s.t.} \quad \frac{t - s}{G(t) - G(s)} \leq \alpha.$$ 

This is a simpler method than the multiple reference points method [24], which selects multiple intervals in a delicate manner. Again we note that for the target FDR $\alpha$, performing the scan procedure with size $\alpha/r_0^i$ is asymptotically optimal among the procedures that reject a single interval, namely, procedures rejecting $[s, t]$ for some $0 \leq s < t \leq 1$. In this section we wish to present an explicit characterization of the asymptotic optimal rejection rule for general networks. We also provide a computation- and communication-efficient algorithm to approximate it in a star network.

**Assumption 7.** For all $1 \leq i \leq N$, $F_i(0) = 0$, $F_i(t)$ is continuously differentiable on $(0, 1)$. $f_i(t) = F_i'(t)$ over $t \in (0, 1)$ and $f_i(t) = 0$ otherwise; $f_i(t)$ has a finite number of local extrema on $(0, 1)$.

Let $\Pi$ denote the set of subsets of $[0, 1]$ that can be written as a finite union of disjoint open intervals. Now consider

$$\arg \max_{\Pi} \lim_{m \to \infty} \lim_{m \to \infty} \text{power}(\Pi), \quad \text{s.t.} \quad \lim_{m \to \infty} \text{FDR}(\Pi) \leq \alpha. \quad (9)$$

At first glance, it seems that solving (9) (even over the simple threshold procedures) by scanning requires a search over $N$-dimensional space $[0, 1]^N$ which is computationally exhaustive. However, as we shall see in Theorem 5, if the probability density functions at each node are known, a 1-dimensional search would be sufficient to find the asymptotic optimal rejection region in the network.

Let $g_i = G_i'$ and $\nu$ denote the Lebesgue measure. Define,

$$\Gamma^{(i)}(t) := \left\{ x \in (0, 1) : \frac{g_i(x)}{r_0^i} > t + 1 \right\}, \quad (10)$$

$$c_\alpha := \inf \left\{ t : \sum_{i=1}^{N} q_i(x) j_{\Gamma^{(i)}(t)} \nu(g_i dx) \leq \alpha \right\}. \quad (11)$$

**Theorem 5.** If Assumption 7 holds, then $\Gamma^*(\alpha) = (\Gamma^{(1)}(\alpha), \ldots, \Gamma^{(N)}(\alpha))$ with $\Gamma^{(i)}(\alpha) := \Gamma^{(i)}(c_\alpha)$, for all $1 \leq i \leq N$, is a solution to (9) and it is unique up to a null set (i.e., a set of Lebesgue measure 0).

**Proof.** See Appendix B.

It can be observed that solving for $c_\alpha$, requires a 1-dimensional search over $t$. Recall that $g_i(x) = r_0 + r_i f_i(x)$. For $x \in (0, 1)$, we have

$$\Gamma^{(i)}(t) = \left\{ x : \frac{r_i(i)}{r_0} f_i(x) > t \right\} = \left\{ x : \Lambda_i(x) > \frac{r_0}{r_i} t \right\},$$

where $\Lambda_i$ denotes the likelihood ratio at node $i$. A similar problem has been considered in [44] and the same result has been established under the assumption that $f_i(t)$ is monotonically decreasing in $t$ for all $1 \leq i \leq N$.

We note that if the density functions exist, then a decent estimation of $g_i$ (or $f_i$) together with Theorem 5 as well as (10) and (11) would allow for the development of a computation- and communication-efficient algorithm for star networks. However, density estimation is undesirable and we wish to avoid it as much as we can. Therefore, we propose a computation- and communication-efficient algorithm to approximate the optimal solution without even requiring the existence of a density function. We will show that our procedure is a “good” approximation of $\Gamma^*(\alpha)$ if it exists. In order to achieve this, we define a fixed number of candidate intervals at each node and formulate the optimality problem over a finite set of feasible solutions.

Fix some $\epsilon > 0$. Let $L^{(i)} := \epsilon/(q_i r_0^{(i)})$ and $K^{(i)}(\epsilon) := [1/L^{(i)}]$ denote the length and the number of the candidate intervals at node $i$, respectively. The length of the candidate intervals at each node is calibrated to allow for a greedy solution as we shall see later in Theorem 6. Define $A(\epsilon) := \{(i, j) : 1 \leq i \leq N, 1 \leq j \leq K^{(i)}(\epsilon) \}$ and let $I^{(i)} := L^{(i)} \cdot (j - 1, j)$, $(i, j) \in A(\epsilon)$ denote the $j$-th interval at node $i$. Let $\Gamma_S := (\Gamma^{(1)}_S, \ldots, \Gamma^{(N)}_S)$ be the tuple of regions corresponding to a subset of intervals $S \subseteq A(\epsilon)$, where

$$\Gamma^{(i)}_S := \bigcup_{(a,b) \in S : a = i} I^{(a)}.$$ 

We write down the FDR and power of the rejection region $\Gamma_S$ explicitly as below and simplify the expressions later.

$$\text{power}(\Gamma_S) = E \left[ \sum_{(i,j) \in S} \sum_{k=1}^{m^{(i)}_k} 1 \left\{ H^{(i)}_{0,k} = 0, P^{(i)}_k \in I^{(i)}_j \right\} \right],$$

$$\text{FDR}(\Gamma_S) = E \left[ \sum_{(i,j) \in S} \sum_{k=1}^{m^{(i)}_k} 1 \left\{ H^{(i)}_{0,k} = 1, P^{(i)}_k \in I^{(i)}_j \right\} \right].$$

where $H^{(i)}_{0,k} = 1$ denotes that the $k$-th null hypothesis at node $i$ is true, and similarly for $H^{(i)}_{0,k} = 0$. We first aim to find the asymptotic optimal rejection rule among the procedures that reject intervals of the form $I^{(i)}_j$. Therefore, the asymptotic optimality problem is given as follows.

$$\arg \max_{S \subseteq A(\epsilon)} \lim_{m \to \infty} \text{power}(\Gamma_S), \quad \text{s.t.} \quad \lim_{m \to \infty} \text{FDR}(\Gamma_S) \leq \alpha. \quad (12)$$

By invoking the law of large numbers and the bounded convergence theorem, and recall that $m^{(i)}_k \text{ if } \frac{m^{(i)}_k}{m} \to \gamma^{(i)}_k$, the asymptotic optimality problem can be expressed as

$$\Xi^{(\gamma^{(i)}_k, \epsilon)} := \arg \max_{S \subseteq A(\epsilon)} \frac{1}{r_1} \sum_{(i,j) \in S} q^{(i)}_k \left\{ H^{(i)}_{0,k} = 0, P^{(i)}_k \in I^{(i)}_j \right\}. \quad (13)$$
\[
\sum_{(i,j) \in S} q^{(i)} \mathbb{P}\left( H_{0,1}^{(i)} = 1, P_{1}^{(i)} \in I_{j}^{(i)} \right) \leq \alpha, \quad S \neq \emptyset,
\]
where \( S \neq \emptyset \) is needed due to the \( \vee \) operation in \( 1 \vee \sum_{(i,j) \in S} \sum_{k=1}^{m} 1\{ F_{k}^{(i)} \in I_{j}^{(i)} \} \).

**Remark 5.** It is worth mentioning that

\[
0 \leq \lim_{m \to \infty} \text{FDR}(\Gamma_{S}) - \text{FDR}(\Gamma_{S}) \leq \left( 1 - p_{S} \right)^{m},
\]

\[
0 \leq \lim_{m \to \infty} \text{power}(\Gamma_{S}) - \text{power}(\Gamma_{S}) \leq \left( 1 - r_{1}^{(i)} \right)^{m},
\]
by [45, Theorem 1] where \( p_{S} := \sum_{(i,j) \in S} q^{(i)} \mathbb{P}\left( P_{1}^{(i)} \in I_{j}^{(i)} \right) \) is the probability of rejection for the set of selected intervals \( \Gamma_{S} \). This tells us that the finite-sample objective function converges to the asymptotic one exponentially fast.

### A. Oracle Solution

Before giving a solution to optimization problem (12), let us simplify our notation by adopting the following shorthands for evaluating CDFs on intervals,

\[
G_{i}\left( I_{j}^{(i)} \right) := G_{i}\left( jL^{(i)} \right) - G_{i}\left( (j - 1)L^{(i)} \right) = r_{0}^{(i)} U\left( I_{j}^{(i)} \right) + r_{1}^{(i)} F_{i}\left( I_{j}^{(i)} \right),
\]
where \( F_{i}(I_{j}^{(i)}) := F_{i}\left( jL^{(i)} \right) - F_{i}\left( (j - 1)L^{(i)} \right) \) and \( U(I_{j}^{(i)}) := jL^{(i)} - (j - 1)L^{(i)} = L^{(i)}. \) Notice that

\[
\mathbb{P}(P_{1}^{(i)} \in I_{j}^{(i)}) = G_{i}(I_{j}^{(i)}) \text{ and } \quad \mathbb{P}
\left( H_{0,1}^{(i)} = 0, P_{1}^{(i)} \in I_{j}^{(i)} \right) = \mathbb{P}(P_{1}^{(i)} \in I_{j}^{(i)} | H_{0,1}^{(i)} = 0) = r_{1}^{(i)} F_{i}(I_{j}^{(i)}).
\]

Similarly, \( \mathbb{P}(H_{0,1}^{(i)} = 1, P_{1}^{(i)} \in I_{j}^{(i)}) = r_{0}^{(i)} U(I_{j}^{(i)}) \) with the uniform distribution under the null. Thus, we can express the problem in terms of the CDFs as follows,

\[
\Xi^{*}(\alpha, \epsilon) = \arg \max_{S \subseteq \mathcal{A}(\epsilon)} \frac{1}{r_{1}^{(i)}} \sum_{(i,j) \in S} r_{1}^{(i)} q^{(i)} F_{i}(I_{j}^{(i)}) \quad \text{s.t.} \quad \frac{\sum_{(i,j) \in S} r_{0}^{(i)} q^{(i)} U(I_{j}^{(i)})}{\sum_{(i,j) \in S} q^{(i)} G_{i}(I_{j}^{(i)})} \leq \alpha, \quad S \neq \emptyset.
\]

Now define \( h_{j}^{(i)} := (1/\epsilon) q^{(i)} G_{i}(I_{j}^{(i)}) \) and \( \mathcal{H} := \left\{ h_{j}^{(i)} : 1 \leq i \leq N, \ 1 \leq j \leq K^{(i)} \right\} \),

where we allow ties inside \( \mathcal{H} \).

**Theorem 6.** \( \Xi(\alpha, \epsilon) \subseteq \Xi^{*}(\alpha, \epsilon) \) for all \( \alpha \in (0, 1) \) where

\[
\Xi(\alpha, \epsilon) := \left\{ S \subseteq \mathcal{A}(\epsilon) : |S| = M^{*}, \sum_{(i,j) \in S} h_{j}^{(i)} = \sum_{\ell=1}^{M^{*}} h_{(\ell)} \right\},
\]

\[
M^{*} := \max \left\{ 0 \leq M \leq |\mathcal{H}| : M \leq \alpha \sum_{\ell=1}^{M} h_{(\ell)} \right\},
\]

with \( h_{(\ell)} \) being the \( \ell \)-th largest element of \( \mathcal{H} \).

**Proof.** Observe that \( U(I_{j}^{(i)}) = L^{(i)} = \epsilon/(q^{(i)} r_{0}^{(i)}) \). Hence, the optimization problem for \( \Xi^{*}(\alpha, \epsilon) \) simplifies to

\[
\Xi^{*}(\alpha, \epsilon) = \arg \max_{S \subseteq \mathcal{A}, |S| = M} \sum_{(i,j) \in S} r_{1}^{(i)} q^{(i)} F_{i}(I_{j}^{(i)}) \quad \text{s.t.} \quad \frac{\sum_{(i,j) \in S} h_{j}^{(i)}}{|S|} \leq \alpha, \quad S \neq \emptyset.
\]

We note that for any fixed \( 1 \leq |S| = M \leq |\mathcal{A}|, \) we have

\[
\begin{align*}
\arg \max_{S \subseteq \mathcal{A}, |S| = M} \sum_{(i,j) \in S} r_{1}^{(i)} q^{(i)} F_{i}(I_{j}^{(i)}) &= \arg \max_{S \subseteq \mathcal{A}, |S| = M} M \epsilon + \sum_{(i,j) \in S} r_{1}^{(i)} q^{(i)} F_{i}(I_{j}^{(i)}) \\
&\overset{a}{=} \arg \max_{S \subseteq \mathcal{A}, |S| = M} \sum_{(i,j) \in S} \left( \epsilon + r_{1}^{(i)} q^{(i)} F_{i}(I_{j}^{(i)}) \right) \\
&= \arg \max_{S \subseteq \mathcal{A}, |S| = M} \sum_{(i,j) \in S} \left( r_{0}^{(i)} q^{(i)} U(I_{j}^{(i)}) + r_{1}^{(i)} q^{(i)} F_{i}(I_{j}^{(i)}) \right),
\end{align*}
\]

where (a) follows from the condition that \( |S| = M \). Thus the optimization problem in (15) and (16) for fixed \( |S| = M \) can be further simplified as follows,

\[
\begin{align*}
\arg \max_{S \subseteq \mathcal{A}, |S| = M} \sum_{(i,j) \in S} h_{j}^{(i)}, \quad \text{s.t.} \quad \frac{M}{\sum_{(i,j) \in S} h_{j}^{(i)}} \leq \alpha,
\end{align*}
\]

where we use (13) and \( h_{j}^{(i)} = (1/\epsilon) q^{(i)} G_{i}(I_{j}^{(i)}) \). Observe that

\[
S \subseteq \mathcal{A}(\epsilon) : |S| = M, \sum_{(i,j) \subseteq S} h_{j}^{(i)} = \sum_{\ell=1}^{M} h_{(\ell)}
\]

maximizes \( \sum_{(i,j) \in S} h_{j}^{(i)} \) and minimizes \( M/\sum_{(i,j) \in S} h_{j}^{(i)} \) simultaneously over the solutions with \( |S| = M \). Since \( \max_{S \subseteq \mathcal{A}, |S| = M} \sum_{(i,j) \in S} r_{1}^{(i)} q^{(i)} F_{i}(I_{j}^{(i)}) \) is non-decreasing in \( M \),

\[
\begin{align*}
\arg \max_{S \subseteq \mathcal{A}, |S| = M} \sum_{(i,j) \in S} r_{1}^{(i)} q^{(i)} F_{i}(I_{j}^{(i)}) \quad \text{s.t.} \quad |S| \leq \alpha \sum_{(i,j) \in S} h_{j}^{(i)} \geq \left\{ S \subseteq \mathcal{A}(\epsilon) : |S| = M^{*}, \sum_{(i,j) \in S} h_{j}^{(i)} = \sum_{\ell=1}^{M^{*}} h_{(\ell)} \right\} = \Xi.
\end{align*}
\]

We note that if we assume \( F_{i}(I_{j}^{(i)}) > 0 \) for all \( (i,j) \in \mathcal{A}(\epsilon) \), then (b) holds with equality because \( \max_{S \subseteq \mathcal{A}, |S| = M} \sum_{(i,j) \in S} r_{1}^{(i)} q^{(i)} F_{i}(I_{j}^{(i)}) \) would be strictly increasing in \( M \). Furthermore, if we assume there are no ties among \( h_{j}^{(i)} \)’s, then \( \Xi(\alpha, \epsilon) \) would become a singleton where \( \Xi^{*} := \left\{ (i,j) : h_{j}^{(i)} \geq h_{(M^{*})} \right\} \) is its single element.

### B. Greedy Aggregation Procedure

In this section, we propose greedy aggregation, a procedure that is based on segmenting the \([0, 1]\) interval at each node and aims to estimate the oracle solution we have obtained in Theorem 6. We note that with one round of communication, each node \( i \) will access the total number of p-values \( m \) and can estimate \( q^{(i)} r_{0}^{(i)} \) using \( q^{(i)} = m^{(i)}/m \) and methods from
Section III-C. The length and number of the candidate intervals at node \( i \) is estimated by 
\[
\hat{L}^{(i)} := \epsilon / (\hat{q}^{(i)} r_0^{(i)}) \quad \text{and} \quad \hat{K}^{(i)} := \lceil 1/\hat{L}^{(i)} \rceil,
\]
respectively. Obviously, a node with \( \hat{K}^{(i)} = 0 \) has no candidate intervals for rejection.

Recall that node \( i \) possesses \( m^{(i)} \) p-values \( \{P_1^{(i)}, ..., P_{m^{(i)}}^{(i)}\} \). At node \( i \), we introduce the “density” of p-values over interval 
\[
\hat{I}_j^{(i)} := \hat{L}^{(i)} \cdot (j - 1, j]
\]
for \( 1 \leq j \leq \hat{K}^{(i)} \) as,
\[
\hat{h}_j^{(i)} := \frac{1}{em} \sum_{k=1}^{m^{(i)}} \{ P_k^{(i)} \in \hat{I}_j^{(i)} \},
\]
which is an estimator of \( h_j^{(i)} \) defined in Section V-A. Roughly, the idea is as follows. In each round of communication, the center node looks for the interval with the highest density of p-values among all nodes, and notify the corresponding node to reject the hypotheses in that interval; this process goes on until the estimated FDR exceeds \( \alpha \) or all the hypotheses in the network have been rejected. To distinguish different actions needed at each node, the center node sends 1 (or 0) to indicate that rejections (or no rejections) need to be made, while any local node send -1 to the center node if all of its p-values have been rejected. We now formally describe our method. We use the notation \( (k) \) to denote the \( k \)-th iteration of the algorithm.

**First round:** Each node \( i \) first computes 
\[
\hat{h}^{(i)}_{\max} \{ 1 \} := \max_{1 \leq j \leq \hat{K}^{(i)}} \hat{h}_j^{(i)} \quad \text{and} \quad j^{(i)}_{\max} \{ 1 \} := \arg \max_{1 \leq j \leq \hat{K}^{(i)}} \hat{h}_j^{(i)},
\]
and then sends \( \hat{h}^{(i)}_{\max} \{ 1 \} \) to the center node. The center node estimates FDR = \( 1/\hat{h}^{(i)}_{\max} \{ 1 \} \) where 
\[
\hat{h}^{(i)}_{\max} \{ 1 \} := \max_{1 \leq i \leq N} \hat{h}^{(i)}_{\max} \{ 1 \}.
\]

Case I: If FDR \( \leq \alpha \), then the center node sends 1 to node 
\[
i^{(i)}_{\max} \{ 1 \} := \arg \max_{1 \leq i \leq N} \hat{h}^{(i)}_{\max} \{ 1 \},
\]
which rejects the interval 
\[
\hat{I}^{(i)}_{j^{(i)}_{\max} \{ 1 \}} := \{ j^{(i)}_{\max} \{ 1 \} - 1, j^{(i)}_{\max} \{ 1 \} \},
\]
where \( j^{(i)}_{\max} \{ 1 \} := j^{(1)} \). When ties exist, i.e., several nodes achieve \( \hat{h}^{(i)}_{\max} \{ 1 \} \), the center node rejects only one of them arbitrarily. The center node sends 0 to the other nodes so that they know no rejections will be made on their local hypotheses.

Case II: If FDR > \( \alpha \), the center node terminates the procedure with no rejections.

**k-th round:** Node \( i^{(k-1)} \) (i.e., the node that received 1 in the \( (k-1) \)-th round) updates the center node by sending 
\[
\hat{h}^{(i^{(k-1)})}_{\max} \{ k \} := \max_{j \ not \ rejected} \hat{h}_j^{(i^{(k-1)})},
\]
or sending -1 if all the intervals at node \( i^{(k-1)} \) have already been rejected. For all the other nodes \( i \neq i^{(k-1)} \), we have 
\[
\hat{h}^{(i)}_{\max} \{ k \} = \hat{h}^{(i)}_{\max} \{ k - 1 \}.
\]

Case I: If \( \max_{1 \leq i \leq N} \hat{h}^{(i)}_{\max} \{ k \} > 0 \), the center node sets 
\[
\hat{h}^{(i)}_{\max} \{ k \} := \max_{1 \leq i \leq N} \hat{h}^{(i)}_{\max} \{ k \}
\]
and estimates 
\[
\text{FDR} = \frac{k}{\sum_{\ell=1}^{k} \hat{h}^{(i)}_{\max} \{ \ell \}}.
\]
If FDR \( \leq \alpha \), the center node rejects all the hypotheses in the interval corresponding to \( \hat{h}^{(i)}_{\max} \{ k \} \) in the same way as in the first round.

Case II: If \( \max_{1 \leq i \leq N} \hat{h}^{(i)}_{\max} \{ k \} \in \{ 0, -1 \} \) or FDR > \( \alpha \), the center node terminates the procedure.

The communication cost of our greedy aggregation method is \( \mathcal{O}(\log m) \) bits per iteration, since the nodes only need to send the number of p-values that lie in certain intervals according to (17). The number of communication rounds \( Q \) is bounded by the total number of candidate intervals in the network, i.e., 
\[
Q \leq \sum_{i=1}^{N} \hat{K}^{(i)} \leq \frac{1}{4} \sum_{i=1}^{N} \hat{q}^{(i)} r_0^{(i)}.
\]
Therefore, for fixed \( \epsilon \), the total communication cost is \( \mathcal{O}(\log m) \) bits. In practice, following the literature on histograms [46], [47], we suggest taking \( \epsilon \) proportional to \( m^{-1/2} \) or \( m^{-1/3} \) which results in communicating \( \mathcal{O}(m^{1/2} \log m) \) and \( \mathcal{O}(m^{1/3} \log m) \) bits respectively. This is in contrast with communicating \( \mathcal{O}(m) \) real-valued p-values for centralized inference. It is noteworthy that (for a fixed \( \epsilon \)) the number of communication rounds is asymptotically upper bounded by \( \alpha/\epsilon \) (see Remark 6).

**C. Asymptotic Performance**

Let \( \hat{h}_{(k)} \) denote the \( k \)-th largest element of 
\[
\hat{H} := \{ \hat{h}_j^{(i)} : 1 \leq i \leq N, 1 \leq j \leq \hat{K}^{(i)} \},
\]
where we allow ties inside \( \hat{H} \). Note that our greedy procedure essentially rejects the intervals corresponding to the \( \hat{M} \) largest elements of \( \hat{H} \), where 
\[
\hat{M} := \min \left\{ 1 \leq M \leq |\hat{H}| : \frac{M}{\sum_{\ell=1}^{M} \hat{h}(\ell)} > \alpha \right\} - 1
\]
\[
= \min \left\{ 1 \leq M \leq |\hat{H}| : \frac{1}{M} \sum_{\ell=1}^{M} \hat{h}(\ell) < 1/\alpha \right\} - 1
\]
and \( \hat{M} = |\hat{H}| \) if \( \frac{1}{M} \sum_{\ell=1}^{M} \hat{h}(\ell) \geq 1/\alpha \) for all \( 1 \leq M \leq |\hat{H}| \). But since \( \frac{1}{M} \sum_{\ell=1}^{M} \hat{h}(\ell) \) is non-increasing on \( 1 \leq M \leq |\hat{H}| \), \( \hat{M} \) can be written as 
\[
\hat{M} = \max \left\{ 0 \leq M \leq |\hat{H}| : M \leq \alpha \sum_{\ell=1}^{M} \hat{h}(\ell) \right\}.
\]
Thus the procedure rejects some (arbitrary) \( \tilde{S} \in \tilde{\Xi}(\alpha, \epsilon) \), where 
\[
\tilde{\Xi}(\alpha, \epsilon) := \left\{ S \subseteq \tilde{\Lambda}(\epsilon) : |S| = \hat{M}, \sum_{(i,j) \in S} \hat{h}^{(i)}_{j} \rightarrow \sum_{\ell=1}^{M} \hat{h}(\ell) \right\},
\]
where \( \tilde{\Lambda}(\epsilon) := \{ (i,j) : 1 \leq i \leq N, 1 \leq j \leq \hat{K}^{(i)}(\epsilon) \} \).

Consider the optimal asymptotic power that can be achieved by rejection regions of the form \( \Gamma_S \), \( S \subseteq \tilde{\Lambda}(\epsilon) \) subject to asymptotic FDR control, defined as 
\[
\mathcal{P}_\mathcal{Z}(\alpha, \epsilon) := \max_{S \subseteq \tilde{\Lambda}(\epsilon)} \lim_{m \to \infty} \text{power}(\Gamma_S),
\]
s.t. \( \lim_{m \to \infty} \text{FDR}(\Gamma_S) \leq \alpha \).

Define \( \tilde{\Gamma}_{\mathcal{S}}^{(i)} \) and \( \tilde{\Gamma}_{\mathcal{S}} \), \( S \subseteq \tilde{\Lambda}(\epsilon) \) via \( \tilde{\Gamma}^{(i)} \) similar to \( \Gamma_S^{(i)} \) and \( \Gamma_S \).

**Proposition 4.** Assume \( G_i(t) \), \( 1 \leq i \leq N \) are continuous. Fix some \( \epsilon > 0 \) and \( \alpha \in (0,1) \). Under Assumption 2, if
\[ \alpha \sum_{i=1}^{M^*} h_i \notin \mathbb{N} \quad \text{and} \quad 1/L(i) \notin \mathbb{N} \quad \text{for all} \quad 1 \leq i \leq N, \quad \text{then} \quad \lim_{m \to \infty} \text{FDR}(\tilde{\Gamma}, \hat{\Gamma}_S) \leq \alpha \quad \text{and} \quad \text{power}(\tilde{\Gamma}, \hat{\Gamma}_S) \to \mathcal{P}_{\alpha}. \]

Proof. According to Assumption 2 and the strong law of large numbers we get \( \hat{L}(i) \xrightarrow{a.s.} L(i) \) for a fixed \( \epsilon > 0 \) and all \( 1 \leq i \leq N \). Therefore, \( \hat{K}(i) = K(i) \) and \( \hat{A}(\epsilon) = A(\epsilon) \), a.s. for large \( m \). Let \( \tilde{G}_i \) denote the empirical CDF of p-values at node \( i \). We note,

\[ \hat{h}_i = \frac{m}{\epsilon} \left[ \tilde{G}_i(j \hat{L}(i)) - \tilde{G}_i((j-1)\hat{L}(i)) \right] \quad (18) \]

By the Glivenko-Cantelli theorem [48], \( \hat{L}(i) \xrightarrow{a.s.} L(i) \), and continuity of \( G_i \) we get, \( \left| \hat{h}_i - h_i \right| \xrightarrow{a.s.} 0 \) for all \( i, j \in A(\epsilon) \) and as a result, \( \sum_{i=1}^{\lfloor \epsilon \rfloor} \left| \hat{h}_i - h_i \right| \xrightarrow{a.s.} 0 \). Observe,

\[ \max_{1 \leq M \leq \lfloor \epsilon \rfloor} \left| \sum_{i=1}^{M} \left( \hat{h}_i - h_i \right) \right| \leq \max_{1 \leq M \leq \lfloor \epsilon \rfloor} \left| \sum_{i=1}^{M} \hat{h}_i - h_i \right| = \sum_{i=1}^{\lfloor \epsilon \rfloor} \left| \hat{h}_i - h_i \right| \xrightarrow{a.s.} 0. \]

Hence, \( \hat{M} = M^* \), a.s. for large \( m \) since \( \alpha \sum_{i=1}^{M^*} h_i \notin \mathbb{N} \). Since \( \max_{(j,k) \in A(\epsilon)} \hat{h}_j - h_j \xrightarrow{a.s.} 0 \), \( \hat{h}_j \) and \( h_j \) have the same order up to ties in \( \mathcal{H} \), almost surely. Therefore, \( \mathfrak{H} \subseteq \mathfrak{G} \) a.s. which implies \( \mathfrak{G} \subseteq \mathfrak{H} \) a.s. according to Theorem 6. Hence, \( \hat{S} \subseteq \mathfrak{H} \), a.s. for large \( m \). The result follows from \( \left| \hat{h}_j - h_j \right| \xrightarrow{a.s.} 0 \) and similar arguments as in (18) for \( F_i(t) \) and \( U(t) \) together with bounded convergence theorem.

Corollary 4. Under the same setting as in Proposition 4. Suppose for each \( i \), \( G_i(t) \) is differentiable and \( r_0(i) = O_p(u_0(m)) \). Then, \( \text{FDR}(\tilde{\Gamma}, \hat{G}_S) \leq \alpha + O(z_m) \) and \( \text{power}(\tilde{\Gamma}, \hat{G}_S) = \mathcal{P}_{\alpha} + O(z_m) \) where \( z_m = u_m \vee m^{-1/2} \) with \( u_m = \max_1 u_0(m) \).

Remark 6. From (14), we have \( M^* \leq \alpha/\epsilon \), therefore the number of rejected intervals and consequently the number of algorithm rounds are asymptotically bounded above by \( \alpha/\epsilon \).

Define \( \mathcal{P}^*(\alpha) := \lim_{m \to \infty} \text{power}(\Gamma^*(\alpha)) \) as the (asymptotic) optimal power among all the methods that reject a finite union of disjoint intervals, where \( \Gamma^* \) is defined in Theorem 5. The following theorem shows that the asymptotic performance of the greedy aggregation procedure is near-optimal for small \( \epsilon \).

Theorem 7. Under Assumptions 7, we have

\[ \lim_{\epsilon \to 0} \lim_{\delta \to 0} \mathcal{P}_{\mathcal{Z}^*}(\alpha + \delta, \epsilon) \geq \mathcal{P}^*(\alpha). \]

Proof. Let \( \Gamma^* := \bigcap_{i=1}^{\lfloor \epsilon \rfloor} \Gamma_i \) denote the minimal cover of \( \tilde{\Gamma} := \left\{ \Gamma_1, \ldots, \Gamma_N \right\} \) where \( \Gamma_i := \Gamma^*(\epsilon) \cap (0, K(i) \hat{L}(i)] \) using intervals of length \( L(i) = \epsilon/(q(i) \hat{r}_0(i)) \) for each \( i \). Now define \( \mathcal{P}^* := \lim_{m \to \infty} \text{power}(\Gamma^*) \) and \( \text{FDR}^* := \lim_{m \to \infty} \text{FDR}(\Gamma^*) \). We note that for small enough \( m \) we get,

\[ \text{FDR} = \frac{\sum_{i=1}^{N} q(i) \hat{r}_0(i) U(\Gamma^*(i))}{\sum_{i=1}^{N} q(i) G_i(\Gamma^*(i))}. \]

VI. Simulations

In this section, we evaluate the empirical performance of our algorithms. In all the experiments, we have \( N = 5 \) nodes and the proportion of false null hypotheses at node \( i \) is set as \( \epsilon(i) = (N - i + 1)/(2N) = 0.5 - (i - 1)/10 \). We consider two distributions for the statistics: \( \mathcal{N}(\mu, 1) \) and Cauchy(\( \mu, 1 \)) where \( \mu \) denotes the location parameter. One-sided p-values are computed against \( H_0 : \mu = 0 \). At node \( i \) the statistics under the alternative \( H_1 : \mu > 0 \) are generated according to \( \mathcal{N}(\mu, 1) \) or Cauchy(\( \mu, 1 \)) where \( \mu(i) \sim \text{Unif}[\mu_{\text{base}} - 0.5, \mu_{\text{base}} + 0.5] \). The overall network (asymptotic) target FDR is set to be \( \alpha = 0.2 \) and the FDR and power are estimated by averaging over 1000 trials.

We compare the performance of our methods with no-communication BH, pooled BH, and the optimal rejection region. The no-communication BH simply refers to the method in which each node performs a local BH procedure with \( \alpha(i) = \alpha/r_0(i) \). In order to estimate \( r_0(i) \), we adopt the spacing estimator (discussed in Section III-C) with \( s_m = m^{-0.7} \). The pooled BH refers to the global BH procedure where all the p-values in the network are pooled and shuffled, and the BH procedure is carried out with target FDR \( \alpha/r_0^* \) over all the p-values from all nodes. The target FDR of the proportion matching method is set to \( \alpha/r_0^* \) as well. For the greedy aggregation method, we take \( \epsilon = \alpha m^{-1/2} \) for Experiments 1 and 3, \( \epsilon = \eta \alpha m^{-1/2} \) for Experiment 2 (a), and \( \epsilon = 2.5 \alpha m^{-1/2} \) for Experiment 2 (b-c). The optimal rejection regions are computed according to (10) and (11).

We would like to point out that our experiment settings deviate from Assumption 1 considerably. The proportion matching method is basically built upon this assumption. Nevertheless, as we have discussed in Section IV, we shall see in the experiments that the method is robust against heterogeneous alternatives and its performance essentially follows the pooled BH performance closely.
Experiment 1 (vary $m$). The statistics are generated according to the Gaussian distribution. We set $\mu_{\text{base}}^{(i)} = 1.25i$, $m^{(i)} = (N - i + 1)/N = (1 - 0.2(i - 1)) \cdot n$ and vary $n$ from $10^2$ to $10^5$. We observe that the greedy aggregation method has a near-optimal performance when $n$ is large. On the other hand, no-communication BH is preferred over the proportion matching method in this experiment.

Experiment 2 (vary $\mu$). We fix $m^{(i)} = (1 - 0.2(i - 1)) \cdot 10^3$, and consider the following three cases:
(a) Cauchy statistics, $\mu^{(i)} = \eta$, and $\eta$ ranges from 0.5 to 2.
(b) Cauchy statistics, $\mu^{(i)} = \mu$, and $\mu$ ranges from 2 to 10.
(c) Cauchy statistics at nodes 1, 3, and 5 and Gaussian statistics at nodes 2 and 4. We fix $\mu^{(i)} = \mu$, and $\mu$ ranges from 2 to 5.

We observe that the performance of the greedy aggregation method is very close to the optimal solution in this setting. Also, the proportion matching method has a performance close to the pooled BH method.

![Fig. 1. Experiment 1: The effect of the number of $p$-values on the performance of a heterogeneous network with Gaussian statistics ($m^{(i)} = n(1.2 - 0.2i)$).](image)

Experiment 3 (dependent $p$-values). We set $m^{(i)} = (1 - 0.2(i - 1)) \cdot 10^3$, and generate Gaussian statistics with $\mu_{\text{base}}^{(i)} = 1.25i$ and a tapering covariance structure where $\Sigma_{i,j} = \rho^{|i-j|}$ and $\rho$ ranges from 0 to 0.9. It can be observed that our methods show stable and consistent performance in this setting as well.

VII. CONCLUSION

We have taken an asymptotic approach to developing two methods for large-scale multiple testing problems in networks. Both methods come with low communication and computation costs, asymptotic FDR control guarantee, and competitive empirical performance. We have proposed the proportion matching method, a robust and communication-efficient algorithm that achieves the centralized BH performance asymptotically by adapting the local test sizes to the global proportion of true null hypotheses. We have also characterized the optimal (oracle) solution for the large-scale multiple testing problem in networks and proposed the greedy aggregation method as a communication- and computation-efficient algorithm to approximate the optimal rejection region effectively.
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APPENDIX A

TECHNICAL LEMMAS

Consider applying the BH procedure to $m$ $p$-values generated i.i.d. according to $G(t; r_0)$ (defined in Section III-B). The following lemma concerns relaxing the assumptions of the Theorem 1 in [5]. In our proof, $F$ is not assumed to be concave and multiple solutions to $F(t) = \beta(\alpha; r_0)$ $t$ can exist.

Lemma 4. Fix $\alpha \in (0, 1)$. Define $\beta := \beta(\alpha; r_0)$ and $\tau := \tau(\alpha; r_0) = \sup \{t : F(t) = \beta(t)\}$. If $F(t)$ is continuously differentiable at $t = \tau$ and $F'(\tau) \neq 0$, then the BH threshold satisfies $|\tau_{\text{BH}}(\alpha) - \tau| = o_p((\log m)^{1/2+\gamma}/\sqrt{m})$ for any $\gamma > 0$ and $|\tau_{\text{BH}}(\alpha) - \tau| = o((\log m)^{1+\gamma}/\sqrt{m})$ a.s. for all $\gamma > 0$.

Proof. We follow the approach in [5] and only highlight the main differences. Let $\epsilon_m = m^{-1/4}$, $m \geq 1$ and define, $a_m = \frac{m}{\alpha}(1 - \epsilon_m)$ and $b_m = \frac{m}{\alpha}(1 + \epsilon_m)$. Recall that $D_{\text{BH}} = m/\alpha \tau_{\text{BH}}$ denote the BH deciding index, or equivalently, the number of rejections made by the BH procedure. First, we show $P(D_{\text{BH}} > b_m) \to 0$ as below,

\[
P(D_{\text{BH}} > b_m) = P\left(\bigcup_{k > b_m} \{P(k/m) \leq \alpha k/m\}\right)
\]

\[
= P\left(\bigcup_{k > b_m} \left\{\sum_{i=1}^{m} \mathbf{1}\{P_i \leq (k/m)\alpha\} \geq k\right\}\right)
\]

\[
\leq \sum_{k > b_m} P\left[\left(\sum_{i=1}^{m} \mathbf{1}\{P_i \leq (k/m)\alpha\}\right) - \mu(k) \geq k - \mu(k)\right],
\]

where

\[
\mu(k) = \mathbf{E}\left[\sum_{i=1}^{m} \mathbf{1}\{P_i \leq (k/m)\alpha\}\right]
\]

\[
= r_0 m(k/m)\alpha + (1 - r_0) mF((k/m)\alpha).
\]

Recall that $\beta(\alpha; r_0) := \frac{(1/\alpha) - r_0}{1 - r_0}$. We observe that

\[
k - \mu(k) = m r_1 \frac{\alpha k}{m} \beta - F\left(\frac{\alpha k}{m}\right) =: h(k).
\]

By Taylor’s theorem, we obtain

\[
h(b_m) = m r_1 \left[\tau \epsilon_m (\beta - F'(\tau)) + o(\epsilon_m)\right].
\]

We observe,

\[
\inf_{k > b_m} h(k)/m = r_1 \inf_{k : \beta - F\left(\frac{\alpha k}{m}\right) \leq r_1} \frac{\alpha k}{m} \beta - F\left(\frac{\alpha k}{m}\right)
\]

\[
\geq r_1 \inf_{t \geq (1 + \alpha \tau)} (\beta t - F(t))
\]

We note that $\beta t - F(t) > 0$ for all $t > \tau$ according to the definition of $\tau$. Notice that

\[
r_1 \left[(1 + \epsilon_m)\tau \beta - F((1 + \epsilon_m)\tau)\right] = \frac{h(b_m)}{m} \to 0.
\]

Also, $\beta t - F(t)$ is strictly increasing in a neighborhood of $\tau$ according to the continuous differentiability of $F(t)$ at $\tau$ and $F'((\beta t - F(t)) \not= \beta$ and the following result from [37],

\[
\sup\{t : F(t) = \beta t\} = \sup\{t : F(t) \geq \beta t\}.
\]
Hence, for some constant \( H \), we get

\[
\frac{F \left( c > H \right)}{\eta \cdot [1, 2, 3, 4, 5]} \leq \mu^{(1)} = \mu; \text{ Experiment 2 (c): nodes 2 and 4 own p-values generated according to Gaussian statistics} \left( \mu^{(1)} = \mu \right).
\]

Fig. 2. From left to right, Experiment 2 (a): Gaussian statistics \( \mu^{(1)} = \mu; \text{ Experiment 2 (b): Cauchy statistics} \left( \mu^{(1)} = \mu \right); \text{ Experiment 2 (c): nodes 2 and 4 own p-values generated according to Gaussian statistics} \left( \mu^{(1)} = \mu \right). \]

Fig. 3. Experiment 3: p-values generated according to Gaussian statistics with tapering correlation structure.

Hence, for large enough \( m \) we get \( \inf_{k > b_m} h(k) / m \geq h(b_m) / m \), and as a result \( h(k) \geq h(b_m) \) for all \( k > b_m \). According to \( F^2(\tau) < \beta \) and \( \epsilon_m = m^{-1/4} \), we get \( h(b_m) / \sqrt{m} \asymp m^{1/4} \). Hence, by Hoeffding’s inequality, we get

\[
\mathbb{P}(D_{BH} > b_m) \leq \sum_{k > b_m} e^{-2h(k)^2/m} \leq m \, e^{-2h(b_m)^2/m} \leq m \, e^{-c \sqrt{m} \rightarrow 0},
\]

for some constant \( c > 0 \). By the same argument as for \( h(b_m) \) via Taylor’s theorem and \( F^2(\tau) < \beta \), we get

\[
m^{-1/2} \left( \mu(a_m) - a_m \right) = -h(a_m) / \sqrt{m} \asymp m^{1/4}.
\]

Hence, for some constant \( c > 0 \),

\[
\mathbb{P}(D_{BH} < a_m) \leq \mathbb{P} \left( P(a_m) > (a_m / m) \alpha \right) \\
\leq \mathbb{P} \left( \sum_{i=1}^{m} 1 \{ P_i \leq (a_m / m) \alpha \} < a_m \right) \\
\leq e^{-2h(a_m)^2/m} \leq e^{-c \sqrt{m} \rightarrow 0}, (22)
\]

where \( (a) \) follows from Hoeffding’s inequality. Since the upper bounds in both (21) and (22) are summable in \( m \), we get \( a_m \leq D_{BH} \leq b_m \), a.s. for large \( m \) by the Borel-Cantelli lemma. The almost sure rate follows from the fact that the same argument holds for all \( \{ \epsilon_m \} \) decaying as (or slower than) \( (\log m)^{1+\kappa} / \sqrt{m} \) for every \( \kappa > 0 \). Regarding the convergence in probability rates, we note that the upper bounds in (21) and (22) are not required to be summable in this case. Therefore, any \( \{ \epsilon_m \} \) decaying as (or slower than) \( (\log m)^{1/2+\gamma} / \sqrt{m} \) works, concluding the claim.

**Appendix B**

**Proof of Theorem 5**

Recall that \( \Pi \) denotes the set of subsets of \([0, 1]\) that can be written as a finite union of disjoint open intervals, \( r_0 = \sum_{i=1}^{N} q(i) r_0^{(i)} \). Consider the map \( \mathcal{T} : \Pi^N \rightarrow r_0^* \Pi \) given by

\[(\Gamma^{(1)}, \ldots, \Gamma^{(N)}) \mapsto \bigcup_{i=1}^{N} \left\{ \sum_{j=0}^{i-1} q(i) r_0^{(j)} \right\} + q(i) r_0^{(i)} \Gamma^{(i)} , \]

where \( q(0) = 0 \) and \( r_0(0) := 0 \). In words, this map normalizes and merges (potential) rejection regions from different nodes into an element of \( r_0^* \Pi \). It is straightforward to observe that this map is injective and the image of the map is

\[
\text{Im}(\mathcal{T}) = \left\{ \Psi \setminus \bigcup_{i=1}^{N-1} \left\{ \sum_{j=1}^{i} q(j) r_0^{(j)} \right\} : \Psi \in r_0^* \Pi \right\} ,
\]

where we need to remove the endpoints of the intervals since \( \Gamma^{(i)} \)'s are unions of open intervals.

Let \( \nu(\Gamma) := \lim_{\|\Gamma\| \rightarrow \infty} \frac{\mathcal{P}(\Gamma) - 1}{\|\Gamma\|} \) and \( \mathcal{P}(\Gamma) := \lim \text{power}(\Gamma) \) denote the probability of false rejection and asymptotic power for a fixed \( \Gamma \in \Pi^N \). Notice that we have

\[
\nu(\Gamma) = \sum_{i=1}^{N} q(i) r_0^{(i)} \nu(\Gamma^{(i)}) = \sum_{i=1}^{N} \nu(q(i) r_0^{(i)} \Gamma^{(i)}) = \nu(\mathcal{T}(\Gamma)), \quad \text{for all } \Gamma \in \Pi^N ,
\]

where \( \nu \) denotes the Lebesgue measure. The asymptotic power can be expressed as follows,

\[
\mathcal{P}(\Gamma) = \frac{1}{r_0^*} \sum_{i=1}^{N} \int_{r_0^{(i)}} q(i) r_0^{(i)} f_i(u) \nu(du)
\]
that the unique maximizer of (26) up to null sets. We note that where (a) follows from (27) and Observe that according to Assumption 7, \( \int \psi(\tau) \ d\nu \leq 1 \) \( \tau \to \infty \), \( \psi \), \( \nu \), and PDF of a one-sided p-value computed for Cauchy statistic with respect to \( H \) denotes the CDF of \( \Phi(x) = \frac{1}{2} \left( 1 + \tan^{-1} \left( \frac{x}{\mu} \right) \right) \) \( \mu, G, \Phi \) and scale \( \sigma = 1 \). The CDF and PDF of a one-sided p-value computed for Cauchy\((\mu, 1)\) statistic with respect to \( H_0 : \mathcal{N}(0, 1) \) is given as follows [19] for \( t \in (0, 1) \).

\[
F_{G, \mu}(t) = Q(Q^{-1}(1 - t) - \mu) \quad \text{and} \quad f_{G, \mu}(t) = -e^{-\mu^2/2}e^{\mu Q^{-1}(t)},
\]

where \( Q(t) = 1 - \Phi(t) \) and \( \Phi \) denotes the CDF of \( \mathcal{N}(0, 1) \).

Let \( H_{C, \mu}(t) = 1/\pi \tan^{-1} (t - \mu) + 1/2 \) denote the CDF of a Cauchy statistic with location \( \mu \) and scale \( \sigma = 1 \). The CDF and PDF of the one-sided p-value computed for Cauchy\((\mu, 1)\) statistic with respect to \( H_0 : \text{Cauchy}(0, 1) \) is given as follows.

\[
F_{C, \mu}(t) = 1 - H_{C, \mu} \left( (1 - H_{C, 0})^{-1}(t) \right) = 1 - H_{C, \mu}(\cot(\pi t)) = \frac{1}{2} - \frac{1}{\pi} \tan^{-1}(\cot(\pi t) - \mu),
\]

\[
F_{C, \mu}(t) = \frac{d}{dt} F_{C, \mu}(t) = \frac{\cot^2(\pi t) + 1}{(\cot(\pi t) - \mu)^2 + 1}.
\]
