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Grouping objects into clusters based on similarities or weights between them is one of the most important problems in science and engineering. In this work, by extending message passing algorithms and spectral algorithms proposed for unweighted community detection problem, we develop a non-parametric method based on statistical physics, by mapping the problem to Potts model at the critical temperature of spin glass transition and applying belief propagation to solve the marginals corresponding to the Boltzmann distribution. Our algorithm is robust to over-fitting and gives a principled way to determine whether there are significant clusters in the data and how many clusters there are. We apply our method to different clustering tasks. In the community detection problem in weighted and directed networks, we show that our algorithm significantly outperforms existing algorithms. In the clustering problem when the data was generated by mixture models in the sparse regime we show that our method works all the way down to the theoretical limit of detectability and gives accuracy very close to that of the optimal Bayesian inference. In the semi-supervised clustering problem, our method only needs several labels to work perfectly in classic datasets. Finally, we further develop Thouless-Anderson-Palmer equations which reduce heavily the computation complexity in dense-networks but gives almost the same performance as belief propagation.
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I. INTRODUCTION

Clustering is one of the core problems in unsupervised learning and plays an important role in science and engineering [1]. It aims to group nodes into clusters in such a way that similar items are put into the same group, while different items are put into different groups. A common approach is to encode the similarity relationships into a similarity graph, with nodes representing items and weighted edges carrying the similarities. Thus the problem is closely related to clustering in the similarity graph, so-called community detection in weighted networks.

With a long history, many different clustering methods have been proposed [2–4]. These include algorithms that optimize an objective function (with an example of the famous K-means algorithm [5] which optimizes distances between data points to their putative centers using a scalable expectation-maximization method); generative modeling [6] which assumes that the data points are generated by an underlying distribution then turns the clustering problem into a statistical inference problem; and spectral clustering method [7–10] which uses spectral properties of the linear operator associated with the data.

Despite a large variety of methods, there is so far no single algorithm works perfectly in all applications. K-means algorithm is fast and is guaranteed to converge, however, it does not work if the clusters are non-spherical. The expectation-maximization algorithm used by the K-means algorithm typically has many possible fixed points, making its performance depend on the initial condition. Methods based on optimizing a goodness-to-fit objective are prone to overfit, finding clusters even when there is no significant structure [11]. Generative modeling is widely used in unsupervised learning tasks, however, it is not easy to choose a correct model having good capability while being easy to perform statistical inference. One also has to be very careful about the over-fitting problem when the model has many parameters. Moreover, a typical drawback for most clustering algorithms is that they do not provide a principled way to choose the number of clusters, as the objective function is usually a monotone function of the number of groups. This is because for clustering algorithms which optimize an objective function, the objective function can usually be converted to a log-likelihood (or negative log-likelihood) of a generative model, thus optimizing the objective function amounts to maximum-likelihood inference of a generative model. We refer to [11, 12] for examples. The likelihood function describes how well the data is fit by the model. It is well known that without proper regularizations or model selection method such AIC or BIC, maximum likelihood value is usually an increasing function of number of parameters, i.e. more complex the model is, the better power it could fit. Increasing number of groups results to increasing number of parameters of the model, hence results to increase of the maximum (or minimum) possible value of objective function. Thus one needs to specify the number of clusters based on hypothesis testing or adopt an alternative model selection procedure.

Another challenge for standard methods is the data sparsity, that with $n$ items we do not have all $n^2/2$ pairwise measurements, but only a small fraction of them. That is, the similarity graph is sparse. The data sparsity is motivated when the similarity measurements are expensive or difficult to obtain (consider computing similarity of two high-resolution images), or hard to store when the number of items is huge. Another motivation is to speed up the computation using a sampling of measurements [13], when a small fraction of pairwise measurements is enough to reveal the clustering structures.

In this work, we propose to solve the problem of data sparsity, overfitting, and determining the number of groups jointly using tools of statistical physics. We map the problem onto the Potts model, giving a Gibbs measure at a finite temperature, then solve the marginals of the Boltzmann distribution using belief propagation (BP) algorithm, which is derived from cavity method of statistical physics. By analyzing the stability of the fixed points of belief propagation equations, we can separate the phase diagram into paramagnetic phase, retrieval phase and spin glass phase. This gives us a principled method of deciding whether there are statistically significant clusters in the data, detecting the clusters, and determining the number of clusters. The linearization of the BP algorithm also gives a fast spectral clustering algorithm that works almost as good as BP, with analytically analyzable spectrum properties. Our algorithms have computational complexity linear in a number of pairwise similarities, hence is highly scalable if the number of measurements is linear to a number of items. When the number of measurements is large (i.e. the weighted or similarity graph is dense), we also develop the Thouless-Anderson-Palmer equation where the computational complexity linear to system size.

We notices that the Potts model have been used for a long time for the inference task, such as in [14], and for clustering by Blatt, Wiseman and Domany in 1996 [15–17]. However their clustering methods based on Potts model is much different from this work. First, in [15–17] the interactions of the Potts model are non-negative, leading to a ferromagnetic model, while our model uses introduces both positive and negative interactions, hence displays a richer phase diagram including spin glass phase. Moreover, the method in [15–17] adopts Monte-Carlo methods using Swendsen-Wang algorithm. The algorithm is known to work well on plainer graphs in, for example, 2 dimensional lattices. However for general weighted/similarity clustering problems defined in a high-dimensional space, or on real-world (usually sparse) similarity graphs, block updates such as Swendsen-Wang algorithm have a low acceptance rate and hence is not guaranteed to be efficient. In contrast, our method relies on mean-field theory and message passing.
equations, which give linear computational complexity in sparse graphs (using belief propagation) and dense graphs (using TAP equations).

Our approach is built upon recently developed message passing algorithm [11] and spectral algorithms [18] for community detection in unweighted networks. In the unweighted networks the Modularity [19] is a standard measure of community structure and corresponds to log-likelihood of the degree-corrected stochastic block model [11, 24]. However Modularity does not apply to our case where similarities (weights) are present. Actually we do not have a standard measure of clustering, thus sometimes we need semi-supervision to guide the algorithm, as we demonstrate in Sec. IV. Although the spectral algorithm using non-backtracking matrix [18] can be trivially extended to weighted graphs by using straightforwardly the weights rather than 1 in defining the non-backtracking operator, it is clearly sub-optimal in some well-defined clustering problems. We will show that the weighted non-backtracking operator obtained by linearizing the proposed belief propagation algorithm resolves this problem.

To evaluate the performance of our proposed algorithm, we consider the synthetic model of Gaussian mixtures in the sparse regime where optimal statistical inference algorithms exist. We show that our algorithm works almost as good as the optimal inference algorithm, all the way down to the theoretical limit of detection, while do not require parameters of the model, as opposed to the optimal Bayesian inference methods which do require parameters of the model. Then we show applications of our method in several clustering problems, including semi-supervised clustering on standard datasets, and community detection in weighted and directed networks where we demonstrate that our method significantly outperforms existing methods such as Louvain, Infomap and Oslom.

The following text is organized as follows. In Sec. II we describe in detail our methods. These include belief propagation algorithm for data clustering, its associated non-backtracking operator, analysis of phase diagram, and how to determine the number of clusters. In Sec. III we apply our method to several problems, including clustering in the mixture of Gaussians in sparse regime, semi-supervised clustering in classic problems and community detection in weighted and directed networks. We conclude in Sec. VI.

II. METHOD

We consider clustering of $n$ nodes into $q$ groups. An item $i$ takes a discrete group number $t_i \in \{1,...,q\}$, interacting with another item $j$ with the pairwise similarity measurement $\omega_{ij}$. In this work we consider that some pairs of similarities are unknown, so the similarity graph is sparse. Therefore we can treat the system as a sparse Potts model, with each group assignment $\{t\}$ being a Potts configuration. We note that our method obviously works as well when all $n(n-1)/2$ pairs of similarities are given, i.e. the similarity graph is fully connected. In Sec. IV we discuss the possible speed-up of our method in the fully-connected case. We set the chosen objective function $Q(\{t\})$ that we want to optimize as negative Hamiltonian $-E(\{t\}) = Q(\{t\})$ of the Potts model, and assign to partitions a Boltzmann distribution at a finite inverse temperature $\beta$:

$$P(\{t\}) = \frac{1}{Z} e^{\beta Q(\{t\})},$$  \hspace{1cm} (1)

with partition function written as $Z = \sum_s e^{\beta Q(\{s\})}$. The function of the introduced temperature is tuning the energy level so that significant clustering can emerge, as we will demonstrate in Sec. II. It is easy to see that with $\beta = 0$, i.e. at an infinite temperature, every partition has the same probability $1/q^n$, whereas at zero temperature $\beta \rightarrow \infty$, only partitions that optimize the $Q(\{t\})$ have finite measure.

Here we treat similarities as random variables. Notice that in the real-world data where we usually observe different similarities between pairs of variables without accessing the real process of generating the similarities, random variables would be the most unbiased assumption. Of course, if we have prior knowledge on the similarities, we would be able to use them. Actually, our method do not necessarily need the similarities to be a random variable. An example is that in the Stochastic Block Model with a uniform similarities on a (structured) random graph, our algorithm reduces to known algorithms which works as good as optimal algorithms.

Once the set of similarities $\{\omega_{ij}\}$ between pairs of nodes are given as weights, we use the internal-weights as the objective function to measure the quality of the partition:

$$Q(\{t\}) = \frac{1}{m} \left( \sum_{\langle ij \rangle \in \mathcal{E}} \omega_{ij} \delta_{t_i t_j} - \sum_{\langle ij \rangle} \overline{\omega} \delta_{t_i t_j} \right),$$ \hspace{1cm} (2)

where $\mathcal{E}$ represents the set of all edges in the similarity graph, $m$ is the number of edges, and $\overline{\omega} = 2 \sum_{\langle ij \rangle \in \mathcal{E}} \omega_{ij}/n^2$ is the averaged mean weight. We can check that the definition of internal-weights guarantees that for a random partition $t$, the expectation of internal-weights is
\[ m \mathbb{E} (Q(\{\bar{t}\})) = \mathbb{E} \left( \sum_{(ij) \in \varepsilon} \omega_{ij} \delta_{t_i, t_j} \right) - \mathbb{E} \left( \sum_{(ij) \notin \varepsilon} \omega_{ij} \delta_{t_i, t_j} \right) = 0. \]

Therefore, larger value of \( Q(\{t\}) \) represents larger deviation of \( \{t\} \) from a random partition.

## A. Belief propagation algorithm

The marginal distribution of Boltzmann distribution Eq. (1) is in general difficult to solve, so we aim to approximately compute marginal distribution \( \{\psi_{t_i}\} \) using approximations, then assign to each node its most likely group according to its marginal distribution. As we consider the case where the similarity graph is sparse, the best approximation that we could take is the Bethe approximation which approximate the Boltzmann distribution Eq. (1) as

\[
P(\{t\}) \approx \tilde{P}(\{t\}) = \prod_{(ij)} \psi_{t_i, t_j}. \tag{3}
\]

Here \( \psi_{t_i, t_j} \) denotes two-point marginals of variable \( i \) and \( j \), and \( d_i \) is the degree (number of neighbors) of node \( i \) in the similarity graph. The Bethe approximation is exact when the similarity graph is a tree and a good approximation when the similarity graph is sparse. Based on Eq. (3), one can write the Bethe free energy as a good approximation to the true free energy \(-\frac{1}{\beta} \log Z\), then derive a message passing algorithm, so-called belief propagation, that minimizes the Bethe free energy [20, 21].

Using the conditional marginals (or messages) \( \psi^{i \to j}_{t_i, t_j} \), BP equation is written as

\[
\psi^{i \to k}_{t_i, t_k} = \frac{1}{Z_{i \to k}} \prod_{j \in \partial i \setminus k} \sum_{t_j = 1}^{q} e^{\beta \omega_{ij} \delta_{t_i, t_j}} \psi^{j \to i}_{t_j} \prod_{l \neq i, t_l = 1}^{q} e^{-\beta \omega_{il} \delta_{t_l, t_i}} \psi^{l \to i}_{t_l} \tag{4}
\]

where \( \partial i \setminus k \) denotes the neighbors of node \( i \) except for node \( k \), and \( Z_{i \to k} \) is the normalization constant. In the language of cavity method [20], the message \( \psi^{i \to j}_{t_i, t_j} \) means the marginal probability that node \( i \) belongs to group \( q_i \) in the absence of node \( j \). The first term in (4) represents the interactions between node \( i \) and its neighbors, while the second term represents the weak interactions between node \( i \) and all others. Since there is interaction between each pair of nodes, the computational complexity of one update of all messages is \( O(n^2) \). In the case of sparse similarity graphs on which we mainly focus in our work, we can greatly reduce the computational complexity by doing mean-field approximation to the overall weak interactions between every pair of nodes (detailed derivations can be found in Appendix A):

\[
\psi^{i \to k}_{t_i, t_k} \approx \frac{e^{h(t_i)}}{Z_{i \to k}} \prod_{j \in \partial i \setminus k} (1 + \psi^{j \to i}_{t_j} (e^{\beta \omega_{ij}} - 1)) \tag{5}
\]

where \( h(t) = -\beta \omega \sum_{j} \psi^{j}_{t_j} \) is the field representing the effect of all the other nodes to the node \( i \). With this approximation the computational complexity is reduced to \( O(m) \), i.e. linear in the number of edges.

After iterating the messages until they converge or exceed a specified maximum number of iterations, we can compute marginals of each node using

\[
\psi^{j}_{t_j} = \frac{e^{h(t_j)}}{Z_j} \prod_{j \in \partial h} (1 + \psi^{j \to i}_{t_j} (e^{\beta \omega_{ij}} - 1)), \tag{6}
\]

then obtain the partition \( \{\bar{t}\} \) by assigning each node to the group of which its marginal is the largest. We define the internal weight of the obtained partition \( Q \{t\} \) retrieval weights. From Eq. (5) we observe that BP equation always has a fixed point

\[
\psi^{i \to j}_{t_i, t_j} = \psi^{j \to i}_{t_j, t_i} = \frac{1}{q}, \tag{7}
\]

that we call the factorized fixed point or paramagnetic fixed point. This fixed point actually comes from the permutation symmetry of the system, only carrying information that each node is equally likely to be in every group. One can
show that the paramagnetic fixed point is the only fixed point when the temperature is high, i.e. $\beta$ is close to 0. With a large $\beta$ the paramagnetic fixed point could be unstable. Then there may exist another fixed point that dominates the Gibbs measure, or too many fixed points that BP jumps back and forth hence fails to converge. Depending on convergence properties of BP and the value of the retrieval weights $Q(\{t\})$, we can divide the phase diagram into three phases:

- Paramagnetic phase, where BP converges to the paramagnetic solution, and every partition has the same weight hence by definition retrieval weights $Q(\{t\}) = 0$.
- Non-convergence phase, where BP does not converge. If the underlying graph is a sparse graph, the non-convergence of BP reflects that the spin-glass susceptibility diverges, and replica symmetry is broken [22]. In this phase $Q(\{t\})$ has a fluctuating value and depends on the initial conditions.
- Retrieval phase, where BP converges to a non-factorized fixed point, with a non-vanishing retrieval weights $Q(\{t\})$.

These phases represent different structures in the data: the paramagnetic phase reflects the permutation symmetry of the system, spin glass phase represents the random structure of noise, and the retrieval phase represents the significant clustering structure in the data. The typical phase diagram is that at low $\beta$ regime system is in the paramagnetic phase. With $\beta$ increases, the paramagnetic fixed point becomes unstable and the system enters either the retrieval phase or the spin glass phase, depending on whether there exists statistically significant clustering structure and how strong it is relative to the random structure. It is known that in some models with a clustering structure, e.g. the stochastic block model [6], the model is not distinguishable from a random graph from any test, in other words, contiguous to random graphs [23], if the planted partition exists but is not strong enough.

### B. Existence of the statistically significant clustering structure

The goal of our algorithm is to find the statistically significant clustering structure, which is represented by the retrieval phase. The first step is to determine whether the retrieval phase exists. Naively we can scan the whole range of $\beta$, trying to find the retrieval phase where BP converges and $Q(\{t\}) > 0$. This procedure is actually fast because one can use a binary search. However, we can be smarter by making use of the fact that when the paramagnetic fixed point becomes unstable, the system will jump to either the retrieval phase or the spin glass phase. This is to say that we only need to check the inverse temperature where the system is supposed to enter spin glass phase from the paramagnetic phase, the spin-glass transition $\beta^*$: if BP converges at $\beta^*$ and $Q(\{t\}) > 0$, we conclude that system has a retrieval phase, otherwise system has no retrieval phase.

The spin-glass transition can be calculated analytically by analyzing stability of the paramagnetic fixed point under random perturbations. Suppose we give a perturbation with zero mean and unit variance to the paramagnetic fixed point becomes unstable, the system will jump to either the retrieval phase or the spin glass phase. This is to say that we need to check the inverse temperature where the system is supposed to enter spin glass phase from the paramagnetic phase, the spin-glass transition $\beta^*$: if BP converges at $\beta^*$ and $Q(\{t\}) > 0$, we conclude that system has a retrieval phase, otherwise system has no retrieval phase.

These phases represent different structures in the data: the paramagnetic phase reflects the permutation symmetry of the system, spin glass phase represents the random structure of noise, and the retrieval phase represents the significant clustering structure in the data. The typical phase diagram is that at low $\beta$ regime system is in the paramagnetic phase. With $\beta$ increases, the paramagnetic fixed point becomes unstable and the system enters either the retrieval phase or the spin glass phase, depending on whether there exists statistically significant clustering structure and how strong it is relative to the random structure. It is known that in some models with a clustering structure, e.g. the stochastic block model [6], the model is not distinguishable from a random graph from any test, in other words, contiguous to random graphs [23], if the planted partition exists but is not strong enough.
with the largest eigenvalue being

\[ \eta_{ij} = \frac{e^{\beta \omega_{ij}} - 1}{e^{\beta \omega_{ij}} + q - 1}. \]  

(12)

Since here we consider a sparse similarity graph, the graph is assumed to have a locally-tree-like property. Then after \( \tau \) steps iteration of BP equation Eq. (5), the perturbation is propagated to (on average) \( \hat{c}^\tau \) neighbors through \( \hat{c}^\tau \) distinct paths. For each path the perturbation that arrives at the end would be \( \epsilon_i \eta_{12} \eta_{23} \ldots \eta_{(\tau-1)\tau} \). Sum of all perturbations at the end of each path is a random variable with mean 0 and variance

\[ \mathbb{V}_\tau = \langle \eta_{ij}^2 \rangle_{\omega_{ij}}^{\tau} \hat{c}^\tau. \]  

(13)

Here \( \langle \cdot \rangle_{\omega_{ij}} \) denotes averaging over \( \omega_{ij} \), \( \hat{c} \) denotes average excess degree given degree distribution \( p(d) \):

\[ \hat{c} = \sum_{d=1}^{\infty} dp(d) \frac{(d-1)}{e} = \frac{(d^2)}{e} - 1. \]  

(14)

If \( \mathbb{V}_\tau > 1 \), random noise will propagate in the system, and paramagnetic fixed point is not stable. Thus the spin-glass transition temperature can be obtained by solving the following equations.

\[ \left( \frac{e^{\beta^* \omega_{ij}} - 1}{e^{\beta^* \omega_{ij}} + q - 1} \right)^2_{\omega_{ij}} \hat{c} = 1. \]  

(15)

C. The non-backtracking operator

As what has been investigated in [18, 24], when a system has permutation symmetry, linearizing the BP equation at the paramagnetic fixed point results to an efficient spectral algorithm using the so-called non-backtracking operator. Again we analyze the stability of the factorized solution by linearizing the cavity marginals:

\[ \psi_i^{i \rightarrow j} = \frac{1}{q} + \Delta_i^{i \rightarrow j}. \]  

(16)

Notice that the difference between the last equation to Eq. (8) is that \( \Delta_i \) does not represent a zero-mean noise, but a perturbation in the direction of the clustering structure. The iterating equation of linearized belief propagation can be written as

\[ \Delta_i^{i \rightarrow j} := \sum_{k \in \partial i \setminus j} \sum_{t_k} T_{t_{i},t_{k}}^{i \rightarrow j,k \rightarrow l} \Delta_k^{k \rightarrow l}, \]  

(17)

where := denotes equality up to a constant. The matrix \( T \) is given by Eq. (11), and can be re-written as

\[ T_{t_{i},t_{k}}^{i \rightarrow j,k \rightarrow l} = B_{i \rightarrow j,k \rightarrow l} \otimes I_{q \times q} + \frac{1}{q} B_{i \rightarrow j,k \rightarrow l} \otimes J_{q \times q}, \]  

(18)

where \( \otimes \) denotes the tensor product, \( I_{q \times q} \) and \( J_{q \times q} \) are \( q \times q \) identity matrix and all-one matrix respectively. Here we introduce the \( q \times q \) non-backtracking matrix \( B \)

\[ B_{i \rightarrow j,k \rightarrow l} = \delta_{il}(1 - \delta_{kj}) \frac{e^{\beta \omega_{ij}} - 1}{e^{\beta \omega_{ij}} + q - 1}. \]  

(19)

Therefore, if we represent the vector of deviations (whose length is \( 2m \times q \)) by \( \Delta = \{ \Delta_i^{i \rightarrow j} | t \in \{1, 2, \ldots, q\}, (i, j) \in \mathcal{E} \} \), its update equation is written as

\[ \Delta := B \otimes I_{q \times q} \cdot \Delta + \frac{1}{q} B \otimes J_{q \times q} \cdot \Delta. \]  

(20)

By making use of the normalization condition \( \sum_i \psi_i^{i \rightarrow j} = 1 \) and Eq. (16), we have equality \( \sum_{t_i} \Delta_i^{i \rightarrow j} = 0 \). Then the update equation is simplified to

\[ \Delta_t := B \cdot \Delta_t. \]  

(21)
Here $\Delta_t = \{ \Delta_t^{i\rightarrow j} | (i,j) \in E \}$ is the vector of deviations on group $t$, which is of size $2m$.

From the last equation we can see that linearizing BP becomes the eigenvector problem of the non-backtracking matrix $B$. It is easy to see that $B$ is asymmetric, so its eigenvalues and eigenvectors could be complex numbers. Analogous to the non-backtracking operator of a graph [18], on the complex plane, its spectrum is mainly composed of two parts: a circle that most of the eigenvalues are confined in, and possible real-eigenvalues outside the circle. The radius of the circle, so-called the "edge of bulk", together with the leading eigenvalue $\lambda_1$ describe completely the stability of the paramagnetic fixed point of BP as well as the phases diagram of the system:

- If absolute value of the leading eigenvalue $|\lambda_1| < 1$, then system is in the paramagnetic state.
- If $\lambda_1$ is complex with $|\lambda_1| > 1$, system is in the spin-glass state.
- If $\lambda_1$ is real and greater than 1, the system is in the retrieval state. The associated real-eigenvectors can be used to detect the clustering structure.

Using technique of [18] we can compute the edge of the bulk as follows. For any matrix $B$, its eigenvalues satisfy the following inequality

$$\sum_{i=1}^{2m} |\lambda_i|^{2r} \leq \text{Tr} B^r (B^T)^r$$

where $\{\lambda_i\}$ are the $2m$ eigenvalues of $B$. Note that $[B^r (B^T)^r]_{i\rightarrow j,i\rightarrow j}$ goes from node $i$ through a $r$-length path to node $j$ and then come back to $i$ through the same path

$$[B^r (B^T)^r]_{i\rightarrow j,i\rightarrow j} = \sum_{\mathcal{P}} \prod_{(x \rightarrow y) \in \mathcal{P}} \eta_{xy}^2$$

where $\mathcal{P}$ denotes one of these paths, and $(x \rightarrow y) \in \mathcal{P}$ means all the edges in the path $\mathcal{P}$. Under the assumptions of sparsity and that correlations between edges are week, we can write the right hand side of (14) as

$$\sum_{\mathcal{P}} \prod_{(x \rightarrow y) \in \mathcal{P}} \eta_{xy}^2 = \sum_{\mathcal{P}} \langle \eta_{xy}^2 \rangle_{\omega_{ij}}^l.$$  

Therefore, the edge of bulk of eigenvalues of $B$ is

$$\kappa = \sqrt{\hat{c} \langle \eta_{ij}^2 \rangle_{\omega_{ij}}}.$$  

Since the eigenvalues of the non-backtracking matrix is closely related to the stability of paramagnetic phase of belief propagation, it characterizes the phases of the system. In more detail, when the leading eigenvalue is real, the point that it begins to be larger than 1 indicates the transition from paramagnetic to retrieval phase. If the leading eigenvalue is complex, then it means there is no stable BP fixed point, thus the point where its absolute value becoming larger than 1 indicates the paramagnetic to spin glass transition. We can see that the transition point where edge of bulk equals to 1 is identical to the condition of the spin-glass transition Eq. (15). This relation connects the edge of bulk in the spectrum of the non-backtracking operator to the spin glass transition of the Potts system, and gives another explanation on why it is sufficient to check only at $\beta^*$ for looking for the retrieval state: if system has a retrieval phase, it is easily identifiable at $\beta^*$ as the real-eigenvalue representing it has to be larger than 1.

D. Determine the number of groups

Choosing the number of groups is a classic model selection problem. A common approach is setting $q$ by optimizing the objective function. However, it is known to be prone to overfitting. For example, the objective function is always optimizable even in a random graph, and is an increasing function of $q$, whereas the correct group number is $q = 1$ in the random graphs. Other approaches use penalty term such as entropy or description length [25] to regularize the model. However entropy penalizations, which actually choose $q$ by minimizing the free energy, usually requires that
In the model, data is constructed with $n$ items in $q$ preassigned clusters of equal size. Each item has a group label $t_i^*$. Thus $\{t_i^*\}$ is the ground truth or planted partition, the partition that we want to recover. Pairwise measurements are chosen uniformly at random, on a Erdős-Rényi random graph with average degree $c$. The pairwise similarity $S_{ij}$, between item $i$ and $j$, is a random variable sampled from a probabilistic distribution $P_{ij}(\omega_{ij})$ depending on $t_i^*$ and $t_j^*$. Following [27], we use the simplest setting that

$$P_{ij}(\omega_{ij}) = \begin{cases} P_{\text{in}}(\omega_{ij}), & \text{if } t_i^* = t_j^*, \\ P_{\text{out}}(\omega_{ij}), & \text{otherwise}. \end{cases}$$

(27)

And two probability distributions are chosen as Gaussian with different means, as plotted in insets of Fig. 1.

It has been conjectured in [27] that there is a detectability threshold on average number of measurements $c^*$ per item, given by

$$c^* = q \left( \int d\omega \frac{(P_{\text{in}}(\omega) - P_{\text{out}}(\omega))^2}{P_{\text{in}}(\omega) + (q - 1)P_{\text{out}}(\omega)} \right)^{-1}. $$

(28)

Below the threshold no algorithm can detect the planted partition with success better than a random guess. While with $c > c^*$, authors showed that the Bayes-optimal estimate approximated by belief propagation algorithm using correct parameters of the model achieves this threshold, and provide an asymptotically optimal accuracy.

On this model, we first examine whether our method can find retrieval state in both detectable and undetectable phases. Figure 1 provides the retrieval weights $Q(\{t\})$ and convergence time of belief propagation as functions of $\beta$ on two instances (one instance in the undetectable phase while the other one in the detectable phase) generated by the model of [27]. In the top panel, the data is in the undetectable phase, meaning no algorithm can find information of the planted partition better than a random guess. We can see from the figure that our algorithm finds that the phase diagram is composed of paramagnetic phase and non-convergence (NC) phase (which is actually the spin glass phase in this random sparse graph), separated by the transition $\beta^* \approx 1.7$, with a very good agreement with the predicted spin-glass transition Eq. (15). So our algorithm decides that there is no retrieval phase in the whole regime of $\beta$, hence reports that there is no significant clustering structure in the data. In the bottom panel of Fig. 1 the data is in the detectable phase, then we see that our algorithm indeed finds the retrieval phase in between the paramagnetic phase and non-convergence phase, which gives information of the planted partition. This confirms our theory in [11] that in practice we only need to run our algorithm once at $\beta^*$ Eq. (15) rather than checking full regime of $\beta$.

To evaluate the performance of our algorithm in accuracy of detecting the planted partition, we define the overlap between the inferred partition $\{\hat{t}\}$ and the true partition $\{t^*\}$

$$O(\hat{t}, t^*) = \max_{\pi} \frac{1}{q} \sum_{i=1}^n \delta(t^*_i, \pi(\hat{t}_i)) - \frac{1}{q}$$

(29)
FIG. 1. Retrieval weights (blue ×, left y axis) and BP convergence time (red +, right y axis) on the datasets generated by Gaussian mixture model [27] in the undetectable regime (a) and in the detectable regime (b). Both datasets have $n = 10000$ items, average number of measurements per item $c = 4$. The Gaussian weight distributions $p_{in}$ and $p_{out}$ have unit variance and zero mean for (a) (two Gaussian distribution coincide, as illustrated in the inset), and mean 0.75, −0.75 for (b), as illustrated in the inset. In panel (a), the dashed line denotes the theoretical paramagnetic to spin glass transition happens at $\beta^*$ Eq. (28). In the panel (b), two dashed lines denote two experimental transitions: paramagnetic to retrieval transition at $\beta_R \approx 1.15$ and retrieval to spin glass transition at $\beta_{SG} \approx 2.3$.

as a measure of accuracy. Here $\pi(\hat{t})$ is one permutation (among totally $q!$ permutations) of the partition $\hat{t}$. Clearly we have $0 \leq O(\hat{t}, t^*) \leq 1$, and $O(\hat{t}, t^*) = 0$ means the inferred partition is not correlated with the planted one while $O(\hat{t}, t^*) = 1$ indicates that the planted partition is fully recovered.

In Fig. 2 we plot the overlap between the planted partition and those obtained using BP and from spectral clustering algorithm using leading eigenvector of the non-backtracking operator Eq. (19), both at the spin-glass transition temperature $\beta^*$. The performances are compared to the optimal Bayesian inference results in [27]. We can see from the figure that BP and the non-backtracking operator both work all the way down to the detectability transition Eq. (28) at $c^* \approx 2.63$. While the non-backtracking operator works worse in the regime away from the transition, BP works really close to the optimal accuracy, particularly in the regime close the phase transition. Remarkably, while the optimal Bayesian inference algorithm [27] requires the knowledge of correct parameters of the model, our methods, both BP and the non-backtracking operator, do not need to know the parameters.

FIG. 2. Comparison of accuracy (evaluated using overlap Eq. (2)) of belief propagation (BP), spectral clustering using the non-backtracking operator (B) and Bayes-optimal results (Optimal) in [27]. Each point is averaged over 10 realizations of size $n = 100,000$, and Gaussian weight distributions $\omega_{in}, \omega_{out}$ with means 0.75 and −0.75 respectively and unit variance. The theoretical transition Eq. (28) is at critical average degree $c^* \approx 2.63$. 
In Fig. 3 we plot retrieval weights $Q$ for different values of group number $q$ as a function of $\beta$ for two datasets generated by the Gaussian mixture model with 3 and 4 groups respectively. As we can see that, in both networks, the retrieval weights at the correct number of groups $Q$ archives its maximum value, and the retrieval phase has the widest regime. Therefore on these two examples, our method of determining a number of groups (as in Sec. II D) gives correct group number.

In Fig. 4 we draw spectrum of the non-backtracking operator $B$ (Eq. (19)) at the spin-glass transition $\beta^*$ of four datasets generated using Gaussian mixtures with $q = 1, 2, 3, 4$ groups respectively. Since matrix $B$ is asymmetric, the spectrum is defined on the complex plane. The black circle in each figure is the theoretical prediction of edge of bulk given by Eq. (26), and we can see that it fits very well with the numerical results in all 4 figures. The figures also illustrate that the number of real eigenvalues outside the bulk gives the number of groups in the datasets. We have checked that this is nicely consistent with results given by maximizing the retrieval weights as proposed in Sec. II D.

For similarity problems there is a very popular and classic method, name Affinity Propagation (AP) [3] which is also based on message passing, so we would like to compare the performance of our algorithm against affinity propagation. Since affinity propagation is designed for fully-connected similarity graphs, to make a fair comparison we use the Gaussian mixtures with full similarity matrix. The results are shown in Fig. 5 where we can see that even on fully-connected similarity graphs, our algorithm significantly outperforms the affinity propagation. We note that over the past several years there have been many variants of the AP algorithm, while what we have compared is the original version.

B. Community detection in weighted networks and directed networks.

As we described in the Sec. II the data clustering problem in the sparse regime is closely related to the community detection in weighted networks, when we are interested in the assortative structures where weights on edges can be understood as similarities between nodes. In the field of community detection, many algorithms have been proposed, and there exist benchmark networks having ground-true communities for evaluating the performance of algorithms. In this work, we consider the widely used LFR benchmark networks [30]. The LFR model generates networks having a power-law degree distribution with exponent $\gamma$. A topological mixing parameter $\mu_t$ is introduced to tune the ratio between internal degree (number of edges connecting to the nodes in the same group) $k^I_i$ and total degree $k_i$ of a node $i$ $k^I_i = (1 - \mu_t)k_i$. The weights of node $i$ is assigned by $s_i = \sum_j \omega_{ij} = k^I_i$, with $\alpha$ being a parameter controlling the strength of weights. Then a third parameter $\mu_a$ is used to assign the internal strength $s^I_i = (1 - \mu_a)s_i$. In our numerical experiments, we fix $\gamma = 2$, $\alpha = 1$, $\mu_t = \mu_a$ and vary $\mu_t$, number of nodes $n$ and average degree $c$, to show the performances of our algorithm in different situations and compare them with existing algorithms. With other $\gamma$, $\alpha$, and $\mu_t$ values we see a qualitatively similar behavior of performance comparison.

We conduct experiments on weighted networks generated by the LFR model with $n = 10^4$ nodes, average degree $c = 10$ and $q^* = 2$ groups, and compare the performance of our algorithm with three other algorithms, Infomap [31], Oslom [32], and Louvain [33]. In all experiments, the group number $q^* = 2$ is not provided to 4 algorithms, thus every algorithm determines the number of groups by itself. Since usually different algorithms eventually find different $q$ values, which are quite different from $q^*$, it is not possible to use overlap (Eq. (25)) to characterize the accuracy of
community detection. So we adopt the relative normalized mutual information (rNMI) \[29\] between the ground-true partition and the detected partition to characterize the accuracy. The reason that we use rNMI rather than the normalized mutual information (NMI) \[34\] is that: Infomap usually gives a large number of groups, and NMI has a systematic bias to a large group number \[29\]. The rNMI is actually the NMI with the bias extracted, hence is more suitable for measurement for this task.

The results are shown in Fig. 6. From the panel (a) we can see that our algorithm always gives a larger rNMI value than Infomap, Oslom and Louvain. In the parameter regime with \( \mu_t > 0.15 \), Infomap, Oslom and Louvain do not work at all, finding partitions that have almost 0 rNMI, while our algorithm gives a large rNMI until \( \mu_t > 0.21 \). In panel (b) of Fig. 6 we plot the number of groups that are determined by different algorithms on networks with \( q^* = 2 \) groups and varying \( \mu_t \). We can see that the number of groups found by our algorithm is very close to the ground-true value \( q^* = 2 \), while other algorithms report significantly much larger values. Particularly, the Infomap algorithm gives a huge number of groups which means it actually tends to break the large network into many small parts. Figure 7 again gives a different view of the results, with the left panel comparing the performance of algorithms on LFR networks with a varying number of nodes \( n \) and right panel comparing that with varying average degree \( c \).

From the panel (a) we can see that our algorithm is not sensitive to system size, giving accuracy close to 1 in all cases, while the accuracy of Infomap and Louvain fall quickly when system size is increased (while average degree is fixed). The panel (b) of Fig. 7 shows that Infomap and Louvain do not work in the whole regime, and Oslom requires average degree larger than 10, while our algorithm performs well in all regime, giving almost perfect detection when the average degree is greater than 6.

We also compared our algorithm with the recently developed method of Peixoto \[35\]. Peixoto’s method is based on series of his work \[25, 36, 37\] of hierarchical non-parametric Baysian methods in community detection, which become quite popular in recent years. We have performed extensive comparison between our algorithm and method in \[35\], the typical result is that on dense networks two algorithm perform similarly, while in sparse networks our algorithm

FIG. 4. Spectrum of non-backtracking matrix Eq. (19) (at the spin-glass transition \( \beta^* \)) on the complex plane for datasets generated by the Gaussian mixtures \[27\]. These datasets have 1000 items. For (a), (b), (c) and (d), the average measurements per item are 4, 4, 7, the number of groups are 1, 2, 3, and 4 respectively. The black circles are theoretical predictions Eq. (26) of edge of the bulk.
performs considerably better. For an example the comparison results on sparse Gaussian mixtures are shown in Fig. 5, where we can see from the left panel that with average degree low, our algorithm works much better. We notice that in the figure one can observe that Peixoto’s method has a large variance. We think this is a quite general phenomenon when an algorithm, which does not target particularly the sparsity, is applied to sparse graphs. Actually notice that in Fig. 10 where the Leight-Newman algorithm is applied to sparse graphs, and in Fig. 12 where the Thouless-Anderson-Palmer equation (which are essentially a dense approximation to our BP method) is applied to sparse graphs, the similar phenomenons are observed as well. We have also seen the similar phenomenon in clustering sparse graphs using spectral algorithm based on the adjacency matrix, see for example in Fig. 4 of reference [18].

Moreover, the right panel of Fig. 8 illustrates that our method is much (almost 1000 times) faster than method in [35], especially in large networks, due to the difference in efficiency between our message passing technique and the MCMC method used in [35].

To test our algorithm on real-world network, we ran our algorithm on the network composed of co-occurrences of
FIG. 7. Performance comparison of different algorithms on community detection in weighted networks generated by the LFR model, with varying size (a) and varying sparsity (b). In panel (a), the true number of groups is $q^* = 4$, average degree is fixed to $c = 10$, $\mu_t = \mu_w = 0.1$, number of nodes is varying. In panel (b), number of nodes is $n = 10^4$, true number of groups is $q^* = 2$, $\mu_t = \mu_w = 0.1$, and average degree of networks are varying. Every point in the figures is averaged 50 instances.

FIG. 8. Performance comparison between our belief propagation algorithm (BP) and hierarchical Bayesian method of Peixoto [35] on sparse Gaussian mixtures. In-group and out-group Gaussian distributions have unity variance and mean $\rho_{in} = 5.75$ and $\rho_{out} = 4.25$ respectively. In the left panel we plot the accuracy of clustering using overlap by restricting two methods to use $q = 2$ groups. The graph has $n = 500$ nodes, and varying average degree. In the right panel, the computational time for two algorithms are plotted for networks with average degree fixed to $c = 15$ and varying system size. Each point in the figure is averaged over 10 instances, the implementation of [35] was downloaded from Tiago Peixoto’s website.

major characters in Victor Hugo’s novel ‘Les Misérables’. In the network a node represents a character and an edge between two nodes shows that these two characters appeared in the same chapter of the book. The weight of each link indicates how often such a co-appearance occurred. We have tested our algorithm on both weighted version and unweighted version (which sets all the weights to 1) of the network, and found that the results (which are plotted in Fig. 9) are quite different: In results obtained by our algorithm on the unweighted version, the Bishop Myriel, his sister, their housemaid together with seven other characters, including Myriel’s father and the general of Myriel’s father in war, are in one big community; while in the results on the weighted version, Myriel, his sister, and their housemaid are in one group, while the other seven characters are in another group. We noticed that the three characters, Myriel, his sister, and their housemaid frequently interact in the book, which corresponds to heavy weights on edges between them, while the other seven characters only communicate with them separately once or twice, which corresponds to very light weights. In the weighted version, the frequency of interaction between characters are taken into account, therefore the three semi-important characters, Myriel, his sister, and their housemaid are grouped together, while the other seven characters are in another group; however in the unweighted version where all links are considered to be equal, the information of the strength of interactions are lost. Therefore the ten characters are considered to belong to one group inappropriately. We then conclude that on the network of ‘Les Misérables’ our algorithm on weighted network successfully captures the community information given by weights on the edges and give more reasonable results than simply using the unweighted network.

The last application we examine is the community detection in directed networks. It is well known that one way
to detect communities in directed networks is to treat it as a weighted network \[38\], giving different weights to direct (having one direction) and indirect edges (having two directions). Here we simply give an edge having both direction weight 2, and give an edge having only one direction weight 1. It is a relatively simple strategy but we find it already works well with our algorithm for the converted weighted networks that we have tested. We evaluate our method by comparing its performance to the famous Leicht-Newman algorithm \[39\] which is a spectral algorithm using eigenvectors of the directed Modularity matrix. The benchmark networks we use are directed LFR networks \[30\], the results are plotted in Fig. 10. From the figure, we can find that our algorithm performs better in all regimes than Leicht-Newman algorithm with a different average degree, and with different noise parameters \(\mu_t\).
IV. CLUSTERING ON GEOMETRIC DATASETS AND SEMI-SUPERVISED CLUSTERING

In some real-world clustering problems, a good objective function or similarity measures are hard to choose. For example in the classic datasets of moons, spirals and two rings, as shown in Fig. 11, although the clusters are very clear to human beings, those commonly used objective functions such as distance between items in the same group do not work well, due to the non-spherical properties of clustering structures.

In this case, data does not come with well-defined similarities, we need to choose a $W_{ij}$ using distance between a pair of nodes. In our experiments, we have tried several definitions of similarities, and we found that the inverse geodesic distance [40] works best than other choices such as Gaussian kernels.

In some hard instances such as Spirals, as shown in Fig. 11, BP still does not give good-enough results, this means the similarity function or kernel function is not chosen optimally. In these cases, we need to use a small fraction of labels (true group memberships) to guide the algorithm. This approach is called semi-supervised clustering [41]. In our method, the carefully designed objective function can be integrated smoothly into our belief propagation equations, as we only need to redefine the similarities. For semi-supervised clustering using true label, $t_i$ is also easy in our method, because in BP (as adopted in [42]) we can fix the marginals of item $i$ and cavity marginals that being sent from item $i$ to its neighbors $j$ in such a way that,

$$
\psi_{i}^{t_i} = \psi_{i 	o j}^{t_i} = 1 \\
\psi_{i 
eq t_i} = \psi_{i 	o j}^{t_i} = 0.
$$

Fig. 11 shows results of semi-supervised clustering using our method on classic toy datasets of moons, spirals, and two circles. Different colors represent different groups given by our method using the inverse of geodesic distance [40] as similarity measure. From figures, we can see that BP successfully detect the human-intuitive clustering in panel (a) and (b). In panel (c) of the figure using geodesic distance does not give a good result, so we further use 2 true-labels, each in a circle, in the semi-supervised procedure. This leads to a perfect clustering into two circles.

V. CLUSTERING IN THE DENSE NETWORKS USING THE THOULESS-ANDERSON-PALMER EQUATIONS

In above sections, we have shown the performance of our method in several applications in the sparse regime, where the number of measurements, i.e. the connectivity of the weighted network is small. However, when the weighted network is dense, belief propagation algorithm which scales linearly in a number of edges would be too slow. In this section we target at resolving the non-scalable problem of BP in dense graphs by deriving the Thouless-Anderson-Palmer (TAP) equations [43] which gives a good approximation to BP in dense graphs while is much faster.
TAP equations have been widely used for studying macroscopic properties of mean-field systems in retrieval phase and in spin glass phases. There are at least two ways to derive the TAP equations, first way is via the Plefka expansions where the Legendre transform of the free energy at high temperature is expanded and truncated to second-order term; and the second way is adopted here, where belief propagation equation is first approximated at high-temperature to relaxed belief propagation, then eliminate all the cavity messages using the Onsager reaction terms. The reason that we derive TAP is that it is much faster than BP while only a little less in-accurate than BP in the dense graphs, as illustrated in Fig.9.

Notice that although the update equations are derived using high-temperature expansions, it is a function of $\beta$, which is not necessarily small. In other words, at a high temperature (low beta), TAP equations is equivalent to belief propagation equations. While at a low temperature, TAP equations is only an approximation to belief propagation, as it is derived by expanding belief propagation at high temperature.

Actually the approximation is very good in the dense graphs, as the paramagnetic-spin glass transition $\beta^*$ is a function of inverse average connectivity $1/\langle \xi \rangle$, hence is very small for dense graphs, vanishing at thermodynamic limit. This means a very small $\beta$ value could still be enough for system to stay in the retrieval phase.

Observe that when average degree of the network is large, marginal probability $\psi_i^t$ in Eq. (6) is close to cavity probability in Eq. (5). Thus when one can capture the difference approximately hence eliminate cavity probabilities for reducing the computational complexity. First we expand cavity messages around 0 to second order, and obtained the so-called Relaxed Belief Propagation (RBP)

$$
\psi_{t_i}^{t \rightarrow k} \approx \frac{e^{h(t_i)}}{Z_i^{t \rightarrow k}} \prod_{j \in \partial_i \setminus k} e^{\psi_{t_j}^{t} - \beta \omega_{ij}} + \frac{1}{2} [\psi_{t_j}^{t} - (\psi_{t_j}^{t})^2] \beta^2 \omega_{ij}^2
$$

(31)

$$
\psi_{t_i}^{t} = \frac{e^{h(t_i)}}{Z_i} \prod_{j \in \partial_i} e^{\psi_{t_j}^{t} - \beta \omega_{ij}} + \frac{1}{2} [\psi_{t_j}^{t} - (\psi_{t_j}^{t})^2] \beta^2 \omega_{ij}^2.
$$

(32)

Then by assuming that $\beta$ is small (which is true in the retrieval phase with average degree large), and by approximating $\psi_{t_i}^{t \rightarrow k}$ using marginal probabilities we arrive at TAP equations:

$$
\psi_{t_i}^{t} = \frac{e^{h(t_i)}}{Z_i} \prod_{j \in \partial_i} e^{\psi_{t_j}^{t} + \beta^2 \omega_{ij}^2 (\sum_s \psi_{t_j}^{s} \psi_{t_i}^{s} - \psi_{t_j}^{t} \psi_{t_i}^{t}) + \frac{1}{2} (\psi_{t_j}^{t} - (\psi_{t_j}^{t})^2))}.
$$

(33)

The detailed derivations from BP to TAP can be found at Appendix. B.

We can see from Eq. (33) that cavity probabilities are completely eliminated, and there are no messages passing along edges of the graph. Thus the number of messages is reduced from $m$ in BP to $n$ in TAP, as a consequence we can imagine that TAP are much faster than BP in dense graphs. Then the question remaining is how TAP works as compared to BP. In Fig. 12 we compare accuracy and computational time of BP and TAP in the Gaussian mixture problem. In Fig. 12 (a) the mean degree of the similarity graph is varying, we can see that surprisingly with degree larger than 6 there are already no differences between BP and TAP in accuracy. Even for very sparse similarity graphs with average degree ranging from 2 to 6, the difference in accuracy is very small. In Fig. 12 (b) computation time of BP and TAP are compared with varying average degrees, and we can see that with small average degree, TAP is slower than BP. This is because in sparse graphs TAP is a worse approximation than BP, hence requires more iterations to converge. The figure also illustrates that with average degree larger than 15, TAP becomes much faster than BP. Most importantly the computational time of TAP stays almost constant with average degree increasing, while the computational time of BP is linear increases with average degree.

In Fig 12 (c) we compare the performance of BP and TAP in accuracy with average degree fixed to 5 and varying mean weights. We can see that even in such a sparse network, TAP works closer and closer to BP when the clustering problem becomes easier with a larger mean weights.

We notice that the original derivation of TAP equations (e.g. in the Sherrington-Kirkpatrick model) was obtained by minimizing the TAP free energy, which is obtained by taking Legendre transform of the free energy at a high temperature then perform truncating at the second term. This would give identical equations to ours in our model. Notice if one performs truncating of free energy at the first term, the Naive mean-field equations (NMF) can be derived, which is the TAP equations without the Onsager reaction term. In the Appendix we derived also the NMF equations and did an overall comparison of BP, RBP, NMF, and TAP, to complete our picture of using approximations related to Belief Propagation.
VI. CONCLUSIONS AND DISCUSSIONS

We have presented a message-passing algorithm and its related spectral algorithm for the data clustering problem. Our method is based on Potts spin-glass model in statistical physics, treating a selected objective function as Hamiltonian and apply cavity method. Instead of tempting to directly maximize the objective function, our method use belief propagation to look for a retrieval phase in the whole temperature regime where the statistically significant clustering emerges. This is amount to find the consensus of many partitions with a good objective function, rather than looking for a single partition that maximizes the function. Finding consensus gives us a robust method to overcome the over-fitting problem that the optimization procedure is usually prone to. We further showed that this can be done efficiently by checking the convergence of belief propagation algorithm at the spin glass transition point and gives a mathematically principled way for determining the number of groups.

We applied our method to several clustering problems including a mixture of Gaussian distributions in the sparse regime, semi-supervised clustering, and community detection in weighted and directed networks. We validated the efficiency of our method in the sparse Gaussian mixtures by showing that it works all the way down to the theoretical limits, and works as well as the Bayes optimal inference. In community detection problem in weighted and directed networks, we show that our method significantly outperforms existing algorithms.

The belief propagation algorithm we use has computational complexity linear to the number of edges of the similarity graph. This could be too heavy if the similarity graph is dense and large. In fact, when the similarity graph is dense, weak similarities (or weights) are usually enough to guarantee that the clusterings are detectable. In this case, we can approximate the belief propagation equations using the Thouless-Anderson-Palmer equations [43] (which is also known as approximated message passing when variables are continuous) whose computational complexity is linear with the number of nodes, rather than a number of edges. We leave this for future work.

A C++ implementation of the proposed algorithms can be found at [http://lib.itp.ac.cn/html/panzhang/](http://lib.itp.ac.cn/html/panzhang/)
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Appendix A: Deriving Eq. (5) from Eq. (4)

First notice that on sparse graphs $\bar{\omega} = 2 \sum_{ij} \omega_{ij}/n^2$ is weak, because number of edges $|E|$ is much smaller than $n$. Thus the Eq. (4) can be well-approximated as

$$
\psi_{t_i}^{i\rightarrow k} = \frac{1}{Z_{i\rightarrow k}} \prod_{j \in \partial i \setminus k} \sum_{t_j = 1}^q e^{\beta \omega_{ij} \delta_{t_it_j} \psi_{t_j}^{j\rightarrow i}} \prod_{l \neq i} \sum_{t_l = 1}^q e^{-\beta \bar{\omega} \delta_{t_it_l} \psi_{t_l}^{l\rightarrow i}}
$$

$$
= \frac{1}{Z_{i\rightarrow k}} \prod_{j \in \partial i \setminus k} \left( e^{\beta \omega_{ij} \psi_{t_i}^{j\rightarrow i}} + \sum_{t_j \neq t_i} e^{0 \psi_{t_j}^{j\rightarrow i}} \right) \prod_{l \neq i} \sum_{t_l = 1}^q e^{-\beta \bar{\omega} \delta_{t_it_l} \psi_{t_l}^{l\rightarrow i}}
$$

$$
= \frac{1}{Z_{i\rightarrow k}} \prod_{j \in \partial i \setminus k} \left( 1 + \psi_{t_i}^{j\rightarrow i} (e^{\beta \omega_{ij}} - 1) \right) \prod_{l \neq i} (1 - \beta \bar{\omega} \sum_{t_l = 1}^q \delta_{t_it_l} \psi_{t_l}^{l\rightarrow i})
$$

$$
= \frac{1}{Z_{i\rightarrow k}} \prod_{j \in \partial i \setminus k} \left( 1 + \psi_{t_i}^{j\rightarrow i} (e^{\beta \omega_{ij}} - 1) \right) \prod_{l \neq i} (1 - \beta \bar{\omega} \psi_{t_i}^{l\rightarrow i}).
$$

(A1)

By using the fact that $\bar{\omega}$ is of small order, and putting the last term in the right hand side of the last equation to we get

$$
\psi_{t_i}^{i\rightarrow k} \approx \frac{1}{Z_{i\rightarrow k}} \prod_{j \in \partial i \setminus k} \left( 1 + \psi_{t_i}^{j\rightarrow i} (e^{\beta \omega_{ij}} - 1) \right) \prod_{l \neq i} e^{-\beta \bar{\omega} \psi_{t_i}^{l\rightarrow i}},
$$

(A2)

which is equivalent to Eq. (5).

Appendix B: Deriving the Thouless-Anderson-Palmer equations

The belief propagation equations are written as

$$
\psi_{t_i}^{i\rightarrow k} = \frac{e^{h(t_i)}}{Z_{i\rightarrow k}} \prod_{j \in \partial i \setminus k} \left( 1 + \psi_{t_i}^{j\rightarrow i} (e^{\beta \omega_{ij}} - 1) \right),
$$

$$
\psi_{t_i}^{j\rightarrow i} = \frac{e^{h(t_i)}}{Z_i} \prod_{j \in \partial i} \left( 1 + \psi_{t_i}^{j\rightarrow i} (e^{\beta \omega_{ij}} - 1) \right).
$$

We see from that when $\beta$ is small, we can expand the $\psi_{t_i}^{j\rightarrow i}$ to second order and approximate the cavity probabilities as:

$$
\psi_{t_i}^{j\rightarrow i} \approx \frac{e^{h(t_i)}}{Z_i} \prod_{j \in \partial i} \left( e^{\psi_{t_i}^{j\rightarrow i} \beta \omega_{ij} + \frac{1}{2} [\psi_{t_i}^{j\rightarrow i} - (\psi_{t_i}^{j\rightarrow i})^2] \beta^2 \omega_{ij}^2} \right)
$$

$$
\approx \frac{e^{h(t_i)}}{Z_i} \prod_{j \in \partial i} \left( e^{\psi_{t_i}^{j\rightarrow i} \beta \omega_{ij} + \frac{1}{2} [\psi_{t_i}^{j\rightarrow i} - (\psi_{t_i}^{j\rightarrow i})^2] \beta^2 \omega_{ij}^2} \right)
$$
In dense graphs when $\psi_{t_i}^i$ is close to $\psi_{t_i}^{i\rightarrow k}$, the $\psi_{t_i}^{i\rightarrow k}$ can be expressed by

$$
\psi_{t_i}^{i\rightarrow k} = \psi_{t_i}^i - \frac{e^{H_{t_i}^i} + \sum_s e^{H_{t_i}^s - u_{t_i}^{s\rightarrow i}}}{Z_{t_i}^i} \\
\approx \psi_{t_i}^i - \frac{e^{H_{t_i}^i} + \sum_s (e^{H_{t_i}^s - u_{t_i}^{s\rightarrow i}})}{Z_{t_i}^i - \sum_s (e^{H_{t_i}^s - u_{t_i}^{s\rightarrow i}})} \\
\approx \psi_{t_i}^i + \frac{e^{H_{t_i}^i} \sum_s e^{H_{t_i}^s - u_{t_i}^{s\rightarrow i}} - e^{H_{t_i}^i} u_{t_i}^{k\rightarrow i} Z_{t_i}^i}{Z_{t_i}^2} \\
= \psi_{t_i}^i + \psi_{t_i}^i (\sum_s \psi_{t_i}^s u_{t_i}^{s\rightarrow i} - u_{t_i}^{k\rightarrow i}) \\
= \psi_{t_i}^i + \psi_{t_i}^i (\sum_s \psi_{t_i}^s \ln(1 + \psi_{t_i}^{k\rightarrow s}(e^{\omega_{tik}} - 1)) - \ln(1 + \psi_{t_i}^{k\rightarrow i}(e^{\omega_{tik}} - 1))) \\
\approx \psi_{t_i}^i + \psi_{t_i}^i (\sum_s \psi_{t_i}^s \ln(1 + \psi_{t_i}^{k\rightarrow s}(e^{\omega_{tik}} - 1)) - \ln(1 + \psi_{t_i}^{k\rightarrow i}(e^{\omega_{tik}} - 1))) \\
\approx \psi_{t_i}^i + \psi_{t_i}^i (\sum_s \psi_{t_i}^s \psi_{t_i}^k - \psi_{t_i}^s) e^{\omega_{tik}} (B1)
$$

Where

$$
H_{t_i}^{i\rightarrow k} = e^{h(t_i)} + \sum_{j \in \partial_i \setminus k} u_{t_i}^{j\rightarrow i} ,
$$

$$
u_{t_i}^{j\rightarrow i} = \ln(1 + \psi_{t_i}^{j\rightarrow i}(e^{\omega_{tij}} - 1)) ,
$$

and

$$
H_{t_i}^i = e^{h(t_i)} + \sum_{j \in \partial_i} u_{t_i}^{j\rightarrow i} .
$$

Then by substituting $\psi_{t_i}^i$ into the BP equations, We finally arrive at the TAP equation:

$$
\psi_{t_i}^i = \frac{e^{h(t_i)} \prod_{j \in \partial_i} e^{\psi_{t_i}^j + \beta^2 \omega_{tij}^2 (\psi_{t_i}^s (\sum_s \psi_{t_i}^s - \psi_{t_i}^s) + \gamma (\psi_{t_i}^s - (\psi_{t_i}^s)^2))}}{Z_{t_i}^i} (B2)
$$

As noted in the main text, the Naive mean-field equations for this problem can be derived as

$$
\psi_{t_i}^i = \frac{e^{h(t_i)} \prod_{j \in \partial_i} e^{\psi_{t_i}^j}}{Z_{t_i}^i} (B3)
$$

In Fig. 13 we did an overall comparison of BP, RBP, NMF and TAP in the Gaussian mixture problem. In panel (a) we vary average degree and in panel (b) we fix average degree and vary mean weight. We can see from the figure that BP almost works best, RBP is very close to BP, although TAP performs not far from BP, NMF which has the same computational complexity work much worse than TAP.
FIG. 13. Comparison of accuracy and time used by Belief Propagation (BP), Relaxed Belief Propagation (RBP), Naïve Mean Field (NMF) and Thouless-Anderson-Palmer (TAP). Each point is averaged over 20 realizations of networks with size $n = 100,000$ nodes. (a) In the Gaussian mixture model with Gaussian weight distributions $\omega_{\text{in}}, \omega_{\text{out}}$, which have unit variance and mean $0.75$ and $-0.75$ respectively. (b) The same with (a), but with average degree fixed to 5, the x-axis shows difference between the means of two distributions, i.e. $\langle \omega_{\text{in}} \rangle - \langle \omega_{\text{out}} \rangle$. The maximal iteration time is 10000 for NMF and 1000 for others.