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In this review article, we discuss the working mechanism of hot carrier solar cells (HCSCs), their prerequisites from a material point of view and consider power conversion efficiencies that could reasonably be achieved with these devices. We review phonon decay pathways and proposed design rules for hot carrier absorbers established for classical bulk materials, as well as engineering efforts based on nanostructuring. Our main focus, however, lies on the recently emerged class of metal halide perovskites that not only exhibits tremendous potential in standard solar cells, but also offers highly promising hot carrier lifetimes. We discuss possible origins for this encouraging observation and point out pathways for future research towards HCSCs that break the Shockley–Queisser limit.

Although there are many important factors that determine whether a device is a viable candidate for large-scale photovoltaic production (amongst them the stability, energy consumption during production, material costs and toxicity), the first parameter most researchers look for is the power conversion efficiency (PCE). The PCE for relevant single junction technologies lies between 10 and 30% with quantum dot and organic solar cells on the lower end and gallium arsenide cells on the upper end of this range. An upper limit of the theoretically achievable PCE with a material system can be found through the theory of Shockley and Queisser (SQ).

This maximum PCE is predominantly governed by the band gap energy of the absorber material, since photons with lower energy cannot be absorbed (therefore they do not contribute to the device photocurrent) and charge carriers excited by photons with energy exceeding the band gap lose a big portion of this energy due to heat dissipation. For a single junction solar cell,
this leads to a maximum PCE of 33.7% for the optimal band gap of 1.34 eV under 1 sun illumination – a value that increases to approximately 41% for maximum solar concentration (46 200 suns).4

1 Hot carrier solar cells to exceed the Shockley–Queisser limit

Several approaches have been proposed to overcome this limit and thereby make photovoltatics an even more attractive technology as a future sustainable energy source.5 Most of these efforts focus on increasing the number of extracted charges (i.e. increasing the device current), for example by using several sub band gap energy photons to generate one photon above the gap (up-conversion) or to use one high energy photon to generate several charge carriers (multiple exciton generation, singlet exciton fission).6,7

Reducing the losses due to carrier relaxation (thus increasing the device voltage) could be achieved through the use of several junctions, i.e. a cascade of absorber materials with progressively narrower band gaps. Such so-called tandem or multijunction cells significantly increase the PCE, but require a more complex device architecture.

In single junction solar cells, the excess energy of these photons could be harvested by extracting charge carriers before relaxation – a concept called hot carrier solar cell (HCSC). This idea was already proposed in 1982 and said to improve the maximum PCE to 66% under 1 sun illumination and approximately 85% for maximum solar light concentration.8 Compared with tandem devices, HCSCs were furthermore shown to be less sensitive to variations of the illumination spectrum (as e.g. occurring through different angles of sunlight incidence during the day).9

Strikingly, though, experimental work to realise this concept is scarce. This is due to two big challenges. The first one is to find a suitable absorber material, in which cooling is slowed down to allow for the extraction of carriers with excess energy, whilst still having all the characteristics of a good solar cell material, namely, a strong absorption over a broad spectral range and a favourable charge transport. The second challenge is to engineer contact materials (ideally) with a narrow density of states at an appropriate energy level (energy selective contacts, ESCs) to suppress the cooling through the contacts and leakage of hot carriers.10 Besides a significant number of studies enquiring into the realistically achievable PCE in HCSCs, experimental work in this field generally addresses either of these challenges.

In this review, we discuss the working mechanism of HCSCs with a focus on the absorber layer. We discuss the pathways of carrier relaxation as well as approaches to improve desired properties. We account for so-far considered material classes and consider the benefits of nanostructures, but especially focus on the new class of metal halide perovskites (HaPs) and consider reasons why these materials show such promising behaviour. A brief insight is also given into the second big challenge: the energy selective contacts.

2 Solar cell design principles and practical limits

Before reviewing the materials science aspects necessary to keep charge carriers from cooling down and lose their excess energy, we briefly introduce the concept of a hot carrier solar cell. Our discussion follows the device architecture proposed by Würfel, shown in Fig. 1. For interesting alternative concepts, such as optical selective contacts, intermediate band devices or hot carrier extraction via plasmonics, we refer the interested reader to the literature.12–14 The architecture in Fig. 1 is largely analogous to conventional solar cells, with an absorber layer
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sandelwiched between two electrical extracting layers and a pair of external electrodes. The extracting contacts act as membranes with a narrow width δE to extract hot electrons at energy E_h and hot holes at E_h from the absorber. This is necessary because interaction of hot carriers with the lattice if the outside electrode is unavoidable during carrier extraction. This leads to a rapid cooling of the carriers from T_e/T_h to the electrode lattice temperature T_e (assumed to be identical to the absorber temperature), which is accompanied by entropy generation in classical device architectures. The entropy is transferred to the electrode lattice and is lost for the carriers. Simultaneously, cold carriers from the electrode could be injected into the absorber and thereby reduce the energy of the hot carrier population. Due to the narrow band of allowed states (δE < k_BT_e), hot carriers in ESCs cannot relax to lower states. They hence cool down isentropically to T_e whilst producing chemical energy by increasing the separation of the quasi Fermi-energies μ_e and μ_h in the contacts (μ_e,h). The open circuit voltage of such a device, assuming an identical hot carrier temperature T_e and a separation ∆E_e,h of the ESCs, is then given by:

\[ eV_{OC} = \mu_e \Delta T_e + \Delta \mu = \frac{T_e}{T_e} + \frac{T_e}{T_e} \]  

where μ_e,h is the separation of the ESCs’ quasi-Fermi energies.\(^{15}\) Notably, the device voltage is therefore not limited by the band gap of the absorber – in contrast to conventional cells. Note how this equation reduces to eV_{OC} = Δμ for conventional solar cell with relaxed carriers.

The short circuit current, in the ideal case, is governed by the difference in absorbed and emitted photons (radiative limit). These are determined by the band gap of the absorber Egap. Assuming full absorption of photons with energy E_ph > Egap, the maximum efficiency of 66% under 1 sun illumination is found for a band gap of around 0.7 to 0.9 eV. Under maximum concentration, with above mentioned predicted PCE of 85%, the ideal band gap would be equal to zero, since the increase in harvested photons for reducing the band gap exceeds the accompanying loss in recombination current.\(^{11,16}\)

Both initial discussions by Ross and Nozik\(^{2}\) and Würfel\(^{11}\) considered the maximum thermodynamically achievable efficiency, i.e. in absence of carrier relaxation. In such idealised cases, energy dissipation from the absorber only takes place through light emission. This is far from realistic. The most critical aspects are (i) the relaxation time τ_re that governs the carrier cooling and (ii) the width δE of the ESC, that governs heat dissipation due to entropy generation by the carrier flux into the electrode. In the following, we shall discuss some of the main considerations leading to lower PCEs in real devices and what needs to be taken into account for proper modelling. We focus on the main concepts rather than detailing reported and what needs to be taken into account for proper modelling.

It was repeatedly shown that the carrier relaxation time has the largest impact on the efficiency.\(^{16,19}\) For a meaningful contribution of hot carriers, \(\tau_{re}\) needs to be on the time scale of radiative recombination. Based on the broad literature, a PCE of around 50% seems to be reachable if a relaxation time of 1 ns can be achieved. Alternative to \(\tau_{re}\), heat dissipation can also be discussed through the thermalisation rate Q_{th}\(^{19}\) which for bulk GaAs was found to be 1000 W K\(^{-1}\) cm\(^{-2}\) and for GaSb-based quantum wells approximately 50 W K\(^{-1}\) cm\(^{-2}\).\(^{20}\)

Ultimately, values lower than 1 W K\(^{-1}\) cm\(^{-2}\) seem to be necessary for significant hot-carrier contributions.\(^{9,20}\)

Additional to the relaxation time, two more time scales have a major effect on the performance of HCSCs.\(^{21}\) Firstly, the carrier equilibration (or thermalisation) time \(\tau_{eq}\) is a measure for the rate with which an equilibrium carrier distribution (at elevated temperature) is established. Since the ESCs extract carriers only within a narrow energy range at E_c and E_h, these levels could quickly deplete and limit the extractable current. A short \(\tau_{eq}\) serves to repopulate this level and should be at least 1000 times faster than carrier relaxation.\(^{21}\)

Secondly, the carrier extraction time \(\tau_{ex}\) (also called retention time) describes the duration of carrier presence in the absorber. On first glance, a short time seems desired to minimise relaxation losses, but rapid extraction will also reduce the carrier concentration within the absorber. The carrier concentration has a big impact on the device efficiency through the carrier temperature T_e (consider eqn (1)). In an extensive investigation into the role of the carrier concentration, it was found that for maximum performance \(\tau_{ex}\) should be around 1/10 of \(\tau_{re}\).\(^{18}\) Analogously, light concentration as a means to increase the carrier concentration in the absorber plays a major role for increased PCE. When operating merely under 1 sun, the maximum PCE for realistic parameters, e.g. \(\deltaE = 0.1\) eV and \(\tau_{re} = 100–1000\) ps is expected to remain below 40%.\(^{21}\) As a clarification, we would like to point out that these timescales used in modelling are not constant material properties, but in reality depend on the carrier energy and concentration.

The second aspect involves the properties of the ESCs. The energetic positions of the ESCs (E_c, E_h) were shown to be best adjusted to the average energy of the hot charge carriers. Whilst carriers at higher energy then cannot be extracted, they can successively re-equilibrate (thermalise) and occupy the extraction level. Ideally, this includes a transfer of energy to carriers below E_c (above E_h) that successively allows for their extraction.\(^{22}\)

So far, the discussion assumed an ideally narrow δE of the ESCs. This way, thermal energy loss towards the contacts through carrier extraction is impossible. For real systems, δE has a finite width and heat loss is unavoidable. For a width of around k_BT_e, the heat loss was shown to amount to around 10% of the incident power (assuming full concentration).\(^{19}\) At a width of 1 eV, this increases to about 20% of the incident power. Although this seems like a big drawback, this is a promising message for device manufacturing, as it allows for considering semi-selective contacts (i.e. a potential step at E_c/E_h) to achieve an improvement in efficiency over classical devices (up to 50% PCE\(^{19}\)). Compared to classical devices, such a solar cell would essentially generate a larger voltage due to the thermoelectric contribution (eqn (1)).\(^{15}\)
2.1 Energy selective contacts

Würfel assumed an ideal extraction of hot carriers from the absorber and proposed a wide band gap material with narrow conduction/valence band as a candidate, but more recent ideas focused on the application of quantum well (QW) or quantum dot (QD) nanostructures to reduce entropy losses. Given that QDs act as real energy selective contacts and QWs merely as potential steps, a larger maximum PCE for QD based ESCs is commonly expected. Furthermore, these two concepts will give rise to different optimal extraction levels and there seems to be an optimum of the contact’s conductance. Whilst an inferior PCE at low conductances is readily explainable through increased relaxation losses, a large conductance is predicted to deplete the carrier concentration in the absorber more than necessary (the effect is equal to a small retention time, see above).

The generally proposed design for QD containing ESCs is a double barrier resonant tunnelling contact (DBRT), wherein the QDs are either sandwiched between two wide band gap insulators or embedded in a wide band gap matrix. Reported systems include silicon quantum dots embedded in a SiO₂ matrix, or between ultrathin Al₂O₃ layers. Large conductances have been achieved in the science and engineering of colloidal quantum dots (CQDs) over recent years and seem to make these nanostructures prime candidates for ESCs. Besides a broad variety of different materials that has been investigated, the additional possibilities of doping these QDs is especially beneficial to optimise the film conductance. An important issue, though, that will have to be addressed before employing the full potential of CQDs and the material variety, is the suppression of carrier trapping and non-radiative recombination.

Depending on the eventual design of the hot carrier absorber, for example as QW superlattice (SL) (see below), it might still be convenient to implement the ESCs as QWs. Despite the lower maximum PCE, it is conceivable that QW ESCs could be easily included in SL based heterostructures as presented below in Fig. 6. Although not optimal, this could still boost the performance over the one of conventional solar cells. Such ESCs were reported, for example, as potential steps for GaAs/AlGaAs or InN/InGaAs QW or as DBRTs with Al₂O₃/Ge QW/Al₂O₃ with a narrow ΔE of 30–40 mV at RT.

The community still has to learn a lot and improve the understanding of the real demands of ESCs for high performance. A helpful way here is through modelling, e.g. with transfer matrix approaches. For the case of DBRTs, Julian et al. recently showed that symmetry breaking upon application of an electrical bias may severely restrict the tunnelling current and they proposed to use finely tuned asymmetric DRTBs to counter this effect as a remedy whilst giving evidence for a successful implementation in an AlGaAs QW-based device. Progress in the field of ESCs thus looks promising and points to two possible routes that may lead to eventual applications: QW heterostructures, possibly in monolithic devices fabricated through epitaxy or QD-based contacts with the prospect of using solution deposition methods.

3 Carrier cooling and phonon decay mechanisms

The section above introduced the basic concept of a hot-carrier solar cell and identified the relaxation time τₑ as the most crucial parameter to achieve a high PCE in such devices. This bears the question of how carrier cooling predominantly occurs and what choice of material and engineering strategies could improve this parameter. The following section is thus devoted to discussing the energy loss mechanisms of hot carriers. This discussion is based on materials with a relatively simple composition and crystal structure – less symmetric structures can exhibit more complex decay routes for which a detailed discussion goes beyond the scope of this review.

Incident photons generate electrons and holes at elevated positions in the band structure of an absorber (consider Fig. 3(a), (1)). These carriers quickly assume an equilibrium amongst each other through elastic carrier–carrier scattering (2, 3) and at increasingly higher carrier concentrations also through impact ionisation (II) and Auger recombination (AR). Having equilibrated, electrons and holes will occupy states according to Fermi–Dirac statistics, allowing for assigning the temperatures \( T_e \) and \( T_h \) to the carrier distributions. The equilibration process is therefore called thermalisation. These temperatures are (much) larger than the lattice temperature of the absorber \( (T_L) \) – thus the term “hot carrier” – and are generally not identical. The time needed for this process is the
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time $\tau_{th}$ and is of the order of 100 fs in most materials. The populations of hot carriers also generate a dynamic quasi-Fermi level $\mu_e^*$ and $\mu_h^*$ for electrons and holes (separation $\Delta \mu$), respectively. For the limiting case of small carrier densities or localised carriers the effect of carrier–carrier scattering is negligible and the charges will directly undergo the process discussed in the following.

In a real absorber, these hot carriers will successively interact with the lattice through phonons and lose their excess energy (Fig. 3(b)). This reduces $T_e$ and $T_h$, until both are equal to $T_L$ (4). The time needed for this process is the relaxation or cooling time $\tau_{re}$ (sometimes this is also referred to as thermalisation, but for clarity we reserve this term for the first, i.e. carrier–carrier scattering, stage) and is commonly shorter than 1 ps. Finally, carriers will recombine with each other until an equilibrium of electrons and holes due to thermal excitation is reached (0).

In polar compound semiconductors, energy loss through carrier–lattice interactions predominantly occurs through the Fröhlich interaction with longitudinal optical (LO) phonons (consider band structure in Fig. 3(b)). Interaction with acoustic phonons also takes place, but chiefly around the zone-centre, where these exhibit negligible energy. Lattice anharmonicity allows for optical phonons to further decay into acoustic phonons through several mechanisms. Given the low thermal conductivity attributed to optical phonons, the heat dissipation from the absorber (i.e. the eventual loss mechanism) occurs through acoustic phonons. As a first means to prolong carrier

---

**Fig. 3** Schematic of the charge carrier distribution in the valence (VB) and conduction band (CB) of an arbitrary semiconductor with a narrow band gap (a). When in equilibrium (0), charge carriers are thermally excited into the bands and have the same temperature as the lattice. Photoexcitation promotes an excess amount of electrons into the CB and holes into the VB (1). Ultrafast elastic carrier–carrier scattering will set in (2) and transform the non-equilibrium carrier distribution to a thermal distribution of hot carriers in the CB/VB (3). Carrier cooling (4) will equilibrate the temperatures before eventual carrier recombination. The schematic in (b) displays the cooling for electrons and holes in parabolic bands of unequal curvature (thus different carrier effective masses). In polar materials, the initial energy loss predominantly occurs through the emission of longitudinal optical phonons ($E_{LO}$) and many classical materials exhibit slow cooling only for hot electrons.

---

**Fig. 4** Phonon dispersion relation for the case of a diatomic material in 3D with degenerate transverse modes. Phonon decay routes predominantly originate in zone-centre LO phonons, to progressively turn into acoustic phonons of smaller energy that dissipate the heat from the material (a). Schematic of major decay routes for LO phonons as discussed in the main text (b). Note that for simplicity, only relevant phonon branches are included in (b) and that contrary to these simple sketches, both energy and momentum need to be conserved.
cooling times, a low optical phonon energy will decrease the energy lost in this initial step of the Fröhlich interaction. Lower phonon energies are generally found for materials with heavier atoms or stronger interatomic interaction (force constants, see below).

A viable path to increase the relaxation time seems to be the suppression of the further decay of LO into acoustic phonons (as depicted in Fig. 4(a)) by forming a so-called “phonon bottleneck”.\(^{36}\) In presence of such a bottleneck, carrier cooling will rapidly build up a population of hot phonons at some point in the decay cascade, which then can emit their energy to reheat the charge carriers.\(^{37}\)

To discuss how a smart choice of materials could create such a bottleneck, we consider the illustrative case of the phonon dispersion of a diatomic material with degenerate transverse branches, as shown in Fig. 4(a). One then finds two optical branches \((E_{\text{LO}} > E_{\text{TO}})\), which are degenerate at the zone-centre and two acoustic branches \((E_{\text{LA}} > E_{\text{TA}})\), which are also degenerate at \(k = 0\), but with vanishing energy.

For cubic materials of zincblende or diamond structure, three decay mechanisms can occur and will be discussed in the following.\(^{38}\) The Klemens mechanism describes the decay of one optical into two acoustic phonons – each with half of \(E_{\text{LO}}\) and equal, but antiparallel, momentum (consider Fig. 4(b)).\(^{39}\) Energy and momentum conservation must hold: \(E_{\text{A,1}} + E_{\text{A,2}} = E_{\text{O}}\) and \(k_{\text{A,1}} + k_{\text{A,2}} = k_{\text{O}}\). In the Fröhlich mechanism, optical phonons predominantly build up at the zone-centre, from where further decay then originates. As can be seen from Fig. 4(b), the Klemens mechanism can be suppressed for a large phononic band gap, when \(E_{\text{A,max}}\) is smaller than \(1/2E_{\text{O,min}}\). For a simple diatomic system, this is for example achieved through the choice of two atoms with large difference in mass. The maximum acoustic phonon energy at the Brillouin zone edge is

\[
E_{\text{A,max}} = \frac{\hbar}{2\sqrt{\frac{1}{M}}}
\]

and for the minimum/maximum of the optical phonon dispersion one can find

\[
E_{\text{O,min}} = \frac{\hbar}{2\sqrt{\frac{1}{m}}} \quad \text{and} \quad E_{\text{O,max}} = \frac{\hbar}{2\sqrt{\left(\frac{1}{m} + \frac{1}{M}\right)}}
\]

Here, \(\gamma\) is the force constant, \(M\) and \(m\) the masses of the heavy and light atom and \(h\) is Planck’s constant. In this model, a sufficient phononic band gap to suppress Klemens decay would emerge whenever \(M/m > 4\).

The next important decay process is the Ridley mechanism,\(^{40}\) wherein a zone-centre LO phonon decays into one TO and a low energy LA phonon: \(E_{\text{LO}} \rightarrow E_{\text{TO}} + E_{\text{LA}}\) (also shown in Fig. 4(b)).\(^{31}\) This mechanism implies a much lower energy loss to acoustic phonons than Klemens decay, which is only appreciable if there is a large LO-TO splitting around the zone-centre. For highly symmetric crystal structures, such as cubic, the LO and TO modes are almost degenerate at the zone-centre and exhibit a low dispersion – severely suppressing the efficiency of the Ridley mechanism.\(^{10}\) A similar route is the so-called Vallée–Bogani channel, where a LO mode decays into a lower phonon of the same branch and an acoustic mode. This mechanism was reported to be dominant in the case of GaAs.\(^{42}\)

A decay mechanism, which is often not considered in classical HCSC literature, but recently invoked, is the energy loss through IR emission.\(^{43}\) In polar semiconductors, optical phonons can interact with photonic modes to form phonon–polaritons.\(^{44}\) With a high optical phonon occupation, as given in the presence of a phonon bottleneck, phonon–polaritons will decay through emission of IR radiation equal to \(E_{\text{LO}}\) and a LA mode with \(E_{\text{LA}} = E_{\text{LO}} - E_{\text{TO}}\). A large LO-TO splitting thus again benefits the energy dissipation.

Finally, for hexagonal materials in wurtzite structure, an additional Barman–Srivastava channel opens up, where an optical phonon decays into two optical phonons of a lower branch.\(^{45}\) Again, a small splitting of these branches would reduce this channels efficiency. Since four-phonon processes are expected to have a negligible impact at relevant temperatures \((T < 1000\,\text{K})\), we shall not discuss them here.\(^{46}\)

Summarising above considerations, Conibeer and co-workers established a list of important attributes of a material that should lead to an extended carrier relaxation time \(\tau_{\text{ee}}\) and good performance in prospective HCSCs.\(^{10,22}\) According to priority, they list them as:

1. A large phononic band gap between \(E_{\text{LO,min}}\) and \(E_{\text{LA,max}}\) to suppress Klemens decay,
2. A narrow dispersion of optical phonons \(E_{\text{LO,max}} - E_{\text{LO,min}}\) to minimise Ridley decay,
3. A small electronic band gap \(E_{\text{gap}}\), below \(1\,\text{eV}\), to increase the absorption,
4. A small optical phonon energy \(E_{\text{LO}}\), to reduce the loss energy per emitted LO phonon and
5. A small maximum acoustic phonon energy \(E_{\text{LA,max}}\) to maximise the phonon band gap.

### 4 Materials showing slow carrier cooling

The experimental investigation of hot carrier lifetimes is often carried out through optical spectroscopy. In transient absorption (TA) experiments, the material’s ground state usually shows a bleaching due to population of higher states after excitation (Fig. 5(a) and 7(a)). If a significant delay for the onset of the full ground state bleaching can be observed, this is often taken as evidence for a slow cooling of hot carriers, which successively relax down to the lowest excited state. Similarly, these relaxing carriers can also be probed through two-photon photoelectron spectroscopy (2PPES), which is a strong technique, but experimentally demanding and thus not as frequently used.\(^{47}\) In photoluminescence (PL) spectroscopy, a possible contribution of hot carriers (so-called hot photoluminescence) manifests as a high energy tail of the emission, which can be fitted to a Boltzmann distribution as approximation to extract the carrier temperature (Fig. 5(b) and 9). With increasing computer power, recent investigations have also increasingly been driven by modelling and simulation. We note that care has to be taken when analysing the results of purely optical techniques.
especially when heterogeneous or disordered systems are studied. Unusually long decay times in those cases may be readily explainable as the carrier transfer towards the minimum of ground states.

4.1 Classical bulk candidates

Historically, III–V nanostructures, especially GaAs quantum wells (QWs) have been investigated intensively, because they could be manufactured at high quality and showed better performance than their bulk forms. However, before discussing the impact of nanostructuring, we shall take a look at bulk semiconductors that were considered or identified as suitable absorber materials.

In a broad theoretical screening of materials, Conibeer et al. found a large enough phononic band gap in binary compounds including nitrides, such as InN, GaN, BiN, where the light nitrogen atom particularly favours a large phononic gap. Alternatively, also oxygen-containing compounds such as SnO or Bi₂O₃ were predicted with a sufficient phononic gap and both InP and AlSb were on the edge in these calculations. König et al. extended these considerations, noting that Bi based materials (AlBi or Bi₂S₃) seem promising and suggested to use materials with low carrier effective mass and permittivity to reduce the Fröhlich interaction.

InN received particular attention given its relatively narrow band gap of below 0.7 eV and low electron effective mass of 0.055 $m_0$. Despite early problems with growing the material at an adequate quality, a hot phonon effect could be observed for zone-centre LO modes in the wurtzite phase of InN (also for GaN). Transient absorption studies, as shown in Fig. 5(a) thus clearly exhibit a contribution of hot carriers. The relaxation time, however, was determined to be a fast 6.87 ps, owing to a large LO–TO splitting that allows for rapid Ridley decay. The estimated maximum PCE was thus only a modest 24%, when considering 1000 sun concentration. Furthermore, the scarcity of In makes compounds of more abundant materials more appealing.

Based on considerations of atomic mass and electronegativity, Conibeer et al. gave an informative overview of how the model material InN could be replaced by analogues, such as II–VI-nitride compounds, other nitrides or oxides, III–V compounds with large anion mass or group IV alloys. The above mentioned AlSb, for example, exhibits not only a large phononic band gap, but also a low optical phonon dispersion, which should suppress both Klemens and Ridley decay. Unfortunately, though, its band gap is about 1.5 eV and indirect – hence severely reducing its suitability for HCSCs.

Ab initio investigations offered a narrower electronic band gap of 0.59 eV for BSb, which also possesses an even wider phononic gap. Although the former is still indirect, the material exhibits a strong absorption near the band edge. GaSb, finally, was successfully implemented in a multi QW structure and will be discussed in the next section.

Group IIIA nitrides, such as YN or ScN have large elemental mass differences and could thus be thought to have a large phonon gap. When forming in rock salt structure, however, they actually do not possess a phononic gap at all. The group IVA nitrides HN and ZrN have large predicted phonon band gaps and a small dispersion of optical modes. Both materials have zero electronic band gap, which could be an
asset, if the relaxation time were long enough. Extracted values amount to approximately 3 ns in the former and 500 ps in the latter case, which is insufficient to allow for a good HCSCs performance, given the absent band gap.27,61

In summary, we can say that although there are candidate materials, which show prolonged hot carrier lifetimes and proper elemental composition can be used to engineer them, it is very challenging to maintain all other desired properties of absorber materials (electronic band gap, carrier mobility etc.). Furthermore, the observed carrier lifetimes are generally far lower than necessary for efficient HCSCs.

4.2 Nanostructures

Reduced dimensions are considered to offer several positive features for prolonged hot carrier lifetimes. A different kind of phonon bottleneck, for example, is often said to be a consequence of the discrete electron density of states (DOS) in zero-dimensional quantum dots (QDs). This DOS only allows for discrete cooling steps and might hamper the relaxation. With their narrow band gap and comparatively mature chemistry, lead chalcogenide colloidal quantum dots have been interesting candidates in this respect.62 Similarly, graphene quantum dots have attracted considerable research interest after a reported hot carrier lifetime in excess of 100 ps.63 A problem, however, is that the increased carrier confinement also increases Auger recombination,64 which can reduce the relaxation time. More importantly, an efficient HCSC needs to possess a strong absorption over a broad spectral range – a property QDs, with their discrete DOS, cannot deliver. Ensembles of QDs, as used in thin film solar cells, on the other hand, will offer additional decay channels through their finite size distribution.

Engineering superlattice (SL) structures based on multiple QWs, might be a way to create favourable phonon bands that reduce the carrier relaxation, for example by opening up a phonon band gap at the mini-Brillouin zone boundaries.22,44,53,65 Analogous to the discussion above, Klemens decay will be suppressed if no LA phonon states are available at half the energy of zone-centre optical phonons. In contrast to QDs, QWs also possess a continuous electron DOS, leading to a broad spectral coverage and much expertise has been acquired in the manufacturing of such QW structures through epitaxial growth, e.g. of III–V compounds.

It needs to be stated, though, that despite the compelling theory of the opening of a phonon gap, the increased relaxation times presented in the following might be explained by different processes and possibly by their combined effects. Firstly, contrary to the bulk, charge carrier diffusion in QW structures might be impeded. Carrier diffusion, however, tends to reduce the concentration of hot carriers and decreases the density of hot LO phonons emitted by these carriers. Secondly, QWs possess low or negligible overlap between the well and barrier materials’ optical phonon DOS. The zone-centre LO phonons emitted by hot carriers in the well might then be reflected by the barrier and increase the phonon bottleneck.10

Also noteworthy, favourable consequences of quantum confinement affecting the phononic band structure may be compensated by detrimental effects through surface phonons.66 The role of nanostructures on carrier cooling is thus not straightforward and needs to be investigated closely in every specific case. Additionally, we would like to note, that care has to be taken when carrier temperatures for nanostructures are solely based on PL studies, as the contribution of higher electronic states in the wells can have non-trivial effects on emission spectra.67

Early on, a slower carrier cooling in GaAs/AlGaAs QWs compared to bulk GaAs was observed and sparked great interest into these structures (consider Fig. 5(b) for a comparison of transient PL spectra).49,68 This behaviour was explained by a phonon bottleneck setting in at lower carrier density in the former case. For GaAs or InP, a phonon gap was later also observed in nanowires, which highlights the power of nano-engineering on desired material properties.59,70

Research highlights on such systems include a long carrier relaxation time of 5.8 ps in GaASP/InGaAs quantum wells with a steady state carrier temperature of 100 K above Tc under 10 000 sun equivalent illumination.71 The corresponding material thermalisation coefficient Q0 was 9.5 W K-1 cm-2, compared to GaSb with around 80 W K-1 cm-2.20 The same group also reported a successful extraction of hot carriers from an InGaAs QW at low temperature (although only 35 K above Tc).72

As an important observation, a device consisting of five InGaAsP quantum wells was investigated by Rodière et al. and both the carrier temperature and quasi-Fermi energy splitting were determined.73 The latter was observed to exceed the energy of the absorption onset, which is a decisive characteristic for a hot carrier absorber. In a detailed study, Nguyen et al. recently reported the increase of current and voltage in an InGaAsP based quantum well heterostructure attributed to the contribution of hot carriers. Their devices achieved 11.6% PCE under monochromatic illumination with an incident power close to maximum solar concentration (equivalent to 55 600 suns).74

For superlattices of InAs/GaAs quantum dots, a high carrier temperature exceeding 1000 K with a hot carrier lifetime approaching 1 ns was furthermore observed and attributed to restrictions in phase space and energy-momentum conservation. The corresponding heat dissipation rate of the QDSL was said to be one order of magnitude better than for multi quantum well structures.75

The encouraging success of QW structures and SLs is strongly linked to the community’s great experience with the fabrication of these nanostructures at high quality and precision in epitaxial processes. We can thus hope that further research on the deposition of such structures based on different materials can improve these results for HCSC application. As a beneficial side effect, QW structures could also conveniently be used to simplify the device fabrication as shown in Fig. 6.20,31 Semi-selective extraction contacts could, for example, easily be integrated by using materials with different effective masses for electrons and
holes and be fabricated monolithically in one manufacturing process.

4.3 Perovskites

Metal halide perovskites (HAPs) have become a centre of attention in the field of photovoltaic materials. Their high efficiency, solution processability and versatile composition make them an attractive research object. Importantly, also long hot carrier lifetimes have been reported in several publications.

4.3.1 Lead-based perovskites. Research into HAPs for photovoltaics has largely been driven by lead based compounds, especially methylammonium lead triiodide (MAPbI$_3$). Already early on, the seminal paper by Xing et al., reported with a delayed onset of the ground state bleaching (rise time of 0.4 ps) upon high energy excitation for this material.$^{79}$ This effect was attributed to a slow hole cooling from a lower (VB2) to a higher (VB1) sub-level in the valence band. The corresponding carrier cooling time was longer than what is found for many classical semiconductors (see above). This aspect was in the following also observed by Price et al. (Fig. 7(a)) and more elaborated and long time dynamics were eventually reported by Fleder et al. with a fast relaxation process occurring within the first two picoseconds (time constants of 0.2 ps and 2.6 ps), and a second stage with a time constant of 50 ps (data shown in Fig. 7(b)).$^{77}$ The effective carrier temperature amounted to 520 K after 20 ps and about RT after 700 ps.

It is important to note that although highly informative and available with high temporal resolution, TA studies offer especially complex spectra in this class of materials. Effects, such as band gap renormalisation, state filling, ground state

---

Fig. 6 Epitaxially grown multi QW structures based on III–V semiconductors offer the possibility to exploit the benefits of nanostructuring whilst including semi-selective extraction contacts through mere compositional variation. Five 10 nm thick wells of InGaAsSb were sandwiched between 30 nm thick AlGaAsSb barriers and were cladded by AlGaAsS of wider band gap to test the thermalisation rate in the well (a).$^{20}$ The structure in (b) is based on InAs wells sandwiched between AlSb barriers and includes a thick GaP and AlSb semi-selective extraction contact integrated into the lattice matched architecture.$^{31}$ Reproduced from ref. 20 with permission from The Royal Society of Chemistry. Reprinted from ref. 31 with the permission of AIP Publishing.

---

Fig. 7 Normalised transient absorption spectra of MAPbI$_3$ can be fitted at higher energy to extract the cooling rates and carrier temperature as a function of time (a). The spectra were taken with a delay ranging from 0.1 to 1.5 ps.$^{76}$ Initial temperatures exceeding 2000 K were reported upon excitation at 400 nm (red circles, 500 nm shown in blue) (b)$^{77}$ The extraction of the correct information from the TA spectra (red line in (c)) is made complex by several contributions to the signal. The yellow line in (c), for example, indicates the modified joint density of states (unperturbed in black) after band filling of the carriers (blue shaded region) and band gap renormalisation (black dashed line). The green dotted line denotes the Fermi–Dirac distribution of the charge carriers and the excitation pulse is shown in blue.$^{78}$ Images (a) used in accordance with the Creative Commons Attribution license (https://creativecommons.org/licenses/by/4.0/). (b) Reproduced from ref. 77 with permission from The Royal Society of Chemistry. (c) Reprinted by permission from Springer Nature, Nature Photonics, Copyright 2015.
bleaching and refractive index change, need to be considered for a proper analysis (consider sketch in Fig. 7(c)).

For short time scales below 0.5 ps, it is also important to note that carrier thermalisation was reported to occur within 100 fs, (depending on the excitation density, values between 10 to 85 fs were found for $10^{18}$ and $10^{19}$ cm$^{-3}$).

Hot PL emission, which is easier to analyse, was also observed experimentally. A rise time of around 0.2–0.5 ps for band edge emission was reported upon excitation at 450 nm. More recently, a time scale as long as 100 ps was reported, which strongly depended on the carrier excess energy.

Such promising lifetimes in MAPbI$_3$ directed increased attention to different compositions. For the MAPbBr$_3$ variant or halide mixtures of Br:I, again a rise time of the ground state bleaching could be observed in TA experiments and was linked to slow hot carrier cooling. The reduction of the cooling time for larger bromine contents was attributed to the change in crystal structure (from tetragonal to pseudocubic), which was said to entail a broadening of the conduction band (larger electronic DOS) as well as an increase in electron-phonon coupling and phonon propagation. These investigations thus suggest that amongst HaPs, iodine-based compounds are most promising for HCSCs.

The role of the A-site cation was investigated by Yang et al. using ab initio calculations and ultrafast spectroscopy. Amongst the three pure APbI$_3$ compositions (A being MA, formamidinium (FA) or cesium), longer relaxation times were found for the two organic–inorganic materials compared to the Cs-based all-inorganic variant. FAPbI$_3$, in particular, exhibited a tenfold longer relaxation time than the Cs counterpart, which is in line with further reports on CsPbI$_3$. From transient PL spectra, Zhu et al. deduced a hot carrier lifetime exceeding 100 ps (150 and 190 ps) in single crystals of the bromine variants MAPbBr$_3$ and FAPbBr$_3$, but no effect for CsPbBr$_3$. They also reported two distinct carrier cooling regimes for MAPbBr$_3$ and FAPbBr$_3$. Beyond 0.5 ns, the temperature decay became very slow and reached 680 K after 10 ns. Such long lifetimes for the bromine compounds seem to contradict the observations of the previous paragraph, i.e. a shorter cooling time for Br-containing compositions, but it has to be noted that these measurement were carried out on single crystals, which could show longer lifetimes due to a lower defect concentration or reduced interface effects.

In a separate study, Madjet et al. calculated the hot carrier relaxation in APbI$_3$. They found a strong dependence on the A-site cation and a slower relaxation of both hot electrons and holes in the all-inorganic CsPbI$_3$, explained through the reduced interaction between the Cesium cations and the Pb–I frameworks. As noted above, these findings are in contradiction to many other reports.

We note, however, that care needs to be taken when making these comparisons, since different compositions can also exhibit different crystal structures with different phonon dispersions – the origin in changed cooling rates might thus not lie in molecular re-orientation, but changed phonon structure. Also, what has been mentioned already, the profound impact of the excitation intensity, has to be taken into account when comparing different systems and experiments.

Emerging from the increasing number of publications on hot carriers in Pb-based HaPs is that at least two pronounced cooling stages seem to be present. Depending on the employed analysis technique and sample, the first one lies on a sub-picosecond to 2 ps scale. This primary temperature decrease occurs from values as large as 2800 K for FAPbI$_3$, for example. The second stage can extend to several hundreds of picoseconds up to the nanosecond regime. Given that these stages could be affected differently by compositional changes, this aspect could also mediate contradictory statements in the literature.

So far, explanations for the long hot carrier lifetimes in perovskites have been diverse and in the light of distinct cooling stages, it seems likely that more than one effect is relevant. Following the above discussion, the dissipation of the excess energy will first occur through phonon emission of hot carriers (Fröhlich interaction), followed by optical phonon decay and finally by the conduction of heat out of the system through acoustic phonons.

Starting from short-term to long-term effects, Kawai et al. carried out ab initio calculations showing that 0.6 eV below the VB maximum in CsPbI$_3$, the cooling of holes is impeded due to a small electronic DOS. The corresponding cooling time was determined to 0.5 ps and it was suggested that this effect was independent of the A-site cation. This theory was, however, contested through reports that find differences in the decay upon A-cation variation. A recurring observation is a prolonged initial relaxation time for higher carrier densities. This is commonly attributed to a phonon bottleneck. Values for this cooling time, however, range from 230 to 300 fs to a few picoseconds in these reports.

There is a general agreement that charge carriers in HaPs strongly couple to LO phonons through the Fröhlich mechanism. Although varying slightly, the relevant phonon energies were determined to lie between 10 and 20 meV. The IR spectrum of hybrid HaPs consists of three different regions, in case of MAPbI$_3$, for example, the internal vibrations of the MA cation between 100–380 meV, its librations between 17 and 22 meV and the vibration of the inorganic sublattice at frequencies below 17 meV. Consequently, the interaction of carriers predominantly occurs through the metal–halide cage (specifically the Pb–I stretching and Pb–I–Pb rocking modes) that also dominates the static permittivity. Bromine-perovskites were shown to exhibit a stronger coupling as a result of their smaller high-frequency permittivity and an increased phonon energy is generally found when going from the heavy I to the lighter Cl anions.

Such low LO phonon energies have two important consequences beneficial for HCSCs. Firstly, a high number of phonons has to be emitted for a carrier to cool to the band edge. Secondly, these modes are already highly populated at RT and further LO emission could bring the system quickly to a situation where phonon re-absorption becomes relevant. The superior performance of iodine compounds might thus (in part) be explained by their lower LO phonon energy.

For the second stage, i.e. optical-acoustic phonon decay, a proposition close to the discussion above for the classical
materials is the suppression of Klemens decay through a large phonon band gap. Additional to a long lifetime of 0.6 ps for zone-centre LO phonons at moderate densities (10¹⁸ cm⁻³), Fu et al. calculate \( h\omega_{LO} = 8\) meV and \( h\omega_{LA} = 2.5\) meV, which suggest the existence of such a phonon band gap in MAPbI₃. Similarly, Yang et al. observed a drastic increase in carrier cooling time from 30 fs to 30 ps upon high excitation intensity in thin films of MAPbI₃ and FAPbI₃ and propose this to be a consequence of a phononic band gap due to mass differences of the ions or due to ferroelectricity. Notably, though, the calculated LO energy of 8 meV is much lower than the value determined above, casting doubts on the relevance of this calculation. Ridley decay, on the other hand, should be an efficient loss mechanism, since a strong splitting of LO-TO modes was reported. Importantly, the complexity of the crystal structure and possible hybrid acousto-optical phonon modes generally suggest that simple considerations as made above for the binary compounds are invalid or incomplete for HaPs.

On the other hand, a weak interaction between LO phonons and acoustic modes was indeed reported by Monahan et al. through 2D spectroscopy on a MAPbI₃ sample. They observed long-lived coherent LO phonon oscillations around 0.9 THz (3.7 meV, which is smaller than above mentioned phonon energies), which they assign to angular distortions of the inorganic cage. This suggests a strong coupling of the LO phonon mode to the electronic excitation, but a weak interaction with the remaining phonon modes (else the decoherence would be much faster). Explicitly, the angular distortions do not couple to the molecular rotations.

All of these reports show that significantly more work into a proper understanding of the dispersion and the interaction of the different components will be needed to adequately discuss the decay routes. Phonon dispersion relations are thus a key investigation for the optimisation of HaPs for hot carrier applications.

Interesting observations in this respect stem from the comparison of the hybrid compounds with all-inorganic Cs-based HaPs. A more pronounced phonon bottleneck in hybrid organic–inorganic materials was found compared to the Cs-based all-inorganic variant, suggesting an important role of the organic cation. For MAPbBr₃ or MAPbI₃, for example, optical phonons were observed through inelastic neutron scattering to be strongly anharmonic and a clear order–disorder transition associated with the MA tumbling was observed for the different crystal structures (tetragonal and orthorhombic) around 150 K. Fittingly, hot PL was observed only at elevated T in the cubic or tetragonal phase, but completely vanished for the orthorhombic phase at 77 K.

As an additional mechanism at the late stage of relaxation, especially at high carrier densities exceeding 10¹⁹ cm⁻³, Auger heating was also proposed to dominate the carrier temperature. In this process, recombining carriers transfer their energy to heat other carriers in the material and thereby increase the temperature (consider Fig. 8(a and b)).

Finally, if optical phonons successfully decay into acoustic phonons, the third stage of energy dissipation expects them to transport the energy irreversibly out of the system. If, however, these acoustic phonons cannot leave the material, their energy may be used to re-excite optical phonons. Their propagation could, for example, be blocked due to strong anharmonic phonon–phonon scattering. For MAPbI₃, acoustic phonons were reported to have a nanoscale mean free path (below 10 nm) and considered to be responsible for the small thermal conductivity (in single crystals measured to the extremely low value of 0.5 W m⁻¹ K⁻¹). Yang et al. concomitantly propose such a case, and argue that the up-conversion of acoustic phonons could increase the phonon bottleneck (Fig. 8(c)).

Phonon up-conversion was furthermore suggested to be stronger in hybrids, because of overlapping phonon branches and FAPbI₃...
was identified as the best candidate. In contrast to the Klemens hypothesis invoked above, Yang et al. also suggest that there was no acousto-optical phonon band gap.

This acousto-optical up-conversion hypothesis was, however, also challenged based on the long dephasing time of the 0.9 THz mode (several ps). This was interpreted as weak interaction between LO and acoustic modes, but it is important to note, that the up-conversion mechanism was assumed to become relevant at longer delays (exceeding 10 ps) than relevant for the dephasing.

An additional mechanism not discussed so far, but with considerable impact and especially debated in the field of HaPs at the moment, is the formation of large polarons. Niesner et al. observed energetic electrons 0.25 eV above the CB minimum with a lifetime as long as 100 ps in MAPbI3. Contrary to what leads to the phonon bottleneck assumption, they observe an increase in cooling rate upon increasing the carrier density in the low carrier regime of 1016–1017 cm−3. Their proposition is that a large polaron, formed by the re-orientation of the organic cation around the charge carrier, works as a protective shield against LO phonon scattering. Increasing polaron concentration upon higher excitation densities is then assumed to destabilise the polarons due to Coulomb repulsion and thereby reduce the lifetime-enhancing effect. This assumption was backed up by Frost et al., who identified the Mott density (when polarons start to overlap) in MAPbI3 to be around 1018 cm−3.

Zhang et al. supported the proposition of the reorientational motion of MA molecules to lead to the pronounced hot fluorescence in MAPbBr3. In a recently published time domain \textit{ab initio} study they showed that depending on the MA orientation, low energy structures give rise to polaron-like electrons and holes, whilst the higher energy structures lead to more delocalised wavefunctions – interpreted as free carriers. They hence propose a two-emitter system of the MAPbBr3 perovskite with hot and regular luminescence components. The energy difference between them is about 0.3 eV and the hot fluorescence lifetime is of the order of several hundreds of picoseconds. On the other hand, Bretschneider et al. suggest that polaron formation was governed by the inorganic cage and the formation was thus independent of the A-site cation.

An additional side-effect of the presence of large polarons would furthermore be that these lead to a strong scattering of acoustic phonons, \textit{i.e.} a randomisation of the phonon momentum, which entails a low thermal conductivity. In other words, large polaron formation could have two beneficial effects: the suppression of the initial interaction with LO phonons and the suppression of heat dissipation from the absorber material \textit{via} acoustic phonons. Nonetheless, some reports also consider hot carrier cooling and polaron formation as competing mechanisms, with the latter setting in after 250–300 fs (based on the cation orientation) for MAPbI3.47,109

From a technological point of view, an important aspect is furthermore the distance hot carriers might be able to travel. Also in this respect, very promising data were reported. In MAPbI3, a quasi-ballistic transport regime that is followed by transport at non-equilibrium temperature were observed with corresponding carrier travel distances of 230 and 600 nm.110 Such values would allow a significant portion of the hot carriers to reach the extraction contacts in films of around 500 nm thickness, as commonly used to maximise absorption.

Whilst several different theories for the long hot carrier lifetime have thus been proposed, a deeper insight into the material properties, especially the phonon dispersion and phonon interaction will be needed for an adequate understanding. Recently, also structural fluctuations and the interaction of the organic cation with the inorganic cage in hybrid HaPs have increasingly moved into the centre of attention and seem to be responsible for many of the materials’ interesting properties.111

### 4.3.2 Tin-based perovskites

Whilst the perovskite field clearly acquired the most experience with lead-based 3D compounds, increasing interest is currently directed at alternative systems. Prime candidates, from a photovoltaic point of view, are tin-based compounds, since they offer a narrower band gap than their lead-based counterparts. Unfortunately, though, tin perovskites are commonly prone to a rapid degradation, generally attributed to the quick oxidation of tin from its 2+ to a 4+ state. Fortunately, the solar cell performance has recently approached 10% PCE113 after having remained around 6% for a long time. More recently mixtures of Pb and Sn, with the possibility of an even narrower band gap,114 approached 20% with an increased stability compared to tin perovskites.115,116

Importantly for the context of HCSCs, our group recently reported an extremely long hot carrier lifetime in the nanosecond regime for FASnI3 thin films (see Fig. 9). This behaviour was observed both at room temperature and around 24 K – in contrast to the report on lead perovskites above. This material has thus the potential to be another game changer in the field of HCSCs. The carrier cooling again displayed two distinct stages of cooling, with time constants of 140 ps and 6 ns – longer than the crucial 1 ns relaxation time. Importantly, this effect was not only observed through excitation with ultrashort laser pulses, but formed as well for continuous illumination.

As with the origin of the long lifetime in lead-based perovskites, the reason for the much better performance in this tin compound is not clear at this moment. It is noteworthy, though, that an ultra low thermal conductivity of around 0.09 W m−1 K−1 was reported for the MA variant, which is even lower than the one found in MAPbI3 (0.5 W m−1 K−1).117 This suggests that the poor escape of heat plays an important role in the favourable characteristics, possibly through the acoustic phonon up-conversion mechanism.

### 4.3.3 Nanocrystals

Given the beneficial effects of nano-sized structures (reduction in electron DOS, phonon gap, etc.), hot carrier effects have also been investigated in perovskite nanocrystals. It is worth mentioning that these are generally in the so-called weak confinement regime and in that sense different to above mentioned quantum dots. Since above discussions also suggest the thermal conductivity to play an important factor, it seems furthermore likely that the many scattering interfaces in NC thin films give a positive contribution to the carrier relaxation.
Papagiorgis et al., for example, investigated FAPbI$_3$ nanocrystals both in solid and colloidal state using TA spectroscopy. They find a delayed onset of the ground state bleaching and a broadening of its high energy tail. Extracting the dynamics of the delayed onset, they discussed three distinct carrier cooling stages: firstly the interaction with LO phonons on a sub-picosecond timescale, which can be slowed down with higher carrier densities (phonon bottleneck), secondly, a build-up of a hot phonon population either due to a high phonon emission rate or acousto-optical phonon up-conversion and thirdly, after 40 ps, Auger heating. The authors furthermore note that hot carriers can also be trapped in states above the band gap in presence of unreacted precursors in non-purified samples. At least for the bulk, however, carrier cooling was previously reported to be a trap free process.

Chung et al. investigated the hot carrier relaxation dynamics in CsPbI$_3$, CsPbBr$_{1.5}$I$_{1.5}$ and CsPbBr$_3$ nanocrystals through TA spectroscopy and through electronic band structure calculations. All samples exhibited a fast hot carrier relaxation below 0.6 ps, with the pure Br variant giving the shortest and the pure I-based compound the longest lifetime. This observation was linked to the electronic DOS of holes in the VB – similar to the case of CsPbI$_3$ reported for the bulk above. For CsPbI$_3$, Shen et al. observed a cooling time of around 10 ps upon increasing the carrier density beyond $7 \times 10^{18}$ cm$^{-3}$. Li et al., finally, considered MAPbBr$_3$ nanocrystals of different size and a microcrystalline thin film. They observed a long hot carrier lifetime attributed to a phonon bottleneck and Auger heating (depending on the carrier density). Carrier thermalisation occurred within 150 fs after excitation and they reported an initial carrier temperature of 1700 K for NCS, which is four times larger than the one for the bulk sample. Using an excess excitation energy of 0.7 eV and similar carrier densities of $10^{18}$ cm$^{-3}$, the cooling time of bulk MAPbBr$_3$ was given as being lower than 0.8 ps. For large NCS, it can be as long as 32 ps at comparable carrier densities. At low pump fluence, carriers were observed to cool faster with increasing NC size. The initial relaxation was attributed to LO phonons (independent of NC size or NC vs. bulk) until the carrier temperature was around 700 K. In the second and slower cooling stage, the decay was said to be governed by the equilibrium between LO and acoustic phonons. The estimated hot carrier diffusion length was, unfortunately, lower than in the reports above and only amounted to 16–90 nm.

4.3.4 Two-dimensional perovskites. A further interesting sub-class are the 2D perovskites. In these materials, $n$ layers of inorganic octahedra are sandwiched between chains of organic molecules, which are longer than in 3D HaPs. 2D perovskites have recently moved into the centre of research due to their interesting optical properties and repeatedly reported extended stability compared to their 3D counterparts. From a hot carrier point of view, these structures are reminiscent of the QW SLs discussed above and might give rise to favourable phonon effects. Compared to classical inorganic SLs, these 2D materials are defined by an atomically abrupt interface between the layers and strikingly different atomic masses along the two sublattices.

As first encouraging measurements, Guo et al. investigated coherent longitudinal acoustic phonons and reported that acoustic phonons in 2D perovskites show a significantly lower group velocity and propagation length in cross-plane direction when compared to the 3D counterparts. This was attributed to a large acoustic impedance mismatch between the alternating layers of perovskites and bulky organic cations. Consequently, Jia et al. carried out a femtosecond TA study on (BA)$_2$(MA)$_n$PbI$_{3n+1}$ 2D perovskite and reported an increased hot carrier lifetime for $n = 2$ or 3, leading to a relaxation time of 1000 ps in the latter case, i.e. tenfold longer than the 3D variant. Again, this was attributed to a limited acoustic phonon propagation leading to phonon up-conversion.

These investigations thus clearly show the large potential of perovskite materials for property tailoring through compositional variation.

5 Conclusions

In this paper, we reviewed the advances of the community’s understanding of the working mechanism of hot carrier solar cells and what we can reasonably expect as realistic power conversion efficiency based on materials that might be within reach of manufacturing. The central finding is that a hot carrier lifetime of around 1 ns is necessary to promote acceptable efficiencies. The role of the energy selective extracting contacts was also briefly discussed and here a width of around $k_B T$ seems to suffice in order to allow for a PCE of around 50%. We discussed the carrier cooling mechanisms and phonon decay routes based predominantly on simple diatomic materials and showed how such considerations led to encouraging results.
for classical bulk materials (such as compounds of heavy atoms with nitrogen) or nanostructures (quantum well superlattices, for example).

These insights were used to put recently reported results on the interesting class of metal halide perovskites into perspective. Whilst the origin of the long hot carrier lifetimes for this material class is not yet resolved, some trends could be observed through compositional variation and it seems that iodine- and formamidinium-based compounds show the best performance. The recent report of an even greater effect in tin-based perovskites suggests that there is still a large room for improvement and that metal halide perovskites have the potential to really enable the fabrication of efficient hot carrier solar cells.

It is our strong opinion that the perovskite research community now has to take the second step and go beyond a mere reporting of long cooling times in different systems. The assignment of mechanisms for this intriguing behaviour so far seems to be often based on small evidence and we suggest that a proper understanding of the phonon dispersion relations and the phonon decay pathways will offer the necessary deeper insights. What strikes us as an important property of this material class, is the extremely low thermal conductivity found for Pb-based perovskites and supposedly even more so for the Sn-counterparts. We thus argue that the thermal properties, namely a severely restricted heat loss to the environment likely plays a major role.
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