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Abstract

In this article, we construct a class of explicit, smooth and spherically symmetric solutions to the asymptotically flat vacuum constraint equations which have ADM mass of arbitrary sign ($-\infty$, negative, zero, positive). As a direct consequence of the result, there exist asymptotically flat vacuum initial data sets whose metrics are exactly negative mass Schwarzschild outside a given ball. We emphasize that our result does not contradict the positive energy theorem proven by Eichmair [11], instead it shows that the decay rate at infinity of the symmetric $(0,2)$-tensor $k$ stated in the theorem is sharp. The key argument we use in the article is classical, based on the conformal method, in which the conformal equations are equivalently transformed into a single nonlinear equation of functions of one variable.

1 Introduction

An asymptotically flat (AF) initial data set for the Cauchy problem in general relativity is an AF manifold $(M,g)$ of $n$ dimensions, with $n \geq 3$, coupled with a symmetric $(0,2)$-tensor $k$ such that $(M,g,k)$ satisfies the system

\begin{align}
R_g - |k|^2_g + (\text{tr}_g k)^2 &= \mu \quad \text{[Hamiltonian constraint]} \\
\text{div}_g (k - (\text{tr}_g k)g) &= J, \quad \text{[Momentum constraint]}
\end{align}

where $R_g$ is the scalar curvature of $g$ and where $\mu$ is a non-negative scalar field and $J$ is a 1-form on $M$, representing the energy and momentum densities of the matter and non-gravitational fields, respectively. These equations are called the *Einstein constraint equations* and the study of solutions to (1.1) has been a topical issue for many decades.

One of major achievements in the constraint equations is the positive energy theorem (PET) proven by Schoen–Yau [19, 20], Witten [21] and later Chrusciel–Maerten [7], Eichmair [11], which roughly states that every AF initial data $(M,g,k)$ with decay rates at infinity

$$
|g_{ij} - \delta_{ij}| + |x||\partial g_{ij}| + |x||k_{ij}| = O(|x|^{-\frac{n+2}{2}} - \epsilon)
$$

and satisfying the dominant energy $\mu \geq |J|$ has positive ADM mass, unless $(M,g,k)$ is Cauchy initial data for Minkowski space, i.e. $(M,g)$ can be isometrically embedded in Minkowski
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spacetime with the second fundamental form \( k \). This theorem is very important in general relativity since it practically denies existence of negative mass in reality. However, this feature is also a challenge in physics because the repulsion of negative mass has a key role in the accelerated expansion of the universe as well as the dark energy, but finding such a model is clearly difficult due to the theorem. From the modern physical point of view, a natural question to ask is whether there is an AF initial data set that has negative mass without violation of the dominant energy condition. In this article, we will give an answer to this question by considering the simple setting where \( M \equiv \mathbb{R}^n \) and \( \mu \equiv |J| \equiv 0 \), that is the vacuum case on \( \mathbb{R}^n \). Our first main result is the following theorem that affirms existence of smooth solutions with negative mass Schwarzschild metric outside a ball. In what follows, we state only typical results and we refer to Section 4 for our precise statements.

**Main Theorem 1.** Given a constant \( m > 0 \), let \( \varphi \) be a radial and increasing function in \( \mathbb{R}^n \) satisfying
\[
\varphi(x) = 1 - \frac{m}{2|x|^{n-2}}, \quad \text{for all } |x| \geq m^{1/(n-2)}.
\]
Then there exists a symmetric \((0, 2)\)-tensor \( k \) with \( |k| = O(|x|^{-\frac{n}{2}}) \) such that \((\mathbb{R}^n, \varphi^{\frac{2}{n-2}} \delta_{\text{Euc}}, k)\) is a solution to the vacuum constraint equations (1.1).

Clearly, the ADM mass of solutions in Main Theorem 1 is \(-m\). In regard to (1.2), we emphasize that this result does not contradict the PET because the decay rate of \( k \) in our result is lightly reduced to be critical, i.e. \(|k_{ij}| = O(|x|^{-\frac{n}{2}})\) at infinity. This reduction makes \( k \) not be square integrable any longer, and so, as mentioned in the letter of Chrusciel [6], that’s why the arguments of Witten or Eichmair cannot work. To see more clearly how the decay rate of \( k \) impacts on the sign of ADM mass, we prove the following result.

**Main Theorem 2.** Given a constant \( c \geq 0 \) and a decay exponent \( q \in \left( \frac{n+2}{4}, n \right) \), let \( \tau \) be a radial function in \( \mathbb{R}^n \) satisfying \(|\tau| \sim c|x|^{-q}\) at infinity. Then there exists an AF vacuum initial data \((\mathbb{R}^n, g, k)\) such that \( \text{tr}_g k = \tau \) and
\[
|k_{ij}| = O(|x|^{-q}), \quad |g_{ij} - \delta_{ij}| + |x||\partial_k g_{ij}| = O(|x|^{-2q+2}).
\]
Moreover,
- if \( q < \frac{n}{2} \), the ADM mass is \(-\infty\),
- if \( q = \frac{n}{2} \), the ADM mass is negative,
- if \( q > \frac{n}{2} \), the ADM mass is zero, and hence \((\mathbb{R}^n, g, k)\) is an entire spacelike hypersurface of mean curvature \( \tau \) in Minkowski space-time provided that the rigidity part of the PET holds.

It is worth noting that all solutions stated in our results are explicit, spherically symmetric in some sense and quite simple (see. Theorem 4.1). It provides a variety of models in general relativity, and so helps us understand better structure and behavior of the initial data, especially in numerical general relativity.

The outline of this article is as follows. In Section 2, we present the conformal method introduced by Lichnerowicz [15] and later Choquet-Bruhat–York [5] for constructing solutions
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to the constraint equations. In Section 3, we will show that the conformal equations, a couple of nonlinear elliptic equations associated with the conformal method, can be well treated in the space of radial functions. Restricting our consideration to this space, we will transform equivalently the conformal equations into a single nonlinear equation of functions of distance, and then find explicitly solutions. In Section 4, we will study the properties of these solutions and give counterexamples to the positive energy conjecture by proving Main Theorems 1 and 2.

2 Preliminaries

2.1 The conformal equations

In this section, we revisit the conformal method, a traditional way to generate Einstein solutions from scratch. For our purpose, we only focus on the Euclidean space \((\mathbb{R}^n, \delta_{\text{Euc}})\) with \(n \geq 3\). For a treatment of the general case, the interested reader is referred to [10] and [17].

The given data set on \((\mathbb{R}^n, \delta_{\text{Euc}})\) consists of a function \(\tau\) and a TT-tensor \(\sigma\) (i.e. a symmetric, trace-free, divergence-free \((0,2)\)-tensor), and one is required to find a positive function \(\varphi\) tending to 1 at infinity and a 1-form \(W\) satisfying

\[-\frac{4(n-1)}{n-2}\Delta \varphi + \frac{n-1}{n} \frac{\varphi^{N-1}}{n} = |\sigma + LW|^2 \varphi^{-N-1}\]  

[Lichnerowicz equation] (2.1a)

\[\text{div}(LW) = \frac{n-1}{n} \varphi^N d\tau,\]  

[vector equations] (2.1b)

where \(N = \frac{2n}{n-2}\) and \(L\) is the conformal Killing operator defined by

\[(LW)_{ij} = \nabla_i W_j + \nabla_j W_i - \frac{2\delta_{ij}}{n} (\text{div} W).\]  

(2.2)

These equations are called the vacuum Einstein conformal constraint equations, or simply the conformal equations. Once such a solution \((\varphi, W)\) exists, it follows that

\[g = \varphi^{N-2} \delta_{\text{Euc}}\]

\[k = \frac{T}{n} \varphi^{N-2} \delta_{\text{Euc}} + \varphi^{-2} (\sigma + LW),\]  

(2.3)

is a solution to the AF vacuum constraint equations. In this situation, we keep in mind all along the article that \(\text{tr}_g k = \tau\).

2.2 Elliptic operators on weighted Hölder spaces

We next review some standard facts on elliptic operators used for studying the conformal equations. For the proofs, we refer the reader to [9] [10].

Given an integer \(l \geq 0\), a Hölder exponent \(\alpha \in [0,1]\), and a decay exponent \(\beta > 0\), we will use the weighted Hölder spaces \(C^{l,\alpha}_{-\beta}\) to capture asymptotic of functions and tensors near infinity. For \(\alpha = 0\), we will write \(C^{l,0}_{-\beta}\) instead of \(C^{0,0}_{-\beta}\). The weighted norm convention we are using is that the \(C^{s,\alpha}_{-\beta}\) norm is given by

\[
\|f\|_{l,\alpha,-\beta} := \sum_{|s| \leq l} \sup_{\mathbb{R}^n} (\rho^{|s|+\beta} |\partial^s f|) + \sum_{|s| = l} \sup_{\mathbb{R}^n} \rho^{l+\beta+\alpha} \sup_{0 < |y-x| \leq \rho} \left( \frac{|\partial^s f(y) - \partial^s f(x)|}{|y-x|^\alpha} \right).
\]
where in this context \( \rho \) is a positive function which equals \(|x|\) outside the unit ball and \( s \) is a multi-index. It will be clear from the context if the notation refers to a space of functions on \( \mathbb{R}^n \), or a space of sections of some bundle over \( \mathbb{R}^n \).

**Proposition 2.1** (Compact embedding for weighted Hölder spaces). If \( l_1 + \alpha_1 > l_2 + \alpha_2 \) and \( \beta_1 > \beta_2 \) then the inclusion \( C^{l_1,\alpha_1}_{-\beta_1} \subset C^{l_2,\alpha_2}_{-\beta_2} \) is compact.

**Proposition 2.2** (Weighted elliptic regularity for Laplacian). Let \( V \geq 0 \) be a function in \( C^{l_1,\alpha}_{-\beta_1} \) with \( l_1 \geq 2 \), \( \alpha \in (0,1) \) and \( \beta > 0 \).

(a) \( \Delta - V : C^{l_1,\alpha}_{-\beta} \rightarrow C^{l_1,\alpha-\beta}_{-\beta-2} \) is an isomorphism if and only if \( 0 < \beta < n - 2 \).

(b) If \( u \in C^{l_1,\alpha}_{-\beta} \) and \( \Delta u - Vu \in C^{l_1,\alpha}_{-\beta-2} \), then

\[
\|u\|_{l_1,\alpha,-\beta} \leq c (\|u\|_{l_1,\alpha-\beta} + \|\Delta u - Vu\|_{l_1,\alpha-\beta-2})
\]

for some constant \( c > 0 \) independent of \( u \).

Similarly, we also have the following proposition for the operator \( \text{div}L \) appearing in the vector equations (2.1b), where \( L \) is the conformal Killing operator defined in (2.2).

**Proposition 2.3** (Weighted elliptic regularity for vector Laplacian). \( \text{div}L : C^{l_1,\alpha}_{-\beta} \rightarrow C^{l_1,\alpha-\beta}_{-\beta-2} \) is an isomorphism if and only if \( 0 < \beta < n - 2 \).

Finally, we give the theorem of existence and uniqueness of solutions to Lichnerowicz’s equation on the Euclidean space, which is one of two main parts of the conformal equations:

\[
-4\frac{(n-1)}{n-2} \Delta u + \frac{n-1}{n} \tau^2 u^{N-1} = w^2 u^{-N-1}.
\] (2.4)

**Theorem 2.4** (Existence and uniqueness of solution to the Lichnerowicz equation). If \( \tau \) and \( w \) are in \( C^{l_2-2,\alpha}_{-\beta/2} \) with \( l \geq 2 \), \( \alpha \in (0,1) \) and \( \beta \in (0,n-2) \), then the Lichnerowicz equation (2.4) admits a unique positive solution \( u \) satisfying \( u - 1 \in C^{l_2,\alpha}_{-\beta} \).

3 Construction of solutions to the conformal equations

We now seek a class of solutions to the vacuum constraint by solving the conformal equations in a simple setting where \( \sigma \equiv 0 \) and \( \tau \) is a radial function. In this case, the conformal equations (2.1) are rewritten as

\[
-4\frac{(n-1)}{n-2} \Delta \varphi + \frac{n-1}{n} \tau^2 \varphi^{N-1} = |LW|^2 \varphi^{-N-1}
\] (3.1a)

\[
\Delta W_i + \frac{n-2}{n} \partial_i \left( \sum_{j=1}^{n} \partial_j W_j \right) = \frac{n-1}{n} \varphi^{N-1} \tau r x_i
\] (3.1b)

Here and subsequently, \( r \) is the usual Euclidean distance, we denote by \( f' \) the derivative of \( f \) with respect to \( r \) and we call a radial function increasing if it is increasing with respect to \( r \). Clearly, these equations consist of \((\tau, \varphi, W)\) and when we know two of them, we can find the third. Hence, for simplicity of expression, we may say such as \((\varphi, W)\) or \((\varphi, \tau)\) or \(\varphi\)
when \( \tau \) is fixed is a solution to (3.1). The idea behind our use of this data is that in view of Schwarzschild metrics and spherically symmetric solutions obtained by the gluing method [8], we want to look for \( \varphi \) in the space of radial functions, which, by the Lichnerowicz equation, will be guaranteed as long as \( \varphi \) and \(|\sigma + LW|\) are radial. Therefore, a simple way to think of this is restricting ourselves to the data of null \( \sigma \) and radial \( \tau \) and expecting that \(|LW|\) is radial. The following result fulfills our desire and plays a central role in the article.

**Theorem 3.1.** Assume that \( \varphi > 0 \) and \((\varphi-1, \tau) \in C^{3, \alpha}_{-2\beta+2} \times C^{1, \alpha}_1 \) with \( \alpha \in (0, 1) \) and \( \beta > 0 \). Assume furthermore that \( \varphi \) and \( \tau \) are radial functions. Then \((\varphi, \tau)\) is a solution to the conformal equations (3.1) if and only if \( \varphi \) is increasing and

\[
|\tau(r)| = \begin{cases} 
\sqrt{2nN\varphi^{-N+1}\varphi''} & \text{if } \varphi'(r) = 0 \\
2\left(r^{2n-1}\left(\varphi^{(N+2)/2}\right)'ight)' & \text{otherwise.}
\end{cases} \tag{3.2}
\]

Moreover, when \((\varphi, \tau)\) is the solution, the 1-form \( W \) is computed by

\[
W_i = -\frac{x_i}{2r^n} \int_0^r s^{n-1} \left( \int_s^{+\infty} \varphi^N(s_1)\tau'(s_1) ds_1 \right) ds.
\]

**Remark 3.2.** Since \( \varphi' \geq 0 \), by (3.2) we have \( \tau(r) = 0 \) as long as \( \varphi'(r) = 0 \) and \( r > 0 \). Therefore, when \( \tau \) does not change sign, \( \varphi' > 0 \) in \( \mathbb{R}^n \).

**Remark 3.3.** It follows from Theorem 3.1 that for any constant \( c > 0 \), \((c\tau(c), \varphi(c))\) is a radial solution to the conformal equations if and only if \((c\tau(cr), \varphi(cr))\) is a radial solution to the conformal equations.

**Proof of Theorem 3.1.** We will divide the proof into three steps.

**Step 1. Solving the vector equations.** Consider the vector equations

\[
\Delta W_i + \frac{n-2}{n} \partial_i \left( \sum_{j=1}^n \partial_j W_j \right) = \frac{n-1}{n} \varphi^N \tau' \frac{x_i}{r}.
\]

Letting

\[
f(r) = -\int_r^{+\infty} \varphi^N \tau' ds,
\]

the system becomes

\[
\Delta W_i + \frac{n-2}{n} \partial_i \left( \sum_{j=1}^n \partial_j W_j \right) = \frac{n-1}{n} \partial_i f. \tag{3.3}
\]

Differentiating (3.3) with respect to \( i \) and summing all equations of the new system, we obtain

\[
\Delta \left( \sum_{j=1}^n \partial_j W_j \right) = \frac{1}{2} \Delta f.
\]

Therefore, by Proposition 2.2(a) we have

\[
\sum_{j=1}^n \partial_j W_j = \frac{f}{2}
\]
Taking into account (3.3), we get  
\[ \Delta W_i = \frac{1}{2} \partial_i f. \]

Since \( f \) is radial, it follows by computations that  
\[ W_i = \frac{x_i}{2r^n} \int_0^r s^{n-1} f \, ds. \]

Thus, we have by definition  
\[ (LW)_{ij} = -\left( \frac{\delta_{ij}}{n} - \frac{x_i x_j}{r^2} \right) \left( f - \frac{n}{r^n} \int_0^r s^{n-1} f \, ds \right) \]
\[ = -\left( \frac{\delta_{ij}}{n} - \frac{x_i x_j}{r^2} \right) \int_0^r s^n f' \, ds \]
\[ = -\left( \frac{\delta_{ij}}{nr^n} - \frac{x_i x_j}{r^{n+2}} \right) \int_0^r s^n \varphi^N \tau' \, ds \]

and so  
\[ |LW| = \frac{1}{r^n} \sqrt{n-1} \left| \int_0^r s^n \varphi^N \tau' \, ds \right|, \]

which is a radial function as we have expected.

**Step 2. Solving the Lichnerowicz equation.** It simplifies the argument, and causes no loss of generality, to assume \( \varphi' \neq 0 \) almost everywhere. We first take (3.4) into the Lichnerowicz equation, it then follows that \((\varphi, \tau)\) is a solution of the conformal equations (3.1) if and only if they satisfy  
\[ -\frac{4n}{n-2} \left( \varphi'' + \left( \frac{n-1}{r} \right) \varphi' \right) + \tau^2 \varphi^{N-1} = \frac{1}{r^{2n}} \left( \int_0^r s^n \varphi^N \tau' \, ds \right)^2 \varphi^{-N-1}. \]

(3.5)

Integrating by parts (3.5) we have  
\[ -\frac{4n}{n-2} \left( \varphi'' + \left( \frac{n-1}{r} \right) \varphi' \right) + \tau^2 \varphi^{N-1} = \frac{1}{r^{2n}} \left( r^n \varphi^N \tau - \int_0^r \left( s^n \varphi^N \right)' \tau \, ds \right)^2 \varphi^{-N-1}, \]

equivalently,
\[ 2r^n \varphi^N \tau \int_0^r \left( s^n \varphi^N \right)' \tau \, ds - \left( \int_0^r \left( s^n \varphi^N \right)' \tau \, ds \right)^2 = 2Nr^{2n} \varphi^{N+1} \left( \varphi'' + \frac{(n-1)}{r} \varphi' \right). \]

(3.6)

Next, multiplying (3.6) by \( (r^n \varphi^N)' / (r^n \varphi^N)^2 \), we obtain  
\[ \left( \frac{1}{r^n \varphi^N} \left( \int_0^r \left( s^n \varphi^N \right)' \tau \, ds \right)^2 \right)' = 2N \left( \frac{r^n \varphi^N}{\varphi^{N-1}} \right) \left( \varphi'' + \frac{(n-1)}{r} \varphi' \right). \]

(3.7)

We observe here that the equations (3.6) and (3.7) are equivalent as long as \( \varphi' \geq 0 \), which will be proven later, so we can continue our process without undue worry about equivalence among equations. Now, since  
\[ \lim_{r \to 0} \left( \frac{1}{r^n \varphi^N} \left( \int_0^r \left( s^n \varphi^N \right)' \tau \, ds \right)^2 \right) = 0, \]
the equation (3.7) is equivalent to
\[ \left( \int_0^r (s^n \varphi'^N) ds \right)^2 = 2N (r^n \varphi'^N) \left( \int_0^r \frac{\varphi'^N}{\varphi'^N-1} \left( \varphi'' + \frac{(n-1)\varphi'}{s} \right) ds \right). \] (3.8)
Therefore, assuming for the moment that
\[ \int_0^r \frac{\varphi'^N}{\varphi'^N-1} \left( \varphi'' + \frac{(n-1)\varphi'}{s} \right) ds > 0 \quad \text{a.e in } \mathbb{R}^n, \] (3.9)
we obtain
\[ |\tau| = \left| \frac{N \left( (r^n \varphi'^N) \left( \int_0^r \frac{\varphi'^N}{\varphi'^N-1} \left( \varphi'' + \frac{(n-1)\varphi'}{s} \right) ds \right) \right)^{1/2}}{(r^n \varphi'^N) \sqrt{2N (r^n \varphi'^N) \left( \int_0^r \frac{\varphi'^N}{\varphi'^N-1} \left( \varphi'' + \frac{(n-1)\varphi'}{s} \right) ds \right)}} \right| \]
\[ = \left| \frac{N (r \varphi')(r^{n-1} \varphi'') + N \int_0^r \frac{(s^n \varphi'^N)}{\varphi'^N-1} \left( \varphi'' + \frac{(n-1)\varphi'}{s} \right) ds}{\sqrt{(r^n \varphi'^N) \left( \int_0^r \frac{(s^n \varphi'^N)}{\varphi'^N-1} \left( \varphi'' + \frac{(n-1)\varphi'}{s} \right) ds \right)}} \right|. \]
To simplify the formula, we calculate
\[ \int_0^r \frac{(s^n \varphi'^N)}{\varphi'^N-1} \left( \varphi'' + \frac{(n-1)\varphi'}{s} \right) ds = \int_0^r (n \varphi + N s \varphi')(r^{n-1} \varphi'') ds, \]
and so by integration by parts
\[ \int_0^r \frac{(s^n \varphi'^N)}{\varphi'^N-1} \left( \varphi'' + \frac{(n-1)\varphi'}{s} \right) ds = (n \varphi + N s \varphi') r^{n-1} \varphi' - \frac{N}{2} \int_0^r (s^n \varphi'^N)^2 ds \] (3.10)
Taking into account, we have
\[ |\tau| = \left| \frac{2N (r \varphi')(r^{n-1} \varphi'') + N r^{n-1} (\varphi'^N)^2 + N^2 r^n (\varphi'^N)^2}{2 \sqrt{(r^n \varphi'^N) \left( N r^{n-1} (\varphi'^N)^2 + N^2 r^n (\varphi'^N)^2 \right)}} \right| \]
\[ = \left| \frac{2 \left( r^{2n-1} (\varphi'^N)^{2n-1} \right)^{1/2}}{(N + 2) r^{3n/2} \varphi'^N \sqrt{(r^{n-2} \varphi'^N)}} \right|. \] (3.11)
**Step 3.** \( \varphi \) is increasing. We remind the reader that \( \varphi \) was assumed to be different from 0 a.e in \( \mathbb{R}^n \) for simplicity. In view of (3.8)–(3.10), we see that the necessary condition for \((\varphi, \tau)\) to be a solution to (3.11) is
\[ n r^{n-1} (\varphi'^N)^2 + N r^n (\varphi'^N)^2 = r^{n-1} \varphi' (2n \varphi + N r \varphi') > 0 \quad \text{a.e in } \mathbb{R}^n. \] (3.12)
We will show that this condition is equivalent to the fact that \( \varphi \) is increasing. In fact, if \( \varphi' > 0 \) a.e in \( \mathbb{R}^n \), (3.12) is obvious. Conversely, assume that (3.12) holds. Since \( \varphi(0) > 0 \), we have \( 2n \varphi + N r \varphi' > 0 \) near 0. It then follows by (3.12) that \( \varphi' \geq 0 \) near 0. Therefore, if \( \varphi' < 0 \) somewhere, then there exists a convergent sequence \( \{r_m\} \) such that \( \varphi'(r_m) < 0 \) and \( \varphi'(r_m) \to 0 \). This leads to the contradiction that
\[ 0 \leq \varphi'(r_m) (2n \varphi(r_m) + N r m \varphi'(r_m)) < 0. \]
Therefore, we have \( \varphi' > 0 \) a.e, and so the inequality (3.12) holds as we assumed in (3.9). The proof is completed. □
4 Counterexamples to the positive energy conjecture

In this section, we will apply Theorem 3.1 to smoothing out the singular of the negative mass Schwarzschild metric and so disprove the positive energy conjecture in some sense. We will also explain why the decay rate $k = O(r^{-2-\epsilon})$ at infinity is not merely a simple way to guarantee existence of mass, but it also plays an important role in the positive mass inequality. We begin our discussion by recalling the positive mass conjecture on $\mathbb{R}^n$. Let $(\mathbb{R}^n, g)$ be an AF manifold with

$$g - \delta_{\text{Euc}} \in C^{2,\alpha}_{-\frac{n-2}{2}-\epsilon}$$

for some $\epsilon > 0$. The ADM mass of $(\mathbb{R}^n, g)$ is defined by

$$m_{\text{ADM}}(g) := \frac{1}{2(n-2)\omega_{n-1}} \lim_{r \to +\infty} \int_{|x| = r} \sum_{i,j=1}^n (g_{ij,i} - g_{ii,j}) \frac{x_j}{r} dM_{n-1}^0,$$

where $M_{n-1}^0$ is the $(n-1)$-dimensional Euclidean Hausdorff measure and $\omega_{n-1}$ is the volume of the standard unit sphere in $\mathbb{R}^n$. In particular, when $g = \varphi^{N-2} \delta_{\text{Euc}}$ with $\varphi$ radial, the formula becomes

$$m_{\text{ADM}}(g) = -\frac{n-1}{2(n-2)} \lim_{r \to +\infty} (r^{n-1} \varphi').$$

Bartnik in [2] showed that under the decay condition (4.1), the mass is a geometric invariant. A long-standing conjecture in general relativity states that the ADM mass of an AF initial data set satisfying the dominant condition $\mu \geq |J|$ is positive unless it is a Cauchy hypersurface of Minkowski space. This conjecture was proven to be true under suitable decay assumptions of $(g, k)$ at infinity. The most recent progress on such results is the PET proven by Eichmair [11], which is expected to be true for all dimension $n \geq 3$, but so far we have only achieved it in dimensions less than eight. The theorem states for a general AF manifold, but for our purpose, we just recall it on $\mathbb{R}^n$. We also remark that for $n = 3$ the rigidity part in [11] requires additionally the assumption $\text{tr}_{\mu} k = O(r^{-2-\epsilon})$, however in the statement below, since $\mathbb{R}^n$ is spin for all $n \geq 3$, it is removed thanks to the PET version for spin manifolds of dimension 3 shown in [7].

**Positive Energy Theorem** (Chrusciel–Maerten [7] and Eichmair [11]). Let $3 \leq n \leq 7$. Let $(\mathbb{R}^n, g, k)$ be an AF initial data set satisfying the dominant energy condition $\mu \geq |J|$. Assume that $(g, k) \in C^{2,\alpha}_{-\frac{n-2}{2}-\epsilon} \times C^{1,\alpha}_{-\frac{n}{2}-\epsilon}$ and $(\mu, J) \in (C^0_{-n-\epsilon})^2$ for some $\epsilon > 0$. Then the ADM mass is non-negative. Moreover, if $m_{\text{ADM}}(g) = 0$, then $(\mathbb{R}^n, g, k)$ is Cauchy initial data for Minkowski space.

Nowadays, negative mass is no longer viewed as a bizarre situation due to its central role in interpretation on the accelerated expansion of the universe. Physicists do not explicitly exclude the existence of negative, but the dominant energy condition and the PET are clearly difficult to reconcile with a negative ADM mass. From physical point of view, a natural question to ask is whether there exists an AF initial data set of negative ADM mass without violation of the dominant energy condition. In what follows, we will give a positive answer to the question by considering the vacuum case on $\mathbb{R}^n$. In fact, in view of the conformal method presented in Subsection 2.1 we first express Theorem 3.1 in terms of the constraint equations as follows.
Theorem 4.1 (Freely specified conformal factor). Let $\varphi > 0$ be a radial and increasing function in $\mathbb{R}^n$. Assume that $\varphi - 1 \in C^{3,\alpha}_{-2,2}$ with $\alpha \in (0,1)$ and $\beta > 1$. We define $\tau \in C^{1,\alpha}_{-\beta}$ by

$$|	au(r)| = \begin{cases} \sqrt{2nN\varphi^{-N+1}} & \text{if } \varphi'(r) = 0 \\ \frac{N-1}{2} \left(r^{2n-1} \left(\varphi(N+2)/2\right)^{1/2}\right) & \text{otherwise.} \end{cases}$$

(4.3)

Then

$$g_{ij} = \varphi^{N-2} \delta_{ij}$$

$$k_{ij} = \frac{\tau}{n} \varphi^{N-2} \delta_{ij} - \varphi^{-2} \left(\frac{\delta_{ij}}{n} - \frac{x_i x_j}{r^{n+2}}\right) \int_0^r s^n \varphi^N \tau' ds$$

(4.4)

is a solution to the AF vacuum constraint equations (1.1).

As the reader may have noticed, the surprising point of this result is that the increasing property of $\varphi$ makes the ADM mass non-positive. In particular, this property agrees with negative mass Schwarzschild metrics instead of the positive mass ones, therefore, we can construct smooth solutions of negative mass Schwarzschild metric outside a given ball, and so a class of spherically symmetric initial data sets violating the positive energy conjecture is given. We observe that these smooth solutions are no longer time-symmetric like Schwarzschild ones. This is certain since otherwise the PMT will lead to the contradiction that the ADM mass of a negative mass Schwarzschild metrics is non-negative. We will discuss this feature in more detail after stating explicitly what we say above about smoothing out the singular of negative mass Schwarzschild metric. The following result is a direct consequence of Theorem 4.1.

Corollary 4.2 (Smoothing out negative mass Schwarzschild metric). Given a constant $m > 0$, let $\varphi$ be a radial and increasing function in $C^\infty(\mathbb{R}^n)$ satisfying

$$\varphi(r) = 1 - \frac{m}{2r^{n-2}}, \quad \forall r \geq m^{1/(n-2)}.$$

Then $(g,k)$ defined in (4.3)-(4.4) is a smooth solution to the AF vacuum constraint equations (1.1).

Proof. The proof is straightforward by Theorem 4.1.

We now explain why Theorem 4.1 and Corollary 4.2 do not contradict the PET. In fact, for instance when $\varphi = 1 - \frac{m}{2r^{n-2}}$ outside a ball, i.e. $g$ is negative mass Schwarzschild at large distance, we can calculate by (4.3) that

$$\text{tr}_g k = |\tau| \sim cr^{-\frac{n}{2}}$$

as $r \to +\infty$ for some constant $c > 0$. Since $R_g = R_{\text{Sch}} = 0$ near infinity and since $(g,k)$ is an AF vacuum solution, it follows by the Hamiltonian constraint (1.1a) that

$$|k|_g = |\text{tr}_g k| \sim cr^{-\frac{n}{2}}$$

as $r \to +\infty$. This means the decay rate of $k$ at infinity is exactly $r^{-\frac{n}{2}}$, which is critical in the decay assumption of symmetric $(0,2)$—tensors in the PET, and that’s why the theorem fails in this situation.

In order to understand better how the decay rate of $k$ at infinity drives the sign of mass, we would like to give the following result.
**Theorem 4.3** (Freely specified mean curvature). Let $\tau$ be an arbitrary radial function in $C^{1,\alpha}_{\beta}(\mathbb{R}^n)$ with $\alpha \in (0,1)$ and $\beta \in (1,\frac{n}{2})$. There exists a solution $(g,k)$ to the vacuum constraint equations (1.1) such that $(g - \delta_{\text{Euc}},k) \in C^{3,\alpha}_{-2\beta+2} \times C^{1,\alpha}_\beta$ and $\text{tr}gk = \tau$. Moreover, given a constant $c \geq 0$ and a decay exponent $q \in (\frac{n+2}{4},n)$, assume that $|\tau| \sim cr^{-q}$ at infinity. Then we have

$$(g - \delta_{\text{Euc}},k) \in C^{3,\alpha}_{-2q+2} \times C^{1,\alpha}_q$$

and furthermore

(i) if $q < \frac{n}{2}$, then $m_{\text{ADM}}(g) = -\infty$,
(ii) if $q = \frac{n}{2}$, then $-\infty < m_{\text{ADM}}(g) < 0$,
(iii) if $q > \frac{n}{2}$, then $m_{\text{ADM}}(g) = 0$, and hence $(\mathbb{R}^n,g,k)$ is Cauchy initial data for Minkowski space provided that $3 \leq n \leq 7$.

The main tool we use for dealing with the theorem is Leray–Schauder’s fixed point. For convenience and ease of presentation, we would like to recall its statement.

**Leray–Schauder’s Fixed Point** (Gilbarg–Neil [14, Theorem 11.6]). Let $X$ be a Banach space and assume that $T : [0,1] \times X \to X$ is a continuous compact operator satisfying $T(0,x) = 0$ for all $x \in X$. If the set $K := \{(t,x) \in [0,1] \times X \mid T(t,x) = x\}$ is bounded, then $T(1,\cdot)$ has a fixed point.

**Proof of Theorem 4.3** We first define the operator $T : [0,1] \times L^\infty \to L^\infty$ as follows. For any $\phi \in L^\infty$, by Proposition 2.3, there exists a unique $W \in C^{2,\alpha}_{-\beta+1}$ satisfying

$$\text{div}(LW_\phi) = \frac{n-1}{n} |\phi|^N d\tau,$$

and hence, thanks to Theorem 2.4, there exists a unique $\varphi > 0$ such that $\varphi - 1 \in C^{3,\alpha}_{-2\beta+2}$ and

$$-\frac{4(n-1)}{n-2} \Delta \varphi + \frac{n-1}{n} t^{2N} \varphi^{N-1} = |LW|^2 \varphi^{N-1}. \quad (4.7)$$

We define

$$T(t,\phi) := t\varphi.$$ 

It is clear that a fixed point of $T(1,\cdot)$ is a solution to the conformal equations (2.1). In the spirit of the previous section, we will look for a fixed point of $T(1,\cdot)$ in the subspace

$$RL^\infty := \{f \in L^\infty \mid f \text{ is radial}\}.$$ 

The following observations are the key in our arguments:

- Let $\mathcal{V} : L^\infty \to C^{2,\alpha}_{-\beta+1}$ and $\mathcal{L} : [0,1] \times C^{2,\alpha}_{-\beta+1} \to C^{3,\alpha}_{-2\beta+2}$ be defined by

$$\mathcal{V}(\phi) := W, \quad \mathcal{L}(t,W) := \varphi - 1,$$
where \( W \) and \( \varphi \) are determined by (4.6) and (4.7) respectively. Let \( J : C^{3,\alpha}_{-2\beta+2} \to L^\infty \) be the compact weighted Hölder embedding map given by Proposition 2.1. It is clear that

\[
T = t(J \circ (1 + \mathcal{L}) \circ \nu).
\]

We have shown in Section 3 that if \( \phi \) is radial, then so is \( |LV(\phi)| \). On the other hand, since Laplace’s operator \( \Delta \) is invariant under rotations, we deduce from existence and uniqueness of solutions to the Lichnerowicz equation guaranteed by Theorem 2.4 that if the source \((\tau, |LW|)\) is radial, then so is \( \mathcal{L}(t, W) \). Therefore, we can conclude by (4.8) that \( T(t,.) \) maps the subspace \( RL^\infty \) into itself.

- If \( T(t, \phi) = \phi \) with \( (t, \phi) \in (0,1] \times RL^\infty \), then \( \phi/t \) is a solution to the conformal equations (3.1) associated with the seed data \((\delta_{\text{Euc}}, t^N \tau)\). Therefore, it follows from Theorem 3.1 that \( \phi/t \) must be increasing, and so \( \|\phi/t\|_{L^\infty} = 1 \). In particular, the set

\[
K = \{(t, \phi) \in (0,1] \times RL^\infty \mid T(t, \phi) = \phi\}
\]

is bounded.

From these observations, once \( T \) is proven to be continuous and compact in \([0,1] \times RL^\infty\), we can ensure by Leray–Schauder’s fixed point that \( T(1,.) \) has a fixed point in \( RL^\infty \) which is what we have desired. Observing furthermore that in view of (4.8), since \( \nu \) is continuous and since \( J \) is continuous compact, the fact that \( T \) is continuous and compact will follow immediately once we obtain the continuity of \( \mathcal{L} \). Therefore, the task is now to prove that \( \mathcal{L} \) is a continuous operator. The argument we give here is essentially the same as in Maxwell [16], which is the equivalent result for compact manifolds.

In fact, we define \( F(t, W, \psi) : [0,1] \times C^{2,\alpha}_{-\beta+1} \times C^{3,\alpha}_{-2\beta+2} \to C^{1,\alpha}_{-2\beta} \) by

\[
F(t, W, \psi) := -\frac{4(n-1)}{n-2}\Delta(\psi + 1) + \frac{n-1}{n}t^{2N} L^2 (\psi + 1)^{N-1} - |LW|^2 (\psi + 1)^{-N-1}
\]

It is clear that \( F \) is \( C^1 \) map and \( F(t, W, \mathcal{L}(t, W)) = 0 \) for all \((t, W) \in [0,1] \times C^{2,\alpha}_{-\beta+1} \). A standard computation shows that the Fréchet derivative of \( F \) with respect to \( \psi \) is given by

\[
F_\psi(t, W)(u) = -\frac{4(n-1)}{n-2}\Delta u + \frac{(n-1)(N-1)}{n}t^{2N} L^2 (\psi + 1)^{N-2} u + (N+1)|LW|^2 (\psi + 1)^{-N-2} u
\]

It follows that \( F_\psi \in C([0,1] \times C^{2,\alpha}_{-\beta+1}, L(C^{3,\alpha}_{-2\beta+2}, C^{1,\alpha}_{-2\beta})) \), where we denote \((L(C^{3,\alpha}_{-2\beta+2}, C^{1,\alpha}_{-2\beta}))\) the Banach space of all linear continuous maps from \( C^{3,\alpha}_{-2\beta+2} \) into \( C^{1,\alpha}_{-2\beta} \). In particular, setting \( \psi_0 = \mathcal{L}(t, W) \) we have

\[
F_{\psi_0}(t, W)(u) = -\frac{4(n-1)}{n-2}\Delta u + \left(\frac{(n-1)(N-1)}{n}t^{2N} L^2 (\psi_0 + 1)^{N-2} + (N+1)|LW|^2 (\psi_0 + 1)^{-N-2}\right) u
\]

Since

\[
\frac{(n-1)(N-1)}{n}t^{2N} L^2 (\psi_0 + 1)^{N-2} + (N+1)|LW|^2 (\psi_0 + 1)^{-N-2} \geq 0,
\]

it follows by Proposition 2.2(a) that \( F_{\psi_0}(t, W) : C^{3,\alpha}_{-2\beta+2} \to C^{1,\alpha}_{-2\beta} \) is an isomorphism. Therefore, the implicit function theorem implies that \( \mathcal{L} \) is a \( C^1 \)-function in a neighborhood of \((t, W),\)
which deduces \( T \) is continuous compact in \([0, 1] \times L^\infty\), and so \( T(1, \cdot) \) admits a fixed point in \( RL^\infty\).

On account of what we have shown above, let \( \varphi \in RL^\infty \) be a fixed point of \( T(1, \cdot) \). For the convenience of the reader, we summarize the properties of \( \varphi \) as follows:

- As claimed earlier, \( \varphi > 0 \) and \( \varphi - 1 \in C^{3,\alpha}_{-2\beta + 2}\).

- Since \((\tau, \varphi)\) is a radial solution to the conformal equations \((3.1)\), it follows by Theorem \(3.1\) that \( \varphi \) is increasing and \((\tau, \varphi)\) satisfies \((4.3)\).

- Let \((g, k) \in C^{3,\alpha}_{-2\beta + 2} \times C^{1,\alpha}_{-\beta}\) be defined in \((4.4)\). Similarly to Theorem \(4.1\), we deduce from the conformal method that \((g, k)\) is a solution to the vacuum constraint equations \((1.1)\) with \(\text{tr}_g k = \tau\).

Therefore, the rest of the proof is devoted to the decay rate \((4.5)\) and assertions (i–iii). In fact, assume that \(|\tau| \sim cr^{-q}\), then we have by \((4.3)\)

\[
\lim_{r \to +\infty} \left( \frac{2 \left| r^{2n-1} (\varphi^{(N+2)/2} / \varphi)^{(N-2)/2} \right|}{(N + 2) r^{\frac{4n}{2} - q} \varphi^{N-1} \sqrt{\varphi'/r^{n-2}\varphi}} \right) = c. \tag{4.9}
\]

On the other hand, by straightforward calculations we have

\[
\frac{2 \left| r^{2n-1} (\varphi^{(N+2)/2} / \varphi)^{(N-2)/2} \right|}{(N + 2) r^{\frac{4n}{2} - q} \varphi^{N-1} \sqrt{\varphi'/r^{n-2}\varphi}} = \frac{(2n - 1) r^{-1} \varphi^{N/2} / \varphi' + N \varphi^{(N-2)/2} (\varphi')^2 + \varphi^{N/2} \varphi''}{r^{-q} \varphi^{N-1} \sqrt{(\varphi')^2 + (n - 2) r^{-1} \varphi/\varphi'}}. \tag{4.10}
\]

Since \( \varphi - 1 \in C^{3,\alpha}_{-2\beta + 2} \), this gives us

\[
\lim_{r \to +\infty} \left( \frac{2 \left| r^{2n-1} (\varphi^{(N+2)/2} / \varphi)^{(N-2)/2} \right|}{(N + 2) r^{\frac{4n}{2} - q} \varphi^{N-1} \sqrt{\varphi'/r^{n-2}\varphi}} \right) = \frac{1}{\sqrt{n - 2}} \lim_{r \to +\infty} \frac{(2n - 1) r^{-1} \varphi'/\varphi'}{r^{-1} \varphi'-q} \frac{\sqrt{r^{2n-1} \varphi'}}{\sqrt{r^{2n-1} \varphi'}}. \tag{4.11}
\]

Combined with \((4.9)\), we get

\[
\lim_{r \to +\infty} \left( \frac{\sqrt{r^{2n-1} \varphi'}}{r^{n-q} \varphi'} \right) = \frac{c \sqrt{n - 2}}{2(n - q)} \tag{4.11}
\]

Now, by L'Hôpital’s rule it then follows that

\[
\lim_{r \to +\infty} \left( \frac{\varphi'}{r^{-2q+1}} \right) = \left( \lim_{r \to +\infty} \frac{\sqrt{r^{2n-1} \varphi'}}{r^{n-q} \varphi'} \right)^2 \tag{4.11}
\]

\[
= \left( \lim_{r \to +\infty} \left( \frac{\varphi'}{r^{n-q} \varphi'} \right)^2 \right) = \frac{c \sqrt{n - 2}}{2(n - q)}. \tag{4.11}
\]
Therefore, we have
\[ \varphi - 1 = - \int_{r}^{+\infty} \varphi' \, ds \in C^{0, \alpha}_{-2q+2} \]
and hence thanks to the Lichnerowicz equation and Proposition 2.2(b), we deduce from (4.3) that \((g - \delta_{\text{Euc}}, k) \in C^{\beta, \alpha}_{-2q+2} \times C^{\alpha, \alpha}_{-q} \).

Finally, taking (4.11) into the formula (4.2) of the ADM mass yields
\[ m_{\text{ADM}}(g) = - \frac{c \sqrt{n-2}}{4(n-q)} \lim_{r \to +\infty} r^{n-2q}, \]
which implies (i–iii) except the statement about entire spacelike hypersurfaces in the assertion (iii). However, since \((g, k)\) now satisfies assumptions in the PET, this follows by the rigidity part of the theorem. The proof is completed.

**Remark 4.4.** We observe that our argument for entire spacelike hypersurfaces stated in the assertion (iii) of Theorem 4.3 only uses the rigidity part of the PET. Therefore, the restriction on \(n\) can be omitted once the rigidity holds in arbitrary dimensions. In this context, since \(\mathbb{R}^n\) is spin for all \(n \geq 3\), the assumption \(3 \leq n \leq 7\) in this assertion can be removed as long as \(q > n - 2\) due to the version of PET for spin manifolds proven in [7].

**Acknowledgments.** The author would like to thank Bao Tran Nguyen for useful discussions. The author is a postdoc fellow of the French National Research Agency (ANR) at Institut Montpellierain Alexander Grothendieck during 2020–2021.

**References**

[1] R. Arnowitt, S. Deser and C. W. Misner, Coordinate invariance and energy expressions in general relativity, Phys. Rev. (2) 122 (1961), 997—1006.

[2] R. Bartnik, The mass of an asymptotically flat manifold, Comm. Pure Appl. Math. 49 (1986), 661–693.

[3] R. Bartnik and J. Isenberg, The constraint equations, in: The Einstein Equations and The Large Scale Behavior of Gravitational Fields, Birkhäuser, Basel (2004), 1–38.

[4] R. Beig and P. T. Chruściel, Killing vectors in asymptotically flat space-times. I. Asymptotically translational Killing vectors and the rigid positive energy theorem, J. Math. Phys. 37 (1996), no. 4, 1939—1961.

[5] Y. Choquet-Bruhat and J.W. Jr York, The Cauchy problem, General Relativity and Gravitation, Plenum, New York (1980) vol. 1, 99—172.

[6] P.T. Chruściel, A remark on the positive-energy theorem, Classical Quantum Gravity 3 (1986), no. 6, L115–L121.

[7] P.T. Chruściel and D. Maerten, Killing vectors in asymptotically flat space-times. II. Asymptotically translational Killing vectors and the rigid positive energy theorem in higher dimensions, J. Math. Phys. 47 (2006), no. 2, 022502, 10.

[8] J. Corvino and R. Schoen, On the asymptotics for the vacuum Einstein constraint equations, J. Diff. Geom. 73 (2006), 185–217.

[9] J. Dilts, The Einstein Constraint Equations on Asymptotically Euclidean Manifolds, Thesis (2015), arXiv:1507.01913.
[10] J. DILTS, J. ISENBERG, R. MAZZEO AND C. MEIER, Non-CMC solutions of the Einstein constraint equations on asymptotically Euclidean manifolds. Classical Quantum Gravity, (6) 31 (2014).

[11] M. EICHMAIR, The Jang Equation Reduction of the Spacetime Positive Energy Theorem in Dimensions Less Than Eight, Commun. Math. Phys. (2013) 319, 575—593.

[12] M. EICHMAIR, L-H. HUANG, D. LEE, AND R. SCHOEN, The spacetime positive mass theorem in dimensions less than eight, J. Eur. Math. Soc. (JEMS) 18 (2016), no. 1, 83—121.

[13] Y. FOURÈS-BRUHAT, Théorème d’existence pour certains systèmes d’équations aux dérivées partielles nonlinéaires, Acta Math. 88 (1952), 141—225

[14] D. GILBARG AND N. S. TRUDINGER, Elliptic partial differential equations of second order, second ed., Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], vol. 224, Springer-Verlag, Berlin, 1983.

[15] A. LICHNEROWICZ, L’intégration des équations de la gravitation relativiste et le problème des n corps, J. Math. Pures Appl. (9) 23 (1944), 37—63

[16] D. MAXWELL, A class of solutions of the vacuum Einstein constraint equations with freely specified mean curvature, Math. Res. Lett. 16 (4) (2009), 627—645.

[17] D. MAXWELL, Solutions of the Einstein constraint equations with apparent horizon boundaries. Comm. Math. Phys., (3) 253, (2005), 561—583.

[18] T. PARKER AND C. H TAUBES, On Witten’s proof of the positive energy theorem, Comm. Math. Phys. 84 (1982), no. 2, 223—238.

[19] R. SCHOEN AND S.T. YAU, On the proof of the positive mass conjecture in general relativity, Comm. Math. Phys. 65 (1979), 45—76.

[20] R. SCHOEN AND S.T. YAU, Proof of the positive mass theorem. II, Comm. Math. Phys. 79 (1981), no. 2, 231—260.

[21] E. WITTEN, A new proof of the positive energy theorem, Comm. Math. Phys. 80 (1981), no. 3, 381—402.