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ABSTRACT. Given the Hamiltonian, the evaluation of unitary operators has been at the heart of many quantum algorithms. Motivated by existing deterministic and random methods, we present a hybrid approach, where Hamiltonians with large amplitude are evaluated at each time step, while the remaining terms are evaluated at random. The bound for the mean square error is obtained, together with a concentration bound. The mean square error consists of a variance term and a bias term, arising respectively from the random sampling of the Hamiltonian terms and the operator splitting error. Leveraging on the bias/variance trade-off, the error can be minimized by balancing the two. The concentration bound provides an estimate on the number of gates. The estimates are verified by using numerical experiments on classical computers.

1. INTRODUCTION

There has been rapidly growing interest in quantum computing algorithms in quantum chemistry, where classical algorithms are often limited to small systems due to the dimension of the Fock space. At the core of many algorithms is the approximation of unitary operators [CEMM98, NC02]. Together with the phase estimation method, the unitary operators can be used to compute the ground state [AG05]. More importantly, the ability to approximate unitary operators is
crucial in the development of quantum algorithms for many other scientific-computing problems, including solutions of linear systems \cite{HHL09}, singular-value decomposition \cite{GSLW19}, Monte-Carlo methods \cite{Mon15}, open quantum systems \cite{CLI6,CW16}, etc.

Meanwhile, quantum algorithms have to face the challenge that the number of second quantization terms in the Hamiltonian, which have to be treated separately, scale unfavorably with respect to the number of orbitals. Existing methods, based on how the Hamiltonian terms are evaluated, can be divided into deterministic and random methods. Deterministic methods mostly rely on the Trotter-Suzuki splitting, where at each step, the unitary operator is split into the product of unitary operators, each of which only involves one Hamiltonian term. Alternatively, one can use a linear combination of unitary operators to improve the accuracy \cite{CW12}. Another interesting approach, called quantum stochastic drift protocol (QDRIFT), is first proposed by Campbell \cite{Cam19}, and it is stochastic in nature: At each step, only one Hamiltonian is selected, with probability proportional to its amplitude (important sampling). It was shown that the method leads to good accuracy with high probability. Later Chen et al. \cite{CHKT20} provided thorough analysis and obtained tighter error bounds and improved estimates of gate counts.

One way to compare the deterministic and random frameworks is to examine the accuracy while holding the number of gates fixed. Intuitively, due to the large number of Hamiltonian terms, deterministic methods have to be implemented with a much larger step size. Meanwhile, since only one unitary operator is evaluated at each time step, a random algorithm can be implemented with much smaller step size. However, due to the stochastic nature, the error is dominated by the variance, which is also dependent of the system size. Motivated by these observations, we consider a hybrid algorithm, where the Hamiltonian terms with large amplitude are evaluated deterministically. Meanwhile, the remaining terms are implemented at random. By excluding the large terms, the variance is significantly reduced. We allow the flexibility of applying multiple unitary operators at a random step. We prove an error bound that incorporates the two error contributions. In particular, the error bound can be interpreted as the typical bias-variance trade-off in standard statistical analysis \cite{RS02}. Therefore, the error can be minimized by balancing the two. In addition, concentration inequalities are derived to provide an estimate of the gate count.

A similar, but separate development is the random batch methods (RBM) for simulating particle dynamics with two- and many-body interactions \cite{JLL21}. RBM has been applied to both classical \cite{JL20,LXZ20} and quantum systems \cite{GJP20,JL20}, see \cite{JL21} for a recent review. The separation of the Hamiltonian operators is motivated by the implementation of RBM in the presence of strong repulsive forces \cite{LXZ20,LXZ21,JL20}, in which case separating out these
terms makes the time integration more accurate. For example, in \cite{LXZ20}, the inter-molecular potential is decomposed into a long range but smooth part, and a short range potential with singularity. The long range interactions can be efficiently sampled using the RBM, followed by a Metropolis rejection step for the short range potential. In the context of quantum Monte Carlo (QMC) method, this decomposition is applied to the pairwise interactions and the two-body terms in the Jastrow factor \cite{JL20}.

Another interesting idea is to randomly order the Hamiltonian terms in the Trotter splitting algorithm. This has been implemented in \cite{TLMC18,TLM+19}, and recently analyzed by Childs et al. \cite{COS19}. Faehrmann et al. \cite{FSK+21} proposed to randomize the multi-product formula to improve the sampling of an observable. The main difference from the random algorithms considered in \cite{Cam19,CHKT20} is that the random ordering is equivalent to a random algorithm using a uniform distribution among the Hamiltonians, rather than important sampling. In this work, we will consider both choices for the random algorithm. We will show that the important sampling generally gives a smaller variance and a lower gate count.

The rest of the paper is organized as follows. Section 2 presents algorithms where some of the Hamiltonian terms are evaluated at random. We prove bounds for the mean square error in terms of the step size. In Section 3 we present concentration bounds that provide estimates for the number of gates required to achieve certain accuracy. We discuss the variance/bias balance in the mean square error in Section 4 as well as their implications to the partition of the Hamiltonians. To verify the error estimates, we present numerical experiments in Section 5.

2. Random Algorithms

2.1. Quantum dynamics and unitary operators. Quantum computers were originally perceived as a potential tool to solve quantum chemistry problems \cite{Fey85}. The fundamental element behind quantum chemistry is the Hamiltonian operator, which in the second quantization form, can be written as,

\[
H = \sum_{pq} h_{pq} \hat{c}_p \hat{c}_q^\dagger + \frac{1}{2} \sum_{pqrs} h_{pqrs} \hat{c}_p \hat{c}_q^\dagger \hat{c}_r \hat{c}_s.
\]

Here \( \hat{c}^\dagger \) and \( \hat{c} \) are respectively the creation and annihilation operators and they fulfill anticommutator relations. This representation of the Hamiltonian can be obtained by a projection to atomic orbitals, although it is also possible to employ plane wave basis \cite{BWM+18}.

Many quantum algorithms for chemistry problems start with the observation that the dynamics of a quantum many-body problem is determined by the unitary operator,

\[
U(t) = \exp \left( -i t H \right).
\]
Here we have set $\hbar = 1$. We assume that the Hamiltonian has been projected to $d$-dimensional space so $H \in \mathbb{C}^{d \times d}$. This can be done using the Jordan-Wigner (JW) \cite{JW28} or Bravyi-Kitaev (BK) approximations \cite{BK02,SRL12,HWBT14a,HTW17}, see \cite{TLMC18} for more thorough discussions. For a description based on a wave function $|\psi\rangle \in \mathbb{C}^d$ with $\langle \psi(0) | \psi(0) \rangle = 1$, the dynamics of interest is expressed as $|\psi(t)\rangle = U(t) |\psi(0)\rangle$. On the other hand, in terms of the density matrix,

\begin{align}
\rho(t) &= |\psi(t)\rangle \langle \psi(t)|,
\end{align}

the time evolution is written as $\rho(t) = U(t) \rho(0) U(t)^\dagger$. In either case, the unitary operator and its approximations play a fundamental role in understanding the underlying quantum dynamics.

For simplicity, we assume that the Hamiltonian has been mapped using the JW or BK method, and after such a transformation, the Hamiltonian is written as,

\begin{align}
H &= h_1 + h_2 + \cdots + h_L.
\end{align}

In order to approximate the evolution corresponding to (2), we first divide the total Hamiltonian into two separate Hamiltonian operators,

\begin{align}
H &= H_0 + H_1,
\end{align}

which include Hamiltonian terms as follows,

\begin{align}
H_1 &= h_1 + h_2 + \cdots + h_{N_r}, \quad (5a) \\
H_0 &= h_{N_r+1} + \cdots + h_L. \quad (5b)
\end{align}

We also assume in this partition that the number of quantum gates required to simulate the unitary operator $\exp(-i \Delta t h_\ell)$ is bounded by a fixed constant. For details about the construction of the quantum circuits corresponding to such unitary evolution, and more detailed estimates of the required quantum resources, see \cite{WBAG11,TLMC18}. Ideally, the separation (4) will result in no error if $H_0$ and $H_1$ commute. This has been explored in \cite{GAD+19}. But here we arrange the Hamiltonian terms by their magnitude in the ascending order:

$$
\| h_1 \| \leq \| h_2 \| \leq \cdots \leq \| h_L \|.
$$

Thus the partition (4) corresponds to a cut-off, labelled by $N_r$. In the following sections, we will first focus on the treatment of $H_1$, which consists of $N_r$ Hamiltonian operators, $1 \leq N_r \leq L$, using a random algorithm. In Section 4, we will study the added effect of approximating the unitary dynamics driven by $H_0$.

A standard approach to simulate the dynamics is to divide the time interval into small time steps with step size $\Delta t$, and at each step, one can approximate (2) using an operator splitting
scheme,

\[ U(\Delta t) \approx \exp \left( -i \Delta t H_0 \right) \prod_{\ell=1}^{N_r} \exp \left( -i \Delta t h_\ell \right). \]

The unitary operator \( U_0 := \exp (-i \Delta t H_0) \) can be similarly approximated,

\[ U_0 \approx V_0, \quad V_0 := \prod_{\ell=N_r+1}^{L} \exp (-i \Delta t h_\ell). \]

The error associated with such approximation, often referred to as the Trotter error, has been extensively studied [BMW+15, PHW+14, HWBT14b, TLM+19, CS19]. The readers are referred to [CST+21] and the references therein. In particular, the error in (7) is of the order \( O(\Delta t^2) \) locally, which can be improved to \( O(\Delta t^3) \) by using a symmetric splitting (also known as the Strang’s splitting), or higher order Suzuki’s splitting [SRL12]. But for the moment, we neglect this splitting error, and assume \( U_0 \) is evaluated exactly.

2.2. Random algorithms. The main challenge in directly implementing a Trotter splitting method is that the number of individual Hamiltonians in (5a) is proportional to \( N_4 \) with \( N \) being the number of particles, i.e., \( L = O(N^4) \). To mitigate the issue, we consider an algorithm where \( K \) individual Hamiltonian operators in \( H_1 \) are picked up in random, similar to the method by Campbell [Cam19], which corresponds to the case of \( K = 1 \). In general, the selected Hamiltonian terms form a batch with batch size \( K \). Toward this end, we introduce a Bernoulli random vector \( \omega \in \{0, 1\}^{N_r} \) such that, the number of non-zeros in \( \omega \) is \( K \); 1 \( \leq \) \( K \) \( \ll \) \( N_r \). Specifically, let \( \Delta t \) be the stepsize and \( \{t_n\}_{n \geq 0} \) be the time steps. At time \( t_n \), we introduce the approximation,

\[ U(\Delta t) \approx \exp \left( -i \Delta t H_0 \right) \prod_{\ell=1}^{N_r} \exp \left( -i \frac{\Delta t N_r}{K} \omega_\ell^n h_\ell \right). \]

The index \( n \) in the random variable \( \omega_\ell^n \) indicates that they will be sampled independently at each step. The goal of this random selection is to only evaluate \( K \) Hamiltonians at a time. This approximation can directly be extended to a symmetric-splitting,

\[ U(\Delta t) \approx \prod_{\ell=1}^{N_r} \exp \left( -i \frac{\Delta t N_r}{2K} \omega_{N_r-\ell+1}^n h_{N_r-\ell+1} \right) \prod_{\ell=1}^{N_r} \exp \left( -i \frac{\Delta t N_r}{2K} \omega_\ell^n h_\ell \right). \]

Consequently, the term \( \frac{N_r}{K} \sum_{\ell=1}^{N_r} \omega_\ell^n h_\ell \) can be viewed as a stochastic approximation of \( H_1 \). To be more specific, we define a random matrix,

\[ \delta H = \frac{N_r}{K} \sum_{\ell=1}^{N_r} \omega_\ell^n h_\ell - H_1. \]
Clearly $E[\delta H] = 0$. Here we will denote the coefficients by a vector $\omega^n = (\omega^n_1, \omega^n_2, \cdots, \omega^n_L)$. To ensure that at each step, exactly $K$ terms are selected, we enforce the condition that,

\begin{equation}
\omega^n_\ell \in \{0, 1\} \quad \forall \ell, \quad \text{and} \quad \sum_{\ell=1}^{N_r} \omega^n_\ell = K.
\end{equation}

This condition will be simply written as $\|\omega^n\|_0 = K$.

With this notation, let us first explain the evolution of the wave functions through unitary operations. We assume that $|\psi(0)\rangle \in \mathbb{C}^d$ is the initial wave function normalized such that $\langle \psi(0)|\psi(0)\rangle = 1$. Then the exact wave function after $n$ steps, denoted by $|\psi_n\rangle$, is given by,

\begin{equation}
|\psi_n\rangle = U(\Delta t)^n |\psi(0)\rangle, \quad n \geq 0.
\end{equation}

On the other hand, the approximate wave function from (8), denoted by $|\phi_n\rangle$, is constructed as follows,

\begin{equation}
|\phi_n\rangle = V_{n-1} V_{n-2} \cdots V_1 V_0 |\psi(0)\rangle,
\end{equation}

where for each $m \geq 0$,

\begin{equation}
V_m = U_0(\Delta t) \exp(-i\Delta t(H_1 + \delta H_m)),
\end{equation}

with $\delta H_m$ independently sampled from (10). The pseudo code is illustrated in Algorithm 2.2, where we used the notation $[N_r] = \{1, 2, \cdots, N_r\}$.

**Algorithm 1** The Random Unitary Operations.

**Require:** $|\psi(0)\rangle, N, \Delta t = t/N.$

1: $U_0 = \exp\left(-i\Delta t H_0\right)$

2: for $n = 1 : N$

3: Randomly pick $K$ indices $S \subset [N_r]$

4: for $\ell \in S$

5: $U = \exp\left(-i\Delta t \frac{N_r}{K} h_\ell\right)$

6: $|\phi\rangle \leftarrow U|\phi\rangle$

7: end for

8: $|\phi\rangle \leftarrow U_0|\phi\rangle$

9: end for

The choice of $H_0$ and $H_1$ will be discussed in Section 4.

The accuracy of operator-splitting methods (8) can often be understood using the Baker-Campbell-Hausdorff (BCH) formula [Bak05, Cam97, Hau06], which asserts that for any two operators $X$ and $Y$, the product of the two exponentials, $\exp(X)$ and $\exp(Y)$, can be expressed in
the form of a single exponential function. Namely, \( \exp(X) \exp(Y) = \exp(Z) \), where \( Z \) can be expanded as
\[
Z = X + Y + \frac{1}{2} [X, Y] + \frac{1}{12} ([X, X, Y] + [Y, Y, X]) + \frac{1}{24} [X, Y, Y, X] + \cdots.
\]
The BCH formula provides a quick glimpse of the random algorithm. More specifically, we can formally write the one-step approximation (8) as,
\[
\exp \left( -i \Delta t H_0 \right) \exp \left( -i \Delta t (H_1 + \delta H) \right) = \exp \left( -i \Delta t (H + \delta H) - \frac{\Delta t^2}{2} [H_0, H_1 + \delta H] + \mathcal{O}(\Delta t^3) \right).
\]
Since \( \mathbb{E}[\delta H] = 0 \), the leading term in (15) can be regarded as a stochastic approximation of \( H \).

To look at the effect of this algorithm over multiple time steps, one can first extend the BCH formula to the case with multiple unitary operators. Namely we have,
\[
\exp(X_1) \exp(X_2) \cdots \exp(X_n) = \exp(Z),
\]
where
\[
Z = X_1 + X_2 + \cdots + X_n + \frac{1}{2} \sum_{1 \leq \ell < m \leq n} [X_\ell, X_m] + h.o.t.
\]
For the random algorithm (13), if one considers the case \( K = 1 \), then \( H_1 + \delta H_m = N_r h_{\ell_m} \), where \( \ell_m \) is randomly drawn with probability \( 1/N_r \). According to (16) and (17), we have,
\[
|\phi_n \rangle = \exp \left( -i t H_0 - i t N_r \sum_{m=1}^{n} h_{\ell_m} + \mathcal{O}(\Delta t) \right) |\psi(0) \rangle.
\]
The term \( \frac{1}{n} \sum_{m=1}^{n} h_{\ell_m} \), due to the Law of Large Numbers, converges to \( H_1/N_r \). Therefore, the random algorithm can be interpreted as a Monte Carlo method in time. A similar observation has been made in the random batch algorithm [L21].

Meanwhile, the statistical error will inevitably depend on the variance. To calculate the variance, we let \( \{ u_j \}_{j=1}^{N_r} \) be the standard basis vectors in \( \mathbb{R}^{N_r} \). With direct calculations, we have,

**Lemma 1.** When \( K = 1 \), suppose that the random vector \( \omega \) has probability given by,
\[
P(\omega = u_j) = \frac{1}{N_r}.
\]
Then, for the random matrix \( \delta H \), the mean and variance are given respectively by,
\[
\mathbb{E}[\delta H] = 0, \quad \Sigma := \mathbb{E}[\delta H^2] = N_r \Delta, \quad \Delta := \sum_{\ell=1}^{N_r} h_{\ell}^2 - \frac{1}{N_r} H_1^2.
\]

The Lemma can be extended to the case for \( K > 1 \). With tedious calculations, we find that \( \mathbb{E}[\delta H] = 0 \) and
\[
\Sigma := \mathbb{E}[\delta H^2] = \frac{1}{K} \frac{N_r - K}{N_r - 1} N_r \Delta.
\]
So there is about a $K$ fold reduction of the variance.

Another important extension is to sample the Hamiltonians with general discrete probability,

$$P(\omega = u_j) = p_j,$$

where $p_j \geq 0$ and $\sum_j p_j = 1$ represents the discrete probability. The choice of $p_j$ will be made precise later. The scenario in Lemma 1 corresponds to the uniform distribution. In general, the random algorithm is implemented by selecting a Hamiltonian $h_j$ with probability $p_j$, and applying the unitary operator $\exp\left(-i \frac{\Delta t}{p_j} h_j\right)$ to the wave function \textsuperscript{Cam19}. The corresponding variance is given by,

$$\Sigma = \sum_{j=1}^{N_r} \frac{1}{p_j} h_j^2 - H^2_1.$$

Throughout the paper, our estimates will depend on some constants which we define now. The first is the spectral norm of $\Sigma$,

$$\Lambda = \|\Sigma\|.$$  

For example, for the uniform sampling in Lemma 1, we have $\Lambda \leq N_r \sum_{\ell} \|h_\ell^2\|$.

In addition, we define $\Gamma$ as the almost sure bound of $\delta H$

$$\Gamma = \sup_{|\omega|_0 = K} \|\delta H\|.$$  

For example when $K = 1$, from \textsuperscript{10}, we can use the following simple bound,

$$\Gamma = N_r \max_{1 \leq \ell \leq N_r} \|h_\ell\|.$$  

It is important to observe that both these error constants depend on $N_r$. This provides a flexibility to control various error terms.

Although the interpretation using the BCH formula \textsuperscript{15} provides important insights, it does not reveal an explicit error bound, an observation made by several previous works \textsuperscript{CS19}. In the next few sections, we will derive local and global error bounds.

2.3. Analysis of the one-step error. To validate this observation, we first drop the $O(\Delta t^2)$ term in the exponent of \textsuperscript{15}, and estimate the error induced by such a stochastic approximation.

\textbf{Theorem 1.} Consider the exact unitary dynamics at $t = \Delta t$ given by the wave function,

$$|\psi(\Delta t)\rangle = \exp\left(-i \Delta t H\right) |\psi(0)\rangle,$$

and let

$$|\phi(\Delta t)\rangle = \exp\left(-i \Delta t H - i \Delta t \delta H\right) |\psi(0)\rangle.$$
be an approximation (with the same initial condition). Let

\begin{equation}
|\chi(\Delta t)\rangle = |\phi(\Delta t)\rangle - |\psi(\Delta t)\rangle
\end{equation}

be the approximation error.

Then the error has the following bound,

\begin{equation}
\|\chi(\Delta t)\| \leq \int_0^\Delta t \langle \psi(t)|\delta H^2|\psi(t)\rangle^{\frac{1}{2}} dt.
\end{equation}

Here the norm is induced by the inner product. Namely,

\begin{equation}
\|\chi\| := \langle \chi | \chi \rangle^{\frac{1}{2}}.
\end{equation}

Consequently, the error can be further bounded by,

\begin{equation}
\|\chi(\Delta t)\| \leq \Delta t \|\delta H\|.
\end{equation}

Here the matrix norm is the one induced by the vector norm \(29\).

This bound has been proved in numerous works, e.g., [CHKT20]. But here we will include a proof, which will be extended to an analysis of the mean square error (MSE). Similar to the analysis in [AFL21], we will work with the wave function and measure the error by its \(L^2\) norm. However, we will keep the initial state arbitrary so that the error bounds can also be carried over to the operator norms.

**Proof.** We first extend the function \(|\chi\rangle\) to \(t \in [0, \Delta t]\),

\begin{equation}
|\chi(t)\rangle = \exp\left(- it H - i t \delta H\right) |\psi(0)\rangle - \exp\left(- i t H\right) |\psi(0)\rangle.
\end{equation}

It can be directly verified that \(|\chi(t)\rangle\) satisfies the differential equation,

\begin{equation}
\frac{d}{dt} |\chi(t)\rangle = -i(H + \delta H) |\chi(t)\rangle + i\delta H |\psi(t)\rangle.
\end{equation}

Since \(\delta H\) is Hermitian, we have,

\begin{equation}
\frac{d}{dt} \langle \chi(t)|\chi(t)\rangle = i \langle \chi(t)|\delta H|\psi(t)\rangle - i \langle \psi(t)|\delta H|\chi(t)\rangle = 2\text{Im} \langle \psi(t)|\delta H|\chi(t)\rangle.
\end{equation}

Therefore, using Cauchy-Schwarz inequality, we have,

\begin{equation}
\frac{d}{dt} \langle \chi(t)|\chi(t)\rangle \leq 2\langle \chi(t)|\chi(t)\rangle^{1/2} \langle \psi(t)|\delta H^2|\psi(t)\rangle^{1/2}.
\end{equation}

By direct integration, or using the Ou-Iang inequality [Qin16], the inequality leads to the desired bound \(28\). \(\square\)
We now return to the random algorithm. Since the perturbation is stochastic, the error will be reflected in the variance matrix. From (19), and by applying the Jensen’s inequality to (28), we find that for $K = 1$ with uniform sampling (18),

$$
E[\|\chi(\Delta t)\|] \leq \sqrt{Nr} \int_0^{\Delta t} \langle \psi(t) | \Sigma | \psi(t) \rangle^2 \, dt.
$$

(33)

In practice, often of interest is the MSE, which can also be deduced from (28) directly using Cauchy-Schwarz inequality:

$$
\langle \chi(\Delta t) | \chi(\Delta t) \rangle \leq \Delta t \int_0^{\Delta t} \langle \psi(t) | \delta H^2 | \psi(t) \rangle \, dt.
$$

(34)

The MSE immediately follows by taking the expectation and using the observation that $| \psi(t) \rangle$ is deterministic.

**Corollary 2.** If $K = 1$, the MSE has the following bound,

$$
E[\langle \chi(\Delta t) | \chi(\Delta t) \rangle] \leq \Lambda \Delta t^2.
$$

Here $\Lambda$ is the spectral norm from (22).

This analysis suggests that the MSE depends critically on the variance term, which can be written as $E[\langle \psi | \delta H^2 | \psi \rangle]$. In principle, it is possible to choose the discrete probability (20) to minimize the variance. For instance, we may construct an optimization problem,

$$
\min_{\{p_j\}} E[\langle \psi | \delta H^2 | \psi \rangle] - Z(\sum_j p_j - 1).
$$

(36)

The last term is introduced as a Lagrange multiplier to enforce the constraint $\sum_j p_j = 1$. With direct calculations, we find that,

$$
p_j = \frac{\|h_j| \psi\rangle \|}{\sum_j \|h_j| \psi\rangle \|}.
$$

(37)

A potential drawback of this approach is that the selection depends on $| \psi \rangle$. Therefore, the probability would have to be determined at every step. A compromise is to choose to minimize the spectral norm:

$$
\min_{\{p_j\}} \|E[\delta H^2]\| - Z(\sum_j p_j - 1).
$$

(38)

However, the corresponding optimization problem does not seem to admit explicit solutions. An empirical extension of (37) is the following choice, which has been used in [Cam19],

$$
p_j = \frac{\|h_j\|}{\sum_j \|h_j\|}.
$$

(39)
With this choice, we have from (21) that,
\[ \Sigma = E[\delta H^2] = \sum_j \| h_j \| \sum_j \frac{h_j^2}{\| h_j \|} - H_1^2. \]

An simple upper bound, used by \[\text{CHKT20}\], is given by,
\[ \Lambda = \lambda^2, \text{with} \lambda = \sum_j \| h_j \|. \]

Now we analyze the one-step error from the non-symmetric splitting \[\text{[CS19]}\]. The following estimate has been derived in \[\text{[CS19]}\].

**Theorem 3.** Consider the exact unitary dynamics given by
\[ |\psi(\Delta t)\rangle = \exp\{-i\Delta t H\} |\psi(0)\rangle. \]

Suppose \( H = H_0 + H_1 \), and let
\[ |\phi(\Delta t)\rangle = \exp\{-i\Delta t H_0\} \exp\{-i\Delta t H_1\} |\psi(0)\rangle, \]
be an approximation at one step using non-symmetric splitting (with the same initial condition). Let
\[ |\chi(\Delta t)\rangle = |\phi(\Delta t)\rangle - |\psi(\Delta t)\rangle, \]
be the approximation error. Then the \( L_2 \) error has the following bound,
\[ \| \chi(\Delta t) \| \leq \frac{\Delta t^2}{2} \|[H_0, H_1]\|. \]

More generally, one can extend Theorem 3 to include splitting methods with multiple Hamiltonians, e.g., we consider a dynamics with \( K \) Hamiltonian terms,
\[ |\chi\rangle = \exp\{-i\Delta t H_1\} \exp\{-i\Delta t H_2\} \cdots \exp\{-i\Delta t H_K\} |\psi(0)\rangle - \exp\{-i\Delta t (H_1 + H_2 + \cdots + H_K)\} |\psi(0)\rangle. \]

This can be analyzed by decomposing the error as follows,
\[ |\chi\rangle = \exp\{-i\Delta t H_1\} \cdots \exp\{-i\Delta t H_K\} |\psi(0)\rangle \]
\[ - \exp\{-i\Delta t H_1\} \cdots \exp\{-i\Delta t H_{K-2}\} \exp\{-i\Delta t (H_{K-1} + H_K)\} |\psi(0)\rangle \]
\[ + \exp\{-i\Delta t H_1\} \cdots \exp\{-i\Delta t H_{K-2}\} \exp\{-i\Delta t (H_{K-1} + H_K)\} |\psi(0)\rangle \]
\[ - \exp\{-i\Delta t H_1\} \cdots \exp\{-i\Delta t H_{K-3}\} \exp\{-i\Delta t (H_{K-2} + H_{K-1} + H_K)\} |\psi(0)\rangle \]
\[ \cdots \]
\[ + \exp\{-i\Delta t H_1\} \exp\{-i\Delta t (H_2 + \cdots + H_K)\} |\psi(0)\rangle \]
\[ - \exp\{-i\Delta t (H_1 + H_2 + \cdots + H_K)\} |\psi(0)\rangle. \]
By applying the preceding theorem repeatedly, we arrive at the following bound,
\begin{equation}
\|\chi\| \leq \frac{\Delta t^2}{2}\left( \|H_{K-1}, H_K\| + \|H_{K-2}, H_{K-1}\| + \|H_{K-2}, H_K\| + \cdots + \|H_1, H_2\| + \cdots + \|H_1, H_K\| \right).
\end{equation}

**Corollary 4.** The error associated with the splitting (43) can be bounded by,
\begin{equation}
\|\chi\| \leq C K^2 \Delta t^2.
\end{equation}

The constant here can be selected as 
\[ C = \frac{1}{4} \max_{1 \leq j < k \leq K} \|H_j, H_k\|. \]

In the implementation, the unitary operator is evaluated one at a time (if 
\( K = 1 \)). This amounts to approximating \( H_1 \) by \( H_1 + \delta H \). Therefore, it corresponds to a simple splitting as follows,
\begin{equation}
|\chi(\Delta t)\rangle = \exp\left(-i \Delta t H_0\right) \exp\left(-i \Delta t H_1 - i \Delta t \delta H\right) |\psi(0)\rangle - \exp\left(-i \Delta t H\right) |\psi(0)\rangle.
\end{equation}

To estimate this one-step error, we separate it into two terms,
\begin{align}
|\chi_1(\Delta t)\rangle &= \exp\left(-i \Delta t H_1 - i \Delta t \delta H\right) |\psi(0)\rangle - \exp\left(-i \Delta t H_1\right) |\psi(0)\rangle, \\
|\chi_2(\Delta t)\rangle &= \exp\left(-i \Delta t H_0\right) \exp\left(-i \Delta t H_1\right) |\psi(0)\rangle - \exp\left(-i \Delta t H\right) |\psi(0)\rangle.
\end{align}

As a result, we have the total one-step error,
\begin{equation}
|\chi(\Delta t)\rangle = \exp\left(-i \Delta t H_0\right) |\chi_1(\Delta t)\rangle + |\chi_2(\Delta t)\rangle.
\end{equation}

By using the triangle inequality and the estimates form Theorem 1 and Theorem 3, we arrive the following estimate:

**Proposition 5.** The error (48) of the one-step approximation can be bounded as follows,
\begin{equation}
\langle \chi(\Delta t)|\chi(\Delta t)\rangle^{\frac{1}{2}} \leq \int_0^{\Delta t} \langle \psi(0)|U_1(t)^\dagger|\delta H^2|U_1(t)|\psi(0)\rangle^{\frac{1}{2}} \, dt + \frac{\Delta t^2}{2} \|H_0, H_1\|.
\end{equation}

Here we recall \( U_1(t) := \exp\left(-i t H_1\right) \). As a result, the error has an almost sure bound,
\begin{equation}
\langle \chi(\Delta t)|\chi(\Delta t)\rangle^{\frac{1}{2}} \leq \Delta t \Gamma + \frac{\Delta t^2}{2} \|H_0, H_1\|.
\end{equation}

The constant \( \Gamma \) is defined in (23).

In addition, the corresponding MSE can be bounded as follows,
\begin{equation}
E \left[ \langle \chi(\Delta t)|\chi(\Delta t)\rangle \right] \leq 2 \Delta t r^2 + \Delta t^4 \|H_0, H_1\|^2.
\end{equation}
Remark 1. The first term in (49) is interpreted as the statistical error, while the second term is the usual truncation error. It is tempting to use a symmetric splitting, also known as the Strang splitting, to improve the accuracy. In this case, the one-step error is given by,

\[
\chi(\Delta t) = \exp(-i\Delta t/2H_0)\exp(-i\Delta t H_1)\exp(-i\Delta t/2H_0)|\psi(0)\rangle - \exp(-i\Delta t H)|\psi(0)\rangle
\]

where we split the error into two error terms, given by,

\[
|\chi_1(\Delta t)\rangle = \exp(-i\Delta t H_1)\exp(-i\Delta t/2H_0)|\psi(0)\rangle - \exp(-i\Delta t H)|\psi(0)\rangle
\]

\[
|\chi_2(\Delta t)\rangle = |\chi_1(\Delta t)\rangle + |\chi_2(\Delta t)\rangle,
\]

While \(\chi_2\) can be shown to be \(O(\Delta t^3)\) [WBC+14], the statistical error from \(\chi_1\) remains.

Remark 2. Equation (50) shows a competition between the two terms, and it can be used as a guideline to choose the partition \((H_0, H_1)\). This will be discussed in Section 4.

Remark 3. When multiple terms \((K > 1)\) are selected from \(H_1\) at each time step, we can first generalize (19) to \[\|E[\delta H^2]\| \leq \Lambda/K\]. As a result, the MSE bound in (35) and (51) can be improved to \(2\Lambda/K\Delta t^2\). But in light of the second error term in (47), the second term in (51) remains unchanged.

2.4. Analysis of the global error. We now proceed to estimate the error over multiple steps. We set \(|\psi_0\rangle = |\phi_0\rangle = |\psi(0)\rangle\). The approximate wave function can be generated from (13), by applying

\[
|\phi_{n+1}\rangle = \exp(-i\Delta t H_0)|\phi_n\rangle \exp(-i\Delta t H_1 - i\Delta t \delta H_n)|\phi_n\rangle
\]

repeatedly. Meanwhile, we let \(|\psi_n\rangle = |\psi(n\Delta t)\rangle\) be the exact wave function, which from (12) follows a similar relation,

\[
|\psi_{n+1}\rangle = \exp(-i\Delta t H)|\psi_n\rangle.
\]

Further, the Hamiltonians \(|\delta H_n\rangle_{n \geq 0}\) are i.i.d. samples following the statistics (19).

We let

\[
|e_n\rangle = |\psi_n\rangle - |\phi_n\rangle
\]

correspond to the numerical error. Following standard procedure for analyzing the accumulation of the error in time [DB12], we can derive an error equation, given by,

\[
|e_{n+1}\rangle = \exp(-i\Delta t H_0)|e_n\rangle \exp(-i\Delta t H_1 - i\Delta t \delta H_n)|e_n\rangle + |\chi_n\rangle.
\]
E \{ \chi_n \} = \exp \left( -i \Delta t H \right) |\psi_n \rangle - \exp \left( -i \Delta t H_0 \right) \exp \left( -i \Delta t H_1 - i \Delta t \delta H_n \right) |\psi_n \rangle,

where

\begin{align*}
\langle e_{n+1} | e_{n+1} \rangle &\leq \langle e_n | e_n \rangle + 2 \langle e_n | e_n \rangle^{\frac{1}{2}} \langle \chi_n | \chi_n \rangle^{\frac{1}{2}} + \langle \chi_n | \chi_n \rangle.
\end{align*}

Using the inequality, 2 \langle e_n | e_n \rangle^{\frac{1}{2}} \leq 1 + \langle e_n | e_n \rangle, we arrive at,

\begin{align*}
\langle e_{n+1} | e_{n+1} \rangle &\leq \langle e_n | e_n \rangle (1 + \langle \chi_n | \chi_n \rangle^{\frac{1}{2}}) + \langle \chi_n | \chi_n \rangle.
\end{align*}

A bound can be found by using the following discrete Gronwall’s inequality [Qin16] [Theorem 2.1.3],

\begin{align*}
\sum_{m=0}^{n-1} f_m \prod_{j=m+1}^{n-1} (1 + g_j).
\end{align*}

As a result, we have,

\begin{align*}
\langle e_{n+1} | e_{n+1} \rangle &\leq \sum_{k=0}^{n} \langle \chi_k | \chi_k \rangle \exp \left( \sum_{k=0}^{n} \langle \chi_k | \chi_k \rangle^{\frac{1}{2}} \right)
\end{align*}

This can be combined with the one-step error bounds (50) (applied to the exponential) and (51).

**Theorem 6.** The mean square of the error \( \phi_n \) of \( |\phi_n \rangle \) generated from (13) at time \( t = t_n \) satisfies the estimate,

\begin{align*}
E \{ \langle e_n | e_n \rangle \} \leq \left( 2 \Lambda t \Delta t + t \Delta t^3 \|[H_0, H_1]\| \right) \exp \left( \Gamma t + \frac{t \Delta t}{2} \|[H_0, H_1]\| \right)
\end{align*}

**Remark 4.** The two terms \( 2 \Lambda t \Delta t + t \Delta t^3 \|[H_0, H_1]\| \) in the error bound can be viewed as the typical balance between the variance and the bias (also known as the bias-variance tradeoff [RS02]). In particular, the constant \( \Lambda \) is from the variance \( \Sigma (21) \) of a Monte Carlo sampling of the Hamiltonian terms, while \( t \Delta t^3 \|[H_0, H_1]\| \) comes from the splitting error (Theorem 1). In terms of the step size \( \Delta t \), the bias is of much higher order.

Finally, we can consider the general case \( 1 \leq K \ll N_r \). Following a similar analysis, we find that,

\begin{align*}
E \{ \langle e_n | e_n \rangle \} \leq \left( 2 \frac{1}{K} \Lambda t \Delta t + \|[H_0, H_1]\| t \Delta t^3 \right) \exp \left( \frac{N_r - K}{N_r} \Gamma t + \frac{t \Delta t}{2} \|[H_0, H_1]\| \right)
\end{align*}
2.5. **The mean of the random approximation.** Similar to the analysis of fully random algorithms [Cam19, CHKT20], an error bound can be obtained for the fluctuation of the random wave function.

**Proposition 7.** Let $|\phi_1\rangle$ be the random wave function in (13). Then, the following inequality holds almost surely,

$$
\|\psi_1 - \mathbb{E}[|\phi_1\rangle]\| \leq \frac{\Delta t^2}{2} \|H_0, H_1\| + \frac{\Delta t^2}{2} \mathbb{E}\left[\|H_1 + \delta H\| \delta H^2(H_1 + \delta H)\|^{1/2}\right].
$$

We leave the proof to the appendix. This estimate can be extended to time $t = n\Delta t$ [CHKT20] using the fact that for a unitary matrix $V$, $\|\mathbb{E}[V]\| \leq 1$. More specifically, we can split the error as follows,

$$
\|\psi_n - \mathbb{E}[|\phi_n\rangle]\| \leq \frac{t\Delta t}{2} \|H_0, H_1\| + \frac{t\Delta t}{2} \mathbb{E}\left[\|(H_1 + \delta H)\| \delta H^2(H_1 + \delta H)\|^{1/2}\right].
$$

Therefore the error grows linearly and the error bound is independent of the variance $\Lambda$.

3. **Gate Counts using Error bounds in probability**

A very useful estimate in [Cam19] is the upper bounds for the gate counts, compared to several deterministic methods. Chen et al. [CHKT20] used matrix concentration inequalities [Tro15] and improved the gate counts. To obtain a gate bound for the algorithm (2.2), we first assume that $K = 1$. We let $N_d = L - N_r$. In this case, since $N_d + 1$ Hamiltonian terms are evaluated at each time step, we set $N_{Gate} = \mathcal{O}(n(N_d + 1))$, with $n$ being the number of time steps.

Let us first assume that in (62), the stochastic error dominates. By using Markov inequality, one gets an estimate,

$$
P\left(\|e_n\| < \epsilon\right) \geq 1 - \frac{\mathbb{E}[\langle e_n | e_n \rangle]}{\epsilon^2}.
$$

By combining with Theorem 6, we arrive at the following gate counts,

**Proposition 8.** If the random algorithm (2.2) with uniform sampling is applied with the number of gates,

$$
N_{Gate} = \mathcal{O}\left(\frac{(N_d + 1)\Lambda t^2}{\epsilon^2\delta}\right),
$$

then, with probability at least $1 - \delta$, the solution error satisfies,

$$
\|e_n\| < \epsilon.
$$
If both terms in (62) are included, one can set each term $\epsilon^2 \delta / 2$, yielding the gate count,

$$N_{\text{Gate}} = \Theta \left( \max \left\{ \frac{(N_d + 1) \Lambda t^2}{\epsilon^2 \delta}, \frac{(N_d + 1) \sqrt{2 t^4 \| [H_0, H_1] \|}}{\epsilon^2 \delta} \right\} \right).$$

Another bound can be obtained using the McDiarmid’s inequality [McD89]:

**Lemma 2.** Let $x_1, x_2, \cdots, x_n$ be i.i.d. random variables, and let $f$ be a real-valued function that satisfies the bound,

$$|f(x_1, x_2, \cdots, x_i, \cdots, x_n) - f(x_1, x_2, \cdots, x_i', \cdots, x_n)| \leq c_i, \forall 1 \leq i \leq n.$$

Then, for any $\epsilon > 0$, the following concentration inequality holds,

$$P \left( \left| f - \mathbb{E}[f] \right| > \epsilon \right) \leq \exp \left( -\frac{2\epsilon^2}{\sum_i c_i^2} \right).$$

Various extensions of this inequality have been developed [Rio13, McD98]. But here we will simply follow (70). Let us first assume that the random algorithm uses the uniform sampling [18]. To use the McDiarmid’s inequality, we observe that with the random algorithm the wave function at the $n$th step can be written in a product form (13), where the unitary matrices $V_m$’s are independently generated. Next, let $\tilde{V}_m$ be another realization of $V_m$, where the coefficients in $\omega^m$ [10] with the $\ell$th entry being 1 has been replaced by $\tilde{\omega}^m$ with the $\ell'$th entry being 1. From [10], Theorem 1 immediately implies that,

$$\| V_m - \tilde{V}_m \| \leq \Delta t N_r (\| h_\ell \| + \| h_{\ell'} \|) \leq 2\Delta t \Gamma.$$

Here we have considered the case when the Hamiltonian is sampled according to the uniform distribution and $K = 1$ so that we can use the bound (24).

By a substitution into (13), and let $| \tilde{\phi}_n \rangle = V_{n-1} \cdots \tilde{V}_m \cdots V_0 | \psi_0 \rangle$, we get,

$$\| | \phi_n \rangle - | \tilde{\phi}_n \rangle \| \leq 2\Delta t \Gamma.$$

In accordance with the McDiarmid’s inequality, if we choose the function

$$f_n = 1 - \text{Re} \langle \psi_n | \phi_n \rangle,$$

which is related to the fidelity [NC02]. In particular, we observe that the error (55) is related to $f_n$ by $\langle e_n | e_n \rangle = 2f_n$. With this choice for $f$, we find that

$$\sum_{i=1}^n c_i^2 = 4n\Delta t^2 \Gamma^2.$$

Gathering these estimates we have,

$$P \left( \left| f_n - \mathbb{E}[f_n] \right| > \epsilon \right) \leq \exp \left( -\frac{\epsilon^2}{2n\Delta t^2 \Gamma^2} \right).$$
We can set the right hand side to $\delta$, and obtain the gate count,

$\mathcal{N}_{\text{Gate}} = \mathcal{O}\left( - \frac{(N_d + 1) \ln(\delta) t^2 \Gamma^2}{\epsilon^2} \right), \tag{74} \]

which guarantees that $|f_n - \mathbb{E}[f_n]| < \epsilon$ with probability at least $1 - \delta$. This gate count involves $\Gamma$, which scales linearly with $N_r$. But this estimate is rather crude. In particular, the bounded differences used an almost sure bound. This can be improved by using an extension of the Mc-Diamid’s inequality [Kut02], where the bounded differences only need to hold with large probability.

Let us now turn to the case with the important sampling [39]. Using the bound [40], we have,

$V_m = \exp\left(-i t \frac{h_{\ell}}{p_{\ell}}\right), \quad p_{\ell} = \frac{\|h_{\ell}\|}{\sqrt{\Lambda}}, \tag{75} \]

which implies that the bounded differences are given by,

$\|\phi_n - \tilde{\phi}_n\| \leq 2\Delta t \sqrt{\Lambda}. \tag{76} \]

Therefore, we arrive at a gate count estimate where the almost sure bound $\Gamma$ is replaced by $\Lambda$ [22]. The estimate is similar to those obtained in [CHKT20].

**Theorem 9.** For any $\delta > 0$, if the random algorithm [13] is implemented with important sampling with the number of gates given by,

$\mathcal{N}_{\text{Gate}} = \mathcal{O}\left( - \frac{(N_d + 1) \ln(\delta) t^2 \Lambda}{4\epsilon^2} \right), \tag{77} \]

then the follow inequality holds,

$\mathbb{P}\left(|f_n - \mathbb{E}[f_n]| < \epsilon\right) > 1 - \delta.$

Again we have assume that the variance term in the MSE is dominant. One can also include both terms and derive a gate estimate similar to (68). This theorem provides an estimate of the number of gates that is needed in order for the error to be within certain threshold $\epsilon$ with high probability.

### 4. Partially Random Algorithms

Motivated by the analysis from previous sections, one can see that the random algorithm has an MSE that is proportional to $\Lambda \Delta t$, which can be rather large when some of the Hamiltonian terms have large magnitude. On the other hand, a deterministic algorithm, e.g., the ones based on direct operator splitting, has an error at most proportional to $\Delta t^2$ [CST+21]. This may suggest that the latter approach is more accurate. But the comparison should be made within the same computational complexity, e.g., on the ground that one is using the same number of gates. Here
we denote it by $N_{\text{Gates}}$. For instance, for a fully random algorithm, where only one Hamiltonian is selected at a step, we have $\Delta t = T / N_{\text{Gates}}$. Meanwhile, for a fully deterministic method, all $L$ Hamiltonians are evaluated, which gives, $\Delta t = LT / N_{\text{Gates}}$. Therefore, for a large system with many terms in the Hamiltonian, the step size is rather large, which leads to large error.

In light of the tradeoff, we will consider partially random algorithms, which can be considered as a hybrid of the two. Recall that $N_d = L - N_r$. We then partition the total Hamiltonian according to (5b) and (5a). The unitary operator $U_0 = \exp(-i \Delta t H_0)$ is treated using an operator-splitting (7). Meanwhile, the remaining Hamiltonians, with relatively smaller magnitude, will be treated randomly. At each step, one picks up $N_d$ unitary operator from (7) and $K$ unitary operators from $H_1$ in (5a). This suggests that we choose the step size as follows,

$$\Delta t = (N_d + K)T / N_{\text{Gate}}.$$  

(78)

Intuitively, choosing a larger $N_d$ will reduce the variance $\Lambda$, at the expense of increasing the splitting error. To understand the error of the hybrid method, let us first recall $U = \exp(-i \Delta t H)$ and $U_1 = \exp(-i \Delta t H_1)$, alongside with its random approximation $V_1 = \exp(-i \Delta t h_\ell / p_\ell)$, with probability $p_\ell$, $\ell = 1, 2, \cdots, N_r$. Therefore, the one-step error can be decomposed as follows,

$$|\chi\rangle = V_0 V_1 |\psi\rangle - U |\psi\rangle = |\chi_1\rangle + |\chi_2\rangle,$$

where we have defined,

$$|\chi_1\rangle = V_0 V_1 |\psi\rangle - V_0 U_1 |\psi\rangle,$$

$$|\chi_2\rangle = V_0 U_1 |\psi\rangle - U |\psi\rangle.$$  

(80)

Due to the fact that $V_0$ in (7) is unitary, the MSE from $|\chi_1\rangle$ follows from the estimate (51). Meanwhile, the approximation in $|\chi_2\rangle$ is a standard operator-splitting, and in light of Corollary 4, the square error is given by,

$$\langle \chi_2 | \chi_2 \rangle \leq C \Delta t^4.$$  

Here, following the BCH formula, we will choose

$$C = \| Q^2 \| / 4, \quad Q := [H_1, H_0] + \sum_{N_r + 1 \leq j < l \leq L} [h_j, h_\ell].$$  

(81)

We now examine the cross term, $\langle \chi_1 | \chi_2 \rangle$. We notice that $|\chi_2\rangle$ is deterministic and it is of order $\Delta t^2$. On the other hand, according to Proposition 7, the mean of $\chi_1$ is also of order $\Delta t^2$. Therefore, the cross term is also of the order $\Delta t^4$, and it can be absorbed into the term $\langle \chi_2 | \chi_2 \rangle$ term. Based on the above heuristic analysis, we consider the following bound,

$$\text{MSE} \leq \Lambda \Delta t^2 + C \Delta t^4.$$  

(82)
For a fully random algorithm, we have $C = 0$; But for a deterministic method, $\Lambda = 0$, suggesting that a balance might be struck between the two to minimize the total MSE. It is helpful to look at the error while fixing a time $T$ and the number of gates $N_{\text{Gate}}$. Combining (78) and (82), we have the MSE at time $t = T$,

$$\text{MSE}(T) \leq \frac{\Lambda(N_d)(N_d + K)T^2}{N_{\text{Gates}}} + \frac{C(N_d + K)^3T^4}{N_{\text{Gates}}^3}.$$  

Here we have explicitly indicated the dependence of $\Lambda$ on $N_d$. Therefore, the optimal partition (4) amounts to finding $N_d$ so that the above error is minimized.

5. Numerical Tests

5.1. The mean square error. We conducted a number of numerical experiments to test the MSE bounds in Theorem 6 and equation (63). In these experiments, we start with $|\psi(0)\rangle$ as the ground state with the ground state energy $\varepsilon$, with Hartree as the unit. The exact solution is given by

$$|\psi(t)\rangle = \exp(-i\varepsilon t)|\psi(0)\rangle.$$  

Meanwhile, the approximate solution, denoted by $|\phi_n\rangle$ is generated from (13). To compute the MSE, we use 80 ensembles. All simulations are performed on classical computers using MATLAB.

As a test example, we consider the methane molecule. The Hamiltonian is obtained from OpenFermions [MRS+20]. In the implementation, we use the Jordan-Wigner transformation [JW28; WBAG11] to represent each operator as a linear transformation on $\mathbb{C}^{2^n}$. After combining each Hamiltonian term with its transpose, we have 179 quartic terms ($L = 179$). On the other hand, the quadratic terms are lumped into $H_0$. To examine the error bounds, we implement $U_0(7)$ exactly to focus on the stochastic error and the splitting error between $H_0$ and $H_1$. The ground state energy estimated from this Hamiltonian is $-36.8137$ Hartree. The random algorithm is implemented up to time $t = 10$. In our first test, we examine the MSE for various choices of the step size $\Delta t$. As show in Figure 1, a smaller step size generally yields a smaller error. For short time, e.g., $t \in [0,2]$, the error exhibits a linear dependence on $\Delta t$. For larger $t$, this dependence seems more subtle, which can be attributed to the exponential term in the error estimate (62).

To further investigate the order of the error, we show in Figure 2 the MSE at $t = 1.25$, which fits well with a linear profile. This further verifies the first-order accuracy obtained from the analysis. To further verify the prefactor, we choose $K = 1$ and $K = 10$. Interestingly, the choice $K = 10$ does reduce the prefactor by a factor close to 10 as suggested by (63).
5.2. **Partially random algorithms.**

In this section, we present results from several numerical tests to examine the bias-variance trade-off in \( (82) \). We first choose the initial condition \( |\psi(0)\rangle \) as a linear combination of the first 100 eigen modes with coefficients randomly chosen so that the observation is not specific to a particular initial state, e.g., the ground state.
A Methane molecule. We first consider a Methane molecule. The total Hamiltonian consists of 185 terms, with each Hamiltonian $h_\ell \in \mathbb{C}^{64 \times 64}$. The magnitude, $c_\ell = \|h_\ell\|$, is displayed, in descending order, in Fig. 3. Clearly there are significant drops in the magnitude.
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**Figure 3.** The magnitude of the Hamiltonians for the methane molecule. The inset shows the coefficients $c_\ell$ for $\ell \geq 50$.

To understand the MSE from the hybrid scheme, we set $N_{\text{Gate}} = 2^{10}$, and ran simulations with $N_d = 0, 10, 20, \cdots$. The corresponding MSE within the time period $[0, 4]$ is shown in the left panel of Fig. 4. We observe that in this case, the fully random method has the largest error, and the error decreases when $N_d$ is increased. We repeat the experiment over a much larger interval $[0, 40]$, and the MSE is shown in the right panel of Fig. 4. Due to the larger time interval, and because of the fixed number of gates, the fully deterministic algorithm is forced to use larger step size, tilting the balance between the bias and variance in $\mathbb{E}$2. Remarkably, for some intermediate values of $N_d$ (around $N_d = 100$), the hybrid algorithm achieves the best accuracy. This could be linked to the abrupt change of the coefficients at that location, as shown in Fig. 3.

A Dimethylamine molecule. Next we consider a much larger molecule. In this case, each Hamiltonian $h_\ell \in \mathbb{C}^{4096 \times 4096}$, and by removing the Hamiltonians with coefficients $c_\ell < 10^{-4}$, we obtain $L = 1306$ terms. The coefficients are shown in Fig. 5.

First we set $N_{\text{Gate}} = 2^{12}$, and ran simulations with $N_d = 0, 50, 100, \cdots$. The MSE is shown in the left panel of Fig. 6. In this case, the fully random algorithm seems to give the largest error. The fully deterministic method turns out to be much better. But the partially random algorithm with $N_d = 750$ gives the best accuracy. We repeated the experiment by increasing the number of gates to $N_{\text{Gate}} = 2^{13}$. In this case, the best case is when $N_d = 650$. See the right panel in Fig. 6.
**Figure 4.** The mean square error for the hybrid algorithm applied to a Methane molecule. Left: Error for $t \in [0,4]$. Right: Error in the window $[0,40]$.

**Figure 5.** The magnitude of the Hamiltonians for the Dimethylamine molecule. The inset figure shows the values of $c_\ell$ for $\ell \geq 500$.

**Figure 6.** The mean square error for the hybrid algorithm for the dimethylamine molecule. Left: $N_{Gate} = 2^{12}$; Right: $N_{Gate} = 2^{13}$. 
Heisenberg Chains with nonlocal interactions. Our third example is the Heisenberg chain model from [TGS+19], with total Hamiltonian given by,

$$H = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \frac{1}{(j-i)^4} (\sigma^x_i \sigma^x_j + \sigma^y_i \sigma^y_j + \sigma^z_i \sigma^z_j) + \sum_{i=1}^{n} B_i \sigma^z_i.$$  

Here \(n\) refers to the length of the chain. The coefficients \(B_i\) are randomly chosen from \([-1, 1]\) and held fixed afterwards. By treating the Pauli matrices \(\sigma^x, \sigma^y, \text{ and } \sigma^z\), separately in the Hamiltonian, the number of terms is \(L = \frac{3}{2} n^2 - \frac{1}{2} n\). The coefficients \(|i-j|^{-4}\) in the Hamiltonian represents a power-law interaction [TGS+19]. The norms of the Hamiltonian terms, in descending order, is shown in Fig. 7 for the two cases \(n = 10\) and \(n = 12\). Notice that the dimension of each Hamiltonian term \(h_\ell\) is given by \(2^n \times 2^n\). Clearly, there are sudden drops in the magnitude.
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**Figure 7.** The magnitude of the Hamiltonians for the Heisenberg chain (84) in descending order. Left: \(n = 10\); Right: \(n = 12\). The batch size \(K = 1\).

We have run the partially random algorithms with \(N_d = 0, 10, 20, \cdots\). The MSE is shown in Fig. 8. In both cases, we observe that the fully deterministic and the fully random algorithms both have the worst accuracy. Instead, a hybrid method with \(N_d \approx 50\) yields the best accuracy.

We now turn to the error estimator (82) to understand how the error behaves with different choices of \(N_d\). For this purpose, we consider the test case \(n = 12\) and \(N_{\text{Gate}} = 2^{12}\) (see the right panel of Fig. 8). Specifically, we evaluate the two terms on the right hand side of (82). For each choice of \(N_d\), the variance \(\Lambda\) is computed from (21) and (22). The probability distribution is defined based on the norms of \(h_\ell\), from (39). In addition, the constant \(C\) is evaluated based on (81). Since different choices of \(N_d\) corresponds to different choices of \(\Delta t\), we compare the error at the same instance \(t = 0.2\), by adding up the local error (82). This will be used as an error estimator. They are shown in Fig. 9. Similar to the direct numerical experiment in Fig. 8 the minimum of the error can be found around \(N_d = 70\).
FIGURE 8. The MSE for the hybrid algorithm applied to the model \((84)\). Left: \(n = 10\) and \(N_{\text{Gate}} = 2^{11}\); Right: \(n = 12\) and \(N_{\text{Gate}} = 2^{12}\). The batch size \(K = 1\).

FIGURE 9. The MSE error estimator \((82)\) for the test case \(n = 12\) and \(N_{\text{Gate}} = 2^{12}\).

It is clear that the simple splitting \((7)\) for the deterministic group of Hamiltonians in \(H_0\) \((5b)\) can be replaced by higher order Trotter splitting methods. As an experiment, we replaced \((7)\) by the symmetric-splitting method,

\[
U_0(t) \approx \exp\left(-\frac{ith_1}{2}\right)\cdots\exp\left(-\frac{ith_{N_d-1}}{2}\right)\exp\left(-ith_{N_d}\right)\exp\left(-\frac{ith_{N_d-1}}{2}\right)\cdots\exp\left(-\frac{ith_1}{2}\right).
\]

In this case, we expect that the bias term \((82)\) will be reduced. Fig. 10 shows the MSE from this experiment. In order to keep the gate number fixed, we choose the step size as, \(\Delta t = \frac{2N_dT}{N_{\text{Gate}}\cdot N_{\text{Gate}}}\), since at each step, \((85)\) involves \(2N_d - 1\) unitary operators. We observe by comparing to Fig. 8 (left panel) that the choice \(N_d = 60\) yields the optimal accuracy, suggesting that the more accuracy treatment \((85)\) of \(U_0\) tilts the balance \((82)\) more toward a deterministic method.
In the hybrid algorithm, we have used the important sampling algorithm to pick up the random Hamiltonian terms. Here we also ran a test for the system $n = 12$ and $N_{Gate} = 2^{12}$, where the random terms are sampled according to the uniform distribution ($p_j = 1/N_r$). The MSE is plotted in Fig. 11. Again, we observe that the hybrid method can achieve better accuracy, compared to the fully deterministic and fully random approaches. Compared to the important sample algorithm, (Fig. 8, right panel), the MSE is slightly larger. Therefore, the important sampling approach should be preferred, whenever possible.

In all previous tests, we have chosen the batch size to be one, i.e., $K = 1$. Finally, we study the effect of using different batch sizes. For this purpose, we fix $n = 10$ and $N_{Gate} = 2^{11}$. Then we set $K = 4$ and $K = 8$. The resulting MSE is shown in Fig. 12. We observe that they have similar performance.

6. Summary

In this paper, we proposed a Trotter approximation algorithm, where the total Hamiltonian is divided into two groups that will be treated in completely different manners. The first group, consisting of Hamiltonian terms with larger amplitude, is implemented using standard Trotter splitting. For the terms in the other group, they are sampled randomly. We showed that the error from such a hybrid algorithm has a typical bias-variance trade-off. Numerous examples suggest that by balancing the two types of error, one can obtain an optimal accuracy.
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We have obtained the asymptotic form of (82) with respective to the step size $\Delta t$. But the prefactors may not be available in advance. An empirical observation is that the optimal cut-off, i.e., $N_d$, is often where the coefficients of the Hamiltonians have a drop in magnitude. A more systematic approach to determine the partition is a remaining challenge.
Another important question is how such error will be passed down to the following steps, e.g., phase estimation and solutions of linear systems. For example, it was shown in [BMW+ 15] that the typical error bounds of Trotter-Suzuki formulas can be overestimations if only the properties of the ground state are desired.

**Appendix A. The proof of Proposition 7**

*Proof.* Recall that \(|\psi(t)\rangle := \exp \left( -i t H \right) |\psi(0)\rangle\) is the exact solution. We will split the error as follows,

\[
\| |\psi_1\rangle - E[|\phi_1\rangle]| \leq \| |\psi(\Delta t)\rangle - \exp(-i \Delta t H_0) \exp(-i \Delta t H_1) |\psi_0\rangle\| \\
+ \| \exp(-i \Delta t H_0) \exp(-i \Delta t H_1) |\psi_0\rangle - E[|\phi(\Delta t)\rangle]| \ .
\]

The first term can be estimated by [42] from theorem [3]. For the second term, it is enough to consider the difference, denoted by \(|\theta(t)\rangle\), of the following wave functions,

\[
|\theta(t)\rangle = \exp \left( -i t H_1 \right) |\psi_0\rangle - E \left[ \exp \left( -i t H_1 - i t \delta H \right) \right] |\psi_0\rangle
\]

Let \(|\phi(t)\rangle = \left( -i t H_1 - i t \delta H \right) |\psi_0\rangle\), and notice that

\[
\frac{d}{dt} E[|\phi(\Delta t)\rangle] = E[-i(H_1 + \delta H) |\phi(\Delta t)\rangle].
\]

Therefore, the error term term \(|\theta(t)\rangle\) satisfies the equation,

\[
\frac{d}{dt} |\theta(t)\rangle = -i H_1 |\theta(t)\rangle - i E[\delta H |\phi(t)\rangle].
\]

Using the variation-of-constant formula, and using the fact that \(E[\delta H] = 0\), we can write,

\[
|\theta(\Delta t)\rangle = -i \int_0^{\Delta t} U_1(\Delta t - t) E \left[ \delta H |\phi(t)\rangle \right] dt \\
= -i \int_0^{\Delta t} U_1(\Delta t - t) E \left[ \delta H (|\phi(t)\rangle - |\phi(0)\rangle) \right] dt \\
= - \int_0^{\Delta t} U_1(\Delta t - t) E \left[ \delta H(H_1 + \delta H) \int_0^t |\phi(\tau)\rangle \right] d\tau dt
\]

Here \(U_1(t) = \exp(-i t H_1)\). In light of the fact that \(\| |\phi\rangle \| = 1\), one can take the norms and arrive at,

\[
\| |\chi(\Delta t)\rangle\| \leq \int_0^{\Delta t} \int_0^t E[\|\delta H(H_1 + \delta H)\|]^{1/2} d\tau dt,
\]

which yields the second term in the estimate (64).
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