Feedbacks Between Ocean Productivity and Organic Iron Complexation in Reaction to Changes in Ocean Iron Supply
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Low concentrations of iron, an important micronutrient for photosynthetic organisms, limit growth in large parts of the ocean. The solubility and availability of iron is to a large degree determined by organic iron-binding molecules, so-called ligands. While ligands come from a variety of sources, many of them are produced in autotrophic or heterotrophic production in the ocean, leading to the possibility of feedbacks between marine primary production and iron availability. The diversity of ligands, reaching from siderophores, small molecules involved in bacterial iron uptake, to breakdown products and long-lived macromolecules like humic substances, means that feedbacks could be both negative and positive or there may even be no feedback at all. Here we investigate first, how the cycling of this ligand pool can be described simplistically in a model such that it reproduces the observed global distribution of dissolved iron and phosphorus as closely as possible. We show that inclusion of a ligand similar to refractory dissolved organic carbon leads to an improved agreement to observations in our model. Inclusion of a second, shorter-lived siderophore-like ligand does not strongly affect this agreement. In a second step we then study how feedbacks affect how iron distribution and oceanic productivity react to changes in external supply of iron. We show that, to be consistent with present-day iron distribution, the dominant feedback is positive, increasing the sensitivity of global biological productivity and hence carbon cycling to changes in iron supply. The strength of the feedback increases with increasing ligand life-time. The negative feedback associated with siderophore-like ligands has the potential to mitigate the positive feedback, especially at the surface and for global export production, but more research on the production and decay of siderophores is needed for a better quantification. Ocean biogeochemical models that assume a constant ligand concentration and hence neglect possible feedbacks may therefore underestimate the reaction of the global carbon cycle to the strong increase in dust deposition under future or glacial climate conditions.
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1. INTRODUCTION

Iron is an important micronutrient for photosynthetic organisms in the ocean and thus essential for regulating marine biological carbon uptake. The presence of organic ligands determines to a large extent the solubility of iron in seawater: Higher ligand concentrations mean that less iron is present in the form of Fe(III) hydroxides, which are highly insoluble (Liu and Millero, 2002; Kuma, 2003). Globally, one would expect that for a given magnitude of iron sources to the ocean, iron concentration increases with increasing average ligand concentration. This would have implications for biological productivity in the more than 30% of the surface ocean where presently iron limits phytoplankton growth. On the other hand, many organic ligands are a product or by-product of marine biological production themselves. This creates the possibility of feedbacks between biological production and the concentration of dissolved iron. Understanding the strength and direction of these feedbacks may therefore be important also for understanding how the system will react to external changes in the iron cycle, e.g., to the larger dust deposition in a glacial ocean.

Most models of the iron cycle presently use a fixed ligand concentration (Tagliabue et al., 2016) and may thus be limited in their ability to represent changes in the iron cycle under scenarios of changing external iron sources correctly. First models that attempt to describe the production and degradation of ligands prognostically have begun to emerge (Völker and Tagliabue, 2015), and create the possibility to unravel the feedbacks in the system better.

In the present study we analyze how feedbacks in the ligand-iron system may affect the reaction of ocean productivity to changes in external iron supply, such as the increased iron input into the ocean in glacial climate states, or future changes in dust iron solubility. In a recent study by Lauderdale et al. (2020), a positive feedback between biological production and ligands has been proposed as a self-regulation mechanism that keeps dissolved iron concentrations just high enough that biology in the majority of the world’s oceans is limited by macronutrients, rather than iron, and that export production is close to the theoretical optimum. The feedback operates through a positive dependency of ligand production on biological production, that, in an initially iron-limited ocean, would lead to a slow buildup of ligands and hence iron, until further addition of ligands does not change production anymore, because other limiting factors than iron have taken over. This other limitation then ultimately limits the otherwise destabilizing effect of the positive feedback. It is, however, not entirely clear whether ligand-related feedbacks operate only in positive (i.e., destabilizing) direction, and which strength they have; there can also be arguments for a negative (or stabilizing) effect or even for no feedback at all.

In one scenario, ligands are produced in response to iron limitation, to keep iron in solution and hence bioavailable. This would be a siderophore-centric scenario. In this scenario, a reduction in external iron supply would lead to a larger degree of iron limitation, leading to more siderophore production, increasing the scavenging residence time of iron, to some extent compensating for the reduction in iron sources. An increase of iron supply would lead to the opposite chain of reactions and is indicated by the red arrows in Figure 1.

In the other scenario, as studied by Lauderdale et al. (2020), ligands are predominantly a by-product of the remineralization of particulate organic matter, such as pigments with porphyrin-like moieties that can bind iron. In that scenario, a reduction in iron supply could lead to a reduction in ligand production, possibly leading to runaway effect of decreasing iron, decreasing primary production, decreasing ligand concentrations. Again, an increase in iron supply would reverse the chain of reactions, and is shown as the blue arrows in Figure 1.

In the real ocean, both possibilities are probably realized; and there might be even compensations between them. But at the same time, the strength of this feedback will also crucially depend on the lifetime of the ligands. Iron limitation is only prevalent in some parts (albeit significant parts) of the global ocean. Depending on whether ligands in these regions are predominantly produced locally or have been transported from elsewhere, changes in iron limitation will affect the ligand concentration in these regions differently. From that one would expect that a longer lifetime leads to a smaller strength of the feedback. On the other hand, a longer ligand lifetime will also lead to a larger overall concentration of ligands, for a given ratio of ligands production to carbon fixation or any other measure of productivity, possibly increasing the feedback strength. In Lauderdale et al. (2020), it is actually the ratio between ligand production as part of biological production and the ligand degradation rate that controls the overall behavior of the system. Another possible control of the strength of the feedback will also be how fast non-ligand-bound iron is scavenged; unfortunately this is another property of the iron cycle for which we have only a limited theoretical understanding.

It should be noted, however, that a third possibility exists, namely that at least a fraction of the ligands present in seawater, though biologically produced, have essentially no connection to oceanic productivity. For example, the riverine input of terrestrial humic substances (HS) is an important source of HS observed in the ocean (Andrew et al., 2013). For the marine iron cycle they are of particular interest due to their high bioavailability (Lis et al., 2015; Blazevic et al., 2016) and long residence time (Catalá et al., 2015). Yet, their chemical composition is heterogeneous,
leading to different binding stabilities with iron. Further, how the degradation on the transport pathway from river to ocean affects their binding stability remains unclear (Muller, 2018, and references therein). For this complexity and uncertainty, and since that terrestrial HS do not participate the ligand-related feedback, we ignore this source of ligands in our model and focus on the ocean-produced ligands in the analysis of the feedback strength.

The aim of this study is two-fold: We first investigate how different assumptions on ligand cycling affect the agreement to observations of phosphate and dissolved iron in a simple global model of ocean biogeochemistry (section 3). We then study the strength of the feedbacks mentioned above under idealized conditions, and determine how strongly it depends on our assumptions on ligand processes, such as the degradation lifetime of the ligand(s), but also on the strength and direction of the change in the external iron forcing (section 4).

2. METHODS

2.1. The Model

It is currently not possible to fully explore the dependency of these feedbacks on parameters such as the pathways and rates of ligand production, their strength and lifetime, and the scavenging residence time with a full global biogeochemical and ocean circulation model. For this study we therefore represent the overturning circulation in the global ocean through a simple box model, with prescribed volume fluxes between the boxes, similar, but somewhat more complex than in Lauderdale et al. (2020), and assume that each box is well-mixed. The arrangement of the boxes is chosen to reproduce the main water masses in the deep ocean, and to separate the surface ocean into high- and low-latitude regions.

One aspect of the overturning circulation that we assume to be significant for the iron cycle with its relatively short residence time, is a distinction between the Atlantic and Indo-Pacific basins, with the North Atlantic being ventilated by North Atlantic Deep Water (NADW), in contrast to the Indopacific, where Deep Water is formed mostly through diazyncal diffusion from Antarctic Bottom Water (AABW). Fe does not show the increase of concentration along the path of the deep overturning circulation as phosphorus does, an effect that cannot be represented in a model with just one deep ocean box.

At the surface (which we for simplicity define as the upper 100 m), we distinguish in each basin between a northern box, extending from 70 to 24 N, and a tropical box from 24 N to 32 S, connected by a common Southern Ocean subpolar/polar box. At depth we distinguish, again for each basin separately, between one box ranging from the upper thermocline to Antarctic Intermediate Water AAIW (with a lower interface at \( \sigma = 27.3 \)), one intermediate depth box for deep water, and one (\( \sigma > 45.86 \)) for Antarctic Bottom Water. Finally we have one deep Southern Ocean box, below 100 m and south of 50 S. In total we thus have 12 boxes, whose arrangement is shown in Figure 2. The volume and surface area of the boxes (Table 1) have been estimated from hydrographic data from the World Ocean Atlas 2009 (Antonov et al., 2010; Locarnini et al., 2010).

We base the volume fluxes between our model boxes (Table 2) on the recent analysis of the large-scale overturning circulation by Talley (2008, 2013), who emphasize that in the Southern Ocean, NADW upwells at a higher density and below Indopacific Deep water (IDW), and that NADW mostly gets transformed into AABW, while IDW splits into a part that enters AABW and a part that feeds the subtropical thermocline waters. Some additional information on fluxes in the near-surface water masses has been taken from Cerovečki et al. (2011), and the rate of NPIW formation of 6 Sv is from Talley (1997).

Compared to the overturning scheme of Talley (2013) we have changed one important detail: Talley (2013) argues that the decrease of the southward NADW flux from 24 N to 32 S by about 5 Sv, and the increase of the northward thermocline flow from 32 S to 24 N by about the same amount reflects a diffusion-induced transfer of water mass from NADW into the thermocline.

### Table 1: Properties of the model boxes.

| No. | Name                      | Acronym | Volume  | Surface |
|-----|---------------------------|---------|---------|---------|
| 1   | North Pacific surface     | NPS     | 3.82    | 3.44    |
| 2   | Equatorial Pacific surface| EQPS    | 15.62   | 14.04   |
| 3   | Southern Ocean surface    | SOS     | 11.55   | 10.36   |
| 4   | Equatorial Atlantic surface| EQAS   | 4.28    | 3.85    |
| 5   | North Atlantic surface    | NAS     | 2.58    | 2.32    |
| 6   | Pacific intermediate water| PIW    | 178.9   |         |
| 7   | Atlantic intermediate water| AW     | 44.86   |         |
| 8   | Pacific deep water        | PDW     | 548.6   |         |
| 9   | Southern Ocean deep water | SOD     | 78.3    |         |
| 10  | North Atlantic deep water | NADW    | 192.5   |         |
| 11  | Pacific bottom water      | PBW     | 288.1   |         |
| 12  | Atlantic bottom water     | ABW     | 99.46   |         |
layer. In our simple box model, this diffusive transfer can only be represented by an advective term.

It is important to note that the fluxes from Talley (2008, 2013) are partly understood as purely advective and thus adiabatic (such as the upwelling of deep waters in the Southern Ocean), but also partly as resulting from diapycnal processes, such as the conversion from AABW to PDW and IDW in the Pacific basin. In our model, all these fluxes are represented as advective.

In addition to the overturning fluxes a mixing exchange between the top and the directly underlying boxes represents the nutrient fluxes caused by the annual mixed layer cycle and enhanced diffusion in the upper ocean.

Overall, the representation of the ocean circulation in the model can be considered an extension of the model by Parekh et al. (2004) to include some distinction in deep and intermediate water masses, and some newer insights in the structure of ocean overturning.

In each of these boxes, mass balances for phosphate, for the semilabile part of dissolved organic phosphorus, for iron, and—depending on scenario—for zero, one, or two organic ligands are solved. Lauderdale et al. (2020) uses nitrate rather than phosphate as the modeled macronutrient, but as long as constant stoichiometry in organic matter is assumed and N2 fixation and denitrification are not modeled, this should not make a difference. The equations for phosphate, dissolved organic phosphorus (in the following also abbreviated as DOP), and for iron are

$$\frac{d}{dt} P_i = \frac{1}{V_i} \sum_j T_{ij} \cdot P_j - U_i + R_i + \kappa \cdot D_i$$

(1)

$$\frac{d}{dt} D_i = \frac{1}{V_i} \sum_j T_{ij} \cdot D_j + \gamma \cdot U_i - \kappa \cdot D_i$$

(2)

$$\frac{d}{dt} F_i = \frac{1}{V_i} \sum_j T_{ij} \cdot F_j - \rho \cdot U_i + \rho \cdot (R_i + \kappa \cdot D_i) - \alpha \cdot F^* + S_i$$

(3)

where $P$ stands for the total inorganic phosphate concentration (in mmol m$^{-3}$), $D$ for the DOP concentration (in mmol m$^{-3}$ as well), $F$ for the dissolved iron concentration (in $\mu$mol m$^{-3}$), and the indexes $i,j$ enumerate the model boxes. $V_i$ is the volume of a specific box, and the off-diagonal elements of the matrix $T_{ij}$ stand for the volume transport into box $i$ from box $j$. The diagonal elements $T_{ii}$ contain the total volume flow out of a box (a negative number). The term $U_i$ describes the biological uptake rate of phosphorus by phytoplankton, of which a constant fraction ends up in DOP, while the rest is assumed to produce sinking organic particles. The $U_i$ term is non-zero only in the surface boxes, $i \leq 5$, and is parameterized following Parekh et al. (2004) as a linear function of phosphate and a saturating function of dissolved iron,

$$U_i = \mu \cdot P_i \cdot \frac{F_i}{F_i + K_{Fe}}.$$  

(4)

A fraction $\gamma \cdot U_i$ of this uptake is routed into DOP, which is then remineralized back to phosphate with a constant rate $\kappa$. The remaining fraction $(1 - \gamma) \cdot U_i$ of the uptake produces sinking organic particles which are instantaneously remineralized in the boxes located below a certain surface box. The source of phosphorus from this remineralization $R_i$ is described by

$$R_i = \frac{1}{V_i} \sum_j r_{ij} V_j U_j \cdot (1 - \gamma)$$  

(5)

such that the matrix elements $r_{ij}$ are non-zero only if box $i$ is located below box $j$, and $\sum_j r_{ij} = 1$. This ensures that for phosphorus the ocean is a closed system, i.e., the total amount of phosphate and DOP is conserved, but still leaves some freedom, as in our model surface boxes are located above several subsurface boxes. Our choice of the $r_{ij}$ reflects the decrease of POC flux with depth (Martin et al., 1987) and is documented in Table 3.

Iron is cycled along with phosphate, assuming a constant Fe:P ratio $\rho$ in biomass, but has an additional loss process,
scavenging, and external sources. Total dissolved iron simulated in the model includes a truly soluble and a colloidal fraction. Kinetics of the formation and dissociation of colloidal iron is ignored and it is assumed that both fractions bind with ligands and are taken up by phytoplankton. The rate of loss of iron from scavenging is assumed to be a product of a scavenging rate $\alpha$ and the “free inorganic” fraction of dissolved iron $F^*$ (often denoted as Fe*). The latter is calculated from the total dissolved iron concentration and the ligand concentration(s), as described further below. As external sources for iron, represented by $S_i$ in Equation (3), we take into account dust, sediments and hydrothermal sources. Dust flux has been calculated by integrating the annual mean dust flux from Mahowald et al. (2003) over the five surface boxes, and assuming a fixed solubility of the deposited iron. To take into account that fresh Saharan dust has a lower solubility that the estimated global average, we set the solubility in the equatorial Indopacific box (which is dominated by dust input from the Sahara and local sources into the Indian Ocean) to 0.25%, in the equatorial Atlantic box to 0.5%, and to 1% in all other boxes. A more mechanistic description of dust iron solubility might be possible (Baker and Crook, 2010; Meskhidze et al., 2019), but is hard to constrain in the simplistic box-model geometry used here. Flux of iron from sediments is assumed to be proportional to area of shelves with depth $<1000$ m, calculated from the ETOPO2v2 data base, multiplied with a depth-dependency taken from Aumont et al. (2015); however, we chose a smaller maximum flux of 0.1 $\mu$mol m$^{-2}$ d$^{-1}$. The strength of sediment iron fluxes into the ocean still differs substantially between models (Tagliabue et al., 2016) and is related to the chosen scavenging assumptions. Hydrothermal iron flux has been calculated from the source field for primordial $^3$He used in Tagliabue et al. (2010) and is added as a source to the model boxes depending on the total integrated flux into a box, assuming a Fe-$^3$He-ratio of $9 \cdot 10^5$ mol mol$^{-1}$. With these choices, the total input of dissolved iron from the different sources is dust: $8.18 \cdot 10^8$ mol yr$^{-1}$, sediments $7.55 \cdot 10^8$ mol yr$^{-1}$, and hydrothermal $8.48 \cdot 10^8$ mol yr$^{-1}$.

We distinguish between three different treatments of iron-binding ligands. In the first, abbreviated $CL$ in the following, ligand concentrations are set to a constant value $L_{const}$ (defined in Table 4) globally, an approach that is still followed in the majority of all global biogeochemical models (see, e.g., Tagliabue et al., 2016). In both other approaches, ligands can vary and one or two additional equations for ligand concentrations are solved. The equation of the DOC-related ligand is of the form

$$\frac{d}{dt} L_i = \frac{1}{V_i} \sum_j T_{ij} \cdot L_j + \sigma_1 \cdot U_i + \sigma_2 \cdot R_i - \lambda_i \cdot L_i$$

(6)

Here, $L$ stands for ligand concentration (in $\mu$mol m$^{-3}$), $\lambda_i$ is the ligand degradation rate, $\sigma_1$ is the proportionality factor between biological phosphorus uptake and ligand production, and $\sigma_2$ is

### Table 3 | Fraction $r_i$ of the export production from surface box $i$ that is remineralized in deep-water box $j$.

| Surface box $i$ | ($\psi$: $r_j$) pairs |
|-----------------|------------------|
| 1               | (6: 0.85), (8: 0.13), (11: 0.02) |
| 2               | (6: 0.85), (8: 0.13), (11: 0.02) |
| 3               | (8: 0.50), (9: 0.20), (10: 0.26), (11: 0.02), (12: 0.02) |
| 4               | (7: 0.74), (10: 0.24), (12: 0.02) |
| 5               | (10: 0.98), (12: 0.02) |

### Table 4 | Biogeochemical parameters of the model; where more than one value appears in a row, the first is for the constant-ligand case (CL), the second and third for the case with one DOC-type ligand (1L and 1H), and the other two for the two different cases with both a DOC-like and a siderophore-like ligand (2L and 2H).

| Name | Value | Unit |
|------|-------|------|
| $\mu$ | 12 | yr$^{-1}$ |
| $K_F$ | 200 | $\mu$mol m$^{-3}$ |
| $\gamma$ | 0.67 | |
| $\kappa$ | 0.5 | yr$^{-1}$ |
| $\rho$ | 0.33 | mmol Fe (mol P)$^{-1}$ |
| $\alpha$ | 0.02 | yr$^{-1}$ |
| $K_{F_{\text{tot}}}$ | 0.6 | $\mu$mol m$^{-3}$ |
| $L_{\text{const}}$ | 200 | mmol L (mol P)$^{-1}$ |
| $\sigma_1$ | 0.068 | mmol L (mol P)$^{-1}$ |
| $\sigma_2$ | 0.029 | mmol L (mol P)$^{-1}$ |
| $\lambda$ | 5 $\cdot$ 10$^{-4}$ | yr$^{-1}$ |
| $\delta$ | 100 | mmol m$^{-3}$ |
| $\beta$ | 6.0 | yr$^{-1}$ |
| $K_{F_{\text{dis}}}$ | 0.001 | yr$^{-1}$ |
| $K_{F_{\text{cons}}}$ | 2000 | yr$^{-1}$ |
| $\xi$ | 0.05 | yr$^{-1}$ |
the proportionality factor between phosphorus remineralization from organic particles and ligand release. The values chosen for the ligand-related parameters are discussed in section 3.1. Both source terms reflect that in the breakdown of organic matter strong iron-binding functional sites are produced, either from functional groups present in the precursor particulate material, or in the substrates produced by the degrading bacteria (Boyd et al., 2010). The model is a simplified version of the ligand model by Völker and Tagliabue (2015), the main difference being that the ligand degradation rate below the surface is constant, with a degradation rate \( \lambda_l = \lambda \), while it is higher by a factor of \( \delta \) in the surface boxes \( \lambda_i = \delta \lambda \), due to photodegradation, like in the model by Lauderdale et al. (2020). In Völker and Tagliabue (2015) \( \lambda \) was made dependent on ligand concentration, in order to describe a continuum of faster and slower degrading ligands.

As siderophores are rather small and nitrogen-rich molecules, they are likely to be more quickly consumed by bacteria as food, and cannot explain the presence of ligands in the deep ocean. We treat them as an additional ligand, with a distinct production pathway. Our assumptions are that siderophores are produced proportional to the concentration of semi-labile DOP, which we take as an indication of bacterial food, and that its production is regulated by iron limitation, i.e., tends to zero as iron concentrations approach non-limiting conditions for bacteria. We further assume that siderophores are broken down by bacteria at a constant rate \( \xi \). With these assumptions, the equations for siderophore concentrations \( S_i \) (in \( \mu\text{mol m}^{-3} \)) are

\[
\frac{d}{dt} S_i = \frac{1}{V_i} \sum_j T_{ij} S_j + \beta \cdot D_i \cdot \frac{K_{BFe} \cdot F_i}{F_i + K_{BFe}} - \xi \cdot S_i
\]  

(7)

Here, \( \beta \) is the proportionality between DOP concentration and siderophore production, and \( K_{BFe} \) is a half-saturation constant for bacterial iron limitation.

Depending on whether we model siderophores or not, the calculation of the “free,” i.e., uncomplexed iron concentration differs. In the case that only one ligand is present, the calculation reduces to the solution of a second-order equation, as already described by Parekh et al. (2004). In the case that siderophores are present, one has to solve three mass balances describing the distribution of iron and of two ligands into the free and ligand-bound forms, as well as the two chemical equilibria. In the end, this reduces to a third-order equation for free iron alone, with only one real positive solution. We assume that the conditional stability constant for iron binding by siderophores, \( K_{FeS} \), is larger by an order of magnitude than that of the DOC-related ligand \( K_{FeL} \).

The model is freely available via github (Völker, 2021). It is written in the MATLAB computing language, and we have used the ode23s routine for solving stiff differential equations, which is based on a Rosenbrock formula of order two (Shampine and Reichelt, 1997), to integrate it forward in time. One integration of the model over 5,000 model years typically takes a second on a generation 2015 Intel MacBook.

2.2. Model Assessment

After setting the model parameters to one of the five scenarios described further below (section 3.1), the model is integrated 20,000 years, until concentrations in the individual boxes have converged to a near-steady state. Model results are compared to concentrations of phosphate and iron that are representative for each box. For phosphate, for which a good global data coverage exists, the representative values are simply the average concentrations within each box, calculated from the climatology provided by the World Ocean Atlas 2009 (Garcia et al., 2010). For iron the data coverage is presently not good enough to form a global climatology. Furthermore, although iron concentrations in the deep ocean are typically below 1 nmol L\(^{-1}\), and often below 0.1 nmol L\(^{-1}\) near the ocean surface, very high values (> 50 nmol L\(^{-1}\)) have been found in the vicinity of hydrothermal vents. For both reasons, the mean of observations is not a good representative of typical concentrations. We have therefore chosen the median Fe concentration of all observations within each box from the GEOTRACES second intermediate data product (Schlitzer et al., 2018) as representatives.

2.3. Quantification of Feedback Strength

The strength of the feedback between changes in the iron cycle and ligand concentrations can be evaluated in a manner similar to the analysis of feedbacks between climate change and the carbon cycle (Hansen et al., 1984; Friedlingstein et al., 2003): Starting from an equilibrium solution of the coupled phosphorus-iron-ligand system, the iron cycle is perturbed, e.g., by changing external iron sources such as dust deposition, and the resulting changes are followed twice, once with the full model, and once keeping the ligand distribution at the previous equilibrium state.

Let \( E \) be a quantity that we are interested in, or in an abstract way of speaking our “metric.” In the case of the ocean iron cycle, the metric could be the total ocean inventory of iron, but also any other quantity related to it, such as the global export production. Also let \( F \) be the “driver,” i.e., the quantity that is disturbed, which in our case could be the total flux of iron into the ocean from dust deposition. Then, for the unperturbed state, we define \( E_0 = E(F_0) \) the equilibrium value of \( E \) for the unperturbed driver \( F_0 \), obtained from our model. As we perturb the driver by \( F = F_0 + \Delta F \), we will also obtain a changed value of the metric, which we may linearize as \( E = E_0 + \Delta E \). We define

\[
\Delta E = f \Delta E_0,
\]

where \( \Delta E \) is the equilibrium change that is obtained running the full model including the feedback that we want to analyze, and \( \Delta E_0 \) is the change that we obtain when in the model we exclude the feedback. The quantity \( f \) is known as feedback factor. The system gain \( g \) is defined as the effect of the feedback, \( \Delta E_{fb} = \Delta E - \Delta E_0 \), divided by the change in the metric excluding the feedback, i.e., \( g = \Delta E_{fb} / \Delta E_0 \). The relation between \( f \) and \( g \) is then

\[
f = \frac{1}{1 - g}
\]

(9)
A positive value of $g$, and hence $f > 1$, stands for a positive feedback, while a negative feedback implies a negative value of $g$ and hence $f < 1$.

We focus in the following on the feedback with respect to changes in global dust deposition. For the analysis of feedbacks, the models including prognostic ligands are run several times: First the model is run once with standard dust deposition, to obtain the steady-state ligand distribution. Then the model is run into steady state for a range of different total dust deposition values, keeping ligand concentrations held at the values from the unperturbed run. And finally, the model is run again into steady state for different dust deposition values, but allowing the ligand distribution to change due to the new conditions. While the feedback factor $f$ and system gain $g$ are based on linearization and are therefore best calculated with small changes in dust deposition, we also investigate the nonlinear response by varying the dust deposition from zero to two times the standard deposition.

Different variables in the box model are affected differently by the feedback through production of ligands. We choose a small set of four globally relevant quantities as metrics to measure the response to the perturbation: The first is the globally averaged concentration of dissolved iron in the ocean. The second is the average concentration of dissolved iron in the surface boxes, where it affects biological production. The third is the dissolved iron concentration in the surface Southern Ocean, which is the largest iron-limited region. And finally the fourth is the global export production, as a measure of biological activity.

### 3. ASSESSMENT OF THE UNPERTURBED MODELS

#### 3.1. Ligand Parameter Choices

Several of the parameters that describe the cycling of the ligand(s) in the model are not well constrained from observations, although an order of magnitude estimate for some can be inferred from observational data. Here we explain, how they were chosen, all parameter values used in this study are documented in Table 4. Estimates for the ligand:phosphorus (or ligand:carbon) ratio in the remineralization of organic matter $\sigma_2$ have been derived in Völker and Tagliabue (2015) and Lauderdale et al. (2020). Völker and Tagliabue (2015) also estimated an order of magnitude on the order of a millennium for the ligand degradation timescale $1/\lambda$ in the deep ocean.

We attempted to constrain the remaining parameters from an optimization of the model with respect to agreement with the iron observations. It turned out, however, that the data is not enough to constrain all parameters independently. While deep-ocean observations put some constraints on the parameters governing the long-lived DOC-type ligand (Equation 6), there is considerable ambiguity for the parameters for the shorter-lived siderophore-type ligands described in Equation (7). In consequence the optimization procedure often spent long periods in search for minimal gains in model-data agreement by co-varying parameters, ending with parameter combinations that made not much sense from a biogeochemical point of view.

We therefore opted for a pragmatic approach and hand-tuned the parameters to some extent within bounds judged to be reasonable in our opinion. To obtain an estimate of the parameter-related uncertainty we present here four different setups or scenarios for modeling ligands: The first of these has only one long-lived ligand, and parameters resemble the settings in Völker and Tagliabue (2015) and Lauderdale et al. (2020). This setup is referred to in the following as 1L.

A known problem with this setting of parameters is that even with a ligand degradation timescale of 2000 years, the deep Pacific becomes too depleted in ligand, and hence dissolved iron. A possible explanation for this discrepancy to observations is that the model misses a part of the very long-lived or refractory component of dissolved organic carbon (Gledhill and Buck, 2012, e.g., humic acids) which can also act as iron-binding ligand. To account for this possibility within our simplistic description of ligand cycling, we also studied a setup with ligand degradation timescale on the order of 5000 years. This is significantly longer than the estimate of the turnover time of fluorescent dissolved organic matter by Català et al. (2015), but on the order of the largest dissolved organic radiocarbon ages (Hansell, 2013). It turns out that in this setup (1H) we had to simultaneously increase the ligand:phosphorus ratio in the remineralization source of ligand by a substantial amount, and also increase the photochemical breakdown rate of the ligand.

To these two setups we add two more, that are similar in their settings of the DOC-like ligand parameters, but include a shorter-lived siderophore-like component. We chose a degradation timescale for these ligands (parameter $1/\xi$ in Equation 7) that is two orders of magnitude smaller than that for the other ligand. One would probably assume even faster bacterial degradation rates for true siderophores, which are small and nitrogen-rich organic molecules, but these cannot reasonably be represented within a box model, representing the circulation at timescales of decades or longer. Additionally, we reduced the production of long-lived ligand in surface boxes (parameter $\sigma_1$, see Table 4), in order to avoid overly high surface total ligands and hence dissolved iron. The two setups with two prognostic ligands are denoted by 2L and 2H in the following. The parameters for all five setups (including the constant ligand case CL) are documented in Table 4.

All of the five model runs (CL, 1L, 1H, 2L, and 2H) reproduce the global patterns of phosphate (Figure 3) and iron (Figure 4) concentrations, with an overall slightly better fit by the models with prognostic ligands (see below and in the Supplementary Table 1, which shows that bias and root-mean-square difference between model and comparison data both for iron and phosphate are reduced in these runs). We acknowledge, however, that different parameter choices may still lead to further improvements.

A comparison of the model distribution of phosphate and iron with output from two full three-dimensional global biogeochemical models is shown in the supplement. All box model runs have a global export production that is on the low end of data-based estimates, with 6.68 PgC yr$^{-1}$ (CL), 6.05 PgC yr$^{-1}$ (1L), 6.30 PgC yr$^{-1}$ (1H), 5.80 PgC yr$^{-1}$ (2L), and 6.40 PgC yr$^{-1}$ (2H).
It is conceivable that most model results (x-axis) vs. mean concentrations derived from World Ocean Atlas data (y-axis). Acronyms for the model boxes are defined in Table 1. Red dots show results from the model with constant ligand concentration (run CL), blue and dark green from the model with one prognostic ligand (runs 1L and 2H), and yellow and cyan from the two model runs with two prognostic ligands (runs 2H and 2L, respectively). Symbol sizes have been made different to show all values, even if they are close.

3.2. Constant Ligand, CL
The modeled phosphate concentrations in the steady state of the model are plotted as red dots in Figure 3 vs. the average phosphate concentration in the boxes, calculated using the World Ocean Atlas data (Garcia et al., 2010). It is conceivable that most model-data points cluster around the 1:1 line, i.e., that overall the model describes the global distribution of phosphate reasonably well. A small but systematic error concerns the five surface boxes, where phosphate concentrations are lowest. In all surface boxes, the model underestimates phosphate concentrations, and the largest deviation is in the surface North Pacific box, which from WOA has an average phosphate concentration of 0.73 μmol L⁻¹, while the model produces 0.18 μmol L⁻¹.

The comparison is less straightforward for dissolved iron (dFe). Due to the inhomogeneous distribution of observational data for iron, we have plotted modeled dFe concentrations against the median and quantile information available for each model box from GEOTRACES data (Figure 4, red dots). Relative deviations between model and data are larger than for phosphate, but part of these deviations may also be due to the incomplete sampling for iron. Surface iron concentrations are too low in the North Pacific and Southern Ocean, similar to those of phosphate. Else, the concentrations in the surface and intermediate water masses have a tendency for overestimation by the model (especially so in the Equatorial Pacific box, probably because of the high dust deposition near the African continent in the Indian Ocean, that gets counted as iron input into this box, but hardly influences dFe concentrations in the equatorial Pacific, where most measurements took place), while the deep ocean concentrations are surprisingly close to observations, except for the deep Southern Ocean, which has a too high dFe concentration in the model. Overall, dFe concentrations show less variation between the different deep water masses in the model, compared to the observations, a tendency known from full three-dimensional ocean biogeochemistry models with constant ligands (e.g., Tagliabue et al., 2016).

3.3. One DOC-Type Ligand, 1L and 1H
The modeled steady-state phosphate concentrations from the DOC-based ligand model 1L, which are compared in the blue dots in Figure 3 to the data-based box averages, agree better with the observations than the concentrations modeled with constant ligand concentration: The systematic error of too low surface phosphate concentration in the surface boxes is almost gone, and especially the Southern Ocean and North Pacific surface boxes are now much closer to data. There are also slight improvements in almost all deep ocean phosphate concentrations, compared to the case with constant ligands, which may be due to better pre-formed phosphate concentrations in the surface boxes.

Phosphate concentrations in the model run 1H with one, very long-lived and more photolabile ligand are shown as green dots in Figure 3. They are in between those from runs 1L and CL, i.e. they are slightly less good than in the 1L run, but better than in CL. The one exception is the equatorial Atlantic surface box, where the long-lived ligand case leads to higher phosphate, in better agreement with observations.

Dissolved iron concentrations from the model run 1L, shown as blue dots in Figure 4, are somewhat closer to observations than in the CL run in the surface and intermediate water boxes, but concentrations in the deep and bottom water boxes are generally lower than in the constant-ligand case. While this brings the model closer to observations in the Southern Ocean, it leads to clearly too low dFe concentrations in the deep Pacific boxes. This pattern has already been observed in the first global biogeochemical model with prognostic ligands (Völker and Tagliabue, 2015), and is due to the old ventilation age of these water masses, combined with the fact that within these water masses there is comparatively little direct ligand production from the remineralization of particulate organic matter. Both lead to low ligand concentrations in these boxes (blue bars in Figure 5) and hence stronger scavenging of iron.

Iron concentrations in the run with a very long-lived ligand 1H, shown as green dots in Figure 4, are closer to observations than runs 1L in four out the seven sub-surface boxes, with in some cases drastic improvements (Atlantic Bottom Water, Atlantic Intermediate Water, and Pacific Deep Water boxes), where the model is also much closer to observations than the constant-ligand run CL. In the remaining three subsurface boxes, the agreement to observations is only slightly worse than in 1L. At the surface, the picture is somewhat mixed, with improvements, compared to both 1L and CL in the Equatorial Pacific and North Atlantic surface, a deterioration in the Equatorial

FIGURE 3 | Phosphate concentrations for the 12 model boxes from model results (y-axis) vs. mean concentrations derived from World Ocean Atlas data (x-axis). Acronyms for the model boxes are defined in Table 1. Red dots show results from the model with constant ligand concentration (run CL), blue and dark green from the model with one prognostic ligand (runs 1L and 2H), and yellow and cyan from the two model runs with two prognostic ligands (runs 2H and 2L, respectively). Symbol sizes have been made different to show all values, even if they are close.
Atlantic and hardly any change in the North Pacific and Southern Ocean.

3.4. DOC- and Siderophore-Type Ligand, 2L and 2H
The two cases with two prognostic ligands, one DOC-like and one siderophore-like 2L and 2H, are very similar to their corresponding runs with just one ligand in their distribution of phosphate and dissolved iron.

In both runs 2L and 2H, all phosphate concentrations are somewhat higher than in the corresponding one-ligand cases 1L and 1H, with one exception, which is the deepest Pacific box. This brings the model slightly closer to observations at the surface and in the deepest Pacific, while changes of model-data agreement in the other deep parts of the ocean are mixed (Figure 3, yellow and cyan dots).

In run 2L, the introduction of a second-siderophore-like ligand leads to a slightly better agreement with dissolved iron data, compared to 1L, in the intermediate waters and the North Atlantic surface box, but also to a decrease in iron concentrations in all deep and bottom water boxes, further widening the discrepancy to observations (Figure 4, cyan dots). This is due to the reduction in the production of long-lived ligand in surface boxes (parameter $\sigma_1$, see Table 4) in setups 2L and 2H, which was made in order to avoid overly high surface total ligands and hence dissolved iron.

In run 2H, dissolved iron concentrations (Figure 4, yellow dots) are slightly higher than in run 1H (green dots) in all boxes except the Pacific Deep and the Pacific and Atlantic Bottom Water boxes. This brings the model very slightly closer to observations in some boxes but further away in others, but overall the changes are too small to consider them as significant.

The increases in dissolved iron concentrations in runs 2L and 2H, compared to their counterparts 1L and 1H, can be explained by the increase in total ligand concentrations with the introduction of a new shorter-lived ligand (Figure 5). It is interesting to note that although the degradation timescale for the shorter lived ligand is on the order of decades we still find a sizeable contribution of these ligands to the total ligand pool in the deep Southern Ocean and the North Atlantic Deep Water boxes. This is caused by water mass formation from surface water with elevated concentration of these ligands. In the context of a box model, such a ventilation affects the whole water mass instantaneously, while in the real ocean one would find a gradient within the water mass with increasing distance from the ventilation source.
4. STRENGTH OF FEEDBACKS

We perform a feedback analysis as described in section 2 for each of the models setups including prognostic ligands (1L, 1H, 2L, and 2H) separately.

4.1. One DOC-Type Ligand, 1L and 1H

All four chosen quantities, or metrics vary in the same direction as the variation in the dust deposition (Figure 6), regardless of whether the ligand feedback is excluded (dashed lines) or included (solid lines). The change in all quantities, however, is larger when the feedback is included than when it is not, reflecting the positivity of the feedback.

The global average concentration of dissolved iron, shown in Figure 6A, behaves in a strongly buffered way when ligands are held constant at the state before perturbation (dashed lines), with a doubling of dust deposition leading only to a in increase of 0.034 nmol L\(^{-1}\) or 8% in run 1L and similar in run 1H. Allowing feedbacks by a variation of ligands from the background state (solid lines), the reaction of dissolved iron to a change in dust deposition becomes much stronger. The feedback factor \(f\), which describes the ratio of the slope of the solid and the dashed curves for vanishingly small perturbations is more than 2.5 in 1L (blue lines) and even more than 4.7 in 1H (green lines). Generally, the longer lifetime of the ligand in run 1H, compared to 1L leads to a stronger effect of the feedback, as evidenced by the larger values of the feedback factor \(f\) and the system gain \(g\) (Table 5). A further observation concerns the curvature of the lines in Figure 6A: The effect of changing ligand concentrations (the difference between the solid and dashed lines) is stronger in scenarios with a reduction in dust deposition, as opposed to an increase. This is because the reduced ligand concentrations in these cases also increases the scavenging loss of iron that comes from hydrothermal or sediment sources. This then leads to an increase of iron limitation also in otherwise iron-replete regions and a further reduction in productivity.

The average surface dFe concentration, shown in Figure 6B, is much less well buffered and follows almost linearly the dust deposition, when ligands are held fixed, except at very low total dust. Consequently, the feedback effect of variable ligands is less pronounced, with a feedback factor \(f\) that is just slightly above one and a gain just slightly above zero for both model parameter settings 1L and 1H (Table 5). The surface average dFe concentration is dominated by the concentration in the subtropical boxes, which have the largest areas. In these boxes, dust deposition is the main supply of dFe and scavenging of iron is largest.

This is different in the two main iron-limited regions, the subpolar North Pacific, and the Southern Ocean, where iron supply from dust is smaller than from upwelling and vertical
mixing. In the Southern Ocean (Figure 6C, therefore, dFe concentrations depend less on dust-deposition in the constant-ligand case. The variability of dust enhances the sensitivity of dFe concentrations to dust because it affects the production of ligands which in turn change the iron concentrations that upwell in the Southern Ocean. The feedback factor $f$ and gain $g$ are intermediate between those for global average and surface average dFe concentrations.

Finally, the changes in iron availability in the main iron-limited regions (Southern Ocean and North Pacific) also lead
to corresponding changes in export production. The feedback factors $f$ for export are 1.4 and 1.6 in $1L$ and $1H$, slightly lower than to those for the Southern Ocean iron concentration. Again, the change in export caused by a reduction in dust deposition is much stronger than that caused by a corresponding increase when the feedback is included.

### 4.2. DOC- and Siderophore-Type Ligand, 2L and 2H

The feedbacks of the four quantities considered show a qualitatively similar pattern when a second, siderophore-type ligand with shorter life-time is introduced into the model (Figure 7). Again, there is an overall positive feedback that leads to a stronger variation of global average dFe with changing dust deposition when the ligands are allowed to react to the change, which reduces the otherwise strong buffering of global dFe (Figure 7A). Again, the feedback is larger for global average dFe and Southern Ocean dFe (Figure 7C) than for globally averaged surface dFe (Figure 7B) and export production (Figure 7D). And again, the feedbacks are stronger in the case with a more long-lived DOC-type ligand (parameter set $2H$, yellow lines) than with a somewhat shorter-lived DOC-type ligand (parameter set $2L$, cyan lines).

The strength of the overall positive feedback, however, is greatly reduced when a second siderophore-type ligand is modeled as well, as indicated by the smaller values of $f$ and $g$ in Table 5. Feedback factors in cases $2L$ and $2H$ are about 60% of those in the corresponding case with only one ligand $1L$ and $1H$ for global average dFe, and between 70 and 80% for Southern Ocean dFe. For global surface average dFe there is even a very small but overall negative feedback, as indicated by values of $f$ slightly below one. As global export production is tied to surface dFe concentrations, its feedback is weak but positive, indicating that the increase of export production in the Southern Ocean with increasing dust is partly offset by decreases in other ocean regions.
It is obvious that the introduction of an additional negative feedback loop with siderophore-type ligands will to some extent counteract the strength of the positive feedback loop with DOC-type ligands. That the overall feedback still stays positive and the pattern of feedbacks reflects the relative role of the different ligands in runs 2L and 2H: The global average iron concentration is dominated by the deeper ocean boxes, where the siderophore-type ligand is less abundant due to its shorter lifetime, and the DOC-type ligand determines iron solubility. And since global export production increases with increasing dust deposition (albeit with only a very small feedback), these ligands increase as well. In the surface, however, iron solubility is determined by both ligands, and hence the feedbacks can partly cancel out. This then makes the feedback in export production small.

5. SUMMARY AND DISCUSSION

In this study we used a simple box model to investigate possible consequences of the fact that the solubility of iron in the ocean is to a large degree determined by the complexation with organic ligands. Since ocean-sourced ligands themselves are a (by)product of biological activity, which depends on iron availability, this creates the possibility of feedbacks that affect how the oceanic iron cycle reacts to changes, such as in the strength of external iron sources. Unlike full three-dimensional global biogeochemical models, the description of many processes is extremely simplified in a box model or even missing. It allows, however, to perform a large number of model runs quickly, so that feedback studies can be performed.

We compared three scenarios for how the production of ligands depends on biological activity: In the first, the concentration of ligands is globally constant and does not depend at all on ocean productivity; this is what most global biogeochemical models of the iron cycle still assume and would correspond to the ligands being part of the very refractory pool of long-lived dissolved organic carbon in the ocean.

In the second scenario, the ligand is produced or released during the degradation of particulate organic matter, as has been inferred from parallel measurements of DOC and ligand (Wagener et al., 2008; Schlosser and Croot, 2009) and has directly been observed in the experimental study of Boyd et al. (2010). This scenario also forms the basis of the study by Lauderdale et al. (2020). For this scenario to be compatible with measured vertical profiles of ligands they must on average have orders of magnitude shorter life-times in the near-surface ocean, for example through photodegradation (Powell and Wilson-Finelli, 2003), than in the deep ocean.

In the third scenario, an additional siderophore-type ligand is produced in response to iron limitation (Wilhelm and Trick, 1994; Boiteau et al., 2019), either to enhance a bacterial species’ iron uptake, or to prevent its loss to other species or to precipitation.

A first set of results shows that the models reproduce the observed distribution of phosphate somewhat better with explicit description of organic ligand cycling than without, especially in the Southern Ocean and North Pacific surface, but also to some extent in intermediate and Pacific deep and bottom waters. For iron the picture is somewhat mixed, with the models with prognostic ligands improving the fit to observations in most surface and intermediate waters, and in the deep Southern Ocean, but deteriorating it in the deep and bottom waters of both Atlantic and Pacific. Overall, a prognostic description of ligands leads to a lower mean average error and bias in the iron distribution (Supplementary Table 1). The reason for the mismatch in the deep ocean boxes are the modeled low ligand concentrations there, which may be an artifact of neglecting the possible role of very refractory humic-like ligands (Laglera and van den Berg, 2009; Whitby et al., 2020) or carboxylic-acid aliphatic matter (CRAM) (Hertkorn et al., 2006). Other approaches to represent the DOC-related component of iron-binding ligands have been suggested (Ye et al., 2020), and may need to be pursued further.

The model parameters that describe the cycling of ligands are not well constrained from measurements, and like Lauderdale et al. (2020) we find that observations of phosphate and iron concentrations are compatible with a wide range of parameter settings, especially when adding a siderophore component to the model. The principle of parsimony might thus be taken as an argument to at least leave away the siderophore component, i.e., our third scenario. Siderophores, however, do exist in the ocean (e.g., Mawji et al., 2008; Boiteau et al., 2019), and we have instead decided to represent them here, because they may affect the direction and strength of the feedback to changing iron inputs. A more exhaustive exploration of the parameter sensitivity would have been possible, and we realize that the timescale of ligand degradation in the model set-ups 2L and 2H is probably too long for simple nitrogen-rich molecules such as many siderophores. However, we think that timescales shorter than a decade are not adequately represented in our box model anyway and have therefore not pursued this further.

In our model setup, siderophores only influence the solubility of iron, but not its bioavailability. It has been shown that eukaryotes like diatoms have difficulties taking up siderophore-bound iron (Lis et al., 2015), although some species possess Fe-siderophore specific reductases (Maldonado and Price, 1999; Coale et al., 2019). Our model assumption is that the ecological aspect of siderophores, making iron exclusively available to a part of the microbial spectrum, is more important on shorter time-scales, and that on the long time scales relevant for the box model, siderophore-bound iron eventually becomes bioavailable. This clearly is an assumption that merits further study.

Modeled total ligand concentrations in Figure 5 are generally on the low end of observed ligand concentrations (e.g., Buck et al., 2015), although a full comparison is not yet possible, due to the scarcity of in-situ ligand measurements. This is a general issue; most models presented in Tagliabue et al. (2016) use a fixed ligand concentration of 1 nmol L$^{-1}$. Ligand concentrations in models are tuned in to obtain a reasonable deep ocean iron concentration, and are therefore influenced by simplifications in the models, such as the assumption of a single conditional stability constant of the ligand, and the absence of less ligand-reactive components of iron, such as nanoparticles.
The main reason for presenting different setups of a ligand cycling model (model runs 1L, 1H, 2L, and 2H) is that they, despite all about equally well reproducing phosphate and dissolved iron, show somewhat different patterns of feedbacks when the external iron input from dust deposition is varied. In the one-ligand model scenarios (1L and 1H) the feedback is positive, i.e., the reaction in iron concentrations and productivity to a change in iron input is enhanced, because the change leads to a concomitant change in ligand concentration. In the two-ligand scenarios (2L and 2H), the negative feedback from siderophores counteracts the positive feedback to some extent, despite the short life time of the siderophores. This is because the siderophores help buffer production in iron-limited regions, they make export production less dependent on external dust changes; and that then means that the production of DOC-like ligands does not change much. The positive and negative feedbacks mostly cancel for the surface iron concentration and global export production, but the positive feedback prevails for the global average and Southern Ocean iron concentrations.

Although siderophores have not only been found in surface layer, but also in the mesopelagic ocean at depths of 1,500 m, it is generally assumed that they have been produced in place (Bundy et al., 2018; Boiteau et al., 2019). Our personal assessment is therefore that the lifetime of siderophore-type ligand in experiments 2L and 2H is possibly still an overestimate, and that consequently, the positive feedback related to the DOC-like ligands is likely to dominate over the negative feedback associated with the siderophore-like ligands. Further studies on the mechanisms that lead to loss or breakdown of siderophores in the ocean would be needed to make this statement more conclusive.

It has been argued (Lauderdale et al., 2020) that the feedbacks between iron availability and ligand production bring the system to a state where there is “just enough” iron so that overall the production is limited by the macronutrient phosphate, and that iron limitation only occurs in remote parts of the ocean. This assessment was based on considering the positive feedback only. Interestingly, with our model we basically arrive at the same conclusion, when we assume that siderophore-type ligands have a shorter lifetime than the less specific ligands produced in the breakdown of organic matter.

In this study we have limited ourselves to feedbacks that act via the direct influence of ligands and iron on biological productivity. Our model therefore does not describe the input of terrestrial humics from rivers and the parameterization of long-lived ligands is based toward marine humics. This leads to two shortcomings: firstly, the missing of localized sources of terrestrial humics by the Arctic rivers (Krachler and Krachler, 2021) certainly affects the iron concentration in the Arctic Ocean. The global effect of the source localization is small, given the long lifetime of these substances. Secondly, unlike the other long-lived ligands, terrestrial humics are not tied to marine production. Neglecting this fraction of ligands is therefore likely to lead to some overestimate of the feedback strength in this study. Another possible feedback connects iron with the total inventory of nitrogen in the ocean, both through the high iron requirement of N₂ fixation and through iron-related changes of oxygen minimum zones and hence denitrification (Falkowski, 1997). This feedback is neglected here, but would be an interesting subject for a follow-up study.

Our results have implications for possible reactions of the global carbon cycle to historical or predicted changes in dust deposition. Many ocean biogeochemical models have shown rather modest changes in reaction to a glacial increase in dust (e.g., Tagliabue et al., 2009; Lambert et al., 2015; Muglia et al., 2017), to anthropogenic changes in dust production or dust iron solubility (e.g., Krishnamurthy et al., 2009; Wang et al., 2015) or to deposition of iron with pyrogenic aerosols (Ito et al., 2021). To some extent this is to be expected, since the iron content in the ocean is buffered by the presence of organic ligands. But, with few exceptions, e.g., Hamilton et al. (2020) and Ito et al. (2020), these model studies have all been performed with models that fix the ligand concentration in the ocean and hence disregard possible feedbacks through changes in iron solubility.

Here we have shown, that the positive feedback also leads to an enhanced sensitivity of the biological production and hence the carbon cycle to changes in external iron supply, relative to a state that is buffered, but where the buffering undergoes no changes. We therefore argue that models that assume constant ligand concentrations (in effect representing the effect of the feedback on the background state, but not on changes), may underestimate the effects on the carbon cycle.
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