Abstract—Inspired by distributed resource allocation problems in dynamic topology networks, we initiate the study of distributed consensus with finite messaging passing. We first find a sufficient condition on the network graph for which no distributed protocol can guarantee a conflict-free allocation after $R$ rounds of message passing. Secondly we fully characterize the conflict minimizing zero-round protocol for path graphs, namely random allocation, which partitions the graph into small conflict groups. Thirdly, we enumerate all one-round protocols for path graphs and show that the best one further partitions each of the smaller groups. Finally, we show that the number of conflicts decrease to zero as the number of available resources increase.

I. INTRODUCTION

One of the important problems in distributed wireless networks is allocating system resources (e.g. frequency bands or time-slots etc.) in a decentralized fashion, see e.g [5, 14, 15]. Typically nodes need global network state information to achieve optimal allocation. Due to many practical constraints, e.g. mobility of nodes and overhead in obtaining side information etc. such global knowledge is usually not available to all the nodes. For such scenarios, local message passing, which builds this network knowledge either implicitly or explicitly has been shown to be robust for achieving distributed consensus [4]. In most cases such robustness is achieved asymptotically [4, 12]. However, if optimality is unattainable with local information, the key question then becomes, what are the best distributed protocols and how far are these protocols from the optimal allocation [1, 11, 13], i.e. what is the performance loss due to distributed decisions based on finite rounds ($R$) of message passing? Additionally, how the loss scales with available resources?

The problem of distributed allocation of orthogonal resources is related to the classical distributed graph coloring problem, i.e. coloring the nodes of a graph $G$ with $n$ nodes such that the connected nodes have different colors. If done with global information, a graph with maximum node degree $D$ can always be colored with $D + 1$ colors using greedy schemes. For specific graphs, distributed schemes require only $\Omega(\log n)$ rounds to achieve optimal coloring [7, 9, 10] but in general distributed coloring is not only NP hard [8], but it is hard to even approximately solve [2, 6].

We consider distributed vertex coloring with $c$ colors using only finite number of messaging rounds. Our contributions are four fold. Firstly we show that for $R$-hop symmetric networks (defined as networks which contain adjacent nodes that have identical $R$-hop neighborhoods), no distributed scheme can guarantee a proper coloring after $R$ rounds of message passing. This is because, to the nodes with symmetric neighborhood, the local network looks exactly the same. Hence any distributed scheme that relies on $R$-hop local information arrives at the same coloring for the adjacent nodes causing a defect, defined as an edge joining the same color nodes. Secondly, we show that for path networks $P_n$, shown in Figure 1, if the resources are randomly allocated, the network ends up with $O(\frac{1}{c})$ defects on an average. Random allocation partitions the network into smaller defect groups, defined as a connected subgraph with identically colored nodes. The defect distribution is proved to be proportional to the $n^{th}$ row of Pascal’s triangle when $c = 2$, which shows that typically the number of defects are neither too low nor too high, i.e. close to the average. Thirdly, we formulate all possible protocols based on the parameters that can be calculated by each node after one round of message passing. We calculate the defect distribution for an edge correcting protocol and a center correcting protocol and show that the best protocol resolves the defects inside each of the smaller groups keeping their edges fixed. Effectively, the random assignment breaks down the network into smaller defect groups and center correcting protocols do another round of random assignment inside the smaller defect groups. Finally we show that all the protocols perform equally well and close to optimal as the number of colors increases. This is because random coloring produces very few defects for large $c$, thus an additional round provides very little benefit.

The rest of the paper is organized as follows. In Section II we define the network, distributed protocols and the performance metric. In Section III we present a converse for $R$-hop symmetric graphs and give achievable protocols for path graphs in Section IV. We finally conclude in Section V.
II. System Model

A. Network Description

We consider networks with \( n \) flows consisting of \( n \) distinct transmitter-receiver pairs, each with a unique flow ID. Orthogonal resource states, e.g. frequency bands or time-slots etc. are available that have to be distributedly allocated among the flows. The graph representation of the network is given by \( G = (V,E) \), with \( |V| = n \), where every flow is represented by a node \( v \in V \) of the graph and the connected flows are represented by edges \((i,j) \in E\) if node \( i \) and \( j \) interfere with each other). \( G \) is called the flow graph of the network (just graph, henceforth). The orthogonal resources are represented by \( c \) colors and the resource allocation problem is posed as a distributed vertex coloring problem of the graph \( G \) using \( c \) colors.

Nodes in a graph are said to be of the same type if their neighbors have the same degree distribution. Degree distribution of a graph is defined as a vector containing the number of nodes of a given degree. The \( R \)-hop neighbors of a node are defined as the leaves of a depth-\( R \) tree centered at the given node. A graph is defined to be \( R \)-hop symmetric if there are two connected vertices with the same type of \( r \)-hop neighbors for all \( 1 \leq r \leq R \). Each node is associated with two states, the color state (color of the node) and the conflict state. The color state is used interchangeably to mean the graph’s color vector (the \( n \) length vector representing the color of each node) or a node’s color and the meaning will be clear from the context. The conflict state is defined as follows. A node is said to be in conflict (\( C \)) or not in conflict (\( \bar{C} \)) if its color is same or different than all of its neighbors respectively. Otherwise, it is said to be in a confused state (\( X \)).

We consider the class of \( n \)-user cascaded interference channel as shown in Figure 1. The graph of this network is a path graph \( P_n \). The minimum number of colors needed to do a proper coloring of a graph is defined as the chromatic number \( \chi(G) \) of the graph. The number of ways an optimal allocation can be done for \( P_n \) with \( c \) colors is given by the chromatic polynomial \( \gamma_n^{(c)}(x) \). The chromatic number of a path graph \( P_n \) is \( \chi = 2 \) and the chromatic polynomial is \( \Gamma_n(c) = c(c-1)^{n-1} \) (see, for example [3]). There are two types of nodes in a path graph, two degree 1 nodes at the edges, \( n-2 \) degree 2 nodes in the middle.

B. Protocol Description

In this paper, the coloring protocols used to color a graph distributedly, consist of two phases. The first phase involves starting with a random coloring and gathering information about the random starting colors of the neighboring nodes by passing messages for \( R \) rounds. The second phase involves deciding whether to change color or do nothing, based on the information gathered.

First we define the message passing protocol used to gather starting state colors in the first phase. A \( \text{round} \) of message passing is said to be complete when all nodes in the flow graph have broadcasted a message (see, for example [1]). Each message contains the sender node’s ID in the header. The message sent by node \( i \) is received by all nodes \( j \in V \) if \((i,j) \in E \). During round \( r \), the message of each node contains the following triplet (the ID of its \( r \)-hop neighbors, the initial state of its \( r \)-hop neighbors, parents of these \( r \)-hop neighbors). The parent of node is defined as the node from which the sender heard about it during the previous round. Each node \( i \) maintains a local topology graph \( G_i^r \) with itself as the root. After each round the new nodes are added as leaves to the corresponding branch of the local topology tree, using the parent information.

Next we define the structure of the decision function evaluated at a node \( i \) after \( r \) rounds of message passing. The decision function takes the local \( r \)-hop graph \( G_i^r \) centered at node \( i \) as the input and outputs the final color of the node, i.e. \( f : H_i^r \rightarrow \{1,\ldots,c\} \), where \( H_i^r \) is the set of all radius \( r \) graphs centered at node \( i \). The decision function doesn’t consider the node IDs to compute the output. For a path graph, \( H_i^1 \) is either a tree with one or two leaves. After one round of messaging, any node \( i \) can calculate its conflict state and degree. Additionally, a degree 1 node can be in \( C \) or \( \bar{C} \) conflict state, while a degree 2 node can be in \( C \) or \( \bar{C} \) or \( X \) conflict state. So the inputs to the decision function in a path graph can be of five different types of local trees. Depending on whether the protocol changes the color or not for each of these five input types, there can be 32 possible protocols. We index the protocols by the conflict states when the decision function changes the color of the node, e.g. \((C,\bar{C})\) refers to a protocol which changes the color of degree 1 nodes in conflict and \((C,\bar{C}X)\) refers to a protocol which changes the color of a degree 1 one node in conflict or a degree 2 node in a conflict or confused state.

C. Performance Metric

For a centralized network with enough available colors \((c \geq \chi(G))\), the optimal allocation is a proper coloring with no conflicts. To compare the different distributed protocols, we use defects as the performance metric, defined as the number of edges joining nodes with the same color. To measure defects, nodes with the same color are connected by a defect. A defect group is defined as a connected subgraph with identically colored nodes. A defect group with \( k \) nodes is denoted by \( g_k \). The number of defects in a given graph state is given by, \( \sum_{(i,j) \in E} I(i,j) \), where the identity function \( I(i,j) \) is 1 if nodes \( i \) and \( j \) have the same color and 0 otherwise.

The number of states that have \( d \) defects are denoted by \( N(d) \). The defect distribution is given by the \( n \) length vector \( D = [N(d)]_{d=0}^{n-1} \). The average number of defects for a protocol is defined as, \( \bar{N} = \frac{1}{n} \sum_{d=0}^{n-1} dN(d) \), since there are \( c^n \) different possible colorings. Finally, we define two classes of protocols that qualify the worst case performance.

Definition 1 (\( k \)-round successful coloring protocol): A distributed coloring protocol with decision function \( f_k \) is evaluated at each node of a given connected graph \( G \). If the network converges to a defect free coloring after \( k \)-rounds of message passing, independent of any starting state, then \( f_k \) is said to be \( k \)-round successful for \( G \).
Definition 2 (k-round universal coloring protocol): If there exists a distributed coloring protocol with decision function $f_n$ that is k-round successful for all connected network topologies then $f_n$ is said to be k-round universal.

III. IMPOSSIBILITY OF AN UNIVERSAL PROTOCOL

Now we show that the distributed defect free coloring is impossible even for some of the simple symmetric networks.

Theorem 1: There exist no R-round successful coloring protocol for any network whose graph $G$ is R-hop symmetric for $R < \text{dia}(G)$.

Proof: If $c < \chi(G)$, the statement is trivially true, since even an optimal allocation is not defect free. For $c \geq \chi(G)$, consider two adjacent nodes $i$ and $j$ with R-hop symmetry and their r-hop (1 ≤ r ≤ R) neighbors $(X_r, Y_r)$ and $(Y_{r-j}, X_{r-j})$ respectively, as shown in Figure 2. Consider a symmetric starting state where $X_r$ and $Y_j$, 0 ≤ r ≤ R pick the same initial colors, where $X_0$ and $Y_0$ refer to nodes $i$ and $j$ respectively. After the first round, each node has information about the colors of its r-hop neighbors only. If there exists any protocol which works, it has to be independent of the global topology, as it is unknown to any node after the first round.

![Fig. 2. A symmetric subgraph with connected nodes i, j and their R-hop neighbors. Note that $X_r$ is the r-hop neighbor of i and the (r + 1)-hop neighbor of j.](image)

The decision function for node $i$ and $j$ are $f(G_i^R)$ and $f(G_j^R)$ respectively. By the symmetry of the graph, $X_r$ and $Y_r$ contain the same type and number of colors. Additionally, by the symmetry of the starting state, the depth-r leaves in $G_i^R$ and $G_j^R$ have the same initial color for 0 ≤ r ≤ R. Hence the output of the decision functions are identical, $f(G_i^r) = f(G_j^r)$. Hence their final colors are same and the final state of the graph cannot be defect-free. Similarly, if the protocol is randomized, optimal allocation can not be guaranteed, since there is always a non-zero probability that $i$ and $j$ will have the same final color. $R \leq \text{dia}(G)$ is assumed to keep any node from acquiring global information.

Corollary 1: This theorem implies, there exists no R-round universal coloring protocol, since there is no R-round successful coloring protocol for any graph with a connected R-hop symmetric subgraph.

IV. PROTOCOLS WITH 1-HOP INFORMATION

As mentioned in Section II-B, there are 32 different protocols possible after one round of message passing. We now consider three main protocol classes. All others exhibit similar defect performance in Monte-Carlo simulations. We start with the random initial assignment, which is optimal when there is no information about any neighbor, i.e. before any rounds of message passing is done.

A. Random initial assignment

Since all the nodes select their colors uniformly at random, the defect distribution of a random allocation is same as the defect distribution for the set of all possible allocations with c colors.

Theorem 2: For a random assignment with $c$ colors, the defect distribution for a path network $P_n$ is given by the $n$ length vector $N_0$, whose $d^{th}$ component is,

$$N_0(d) = c(c − 1)^{n−d−1} \binom{n−1}{d}, \text{ for } 0 \leq d \leq n−1,$$

and the average number of defects is given by, $\bar{N}_0 = \frac{n−1}{c}$.

Proof: To calculate the number of states with $0 \leq d \leq n−1$ defects in $P_n$, we start with an optimal state for $P_{n−d}$, which has no defects, introduce $d$ defects and calculate the number of ways of doing so. For each of these optimal states of $P_{n−d}$, there are $n−d$ singleton groups of colors $(g_1)$. A defect can be introduced if any of the singleton groups is replaced by two copies of the same color. To get $d$ defects, we can choose $1 \leq i \leq d$ groups and allocate some defects to each group that adds up to $d$. Since there are $n−1$ places between the $n$ nodes where the defects can be introduced, the total number of ways for arranging $d$ defects in $P_n$ is $\binom{n−1}{d}$. Now, if we coalesce all the groups into singleton groups $g_1$, the number of singleton groups is $n−d$. Hence the number of ways in which these groups can be chosen from $c$ colors is same as the number of optimal states in $P_{n−d}$ which is $\gamma_n(c)$.

For a path network, the chromatic polynomial is given by $\gamma_n(c) = c(c − 1)^{n−1}$. Total number of states with degree $d$ is given by,

$$N_0(d) = \gamma_{n−d} \binom{n−1}{d} = c(c − 1)^{n−d−1} \binom{n−1}{d}.$$

It is interesting to note that the defect distribution for $P_n$ turns out to be $\gamma_n(c)$ times the $n$th row of the Pascal’s triangle. The average number of defects can now be calculated as,

$$\bar{N}_0 = \frac{1}{c^n} \sum_{d=0}^{n−1} d \cdot c(c − 1)^{n−d−1} \binom{n−1}{d}$$

$$= \frac{(c − 1)^{n−1} \sum_{d=0}^{n−1} d \binom{n−1}{d}}{c^n} \tag{1}.$$

Now, consider the expansion $(1 + \frac{e^x}{\alpha})^{n−1} = \sum_{r=0}^{n−1} \frac{e^{rx}}{\alpha^r} \binom{n−1}{r}$.

Differentiating both sides w.r.t. $x$,

$$\frac{n−1}{\alpha} \left(1 + \frac{e^x}{\alpha}\right)^{n−2} e^x = \sum_{r=0}^{n−1} \frac{r}{\alpha^r} e^{rx} \binom{n−1}{r}.$$

The right hand side of the above equation is same as the right hand side of Equation 1 for $x = 0$ and $\alpha = c − 1$. So, the average number of defects is given by,

$$\bar{N}_0 = \frac{(c−1)^{n−1} \binom{n−1}{n−1}}{(c−1)^{n−1}} = \frac{n−1}{c}. \tag{1}$$

Now we calculate the length of the defect groups in all possible random assignments.
Theorem 3: The number of times a defect group \( g_i \) occurs in a path network \( P_n \) out of all random allocations using \( c \) colors, is given by,

\[
G_i = \begin{cases} 
  c, & \text{if } i = n \\
  2c(c-1), & \text{if } i = n-1 \\
  c^{n-1-i}(c-1)((n-i+1)c-(n-i-1)), & \text{otherwise (o.w.)}
\end{cases}
\]

\[
P_{n-2} \begin{array}{ccc} a & x \cdots & y \end{array} \rightarrow \begin{array}{ccc} \bar{x} & \bar{x} \cdots & \bar{y} \end{array}
\]

Fig. 3. Edge correcting protocol can reduce at most two defects at the edges of the path graph.

c\^2 starting states with the same fixed part (corresponding to the c\^2 possible values of the first and last nodes) converge to the same final state as shown in the figure, the defect distribution of the final state for \( P_n \) is same as the c\^2 times the defect distribution of \( P_{n-2} \). Hence

\[
N_1(d) = c^2 N_d(P_{n-2}) = c^3(c-1)^{n-d-3} \binom{n-3}{d}.
\]

Similarly, the average number of defects is given by,

\[
\bar{N}_1 = \frac{1}{c^n} \sum_{d=0}^{n-1} d \cdot c^3(c-1)^{n-d-3} \binom{n-3}{d} = \frac{(c-1)^{n-3}(n-3)c^{n-4}}{c^{n-3}} = \frac{n-3}{c}.
\]

Even though the edge correcting protocol corrects at most two defects in the whole network, the average number of defects produced by other protocols, that correct the edges of each group, closely match its performance when \( n \) is large in Monte-Carlo simulations.

C. Center correcting protocol

This refers to the protocol whose decision function is indexed by the tuple \((C, \phi)\). According to this protocol, only the degree 2 nodes change their assigned color if they are in conflict. The center of each group changes color and the boundaries remain fixed, as shown in Figure 4. A node with initial color \( x \) changes randomly to a color from \( \{1, \ldots, c\} \setminus x \). If \( c > 2 \), this protocol can correct more than or equal to two defects for all groups except \( g_2 \). Hence each group \( g_n \), of size \( n_i \), can give rise to a defect distribution of \( D_i = [N_0(d; P_{n-2}, c-1)]_{d=0}^{n_i-3} \). If \( P_n \) has \( i \) groups \( g_{n_1}, \ldots, g_{n_i} \), the defect distribution \( D \) after this protocol is given by the convolution of the corresponding defect distributions for the random allocations of groups \( g_{n_1}, \ldots, g_{n_i} \), i.e. \( D = \gamma_{n_1}^{(c)} D_1 \otimes \cdots \otimes D_i \). Hence, the number of states with defect \( d \) in the final defect distribution is given by,

\[
D(d) = \sum_{0 \leq i_j \leq d, \sum_j i_j = d} \gamma_{n_j}^{(c)} N_j(P_{n_j-2}, c-1).
\]

For \( c = 2 \), this can be evaluated in closed form.

\[
N_2(d) = 2 \sum_{k=0}^{d} \sum_{i=k+1}^{K_n^{(i)} \left( \binom{n-d_i}{i} \binom{d_i + i - 2k - 1}{i - k - 1} + 2 \binom{n-d_i}{d} \right)}
\]

\[
\text{Proof: The aim is to find the number of states that end up with } d \text{ defects after applying the center correcting protocol to}
\]

\[
\text{children of the group that lead to an effect in the center of the network.}
\]
a random initialization with two colors. Note that the presence of \( g_1 \) does not result in any defects in the starting or the final states. On the other hand the protocol has no effect on \( g_2 \). For all other groups, the center correcting protocol reduces the number of defects by two, since \( g_k \) gets transformed to \( g_k - 2 \).

\[
\cdots x y y y y z z \cdots \longrightarrow \cdots x_1 x y y_1 y z z_1 \cdots \ \\
\text{Fig. 4.} \text{ Center correcting protocol can reduce at least two defects for each group (except } g_2 \text{) in the path graph. Notationwise, } x_1 \in \{\ldots, c\} \setminus x \text{ etc.}
\]

If there are \( i \) groups in the starting state and \( k \) of them are \( g_2 \), in order to have \( d \) defects in the final state, the starting state needs to have \( d_s = d + 2(i - k) \) defects. So, we start with \( F_{n-d_s} \) with an optimal allocation and introduce \( d_s \) defects in \( i \) places with \( k \) number of \( g_2 \) groups. The \( i \) places can be chosen in \( \binom{n-d_s}{i} \) ways. Out of these \( i \) places, the \( k \) places for \( g_2 \) groups can be chosen in \( \binom{i}{k} \) ways. Now, the number of ways to introduce the remaining \( d_s - k \) defects in \( i - k \) places is same as (written in terms of generating functions)

\[
\begin{align*}
\text{= coefficient of } & x^{d_s-k} \text{ in } (x^2 + x^3 + \cdots)^{i-k} \\
\text{= coefficient of } & x^{d_s-k-2(i-k)} \text{ in } (1-x)^{(i-k)} \\
\text{= } & \binom{d+i-2k-1}{i-k-1}.
\end{align*}
\]

Hence, the number ways we can get \( d \) defects in the final state such that there are less than \( d \) number of \( g_2 \) groups in the starting state is given by

\[
\sum_{k=0}^{d} \sum_{i=k+1}^{n-d} \binom{d-i}{2} \binom{n-d}{i} \binom{i}{k} \binom{d+i-2k-1}{i-k-1}, \text{ where } K_k = \left\lfloor \frac{n-1-d+2k}{2} \right\rfloor.
\]

Finally, the number of ways to have \( d \) number of \( g_2 \) groups and the rest \( g_1 \) groups is given by \( \binom{2}{n-d} \binom{n-d}{d} \binom{d+i-2k-1}{i-k-1} \).

Hence the center correcting protocol does random assignment (by leaving out one color) in each small defect group created by the initial random assignment. As shown by the Monte-Carlo results in Figure 5 both the edge and center correcting protocols perform close to the random assignment when the number of colors is large. There are other protocols like \( \langle C,CX \rangle \) which sometimes increase the number of defects, perform worse than a random assignment. However even these protocols perform very close to a random assignment for large \( c \). All other possible protocols cluster around these three classes, but are not shown for clarity of the plot.

V. CONCLUSION

In summary, we show that for even the simple case of \( R \)-hop symmetric networks, there can be no \( R \)-round successful message passing protocol and in general there can be no \( R \)-round universal protocol. Even though distributed decision result in a performance loss due to the existence of defects, we show that this can be offset by having more colors than the chromatic number of the graph. We show that the best protocol after one round of message passing does another round of random allocation in each defect group. Finally we show through simulations that the loss due to distributed decisions decreases with an increase in the number of available colors.
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