GAP PROBABILITY FOR PRODUCTS OF RANDOM MATRICES
IN THE CRITICAL REGIME
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Abstract. The singular values of a product of $M$ independent Ginibre matrices of size $N \times N$ form a determinantal point process. Near the soft edge, as both $M$ and $N$ go to infinity in such a way that $M/N \to \alpha$, $\alpha > 0$, a scaling limit emerges. We consider a gap probability for the corresponding limiting determinantal process, namely, the probability that there are no particles in the interval $(a, +\infty)$. We derive a Tracy–Widom-like formula in terms of the unique solution of a certain matrix Riemann–Hilbert problem of size $2 \times 2$. The right-tail asymptotics for this solution is obtained by the Deift–Zhou non-linear steepest descent analysis.

1. Introduction

Studying gap probabilities for determinantal and Pfaffian point processes is of interest to several fields of mathematics, such as random matrix theory, combinatorics, statistical mechanics, and representation theory. Gap probabilities quantify how likely it is to observe no particles in a given interval of the real line.

In the scope of random matrix theory, the results for gap probabilities, exact and asymptotic, can be found in Deift, Its, and Krasovsky [19], in Forrester [23, Chapters 8, 9], in Forrester and Witte [24, 25], in Krasovsky [34], and in Tracy and Widom [12, 43, 44]; see also references therein. Applications of gap probabilities and related quantities to combinatorics and statistical mechanics are discussed in Deift [17] and in Baik, Deift, and Suidan [8]. In the context of representation theory of the infinite symmetric and unitary groups, the gap probabilities are studied in Borodin and Deift [11] and in Deift, Krasovsky, and Vasilevska [20].

In this paper we consider point processes formed by singular values of the products of i.i.d. complex Gaussian matrices with i.i.d. entries. The determinantal structure of such processes was first established in Akemann and Burda [2], in Akemann, Kieburg, and Wei [5], and in Akemann, Ipsen, and Kieburg [6]. Originally, the corresponding correlation kernels were given in terms of the Meijer G-functions; later on, an alternative double contour integral representation was discovered by Kuijlaars and Zhang [33].

Scaling limits of the kernels related to the products of random matrices produces a variety of new limiting kernels and thus a variety of new determinantal point processes. A manifestation of the universality and fundamental importance of these determinantal processes lies in the fact that they are also scaling limits of combinatorial models without a priori relation to random matrices, much like it is the case for the classical Airy, Bessel, and sine processes. For further information see Ahn [11], and Borodin, Gorin and Strahov [12].

We are concerned with the scaling limit near the soft edge under the condition that both the matrix size and the number of factors in the product approach infinity in such a way that their ratio converges to a positive number. The study of this asymptotic regime was initiated by Akemann, Burda, and Kieburg in [34]; the scaling limit of the corresponding kernel was obtained by Liu,
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Wang, and Wang [35]. Following the latter paper, we refer to this limiting kernel as to the critical kernel and to the corresponding process as to the critical determinantal process. We examine a special case of the gap probability for the critical process, the probability of having no particles in the interval $(a, +\infty)$.

The general fact of the matter is that gap probabilities of determinantal processes can be represented as Fredholm determinants of trace-class operators. Moreover, if the operators involved are of special integrable form (see Its, Izergin, Korepin, and Slavnov [31]), then one can relate the determinants to the Riemann–Hilbert problems. For the classical determinantal processes this leads to the theory of Painlevé transcendents (e.g., see Baik, Deift, and Suidan [8, Section 6.5], and Deift [17]). Having said that, we emphasize that the critical kernel is not of the integrable form, and thus the standard techniques cannot be applied.

Instead, we use an alternative approach based on the earlier work by Bertola and Cafasso [9], and later by Girotti [26, 27, 28]. This approach was subsequently used for studying determinantal point processes related to products of random matrices in Claeys, Girotti, and Stivigny [15], and in Charlier, Lenells, and Mauersberger [13, 14]. The core idea is to show that the Fredholm determinant of the non-integrable operator can be replaced by that of an integrable operator. Then, we can evaluate the gap probability in terms of the unique solution of a Riemann–Hilbert problem and, by means of the non-linear steepest descent method of Deift and Zhou [21], derive the right-tail asymptotics for this solution (see Theorem 3.4 below).

The organization of the rest of the paper is as follows. In Section 2 we describe determinantal processes related to the products of random matrices. In particular, the critical determinantal process is defined and the formula for the critical kernel is presented, as stated in Liu, Wang, and Wang [35]. In Section 3 we formulate Proposition 3.1 and Theorem 3.4. The proposition says that after conjugating by a positive function, the critical kernel becomes a kernel of a trace-class operator on $L^2(a, +\infty)$; this, in particular, ensures that the corresponding gap probability can be written as a Fredholm determinant. Theorem 3.4 is the main result of our paper. It gives a Tracy–Widom-like formula for the gap probability in terms of the unique solution of a certain $2 \times 2$-matrix Riemann–Hilbert problem and the right-tail asymptotics of this solution. In Section 4 we discuss Theorem 3.4 and earlier related works. In particular, we compare formulas of Theorem 3.4 with those of Tracy and Widom [42] for the Airy kernel. Sections 5–9 present the proofs. In Section 5 we establish Proposition 3.1. In Section 6 we show that the gap probability can be written as a Fredholm determinant of an integrable operator. In Section 7 we represent the gap probability in terms of a matrix Riemann–Hilbert problem of size $2 \times 2$. In Section 8 we carry out the asymptotic analysis of this problem. Finally, in Section 9 we proof Theorem 3.4.
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2. Determinantal processes related to products of random matrices

We begin by describing the relevant determinantal point processes. Let $X_1, X_2, \ldots, X_M$ be i.i.d. Ginibre matrices; their entries are i.i.d. standard complex Gaussian random variables. Assume that the $X_j$ are all of the same size $N \times N$. The squared singular values of $\Pi_{N,M} = X_M X_{M-1} \cdots X_1$ form a determinantal process $\chi_{N,M}$, as shown in Akemann, Kieburg, and Wei [5] and in Akemann, Ipsen, and Kieburg [6]. The correlation kernel of $\chi_{N,M}$ has the following contour integral representation
(see Kuijlaars and Zhang \[33, Proposition 5.1.\]),

\[
K_{N,M}(x, y) = \frac{1}{(2\pi i)^2} \int_{-\frac{1}{2} - i\infty}^{\frac{1}{2} + i\infty} ds \int_{\Sigma_N} dt \left( \frac{\Gamma(s + 1)}{\Gamma(t + 1)} \right)^{M+1} \frac{\Gamma(t - N + 1) x^t y^{-s-1}}{\Gamma(s - N + 1) s - t}, \quad x, y > 0,
\]

where \(\Sigma_N\) is a simple closed contour encircling \(0, 1, \ldots, N - 1\) in the positive direction and is such that \(\text{Re} t > -1/2\) for \(t \in \Sigma_N\).

For convenience, we transform \(X_{N,M}\) and consider the process \(\tilde{X}_{N,M}\) formed by the eigenvalues of \(\log (\Pi_{N,M}^* \Pi_{N,M})\). It is not hard to see that this process is also determinantal and that its correlation kernel \(\tilde{K}_{N,M}(x, y)\) can be evaluated in terms of \(K_{N,M}(x, y)\). After simple manipulations with the contours, one finds that (see Liu, Wang, and Wang \[35, Section 1\])

\[
\tilde{K}_{N,M}(x, y) = \frac{1}{(2\pi i)^2} \int_{\gamma} ds \int_{\tilde{\gamma}} dt \left( \frac{\Gamma(s + N)}{\Gamma(t + N)} \right)^{M+1} \frac{\Gamma(t) e^{xt-ys}}{\Gamma(s) s - t}, \quad x, y \in \mathbb{R},
\]

where \(\gamma\) and \(\tilde{\gamma}\) are shown in Fig. 1. We mention that \(\tilde{X}_{N,M}\) is also of relevance in the context of dynamical systems; for further information, see \[35, Section 1\].

The starting point of our work is the following theorem.

**Theorem 2.1.** Let \(M = M(N)\) be a function of \(N\) such that \(M(N)/N \to \alpha, \alpha > 0,\) as \(N \to \infty\). The following limit exists,

\[
\lim_{N \to \infty} \tilde{K}_{N,M(N)}(x + a_N, y + a_N) = K_{\text{crit}}(x, y),
\]

where \(a_N = (M(N) + 1) (\log N - 1/(2N))\), and the convergence is uniform for \(x, y\) in compact subsets of \(\mathbb{R}\). The kernel \(\tilde{K}_{N,M}(x, y)\) is defined in (2.2), and the limiting kernel \(K_{\text{crit}}(x, y)\) reads

\[
K_{\text{crit}}(x, y) = \frac{1}{(2\pi i)^2} \int_{\gamma} ds \int_{\tilde{\gamma}} dt \left( \frac{\exp \left( \frac{\alpha^2}{2} - ys \right)}{\exp \left( \frac{\alpha^2}{2} - xt \right)} \right) \frac{1}{s - t}, \quad x, y \in \mathbb{R},
\]

where \(\gamma\) and \(\tilde{\gamma}\) are set out in Fig. 2.

**Proof.** See Liu, Wang, and Wang \[35, Section 2\]. \(\square\)

It is not hard to realize that the kernel \(K_{\text{crit}}(x, y)\) defines a determinantal point process \(X_{\text{crit}}\) on \(\mathbb{R}\). We further refer to \(X_{\text{crit}}\) and \(K_{\text{crit}}(x, y)\) as to the *critical determinantal process* and the *critical kernel*, respectively.

Our interest in \(X_{\text{crit}}\) is due to the following. First, consider the case such that the number \(M\) of factors in the product \(\Pi_{N,M}\) is fixed. The global behavior of the spectrum of \((\Pi_{N,M}^* \Pi_{N,M})\) is well
understood, and after the appropriate scaling the corresponding counting measure has a limiting density as $N \to \infty$ (e.g., see Liu, Wang, and Zhang [36]). The scaling limit at the soft edge yields the Airy determinantal point process. On the other hand, if both $M$ and $N$ approach infinity at an equal rate, a similar scaling limit produces another (critical) process, $X_{\text{crit}}$, which therefore can be regarded as a deformation of the Airy process. Note that the critical process $X_{\text{crit}}$ can also be scaled back into the Airy process (see Liu, Wang, and Wang [35, Theorem 3.2]).

3. Main result

Let $X_{\text{crit}}$ be defined as in Section 2. Set $P(a)$ to be the gap probability of having no particles of $X_{\text{crit}}$ in the interval $(a, +\infty)$,

$$P(a) = \Pr_{X_{\text{crit}}} \left\{ \sum_{x \in X_{\text{crit}}} \mathbb{1}_{(a, +\infty)}(x) = 0 \right\}, \quad a \in \mathbb{R},$$

where the probability is calculated under the measure induced by $X_{\text{crit}}$.

The standard formula (e.g., see Anderson, Guionnet, and Zeitouni [7, Lemma 3.2.4]) for the gap probability is as follows,

$$P(a) = 1 + \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \int_{a}^{+\infty} \cdots \int_{a}^{+\infty} \det (K_{\text{crit}}(x_j, x_k))_{j,k=1}^{n} \, dx_1 \cdots \, dx_n.$$

Conjugating $K_{\text{crit}}(x, y)$ defined in (2.4) by a positive function, we have a new kernel $K(x, y)$,

$$K(x, y) = e^{-\frac{(x-y)^2}{2}} K_{\text{crit}}(x, y).$$

Clearly, plugging $K(x, y)$ in place of $K_{\text{crit}}(x, y)$ on the right-hand side of (3.2) does not change $P(a)$.

**Proposition 3.1.** Let $a \in \mathbb{R}$ be fixed. The kernel $K(x, y)$ given by (3.3) defines a trace-class operator $K|_{L_2(a, +\infty)}$ on $L_2(a, +\infty)$. Moreover,

$$|K(x, y)| \leq C \exp \left( -\frac{x+y}{2} \right), \quad x, y > a,$$

for some constant $C > 0$.

A proof of this proposition is based on several estimates for the kernel $K(x, y)$ and will be given later in Section 5.

From now on, we denote all operators by the same letters as their kernels; however, in the former case we use the Roman typeface style, as opposed to the italics in the latter case.

Proposition 3.1 implies that (3.2) can be written as a Fredholm determinant,

$$P(a) = \det \left( I - K|_{L_2(a, +\infty)} \right), \quad a \in \mathbb{R}.$$
In order to present our main result we state the following Riemann–Hilbert problem.

**Problem Y-RH**

(i) \( Y(z) \) is analytic in \( \mathbb{C} \setminus (\gamma \cup \tilde{\gamma}) \);
(ii) \( Y^+(z) = Y^-(z)J_Y(x), \quad z \in \gamma \cup \tilde{\gamma} \),

\[
J_Y(z) = \begin{pmatrix}
1 & 1_\gamma(z)(\Gamma(z))^{-1}e^{\frac{az^2}{2} - az} \\
-1_\gamma(z)\Gamma(z)e^{-\frac{az^2}{2} + az} & 1
\end{pmatrix};
\]
(iii) \( Y(z) \to I \) as \( z \to \infty, \quad z \in \mathbb{C} \setminus (\gamma \cup \tilde{\gamma}) \).

By \( Y^\pm(z) \) we denote the \((\pm)\)-boundary values of \( Y(z) \) on the contours \( \gamma \) and \( \tilde{\gamma} \) in Fig. 2.

**Remark 3.2.** Note that on each of the contours, \( \gamma \) and \( \tilde{\gamma} \), the jump matrix \( J_Y(z) \) is triangular.

**Remark 3.3.** Since \( J_Y(z) \) is analytic in a neighborhood of \( \gamma \cup \tilde{\gamma} \), the matrix function \( Y(z) \) is continuous up to the boundary \( \gamma \cup \tilde{\gamma} \), thus the limits \( Y^\pm(z) \) and the condition (Y-RH-ii) can be understood pointwise (e.g., see Fokas, Its, Kapaev, and Novokshenov [22, Chapter 3]).

Due to the standard argument based on Liouville’s theorem the solution of Problem Y-RH is unique (e.g., see Deift [18, p. 44]). We will establish the existence in Proposition 7.2.

Now, let \( Y(z) \) be the solution of the Riemann–Hilbert problem stated above, and write

\[
Y(z) = I + \frac{Y_1(a)}{z} + \frac{Y_2(a)}{z^2} + O\left(\frac{1}{z^3}\right),
\]
as \( z \to \infty, \quad z \in \mathbb{C} \setminus (\gamma \cup \tilde{\gamma}) \). We can present our main result as follows.

**Theorem 3.4.** The gap probability \( (3.2) \) is given by

\[
P(a) = \det(I - K_{L_2(a, +\infty)}) = \exp\left(-\int_a^{+\infty} (x - a)u(x) \, dx\right),
\]
where \( u(x) \) reads

\[
u(x) = -\left(Y_1(x)\right)_{1,2} \left(Y_1(x)\right)_{2,1},
\]
the quantities \( (Y_1(x))_{1,2} \) and \( (Y_1(x))_{2,1} \) are matrix elements of \( Y_1(x) \) in the asymptotic expansion \( (3.7) \) of the solution of Problem Y-RH.

Moreover, the function \( u(x) \) has the following right-tail asymptotics,

\[
u(x) = \frac{\exp\left(-\frac{1}{2\alpha} \left(x^2 + (\log \frac{x}{\alpha})^2\right)\right)}{\Gamma(\frac{x}{\alpha})\sqrt{2\pi\alpha}} \left(1 + O\left(\frac{(\log x)^2}{x}\right)\right)
\]
as \( x \to +\infty \).

A proof of Theorem 3.4 will be given in Section 9. This theorem has the following corollary.

**Corollary 3.5.** Set

\[
u_0(x) = \frac{\exp\left(-\frac{1}{2\alpha} \left(x^2 + (\log \frac{x}{\alpha})^2\right)\right)}{\Gamma(\frac{x}{\alpha})\sqrt{2\pi\alpha}}.
\]
In these terms one has

\[ P(a) = 1 - \int_{x=a}^{+\infty} (x-a)u_0(x) \, dx + O\left( \int_{x=a}^{+\infty} (x-a)u_0(x) \frac{(\log x)^2}{x} \, dx \right), \quad a \to +\infty, \]

or in its cruder form

\[ P(a) = 1 + O(u_0(a)), \quad a \to +\infty. \]

One may think that (3.12) and (3.13) can be obtained directly via the Fredholm determinant expansion (3.2). The first non-trivial term of this expansion is estimated in Lemma 7.1, and the result turns out to be much coarser than the crude estimate in (3.13). Improving this result involves asymptotic analysis of multiple contour integrals, which is a difficult task in itself. On the other hand our Riemann–Hilbert approach reduces the problem to analyzing only one dimensional integrals (see Proposition 8.2) and gives much more than just the bound (3.12). In particular, we obtain a Tracy–Widom-like formula (3.8) for the gap probability and the asymptotics (3.10), from which (3.12) follows directly.

4. Comments and remarks on Theorem 3.4 and related works

4.1. The process $\mathcal{X}_{\text{crit}}$ almost surely has an infinite number of particles in $\mathbb{R}$, since it can be shown by a standard argument that the corresponding trace of (2.4) is infinite. Proposition 3.1 yields

\[ \mathbb{E}_{\mathcal{X}_{\text{crit}}} \left[ \#_{(a, +\infty)}(\mathcal{X}_{\text{crit}}) \right] = \text{Tr} (K|_{L^2(a, +\infty)}) < +\infty, \]

where $\#_{(a, +\infty)}(\mathcal{X}_{\text{crit}})$ is the number of particles of $\mathcal{X}_{\text{crit}}$ in $(a, +\infty)$ and the expectation is taken under $\mathcal{X}_{\text{crit}}$. The standard argument based on Markov’s inequality leads to

\[ \mathbb{P}_{\mathcal{X}_{\text{crit}}} \left\{ \#_{(a, +\infty)}(\mathcal{X}_{\text{crit}}) < +\infty \right\} = 1. \]

This allows us to define an almost surely finite random variable $x_{\text{rm}}$, the coordinate of the rightmost particle of $\mathcal{X}_{\text{crit}},$

\[ x_{\text{rm}} = \max_{x \in \mathcal{X}_{\text{crit}}} x. \]

The gap probability $P(a)$ given in (3.1) has the following interpretation in terms of $x_{\text{rm}},$

\[ P(a) = \mathbb{P}_{\mathcal{X}_{\text{crit}}} \{ x_{\text{rm}} \leq a \}, \]

meaning that the function $P(a)$ is the distribution function of the random variable $x_{\text{rm}}.$

Let us compare $P(a)$ with another distribution function important in random matrix theory, specifically, with the Tracy–Widom distribution function $F_{\text{TW}}(a)$ (see Tracy and Widom [42]). This function is given by the formula

\[ F_{\text{TW}}(a) = \exp \left( - \int_{a}^{+\infty} (x-a)v^2(x) \, dx \right), \]

where $v(x)$ is the Hastings–McLeod solution of the second Painlevé equation

\[ v''(x) = xv(x) + 2v^3(x), \]

uniquely determined by the asymptotic condition

\[ v(x) = \frac{1}{2\sqrt{\pi}} x^{-\frac{1}{4}} e^{-\frac{x^{3/2}}{2}} (1 + o(1)), \quad x \to +\infty. \]
We are not able to represent our function \( u(x) \) in (3.8) as a solution of a differential equation (see Section 4.7); however, the formula (3.9) says that \( u(x) \) is expressible in terms of the solution of Problem Y-RH. Likewise, the Hastings–McLeod solution \( v(x) \) of the second Painlevé equation can be understood in terms of the solution of a similar Riemann–Hilbert problem (e.g., see Its [30, Section 9.2]).

4.2. Let \( \Gamma \) be a contour in \( \mathbb{C} \). An operator \( K \) acting on \( L_2(\Gamma) \) is called integrable in the sense of Its, Izergin, Korepin and Slavnov (see [31]) if it has a kernel of the form

\[
K(z, z') = \frac{\sum_{j=1}^{m} f_j(z)g_j(z')}{z - z'}, \quad z, z' \in \Gamma,
\]

for some functions \( f_j, g_j, j = 1, \ldots, m < \infty \), satisfying

\[
\sum_{j=1}^{m} f_j(z)g_j(z) = 0;
\]

the corresponding kernels are also called integrable.

Integrable operators are well-studied (e.g., see Deift [17]), and their key property is that the corresponding resolvents can be computed explicitly in terms of the solutions of Riemann–Hilbert problems (e.g., see Baik, Deift, and Suidan [8, Theorem 5.21]). Given an integrable operator, if the dimension of the associated Riemann–Hilbert problem is sufficiently small (say, two), the non-linear steepest descent method of Deift and Zhou [21] can be used to carry out the asymptotic analysis of this problem, and thus to obtain the asymptotics of the corresponding Fredholm determinant. The representation in terms of the Riemann–Hilbert problem also enables one to obtain a Lax pair and then a system of differential equations for the Fredholm determinant (e.g., see Baik, Deift, and Suidan [8, Section 6.5], or Borodin and Deift [11]).

We note that both the kernel \( K(x, y) \) given by (3.3) and the related kernel \( K_{\text{crit}}(x, y) \) given by (2.4) lack integrability, and thus the usual analysis does not go through. At the same time, it is worth noticing that the following formula holds (see Liu, Wang, and Wang [35, Section 3.1]),

\[
K_{\text{crit}}(x, y) = \frac{\alpha f_{-1}(x)g_{-1}(y) + \sum_{n=0}^{\infty} f_n(x)g_n(y)}{y - x},
\]

where

\[
f_{-1}(x) = \int_{\gamma} \frac{dt}{2\pi i} \Gamma(t) e^{-\frac{\alpha t^2}{2} + xt}, \quad g_{-1}(x) = \int_{\tilde{\gamma}} \frac{ds}{2\pi i} \frac{1}{\Gamma(s)} e^{\frac{\alpha s^2}{2} - xs},
\]

and

\[
f_k(x) = \int_{\gamma} \frac{dt}{2\pi i} \frac{\Gamma(t)}{t + k} e^{-\frac{\alpha t^2}{2} + xt}, \quad g_k(x) = \int_{\tilde{\gamma}} \frac{ds}{2\pi i} \frac{1}{(s + k)\Gamma(s)} e^{\frac{\alpha s^2}{2} - xs}, \quad k = 1, 2, \ldots,
\]

with the contours \( \gamma \) and \( \tilde{\gamma} \) specified in Fig. 2. Even though (4.10) resembles an integrable kernel, the crucial difference is the number of terms in the sum. That is why the standard approach relating the determinant \( \det(I - K|_{L_2(a, +\infty)}) \) to a Riemann–Hilbert problem still falls short.
4.3. If $M$ is fixed, then the kernel $K_{N,M}(x, y)$ in (4.2) has a hard edge scaling limit as $N \to \infty$, which yields a limiting determinantal process on $\mathbb{R}_{>0}$ (see Kuijlaars and Zhang [33, Theorem 5.3]). The corresponding limiting kernel is of the integrable form, and it was shown by Strahov [40] that a Hamiltonian system associated with a gap probability can be derived and further related to the theory of isomonodromic deformations of Jimbo, Miwa, Möri, and Sato [32]. This leads to a formula for the gap probability in terms of a solution of a system of nonlinear differential equations (see Strahov [40, Proposition 3.9]). As it was demonstrated by Witte and Forrester [45], in the case $M = 2$ this system can be reduced to a single differential equation and the asymptotics of the large gap probability can be computed. Similar considerations were also used by Zhang [46] and by Mangazeev and Forrester [37] in related problems. We note, however, that it is highly unlikely that this method can be extended to the case of the critical kernel (4.10).

4.4. Krasovsky [34] and Deift, Its, and Krasovsky [19] present an approach to Fredholm determinants based on approximation of limiting kernels by finite dimensional kernels. For example, the Airy kernel related to the Tracy–Widom distribution is approximated with the Christoffel–Darboux kernel corresponding to the Hermite orthogonal polynomials.

In our situation, the kernel $K_{N,M}(x, y)$ defined by (2.2) can be considered as an approximation for the limiting kernel $K_{\text{crit}}(x, y)$. It is known (see Kuijlaars and Zhang [33, Proposition 5.4]) that $K_{N,M}(x, y)$ is of the integrable form. However, the number of terms in the numerator of (4.8) will be equal to $M + 1$, and therefore the corresponding Riemann–Hilbert problem will be of size $(M + 1) \times (M + 1)$. As $M$ is growing, the size of the Riemann–Hilbert problem grows as well, and its asymptotic analysis does not seem to be feasible.

4.5. In the recent paper by Claeys, Girotti, and Stivigny [15], an alternative approach is employed to calculating the asymptotics of a Fredholm determinant for the gap probability of the hard edge scaling limit of $X_{N,M}$ given by (2.2), in the situation when $M$ is fixed. This approach follows the earlier works by Bertola and Cafasso [9] and by Girotti [26, 27, 28]. As a result, the large gap asymptotics at the hard edge for an arbitrary $M$ is derived, generalizing the result of Witte and Forrester in [45]. The result in [15] has recently been extended to include a full asymptotics expansion (with the explicit constant term) for the gap probability by Charlier, Lenells and Mauersberger [13, 14], in an even more general setting.

The technique in [15] is based on the operator transformation which reduces the corresponding kernel to the integrable form (4.8). It is also important to note that the corresponding Riemann–Hilbert problem turns out to be of size $2 \times 2$, which substantially simplifies the subsequent steepest descent analysis. Our proof of Theorem 3.4 uses the ideas similar to those of [9, 15, 26, 27, 28].

4.6. An essential ingredient of the proof of our main result, Theorem 3.4, is the steepest descent analysis of Problem Y-RH. There are several aspects of this analysis that make it different from the usual scenario considered in the literature.

Up to a simple normalization (see Section 8) the jump matrix (3.6) of Problem Y-RH is already close to the identity matrix and thus has a form suitable for applying the small norm theory (e.g., see Deift [18, Chapter 7]). There is no need to construct the $g$-function and the corresponding local and global parametrices. In that respect, our problem resembles the corresponding problem in the case of the Airy kernel (e.g., see Its [30]). At the same time, one still needs to choose the normalization to guarantee that the jump matrix is as close to the identity matrix as possible. This is done in the steepest-descent fashion and thus justifies the name of the whole procedure.

However, even when the normalization has been chosen, accurate bounds on the gap probability $P(a)$ are not guaranteed. For instance, the standard approach using Proposition 7.2 formula (8.6),
and the asymptotics
\[
(U_1(a))_{1,1} = O\left(e^{-\frac{a^2}{2\alpha}}\right), \quad a \to +\infty,
\]
from Proposition 8.1 only yields the bound
\[
\mathcal{P}(a) = 1 + O(e^{-\frac{a^2}{2\alpha}}), \quad a \to +\infty,
\]
which is not even as strong as the crude bound (3.13). This is why Proposition 7.3 is an important, non-standard, part of our Riemann–Hilbert analysis, which not only allows one to extract accurate asymptotics, but also yields a Tracy–Widom-like formula.

4.7. An interesting problem is to find a system of differential equations for the function \(u(x)\) in Theorem 3.4 much like it is the case for the Airy kernel and the Painlevé II equation. However, this is an extremely hard problem and such equations are not available. Indeed, unlike the Airy case, the off-diagonal entries in the jump matrix (3.6) of Problem Y-RH have an infinite number of zeros and poles in the complex plane. In particular, the standard approach (e.g., see Its [30]) to finding the Lax pair is hard to implement fully because instead of rational, a meromorphic function needs to be determined.

Another interesting problem is to study the left-tail asymptotics for the function \(u(x)\) and thus that for the gap probability \(\mathcal{P}(a)\). Since our results ensures the reducibility to the integrable operator (Theorem 6.1) and further to the Riemann–Hilbert problem (Proposition 7.2) for all \(a \in \mathbb{R}\), the consequent Riemann–Hilbert analysis is expected to be standard (the construction of the \(g\)-function and the local and global parametrices) but of greater technical difficulty. This is a subject of our future work.

5. Proof of Proposition 3.1

Let us write out the kernel (3.3) using (2.4). We have
\[
K(x, y) = \frac{1}{(2\pi i)^2} \int_{\tilde{\gamma}} \int_{\gamma} ds \int dt \frac{\Gamma(t)}{\Gamma(s)} \frac{\exp\left(\frac{\alpha t^2}{2} - x(t - \frac{1}{2})\right)}{\exp\left(\frac{\alpha s^2}{2} - y(s - \frac{1}{2})\right)} \frac{1}{s - t}, \quad x, y > a,
\]
where the integration contours \(\gamma\) and \(\tilde{\gamma}\) are shown in Fig. 2.

Our first task is to prove that the double contour integral in (5.1) converges absolutely. Set \(g(s, t; x, y)\) to be the integrand on the right-hand side of (5.1),
\[
g(s, t; x, y) = \frac{\Gamma(t)}{\Gamma(s)} \frac{\exp\left(\frac{\alpha t^2}{2} - x(t - \frac{1}{2})\right)}{\exp\left(\frac{\alpha s^2}{2} - y(s - \frac{1}{2})\right)} \frac{1}{s - t},
\]
We write
\[
g(s, t; x, y) = \frac{g_1(t)g_2(s)}{s - t},
\]
where
\[
g_1(t) = \Gamma(t) \exp\left(-\frac{\alpha t^2}{2} + x\left(t - \frac{1}{2}\right)\right), \quad g_2(s) = (\Gamma(s))^{-1} \exp\left(\frac{\alpha s^2}{2} - y\left(s - \frac{1}{2}\right)\right).
\]
Recall Stirling’s formula for the gamma function,
\[
\Gamma(z) = \sqrt{2\pi} e^{-z} z^{z - \frac{1}{2}} \left(1 + O\left(\frac{1}{z}\right)\right)
\]
as \( z \to \infty, |\arg z| < \pi \).

For sufficiently large \(|t|\), the contour \( \gamma \) can be parameterized by \( t(r) = -r \pm i\delta \), where \( r > 0 \) and \( \delta > 0 \) is fixed. Also, for sufficiently large \(|s|\), the contour \( \tilde{\gamma} \) can be parameterized by \( s(\tau) = 1 + i\tau \), where \( \tau \in \mathbb{R} \). Stirling’s formula (5.5) then implies

\[
g_1(t) = O \left( e^{-C|t|^2} \right)
\]

for some \( C > 0 \), as \( t \to \infty, t \in \gamma \), uniformly in \( x > a \); and

\[
g_2(s) = O \left( e^{-C|s|^2} \right)
\]

for some \( C > 0 \), as \( s \to \infty, s \in \tilde{\gamma} \), uniformly in \( y > a \).

Since \( \gamma \cap \tilde{\gamma} = \emptyset \), the difference \((s - t)\) in (5.3) is bounded from below, and we can conclude that

\[
g(s, t; x, y) = O \left( e^{-C(|t|^2 + |s|^2)} \right)
\]

as \( t, s \to \infty, t \in \gamma, s \in \tilde{\gamma} \), uniformly in \( y > a \). Thus the double contour integral in (5.1) converges absolutely.

Next, observe that the kernel (5.1) can be written as

\[
K(x, y) = \int_0^{+\infty} G(x, q) \tilde{G}(q, y) dq,
\]

with \( G(x, q) \) and \( \tilde{G}(q, y) \) given by

\[
G(x, q) = \frac{1}{2\pi i} \int_\gamma dt \Gamma(t) e^{-\frac{a^2t^2}{2} + (x + q)(t - \frac{1}{2})}
\]

and

\[
\tilde{G}(q, y) = \frac{1}{2\pi i} \int_\gamma ds (\Gamma(s))^{-1} e^{\frac{a^2}{2} - (y + q)(s - \frac{1}{2})}.
\]

Indeed, since for fixed \( x, y > a \) we have

\[
\frac{\Gamma(t)}{\Gamma(s)} \frac{\exp \left( \frac{a^2t^2}{2} - y \left( s - \frac{1}{2} \right) + qt \right)}{\exp \left( \frac{a^2s^2}{2} - x \left( t - \frac{1}{2} \right) + qs \right)} = O \left( e^{-C(|t|^2 + |s|^2) - \frac{1}{2}} \right)
\]

as \( s, t, q \to \infty, s \in \tilde{\gamma}, t \in \gamma, q > 0 \), Fubini’s theorem yields (5.9) immediately.

The next step is to show that the kernels \( G(x, q) \) and \( \tilde{G}(q, y) \) define Hilbert–Schmidt operators, \( G \) and \( \tilde{G} \), from \( L_2(0, +\infty) \) to \( L_2(a, +\infty) \) and from \( L_2(a, +\infty) \) to \( L_2(0, +\infty) \), respectively. Note that Stirling’s formula (5.5) yields

\[
(\Gamma(s))^{-1} e^{\frac{a^2}{2} - (y + q)(s - \frac{1}{2})} = O \left( e^{-C|s|^2 - \frac{y+q}{2}} \right)
\]

as \( s \to \infty, s \in \tilde{\gamma} \), uniformly in \( y > a, q > 0 \). Thus,

\[
\tilde{G}(q, y) = O \left( e^{-\frac{y+q}{2}} \right)
\]

as \( q, y \to +\infty \). This means \( \tilde{G}(q, y) \) is Hilbert–Schmidt.

To prove that \( G(x, q) \) is Hilbert–Schmidt, we split the contour \( \gamma \) into two parts as shown in Fig. 3 and write
Figure 3. The contours $\gamma = \gamma_0 \cup \gamma_1$ and $\tilde{\gamma}$. The contour $\gamma_0$ encircles zero, and the contour $\gamma_1$ encircles negative integers. The contours $\gamma_0$ and $\gamma_1$ meet at $\text{Re} \, t = -1/2$.

(5.15) \[ G(x, q) = \frac{1}{2\pi i} \int_{\gamma_0} dt \Gamma(t)e^{-\frac{at^2}{2}+(x+q)(t-\frac{1}{2})} + \frac{1}{2\pi i} \int_{\gamma_1} dt \Gamma(t)e^{-\frac{at^2}{2}+(x+q)(t-\frac{1}{2})}. \]

The contour integral along $\gamma_0$ can be computed explicitly by the residue theorem,

(5.16) \[ \frac{1}{2\pi i} \int_{\gamma_0} dt \Gamma(t)e^{-\frac{at^2}{2}+(x+q)(t-\frac{1}{2})} = e^{-\frac{x+q}{2}}. \]

To estimate the other integral in (5.15), we use (5.5) once again and write

(5.17) \[ \Gamma(t)e^{-\frac{at^2}{2}+(x+q)(t-\frac{1}{2})} = O \left( e^{-C|t|^2-\frac{x+q}{2}} \right) \]

as $t \to \infty$, $t \in \gamma_1$, uniformly in $x > a$, $q > 0$. This implies

(5.18) \[ \frac{1}{2\pi i} \int_{\gamma_1} dt \Gamma(t)e^{-\frac{at^2}{2}+(x+q)(t-\frac{1}{2})} = O \left( e^{-\frac{x+q}{2}} \right), \]

as $x, q \to +\infty$. Gathering up (5.16) and (5.18), we arrive at

(5.19) \[ G(x, q) = O \left( e^{-\frac{x+q}{2}} \right) \]

as $x, q \to +\infty$. This proves the claim.

Clearly, the identity (5.9) translates into

(5.20) \[ K = G\tilde{G}. \]

Since $G$ and $\tilde{G}$ are Hilbert–Schmidt, $K$ is of trace class (e.g., see Baik, Deift, and Suidan [8, Property (A.11)]). Moreover, (5.16) and (5.19), together with (5.9), show that (3.4) holds. This concludes the proof of the proposition. \[ \square \]

6. Reduction to an integrable kernel

Recall that due to (3.5), the gap probability $P(a)$ is a Fredholm determinant of the operator $K|_{L^2(a, +\infty)}$. It is possible to transform this operator into an integrable operator without changing the determinant.

Theorem 6.1. The gap probability $P(a)$ can be written as

(6.1) \[ P(a) = \det(I - Q_a), \quad a \in \mathbb{R}, \]

where the operator $Q_a$ on $L_2(\gamma \cup \tilde{\gamma})$ is defined by the kernel $Q_a(x, y)$,

(6.2) \[ Q_a(x, y) = \frac{1}{2\pi i} \int \frac{1_\gamma(x)1_\gamma(y)\Gamma(y)e^{\frac{a(x^2-y^2)}{4}-a(x-y)} - 1_\gamma(x)1_\tilde{\gamma}(y)(\Gamma(y))^{-1}e^{-\frac{a(x^2-y^2)}{4}}}{2\pi i (x-y)}, \quad x, y \in \gamma \cup \tilde{\gamma}. \]
Remark 6.2. It can be seen from the proof of this theorem that the right-hand side of (6.1) is well-defined for all $a \in \mathbb{C}$.

Before we prove this theorem, we need to establish an auxiliary lemma.

**Lemma 6.3.** Fix $a \in \mathbb{R}$, and let $K|_{L_2(a,\infty)}$ be an integral operator whose kernel $K(x, y)$ is given by the formula (5.1). Then,

$$
(6.3) \quad \det (I - K|_{L_2(a,\infty)}) = \det (I - H_a),
$$

where $H_a$ is the trace-class operator on $L_2(\gamma)$ given by the kernel

$$
(6.4) \quad H_a(z, s) = -\frac{1}{4\pi^2} \int_{\gamma} \frac{e^{\alpha(t-z)}}{(s-t)(z-t)} \frac{\Gamma(t)}{\Gamma(s)} \exp\left(\frac{\alpha}{4}(z^2 + s^2 - 2t^2)\right) dt.
$$

**Proof.** Let us first check that $H_a$ is indeed of trace class. Set

$$
(6.5) \quad A_a(z, t) = \frac{\Gamma(t)}{2\pi i} e^{-\alpha(z-t)} \frac{z-t}{2\pi^2} \exp\left(\frac{\alpha}{4}(z^2 - t^2)\right),
$$

where $z \in \tilde{\gamma}$, $t \in \gamma$, and set

$$
(6.6) \quad B(t, s) = \frac{1}{2\pi i} \frac{1}{(s-t)\Gamma(s)} \exp\left(\frac{\alpha}{4}(s^2 - t^2)\right).
$$

where $t \in \gamma$, $s \in \tilde{\gamma}$. It is not hard to see that

$$
(6.7) \quad \int \int_{\tilde{\gamma} \times \gamma} |A_a(z, t)|^2 |dz||dt| < \infty, \quad \int \int_{\gamma \times \tilde{\gamma}} |B(t, s)|^2 |dt||ds| < \infty.
$$

Therefore (6.5) and (6.6) are kernels of the Hilbert–Schmidt operators $A_a : L_2(\gamma) \to L_2(\tilde{\gamma})$ and $B : L_2(\tilde{\gamma}) \to L_2(\gamma)$. Also, clearly

$$
(6.8) \quad H_a = A_a B,
$$

which implies that $H_a$ is of trace class.

Next, observe that the following identity holds

$$
(6.9) \quad 1_{(0,\infty)}(x)e^{xt} = \frac{1}{2\pi i} \lim_{b \to -\infty} \int \frac{e^{xz} dz}{z-t} = \frac{1}{2\pi i} \text{ v. p.} \int_{b-i\infty}^{b+i\infty} e^{xz} dz.
$$

where $t \in \gamma$, $b > \text{Re} t$, and $x \neq 0$. The standard way of proving this formula is to consider two cases, $x > 0$ and $x < 0$, to deform the contours into half-circles in the left and right half planes, respectively, and finally to apply the residue theorem together with Jordan’s lemma.

Using (6.9) and (5.1), we obtain

$$
(6.10) \quad 1_{(a,\infty)}(x)K(x, y) = \frac{1}{(2\pi i)^2} \int_{\tilde{\gamma}} ds \int_{\gamma} dt \frac{\Gamma(t)}{\Gamma(s)} \frac{e^{at}}{\exp(\frac{\alpha a^2}{2} + \frac{z}{2})} \frac{e^{at}}{(s-t)} \frac{e^{(x-a)z}}{\exp(\frac{\alpha a^2}{2} + \frac{z}{2})} \frac{1}{(s-t)(z-t)} e^{xz}.
$$

Define

$$
(6.11) \quad g(s, t, z) = \frac{\Gamma(t)}{\Gamma(s)} \frac{e^{at}}{\exp(\frac{\alpha a^2}{2} + \frac{z}{2})} \frac{e^{a(t-z)}}{(s-t)(z-t)} e^{xz}.
$$
The equation (6.10) takes the form

\[(6.12)\]
\[1_{(a,+\infty)}(x)K(x, y) = \frac{1}{(2\pi i)^2} \int_{\gamma} \int_{\gamma} ds \int_{\gamma} dt \left( v. p. \int_{\gamma} g(s, t, z) \, dz \right).\]

Let us prove that

\[(6.13)\]
\[\int_{\gamma} \int_{\gamma} ds \int_{\gamma} dt \left( v. p. \int_{\gamma} g(s, t, z) \, dz \right) = v. p. \int_{\gamma} dz \int_{\gamma} ds \int_{\gamma} g(s, t, z) \, dt.\]

First, suppose that \(x < a\). Then the identity (6.9) implies that the left-hand side of (6.13) is zero. To see that the right-hand side of (6.13) is also zero, we complete the \(z\)-contour \(\gamma\) by a half-circle with \(\text{Re} \, z \geq 1\) and apply Jordan's lemma, taking into account that

\[e^{-a(t-z)+xz} = \exp \left( \frac{a^2}{2} + \frac{x^2}{2} \right) (s-t)(z-t).\]

is analytic for \(\text{Re} \, z > 1\) and continuous up to the boundary \(\text{Re} \, z = 1\). Now, suppose that \(x > a\). Deform the contour \(\gamma\) in the \(z\)-plane into two rays coming from/going to the left half plane, not intersecting \(\gamma\), and meeting at \(z = 1\). The direction on the rays is chosen coherently with that on \(\gamma\). This deformation renders the integral on the right-hand side of (6.13) absolutely convergent, and thus Fubini's theorem allows us to change the order of the integrals. Finally, we deform the rays back into their original form and conclude that the identity (6.13) also holds for \(x > a\).

We arrive at

\[(6.15)\]
\[1_{(a,+\infty)}(x)K(x, y) = \frac{1}{(2\pi i)^3} \text{v. p.} \int_{\gamma} \int_{\gamma} ds \int_{\gamma} dt \left( \frac{\Gamma(t)}{\Gamma(s)} \exp \left( \frac{a^2}{2} - y(s - \frac{1}{2}) \right) \exp \left( \frac{a^2}{2} + \frac{x^2}{2} \right) \right) e^{a(t-z)+xz} (s-t)(z-t).\]

This formula enables us to write \(K|_{L_2(a,+\infty)}\) as the following composition

\[(6.16)\]
\[K|_{L_2(a,+\infty)} = R^{-1} F^{-1} U^{-1} M^{-1} H_a M U F R;\]

The operator \(R\): \(L_2(a, +\infty) \to L_2(-\infty, +\infty)\) is defined by

\[(6.17)\]
\[(R[f])(x) = e^{-\frac{x}{2}} \tilde{f}(x),\]

where \(\tilde{f}\) is the extension of \(f\) from \((a, +\infty)\) to \((-\infty, +\infty)\) by zero; the operator \(F\) on \(L_2(-\infty, +\infty)\) is the Fourier transform

\[(6.18)\]
\[(F[g])(x) = \lim_{R \to +\infty} \int_{-R}^{R} g(y) e^{-iy x} \, dy;\]

the operator \(U\): \(L_2(-\infty, +\infty) \to L_2(\tilde{\gamma})\) is defined by

\[(6.19)\]
\[(U[f])(s) = g(s), \quad s \in \tilde{\gamma},\]

where \(g(1 + iy) = f(y)\); and finally, the operator \(M\) on \(L_2(\tilde{\gamma})\) is defined by

\[(6.20)\]
\[(M[f])(s) = e^{a^2} f(s).\]

The operators \(U\) and \(F\) are clearly unitary and their inverses \(U^{-1}\) and \(F^{-1}\) are well-defined. The operators \(R\) and \(M\) are bounded, but their (right) inverses \(R^{-1}\) and \(M^{-1}\) are not. In particular, the domains of \(R^{-1}\) and \(M^{-1}\) are strict subsets of \(L_2(-\infty, +\infty)\) and \(L_2(\tilde{\gamma})\), respectively.
We are going to need the following well-known property of trace-class operators. Let $A$ be a trace-class operator acting on a complex separable Hilbert space $\mathcal{H}$. Let $\{T_n\}$ and $\{S_n\}$ be sequences of bounded linear operators on $\mathcal{H}$ such that $T_n \to T$ and $S_n \to S$ pointwise (i.e., in strong operator topology). Then, $T_nAS_n^* \to TAS$ in the trace-class norm (e.g., see Gohberg, Gohberg, and Krupnik [29, Theorem 11.3]). This can be generalized to the case of bounded operators between different Hilbert spaces.

The continuity of a Fredholm determinant in the trace-class norm and the property described above yield the identity

$$
(6.21) \quad \det(I - K|_{L^2(a, +\infty)}) = \lim_{N \to \infty} \det(I - \chi(a,N)R^{-1}F^{-1}U^{-1}M^{-1}H_aMUFR),
$$

where $\chi(a,N)$ is the multiplication by the indicator $1_{(a,N)}$ of the interval $(a,N)$. Now, the operator $\chi(a,N)R^{-1}$ becomes bounded. Since the left-hand side of (6.16) is well-defined, the range of $F^{-1}U^{-1}M^{-1}H_aMUFR$ must be in the domain of $R^{-1}$ and thus in that of $\chi(a,N)R^{-1}$. Consequently, we can naturally extend the domain of $\chi(a,N)R^{-1}$ to $L^2(-\infty, \infty)$ without changing the determinant. We keep using the same notation for the extended operator.

Note that it follows from (6.16) that

$$
(6.22) \quad \chi(a,N)R^{-1}F^{-1}U^{-1}M^{-1}H_aMUFR = \chi(a,N)K|_{L^2(a, +\infty)},
$$

thus the operator on the left-hand side of this formula is of trace class, the right-hand side being a composition of a bounded and a trace-class operator. Also, by writing out (6.8) via (6.5)–(6.6) and by using (6.20), one can easily prove that

$$
(6.23) \quad M^{-1}H_aM
$$

is of trace class, and consequently so is $F^{-1}U^{-1}M^{-1}H_aMUFR$. This together with a general fact that if $A$ and $B$ are bounded linear operators such that both $AB$ and $BA$ are of trace class, then $\det(I + AB) = \det(I + BA)$, shows that

$$
(6.24) \quad \det(I - K|_{L^2(a, +\infty)}) = \lim_{N \to \infty} \det(I - R\chi(a,N)R^{-1}F^{-1}U^{-1}M^{-1}H_aMUFR).
$$

Clearly,

$$
(6.25) \quad R\chi(a,N)R^{-1} = \chi(a,N),
$$

and we have

$$
(6.26) \quad \det(I - K|_{L^2(a, +\infty)}) = \lim_{N \to \infty} \det(I - \chi(a,N)F^{-1}U^{-1}M^{-1}H_aMUFR).
$$

Using the continuity of Fredholm determinants once again, we find that

$$
(6.27) \quad \det(I - K|_{L^2(a, +\infty)}) = \det(I - F^{-1}U^{-1}M^{-1}H_aMUFR).
$$

Now, recall that $F$ and $U$ are unitary and thus do not change the spectra of operators. This means that the determinants are preserved under unitary conjugations, and we have

$$
(6.28) \quad \det(I - K|_{L^2(a, +\infty)}) = \det(I - M^{-1}H_aM).
$$

Finally, the argument used above to eliminate $R$ carries over, mutatis mutandis, to the case of $M$. We have

$$
(6.29) \quad \det(I - K|_{L^2(a, +\infty)}) = \lim_{N \to \infty} \det(I - \chi(1-iN,1+iN)M^{-1}H_aM) = \lim_{N \to \infty} \det(I - M\chi(1-iN,1+iN)M^{-1}H_a) = \lim_{N \to \infty} \det(I - \chi(1-iN,1+iN)H_a) = \det(I - H_a).
$$
This concludes the proof of the lemma.

Proof of Theorem 6.1. In order to prove the theorem, we use the formula (6.8) with $A_a$ and $B$ defined by the kernels (6.5) and (6.6), respectively.

Let us first show that both $A_a$ and $B$ are of trace class. We write each of them as a composition of Hilbert–Schmidt operators.

Introduce operators $A_a^{(1)} : L^2(0, +\infty) \to L^2(\tilde{\gamma})$ and $A_a^{(2)} : L^2(\tilde{\gamma}) \to L^2(0, +\infty)$ by their kernels,

\begin{equation}
A_a^{(1)}(z, w) = \frac{1}{2\pi i} \exp\left(-w \left(z - \frac{3}{4}\right) - az + \frac{az^2}{4}\right),
\end{equation}

and

\begin{equation}
A_a^{(2)}(w, t) = \exp\left(w \left(t - \frac{3}{4}\right) + at - \frac{\alpha t^2}{4}\right) \Gamma(t),
\end{equation}

where $w > 0$, $z \in \tilde{\gamma}$, and $t \in \gamma$. It is not hard to check that

\begin{equation}
A_a^{(1)}(z, w) = O(e^{-C|z|^2 - \frac{w}{4}}), \quad A_a^{(2)}(w, t) = O(e^{-C|t|^2 - \frac{w}{4}})
\end{equation}

for some $C > 0$, as $z, t, w \to \infty$, $z \in \tilde{\gamma}$, $t \in \gamma$, $w > 0$. And we conclude that both $A^{(1)}$ and $A^{(2)}$ are Hilbert–Schmidt.

By a direct computation, we see that

\begin{equation}
A_a = A_a^{(1)} A_a^{(2)},
\end{equation}

which justifies that $A_a$ is a trace-class operator.

In a similar way, we introduce operators $B^{(1)} : L^2(0, +\infty) \to L^2(\gamma)$ and $B^{(2)} : L^2(\gamma) \to L^2(0, +\infty)$ by their kernels

\begin{equation}
B^{(1)}(t, w) = \frac{1}{2\pi i} \exp\left(w \left(t - \frac{3}{4}\right) - \frac{\alpha t^2}{4}\right),
\end{equation}

and

\begin{equation}
B^{(2)}(w, s) = \exp\left(-w \left(s - \frac{3}{4}\right) + \frac{\alpha s^2}{4}\right) (\Gamma(s))^{-1}.
\end{equation}

We have

\begin{equation}
B^{(1)}(t, w) = O\left(e^{-C|t|^2 - \frac{w}{4}}\right), \quad B^{(2)}(w, s) = O\left(e^{-C|s|^2 - \frac{w}{4}}\right)
\end{equation}

as $t, s, w \to \infty$, $t \in \gamma$, $s \in \tilde{\gamma}$, $w > 0$. Again, a direct computation using kernels shows that

\begin{equation}
B = B^{(1)} B^{(2)},
\end{equation}

and we conclude that $B$ is of trace class.
The final step of the proof is as follows. Write
\[
\det(I - H_a) = \det(I - A_aB) = \det\left(\begin{pmatrix} I_1 & 0 \\ 0 & I_2 \end{pmatrix} - \begin{pmatrix} A_aB & 0 \\ 0 & 0 \end{pmatrix} \right)
\]
\[
= \det\left(\begin{pmatrix} I_1 & 0 \\ 0 & I_2 \end{pmatrix} - \begin{pmatrix} A_aB & 0 \\ 0 & 0 \end{pmatrix} \right)
\]
(6.38)
\[
= \det\left(\begin{pmatrix} I_1 & 0 \\ 0 & I_2 \end{pmatrix} + \begin{pmatrix} 0 & -A_a \\ -A_a & 0 \end{pmatrix}\right)\det\left(\begin{pmatrix} I_1 & 0 \\ 0 & I_2 \end{pmatrix} - \begin{pmatrix} 0 & A_a \\ A_a & 0 \end{pmatrix} \right)
\]
\[
= \det\left(\begin{pmatrix} I_1 & 0 \\ 0 & I_2 \end{pmatrix} + \begin{pmatrix} 0 & -A_a \\ -A_a & 0 \end{pmatrix}\right)
\]
\[
= \det\left(\begin{pmatrix} I_1 & 0 \\ 0 & I_2 \end{pmatrix} - \begin{pmatrix} 0 & A_a \\ A_a & 0 \end{pmatrix} \right),
\]
where \(I_1\) and \(I_2\) are identity operators on \(L_2(\tilde{\gamma})\) and \(L_2(\gamma)\), respectively. The identities above make sense since all involved operators are trace-class, as proved earlier.

Since \(\gamma \cap \tilde{\gamma} = \emptyset\), we can use an isometric isomorphism between \(L_2(\tilde{\gamma}) \oplus L_2(\gamma)\) and \(L_2(\tilde{\gamma} \cup \gamma)\)
(6.39)
\[
f_1 \oplus f_2 \mapsto 1_\tilde{\gamma} \tilde{f}_1 + 1_\gamma \tilde{f}_2,
\]
where \(\tilde{f}_1\) and \(\tilde{f}_2\) are the extensions of \(f_1\) and \(f_2\) to the domain \(\tilde{\gamma} \cup \gamma\) by zero.

For the operator in the last determinant (6.38), this isomorphism yields
(6.40)
\[
\begin{pmatrix} 0 & A_a \\ B & 0 \end{pmatrix} \mapsto \chi_\gamma A + \chi_\tilde{\gamma} B \overset{\text{def}}{=} Q_a,
\]
where \(A\) and \(B\) are extensions of \(A\) and \(B\) to \(L_2(\tilde{\gamma} \cup \gamma)\) by zero, and where \(\chi_\gamma\) and \(\chi_\tilde{\gamma}\) are the multiplication operators by the indicators \(1_\gamma\) and \(1_{\tilde{\gamma}}\).

The kernel of \(Q_a\) is
(6.41)
\[
Q_a(x, y) = A_a(x, y)1_\gamma(x)1_\gamma(y) + B(x, y)1_\gamma(y)1_\gamma(x),
\]
and \(A_a(x, y)\) and \(B(x, y)\) are given by (6.5) and (6.6).

We end up with the formula (6.2) for \(Q(x, y)\). This concludes the proof of the theorem. \(\square\)

7. Gap probability in terms of the Riemann–Hilbert problem

In this section we represent the gap probability \(P(a)\) in terms of the solution of Problem Y-RH. Due to our Theorem 6.1, we know that \(P(a)\) can be written as the Fredholm determinant of the operator \(Q_a\), so it remains to show that this determinant can be laid out in terms of the solution of Problem Y-RH.

We start off by proving an auxiliary lemma.

**Lemma 7.1.** There exists some constant \(C > 0\) such that
(7.1)
\[
|1 - P(a)| = |1 - \det(I - K_{L_2(a, +\infty)})| \leq Ce^{-\frac{a}{2}}, \quad a > 0.
\]

Moreover, for all \(a \in \mathbb{R}\) the gap probability \(P(a)\) is strictly positive and \((I - Q_a)\) has an inverse.

**Proof.** First, we note that
(7.2)
\[
\det(I - K_{L_2(a, +\infty)}) = \det_{\nu}\left(I - \tilde{K}_{L_2(a, +\infty)}\right),
\]
where \(\tilde{K}(x, y) = K(x, y)e^x\), and the Fredholm determinant on the right-hand side of (7.2) is defined with respect to the measure \(\nu(dx) = e^{-x/2}dx\).
Next, Lemma 3.4.5 from Anderson, Guionnet, and Zeitouni [7] yields

\begin{equation}
(7.3) \quad |1 - \det(I - \tilde{K}|_{L^2(\mathbb{R}, +\infty)})| \leq \left( \sum_{n=1}^{\infty} \frac{n^{\frac{n+1}{2}} (\|\nu\|_1)^n \left( \left\|\tilde{K}|_{L^2(\mathbb{R}, +\infty)}\right\|_\infty \right)^{n-1}}{n!} \right) \left\|\tilde{K}|_{L^2(\mathbb{R}, +\infty)}\right\|_\infty,
\end{equation}

where \( \left\|\tilde{K}|_{L^2(\mathbb{R}, +\infty)}\right\|_\infty = \sup_{x,y>0} |\tilde{K}(x,y)| \) and \( \|\nu\|_1 = \int_a^\infty |\nu(dx)| = 2e^{-\frac{a}{2}}. \)

Take \( a = 0 \) in Proposition 3.1. The bound follows,

\begin{equation}
(7.4) \quad \left\|\tilde{K}|_{L^2(\mathbb{R}, +\infty)}\right\|_\infty \leq Ce^{-a/2}, \quad a > 0,
\end{equation}

where \( C > 0 \) is an absolute constant. It is readily verified that

\begin{equation}
(7.5) \quad \sum_{n=1}^{\infty} \frac{n^{\frac{n+1}{2}} (\|\nu\|_1)^n \left( \left\|\tilde{K}|_{L^2(\mathbb{R}, +\infty)}\right\|_\infty \right)^{n-1}}{n!} \leq \tilde{C}, \quad a > 0,
\end{equation}

where \( \tilde{C} > 0 \) is an absolute constant. Then, the inequalities (7.3), (7.4), and (7.5) prove (7.1).

Due to Remark 6.2 and the fact that \( (6.2) \) is analytic in \( a \), the determinant \( \det(I - Q_a) \) is an entire function of \( a \in \mathbb{C} \). The uniqueness theorem for analytic functions, the fact that \( \det(I - Q_a) = \mathcal{P}(a) \), \( a \in \mathbb{R} \), and the observation that (7.1) implies \( \mathcal{P}(a) > 0 \) for large enough \( a > 0 \) show that \( \mathcal{P}(a) \) has at most a finite number of zeros in \([a_0, +\infty)\) for arbitrary \( a_0 \in \mathbb{R} \). It is also clear that, being a distribution function (see the discussion in Section 4.1), \( \mathcal{P}(a) \) is non-negative and weakly increasing, so its zero with the largest coordinate can only be at \( a = a_0 \). Since \( a_0 \) is arbitrary, we conclude that \( \mathcal{P}(a) = \det(I - Q_a) > 0 \) for all \( a \in \mathbb{R} \). In particular, the determinant is non-vanishing and thus \( I - Q_a \) has an inverse. \hfill \Box

Now, we can establish the following statement.

**Proposition 7.2.** The Riemann–Hilbert problem, \( \text{Problem } Y-RH \), has a unique solution \( Y(z) \).

Let \( Y_1(a) \) be defined by (3.7). Then, \( Y_1(a) \) is smooth and

\begin{equation}
(7.6) \quad \frac{\mathcal{P}'(a)}{\mathcal{P}(a)} = (Y_1(a))_{1,1}.
\end{equation}

**Proof.** Set

\begin{equation}
(7.7) \quad f(z) = \begin{pmatrix} f_1(z) \\ f_2(z) \end{pmatrix} = \frac{1}{2\pi i} \begin{pmatrix} 1_\gamma(z)e^{\frac{a^2}{4} - az} \\ 1_\gamma(z)e^{-\frac{a^2}{4}} \end{pmatrix},
\end{equation}

and

\begin{equation}
(7.8) \quad h(z) = \begin{pmatrix} h_1(z) \\ h_2(z) \end{pmatrix} = \begin{pmatrix} 1_\gamma(z)\Gamma(z)e^{-\frac{a^2}{4} + az} \\ -1_\gamma(z)(\Gamma(z))^{-1}e^{\frac{a^2}{4}} \end{pmatrix}.
\end{equation}

Observe that in these terms, the kernel \( Q_a(x, y) \) in (6.2) reads

\begin{equation}
(7.9) \quad Q_a(x, y) = \frac{f_1(x)h_1(y) + f_2(x)h_2(y)}{x - y}.
\end{equation}

Also, clearly

\begin{equation}
(7.10) \quad f_1(x)h_1(x) + f_2(x)h_2(x) = 0,
\end{equation}

so \( Q_a(x, y) \) is continuous.
Since \((I - Q_\alpha)\) has an inverse by Lemma 7.1, we can introduce a vector function \(F(z)\) whose components \(F_j(z)\) are defined by

\[
F_j = (I - Q_\alpha)^{-1}[f_j], \quad j = 1, 2.
\]

It is well-known (e.g., see Its [30, Section 9.4.1]) that \(F(z)\) can be also represented in terms of the solution of the following \(2 \times 2\) Riemann–Hilbert problem:

- \(Y(z)\) is analytic in \(\mathbb{C} \setminus (\gamma \cup \tilde{\gamma})\);
- \(Y^+(z) = Y^-(z)J_Y(z), \quad z \in \gamma \cup \tilde{\gamma}, \quad J_Y(z) = I - 2\pi i f(z)h^T(z)\);
- \(Y(z) \to I, \quad \text{as} \quad z \to \infty, \quad z \in \mathbb{C} \setminus (\gamma \cup \tilde{\gamma})\);

by the formula

\[
F(z) = Y^+(z)f(z).
\]

Writing out \(J_Y(z)\), we see that the Riemann–Hilbert problem stated above is identical to Problem Y-RH. This problem has a unique solution if and only if \((I - Q_\alpha)\) is invertible (e.g., see Baik, Deift, and Suidan [8, Theorem 5.2.1]); the latter has already been established.

It is commonly known that the solution \(Y(z)\) of Problem Y-RH is given via the Cauchy-type integral (e.g., see Its [30, Section 9.4.1] or Deift [17]),

\[
Y(z) = I - \int_{\gamma \cup \tilde{\gamma}} F(s)h^T(s) ds.
\]

From which it is easy to extract the coefficient \(Y_1(a)\) in the expansion (3.7),

\[
Y_1(a) = \int_{\gamma \cup \tilde{\gamma}} F(s)h^T(s)ds.
\]

Also, we can use the invertibility of \((I - Q_\alpha)\) and the smoothness of \(Q_\alpha(x, y)\) with respect to \(a\) to conclude that \(Y_1(a)\) is smooth and to obtain

\[
\frac{\mathcal{P}'(a)}{\mathcal{P}(a)} = -\operatorname{Tr}\left((I - Q_\alpha)^{-1} \frac{d}{da} Q_\alpha\right).
\]

It is immediate to see from (6.2) that

\[
d a Q_\alpha(x, y) = -f_1(x)h_1(y),
\]

which gives

\[
\operatorname{Tr}\left((I - Q_\alpha)^{-1} \frac{d}{da} Q_\alpha\right) = -\int_{\gamma \cup \tilde{\gamma}} F_1(s)h_1(s) ds.
\]

The formulas (7.14)–(7.17) yield (7.6), and the proof is completed.

For the purpose of the subsequent asymptotic analysis, it is convenient to relate \((Y_1(a))_{1,1}\) to the off-diagonal elements of \(Y_1(a)\).

**Proposition 7.3.** Let \(Y_1(a)\) be defined via (3.7) in terms of the solution \(Y(z)\) of Problem Y-RH. Then,

\[
\frac{d}{da} (Y_1(a))_{1,1} = (Y_1(a))_{1,2} (Y_1(a))_{2,1}.
\]
Proof. Let $Y(z; a)$ be the solution of Problem Y-RH. For the sake of transparency, we are explicitly writing the parameter $a$ in the list of arguments of $Y(z)$. Set

$$\Psi(z; a) = Y(z; a)e^{-\frac{a^2}{2} \sigma_3}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \tag{7.19}$$

The jump matrix of $\Psi(z, a)$,

$$J_\Psi(z) = \begin{pmatrix} 1 & 1 & \tilde{\gamma}(z)(\Gamma(z))^{-1}e^{-\frac{a^2}{2}} \\ -1 & \gamma(z)\Gamma(z) & e^{-\frac{a^2}{2}} \end{pmatrix}, \tag{7.20}$$

does not depend on $a$. Therefore,

$$V(z; a) = \left( \frac{\partial}{\partial a} \Psi(z; a) \right) (\Psi(z; a))^{-1}. \tag{7.21}$$

has no jump in the complex $z$-plane and thus is entire. The formula \ref{3.7} yields the following asymptotic expansion for $\Psi(z; a)$,

$$\Psi(z; a) = \left( I + \frac{Y_1(a)}{z} + \frac{Y_2(a)}{z^2} + O\left( \frac{1}{z^3} \right) \right)e^{-\frac{a^2}{2} \sigma_3} \tag{7.22}$$
as $z \to \infty$. This gives

$$\left( \frac{\partial}{\partial a} \Psi(z; a) \right) (\Psi(z; a))^{-1} = \left( \frac{Y_1(a)}{z} + \frac{Y_2(a)}{z^2} + O\left( \frac{1}{z^3} \right) \right) I + \frac{Y_1(a)}{z} + \frac{Y_2(a)}{z^2} + O\left( \frac{1}{z^3} \right)$$
as $z \to \infty$. Comparing \ref{7.23} and \ref{7.24}, we find

$$A(a) = -\frac{1}{2} \sigma_3, \quad B(a) = \frac{1}{2} [\sigma_3, Y_1(a)], \tag{7.25}$$

and

$$C(a) = Y_1'(a) + \frac{1}{2} [\sigma_3, Y_2(a)] - \frac{1}{2} [\sigma_3, Y_1(a)] Y_1(a). \tag{7.26}$$

Recall that $V(z; a)$ is entire in the complex $z$-plane. Liouville’s theorem yields

$$V(z; a) = A(a)z + B(a), \tag{7.27}$$

so $C = 0$, and we find out that

$$Y_1'(a) + \frac{1}{2} [\sigma_3, Y_2(a)] - \frac{1}{2} [\sigma_3, Y_1(a)] Y_1(a) = 0. \tag{7.28}$$

Extracting the $(1,1)$-elements of the left and right hand sides of \ref{7.28}, we arrive at \ref{7.18}. \qed
8. Asymptotic analysis

By Proposition 7.2 and Proposition 7.3, the logarithmic derivative of the gap probability $P(a)$ is determined by the product of the off-diagonal elements of $Y_1(a)$. Recall that the matrix $Y_1(a)$ is a coefficient before $z^{-1}$ in the large $z$ expansion of the unique solution $Y(z)$ of Problem Y-RH.

In order to find the asymptotics of the product $(Y_1(a))_1, (Y_1(a))_{2,1}$ as $a \to +\infty$, we need to transform our original problem, Problem Y-RH. Since we study the asymptotics as $a \to +\infty$, we assume that $a > 0$ in this section.

To begin with, we switch the direction on $\tilde{\gamma}$ and deform this contour in such a way that it passes through $a/\alpha$. Then, we deform $\gamma$ so that it intersects the $x$-axis at $1/(\alpha a)$. As a result, we obtain a new Riemann–Hilbert problem, which can be stated in a similar way as Problem Y-RH, the only difference is that its jump matrix,

$$\tilde{J}_Y(z) = \begin{pmatrix} 1 & -1\tilde{\gamma}(z)(\Gamma(z))^{-1}e^{\frac{az^2}{2} - az} \\ -1\tilde{\gamma}(z)\Gamma(z)e^{-\frac{az^2}{2} + az} & 1 \end{pmatrix},$$

has an opposite sign in the $(1, 2)$ entry. It is not hard to check that these problems are equivalent.

Next, consider the transformation

$$\zeta(z) = i \left( \frac{\alpha z}{a} - 1 \right),$$

and its inverse

$$z(\zeta) = \frac{a}{\alpha} \left( 1 - i\zeta \right).$$

The images $\lambda$ and $\tilde{\lambda}$ of $\gamma$ and $\tilde{\gamma}$ under (8.2) are shown in Fig. 4.

![Figure 4. The contours $\lambda$ and $\tilde{\lambda}$ in the $\zeta$-plane. The contour $\lambda$ intersects the y-axis at $\theta = -i(1 - 1/a^2)$.](image)

We normalize our Riemann–Hilbert problem by defining a new matrix function $U(\zeta)$,

$$U(\zeta) = e^{\frac{az^2}{2\alpha}}Y(\frac{a}{\alpha}(1 - i\zeta))e^{-\frac{az^2}{2\alpha}}, \quad \zeta \in \mathbb{C} \setminus (\lambda \cup \tilde{\lambda}).$$

This function satisfies the following Riemann–Hilbert problem.
Problem U-RH

(i) $U(\zeta)$ is analytic in $\mathbb{C} \setminus (\lambda \cup \tilde{\lambda})$;
(ii) $U^+(\zeta) = U^-(\zeta)J_U(\zeta)$, $\zeta \in \lambda \cup \tilde{\lambda}$,

$$J_U(\zeta) = \begin{pmatrix} 1 & 1 \lambda(\zeta) \Gamma\left(\frac{a}{\alpha}(1-i\zeta)\right)e^{\frac{a^2}{2\alpha}(\zeta^2+z)} \\ 1 & \lambda(\zeta) \Gamma\left(\frac{a}{\alpha}(1-i\zeta)\right)e^{-\frac{a^2}{2\alpha}(\zeta^2+z)} \\ \end{pmatrix},$$

(iii) $U(\zeta) \to I$ as $\zeta \to \infty$, $\zeta \in \mathbb{C} \setminus (\lambda \cup \tilde{\lambda})$.

Equations (8.4), (8.2), and (3.7) show that

$$U_1(a) = \frac{i\alpha}{a} e^{\frac{a^2}{2\alpha}\sigma_3} Y_1(a) e^{-\frac{a^2}{2\alpha}\sigma_3},$$

where $U_1(a)$ is the coefficient before $\zeta^{-1}$ in the large $\zeta$ expansion of $U(\zeta)$

$$U(\zeta) = I + \frac{U_1(a)}{\zeta} + O\left(\frac{1}{\zeta^2}\right), \quad \zeta \to \infty.$$

In particular, the formula (8.6) implies

$$Y_1(a)_{1,2} Y_1(a)_{2,1} = -\alpha^2 e^{-\frac{a^2}{2\alpha}\sigma_3} (U_1(a))_{1,2} (U_1(a))_{2,1}.$$

Therefore, the asymptotic analysis of $Y_1(a)$ as $a \to +\infty$ is reduced to that of $U_1(a)$.

**Proposition 8.1.** Let $\U(\zeta)$ be a solution of Problem U-RH, and let $U_1(a)$ be defined by (8.7). Then the following asymptotic identities hold

$$(U_1(a))_{1,1} = O\left(e^{-\frac{a^2}{2\alpha}}\right), \quad (U_1(a))_{2,2} = O\left(e^{-\frac{a^2}{2\alpha}}\right),$$

$$(U_1(a))_{1,2} = \frac{1}{2\pi i} \int_{\lambda} \Gamma\left(\frac{a}{\alpha}(1-i\zeta)\right)e^{\frac{a^2}{2\alpha}(s^2+\frac{1}{4})} ds + O\left(e^{-\frac{a^2}{2\alpha}}\right),$$

$$(U_1(a))_{2,1} = \frac{1}{2\pi i} \int_{-\infty}^{+\infty} \left[\Gamma\left(\frac{a}{\alpha}(1-i\zeta)\right)\right]^{-1} e^{-\frac{a^2}{2\alpha}(s^2+\frac{1}{4})} ds + O\left(e^{-\frac{a^2}{2\alpha}}\right),$$

as $a \to +\infty$.

**Proof.** Recall the following inequality for the gamma function (see [88, Formulas (5.6.6), (5.6.7)]),

$$|\Gamma(x + iy)|^{-1} \leq \frac{\sqrt{\cosh(\pi y)}}{\Gamma(x)}, \quad x \geq 1/2.$$

For $\zeta \in \tilde{\lambda}$, we have

$$\left|\Gamma\left(\frac{a}{\alpha}(1-i\zeta)\right)\right|^{-1} e^{-\frac{a^2}{2\alpha}(\zeta^2+z)} \leq \frac{\sqrt{\cosh(\pi \zeta)}}{\Gamma\left(\frac{a}{\alpha}\right)} e^{-\frac{a^2}{2\alpha}(\zeta^2+\frac{1}{4})}, \quad \zeta \in \tilde{\lambda}.$$

This yields

$$\left\|\Gamma\left(\frac{a}{\alpha}(1-i\zeta)\right)\right|^{-1} e^{-\frac{a^2}{2\alpha}(\zeta^2+z)} \leq C \left\|\sqrt{\cosh(\pi \zeta)} e^{-\frac{a^2}{2}}\right\|_{L_p(\tilde{\lambda})}, \quad p \in [1, \infty],$$

for some constant $C > 0$ independent of $a$. 
For \( \zeta \in \lambda \), we have
\[
(8.13) \quad \left\| \Gamma \left( \frac{a}{\alpha} (1 - i \zeta) \right) e^{\frac{a^2}{2\alpha} (\zeta^2 + \frac{1}{2})} \right\|_{L_p(\lambda)} \leq C \left\| \Gamma(z) e^{-\frac{a^2}{2\alpha}} \right\|_{L_p(\gamma)} e^{-\frac{a^2}{4\alpha}}, \quad p \in [1, \infty],
\]
for \( C > 0 \) which does not depend on \( a \). The later inequality is easy to prove by writing out the norm on the left-hand side and changing the variables according to (8.2). We remind that the contour \( \gamma \) is specified in Fig. 2 and it intersects the \( x \)-axis at \( 1/(\alpha a) \).

Set
\[
(8.14) \quad \Delta = J_U - I,
\]
then the inequalities (8.12) and (8.13) imply
\[
(8.15) \quad \| \Delta(\zeta) \|_{L_p(\lambda \cup \tilde{\lambda})} \leq C e^{-\frac{a^2}{4\alpha}}, \quad p \in [1, \infty].
\]
By the standard theory of small-norm Riemann–Hilbert problems for varying contours this means that Problem U-RH has a unique solution for large enough \( a \) and that \( U^-(\zeta) \) satisfies
\[
(8.16) \quad \| U^-(\zeta) - I \|_{L_2(\lambda \cup \tilde{\lambda})} \leq C e^{-\frac{a^2}{4\alpha}}.
\]

For the reader’s convenience, we recall essential points of this somewhat standard argument. In that we mostly follow Its [30, Section 9.3], Fokas, Its, Kapaev, and Novokshenov [22, Chapter 3, §1], and Deift [17].

Let \( C_{\pm} \) denote the Cauchy operators corresponding to the contour \( \lambda \cup \tilde{\lambda} \), i.e.,
\[
(8.17) \quad (C_{\pm}[f])(\zeta) = \frac{1}{2\pi i} \lim_{\zeta \to \zeta_{\pm}} \int_{\lambda \cup \tilde{\lambda}} \frac{f(\tau)}{\tau - \zeta} d\tau, \quad \zeta \in \lambda \cup \tilde{\lambda},
\]
where the limits are taken from the \((\pm)\)-side of \( \lambda \cup \tilde{\lambda} \). The solution of the Riemann–Hilbert problem admits the following integral representation
\[
(8.18) \quad U(\zeta) = I + \frac{1}{2\pi i} \int_{\lambda \cup \tilde{\lambda}} \frac{m(\tau) \Delta(\tau)}{\tau - \zeta} d\tau, \quad \zeta \notin \lambda \cup \tilde{\lambda},
\]
where \( m = U^- \) solves the integral equation
\[
(8.19) \quad m = I + C_- [m \Delta], \quad \zeta \in \lambda \cup \tilde{\lambda}.
\]

Now, set
\[
(8.20) \quad m_0 = m - I.
\]
The equation (8.19) takes the form
\[
(8.21) \quad m_0 = C_- [m_0 \Delta] + C_- [\Delta], \quad \zeta \in \lambda \cup \tilde{\lambda}.
\]
Next, we would like to pass to the norms in this equation. Using an important property of the boundedness of \( C_- \) (e.g., see Fokas, Its, Kapaev, and Novokshenov [22, Chapter 3, §1]) and the estimate (8.15), we arrive at
\[
(8.22) \quad \| C_- [\Delta] \|_{L_2(\lambda \cup \tilde{\lambda})} \leq \| C_- \|_{op} \| \Delta \|_{L_2(\lambda \cup \tilde{\lambda})} \leq C e^{-\frac{a^2}{4\alpha}},
\]
where \( \| \cdot \|_{op} \) is the corresponding operator norm. Further, set
\[
(8.23) \quad C\Delta[f] \overset{\text{def}}{=} C_- [f \Delta], \quad f \in L_2 \left( \lambda \cup \tilde{\lambda} \right).
\]
Using the same reasoning as above, we obtain

\begin{equation}
\|C^\Delta\|_{L_2(\lambda,\tilde{\lambda})} \leq \|C_\ast\|_{op}\|\Delta\|_{L_\infty(\lambda,\tilde{\lambda})} \leq Ce^{-\frac{a^2}{2\pi}}.
\end{equation}

Note that the contour \( \lambda \) changes with \( a \); therefore, so do \( \|C_\ast\|_{op} \) and \( C \) in (8.22) and (8.24). Nonetheless, one can choose \( C > 0 \) so that it is independent of \( a > 0 \). This is justified because of the following general fact (see Bleher and Kuijlaars [10, Appendix A] and Coifman, McIntosh, and Meyer [16]).

Assume that \( \{\Gamma_\sigma\}_{\sigma \in \Lambda} \) is a family of contours in the complex plane each of which is of the parametric form

\begin{equation}
\Gamma_\sigma = \{ z \in \mathbb{C} | \Re z = p, \Im z = \varphi_\sigma(p), -\infty < p < +\infty \},
\end{equation}

where \( \varphi_\sigma(p) \) is uniformly Lipschitz, i.e.,

\begin{equation}
|\varphi_\sigma(x) - \varphi_\sigma(y)| \leq M|x - y|
\end{equation}

for some \( M > 0 \) independent of \( \sigma \). Then, the family of Cauchy operators \( C_{\pm,\Gamma_\sigma} \) associated with the contours \( \Gamma_\sigma \) is uniformly bounded, i.e., there exists a constant \( C > 0 \) which only depends on \( M \) and such that for all \( \sigma \in \Lambda \)

\begin{equation}
\|C_{\pm,\Gamma_\sigma}\|_{op} \leq C.
\end{equation}

In our concrete situation, it is clear that in a vicinity of \( \theta = -i(1 - \frac{1}{a^2}) \), the contour \( \lambda \) (see Fig. 1) can be chosen so that the Lipschitz condition (8.26) holds uniformly in \( a > 0 \); the vertical parts of \( \lambda \) can be chosen to be independent of \( a \) at all. This means the premises are satisfied, and thus the operator norm \( \|C_\ast\|_{op} \) is bounded uniformly in \( a > 0 \) as claimed above.

Now, we get back to (8.21) and (8.24). It follows that for large enough \( a > 0 \) the operator \( C^\Delta \) is a contraction. Therefore, the integral equation (8.21) has a unique solution which satisfies the bound (e.g., see Reed and Simon [39, Theorem V.21])

\begin{equation}
\|m_0\|_{L_2(\lambda,\tilde{\lambda})} \leq 2\|C_\ast[\Delta]\|_{L_2(\lambda,\tilde{\lambda})} \leq Ce^{-\frac{a^2}{2\pi}}.
\end{equation}

The final part of the proof is as follows. The formulas (8.7), (8.18), and (8.19) give us

\begin{equation}
U_1(a) = -\frac{1}{2\pi i} \int_{\lambda,\tilde{\lambda}} m(\tau)\Delta(\tau) \, d\tau
\end{equation}

\begin{equation}
= -\frac{1}{2\pi i} \int_{\lambda,\tilde{\lambda}} \Delta(\tau) \, d\tau - \frac{1}{2\pi i} \int_{\lambda,\tilde{\lambda}} m_0(\tau)\Delta(\tau) \, d\tau.
\end{equation}

The second integral on the right-hand side of this expression can be estimated by the Cauchy–Bunyakovsky–Schwarz inequality using (8.15) and (8.28). Namely, we have

\begin{equation}
\left| \int_{\lambda,\tilde{\lambda}} m_0(\tau)\Delta(\tau) \, d\tau \right| \leq \|m_0\|_{L_2(\lambda,\tilde{\lambda})}\|\Delta\|_{L_2(\lambda,\tilde{\lambda})} \leq Ce^{-\frac{a^2}{2\pi}}.
\end{equation}

This inequality together with (8.29) and with (8.5) yield the asymptotic formulas (8.9). The proof is concluded.
Proposition 8.2. For the integrals in (8.9) the following asymptotic formulas hold,

\begin{align}
\text{(8.31)} & \quad \frac{1}{2\pi i} \int_{\lambda} \Gamma\left(\frac{a}{\alpha}(1-i\zeta)\right) e^{\frac{a^2_i}{2\alpha}} d\zeta = \frac{i\alpha}{a} e^{-\frac{a^2}{2\alpha}} \left(1 + O\left(e^{-a}\right)\right), \\
\text{(8.32)} & \quad \frac{1}{2\pi i} \int_{-\infty}^{+\infty} \left(\Gamma\left(\frac{a}{\alpha}(1-ix)\right)\right)^{-1} e^{-\frac{a^2_i}{2\alpha}} dx = \frac{1}{i\sqrt{2\pi\alpha}} \frac{(\log a)^2}{a} \left(1 + O\left(e^{-a}\right)\right),
\end{align}

as \( a \to +\infty \).

Proof. Let us first obtain (8.31). Recall that the contour \( \lambda \) is the image of the contour \( \gamma \) under the transformation (8.2). Therefore, we can write

\begin{align}
\text{(8.33)} & \quad \frac{1}{2\pi i} \int_{\lambda} \Gamma\left(\frac{a}{\alpha}(1-i\zeta)\right) e^{\frac{a^2_i}{2\alpha}} d\zeta = \frac{\alpha}{2\pi a} e^{-\frac{a^2}{2\alpha}} \int_{\gamma} \Gamma(z) e^{-\frac{a^2_i}{2\alpha} + az} dz.
\end{align}

The integral along \( \gamma \) on the right-hand side of (8.33) can be evaluated by the residue theorem,

\begin{align}
\text{(8.34)} & \quad \frac{1}{2\pi i} \int_{\gamma} \Gamma(z) e^{-\frac{a^2_i}{2\alpha} + az} dz = \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} e^{-\frac{ak^2}{2\alpha} - ak},
\end{align}

where we used \( \text{Res}_{z=-k} \Gamma(z) = \frac{(-1)^k}{k!} \). The sum above is equal to \( 1 + O\left(e^{-a}\right) \) as \( a \to +\infty \). Thus, the formula (8.31) is a direct consequence of (8.33) and (8.34).

To obtain the asymptotic formula (8.32), we denote by \( A(a) \) the integral in its left-hand side, which after massaging takes the form

\begin{align}
\text{(8.35)} & \quad A(a) = \frac{1}{2\pi i \Gamma\left(\frac{a}{\alpha}\right)} \int_{-\infty}^{+\infty} \frac{\Gamma\left(\frac{a}{\alpha}(1-ix)\right)}{\Gamma\left(\frac{a}{\alpha}(1-i\zeta)\right)} e^{-\frac{a^2_i}{2\alpha}} dx.
\end{align}

In order to guess the asymptotics of \( A(a) \) as \( a \to +\infty \), we can use Stirling’s formula (5.5) once again. Applying this formula to the ratio of gamma functions in (8.35) and omitting the low-order terms, we arrive at

\begin{align}
\text{(8.36)} & \quad A(a) \sim \frac{1}{2\pi i \Gamma\left(\frac{a}{\alpha}\right)} \int_{-\infty}^{+\infty} \exp\left(\frac{-a^2 x^2}{2\alpha} + \frac{ia x}{\alpha} \log \frac{a}{\alpha}\right) dx
\end{align}

as \( a \to +\infty \). The integral above can be computed explicitly, and we obtain

\begin{align}
\text{(8.37)} & \quad A(a) \sim \frac{e^{-\frac{1}{2\alpha}(\log \frac{a}{\alpha})^2}}{i\sqrt{2\pi\alpha\Gamma(1 + \frac{a}{\alpha})}}
\end{align}

as \( a \to +\infty \).

To establish (8.32) rigorously, observe that \( A(a) \) can be written as

\begin{align}
\text{(8.38)} & \quad A(a) = \frac{e^{-\frac{1}{2\alpha}(\log \frac{a}{\alpha})^2}}{i\sqrt{2\pi\alpha\Gamma(1 + \frac{a}{\alpha})}} \left(1 + \sqrt{\frac{\alpha}{2\pi}} \int_{-\infty}^{+\infty} Q\left(s; \frac{a}{\alpha}\right) \exp\left(-\frac{a^2}{2\alpha} \left(s - \frac{i}{\alpha} \log \frac{a}{\alpha}\right)^2\right) ds\right),
\end{align}

where \( Q(s; x) \) is a function that satisfies \( \int_{-\infty}^{+\infty} Q\left(s; \frac{a}{\alpha}\right) ds = 1 \).
where

\[ Q(s; t) = \frac{\Gamma(t) e^{-is \log t}}{\Gamma(t - is)} - 1. \]  

(8.39)

We deform the contour \( \mathbb{R} \mapsto \mathbb{R} + i\alpha^{-1} \log (a/\alpha) \) and make the change of variables \( s \mapsto s + i\alpha^{-1} \log (a/\alpha) \), which brings the new contour back into \( \mathbb{R} \). This gives

\[ A(a) = \frac{e^{-\frac{1}{\alpha s} (\log \frac{a}{\alpha})^2}}{i\sqrt{2\pi} \alpha \Gamma \left( 1 + \frac{a}{\alpha} \right)} \left( 1 + \sqrt{\frac{\alpha}{2\pi}} \int_{-\infty}^{+\infty} Q \left( s + i\phi(a); \frac{a}{\alpha} \right) e^{-\frac{\alpha s^2}{2} ds} \right), \]

where \( \phi(a) = \alpha^{-1} \log (a/\alpha) \). The inequality (8.10) implies the estimate

\[ \left| Q \left( s + i\phi(a); \frac{a}{\alpha} \right) \right| \leq 1 + \frac{\Gamma \left( \frac{a}{\alpha} \right)}{\Gamma \left( \frac{a}{\alpha} + \frac{1}{\alpha \log \frac{a}{\alpha}} \right)} \leq 1 + e^{\frac{\pi |\alpha|}{\alpha}} \leq 2e^{\frac{\pi |\alpha|}{\alpha}}. \]

Using this estimate we obtain

\[ \int_{|s| > \log a} Q \left( s + i\phi(a); \frac{a}{\alpha} \right) e^{-\frac{\alpha s^2}{2} ds} \leq 2 \int_{|s| > \log a} e^{\frac{\pi |\alpha|}{\alpha}} e^{-\frac{\alpha s^2}{2} ds} \leq C e^{-\kappa (\log a)^2}, \]

for some \( C > 0 \) and \( \kappa > 0 \). For \( |s| \leq \log a \), we note that the arguments of the integral satisfy \( s + i\phi(a) = O(\log a) \) and \( a/\alpha = O(1) \) as \( a \to +\infty \), both \( O \)-terms are uniform in \( s \) for the specified interval. Having this in mind, we calculate asymptotics of \( Q(\tilde{s}, \tilde{a}) \) for \( \tilde{s} = O(\log a) \) and \( \tilde{a} = O(1) \).

Since both arguments of the gamma function in (8.39) approach infinity, we can use (5.5) to find out that

\[ Q(\tilde{s}; \tilde{a}) = \exp \left( - \left( \tilde{a} - i\tilde{s} - \frac{1}{2} \right) \log \left( 1 - \frac{i\tilde{s}}{\tilde{a}} \right) - \frac{i\tilde{s}}{\tilde{a}} \right) \left( 1 + O \left( \frac{1}{\tilde{a}} \right) \right), \]

uniformly in \( s \) for \( |s| \leq \log a \) as \( a \to +\infty \). Expanding the logarithm in a series up to a quadratic term, we obtain \( Q(\tilde{s}, \tilde{a}) = O \left( \frac{(\log \tilde{a})^2}{\tilde{a}} \right) \) as \( a \to +\infty \). Plugging in \( \tilde{s} = s + i\phi(a) \) and \( \tilde{a} = a/\alpha \), we arrive at

\[ Q(s + i\phi(a), a) = O \left( \frac{(\log a)^2}{a} \right), \]

uniformly in \( s \) for \( |s| \leq \log a \), as \( a \to +\infty \). Therefore,

\[ \int_{|s| \leq \log a} Q \left( s + i\phi(a); \frac{a}{\alpha} \right) e^{-\frac{\alpha s^2}{2} ds} \leq C \frac{(\log a)^2}{a}, \]

for some \( C > 0 \). This concludes the proof. \( \Box \)

9. Proof of Theorem 3.4 and of Corollary 3.5

Proof of Theorem 3.4 By Proposition 7.2 the gap probability \( P(a) \) satisfies the differential equation (7.6). Taking into account (7.15), we obtain

\[ \frac{d^2}{da^2} \log P(a) = (Y_1(a))_{1,2} (Y_1(a))_{2,1}. \]  

(9.1)
Integrating both the right-hand side and the left-hand side of (9.1) yields

\[
\frac{d}{da} \log \mathcal{P}(a) = - \int_{a}^{\infty} (Y_1(x))_{1,2} (Y_1(x))_{2,1} dx.
\]

We used the fact that the logarithmic derivative of \( \mathcal{P}(a) \) is equal to \((Y_1(a))_{1,1}\), which vanishes as \( a \to +\infty \), according to (8.6) and (8.9). By Lemma 7.1 and by the formula (3.5), the logarithm of \( \mathcal{P}(a) \) also vanishes as \( a \to +\infty \). Therefore, equation (9.2) implies

\[
\log \mathcal{P}(a) = \int_{a}^{+\infty} \left( \int_{x}^{\infty} (Y_1(s))_{1,2} (Y_1(s))_{2,1} ds \right) dx.
\]

By Fubini’s theorem, it is immediate to see that

\[
\log \mathcal{P}(a) = \int_{a}^{+\infty} (x-a) (Y_1(x))_{1,2} (Y_1(x))_{2,1} dx.
\]

This gives formulas (3.8) and (3.9) in the statement of the theorem. The fact that the function \( u(x) \) defined by (3.9) has the asymptotics (3.10) follows from (8.8) and from Propositions 8.1–8.2. □

**Proof of Corollary 3.5.** First, notice that

\[
\left( \int_{a}^{+\infty} (x-a)u_0(x) dx \right)^2 \leq \int_{a}^{+\infty} (x-a)u_0(x) \frac{(\log x)^2}{x} dx \int_{a}^{+\infty} (y-a)u_0(y) \frac{y}{(\log y)^2} dy \]

\[
\leq \int_{a}^{+\infty} (x-a)u_0(x) \frac{(\log x)^2}{x} dx \int_{a}^{+\infty} u_0(y)y^2 dy \leq C \int_{a}^{+\infty} (x-a)u_0(x) \frac{(\log x)^2}{x} dx
\]

for some \( C > 0 \), where we used the Cauchy–Bunyakovsky–Schwarz inequality and the straightforward estimates.

Expanding the exponential in (3.8) in a series up to the second order terms and plugging in the asymptotics (3.11) then yield (3.12). The formula (3.13) follows from (3.12) if one notices that

\[
(u_0(a))^{-1} \int_{a}^{+\infty} (x-a)u_0(x) dx = (u_0(a))^{-1} \int_{0}^{+\infty} x u_0(x+a) dx
\]

\[
= \int_{0}^{+\infty} \frac{a \Gamma(1 + \frac{x}{a})}{\Gamma(\frac{x+1}{a})} \exp \left( -\frac{1}{2\alpha} \left( (x+a)^2 - a^2 + (\log \frac{x+a}{\alpha})^2 - \left( \log \frac{a}{\alpha} \right)^2 \right) \right) dx
\]

\[
\leq C \int_{0}^{+\infty} \Gamma(1 + \frac{x}{\alpha}) e^{-\frac{x^2}{2\alpha}} dx < +\infty.
\]

□
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