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Abstract

In order to identify the infected individuals of a population, their samples are divided in equally sized groups called pools and a single laboratory test is applied to each pool. Individuals whose samples belong to pools that test negative are declared healthy, while each pool that tests positive is divided into smaller, equally sized pools which are tested in the next stage. In the \((k + 1)\)-th stage all remaining samples are tested. If \(p < 1 - 3^{-1/3}\), we minimize the expected number of tests per individual as a function of the number \(k + 1\) of stages, and of the pool sizes in the first \(k\) stages. We show that for each \(p \in (0, 1 - 3^{-1/3})\) the optimal choice is one of four possible schemes, which are explicitly described. We conjecture that for each \(p\), the optimal choice is one of the two sequences of pool sizes \(3^k, 3^k - 1, 3^k - 2, \ldots, 3^2, 3\), with a precise description of the range of \(p\)'s where each is optimal. The conjecture is supported by overwhelming numerical evidence for \(p > 2^{-51}\). We also show that the cost of the best among the schemes \((3^k, \ldots, 3)\) is of order \(O(p \log(1/p))\), comparable to the information theoretical lower bound \(p \log_2(1/p) + (1 - p) \log_2(1/(1 - p))\), the entropy of a Bernoulli(p) random variable.

Keywords Dorfman’s retesting, Group testing, Nested pool testing, Adaptive pool testing.

AMS Math Classification Primary 62P10

1 Introduction

The purpose of group testing is to identify the set of infected individuals in a large population in the most efficient way. Dorfman [12] was the first to propose a group testing strategy in 1943. The samples from \(n\) individuals are pooled and tested together. If the test is negative, the \(n\) individuals of the pool are cleared. If the test is positive, each of the \(n\) individuals must be tested separately, and \(n + 1\) tests are required to test \(n\) people. In the present note we study a sequential multi-stage extension of Dorfman’s algorithm, considered by Kotz and Johnson, see [22, 20]. This scheme belongs to the family of adaptive models, in which the course of action chosen at each stage depends on the results of previous stages.
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Model and results  Consider a population size $N$ and a collection of independent random variables $(X_i)_{i=1}^N$ with common Bernoulli distribution with a known parameter $p$. Each variable represents the infection status of an individual in the population, and $p$ is the prevalence. The goal is to reveal the values of a realization of the variables by evaluating a series of suitably chosen functions of groups of the variables (tests), while minimizing the average number of tests per variable. We study the following adaptive scheme. Let $k \in \mathbb{N}$ and consider a sequence of integers $m_1 > \cdots > m_k > 1$, where $m_j$ is a multiple of $m_{j+1}$ for all $j$. In the first stage the variables are pooled into groups (pools) of size $m_1$, and a single test is performed per group. The test has two possible outcomes, positive or negative. A positive result indicates that at least one of the variables in the pool takes the value 1. Variables in pools that test positive are split into sub-pools of size $m_2$, which are tested in the second stage. Continue in this way until the $k$-th stage, when the yet undetermined variables are grouped into pools of size $m_k$. In the $(k+1)$-th stage, evaluate all variables belonging to pools that tested positive in the $k$-th stage. This procedure was previously considered by Kotz and Johnson [20], see also [22]. The scheme is nested because pools in each stage are subsets of the pools in the previous stage. For each infection probability $p$ and strategy $(k, m)$ with $m = (m_1, \ldots, m_k)$, let

$$T_k(m) := \text{total number of tests per initial pool (of size } m_1),$$

$$D_k(m, p) := \frac{1}{m_1} \mathbb{E}T_k(m) = \text{cost of the strategy when the prevalence is } p,$$

where $\mathbb{E}$ denotes mathematical expectation. In Section 2 we describe $T_k(m, p)$ as a function of $(X_1, \ldots, X_{m_1})$, and compute its expectation and variance. Since the variables are iid, the cost associated to every pool in the first stage is the same, and $D_k(m, p)$ computes the cost of the scheme if the population size $N$ is a multiple of $m_1$. If this is not the case, there will be a remainder pool of size less than $m_1$. Variables in this group are individually tested, leading to at most $m_1$ extra tests, which produces an error in the average number of tests per variable that can be bounded by $m_1/N$. Since $m_1$ is independent of $N$, and this is typically large, in the sequel we will disregard this error, assuming that either $N = \infty$ or $N$ is a multiple of $m_1$, see also the Remark after Proposition 2.1.

The optimal strategy associated to $p$ is the choice $(k, m)$ that minimizes $D_k(m, p)$. We solve this optimization problem in Section 3. If $p \geq 1 - 3^{-1/3}$, the best strategy is to test each individual sample. For $0 < p < 1 - 3^{-1/3}$, we prove in Proposition 3.1 that the optimal strategy is $(k, m) = (1, (3))$ or $(1, (4))$, or $k \geq 2$ and $(k, m)$ being one of the following four types

$$k = k_{34}(p), \quad m_{34}(p) := (3^{k-14}, 3^{k-1}, \ldots, 3^2, 3), \quad (1.1)$$

$$k = k_{33}(p), \quad m_{33}(p) := (3^k, 3^{k-1}, \ldots, 3^2, 3), \quad (1.2)$$

$$k = k_{23}(p), \quad m_{23}(p) := (3^{k-2}, 3^{k-2}, \ldots, 3^2, 3 \times 2, 2), \quad (1.3)$$

$$k = k_{24}(p), \quad m_{24}(p) := (4 \times 3^{k-2} \times 2, 3^{k-2}, \ldots, 3 \times 2, 2), \quad (1.4)$$

and give precise formulas for the optimal number $k$ for each of these cases in Proposition 3.2. In words, the size of the $k$-th pool must be 2 or 3, each intermediate pool must have size equal to 3 times the size of the pool in the following stage, and the size of the first pool is 3 or 4 times the size of the second pool. For $1 - 3^{-1/3} > p > 2^{-51}$, the strategies $m_{34}, m_{23}$ were numerically compared with $m_{34}, m_{23}$ using multiple precision computations and careful floating point analysis, and discarded for $p$ in that range. Conjecture 3.1 proposes that the optimal strategy is either $m_{33}$ or $m_{34}$; in this case we identify the minimizing strategy for each $p$.  


In Theorem 5.1 we show that the cost of the optimal strategy associated to \( p \) is at most 
\[ \frac{3}{\log 3} \log \frac{1}{p}, \] 
and, moreover, it differs from the cost of the strategy \( (3^{k_3(p)}, \ldots, 3) \), \( k_3(p) \) chosen as in (1.2), by a fraction of this quantity. As a first conclusion, this proves that the cost of the optimal strategy is of the same order as the information theoretical lower bound [18] and the cost of the best known algorithms [38, 31], although the constants are slightly worse, \( 3/\log 3 \) in contrast to \( 1/\log 2 \). A second upshot of Theorem 5.1 is that the testing scheme that consists in applying the strategy \( (k_3(p), 3^{k_3(p)}, \ldots, 3) \) has optimal, or near optimal cost, within the family of strategies studied in this paper, for all \( p \in (0, 1 - 3^{-1/3}) \).

The optimal nested scheme proposed here requires a deterministic number of stages of order 
\( \log_3 (1/p) \) per initial pool of size \( m_1 \), see Proposition 3.2.

**Background**
Dorfman’s 2-stage strategy was subsequently improved by Sterrett [34] to further reduce the number of tests, and extended to more stages of group testing by Li [23] and Finucan [13]. Sobel and Groll [32] introduced the idea of recursively splitting the initial pool. Building on this idea, the procedure of binary splitting halves the size of a positive testing pool, at each subsequent stage, requiring \( \log_2 (m) \) tests (one per stage) to find one infected individual in an initial pool of size \( m \). Improvements on this method yield procedures that identify all infected samples in the initial pool at a cost of \( p \log (1/p) \) tests per individual, see Hwang [19], Allemann [4] and Aldridge [2]. In these methods the number of stages required to complete the exploration of the initial pool is at least linear in the random number of infected individuals. This might be a concern if each stage is lengthy.

An alternative approach is given by nonadaptive testing, where the composition of the pools is designed in advance, and usually many tests are conducted in parallel. In the situation considered here, where the number of infected samples grows linearly in the size of the population, and the goal is to identify all infected individuals (zero error), the best nonadaptive testing strategy is to simply test each individual. On the other hand, there are intermediate algorithms combining adaptive pooling with a limited number of stages and parallel testing, that perform very well in the limit when \( p \to 0 \), see Mézard and Toninelli [26] and Damaschke and Muhammad [10]. We refer the reader to the recent book by Aldridge, Johnson and Scarlett [3] for a thorough discussion of different group testing techniques.

Our results assume that the infection probability \( p \) is known and common to all individuals, and that each test is conclusive, i.e. there are no false positives/negatives. When this is not the case, Sobel and Groll [32] extend the approach to include the estimation of \( p \), and consider the situation where there are subpopulations characterized by different infection probabilities. References [24, 8, 9] propose to use information on heterogeneous populations to improve Dorfman’s algorithm. An extension of Dorfman’s algorithm in which each group is tested several times to minimize testing errors was presented in [16]. The impact of test sensitivity in both adaptive/nonadaptive testing was analyzed in [21]. We also assume that the infection status of the individuals in the population are independent random variables, and do not vary during the time required to run the testing procedure. A recent work [33] considers the case when the infection spreads during the testing period. Other works consider the situation when samples are correlated due to the presence of communities in the population [1, 15, 28, 27, 7, 14].

This paper was triggered by discussions with a group of biologists from Santa Fe in Argentina who intended to use massive testing as one of the tools to control the Covid-19 pandemic in the country. The possibility of running the current gold standard test, RT-qPCR, in sample pools was
investigated in [37], finding that the identification of individuals infected with SARS-CoV-2 is in fact possible using mixtures of up to 32 individual samples. The use of more sensitive tests [35, 11] would likely improve this limit. In [17], Dorfman’s algorithm is applied with replicates that check for false negatives or positives. In [25], adaptive and non-adaptive methods that use binary splitting are compared numerically. The work in [30] evaluates numerically the performance of two-dimensional array pooling comparing it with Dorfman’s strategy.

Complementary work The authors, in collaboration with Hugo Menzella, have done some complementary work targeting applications. The paper [5] discusses prevalence estimation, group testing under the presence of errors, and technical verification use of sensitive ddPCR Covid tests. The webpage [6] provides an interface to choose the best testing strategy adapted to various possible restrictions such as prevalence, maximum initial pool size, or maximum possible number of stages, and provides information on the expected cost and processing time of different strategies; it is work in collaboration with Francisco Sobral.

Organization The article is organized as follows. In Section 2 we define the nested procedure and compute the expectation and variance of the random number of tests per individual. We find the optimal strategy in Section 3. In Section 4 we study a linearization of the cost. We apply some of the conclusions in Section 5 to show that the strategy $m_{33}$ is optimal or close to optimal for all $p$. We include an appendix with technical computations.

2 Nested strategies

In this section we define multi-stage nested strategies and obtain a formula for the expected number of tests per individual, which we will call the cost of the strategy.

Let $p$ be the probability that an individual is infected. The cost of Dorfman’s [12] 2-stage strategy, with groups of $m$ individuals in the first stage and individual testing in the second stage, is given by

$$\frac{1}{m} (1 + m(1 - (1 - p)^m)). \tag{2.1}$$

The term 1 in the parenthesis is the number of tests in the first stage: one per pool. The second term is the expected number of tests in the second stage: 0 times the probability $(1 - p)^m$ that the test of the first stage is negative, plus $m$ (additional tests) times $1 - (1 - p)^m$, the probability that the test in the first stage is positive. Since the cost of testing all individuals is 1, Dorfman’s strategy is worth pursuing only if the cost (2.1) is less than 1, solving for $p$ we get

$$p < \max_{m=2,3,\ldots} (1 - m^{-1/m}) = 1 - 3^{-1/3} \approx 0.3066, \tag{2.2}$$

and in this case $n$ must be greater than or equal to 3. Ungar [36] showed that for $p > (3 - \sqrt{5})/2 = 0.3819\ldots$, individual testing is the best strategy, and recently Papanicolaou [29] provided a strategy that improves individual testing for $p$ below $(3 - \sqrt{5})/2$.

We iterate Dorfman’s strategy using nested pools, that is, pools in each stage are obtained as a partition of the positive-testing pools in the previous stage.
Let \( X = (X_1, \ldots, X_N) \) be a family of independent, identically distributed random variables \( X_i \sim \text{Bernoulli}(p) \), where \( X_i = 1 \) means that the individual \( i \) is infected. For any subset \( A \subset \{1, \ldots, N\} \), the function
\[
\phi_A(X) := \prod_{i \in A} (1 - X_i).
\] (2.3)
is called a test. The test takes the value 1 if \( A \) has no infected individuals. Otherwise it vanishes and in this case we say that the pool \( A \) is infected. The goal is to reveal the values of \( X_i \) for all \( i \) as the result of a family of tests.

As an example, we describe now the computation of the cost for the 3-stage procedure, the general case is summarized in (2.13) and (2.14). Denote by \( m_1, m_2 \geq 1 \) the sizes of the pools in the first and second stages, respectively, where \( m_1 \) is a multiple of \( m_2 \). Let \( A_1 \) be a pool in the first stage, and partition \( A_1 \) into \( m_1 \) \( m_2 \) subsets \( A_{1,1}, \ldots, A_{1, m_1 \ m_2} \) of size \( m_2 \) each in the second stage. Let
\[
Y_1 := \phi_{A_1}(X) \quad \text{and} \quad Y_{1,i} := \phi_{A_{1,i}}(X), \quad 1 \leq i \leq \frac{m_1}{m_2}.
\] (2.4)
The first stage is to evaluate \( Y_1 \). If \( Y_1 = 1 \), then there are no infected individuals in \( A_1 \). If \( Y_1 = 0 \) then go to the second stage and evaluate \( Y_{1,i}, 1 \leq i \leq \frac{m_1}{m_2} \). Finally, in the third stage, apply the test to each individual belonging to an infected pool of the second stage. Denote by \( T_2 \) the total number of tests under this 3-stage scheme. We get
\[
T_2 = 1 + (1 - Y_1) \frac{m_1}{m_2} + (1 - Y_1) m_2 \sum_{i=1}^{\frac{m_1}{m_2}} (1 - Y_{1,i}).
\] (2.5)
The first term 1 is the initial test of \( A_1 \). The second term counts the tests of \( A_{1,i}, i = 1, \ldots, \frac{m_1}{m_2} \). These tests are performed only when \( (1 - Y_1) = 1 \). The third term counts the individual tests: \( m_2 \) for each \( A_{1,i} \) with \( (1 - Y_1)(1 - Y_{1,i}) = 1 \). Since \( Y_1 = 1 \) implies \( Y_{1,i} = 1 \) for all \( i \), we have
\[
(1 - Y_1)(1 - Y_{1,i}) = (1 - Y_{1,i}),
\] (2.6)
which in turn implies
\[
T_2 = 1 + (1 - Y_1) \frac{m_1}{m_2} + m_2 \sum_{i=1}^{\frac{m_1}{m_2}} (1 - Y_{1,i}).
\] (2.7)
It is useful to denote
\[
q := 1 - p.
\] (2.8)
Since \( 1 - Y_1 \) is Bernoulli\((1 - q^{m_1})\) and \( (1 - Y_{1,i} : 1 \leq i \leq \frac{m_1}{m_2}) \) are independent, identically distributed Bernoulli\((1 - q^{m_2})\) random variables, we get that the cost of the strategy \((k, m) = (2, (m_1, m_2))\) is
\[
D_2(m, p) := \frac{1}{m_1} \mathbb{E} T_2 = \frac{1}{m_1} + \frac{1}{m_2} (1 - q^{m_1}) + 1 - q^{m_2},
\] (2.9)
where we used (2.7) and \( \mathbb{E} \) denotes mathematical expectation.
Denote the set of nested strategies with \( k \) pooled stages and the set of nested strategies by
\[
\mathcal{M}_k := \left\{ (k, (m_1, \ldots, m_k)) : m_j > m_{j+1}, m_j \text{ is a multiple of } m_{j+1}, \; j = 1, \ldots, k-1 \right\}
\]
\[
\mathcal{M} := \bigcup_{k \geq 0} \mathcal{M}_k.
\]

Given a nested strategy \((k, \underline{m})\), label the pools by a rooted tree with vertices \( \{1\} \cup \{1, i_2, \ldots, i_j\} : 1 \leq i_j \leq m_{j-1}/m_j, 2 \leq j \leq k \} \) and edges \([(1), (1, i_2)], [(1, i_2), (1, i_2, i_3)], \ldots\) connecting a pool of stage \( j - 1 \) with all its sub-pools of stage \( j \), see Fig. 1. With this notation we have
\[
\bigcup_{i_j = 1}^{m_{j-1}/m_j} A_{1,i_2,\ldots,i_j} = A_{1,i_2,\ldots,i_{j-1}}, \quad j = 2, \ldots, k.
\]

Figure 1: Labeled pools for the strategy \( k = 3 \) and \( \underline{m} = (27, 9, 3) \).

The following proposition was obtained in [22], see also [20]. We include the proof for completeness.

**Proposition 2.1.** Denote by \( T_k \) the number of tests needed to evaluate all individuals in \( A_1 \) with the strategy \((k, \underline{m})\). Then,
\[
T_k = 1 + \frac{m_1}{m_2} (1 - Y_1) + \frac{m_2}{m_3} \sum_{i_2=1}^{m_1} (1 - Y_{1,i_2}) + \frac{m_3}{m_4} \sum_{i_2=1}^{m_1} \sum_{i_3=1}^{m_2} (1 - Y_{1,i_2,i_3})
+ \cdots + m_k \sum_{i_2=1}^{m_1} \sum_{i_3=1}^{m_2} \cdots \sum_{i_k=1}^{m_{k-1}} (1 - Y_{1,i_2,\ldots,i_k}).
\]

Furthermore, the cost of the strategy \((k, \underline{m})\) is
\[
D_k(\underline{m}, p) = \frac{1}{m_1} \mathbb{E} T_k = \frac{1}{m_1} + 1 - q^{m_k} + \sum_{j=2}^{k} \frac{1}{m_j} (1 - q^{m_{j-1}}).
\]

**Proof.** For any choice of \( i_2, \ldots, i_j \), with \( 1 \leq i_\ell \leq m_{\ell-1}/m_\ell, \quad 2 \leq \ell \leq j \), we have
\[
1_{(\text{the pool } A_{1,i_2,\ldots,i_j} \text{ tests positive})} = (1 - Y_1) (1 - Y_{1,i_2}) \cdots (1 - Y_{1,i_2,\ldots,i_j}) = 1 - Y_{1,i_2,\ldots,i_j},
\]
where the second identity follows by an argument similar to the one applied in (2.6). Once the pool \( A_{1,i_2,\ldots,i_j} \) is tested and it tests positive, its \( \frac{m_{i_j}}{m_{i_j+1}} \) sub-pools must be evaluated. These evaluations are accounted for by the term
\[
\frac{m_j}{m_{j+1}} (1 - Y_{1,i_2,\ldots,i_j}).
\]
The sums in (2.13) collect the contribution of all pools that tested positive to the final number of tests.

Since \((1 - Y_{i_1,i_2,...,i_j})\) are i.i.d. Bernoulli \((1 - q^{m_j})\), (2.14) follows from (2.13).

Remark Strictly speaking \(N\) should be a multiple of \(m_1\) but in practical terms this requirement is almost irrelevant. Suppose, for example, that the population \(N\) is \(10^6\) and the prevalence \(p\) is 0.001. In this case, the optimization procedure yields \(m_1 = 729\) with a unitary cost equal to 0.018. Therefore, \(N\) is not a multiple of \(m_1\). The greatest multiple of 729 that is smaller than \(N\) is \(N_{\text{max}} = 999459\). So, the application of our strategy to the set of \(N_{\text{max}}\) individuals has a cost equal to 0.018 \(\times\) 999459 \(\approx\) 17990. However, in this way 541 individuals would remain untested. The solution to this inconvenient is to include these 541 individuals in an additional pool of 729 individuals, of which 541 are real ones and the remaining 188 are “slack” individuals. Thus, the total cost will be increased from 0.018 \(\times\) 999459 to 0.018 \(\times\) 1000188 \(\approx\) 18003, which represents a negligible increase with respect to 17990.

Remark Denote \(T^{\ell}_k\) the number of tests performed in the \(\ell\)-th stage. By the argument of Proposition 2.1,

\[
T^{\ell}_k = \frac{m_{\ell-1}}{m_\ell} \sum_{i_2,\ldots,i_{\ell-1}} (1 - Y_{i_1,i_2,...,i_{\ell-1}}),
\]

and its expectation does not depend on \(k\):

\[
\mathbb{E}T^{\ell}_k = \frac{m_1}{m_\ell} (1 - q^{m_{\ell-1}}).
\]

Variance The variance of the number of tests to be performed is useful to understand how much variability in the cost can be expected when the pooling procedure is carried out. This issue has practical importance for planning. The variance of \(T_k\) can be explicitly computed. We write down here the case \(k = 2\); the proof is given in the Appendix A.1,

\[
\text{Var}(T_2) = \frac{m_1^2}{m_2^2} q^{m_1}(1 - q^{m_1}) + m_2 m_1 q^{m_2}(1 - q^{m_2}) + 2 \frac{m_1^2}{m_2} q^{m_1}(1 - q^{m_2}).
\]

An important case is when the ratio between consecutive pool sizes is constant and given by the last pool size. Assuming \(\frac{m_j}{m_{j+1}} = \mu = m_k, j \leq 1 \leq k\), so that \(m_j = \mu^{k-j+1}\), the variance is given by

\[
\text{Var}(T_k) = \mu^2 \left\{ \sum_{i=1}^k \mu^{i-1} (1 - q^{m_i}) \left[ q^{m_i} + 2 \sum_{j=1}^{i-1} q^{m_j} \right] \right\} \quad (2.18)
\]

\[
= \mu^2 \left\{ \sum_{i=1}^k \mu^{i-1} (1 - q^{\mu^{k-i+1}}) \left[ q^{\mu^{k-i+1}} + 2 \sum_{j=1}^{i-1} q^{\mu^{k-j+1}} \right] \right\}. \quad (2.19)
\]

We prove (2.18) and (2.19) in Appendix A.1. Computations are similar for the general case, without assumptions on the sequence of pool sizes.
3 Optimization

Recall that $\mathcal{M}$ is the set of nested strategies defined in (2.11), and let

$$D^{\text{opt}}(p) := \inf_{(k, m) \in \mathcal{M}} D_k(m, p).$$  \hfill (3.1)

We will say that $(k, m)$ is optimal for $p$ if it is a minimizer of (3.1).

Denote

\begin{align*}
(1, m_{33}) & := (1, (3)); & (k, m_{33}) & := (k, (3^k, \ldots, 3)), \ k \geq 2 \quad (3.2) \\
(1, m_{34}) & := (1, (4)); & (k, m_{34}) & := (k, (4 \times 3^{k-1}, 3^{k-1}, \ldots, 3)), \ k \geq 2 \quad (3.3) \\
(1, m_{23}) & := (1, m_{33}); & (k, m_{23}) & := (k, (3^{k-2}, 3^{k-1}, \ldots, 3^1, 2)), \ k \geq 2 \quad (3.4) \\
(1, m_{24}) & := (1, m_{34}); & (k, m_{24}) & := (k, (4 \times 3^{k-2}, 3^{k-2}, \ldots, 3^1, 2)), \ k \geq 2. \quad (3.5)
\end{align*}

Our next result narrows down the form of the optimal strategy for each $p$ in $[0, 1]$.

**Theorem 3.1 (Optimal strategies).** If $p \geq 1 - 3^{-1/3}$ the optimal strategy is to test all individuals (no pooling). If $p \leq 1 - 3^{-1/3}$, then there is a $k = k(p) \geq 1$ and a strategy $(k, m)$ optimal for $p$ satisfying

$$(k, m) \in \{(k, m_{33}), (k, m_{24}), (k, m_{33}), (k, m_{34})\}. \quad (3.6)$$

The proof of this theorem follows from a series of lemmas and Proposition 3.1.

Given a nested strategy $(k, m)$, define $m_{k+1} := 1$ and re-write the cost $D_k(m, p)$ given in (2.14) as

$$D_k(m, p) = 1 + \sum_{i=1}^{k} \left( \frac{1}{m_i} - \frac{q^{m_i}}{m_{i+1}} \right).$$  \hfill (3.7)

We define the sequence of multipliers associated to the strategy $(k, m)$ as the vector $\pi = (\pi_1, \ldots, \pi_k) \in \mathbb{N}^k$ given by the ratios of the pool sizes,

$$\pi_j := \frac{m_{k-j+1}}{m_{k-j+2}}, \quad 1 \leq j \leq k,$$

and define $\pi_0 = 1$. We thus have $m = (m_1, \ldots, m_k) = (\pi_k \cdots \pi_1, \ldots, \pi_2 \pi_1, \pi_1)$. In the sequel we will use both $m$ or $\pi$, according to convenience.

**Lemma 3.1.** Let $k \geq 1$ and assume $(k, m)$ is optimal for $p$. Then, for all $i \in \{1, \ldots, k\}$, we have

$$\frac{1}{m_i} - \frac{q^{m_i}}{m_{i+1}} \leq 0.$$

**Proof.** Suppose that the thesis is not true. Therefore, there exists $j \in \{1, \ldots, k\}$ such that

$$\frac{1}{m_j} - \frac{q^{m_j}}{m_{j+1}} > 0.$$  \hfill (3.9)
Obviously, \( j \) must be smaller than \( k \), otherwise the cost of \((m_1, \ldots, m_{k-1})\) would be smaller than the cost of \((m_1, \ldots, m_k)\). Therefore,

\[
D_k(m, p) = 1 + \sum_{i=1}^{j-1} \left( \frac{1}{m_i} - \frac{q_i^{m_i}}{m_{i+1}} \right) + \left( \frac{1}{m_j} - \frac{q_i^{m_j}}{m_{j+1}} \right) + \sum_{i=j+1}^k \left( \frac{1}{m_i} - \frac{q_i^{m_i}}{m_{i+1}} \right)
\]

\[
> 1 + \sum_{i=1}^{j-1} \left( \frac{1}{m_i} - \frac{q_i^{m_i}}{m_{i+1}} \right) + \frac{k}{m_j} - \frac{q_i^{m_j-1}}{m_{j+1}} + \sum_{i=j+1}^k \left( \frac{1}{m_i} - \frac{q_i^{m_i}}{m_{i+1}} \right)
\]

(3.10)

because \( m_j > m_{j+1} \). The right hand side of the above inequality is the cost of the sequence \((m_1, \ldots, m_{j-1}, m_{j+1}, \ldots, m_k)\). This proves that \((m_1, \ldots, m_k)\) cannot be the optimal strategy.

\[\square\]

**Lemma 3.2** (Maximal infection probability for pooling). Let \( k \geq 1 \) and assume \((k, m)\) is optimal for \( p \). Then,

\[ q \geq 3^{-1/3} \approx 0.693. \]  

(3.11)

**Proof.** By Lemma 3.1, with \( m_{k+1} = 1, \frac{1}{m_k} - q_i^{m_k} \leq 0 \). This means that \( \min_{n \in \mathbb{N}} \left( \frac{1}{n} - q^n \right) \leq 0 \). Write \( r = 1/q \). Then, \( 1/n - q^n < 0 \) if \( 1/n < q^n \) if \( n > (1/q)^n \) if \( n > (1/q)^n \) if \( r^n - n < 0 \). But \((3^{1/3})^3 - 3 = 0 \) and \((r^3 - 3)^3 > 0 \) for all \( r > 0 \), then \( r^3 - 3 < 0 \) for all \( r < 3^{1/3} \) and \( r^3 - 3 > 0 \) for all \( r > 3^{1/3} \). Now, \( r^n - n > 3^{n/3} - n \) for all \( r > 3^{1/3} \), therefore, it is enough to prove that \( 3^{n/3} - n > 0 \) for all \( n \neq 3 \). This fact can be verified by direct calculation for \( n \leq 4 \). For \( n > 4 \) it can be verified, taking derivatives, that the function \( 3^{n/3} - n \) is increasing. Therefore the required inequality is verified for all \( n \neq 3 \) as we wanted to prove.

\[\square\]

**Lemma 3.3** (Bounds for \( m_1 \) and \( m_2 \)). Let \( k \geq 1 \) and \((k, m)\) be a nested strategy. Then,

\[ D_k(m, p) \leq (\leq) D_{k-1}((m_2, \ldots, m_k), p) \quad \text{if and only if} \quad m_2 | \log(q) | \leq (\leq) \frac{\log(\pi_k)}{\pi_k}, \]  

(3.12)

and any of the statements in (3.12) implies

\[ m_2 | \log(q) | \leq (\leq) \log(3)/3 \approx 0.366. \]  

(3.13)

In particular, if \( D_{k+1}((m_0, m_1, \ldots, m_k), p) \geq D_k(m, p) \) for every multiple \( m_0 \) of \( m_1 \), then

\[ \frac{\log(3)}{3 | \log(q) |} \leq m_1. \]  

(3.14)

**Proof.** Recalling \( \pi_k = m_1/m_2 \) we have \( \pi_k \geq 2 \) and by (3.7),

\[ D_k(m_1, \ldots, m_k, p) - D_{k-1}(m_2, \ldots, m_k, p) = \frac{1}{m_1} - \frac{q_i^{m_1}}{m_2} = \frac{1}{\pi_k m_2} - \frac{q_i^{m_1}}{m_2}. \]  

(3.15)

To get the equivalences in (3.12) note that

\[ \frac{1}{\pi_k m_2} - q_i^{m_1} m_2 < 0 (> 0) \]
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if and only if
\[
m_2 |\log(q)| - \frac{\log(\pi_k)}{\pi_k} < 0 \quad (> 0).
\] (3.16)

This result is obtained by algebraic manipulation using that \(\log(q) < 0\). Since the maximum of \(\log(z)/z\) for \(z \in \{2, 3, \ldots\}\) occurs at \(z = 3\), the second inequality in (3.12) implies (3.13). On the other hand, if \((k, m)\) cannot be expanded (i.e., another stage cannot be added) to reduce the cost (3.7), we have that (3.13) fails for \((k + 1, (m_0, \ldots, m_k))\), implying \(m_1 |\log(q)| \geq \log(3)/3\), which is (3.14).

Lemma 3.4 (Last multiplier is 3 or 4). Let \(k \geq 1\) and assume that \((k, m)\) is optimal for \(p\). Then
\[\pi_k = 3 \text{ or } \pi_k = 4.\] (3.17)

Moreover,
\[q^{m_1} \geq 3^{-4/3} \approx 0.231 \iff m_1 \leq \frac{\log(3)}{|\log(q)|}.\] (3.18)

Proof. The cost associated to \((k, (m_1, m_2, \ldots, m_k))\) is the cost associated to \((k - 1, (m_2, \ldots, m_k))\) plus \(V(m_1)\), where
\[V(m_1) = \frac{1}{m_1} - \frac{q^{m_1}}{m_2} = \frac{1}{\pi_km_2} - \frac{q^{\pi_km_2}}{m_2} = \frac{1}{m_2} \left( \frac{1}{\pi_k} - q^{\pi_km_2} \right).\]

As \(m\) is a minimizing sequence of (3.7), \(V(m_1) \leq 0\) and \(\pi_k\) is given by
\[\pi_k = \arg\min \left\{ \frac{1}{x} - q^{xm_2} : x = 2, 3, \ldots \text{ and } \frac{1}{x} - q^{xm_2} \leq 0 \right\}.\] (3.19)

Let us write \(q^{xm_2} = e^{m_2|\log(q)|} = e^{-m_2|\log(q)|} = a = m_2 |\log(q)|\). With this notation, finding \(\pi_k\) that satisfies (3.19) reduces to
\[
\text{Minimize } h_a(x) = \frac{1}{x} - e^{-ax} \quad \text{for } x = 2, 3, \ldots \quad \text{and } \frac{1}{x} - e^{-ax} \leq 0.
\] (3.20)

By elementary calculus, this optimization problem, when solved over the real numbers, reduces to finding \(x \geq 0\) such that \(e^{ax} = ax^2\) and \(e^{ax} \geq x\). The solution to (3.20) is found by comparing the values of \(\frac{1}{x} - e^{-ax}\) at the integers that are closest to this real solution.

Let \(a_1 \approx 0.067836\) and \(a_2 \approx 0.1323239\) be the values of \(a \in (0, 1/e)\) such that \(h_a(5) = h_a(4)\) and \(h_a(4) = h_a(3)\), respectively. We find that

1. the problem (3.20) has no solution if \(a \geq 1/e\). This corresponds to the case when, in fact, the sequence \((m_2, \ldots, m_k)\) cannot be further expanded.

2. \(x = 2\) is never a solution of (3.20).

3. If \(a \in (a_2, 1/e)\) the unique solution of (3.20) is \(x = 3\).

4. If \(a \in [a_1, a_2]\) the unique solution of (3.20) is \(x = 4\).

5. If \(a = a_2\) both \(x = 3\) and \(x = 4\) are solutions of (3.20), with the same cost.
6. If $a < a_1$ the product $ax \leq 0.3031 = a_1 \tilde{x}$, where $\tilde{x}$ is the solution of (3.20) for $a = a_1$. The inequality follows from observing that the solution to $e^z = z^2/a$ is increasing in $a$.

Now $m_1|\log(q)| = ax$ and Lemma 3.3 imply $ax \geq \log(3)/3 > 0.3031$, ruling out item (6) above. This finishes the proof.

**Lemma 3.5** (Last two multipliers cannot be 4 and 4). Let $k \geq 2$, assume that $(k, m)$ is optimal for $p$ and that $\pi_k = 4$. Then $\pi_{k-1} \neq 4$.

*Proof.* Since $\pi_k = 4$, the analysis of the function $\frac{1}{x} - e^{-ax}$ provided in the proof of Lemma 3.4 implies that

$$a = m_2|\log(q)| \text{ satisfies } a \in [a_2, a_1] \approx [0.0678, 0.1323].$$ (3.21)

Since $(k, m)$ is optimal, (3.13) in Lemma 3.3 implies that $m_1|\log(q)| > 0.366$. Thus, as $m_1 = 4m_2$, it turns out that $m_2|\log(q)| > 0.366/4 = \log(3)/12 = 0.0915$. Therefore, by (3.21),

$$m_2|\log(q)| \in [0.0915, a_1].$$ (3.22)

Recall that we follow the convention that $m_{k-1} = 1$, so that $m_3$ is well defined for $k \geq 2$. By the argument leading to (3.22), if $\pi_{k-1} = 4$, $4m_3|\log(q)| \in [0.0915, a_1]$. After some elementary manipulation this implies that

$$q^{m_3} \in [0.9656, 0.9775].$$ (3.23)

We will show that, in all the situations in which (3.23) holds,

$$D_{k+1}(27m_3, 9m_3, 3m_3, m_3, \ldots, m_k) < D_k(16m_3, 4m_3, m_3, \ldots, m_k).$$ (3.24)

By (3.7), (3.24) holds if and only if

$$\left(\frac{1}{3m_3} + \frac{1}{9m_3} + \frac{1}{27m_3}\right) - \left(q^{3m_3} + q^{9m_3} + q^{27m_3}\right) < \left(\frac{1}{4m_3} + \frac{1}{16m_3}\right) - \left(q^{4m_3} + q^{16m_3}\right).$$

This is equivalent to

$$\left(\frac{1}{3} + \frac{1}{9} + \frac{1}{27}\right) - \left(q^{3m_3} + \frac{q^{9m_3}}{3} + \frac{q^{27m_3}}{9}\right) < \left(\frac{1}{4} + \frac{1}{16}\right) - \left(q^{4m_3} + \frac{q^{16m_3}}{4}\right).$$

Defining $x = q^{m_3}$ this is equivalent to

$$\left(\frac{1}{3} + \frac{1}{9} + \frac{1}{27}\right) - \left(x^3 + \frac{x^9}{3} + \frac{x^{27}}{9}\right) < \left(\frac{1}{4} + \frac{1}{16}\right) - \left(x^4 + \frac{x^{16}}{4}\right).$$

This inequality holds for $x \in [0, 1]$ if and only if $x \in (0.9407831, 1)$. In particular, it holds for all $x \in [0.9656, 0.9775]$. By (3.23) and (3.24), this implies that the $m = (m_1, \ldots, m_k)$ is not optimal, a contradiction that follows from the assumption that $\pi_k = \pi_{k-1} = 4$. 

In the following Lemma we prove that the sequence of multipliers associated to an optimal strategy is non-decreasing.
Lemma 3.6 (Multipliers are non decreasing). Let \( k \geq 2 \) and assume \((k, m)\) is optimal for \( p \). Then

\[
\pi_1 \leq \cdots \leq \pi_k.
\]

Proof. Let us first show that under the conditions of the theorem \( \pi_{k-1} \leq \pi_k \).

Define \( \hat{\pi} = \pi_{k-1} \land \pi_k \) and \( \tilde{\pi} = \pi_{k-1} \lor \pi_k \), where \( \land a \land b := \min\{a, b\} \) and \( \lor a \lor b := \max\{a, b\} \). Notice that by Lemma 3.4, \( \hat{\pi} \leq 4 \), hence \( \hat{\pi} \in \{2, 3, 4\} \). Suppose that \( \hat{\pi} < \tilde{\pi} \), as otherwise \( \hat{\pi} = \tilde{\pi} \) and \( \pi_{k-1} = \pi_k \).

We wish to compare \( D_k^{\text{nat}} \), the cost associated with the sequence of multipliers \((\pi_1, \ldots, \pi, \tilde{\pi})\) (last two multipliers in increasing order) with \( D_k^{\text{inv}} \), the cost associated with the sequence \((\pi_1, \ldots, \tilde{\pi}, \pi)\) (last two multipliers in decreasing order).

From (3.7), we have

\[
D_k^{\text{inv}} - D_k^{\text{nat}} = \frac{1}{\tilde{\pi}m_3} - \frac{q_{m_3}m_3}{q_{m_3}m_3 \pi} - \frac{1}{\tilde{\pi}m_3} + \frac{q_{m_3}m_3}{q_{m_3}m_3 \pi} + \frac{q_{m_3}m_3}{m_3 \pi}.
\]  

(3.25)

This expression is positive if and only if \((\tilde{\pi} - \pi)(q_{m_3} - 1) + \tilde{\pi}(q_{m_3} - q_{m_3}^{1/\pi})\) is positive.

Let us call \( z = q_{m_3} \). We are interested in the sign of the expression \((\tilde{\pi} - \pi)(z-1) + \tilde{\pi}(z^{1/\pi} - z^{1/\pi})\) when \( 1 \geq z > 3^{-4/3} \approx 0.231 \) and \( \pi = 2, 3 \) or 4.

If \( \pi = 2 \) then, by Lemma 3.4, \( \pi_{k-1} = 2 \) and \( \pi_k = \tilde{\pi} \). We will nonetheless compare \( D_k^{\text{nat}} \) and \( D_k^{\text{inv}} \) as the argument will be necessary for the study of the multipliers \( \pi_j, j < k \). In this case we need to minimize \((\tilde{\pi} - 2)(z-1) + 2\tilde{\pi}(z^{1/\pi} - z^{1/\pi})\) subject to \( z \in [0.231, 1] \) and \( \tilde{\pi} \geq 3 \).

If \( \pi = 3 \), we have that \( \tilde{\pi} \geq 4 \). Therefore, the problem in two variables is: Minimize \((\tilde{\pi} - 3)(z-1) + 3\tilde{\pi}(z^{1/\pi} - z^{1/\pi})\) subject to \( z \in [0.231, 1] \) and \( \tilde{\pi} \geq 3 \).

Finally, if \( \pi = 4 \), the relevant optimization problem in two variables is: Minimize \((\tilde{\pi} - 4)(z-1) + 4\tilde{\pi}(z^{1/\pi} - z^{1/\pi})\) subject to \( z \in [0.231, 1] \) and \( \tilde{\pi} \geq 5 \).

For \( z \in [0.231, 1] \) and values of \( \tilde{\pi} \) in the range considered in each of the problems, the minimum is achieved at \( z = 1 \), and at this value the objective function vanishes. This proves that the expression in (3.25) is non-negative, and hence \( \pi_{k-1} \leq \pi_k \).

The argument proceeds by induction. Suppose now that \( \pi_j < \pi_{j+1} < \cdots < \pi_k \). Then \( \pi_j \in \{2, 3, 4\} \) and \( q_{m_k-j-1}^{m_k-j} \geq q_{m_k-j}^{m_k-j} \geq 3^{-4/3} \). Let \( \pi_j = \pi_{j-1} \land \pi_j \) and \( \tilde{\pi}_j = \pi_{j-1} \lor \pi_j \). We may assume that \( \pi_j \neq \tilde{\pi}_j \), otherwise there is nothing to prove. We wish to compare the following expressions

\[
D_k^{\text{nat}}(j) := D_k((m_1, \ldots, m_{k-j}, \pi_j \tilde{\pi}_j m_{k-j+3}, \pi_j m_{k-j+3}, m_{k-j+3}, \ldots, m_k), p),
\]

\[
D_k^{\text{inv}}(j) := D_k((m_1, \ldots, m_{k-j}, \tilde{\pi}_j m_{k-j+3}, \pi_j m_{k-j+3}, m_{k-j+3}, \ldots, m_k), p).
\]

A simple computation shows that \( D_k^{\text{inv}}(j) - D_k^{\text{nat}}(j) \) has the same sign as

\[
(\tilde{\pi}_j - \pi_j)(z-1) + \pi_j \tilde{\pi}_j(z^{1/\pi_j} - z^{1/\pi_j}),
\]

(3.26)

with \( z := q_{m_k-j-1}^{m_k-j} \in [3^{-4/3}, 1] \) and \( \pi_j \in \{2, 3, 4\} \). The previous computations show that in the given range for \( z \) and \( \pi_j \) (3.26) is nonnegative, \( D_k^{\text{inv}}(j) - D_k^{\text{nat}}(j) \geq 0 \), and therefore \( \pi_{j-1} = \pi_j \), \( \pi_j = \tilde{\pi}_j \).

Lemma 3.7 (Successive multipliers cannot be \((2, 2)\)). Let \( k \geq 2 \) and assume \((k, m)\) is optimal for \( p \). Then, for all \( j = 1, \ldots, k-1 \), \((\pi_j, \pi_{j+1}) \neq (2, 2) \).
Proof. Suppose there is \(1 \leq j \leq k-1\) such that \((\pi_j, \pi_{j+1}) = (2, 2)\). Then \(m = (m_1, \ldots, m_k) = (m_1, \ldots, m_{k-j-1}, 4m_{k-j+2}, m_{k-j+2}, \ldots, m_k)\). Consider the nested sequence obtained by removing the \((k-j+1)\)-th stage, \(m^j = (m_1, \ldots, m_{k-j-1}, 4m_{k-j+2}, m_{k-j+2}, \ldots, m_k)\). Then

\[
D_k(m, p) - D_{k-1}(m^j, p) = \frac{1}{2m_{k-j+2}} - \frac{q^{2m_{k-j+2}}}{m_{k-j+2}} - \frac{q^{4m_{k-j+2}}}{2m_{k-j+2}} + \frac{q^{4m_{k-j+2}}}{m_{k-j+2}}
\]

This expression has the same sign as

\[
\frac{1}{2} - \frac{q^{2m_{k-j+2}}}{2} + \frac{q^{4m_{k-j+2}}}{2}.
\]

Writing \(x = q^{2m_{k-j+2}}\), we see that we only need to study the sign of \(\frac{1}{2} - x + x^2\), \(x \in [0, 1]\). Since this function is positive over this interval, we conclude that replacing the strategy \((k, m)\) by \((k-1, m^j)\) reduces the cost, a contradiction to the optimality of \((k, m)\). \(\square\)

Lemma 3.8 (Only the first multiplier could be 2). Let \(k \geq 2\) and \((k, m)\) be optimal for \(p\). Then \(\pi_j \neq 2\) for all \(j > 1\).

Proof. Suppose that \(j > 1\) and \(\pi_j = 2\). By Lemma 3.6, \(\pi_1 = \ldots = \pi_{j-1} = 2\). But by Lemma 3.7 this is impossible. Therefore, the existence of \(j > 1\) with \(\pi_j = 2\) leads to a contradiction. \(\square\)

Lemma 3.9 (All but the first and last multipliers must be 3). Let \(k \geq 3\) and \((k, m)\) be optimal for \(p\). Then, \(\pi_j = 3\) for all \(j = 2, \ldots, k-1\).

Proof. By Lemma 3.4, \(\pi_k = 3\) or 4. Then by Lemma 3.6, \(\pi_{k-1} \leq 4\), and Lemma 3.5 implies \(\pi_{k-1} \leq 3\). By Lemma 3.8, \(\pi_{k-1} \neq 2\). Then, \(\pi_{k-1} = 3\), and by Lemma 3.6, \(\pi_j \leq 3\) for all \(j = 1, \ldots, k-2\). Therefore, by Lemma 3.8, \(\pi_j = 3\) for \(j = 2, \ldots, k-2\). This completes the proof. \(\square\)

The following result summarizes the information on the optimal strategy collected so far, and together with Lemma 3.2, they complete the proof of Theorem 3.1.

Proposition 3.1 (The four possible optimal strategies). Let \((k, m)\) be optimal for \(p\). If \(k = 1\), then \(m = \pi = (3)\) or \(m = \pi = (4)\). Otherwise,

\[
\pi = (2 \text{ or } 3, 3, \ldots, 3, 3 \text{ or } 4).
\]

(3.27)

Proof. Follows from Lemmas 3.4–3.9. \(\square\)

Building upon the previous proposition, the following result establishes the number \(k\) of pooled stages associated to an optimal strategy, which is expressed in terms of the probability \(p\) and the particular form of the strategy.

Proposition 3.2 (Optimal length \(k\)). Let \(p \leq \rho_0\) and \((k, m)\) be a strategy such that

\[
D_k(m, p) \leq D_{k-1}((m_2, \ldots, m_k), p) \land D_{k+1}((m_0, \ldots, m_k), p),
\]

(3.28)

for any multiple \(m_0\) of \(m_1\). Then,
1. if \( \bar{\pi} = (2, 3, \ldots, 3) \), then
\[
k = k_{23} := \left\lfloor \frac{\log(\log(3)) - \log(2)}{\log(3)} - \frac{\log(|\log(q)|)}{\log(3)} + 1 \right\rfloor = \left\lfloor \log_3 \left( \frac{1}{|\log_3(q)|} \right) - \log_3(2) + 1 \right\rfloor, \tag{3.29}
\]

2. if \( \bar{\pi} = (2, 3, \ldots, 3, 4) \), then
\[
k = k_{24} \in \left( \log_3 \left( \frac{1}{|\log_3(q)|} \right) - \log_3(8) + 1, \ \log_3 \left( \frac{1}{|\log_3(q)|} \right) - \log_3(8) + 2 + \log_3(\log_3(4)) \right) \cap \mathbb{N}, \tag{3.30}
\]

3. if \( \bar{\pi} = (3, 3, \ldots, 3) \), then
\[
k = k_3 := \left\lfloor \log_3 \left( \frac{1}{|\log_3(q)|} \right) \right\rfloor, \tag{3.31}
\]

4. if \( \bar{\pi} = (3, 3, \ldots, 3, 4) \), then
\[
k = k_{34} \in \left( \log_3 \left( \frac{1}{|\log_3(q)|} \right) - \log_3(4), \ \log_3 \left( \frac{1}{|\log_3(q)|} \right) - \log_3(4) + 1 + \log_3(\log_3(4)) \right) \cap \mathbb{N} \tag{3.32}
\]

Proof. Let us prove (3.29). Lemma 3.3 and the fact that \( m_1 = 3m_2 \) implies (3.33) below, which in turn is equivalent to each line following it up to (3.34)
\[
\log(3) > m_1 |\log(q)| \geq \log(3)/3 \\
\log(3) > 2 \times 3^{k-1} |\log(q)| \geq \log(3)/3 \\
\log(\log(3)) > \log(2) + (k-1) \log(3) + \log(|\log(q)|) \geq \log(\log(3)/3) \\
\log(\log(3)) - \log(2) - \log(|\log(q)|) > (k-1) \log(3) \geq \log(\log(3)/3) - \log(2) - \log(|\log(q)|) \\
\frac{\log(\log(3)) - \log(2)}{\log(3)} - \frac{\log(|\log(q)|)}{\log(3)} + 1 > k \geq \frac{\log(\log(3)) - \log(2)}{\log(3)} - \frac{\log(|\log(q)|)}{\log(3)}, \tag{3.34}
\]

which is (3.29). We may prove (3.30), (3.31), and (3.32) using a similar sequence of arguments. \( \square \)

We will later use the following a priori bounds for \( p \) in terms of the optimal strategy.

Corollary 3.1 (A priori bounds for \( p \)). Let \((k, m)\) be a nested strategy satisfying (3.28). Then,
\[
\text{if } \bar{\pi} = (3, 3, \ldots, 3, 3), \text{ then } 1 - (3^{-1/9})^{1/3^{k-1}} \leq p \leq 1 - (3^{-1/3})^{1/3^{k-1}}; \tag{3.35}
\]
\[
\text{if } \bar{\pi} = (3, 3, \ldots, 3, 4), \text{ then } 1 - (4^{-1/12})^{1/3^{k-1}} \leq p \leq 1 - (3^{-1/4})^{1/3^{k-1}}. \tag{3.36}
\]

Proof. The statements follow from (3.31) and (3.32), respectively. \( \square \)
3.1 Conjectured optimal strategies

We conjecture that there are only two families of optimal strategies.

**Conjecture 3.1** (Conjectured optimal strategy). If \( p \geq 1 - 3^{-1/3} \), then the optimal strategy is to test all individuals (no pooling). If \( p \leq 1 - 3^{-1/3} \), then there is a \( k = k(p) \geq 1 \) and a strategy \((k, m)\) optimal for \( p \) satisfying

\[
(k, m) \in \{(k, m_{33}), (k, m_{34})\}.
\] (3.37)

In Conjecture 3.2 below we rephrase this statement and corroborate that it holds for all \( p > 2^{-51} \).

The transition between the strategies in (3.37) occurs at points \( \lambda_k \) and \( \rho_k \), where \( \rho_0 := 1 - 3^{-1/3} \) is the solution of \( D_1(m_{33}, p) = 1 \), and for \( k \geq 1 \),

\[
\lambda_k := \text{solution } p \text{ in } [0, \rho_{k-1}) \text{ of } D_k(m_{33}, p) = D_k(m_{34}, p); \quad (3.38)
\]

\[
\rho_k := \text{solution } p \text{ in } [0, \lambda_k) \text{ of } D_{k+1}(m_{33}, p) = D_k(m_{34}, p). \quad (3.39)
\]

The solution of each of these equations is unique in the corresponding interval. In Lemma 3.11 we show that for each \( p \leq \rho_0 \):

\[
\min_{j, \ell \geq 1} (D_j(m_{33}, p) \wedge D_k(m_{34}, p)) \text{ is realized by } \begin{cases} (k, m_{33}) & \text{if } \lambda_k \leq p \leq \rho_{k-1}, \\ (k, m_{34}) & \text{if } \rho_k \leq p \leq \lambda_k. \end{cases} \quad (3.40)
\]

where we recall that \( a \wedge b \) denotes \( \min\{a, b\} \). The first transition points and the cost of the conjectured optimal strategy as a function of \( p \) in log-log scale are shown in Fig. 2.
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We have checked that for a large range of values of \( p \) the optimal strategy has \( \pi_1 = 3 \):

**Conjecture 3.2** (Corroborated for \( p > 2^{-51} \)). Let \( p \in (2^{-51}, 1 - 3^{-1/3}) \) and \((k, m)\) be optimal for \( p \). Then, if \( k = 1 \), \( m = \pi = (3) \) or \( m = \pi = (4) \). Otherwise, \( \pi = (3, 3, ..., 3, 3 \text{ or } 4). \)
Corroboration. Given \( q \in [3^{-1/3}, 1] \) we proceed as follows:

1. Find \( k = k_{23}(p) \) using (3.29) and define \( D_{23}(p) \) as the cost of using the strategy defined by \( k = k_{23}(p) \), \( \pi_1 = 2 \) and \( \pi_k = 3 \).

2. If the right-hand side of (3.30) is nonempty, compute \( k_{24}(p) \) as the unique integer that satisfies (3.30) and define \( D_{24}(p) \) as the cost of using the strategy defined by \( k = k_{24}(p) \), \( \pi_1 = 2 \) and \( \pi_k = 4 \). Otherwise, define \( D_{24}(p) = \infty \).

3. Proceed as in the previous steps and use (3.31) and (3.32) to determine, respectively, \( k_3(p) \) and \( k_{34}(p) \), if the latter is well defined. Define \( D_{33}(p) \) and \( D_{34}(p) \), respectively, as the costs of using the strategy defined by \( k = k_3(p) \), \( \pi_1 = 3 \) and \( \pi_k = 3 \), and the one defined by \( k = k_{34}(p) \), \( \pi_1 = 3 \) and \( \pi_k = 4 \), when \( k_{34}(p) \) exists.

4. Define \( \Phi(p) = \min\{D_{33}(p), D_{34}(p)\} - \min\{D_{23}(p), D_{24}(p)\} \).

Given \( p \) in the allowed domain, if \( \Phi(p) < 0 \) the strategies with \( \pi_1 = 3 \) are better than the strategies with \( \pi_1 = 2 \). The property \( \Phi(p) < 0 \) has been corroborated for \( p \geq 2^{-51} \) using multiple precision computations and careful floating point analysis for the smallest values of \( p \). Walter Mascarenhas showed that the computations for \( p = 2^{-51} \) may be processed without rounding errors confirming the conjecture that \( \min\{D_{33}, D_{34}\} < \min\{D_{23}, D_{24}\} \) for this value of \( p \). The result follows from Proposition 3.1.

\(\square\)

Remark 3.1. By Proposition 1 the conjecture reduces to saying that, at an optimal strategy, we have that \( \pi_1 \neq 2 \), which is equivalent to saying that \( \pi_1 = 3 \) or \( \pi_1 = 4 \). As a consequence, the conjecture is that \( \Phi(p) < 0 \) for all \( p \) smaller than \( 1 - 3^{-1/3} \). The “corroboration” for \( p \geq 2^{-51} \) is as follows: For \( p = 2^{-51} \) floating point calculations that lead to the computation of \( \Phi(p) \) can be performed without errors thanks to a careful organization of floating point computations provided by Prof. W. Mascarenhas. In this way, \( \Phi(2^{-51}) < 0 \) is exactly verified. On the other hand, \( \Phi(p) \) decreases with respect to \( p \), so that \( \Phi(p) < 0 \) follows for \( p > 2^{-51} \). Moreover, computations of \( \Phi(p) \) and consequent verification of \( \Phi(p) < 0 \) can be verified using resources of Interval Computations.

Lemma 3.10 (A priori transition points). Let \( k \geq 1 \), \( \lambda_k, \rho_k \) as defined in (3.38)-(3.39) and \( p < \rho_{k-1} \). Then,

\[
\begin{align*}
\text{sign}(D_k(m_{33}, p) - D_k(m_{34}, p)) &= \text{sign}(\lambda_k - p), \\
\text{sign}(D_k(m_{34}, p) - D_{k+1}(m_{33}, p)) &= \text{sign}(\rho_k - p).
\end{align*}
\]

Define the functions \( F, G : (0, 1) \to \mathbb{R} \) by

\[
F(a) := \frac{1}{12} - e^{-3a} + e^{-4a}, \quad G(a) := -\frac{7}{36} - e^{-4a} + \frac{1}{3}e^{-9a} + e^{-3a}.
\]

Let \( \alpha_1 \) be the smallest root of \( F \) and \( \beta \) the only root of \( G \). Then

\[
\lambda_k = 1 - e^{-\alpha_1/3^{k-1}}, \quad \rho_k = 1 - e^{-\beta/3^{k-1}}.
\]

Proof. Denoting \( a := 3^{k-1} \log(1 - p) \) we have

\[
\begin{align*}
D_k(m_{33}, p) - D_k(m_{34}, p) &= \frac{1}{3^{k-1}} F(a); \\
D_k(m_{34}, p) - D_{k+1}(m_{33}, p) &= \frac{1}{3^{k-1}} G(a).
\end{align*}
\]
Elementary computations show that $G$ is continuous, strictly decreasing in $[0, 1]$ and $\beta \approx 0.1164$ is its unique root in $(0, 1)$. Hence, $G(a)$ is positive for $a < \beta$ and negative for $a > \beta$, which in turn implies that (3.42) holds for all $k \geq 1$ with $\rho_k = 1 - e^{-\beta/3^{k-1}}$.

Similarly, $F$ is continuous, has roots at $\alpha_1 \approx 0.1323$ and $\alpha_2 \approx 0.5343$, $F(a)$ is negative for $a$ in $(\alpha_1, \alpha_2)$ and positive for $a < \alpha_1$ and $a > \alpha_2$. If $p < \rho_0 = 1 - 3^{-1/3}$, recalling the definition of $a$, we have that for $k = 1$, $a = |\log(1 - p)| < |\log 3^{-1/3}| \approx 0.3662 < \alpha_2$. This implies $F(a) < 0$ for $a \in (\alpha_1, 0.3662)$, which implies (3.41) for $k = 1$ and $\lambda_1 = 1 - e^{-\alpha_1}$. Now we proceed by induction. Assume (3.41) holds for all $j \leq k - 1$ and take $k \geq 2$ and $p < \rho_{k-1}$. By (3.42), the cost of $(k, m_{33})$ is smaller than the cost of $(k-1, m_{33})$, which is smaller than the cost of $(k-1, m_{34})$, by the inductive hypothesis. This and (3.13) imply $a = 3^{k-1}|\log(1 - p)| \leq (\log 3)/3 \approx 0.3662 < \alpha_2$. Hence, if $\alpha_1 < a < (\log 3)/3$ then $F(a) < 0$, while if $a < \alpha_1$ then $F(a) > 0$, and solving for $p$ we get that (3.41) holds for $k$ with $\lambda_k = 1 - e^{-\alpha_1/3^{k-1}}$.

**Lemma 3.11 (Transition points).** For each $p \leq \rho_0$ we have

$$
\min_{j, \ell \geq 1} \left( D_j(m_{33}, p) \wedge D_\ell(m_{34}, p) \right) = \begin{cases} D_k(m_{33}, p) & \text{if } \lambda_k \leq p \leq \rho_{k-1}, \\ D_k(m_{34}, p) & \text{if } \rho_k \leq p \leq \lambda_k. \end{cases}
$$

(3.47)

This lemma computes the transition points between the optimal conjectured trajectories. For instance $k = 1$ for $p$ between 0.1099 and 0.3066, and the optimal $(k, m)$ is $(1, (4))$ for $0.1099 < p < 0.1239$, while the optimal choice is $(1, (3))$ for $0.1240 \leq p \leq 0.3066$.

**Proof.** Fix $k \geq 1$ and call $a := 3^{k-1}|\log q|$. Let $(k', m')$ realize the minimum in (3.47), then it satisfies (3.28) and by (3.35) and (3.36) we have

$$
(k, m_{33}), \quad a \in (|\log 3^{-1/9}|, |\log 3^{-1/3}|) \approx (0.1221, 0.3662),
$$

(3.48)

$$
(k + 1, m_{33}), \quad a \in \left(\frac{1}{3}(|\log 3^{-1/9}|, |\log 3^{-1/3}|) \approx (0.0406, 0.1221),
$$

(3.49)

$$
(k, m_{34}), \quad a \in (|\log 4^{-1/12}|, |\log 3^{-1/4}|) \approx (0.1155, 0.2746),
$$

(3.50)

$$
(k + 1, m_{34}), \quad a \in \frac{1}{3}(|\log 4^{-1/12}|, |\log 3^{-1/4}|) \approx (0.0385, 0.0915). \quad (3.51)
$$

The intervals (3.48) and (3.49) are disjoint and they determine intervals for $p$ that are decreasing in $k$. Similarly (3.50) and (3.51) are disjoint and they also determine intervals for $p$ that are decreasing in $k$. On the other hand, (3.50) is contained in the union of the closures of (3.48) and (3.49). So we only need to compare $(k, m_{34})$ with $(k, m_{33})$ and $(k + 1, m_{33})$. But this has been done in Lemma 3.10.

**End of Proof.**

### 4 Linearization of the cost function

In this section we study the linearized version of the cost, which is easier to optimize and gives a good approximation to the cost for small $p$. Only in this section, we allow the pool sizes $m_j$ and multipliers $\pi_j$ to take non-negative real values. These results will be applied in the next section to estimate the asymptotic cost of the optimal strategy.

Let us fix $p$ and a stage number $k + 1$. We linearize the expected number of tests per individual $D_k = D_k(m, p)$ obtained in (2.14):

$$
D_k = \frac{1}{m_1} + 1 - e^{m_k \log q} + \sum_{j=2}^{k} \frac{1}{m_j} (1 - e^{m_{j-1} \log q}) = L_k + \text{error}. \quad (4.1)
$$
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where the linear approximation \( L_k = L_k(m, p) \) is given by

\[
L_k := \frac{1}{m_1} + m_k p + p \sum_{j=2}^{k} \frac{m_{j-1}}{m_j},
\]

(4.2)

The linearized cost \( L_k \) coincides with the cost proposed by Finucan [13], who assumed that for suitable \( p \) and \( m_1 \) there is at most one infected individual per pool at all stages; we give some details after Lemma 4.3.

In the next lemma we show that the cost is bounded above by the linearized cost, and provide an estimate for the difference. The result is proved in Appendix A.2.

**Lemma 4.1** (Domination and error bounds). Let \( p \in [0, \frac{1}{2}] \). Let \( m = (m_1, \ldots, m_k) \in \mathbb{R}_+^k \). Then

1. The linearized cost is an upper bound to the cost,
   \[
   D_k(m, p) \leq L_k(m, p).
   \]
   (4.3)

2. If \( \frac{m_{i-1}}{m_i} \leq \ell \) for \( 2 \leq i \leq k + 1 \), with \( m_{k+1} := 1 \), then
   \[
   |D_k(m, p) - L_k(m, p)| \leq \ell m_1 \log^2 q + \ell kp^2.
   \]
   (4.4)

   In particular, when \( \frac{m_j}{m_{j+1}} = \mu > 0 \), \( 1 \leq j \leq k \), equation (4.4) becomes
   \[
   |D_k(m, p) - L_k(m, p)| \leq \mu^{k+1} \log^2 q + \mu kp^2.
   \]
   (4.5)

Define the optimal values for \( L_k \) by

\[
\hat{m}^*(k) = (m^*_1(k), \ldots, m^*_k(k)) := \arg \min_{(m_1, \ldots, m_k) \in \mathbb{R}_+^k} L_k \quad \text{and}
\]

\[
\hat{L}_k := L_k(\hat{m}^*(k), p).
\]

(4.6)

(4.7)

In the next two lemmas we compute the optimal linearized values, see also [13].

**Lemma 4.2** (Optimal pool sizes). Let \( p \in (0, 1) \) and \( k \in \mathbb{N}, k \geq 2 \). Then

\[
m^*_j(k) = p^{-\frac{k-j+1}{k+1}}, \quad 1 \leq j \leq k.
\]

(4.8)

\[
\hat{L}_k = (k + 1) p^{\frac{k}{k+1}}.
\]

(4.9)

**Proof.** For \( k \geq 3 \) we get

\[
\frac{\partial L_k}{\partial m_1} = -\frac{1}{m_1^2} + \frac{p}{m_2},
\]

(4.10)

\[
\frac{\partial L_k}{\partial m_i} = \frac{pm_{i-1}}{m_i^2} + \frac{p}{m_i}, \quad 2 \leq i \leq k - 1,
\]

(4.11)

\[
\frac{\partial L_k}{\partial m_k} = -\frac{pm_{k-1}}{m_k^2} + p.
\]

(4.12)
In order to find critical points we look for values of \( m_j \), \( 1 \leq j \leq k \) where these derivatives vanish. We get

\[
\frac{\partial L_k}{\partial m_k} = 0 \iff m_{k-1} = m_k^2 \quad \text{from (4.12)} \quad (4.13)
\]

\[
\frac{\partial L_k}{\partial m_i} = 0 \iff m_{i-1} = \frac{m_k^2}{m_{i+1}} \quad \text{for } 2 \leq i \leq k - 1, \quad (4.14)
\]

\[
\frac{\partial L_k}{\partial m_1} = 0 \iff m_2 = pm_1^2 \quad (4.15)
\]

Given \( m_k \) we use (4.13) and (4.14) to solve backwards in the index \( i \), and we get

\[
m_{k-1} = m_k^2, \quad m_{k-2} = \frac{m_k^2}{m_k} = m_k^3, \quad m_{k-3} = \frac{m_k^2}{m_{k-1}} = m_k^4,
\]

and, in general, \( m_{k-j} = m_k^{j+1} \), \( 0 \leq j \leq k - 1 \). \( (4.16) \)

We replace the values of \( m_1 \) and \( m_2 \) in (4.15) to obtain the equation

\[
m_k^{k-1} = pm_k^{2k} \iff m_k = p^{-\frac{1}{k+1}},
\]

from where we get (4.8). We show in Appendix A.3 that the Hessian matrix of \( L_k \) evaluated at the critical point \((m_1^k(k), \ldots, m_k^k(k))\) is positive definite, and hence this is a minimum of \( L_k \).

Substituting (4.8) in (4.2) yields

\[
L_k^* = p^k + kp^{\frac{1}{k+1}} = (k+1) p^{\frac{k}{k+1}}.
\]

We now optimize \( L_k^* \) as a function of \( k \). Denote

\[
L^*_k = L^*_k(p) := \min_{k \in \mathbb{R}_+} L^*_k; \quad k^* := \arg \min_{k \in \mathbb{R}_+} L^*_k. \quad (4.18)
\]

In general \( k^* \in \mathbb{R} \setminus \mathbb{N} \). Notice that when \( k \) is not a positive integer it is not possible to define a vector \((m_1, \ldots, m_k)\) where to evaluate \( L_k \).

**Lemma 4.3 (Optimal number of stages).** For any \( p \in (0, 1) \) we have

\[
k^* = \log \frac{1}{p} - 1, \quad L^* = e^{-u} \log(1/p).
\]

Furthermore, if \( p = e^{-u} \) for some integer \( u \geq 2 \), then \( k^* = u - 1 \) and

\[
L^*_k = L_{k^*}(m^*_k, p), \quad \text{where } m^*_k = (e^{u-1}, \ldots, e).
\]

**Proof of Lemma 4.3.** We compute the derivative

\[
\frac{\partial L_k^*}{\partial k} = p^{\frac{k}{k+1}} \left[ 1 + \frac{\log p}{1 + k} \right],
\]

which vanishes at \( k = k^* = \log \frac{1}{p} - 1 \). This is in fact a global minimum of \( L_k^* \), for a given value of \( p \).

We now replace this value in \( L_k^* \) to get

\[
L^*_k = p^{1 \log(1/p)} \log \frac{1}{p} = e \log(1/p).
\]

Under \( p = e^{-u} \) we have \( k^* = u - 1 \), which replaced in (4.8) gives

\[
m_{k^*}^* = e \quad \text{and} \quad m_j^* = e^{k-j+1}.
\]
Remark Finucan [13] proposes to iterate Dorfman’s strategy with non necessarily nested pools, under the assumption that at every stage each pool has at most one infected individual. Call $U :=$ number of infected individuals in a population of size $N$, $U$ has Binomial($N,p$) distribution. The number of individuals to be tested in the $i$-th stage is $Um_{i-1}$, and the total number of tests is

$$\frac{N}{m_1} + \frac{Um_1}{m_2} + \frac{Um_2}{m_3} + \cdots + \frac{Um_{k-1}}{m_k} + Um_k.$$  \hspace{1cm} (4.21)

Dividing by $N$ and taking expectation, Finucan gets the linearized cost $L_k(m,p)$ defined in (4.2) and derives the results of Lemmas 4.2 and 4.3. He also shows that these optimal values maximize the information gain per test in the case that there is at most one infected individual per pool.

However, the hypothesis that there is at most one infected individual per pool is not satisfied for the optimal values (4.8). Indeed, when $m_1 \approx 1/p$, the number of infected individuals per pool is approximately Poisson with expectation 1. In any case, Finucan’s cost provides an upper bound to the true cost of the strategy $(k,m)$, as it in fact computes the number of tests in the worst case scenario, this is proved rigorously in Lemma 4.1. This result can also be derived using an information-based approach since the least informative case is that in which the infected samples are as uniformly distributed as possible which, in the case of interest here, corresponds to having at most one infected individual per pool at all stages.

5 Optimal cost, and comparison with the strategy $(3^k, \ldots, 3)$

In this section we show that the optimal strategy has cost $O(p \log(1/p))$, and compare this cost with that of $(k_3,m_{33})$, where $k_3(p)$ given in (3.31) denotes the optimal number of stages within the family of strategies $(k,m_{33})$ defined in (3.4). We have seen in Theorem 3.1 that these strategies are optimal for a wide range of infection probabilities $p \in (0,1)$.

**Theorem 5.1.** Let $p \in [0,1 - 3^{-1/3}]$, $k_3 = k_3(p)$ as in (3.31). Then

$$D_{k_3}(m_{33},p) \leq \frac{3}{\log 3} p \log(1/p) + 6p,$$ \hspace{1cm} (5.1)

Let $D^{opt}(p)$ be the cost of the optimal strategy, (3.1). Then

$$D^{opt}(p) = O(p \log(1/p)),$$ \hspace{1cm} (5.2)

and furthermore

$$|D_{k_3}(m_{33},p) - D^{opt}(p)| \leq \left( \frac{3}{\log 3} - e \right) p \log(1/p) + 12p + 4p^2 \log(1/p)$$ \hspace{1cm} (5.3)

$$\leq 0.013 p \log(1/p) + 12p + O(p^2 \log(1/p)).$$

**Proof.** Since the cost of a strategy is bounded by its linearized cost (4.3) we have

$$D_{k_3}(m_{33},p) \leq L_{k_3}((3^{k_3}, \ldots, 3),p)$$

$$= \frac{1}{3^{k_3}} + 3pk_3$$ \hspace{1cm} by (4.2) and the constant ratio $\frac{m_{j-1}}{m_j} = 3.$ \hspace{1cm} (5.4)
Now
\[ 3^{k_3} \geq \frac{\log 3}{3} \frac{1}{\log 1/q} \geq \frac{\log 3}{3} \frac{1}{p(1 + p)} \geq \frac{\log 3}{6} \frac{1}{p}, \tag{5.5} \]
and
\[ 3pk_3 \leq 3p \log_3 \left( \frac{1}{\log_3(1/q)} \right) = -\frac{3p}{\log 3} [\log \log(1/q) - \log \log 3] \leq \frac{3}{\log 3} p \log(1/p) + \frac{3 \log \log 3}{\log 3} p. \tag{5.6} \]

Apply bounds (5.5) and (5.6) to (5.4) to obtain
\[ D_{k_3}(m_{33}, p) \leq \frac{3}{\log 3} p \log(1/p) + 6p, \tag{5.7} \]
which is (5.1).

We next derive a lower bound. Let \((k, m) \in \mathcal{M}\) be the optimal strategy for \(p\), so that \(D^{\text{opt}}(p) = D_k(m, p)\). By Lemma 4.1, we have
\[ D_{k_3}(m_{33}, p) \geq D_k(m, p) \geq L_k(m, p) - \ell m_1 \log^2 q - \ell kp^2, \tag{5.8} \]
where
\[ \ell = \max_{2 \leq i \leq k} \frac{m_i - 1}{m_i} \leq 4 \quad \text{(Proposition 3.1)}, \quad k \leq 1 + \log_3 \frac{1}{\log_3(1/q)} \quad \text{(Proposition 3.2)}, \]
and \(m_1 \leq \frac{4}{3} \log_3(1/q)\).

The bound on \(m_1\) follows from \(m_2 \log(q) \leq \frac{\log(3)}{3}\) (Lemma 3.3) and hence \(m_1 \leq 4m_2 < \frac{4}{3} \log_3(1/q)\). Replace these bounds in (5.8) and use that by Lemma 4.3 \(L_k(m, p) \geq e \log(1/p)\), to get
\[ D_{k_3}(m_{33}, p) \geq D^{\text{opt}}(p) \geq e \log(1/p) - \frac{16 \log^2(q)}{3 \log_3(1/q)} - 4p^2 \log \left( \frac{1}{\log_3(1/q)} \right) - 4p^2 \]
\[ \geq e \log(1/p) - \frac{16 \log(3)}{3} p - \frac{4}{\log_3} p^2 \log(1/p) - \left( \frac{4 \log_3}{\log(3)} + 4 \right) p^2 \tag{5.9} \]
Inequalities (5.7) and (5.9) imply that \(D^{\text{opt}}(p) = \mathcal{O}(p \log(1/p))\). Moreover,
\[ e \log(1/p) - 6p - 4p^2 \log(1/p) - 5p^2 15p^2 \leq D^{\text{opt}}(p) \leq D_{k_3}((3^{k_3}, \ldots, 3), p) \leq \frac{3}{\log 3} p \log(1/p) + 6p, \]
and in particular
\[ |D_{k_3}(m_{33}, p) - D^{\text{opt}}(p)| \leq \left( \frac{3}{\log 3} - \ell \right) p \log(1/p) + 12p + 4p^2 \log(1/p) + 5p^2 \]
\[ \leq 0.013 p \log(1/p) + 12p + \mathcal{O}(p^2 \log(1/p)), \]
the bound in (5.3). \qed
A  Appendix

A.1  Computation of the variance

We compute here $\text{Var}(T_k)$. We start with $k+1 = 3$. From (2.5) we get

$$
\text{Var}(T_2) = \frac{m_2^2}{m_2^2} q^{m_1}(1-q^{m_1}) + \frac{m_2^2 m_1}{m_2^2} q^{m_2}(1-q^{m_2}) \quad \text{(A.1)}
$$

$$
+ 2m_2 \sum_{i \neq j} \text{Cov}(1-Y_{1,i}, 1-Y_{1,j}) + 2m_1 \sum_{i=1}^{m_1} \text{Cov}(1-Y_{1}, 1-Y_{1,i}). \quad \text{(A.2)}
$$

The first sum in (A.2) vanishes because $1 - Y_j$ and $1 - Y_k$ are independent if $j \neq k$, while

$$
\text{Cov}(1-Y_{1}, 1-Y_{1,i}) = \mathbb{E}[(1-Y_1)(1-Y_{1,i})] - \mathbb{E}[1-Y_1] \mathbb{E}[1-Y_{1,i}]
$$

$$
= \mathbb{E}[1-Y_{1,i}] - (1-q^{m_1})(1-q^{m_2}) = (1-q^{m_2}) q^{m_1}. \quad \text{(A.3)}
$$

where we used (2.6) in the first identity of (A.3). Replacing in (A.1) we get

$$
\text{Var}(T_2) = \frac{m_2^2}{m_2^2} q^{m_1}(1-q^{m_1}) + \frac{m_2 m_1}{m_2} q^{m_2}(1-q^{m_2}) + 2 \frac{m_1^2}{m_2} q^{m_1}(1-q^{m_2}). \quad \text{(A.4)}
$$

The previous argument can be extended to several stages, as long as each pool size is a multiple of the pool size in the following stage. This is the content of (2.18) and (2.19) which we prove next.

**Proof of (2.18) and (2.19).** From (2.13) we get

$$
\text{Var}(T_k) = \mu^2 \left\{ \text{Var}(1-Y_{1}) + \cdots + \sum_{i_2=1}^{m_2} \sum_{i_3=1}^{m_3} \cdots \sum_{i_k=1}^{m_k} \text{Var}(1-Y_{1,i_2,\ldots,i_k}) \right\} \quad \text{(A.5)}
$$

$$
+ 2\mu^2 \left\{ \sum_{i_2=1}^{m_2} \text{Cov}(1-Y_{1}, 1-Y_{1,i_2}) + \cdots + \sum_{i_2=1}^{m_2} \sum_{i_3=1}^{m_3} \cdots \sum_{i_k=1}^{m_k} \text{Cov}(1-Y_{1}, 1-Y_{1,i_2,\ldots,i_k}) \right\} \quad \text{(A.6)}
$$

$$
+ 2\mu^2 \left\{ \sum_{i_2=1}^{m_2} \sum_{i_3=1}^{m_3} \text{Cov}(1-Y_{1,i_2}, 1-Y_{1,i_2,i_3}) + \cdots + \sum_{i_2=1}^{m_2} \sum_{i_3=1}^{m_3} \cdots \sum_{i_k=1}^{m_k} \text{Cov}(1-Y_{1,i_2}, 1-Y_{1,i_2,\ldots,i_k}) \right\} \quad \text{(A.7)}
$$

$$
+ \cdots \quad \text{(A.7)}
$$

$$
+ 2\mu^2 \left\{ \sum_{i_2=1}^{m_2} \cdots \sum_{i_{k-1}=1}^{m_{k-1}} \sum_{i_k=1}^{m_k} \text{Cov}(1-Y_{1,i_2,\ldots,i_{k-1}}, 1-Y_{1,i_2,\ldots,i_k}) \right\}. \quad \text{(A.8)}
$$

The first line (A.5) follows by adding the variances of each of the sums in (2.13), and using that terms belonging to the same sum are independent, hence that no covariance terms arising from each of the individual sums. We then compute the covariances between the different sums, and we take advantage of the fact that if $l < n$, then $1-Y_{1,i_2,\ldots,i_l}$ and $1-Y_{1,j_2,\ldots,j_n}$ are independent unless $i_{\ell} = j_{\ell}$ for all $1 \leq \ell \leq l$, and in this case

$$
\text{Cov}(1-Y_{1,i_2,\ldots,i_l}, 1-Y_{1,i_2,\ldots,i_n}) = q^{m_{l+1}}(1-q^{m_{l+1}}), \quad \text{(A.9)}
$$

The proof is completed by induction on $k$. $$
$$
by a computation similar to (A.3). Recall that $1 - Y_{1,i_2,\ldots,i_j} \sim \text{Bernoulli}(1 - q^{m_{j+1}})$, hence

$$\text{Var}(1 - Y_{1,i_2,\ldots,i_j}) = q^{m_{j+1}}(1 - q^{m_{j+1}}).$$  \hfill (A.10)

Substituting (A.9) and (A.10) in the expression for the variance above, we have

$$\text{Var}(T_k) = \mu^2 \left\{ q^{m_1}(1 - q^{m_1}) + \mu q^{m_2}(1 - q^{m_2}) + \cdots + \mu^{k-1} q^{m_k}(1 - q^{m_k}) \right\}$$

$$+ 2\mu^2 \left\{ \mu q^{m_1}(1 - q^{m_2}) + \mu^2 q^{m_3}(1 - q^{m_3}) + \cdots + \mu^{k-1} q^{m_1}(1 - q^{m_k}) \right\}$$

$$+ 2\mu^2 \left\{ \mu^2 q^{m_2}(1 - q^{m_3}) + \cdots + \mu^{k-1} q^{m_2}(1 - q^{m_k}) \right\}$$

$$+ \cdots$$

$$+ 2\mu^2 \left\{ \mu^{k-1} q^{m_{k-1}}(1 - q^{m_k}) \right\}.$$  \hfill (A.11)

If we rewrite (A.11) by collecting all terms that have a factor $(1 - q^{m_i})$, $1 \leq i \leq k$, we get the expression in (2.18).

### A.2 Error in the linear approximation

**Proof of Lemma 4.1.** We have

$$D_k(m, p) - L_k(m, p) = \left( 1 - e^{m_k \log q - m_k p} \right) + \sum_{j=2}^{k} \frac{1}{m_j} \left( 1 - e^{m_{j-1} \log q - m_{j-1} p} \right). \hfill (A.12)$$

To show that the error is non positive it suffices to prove that

$$f(p) = 1 - e^{m_j \log q - m_j p} \leq 0, \quad 0 \leq p < 1$$

for any given $1 \leq j \leq k$. We have $f(0) = 0$ and

$$f'(p) = \frac{m_j}{q} e^{m_j \log q - m_j}$$

$$= m_j \left[ \frac{e^{m_j \log q}}{q} - 1 \right] = m_j \left[ \frac{q^{m_j}}{q} - 1 \right]$$

$$= m_j \left[ q^{m_j-1} - 1 \right] \leq 0.$$  

because $m_j \geq 1$. This implies that $f$ is decreasing and $f(p) < 0$ for all $p$, and item ii) in the lemma follows.

To prove item iii), note that by the inequality $|1 - e^x + x| \leq \frac{x^2}{2}$ on $x \leq 0$, we have

$$\left| \frac{1 - e^{m_{j-1} \log q}}{m_j} + \frac{m_{j-1} \log q}{m_j} \right| \leq \frac{1}{2} \frac{m_{j-1} \log^2 q}{m_j}.$$  

Denote $\mathbf{m} = (m_1, \ldots, m_k)$ and recall the notation $m_{k+1} := 1$. Then

$$\left| D_k(m, p) - \left( \frac{1}{m_1} - m_k \log q - \sum_{j=2}^{k} \frac{m_{j-1} \log q}{m_j} \right) \right| \leq \frac{1}{2} \sum_{j=2}^{k+1} \frac{m_{j-1} \log^2 q}{m_j}$$

$$\leq \frac{1}{2} \ell \log^2 q \sum_{j=2}^{k+1} \frac{m_1}{2j-2} \quad \text{using} \quad m_j \leq \frac{m_1}{2j-1}$$

$$\leq \ell m_1 \log^2 q. \hfill (A.13)$$
On the other hand

\[ |L_k(m,p) - \left( \frac{1}{m_1} - m_k \log q - \sum_{j=2}^{k} \frac{m_{j-1}}{m_{j}} \log q \right) | = |p + \log q| \sum_{j=2}^{k+1} \frac{m_{j-1}}{m_{j}} \leq k \ell p^2, \tag{A.14} \]

where the last line follows from the inequality \(|x + \log(1-x)| \leq x^2, 0 \leq x \leq \frac{1}{2}\). The result follows from (A.13) and (A.14).

\[ \square \]

A.3 Positive definite Hessian matrix

We prove here that the critical point (4.8) is indeed a minimum of \(L_k\), for given \(k\). The Hessian matrix of \(L_k\) is a tridiagonal symmetric matrix \(H_k\) with entries

\[ H_{i1} = 2 \frac{m_{i+1}^2}{m_i^3}, \quad H_{ii} = 2 p m_{i-1} \frac{m_i^2}{m_i^3}, \quad 2 \leq i \leq k, \]

\[ H_{i,i+1} = H_{i+1,i} = - \frac{p}{m_{i+1}^2}, \quad 1 \leq i \leq k - 1, \]

and \(H_{ij} = 0\) if \(|i-j| > 1\).

Let us denote by \(H^{\sharp} = H((m_1^{\sharp}, m_2^{\sharp}(k), \ldots, m_k^{\sharp}(k)))\). To simplify notation, let \(\mu := p^{-\frac{1}{2k+1}}\), so that \(m_j^{\sharp}(k) = \mu^{k-j+1}\). We have

\[ H_{ii} = 2 \mu p^3 \mu^{2i}, \quad 2 \leq i \leq k, \]

\[ H_{i,i+1} = H_{i+1,i} = - \mu^3 \mu^{2(i+1)}, \quad 1 \leq i \leq k - 1, \]

and \(H_{ij} = 0\) if \(|i-j| > 1\).

Given \(x = (x_1, \ldots, x_k) \in \mathbb{R}^k\), let us define \(y := (\mu x_1, \mu^2 x_2, \ldots, \mu^k x_k)\). We compute

\[ x^t H^{\sharp} x = p^3 \left[ \sum_{i=1}^{k} 2 \mu \mu^2 x_i^2 - \sum_{i=1}^{k-1} \mu^2 \mu^{2(i+1)} x_i x_{i+1} \right] \]

\[ = p^3 \left[ \sum_{i=1}^{k} 2 \mu y_i^2 - \sum_{i=1}^{k-1} \mu y_i y_{i+1} \right] \]

\[ = \mu^3 \left[ y_1^2 + (y_1 - y_2)^2 + (y_2 - y_3)^2 + \cdots + (y_{k-1} - y_k)^2 + y_k^2 \right] \geq 0, \]

and \(x^t H^{\sharp} x = 0\) if and only if \(y_1 = y_2 = \ldots y_k = 0\), or, in terms of the original vector, \(x = 0\). We conclude that \(H^{\sharp}\) is positive definite.
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