Toward a Framework for Adaptive Impedance Control of an Upper-limb Prosthesis
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Abstract: Adapting upper-limb impedance (i.e., stiffness, damping, inertia) is essential for humans interacting with dynamic environments for executing grasping or manipulation tasks. On the other hand, control methods designed for state-of-the-art upper-limb prostheses infer motor intent from surface electromyography (sEMG) signals in terms of joint kinematics, but they fail to infer and use the underlying impedance properties of the limb. We present a framework that allows a human user to simultaneously control the kinematics, stiffness, and damping of a simulated robot through wrist’s flexion-extension. The framework includes muscle-tendon units and a forward dynamics block to estimate the motor intent from sEMG signals, and a variable impedance controller that implements the estimated intent on the robot, allowing the user to adapt the robot’s kinematics and dynamics online. We evaluate our framework with 8 able-bodied subjects and an amputee during reaching tasks performed in free space, and in the presence of unexpected external perturbations that require adaptation of the wrist impedance to ensure stable interaction with the environment. We experimentally demonstrate that our approach outperforms a data-driven baseline in terms of its ability to adapt to external perturbations, overall controllability, and feedback from participants.

Keywords: Myocontrol, muscle-tendon models, online impedance adaptation, human motor intent, upper-limb prosthesis

1 Introduction

Consider a human carrying a cup of coffee; forces arise from the interaction between the liquid, the cup, and the human hand. To ensure stable interaction with the cup and external perturbations, humans modulate their limb impedance, i.e., stiffness, damping, and inertia, by co-activating agonist and antagonist muscles [1]. Modulation of the impedance properties of the robot (i.e., the prosthesis) is thus a crucial aspect in prostheses control given that the user with prosthetic limbs physically interacts with the environment. However, none of the commercially available upper-limb prostheses allow the user to modulate impedance properties because it is challenging to accurately decode human motor intent from low-bandwidth surface electromyography (sEMG) signals [2], and due to the high redundancy of the human motor control. In fact, the mapping from sEMG signals to target joint kinematics is not unique since the same action can be performed at different levels of contraction of muscles.

Data-driven methods, which are the state of the art in prosthesis control of commercially available devices, map sEMG signals to control commands (i.e., kinematics) in an offline training phase [3, 4]. Since they do not explicitly represent or use information about the human joint impedance in the
Figure 1: (A) Overview of our framework to control a 1-DoF robot. It comprises a Detection of Human Motor Intent block and a Prosthesis Control block. The first block maps sEMG signals \( (ch_1, ch_2) \) from the user’s forearm muscles to estimates of the user’s motor intent in terms of kinematics, i.e., \( s_r = (q_r, \dot{q}_r, \ddot{q}_r) \), and dynamics, i.e., joint stiffness \( K \) and damping \( D \). The second block executes the motor intent on the robot plant, using a variable impedance controller to track \( s_r \) based on \( K \) and \( D \). The framework’s output \( q_f \) is also used as visual feedback by the human user to modulate impedance in response to external perturbation on the robot. (B) Arrangement of the MTUs on the link of the simulated robot model. (C) Forces generated by the MTU’s elements; \( MTU_i \) comprises muscle (CE, PE) and tendon components (DE, SEE) of length \( l_{ce} \) and \( l_{se} \) respectively.

controllers, performance deteriorates in practical settings when physical interactions with the environment cause sEMG signals to vary from those observed during training. Moreover, representing human motor intent only in terms of kinematics makes it difficult to understand the prosthesis’ operation. Researchers who seek to achieve simultaneous control of joint position and stiffness typically use muscle-tendon models to decode the human motor intent, and then tune the stiffness extracted from the trained muscle-tendon units (MTUs) in a calibration phase to satisfy the controller’s stability constraints [5, 6, 7, 8, 9]. This approach creates a mismatch between the MTUs’ dynamics and those of the robot, affecting the user’s ability to control the prosthesis and limiting the control method’s transparency.

We propose a novel framework that includes the user in the control loop and provides three Degrees of Control (DoC), i.e., the control of joint position, stiffness, and damping, of a Degree of Freedom (DoF) of a simulated robot. Our framework comprises two blocks in cascade—see Figure 1-A:

1. The first block includes MTUs and maps input sEMG signals to an estimate of the user’s motor intent in terms of kinematics (i.e., joint motion) and dynamics (i.e., joint stiffness and damping);

2. The second block then executes this motor intent through a robot system using a variable position-based impedance controller, allowing online position control and adaptation of the prosthesis’ impedance.

The novelty is in the support for multiple DoC for each DoF, and in using the stiffness and damping estimated from the MTUs to implement the user’s intended behavior on the robot, thus ensuring that the MTUs’ dynamics match those of the robot enhancing the framework’s transparency.

To fully explore the interplay between the framework’s components, we conducted a study with human subjects focusing on the flexion-extension of their wrist to control a single DoF of a simulated robot. We evaluated the framework with eight able-bodied participants and an amputee during online reaching tasks in static environments and in the presence of external perturbations in the form of a force field pushing the simulated wrist away from the target. We experimentally demonstrate that:
• Our framework supports online adaptation of the simulated robot’s kinematics and dynamics in response to external disturbances; the performance is similar to that of the state-of-the-art baseline in the absence of perturbation but significantly better in the presence of perturbations;

• Users’ perception of the framework’s controllability matches quantitative results; controllability here refers to stability and responsiveness to variations in the sEMG signals due to changes in muscle coactivation (i.e. impedance) and to the user’s ability to achieve stability after an external perturbation. There has been limited exploration of the impact of muscle activation modulation on the control of prostheses.

Overall, our study provides interesting insights into the estimation and mapping of user motor intent to control an upper-limb prosthesis, which could be useful in other applications as well.

2 Related work

It is well-established in the research literature that impedance modulation of muscles is a critical motor-control strategy in humans for stable physical interaction with the environment [10, 11, 12]. Muscle impedance is a complex concept, but it has been summarised as mechanical impedance, a dynamic operator that defines the forces generated by an object in response to some imposed motion [13].

Research in robotics has widely used the mechanical impedance paradigm to shape the interaction between a robot and the environment [14]. However, implementing variable impedance behaviour on a robot is challenging since the choice of controller gains depends on the task, system constraints, and environmental properties. In human-robot interaction scenarios that require the robot to physically cooperate with humans or acquire the user’s control skills (e.g., teleoperation, prosthesis control), it is crucial to allow the user to control the robot’s kinematics and dynamics in order to modulate its interaction with the environment. This requirement is more pronounced with prostheses because the user and the prosthesis (i.e., robot) are two agents in the same system.

Surface electromyography (sEMG) is used widely to establish a continuous interface between the user and the prosthesis because it is non-invasive and easy to use. Existing methods that attempt to enable simultaneous control of joint position and impedance of a single DoF, estimate stiffness directly from the magnitude of the EMG signals, even when muscle-tendon models are used within the pipeline and the impedance parameters could be retrieved from the muscle-tendon state [5, 6, 7, 8, 9]. In addition, joint damping is often not computed from the sEMG signals or from the muscle-tendon models’ state in these methods; it is instead set as a function of the stiffness. This means that the dynamics of the muscle-tendon model does not match that of the robot, possibly leading to unwanted behaviour and instability. Other methods first estimate the stiffness and damping from the measured torque and then learn a model (e.g., a polynomial function) of the stiffness and damping [15, 16].

We argue that these approaches make simplifying assumptions on the relationship between the amplitude of the EMGs and the torque; since they rely on the relationship between EMG signals, the output torque and stiffness are very sensitive to the amplitude and shape of the EMG signals. No commercial upper-limb prosthesis used for daily life tasks allows adaptation of joint impedance properties due to limitations imposed by the hardware design and the challenges in implementing the desired adaptive behaviour.

Researchers have explored different function approximators for simultaneous and proportional myocontrol of one or more DoFs of upper-limb prostheses [3, 17, 18]. Unsupervised methods have been used to improve robustness to issues such as electrode shifting that induce EMG signal deterioration [19]. Results indicate that non-linear regression outperforms linear regression during the training phase, but results are comparable on unseen testing data [20]. In recent years, deep learning methods are increasingly being used to improve feature extraction and learn complex non-linear mappings between EMGs and target motion trajectories or classes [21, 22]. While these data-driven methods can support simultaneous and proportional control of two DoFs, they do not explicitly model the human motor intent in terms of joint stiffness and damping, and do not allow the user to adapt the prosthesis’ impedance in the presence of new perturbations (e.g., external force fields). Moreover, there is lack of evaluation of these methods in scenarios where impedance adaptation is required to maintain system stability.
3 Methodology

This section describes our framework and its components in Sections 3.1-3.3), and the optimization method used to train the muscle-tendon models (Section 3.4). In the description below, the time dependence of variables is dropped for simplicity.

3.1 Overview of framework architecture

Figure 1-A provides an overview of our framework in the context of controlling a single DoF through wrist flexion and extension.

The Detection of Human Motor Intent block takes as input the sEMG signals from the user’s wrist flexor and extensor muscles \((ch_1, ch_2)\) and estimates the user’s motor intent in terms of reference kinematics \(s_r = (q_r, \dot{q}_r, \ddot{q}_r)\), and joint stiffness \(K\) and damping \(D\). This estimation is done in two phases. In phase 1, the sEMG signals drive the lumped muscle-tendon units \((MTU_1, MTU_2)\) that generate the muscle-tendon forces \((F_1, F_2)\) based on the muscle-tendon contraction dynamics and \(s_r\). Note that the MTUs are virtually arranged on the link of the simulated robot model; their state and \(q_r\) are linked to each other (Figure 1-B). The muscle-tendon stiffness and damping are computed from the MTUs state. These MTUs variables are then mapped to the robot model’s joint space to obtain the joint torque \(\tau_r\), stiffness \(K\), and damping \(D\). In phase 2, \(\tau_r\) is applied to the simulated robot model to actuate the robot’s joint \(q_r\) and obtain the user intended joint kinematics \(s_r\).

The Prosthesis control block executes the motor intent obtained from the previous block on the robot plant using a position-based variable impedance controller that tracks \(s_r\) based on \(K\) and \(D\). The joint position \(q_f\) is the framework’s output and visual feedback. If an external perturbation acts on the robot plant, the user can use this feedback to modulate the plant’s kinematics and impedance, reducing the error between \(s_r\) and the plant’s state.

In this paper, sEMG signals are processed using proprietary software, and the framework is implemented using CoppeliaSim simulation environment [23] and MATLAB [24]. We use the model of the Puma 560 robot as the robot arm because its characteristics are well-understood; we only consider the chain from link 0 to link 2 of this robot and control joint 2 with our framework. In practice, this framework can be used to control a single DoF of any robot. In this work, we do not use a real robot (i.e., prosthesis), so the robot plant is simulated. When the framework is used with a real prosthesis, the simulated robot model in Figure 1-A will be a simulation of the prosthesis and the robot plant will be the prosthesis.

3.2 Detection of human motor intent

The first block of our framework maps the input sEMG signals \((ch_1, ch_2)\) to an estimate of the user’s motion intent \((s_r, K, D)\).

3.2.1 Muscle-tendon model basics

The biomechanical model of each \(MTUi\) is based on the well-established Hill’s muscle-tendon model [25]. Specifically, we adopt the model structure discussed in [26] which showed how the serial damping element DE enables the suppression of high-frequency oscillations within the model. Each \(MTUi\) of length \(l_{ce}^{MTU}\) is composed of a muscle of length \(l_{ce}\) in series to a tendon of length \(l_{se}\). The muscle is modeled by a contractile element (CE) and a parallel elastic element (PE). The tendon is made up of a serial elastic element (SE) in parallel to a damper element (DE). The system at equilibrium is described by:

\[
F_{ce}^{i}(l_{ce}^{i}, l_{se}^{i}, ch_i) + F_{pe}^{i}(l_{ce}^{i}) = F_{se}^{i}(l_{ce}^{i}, l_{MTC}^{i}) + F_{de}^{i}(l_{ce}^{i}, l_{MTC}^{i}, \dot{q}_i) \tag{1}
\]

where the EMG signal \(ch_i\) is normalised in the range \((0, 1]\) with respect to the maximum value generated by the subject during the training phase. For detailed information about the numerical simulation of the muscle-tendon contraction dynamics and activation dynamics please see [27, 26].

3.2.2 Geometric arrangement of MTUs on robot’s link

Figure 1-B provides an overview of the arrangement of the MTUs on the simulated robot model in our framework. Each \(MTUi\) is virtually attached to the link from the Center of Mass (CoM) of the
link \((l_a^i)\) to a fixed base \((l_b^i)\), i.e., the length \(l_{MTU}^i\) is a function of \(q_r\). Given \(\alpha_i\) and the initial joint position \(q_r = 0\), we can compute \(l_a^i\) as \(l_{MTU}^i \sin \alpha_i\). Also, the values of \(l_a^i\) and \(l_b^i\) are constant during simulation and control, while \(l_{MTU}^i(q_r)\) and moment arm \(r_i^i(q_r)\) are a function of \(q_r\):\[
l_{MTU}^i = \sqrt{(l_a^i)^2 + (l_b^i)^2 - 2l_a^i l_b^i \cos (\pi/2 - q_r)} \tag{2}
\]
where the muscle-tendon contraction velocity \(l_{MTU}^i\) is computed by numerical differentiation. Next, to transform the muscle-tendon forces, stiffness, and damping to the joint space, we define the Jacobian matrix \(\mathbf{R} = [r^1 \ r^2]^T\) containing the moment arms \(r_i\) of the two MTUs:
\[
r_i^i(q_r) = \frac{\partial l_{MTU}^i(q_r)}{\partial q_r} = l_b^i \sin \alpha_i(q_r)
\]
with \(\alpha_i(q_r) = \acos \left( \frac{-(l_a^i)^2 + (l_b^i)^2 + (l_{MTU}^i)^2}{2l_a^i l_b^i} \right) \tag{3}\)

### 3.2.3 Joint stiffness and damping estimation

The stiffness and damping of each MTU are first estimated from the MTUs state and then mapped to the simulated robot’s joint space. The stiffness \(K\) is modeled as the muscle fiber stiffness \(K_m^i\) in series with the tendon’s stiffness \(K_t^i\), i.e., \(K_i = K_m^i K_t^i / (K_m^i + K_t^i)\). Among the approaches available to compute the muscle stiffness (see Section 2), we chose the methods that computes \(K_m^i\) as the directional derivative of \(F_{ce}^i(l_{ce}^i, l_{ce}^i, ch_i)\) with respect to unit vector of \(l_{ce}^i\) [28]:
\[
K_m^i = \frac{\partial F_{MTC}^i(l_{ce}^i, l_{CE}^i, ch_i)}{\partial l_{ce}^i} \tag{4}\]

This formulation takes into account the state of the muscle \((l_{ce}^i, l_{ce}^i, ch_i)\); in the stiffness computation, it removes the force component due to changes in \(l_{ce}^i\) and \(ch_i\). Similarly, \(K_t^i\) is computed as the directional derivative of \(F_t^i = F_{se}^i + F_{de}^i\) with respect to unit vector of \(l_{se}^i = l_{MTU}^i - l_{ce}^i\). Muscle and tendon damping \((D_m^i, D_t^i)\) are computed as directional derivatives with respect to muscle contraction velocity \(l_{ce}^i\) unit vector and tendon extension velocity \(l_{se}^i\).

### 3.2.4 Mapping from muscle space to joint space

Forces generated by the MTUs result in the net torque \(\tau_r = [F_1, F_2]^T\mathbf{R}\). We compute the joint space stiffness considering also the contribution of the moment arms as a function of \(q_r\) [10]:
\[
K = \frac{\partial \tau_r}{\partial q_r} = \frac{\partial \mathbf{R}^T [F_1, F_2]^T + \mathbf{R}^T \text{diag}([K_1, K_2])] \mathbf{R}}{\partial q_r} \tag{5}\]

The joint damping is computed as \(D = \sum_{i=1}^2 (D_i(r^i)^2)\).

### 3.3 Prosthesis control

At this point, human motor intent at time \(t\) is represented by the joint torque \(\tau_r(t)\), stiffness \(K(t)\), and damping \(D(t)\). To implement this intent using the impedance control, the intended joint kinematics has to be retrieved. We use the forward dynamics of the simulated robot model to obtain the joint state \(s_r(t) = (q_r(t), \dot{q}_r(t), \ddot{q}_r(t))\) from \(\tau_r(t)\). A position-based variable impedance controller is then used to track \(s_r(t)\) by adapting \(K(t)\) and \(D(t)\). The dynamics model for a robot with one rotational joint is:
\[
M \ddot{q}_r(t) + g(q_r(t)) = \tau_f(t) + \tau_{ext}(t) \tag{6}\]

where \(M\) is the link’s joint space inertia, \(g\) is the gravity compensation torque, and \(\tau_{ext}(t)\) is the external perturbation on the robot joint. We build on the impedance control method used in the absence of force-torque readings [14] to define the control law:
\[
\tau_f = M \ddot{q}_r(t) + K(q_r(t) - q_f(t)) + D(\dot{q}_r(t) - \dot{q}_f(t)) + g(q_r(t)) \tag{7}\]

Note that this definition uses the robot’s link inertia since only low accelerations are reached during control. We design the MTUs’ length and contraction velocity to be a function of \(s_r\) so that any
parameters to be estimated: (i) the pennation angle, i.e., the angle between the muscle and the tendon length matches that of the muscle-tendon complex investigated in [32]. Based on these studies, our framework’s MTUs have a long tendon [30, 31]. This hypothesis about the functional properties enabled by this MTU’s structure characterised by a longer tendon than the muscle enhance control and impedance modulation [30, 31]. This hypothesis about the functional properties enabled by this MTU’s structure characterised by a longer tendon than the muscle enhance control and impedance modulation [30, 31].

Table 1: Parameters $\vec{p}^i$ defining $MTU^i$; see [26] for details. The column “variable” lists the $m$ parameters as a function of the variables $\vec{p}^i$ to be optimized. The lower and upper bound of each parameter is indicated in the last two columns and set experimentally and based on prior work [29].

| Name | Variable | Lower Bound | Upper Bound |
|------|----------|-------------|-------------|
| $F_{\text{max}}$ | $p_1$ | 1000 | 9000 |
| $t_{\text{opt}}$ | $p_2$ | 0.05 | 0.085 |
| $W_{\text{des}}$ | $p_2$ | 0.7 | 3.5 |
| $W_{\text{asc}}$ | $p_2$ | 0.7 | 3.5 |
| $v_{\text{des}}$ | $p_5$ | 1.2 | 3 |
| $v_{\text{asc}}$ | $p_6$ | 1.2 | 3 |
| $A_{\text{max}}$ | $p_7$ | 0.1 | 0.4 |
| $B_{\text{max}}$ | $p_8$ | 1.1 | 5.1 |
| $l_{\text{pee}0}$ | $p_9$ | 0.7 | 0.95 |

| Name | Variable | Lower Bound | Upper Bound |
|------|----------|-------------|-------------|
| $q_{\text{pec}}$ | $p_{10}$ | 1.1 | 3 |
| $t_{\text{pee}0}$ | $p_{11}$ | 0.5 | 1 |
| $D$ | $p_{12}$ | 0.001 | 3 |
| $R$ | $p_{13}$ | 0 | 0.8 |
| $l_{\text{asc0}}$ | $\frac{1}{2}MTU$ | 0.02 | 0.07 |
| $\Delta U_{\text{nl}}$ | $p_{14}$ | 0.025 | 0.025 |
| $\Delta U_{\text{nl}}$ | $p_{15}$ | 0.025 | 0.025 |
| $\Delta F_{\text{asc0}}$ | $p_{16}$ | 0.3 | 1 |
| $S$ | $p_{17}$ | 1.2 | 2 |
| $F$ | $p_{18}$ | 0.5 | 2 |

external perturbation ($\tau_{\text{ext}}$) only affects $s_f$; the state of the simulated robot model $s_r$ and that of the MTUs are unaffected and represent the user motor intent based on the input sEMG signal. This choice enables the implementation of the user’s “corrective” action as the feedback loop of the impedance controller. In the absence of external perturbations ($\tau_{\text{ext}} = 0$), $q_r$ matches $q_f$. If $\tau_{\text{ext}}$ is non-zero, depending on $K$ and $D$, $q_f$ will start diverging from $q_r$. This $q_f$ serves as visual feedback for the user, who can perform run-time adaptation of the simulated robot’s state and gains ($K, D$) by modulating the muscles’ coactivation.

3.4 Muscle-tendon models training

For our framework to work as described above, it is important to set suitable values for the parameters of the MTUs. Table 1 lists the parameters $\vec{p}^i \in \mathbb{R}^m$ of $MTU^i$ to be optimized. Typically, the underlying optimization process minimizes the root mean square error (RMSE) between a reference torque and $\tau_r$ without any prior knowledge of the interaction between elements of the MTUs; this makes the optimization of the MTU parameters an ill-posed problem. Multiple combinations of parameters can generate the same net joint torque $\tau_r$ and thus the same reference joint position $q_r$, but most combinations may provide gains ($K, D$) that do not match the user-desired dynamic behaviour and can result in an ineffective impedance controller. This is a critical issue that undermines transparency, making it difficult to understand the MTUs’ dynamics and to extract valid control gains values. Toward addressing this issue, we:

1. make assumptions about the structure of MTUs;
2. reduce the number of parameters based on relative importance and maximize the parameters’ interdependence;
3. define an optimization method that includes an impedance controller and uses $q_f$ as the optimization signal.

(1) Structural assumptions on MTU The MTU’s parameters influence the interaction between the elements in the muscle and in the tendon, which (in turn) affects their stiffness and damping. We found in initial sensitivity studies that the result of the optimization is highly sensitive to the relative lengths of the muscle and the tendon since it affects how each element of the MTU contributes to the overall force generated by the MTU. Existing literature investigating the relationship between architectural features of the MTUs and their contraction dynamics indicates that muscle-tendon systems characterised by a longer tendon than the muscle enhance control and impedance modulation [30, 31]. This hypothesis about the functional properties enabled by this MTU’s structure has been investigated in [32]. Based on these studies, our framework’s MTUs have a long tendon compared to the muscle, with the tendon slack length of $\frac{1}{2}l_{MTU}$. The ratio between the muscle and tendon length matches that of the muscle-tendon complex investigated in [32].

(2) Simplify MTU’s parameters Sensitivity studies indicated that some parameters did not make any substantial contribution to the offline tracking ability. We made two simplifications to the MTU parameters to be estimated: (i) the pennation angle, i.e., the angle between the muscle and the
tendon, is set to be constant at zero; and (ii) \( l_{\text{opt}} \) is learned directly from data and assumed to be constant instead of being a function of the input activation [33, 7].

(3) Optimization signal Instead of the torque \( \tau_r \), we used the final joint position \( q_f \), which depends on the dynamics defined by the gains \((K, D)\), as the optimisation signal. This important change enabled us to train the MTUs such that the stiffness and damping estimated from the MTUs’ state can be incorporated directly into the position-based variable impedance controller without further tuning. The prediction function \( f: \mathbb{R}^{2m+2} \rightarrow \mathbb{R} \) acts on the input defined by the sEMG signals \([ch_1(t), ch_2(t)] \in \mathbb{R}^2\) and the parameters of the MTUs \( \overline{p} = [\overline{p}^1, \overline{p}^2] \in \mathbb{R}^{2m} \) to produce the final joint position \( q_f(t) \in \mathbb{R} \). Then, the constrained optimization problem is:

\[
\min_{\overline{p}} \sqrt{\sum_{t=1}^{T}(f([ch_1(t), ch_2(t)]; \overline{p}) - q_f^{\text{train}}(t))^2} \\
\text{s.t. } l_b \leq \overline{p} \leq l_u
\]

where \( q_f^{\text{train}}(t) \in \mathbb{R} \) is the measured wrist flexion-extension angular position; \( l_b, l_u \in \mathbb{R}^{2m} \) are the lower and upper bounds of \( \overline{p} \) in Table 1, and \( T \) is the length of the trajectories. Additionally, the following constraints are added to the optimization problem to prevent numerical instability and aid in convergence:

- \( W_{\text{des}} + W_{\text{asc}} < l_{\text{ceInit}}^i \), where \( l_{\text{ceInit}}^i \) is \( l_{\text{ce}}^i \) when \( q_r = 0 \), such that CE operates in the muscle-length range.
- if \( l_{\text{ce}}^i < 0.001l_{\text{opt}}^i \) or \( l_{\text{ce}}^i > 0.95(l_{\text{MTU}}^i - l_{\text{see}}^i) \) set \( l_{\text{ce}}^i = 0 \) such that \( l_{\text{MTU}}^i = l_{\text{ce}}^i + l_{\text{see}}^i \) and tendon cannot be compressed.
- \( K > 0, D \geq 0 \); required for control stability.
- the maximum extension of the tendon \( (l_{\text{see}}^i) \) is 0.1 \( \cdot l_{\text{see}}^i \) [30].

4 Experimental evaluation

The experimental setup and experimental protocols are illustrated in Figure 2 and described below. We also describe the baseline, performance measures, the human participants group, and the hypotheses being evaluated.

4.1 Experimental setup

During the experiments, each human subject sat in front of a screen, with their arm along the side of the body in a neutral resting position. They wore a Myoband by ThalmicLab (eight sEMG channels, frequency 200Hz) to record the muscle activations \( (E(t)) \) as they tried to reach the target (visual cue) shown on screen—Figure 2-A. Our long-term target population is transradial amputees (i.e. loss of limb below the elbow); the myoband was thus positioned \( \approx 5 \) cm below the elbow for all participants (Figure 2-C). We considered channels 4 and 8 as the EMG signals of the main extensor and flexor muscle \((ch_1, ch_2)\). The wrist position \( q_f^{\text{train}} \) was tracked with a Qualysis motion capture system for the able-bodied subject. For the amputee, \( q_f^{\text{train}} \) is the trajectory of the visual cue the participant has to follow during the training experiment. The raw EMG signals were bandpass-filtered (20 - 500 Hz) and full-wave rectified before the root-mean-square temporal features were extracted (moving window of length 160ms and step size 40 ms). All experiments were run on a computer with an Intel i7-8809G, 3.10GHz CPU and a Radeon RX Vega M GH graphic card.

4.2 Experimental protocol

For each participant, experiments were conducted in three sessions. In the first session (offline training), we collected data to train our framework M and baseline B: M and B are then tested on separate days (online reaching task) to avoid muscle fatigue and involuntary bias due to the order in which frameworks were evaluated.
4.2.1 Data acquisition and model training

As shown in Figure 2-A, the subject viewed a screen with Cartesian space axes corresponding to wrist joint positions (in Degrees) for ulnar-radial deviation and flexion-extension respectively. During each trial, a visual cue moved along one of the axes and the subject had to move their wrist to proportionally match this cue. Each DoF motion is repeated 15 times, while the subject is instructed to perform the wrist motion while modulating the impedance properties of the muscles—see experimental protocol in Figure 2-A. Even when we are primarily activating a single DoF (e.g., ulnar-radial deviation), there is some unintentional motion along the other DoF (i.e., flexion-extension). So, although we focus on the control of a single DoF (flexion-extension), we asked the subject (during data collection) to also perform repetitions of ulnar-radial deviation so that we could observe the indirect flexion-extension motion. Data (i.e., EMG signals, wrist position $q_{f}$) from 15 trials of each kind of motion (i.e., 30 trials total) were collected. A 60-40 split of this data was used for training and validating the muscle models, with optimization based on Simulated Annealing (500 iterations, 5000 function evaluations, initial value of temperature 300, annealing interval 50) [34] since the cost function has discontinuous derivatives. The same overall process is followed for able-bodied participants and an amputee, except that the amputee is not asked to perform ulnar-radial deviations given how difficult it is for them to learn to generate more than two independent muscle activations that can be used as control signals.

4.2.2 Online testing: reaching task

In each trial of online testing, a participant had visual feedback of their predicted wrist position (i.e., $q_f$, green circle) and was asked to perform wrist flexion-extension to reach a target position $T_i$ (purple circle) as accurately and quickly as possible (Figure 2-B). Once at the target, the subject had to maintain the position for three seconds. Every time the subject enters the target circle but can’t maintain the position (the wrist position circle intersects the target circle) the 3-second dwelling time is reset. The radius of the circle indicating $q_f$ and the target $T_i$ were eight and six density-independent pixels respectively, requiring precise control. Experimental trials for each subject were divided into three blocks (Figure 2-B): familiarisation with the control interface; reaching tasks in the free space; and reaching tasks in the presence of a perturbation field $\tau_{ext}$ that pushed $q_f$ away from the target.

At the beginning of each session, the subject was told that different motor control strategies could be explored, e.g., relaxed movement and changing muscle co-activation, but the subject had no prior knowledge of the method (M or B) being tested. The subject was told that some force would
perturb $q_f$, but no information about the force field (type, magnitude, location) was provided. The magnitude of the perturbation was defined as a percentage of the maximum torque $\tau_f$ generated by the subject during training; its average, across all participants, was $\approx 20\, Nm$.

### 4.3 Data-driven baseline

The baseline framework built on a neural network (NN) that learned a mapping from EMG signals to the reference kinematics [4]. The same training data was used for our framework and the baseline that was trained to match the performance reported in [4]. To ensure accurate motion tracking and perturbation rejection, a high-stiffness PD controller was added in cascade to the NN to track the joint position $q_r$ predicted by the NN. This controller had constant high stiffness ($K_B = 100\,[N/\text{rad}]$) and damping computed assuming a critically damped system ($D_B = \sqrt{K_B}/[\text{Ns}/\text{rad}]$) [35]. Also, $q_f$ was the output position when tracking $q_r$ with $K_B$ and $D_B$. The choice of baseline was motivated by the fact that NN-based (regression) methods are the state of the art for the control of prostheses. Also, existing methods that do include MTUs do not directly use the stiffness computed by the MTUs; the joint stiffness is instead tuned for stable position tracking during a separate calibration phase, which is, in principle, equivalent to the use of a high-stiffness position controller in our baseline.

### 4.4 Performance measures

Next, we describe the performance measures used to evaluate the outcomes provided by M and B, the questionnaire used to survey participants’ perceived controllability of each framework with and without any external perturbations, and the composition of the human subjects involved in this study.

#### 4.4.1 Performance measures

We selected six performance measures widely used to evaluate prostheses control methods [36]: (i) **Success Rate** (SR) [%]; proportion of successful trials, with a trial considered successful if the subject reached the target within 30 seconds and held the position for three seconds; (ii) **Time to Reach** (TR) [sec]; time to complete the trial, with 30 seconds as the maximum allowed time; (iii) **Throughput** (TP) [bit/sec]; $\frac{D}{TR}$ quantifies the information conveyed during TR, considering distance to target and the target’s radius; (iv) **Path Efficiency** (PE) [%]; the ratio between the length of optimal path to target (Euclidean distance) and the length of the trajectory executed by the subject; (v) **Energy** [J]; $\int_{t_i}^{t_f} \tau_f(t)\,dq_f\,dt$, where $(t_f - t_i)$ is the trial duration; and (vi) **Near Miss** (NM) [#]; number of times the subject entered the target circle, but did not maintain the position for three seconds.

We computed the smoothness of $q_f$ using the SPARC measure [37]; a higher value is obtained if the subject successfully counters the external perturbations. We also computed the Mutual Information (MI) between $\tau_f$ and $q_r$ to quantify the predictability of $q_r$ given $\tau_f$; MI has been used in literature for dynamic system analysis (e.g. [38]). Since $q_r$ is the unperturbed reference trajectory and $\tau_f$ is the torque that results in $q_f$, we expect MI to increase when $q_r$ matches $q_f$, i.e., when the subject quickly counters the perturbation. We also computed the conditional MI between $q_r$ and $\dot{q}_f$ given K and D respectively, to provide insights into the contribution of stiffness and damping to the reduction in position error $q_r - \dot{q}_f$ of the impedance controller. The one-tailed Mann–Whitney U test was used to measure the statistical significance (p-values < 0.05) of the difference in performance provided by M and B.

#### 4.4.2 Survey of user’s perception of controllability

We explored the user’s perceived controllability provided by M and B. Subjects were asked to answer six questions about M and B at the end of each experimental session; please see the Questionnaire in Figure 2-D. Users had to choose from one of three options (mostly good, good with some instances of low controllability, and poor) for the first three questions; the other questions allowed free-form answers.

### 4.5 Human participants

Eight able-bodied, right-handed volunteers (five females, three males, age: $27.87 \pm 3.64$) without neuromuscular disorders and prior experience in myocontrol, took part in the study approved by
our university’s ethics committee. One upper-limb amputee (female, age 65), who does not use a
prosthesis and whose physical condition makes it harder for her to perceive differences in stiffness,
took part in the experiments. We evaluated the able-bodied subjects’ and the amputee’s performance
separately, and provide a comparative discussion. For each subject, we trained M and B using the
data acquired in the training phase. For the amputee, an engineered reference trajectory of the
wrist flexion-extension was used to train M and B. All subjects completed the online reaching task
experiment with M and B and then the questionnaire. The training and evaluation took about two
hours, spread over two days, for each able-bodied person; ≈ 30 minutes for initial preparation and
data collection, and ≈ 90 minutes for online testing with our framework and the baseline. This
process took ≈ 6 hours for the amputee because multiple mental and physical factors make it harder
for them to learn to express intent. The time commitment requirement, the availability of amputees,
and the COVID-19 pandemic strongly influenced the size and composition of the study group.

4.6 Hypotheses

We experimentally evaluated the following hypotheses:

(H1) M achieves comparable or higher performance than B in the absence of a perturbation field,
and outperforms B when the user has to interact with perturbations;

(H2) Regulation of joint stiffness and damping is an effective strategy to adapt to perturbations;
and

(H3) The user’s perceived controllability is higher with M than with B, especially when the user
has to interact with external perturbations.

5 EXPERIMENTAL RESULTS

In this section we discuss key results of the experimental evaluation; additional results, e.g., about
offline tracking and time evolution of relevant MTUs, are discussed in the Supplementary Material.

5.1 Results for able-bodied subjects

Figure 3-A includes the results of evaluating H1. The performance of each of the eight able-bodied
participants is shown in red, averaged over the 40 trials for that participant because there may be
bias/dependence between individual trials of a participant. Also, instances of M providing a sta-
tistically significant improvement over B are shown with a red asterisk at the top of the plot for
the corresponding measure. Unlike B, M consistently enabled successful task completion with or
without perturbation; the SR metric was 95% and 82.19% for M and B (respectively) without per-
turbation, and 93.75% and 76.87% with perturbation. While M and B provided comparable values
for TR and TP in the absence of perturbations, M provides a significant improvement in TP with
perturbations. Also, M has a significantly higher PE than B with and without perturbations; this
matches the much lower NM of M than B (with or without perturbations). Even the energy used
by M is significantly lower than that by B, with or without perturbations, which matches the lower
TP, longer TR, and lower PE of B than M. These results support H1, i.e., that M outperforms B for
reaching tasks in free space and in the presence of external perturbations.

Next, we evaluated whether online modulation of joint stiffness and damping allowed participants
to counter perturbations (H2). The value of SPARC was significantly better with M than with
B, with or without perturbations, i.e., participants were better able to smooth out the oscillations
imposed by perturbations when using M. The smoothness decreased (as expected) for both M and B
when perturbations were included. One explanation for the variance in SPARC when using M (with
perturbations) is that the perturbation initially had an impact if the subject was operating with low
impedance, but the subject then adjusted the gains suitably. When using B, on the other hand, gains
remained at a fixed high value, which enabled rejection of perturbations and accurate tracking but
the impedance controller also attempted to track inaccurate estimates of the intended joint position
provided by the baseline (see Section 3.1 of Supplementary Material). We observed that M provided
a significantly higher MI between $\tau_f$ and $q_r$, compared with B, with or without perturbation. There
was no significant difference in MI($q_r, q_f$,K) and MI($q_r, q_f$,D) with or without perturbations. Since
participants did not have prior knowledge of M or B, some outliers could have been due to the
subject taking some time to determine how to successfully reach the target. Overall, these results strongly support H1 and H2.

Finally, we investigated the perceived controllability of M and B (H3) among subjects; results for Q1-Q3 are summarized Figure 3-B. Subjects indicated that M provided a better match between motor intent and cursor motion, resulting in more timely execution of motor commands, and more precise control than B; results were more pronounced with perturbations. For Q4, six out of eight subjects gave a correct description of the perturbation field when using M while two subjects were unsure; with B, five out of eight subjects could not correctly describe the location of the force field and the others were unsure. For Q5, all the subjects had the same control strategy with B: adopt low muscle co-contraction and move the wrist until the joint limit is reached. With M, two subjects did not significantly increase muscle co-contraction, but the other six adapted joint impedance to counter perturbations. For Q6, all subjects agreed impedance modulation did not improve performance with B; two subjects stated that it resulted in the worst perceived controllability. With M, on the other hand, six out of eight subjects indicated that impedance adaptation helped counter perturbations; two subjects were unsure. These results support H3 and correspond to the quantitative results described above (for H1 and H2).

5.2 Results for amputee

Since only one amputee participated in the experiments, the values of performance measures obtained over the 40 trials per session are reported in Figure 3-A in blue. We observed that M provided a higher SR than B, with or without perturbation: 87.50% and 65% for M and B without perturbations, and 80% and 55% with perturbations. While there was an overall decrease in TP for the amputee compared with the able-bodied subjects, M provided a significantly higher TP compared with B, with or without perturbations. Also, while there was no significant difference in TR for the able-bodied participants, for the amputee M provided a significantly shorter TR than B with perturbations. M also provided a significantly higher PE than B, with or without perturbations. Notably, PE was comparable to or higher than with able-bodied participants. We observed no significant difference in Energy between M and B, whereas NM was significantly higher with B than with M in the presence of perturbations. These observations support H1. In the context of H2, we observed
that SPARC and MI between $\tau_f$ and $q_r$ were significantly better with M than with B, with or without perturbation. There was no significant difference in MI($q_r$, $q_f$, K) and MI($q_r$, $q_f$, D) for M compared with B, with or without perturbations. Overall, these results support H1 and H2.

Finally, Figure 3-C summarizes the amputee’s responses to Q1-Q3; we asked the subject to answer questions four times per session (i.e., after every 10 targets) in an attempt to obtain more reliable answers. Similarly to the responses from able-bodied participants, the amputee indicated that M provided better controllability than B, and correctly described the force field (Q4) with M. For Q5, the amputee’s control strategy when using B changed from tensing up the muscles to trying to minimally co-activate the muscles “or the cursor would jump too far”; this was an example of the baseline incorrectly assigning an increase in activation to a change in position. When using M, the amputee focused on co-contracting the muscles of the forearm when needed. For Q6, the subject was unsure if impedance modulation by muscle co-activation improved the performance with B since the cursor would sometimes oscillate unexpectedly; with M, however, she indicated three times that stiffening the muscles helped counter the perturbations, and mentioned that it once led to some overshoot. Overall, these results support H3 and match the results reported for H1 and H2.

6 Discussion and future work

We described a novel framework toward impedance control of upper-limb prostheses. The framework incorporates muscle-tendon units (MTUs) to estimate the human’s motor intent from sEMG signals in terms of kinematics and dynamics and uses this information to implement an impedance controller on the robot. Unlike prior work, we enable simultaneous control of joint kinematics, joint stiffness, and damping. Also, the direct use of the stiffness and damping estimated from MTUs to implement the user’s intent in the controller, ensures that the MTUs’ dynamics better match those of the robot, improves the framework’s transparency, and provides insights about learning motor intent from sEMG signals. Experimental results obtained by comparing our framework with a state-of-the-art baseline during online reaching tasks in free space, and with external perturbations, demonstrated a significant improvement in performance for able-bodied subjects and an amputee, particularly in the presence of perturbations. Also, our framework allowed the participants to adapt stiffness and damping to modulate the physical interaction between the robot and the environment, contributing to improved performance compared with the baseline. Note that we neither measure the human joint impedance nor claim to learn stiffness and damping values that match the biological ones. Instead, our computational framework provides a coherent representation of the dynamics of the MTUs and that of the robot, leading to improved controllability.

Our framework provides interesting insights and opens up multiple directions for further research. For example, the conditional mutual information between $q_r$ and $q_f$ given the stiffness or damping provides an initial indication of the contribution of joint stiffness and damping to system stability. We plan to explore this more thoroughly by considering force fields that require specific joint stiffness or damping modulation (e.g., posture maintenance; reaching tasks in velocity-dependent force fields). In addition, our current framework has only considered one DoF. We plan to expand the framework to additional DoFs at the wrist, which is crucial for daily life tasks but makes the selection of sEMG signals and parameters’ optimization more challenging. Furthermore, we will expand our participant group, which was limited by the COVID-19 pandemic and the difficulty in finding subjects willing to make the desired time commitment.
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A Appendix

This document describes the supplementary material. Specifically, we provide:

1. An example of trajectory tracking results obtained through offline evaluation of the proposed framework (M) and a state-of-the-art data-driven baseline (B) for an able-bodied subject;
2. An example of offline training of muscle-tendon model parameters without including the impedance controller in the framework M. We also show an offline evaluation of M on the same data when the impedance controller is included in the framework;
3. The time evolution of the values of variables in muscle-tendon space and joint space during a successful trial and during a failed trial for the reaching task with perturbation (with an able-bodied subject). We also show an example of a successful trial for the amputee in the presence of perturbations;
4. The time evolution of joint space variables for the baseline during a failed trial (with perturbation), and two successful trials (one each with and without perturbation) for an able-bodied subject. We show an example of a successful trial for the amputee in the presence of perturbations;
5. Additional results analysing the correlation between mutual information $\text{MI}(\tau_f, q_r)$ and the time to reach TR (for an able-bodied subject); and
6. Details on the amputee and her feedback regarding the use of prostheses.

Figure 4: A) Trajectory tracking during offline evaluation of the proposed framework (M). B) Trajectory tracking during off-line evaluation of the baseline (B). The black dotted line is the ground truth position ($q_{t}^{\text{train}}$) of the flexion-extension DoF. The joint position trajectory ($q_f$) is obtained in each plot by evaluating the corresponding framework on the entire dataset.

A.1 Offline training results example

Recall that the proposed framework includes a pair of muscle-tendon models to actuate a single Degree of Freedom (DoF) and a variable impedance controller for estimating human action intent from
EMG signals and for adaptive, online execution of human intent in the presence of perturbations. The baseline, on the other hand, uses a neural network to directly map EMG signals to a trajectory that is passed through a fixed (high stiffness) PD controller for execution.

We first describe the trajectory tracking results obtained through offline training and evaluation of the proposed framework (M) and the baseline (B) for a representative subject. We record the EMG signals as a human participant executes a given motion pattern through the simulated interface; this motion primarily focuses on the flexion-extension DoF. We also record the corresponding ground truth pose using an external high-fidelity motion capture system. Part of the recorded data is used to learn the values of the framework’s parameters; please see Figure 2 in the main paper. The trained framework (M or B) is then evaluated on the entire dataset, with the results summarized in Figure 4-A,B. In these figures, the black dotted line represents the ground truth trajectory of flexion-extension DoF. We observe that B achieves a lower tracking error (RMSE), but overestimates the repetitions performed at high impedance, e.g., between 80-150 secs. During data collection, the subject performs ulnar-radial deviation motions of the wrist (DoF 1) from t = 275 seconds. We observe some indirect activation of DoF 2 (flexion-extension) during this interval because the two DoFs can not be completely decoupled. These indirect flexion-extension motions are overestimated by M, potentially because M trains separate muscle models based on specific EMG activations, whereas B jointly considers all eight EMG signals as inputs. However, B provides a more noisy estimate; it substantially over/under-estimates the trajectory in certain segments.

A.2 Importance of impedance controller

As discussed in Section 3.4 of the main paper, our optimization method uses the joint position trajectory of the robot’s plant $q_f$ as an optimization signal. This choice is motivated by the need to use gains $K$ and $D$ in the position-based impedance controller and ensure that the dynamics of the muscle-tendon units (MTUs) support the implementation of a stable impedance controller. Existing methods (discussed in Section 2: Related work of the main paper) instead use the joint torque $\tau_r$ or $q_r$ as optimization signal.

We trained the MTUs using $q_r$ as optimization signal (60% of collected data), i.e., the impedance controller and the robot’s plant were not included in this training process. We then evaluated the trained MTUs on the entire dataset (for completeness) as part of the entire framework that includes the impedance controller and the robot’s plant (Figure 5, third plot). We showed that the stiffness $K$ and damping $D$ cannot be used directly as gains in the impedance controller and that this leads to oscillatory behaviour and instabilities of the robot’s plant. This explains why in related works the muscle-tendon stiffness were tuned to implement a position-based control on the robot. This solution allows stable control but does not support the key requirement of matching the MTUs’ dynamics with the robot’s dynamics. Figure 5 shows the offline evaluation of the framework when the optimization method:

- **included** the impedance controller, and the evaluation framework **included** the impedance controller.
- **did not include** the impedance controller, and the evaluation framework **did not include** the impedance controller.
- **did not include** the impedance controller, and the evaluation framework **included** the impedance controller.

A.3 Evolution of state in proposed framework

We show plots corresponding to two illustrative examples of reaching tasks by an able-bodied subject in the presence of a perturbation field. In the first example in Figure 6, the subject successfully reaches the target, whereas in the second example in Figure 7 the subject fails to reach the target. In each of these two figures, we plot:

- **A** normalised input to the MTUs ($ch_4, ch_8$) representative of the activity of the flexor and extensor muscles.
- **B** joint position $q_r$ (dotted green line) output by forward dynamics and $q_f$ (continuous green line) output by the impedance controller, as the subject attempts to move $q_f$ from the initial position (black dotted line) to the target position (continuous black line).
Figure 5: Trajectory tracking during offline evaluation of the framework (M). The black dotted line is the ground truth position. The blue line is the predicted trajectory under the following conditions: (top) framework optimization and evaluation included the impedance controller: $q_f$; (center) framework training and testing did not include the impedance controller: $q_r$; and (bottom) the optimization framework did not include the impedance controller, but the evaluation framework included the impedance controller: $q_f$.

C forces generated by the elements of $MTU_1$.
D forces generated by the elements of $MTU_2$.
E stiffness of $\text{muscle}_1$ ($K_{1}^{M}$) and $\text{muscle}_2$ ($K_{2}^{M}$), and the stiffness of $\text{tendon}_1$ ($K_{1}^{T}$) and $\text{tendon}_2$ ($K_{2}^{T}$).
F damping of $\text{muscle}_1$ ($K_{1}^{M}$) and $\text{muscle}_2$ ($K_{2}^{M}$), and the damping of $\text{tendon}_1$ ($K_{1}^{T}$) and $\text{tendon}_2$ ($K_{2}^{T}$).
G stiffness of the MTUs in the joint space (black signal), where the red signal is the stiffness contribution of the contraction dynamics of MTUs, and the blue signal is the stiffness contribution of the moment arms as a function of $q_r(t)$.
H the damping of the MTUs in the joint space.
I the torque command provided by the impedance controller $\tau_f$ and the perturbation torque $\tau_{ext}$ due to the force field.
Figure 6: Proposed framework (M). Example of a successful trial. We plot the time evolution of the most relevant MTU variables and controller/robot variables while an able-bodied subject performs a reaching task in the presence of a perturbation field. The system stabilises in less than two seconds.

In the first example, the subject receives visual feedback on the effect of the perturbation and modifies their muscle activation in an attempt to negate the effect of the perturbation; the increase in co-activation in Figure 6-A between 5-8 seconds corresponds to an increase in joint stiffness $K_2^M$ and damping $D_2^M$—see Figure 6-G, H. In Figure 6-B, we observe a discrepancy between $q_r$, unaffected by the perturbation field, and $q_f$, the output of the position-based impedance controller that "tracks" $q_r$ using the joint stiffness and damping based on the estimates provided by the MTUs. The error between the two trajectories decreases when the subject modulates the wrist impedance.
Figure 7: Proposed method (M). Example of failed trial. We plot the time evolution of the most relevant MTU variables and controller/robot variables while an able-bodied subject performs a reaching task in the presence of a perturbation field.

The time intervals during which the subject experiences the perturbation field is shaded gray in Figure 6-I, i.e., $\tau_{ext}$ is not equal to zero. Figure 6-D shows the forces generated by the elements of $MTU_2$, the muscle-tendon unit corresponding to flexion, i.e., contracting the muscle. We observe that the force generated by the active element and by the elastic component of the tendon, $F_{CE}$ and $F_{SEE}$ respectively, are mainly active. In the second example, on the other hand, only the (agonist) MTU $MTU_2$ is activated. We thus hypothesise that the low co-activation has an impact on task performance and the ability to counter the perturbation, as the subject cannot generate the necessary torque to move through the perturbation field.
Amputee trial example  It can be observed in figure 8 that in the case of a trial involving the amputee, the subject starts increasing the activation and coactivation from about 1.5 seconds into the trial. This results in an increase in stiffness and a change in damping that allows the subject to maintain the target position.

Figure 8: Proposed method (M). Example of successful trial for the amputee. We plot the time evolution of the most relevant MTU variables and controller/robot variables while the subject performs a reaching task in the presence of a perturbation field.

A.4 Evolution of state in baseline

We show plots corresponding to three illustrative examples of reaching tasks with the baseline framework: (i) Figure 9 shows a failed trial with perturbation; (ii) Figure 10 shows a successful trial in which the subject counters the effect of the perturbation field; and (iii) Figure 11 summarizes a successful trial in the absence of perturbations. In each figure, we plot the following signals:

A normalised EMG channels \((ch_4, ch_8)\) that represent the activity of the flexor and extensor muscles. Recall that the baseline considers all eight EMG signals from the myoband as input.

B joint position \(q_r\) (dotted green line) output by the neural network, \(q_f\); (continuous green line) output by the PD controller when tracking \(q_r\), as the subject attempts to move \(q_f\) from the initial position (black dotted line) to the target position (continuous black line).
Figure 9: **Proposed method B.** Here we plot the time evolution of the controller/robot variables, while the subject performs a reaching task in the presence of a perturbation field. The subject fails to stabilize the system and passes through the force field.

- **C** joint velocity.
- **D** torque output of PD controller ($\tau_f$) and the perturbation torque due to the force field ($\tau_{ext}$).

We observe that although the magnitude of $ch_8$ in Figure 9-A is approximately five times the magnitude of $ch_8$ in Figure 10-A, the reference joint position $q_r$ output by the neural network estimator is (on average) very similar. The difference is in the smoothness of the estimated trajectory; it is less smooth in Figure 9-B, potentially due to the higher co-activation of the muscles. This may be the reason why the first trial resulted in a failure whereas the second one was successful. This experimental result, and our (potential) explanation of how co-contraction of muscles results in successful trials, reflect the feedback provided by the human subjects regarding their strategy to counter perturbations when using B (see the last paragraph of Sections 5.1 and 5.2 of the main paper).

**Amputee trial example** It can be observed in Figure 12 that the amputee attempts to increase the muscle activation to counter the force field, however, this increment in activation is mapped to a sudden change in position at $\approx 4.5$ seconds. The amputee then decreases the muscle coactivation and manages to maintain the target position.
Figure 10: **Baseline B.** Time evolution of the controller/robot variables while the subject performs a reaching task in the presence of a perturbation field using baseline. Example of successful trial where the subject is able to counter the perturbation field.
Figure 11: **Baseline B.** Time evolution of the controller/robot variables while the subject performs a reaching task in the absence of a perturbation field using baseline.
Figure 12: **Baseline B.** Time evolution of the controller/robot variables while the amputee performs a reaching task in the presence of a perturbation field with the baseline.
A.5 Additional experimental results

![Figure 13: Proposed framework M. Scatter plot of the mutual information between $\tau_f$ (from impedance controller) and $q_f$, and the time to reach measure.](image1)

![Figure 14: Baseline B. Scatter plot of the mutual information between $\tau_f$ (from PD controller) and $q_f$, and the time to reach measure.](image2)

Finally, we explored the relationship between the mutual information (between $\tau_f$ and $q_f$) and the Time to Reach (TR) measure, for both the proposed framework M and baseline B, as shown in Figure 13 and Figure 14 respectively. We notice that the experimental trials with a low “time to reach” have high mutual information for M, while there is no such correlation for B. For more information about the performance measures, please see Section 4.4 in main paper.

A.6 Details of amputee and feedback on prosthesis use

The participant’s neurofibromatosis led to a transradial amputation of the left (not dominant) arm in 2016. Since then she has tried to use a prosthesis provided by the national sanitary system, but she decided to abandon the use because the functionality expectations were not enough compared to the psychological/physical overload required and discomfort. The participant stated that because of the amputation and disease she feels the remaining muscles of the forearm are constantly tight and tense. This might make it harder for her to perceive when she has low-medium-high stiffness.

On the other hand, please look at the feedback provided by the amputee after using our framework (Section 5.2 in the main paper). This indicates that our framework provides better controllability than the baseline, which is also what was reported by the able-bodied participants (Section 5.1). This is a promising result to be explored further in future work.
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