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Abstract: In this research, the concept of nonlinear transfer function with nonlinear characteristics is introduced through the multidimensional Laplace transform and modal series (MS) method. The method of modal series is applied to the power systems dynamics analysis in order to consider nonlinear oscillations and modal interactions, which contribute to the response of the system’s dynamic following disturbances. The method of MS allows the inclusion of input excitation functions obtained as Laplace domain kernels superposed to obtain a transfer function. Applying the Volterra series expansion through kernels decomposition, a transfer function with nonlinear characteristics is obtained which incorporates some of the main modal characteristics of the nonlinear system. Following the same schematic procedure, it is possible to determine second and higher order transfer functions. Once the transfer functions both linear and with nonlinear characteristics are determined, a time domain and frequency response analyses can be performed. The methodology is exemplified by denoting the numerical and analytical properties with the application to a synchronous machine-infinite busbar test power system and to a three synchronous machines–nine buses test power system. Bode and Nyquist analysis are utilized to demonstrate the transfer functions accuracy and frequency response.
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1. Introduction

The transfer function is a concept normally utilized in control systems defined as the relationship between the Laplace transform of an output variable with respect to the Laplace transform of an input variable [1,2]. On the other side, practical applications of higher order models in different areas of practice engineering have been researched covering novel specialties [3], i.e., integrated circuits and micro-systems, civil engineering, aero-space, vibration problems, microelectromechanical systems (MEMS), among some others. Of course, in the field of practical engineering applications of nonlinear and higher order models are the power systems and some of the problems presented in their operation, such as nonlinear oscillations. The concept of transfer function has been extended to the study of power systems with many contributions to related issues such as matching nonlinear...
problems [4], dominant poles calculation [5–10], dominant zeros calculation [11], multivariable transfer functions [12], and transfer function identification in power systems [13]. The realization theory is the main technique so developed in order to obtain a kind of linear transfer function of nonlinear systems [14,15], and applied to nonlinear discrete time systems [16,17].

The concept of nonlinear transfer function has been introduced by several authors; e.g., in the research by Leon Chua [18], he initially obtains explicit and recursive formulas thus representing \( n \)th order transfer functions considering a nonlinear system, in that case, a nonlinear circuit. Halás introduced formally the concept of the nonlinear transfer function [19]. Nonlinear transfer functions of nonlinear systems are applied by considering the existence of descriptions between input–output and they can be represented by algebraic methods.

The obtained nonlinear transfer functions due to the general concept of transfer function must satisfy some of the main properties provided by the expected transfer function; for example, the nonlinear system is characterized uniquely, since a description of a system is provided under the framework of input–output of the system by using linear algebra techniques in such a way that allows the combination of series, parallel or feedback connection systems.

Some other techniques have been explored in order to obtain and interpret the nonlinear transfer functions. The Krylov subspace method is based on model order reduction and proposed to represent a nonlinear system from a bilinear system [2]. Through block oriented nonlinear systems, a dynamic system can be analyzed by using linear approximations and identification algorithms [20]. An analytical function expressed as a sum of nonlinear functional expansions is proposed as Laplace–Borel transforms and then applied to obtain transfer functions from nonlinear systems of \( n \)th order [21].

Without any doubt, Volterra series expansion theory is behind of almost each contribution on nonlinear transfer functions. Specialized research has been oriented to specifically describe nonlinear systems and applications on input–output characteristics in engineering using Volterra series [22]. In this contribution, the authors have taken some of the extensive work of Volterra and its applications to the proposed formulations.

The natural response characteristics of transfer functions depend on the location of the system poles in the complex plane [23]. This is very important in applications like those described in this research, with orientation to power systems analysis. Additionally, the pole dominance can be observed through Bode magnitude plots. The importance of determining dominant poles arises in obtaining an effective transfer function which only includes the fractions between residues and the so found dominant eigenvalues. Modal analysis normally consists of the computation of these dominant poles (modes) of the dynamic system and in the determination of their nature and sensitivities [23].

Regarding the nonlinear dynamic system analysis, the modal series method is based on the closed form solution of a homogeneous nonlinear dynamic system [24–26]. The method possesses characteristics to model a nonlinear system as a decoupled linear system based on a Taylor series expansion of the original system taking the properties of modal contributions and their interactions. It is possible to assume an arbitrary input signal to the dynamic system and following the same systematic procedure, to obtain a closed form solution that incorporates control variables [27]. An earlier proposition of forced response in the modal series method has been presented [28]. This research took some of the initial fundaments of that document.

This paper will introduce the application of the multidimensional Laplace transform [29–31], which expresses the contribution of both linear and nonlinear terms through Laplace domain kernels, thus leading in a direct path to the inclusion of higher order terms following the same rules of linear transfer functions. Also, taking advantage of the residue theorems, multidimensional Laplace kernels are expressed in the form of partial fraction expansions where their residues are directly available [30].

The document is organized as follows: Section 2 describes the basis of the modal series method from definition of a nonlinear dynamic system, then linearized through a Taylor series expansion and transformed into a Jordan canonical form; afterwards, each decoupled term is converted to the multidimensional Laplace domain which allows in conjunction with a forced response and
Volterra series definitions the obtainment of transfer functions with nonlinear characteristics; Section 3 exemplifies a detailed application of the methodology previously described, with a low dimension power system (Synchronous Machine-Infinite Busbar) which shows step by step the process to obtain linear and nonlinear transfer functions. Time domain response, frequency content and Bode analysis are performed. Section 4 deals with a multimachine test system (New England benchmark power system) where the theory of modal series is applied to obtain transfer functions of a kind of multiple input–multiple output (MIMO) system and performing Bode and Nyquist analysis to describe the main properties of the system. Finally, conclusions of the paper are drawn and detailed in Section 5.

2. Modal Series Forced Response

2.1. Linearization Process

Considering a nonlinear time system described as,
\[ x = f(x, u) \] (1)
where \( x \in \mathbb{R}^n \) is the state vector and \( u \in \mathbb{R}^m \) the input vector. The function (1) is continuous and differentiable. The linearization process of the nonlinear set of differential equations is achieved by a finite Taylor series expansion, which expresses the state variables in terms of first, second, etc. coupled order system plus input function \( u \), that is,
\[ x = Ax + \frac{1}{2!}H_2x + \frac{1}{3!}H_3x + O(|x|^4) + Bu \] (2)
where \( A \) is the Jacobian matrix (first order partial derivatives) \( A_i = \left( \frac{\partial f_i}{\partial x} \right)_{x_{sep}} \), \( H_k \) are the \( k^{th} \) partial derivatives of function \( f \), i.e., \( H_2^{kl} = \left( \frac{\partial^2 f_i}{\partial x_k \partial x_l} \right)_{x_{sep}} \), \( H_3^{klm} = \left( \frac{\partial^3 f_i}{\partial x_k \partial x_l \partial x_m} \right)_{x_{sep}} \), \( O(|x|^4) \) represents the higher order terms from 4th and \( B = (df_i/du_i) \) is defined for \( i = 1, 2, \ldots, n \) and valued in the stable equilibrium point \( x_{sep} \).

Since Equation (2) is a linearized but coupled system, a linear transformation like Jordan canonical form is used in order to express a new system with uncoupled linear and nonlinear characteristics. If \( x = Uy \) where \( U \) are the right eigenvectors from the state matrix \( A \) in Equation (2), the Jordan canonical form system is,
\[ \dot{y}_j = \lambda_j y_j + \sum_{k=1}^n \sum_{l=1}^n C_{kl}^j y_k y_l + \sum_{p=1}^n \sum_{q=1}^n \sum_{r=1}^n D_{pqr}^j y_p y_q y_r + \ldots + \sum_{i=1}^m \hat{b}_{ji} u_i \] (3)
with initial conditions \( y_i^0 = y_{i0} \), \( j = 1, 2, \ldots, n \) and
\[ C_{kl}^j = \frac{1}{2} \sum_{p=1}^n \sum_{q=1}^n U^T H_2^{pq} U \] (4)
\[ D_{pqr}^j = \frac{1}{6} \sum_{p=1}^n \sum_{q=1}^n \sum_{r=1}^n H_3^{klm} u_p^q u_q^r \] (5)

The notation of \( u_i^p \) is the element at \( p \)th row and \( P \)th column of \( U \). The last term of Equation (3) represents the control variables. This term is reduced to \( \hat{b}_{ji} u_i \) when a single input–single output (SISO) system is under study; on the other side, the term is the summation assuming a multiple input–multiple output (MIMO) system of number \( m \).
2.2. Time Response under Impulse Function Input

As it was explained above, the method can be generalized to incorporate the effect of arbitrary excitations on the dynamic system. Since the output function is the result of each individual term from the Taylor series and Jordan canonical form, the complete function has the form in accordance with a Volterra series, that is [27],

$$\dot{y}_j = y^2_j + y^3_j + \ldots + y^n_j + \hat{b}_j u_j.$$  (6)

The system now is expressed by considering the individual and uncoupled terms. Please observe that for this case, the input function has influence in the first order term due to the nature of the exciting function. However, the second, third and higher order are linked with the input function resulting in an influence over the rest of the terms. Additionally, this result explains the modal interaction between linear and higher order terms. Thus,

$$\dot{y}_j = \lambda_j y_j + \hat{b}_j u_j.$$  (7)

$$\dot{y}^2_j = \lambda_j y^2_j + \sum_{k=1}^{n} \sum_{l=1}^{n} \sum_{i=1}^{n} C_{kl}^i y^{3}_{k} y^{l}_{i},$$  (8)

$$\dot{y}^3_j = \lambda_j y^3_j + \sum_{k=1}^{n} \sum_{l=1}^{n} \sum_{i=1}^{n} C_{kl}^i [y^2_k y_l + y_k y^3_l] + \sum_{p=1}^{n} \sum_{q=1}^{n} \sum_{r=1}^{n} D_{pqr}^{i} y^{4}_{p} y^{4}_{q} y^{4}_{r}.$$  (9)

Applying the Laplace transform to Equations (7)–(9), we have,

$$Y_j^1(s_1) = \frac{b_j}{s_1 - \lambda_j} U(s_1) - \frac{Y_j^1(0)}{s_1 - \lambda_j},$$  (10)

$$Y_j^2(s_1, s_2) = \sum_{k=1}^{n} \sum_{l=1}^{n} \sum_{i=1}^{n} \frac{1}{(s_1 + s_2 - \lambda_i)} C_{kl}^i Y_k^1(s_1) Y_l^1(s_2),$$  (11)

$$Y_j^3(s_1, s_2, s_3) = \sum_{k=1}^{n} \sum_{l=1}^{n} \sum_{i=1}^{n} \frac{1}{(s_1 + s_2 + s_3 - \lambda_i)} C_{kl}^i [Y_k^2(s_1, s_2) Y_l^1(s_3) + Y_k^1(s_1) Y_l^2(s_2, s_3)]$$

$$+ \sum_{p=1}^{n} \sum_{q=1}^{n} \sum_{r=1}^{n} \frac{1}{(s_1 + s_2 + s_3 - \lambda_i)} D_{pqr}^{i} Y_p^2(s_1) Y_q^1(s_2) Y_r^1(s_3),$$  (12)

where

$$Y_k^1(s_1) = \frac{b_k}{s_1 - \lambda_k} U(s_1) - \frac{Y_k^1(0)}{s_1 - \lambda_k},$$  (13)

$$Y_l^1(s_2) = \frac{b_l}{s_2 - \lambda_l} U(s_2) - \frac{Y_l^1(0)}{s_2 - \lambda_l},$$  (14)

$$Y_2^2(s_1, s_2) = \sum_{k=1}^{n} \sum_{l=1}^{n} \sum_{i=1}^{n} C_{kl}^i Y_k^1(s_1) Y_l^1(s_2) \frac{1}{(s_1 + s_2 - \lambda_i)(s_1 - \lambda_k)(s_2 - \lambda_l)}.$$  (15)

To illustrate the proposed method, consider the case of an impulse function $u_j(t)$,

$$u_j(t) = \delta(t) \Rightarrow U(s) = 1.$$  (16)

From Equation (10),

$$Y_j^1(s) = \frac{\hat{b}_j}{(s - \lambda_j)} - \frac{Y_j^1(0)}{(s - \lambda_j)}.$$  (17)
Obtaining the time domain solution by applying an inverse Laplace transform results in,

\[ y^1_j(t) = (\hat{b}_j - y^1_j(0))e^{\lambda_jt}. \]  \hspace{1cm} (18)

Following the same procedure, it is possible to obtain the Laplace domain kernel of second order term, i.e.,

\[ Y^2_j(s_1,s_2) = \sum_{k=1}^{n} \sum_{l=1}^{n} \frac{1}{C_k^l} \left\{ \frac{1}{(s_1 + s_2 - \lambda_j)} \left[ \hat{b}_k \hat{b}_l - \hat{b}_k Y^1_j(0) - \hat{b}_l Y^1_j(0) - Y^1_k(0)Y^1_l(0) \right] \right\}. \]  \hspace{1cm} (19)

When multidimensional Laplace domain kernels \( N_2(s_1,s_2) \) are obtained, it is possible to calculate a single Laplace domain kernel applying the procedure known as association of variables \([29,31]\), that is,

\[ N_2(s_1,s_2) = \frac{1}{(s_1 + s_2 - \lambda_j)} \left| \frac{1}{s - \lambda_k - \lambda_l} - \frac{1}{s - \lambda_j} \right|. \]  \hspace{1cm} (20)

Calculating the respective coefficients, the second order kernel expressed in single Laplace domain has the form,

\[ Y^2_j(s) = \sum_{k=1}^{n} \sum_{l=1}^{n} \frac{1}{C_k^l} \left[ \hat{b}_k \hat{b}_l - \hat{b}_k Y^1_j(0) - \hat{b}_l Y^1_j(0) - Y^1_k(0)Y^1_l(0) \right] \left\{ \frac{1}{(s - \lambda_k - \lambda_l)} - \frac{1}{s - \lambda_j} \right\}. \]  \hspace{1cm} (21)

which represents the time domain solution given by,

\[ y^2_j(t) = \sum_{k=1}^{n} \sum_{l=1}^{n} \frac{1}{C_k^l} \left[ \hat{b}_k \hat{b}_l - \hat{b}_k Y^1_j(0) - \hat{b}_l Y^1_j(0) - Y^1_k(0)Y^1_l(0) \right] e^{(\lambda_k + \lambda_l)t} - e^{\lambda_jt}. \]  \hspace{1cm} (22)

Equations (15) and (19) can be utilized for both cases of time domain analysis and for finding higher order transfer functions. Finally, the complete time domain solution of Equation (6) which is defined in terms of canonical form variables is expressed by,

\[ y_j(t) = [\hat{b}_j - y_j(0)]e^{\lambda_jt} + \sum_{k=1}^{n} \sum_{l=1}^{n} \frac{1}{C_k^l} \left[ \hat{b}_k \hat{b}_l - \hat{b}_k Y^1_j(0) - \hat{b}_l Y^1_j(0) - Y^1_k(0)Y^1_l(0) \right] e^{(\lambda_k + \lambda_l)t} - e^{\lambda_jt}. \]  \hspace{1cm} (23)

and converted to the original state variables,

\[ x_j(t) = \sum_{j=1}^{n} \left[ \hat{b}_j - u_j y^1_j(0) - \sum_{k=1}^{n} \sum_{l=1}^{n} \frac{1}{C_k^l} \left[ \hat{b}_k \hat{b}_l - \hat{b}_k Y^1_j(0) - \hat{b}_l Y^1_j(0) - Y^1_k(0)Y^1_l(0) \right] e^{(\lambda_k + \lambda_l)t} + \right. \]

\[ \left. \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{l=1}^{n} \left[ \hat{b}_k \hat{b}_l - \hat{b}_k Y^1_j(0) - \hat{b}_l Y^1_j(0) - Y^1_k(0)Y^1_l(0) \right] e^{(\lambda_k + \lambda_l)t} \right] e^{\lambda_jt}. \]  \hspace{1cm} (24)

2.3. Synthetic Example

To illustrate the application of the method, let us assume a synthetic example taken from Reference [32]. A first order nonlinear differential equation of the form,

\[ \tau y + y + \beta y^3 = u(t) \]  \hspace{1cm} (25)

is solved when the input function \( u(t) \) is an impulse function, as a first step, and afterwards, a step function is also studied; both using the modal series method. The differential Equation (25) has first and third order elements, which are considered in the final solution. Thus, assuming an impulse function, the equation takes the form,

\[ y = -\frac{1}{\tau} y - \frac{\beta}{\tau} y^3 + \frac{1}{\tau} F. \]  \hspace{1cm} (26)
Being, \( \lambda = -\frac{1}{\tau} \) (eigenvalue), \( C = 0 \), \( D = \frac{b}{\tau} \), \( u(t) = \frac{1}{\tau}F\delta(t) \), \( b = \frac{F}{\tau} \), the first order term is calculated as,

\[
y^1(s) = \frac{b}{s-\lambda}U(s) - \frac{y(0)}{s-\lambda}
\]

with \( y(0) = 0 \), \( y^1(s) = \frac{F}{\tau(\tau - \lambda)} \).

Applying the inverse Laplace transform,

\[
y(t) = \frac{F}{\tau}e^{-t/\tau}.
\]  \hfill (27)

This particular system does not have second order term. Hence, the third order term is expressed as,

\[
y^3(s_1, s_2, s_3) = \frac{1}{(s_1 + s_2 + s_3 - \lambda)}[D(y^1(s_1)y^1(s_2)y^1(s_3))]
\]  \hfill (28)

where,

\[
y^1(s_j) = \frac{b}{s_j - \lambda} \quad j = 1, 2, 3.
\]

Applying theorems of association of variables \([9]\), the solution in terms of a single Laplace domain is,

\[
y^3(s) = -\frac{1}{2\lambda(s-\lambda)} + \frac{1}{2\lambda(s-3\lambda)}
\]  \hfill (29)

Finally, the full solution to the differential Equation (25) for an input impulse function has the form,

\[
y(t) = \frac{F}{\tau}e^{-t/\tau} - \frac{\beta e^{-3t/\tau} - e^{-t/\tau}}{2\tau^3} + \ldots
\]  \hfill (30)

The time domain solution expressed by Equation (30) is like that described in Reference \([32]\) under the same conditions (input impulse function). This sample has demonstrated the viability of the extension of the modal series method to the inclusion of a forced input signal. Similarly to the previous case, a step input function was analyzed for the same nonlinear differential equation. This differential equation takes a similar form to Equation (25); however, the first order terms, which include the step function have the form,

\[
y^1(s_1) = \frac{F}{\tau} \frac{1}{s_1 - \lambda} \frac{1}{s_1}
\]  \hfill (31)

with \( y(0) = 0 \). Therefore,

\[
y^1(s) = -\frac{F}{s-\lambda} + \frac{F}{s^2}
\]  \hfill (32)

Executing the inverse Laplace transform,

\[
y^1(t) = F\left(1 - e^{-t/\tau}\right).
\]  \hfill (33)

The third order terms are those of Equation (28), but for the step function takes the form,

\[
y^3(s_1, s_2, s_3) = \frac{1}{(s_1 + s_2 + s_3 - \lambda)}[Db^3 \frac{1}{(s_1 - \lambda)s_1(s_2 - \lambda)s_2(s_3 - \lambda)s_3}]
\]  \hfill (34)

This equation may be solved using the theorems of association of variables on the multidimensional Laplace transform, described in Reference \([29]\). Applying the real convolution theorem \([31]\),

\[
F_1(s_1, s_2, s_3) \Delta^3 G_1(s) = Db^3 \frac{1}{(-\lambda)^3} \left(\frac{1}{s} - \frac{3}{s - 2\lambda} + \frac{3}{s - \lambda} - \frac{1}{s - 3\lambda}\right)
\]
and

\[ F(s) = D\beta^3 \frac{1}{(-\lambda s)^3} \frac{1}{s} \left( \frac{1}{s - \lambda} + \frac{3}{s - 2\lambda} + \frac{1}{s - 3\lambda} \right) \] (35)

Finally, the third order terms in the time domain solution have the form,

\[ y^3(t) = -F^3 \beta \left[ 1 - \left( \frac{5}{2} - \frac{3}{\tau} \right) e^{-t/\tau} + 3e^{-2t/\tau} + \frac{1}{2} e^{-3t/\tau} \right] \] (36)

with the full solution,

\[ y(t) = y^1(t) + y^3(t) + \ldots, \] (37)

\[ y(t) = F\left(1 - e^{-t/\tau}\right) - F^3 \beta \left[ 1 - \left( \frac{5}{2} - \frac{3}{\tau} \right) e^{-t/\tau} + 3e^{-2t/\tau} + \frac{1}{2} e^{-3t/\tau} \right] + \ldots \] (38)

Equation (38) agrees again with that obtained in Reference [32] for the case of a step input signal. The analytical example has demonstrated the application of modal series methods based on multidimensional Laplace to the differential Equation (25) and their comparison against the solution obtained with a different technique such as the Laplace–Borel transform [21].

3. Concept of Transfer Function with Nonlinear Characteristics

3.1. Introduction

The transfer function concept has been deeply analyzed as a powerful tool for either invariant linear time or time varying systems, with solid applications to control systems. The concept of the transfer function itself addresses the behavior between inputs and outputs of the dynamic system defined in terms of the Laplace domain. The transfer function concepts to power systems have diverse potential applications, since there are many actions of control which a real power system has to implement and perform. Some characteristics of transfer functions based on power system may be observed [13]:

- The order of any transfer function is as high as the number of state variables included in the model; i.e., in large power systems there are many thousands of states; most of those poles or eigenvalues are not observable from any signal in the system.
- An input signal applied to a power system will usually excite many modes, which will be reflected in different output signals and locations in the system.
- Despite a transfer function is usually defined as a ratio of polynomials, it can be expressed as a sum of residues over a first order pole.
- Transfer function analysis assumes that initial conditions are out of concern and the output is only a function of the forced function.

The concept of the computation of dominant poles of power system transfer functions has been addressed by some authors [5–10]. The concept arises over the consideration of a transfer function in which the poles and zeros are known, determining the main modes that are taking part in the frequency response to the oscillations in the power system. An algorithm based on Rayleigh iterations has been proposed, which exploits its characteristics of numerical properties of global cubic convergence [5]. The participation factors and the applications of such an algorithm are marked when a large-scale power system is studied. An earlier work proposed the use of Prony analysis to determine the residues and with them, to obtain the transfer functions for the design of power systems stabilizers (PSS) applied to a multimachine power system [33]. In this work, the usefulness of transfer function concept arose from determining the frequencies during oscillations in the power system that eventually may have been damped by PSS devices or another flexible AC transmission systems (FACTS) component.
3.2. Theoretical Basis of Nonlinear Characteristic in Transfer Function

Halás states in his contribution [19]: “everybody knows that a nonlinear system has no transfer functions”. This affirmation is completely valid if we recall that the concept of the transfer function itself is only related to linear systems. However, many techniques like those mainly described in Section 1, arise with nonlinear systems that after some mathematical methodologies allow us to obtain the so-called nonlinear transfer functions. The extension of modal series proposed in this contribution took advantage of this reasoning.

Transfer functions of nonlinear systems must satisfy many properties that are expected from transfer functions [3]. Some of the main properties were resumed here:

- They characterize a nonlinear system uniquely. Each nonlinear system has a unique transfer function, no matter what state space realization one starts with.
- They provide an input–output description of the nonlinear system.
- They allow the use of transfer function algebra, to combine systems in series, parallel or feedback connection.

The pseudo-linear algebra concept that unified the formalism of algebra related with both linear and discrete nonlinear systems is very important [34].

Assuming a transfer function defined for a linear system, we have,

\[ H(s) = \frac{Y(s)}{U(s)}. \] (39)

The time response of \( Y(s) \) to an impulse disturbance applied in the input function \( U \) is equal to the inverse Laplace transform of \( H(s) \) considering zero initial conditions in all system states [23]. Thus,

\[ y = \sum_i R_i e^{\lambda_i t}, \] (40)

where \( \lambda_i \) are the poles of \( H(s) \) and \( R_i \) the associated residues.

The time response of \( H(s) \) can be directly obtained by integrating in the time domain the impulse response of \( H(s) \), that is,

\[ y = \sum_i \frac{R_i}{\lambda_i} (e^{\lambda_i t} - 1). \] (41)

This case is very illustrative since the time response contains two parts due to the generic disturbance [31]:

- The first part is called forced response, which consists of the steady state part.
- The second one, called natural response, consists of the transient part, formed by a sum of exponentials, whose values depend on the applied disturbance.

The natural characteristic response depends on the location of the system poles in the complex plane [23]. Therefore, it is important to point out that modal analysis consists on the computation of these poles and on the determination of their nature and sensitivities [33].

For instance, the transfer function of a single input–single output (SISO) system has the form [7],

\[ \dot{z}(t) = Az(t) + Bu(t) \]
\[ y(t) = C^T z(t) + Du(t) \] (42)

whose transfer function is,

\[ H(s) = C^T (sI - A)^{-1} B + D \] (43)
where the eigenvalues are the poles of A and the corresponding right and left eigenvectors are given by \( \{ \lambda_j, x_j, v_j \} \). The transfer function can be expressed as a sum of residues \( R_j \) over first order poles, that is,

\[
H(s) = \sum_{j=1}^{n} \frac{R_j}{s - \lambda_j},
\]

where the residues \( R_j \) are \( R_j = \left( x_j^T C \right) \left( v_j^T B \right) \).

A pole \( \lambda_j \) that corresponds to a residue \( R_j \) with large \( |R_j|/\text{Re}(\lambda_j) \) is called a dominant pole, which is observable and controllable in the transfer function [8]. Several efforts oriented to research the dominant poles in large power systems have been focused on the transfer function concepts. Almost every developed approach is based on numerical algorithms that allow the determination of poles that have the biggest participation in power system oscillations [5–10]. Their extension to frequency analysis is straightforward, since functional kernels expressed in the Laplace domain are easily shifted to the frequency domain. Both SISO and MIMO systems are described by each contribution following the properties of linear transfer functions. The calculation of dominant poles was not addressed in this paper. So far, only the theoretical basis of the nonlinear transfer function was of concern, leaving room for future developments in this research topic.

3.3. Volterra Functional Expansion

The input–output behavior of a dynamic system of the form,

\[
\begin{align*}
x(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t)
\end{align*}
\]

(45)

may be represented by means of a generalized convolution integrals series [35]. A general convolution integral of order \( k \) is defined as follows: let \( (i_k, \ldots, i_1) \) be a multi-index of length \( k \) with \( i_k, \ldots, i_1 \) of the set \( \{1, \ldots, m\} \) and if \( u_{i_1}, \ldots, u_{i_m} \) are real value continuous functions defined on \( [0, T] \); the generalized convolution integral with kernel \( \omega_{i_k, \ldots, i_1} \) is defined as [30],

\[
\int_{0}^{t} \int_{0}^{\tau_2} \cdots \int_{0}^{\tau_{m-k+1}} \omega_{i_k, \ldots, i_1}(t, \tau_{k}, \ldots, \tau_1) u_{i_k}(\tau_k) \cdots u_{i_1}(\tau_1) d\tau_k \cdots d\tau_1
\]

(46)

for \( 0 \leq t \leq T \).

After some manipulations, it can be demonstrated that the series written as,

\[
y(t) = a_0(t) + \sum_{k=1}^{\infty} \sum_{i_k=1}^{m} \int_{0}^{t} \int_{0}^{\tau_2} \cdots \int_{0}^{\tau_{m-k+1}} \omega_{i_k, \ldots, i_1}(t, \tau_{k}, \ldots, \tau_1) u_{i_k}(\tau_k) \cdots u_{i_1}(\tau_1) d\tau_k \cdots d\tau_1
\]

(47)

is absolutely and uniformly convergent, and is called a Volterra series expansion [35,36].

The original application of the Volterra function to the analysis of nonlinear circuits is due to Wiener [36,37]. Wiener established that an output function \( y(t) \) of a nonlinear system is function of its input \( u(t) \) and that the two functions can be related by a functional series. The first few terms (up to third order) of the functional expansion are,

\[
y(t) = \int_{-\infty}^{\infty} h_1(\tau) u(t-\tau) d\tau + \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_2(\tau_1, \tau_2) u(t-\tau_1) u(t-\tau_2) d\tau_1 d\tau_2 \\
+ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_3(\tau_1, \tau_2, \tau_3) u(t-\tau_1) u(t-\tau_2) u(t-\tau_3) d\tau_1 d\tau_2 d\tau_3 + \ldots
\]

(48)
The $n$th order kernel of Equation (48) $h_n(\tau_1, \tau_2, \ldots, \tau_n)$ can be called a nonlinear impulse response of order $n$ [36]. Its Fourier transform can be called the nonlinear transfer function of order $n$. Hence considering the input–output relation it can be written in the form

$$y(t) = \sum_{i=1}^{\infty} y_i(t).$$

(49)

A system $H$ of the form $y = H_1[u] + H_2[u] + \ldots + H_n[u]$ can be broken into a parallel combination of systems $H_i$ as shown in Figure 1. The interpretation of such a figure can be resumed as [38]:

- The generalized functional representation shows a nonlinear system as a parallel bank of systems $H_i$ that are $n$th order nonlinear systems.
- They have an impulse-response function $h_n(t_1, \ldots, t_n)$ associated with them.

![Figure 1. Block diagram for the generalized functional representation.](image)

Following the same reasoning, a nonlinear system of the form,

$$f(y(t), \dot{y}(t), \ddot{y}(t), \ldots) = x(t),$$

(50)

can be split-up into a sequence of components connected in parallel by the method of Volterra functional expansion [36]. The process is illustrated by Figure 2. For this case, the first component is linear [39], that is,

$$f_1(t) = \int h_1(\tau_1)x(t-\tau_1)d\tau_1.$$  

(51)

![Figure 2. Functional expansion of the nonlinear system.](image)
Here, the procedure based on the multidimensional Laplace transform can be used. In this way the linear case can be transformed as,

\[ F_1(s) = H_1(s)U(s). \]  

(52)

The second component is of quadratic nature, i.e.,

\[ f_2(t) = \int \int h_2(\tau_1, \tau_2)x(t - \tau_1)x(t - \tau_2)d\tau_1d\tau_2. \]  

(53)

In order to use the theory of the multidimensional Laplace transform, it is necessary to artificially introduce \( t_1 \) and \( t_2 \), i.e.,

\[ f_2(t) = \int \int h_2(\tau_1, \tau_2)x(t_1 - \tau_1)x(t_2 - \tau_2)d\tau_1d\tau_2, \]

and then,

\[ F_2(s_1, s_2) = H_2(s_1, s_2)U(s_1)U(s_2). \]  

(54)

Formally, at least \( F_2(s_1, s_2) \) can be inverted to obtain \( f_2(t_1, t_2) \) for which \( f_2(t) \) is the desired output [38]. The method is generalized to higher order cases, hence the third is a cubic component; its output is,

\[ f_3(t) = \int \int \int h_3(\tau_1, \tau_2, \tau_3)x(t - \tau_1)x(t - \tau_2)x(t - \tau_3)d\tau_1d\tau_2d\tau_3, \]

which in the Laplace transform domain is,

\[ F_3(s_1, s_2, s_3) = H_3(s_1, s_2, s_3)U(s_1)U(s_2)U(s_3). \]  

(56)

The procedure of taking a number of variables \( t_1, t_2, \ldots, t_n \) as equal is called association of variables. The great significance of making the associations in the transform domain lies on the fact that these associations can be made by inspection; this application being a class of problem adapted to this theory. Hence, the total system output is given by,

\[ y(t) = \sum_{i=1}^{n} f_i(t), \]  

(57)

assuming a finite number of terms represented as an \( n \)th order nonlinear approximation.

It must be pointed out that terms associated to Volterra representation are denominated impulse-response Volterra kernels [31]. Such kernels can be compared with those obtained by the modal series. Following the same reasoning, it is possible to represent a forced nonlinear system decomposed by the modal series method, in the same way as the Volterra framework. By comparing each kernel, similarities from a qualitative point of view for both kernels’ sets can be observed. Also, it is important to mention that one of the main applications of multidimensional Laplace transforms centers on the closed form solution of Volterra kernels.

### 3.4. Analytical Deduction

Based on the modal series approach developed above, and considering the definition of the transfer function, which remarks the absence of initial conditions on the transfer function concept, it yields,

\[ Y_j(s) = \frac{b_j}{s - \lambda_j}U(s), \]  

(58)
Following the procedure of association of variables which expresses the referred second and third order terms in a single Laplace variable, we obtain,

\[ Y^1_j(s) = \frac{b_j}{s - \lambda_j} U(s), \]

\[ Y^2_j(s) = \sum_{k=1}^{n} \sum_{i=1}^{n} C_{ki} \left\{ \frac{b_k b_i}{(s - \lambda_j)(s - \lambda_k)} \right\} U(s)(s+1)(s+2), \]

\[ Y^3_j(s) = \sum_{p=1}^{n} \sum_{q=1}^{n} \sum_{r=1}^{n} D_{pq} \left\{ \frac{b_p b_q b_r}{(s - \lambda_j)(s - \lambda_p)(s - \lambda_q)} \right\} U(s)(s+1)(s+2)(s+3). \]

It can be observed that the poles of the first order transfer function are given by the eigenvalues obtained from the state matrix through Taylor series expansion of the nonlinear system. However, second and third order term poles, besides the poles due to eigenvalues, are due to the combination of two and three eigenvalues, respectively. Figure 3 shows in schematic form the linear and nonlinear flow chart to obtain the closed form transfer function based on the modal series approach.

Figure 3. Schematic representation of transfer function for the nonlinear system.
4. Application to a Power System Model

4.1. Classical Model

For the sake of exemplification, a simple power system consisting on a synchronous machine-infinite busbar power system was analyzed. The system was based on classical modeling [40], with extended representation up to third order and assuming a single input–single output. The system has the form,

\[
\begin{align*}
\mathbf{x} &= \left[ \frac{\Delta \delta}{\Delta \omega} \right] = \left[ \begin{array}{c} -\frac{p_m}{s} \cos \delta_0 \Delta \delta - \frac{D_m}{s} \Delta \omega \\ \frac{D_m}{s} \omega_0 \sin \delta_0 \Delta \delta \end{array} \right] + \frac{1}{s} \left[ \begin{array}{c} 0 \\ \frac{D_m}{s} \omega_0 \cos \delta_0 \Delta \delta^2 \end{array} \right] + \frac{1}{s^2} \left[ \begin{array}{c} 0 \\ \frac{D_m}{s} \omega_0 \cos \delta_0 \Delta \delta^3 \end{array} \right] + O(4) + \left[ \begin{array}{c} 0 \\ \frac{D_m}{s} \omega_0 \cos \delta_0 \Delta \delta^3 \end{array} \right] \Delta P_m \\
\Psi &= \left[ \begin{array}{c} 0 \\ 1 \end{array} \right] \left[ \frac{\Delta \delta}{\Delta \omega} \right]
\end{align*}
\]

which includes only one transfer function given by,

\[
F(s) = \frac{\Delta \omega(s)}{\Delta P_m(s)}.
\]

Applying the modal series, it yields,

- **First order terms**
  \[
  \frac{\Delta \omega^1(s)}{\Delta P_m(s)} = \sum_{j=1}^n u_{ij} \frac{\hat{b}_j}{s - \lambda_j},
  \]
  \[
  \frac{\Delta \omega^1(s)}{\Delta P_m(s)} = u_{1,1} \frac{\hat{b}_1}{s - \lambda_1} + u_{1,2} \frac{\hat{b}_2}{s - \lambda_2}.
  \]

- **Second order terms**
  \[
  \frac{\Delta \omega^2(s_1, s_2)}{\Delta P_m(s_1, s_2)} = \sum_{j=1}^n u_{ij} \sum_{k=1}^n \sum_{l=1}^n C_{kl}^j \hat{b}_k \hat{b}_l \left( \frac{1}{(s_1 + s_2 - \lambda_1)(s_1 - \lambda_k)(s_2 - \lambda_l)} \right),
  \]
  \[
  \frac{\Delta \omega^2(s)}{\Delta P_m(s)} = \sum_{j=1}^n u_{ij} \sum_{k=1}^n \sum_{l=1}^n h_{kl}^j \hat{b}_k \hat{b}_l \left( \frac{1}{(s - \lambda_k - \lambda_l)} - \frac{1}{(s - \lambda_1)} \right),
  \]
  \[
  \frac{\Delta \omega^2(s)}{\Delta P_m(s)} = u_{1,1} \left[ \begin{array}{c} h_{1,1}^2 \hat{b}_1 \hat{b}_1 \left( \frac{1}{(s - \lambda_1)} - \frac{1}{(s - \lambda_2)} \right) + h_{1,2}^2 \hat{b}_1 \hat{b}_2 \left( \frac{1}{(s - \lambda_2 - \lambda_1)} - \frac{1}{(s - \lambda_2)} \right) \end{array} \right] + \frac{1}{(s - \lambda_1)},
  \]
  \[
  u_{1,2} \left[ \begin{array}{c} h_{2,1}^2 \hat{b}_1 \hat{b}_1 \left( \frac{1}{(s - \lambda_2)} - \frac{1}{(s - \lambda_1)} \right) + h_{2,2}^2 \hat{b}_2 \hat{b}_2 \left( \frac{1}{(s - \lambda_2)} - \frac{1}{(s - \lambda_2)} \right) \end{array} \right],
  \]

- **Third order terms**
  \[
  \frac{\Delta \omega^3(s)}{\Delta P_m(s)} = \sum_{j=1}^n u_{ij} \sum_{p=1}^n \sum_{q=1}^n \sum_{r=1}^n D_{pqr} \hat{b}_p \hat{b}_q \hat{b}_r \frac{1}{(s - \lambda_j)(s - \lambda_j)(s - \lambda_j)},
  \]
  \[
  \frac{\Delta \omega^3(s)}{\Delta P_m(s)} = \sum_{j=1}^n u_{ij} \sum_{p=1}^n \sum_{q=1}^n \sum_{r=1}^n h_{pq}^j \hat{b}_p \hat{b}_q \hat{b}_r \left( \frac{1}{(s - \lambda_1)} - \frac{1}{(s - \lambda_1)} \right),
  \]
Thus,

\[
\frac{\Delta \omega^3(\omega)}{\Delta P_m(s)} = u_{1,1} \left\{ h_{3,1,1}^1 b_1^3 \left[ \frac{1}{(s-\lambda_1)} - \frac{1}{(s-3\lambda_1)} \right] + h_{3,1,2}^1 b_1^2 b_2 \left[ \frac{1}{(s-\lambda_1)} - \frac{1}{(s-2\lambda_1-\lambda_2)} \right] + h_{3,2,1}^1 b_1^2 b_2 \left[ \frac{1}{(s-\lambda_1)} - \frac{1}{(s-2\lambda_1-2\lambda_2)} \right] \right\} + u_{1,2} \left\{ h_{3,1,1}^2 b_1^3 \left[ \frac{1}{(s-\lambda_2)} - \frac{1}{(s-3\lambda_2)} \right] + h_{3,1,2}^2 b_1^2 b_2 \left[ \frac{1}{(s-\lambda_2)} - \frac{1}{(s-2\lambda_1-\lambda_2)} \right] + h_{3,2,2}^2 b_1^2 b_2 \left[ \frac{1}{(s-\lambda_2)} - \frac{1}{(s-2\lambda_1-2\lambda_2)} \right] \right\}. \tag{65}
\]

This process can be applied repeatedly up to the terms suitable to be considered. In this case, terms up to third order were solved, hence the transfer function with nonlinear characteristics was represented by linear, second and third nonlinear terms. Figure 4 shows the Bode graphics for the transfer functions, and corresponding to the first, second and third order, respectively, associated to the test power system considered in this experiment. Bode analysis was performed by using MATLAB® control toolbox (R2016a, The MathWorks, Inc, Natick, MA, USA), assuming individual transfer functions. The frequency contributions of second and third order terms in the gain of transfer function were observed.

![Bode Diagram](image-url)

**Figure 4.** Bode plots of the linear and nonlinear transfer functions of the study case of synchronous machine-infinite busbar.
The Bode graphs of Figure 4 show the frequency contributions of both linear and nonlinear transfer functions. Of course, the linear frequency transfer function was due to the poles of the oscillatory eigenvalues with frequency $f = 1.1096$ Hz, such as it is described in Table 1. Furthermore, the frequencies due to the second order transfer functions were caused by the combination of oscillatory modes, resulting in two main frequencies contributions, also detailed in Table 1.

**Table 1.** Residues, frequencies and damping ratios for the linear and nonlinear transfer functions.

| Transfer Function | Residues | Poles                  | Frequency (Hz) | Damping Ratio |
|-------------------|----------|------------------------|----------------|---------------|
| First Order       | $-27.0380i$ | $-0.3571 + 6.9715i$   | 1.1096         | 0.0512        |
|                   | $27.0380i$  | $-0.3571 - 6.9715i$   | −1.1096        | 0.0512        |
| Second Order      | $223.24370479 - 11.4365329i$ | $-0.7143 + 13.9430i$ | 2.2191         | 0.0512        |
|                   | $-223.24370479 + 11.4365329i$ | $-0.3571 + 6.9715i$   | 1.1096         | 0.0512        |
|                   | $223.24370479 - 11.4365329i$ | $-0.7143$           | −1.1096        | −0.0512       |
|                   | $-223.24370479 + 11.4365329i$ | $-0.3571 + 6.9715i$   | 1.1096         | 0.0512        |
|                   | $223.24370479 - 11.4365329i$ | $-0.7143$           | −1.1096        | −0.0512       |
|                   | $-223.24370479 + 11.4365329i$ | $-0.3571 + 6.9715i$   | 1.1096         | 0.0512        |
|                   | $-74.58811208 - 1.27368937i$ | $-0.7143 - 13.9430i$ | 2.2191         | 0.0512        |
|                   | $74.58811208 + 1.27368937i$  | $-0.3571 + 6.9715i$   | 1.1096         | 0.0512        |
|                   | $-74.58811208 - 1.27368937i$ | $-0.7143 + 13.9430i$ | 2.2191         | 0.0512        |
|                   | $74.58811208 + 1.27368937i$  | $-0.3571 - 6.9715i$   | 1.1096         | 0.0512        |
|                   | $223.24370479 - 11.4365329i$ | $-0.7143$           | −1.1096        | −0.0512       |
|                   | $-223.24370479 + 11.4365329i$ | $-0.3571 - 6.9715i$   | 1.1096         | 0.0512        |
|                   | $223.24370479 - 11.4365329i$ | $-0.7143$           | −1.1096        | −0.0512       |
|                   | $-223.24370479 + 11.4365329i$ | $-0.3571 - 6.9715i$   | 1.1096         | 0.0512        |
|                   | $-74.58811208 - 1.27368937i$ | $-0.7143 - 13.9430i$ | 2.2191         | 0.0512        |
|                   | $74.58811208 + 1.27368937i$  | $-0.3571 + 6.9715i$   | 1.1096         | 0.0512        |

This Table specifies the residue, pole, frequency and damping ratio associated to each mode for the case of the first order transfer function, and the resulting modal combination for the case of the second order transfer function. A frequency of 2.2191 Hz (which can be observed in the Bode graph of Figure 4) was the result of modal combination. Also, to be noted was the substantial increase on residual values of the second order transfer function, dependent of nonlinear coefficients.

Another schematic form to express the frequency response of the linear and nonlinear transfer functions was the application of the Nyquist plots or polar plots shown in Figure 5. In this case study, the mechanical power input, as mentioned before, was applied as the input signal to the transfer function. Figure 5a shows the polar plot for the linear transfer function. According to the theory of Nyquist diagrams, the frequency evolution demonstrated that the system was stable for a defined perturbation, since the polar diagram is not circling the axis in one and the poles are in the left half plane (negative real part). The analysis was made considering transfer functions in open loop.

![Nyquist Diagram](image)
4.2. Step Input Response

The transfer functions previously defined are subjected to the application of a unit step function of the form [2],

\[ f(t) = 0 \quad \text{for} \ t < 0 \]
\[ f(t) = 1 \quad \text{for} \ t > 0 \]

Figure 5. Nyquist plots for the linear and transfer functions of \( \frac{\Delta P}{\Delta W} \). (a) Linear transfer function; (b) second order transfer function.

The waveforms of Figure 5 show the time evolution of each transfer function with respect to their individual residues. Of note are the values of second order transfer function residues that were not considered when only the linear approximation is represented.

Also, the same reasoning was used for the second order transfer function. A zoomed vision of the diagram of Figure 5 is shown in Figure 6, where the frequency of 2.2 Hz, which was contributed by second order modal terms, is observed. In the same way as the linear case, referring to Figure 6, the trajectory obtained by the Nyquist plot is apparently circling at point \(-1\), but in counter-clock direction; this is one condition to demonstrate that the system was stable for the transfer function performed under the parameter conditions given. Nyquist theorems must to be explored and extended in future contributions where control dynamics is incorporated.

Figure 6. Detailed zoom of Nyquist plot of the second order transfer function.
The unit step function is undefined at $t = 0$. In the Laplace domain it is defined as,

$$ \mathfrak{L}[1] = \int_0^\infty e^{-st}dt = \frac{1}{s}. $$

Taking the transfer functions Equations (63) and (64) defined for linear and second order, respectively, and applying the input unit step function, the closed form expressions in the Laplace domain are,

$$ \Delta \tilde{\omega}(s) = \xi_1 \frac{b_1}{s - \lambda_1} + \xi_2 \frac{b_2}{s - \lambda_2}, \quad (66) $$

$$ \Delta \tilde{\omega}^2(s) = \zeta_1 \left[ \begin{array}{c} h_{21}^1 \frac{b_1^2}{s_1} \left[ \frac{1}{s_1 - \lambda_1} - \frac{1}{s - \lambda_1} \right] + \frac{1}{s} - \frac{1}{s - \lambda_1} \end{array} \right] + \zeta_2 \left[ \begin{array}{c} h_{21}^1 \frac{b_1^2}{s_2} \left[ \frac{1}{s_2 - \lambda_2} - \frac{1}{s - \lambda_2} \right] + \frac{1}{s} - \frac{1}{s - \lambda_2} \end{array} \right] + \left[ \begin{array}{c} h_{21}^1 \frac{b_2^2}{s_1} \left[ \frac{1}{s_1 - \lambda_1} - \frac{1}{s - \lambda_1} \right] + \frac{1}{s} - \frac{1}{s - \lambda_1} \end{array} \right], \quad (67) $$

Now, applying the inverse Laplace transform, the closed form solutions in time domain are obtained as follows,

$$ \Delta \tilde{\omega}(t) = \xi_1 \frac{b_1}{\lambda_1} [e^{\lambda_1 t} - 1] + \xi_2 \frac{b_2}{\lambda_2} [e^{\lambda_2 t} - 1], \quad (68) $$

$$ \Delta \tilde{\omega}^2(t) = \zeta_1 \left[ \begin{array}{c} h_{21}^1 \frac{b_1^2}{s_1} \left[ e^{\lambda_1 t} - 1 \right] + \frac{1}{s_1} - \frac{s}{s_1} \right] + \zeta_2 \left[ \begin{array}{c} h_{21}^1 \frac{b_2^2}{s_2} \left[ e^{\lambda_2 t} - 1 \right] + \frac{1}{s_2} - \frac{s}{s_2} \right] + \left[ \begin{array}{c} h_{21}^1 \frac{b_2^2}{s_1} \left[ e^{\lambda_1 t} - 1 \right] + \frac{1}{s_1} - \frac{s}{s_1} \right], \quad (69) $$

Performing simulations through the time domain expressions of Equations (54) and (55) and according to the assumed parameter conditions for this case study, the waveforms of Figure 7 are obtained for the case of input step function response.

Low frequency oscillations are observed in Figure 7, where the second order evolution was considered. The graphs also show that the system remained stable under this input signal, thus oscillating to eventually disappear. An additional exercise could be performed in this case study, which assumed various damping coefficients, resulting in different oscillation conditions. Figure 8a,b show this experiment for the linear and nonlinear transfer function, respectively, where the damping constant was varied from 0 to 5 and increased to the hypothetical values of 10 and 20 (over-damped conditions).

It was of note that the oscillations varied only in amplitude, keeping the frequency unchanged; as it was expected. For higher values of damping conditions, oscillations disappeared more rapidly than low damping constants.
Figure 7. Time evolution after a unit step function applied to the transfer functions. (a) Linear transfer function; (b) second order transfer function.

Figure 8. Time evolution after a unit step function applied to the transfer functions varying the damping coefficient: (a) linear transfer function; (b) second order transfer function.
5. Application to a Multimachine Power System Model

5.1. Three Synchronous Machine–Nine Buses Test Power System

The application of the proposed method was illustrated on a three machines, nine bus test power system. The generation and network parameters, load data and the system operating conditions were taken from Reference [41] and given in Appendix A. The power system was represented by a fourth-order model including the automatic voltage regulator (AVR) representation.

Nonlinear Transfer Functions

Taking into account the modeling of a multimachine power system, and considering the fourth order power network representation, the system was linearized by considering the state variables of each generator and the input variables associated to the power system as the mechanical power inputs and the reference voltages of the automatic voltage regulator, i.e.,

\[
\Delta x = \begin{bmatrix}
\Delta \delta_1 & \Delta \delta_2 & \Delta \delta_3 & \Delta \omega_1 & \Delta \omega_2 & \Delta \omega_3 & \Delta E'_{q1} & \Delta E'_{q2} & \Delta E'_{q3} \\
\Delta E'_{d1} & \Delta E'_{d2} & \Delta E'_{d3} & \Delta E_{f1} & \Delta E_{f2} & \Delta E_{f3}
\end{bmatrix}^T, \quad (70)
\]

\[
\Delta u = \begin{bmatrix}
\Delta P_{m1} & \Delta P_{m2} & \Delta P_{m3} & \Delta V_{ref1} & \Delta V_{ref2} & \Delta V_{ref3}
\end{bmatrix}^T. \quad (71)
\]

Hence, the complete model including the power system under study has the form,

\[
\dot{x} = F_1(x) + F_2(x) + F_3(x) + \ldots + B \Delta u, \quad (72)
\]

where \(F_1(x), F_2(x)\) and \(F_3(x)\) are the Jacobian, Hessian and third order terms matrices [27], respectively. The input matrix \(B\) has the form,

\[
B = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \frac{\partial f_1}{\partial x_2} & \ldots & \frac{\partial f_1}{\partial x_r} \\
\frac{\partial f_2}{\partial x_1} & \frac{\partial f_2}{\partial x_2} & \ldots & \frac{\partial f_2}{\partial x_r} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial x_1} & \frac{\partial f_n}{\partial x_2} & \ldots & \frac{\partial f_n}{\partial x_r}
\end{bmatrix}, \quad (73)
\]

which for the assumed power system is a \((15 \times 6)\) order matrix.

For this case study, the transfer functions could be described by choosing the rotor speed deviations as the set of output variables, which resulted in a multivariable transfer function with six inputs–three outputs, in the form shown by Figure 9. Since the system under study has multiple inputs–multiple outputs (MIMO system) it is necessary to incorporate the concept of superposition. Although this is a concept only valid for linear systems, the linearity of inputs and the nature of each kernel represented in terms of the multidimensional Laplace domain could be assumed. For the sake of simplicity, each transfer function was calculated as a single input–single output system thus considering only the effect on the output variable due to a single input variable.

Applying the modal series method, detailed transfer functions including second and third order terms can be described. Following the modal series reasoning, the complete system can be modeled according to linear rules, which in its own can be expressed according to Jordan canonical form, i.e.,

\[
\begin{equation}
\begin{aligned}
\dot{x} &= A \Delta x + F_2(x) + F_3(x) + \ldots + U^{-1} Bu, \\
y &= C U x
\end{aligned}
\end{equation}
\]
and then transformed into its Laplace transform domain as,

\[ \tilde{X}(s) = \tilde{X}_1(s) + \tilde{X}_2(s) + \tilde{X}_3(s) + \ldots + \tilde{B}U(s) \]

\[ Y(s) = CX(s) \]

(75)

Figure 9. Multivariable transfer function \( \Omega(s) \).

Calculating \( \tilde{B} = U^{-1}B \),

\[
\tilde{B} = \begin{bmatrix}
\delta_1 & \delta_2 & \delta_3 & \omega_1 & \omega_2 & \omega_3 & E'_{q1} & E'_{q2} & E'_{q3} & E'_{d1} & E'_{d2} & E'_{d3} & E_{f1} & E_{f2} & E_{f3} \\
b_{11} & b_{12} & b_{13} & b_{14} & b_{15} & b_{16} & b_{21} & b_{22} & b_{23} & b_{24} & b_{25} & b_{26} & b_{31} & b_{32} & b_{33} & b_{34} & b_{35} & b_{36} & b_{41} & b_{42} & b_{43} & b_{44} & b_{45} & b_{46} & b_{51} & b_{52} & b_{53} & b_{54} & b_{55} & b_{56} & b_{61} & b_{62} & b_{63} & b_{64} & b_{65} & b_{66} & b_{71} & b_{72} & b_{73} & b_{74} & b_{75} & b_{76} & b_{81} & b_{82} & b_{83} & b_{84} & b_{85} & b_{86} & b_{91} & b_{92} & b_{93} & b_{94} & b_{95} & b_{96} & b_{10,1} & b_{10,2} & b_{10,3} & b_{10,4} & b_{10,5} & b_{10,6} & b_{11,1} & b_{11,2} & b_{11,3} & b_{11,4} & b_{11,5} & b_{11,6} & b_{12,1} & b_{12,2} & b_{12,3} & b_{12,4} & b_{12,5} & b_{12,6} & b_{13,1} & b_{13,2} & b_{13,3} & b_{13,4} & b_{13,5} & b_{13,6} & b_{14,1} & b_{14,2} & b_{14,3} & b_{14,4} & b_{14,5} & b_{14,6} & b_{15,1} & b_{15,2} & b_{15,3} & b_{15,4} & b_{15,5} & b_{15,6}
\end{bmatrix}
\]

\[
\tilde{C} = \begin{bmatrix}
\hat{c}_{1,1} & \hat{c}_{1,2} & \hat{c}_{1,3} & \hat{c}_{1,4} & \hat{c}_{1,5} & \hat{c}_{1,6} & \hat{c}_{1,7} & \hat{c}_{1,8} & \hat{c}_{1,9} & \hat{c}_{1,10} & \hat{c}_{1,11} & \hat{c}_{1,12} & \hat{c}_{1,13} & \hat{c}_{1,14} & \hat{c}_{1,15} \\
\hat{c}_{2,1} & \hat{c}_{2,2} & \hat{c}_{2,3} & \hat{c}_{2,4} & \hat{c}_{2,5} & \hat{c}_{2,6} & \hat{c}_{2,7} & \hat{c}_{2,8} & \hat{c}_{2,9} & \hat{c}_{2,10} & \hat{c}_{2,11} & \hat{c}_{2,12} & \hat{c}_{2,13} & \hat{c}_{2,14} & \hat{c}_{2,15} \\
\hat{c}_{3,1} & \hat{c}_{3,2} & \hat{c}_{3,3} & \hat{c}_{3,4} & \hat{c}_{3,5} & \hat{c}_{3,6} & \hat{c}_{3,7} & \hat{c}_{3,8} & \hat{c}_{3,9} & \hat{c}_{3,10} & \hat{c}_{3,11} & \hat{c}_{3,12} & \hat{c}_{3,13} & \hat{c}_{3,14} & \hat{c}_{3,15}
\end{bmatrix}
\]

From Equation (75) it is possible to separate the terms corresponding to first, second, etc. order resulting in the next transfer functions that are expressed as a multi input–multi output system.

- First order transfer functions:

\[ \Delta x_i^1(s) = \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{b_{ij}}{s - \lambda_j} \]
where,

\[
\Omega_{1,1}(s) = \frac{\Delta \tilde{\Omega}_1^1(s)}{\Delta P_1(s)} = \frac{\bar{b}_{1,1}\hat{c}_{1,1} + \bar{b}_{2,1}\hat{c}_{1,2} + \bar{b}_{3,1}\hat{c}_{1,3} + \cdots + \bar{b}_{15,1}\hat{c}_{1,15}}{s - \lambda_1}
\]

\[
\Omega_{2,1}(s) = \frac{\Delta \tilde{\Omega}_2^1(s)}{\Delta P_{m1}(s)} = \frac{\bar{b}_{1,2}\hat{c}_{2,1} + \bar{b}_{2,2}\hat{c}_{2,2} + \bar{b}_{3,2}\hat{c}_{2,3} + \cdots + \bar{b}_{15,2}\hat{c}_{2,15}}{s - \lambda_2}
\]

\[
\vdots
\]

In general, the linear transfer functions are,

\[
\Omega_{ij}^1(s) = \sum_{k=1}^{n} \frac{\bar{b}_{ij,k}\hat{c}_{ij,k}}{s - \lambda_k},
\]

with \(i = 1, \ldots, o, o = 3 = \) number of output variables; \(j = 1, \ldots, r, r = 6 = \) number of input variables; \(n = 15 = \) number of state variables.

- Second order transfer functions:
To formulate the second order transfer function, it is necessary to consider the system as a single input–single output in order to form the transfer function matrix, that is,

\[
\begin{bmatrix}
\tilde{\omega}_{d1}(s) \\
\tilde{\omega}_{d2}(s) \\
\tilde{\omega}_{d3}(s) \\
\tilde{\omega}_{d1}(s) \\
\tilde{\omega}_{d2}(s) \\
\tilde{\omega}_{d3}(s) \\
F_{\tilde{d}1}(s) \\
F_{\tilde{d}2}(s) \\
F_{\tilde{d}3}(s) \\
F_{\tilde{f}d1}(s) \\
F_{\tilde{f}d2}(s) \\
F_{\tilde{f}d3}(s)
\end{bmatrix} =
\begin{bmatrix}
G_{1,1}(s) & G_{1,2}(s) & G_{1,3}(s) & G_{1,4}(s) & G_{1,5}(s) & G_{1,6}(s) \\
G_{2,1}(s) & G_{2,2}(s) & G_{2,3}(s) & G_{2,4}(s) & G_{2,5}(s) & G_{2,6}(s) \\
G_{3,1}(s) & G_{3,2}(s) & G_{3,3}(s) & G_{3,4}(s) & G_{3,5}(s) & G_{3,6}(s) \\
G_{4,1}(s) & G_{4,2}(s) & G_{4,3}(s) & G_{4,4}(s) & G_{4,5}(s) & G_{4,6}(s) \\
G_{5,1}(s) & G_{5,2}(s) & G_{5,3}(s) & G_{5,4}(s) & G_{5,5}(s) & G_{5,6}(s) \\
G_{6,1}(s) & G_{6,2}(s) & G_{6,3}(s) & G_{6,4}(s) & G_{6,5}(s) & G_{6,6}(s) \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{bmatrix}
\]

where \(G_{p,q}(s) = \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{l=1}^{n} h_{k} h_{l} h_{m} h_{n} \left( \frac{1}{s^{2} - \lambda_{j} - \lambda_{k}} \right) \) with \(p = 1, 2, \ldots, n; n = 15; q = 1, 2, \ldots, r; r = 6\).

From Equation (79), considering the selected output variables, which for this case study were the rotor speed deviations \((\omega_{1}, \omega_{2}, \omega_{5})\), the individual transfer functions are obtained and grouped to form the transfer function matrix. For instance, the first transfer function is formed as,

\[
\frac{\Delta \omega_{d1}(s)}{\Delta \omega_{d}(s)} = \begin{bmatrix}
\Delta \omega_{d1,1} \\
\Delta \omega_{d1,15} \\
\Delta \omega_{d2,1} \\
\Delta \omega_{d2,15} \\
\Delta \omega_{d3,1} \\
\Delta \omega_{d3,15} \\
\Delta \omega_{f1,1} \\
\Delta \omega_{f1,15} \\
\Delta \omega_{f2,1} \\
\Delta \omega_{f2,15} \\
\Delta \omega_{f3,1} \\
\Delta \omega_{f3,15}
\end{bmatrix} =
\begin{bmatrix}
\Delta \omega_{d1,1} \\
\Delta \omega_{d1,15} \\
\Delta \omega_{d2,1} \\
\Delta \omega_{d2,15} \\
\Delta \omega_{d3,1} \\
\Delta \omega_{d3,15} \\
\Delta \omega_{f1,1} \\
\Delta \omega_{f1,15} \\
\Delta \omega_{f2,1} \\
\Delta \omega_{f2,15} \\
\Delta \omega_{f3,1} \\
\Delta \omega_{f3,15}
\end{bmatrix}
\]

\begin{align}
\left( \frac{1}{s^{2} - \lambda_{1} - \lambda_{15}} \right) + h_{1,2} \left( \frac{1}{s^{2} - \lambda_{1} - \lambda_{15}} \right) + \cdots + h_{1,15} \left( \frac{1}{s^{2} - \lambda_{1} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{2} - \lambda_{15}} \right) + h_{2,1} \left( \frac{1}{s^{2} - \lambda_{2} - \lambda_{15}} \right) + \cdots + h_{2,15} \left( \frac{1}{s^{2} - \lambda_{2} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{3} - \lambda_{15}} \right) + h_{3,1} \left( \frac{1}{s^{2} - \lambda_{3} - \lambda_{15}} \right) + \cdots + h_{3,15} \left( \frac{1}{s^{2} - \lambda_{3} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{4} - \lambda_{15}} \right) + h_{4,1} \left( \frac{1}{s^{2} - \lambda_{4} - \lambda_{15}} \right) + \cdots + h_{4,15} \left( \frac{1}{s^{2} - \lambda_{4} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{5} - \lambda_{15}} \right) + h_{5,1} \left( \frac{1}{s^{2} - \lambda_{5} - \lambda_{15}} \right) + \cdots + h_{5,15} \left( \frac{1}{s^{2} - \lambda_{5} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{6} - \lambda_{15}} \right) + h_{6,1} \left( \frac{1}{s^{2} - \lambda_{6} - \lambda_{15}} \right) + \cdots + h_{6,15} \left( \frac{1}{s^{2} - \lambda_{6} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{7} - \lambda_{15}} \right) + h_{7,1} \left( \frac{1}{s^{2} - \lambda_{7} - \lambda_{15}} \right) + \cdots + h_{7,15} \left( \frac{1}{s^{2} - \lambda_{7} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{8} - \lambda_{15}} \right) + h_{8,1} \left( \frac{1}{s^{2} - \lambda_{8} - \lambda_{15}} \right) + \cdots + h_{8,15} \left( \frac{1}{s^{2} - \lambda_{8} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{9} - \lambda_{15}} \right) + h_{9,1} \left( \frac{1}{s^{2} - \lambda_{9} - \lambda_{15}} \right) + \cdots + h_{9,15} \left( \frac{1}{s^{2} - \lambda_{9} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{10} - \lambda_{15}} \right) + h_{10,1} \left( \frac{1}{s^{2} - \lambda_{10} - \lambda_{15}} \right) + \cdots + h_{10,15} \left( \frac{1}{s^{2} - \lambda_{10} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{11} - \lambda_{15}} \right) + h_{11,1} \left( \frac{1}{s^{2} - \lambda_{11} - \lambda_{15}} \right) + \cdots + h_{11,15} \left( \frac{1}{s^{2} - \lambda_{11} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{12} - \lambda_{15}} \right) + h_{12,1} \left( \frac{1}{s^{2} - \lambda_{12} - \lambda_{15}} \right) + \cdots + h_{12,15} \left( \frac{1}{s^{2} - \lambda_{12} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{13} - \lambda_{15}} \right) + h_{13,1} \left( \frac{1}{s^{2} - \lambda_{13} - \lambda_{15}} \right) + \cdots + h_{13,15} \left( \frac{1}{s^{2} - \lambda_{13} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{14} - \lambda_{15}} \right) + h_{14,1} \left( \frac{1}{s^{2} - \lambda_{14} - \lambda_{15}} \right) + \cdots + h_{14,15} \left( \frac{1}{s^{2} - \lambda_{14} - \lambda_{15}} \right) \\
\left( \frac{1}{s^{2} - \lambda_{15} - \lambda_{15}} \right) + h_{15,1} \left( \frac{1}{s^{2} - \lambda_{15} - \lambda_{15}} \right) + \cdots + h_{15,15} \left( \frac{1}{s^{2} - \lambda_{15} - \lambda_{15}} \right)
\end{align}
In the same way, the rest of the transfer functions are defined and then grouped in matrix form in order to complete the transfer function matrix as,

$$
\begin{bmatrix}
\tilde{\omega}_1(s) \\
\tilde{\omega}_2(s) \\
\tilde{\omega}_3(s)
\end{bmatrix} = \begin{bmatrix}
\Omega_{1,1}^2(s) & \Omega_{1,2}^2(s) & \Omega_{1,3}^2(s) & \Omega_{1,4}^2(s) & \Omega_{1,5}^2(s) & \Omega_{1,6}^2(s) \\
\Omega_{2,1}^2(s) & \Omega_{2,2}^2(s) & \Omega_{2,3}^2(s) & \Omega_{2,4}^2(s) & \Omega_{2,5}^2(s) & \Omega_{2,6}^2(s) \\
\Omega_{3,1}^2(s) & \Omega_{3,2}^2(s) & \Omega_{3,3}^2(s) & \Omega_{3,4}^2(s) & \Omega_{3,5}^2(s) & \Omega_{3,6}^2(s)
\end{bmatrix} \begin{bmatrix}
P_{m1}(s) \\
P_{m2}(s) \\
P_{m3}(s) \\
V_{ref1}(s) \\
V_{ref2}(s) \\
V_{ref3}(s)
\end{bmatrix},
\tag{81}
$$

where

$$
\Omega_{1,1}^2(s) = \frac{\tilde{\omega}_1^2(s)}{\Delta U(s)} = \tilde{\epsilon}_{1,1} \left[ \sum_{k=1}^{n} \frac{h_1^k b^k_1 b^k_1}{\left(\frac{1}{s - \lambda_k} - \frac{1}{s - \lambda_1}\right)} + \tilde{\epsilon}_{1,2} \sum_{k=1}^{n} \frac{h_2^k b^k_2 b^k_1}{\left(\frac{1}{s - \lambda_k} - \frac{1}{s - \lambda_1}\right)} + \cdots + \tilde{\epsilon}_{1,15} \sum_{k=1}^{n} \frac{h_2^k b^k_2 b^k_1}{\left(\frac{1}{s - \lambda_k} - \frac{1}{s - \lambda_1}\right)} \right],
$$

$$
\Omega_{1,2}^2(s) = \frac{\tilde{\omega}_2^2(s)}{\Delta U(s)} = \tilde{\epsilon}_{1,1} \left[ \sum_{k=1}^{n} \frac{h_2^k b^k_2 b^k_2}{\left(\frac{1}{s - \lambda_k} - \frac{1}{s - \lambda_2}\right)} + \tilde{\epsilon}_{1,2} \sum_{k=1}^{n} \frac{h_2^k b^k_2 b^k_2}{\left(\frac{1}{s - \lambda_k} - \frac{1}{s - \lambda_2}\right)} + \cdots + \tilde{\epsilon}_{1,15} \sum_{k=1}^{n} \frac{h_2^k b^k_2 b^k_2}{\left(\frac{1}{s - \lambda_k} - \frac{1}{s - \lambda_2}\right)} \right],
$$

$$
\vdots
$$

In the general case,

$$
\Omega_{(i,j)}^2(s) = \frac{\tilde{\omega}_i^2(s)}{U_j(s)} = \sum_{p=1}^{n} \tilde{\epsilon}_{i,p} \left[ \sum_{k=1}^{n} \frac{h_2^k b^k_2 b^k_1}{\left(\frac{1}{s - \lambda_k} - \frac{1}{s - \lambda_j}\right)} \right],
\tag{82}
$$

with, \(i = 1, \ldots, o, o = 3, j = 1, \ldots, r, r = 6\).

The input signal is chosen as the input mechanical torque, for which it is possible to determine the transfer function of any state variable. Upon rearranging terms, we obtain the transfer functions. These equations are amenable to multidimensional Laplace transform analysis. We emphasize that, unlike previous approaches, the above formulations allow the study of the system behavior in both the time and frequency domains.

Finally, the complete transfer function for this MIMO system is expressed in matrix form as,

$$
\frac{\Omega(s)}{\Delta U(s)} = \begin{bmatrix}
\Delta \omega_1(s) \\
\Delta \omega_2(s) \\
\Delta \omega_3(s) \\
\Delta \omega_4(s) \\
\Delta \omega_5(s) \\
\Delta \omega_6(s) \\
\Delta V_{ref1}(s) \\
\Delta V_{ref2}(s) \\
\Delta V_{ref3}(s)
\end{bmatrix} = \begin{bmatrix}
\Delta \omega_1^2(s) + \Delta \omega_2^2(s) + \Delta \omega_3^2(s) + \cdots \\
\Delta \omega_4^2(s) + \Delta \omega_5^2(s) + \Delta \omega_6^2(s) + \cdots \\
\Delta \omega_7^2(s) + \Delta \omega_8^2(s) + \Delta \omega_9^2(s) + \cdots \\
\Delta \omega_{10}^2(s) + \Delta \omega_{11}^2(s) + \Delta \omega_{12}^2(s) + \cdots \\
\Delta \omega_{13}^2(s) + \Delta \omega_{14}^2(s) + \Delta \omega_{15}^2(s) + \cdots \\
\Delta \omega_{16}^2(s) + \Delta \omega_{17}^2(s) + \Delta \omega_{18}^2(s) + \cdots \\
\Delta V_{ref1}(s) + \Delta V_{ref2}(s) + \Delta V_{ref3}(s) + \cdots \\
\Delta V_{ref4}(s) + \Delta V_{ref5}(s) + \Delta V_{ref6}(s) + \cdots \\
\Delta V_{ref7}(s) + \Delta V_{ref8}(s) + \Delta V_{ref9}(s) + \cdots
\end{bmatrix},
\tag{83}
$$

- Numerical Analysis

The example was conducted following the theory of nonlinear transfer functions through the modal series described above. In this study case, the linear transfer functions were defined by Equation (64) which expresses the partial fractions as a result of the modal series expansion.
Linear transfer functions

The form of the transfer function is as follows (in this case, only the first transfer function \( \Omega_{(1,1)}^1(s) \) is shown as a way of exemplification) once the parameters of the test power system are substituted in the analytical expressions and the eigenvalues obtained. For a transfer function of the 15th order, being the individual poles, the linear combination of original eigenvalues is obtained. Similar expressions are obtained for the rest of the transfer functions that complete the transfer function matrix in Equation (77). In order to obtain the frequency characteristics of the transfer functions, a Bode analysis was performed using the tools for these purposes developed in the MATLAB® platform. The MATLAB® Control Toolbox possesses well defined routines of Bode and Nyquist analysis that are exploited in this case study. Figure 10 shows the Bode and Nyquist graphics for the linear transfer functions \( \Omega_{(1,1)}(s) \), \( \Omega_{(1,2)}(s) \), \( \Omega_{(1,3)}(s) \), \( \Omega_{(2,2)}(s) \) and \( \Omega_{(3,3)}(s) \) selected, since they present the highest contributions (highest residues).
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Figure 10. Cont.
The frequency combinations observed in Figure 10 are 2.0781 Hz and 1.3665 Hz. Regarding the details observed in the same figure, it can be observed that transfer functions \( \Omega_{1,1}(s) \) and \( \Omega_{1,2}(s) \) had predominant frequency contribution of 1.3665 Hz while transfer functions \( \Omega_{1,3}(s), \Omega_{2,2}(s) \) and \( \Omega_{3,3}(s) \) had resonant contributions of both frequencies 2.0781 Hz and 1.3665 Hz.

Nonlinear transfer functions

Now, the nonlinear transfer functions are analyzed. Of note is Figure 11, which denotes the Bode and Nyquist graphics for the transfer function \( \Omega_{1,2}^2(s) \). It is important to notice the several frequency contributions that the Bode graph shows. This transfer function is an element of the nonlinear transfer function matrix obtained above and detailed in Equation (81) for the MIMO system under analysis. Also, the fact that the system may be of a huge size since the partial fractions of the transfer functions obtained by modal series are the result of the combination of all the possible second order modal combinations. Considering these modal combinations, the poles can originate a transfer function of almost a 6750 order in the system under study. Of course, a higher number is very complicated to handle by a Bode and Nyquist routine.
Figure 11. Bode and Nyquist diagrams for the second order transfer function $\Omega^2_{(1,2)}(s)$ for the case study of the test power system 3SM-9BUSES.

In order to obtain an easier expression, a simple analysis based on the highest residues was applied to the nonlinear terms. Figure 12 shows the residues location in the complex plane. Thus, due to the excessive number of residues and therefore, the same number of poles, only those with highest absolute magnitude were considered to characterize the nonlinear transfer function. The zoomed Figure 12 details the residues that were out of bounds, that is, residues whose magnitude were $|r_i| < 0.1$.

Agreeing to the reasoning of residues, the corresponding poles (modal combination) referred to the resultant residues are shown in Figure 13. This analysis could be compared with the proposal of dominant poles calculation [20,25] where the main residues and their corresponding poles are obtained using an iterative process. With respect to the complete poles of the transfer functions, the main frequencies detected in the wide range spectrum were 4.16, 3.44, 2.73, 2.47, 2.28, 2.1, 2.08, 1.87, 1.75, 1.69, 1.57 and 0.98 Hz.
Figure 12. Residues spectrum for the nonlinear transfer function $\Omega^2_{(1,2)}(s)$ for the case study of the test power system 3SM-9BUSES.

Figure 13. Poles spectrum for the nonlinear transfer function $\Omega^2_{(1,2)}(s)$ for the case study of the test power system 3SM-9BUSES.

A spectrum characteristic of the nonlinear transfer function was obtained; the total frequency content of the nonlinear transfer function of order 6750th was analyzed, obtaining the most dominant content of some of the terms, i.e., through order 300. It was clear that there was a predominant frequency detected in the spectrum (2.08 Hz) which was a low frequency due to the electromechanical modes of the power system. Once the reduction in the nonlinear transfer function order was performed, an approximate frequency content was obtained, which is shown in Figure 14. From this figure, the similarity on frequency content with respect to the full spectrum already commented was observed. The reduced model kept almost the same frequency characteristics of the full system.
Figure 14. Pole spectrum of the reduced nonlinear transfer function for the case study of the test power system 3SM-9BUSES.

Finally, Figure 15 shows the Bode and Nyquist graphs of some of the main nonlinear transfer functions, where the frequency content of each of them can be observed. In some cases, for instance $\Omega_{(1,3)}^2(s)$, various resonant frequencies are presented, being the predominant frequencies in the range of 2 to 3 Hz.

Figure 15. Cont.
Figure 15. Bode and Nyquist graphics of the nonlinear transfer function for the case study of the test power system 3SM-9BUSES. (a) $\Omega^2_{1,3}(s)$; (b) $\Omega^2_{1,4}(s)$; (c) $\Omega^2_{1,5}(s)$.

6. Conclusions

In this contribution, the theory related to the linear transfer functions concepts and its extension to the transfer function with nonlinear characteristics through the application of the modal series method, as the basis of nonlinear system expansion, assuming an input force response was described in detail.

The proposed methodology has the great advantage of analyzing in both time and frequency domains, in a numerical and analytical way, the transfer functions with nonlinear characteristics of the power systems. Application of the multidimensional Laplace transform and association of variables techniques are the core of the modal series technique, which allows a closed form analytical solution of the nonlinear system, with the extension of including the control forced response. In addition, theory based on Volterra series expansion was applied in order to determine in a systematic framework the linear and nonlinear contributions of the power system model when an input signal was applied.

In the paper, the transfer function residues of transfer functions were calculated in an analytical way. Thus, the proposed methodology was successfully applied to the synchronous machine-infinite busbar classical model and to the three synchronous machine–nine buses test power system. The first case was a kind of single input–single output model; Bode analysis and Nyquist diagrams were performed in order to obtain the frequency characteristics and stability properties for the linear and nonlinear characteristics transfer functions. In addition, the time domain analysis was performed when a step input response was applied remarking the frequency oscillations and varying damping conditions presented in a more realistic operation. The second study case widely discussed along the paper was a fourth order nonlinear model, a multi input–multi output system (MIMO), in which the reference power mechanical output and voltage regulator reference were taken as the input variables. Again, the Bode analysis and Nyquist diagrams were obtained, and in addition the most dominant poles presented in the transfer functions through the pole spectrum were analyzed.

Despite the size of the nonlinear analysis which tends to be of a higher order, the contribution of the paper was oriented to the advantages of applying an analytical technique which allows several physical characteristics in both linear and nonlinear parts to be obtained. It is clear that when dealing with larger scale power systems, the complexity of analysis is increased, with necessary inclusion of sparsity techniques, effective algorithms of eigenvalues determination, etc. Future developments based on this contribution will take this problem adding the determination of dominant poles and the analysis of larger-scale power systems.
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Appendix A. Three Generators, Nine Buses Test Power System Data

Table A1. Line bus data.

| Sending Bus | Receiving Bus | Resistance | Reactance | Shunt Susceptance | Tap Ratio |
|-------------|---------------|------------|-----------|-------------------|-----------|
| 2           | 7             | 0          | 0.0625    | 0                 | 1         |
| 7           | 8             | 0.0085     | 0.072     | 0.149             | 1         |
| 8           | 9             | 0.0119     | 0.1008    | 0.209             | 1         |
| 9           | 3             | 0          | 0.0586    | 0                 | 1         |
| 9           | 6             | 0.039      | 0.17      | 0.358             | 1         |
| 6           | 4             | 0.017      | 0.092     | 0.158             | 1         |
| 4           | 5             | 0.01       | 0.085     | 0.176             | 1         |

Table A2. Machine dynamic data.

| Gen  | $x_d$ | $r_d$ | $x_d$ | $x_d'$ | $T_{do}$ | $x_q$ | $x_q'$ | $T_{q0}$ | $H$   | $D$   |
|------|-------|-------|-------|--------|----------|-------|--------|----------|-------|-------|
| G1   | 0.2   | 0.146 | 0.0608| 8.96   | 0.0969   | 0.0608| 0.31   | 23.64    | 0.0125|
| G2   | 0.2   | 0.8958| 0.1198| 6      | 0.8645   | 0.1198| 0.535  | 6.4      | 0.0068|
| G3   | 0.2   | 1.3125| 0.1813| 5.89   | 1.2578   | 0.1813| 0.6    | 3.01     | 0.0048|

Table A3. Power flow data.

| Bus | $|V|$ | $\theta$ | $P_G$ | $Q_G$ | $P_L$ | $Q_L$ |
|-----|-----|---------|-------|-------|-------|-------|
| 1   | 1.04| 0       | 0.716 | 0.27  | 0     | 0     |
| 2   | 1.025| 0.1623 | 1.63  | 0.067 | 0     | 0     |
| 3   | 1.025| 0.082  | 0.85  | -0.109| 0     | 0     |
| 4   | 1.026| -0.0384| 0     | 0     | 0     | 0     |
| 5   | 0.996| -0.0698| 0     | 0     | 1.25  | 0.5   |
| 6   | 1.013| -0.0646| 0     | 0     | 0.9   | 0.3   |
| 7   | 1.026| 0.0646 | 0     | 0     | 0     | 0     |
| 8   | 1.016| 0.0122 | 0     | 0     | 1     | 0.35  |
| 9   | 1.032| 0.0349 | 0     | 0     | 0     | 0     |
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