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Abstract

A vector space partition is here a collection $\mathcal{P}$ of subspaces of a finite vector space $V(n, q)$, of dimension $n$ over a finite field with $q$ elements, with the property that every non zero vector is contained in a unique member of $\mathcal{P}$. Vector space partitions relates to finite projective planes, design theory and error correcting codes.

In the first part of the talk I will discuss some relations between vector space partitions and other branches of mathematics. The other part of the talk contains a survey of known results on the type of a vector space partition, more precisely: the theorem of Beutelspacher and Heden on T-partitions, rather recent results of El-Zanati et al. on the different types that appear in the spaces $V(n, 2)$, for $n \leq 8$, a result of Heden and Lehmann on vector space partitions and maximal partial spreads including their new necessary condition for the existence of a vector space partition, and furthermore, I will give a theorem of Heden on the length of the tail of a vector space partition.

Finally, I will also give a few historical remarks.

1 Introduction

We will mainly consider finite dimensional vector spaces over finite fields, and collections of subspaces, covering the whole space, and pairwise intersecting in just the zero vector. Such a configuration $\mathcal{P}$ of subspaces will be called a vector space partition of the vector space $V = V(n, q)$, where $n$ is the dimension of $V$ and $q$ the number of elements in the scalar field:

$$U, U' \in \mathcal{P} \implies U \cap U' = \{ \bar{0} \}$$

and

$$V = \bigcup_{U \in \mathcal{P}} U .$$

Let us first give two non trivial, and important examples of vector space partitions.

Example 1. Let $q = p^k$ be any power of a prime $p$. Consider the finite field $F = GF(q^4)$ as a 4-dimensional vector space $V = V(4, q)$ over the finite field $GF(q)$. Let
\[ \alpha_1, \alpha_2, \ldots, \alpha_k, \text{ where } k = (|F| - 1)/(|\text{GF}(q^2)| - 1) \], denote a family of coset representatives of the multiplicative group of the subfield \( \text{GF}(q^2) \) in the multiplicative group of \( F \). The following family of subspaces of \( V \)

\[ \mathcal{P} = \{ \alpha_1 \text{GF}(q^2), \alpha_2 \text{GF}(q^2), \ldots, \alpha_k \text{GF}(q^2) \} \]

will constitute a vector space partition of \( V \).

The next construction of a vector space partition is due to Bu [11] and independently Beutelspacher [3].

**Example 2.** Consider the finite field \( \text{GF}(q^k) \) as a vector space \( W \) over \( \text{GF}(q) \), and let \( U \) be a subspace of \( W \). For each \( \alpha \in \text{GF}(q^k) \), we define a subspace \( U_\alpha \) of \( V = W \times U \) by

\[ U_\alpha = \{ (\alpha u, u) \mid u \in U \} . \]

The following set \( \mathcal{P} \) of subspaces to \( V \)

\[ \mathcal{P} = \{ U_\alpha \mid \alpha \in \text{GF}(q^k) \} \cup \{ W \times \{ \bar{0} \} \} . \]

will constitute a vector space partition of \( V \).

We will say that a vector space partition \( \mathcal{P} \) is of type

\[ [d_1^{n_1} d_2^{n_2} \ldots d_t^{n_t}] , \]

if \( \mathcal{P} \) consists of \( n_1 \) spaces of dimension \( d_1 \), \( n_2 \) spaces of dimension \( d_2 \), etc., where \( d_1, d_2, \ldots, d_t \) are \( t \) distinct non negative integers. So the partition in Example 1 is of type \([2^{q^2+1}] \) and the partition in Example 2 is, in case \( \dim(W) \neq \dim(U) \), of type \([\dim(W)^1 \dim(U)^{|W|}] \).

It might seem to be an easy project to find all possible types of vector space partitions. However, already for finite vector spaces of dimension 8 over a finite field with two elements you get serious problems. In fact this particular case is the ”first” open case.

The problem with the possibilities for the different types of vector space partitions were studied in the 70’s and 80’s by Bu [11], Lindström [31], Beutelspacher [3] and Heden [19], and during this millennium, and with many contributions by El-Zanati, Seelinger, Sissokho, Spence, and Vanden Eynden, see e.g. [15], and also by Heden and Lehnmann [26]. The subject at issue with this article is to survey these recent results, as well as the results from the 70’s and 80’s, on this problem.

As a motivation for the study of vector space partitions, we will in the first sections briefly discuss the relation between vector space partitions and projective planes as well as the relation to error correcting codes.

In the last section we will also give a few historical remarks to vector space partition problems, as well as to group partitions problem.

## 2 Vector space partitions and projective planes

A *projective plane* consists of lines and points, satisfying the following properties:

1. Any two lines intersect in a unique point,
2. Any two points are contained in a unique line,
3. There are four points such that no line is incident with more than two of them.

Counting arguments show that the number of points will be equal to the number of lines, the integer \( q^2 + q + 1 \). The integer \( q \) will be called the order of the plane. Through any point there are exactly \( q + 1 \) lines and every line contains exactly \( q + 1 \) points.

To any projective plane we may associate an affine plane by deleting one line of the projective plane, the “line at infinity” (and the points on that line). What remains will consist of parallel classes of lines. Still, through any two of the remaining points there is a unique line, and further every point is contained in a unique member of every parallel class. Conversely, we may to every given affine plane associate a projective plane by completing with a line at infinity, the points on this line are the distinct parallel classes.

We will now show a construction due to André [1] of projective planes using vector space partitions.

Let \( V = V(4, q) \) be a 4-dimensional vector space over a finite field with \( q \) elements. Let \( \mathcal{P} \) be any vector space partition of \( V \) consisting of solely 2-dimensional subspaces of \( V \):

\[
\mathcal{P} = \{ U_1, U_2, \ldots, U_t \}, \quad \text{where } \dim(U_i) = 2 \quad \text{for} \quad i = 1, 2, \ldots, t = q^2 + 1.
\]

(We might as well so far have considered the trivial partition of any 2-dimensional space into 1-dimensional spaces.)

By using this partition we first construct an affine plane. The points will be the \( q^4 \) distinct vectors of \( V \). The lines will be the cosets of the spaces in the partition, i.e.,

\[
L_{i,\alpha} = \alpha + U_i, \quad \text{for} \quad \alpha \in \text{GF}(q^4),
\]

(duplications may occur) and, as distinct cosets of subgroups are disjoint and together cover the whole space, each element \( U_i \) of the vector space partition gives a parallel class consisting of \( q^4/q^2 = q^2 \) lines. Further, to show that there is a unique line through any two points \( \alpha \) and \( \beta \) of the affine plane \( \text{GF}(q^4) \), simply, find \( U_i \) such that

\[
\alpha - \beta \in U_i \in \mathcal{P}.
\]

Then, the line \( L_{i,\beta} = \beta + U_i \) will both contain the point \( \beta + 0 = \beta \) and the point \( \beta + (\alpha - \beta) = \alpha \). The verification of the remaining properties of an affine plane are performed in a similar way. By using this affine plane, we may now get a projective plane, as described above, by adjoining a line at infinity.

The fact is that by using different vector space partitions and the construction of André, we get projective planes with different properties. The vector space partition described in Example 1 will give a projective plane that is Desarguessian. But it is rather easy to derive a Non-Desarguessian projective plane using other vector space partitions of the same type.

A vector space partition of the type \([2q^2+1]\) of \( V(4, q) \) is called a spread, or a line spread, as the members of the spread can be viewed as a family of mutually disjoint lines covering all points in the projective space \( \text{PG}(3, q) \) of dimension 3.

It must also be remarked that far from every projective plane can be found in this way, see for example the classical book by Dembowski [12].
3 Maximal partial spreads

One of the most challenging, perhaps most important, but at least a very interesting problem is to make out whether or not there exists a project plane of an order \( q \) that is not a power of prime. There are no projective planes of order 6, 10, 14 and for a following known infinite sequence of integer. More precisely: The only general restriction known on the order is given by the Bruck-Ryser-Chowla theorem [8] which says that if the order \( n \) of the projective plane is congruent to 1 or 2 mod 4, it must be the sum of two squares. E.g., 14 is not a sum of two squares. The first undecided case is \( q = 12 \).

To construct such a plane, we can start with a family of parallel classes of lines, to get a so called partial net. For such a net it is required that, for every parallel class of lines, every point of the plane is contained in one line of the parallel class. One can get a partial net from an affine plane by deleting all lines in a family of parallel classes of lines.

It was proved by Bruck [7] in 1963, that there is a bound \( N(n) \), such that if you have a partial net with more than \( N(n) \) parallel classes then you can complete with further parallel classes to get an affine plane of order \( n \). More precisely, let

\[
p(x) = \frac{1}{2}x^4 + x^3 + x^2 + \frac{3}{2}x,
\]

and let \( d = n - 1 - t \), where \( t \) is the number of parallel classes in a partial net. If

\[
p(d - 1) < n,
\]

then the partial net can be completed to an affine plane. So, in other words and with \( n = 12 \): if you find 9 mutually orthogonal latin squares of order 12, then you can always complete with another 2 to get a set of 11 mutually orthogonal latin squares of order 12, sufficiently many to describe a projective plane of order 12.

These kind of situations can in a natural way be transformed into the field of vector space partition problems, compare the construction of parallel classes of lines from 2-dimensional subspaces of a 4-dimensional vector space.

We define a maximal partial spread to be a collection \( S \) of 2-dimensional subspaces of \( V = V(4, q) \) with the property that every 2-dimensional subspace of \( V \) has a non trivial intersection with at least one member of \( S \).

The first to study maximal partial spreads was Mesner [32], who in 1967 had his children to choose 2-dimensional spaces, with trivial intersection, ”randomly”. It turned out that if his children found more than a certain bound, they could always complete the lines they had found so far to a full spread.

Maximal partial spreads have been studied by a number of authors as for example Mesner [32], Bruen [9], Bruen and Thas [10], Heden [21], Blokhuis [5], Heden, Pambianco, Marcuginno and Faina [25], Blokhuis and Metsch [6], Ebert [13], Beutelspacher [4], Gács and Szönyi [17]. The best known upper bound for a maximal partial spread is by Blokhuis [5]:

For every maximal partial spread \( S \) in \( V(4,p) \), where \( p \) is a prime number

\[
|S| \leq p^2 - \frac{p + 1}{2}.
\]
Bruen and Thas, Beutelspacher Ebert, and many other researchers, constructed maximal partial spreads of sizes \(q^2 - q + 1\) and \(q^2 - q + 2\); and it was conjectured by Bruen and Thas [10], that \(q^2 - q + 2\) is the upper bound for the size of a non trivial maximal partial spread in \(V(4, q)\). However, it was proved by Heden [22] in 2000 that this conjecture is false, as he found, by using a computer search, a maximal partial spread of size 45 in \(V(4, 7)\).

We now consider the construction in the Example 2 in a very special, but important case.

**Example 3.** We consider the direct product \(W \times U\), where \(W\) is to be identified with the finite field \(GF(32)\), as a vector space over \(GF(2)\). The space \(U\) will be a subspace of dimension 3 of \(W\) and by using the construction of Bu, see Example 2, we get a vector space partition of type \([3^{32} 5^1]\) of \(V(8, 2)\). We now continue and partition the subspace \(W\) of dimension 5 into one subspace of dimension 3 and the remaining subspaces of dimension 1. In this way we get a partition of type \([1^{24} 3^{33}]\). This will be a partial 3-spread of size 33 in \(V(8, 2)\).

If a conjecture of Eisfeld and Storme as well as by Hong and Patel [28], was true, then this would be the largest possible size of a partial 3-spread in \(V(8, 2)\). However, recently, El-Zanati et al [15] found, by using a computer search, a vector space partition of the type \([1^{17} 3^{34}]\). This vector space partition will be of some importance below.

The above example confirms that it is very difficult to find all types of vector space partitions.

Let us also remark that maximal partial \(t\)-spreads in \(V(n, q)\) have also been extensively studied. Contributions in this study have been given by Beutelspacher [4] in 1980 and during this millenium by Govaerts and Storme [18].

### 4 Vector space partitions and perfect codes

A **perfect \(e\)-error correcting code** is a subset \(C\) of a direct product of sets

\[ C \subseteq \mathcal{A}_1 \times \mathcal{A}_2 \times \ldots \times \mathcal{A}_t \]

such that any possible word \(x\) of this direct product differs in at most \(e\) coordinate positions from a unique word of \(C\). Error correcting codes in general, not just perfect error correcting codes, is a well studied subject, originating in the late 40’s during the development of computers, but is also of great importance, in fact most important, in connection with information transmission.

Herzog and Schönhem [27] observed in 1972 that vector space partitions can be used to construct perfect 1-error correcting codes. Take any vector space partition

\[ \mathcal{P} = \{U_1, U_2, \ldots, U_t\} \]

of the space \(V = V(n, q)\). Consider the map \(\varphi\) from the direct product of the spaces of \(\mathcal{P}\),

\[ \varphi: U_1 \times U_2 \times \ldots \times U_t \rightarrow V \]

defined by

\[ (u_1, u_2, \ldots, u_t) \mapsto u_1 + u_2 + \ldots + u_t. \]
The kernel of this map, i.e.,
$$\ker(\varphi) = \{ (u_1, u_2, \ldots, u_t) \mid u_1 + u_2 + \ldots + u_t = 0 \}$$
will be a perfect 1-error correcting code. In case the spaces in the vector space partition \( \mathcal{P} \) are not all of the same size, or equivalently, not of the same dimension, then the codes are called mixed perfect codes.

Those acquainted with the "ordinary" Hamming code may recognize the above construction as a generalization of the well known construction of a Hamming code as the null space of a matrix \( \mathbf{H} \). For example, consider
$$\mathbf{H} = \begin{pmatrix} 0 & 0 & 0 & 1 & 1 & 1 & 1 \\ 0 & 1 & 1 & 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 & 1 & 0 & 1 \end{pmatrix}$$
In fact the Hamming code we get as null space of this matrix, can be obtained by the vector space partition consisting of the following subspaces of \( V(3, 2) \):
\[
\mathcal{P} = \{ U_1 = \{(0, 0, 0), (0, 0, 1)\}, U_2 = \{(0, 0, 0), (0, 1, 0)\}, \ldots, U_7 = \{(0, 0, 0), (1, 1, 1)\} \}
\]
All perfect codes, constructed in this way, will actually be linear codes, that is, vector spaces over the field \( \text{GF}(q) \).

Finally, as was observed by Herzog and Schönheim [27], every linear perfect 1-error correcting code originates from a vector space partition, as described above.

5 On the types of vector space partitions

As already mentioned, and perhaps also realized from the Example 3 above, to find all possible types of vector space partitions is a difficult task. It contains both finding new constructions and proving necessary conditions for a certain type to exist. So far no general necessary and sufficient conditions have been found.

5.1 Necessary conditions

We will in this subsection always assume that if \([d_1^{n_1} d_2^{n_2} \ldots d_k^{n_k}]\) is a type of a vector space partition then \(d_1 < d_2 < \ldots < d_k\).

As any vector is contained in a unique space of the partition, the following so called packing condition for a vector space partition of type \([d_1^{n_1} d_2^{n_2} \ldots d_k^{n_k}]\) in \( V = V(n, q) \) to exist must be true:

\[
n_1(q^{d_1} - 1) + n_2(q^{d_2} - 1) + \ldots + n_k(q^{d_k} - 1) = q^n - 1.
\]
As for any two members \( U \) and \( W \) of a vector space partition \( \mathcal{P} \) of \( V = V(n, q) \) we have that \( \dim(\text{span}\{U \cup W\}) = \dim(U) + \dim(W) \) we get, as first observed by Bu [11], for any \( i \) and \( j \):

\[
d_i + d_j \leq n.
\]
This condition will below be called the dimension condition. Example 2 shows that we can have equality above.
Spera [35] observed that from the packing condition follows that,
\[
\frac{q^n - 1}{q^{d_k} - 1} \leq \sum_{i=1}^{k} n_i = |\mathcal{P}| \leq \frac{q^n - 1}{q^{d_1} - 1} .
\]

Heden and Lehmann [26] improved this bound for the number of spaces in a vector space partition: If we are not in the case of Example 2 of Section 1, then
\[
|\mathcal{P}| \geq q^{d_k} + q^{d_k-1} + 1 .
\]

We used the so called second packing condition developed from the fact that if we intersect all spaces of a vector space partition \( \mathcal{P} \) with a hyperplane \( H \), then we get a vector space partition \( \mathcal{P}_H \). To describe the second packing condition it will be convenient to use the following notation:

**A** \((m_k, m_{k-1}, \ldots, m_2, m_1)\)-**partition** is the same as a \([1^{m_1}2^{m_2}\ldots k^{m_k}]\)-**partition**, (where we allow some of the non negative integer exponents to be zero).

A hyperplane \( H \) will be of type \( b = (b_k, \ldots, b_2, b_1) \) if \( H \) contains \( b_i \) of the subspaces of dimension \( i \) of \( \mathcal{P} \). Let \( s_b \) denote the number of hyperplanes of type \( b \). The **second packing condition**, derived by Heden and Lehmann [26], is

\[
s_b \neq 0 \quad \implies \quad \sum_{d=1}^{k} b_d q^d = \sum_{d=1}^{k} m_d - 1 .
\]

Let \( B \) denote the family of all feasible solutions to the diophantine equation above. By double counting incidences, Heden and Lehmann [26] proved the following necessary conditions:

For any \( 1 \leq d, d' \leq n - 2 \),

\[
\sum_{b \in B} b_d s_b = m_d = \sum_{b \in B} \binom{b_d}{2} s_b = \binom{m_d}{2} ,
\]

\[
\sum_{b \in B} b_d b_d' s_b = m_d m_{d'} .
\]

Using these necessary conditions, that we shall call the **hyperplane conditions**, Heden and Lehmann [26] derived the following

Let \( V = V(2t, q) \) and assume that \( V \) has a partition of type \((m_t, \ldots, m_1)\), with \( m_t = q^t + 1 - a \). Let \( d < t \), such that \( m_d > 0 \).

If

\[
m_d < \frac{q^t - 1}{q^{t-d} - 1} ,
\]

then

\[
a \geq m_d - R_q(t, d, m_d) .
\]

where

\[
R_q(t, d, m) := m(m-1) \left( \frac{1}{2} (q^{2t-2d} - 1) + 1 - q^{t-d} \right) ,
\]

\[
q^t - 1 - m(q^{t-d} - 1) .
\]
We now evaluate this bound in a particular case. We consider as above $V(2t, q)$. We can easily, like in Example 1 of Section 1, find a spread consisting of $q^t + 1$ spaces of dimension $t$. We can then substitute a number $a$ of these spaces, by vector spaces partitions of them, consisting of spaces of lower dimension. If $t/2 < d < t$ then, in this way, we cannot get a vector space partition with more than $a$ subspaces of dimension $d$.

The problem Heden and Lehmann [26] considered was whether it is possible to get more than $a$ spaces of dimension $d$, still with $q^t + 1 - a$ of spaces of dimension $t$, (but then, as spaces of dimension $t$, taking other spaces than those from a complete spread.) However, they proved that if the number of spaces of dimension $d$ is small then this is not possible, more precisely:

Let $d = t - k$ and let $m_d$ be the number of spaces of dimension $d$. If

$$m_d \leq \sqrt{2} q^{(t-2k)/2},$$

then $a \geq m_d$.

We close this subsection by discussing the length of the tail. The tail of a vector space partition is the set of spaces of lowest dimension. The length of the tail is the size of the tail. The size of the tail in the vector space partition in Example 3, which actually will be of importance below, is 17.

By using the connection with perfect codes, as described in Section 4, Heden [24] proved the following bounds for the length of the tail of a vector space partition.

For every vector space partition of type $[d_1^{n_1} d_2^{n_2} \ldots d_k^{n_k}]$

(i) if $q^{d_2-d_1}$ does not divide $n_1$ and if $d_2 < 2d_1$, then $n_1 \geq q^{d_1} + 1$.

(ii) if $q^{d_2-d_1}$ does not divide $n_1$ and $d_2 \geq 2d_1$, then either

$d_1$ divides $d_2$ and $n_1 = (q^{d_2} - 1)/(q^{d_1} - 1)$ or $n_1 > 2q^{d_2-d_1}$.

(iii) if $q^{d_2-d_1}$ divides $n_1$ and $d_2 < 2d_1$ then $n_1 \geq q^{d_2} - q^{d_1} + q^{d_2-d_1}$.

(iv) if $q^{d_2-d_1}$ divides $n_1$ and $d_2 \geq 2d_1$ then $n_1 \geq q^{d_2}$.

It was shown in [24] that the bounds in (i), (iii) and (iv) are tight.

5.2 $T$-partitions

A vector space partition $\mathcal{P}$ is a $T$-partition if

$$T = \{ \dim(W) \mid W \in \mathcal{P} \}.$$ 

The problem is to find conditions on a given set $T$ of positive integers, that guarantees the existence of a $T$-partition. We will always assume that

$$T = \{ t_1, t_2, \ldots, t_k \} \quad \text{where} \quad t_1 < t_2 < \ldots < t_k.$$ 

In the case $t_1 = 1$, it is trivial to find a $T$-partition of any space $V = V(n, q)$ where $t_k + t_{k-1} \leq n$. Simply, consider $V$ as a direct product of $W$ and $U$ where $d_2 = \dim(W) = t_k$ and $d_1 = \dim(U) = n - \dim(W)$, and so using the construction of Example 2 of a vector space partition, we get a partition of type $[d_1^{d_1} d_2^{d_2}]$. We now take $k - 1$ of the subspaces of dimension $d_1$ and partition each of them into one space of dimension $t_i$ and the remaining subspaces of dimension $1$, respectively. We note that $k \leq d_2$ implies that $k < q^{d_2}$, so this type of $T$-partition will exist.
So the non trivial case is when \( t_1 \geq 2 \).

It was Beutelspacher \cite{3} who in 1978 introduced the concept \( T \)-partition. He found a result on the existence of \( T \)-partitions that relates to the Frobenius number.

Let \( A = \{ a_1, a_2, \ldots, a_k \} \) be a set of positive integers and assume that the greatest common divisors of these numbers is 1. The greatest integer \( n \) that cannot be written as a linear combination of these integers

\[
  n = x_1 a_1 + x_2 a_2 + \ldots + x_k a_k
\]

for some non negative integers \( x_1, x_2, \ldots, x_k \), is the Frobenius number \( g(A) \). It was proved by Selmer \cite{34} that

\[
  g(A) \leq 2a_1 \left\lfloor \frac{a_k}{k} \right\rfloor - a_1,
\]

where \( a_1 \) is the smallest, and \( a_k \) the largest among the integers in \( A \).

Using the above result of Selmer, Beutelspacher \cite{3} proved the following

Consider the vector space \( V = V(n, q) \). For

\[
  n > 2t_1 \left\lfloor \frac{t_k}{d \cdot t_k} \right\rfloor + t_2 + \ldots + t_k,
\]

\( V \) has a \( T \)-partition if and only if \( \gcd(T) \) divides \( n \).

It must be remarked that from the packing condition follows that if \( V(n, q) \) admits a \( T \)-partition, then \( \gcd(T) \) divides \( n \).

Further, Beutelspacher \cite{3} proved the next theorem for \( T \)-partitions, in the case \( t_1 = 2 \), and later, Heden \cite{19} proved the result in its full generality:

The space \( V(2t, q) \) admits a \( T \)-partition if \( \{t_1 < t_2 < \ldots < t_k = t\} \)-partition.

5.3 An enumeration of the different types of vector space partitions in \( V(n, 2) \), for \( n \leq 7 \).

This enumeration was completed by El-Zanati et al in \cite{14}, although the investigation of almost all cases were ruled out already by Heden \cite{20}. It was shown, partially by the use of a computer search for one particular vector space partition, that the following necessary conditions: the packing condition, the dimension condition and the tail condition also are sufficient in the case \( V(n \leq 7, 2) \). For e.g. \( n \leq 5 \) we thus get the following enumeration:

| \( n \) | different types of vector space partitions in \( V(n, 2) \) |
|---|---|
| 1 | \([1^1]\), |
| 2 | \([1^3], [2^1]\), |
| 3 | \([1^7], [1^4 2^1], [3^1]\), |
| 4 | \([1^{15}], [1^{12} 2^1], [1^{9} 2^2], [1^6 2^3], [1^3 2^4], [2^5], [1^3 3^1], [4^1]\), |
| 5 | \([1^{31}], [1^{28} 2^1], [1^{25} 2^2], [1^{22} 2^3], [1^{19} 2^4], [1^{16} 2^5], [1^6 2^6], [1^3 2^7], [1^2 2^8], [1^4 9], [1^{24} 3^1], [1^{21} 3^1], [1^{18} 2^2 3^1], [1^{15} 2^3 3^1], [1^{12} 2^4 3^1], [1^9 2^5 3^1], [1^6 2^6 3^1], [1^3 2^7 3^1], [2^8 3^1], [1^{16} 4^1], [5^1]\). |
Together with Heden, El-Zanati et al \cite{16} investigated the case $n = 8$ and $q = 2$ and vector space partitions consisting of spaces of dimension at least equal to 2. It turned out that the packing condition, dimension condition and the tail condition, with just one exception, were both necessary and sufficient in this case. The exceptional case, that could not be excluded by these three conditions, was the existence of a vector space partition of type $[2^6 3^6 4^{13}]$, which however could be excluded by the use of the hyperplane conditions, specialized to this case. The non existence of that vector space partition thus also follows from the theorem of Heden and Lehmann \cite{26}.

5.4 Are there any conditions that are both necessary and sufficient?

It was shown by Heden and Lehmann \cite{26}, with the use of examples, that the four necessary conditions, the packing-, the dimension-, the tail-, and the hyperplane condition are not sufficient for the existence of a vector space partition. We now give the very few and very special instances, but general according to dimension and size of the scalar field, in which we have a complete picture of the different types.

As can easily be proved by elementary arguments, $q^d - 1$ divides $q^n - 1$, for a prime power $q$, if and only if $d$ divides $n$. Hence, by first packing condition, a necessary condition for a vector space partition of type $[d^m]$ to exist in $V(n, q)$ is that $d$ divides $n$. This is also sufficient, as then GF($q^n$) has a subfield GF($q^d$) and we can easily find a vector space partition, using the same construction as in Example 1, of type $[d^m]$ where $m = (q^n - 1)/(q^d - 1)$.

However, as soon as we leave the above simple case, the situation gets complicated, even in the case of just two different dimensions appearing in the vector space partition. As was indicated by Example 3, the case $[1^{n-1} d^{n_2}]$ is still far from completely investigated.

In his thesis, Heden \cite{23} proved the following

The packing condition, dimension condition together with the condition

$$\dim(U_i) \geq c, \quad \text{for } i \leq q,$$

are necessary and sufficient for the existence of a vector space partition $U_1, U_2, \ldots, U_k$ of $V(n, q)$, if $\dim(U_{q+1}) = \dim(U_{q+2}) = \ldots = \dim(U_k) = c$.

This theorem is a generalization of a theorem of Lindström \cite{31}, who proved the theorem in the case all but one of the subspaces have dimension $c$.

6 Some historical remarks

The first who investigated these kind of problems was George Abram Miller. In 1906 he published a paper \cite{33} in which he proved that if an abelian group $G$ admits a partition into subgroups, then all elements of $G$ must have order $p$, for some prime number $p$.

The proof idea is simple. Assume that there are elements $h_i$ and $h_j$ of order $p$ and $q$ respectively, where $p$ is a prime, and such that $h_i$ and $h_j$ are elements of different subgroups $H_i$ and $H_j$ of $G$ in the partition of $G$. Then, $h_i + h_j = h_k$ is an element in a third group $H_k$ of the partition. The sum of $h_k$, a $p$ numbers of times, will give

$$p \cdot h_k = (h_i + h_j) + (h_i + h_j) + \ldots + (h_i + h_j) = p \cdot h_j,$$
which is an element of both $H_k$ and $H_j$, and hence zero. Miller also found a group partition of a group with $p^2$ elements into subgroups, each with $p$ elements.

Twenty years later John Wesley Young [37], who had made his master thesis under the supervision of Miller, studied the problem of the partition of infinite groups into subgroups. A Russian, Kontorovich [30] studied and published results in 1939 and 1940 about partitions of a group $G$ having a special property: $G = HK = KH$ for any two members $H$ and $K$ in the partition.

Let us give a simple example of a partition of a non abelian group. The group $S_3$ has a partition

$$S_3 = \{\text{id.}, (1 2)\} \cup \{\text{id.}, (1 3)\} \cup \{\text{id.}, (2 3)\} \cup \{\text{id.}, (1 2 3), (1 3 2)\}.$$ 

Later, the main problem studied, mainly by Reinhold Baer [2] and his student Otto Kegel [29] and by Michio Suzuki [36], was to classify those non abelian groups that admits a partition into subgroups.

A nice survey of this search for a classification was given by Zappa [38] in 2003. Quoting Zappa, a group $G$ has a non trivial partition if and only if it satisfies one of the following conditions:

1. $G$ is a $p$-group with $H_p(G) \neq G$ and $|G| > p$;
2. $G$ is a Frobenius group;
3. $G$ is a group of Hughes-Thompson type;
4. $G$ is isomorphic with $\text{PGL}(2, p^h)$, $p$ being an odd prime;
5. $G$ is isomorphic with $\text{PSL}(2, p^h)$, $p$ being a prime;
6. $G$ is isomorphic with a Suzuki group $G(q)$, $q = 2^h$, $h > 1$.

We must remark that $H_p(G)$ is the so called Hughes subgroup, i.e., the subgroup of $G$ generated by those elements of $G$ that have not the order $p$. A Frobenius group is a transitive permutation group on a finite set, such that no non-trivial element fixes more than one point and some non-trivial element fixes a point. The group $S_3$ is an example of a Frobenius group.
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