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Abstract—This study proposed a novel framework for COVID-19 severity prediction, which is a combination of data-centric and model-centric approaches. First, we propose a data-centric pre-training for extremely scare data scenarios of the investigating dataset. Second, we propose two hybrid convolution-attention neural architectures that leverage the self-attention from the Transformer and the Dense Associative Memory (Modern Hopfield Network). Our proposed approach achieves significant improvement from the conventional baseline approach. The best model from our proposed approach achieves $R^2 = 0.85 \pm 0.05$ and Pearson correlation coefficient $\rho = 0.92 \pm 0.02$ in geographic extend and $R^2 = 0.72 \pm 0.09$, $\rho = 0.85 \pm 0.06$ in opacity prediction.

Index Terms—COVID-19 severity prediction, Attention Learning, Hybrid Convolution-Attention Neural Architecture.

1 INTRODUCTION

The coronavirus disease 2019 (COVID-19) was declared a global pandemic by the World Health Organization in early 2020. There are 184 million cases with approximately 4 million deaths recorded up to July 2021 [1]. Early detection not only ameliorates the survival rate of COVID-19 patients but also prevents the spread of diseases. Moreover, severity prediction significantly impacts the resource allocation in hospitals [2], [3], [4], which is crucial during the pandemic. Many studies [5], [6], [7], [8] shows the high correlation between severity progression of COVID-19 and the length of hospital stay, ICU admission, which is fruitful for optimal planning of follow-up medical care.

Computer-aided diagnosis based on machine learning and deep learning has become potential solutions for COVID-19 detection [9] and severity prediction [10], [11], [12]. The dominant solution for COVID-19 prediction is delivered through transfer learning, in which databases are abundant and adequate for the good-performed model. In contrast, severity prediction copes with extremely small cohorts, where the number of samples is inadequate to deliver well-calibrated deep learning solutions. Similar works that tackle COVID-19 severity prediction in literature are introduced [10], [11] with existing deep neural architectures.

In this work, we proposed a novel approach for COVID-19 severity prediction, which combines data-centric and model-centric improvement. We summarize our contribution as follows:

1) We proposed a data-centric pre-training framework to tackle the extremely scare data scenario of COVID-19 prediction. Our proposed data-centric pre-training significantly ameliorate the performance of deep neural architectures in term of predictive power.
2) We proposed two hybrid convolution-attention neural architectures that leverage the self-attention from state-of-the-art Transformer and Dense associative memory.
3) The experimental results yield a noticeable improvement compared to conventional counterparts, which includes transfer learning from ImageNet and existing neural architectures.

The organization of our work is as follows: Section 2 briefly introduces related works, Section 3 gives a detailed description of our proposed approach, Section 4 reports our experimental design and results, Section 5 gives the discussion and conclusion of our study.

2 RELATED WORKS

2.1 Neural Architecture Design

The design of deep neural architectures can be categorized into two approaches: (1) manual and (2) automated. In the manual design, we aim to develop the architecture of neural blocks, which requires considerable expert knowledge. For example, the residual block is introduced in [13] enables more convenient optimization with residual connection from the inputs; Inception blocks enable the approximation of optimal neural spare structure by “split-transform-merge” strategy [14]. On the other hand, automated neural architecture search (NAS) attempts to search the optimal neural architecture on a given datasets [15], [16], [17]. The dominant approach for neural encoding for the NAS algorithm is through directed acyclic graphs, which represent blocks in neural architecture (also known as a cell). These discovered cells are then stacked to form final neural architectures.

The recent development of manual neural architecture design leverages self-attention to capture the global contextual information within the input space. The common choice for the self-attention module is Transformer [18], which was originally designed for the natural language process. Vision Transformer [19] (ViT) split the input images into sequences of patches, which are taken as the input of the Transformer encoder. It is noted that in the ViT architecture, only the Transformer encoder is used. Detection Transformer leverages full architecture of Transformer for object...
Fig. 1: Illustration of our proposed data-centric pre-training framework. We highlight the difference between transfer learning and data-centric pre-training in different boxes.

detection tasks [20]. The HybridCA [21] introduced learnable image representation queries for the full Transformer model, which enhances the capacity of neural architectures. CoAtNets [22] introduced a family of hybrid models that can improve the generalization, capacity, and efficiency.

3 METHODOLOGY

3.1 Data-centric framework for Pre-training Deep Neural Network

The improvements of an AI system can be achieved through two main approaches: (1) model-centric and (2) data-centric development. In the model-centric approach, we aim to develop AI algorithms on given datasets, commonly fixed throughout the process. The main concentration on such an approach is delivering the optimized models for desired learning tasks, enabling state-of-the-art neural solutions. The advantage of such an approach is the convenient comparison between algorithms due to fixed collections of pre-defined datasets. However, there are several issues associated with the model-centric approach. The performance of the model-centric approach highly depends on data scenarios, which in some cases are intrinsically challenging. For example, inadequate training samples in scare data scenarios potentially lead to poor-performed models and non-robust inferences.

In the data-centric approach, we leverage additional data for improving the performance of the AI system. The fundamental assumption of such an approach is simple but practical, which is supposed that the performance of ML/DL algorithms can be ameliorated with more relevant data samples. Transfer learning can be considered an example of the data-centric approach, which transfers knowledge from a huge domain dataset to a smaller target dataset. This approach assists in learning low-level representations from domain sets, enabling more efficient learning on target sets. However, the inherited limitation of transfer learning is negative transfer, in which domain and target datasets are irrelevant.

Directly addressing these issues, we proposed a data-centric framework for pre-training deep neural architecture, which is illustrated in Figure 1. In the pre-training phase, proxy datasets curation is required, in which proxy datasets need to be highly similar but strictly separated from the datasets of interest. The size of proxy data can be smaller or larger than the target datasets depends on desired purpose. Take automated neural architecture search (NAS) as an example, where we aim to discover the best neural solutions for a given dataset. Early works of NAS [15], [16] search and evaluate on ImageNet [23] with 14 million samples, which leads to extensively searching time of 2250 – 3000 GPU-days. Following works show that CIFAR-10 [24] (60k samples) is a good proxy data for ImageNet [16], reducing the search time to only 1 – 4 GPU days [17]. In our used case, we aim to develop a high-performance model for an extremely minimal dataset. Thus, the desired proxy dataset needs to include more samples while maintaining the similarity to the dataset-of-interest. Moreover, pre-training tasks enable learning good representations, which ensures similarity to dataset-of-interest. The pre-training tasks depend on the availability of the proxy data. In a labeled proxy, we can adopt supervised learning tasks such as classification or object detection for models to learn data representations. Regarding unlabeled proxy datasets, unsupervised and self-supervised learning [25], [26] can be used to pre-train deep neural networks.

The main objective of the data-centric pre-training phase is to help neural architecture learning good representations, which can lead to significant improvements in the downstream tasks. Good representations are expensive, which reasonable-sized representations can capture the abstraction from a vast number of inputs and mitigate the variance [27]. The design of data-centric pre-training for COVID-19 severity prediction will be given in Section 4.

3.2 Hybrid Convolution-Attention Neural Architecture

3.2.1 Architecture

We generalized the hybrid convolution-attention (HybridCA) neural architecture in [21], which include two main components: (1) convolution backbone module and (2) self-attention module (Figure 2). First, the backbone convolution transforms input features into intermediate feature maps. These image representations is then projected and vectorized inter-channel to from a collection of entities \( \{ x_1, x_2, ..., x_n \} \), in which each \( x_i \) is a dimensional vector in the latent space. These embedded vectors are taken as inputs of self-attention modules to extract the global contextual information and relationship amongst entities. Since the attention module possesses the permutation-invariant property, we apply the fixed positional encoding before the self-attention encoder. These encoded entities are then fed-forward into self-attention decoder and same size learnable image representation queries (IRQ), which can be considered learnable parameters of the architecture. The final prediction of HybridCA architecture is delivered by a multi-layer perceptron, customized to the desired learning tasks.

The original architecture of HybridCA only considers the entire Transformer architecture as the self-attention module. In this work, we extend the study by investigating the effectiveness of an additional self-attention model, a dense associative memory.

3.2.2 Transformer Model

The Transformer is an encoder-decoder neural architecture, which contains a stack of encoder layers followed by decoder layers. In the Transformer’s encoder, the core component is a multi-head self-attention block followed by a sub-sequence element-wise feed-forward network. Moreover, residual connections can be established within the encoder together with layer-wise normalization. The Transformer’s decoder is similar to the encoder, except required multi-head attention for encoded representation entities. The building block for the Transformer model is multi-head attention, which is formed by the self-attention mechanism.
**Self-attention:** Given a set of image representation entities \{x_1, x_2, ..., x_n\}, we denote
\[
X_{n \times p} = \begin{bmatrix}
    x_1 & x_2 & \cdots & x_n
\end{bmatrix}.
\] (1)

The self-attention attempt to learn the relationship amongst input entities, producing encoded representations which captures the global contextual information from the entities. Such task requires learning three weight matrices: (1) Queries matrix \(W^{Q}_{n \times d_q}\), (2) Keys matrix \(W^{K}_{n \times d_k}\) and (3) Values matrix \(W^{V}_{n \times d_v}\). The collection of input entities \(X\) is projected onto the three learnable matrix as following
\[
Q = XW^{Q} \\
K = XW^{K} \\
V = XW^{V}
\] (2)

The encoded representations \(Z_{n \times d_v}\) is computed as
\[
Z = \text{softmax} \left( \frac{QK^T}{\sqrt{d_q}} V \right),
\] (3)

where \(1/\sqrt{d_p}\) is temperature of the dot product in the softmax function, preventing extremely small gradients [18]. As a result, each element of encoded representation matrix \(Z\) is the weighted sum of all original entities in the latent space, in which weight matrix is computed by the dot-product of queries and all keys.

**Multi-head Attention** Given \(B\) blocks of self-attention, multi-head attention can be formed by simultaneously computing multiple individual self-attention. We denote \(\{W^{Q(i)}, W^{K(i)}, W^{V(i)}\}\) for \(i = 1, 2, \ldots, B\) for each self-attention head and \(Z^{(i)}\) for each corresponding computed encoded entities. Output of multi-head attention is formed by the projection of concatenation of all elements \(Z^{(i)}\) onto \(W^{T \times d_v \times d}\). Hence, multi-head attention’s outputs capture multiple complex interactions form projected convolution feature maps in parallel, which provide a larger receptive field.

**3.2.3 Dense associative memory**

The Dense Associated Memory (or Modern Hopfield Networks) is introduced in [28], which extends to continuous-valued patterns and states. The new energy function introduced in [29] enables an exponential number of stored patterns with exponentially small retrieval errors, which is given as
\[
E = -\text{lse}(\beta, X^T p) + \frac{1}{2} p^T p + \beta^{-1} \log n + \frac{1}{2} M^2,
\] (4)

where \(\text{lse}(\cdot)\) is the log-sum function, \(\beta\) is the temperature, \(p\) is state pattern, \(n\) is the number of stored representations and \(M\) is the largest norm among all stored representations. The update rule of such network by using the Concave-Convex-Procedure yields
\[
p_{\text{new}} = X \text{softmax}(\beta X^T p)
\] (5)

This proposed update rule is equivalent to the self-attention used in the Transformer model, which enables attention learning from the input data. Moreover, the new energy function with associated update rule ensure the convergence to local minimum of the energy function, leading to fast convergence.

**4 EXPERIMENTS**

**4.1 Experimental Designs**

**4.1.1 Design of Data-centric pre-training task**

In the pre-training phase, we collect two databases for the proxy dataset of COVID-19 severity prediction: (1) NIH Chest X-ray Dataset [30], which include 112,120 Non-COVID-19 X-ray images with 14 disease labels from 30,805 patients and (2) COVID-19 database includes 3,671 images collected from various resources [31], [32]. It is noted that these databases are completely separated from the dataset used for severity prediction.

The pre-training task for the proxy data is multi-label classification. The target vector (label) for each input instance is a 15-dimensional vector (14 types of disease plus COVID-19 class) with binary entries, representing the presence of related diseases. In other words, the zero vector \(y = [0, ..., 0]\) represents normal...
4.1.2 COVID-19 severity prediction

The COVID-19 dataset for severity prediction is from [10], which is completely separated from the proxy dataset. The database includes 94 posteroanterior (PA) chest X-ray images. All patients in the cohort have been reported positive to COVID-19 from December 2019 to March 2020. The labels of the database are based on radiological scoring, which involved three blinded experts. Two chest radiologist (with 20 years of experience) and a radiology resident score the COVID-19 severity based on [35], which includes extent of lung involvement (geographic extend) and degree of opacity (opacity).

The COVID-19 severity prediction dataset can be considered an extremely small dataset, so we decided to perform 5-fold cross-validation to evaluate competitors’ performance. First, we split the dataset into five independent folds, which guarantee no overlapped patient across folds. The evaluation metrics for severity prediction are: (1) mean squared error (MSE), (2) mean absolute error (MAE), (3) R-squared, and Pearson correlation between actual and predicted scores.

The loss function used in this phase is smoothed L1 loss with 
\[ \mathbb{E}[L(y, \hat{y})] = \begin{cases} 0.5(y - \hat{y})^2 / \beta & \text{if } |y - \hat{y}| < 0.5 \beta \\ |y - \hat{y}| - 0.5 \beta & \text{otherwise} \end{cases} \] (6)

We train the model on each fold for 400 epochs with the SGD optimizer with an initial learning rate of $10^{-6}$, momentum 0.9, and weight decay $3 \times 10^{-5}$. In order to prevent the over-fitting problem, we reduce the learning rate with a decay rate of 0.98 for

![Fig. 3: Experimental results of pre-training phase. The same experiment setting is used across all training sessions, which is reported in Section 4.1.](image1)

![Fig. 4: Effects of data-centric pre-training on training progress of different models. We report the cross-validation loss computed by Equation 6. The results from non-pretrain (transfer learning) is depicted in yellow.](image2)
TABLE 2: Experimental results of COVID-19 severity prediction. Each block report the performance of individual backbone CNNs under four experimental setting. The global evaluation metrics are MAE and MSE, while evaluation metrics for individual attributes are $R^2$ and Pearson correlation coefficient $\rho$. The best results withing each box are shaded in gray. The same training setting is used across all experiments, which is reported in Section 4.1.2.

every 2 epoch, and the dropout rate for the self-attention module is set at 0.1.

4.2 Pre-training Results

Figure 3 depicts the performances of five investigating backbone CNNs, in terms of multi-label classification. The mean area under curve (AUC) scores of DenseNet121, EfficientNet-B1, B2, and B3 are nearly the same, while EfficientNet-B4 achieve a slightly higher AUC of 0.8018 on 15 classes. On the other hand, ResNet50 achieves the least AUC score of 0.7495, although it has the largest model complexity.

Table 1 reports the AUC score for each class from five CNNs models. As we can see, the AUC score of the COVID-19 class is very close to perfect prediction. However, the phenomenon is potentially attributed to the cross-domain design of proxy dataset, where COVID-19 images are from entirely different institutions. Thus, we do not attempt to compare the results of the pre-training phase to other works or emphasize the COVID-19 detection ability. Instead, the main objective of the pre-training phase is assisting backbone models to learn valuable representations for the downstream task, which is severity prediction. We will investigate the effectiveness of such knowledge transfer and expansion here in Section 4.3.

4.3 Severity Prediction

4.3.1 Effects of Data-centric pre-training

We report the main results of the COVID-19 severity prediction task in Table 2, which contains six blocks corresponding to the choices of backbone CNN.

In the first line of each block, we report the performance of stand-alone CNNs under transfer learning setup, in which model’s weights are inherited from ImageNet. The outcomes are consistent from all backbone CNNs, showing that transfer learning is ineffective in the case of extremely small and irrelevant target datasets. The performance on the test set of higher complexity such as ResNet50 and EfficientNet-B4 is lower than small neural networks even though over-fitted on the training set. Moreover, from the diagnosis of learning curves (not shown here), these models stop gaining test accuracy after half of the training process, even being applied over-fitting prevention such as adaptive learning rate or dropout.

In the second line, we train stand-alone backbone CNNs with weights from our data-centric pre-training task. The consistent pattern appears across all models, yielding improvement noticeably in comparison to transfer learning from ImageNet. First, the test accuracy is improved significantly, which can be observed through test MAE and MSE. Moreover, the $R^2$ and Pearson correlation between actual and predicted values increases with a considerably large gap, indicating a more precise prediction. The most accuracy gain can be observed from DenseNet121, while deeper CNNs such as ResNet50 gain a minor improvement. However, the agreement between actual and predicted is not remarkable, which achieves only $R^2$ of 0.74 and 0.55 to predict geographic extend and opacity from DenseNet121.

Figure 4 illustrates the cross-validation loss computed by Equation 6. Transfer learning fails to achieve good performance in comparison to data-centric pre-training.
4.3.2 Effects of Hybrid Convolution-Attention Architecture

The third and fourth line of Table 2 shows the performance of proposed hybrid convolution-attention architectures with different self-attention modules. We denote HCT for Transformer and HCH for Hopfield network. The initial weights for these experiments are adopted from the data-centric pre-training phase. Overall, the MSE of hybrid neural architectures drops approximately 0.2 points across all backbone models, while MAS drops 1.5 points on average. We can see the significant improvement when observing the $R^2$ from each hybrid model. For example, the $R^2$ in geographic extend from DenseNet121 increase from 0.74 to 0.82, while that in opacity prediction enhances from 0.55 to 0.73. Moreover, Figure 3 depicts that the CV-loss of hybrid architectures is lower than stand-alone CNNs in general, while the difference between two self-attention modules is not noticeable. We report the alignment of DenseNet121, HCT-DenseNet121 and HCH-DenseNet121 in Figure 3. In general, hybrid architectures achieve better performance across all folds. Moreover, the alignment from geographic extent is slightly better than the predictions of opacity.

5 Conclusion

We have presented a novel framework for COVID-19 severity prediction. Our data-centric pre-training design enables high performance models when transferring knowledge to the downstream task. Moreover, we introduce new class of deep neural architecture, which capture the global contextual information from the input space through self-attention modules. Further improvement of our work considers different self-attention modules for the hybrid architecture. Additionally, extending the framework to more applications is also a potential research direction.

Acknowledgments

Effort sponsored in part by United States Special Operations Command (USSOCOM), under Partnership Intermediary Agreement No. H92222-15-3-0001-01. The U.S. Government is authorized to reproduce and distribute reprints for Government purposes, notwithstanding any copyright notation thereon.

References

[1] “Wikipedia.” 2021.
[2] Z. Feng, Q. Yu, S. Yao, L. Luo, W. Zhou, X. Mao, J. Li, J. Duan, Z. Yan, M. Yang et al., “Early prediction of disease progression in covid-19 pneumonia patients with chest ct and clinical characteristics,” Nature communications, vol. 11, no. 1, pp. 1–9, 2020.
[3] A. L. Booth, E. Abels, and P. McCaffrey, “Development of a prognostic model for mortality in covid-19 infection using machine learning,” Modern Pathology, vol. 34, no. 3, pp. 522–531, 2021.
[4] J. Zhang, Y. Xie, G. Pang, Z. Liao, J. Verjans, W. Li, Z. Sun, J. He, Y. Li, C. Shen et al., “Viral pneumonia screening on chest x-ray images using confidence-aware anomaly detection,” arXiv preprint arXiv:2003.12338, 2020.
[5] Y. Fang, H. Zhang, J. Xie, M. Lin, L. Ying, P. Pang, and W. Li, “Sensitivity of chest ct for covid-19: comparison to rt-pcr,” Radiology, vol. 296, no. 2, pp. E115–E117, 2020.
[6] F. Pan, T. Ye, P. Sun, S. Gui, B. Liang, L. Li, D. Zheng, J. Wang, R. L. Hesketh, L. Yang et al., “Time course of lung changes on chest ct during recovery from 2019 novel coronavirus (covid-19) pneumonia,” Radiology, 2020.
[7] A. Bernheim, X. Mei, M. Huang, Y. Yang, Z. A. Fayad, N. Zhang, K. Diao, B. Lin, X. Zhu, K. Li et al., “Chest ct findings in coronavirus disease-19 (covid-19): relationship to duration of infection,” Radiology, p. 200463, 2020.
[8] F. Liu, Q. Zhang, C. Huang, C. Shi, L. Wang, N. Shi, C. Fang, F. Shan, X. Mei, J. Shi et al., “Ct quantification of pneumonia lesions in early days predicts progression to severe illness in a cohort of covid-19 patients,” Theranostics, vol. 10, no. 12, p. 5613, 2020.
[9] H. Panwar, P. Gupta, M. K. Siddiqui, R. Morales-Mendez, and V. Singh, “Application of deep learning for fast detection of covid-19 in x-rays using ncovnet,” Chaos, Solitons & Fractals, vol. 138, p. 109944, 2020.
[10] J. P. Cohen, L. Dao, K. Roth, P. Morrison, Y. Bengio, A. F. Abbasi, B. Shen, H. K. Mahsa, M. Ghassemi, H. Li et al., “Predicting covid-19 pneumonia severity on chest x-ray with deep learning,” Cureus, vol. 12, no. 7, 2020.
[11] N. Lassau, S. Ammari, E. Chouzenoux, H. Gortais, P. Herent, M. Devilder, S. Soliman, O. Meyrinigac, M.-P. Talabard, J.-P. Lamarque et al., “Integrating deep learning ct-scan model, biological and clinical variables to predict severity of covid-19 patients,” Nature communications, vol. 12, no. 1, pp. 1–11, 2021.
[12] M. Fridarar, R. Amer, O. Gozes, J. Nassar, and H. Greenspan, “Covid-19 in cxt: From detection and severity scoring to patient disease monitoring,” IEEE journal of biomedical and health informatics, 2021.
[13] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image recognition,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2016, pp. 770–778.
[14] C. Szegedy, W. Liu, Y. Jia, P. Sermanet, S. Reed, D. Anguelov, D. Erhan, V. Vanhoucke, and A. Rabinovich, “Going deeper with convolutions,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2015, pp. 1–9.
[15] E. Real, A. Aggarwal, Y. Huang, and Q. V. Le, “Regularized evolution for image classifier architecture search,” in Proceedings of the aaai conference on artificial intelligence, vol. 33, no. 01, 2019, pp. 4780–4789.
[16] B. Zoph, V. Vasudevan, J. Shlens, and Q. V. Le, “Learning transferable architectures for scalable image recognition,” in Proceedings of the IEEE conference on computer vision and pattern recognition, 2018, pp. 8679–8710.
[17] N. Nguyen and J. M. Chang, “Contrastive self-supervised neural architecture search,” arXiv preprint arXiv:2102.10557, 2021.
[18] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin, “Attention is all you need,” in Advances in neural information processing systems, 2017, pp. 5998–6008.
[19] A. Dosovitskiy, L. Beyer, A. Kolesnikov, D. Weissenborn, X. Zhai, T. Unterthiner, M. Dehghani, M. Minderer, G. Heigold, S. Gelly et al., “An image is worth 16x16 words: Transformers for image recognition at scale,” arXiv preprint arXiv:2010.11929, 2020.
[20] N. Carion, F. Massa, G. Synnaeve, N. Usunier, A. Kirillov, and S. Zagoruyko, “End-to-end object detection with transformers,” in European Conference on Computer Vision. Springer, 2020, pp. 213–229.
[21] J. S. A. M. Nam Nguyen, “Attention learning for classification of dermoscopy image,” arXiv preprint, 2021.
[22] Z. Dai, H. Liu, Q. V. Le, and M. Tan, “Coatnet: Marrying convolution and attention for all data sizes,” arXiv preprint arXiv:2106.04803, 2021.
[23] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet: A large-scale hierarchical image database,” in 2009 IEEE conference on computer vision and pattern recognition. Ieee, 2009, pp. 248–255.
[24] A. Krizhevsky, G. Hinton et al., “Learning multiple layers of features from tiny images,” 2009.
[25] I. Misra and L. v. d. Maaten, “Self-supervised learning of pretext-invariant representations,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020, pp. 6707–6717.
[26] T. Chen, S. Kornblith, M. Norouzi, and G. Hinton, “A simple framework for contrastive learning of visual representations,” in International conference on machine learning. PMLR, 2020, pp. 1597–1607.
[27] Y. Bengio, A. Courville, and P. Vincent, “Representation learning: A review and new perspectives,” IEEE transactions on pattern analysis and machine intelligence, vol. 35, no. 8, pp. 1798–1828, 2013.
[28] D. Krotov and J. J. Hopfield, “Dense associative memory for pattern recognition,” Advances in neural information processing systems, vol. 29, pp. 1172–1180, 2016.
[29] H. Ramsauer, B. Schön, J. Lehner, P. Seidl, M. Widrich, T. Adler, L. Gruber, M. Holzleitner, M. Pavlović, G. K. Sandve et al., “Hopfield networks is all you need,” arXiv preprint arXiv:2008.02217, 2020.
[30] X. Wang, Y. Peng, L. Lu, Z. Lu, M. Bagheri, and R. M. Summers, “Chestx-ray8: Hospital-scale chest x-ray database and benchmarks on
weakly-supervised classification and localization of common thorax diseases,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2017, pp. 2097–2106.

[31] M. E. Chowdhury, T. Rahman, A. Khandakar, R. Mazhar, M. A. Kadir, Z. B. Mahbub, K. R. Islam, M. S. Khan, A. Iqbal, N. Al Emadi et al., “Can ai help in screening viral and covid-19 pneumonia?” *IEEE Access*, vol. 8, pp. 132665–132676, 2020.

[32] T. Rahman, A. Khandakar, Y. Qiblawey, A. Tahir, S. Kiranyaz, S. B. A. Kashem, M. T. Islam, S. Al Maadeed, S. M. Zughair, M. S. Khan et al., “Exploring the effect of image enhancement techniques on covid-19 detection using chest x-ray images,” *Computers in biology and medicine*, vol. 132, p. 104319, 2021.

[33] G. Huang, Z. Liu, L. Van Der Maaten, and K. Q. Weinberger, “Densely connected convolutional networks,” in *Proceedings of the IEEE conference on computer vision and pattern recognition*, 2017, pp. 4700–4708.

[34] M. Tan and Q. Le, “Efficientnet: Rethinking model scaling for convolutional neural networks,” in *International Conference on Machine Learning*. PMLR, 2019, pp. 6105–6114.
[35] H. Y. F. Wong, H. Y. S. Lam, A. H.-T. Fong, S. T. Leung, T. W.-Y. Chin, C. S. Y. Lo, M. M.-S. Lui, J. C. Y. Lee, K. W.-H. Chiu, T. W.-H. Chung et al., “Frequency and distribution of chest radiographic findings in patients positive for covid-19,” Radiology, vol. 296, no. 2, pp. E72–E78, 2020.

[36] J. P. Cohen, M. Hashir, R. Brooks, and H. Bertrand, “On the limits of cross-domain generalization in automated x-ray prediction,” in Medical Imaging with Deep Learning, PMLR, 2020, pp. 136–155.