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Abstract

We find solutions $E : \Omega \rightarrow \mathbb{R}^3$ of the problem

$$\begin{cases}
\nabla \times (\nabla \times E) + \lambda E = \partial_E F(x, E) & \text{in } \Omega \\
\nu \times E = 0 & \text{on } \partial \Omega
\end{cases}$$

on a simply connected, smooth, bounded domain $\Omega \subset \mathbb{R}^3$ with connected boundary and exterior normal $\nu : \partial \Omega \rightarrow \mathbb{R}^3$. Here $\nabla \times$ denotes the curl operator in $\mathbb{R}^3$, the nonlinearity $F : \Omega \times \mathbb{R}^3 \rightarrow \mathbb{R}$ is superquadratic and subcritical in $E$. The model nonlinearity is of the form $F(x, E) = \Gamma(x)|E|^p$ for $\Gamma \in L^\infty(\Omega)$ positive, some $2 < p < 6$. It need not be radial nor even in the $E$-variable. The problem comes from the time-harmonic Maxwell equations, the boundary conditions are those for $\Omega$ surrounded by a perfect conductor.
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1 Introduction

The paper deals with the Maxwell equations

\begin{equation}
\begin{aligned}
\nabla \times \mathcal{H} &= \mathcal{J} + \partial_t \mathcal{D} \quad \text{(Ampere's law)} \\
\text{div} (\mathcal{D}) &= \rho \\
\partial_t \mathcal{B} + \nabla \times \mathcal{E} &= 0 \quad \text{(Faraday's law)} \\
\text{div} (\mathcal{B}) &= 0,
\end{aligned}
\end{equation}

in a domain $\Omega \subset \mathbb{R}^3$. Here $\mathcal{E}, \mathcal{B}, \mathcal{D}, \mathcal{H} : \Omega \times \mathbb{R} \to \mathbb{C}^3$ correspond to the electric field, magnetic field, electric displacement field and magnetic induction, respectively. $\mathcal{J}$ is the electric current intensity and $\rho$ the electric charge density. Let $\mathcal{P}, \mathcal{M} : \Omega \times \mathbb{R} \to \mathbb{C}^3$ denote the polarization field and the magnetization field respectively, and let $\varepsilon, \mu : \Omega \to \mathbb{R}$ be the permittivity and the permeability of the material. Then we consider the constitutive relations

\begin{equation}
\mathcal{D} = \varepsilon \mathcal{E} + \mathcal{P} \quad \text{and} \quad \mathcal{H} = \frac{1}{\mu} \mathcal{B} - \mathcal{M}
\end{equation}

where $\mathcal{P}$ depends nonlinearly on $\mathcal{E}$. In the absence of charges, currents and magnetization, i.e. $\mathcal{J} = \mathcal{M} = 0, \rho = 0$, using (1.2), and differentiating the first equation in (1.1) with respect to $t$, we arrive at the equation

$$\nabla \times \left( \frac{1}{\mu} \nabla \times \mathcal{E} \right) + \varepsilon \partial_t^2 \mathcal{E} = -\partial_t^2 \mathcal{P}.$$  

In the time-harmonic case the fields $\mathcal{E}$ and $\mathcal{P}$ are of the form $\mathcal{E}(x,t) = E(x)e^{i\omega t}$, $\mathcal{P}(x,t) = P(x)e^{i\omega t}$, which leads to the time-harmonic Maxwell equation

$$\nabla \times \left( \frac{1}{\mu} \nabla \times E \right) - \omega^2 \varepsilon E = \omega^2 P.$$  

Since $P$ depends on $E$, and assuming $\varepsilon, \mu > 0$ to be constant, we finally obtain an equation of the form

\begin{equation}
\nabla \times (\nabla \times E) + \lambda E = f(x, E) \quad \text{in } \Omega,
\end{equation}

where $\lambda = -\mu \omega^2 \varepsilon \leq 0$. In a Kerr-like medium one has $\mathcal{P} = \alpha(x)|\mathcal{E}|^2 \mathcal{E}$, hence

$$f(x, E) = \mu \omega^2 \alpha(x)|E(x)|^2 E(x).$$

We shall treat more general nonlinearities $f(x, E) = \partial_E F(x, E)$, having $F(x, E) = \frac{1}{p} \Gamma(x)|E|^p$ with $\Gamma \in L^\infty(\Omega)$ positive and $2 < p < 6$ as model in mind. The goal of this paper is to solve (1.3) together with the boundary condition

\begin{equation}
\nu \times E = 0 \quad \text{on } \partial \Omega
\end{equation}
where $\nu : \partial \Omega \to \mathbb{R}^3$ is the exterior normal. This boundary condition holds when $\Omega$ is surrounded by a perfect conductor.

There is very little work on semilinear equations involving the curl-curl operator $(\nabla \times)^2 : E \mapsto \nabla \times (\nabla \times E)$. One difficulty from a mathematical point of view is that the curl-curl operator has an infinite-dimensional kernel, namely all gradient vector fields. Solutions of (1.3) are critical points of the functional

$$J(E) = \frac{1}{2} \int_{\Omega} |\nabla \times E|^2 dx + \frac{\lambda}{2} \int_{\Omega} |E|^2 dx - \int_{\Omega} F(x, E) \, dx$$

defined on an appropriate subspace of $H_0(\text{curl}; \Omega)$; see Section 3 for the definition of the spaces we work with. Using the Helmholtz decomposition $E = v + \nabla w$ with $\text{div} \, v = 0$ we have

$$J(v, w) := J(v + \nabla w) = \frac{1}{2} \int_{\Omega} |\nabla \times v|^2 dx + \frac{\lambda}{2} \int_{\Omega} |v + \nabla w|^2 dx - \int_{\Omega} F(x, v + \nabla w) \, dx.$$

For the nonlinearities which we consider, the functional is unbounded from above and from below. Moreover, critical points have infinite Morse index.

Take for instance the model case $F(x, E) = \frac{1}{4} |E|^4$. Then we have on the space of divergence-free vector fields $v \in H_0(\text{curl}; \Omega)$:

$$J(v, 0) = J(v) = \frac{1}{2} \int_{\Omega} |\nabla \times v|^2 dx + \frac{\lambda}{2} \int_{\Omega} |v|^2 dx - \frac{1}{4} \int_{\Omega} |v|^4 dx$$

$$= \frac{1}{2} \int_{\Omega} |\nabla v|^2 dx + \frac{\lambda}{2} \int_{\Omega} |v|^2 dx - \frac{1}{4} \int_{\Omega} |v|^4 dx,$$

and on the space of gradient vector fields $\nabla w \in L^4(\Omega, \mathbb{R}^3)$:

$$J(0, w) = J(\nabla w) = \frac{\lambda}{2} \int_{\Omega} |\nabla w|^2 dx - \frac{1}{4} \int_{\Omega} |\nabla w|^4 dx.$$

Thus if $-\Delta + \lambda > 0$ on $H_0^1(\Omega)$, then $E = 0$ is a local minimum of $J$ on the space of divergence-free vector fields $v \in H_0(\text{curl}; \Omega)$, but is not a local minimum on the space of gradient vector fields $\nabla w \in L^4(\Omega)$, not even if $\lambda > 0$. In fact, since the $L^2$-norm is weaker than the $L^4$-norm 0 is a degenerate critical point of $J$ on the space of gradient vector fields, neither a local minimum nor a local maximum (except $\lambda \leq 0$), nor a saddle point. The mountain pass value is 0, and the Palais-Smale sequences associated to the mountain pass value will converge to 0 even when $\lambda$ is positive. If $\lambda \leq 0$ then 0 is a local maximum for $J$ on the space of gradient vector fields, and if even $-\Delta + \lambda \leq 0$ it is a, possibly degenerate, saddle point for $J$ on the space of divergence-free vector fields.
In addition to these problems related to the geometry of $J$ and $J$, we also have to deal with compactness issues although $\Omega$ is assumed to be bounded. Namely in all treatments of strongly indefinite functionals $J : X \to \mathbb{R}$ it is required that $J$ is essentially of the form

$$J(u) = \frac{1}{2} \left( \|u^+\|_X^2 - \|u^-\|_X^2 \right) - I(u)$$

with $I'$ (sequentially) weak-to-weak$^*$ continuous; see e.g. [4, 6, 9]. However, we have to deal with a functional of the form

$$J(u) = \frac{1}{2} \|u^+\|_X^2 - I(u)$$

where $I' : X \to X^*$ is not (sequentially) weak-to-weak$^*$ continuous. Therefore we do not know whether a weak limit of a bounded Palais-Smale sequence is a critical point. Although the methods from [4] allow to deal with an infinite-dimensional kernel, the weak-to-weak$^*$ continuity of $I'$ is essential.

We shall use two approaches to find critical points of $J$ and $J$ which work under different hypotheses on $F$ and $\Omega$. One approach uses a generalization to strongly indefinite functionals of the Nehari manifold technique due to Pankov [13]; see [23, Chapter 4] for a survey. For this approach we cannot just cite existing results due to the above mentioned problems. The other one is based on the the Palais principle of symmetric criticality. Roughly speaking, if $\Omega$ and $F$ are cylindrically symmetric, then $J$ may be restricted to a subspace, where we are able to apply standard critical point theory.

In [5] Benci and Fortunato introduce a model for a unified field theory for classical electrodynamics which is based on a semilinear perturbation of the Maxwell equations. In the magnetostatic case, in which the electric field vanishes and the magnetic field is independent of time, they are lead to an equation of the form

$$\nabla \times (\nabla \times A) = W'(\|A\|^2)A \quad \text{in } \mathbb{R}^3$$

for the gauge potential $A$ related to the magnetic field $H = \nabla \times A$. Here $F(A) = \frac{1}{2} W(|A|^2)$ is superquadratic and subcritical, and satisfies various additional conditions which exclude the model $F(A) = \frac{1}{4} |A|^4$. In [2] Azzollini et al. use the symmetry of the domain and of the equation to find solutions of (1.6) of the form

$$A(x) = \alpha(r, x_3) \begin{pmatrix} -x_2 \\ x_1 \\ 0 \end{pmatrix}, \quad r = \sqrt{x_1^2 + x_2^2}.$$  

A field of this form is divergence-free, so that the functional has the form

$$J(A) = \frac{1}{2} \int_{\mathbb{R}^3} |\nabla A|^2 - W(|A|^2) \, dx$$
hence standard methods of nonlinear analysis apply. In [7] D’Aprile and Siciliano find solutions of (1.6) of the form

\begin{equation}
A(x) = \beta(r, x_3) \begin{pmatrix} x_1 \\ x_2 \\ 0 \end{pmatrix} + \gamma(r, x_3) \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad r = \sqrt{x_1^2 + x_2^2},
\end{equation}

again using symmetry arguments. When the domain has a cylindrical symmetry as in [2] we can modify the approach from [2] and obtain symmetric solutions. We would like to emphasize that we can also deal with nonsymmetric domains and with functions \(F(x, E)\) that depend on \(x\) and are not radial in \(E\).

Finally we would like to mention the papers [16–22] by Stuart and Zhou, who studied transverse electric and transverse magnetic solutions to (1.1) in \(\mathbb{R}^3\).

The paper is organized as follows. In the next section we formulate our hypotheses on \(\Omega\) and \(F\), and we state our main results concerning the existence of a ground state and of bound states. In Section 3 we introduce the variational setting, in particular the spaces on which \(J\) and \(J\) will be defined. Next, in Section 4 we present some critical point theory for a class of functionals like \(J\), and we introduce the Nehari-Pankov manifold on which we minimize \(J\) to find a ground state. Finally, in Sections 5-6 we prove our results.

## 2 Statement of results

Let \(\Omega \subset \mathbb{R}^3\) be a simply connected, bounded domain with connected \(C^{1,1}\)-boundary, or let \(\Omega\) be a bounded and convex domain of \(\mathbb{R}^3\). We want to find weak solutions \(E : \Omega \to \mathbb{R}^3\) of the boundary value problem

\begin{equation}
\nabla \times (\nabla \times E) + \lambda E = f(x, E) \quad \text{in } \Omega, \quad \nu \times E = 0 \quad \text{on } \partial \Omega.
\end{equation}

The boundary condition has to be understood in a weak sense for \(\Omega\) being convex with non-smooth boundary.

We collect assumptions on the nonlinearity \(F(x, u)\).

\textbf{(F1)} \(F : \Omega \times \mathbb{R}^3 \to \mathbb{R}\) is differentiable with respect to \(u \in \mathbb{R}^3\), and \(f = \partial_u F : \Omega \times \mathbb{R}^3 \to \mathbb{R}^3\) is a Carathéodory function (i. e. measurable in \(x \in \Omega\), continuous in \(u \in \mathbb{R}^3\) for a. e. \(x \in \Omega\)).
(F2) \(|f(x, u)| = o(|u|)\) as \(u \to 0\) uniformly in \(x \in \Omega\).

(F3) There exist constants \(c > 0\), \(2 < p < 6\), such that
\[
|f(x, u)| \leq c(1 + |u|^{p-1}) \quad \text{for all } x \in \Omega, u \in \mathbb{R}^3.
\]

(F4) There exists a constant \(d > 0\), such that for all \(x \in \Omega\) and all \(u \in \mathbb{R}^3 \setminus \{0\}\)
\[
\frac{1}{2} \langle f(x, u), u \rangle > F(x, u) \geq d|u|^p.
\]

(F5) \(F\) is convex with respect to \(u \in \mathbb{R}^3\).

(F6) \(F\) is strictly convex with respect to \(u \in \mathbb{R}^3\) if \(-\lambda\) is an eigenvalue of the curl-curl operator
in the space of divergence-free vector fields satisfying the boundary condition (1.4), i.e.
if the eigenvalue problem
\[
(2.2) \begin{cases}
\nabla \times (\nabla \times u) + \lambda u = 0, \text{ div } (u) = 0 & \text{in } \Omega, \\
\nu \times u = 0 & \text{on } \partial \Omega.
\end{cases}
\]
has a solution \(u \neq 0\). If \(\lambda = 0\) then \(F\) is uniformly strictly convex with respect to \(u \in \mathbb{R}^3\),
i.e. for any compact \(A \subset (\mathbb{R}^3 \times \mathbb{R}^3) \setminus \{(u, u) : u \in \mathbb{R}^3\}\)
\[
\inf_{x \in \mathbb{R}^3, (u_1, u_2) \in A} \left( \frac{1}{2}(F(x, u_1) + F(x, u_2)) - F \left( x, \frac{u_1 + u_2}{2} \right) \right) > 0.
\]

(F7) If \(\langle f(x, u), v \rangle = \langle f(x, v), u \rangle \neq 0\) then \(F(x, u) - F(x, v) \leq \frac{\langle f(x, u), u \rangle^2 - \langle f(x, u), v \rangle^2}{2\langle f(x, u), u \rangle} \).
If in addition \(F(x, u) \neq F(x, v)\) then the strict inequality holds.

Conditions (F1)-(F3) are rather harmless, and condition (F4) is reminiscent of the Ambrosetti-Rabinowitz condition. The convexity conditions (F5) and (F6) are needed both for semi-continuity and linking. The technical condition (F7) will be needed to set up the Nehari-Pankov manifold.

**Remark 2.1.** a) If \(F\) is of the form \(F(x, u) = \Gamma(x)|Mu|^p\) with \(\Gamma \in L^\infty(\Omega)\) positive and bounded away from 0, \(M \in GL(3)\) an invertible \(3 \times 3\) matrix, and \(2 < p < 6\), then all assumptions on \(F\) are satisfied. Also sums of such functions are allowed. Observe that these functions are not radial when \(M\) is not an orthogonal matrix.

b) Suppose \(F\) is a radial map with respect to \(u\), i.e. \(F(x, u) = W(x, |u|^2)\), and \(W = W(x, t) : \Omega \times [0, \infty) \to \mathbb{R}\) is differentiable with respect to \(t\) with \(\partial_t W : \Omega \times \mathbb{R} \to \mathbb{R}\) a
Carathéodory function, and suppose in addition that $\partial_t W(x,t)$ is strictly increasing in $t \in (0,\infty)$, $W(x,0) = 0$, for any $x \in \mathbb{R}^3$. Then it is not difficult to check that (F1), (F5) and (F7) hold. Moreover $\frac{1}{2}(f(x,u),u) > F(x,u)$ for $x \in \Omega$ and $u \in \mathbb{R}^3 \setminus \{0\}$. Indeed, note that for $u \in \mathbb{R}^3$

\[ F(x,u) = F(x,u) - F(x,0) = \int_0^1 \frac{d}{ds} F(x, su) \, ds = \int_0^1 \partial_t W(x, |su|^2) 2s |u|^2 \, ds \leq \partial_t W(x, |u|^2) |u|^2 \int_0^1 2s \, ds = \frac{1}{2} \langle \partial_u F(x,u,u) \rangle. \]

and the last inequality is strict if $u \neq 0$.

**Theorem 2.2.** Suppose the assumptions (F1)-(F7) hold. If $\lambda \leq 0$ then (2.1) has a ground state solution $E = v + \nabla w$ with $\text{div} \, v = 0$ and $v \neq 0$. If in addition $F$ is even in $u$ then (2.1) has infinitely many solutions.

A ground state solution is a minimizer of the associated energy functional on the Nehari-Pankov manifold which will be defined in Section 4.

In a symmetric setting as in [2] more can be said about the shape of the solutions. More precisely, we set $G = O(2) \times \{1\} \subset O(3)$ and require:

(S) $\Omega$ is invariant with respect to $G$. $F$ is invariant with respect to the action of $G$ on the $x$-variable, and $F$ is radially symmetric with respect to $u$: $F(x,u) = F(gx,|u|)$ for all $x \in \Omega$, $u \in \mathbb{R}^3$, $g \in G$.

Condition (S) simplifies the problem considerably. It allows to find solutions having a cylindrical symmetry as in [2]. Here we assume the Ambrosetti-Rabinowitz-type condition

(F8) There exists a constant $\theta > 2$ such that

\[ \frac{1}{\theta} (f(x,u),u) \geq F(x,u) > 0 \quad \text{for all} \ x \in \Omega \ \text{and all} \ u \in \mathbb{R}^3 \setminus \{0\}. \]

**Theorem 2.3.** Suppose (S) and (F1)-(F3), (F8) hold. Then (2.1) has infinitely many solutions of the form

\[ (2.3) \quad E(x) = \alpha(r,x_3) \begin{pmatrix} -x_2 \\ x_1 \\ 0 \end{pmatrix}, \quad r = \sqrt{x_1^2 + x_2^2}. \]
Observe that we do not require $\lambda \leq 0$, in fact here we could even replace $\lambda$ by a potential $V \in L^\infty(\Omega)$.

**Remark 2.4.** In the proof of Theorem 2.3 we use (S) to reduce the problem to that of finding critical points of $\mathfrak{J}$ constrained to a Hilbert space $Y$ of fields $E$ of the form (2.3). For $E \in Y$ the functional has the form

$$\mathfrak{J}(E) = \frac{1}{2} \|E\|^2 + \frac{\lambda}{2} \int_{\Omega} |E|^2 \, dx - \int_{\Omega} F(x, E) \, dx.$$  

It is then standard to obtain critical points of $\mathfrak{J}_|_Y$ under various hypotheses on $\lambda$ and $F$. We chose the Ambrosetti-Rabinowitz condition but the interested reader may play with other types of nonlinearities.

## 3 The variational setting

The natural space for the Maxwell eigenvalue problem (2.2) is the space

$$H(\text{curl}; \Omega) := \{ E \in L^2(\Omega, \mathbb{R}^3) : \nabla \times E \in L^2(\Omega, \mathbb{R}^3) \}$$

where the curl of $E$, $\nabla \times E$, has to be understood in the distributional sense. This is a Hilbert space when provided with the graph norm

$$\| E \|_{H(\text{curl}; \Omega)} := (\|E\|^2 + |\nabla \times E|^2)^{1/2}.$$  

Here and in the sequel $| \cdot |_q$ denotes the $L^q$-norm. The closure of $C_0^\infty(\Omega, \mathbb{R}^3)$ in $H(\text{curl}; \Omega)$ is denoted by $H_0(\text{curl}; \Omega)$. There is a continuous tangential trace operator $\gamma_t : H(\text{curl}; \Omega) \to H^{-1/2}(\partial \Omega)$ such that

$$\gamma_t(E) = \nu \times E|_{\partial \Omega} \quad \text{for any } E \in C_0^\infty(\overline{\Omega}, \mathbb{R}^3)$$

and (see [12, Theorem 3.33])

$$H_0(\text{curl}; \Omega) = \{ E \in H(\text{curl}; \Omega) : \gamma_t(E) = 0 \}.$$  

The subspace of divergence-free vector fields is defined by

$$\mathcal{V} = \left\{ E \in H_0(\text{curl}; \Omega) : \int_\Omega \langle E, \nabla w \rangle \, dx = 0 \text{ for any } w \in H_0^1(\Omega) \right\}$$

$$= \{ E \in H_0(\text{curl}; \Omega) : \text{div } E = 0 \}$$
where $\text{div } E$ has to be understood in the distributional sense. Then $\mathcal{V}$ and the subspace of gradient vector fields $\nabla H^1_0(\Omega) := \{ \nabla w : w \in H^1_0(\Omega) \}$ are orthogonal in $L^2(\Omega, \mathbb{R}^3)$ and in $H^1_0(\text{curl}, \Omega)$; moreover

$$H_0(\text{curl}, \Omega) = \mathcal{V} \oplus \nabla H^1_0(\Omega).$$

Since $\Omega$ has a $C^{1,1}$ boundary, or is a convex domain, there exists a continuous embedding

$$\mathcal{V} \subset \{ E \in H^1_0(\text{curl}; \Omega) : \text{div } E \in L^2(\Omega) \} \hookrightarrow H^1(\Omega, \mathbb{R}^3);$$

see [1, Theorem 2.12 and Theorem 2.17] or [10, Theorem 1.2.1]. Therefore in view of Rellich’s theorem $\mathcal{V}$ is compactly embedded in $L^q(\Omega, \mathbb{R}^3)$ for $1 \leq q < 6$. Due to the embedding $\mathcal{V} \hookrightarrow L^2(\Omega; \mathbb{R}^3)$ the norm

$$\|v\|_\mathcal{V} := |\nabla \times v|_2, \quad v \in \mathcal{V},$$

is equivalent to $\| \cdot \|_{H(\text{curl}; \Omega)}$ on $\mathcal{V}$. Moreover, $\mathcal{V}$ is a Hilbert space with the scalar product

$$\langle u, v \rangle := \int_\Omega \langle \nabla \times u, \nabla \times v \rangle \, dx.$$

The spectrum of the curl-curl operator in $H^1_0(\text{curl}; \Omega)$ consists of the eigenvalue $0$ with infinite multiplicity and eigenspace $\nabla H^1_0(\Omega)$, and of a sequence of eigenvalues $0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_k \to \infty$ with finite multiplicities and eigenfunctions in $\mathcal{V}$; see [12, Theorem 4.18]. In fact, for any $f \in L^2(\Omega, \mathbb{R}^3)$ the equation

$$(3.1) \quad \nabla \times (\nabla \times v) + v = f$$

has a unique solution $v \in \mathcal{V}$ and the operator

$$K : L^2(\Omega, \mathbb{R}^3) \to \mathcal{V} \subset L^2(\Omega, \mathbb{R}^3), \quad Kf = v \text{ solves (3.1)},$$

is compact and self-adjoint.

**Remark 3.1.** Given $V \in L^\infty(\Omega)$ the operator $(\nabla \times)^2 + V(x)$ in $H_0(\text{curl}; \Omega)$ is not a compact perturbation of $(\nabla \times)^2$. The treatment of nonconstant potentials requires a somewhat different variational setting. This is work in progress.

We also need the space

$$W^p(\text{curl}; \Omega) := \{ E \in L^p(\Omega, \mathbb{R}^3) | \nabla \times E \in L^2(\Omega, \mathbb{R}^3) \}$$

with the norm

$$\| E \|_{W^p(\text{curl}; \Omega)} := \left( \| E \|_p^2 + \| \nabla \times E \|_2^2 \right)^{1/2}$$
and let $W^p_0(\text{curl}; \Omega)$ be the closure of $C^\infty_0(\Omega)$ in $W^p(\text{curl}; \Omega)$. Note that $W^p(\text{curl}; \Omega)$ and $W^p_0(\text{curl}; \Omega)$ are Banach spaces, $\mathcal{V}$ is a closed subspace of $W^p_0(\text{curl}; \Omega)$, and

$$W^p_0(\text{curl}; \Omega) \subset H_0(\text{curl}; \Omega) = W^2_0(\text{curl}; \Omega).$$

Setting $\mathcal{W} := W^{1,p}_0(\Omega)$ we see that

$$\nabla \mathcal{W} := \{\nabla w : w \in \mathcal{W}\} \subset W^p_0(\text{curl}; \Omega)$$

is a closed subspace of $W^p_0(\text{curl}; \Omega)$ and

$$W^p_0(\text{curl}; \Omega) = \mathcal{V} \oplus \nabla \mathcal{W}.$$

In $\mathcal{W}$ we introduce the norm

$$\|w\|_{\mathcal{W}} := |\nabla w|_p$$

and observe that $\|w\|_{\mathcal{W}} = \|\nabla w\|_{W^p(\text{curl}; \Omega)}$ because $\nabla \times \nabla w = 0$. Clearly $\nabla \mathcal{W}$ is a closed subspace of $L^p(\Omega, \mathbb{R}^3)$, and $\nabla \mathcal{W}$, $\mathcal{W}$, $W^p_0(\text{curl}; \Omega)$ are separable and reflexive Banach spaces.

We use the following norm in $\mathcal{V} \times \mathcal{W}$:

$$||(v, w)|| := (\|v\|^2_2 + \|w\|^2_{W^p(\text{curl}; \Omega)})^{1/2} = (\|\nabla \times v\|^2_2 + |\nabla w|_p^2)^{1/2}$$

for $(v, w) \in \mathcal{V} \times \mathcal{W}$.

By our assumptions on $F$ the functional $\mathcal{J} : W^p_0(\text{curl}; \Omega) \to \mathbb{R}$,

$$\mathcal{J}(E) := \frac{1}{2} \int_\Omega |\nabla \times E|^2 dx + \frac{\lambda}{2} \int_\Omega |E|^2 dx - \int_\Omega F(x,E) dx$$

and the functional $J : \mathcal{V} \times \mathcal{W} \to \mathbb{R}$, defined by

$$J(v,w) := \mathcal{J}(v + \nabla w) = \frac{1}{2} \int_\Omega |\nabla \times v|^2 dx + \frac{\lambda}{2} \int_\Omega |v + \nabla w|^2 dx - \int_\Omega F(x,v + \nabla w) dx$$

are well defined and of class $\mathcal{C}^1$ with

$$\mathcal{J}'(v + \nabla w)(\phi + \nabla \psi) = J'(v,w)(\phi, \psi)$$

$$= \int_\Omega (\nabla \times v, \nabla \times \phi) dx + \lambda \int_\Omega (\langle v, \phi \rangle + \langle \nabla w, \nabla \psi \rangle) dx - \int_\Omega \langle f(x, v + \nabla w), \phi + \nabla \psi \rangle dx$$

for any $(v, w), (\phi, \psi) \in \mathcal{V} \times \mathcal{W}$.

Our preceding discussion yields

**Proposition 3.2.** $(v, w) \in \mathcal{V} \times \mathcal{W}$ is a critical point of $J$ if and only if $E = v + \nabla w \in W^p_0(\text{curl}; \Omega) = \mathcal{V} \oplus \nabla \mathcal{W}$ is a critical point of $\mathcal{J}$, hence a solution of (2.1).
Observe that in the case of our model nonlinearity $F(x, u) = \frac{1}{p}|u|^p$ the functionals are of class $C^2$ with second variation of $J$ at $(0,0)$ given by

$$J''(0,0)[(\phi, \psi), (\phi, \psi)] = \|\phi\|_V^2 + \lambda \int_{\Omega} (|\phi|^2 + |\nabla \psi|^2) \, dx.$$  

Since the $L^2$-norm is weaker than the $L^p$-norm, $J''(0)$ is not positive definite on $V \times W$. Even if $\lambda > 0$ is positive, $J$ does not satisfy the mountain pass geometry. Setting

$$I(v, w) := -\frac{\lambda}{2} \int_{\Omega} |v + \nabla w|^2 \, dx + \int_{\Omega} F(x, v + \nabla w) \, dx$$

$$= -\frac{\lambda}{2} \int_{\Omega} (|v|^2 + |\nabla w|^2) \, dx + \frac{1}{p}|v + \nabla w|^p_p$$

we see that $I'$ is not (sequentially) weak-to-weak* continuous because $v_n + \nabla w_n \rightharpoonup v + \nabla w$ in $L^p(\Omega; \mathbb{R}^3)$ does not imply $|v_n + \nabla w_n|^{p-2}(v_n + \nabla w_n) \rightharpoonup |v + \nabla w|^{p-2}(v + \nabla w)$ in $L^p$.

4 Critical point theory and the Nehari-Pankov manifold

Let $X$ be a reflexive Banach space with norm $\| \cdot \|$ and with a topological direct sum decomposition $X = X^+ \oplus \tilde{X}$. For $u \in X$ we denote by $u^+ \in X^+$ and $\tilde{u} \in \tilde{X}$ the corresponding summands so that $u = u^+ + \tilde{u}$. We may also assume that $\|u\|^2 = \|u^+\|^2 + \|\tilde{u}\|^2$. Moreover we assume that $X^+ \owns u \mapsto \|u\|^2 \in \mathbb{R}$ is a $C^1$-map, so that the unit sphere $S^+: = \{ u \in X^+ : \|u\| = 1 \}$ in $X^+$ is a $C^1$-submanifold of $X^+$. In addition to the norm topology we need the topology $\mathcal{T}$ on $X$ which is the product of the norm topology in $X^+$ and the weak topology in $\tilde{X}$. In particular, $u_n \xrightarrow{\mathcal{T}} u$ provided that $u_n^+ \rightharpoonup u^+$ and $u_n' \rightharpoonup \tilde{u}$. On bounded subsets of $X$ the topology $\mathcal{T}$ coincides with the metrizable topology considered by Bartsch and Ding [4] and for Hilbert spaces by Kryszewski and Szulkin [11].

We consider a functional $J \in C^1(X, \mathbb{R})$ of the form

$$J(u) = \frac{1}{2}\|u^+\|^2 - I(u) \quad \text{for } u = u^+ + \tilde{u} \in X^+ \oplus \tilde{X}$$

such that the following assumptions hold:

(A1) $I \in C^1(X, \mathbb{R})$ and $I(u) \geq I(0) = 0$ for any $u \in X$.

(A2) $I$ is $\mathcal{T}$-sequentially lower semicontinuous: $u_n \xrightarrow{\mathcal{T}} u \implies \liminf I(u_n) \geq I(u)$

(A3) If $u_n \xrightarrow{\mathcal{T}} u$ and $I(u_n) \to I(u)$ then $u_n \to u$. 


The geometry of $J$ is described by the following assumptions; see [23, Section 4]. For $u \in X \setminus \tilde{X}$ let

$$X(u) := \mathbb{R}u \oplus \tilde{X} \quad \text{and} \quad \tilde{X}(u) := \mathbb{R}^+ u \oplus \tilde{X}$$

where $\mathbb{R}^+ = [0, \infty)$.

(A4) There exists $r > 0$ such that $a := \inf_{u \in X^+, \|u\| = r} J(u) > 0$.

(A5) For every $u \in X \setminus \tilde{X}$ there exists a unique critical point $0 \neq \tilde{m}(u) \in \tilde{X}(u)$ of $J|_{X(u)}$. Moreover, $\tilde{m}(u)$ is the unique global maximum of $J|_{\tilde{X}(u)}$.

(A6) There exists $\delta > 0$ such that $\|\tilde{m}(u)^+\| \geq \delta$ for all $u \in X \setminus \tilde{X}$. Moreover, $\tilde{m}$ is bounded on compact subsets of $X \setminus \tilde{X}$.

Now we define the Nehari-Pankov manifold

$$\mathcal{N} := \{\tilde{m}(u) : u \in X \setminus \tilde{X}\} \overset{(A5)}{=} \{u \in X \setminus \tilde{X} : J'(u)|_{X(u)} = 0\}.$$  

This manifold has been introduced by Pankov [13]. In the case $X = X^+, \tilde{X} = 0$, it yields the well known Nehari manifold. $\mathcal{N}$ is homeomorphic to $S^+$, but observe that $\mathcal{N}$ need not be differentiable because $J$ is only of class $C^1$. One can show that a critical point of $J|\mathcal{N}$, in the sense of metric critical point theory as in [8], is a critical point of $J$. At first sight it is not even clear that a minimizer of $J$ on $\mathcal{N}$ is a critical point of $J$. Observe that $\inf_{\mathcal{N}} J > J(0) = 0$ by (A4)-(A5).

We say that $J$ satisfies the $(PS)^T_c$-condition in $\mathcal{N}$ if every $(PS)_c$-sequence in $\mathcal{N}$ has a subsequence which converges in $\mathcal{T}$:

$$u_n \in \mathcal{N}, \quad J'(u_n) \to 0, \quad J(u_n) \to c \quad \Rightarrow \quad u_n \xrightarrow{T} u \in X \quad \text{along a subsequence}$$

**Theorem 4.1.** Let $J \in C^1(X, \mathbb{R})$ satisfy (A1)-(A6) and set $c_0 = \inf_{\mathcal{N}} J$. Then the following holds:

a) $J$ has a $(PS)_{c_0}$-sequence in $\mathcal{N}$.

b) If $J$ satisfies the $(PS)^T_{c_0}$-condition in $\mathcal{N}$ then $c_0$ is achieved by a critical point of $J$.

c) If $J$ satisfies the $(PS)^T_{c_0}$-condition in $\mathcal{N}$ for every $c$ and if $J$ is even then it has an unbounded sequence of critical values.

**Proof.** As in [23, Section 4] one proves that
Semilinear Maxwell equation

(i) \( m := \hat{m}|_{S^+} : S^+ \to \mathcal{N} \) is a homeomorphism with inverse \( \mathcal{N} \to S^+, u \mapsto u^+ / \| u^+ \| \).

(ii) \( J \circ m : S^+ \to \mathbb{R} \) is \( \mathcal{C}^1 \).

(iii) \( (J \circ m)'(u) = \| m(u)^+ \| \cdot J'(u)|_{T_uS^+} : T_uS^+ \to \mathbb{R} \) for every \( u \in S^+ \).

(iv) \( (u_n)_n \subset S^+ \) is a Palais-Smale sequence for \( J \circ m \) if, and only if, \( (m(u_n))_n \) is a Palais-Smale sequence for \( J \) in \( \mathcal{N} \).

(v) \( u \in S^+ \) is a critical point of \( J \circ m \) if, and only if, \( m(u) \) is a critical point of \( J \).

(vi) If \( J \) is even, then so is \( J \circ m \).

The existence of a \((PS)_{c_0}\)-sequence \( (u_n)_n \) for \( J \) in \( \mathcal{N} \) follows from (ii) and (iv) because \( c_0 = \inf J \circ m \). We claim that

(vii) If \( J \) satisfies the \((PS)^T_{c}\)-condition in \( \mathcal{N} \) for some \( c > 0 \) then \( J \circ m \) satisfies the \((PS)_{c}\)-condition.

In order to see this consider a \((PS)_{c}\)-sequence \( (u_n)_n \) for \( J \circ m \). Then \( (m(u_n))_n \) is a Palais-Smale sequence for \( J \) in \( \mathcal{N} \) by (iv), hence \( m(u_n) \xrightarrow{T} v \) after passing to a subsequence. This implies \( m(u_n)^+ \to v^+ \) and moreover, using (A2),

\[
0 < c = \lim_{n \to \infty} J(m(u_n)) \leq J(v).
\]

Now (A1) implies \( v^+ \neq 0 \), hence \( m(u_n)^+ \neq 0 \) for \( n \) large. From the continuity of \( m \) we deduce

\[
m(u_n) = m(m(u_n)^+ / \| m(u_n)^+ \|) \to m(v^+ / \| v^+ \|),
\]

and therefore \( v = m(v^+ / \| v^+ \|) \in \mathcal{N} \) and \( m(u_n) \to v \). It follows that

\[
u_n = m(u_n)^+ / \| m(u_n)^+ \| \to v^+ / \| v^+ \|.
\]

This proves (vii).

Next observe that if \( J \) satisfies the \((PS)^T_{c_0}\)-condition in \( \mathcal{N} \) then \( c_0 \) is achieved by a critical point \( u \in S^+ \) of \( J \circ m \), hence \( m(u) \in \mathcal{N} \) is a critical point of \( J \) with \( J(m(u)) = c_0 \). This proves b).

Finally c) follows from standard Ljusternik-Schnirelman theory. Under the conditions of c) the functional \( J \circ m \) is even, bounded below, and satisfies the Palais-Smale condition. Hence it has an unbounded sequence of critical values, and so does \( J \) by (v).

\[\square\]
Assumptions (A5)-(A6) can be checked with the help of the following conditions.

(B1) \(\|u^+\| + I(u) \to \infty\) as \(\|u\| \to \infty\).

(B2) \(I(t_n u_n)/t_n^2 \to \infty\) if \(t_n \to \infty\) and \(u_n^+ \to u^+\) for some \(u^+ \neq 0\) as \(n \to \infty\).

(B3) \(\frac{t^2 - 1}{2} I'(u)[u] + t I'(u)[v] + I(u) - I(tu + v) < 0\) for every \(u \in X\), \(t \geq 0\), \(v \in \tilde{X}\) such that \(u \neq tu + v\).

**Proposition 4.2.** Let \(J \in C^1(X, \mathbb{R})\) satisfy (A1)-(A2), (A4), (B1)-(B3) and let \(X^+\) be a Hilbert space with the scalar product such that \(\langle u, u \rangle = \|u\|^2\) for any \(u \in X^+\). Then (A5) and (A6) hold.

**Proof.** Let \(u \in X \setminus \tilde{X}\). Assume that \(t_n u + \tilde{u}_n \to t_0 u + \tilde{u}_0\) as \(n \to \infty\) where \(\tilde{u}_n \in \tilde{X}\), \(t_n \geq 0\) for \(n \geq 0\). Then \(t_n \to t_0\) and from the \(\mathcal{T}\)-sequentially lower semicontinuity of \(I\) we obtain

\[
\liminf_{n \to \infty} (-J(t_n u + \tilde{u}_n)) \geq -J(t_0 u + \tilde{u}_0).
\]

Therefore \(-J\) is weakly sequentially lower semi-continuous on \(\tilde{X}(u)\). Moreover, \(-J\) is coercive on \(\tilde{X}(u)\) by (B1)-(B2). Thus there exists a global maximum \(\tilde{m}(u) \in \tilde{X}(u)\) of \(J|_{\tilde{X}(u)}\). In view of (A4) we easily see that \(J(\tilde{m}(u)) \geq a > 0\) and thus \(\tilde{m}(u) \notin \tilde{X}\). Therefore \(\tilde{m}(u)\) is a critical point of \(J|_{X(u)}\). Now we show the uniqueness of \(\tilde{m}(u)\). Let \(u \in X \setminus \tilde{X}\) be any critical point of \(J|_{X(u)}\). Observe that for any \(t \geq 0\) and \(v \in \tilde{X}\)

\[
J(tu + v) - J(u) = \frac{t^2 - 1}{2} \|u^+\|^2 + I(u) - I(tu + v).
\]

Then by (B3)

\[
J(tu + v) - J(u) = \frac{t^2 - 1}{2} I'(u)[u] + t I'(u)[v] + I(u) - I(tu + v) < 0
\]

provided that \(u \neq tu + v\). Therefore \(u\) is the unique global maximum of \(J|_{X(u)}\) and (A5) holds.

In order to prove (A6) observe that the first statement follows from (A4). For the second statement we claim that for \(u_0 \in X \setminus \tilde{X}\) there exists \(R > 0\) such that \(J \leq 0\) on \(\tilde{X}(u_0) \setminus B(0, R)\) for \(u \in X \setminus \tilde{X}\) close to \(u_0\). If not there exists a sequence \(t_n u_n^+ + v_n \in \mathbb{R}^+ u_n^+ \oplus \tilde{X}\) such that \(X^+ \ni u_n^+ \to u_0^+ \neq 0\), \(\|t_n u_n + v_n\| \to \infty\) and \(J(t_n u_n^+ + v_n) > 0\). Then by (B1) and using

\[
\frac{1}{2} I(t_n u_n^+ + v_n) \geq I(t_n u_n^+ + v_n),
\]

we deduce \(t_n \to \infty\). Therefore (B2) implies

\[
J(t_n u_n^+ + v_n) = t_n^2 \left( \frac{1}{2} \|u_n^+\|^2 - \frac{I(t_n (u_n^+ + v_n/t_n))}{t_n^2} \right) \to -\infty,
\]
which contradicts \( J(t_n u^+_n + v_n) > 0 \). This proves the claim, from which we can then deduce that \( \| \mathcal{m}(u) \| \leq R \) for \( u \) close to \( u_0 \) because \( J(\mathcal{m}(u)) \geq a > 0 \).

Observe that (A1), (A4) and (B1)-(B2) imply the linking geometry of \( J \), i.e. for any \( u^+ \in X^+ \) there are \( R > r > 0 \) such that

\[
\sup_{\partial M(u^+)} J \leq 0 = J(0) < \inf_{S_r^+} J
\]

where

\[
\partial M(u^+) := \{ u = tu^+ + \tilde{u} \in X | \tilde{u} \in \tilde{X}, \left( \| u \| = R, t \geq 0 \right) \text{ or } (\| u \| \leq R, t = 0) \},
\]
\[
S_r^+ := \{ u^+ \in X^+, \| u^+ \| = r \}.
\]

5 Proof of the Theorem 2.2

Recall that the spectrum of (2.2) is discrete and consists of an unbounded sequence of eigenvalues \( 0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_k \to \infty \) with finite multiplicities. Let \( e_k \in V \) be the eigenfunction corresponding to \( \lambda_k \), and recall that these eigenfunctions are orthogonal with respect to the scalar products in \( H(\text{curl}; \Omega) \) and \( L^2(\Omega; \mathbb{R}^3) \). Let

\[
n := \min \{ k \in \mathbb{N}_0 : \lambda_{k+1} > 0 \} = \max \{ k \in \mathbb{N}_0 : \lambda_k \leq 0 \}
\]

be the dimension of the semi-negative eigenspace; here \( \lambda_0 := -\infty \). The quadratic form \( Q(v) := \int_\Omega (|\nabla \times v|^2 + \lambda |v|^2) \) is positive definite on the space

\[
V^+ := \text{span}\{ e_k : k > n \},
\]

and it is negative semidefinite on

\[
\tilde{V} := \text{span}\{ e_1, \ldots, e_n \}.
\]

Here \( \tilde{V} = 0 \) if \( n = 0 \), of course. Observe that there exists \( \delta > 0 \) such that

\[
(5.1) \quad \int_\Omega |\nabla \times v|^2 + \lambda |v|^2 dx \geq \delta \int_\Omega |\nabla \times v|^2 dx \quad \text{for any } v \in V^+,
\]

and

\[
(5.2) \quad \int_\Omega |\nabla \times v|^2 + \lambda |u|^2 dx \leq 0 \quad \text{for any } v \in \tilde{V}.
\]
Moreover, if $\lambda_n < 0$, i.e. the kernel of the operator $(\nabla \times)^2 + \lambda$ is trivial, then
\begin{equation}
\int_{\Omega} |\nabla \times v|^2 + \lambda |u|^2 dx \leq -\delta \int_{\Omega} |\nabla \times v|^2 \quad \text{for any } v \in \tilde{\mathcal{V}},
\end{equation}
provided $\delta > 0$ is small.

For any $v \in \mathcal{V}$ we denote $v^+ \in \mathcal{V}^+$ and $\tilde{v} \in \tilde{\mathcal{V}}$ the corresponding summands such that $v = v^+ + \tilde{v}$.

Now we consider the functional $J : X = \mathcal{V} \times \mathcal{W} \to \mathbb{R}$ from Section 3 defined by
\begin{equation}
J(v, w) = \frac{1}{2} \int_{\Omega} |\nabla \times v|^2 \, dx + \frac{\lambda}{2} \int_{\Omega} |v + \nabla w|^2 \, dx - \int_{\Omega} F(x, v + \nabla w) \, dx
\end{equation}
\begin{equation*}
= \frac{1}{2} \|v\|_{\mathcal{V}}^2 + \frac{\lambda}{2} \int_{\Omega} (|v|^2 + |\nabla w|^2) \, dx - \int_{\Omega} F(x, v + \nabla w) \, dx.
\end{equation*}
Setting
\begin{equation*}
X^+ := \{(v, 0) \in \mathcal{V} \times \mathcal{W} : v \in \mathcal{V}^+\} = \mathcal{V}^+ \times \{0\} \subset X
\end{equation*}
and
\begin{equation*}
\tilde{X} := \{(v, w) \in \mathcal{V} \times \mathcal{W} : v \in \tilde{\mathcal{V}}\} = \tilde{\mathcal{V}} \times \mathcal{W} \subset X
\end{equation*}
we shall prove Theorem 2.2 by showing that $J$ satisfies the assumptions (A1)-(A6) from Theorem 4.1. Clearly $J$ has the form as in (4.1) with
\begin{equation*}
I(v, w) = - \frac{1}{2} \|\tilde{v}\|_{\tilde{\mathcal{V}}}^2 - \frac{\lambda}{2} \int_{\Omega} (|v|^2 + |\nabla w|^2) + \int_{\Omega} F(x, u + \nabla w).
\end{equation*}

Observe that assumptions (F1)-(F3) imply that for any $\varepsilon > 0$ there is a constant $c_\varepsilon > 0$ such that
\begin{equation}
|f(x, u)| \leq \varepsilon |u| + c_\varepsilon |u|^{p-1} \quad \text{for any } x \in \Omega, \ u \in \mathbb{R}^3
\end{equation}
and
\begin{equation}
\int_{\Omega} F(x, u) \, dx \leq \varepsilon |u|_2^2 + c_\varepsilon |u|_p^p \quad \text{for any } u \in L^p(\Omega, \mathbb{R}^3).
\end{equation}

The next lemma shows that (A1)-(A2), (A4), (B1)-(B2) hold.

**Lemma 5.1.** a) $I$ is of class $C^1$, $I(v, w) \geq 0$ for any $(v, w) \in \mathcal{V} \times \mathcal{W}$, and $I$ is $T$-sequentially lower semicontinuous.

b) There is $r > 0$ such that $0 < \inf_{\frac{\|v\|_{\mathcal{V}}}{\|v\|_{\mathcal{V}} - r}} J(v, 0)$. 
c) \[ \|v_n^+\|_V + I(v_n + \nabla w_n) \to \infty \] as \( \|(v, w)\| \to \infty \).

d) \( I(t_n(v_n, w_n))/t_n^2 \to \infty \) if \( t_n \to \infty \) and \( v_n^+ \to v_0^+ \neq 0 \) as \( n \to \infty \).

**Proof.** a) Note that by (5.2)

\[
I(v, w) = -\frac{1}{2} \left( \|\tilde{v}\|_V^2 + \lambda \|\tilde{v}\|_2^2 \right) - \frac{\lambda}{2} \int_\Omega |v^+ + \nabla w|^2 + \int_\Omega F(x, v + \nabla w) \geq 0.
\]

Let \((v_n, w_n) \in V \times W\) be a sequence such that \((v_n, w_n) \xrightarrow{\mathcal{T}} (v_0, w_0)\) in \(V \times W\). Since \( \dim(\tilde{V}) < \infty \) we may assume that \( \tilde{v}_n \to \tilde{u}_0 \) in \(V\). Since \(F\) is convex in \(u\) the map

\[
L^p(\Omega, \mathbb{R}^3) \ni E \to \int_\Omega F(x, E) \, dx \in \mathbb{R}
\]

is weakly sequentially lower semicontinuous and therefore

\[
\liminf_{n \to \infty} I(v_n, w_n) \geq I(v_0, w_0).
\]

b) Note that by (5.1) and (5.5) for any \(u \in V^+\)

\[
J(v, 0) = \frac{1}{2} \|v\|_V^2 + \frac{\lambda}{2} \|v\|_2^2 - \int_\Omega F(x, v) \, dx \geq \frac{\delta}{2} \|v\|_V^2 - \varepsilon \|v\|_2 - c_\varepsilon \|v\|_p^p
\]

for some constant \(C_1 > 0\). This implies b).

c) Suppose that \((\|v_n^+\|_V)\) is bounded and \(\|(v_n, w_n)\| \to \infty\) as \(n \to \infty\). Since \( \dim(\tilde{V}) < \infty \) there holds \( |v_n + \nabla w_n|_p \to \infty \). Moreover by the orthogonality \( V^+ \perp \tilde{V}, V \perp \nabla W \) in \(L^2(\Omega, \mathbb{R}^3)\) and by the Hölder inequality we have

\[
(5.6) \quad \|\tilde{v}_n\|_V^2 \leq C_1 |\tilde{v}_n|_2^2 \leq C_1 |v_n + \nabla w_n|_2^2 \leq C_2 |v_n + \nabla w_n|_p^2
\]

for some constants \(C_2 > C_1 > 0\). Now (F4) implies

\[
I(v_n, w_n) = -\frac{1}{2} \|\tilde{v}_n\|_V^2 - \frac{\lambda}{2} |v_n + \nabla w_n|_2^2 + \int_\Omega F(x, v_n + \nabla w_n) \, dx
\]

\[
\geq -\frac{1}{2} \|\tilde{v}_n\|_V^2 - \frac{\lambda}{2} |v_n + \nabla w_n|_2^2 + d |v_n + \nabla w_n|_p^p
\]

\[
\geq -\frac{C_2}{2} |v_n + \nabla w_n|_p^2 + d |v_n + \nabla w_n|_p^p \to \infty
\]

because \( |v_n + \nabla w_n|_p \to \infty \).
d) Note that
\[
I(t_n(v, w_n)) = -\frac{1}{2}t_n\|\nabla w_n\|^2 - \frac{\lambda}{2}t_n^2|v_n + \nabla w_n|_2^2 + \int_{\Omega} F(x, t_nv_n + t_n\nabla w_n) \, dx
\]
and then by (5.6)
\[
I(t_n(v, w_n))/t_n^2 \geq -\frac{1}{2}\|\nabla w_n\|^2 - \frac{\lambda}{2}t_n^2|v_n + \nabla w_n|_2^2 + dt_n^p|v_n + \nabla w_n|^p
\]
If \(\|(v_n, w_n)\| \to \infty\) then
\[
I(t_n(v, w_n))/t_n^2 \to \infty.
\]
Suppose that \(\|(v_n, w_n)\|\) is bounded. Then \(|v_n + \nabla w_n|_p\) is bounded. If \(|v_n + \nabla w_n|_p \to 0\) then \(|v_n + \nabla w_n|_2 \to 0\) and by the orthogonality in \(L^2(\Omega, \mathbb{R}^3)\) we get \(v_n \to 0\) in \(L^2(\Omega, \mathbb{R}^3)\) which contradicts \(u_0 \neq 0\). Therefore \(t_n^{p-2}|v_n + \nabla w_n|^p \to \infty\) as \(n \to \infty\) and again
\[
I(t_n(v, w_n))/t_n^2 \to \infty.
\]

Let us consider the Nehari-Pankov manifold for \(J\)
\[
N := \{(v, w) \in (V \times W) \setminus (\tilde{V} \times W) | J'(v, w)[v, w] = 0 \quad \text{and} \quad J'(v, w)[\phi, \psi] = 0 \text{ for any } (\phi, \psi) \in \tilde{V} \times W\}.
\]

**Lemma 5.2.** Condition (B3) holds.

**Proof.** Let \((v, w) \in V \times W, t \geq 0, \phi \in \tilde{V}, \psi \in W\) satisfy \(v + \nabla w \neq t(v + \nabla w) + \phi + \nabla \psi\).

Observe that
\[
I'(v, w) \left[\frac{t^2 - 1}{2}(v, w) + t(\phi, \psi)\right] + I(v, w) - I(t(v, w) + (\phi, \psi))
\]
\[
= \frac{1}{2}\|\phi\|^2_V + \lambda\|\phi + \nabla \psi\|^2_2 + \int_{\Omega} \varphi(t, x) \, dx
\]
\[
= \frac{1}{2}\|\phi\|^2_V + \lambda\|\phi\|^2_2 + \int_{\Omega} \varphi(t, x) \, dx
\]
where
\[
\varphi(t, x) := (f(x, v + \nabla w), \frac{t^2 - 1}{2}(v + \nabla w) + t(\phi + \nabla \psi)) + F(x, v + \nabla w) - F(x, t(v + \nabla w) + \phi + \nabla \psi).
\]
Assume that \( v(x) + \nabla w(x) \neq 0 \). Note that by (F4) we have \( \varphi(0, x) < 0 \) and

\[
\lim_{t \to \infty} \varphi(t, x) = -\infty.
\]

Let \( t_0 \geq 0 \) be such that \( \varphi(t_0, x) = \max_{t \geq 0} \varphi(t, x) \). If \( t_0 = 0 \) then \( \varphi(t, x) < 0 \) for any \( t \geq 0 \). Let us assume that \( t_0 > 0 \). Then \( \partial_t \varphi(t_0, x) = 0 \), i.e.

\[
\langle f(x, v + \nabla w), t_0(v + \nabla w) + \phi + \nabla \psi \rangle - \langle f(x, t_0(v + \nabla w) + \phi + \nabla \psi), v + \nabla w \rangle = 0.
\]

If \( \langle f(x, v + \nabla w), t_0(v + \nabla w) + \phi + \nabla \psi \rangle = 0 \) then by (F4)

\[
\varphi(t_0, x) = \langle f(x, v + \nabla w), \frac{-t_0^2 - 1}{2}(v + \nabla w) \rangle + F(x, v + \nabla w) - F(x, t_0(v + \nabla w) + \phi + \nabla \psi)
\]

\[
\leq -\frac{t_0^2}{2} F(x, v + \nabla w) - F(x, t_0(v + \nabla w) + \phi + \nabla \psi)
\]

\[
\leq 0.
\]

If \( \langle f(x, v + \nabla w), t_0(v + \nabla w) + \phi + \nabla \psi \rangle \neq 0 \) then by (F7)

\[
\varphi(t_0, x) = -\frac{(t_0 - 1)^2}{2} \langle f(x, v + \nabla w), v + \nabla w \rangle
\]

\[
+ t_0 \langle f(x, v + \nabla w), t_0(v + \nabla w) + \phi + \nabla \psi \rangle - \langle f(x, v + \nabla w), v + \nabla w \rangle
\]

\[
+ F(x, v + \nabla w) - F(x, t_0(v + \nabla w) + \phi + \nabla \psi)
\]

\[
\leq -\frac{(\langle f(x, v + \nabla w), \phi + \nabla \psi \rangle)^2}{2 \langle f(x, v + \nabla w), v + \nabla w \rangle}
\]

\[
\leq 0,
\]

and if \( F(x, v + \nabla w) \neq F(x, t_0(v + \nabla w) + \phi + \nabla \psi) \) then \( \varphi(t_0, x) < 0 \). If \( F(x, v + \nabla w) = F(x, t_0(v + \nabla w) + \phi + \nabla \psi) \) then (F7) yields

\[
\langle f(x, v + \nabla w), t_0(v + \nabla w) + \phi + \nabla \psi \rangle \leq \langle f(x, v + \nabla w), v + \nabla w \rangle.
\]

Therefore (5.8) implies

\[
\varphi(t_0, x) \leq -\frac{(t_0 - 1)^2}{2} \langle f(x, v + \nabla w), v + \nabla w \rangle.
\]

As a consequence, if \( t_0 \neq 1 \) we deduce for \( t \geq 0 \) that \( \varphi(t, x) \leq \varphi(t_0, x) < 0 \). Now suppose \( t_0 = 1 \). If \( \varphi(t, x) = \varphi(t_0, x) \) for some \( 0 < t < t_0 \) then \( \partial_t \varphi(t, x) = 0 \) and the above considerations imply \( \varphi(t, x) < 0 \). Summing up, we have shown that if \( v(x) + \nabla w(x) \neq 0 \) then \( \varphi(t, x) \leq 0 \) for any \( t \geq 0 \) and \( \varphi(t, x) < 0 \) if \( t \neq 1 \). Since \( v + \nabla w \neq 0 \) in \( L^2(\Omega, \mathbb{R}^3) \) we obtain from (5.2) for \( t \geq 0, t \neq 1 \): 

\[
(5.9) \quad \frac{1}{2} \langle \|\phi\|_{L^2}^2 + \lambda |\phi|_{L^2}^2 \rangle + \frac{\lambda}{2} |\nabla h|_{L^2}^2 + \int_{\Omega} \varphi(t, x) \, dx < 0.
\]
Finally we need to consider the case $t = 1$, hence $\phi + \nabla \psi \neq 0$. If $f$ is strictly convex then

$$
\varphi(1, x) = \langle f(x, v + \nabla w), \phi + \nabla \psi \rangle + F(x, v + \nabla w) - F(x, v + \nabla w + \phi + \nabla \psi) < 0
$$

provided that $\phi(x) + \nabla \psi(x) \neq 0$. Thus if $\lambda = 0$ or $\lambda = -\lambda_n$, then again (5.9) holds. If $\lambda 
\neq 0$ and $\lambda 
\neq -\lambda_n$, then (5.3) holds and

$$
\frac{1}{2}(\|\phi\|^2 + \lambda|\phi|^2) + \frac{\lambda}{2}|\nabla \psi|^2 < 0.
$$

Therefore (5.9) is satisfied also for $t = 1$. \qed

If we assume the Ambrosetti-Rabinowitz-type condition (F8), then we can show that Palais-Smale sequences are bounded, and taking into account the compact embedding of $V$ into $L^p(\Omega)$ we find a $T$-convergent subsequence. Without (F8) the situation is more complicated, therefore we consider Palais-Smale sequences on the Nehari manifold $\mathcal{N}$. Namely, we show that $J$ satisfies $(PS)_c^T$ condition on $\mathcal{N}$.

**Lemma 5.3.** If $\{(v_n, w_n)\} \subset \mathcal{N}$ is a $(PS)_c$-sequence for some $c > 0$, i.e.

$$
J(v_n, w_n) \to c \text{ and } J'(v_n, w_n) \to 0,
$$

then, up to a subsequence, $(v_n, w_n) \xrightarrow{T} (v_0, w_0)$ in $V \times W$ for some $(v_0, w_0) \in V \times W$.

**Proof.** Suppose that $(v_n, w_n) \in \mathcal{N}$ and

$$
(5.10) \quad \|(v_n, w_n)\| \to \infty \quad \text{as } n \to \infty.
$$

Let $\tilde{v}_n(x) := \frac{v_n(x)}{\|(v_n, w_n)\|^2}$ and $\tilde{w}_n(x) := \frac{w_n(x)}{\|(v_n, w_n)\|^2}$ for $x \in \Omega$. Observe that $\nabla W$ is a closed subspace of $L^p(\Omega, \mathbb{R}^3)$, and $\text{cl} \, V \cap \nabla W = \{0\}$. Therefore there is a continuous projection of $\text{cl} \, V \oplus \nabla W$ onto $\nabla W$ and onto $\text{cl} \, V$ in $L^p(\Omega, \mathbb{R}^3)$. Hence there is a constant $C_1 > 0$ such that

$$
(5.11) \quad |\nabla w|_p \leq C_1 |v + \nabla w|_p
$$

and

$$
(5.12) \quad |v|_p \leq C_1 |v + \nabla w|_p.
$$

for any $v \in V$ and $w \in W$. Note that by (F4) we obtain for almost all $n \in \mathbb{N}$

$$
\|v_n\|^2 \geq 2J(v_n, w_n) - \lambda(|v_n|^2 + |\nabla w_n|^2) + 2d|v_n + \nabla w_n|_p^p
\geq c + 2d|v_n + \nabla w_n|_p^p.
$$
and by (5.11) we get
\[ 2\|v_n\|_V^2 \geq \|v_n\|_V^2 + c + 2d|v_n + \nabla w_n|^p \geq \|v_n\|_V^2 + c + 2dC_1|\nabla w_n|^p. \]

If \(|\nabla w_n|^p \to 0\) then
\[ \|v_n\|_V^2 + c + 2dC_1|\nabla w_n|^p \geq \|(v_n, w_n)\|^2 \]
for almost all \(n \in \mathbb{N}\). Otherwise, passing to a subsequence, we have \(\liminf_{n \to \infty} |\nabla w_n|^p > 0\) and
\[ \|v_n\|_V^2 + c + 2dC_1|\nabla w_n|^p \geq C_2\|(v_n, w_n)\|^2 \]
for some constant \(C_2 > 0\). Therefore we have shown that, up to a subsequence,
\[ 2\|v_n\|_V^2 \geq \min\{1, C_2\}\|(v_n, w_n)\|^2 \]
and thus \((\|v_n\|_V)\) is bounded away from 0. Therefore we may assume that
\[ \bar{v}_n = \bar{v}_n^+ + \bar{v}_n, \]
where \(\bar{v}_n^+ \in V^+, \bar{v}_n \in \bar{V},\)
\[ \bar{v}_n^+ \to \bar{v}_0^+ \text{ in } L^p(\Omega, \mathbb{R}^3), \]
\[ \bar{v}_n \to \bar{v}_0 = \bar{v}_0^+ + \bar{v}_0 \text{ in } V, \]
\[ \bar{v}_n(x) \to \bar{v}_0(x) \text{ a.e. on } \Omega \]
and \(\bar{v}_0 \neq 0\). Indeed, if \(\bar{v}_0 = 0\) then \(\bar{v}_0^+ = \bar{v}_0 = 0\). Observe that by Lemma 5.1, Lemma 5.2 and Proposition 4.2, condition (A5) is satisfied. Hence
\[ J(v_n, w_n) \geq J(t\bar{v}_n^+, 0) = \frac{t^2}{2}\|\bar{v}_n^+\|_V^2 - \int_\Omega F(x, t\bar{v}_n^+) \, dx \]
for any \(t \geq 0\). Therefore by (5.5)
\[ c \geq \frac{t^2}{2} \liminf_{n \to \infty} \|\bar{v}_n^+\|_V^2 = \frac{t^2}{2} \liminf_{n \to \infty} \|\bar{v}_n\|_V^2 \]
for any \(t \geq 0\). Now we obtain a contradiction because \((\|\bar{v}_n\|_V)\) is bounded away from 0. Therefore \(\bar{u}_0 \neq 0\). Observe that (F4) and (5.12) imply
\[
\frac{J(v_n, w_n)}{\|(v_n, w_n)\|^2} &\leq \frac{1}{2}\|v_n\|_V^2 + \frac{\lambda}{2}|\bar{v}_n + \nabla \bar{w}_n|^2 - d \int_\Omega |v_n + \nabla w_n|^p \, dx \\
&\leq \frac{1}{2}\|v_n\|_V^2 + \frac{\lambda}{2}|\bar{v}_n + \nabla \bar{w}_n|^2 - dC_1^{-p} \int_\Omega |v_n|^p \, dx \\
&= \frac{1}{2}\|v_n\|_V^2 + \frac{\lambda}{2}|\bar{v}_n + \nabla \bar{w}_n|^2 - dC_1^{-p} \int_\Omega |v_n|^{p-2}|\bar{v}_n|^2 \, dx.
\]
Since \( v_n(x) = \tilde{v}_n(x) \| (v_n, w_n) \|^2 \to \infty \) if \( \tilde{v}_0(x) \neq 0 \), then by the Fatou’s lemma

\[
\int_{\Omega} |v_n|^p - 2 |\tilde{v}_n|^2 \, dx \to \infty
\]

and we obtain a contradiction with \( \frac{J(v_n, w_n)}{\| (v_n, w_n) \|^2} \to 0 \) as \( n \to \infty \). Therefore \( \| (v_n, w_n) \| \) is bounded and we may assume, up to a subsequence,

\[
v_n \to v_0 \text{ in } \mathcal{V}, \quad v_n \to v_0 \text{ in } L^p(\Omega, \mathbb{R}^3), \quad \text{and } w_n \to w_0 \text{ in } \mathcal{W}
\]

for some \( (v_0, w_0) \in \mathcal{V} \times \mathcal{W} \). Note that

\[
J'(v_n, w_n)[v_n - v_0, 0]
= \| v_n - v_0 \|_V^2 + \int_{\Omega} \langle \nabla v_0, \nabla v_n - \nabla v_0 \rangle \, dx + \lambda \int_{\Omega} \langle v_n + \nabla w_n, v_n - v_0 \rangle \, dx
- \int_{\Omega} \langle f(x, v_n + \nabla w_n), v_n - v_0 \rangle \, dx.
\]

Since \( (v_n)_n \) is bounded in \( \mathcal{V} \), \( v_n \to v_0 \) in \( L^2(\Omega, \mathbb{R}^3) \) and \( f(x, v_n + \nabla w_n)_n \) is bounded in \( L^{p^*}(\Omega, \mathbb{R}^3) \) we deduce \( \| v_n - v_0 \|_V \to 0 \).

**Proposition 5.4.** There is a critical point \( (v_0, w_0) \in \mathcal{N} \) of \( J \) such that

\[
J(v_0, w_0) = \inf_{\mathcal{N}} J.
\]

**Proof.** In view of Lemma 5.1, Lemma 5.2 and Proposition 4.2, we know that (A1)-(A2) and (A4)-(A6) are satisfied. From Lemma 5.3 we obtain that \( J \) satisfies the \( (PS)_c^\mathcal{N} \)-condition on \( \mathcal{N} \) for any \( c > 0 \). In order to apply Theorem 4.1 it remains to show that (A2) holds. Assume that \( v_n^+ \to v_0^+ \), \( v'_n \to v'_0 \) in \( \mathcal{V} \), \( w_n \to w_0 \) in \( \mathcal{W} \) and \( I(v_n + \nabla w_n) \to I(v_0 + \nabla w_0) \). Since along a subsequence \( \tilde{v}_n \to \tilde{v}_0 \) in \( \mathcal{V} \), then

\[
-\frac{\lambda}{2} \int_{\Omega} |v_n^+ + \nabla w_n|^2 \, dx + \int_{\Omega} F(x, v_n + \nabla w_n) \, dx \to -\frac{\lambda}{2} \int_{\Omega} |v_0^+ + \nabla w_0|^2 \, dx + \int_{\Omega} F(x, v_0 + \nabla w_0) \, dx.
\]

If \( \lambda < 0 \) then by the weakly sequentially lower semicontinuity

\[
(5.13) \quad |v_n^0 + \nabla w_n| \to |v_0^+ + \nabla w_0|
\]

and since \( v_n^+ + \nabla w_n \to v_0^+ + \nabla w_0 \) in \( L^p(\Omega, \mathbb{R}^3) \) then, up to a subsequence, \( v_n^+ + \nabla w_n \to v_0^+ + \nabla w_0 \) in \( L^2(\Omega, \mathbb{R}^3) \) and by (5.13) we have \( v_n + \nabla w_n \to v_0 + \nabla w_0 \) in \( L^2(\Omega, \mathbb{R}^3) \). Hence

\[
v_n + \nabla w_n \to v_0 + \nabla w_0 \text{ a.e. on } \Omega.
\]
Finally observe that

\[ \text{Vitali convergence theorem} \]

\[
\mu
\]

and thus

\[
(5.14) \quad m := \inf_{x \in \Omega, u_1, u_2 \in \mathbb{R}^3, r < |u_1 - u_2|, |u_1|, |u_2| \leq R} \frac{1}{2}(F(x, u_1) + F(x, u_2)) - F\left( x, \frac{u_1 + u_2}{2} \right) > 0.
\]

Observe that by the convexity of \( F \) in \( u \)

\[
0 \leq \limsup_{n \to \infty} \int_{\mathbb{R}^3} \frac{1}{2}(F(x, v_n + \nabla w_n) + F(x, v_0 + \nabla w_0)) - F\left( x, \frac{v_n + \nabla w_n + v_0 + \nabla w_0}{2} \right) \, dx \leq 0.
\]

Therefore setting

\[
\Omega_n := \{ x \in \Omega \mid |v_n + \nabla w_n - (v_0 + \nabla w_0)| \geq r, |v_n + \nabla w_n| \leq R, |v_0 + \nabla w_0| \leq R \}
\]

there holds

\[
\mu(\Omega_n) m \leq \int_{\mathbb{R}^3} \frac{1}{2}(F(x, v_n + \nabla w_n) + F(x, v_0 + \nabla w_0)) - F\left( x, \frac{v_n + \nabla w_n + v_0 + \nabla w_0}{2} \right) \, dx
\]

and thus \( \mu(\Omega_n) \to 0 \) as \( n \to \infty \). Since \( 0 < r \leq R \) are arbitrary chosen, we deduce

\[ v_n + \nabla w_n \to v_0 + \nabla w_0 \text{ a.e. on } \Omega. \]

Finally observe that

\[
\begin{align*}
\int_{\Omega} F(x, v_n + \nabla w_n) - F(x, v_n + \nabla w_n - (v_0 + \nabla w_0)) \, dx \\
= \int_{\Omega} \int_{0}^{1} \frac{d}{dt} F(x, v_n + \nabla w_n + (t - 1)(v_0 + \nabla w_0)) \, dt \, dx \\
= \int_{0}^{1} \int_{\Omega} (f(x, v_n + \nabla w_n + (t - 1)(v_0 + \nabla w_0)), v_0 + \nabla w_0) \, dx \, dt.
\end{align*}
\]

Since \( f(x, v_n + \nabla w_n + (t - 1)(v_0 + \nabla w_0)) \to f(x, t(v_0 + \nabla w_0)) \) a.e. on \( \Omega \) then in view of the Vitali convergence theorem

\[
\begin{align*}
\int_{\Omega} F(x, v_n + \nabla w_n) - F(x, v_n + \nabla w_n - (v_0 + \nabla w_0)) \, dx \\
\to \int_{0}^{1} \int_{\Omega} (f(x, t(v_0 + \nabla w_0)), v_0 + \nabla w_0) \, dx \, dt = \int_{\Omega} F(x, v_0 + \nabla w_0) \, dx
\end{align*}
\]

as \( n \to \infty \). Moreover, since \( \int_{\Omega} F(x, v_n + \nabla w_n) \to \int_{\Omega} F(x, v_0 + \nabla w_0) \, dx \) there holds

\[
(5.15) \quad \int_{\Omega} F(x, v_n + \nabla w_n - (v_0 + \nabla w_0)) \, dx \to 0
\]

and by (F4)

\[
|v_n + \nabla w_n - (v_0 + \nabla w_0)|_p \to 0.
\]

Therefore \( \nabla w_n \to \nabla w_0 \) in \( L^p(\Omega, \mathbb{R}^3) \).
Proof of Theorem 2.2. By Proposition 5.4 there exists a critical point $(v_0, w_0)$ of $J$ such that $(v_0, w_0) \in \mathcal{N}$, in particular $v_0 \neq 0$. Proposition 3.2 yields that $E = v_0 + \nabla w_0$ is a critical point of $\mathcal{J}$ on the space $\mathcal{V} \oplus \nabla \mathcal{W}$ and hence a solution of (2.1). Moreover $E \neq 0$ since $v_0$ and $\nabla w_0$ are orthogonal in $L^2(\Omega, \mathbb{R}^3)$ and $E$ is a ground state solution, i.e.
\[
\mathcal{J}(A) = \inf_{(v,w) \in \mathcal{N}} \mathcal{J}(v + \nabla w).
\]

\[\square\]

6 Proof of Theorem 2.3

The symmetry condition (S) allows to adapt the approach from [2] to our setting. Since $\Omega$ is invariant under $G = O(2) \times 1 \subset O(3)$ we can define an action of $g \in G$ on $v \in \mathcal{V}$ and on $w \in \mathcal{W}$ as follows:
\[
(g \ast v)(x) := g \cdot v(g^{-1}x) \quad \text{and} \quad (g \ast w)(x) := w(g^{-1}x).
\]
It is not difficult to check that this defines an isometric linear (left) action of $G$ on $X = \mathcal{V} \times \mathcal{W}$. In particular there holds $g v \in \mathcal{V}$ and $\int_{\Omega} |\nabla \times (g \ast v)|^2 dx = \int_{\Omega} |\nabla \times v|^2 dx$. Similarly, $g \ast w \in \mathcal{W}$, and $|\nabla (g \ast w)|_p = |\nabla w|_p$. Moreover, as a consequence of (S), $J$ is invariant with respect to this action: $J(g \ast v, g \ast w) = J(v, w)$. Let $X^G = \mathcal{V}^G \times \mathcal{W}^G$ be the fixed point set of this action, so $\mathcal{V}^G$ consists of all $G$-equivariant vector fields $v \in \mathcal{V}$, and $\mathcal{W}^G$ consists of all $G$-invariant functions $w \in \mathcal{W}$. By the principle of symmetric criticality, a critical point of the constrained functional $J|_{X^G}$ is a critical point of $J$.

Next we decompose any $v \in \mathcal{V}^G$ as $v = v_\rho + v_\tau + v_\zeta$ with:
\[
v_\rho(x) = \beta(r, x_3) \begin{pmatrix} x_1 \\ x_2 \\ 0 \end{pmatrix}, \quad v_\tau(x) = \alpha(r, x_3) \begin{pmatrix} -x_2 \\ x_1 \\ 0 \end{pmatrix}, \quad v_\zeta(x) = \gamma(r, x_3) \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix},
\]
where $r = \sqrt{x_1^2 + x_2^2}$. That the coefficient functions $\alpha, \beta, \gamma$ depend only on $(r, x_3)$ is an immediate consequence of the $G$-equivariance of $v$, i.e. $v(gx) = g \cdot v(x)$. As in [2, Lemma 1] one sees that $\nabla v_\rho, \nabla v_\tau, \nabla v_\zeta \in L^2(\Omega; \mathbb{R}^3)$. Clearly $\text{div} \ v_\tau = 0$, hence $v_\tau, v_\rho + v_\zeta \in \mathcal{V}$. Therefore the map
\[
S : \mathcal{V}^G \to \mathcal{V}^G, \quad S(v_\rho + v_\tau + v_\zeta) := -v_\rho + v_\tau - v_\zeta
\]
is well defined. A direct computation shows that
\[
(6.1) \quad \langle \nabla \times v_\tau(x), \nabla \times v_\rho(x) \rangle = 0 = \langle \nabla \times v_\tau(x), \nabla \times v_\zeta(x) \rangle
\]
(6.2) \[ \langle \nabla v_\tau(x), \nabla v_\rho(x) \rangle = 0 = \langle \nabla v_\tau(x), \nabla v_\zeta(x) \rangle \]

(6.1) implies that \( S \) is a linear isometry, and so is \( T : X^G = \mathcal{V}^G \times \mathcal{W}^G \to X^G, \quad T(v, w) := (Sv, -w). \)

Clearly we have \( T^2 = \text{id} \), and

\[ (X^G)^T := \{(v, 0) \in \mathcal{V}^G \times \mathcal{W} : Sv = v\} = \{(v, 0) \in \mathcal{V}^G \times \mathcal{W} : v = v_\tau\}. \]

As a consequence of (6.1), (6.2), and hypothesis (S), \( J \) is invariant under this action:

\[ J(Tu) = J(u) \quad \text{for all } u = (v, w) \in X^G. \]

Applying the principle of symmetric criticality once more we see that it suffices to find critical points of \( J|_{(X^G)^T} \).

The above discussion shows that we only need to find critical points of the functional

\[ J_Y : Y := \{ v \in \mathcal{V} : Sv = v \} \to \mathbb{R} \]

defined by

\[ J_Y(v) = J(v, 0) = \frac{1}{2} \int_{\Omega} |\nabla \times v|^2 \, dx + \frac{\lambda}{2} \int_{\Omega} |v|^2 \, dx - \int_{\Omega} F(x, v) \, dx = \frac{1}{2} \|v\|_Y^2 + \frac{\lambda}{2} \int_{\Omega} |v|^2 \, dx - \int_{\Omega} F(x, v) \, dx. \]

Here we can apply standard critical point theory. Since \( F \) is even as a consequence of (S), the existence of an unbounded sequence of solutions follows from the fountain theorem in [3], see also [25]. Details are left to the reader.
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