Optimizing laser coupling, matter heating, and particle acceleration from solids using multiplexed ultraintense lasers
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Realizing the full potential of ultrahigh-intensity lasers for particle and radiation generation will require multi-beam arrangements due to technology limitations. Here, we investigate how to optimize their coupling with solid targets. Experimentally, we show that overlapping two intense lasers in a mirror-like configuration onto a solid with a large preplasma can greatly improve the generation of hot electrons at the target front and ion acceleration at the target backside. The self-induced magnetic fields driven by the two laser beams at the target front are susceptible to reconnection, which is one possible mechanism to boost electron energization. In addition, the resistive magnetic field generated during the transport of the hot electrons in the target bulk tends to improve their collimation. Our simulations also indicate that such effects can be further enhanced by overlapping more than two laser beams.
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I. INTRODUCTION

The advent of multi-petawatt (PW) laser systems [1] opens new perspectives in many research areas, including compact particle and radiation sources [2–4], condensed matter physics [5], probing of dense matter [6–8], laboratory astrophysics [9, 10], chemistry [11]. Yet, the feasibility of large-area gratings [12] and mirrors with both broadband reflectivity and high-fluence-resistant coating [13] currently limits the maximum power that can be delivered by a single laser beam to about 10 PW. Therefore, the quest for ever-increasing laser power will necessarily involve the combination of multiple independent beamlets, each being at the limit of the technology.

Such a strategy is already being pursued in several projects, such as the Laser Mégajoule’s PETAL system in France [14], the National Ignition Facility’s Advanced Radiographic Capability (NIF-ARC) in the US [15], the Laser for Fast Ignition Experiment (LFEX) in Japan [16], the Superintense Ultrafast Laser Facility (SULF) in China [17]. This approach, however, raises the question of how the individual beamlets should be arranged in order to maximize their overall coupling with the target. The present study will focus on opaque, solid targets, since the interaction of intense lasers with transparent, dilute plasmas, such as those suitable for wakefield acceleration of electrons, presents different challenges [18, 19]. In addition, our investigations show that it is actually interesting to not only increase the energy of a single laser beam, as the multi-beam scheme benefits the quality of the produced particles.

The optimization of the coupling of a single, intense laser beam with a dense (overcritical) plasma has been the subject of extensive research [20–26]. When using several beams, it was shown experimentally that temporally stacked laser pulses could enhance the guiding
of hot electrons within the target [27, 28], or the target normal sheath acceleration (TNSA) [29, 30] of ions at the target rear side. The improvement of the latter process was achieved either by laser shaping the target [31–33] or by lengthening the effective ion acceleration time [34]. Recently, an alternative scheme [35, 36] employed two synchronized, but this time spatially separated, intense laser pulses, so that the antiparallel magnetic fields produced around the target surface by the laser-driven electron currents [37, 38] could reconnect. Magnetic reconnection (MR) is a process that converts magnetic field energy into kinetic particle energy [39, 40]. As shown in Refs. [35, 36], MR can boost the generation of nonthermal electrons in relativistic laser-plasma interactions. Another study using a similar beam arrangement conjectured that MR could also arise at the target back side [41], and hence impact ion acceleration. Other configurations have been tested numerically [42]. For example, relativistic MR could be triggered by laser pulses propagating side by side in undercritical plasmas [43]. It was also predicted that, compared to a single pulse, two laser pulses with halved intensity/energy and focused at opposite incidence angles onto sharp-gradient, thin solid foils could favor fast electron generation via vacuum heating, and thus also ion acceleration [44–46].

Complementing these previous works, we here examine, both experimentally and numerically, the processes of electron and ion acceleration in solids irradiated by two transversely separated, synchronized laser beams. In particular, we show that an optimum can be achieved that improves the particle yields and beam qualities. Note that, contrary to what is usually considered in numerical studies, the configuration addressed here involves a large-scale preplasma in front of the dense target, a common situation in realistic petawatt-level laser interactions [47, 48]. Our ultimate goal is to develop a testbed for future 10-PW-scale multi-beam laser facilities at the leading edge of technology, where the energy of each laser beam cannot be increased.

II. EXPERIMENTAL RESULTS

The experiment was carried out at the Vulcan Target Area West (TAW) laser facility at the Rutherford Appleton Laboratory (RAL). We will provide evidence that the use of two overlapping laser beams (denoted α and β in the setup sketched in Fig. 1) in a mirror-like geometry can substantially augment the hot-electron generation at the front side, the subsequent ion acceleration at the rear side, and the collimation of both outgoing electron and ion beams.

One beam (α), with a pulse duration of approximately 1.2 ps and a pulse energy of around 100 J, was focused onto the target using an f/3 off-axis parabola at an incidence angle of 36°. This resulted in an ~8 μm FWHM spot and an on-target intensity of ~3.5 × 10^19 W cm^−2. The other beam (β), with a pulse duration of ~1.2 ps and a pulse energy of ~80 J, irradiated the target symmetrically, i.e., at an incidence angle of −36°. Using also an f/3 off-axis parabola, it was focused to a ~10 μm FWHM spot (due to slightly less optimal wavefront correction), yielding an on-target intensity of ~1.8 × 10^19 W cm^−2. Both laser beams had a 1.053 μm central wavelength and impinged onto the target at p-polarization. As they originated from the same oscillator, the shot-to-shot jitter was within the pulse duration, with a verified temporal overlap precision of 25 %, and thus negligible. The pointing stability was approximately of 1 focal spot, i.e., 10 μm. The focus of each laser beam remained constant within a longitudinal range of ~100 μm. The targets consisted of 30 μm-thick gold foils, placed anew in the chamber before every shot with a ~15 μm precision, and thus lying within the region of highest laser intensity.

The outgoing proton distribution was recorded using a stack of radiochromic films (RCFs) [49], centered along the rear target normal direction. The fast electrons escaping the target [50] were detected by several stacks [51] of five photostimulable, FUJIFILM TR type image plates (IPs), each coated with a 1.5 mm Aluminum layer to filter out low-energy electrons. The IP stacks were placed along both the laser axis and the target normal directions. The preplasma expansion [52] and the optical self-emission at 526 ± 5 nm from the plasma were monitored along a line of sight parallel to the target surface. The laser prepulse was measured to have an average intensity of ~4.0 × 10^13 W cm^−2 over a ~0.5 ns duration [53]. The resulting preplasma was simulated by
the radiation-hydrodynamics code MULTI [54], predicting a density scale-length \( L_n \approx 100 \mu m \) (fitting the density profile as \( e^{-x/L_n} \), where \( x \) is the longitudinal spatial coordinate). This value is consistent with the location of the edge of the refracted probe beam [55], observed to be \( \sim 200 \mu m \) away from the target front.

The distance between the centers of the two laser spots (\( \delta_{\text{front}} \)), as measured at the initial (before preplasma formation) front side of the target, was consistently varied from \( 0 \mu m \) to \( 120 \mu m \), while keeping all other parameters constant. The following three irradiation configurations were considered:

**Case 0**: A single laser beam, either beam \( \alpha \) or beam \( \beta \), irradiated the target.

**Case 1**: Two non-overlapping laser beams were used with \( \delta_{\text{front}} \) up to \( 120 \mu m \).

**Case 2**: Two laser beams are overlapped at the front side of the target with \( \delta_{\text{front}} = 0 \).

Since the transverse preplasma scale-length exceeds the lateral shift imposed on each beam (\( \delta_{\text{front}}/2 \)), we do not expect this shift to modify the interaction physics, as can indeed be seen in the proton acceleration (as detailed below). Moreover, as the large extent of the preplasma hampers the propagation of the reflected beams, their mirror-type arrangement at the target front does not endanger the laser system.

The raw IP profiles recorded in Case 0 are displayed in Fig. 2(a). Notably, only the IPs positioned along the laser propagation direction detected a significant signal. This suggests that the energetic electrons responsible for this signal were mainly generated along the laser beam direction via the \( j \times B \) mechanism in the preplasma at the target front [56, 57].

Figures 2(b) and (c) compare the raw IP data obtained along the target normal using two laser beams. For \( \delta_{\text{front}} = 120 \mu m \) [panel (b)], significant signals are observed only up to the 4th plate. By contrast, for \( \delta_{\text{front}} = 0 \) [Fig. 2(c)], the signal shows a clear enhancement up to the 5th plate, implying a stronger emission of hot electrons along the target normal. Besides being intensified, the IP signals also appear to be narrower, suggesting that the hot electrons were more collimated, possibly due to enhanced resistive magnetic fields in the target bulk, as will be discussed later.

The spectrum of the hot electrons measured away from the target with the IPs is representative of the electrons inducing the ion-accelerating sheath field [50]. To analyze the fast electron signal recorded by the IPs (see Fig. 1), we followed the procedure detailed in Ref. [51] and performed Monte Carlo FLUKA simulations [58–60]. Figure 3 shows the experimental data (points with error bars) overlaid with the FLUKA simulation results (dotted lines as a ruler). The numbers at the right end of the dotted lines are the injected hot-electron temperatures \( T_h \), in MeV units) in the FLUKA simulations. By comparing the slope of the data points to the simulated dotted lines, we can retrieve the hot-electron temperature in the experiment for each case. Specifically, in Fig. 3(a), the IP data acquired along the laser axis suggest similar values of \( T_h \approx 3.0 \pm 1.0 \) MeV, consistent with the ponderomotive scaling [61]. The contribution from Bremsstrahlung photons generated in the laser target is expected to be negligible [51]. By contrast, the IP signals recorded along the target normal [Fig. 3(b)] can only be reproduced using two-temperature hot-electron distributions, with different temperatures values in the three cases. In detail, for either well-separated laser beams (Case 1, green) or a single laser (Case 0, blue), the temperature retrieved after IP2 (i.e. the temperature fitting the slope of the data points from IP2 to IP5) is similar, i.e., around 2-3 MeV. However, when two overlapping laser beams are used (Case 2, red), it rises to 3-4 MeV. This enhanced temperature of the hot electrons is also accompanied by an order-of-magnitude increase in their number.

The characteristics of the accelerated protons, as diagnosed by the RCFs, are summarized in Fig. 4. The
highest proton cutoff energy [Fig. 4(a)] is obtained for a laser beam inter-spacing $\delta_{\text{front}} \leq 10 \mu m$ (i.e., when the beams overlap within the pointing stability of the lasers) whereas it quickly decreases to the value associated with a single beam (represented by the gray hashed area) when $\delta_{\text{front}} \geq 60 \mu m$, (i.e., when the two beams no longer overlap). The slight deviation from zero for the optimal $\delta_{\text{front}}$ value is ascribed to shot-to-shot fluctuations. While the increase in proton energy when the laser beams are combined comes as no surprise (due to denser hot electrons in the sheath), there is clearly an unexpected benefit in terms of proton collimation.

Figure 4(b) depicts the variation in the proton angular divergence with energy (normalized to the cutoff energy) for the three cases considered. As a reference, the dashed curve plots the energy-dependent divergence obtained in Ref. [49]. As expected, using a single laser beam (Case 0, blue dots) results in an angular distribution typical of TNSA. In Case 1, each of the two observed proton beams follows the same trend, although this is not shown in Fig. 4(b) for readability purposes. However, different results are obtained for the overlapping laser beams of Case 2. As evidenced by Fig. 4(d1), the raw RCF signal then reveals a relatively wide proton beam (indicated by a black dashed contour and a blue arrow), characterized by a standard TNSA-type angular distribution [red diamonds in Fig. 4(b)], inside which lies a narrower and denser beam (indicated by a yellow dashed contour and arrow) with a markedly smaller divergence [green squares in Fig. 4(b)]. The energy cutoff of the wide beam is measured to be $\sim 9$ MeV (see red points in Fig. 4(a)), which is similar to that found in Cases 0 and 1 [see panel (c2)], but also smaller than the $\sim 12$ MeV cutoff energy of the central, more collimated beam [see Figs. 4(a) and (d2)]. The observation of the narrow central (and higher-energy) proton beam suggests that the enhancement in Case 2 does not merely result from the overlap of two TNSA beams.

If the laser beams do not overlap, as in Case 1 [Fig. 4(c)], two TNSA-type proton beams are obtained without any enhancement, i.e., neither in energy nor in collimation. The two distinct proton beam envelopes that we observe are simply due to the large separation distance ($120 \mu m$) between the two laser beams. Thus, the centers of the sheaths produced by each beam are similarly separated. Knowing that each sheath has a diameter of the same order [63], and that the proton beam pattern merely reflects the electron spatial distribution on the target rear [64], it is not surprising to observe two distinct proton beams separated by an amount of the order of each sheath diameter. The darker area seen at the intersection of the two proton beams in Fig. 4(c1) simply originates from the addition of their respective dose depositions in the RCF; it is observed to disappear at higher proton energies [see Fig. 4(c2)], as the corresponding protons have their angular opening reduced [49, 65]. Moreover, the stripe structures visible in the raw RCF data of Figs. 4(c) and (d) are due to modulations imprinted on the target backside [64], thus demonstrating that these protons are indeed accelerated from this side of the target.

The cutoff energy of TNSA protons is known to in-
FIG. 4. Enhancement of the proton cutoff energy and collimation brought about by coupling two intense laser beams. (a) Variation in the maximum proton energy (as inferred from the RCF data) when varying the spatial separation between the two beams at the front target surface, i.e., $\delta_{\text{front}}$. The points represent the signal averaged over two to three shots performed in the same conditions, while the error bar represents the minimum and maximum values over those shots. The gray hashed area indicates the maximum proton energy obtained in the single-beam configuration (Case 0). The black data points correspond to two separated beams with varying interspacing (Case 1), the green data points represent the central small beam in the overlapped configuration, i.e., Case 2, marked by the green dashed contour in panel (d); while the red data point represents the wide beam (also in Case 2), having the standard divergence of TNSA proton beams, marked by the red dashed contour and blue arrows in panel (d). (b) Variation in the recorded half-angle subtended by the protons, as a function of their energy (normalized to the corresponding cutoff energy). The dashed line plots the energy-dependent angular distribution observed in many experiments to be characteristic of TNSA protons [49]. Note that the RCFs are positioned along the target normal, as shown in Fig. 1. (c) Raw RCF data, corresponding to protons of (c1) 7.3 and (c2) 8.6 MeV mean energy, in Case 1 with well separated lasers ($\delta_{\text{front}} = 120 \mu m$). Two distinct standard TNSA beams (driven simultaneously but independently) can be identified, as marked by the black dashed contours and arrows. (d) Raw RCF data, corresponding to protons of (d1) 5.5 and (d2) 12.1 MeV mean energy, in Case 2 with overlapping laser beams. Two different beam signals can be identified. One is identified by the red dashed contour and arrow. The other is identified by the green dashed contour and arrow. Note that the hole in the RCF was managed for downstream spectrometry measurements (not shown).

crease with the hot-electron temperature and density [2, 30, 66]. The observed increase in proton cutoff energy therefore points to a more efficient conversion of the laser energy into hot electrons. It is also known that, due to their extremely low emittance, the proton beams detected on RCFs are a magnified projection of the surface of the accelerating sheath from which they originate [64]. Hence, the reduced area of the fastest protons that we report here would be consistent with an accelerating sheath narrower than that generated under standard conditions, which results from the typical 30–40° divergence of the hot electrons driven by a single laser pulse [22, 67].

Our RCF data thus suggest that the protons have been accelerated by a beam of higher-energy, lower-divergence electrons, which is consistent with the IP measurements of the hot-electron source [see Fig. 3 (b)]. This is also supported by our analysis of the hot-electron transport within the target, described below.

III. NUMERICAL SIMULATIONS

To pinpoint the mechanisms enhancing the generation and collimation of the hot-electron beam (HEB), we have carried out a series of particle-in-cell (PIC) simulations with the fully relativistic kinetic code SMILEI [69]. Due to difficulties in simulating the multidimensional dynamics of the laser-driven solid Au target on a picosecond timescale while taking into account both dynamic ionization and collisions, those simulations were performed into two stages.

Stage 1: addressed the enhanced HEB generation during the laser beam propagation in the preplasma. Since the main potential mechanism is the MR induced in the dilute fully ionized preplasma, a 3D geometry without neither ionization nor collisions was used.

Stage 2: focused on the enhanced HEB collimation.
Since the main potential mechanism involves the resistive magnetic field induced during the HEB transport through the target bulk, both collisions and ionization processes were considered in 2D geometry.

A. Stage 1: MR-enhanced HEB generation in the preplasma

The computational cost of the 3D simulations in Stage 1 forced us to run them under down-scaled conditions, i.e., with a similar reduction factor for both the laser separation distance and the laser spot size. In addition, we considered a target made of helium ions instead of gold. Despite such limitations, these simulations could capture the essence of the main physical mechanisms at play.

The 3D simulations employed a box size of \( L_x \times L_y \times L_z = 20 \times 30 \times 30 \mu m^3 \). The target was modeled as a fully ionized He plasma of electron density profile

\[
n_e(x) = \begin{cases} 
  n_{e,\text{max}} & x \leq 12 \mu m \\
  \exp \left[ \ln \left( \frac{n_{e,\text{max}}}{n_{e,\text{min}}} \right) \frac{x-l_0}{l_0} \right] & 12 \leq x \leq 15 \mu m \\
  1 & x > 15 \mu m \\
  0 & 
\end{cases}
\]

with \( n_{e,\text{min}} = 0.2n_e, n_{e,\text{max}} = 7.5n_e, \) and \( l_0 = 12 \mu m \). Here \( n_e \equiv e_0m_e(2\pi e^2)/(e\lambda)^2 = 1.1 \times 10^{21} \text{ cm}^{-3} \) denotes the critical density (\( m_e \) is the electron mass, \( e \) the elementary charge, and \( e_0 \) the vacuum permittivity). To save computational time, only the He\(^{2+} \) ions from the dilute preplasma region \((x \leq 12 \mu m)\) were allowed to move. The exponential density profile of the latter is characterized by a scale-length \( L_n \approx 4 \mu m \); this value is much shorter than in the experiment due to our limited computational resources, but we checked that the simulation results remained qualitatively similar when doubling it. The electron critical surface was located at \( x = 6.5 \mu m \) [see Fig. 5 (a)]. The density profile was taken to be uniform in the transverse \((yz)\) plane. The plasma was initialized with a temperature of 0.5 keV.

The two laser beams, injected from the left boundary \((x = 0)\) and \( p \)-polarized (i.e., with their electric field lying in the \( xy \) propagation plane), were focused at oblique incidence (\( \pm 15^{\circ} \) relative to the target normal) on the dense plasma surface \((x = 12 \mu m)\). They both had a wavelength of \( \lambda = 1 \mu m \) and a Gaussian intensity profile of waist \( \sigma_l = 2 \mu m \). Their peak intensity (in vacuum) was \( I = 3.5 \times 10^{19} \text{ W cm}^{-2} \), corresponding to a dimensionless field strength of \( a_0 = (I \lambda^2 \mu_0 e^2/(2\pi^2 m_e^2 e^3))^{1/2} \approx 5.0 \). The preplasma was large enough to prevent the formation of a coherent beating wave pattern between the laser beams [44, 45]. Their angular separation was smaller than in the experiment, a consequence of the limited simulation domain; however, it corresponded to that in compact beam stacking geometry, i.e., one where two \( \sim f/2 \) laser beams would irradiate the target side by side. To simplify the analysis, the temporal laser intensity profile consisted of a one-cycle \((t_0 = 3.3 \text{ fs})\) long ramp followed by a plateau of \( \tau_L = 300t_0 = 1.0 \text{ ps} \). A simulation run with a Gaussian temporal profile of \( \sim 500 \text{ fs} \) FWHM yielded quite similar results. The transverse separation distance between the two focal spots was set to \( 20 \mu m \) in Case 1 and \( 5.5 \mu m \) in Case 2.

![FIG. 5. Electron acceleration, magnetic field generation and magnetic reconnection in the laser-driven preplasma corresponding to Case 2. (a) 3D rendering (yellow) of \(|E_x|\), depicting the two laser pulses coming from the left and focused onto the target surface \((x = 12 \mu m)\). Overlaid is the 2D \( yz \) projection of the self-generated, laser-cycle-averaged \(|B_z|\) magnetic field (colormap on the right, in \( m_e\omega pe/e \) units). The HEBs (grey volume rendering surrounded by blue dashed lines) generated (with energies above 5 MeV) by the \( \alpha \) and \( \beta \) laser beams are indicated by blue arrows. The enhanced HEB (grey volume rendering surrounded by cyan dashed lines) around the MR region (between the laser beams) is marked by the cyan arrow (around \( x = 6.5 \mu m \)), while the MR-induced \( E_x \) field (red) is highlighted by the red arrow. (b) Sketch of MR in a \( yz \) plasma slice ahead of the target surface, as indicated by the dashed black box in (a). \( J_z \) represents the electron current density along the longitudinal \( x \) direction, \( B_y \) and \( B_z \) are the in-plane magnetic fields, and \( E_z \) is the MR-driven, out-of-plane electric field. The MR region is delineated by black dashed lines.](image-url)
laser beam generates its own HEB, mainly directed along the laser propagation direction. The magnetic fields self-induced around the laser beams are strong enough ($\sim m_e\omega_{pe}/e \sim 2.7 \times 10^4$ T, consistent with previous measurements on the same laser system [37]) to confine the MeV-range electrons around the laser paths [69]. In addition to the HEBs directly originating from the laser beams, electron energization also takes place in the region between the laser paths, a phenomenon which we attribute to MR.

Figure 5(b) shows schematically how MR can arise in a transverse ($yz$) plane [represented by the dashed black box in panel (a)] if the laser beams are close to each other ahead of the target bulk. MR will induce an out-of-plane ($E_x$) electric field pointing to the target bulk. This polarity differs from that reported in Ref. [35], because the reconnecting magnetic fields were then produced by electron currents outgoing from the target surface.

Features supporting the occurrence of MR and enhanced HEB generation, are provided in Fig. 6. We start by comparing Cases 0 and 2. The first column of Fig. 6 depicts the out-of-plane ($E_x$) electric field in the transverse $yz$-plane. In Case 2 (c1), it reaches $0.3 m_e\omega_{pe}/e$ around the midpoint (indicated by the black arrow), while in Case 0 (a1), it remains below $0.1 m_e\omega_{pe}/e$. This twofold increase in $E_x$ suggests that an additional source of $E_x$, other than the sheath field at the target front, is operative in Case 2. The second column presents the laser-cycle-averaged power density transferred to the electrons by the $E_x$ field, i.e., $\langle J_x E_x \rangle$ (with $J_x$ as the electron current density). In Case 2 (c2), a significant positive signal is visible around the midpoint (indicated by the black arrow), indicating net energy transfer from the electromagnetic fields to the electrons, hence accounting for the local HEB generation observed in Fig. 5(a). Conversely, no such signal is observed for Case 0 (panel a2). The features revealed in panels (c1) and (c2) are consistent with findings from Xu et al. [70], supporting the conclusion that MR is responsible for the peak in $E_x$ around the midpoint region.

The occurrence of MR coincides with an enhancement of HEB generation. Upon comparing Cases 0 and 2, as illustrated in Figs. 6(a3) and 6(c3), we observe that around the two laser spots, the preplasma electrons have been pushed away, leading to the formation of electron density holes (with a number density lower than $0.1n_e$ in the third column). However, the electron density at the center of the $yz$-plane ($y = z = 15 \mu$m) remains close to $\sim n_e$ in both cases. Regarding the energy density (fourth column), at the same midpoint of the $yz$-plane (indicated by the black arrow), the energy density of the HEB in Case 2 (c4) exhibits a substantial enhancement.

FIG. 6. Features of MR and resulting enhanced HEB generation (a1)-(c1) Out-of-plane electric field $E_x$ ($m_e\omega_{pe}/e$ units). (a2)-(c2) Time-averaged power density due to out-of-plane electric field; $\langle J_x E_x \rangle$ ($m_e^2\omega_{pe}n_e$ units). (a3)-(c3) Electron number density $n_e$ (cm$^{-3}$ units) in log$_{10}$ scale. (a4)-(c4) Kinetic energy density $n_eE_{kin}$ (MeV cm$^{-3}$ units) of electrons above 1 MeV in log$_{10}$ scale. Top row: one laser beam (Case 0). Middle row: two nonoverlapping laser beams (Case 1). Bottom row: two overlapping laser beams (Case 2). All panels show $yz$ slices taken at $t = 440$fs and averaged longitudinally over $6 < x < 10 \mu$m, i.e., in front of the dense plasma region ($12 < x < 15 \mu$m).
FIG. 7. Time evolution of the spatially integrated electromagnetic field energies. (a) Energies associated with $B_y$ and $B_z$ in Cases 0 and 2. All curves are normalized to the maximum of the $B_z$ energy in Case 2. (b) Energies associated with $E_x$ in Cases 1-3. All curves are normalized to the maximum of the $E_x$ energy in Case 2. In each panel, the dark vertical band indicates the period ($330 \leq t \leq 500\,$fs) during which MR is effective in Case 2, i.e., when a portion of the $B_z$ energy [red solid line in (a)] is transferred to both $B_y$ [red dashed line in (a)] and $E_x$ [red solid line in (b)]. The history of the $E_x$ energy in Case 1 is plotted to quantify the contribution from the additional laser beam.

compared to that in Case 0 (a4). In short, the clear positive spatiotemporal correlation between the occurrence of MR and the enhancement of the HEB suggests that the former could be responsible for the latter. In turn, the higher energy density of the fast electrons injected within the target is likely to boost proton acceleration from the target backside.

We now proceed to compare the characteristics of MR and HEB generation between Cases 1 and 2. In Case 1, where the two focal spots are relatively distant from each other, both $E_x$ and its associated work are weak, making them barely discernible in Figs. 6(b1) and (b2). Furthermore, an almost uniform electron number density distribution between $10 \leq (y, z) \leq 20\,\mu\text{m}$ is observed in (b3), with no HEB generation evident in (b4). The absence of electron-depleted regions is due to the laser spots lying outside the plotted ranges. At a later time ($t \approx 900\,$fs), when the self-generated magnetic structures have extended close to each other, their strength has dropped with their expansion radius ($r$) as $1/r$. Consequently, no MR features and HEB enhancement are observed.

In addition to the previous analysis, another significant aspect of MR manifests in the temporal evolution of the simulated energy distribution. As is shown in Fig. 7(a), in Case 2 where MR occurs, the energy associated with $B_z$ (red solid line) exhibits a decline from $t = 330\,$fs to $t = 500\,$fs (indicated by the dark vertical band), while the energy of $B_y$ (red dashed line) demonstrates a concurrent increase. This trend aligns with the MR process illustrated in Fig. 5(b), involving the dissipation of magnetic field energy along the $z$-axis and the reconnection of magnetic field lines along the $y$-axis. Conversely, such a behavior is absent in Case 0, where a single laser beam is employed. Here, both the $B_z$ and $B_y$ energies are increasing due to the laser’s energy input into the simulation box. The higher $B_z$ energy results from the contribution of the laser’s own $B_z$ field. The final decrease in $B_y$ at late times arises from the imposed boundary conditions of the finite simulation box.

Simultaneously, as depicted in Fig. 7(b), the energy associated with $E_x$ undergoes a rapid increase in Case 2 (red solid line) during the MR period. This contrasts with the steady increase observed in Case 0 (blue dash-dotted line), which is attributed to the continuous laser input. Additionally, the evolution of the $E_x$ energy in Case 1 (green dashed line) demonstrates that the en-
hancement observed in Case 2 cannot solely be attributed to the additional laser beam. The higher energy of $E_x$ in Case 2 compared to Case 1 suggests the operation of an additional generation mechanism for $E_x$, namely MR, when the two laser beams overlap.

Figure 8 represents the simulated outgoing electron spectra as recorded across a plane located at $x = 18 \mu m$. They exhibit a trend similar to the experimental results along the target normal direction [see Fig. 3(b)]. Specifically, in Case 2, there is a noticeable increase in the hot electron temperature compared to Case 1. Note, however, that the simulated temperatures can only be qualitatively compared to the experimental data due to several factors: (i) the use of down-scaled simulation parameters constrained by computational limits, (ii) a laser incidence angle of $15^\circ$ in the simulation, rather than $36^\circ$ in the experiment due to spatial limitations of the down-scaled model, and (iii) the use of helium ions, instead of gold ions, in the simulated preplasma. Thus, the simulated temperatures tend to exceed the experimental ones, as anticipated.

To illustrate the role of MR in the electron energization, we plot in Fig. 9 the trajectory of a representative accelerated electron in both the $x$-energy and $y$-$z$ spaces. One can see that prior to the onset of MR (from the red star to the green circle), the electron kinetic energy remains quite weak (below 1 MeV), but rapidly rises to $\sim 15$ MeV during MR (from the green circle to the blue square). Throughout this phase, the electron moves in the preplasma towards $x < 0$ (away from the target surface), consistent with the $E_x > 0$ field induced by MR. The observed energy gain is consistent with the mean power density transferred to the plasma electrons in the MR region [Fig. 6(c2)]. Taking $n_e \sim n_c$ gives an energy increase rate of $0.1 m_e c^2 \omega_{pe}$ for a relativistic ($v \sim c$) electron. Over the $\sim 100$ ps period spent by the electron in the MR region, one therefore expects an energy gain of $\sim 10$ MeV, close to what is observed.

Later on, the tracked electron ends up moving towards $x > 0$ (and hence can contribute to the spectrum of Fig. 8), possibly due to a combination of the laser field and self-generated magnetic field. The latter indeed attains a strength of $\sim 10^4$ T [Fig. 5(a)], resulting in a $\sim 1 \mu m$ Larmor radius for a typical 10 MeV electron. This value is consistent with the late stage of the trajectory plotted in Fig. 9(a).

Although other electron energization mechanisms like direct laser acceleration (DLA) may operate under interaction conditions similar to those in our experiment, involving ps-scale pulse durations and large-scale preplasmas [71], that the electron energy jump seen in Fig. 9 is only reproduced in Case 2 suggests that MR – instead of DLA – plays a key role in the energy boost observed with overlapping beams. This conclusion is further supported by the consistent results obtained using a larger simulation box ($L_x = 30 \mu m$), a doubled preplasma scale-length ($L_n = 8 \mu m$) or a Gaussian temporal laser profile.

To evaluate the impact of additional beams on the HEB generation, we have simulated a four-beam scenario. Figure 10(a) shows that the accelerating electric ($E_x > 0$) reconnection field then extends over a much larger area than in the corresponding two-beam case [Fig. 6(c1)], and so does the associated power density distributions [compare Fig. 6(c2)] and Fig. 10(b)]. More quantitatively, we have calculated the electron energy enhancement factor, defined as the ratio of the integrated kinetic energy of the preplasma electrons between different configurations. When changing from single-beam to double-beam irradiation [compare Fig. 6(a4) and Fig. 6(c4)] and from double-beam to four-beam [compare Fig. 6(c4) and Fig. 10(d)], that factor reaches $\sim 2$ during the laser interaction and then stabilizes to $\sim 2$ (single-beam vs. double-beam) or $\sim 1.5$ (double-beam vs. four-beam) at later times. In detail, increasing the number of beams both enhances the mean energy and number of the hot electrons accelerated within a larger reconnection region.

FIG. 9. Dynamics of a representative MR-accelerated electron. Electron trajectory as recorded in the (a) $x$-energy and (b) $y$-$z$ spaces. In (b) the trajectory is superimposed on the $\langle J_x E_x \rangle$ map of Fig. 6(c2). In both panels, the red star marks the starting point of the trajectory and the approximate onset (respectively, end) of MR. A large energy gain is observed within the region and time period of MR activity.
In summary, our down-scaled 3D PIC simulations provide numerical evidence of boosted HEB generation when two (or four) laser beams overlap in a mirror-like geometry. While these findings align with the experimental data, they do not demonstrate any improved collimation of the HEB through the dense target region. To tackle this issue, we now turn to larger-scale 2D simulations that treat both collisional and ionization effects.

B. Stage 2: Magnetically collimated HEB transport in the resistive target bulk

The propagation of the HEB in the collisional solid target in Stage 2 was simulated in a 2D domain of size $L_x \times L_y = 10 \times 40 \mu m^2$. The target density profile obeyed Eq. (1). The preplasma profile, characterized by $l_0 = 4 \mu m$, increased from $n_{i,min} = 0.01n_e$ at $x = 1 \mu m$ to $n_{i,max} = 50n_e$ at $x = 5 \mu m$, and was followed by a $4 \mu m$-long plateau at $n_{i,max} = 50n_e$ over $5 \leq x \leq 9 \mu m$. To reduce the computational cost, an aluminum target was used instead of gold. The initial charge state and temperature of the Al ions (of mass $m_i = 49572 m_e$) were set to $Z^* = 5$ and $T_i = 160$ eV in the preplasma, and $Z^* = 3$ and $T_i = 30$ eV in the dense region. Each plasma species was modeled by 32 particles per cell, with fourth-order interpolation functions. Coulomb collisions between all particle species and electron impact ionization were described together with field-induced ionization [74]. The spatial resolution was $\Delta x = \Delta y = d_e$, where $d_e$ represents the electron inertial length in the fully ionized dense region ($Z^* = 13$, $n_e,max = 650n_e$). This corresponds to about 160 cells per laser wavelength. The temporal resolution was set to $\Delta t = 0.5\Delta x/c$, in order to safely use the Friedman temporal filter [75]. A multi-pass binomial filter was also applied to particle current densities to further mitigate numerical heating [76].

We considered the laser parameters of Case 0 (single beam) and Case 2 (two beams with $\delta_{front} = 0$), but with a larger waist ($\sigma_L = 6 \mu m$) and a longer up-ramp (33 fs). Particles were absorbed across the $\pm x$ boundaries and thermally reinjected across the $\pm y$ boundaries. Absorbing boundary conditions were used for the fields in all directions.

It is well known that the finite collisonality of the target electrons, which controls the Ohmic electric field associated with the return electron current, and thus the generation of the resistive magnetic field, can help recollimate the otherwise divergent HEB [77–81]. Given the simplified Ohm’s law, $\mathbf{E} \approx \eta \mathbf{J}_e \approx \eta \mathbf{J}_h$ (\(\eta\) is the electrical resistivity, $\mathbf{J}_h$ is the HEB current density and $\mathbf{J}_p \approx \mathbf{J}_h$ the return current density due to thermal electrons), the resistive magnetic field should evolve as [77, 82]:

$$\frac{\partial \mathbf{B}}{\partial t} \approx \eta \nabla \times \mathbf{J}_h + \nabla \eta \times \mathbf{J}_h.$$  

In this equation, the electrical resistivity dynamically changes as a function of the space- and time-varying properties (i.e. temperature and density) of the bulk plasma particles. Note, however, that the use (due to computational constraints) of a target thinner than in the experiment ($4 \mu m$ vs. $30 \mu m$) and the substitution of Al ions for Au ions tend to overestimate the target heating. This, in turn, should underestimate the electric...
the number of hot electrons more than doubles. At having $|\theta| < 30^\circ$, their distribution exhibits a broad plateau ($|\theta| \lesssim 30^\circ$). When overlapping two beams, the number of hot electrons more than doubles. At $t = 240\text{ fs}$, their distribution exhibits a broad plateau ($|\theta| \lesssim 45^\circ$), which significantly narrows by $t = 1\text{ ps}$, with a single peak around $\theta_{\text{max}} \simeq 0^\circ$ and approximately a quarter of the electrons concentrated within $|\theta| < 30^\circ$.

The above 2D and 3D simulation results, which reveal enhanced production and collimation of the HEB (through various mechanisms investigated separately due to computational limitations) with overlapping laser beams are qualitatively consistent with our measurements. The predicted emission of the HEB along the laser propagation direction in Case 0 also aligns with the experimental observation. In Case 2, we can even expect that the boosted HEB generation due to MR will strengthen the magnetic collimation effect across the bulk target.

IV. CONCLUSIONS

Our experimental findings and supporting numerical modeling are of particular interest for the next generation of multi-PW-class laser platforms, which will be composed of multiple beamlets. Our 3D PIC simulations demonstrate that, when the beams are properly distributed on the front side of a solid target, magnetic reconnection can arise and boost the electron energization, and hence also the subsequent ion acceleration. Separate 2D PIC simulations including ionization and collisional effects show another benefit of overlapping beams: the generation of a stronger resistive magnetic field in the bulk target, which acts to reduce the HEB divergence. Our comprehensive investigation into the physics of multi-beam-solid interactions paves the way for optimizing particle and radiation sources at PW-class picosecond laser facilities by adjusting the multi-beam irradiation setup.
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