Scalable Room Occupancy Prediction with Deep Transfer Learning Using Indoor Climate Sensor
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Abstract: An important instrument for achieving smart and high-performance buildings is Machine Learning (ML). A lot of research has been done in exploring the ML models for various applications in the built environment such as occupancy prediction. Nevertheless, the research focused mostly on analyzing the feasibility and performance of different supervised ML models but has rarely focused on practical applications and the scalability of those models. In this study, a transfer learning method is proposed as a solution to typical problems in the practical application of ML in buildings. Such problems are scaling a model to a different building, collecting ground truth data necessary for training the supervised model, and assuring the model is robust when conditions change. The practical application examined in this work is a deep learning model used for predicting room occupancy using indoor climate IoT sensors. This work proved that it is possible to significantly reduce the length of ground truth data collection to only two days. The robustness of the transferred model was tested as well, where performance stayed on a similar level if a suitable normalization technique was used. In addition, the proposed methodology was tested with room occupancy level prediction, showing slightly lower performance. Finally, the importance of understanding the performance metrics is crucial for market adoption of ML-based solutions in the built environment. Therefore, in this study, additional analysis was done by presenting the occupancy prediction model performance in understandable ways from the practical perspective.
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1. Introduction

The CO₂ emissions of buildings in the European Union are 36% and 28% on the global scale [1,2], while HVAC systems in developed countries are responsible for 50% of building energy consumption alone [3]. To battle this problem, the EU has set the goal of developing a sustainable, competitive, secure and decarbonised energy system by the year 2050 [1].

One of the tools to achieve this goal is through the digitalization of energy systems and buildings and the EU has introduced a smart readiness indicator (SRI). The purpose of this indicator is to determine the capability of buildings in using information and communication technologies to adapt the building operation to the needs of the occupants and the grid while improving the overall performance of the buildings [1]. Recently, many research attempts have been made using advanced technologies in the field of computer science such as Artificial Intelligence (AI), Machine Learning (ML) and the Internet of Things (IoT) in building operations. These technologies are enabling use cases such as model predictive control, system fault detection and diagnosis, occupancy estimation and detection, demand response and more in general they are system integrators of different building subsystems and occupants [4,5]. The mentioned technologies can
help to significantly improve building performance, from better indoor climate and lower energy consumption to better space efficiency. However, it is important to minimize the interference with privacy and with work activities in order for office occupants to accept smart technologies, as was found in a recent survey [6].

Office building occupancy efficiency has significant potential for improvement; one British study from 2013 concluded that regular offices had an average occupancy level between 60 and 70% [7]. The recent COVID-19 pandemic has fast tracked remote work, making occupancy levels lower, where in one Israeli study 82% of interviewees were working full-time from the office before the pandemic and during the pandemic 41% of them claim to not go to the office at all. While after the pandemic more than 60% expect to come to the office only two to three times a week [8]. Furthermore in a report by McKinsey & Company, the authors presume that organisations will use their space for predominantly collaboration rather than individual work, which might require that most office space is turned into collaboration rooms [9]. If these claims come true, existing buildings and their HVAC systems could become even more inefficient, since the standard static occupancy profile, according to which they were designed, is not valid anymore.

This all leads to the expectation that information on building occupancy is going to become more valuable and needed than ever before as it is important for optimizing the space and the building’s system operation. Fortunately, a considerable amount of literature has been published on the matter of building occupancy estimation and detection. One of the extensive reviews in the literature on the topic was done by Chen et al. [10], where reviewed technologies range from presence and environmental sensors to WiFi and cameras, each of them with their own set of opportunities and challenges.

For example, Passive Infrared (PIR) sensors show good accuracy in occupancy detection if occupants are moving. On the other hand, static occupants or occupants outside the field of view are not going to be detected, which can be seen from [11], where PIR data does not show uniform occupancy during any of the occupied sessions. Most of the work based on PIR occupancy prediction sensors was about detection, but some, such as [12], worked on occupancy prediction aided with ML.

Another interesting data source which can be used to extract information on building occupancy is smart meters, since they record and communicate energy consumption near real time. Using the metered consumption of electricity or water with ML-based methods, it is possible to infer information on occupancy. The assumption is that appliances, lighting or water consumption are highly correlated with building occupancy. Most of the work done in this field was done for occupancy detection [13–15], but there have been some studies working on the prediction of the number of people or at least an occupancy range [16,17]. Typically, smart meters are installed to measure the consumption in the wider spatial scale, such as a whole building, a floor or a zone. Consequently, occupancy can be estimated only for an area of that scale. If the goal is to estimate the occupancy on a room or even a sub-room scale, then the more helpful sensors are those which are usually installed on that level such as PIR, air quality sensors, cameras, etc. Since the focus of this work is inferring occupancy information using indoor climate sensors, the literature review focuses on them.

To infer and analyze the information on occupancy in a larger scale, the commonly available sensors in buildings should be utilised. Indoor climate sensors commonly available in buildings are CO₂, room air temperature, relative humidity and in some cases Total Volatile Organ Compound (TVOC), of which CO₂ has the highest correlation with occupants in a room [18,19]. CO₂ as a sensor for occupancy estimation has been used for a longer time. Physical methods to predict the number of persons in the space are based on the mass balance equation and are either steady state or dynamic. In general physical methods can only approximate the number of people and with significant delays because of the air volume of the space [20,21]. The challenge with physical methods is their low scalability to other spaces, which decreases their potential to be applied widely. For example, the following input is needed for CO₂ mass balance model: Air volume of space,
adjacent room information such as CO\textsubscript{2} concentration or exchanged air between rooms, outdoor CO\textsubscript{2} concentration, exchanged air with outdoors, and ventilation schedule [22].

Recently, there have been studies attempting to solve the scalability problems of physical models by combining them with stochastic differential equations (SDEs) into the so-called grey box models, such as in [23]. The strength of this model is that it is generic, in the sense that it only uses measured CO\textsubscript{2} and the information is the ventilation system on or off as inputs. Other information about the space and ventilation system is not necessary. On the other hand, this model requires a training period and needs to go through different phases (occupied while ventilation is off, occupied when ventilation on, etc.) for the model to work properly. Wolf et al. [23] concluded that this model is accurate in terms of estimating binary occupancy (occupied or not) and that errors occur more frequently for higher numbers of occupants.

Regarding the data-driven methods for occupancy prediction with room CO\textsubscript{2} and/or other indoor climate sensor data, they can be divided into statistical, machine learning or deep learning methods. From statistical methods, models based on Hidden Markov Model (HMM) have been the most popular, which have a good understanding of temporal dependency in occupancy data, but can be easily affected by sensor noise and do not consider different occupancy dynamics in different time periods [18,19,23–26].

Common machine learning methods have been used as well, such as the random forest [27], support vector machine (SVM) [18,28–30], k-nearest neighbours (k-NN) [31] or different artificial neural network methods [18,30,32–34]. Machine learning methods have shown good accuracy with occupancy prediction, but require a process which is called feature engineering. Feature engineering is used for extracting more representative information from raw sensor data. First, raw sensor data is noisy, which can increase the prediction inaccuracy. Second, the effect of occupancy on the Indoor Air Quality (IAQ) is not momentary, but extends over a period of time and this information needs to be brought to the model. The downside is that the process of feature engineering is time consuming and labour intensive while the list and ranking of features useful for prediction can differ from case to case, making it difficult to scale.

In the work by Chen et al., these challenges were solved using a deep learning based approach [35]. The authors have used the Convolutional Deep Bidirectional Long Short-Term Memory (CDBLSTM) method, which automatically extracts significant features from raw data and understands temporal dependency of sequential data such as IAQ data. The proposed method has outperformed other statistical and machine learning based methods in both occupancy detection and estimation. Furthermore, the authors have tested the method with noisy data and with the data from a different room, all of it showing good performance. However, for applying the method to another room, the authors have needed to collect new ground truth data and train the model from scratch. The collection of occupancy ground truth is challenging and has been identified in several works as costly and time consuming [5,36,37] where it requires installation of devices such as: Cameras, PIR sensors or even manual counting by a person. This is an issue if this method would want to be used for large-scale practical purposes.

Most of the earlier introduced ML models [27,29,30,33–35] for occupancy prediction utilized data from one or two rooms only, where the output was the model accuracy compared to the ground truth and/or models from previous research. Wang et al. [5] emphasised that research in the field focuses highly on ML algorithm development instead of focusing on the overall ML model implementation process. The authors, in their literature review of machine learning in building energy management field, identified practical issues in the ML model implementation, such as inadequate model adaptability, limited data collection techniques, lack of user confidence, etc. This makes practical applications of ML in the field of building operations rare.

One way to solve the scalability issue of the ML methods in building operations is to use an unsupervised method, for which ground truth occupancy data and model training are not needed. Recently two studies were published with the purpose of inferring
occupancy information for commonly measured variables in buildings [17,38]. In a study by Mora et al. hierarchical clustering was used for identification of the occupancy patterns of a single-person office [38]. The clustering was applied on data such as CO\textsubscript{2}, electric power, room air temperature, relative humidity, air conditioning operation mode and window opening status. With their methodology, the authors were able to detect office room occupancy presence in different time periods, especially using the CO\textsubscript{2} and power as the predictors. In another study, Stjelja et al. [17] used data of office equipment and lighting electricity consumption as well as water consumption to predict the building floor occupancy with a supervised and unsupervised ML approach. With the unsupervised approach, the authors succeeded in categorising the days by their occupancy into three activity levels using only consumption data. Both of these studies were able to avoid training of the model, but ended up with lower resolution of either the inferred occupancy information (presence) or timescale (day).

A possible step in the right direction is to use some of the previously mentioned supervised machine learning methods which have shown good accuracy, such as a deep learning method by Chen et al. [35] with transfer learning. Transfer learning is a technique for extracting knowledge from extensive and known source datasets and using it to improve the learning of a model on the lesser-known target dataset [39]. In a case of deep learning this is usually done by transferring the pretrained weights of different neural network layers to the new (target) model. Once transferred, the target model can be fine-tuned (retrained) with a smaller dataset, therefore requiring significantly less amount of training data. The transfer learning research domain has been most extensively focused on image recognition, but lately, with the rise of wearables and activity recognition, there has been development of it for time-series data [40–43]. In a work by Hoelzemann et al. [42] the authors used a convolution-Long Short-Term Memory (LSTM) deep learning model and transfer learning of human activity recognition. The authors experimented with freezing and retraining of different layers of the model with different datasets, measured by different sensors. Some of the combinations were unsuccessful and some successful, such as the recommendation to keep the convolutional layer frozen, while retraining the LSTM part of the model.

Weber et al. [44] in their work used transfer learning in order to minimise training data needed for room occupancy detection. The authors used the same CDBLSTM algorithm as in [35], which was trained on a synthetic dataset produced by simulating occupancy and room CO\textsubscript{2} concentration. Model weights from the source model were used for a target model, where all layers were then retrained with a much smaller real-world dataset. The results show that with transfer learning of synthetic data it is possible to get good accuracy of occupancy detection even when only little ground-truth data for training is available.

A literature review has led to the formation of this work to provide one of the solutions in closing the following research gap:

- **Model scalability**
  - Occupancy ground truth: Collecting the ground truth for model training is problematic; can it be minimized if not removed?
  - Model robustness: Assess the model robustness if conditions in a room change, comparing to the condition during model training phase. How can the model robustness be increased?
  - Scalability without retraining: Is training always needed? If rooms and their conditions are similar, what is the performance concerning using a previously trained model?

- **Understanding results**
  - Model performance: Give insight concerning the occupancy prediction performance in practical terms.
To close the research gap, this paper proposes a deep transfer learning methodology for room occupancy prediction. The novelty of this work is the use of the transfer learning, where the knowledge on CO₂-based occupancy prediction from a model trained on a room with a larger available training dataset is transferred to a different target room from a different building using small available ground truth data for retraining. Furthermore, the performance of the target prediction model and its robustness are assessed using more understandable performance metrics developed from the perspective of building operations and real-estate domain use cases. Additionally, the transferred model is as well tested on two similar rooms in the target building, without additional retraining.

2. Methodology

2.1. Data Acquisition

The source and target dataset for this work were collected with the same type of the IoT sensor, measuring room air temperature and CO₂ in two meeting rooms located in different buildings, both located in Finland.

The source room is located in an office building (shown on the left in Figure 1). The source room is a typical small meeting room with seats for four persons and with an approximate size of 6 m². It is located in the middle of the floor and surrounded by an open office area. The ventilation system has constant airflow of 15 L/s consisting of 100% fresh outdoor air. The indoor climate IoT sensor was placed on the desk in the room. The camera for collecting ground truth occupancy was installed on the ceiling, just above the door. The ground truth for the source model was acquired using a video camera recording (the image was blurred for privacy purposes), which was used for manual counting of the number of people in the source room for the period 13 February–9 March 2020.

The target room for the transfer of the occupancy prediction model in this work is a large meeting room located in a hospital building. The target room (shown on the right in Figure 1) has a capacity for 12 people with an area of 21 m² and its ventilation system is designed to be of variable airflow rate. Room air temperature and CO₂ were collected with a IoT sensor which was placed on the conference desk. The ground truth for the transfer dataset was acquired using an infrared (IR) time-of-flight based people counting camera made by Irisys [45].

The measurement in the target room was done in two periods. The first period was from 22 March to 19 April 2021. During this period, the room ventilation system operated with a constant airflow rate, even though the system operated with a variable airflow rate. After this period, because of certain changes in the building, the ventilation operation was reset to perform with a variable airflow rate, as intended. The variable airflow rate in the room is controlled by the signal from three BMS sensors, PIR, CO₂ and room air temperature in order to keep both variables inside at wanted levels. During the measurements a problem with the variable airflow rate operation was noticed, where the source of the problem was too high air supply temperature. This manifested in airflow varying between 50 and 90 L/s, while the lowest airflow of 30 L/s was never reached, even when the room was unoccupied for longer periods. By increasing the airflow, the ventilation system tried to cool down the room and therefore there was no clear connection between the airflow and occupancy as such, making it more difficult to use the occupancy prediction model based on indoor air quality data. Nevertheless, this issue was seen as an opportunity to test the model robustness, which is addressed in Section 3.4, and the measurement continued for the second period from 10 May to 12 July 2021. It is important to note that the target room operated regularly during the COVID-19 pandemic, since it was used by hospital staff.
2.2. Overview of CDLSTM Model

The deep learning model used for predicting the occupancy from the indoor climate variables in this work is Convolutional Deep Long Short-Term Memory (CDLSTM). This model was inspired from the work by Chen et al. [35] since it outperformed other state-of-the-art machine learning models; it proved reliable even with the noisy data, while removing the need for a feature engineering process. The particular CDLSTM model uses a combination of different layers’ specific properties to classify occupancy states from raw data. Mainly the convolutional operation (C) is used for extracting features from raw data, while a DLSTM is used to understand the temporal dependence of the data.

In Figure 2, the architecture of the CDLSTM model used in this work is presented. The neural network model functions in the following way. Windows of room air temperature and CO$_2$ data enter first convolutional layer, which slides a filter window to extract the characteristics. Extracted features are then passed through the pooling operation, which compresses the features by removing less important local features. Following are the LSTM layers, commonly used with sequential data processing, which are good in learning long-term dependencies of features over a time sequence. A Deep LSTM (DLSTM) model, consisting of more than one LSTM layer is used in this work to get better representation of dependencies. After each LSTM layer, there is a dropout layer used for regularisation to solve the overfitting problem. Following the LSTM layers are fully connected dense layers, with their dropout layers as well. The fully connected part of the model is used to learn more abstract features in the data such as learning non-linear combinations of input features and preparing the features for their final representation. The final representation of the learned features from raw time-series data is then fed finally to the softmax classification layer. The softmax classification layer translates given features into classes, which are in the case of this work occupancy states.

![Figure 2. Architecture of the CDLSTM model used in this work with respective layer size.](image-url)
2.3. Proposed Transfer Method

Training a deep learning model such as the proposed CDLSTM requires significant amount of training data. Labelled training data is difficult to collect when it comes to room occupancy, especially the occupancy count or level. Therefore, in this work the transfer method of the CDLSTM model is studied.

The principle behind transfer learning is that a model is trained on a labelled and extensive dataset, called the source dataset. The acquired knowledge from training the source model can then be transferred to solve a similar problem on a target dataset. The weights of the trained CDLSTM model were then transferred to a target CDLSTM model which was retrained on a target dataset as shown in Figure 3. During the transfer some layers of the CDLSTM model were frozen (locked) and other layers were fine-tuned, using a smaller target dataset. Depending on the difference between the source and the target dataset, different model layers give different results, which is analysed in this work as well.

![Figure 3. Diagram of proposed transfer learning method.](image)

2.4. Experimental Setup

Data was gathered from IoT temperature and CO$_2$ sensors with a sampling rate of one minute, while the ground truth for the source dataset was acquired in three-minute intervals. Therefore, all other measurements were resampled to three minutes.

Before they were used for the deep learning model, the raw sensor data were pre-processed. Missing values, caused by connection problems or other IoT sensor problems, were interpolated using polynomial interpolation of second order since these missing periods were very short. Raw sensor data were noisy and through the experimentation we noticed that, using data as such, the accuracy of the CDLSTM model was lower and with longer computational time. Therefore, data were smoothed before the model input using the Kalman filtering with the Python package tsmoothie [46]. Kalman smoothing was performed on time-series level components.

During the initial experimentation, it was noticed that partly balancing the classes in the dataset also improved the results. Imbalanced classes in the dataset mean that certain classes are overrepresented compared to the other classes. In this case, the class of zero or empty room makes up a large majority of the dataset, while the occupied state makes up a smaller portion of the dataset. Training the deep learning model on the imbalanced dataset can lead to a model with lower sensitivity to classes which are underrepresented. In this
study, this issue was reduced by removing the periods when occupancy is expected to be zero, such as during the nighttime or the weekend.

Before using the data with neural model, it was normalized. Z-score normalization was used, where the values are normalized according to their mean and standard deviation. Data was normalized using the mean and standard deviation from the training data, while for the later use of the model with variable airflow, a sliding method was used as described in Section 3.4.

Normalized and preprocessed data were then ready to be used with the CDLSTM model. The model was created using the deep learning Python package Tensorflow/Keras [47] and was designed as follows and as presented in Figure 2. Room air temperature and CO\textsubscript{2} data enter the convolutional layer which was created with 100 output filters, a kernel size of three which specifies the 1D convolutional window and a pooling size of two, with ReLU activation function. Following is the deep LSTM model, consisting of three LSTM layers, with hidden layer sizes of 100, 150 and 200, respectively. After each layer there is a dropout layer served for regularization with masking probability of 0.5. Following the LSTM layers, there are two fully connected dense layers with hidden size 200 and 300. Another dropout layer is placed between the fully connected layers with a probability of 0.3. At the end, there is a softmax layer classifying the model outputs to classes, in our case occupancy states. The loss function used for the training of the CDLSTM model was cross-entropy, binary for occupancy detection and categorical for occupancy level prediction.

Another important setting for the CDLSTM model is the batch size and window sequence length and both vary depending on the sampling rate of the data on which the model was trained. For example, when using the dataset with three-minute sampling rate, a batch size of 16 and a sequence length of four were used. This means that one window was a size of four timesteps or twelve minutes which were fed to the model in batches of 16 windows at a time. The exact sizes of the batches and sequences were found with the trial and error method.

2.5. Performance Metric

To evaluate the performance of the model, the main metric used was the Matthews correlation coefficient (MCC) [48]. Similar work on occupancy estimation used a more traditional accuracy score or an F1 score, which happens to show wrongly optimistic results on overly imbalanced datasets. Since the rooms in question are the majority of the time vacant, the number of times a vacant class (zero) is present in the dataset is much higher compared to the number of times the room is occupied, which means that if a model would always predict the room is vacant, it would be awarded with a high accuracy score. The MCC score, on the other hand, gives more expected accuracy metrics for those cases: To achieve a high quality score, the classifier (such as the occupancy prediction model) has to make a prediction in the majority of positive and negative cases independently of their ratios in the overall dataset [48]. The MCC score lies in the range \([-1, +1\)], where \(-1\) and \(+1\) are reached in perfect misclassification and classification, respectively. On the other hand, an MCC score of zero indicating no relationship between the prediction and the truth. The main equation for calculating MCC is shown in Equation (1), where \(tp\) indicates true positives, \(fp\) false positives, \(tn\) true negatives and \(fn\) false negatives. MCC was implemented using the Python module Sci-\textit{kit learn} [49].

\[
\text{MCC} = \frac{tp \times tn - fp \times fn}{\sqrt{(tp + fp)(tp + fn)(tn + fp)(tn + fn)}}
\]  

(1)

On the other hand, the MCC score gives a very general metric, which is not straightforward for the potential use cases of this work. To make the results more understandable additional performance metrics were developed. Aside from the room occupancy in each timestep, from the perspective of optimising the ventilation system and space utilisation, it is useful to know the following about the meeting room occupancy: The time of the first
and last occupancy in the day and the duration of room occupancy. Therefore, the corresponding metrics were developed. The difference in the first or last occupancy of the day between the measured and predicted occupancy is shown as averaged throughout the period and in minutes. Duration of room occupancy is shown as a percentage of the average day being occupied.

3. Results

3.1. Analysis Workflow

The analysis of the proposed methodology is divided into six parts, which can be followed from the flowchart in Figure 4 and are described in the following sections. In Section 3.2 the source CDLSTM occupancy detection model was trained using data with long occupancy ground truth. In Section 3.3, a pretrained source model was transferred to a target room in a different environment with minimal occupancy ground truth data for model retraining. In Section 3.4, the operation of the ventilation system has experienced a change and the target detection model created in the previous part is used with the input data normalized using a sliding window to retain the performance. In Section 3.5, a target model’s performance is checked on the data from two similar rooms from the same building. In Section 3.6, the room efficiency is analysed to present the importance of occupancy information and at the same time the performance of the target model is interpreted. Finally, in Section 3.7, the transfer methodology is attempted predicting the room occupancy level.

![Figure 4. Workflow of the paper: Training of source occupancy prediction model, transferring the model, change of ventilation system operation (robustness check), using target model with similar rooms, room efficiency analysis and transfer of occupancy level prediction.](image-url)
3.2. Source Model Training

The source model for occupancy estimation was trained with data from a small meeting room located in an office building from the period between 13 February and 9 March 2020. Training of the model was done using the first 22 days (14 days occupied) and validation of the training was done with the following three days. The model was first trained using the raw sensor data in 30 epochs, which were enough for the model to converge and then in the second iteration smoothed data were used. Using raw and smoothed versions of the same data showed better performance during training and it served as an additional regularisation technique, making the model less prone to overfitting.

The trained source model showed an MCC score of 85% and the resulting comparison of predicted and measured occupancy detection can be seen in Figure 5.

![Figure 5. Three-day showcase of the source model occupancy detection performance and comparison with measured items.](image)

3.3. Transfer to the Target Room

In this section, the transfer of the source model to be used for occupancy detection with the data of a target room in a different building is assessed. The transfer learning of the source model for successful occupancy detection is analysed from the point of the CDLSTM specific process for retraining and minimum training data needed from the target room.

The process for retraining of the CDLSTM model considers which layers of the model are frozen and which are retrained with the new data and in which way. If a particular layer is not frozen, it can be trained from scratch (weights are reinitialised) or the layer weights can be transferred and then retrained.

Models used in this work and their characteristics and differences are explained in Table 1, where different layers of the CDLSTM model are visualised in Figure 2. The model that was trained using training data from the only target dataset is called Baseline model, while the model that was not retrained at all is Pure source model. The Transfer Method 1 is a model with pre-trained weights for all layers, which were retrained. Transfer Method 2 had a convolutional part of the model frozen, while LSTM and rest of the final layers were retrained. The Transfer Method 3 had the convolutional part and the first two LSTM layers of the model frozen, while the last (third) LSTM and the rest of the final layers were retrained. The Transfer Method 4 had all the other layers frozen during retraining, while the softmax classification layer was retrained.

The previously trained occupancy detection model (source model) is transferred to IAQ IoT sensor data from the hospital’s meeting room during the time that ventilation system was set to operate with a constant airflow rate setting, as explained in Section 2.1. Data for this analysis were collected in the period from 22 March until 2 May 2021. For (re)training of the model, different training durations from this period were used. Training period lengths used here were one, two, three and five working days. Additionally, in order to have more reliable results, two different training, validation and test sets were selected, serving as a cross-validation step. These periods can be seen in Table 2.
Table 1. Models used in this study and their characteristics. The baseline model is a model trained from scratch, where all layers are initialized, pure transfer is a source model used without retraining on a target dataset. Transfer methods 1, 2, 3 and 4 are a combination of frozen and trainable pre-trained transferred layers.

| Parameter                  | Baseline Model | Pure Transfer | Transfer Method 1 | Transfer Method 2 | Transfer Method 3 | Transfer Method 4 |
|----------------------------|----------------|---------------|-------------------|-------------------|-------------------|-------------------|
| Learning rate              | 0.001          | -             | 0.001             | 0.001             | 0.001             | 0.001             |
| Convolutional layer        | Initialized    | pre-trained (frozen) | pre-trained (trainable) | pre-trained (frozen) | pre-trained (frozen) | pre-trained (frozen) |
| First two LSTM layers      | Initialized    | pre-trained (frozen) | pre-trained (trainable) | pre-trained (trainable) | pre-trained (frozen) | pre-trained (frozen) |
| Third LSTM layer           | Initialized    | pre-trained (frozen) | pre-trained (trainable) | pre-trained (trainable) | pre-trained (trainable) | pre-trained (trainable) |
| Classification layer       | Initialized    | pre-trained (frozen) | pre-trained (trainable) | pre-trained (trainable) | pre-trained (trainable) | pre-trained (trainable) |

Table 2. The selected dates for training, validation and testing set.

| Period   | First Set | Second Set                        |
|----------|-----------|-----------------------------------|
| Train    | 22 March + (1, 2, 3, or 5 working days) | 12 April + (1, 2, 3, or 5 working days) |
| Validation | 29 March | 9 April |
| Test     | 30 March–18 April | 22 March–8 April |

The goodness of the models is first assessed with the MCC score and then the best cases are further analysed using the additional performance metrics. In Table 3, the MCC score of different models with different training data length is presented. Analysing the results from the training length perspective, it can be seen that, with already two days of ground-truth data with transfer learning, it is possible to get nearly as high the MCC score, as with a longer training period. Regarding the best transfer method to choose, it is either transfer method 1, 2 or 3. Which means that at least final LSTM, fully connected and classification layers should be retrained. From the table, it can be seen that Baseline model needs five days’ training data to perform and the proposed transfer method is performed with one day. Additionally, all methods show similar performance on both training and testing datasets, which is a sign of a good robustness of the proposed method.

Table 3. Different model MCC score of occupancy detection with regards to the length of training data.

| Detection | First Set | Second Set |
|-----------|-----------|------------|
| Baseline model | 0.67 | 0.80 | 0.70 | 0.75 | 0.78 |
| Pure source model | 0.71 | 0.71 | 0.71 | 0.70 | 0.70 | 0.70 |
| Transfer Method 1 | 0.77 | 0.82 | 0.82 | 0.76 | 0.80 | 0.79 | 0.80 |
| Transfer Method 2 | 0.78 | 0.81 | 0.82 | 0.78 | 0.79 | 0.78 | 0.79 |
| Transfer Method 3 | 0.77 | 0.78 | 0.78 | 0.74 | 0.81 | 0.80 | 0.81 |
| Transfer Method 4 | 0.75 | 0.75 | 0.75 | 0.72 | 0.75 | 0.75 | 0.81 |

For further analysis, five well-functioning cases were chosen for each set, which are highlighted in Table 3. The chosen cases were selected taking the highest MCC score for the shortest training length (1–2 days) and the longest period for comparison. Moreover, the baseline model, which is trained from scratch, is used for comparison. Selected cases are then further examined with additional performance metrics in order to understand what MCC score might mean for practical use and to select a final occupancy detection transfer model. This analysis can be seen in Table 4.

From the first set, the best result shows the case using five day data and Transfer Method 2, second to it is two day Transfer Method 1. Both of them have the same MCC.
score, but differ slightly in daily average occupied time compared to the ground truth and the first and the last detected occupancy of a day being similar. With the goal of minimizing the training data needed for transfer learning, two day Transfer Method 1 is selected as the optimal case. From the second set, using the same logic, the optimal case seems to be the two day Transfer Method 3. Which leads to the overall optimal case in this work Transfer Method 1 and the two day retraining from the first set, highlighted in Table 4. This case will be called the target model in the next sections. The target model’s performance is visualized in Figure 6, where it is compared to the measured ground truth occupancy.

### Table 4. Additional performance metrics for selected models of different training length and method.

| Training Days—Training Method | MCC  | Daily Average Occupied Time [%] | First Occupancy in a Day Average Difference [min] | Last Occupancy in a Day Average Difference [min] |
|-------------------------------|------|--------------------------------|-----------------------------------------------|-----------------------------------------------|
| Ground truth                  | -    | 7.5                            | -                                             | -                                             |
| First set                     | 1 day—Transfer Method 2 | 0.78                            | 9.7                                           | 10                                           |
|                               | 2 day—Baseline model    | 0.73                            | 11                                            | 5                                            |
|                               | **2 day—Transfer Method 1** | **0.82**                      | **8.9**                                       | **7**                                        |
|                               | 5 day—Baseline model    | 0.80                            | 9.4                                           | 5                                            |
|                               | 5 day—Transfer Method 2 | 0.82                            | 8.3                                           | 6                                            |

| Second set                    | Ground truth            | -                               | 12.1                                          | -                                            |
|                               | 1 day—Transfer Method 2 | 0.78                            | 14                                            | 8                                            |
|                               | 2 day—Baseline model    | 0.70                            | 14.5                                          | 7                                            |
|                               | **2 day—Transfer Method 3** | **0.81**                      | **12**                                        | **9**                                        |
|                               | 5 day—Baseline model    | 0.78                            | 12                                            | 4                                            |
|                               | 5 day—Transfer Method 3 | 0.81                            | 11.9                                          | 8                                            |

**Figure 6.** Three-day showcase of the selected target model performance and comparison with measured occupancy.

### 3.4. Robustness Check—Change in Ventilation System Operation Mode

The robustness of ML models for predicting the room occupancy using indoor climate variables is important for using them commercially, as certain changes might happen with HVAC system operation. In this section the performance of the transferred detection model is checked after a change in ventilation system operation occurs. In the target room, during the model transfer, ventilation operated with a constant airflow rate of about 90 L/s. Change in the operation mode was the demand-controlled variable air flow operation activation, where airflow was modulated between about 55 and 90 L/s, as explained in Section 2.1.

Robustness check on data from variable airflow rate operation was done using data measured in two parts, during spring (10–30 May 2021) and summer (20 June–11 July 2021). During the process, it became clear that the way z-score normalization is performed is important. For stationary time series, the z-score normalization statistics derived from the training dataset can also be used for the test data. However, for non-stationary time series this is not suitable [52]. In this case introducing the variable airflow makes the mean and standard deviation of CO₂ and temperature time series more susceptible to change over time. Therefore, a sliding window approach was used, where normalization statistics were calculated on an arbitrarily chosen 14 day window prior to the day being predicted.
Table 5 presents results from the robustness check of the transferred detection model from spring and summer periods and with two normalization approaches. Results are presented using MCC for model accuracy and the additional performance metrics. In both periods, the sliding window normalization produced significantly better results than using the normalization from the training phase. Using the sliding window normalization, the detection performance of the model is close to the original performance of the detection model during ventilation operation with the constant airflow rate. The largest difference in performance is in detection of the first daily occupancy. The difference in performance between spring and summer times probably comes from more variability in airflow and slightly higher room temperature during the summer period.

Table 5. Performance of target model after the room ventilation changed from constant to variable airflow rate operation mode.

| Test Period          | Case                      | MCC | Daily Average Occupied Time [%] | First Occupancy in a Day Average Difference [min] | Last Occupancy in a Day Average Difference [min] |
|----------------------|---------------------------|-----|-------------------------------|-----------------------------------------------|-----------------------------------------------|
|                      | Ground truth              | -   | 5.7                           | -                                             | -                                             |
| 10–30 May 2021       | Target model Normalized on training | 0.71 | 8.4 | -74 | 21 |
|                      | Target model Sliding normalization | 0.78 | 6.9 | -27 | 2 |
|                      | Ground truth              | -   | 11.0                          | -                                             | -                                             |
| 20 June–11 July 2021 | Target model Normalized on training | 0.5 | 25.0 | -103 | 91 |
|                      | Target model Sliding normalization | 0.72 | 12.0 | -28 | 7 |

3.5. Usage in Similar Rooms

While the proposed transfer method eases the scalability of the machine learning based occupancy prediction method by minimising the need for acquiring occupancy ground truth, it does not solve the problem if this process is needed even with similar rooms. Therefore, the target occupancy detection model has been tested in two similar rooms from the same hospital building. Room 2 is a meeting room of the same size as the target room, served by the same air handling unit, while room 3 is a slightly smaller (16.5 m$^2$) break room for hospital staff, ventilated by a different air handling unit. During the two-week test period, both rooms operated with constant and with maximum designed airflow (85 and 90 L/s). The same type of IoT sensor was placed centrally on the desk as in the target room.

Ground truth occupancy detection data were collected during two weeks in May 2021 in both rooms. Using the target model, the performance of the model to these rooms was tested and results can be seen in Table 6 and in Figure 7. For both rooms, sliding window normalization was used as discussed in the Section 3.4. Presented results indicate that the performance of the detection model is on par with the performance on the target room to which it was transferred, the MCC score being higher for room 2 and slightly lower with room 3. One potential reason why the results are better than with the target room might be because of regularity of room occupancy schedules. The target room has a more irregular occupancy schedule, while rooms 2 and 3 are usually occupied with more regular schedules. Moreover, additional rooms have had longer vacant time between the occupied times, which leaves time for the ventilation system to clean the room air, making it easier for the model to make a correct prediction.
Table 6. Performance of target model on the two similar rooms (to the target room) in the same building.

| Room          | Case     | MCC Occupied Time [%] | Daily Average Occupied Time | First Occupancy in a Day | Last Occupancy in a Day | Average Difference [min] |
|---------------|----------|-----------------------|-----------------------------|--------------------------|-------------------------|--------------------------|
| Room 2        | Ground   | 0.85                  | 5.3                         | -                        | -                       | -                        |
| (meeting room)| Model    | 0.85                  | 5.2                         | -7                       | -28                     |                          |
| Room 3        | Ground   | 0.83                  | 10.1                        | -                        | -                       | -                        |
| (break room)  | Model    | 0.83                  | 8.2                         | 7                        | -21                     |                          |

Figure 7. Three-day showcase of the target occupancy detection model performance on room 2 (meeting room).

3.6. Room Efficiency Analysis

To present one potential use of the occupancy prediction model and its value regarding energy and space inefficiency, an additional analysis was made using data from the target room. First, looking at the space usage efficiency, it was possible to see already from Tables 4 and 5 that average daily occupied time in those rooms for the tested periods is not more than 11% of the total ventilated time (24 h).

Regarding the ventilation energy usage, a simplistic analysis of it is done for the current case and for the ideal control scenario. In the ideal control scenario, it was assumed that during the present occupancy the ventilation airflow rate is as it was in reality, while during the unoccupied phase it works at the minimal designed airflow rate of 30 L/s. Additionally, after the room has become vacant, the ventilation continues as normal until the measured room CO₂ concentration is not under an arbitrarily chosen baseline of 430 ppm. The ideal control scenario is calculated based on the measured ground truth occupancy and on the predicted occupancy using the target occupancy detection model.

The calculation of energy uses two simplified methods based on the airflow ratio. The first one is for calculating the heat transfer between outdoor air temperature and supply air temperature and another is for calculating the power needed to transfer the required air volume. Both of them produce a relative result compared to the current case. The first equation is based on the heat transfer, while the fan power equation comes from fan laws [53] where we assume that the fan efficiency remains constant and therefore it is possible to use Equation (3), where \( \phi \) signifies heat flow, \( q \) airflow and \( P \) fan power for the ideal and for the current case.

\[
\phi_{\text{ideal}} = \frac{q_{\text{ideal}}}{q_{\text{current}}} \cdot \phi_{\text{current}} \tag{2}
\]

\[
P_{\text{ideal}} = \left( \frac{q_{\text{ideal}}}{q_{\text{current}}} \right)^3 \cdot P_{\text{current}} \tag{3}
\]

Simplified energy analysis for the ideal control scenario results are presented in Table 7. From the table, there are three things possible to conclude. First, results between the ideal control scenario based on the ground truth occupancy and a control based on predicted occupancy using the target model show small differences, confirming the good accuracy of the prediction model. Second, it can be seen that the performance of the control scenario based on the prediction model is similar in cases with constant and variable airflow. Finally,
this simplified energy analysis shows how inefficient the current room ventilation operation mode is compared to the actual room occupancy, in both airflow settings. It showed that the fan power needed could be one tenth compared to the constant airflow period or one fifth during the current implementation of variable airflow. On the other hand, the heat flow could be halved.

### Table 7. Simplified energy analysis for ideal control scenario based on the measured and predicted occupancy detection, presented for the two periods, one with constant and another with variable airflow.

|                              | Ground Truth Occupancy | Predicted Occupancy |
|------------------------------|------------------------|---------------------|
|                              | Fan Power (%P_{current}) | Heat Flow (%φ_{current}) | Fan Power (%P_{current}) | Heat Flow (%φ_{current}) |
| Constant Airflow Rate        |                         |                      |                         |                      |
| (30 March–18 April 2021)     | 10.7                    | 38.7                | 11                      | 38.9                 |
| Variable Airflow Rate        |                         |                      |                         |                      |
| (10–30 May 2021)             | 18                      | 50.2                | 18.2                    | 50.3                 |

### 3.7. Transfer of Occupancy Level Prediction

In this section, the same transfer learning methodology was applied in order to acquire more details about room occupancy using the same data. Ideally, it would be possible to provide a small amount of ground truth for model transfer and to get an accurate room occupancy count. For a successful classification, the machine learning model needs to see enough examples of each class, which could be a problem concerning using the model to estimate the number of persons in the room. In practice, this would mean that, for every possible number of persons in a room, there would need to be recording of the CO₂ and room air temperature. This is why the model was used for predicting the occupancy level, instead of counting. To do that, a source model from the source room was trained to predict the number of people and another model to predict the level of occupancy.

The same model architecture was used as with the detection, but with the difference that here there is a multi-class problem, instead of binary classification. This was solved by using different size CDLSTM output layer (maximum number of occupancy levels) and using categorical cross-entropy for loss function. Since the source room has a maximum occupancy of four persons in terms of occupancy level, it was divided into three levels: Zero (0 persons), low (1–2 persons) and high (3–4 persons). Data from the same period as in Section 3.2 were used to train the source model for occupancy level prediction and its MCC score was 0.82.

Following the same principle as with the occupancy detection, transfer learning is applied to the occupancy level prediction of the target meeting room in the hospital building. Transfer learning for occupancy level prediction was tested in the second period or during the time when the ventilation system operated with variable airflow. The reason for this is that, during this period, accurate ground truth data for the number of persons in the room were available.

Occupancy of the target room was divided into three levels—zero, low and high occupancy. Low occupancy meant one to three occupants and above was considered as high occupancy. This is because, during the measured period, most of the occupancy that occurred was between one and three occupants.

The MCC score for the baseline (model trained without transfer learning) and the transfer model is presented in Table 8, for different lengths of training with target room data. The transfer model score is already highest with one day retraining, while two and three days have lower score. Only after retraining with five days data, performance comes close to the performance of model with one day retraining. The possible reasons for this are discussed in the discussion section. In general the MCC score is lower for the occupancy level than comparing it with detection during the same period in variable airflow conditions (Table 5). However, comparing the transfer model scores to the baseline, it is noticeable
how transfer learning increases the performance of the occupancy level prediction model as well.

In Figure 8 occupancy level prediction using the transfer model with one day retraining data is presented. The figure confirms what the MCC score has showed; a limited accuracy with predicting occupancy level. Comparing this figure with Figures 5 and 6 it is visible that the occupancy detection performance is slightly lower as well.

Table 8. Occupancy level prediction performance analysis as the MCC score with different amounts of data for training of baseline and transfer model.

| Method          | 1 Day | 2 Day | 3 Day | 5 Day |
|-----------------|-------|-------|-------|-------|
| Baseline model  | 0.37  | 0.42  | 0.5   | 0.63  |
| Transfer model  | 0.67  | 0.62  | 0.64  | 0.65  |

Figure 8. Showcase of the occupancy level prediction using the transfer model with one day retraining data.

4. Discussion

As mentioned in the literature review, plenty of studies were done exploring the accuracy of the occupancy inferring methods from indoor climate variables. On the other hand, very little was done on the scalability of those methods and therefore they have not found their way in the industry. Research gaps, which are aimed to be closed with this work are obstacles preventing the wider use of ML-based occupancy prediction methods.

Having available room occupancy information would be beneficial in several built environment domains, consequently reducing carbon footprint while increasing the occupant’s comfort. A method based on commonly available data in buildings, such as room air temperature and CO$_2$ could be a potential solution. Optimising and controlling the HVAC system schedule and setpoints could improve the indoor comfort of occupied spaces while reducing the energy waste in unoccupied spaces. Real-estate management would have better insight into how their spaces are used and be better able to make decisions that would reduce inefficiency and increase usability and satisfaction. Consequently better space usage of existing buildings would decrease the need for new construction and in that way have a positive impact on climate change.

The main obstacle in the wider adoption of such a method was found to be the collection of ground truth data for the training of ML models. In this work, we sought to avoid or at least minimize the main obstacle by using the transfer learning method. Having a previously trained model on a large dataset and having a small amount of ground truth data (two days) from a different room, it was possible to get good occupancy detection accuracy.

The second obstacle considers the model robustness, or making sure the model performance stays at the same level if conditions in the room change. In this work, a target model prepared with the indoor climate data measured during constant airflow conditions was tested after the conditions in the room changed to variable airflow. The test showed that it is
possible to keep the performance on the same level, but the selection of an appropriate data normalization process is important. Here, a simple sliding window z-score normalization was used, but more advanced approaches exist such as adaptive normalization [52,54]. Since advanced normalization approaches were out of the scope of this work, they were not explored here, but are an important issue for future research.

While proving that collecting just two days’ room occupancy ground truth is enough for a detection model of good accuracy, carrying that out for every room is not convenient. Therefore, the data from two similar rooms of the same hospital building as the target room were used to check the target model performance. The results of this analysis have shown that performance of the model in similar rooms was on the same level as in the target room. Consequently, this means transfer learning could be performed on representative rooms in a building and the resulting models could be put to use in similar rooms directly. Eventually, a library of pretrained models could be created for different room sizes, types and ventilation systems, removing even the need for any transfer learning.

Knowing whether rooms are occupied or not is important, but there is additional value in knowing the level of room occupancy at the time. Following this work’s methodology, a transfer learning of room occupancy level prediction was performed as well. The results here were not as successful as with detection, where the most successful model was with one days’ data and providing more days for retraining just decreased the model performance. Since occupancy level prediction is actually a multi-class classification, the model needs to “see” enough examples of each class during (re)training to make an accurate prediction. Therefore, with the current methodology, even a small target dataset needs to contain enough samples of each class. Unfortunately, in this work the analysis of occupancy level prediction was tested only during the time when the room’s ventilation was working with the variable airflow rate. The variable airflow rate brings additional dynamics to indoor climate and occupancy and to perceive it requires more training data. Future work on this matter should try using the variable airflow rate as a signal to the prediction model as well as performing this methodology with constant airflow data.

One of the obstacles of larger adoption of similar methods is the understanding of the results, or what they mean for potential use cases. Therefore in this work, in addition to the MCC score, additional performance metrics was developed. Comparing the percentage of the actual occupied time to the predicted time gives an idea of the suitability of the occupancy prediction model output for optimizing the ventilation system. Similarly, knowing the time difference between the actual and the predicted first or last occupancy of the day is also important. Results of the selected target model have shown that the difference of the first and last occupancy in a day is about seven minutes between actual and predicted occupancy. The actual daily average occupied time was about 7.5%, while the target model predicted 8.9%. These results can be considered good, especially compared to the current state where occupancy information is not available at all, leading to the case such as in the target room where the system is operating non-stop. As previously mentioned, the same metrics can be useful for space usage optimisation purposes.

Furthermore, in this work a simplified energy analysis was done as if the room occupancy detection would be used for controlling ventilation in the room. Besides showing how wasteful the current situation is, this analysis has proved that a target model exhibits good performance in an understandable way. Estimated energy savings if the ventilation would be controlled by the occupancy prediction of the proposed target model or by measured ground truth occupancy were similar.

The most important limitation of this study lies in the occupancy ground truth collection. The main tool for this was the use of manual camera counts for the source dataset and the IR camera as the source for the target dataset. Based on Kuutti et al. [55], IR cameras’ true positive rate ranges between 0.67 and 1.00, with the average being 0.89. To verify that this issue would not be a source of large errors, data from IR cameras was manually checked from the presence and noise sensor data. The limitation where it is difficult to get an accurate ground truth shows the importance of this methodology, where the training
data is to be minimized. Another limitation is the work on the occupancy level prediction, as previously mentioned. During the period of constant airflow rate in the target room there were problems with the collection of the ground truth for the number of persons in the room. Therefore, a clear picture of the proposed methodology regarding the occupancy level prediction is not available.

Even using the proposed methodology of this work, a wider usage of the ML-based occupancy prediction from indoor climate variables is not going to happen. To achieve that, further work should continue with removing the need for ground truth collection completely, if possible. Additionally, methods for monitoring the drift of such models should be explored, where the biggest issue is not having ground truth at all. Finally, occupancy detection is necessary, but it is more valuable to know the number of people in the room or at least the level of room occupancy. Minimizing the training data needed for this purpose is difficult, since machine learning models need to see enough examples of every class. This is an important issue for future research and state-of-the-art methods from the computer science field should be explored.

5. Conclusions

The main goal of the presented study was to explore the scalability of a deep learning-based method for inferring room occupancy information from indoor climate measurements. Previous research has focused on testing different ML-based methods in order to get as high accuracy as possible, but since it is difficult to collect labelled training data, the methods were not used widely. In this study, a transfer learning method has been applied and it showed that it is possible to create an occupancy detection model of good accuracy with only two days of ground truth data, instead of several weeks.

Model robustness is another issue, which might prevent the ML-based model from wider use. To check the robustness, the transferred target model was applied in conditions different than during the transfer process. The target room, which was initially operated with constant airflow rate ventilation, changed to operate with variable airflow rate. The model robustness analysis showed that the occupancy detection model performance remained nearly the same, as long as sliding window normalization was applied. Furthermore, to make sure this methodology is scalable, the performance of the transferred target model was checked (without retraining) with two additional but similar rooms from the same building. In this case, the model performance remained on the same level as well.

On the other hand, using transfer learning to predict the level of room occupancy was slightly less successful since multi-class classification requires enough data samples of each class for good performance. It is important to note that the occupancy level prediction done here was with variable air flow, while using the same approach in constant airflow conditions could have given better results. Therefore, this is one limitation of this work as it has not fully explored the ability of scalable occupancy level or count prediction.

Finally, we tried to explain the performance of the target model from the perspective of the use case, such as ventilation system optimization. This was done by comparing the actual daily average occupied time and the first or last occupancy of the day between actual and predicted data. Additionally, a simplified energy analysis of potential savings was done in cases where predicted and actual detected occupancy was used for controlling the ventilation system. A simplified analysis proved the performance of the transfer deep learning method for occupancy detection and justified the need for room occupancy information by showing the existing room’s ventilation system inefficiency.

Exploring the scalability and robustness of the room occupancy prediction method in this work will hopefully contribute to better availability of occupancy information. Continuing this work and creating a library of pretrained models for different room conditions could make this possible on a larger scale, enabling a better HVAC system and space utilization and finally resulting in better performing buildings with lower carbon footprint.
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- CDLSTM: Convolutional Deep Long Short-Term Memory
- DLSTM: Deep Long Short-Term Memory
- HMM: Hidden Markov Model
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- k-NN: k-Nearest Neighbours
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- SDE: Stochastic Differential Equations
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- TVOC: Total Volatile Organ Compound
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