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**Abstract:** Ecologists are interested in modeling the population growth of species in various ecosystems. Specifically, logistic growth arises as a common model for population growth. Studying such growth can assist environmental managers in making better decisions when collecting data. Traditionally, ecological data is recorded on a regular time frequency and is very well-documented. However, sampling can be an expensive process due to available resources, money and time. Limiting sampling makes it challenging to properly track the growth of a population. Thus, this design study proposes an approach to sampling based on the dynamics associated with logistic growth. The proposed method is demonstrated via a simulation study across various theoretical scenarios to evaluate its performance in identifying optimal designs that best estimate the curves. Markov Chain Monte Carlo sampling techniques are implemented to predict the probability of the model parameters using Bayesian inference. The intention of this study is to demonstrate a method that can minimize the amount of time ecologists spend in the field, while maximizing the information provided by the data.
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### 1. Introduction

Population growth models are commonly used in ecology when studying plants, animals, and organisms as they grow over time and interact with the environment. In earlier research, Hsu et al. [1] evaluate seedling growth under laboratory and field conditions. According to Huang et al. [2], early life-cycle events play critical roles in determining the dynamics of plant populations and their interactions with the surrounding environment. Germination patterns modeled by growth help ecologists understand the diversity, variation, and climate change within a system. Gamito [3] further emphasize the importance of modeling growth and community dynamics using applications to fish populations. Population dynamics of fish are commonly studied to learn about water quality and the environment.

In riverine settings, the health of a waterway can be determined by the abundance of fish present. Kennard et al. [4] study species that are highly tolerant of human-induced disturbances and consider certain fish as good indicators of river health. Ecologists model the population growth of indicator species to preserve habitats as land is developed along the banks of rivers. Not only can population growth models help preserve the environment, but also ecologists model growth of crops to improve economies. In Vietnam, rice-shrimp farming highly impacts the economic security of the country as these are the two main crops in the region. Leigh et al. [5] study the environmental conditions of ponds used for...
harvesting and address the risks that affect the survival and yields of crops. In order to improve year-round farming, ecologists monitor the growth and abundance of shrimp and rice.

Whether researchers are interested in improving yields for farmers, preserving the health of rivers or studying germination of seedlings, collecting ecological data has always been a time consuming and expensive process. Ecologists fishing in rivers face strenuous terrain, varying water levels, and dangerous wildlife and prefer to limit their time collecting samples. Though farmers raise crops in controlled environments, limiting sampling costs can increase revenue. During germination studies, scientists prefer to optimize their time and resources required to grow samples. In all cases, researchers prefer to reduce costs when collecting data by decreasing their necessary sample size without compromising the ability to accurately track growth.

Rather than traditional sampling methods, this study proposes an approach that designs optimal sampling regimes based on the dynamics associated with a population. Though traditional methods are often convenient, statistically designing an experiment can optimize sampling procedures for ecologists without compromising the information obtained from the data. As seen in Pagendam and Pollett [6], experimental design is combined with Bayesian techniques to determine optimal designs for population growth models. Similarly, this paper investigates capturing the dynamics of various theoretical ecological growth models by designing optimal sampling regimes. Given the approach is intended to design experiments prior to data collection, simulations are conducted using a well-known ecological model with set parameters that can later be replicated with minimal error.

Using Bayesian inference, the probability of the model parameters are predicted based on simulated data by employing Markov Chain Monte Carlo (MCMC) sampling techniques demonstrated by Gilks et al. [7]. The intent of this study is to learn about dynamical systems in a sequential manner by using various criteria to optimize the system. The Bayesian model combined with design of experiment techniques can be used to determine the optimal sampling frequency that minimizes costs associated with data collection while obtaining the maximum amount of information from the data. The statistical methods in this paper are applied to various theoretical models and compared across optimality criteria to evaluate the performance. The goal of this research is to develop a new methodology that provides ecologists with optimal times to collect data that accurately captures the population growth dynamics of a system.

2. Logistic Growth Model

Logistic curves are used to model growth in various contexts. Originally developed by Verhulst [8], logistic curves were used to model population growth as an adaptation of exponential growth. Verhulst developed the logistic growth model by adding a multiplicative factor to exponential growth, which stabilizes the model at a particular population size due to competition for resources. The self-limiting growth of the population is referred to as the carrying capacity. The carrying capacity is the maximum population that terminates the growth rate, at which point the system enters a steady-state.

The logistic growth model has been implemented in numerous fields. Logistic growth has been used to estimate parameters and inform intervention strategies during a pandemic involving influenza as demonstrated by Hedge et al. [9]. Furthermore, coal production peaks and trends in China have been modeled with logistic growth by Lin and Liu [10]. Similarly, the logistic curve has taken the form of Hubbert’s model [11] to forecast the production of petroleum. In this paper, the proposed model represents ecological modeling of population growth.

The rediscovery of the logistic equation by Reed and Pearl [12] is often used in ecology to represent the population dynamic where the rate of reproduction is proportional to both the existing population and the amount of available resources. This model is popular in
ecology due to the realistic dynamic of the carrying capacity and existence of the analytic solution. The equation is written in the mathematical form

$$\frac{dN}{dt} = rN \left(1 - \frac{N}{K}\right)$$

(1)

with analytic solution

$$N(t) = \frac{KN_0}{(K - N_0)e^{-rt} + N_0}.$$  

(2)

The variables $N$ and $t$ represent population size and time respectively. $N_0$ represents the population at time $t = 0$ referred to as the initial population. Parameter $r$ is the population growth rate, and parameter $K$ is the carrying capacity.

The parameters of logistic growth can be difficult to estimate since the model does not always provide a good fit to true data. Thus, parameter estimation techniques are commonly studied in the literature. Oliver [13] demonstrates methods for estimating model parameters across a variety of logistic growth models. In more recent times, Bayesian inference has become more accessible to ecologists and used for parameter estimation. Heydari et al. [14] use Bayesian inference to determine fast estimation methods for logistic growth. In general, ecologists are shifting towards Bayesian modeling of population dynamics based on the increasing resources for ecological Bayesian models [15]. In this paper, logistic growth is specified probabilistically in the Bayesian framework in order to perform a new method for parameter estimation.

3. Methods

3.1. Statistical Model

Given that ecologists have expertise in modeling logistic growth, the Bayesian approach can be used to incorporate prior knowledge of the system. Thus, the model in Equation (1) can be specified probabilistically in the Bayesian framework. The Bayesian approach is implemented using Bayes’ Theorem [16]. The theorem combines prior beliefs with the likelihood of an experiment to determine a posterior belief. The prior belief of a parameter $\theta$ is noted by $\pi(\theta)$. The likelihood of the experiment is a conditional probability of the data $x$ given the parameter $\theta$ noted by $L(x|\theta)$. The posterior belief is given by the continuous case of Bayes’ Theorem, also known as the posterior distribution. The posterior distribution defines the conditional probability of a parameter $\theta$ given the observance of data $x$, which is written mathematically as

$$P(\theta|x) = \frac{L(x|\theta)\pi(\theta)}{\int_{\Theta} L(x|\theta)\pi(\theta)d\theta}.$$  

(3)

Specifying Equation (1) as a Bayesian model requires the specification of the likelihood of the experiment and the prior distributions for each parameter. The nature of the logistic equation tracks the population of a species $N$ across a fixed time $t$ where the growth rate parameter $r$ and carrying capacity $K$ are independent fixed values. The population at a specified time $N_i|t_i$ is assumed to have a Poisson likelihood given that the observations $N_i$ are independent counts occurring at known times $t_i$. The analytic solution to the logistic Equation (2) provides the expected value of the likelihood set as $\lambda_i = N(t_i)$. This provides the conditional likelihood of the experiment

$$N_i|t_i \sim \text{Poisson} (\lambda_i | t_i),$$  

(4)

where $\lambda_i$ depends on the parameters $r$ and $K$. Thus, the prior distributions must be specified for the growth rate and carrying capacity parameters.

When modeling logistic growth, ecologists are aware that a population can only reach a maximum capacity by increasing at a positive rate. This implies that the growth rate $r$ and carrying capacity $K$ must be positive values. Though many distributions have positive supports, the log-normal distribution easily specifies numerical information by
using the mean and variance. Less informative priors such as the gamma distribution can cause model instability, which defeats the purpose of incorporating prior beliefs. Thus, informative priors are specified as

\[
\begin{align*}
    r & \sim \text{Lognormal}(1, 10) \\
    K & \sim \text{Lognormal}(2000, \frac{1}{10}),
\end{align*}
\]

where the expected growth rate is centered about one and the carrying capacity is assumed to reach a large quantity. These explicit priors are implemented to represent some form of prior knowledge of the system and will be used for all simulations in this paper. The Bayesian approach emphasizes combining informative prior beliefs with experimental knowledge to determine a posterior belief. Thus, the specified model will be used to predict the parameters of various theoretical population growth models that can be optimized by assessing various criteria.

### 3.2. Optimal Designs

Optimal designs are used to estimate statistical models while reducing experimental costs. The objective of optimal design is to eliminate uncertainty by minimizing the variability of the parameter estimates. Traditionally, optimal designs [17] minimize the variance of the parameter estimates while maximizing the information matrix. Specifically, the Fisher information matrix is defined as the negative expectation of the second derivative of the log-likelihood function with respect to the parameter \( \theta \)

\[
F(\theta) = -E\left[ \frac{\partial^2}{\partial \theta^2} \log L(x|\theta) \right],
\]

where the expectation is taken over the sample space of the observations \( x \) and parameter space of \( \theta \). Optimality criteria are applied to the Fisher information matrix \( F(\theta) \) and provide measures of fit to assist with model selection. The popular \( A \) and \( D \) optimal designs are commonly used in experimentation due to their ability to limit computational expenses. \( A \) optimality criterion minimizes the trace of the inverse of the Fisher information matrix, which equivalently minimizes the average variance of the parameter estimates of a model. Whereas, \( D \) optimal designs consist of maximizing the determinant of the Fisher information matrix, again minimizing the parameter estimates of the model.

\[
\begin{align*}
    A \text{- Optimal: } & \min \text{tr}(F^{-1}(\theta)) \\
    D \text{- Optimal: } & \max |F(\theta)|
\end{align*}
\]

Though these designs are commonly used in practice, \( F(\theta) \) can be difficult to calculate when the model parameters are unknown. Instead of estimating the Fisher information matrix using parameter estimates noted by \( \hat{\theta} \), we consider the variance of the parameter estimates. The inverse of the estimated Fisher information matrix \( F(\hat{\theta}) \) is an estimator of the asymptotic covariance matrix \( \Phi \).

\[
\Phi = \text{Var}(\hat{\theta}) = [F(\hat{\theta})]^{-1}
\]

The covariance matrix is much easier to calculate than the Fisher information matrix for certain models. Thus, defining \( F(\hat{\theta}) \) in terms of \( \Phi \) redefines the optimality criteria in terms of the estimated covariance matrix. \( I \)-optimal designs [19] known for minimizing the average prediction variance over the entire design region are also considered.

\[
\begin{align*}
    A_{\Phi} \text{- Optimal: } & \min \text{tr}(\Phi) \\
    D_{\Phi} \text{- Optimal: } & \min |\Phi| \\
    I \text{- Optimal: } & \min \Phi_{\text{pred}}
\end{align*}
\]
\( \Phi_{\text{pred}} \) notes the average prediction variance of the model. Rather than minimizing the trace of the inverse of the Fisher information matrix, \( A_{\Phi} \)-optimal designs minimize the trace of the covariance matrix. \( D_{\Phi} \)-optimal designs minimize the determinant of the covariance matrix. While, I-optimal designs minimize the average prediction variance over the design space. Again, optimality criteria are measures of fit used to guide optimization processes. \( A_{\Phi}, D_{\Phi} \) and I optimality criteria are used in the proposed sequential optimality algorithm presented in the next section.

3.3. Sequential Optimality

In practice, design techniques are used prior to collecting data in order to optimize the amount of information obtained during experimentation. For instance, simulated annealing applied by Laarhoven and Aarts [20] is a commonly used probabilistic technique that searches the design region for an approximation of the global optimum of a given function. Though easy to implement, simulated annealing can be computationally expensive and does not learn about a system in a sequential manner. We compare simulated annealing to our proposed adaptation of the method that predicts the optimal future design point based on the current information of the system. We prefer this Bayesian approach to incorporate prior knowledge into the decision-making process. The proposed algorithm sequentially searches subsets of the design space to determine the best future time for ecologists to collect data. Sequential optimality is written below as Algorithm 1.

**Algorithm 1:** Sequential Optimality.

**Begin**

Choose an initial design \( t_1, ..., t_n \)  
Set a design budget, \( b \)  
Set a design window, \( w \)  
Set criteria, \( C \):

(i). \( A_{\Phi} = \min \text{tr}(\Phi) \)
(ii). \( D_{\Phi} = \min |\Phi| \)
(iii). \( I = \min \bar{\Phi}_{\text{pred}} \)

For \( D = t_1, ..., t_n \):

(a) Draw a sample \( t^* = \{t_{n+1}, ..., t_{n+w}\} \)
(b) Accept the new state \( t_{\text{new}} = \arg \max C(t^*) \)

**Repeat** until \( D = t_1, ..., t_b \)

**End**

The algorithm begins by setting an initial design of size \( n \) typically set as the number of parameters in the model plus one. Then, a design point budget \( b \) is chosen according to the number of runs the experimenter can afford. Once the initial data is collected and a design budget is set, the design window \( w \) can be set. The design window can be established by dividing the planned time interval by the design point budget. The window of points following the current design \( D \) are explored as candidate samples. Each candidate is evaluated by running the Metropolis-Hastings (MH) algorithm [21] guided by specified optimality criterion, \( C \). The optimal point within the window \( t_{\text{new}} \) is added to the design, and the process repeats until the design point budget is exhausted. These steps are demonstrated and explained further through a worked example.

3.4. Worked Example

This worked example uses Algorithm 1 to find an optimal design for a normal 10% logistic growth model using A-optimality criterion. Each step is provided in detail as follows.
**Step 1:** Choose an initial design \( t_1, ..., t_n \)

Logistic growth has two parameters, growth rate and carrying capacity. Therefore, three initial design points, \( t_1, t_2 \) and \( t_3 \), are selected as shown in Figure 1 representing samples collected on days 0, 5 and 10 of the season. The population size is calculated at these time points using the analytic solution from Equation (2) with random Poisson noise. In this example the coordinates are \((0, 205), (5, 295)\) and \((10, 453)\).

**Step 2:** Set a design budget, \( b \)

The design budget is chosen at the discretion of the expert based on available resources. In this example, we select a budget of ten, \( b = 10 \).

**Step 3:** Set a design window, \( w \)

This study focuses on sampling across a one hundred day season with a design budget of size ten. A practical design window would be to search ten days into the future. Thus, we set \( w = 10 \).

**Step 4:** Set criteria, \( C \)

For demonstration purposes, A-optimal criterion is selected as \( C = A_\Phi = \min tr(\Phi) \).

**Step 5:** Draw a sample \( t^* = \{t_{n+1}, ..., t_{n+w}\} \)

The initial design consists of three points. Therefore, \( t^* \) represents a window of the ten consecutive points following the last point sampled from \( t_4, ..., t_{13} = \{\text{Day 11, ..., Day 20}\} \).

**Step 6:** Accept the new state \( t_{\text{new}} = \arg C(t^*) \)

Here, we calculate the trace of the covariance matrix for each point in \( t^* = t_4, ..., t_{13} \), which comes from the MH algorithm producing estimates for the carrying capacity and growth rate.

\[
\begin{align*}
tr(\Phi(t^*)) &= (1.09 \times 10^{14}, 1.16 \times 10^{14}, 1.94 \times 10^{14}, 8.75 \times 10^{13}, 1.01 \times 10^{14}, \\
&\quad 7.45 \times 10^{13}, 6.32 \times 10^{14}, 2.37 \times 10^{14}, 1.40 \times 10^{14}, 1.39 \times 10^{14}) \\
\min tr(\Phi(t^*)) &= (7.45 \times 10^{13}) \\
\arg \min tr(\Phi(t^*)) &= 16
\end{align*}
\]

Based on the calculations, the optimal point selected in the design window is Day 16, which leads to the selected design point \((16, 661)\) calculated by the analytic solution with random Poisson noise. Figure 2 illustrates the candidate sample region in red and the selected point among the candidates.

**Step 7:** Repeat until \( D = t_1, ..., t_b \)

Steps 5 and 6 are repeated until all ten points in the budget are exhausted. The parameter estimates are updated as each new design point is added as shown in Figure 3. The final design consists of ten points calculated by the analytic solution as follows: \((0, 205), (5, 295), (10, 453), (16, 661), (26, 1202), (36, 1498), (46, 1885), (56, 1927), (64, 2019)\) and \((68, 1961)\).

The sequential optimality algorithm is intended to search the design space of temporal models. The above example demonstrates the procedure learning about a temporal system in a sequential manner. The proposed method will be implemented later across various logistic growth models using all design criteria from Equation (9) to compare the technique in reference to simulated annealing. The purpose of this design study is to develop and demonstrate statistical methods that can optimize sampling procedures for ecologists.
Figure 1. An initial design of three points is plotted in blue. The ground truth model of normal 10% growth is plotted as a black curve across one hundred time points with a carrying capacity of two thousand and initial population of two hundred.

Figure 2. A window of ten candidate points are selected from the last point sampled illustrated by the red region in panel (a). Each point is evaluated using A optimality criterion and the argument with the minimum trace in the window is selected as shown in panel (b).
4. Simulation Results

This simulation study demonstrates methods that can be used to design sampling schedules for ecologists applied to three theoretical scenarios of logistic growth provided by Table 1. All simulations are programmed in R [22]. Data is simulated for normal, fast and slow logistic growth models across one hundred time points. The normal growth rate is set to 10%, the fast rate is set to 100%, and the slow rate is set to 5% growth. All models have a maximum carrying capacity of two thousand, and ten thousand MCMC samples are used to predict the probability of the model parameters. Based on the planned time interval of one hundred days, all optimal designs will consist of ten points that search windows of size ten. This allows the entire budget to be used should the farthest point in each window be selected. Simulated annealing is implemented first to demonstrate the global optimum for each scenario as a reference when comparing sequential optimality. Therefore, ten design points are also selected during simulated annealing for comparison purposes. Then, sequential optimality is demonstrated as a novel approach to designing optimal sampling regimes.

Table 1. Logistic Growth Scenarios.

| Label | Growth Rate | Carrying Capacity | Initial Population |
|-------|-------------|-------------------|--------------------|
| Normal| 0.10        | 2000              | 200                |
| Fast  | 1.00        | 2000              | 200                |
| Slow  | 0.05        | 2000              | 200                |
All ground truth models are generated using the logistic equation and analytic solution provided by Equation (1). Each simulation plots the ground truth model as a black curve tracking the population size across time. 10,000 MCMC samples are used for each simulation, and the optimal design points selected are plotted as blue open circles. The designs are fit by a red curve with the prediction interval plotted as red dotted lines calculated by the 2.5% and 97.5% quantiles of the predicted values. It will become clear by the results that there are many ways to successfully design experiments for logistic growth models.

4.1. Simulated Annealing

Simulated annealing is implemented as an adaptation of the MH algorithm to explore the design space for an optimal solution. Considering normal, fast and slow growth rates, the specified optimality criteria from Equation (9) are used to guide the algorithm and find global optimum solutions. As stated previously, the models simulate growth at 10%, 100%, and 5% rates. Each criterion guides the simulated annealing process to produce optimal designs for each model.

Simulated annealing successfully captures the dynamics of all growth models using each criterion. Figure 4 demonstrates the designs generated using $A_\Phi$ optimality criterion. Figure 5 fits the $D_\Phi$-optimal designs. Figure 6 illustrates the fit of $I$—optimal designs. In the next section, simulation studies are conducted using sequential optimality to demonstrate a new method for prediction based optimization. Sequential optimality is an adaptation of simulated annealing that predicts optimal design points.

4.2. Sequential Design

Sequential optimality searches subsets of the design space to find the next best point. Normal, fast and slow growth at 10%, 100% and 5% rates respectively are simulated. All simulations use 10,000 MCMC samples plotted across one hundred time points. The carrying capacity is two thousand. The design point budget consists of ten points, and the algorithm uses the optimality criteria from Equation (9). As each criterion guides the sequential optimality process, the final optimal designs are compared for each model. Again, the ground truth model is plotted as a black curve. The optimal design points are plotted as blue points fit by a solid red curve with the 2.5% and 97.5% quantiles of the predicted values plotted as red dotted lines. As the system updates, our goal is to fit the ground truth model as accurately as possible with the final optimal design. $I$, $A_\Phi$, and $D_\Phi$ optimal designs are compared across normal, fast, and slow growth rates.

**Figure 4.** 10,000 MCMC samples are used to simulate $A_\Phi$—optimal designs for (a) normal, (b) fast and (c) slow growth models. All models are simulated across 100 time points with a carrying capacity of 2000. The ground truth models are plotted in black. The optimal design points are plotted in blue and fit by a solid red curve, where the 2.5% and 97.5% quantiles of the predicted values are plotted as red dotted lines.
The simulations begin with the I-optimality criterion to demonstrate prediction based designs. Figure 7 demonstrates sequential optimality using the prediction based I-optimality criterion to search a normal growth model. Given the model specification and priors from Equation (5), there is expert knowledge informing the growth rate parameter but limited knowledge regarding the carrying capacity. This simulation specifically demonstrates the ability of the algorithm to explore the uncertainty of the carrying capacity and capture the dynamic. An initial design is set of three points given the logistic equation has two parameters, carrying capacity and growth rate. One hundred day seasons are modeled with a design point budget of ten. The ten candidate points following the base design are evaluated using the I-optimality criterion to select the point with the minimum prediction variance. Once the optimal point is added to the design, the process repeats until all ten design points are sampled. Notice that the change from step 6 in panel (e) to step 7 in panel (f) of Figure 7 demonstrates the method searching uncertainty of the plateau level of the curve. As the process updates, the width of the decision boundary decreases showing more certainty around the steady state of the system. Based on the simulation, the prediction based I optimality criterion is successful in capturing the dynamics of a
normal growth model. However, different combinations of criteria and growth models are simulated to test the robustness of the technique.

Figure 7. 10,000 MCMC samples are used to simulate the normal 10% growth curve across a 100 day period with a carrying capacity of 2000. The ground truth model is plotted as a black curve. I-optimality criterion guides the sequential optimality process. The optimal design points are plotted in blue and are fit by a solid red curve. The red dotted lines represent the 2.5% and 97.5% quantiles of the predicted values. Panel (a) plots the base design of three points, panel (b) plots the fit of the base design, and panels (c–i) plot the fourth through tenth optimal points in the design as they are fit.

The simulations of normal growth show varying results in Figure 8 across the optimality criteria. The I and $A_{\Phi}$ optimal designs successfully capture the dynamics of the population with ten points. Whereas, the $D_{\Phi}$ optimal design did not capture the dynamic of the carrying capacity. This indicates the need for a larger design point budget or smaller
design window when using $D_\Phi$ optimality criterion with a normal growth curve. On the other hand, all three optimality criteria capture the dynamics of the fast growth rate in Figure 9, which is expected given that the model plateaus rapidly. This implies that the design point budget could be decreased in this case. As for the slow growth rate model in Figure 10, no criteria could capture the population dynamics. This could indicate a need to increase the design point budget or decrease the design window for slow growth models. The size of the design point budget was set to ten points with a window of ten points to simply demonstrate this novel approach of sequential optimality.

Bayesian optimal designs [23] are also examined for comparison purposes. Bayesian optimal designs can be written in the form of a utility function $U(d^*_x)$, where $d^*_x$ represents a design chosen from the design region $d_x$. The design region is explored using Bayes I, D, and A optimal designs written mathematically as follows.

Bayesian I-Optimal

$$U_I(d^*_x) = \min_{\Theta} \min_{d_x} \int \left( Y_2 - E[Y_2|y_1,d_x] \right)^2 p(Y_2|y_1,d_x) dY_2$$

Bayesian D-Optimal

$$U_D(d^*_x) = \min_{\Theta} \min_{d_x} |\text{Cov}(k,K|Y_2,y_1,d_x)| p(Y_2|y_1,d_x) dY_2$$

Bayesian A-Optimal

$$U_A(d^*_x) = \min_{\Theta} \min_{d_x} \text{tr}(k,K|Y_2,y_1,d_x) p(Y_2|y_1,d_x) dY_2$$

$Y_2$ represents the predicted design points, while $y_1$ represents the current design. $\Theta$ is the parameter space including parameters $k$ and $K$ from the model in Equation (1). Similar to the criteria from Equation (9), the Bayesian optimality criteria are minimizing the posterior predictive distribution across the parameter space $\Theta$ and design space $d_x$. The Bayesian I-Optimal designs minimizes the distance between the squared predictions. Bayesian D-optimal designs minimize the determinant of the covariance of the posterior predictive distribution. The Bayesian A-optimal designs minimize the trace of the posterior predictive distribution. Implementing the Bayesian criteria into our process of sequential optimality gives various results. The frequency tables illustrate the precision of each criteria based on the probabilities assigned to each candidate point.

Figure 8. 10,000 MCMC samples are used in this simulation of a normal growth curve increasing at a 10% rate across 100 time points with a carrying capacity of 2000. Sequential optimality is used to find the ten best points for (a) I, (b) A$_\Phi$ and (c) D$_\Phi$ optimal designs. The optimal points are plotted in blue and fit with a solid red curve. The red dotted lines represent the 2.5% and 97.5% quantiles of the predicted values of the model. The black curve represents the ground truth model.
The frequency plots in Figure 11 show the probability densities associated with the first set of candidate points evaluated in the sequential optimality algorithm. The Bayesian I-optimal design gives weight to specific candidate points, whereas the Bayesian A and D optimality criteria provide a wide range of optimal candidates. Based on the frequency charts, it is clear that the Bayesian I-optimal design can provide a precise optimal design point. Whereas, the Bayesian A and D optimal designs appear to lack precision. These results are further visualized by plotting the Bayesian sequential designs in Figure 12 for the normal growth model.

Given all of the criteria and varying growth rates, the simulations using sequential optimality resulted in different designs. Some designs are able to capture the dynamics of the system while others require a larger design point budget. Ultimately, this indicates that there are several ways to design experiments for dynamic models. Using the simple example of population growth modeled by the logistic equation, the sequential optimality simulations demonstrate an adaptation of the commonly performed simulated annealing algorithm. Thus, sequential optimality can be recommended when limitations arise for sampling.
Figure 11. Bayesian optimality criteria are used to guide the sequential optimality process. The frequency tables plot the probabilities assigned to the first ten candidate points following the initial base design for a normal growth model. Panel (a) represents candidate probabilities under the $U_I$ criterion. Panel (b) plots probabilities of the candidates for $U_A$ criterion. Panel (c) provides the frequencies associated with $U_D$ criterion.

Figure 12. 10,000 MCMC samples simulate a normal growth curve increasing at a 10% rate across 100 time points with a carrying capacity of 2000. Sequential optimality is used with the Bayesian design criteria to find the ten best points for (a) $U_I$, (b) $U_A$ and (c) $U_D$ optimal designs. The optimal points are plotted in blue and fit with a solid red curve. The red dotted lines represent the 2.5% and 97.5% quantiles of the predicted values of the model. The black curve represents the ground truth model.

4.3. Potential Difficulties

As demonstrated previously, sequential optimality predicts optimal future design points in a sequential manner by learning about the dynamics of a system. Thus far, the simulations use the analytic solution to the logistic equation with Poisson noise to produce simulated data that closely resembles a specified model. This raises concern when evaluating the proposed method given that scenarios exist where logistic growth may not be appropriate. The following simulation details potential difficulties with the sequential optimality algorithm in a scenario that tests if the method can detect a model lack of fit. The simulated data is generated using a piecewise function where the population count suddenly decreases rather than reaching the carrying capacity.

This simulation is performed under the assumption that the logistic growth model is appropriate to fit the simulated data. Figure 13 illustrates sequential optimality being informed by data that does not follow the logistic growth trend. The prediction based I-optimality criterion is used for demonstration purposes. First, an initial design is set of three points given the logistic equation has two parameters, carrying capacity and growth rate. Then, the ten candidate samples following the initial design are evaluated using the
I-optimality criterion to select the point with the minimum prediction variance. Once the optimal design point is added, the process repeats and updates three times. However on the fourth run, the logistic growth curve is poorly fit, and we see a decrease in the population size. By the fifth run and addition of the seventh design point, the I-optimality criterion creates a range that becomes extremely large, which signals an incorrect model. Though the budget is set for ten design points, the process fails to continue once the population reaches zero. This implies that the process can detect a lack of fit and abnormality in the system.

Figure 13. 10,000 MCMC samples are used to simulate normal 10% logistic growth across a 100 day period with a carrying capacity of 2000. The ground truth model is plotted as a black curve. I-optimality criterion guides the sequential optimality process. The optimal design points are plotted in blue and are fit by a solid red curve. The red dotted lines represent the 2.5% and 97.5% quantiles of the predicted values. Panel (a) plots the base design of three points, panel (b) plots the fit of the base design, and panels (c–f) plot the fourth through seventh optimal points in the design as they are fit. This simulation demonstrates a lack of fit scenario.

5. Discussion

In this study, the dynamics of various logistic growth models were investigated in order to design optimal sampling regimes for ecologists. Efforts were focused on a simple model with limited external factors to demonstrate the approach of sequential optimality. For the purpose of this study, the logistic equation provided a straightforward model used to compare sampling techniques. Simulated annealing was implemented to explore the design space using various optimality criteria. Despite the growth rate and criterion used, simulated annealing was able to capture the dynamics of the models by exploring the entire design region. However, sequential optimality found sampling regimes that capture the dynamics of a system in a sequential manner.
The proposed method of sequential optimality incorporates prior information into the design process. Rather than exploring the entire design space at once, the sampling method evaluates subsets of the region using parameter based criteria. Sequential optimality captured the dynamics of a normal growth rate using the I optimality criterion. However, implementing this method across criteria and growth rates led to different results. The normal growth rate model was captured by I and $A_\Phi$ optimal designs but required more design points for the $D_\Phi$ optimal design. Models with fast growth rates were always captured leading to the belief that a smaller design point budget could be explored. On the other hand, slow growth rates required a larger design point budget no matter the criteria used. The algorithm had a more difficult time distinguishing the dynamics of the slower growth rate.

Bayesian optimal designs were also considered as a method for comparison. The $\bar{U}_I$-optimality criterion had more precise candidate points than the $\bar{U}_A$ or $\bar{U}_D$ optimality criteria. This led to the results that only the $\bar{U}_I$ Bayesian optimal design was able to capture the dynamics of the curve with a set of ten design points. The other two designs required more design points to capture the dynamics of the model. Comparing Bayesian sequential designs to the traditional criteria provided yet another technique available for determining the optimal design points in the region. Comparing these processes across criteria and models suggests that there are several ways to design experiments. Numerous approaches exist for Bayesian experimental design including studies by Müller et al. [24], Williamson and Goldstein [25] and Jones et al. [26]. Furthermore, research by Ford et al. [27] demonstrates advancements in experimental design for nonlinear systems. Though alternative methods are available to help ecologists allocate resources, our approach of sequential optimality is particularly beneficial when predicting the next step, or optimal time, to collect data.

6. Conclusions

In this paper, the ecological model known as the logistic equation was used based on the various applications and popularity of the model. The proposed design space tracked the change in population dynamics across time and was explored using the novel approach of sequential optimality. When using prediction based criteria for a normal growth model, the method captured the dynamics of the system and found an optimal design that translates to an optimal sampling regime for ecologists. Rather than sampling out of convenience or across an equal interval, the simulations demonstrate that the method can provide the next optimal time to sample given the current state of the environment. Real data cannot be incorporated at this time given that this paper introduces a new method for designing sampling regimes. However, the developed method does learn about theoretical processes in a sequential manner and has the potential to assist ecologists when planning sampling schedules.

Though the analysis is performed on a straightforward univariate model, we acknowledge that more complex dynamics exist and can represent more realistic environmental encounters. Incorporating external factors into the model could lead to substantial improvements to the method. Furthermore, there are many design problems that can be investigated by a Bayesian approach. Specifically related to sequential optimality, this study focuses on designs of a set size that explore a set window of time into the future. The method could be expanded by studying varying design sizes and design windows. Also, sampling techniques used by ecologists could be invasive and change the process. These changes could be taken into consideration as they may affect the model. In this paper, we focus on providing optimal designs based on temporal models. However, in the future spatial models could be explored along with a hierarchical network of temporal models. Given these additional conditions, there are many levels of uncertainty that could be incorporated to reflect the reality of an ecological system.
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