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ABSTRACT: We construct a diagrammatic coaction acting on one-loop Feynman graphs and their cuts. The graphs are naturally identified with the corresponding (cut) Feynman integrals in dimensional regularization, whose coefficients of the Laurent expansion in the dimensional regulator are multiple polylogarithms (MPLs). Our main result is the conjecture that this diagrammatic coaction reproduces the combinatorics of the coaction on MPLs order by order in the Laurent expansion. We show that our conjecture holds in a broad range of nontrivial one-loop integrals. We then explore its consequences for the study of discontinuities of Feynman integrals, and the differential equations that they satisfy. In particular, using the diagrammatic coaction along with information from cuts, we explicitly derive differential equations for any one-loop Feynman integral. We also explain how to construct the symbol of any one-loop Feynman integral recursively. Finally, we show that our diagrammatic coaction follows, in the special case of one-loop integrals, from a more general coaction proposed recently, which is constructed by pairing master integrands with corresponding master contours.
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1 Introduction

Feynman integrals are central objects in the perturbative approach to quantum field theory. In particular, they are one of the main ingredients in the calculation of scattering amplitudes, which are the quantities that one needs to compute to make precise theoretical predictions for high-energy collider experiments such as the Large Hadron Collider at CERN. One of the main challenges in the computation of scattering amplitudes is the evaluation of multi-loop and multi-leg Feynman integrals. A good understanding of the analytic structure of Feynman integrals is therefore fundamental in finding more efficient ways of computing them.

In recent years, the realization that a large class of Feynman integrals can be written in terms of so-called multiple polylogarithms (MPLs) [1, 2] has led to major advances in precision calculations. Indeed, understanding the mathematics and algebraic structure of MPLs has led both to new efficient techniques to evaluate Feynman integrals [3–9] and to tools to handle the complicated analytic expressions inherent to these computations [10]. It is known, however, that starting from two loops there are Feynman integrals that cannot be written in terms of MPLs only, and generalizations to elliptic curves appear [11–22]. Given the important role played by understanding the mathematics of MPLs in precision
computations in recent years, extending the techniques developed for MPLs to more general classes of functions is a pressing question.

A particularly important tool when working with MPLs is their coaction [1, 23, 24], a mathematical operation that exposes properties of MPLs through a decomposition into simpler functions. Coactions are closely related to Hopf algebras, and it has been speculated for a long time that there should be a natural Hopf algebra defined directly in terms of Feynman graphs [25–29] such that the coaction on MPLs is reproduced if the graphs are replaced by their respective analytic expressions [30]. In ref. [31] a coaction was defined that acts naturally on Feynman integrals [32, 33], though it is not obvious how to interpret the objects appearing inside the coaction directly in terms of physical quantities such as Feynman graphs or integrals.

In parallel, it was observed in ref. [34, 35] that certain entries in the coaction of some one- and two-loop integrals can be expressed in terms of so-called cut Feynman integrals, i.e., variants of Feynman integrals where some of the propagators are on their mass-shell. The empirical results of ref. [34, 35] gave first indications that any interpretation of a coaction on Feynman integrals in terms of physical quantities should not only involve Feynman graphs or integrals, but also their cut analogues. This statement was made more precise in ref. [36], where a coaction on certain classes of integrals was proposed that interprets the objects appearing inside the coaction in terms of so-called ‘master integrals’ and ‘master contours’. It was argued that, when acting on one-loop integrals in dimensional regularization, this coaction can be cast in a form that only involves Feynman graphs and their cuts. As such, this diagrammatic coaction provides the first concrete realization of a coaction on Feynman graphs that reduces to the coaction on MPLs when graphs are replaced by their analytic expressions.

The main goal of this paper is to expand on the findings of ref. [36]. By analyzing concrete examples of one-loop integrals, we give compelling evidence that one can define a coaction on Feynman graphs that decomposes a graph into ‘simpler’ ones. There are two natural ways to construct simpler graphs: by contracting some of its edges, which corresponds to a Feynman integral with fewer propagators, or by ‘cutting’ some of its edges, which corresponds to a Feynman integral with a modified integration contour corresponding to on-shell restrictions for a set of propagators. The restriction to these two operations is motivated by the fact that they appear in the study of the Landau conditions [37], and that cut Feynman integrals encode information about the discontinuities of the uncut integrals [38–45]. At the end, we show that our diagrammatic coaction can be seen as a special case of the coaction on integrals proposed in [36].

After we have established the validity of our conjecture on various nontrivial examples, we explore its consequences for the study of the discontinuities and differential equations of Feynman integrals. As an important application of our result, we present an efficient way to derive differential equations for one-loop Feynman integrals. We show that the differential equation satisfied by any one-loop integral is completely fixed by its cuts where at most two of the propagators are not on their mass-shell. We explicitly compute all the relevant cuts of integrals depending on an arbitrary number of scales using the techniques of ref. [45]. The knowledge of of these cuts also allows us to iteratively construct the full
alphabet and even the symbol of any one-loop integral.

The paper is organized as follows. In Section 2 we define our basis of one-loop Feynman integrals, we summarize some properties of one-loop cut integrals that will be important in the rest of the paper, and we give a brief review of multiple polylogarithms. In Section 3 we motivate our main results by analyzing simple examples of coactions on one-loop integrals. In Section 4 we discuss the general formulation of the diagrammatic coaction, which is the main result of this paper. In Section 5 we discuss the interplay between the diagrammatic coaction and dimensional regularization. In Sections 6 and 7 we give support to our conjecture, first by exploring its predictions in a range of one-loop integrals, and second by showing how it is consistent with the extended dual conformal invariance of the finite integrals in our basis. In Sections 8 and 9 we discuss the consequences of the diagrammatic coaction in the study of the discontinuities and differential equations satisfied by one-loop integrals. In Section 10 we show how we can recover the diagrammatic coaction from the more general conjecture of ref. [36]. Finally, in Section 11 we draw our conclusions. We include several appendices where we summarize the notation and review of some mathematical concepts used throughout the paper, and we present explicit results for the (cut) integrals.

2 One-loop Feynman integrals and their cuts

2.1 One-loop Feynman integrals

In this section we give a short review of one-loop Feynman integrals, which are the main actors in this work. We focus especially on linear relations among Feynman integrals, and identify a basis of one-loop integrals with nice analytic properties.

In order to write a convenient basis of one-loop Feynman integrals, let us define the scalar $n$-point Feynman integrals as

$$I_n^D(\{p_i \cdot p_j\}; \{m_i^2\}) = e^{\gamma_E \epsilon} \int \frac{d^Dk}{i\pi^{D/2}} \prod_{j=1}^n \frac{1}{(k - q_j)^2 - m_j^2 + i0},$$

(2.1)

where the momenta $q_j$ flowing through the propagators are linear combinations of the external momenta $p_i$, satisfying momentum conservation, $\sum_{i=1}^n p_i = 0$. We work in dimensional regularization in $D = d - 2\epsilon$ dimensions, where $d$ is an even positive integer, $\epsilon$ is a formal variable, and $\gamma_E = -\Gamma'(1)$ is the Euler-Mascheroni constant. We do not need to consider numerator factors in the definition of the one-loop integrals, nor the case where the exponents of the propagators are different from unity. Indeed, at one-loop we can always express polynomials in $k^2$ and $k \cdot p_i$ in the numerator in terms of propagators, and we can use integration-by-parts identities (IBPs) [46–48] to reduce all such one-loop integrals to linear combinations of scalar integrals with unit numerators and powers of the propagators. As a consequence, integrals of the type (2.1) form a linear basis (a so-called set of ‘master integrals’) for all one-loop integrals in a given dimension $D$. However, for our purposes it will be convenient to work with a different one-loop basis where scalar integrals are chosen in different dimensions according to the number of propagators, as we now describe.
It is well known that there are relations between Feynman integrals in dimensions $D$ and $D + 2$ [49–51], and conjecturally all linear relations between Feynman integrals arise from either IBP identities or dimensional shift identities. Hence, rather than choosing master integrals for a fixed value of $D$, we can choose different basis integrals to live in different numbers of dimensions. For our purposes, a particularly convenient choice for a one-loop basis is

$$J_n(p_1, \ldots, p_n; m_1^2, \ldots, m_n^2; \epsilon) \equiv I_n^D(p_1, \ldots, p_n; m_1^2, \ldots, m_n^2),$$

where

$$D_n = \begin{cases} n - 2\epsilon, & \text{for } n \text{ even}, \\ n + 1 - 2\epsilon, & \text{for } n \text{ odd}. \end{cases}$$

We will often omit writing out the dependence of a Feynman integral on its arguments and the dimension $D$.

This choice of basis is motivated by the expectation that the $J_n$ have a particularly nice functional form: they are expected to be expressible, up to an overall algebraic prefactor, in terms of multiple polylogarithms of uniform weight. A corollary is that all one-loop integrals can be expressed in terms of polylogarithmic functions. If $\epsilon$ is formally assigned a weight of $-1$, then all the terms in the Laurent expansion of $J_n$ have weight $\lceil n/2 \rceil$. Although we are able to write this basis of one-loop Feynman integrals, very few of the integrals $J_n$ are known analytically, and even then usually only through $O(\epsilon^0)$. Specifically, we know all one-loop integrals up to $n = 4$ in $D = 4 - 2\epsilon$ up to finite terms (see ref. [52] and references therein), as well as a few special cases for $n = 5$ and $n = 6$ in $D = 6$ dimensions [53–59].

### 2.2 One-loop cut integrals

In order to state the results of this paper, we need to consider cut (Feynman) integrals. In the following we give a short review of the results of ref. [45], which introduced a version of one-loop cut integrals in dimensional regularization.

It is well known that the solutions to the Landau conditions for one-loop integrals [37] can be classified into two categories, called singularities of the first and second type, corresponding to kinematic configurations where either the Gram determinant $\text{Gram}_C$ or the modified Cayley determinant $Y_C$ vanishes for a subset $C$ of propagators. These determinants are defined in the usual way:

$$\text{Gram}_C = \det ((q_i - q_*) \cdot (q_j - q_*))_{i,j \in C \setminus *},$$

and

$$Y_C = \det \left( \frac{1}{2}((q_i - q_j)^2 + m_i^2 + m_j^2) \right)_{i,j \in C},$$

---

1We are grateful to V. Smirnov and R. Lee for providing us with a rigorous proof of the fact that the $J_n$ form a basis.
where \( C \subseteq [n] = \{1, \ldots, n\} \) denotes a subset of propagators and \( * \) denotes any particular element of \( C \), for example the one with lowest index.

A singularity of the first type corresponds to the vanishing of the modified Cayley determinant \( Y_C \) associated to a subset \( C \) of propagators. To such a singularity we associate the cut integral \( \mathcal{C}_C \tilde{J}_n \), defined as the integral where the integration contour is deformed such as to encircle the poles of the propagators in \( C \), effectively putting those propagators on shell. Evaluating the integral in terms of residues, we find the following expression for cut integrals associated to singularities of the first type,

\[
\mathcal{C}_C \tilde{J}_n = \frac{(2\pi i)^{\lfloor n_C/2 \rfloor}}{2n_C \sqrt{\mu n_C Y_C}} \left( \mu \frac{Y_C}{\text{Gram}_C} \right)^{(D_n-n_C)/2} \int \frac{d\Omega_{D_n-n_C}}{i\pi^{D_n/2}} \prod_{j \notin C} \left( \frac{1}{(k-q_j)^2 - m_j^2} \right)_C \mod i\pi,
\]

where \( n_C = |C| \) is the number of cut propagators, \( \mu = +1 \) (−1) in Euclidean (Minkowskian) kinematics, and \( [\cdot]_C \) indicates that the function inside the square brackets is evaluated on the zero locus of the inverse cut propagators. We stress that our cut integrals are defined only modulo \( i\pi \), i.e., up to branch cuts. As we will see shortly when we introduce the coaction, this is not a restriction for the results of this paper. Because we have not specified an orientation for the contour, the overall sign in eq. (2.6) is a priori undefined. Relative signs will be fixed by requiring certain relations between cuts, which we discuss below.

A singularity of the second type is attributed to a pinch singularity at large loop momentum and corresponds to the vanishing of one of the Gram determinants \( \text{Gram}_C \) [39, 60, 61]. To this singularity we associate the cut integral \( \mathcal{C}_C \tilde{J}_n \), defined as the integral over a contour which not only encircles the poles of the propagators in \( C \), but also winds around the branch point at infinite loop momentum. In ref. [42, 45] it was shown that a cut integral associated to a singularity of the second type can be written as a linear combination of cut integrals associated to singularities of the first type, as follows.

- For \( n_C \) even,
  \[
  \mathcal{C}_C \tilde{J}_n = \sum_{i \in [n] \setminus C} \mathcal{C}_{Ci} \tilde{J}_n + \sum_{i,j \in [n] \setminus C, i < j} \mathcal{C}_{Cij} \tilde{J}_n \mod i\pi. \tag{2.7}
  \]

- For \( n_C \) odd,
  \[
  \mathcal{C}_C \tilde{J}_n = -2\mathcal{C}_C \tilde{J}_n - \sum_{i \in [n] \setminus C} \mathcal{C}_{Ci} \tilde{J}_n \mod i\pi. \tag{2.8}
  \]

In the case where \( C = \emptyset \), it is possible to compute explicitly the cut integral associated to the Landau singularity of the second type, \( \mathcal{C}_\infty \tilde{J}_n = -\epsilon \tilde{J}_n \). This implies a remarkable relation between the single and double cuts of an integral that will play an important role throughout this paper,

\[
\sum_{i \in [n]} \mathcal{C}_i \tilde{J}_n + \sum_{i,j \in [n], i < j} \mathcal{C}_{ij} \tilde{J}_n = -\epsilon \tilde{J}_n \mod i\pi. \tag{2.9}
\]

\(^2\)In dimensional regularization, the singularity at infinity loop momentum is a branch point rather than a pole. See ref. [45] for more details.
Equations (2.7) through (2.9) make it clear that cut integrals are not all linearly independent. In ref. [45] it was argued that there are two types of linear relations among one-loop cut integrals:

1) Linear relations among cut integrals with different propagators but the same set of cut propagators. Relations of this type are consequences of integration-by-parts (IBP) and dimensional shift identities for uncut integrals, with the restriction that an integral vanishes if a cut propagator is raised to a nonnegative power. This is similar to the reverse-unitarity principle of ref. [62–66].

2) Linear relations among cut integrals with the same propagators but a different set of cut propagators. These are a consequence of relations among the generators of the homology groups associated to one-loop integrals. Equations (2.7) and (2.8) are examples of such relations.

The fact that one-loop cut integrals satisfy IBP and dimensional shift identities implies that the basis $\tilde{J}_n$ of one-loop integrals defined in eq. (2.2) can immediately be lifted to a basis $C_\tau \tilde{J}_n$ of one-loop cut integrals, while eq. (2.7) and (2.8) imply that the basis may be chosen to contain only cut integrals associated to Landau singularities of the first type. The basis $C_\tau \tilde{J}_n$ solves the same linear system of differential equations as their uncut analogues [45, 67–69], and so one-loop cut integrals can always be expressed in terms of multiple polylogarithms. This agrees with the fact that cut integrals compute discontinuities of Feynman integrals [38, 40, 70]. Let us also mention that for $n_C \leq 3$, it is possible to state some sufficient conditions for a one-loop cut integral to vanish [45]:

1) If $n_C = 1$, the cut integral vanishes if the cut propagator is massless.

2) If $n_C = 2$, the cut integral vanishes if the total momentum flowing through the cut propagators is lightlike.

3) If $n_C = 3$, the cut integral vanishes if any pair of the cut propagators isolate a three-point vertex where three massless lines (external and internal) meet.

In the previous section, we mentioned that the basis integrals $\tilde{J}_n$ are polylogarithmic functions of uniform weight, up to an overall algebraic prefactor. This prefactor is related to the maximal cut of the integrals in integer dimensions. We define

$$j_n \equiv \lim_{\epsilon \to 0} C_{[n]} \tilde{J}_n = \left\{ \begin{array}{ll}
2^{1-n/2} i^{n/2} Y_{[n]}^{-1/2}, & \text{for } n \text{ even}, \\
2^{(1-n)/2} i^{(n-1)/2} \text{Gram}_{[n]}^{-1/2}, & \text{for } n \text{ odd}.
\end{array} \right. \quad (2.10)$$

The reason for the normalization in eq. (2.10) will become clear in the next section. It will often be convenient to normalize the basis integrals (2.2) to their maximal cut, resulting in integrals $J_n$ defined as

$$J_n = \tilde{J}_n / j_n. \quad (2.11)$$

The quantities $J_n$ still form a basis of all one-loop Feynman integrals, but unlike the $\tilde{J}_n$, they are pure functions [71]. Consequently, the basis $J_n$ satisfies a particularly nice linear system of first-order differential equations [5, 58, 72–75].
2.3 Review of multiple polylogarithms

Since we have argued that all one-loop Feynman integrals, as well as their cuts, can be expressed in terms of multiple polylogarithms (MPLs), we now give a short review of the mathematics of MPLs and their algebraic properties.

Multiple polylogarithms are defined by the iterated integral \[^{1, 76, 77}\]

\[
G(a_1, \ldots, a_n; z) = \int_0^z \frac{dt}{t-a_1} G(a_2, \ldots, a_n; t),
\]

(2.12)

with \(a_i, z \in \mathbb{C}\). In the special case where all the \(a_i\)’s are zero, we define

\[
G(0, \ldots, 0; z) = \frac{1}{n!} \log^n z.
\]

(2.13)

The number \(n\) of integrations in eq. (2.12), or equivalently the number of \(a_i\)’s, is called the weight of the multiple polylogarithm. In the following we denote by \(\mathcal{A}\) the \(\mathbb{Q}\)-vector space spanned by all multiple polylogarithms. In addition, \(\mathcal{A}\) can be turned into an algebra. Indeed, iterated integrals form a shuffle algebra,

\[
G(\vec{a}_1; z) G(\vec{a}_2; z) = \sum_{\vec{a} \in \vec{a}_1 \shuffle \vec{a}_2} G(\vec{a}; z),
\]

(2.14)

where \(\vec{a}_1 \shuffle \vec{a}_2\) denotes the set of all shuffles of \(\vec{a}_1\) and \(\vec{a}_2\), i.e., the set of all permutations of their union that preserve the relative orderings inside \(\vec{a}_1\) and \(\vec{a}_2\). It is obvious that the shuffle product preserves the weight, and hence the product of two multiple polylogarithms of weights \(n_1\) and \(n_2\) is a linear combination of multiple polylogarithms of weight \(n_1 + n_2\).

Multiple polylogarithms can be endowed with more algebraic structures. If we look at the quotient space \(\mathcal{H} = \mathcal{A}/(i\pi \mathcal{A})\) (the algebra \(\mathcal{A}\) modulo \(i\pi\)), then \(\mathcal{H}\) is a Hopf algebra \[^{1, 2}\]. In particular, \(\mathcal{H}\) can be equipped with a coassociative coproduct \(\Delta_{\text{MPL}}\) that respects the multiplication and the weight. While \(\mathcal{H}\) is a Hopf algebra, we are practically interested in the full algebra \(\mathcal{A}\) where we have kept all factors of \(i\pi\). We can reintroduce \(i\pi\) into the construction by considering the trivial comodule \(\mathcal{A} = \mathbb{Q}[i\pi] \otimes \mathcal{H}\). The coproduct is then lifted to a coaction \[^{3}\]

\[
\Delta_{\text{MPL}}(i\pi) = i\pi \otimes 1.
\]

(2.15)

Moreover, \(\mathcal{A}\) and \(\mathcal{H}\) are in fact graded algebras, because the product of two MPLs of weights \(w_1\) and \(w_2\) has naturally weight \(w_1 + w_2\), and the action of the coaction \(\Delta_{\text{MPL}}\) respects the weight. We define \(\Delta_{w_1, w_2}\) as the operator that selects the terms in the coaction of weight \(w_1\) in the first entry and \(w_2\) in the second entry, and we refer to this sum of terms as the \((w_1, w_2)\) component of the coaction.

Next, let us discuss how differentiation and taking discontinuities interact with the coaction. One can show that derivatives only act on the last entry of the coaction while

\[^{3}\text{By abuse of notation, we denote both the coproduct on } \mathcal{H} \text{ and the coaction on } \mathcal{A} \text{ by } \Delta_{\text{MPL}}.\]
discontinuities only act on the first entry,
\[
\Delta_{\text{MPL}} \text{Disc} = (\text{Disc} \otimes \text{id}) \Delta_{\text{MPL}}, \tag{2.16}
\]
\[
\Delta_{\text{MPL}} \frac{\partial}{\partial z} = \left( \text{id} \otimes \frac{\partial}{\partial z} \right) \Delta_{\text{MPL}}. \tag{2.17}
\]

The coaction on \( G(\vec{a}; z) \) can be written in the following suggestive way, at least in the generic case, i.e., when the arguments take generic values,
\[
\Delta_{\text{MPL}}(G(\vec{a}; z)) = \sum_{\vec{b} \leq \vec{a}} G(\vec{b}; z) \otimes G_{\vec{b}}(\vec{a}; z), \tag{2.18}
\]
where the sum runs over all order-preserving subsets \( \vec{b} \) of \( \vec{a} \), including the empty set. \( G_{\vec{b}}(\vec{a}; z) \) denotes the iterated integral with the same integrand as \( G(\vec{a}; z) \), but integrated over the contour \( \gamma_{\vec{b}} \) that encircles the singularities at the points \( z = a_i, \; a_i \in \vec{b} \), in the order in which the elements appear in \( \vec{b} \). This is equivalent to taking the residues at these points, and we divide by \( 2\pi i \) per residue (see fig. 1). We see that the coaction on MPLs has a very simple combinatorial interpretation: the different terms in this sum correspond to the tensor product of the MPL with a restricted set of poles and the integral over the differential form obtained by taking the residues at those poles.

The operation of taking residues has a direct analogue in terms of Feynman integrals. The residues at the propagators of a Feynman integral are naturally identified with the cuts of the integral, where some of the propagators have been put on shell. Since all one-loop Feynman integrals are expressible in terms of MPLs order by order in the dimensional regulator, it is natural to ask whether the coaction on one-loop Feynman integrals admits a similarly simple combinatorial description. In the rest of this paper we give evidence that this is indeed the case, and we conjecture a formula for the coaction on one-loop Feynman integrals.

**Figure 1:** (a) The integration path for \( G(a_1, a_2, a_3, a_4; z) \). (b) The integration path for \( G_{\vec{b}}(a_1, a_2, a_3, a_4; z) \) for \( \vec{b} = (a_2, a_3, a_4) \). The path \( \gamma_{\vec{b}} \) encircles each of the singularities \( a_i \in \vec{b} \) counter-clockwise, in the order in which they appear in \( \vec{b} \).
integrals which is purely diagrammatic in nature and very reminiscent of eq. (2.18). Before stating this conjecture in Section 4, we introduce and motivate our construction in the next section using some simple examples of one-loop integrals.

3 First examples of the diagrammatic representation of the coaction

In this section, we present some simple examples as motivation for the main conjecture. We investigate some one-loop Feynman integrals with up to three propagators, and we show that, empirically, we can rearrange the terms in the coaction in such a way that it can be written entirely in terms of Feynman graphs and their cuts. These examples illustrate all the main features of the general conjecture.

Although $\Delta_{\text{MPL}}$ was defined in the previous section as acting on MPLs, throughout this section and the rest of the paper we will write expressions where $\Delta_{\text{MPL}}$ acts on one-loop Feynman integrals. In dimensional regularization, these integrals are not MPLs, but the coefficients in their Laurent expansion in $\epsilon$ are. The action of $\Delta_{\text{MPL}}$ should thus be understood order by order in $\epsilon$.

3.1 The tadpole integral

We start with the tadpole integral in $D = 2 - 2\epsilon$ dimensions, given by

$$\tilde{J}_1 (m^2) = e^{\gamma_E \epsilon} \int \frac{d^D k}{i\pi^{D/2}} \frac{1}{k^2 - m^2 + i0} = -\frac{e^{\gamma_E \epsilon} \Gamma(1 + \epsilon) (m^2)^{-\epsilon}}{\epsilon}.$$  \hspace{1cm} (3.1)

There is only one cut integral associated to its Landau singularities of the first type, because there is only one propagator that can be cut. This cut integral is given by (see eq. (B.2))

$$C_e \tilde{J}_1 (m^2) = \frac{e^{\gamma_E \epsilon} (-m^2)^{-\epsilon}}{\Gamma(1 - \epsilon)},$$  \hspace{1cm} (3.2)

where the subscript $e$ labels the propagator. Normalizing with eq. (2.10) where now $j_1(m^2) = 1$, we have

$$J_1 (m^2) = -\frac{e^{\gamma_E \epsilon} \Gamma(1 + \epsilon) (m^2)^{-\epsilon}}{\epsilon} \quad \text{and} \quad C_e J_1 (m^2) = \frac{e^{\gamma_E \epsilon} (-m^2)^{-\epsilon}}{\Gamma(1 - \epsilon)}.$$  \hspace{1cm} (3.3)

It will be convenient to introduce a diagrammatic representation for the integrals $J_n$ and their cuts. We represent $J_n$ by its underlying Feynman graph, and we label the edges by the propagators (the label may be omitted if no confusion arises). Thick lines in a graph represent off-shell external lines or massive propagators. Cut edges in a cut graph $C_e J_n$ are represented by a (red) dashed line through the propagator. For example, in the case of the tadpole, we have

$$\bigcirc \equiv J_1 (m^2) \quad \text{and} \quad \bigcirc \equiv C_e J_1 (m^2).$$  \hspace{1cm} (3.4)
Next, let us analyze the image of the tadpole under the coaction $\Delta_{\text{MPL}}$. Using the identities
\[
\Delta_{\text{MPL}} \left[ \log^n z \right] = \sum_{k=0}^{n} \binom{n}{k} \log^k z \otimes \log^{n-k} z ,
\]
\[
e^{\gamma_E \epsilon} \Gamma(1 + \epsilon) = \exp \left[ \sum_{k=2}^{\infty} \frac{(-\epsilon)^k}{k} \zeta_k \right] ,
\]
\[
\Gamma(1 - \epsilon) \Gamma(1 + \epsilon) = \frac{\pi \epsilon}{\sin(\pi \epsilon)} = 1 \mod i\pi ,
\]
one can easily show that
\[
\Delta_{\text{MPL}} \left[ \left( m^2 \right)^{-\epsilon} \right] = \left( m^2 \right)^{-\epsilon} \otimes \left( m^2 \right)^{-\epsilon} ,
\]
\[
\Delta_{\text{MPL}} \left[ e^{\gamma_E \epsilon} \Gamma(1 + \epsilon) \right] = \left( e^{\gamma_E \epsilon} \Gamma(1 + \epsilon) \right) \otimes \left( e^{\gamma_E \epsilon} \Gamma(1 + \epsilon) \right) ,
\]
where these identities hold order by order in the $\epsilon$ expansion. Hence,\(^4\) we can write
\[
\Delta_{\text{MPL}} \left[ J_1 \left( m^2 \right) \right] = J_1 \left( m^2 \right) \otimes C_e J_1 \left( m^2 \right) ,
\]
or in terms of graphs,
\[
\Delta_{\text{MPL}} \left[ \begin{array}{c}
\circ
\end{array} \right] = \begin{array}{c}
\circ
\end{array} \otimes \begin{array}{c}
\circ
\end{array} .
\]
While the derivation of eq. (3.8) is easy, this result is instructive in illustrating some general features. First, it is remarkable that the coaction on $J_1 \left( m^2 \right)$ can be written in a compact form, completely and to all orders in epsilon, in terms of (cut) Feynman graphs. Indeed, we have to interpret $J_1 \left( m^2 \right)$ as an infinite Laurent series in dimensional regularization, and the coaction in the left-hand side acts order by order in the expansion in $\epsilon$. The right-hand side of eq. (3.8), however, is a tensor product of two Laurent series, and it is a priori not at all clear that the two sides should agree. We note that the second entry on the right involves only information about the underlying cut graph. Also, we observe that the second entry contains the single cut of the tadpole, while the first entry contains the tadpole integral itself. This is consistent with the fact that the single-cut integral corresponds to a discontinuity in the mass of the cut propagator \[35\],
\[
\text{disc}_{m^2} J_1 \left( m^2 \right) = \theta(-m^2) C_e J_1 \left( m^2 \right) \mod i\pi ,
\]
where the discontinuity operator $\text{disc}_{x}$ is defined by
\[
\text{disc}_{x} f(x) = \frac{1}{2\pi i} \lim_{\eta \to 0} \left[ f(x + i\eta) - f(x - i\eta) \right] .
\]
In particular, it is then easy to show that eq. (3.8) is consistent with eq. (2.16):
\[
\Delta_{\text{MPL}} \left[ \text{disc}_{m^2} J_1 \left( m^2 \right) \right] = \theta(-m^2) \Delta C_e \left[ J_1 \left( m^2 \right) \right] = \theta(-m^2) C_e J_1 \left( m^2 \right) \otimes C_e J_1 \left( m^2 \right) \quad \text{(3.11)}
\]
\[\text{disc}_{m^2} J_1 \left( m^2 \right) \otimes C_e J_1 \left( m^2 \right) .
\]
\(^4\)The fact that $C_e J_1$ contains a power of $-m^2$ while $J_1$ contains a power of $m^2$ is because their physical interpretations are most natural in different kinematic regions, which plays a role in the discussion of discontinuities below. It has no effect on the coaction formula, since $\left( m^2 \right)^{-\epsilon} \otimes \left( -m^2 \right)^{-\epsilon} = \left( m^2 \right)^{-\epsilon} \otimes \left( m^2 \right)^{-\epsilon}$.
Similarly, we can check that eq. (3.8) is consistent with eq. (2.17) under differentiation. Indeed, we have

\[ m^2 \frac{\partial}{\partial m^2} J_1(m^2) = -\epsilon J_1(m^2) \quad \text{and} \quad m^2 \frac{\partial}{\partial m^2} C_e [J_1(m^2)] = -\epsilon C_e J_1(m^2), \tag{3.12} \]

and so we find

\[ \Delta_{\text{MPL}} \left[ m^2 \frac{\partial}{\partial m^2} J_1(m^2) \right] = -\epsilon \Delta_{\text{MPL}} [J_1(m^2)] = -\epsilon J_1(m^2) \otimes C_e J_1(m^2), \tag{3.13} \]

This simple example demonstrates some important features common to all the cases studied in this paper: the coaction on a one-loop integral can be written such that all the first entries are Feynman integrals, while the second entries are cuts of the original integral.

### 3.2 The massless bubble integral

As a second example, let us consider the bubble integral \( \tilde{J}_2(p^2) \) with two massless propagators in \( D = 2 - 2\epsilon \) dimensions. The bubble with massive propagators will be considered in Section 3.4. This integral admits a simple analytic form,

\[ \tilde{J}_2(p^2) = -\frac{2c_\Gamma}{\epsilon} \left( -p^2 \right)^{1-\epsilon}, \tag{3.14} \]

where we have defined \( c_\Gamma \) as the usual ratio of \( \Gamma \) functions,

\[ c_\Gamma = \frac{\epsilon^{\gamma_E \Gamma} \Gamma(1 - \epsilon) \Gamma(1 + \epsilon)}{\Gamma(1 - 2\epsilon)}. \tag{3.15} \]

Both single-propagator cuts of this integral vanish because the propagators are massless [45], and only its two-propagator cut is nonzero,

\[ C_{e_1 e_2} \tilde{J}_2(p^2) = -2 \left( \frac{\epsilon^{\gamma_E \Gamma} \Gamma(1 - \epsilon)}{\Gamma(1 - 2\epsilon)} \right) (p^2)^{-1-\epsilon}. \tag{3.16} \]

The integral, and its cut normalized to its maximal cut \( j_2 \) as defined in eq. (2.10), are

\[ = J_2(p^2) = -\frac{c_\Gamma}{\epsilon} \left( -p^2 \right)^{-\epsilon}, \quad \text{and} \quad = C_{e_1 e_2} J_2(p^2) = \frac{\epsilon^{\gamma_E \Gamma} \Gamma(1 - \epsilon)}{\Gamma(1 - 2\epsilon)} (p^2)^{-\epsilon}. \tag{3.17} \]

Using the same reasoning as for the tadpole, it is easy to check that we can rearrange all the terms in the coaction on \( J_2(p^2) \) into the form

\[ \Delta_{\text{MPL}} [J_2(p^2)] = J_2(p^2) \otimes C_{e_1 e_2} J_2(p^2), \tag{3.18} \]

or, in terms of graphs,

\[ \Delta_{\text{MPL}} \left[ \begin{array}{c} \hline \\ \hline \\ \hline \end{array} \right] = \begin{array}{c} \hline \\ \hline \\ \hline \end{array} \otimes \begin{array}{c} \hline \\ \hline \\ \hline \end{array}. \tag{3.19} \]
It is easy to check that eq. (3.19) is consistent with the derivatives and the discontinuities of the \( J_2(p^2) \) upon noting that \( J_2(p^2) \) has a single branch cut for \( p^2 > 0 \), and the discontinuity across the cut is \[ \text{disc}_{p^2} J_2(p^2) = -\theta(p^2) C_{e_1 e_2} J_2(p^2). \] (3.20)

3.3 The triangle integral with three massive external legs

Since the previous examples were one-scale integrals, their functional dependence on the scale was very simple. We now analyze the scalar triangle with three external scales, but no internal propagator masses, computed in \( D = 4 - 2\epsilon \) as per eq. (2.3). The external masses are denoted \( p^2_i \), with \( i \in \{1, 2, 3\} \), and the integral evaluates to \[ \tilde{J}_3(p^2_1, p^2_2, p^2_3) = \left( \frac{-p^2_1}{(z - \bar{z})} \right) [T(z, \bar{z}) + \mathcal{O}(\epsilon)]. \] (3.21)

The function \( T(z, \bar{z}) \) is given by

\[
T(z, \bar{z}) = -2 \text{Li}_2(z) + 2 \text{Li}_2(\bar{z}) - \log(z\bar{z}) \log \left( \frac{1 - z}{1 - \bar{z}} \right). \]

(3.22)

Higher-order terms in the \( \epsilon \) expansion in eq. (3.21) are also known \[78, 79\], but for simplicity we focus on the leading term in the expansion. The arguments of \( T(z, \bar{z}) \) are the two dimensionless variables \( z \) and \( \bar{z} \) defined by

\[ z \bar{z} = \frac{p^2_2}{p^2_1} \quad \text{and} \quad (1 - z)(1 - \bar{z}) = \frac{p^2_3}{p^2_1}. \] (3.23)

It is easy to write down the coaction on \( T(z, \bar{z}) \). We find

\[
\Delta_{MPL}[T(z, \bar{z})] = T(z, \bar{z}) \otimes 1 + 1 \otimes T(z, \bar{z}) + \log(z\bar{z}) \otimes \log \left( \frac{1 - \bar{z}}{1 - z} \right) \] (3.24)

\[ + \log[(1 - z)(1 - \bar{z})] \otimes \log \frac{z}{\bar{z}} \]

\[ = T(z, \bar{z}) \otimes 1 + 1 \otimes T(z, \bar{z}) + \log(-p^2_2) \otimes \log \left( \frac{1 - \bar{z}}{1 - z} \right) + \log(-p^2_3) \otimes \log \frac{z}{\bar{z}} \]

\[ + \log(-p^2_1) \otimes \log \frac{\bar{z}(1 - z)}{z(1 - \bar{z})}, \]

where the second line displays the first-entry condition \[34, 80\], which states that in the case of massless propagators it is possible to arrange the terms in the coaction in such a way that all left-most entries of weight one in the coaction are logarithms of Mandelstam invariants.

We want to see that the coaction in eq. (3.24) can be written entirely in terms of Feynman integrals and their cuts. In the following, we concentrate on the leading term in the \( \epsilon \) expansion, but we have checked explicitly that the conclusion holds at least through weight 4. In order to understand the analysis, it is convenient to group the terms in eq. (3.24) into three categories: the term \( T(z, \bar{z}) \otimes 1 \), the term \( 1 \otimes T(z, \bar{z}) \), and the rest. We call the first two of these categories trivial.
We start by interpreting the term $\mathcal{T}(z, \bar{z}) \otimes 1$ in the coaction. Working with the normalized integral $J_3$, we have

$$
1 \begin{bmatrix} 1 \ \ 2 \ \ 3 \\ 1 \ \ 5 \ \ 3 \\ 3 \ \ 5 \ \ 1 \\ 3 \ \ 1 \ \ 3 \end{bmatrix} = J_3 = \mathcal{T}(z, \bar{z}) + \mathcal{O}(\epsilon) ,
$$

(3.25)

and

$$
1 \begin{bmatrix} 1 \ \ 2 \ \ 3 \\ 1 \ \ 2 \ \ 5 \\ 3 \ \ 5 \ \ 1 \\ 3 \ \ 1 \ \ 3 \end{bmatrix} = C_{e_1 e_2 e_3} J_3 = 1 + \mathcal{O}(\epsilon) ,
$$

(3.26)

where the integers labeling the external edges refer to the external momentum flowing through that edge. If we assume that there exists a representation of the coaction on this triangle similar to the cases of the tadpole and bubble, then we would expect that the term $\mathcal{T}(z, \bar{z}) \otimes 1$ in the coaction of eq. (3.24) should be reproduced using the three-propagator cut of eq. (3.25) in the second entry. Indeed we see that

$$
1 \begin{bmatrix} 1 \ \ 2 \ \ 3 \\ 1 \ \ 5 \ \ 3 \\ 3 \ \ 5 \ \ 1 \\ 3 \ \ 1 \ \ 3 \end{bmatrix} \otimes 1 \begin{bmatrix} 1 \ \ 2 \ \ 3 \\ 1 \ \ 2 \ \ 5 \\ 3 \ \ 5 \ \ 1 \\ 3 \ \ 1 \ \ 3 \end{bmatrix} = \mathcal{T}(z, \bar{z}) \otimes 1 + \mathcal{O}(\epsilon) .
$$

(3.27)

Next, let us analyze the terms in eq. (3.24) that have a logarithm in both entries,

$$
\Delta_{1,1} [\mathcal{T}(z, \bar{z})] = \log(-p_1^2) \otimes \log \frac{\bar{z}(1-z)}{z(1-\bar{z})} + \log(-p_2^2) \otimes \log \frac{1-\bar{z}}{1-z} + \log(-p_3^2) \otimes \log \frac{\bar{z}}{z} .
$$

(3.28)

Following the same logic as for the tadpole and bubble integrals, we would expect that the logarithms in the second entry are related to the discontinuities of the triangle in one of the external scales, i.e., they should correspond to the two-propagator cuts of the triangle. Indeed, computing the two-propagator cuts one obtains:

$$
1 \begin{bmatrix} 1 \ \ 2 \ \ 3 \\ 1 \ \ 5 \ \ 3 \\ 3 \ \ 5 \ \ 1 \\ 3 \ \ 1 \ \ 3 \end{bmatrix} = C_{e_1 e_2} J_3 = \log \frac{\bar{z}(1-z)}{z(1-\bar{z})} + \mathcal{O}(\epsilon) ,
$$

$$
1 \begin{bmatrix} 1 \ \ 2 \ \ 3 \\ 1 \ \ 2 \ \ 5 \\ 3 \ \ 5 \ \ 1 \\ 3 \ \ 1 \ \ 3 \end{bmatrix} = C_{e_2 e_3} J_3 = \log \frac{1-\bar{z}}{1-z} + \mathcal{O}(\epsilon) ,
$$

(3.29)

and

$$
1 \begin{bmatrix} 1 \ \ 2 \ \ 3 \\ 1 \ \ 5 \ \ 3 \\ 3 \ \ 5 \ \ 1 \\ 3 \ \ 1 \ \ 3 \end{bmatrix} = C_{e_1 e_3} J_3 = \log \frac{\bar{z}}{z} + \mathcal{O}(\epsilon) .
$$

We expect that the logarithms in the left-hand side of eq. (3.28) arise from Feynman integrals that have a discontinuity precisely when the logarithms develop an imaginary part. The natural choice for such a Feynman integral is a bubble integral,

$$
1 \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix} = J_2 (p_1^2) = -\frac{1}{\epsilon} + \log(-p_1^2) + \mathcal{O}(\epsilon) .
$$

(3.30)
Ignoring for the moment the fact that the bubble is divergent, we see that we can indeed write

\[
\Delta_{1,1} [T(z, \tilde{z})] = \frac{1}{2} \left| \begin{array}{c}
1 \\
\epsilon_0 \\
e_2
\end{array} \right| \begin{array}{c}
e_1 \\
1 \\
\epsilon_0
\end{array} + \frac{2}{3} \left| \begin{array}{c}
e_1 \\
1 \\
\epsilon_0
\end{array} \right| \begin{array}{c}
e_2 \\
1 \\
\epsilon_0
\end{array} \right| \begin{array}{c}
e_3 \\
1 \\
\epsilon_0
\end{array} \\
+ \frac{3}{2} \left| \begin{array}{c}
e_3 \\
1 \\
\epsilon_0
\end{array} \right| \begin{array}{c}
e_1 \\
1 \\
\epsilon_0
\end{array} \right| \begin{array}{c}
e_2 \\
1 \\
\epsilon_0
\end{array} \right| \\
\tag{3.31}
\]

where \( X |_{\epsilon^k} \) denotes the coefficient of \( \epsilon^k \) in the Laurent expansion of \( X \).

Finally, let us turn to the term \( 1 \otimes T(z, \tilde{z}) \) in eq. (3.24). To see how this term arises, we rely on eq. (2.9), which relates the result of a Feynman integral to a specific sum of its cuts:

\[
\begin{array}{c}
1 \\
\epsilon^n \\
e_2
\end{array} + \frac{1}{2} \left| \begin{array}{c}
1 \\
\epsilon^n \\
e_2
\end{array} \right| \begin{array}{c}
e_1 \\
1 \\
\epsilon^n
\end{array} \right| + \frac{1}{2} \left| \begin{array}{c}
e_1 \\
1 \\
\epsilon^n
\end{array} \right| \begin{array}{c}
e_2 \\
1 \\
\epsilon^n
\end{array} \right| = - \frac{1}{2} \left| \begin{array}{c}
e_3 \\
1 \\
\epsilon_{n-1}
\end{array} \right| \begin{array}{c}
e_1 \\
1 \\
\epsilon_{n-1}
\end{array} \right| \begin{array}{c}
e_2 \\
1 \\
\epsilon_{n-1}
\end{array} \right| \mod i\pi. \tag{3.32}
\]

The term \( 1 \otimes T(z, \tilde{z}) \) is then reproduced from eq. (3.32) with \( n = 1 \),

\[
1 \otimes T(z, \tilde{z}) = \frac{1}{2} \left| \begin{array}{c}
1 \\
\epsilon_{-1} \\
e_2
\end{array} \right| \begin{array}{c}
e_0 \\
1 \\
\epsilon_{-1}
\end{array} \right| \begin{array}{c}
e_1 \\
1 \\
\epsilon_{-1}
\end{array} \right| \begin{array}{c}
e_3 \\
1 \\
\epsilon_{-1}
\end{array} \right| + \frac{2}{3} \left| \begin{array}{c}
e_0 \\
1 \\
\epsilon_{-1}
\end{array} \right| \begin{array}{c}
e_1 \\
1 \\
\epsilon_{-1}
\end{array} \right| \begin{array}{c}
e_2 \\
1 \\
\epsilon_{-1}
\end{array} \right| \begin{array}{c}
e_3 \\
1 \\
\epsilon_{-1}
\end{array} \right| + \frac{3}{2} \left| \begin{array}{c}
e_3 \\
1 \\
\epsilon_{-1}
\end{array} \right| \begin{array}{c}
e_0 \\
1 \\
\epsilon_{-1}
\end{array} \right| \begin{array}{c}
e_1 \\
1 \\
\epsilon_{-1}
\end{array} \right| \begin{array}{c}
e_2 \\
1 \\
\epsilon_{-1}
\end{array} \right| \tag{3.33}
\]

Note that this relation shows how the poles introduced by the bubble integrals cancel, but also that the pole in eq. (3.30) is actually essential to reproduce the correct term \( 1 \otimes T(z, \tilde{z}) \).

Putting everything together, we have shown that, at least through \( O(\epsilon^0) \), we can write

\[
\Delta_{\text{MPL}} \left[ J_3 \left( p_1^2, p_2^2, p_3^2 \right) \right] = J_2 \left( p_1^2 \right) \otimes C_{\epsilon_1 \epsilon_2} J_3 \left( p_1^2, p_2^2, p_3^2 \right) + J_2 \left( p_2^2 \right) \otimes C_{\epsilon_2 \epsilon_3} J_3 \left( p_1^2, p_2^2, p_3^2 \right) + J_2 \left( p_3^2 \right) \otimes C_{\epsilon_3 \epsilon_1} J_3 \left( p_1^2, p_2^2, p_3^2 \right) \tag{3.34}
\]

or in terms of graphs,

\[
\Delta_{\text{MPL}} \left[ \begin{array}{c}
1 \\
\epsilon_0 \\
e_2
\end{array} \right| \begin{array}{c}
e_1 \\
1 \\
\epsilon_0
\end{array} \right| \begin{array}{c}
e_3 \\
1 \\
\epsilon_0
\end{array} \right| + \frac{2}{3} \left| \begin{array}{c}
e_3 \\
1 \\
\epsilon_0
\end{array} \right| \begin{array}{c}
e_1 \\
1 \\
\epsilon_0
\end{array} \right| \begin{array}{c}
e_2 \\
1 \\
\epsilon_0
\end{array} \right| + \frac{3}{2} \left| \begin{array}{c}
e_2 \\
1 \\
\epsilon_0
\end{array} \right| \begin{array}{c}
e_1 \\
1 \\
\epsilon_0
\end{array} \right| \begin{array}{c}
e_3 \\
1 \\
\epsilon_0
\end{array} \right| \tag{3.35}
\]

This equation has the same structure as the equivalent ones for the tadpole and bubble integrals. We sum over all possible ways to select a subset of the propagators. The first
factor in the coaction is then the Feynman integral with this subset of propagators, while
the second entry corresponds to the cut of the original integral, where precisely the set
of propagators that appear in the first factor are cut. We can also check that eq. (3.35)
agrees with eqs. (2.16) and (2.17). Finally, we repeat that, although we have only discussed
eq(3.35) through finite terms in the $\epsilon$ expansion, we have verified that it continues to hold
at higher orders (up to weight 4, i.e., order $\epsilon^2$), and we conjecture that it holds to all
orders. Higher orders in $\epsilon$ for the cut integrals can be obtained by expanding the all-order
expressions given in Appendix B.3, and for the uncut integrals from refs. [78, 79].

From the three cases that we have seen so far, a pattern emerges in the coaction on one-
loop integrals: in all cases the left factor is constructed by pinching all uncut propagators
of the right factor. (The absence of single-propagator cuts in the last two examples follows
from the fact that both the single cut of a massless propagator and the corresponding
pinched graph, the massless tadpole, are zero in dimensional regularization.) Despite its
validity in the above examples, it turns out that this simple rule is not correct for general
one-loop graphs. In the next section we show an example where it fails, and we explain
how the rule for the diagrammatic coaction should be extended.

3.4 The bubble integral with massive propagators

Let us consider the bubble integral with two propagators with masses $m_1^2$ and $m_2^2$. This
integral is finite in $D = 2 - 2\epsilon$ dimensions. It is convenient to introduce the variables

$$w = \frac{1 + \mu_1 - \mu_2 + \sqrt{\lambda(1, \mu_1, \mu_2)}}{2}, \quad \bar{w} = \frac{1 + \mu_1 - \mu_2 - \sqrt{\lambda(1, \mu_1, \mu_2)}}{2},$$

where $\mu_i = m_i^2/p^2$. The bubble with massive propagators is finite in two dimensions, and
the coaction on the leading term in the $\epsilon$ expansion is (see eqs. (B.11) and (B.15))

$$\Delta_{\text{MPL}}[J_2] = \frac{1}{2} \left( \log \frac{w(1 - \bar{w})}{\bar{w}(1 - w)} \otimes 1 + 1 \otimes \log \frac{w(1 - \bar{w})}{\bar{w}(1 - w)} \right) + \mathcal{O}(\epsilon).$$

If we apply the naive diagrammatic rule for the coaction stated at the end of the previous
section, then the coaction on the bubble with massive propagators should be given by (see
eqs. (B.12), (B.13) and (B.14))

$$\begin{align*}
\begin{picture}(100,100)
\put(0,0){\circle{100}}
\put(0,0){\line(1,0){100}}
\put(0,0){\line(0,1){100}}
\put(0,0){\line(1,1){50}}
\put(0,0){\line(-1,1){50}}
\put(0,0){\circle{20}}
\put(0,0){\circle{10}}
\end{picture} & \otimes \begin{picture}(100,100)
\put(0,0){\circle{100}}
\put(0,0){\line(1,0){100}}
\put(0,0){\line(0,1){100}}
\put(0,0){\line(1,1){50}}
\put(0,0){\line(-1,1){50}}
\put(0,0){\circle{20}}
\put(0,0){\circle{10}}
\end{picture} + \begin{picture}(100,100)
\put(0,0){\circle{100}}
\put(0,0){\line(1,0){100}}
\put(0,0){\line(0,1){100}}
\put(0,0){\line(1,1){50}}
\put(0,0){\line(-1,1){50}}
\put(0,0){\circle{20}}
\put(0,0){\circle{10}}
\end{picture} \otimes \begin{picture}(100,100)
\put(0,0){\circle{100}}
\put(0,0){\line(1,0){100}}
\put(0,0){\line(0,1){100}}
\put(0,0){\line(1,1){50}}
\put(0,0){\line(-1,1){50}}
\put(0,0){\circle{20}}
\put(0,0){\circle{10}}
\end{picture} + \begin{picture}(100,100)
\put(0,0){\circle{100}}
\put(0,0){\line(1,0){100}}
\put(0,0){\line(0,1){100}}
\put(0,0){\line(1,1){50}}
\put(0,0){\line(-1,1){50}}
\put(0,0){\circle{20}}
\put(0,0){\circle{10}}
\end{picture} \otimes \begin{picture}(100,100)
\put(0,0){\circle{100}}
\put(0,0){\line(1,0){100}}
\put(0,0){\line(0,1){100}}
\put(0,0){\line(1,1){50}}
\put(0,0){\line(-1,1){50}}
\put(0,0){\circle{20}}
\put(0,0){\circle{10}}
\end{picture} =
\end{align*}$$

$$= \frac{1}{\epsilon} \otimes 1 + \mathcal{O}(\epsilon^0),$$

and we see that this combination exhibits a pole in $\epsilon$, unlike the expression in eq. (3.37).

We claim that the correct rule to obtain the coaction on a one-loop Feynman integral is
stated as follows: the second entries run over cut integrals with the same propagators as the
original integral, cutting all possible nonempty subsets of (originally uncut) propagators.
We distinguish the cases with even and odd numbers of cut propagators. Then,

5There is an alternative way to state this rule, where instead of adding graphs with pinched edges in
the first factor, we add graphs with additional cut edges in the second entry. We return to this point in
section 4.
• if the number of cut edges is odd, then the first entry is the graph obtained by
pinching the uncut edges;

• if the number of cut edges is even, then the first entry is the graph obtained by
pinching the uncut edges, plus one-half times the sum of all graphs obtained by
pinching an extra edge.

Applying this rule to the bubble integral with massive propagators, we find

\[ \Delta_{\text{MPL}} \left[ \begin{array}{c} e_1 \\ e_2 \\ e_1 \neq e_2 \end{array} \right] = \left( \begin{array}{c} e_1 \\ e_2 \\ e_1 \neq e_2 \end{array} + \frac{1}{2} \right) \otimes e_1 \neq e_2 \]

\[ + e_1 \otimes e_1 + e_2 \otimes e_2 + \frac{1}{2} e_1 \otimes e_2. \]  

We have checked that eq. (3.39) correctly reproduces the coaction on \( J_2 \) up to \( \mathcal{O}(\epsilon^3) \), and we thus conjecture that it holds to all orders. This is a nontrivial relation, given that the \( \epsilon \) expansions of the two-mass bubble and its cuts contain nontrivial polylogarithms in \( w \) and \( \bar{w} \). Moreover, the left-hand side of eq. (3.39) is finite, while the right-hand side involves divergent tadpole integrals. Just as in the case of the triangle integral, the poles cancel due to relations among the different cuts of the two-mass bubble — see eqs. (2.7) and (2.8). Stated more precisely, the poles introduced by the tadpoles cancel because the single and double cuts of the bubble are related by eq. (2.9),

\[ C_{e_1} J_2 + C_{e_2} J_2 + C_{e_1 e_2} J_2 = -\epsilon J_2 \mod i\pi. \]  

(3.40)

Let us conclude this example by looking at the limit where the propagators become massless. Since massless tadpoles vanish in dimensional regularization, we see that the diagrammatic relation of eq. (3.39) reduces to eq. (3.19) in the limit where both propagators are massless. Note that this becomes a nontrivial statement about integrals, because the \( \epsilon \)-expansion does not commute with the massless limit, and the limit \( m_1^2, m_2^2 \rightarrow 0 \) can only be taken before expansion in \( \epsilon \). Similarly, we obtain from eq. (3.39) a prediction for the coaction on the bubble integral with one massive and one massless propagator. If, say, \( m_2^2 \rightarrow 0 \), then we drop all massless tadpoles in eq. (3.39), and we obtain

\[ \Delta_{\text{MPL}} \left[ \begin{array}{c} e_1 \\ e_2 \\ e_1 \neq e_2 \end{array} \right] = \left( \begin{array}{c} e_1 \\ e_2 \\ e_1 \neq e_2 \end{array} + \frac{1}{2} \right) \otimes e_1 \neq e_2 \]

\[ + e_1 \otimes e_1 + e_2 \otimes e_2. \]  

(3.41)

This relation was checked explicitly order by order in \( \epsilon \) up to weight four, and we conjecture it to be valid to all orders in \( \epsilon \) (see Appendix B.2 for explicit expressions for the contributing integrals).

In the examples above, we have observed that the coaction on MPLs can be interpreted as acting on complete Feynman integrals in their \( \epsilon \) expansion (conjecturally to all orders), yielding tensor products of (cut) Feynman integrals. In the following section, we will see that our graphical rules satisfy the axioms of a coaction, and we state our main conjecture of the equivalence of the two coactions.
4 A coaction on cut graphs

In this section, we introduce a family of simple combinatorial operations on graphs and establish that they are coactions. One element of the family will turn out to reproduce the diagrammatic rules of the previous section. We are then able to formulate the conjecture that the diagrammatic coaction reproduces \( \Delta_{MPL} \) on the expansion of one-loop scalar Feynman integrals.

We define objects called \textit{cut graphs}, which are pairs \((G, C)\) where \(G\) is a Feynman graph and \(C\) is a subset of edges of \(G\). Any edge in \(C\) is called \textit{cut}, and all other edges are \textit{uncut}. Note that every Feynman graph \(G\) is naturally also a cut graph \((G, \emptyset)\). The construction proceeds in two steps. First, we show that there is a natural way to equip the algebra of cut graphs with a coaction. Second, we introduce a deformation of the coaction to account for the terms proportional to \(1/2\) that appear in the coaction of the bubble integral in Section 3.4. We refer the reader to Appendix A for a summary of the notation used in this paper.

4.1 The incidence coaction on cut graphs

We denote the free algebra generated by all cut graphs by \(A\). There is a simple and natural way to define a coaction on \(A\), namely

\[
\Delta_{\text{Inc}}(G, C) = \sum_{C \subseteq X \subseteq E_G, X \neq \emptyset} (G_X, C) \otimes (G, X),
\]

where \(E_G\) denotes the set of edges of \(G\) (that are not external edges), and \(G_X\) denotes the graph obtained from \(G\) by contracting all edges that do not belong to \(X\).

Equation (4.1) has a very simple combinatorial interpretation: \(\Delta_{\text{Inc}}(G, C)\) is obtained by summing over all possible terms whose second entries are the same graph, but with additional cut edges. The corresponding first entries are obtained by contracting all edges that are not cut in the second entry. Alternatively, we can say that the first entries are contractions of all possible subsets of uncut edges, and the corresponding second entries have cuts of all the edges left uncontracted in the first entry.

We point out that eq. (4.1) does not define a coproduct, but rather a coaction, on \(A\). The definition of a coaction requires the existence of a Hopf algebra (cf. the relationship between \(A\) and \(H\) in Section 2.3 — see Appendix C for more details). In particular, we show that this coaction is closely related to \textit{incidence Hopf algebras}. In order to keep the present discussion as light as possible, we only introduce the main definitions that we need to state our conjectural relationship between \(\Delta_{\text{Inc}}\) and \(\Delta_{MPL}\), and we refer to Appendix C for a more rigorous exposition.

Let us look at some simple examples of how \(\Delta_{\text{Inc}}\) acts on cut graphs. As in the graphs drawn in the previous section, edges are labelled and cut edges are depicted with red dashed
lines. For a bubble graph, we have

\[
\Delta_{\text{Inc}}\begin{array}{c}
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\end{array} = \begin{array}{c}
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\end{array} \\
\quad \quad \quad \quad \quad \quad + \begin{array}{c}
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\end{array} \\
\quad \quad \quad \quad \quad \quad + \begin{array}{c}
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\end{array} .
\] (4.2)

For an example of applying (4.1) to a graph with cut propagators, consider the graph with three edges, of which one is cut. Here we have

\[
\Delta_{\text{Inc}}\begin{array}{c}
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\end{array} = \begin{array}{c}
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\end{array} \\
\quad \quad \quad \quad \quad \quad + \begin{array}{c}
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\end{array} \\
\quad \quad \quad \quad \quad \quad + \begin{array}{c}
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\quad \quad \quad \quad \quad \quad \\
\end{array} .
\] (4.3)

As a final simple example, it is obvious that the coaction on a maximally cut graph, i.e., a cut graph of the form \((G,E_G)\), is

\[
\Delta_{\text{Inc}}(G,E_G) = (G,E_G) \otimes (G,E_G) .
\] (4.4)

4.2 The deformed incidence coaction

We now present a deformation of the coaction in eq. (4.1) that captures the extended rules for the coaction on one-loop Feynman integrals of Section 3.4.

We start by defining an algebra morphism (i.e., a map that preserves the algebra structure) \(\varphi_a : A \to A\), via

\[
\varphi_a(G,C) = (G,C) + a_{E_G} \sum_{e \in E_G/C} (G/e,C) ,
\] (4.5)

where \(C \subseteq E_G\) and \(a_{E_G}\) is defined through

\[
a_X = \begin{cases}
\quad a , & \text{if } n_X \text{ is even,} \\
\quad 0 , & \text{if } n_X \text{ is odd,}
\end{cases} \quad \text{with } a \in \mathbb{Q} ,
\] (4.6)

where \(X\) is a set of edges. Here, \(G/e\) denotes the graph obtained from \(G\) by contracting the edge \(e\). This map is obviously invertible for any value of \(a\), and it therefore induces a new coaction on \(A\) by

\[
\Delta_a \equiv (\varphi_a \otimes \varphi_a)\Delta_{\text{Inc}}\varphi_a^{-1} = (\varphi_a \otimes \text{id})\Delta_{\text{Inc}}
\]

\[
= \sum_{C \subseteq X \subseteq E_G, \ X \neq \emptyset} (G_X,C) + a_X \sum_{e \in X/C} (G_{X \setminus e},C) \otimes (G,X) .
\] (4.7)
Note that the deformed coaction reduces to the incidence coaction for $a = 0$, $\Delta_0 = \Delta_{\text{Inc}}$. As an example, let us consider the action of $\Delta_a$ on the uncut bubble graph,

$$\Delta_a \left[\begin{array}{c} e_1 \\ e_2 \end{array}\right] = \left( \begin{array}{c} e_1 \\ e_2 \end{array} + a \begin{array}{c} e_1 \\ e_3 \end{array} + a \begin{array}{c} e_2 \\ e_3 \end{array} \right) \otimes \begin{array}{c} e_1 \\ e_2 \end{array} + \begin{array}{c} e_1 \\ e_2 \end{array} \otimes \begin{array}{c} e_3 \\ e_4 \end{array} + \begin{array}{c} e_3 \\ e_4 \end{array} \otimes \begin{array}{c} e_1 \\ e_2 \end{array}. \quad (4.8)$$

Comparing the previous equation to eq. (3.39), we see that the two coactions agree for $a = 1/2$. In the next section we will argue that this is a general feature, and that there is a connection between the coaction $\Delta_{1/2}$ on (cut) one-loop graphs and the coaction $\Delta_{\text{MPL}}$ on (cut) one-loop Feynman integrals.

While the deformation parameter $a$ appears only in the first factor in eq. (4.7), it is easy to show that one can write $\Delta_a$ equivalently with the deformation parameter appearing only in the second factor,

$$\Delta_a = (\text{id} \otimes \psi_a)\Delta_{\text{Inc}}, \quad (4.9)$$

where $\psi_a$ is defined by

$$\psi_a(G, C) = (G, C) + (a - a_C) \sum_{e \in E_{G/C}} (G, C \cup e), \quad (4.10)$$

with $a_C$ defined in eq. (4.6). For example, it is easy to check that we can rearrange terms and write eq. (4.8) in the equivalent form

$$\Delta_a \left[\begin{array}{c} e_1 \\ e_2 \end{array}\right] = \begin{array}{c} e_1 \\ e_2 \end{array} \otimes \begin{array}{c} e_1 \\ e_2 \end{array} + \begin{array}{c} e_3 \\ e_4 \end{array} \otimes \left( \begin{array}{c} e_1 \\ e_2 \end{array} + a \begin{array}{c} e_1 \\ e_3 \end{array} \right) + \begin{array}{c} e_3 \\ e_4 \end{array} \otimes \left( \begin{array}{c} e_1 \\ e_2 \end{array} + a \begin{array}{c} e_2 \\ e_3 \end{array} \right). \quad (4.11)$$

4.3 The main conjecture

We can now formulate our main conjecture: the coaction $\Delta_{\text{MPL}}$ on one-loop Feynman integrals admits a purely diagrammatic description. To be more precise, we will write the formula in terms of the basis integrals. If $(G, C)$ is a one-loop cut graph, we denote by $I$ the linear map that associates to $(G, C)$ its cut integral $I(G, C) \equiv C_C J_G$ in $D_n$ dimensions, as defined in eq. (2.3). Here $J_G$ denotes the one-loop Feynman integral associated to the graph $G$, and normalized to the leading order of its maximal cut as given in eq. (2.10).

Our conjecture can then be written in the explicit form

$$\Delta_{\text{MPL}} I(G, C) = (I \otimes I) \Delta_{1/2}(G, C). \quad (4.12)$$

Equation (4.12) implies that the combinatorics of the coaction $\Delta_{\text{MPL}}$ of one-loop integrals is entirely captured by the coaction $\Delta_{1/2}$ on cut graphs. It is remarkable that such a formula exists at all: the left-hand side of eq. (4.12) involves the coaction on MPLs of refs. [1, 2], order by order in dimensional regularization, while the right-hand side only involves the
coaction on cut graphs, which reproduces the left-hand side if each factor in the coaction
is separately expanded in $\epsilon$. It is noteworthy that eq. (4.12) makes no distinction between
massive and massless integrals, while in general the $\epsilon$-expansion does not commute with
the massless limit, where new infrared singularities might develop.

Using eq. (4.7) we can write our conjecture for the basis integrals and their cuts more
explicitly as

$$
\Delta_{\text{MPL}}(C_{C\hat{J}G}) = \sum_{C \subseteq X \subseteq E_{G}, X \neq \emptyset} \left( C_{C\hat{J}G_{X}} + a_{X} \sum_{e \in X \setminus C} C_{C\hat{J}G_{X \setminus e}} \right) \otimes C_{X\hat{J}G},
$$

(4.13)

with $a_{X} = 1/2$ if $n_{X}$ is even and $a_{X} = 0$ otherwise. The case of uncut integrals is recovered
for $C = \emptyset$. It is useful to introduce a shorthand notation for the combination of integrals
appearing in the left component of the coaction,

$$
\hat{J}_{G} \equiv J_{\varphi/2(G)} = J_{G} + a_{E_{G}} \sum_{e \in E_{G}} J_{G \setminus e}, \quad a = 1/2,
$$

(4.14)

with the straightforward generalization for cut integrals (cut edges are not pinched),

$$
C_{C}\hat{J}_{G} \equiv C_{C}\hat{J}_{G} + a_{E_{G}} \sum_{e \in E_{G} \setminus C} C_{C\hat{J}_{G \setminus e}}.
$$

(4.15)

With this definition our conjecture takes the simple form:

$$
\Delta_{\text{MPL}}(C_{C\hat{J}G}) = \sum_{C \subseteq X \subseteq E_{G}, X \neq \emptyset} C_{C\hat{J}G_{X}} \otimes C_{X\hat{J}G}.
$$

(4.16)

Equation (4.9) implies that we can cast the conjecture (4.16) (or (4.13)) in the equivalent form

$$
\Delta_{\text{MPL}}(C_{C\hat{J}G}) = \sum_{C \subseteq X \subseteq E_{G}, X \neq \emptyset} C_{C\hat{J}G_{X}} \otimes \left( C_{X\hat{J}G} + (a - a_{C}) \sum_{e \in E_{G} \setminus C} C_{X_{e}\hat{J}G} \right),
$$

(4.17)

with $a = 1/2$.

Our conjecture (4.12), or equivalently eq. (4.16) or (4.17), is a special case of a more
general coaction presented in ref. [36], which is formulated in terms of master integrands
and master contours. Before making this connection more precise in Section 10, we will
give ample evidence that eq. (4.12) indeed holds for one-loop graphs, and then explore its
implications for the study of discontinuities and differential equations.

5 Dimensional regularization

We start with a general discussion of the structure of the conjecture (4.12) in
dimensional regularization. Our first goal is to be able to identify which diagrams contribute to
each coaction component in the grading by weight. Then, we discuss how the trivial coaction
components are correctly reproduced. We focus on the coaction on an uncut Feynman
integral, $C = \emptyset$ in eq. (4.16). The generalization to cut integrals is straightforward. We
refer the reader to Appendix A for a summary of the notation used in this paper.
5.1 The diagrammatic coaction in dimensional regularization

\( \Delta_{\text{MPL}} \) acts on the coefficients of the Laurent expansion in \( \epsilon \) of (cut) Feynman integrals. It is convenient to introduce the following notation for terms in the Laurent expansion:

\[
 J_G = \sum_j \epsilon^j J_G^{(j)}, \quad \hat{J}_{GX} = \sum_j \epsilon^j \hat{J}_{GX}^{(j)}, \quad C_X J_G = \sum_j \epsilon^j C_X^{(j)} J_G. \tag{5.1}
\]

We would like to sort terms on the two sides of eq. (4.16) with \( C = \emptyset \), order by order, according to their weight.

We denote the weight of a given polylogarithmic function \( F \) by \( w(F) \). We define the weight of a basis function before expansion in \( \epsilon \) as the weight of the \( O(\epsilon^0) \) term, namely

\[
 w_G \equiv w(J_G) \equiv w\left(J_G^{(0)}\right) = \left\lceil \frac{n_G}{2} \right\rceil. \tag{5.2}
\]

Then, the weight of the \( O(\epsilon^j) \) terms in the expansion of our basis functions is

\[
 w\left(J_G^{(j)}\right) = w_G + j. \tag{5.3}
\]

One may verify by explicit calculation that the \( D = 2 - 2\epsilon \) tadpoles and bubbles are functions of weight one, the \( D = 4 - 2\epsilon \) triangles and boxes are functions of weight two, the \( D = 6 - 2\epsilon \) pentagons and hexagons are functions of weight three, and so on (see Appendix B for some examples). The coaction \( \Delta_{\text{MPL}} \) respects the weight grading of the MPLs, and we find

\[
 \Delta_{\text{MPL}}[J_G] = \sum_j \epsilon^j \Delta_{\text{MPL}}[J_G^{(j)}] = \sum_j \epsilon^j \sum_{k=0}^{w_G+j} \Delta_{k,w_G+j-k}[J_G^{(j)}], \tag{5.4}
\]

where \( \Delta_{a,b} \) denotes the coaction component where the first and second factors have weights \( a \) and \( b \) respectively, as defined below eq. (2.15).

On the right-hand side of (4.16), for \( C = \emptyset \), the left and right entries of each term have the following weights, respectively:

\[
 w_X \equiv w\left(\hat{J}_{GX}\right) = \left\lceil \frac{n_X}{2} \right\rceil, \quad w(C_X J_G) = w_G - w_X. \tag{5.5}
\]

After sorting the terms of eq. (4.16) by powers of \( \epsilon \) and by weight, one obtains the following relation:

\[
 \Delta_{k,w_G+j-k}[J_G^{(j)}] = \sum_{X \subseteq E_G, X \neq \emptyset} \hat{J}_{GX}^{(k-w_X)} \otimes C_X^{(w_X+j-k)} J_G, \tag{5.6}
\]

For finite integrals, \( (k-w_X) \geq 0 \) and \( (w_X+j-k) \geq 0 \). However, it is known that one-loop integrals can be divergent, so we briefly discuss these cases now.

By simple power counting, one finds that \( J_1(m^2) \) is ultraviolet-divergent, while all other \( J_n \) for \( n > 1 \) are ultraviolet finite. Soft divergences, which arise when all components of the loop momentum become small at the same rate, can also be identified by power counting, and we find that only the \( J_n \) with \( n \leq 4 \) can have soft divergences. We can then

---

6This operation is well defined because the \( J_n \) and their cuts are pure functions.
use collinear scaling of the loop momentum \cite{81} to identify the diagrams with collinear
divergences, and again we find that the only $J_n$ that can be divergent are those with $n \leq 4$.
Finally, cuts of finite one-loop integrals are finite \cite{45}. Thus we can list the divergent
integrals explicitly. For $n$ odd, in which case $\hat{J}_n = J_n$,

- $J_1$ is ultraviolet divergent and diverges as $O(\epsilon^{-1})$. Its cut is finite.
- $J_3$ is infrared divergent if and only if $C_{e_1 e_2 e_3} J_3 = 0$. The single-scale triangle, $J_3(p^2)$,
diverges as $O(\epsilon^{-2})$, while all other divergent cases behave like $O(\epsilon^{-1})$. Single or
double cuts of divergent triangles are either zero or divergent (see Appendix B.3).
- For all $n \geq 5$, the $J_n$ and their cuts are finite.

For $n$ even, $\hat{J}_n \neq J_n$, and we find that

- $\hat{J}_2$ diverges as $O(\epsilon^{-1})$, regardless of whether any propagator is massive or massless.
The massless bubble $J_2(p^2)$ and one-mass bubble $J_2(p^2; m^2)$ diverge as $O(\epsilon^{-1})$ while
$J_2(p^2; m_1^2, m_2^2)$ is finite. Cuts of all these integrals are finite.
- $\hat{J}_4$ is always finite, but some $J_4$ diverge as $O(\epsilon^{-2})$ or $O(\epsilon^{-1})$. $J_4$ is infrared divergent
if and only if $C_{e_i e_j e_k} J_4 = 0$ for some choice of $\{e_i, e_j, e_k\} \in E_G$. Single or double cuts
of the divergent $J_4$ diverge at most as $O(\epsilon^{-1})$.
- For all $n \geq 6$, the $\hat{J}_n$, the $J_n$, and their cuts are finite.

With this information, we can now determine which (cut) integrals at which order in their
Laurent expansion in $\epsilon$ contribute to eq. (5.6) for each value of $k$.

From eq. (5.6) we see that coaction components with low weight in the left entry (i.e.,
small $k$) are fully determined by the simplest topologies (i.e., those with small $w_X$). The
$k = 0$ coaction component is determined by tadpoles and bubbles on the left, along with
single or double propagator cuts on the right. With increasing weight of the left entry, one
begins to probe more complex topologies (on the left) along with cuts of more propagators
(on the right). Conversely, let us look at components with a function of weight zero in
the right entry of the coaction ($k = w_G + j$ in eq. (5.6)) and suppose that we restrict our
analysis to finite integrals. These components are fully determined by the maximal cut for
odd $n_G$, and by both the maximal and next-to-maximal cuts for even $n_G$. Similarly, the
components with weight one in the right entry, ($k = w_G + j - 1$) are determined by the
maximal, next-to-maximal, and next-to-next-to-maximal cut for odd $n_G$, while for even
$n_G$ we must also include the next-to-next-to-maximal cut.

### 5.2 Divergences and trivial coaction components

In this section we address two apparent issues about our conjecture (4.16) for $C = \emptyset$:

1) Even for finite integrals $J_G$, the right-hand side of eq. (4.16) involves divergent tadpole
and/or bubble integrals.
2) The coaction on a pure function $f$ always takes the form
\[
\Delta_{\text{MPL}}(f) = 1 \otimes f + f \otimes 1 + \Delta'_{\text{MPL}}(f),
\]
where $\Delta'_{\text{MPL}}(f)$ denotes the reduced coaction, i.e., the terms in the coaction where each of the two factors has weight at least one. It is not immediately clear how eq. (4.16) reproduces the specific terms separated in eq. (5.7) with weight 0 entries, which we call the trivial components.

In the remainder of this section, we show how these two issues are resolved, giving strong support to the validity of the conjecture.

We consider the integrals $J_G$, with $n_G \geq 3$, in the generic case where all external legs are off-shell, postponing the discussion of divergent integrals to Section 6. Given a finite integral $J_G$, it is clear that for eq. (4.16) to be consistent, all the poles coming from the tadpole and bubble integrals on the right-hand side must cancel.

We start from eq. (4.16) and concentrate on the terms with tadpole and bubble integrals in the first entry,
\[
\Delta_{\text{MPL}}(J_G) = \sum_{e \in E_G} J_e \otimes C_e J_G + \sum_{\{e,e'\} \subset E_G} \hat{J}_{ee'} \otimes C_{ee'} J_G + \cdots,
\]
(5.8)
where we use the shorthand notation for tadpoles and bubbles,
\[
J_e \equiv J_{G(e)}, \quad J_f \equiv J_{G(e')} \quad \text{and} \quad J_{ee'} \equiv J_{G(e,e')}.
\]
(5.9)
The dots in eq. (5.8) indicate terms that do not contain tadpoles or bubbles and are hence finite.

Let us analyze the set of terms in eq. (5.8) which contain the single cuts. If a propagator is massless, then both the corresponding tadpole and single cut vanish [45], and if a propagator is massive, then the tadpole contributes a single pole in $\epsilon$, $J_e = -\frac{1}{\epsilon} + O(1)$. The contribution from the single cuts can always be written as
\[
- \frac{1}{\epsilon} \otimes \sum_{e \in E_G} C_e J_G + O(1),
\]
(5.10)
where the only nonvanishing contributions in the sum are the ones corresponding to cuts of massive propagators.

We have seen in the previous subsection that $\hat{J}_{ee'}$ always has a simple pole in $\epsilon$. Specifically, we have $\hat{J}_{ee'} = -\frac{1}{\epsilon} + O(1)$. We then see that the divergent terms on the right-hand side of eq. (5.8) always appear in the following combination:
\[
- \frac{1}{\epsilon} \otimes \left[ \sum_{e \in E_G} C_e J_G + \sum_{\{e,e'\} \subset E_G} C_{ee'} J_G \right] + O(1).
\]
(5.11)
From eq. (2.9) we know that the single and double cuts of every one-loop integral $J_G$ combine to produce $\epsilon$ times the original integral. The same relation allows us now to
see that all the divergences in (5.11) cancel, and the $1/\epsilon$ poles of the tadpole and bubble integrals combine to contribute a term of the form

$$1 \otimes J_G.$$  \hspace{1cm} (5.12)

to the right-hand side of eq. (5.8). We emphasize that the leading pole terms in uncut bubbles and tadpoles are the only possible source of weight zero terms in the first entry of the coaction for finite integrals (see eq. (5.6)). Note in particular that the $\mathcal{O}(1)$ terms which we neglected in eqs. (5.10) and (5.11) cannot contribute to the coaction component with weight zero in the left entry.

Thus far we have addressed the first issue raised in the beginning of this section (cancellation of poles on the right-hand side of eq. (4.16)) as well as part of the second, namely we have seen how the first term in (5.7), $1 \otimes f$, is generated. Let us now discuss how the second term, $f \otimes 1$, is reproduced.

As already discussed at the end of Section 5.1, if $n_G$ is odd, then only the maximal cut contributes to weight zero,

$$J_G \otimes \mathcal{C}_{E_G} J_G = J_G \otimes 1 + \mathcal{O}(\epsilon), \quad \text{for } n_G \text{ odd.} \hspace{1cm} (5.13)$$

If $n_G$ is even, however, then the next-to-maximal cuts also contribute at weight zero. In ref. [45] it was shown that if $n_G$ is even, then the maximal and next-to-maximal cuts are related by

$$\mathcal{C}_{E_G \setminus e} J_G = -\frac{1}{2} \mathcal{C}_{E_G} J_G + \mathcal{O}(\epsilon). \hspace{1cm} (5.14)$$

The full contribution to weight zero in the second factor of the coaction is then

$$\left(J_G + \frac{1}{2} \sum_{e \in E_G} J_{E_G \setminus e} \right) \otimes \mathcal{C}_{E_G} J_G + \sum_{e \in E_G} J_{E_G \setminus e} \otimes \mathcal{C}_{E_G \setminus e} J_G = J_G \otimes 1 + \mathcal{O}(\epsilon), \hspace{1cm} (5.15)$$

which reproduces the second trivial component on the right-hand side of eq. (5.7).

\section{Diagrammatic coaction on some one-loop Feynman integrals}

In this section we discuss some examples of our conjecture. These examples are chosen to highlight some nontrivial features and also serve as a check of the conjecture itself. In each case where we display the $\Delta_{1/2}$ coaction diagrammatically, we have verified explicitly that the relation in (4.12) holds, namely computing the first few orders in the $\epsilon$ expansion of the integral on the left-hand side, and then taking the coaction on MPLs, is found to be equal to the graphical coaction, where each (cut) diagram on the right-hand side is replaced by the corresponding integral, which is then expanded in $\epsilon$. Explicit expressions for the relevant (cut) integrals are compiled in Appendix B, and we refer the reader to Appendix A for a summary of the notation used in this paper.

While we discuss only a few examples here, we have checked that our conjecture holds for all diagrams with up to three propagators, for all assignments of internal and external
masses, at least up to terms of weight four in the Laurent expansion in dimensional regularization. In addition, we have checked that the coaction on the following one-loop box integrals is correctly reproduced at least up to terms of weight four in the $\epsilon$-expansion:

- box integrals with massless propagators and up to two external masses.
- the box integral with massless external legs and one massive propagator.
- the box integral with massless external legs and two adjacent massive propagators.

Moreover, we have checked that the coaction on the next-to-maximal cut of the four-mass box with massless propagators is correctly predicted by our conjecture through $O(\epsilon)$. Finally, we have checked the consistency of the diagrammatic coaction with the differential equation satisfied by the massless pentagon, and with the symbol of the massless hexagon as studied in ref. [58].

### 6.1 Reducible one-loop integrals

In Section 5.1 we have seen that triangles diverge if and only if their maximal cut vanishes. The vanishing of the maximal cut implies that the integral is reducible via IBP identities to a linear combination of integrals with fewer propagators. Indeed, for the labelling of internal and external scales of fig. 2 in Appendix B, we find:

$$J_3(p^2) = \frac{1}{\epsilon} J_2(p^2) ,$$

$$J_3(p_1^2, p_2^2) = \frac{1}{\epsilon} \left( J_2(p_1^2) - J_2(p_2^2) \right) ,$$

$$J_3(p_1^2; m_1^2) = \frac{1}{2\epsilon} \left( 2J_2(p_1^2; m_1^2) - J_1(m_1^2) \right) ,$$

$$J_3(p_1^2, p_2^2; m_2^2) = \frac{1}{\epsilon} \left( J_2(p_1^2; m_2^2) - J_2(p_2^2; m_2^2) \right) . $$

These relations can be derived via IBP relations and commute with the operation of cutting propagators. For example,

$$\mathcal{C}_{e_1} J_3(p_1^2; m_1^2) = \frac{1}{2\epsilon} \left( 2\mathcal{C}_{e_1} J_2(p_1^2; m_1^2) - \mathcal{C}_{e_1} J_1(m_1^2) \right) ,$$

$$\mathcal{C}_{e_1, e_2} J_3(p_1^2; m_1^2) = \frac{1}{\epsilon} \mathcal{C}_{e_1, e_2} J_2(p_1^2; m_1^2) . $$

As we have already established in Section 3 that tadpole and bubble integrals satisfy the diagrammatic coaction, it then follows that the integrals in eq. (6.1) also do. For example, we find,

$$\Delta_{1/2} \left[ \begin{array}{c} e_2 \\ e_1, e_3 \end{array} \right] \cdot \Delta_{1/2} \cdot \Delta_{1/2} \left[ \begin{array}{c} e_2 \\ e_1, e_3 \end{array} \right] = \frac{1}{\epsilon} \cdot \frac{1}{\epsilon} \cdot \frac{1}{\epsilon} . $$

---

For the three-point functions with three massive external legs and massive propagators, in view of the complexity of the functions, only the cuts were checked to this order. For the uncut integrals, only the leading order was checked.
These examples illustrate how our conjecture (4.16) correctly reproduces the coaction on one-loop integrals that are divergent and reducible.

6.2 Cancellation of poles

We now illustrate in a specific example of a finite integral how the cancellation of the poles introduced by divergent bubbles and tadpoles can be explained by the relation (2.9) between an uncut integral and its one- and two-propagator cuts. Consider the triangle with one massive external leg and a single non-adjacent massive propagator whose integrated expression is given in eq. (B.26). Its diagrammatic coaction is given by:

\[
\Delta_{1/2} \left[ \begin{array}{c} 1 \\ e_2 \\ e_1 \\ e_3 \\ 1 \\ e_2 \\ e_1 \\ e_3 \end{array} \right] = \begin{array}{c} \circ \otimes \begin{array}{c} 1 \\ e_3 \\ e_1 \\ e_2 \\ 1 \\ e_2 \\ e_1 \\ e_3 \end{array} + \begin{array}{c} \circ \otimes \begin{array}{c} 1 \\ e_3 \\ e_1 \\ e_2 \\ 1 \\ e_2 \\ e_1 \\ e_3 \end{array} \\ + \begin{array}{c} \circ \otimes \begin{array}{c} 1 \\ e_3 \\ e_1 \\ e_2 \\ 1 \\ e_2 \\ e_1 \\ e_3 \end{array} \end{array} \end{array} \right].
\] (6.10)

\[
\Delta_{1/2} \left[ \begin{array}{c} 1 \\ e_2 \\ e_3 \\ e_1 \\ 1 \\ e_2 \\ e_3 \\ e_1 \end{array} \right] = \begin{array}{c} \circ \otimes \begin{array}{c} 1 \\ e_3 \\ e_1 \\ e_2 \\ 1 \\ e_2 \\ e_1 \\ e_3 \end{array} + \begin{array}{c} \circ \otimes \begin{array}{c} 1 \\ e_3 \\ e_1 \\ e_2 \\ 1 \\ e_2 \\ e_1 \\ e_3 \end{array} \end{array} \right].
\] (6.11)
\[ \Delta_{1/2} \begin{bmatrix} \begin{array}{c} e_1 \\
_1 \\
_2 \\
_3 \end{array} \end{bmatrix} = \begin{array}{c} e_1 \\
_1 \\
_2 \\
_3 \end{array} + \begin{array}{c} e_3 \\
_1 \\
_2 \\
_4 \end{array}, \quad (6.12) \]

\[ \Delta_{1/2} \begin{bmatrix} \begin{array}{c} e_2 \\
_1 \\
_3 \\
_1 \end{array} \end{bmatrix} = \begin{array}{c} e_2 \\
_1 \\
_3 \\
_1 \end{array} \quad (6.13) \]

On the right-hand-side of eq. (6.10) there are two divergent contributions:

\[ \begin{array}{c} e_3 \\
_1 \\
_2 \\
_1 \end{array} \mid_{\epsilon^{-1}} \otimes \begin{array}{c} e_2 \\
_1 \\
_3 \\
_1 \end{array} \mid_{\epsilon^0} = -1 \otimes \begin{array}{c} e_2 \\
_1 \\
_3 \\
_1 \end{array} \mid_{\epsilon^0}, \]

and

\[ \begin{array}{c} e_2 \\
_1 \\
_3 \\
_1 \end{array} \mid_{\epsilon^{-1}} \otimes \begin{array}{c} e_3 \\
_1 \\
_2 \\
_1 \end{array} \mid_{\epsilon^0} = -1 \otimes \begin{array}{c} e_3 \\
_1 \\
_2 \\
_1 \end{array} \mid_{\epsilon^0} \]

Given that the left-hand-side of eq. (6.10) is finite, these contributions must cancel. As discussed in Section 5.2, this happens because of eq. (2.9), which for our example reads

\[ \begin{array}{c} e_3 \\
_1 \\
_2 \\
_1 \end{array} + \begin{array}{c} e_1 \\
_2 \\
_3 \\
_1 \end{array} = \mathcal{O}(\epsilon). \quad (6.14) \]

The previous equation can be seen to hold in this specific case by inserting the explicit results for the cuts given in eqs. (B.27) and (B.28).

6.3 Infrared divergent integrals

In this section we discuss the diagrammatic coaction in the context of an infrared divergent integral, the massless box \( J_4(s, t) \) which diverges as \( \mathcal{O}(\epsilon^{-2}) \). We have already discussed some simple infrared divergent integrals in Sections 3 and 6.1, but all those examples were either trivial or reducible to integrals with fewer propagators. In this section we illustrate two features that do not follow from the general discussion of Section 5.2: we first show how the poles are correctly reproduced by the diagrammatic coaction, and then how the trivial coaction components arise.

The diagrammatic coaction for the massless box is:

\[ \Delta_{1/2} \begin{bmatrix} \begin{array}{c} e_3 \\
_2 \\
_1 \\
_4 \end{array} \end{bmatrix} = \begin{array}{c} e_3 \\
_2 \\
_1 \\
_4 \end{array} \otimes \begin{array}{c} e_3 \\
_2 \\
_1 \\
_4 \end{array} + \begin{array}{c} e_4 \\
_3 \\
_2 \\
_1 \end{array} + \begin{array}{c} e_4 \\
_3 \\
_2 \\
_1 \end{array} \otimes \begin{array}{c} e_4 \\
_3 \\
_2 \\
_1 \end{array} \]

\[ + \left( \begin{array}{c} e_3 \\
_2 \\
_1 \\
_4 \end{array} + \begin{array}{c} e_3 \\
_2 \\
_1 \\
_4 \end{array} + \begin{array}{c} e_4 \\
_3 \\
_2 \\
_1 \end{array} \otimes \begin{array}{c} e_4 \\
_3 \\
_2 \\
_1 \end{array} \right) \quad (6.15) \]
Note that all one- and three-propagator cuts of the massless box vanish. For the double cut we find

$$\Delta_{1/2} \left[ \begin{array}{c} \varepsilon_2 \varepsilon_3 \\ \varepsilon_1 \end{array} \right] = \begin{array}{c} \varepsilon_2 \\ \varepsilon_3 \varepsilon_4 \\ \varepsilon_1 \end{array} \otimes \begin{array}{c} \varepsilon_2 \\ \varepsilon_3 \\ \varepsilon_4 \\ \varepsilon_1 \end{array}$$

$$+ \left( \begin{array}{c} \varepsilon_2 \\ \varepsilon_3 \\ \varepsilon_4 \\ \varepsilon_1 \end{array} \right) \otimes \begin{array}{c} \varepsilon_2 \\ \varepsilon_3 \varepsilon_4 \\ \varepsilon_1 \\ \varepsilon_2 \varepsilon_4 \end{array},$$

and the quadruple cut gives

$$\Delta_{1/2} \left[ \begin{array}{c} \varepsilon_2 \varepsilon_3 \\ \varepsilon_1 \varepsilon_4 \\ \varepsilon_1 \end{array} \right] = \begin{array}{c} \varepsilon_2 \\ \varepsilon_3 \\ \varepsilon_4 \\ \varepsilon_1 \end{array} \otimes \begin{array}{c} \varepsilon_2 \\ \varepsilon_3 \\ \varepsilon_4 \\ \varepsilon_1 \end{array}.$$  \hfill (6.16)

Let us now discuss how the correct infrared pole structure arises in the right-hand side of eq. (6.15). We have seen in Section 5.1 that $\hat{J}_4$ is finite, and so the second line of eq. (6.15) is free of poles in $\epsilon$. Hence, the poles must arise entirely form the terms involving bubbles in the first line. The relation between an uncut integral and its one- and two-propagator cuts presented in eq. (2.9) plays a central role, in this case not to cancel poles introduced by the bubbles, but rather to reproduce the correct poles of the uncut integrals. For our example, it reads:

$$\begin{array}{c} \varepsilon_2 \\ \varepsilon_3 \\ \varepsilon_4 \\ \varepsilon_1 \end{array} + \begin{array}{c} \varepsilon_2 \\ \varepsilon_3 \\ \varepsilon_4 \\ \varepsilon_1 \end{array} = -\epsilon \begin{array}{c} \varepsilon_2 \\ \varepsilon_3 \\ \varepsilon_4 \\ \varepsilon_1 \end{array} = \mathcal{O}(\epsilon^{-1}).$$  \hfill (6.18)

The contribution of the poles of the bubbles thus correctly reproduces all coaction terms with weight zero in the first factor, and in particular the double pole of the massless box.

The other feature we wish to illustrate with this example is more subtle: we will explain how the coaction terms of the form $J_4(s,t) \otimes 1$ are reproduced. Because the massless box is not reducible to simpler topologies, the structure of the diagrammatic coaction implies that the maximal cut cannot vanish if we are to correctly reproduce these coaction components. However, it is not just the box that appears with the maximal cut in the diagrammatic coaction, but rather the combination $\hat{J}_4(s,t)$, as seen in the second line of eq. (6.15). In Section 5.2, we argued that for finite integrals the issue is resolved through eq. (5.14), relating maximal cuts to next-to-maximal cuts of diagrams with an even number of propagators. The mechanism must be different here, because all next-to-maximal cuts of $J_4(s,t)$ vanish.

To see how the correct behaviour is restored, note that the triangle diagrams in $\hat{J}_4(s,t)$ correspond to the integrals $J_3(s)$ and $J_3(t)$: these are divergent and thus reducible to bubbles according to eq. (6.1), leading to the relation

$$\hat{J}_4(s,t) = J_4(s,t) + \frac{1}{\epsilon} J_2(s) + \frac{1}{\epsilon} J_2(t).$$  \hfill (6.19)
We can then rewrite eq. (6.15) as

\[
\Delta_{1/2} \left[ \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right] = 2 \otimes \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right) + \frac{1}{\epsilon} \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right)
\]

(6.20)

\[
+ \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right) \otimes \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right)
\]

The sums in parentheses are finite weight one functions and cannot contribute to coaction components with weight zero in the second entry. It follows that \( J_4(s, t) \otimes 1 \) is correctly reproduced to all orders in the Laurent expansion by the last term on the right-hand side.

### 6.4 Two-mass-easy and two-mass-hard boxes

In this section we illustrate the difference between the so-called ‘two-mass-easy’ box \( J_4(s, t, p_1^2, p_2^2) \) and the ‘two-mass-hard’ box \( J_4(s, t, p_1^2, p_2^2) \). Both integrals are divergent. The main difference between the two is that in the two-mass-easy case all triple cuts vanish, and in the two-mass-hard case one of them is nonzero.

The diagrammatic coaction on the two-mass-easy box is:

\[
\Delta_{1/2} \left[ \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right] = \frac{1}{s} \otimes \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right) + \frac{2}{t} \otimes \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right)
\]

(6.21)

\[
+ \frac{1}{2} \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right) \otimes \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \end{array} \right)
\]

Cuts of one or three propagators vanish on general grounds. For cuts of two propagators, we have, for example,

\[
\Delta_{1/2} \left[ \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \\ e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right] = \frac{1}{s} \otimes \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right) + \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \end{array} \right) \otimes \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right)
\]

(6.22)

\[
+ \frac{1}{2} \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \\ e_4 \end{array} \right) \otimes \left( \begin{array}{c} e_3 \\ e_2 \\ e_1 \end{array} \right)
\]
The other double cuts are similar, and for the quadruple cut we find

\[
\Delta_{1/2} \left[ \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \right] = \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} .
\] (6.23)

The diagrammatic coaction on the two-mass-hard box is:

\[
\Delta_{1/2} \left[ \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \right] = \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} + \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} + \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} + \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} .
\] (6.24)

For its cuts, we have

\[
\Delta_{1/2} \left[ \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \right] = \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} + \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} + \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} + \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} .
\] (6.25)

\[
\Delta_{1/2} \left[ \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \right] = \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} + \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} + \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} \otimes \begin{array}{c|c|c|c} \epsilon_3 & \epsilon_4 \\ \hline \epsilon_2 & \epsilon_1 \\ \hline \end{array} .
\] (6.26)
All other double cuts are similar. For the triple and quadruple cuts, we find,

\[
\Delta_{1/2} \left[ \begin{array}{c}
2 \\
1
\end{array} \right]
\begin{array}{c}
\epsilon_2 \\
\epsilon_1
\end{array}
\begin{array}{c}
\epsilon_3 \\
\epsilon_4
\end{array}
\begin{array}{c}
1 \\
2
\end{array}
= \frac{s}{2}
\begin{array}{c}
\epsilon_2 \\
\epsilon_1
\end{array}
\begin{array}{c}
\epsilon_3 \\
\epsilon_4
\end{array}
\begin{array}{c}
1 \\
2
\end{array}
\otimes
\begin{array}{c}
\epsilon_2 \\
\epsilon_1
\end{array}
\begin{array}{c}
\epsilon_3 \\
\epsilon_4
\end{array}
\begin{array}{c}
1 \\
2
\end{array},
\] (6.27)

\[
\Delta_{1/2} \left[ \begin{array}{c}
2 \\
1
\end{array} \right]
\begin{array}{c}
\epsilon_2 \\
\epsilon_1
\end{array}
\begin{array}{c}
\epsilon_3 \\
\epsilon_4
\end{array}
\begin{array}{c}
1 \\
2
\end{array}
= \frac{s}{2}
\begin{array}{c}
\epsilon_2 \\
\epsilon_1
\end{array}
\begin{array}{c}
\epsilon_3 \\
\epsilon_4
\end{array}
\begin{array}{c}
1 \\
2
\end{array}
\otimes
\begin{array}{c}
\epsilon_2 \\
\epsilon_1
\end{array}
\begin{array}{c}
\epsilon_3 \\
\epsilon_4
\end{array}
\begin{array}{c}
1 \\
2
\end{array},
\] (6.28)

We first comment on the appearance of two-mass triangles in the coaction of the two boxes. While the triangle with two massive external legs is obviously symmetric under exchange of the two channels, it is antisymmetric after normalization by the maximal cut (see eqs. (B.19) and (B.21) for explicit expressions), and we must specify how we relate the two-mass triangles in eqs. (6.21) and (6.24) with the results given in Appendix B.3. This is fixed by requiring that the coactions on two-mass boxes reduce to eq. (6.15) when external legs become massless. The correct interpretation is

\[
J_3(s, p_i^2) \equiv (p_i^2 - s) \tilde{J}_3(s, p_i^2) = J_3(s) - J_3(p_i^2),
\] (6.29)

and similarly for \(J_3(t, p_i^2)\), taking \(s \to t\) in the above expression. If \(p_i^2 \to 0\), we do get \(J_3(s, p_i^2) \to J_3(s)\) as needed.

The main difference between these two boxes is that in one case all next-to-maximal cuts vanish, whereas in the other one of them is nonzero. The main implication of this difference is in the way the trivial coaction components \(J_4(s, t, p_1^2, p_2^2) \otimes 1\) and \(J_4(s, t, p_1^2, p_2^2) \otimes 1\) are reproduced. For the two-mass-easy box, where all triple cuts vanish, they are reproduced by exactly the same procedure as for the massless box. For the two-mass hard box, we have a mix of that procedure with the general mechanism described in Section 5.2: while the contribution of the three-mass triangle to coaction components with weight zero in the right factor cancels because of the relation between maximal and next-to-maximal cuts given in eq. (5.14), the contributions to those coaction terms coming from the divergent triangles that appear only in \(\tilde{J}_4(s, t, p_1^2, p_2^2)\) cancel by the same mechanism as in the massless or two-mass-easy boxes.

### 6.5 Box with massive internal propagator

As a final example, we present the box with a single massive propagator, which is the first example of a four-point integral for which at least one cut of each type does not vanish. The relation between the diagrammatic coaction and the coaction on MPLs thus relies on the interplay of many different uncut and cut integrals. There are no essential
new features in this example compared to the ones discussed above, so we simply write the diagrammatic coaction below for illustration purposes.

$$\Delta_{1/2} \left[ \begin{array}{ccc} e_4 & e_1 & e_2 \\ e_1 & e_2 & e_3 \\ e_2 & e_3 & e_4 \end{array} \right] = \begin{array}{c} \circ \\ e_4 \end{array} \otimes \begin{array}{c} e_1 \\ e_2 \\ e_3 \end{array} + \left( s_{e_1} \otimes \begin{array}{c} \circ \\ e_1 \end{array} + \frac{1}{2} \begin{array}{c} \circ \\ e_1 \end{array} \right) \otimes \begin{array}{c} e_4 \\ e_2 \\ e_3 \\ e_1 \end{array} \right)$$

$$+ \frac{1}{2} \left( \begin{array}{c} 1 \\ e_2 \\ e_1 \end{array} \right) \otimes \left( \begin{array}{c} 1 \\ e_2 \\ e_1 \end{array} \right) + \left( \begin{array}{c} 1 \\ e_2 \\ e_1 \end{array} \right) + \left( \begin{array}{c} 1 \\ e_2 \\ e_1 \end{array} \right) \right) \otimes \begin{array}{c} e_4 \\ e_2 \\ e_3 \\ e_1 \end{array}$$

(6.30)

$$\Delta_{1/2} \left[ \begin{array}{ccc} e_3 & e_4 \\ e_1 & e_2 \\ e_2 & e_3 \end{array} \right] = \begin{array}{c} \circ \\ e_4 \end{array} \otimes \begin{array}{c} e_1 \\ e_2 \\ e_3 \end{array} + \left( s_{e_1} \otimes \begin{array}{c} \circ \\ e_1 \end{array} + \frac{1}{2} \begin{array}{c} \circ \\ e_1 \end{array} \right) \otimes \begin{array}{c} e_4 \\ e_2 \\ e_3 \\ e_1 \end{array} \right)$$

(6.31)

$$+ \left\{ \begin{array}{c} 1 \\ e_2 \\ e_1 \end{array} \right\} + \frac{1}{2} \left( \begin{array}{c} 1 \\ e_2 \\ e_1 \end{array} \right) \right) \otimes \begin{array}{c} e_4 \\ e_2 \\ e_3 \\ e_1 \end{array}$$

$$\Delta_{1/2} \left[ \begin{array}{ccc} e_2 & e_3 \\ e_1 & e_4 \\ e_1 & e_2 \end{array} \right] = \begin{array}{c} \circ \\ e_4 \end{array} \otimes \begin{array}{c} e_1 \\ e_2 \\ e_3 \end{array} + \left( s_{e_1} \otimes \begin{array}{c} \circ \\ e_1 \end{array} + \frac{1}{2} \begin{array}{c} \circ \\ e_1 \end{array} \right) \otimes \begin{array}{c} e_4 \\ e_2 \\ e_3 \\ e_1 \end{array} \right)$$

(6.32)

$$+ \left\{ \begin{array}{c} 1 \\ e_2 \\ e_1 \end{array} \right\} + \frac{1}{2} \left( \begin{array}{c} 1 \\ e_2 \\ e_1 \end{array} \right) \right) \otimes \begin{array}{c} e_4 \\ e_2 \\ e_3 \\ e_1 \end{array}$$

$$\Delta_{1/2} \left[ \begin{array}{ccc} e_1 & e_2 \\ e_1 & e_3 \\ e_4 & e_3 \end{array} \right] = \begin{array}{c} \circ \\ e_4 \end{array} \otimes \begin{array}{c} e_1 \\ e_2 \\ e_3 \end{array} + \left( s_{e_1} \otimes \begin{array}{c} \circ \\ e_1 \end{array} + \frac{1}{2} \begin{array}{c} \circ \\ e_1 \end{array} \right) \otimes \begin{array}{c} e_4 \\ e_2 \\ e_3 \\ e_1 \end{array} \right)$$

(6.33)

$$+ \left\{ \begin{array}{c} 1 \\ e_2 \\ e_1 \end{array} \right\} + \frac{1}{2} \left( \begin{array}{c} 1 \\ e_2 \\ e_1 \end{array} \right) \right) \otimes \begin{array}{c} e_4 \\ e_2 \\ e_3 \\ e_1 \end{array}.$$
All other double cuts are similar. For the triple and quadruple cuts, we find,

\[
\Delta_{1/2} \left[ \begin{array}{c}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4
\end{array} \right] = \begin{array}{c}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4
\end{array} \otimes \begin{array}{c}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4
\end{array}
\]

(6.34)

\[
\Delta_{1/2} \left[ \begin{array}{c}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4
\end{array} \right] = \begin{array}{c}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4
\end{array} \otimes \begin{array}{c}
\epsilon_1 \\
\epsilon_2 \\
\epsilon_3 \\
\epsilon_4
\end{array}
\]

(6.35)

7 The coaction and extended dual conformal invariance

It is well known that in the limit where the number of dimensions matches the number of propagators, \( D = n \), the integrals develop an enhanced symmetry, known as (extended) dual conformal symmetry [82–86]. In the case of massless propagators, the dual conformal symmetry reduces to the conformal symmetry in the dual coordinates \( q_i \). Since we consider the number of dimensions to be even, this implies that only integrals with an even number of propagators are dual conformally invariant (DCI) in our setting. It is easy to check that one-loop cut integrals are DCI whenever the corresponding uncut integral is. In this section we show that the coaction on DCI integrals can be expressed entirely in terms of DCI integrals.

Let us define

\[
K_G \equiv \lim_{\epsilon \to 0} J_G ,
\]

(7.1)

whenever the limit exists. In the following we only discuss the case where all propagators are massive. The extension to massless propagators is straightforward. If all propagators are massive, then the only divergent integrals in our basis are tadpoles, and we know from the discussion in Section 5.2 that the pole cancels from the coaction. If \( n_G \) is even, then \( K_G \) is DCI. The coaction (4.16) on \( K_G \), however, involves integrals in the first entry with an odd number of propagators, which are not DCI. We now show that all integrals with an odd number of propagators drop out of the coaction. If we collect all the contributions from integrals with an odd number of propagators (which appear only in the first entry), we find

\[
\sum_{C \subseteq E_G \quad n_C \text{ odd}} K_{GC} \otimes \left( C_C K_G + \frac{1}{2} \sum_{e \in E_G \setminus C} C_{Ce} K_G \right) ,
\]

(7.2)

with \( C_{Ce} \equiv C_{C \cup e} \). In refs. [43, 45] it was shown that there are relations among cut integrals in integer dimensions,

\[
2 C_C K_G + \sum_{e \in E_G \setminus C} C_{Ce} K_G = 0 , \quad \text{for } n_G \text{ even and } n_C \text{ odd}.
\]

(7.3)
This relation is a direct consequence of the homological relation (2.8) and the fact that a DCI integral has no singularity at infinity [45]. It implies that the terms inside the brackets in eq. (7.2) vanish. The coaction on a DCI integral therefore only has integrals with an even number of propagators in the first factor, which are themselves DCI. Since all the cuts of a DCI integral are themselves DCI, the coaction on a DCI integral only involves DCI integrals. Explicitly, we find,

$$\Delta_{\text{MPL}}(K_G) = 1 \otimes K_G + K_G \otimes 1 + \sum_{X \subseteq E_G, 0 < n_X < n_G, n_X \text{ even}} K_{G_X} \otimes C_X K_G.$$  \hspace{1cm} (7.4)

We find it remarkable that the coaction on DCI integrals is given by the incidence co-product. The coaction (7.4) has already appeared in the work of Goncharov [87], where he has considered the coaction (or rather, the coproduct) on certain classes of integrals in projective space with singularities along some quadric. In Appendix D we show that every one-loop integral, cut or uncut, can be cast in precisely such a form, and in the case of an even number of dimensions we reproduce precisely the class of integrals considered by Goncharov. In other words, our conjecture (4.16) reduces to the coproduct defined by Goncharov in ref. [87] in the special case of DCI integrals in an even number of dimensions.

Integrals with an odd number of propagators are not DCI, but can be obtained from DCI integrals by sending a point to infinity. We refer the reader to Appendix D.2 where this is worked out explicitly. The same conclusion holds for cut integrals with an odd number of propagators, provided that the edge corresponding to the point that is sent to infinity is not cut. Otherwise, we rewrite the cut integral in terms of integrals where this edge is not cut. Consider for example the case where the number of cut propagators is even, and we want to send the cut edge $e_0$ to infinity. We can then use eq. (7.3) and express this cut integral as a linear combination where the edge $e_0$ is uncut,

$$C_{C_{e_0}} K_G = -2 \left(C_C K_G + \frac{1}{2} \sum_{e \in E_G \setminus C, e \neq e_0} C_{C_e} K_G \right).$$ \hspace{1cm} (7.5)

A similar relation can be derived from eq. (2.7) in the case where the number of cut propagators is odd. The resulting formula for the coaction on integrals with an odd number of propagators in integer dimensions is in perfect agreement with the conjecture (4.16). In particular, we see how the terms proportional to factors of $1/2$ appear in a natural way in the coaction starting from eq. (7.4) and inserting eq. (7.5), which is a nontrivial consistency check of our conjecture.

8 Discontinuities

In this section we show the consistency of our conjecture (4.12) with known results on discontinuities of one-loop Feynman integrals, in particular with the so-called first-entry condition.
8.1 Discontinuities and the diagrammatic coaction

We have seen in eq. (2.16) that the coaction on the discontinuity of a function can be obtained by computing the discontinuity of the function appearing in its first entry. Equation (2.16) provides a strong consistency check on our conjectured coaction on Feynman graph. Indeed, it is well known that cut integrals compute discontinuities of Feynman integrals. The aim of this section to analyze in detail the interplay between discontinuities of Feynman integrals in our conjectured coaction.

We start by defining more precisely what we mean by discontinuities and how they are related to cut integrals. Since this is in principle well known, we will be brief and refer to the literature (see, e.g., refs. [34, 35, 38, 40–45, 70, 88, 89] and references therein). In a nutshell, singularities or branch points may occur for kinematical configurations for which the Landau conditions are satisfied. At one loop, there are two types of solutions to the Landau conditions:

- Singularities of the first type: those correspond to pinch singularities where a subset \( C \) of propagators go on shell. The kinematic configurations for which this happens form the Landau variety \( L_C \), and they are characterized by a vanishing of the modified Cayley determinant, \( Y_C = 0 \).
- Singularities of the second type: those corresponds to the loop momentum being pinched at infinity in addition to the singularities from a subset \( C \) of on-shell propagators. The kinematic configurations for which this happens form the Landau variety \( L_\infty \), and they are characterized by a vanishing of the Gram determinant, \( \text{Gram}_C = 0 \).

The discontinuity of a one-loop integral around the Landau variety \( L_C \) (where \( C \) may or may not contain \( \infty \)) is defined as the difference before and after analytically continuing the external kinematics along a small positively-oriented circle around \( L_C \). The discontinuity can be expressed in terms of cut integrals

\[
\text{Disc}_C J_G = -N_C C_G J_G \mod i\pi, \quad C \subseteq E_G \cup \{\infty\},
\]

where \( N_C \) is an integer whose precise value is irrelevant in the following.\(^8\) If \( C \not\subseteq E_G \cup \{\infty\} \), then \( \text{Disc}_C J_G = 0 \).

Let us now show that our conjecture is consistent with eqs. (2.16) and (8.1). We start by analyzing discontinuities around Landau varieties of the first type. If \( C \subseteq E_G \), we have

\[
\Delta_{\text{MPL}}(\text{Disc}_C J_G) = -N_C \Delta_{\text{MPL}}(C_G J_G) = -N_C \sum_{C \subseteq \chi \subseteq E_G} C_C \hat{J}_{G_X} \otimes C_X J_G
\]

\[
= \sum_{C \subseteq \chi \subseteq E_G} \left( \text{Disc}_C \hat{J}_{G_X} \right) \otimes C_X J_G
\]

\[
= (\text{Disc}_C \otimes \text{id}) \sum_{C \subseteq \chi \subseteq E_G} \hat{J}_{G_X} \otimes C_X J_G
\]

\[
= (\text{Disc}_C \otimes \text{id}) \Delta_{\text{MPL}}(J_G),
\]

\(^8\)For the precise normalization, we refer to ref. [45].
where in the last step we used the fact that \( \text{Disc}_{\mathcal{C}} \mathcal{J}_X = 0 \) if \( X \not\subseteq \mathcal{C} \). In the case of singularities of the second type, we can use eqs. (2.7) and (2.8) and reduce the problem to the one we have just studied. Hence we see that our conjecture is consistent with eqs. (2.16) and (8.1) for singularities of both the first and second type. This provides a strong consistency check on the conjecture.

8.2 The first-entry condition

Closely connected to discontinuities and the coaction on Feynman integrals is the first-entry condition. In its original and weakest version, the first entry condition states that the symbol (i.e., the maximal iteration of the coproduct) of a Feynman integral with massless propagators can always be cast in a form such that the first entries are all Mandelstam invariants [80]. This reflects the fact that Feynman integrals with massless propagators can only have branch points whenever a Mandelstam invariant is zero or infinite. The first entry condition was extended to integrals with massive propagators and thresholds in ref. [35]. It was soon realized that the first entry condition can be generalized to a statement about the coaction on Feynman integrals: the coaction can always be written such that the branch points of each of the first entries are a subset of the branch points of the original integral [79, 90–94].

The first entry condition was given an even stronger formulation in ref. [33], where it was shown that the first entries in the (motivic) coaction on (motivic) Feynman integrals are always themselves (motivic) Feynman integrals with fewer propagators. The discussion of ref. [33], however, was restricted to finite integrals without the setting of dimensional regularization. Our diagrammatic coaction (4.16) is consistent with the findings of ref. [33], at least in the case of one-loop integrals, and it extends it to integrals defined in dimensional regularization: the first entries in the coaction of a one-loop integral in dimensional regularization are themselves always one-loop integrals.

Our conjecture, however, goes beyond the usual statement of the first entry condition, because it applies equally well to cut and uncut integrals. We can therefore present a sharper version of the first entry condition, which treats cut and uncut integrals in a uniform way (at least at one loop):

\[ \text{In the coaction of a (cut) Feynman integral, the first entries are themselves Feynman integrals, with a subset of propagators but the same set of cut propagators.} \]

This statement is the strongest version of the first entry condition, and it contains all the previous versions as special cases.

9 The diagrammatic coaction, differential equations and the symbol

In this section we show the consistency of our conjecture (4.12) with the structure of differential equations satisfied by one-loop (cut) Feynman integrals. In particular, we identify the coefficient functions of the differential equations as derivatives of a small subset of cuts of the original integral, which are computed in Appendix D. Using this information,
we explicitly determine the differential equations satisfied by any general one-loop (cut) integral. Since the symbol of a pure function contains the same information as the differential equation it satisfies, we show how to iteratively construct the symbol of any one-loop Feynman integral. We refer the reader to Appendix A for a summary of the notation used in this paper.

9.1 Differential equations for one-loop integrals

We first show that our conjectured coaction (4.12) is compatible with the fact that differential operators act only on the second entry, as stated in eq. (2.17). It is well known that Feynman integrals satisfy first-order linear differential equations [5, 72–75]. In particular, the integrals \( J_G \) form a basis, so the derivative of \( J_G \) can be expressed as a linear combination of basis integrals with fewer propagators. Since in addition the basis integrals \( J_G \) are all pure, the differential equation satisfied by these integrals can be cast in a particularly simple form [5]. More precisely, if \( G \) is a one-loop graph and \( X \subseteq E_G \), then we have

\[
\begin{align*}
  dJ_G^X &= \sum_{\emptyset \neq Y \subseteq X} \Omega_{X,Y} J_{G_Y}, \\
  \Omega_{X,Y} &= \Omega_{X,Y}^{(0)} + \epsilon \Omega_{X,Y}^{(1)},
\end{align*}
\]

(9.1)

where \( \Omega_{X,Y}^{(i)} \) is a matrix whose entries are labeled by subsets of propagators and given by logarithmic one-forms with algebraic arguments. Since cut integrals compute discontinuities, it was argued in ref. [45] that one-loop cut integrals satisfy the same differential equations as their uncut analogues, in agreement with the method of reverse-unitarity [62–66] (see also the recent results in [67–69]),

\[
\begin{align*}
  dC \cdot J_G^X &= \sum_{C \subseteq Y \subseteq X} \Omega_{X,Y} C \cdot J_{G_Y},
\end{align*}
\]

(9.2)

where the matrix \( \Omega \) is identical to the one in eq. (9.1). Therefore it suffices to analyze the case of uncut integrals.

Let us now show that our conjecture is compatible with eq. (2.17). If we act with \( \Delta_{\text{MPL}} \) on eq. (9.1), we find

\[
\begin{align*}
  \Delta_{\text{MPL}}(dJ_G^X) &= \sum_{\emptyset \neq Y \subseteq X} \Omega_{X,Y} \Delta_{\text{MPL}}(J_{G_Y}) \\
  &= \sum_{C \subseteq Y \subseteq X \neq \emptyset} \Omega_{X,Y} \hat{J}_{G_C} \otimes C \cdot J_{G_Y} \\
  &= \sum_{\emptyset \neq C \subseteq X} \hat{J}_{G_C} \otimes dC \cdot J_G^X \\
  &= (\text{id} \otimes d) \Delta_{\text{MPL}}(J_G^X),
\end{align*}
\]

(9.3)

where in the last step we have used eq. (9.1). Hence, we see that our conjectured formula for the coaction is consistent with eq. (2.17).
9.2 Differential equations of one-loop integrals

In previous sections we have mostly concentrated on providing evidence for the correctness of our conjecture (4.12). In this section we explore some implications of our conjecture for one-loop integrals. In particular, the previous discussion implies that it is possible to extract the system of differential equations satisfied by the one-loop basis integrals \( J_G \) from our conjecture. In the remainder of this section we discuss this in more detail.

Consider a pure function \( F_w \) of weight \( w \). Then we can write

\[
\Delta_{w-1,1}(F_w) = \sum_i F_{i,w-1} \otimes \log u_i, \tag{9.4}
\]

for some pure functions \( F_{i,w-1} \) of weight \( w - 1 \) and algebraic functions \( u_i \). Equation (2.17) then implies that

\[
dF_w = \sum_i F_{i,w-1} d\log u_i, \tag{9.5}
\]

i.e., we can obtain a first order differential satisfied by \( F_w \) if we know the \( (w - 1, 1) \) component of its coaction.

Now consider the one-loop integral \( J_G \). We can start from eq. (5.6) and isolate all the terms in the coaction that have a function of weight one in the second entry. We restrict our discussion to finite integrals, so that the only divergent terms in the coaction are \( \hat{J}_1 \) and \( \hat{J}_2 \). The extension to divergent integrals is straightforward. Since our conjecture treats graphs with even and odd numbers of edges differently, we need to distinguish two separate cases:

- For \( n_G \) odd, only the next-to-next-to-maximal, next-to-maximal and maximal cuts contribute to the relevant orders in the \( \epsilon \) expansion:

\[
\Delta_{w_G-1,1}^{j} J_G = J_G^{(j-1)} \otimes c_{EG}^{(1)} J_G + \sum_{X \subset \mathcal{E}_G} \hat{J}_G^{(j)} X \otimes C_X^{(0)} J_G + \sum_{X \subset \mathcal{E}_G} J_G^{(j)} X \otimes C_X^{(0)} J_G. \tag{9.6}
\]

Using eq. (9.5) and summing the different orders in the \( \epsilon \) expansion, we obtain

\[
dJ_G = \epsilon J_G \frac{d c_{\mathcal{E}_G}^{(1)}}{n_X = n_G - 1} J_G + \sum_{X \subset \mathcal{E}_G} J_G X \frac{d c_X^{(0)}}{n_X = n_G - 1} J_G + \sum_{X \subset \mathcal{E}_G} J_G X \left(d c_X^{(0)} J_G + \frac{1}{2} \sum_{\epsilon \in \mathcal{E}_G \setminus X} d c_X^{(0)} J_G \right). \tag{9.7}
\]

- For \( n_G \) even, in principle there is one more contribution, from the next-to-next-to-next-to-maximal cut:

\[
\Delta_{w_G-1,1}^{j} J_G = J_G^{(j-1)} \otimes c_{EG}^{(1)} J_G + \sum_{X \subset \mathcal{E}_G} \hat{J}_G^{(j-1)} X \otimes C_X^{(1)} J_G + \sum_{X \subset \mathcal{E}_G} J_G^{(j-1)} X \otimes C_X^{(1)} J_G + \sum_{X \subset \mathcal{E}_G} J_G^{(j)} X \otimes C_X^{(0)} J_G. \tag{9.8}
\]
Using eq. (9.5) and summing the different orders in the $\epsilon$ expansion, we obtain
\[ dJ_G = \epsilon J_G \frac{dC_{EG}^{(1)}}{dC_{EG}^{(1)} + J_G \frac{1}{2} dC_{EG}^{(1)} J_G} + \sum_{X \subset \mathcal{E}_G} J_{G_X} dC_{X}^{(0)} J_G + \sum_{X \subset \mathcal{E}_G} J_{G_X} \left( \frac{dC_{X}^{(1)}}{dC_{X}^{(1)} J_G + \frac{1}{2} \sum_{e \in \mathcal{E}_G \setminus X} dC_{xe}^{(1)} J_G} \right) \]
\[ = \epsilon J_G \frac{dC_{EG}^{(1)}}{dC_{EG}^{(1)} + J_G \frac{1}{2} dC_{EG}^{(1)} J_G} + \sum_{X \subset \mathcal{E}_G} J_{G_X} dC_{X}^{(0)} J_G, \]

where in the last step we use the fact that the terms with $n_X = n_G - 1$ cancel due to eq. (7.3).

To make these equations more concrete, consider the fully generic pentagon graph. According to eq. (9.7), the corresponding Feynman integral satisfies a differential equation which can be graphically represented as
\[ d \begin{bmatrix} \text{pentagon graph} \end{bmatrix} = \sum_{(ijk)} \begin{bmatrix} \text{cut integral} \end{bmatrix} + \sum_{(ijkl)} \begin{bmatrix} \text{cut integral} \end{bmatrix} + \epsilon \begin{bmatrix} \text{cut integral} \end{bmatrix}, \]

where the labels on the edges of the diagrams denote the set of propagators being cut in the second entry.

From eqs. (9.7) and (9.9) it follows that the differential equation for $J_G$ is determined by the cuts of $J_G$ with at most two uncut propagators. We compute the complete set of relevant cut integrals in Appendix D and find:

- if $n_G$ is odd,
\[ C_{EG}^{(1)} J_G = \log \left( \frac{\text{Gram}_{EG}}{Y_{EG}} \right), \]
\[ C_{EG \setminus e}^{(0)} J_G = \log \left( \frac{\sqrt{Y_{EG} \text{Gram}_{EG \setminus e} - \text{Gram}_{EG} Y_{EG \setminus e}} - \sqrt{-\text{Gram}_{EG} Y_{EG \setminus e}}}{\sqrt{Y_{EG} \text{Gram}_{EG \setminus e} - \text{Gram}_{EG} Y_{EG \setminus e}} + \sqrt{-\text{Gram}_{EG} Y_{EG \setminus e}}} \right), \]
\[ C_{EG \setminus (e,f)}^{(0)} J_G = \log \left( \frac{a_1 + a_2 + a_3 + a_4 + a_5}{a_1 + a_2 + a_3 + a_4 - a_5} \right), \]

with the $a_i$ given in terms of determinants in eq. (D.28).
if $n_G$ is even, 

\[
C_{E_G}(1)_{J_G} = \log \left( \frac{\text{Gram}_{E_G}}{4Y_{E_G}} \right),
\]

\[
C_{E_G \setminus e}(1)_{J_G} = -\log \left( 1 + \sqrt{1 - \frac{\text{Gram}_{E_G \setminus e} Y_{E_G \setminus e}}{Y_{E_G} \text{Gram}_{E_G \setminus e}}} \right) - \frac{1}{2} \log \left( \frac{\text{Gram}_{E_G \setminus e}}{4Y_{E_G \setminus e}} \right),
\]

and

\[
C_{E_G \setminus \{e,f\}}(0)_{J_G} = \frac{1}{2} \log \left( \frac{\sqrt{Y_{E_G \setminus e} Y_{E_G \setminus f}} - Y_{E_G \setminus \{e,f\}} + \sqrt{-Y_{E_G \setminus e} Y_{E_G \setminus f} - Y_{E_G \setminus \{e,f\}}}}{\sqrt{Y_{E_G \setminus e} Y_{E_G \setminus f} - Y_{E_G \setminus \{e,f\}}} - \sqrt{-Y_{E_G \setminus e} Y_{E_G \setminus f} - Y_{E_G \setminus \{e,f\}}}} \right).
\]

Let us make some comments about this result. First we see that the differential equation of $J_G$ relates the integral only to integrals with at most two propagators less. We find it remarkable that for $n_G$ even the contribution from integrals with three propagators less cancels from the final result, although these terms would be allowed from weight considerations. For example, the differential of a hexagon integral in $D = 6 - 2\epsilon$ (a weight three function) does not involve triangle integrals in $D = 4 - 2\epsilon$ dimension (which are functions of weight two).

Second, we stress that the result for the differential equations was obtained only using our conjecture for the coaction and the results for the cut integrals in eqs. (9.11) and (9.12). While it is in principle straightforward to obtain the same result for a specific integral $J_G$ using IBP relations, in practice the IBP reduction of the integrals may be computationally very heavy for integrals depending on many scales. Our approach completely bypasses the problem of IBP reduction for integrals depending on many scales.

Finally, let us show what our differential equation (9.9) becomes in the special case of DCI integrals. Using the notation of Section 7 (and restricting the discussion to convergent integrals) we find that, in the limit $\epsilon \to 0$, eq. (9.9) reduces to

\[
dK_G = \sum_{X \subset E_G} K_{G_X} dC_X K_G, \quad n_G \text{ even}.
\]

We see that the differential of a DCI one-loop integral only involves DCI integrals with two propagators less, and in this way we reproduce a result of ref. [58]. Starting from eq. (9.7), we can obtain a similar differential equation for all (finite) one-loop integrals in integer dimensions with an odd number of propagators,

\[
dK_G = \sum_{X \subset E_G} K_{G_X} dC_X K_G + \sum_{X \subset E_G} K_{G_X} \left( dC_X K_G + \frac{1}{2} \sum_{e \in E_G \setminus X} dC_{X,e} K_G \right).
\]

We have verified that this differential equation can also be obtained starting from eq. (9.13): using the relation between cuts in eq. (7.3), one rewrites eq. (9.13) in a form where a specific edge $i \in E_G$ is not cut. Then, upon sending the associated point to infinity, one recovers eq. (9.14). This is done explicitly in Appendix D.2.

---

9There is an exception to this rule coming from pentagon integrals with massless external legs. In this case the differential equation may involve triangle integrals that are reducible to bubble integrals.
By comparing eq. (9.1) to eqs. (9.7) and (9.9), we can easily read off the explicit form of the matrix $\Omega_{XY}$ for one-loop integrals. All nonzero entries in the matrix are logarithmic one-forms, which reflects the fact that the basis integrals $J_G$ are pure functions. Moreover, since the differential equation couples at most integrals with two propagators less, the matrix $\Omega$ has an interesting block-triangular structure. The arguments of the $d\log$-forms in the matrix are commonly referred to as the alphabet of the functions and the elements of the alphabets are referred to as letters, which we denote by $R^{(i)}_{X,Y}$. Using eqs. (9.7) and (9.9), we can easily write the letters in terms of linear combinations of specific terms in the Laurent expansion of cut integrals with at most two uncut propagators. Again, we distinguish the even and odd cases to find:

- If $n_X$ is odd and $e, f \in X$, we have
  \[
  \Omega^{(1)}_{X,X} \equiv d\log R^{(1)}_{X,X} = dC^{(1)}_X J_G^X, \\
  \Omega^{(0)}_{X,X\{e\}} \equiv d\log R^{(0)}_{X,X\{e\}} = dC^{(0)}_{X\{e\}} J_G^X, \\
  \Omega^{(0)}_{X,X\{e,f\}} \equiv d\log R^{(0)}_{X,X\{e,f\}} = dC^{(0)}_{X\{e,f\}} J_G^X + \frac{1}{2} dC^{(0)}_{X\{e\}} J_G^X + \frac{1}{2} dC^{(0)}_{X\{f\}} J_G^X. 
  \] (9.15a, 9.15b, 9.15c)

- If $n_X$ is even and $e, f \in X$, we have
  \[
  \Omega^{(1)}_{X,X} \equiv d\log R^{(1)}_{X,X} = dC^{(1)}_X J_G^X, \\
  \Omega^{(1)}_{X,X\{e\}} \equiv d\log R^{(1)}_{X,X\{e\}} = dC^{(1)}_{X\{e\}} J_G^X + \frac{1}{2} dC^{(1)}_{X\{e\}} J_G^X, \\
  \Omega^{(0)}_{X,X\{e,f\}} \equiv d\log R^{(0)}_{X,X\{e,f\}} = dC^{(0)}_{X\{e,f\}} J_G^X. 
  \] (9.16a, 9.16b, 9.16c)

Explicit expressions for the $R^{(i)}_{X,Y}$ in terms of Gram and Cayley determinants can be obtained from the results in eqs. (9.11) and (9.12). Note that the expressions are different depending on whether $n_X$ is odd or even.

Consequently, eqs. (9.15) and (9.16) determine the complete alphabet of all one-loop integrals. In particular, our findings indicate that the alphabet of all one-loop integrals is precisely the set of all cut integrals with at most two uncut propagators. If we denote the alphabet of $J_G$ by $\mathcal{A}(J_G)$, then the alphabet is given by:

- For $n_G$ odd:
  \[
  \mathcal{A}(J_G) = \{R^{(1)}_{E_G,E_G}, R^{(1)}_{E_G,E_G\{e\}}, R^{(0)}_{E_G,E_G\{e,f\}} : e, f \in E_G \} \cup \bigcup_{X \subseteq E_G, n_G - 2 \leq n_X < n_G} \mathcal{A}(J_G^X). 
  \] (9.17)

- For $n_G$ even:
  \[
  \mathcal{A}(J_G) = \{R^{(1)}_{E_G,E_G}, R^{(1)}_{E_G,E_G\{e\}}, R^{(0)}_{E_G,E_G\{e,f\}} : e, f \in E_G \} \cup \bigcup_{X \subseteq E_G, n_G - 2 \leq n_X < n_G} \mathcal{A}(J_G^X). 
  \] (9.18)

where the $R^{(i)}_{E_G,Y}$ are defined in eq. (9.15) for $n_G$ odd and eq. (9.16) for $n_G$ even.
Equations (9.17) and (9.18) recursively determine the alphabet of every one-loop integral to all orders in the $\epsilon$ expansion. Note that since the letters are related to the cuts of the integral, they are in direct correspondence with the solutions to the Landau conditions of the integral, in agreement with the observation of ref. [95].

Once the initial conditions are fixed, one can readily solve the differential equations and obtain results for all one-loop integrals. Since all integrals $J_G$ with at least five external legs are finite, the initial conditions can be chosen as the limit in which one of the external invariants vanishes. We will leave an explicit solution of the differential equations for one-loop integrals for future work.

9.3 Symbols of one-loop integrals

Knowing a system of first order homogeneous differential equations for a set of pure functions is equivalent to knowing its symbol [10, 96–99]. Indeed, if the differential of a pure function $F_w$ satisfies eq. (9.5), then its symbol can be defined recursively by [10]

$$S(F_w) = \sum_i S(F_{i,w-1}) \otimes u_i.$$  \hspace{1cm} (9.19)

Note that here and below we conform with the convention that each entry in the symbol is the argument of a logarithm, and we do not write the log symbol explicitly.

We can apply (9.19) to write a recursive formula for the symbols of all one-loop integrals. Since the differential equations look different for integrals with an odd or even number of edges, we need to distinguish two cases. Using respectively eqs. (9.15) and (9.16) we find:

- If $n_G$ is odd, using eq. (9.7) we obtain:

$$S(J_G) = \epsilon S(J_G) \otimes R_{E_G,E_G}^{(1)} + \sum_{X \subset E_G} S(J_{G_X}) \otimes R_{E_G,X}^{(0)} + \sum_{X \subset E_G} S(J_{G_X}) \otimes R_{E_G,X}^{(0)} + \sum_{X \subset E_G} S(J_{G_X}) \otimes R_{E_G,X}^{(0)}.$$  \hspace{1cm} (9.20)

- If $n_G$ is even, using eq. (9.9) we obtain:

$$S(J_G) = \epsilon S(J_G) \otimes R_{E_G,E_G}^{(1)} + \epsilon \sum_{X \subset E_G} S(J_{G_X}) \otimes R_{E_G,X}^{(1)} + \sum_{X \subset E_G} S(J_{G_X}) \otimes R_{E_G,X}^{(0)}.$$  \hspace{1cm} (9.21)

The $R_{E_G,X}^{(i)}$ are explicitly written as combinations of cut integrals in eqs. (9.15) and (9.16), respectively for $n_G$ odd or even.

Let us analyze the recursions for the one-loop symbol in more detail. First, as expected, the entries in the symbol of $J_G$ are precisely given by the alphabet $A(J_G)$. Second, we see that the right-hand sides of eqs. (9.20) and (9.21) contain the symbol of the integral $J_G$. This term, however, is multiplied by an additional factor of $\epsilon$, and so we can solve eqs. (9.20) and (9.21) order by order in $\epsilon$ once the lower-order symbols are known. The starting point of the recursion is the finite terms of the tadpole and bubble integrals in $D = 2$ dimensions.

In the case of nonvanishing propagator masses they are given by

$$J_{1}^{(0)} = \log m^2 \quad \text{and} \quad J_{2}^{(0)} = \frac{1}{2} \log \frac{w(1 - \bar{w})}{\bar{w}(1 - w)},$$  \hspace{1cm} (9.22)
where \( w \) and \( \bar{w} \) are defined in eq. (3.36). Note that since the homogeneous term in the recursion is suppressed by a power of \( \epsilon \), the letter \( R_{G,E} \) corresponding to the maximal cut does not contribute to \( O(\epsilon^0) \), and appears for the first time in the linear term in the \( \epsilon \) expansion. Conversely, we see from the recursion for the symbol that beyond \( O(\epsilon^1) \) no new letters will appear.

Since the differential equations simplify in the limit \( \epsilon \to 0 \), the recursion for the symbol must simplify in a similar manner. If \( n_G \) is even, eq. (9.21) reduces to

\[
S(K_G) = \sum_{X \subset E_G} S(K_{G,X}) \otimes R^{(0)}_{E_G,X}, \quad n_G \text{ even},
\]

(9.23)

where the \( R^{(0)}_{E_G,X} \) for \( n_X = n_G - 2 \) are written as cut integrals in eq. (9.16c). This agrees with the recursion for the symbol of a DCI integral of ref. [58]. The recursion (9.23) reveals a hierarchical structure in the symbol of \( K_G \) which is absent if higher orders in \( \epsilon \) are included: The \( k \)-th entry in the symbol of \( K_G \) is an integral with \( 2k \) propagators of which \( 2(k-1) \) are cut, and these cut propagators are precisely the propagators (cut or uncut) of the integral in the \( (k-1) \)-th entry. As an example, the symbols of the box and hexagon integrals in \( D = 4 \) and \( D = 6 \) dimensions can be written in the form (for simplicity we only consider massive propagators):

\[
S\left(\begin{array}{c}
\end{array}\right) = \sum_{(ij)} i \otimes
\]

\[
S\left(\begin{array}{c}
\end{array}\right) = \sum_{(ij;kl)} i \otimes
\]

(9.24)

where the sums extend over all sequences of disjoint ordered pairs of propagators. We stress that all the graphs in eq. (9.24) are evaluated at \( \epsilon = 0 \).

If \( n_G \) is odd, then in the limit \( \epsilon \to 0 \) the recursion in eq. (9.20) reduces to

\[
S(K_G) = \sum_{X \subset E_G} S(K_{G,X}) \otimes R^{(0)}_{E_G,X} + \sum_{X \subset E_G} S(K_{G,X}) \otimes R^{(0)}_{E_G,X}, \quad n_G \text{ odd},
\]

(9.25)

where the \( R^{(0)}_{E_G,X} \) are written as cut integrals in eq. (9.15b) for \( n_X = n_G - 1 \) and in eq. (9.15c) for \( n_X = n_G - 2 \). Also in this case the symbol entries exhibit a hierarchy, with the difference that now integrals with an odd number of edges can also appear. For example, for the triangle and pentagon integrals we find (restricting the discussion once
again to finite integrals with massive propagators):

\[
S \left( \begin{array}{l}
\end{array} \right) = \sum_{(ij)} \left( \begin{array}{l}
\end{array} \right) \otimes \left( \begin{array}{l}
\end{array} \right) + \sum_{(i)} \left( \begin{array}{l}
\end{array} \right) \otimes \left( \begin{array}{l}
\end{array} \right),
\]

\[
S \left( \begin{array}{l}
\end{array} \right) = \sum_{(ij;kl)} \left( \begin{array}{l}
\end{array} \right) \otimes \left( \begin{array}{l}
\end{array} \right) \otimes \left( \begin{array}{l}
\end{array} \right) + \frac{1}{2} \sum_{(l)} \left( \begin{array}{l}
\end{array} \right),
\]

\[
+ \sum_{(ij;k)} \left( \begin{array}{l}
\end{array} \right) \otimes \left( \begin{array}{l}
\end{array} \right) \otimes \left( \begin{array}{l}
\end{array} \right) + \frac{1}{2} \sum_{(l)} \left( \begin{array}{l}
\end{array} \right) + \frac{1}{2} \sum_{(i)} \left( \begin{array}{l}
\end{array} \right).
\]

10 Relation to other coactions

In this section we discuss how the diagrammatic coaction on one-loop integrals is related to other coactions on integrals and graphs. In particular, we show how the coaction on one-loop graphs can be derived from a more general conjecture formulated in ref. [36]. This conjecture can be stated as follows: there is a coaction on certain classes of integrals given by

\[
\Delta \left( \int_{\gamma} \omega \right) = \sum_{i} \int_{\gamma} \omega_{i} \otimes \int_{\gamma_i} \omega.
\]

(10.1)

The sum runs over a basis of master integrands, the \( \omega_{i} \). Although the right-hand side of eq. (10.1) depends on an explicit choice of basis, it is easy to check that the sum is independent of this choice. The integration contours \( \gamma_{i} \) are the master contours, dual to the master integrands in the following sense,

\[
P_{ss} \left( \int_{\gamma_i} \omega_{j} \right) = \delta_{ij}.
\]

(10.2)

where \( P_{ss} \) is the projection onto semi-simple elements, i.e., elements on which the coaction acts via \( \Delta(x) = x \otimes 1 \). All algebraic numbers and functions are semi-simple [31]. There are also semi-simple elements that are not algebraic. In particular, we see from eq. (2.15) that \( i\pi \) is semi-simple. Functions such as classical logarithms and polylogarithms are not semi-simple, unless they happen to evaluate to powers of \( 2\pi i \). We consider semi-simple elements as a multiplicative group, and so \( (i\pi)^n \) is semi-simple for every integer \( n \). Before we discuss how one can derive the coaction on one-loop (cut) integrals in eq. (4.16) from eq. (10.1), we find it instructive to show how the coaction on MPLs follows from eq. (10.1).
10.1 The coaction on MPLs

For simplicity, we only discuss the generic case, i.e., we assume that the singularities $a_i$ in eq. (2.12) are all nonzero and distinct from each other. We use the following notation,

$$G(\vec{a}; z) = \int_0^z \omega_{\vec{a}}. \quad (10.3)$$

The set of master integrands for $G(\vec{a}; z)$ is $\omega_{\vec{b}}$ with $\vec{b} \subseteq \vec{a}$, and we set $\omega_{\emptyset} = dt$.

Let us now determine the master contours. We define $\Gamma_{\vec{b}}$ with $\vec{b} \neq \emptyset$ to be the path from 0 to $z$ that encircles the poles in $\vec{b}$ in that order, and no other poles (cf. fig. 1), and $\Gamma_{\emptyset}$ to be the straight line from 0 to $z$. One can easily show that

$$\int_{\Gamma_{\vec{b}}} \omega_{\vec{a}} = \begin{cases} z, & \text{if } \vec{b} = \vec{a} = \emptyset, \\ (2\pi i)^{|\vec{b}|} G_{\vec{b}}(\vec{a}; z), & \text{if } \vec{b} \subset \vec{a}, \\ (2\pi i)^{|\vec{a}|}, & \text{if } \vec{b} = \vec{a} \neq \emptyset, \\ 0, & \text{otherwise}. \end{cases} \quad (10.4)$$

where $G_{\vec{b}}(\vec{a}; z)$ was defined following eq. (2.18) and $|\vec{a}|$ is the length of the set $\vec{a}$. We see that the contours $\Gamma_{\vec{b}}$ do not stand in one-to-one correspondence with the master integrands $\omega_{\vec{a}}$, because the integral does not vanish for $\vec{b} \subset \vec{a}$. However, since $G_{\vec{b}}(\vec{a}; z)$ is not semi-simple for $\vec{b} \subset \vec{a}$, this contribution is mapped to zero under the projection $P_{ss}$,

$$P_{ss} \left( \int_{\Gamma_{\vec{b}}} \omega_{\vec{a}} \right) = \begin{cases} z, & \text{if } \vec{b} = \vec{a} = \emptyset, \\ (2\pi i)^{|\vec{a}|}, & \text{if } \vec{b} = \vec{a} \neq \emptyset, \\ 0, & \text{otherwise}. \end{cases} \quad (10.5)$$

It thus follows that after the projection, there is a one-to-one correspondence between the master integrands $\omega_{\vec{a}}$ and the master contours $\Gamma_{\vec{b}}$, and for $\vec{b} = \vec{a}$ the two are dual to each other. Let us now define

$$\gamma_{\emptyset} = N_{\emptyset} \Gamma_{\emptyset} \quad \text{with} \quad N_{\emptyset} = \begin{cases} z^{-1}, & \text{if } \vec{b} = \emptyset, \\ (2\pi i)^{-|\vec{a}|}, & \text{if } \vec{b} \neq \emptyset. \end{cases} \quad (10.6)$$

We then find

$$P_{ss} \left( \int_{\gamma_{\emptyset}} \omega_{\vec{a}} \right) = \delta_{\vec{b}\vec{a}}. \quad (10.7)$$

The previous equation implies that $\gamma_{\emptyset}$ is the master contour associated to the master integrand $\omega_{\vec{a}}$. This contour is identical to the contour in Section 2.3 (see fig. 1), and we can write

$$G_{\vec{b}}(\vec{a}; z) \equiv \int_{\gamma_{\emptyset}} \omega_{\vec{a}}. \quad (10.8)$$
Equation (10.1) then implies
\[
\begin{align*}
\Delta(G(\bar{a}; z)) &= \Delta \left( \int_0^z \omega_{\bar{a}} \right) \\
&= \sum_{\vec{b} \subseteq \bar{a}} \int_0^z \omega_{\vec{b}} \otimes \int_{\gamma_{\vec{b}}} \omega_{\bar{a}} \\
&= \int_0^z \omega_{\emptyset} \otimes \int_{\gamma_{\emptyset}} \omega_{\bar{a}} + \sum_{\emptyset \neq \vec{b} \subseteq \bar{a}} \int_0^z \omega_{\vec{b}} \otimes \int_{\gamma_{\vec{b}}} \omega_{\bar{a}} \\
&= 1 \otimes G(\bar{a}; z) + \sum_{\emptyset \neq \vec{b} \subseteq \bar{a}} G(\vec{b}; z) \otimes G_{\vec{b}}(\bar{a}; z) \\
&= \Delta_{\text{MPL}}(G(\bar{a}; z)),
\end{align*}
\]
and we see that we can derive the formula for the coaction on MPLs, eq. (2.18), from eq. (10.1).

10.2 The coaction on one-loop integrals

We now show that the coaction on one-loop cut integrals in eq. (4.17) can be derived from eq. (10.1) in a similar way as the coaction on MPLs in the previous section. It is sufficient to discuss uncut integrals, for which \( C = \emptyset \).

Consider the one-loop integral \( \tilde{J}_G \), which we write in the form
\[
\tilde{J}_G \equiv \int \omega_G.
\]
We know from IBP identities that master integrals for \( \tilde{J}_G \) should not contain more propagators. In other words, the set of master integrands is given by \( \omega_X \equiv \omega_{G_X} \), with \( \emptyset \neq X \subset E_G \).

Let us now determine a basis of master contours associated to this basis of master integrands. In ref. [45], it was shown that at one loop a basis of contours is given by \( \Gamma_Y, Y \subset E_G \). This is a direct consequence of the homology relations in eqs. (2.7) and (2.8), which allow us to write every contour associated to a Landau singularity of the second type as a linear combination of contours associated to singularities of the first type. This basis of contours, however, is not a basis of master contours for the master integrands \( \omega_X \).

Instead, we need the following contours:
\[
\gamma_Y = N_Y \left( \Gamma_Y + (a - a_Y) \sum_{e \in E_G \setminus Y} \Gamma_{Ye} \right) \text{ with } N_Y = (2\pi i)^{-\lceil ny/2 \rceil} j_Y^{-1},
\]
where \( a = 1/2 \), and \( j_Y \) and \( a_Y \) are defined in eqs. (2.10) and (4.6) respectively. We will now show that the contours \( \gamma_Y \) are the master contours associated to the master integrands \( \omega_X \), i.e., they satisfy the relation
\[
P_{ss} \left( \int_{\gamma_Y} \omega_X \right) = \delta_{YX}.
\]
If $X = Y$, we immediately find that eq. (10.12) holds,

$$P_{ss} \left( \int_{\gamma_X} \omega_X \right) = N_X P_{ss} \left( C_X \bar{J}_X \right) = 1. \tag{10.13}$$

If $X \neq Y$, we start by noting that

$$C_Y \bar{J}_X \equiv \int_{\Gamma_Y} \omega_X = 0 \quad \text{if} \quad Y \not\subset X, \tag{10.14}$$

so we can restrict our attention to the cases where $Y \subset X$. Then the weight of the cut integral $C_Y \bar{J}_X$ is $\lceil n_X / 2 \rceil - \lceil n_Y / 2 \rceil$, and it is easy to check that $C_Y \bar{J}_X$ is not semi-simple unless it evaluates to a function of weight zero. Since we are now studying the case where $n_Y < n_X$, we may obtain a nonzero semi-simple result only if $n_X$ is even and $n_Y = n_X - 1$, i.e. all propagators are cut except one. We now invoke a relation between the maximal and next-to-maximal cuts of an integral with an even number of propagators [45],

$$C_Y \bar{J}_X = -\frac{1}{2} C_X \bar{J}_X + O(\epsilon), \quad \text{with} \quad n_X = n_Y + 1 \quad \text{even}. \tag{10.15}$$

Thus, if $Y = X \setminus e$ for some $e \in E_G \setminus Y$, we have

$$P_{ss} \left( \int_{\gamma_Y} \omega_X \right) = N_Y \left[ P_{ss} \left( C_Y \bar{J}_X \right) + \frac{1}{2} P_{ss} \left( C_X \bar{J}_X \right) \right] = 0. \tag{10.16}$$

We conclude that whenever $X \neq Y$, eq. (10.12) holds.

Having identified the right set of master contours, we can apply eq. (10.1) and we find

$$\Delta \left( \int \omega_G \right) = \sum_{X \subseteq E_G, X \neq \emptyset} \int \omega_X \otimes \int_{\gamma_X} \omega_G \tag{10.17}$$

$$= \sum_{X \subseteq E_G, X \neq \emptyset} \int \omega_X / J_X \otimes (2\pi i)^{-\lceil n_X / 2 \rceil} \left( \int_{\Gamma_X} \omega_G + (a - a_C) \sum_{e \in E_G \setminus X} \int_{\Gamma_{X,e}} \omega_G \right)$$

$$= \sum_{X \subseteq E_G, X \neq \emptyset} J_X \otimes \left( C_X \bar{J}_G + (a - a_C) \sum_{e \in E_G \setminus X} C_X \bar{J}_G \right),$$

and we recover precisely eq. (4.17) (with $C = \emptyset$). The analysis of the case with $C \neq \emptyset$ is similar.

As a corollary, recall from Section 7 that DCI integrals in even dimensions correspond to a class of integrals with singularities along a quadric studied by Goncharov in ref. [87], and their coactions agree as well. The coaction on the DCI integrals is a special case of our conjecture (4.17). It follows that the coaction of ref. [87] can be derived from eq. (10.1).
11 Conclusions

In this paper we have defined a diagrammatic coaction acting on cut Feynman graphs. Our main result is the conjecture (4.12), stating that the coaction of eq. (4.7), defined purely in terms of graphs, exactly reproduces the combinatorics of the coaction on MPLs when applied to the Laurent coefficients in the \( \epsilon \) expansion of (cut) Feynman integrals. The validity of the conjecture was tested explicitly through several orders in \( \epsilon \) for a range of nontrivial one-loop integrals, finite or divergent, and with a variety of configurations of internal propagator masses and external scales. Furthermore, we have shown that in the case of finite integrals with arbitrarily large number of legs, the diagrammatic coaction is consistent with the extended dual conformal invariance.

We have also seen that the diagrammatic coaction interacts with a discontinuity operator and with a differential operator as one would expect based on the coaction on MPLs, namely that a discontinuity operator acts on the first factor, while a differential operator acts on the second. It implies a stronger version of the first-entry condition: the first entry in the coaction of a Feynman integral is itself a Feynman integral. Furthermore, it provides a new way to derive differential equations for one-loop integrals, completely bypassing the need for IBP reduction, and it gives a novel perspective on the structure of these equations. Specifically, we have seen that the coefficients in these equations are fully determined by the first two orders in the \( \epsilon \) expansion of the maximal, next-to-maximal and next-to-next-to-maximal cuts of Feynman integrals. Using a method developed in ref. [45], we computed these cuts explicitly and hence determined the system of differential equations for any one-loop integral. While solving the differential equations is left for future work, we explained here how to construct a recursive solution of these equations at symbol level for any one-loop integral, and showed that these solutions display an interesting hierarchical structure, which is illustrated in eqs. (9.24) and (9.26).

The search for a combinatorial coaction on Feynman graphs that agrees with the coaction on the functions and numbers resulting from their integral interpretation has been an active area of research in pure mathematics (see e.g. [30]). Our diagrammatic coaction fits seamlessly into that line of research, but there are several significant differences from previous results in the literature. First, other studies of coproducts and coactions on Feynman graphs have focused only on graphs without cut edges [25–27, 29]. In our construction cut Feynman integrals play a crucial role, and we find that it is not possible to define a diagrammatic coaction that reproduces the combinatorics of the coaction on MPLs in terms of Feynman graphs alone. Second, our construction relies heavily on the use of dimensional regularization. Indeed, we have seen that eq. (2.9), which explicitly involves the dimensional regulator \( \epsilon \), is crucial for divergences to cancel and to reproduce the correct trivial coaction components. Moreover, dimensional regularization makes it possible to consider any massless limit of the diagrammatic coaction before expansion in the regulator, retaining fully consistent results despite the fact that such limits do not commute with the expansion. We do not know if these features are specific to dimensional regularization, and it would be interesting to explore extensions to other regularizations.

Throughout this paper, our discussion was restricted to one-loop Feynman integrals.
However, in Section 10 we have shown that the diagrammatic coaction on one-loop Feynman integrals can be viewed as a particular case of the much more general formula in eq. (10.1), where the coaction is defined by pairing master integrands and master contours [36], a construction that applies for example to the case of hypergeometric functions. We believe that this paves the way to defining a coaction on Feynman integrals beyond one-loop, certainly in the case where Feynman integrals evaluate to MPLs, but also when they do not. While we expect the diagrammatic interpretation to also extend beyond one-loop, the form that such a generalization would take remains to be determined.
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A Notation

We summarize the different notations used throughout this paper as an easy reference point for the reader.

Graphs:

- $G$: Feynman graph.
- $E_G$: set of the internal edges (propagators) of $G$. Each edge $e \in E_G$ carries information about its mass $m_e^2$ and the momentum $k - q_e$ flowing through it.
- $(G, C)$: cut Feynman graph, with the edges in $C \subseteq E_G$ cut.
- $G_X$, with $X \subseteq E_G$: graph obtained by contracting all edges not in $X$.  
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• $G \setminus e$: graph $G$ with edge $e$ contracted.
• $n_G$ is the number of edges in $G$, and $n_X$ is the number of edges in $X$.

**Feynman integrals corresponding to graph $G$ with implicit arguments:**

• $I_G^D$: one-loop integral in $D$ dimensions.
• $\tilde{J}_G$: $I_G^D$ in $D = 2 \left\lceil \frac{n_G}{2} \right\rceil - 2\epsilon$ dimensions.
• $J_G$: $\tilde{J}_G$ normalized to its maximal cut $j_{n_G}$,

$$j_n = \begin{cases} 2^{1-n/2} n^{n/2} Y_{[n]}^{-1/2}, & \text{for } n \text{ even}, \\ 2^{(1-n)/2} (n-1)/2 \text{Gram}_{[n]}^{-1/2}, & \text{for } n \text{ odd}. \end{cases} \quad (A.1)$$

• A set of edges $X$ is enough to specify a one-loop Feynman graph, so we sometimes write $J_X$ for the integral with these edges.

• In our diagrammatic coaction, a specific linear combination of Feynman graphs appears in the first entry. We introduce the following notation for the corresponding function:

$$\hat{J}_G \equiv J_G + a_{E_G} \sum_{e \in E_G} J_{G \setminus e}, \quad (A.2)$$

where $G \setminus e$ is the graph $G$ with the edge $e$ pinched and

$$a_{E_G} = \begin{cases} a, & \text{if } n_G \text{ even}, \\ 0, & \text{if } n_G \text{ odd}. \end{cases} \quad (A.3)$$

In particular, for $n_G$ odd, $\hat{J}_G = J_G$.

**Notation for cut integrals:**

• $\mathcal{C}_G I_G^D$, $\mathcal{C}_G J_n$, $\mathcal{C}_G \tilde{J}_n$: cut Feynman integrals, where a subset $C$ of the edges of the Feynman diagram corresponding to $I_G^D$, $J_n$ or $\tilde{J}_n$ are cut.

• $\mathcal{C}_{e_1 \ldots e_k} I_n^D$, $\mathcal{C}_{e_1 \ldots e_k} J_n$, $\mathcal{C}_{e_1 \ldots e_k} \tilde{J}_n$: cut Feynman integrals where the edges $e_1 \ldots e_k$ of the Feynman diagram are cut.

• We define $\mathcal{C}_\emptyset I_n^D = I_n^D$.

**Modified Cayley and Gram determinants:**

$$Y_C = \det \left( \frac{1}{2} \left( -x_{ij}^2 + m_i^2 + m_j^2 \right) \right)_{i,j \in C}, \quad (A.4)$$

$$\text{Gram}_C = \det \left( (x_{ie} \cdot x_{je}) \right)_{i,j \in C \setminus e}, \quad (A.5)$$

where $e$ is an arbitrary element of $C$ ($\text{Gram}_C$ is independent of this choice).
Standard notation for some important sets:

Some sets appear repeatedly in the paper, and as far as possible we try to keep the following standard notation:

- \( C \) denotes a set of cut propagators, with size \( n_C = |C| \).
- In the diagrammatic coaction, \( X \) denotes a set of cut propagators in the right entry, and of contracted propagators in the left entry.
- \([n]\) denotes the set of all integers from 1 to \( n \) inclusive.

B Explicit expression for some Feynman integrals and their cuts

B.1 Tadpole

\[
\begin{align*}
\tilde{J}_1(m^2) &= -\frac{e^{\gamma E} \Gamma(1+\epsilon)(m^2)^{-\epsilon}}{\epsilon} , \\
C_\epsilon \tilde{J}_1(m^2) &= \frac{e^{\gamma E} (-m^2)^{-\epsilon}}{\Gamma(1-\epsilon)} , \\
j_1(m^2) &= 1 .
\end{align*}
\]

B.2 Two-point functions with massive external legs

Zero massive propagators.

\[
\begin{align*}
\tilde{J}_2(p^2) &= -\frac{2\epsilon}{c_T} (p^2)^{-1-\epsilon} , \\
C_{e_1,e_2} \tilde{J}_2(p^2) &= -2 \frac{e^{\gamma E} \Gamma(1-\epsilon)}{\Gamma(1-2\epsilon)} (p^2)^{-1-\epsilon} , \\
j_2(p^2) &= -\frac{2}{p^2} .
\end{align*}
\]

One massive propagator.

\[
\begin{align*}
\tilde{J}_2(p^2;m_1^2) &= -\frac{e^{\gamma E} \Gamma(1+\epsilon)}{\epsilon} (m_1^2 - p^2)^{-1-\epsilon} \frac{2F_1}{\epsilon} \left( -\epsilon, 1+\epsilon; 1 - \epsilon; \frac{p^2}{p^2 - m_1^2} \right) , \\
C_{e_1} \tilde{J}_2(p^2;m_1^2) &= \frac{e^{\gamma E} (-m_1^2)^{-\epsilon}}{\Gamma(1-\epsilon)} \frac{2F_1}{p^2} \left( 1, 1+\epsilon; 1 - \epsilon; \frac{m_1^2}{p^2} \right) , \\
C_{e_1,e_2} \tilde{J}_2(p^2;m_1^2) &= -2 \frac{e^{\gamma E} \Gamma(1-\epsilon)}{\Gamma(1-2\epsilon)} (p^2)^{-\epsilon} (p^2 - m_1^2)^{-2\epsilon-1} , \\
j_2(p^2;m_1^2) &= -\frac{2}{p^2 - m_1^2} .
\end{align*}
\]
Figure 2: Notation for external and internal edges of three-point functions. Propagator \(e_i\) has mass \(m_i^2\), and external leg \(i\) has mass \(p_i^2\).

**Two massive propagators.** We use the variables \(w, \bar{w}\) defined in eq. (3.36).

\[
\tilde{J}_2(p^2; m_1^2, m_2^2) = -\frac{e^{\gamma_E \epsilon}}{\epsilon} \frac{(-p^2)^{-1-\epsilon}}{(w-\bar{w})^{1+\epsilon}} \left[ w^{-\epsilon} F_1 \left( -\epsilon, 1 + \epsilon; 1 - \epsilon; \frac{w}{w-\bar{w}} \right) 
- (w-1)^{-\epsilon} F_1 \left( -\epsilon, 1 + \epsilon; 1 - \epsilon; \frac{w-1}{w-\bar{w}} \right) \right]
= \frac{1}{p^2(w-\bar{w})} \log \left( \frac{\bar{w}(1-w)}{w(1-\bar{w})} \right) + O(\epsilon).
\]

\[
C_{e_1} \tilde{J}_2(p^2; m_1^2, m_2^2) = -\frac{e^{\gamma_E \epsilon}}{\Gamma(1-\epsilon)} \frac{(-p^2)^{-1-\epsilon}}{w(w\bar{w})^{\epsilon}} F_1 \left( 1, 1 + \epsilon; 1 - \epsilon; \frac{\bar{w}}{w} \right)
= \frac{1}{p^2(w-\bar{w})} + O(\epsilon),
\]

\[
C_{e_2} \tilde{J}_2(p^2; m_1^2, m_2^2) = -\frac{e^{\gamma_E \epsilon}}{\Gamma(1-\epsilon)} \frac{(-p^2)^{-1-\epsilon}(1-w)^{-\epsilon}}{(w-\bar{w})^{1+\epsilon}} F_1 \left( -\epsilon, 1 + \epsilon; 1 - \epsilon; \frac{w-1}{w-\bar{w}} \right)
= \frac{1}{p^2(w-\bar{w})} + O(\epsilon),
\]

\[
C_{e_1,e_2} \tilde{J}_2(p^2; m_1^2, m_2^2) = -\frac{e^{\gamma_E \epsilon}}{\Gamma(1-2\epsilon)} \frac{(-p^2)^{-1-\epsilon}}{w^{1-2\epsilon}} (w-\bar{w})^{-1-2\epsilon}
= -\frac{2}{p^2(w-\bar{w})} + O(\epsilon).
\]

\[
j_2(p^2; m_1^2, m_2^2) = -\frac{2}{p^2(w-\bar{w})}.
\]

**B.3 Three-point functions**

**One external massive leg.** We keep one external leg massive \((p^2 \neq 0)\) and set all other scales to zero and find

\[
\tilde{J}_3(p^2) = -\frac{c}{\epsilon^2} (-p^2)^{-1-\epsilon},
\]

\[
C_{e_1,e_2} \tilde{J}_3(p^2) = -\frac{e^{\gamma_E \epsilon}}{\epsilon \Gamma(1-2\epsilon)} \frac{(-p^2)^{-1-\epsilon}}{p^2},
\]

\[
j_3(p^2) = -\frac{1}{p^2}.
\]
Two external massive legs. We set \( p_3^2 = m_2^2 = m_3^2 = 0 \) — see fig. 2 — and find

\[
\tilde{J}_3(p_1^2, p_2^2) = \frac{c_1}{e^2} \frac{(-p_1^2)^{-\epsilon} - (-p_2^2)^{-\epsilon}}{p_1^2 - p_2^2},
\]

(19)

\[
C_{e_1, e_2} \tilde{J}_3(p_1^2, p_2^2) = - \frac{e^{\gamma \epsilon \epsilon} \Gamma(1 - \epsilon) (p_1^2)^{-\epsilon}}{\epsilon \Gamma(1 - 2\epsilon)} \frac{C}{p_1^2 - p_2^2},
\]

(20)

The result for \( C_{e_1, e_2} \tilde{J}_3(p_1^2, p_2^2) \) is obtained by symmetry.

\[
j_3(p_1^2, p_2^2) = - \frac{1}{p_1^2 - p_2^2}.
\]

(21)

One external massive leg with adjacent massive propagator. We set \( p_2^2 = m_2^2 = m_3^2 = 0 \) — see fig. 2 — and find

\[
\tilde{J}_3(p_1^2; m_1^2) = \frac{e^{\gamma \epsilon \epsilon} \Gamma(1 + \epsilon) (m_1^2)^{-1 - \epsilon}}{\epsilon (1 - \epsilon)} \frac{2F_1}{p_1^2} (1, 1 + \epsilon; 2 - \epsilon; \frac{p_1^2}{m_1^2}) = \frac{1}{p_1^2} \left[ \log \left( \frac{m_1^2}{m_1^2 - p_1^2} \right) + \text{Li}_2 \left( \frac{p_1^2}{m_1^2} \right) + \log \left( 1 - \frac{p_1^2}{m_1^2} \right) \right] + O(\epsilon).
\]

(22)

\[
C_{e_1} \tilde{J}_3(p_1^2; m_1^2) = \frac{e^{\gamma \epsilon \epsilon}}{2\epsilon \Gamma(1 - \epsilon)} \frac{(-m_1^2)^{-\epsilon}}{p_1^2} \frac{2F_1}{p_1^2} (1, 1 - \epsilon; m_1^2; \frac{m_1^2}{p_1^2}) = \frac{1}{p_1^2 \epsilon} - \frac{1}{p_1^2} \left( \log \left( m_1^2 - p_1^2 \right) + \log \left( \frac{m_1^2}{p_1^2} \right) \right) + O(\epsilon).
\]

(23)

\[
C_{e_1, e_2} \tilde{J}_3(p_1^2; m_1^2) = - \frac{e^{\gamma \epsilon \epsilon} \Gamma(1 - \epsilon) (p_1^2 - m_2^2)^{-2\epsilon}}{\epsilon \Gamma(1 - 2\epsilon)} \frac{(p_1^2)^{1-\epsilon}}{(p_1^2)^{1-\epsilon}}
\]

\[
= - \frac{1}{p_1^2 \epsilon} - \frac{1}{p_1^2} \left( \log \left( p_1^2 - p_2^2 \left( m_1^2 - m_2^2 \right) \right) \right) + O(\epsilon).
\]

(24)

\[
j_3(p_1^2; m_1^2) = - \frac{1}{p_1^2}.
\]

(25)

One external massive leg with opposite massive propagator. We set \( p_2^2 = p_2^2 = m_1^2 = m_2^2 = m_3^2 = 0 \) — see fig. 2 — and find

\[
\tilde{J}_3(p_1^2; m_3^2) = \frac{e^{\gamma \epsilon \epsilon}}{\epsilon} \left( \frac{m_3^2}{m_3^2} \right)^{1-\epsilon} \frac{\Gamma(1 + \epsilon) \Gamma(1 - \epsilon)}{\Gamma(2 - \epsilon)} \frac{2F_1}{p_1^2} (1, 1; 2 - \epsilon; - \frac{p_1^2}{m_3^2}) \frac{(-p_1^2)^{-\epsilon} \Gamma(1 + \epsilon) \Gamma(2 - \epsilon)}{m_3^2 \Gamma(2 - 2\epsilon)} \frac{2F_1}{p_1^2} (1, 1 - \epsilon; 2 - 2\epsilon; - \frac{p_1^2}{m_3^2})
\]

\[
= - \frac{1}{p_1^2} \left( \text{Li}_2 \left( \frac{m_3^2 + p_1^2}{m_3^2} \right) - \frac{\pi^2}{6} \right) + O(\epsilon).
\]

(26)
\[ \Delta \left[ J_3^{(0)} (p_1^2; m_3^2) \right] = 1 \otimes \text{Li}_2 \left( \frac{m_3^2 + p_1^2}{m_3^2} \right) + \log(m_3^2) \otimes \log \left( \frac{m_3^2 + p_1^2}{m_3^2} \right) + \log(-p_1^2) \otimes \log \left( \frac{m_3^2 + p_1^2}{m_3^2} \right) + \left( \text{Li}_2 \left( \frac{m_3^2 + p_1^2}{m_3^2} \right) - \frac{\pi^2}{6} \right) \otimes 1 \]  

**Three external massive legs.** We set \( m_1^2 = m_2^2 = m_3^2 = 0 \) — see fig. 2 — and use the variables in eq. (3.23) to find

\[ \widetilde{J}_3 (p_1^2, p_2^2, p_3^2; \epsilon) = \frac{(-p_1^2)^{-1-\epsilon}}{(z - \bar{z})} \left[ T(z, \bar{z}) + \mathcal{O}(\epsilon) \right], \]  

\[ T(z, \bar{z}) = -2\text{Li}_2(z) + 2\text{Li}_2(\bar{z}) - \log(z\bar{z}) \log \left( \frac{1 - z}{1 - \bar{z}} \right), \]  

\[ C_{e_1, e_2} \widetilde{J}_3 (p_1^2, p_2^2, p_3^2) = \frac{e^{\gamma_E} \Gamma (1 - \epsilon)}{\Gamma (2 - 2\epsilon)} \frac{(p_1^2)^{-1-\epsilon}}{(1 - z) \bar{z}} 2F_1 \left( 1, 1 - \epsilon; 2 - 2\epsilon; \frac{z - \bar{z}}{(z - 1)\bar{z}} \right) \]  

\[ = \frac{1}{p_1^2 (z - \bar{z})} \log \left( \frac{1 - z}{1 - \bar{z}} \right) + \mathcal{O}(\epsilon). \]
We set massless external and internal edges.

**B.4 Four-point functions**

![Figure 3: Notation for external and internal edges of four-point functions. Propagator $e_i$ has mass $m_i^2$, and external leg $i$ has mass $p_i^2$.](image)

\[
C_{e_1, e_3} J_3 (p_1^2, p_2^2, p_3^2) = \frac{e^{\gamma \epsilon} \Gamma(1 - \epsilon)}{\Gamma(2 - 2\epsilon)} \frac{(-p_1^2)^{1-\epsilon}}{z(z - 1)(1 - z)^{\epsilon}} 2F1 \left( 1, 1 - \epsilon; 2 - 2\epsilon; \frac{\bar{z} - z}{z} \right) 2F1 \left( 1, 1 - \epsilon; 2 - 2\epsilon; \frac{\bar{z} - z}{z} \right)
\]

\[
= \frac{1}{p_1^2(\bar{z} - z)} \log \left( \frac{\bar{z}}{z} \right) + O(\epsilon). \tag{B.36}
\]

\[
C_{e_1, e_2, e_3} \tilde{J}_3 (p_1^2, p_2^2, p_3^2) = \frac{e^{\gamma \epsilon} \Gamma(1 - \epsilon)}{\Gamma(1 - \epsilon)} \frac{(-p_1^2)^{1-\epsilon}}{(z - \bar{z})^{1-2\epsilon}} (zz(1 - z)(1 - \bar{z}))^{-\epsilon}
\]

\[
= - \frac{1}{p_1^2(z - \bar{z})} + O(\epsilon). \tag{B.37}
\]

\[
j_3 (p_1^2, p_2^2, p_3^2) = - \frac{1}{p_1^2(z - \bar{z})} \tag{B.38}
\]

**Massless external and internal edges.** We set $p_i^2 = m_i^2 = 0$ for all $i$, and recall $s = (p_1 + p_2)^2$ and $t = (p_1 + p_3)^2$:

\[
\tilde{J}_4 (s, t) = \frac{2e^{\gamma \epsilon}}{\epsilon} \left\{ \frac{\Gamma^2(1 - \epsilon) \Gamma^2(1 + \epsilon)}{\epsilon \Gamma(1 + 2\epsilon) \Gamma(1 - 2\epsilon)} \frac{2}{st} \left( -\frac{s + t}{st} \right)^\epsilon \frac{(-s)^{-2-\epsilon}}{1 + \epsilon} 2F1 \left( 1, 1; 2 + \epsilon; -\frac{t}{s} \right) \right\}
\]

\[
= \frac{2}{st} \left( \frac{2}{\epsilon^2} - \frac{\log(st)}{\epsilon} + \log(-s) \log(-t) - \frac{2\pi^2}{3} \right) + O(\epsilon), \tag{B.39}
\]

\[
C_{e_1, e_3} J_4 (s, t) = 2 \frac{e^{\gamma \epsilon} \Gamma(1 - \epsilon)}{\epsilon \Gamma(1 - 2\epsilon)} s^{-2-\epsilon} 2F1 \left( 1, 1 - \epsilon; 1 + \frac{t}{s} \right)
\]

\[
= - \frac{2}{st} \left( \frac{1}{\epsilon} - \log(-t) \right) + O(\epsilon). \tag{B.40}
\]

By symmetry, $C_{e_2, e_4} \tilde{J}_4 (s, t)$ is obtained by swapping $s \leftrightarrow t$.

\[
C_{e_1, e_2, e_3, e_4} \tilde{J}_4 (s, t) = 2 \frac{e^{\gamma \epsilon} \Gamma(1 - \epsilon)}{\Gamma(1 - 2\epsilon)} \frac{(st)^{-1-\epsilon}}{(s + t)^{-\epsilon}}, \tag{B.41}
\]

\[
j_4 (s, t) = \frac{2}{st}. \tag{B.42}
\]
‘Two-mass-easy’ box. We set $p_2^2 = p_3^2 = 0$, $m_i^2 = 0$ for all $i$ and $s = (p_1 + p_2)^2$ and $t = (p_1 + p_3)^2$. We recall the result given in ref. [100],

$$
\tilde{J}_4(s, t, p_1^2, p_3^2) = \frac{2\epsilon r}{\epsilon^2(s-t-p_1^2 p_3^2)} \left\{ (-s)^{-\epsilon} + (t)^{-\epsilon} - (p_1^2)^{-\epsilon} - (p_3^2)^{-\epsilon} + \sum_{j=0}^{3} (-1)^j \left( \frac{s + t - p_1^2 - p_3^2}{\alpha_j} \right)^\epsilon \right\}. 
$$

(B.43)

with

$$
\alpha_0 = (p_1^2 - s) (p_1^2 - t), \quad \alpha_1 = (p_1^2 - s) (s - p_3^2), \quad \alpha_2 = (p_3^2 - s) (p_3^2 - t), \quad \alpha_3 = (p_1^2 - t) (t - p_3^2).
$$

$$
\mathcal{C}_{e_1, e_2} \tilde{J}_4(s, t, p_1^2, p_3^2) = -\frac{2}{(s-t-p_1^2 p_3^2)} \left[ 1 - \log \left( \frac{s(p_1^2 p_3^2 - st)}{(s-p_1^2)(s-p_3^2)} \right) \right] + \mathcal{O}(\epsilon), \quad \text{(B.44)}
$$

$$
\mathcal{C}_{e_1, e_2} \tilde{J}_4(s, t, p_1^2, p_3^2) = \frac{2}{(s-t-p_1^2 p_3^2)} \left[ 1 - \log \left( \frac{p_1^2 (s-t-p_3^2)}{p_3^2 (s-p_1^2)(p_3^2 - t)} \right) \right] + \mathcal{O}(\epsilon), \quad \text{(B.45)}
$$

$$
\mathcal{C}_{e_1, e_2, e_3, e_4} \tilde{J}_4(s, t, p_1^2, p_3^2) = \frac{2 e^{\gamma_E} \Gamma(1-\epsilon) (s + t - p_1^2 - p_3^2)^\epsilon}{\Gamma(1-2\epsilon) (s-t-p_1^2 p_3^2)^{1+\epsilon}}. \quad \text{(B.46)}
$$

\begin{equation}
\tilde{j}_4(s, t, p_1^2, p_3^2) = \frac{2}{(s-t-p_1^2 p_3^2)}. \quad \text{(B.47)}
\end{equation}

‘Two-mass-hard’ box. We set $p_2^2 = p_3^2 = 0$, $m_i^2 = 0$ for all $i$, $s = (p_1 + p_2)^2$ and $t = (p_1 + p_3)^2 \equiv sx$. Given that the triangle with three-external masses $\tilde{J}_3(s, p_1^2, p_2^2)$ appears in the diagrammatic coaction of this diagram, it is convenient to introduce $y$ and $\bar{y}$ such that

$$
y \bar{y} = \frac{p_1^2}{s}, \quad (1 - y)(1 - \bar{y}) = \frac{p_2^2}{s}. \quad \text{(B.48)}
$$

Up to order $\epsilon^0$, the expression for the two-mass-hard box can be found e.g. in ref. [101]:

$$
\tilde{J}_4(s, t, p_1^2, p_2^2) = (-s)^{-2-\epsilon} c_1 \left( \frac{y \bar{y}}{(1-y)(1-\bar{y})} \right)^{-1-2\epsilon} \left\{ \frac{1}{\epsilon^2} + 2 \text{Li}_2 \left( 1 - \frac{x}{y \bar{y}} \right) \right\} + \mathcal{O}(\epsilon), \quad \text{(B.49)}
$$

$$
\mathcal{C}_{e_1, e_2} \tilde{J}_4(s, t, p_1^2, p_2^2) = \frac{2}{(s-t-p_1^2 p_2^2)} \left[ 1 + \log(y \bar{y}) + \log((1-y)(1-\bar{y})) \right] + \mathcal{O}(\epsilon). \quad \text{(B.50)}
$$
$C_{e_2,e_4} \tilde{J}_4(s,t,p_1^2,p_2^2) = -2 s^{-2-\epsilon} \left[ \frac{1}{\epsilon} + \log((x-y)(x-(1-y)(1-y))) \right] + \mathcal{O}(\epsilon)$  \hspace{1cm} (B.51)

$C_{e_1,e_2} \tilde{J}_4(s,t,p_1^2,p_2^2) = \frac{s^{-2-\epsilon}}{x^{1+2\epsilon}} \left[ \frac{1}{\epsilon} + \log \left( \frac{(1-y)(1-y)}{y \bar{y}} \right) + 2 \log(x-y) \right] + \mathcal{O}(\epsilon)$  \hspace{1cm} (B.52)

$C_{e_2,e_3} \tilde{J}_4(s,t,p_1^2,p_2^2) = \frac{s^{-2-\epsilon}}{x^{1+2\epsilon}} \left[ \frac{1}{\epsilon} - \log \left( \frac{(1-y)(1-y)}{y \bar{y}} \right) + 2 \log(x-(1-y)(1-y)) \right] + \mathcal{O}(\epsilon)$  \hspace{1cm} (B.53)

$C_{e_1,e_2,e_3} \tilde{J}_4(s,t,p_1^2,p_2^2) = -\frac{1}{s^2 x} + \mathcal{O}(\epsilon)$  \hspace{1cm} (B.54)

$C_{e_1,e_2,e_3,e_4} \tilde{J}_4(s,t,p_1^2,p_2^2) = \frac{2 e^{\gamma_E}}{\Gamma(1-2\epsilon)} \frac{(1-\epsilon)^* (x-\bar{y}(1-y))^* (x-y(1-y))^*}{s^2 + \epsilon x^{1+2\epsilon}}$  \hspace{1cm} (B.55)

$j_4(s,t,p_1^2,p_2^2) = \frac{2}{s^2 x}$.  \hspace{1cm} (B.56)

**Box with a single massive propagator.** We set $p_i^2$ for all $i$, $m_2^2 = m_3^2 = m_4^2 = 0$, $s = (p_1 + p_2)^2$ and $t = (p_1 + p_3)^2$:

$\tilde{J}_4(s,t,m_1^2) = \frac{(-t)^{-\epsilon}}{t(s-m_1^2)} \left[ \frac{1}{\epsilon^2} + \frac{2}{\epsilon} \log \left( \frac{m_1^2}{m_1^2-s} \right) - \frac{1}{2} \log^2 \left( \frac{m_1^2}{t} \right) \right]$

$+ G \left( 1,0,-\frac{m_1^2}{t} \right) + 4 \log \left( \frac{s}{t} \right) G \left( -\frac{s}{t},- \frac{m_1^2}{t} \right) - 4 G \left( -\frac{s}{t},0,- \frac{m_1^2}{t} \right)$  \hspace{1cm} (B.57)

$\mathcal{C}_{e_1} \tilde{J}_4(s,t,m_1^2) = \frac{1}{t(m_1^2 - s)} \left[ \frac{-2}{\epsilon} + 2 \log(-t) + \log \left( \frac{m_1^2}{m_1^2+t} \right) + 4 \log \left( \frac{m_1^2-s}{s} \right) \right] + \mathcal{O}(\epsilon)$  \hspace{1cm} (B.58)

$\mathcal{C}_{e_1,e_3} \tilde{J}_4(s,t,m_1^2) = \frac{2}{t(m_1^2 - s)} \left[ \frac{1}{\epsilon} + 2 \log \left( \frac{s}{s-m_1^2} \right) - \log(-t) \right] + \mathcal{O}(\epsilon)$  \hspace{1cm} (B.59)

$\mathcal{C}_{e_2,e_4} \tilde{J}_4(s,t,m_1^2) = \frac{1}{t(m_1^2 - s)} \left[ \frac{1}{\epsilon} + \log \left( \frac{m_1^2(m_1^2+t)}{t} \right) + 2 \log \left( m_1^2 - s \right) \right] + \mathcal{O}(\epsilon)$  \hspace{1cm} (B.60)

$\mathcal{C}_{e_1,e_2,e_3} \tilde{J}_4(s,t,m_1^2) = \frac{1}{t(m_1^2 - s)} + \mathcal{O}(\epsilon)$  \hspace{1cm} (B.61)

$\mathcal{C}_{e_1,e_2,e_3,e_4} \tilde{J}_4(s,t,m_1^2) = \frac{2 e^{\gamma_E \epsilon} \Gamma(1-\epsilon)}{\Gamma(1-2\epsilon)} s^\epsilon (s+t)^\epsilon \frac{s^\epsilon (s+t)^\epsilon}{(s-m_1^2)^{1+2\epsilon}}$  \hspace{1cm} (B.62)

$j_4(s,t,m_1^2) = \frac{2}{t(s-m_1^2)}$.  \hspace{1cm} (B.63)
C The Hopf algebras of graphs and MPLs

In this appendix we present a brief overview and references on Hopf algebras and comodules. We start by a general introduction and then focus on the special instances of Hopf algebras and comodules on cut graphs encountered in this paper. All vector spaces and algebras will always be assumed to be defined over \( \mathbb{Q} \).

C.1 Bialgebras, Hopf algebras and comodules

A **bialgebra** is an algebra \( H \) together with two maps, the **coproduct** \( \Delta : H \to H \otimes H \) and the **counit** \( \varepsilon : H \to \mathbb{Q} \), satisfying the following properties:

1) **Coassociativity:**

\[
(\Delta \otimes \text{id})\Delta = (\text{id} \otimes \Delta)\Delta.
\]

(C.1)

2) \( \Delta \) and \( \varepsilon \) are algebra homomorphisms:

\[
\Delta(a \cdot b) = \Delta(a) \cdot \Delta(b) \quad \text{and} \quad \varepsilon(a \cdot b) = \varepsilon(a) \cdot \varepsilon(b), \quad \forall a, b \in H.
\]

(C.2)

3) The counit and the coproduct are related by

\[
(\varepsilon \otimes \text{id})\Delta = (\text{id} \otimes \varepsilon)\Delta = \text{id}.
\]

(C.3)

An element \( a \in H \) is called **group-like** if \( \Delta(a) = a \otimes a \).

A **Hopf algebra** is a bialgebra \( H \) together with an involution \( S : H \to H \) that satisfies

\[
m(\text{id} \otimes S)\Delta = m(S \otimes \text{id})\Delta = \varepsilon \quad \text{and} \quad S(a \cdot b) = S(b) \cdot S(a) \quad \forall a, b \in H,
\]

(C.4)

where \( m \) denotes the multiplication in \( H \). If \( H \) is a Hopf algebra, then a \( H \) (right-)**comodule** is a vector space \( A \) together with a map \( \rho : A \to A \otimes H \) such that

\[
(\rho \otimes \text{id})\rho = (\text{id} \otimes \Delta)\rho \quad \text{and} \quad (\text{id} \otimes \varepsilon)\rho = \text{id}.
\]

(C.5)

C.2 Incidence Hopf algebras

In this section we discuss a special incarnation of a Hopf algebra, which plays an important role on this paper. More precisely, we present the incidence algebra, which is a simple combinatorial construction on partially ordered sets. The incidence algebra is defined as follows. Let \( P \) be a partially ordered set, i.e., a set together with a partial order \( \leq \) on its elements. If \( A \leq B \), we define the interval \( [A, B] = \{X \in P | A \leq X \leq B\} \), and we denote by \( P_2 \) the algebra generated by all intervals \([A, B] \). Then \( P_2 \) can be turned into a bialgebra, known as the **incidence bialgebra** [102, 103], with the coproduct

\[
\Delta([A, B]) = \sum_{A \leq X \leq B} [A, X] \otimes [X, B],
\]

(C.6)

and the counit

\[
\varepsilon([A, B]) = \begin{cases} 1, & \text{if } A = B, \\ 0, & \text{otherwise}. \end{cases}
\]

(C.7)
It is easy to see that elements of the form \([A, A]\) are grouplike, \(\Delta([A, A]) = [A, A] \otimes [A, A]\).

An incidence bialgebra can be turned into a Hopf algebra by the construction of an antipode, if and only if the elements \([A, A]\) are invertible \([104]\). Let us define \(\tilde{P}_2\) as the bialgebra obtained by adding to \(P_2\) new grouplike generators \([A, A]^{-1}, A \in P\), which are multiplicative inverses of \([A, A]\). Then \(\tilde{P}_2\) is a Hopf algebra, and the antipode is unique and involutive (i.e. \(S^2 = 1\)). It is given by \([104]\)

\[
S([A, B]) = \begin{cases} [A, A]^{-1}, & \text{if } A = B, \\ \sum_{A \subseteq X_0 \subseteq X_1 \subseteq \ldots \subseteq X_k = B} (-1)^k \prod_{i=1}^{k} [X_{i-1}, X_i] \otimes [X_i, X_j], & \text{otherwise}. \end{cases}
\]

(C.8)

Since \(S\) is involutive, this implies \(S([A, A]^{-1}) = S^2([A, A]) = [A, A]\).

C.3 Examples of incidence Hopf algebras

The Hopf algebra of MPLs. A first example of an incidence Hopf algebra is the Hopf algebra \(H\) of MPLs (for generic values of the arguments). It is easy to see that the coproduct on MPLs in eq. (2.18) can be cast in the form of eq. (C.6) if we identify the set \(P\) with the set of all words \(\vec{a}\) formed from the alphabet \(\{a_1, \ldots, a_n\}\) (including the empty word).

The partial order on \(P\) is the natural ordering induced by the inclusion of words. We can then identify an interval of words \([\vec{b}, \vec{a}]\) with the function \(G_{\vec{b}}(\vec{a}; z)\), and the interval \([\emptyset, \vec{a}]\) is identified with the MPL \(G(\vec{a}; z)\).

The incidence Hopf algebra of pairs of subsets. A second example of an incidence Hopf algebra is provided by the set \(P(E)\) of all subsets of a set \(E\). The subsets are ordered by inclusion, and the set of intervals \(P_2(E)\) is the set of all pairs \([A, B]\) with \(A \subseteq B \subseteq E\).

The incidence coproduct on \(P_2(E)\) takes the form

\[
\Delta([A, B]) = \sum_{A \subseteq X \subseteq B} [A, X] \otimes [X, B],
\]

(C.9)

There are two natural families of Hopf subalgebras in \(\tilde{P}_2(E)\):

1) Nested subsets containing a given subset \(C\). Define \(\tilde{P}_2(E, C)\) as the subalgebra generated by elements \([A, B]\) and \([A, A]^{-1}\) with \(C \subseteq A \subseteq B \subseteq E\). It is easy to check that \(\tilde{P}_2(E, C)\) is a Hopf subalgebra of \(\tilde{P}_2(E)\).

2) Nested subsets of a minimum cardinality \(k\). For \(k\) a positive integer, we define \(\tilde{P}_{2,k}(E)\) as the subalgebra generated by elements \([A, B]\) and \([A, A]^{-1}\) with \(|A| \geq k\). Here too, \(\tilde{P}_{2,k}(E)\) is a Hopf subalgebra of \(\tilde{P}_2(E)\).

Further, we can use these Hopf subalgebras to define certain comodules. Suppose that we consider pairs in which the smaller subset is fixed. To be precise, for \(C \subseteq E\), we define \(\tilde{Q}_2(E, C)\) as the subalgebra of \(\tilde{P}_2(E)\) generated by elements \([C, B]\) with \(C \subseteq B \subseteq E\). However, \(\tilde{Q}_2(E, C)\) is not a Hopf subalgebra. Instead, we can see it as a \(\tilde{P}_{2,|C|+1}(E)\)
comodule. The coaction is given by the map $\rho : \tilde{Q}_2(E, C) \to \tilde{Q}_2(E, C) \otimes \tilde{P}_2,|C|+1(E)$ defined by

$$
\rho([C, B]) = \sum_{C \subset X \subseteq B, X \neq C} [C, X] \otimes [X, B].
$$

(C.10)

The incidence Hopf algebra of cut graphs. It is readily apparent that the coaction on cut graphs defined in eq. (4.1) takes the form of an incidence algebra. The incidence algebra for the family of cut graphs obtained by pinches of a cut graph $(G, E_G)$ is then $\tilde{P}_2(E_G)$. For a cut graph $(G, C)$, it is $\tilde{P}_2(E_G, C)$. However, we introduce several modifications:

- The ordering of pairs is reversed compared to the mathematical literature such as eq. (C.6), so that in the body of this paper, the subsets appear on the right.
- As a matter of notation, we write the elements in the form $(G, C)$ rather than $[E_G, C]$, to reinforce the notion that we are acting on graphs with physical interpretations.
- We specifically exclude the empty set from the sum. (Compare the indexing in eq. (4.1) with eq. (C.6), where there is no such restriction, and no special treatment for the case $A = \emptyset$.) In this respect, our operation differs from the mathematical literature on incidence algebras. In fact, this modification means that we are working with the comodule $\tilde{Q}_2(E_G, C)$ on which the Hopf algebra $\tilde{P}_2,|C|+1(E_G)$ coacts according to eq. (C.10). In other words, we can identify the coaction $\Delta_{\text{inc}}$ on cut graphs defined in eq. (4.1) with the coaction $\rho$ of eq. (C.10).

This incidence algebra does not involve any information about the graphical structure other than the list of edges.

D Compactification of cut and uncut one-loop integrals

In ref. [45] it was shown that in order to study cuts of one-loop Feynman integrals, it is convenient to write them as integrals over a compact quadric in the complex projective space $\mathbb{C}P^{D+1}$ [85, 89, 105]. In this appendix we briefly summarize the main results presented there, and we compute the cut integrals necessary to completely determine the differential equations satisfied by a generic one-loop integral as discussed in Section 9.2. Throughout this appendix, we will work in Euclidean kinematics to match ref. [45].

We equip $\mathbb{C}P^{D+1}$ with the bilinear form

$$
(Z_1Z_2) = z_1^\mu z_2^\mu - \frac{1}{2} Z_1^+ Z_2^- - \frac{1}{2} Z_1^- Z_2^+ ,
$$

(D.1)

where $z_1^\mu z_2^\mu$ denotes the usual Euclidean scalar product. If we work in the coordinate patch $Z^+ = 1$, then to each propagator $D_i = (k^E - q_i^E)^2 + m_i^2$ we associate the point $X_i \in \mathbb{C}P^{D+1}$ defined by

$$
X_i = \begin{bmatrix}
(q_i^E)^\mu \\
(q_i^E)^2 + m_i^2 \\
1
\end{bmatrix}, \quad 1 \leq i \leq n.
$$

(D.2)
A one-loop integral is then written as
\[
I_n^D = \frac{(-1)^n e^{\pi\iota\varepsilon}}{\pi^{D/2}} \int_{\Sigma} d^{D+2}Y \frac{\delta((YY))}{\text{Vol}(GL(1))} \frac{[-2(X_\infty Y)]^{n-D}}{[-2(X_1 Y)] \cdots [-2(X_n Y)]},
\]  
where \( \Sigma \) is the real quadric defined by \((YY) = 0\) (take e.g. \(Y = [(k^E)^\mu, (k^E)^2, 1]^T\)), and we have introduced the lightlike 'point at infinity'
\[
X_\infty = \begin{bmatrix} 0^\mu \\ 1 \\ 0 \end{bmatrix}.
\]

In ref. [45], it was shown that all one-loop integrals, cut or uncut, can be written in terms of the same class of functions \(Q_n^D\) defined as
\[
Q_n^D(X_1, \ldots, X_n, X_0) = \frac{(-1)^n e^{\pi\iota\varepsilon}}{\pi^{D/2}} \int_{\Sigma} d^{D+2}Y \frac{\delta((YY))}{\text{Vol}(GL(1))} \frac{[-2(X_0 Y)]^{n-D}}{[-2(X_1 Y)] \cdots [-2(X_n Y)]},
\]
where the integration runs over the real quadric \((YY) = 0\). In the special case where \(X_0 = X_\infty\), eq. (D.5) reduces to an ordinary one-loop integral,
\[
I_n^D = Q_n^D(X_1, \ldots, X_n, X_\infty).
\]

The cut integral \(C_n I_n^D\), where \(C\) is a subset of the propagators in eq. (D.3) has a simple interpretation in \(\mathbb{C}P^{D+1}\). Let \(P_i = \{X \in \mathbb{C}P^{D+1} : (Y X_i) = 0\}\) and \(P_{\bar{C}} = \bigcap_{i \notin C} P_i\). Then the cutting operation is, loosely speaking, a projection onto the hyperplane \(P_{\bar{C}}\): the integration contour is given by \(\Sigma \cap P_{\bar{C}}\), which is still a quadric, and the points \(Y\) and \(X_j\) for \(j \notin C\) are transformed into \(Y_\perp\) and \(X'_{C,j}\), defined as
\[
Y_\perp = Y - \sum_{i \in C} a_i X_i, \quad X'_{C,j} = X_j - \sum_{i \in C} a_{ij} X_i,
\]
and such that \((Y_\perp X_i) = (X'_{C,j} X_i) = 0\) for \(i \in C\). In particular, while \(X_\infty\) is lightlike, \(X'_{C,\infty}\) might not be. It is then easy to see that, taking \(C = \{1, \ldots, c\},
\]
\[
C_n I_n^D = \frac{(-1)^n (2\pi i)^{c/2} e^{\pi\iota\varepsilon}}{(2)^c \pi^{D/2} \sqrt{(-1)^c Y_C}} \int_{S_{\bar{C}}} d^{D-c+2}Y_\perp \frac{\delta((Y_\perp Y_\perp))}{\text{Vol}(GL(1))} \frac{[-2(X'_{C,\infty} Y_\perp)]^{n-c-(D-c)}}{[-2(X'_{C,c+1} Y_\perp)] \cdots [-2(X'_{C,n} Y_\perp)]}
\]
\[
= \frac{2^{-c} (2\pi i)^{c/2}}{\pi^{c/2} \sqrt{(-1)^c Y_C}} Q_{n-c}^{D-c}(X'_{C,c+1}, \ldots, X'_{C,n}, X'_{C,\infty}).
\]

Here, \(Y_C\) is the modified Cayley determinant. Both \(Y_C\) and the Gram determinant \(\text{Gram}_C\) have simple expressions in terms of the \(X_i\):
\[
\text{det}(X_i X_j)_{i,j \in C} = \begin{cases} (-1)^c Y_C, & \text{if } \infty \notin C, \\ (-1)^{c-1} \frac{1}{4} \text{Gram}_C(\infty), & \text{if } \infty \in C. \end{cases}
\]
It is often useful to write the scalar products \((X'_{C,i}X'_{C,j})\) in terms of the \(X_i\):

\[
(X'_{C,i}X'_{C,j}) = \frac{1}{(-1)^{\epsilon} Y_C} \det \left( \begin{array}{c}
(X_1X_1) \ldots (X_cX_1) \ (X_cX_1) \\
\vdots \quad \vdots \quad \vdots \\
(X_1X_c) \ldots (X_cX_c) \ (X_cX_c) \\
(X_1X_j) \ldots (X_cX_j) \ (X_cX_j)
\end{array} \right).
\] (D.10)

The functions \(Q_n^D\) can easily be written as parametric integrals after combining denominators with Feynman parameters \([105]\). In particular, in the case where none of the \(X_i\) are lightlike, which is the case relevant for cuts of a generic one-loop integral, we find

\[
Q_n^D(X_1, \ldots, X_n, X_0) = (-1)^n e^{\gamma_{Euler}} \frac{\Gamma(D/2)}{\Gamma(D-n)} \int [db] \left( \frac{b_0}{\sqrt{(X_0X_0)}} \right)^{D-n-1} \left( -\sum_{i=0}^{n} b_i^2 - 2 \sum_{i<j}^{n} b_ib_j u_{ij} \right)^{-D/2},
\] (D.11)

where

\[
u_{ij} = \frac{(X_iX_j)}{(X_jX_j)} \quad \text{and} \quad \int [db] = \left( \prod_{i=0}^{n} \int_{0}^{\infty} \frac{db_i}{\sqrt{(X_iX_i)}} \right) \delta(1-h(b)),
\] (D.12)

with \(h(b) = \sum_{i=0}^{n} h_i b_i\) such that the \(h_i \geq 0\) are not all zero (see e.g. ref. [8]). The \(Y\)-integration in eq. (D.5) is performed after Feynman parametrization using

\[
I(X) = \int_{\Sigma} \frac{d^{D+2}Y}{\text{Vol}(GL(1))} \frac{\delta((YY))}{[-2(YX)]^{-D}} = \frac{\pi^{D/2} \Gamma(D/2)}{\Gamma(D)} \frac{\Delta}{[-(XX)]^{-D/2}}.
\] (D.13)

Note that eq. (D.11) is only valid for \(D \neq n\), because otherwise the integrand has a pole at \(b_0 = 0\) and a problematic factor of \(\Gamma(D-n)\). The case \(D = n\), however, is important, because it covers precisely the DCI integrals considered in Section 7. In this case, we see from eq. (D.5) that \(Q_n^D\) does not depend on \(X_0\) and it is straightforward to repeat the derivation of eq. (D.11) for \(D = n\). We find

\[
Q_n^D(X_1, \ldots, X_n) = (-1)^n e^{\gamma_{Euler}} \frac{\Gamma(n/2)}{\Gamma(D-n)} \int [db] \left( -\sum_{i=1}^{n} b_i^2 - 2 \sum_{i<j}^{n} b_ib_j u_{ij} \right)^{-n/2},
\] (D.14)

where the integration measure \([db]\) does not involve the variable \(b_0\). Equation (D.14) describes an integral over a projective simplex of an integrand with singularities along a quadric. Integrals of this type have been considered by Goncharov in ref. [87].

### D.1 Explicit results for some cut integrals

In this appendix, we present results for the cut integrals needed to obtain the differential equations of one-loop integrals. The maximal cuts are trivial and given by eq. (D.13), so we will simply quote the result below. For the non-maximal cuts, we will need the functions \(Q_n^D\) for specific values of \(D\) and \(n\). For \(C_C\tilde{J}_G\) with \(n_G\) even, \(D = n_G - 2\epsilon\):
• for $n_C = n_G - 1$:

$$Q_1^{1-2\epsilon}(X_1, X_0) = -\sqrt{\pi} i^{2\epsilon-1} \frac{1 + 2\epsilon \log(1 + u_{10}) + \epsilon \log(X_0 X_0)] + O(\epsilon^2)}{\sqrt{(X_1 X_1)}}. \quad (D.15)$$

• for $n_C = n_G - 2$:

$$Q_2^{2-2\epsilon}(X_1, X_2, X_0) = \frac{i^{2\epsilon-2}}{2\sqrt{(X_0 X_0)(X_2 X_2)}} \frac{1}{\sqrt{u_{12}^2 - 1}} \log \left( \frac{u_{12} + \sqrt{u_{12}^2 - 1}}{u_{12} - \sqrt{u_{12}^2 - 1}} \right) + O(\epsilon). \quad (D.16)$$

For $C_J G$ with $n_G$ odd, $D = n_G + 1 - 2\epsilon$:

• for $n_C = n_G - 1$:

$$Q_1^{1-2\epsilon}(X_1, X_0) = \frac{i^{2\epsilon-2}}{2\sqrt{(X_0 X_0)(X_1 X_1)}} \frac{1}{\sqrt{u_{10}^2 - 1}} \log \left( \frac{u_{10} + \sqrt{u_{10}^2 - 1}}{u_{10} - \sqrt{u_{10}^2 - 1}} \right) + O(\epsilon). \quad (D.17)$$

• for $n_C = n_G - 2$:

$$Q_2^{2-2\epsilon}(X_1, X_2, X_0) = \frac{\sqrt{\pi} i^{2\epsilon-3}}{2\sqrt{(X_0 X_0)(X_1 X_1)(X_2 X_2)}} \frac{1}{\Delta(u_{10}, u_{20}, u_{12})} \log \left( \frac{1 + u_{10} + u_{20} + u_{12} + \Delta(u_{10}, u_{20}, u_{12})}{1 + u_{10} + u_{20} + u_{12} - \Delta(u_{10}, u_{20}, u_{12})} \right) + O(\epsilon). \quad (D.18)$$

where we have defined the function $\Delta(a, b, c) = \sqrt{a^2 + b^2 + c^2 - 2abc - 1}$.

These expressions appear in eq. (D.8) evaluated at specific points $X_{C,i}^\prime$, in combinations that can be written in terms of Gram and Cayley determinants. We will explain how this is done through an example, the next-to-maximal cut of an integral with an even number that can be written in terms of Gram and Cayley determinants. We will explain how this is done through an example, the next-to-maximal cut of an integral with an even number of propagators. The remaining cases can be treated in an analogous way. For our example, we set $C = [n - 1]$ without loss of generality. We must evaluate eq. (D.15) at $X_1 = X_{C,n}^\prime$ and $X_0 = X_{C,\infty}^\prime$. From eqs. (D.9) and (D.10), it is easy to find that

$$(X_{C,n}^\prime X_{C,n}^\prime) = -\frac{Y_{[n]}}{Y_{[n-1]}}, \quad (X_{C,\infty}^\prime X_{C,\infty}^\prime) = \frac{\text{Gram}_{[n-1]}}{4 Y_{[n-1]}}. \quad (D.19)$$

To evaluate $u_{\infty}(C)$, i.e. $u_{10}$ for $X_1 = X_{C,n}^\prime$ and $X_0 = X_{C,\infty}^\prime$, we first note that

$$\text{det} \left( \begin{array}{cc} (X_{C,n}^\prime X_{C,n}^\prime) & (X_{C,n}^\prime X_{C,\infty}^\prime) \\ (X_{C,0}^\prime X_{C,n}^\prime) & (X_{C,\infty}^\prime X_{C,\infty}^\prime) \end{array} \right) = \frac{\text{det}(X_{i,j})_{i,j \in C,\infty}}{(-1)^C Y_G}. \quad (D.20)$$

This is just eq. (7.15) of ref. [45], whose proof was presented there. The determinant on the left-hand side is easily written in terms of $u_{\infty}(C)$, $(X_{C,n}^\prime X_{C,n}^\prime)$ and $(X_{C,\infty}^\prime X_{C,\infty}^\prime)$ to finally get

$$u_{\infty}^2(C) = 1 - \frac{\text{Gram}_{[n]} Y_{[n-1]}}{Y_{[n-1]} \text{Gram}_{[n-1]}}. \quad (D.21)$$
The same procedure allows one to determine all the required $u_{ij}$. The function $\Delta$ appearing in eq. (D.18) is obtained from the determinant of the three-dimensional matrix involving the scalar products of the points $X'_{[n-2],n-1}$, $X'_{[n-2],n}$ and $X'_{[n-2],\infty}$, assuming propagators $n - 1$ and $n$ are uncut.

We now combine all the results listed above to give the explicit expressions for the cuts required for full determination of the differential equations of one-loop integrals, as discussed in Section 9.2. For diagrams with an even number of propagators, we find the following results.

- **Maximal cut:**

  \[
  C_{E_G} \tilde{J}_G = 2^{1-n/2}i^{n/2} \sqrt{Y_{E_G}} \left[ 1 + \epsilon \log \left( \frac{\text{Gram}_{E_G}}{4Y_{E_G}} \right) \right] + O (\epsilon^2). \tag{D.22}
  \]

- **Next-to-maximal cut:**

  \[
  C_{E_G \setminus e} \tilde{J}_G = -2^{-n/2} i^{n/2} \sqrt{Y_{E_G}} \left[ 1 + 2\epsilon \log \left( 1 + \sqrt{\frac{Y_{E_G} \text{ Gram}_{E_G \setminus e} - \text{ Gram}_{E_G \setminus e}}{Y_{E_G} \text{ Gram}_{E_G \setminus e}}} \right) + \epsilon \log \left( \frac{\text{ Gram}_{E_G \setminus e}}{4Y_{E_G \setminus e}} \right) \right] + O (\epsilon^2). \tag{D.23}
  \]

- **Next-to-next-to-maximal cut:**

  \[
  C_{E_G \setminus \{e,f\}} \tilde{J}_G = 2^{1-n/2} i^{(n-1)/2} \sqrt{\text{ Gram}_{E_G}} \log \left( \frac{Y_{E_G} \text{ Gram}_{E_G \setminus e} - \text{ Gram}_{E_G \setminus e}}{Y_{E_G} \text{ Gram}_{E_G \setminus e}} \frac{Y_{E_G} \text{ Gram}_{E_G \setminus e} - \text{ Gram}_{E_G \setminus e}}{Y_{E_G} \text{ Gram}_{E_G \setminus e}} \right) + O (\epsilon). \tag{D.24}
  \]

For diagrams with an odd number of propagators, we find the following results.

- **Maximal cut:**

  \[
  C_{E_G} \tilde{J}_G = 2^{1-n/2} i^{n/2} \sqrt{Y_{E_G}} \left[ 1 + \epsilon \log \left( \frac{\text{ Gram}_{E_G}}{4Y_{E_G}} \right) \right] + O (\epsilon^2). \tag{D.25}
  \]

- **Next-to-maximal cut:**

  \[
  C_{E_G \setminus e} \tilde{J}_G = 2^{-n/2} i^{(n-1)/2} \sqrt{\text{ Gram}_{E_G}} \log \left( \frac{Y_{E_G} \text{ Gram}_{E_G \setminus e} - \text{ Gram}_{E_G \setminus e} \ Y_{E_G \setminus e}}{Y_{E_G} \text{ Gram}_{E_G \setminus e} - \text{ Gram}_{E_G \setminus e} \ Y_{E_G \setminus e}} \right) + O (\epsilon). \tag{D.26}
  \]

- **Next-to-next-to-maximal cut:**

  \[
  C_{E_G \setminus \{e,f\}} \tilde{J}_G = 2^{1-n/2} i^{(n-1)/2} \sqrt{\text{ Gram}_{E_G}} \log \left( \frac{a_1 + a_2 + a_3 + a_4 + a_5}{a_1 + a_2 + a_3 + a_4 - a_5} \right) \tag{D.27}
  \]
where

\[
\begin{align*}
    a_1 & = \sqrt{\text{Gram}_{E_G\setminus\{e,f\}} Y_{E_G\setminus\{e,f\}}}, \\
    a_2 & = \sqrt{\text{Gram}_{E_G\setminus\{e,f\}} (Y_{E_G\setminus\{e,f\}} - Y_{E_G\setminus\{e,f\}} - Y_{E_G\setminus\{e,f\}})^2}, \\
    a_3 & = \sqrt{Y_{E_G\setminus\{e,f\}} (\text{Gram}_{E_G\setminus\{e,f\}} - \text{Gram}_{E_G\setminus\{e,f\}}^2)}, \\
    a_4 & = \sqrt{Y_{E_G\setminus\{e,f\}} (\text{Gram}_{E_G\setminus\{e,f\}} - \text{Gram}_{E_G\setminus\{e,f\}}^2)}, \\
    a_5 & = \sqrt{-\text{Gram}_{E_G} Y_{E_G\setminus\{e,f\}}^2}.
\end{align*}
\]  

Let us make some comments on the explicit results listed above. First, we stress that they only apply when the cuts are finite. Divergent cuts can be computed through a similar procedure, but they are less interesting for us in the context of Section 9.2, as they correspond to cuts of known integrals. Second, we recall that the cuts defined in ref. [45] are only determined up to an overall signs and modulo $i\pi$. Here, we have fixed the overall signs such that relations like eqs. (2.7) and (2.8) coming from the study of the homology groups of one-loop integrals are satisfied [42, 43]. In particular, we note that the maximal and next-to-maximal cuts of a diagram with even number of propagators, eqs. (D.22) and (D.23), are related by $-1/2$, and that eqs. (D.24) and (D.26) are related by sending one point to infinity (e.g., the one associated with the edge $f$ in (D.24)).

### D.2 Sending a point to infinity

We now make precise the operation of ‘sending a point to infinity’ [82, 86], which is particularly simple to explain in the compactified picture discussed above. We define $K_G$ as

\[
\tilde{K}_G = \lim_{\epsilon \to 0} \tilde{J}_G,
\]

and assume completely generic kinematics so that the limit exists (the only divergent integral is the tadpole, but this is a trivial case that can be dealt with separately). Our discussion extends to integrals with some scales set to zero, as long as they are finite in the limit $\epsilon \to 0$. In the following, we assume that $G$ is a graph with an even number of internal edges, and $G'$ is the same graph after contracting one edge $e$, so that $E_G = E_G' \cup \{e\}$ and $n_G = n_{G'} + 1$. The operation of sending a point to infinity relates $\tilde{K}_G$ and $\tilde{K}_{G'}$.

From eq. (D.6), it follows that

\[
\tilde{K}_G = \frac{1}{\pi^{n_G/2}} \int_{\Sigma} d^{n_G+2} Y \delta((YY)) \frac{1}{\text{Vol}(GL(1))} \left[ -2(X_1 Y) \ldots [-2(X_{n_G} Y)] \right].
\]  

For $G'$, we have

\[
\tilde{K}_{G'} = -\frac{1}{\pi^{n_G/2}} \int_{\Sigma} d^{n_{G'}+2} Y \delta((YY)) \frac{1}{\text{Vol}(GL(1))} \left[ -2(X_1 Y) \ldots [-2(X_{n_{G'}-1} Y)] [-2(X_{\infty} Y)] \right].
\]  

We thus see that, up to a sign, $\tilde{K}_{G'}$ is obtained from $\tilde{K}_G$ by taking the point $X_e$ associated with an edge $e$ of $G$ to be $X_{\infty}$. Without loss of generality, we can choose this point to be
\( X_{n_G} \), so that
\[
\tilde{K}_{G'}(X_1, \ldots, X_{n_G'}) = -\tilde{K}_G(X_1, \ldots, X_{n_G-1}, X_{n_G} = X_\infty). \tag{D.32}
\]

In this paper, we find it convenient to work with integrals normalized to the leading term in the \( \epsilon \)-expansion of their maximal cuts, as defined in eq. (2.10). Because of this normalization, the relation (D.32) is modified. For \( G \), the normalized integral is:
\[
K_G = \frac{\sqrt{Y_{E_G}}}{2^{1-n_G/2} i^{n_G/2}} \tilde{K}_G. \tag{D.33}
\]

For \( G' \), it is:
\[
K_{G'} = \frac{\sqrt{\text{Gram}_{E_{G'}}}}{2^{1-n_{G'}/2} i^{n_{G'}/2-1}} \tilde{K}_{G'}. \tag{D.34}
\]

To obtain the equivalent of eq. (D.32) for the normalized integrals, we must determine how the normalization factor in \( K_G \) transforms as we take the point \( X_{n_G} \) to infinity. We use eq. (D.9) to write the modified Cayley determinant as a determinant of the points \( X_i \) and then send \( X_{n_G} \) to infinity:
\[
\sqrt{\det(X_i X_j)_{i,j \in E_G}} \xrightarrow{X_{n_G} \to X_\infty} \sqrt{\det(X_i X_j)_{i,j \in E_{G'} \cup \{\}}}_{2^{1-n_G/2} i^{n_G/2}} = \sqrt{\text{Gram}_{E_{G'}}}_{2^{1-n_{G'}/2} i^{n_{G'}/2-1}}, \tag{D.35}
\]
where in the last equality we again used eq. (D.9) to relate determinants involving the point at infinity with the usual Gram determinant. We thus find that the relation between the normalized integrals is
\[
K_{G'}(X_1, \ldots, X_{n_G'}) = -2K_G(X_1, \ldots, X_{n_G-1}, X_{n_G} = X_\infty). \tag{D.36}
\]

This relation extends trivially to cut integrals, with the restriction that the point that is taken to infinity cannot correspond to a cut edge.

We note that the factor of 2 in the above relation is related to the deformation parameter \( 1/2 \) appearing in the definition of \( \tilde{J}_G \), in terms of which we write our diagrammatic coaction, see eqs. (4.16) and (4.14). As an illustration of this observation, we recover the differential equation for a finite integral with an odd number of propagators at \( \epsilon = 0 \) by sending a point to infinity in eq. (9.13), i.e., from the differential equation of a finite integral with an even number of propagators. The same differential equation was obtained directly from the diagrammatic coaction in eq. (9.14). We start from eq. (9.13) and single out the terms containing edge \( e \) in the sum over subsets of edges:
\[
dK_G = \sum_{X \subseteq E_G, \ n_X = n_G-1} K_{G_X} dC_{X} K_{G} + \sum_{X \subseteq E_G', \ n_X = n_G'-2} K_{G_{X_e}} dC_{X_e} K_{G_e}, \tag{D.37}
\]
where \( E_G = E_{G'} \cup \{e\} \) and \( X_e \equiv X \cup \{e\} \). The cuts in the second term on the right-hand side involve the edge \( e \), but using eq. (7.3) they can be rewritten in terms of cuts not involving \( e \),
\[
C_{X_e} K_{G} = -2C_{X} K_{G} - \sum_{e' \in E_G \setminus X} C_{X_{e'}} K_{G_e}. \tag{D.38}
\]
We can now rewrite eq. (D.37) in such a way that the edge \(e\) is never cut in any of the contributions in the right-hand side:

\[
dK_G = \sum_{\substack{X \subseteq E_G' \setminus X \subseteq E_G \setminus X}} K_{G_X} \frac{dC_X K_G}{n_X} = \frac{n_{G'}}{n_{G'} - 1} K_{G' X} dC_{X} K_{G} + \sum_{\substack{X \subseteq E_G' \setminus X \subseteq E_G \setminus X}} K_{G_{X'}} \left( -2 dC_X K_G - \sum_{e' \in E_G \setminus X} dC_{X e'} K_G \right). \tag{D.39}
\]

We can now use eq. (D.36) and take the point corresponding to edge \(e\) to infinity to obtain

\[
dK'_{G'} = \sum_{\substack{X \subseteq E_{G'} \setminus X \subseteq E_{G} \setminus X}} K_{G'_{X}} \frac{dC_{X} K_{G'}}{n_X} = \frac{n_{G'}}{n_{G'} - 2} K_{G' X} dC_{X} K_{G'} + \sum_{\substack{X \subseteq E_{G'} \setminus X \subseteq E_{G} \setminus X}} K_{G'_{X}} \left( dC_X K_{G'} + \frac{1}{2} \sum_{e \in E_{G'} \setminus X} dC_{X e} K_{G'} \right), \tag{D.40}
\]

which reproduces eq. (9.14). While in eq. (9.14) the factor of 1/2 appeared directly from the diagrammatic coaction, in the derivation above it appeared because of the relation (D.36). For the operation of sending a point to infinity to be consistent with the diagrammatic coaction, the deformation parameter must thus be consistent with the coefficient appearing in eq. (D.36).
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