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SUMMARY Differentiable neural architecture search (DARTS) is now a widely disseminated weight-sharing neural architecture search method and it consists of two stages: search and evaluation. However, the original DARTS suffers from some well-known shortcomings. Firstly, the width and depth of the network, as well as the operation of two stages are discontinuous, which causes a performance collapse. Secondly, DARTS has a high computational overhead. In this paper, we propose a synchronous progressive approach to solve the discontinuity problem for network depth and width and we use the 0-1 loss function to alleviate the discontinuity problem caused by the discretization of operation. The computational overhead is reduced by using the partial channel connection. Besides, we also discuss and propose a solution to the aggregation of skip operations during the search process of DARTS. We conduct extensive experiments on CIFAR-10 and WANFANG datasets, specifically, our approach reduces search time significantly (from 1.5 to 0.1 GPU days) and improves the accuracy of image recognition.
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1. Introduction

Image classification is one of the basic tasks in the field of computer vision. In 2012, AlexNet\cite{1} improved the accuracy of image classification tremendously using an eight-layer convolutional network and won the ImageNet competition championship. Since then, the convolutional neural network has become the mainstream approach for image classification, and various networks have been designed to improve the performance\cite{2,3,4,5}. In the past, most researchers designed neural networks manually. However, this situation has changed recently due to the development of neural architecture search (NAS), which achieved great success in image classification. For image classification, NAS is expected to design the search space, and learn to discover neural network architectures with good performance automatically. The development of NAS mainly goes through two stages according to the search strategy. In the first stage, although the search strategy has achieved good performance by applying reinforcement learning or evolutionary algorithms, the computational overhead is still considerably high as it often takes hundreds or even thousands of GPU days, which is unaffordable for lots of researchers. Many efforts explore ways to reduce search time. DARTS\cite{6} brings NAS into the second stage: differentiable search, which deviates completely from reinforcement learning and evolutionary algorithms. DARTS uses multiple cell stacks, each of which is represented by a directed acyclic graph (DAG) consisting of multiple nodes. A relaxation method is used to train the mixed operations among nodes by a gradient descent approach, thus reducing the computational overhead to single-digit GPU days. NAS aims at searching for the model of the highest accuracy with the least search time, and the model size should be as small as possible. DARTS overcomes the issue of high computational cost in traditional methods and greatly reduces search time while ensuring model accuracy. It has become a new focus of research in NAS after reinforcement learning and evolutionary algorithms. DARTS can search for a well-performing model automatically by applying a search strategy, which costs less computation and less time. However, DARTS still suffers from many drawbacks, such as discontinuous network configuration, skip operation aggregation, etc., which affect the performance of the search algorithm. Therefore, it is important to investigate and solve these problems to improve accuracy and performance.

The rest of the paper is organized as follows. We first review the related work on NAS in Sect. 2. Then, we propose SP-DARTS in Sect. 3. We evaluate the performance of the proposed approaches through extensive experiments on the CIFAR-10 dataset in Sect. 4. We conclude our work in Sect. 5.

The main contributions of our work are summarized as follows:

- We propose an efficient “synchronous progressive method” for DARTS to bridge the depth and width gap between search and evaluation, and demonstrate its superiority over standard DARTS in terms of accuracy and search time.
- We apply partial channel connections (PC) and edge normalization (EN) to reduce computing overhead caused by the synchronous progressive method. The search stage in DARTS typically costs 1.5 GPU-days, and we reduce this time to 0.1 GPU-days without performance loss.
- We explore the impact of channels of the network and the sampling rate $K$ of the PC method on skip aggregation phenomenon and provide justifications for such
impact.
- We conduct experiments to show the skip operation aggregation phenomenon caused by DARTS and employ the Sigmoid activation function to eliminate this phenomenon.

2. Related Work

Some early studies proposed pioneering search architectures based on reinforcement learning (RL) [7]–[9]. NASNet can generate strings that represent the structure of neural networks through RNN [7], and continuously update the gradient of strategy to generate a network architecture with better performance. However, the procedure is computationally very intensive and can only process small data sets. NASNet is among the first that proposed a cell-based search space, where a cell is a DAG consisting of an orderly sequence of nodes. NASNet searches for operation types and topological connections in the cell and repeats the cell to form the entire network architecture. The depth, width, and sampling operation of the architecture are all set manually, which greatly improves the search efficiency of the algorithm compared with the work in [7]. The approaches based on evolutionary algorithms (EA) [10]–[12] have also achieved great performance. Some research efforts applied EA to the search field to initialize a neural network model population, from which each individual model is evaluated for its adaptability on the validation set. The algorithm proceeds to reproduce and mutate the superior architectures while eliminating the inferior ones. RL- and EA-based methods generally incur very high computational overhead. DARTS is the first work that applies a gradient-based method to the field of NAS and reduces the search time to 1.5 GPU days. Liu et al. initialized all operations between nodes in each cell and generated weights using multi-cell stacking. They also relaxed the search space to be continuous, so that the architecture can be optimized by gradient descent and reduce the computational cost in the procedure of search [6]. A significant number of research efforts are based on [13] to improve differentiable search. Xin et al. [14] pointed out that the depth discontinuity of the search stage and evaluation stage in [6] causes the low accuracy of the search model. They also proposed to divide the search process into multiple stages, increase the network depth continuously to address the discontinuity of depth, and discard some of the operations when switching the search stage to adapt GPU memory. Their result shows that the accuracy is improved and the search time is reduced to 0.3 GPU days. GDSA [7] is proposed with a partial optimization subgraph method and a new loss function, which reduced the search time to 0.21 GPU days. In addition, the work in [7] also mentioned that many architecture search techniques of reduction cell are very similar, and designed reduction cell manually, which can reduce search time and improve search accuracy in the search stage. Xu et al. proposed PC-DARTS to reduce the search time by partial channel sampling, solved the problem of skip operation aggregation, and utilized edge regularization to solve the problem of search instability [15]. Chu et al. pointed out the reason for skip operation aggregation is that the softmax relaxation method of discrete operations causes unfair competition in the processing of gradient descent of weight [16]. Therefore, they used a sigmoid relaxation function to solve this problem, and proposed a one-zero loss function to accelerate the convergence speed of mixed operation weights.

3. The Proposed Approach

This section introduces a DARTS-based framework of neural architecture search to address the drawbacks of the original DARTS.

3.1 Preliminary: Differentiable Architecture Search (DARTS)

Our proposed algorithm is based on DARTS [6], which has two stages for search and evaluation. During the search stage, a model stacked with L cells is used to search, and the input of each cell is two previous cells. A cell is defined as a directed acyclic graph (DAG) consisting of a sequence of N nodes denoted as \( \{x_0, x_1, \cdots, x_{N-1}\} \). The number of input and output channels for each cell except for input node and output node is denoted as \( C \). There are 8 operations defined in search space \( (O) \), including the operations of 3×3 and 5×5 separable convolutions, 3×3 and 5×5 dilated separable convolutions, 3×3 max pooling, 3×3 average pooling, identity, and zero. Each operation represents some function \( o(\cdot) \), and each edge \( E(i,j) \) represents the mixed weighted operation from \( node^{(i)} \) to \( node^{(j)} \), where the weights are parameterized by vector \( \alpha^{(i,j)} \). We make the search space continuous using softmax over all operations as follows:

\[
\alpha^{(i,j)}(x) = \frac{\sum_{o \in O} \exp(\alpha^{(i,j)}_o)}{\sum_{o' \in O} \exp(\alpha^{(i,j)}_{o'})} o(x).
\]

The output of each intermediate node is expressed as:

\[
x^i = \sum_{i<j} \alpha^{(i,j)}(x^0).
\]

The output node of a cell is calculated as:

\[
x_{N-1} = concat(x_2, x_3, \ldots, x_{N-2}).
\]

The training and valid loss are determined by the architecture \( \alpha \) and weights \( w \) of network, denoted by \( L_{train} \) and \( L_{val} \). The optimization approach is as follows:

\[
\min_{\alpha} L_{val}(w(\alpha), \alpha)
\]

s.t. \( w(\alpha) = \arg\min_w L_{train}(w, \alpha) \),

where the weights \( w^* \) is obtained by minimizing the training loss \( L_{train} \). In the search stage, the network depth \( L = 8 \), and the initial number of channels \( C = 16 \). There are \( N = 7 \) nodes in each cell, including two input nodes, four intermediate nodes, and one output node. In the evaluation stage, the structure of each cell remains the same as the search
stage, but the depth \( L \) is increased from 8 to 20 and the number of channels \( C \) is increased from 16 to 36. The optimal model selected from the search stage is determined after training on the training dataset and evaluation on the valid dataset.

### 3.2 Synchronous Progressive DARTS

The network depth and width are not continuous between the search and evaluation stages of DARTS: the depth is from 8 cells to 20 cells, and the width (i.e., the initial number of channels) is from 16 to 36. It is well known in the neural architecture search algorithm that if the model performs well in the search stage, it also performs well in the evaluation stage. In other words, the model with good performance in the search stage performs well with probability \( P \) in the evaluation stage. Therefore, the higher the probability \( P \) is, the better performance of the search algorithm has. However, the discontinuity of depth and width may reduce the probability \( P \), as the continuity worsens, and the difference of performances between the search and evaluation stages is greater. To address this drawback, we propose an approach based on DARTS to change the depth and width in a synchronous progressive way during the search stage, referred to as SP-DARTS (Synchronous Progressive DARTS), which divides the search process into three stages. The steps of SP-DARTS are shown in Algorithm 1. The search process in the original DARTS and our SP-DARTS are shown in Fig. 1 (a) and (b), respectively, for comparison.

In SP-DARTS, we adopt a staged strategy that splits the search process into three stages where the depth and width are gradually increased from 5 to 20, and from 16 to 36, respectively. At the end of each stage, the depth and width of the model are increased for the next stage. The procedure is provided in Fig. 2. The algorithm divides the search process into three stages, each of which performs the same process with different network settings. In the first stage, 3 normal cells and 2 reduction cells are stacked, so the depth of the network is 5. The number of input and output channels of each cell is set to 16, so the width of the network is 16. The second stage initializes the network to a depth of 11 and a width of 24. The third stage initializes the network to a depth of 17 and a width of 32. The same process is carried out in each search stage: the model parameters and architecture parameters of the network are optimized by gradient descent according to Eq. (8). After search, the evaluation stage initializes the network to a depth of 20 and a width of 36. This way, the network’s depth and width are gradually increased, and the discontinuity between the search and evaluation stages is addressed. However, the computational cost during the process increases linearly with respect to the depth of the model, and increases by power of two with respect to the width. Therefore, SP-DARTS cannot run on a single GPU directly. In order to address this problem, we use the “search space approximation” method proposed in [14], which progressively reduces the operations in different stages to fit into a GPU. As shown in Fig. 2, while 0, 1, 2 and 3 are four intermediate nodes in the cell, the lines of different colors represent different operations. After the first stage, four operations with the maximum weight are retained according to the operation weight, while other operations are discarded. After the second stage, two operations are retained in the same way, and one operation is retained after the third stage.

The progressive method in SP-DARTS can learn more complex representations with the increasing depth of the network, whereas each layer becomes simpler [17], [18]. Similarly, the network can learn more abundant features with an increasing width [19]. Because the network depth and width are different, we propose a synchronous progressive method in the search stage to make the depth and width approximate to the corresponding values in the evaluation stage. Therefore, the operations of the final network architecture are different with a high probability.

---

**Algorithm 1 SP-DARTS**

**Input:** Number of search stages \( T \); The network depth, channels for stage \( t \): \( \text{Layer}_t, \text{Channels}_t \);

The proportion of PC selected channels for stage \( t \): \( K_t \);

Initial architecture \( \alpha \), model weights \( \omega \), edge normalization coefficient \( \beta \);

Number of saved operations for stage \( t \): \( O_t \);

**for** \( t = 1 \) to \( T \) **do**

- Update network configuration to \( \text{Layer}_t, \text{Channels}_t, K_t, O_t \);
- Reinitialize architecture \( \alpha \), model weights \( \omega \), and EN coefficient \( \beta \) based on \( O_t \);

**while** not converged **do**

- Sample a batch of training data \( X_{\text{train}} \) and a batch of validation data \( X_{\text{val}} \);
- Update \( \alpha \) and \( \beta \) by descending \( \nabla_{\alpha}(L_{\text{val}}(\omega, \alpha, \beta)+\omega_{0,1}L_{0,1}) \), \( \nabla_{\beta}(L_{\text{val}}(\omega, \alpha, \beta)+\omega_{0,1}L_{0,1}) \);
- Update \( \omega \) by descending \( \nabla_{\omega}L_{\text{train}}(\omega, \alpha, \beta) \);

**end while**

**end for**

Derive the final architecture based on the learned \( \alpha \) and \( \beta \).
3.3 Problems of Memory Inefficiency and Skip Operations Aggregation

A drawback of DARTS lies in memory inefficiency [15]. In the search stage, the network width is large so that the storage of convolution template parameters of intermediate nodes and the storage of output results take up a large proportion. The batch size of training needs to be limited to complete the search on a single GPU, which reduces the search speed and accuracy. Besides, the full channel connections restrict the network’s depth and width from setting a large number potentially in the search stage, which also affects the search’s accuracy. Following the partial channel connections method proposed in [15], we propose the information flow between nodes in the cell as the following expression:

\[ f_{i,j}(x_i, s_{i,j}) = \sum_{o \in O} \sigma(\alpha_{i,j}^o) \cdot \alpha(S_{i,j} * x_i) + (1 - S_{i,j} * x_i), \quad (5) \]

where \( \sigma() \) represents the sigmoid activation on \( \sigma_i, \) and \( S_{i,j} * x_i \) and \( (1 - S_{i,j} * x_i) \) denote the selected and masked channels, respectively. The hyper-parameter \( K \) is set to express the proportion of selected channels by \( 1/K. \) The partial channel connections also mitigate the skip operation aggregation problems in DARTS. In the early studies, architecture search algorithms generally preferred no parameter or weak parameter operations because they had few parameters to train, and thus the output was more continuous. By contrast, for those operations with more parameters, each epoch’s update transmits discontinuous information before all parameters are well optimized. As a result, weak parameter operations tend to accumulate an enormous weight. It is difficult for other operations to "defeat" them, even if they have been trained to a certain extent. According to the statistics of the number of skip operations through running DARTS for 3 times, as can be seen from the Fig. 3, with the increase of training epochs, DARTS has a severe skip operation aggregation phenomenon. Partial channel connections limit the number of skip operations because the operation between nodes only passes through the partial channel. It can be more effective by sampling a part of super-net to reduce the redundant space without any performance loss.

In this paper, we not only adopt partial channel connections, but also use a sigmoid function to activate the mixed operation, which addresses unfair competition between operations in the search stage. It has been pointed out in the literature that the root cause of the skip operations aggregation and weak parameter operations is the unfair competition between operations in the search stage [16]. Specifically, softmax relaxation was used for mixing operations between nodes within a cell in the DARTS. The nature of the softmax function determines that an increase of one operation weight results in a decrease of the others, affecting competition between operations in mixed operation. The increase of weight in the early stage of weak parameter operation greatly weakens the weight of other operations, leading to the aggregation of weak parameter operations. In addition, such unfairness affects the operation competition of all precursor nodes of each node, which greatly inhibits the increase of operation weight, as it might be better in the future during the search stage, and affects the performance of the search model. If sigmoid activation function is applied according to Eq. (5), the relation between operations is free, and fair competition is thus established. Even if the activation value of weight reaches the upper limit of 1, weights of other operations can continue to update well, so as to mitigate the weak parameter operation aggregation. Also, it is proved in [15] that the edge normalization method can solve the search instability problem caused by partial channel sampling and improves the search quality. Therefore, the intermediate node is calculated as:

\[ x_j = \sum_{i \in j} \frac{\exp(\beta_{i,j})}{\sum_{k \in j} \exp(\beta_{k,j})} \cdot f_{i,j}(x_i), \quad (6) \]

where \( \beta_{i,j} \) denotes the weight from node(i) to node(j), and \( f_{i,j}(x_i) \) denotes the value of forward propagation. The rule that the input weights of precursor nodes of each intermediate node are equal is broken by using edge normalization.

3.4 Problem of Mixed Operation Discretization

As mentioned before, in the evaluation stage of DARTS, there are problems of discontinuities of network depth and width, but there still exists a problem: discretization of mixed operations. According to the method proposed in [6], the operation with the largest weight in mixed operation of all precursor nodes for each intermediate node is selected first after the search stage, so that there is only one operation for the edge from each precursor node to this node. Then two precursor nodes with the maximum weight are selected to determine the cell structure. However, we found that these weights are very close to each other through running DARTS. At the end, it is hard to tell which operations are good and which ones are bad. It is expected that one-hot architecture will be generated at the end of the search stage of DARTS, where the selected operation has a weight of 1 and the unselected operation has a weight of 0. Therefore, we use the sigmoid function and set the activation value to be either 0 or 1. This way, the difference between the model after searching and the model after discretization is smaller, and the performance loss also becomes smaller. The additional loss function [16] is as follows:

\[ L_{0-1} = -\frac{1}{N} \sum_{i=1}^{N} (\sigma(\alpha_i) - 0.5)^2, \quad (7) \]
The loss of additional function is minimum when $\sigma(\alpha_i) = 0$ or 1, and the loss is maximum when $\sigma(\alpha_i)$ is 0.5. The weight $\sigma(\alpha_i)$ converges faster in the direction of 0 or 1 using this additional loss function, and the muti-hot architecture will be formed at the end of search. It also expands the solution space compared to one-hot. In this paper, the optimization method is as follows:

$$
\min_{w^*} L_{val}(w^*(\alpha)) + w_{0-1}L_{0-1}
$$

$$
s.t. w^*(\alpha) = \arg\min_w L_{train}(w, \alpha),
$$

where $w_{0-1}$ is the weight of loss function $L_{0-1}$, and as in Eq. (4), $W$ represents model parameters, and $\alpha$ represents architecture parameters. The search algorithm optimizes model parameters with training dataset, and optimizes the architecture parameters with validation dataset. The discretization method after searching is to multiply the weight to generate the model structure after searching is to multiply the weight $\alpha$ by the discretization method in DARTS. Therefore, the combined flow of Eq. (3), Eq. (5), Eq. (6) and Eq. (8) constitute our method in this paper; Eq. (5) and Eq. (6) are the calculation methods of intermediate nodes within a cell; Eq. (3) is the calculation method of the output of each cell, and Eq. (8) is the optimization goal of the overall algorithm. The rest of the algorithm is the same as DARTS.

4. Experiments and Results

We conduct experiments on image classification datasets of CIFAR-10, which has 50k/10k training/testing RGB images with a spatial resolution of 32 × 32. These images are equally distributed over 10 classes. The training dataset is equally split into two subsets in the architecture search stage, one for tuning network parameters, the other for tuning the architecture. In the evaluation stage, the standard training/testing is used.

4.1 Architecture Search

The search process consists of 3 stages. The network configurations are the same as DARTS, except that the zero operation is dropped. Since zero operation has no gradient, it is useless without a softmax function. In the initial stage (stage 1), the network depth $L = 5$, the initial channel number $C = 16$, partial channel sampling $K = 4$. In the intermediate stage (stage 2), $L = 11$, $C = 24$, $K = 4$. In the final stage (stage 3), $L = 17$, $C = 32$, $K = 4$. Meanwhile, the operation space’s size in three stages is 7, 4, and 2, respectively. After the final search stage is completed, only one operation left to generate the model structure. For each stage, we train the network using a batch size of 256 for 25 epochs. Since the partial channel sampling is applied, the larger batch size is allowed for acceleration. In the first 10 epochs, only the network parameters are tuned at each stage, while the network and architecture parameters are tuned in the remaining 15 epochs. The architecture parameters are optimized by Adam optimizer, where the learning rate $\eta = 0.0006$, weight decay $wd = 0.001$ and momentum $\beta = (0.5, 0.999)$. The model parameter optimizer adopts momentum SGD optimization. The initial learning rate $\eta = 0.025$, which is decayed to 0 following the cosine rule, and the momentum $\beta = 0.9$, weight decay $wd = 0.0003$, the weight of loss function $L_{0-1}$ is $w_{0-1} = 10$. The search results of the model are shown in Table 1. SP-DARTS(a) results from using loss function $L_{0-1}$, and SP-DARTS(b) is the result without loss function $L_{0-1}$. The experiments are performed on a single Tesla V100 GPU and cost 0.11 GPU days. Compared with DARTS, it is clear that the search time is reduced and the model accuracy is improved. Figure 4 shows the searched model, where the search depths of (a), (b) and (c) are 5, 11 and 17, respectively, and the initial number of channels is 16, 24 and 32, respectively. We observe that the cell becomes more hierarchical as the search progresses. (d) is the normal cell searched by DARTS_v2.

4.2 Architecture Evaluation

The same as DARTS, in the evaluation stage, the model is stacked with 20 cells and 36 initial channels, and model parameters are initialized randomly and trained with a batch size of 128 for 600 epochs. We also use the cutout regularization [20] with the length of 16, Drop-path [21] with a rate of 0.3 and auxiliary towers [5] with a weight of 0.4. The standard SGD optimizer and momentum gradient descent method are adopted, where the weight decay $wd = 0.0003$, momentum $\beta = 0.9$, and initial learning rate $\eta = 0.025$ and is decayed to 0 using cosine annealing.
4.3 Diagnostic Experiments

4.3.1 Utility of Loss Function

In Eqs. (1), the softmax function is adopted in DARTS to activate the mixed operation between nodes in the cell, and the result of weight is in (0, 1), which makes the weights of mixed operations very similar after searching. In this paper, comparative experiments on the activation for operation weight and whether to add the loss function \( L \) are conducted additionally. The results are provided in Fig. 5. The combination of sigmoid activation and \( L \) makes the difference in operations weights larger. It is easier to distinguish the quality of the operation and the architecture structure is more reasonable.

4.3.2 Discussion of Skip Operation Aggregation

We conduct comparative experiments on partial channel sampling proportion \( K \). As shown in Fig. 6, the \( x \)-axis is the number of epochs in each training stage. Since the first 10 epochs are only used to tune the model parameters, which do not affect the architecture parameters, we consider the epochs starting from 10 to 25 in the experiment. The parameters of exp1 in the three stages include the network depth \( L = 8 \times 8 \times 8 \), the initial number of channel \( C = 16 \times 32 \times 64 \), and partial channel sampling proportion \( K = 4 \times 4 \times 4 \). The parameters of exp2 in the three stages are the network depth \( L = 8 \times 8 \times 8 \), the initial number of channel \( C = 16 \times 32 \times 64 \), and partial channel sampling proportion \( K = 4 \times 8 \times 8 \). Each experiment is executed twice with a different random seed. Two conclusions drawn from these two experiments: 1) The skip operations aggregation in DARTS is aggravated with the increase of the initial number of channels; 2) Partial channel connection inhibits skip operation, and the inhibitory effect increases with the increase of \( K \).

The reasons for such conclusions are discussed as follows: For conclusion 1), with the increasing number of initial channels, the features that can be extracted are richer, so the model can achieve the performance with fewer channels in the case of more skip operations. On the other hand, the larger the model is, the more discontinuous the output gradient of loss for multi-parameter operations will be. Therefore, the model will prefer the skip operations that make the loss function decay rapidly. For conclusion 2), partial channel sampling is adopted to transmit forward through the mixed operation. A concatenation operation of other channels not processed is adopted when reaching the front node, which is essentially equivalent to skip operation, and more original information of nodes is retained. Therefore, additional skip operations are not very necessary in the search process. However, having no skip operation in the search result is also one of our approach’s drawbacks. The removal of the skip operation will affect the capability of the model. For the architecture search methods such as DARTS, it is essential to find \( K \), the depth \( L \), and initial channel number \( C \) to balance if partial channel connection is adopted. If \( K \) is too large, the aggregation of weak parameters operation will be severe. While \( K \) is too small, the inhibitory of weak parameter operation will be strong.

We further apply SP-DARTS to the image resource of WAN FANG datasets to search for a required image. The experimental results show that our method performs well on other datasets and has a good generalization capability.

5. Conclusion

This paper proposed a synchronization progressive approach based on DARTS for network depth and width and adopted several effective optimization methods in the latest studies. The experiments are conducted on the CIFAR-10 and WANFANG datasets, and the results show that the search time is reduced to 0.1 GPU days with high accuracy.

Meanwhile, we also found some cases in the experiments where the comparative experiments were designed to make it clear and provide a preliminary explanation. There are some drawbacks of the proposed method, such as excessive inhibition of skip operation. The neural architecture search (NAS) algorithm still has no unified standard. Various training processes and various parameters make it difficult to know each step’s exact contribution to the results. Although the differential scheme greatly reduces the search time, the training process is still very time-consuming. In the future, the evaluation stage’s time cost will be greatly reduced with the development of computing hardware and the further study of model evaluation. For the improvement of DARTS, a feasible direction is to break the sharing cell scheme and the fixed structure of the cell, which will enrich the search space and be beneficial to searching for a better model. In conclusion, it is hoped that deep learning will develop towards automation with the development of NAS, which can achieve a better model architecture.
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