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Abstract. In this paper we show that the EPOSIC channel \( \Phi_{m,n,h} \), introduced in [1], has zero minimal output entropy if and only if \( h = 0 \). We compute the minimal output entropy for special cases, and find a bound of the minimal output entropy of the tensor product of two \( SU(2) \)-irreducibly covariant channels. We also examine the E.B.T property of EPOSIC channels.

INTRODUCTION

The carrier of the states (information) from one part to another in quantum systems is known as quantum channel. A perfect channel carries a state form one system to another without losing information. However, the existence of noise in all information processing systems affects the channel’s performance in any transmission of such information. A well-known measure of channel’s performance is the minimal output entropy (MOE) of the channel.

In a previous paper [1], we introduced the EPOSIC channels, a class of quantum channels that forms the extreme points of all \( SU(2) \)-irreducibly covariant channels. In the present paper, we study the minimal output entropy of them and examine their E.B.T property. The first section contains definitions of EPOSIC channels and some preliminaries results. In Section 2, we show that the MOE of the EPOSIC channel \( \Phi_{m,n,h} \) is zero if and only if \( h = 0 \), while in the third section, we compute the MOE for special cases of EPOSIC channels and get a bound for the minimal output entropy.
entropy of some $SU(2)$-irreducibly covariant channels. In Section 4, we obtain a bound of MOE of the tensor product of two $SU(2)$-irreducibly covariant channels. Section 5 contains the basic definitions and result related to E.B.T (Entanglement Breaking Trace preserving) channels. In Section 6, we obtain some partial results on the fulfillment of the E.B.T property of EPOSIC channels. We assume that all vector spaces are finite dimensional.

This work was done under the supervision of professors B. Collins and T. Giordano as a part of a PhD thesis of the author. I greatly appreciate their patient advice and help.

1. Basic Definitions and Results

Recall that mathematically, a quantum system is represented by a Hilbert space $H$ that is described by its state, a positive operator in $End(H)$ that has trace one. The set of states of $H$ is denoted by $D(H)$. A rank one state of $H$ is called a pure state, such a state can be written in the form $ww^*$ with $w$ a unit vector in $H$. The set $\mathcal{P}(H)$ denotes the set of pure states on $H$. If $K$ is another Hilbert space then a quantum channel $\Phi : End(H) \to End(K)$, is a completely positive trace preserving map; such a map carries the states of $H$ into states of $K$ [5, ch.5]. For any quantum channel $\Phi : End(H) \to End(K)$, there exist a Kraus representation [18, p.54-p.56] which is a set of operators $\{T_j \in End(H, K) : 1 \leq j \leq n\}$ satisfying $\sum_{j=1}^{n} T_j^* T_j = I_H$ such that $\Phi(A) = \sum_{j=1}^{n} T_j A T_j^*$. If $\Phi : End(H) \to End(K)$ is a quantum channel that has Kraus operators $\{T_j : 1 \leq j \leq n\}$, then the image of a pure state $ww^*$ under $\Phi$ can be written in the form $\Phi(ww^*) = \sum_{j=1}^{n} u_j u_j^*$ where $u_j = T_j w \in K$.

Notation: Let $H, K$ be Hilbert spaces, and $\Phi : End(H) \to End(K)$ is a quantum channel with Kraus operators $\{T_j : 1 \leq j \leq n\}$. For a pure state $\varrho = ww^*$ of $H$, let $U_{\Phi, \varrho}$ denote the set $\{u_j = T_j w : 1 \leq j \leq n\}$.
Remark 1.1. The set $U_{\Phi, \varrho}$ contains a nonzero vector, for if $ww^*$ is a state then $\Phi(ww^*) = \sum_{j=1}^n u_j u_j^*$ must be a state.

Definition 1.2. [14, Ch.11] Let $H, K$ be Hilbert spaces and $\Phi : End(H) \rightarrow End(K)$ be a quantum channel. The minimal output entropy of $\Phi$, denoted by $S_{\text{min}}(\Phi)$, is defined by

$$S_{\text{min}}(\Phi) = \min_{\varrho \in \mathcal{P}(H)} S(\Phi(\varrho))$$

where $\mathcal{P}(H)$ is the set of all pure states on $H$, and where $S(\varrho) = -tr(\varrho \log \varrho)$ is the von Neumann entropy of the state $\varrho$.

Proposition 1.3. Let $H$ and $K$ be Hilbert spaces, and $\Phi : End(H) \rightarrow End(K)$ be a quantum channel. Then

1. $S_{\text{min}}(\Phi) = 0$ if and only if there exist a pure state $\varrho$ of $H$ such that $\Phi(\varrho)$ is a pure state.

2. If for each pure state $\varrho$ of $H$, the set $U_{\Phi, \varrho}$ contains at least two linearly independent vectors, then $S_{\text{min}}(\Phi) \neq 0$.

Proof.

1. By the continuity of von Neumann entropy, and the compactness of the set of states, the minimum entropy is achieved, i.e. there is a state $\varrho$ so that $S(\Phi(\varrho)) = 0$. But, it is easily seen that $S(\sigma) = 0$ if and only if $\sigma$ is pure state.

2. Since $U_{\Phi, \varrho}$ has two linearly independent vectors then $\Phi(\varrho) = \sum_{u_j \in U_{\varrho}} u_j u_j^*$ has rank at least two. Thus $\Phi(\varrho)$ is not pure. The result now follows from this and (1).

\[\square\]
Definition 1.4. Let $G$ be a group, and $\pi_H, \pi_K$ be two irreducible representations of $G$ on the Hilbert spaces $H, K$. Then a quantum channel $\Phi : \text{End}(H) \longrightarrow \text{End}(K)$ is a $G$-irreducibly covariant channel, if

$$\Phi(\pi_H(g) A \pi_H^*(g)) = \pi_K(g) \Phi(A) \pi_K^*(g)$$

for each $A \in \text{End}(H)$ and $g \in G$.

For $m \in \mathbb{N}$, let $P_m$ denote the space of homogeneous polynomials of degree $m$ in the two variables $x_1, x_2$. It is a complex vector space of dimension $m + 1$ whose

$$\{x_1^i x_2^{m-i} : 0 \leq i \leq m\}$$

is a basis, the space $P_{-1}$ will denote the zero vector space. For any $m \in \mathbb{N}$, the compact group $SU(2) = \left\{ \begin{bmatrix} a & b \\ -\bar{b} & \bar{a} \end{bmatrix} : a, b \in \mathbb{C}, |a|^2 + |b|^2 = 1 \right\}$ has a representation $\rho_m$ on $P_m$ given by

$$\rho_m(g)f(x_1, x_2) = f((x_1, x_2)g) = f(ax_1 - \bar{b}x_2, bx_1 + \bar{a}x_2)$$

for $f \in P_m$ and $g \in SU(2)$. For $m \in \mathbb{N}$, $\rho_m$ is a unitary representation with respect to the inner product on $P_m$ given by

$$\langle x_1^l x_2^{m-l}, x_1^k x_2^{m-k} \rangle_{P_m} = l! (m-l)! \delta_{lk}$$

The set $\{\rho_m : m \in \mathbb{N}\}$ constitutes the full list of the irreducible representations of $SU(2)$, see [17, p.276-p.279].

To facilitate the computations, we choose the orthonormal basis of $P_m$ given by

$$\{f_{l,1}^m = a_{l,1}^m x_1^l x_2^{m-l} : 0 \leq l \leq m\}, \text{ where } a_{l,1}^m = \frac{1}{\sqrt{l!(m-l)!}}.$$ We will call this basis, the standard basis of the $SU(2)$-irreducible space $P_m$. The corresponding standard basis of $\text{End}(P_m)$ will be $\{E_{l,k} = f_{l,1}^m f_{k,1}^m^* : 1 \leq l, k \leq m + 1\}$.

Recall that EPOSIC channels forms the extreme points of $SU(2)$-irreducibly covariant channels [1]. In the following, we give a definition of EPOSIC channels and some of their properties. For another equivalent definition see [1].
Definition 1.5. [1] For \( m, n, h \in \mathbb{N} \) with \( 0 \leq h \leq \min\{m, n\} \), let \( r = m + n - 2h \).

Then the EPOSIC channel \( \Phi_{m,n,h} : \text{End}(P_r) \to \text{End}(P_m) \), is the quantum channel given by the Kraus operators

\[
T_j = \sum_{i=\max\{0,j-h\}}^{\min\{r,m-h+j\}} \varepsilon_i^j f_i f_i^* , \quad 0 \leq j \leq n
\]

where \( l_{ij} = i - j + h \),

\[
\varepsilon_i^j (m,n,h) = \sum_{s=\max\{0,j-i+j-h-n\}}^{\min\{h,j+j-m-i\}} \beta_{i,s,j}^{m,n,h}, \quad \beta_{i,s,j}^{m,n,h} = \frac{(-1)^s \binom{h}{j-s} \binom{n-h}{i-j+s} \binom{m-h}{s}}{\sqrt{\binom{i}{j-s} \binom{m}{i-j+s} \binom{n}{s} \sum_{k=0}^{h} \binom{h}{k}^2}},
\]

and \( \{f_i^r : 0 \leq i \leq r\}, \{f_i^m : 0 \leq l \leq m\} \) are the standard bases of \( P_r, P_m \) respectively.

The Kraus operators given in the definition above are called the EPOSIC Kraus operators of the channel \( \Phi_{m,n,h} \).

Lemma 1.6. [1] Let \( m, n, h \in \mathbb{N} \) with \( 0 \leq h \leq \min\{m, n\} \), and \( r = m + n - 2h \).

1. The EPOSIC channel \( \Phi_{m,n,h} : \text{End}(P_{m+n-2h}) \to \text{End}(P_m) \) is an SU(2)-irreducibly covariant channel.

2. \( \Phi_{m,n,h}(f_i^r f_i^r^*) = \sum_{j=\max\{h,-m+i\}}^{\min\{i+h,n\}} (\varepsilon_i^j (m,n,h))^2 f_{l_{ij}} f_{l_{ij}}^* \) where \( l_{ij} = i - j + h \).

2. THE MINIMAL OUTPUT ENTROPY OF \( \Phi_{m,n,h} \)

In this section, we determine the EPOSIC channels with zero minimal output entropy. Namely, we show that the minimal output entropy is zero if and only if the index \( h \) in \( \Phi_{m,n,h} \) is zero. Note that both the channel \( \Phi_{m,0,0} \), which is the identity channel [1] Remark 2.23] on \( \text{End}(P_m) \), and the channel \( \Phi_{0,n,0} : \text{End}(P_n) \to \text{End}(P_0) \)
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given by \( \Phi_{0,n,0}(A) = tr(A) \), both have zero minimal output entropy. More generally, we have the following proposition:

**Proposition 2.1.** For \( m, n \in \mathbb{N} \), the channel \( \Phi_{m,n,0} \) has zero minimal output entropy.

**Proof.**

For \( k \in \mathbb{N} \), let \( \{ f^k_i : 0 \leq i \leq k \} \) denote the standard basis for \( P_k \). By Lemma [1.6] we have \( \Phi_{m,n,0}(f^r_0 f^*_0) = \sum_{j=0}^{0} (\varepsilon_{(m,n,0)}^{j})^2 f^m_0 f^n_0 = f^m_0 f^n_0 \). Thus by Proposition [1.3] the minimal output entropy of \( \Phi_{m,n,0} \) is zero. \( \square \)

Next, we show that for \( h > 0 \) the minimal output entropy of \( \Phi_{m,n,h} \) is not zero. The following lemma and proposition are needed. The lemma can be proved by direct computation using the formula \( \varepsilon_i^j(m,n,h) = \sum_{s=\max(0,i-j-h-n)}^{\min(h,j+m-i-h)} \beta_{i,s,j}^{m,n,h} \).

**Lemma 2.2.** For \( m, n, h \in \mathbb{N} \) with \( 0 \leq h \leq \min\{m, n\} \), let \( \varepsilon_i^j : \varepsilon_i^j(m,n,h) \) and \( r = m + n - 2h \), then :

1. \( \varepsilon_i^0 \neq 0 \), for \( 0 \leq i \leq m - h \).
2. \( \varepsilon_i^{m-h} \neq 0 \), for \( m - h \leq i \leq r \).
3. \( \varepsilon_i^h \neq 0 \), for \( 0 \leq i \leq n - h \).
4. \( \varepsilon_i^n \neq 0 \), for \( n - h \leq i \leq r \).

**Lemma 2.3.** For \( m, n, h \in \mathbb{N} \) with \( 0 < h \leq \min\{m, n\} \), let \( \varepsilon_i^j : \varepsilon_i^j(m,n,h) \) and \( r = m + n - 2h \). Then for \( 0 \leq i \leq r \) there exist \( j_1 < j_2 \) such that \( \varepsilon_i^{j_1} \neq 0 \) and \( \varepsilon_i^{j_2} \neq 0 \).
By the Lemma 2.2, both $\varepsilon_{j_1}^i$ and $\varepsilon_{j_2}^i$ are non zeros. If $j_1 = 0$, then $j_1 < h \leq j_2$. If $j_1 = i - m + h$, then $j_1 = i - (m - h) \leq i < i + h$, and $j_1 \leq r - m + h = n - h < n$, thus $j_1 < \min\{i + h, n\} = j_2$.

Recall that for any pure state $\varrho = ww^*$, and channel $\Phi$ the set $U_{\Phi, \varrho}$ denote the set $\{u_j = T_jw : 1 \leq j \leq n\}$, where $\{T_j : 1 \leq j \leq n\}$ a set of Kraus operators of $\Phi$.

Proposition 2.4. Let $m, n, h \in \mathbb{N}$ with $0 < h \leq \min\{m, n\}$, and $\Phi_{m,n,h}$ be the associated EPOSIC channel. Then for any pure state $\varrho$ the set $U_{\Phi_{m,n,h}, \varrho}$ contains at least two linearly independent vectors.

Proof.

Let $r = m + n - 2h$ and $\varrho = ww^*$ be any pure state in $\text{End}(P_r)$ where $w = \sum_{i=0}^r w_i f_i^r \in P_r$ and $\sum_{i=0}^r |w_i|^2 = 1$.

For $0 \leq j \leq n$, the vector $u_j = T_jw = \sum_{i=0}^r w_i T_j(f_i^r) = \sum_{i = \max\{0, j-h\}}^{\min\{r, m-h+j\}} w_i \varepsilon_{j}^{i} f_{i-j+h}^m$.

Assume that $U_{\Phi, \varrho} = \{u_j : 0 \leq j \leq n\}$ does not contain two linearly independent vectors. Pick $i_1$ minimal so that $w_{i_1} \neq 0$. By Lemma 2.3, there exist $j_1 < j_2$ such that $\varepsilon_{j_1}^{i_1} \neq 0$ and $\varepsilon_{j_2}^{i_1} \neq 0$. Thus $u_{j_1} = \sum_{i=\max\{0,j_1-h\}}^{\min\{r,m-h+j_1\}} w_i \varepsilon_{j_1}^{i} f_{i-j_1+h}^m \neq 0$ and $u_{j_2} = \sum_{i=\max\{0,j_2-h\}}^{\min\{r,m-h+j_2\}} w_i \varepsilon_{j_2}^{i} f_{i-j_2+h}^m \neq 0$, so there exist $\alpha \neq 0$ such that $u_{j_2} = \alpha u_{j_1}$.

In particular, comparing the coefficients of $f_{i_1-j_2+h}^m$, we obtain $0 \neq w_{i_1} \varepsilon_{j_2}^{i_1} = \alpha w_{i_2} \varepsilon_{j_1}^{i_2}$, where $i_1 - j_2 + h = i_2 - j_1 + h$ i.e $i_2 = i_1 - (j_2 - j_1) < i_1$ and $w_{i_2} \neq 0$, contradicting the minimality of $i_1$. 

The following corollary follows directly from the last proposition and Lemma 1.6.
Corollary 2.5. For strictly positive integers $m, n$ and $0 < h \leq \min\{m, n\}$, we have $S_{\min}(\Phi_{m,n,h})$ is not zero.

In conclusion, the results in the present section can be summarized in the following theorem

Theorem 2.6. Let $m, n, h \in \mathbb{N}$ with $0 \leq h \leq \min\{m, n\}$, and $\Phi_{m,n,h}$ be the associated EPOSIC channel. Then $S_{\min}(\Phi_{m,n,h}) = 0$ if and only if $h = 0$.

3. Computing the minimal output entropy for special cases

Although the last theorem gives that $S_{\min}(\Phi_{m,n,h})$ is not zero when $h > 0$, it doesn’t provide a way to compute its value. In the following, we compute the minimal output entropy for $\Phi_{m,n,h}$ for special cases such as $S_{\min}(\Phi_{m,1,1})$, $S_{\min}(\Phi_{m,m+1,m})$, and $S_{\min}(\Phi_{m,m-1,m-1})$ for $m \in \mathbb{N} \setminus \{0\}$. We also obtain a bound for $S_{\min}(\Phi)$ where $\Phi : \text{End}(P_1) \rightarrow \text{End}(P_m)$, $m \in \mathbb{N}$ is an $SU(2)$-irreducibly covariant channel.

3.1. The Minimal Output Entropy of $\Phi_{m,1,1}$

The main result for this section is Corollary 3.4 which computes $S_{\min}(\Phi_{m,1,1})$ for any $m \in \mathbb{N} \setminus \{0\}$. We use the definition of minimal output entropy given in Definition 1.2 to get our result. We start by computing the eigenvalues of $\Phi_{m,1,1}(\rho)$ for any pure state $\rho$, then minimize $\Phi_{m,1,1}(\rho)$ over such states.

To compute the eigenvalues of $\Phi_{m,1,1}(\rho)$, note that the channel $\Phi_{m,1,1} : \text{End}(P_{m-1}) \rightarrow \text{End}(P_m)$ has only two Kraus operators $[1]$, so for any pure state $\rho = ww^* \in \text{End}(P_{m-1})$, we have $\Phi_{m,1,1}(ww^*) = \sum_{j=0}^{1} u_j u_j^*$. By Proposition 2.4 the vectors $u_0, u_1$ are linearly independent in $P_m$. Complete $u_0, u_1$ to a basis $\{u_0, u_1, u_2, u_3, ..., u_m\}$ for $P_m$, where $\{u_2, u_3, ..., u_m\}$ is an orthonormal basis for $\{u_0, u_1\}^\perp$. Writing the matrix $\Phi_{m,1,1}(ww^*)$ in the basis $\{u_0, u_1, ..., u_m\}$ we get the $(m + 1) \times (m + 1)$ matrix given by
\[ \Lambda_{\Phi_{m,1,1}} := \begin{pmatrix} \langle u_0 | u_0 \rangle & \langle u_0 | u_1 \rangle & 0 & \cdots & 0 \\ \langle u_1 | u_0 \rangle & \langle u_1 | u_1 \rangle & 0 & \cdots & 0 \\ 0 & 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & 0 \end{pmatrix} \]

The nonzero eigenvalues of \( \Lambda_{\Phi_{m,1,1}} \) are eigenvalues of \( \begin{pmatrix} \langle u_0 | u_0 \rangle & \langle u_0 | u_1 \rangle \\ \langle u_1 | u_0 \rangle & \langle u_1 | u_1 \rangle \end{pmatrix} \), thus can be found by solving the equation

\[ \det \left( \begin{pmatrix} \langle u_0 | u_0 \rangle & \langle u_0 | u_1 \rangle \\ \langle u_1 | u_0 \rangle & \langle u_1 | u_1 \rangle \end{pmatrix} - \lambda I_2 \right) = 0 \]

for \( \lambda \).

The following lemma follows by direct computations. The item (3) follows from the fact that \( \Phi_{m,1,1} \) is trace preserving. Note that the vectors \( u_0, u_1 \) for \( \Phi_{m,1,1} \) are given by \( u_0 = \sum_{l=1}^{m} \varepsilon_{l-1}^{0} w_{l-1} f_{l}^{m} \), and \( u_1 = \sum_{l=0}^{m-1} \varepsilon_{l}^{1} w_{l} f_{l}^{m} \).

**Lemma 3.1.** Let \( m \in \mathbb{N} \setminus \{0\} \) then

1. For \( 0 \leq l \leq m - 1 \), we have \( \varepsilon_{l}^{0} = \sqrt{\frac{l+1}{m+1}} \), \( \varepsilon_{l}^{1} = -\sqrt{\frac{m-l}{m+1}} \), and \( (\varepsilon_{l}^{0})^2 + (\varepsilon_{l}^{1})^2 = 1 \).
2. For \( 1 \leq l \leq m - 1 \), \( (\varepsilon_{l}^{0})^2 = (\varepsilon_{l-1}^{0})^2 + \frac{1}{m+1} \), and \( (\varepsilon_{l-1}^{1})^2 = (\varepsilon_{l}^{1})^2 + \frac{1}{m+1} \).
3. \( \|u_0\|^2 + \|u_1\|^2 = 1 \).

**Lemma 3.2.** Let \( m \in \mathbb{N} \setminus \{0\} \). For a pure state \( \varrho \in \text{End}(P_{m-1}) \), let \( u_0, u_1 \) be the elements in \( U_{\varrho} \) associated with \( \Phi_{m,1,1} \). Let \( R = \|u_0\|^2 \|u_1\|^2 - |\langle u_0 | u_1 \rangle|^2 \), then the minimal value of \( R \) is \( \frac{m}{(m+1)^2} \).

**Proof.**

Since \( u_0 = \sum_{l=1}^{m} \varepsilon_{l-1}^{0} w_{l-1} f_{l}^{m} \) and \( u_1 = \sum_{l=0}^{m-1} \varepsilon_{l}^{1} w_{l} f_{l}^{m} \), we have
\begin{align*}
\langle u_0 \mid u_1 \rangle & = \sum_{l=1}^{m-1} \epsilon^0_{i-1} w_{i-1} \epsilon^1_i w_i = \sum_{l=1}^{m-1} \epsilon^0_{i-1} w_i \epsilon^1_i w_{i-1} = \langle v_0 \mid v_1 \rangle \text{ where } v_0 = \sum_{l=1}^{m-1} \epsilon^0_{i-1} w_i f^m_i, \\
\text{and } v_1 & = \sum_{l=1}^{m-1} \epsilon^1_i w_{i-1} f^m_i.
\end{align*}

Using Lemma 3.1 we obtain
\begin{align*}
\|v_0\|^2 & = \sum_{l=1}^{m-1} (\epsilon^0_{i-1})^2 |w_i|^2 = \sum_{l=1}^{m-1} (\epsilon^0_{i-1})^2 |w_i|^2 + \|w\|^2 - \|w\|^2 \\
& = \frac{1}{m+1} |w_0|^2 + \sum_{l=1}^{m-1} \left( (\epsilon^0_{i-1})^2 + \frac{1}{m+1} \right) |w_i|^2 - \frac{1}{m+1} \\
& = (\epsilon^0_0)^2 |w_0|^2 + \sum_{l=1}^{m-1} (\epsilon^0_i)^2 |w_i|^2 - \frac{1}{m+1}
\end{align*}
(Note that \(\|w\|^2 = \sum_{l=0}^{m-1} |w_l|^2 = 1\).)

Thus
\begin{align*}
\|v_0\|^2 & = \sum_{l=0}^{m-1} (\epsilon^0_l)^2 |w_l|^2 - \frac{1}{m+1} = \sum_{l=1}^{m} (\epsilon^0_{i-1})^2 |w_{i-1}|^2 - \frac{1}{m+1} = \|u_0\|^2 - \frac{1}{m+1}
\end{align*}

Similarly \(\|v_1\|^2 = \|u_1\|^2 - \frac{1}{m+1}\). So
\begin{align*}
|\langle u_0 \mid u_1 \rangle|^2 & = |\langle v_0 \mid v_1 \rangle|^2 \leq \|v_0\|^2 \|v_1\|^2 = \left( \|u_0\|^2 - \frac{1}{m+1} \right) \left( \|u_1\|^2 - \frac{1}{m+1} \right) \\
& = \|u_0\|^2 \|u_1\|^2 - \frac{1}{m+1} \left( \|u_0\|^2 + \|u_1\|^2 \right) + \frac{1}{(m+1)^2} = \|u_0\|^2 \|u_1\|^2 - \frac{m}{(m+1)^2}
\end{align*}

Thus \(R = \|u_0\|^2 \|u_1\|^2 - |\langle u_0 \mid u_1 \rangle|^2 \geq \frac{m}{(m+1)^2}\), and \(\frac{m}{(m+1)^2}\) is a lower bound for \(R\).

To verify that \(\frac{m}{(m+1)^2}\) is the minimal value of \(R\), compute \(R\) at \(w_0 = (1, 0, \ldots, 0)^t\) to get \(R_{w_0} = \frac{m}{(m+1)^2}\).

\[\square\]

By solving the identity \(\text{det} \left( \begin{pmatrix} \langle u_0 \mid u_0 \rangle & \langle u_0 \mid u_1 \rangle \\ \langle u_1 \mid u_0 \rangle & \langle u_1 \mid u_1 \rangle \end{pmatrix} - \lambda I_2 \right) = 0\), we get the following lemma.
Lemma 3.3. Let $ww^*$ be a pure state in $\text{End}(P_{m-1})$. Then the non zero eigenvalues of $\Phi_{m,1,1}(ww^*)$ are given by

$$\lambda_{1,2} = \frac{1 \pm \sqrt{1 - 4R}}{2}$$

where $R = \|u_0\|^2 \|u_1\|^2 - |\langle u_0 | u_1 \rangle|^2$.

Note that using Cauchy Schwartz inequality and Lemma 3.1, we have $0 \leq 1 - 4R \leq 1$ holds for any $m \geq 1$ which affirms that $\lambda_{1,2}$ are non-negative numbers.

By concavity of von Neumann entropy [14, ch.11], we have that the von Neumann entropy of $\Phi_{m,1,1}(ww^*)$ achieves its minimum when the difference between $\lambda_1$ and $\lambda_2$ is maximal, this is when $R = \frac{m}{(m+1)^2}$. Consequently, we get:

Corollary 3.4. Let $m \in \mathbb{N} \setminus \{0\}$. Then

$$S_{\text{min}}(\Phi_{m,1,1}) = -\left[\frac{1}{m+1} \log_2 \frac{1}{m+1} + \frac{m}{m+1} \log_2 \frac{m}{m+1}\right]$$

where the state $\sigma = f_{m-1} f_{m-1}^*$ is one of the minimizer states for the entropy.

3.2. Lower bound of the minimal output entropy for an element in $QC_{SU(2)}(\rho_1, \rho_m)$.

Recall that the set $QC_{SU(2)}(\rho_1, \rho_m)$ consists of all $SU(2)$-irreducibly covariant channels $\Phi : \text{End}(P_1) \to \text{End}(P_m)$. To find the minimal output entropy for these channels, we begin with the following lemma:

Lemma 3.5. [1] Sec.6] Let $\Phi : \text{End}(P_1) \to \text{End}(P_m)$ be an $SU(2)$-equivariant map, and $w$ be a unit vector in $P_1$. Then $\Phi(ww^*)$ and $\Phi(E_{11})$ have the same eigenvalues.

The following corollary is straightforward application for the definition of $S_{\text{min}}(\Phi)$ and the above lemma.

Corollary 3.6. Let $\Phi : \text{End}(P_1) \to \text{End}(P_m)$ be an $SU(2)$-covariant channel then

$S_{\text{min}}(\Phi) = S(\Phi(E_{11}))$. 
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The corollary above reduces the problem of finding $S_{\min}(\Phi)$ for $\Phi \in QC(\rho_1, \rho_m)$ to finding $S(\Phi(E_{11}))$. Recall that any element in $QC(\rho_1, \rho_m)$ is spanned by the set of EPOSIC channels $EC(1, m)$ [1, Cor 3.17] which has only two elements for any $m \geq 1$, namely $\Phi_{m,m+1,m}$ and $\Phi_{m,m-1,m-1}$. Thus, the problem descends to finding the number $p$ that spans $\Phi$. To explain the idea in detail, we begin with the following lemma:

**Lemma 3.7.** [1, Sec.6] For $m \in \mathbb{N} \setminus \{0\}$, we have

1. $\Phi_{m,m+1,m}(E_{11}) = \sum_{j=0}^{m} \frac{2(m-j+1)}{(m+1)(m+2)} E_{m-j+1,m-j+1}$.
2. $\Phi_{m,m-1,m-1}(E_{11}) = \sum_{j=0}^{m-1} \frac{2(j+1)}{m(m+1)} E_{m-j,m-j}$.

The channel $\Phi \in QC(\rho_1, \rho_m)$ is a convex combination of the channels $\Phi_{m,m+1,m}$ and $\Phi_{m,m-1,m-1}$ [1, sec4]. Thus there exist $0 \leq p \leq 1$ such that $\Phi = p\Phi_{m,m+1,m} + (1-p)\Phi_{m,m-1,m-1}$. Using Lemma 3.7 we are able to compute $\Phi(E_{11})$. Note the by convention $0 \log 0$ is 0.

**Proposition 3.8.** Let $m \in \mathbb{N}$, and $\Phi : End(P_1) \to End(P_m)$ be an $SU(2)$-covariant channel. Then there exist $0 \leq p \leq 1$ such that $S_{\min}(\Phi) = -\sum_{j=0}^{m} \lambda_j \log_2 \lambda_j$ where

$$\lambda_j = \frac{2(m-j+1)}{(m+1)(m+2)}p + \frac{2j}{m(m+1)}(1-p).$$

**Proof.**

By Corollary 3.6, it suffices to compute $S(\Phi(E_{11}))$. Since $\Phi \in QC(\rho_1, \rho_m)$, there exist $0 \leq p \leq 1$ such that

$$\Phi = p\Phi_{m,m+1,m} + (1-p)\Phi_{m,m-1,m-1}$$

i.e

$$\Phi(E_{11}) = p\Phi_{m,m+1,m}(E_{11}) + (1-p)\Phi_{m,m-1,m-1}(E_{11})$$

$$= \frac{2p}{m+2} E_{m+1,m+1} + \sum_{j=1}^{m} \left[ \frac{2p(m-j+1)}{(m+1)(m+2)} + \frac{2(1-p)j}{m(m+1)} \right] E_{m-j+1,m-j+1}$$
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\[
E_m - j + 1, m - j + 1.
\]

The special cases where \( \Phi = \Phi_{m,m+1} \) and \( \Phi = \Phi_{m,m-1} \) are given by

1. \( S_{\min}(\Phi_{m,m+1}) = -\sum_{j=1}^{m+1} \frac{2j}{(m+1)(m+2)} \log_2 \frac{2j}{(m+1)(m+2)} \).
2. \( S_{\min}(\Phi_{m,m-1}) = -\sum_{j=1}^{m} \frac{2j}{m(m+1)} \log_2 \frac{2j}{m(m+1)} \).

Next we use the last proposition to find a lower bound for the minimal output entropy of a channel \( \Phi \in QC \) \( SU(2) \)(\( \rho_1, \rho_m \)).

**Lemma 3.9.**

1. The map \( -x \ln x \) has non negatives values on \([0, 1]\), and it is increasing on \([0, \frac{1}{e}]\). By convention \( 0 \ln 0 = 0 \).
2. \( \int -x \ln x \, dx = \frac{x^2}{4} - \frac{x^2 \ln x}{2} \).
3. The map \( \frac{x^2}{4} - \frac{x^2 \ln x}{2} \) is increasing map on \([0, 1]\).

**Proof.**

1. It is clear that the \( -x \ln x \) has non negatives values on \([0, 1]\). By taking the derivative \( (-1 - \ln x) \geq 0 \) if \( \ln x < -1 = \ln e \). that is \(-x \ln x \) is increasing on \([0, \frac{1}{e}]\).
2. \( \frac{d}{dx} \left( \frac{x^2}{4} - \frac{x^2 \ln x}{2} \right) = -x \ln x \, dx \).
3. Since \( \frac{d}{dx} \left( \frac{x^2}{4} - \frac{x^2 \ln x}{2} \right) = -x \ln x \, dx \) takes a non negative values on \([0, 1]\). The result follows.

**Theorem 3.10.** Let \( m \in \mathbb{N} \), and \( m \geq 5 \). Let \( \Phi : \text{End}(P_1) \rightarrow \text{End}(P_m) \) be an \( SU(2) \)-covariant channel. Then \( S_{\min}(\Phi) \geq \frac{1}{ln2} \frac{(m-2)^2}{16m(m+1)^2} \).

**Proof.**

By Proposition 3.8.
\[ S_{\text{min}}(\Phi) = \frac{1}{m} \sum_{j=0}^{m} - \lambda_j \ln \lambda_j \text{ where } \lambda_j = \frac{2(m-j+1)}{(m+1)(m+2)}p + \frac{2j}{m(m+1)}(1-p). \]

Let \( f(x) = -x \ln x \), and \( g(x) = \int f(x) \, dx = \frac{x^2}{4} - \frac{2x \ln x}{2} \). Let \( x_j = \frac{2(m-j+1)}{(m+1)(m+2)} \), and \( y_j = \frac{2j}{m(m+1)} \). As \( x_j \leq \frac{2(m+1)}{(m+1)(m+2)} = \frac{2}{m+2} \), and \( y_j \leq \frac{2m}{m(m+1)} = \frac{2}{m+1} \), then

\[
0 \leq \min\{x_j, y_j\} \leq px_j + (1-p)y_j \leq \max\{x_j, y_j\} \leq \frac{2}{m+1} \leq \frac{1}{3} < \frac{1}{e}
\]

Thus by Lemma 3.9, \( f(\min\{x_j, y_j\}) \leq f(px_j + (1-p)y_j) \).

As \( \min\{x_j, y_j\} = y_j \) if and only if \( j \leq \frac{m}{2} \), and \( f(px_j + (1-p)y_j) \geq 0 \) for any \( j \),

\[
\ln 2 \cdot S_{\text{min}}(\Phi) = \sum_{j=0}^{m} f(px_j + (1-p)y_j) \geq \sum_{j=0}^{\left\lfloor \frac{m}{2} \right\rfloor} f(px_j + (1-p)y_j)
\]

\[
\geq \sum_{j=0}^{\left\lfloor \frac{m}{2} \right\rfloor} f(\min\{x_j, y_j\}) = \sum_{j=0}^{\left\lfloor \frac{m}{2} \right\rfloor} f\left(\frac{2j}{m(m+1)}\right) = \sum_{j=1}^{\left\lfloor \frac{m}{2} \right\rfloor} f\left(\frac{2j}{m(m+1)}\right)
\]

But for any \( x \in [0, \left\lfloor \frac{m}{2} \right\rfloor] \), we have \( 0 \leq \frac{2x}{m(m+1)} \leq \frac{1}{e} \), thus for \( j \in [0, \left\lfloor \frac{m}{2} \right\rfloor] \), we have

\[
f\left(\frac{2j}{m(m+1)}\right) = \int_{j-1}^{j} f\left(\frac{2j}{m(m+1)}\right) \, dx \geq \int_{j-1}^{j} f\left(\frac{2x}{m(m+1)}\right) \, dx
\]

Consequently,

\[
\ln 2 \cdot S_{\text{min}}(\Phi) \geq \sum_{j=1}^{\left\lfloor \frac{m}{2} \right\rfloor} \int_{j-1}^{j} f\left(\frac{2x}{m(m+1)}\right) \, dx = \int_{0}^{\left\lfloor \frac{m}{2} \right\rfloor} f\left(\frac{2x}{m(m+1)}\right) \, dx
\]

Let \( u = \frac{2x}{m(m+1)} \), then

\[
\int_{0}^{\left\lfloor \frac{m}{2} \right\rfloor} f\left(\frac{2x}{m(m+1)}\right) \, dx = \frac{m(m+1)}{2} \int_{0}^{\left\lfloor \frac{m}{2} \right\rfloor} (-u \ln u) \, du = g\left(\frac{2\left\lfloor \frac{m}{2} \right\rfloor}{m(m+1)}\right) - g(0)
\]

\[
g\left(\frac{2\left\lfloor \frac{m}{2} \right\rfloor}{m(m+1)}\right) \geq g\left(\frac{2(m-1)}{m(m+1)}\right) = g\left(\frac{m-2}{2m(m-1)}\right) = \left(\frac{m-2}{2m(m-1)}\right)^2 \left[\frac{1}{4} - \frac{\ln\left(\frac{m-2}{2m(m-1)}\right)}{2}\right]
\]
Since \( \frac{m-2}{2m(m+1)} < 1 \) then \( g\left(\frac{m-2}{2m(m+1)}\right) > \frac{1}{4} \left(\frac{m-2}{2m(m+1)}\right)^2 \). Thus

\[
S_{\text{min}}(\Phi) \geq \frac{1}{4 \ln 2} \left(\frac{m-2}{2m(m+1)}\right)^2.
\]

\[\square\]

4. Bound for the minimal output entropy of the tensor product of two \( SU(2) \)-irreducibly covariant channels.

There are very few tools that used to understand the minimal output entropy of the tensor product of two channels in general. In this section, we restrict ourselves to the set of \( SU(2) \)-irreducibly covariant channels and we obtain a bound on the minimal output entropy for the tensor product of two of them. This bound is given by the minimal output entropy of a convex combination of a number of EPOSIC channels. Recall that according to Clebsch-Gordan decomposition [1, 3], we have: for \( m_1, m_2 \in \mathbb{N} \) the \( SU(2) \)-space \( P_{m_1} \otimes P_{m_2} \) decomposes into irreducible invariant subspaces. Namely \( P_{m_1} \otimes P_{m_2} = \bigoplus_{l=0}^{\min\{m_1, m_2\}} W_l \) where \( W_l \cong P_{m_1 + m_2 - 2l} \). The orthogonal projections \( q_{m_1, m_2, l}, 0 \leq l \leq \min\{m_1, m_2\} \) on the irreducible subspaces \( W_l \), \( 0 \leq l \leq \min\{m_1, m_2\} \) are \( SU(2) \)-equivariant maps that satisfy \( \sum_{l=0}^{\min\{m_1, m_2\}} q_{m_1, m_2, l} = I_{P_{m_1 \otimes P_{m_2}}} \) [1].

**Lemma 4.1.** Let \( m_1, m_2 \in \mathbb{N} \) and \( \mathfrak{P} = \{ q_l := q_{m_1, m_2, l} : 0 \leq l \leq \min\{m_1, m_2\} \} \) be the set of \( SU(2) \)-equivariant projections of \( P_{m_1} \otimes P_{m_2} \) onto the \( SU(2) \)-irreducible invariant subspaces \( W_l \). Then the map

\[
E_{\mathfrak{P}} : \text{End}(P_{m_1} \otimes P_{m_2}) \longrightarrow \bigoplus_{l=0}^{\min\{m_1, m_2\}} \text{End}(W_l)
\]

defined as

\[
E_{\mathfrak{P}}(A) = \sum_{l=0}^{\min\{m_1, m_2\}} q_l A q_l
\]

is a unital \( SU(2) \)-covariant channel.
Proof.

The map $\text{Ad}_{q_l} : \text{End}(P_{m_1} \otimes P_{m_2}) \rightarrow \text{End}(W_l)$, defined by taking $A \rightarrow q_l A q_l$ is a completely positive map. It is an $SU(2)$-equivariant since $q_l$ is. Consequently the map $E_{\mathfrak{P}}$ is a completely positive $SU(2)$-equivariant map. Since \[
\sum_{l=0}^{\min(m_1,m_2)} q_l = I_{P_{m_1} \otimes P_{m_2}}
\] then $E_{\mathfrak{P}}$ is a trace preserving unital map. $\square$

The following lemma is straightforward, the second statement uses the fact that the set of pure state of a subspace can be considered as subset of the pure states of the original space.

**Lemma 4.2.** Let $H, K$ be Hilbert spaces and $W$ a subspace of $H$. Let $\Phi : \text{End}(H) \rightarrow \text{End}(K)$ a quantum channel. Then

1. The restriction of $\Phi$ on $\text{End}(W)$ is quantum channel.
2. $S_{\text{min}}(\Phi) \leq S_{\text{min}}(\Phi|_{\text{End}(W)})$

**Corollary 4.3.** For $r_1, r_2, m_1, m_2 \in \mathbb{N}$, let $\Phi_1 : \text{End}(P_{r_1}) \rightarrow \text{End}(P_{m_1})$, $\Phi_2 : \text{End}(P_{r_2}) \rightarrow \text{End}(P_{m_2})$ be $SU(2)$ covariant channels, and $\Phi_1 \otimes \Phi_2 : \text{End}(P_{r_1} \otimes P_{r_2}) \rightarrow \text{End}(P_{m_1} \otimes P_{m_2})$ their tensor product. Let $P_{r_1} \otimes P_{r_2} = \bigoplus_{k=0}^{\min(r_1,r_2)} V_k$ be the decomposition of $P_{r_1} \otimes P_{r_2}$ into a direct sum of $SU(2)$-irreducible invariant subspaces, and $P_{m_1} \otimes P_{m_2} = \bigoplus_{l=0}^{\min(m_1,m_2)} W_l$ be the decomposition of $P_{m_1} \otimes P_{m_2}$ into a direct sum of $S(2)$-irreducible invariant subspaces. Then,

1. For $0 \leq k \leq \min\{r_1, r_2\}$, the restriction of $\Phi_1 \otimes \Phi_2$ to $\text{End}(V_k)$ is an $SU(2)$-covariant channel.
2. If $\mathfrak{P} = \{q_l : 0 \leq l \leq \min\{m_1, m_2\}\}$ is the set of projections of $P_{m_1} \otimes P_{m_2}$ into the $SU(2)$-irreducible invariant subspaces $W_l$, then the map

$$
E_{\mathfrak{P}} \left( \Phi_1 \otimes \Phi_2 \right)_{\text{End}(V_k)}^{\min(m_1,m_2)} : \text{End}(V_k) \rightarrow \bigoplus_{l=0}^{\min(m_1,m_2)} \text{End}(W_l)
$$

is an $SU(2)$-covariant channel.
Proposition 4.4. Let \( E_{\Phi} \left( \Phi_1 \otimes \Phi_2 \bigg|_{\text{End}(V_k)} \right) \) as in Corollary 4.3. Then for each 
\[ 0 \leq k \leq \min\{r_1, r_2\}, \] 
we have 
\[ E_{\Phi} \left( \Phi_1 \otimes \Phi_2 \bigg|_{\text{End}(V_k)} \right) = \sum_{l=0}^{\min\{m_1, m_2\}} \lambda_{k,l} \psi_{k,l} \]
for some \( \{\psi_{k,l} : \text{End}(V_k) \rightarrow \text{End}(W_l) : 0 \leq l \leq \min\{m_1, m_2\} \} \) a set of \( SU(2) \)-irreducibly covariant channels, and non-negative numbers \( \lambda_{k,l} \) such that \( \sum_{l=0}^{\min\{m_1, m_2\}} \lambda_{k,l} = 1 \).

Proof.

The map \( q_l \left( \Phi_1 \otimes \Phi_2 \bigg|_{\text{End}(V_k)} \right) q_l : \text{End}(V_k) \rightarrow \text{End}(W_l) \) is a completely positive \( SU(2) \)-irreducibly equivariant map (note that this mapping is not necessarily trace preserving). Thus \( q_l \left( \Phi_1 \otimes \Phi_2 \bigg|_{\text{End}(V_k)} \right) q_l \) is a multiple of \( SU(2) \)-irreducibly covariant channel \( [\Pi, \text{Sec.4}] \). i.e. there exist \( SU(2) \)-covariant channel \( \psi_{k,l} : \text{End}(V_k) \rightarrow \text{End}(W_l) \), and a non-negative number \( \lambda_{k,l} \) such that \( q_l \left( \Phi_1 \otimes \Phi_2 \bigg|_{\text{End}(V_k)} \right) q_l = \lambda_{k,l} \psi_{k,l} \).

Since \( E_{\Phi}(A) = \sum_{l=0}^{\min\{m_1, m_2\}} q_l A q_l \) for any \( A \in \text{End}(P_{m_1} \otimes P_{m_2}) \) then 
\[ E_{\Phi} \left( \Phi_1 \otimes \Phi_2 \bigg|_{\text{End}(V_k)} \right) = \sum_{l=0}^{\min\{m_1, m_2\}} \lambda_{k,l} \psi_{k,l}. \]
Finally, taking the trace of both side for any state \( \varrho \) we get that \( \sum_{l=0}^{\min\{m_1, m_2\}} \lambda_{k,l} = 1 \). \( \square \)
Lemma 4.5. [5, p.226] Let $H, K$ and $L$ be Hilbert spaces, $\Phi : \text{End}(H) \rightarrow \text{End}(K)$ be a quantum channel and $\Psi : \text{End}(K) \rightarrow \text{End}(L)$ be a unital quantum channel. Then $S(\Phi(\varrho)) \leq S(\Psi(\Phi(\varrho)))$ for $\varrho \in D(H)$.

The last lemma implies that $S_{\text{min}}(\Phi) \leq S_{\text{min}}(\Psi \circ \Phi)$ which we combine with Lemma 4.2 to get:

Corollary 4.6. Let $\Phi_1 : \text{End}(P_{r_1}) \rightarrow \text{End}(P_{m_1})$, $\Phi_2 : \text{End}(P_{r_2}) \rightarrow \text{End}(P_{m_2})$ be $SU(2)$-covariant channels. Then for any $0 \leq k \leq \min\{r_1, r_2\}$ there exist $\psi_{k,l} : \text{End}(V_k) \rightarrow \text{End}(W_l) : 0 \leq l \leq \min\{m_1, m_2\}$ a set of $SU(2)$-irreducibly covariant channels and $\{\lambda_{k,l} : 0 \leq l \leq \min\{m_1, m_2\}\}$ a probability distribution such that

$$S_{\text{min}}(\Phi_1 \otimes \Phi_2) \leq S_{\text{min}}\left(\sum_{l=0}^{\min\{m_1, m_2\}} \lambda_{k,l} \psi_{k,l}\right)$$

Proof.

Pick $k$ such that $0 \leq k \leq \min\{r_1, r_2\}$, let $E_\varphi$ and $V_k \cong P_{r_1+r_2-2k}$ be as in Proposition 4.4 then $S_{\text{min}}(\Phi_1 \otimes \Phi_2) \leq S_{\text{min}}(\Phi_1 \otimes \Phi_2 |_{\text{End}(V_k)}) \leq S_{\text{min}}(E_\varphi(\Phi_1 \otimes \Phi_2 |_{\text{End}(V_k)})) = S_{\text{min}}\left(\sum_{l=0}^{\min\{m_1, m_2\}} \lambda_{k,l} \psi_{k,l}\right)$ (Proposition 4.4) \hfill \Box

5. ENTANGLED BREAKING CHANNELS: BACKGROUND DEFINITIONS AND RESULTS

A property of quantum channels that has been studied and used to classify the quantum channel, is the elimination of entanglement between the input states of a composite systems. Such channels are called the Entanglement Breaking Channels denoted by E.B.T. Here is a description by P. Shor [16] for the E.B.T channels

“Entanglement breaking channels are channels which destroy entanglement with other quantum systems. That is, when the input state is entangled between the input space $H_{in}$ and another quantum system $H_{ref}$, the output of the channel is no longer entangled with the system $H_{ref}$.”
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Definition 5.1. Let $H_1$ and $H_2$ be Hilbert spaces. A state $\rho \in D(H_1 \otimes H_2)$ is said to be a separable if it can be written as a probabilistic mixture of states of the form $\sigma \otimes \tau$ where $\sigma \in D(H_1)$, $\tau \in D(H_2)$. A non-separable state is called an entangled state.

Let $H, K$ be Hilbert spaces and $\Phi : \text{End}(H) \to \text{End}(K)$ be a quantum channel. For $n \in \mathbb{N}$, let $\Phi \otimes I_n$ be the map $\Phi \otimes I_n : \text{End}(H \otimes \mathbb{C}^n) \to \text{End}(K \otimes \mathbb{C}^n)$ taking $A \otimes B$ to $\Phi(A) \otimes B$ and extends by linearity. Then, the map $\Phi \otimes I_n$ is also a quantum channel, and we have the following definition:

Definition 5.2. [10] Let $H, K$ be Hilbert spaces. A quantum channel $\Phi : \text{End}(H) \to \text{End}(K)$ is said to be entanglement breaking if $\Phi \otimes I_n(\rho)$ is separable for any $\rho \in D(H \otimes \mathbb{C}^n)$ and $n \in \mathbb{N}$.

Let $H, K$ be Hilbert spaces, let $\Phi^*$ denote the dual map of the quantum channel $\Phi : \text{End}(H) \to \text{End}(K)$. It is evident that if $\{T_j : 1 \leq j \leq k\}$ is Kraus operators for $\Phi$ then $\{T_j^* : 1 \leq j \leq k\}$ will be Kraus operators for $\Phi^*$. Since we have $T_j = uv^* \iff T_j^* = vu^*$ then by Proposition 5.4(3),

Lemma 5.3. Let $\Phi$ be a quantum channel then $\Phi$ is an E.B.T map if and only if its dual $\Phi^*$ is an E.B.T map.

Recall that in a finite dimensional setting, a characterization of a quantum channel $\Phi$ is given by its Choi matrix [18], a matrix that is given by $C(\Phi) = \sum_{i,j=1}^{dim} \Phi(E_{ij}) \otimes E_{ij}$ where $E_{ij}$ is the standard basis for $\text{End}(H)$.

Proposition 5.4. [10] Th.4] Let $H, K$ be Hilbert spaces and $\Phi : \text{End}(H) \to \text{End}(K)$ is a quantum channel then the following statements are equivalent

(1) $\Phi$ is an E.B.T channel.

(2) The Choi matrix of $\Phi$ is separable.
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(3) $\Phi$ can be written in operator sum form using only Kraus operators of rank one.

The following proposition follows directly by [11] Thm 1 and Proposition 5.4. The corollary to it, is just a generalization of [10] Theorem 6.

**Proposition 5.5.** Let $H, K$ be Hilbert spaces of dimension $d_H, d_K$, and $\Phi : \text{End}(H) \to \text{End}(K)$ be a quantum channel. If $\text{rank}(C(\Phi)) < \max\{d_H, \text{rank}(\text{Tr}_H(C(\Phi)))\}$ then $\Phi$ is not E.B.T.

**Corollary 5.6.** Let $H, K$ be Hilbert spaces of dimension $d_H, d_K$ respectively such that $d_H \geq d_K$. Let $\Phi : \text{End}(H) \to \text{End}(K)$ be a quantum channel. Then if $\Phi$ can be written in Kraus operator fewer than $d_n$ then $\Phi$ is not E.B.T.

6. THE E.B.T PROPERTY OF EPOSIC CHANNEL.

In this section, we classify EPOSIC channels $\{\Phi_{m,n,h} : m, n, h \in \mathbb{N}, 0 \leq h \leq \min\{m, n\}\}$ according to their E.B.T property. Unfortunately we didn’t obtain a full classification. We state below the partial results that we obtained.

**Theorem 6.1.** For $m \in \mathbb{N}$, the channel $\Phi_{m,m,m}$ and $\Phi_{0,m,0}$ are E.B.T channels.

**Proof.**

Let $\{T_j, 0 \leq j \leq n\}$ EPOSIC Kraus operators for $\Phi_{m,n,h}$. Then By Definition 1.5, we have $T_j = \sum_{i=\max\{0,j-h\}}^{\min\{r,m-r+h\}} \epsilon_i^j f_{ij}^{m} f_{i}^{*}$ for $0 \leq j \leq n$ where $r = m + n - 2h$. Thus for each $0 \leq j \leq n$, $\text{rank}(T_j) \leq \min\{r, m, m - h + j, r + h - j\} + 1$. In case of $\Phi_{m,m,m}$ we have $\text{rank}(T_j) \leq 1$ for any Kraus operator $T_j$ ($r = 0$). Thus by Proposition 5.4(3), $\Phi_{m,m,m}$ is E.B.T. Since $\Phi_{m,m,m}^* = \frac{1}{m+1} \Phi_{0,m,0}$ [II Sec.5] then $\Phi_{0,m,0}$ is E.B.T by Lemma 5.3. \qed

**Proposition 6.2.** Let $m, n, h \in \mathbb{N}$ with $0 \leq h \leq \min\{m, n\}$

1. If $n \geq 2h$ then $\Phi_{m,n,h}$ is not E.B.T for any $m > 2h$. 
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(2) If \( n \leq 2h \) then \( \Phi_{m,n,h} \) is not E.B.T for any \( m > n \).

Proof.

Let \( r = m + n - 2h \). Then \( \Phi_{m,n,h} : \text{End}(P_r) \to \text{End}(P_m) \) is written using \( n + 1 \) Kraus operators.

1. If \( n \geq 2h \) then \( \text{dim}(P_r) \geq \text{dim}(P_m) \), thus by Corollary 5.6 we get that \( \Phi_{m,n,h} \) is not E.B.T whenever \( m > 2h \).

2. If \( n \leq 2h \) then \( r \leq m \) and by (1) the channel \( \Phi_{r,n,n-h} : \text{End}(P_m) \to \text{End}(P_r) \) is not E.B.T whenever \( r > 2(n-h) \) i.e whenever \( m > n \). Thus \( \Phi_{m,n,h} = \Phi_{r,n,n-h}^* \) is not E.B.T whenever \( m > n \).

\qed

Corollary 6.3. Let \( m,n,h \in \mathbb{N} \) with \( 0 \leq h \leq \min\{m,n\} \). Then \( \Phi_{m,n,h} \) is not E.B.T whenever \( m > n \). In particular, \( \Phi_{m,h,h} \) is not E.B.T for any \( 0 \leq h < m \).
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