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Background: Increasing studies have shown the important clinical role of immune and stromal cells in gastric cancer microenvironment. Based on information of immune and stromal cells in The Cancer Genome Atlas, this study aimed to construct a prognostic risk assessment model for gastric cancer.

Material/Methods: Based on the immune/structural scores, differentially expressed genes (DEGs) were filtered and analyzed. Afterwards, DEGs associated with prognosis were screened and the risk assessment model was constructed in the training set. Moreover, the validity of the model was verified both in the testing set and the overall sample.

Results: In this study, patients were divided into high-score and low-score groups based on immune/stromal score, and 919 DEGs were identified. By applying least absolute shrinkage and selection operator (LASSO) and Cox analysis, 10 mRNAs were selected to form a prognostic risk assessment model, risk score=(0.294*SLC17A9) + (–0.477*FERMT3) + (0.866*NRP1) + (0.350*MMRN1) + (0.189*TRIB3) + (0.230*PGAP3) + (0.087*MAGEA3) + (0.182*TACR2) + (0.368*CYP51A1). In the training set, the low-risk group divided by the model was found to have better overall survival, and the prediction efficiency of the model was demonstrated to be good. Multivariate Cox analysis indicated that the model could work as a prognostic factor independently. Similar results were shown in the testing group and overall patients cohort group. Finally, the risk assessment model and other clinical variables were integrated to construct a nomogram.

Conclusions: In general, this study constructs a prognostic risk assessment model for gastric cancer, which could improve the prognosis stratification of patients combined with other clinical indicators.
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Background

Gastric cancer globally ranks as a frequent malignant cancer with high mortality, and the distribution of its prognosis outcomes is quite different. The 5-year overall survival (OS) rate for gastric cancer patients ranges from 10% with stage IV to over 80% with stage I in China [1–3]. The American Joint Committee on Cancer (AJCC) stage is currently the most commonly used tool for prognostic evaluation of gastric cancer [4–6]. With the continuous updating of the stage system, its predictive performance has also continuously improved [7–11]. Nevertheless, the prognosis of many patients with the same AJCC stage and similar clinical treatment methods still varies widely [12,13], indicating that the information provided by the stage for the prognosis assessment of gastric cancer is insufficient. Therefore, based on the existing stage system, new analytical strategies are needed to improve the effectiveness of gastric cancer prognosis assessment so that clinicians can make better clinical decisions in a timely manner.

Tumor microenvironment (TME) contains cellular and noncellular components. Cell components include tumor cells, inflammatory cells, immune cells, endothelial cells, mesenchymal stem cells, and tumor related fibroblasts, etc., and noncell components mainly include cytokines, chemokines, etc. [14,15]. According to the TME theory, the occurrence, progression, and prognosis of tumors are not only determined by the genetic and epigenetic factors of cancer cells, but also by the interaction between tumor cells and the surrounding milieu [16,17]. The various components of TME play a supporting role for tumor growth together [18,19]. Among them, immune and stromal cells are the main cell components, except tumor cells, which have been reported to have unique value in tumor diagnosis and prognosis evaluation in many studies [20–24]. Thus, combining the information contained in immune/stromal cells with common tumor clinical indicators such as AJCC stage to evaluate the prognosis of patients is conducive to optimize the prognosis stratification for gastric cancer patients.

ESTIMATE (Estimation of STromal and Immune cells in MALIGNant Tumor tissues using Expression data) designed by Yoshihara et al. is available to predict the purity of the tumor as well as the degree of infiltration of non-tumor components [25]. Based on particular gene markers of immune/stromal cells, the algorithm calculates ESTIMATE/immune/stromal scores using gene expression information from The Cancer Genome Atlas (TCGA). The synthesis of immune and stromal score is the ESTIMATE score, and these 3 scores (immune scores, stromal scores, and ESTIMATE score) can be used to predict infiltration degree of immune/stromal cells. According to immune/stromal scores of gastric adenocarcinoma (STAD) in the algorithm, this current study identified differentially expressed genes (DEGs) in TME and performed least absolute shrinkage and selection operator (LASSO) and Cox analysis on DEGs to establish a prognostic risk assessment model.

Material and Methods

Raw data

Level 3 gene expression profile of stomach adenocarcinoma patients in TCGA database was downloaded through the UCSC (http://xena.ucsc.edu/). Clinical data such as gender, age, AJCC stage, grade, survival, and outcome were also obtained from TCGA database. Immune scores, stromal scores, and ESTIMATE scores of genes in stomach adenocarcinoma were acquired from the ESTIMATE (https://bioinformatics.mdanderson.org/public-software/estimate/).

Scores and clinicopathological information

Correlation between ESTIMATE/immune/stromal scores of 415 STAD patients and the clinicopathological characteristics containing stage and grade was analyzed. Statistical differences were measured by one-way ANOVA test, and P<0.05 was considered significant. (**** P<0.0001; *** P<0.001; ** P<0.01; * P<0.05).

Identification of DEGs

Excluding samples with missing gene expression data, a total of 379 cases were available to screen for DEGs. Package limma of the R programming language was applied to identify DEGs according to immune and stromal scores individually. Fold change >1.5 and adjusted P<0.05 were used as cutoff criterions for the identification of DEGs. Venny2.1 (http://bioinfogp.cnb.csic.es/tools/venny/index.html) was utilized to identify overlapping DEGs. Package ggplot2 and heatmap in R program were used to generate volcano plots and heat map.

Functional analysis of DEGs in STAD

To annotate and analyze the biological functions of DEGs, the Kyoto Encyclopedia of Genes and Genomes (KEGG) analysis and Gene Ontology (GO) analysis were carried out by R program. GO enrichment analysis is composed of 3 parts, namely MF (molecular function), BP (biological processes), and CC (cellular components). Subsequently, the online database STRING (http://string-db.org) was applied to establish protein-protein interaction (PPI) network and the parameter of interactions was set as combined score greater than 0.9. Besides, Cytoscape was used to reconstructed the network, and Molecular Complex Detection (MCODE) plug-in was then used to find clusters with criterions as follows: node score cutoff=0.2, degree cutoff=2, k-score=2 and Max depth=100.
Randomized grouping

Patients with survival time missing or less than 30 days were excluded in order to rule out the patient's death from other factors rather than the consequence of the tumor. Ultimately, samples with missing gene expression and unqualified survival time were excluded; from the total 415 cases, 348 STAD patients were included in our study. Then the patients were split into 2 groups randomly: the training group and the testing group. Each group included 174 patients. The training group was utilized to learn sample features and estimate models, while the testing group was set as an internal verification queue to verify the prediction performance of the model.

Statistical analysis and construction of risk assessment model

Whether there was a difference in clinicopathological variables between the training group and the testing group was tested.

Afterwards, the LASSO and Cox regression model was used to filter DEGs which correlated with the prognosis of STAD patients. Through LASSO analysis, the minimum lambda (\(\lambda\)) value was selected as the optimal lambda parameter. Then a survival-related linear risk assessment model was constructed, the formula: Risk score=\(\sum W \times \exp \). In the formula, \(\exp\) is the standardized expression value of every DEG, and \(W\) is the coefficient of multivariate Cox regression analysis for each DEG in the model. The median of the risk score in the training set was taken as the cutoff and the total cases were split into high-risk and low-risk groups. Kaplan-Meier survival curve was applied to evaluate the OS of the high-risk and the low-risk groups, and the log rank test was used to determine whether there was difference between the 2 groups. Receiver operating characteristic (ROC) curve was performed to assess the prediction performance of the model for 5-year survival rate. Subsequently, the model was applied to the testing set and the overall patients cohort for verification. Eventually, univariate and multivariate Cox analysis was used to appraise the relativity between clinical variables, risk score, and patients’ prognosis, so as to clarify whether the risk assessment model can be used as a prognostic index independently. A value of \(P<0.05\) was regarded to have statistical significance.

Next, 8 indicators (age, gender, grade, stage, stage_T, stage_N, stage_M and risk) were used to construct a nomogram to personally predict the patient’s 1-year, 3-year, and 5-year survival rate.

Statistical analyses and graphic drawing were accomplished using SPSS 23.0, GraphPad 7.0 and R program (3.6).

Gene Set Enrichment Analysis (GSEA)

Enrichment analyses of GO and KEGG were performed by GSEA v3.0 for all genes between the high-risk group and the low-risk group. Enrichment pathways were ranked based on normalized enrichment score (NSE).

Results

The correlation of immune and stromal score with clinicopathological indicators

Gene expression profiles and phenotype information of STAD patients were obtained and integrated from TCGA cohort. On the basis of ESTIMATE algorithm, immune scores ranged from -1568.74 to 2826.73, and stromal scores were distributed between -1957.19 to 2085.81. Estimate score was significantly related to grade and stage (Figure 1A, \(P<0.0001\), Figure 1B, \(P=0.0023\)). In general, the higher the ESTIMATE score was related to the more progressive stage. As shown in Figure 1A and 1B, G3 had a higher ESTIMATE score than G2, and the ESTIMATE score of stage II, III, and IV was individually higher than stage I. The immune score was associated with grade significantly (Figure 1C, \(P<0.0001\)), while it showed no correlation with AJCC stage (Figure 1D, \(P=0.0625\)). The stromal score had significant relevance with grade (Figure 1E, \(P<0.0001\)) and AJCC stage (Figure 1F, \(P=0.0004\)).

Identification of DEGs based on immune/stromal score

To detect the relationship between gene expression and immune/stromal score, microarray data of STAD cases were compared. According to immune score, 1051 genes were high-expressed and 236 genes were down-expressed in the high score group compared with the low score group (Figure 2A). Similarly, 1591 high-expressed genes and 427 down-expressed genes were obtained based on stromal score (Figure 2B). In total, 769 DEGs were synchronously high-expressed in both high score groups (Figure 2C), while 150 genes were commonly down-expressed (Figure 2D). Heat map including 919 DEGs showed distinct gene expression profiles (Figure 2E).

Functional enrichment analysis and establishment of PPI network

Functional analysis containing GO and KEGG was applied in total 919 DEGs (Figure 3A, 3B). Thirty function annotations of each part were listed and the part of GO containing BP, CC, and MF. For the BP, leukocyte migration (GO: 0050900) and T cell activation (GO: 0042110) were the top 2 pathways. For the CC, DEGs were significantly enriched in collagen-containing extracellular matrix (GO: 0062023) and external side of plasma.
membrane (GO: 0009897). For MF, the genes were mostly involved in glycosaminoglycan binding (GO: 0005539) and extracellular matrix structural constituent (GO: 0005201). As regard to KEGG analysis, the significant enriched pathways were cytokine-cytokine receptor interaction (hsa04060) and chemokine signaling pathway (hsa04062).

PPI network was established based on 919 DEGs. Afterwards, a plug-in of Cytoscape named MCODE was used to identify the most important co-regulated modular. The top 2 significant modules were selected and are shown in Figure 3C and 3D. For the sake of convenience, we named these modules the C3 and TIMP1 modules, respectively. In the C3 module, 666 edges involving 37 nodes were formed in the network, C3, GNG2, GNB4, GNG11, C3AR1, and CXCL12 were the remarkable nodes, as they had more connection with other genes of the module. In the TIMP1 module which had 17 nodes with 136 degrees, TIMP1, APOA1, LTBP1, and FBN1 had higher degree values.

Figure 1. ESTIMATE/immune/stromal scores were associated with grade and stage. (A, B) ESTIMATE score significantly correlated with grade ($P<0.0001$) and AJCC stage ($P=0.0023$). (C, D) Immune score was associated with grade significantly ($P<0.0001$), while showed no correlation with stage ($P=0.0625$). (E, F) Stromal score had significant relevance with grade ($P<0.0001$) and stage ($P=0.0004$).
**Construction of risk assessment model in training group**

There were 348 STAD cases included in the analysis that were allocated into a training set and a testing set randomly. And there was no statistically significant difference in clinical variables between the 2 groups (Supplementary Table 1). It could be considered that the 2 groups of cases originated from the same population, and the randomization was reasonable.

In order to identify the genes related to the prognosis of STAD patients in the training set, we used LASSO and Cox regression model to perform screening of variables on high-dimensional mRNA expression profile data. First, survival analysis of 919 DEGs was conducted in the training set. After 100 times of 10-fold cross-validation, 19 survival related mRNAs were screened out when \( \lambda \) was taken as the minimum value of 0.036 (Figure 4A, 4B). After optimization by Cox analysis, 10 mRNAs were chosen to establish the risk assessment model as shown in forest graph (Figure 4C). Extracting the coefficients of multivariate Cox analysis of mRNAs from the LASSO and Cox regression model, risk score=(0.294*SLC17A9)+(-0.477*FERMT3)+(0.866*NRP1)+(0.381*RNASE1)+(0.189*TRIB3)+(0.230*PGAP3)+(0.087*MAGEA3)+(0.182*TACR2)+(0.368*CYP51A1).

Based on the aforementioned formula, risk value was calculated for every patient in the training set. The median risk value of 0.97 was used as the cutoff value, and 174 cases in training set were allocated into high-risk group (>0.97, n=87) and low-risk group (<0.97, n=87) (Figure 5A). In the high-risk group, the average survival time of patients was shorter and the number of deaths was higher (Figure 5B). Meanwhile, the heat map showed that the expression of 10 mRNAs in the 2 groups was also different (Figure 5C). To assess the predictive performance of risk assessment model, the ROC curve was plotted. And AUC (area under curve) of the 5-year survival rate of STAD patients was 0.815 (Figure 5D), indicating a good prediction efficiency of the model. As shown in the Kaplan-Meier survival curve, OS of patients in high risk group was shorter than that in low risk group (\( P<0.001 \)) (Figure 5E).

**Validation of risk assessment model in testing set and total patients**

In order to further verify the risk assessment model, the risk value of every patient in testing set was calculated according to the risk calculation formula. After that, cases were allocated into high and low risk groups based on the risk cut-off value (0.97) of the training set.
In testing set, patients had shorter survival time and more deaths in the high-risk group (Figure 6A, 6B). Meanwhile, the heat map displayed that there was also difference in the expression of 10 mRNAs between the 2 groups (Figure 6C). The AUC value of the 5-year survival rate for patients in the testing set was 0.781 (Figure 6D), indicating that the model still had good prediction effect. The survival analysis demonstrated that the OS of patients was shorter in high-risk group ($P<0.001$) (Figure 6E).

The training set and the testing set were combined into an overall patients cohort. As depicted in Figure 7A–7C, the average survival time of cases was shorter and the number of deaths was larger in high-risk group, while the expression of 10 mRNAs in the high-risk group and the low-risk group was different. In the overall STAD patients cohort, the prediction effect of the model was also favorable, the AUC value of the 5-year survival rate was 0.789 (Figure 7D). And the high-risk group showed a worse OS ($P<0.001$) (Figure 7E).

### Cox regression analysis and construction of nomogram

To assess whether the risk assessment model was an independent factor affecting the prognosis of STAD, univariate and multivariate Cox regression analysis was applied to the training set, testing set and overall patients cohort group, respectively. The included clinical variables contained age, gender, grade, stage\_T, stage\_N, stage\_M, stage, and risk model. In the univariate Cox regression analysis, poor OS of the overall patients cohort were significantly correlated with age (ref. $\leq 65$), grade (ref. 1–2), stage\_T (ref. T1–T2), stage\_N (ref. N0), stage (ref. I–II) and risk model (ref. low). After adjustment of multivariate Cox analysis, the risk assessment model was still remarkably related to the OS of patients in the 3 cohorts, indicating...
that the model can work as a prognostic index independently. The detailed information is shown in Table 1.

By integrating multiple risk factors, the nomogram can be an effective tool to quantitatively assess an individual’s risk in a clinical setting. On the basis of the aforementioned clinical variables, a nomogram was established to forecast the probability of 1-year, 3-year and 5-year OS (Figure 8).

**GSEA in GO and KEGG gene sets**

GSEA analysis was performed to unveil the pathways that genes significantly enriched in GO and KEGG gene sets. In the GO gene set (Figure 9A), the high-risk group was remarkably correlated with neuron projection cytoplasm (NSE=2.306, P=0.000), intercalated disc (NSE=2.305, P=0.000), negative regulation of protein polymerization (NSE=2.280, P=0.000), and cell cell contact zone (NSE=2.268, P=0.000), while the low-risk group was negatively related to translational initiation (NSE=2.140, P=0.004), RNA phosphodiester bond hydrolysis (NSE=2.095, P=0.000), translation initiation factor activity (NSE=2.090, P=0.000), and nuclear transcribed mRNA catabolic process (NSE=2.084, P=0.008). For the KEGG gene set (Figure 9B), the high-risk group was significantly associated with gap junction (NSE=2.222, P=0.000), vascular smooth muscle contraction (NSE=2.103, P=0.000), melanogenesis (NSE=2.095, P=0.000), and focal

---

**Figure 3.** Functional enrichment analysis of 919 DEGs and significant modular analysis based on PPI network. (A) Top 30 GO terms of GO: BP, GO: CC and GO: MF. (B) Top 30 KEGG terms. (C) PPI network of C3 module. (D) PPI network of TIMP1 module. In A, B, C, D, terms are sorted by the number of genes enriched. In C, D, red stands for upregulated and green stands for downregulated genes. The size of the node represents the number of proteins that interact with the specified protein. DEGs – different expressed genes; PPI – protein–protein interaction; GO – Gene Ontology; BP – biological processes; CC – cellular components; MF – molecular function; KEGG – Kyoto Encyclopedia of Gene and Genome.
adhesion (NSE=2.079, P=0.000). And the low-risk group was negatively correlated with RNA degradation (NSE=–1.984, P=0.002), primary immunodeficiency (NSE=–1.939, P=0.000), aminoacyl tRNA biosynthesis (NSE=–1.922, P=0.011), and proteasome (NSE=–1.918, P=0.015).

**Discussion**

With the development of tumor microenvironment (TME) theory, in addition to the intrinsic characteristics of tumor cells, the role of external microenvironment in tumor progression has attracted increasing attention. Through interaction with tumor cells and immune/stromal cells produce an effect in the stages of tumor occurrence, progression, invasion, metastasis, recurrence, and drug response, so as to affect the prognosis of patients [21,22]. Seeing that the ideal outcome of patients’ prognosis assessment cannot be obtained by relying mainly on AJCC stage, analysis of TME can provide supplementary information for prognostic risk evaluation of patients, thereby improving the effectiveness of risk assessment.

Based on the immune score and stromal score of gastric adenocarcinomas, this study screened 919 differentially expressed genes by comparing the high-score group with the low-score group. Subsequently, functional analysis and construction of PPI network based on DEGs were accomplished. Combined with detailed clinical information in TCGA database, LASSO and Cox analysis was applied to screen genes closely related to the prognosis of patients in 919 DEGs. In the end, 10 mRNAs were selected to form a prognostic risk assessment model. According to this risk model, patients were allocated into high-risk and low-risk groups in a training set. Survival analysis showed that there was significant difference of OS time between the high-risk and low-risk groups. Subsequently, the risk assessment model was validated in the testing set and

---

**Figure 4.** Construction of risk assessment model by LASSO and Cox regression analysis in training group. (A) Selection of the optimal parameter (lambda) in the LASSO model for STAD. (B) LASSO coefficient profiles of genes in STAD. A coefficient profile plot was generated against the log (lambda) sequence. (C) After optimization by Cox analysis, 10 mRNAs were selected to construct the risk assessment model as shown in forest graph. LASSO – least absolute shrinkage and selection operator; STAD – stomach adenocarcinoma.

| Gene   | Hazard Ratio (95% CI) | P-value |
|--------|----------------------|---------|
| SLC17A9 | 0.62 (0.44–0.87)     | <0.0001*** |
| FERMT3 | 2.38 (1.55–3.65)     | 0.005** |
| NRP1   | 0.42 (0.99–2.03)     | 0.056   |
| MMRN1  | 1.16 (0.94–1.55)     | <0.001*** |
| RNASE1 | 0.62 (0.44–0.87)     | 0.002*** |
| TRIB3  | 1.13 (0.99–1.28)     | 0.022*  |
| PGAP3  | 1.21 (0.99–1.53)     | 0.049*  |
| IMAGER3| 0.62 (0.44–0.87)     | 0.022*  |
| TACR2  | 1.20 (1.00–1.44)     | 0.049*  |
| CYP51A1| 1.44 (1.15–1.82)     | 0.002** |
Figure 5. Characteristics of the risk assessment model in training group. (A, B) The distribution of risk score, patients' survival and status for STAD. The black dotted line divided patients into high-risk group and low-risk group. (C) Heatmap of gene expression profiles in risk assessment model for STAD. (D) The ROC curve was applied to assess the predictive performance of the risk assessment model. (E) Kaplan-Meier survival analysis of STAD patients stratified by the median risk score. STAD – stomach adenocarcinoma; ROC – receiver operating characteristic.
Figure 6. Validation of risk assessment model in testing set. The distribution of risk score (A), survival time (B), heatmap (C), ROC curve (D) and Kaplan Meier survival curve (E) for the testing set. ROC – receiver operating characteristic.
Figure 7. Validation of risk assessment model in overall patients cohort. The distribution of risk score (A), survival time (B), heatmap (C), ROC curve (D), and Kaplan Meier survival curve (E) for the overall patients. ROC – receiver operating characteristic.
Table 1. Univariate and multivariate Cox regression analysis of the training set, testing set, and overall patients group.

| Covariates                      | Univariate analysis |     | Multivariate analysis |     |
|---------------------------------|---------------------|-----|-----------------------|-----|
|                                 | HR (95% CI)         | P   | HR (95% CI)           | P   |
| Training set (n=174)            |                     |     |                       |     |
| Age (ref. £65)                  | 1.640 (1.005–2.677) | 0.048 | 1.758 (1.062–2.908)   | 0.028 |
| Gender (ref. Female)            | 1.660 (0.970–2.841) | 0.065| 1.335 (0.773–2.303)   | 0.300 |
| ISUP grade (ref. 1–2)           | 1.283 (0.777–2.116) | 0.330| 1.459 (0.869–2.451)   | 0.153 |
| Stage_T (ref. T1–T2)            | 2.637 (1.332–5.221) | 0.005| 2.287 (1.078–4.849)   | 0.031 |
| Stage_N (ref. NO)               | 1.825 (1.031–3.231) | 0.039| 0.640 (0.252–1.623)   | 0.347 |
| Stage_M (ref. M0)               | 0.218 (0.087–0.550) | 0.001| 1.975 (0.747–5.221)   | 0.170 |
| AJCC stage (ref. I–II)          | 2.306 (1.379–3.855) | 0.001| 1.802 (0.762–4.266)   | 0.180 |
| Risk model (ref. low)           | 4.669 (2.715–8.029) | 0.000| 4.634 (2.611–8.224)   | 0.000 |
| Testing test (n=174)            |                     |     |                       |     |
| Age (ref. £65)                  | 1.319 (0.828–2.101) | 0.243| 1.727 (1.031–2.892)   | 0.038 |
| Gender (ref. Female)            | 1.089 (0.662–1.793) | 0.736| 1.277 (0.767–2.128)   | 0.347 |
| ISUP grade (ref. 1–2)           | 1.610 (0.988–2.625) | 0.056| 1.619 (0.955–2.743)   | 0.074 |
| Stage_T (ref. T1–T2)            | 1.432 (0.808–2.535) | 0.218| 1.027 (0.520–2.031)   | 0.938 |
| Stage_N (ref. NO)               | 2.245 (1.206–4.179) | 0.011| 1.924 (0.874–4.236)   | 0.104 |
| Stage_M (ref. M0)               | 1.087 (0.435–2.714) | 0.858| 1.329 (0.487–3.628)   | 0.579 |
| AJCC stage (ref. I–II)          | 1.754 (1.067–2.885) | 0.027| 1.226 (0.599–2.506)   | 0.577 |
| Risk model (ref. low)           | 1.680 (1.044–2.703) | 0.032| 1.666 (1.022–2.714)   | 0.041 |
| Overall (n=348)                 |                     |     |                       |     |
| Age (ref. £65)                  | 1.460 (1.044–2.041) | 0.027| 1.824 (1.279–2.603)   | 0.001 |
| Gender (ref. Female)            | 1.348 (0.938–1.939) | 0.107| 1.382 (0.957–1.995)   | 0.084 |
| ISUP grade (ref. 1–2)           | 1.433 (1.011–2.033) | 0.043| 1.480 (1.033–2.120)   | 0.033 |
| Stage_T (ref. T1–T2)            | 1.901 (1.229–2.940) | 0.004| 1.468 (0.896–2.404)   | 0.127 |
| Stage_N (ref. NO)               | 2.005 (1.318–3.049) | 0.001| 1.212 (0.679–2.166)   | 0.515 |
| Stage_M (ref. M0)               | 1.818 (0.954–3.465) | 0.069| 1.662 (0.839–3.294)   | 0.145 |
| AJCC stage (ref. I–II)          | 2.009 (1.408–2.868) | 0.000| 1.438 (0.845–2.448)   | 0.180 |
| Risk model (ref. low)           | 2.733 (1.924–3.883) | 0.000| 2.608 (1.826–3.726)   | 0.000 |

HR – hazard ratio; CI – confidence interval; AJCC – American Joint Committee on Cancer.

In previous studies, it has been shown that several mRNAs in the risk assessment model can be involved in the development and prognosis of gastric cancer. SLC17A9 has been proven to be highly expressed in gastric cancer, and its high expression...
is related to a variety of clinical variables, such as advanced TNM stage, T stage, and N stage [26]. In addition, SLC17A9 was found to serve as an independent influencing factor for the survival of gastric cancer patients [26]. It has been found that the high expression of NRP1 was closely related to the malignant phenotype of gastric cancer, and NRP1 could enhance the proliferation, migration, and invasion of gastric cancer cells [27]. NRP1 is also expected to be a therapeutic target for gastric cancer; the study of Zhang et al. showed that the new tumor homing peptide iRGD could enhance the 5-FU chemotherapy effect on gastric cancer through NRP1 [28]. Dong et al. believed that the overexpression of TRIB3 was related to tumor angiogenesis and poor prognosis in gastric cancer patients and TRIB3 was a promising molecular target for anti-angiogenic therapy in gastric cancer [29]. Moreover, Wu et al. proposed that the expression of TRIB3 could affect the apoptosis induced by the anticancer drug adriamycin, indicating that TRIB3 expression in response of anticancer drugs may reflect the therapeutic efficacy of gastric cancer [30].

FERMT3 is a member of kindlin family, and several studies have shown that mutation in FERMT3 is an important factor leading to cause leukocyte adhesion deficiency-III (LAD-III) [31–33]. In addition, FERMT3 could promote the proliferation and chemoresistance of glioblastoma cells through integrin mediated Wnt signaling [34]. MAGEA plays a part in various tumors. According to Chen et al., the occurrence and chemoresistance of hepatocellular carcinoma can be regulated by the MAGEA3/LINC01234/miR-31-5p axis [35]. It has been found that MAGEA has a tumor-promoting effect in pancreatic cancer [36], and silence of MAGEA can inhibit the growth of colorectal cancer cells through activating the AMPK pathway [37]. In addition, high expression of MAGEA was demonstrated to be related to poor prognosis of cutaneous squamous cell carcinoma and urothelial bladder cancer [38,39], and MAGEA could work as an independent influencing factor for the prognosis of esophageal squamous cell carcinoma [40]. Nevertheless, the role of the 2 markers in gastric cancer has not been widely explored.

MMRN1 works as a significant part in the blood system. In platelets, MMRN1 acts as a binding protein for coagulation factor V (a key regulator of coagulation), affecting the function and storage of factor V [41]. Besides, Laszlo et al. drew a point that MMRN1 could be used as a new marker to refine the risk stratification of pediatric acute myeloid leukemia [42]. It has been found that RNASE1 has myocardial protective effect [43,44], however, the role of RNASE1 in tumors has not been paid much attention. Previous studies have demonstrated that mutation in PGAP3 is closely related to the occurrence of HPMRS (hyperphosphatasia with mental retardation syndrome) [45–47]. TACR2, also known as NK2R, is a G protein-coupled neurokinin receptor [48]. Tachykinin belongs to the neuropeptide family and is an effective regulator of smooth muscle function. It participates in various physiological and pathological processes of the gastrointestinal tract through 3 different types of receptors (NK1R, NK2R, and NK3R) [48]. Studies have suggested a major involvement of NK2R in the regulation of human colon function [49]. CYP51A1, a member of the cytochrome P450 family, is a key enzyme in cholesterol biosynthesis [50]. Regulating cholesterol biosynthesis is
Figure 9. GSEA analysis in GO gene set (A) and KEGG gene set (B). GSEA – Gene Set Enrichment Analysis; GO – Gene Ontology; KEGG – Kyoto Encyclopedia of Gene and Genome.

a significant part of the treatment of hypercholesterolemia, and CYP51A1 was demonstrated to be a promising molecular target [51]. The 5 signatures mentioned play roles in different biological processes, but their possible roles in cancer, especially gastric cancer, have hardly been reported. Therefore, the potential role of these genes in cancer and the link between the biological functions they participate in and cancer requires comprehensive research.

Numerous studies have reported many molecular targets that play significant parts in the development and prognosis of gastric cancer, as well as their detailed mechanisms. However, there is still a distance between the results of molecular biological fields and clinical application, and the transformation research is a constant challenge. In recent years, with the rapid development of accurate prediction and individualized treatment, it has become a trend to integrate genomic
profiles and clinical characteristics of patients [52]. Similar to this study, previous studies have attempted to combine gene expression profiles with TNM staging to more accurately predict patients’ outcome and improve clinical decision making. For example, G factor, which is a supplement to conventional TNM system, has been demonstrated to be useful in several cancers. G factor based on MMP-7 and p53 has been shown to be a promising index in predicting outcome of stage II/III gastric cancer, and possibly help choose the treatment for patients with stage II [53]. Besides, G factor based on Reg-IV and VEGF-C was considered a promising index for clinical staging of colorectal cancer, and it may be a good indicator of adjuvant chemotherapy for G2 patients in stage II [54]. Therefore, the information of gene expression profiles in gastric cancer microenvironment was associated with patients’ prognosis in this study, which is expected to achieve transformative value in the clinical treatment of gastric cancer.

There were some limitations in this study. First, the study was a retrospective study on the basis of a public database, and the research could not easily cover the differences caused by regional factors. Second, the sample size was not large enough in the current study. In the end, all the samples in this study were obtained from gastric adenocarcinoma, the largest type of gastric cancer. Whether the risk model is applicable to other types of gastric cancer needs further exploration. Thus, the results of this study need a well-designed, multicenter, large sample prospective clinical trial for further verification.

Conclusions

In summary, DEGs were screened based on the gastric cancer microenvironment, and a prognostic risk assessment model composed of 10 mRNAs (SLC17A9, FERMT3, NRP1, MMRN1, RNASE1, TRIB3, PGAP3, MAGEA3, TACR2, and CYP51A1) was constructed. The model can serve as a prognostic index for gastric cancer patients independently, as well as providing supplementary information to improve the prognosis stratification of patients.
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Supplementary Data

Supplementary Table 1. Basic clinicopathological data of STAD patients.

| Covariates                  | Overall (n=348) | Training set (n=174) | Testing set (n=174) | P   |
|-----------------------------|-----------------|----------------------|---------------------|-----|
| Stromal score [n (%)]       |                 |                      |                     |     |
| Low                         | 181 (52.01)     | 86 (49.43)           | 95 (54.60)          | 0.334** |
| High                        | 167 (47.99)     | 88 (50.57)           | 79 (45.40)          |     |
| Immune score [n (%)]        |                 |                      |                     |     |
| Low                         | 180 (51.72)     | 84 (48.28)           | 96 (55.17)          | 0.198** |
| High                        | 168 (48.28)     | 90 (51.72)           | 78 (44.83)          |     |
| Age [y±s]                   | 65±11           | 66±9                 | 64±12               | 0.142* |
| ≤65 [n (%)]                 | 166 (47.70)     | 79 (45.40)           | 87 (50.00)          | 0.418** |
| >65 [n (%)]                 | 179 (51.44)     | 93 (53.45)           | 86 (49.43)          |     |
| Gender [n (%)]              |                 |                      |                     |     |
| Male                        | 230 (66.09)     | 116 (66.67)          | 114 (65.52)         | 0.821** |
| Female                      | 118 (33.91)     | 58 (33.33)           | 60 (34.48)          |     |
| ISUP grade [n(%)]           |                 |                      |                     |     |
| G1                          | 9 (2.59)        | 7 (4.02)             | 2 (1.15)            | 0.092*** |
| G2                          | 125 (35.92)     | 55 (31.61)           | 70 (40.23)          |     |
| G3                          | 205 (58.91)     | 106 (60.92)          | 99 (56.90)          |     |
| AICC stage [n (%)]          |                 |                      |                     |     |
| I                           | 43 (12.36)      | 21 (12.07)           | 22 (12.64)          | 0.977** |
| II                          | 112 (32.18)     | 57 (32.76)           | 55 (31.61)          |     |
| III                         | 154 (44.25)     | 76 (43.68)           | 78 (44.83)          |     |
| IV                          | 28 (8.05)       | 13 (7.47)            | 15 (8.62)           |     |

Supplementary Table 1. Basic clinicopathological data of STAD patients.
| Covariates                        | Overall (n=348) | Training set (n=174) | Testing set (n=174) | P     |
|----------------------------------|-----------------|----------------------|---------------------|-------|
|                                   | T1              | T2                   | T3                  |       |
| Pathology T stage [n (%)]        |                 |                      |                     |       |
| T1                               | 16 (4.60)       | 7 (4.02)             | 9 (5.17)            |       |
| T2                               | 72 (20.69)      | 37 (21.26)           | 35 (20.11)          | 0.953**|
| T3                               | 163 (46.84)     | 80 (45.98)           | 85 (47.70)          |       |
| T4                               | 94 (27.01)      | 47 (27.01)           | 47 (27.01)          |       |
| Pathology N stage [n (%)]        |                 |                      |                     |       |
| N0                               | 103 (29.60)     | 53 (30.64)           | 50 (28.74)          | 0.750**|
| N1+N2+N3                         | 236 (67.82)     | 117 (67.24)          | 119 (68.39)         |       |
| Pathology M stage [n (%)]        |                 |                      |                     |       |
| M0                               | 317 (91.09)     | 158 (90.80)          | 159 (91.38)         | 0.656**|
| M1                               | 18 (5.17)       | 10 (6.00)            | 10 (5.75)           |       |
| Status [n (%)]                   |                 |                      |                     |       |
| Survive                          | 206 (59.20)     | 104 (59.77)          | 102 (58.20)         | 0.827**|
| Dead                             | 142 (40.80)     | 70 (40.23)           | 72 (41.38)          |       |
| Overall survival time [day (±s)] | 633±538         | 629±562              | 637±515             | 0.895*|

* Means independent-samples t-test; ** means chi-square test; *** means Fisher exact probability test.
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