BASIC CONVERGENCE THEORY FOR THE NETWORK ELEMENT METHOD
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Abstract. A recent paper introduced the network element method (NEM) where the usual mesh was replaced by a discretization network. Using the associated network geometric coefficients and following the virtual element framework, a consistent and stable numerical scheme was proposed. The aim of the present paper is to derive a convergence theory for the NEM under mild assumptions on the exact problem. We also derive basic error estimates, which are sub-optimal in the sense that we have to assume more regularity than usual.
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1. Introduction

In recent years, the mimetic technology [5] has proved to be a very efficient tool to derive numerical schemes to handle probably all classical partial differential equations, with general coefficients, even on very distorted or exotic meshes. Many methods, and in particular the virtual element method (VEM, [3]) and the Hybrid-High-Order (HHO) schemes [15] were developed following its principles, allowing to handle complex problems such as linear [4, 14] and non linear [6, 8] elasticity, parabolic problems [29], multiphase flow problems [10], Stokes problem [7], etc. Based on the success of those polygonal methods, in a recent paper [12] was explored the idea that we probably need less than a mesh to derive an efficient variational numerical method. This naturally led to the notion of discretization networks in [12], which is a common object in meshless methods (see [21, 27, 28]). The network element method was then derived by reproducing the VEM principles directly on the discretization network rather than on a mesh. Numerical examples illustrated the performance of the method, and the expected convergence rates were observed in practice.

The present paper is an attempt to propose a basis of a convergence theory for the network element method, using again the elementary Poisson problem as a model problem. Notice that the consistency of the method is mainly inherited from the properties of the approximate geometry, as is usual for meshless methods based on discretization networks (see [16,21–23,27,28]), while its stability comes from its VEM-like (and also discontinuous Galerkin like) formulation. Both were already studied in [12]. Thus, the major difficulty of the convergence analysis consists in going from the purely discrete world of degrees of freedom where the network element method is formulated, to the continuous world of Sobolev spaces. The key ingredient will be a family of functions forming a partition of unity and whose integral will replace the discrete weights of the method. In this way, they play
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the role usually assumed by a quadrature rule and will form what will naturally be called a quadrature family. This is a major difference with partition of unity finite element methods [25], where a partition of unity is used to decompose the functions and not the integral operator (see [2, 11]). Once this quadrature family is defined, thanks to the variational nature of the network element method the spirit of the convergence theory will be highly reminiscent of finite volume theory, discontinuous Galerkin or the unified framework of gradient discretization (see [13, 17–19]). In fact, once quadrature families are properly defined and their existence established, one could consider our convergence theory for minimal regularity solutions as establishing that the Gradient discretization framework properties are satisfied by the reconstruction operators associated to the quadrature family, with however many additional technicalities coming from the lack of a mesh, this time very reminiscent of meshless techniques and in particular partition of unity based methods (see [24]).

As explained in the original paper presenting the network element method [12], when compared to mesh based methods the performance difference between them and the network element method comes from the cost of the reconstruction of functions from network element degrees of freedom. However, this is only part of the cost of the network element method as a result on quadrature families is established there, which constitutes the backbone of our convergence theory.

The paper will be organized as follows: in the first part of the paper (Sects. 1 and 2), we recall the definitions of a discretization network and the associated geometric weights, as well as the network element method itself. Then, in the second part of the paper (Sects. 3–5) we establish convergence results. Section 3 is devoted to the reconstruction of functions from network element degrees of freedom. In particular, a crucial existence result on quadrature families is established there, which constitutes the backbone of our convergence theory. Section 4 is devoted to convergence to minimal regularity solutions, to emphasize the robustness of the approach. Finally, Section 5 deals with error estimates. Notice that once the core theorem of Section 3 is established, the result on quadrature families is established there, which constitutes the backbone of our convergence theory.

2. DISCRETIZATION NETWORKS AND NETWORK GEOMETRIES

2.1. Discretization networks

Let \( \Omega \) be an open bounded connected subset of \( \mathbb{R}^d \), \( d \in \mathbb{N}\setminus\{0\} \), assumed to be at least Lipschitz. For any \( x \in \mathbb{R}^d \) and any \( r > 0 \), we denote \( B(x, r) \) the ball of radius \( r \) centered at \( x \) for the usual Euclidean norm \( |x|^2 = \sum_{i=1}^d x_i^2 \). Following [12, 21, 27, 28], a discretization network \( \mathcal{N} \) of \( \Omega \) is defined from two sets of points \( \mathcal{P}_T \) and \( \mathcal{P}_F \), by setting \( \mathcal{N} = \{T, \mathcal{F}\} \), where:

- The set of cells \( T \) is a set of pairs \( K = \{x_K, r_K\} \), with \( x_K \in \mathcal{P}_T \) strictly inside \( \Omega \) and \( r_K \) a strictly positive real number, for any \( K \in T \). We denote \( h_K = 2r_K \).
- The set of interfaces, denoted \( \mathcal{F} \), is a set of pairs \( \sigma = \{x_\sigma, T_\sigma\} \), with \( x_\sigma \in \mathcal{P}_F \) and \( T_\sigma \) a subset of \( T \). It is subdivided into two subsets, the set of boundary interfaces \( \mathcal{F}_{\text{ext}} \) and the set of interior interfaces \( \mathcal{F}_{\text{int}} \). The set of boundary interfaces \( \mathcal{F}_{\text{ext}} \) is such that for all \( K \in T_\sigma \), \( x_{\sigma} \) is a point in \( \cup_{K \in T_\sigma} B(x_K, r_K) \cap \partial \Omega \). The set of interior interfaces \( \mathcal{F}_{\text{int}} \) is such that for all \( K \in T_\sigma \), \( x_{\sigma} \) is a point in \( \cup_{K \in T_\sigma} B(x_K, r_K) \cap \Omega \).
- For all \( (K_1, K_2) \in \mathcal{N}^2 \) such that \( K_1 \neq K_2 \), \( x_{K_1} \neq x_{K_2} \). For all \( (\sigma_1, \sigma_2) \in \mathcal{F}^2 \) such that \( \sigma_1 \neq \sigma_2 \), \( x_{\sigma_1} \neq x_{\sigma_2} \).
- \( \Omega \subset \bigcup_{K \in T} B(x_K, r_K) \). For any \( K \in T \) such that \( \partial \Omega \cap \overline{B(x_K, r_K)} \neq \emptyset \), then \( \mathcal{F}_K \cap \mathcal{F}_{\text{ext}} \neq \emptyset \). For any \( (K, L) \in \mathcal{T}^2 \) such that \( B(x_K, r_K) \cap B(x_L, r_L) \neq \emptyset \), then there exists \( \sigma \in \mathcal{F} \) such that \( (K, L) \subset T_\sigma \).
For any $K \in \mathcal{T}$, we also denote $\mathcal{F}_K = \{ \sigma \in \mathcal{F} \mid K \in T_\sigma \}$ (the interfaces of $K$), which implies that for any $\sigma \in \mathcal{F}$, $T_\sigma$ denotes the cells connected to the interface $\sigma$ and satisfies $T_\sigma = \{ K \in \mathcal{T} \mid \sigma \in \mathcal{F}_K \}$. We denote $h = \max_{K \in \mathcal{T}} h_K$ and $\mathbb{P}_k(\mathbb{R}^d)$ the set of polynomials of order $k$. A network is said to be admissible if for any cell $K \in \mathcal{T}$, the set $(x_\sigma)_{\sigma \in \mathcal{F}_K}$ is unisolvent for first order polynomials (see [12] for details and Fig. 1 for an example of a network for a curved domain). We also recall the well known result that if $\Omega$ is Lipschitz then it satisfies the cone condition for some angle $\tau$ and radius $r$ (see [1,20]), i.e. for any $x \in \Omega$, there exists $\xi \in \mathbb{R}^d$ with $|\xi| = 1$ such that $C(x, \xi, \tau, r) \subset \Omega$ where $C(x, \xi, \tau, r)$ denotes the cone:

$$C(x, \xi, \tau, r) = B(x, r) \cap \{ y \in \mathbb{R}^d \mid (y - x)^T \xi > |y - x| \cos \tau \}.$$  \hspace{1cm} (2.1)

Still using the fact that $\Omega$ is assumed Lipschitz, using Stein’s extension theorem [26] we also know that there exists an operator $E$ such that for any $k \geq 0$, there exists $C_{E,k} > 0$ such that for any $v \in H^k(\Omega)$, $Ev \in H^k(\mathbb{R}^d)$, $Ev = v$ in $\Omega$ and

$$|Ev|_{H^k(\mathbb{R}^d)} \leq C_{E,k} |v|_{H^k(\Omega)},$$

and if $v \in H^1_0(\Omega)$, then $Ev = 0$ in $\mathbb{R}^d \setminus \Omega$. Finally, for any subset $\mathcal{O}$ of $\mathbb{R}^d$, we denote $\chi_\mathcal{O}$ the characteristic function of $\mathcal{O}$, i.e. $\chi(x) = 1$ if $x \in \mathcal{O}$ and $\chi(x) = 0$ otherwise.

### 2.2. Network geometry

Following [12], as network geometry is defined as a set of coefficients:

$$\mathcal{G} = \left( (m_K)_{K \in \mathcal{T}}, (\eta_{K,\sigma})_{K \in \mathcal{T}, \sigma \in \mathcal{F}_K}, (\varepsilon_{K}^{0,i})_{K \in \mathcal{T}, 1 \leq i \leq d}, (\varepsilon_{K}^{1,ij})_{K \in \mathcal{T}, 1 \leq i, j \leq d}, (\varepsilon_{\sigma}^{i})_{\sigma \in \mathcal{F}_{int}, 1 \leq i \leq d} \right).$$

The discrete measures $(m_K)_{K \in \mathcal{T}}$ are said to be admissible if and only if they satisfy

$$m_K > 0 \quad \text{for all } K \in \mathcal{T},$$

and

$$\sum_{K \in \mathcal{T}} m_K = |\Omega|,$$  \hspace{1cm} (2.2)

while the approximate consistency properties are given by

$$\sum_{\sigma \in \mathcal{F}_K} \eta_{K,\sigma} = m_K \varepsilon_{K}^{0,i} \quad \forall K \in \mathcal{T}, \forall 1 \leq i \leq d,$$  \hspace{1cm} (2.3)
and
\[ \sum_{\sigma \in \mathcal{F}_K} \eta^i_{K,\sigma}(x^j_\sigma - x^j_K) = m_K(\delta_{ij} + \varepsilon^{1,ij}_K) \quad \forall K \in \mathcal{T}, \quad \forall 1 \leq i, j \leq d, \] (2.5)

and the approximate compatibility (or conservation) properties by
\[ \sum_{K \in \mathcal{T}_x} \eta^i_{K} = \varepsilon^i \quad \forall \sigma \in \mathcal{F}_{\text{int}}, \quad \forall 1 \leq i \leq d. \] (2.6)

A network geometry is said to be consistent if and only if it satisfies (2.4), (2.5), and said to be conservative if and only if it satisfies (2.6). To measure the geometric approximation error, we introduce the constants \( \theta_A > 0 \) and \( p \geq 1 \), both independent on \( h \) and such that:
\[ |\varepsilon^0_K| \leq \theta_A h^p_K \quad \forall K \in \mathcal{T}, \quad \forall 1 \leq i \leq d, \] (2.7)
and
\[ |\varepsilon^{1,ij}_K| \leq \theta_A h^p_K \quad \forall K \in \mathcal{T}, \quad \forall 1 \leq i, j \leq d, \] (2.8)
and
\[ |\varepsilon^i| \leq \theta_A \min_{K \in \mathcal{T}_x} m_K h^p_K \quad \forall \sigma \in \mathcal{F}_{\text{int}}, \quad \forall 1 \leq i \leq d. \] (2.9)

We denote \( B_K = B(x_K, r_K) \), and for any \( x \in \mathbb{R}^d \), we denote
\[ \mathcal{T}_x^N = \{ K \in \mathcal{T} \mid x \in B_K \} \quad \text{and} \quad \eta_N = \sup_{x \in \mathbb{R}^d} \text{card}(\mathcal{T}_x^N). \]

We say that a network geometry is admissible if and only if it is consistent and conservative and the family of measures is admissible. As soon as \( N \) is an admissible network, existence of an admissible network geometry was established in [12].

**Remark 2.1.** Here, we have chosen to slightly simplify condition (2.3) regarding the original and more general notion of [12]:
\[ \sum_{K \in \mathcal{T}} m_K = (1 + \varepsilon_\Omega)|\Omega|, \] (2.10)
which allowed an additional error \( \varepsilon_\Omega \) on the sum of the discrete measures. However, once one has computed measures \( (\tilde{m}_K)_{K \in \mathcal{T}} \) satisfying the above approximate relation (2.10), it is always feasible to define:
\[ m_K = \frac{\tilde{m}_K|\Omega|}{\sum_{L \in \mathcal{T}} \tilde{m}_L} = \frac{\tilde{m}_K}{(1 + \varepsilon_\Omega)}. \]

Indeed, we then have for the \( \eta_{K,\sigma} \)'s corresponding to those \( (\tilde{m}_K)_{K \in \mathcal{T}} \):
\[ \sum_{\sigma \in \mathcal{F}_K} \eta^i_{K,\sigma}(x^j_\sigma - x^j_K) = \tilde{m}_K(\delta_{ij} + \varepsilon^{1,ij}_K) = m_K(1 + \varepsilon_\Omega)(\delta_{ij} + \varepsilon^{1,ij}_K) = m_K(\delta_{ij} + \varepsilon_\Omega \delta_{ij} + (1 + \varepsilon_\Omega) \varepsilon^{1,ij}_K). \]

The last term \( \varepsilon^{1,ij}_K = \varepsilon_\Omega \delta_{ij} + (1 + \varepsilon_\Omega) \varepsilon^{1,ij}_K \) is bounded by \( 2\theta_A h^p_K + \theta^2_A h^p_K = \tilde{\theta}_A h^p_K \), with \( \tilde{\theta}_A = 2\theta_A + \theta^2_A h^p_K \). As the same holds for relations (2.4), we see that up to a modification of the value of \( \theta_A \) using \( \tilde{\theta}_A \), we can always assume that \( \sum_{K \in \mathcal{T}} m_K = |\Omega| \). In other words, if we are able to derive a convergence theory assuming the exact relation (2.3), then this convergence theory will also cover the more general notion of [12], which is the reason why we only consider the simplest version here.
3. The network element method

3.1. Model problem

As in [12], to ease the understanding we consider the simplest possible model problem, i.e. the Poisson equation $-Δu = f$ on $Ω$ with $f ∈ L^2(Ω)$. We complement it with homogeneous Dirichlet boundary conditions $u = 0$ on $∂Ω = ∂Γ ⊂ Ω$, the boundary of the domain $Ω$ assumed to be at least Lipschitz continuous. The associated weak solution is the unique $u ∈ H^1_0(Ω)$ such that:

$$\int_Ω \nabla u \cdot \nabla v = \int_Ω f v \quad \forall v ∈ H^1_0(Ω) \quad ⇔ \quad a(u, v) = l(v) \quad \forall v ∈ H^1_0(Ω).$$

(3.1)

3.2. Degrees of freedom and discrete variational formulation

The space of degrees of freedom is given by:

$$X_N = \{(u_σ)_{σ ∈ F} \mid u_σ ∈ ℝ \quad σ ∈ F\} \quad \text{and} \quad X_{N,0} = \{U ∈ X_N \mid u_σ = 0 \text{ for all } σ ∈ F_{\text{ext}}\}.$$ 

The local set of degrees of freedom associated to a cell is denoted

$$X_{N,K} = \{(u_σ)_{σ ∈ F_K} \mid u_σ ∈ ℝ \quad σ ∈ F_K\}.$$ 

We denote $U = (u_σ)_{σ ∈ F}$, and for any $U ∈ X_N$, $U_K = (u_σ)_{σ ∈ F_K}$. To any cell $K ∈ ℰ$ is associated a point $\mathbf{x}_K$ such that:

$$\bar{x}_K = \sum_{σ ∈ F_K} γ_{K,σ} x_σ \quad \text{where} \quad \sum_{σ ∈ F_K} γ_{K,σ} = 1,$n

where the $(γ_{K,σ})_{σ ∈ F_K}$ forms a barycentric interpolation for $\bar{x}_K$ from the interface points $(x_σ)_{σ ∈ F_K}$. Then we denote:

$$M_K(U_K) = \sum_{σ ∈ F_K} γ_{K,σ} u_σ.$$ 

To any cell $K ∈ ℰ$, is associated the local reconstruction operator $Π_K$ defined by:

$$Π_K : X_{N,K} \longrightarrow ℙ_1(ℝ^d)$$

$$U_K \longrightarrow Π_K(U_K) = M_K(U_K) + ∇_K(U_K) \cdot (x - \bar{x}_K),$$

(3.2)

where

$$∇_K : X_{N,K} \longrightarrow ℙ_0(ℝ^d)^d$$

$$U_K \longrightarrow ∇_K(U_K) = \frac{1}{m_K} \sum_{σ ∈ F_K} u_σ η_{K,σ},$$

(3.3)

with of course $∇Π_K(U_K) = ∇_K(U_K)$, thus we will use either one notation or the other in the following. Finally, with a slight abuse of notation we extend the definition of $Π_K$, $M_K$ and $∇_K$ to all $X_N$ by setting $Π_K(U) = Π_K(U_K)$, $M_K(U) = M_K(U_K)$ and $∇_K(U) = ∇_K(U_K)$. For any $ϕ ∈ C^0(ℝ^d)$ (and more generally for any function for which it makes sense), we denote $D_K(ϕ) = (ϕ(x_σ))_{σ ∈ F_K}$ the local set of degrees of freedom associated with $ϕ$, while $D(ϕ) = (ϕ(x_σ))_{σ ∈ F}$ denotes the complete set of degrees of freedom associated with $ϕ$.

Let us recall some key ideas underlying the virtual element method and by this way also recall the ideas underlying the derivation of the network element method in [12]. Assume that we are given a true mesh of $Ω$ whose set of cells is denoted $ℰ$ to make the analogy with networks more obvious. Using the virtual element projector $Π_K^{\text{VEM}}$ onto first order polynomial functions (and denoting $π_k$ the $L^2$ projection on polynomials of order $k$) the simplest first order virtual element method consist in solving

$$\sum_{K ∈ ℰ} \int_K Π_K^{\text{VEM}}(u) \cdot Π_K^{\text{VEM}}(v) + \sum_{K ∈ ℰ} s_K^{\text{VEM}}(u - Π_K^{\text{VEM}}(u), v - Π_K^{\text{VEM}}(v)) = \sum_{K ∈ ℰ} \int_K f π_0(v),$$
where the first term handles the polynomial part of the unknown VEM function to ensure consistency and $s_K^{\text{VEM}}(u - \Pi_K^{\text{VEM}}(u), v - \Pi_K^{\text{VEM}}(v))$ is a stabilization bilinear form which only needs to scale with $h_K$ in the same way than the term it replaces to preserve consistency. The network element mimics the principles of the virtual element method, but using a discretization network rather than a mesh. The discrete bilinear form is constructed by analogy on the discretization network and its associated network geometry using the discrete gradient $\nabla_K$ to handle the polynomial part (replacing the $\nabla \Pi_K^{\text{VEM}}(u)$ of the VEM) and then complemented with a stabilization term which has the same form as $s_K^{\text{VEM}}$ and has the correct scaling to maintain consistency. Consequently, the discrete counterpart $a_h$: $X_N \times X_N \rightarrow \mathbb{R}$ of the bilinear form $a(\cdot, \cdot)$ is defined by setting

$$a_h(U, V) = \sum_{K \in \mathcal{T}} a^K_h(U_K, V_K),$$

where $a^K_h$: $X_{N,K} \times X_{N,K} \rightarrow \mathbb{R}$ is given by

$$a^K_h(U_K, V_K) = m_K \nabla \Pi_K(U_K) \cdot \nabla \Pi_K(V_K) + s^K(U_K - D_K(\Pi_K(U_K)), V_K - D_K(\Pi_K(V_K))),$$

with $s^K$ a positive symmetric bilinear form on $X_{N,K} \times X_{N,K}$, such that

$$s^K(U_K, V_K) = m_K h_K^{-2} \sum_{\sigma \in F_K} \sum_{\sigma' \in F_K} S_{K,\sigma,\sigma'} u_{\sigma} v_{\sigma'},$$

where $S_K = (S_{K,\sigma,\sigma'})_{\sigma,\sigma' \in F_K}$ can be any symmetric positive definite matrix independent on the geometry $\mathcal{G}$ associated to the network, for which we denote

$$S_* = \inf_{K \in \mathcal{T}} \inf_{\xi \in \mathbb{R}^{\text{card}(F_K)}, \|\xi\| = 1} \xi^T S_K \xi \quad \text{and} \quad S^* = \sup_{K \in \mathcal{T}} \sup_{\|\xi\| = 1} \xi^T S_K \xi.$$

For the right-hand side, assume that $f_K$ is an approximation of $f$ at $\mathbf{x}_K$ (for instance, one can use $f(\mathbf{x}_K)$ if $f$ is regular enough for this quantity to make sense, or $\frac{1}{|B_K|} \int_{B_K} Ef$, then we define a linear form $l_h$: $X_N \rightarrow \mathbb{R}$ by setting:

$$l_h(V) = \sum_{K \in \mathcal{T}} m_K f_K \mathcal{M}_K(V_K).$$

Then, the discretization by the network element method consists in finding a solution $U \in X_{N,0}$ of

$$a_h(U, V) = l_h(V) \quad \text{for all } V \in X_{N,0}. \quad (3.6)$$

### 3.3. Basic properties of the network element method

The spaces $X_{N,K}$ of degrees of freedom are endowed with the bilinear forms:

$$(U, V)_{0,K} = m_K \mathcal{M}_K(U_K) \mathcal{M}_K(V_K) + \sum_{\sigma \in F_K} m_K (u_\sigma - \mathcal{M}_K(U_K))(v_\sigma - \mathcal{M}_K(V_K)),$$

and

$$(U, V)_{1,K} = \sum_{\sigma \in F_K} m_K h_K^{-2} (u_\sigma - \mathcal{M}_K(U_K))(v_\sigma - \mathcal{M}_K(V_K)),$$

and the associated norm $\|U\|^2_{0,K} = (U, U)_{0,K}$ and semi-norm $|U|^2_{1,K} = (U, U)_{1,K}$, while we denote $\|U\|^2_{X,K} = \|U\|^2_{0,K} + |U|^2_{1,K}$. We endow the space of degrees of freedom $X_N$ with the bilinear forms

$$(U, V)_0 = \sum_{K \in \mathcal{T}} (U, V)_{0,K} \quad \text{and} \quad (U, V)_1 = \sum_{K \in \mathcal{T}} (U, V)_{1,K},$$
and the associated norm $|U|_0^2 = (U, U)_0$ and semi-norm $|U|_1^2 = (U, U)_1$. Then we define:

$$(U, V)_X = (U, V)_0 + (U, V)_1 \quad \text{and} \quad \|U\|^2_X = (U, U)_X,$$

which are obviously a scalar product and its associated norm on $X_N$, making $X_N$ a Hilbert space. We recall now the measures of quality of the discretization network and its associated geometry:

$$\theta_H = \sup_{K \in T} \sup_{\sigma \in \mathcal{F}_K} h_K \left| \frac{\eta_{K, \sigma}}{m_K} \right| \quad \text{and} \quad \theta_M = \sup_{K \in T} \sup_{\sigma \in \mathcal{F}_K} \left| \gamma_{K, \sigma} \right| \quad \text{and} \quad \theta_T = \max_{K \in T} \text{card}(\mathcal{F}_K),$$

and

$$\theta_T = \sup_{K \in T} \max \left( \frac{|B_K \cap \Omega|}{|m_K|}, \frac{|m_K|}{|B_K \cap \Omega|} \right),$$

and we denote $S^d = |B(0, 1)|$ the volume of the unit ball in dimension $d$. Using the quality measures and the above norms, it was established in [12] that there exists $C_N > 0$ depending only on the quality parameters and independent on $h$ such for any $U \in X_N$:

$$m_K |\nabla_K (U)|^2 \leq C_N^2 (|U|_{1,K}^2 + m_K^2 |\mathcal{M}_K(U_K)|^2). \quad (3.7)$$

Moreover, there exists $C_a > 0$ depending only on $S^* \text{ and the quality parameters and independent on } h$ such that for any $(U, V) \in X^2_{N.K}$:

$$a^K_h (U, V) \leq C_a |U|_{X,K} |V|_{X,K}, \quad (3.8)$$

while for any $(U, V) \in X^2_N$:

$$a_h (U, V) \leq C_a |U|_X |V|_X. \quad (3.9)$$

There also exists $\alpha_a > 0$ depending only on $S_*$ and the quality parameters and independent on $h$ such that

$$a^K_h (U, U) \geq \alpha_a |U|_{1,K}^2 \quad \text{for any } U \in X_{N,K} \quad \text{and} \quad a_h (U, U) \geq \alpha_a |U|_1^2 \quad \text{for any } U \in X_N. \quad (3.10)$$

Finally, for any $V \in X_N$

$$l_h (V) \leq C_f |V|_0 \quad \text{where} \quad C_f = \left( \sum_{K \in T} m_K |f_K|^2 \right)^{\frac{1}{2}}. \quad (3.11)$$

Assume that $\Omega$ satisfies the cone condition with angle $\tau$ and radius $r$, and denote $\delta > 0$ the smallest real number such that for any $K \in T$:

$$\delta^{-1} r_K \leq \min (r, r_K) \leq \delta r_K. \quad (3.12)$$

Then, there exists $C_{P,X_N} > 0$ depending on $\tau, \delta, \eta_N, \theta_T$ and $\Omega$ such that the following discrete Poincaré’s inequality also holds, making existence, uniqueness and stability of the discrete solution an obvious consequence of Lax–Milgram’s lemma:

$$|U|_0^2 \leq C_{P,X_N} |U|_1^2. \quad (3.13)$$

4. Reconstruction operators for network element solutions

Our main objective in the present paper is to characterize the approximation properties of the network element method. The main difficulty comes from the fact that we have only worked in the degree of freedom (dof) space $X_N$, and in particular, we have not defined any function on $\Omega$ as it would be the case in classical variational methods, mesh-based or not. The first task is consequently to bridge this gap between the discrete and continuous worlds.
4.1. Quadrature families

To this end, we consider any family of functions \((\psi_K)_{K \in \mathcal{T}}\) such that for any \(K \in \mathcal{T}, \psi_K \in L^\infty(\mathbb{R}^d)\) and:

\[
\int_\Omega \psi_K = m_K, \quad \sum_{K \in \mathcal{T}} \psi_K = 1 \quad \text{for a.e } x \in \Omega, \quad \text{supp } \psi_K \subset B(x_K, \rho_K) \ni B_K, \tag{4.1}
\]

and we denote \(B_K = B(x_K, \rho_K)\). Such a family \((\psi_K)_{K \in \mathcal{T}}\) is called a quadrature family, while the set of all quadrature families is denoted \(\Psi(\mathcal{N}, \mathcal{G})\). For any \(x \in \mathbb{R}^d\), we denote

\[
\mathcal{T}_x^B = \{K \in \mathcal{T} \mid x \in B_K\} \quad \text{and} \quad \eta_\psi = \sup_{x \in \mathbb{R}^d} \text{card}(\mathcal{T}_x^B), \tag{4.2}
\]

\[
\kappa_\psi = \max \left(\max_{K \in \mathcal{T}} \frac{\rho_K}{r_K}, \max_{K \in \mathcal{T}} \frac{r_K}{\rho_K}\right) \quad \text{and} \quad M_\psi = \max_{K \in \mathcal{T}} \|\psi_K\|_{L^\infty(\Omega)}. \tag{4.3}
\]

We call \((\eta_\psi, \kappa_\psi, M_\psi)\) the parameters of a quadrature family. From these definitions we immediately deduce that \(\kappa_\psi > 0, M_\psi > 0\) and that

\[
\kappa_\psi^{-1}r_K \leq \rho_K \leq \kappa_\psi r_K \quad \text{and} \quad \|\psi_K\|_{L^\infty(\Omega)} \leq M_\psi. \tag{4.4}
\]

Remark that the hypothesis \(B_K \subset B_K\) also immediately implies that \(\kappa_\psi \geq 1\). If the domain \(\Omega\) satisfies the cone condition with angle \(\tau\) and radius \(r\), and if \(\delta > 0\) is defined as in (3.12), then noticing that \(|C(0, \xi, \tau, 1)|\) is in fact independent on \(\xi\) and denoting \(|C(0, \xi, \tau, 1)| = |C(0, \tau, 1)|\) this common value, we have

\[
|B_K \cap \Omega| \geq |C(x_K, \xi, \tau, \min(r, r_K))| = |C(0, \xi, \tau, 1)| \min(r, r_K)^d \geq |C(0, \tau, 1)| \min(r, r_K)^d
\]

leading to the useful inequality:

\[
\frac{1}{m_K} \int_{\Omega} |\psi_K| \leq M_\psi \theta_\mathcal{T} \frac{S^d_\mathcal{T} \delta^d_\mathcal{T}}{|C(0, \tau, 1)|}. \tag{4.5}
\]

We can now construct functions on \(\mathbb{R}^d\) and in particular on \(\Omega\) using the \(\psi_K\)’s by setting:

\[
\Pi_\mathcal{T}(U) = \sum_{K \in \mathcal{T}} \psi_K \mathcal{M}_K(U) \quad \text{and} \quad \nabla_\mathcal{T}(U) = \sum_{K \in \mathcal{T}} \psi_K \nabla K(U) \quad \text{and} \quad \Pi_\mathcal{N}(U) = \sum_{K \in \mathcal{T}} \psi_K \Pi_K(U_K).
\]

Those reconstructions will be the key to establish convergence results. Before turning to it, let us define

\[
\|U\|_\mathcal{T}^2 = \sum_{K \in \mathcal{T}} m_K \mathcal{M}_K(U)^2.
\]

Obviously, for any \(U \in X_\mathcal{N}\), \(\|U\|_\mathcal{T} \leq \|U\|_X\). Moreover:

**Lemma 4.1.** Let \((\mathcal{N}, \mathcal{G})\) be an admissible discretization network and an associated admissible network geometry. Assume that \(\Omega\) satisfies the cone condition with angle \(\tau\) and radius \(r\). Then there exists \(C > 0\) depending only on \(\Omega\) and the quality parameters of the geometry and of the quadrature family such that for any \(U \in X_\mathcal{N}^\prime\):

\[
\|\Pi_\mathcal{T}(U)\|_{L^2(\Omega)} \leq C\|U\|_\mathcal{T} \quad \text{and} \quad \|\nabla_\mathcal{T}(U)\|_{L^2(\Omega)} \leq C\|U\|_X.
\]

**Proof.** By definition, we have:

\[
\|\Pi_\mathcal{T}(U)\|_{L^2(\Omega)}^2 = \int_{\Omega} \left(\sum_{K \in \mathcal{T}} \psi_K \mathcal{M}_K(U)\right)^2 \leq \int_{\Omega} \left(\sum_{K \in \mathcal{T}} \psi_K \mathcal{M}_K(U)^2\right) \left(\sum_{K \in \mathcal{T}} |\psi_K|\right) = \|
\]
Then notice that (4.1) implies that only \( \eta \psi \) terms are non zero in the second sum and thus using (4.5):

\[
\left\| \Pi_T(U) \right\|_{L^2(\Omega)}^2 \leq \eta \psi M_\psi \sum_{K \in T} \left( \int _{\Omega} |\psi_K| \right) M_K(U)^2 \leq \eta \psi M_\psi^2 \theta_T \frac{S_1^d \delta^d}{|C(0, \tau, 1)|} \left\| U \right\|_T^2.
\]

Proceeding exactly in the same way, we obtain:

\[
\left\| \nabla T(U) \right\|_{L^2(\Omega)}^2 \leq \eta \psi M_\psi \sum_{K \in T} \left( \int _{\Omega} |\nabla \psi_K| \right) |\nabla K(U)|^2,
\]

and the second result follows using (3.7). \( \square \)

4.2. Existence of quadrature families

To establish convergence and error estimates, we will not only need the existence of a quadrature family, but also some control over its parameters, independently of the mesh size. However as we have not used any specific partition in practice in the construction of the numerical scheme, this should be considered as a technical requirement to construct a convergence theory. Moreover, such a theory will in fact depend on optimal bounds for those constants. Deriving such optimal bounds over the entire set \( \Psi(\mathcal{N}, \mathcal{G}) \) using only properties of the point cloud is in fact a very difficult problem: one way to do it would consist in first defining what would be a relevant measure of optimality (clearly a compromise must be found between \( (\kappa, \eta) \) and \( M_\psi \)) and then constructing either a minimizing sequence of quadrature families or a quadrature family reaching this optimal compromise. This is the reason why we introduce a more specific type of quadrature families, with the main advantage that it will provide a practical mean to compute an upper bound on those constants, and the obvious drawback that this bound could remain very pessimistic.

Consider any family \((\psi_\sigma)_{\sigma \in \mathcal{F}}\) such that \( \text{supp} \psi_\sigma \subset B(x_\sigma, r_\sigma) \) and

\[
\Omega \subset \bigcup_{\sigma \in \mathcal{F}} B(x_\sigma, r_\sigma) \quad \text{and} \quad \sum_{\sigma \in \mathcal{F}} \psi_\sigma(x) = 1 \quad \forall x \in \Omega \quad \text{and} \quad 0 \leq \psi_\sigma \leq 1 \quad \forall \sigma \in \mathcal{F}.
\]

Denoting \( m_\sigma = \int _{\Omega} \psi_\sigma \), we consider a family of weights \( \omega = (\omega_{K, \sigma})_{K \in T, \sigma \in \mathcal{F}_K} \) for which the family of functions \((\psi_K)_{K \in T}\) defined by:

\[
\psi_K = \sum_{\sigma \in \mathcal{F}_K} \omega_{K, \sigma} \psi_\sigma,
\]

is a quadrature family. To this end, simply injecting formula (4.7) in conditions (4.1) and (4.4) immediately leads to:

\[
\sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} \omega_{K, \sigma} \psi_\sigma = 1 \quad \text{and} \quad \sum_{\sigma \in \mathcal{F}_K} \omega_{K, \sigma} m_\sigma = m_K \quad \text{where} \quad m_\sigma = \int _{\Omega} \psi_\sigma.
\]

Rearranging the sums in the first condition, we get:

\[
\sum_{\sigma \in \mathcal{F}} \left( \sum_{K \in T_\sigma} \omega_{K, \sigma} \right) \psi_\sigma = 1,
\]

and thus as \((\psi_\sigma)_{\sigma \in \mathcal{F}}\) is a partition of unity it is sufficient to find a solution to the following linear system:

\[
A_\psi \omega = 1 \iff \begin{cases}
\sum_{\sigma \in \mathcal{F} \setminus T_K} \omega_{K, \sigma} = 1 & \forall \sigma \in \mathcal{F} \\
\sum_{\sigma \in \mathcal{F}_K} \omega_{K, \sigma} \frac{m_\sigma}{m_K} = 1 & \forall K \in T,
\end{cases}
\]

(4.8)
to get a quadrature family. We say that such a quadrature family is an interface based quadrature family. The existence of families belonging to this subclass of quadrature family is the object of the following theorem, which plays a crucial role in our convergence theory. In fact, once the existence of this interface based quadrature family established, the spirit of the convergence theory will then be reminiscent of finite volume theory, with the major additional difficulty that we have to handle a discretization network rather than a mesh. The following proposition and the associated corollary can thus undoubtedly be considered as the main results of the present paper.

**Proposition 4.2.** If $\mathcal{N}$ is an admissible network and $\mathcal{G}$ an associated admissible geometry, then there exists a solution to (4.8) for any family $(m_\sigma)_{\sigma \in \mathcal{F}}$ such that

$$
\sum_{K \in T} m_K = \sum_{\sigma \in \mathcal{F}} m_\sigma = |\Omega|.
$$

**Proof.** Let $y = ((y_\sigma)_{\sigma \in \mathcal{F}}, (y_K)_{K \in T}) \in \mathbb{R}^{\text{card}(\mathcal{F}) + \text{card}(T)}$ be such that $\mathcal{A}_\psi^T y = 0$. We have:

$$
\omega^T \mathcal{A}_\psi^T y = (\mathcal{A}_\psi \omega)^T y = \sum_{\sigma \in \mathcal{F}} \sum_{K \in T} \omega_{K,\sigma} y_\sigma + \sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} \omega_{K,\sigma} \frac{m_\sigma}{m_K} y_K = \sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} \omega_{K,\sigma} \left( y_\sigma + \frac{m_\sigma}{m_K} y_K \right),
$$

and thus $\mathcal{A}_\psi^T y = 0$ is equivalent to:

$$
y_\sigma + \frac{m_\sigma}{m_K} y_K = 0 \quad \forall K \in T, \forall \sigma \in \mathcal{F}_K.
$$

Consequently, we have:

$$
\frac{y_\sigma}{m_\sigma} = - \frac{y_K}{m_K} \quad \forall K \in T, \forall \sigma \in \mathcal{F}_K,
$$

For any $(K, L) \in T$, by definition of the discretization network there exists cells $(K_m)_{0 \leq m \leq d(K, L)-1}$ such that $K_0 = K$, $K_{d(K, L)} = L$ and $(K_m, K_{m+1}) \subset T_{\sigma_m}$ for all $0 \leq m \leq d(K, L) - 1$. Consequently:

$$
\frac{y_{\sigma_m}}{m_{\sigma_m}} = - \frac{y_{K_m}}{m_{K_m}} \quad \text{and} \quad \frac{y_{\sigma_m}}{m_{\sigma_m}} = - \frac{y_{K_{m+1}}}{m_{K_{m+1}}},
$$

Then there exists a constant $\alpha$ such that $y_K = \alpha m_K$ and $y_{\sigma} = -\alpha m_{\sigma}$ for all $K \in T$ and all $\sigma \in \mathcal{F}$. We have, denoting $1$ the vector with all components equal to 1:

$$
1^T y = \sum_{\sigma \in \mathcal{F}} y_\sigma + \sum_{K \in T} y_K = \alpha \left( \sum_{K \in T_1} m_K - \sum_{\sigma \in \mathcal{F}_1} m_\sigma \right) = 0 \quad \text{as} \quad \sum_{K \in T} m_K = \sum_{\sigma \in \mathcal{F}} m_\sigma = |\Omega|,
$$

which from Fredholm alternative establishes the existence of a family $(\omega_{K,\sigma})_{K \in T, \sigma \in \mathcal{F}_K}$ satisfying (4.8). \qed

As we will see in the following corollary (otherwise we refer the reader to [24]), a partition of unity satisfying (4.6) always exists. Thus as an immediate consequence of the above proposition we know that an interface based quadrature family also exists and thus $\Psi(\mathcal{N}, \mathcal{G})$ is non empty.

**Corollary 4.3.** Assume that $\Omega$ satisfies the cone condition with angle $\tau$ and radius $r$. Let $\mathcal{N}$ be an admissible network and $\mathcal{G}$ an associated admissible geometry. Assume that there exists $0 < \alpha < 1$ such that

$$
\overline{\Omega} \subset \bigcup_{\sigma \in \mathcal{F}} B(x_\sigma, \alpha r_\sigma) \quad \text{where} \quad r_\sigma = \max_{K \in T_\sigma} r_K.
$$

(4.9)
Then there exists an interface based quadrature family for which \( \kappa_{\psi} \) and \( M_{\psi} \) are bounded by constants depending only on \( \Omega \), \( \theta_N \), \( \theta_F \), \( \alpha \) and \( \theta_\psi \), where

\[
\theta_\psi = \inf_{(\omega_K)_{K \in T}, \sigma, \dot{\sigma} \in \mathcal{K}} \sup_{\sigma, \dot{\sigma} \in \mathcal{K}} |\omega_{K, \sigma}| \quad \text{and} \quad \theta_N = \max \left( \sup_{K \in T} \sup_{\sigma, \dot{\sigma} \in \mathcal{K}} r_K, \left( \inf_{K \in T} \inf_{\sigma, \dot{\sigma} \in \mathcal{K}} r_K \right)^{-1} \right).
\]

Proof. Consider a function \( \zeta \in C_c^\infty(\mathbb{R}) \) taking positive values between 0 and \( c \), with \( \zeta(0) = c \), \( \zeta(-1) = 0 \), \( \zeta(1) = 0 \), \( \zeta(\alpha) > 0 \) and compactly supported in \([-1, 1]\). One can use for instance the function:

\[
\zeta(z) = \begin{cases} 
\frac{1}{ce(z^2 - 1)} & \text{for } |z| < 1 \\
0 & \text{for } |z| \geq 1,
\end{cases}
\]

where \( c \) is such that \( \int_{\mathbb{R}} \zeta = 1 \). Another possible choice is given by:

\[
\zeta(z) = \begin{cases} 
\frac{\zeta_s(z + 1)}{\zeta_s(z + 1) + \zeta_s(-z)} & \text{for } z \leq 0 \\
\frac{\zeta_s(1 - z)}{\zeta_s(1 - z) + \zeta_s(z)} & \text{for } z \geq 0
\end{cases}
\]

where \( \zeta_s(z) = \begin{cases} e^{-1/z} & \text{for } z > 0 \\
0 & \text{otherwise} .
\end{cases} \)

Then the family \( (\psi_\sigma)_{\sigma \in \mathcal{F}} \) defined by setting for all \( \sigma \in \mathcal{F} \):

\[
\psi_\sigma(x) = \frac{\zeta_\sigma(x)}{\sum_{\sigma' \in \mathcal{F}} \zeta_{\sigma'}(x)} \quad \text{where} \quad \zeta_\sigma(x) = \zeta\left(\frac{|x - x_\sigma|}{r_\sigma}\right),
\]

(4.10)
is a partition of unity of \( \Omega \), as we get by construction using hypothesis (4.9):

\[
\overline{\Omega} \subset \bigcup_{\sigma \in \mathcal{F}} B(x_\sigma, r_\sigma) \quad \text{and} \quad \sum_{\sigma \in \mathcal{F}} \psi_\sigma(x) = 1 \quad \forall x \in \Omega \quad \text{and} \quad 0 \leq \psi_\sigma \leq 1 \quad \forall \sigma \in \mathcal{F}.
\]

First, we establish that this family also satisfies \( ||\psi_\sigma||_{L^\infty(\Omega)} \leq C_\psi \) for some constant \( C_\psi \) independent on \( r_\sigma \). To this end, first remark that \( 0 \leq \zeta_\sigma \leq c \); and that for any \( x \in \Omega \), using hypothesis (4.9) there exists \( \sigma \in \mathcal{F} \) such that \( x \in B(x_\sigma, r_\sigma) \), thus we have:

\[
\sum_{\sigma' \in \mathcal{F}} \zeta_{\sigma'}(x) \geq \zeta_\sigma(x) \geq \zeta(\alpha) > 0.
\]

Immediately, this gives:

\[
||\psi_\sigma||_{L^\infty(\Omega)} \leq \frac{||\zeta||_{L^\infty(\mathbb{R})}}{\zeta(\alpha)} = C_\psi
\]

It is immediate to see that the associated family \( (\psi_K)_{K \in T} \) defined by (4.7) using an optimal solution to (4.8) satisfies \( r_K \leq k_K \leq 2\theta_N r_K \), as for all \( \sigma \in \mathcal{F}_K \), \( r_\sigma \leq \theta_N r_K \), \( r_\sigma \geq r_K \), \( k_\sigma \leq 2 \max_{\sigma, \dot{\sigma} \in \mathcal{K}} r_\sigma \), and \( k_\sigma \geq \min_{\sigma, \dot{\sigma} \in \mathcal{K}} r_\sigma \), and that:

\[
||\psi_K||_{L^\infty(\Omega)} \leq \theta_F \theta_\psi C_\psi.
\]

\( \Box \)

Remark 4.4. Given a family \( (\psi_\sigma)_{\sigma \in \mathcal{F}} \), one can compute in practice the quantity \( \theta_\psi \), or at the very least an upper bound, simply solving (4.8) and looking eventually for its optimal solution. Remark that contrary to the practice of the network element method itself, establishing this theoretical bound would require some numerical integration techniques, most probably a quadrature rule. In some sense, we see that the network element method
evacuates numerical integration from practice, and confines it to the computation of some theoretical stability bounds. To see that \( \theta_\psi \) can be controlled in a huge number of cases, consider the case where we construct the discretization network from a mesh, using the cell barycenters and diameters to define the point cloud and the connectivity, and choosing the interfaces to be the vertices of the mesh. Then, the \((m_K)_{K \in T}\) can be taken equal to the cell measure. If the mesh admits a simplicial submesh based on its vertices, which is a common requirement, then using those simplices it is easy to construct a partition of unity satisfying (4.6), and the \((\omega_{K,\sigma})_{K \in T, \sigma \in \mathcal{F}_K}\) can be defined by \( \omega_{K,\sigma} = \frac{1}{m_K} \sum_k \psi_\sigma \). Thus we get \( \theta_\psi \leq 1 \).

5. Convergence to minimal regularity solutions

We first recall the following strong consistency result established in [12]. Let \((\mathcal{N}, \mathcal{G})\) be an admissible discretization network and an associated admissible network geometry. For any \( \varphi \in C^1_c(\mathbb{R}^d) \), there exists \( C_\varphi > 0 \) depending only on \( \varphi \) and the quality parameters and independent on \( h \) such that for any \( K \in T \) and any \( x \in B(x_K, \xi_K) \) where \( \xi_K \leq \kappa_\xi r_K \) with \( \kappa_\xi \geq 1 \):

\[
|\varphi(x) - \mathcal{M}_K(\mathcal{D}_K(\varphi))| \leq C_\varphi \kappa_\xi h_K, \tag{5.1}
\]

while for any \( \varphi \in C^2_c(\mathbb{R}^d) \), there exists another \( C_\varphi > 0 \) depending only on \( \varphi \) and the quality parameters and independent on \( h \) such that for any \( K \in T \) and any \( x \in B(x_K, \xi_K) \):

\[
|\nabla \varphi(x) - \nabla_K(\mathcal{D}_K(\varphi))| \leq C_\varphi \kappa_\xi (h_K + h^K_K) \quad \text{and} \quad |\varphi(x) - \Pi_K(\mathcal{D}_K(\varphi))| \leq C_\varphi \kappa_\xi^2 (h_K^2 + h^{p+1}_K). \tag{5.2}
\]

For any \( \Phi \in C^2_c(\mathbb{R}^d)_d \), there exists \( C_\Phi > 0 \) depending only on \( \Phi \) and the quality parameters and independent on \( h \) such that for any \( K \in \mathcal{N} \) and any \( x \in B(x_K, \xi_K) \):

\[
|\text{div} \Phi(x) - \text{DIV}_K(\mathcal{D}_K(\Phi))| \leq C_\Phi \kappa_\xi (h_K + h^K_K) \quad \text{with} \quad \text{DIV}_K(\mathcal{D}_K(\Phi)) = \frac{1}{m_K} \sum_{\sigma \in \mathcal{F}_K} \eta^K_\sigma \Phi(x_\sigma). \tag{5.3}
\]

To establish convergence for solutions with minimal \( H^1 \) regularity, we will first need to establish consistency results for the reconstruction operators \( \Pi_T, \nabla_T \) and \( \Pi_M \), as well as the stabilization bilinear form \( s_h \). Next, following the usual finite volume, discontinuous Galerkin our Gradient discretization procedure (see [18], [13] or [17]), we will establish a refined weak consistency result for the discrete gradient \( \nabla_T \) applied to sequences bounded in the \( \| \cdot \|_X \) norm, finally allowing to establish convergence of the network element method. Again, no originality is claimed regarding the general guidelines of the proof, which are completely classical, however every of these classical steps will require a careful treatment because of the quadrature family which takes care of the lack of a mesh.

5.1. Global consistency results for smooth functions

Building on the local consistency results, we can derive consistency estimates for reconstructed functions:

**Lemma 5.1** (Global approximation property). Let \((\mathcal{N}, \mathcal{G})\) be an admissible discretization network and an associated admissible network geometry. For any \( \varphi \in C^1_c(\mathbb{R}^d) \), there exists \( C_\varphi \) depending only on \( \varphi, \theta_\mathcal{F}, \theta_\mathcal{M}, \theta_\mathcal{A}, M_\psi, \kappa_\psi \) and \( \eta_\psi \) such that:

\[
||\Pi_T(\mathcal{D}(\varphi)) - \varphi||_{L^2(\Omega)} \leq C_\varphi h,
\]

while for any \( \varphi \in C^2_c(\mathbb{R}^d) \), there exists \( C_\varphi \) depending only on \( \varphi, \theta_\mathcal{F}, \theta_\mathcal{M}, \theta_\mathcal{A}, M_\psi, \kappa_\psi \) and \( \eta_\psi \) such that

\[
||\nabla_T(\mathcal{D}(\varphi)) - \nabla \varphi||_{L^2(\Omega)} \leq C_\varphi (h + h^p) \quad \text{and} \quad ||\Pi_M(\mathcal{D}(\varphi)) - \varphi||_{L^2(\Omega)} \leq C_\varphi (h^2 + h^{p+1}).
\]
Proof. For any \( \varphi \in C_c^1(\mathbb{R}^d) \), we have as \( \sum_{T \in T} \psi_L = 1 \):

\[
\varphi - \Pi_T(\mathcal{D}(\varphi)) = \varphi - \sum_{T \in T} \psi_L \mathcal{M}_L(\mathcal{D}_L(\varphi)) = \varphi - \mathcal{M}_K(\mathcal{D}_K(\varphi)) + \sum_{T \in T} \psi_L (\mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi))),
\]

Then, as the family \((B_K)_{K \in T}\) is an open cover of \( \Omega \), we get that:

\[
\left\| \Pi_T(\mathcal{D}(\varphi)) - \varphi \right\|_{L^2(\Omega)}^2 \leq \sum_{K \in T} \left\| \Pi_T(\mathcal{D}(\varphi)) - \varphi \right\|_{L^2(B_K \cap \Omega)}^2
\]

\[
\leq 2 \sum_{K \in T} \left\| \varphi - \mathcal{M}_K(\mathcal{D}_K(\varphi)) \right\|_{L^2(B_K \cap \Omega)}^2 + 2 \sum_{K \in T} \sum_{L \in T} \psi_L (\mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi))) \left\| \right\|_{L^2(B_K \cap \Omega)}^2 .
\]

For the first term, we obviously have using (5.1):

\[
\sum_{K \in T} \left\| \varphi - \mathcal{M}_K(\mathcal{D}_K(\varphi)) \right\|_{L^2(B_K \cap \Omega)}^2 \leq \sum_{K \in T} \mathcal{M}_K(\mathcal{D}_K(\varphi)) \left\| \right\|_{L^2(B_K \cap \Omega)}^2 \leq \eta_\varphi \left( \sum_{K \in T} \mathcal{M}_K(\mathcal{D}_K(\varphi)) \left\| \right\|_{L^2(B_K \cap \Omega)}^2 \right)
\]

Notice then that, using hypotheses (4.1) we get:

\[
\left\| \sum_{L \in T} \psi_L (\mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi))) \right\|_{L^2(B_K \cap \Omega)}^2 \leq \eta_\varphi \sum_{L \in T} \left( \mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi)) \right) \chi_{B_L}.
\]

Thus we obtain using Cauchy–Schwarz inequality:

\[
\left\| \sum_{L \in T} \psi_L (\mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi))) \right\|_{L^2(B_K \cap \Omega)}^2 \leq \eta_\varphi \sum_{L \in T} \left( \mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi)) \right) \chi_{B_L} \chi_{B_K}.
\]

Then the second term of (5.4) is bounded by

\[
\sum_{K \in T} \left\| \sum_{L \in T} \psi_L (\mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi))) \right\|_{L^2(B_K \cap \Omega)}^2 \leq \eta_\varphi \sum_{K \in T} \sum_{L \in T} \left( \mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi)) \right) \chi_{B_L} \chi_{B_K}.
\]

Noticing that \( \mathcal{M}_K(\mathcal{D}_K(\varphi)) = 0 \) if \( B_K \cap \operatorname{supp} \varphi = \emptyset \), that

\[
|\mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi))| \leq |\mathcal{M}_K(\mathcal{D}_K(\varphi)) - \varphi| + |\varphi - \mathcal{M}_L(\mathcal{D}_L(\varphi))|,
\]

and that (5.1) gives for any \( x \in B_K \cap B_L \):

\[
|\mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi))| \leq C_{\varphi} \kappa_\psi (h_K + h_L),
\]

we finally obtain that:

\[
\sum_{K \in T} \left\| \sum_{L \in T} \psi_L (\mathcal{M}_K(\mathcal{D}_K(\varphi)) - \mathcal{M}_L(\mathcal{D}_L(\varphi))) \right\|_{L^2(B_K \cap \Omega)}^2
\]
\[ \eta \psi M_{\psi}^2 \kappa_{\psi}^2 C_{\psi}^2 \int_{\Omega} \sum_{K \in T \cap \text{supp } \varphi \neq \emptyset} \sum_{L \in T \cap \text{supp } \varphi \neq \emptyset} (h_K + h_L)^2 \chi_{B_L} \chi_{B_K} \leq 4 \eta \psi M_{\psi}^2 \kappa_{\psi}^2 C_{\psi}^2 h^2 \int_{\Omega} \sum_{K \in T \cap \text{supp } \varphi \neq \emptyset} \chi_{B_K} \leq 4 \eta \psi M_{\psi}^2 \kappa_{\psi}^2 C_{\psi}^2 h^2 \left( |\text{supp } \varphi| + \frac{S_1^d}{2d} \kappa_{\psi}^d h^d \right), \]

which concludes the proof of the first estimate. The same proof leads to the second and third estimates, replacing (5.1) by respectively the first and second estimates of (5.2).

\[ \square \]

Lemma 5.2 (Stabilization consistency). Let \((\mathcal{N}, \mathcal{G})\) be an admissible discretization network and an associated admissible network geometry. For any \(\varphi \in C_0^2(\mathbb{R}^d)\), there exists \(C_{\varphi}\) depending only on \(\varphi, \Omega, \theta_X, \theta_M, \theta_A, \theta_T, \text{ and } \eta_N\) such that:

\[ s_h(\mathcal{D}_h(\varphi), \mathcal{D}_h(\varphi)) = \sum_{K \in T} s^K(\mathcal{D}_K(\varphi) - \Pi_K(\mathcal{D}_K(\varphi)), \mathcal{D}_K(\varphi) - \Pi_K(\mathcal{D}_K(\varphi))) \leq S^* C_{\varphi} (h^2 + h^{p+1})^2. \]

Proof. Using (5.2), there exists a constant \(C_{\varphi}\) such that for any \(\sigma \in \mathcal{F}_K:\)

\[ |\varphi(x) - \Pi_K(\mathcal{D}_K(\varphi))(x)| \leq C_{\varphi} (h_K^2 + h_K^{p+1}). \]

Thus, we get:

\[ s_h(\mathcal{D}_h(\varphi), \mathcal{D}_h(\varphi)) \leq \theta_X S^* C_{\varphi} \sum_{K \in T, B_K \cap \text{supp } \varphi \neq \emptyset} m_K (h_K^2 + h_K^{p+1})^2 \]

\[ \leq \theta_T \theta_X S^* C_{\varphi} \sum_{K \in T, B_K \cap \text{supp } \varphi \neq \emptyset} (h_K^2 + h_K^{p+1})^2 \int_{B_K \cap \Omega} 1 \leq \eta_N \theta_T \theta_X S^* C_{\varphi} \left( |\text{supp } \varphi| + \frac{S_1^d}{2d} \kappa_{\psi}^d h^d \right) (h^2 + h^{p+1})^2. \]

\[ \square \]

5.2. Weak consistency of the reconstructed gradient \(\nabla_T\)

In the remaining of this section, we will consider a family \((\mathcal{N}_h, \mathcal{G}_h)_{h \in \mathcal{H}}\) of admissible discretization networks and associated admissible network geometries indexed by \(h \in \mathcal{H}\), where \(\mathcal{H}\) is a bounded at most countable subset of \(\mathbb{R}^+\) with 0 \(\in \mathcal{H}\). We will consider the case where there exists constants \(\theta > 0, \eta > 0, M > 0\) and \(\kappa > 0\) independent on \(h\) and quadrature families \((\psi_h)_{h \in \mathcal{H}}\) associated with each \((\mathcal{N}_h, \mathcal{G}_h)\), such that \(\forall h \in \mathcal{H}, \max(\theta_{\psi_h}, \theta_M) \leq \theta, \max(\eta_{\psi_h}, \eta_{\psi}) \leq \eta, \kappa_{\psi} \leq \kappa_{\varphi} \leq \kappa\) and \(M_{\psi_h} \leq M\). We call such a family an admissible discretization family. We have the following weak convergence property for discrete solutions on admissible discretization families:

Lemma 5.3 (Weak consistency). Let \((\mathcal{N}_h, \mathcal{G}_h)_{h \in \mathcal{H}}\) be an admissible discretization family. Let \((U_h)_{h \in \mathcal{H}}\) be a family such that

- \(U_h \in X_{\mathcal{N}_h, 0}\) for any \(h \in \mathcal{H}\).
- There exists \(C > 0\) independent on \(h\) such that \(||U_h||_{X_h} \leq C\) for all \(h \in \mathcal{H}\).
- There exists \(u \in L^2(\Omega)\) such that \(\Pi_{T_h}(U_h) \rightharpoonup u\) weakly in \(L^2(\Omega)\) when \(h \to 0\).

Then we have, for any \(\Phi \in C_c^\infty(\Omega)^d:\)

\[ \int_{\Omega} u \text{ div } \Phi + \int_{\Omega} \nabla_{T_h}(U_h) \cdot \Phi \to 0 \quad \text{when } h \to 0, \quad (5.5) \]

and also \(u \in H^1_0(\Omega)\) and \(\nabla_{T_h}(U_h) \rightharpoonup \nabla u\) weakly in \(L^2(\Omega)^d\) when \(h \to 0\).
Proof. Let us start by extending \( \Pi_{T_h}(U_h) \) and \( \nabla_{T_h}(U_h) \) by 0 outside of \( \Omega \), and denote those extensions respectively \( \tilde{\Pi}_{T_h}(U_h) \) and \( \tilde{\nabla}_{T_h}(U_h) \). By virtue of Lemma 4.1, we know that up to a subsequence there exists \( G \in L^2(\mathbb{R}^d)^d \) such that \( \tilde{\nabla}_{T_h}(U_h) \to G \) weakly in \( L^2(\mathbb{R}^d)^d \) when \( h \to 0 \) and that \( \Pi_{T_h}(U_h) \to \tilde{u} \) weakly in \( L^2(\mathbb{R}^d) \) when \( h \to 0 \), where \( \tilde{u} \) denotes the extension by zero of \( u \) outside \( \Omega \). Then recalling that:

\[
\nabla_{T_h}(U_h) \to \frac{1}{m_K} \sum_{\sigma \in F_K} \eta_{K,\sigma}^T \Phi(x_\sigma),
\]

notice that, for any \( \Phi \in C^\infty_c(\mathbb{R}^d)^d \):

\[
\int_{\mathbb{R}^d} \tilde{\Pi}_{T_h}(U_h) \div \Phi = \int_{\Omega} \left( \sum_{K \in T_h} \psi_K M_K(U_h) \right) \div \Phi = \sum_{K \in T_h} \int_{B_K \cap \Omega} \psi_K M_K(U_h) \div \Phi,
\]

which leads to:

\[
\int_{\mathbb{R}^d} \tilde{\Pi}_{T_h}(U_h) \div \Phi = \sum_{K \in T_h} \int_{B_K \cap \Omega} \psi_K M_K(U_h) D\nabla_{T_h}(\Phi(K)) + \sum_{K \in T_h} \int_{B_K \cap \Omega} \psi_K M_K(U_h) \left( \div \Phi - D\nabla_{T_h}(\Phi(K)) \right).
\]

Let us denote the previous identity \( T_1 + T_2 \), with obvious notations. Focusing on \( T_1 \), we have using the definition of \( D\nabla_{T_h} \):

\[
T_1 = \sum_{K \in T_h} \sum_{\sigma \in F_K} M_K(U_h) \eta_{K,\sigma} \cdot \Phi(x_\sigma).
\]

Then, using the approximate geometrical conservation property i.e. \( \sum_{K \in T_h} \eta_{K,\sigma} = \varepsilon_{\sigma} \) for \( \sigma \in F_{h,\text{int}} \) and the fact that \( u_\sigma = 0 \) for \( \sigma \in F_{h,\text{ext}} \) as \( U_h \in X_{N_0,0} \), this rewrites:

\[
T_1 = \sum_{K \in T_h} \sum_{\sigma \in F_K} (M_K(U_h) - u_\sigma) \eta_{K,\sigma} \cdot \Phi(x_\sigma) + \sum_{\sigma \in F_{h,\text{int}}} \varepsilon_{\sigma} \cdot \Phi(x_\sigma) u_\sigma
\]

\[
= \sum_{K \in T_h} \sum_{\sigma \in F_K} (M_K(U_h) - u_\sigma) \eta_{K,\sigma} \cdot \Phi(x_\sigma) + \sum_{K \in T_h} \sum_{\sigma \in F_K} (M_K(U_h) - u_\sigma) \eta_{K,\sigma} \cdot (\Phi(x_\sigma) - \Phi(x_K))
\]

\[
+ \sum_{\sigma \in F_{h,\text{int}}} \varepsilon_{\sigma} \cdot \Phi(x_\sigma) u_\sigma = T_{1,1} + T_{1,2} + T_{1,3},
\]

with obvious notations. Then, recalling that:

\[
\nabla_K(U_K) = \frac{1}{m_K} \sum_{\sigma \in F_K} u_\sigma \eta_{K,\sigma},
\]

the term \( T_{1,1} \) rewrites:

\[
T_{1,1} = \sum_{K \in T_h} m_K \nabla_K(U_h) \cdot \Phi(x_K) = - \sum_{K \in T_h} \int_{B_K \cap \Omega} \psi_K \nabla_K(U_h) \cdot \Phi(x_K)
\]

\[
= - \int_{\mathbb{R}^d} \tilde{\nabla}_{T_h}(U_h) \cdot \Phi(x) - \sum_{K \in T_h} \int_{B_K \cap \Omega} \psi_K \nabla_K(U_h) \cdot (\Phi(x_K) - \Phi(x)),
\]

which rewrites \( T_{1,1} = T_{1,1,1} + T_{1,1,2} \) with obvious notations. For the second term, we have using Cauchy–Schwarz inequality:

\[
|T_{1,1,2}| = \left| \sum_{K \in T_h} \int_{B_K \cap \Omega} \psi_K \nabla_K(U_h) \cdot (\Phi(x_K) - \Phi(x)) \right|
\]
Now it just remains to bound $T$.

Next, for $T$ immediately get:

$$
\leq C_{\nabla, h} h ||U_h||_{X_h} ||\nabla \Phi||_{L^\infty(\mathbb{R}^d)} \theta^{1/2} \left( \frac{S_1^d \psi^d}{C(0, \tau, 1)} \right)^{1/2} \left( \sum_{K \in T_h} \sum_{\sigma \in \mathcal{F}_K} \int_{B_K \cap \Omega} h^{-2}_{K} |\psi_K| \mid \mathcal{M}_K(U_h) \mid - u_{\sigma} | \frac{h \eta \kappa_{\sigma} \sigma}{m_K} |^2 \right)^{1/2}
$$

using (3.7) and (4.5), and thus as $C_{\nabla, h}$ is bounded by some $C \nabla > 0$ independent on $h$:

$$
|T_{1,1,2}| \leq \eta^{1/2} \theta^{1/2} M \psi \left( \frac{S_1^d \psi^d}{C(0, \tau, 1)} \right)^{1/2} \left( |\supp \Phi| + \frac{S_1^d \psi^d |\nabla \Phi|}{2 \psi^d} \right)^{1/2} \left( h ||U_h||_{X_h} ||\nabla \Phi||_{L^\infty(\mathbb{R}^d)} \right).
$$

Now it just remains to bound $T_2, T_{1,2}, T_{1,3}$ and $T_{1,4}$. For $T_2$, using (5.3) and Cauchy–Schwarz inequality we immediately get:

$$
|T_2| \leq C_{\Phi, \Psi}(h + h^p) \left( \sum_{K \in T_h} \sum_{\sigma \in \mathcal{F}_K} \int_{B_K \cap \Omega} h^{-2}_{K} |\psi_K| \mid \mathcal{M}_K(U_h) \mid - u_{\sigma} | \frac{h \eta \kappa_{\sigma} \sigma}{m_K} |^2 \right)^{1/2}
$$

Next, for $T_{1,2}$ we get using Cauchy–Schwarz inequality once again:

$$
|T_{1,2}| \leq h ||\nabla \Phi||_{L^\infty(\mathbb{R}^d)} \theta^{1/2} \left( \frac{S_1^d \psi^d}{C(0, \tau, 1)} \right)^{1/2} \left( |\supp \Phi| + \frac{S_1^d \psi^d |\nabla \Phi|}{2 \psi^d} \right)^{1/2} \left( h ||U_h||_{X_h} ||\nabla \Phi||_{L^\infty(\mathbb{R}^d)} \right).
$$

Finally, for $T_{1,3}$, we have using (2.9) and Cauchy–Schwarz inequality:

$$
|T_{1,3}| \leq \theta_\mathcal{A} ||\Phi||_{L^\infty(\mathbb{R}^d)} \sum_{K \in T_h} \sum_{\sigma \in \mathcal{F}_K} \sum_{\sigma \in \mathcal{F}_K} m_K h^p_{K} |u_{\sigma}|
$$

Then notice that:

$$
\sum_{K \in T_h} \sum_{\sigma \in \mathcal{F}_K} m_K |u_{\sigma}|^2 \leq 2 \sum_{K \in T_h} \sum_{\sigma \in \mathcal{F}_K} m_K |u_{\sigma} - \mathcal{M}_K(U_K)|^2 + 2 \sum_{K \in T_h} \sum_{\sigma \in \mathcal{F}_K} m_K |\mathcal{M}_K(U_K)|^2
$$
which immediately leads to:

\[
|T_{1,3}| \leq 2\theta_1 \|\Phi\|_{L^\infty(\mathbb{R}^d)^d} \theta_{\tilde{K}}^{1/2} M_\psi^{1/2} \eta_\psi^{1/2} h^d \left( |\text{supp } \Phi| + \frac{S_1}{2^d} h^d \right)^{1/2} \left( \|U_h\|_{0,h}^2 + h^2 \|U_h\|_{1,h}^2 \right)^{1/2}.
\]

Consequently, using our hypothesis, for any \( \Phi \in C^\infty_c(\mathbb{R}^d)^d \) there exists \( C_\Phi(M, \theta, \eta, \kappa) > 0 \) depending on \( \theta, \eta, \kappa \) and \( \Phi \) and the bound on the family \((U_h)_{h \in \mathcal{H}}\) such that, as soon as \( h \leq 1:\)

\[
\left| \int_{\mathbb{R}^d} \tilde{\Pi}_{\tilde{T}_h}(U_h) \text{ div } \Phi + \int_\Omega \tilde{\nabla}_{\tilde{T}_h}(U_h) \cdot \Phi \right| \leq C_\Phi(M, \theta, \eta, \kappa) h,
\]

which directly implies (5.5) and leads to \( \nabla \tilde{T}_h(U_h) \rightarrow \nabla \tilde{u} \) weakly in \( L^2(\mathbb{R}^d) \) when \( h \rightarrow 0 \). Thus \( \mathcal{G} = \nabla \tilde{u} \), which implies \( \tilde{u} \in H^1(\mathbb{R}^d) \) and thus \( u \in H^1_0(\Omega) \) and concludes the proof. \( \square \)

### 5.3. Convergence result for minimal regularity solutions

To conclude, we will need the following useful link between the discrete norm \( \| \cdot \|_{X_h} \) and classical norms for regular functions:

**Lemma 5.4.** Let \((\mathcal{N}_h, \mathcal{G}_h)_{h \in \mathcal{H}}\) be an admissible discretization family. For any \( \varphi \in C^\infty_c(\mathbb{R}^d) \), there exists \( C > 0 \) depending only on \( \varphi, \theta \) and \( \eta \) such that

\[
\| D_h(\varphi) \|_{X_h} \leq C \left( |\text{supp } \varphi| + \frac{S_1}{2^d} h^d \right)^{1/2} \left( \| \varphi \|_{L^\infty(\mathbb{R}^d)} + \sup_{|\alpha| = 1} \| \partial_\alpha \varphi \|_{L^\infty(\mathbb{R}^d)} \right).
\]

**Proof.** First notice that by definition, we have:

\[
\| D_h(\varphi) \|_{X_h}^2 = \sum_{K \in \mathcal{T}_h, \text{ supp } \varphi \cap B_K \neq \emptyset} m_K |\mathcal{M}_K(D_K(\varphi))|^2 + \sum_{K \in \mathcal{T}_h, \text{ supp } \varphi \cap B_K \neq \emptyset} \sum_{\sigma \in \mathcal{F}_K} m_K h_K^{-2} |\mathcal{M}_K(D_K(\varphi)) - \varphi(x_\sigma)|^2.
\]

Immediately, using Taylor’s expansion, we know that:

\[
\varphi(x_{\sigma'}) = \varphi(x_\sigma) + \sum_{|\alpha| = 1} (x_{\sigma'} - x_\sigma)^\alpha \int_0^1 \partial_\alpha \varphi(x + t(x_{\sigma'} - x_\sigma)),
\]

with:

\[
\left| \sum_{|\alpha| = 1} (x_{\sigma'} - x_\sigma)^\alpha \int_0^1 \partial_\alpha \varphi(x + t(x_{\sigma'} - x_\sigma)) \right| \leq \frac{dh_K}{\| \partial_\alpha \varphi \|_{L^\infty(\mathbb{R}^d)}}.
\]

Then, as \( \sum_{\sigma \in \mathcal{F}_K} \gamma_{K, \sigma} = 1 \), and as \( \mathcal{M}_K(D_K(\varphi)) = \sum_{\sigma' \in \mathcal{F}_K} \gamma_{K, \sigma'} \varphi(x_{\sigma'}) \) we immediately get that:

\[
\| D_h(\varphi) \|_{X_h}^2 \leq \theta_1^2 \theta_{\tilde{K}}^2 \left( \sum_{K \in \mathcal{T}_h, \text{ supp } \varphi \cap B_K \neq \emptyset} m_K \right) \left( \| \varphi \|_{L^\infty(\mathbb{R}^d)}^2 + d^2 \theta_{\tilde{K}} \sup_{|\alpha| = 1} \| \partial_\alpha \varphi \|_{L^\infty(\mathbb{R}^d)}^2 \right)
\]

\[
\leq \eta \eta_\psi \left( |\text{supp } \varphi| + \frac{S_1}{2^d} h^d \right)^{1/2} \left( \| \varphi \|_{L^\infty(\mathbb{R}^d)}^2 + d^2 \theta_{\tilde{K}} \sup_{|\alpha| = 1} \| \partial_\alpha \varphi \|_{L^\infty(\mathbb{R}^d)}^2 \right),
\]

which concludes the proof. \( \square \)
Gathering Lemmas 5.1, 5.2, 5.3 and 5.4 and the stability (3.9) and coercivity (3.10) results of [12] up to some reformulation of our approximation extensively using the quadrature family, one could now recast our results inside the Gradient discretization framework (see [17]) and thus automatically obtain the convergence to minimal regularity solutions. However, this would require introducing many new concepts and notations, which is the reason why (and also for the sake of completeness) we provide a basic finite volume like proof of the convergence of the method:

**Proposition 5.5 (Convergence).** Let \((\mathcal{N}_h, \mathcal{G}_h)_{h \in \mathcal{H}}\) be an admissible discretization family, and let \((U_h)_{h \in \mathcal{H}}\) be the solution of the associated problem (3.6) for each \(h \in \mathcal{H}\). Assume that:

\[
\sum_{K \in \mathcal{T}} \int_{\mathcal{B}_K \cap \Omega} |f_K - f|^2 \to 0.
\]

Then \(\Pi_{\mathcal{T}_h}(U_h)\) strongly converges in \(L^2(\Omega)\) to the solution \(u\) of (3.1) when \(h \to 0\). Moreover \(\nabla \Pi_{\mathcal{T}_h}(U_h)\) strongly converges in \(L^2(\Omega)^d\) to \(\nabla u\) when \(h \to 0\).

**Proof.** In the following, \(C > 0\) denotes a constant independent on \(h\) whose value can change from one line to another. From the hypothesis, we know that there exists some \(h_0\) small enough such that:

\[
\sum_{K \in \mathcal{T}} \int_{\mathcal{B}_K \cap \Omega} |f_K - f|^2 \leq ||f||_{L^2(\Omega)}
\]

holds for any \(h \leq h_0\). Then, using (3.9)–(3.10)–(3.13), it is clear that

\[
||U_h||_{X_h} \leq C \left( \sum_{K \in \mathcal{T}_h} m_K |f_K|^2 \right)^{1/2} \leq C ||f||_{L^2(\Omega)}.
\]

Using Lemma 4.1, we get \(||\Pi_{\mathcal{T}_h}(U_h)||_{L^2(\Omega)} \leq C ||f||_{L^2(\Omega)}\) and \(||\nabla \Pi_{\mathcal{T}_h}(U_h)||_{L^2(\Omega)^d} \leq C ||f||_{L^2(\Omega)}\). Consequently, up to subsequence, there exists \(u \in L^2(\Omega)\) such that the hypothesis of Lemma 5.3 are satisfied. Thus \(u \in H^1_0(\Omega)\) and \(\nabla \Pi_{\mathcal{T}_h}(U_h) \to \nabla u\) weakly in \(L^2(\Omega)^d\). Next, for any \(\varphi \in C^2_c(\Omega)\), we have:

\[
a_h(U_h, D_h(\varphi)) = l_h(D_h(\varphi)).
\]

Remark that:

\[
a_h(U_h, D_h(\varphi)) = \int_\Omega \nabla \Pi_{\mathcal{T}_h}(U_h) \cdot \nabla \varphi + s_h(U_h, D_h(\varphi)) + \sum_{K \in \mathcal{T}_h} \int_{\mathcal{B}_K \cap \Omega} \psi_K \nabla \Pi_K(U_h) \cdot (\nabla \Pi_K(D_K(\varphi)) - \nabla \varphi).
\]

Using Cauchy–Schwarz inequality and Lemma 5.2 we get:

\[
|s_h(U_h, D_h(\varphi))| \leq |s_h(U_h, U_h)|^{1/2} |s_h(D_h(\varphi), D_h(\varphi))|^{1/2} \leq C(h^2 + h^{p+1}) ||U_h||_{X_h} \leq C(h^2 + h^{p+1}) ||f||_{L^2(\Omega)}.
\]

Estimate (5.2) gives:

\[
\left| \sum_{K \in \mathcal{T}_h} \int_{\mathcal{B}_K \cap \Omega} \psi_K \nabla \Pi_K(U_h) \cdot (\nabla \Pi_K(D_K(\varphi)) - \nabla \varphi) \right| \leq Ch \left( ||\text{supp } \varphi|| + \frac{S_d}{2d} h_d^d h^d \right) ||U_h||_{X_h}.
\]

Thus using Lemma 5.3 we get that:

\[
a_h(U_h, D_h(\varphi)) \to \int_\Omega \nabla u \cdot \nabla \varphi \quad \text{when } h \to 0.
\]
Finally, for the right-hand side we have that:
\[
l_h(D_h(\varphi)) = \int_{\Omega} f \left( \sum_{K \in T_h} \psi_K M_K(D_K(\varphi)) \right) + \sum_{K \in T_h} \int_{B_K \cap \Omega} \psi_K (f - f_K) M_K(D_K(\varphi)).
\]

Using Cauchy–Schwarz inequality, we can bound the second term by:
\[
\left| \sum_{K \in T_h} \int_{B_K} \psi_K (f - f_K) M_K(D_K(\varphi)) \right| \leq C ||\varphi||_{L^\infty(\Omega)} \left( |\text{supp } \varphi| + \frac{S_d^d}{2d} K^d \ell_d \right)^{1/2} \left( \sum_{K \in T_h} \int_{B_K \cap \Omega} |f_K - f|^2 \right)^{1/2},
\]
which immediately leads to:
\[
l_h(D_h(\varphi)) \to \int_{\Omega} f \varphi \quad \text{when } h \to 0.
\]

Using the density of \( C_c^\infty(\Omega) \) in \( H_0^1(\Omega) \), this concludes the proof of the fact that for all \( v \in H_0^1(\Omega) \):
\[
\int_{\Omega} \nabla u \cdot \nabla v = \int_{\Omega} f v.
\]

Next, let \( \varphi \in C_c^\infty(\Omega) \). Using the triangular inequality, we have:
\[
\int_{\Omega} |\nabla T_h(U_h) - \nabla u|^2 \leq \int_{\Omega} |\nabla T_h(U_h) - \nabla T_h(D_h(\varphi))|^2 + \int_{\Omega} |\nabla T_h(D_h(\varphi)) - \nabla \varphi|^2 + \int_{\Omega} |\nabla \varphi - \nabla u|^2.
\]

From Lemma 5.1, we know that:
\[
\int_{\Omega} |\nabla T_h(D_h(\varphi)) - \nabla \varphi|^2 \to 0 \quad \text{when } h \to 0.
\]

Next, we have using Lemma 4.1 and (3.10)
\[
\int_{\Omega} |\nabla T_h(U_h - D_h(\varphi))|^2 \leq C ||U_h - D_h(\varphi)||_{X_h}^2 \leq C a_h(U_h - D_h(\varphi), U_h - D_h(\varphi)).
\]

Immediately, we see that:
\[
a_h(U_h - D_h(\varphi), U_h - D_h(\varphi)) = a_h(U_h, U_h) - 2a_h(U_h, D_h(\varphi)) + a_h(D_h(\varphi), D_h(\varphi)).
\]

We have already seen that:
\[
a_h(U_h, D_h(\varphi)) \to \int_{\Omega} \nabla u \cdot \nabla \varphi \quad \text{when } h \to 0.
\]

From Lemma 5.4, we known that the family \( \{ ||D_h(\varphi)||_{X_h} \}_{h \in H} \) is also bounded. Thus, we can apply the above reasoning to \( \varphi \) and we get:
\[
a_h(D_h(\varphi), D_h(\varphi)) \to \int_{\Omega} \nabla \varphi \cdot \nabla \varphi \quad \text{when } h \to 0.
\]

Finally, we have as \( U_h \) is solution of (3.6) that \( a_h(U_h, U_h) = l_h(U_h) \). However
\[
l_h(U_h) = \int_{\Omega} f \Pi T_h(U_h) + \sum_{K \in T_h} \int_{B_K \cap \Omega} \psi_K (f - f_K) M_K(U_K),
\]
and as Cauchy–Schwarz inequality gives:
\[
\left| \sum_{K \in \mathcal{T}_h} \int_{B_K} \psi_K (f - f_K) \mathcal{M}_K (\mathbf{U}_K) \right| \leq C \| \mathbf{U}_h \|_0 \left( \sum_{K \in \mathcal{T}_h} \int_{B_K \cap \Omega} |f_K - f|^2 \right)^{1/2} ,
\]
and \( \Pi_{\mathcal{T}_h} (\mathbf{U}_h) \rightarrow u \) weakly in \( L^2 (\Omega) \), we deduce that:
\[
l_h (\mathbf{U}_h) \rightarrow \int_{\Omega} f u = \int_{\Omega} |\nabla u|^2 \quad \text{when} \quad h \rightarrow 0.
\]
Gathering all the previous results, we get that
\[
\limsup_{h \rightarrow 0} \int_{\Omega} |\nabla \mathcal{T}_h (\mathbf{U}_h - \mathcal{D}_h (\varphi))|^2 \leq C \| u - \varphi \|^2_{H^1 (\Omega)}.
\]
By density of \( C^\infty (\Omega) \) in \( H^1_0 (\Omega) \), for any \( \varepsilon > 0 \) we can choose \( \varphi \) such that
\[
\| \varphi - u \|^2_{H^1 (\Omega)} \leq \min \left( \frac{\varepsilon}{3}, \frac{\varepsilon}{3C} \right) ,
\]
while for this fixed \( \varphi \), we can choose \( h_\varepsilon > 0 \) such that for any \( h \in \mathcal{H} \), \( h \leq h_\varepsilon \)
\[
\int_{\Omega} |\nabla \mathcal{T}_h (\mathbf{U}_h - \mathcal{D}_h (\varphi))|^2 \leq \frac{\varepsilon}{3} \quad \text{and} \quad \int_{\Omega} |\nabla \mathcal{T}_h (\mathcal{D}_h (\varphi)) - \nabla \varphi|^2 \leq \frac{\varepsilon}{3} .
\]
Thus for any \( \varepsilon > 0 \), there exists \( h_\varepsilon > 0 \) such that for any \( h \in \mathcal{H} \), \( h \leq h_\varepsilon \) we have:
\[
\int_{\Omega} |\nabla \mathcal{T}_h (\mathbf{U}_h) - \nabla u|^2 \leq \varepsilon ,
\]
which implies that \( \nabla \mathcal{T}_h (\mathbf{U}_h) \rightarrow \nabla u \) strongly in \( L^2 (\Omega) \) when \( h \rightarrow 0 \). Proceeding in exactly the same way, we show that \( \Pi_{\mathcal{T}_h} (\mathbf{U}_h) \rightarrow u \) strongly in \( L^2 (\Omega) \), which concludes the proof. \( \square \)

6. ERROR ESTIMATES FOR REGULAR PROBLEMS

The aim of this section is to provide explicit convergence rates when the solution \( u \) of (3.1) is regular enough. To establish error estimates for solutions with Sobolev regularity, we will first need to refine the local consistency results for the NEM operators \( \mathcal{M}_K \), \( \nabla K \) and \( \Pi_K \). Then, building on those local results we will establish global consistency results similar to Lemmas (5.1) and (5.2), for functions with Sobolev regularity only. Finally, using those consistency results we will be able to establish our error estimates.

We recall the following useful result on Riesz potentials (see [9]): let \( B \) be a ball of \( \mathbb{R}^d \) of radius \( \rho \), \( f \in L^p (B) \), \( p \geq 1 \) and \( m \geq 1 \). Let \( g \) be defined by:
\[
g (x) = \int_B |x - z|^{m - d} |f (z)| dz .
\]
Then, there exists \( C_{m,d} > 0 \) depending only on \( m \) and \( d \) such that
\[
\| \| g \|_{L^p (B)} \| \leq C_{m,d} \rho^m \| f \|_{L^p (B)} . \tag{6.1}
\]
Another useful remark is the following: as \( \Omega \) is Lipschitz, using Stein’s extension theorem for any \( k \geq 0 \) and any \( v \in H^k (\Omega) \), we have:
\[
\sum_{K \in \mathcal{T}} |v|^2_{H^k (B_K)} \leq \sum_{K \in \mathcal{T}} |E v|^2_{H^k (B_K)} = \sum_{K \in \mathcal{T}} \int_{\mathbb{R}^d} |E v|^2 \chi_{B_K} = \int_{\mathbb{R}^d} |E v|^2 \left( \sum_{K \in \mathcal{T}} \chi_K \right) \leq \eta_v |E v|^2_{H^k (\mathbb{R}^d)} ,
\]
and thus
\[ \sum_{K \in T} |v|^2_{H^1(B_K)} \leq \eta_p^2 C_{E,K}^2 |v|^2_{H^1(\Omega)}, \]

(6.2)

where we recall that
\[ T^B_x = \{ K \in T \mid x \in B_K \} \quad \text{and} \quad \eta_p = \sup_{x \in \mathbb{R}^d} \text{card}(T^B_x). \]

### 6.1. Network element interpolation

For continuous functions, we have already defined degrees of freedom through the operator \( \mathcal{D} : C^0(\Omega) \hookrightarrow X_N \). To handle the case that only belong to a Sobolev space, we define another operator, clearly inspired by the usual Clément finite element interpolant. To any \( \sigma \in \mathcal{F} \), we associate a radius \( r_\sigma > 0 \) such that \( B_\sigma \subset B_K \), where we denote \( B_\sigma = B(x_\sigma, r_\sigma) \), as well as:

\[ \theta_T = \max \left( \sup_{K \in T} \sup_{\sigma \in \mathcal{F}_K} \frac{r_\sigma}{r_K}, \left( \inf_{K \in T} \inf_{\sigma \in \mathcal{F}_K} \frac{r_\sigma}{r_K} \right)^{-1} \right). \]

We define the operator \( \mathcal{I} : H^1(\Omega) \hookrightarrow X_N \) by setting \( \mathcal{I}(v) = (\mathcal{I}_\sigma(v))_{\sigma \in \mathcal{F}} \) where:

\[ \mathcal{I}_\sigma(v) = \frac{1}{|B_\sigma|} \int_{B_\sigma} Ev \quad \text{for any } \sigma \in \mathcal{F}, \]

(6.3)

and we of course denote \( \mathcal{I}_K(v) = (\mathcal{I}_\sigma(v))_{\sigma \in \mathcal{F}_K} \). We also introduce the operator \( \mathcal{I}^0 : H^1_0(\Omega) \hookrightarrow X_N \)

\[ \mathcal{I}^0_\sigma(v) = \begin{cases} \frac{1}{|B_\sigma|} \int_{B_\sigma} Ev & \text{for any } \sigma \in \mathcal{F}_{\text{int}} \\ 0 & \text{for any } \sigma \in \mathcal{F}_{\text{ext}}. \end{cases} \]

(6.4)

### 6.2. Local consistency for the network element interpolation

**Proposition 6.1** (Local approximation results for network element interpolation).

Assume that \( \Omega \) is Lipschitz and satisfies the cone condition with angle \( \tau \) and radius \( r \). Let \( \mathcal{N} \) be an admissible network and \( \mathcal{G} \) an associated admissible geometry. Then, we have:

For any \( v \in H^1(\Omega) \)

\[ \|v - \mathcal{M}_K(\mathcal{I}_K(v))\|_{L^2(B_K \cap \Omega)} \leq Ch_K |Ev|_{H^1(\Omega)}. \]

(6.5)

For any \( v \in H^2(\Omega) \):

\[ \|\nabla v - \nabla_K(\mathcal{I}_K(v))\|_{L^2(B_K \cap \Omega)^d} \leq C(h_K + h_K^p) \|Ev\|_{H^2(\Omega)}, \]

(6.6)

\[ \|v - \Pi_K(\mathcal{I}_K(v))\|_{L^2(B_K \cap \Omega)} \leq C(h_K^2 + h_K^{p+1}) \|Ev\|_{H^2(\Omega)}. \]

(6.7)

For any \( \Phi \in H^2(\Omega)^d \):

\[ \|\text{div}(\Phi) - D\mathcal{I}v_K(\mathcal{I}_K(\Phi))\|_{L^2(B_K \cap \Omega)} \leq C(h_K + h_K^p) \|\Phi\|_{H^2(\Omega)}. \]

(6.8)

where the constants \( C > 0 \) in the above result can vary from line to line but only depend on the quality parameters \( \theta_A, \theta_T, \theta_F, \theta_M, \theta_R, \eta_N, \eta_p, M_p, \theta_T, \) and not on \( h \). The same results hold replacing \( \mathcal{I} \) by \( \mathcal{I}^0 \) under the additional hypothesis that the functions \( \varphi \) (resp. \( \Phi \)) belong to \( H^1_0(\Omega) \) (resp. \( H^1_0(\Omega)^d \)).
Proof. First remark that by density of $C^\infty(\overline{\Omega})$ in $H^1(\Omega)$ and $H^2(\Omega)$, it suffices to establish the results for $\varphi \in C^\infty(\overline{\Omega})$. For any $\varphi \in C^\infty(\overline{\Omega})$, let us denote $\mathcal{F} = E\varphi$ to avoid repeating the notation $E$ everywhere. Using Taylor’s expansion formula, we have for any $\sigma \in \mathcal{F}_K$ and any $(x, y) \in B^2_K$:

$$\mathcal{F}(x) = \mathcal{F}(y) + \sum_{|\alpha|=1} \int_0^1 \varphi(x + t(y - x)) dt,$$

which immediately gives, as $\sum_{\sigma \in \mathcal{F}_K} \gamma_{K, \sigma} = 1$:

$$\mathcal{F}(x) = \sum_{\sigma \in \mathcal{F}_K} \frac{\gamma_{K, \sigma}}{|B_\sigma|} \int_{B_\sigma} \varphi(x) dy + \sum_{\sigma \in \mathcal{F}_K} \frac{\gamma_{K, \sigma}}{|B_\sigma|} \int_{B_\sigma} \left( \int_0^1 \varphi(x + t(y - x)) dt \right) dy.$$

Next, denoting $R_{\mathcal{M}}(x) = \mathcal{F}(x) - \mathcal{M}_K(I_K(\varphi))$, following [9] we define the change of variable $(y, t) \rightarrow (z, t)$ for which $z = x + t(y - x)$ and $dt \, dy = t^{-d-1} \, dt \, dz$. The domain of integration for $(y, t)$ is $B_\sigma \times [0, 1]$. Its image by the above change of variable is:

$$D_{x, \sigma} = \left\{ (z, t) \mid t \in [0, 1], \left| \frac{1}{t} (z - x) + x - x_\sigma \right| < r_\sigma \right\}.$$

Notice that $(x, y)^\alpha = t^{-m} (x, z)^\alpha$ if $|\alpha| = m$ and that if $(z, t) \in D_{x, \sigma}$ then:

$$\left| \frac{1}{t} |z - x| - |x_\sigma - x| \right| \leq \frac{1}{t} (|z - x| + |x - x_\sigma|) < r_\sigma \quad \text{and} \quad s(x, z) = \frac{|z - x|}{|x - x_\sigma| + r_\sigma} < t. \quad (6.9)$$

Using the above change of variable, we obtain:

$$R_{\mathcal{M}}(x) = \sum_{\sigma \in \mathcal{F}_K} \frac{\gamma_{K, \sigma}}{|B_\sigma|} \sum_{|\alpha|=1} \int_{D_{x, \sigma}} (x - z)^\alpha \varphi(z) t^{-d-1} \, dt \, dz.$$

The projection of $D_{x, \sigma}$ on the $z$-space being the convex hull of $\{x\} \cup B_\sigma$, denoted $C_{x, \sigma}$, applying Fubini–Tonelli’s theorem we get:

$$R_{\mathcal{M}}(x) = \sum_{\sigma \in \mathcal{F}_K} \frac{\gamma_{K, \sigma}}{|B_\sigma|} \sum_{|\alpha|=1} \int_{C_{x, \sigma}} (x - z)^\alpha \varphi(z) \int_0^1 \chi_{D_{x, \sigma}}(z, t) t^{-d-1} \, dt \, dz.$$

Using (6.9) we get:

$$\int_0^1 \chi_{D_{x, \sigma}}(z, t) t^{-d-1} \, dt \, dz \leq \int_0^1 t^{-d-1} \, dt = \frac{1}{d} \left( s(x, z)^{-d} - 1 \right) \leq \frac{1}{d} \left( |x - x_\sigma| + r_\sigma \right)^d |x - z|^{-d}.$$

Thus, injecting this in the above expression for $R_{\mathcal{M}}(x)$, we get as $|\alpha| = 1$ and $|x - x_\sigma| \leq r_K$:

$$|R_{\mathcal{M}}(x)| \leq \sum_{\sigma \in \mathcal{F}_K} \sum_{|\alpha|=1} \frac{\theta_{\mathcal{M}}}{d S_1^d r_\sigma^d} (\rho_K + r_\sigma)^d \int_{C_{x, \sigma}} |\partial^\alpha \varphi(z)| |x - z|^{-d} \, dz.$$

Recall that $\theta_{\mathcal{M}} r_K \leq r_\sigma \leq \theta_{\mathcal{M}} r_K$ and $\rho_K \leq \kappa_{\psi} r_K$ and thus finally as $C_{x, \sigma} \subset B_K$ by construction:

$$|R_{\mathcal{M}}(x)| \leq \frac{(d + 1) \theta_{\mathcal{M}}^2}{S_1^d} (\kappa_{\psi} + \theta_{\mathcal{M}}) d \int_{B_K} |\partial^\alpha \varphi(z)| |x - z|^{-d} \, dz.$$
Consequently, applying (6.1) we obtain the first result (6.5):
\[
\int_{B_K \cap \Omega} |\varphi - M_K(I_K(\varphi))|^2 \leq C_{I_d}^2 \frac{(d + 1)\theta^2_\omega \theta \theta^2_{K^\nu}}{4S_1^2} (\kappa_\psi + \theta^2_L) h_K^4 \|
abla \tilde{\varphi}\|^2_{L^2(B_K)}.
\]
To establish (6.6) we proceed the same way however the geometric approximation errors require a specific treatment. Using again Taylor’s expansion, we see that for any \((x, y) \in B_K^2\):
\[
\tilde{\varphi}(x) = \tilde{\varphi}(y) + \nabla \tilde{\varphi}(y) \cdot (x - y) + 2 \sum_{|\alpha| = 2} (x - y)^\alpha \alpha! \int_0^1 t^\alpha \nabla \tilde{\varphi}(x + t(y - x)) dt.
\]
Then, using (2.4):
\[
\epsilon^0_K \tilde{\varphi}(x) = \frac{1}{m_K} \sum_{\sigma \in F_K} \tilde{\varphi}(x) \eta_{K, \sigma} = \frac{1}{m_K} \sum_{\sigma \in F_K} \frac{1}{|B_\sigma|} \int_{B_\sigma} \tilde{\varphi}(y) \eta_{K, \sigma} dy + \frac{1}{m_K} \sum_{\sigma \in F_K} \frac{1}{|B_\sigma|} \int_{B_\sigma} \nabla \tilde{\varphi}(y) \cdot (x - y) \eta_{K, \sigma} dy + \frac{2}{m_K} \sum_{\sigma \in F_K} \frac{1}{|B_\sigma|} \int_{B_\sigma} \sum_{|\alpha| = 2} (x - y)^\alpha \alpha! \int_0^1 t^\alpha \nabla \tilde{\varphi}(x + t(y - x)) \eta_{K, \sigma} dt dy = \mathcal{E}_1 + \mathcal{E}_2 + \mathcal{E}_3,
\]
each \mathcal{E}_i corresponding to one line in the above expression. By definition, the first term of the above expression is exactly:
\[
\mathcal{E}_1 = \frac{1}{m_K} \sum_{\sigma \in F_K} \frac{1}{|B_\sigma|} \int_{B_\sigma} \tilde{\varphi}(y) \eta_{K, \sigma} dy = \frac{1}{m_K} \sum_{\sigma \in F_K} I_\sigma(\varphi) \eta_{K, \sigma} dy = \nabla \Pi_K(I_K(\varphi)).
\]
From Taylor’s expansion, we get:
\[
\nabla \tilde{\varphi}(y) = \nabla \tilde{\varphi}(x) + \sum_{|\alpha| = 1} (y - x)^\alpha \int_0^1 t^\alpha \nabla \tilde{\varphi}(x + t(y - x)) dt.
\]
Using this expansion and the fact that \(\frac{1}{|B_\sigma|} \int_{B_\sigma} y dy = x_\sigma\), the second term of the above expression rewrites:
\[
\mathcal{E}_2 = \frac{1}{m_K} \sum_{\sigma \in F_K} \frac{1}{|B_\sigma|} \int_{B_\sigma} \nabla \tilde{\varphi}(y) \cdot (x - y) \eta_{K, \sigma} dy + \frac{1}{m_K} \sum_{\sigma \in F_K} \nabla \tilde{\varphi}(x) \cdot (x - x_\sigma) \eta_{K, \sigma} + \frac{1}{m_K} \sum_{\sigma \in F_K} \frac{1}{|B_\sigma|} \int_{B_\sigma} \sum_{|\alpha| = 1} (y - x)^\alpha \int_0^1 t^\alpha \nabla \tilde{\varphi}(x + t(y - x)) \cdot (x - y) \eta_{K, \sigma} dt dy,
\]
and thus, using the first order approximate consistency properties (2.4) and (2.5):
\[
\mathcal{E}_2 = -\nabla \tilde{\varphi}(x) - \nabla \tilde{\varphi}(x) \cdot (x_K - x) \epsilon^0_K - \sum_{i=1}^d \epsilon^{1, ij}_{K} \partial_{x_j} \tilde{\varphi}(x) e_i + \frac{1}{m_K} \sum_{\sigma \in F_K} \frac{1}{|B_\sigma|} \int_{B_\sigma} \sum_{|\alpha| = 1} (y - x)^\alpha \int_0^1 t^\alpha \nabla \tilde{\varphi}(x + t(y - x)) \cdot (x - y) \eta_{K, \sigma} dt dy.
\]
Gathering the previous results, we get that:
\[
R_\Pi(\varphi)(x) = \nabla \tilde{\varphi}(x) - \nabla K(I_K(\varphi)) = -\left(\tilde{\varphi}(x) + \nabla \tilde{\varphi}(x) \cdot (x_K - x)\right) \epsilon^0_K - \sum_{i=1}^d \sum_{j=1}^d \epsilon^{1, ij}_{K} \partial_{x_j} \tilde{\varphi}(x) e_i.
\]
Using the same change of variable as above and (6.1) to estimate $R$ and each $R$ terms. As for the results involving $\mathcal{I}$ admissible geometry. Then, we have:

$$R_{\Pi,1}(\varphi)(x) + R_{\Pi,2}(\varphi)(x) + R_{\Pi,3}(\varphi)(x),$$

each $R_{\Pi,i}(\varphi)(x)$ corresponding to one line in the previous expression. Immediately, we see that:

$$\|R_{\Pi,1}(\varphi)(x)\|^2_{L^2(B_K \cap \Omega)} = \int_{B_K \cap \Omega} \left( \tilde{\varphi}(x) + \nabla \tilde{\varphi}(x) \cdot (x_K - x) \right) \xi_k^0 + \sum_{i=1}^d \sum_{j=1}^d \xi_{ij}^2 \tilde{\varphi}(x) e_i dx$$

$$\leq 2\theta_2 h^2 \left( d\|\tilde{\varphi}\|^2_{L^2(B_K \cap \Omega)} + (hd^{1/2} + d^2)^2\|\nabla \tilde{\varphi}\|^2_{L^2(B_K \cap \Omega)} \right).$$

Using the same change of variable as above and (6.1) to estimate $R_{\Pi,2}(\varphi)$ and $R_{\Pi,3}(\varphi)$, this finally leads to the second estimate (6.6). The proof of estimate (6.8) follows the same lines, while estimate (6.7) can be established by refining our expansion of $R_{\Pi,1}(\varphi)$ through Taylor’s expansion and proceeding as above to estimate the residual terms. As for the results involving $\mathcal{I}^0$, it suffices to notice that $0 = \varphi(x_\sigma)$ for $\sigma \in \mathcal{F}_{\text{ext}}$ and $\varphi \in C_c^\infty(\Omega)$ and then proceed as above.

### 6.3. Global consistency for network element interpolation

**Proposition 6.2** (Global approximation results for network element interpolation). Assume that $\Omega$ is Lipschitz and satisfies the cone condition with angle $\tau$ and radius $r$. Let $\mathcal{N}$ be an admissible network and $\mathcal{G}$ an associated admissible geometry. Then, we have:

For any $v \in H^1(\Omega)$

$$\|v - \Pi_T(\mathcal{I}(v))\|_{L^2(\Omega)} \leq C_{E,1} Ch \|v\|_{H^1(\Omega)},$$

and

$$\|\mathcal{I}(v)\|_X \leq C_{E,1} \|v\|_{H^1(\Omega)}.\tag{6.10}$$

For any $v \in H^2(\Omega)$

$$\|\nabla v - \nabla_T(\mathcal{I}(v))\|_{L^2(\Omega)} \leq C_{E,2} (h + h^p) \|v\|_{H^2(\Omega)},$$

and

$$\|v - \Pi_N(\mathcal{I}(v))\|_{L^2(\Omega)} \leq C_{E,2} (h^2 + h^{p+1}) \|v\|_{H^2(\Omega)}.$$  \tag{6.12}

For any $\Phi \in H^2(\Omega)^d$:

$$\|\text{div}(\Phi) - \text{DIV}_T(\mathcal{I}(\Phi))\|_{L^2(\Omega)} \leq C_{E,2} (h + h^p) \|\Phi\|_{H^2(\Omega)^d},$$

where

$$\text{DIV}_T(\mathcal{I}(\Phi)) = \sum_{K \in T} \psi_K \text{DIV}_K(\mathcal{I}_K(\Phi)),$$

and where the constants $C > 0$ in the above result can vary from line to line but only depend on the quality parameters $\theta_A, \theta_T, \theta_F, \theta_M, \theta_{\Pi_1}, \eta_N, \eta_\psi, M_\psi, \theta_I$, and not on $h$. The same results hold replacing $\mathcal{I}$ by $\mathcal{I}^0$ under the additional hypothesis that the functions $\varphi$ (resp. $\Phi$) belong to $H^1_0(\Omega)$ (resp. $H^1_0(\Omega)^d$).
Proof. Using the notations of Proposition 6.1 and proceeding again by density, let \( \varphi \in C^\infty(\Omega) \). For (6.10), we proceed along the lines of Lemma 5.1:

\[
|\Pi_T(\mathcal{I}(\varphi)) - \varphi|_{L^2(\Omega)}^2 \leq \sum_{K \in T} |\Pi_T(\mathcal{I}(\varphi)) - \varphi|_{L^2(B_K \cap \Omega)}^2 \leq 2 \sum_{K \in T} |\varphi - M_K(\mathcal{I}_K(\varphi))|_{L^2(B_K \cap \Omega)}^2
\]

\[
+ 2 \sum_{K \in T} \left( \sum_{L \in T} \psi_L(M_K(\mathcal{I}_K(\varphi)) - M_L(\mathcal{I}_L(\varphi))) \right)^2 \leq 2 \sum_{K \in T} (I_{K,1} + I_{K,2}),
\]

with obvious notations. For the first term, using estimate (6.5) we obviously have for some \( C > 0 \) independent on \( h \):

\[
\sum_{K \in T} I_{K,1} = \sum_{K \in T} |\varphi - M_K(\mathcal{I}_K(\varphi))|_{L^2(B_K \cap \Omega)}^2 \leq \sum_{K \in T} C^2 h^2 K^2 ||\nabla \varphi||_{L^2(B_K)}^2 \leq C^2 h^2 \sum_{K \in T} \chi_{B_K \cap \Omega}.
\]

Proceeding as in the proof of Lemma 5.1 for the second term immediately leads to:

\[
\left( \sum_{L \in T} \psi_L(M_K(\mathcal{I}_K(\varphi)) - M_L(\mathcal{I}_L(\varphi))) \right)^2 \leq \eta \| M^2 \|_\psi \sum_{L \in T} |M_K(\mathcal{I}_K(\varphi)) - M_L(\mathcal{I}_L(\varphi))|^2 \chi_{B_L} \chi_{B_K}.
\]

Then, notice that \( |M_K(\mathcal{I}_K(\varphi)) - M_L(\mathcal{I}_L(\varphi))| \leq |M_K(\mathcal{I}_K(\varphi)) - \varphi| + |\varphi - M_L(\mathcal{I}_L(\varphi))| \) which leads to, for some \( C > 0 \) independent on \( h \) coming from estimate (6.5):

\[
I_{K,2} \leq 2 \eta \| M^2 \|_\psi \int_{B_K \cap \Omega} |M_K(\mathcal{I}_K(\varphi)) - \varphi|^2 \left( \sum_{L \in T} \chi_L \right) + 2 \eta \| M^2 \|_\psi \sum_{L \in T} \int_{B_K \cap \Omega} |\varphi - M_L(\mathcal{I}_L(\varphi))|^2 \chi_{B_L} \chi_{B_K}
\]

\[
\leq 2 \eta \| M^2 \|_\psi C h^2 \sum_{L \in T} \int_{B_L \cap \Omega} |\nabla \varphi|^2 \chi_{B_L}.
\]

Summing over \( K \in T \), we get using Fubini–Tonelli’s theorem:

\[
\sum_{K \in T} I_{K,2} \leq 2 \eta \| M^2 \|_\psi C_E,1 C^2 h^2 ||\nabla \varphi||_{L^2(\Omega)}^2 + 2 \eta \| M^2 \|_\psi C \sum_{L \in T} h^2 \int_{B_L \cap \Omega} |\nabla \varphi|^2 \left( \sum_{K \in T} \chi_K \right),
\]

and thus

\[
\sum_{K \in T} I_{K,2} \leq 4 \eta \| M^2 \|_\psi C_E,1 C^2 h^2 ||\nabla \varphi||_{L^2(\Omega)}^2.
\]

Estimates (6.12) and (6.13) can be obtained proceeding the same way, following the lines of the proof of Lemma 5.1 and using the local estimates established in the first part of the present proof. Estimate (6.11) can be obtained proceeding as in Lemma 5.4 and using the above Taylor’s expansions. \( \square \)

**Lemma 6.3 (Stabilization consistency for the network element interpolant).** Let \((N, G)\) be an admissible discretization network and an associated admissible network geometry. For any \( v \in H^2(\Omega) \):

\[
s_h(\mathcal{I}(v), \mathcal{I}(v)) \leq S^* C_{E,2} C(h^2 + h^{p+1})^2 ||v||_{H^2(\Omega)}^2,
\]

where the constant \( C > 0 \) only depend on the quality parameters \( \theta_A, \theta_T, \theta_F, \theta_M, \theta_{\Omega}, \eta_N, \eta_\psi, M_\psi, \theta_T \), and not on \( h \). The same result holds replacing \( \mathcal{I} \) by \( \mathcal{I}^0 \) under the additional hypothesis that the functions \( v \) belongs to \( H^1_0(\Omega) \).
Proof. Again, by density of \( C^p(\Omega) \) in \( H^2(\Omega) \), it suffices to establish the result for \( \varphi \in C^p(\Omega) \). We have:

\[
s_h(I(\varphi), I(\varphi)) \leq \theta_T S^* \sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} h_K^{-2} \sum_{\gamma \in \mathcal{J}} |I_{\sigma}(\varphi) - \Pi_K(I_{\sigma}(\varphi))(x_\sigma)|^2.
\]

As \( \Pi_K(I_{\sigma}(\varphi)) \) is a first order polynomial, we have for any \( \sigma \in \mathcal{F}_K \):

\[
\frac{1}{|B_\sigma|} \int_{B_\sigma} \Pi_K(I_{\sigma}(\varphi))(x) = \Pi_K(I_{\sigma}(\varphi))(x_\sigma).
\]

Then using Cauchy–Schwarz inequality, for any \( \sigma \in \mathcal{F}_K \):

\[
|I_{\sigma}(\varphi) - \Pi_K(I_{\sigma}(\varphi))(x_\sigma)|^2 \leq \frac{1}{|B_\sigma|} \int_{B_\sigma} |\tilde{\varphi} - \Pi_K(I_{\sigma}(\varphi))|^2.
\]

From the proof of Proposition 6.1, using the notations defined there we know that Taylor’s expansion gives for any \( x \in B_K \):

\[
\tilde{\varphi}(x) - \Pi_K(I_{\sigma}(\varphi))(x) = R_{\Omega}(\varphi)(x) \cdot (x - x_K)
\]

\[
+ 2 \sum_{\sigma \in \mathcal{F}_K} \frac{\gamma_{K,\sigma}}{|B_\sigma|} \sum_{|\alpha| = 2} (x - y)^\alpha \frac{\alpha!}{\alpha!} \int_0^1 t \partial^\alpha \tilde{\varphi}(x + t(y - x))dt \, dy
\]

\[
+ \sum_{\sigma \in \mathcal{F}_K} \frac{\gamma_{K,\sigma}}{|B_\sigma|} \sum_{|\alpha| = 1} (y - x)^\alpha \int_0^1 \partial^\alpha \nabla \tilde{\varphi}(x + t(y - x)) \cdot (x - y)dt \, dy,
\]

and the results follows using the same techniques as in the proof of Lemma (6.7). \(\square\)

6.4. Error estimates

We are now in position to establish error estimates for regular problems:

Proposition 6.4. Let \( (\mathcal{N}, \mathcal{G}) \) be an admissible discretization network and an associated admissible network geometry, and let \( U \) be the solution of the associated problem (3.6). Assume that there exists \( C_f > 0 \) such that:

\[
\left( \sum_{K \in T} \int_{B_K \cap \Omega} |f_K - f|^2 \right)^{1/2}, \leq C_f h
\]

and assume that the solution \( u \) of (3.1) satisfies \( u \in H^3(\Omega) \). Then, if \( (\psi_K)_{K \in T} \) is a quadrature family, we have the following error estimates:

\[
||U - I^0(u)||_X \leq C(h + h^p), \quad (6.15)
\]

and

\[
||u - \Pi_T(U)||_{L^2(\Omega)} \leq C(h + h^p) \quad \text{and} \quad ||\nabla u - \nabla T(U)||_{L^2(\Omega)} \leq C(h + h^p), \quad (6.16)
\]

and for any \( K \in T \)

\[
||u - M_K(U)||_{L^2(B_K \cap \Omega)} \leq C(h + h^p) \quad \text{and} \quad ||\nabla u - \nabla K(U)||_{L^2(B_K \cap \Omega)} \leq C(h + h^p), \quad (6.17)
\]

where the constant \( C > 0 \) depends on \( u, d, \theta_T, \theta_{\Pi}, \theta_A, \theta_M, M_\psi, \kappa_\psi, \eta_\psi, \theta_L, \) and \( \Omega \) but not on \( h \).
Proof. In the following, $C > 0$ denotes a constant that can depend on $u$, $d$, $\theta_F$, $\theta_T$, $\theta_\Omega$, $\theta_A$, $\theta_M$, $M_\psi$, $\kappa_\psi$, $\eta_\psi$, $\theta_\mathcal{T}$ and $\Omega$ whose value can change from one line to another. First, as we have already noticed in the proof of Proposition 5.5, by (3.9)–(3.10) and (3.13), it is clear that:

$$||U_h||_X \leq C \left( \sum_{K \in \mathcal{T}} m_K |f_K|^2 \right)^{1/2} \leq C(1 + h)||f||_{L^2(\Omega)}.$$ 

As $\mathcal{I}^0(u) \in X_{N,0}$ by construction, we can use it in our discrete variational problem. Consequently for any $V \in X_{N,0}$:

$$a_h(\mathcal{I}^0(u), V) = \int_\Omega \nabla u \cdot \nabla_T(V) + \sum_{K \in \mathcal{T}} \int_{\mathcal{B}_K \cap \Omega} \psi_K (\nabla \Pi_K(\mathcal{I}^0(u)) - \nabla u) \cdot \nabla \Pi_K(V) + s^h(\mathcal{I}^0(u), V).$$

Using Cauchy–Schwarz inequality and (3.9)–(3.10) and Lemma 6.3, we get:

$$|s^h(\mathcal{I}^0(u), V)| \leq |s^h(\mathcal{I}^0(u), \mathcal{I}^0(u))|^{1/2} |s^h(V, V)|^{1/2} \leq C(h^2 + h^p+1)||V||_X |u|_{H^2(\Omega)},$$

while the same Cauchy–Schwarz inequality and (6.6) leads to:

$$\left| \sum_{K \in \mathcal{T}} \int_{\mathcal{B}_K \cap \Omega} \psi_K (\nabla \Pi_K(\mathcal{I}^0(u)) - \nabla u) \cdot \nabla \Pi_K(V) \right| \leq C(h + h^p)|u|_{H^2(\Omega)}||V||_X.$$ 

Then, using the fact that $U$ is solution of the discrete problem (3.6), we have that:

$$a_h(U, V) = l_h(V) = \int_\Omega f \Pi_T(V) + \sum_{K \in \mathcal{T}} \int_{\mathcal{B}_K \cap \Omega} \psi_K (f_K - f)M_K(V).$$

Using Cauchy–Schwarz inequality, we can bound the second term by:

$$\left| \sum_{K \in \mathcal{T}} \int_{\mathcal{B}_K} \psi_K (f_K - f)M_K(V) \right| \leq C||V||_0 \left( \sum_{K \in \mathcal{T}} \int_{\mathcal{B}_K \cap \Omega} |f_K - f|^2 \right)^{1/2}.$$ 

Combining the above results, we see that there exists $C > 0$ such that for all $V \in X_{N,0}$, we have:

$$|a_h(U - \mathcal{I}^0(u), V)| \leq \left| \int_\Omega \nabla u \cdot \nabla_T(V) - \int_\Omega f \Pi_T(V) \right| + C(h + h^p)||V||_X.$$ 

Consequently, it just remains to estimate:

$$\mathcal{R}(V) = \int_\Omega \nabla u \cdot \nabla_T(V) - \int_\Omega f \Pi_T(V) = \int_\Omega \nabla u \cdot \nabla_T(V) + \int_\Omega \Delta u \Pi_T(V).$$

As $(\psi_K)_{K \in \mathcal{T}}$ is a quadrature family, we get:

$$\int_\Omega \Delta u \Pi_T(V) = \sum_{K \in \mathcal{T}} \int_{\mathcal{B}_K} \psi_K \text{div}(\nabla u)M_K(V)$$

$$= \sum_{K \in \mathcal{T}} \sum_{\sigma \in \mathcal{F}_K} \eta_{K,\sigma} \cdot \mathcal{I}_\sigma(\nabla u)M_K(V) + \sum_{K \in \mathcal{T}} \int_{\mathcal{B}_K} \psi_K (\text{div}(\nabla u) - \nabla \Pi_K(\mathcal{I}_K(\nabla u)))M_K(V).$$
As \( v_\sigma = 0 \) for any \( \sigma \in \mathcal{F}_{\text{ext}} \) and as the geometry is approximately conservative, we get:

\[
\int_{\Omega} \Delta u \Pi_T (V) = \sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} \eta_{K, \sigma} \cdot (\mathcal{I}_\sigma (\nabla u) (\mathcal{M}_K (V) - v_\sigma) + \sum_{\sigma \in \mathcal{F}_{\text{int}}} \varepsilon_\sigma \cdot (\mathcal{I}_\sigma (\nabla u) v_\sigma \\
+ \sum_{K \in T} \int_{\Omega} \psi_K (\text{div}(\nabla u) - \nabla \mathcal{V}_K (\mathcal{I}_K (\nabla u))) \mathcal{M}_K (V).}
\]

We denote:

\[
G_K = \frac{1}{|B_K \cap \Omega|} \int_{B_K \cap \Omega} \nabla u.
\]

then we get:

\[
\int_{\Omega} \Delta u \Pi_T (V) = \sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} \eta_{K, \sigma} \cdot (\mathcal{I}_\sigma (\nabla u) - G_K) (\mathcal{M}_K (V) - v_\sigma)
\]

\[
- \sum_{K \in T} m_K G_K \cdot \nabla \Pi_K (V) + \sum_{\sigma \in \mathcal{F}_{\text{int}}} \varepsilon_\sigma \cdot (\mathcal{I}_\sigma (\nabla u) v_\sigma + \sum_{K \in T} m_K \mathcal{M}_K (V) G_K \cdot \varepsilon_K
\]

\[
+ \sum_{K \in T} \int_{\Omega} \psi_K (\text{div}(\nabla u) - \nabla \mathcal{V}_K (\mathcal{I}_K (\nabla u))) \mathcal{M}_K (V)
\]

\[
= \sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} \eta_{K, \sigma} \cdot (\mathcal{I}_\sigma (\nabla u) - G_K) (\mathcal{M}_K (V) - v_\sigma) + \sum_{\sigma \in \mathcal{F}_{\text{int}}} \psi_K (\nabla u - G_K) \cdot \nabla \Pi_K (V)
\]

\[
- \int_{\Omega} \nabla u \cdot \nabla T (V) + \sum_{K \in T} \int_{\Omega} \psi_K (\text{div}(\nabla u) - \nabla \mathcal{V}_K (\mathcal{I}_K (\nabla u))) \mathcal{M}_K (V)
\]

\[
+ \sum_{\sigma \in \mathcal{F}_{\text{int}}} \varepsilon_\sigma \cdot (\mathcal{I}_\sigma (\nabla u) v_\sigma + \sum_{K \in T} m_K \mathcal{M}_K (V) G_K \cdot \varepsilon_K,
\]

and thus:

\[
\mathcal{R} (V) = \sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} \eta_{K, \sigma} \cdot (\mathcal{I}_\sigma (\nabla u) - G_K) (\mathcal{M}_K (V) - v_\sigma) + \sum_{\sigma \in \mathcal{F}_{\text{int}}} \psi_K (\nabla u - G_K) \cdot \nabla \Pi_K (V)
\]

\[
+ \sum_{K \in T} \int_{\Omega} \psi_K (\text{div}(\nabla u) - \nabla \mathcal{V}_K (\mathcal{I}_K (\nabla u))) \mathcal{M}_K (V) + \sum_{\sigma \in \mathcal{F}_{\text{int}}} \varepsilon_\sigma \cdot (\mathcal{I}_\sigma (\nabla u) v_\sigma + \sum_{K \in T} m_K \mathcal{M}_K (V) G_K \cdot \varepsilon_K.
\]

We rewrite this last identity \( \mathcal{R} (V) = R_1 + R_2 + R_3 + R_4 + R_5 \) with obvious notations. Proceeding as in the proof of Proposition 6.2, it is clear as \( \nabla u \in H^1 (\Omega) \) that there exists \( C > 0 \) (applying Stein’s extension theorem to \( \nabla u \) such that:

\[
|\mathcal{I}_\sigma (\nabla u) - G_K| \leq \frac{Ch}{|B_K \cap \Omega|} \| \nabla u \|_{H^1 (B_K \cap \Omega)} \quad \text{and} \quad \int_{B_K \cap \Omega} || \nabla u - G_K ||_{H^1 (B_K \cap \Omega)}^{1/2} \leq Ch \| \nabla u \|_{H^1 (B_K \cap \Omega)}.
\]

Consequently, using Cauchy–Schwarz inequality we get that:

\[
|R_1| \leq Ch \sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} \frac{h_K |\eta_{K, \sigma}|}{m_K} m_K h_K^{-1} |\mathcal{I}_\sigma (\nabla u) - G_K| \| \mathcal{M}_K (V) - v_\sigma |\|
\]

\[
\leq \theta \left( \sum_{K \in T} m_K |\mathcal{I}_\sigma (\nabla u) - G_K|^2 \right)^{1/2} \left( \sum_{K \in T} m_K h_K^{-2} |\mathcal{M}_K (V) - v_\sigma |^2 \right)^{1/2}
\]
\[
\leq C h^{1/2} \theta_T^{1/2} \theta \|
abla u\|_{H^1(\Omega)} \|V\|_X,
\]
and
\[
|R_2| \leq \left( \sum_{K \in T} \int_{B_K \cap \Omega} |\psi_K| (|\nabla u - G_K|^2) \right)^{1/2} \left( \sum_{K \in T} \left( \frac{1}{m_K} \int_{\Omega} |\psi_K| \right) m_K \|\nabla I_K(V)\|^2 \right)^{1/2} \leq \left( \eta_K M_p^2 \theta_T S_1 d_p^d \right)^{1/2} C h \|\nabla u\|_{H^1(\Omega)} \|V\|_X,
\]
as well as:
\[
|R_3| \leq C (h + h^p) \|\nabla u\|_{H^2(\Omega)} \|V\|_X.
\]
Next, using the convention \(\varepsilon_\sigma = 0\) for \(\sigma \in \mathcal{F}_{\text{ext}}\), we have:
\[
|R_4| = \left| \sum_{\sigma \in \mathcal{F}_K} \sum_{K \in T_\sigma} \frac{\varepsilon_\sigma \cdot I_\sigma(\nabla u) v_\sigma \text{card}(T_\sigma)}{\text{card}(T_\sigma)} \right|
\]
\[
\leq \theta_A h^p \left( \sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} \frac{m_K}{\text{card}(T_\sigma)} |I_\sigma(\nabla u)| v_\sigma - M_K(V) \right) + \sum_{K \in T} m_K |M_K(V)| \left( \sum_{\sigma \in \mathcal{F}_K} \frac{1}{\text{card}(T_\sigma)} |I_\sigma(\nabla u)| \right),
\]
and using Cauchy–Schwarz inequality, this leads to:
\[
|R_4| \leq \theta_A h^p (h|V|_X + |V|_0) \left( \sum_{K \in T} \sum_{\sigma \in \mathcal{F}_K} m_K |I_\sigma(\nabla u)|^2 \right)^{1/2}.
\]
Then, notice that by definition of \(B_K\), we have:
\[
|I_\sigma(\nabla u)|^2 \leq \frac{1}{|B_\sigma|} \int_{B_\sigma} |E(\nabla u)|^2 \leq \frac{|B_K|}{|B_\sigma||B_K|} \int_{B_K} |E(\nabla u)|^2 \leq \frac{\theta_I}{|B_K|} \int_{B_K} |E(\nabla u)|^2.
\]
As:
\[
\frac{m_K}{|B_K|} \frac{|B_K \cap \Omega|}{|B_K|} \leq \theta_T \frac{|B_K|}{|B_K|} \leq \theta_T \kappa^d_\psi,
\]
and consequently
\[
|R_4| \leq \eta_1^{1/2} \theta_T^{1/2} \theta_A \kappa^d_\psi h^p (h|V|_X + |V|_0) C_E,0 \|\nabla u\|_{L^2(\Omega)}.
\]
Finally, we have using Cauchy–Schwarz inequality that:
\[
|R_5| \leq \theta_A h^p |V|_0 \left( \sum_{K \in T} m_K |G_K|^2 \right)^{1/2} \quad \text{and} \quad |G_K|^2 \leq \frac{1}{|B_K \cap \Omega|} \int_{B_K \cap \Omega} |E(\nabla u)|^2,
\]
and thus:
\[
|R_5| \leq \theta_A h^p |V|_0 \left( \sum_{K \in T} m_K |G_K|^2 \right)^{1/2} \leq \theta_A \theta_T^{1/2} h^p |V|_0 \left( \sum_{K \in T} \int_{B_K \cap \Omega} |E(\nabla u)|^2 \right)^{1/2},
\]
and consequently
\[
|R_5| \leq \eta_1^{1/2} \theta_T^{1/2} \theta_A |V|_0 C_E,0 \|\nabla u\|_{L^2(\Omega)}.
\]
Thus, there exists \(C > 0\) such that \(\|R(V)\| \leq C (h + h^p) \|V\|_X\). Using (3.9)–(3.10)–(3.13), we get:
\[
\|U - \mathcal{T}(u)\|_X^2 \leq C_{ab} (U - \mathcal{T}(u), U - \mathcal{T}(u)),
\]
and thus taking \(V = U - \mathcal{T}(u)\), we obtain \(\|U - \mathcal{T}(u)\|_X \leq C (h + h^p)\). Finally remark that using the triangular inequality, we have:
\[
\|u - \Pi_T(U)\|_{L^2(\Omega)}^2 \leq \|u - \Pi_T(\mathcal{T}(u))\|_{L^2(\Omega)}^2 + \|\Pi_T(\mathcal{T}(u)) - \Pi_T(U)\|_{L^2(\Omega)}^2,
\]
and\[
\|\nabla u - \nabla_T(U)\|^2_{L^2(\Omega)} \leq \|\nabla u - \nabla_T(T^0(u))\|^2_{L^2(\Omega)} + \|\nabla_T(T^0(u)) - \nabla_T(U)\|^2_{L^2(\Omega)},
\]
and that Lemma 4.1, and (3.9)–(3.10)–(3.13) gives us:

\[
\|\Pi_T(U - T^0(u))\|_{L^2(\Omega)} \leq C\|U - T^0(u)\|_X \quad \text{and} \quad \|\nabla_T(U - T^0(u))\|_{L^2(\Omega)} \leq C\|U - T^0(u)\|_X.
\]

Combining the above results with the interpolation results (6.10) and (6.12) consequently gives the desired estimates. To obtain the local estimates, remark that:

\[
\|u - \mathcal{M}_K(U)\|^2_{L^2(B_K \cap \Omega)} \leq \|u - \mathcal{M}_K(T^0(u))\|^2_{L^2(B_K \cap \Omega)} + \|\mathcal{M}_K(T^0(u)) - \mathcal{M}_K(U)\|^2_{L^2(B_K \cap \Omega)},
\]

and that:

\[
\|\mathcal{M}_K(T^0(u)) - \mathcal{M}_K(U)\|^2_{L^2(B_K \cap \Omega)} = \int_{B_K \cap \Omega} |\mathcal{M}_K(T^0(u)) - \mathcal{M}_K(U)|^2 = \frac{|B_K \cap \Omega|}{m_K} m_K |\mathcal{M}_K(T^0(u)) - \mathcal{M}_K(U)|^2 \\
\leq \theta_T |T^0(u) - U|_0^2 \leq \theta_T |T^0(u) - U|_X^2 \leq C(h + h^p)^2,
\]

and the result immediately follows from (6.5). In the same way, we have:

\[
\|\nabla u - \nabla_K(U)\|^2_{L^2(B_K \cap \Omega)^d} \leq \|\nabla u - \nabla_K(T^0(u))\|^2_{L^2(B_K \cap \Omega)^d} + \|\nabla_K(T^0(u)) - \nabla_K(U)\|^2_{L^2(B_K \cap \Omega)^d} \\
\leq \|\nabla u - \nabla_K(T^0(u))\|^2_{L^2(B_K \cap \Omega)^d} + C\theta_T |T^0(u) - U|_X^2,
\]

and the result follows from (6.6). □

A direct use of the estimates of Proposition 6.4 would only provide a rate \(h + h^p\) for the \(L^2\) convergence of \(\Pi_N(U)\) towards \(u\). However, the estimates of Propositions 6.1 and 6.2 suggest that one could achieve \(\min(h^2, h^{p+1})\), and thus \(L^2\) superconvergence if \(p \geq 1\). This is moreover what is observed in practice (see [12]). However, the usual duality argument that is expected to lead to such a result is difficult to apply in our context. For this reason, we do not wish to elaborate any further on optimal \(L^2\) convergence rates here. The above result is also sub-optimal in the sense that we require \(u \in H^3(\Omega)\) instead of the usual \(H^2(\Omega)\). This is due to the fact that in the above proof we use the strong form of the Poisson problem and the local consistency of the discrete divergence operator \(\mathcal{D}T\mathcal{V}_K\) applied to \(\nabla u\), which is probably sub-optimal. We nevertheless hope that the available results emphasize enough the link between quality parameters, geometrical approximation order and convergence rates.

7. Conclusion and perspectives

On the simplest possible model problem, we established convergence results and error estimates for the network element method. The error estimates are slightly sub-optimal as they require a solution belonging to \(H^3\). The natural extension to heterogeneous and anisotropic diffusion tensors and reaction coefficients of the method and the associated convergence results will be the subject of a future paper. The results presented here could be improved in two ways: first by establishing a more explicit bound on the parameters of the quadrature family, probably through an estimation of \(\theta_\psi\) using network quality parameters, and secondly by establishing error estimates with \(H^2\) regularity instead of \(H^3\).
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