The stability of buoyant bubbles in the atmospheres of galaxy clusters
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\section*{ABSTRACT}

The buoyant rise of hot plasma bubbles inflated by AGN outflows in galaxy clusters can heat the cluster gas and thereby compensate radiative energy losses of this material. Numerical simulations of this effect often show the complete disruption of the bubbles followed by the mixing of the bubble material with the surrounding cluster gas due to fluid instabilities on the bubble surface. This prediction is inconsistent with the observations of apparently coherent bubble structures in clusters. We derive a general description in the linear regime of the growth of instabilities on the surface between two fluids under the influence of a gravitational field, viscosity, surface tension provided by a magnetic field and relative motion of the two fluids with respect to each other. We demonstrate that Kelvin-Helmholtz instabilities are always suppressed, if the fluids are viscous. They are also suppressed in the inviscid case for fluids of very different mass densities. We show that the effects of shear viscosity as well as a magnetic fields in the cluster gas can prevent the growth of Rayleigh-Taylor instabilities on relevant scale lengths. R-T instabilities on pc-scales are suppressed even if the kinematic viscosity of the cluster gas is reduced by two orders of magnitude compared to the value given by Spitzer for a fully ionised, unmagnetised gas. Similarly, magnetic fields exceeding a few $\mu$G result in an effective surface tension preventing the disruption of bubbles. For more massive clusters, instabilities on the bubble surface grow faster. This may explain the absence of thermal gas in the north-west bubble observed in the Perseus cluster compared to the apparently more disrupted bubbles in the Virgo cluster.
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\section*{1 INTRODUCTION}

Over the last few years numerous models have been proposed to explain the observed effects of non-gravitational heating of the gas in the centre of galaxy clusters. For a review of the observational evidence and the associated constraints on heating models see Böhringer \textit{et al.} (2002) and references therein. One of the most popular ideas involves the heating of the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating throughout the cluster gas by the outflows from AGN at the centres of clusters. The wide variety of outflows observed to originate in AGN has led to a number of suggestions for the detailed geometry of this model. These range from continuous, distributed heating through...
of the bubbles and mixing of the bubble material with the surrounding cluster gas, all energy stored in the bubbles can be dissipated. While this may be desirable from the point of view of efficiently heating the cluster gas, the apparently coherent bubble structures observed in clusters argue against complete mixing. Of course, it would be difficult in practice to find observational evidence in the cluster gas for bubbles after their disruption. We can therefore not rule out the possibility that clusters without observational signature of buoyant bubbles are still heated by this mechanism. For example, the large-scale radio structure of M87 in the Virgo cluster (Owen et al., 2000) suggests the presence of buoyant bubbles (Churazov et al., 2001; Kaiser, 2003), but there appears to be no corresponding depression in the X-ray surface brightness profile of the cluster (Young et al., 2002).

In this paper we investigate with an analytical approximation the stability of the surface of buoyant bubbles rising in cluster atmospheres against disruption by fluid instabilities. We take into account the effects of shear viscosity of the cluster gas, which was recently suggested as a way to stabilise the bubbles surface (Reynolds et al., 2004). We also study the role of the cluster magnetic field by complementing and extending the analysis of De Young (2003). For simplicity in this analytical model, we assume a static cluster atmosphere in hydrostatic equilibrium in its gravitational potential well. There are no large-scale flows or turbulent motions present in the cluster gas. Such fluid flows may be caused by the continuing infall of gas, if the cluster is still in the process of forming, or by earlier outflows driven by the AGN. They may lead to a faster disruption of the buoyant bubbles, but their treatment is beyond the scope of analytical models.

In Section 2 we discuss the relevant fluid instabilities. Section 3 contains a brief discussion of the relevant transport coefficients in ionised gases. We apply our estimates to the Virgo cluster in Section 4 and compare our findings with the situation in the Perseus cluster in Section 5. We summarise our conclusions in Section 6. The appendix contains a detailed derivation of the growth rates of fluid instabilities in the linear regime taking into account the effects of a gravitational field, surface tension, viscosity and relative motion between two fluids.

2 INSTABILITIES ON THE BUBBLE SURFACE

Formally the surface of a buoyant bubble in the atmosphere of a cluster of galaxies represents a boundary between two fluids. In the presence of a gravitational field, this boundary will be subject to Rayleigh-Taylor (R-T) instabilities. Since the bubble is moving through the cluster atmosphere, Kelvin-Helmholtz (K-H) instabilities may also develop. Further complications arise from the possible presence of a magnetic field in the cluster gas and from the potentially relativistic equation of state of the material inside the bubbles.

In the appendix we derive a general expression for the rate of growth, $n$, for instabilities of the boundary between two fluids as a function of the wavenumber of the instabilities, $k$, taking into account a gravitational field, viscosity, surface tension and motion of the two fluids relative to each other. Here we are mainly interested in the situation where the heavier fluid, i.e. the cluster gas, has a significantly higher mass density than the other fluid, i.e. the gas inside the bubbles. For this case we find in the appendix that the properties of the bubble material are unimportant in determining the growth rate of instabilities. Therefore all fluid quantities discussed in the following always refer to the heavy fluid, i.e. the cluster gas, unless stated otherwise.

The results in the appendix only apply to the non-relativistic case. However, in the simplest case where there is no surface tension, no viscosity and no motion of the two fluids relative to each other, the growth rate is given by the familiar form $n = \sqrt{\pi e}$, where $e$ is the gravitational acceleration at the fluid boundary. In the relativistic case this expression is modified to (Allen & Hughes, 1984)

$$n = \sqrt{\frac{g\rho}{8p/c^2 + p}},$$

(1)

where $\rho$ and $p$ are the rest mass density and the pressure of the cluster gas, respectively. For typical values of the particle number densities of $10^{-2}$ cm$^{-3}$ and pressures of $10^{-11}$ ergs cm$^{-3}$ in the cluster gas, the relativistic correction term $8p/c^2$, equivalent to the relativistic inertia of pressure, is at least five orders of magnitude smaller than $\rho$. In our regime we can thus safely neglect any corrections arising from a relativistic treatment of the gas in the bubbles.

In the appendix we also show that for fluids of very different mass densities K-H instabilities are suppressed completely on the boundary between the fluids. This result also holds for inviscid fluids. Therefore we will neglect K-H instabilities in the analysis below.

For practical purposes the wavenumber, $k$, can be transformed into the corresponding length scale of the perturbation, $l = 2\pi/k$. The growth rate $n$ gives the growth time $t_{\text{grow}} = 1/n$ which measures the time it takes the amplitude of a given perturbation to grow by a factor $e$. To first approximation the perturbation changes to the non-linear regime at this point and grows much faster afterwards. However, the instability takes a few $e$-folding times to fully develop (De Young, 2003).

3 TRANSPORT COEFFICIENTS IN THE CLUSTER ATMOSPHERE

The temperature in clusters is a few to several keV, implying fully ionised gas. The viscosity of ionised, unmagnetised hydrogen is given by (Spitzer, 1962)

$$\nu = 0.406 \frac{\sqrt{m_p(k_BT)^{5/2}}}{e^3 \ln \Lambda} \frac{\eta}{\text{cm}}$$

(2)

where $m_p$ is the proton mass, $k_B$ is the Boltzmann constant, $T$ is the temperature of the gas and $e$ is the elementary charge. For our case of a pure hydrogen gas the Coulomb logarithm is

$$\Lambda = 24\pi n_e \left( \frac{8\pi^2 n_e}{k_BT} \right)^{-3/2},$$

(3)

where $n_e$ is the electron number density of the gas. The kinematic viscosity appearing in the equations of the appendix is then $\nu = \mu/\rho$.

The importance of viscous processes in the transport of momentum in a fluid compared to inertial effects on typical length scales $L$ is given by the dimensionless Reynolds number, $Re = ul/\nu$, where $u$ is the typical velocity of the fluid on scales comparable to $L$. For cluster gas of a temperature $k_BT \sim 3$ keV and an electron density $n_e \sim 0.1$ cm$^{-3}$, we find $Re \sim 100$ for transonic velocities on scales of roughly 1 kpc. Obviously, $Re$ will be even smaller for subsonic motion. We therefore conclude that viscosity can play an important role in the fluid dynamics of the cluster gas (Fabian et al., 2003; Ruszkowski et al., 2004), if the kinematic viscosity is close...
to the value derived by Spitzer, i.e. if the cluster gas is fully ionised, but does not contain a magnetic field.

Thermal conduction is not directly relevant for the stability or otherwise of the surface of buoyant bubbles in clusters discussed in this paper. Nevertheless, it is interesting to note here that the transport of heat by conduction in the cluster gas is intimately linked with viscosity as both depend essentially on the same microscopic processes between gas particles. In the case of an unmagnetised plasma as described by Spitzer [1962], the thermal conductivity of the plasma is given by

$$\kappa = 4.5 \left( \frac{2}{\pi} \right) \frac{3/2}{\sqrt{\text{mc}^2 \ln \Lambda}} \frac{k_B}{\text{ergs}} \text{scmK},$$

where $\text{mc}$ is the mass of an electron. The thermal diffusivity of the plasma is $\chi = \kappa / (\epsilon_p \rho)$, with

$$\epsilon_p = \frac{5k_B}{2m_m m_p},$$

the specific heat at constant pressure. $m_m$ is the mean mass of a gas particle in units of $m_p$ and for pure ionised hydrogen $m_m \sim 0.6$. To compare the relative importance of viscosity and thermal conduction for the transport of energy in the gas we can form the dimensionless Prandtl number $Pr = \chi / \epsilon_p$. Using equations (4) and (5) we find

$$Pr \sim 0.4 \sqrt{\frac{mc}{m_p}} \sim 0.01.$$

To first approximation Pr does not depend on the exact hydrodynamical conditions within the plasma, at least if the plasma is unmagnetised. This result means that if viscous effects are important in the cluster gas, then thermal conduction of heat will also play a significant role in the energy budget of the cluster gas. The latter effect has been invoked by a number of authors [Voigt et al. 2002; Fabian et al. 2002; Zakamska & Narayan 2002; Brüggen 2003; Voigt & Fabian 2004] to explain the observed lack of cold gas in the centres of cooling flow clusters. If, for example, the viscous dissipation of the energy stored in sound waves excited by the outflows from AGN contributes to the heating of cluster gas [Fabian et al. 2002; Ruszkowski et al. 2004], then thermal conduction should be important too. However, because Pr is small, this line of reasoning cannot be reversed. The gas in cluster atmospheres, in which thermal conduction is important, is not necessarily viscous.

In the case of a magnetic field in the plasma, the thermal conduction of heat and therefore also the viscous transport of momentum is suppressed perpendicular to the fieldlines. In a magnetic field tangled on scales much smaller than the typical size of the plasma the centres of cooling flow clusters. If, for example, the viscous dissipation of the energy stored in sound waves excited by the outflows from AGN contributes to the heating of cluster gas [Fabian et al. 2002; Ruszkowski et al. 2004], then thermal conduction should be important too. However, because Pr is small, this line of reasoning cannot be reversed. The gas in cluster atmospheres, in which thermal conduction is important, is not necessarily viscous.

4 APPLICATION TO THE VIRGO CLUSTER

We now proceed to apply the results of the appendix and Section 3 to the hydrodynamical conditions derived from X-ray observations in galaxy clusters. In most clusters the buoyant bubbles are observed as depressions in the X-ray surface brightness of the cluster gas and are located close to the centres, ~ 20 kpc, of the respective clusters [Birzan et al. 2004]. Therefore we need reliable estimates of the gas density and temperature in the cluster atmosphere down to very small radii. This requirement is aggravated by the need to determine the gravitational acceleration of the cluster gas from the spatial derivatives of these properties.

4.1 Observational constraints

The high-resolution X-ray maps of the nearby Virgo cluster produced by CHANDRA and XMM-NEWTON allow the determination of the gas properties down to a few kpc from the cluster centre [Matsushita et al. 2002; Young et al. 2002; Ghizzardi et al. 2004, hereafter G04]. G04 obtain a good fit to the electron density distribution using the fitting function

$$n_e = \frac{n_1}{1 + (r/r_1)^{\alpha_1}} + \frac{n_2}{1 + (r/r_2)^{\alpha_2}},$$

with $n_1 = 0.089 \text{ cm}^{-3}$, $n_2 = 0.019 \text{ cm}^{-3}$, $r_1 = 4.5 \text{ kpc}$, $r_2 = 21 \text{ kpc}$, $\alpha_1 = 1.5$ and $\alpha_2 = 0.7$. For the temperature distribution they use

$$T = T_0 - T_1 \exp \left(-\frac{r^2}{2\delta^2}\right),$$

with $k_B T_0 = 2.4 \text{ keV}$ and $k_B T_1 = 0.78 \text{ keV}$.

Assuming hydrostatic equilibrium for the gas in the gravitational potential well defined by the dark matter halo of the Virgo cluster, it is also possible to determine the mass distribution (G04) and therefore the gravitational acceleration $g$ within this cluster. The result from this analysis agrees very well in the region of overlap with the mass estimates derived from the dynamics of the globular clusters and the stars of M87 [Romanowsky & Kochanek, 2001]. The well known properties of the Virgo cluster make it an ideal example for the analysis of the stability of a buoyant bubble.

The torus-shaped radio structure [Owen et al. 2000] associated with the central galaxy M87 on scales of approximately 15 kpc to the east of the cluster centre has been interpreted as a buoyant bubble caused by the AGN at its centre [Churazov et al. 2001; Kaiser, 2003]. The situation is less clear to the west of M87, but a similar, more disrupted buoyant structure may be present there. However, no corresponding depressions of the X-ray surface brightness have been observed [Young et al. 2002]. The eastern radio structure resembles a torus, inclined towards our line of sight. This is fully consistent with the structure expected for a buoyant bubble deformed, but not yet fully disrupted, by fluid instabilities on scales comparable to the bubble size of ~ 10 kpc [Zhidov et al. 1997; Churazov et al. 2001]. On smaller scales, below the resolution limit of current observations, fluid instabilities may already be fully developed and may have mixed the bubble material with the cluster gas. The relativistic, magnetised plasma initially injected into the bubbles gives rise to the synchrotron emission while the mixed-in thermal cluster gas is responsible for the X-ray emission observed in the same region. The elongated radio emission region connecting the buoyant bubbles with the centre of M87 may be caused by small pockets of relativistic plasma created and detached from the main bubbles by fluid instabilities operating on
small scales. We would not expect to observe these features ‘trailing’ behind the main bubbles if the bubbles were still fully intact. Thus the buoyant bubbles in Virgo represent a good test case for our study as they suggest that fluid instabilities on the surface of the currently rising buoyant bubbles have fully developed on pc-scales, but are only starting to disrupt the bubbles on kpc-scales.

The disruption and mixing of the buoyant bubbles with the cluster gas may influence the observed radio emission. The bubbles were originally inflated by the central AGN with a magnetised relativistic plasma similar to that of the currently ‘active’ lobes on scales of ≈3 kpc surrounding the observed jet and postulated counterjet. We would expect the currently observed synchrotron radio emission to originate from the initial bubble material and not from any mixed-in thermal cluster gas. If the mixed-in cluster gas was also strongly magnetised, then internal depolarisation should lead to very low levels of polarisation of the radio emission from the buoyant bubbles (Burn, 1966). The fact that the synchrotron radio emission from the radio structures interpreted here as buoyant bubbles is highly polarised at high frequency (10.55 GHz, Rottmann et al., 1996), seems to argue against the bubbles being well mixed in with the cluster gas. However, the interpretation of synchrotron radio polarisation data strongly depends on the exact assumed geometry of the emitting region (Laing, 1984). Furthermore, if the mixed-in cluster gas is not or only weakly magnetised, then it will not have a significant effect on the polarisation of the synchrotron emission from the bubble material. We will see below that our findings from the stability analysis of the bubble surface argue for at best a weak magnetic field in the cluster gas surrounding the bubbles.

4.2 The effects of viscosity and a magnetic field

The solutions of equation (A32) clearly depend on the location within the cluster under consideration as all relevant cluster properties change as a function of distance $r$ from the cluster centre. This implies that instabilities on the bubble surface of different wavenumber $k$, or, equivalently, different length scale $l = 2\pi/k$, will be able to grow at different $r$. The buoyant bubbles are rising in the cluster atmosphere and so instabilities may start growing when a given bubble is close to the cluster centre, but may be ‘frozen’ again as the bubble travels further out. Alternatively, instabilities of a certain scale length may be suppressed in the cluster centre, but start growing once the bubble rises to larger $r$.

In the following we use the analytical fits to the electron density and gas temperature in the Virgo cluster presented by G04, equations (7) and (8). Figure 1 shows the resulting gravitational acceleration and the kinematic viscosity for an unmagnetised hydrogen plasma, equation (2). The disruption and mixing of the buoyant bubbles with the cluster gas may influence the observed radio emission. The bubbles were originally inflated by the central AGN with a magnetised relativistic plasma similar to that of the currently ‘active’ lobes on scales of ≈3 kpc surrounding the observed jet and postulated counterjet. We would expect the currently observed synchrotron radio emission to originate from the initial bubble material and not from any mixed-in thermal cluster gas. If the mixed-in cluster gas was also strongly magnetised, then internal depolarisation should lead to very low levels of polarisation of the radio emission from the buoyant bubbles (Burn, 1966). The fact that the synchrotron radio emission from the radio structures interpreted here as buoyant bubbles is highly polarised at high frequency (10.55 GHz, Rottmann et al., 1996), seems to argue against the bubbles being well mixed in with the cluster gas. However, the interpretation of synchrotron radio polarisation data strongly depends on the exact assumed geometry of the emitting region (Laing, 1984). Furthermore, if the mixed-in cluster gas is not or only weakly magnetised, then it will not have a significant effect on the polarisation of the synchrotron emission from the bubble material. We will see below that our findings from the stability analysis of the bubble surface argue for at best a weak magnetic field in the cluster gas surrounding the bubbles.

In the absence of viscosity and surface tension from a magnetic field, instabilities grow on all size scales with the familiar proportionality of $t_{\text{grow}} \propto \sqrt{l}$. Viscosity and magnetic fields only affect the growth of instabilities on small scales. The introduction of a magnetic field in the cluster gas results in a sharp cut-off at small sizes (see also C61 and De Young, 2003). For illustration we used a magnetic field of 1 $\mu$G in Figure 2. Here and in the following we assume that the magnetic field is parallel to the bubble surface. This assumption is justified as any field components normal to the bubble surface will not influence the growth of instabilities in the linear regime (C61). Note that even such a weak magnetic field has a profound effect on the growth of the instabilities. Our assumption that the density of the cluster gas strongly exceeds that of the gas in the bubble leads to the disappearance of all quantities associated with the bubble material from the relevant expressions (see the appendix). The same holds for the magnetic field. Thus the magnetic field discussed here is the field in the cluster gas, not the field inside the bubble. The latter may be far stronger than the two, but, in
our approximation, does not influence the growth of instabilities on the bubble surface.

The cut-off due to the magnetic surface tension below which instabilities cannot grow is given by setting $t_{\text{grow}} \to \infty$ or, equivalently, $n = 0$ in equation (A35). Thus

$$l_{\text{min}} = \frac{B^2}{2\rho g},$$

and we would not expect a given bubble to disintegrate into units smaller than typically $l_{\text{min}}$ (see also De Young, 2003). The break up of the bubble into smaller bubbles of sizes only slightly larger than $l_{\text{min}}$ happens rapidly. In fact, the minimum growth time is reached for an $l$ only slightly larger than $l_{\text{min}}$. The structure of the bubble on large scales remains coherent for longer. If the bubble were observed from a distance with limited resolution, it would give the impression of being intact, while on small scales the observed large-scale structure is made up of many smaller units with a matrix of intermixed cluster gas in between them. Similar structures result when a coherent bubble of air is suddenly released under water (Zhidov et al., 1977).

In the case of a viscous gas without a magnetic field, the growth of instabilities on the bubble surface is significantly delayed on small scales. There is no cut-off as in the case of a magnetic field, but again the growth time reaches a minimum and no instabilities on any size scale can grow faster than this minimum time. Finally, in the case of a viscous gas containing a magnetic field, the sharp cut-off introduced by the surface tension provided by the magnetic field is smoothed out somewhat by the effects of viscosity.

### 4.3 Stability of buoyant bubbles

Figure 2 compares the effects of viscosity and the magnetic field in the cluster gas on the stability of the surface of a buoyant bubble. However, it only provides us with a snapshot at a single time during the rise of the bubble. As the bubble rises, the conditions for the growth of instabilities change and so we cannot use Figure 2 to estimate the degree of disruption of the bubble at a given time.

In the following we make the simplifying assumption that the buoyant bubbles in the Virgo cluster rise at a constant velocity of 400 km s$^{-1}$ (Churazov et al., 2001) showed that their numerical simulations of the bubbles in the Virgo cluster are consistent with a rise velocity of order the Keplerian velocity, $v_K = \sqrt{G\mu \rho(r)}$, where $r$ is the distance from the cluster centre. For the inner 20 kpc of the Virgo cluster, $v_K$ is almost constant at 400 km s$^{-1}$. The position of a buoyant bubble starting its rise at $t = 0$ and $r = r_i = 1$ kpc is simply given by $r = v_K t + r_i$. We obtain a rough estimate for the wavenumbers of instabilities that are able to grow on the bubble surface by setting $t_{\text{grow}} = t$ and solving equations (A32), (A35) and (A36) for $k$. We then convert the wavenumber to the relevant size scale, $l$, of the instabilities. We will assume for simplicity that the strength of the magnetic field in the cluster gas does not change as a function of distance from the cluster centre (but see Mur gia et al., 2004).

In the case of an inviscid cluster gas without a magnetic field, equation (A35), this prescription results in an upper limit, $l_{\text{up}}$, for the size of instabilities that are able to develop. Instabilities with $l \leq l_{\text{up}}$ should be well developed in this case. Taking into account viscosity or a magnetic field in the cluster gas results in a minimum for the growth time as a function of wavenumber or instability scale size (see Figure 2). Depending on the rise time of the bubble, instabilities between a lower limit $l_{\text{low}}$ and an upper limit $l_{\text{up}}$ can develop or the bubble is stable on all scales. Unless the rise time of the bubble is close to the minimum growth time, $l_{\text{up}}$ is almost identical for all cases.

Figure 3 shows the results for this rough estimate. In all cases the upper limit $l_{\text{up}}$ starts to exceed the observed bubble scale of about 10 kpc soon after the bubble starts rising. We therefore expect that the bubble should be deformed on scales comparable to its overall size. The observed, well-developed torus shape of the eastern bubble and the apparently more advanced disruption on large scales of the western bubble are consistent with this prediction. For small instabilities the situation is more complicated. We pointed out in Section 4.1 that the absence of X-ray depressions in the region of the radio structures suggests the buoyant bubbles to be well mixed with the thermal cluster gas on pc-scales. If the cluster gas has a viscosity as high as the value given by Spitzer’s treatment, then no instabilities smaller than about 100 pc can develop on the bubble surface at any stage during the rise of the bubble. Further out in the cluster atmosphere, viscous effects will suppress instabilities even up to 1 kpc. For instabilities to be able to grow on pc-scales the kinematic viscosity has to be reduced by about two orders of magnitude. While such a significant suppression can be expected in the case of the related process of thermal conductivity due to the presence of magnetic fields in the cluster gas (Chandran & Cowley, 1998), it is currently not clear whether viscous effects are similarly reduced.

Turning to the effects of the magnetic surface tension, we find that even weak magnetic fields of $1 \mu G$ already stabilise the bubble surface on scales down to about 10 pc against R-T instabilities. The strength of the magnetic field in the cluster gas must be as low as about $0.1 \mu G$ for instabilities on sub-pc scales to grow. Only for such low field strengths can we expect significant mixing of the bubble
material with the thermal cluster gas. We will discuss our findings on viscosity and magnetic fields in more detail in Section 6.

5 COMPARISON WITH THE PERSEUS CLUSTER

5.1 Observational constraints

The Perseus cluster is significantly further away from us than the Virgo cluster. Thus it is impossible to achieve the same accuracy in determining the gas properties and gravitational acceleration for the cluster regions inside 20 kpc. However, we are mainly interested in studying the changes to the stability analysis for buoyant bubbles caused by a shallower gravitational potential. Furthermore, while we argued that the buoyant bubbles in the Virgo cluster are well mixed with the thermal cluster gas, the situation is quite different in the Perseus cluster.

Two bubbles associated with the currently active AGN in the central galaxy NGC 1275 are detected both as depressions in the X-ray surface brightness and in synchrotron radio emission (e.g. Fabian et al. 2002). There is at least one other depression in the X-ray surface brightness about 15 kpc to the north-west of the cluster centre connected by a spur of low-frequency radio emission with the central radio source (Fabian et al. 2002). In the following we concentrate on this outer bubble, since it is located at a similar distance from the cluster centre as the buoyant bubbles in the Virgo cluster. The ‘hole’ apparent in the X-ray maps is consistent with the responsible buoyant bubble being devoid of any thermal gas (Schmidt et al. 2003, Sanders et al. 2004). It is therefore unlikely that small, pc-scale instabilities have mixed the bubble material with the cluster gas like for the bubbles in the Virgo cluster. On larger scales the bubble appears flattened in the rise direction and may also have been disturbed into a torus shape similar to the eastern bubble in the Virgo cluster. This morphology indicates that the north-western bubble in the Perseus cluster may be in the process of deforming on scales similar to those in the Virgo cluster.

In order to derive the properties of the cluster gas and the gravitational acceleration of the Perseus cluster we use the mean deprojected electron density and temperature profiles presented in Fig. 21 of Sanders et al. (2004). We fit the data points with the same expressions for the electron density and temperature we used for the Virgo cluster, equations (7) and (8). However, there are only 3 data points inside a radius of 20 kpc and so we simplify the density profile by setting \( n_2 = 0 \). We find a good fit for \( n_1 = 0.07 \text{ cm}^{-3} \), \( r_1 = 30 \text{ kpc} \) and \( \alpha_1 = 0.85 \). The corresponding fit for the temperature profile is \( k_B T_0 = 14.7 \text{ keV} \), \( k_B T_1 = 11.6 \text{ keV} \) and \( r_2 = 114 \text{ kpc} \) Note that the temperature of the gas in the Perseus cluster is still rising outwards at distances beyond 120 kpc indicating a shallower gravitational potential than that of the Virgo cluster. The fits are based on only three data points inside the position of the buoyant bubble at about 20 kpc from the centre. Clearly this rules out any attempt to derive results as accurate as for the Virgo cluster. However, we can still use these fits to illustrate systematic changes of our analysis for the given different properties of the two clusters.

From the density and temperature distributions in the Perseus cluster we derive the kinematic viscosity and gravitational acceleration, see Figure 4. The values for both quantities can be compared with their values for the Virgo cluster, Figure 5. The kinematic viscosity is comparable in both clusters, but the gravitational acceleration is much lower at a given radius in the Perseus cluster.

---

![Figure 4](image-url)  
Gravitational acceleration (solid line) and kinematic viscosity (dashed line) of the gas in the Perseus cluster analogous to Figure 4 for the Virgo cluster. The vertical dotted lines show the position of the data points inside 20 kpc presented by Sanders et al. (2004).

![Figure 5](image-url)  
Figure 5. Limits for the scale size, \( l \), of instabilities able to develop on the surface of a buoyant bubble in the Perseus cluster as a function of radius within the cluster atmosphere. Lines are as in Figure 4 but calculated for the conditions in the Perseus cluster.

5.2 Stability of buoyant bubbles

Due to the monotonic behaviour of the gravitational potential inside 20 kpc, the Keplerian velocity is monotonically rising. However, given the uncertainty for the value of the gravitational acceleration and for simplicity we make the same assumption as for the Virgo cluster that the rise velocity of any buoyant bubble is constant. We set it to 300 km s\(^{-1}\).

Figure 5 shows the limits on the sizes of fluid instabilities that can grow on the surface of a buoyant bubble in the Perseus cluster. This is directly comparable to the situation in the Virgo cluster presented in Figure 4. The upper size limit for the instabilities able to grow is lower in the Perseus cluster compared to the Virgo cluster. However, we would still expect well-developed instabilities on scales of several kpc at radii \( \sim 20 \text{ kpc} \), consistent with the observations of the north-western bubble in the Perseus cluster. Viscous effects prevent the growth of instabilities below a size of about 1 kpc if the kinematic viscosity is equal to that of an unmagnetised plasma. Even for a viscosity reduced by two orders of magnitude the bubble surface is stable down to several 10s of pc. The apparent
absence of thermal material from the bubble on small spatial scales could therefore be explained by viscous effects. However, the surface tension provided by the cluster magnetic field would have the same effect for field strengths as low as a few tenths of $\mu G$. Mixing of the bubble material with the cluster gas on sub-pc scales is therefore unlikely within the Perseus cluster. This result contrasts with the situation in the Virgo cluster and is mainly caused by the smaller gravitational acceleration in Perseus.

6 DISCUSSION AND CONCLUSIONS

We used the formalism of C61 to derive the linear growth rates of R-T and K-H instabilities on the boundary between two fluids. We demonstrated that the K-H instability is always suppressed if the fluids are viscous. Furthermore, the K-H instability is also negligible on all length scales for inviscid fluids, if the heavier fluid has a significantly larger mass density than the light fluid. We use our linear analysis to construct a simple prescription for the growth of fluid instabilities on the surface of light bubbles buoyantly rising in galaxy cluster atmospheres. Application of our prescription to the conditions derived from X-ray observations in the Virgo and Perseus clusters leads us to the following main conclusions.

In the absence of magnetic fields and highly suppressed shear viscosity the surface of buoyant bubbles is highly susceptible to disruption by the R-T instability on all size scales up to the size of the bubbles. The complete mixing of bubbles with the thermal cluster gas will occur before the bubbles can rise beyond the innermost regions of the cluster. This behaviour is confirmed by numerical simulations down to the numerical resolution (e.g. Brüggen & Kaiser 2003). The mixing is complete on all length scales such that no trace of the initial geometry of the bubble remains.

Both shear viscosity and the presence of a magnetic field in the cluster gas can prevent the disruption of the bubbles on small scales. Viscous effects delay the growth of the instabilities while the magnetic field provides an effective surface tension. Mixing is prevented even if the kinematic viscosity is significantly suppressed by two orders of magnitude compared to the value given by Spitzer for a fully ionised gas. In the case of a magnetised cluster gas, a field strength of a few $\mu G$ is sufficient to stabilise the bubble surface.

An important factor in determining whether buoyant bubbles are disrupted in a given cluster atmosphere is the strength of the gravitational field. The gravitational acceleration sets the lower limit for fluid instabilities which are able to grow in the presence of a magnetic field via equation $\mu_G$. The effect of shear viscosity also depends on the gravitational acceleration. In general smaller instabilities can grow faster for larger gravitational acceleration. Thus the complete mixing of buoyant bubbles with the cluster gas should occur preferentially in cluster with a deeper gravitational potential well.

In the case of the buoyant bubble observed in the Perseus cluster to the north-west of the cluster centre, the above considerations explain the coherent appearance of and the apparent absence of any thermal gas inside the bubble ( Schmidt et al 2002, Sanders et al 2004). The buoyant structures in the Virgo cluster observed in the radio, however, are not associated with depressions in the X-ray surface brightness and may therefore contain substantial amounts of thermal cluster gas. This observation suggests that the shear viscosity in the Virgo cluster must be highly suppressed to at least 1% of the Spitzer value. Furthermore, the magnetic field strength in the cluster gas can be at most of order a few $0.1 \mu G$.

We cannot measure the kinematic viscosity of the cluster gas directly and theoretical efforts to calculate transport coefficients in ionised, magnetised gases have so far concentrated on thermal conductivity. It is thus hard to assess whether a suppression of the kinematic viscosity in the Virgo cluster by at least two orders of magnitude is realistic. Even in the case of thermal conductivity estimates for the suppression factor range from 0.001 (Chandran & Cowley 1998) to 0.4 (Narayan & Medvedev 2001). The recent numerical simulations by Reynolds et al (2004) suggest that shear viscosity in the cluster gas leads to bubble morphologies and flow patterns consistent with observations. However, more effort is needed in the theoretical treatment of shear viscosity in magnetised plasmas to decide its importance in the cluster gas.

We can estimate the strength of the magnetic field in the cluster from rotation measurements, RM, towards the central radio source in M87. Owen et al (1990) find an average RM of about 1000 rad m$^{-2}$ with peaks around 8000 rad m$^{-2}$. If the Faraday screen responsible is distributed throughout the cluster gas, the implied strength of the magnetic field is 40 $\mu G$. However, our line of sight to the inner radio lobes of M87 passes through the large-scale radio structure which will also act as a Faraday screen. It is possible that the entire observed RM originates in the outer radio emitting regions ( Churazov et al 2001). In this case, the magnetic field in the cluster gas itself is substantially lower. In general various methods employed in determining the strength of magnetic fields in clusters give different results ( Carilli & Taylor 2002) and they may vary within individual clusters ( Mursia et al 2004). However, it is unlikely that the strength of the magnetic field in the vicinity of the buoyant bubbles in the Virgo cluster is much less than 1 $\mu G$. This value may just be low enough to allow the mixing of the buoyant bubbles with the cluster gas on small length scales.

In summary we find that buoyant bubbles should in general remain intact in cluster atmospheres. Exceptions like the bubbles in the Virgo cluster require a suppression of the shear viscosity by more than two orders of magnitude compared to the value given by Spitzer. Furthermore, in such cases the strength of the cluster magnetic field must be below a few $\mu G$. It is therefore unlikely that we are failing to detect the remains of bubbles in many clusters of moderate mass because they have been disrupted and mixed in with the cluster gas. In the most massive systems with weak magnetic fields the disruption of bubbles may occur more easily. In these clusters the absence of depressions in their X-ray surface brightness profiles does not preclude the possibility that their atmospheres have been heated by buoyant bubbles in the past.

This possibility is significantly enhanced if large-scale gas flows or turbulent motions are present in the cluster atmosphere. Both types of flows may be set up by gas infall in the earlier stages of cluster formation as well as the passage of bubbles caused by earlier activity cycles of the AGN through the cluster gas. As analytical models are unable to account for these additional effects, future numerical simulations of buoyant bubbles in clusters must address these issues.
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APPENDIX A: INSTABILITIES AT FLUID BOUNDARIES

Here we present a combined analysis taking into account the R-T and K-H instabilities as well as the effects of viscosity and surface tension at the boundary between two fluids superposed in a gravitational field. We hereby extend the work of Chandrasekhar (1961, hereafter C61), who neglected viscosity in his treatment of the K-H instability. A similar extension also, including a possible rotation of the two fluids, was attempted previously by Bhatia & Sankhla (1984) and Mehta & Bhatia (1988). However, we show below that their treatment of the problem is flawed.

Consider a fluid of mass density \( \rho \) and pressure \( p \) in equilibrium in a gravitational field acting along the \( z \)-axis of the chosen coordinate system. The fluid has a coefficient of shear viscosity of \( \mu \). For simplicity we assume that \( \mu \) is a function of \( z \) only. We assume that the velocity field in the fluid remains divergence free at all times, \( \nabla \cdot \mathbf{v} = 0 \), which is equivalent to the fluid being incompressible. This condition is a good approximation as long as all motions remain subsonic (e.g., Shu, 1991). The fluid may stream uniformly in the direction of the \( x \)-axis at a velocity \( U \). To allow for a situation where two fluids are superposed in the gravitational field, all quantities describing the fluid may change discontinuously at some \( xy \)-plane with coordinate \( z_s \). On this surface a possible surface tension \( \sigma \) must be taken into account as well.

Now consider a small disturbance of the fluid such that its density in the perturbed state is given by \( \delta \rho = \rho + \delta \rho \). The associated pressure perturbation is given by \( \delta p \) and the perturbed velocities in the fluid are \( \delta \mathbf{v} = \mathbf{v} - \mathbf{U} \). By multiplying equation (A7) by \( \delta \rho \) and from equation (A10) for \( \delta \rho \) and from equation (A11) for \( \delta z_s \) yields

\[
\frac{d}{dz} \delta p = -n' \rho \frac{d}{dz} \delta p + \mu \left( \frac{d^2}{dz^2} - k^2 \right) \delta p + i k_s \delta z_s \delta (z - z_s)
\]

where \( k = \sqrt{k_x^2 + k_y^2} \). By multiplying equation (A7) by \(-ik_s \), equation (A8) by \(-ik_s \), summing and making use of equation (A12) we arrive at

\[
k^2 \delta p = -n' \rho \frac{d}{dz} \delta p + \mu \left( \frac{d^2}{dz^2} - k^2 \right) \delta p + i k_s \delta z_s \delta (z - z_s)
\]

Substituting this form for the perturbation into the above equations yields

\[ik_s \delta p = -n \rho \mu \left( \frac{d^2}{dz^2} - k^2 \right) u + \left( ik_s w + \frac{d}{dz} \delta \rho \right) \delta \rho + \rho \frac{dU}{dz}\]

\[ik_s \delta \rho = -n \rho \mu \left( \frac{d^2}{dz^2} - k^2 \right) \frac{d}{dz} \delta \rho + \left( ik_s w + \frac{d}{dz} \delta \rho \right) \frac{d}{dz} \delta \rho - \rho \frac{dU}{dz} \nu\]

\[\frac{d}{dz} \delta \rho = -n \rho \mu \left( \frac{d^2}{dz^2} - k^2 \right) w + \frac{d}{dz} \delta \rho + \rho \frac{dU}{dz} \frac{d}{dz} \delta \rho - k^2 T_s \delta z_s \delta (z - z_s)
\]

\[\frac{d}{dz} \delta \rho = -n' \rho \frac{d}{dz} \delta p + \mu \left( \frac{d^2}{dz^2} - k^2 \right) \frac{d}{dz} \delta p + i k_s \frac{d}{dz} \delta \rho \]

where \( k = \sqrt{k_x^2 + k_y^2} \). By multiplying equation (A7) by \(-ik_s \), equation (A8) by \(-ik_s \), summing and making use of equation (A12) we arrive at

\[k^2 \delta p = -n' \rho \frac{d}{dz} \delta p + \mu \left( \frac{d^2}{dz^2} - k^2 \right) \frac{d}{dz} \delta p + i k_s \frac{d}{dz} \delta \rho \]

Substituting into equation (A9) from equation (A10) for \( \delta \rho \) and from equation (A11) for \( \delta z_s \) yields

\[\frac{d}{dz} \delta p = -n' \rho \frac{d}{dz} \delta p + \mu \left( \frac{d^2}{dz^2} - k^2 \right) \frac{d}{dz} \delta p + i k_s \frac{d}{dz} \delta \rho \]

where \( n' = n + ik_s U \).
We can now eliminate \( \delta p \) between equations (A14) and (A13) to give

\[
\frac{d}{dz} \left\{ \left[ n' \rho - \mu \left( \frac{d^2}{dz^2} - k^2 \right) \right] \frac{dw}{dz} - \frac{d}{dz} \left( \frac{d^2}{dz^2} + k^2 \right) w - ik \omega w \frac{dU}{dz} \right\} = 
\]

\[
k^2 \left\{ \left[ -\frac{g}{n'} \frac{dp}{dz} + \frac{k^2}{n'} T \delta (z - z_0) \right] w_s + \left[ \rho n' - \mu \left( \frac{d^2}{dz^2} + k^2 \right) \right] w - 2 \frac{d}{dz} \frac{dU}{dz} \right\}. 
\]

Equation (A15) is a differential equation describing the possible solutions for the velocity of the perturbation in the \( z \)-direction, \( w \). We are not interested in the exact form of \( w \), but the solutions to equation (A15) combined with its boundary conditions allow us to find expressions for \( n \).

Here we are interested in cases where within a gravitational field a heavy fluid with mass density \( \rho_2 \) and viscosity \( \mu_2 \) is placed on top of a lighter fluid with mass density \( \rho_1 \) and \( \mu_1 \). This situation can give rise to the R-T instability. We choose the location of the boundary between the two fluids such that \( z_0 = 0 \), so that the heavy fluid is located at \( z > 0 \) and the light fluid at \( z < 0 \). For simplicity we assume that all fluid properties are uniform within the domain of each fluid and only change discontinuously at the boundary. This assumption also implies that both fluids move along the boundary at velocities \( U_1 \) and \( U_2 \), respectively. Since in general \( U_1 \neq U_2 \), the resulting shear at the boundary may cause K-H instabilities to grow. Note here that \( n' \) also changes its value at the boundary. With these assumptions equation (A15) reduces to

\[
\frac{d}{dz} \left\{ \rho - \frac{\mu}{n'} \left( \frac{d^2}{dz^2} - k^2 \right) \right\} \frac{dw}{dz} = k^2 \left[ \rho - \frac{\mu}{n'} \left( \frac{d^2}{dz^2} + k^2 \right) \right] w 
\]

inside the fluids, away from the boundary. By setting

\[
q^2 = k^2 + n' \frac{\rho}{\nu}, 
\]

where \( \nu = \mu/\rho \) is the kinematic viscosity, the differential equation is simplified to

\[
\left( \frac{d^2}{dz^2} - k^2 \right) \left( \frac{d^2}{dz^2} - q^2 \right) w = 0. 
\]

The solutions to this equation are given by linear combinations of the terms \( \exp(\pm k z) \) and \( \exp(\pm q z) \). To avoid unphysical solutions of the form \( w \rightarrow \infty \) for \( z \rightarrow \pm \infty \), the solutions must have the form

\[
w_1 = n'_1 A_1 e^{kz} + B_1 e^{qz}, \quad \text{for } z < 0, 
\]

\[
w_2 = n'_2 A_2 e^{-kz} + B_2 e^{-qz}, \quad \text{for } z > 0. 
\]

Here and in the following subscripts denote quantities appropriate for the two individual fluids. The factors \( n'_1 \) and \( n'_2 \) are included in the solutions for convenience when applying the boundary conditions at the surface between the fluids further on.

C61 shows that four boundary conditions must hold at the surface between the two fluids. Equation (A11) implies that \( w/\nu' \) must be continuous at the boundary. Both Bhatia & Sankhla (1984) and Mehta & Bhatia (1988) apply an incorrect boundary condition \((w_1 = w_2)\) at this point. The same continuity at the boundary applies also to \( dw/dz \); because of equation (A12) combined with the continuity of \( u \) and \( \nu \). Note that if \( dw/dz \) is not continuous or ill-defined at the boundary, then the last term of equation (A13) implies that viscous stresses at this boundary grow without bounds until the continuity of \( u \), \( \nu \) and \( dw/dz \) is established. C61 shows that the continuity of viscous stresses tangential to the boundary also imply that \( \mu \left( \frac{d^2}{dz^2} + k^2 \right) w \) is continuous across the boundary. The final condition arises from integrating equation (A15) across the boundary, i.e. from \( 0 - \epsilon \) to \( 0 + \epsilon \). From this integration we obtain

\[
\left[ n'_2 \rho_2 - n'_1 \rho_1 \right] \left( \frac{d^2}{dz^2} - k^2 \right) \frac{dw_2}{dz} \bigg|_{z=-0} - \left[ n'_1 \rho_1 - n'_2 \rho_2 \right] \left( \frac{d^2}{dz^2} + k^2 \right) \frac{dw_1}{dz} \bigg|_{z=-0} = \n
\]

\[
k^2 \left\{ \left[ -g (\rho_2 - \rho_1) + k^2 T_0 \right] \left( \frac{w}{\nu} \right) \bigg|_{z=0} - 2 (\mu_2 - \mu_1) \frac{dw}{dz} \bigg|_{z=0} \right\}. 
\]

(A20)

Inserting the solutions given in equations (A19) in the boundary conditions results in four linear equations for \( A_1, B_1, A_2 \) and \( B_2 \).

\[
A_1 + B_1 = A_2 + B_2 
\]

\[
n'_1 (kA_1 + q_1 B_1) = -n'_2 (kA_2 + q_2 B_2) 
\]

\[
\mu_1 n'_1 \left[ 2k^2 A_1 + \left( k^2 + q_1^2 \right) B_1 \right] = \mu_2 n'_2 \left[ 2k^2 A_2 + \left( k^2 + q_2^2 \right) B_2 \right] 
\]

\[
-n'_2 \rho_2 (kA_2 + q_2 B_2) + n'_2 \rho_1 \left( q_1^2 - k^2 \right) B_2 - n'_2 \rho_1 (kA_1 + q_1 B_1) + \mu_1 n'_1 q_1 \left( q_1^2 - k^2 \right) B_1 = \n
\]

\[
\frac{k^2}{2} \left\{ \left[ -g (\rho_2 - \rho_1) + k^2 T_0 \right] (A_1 + B_1 + A_2 + B_2) - 2 (\mu_2 - \mu_1) \right\} 
\]

\[
-10 \left( \frac{w}{\nu} \right) \bigg|_{z=0} = \frac{1}{2} \left( \frac{w_1}{n'_1} + \frac{w_2}{n'_2} \right) \bigg|_{z=0} 
\]

(A25)
and
\[
\frac{dw}{dz} \bigg|_{z=0} = \frac{1}{2} \left( \frac{dw_1}{dz} + \frac{dw_2}{dz} \right) \bigg|_{z=0}.
\] (A26)

in order to preserve the symmetry inherent in the boundary conditions. The set of linear equations can be conveniently written in matrix form,
\[
\begin{pmatrix}
1 & 1 & -1 & -1 \\
n_1'k & n_1'q_1 & n_2'k & n_2'q_2 \\
2k^2\mu_1 n_1' & \mu_1 (q_1^2 + k^2) n_1' & -2k^2\mu_2 n_2' & -\mu_2 (q_2^2 + k^2) n_2' \\
-k\alpha_1 n_1'^2 + \frac{k}{R} - \kappa n_1' C & \frac{k}{R} - q_1 n_1'C & -k\alpha_2 n_2'^2 + \frac{k}{R} + \kappa n_2' C & \frac{k}{R} + q_2 n_2' C
\end{pmatrix}
\begin{pmatrix}
A_1 \\
B_1 \\
A_2 \\
B_2
\end{pmatrix} = 0.
\] (A27)

where we used the definitions of \(q_1\) and \(q_2\), divided all elements in the fourth row by \(\rho_1 + \rho_2\) and set
\[
\alpha_{1/2} = \frac{\rho_{1/2}}{\rho_1 + \rho_2} \quad \quad (A28)
\]
\[
C = k^2 (\alpha_1 v_1 - \alpha_2 v_2) \quad \quad (A29)
\]
\[
R = -k \left[ g(\alpha_1 - \alpha_2) + \frac{k^2 T_s}{\rho_1 + \rho_2} \right]. \quad \quad (A30)
\]

The determinant of the matrix must vanish and this condition is equivalent to the required equation for \(n\). We simplify the calculation of the determinant by dividing the elements of the first and second column by \(n_1'\) as well as the elements of the third and fourth column by \(n_2'\). We then subtract the first column off the second and the third column off the fourth. We then multiply the elements of the first column by \(n_1'/n_2'\) and add this column to the third column. Finally, we multiply the elements in the third column by \(n_2'\) and, after again using the definitions of \(q_1\) and \(q_2\), we obtain the reduced determinant
\[
\begin{vmatrix}
q_1 - k & k(n_1' + n_2') & q_2 - k \\
\alpha_1 n_1' & 2k^2 (\alpha_1 v_1 n_1' - \alpha_2 v_2 n_2') & -\alpha_2 n_2' \\
\alpha_1 n_1' + C \left(1 - \frac{q_1}{q_2}\right) & R + C (n_2' - n_1') - (\alpha_1 n_1'^2 + \alpha_2 n_2'^2) & \alpha_2 n_2' - C \left(1 - \frac{q_1}{q_2}\right)
\end{vmatrix} = 0.
\] (A31)

The equation resulting from expanding the above determinant is complicated. We do not reproduce it here, but note that it correctly reduces to equation (113) in chapter X of C61 for the case of \(U_1 = U_2 = 0\).

In this paper we are specifically interested in cases where the mass density of the heavy fluid is much greater than that of the light fluid, i.e. \(\rho_2 \gg \rho_1\). In this case, \(\alpha_1 \sim 0\) and \(\alpha_2 \sim 1\) and expanding the determinant in equation \(A31\) yields
\[
q_1^2 + 2k^2 q_2^2 - 4k^3 q_2 + k^4 - \frac{R}{v_2} = 0,
\] (A32)

where we substituted \(n_2' = (q_2^2 - k^2) \nu_2\). To arrive at equation \(A32\) we have already divided out the trivial solutions \(n_2' = 0\), \(q_1 - k = 0\) and \(k^2 - q_2^2 = 0\), all of which only describe oscillations of the boundary with constant amplitudes.

Several interesting conclusions can be drawn from our results. The properties of the light fluid are not important in determining the behaviour of instabilities at the boundary between the two fluids, since equation \(A32\) does not depend on any quantities with a subscript '1'. Also, the velocities \(U_1\) and \(U_2\) do not explicitly appear in equation \(A31\). Let \(N_1\) be an arbitrary solution of equation \(A31\) for \(n_1'\) and \(N_2\) the corresponding solution for \(n_2'\). Then
\[
\begin{align*}
n & = N_1 - ik U_1 \\
n & = N_2 - ik U_2
\end{align*}
\] (A33)

give possible growth rates for instabilities. Since \(N_1\) and \(N_2\) must be independent of \(U_1\) and \(U_2\), these two velocities can only give rise to oscillations of the boundary with fixed amplitudes. In other words, in the linear regime K-H instabilities cannot grow on the boundary between two viscous fluids. This result is due to the last term in equation \(A31\), which requires the continuity of \(dw/dz\) for non-zero viscosities \(\mu\). In the inviscid case K-H instabilities can grow, but only for wavenumbers exceeding (C61)
\[
k_{min} = \frac{g(\alpha_1 - \alpha_2)}{\alpha_1 \alpha_2 (U_1 - U_2)^2}.
\] (A34)

For our case of \(\rho_1 \ll \rho_2\) we have \(k_{min} \to \infty\) and so the K-H instabilities are suppressed on all length scales.

The 4\(th\)-order polynomial in \(q_2\) of equation \(A32\) has four analytical, in general complex, solutions. The expressions for these solutions are very complicated and, unfortunately, cannot be turned into simple prescriptions for the existence of solutions for \(n\) with positive real parts. However, in this paper we present plots of these solutions for the specific conditions investigated.

If both fluids are inviscid, we note that \(v_2 q_2 = 0\) and we recover the solution presented in C61, i.e.
\[
n = \sqrt{g k \left(1 - \frac{k^2 T_s}{g \rho_2}\right)}.
\] (A35)
In this form it is straightforward to see that surface tension leads to a maximum wavenumber $k_{\text{max}} = \sqrt{g \rho/\mathcal{T}_1}$, so that instabilities with $k > k_{\text{max}}$ cannot grow (C61). The same $k_{\text{max}}$ also applies in the viscous case.

Finally, in the case of inviscid fluids without surface tension at the boundary we recover the well-known result

$$n = \sqrt{g k}.$$  \hspace{1cm} (A36)