RENEWAL THEORY FOR EXTREMAL MARKOV SEQUENCES OF KENDALL TYPE
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ABSTRACT. The paper deals with renewal theory for a class of extremal Markov sequences connected with the Kendall convolution. We consider here some particular cases of the Wold processes associated with generalized convolutions. We prove an analogue of the Fredholm theorem for all regular generalized convolutions algebras. Using regularly varying functions we prove a Blackwell theorem for renewal processes defined by Kendall random walks.
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1. Introduction

In this paper we study renewal theory for Kendall random walks as defined in [13], [15]. These random walks form a class of extremal Markov sequences ([1]) with transition probabilities given by a generalized convolution, called the Kendall convolution. Their structure is similar to Pareto processes ([2], [11]), minification processes ([17], [18]), the max-autoregressive moving average processes MARMA ([11]) and extremal processes ([10]).

The origin of generalized convolutions comes from the paper of Kingman (see [16]) about spherically symmetric random walks. Instead of the classical convolution corresponding to a sum of independent random elements, we consider commutative and associative binary operations described by Urbanik in a series of papers ([25]) and further developed by Bingham ([5]-[6]) in the context of regularly varying functions. The result of the generalized convolution of two trivial probability measures can be a nondegenerate probability measure. In this paper we focus on the Kendall convolution case. In the Kendall convolution, the result of two probability measures concentrated at 1 is the Pareto distribution with density

\[ \pi_2(y) = \frac{2}{\alpha y^{2\alpha-1}} \chi_{[1,\infty)}(y) dy. \]

It is the main reason why it produces heavy tailed distributions. Theory of stochastic processes under generalized convolutions was introduced in [8] and following this paper we develop here renewal theory for a class of Markov chains generated by generalized convolutions. In many results we focus on the Kendall convolution case.

An ordinary renewal process deals with successive occurrences of events such as failures of machines, arrivals in a queue, lifetimes of systems and so on. We assume that successive waiting times are given by \( T_1, T_2, \ldots \) where the \( T_i \) are independent random variables with a common distribution function \( F \). The time of the \( n \)-th occurrence is given by the sum \( S_n = T_1 + T_2 + \ldots + T_n \) with the convention \( S_0 = 0 \). If \( F(0) = 0 \), the sequence \( (S_n) \) is called a renewal sequence. If the event \( \{S_n \leq t\} \) is called a "success", then the total number of successes in the sequence equals

\[ R(t) = \sum_{n=0}^{\infty} P(S_n \leq t) = \sum_{n=0}^{\infty} F^\ast n(t). \]

The function \( R(t) \) is called the renewal function and it is well-defined for all \( t \) with \( F(t) < 1 \).

The elementary renewal theorem states that

\[ \lim_{t \to \infty} \frac{R(t)}{t} = \mu^{-1}, \]

where \( \mu = ET_1 \leq \infty \).
When \( \mu < \infty \), Blackwell’s theorem provides conditions under which

\[
\lim_{t \to \infty} (R(t + h) - R(t)) = \frac{h}{\mu},
\]

for all \( h > 0 \). In the literature many papers are devoted to studying rates of convergence in (1), (2).

In our paper we propose a general renewal process constructed by counting the number of successes associated with the generalized random walk \( \{S_n: n \in \mathbb{N}_0\} \) with renewal function:

\[
R(t) = \sum_{n=0}^{\infty} P(S_n \leq t) = \sum_{n=0}^{\infty} F^{*n}(t).
\]

We show that analogue of the Fredholm theorem holds for the renewal measure function associated with \( \circ \) and with the underlying unit step distribution \( \nu \):

\[
m = \nu + \nu \circ m.
\]

We prove an elementary renewal theorem for Kendall random walks in the case where the unit step d.f. is regularly varying. In particular, if \( m(\alpha) = ET_1 < \infty \), then we arrive at

\[
\lim_{t \to \infty} \frac{R(t)}{t^\alpha} = \frac{2}{m(\alpha)}.
\]

We also prove a Blackwell theorem and a limit theorem for the renewal counting process in the Kendall random walk. For unit steps with finite \( \alpha \)-moment we have

\[
\lim_{t \to \infty} \left( \frac{R(t + h)}{(t + h)^{\alpha-1}} - \frac{R(t)}{t^{\alpha-1}} \right) = \frac{2h}{m(\alpha)}.
\]

All results on regularly varying cumulative distribution functions of unit steps are related to its Williamson transform and its asymptotic behavior.

Notation and organization of the paper is given as follows. In Section 2 we give definitions and properties of generalized convolutions. We recall the monotonicity property of generalized convolutions (for details see [13]) in the lack of memory property context. Next, we define renewal processes for generalized random walks. The principal result of Section 3 is Fredholms’ theorem for monotonic renewal processes. We focus our investigations on the Kendall convolution case. We present a comprehensive result on the Williamson transform, which is the main mathematical tool in the Kendall convolution algebra. This transform corresponds to the characteristic function for classical convolution and has similar properties. The great advantage of the transform is that it is easy to invert for continuous probability measures. We find that the distribution of the constructed renewal process and corresponding moments. Most results are given in terms of the Williamson transform of
the unit step and corresponding cumulative distribution function. Using regularly varying functions we prove Blackwell theorem and limit theorem for renewal process constructed by the Kendall random walks with unit steps having regularly varying densities.

Throughout this paper, the distribution of the random element $X$ is denoted by $\mathcal{L}(X)$. For a probability measure $\lambda$ and $a \in \mathbb{R}_+$ the rescaling operator is given by $T_a \lambda = \mathcal{L}(aX)$ if $\lambda = \mathcal{L}(X)$. For abbreviation the family of all probability measures on the Borel subsets of $\mathbb{R}_+$ is denoted by $\mathcal{P}_+$.

We consider the Kendall random walk $\{S_n : n \in \mathbb{N}_0\}$ defined in the following way:

**Definition 1.** The stochastic process $\{S_n : n \in \mathbb{N}_0\}$ is a discrete time Kendall random walk with parameter $\alpha > 0$ and unit step distribution $\nu \in \mathcal{P}_+$ if there exist

1. $(T_k)$ i.i.d. random variables with distribution $\nu$,
2. $(U_k)$ i.i.d. random variables with uniform distribution on $[0, 1]$,
3. $(\theta_k)$ i.i.d. random variables with the symmetric Pareto distribution with the density
   $$\pi_{2\alpha}(dy) = 2\alpha y^{-2\alpha-1}1_{[1,\infty)}(y) dy,$$
4. sequences $(T_k)$, $(U_k)$ and $(\theta_k)$ are independent,

such that

$$S_0 = 1, \quad S_1 = T_1, \quad S_{n+1} = M_{n+1}[I(U_n > \varrho_{n+1}) + \theta_{n+1}I(U_n < \varrho_{n+1})],$$

where $\theta_{n+1}$ and $M_{n+1}$ are independent and

$$M_{n+1} = \max\{S_n, T_{n+1}\}, \quad m_{n+1} = \min\{S_n, T_{n+1}\}, \quad \varrho_{n+1} = \frac{m_{n+1}}{M_{n+1}^\alpha}.$$

The process can be also defined as a random walk with respect to the Kendall generalized convolution as is done in the next section.

2. **Generalized convolutions and their properties**

2.1. **Generalized convolutions.** The following definition was introduced by Urbanik [25] influenced by the paper of Kingman [16]. This was the beginning of the theory of generalized convolutions.

**Definition 2.** A generalized convolution is a binary, symmetric, associative and commutative operation $\diamond$ on $\mathcal{P}_+$ with the following properties:

(i) $\lambda \diamond \delta_0 = \lambda$ for all $\lambda \in \mathcal{P}_+$;

(ii) $(p\lambda_1 + (1-p)\lambda_2) \diamond \lambda = p(\lambda_1 \diamond \lambda) + (1-p)(\lambda_2 \diamond \lambda)$ for each $p \in [0, 1]$ and $\lambda, \lambda_1, \lambda_2 \in \mathcal{P}_+$;

(iii) $T_a(\lambda_1 \diamond \lambda_2) = (T_a\lambda_1) \diamond (T_a\lambda_2)$ for all $a \geq 0$ and $\lambda_1, \lambda_2 \in \mathcal{P}_+$. 
(iv) if \( \lambda_n \rightarrow \lambda \) and \( \nu_n \rightarrow \nu \), then \( (\lambda_n \diamond \nu_n) \rightarrow (\lambda \diamond \nu) \), where \( \rightarrow \) denotes weak convergence;

(v) there exists a sequence of positive numbers \( (c_n) \) such that \( T_{c_n} \delta_1^n \) converges weakly to a measure \( \nu \neq \delta_0 \) (here \( \lambda^n = \lambda \diamond \lambda \diamond \cdots \diamond \lambda \) denotes the generalized convolution of \( n \) identical measures \( \lambda \)).

Remark 1. The pair \( (\mathcal{P}_+, \diamond) \) is called a generalized convolution algebra. A continuous mapping \( h: \mathcal{P}_+ \rightarrow \mathbb{R} \) is called a homomorphism of the algebra \( (\mathcal{P}_+, \diamond) \) if

(i) \( h(a\lambda_1 + (1-a)\lambda_2) = ah(\lambda_1) + (1-a)h(\lambda_2) \) for every \( a \in [0,1] \) and \( \lambda_1, \lambda_2 \in \mathcal{P}_+ \);

(ii) \( h(\lambda_1 \diamond \lambda_2) = h(\lambda_1)h(\lambda_2) \) for every \( \lambda_1, \lambda_2 \in \mathcal{P}_+ \).

Obviously, \( h(\cdot) \equiv 0 \) and \( h(\cdot) \equiv 1 \) are the trivial homomorphisms. A generalized convolution algebra \( (\mathcal{P}_+, \diamond) \) is said to be regular if it admits existence of a non-trivial homomorphism.

Definition 3. We say that a regular generalized convolution algebra \( (\mathcal{P}_+, \diamond) \) admits a characteristic function if there exists a one-to-one correspondence \( \lambda \leftrightarrow \Phi_\lambda \) between probability measures \( \lambda \in \mathcal{P}_+ \) and real valued functions on \( [0, \infty) \) such that for \( \lambda, \nu, \lambda_n \in \mathcal{P}_+ \)

(i) \( \Phi_{\rho \lambda + q\nu} = p\Phi_\lambda + q\Phi_\nu \) for \( p, q > 0, p + q = 1 \);

(ii) \( \Phi_{\lambda \diamond \nu} = \Phi_\lambda \cdot \Phi_\nu \);

(iii) \( \Phi_{T_{\alpha \lambda}}(t) = \Phi_\lambda(at) \);

(iv) the uniform convergence of \( \Phi_{\lambda_n} \) on every bounded interval is equivalent to the weak convergence of \( \lambda_n \).

The function \( \Phi_\lambda \) is called the characteristic function of the probability measure \( \lambda \) in the algebra \( (\mathcal{P}_+, \diamond) \) or the \( \diamond \)-generalized characteristic function of \( \lambda \).

It is known that \( \Phi_\lambda \) plays the same role as Fourier or Laplace transform for the classical convolution. It is important that in the regular generalized convolution algebra \( (\mathcal{P}_+, \diamond) \) with the non-trivial homomorphism \( h \) we have (up to a scale coefficient)

\[ \Phi_\lambda(t) = \int_0^\infty h(\delta_xt)\lambda(dx). \]

The function \( \Omega: [0, \infty) \rightarrow \mathbb{R} \) given by \( \Omega(t) = h(\delta_t) \) is called the probability kernel for the generalized convolution \( \diamond \). More information on homomorphism, generalized characteristic function and the probability kernel in a regular generalized convolution algebra one can find in [6], [22], [25].
Example 2.1. The stable \(\alpha\)-convolution, \(\alpha > 0\), is defined for \(a, b \geq 0\) by
\[
\delta_a * \alpha \delta_b \overset{\text{def}}{=} \delta_c,
\]
where \(c^\alpha = a^\alpha + b^\alpha\).
In this case we have \(h(\delta_x) = e^{-x^\alpha}\) and the corresponding generalized characteristic function
\[
\Phi_\lambda(t) = \int_0^\infty e^{-t^\alpha x} \lambda(dx).
\]

Example 2.2. The Kingman convolution is easy to describe using independent random variables: If \(\lambda_1 = \mathcal{L}(\theta_1), \lambda_2 = \mathcal{L}(\theta_2)\) and the non-negative variables \(\theta_1, \theta_2\) are independent then
\[
\lambda_1 \otimes_n \lambda_2 = \mathcal{L}(\|\theta_1 U_1 + \theta_2 U_2\|_2),
\]
where \(U_1, U_2\) are independent copies of the random vector \(U\) with uniform distribution on the unit sphere in \(\mathbb{R}^n\) and \(\| \cdot \|_2\) denotes the Euclidean norm in \(\mathbb{R}^n\). The corresponding generalized characteristic function is given by
\[
\Phi_\lambda(t) = \int_{\mathbb{R}} \Omega_n(tx)\lambda(dx),
\]
where \(\Omega_n\) is the classical characteristic function (or, simply the Fourier transform) for the first coordinate of the random vector \(U\).

Example 2.3. The Kendall convolution \(\triangle_{\alpha}, \alpha > 0\), is defined for \(x \in [0, 1]\) by
\[
\delta_x \triangle_{\alpha} \delta_1 = x^\alpha \delta_1 + (1 - x^\alpha)\pi_2,
\]
where \(\pi_\beta\) denotes the Pareto distribution with density \(\beta y^{-\beta-1}1_{[1, \infty)}(y)\) (see \([3]\)). In this case we have \(h(\delta_x) = (1 - x^\alpha)_+,\) where \(a_+ = a\) if \(a > 0\) and \(a_+ = 0\) if \(a \leq 0\). The corresponding generalized characteristic function is the Williamson transform (for more details see \([20]\))
\[
\Phi_\lambda(t) = \int_0^\infty (1 - x^\alpha t^\alpha)_+ \lambda(dx).
\]

Example 2.4. The Kucharczak-Urbanik convolution (see eg. \([21]\)) is given by
\[
\delta_x \diamond \delta_1(ds) = (1 - x^\alpha)^n \delta_1(ds) + \sum_{k=1}^n \binom{n}{k} x^{\alpha k}(1 - x^\alpha)^{n-k} f_{k,n}(s) ds,
\]
where the densities \(f_{k,n}\) are given by the following formulas
\[
f_{k,n}(s) = \alpha k \left(\begin{array}{c} n + k \\ n \end{array}\right) s^{-\alpha(n+1)-1} (1 - s^{-\alpha})^{k-1}_+.
\]
The corresponding generalized characteristic function has the following expression
\[
\Phi_\lambda(t) = \int_0^\infty (1 - x^\alpha t^\alpha)_+ \lambda(dx).
\]
Example 2.5. For every \( p \geq 2 \) and properly chosen \( c > 0 \) the function
\[
h(\delta_t) = \varphi(t) = \varphi_{c,p}(t) = (1 - (c+1)t + ct^p)1_{[0,1]}(t)
\]
is the kernel of a Kendall type (see [21]) generalized convolution \( \circ \) defined for \( x \in [0,1] \) by the formula:
\[
\delta_x \circ \delta_1 = \varphi(x)\delta_1 + x^p\lambda_1 + (c + 1)(x - x^p)\lambda_2,
\]
where \( \lambda_1, \lambda_2 \) are probability measures absolutely continuous with respect to the Lebesgue measure and independent of \( x \). For example if \( c = (p - 1)^{-1} \) then
\[
\lambda_1(du) = \frac{2c}{u^3}[(c+1)(p+1)u^{-p}+(c+1)(p-2)+cp(p-1)u^{-2p-2}]1_{[1,\infty)}(u)du,
\]
and
\[
\lambda_2(du) = c[2(p-2) + (p+1)u^{p+1}]u^{-3}1_{[1,\infty)}(u)du.
\]

Definition 4. Let \( \circ \) be a generalized convolution on \( \mathcal{P}_+ \). The Markov process \( (S_n) \) with \( L(S_1) = \nu \) and transition probabilities
\[
P_{k,n}(x, \cdot) = P(S_n \in \cdot \mid S_k = x) := \delta_x \circ \nu^{(n-k)}(\cdot)
\]
we call a generalized random walk with respect to the convolution \( \circ \) with the step distribution \( \nu \).

2.2. Monotonicity property and lack of memory property. For the classical renewal process the corresponding process of change times \( T_1 + \ldots + T_n \), \( n \in \mathbb{N} \), is monotonically increasing. It turns out that in the case of generalized convolutions the sequence \( S_n \) does not have to be monotonically increasing. For this reason the monotonicity property for generalized convolutions on \( \mathcal{P}_+ \) was defined in [14] in the following way:

Definition 5. A generalized convolution \( \circ \) is monotonic if for all \( x, y \geq 0 \), \( x \vee y = \max\{x, y\} \)
\[
\delta_x \circ \delta_y ([x \vee y, \infty)) = 1.
\]
Noticing that classical convolution, stable \( \ast_\alpha \) convolution and the Kendall \( \Delta_\alpha \) convolution are monotonic. The Kingman convolution \( \otimes_n \) is not monotonic since the measure \( \delta_x \otimes_n \delta_y \) is supported in \([|x - y|, x + y]\). For the proofs of the results below see [14]. By \( F_n \) we denote the cumulative distribution function of the variable \( S_n \).

Lemma 1. If the generalized convolution \( \circ \) is monotonic then for every \( k_1 < k_2 < \ldots < k_{n+1} \)
a) \[
P\left\{ S_{k_{n+1}} > x, S_{k_n} > x, \ldots, S_{k_1} > x \right\} = 1 - F_{k_1}(x),
\]
b) \[
P\left\{ S_{k_{n+1}} > x, S_{k_n} \leq x, \ldots, S_{k_1} \leq x \right\} = P\left\{ S_{k_{n+1}} > x, S_{k_n} \leq x \right\}
= F_{k_n}(x) - F_{k_{n+1}}(x).
\]
The classical construction of the Poisson process \( \{N(t): t \geq 0\} \) is based on a sequence \((T_k)\) of i.i.d. random variables with the exponential distribution \(\Gamma(1, a)\) which have the lack of memory property. It turns out that this property strongly depends on the considered convolution:

**Definition 6.** A probability distribution \( \nu \) with the cumulative distribution function \( F \) has the lack of the memory property with respect to generalized convolution \( \diamond \) if

\[
P\{X > x \diamond y | X > x\} = 1 - F(y), \quad x, y \in \mathbb{R}_+,
\]

where \( X \) with distribution function \( F \) is independent of the random variable \( x \diamond y \) having distribution \( \delta_x \diamond \delta_y \).

**Proposition 1.** The distribution function \( F \neq 1_{[0, \infty)} \) has the lack of memory property with respect to the monotonic generalized convolution \( \diamond \) if and only if the algebra \((\mathcal{P}_+, \diamond)\) is regular with homomorphism \( h(\delta_t) \), \( t \geq 0 \), which is monotonically decreasing as a function of \( t \) and \( F(t) = 1 - h(\delta_{c-1}) \) for some \( c > 0 \).

**Remark 2.** It follows from Proposition 1 that the regular generalized convolution \( \diamond \) admits the existence of a measure with the lack of memory property with respect to \( \diamond \) if and only if the homomorphism \( h \) is the tail of some distribution function.

**Remark 3.** It is evident now that the stable convolution and the Kendall convolution admit the existence of a distribution with the lack of memory property since their homomorphisms \( h(\delta_t) = e^{-\alpha t} \) and \( h(\delta_t) = (1 - t\alpha)_+ \) respectively are the tails of some distribution functions.

### 3. Renewal processes with respect to generalized convolution

In this section we focus on the renewal theory and survey some of the most important developments in probability theory. The classical theory of renewal processes has been extensively studied in [4], [19] and [23]. Some generalizations of renewal processes, called Wold processes, one can find in [9]. In this paper we consider renewal processes for Markov chains with transition probabilities defined by generalized convolutions (see [8]) in a way they can be treated as special cases of the Wold processes.

**Definition 7.** Let \( \diamond \) be a generalized convolution on \( \mathcal{P}_+ \), \( \{T_n: n \in \mathbb{N}\} \) be a sequence of i.i.d. random variables with distribution \( \nu \) and...
\{S_n : n \in \mathbb{N}_0\} be the corresponding generalized random walk. Then the process \(\{N(t) : t \geq 0\}\) defined by

\[
N(t) = \begin{cases} 
\inf\{n : S_{n+1} > t\} \\
\infty & \text{if such } n \text{ does not exists}
\end{cases}
\]

is called the \(\diamond\)-renewal process. If \(\nu\) has the lack of memory property then the \(\diamond\)-renewal process is called the \(\diamond\)-Poisson process.

Notice that for every generalized convolution \(\diamond\) we have

\[
P\{N(t) = 0\} = \nu(t, \infty) = 1 - F(t).
\]

3.1. Fredholm theorem for \(\diamond\)-renewal process.

**Definition 8.** Let \(\{N(t) : t \geq 0\}\) be a \(\diamond\)-renewal process for generalized convolution \(\diamond\). The renewal function is defined by

\[
R(t) \overset{\text{def}}{=} \mathbb{E}N(t).
\]

**Lemma 2.** Let \(\{N(t) : t \geq 0\}\) be a \(\diamond\)-renewal process with unit step distribution \(\nu\). If the generalized convolution \(\diamond\) is monotonic then

\[
P\{N(t) = n\} = F_n(t) - F_{n+1}(t),
\]

where \(F_n\) is the cumulative distribution function of \(S_n\). Moreover

\[
R(t) = \sum_{n=1}^{\infty} F_n(t), \quad \mathbb{E}N^2(t) = 2 \sum_{n=1}^{\infty} nF_n(t) - \sum_{n=1}^{\infty} F_n(t).
\]

In order to prove an analogue of the Fredholm renewal equation we introduce the following generalized convolution transform:

**Definition 9.** Let \(h(\delta_t)\) be the probability kernel for the algebra \((\mathcal{P}_+, \diamond)\). The generalized convolution \(\diamond\) transform for the function \(f : \mathbb{R}_+ \to \mathbb{R}_+\) is defined by:

\[
\hat{f}(t) = \int_0^\infty h(\delta_{ts})f(s)ds.
\]

Notice that if \(T \sim \nu\) has density function \(f\), then the generalized characteristic function \(\Phi\) can be expressed by \(\hat{f}\):

\[
\Phi(\nu)(t) \overset{\text{def}}{=} \int_0^\infty h(\delta_{ts})\nu(ds) = \int_0^\infty h(\delta_{ts})f(s)ds = \hat{f}(t).
\]

**Theorem 1.** Fredholm theorem for generalized convolution. Let \(R(t)\) be the renewal function for the \(\diamond\)-renewal process \(\{N(t) : t \geq 0\}\) with unit step distribution \(\nu\), where the generalized convolution \(\diamond\) is monotonic. Then \(R(t)\) is the cumulative distribution function of a non-negative measure \(m\) and:

\[
m = \nu + \nu \diamond m.
\]
Proof. From the definition of the $\diamond$-renewal process we have:

$$R(t) = \mathbb{E}N(t) = \sum_{n=1}^{\infty} F_n(t) = \sum_{n=1}^{\infty} F_{\nu^\diamond n}.$$  

Since $R$ is a sum of cumulative distribution functions it is also a cumulative distribution function of a positive measure $m$. Using generalized characteristic functions, we calculate:

$$\Phi_m(t) = \int_0^\infty h(\delta_t s) dR(s) = \sum_{n=1}^{\infty} \left\{ \int_0^\infty h(\delta_t s) \nu(ds) \right\}^n$$

$$= \int_0^\infty h(\delta_t s) \nu(ds) + \int_0^\infty h(\delta_t s) \nu(ds) \int_0^\infty h(\delta_t s) dR(s)$$

$$= \Phi_\nu(t) + \Phi_\nu(t) \Phi_m(t).$$

This finally implies that $m = \nu + \nu \diamond m$. Moreover we have $\Phi_m(t) = \Phi_\nu(t)/(1 - \Phi_\nu(t))$. \qed

Notice that the formula $m = \nu + \nu \ast m$ is the simplified notation for the classical Fredholm result (with the classical convolution $\ast$):

$$m(t) = F(t) + \int_0^t m(t-x) dF(x).$$

3.2. Renewal process with respect to the Kendall convolution.

Henceforth we focus our investigations on the Kendall convolution case, which was defined in Example 2.3 in the following way:

$$\delta_x \triangle_\alpha \delta_1 = (1 - x^\alpha) \delta_1 + x^\alpha \pi_{2\alpha},$$

for $0 < x \leq 1$ and $\alpha > 0$, where $\pi_{2\alpha}(dx) = \frac{2\alpha}{x^{2\alpha-1}} 1_{[1,\infty)} dx$.

The Kendall convolution probability kernel is given by

$$h(x,y,t) := \delta_x \triangle_\alpha \delta_y(0,t) = \left(1 - \frac{x^\alpha y^\alpha}{t^{2\alpha}}\right) 1_{\{x < t, y < t\}}.$$

for $x,y > 0$.

The main tool, which we use in the Kendall convolution algebra, is the Williamson transform (see [13],[15]), the operation $\nu \rightarrow \hat{\nu}$ given by

$$\hat{\nu}(t) = \int_{\mathbb{R}_+} (1 - (xt)^\alpha) + \nu(dx), \quad \nu \in \mathcal{P}_+,$$

where $a_+ = a$ if $a \geq 0$ and $a_+ = 0$ otherwise. The function $\hat{\nu}$ is the generalized characteristic function in the Kendall convolution algebra.

For convenience we use the following notation:

$$G(t) \overset{\text{def}}{=} \hat{\nu}(1/t) = \int_0^\infty \left(1 - \frac{x^\alpha}{t^\alpha}\right)_+ \nu(dx), \quad \Psi(t) = (1 - t^\alpha)_+. $$

The Williamson transform has the following important property:
Proposition 2. Let \( \nu_1, \nu_2 \in \mathcal{P}_+ \) be probability measures with Williamson transforms \( \widetilde{\nu}_1, \widetilde{\nu}_2 \). Then
\[
\int_{\mathbb{R}_+} \Psi(x) (\nu_1 \Delta \nu_2)(dx) = \widetilde{\nu}_1(t)\widetilde{\nu}_2(t).
\]

The next lemma describes the inverse of the Williamson transform.

Lemma 3. Let \( G(t) = \hat{\nu}(t^{-1}) \) and \( H(t) = \int_0^t x^\alpha \nu(dx) \) for the probability measure \( \nu \in \mathcal{P}_+ \) with cumulative distribution function \( F, \nu\{0\} = 0 \). Then
\[
F(t) = G(t) + \frac{t}{\alpha} G'(t) = G(t) + t^{-\alpha} H(t)
\]
except, possibly, for countable many points \( t \in \mathbb{R} \).

Proof. It is enough to notice that
\[
G(t) + \frac{t}{\alpha} G'(t) = \int_0^t (1 - x^\alpha t^{-\alpha}) \nu(dx) + \frac{t}{\alpha} \int_0^t x^\alpha t^{-\alpha - 1} \nu(dx)
\]
\[
= \int_0^t \nu(dx) = F(t).
\]
The equality \( G'(t) = \alpha t^{-\alpha - 1} H(t) \) is trivial. \( \square \)

Using Lemma 3 we see that \( G'(t) = \frac{\alpha}{t} (F(t) - G(t)) \). The Williamson transform corresponding to \( F_n \) is given by \( G_n(t) = G(t)^n \). Hence we have the following:

Lemma 4. Let \( \diamond \) be the Kendall generalized convolution, \( \{N(t): t \geq 0\} \) be the \( \diamond \)-renewal process with unit step distribution \( \nu \) and let \( F_n \) be the cumulative distribution function of \( \nu^n \). Then
\[
F_n(t) = G(t)^{n-1} [n(F(t) - G(t)) + G(t)]
\]
\[
= G(t)^{n-1} [nt^{-\alpha} H(t) + G(t)].
\]

Consequently
\[
\mathbb{P}\{N(t) = 0\} = \overline{F}(t),
\]
\[
\mathbb{P}\{N(t) = n\} = G(t)^{n-1} [n(F(t) - G(t))\overline{G}(t) + G(t)\overline{F}(t)],
\]
where
\[
\overline{F}(t) = 1 - F(t), \quad \overline{G}(t) = 1 - G(t).
\]

Now we are able to calculate the renewal function for the renewal process with respect to the Kendall generalized convolution:

Theorem 2. Let \( \{N(t): t \geq 0\} \) be a \( \diamond \)-renewal process for the Kendall convolution \( \diamond = \Delta_\alpha, \alpha > 0 \). The renewal function is given by
\[
R(t) \overset{\text{def}}{=} \mathbb{E}N(t) = \frac{G(t)}{\overline{G}(t)} + \frac{H(t)}{\nu \overline{G}(t)^2}.
\]
Moreover
\[
\mathbb{E}N^2(t) = \frac{t^{-\alpha} H(t)(1 + 3G(t)) + G(t)(1 - G^2(t))}{G(t)^3}
\]
and
\[ \text{Var}(N(t)) = \frac{H(t) (1 + G(t))}{t^{\alpha} G(t)^3} + \frac{G(t)}{G(t)^2} - \frac{H^2(t)}{t^{2\alpha} G(t)^4}. \]

**Proof.** In order to prove the formulas we shall use the following properties of the geometrical series:
\[ \sum_{n=1}^{\infty} n q^{n-1} = \frac{1}{(1 - q)^2}, \quad \sum_{n=1}^{\infty} n^2 q^n = \frac{q^2 + q}{(1 - q)^3}. \]

By the second expression for \( F_n \) given in Lemma 4 we have:
\[ R(t) = \sum_{n=1}^{\infty} F_n(t) = \sum_{n=1}^{\infty} G(t)^n + t^{-\alpha} H(t) \sum_{n=1}^{\infty} n G(t)^{n-1} = \frac{G(t)}{G(t)} + H(t) \frac{t^\alpha}{t^{\alpha} G(t)^2}, \]

and
\[ \sum_{n=1}^{\infty} n F_n(t) = \sum_{n=1}^{\infty} n \left[ G^n(t) + n (F(t) - G(t)) G^{n-1}(t) \right] = \frac{G(t) (1 - G(t)) + (F(t) - G(t)) (G(t) + 1)}{G(t)^3}, \]

which yields
\[ \text{EN}^2(t) = 2 \sum_{n=1}^{\infty} n F_n(t) - \sum_{n=1}^{\infty} F_n(t) = \frac{t^{-\alpha} H(t) (1 + 3G(t)) + G(t) (1 - G^2(t))}{G(t)^3}. \]

Now using expression for \( R^2(t) \) we arrive at:
\[ \text{Var}(N(t)) = \frac{(F(t) - G(t)) (1 + G(t))}{G(t)^3} + \frac{G(t)}{G(t)^2} - \frac{(F(t) - G(t))^2}{G(t)^4}. \]

**Example 3.1.** Let \( \nu = \delta_1 \). Then \( m(\alpha) = \mathbb{E} S_1^\alpha = 1, \)
\[ G(x) = (1 - x^{-\alpha})_+, \quad H(x) = 1_{[1,\infty)}(x), \]
and
\[ R(t) = (2t^\alpha - 1) 1_{[1,\infty)}(t). \]

**Example 3.2.** Let \( \nu = U(0,1) \) be the uniform distribution on the interval \((0,1)\). Then \( m(\alpha) = \mathbb{E} S_1^\alpha = (\alpha + 1)^{-1} \) and the Williamson transform is the following:
\[ G(x) = (x \wedge 1) - \frac{(x \wedge 1)^{\alpha+1}}{\alpha \wedge 1} x^\alpha, \quad H(x) = \frac{(x \wedge 1)^{\alpha+1}}{(\alpha + 1)}, \]
\[ R(t) = \begin{cases} \frac{(t+1)^{\alpha+2} - \alpha^2}{(\alpha+1-\alpha^2)}, & \text{if } t \leq 1; \\ 2(\alpha + 1)t^\alpha - 1, & \text{if } t > 1. \end{cases} \]
Example 3.3. Let $\nu = \pi_2\alpha$, where $\alpha > 0$ and $\pi_\alpha$ be the Pareto distribution with the density
\[
\pi_\alpha(dx) = \frac{p}{x^{p+1}}1_{[1,\infty)}(x)dx.
\]
Then $m(\alpha) = E S_1^\alpha = 2$,
\[
G(x) = (1 - x^{-\alpha})^2_+, \quad H(x) = 2(1 - x^{-\alpha})_+
\]
and
\[
R(t) = \frac{(t^\alpha - 1)(1 - 3t^\alpha + 4t^{2\alpha})}{(2t^\alpha - 1)^2}1_{(1,\infty)}(t).
\]
Example 3.4. For the Kendall convolution ([12]) the distribution having the tail:
\[
\nu(x, \infty) = (1 - x^{-\alpha})_+
\]
has the lack of memory property. Then $m(\alpha) = E S_1^\alpha = \frac{1}{2}$,
\[
G(x) = \frac{x^\alpha}{2}1_{[0,1)}(x) + \left(1 - \frac{1}{2x^\alpha}\right)1_{[1,\infty)}(x), \quad H(x) = \frac{(x \wedge 1)^{2\alpha}}{2},
\]
\[
R(t) = \begin{cases} 
(4t^{-\alpha} - 1)(2t^{-\alpha} - 1)^{-2} & \text{if } t \leq 1; \\
4t^\alpha - 1 & \text{if } t > 1.
\end{cases}
\]
Example 3.5. As a step distribution we consider the $\alpha$-stable distribution at the Kendall convolution algebra with the generalized characteristic function $\Phi(t) = e^{-t^\alpha}$ on $[0, \infty)$ and the following density function:
\[
\nu(dx) = \alpha x^{-(2\alpha+1)} e^{\{x^{-\alpha}\}}1_{[0,\infty)}(x)dx.
\]
Then $m(\alpha) = E S_1^\alpha = 1$, $G(x) = e^{-x^{-\alpha}} = H(x)$. Consequently the renewal function is given by:
\[
R(t) = \left(e^{t^{-\alpha}} - 1 + t^{-\alpha} e^{t^{-\alpha}}\right)\left(e^{t^{-\alpha}} - 1\right)^{-2}.
\]

3.3. **Blackwell theorem for the Kendall renewal process.** It is interesting to study the asymptotic behaviour of $R(t)$ and that of the difference $R(t+h) - R(t)$. The result regarding the limit behavior of this difference is given in one of the most important theorems in the classical renewal theory - the Blackwell theorem. It states that $R(t+h) - R(t)$ converges to a constant as $t \to \infty$. For details see [19] and [20].

In the renewal theory for Kendall random walks this difference doesn’t converge unless $\alpha = 1$ so the analogue of the Blackwell theorem has a more complicated form.

In the following we use the idea of regularly varying functions at infinity (for a survey of regularly varying functions and their applications we refer to [7], [24]).
Definition 10. A positive and measurable function $f$ is regularly varying at infinity and with index $\beta$ (notation $f \in RV_\beta$) if it satisfies
\[
\lim_{t \to \infty} \frac{f(tx)}{f(t)} = x^\beta, \forall x > 0.
\]
Examples include functions such as $f(x) = x^\beta \log x$, $f(x) = (1 + x^\alpha)^\beta$, $f(x) = \log \log x$, and so on. Notice that if $f(t) \to c$ for $t \to \infty$, then $f(tx)/f(t) \to 1$ for $t \to \infty$ and then $f \in RV_0$. Consequently in our case if $EX^\alpha < \infty$ then $H \in RV_0$.

The next result is known as Karamata theorem (\cite{2}, Sect. 1.6, p. 26).

Theorem 3. Suppose that $f \in RV_\beta$ and that $f$ is bounded on bounded intervals.

(i) If $\beta \geq -1$, then $xf(x)/\int_0^x f(t)dt \to \beta + 1$;

(ii) If $\beta < -1$, then $xf(x)/\int_0^\infty f(t)dt \to -(\beta + 1)$.

Lemma 5. Suppose that $H \in RV_\theta$ where $0 \leq \theta < \alpha$ and $\alpha W(x) = H(x) + x^\alpha \overline{F}(x)$. Then

(i) $x^\alpha \overline{F}(x)/H(x) \to \theta/(\alpha - \theta)$, for $x \to \infty$;

(ii) $W(x)/H(x) \to \alpha/(\alpha - \theta)$, for $x \to \infty$;

(iii) $x^\alpha \overline{G}(x)/H(x) \to \alpha/(\alpha - \theta)$, for $x \to \infty$.

Proof. (i) If $H \in RV_\theta$ where $0 \leq \theta < \alpha$, then $x^{-\alpha} H(x) \in RV_{\theta - \alpha - 1}$ and Karamata’s theorem gives that

\[
\frac{x^{-\alpha} H(x)}{\int_0^x y^{-\alpha - 1} H(y)dy} \to \alpha - \theta
\]

for $x \to \infty$. On the other hand, we have

\[
\int_0^\infty y^{-\alpha - 1} H(y)dy = \int_y^\infty y^{-\alpha - 1} \int_z^y z^\alpha dF(z)dy
\]

\[= \int_y^\infty \int_{z=0}^y z^\alpha dF(z)dy + \int_0^y y^{-\alpha - 1} \int_{z=x}^y z^\alpha dF(z)dy
\]

\[= \frac{H(x)x^{-\alpha}}{\alpha} + \frac{1}{\alpha} \int_{z=x}^\infty dF(z) = \frac{H(x)x^{-\alpha}}{\alpha} + \frac{1}{\alpha} \overline{F}(x).
\]

We find that

\[
\frac{x^\alpha \overline{F}(x)}{H(x)} \to \frac{\theta}{\alpha - \theta}, \quad x \to \infty.
\]

To see (ii) note that by these calculations we have

\[H(x) = \int_0^x y^\alpha dF(y) = \alpha \int_0^x y^{\alpha-1} \overline{F}(y)dy - x^\alpha \overline{F}(x) = \alpha W(x) - x^\alpha \overline{F}(x).
\]

Consequently $\alpha W(x)/H(x) \to 1 + \theta/(\alpha - \theta) = \alpha/(\alpha - \theta)$ and the result follows. The property (iii) easily follows from (i) since $\overline{G}(x) = \overline{F}(x) + x^{-\alpha} H(x)$.

The following result is the elementary renewal theorem.
Corollary 1. Suppose that $H \in RV_\theta$ where $0 \leq \theta < \alpha$. Then
\[ x^{-\alpha} R(x) H(x) \to \alpha^{-2} (\alpha - \theta)(2\alpha - \theta) \]
for $x \to \infty$.

**Proof.** We have
\[ x^{-\alpha} R(x) H(x) = G(x) H(x) / x^\alpha G(x) + H^2(x) / x^\alpha G^2(x) \]
and from Lemma 5 it follows that
\[ x^{-\alpha} R(x) H(x) \to \frac{(\alpha - \theta)}{\alpha^2} = \frac{(\alpha - \theta)(2\alpha - \theta)}{\alpha^2}. \]
This proves the result.  

Corollary 2. If $H(\infty) = m(\alpha) < \infty$, then $H(x) \in RV_0$ and for $x \to \infty$ we have the following
\[ x^{-\alpha} \mathfrak{F}(x) \to 0, \quad x^{-\alpha} \mathfrak{G}(x) \to m(\alpha), \quad \text{and} \quad x^{-\alpha} R(x) \to \frac{2}{m(\alpha)}. \]

Remarks. Suppose that $H \in RV_\theta$ where $0 \leq \theta < \alpha$.
1) Since $\theta < \alpha$, we have $x^{-\alpha} H(x) \to 0$ and $\mathfrak{G}(x) \to 0$.
2) If $\theta > 0$, then $\mathfrak{F}(x) \to RV_{\theta - \alpha}$.

Our next result is a Blackwell type theorem. We assume here that $F$ has a density which we denote by $f(x)$.

**Theorem 4.** Suppose the cumulative distribution function $F$ is differentiable with the density $f$ and let $\lim_{t \to \infty} t H'(t) / H(t) = \theta$, where $0 \leq \theta < \alpha$. Then we have
\[ (i) \quad \lim_{t \to \infty} \frac{H(t) R'(t)}{t^{\alpha - 1}} = \left( \frac{\alpha - \theta}{\alpha} \right)^2 (2\alpha - \theta) = c; \]
\[ (ii) \quad \forall h > 0 \lim_{t \to \infty} \frac{H(t)(R(t + h) - R(t))}{t^{\alpha - 1}} = c h. \]

**Proof.** (i) We have
\[ R'(t) = \frac{f(t)}{G(t)} + \frac{2\alpha H^2(t)}{t^{2\alpha + 1} G(t)} = \frac{H'(t)}{t^\alpha G(t)} + \frac{2\alpha H^2(t)}{t^{2\alpha + 1} G(t)}. \]

Using Lemma 5 we obtain
\[ t^{-\alpha + 1} H(t) R'(t) = \frac{t H'(t) H^2(t)}{H(t) t^{2\alpha + 1} G(t)} + 2\alpha \frac{H^3(t)}{t^{3\alpha} G^3(t)}, \]
\[ \to \theta \left( \frac{\alpha - \theta}{\alpha} \right)^2 + 2\alpha \left( \frac{\alpha - \theta}{\alpha} \right)^3 = \left( \frac{\alpha - \theta}{\alpha} \right)^2 (2\alpha - \theta), \]
when $t \to \infty$. The result follows.
To prove (ii), note that
\[ R(t+h) - R(t) = \int_0^h R'(t+z)dz. \]

Since \( R'(t) \sim ct^{\alpha-1}/H(t) \in RV_{\alpha-\beta} \) when \( t \to \infty \), we have \( R(t+h) - R(t) \sim R'(t)h \) when \( t \to \infty \), and the result follows. □

**Corollary 3.** If \( m(\alpha) < \infty \) and \( xH'(x) \to 0 \), we have \( x^{1-\alpha}(R(x+h) - R(x)) \to 2\alpha h/m(\alpha) \).

In the following theorem we present another version of the Blackwell theorem for generalized Kendall convolution:

**Theorem 5.** Under the conditions of Corollary 3, we have
\[ \lim_{t \to \infty} \left( \frac{R(t+h)}{(t+h)^{\alpha-1}} - \frac{R(t)}{t^{\alpha-1}} \right) = \frac{2h}{m(\alpha)}. \]

**Proof.** We consider \( R(t)t^{1-\alpha} \). Clearly we have
\[ \left( R(x)x^{1-\alpha} \right)' = R'(x)x^{1-\alpha} + (1-\alpha)R(x)x^{-\alpha}. \]

From Theorem 4 (with \( \theta = 0 \)), we have \( R(x)x^{1-\alpha} \to 2\alpha/m(\alpha) \) and in Corollary 2 we proved that \( R(x)x^{-\alpha} \to 2/m(\alpha) \). We find that for \( x \to \infty \)
\[ \left( \frac{R(x)}{x^{\alpha-1}} \right)' \to \frac{2\alpha}{m(\alpha)} + \frac{2(1-\alpha)}{m(\alpha)} = \frac{2}{m(\alpha)}. \]

Using the well known Lagrange theorem on the mean value for the differentiable function \( f \):
\[ f(x+h) - f(x) = hf'(x + \varrho h) \quad \text{for some } \varrho \in [0, 1] \]
we conclude that for some \( \varrho = \varrho(x) \in [0, 1] \) and \( x \to \infty \)
\[ \frac{R(x+h)}{(x+h)^{\alpha-1}} - \frac{R(x)}{x^{\alpha-1}} = h \left( \frac{R(x + \varrho h)}{(x + \varrho h)^{\alpha-1}} \right)' \to \frac{2h}{m(\alpha)}. \] □

### 3.4. A limit theorem for the renewal process.

Now we consider the limiting behavior of \( N(t) \).

**Theorem 6.** (i) If \( H \in RV_{\theta} \) where \( 0 \leq \theta < \alpha \), then \( \mathcal{N}(t)N(t) \Rightarrow Z \), where the distribution of \( Z \) is a convex linear combination of an exponential and a gamma distribution:
\[ \mathcal{L}(Z) = \alpha^{-1}\theta \Gamma(1, 1) + (1 - \alpha^{-1}\theta) \Gamma(2, 1), \]
where \( \Gamma(p, b) \) denotes the measure with the density \( \frac{b^p}{\Gamma(p)}x^{p-1}e^{-bx}1_{[0,\infty)}(x) \).

(ii) If \( \theta = 0 \), then \( \mathcal{N}(t)N(t) \Rightarrow Z \) and \( \mathcal{L}(Z) = \Gamma(2, 1) \).
Proof. Using $F_k(t) = G^{k-1}(t)\left(k(F(t) - G(t)) + G(t)\right)$ and $P\left(N(t) = k\right) = F_k(t) - F_{k+1}(t)$ we calculate the Fourier transform of $N(t)$:

$$\Phi_{N(t)}(u) = \sum_{k=1}^{\infty} e^{iuk}(F_k(t) - F_{k+1}(t)) + (1 - F(t))$$

\[= e^{iu}F(t) + (e^{iu} - 1)\sum_{k=2}^{\infty} e^{iuk(k-1)}F_k(t) + 1 - F(t)\]

\[= 1 + (e^{iu} - 1)F(t) + (e^{iu} - 1)\left(F(t) - G(t)\right)\sum_{k=1}^{\infty} k\left(e^{iu}G(t)\right)^{k-1}\]

\[= 1 + (e^{iu} - 1)\left(F(t) - G(t)\right) + (e^{iu} - 1)e^{-iu}\sum_{k=1}^{\infty} \left(e^{iu}G(t)\right)^k - (e^{iu} - 1)G(t)\]

\[= 1 + (e^{iu} - 1)\left[F(t) - G(t)\right] \frac{1}{1 - e^{iu}G(t)} + e^{-iu} \frac{e^{iu}G(t)}{1 - e^{iu}G(t)}\]

\[= 1 + (e^{iu} - 1)\frac{F(t) - e^{iu}G^2(t)}{(1 - e^{iu}G(t))^2}.\]

Consequently

$$\Phi_{N(t)}(u) = 1 + (e^{iu} - 1)\frac{F(t) - e^{iu}G^2(t)}{(1 - e^{iu}G(t))^2}$$

It follows that

$$\Phi_{N(t)}(u) = 1 + (e^{iu} - 1)\frac{F(t) - G^2(t) - (e^{iu} - 1)G^2(t)}{(G(t) - (e^{iu} - 1)G(t))^2}$$

and that (using $G(x) = F(x) - x^{-\alpha}H(x)$)

$$\Phi_{N(t)}(u)$$

\[= 1 + \frac{(e^{iu} - 1)u}{uG(t)} \frac{1}{1 - (e^{iu}G(t))^2} \frac{t^{-\alpha}H(t) + G(t)\overline{G(t)} - (e^{iu} - 1)G^2(t)}{G(t)}\]

\[= 1 + \frac{(e^{iu} - 1)u}{uG(t)} \frac{1}{1 - (e^{iu}G(t))^2} \left[\frac{t^{-\alpha}H(t)}{G(t)} + G(t) - \frac{(e^{iu} - 1)uG^2(t)}{uG(t)}\right].\]

Now we use the approximation $(e^{iu} - 1)/u \approx i$ for $u \approx 0$ and replace $u$ by $\overline{uG(t)}$ (which converges to 0 as $t \to \infty$). We find that for $t \to \infty$

$$\Phi_{N(t)}(\overline{uG(t)}) \to 1 + iv \frac{1}{(1 - iv)^2} \left(\frac{\alpha - \theta}{\alpha} + 1 - iv\right)$$

\[= \frac{1 - \theta/\alpha}{(1 - iv)^2} + \frac{\theta/\alpha}{1 - iv}.\]

The second result (ii) follows from (i). \qed
Notice that for the classical Poisson process we have that \( \frac{N(t)}{t} \) converges to a constant random variable \( \lambda \).

**Remark 4.** If \( m_\alpha = E(T_1^\alpha) < \infty \), then Theorem 2 shows that we have
\[
\lim_{t \to \infty} \frac{R(t)}{t^\alpha} = \frac{2}{m_\alpha}, \quad \lim_{t \to \infty} \frac{E N_t^2(t)}{t^{2\alpha}} = \frac{6}{m_\alpha^2}, \quad \lim_{t \to \infty} \frac{\text{Var}(N(t))}{t^{2\alpha}} = \frac{2}{m_\alpha^2}.
\]

In the next result we discuss the sum \( S_n \). For this summation process, we have the following identity:
\[
P(S_n \leq t) = P(N(t) > n).
\]

For convenience we set \( Q(t) = 1/G(t) \).

**Proposition 3.** Suppose that \( H \in RV_\theta \) where \( 0 \leq \theta < \alpha \). Then there exists an increasing function \( U(x) \) so that \( U(Q(x)) \sim x \) and \( S_n/U(n) \Rightarrow Z^{-1/(\alpha-\theta)} \), where \( Z \) is given in the previous result.

**Proof.** Using \( Q(x) = 1/G(x) \in RV_{\alpha-\theta} \) we have \( N(t)/Q(t) \Rightarrow Z \). Since \( \alpha - \theta > 0 \), \( Q(x) \) is asymptotically equal to a strictly increasing function \( V(x) \in RV_{\alpha-\theta} \) (see [7], Section 1.5.2, Theorem 1.5.4, p.23) and \( N(t)/V(t) \Rightarrow Z \) in the sense of distribution. We denote the inverse of \( V(x) \) by \( U(x) \) and then \( U \in RV_{1/(\alpha-\theta)} \). Clearly \( N(t)/V(t) \Rightarrow Z \) implies that \( N(U(t))/t \Rightarrow Z \). Now we have
\[
P \{ S_n \leq U(n)t \} = P \{ N(U(n)t) > n \} = P \left\{ \frac{N(U(n)t)}{V(U(n)t)} > \frac{n}{V(U(n)t)} \right\}.
\]

Since \( V(U(n)t)/n \sim V(U(n))t^{\alpha-\theta}/n \to t^{\alpha-\theta} \), we have
\[
P \{ S_n \leq U(n)t \} \to P \left\{ Z \geq t^{\theta-\alpha} \right\} = P \left\{ Z^{-1/(\alpha-\theta)} \leq t \right\}.
\]

We conclude that \( S_n/U(n) \Rightarrow Z^{-1/(\alpha-\theta)} \) in the sense of distribution. The construction shows that \( U(Q(x)) \sim U(V(x)) \sim x \).

**Example 3.6.** Let \( f(x) = \beta x^{-\beta-1}, x \geq 1 \) denote the Pareto density with parameter \( \beta > 0 \). Clearly we have \( F(x) = x^{-\beta}, x \geq 1 \). For \( H(x) \) we find that
\[
H(x) = \int_1^x y^\alpha f(y)dy = \beta \int_1^x y^{\alpha-\beta-1}dy.
\]

We have the following cases.
1) If \( \alpha < \beta \), then \( H(x) \to m(\alpha) < \infty \);
2) If \( \alpha = \beta \), then \( H(x) = \alpha \log x \) and \( H \in RV_0 \) with \( xH'(x)/H(x) \to 0 \).

In this case we have \( G(x) \sim \alpha x^{-\alpha} \log x \), so that we may take \( V(x) = x^\alpha/(\alpha \log x) \). To find its inverse function, we set
\[
\frac{x^\alpha}{\alpha \log x} = y.
\]
We find that $x = (\alpha y \log x)^{1/\alpha}$ and that $\alpha \log x = (\log \alpha + \log y + \log \log x)$. It follows that $\alpha \log x \sim \log y$ and

$$U(y) \sim (y \log y)^{1/\alpha}.$$ 

For this example we find

- $\alpha x^{-\alpha} \log x R(x) \to 2$;
- $x^{1-\alpha} \log x (R(x+h) - R(x)) \to 2h$;
- $\alpha t^{-\alpha} \log t N(t) \to Z$ and $\Phi_Z(v) = (1 - iv)^{-2}$;
- $S_t/(n \log n)^{1/\alpha} \to Z$.

3) If $\alpha > \beta$, then $H(x) = \beta(x^{\alpha-\beta} - 1)/(\alpha - \beta) \sim \beta x^{\alpha-\beta}/(\alpha - \beta)$ and $H \in RV_\theta$ with $\theta = \alpha - \beta > 0$

In this case we have $G(x) \sim \alpha x^{-\beta}/\theta$. We may take $V(x) = \theta x^{\beta}/\alpha$ and find its inverse $U(y) = (\alpha y/\theta)^{1/\beta}$.

For this example we find

- $x^{-\beta} R(x) \to (\alpha - \beta)(\alpha + \beta)/\alpha^2$;
- $x^{1-\beta}(R(x+h) - R(x)) \to e h$ with $e = \theta(\alpha + \beta)/\alpha^2$;
- $\alpha t^{-\beta} N(t)/\theta \to Z$
- $S_t/(\alpha n/\theta)^{1/\beta} \to Z^{-1/\beta}$

Example 3.7. For the standard Cauchy density we have $f(x) = \frac{2}{\pi(1+x^2)}$, $x > 0$. Clearly we have $f(x) \sim 2\pi^{-1}x^{-2}$. We can use same analysis as in the previous example with $\beta = 1$.

Example 3.8. The one-sided $t$-distribution has a density of the form $f(x) \sim c(\beta)x^{-\beta-1}$ as $x \to \infty$. We can use the same analysis as in example 3.6.
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