A Novel Method for Matching Reservoir Parameters Based on Particle Swarm Optimization and Support Vector Machine
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When the reservoir physical properties are distributed very dispersedly, the matching precision of these reservoir parameters is not good. We propose a novel method for matching the reservoir physical properties based on particle swarm optimization (PSO) and support vector machine (SVM) algorithm. First, the data structure characteristics of the reservoir physical properties are analyzed. Then, the particle swarm differential perturbation evolution algorithm is used to cluster and characterize the reservoir physical properties. Finally, by using the SVM algorithm for feature reorganization and the least squares matching of the extracted reservoir physical properties, the feature quantity of the reservoir physical properties can be accurately mined and the pressure matching precision is improved. The experimental results show that employing the proposed method to analyze and sample the data characteristics of the physical properties of the reservoir is better. The extracted parameters can effectively reflect the physical characteristics of oil reservoirs. The proposed method has potential applications in guiding the exploration and development of oil reservoirs.

1. Introduction

With the continuous development of oil and gas industry, higher requirements are imposed on the oilfield exploitation process. Thereby, in oilfield exploitation, it is necessary to analyze the reservoir physical properties more accurately. The matching and feature extraction of the reservoir physical properties provide a basis for improving the exploration and production efficiency of the oilfields. Studies of the reservoir physical properties and dynamic analysis methods are of great significance, and the related data analysis methods are investigated by many researchers [1–7]. Traditional methods for describing fluid flow in porous media are theoretical-empirical models such as Navier–Stokes, Darcy, Brinkman, and Darcy–Forchheimer. Most commonly, in order to estimate the reservoir physical properties, log data can be used. One benefit of using logging data is that it provides a continuous distribution throughout a specific interval [8–16].

The reservoir physical properties are essential for the calculation of fluid flow in oil and gas reservoirs. In other words, reservoir simulation and modeling cannot be performed unless the reservoir physical properties are available [17]. Reservoir simulation is often used to predict reservoir performance under different scenarios. For accurate simulation, it is necessary to reduce or minimize the uncertainty involved in the parameters. The main factor leading to the uncertainty of reservoir performance prediction is to accurately estimate the reservoir fluid properties [18–20]. There is no doubt that the data of the reservoir physical properties are valuable and necessary input data in the reservoir simulators. It is necessary and essential to accurately determine their values in each reservoir study.

Usually, the reservoir physical properties are determined in the laboratory [21]. In general, laboratory methods fall into two broad categories of steady state and nonsteady state [22]. Measurements of the reservoir physical properties are often very sensitive, time consuming, and expensive [23].
Therefore, researchers are more willing to obtain these data from other fast and accurate methods. Empirical correlations and analytical mathematical models are widely used to predict the reservoir physical properties [24, 25]. Purcell introduced the first analytical mathematical model in 1949 to estimate the relative permeability of water-oil and oil-oil systems using capillary pressure data [26]. In 1954, Corey developed an empirical study to estimate the relative permeability of oil and gas systems based on large relative permeability measurements based on a number of cores from several formations [27]. In 1982, Lomeland et al. developed an empirical correlation for water-oil and natural gas-oil systems which takes into account the effects of wettability and rock type [28]. Considering the effects of pressure, fluid viscosity, and flow rate, Xu et al. proposed a stage of a pressure gradient water-oil system that takes into account the relative permeability of water affected by displacement [29].

In recent years, intelligent systems such as the least squares SVM (LSSVM), the adaptive neurofuzzy interface system (ANFIS), and the artificial neural networks (ANN) have been used in rock physics. The work carried out by Mohamadi-Baghmolaei et al. was used to predict the gas compressibility factors [30]. Intelligent algorithms are widely used in the field of reservoirs. Baghban et al. attempted to predict dew points using ANFIS and LSSVM models [31]. Ahmadi et al. used evolving simple-to-use method to predict oil-water relative permeability [32]. Ahmadi successfully employed the LSSVM model [33] to model the gas-oil relative permeability. In addition, fuzzy logic modeling has been successfully applied to the permeability prediction of porous media. An example of using this technique in permeability prediction is performed by Ilkhchi et al. [34], where they incorporated fuzzy IF-THEN rules into neural networks to estimate reservoir properties [34].

It turns out that machine learning has to do with solving the most challenging industrial problems. The petroleum industry is always looking for high-performance predictive models, so this new learning method is greatly needed. Minor improvements in the prediction of the reservoir physical properties may have a positive impact on the success of exploration, drilling, and overall reservoir management. With the successful application of learning modeling in other fields, the petroleum industry urgently needs this new modeling method [35].

Various sensor-based data are being generated and obtained in the petroleum industry. Since the data obtained through these systems may involve high dimensions, hybrid machine-learning methods are best suited to extract useful knowledge from them without affecting expert opinion and model performance. The hybrid-learning model can combine different architectures of its basic model, different data sampling methods, and various optimization parameters obtained from different experts to optimize the estimation and prediction of the reservoir physical properties [36]. However, the application of computational intelligence in the petroleum industry is mainly limited to artificial neural networks and fuzzy logic. There is very little work in the field of hybrid computational intelligent modeling, and there is almost no application of ensemble models [37].

It is necessary to adopt a hybrid learning method to improve the accuracy of prediction so as to further improve the subsequent success rate of exploration and drilling. The marginal increase in prediction accuracy can increase the efficiency of producing petroleum resources with less time and efforts. Based on all these reasons, this paper proposes a method based on PSO and SVM to match the reservoir physical properties.

2. Characteristics Analysis and Data Clustering Pretreatment

2.1. Data Structure Feature Analysis. In order to achieve the optimal matching of the reservoir physical parameters, it is first necessary to analyze the data structure characteristics and distributed structure model of the reservoir physical parameters. The physical property parameters of the reservoirs can effectively reflect the physical information of the reservoir information. The collected permeability, well storage, skin, fracture radius, half length of fracture, and other parameter information are used as important data sources for the reservoir physical parameters. Through the analysis of the reservoir properties, the oil and gas field development and design will be guided to improve the final mining of the oilfields. The data structure model under the distributed structure of the reservoir physical property parameters is described as

\[ C = \text{Min}\{\text{max}(C_i)\} x_i(k) + s \left( \frac{x_j(k) - x_i(k)}{\|x_j(k) - x_i(k)\|} \right) \]

\[ \sum_{j=1}^{n_i} Z_{i,j} = 1, \quad \forall i \in (1, n) \forall j \in (1, n_i) j \in N_i(k), N_i(k) \]

\[ = \left\{ \left\| x_j(k) - x_i(k) \right\| < r_d(k) \right\} \]

where \( C_i \) represents a generalized likelihood feature vector of the property parameter data packet and \( Z_{i,j} \) represents the interference eigenvector in discrete sample acquisition of reservoir physical parameters. Through the abovementioned analysis, the prior data \( \{x_i\}_{i=1}^{n} \) of the reservoir physical property parameter test is mapped to the high-order vector space [38–42]. Assuming that there are \( n \) samples in the reservoir physical property test set \( S \), the following two functions are constructed to represent the multibeam feature vector of the reservoir physical parameters:

Schwefel function:

\[ f_1(x) = \sum_{j=1}^{n} \left( \sum_{j=1}^{n} x_j \right)^2. \]

Rosebrock function:
where $\omega$ is the weighted value of the individual with the highest fitness and $b$ is expressed as the deviation vector. The probability distribution of the reservoir physical property parameter in the particle swarm individual is $P_i = (p_{i1}, p_{i2}, \ldots, p_{iD})$.

In the process of particle swarm evolution, the degree of difference between individuals increases. By extracting the difference features, the position of the $i$th particle at the moment is obtained:

$$ f_2(x) = \sum_{i=1}^{n-1} 100 \times (x_{i+1} - x_i)^2 + (1 - x_i)^2. \quad (3) $$

Assuming that, in the $D$-dimensional multibeam search space, there are $m$ particles composing a population, and the environmental data collected by the physical parameters satisfy

$$ Q' = \begin{bmatrix} 0 & y_1 & \cdots & y_n \\ y_1 & Q_{11} & \cdots & Q_{1n} \\ \vdots & \vdots & \ddots & \vdots \\ y_n & Q_{n1} & \cdots & Q_{nn} \end{bmatrix} \ \det(Q') = \begin{bmatrix} 0 & y^T \\ y & Q \end{bmatrix}, \quad (4) $$

According to the abovementioned assumptions, in the case of data set characteristics, the classification matrix $Q$ of the property parameter is positive, then the inverse matrix of the state transition matrix $Q$ of these parameters is $Q^{-1}$, and the state transition matrix $Q^{-1}$ can effectively react to the reservoir data structure characteristics of physical parameters; the feature decomposition process is

$$ \begin{bmatrix} 0 & -y^T Q^{-1} \\ 0 & y^T \\ 0 & I_n \end{bmatrix} \begin{bmatrix} 0 & y^T \\ y & Q \end{bmatrix} = \begin{bmatrix} -y^T Q^{-1} & 0 \\ -y^T & 0 \end{bmatrix}, \quad (5) $$

with

$$ \det(Q') = \det(Q) \cdot (-y^T Q^{-1}) \neq 0. \quad (6) $$

Through the abovementioned analysis, the data structure characteristics of the parameters are realized. Based on this, the feature extraction and data clustering mining processing are carried out to realize the matching analysis of the reservoir physical parameters.

2.2. Parameter Clustering Preprocessing. Based on the abovementioned analysis of the data structure characteristics of the reservoir physical parameters, the particle swarm differential perturbation evolution algorithm is used to cluster the reservoir physical parameters. The PSO algorithm is a new intelligent optimization algorithm proposed by Kennedy and Eberhart in 1995. The particle swarm differential perturbation evolution is used to construct the autoregressive equation expression of reservoir physical property parameters in high dimensional space:

$$ f(x) = \omega^T (\phi)x + b, \quad (7) $$

The constructed value loss function is used to represent the clustering feature vector of the reservoir physical property parameters, and the initial cluster center $E$ is described in the particle swarm population as

$$ E = \sum_{j=1}^{q} E_j \quad (10) $$

where

$$ E_j = \sum_{k} e_{jk} = \sum_{k} (d_k - c_k)^2. \quad (11) $$

The designed error back propagation factor and chaotic map are used to optimize the particle swarm differential perturbation so that the reservoir physical parameters have better adaptability in cluster training. At this time, the optimization model of reservoir physical parameter clustering is

$$ \min_{\omega,\xi, \xi^*} = \frac{1}{2} \omega^T \omega + c \sum_{i=1}^{l} (\xi_i + \xi_i^*), \quad (12) $$

where $\xi_i$ and $\xi_i^*$ represent the slack variables produced by the posterior probability $P(x_0)$; $\xi$ is the insensitive loss function in the clustering process of particle swarm data; and $c$ represents the compromise of the fitting precision of data samples. The clustering preconditioning of reservoir physical property parameters based on particle swarm differential perturbation evolution is realized.

3. Algorithm Improvement

3.1. Feature Extraction. Based on the analysis of data structure characteristics and data clustering pretreatment of reservoir physical parameters, the improved algorithm for reservoir physical property parameters matching is designed. The traditional method uses the fuzzy C-means clustering matching algorithm to match the reservoir physical property parameters. When the dispersed characteristics of the reservoir physical property parameters are large, the matching accuracy of the reservoir physical parameters is not good. In order to overcome the defect of traditional methods, this paper proposes a method based on PSO and SVM algorithm for reservoir physical property parameters. Based on the particle swarm differential perturbation evolution algorithm for clustering of reservoir physical property parameters, feature extraction is performed, and the weights of each particle in the feature extraction of reservoir physical parameters are calculated:
\[
\bar{w}_k' = \frac{\bar{w}_{k-1}' p(x_k/x_{k-1}') p(x_{k}'/x_{k-1}')}{q(x_k'/x_{k-1}')}. \quad (13)
\]

During the search process, the particle swarms perform minimum feature space recombination on the extracted reservoir physical parameters and normalize the weight values of each particle:

\[
\tilde{\bar{w}}_k^i = \frac{\bar{w}_k^i}{\sum_{i=1}^{N} \bar{w}_k^i}. \quad (14)
\]

The larger the \(c\) value, the higher the matching precision of the reservoir parameters. The estimated value is obtained by adaptive least squares estimation by monitoring the threshold value of the reservoir parameters:

\[
f(x) = \sum_{i=1}^{l} (a_i + a_i^*) k(x - x_i) + b. \quad (15)
\]

Using the particle swarm differential perturbation search method, the feature information is continuously searched in the global scope. The expressions of the feature extraction results of the reservoir physical parameters in the optimal and global search scope are

\[
K(x_i, x_j) = \langle x_i, x_j \rangle, \quad K(x_i, x_j) = \langle x_i, x_j \rangle + 1, \quad (16)
\]

\[
K(x_i, x_j) = \exp\left( \frac{||x_i - x_j||^2}{2\sigma^2} \right).
\]

After the operation reaches convergence, the most adaptive individual in the entire particle population is the optimal approximate solution needed. Thus, the feature extraction of the reservoir physical parameters is realized, which provides an accurate data basis for precisely matching and information mining of reservoir physical parameters.

3.2. Parameter Matching Based on SVM. The SVM model is used to perform feature reorganization and least squares matching on the extracted reservoir physical parameters to realize accurate mining of feature quantities. Combined with the data characteristics of the reservoir physical parameters, the standard SVM model is assumed to be

\[
\min_{0 < \alpha_i \leq \mathcal{c}} W = \frac{1}{2} \sum_{i,j=1}^{l} y_i y_j \alpha_i \alpha_j K(x_i, x_j) - \sum_{i=1}^{l} \alpha_i - b \left( \sum_{i=1}^{l} y_i \alpha_i \right). \quad (17)
\]

where \((x_i, x_j)\) is the data feature extraction sample and \(b\) is the Lagrange operator, and the vector feature sample set matched to the reservoir physical property parameters is

\[
S = \{(x_1, x_1), \ldots, (x_l, x_l)\}, \quad (18)
\]

where \(x_i = (x_{i1}, x_{i2}, \ldots, x_{id})\) is the eigenvector; the first-order partial derivative of the SVM model \(W\) is calculated, and the characteristic discriminant of the least squares matching of the reservoir physical property parameters under the standard SVM is

\[
G_i = \sum_j a_j y_j K(x_i, x_j) + y_i b - 1. \quad (19)
\]

In the reservoir physical property parameters space, by adaptively adjusting the weight vector \(\alpha_i\), the covariance and the adaptive spectral peak weighted search method are used to solve the normalized vector of the matching center.

When

\[
\alpha = (\alpha_1, \alpha_2, \ldots, \alpha_n) \neq 0, \quad (20)
\]

we have

\[
\alpha^T Q\alpha = \sum_{i=1}^{n} \sum_{j=1}^{n} a_i a_j Q_{ij} \geq 0. \quad (21)
\]

In the sample update process of the SVM set \(S\), there are \(\forall i \in S_i, \beta_{i}^T \neq 0, \forall i \in S - S_i, \gamma_{i}^T \neq 0\). For the \(\forall i \in S\), the time window width in the direction of the gradient descent is

\[
\beta_i' = - \sum_{k \in S} R_{ik} Q_{kc} - R_{it} y_c
\]

\[
= - \frac{1}{\det(Q)} \left( \sum_{k \in S} (-1)^{i+k} \det(Q_{ik}) Q_{kc} + y_c (-1)^{i+k} \det(Q_{ik}) \right). \quad (22)
\]

In order to reflect the diversity characteristics of the particle population during the data matching process, the matching update is performed in the finite step adjustment. When the set \(S\) satisfies

\[
Q^T R^{-1} = Q^T R_{tt} - \frac{Q^T (R_{st} R_{st})_{tt}}{R_{tt}}
\]

\[
= Q^T R_{tt} + (R_{st} R_{st})_{tt} = I. \quad (23)
\]

As the sample size increases, the parameters generate \(X_1\) and \(X_2\) as finite sequences. Under the control of the SVM model, the matched output results are

\[
Q^T R' = \begin{pmatrix}
0 & y_1 & \cdots & y_n & y_t \\
y_1 & Q_{11} & \cdots & Q_{1n} & Q_{1t} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
y_n & Q_{n1} & \cdots & Q_{nn} & Q_{nt} \\
y_t & Q_{t1} & \cdots & Q_{tn} & Q_{tt}
\end{pmatrix} \begin{pmatrix}
0 \\
R \\
0 \\
0 \cdots 0 \cdots 0
\end{pmatrix} + \frac{1}{y_t} \left[ \begin{array}{c}
\beta_1' \\
\beta_2' \\
\vdots \\
\beta_n' \\
1
\end{array} \right] \left[ \begin{array}{c}
1 \\
0 \衔 1
\end{array} \right]. \quad (24)
\]
The velocity of the particle population is \( V_i = (v_{i1}, v_{i2}, \ldots, v_{iD})^T \), and the position is \( X_i = (x_{i1}, x_{i2}, \ldots, x_{iD})^T \). Through the SVM algorithm, the initial reservoir parameters converge to the global optimal, which indicates that the proposed method has stability and global convergence.

4. A Case Study

In order to test the performance of the proposed method in the optimization and matching of reservoir physical property parameters, a case study is carried out. The underground reservoir is located in western China, and the well is a multistage fracturing horizontal well. The stratum is a rectangular fully enclosed reservoir with homogeneous formation. The reservoir fluid is the tight oil and the fluid flow satisfies Darcy’s law. Horizontal well position, fracture locations at all levels, fracture shapes, and reservoir boundaries are shown in Figure 1.

The number of wells in the actual production process is far from meeting the demand for the number of samples. Taking the multistage fracturing of horizontal wells as an example, the parameters affecting the curve shape and calculation results mainly include permeability, well storage, skin, half length of fractures, and the number of fractures. Even if 100 basic values are selected for each parameter, random matching is adopted, and the number of combinations obtained reaches \( 10^{10} \) groups, and the spatial uniformity of the parameter group cannot be guaranteed. Matching using the method proposed in this paper can obtain the high quality samples, thus improving the accuracy of the matching. The setting of each parameter value used in the algorithm is as follows. The distributed attenuation factor of the matching center is \( \lambda = 0.25 \), the population size of the particle group is set to 20, the matching threshold is set to \( \mu = 10 \), the parameter \( G_{\text{max}} = 30 \), \( D = 12, C = 3 \), and \( NP = 30 \), the particle swarm differential perturbation range is set to \( \beta = 0.001 \), and the crossover probability of the particle swarm is \([0, 1]\).

One of the important concepts for describing multiphase flow in porous media is permeability. In order to verify the effectiveness of the algorithm, the genetic algorithm (GA), ANN, and the method proposed in this paper were used to perform matching on the permeability data. The results obtained are shown in Figure 2. The permeability prediction results of the three algorithms are shown in Table 1. As can be seen from Table 1, the Root Mean Square Error (RMSE) of GA is 0.384, the RMSE of ANN is 0.35, and the RMSE of PSO-SVM is 0.183. It can be known from the prediction results that the overall performance of the PSO-SVM method is better and the prediction results are more accurate.

After obtaining the predicted values of all the physical parameters, they are imported into the reservoir model and the formation pressure is calculated. The comparison between the calculated results and the measured data is shown in Figure 3. It shows that the measured pressure and the calculated pressure match well with an average error of 2.8%, which is within an acceptable range.

To further verify the accuracy of the predicted data, the obtained reservoir parameters were introduced into the
Table 1: Permeability prediction results of different algorithms.

| Fracture number | Measured value | GA    | ANN   | PSO-SVM |
|-----------------|----------------|-------|-------|---------|
| 1               | 1.52908        | 1.4727| 1.2943| 1.663   |
| 2               | 0.50653        | 0.85352| 0.124 | 0.66    |
| 3               | 1.8074         | 1.43808| 1.332 | 1.763   |
| 4               | 2.671          | 2.272 | 2.354 | 2.701   |
| 5               | 1.4365         | 1.7597| 1.687 | 1.532   |
| 6               | 1.4522         | 1.66732| 1.854 | 1.564   |
| 7               | 1.81824        | 2.02017| 1.687 | 1.9     |
| 8               | 1.7561         | 2.0329| 2.114 | 1.902   |
| 9               | 2.632          | 3.1921| 2.394 | 3.065   |
| 10              | 1.966          | 1.6739| 2.321 | 2.211   |
| 11              | 3.389          | 4.1665| 3.256 | 3.395   |
| 12              | 5.25           | 5.14845| 5.054 | 5.341   |
| 13              | 5.6328         | 5.25905| 6.254 | 5.406   |
| 14              | 8.5            | 8.16 | 7.965 | 8.225   |
| 15              | 7.539          | 7.037 | 7.365 | 7.385   |

Figure 3: History match figure of bottom hole pressure.

Figure 4: Formation pressure distribution at 120 h.
Figure 5: Formation pressure distribution at 630h.

Figure 6: Formation pressure distribution at 1120h.

Figure 7: Formation pressure distribution at 2160h.
example well to obtain the bottom hole pressure distribution, and the results are shown in Figures 4–8. Figures 4–8 are plots of bottom hole pressure at 120 hours, 630 hours, 1120 hours, 2160 hours, and 4230 hours, respectively.

The flow in Figure 4 is in the linear flow phase and the flow is concentrated near the crack. From Figures 5–7, the flow gradually expands outward, and the flow state appears as a linear flow to a radial flow transition phase. In Figure 8, the flow is about to reach the boundary, where the flow state is a mixed flow of radial flow and boundary control flow. The flow patterns are in good agreement with seepage laws from Figures 4–8. The results of the pressure distribution are in accordance with expectations, which also verify the correctness of the algorithm.

5. Conclusions

In this paper, a matching method for reservoir physical property parameters based on PSO and SVM algorithm is proposed. The main conclusions can be summarized as follows:

1. The obtained physical parameters have better spatial uniformity and can truly reflect the reality of underground reservoirs.
2. The matching accuracy of the formation pressure is within the allowable error range.
3. The formation pressure matching by the optimization algorithm can better meet the computational requirements of complex nonlinearities.
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