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Abstract

The notion of sparse-dense partitions of graphs was introduced by Feder, Hell, Klein, and Motwani [STOC 1999, SIDMA 2003] as a tool to solve several partitioning problems. A sparse-dense partition of a graph $G$ is a partition of $V(G)$ into two parts $V(G) = S \cup D$ where $S \in S$ and $D \in D$ for some graph classes $S$ and $D$ such that: both $S$ and $D$ are closed under induced subgraphs; and there is a constant $c$ so that for any $S' \in S$ and $D' \in D$ the intersection $S' \cap D'$ has at most $c$ vertices. Graphs admitting sparse-dense partitions for some classes $S$ and $D$ are called sparse-dense graphs. This paper presents some results concerning maximal independent sets in sparse-dense graphs. It is proved that if a graph $G$ admits a sparse-dense partition concerning classes $S$ and $D$, where $D$ is a subclass of the complement of $K_t$-free graphs (for some $t$), and the graph class $S$ can be recognized in polynomial time, then:

- enumerating all maximal independent sets (or finding a maximum independent set) of $G$ can be performed in polynomial time whenever it can be done in polynomial time for graphs in the class $S$.

This result has the following interesting implications:

1. A P versus NP-hard dichotomy for MAX. INDEPENDENT SET on $(k, \ell)$-graphs concerning the values of $k$ and $\ell$. The class of $(k, \ell)$-graphs is the class of graphs $G$ where $V(G)$ can be partitioned into $k$ independent sets and $\ell$ cliques.

2. A P-time algorithm that does not require $(1, \ell)$-partitions for determining whether a $(1, \ell)$-graph $G$ is well-covered. Well-covered graphs are graphs in which every maximal independent set has the same cardinality.

3. The characterization of conflict graph classes for which the conflict version of a P-time graph problem is still in P assuming such classes. Conflict versions of graph problems ask for solutions avoiding pairs of conflicting elements (vertices/edges) described in conflict graphs.
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1 Introduction

Partitioning graph problems consist in separating the vertices of a given graph $G$ into $k$ parts $V_1, \ldots, V_k$ such that $V_1 \cup \ldots \cup V_k = V(G)$, $V_i \cap V_j = \emptyset$ for $1 \leq i, j \leq k$ and $i \neq j$, and each part $V_i$ satisfies a property $\Pi_i$. Sometimes it can be also required that the edge set between $V_i$ and $V_j$ satisfies a property $\Pi_{ij}$ for $1 \leq i, j \leq k$ and $i \neq j$. Usually, some of these internal ($\Pi_i$) or external ($\Pi_{ij}$) properties are irrelevant, allowing to be any set of vertices or edges (including the empty set). Classical partitioning graph problems are $k$-COLORING and $k$-CLIQUE COVER which aim partition the vertices of a given graph $G$ into $k$ independent sets or $k$ cliques, respectively. Also, Feder, Hell, Klein, and Motwani [16, 18] described a family of partitioning problems called $M$-partition problems where the “pattern of requirements” is given by a fixed symmetric $k$-by-$k$ matrix. The recognition of split graphs is another example of a partitioning problem. A graph $G$ is split if it admits a partition of its vertex set into a clique and an independent set. A generalization of split graphs defined by Brandstädt [6] is the notion of $(k, \ell)$-graphs, that is graphs whose vertex set admits a partition into $k$ independent sets and $\ell$ cliques. Such partitions are called $(k, \ell)$-partitions. For convenience, some parts are allowed to be empty, and a single vertex set can be counted as either an independent set or a clique. A P versus NP-complete dichotomy for recognizing $(k, \ell)$-graphs was proved by Brandstädt [6]: the problem is in P if $\max\{k, \ell\} \leq 2$, and is NP-complete otherwise. Any $(k, \ell)$-partition can be seen as a partition of $V(G)$ into a “sparse” graph with chromatic number at most $k$ and a “dense” graph with clique cover number at most $\ell$. This notion of partitioning graphs into “sparse” and “dense” parts was generalized by Feder, Hell, Klein, and Motwani [16, 18] as a tool to solve several partitioning problems.

Let $S$ and $D$ be two classes of graphs. Feder, Hell, Klein, and Motwani [16, 18] described $S$ as a class of sparse graphs and $D$ as a class of dense graphs if $S$ and $D$ satisfy the following constraints:

- both $S$ and $D$ are closed under induced subgraphs;
- there exists a constant $c$ such that the intersection $S \cap D$ has at most $c$ vertices for any $S \in S$ and $D \in D$.

A sparse-dense partition of a graph $G$, with respect to the classes $S$ and $D$ of “sparse” and “dense” graphs, is a partition of $V(G)$ into two parts $V(G) = S \cup D$ such that $S \in S$ ($S$ is sparse) and $D \in D$ ($D$ is dense). Graphs admitting sparse-dense partitions for some classes $S$ and $D$ are called sparse-dense graphs. Some examples of sparse-dense partitions are partitions into a graph having bounded clique size and a graph having bounded independence number; partitions into a planar graph and a clique; or partitions into a bipartite graph and a co-bipartite graph. For partitioning problems modeled by sparse-dense partitions, one can apply the following theorem due to Feder, Hell, Klein, and Motwani:

**Theorem 1 (Sparse-Dense Theorem [16, 18]).** Let $S$ and $D$ be classes of sparse and dense graphs, respectively. A graph on $n$ vertices has at most $n^{2c+\ell} \cdot T(n)$ different sparse-dense partitions. Furthermore, all these partitions can be found in time proportional to $n^{2c+\ell} \cdot T(n)$, where $T(n)$ is the time for recognizing the sparse and dense graphs.

The Sparse-Dense Theorem implies that partitioning problems modeled by sparse-dense partitions can be solved in polynomial time whenever both classes $S$ and $D$ are polynomial-time recognizable.

This paper concerns the Maximum Independent Set problem on sparse-dense graphs. It is proved that if a graph $G$ admits a sparse-dense partition concerning classes $S$ and $D$ where graphs in $S$ can be recognized in polynomial time, and $D$ is a subclass of the complement of $K_t$-free graphs (for some nonnegative integer $t$) then:

- enumerating all maximal independent sets (or finding a maximum independent set) of $G$ can be performed in polynomial time whenever it can be done in polynomial time for graphs in $S$.

Some examples of sparse classes $S$ satisfying the desired constraints are empty graphs (independent sets), trees, and complete $k$-partite graphs for fixed $k$. Also, by considering finding a maximum
independent set instead of enumerating maximal independent sets, one can handle more general graph classes $S$ such as bipartite and bounded treewidth graphs. In addition, examples of dense classes $D$ are complete graphs, co-bipartite graphs, co-planar graphs, and graphs having bounded co-degeneracy [15].

As a by-product of the main result, contributions in the regime of $(k, \ell)$-graphs, well-covered graphs, and conflict-free graph problems are also achieved. These results reveal an applicable structural property for determining tractable instances of problems related to independent sets.

**On $(k, \ell)$-graphs**

The problem of recognizing subclasses of $(k, \ell)$-graphs and the complexity of problems on $(k, \ell)$-graphs have been extensively studied [1, 5, 12, 14, 16, 17, 23]. Sometimes $(k, \ell)$-graphs are also called $(r, \ell)$-graphs due to the common use of $k$ to denote parameters in parameterized complexity.

From the results of this paper, a P vs. NP-hard dichotomy of **MAXIMUM INDEPENDENT SET** regarding to the parameters $k$ and $\ell$ of $(k, \ell)$-graphs is achieved. This determines the boundaries of the NP-hardness for such graph classes. The main results of this paper regarding $(k, \ell)$-graphs are:

1. the problem of enumerating all maximal independent sets of a graph can be done in polynomial time on the class of $(1, \ell)$-graphs for any $\ell \geq 0$;

2. the problem of finding a maximum independent set of a graph can be done in polynomial time on the class of $(2, \ell)$-graphs for any $\ell \geq 0$.

Also, by replacing each edge $e = uv$ of a graph with a path $uxevyv$ where $xe, ye$ are new vertices, the problem of finding a maximum independent set is reducible to the case where the input graph is a $(3, 0)$-graph. Therefore, the complete classification regarding the time complexity of **MAXIMUM INDEPENDENT SET** on $(k, \ell)$-graphs is established (see Table 1).

| $\ell$ | 0 | $\geq 1$ |
|-------|---|--------|
| $k$  |   |        |
| 0    | – | P      |
| 1    | P | P (Cor. 4) |
| 2    | P | P (Cor. 8) |
| $\geq 3$ | NP-hard (Claim. 1) | NP-hard (Claim. 1) |

Table 1: P vs. NP-hard dichotomy of **MAXIMUM INDEPENDENT SET** on $(k, \ell)$-graphs

**On well-covered graphs**

The **Well-covered graph class** is the class of graphs in which every maximal independent set has the same cardinality [25], and recognizing such a class is coNP-complete [9, 28]. Studies regarding structural characterizations of particular subclasses of well-covered graphs has been considered for a long time [7, 19, 20, 22, 26, 27, 29]. In addition, parameterized algorithms for recognizing well-covered graphs were presented in [3, 4].

Let $k, \ell \geq 0$ be two fixed integers, not simultaneously zero. A graph is $(k, \ell)$-well-covered if it is both $(k, \ell)$ and well-covered. Recently, Alves, Couto, Faria, Gravier, Klein, and Souza [2] studied the complexity of **GRAPH SANDWICH** for the property of being $(k, \ell)$-well-covered, and Faria and Souza [15] studied the complexity of **PROBE** problems for the property of being $(k, \ell)$-well-covered. In addition, Alves, Dabrowski, Faria, Klein, Sau, and Souza [3] established the complete classification of the complexity of recognizing $(k, \ell)$-well-covered graphs. In particular, they show that recognizing if a graph $G$ is $(1, \ell)$-well-covered is NP-complete for each $\ell \geq 3$, but given an $(1, \ell)$-partition of $G$
determine whether $G$ is well-covered can be done in polynomial time. Since the problem of finding a $(1, \ell)$-partition is NP-hard for $\ell \geq 3$ [6], given a graph $G$ that is known to be $(1, \ell)$, to determine whether $G$ is well-covered is challenging when no $(1, \ell)$-partition is given together with $G$. However, since $(0, \ell)$-graphs are $K_{\ell+1}$-free, from the results of this paper, it holds that determining whether a given $(1, \ell)$-graph $G$ is well-covered can also be done in polynomial time even when no $(1, \ell)$-partition is provided in the input.

On conflict-free graph problems

Conflict variants of classical computational problems ask to avoid conflicting elements in problem solutions. This constraint is natural in real-world applications. A conflict version of a problem $\mathcal{P}$ is obtained by attaching conflict graphs $\hat{G}$ together with the instances $I_\mathcal{P}$. In such a conflict graph, the vertices represent elements of $I_\mathcal{P}$, and its edges represent pairs of elements that are forbidden to be mutually in the same solution. A solution for an instance $(I_\mathcal{P}, G)$ of a conflict version of $\mathcal{P}$ represents an independent set in $\hat{G}$ and a solution for the instance $I_\mathcal{P}$ of $\mathcal{P}$. Conflict versions of Bin Packing, Knapsack, Maximum Matching, Shortest Path and Spanning Tree have been considered in the literature [8, 10, 11, 21, 24, 30].

In [11], Darmann, Pferschy, Schauer, and Woeginger proved that the conflict version of Maximum Matching remains NP-hard even when the conflict graph is an induced matching (i.e., disjoint union of $K_2$’s). This exemplifies the difficulty of finding nice properties on conflict graphs so that problems originally solvable in polynomial time are still tractable in their version having conflict graphs satisfying these particular properties. Contrastingly, as a corollary of the results of this paper, it follows that if $\mathcal{P}$ is a graph problem in $\mathcal{P}$ and $\mathcal{Q}$ is a subclass of $D$ with $\mathcal{Q}$ having the same solution. A solution for an instance $I_\mathcal{Q}$ with $\mathcal{Q}$ that is known to be $\mathcal{P}$, any $(0, \ell)$-graph $G$ can be solved in polynomial time whenever $\hat{G}$ is a sparse-dense graph with respect to classes $S$ and $D$, where $D$ is a subclass of $\overline{K}_t$-free graphs (for some nonnegative integer $t$) and $S$ is a polynomial-time recognizable graph class such that its maximal independent sets can be enumerated in polynomial time. Examples of such conflict graphs $\hat{G}$ include $(1, \ell)$-graphs.

2 Results

**Theorem 2.** Let $t$ be a nonnegative integer, and $G$ be a sparse-dense graph concerning $S$ and $D$ such that $D$ is a subclass of $\overline{K}_t$-free graphs and $S$ is a graph class recognizable in $T_1(n)$ time whose maximal independent sets can be enumerated in $T_2(n)$ time on $n$-vertex graphs. All maximal independent sets of $G$ can be enumerated in $(T_1(n) + T_2(n)) \cdot n^{O(t)}$ time.

**Proof.** Recognizing $\overline{K}_t$-free graphs can be done in $n^{O(t)}$ time. Therefore, by Sparse-Dense Theorem, one can obtain a sparse-dense partition $V(G) = S \cup D$ such that $S \subseteq S$ and $D$ is $\overline{K}_t$-free in time $T_1(n) \cdot n^{O(1)} + n^{O(t)}$. Now, one can enumerate all independent sets $R_D$ of $D$ (including the empty set). These sets contain at most $t$ vertices and, therefore, can be enumerated in $n^{O(t)}$ time. Also, one can enumerate each maximal independent set $R_S$ of $S$ in $T_2(n)$ time. After that, for each pair $R_D, R_S$, one could obtain the maximum extension of $R_D$ using vertices of each $R_S$ in polynomial time. Finally, the resulting independent sets that are maximal form precisely the collection of all maximal independent sets of $G$, since all possible independent sets of $D$ were checked. 

Remark that the challenge in order to enumerate independent sets in $(1, \ell)$-graphs is that finding a $(1, \ell)$-partition is NP-hard for $\ell \geq 3$. A $(1, \ell)$-partition of a graph is a sparse-dense partition into a (sparse) independent set $S$ and a (dense) $(0, \ell)$-graph $D$. Unfortunately, the Sparse-Dense Theorem cannot be directly applied to find a $(1, \ell)$-partition as $T(n)$, in this case, would be non-polynomial unless $P=NP$. However, every $(1, \ell)$-partition of a graph $G$ can be seen as a partition of $V(G)$ into an independent set $S$ and a $\overline{K}_{\ell+1}$-free graph $D$ (any $(0, \ell)$-graph is $K_{\ell+1}$-free). Similar behavior occurs with several other partitioning problems whose recognition of the class of graphs that admit such partitions is NP-complete. Therefore, the following holds.
Corollary 3. Let $C_{S,D}$ be the class of sparse-dense graph concerning $S$ and $D$ such that $D$ is a subclass of $K_t$-free graphs and $S$ is a graph class recognizable in polynomial time whose maximal independent sets can be enumerated in polynomial time. There is a polynomial-time algorithm that given a graph $G$ either asserts that $G \not\in C_{S,D}$ or enumerates all maximal independent sets of $G$ in polynomial time.

Corollary 4. For any integer $\ell \geq 0$, enumerating all maximal independent sets can be done in polynomial time for graphs in the class of $(1,\ell)$-graphs.

Corollary 5. For any integer $\ell \geq 0$, determining whether a given $(1,\ell)$-graph $G$ is well-covered can be done in polynomial time even when no $(1,\ell)$-partition of $G$ is provided.

Corollary 6. Let $X$ be a graph problem in P. The conflict-free variant of $X$ can be solved in polynomial time whenever the conflict graph $\hat{G}$ is a sparse-dense graph with respect to classes $S$ and $D$, where $D$ is a subclass of $K_t$-free graphs (for some nonnegative integer $t$) and $S$ is polynomial-time recognizable graph class such that its maximal independent sets can be enumerated in polynomial time. In particular, it holds for conflict graphs that are $(1,\ell)$-graphs for any fixed $\ell$.

Proof. By Theorem 2, all maximal independent sets of $\hat{G}$ can be enumerated in polynomial time. For each maximal independent set $C$ of $\hat{G}$ all elements (vertices/edges) that conflict with elements in $C$ can be removed from the input graph $G$ (instance of the original problem), and a solution to the problem $X$ in this new instance (if any) can be found using a polynomial-time algorithm for $X$. Thus, a feasible solution (if any) can be found in polynomial time for such instances of the conflict version of $X$, and since any evaluation function of $X$ (if any) is polynomial-time computable, then the optimal feasible solution with respect to these evaluation functions can also be computed in polynomial time. □

It is easy to see that there are bipartite graphs with an exponential number of maximal independent sets. For instance, induced matchings with $n$ edges have $2^n$ maximal independent sets. Therefore, for sparse-dense graphs like $(2,\ell)$-graphs, the focus is on finding a maximum independent set.

Theorem 7. Let $t$ be a nonnegative integer, and $G$ be a sparse-dense graph concerning $S$ and $D$ such that $D$ is a subclass of $K_t$-free graphs and $S$ is a graph class recognizable in $T_1(n)$ time whose maximum independent set can be found in $T_2(n)$ time on $n$-vertex graphs. A maximum independent set of $G$ can be enumerated in $(T_1(n) + T_2(n)) \cdot n^{O(t)}$ time.

Proof. By the Sparse-Dense Theorem one can obtain a sparse-dense partition $V(G) = S \cup D$ such that $S \in S$ and $D$ is $K_t$-free in $(T_1(n) \cdot r^{O(1)} + n^{O(t)})$ time. By enumerating all possible independent sets $R_D$ of $D$ (including the empty set), taking the graph induced by the subset of $S$ having no neighbor in $R_D$, and performing a $T_2(n)$-time algorithm for Maximum Independent Set on this subgraph of $S$, we obtain all relevant independent sets of $G$, where the maximum independent set of $G$ is the largest of them, since all possible subsets of $D$ were analyzed. □

Note that a corollary similar to Corollary 3 applies for classes $S$ whose recognition and maximum independent set computation can be performed in polynomial time. Also, recall that a maximum independent set of a bipartite graph can be found in polynomial time using maximum matching algorithms (c.f. König’s theorem). Therefore, the following holds.

Corollary 8. For any integer $\ell \geq 0$, finding a maximum independent set can be done in polynomial time for graphs in the class of $(2,\ell)$-graphs.

By replacing each edge $e = uv$ of a graph with a path $ux_ey_v$, where $x_e, y_e$ are new vertices, the Maximum Independent Set problem is reducible to the case where the input is a $(3,0)$-graph. Since empty parts are allowed on $(k,\ell)$-graphs, the following complete the dichotomy regarding $(k,\ell)$-graphs.

Claim 1. Given two nonnegative integers $k \geq 3$ and $\ell \geq 0$, the problem of finding a maximum independent set of a $(k,\ell)$-graph is NP-hard.
Finally, since the complement of a sparse-dense graph is also sparse-dense, we remark that similar results regarding enumerating maximal cliques or finding a maximum clique can be obtained for the complementary graph classes.
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