CT Image Denoising Based on Thresholding in Shearlet Domain
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Computed tomography (CT) is a powerful tool for medical diagnosis. Due to acquisition and transmission in CT imaging, the noise appears that leads to poor image quality. Noise reduction technique is applied in CT images where noise is reduced with preserving all clinical information. In this paper, original noisy CT images are thresholded using bayes shrinkage rule in Shearlet domain. The proposed framework is compared with existing methods and it is observed that performance of proposed method is superior to existing methods in terms of visual quality, Image Quality Index (IQI) and Peak Signal-to-noise Ratio (PSNR).
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In medical science, Computed tomography (CT) is one of the important tools which provide the view in the form of digital image of the human body’s internal structure for diagnosis purpose. In computed tomography, X-rays are projected with different different angels over the human body where soft and hard tissues of human body are observed and other side, a detector is used to collect the observed data (raw data). Using Radon transform, these raw data are further mathematically computed and CT images are generated. Because of acquisition, transmission and mathematical computation, the reconstructed CT images may be degraded in terms of noise.

With the invention of CT, the research on noise reduction in CT has come into existence. The first articles of CT image denoising were published shortly after the invention of CT, where the concept of low-pass filtering was used. Authors concluded that the noise is effectively reduced and also enhanced the detectability of big objects from the noisy CT image. However, these methods have major problems such as over-smoothing of edges and decreasing the detectability of small structures.

Various techniques were investigated for controlling the noise in CT scan imaging. Projection based techniques in CT works on raw data or sinogram which comes through Radon transform where noise filtering was applied on raw data using linear or non-linear filters followed by filtered back-projection (FBP). Many iterative reconstruction approaches for noise suppression in CT were also investigated by optimizing statistical objective functions. Iterative reconstruction techniques have the advantage that the noise statistics in the projections can directly be taken into account during the reconstruction process. The disadvantage, however, is the high computational cost of iterative methods. The other popular techniques are based on post-processing approaches. The main goal of these techniques are the structure preserving reduction of pixel noise in
reconstructed CT images and improved signal-to-noise ratio (SNR) without increasing the radiation dose. A very important requirement for any noise reduction in CT images is that all clinically relevant image contents must be preserved. Especially, edges and small structures should not be affected.

Generally, images can be denoised into two domains:

(i) Spatial and (ii) transform domains.

Initially, in spatial domain, linear filters were used to denoise the images but it was not successful for preserving details over the images. Mean filtering was used to reduce the Gaussian noise but for high noise it produces blurry images. To overcome that, bilateral filtering was further used. With non-linear filters in spatial domain, the noise is removed without any attempt to explicitly identify it. Spatial filters employ a low pass filtering on group of pixels with the assumption that the noise occupies the higher region of frequency spectrum. Generally, linear filters are used to remove noise but blurring problem may occur.

Naidich et al. analyzed the effect of low dose on CT images and found that low dose can help to provide CT images for diagnosis purpose. However, the quality of CT images was not as good as conducted by high dose CT images. Mayo et al. also tested on low dose CT images and observed that the photon detectors adapting less data will create the visual noise in the reconstructed CT images. They concluded that low dose CT images also meet with diagnostic requirements and further image processing algorithms would help to improve the quality of CT images.

In transform-domain denoising techniques, the input data is decomposed into its scale-space representation and have a property of energy compaction. It is observed from multi resolution based denoising techniques that (i) the noise and clean signal behave differently. (ii) Noise is detected on geometrical components and sharp transitions of images, and (iii) Most of the noise can be detected from low resolution images.

In another approach, Shih et al. proposed a method to reduce the noise from the low-dose computed tomography (LDCT) images using multiresolution total variation minimization (MRTV) method. Here, discrete wavelet transform was performed over the CT images to decompose low and high frequency wavelet coefficients. These high frequency wavelet coefficients were further processed using total variation minimization with suitable tuning parameters. The CT image reconstructed by inverse wavelet transform is the denoised CT image. The results were tested on the Shepp-Logan phantom added with Gaussian white noise and also real head CT images. They concluded that results were improved in terms of signal-to-noise ratio in compare to total variation minimization methods. In another hybrid approach, Shao et al. proposed a new approach where two or more denoising methods were combined together. They analyzed two methods named: constrained least square filter algorithm and Lucy-Richardson algorithm. In analysis, they concluded that both methods were good and effective for image resolution but not efficient for denoising. Similarly, they perform denoising using Non-local Means filter algorithm and wavelet filter. Here, both approaches work effectively for noise suppression but have less impact to enhance resolution.

Skiadopoulos et al. analyzed a comparative study between multi-scale platelet denoising methods. They applied a Butterworth filter at the stage of pre and postprocessing on image reconstruction. The authors concluded that denoising by platelet and Butterworth postprocessing methods for without noise attenuation conditions outperformed on Butterworth pre-processing for large size defects. In another approach, Vandeghinste et al. proposed an alternative TV minimization based on split-Bregman based algorithm to perform iterative CT reconstruction using shearlet regularization. Shearlet model contained the structure in image using a non-piecewise constant image model which leads to different artifacts than in the case of TV. However, on acquired CT data, the textures are more similar to the reference texture than TV.

Silva et al. presented denoising techniques on high-determination processed tomography (HRCT) images where denoising is performed for tumor discrimination. Here, authors performed Wiener filtering, geometric mean filtering and Wavelet based thresholding. After analysis of this work, the authors concluded that wavelet denoising performs well for denoising, but it is difficult to say that wavelet denoising works well for all CT reconstructed images.

In transform domain, wavelet transform
is used where images are decomposed into low
and high frequency subbands. The noise has a
tendency that it affects over the edges or detail parts
in most of the cases. Thresholding is one of the
popular ways to denoised the images in transform
domain. Before thresholding, a threshold value is
estimated which helps to denoised the images. To
overcome that, many other transforms are used
such as, dual-tree complex wavelet transform,
curvelet, tetrolet, shearlet and so on. Recently
many methods have been proposed based
on the shearlet transform. These methods give
better results in terms of noise reduction and edge
preservation. However, thresholding concepts have
difficultly been performed via various
transforms. Many image denoising methods have
been performed with the combination of
spatial domain and transform domain methods.
Some of the methods follow the approaches by
estimating similarity from neighborhood pixels.
Each denoising method has their drawback. The
major drawback of previous denoising methods is
to missing the edges for higher noise.

In CT images, every small detail has their
own significance and may be used for diagnosis
purpose. With this consideration, a new scheme
has been proposed for reduction of pixel noise
with structure preserving in shearlet domain,
which combines the advantages of Bilateral filter
and Bayes shrinkage rule in shearlet domain.
Experiment results demonstrated that the proposed
method produces good denoising and improved
signal-to-noise ratio (SNR) without increased dose.
The paper is organized as follows. Section 2 gives
a brief overview of Shearlet transform. In section
3, the proposed method is presented in details.
Experimental results, including a comparison with
other denoising methods, are given in section 4.
Finally, conclusions are summarized in section 5.

Nonsubsampled shearlet transform (NSST)
The nonsubsampled shearlet transform (NSST) is an extended version of wavelet
transform with a high directional sensitivity by
inheriting the advantages of the classical theory of affine system. It contains five major properties:
well localizing, spatial localizing, and highly
directional sensitivity, parabolic scaling and
optimally sparse. In NSST, the features of multi-
dimensional and multi-directional are enhanced by
combining the multi-scale and directional analysis.
The low and high frequency components in NSST
are obtained by using nonsubsampled Laplacian
pyramid (NSLP). While, different subbands and
direction shearlet coefficients are obtained using
directional filtering. The shear matrix is generally
used to perform the directional filtering which
helps to provide the many more directions. The
discrete shearlet transform can be represented
effectively due to its mathematical framework.
The discrete version of shearlet transform has an
ability to deal with multi-dimensional functions.

Proposed methodology
With the assumption, the CT images are
corrupted by Gaussian noise with zero mean and
different variances, the noisy CT image can be
expressed as:

\[ X(m,n) = Y(m,n) + \eta(m,n) \] ...

Where, \( \eta(m,n) \) is a noise coefficient,
\( Y(m,n) \) and \( X(m,n) \) are noiseless and noisy
images respectively.

In our proposed algorithm, two parallel
approaches have been processed using bilateral
filter and thresholding in shearlet domain.

To denoise high frequency subbands, a
locally adaptive thresholding is performed using
Bayes shrinkage function. By selecting small
threshold value, the resultant image may be noisy.
For large threshold value, the resultant image
may blur on the edges. The selection of optimal
threshold value is necessary and important task
for preserving clinical details and suppression of
noise.
The threshold \( \lambda \) can be selected as:

\[ \lambda = \left( \frac{\sigma_\eta^2}{\sigma_f} \right) \] ...

Where the noise variance can be estimated
using robust median estimation method [15] as
follows:

\[ \sigma_\eta^2 = \left[ \frac{\text{median}(|X(m,n)|)}{0.6745} \right]^2 \] ...

Where, \( X(m,n) \) represent wavelet decomposition. The standard deviation
of noise less image ($\sigma_{\eta}^2$) can be estimated as:

$$\sigma_{\eta}^2 = \max(\sigma_{\eta}^2 - \sigma_\lambda^2, 0) \quad ...(4)$$

Where, $\sigma_\lambda^2 = \frac{1}{N} \sum_{i=1}^{N} X_i^2$, and $N$ represent patch size of an input image.

The thresholding function can be expressed as:

$$\hat{X} = \begin{cases} 
0 & f \left| X \right| \leq \lambda \\
\text{sign}(X) \left( \left| X \right| - \lambda \right) & f \left| X \right| > \lambda 
\end{cases} \quad ...(5)$$

The proposed method can be expressed with the following major steps:

Step 1: Apply nonsubsampled shearlet transform (NSST) input noisy CT image (X) to obtain low and high frequency subbands.

Step 2: Perform thresholding over high frequency subbands using following steps:

i. Perform log transform on each high frequency subbands
ii. Estimate noise variance using equation (3)
iii. Perform thresholding on high frequency subbands using equation (5)
iv. Apply Exponential function on thresholded high frequency subbands

Step 5: Apply inverse NSST to obtain CT denoised image.

**EXPERIMENTAL RESULTS**

The proposed framework is applied on some CT images (size 512x512) corrupted by additive Gaussian noise at five different noise level
The CT scanned test images shown in figure 1(a-f) are obtained from public access database (https://eddie.via.cornell.edu/cgi-bin/datac/logon.cgi). Figure 1(a), 1(b), 1(c), 1(d), 1(e) and 1(f) are indicated as CT1, CT2, CT3, CT4, CT5 and CT6, respectively. Figure 2(a-f) is showing noisy test image data set with $\tilde{\lambda} = 25$.

Over the noisy input images, bilateral filter has been applied to get sharp and smooth image. In our results, several parameters for bilateral filtering are used such as patch size is 10X10, $\sigma_s$ is 1.2 and $\sigma_r$ is 0.13. By performing subtraction between original image and bilateral filtered image, it was analyzed that some independent and small features are missing for higher noise and low contrast CT images. To recover that, NSST is performed on both noisy input CT image and subtracted image. Both images are thresholded using bayes shrinkage function. After filtering of subtracted image, it was added with bilateral filtered image. It was considered as first intermediate result. The result of NSST based thresholding on original input noisy CT image was considered as second intermediate result. Over the both intermediate results, again NSST was performed to get low and high frequencies coefficients. On low frequency subbands, the variance difference has been estimated. With the variance difference, the fusion has been performed. Similarly on high frequency subbands, the correlation based similarity has been calculated, and a threshold value also calculated by taking an average of all correlation values. A comparison has been performed between threshold value and correlation values. Above than threshold value, the maximum value of high frequency has been taken. Otherwise, inverse variance based average has been performed. Finally, inverse NSST has been performed to get the final denoised CT image.

The denoising results are obtained by proposed scheme and also compared with some existing methods. The existing methods for comparison are [13], [14] and [15]. Figures 3(a-f), 4(a-f), 5(a-f) and 6(a-f) are showing the results of [13], [14], [15] and proposed method respectively.

For CT images (1-4), IQI and PSNR are measured for proposed method as well as existing methods with noise level $\lambda$: [10, 15, 20, 25, 30, 35]. Peak Signal-to-noise Ratio (PSNR) is an important factor to evaluate denoising performance. The high PSNR value represents more similarity between the denoising and original image than lower PSNR value. The objective quality of the denoised image is measured by PSNR as:

$$PSNR = 10 \log_{10} \frac{255^2}{mse}$$

Where $mse$ is the mean square error between the original and the denoised image:

$$mse = \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} [X(i, j) - W(i, j)]^2$$

Image quality index (IQI) is another important factor to analyze the performance of image denoising in terms of correlation, luminance distortion and contrast distortion. For input image (X) and denoised image (W), the IQI can be defined as:

Fig. 5. Results of [15]

Fig. 6. Results of proposed scheme
\[
I_Q = \frac{4\sigma_w}{N} \sum X_i W_i \left( \frac{1}{\sigma_i^2 + \sigma_w^2} \right) \left( X_i - X \right)_i^2 + (W_i - W)_i^2
\]

Where,
\[
\sigma_i^2 = \frac{1}{N-1} \sum (W_i - W)_i^2, \quad \sigma_w^2 = \frac{1}{N-1} \sum (X_i - X)(W_i - W)_i
\]

The quality of image index range lies between 1 and -1. The highest value 1 represents an identical value of input image pixel and denoised image pixel. The lowest value -1 shows that the pixels values are uncorrelated. The obtained results of proposed scheme as shown in fig. 7, gives better results in terms of visual aspects. The IQI and PSNR results are shown in tables 1 and 2 respectively. The results of IQI and PSNR indicates that the proposed scheme obtained better values in compare of existing methods that most in the cases. The result of proposed scheme shows improved texture, noise suppression and sharp preserved edges.

CONCLUSIONS

For CT image denoising, the proposed method has been prepared by taking the advantages of thresholded in shearlet domain and bilateral filtering. To make a balance between noise suppression and edge preservation, two outputs are obtained and a fusion process has been performed by using a single image. Visually, the results are excellent in terms of other similar kind of existing schemes. PSNR and IQI also indicate that proposed work gives better outcomes. Experimental evaluation demonstrate that proposed work: (i) effectively eliminate the noise in CT images, (ii) preserve the edge and structural information, and (iii) retain clinically relevant details.
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