Interference Alignment Inspired Opportunistic Communications in Multi-Cluster MIMO Networks with Wireless Power Transfer
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Abstract: In this work, we jointly investigate the issues of node scheduling and transceiver design in a sensor network with multiple clusters, which is endowed with simultaneous wireless information and power transfer. In each cluster of the observed network, S out of N nodes are picked, each of which is capable of performing information transmission (IT) via uplink communications. As for the remaining idle nodes, they can harvest energy from radio-frequency signals around their ambient wireless environments. Aiming to boost the intra-cluster performance, we advocate an interference alignment enabled opportunistic communication (IAOC) scheme. This scheme can yield better tradeoffs between IT and wireless power transfer (WPT). With the aid of IAOC scheme, the signal projected onto the direction of the receive combining vector is adopted as the accurate measurement of effective signal strength, and then the high-efficiency scheduling metric for each node can be accordingly obtained. Additionally, an algorithm, based on alternative optimization and dedicated for transceiver design, is also put forward, which is able to promote the achievable sum rate performance as well as the total harvested power. Our simulation results verify the effectiveness of the designed IAOC scheme in terms of improving the performance of IT and WPT in multi-cluster scenarios.
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1. Introduction

Currently, we have witnessed the fast soaring of the number of Internet of Things (IoT) equipment [1]. Owing to the rapid development and widespread deployment of IoT, 11% economical gains are predicted to be brought at the end of 2025 [2]. With plenty of IoT equipment and diverse applications surrounding us, our world has indeed become a global village, where we can readily get access to unprecedented convenience for living, working and studying. Typically, the IoT network is complicated, since there are numerous fundamental network components to support diverse practical IoT applications. Among many network components of IoT architecture, the multi-cluster sensor network is often regarded as one of the basic paradigms. Under the presence of severe co-channel interference (CCI) and scarce bandwidth resource, it is a tough task to enhance the spectrum efficiency (SE) for the multi-cluster sensor networks.

To effectively deal with the severe CCI appearing in multi-cluster sensor networks, interference alignment (IA) can be adopted as a powerful technique for interference management [3,4]. Till now, IA has shown great potential in multiple-input multiple-output (MIMO) scenario, and can acquire the optimal degree-of-freedom (DoF) performance of interference networks in the ultra high signal-to-noise (SNR) ratio cases [5]. IA has been widely studied in cellular network [6,7], IoT network [8,9], heterogeneous network (Het-Net) [10,11], cache-enable network [12] and small cell network [13] to make the wireless networks perform in a spectrum-efficient manner. In [10], an IA-based set optimization
method is proposed to solve the interference management problem of HetNets, which can achieve full diversity with limited information exchange.

In this paper, an IA enabled opportunistic communication (IAOC) scheme is proposed for SWIPT-enabled sensor networks. To be more specific, S multi-antenna nodes ($S \geq 2$) are picked out of $N$ candidates ($N \geq S$) for each cluster, and we concentrate on the co-channel uplink transmission. When performing the uplink transmission process, the $(N - S)$ nodes that are not selected are able to realize the function of energy harvesting, and the harvested energy comes from the $S$ selected nodes belonging to each cluster. In particular, a joint node scheduling and transceiver alternating optimization algorithm is put forward, aiming for obtaining the optimal achievable sum rate and harvested energy with partial CSI at each node. The scheduling metric for IAOC is delicately devised to capture the capabilities of IT and EH. The IT capability refers to ratio between the effective signal strength of each node and the generated interference, and the EH capability is measured by the amount of energy that a node can provide. Aiming to provide a practical and unified performance metric to describe both IT and EH capabilities, the effective signal strength of each node is represented by the signal strength that is projected to the receive combining vector belonging to the cluster head (CH). Moreover, the transmit beamforming vector and receive combining vector are iteratively optimized during each transmission block by the proposed alternating optimization algorithm. In Comparison to the former OIA schemes [14,15], the proposed IAOC framework is able to balance IT and EH by adjusting the weight factor in the considered SWIPT-enabled sensor network.

The rest of this paper is organized as follows. In Section 2, we specify the system model. Section 3 formulates the joint IT and EH optimization problem, and the alternating optimization based IAOC scheme is also presented. Numerical results are provided and analyzed in Section 4. Section 5 gives the concluding remarks of this paper.

Notations: In our work, we use the lowercase boldface letters for vectors and use the uppercase boldface letters for matrices. $\| \cdot \|$ and $(\cdot)^H$ represent the Euclidean-norm and conjugate transpose, respectively. $[1, K]$ represents the integer set $\{1, 2, \ldots, K\}$. $I_m$ denotes the $m \times m$ identity matrix. $\kappa_n(A, B)$ refers to the $n$-th largest generalized eigenvalue of $A$ and $B$, and $w_n(A, B)$ refers to the associating generalized eigenvector. $\binom{n}{k}$ represents the number of $k$-combinations from a given set of $n$ elements.

2. Related Work

Although IA owns theoretical advantages, there still exist many challenges for practical applications of IA. In particular, the global channel state information (CSI) at each transceiver is often demanded for the conventional IA schemes [16–18]. In addition, owing to the expansions in terms of time, frequency or symbol, perfect IA transceiver design requires a large number of signal dimensions [3,5,6]. In order to reduce the CSI overhead in the system, IA strategies leveraging limited feedback are advocated in [19,20]. However, for the IA schemes based on limited feedback, the length of the feedback signal should scale with the transmitted power to achieve DoF gain. In [21], the authors investigate a K-user $M \times N$ MIMO interference channel with delayed channel state information at the transmitters, and propose a novel method that applies the IA procedure at the receiver side. More recently, a robust joint interference and phase alignment scheme based on Bayesian estimation and power allocation is proposed in [22] to overcome time delay error CSI in the MIMO broadcasting communication system.

To let the technique of IA make more practical sense, opportunistic interference alignment (OIA) has been developed for the networks with multiple cells or clusters in both downlink [23–26] and uplink [14,15,27,28] transmissions. In this regard, OIA has many advantages over the traditional IA schemes [29,30]. To be more specific, OIA can be implemented with local CSI and the expansion of symbol, time or frequency is not required. For the downlink OIA, the chordal distance is used as the scheduling metric to characterize the degree of alignment, and only one user, whose interference signal is the most aligned for information transmission (IT), is chosen by each base station (BS) [23]. Considering the
leakage arising from interference and desired signals when devising the OIA scheduling metric, the performance of downlink sum rate can be further boosted by [24]. In [25], a joint transmit/receive beamforming and user scheduling scheme is designed, which fundamentally reduces the user scaling law as shown in [23], and a limited feedback strategy is analyzed. Additionally, for the OIA strategy, the performance of achievable sum rate is analyzed in MIMO interfering broadcast channels in [26].

In the realization of the uplink OIA, a set of vectors that are orthonormal and random with each other is termed as the reference signal subspace (RSS). By broadcasting RSS to all users, the direction of data transmission can be guided [14,27,28]. In [27,28], an OIA scheme is studied for single-input multiple-output (SIMO) interfering multiple-access channel (IMAC), which can make the interference signal align to the well-designed interference spaces for each BS. An OIA-assisted singular value decomposition (SVD) is advocated for the MIMO IMAC scenario [14], and both transmit beamforming and user scheduling are applied for the proposed scheme. In a word, the essence of [14,27,28] is to pick the users whose generated interference has the minimum effect on other cells. Although the scheme of minimizing leakage interference (Min-LIF) is DoF optimal in very high SNR regimes, the sum rate improvement is supposed to be considered in more practical SNR cases. Aiming for further boosting the sum rate performance, a threshold inspired scheme is presented in [15], where the balance between the strength of desired signal and leakage interference is included for consideration.

In recent years, simultaneous wireless information and power transfer (SWIPT) turns into one of the most important applications in the field of energy harvesting (EH) [31,32]. Apart from eliminate interference in multi-cluster sensor networks, by properly designing the transmission scheme, the various types of CCI can also be effectively utilized to enable efficient power transfer. Coupling IA with SWIPT, some primary work has been conducted in [33–37]. Specifically, in [35], the antenna selection is investigated to obtain the optimal sum rate and total harvested energy. In [36], the optimal angle switching is studied for the SWIPT-enabled IA network. However, these studies only consider the case where we can handily obtain the global CSI [33–36] and perfect IA can be implemented. If perfect IA cannot be performed, this will restrain them from being extended to more general scenarios [14,15]. In addition, an effective scheme for imperfect IA and EH design is proposed in [37], where the pseudo DoFs that are not available in practical iterative IA process is exploited for EH. Unfortunately, the node scheduling is not included in [37]. As far as we know, there is little known about the joint study of node scheduling and transceiver design without global CSI for the general SWIPT-enabled multi-cluster sensor networks.

In summary, this paper jointly studies node scheduling and transceiver design in SWIPT-enabled multi-cluster MIMO networks, and the IAOC scheme is proposed to facilitate efficient information and power transfer.

3. System Model

As shown in Figure 1, an SWIPT-enabled $K$-cluster sensor network is observed. In particular, each cluster is comprised by one CH and $N$ nodes. It is assumed that the CH has $N_r$-antenna and each node is deployed with $N_t$-antenna ($N \geq N_r$). The set of nodes for the $k$-th cluster is represented by $\Pi_k = \{F_{k,1}, F_{k,2}, ..., F_{k,N}\}$, $k \in [1,K]$. In each cluster, $S$ nodes will be selected to transmit information to its corresponding CH and conduct wireless power transfer to the remaining ($N - S$) unselected nodes. The set of selected nodes in the $k$-th cluster is denoted by $\Xi_k = \{\xi_k(1), ..., \xi_k(S)\}$, and the set for unselected nodes is represented by $\Lambda_k = \{\lambda_k(1), ..., \lambda_k(N - S)\}$, $k \in [1,K]$. 
Figure 1. System model for K-cluster SWIPT-enabled sensor network. In each cluster, S nodes are selected from N nodes to send data streams to its corresponding CH, and the remaining \((N - S)\) nodes can conduct wireless EH to recharge their batteries.

After node scheduling, the received signal \(y_k\) at CH\(_{k}\), whose size is \(N_r \times 1\), is written as

\[
y_k = \sum_{i \in \mathcal{I}_k} a_{i,j}^{[k]} \mathbf{G}_{k,j}^{[k]} \mathbf{v}_{k,i} x_{k,i} + \sum_{i=1, i \neq k}^{K} \sum_{j \in \mathcal{I}_i} a_{i,j}^{[k]} \mathbf{G}_{i,j}^{[k]} \mathbf{v}_{i,j} x_{i,j} + \mathbf{n}_k,
\]

where \(x_{i,j}\) denotes the information symbol transmitted from \(F_{i,j}\) to CH\(_{k}\), \(i \in [1, K], j \in \mathcal{I}_i\); \(\mathbf{v}_{i,j}\) represents the well-designed transmit beamforming vector of \(F_{i,j}\), \(i \in [1, K], j \in \mathcal{I}_i\); \(\mathbf{n}_k \in \mathbb{C}^{N_r \times 1}\) denotes the complex additive antenna noise vector at CH\(_{k}\), following \(\mathcal{CN}(0, \sigma^2 \mathbf{I}_{N_r})\); \(P_t\) is the maximum transmission power at \(F_{i,j}\), i.e., \(E\left[|x_{k,j}|^2\right] \leq P_t\). We assume the uncorrelated antenna channels, and this assumption is consistent with the existing works on OIA [14,15,23–28]. \(\mathbf{G}_{i,j}^{[k]}\) denotes the channel matrix caused by small-scale fading from \(F_{i,j}\) to CH\(_{k}\), \(i \in [1, K], j \in \mathcal{I}_i\); \(\theta_{i,j}^{[k]}\) represents the corresponding path-loss coefficient from \(F_{i,j}\) to CH\(_{k}\). We suppose that each element appearing in \(\mathbf{G}_{i,j}^{[k]}\) is independent and identically distributed (i.i.d.), according to the distribution \(\mathcal{CN}(0, \delta^2)\). It is also assumed that only partial CSI is known at each node. That is to say, CH\(_{k}\) knows the CSI from the N nodes within the cluster \(\mathcal{I}_k\), and \(F_{i,j}\) possesses the CSI from the total K CHs and \((N - 1)\) nodes within the cluster \(\mathcal{I}_k \setminus \{F_{i,j}\}\). The instantaneous signal-to-interference-plus-noise ratio (SINR) of \(F_{k,i}\) is given by

\[
\text{SINR}_{k,i} = \frac{\rho |\theta_{k,j}^{[k]} \mathbf{u}_k^{[k]}|^2}{\rho \sum_{j=1}^{K} \sum_{i \in \mathcal{I}_j} |\theta_{i,j}^{[k]} \mathbf{u}_j^{[k]}|^2 \mathbf{G}_{j,j}^{[k]} \mathbf{v}_{i,j} - |\theta_{k,j}^{[k]} \mathbf{u}_k^{[k]}|^2 \mathbf{G}_{k,j}^{[k]} \mathbf{v}_{k,i}|^2 + 1},
\]

where \(\mathbf{U}^{[k]} = [\mathbf{u}_1^{[k]}, ..., \mathbf{u}_S^{[k]}] \in \mathbb{C}^{N_r \times S}\) is the receive combining matrix of CH\(_{k}\), and \(\rho\) is the transmit SNR. Therefore, the sum rate of the considered multi-cluster scenario can be accordingly written as

\[
R_{\text{sum}} = \sum_{k=1}^{K} \sum_{i \in \mathcal{I}_k} \log \left(1 + \text{SINR}_{k,i}\right).
\]
nodes. In this regard, the received signal at the idle nodes without data transmission, e.g., \( \{ F_{k,s} \} \), \( s \in \Lambda_k \), can be represented as

\[
y_{k,s} = \sum_{i=1}^{K} \sum_{j \in \Xi_i} \theta_{ij}^{[k,s]} G_{ij}^{[k,s]} v_{ij} x_{ij} + n_{k,s},
\]

where \( n_{k,s} \in \mathbb{C}^{N_t \times 1} \) denotes the circuit noise vector at \( F_{k,s} \), satisfying \( n_{k,s} \sim \mathcal{CN}(0, \sigma^2 I_{N_t}) \); \( \theta_{ij}^{[k,s]} \) is the path-loss; and \( G_{ij}^{[k,s]} \) is the small-scale fading. We make an assumption that each element of \( G_{ij}^{[k,s]} \) is i.i.d., following \( \mathcal{CN}(0, \delta^2) \). Then, the power that is expected to be harvested can be reserved at \( F_{k,s} \). This kind of energy is denoted by \( Q_{k,s} \), and can be expressed as

\[
Q_{k,s} = \eta \sum_{i=1}^{K} \sum_{j \in \Xi_i} \left\| \theta_{ij}^{[k,s]} G_{ij}^{[k,s]} v_{ij} x_{ij} \right\|^2,
\]

where \( 0 < \eta < 1 \) denotes the energy conversion efficiency from radio-frequency (RF) signals to electric energy [36]. Among the expected harvested power, the power strength of the noise is much smaller than that of the average received signal, and the energy harvested from the noise power contributes little to the total harvested power. As a consequence, this part of harvested energy is overlooked [31]. To this end, the total harvested power in the SWIPT-enabled sensor network can be calculated by

\[
Q_{\text{sum}} = \sum_{k=1}^{K} \sum_{s \in \Lambda_k} Q_{k,s}.
\]

4. The Proposed IAOC Scheme

In this section, the joint node scheduling and transceiver design is carried out to improve the performance of IT and EH. Inspired by the idea of SWIPT, interference, as a special form of ambient RF signal, bears the potential to enable more efficient usage and wireless power transfer. For the previous OIA schemes, the design of scheduling metrics focuses on characterizing the signal strength of leakage interference or the demanded signal, and the objective of these schemes is to enhance the performance of achievable sum rate. In light of the above observation, in the SWIPT-enabled sensor network, we formulate the joint optimization problem (JOP) as

\[
\max_{v_{k,s} \in \mathbb{C}^{K \times 1} \Xi_k} \sum_{k=1}^{K} \sum_{j \in \Xi_k} \log \left( 1 + \text{SINR}_{k,s} \right) + \beta \sum_{k=1}^{K} \sum_{s \in \Lambda_k} Q_{k,s},
\]

where \( \beta \) is a constant parameter in bps/Hz/W, used to trade off the importance between the rate and power [34]. The JOP is a combinatorial optimization problem, which is proved to be non-convex. The centralized algorithm for solving this problem will result in high computational complexity. To this end, an algorithm for node scheduling and transceiver alternating optimization is proposed to simultaneously optimize the achievable sum rate and the harvested power.

4.1. Scheduling Metric Design

For the considered SWIPT-enabled sensor network, \( S \) scheduling metrics are defined for each node to characterize the IT and WPT performance, and each scheduling metric is associated with a certain receive combining vector. To be more specific, the \( s \)-th scheduling metric of \( F_{k,s} \) corresponding to the receive combining vector \( u_s \), can be represented as
\[ M_{k,j}(s) = \frac{\alpha_{k,j} \| G_{k,j}^{[k]} \| ^2 + \left( 1 - \alpha_{k,j} \right) \eta \sum_{i=1,j\neq k}^N \| G_{k,j}^{[k]} \|^2 }{\sum_{i=1,j\neq k}^K \| G_{k,j}^{[i]} \|^2} \]  
\[ \mathbf{C}_{k,j}(s) = \frac{\mathbf{v}_{k,j}^H \mathbf{C}_{k,j}(s) \mathbf{v}_{k,j}}{\mathbf{v}_{k,j}^H \mathbf{D}_{k,j} \mathbf{v}_{k,j}}, \]  
where \( \mathbf{C}_{k,j}(s) \) and \( \mathbf{D}_{k,j} \) can be expressed as

\[ \mathbf{C}_{k,j}(s) = \alpha_{k,j} | \theta_{k,j} |^2 \mathbf{G}_{k,j}^{[k]} \mathbf{u}_k \mathbf{u}_k^H \mathbf{G}_{k,j}^{[k]} + \eta \left( 1 - \alpha_{k,j} \right) \sum_{i=1,i\neq j}^N | \theta_{k,j} |^2 \mathbf{G}_{k,j}^{[k]} \mathbf{G}_{k,j}^{[k]}^H, \]  
\[ \mathbf{D}_{k,j} = \sum_{i=1,j\neq k}^K | \theta_{k,j} |^2 \mathbf{G}_{k,j}^{[i]} \mathbf{u}_i \mathbf{u}_i^H \mathbf{G}_{k,j}^{[i]} \]  
and \( \alpha_{k,j} \left( 0 \leq \alpha_{k,j} \leq 1 \right) \) is the weight factor. When \( \alpha_{k,j} \) is large, it indicates the IT requirement is strict or the battery power is adequate. On the contrary, a small value of \( \alpha_{k,j} \) represents that the IT requirement is low or the battery power is not adequate. As exhibited in (8), the denominator of \( M_{k,j}(s) \) yields the leakage interference from \( F_{k,j} \) leaking to the other \( (K-1) \) clusters. The first term of the numerator for \( M_{k,j}(s) \) quantifies the effective signal strength projected on each dimension of the receive combining matrix as a substantially refined description of the intra-cluster transmission performance. The second term of the numerator for \( M_{k,j}(s) \) calculates the possible harvested power in the cluster provided by \( F_{k,j} \). Based on the scheduling metric defined above, the performance of IT and EH are both considered for node scheduling. Moreover, from the perspective of IT, the effective signal strength of the node, i.e., the projection in the direction of each receive combining vector, and the leakage interference are optimized to boost the achievable sum rate in the considered sensor network. On the basis of the Rayleigh–Ritz theorem [38], we can calculate the optimal scheduling metric \( M^*_{k,j}(s) \) by employing the approach of generalized eigenvalue decomposition [39,40], and the optimal value of \( M^*_{k,j}(s) \) is given as follows:

\[ M^*_{k,j}(s) = \kappa_1 \left( \mathbf{C}_{k,j}(s), \mathbf{D}_{k,j} \right), \]  
where \( \kappa_1 \left( \mathbf{C}_{k,j}(s), \mathbf{D}_{k,j} \right) \) is the largest generalized eigenvalue of \( \mathbf{C}_{k,j}(s) \) and \( \mathbf{D}_{k,j} \).

4.2. Node Scheduling

According to the feedback scheduling metrics of the nodes, CH\( _k \) is able to conduct the node selection. \( S \) nodes will be selected by CH\( _k \) corresponding to the \( S \) receive combining vectors of CH\( _k \). In particular, for a certain receive combining vector \( \mathbf{u}_k^{[k]} \) of CH\( _k \), the node with the largest value of \( M^*_{k,j}(s) \) will be selected by CH\( _k \). Therefore, CH\( _k \) selects the node according to the following principle:

\[ \xi_k(s) = \arg \max_{j \in \Lambda_k} M^*_{k,j}(s), \quad k \in [1,K], \quad s \in [1,S]. \]

4.3. Transmit Beamforming Vector Design

When the process of node selection is finished, the scheduling information will be broadcast by CH\( _k \), and the selected node \( F_{k,s}(\xi_k) \) is capable of obtaining the corresponding...
reference direction \( u_s^{[k]} \) as well. Afterwards, according to (9), the selected node \( F_{k,j,k}(s) \) calculates the transmit beamforming vector as

\[
v_{k,j,k}(s) = \arg \max_{v_{k,j}} \frac{v_{k,j}^H C_{k,j}^*(s) v_{k,j}}{v_{k,j}^H D_{k,j} v_{k,j}}, \tag{14}
\]

where \( C_{k,j}^*(s) \) can be expressed as

\[
C_{k,j}^*(s) = \alpha_{k,j} |\theta_{k,j}^{[k]}|^2 G_{k,j}^{[k]} u_s^{[k]} u_s^{[k]H} G_{k,j}^{[k]} + \eta \left( 1 - \alpha_{k,j} \right) \sum_{i \in \Lambda_k} |\theta_{k,j}^{[k]}|^2 G_{k,j}^{[k]} G_{k,j}^{[k]H} \tag{15}
\]

Therefore, according to the Rayleigh–Ritz theorem [38], when the selected node set and receive combining vector are given, the optimal transmit beamforming vector design can be yielded by maximizing the value of the scheduling metric in (9). Applying the approach of generalized eigenvalue decomposition [39,40], the optimal transmit beamforming vector of \( F_{k,j,k}(s) \) can be expressed as

\[
v_{k,j,k}(s) = w_1 \left( C_{k,j}^*(s), D_{k,j} \right), \tag{16}
\]

where \( w_1 \left( C_{k,j}^*(s), D_{k,j} \right) \) is the generalized eigenvector associating with the largest generalized eigenvalue \( \kappa_1 \left( C_{k,j}^*(s), D_{k,j} \right) \).

In the devised scheduling metric shown in (12) as well as the transmit beamforming design presented in (16), only the harvested power arising from intra cluster is included. This is different from (5) where the harvested power sourced from both intra and inter clusters is taken into account. The reasons for this design can be illustrated as follows. First of all, owing to the co-existing path loss, the harvested power of inter cluster will be smaller than that of intra cluster for each unselected node. Moreover, due to the fact that the increasing speed of the overheads spent on CSI acquisition will be highly fast when the number of nodes is very large, it is not a wise choice for each node to possess all CSI information related to the nodes located in other clusters.

### 4.4. Receive Combining Vector Design

When the transmit beamforming vectors are obtained, the selected nodes can begin the uplink transmission process. The receive combining vector is optimized to maximized SINR\(_{k,j}\) in (2) at \( CH_k \) as follows:

\[
u_s^{[k]} = \arg \max_{u_s^{[k]}} \frac{u_s^{[k]H} X_{k,j} u_s^{[k]}}{u_s^{[k]H} Y_{k,j} u_s^{[k]}}, \tag{17}
\]

where we have

\[
X_{k,j} = \rho \left| \theta_{k,j}^{[k]} \right|^2 G_{k,j}^{[k]} v_{k,j} v_{k,j}^H G_{k,j}^{[k]H}, \tag{18}
\]

\[
Y_{k,j} = \rho \left( \sum_{i=1}^{K} \sum_{j \in \Xi_i} \left| \theta_{k,j}^{[k]} \right|^2 G_{i,j}^{[k]} v_{i,j} v_{i,j}^H G_{i,j}^{[k]H} - \left| \theta_{k,j}^{[k]} \right|^2 G_{k,j}^{[k]} v_{k,j} v_{k,j}^H G_{k,j}^{[k]H} \right) + I_{N_s}. \tag{19}
\]

Similar to the method described in Section 4.3, with the aid of the Rayleigh–Ritz theorem [38], we can obtain the optimal receive combining vector of \( u_s^{[k]} \) by adopting the approach of generalized eigenvalue decomposition [39,40], which is given as

\[
u_s^{[k]} = w_1 \left( X_{k,j}, Y_{k,j} \right), \tag{20}
\]

and the corresponding SINR\(_{k,j}\) = \( \kappa_1 \left( X_{k,j}, Y_{k,j} \right) \).
During the first transmission block, the receive combining matrix $U^{[k]}$ is initialized by the RSS of CH, i.e., $W^{[k]} = [w_1^{[k]}, \ldots, w_S^{[k]}] \in \mathbb{C}^{N \times S}$. This matrix is semi-unitary, and satisfies $W^{[k]}H W^{[k]} = I_S$. The alternating optimization algorithm for IAOC is summarized as Algorithm 1.

**Algorithm 1**: The alternating optimization algorithm for IAOC

1. Initialization: Set $n = 0$, $\Lambda_k^{(0)} = [1, N]$, $\Xi_k^{(0)} = \emptyset$ and $U^{[k](0)} = W^{[k]}$.
2. Repeat:
   
   a. CH broadcasts receive combining matrix $U^{[k](n)}$.
   
   b. $F_{k,j}$ calculates $S$ scheduling metrics with (12) and feeds them back to CH, $k \in [1, K]$, $j \in \Lambda_k$.
   
   c. CH selects the nodes according to (13) and updates $\Xi_k^{(n+1)} = \Xi_k^{(n)}$ and $\Lambda_k^{(n+1)} = \Lambda_k^{(n)}$.
   
   d. $F_{k,j}$ updates its transmit beamforming vector, i.e., $v_{k,j}^{(n+1)} = v_{k,j}^{(n)}$ with (16), $j \in \Xi_k$.
   
   e. CH updates its receive combining matrix $U^{[k](n+1)} = U^{[k]}$ with (20), and set $n = n + 1$.

3. Until converge or reach the required number of iterations.

**Remark 1.** As mentioned in Section 4.1, $M_{k,j}(s)$ represents the $s$-th scheduling metric of $F_{k,j}$ corresponding to the receive combining vector $u_s$. The denominator of $M_{k,j}(s)$ represents the leakage interference, i.e., the inter-cluster interference leaked from $F_{k,j}$ to the other ($K - 1$) clusters. The node with less leakage interference has a larger scheduling metric and is more likely to be selected. The first term of the numerator of $M_{k,j}(s)$ characterizes the intra-cluster performance, which quantifies the effective signal strength projected on the receive combining vector $u_s$. The receive combining vectors can constitute a reference signal space, and can be viewed as a group of reference directions to guide node selection in the cluster. For each receive combining vector, the node that is more aligned to the direction will have a larger scheduling metric and is more likely to be selected. Similarly, the design of the transmit beamforming and receive combining vector also considers both intra-cluster and inter-cluster interference. To sum up, the intra-cluster and inter-cluster interference are both considered in the node scheduling and transceiver design of the proposed scheme.

4.5. Feedback Overhead and Computational Complexity

Firstly, we use $\epsilon_1 \in (0, 1)$ to denote the probability that the node meeting the two conditions (C1) and (C2) [15]. Then, the feedback overheads of the Min-LIF scheme, the threshold based OIA and the IAOC are one, $2S\epsilon_1$ and $S$ scalar values, respectively.

The computational complexity of each strategy is quantitatively evaluated via the number of floating-point operations (FLOPs). Specifically, multiplication or division of real numbers consists of one flop; each addition operation of complex numbers costs two-flop complexity; and each multiplication operation of complex numbers includes six flops. Bearing the aforementioned principle in mind, the computational complexity cost by computing the scheduling metric and the beamforming vector can be obtained. Big $O$ function is introduced to capture the computational complexity of the devised scheme, which can cover the complexity arising from matrix multiplication, eigenvalue decomposition and other mathematical operations. With the assistance of big $O$ function, in Min-LIF based and threshold based strategies, the computational complexities per node are calculated as $O(KSNrN_t + KSN_t^2)$ [14] and $O(KSN_t^2N_t + KS^2N_t^2)$, respectively. Additionally, let $N_t$ denote the number of required iterations in IAOC strategy, and the per-node complexity of this scheme can be given by $O(N_t KN_t^2 + N_t KSN_tN_t + N_t KSN_t^2)$. Clearly, we can conclude that the computational complexity belonging to the advocated strategy is slightly higher than the complexity in the traditional OIA strategies.

5. Numerical Simulations

In this part, by leveraging the tool of Monte Carlo simulations, the performance of the well-designed IAOC scheme is exhibited. To accurately judge the performance gain
brought by IAOC, the achievable sum rate and total harvested power are used to act as the criteria. As for the values of simulation parameters, it is set that $\eta = 0.2$, $\delta = 1$ and $\alpha_{k,j} = \alpha$. For simplicity but without any loss of generality, the channel model for direct/intra-cluster and cross-link/inter-cluster channels are adopted as $\theta_{k,j}^{[k]} = \theta_{k,j}^{[k,s]} = 1$ and $\theta_{i,j}^{[k]} = \theta_{i,j}^{[k,s]} = 0.8$, $i \neq k$, respectively, [34,36].

In Figure 2, the initial value of each entry in the receive combining vector is selected in a random manner until this vector is feasible. From this figure, we can clearly see that $R_{\text{sum}}$ of IAOC will reach its convergence within a few number of iterations. $Q_{\text{sum}}$ remains unchanged in this figure, since optimizing the receive combining vector to gain the maximum received SINR is not effective to boost the EH performance. For the purpose of performance comparison, a centralized scheme is employed as the benchmark, where the global CSI is assumed to be known in advance and the joint transceiver design is performed under each possible case of $\Xi_k$. In the observed network, the number of combinations of $\Xi_k$ is counted as $\binom{N}{S}$, and the transceiver for each $\Xi_k$ can arrive at its optimal performance in an iteration manner. Particularly, as the same in [41], under fixed $U^{[k]}$, $v_{k,j}$ is regarded as the optimization variable to maximize (7). Next, with updated $v_{k,j}$, we can obtain the optimal $U^{[k]}$ based on (20). Though the centralized strategy can be adopted as an upper bound, this scheme makes little practical sense, because the CSI overhead and the computational complexity will scale with the growing $S$, $N$ and $K$.
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**Figure 2.** Convergence property of IAOC. $K = 3$, $N_r = 3$, $N_t = 2$, $S = 2$, $\alpha = 0.9$, $N = 10$.

In Figure 3, we present the performance of $R_{\text{sum}}$ under varying $N$. Under IAOC scheme, $R_{\text{sum}}$ is a monotone increasing function regarding to $\alpha$. When $\alpha$ is in the range of $(0.7, 1]$, IAOC yields better performance in all SNR regimes in terms of $R_{\text{sum}}$. Therefore, we can conclude that the value of $\alpha$ has a great effect on $R_{\text{sum}}$. 
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**Figure 2.** Convergence property of IAOC. $K = 3$, $N_r = 3$, $N_t = 2$, $S = 2$, $\alpha = 0.9$, $N = 10$.
Figure 3. The achievable sum rate versus $N$. $K = 3$, $N_r = 3$, $N_t = 2$, $S = 2$.

Figure 4 shows us the relationship between $Q_{\text{sum}}$ and $N$. $Q_{\text{sum}}$ obtained from the two traditional OIA schemes are identical with each other, and these two schemes can be adopted as the benchmark strategies. From the observations of this figure, it can be found that, when $\alpha < 1$, IAOC shows superior EH performance than the two benchmark schemes. As the value of $\alpha$ grows, $Q_{\text{sum}}$ sourced from IAOC will decrease. From another perspective, when the value of $\alpha$ is set to 1, IAOC and two benchmarks yield the same $Q_{\text{sum}}$. Based on the insights found in Figures 3 and 4, it can be concluded that $\alpha = 0.9$ can make a preferable balance between achievable sum rate and total harvested power.

Figure 4. The total harvested power versus $N$. $K = 3$, $N_r = 3$, $N_t = 2$, $S = 2$.

Figure 5 presents the achievable sum rate for different schemes versus $N$ for $K = 4$ and $N_r = 4$. As shown in the figure, the achievable sum rate of different schemes monotonically increases with $N$. Besides, the achievable sum rate of the proposed IAOC scheme with $\alpha$ in the range of $(0.7, 1]$ outperforms that of the conventional OIA schemes, which demonstrates the effectiveness of the proposed scheme. Moreover, compared with Figure 3, the achievable sum rates of all schemes decrease due to the increase of inter-cluster interference caused by the increase of $K$. 
In Figure 5, we depict the relationship between the achievable sum rate and $N$. It can be observed that as $N$ increases, the achievable sum rate is enhanced for all schemes. Moreover, compared with Figure 4, it is observed that the total harvested power of all schemes increases due to the increase of $K$. Through the analysis of Figures 5 and 6, we can find that there exists a trade-off between the IT and WPT performance of the proposed scheme. Particularly, the increase of harvested power will reduce the achievable sum rate. In this case, $\alpha = 0.9$ can achieve a better trade-off between IT and WPT.

In Figure 6, we depict the relationship between the total harvested power and $N$. It can be observed that as $N$ increases, the total harvested power is enhanced for all schemes. Moreover, compared with Figure 4, it is observed that the total harvested power of all schemes increases due to the increase of $K$. Through the analysis of Figures 5 and 6, we can find that there exists a trade-off between the IT and WPT performance of the proposed scheme. Particularly, the increase of harvested power will reduce the achievable sum rate. In this case, $\alpha = 0.9$ can achieve a better trade-off between IT and WPT.

Figure 5. The achievable sum rate versus $N$. $K = 4$, $N_r = 4$, $N_t = 2$, $S = 2$.

Figure 6. The total harvested power versus $N$. $K = 4$, $N_r = 4$, $N_t = 2$, $S = 2$.

6. Conclusions

In this work, we propose the IAOC scheme for uplink transmission in multi-cluster SWIPT-enabled sensor network. The scheduling metrics are delicately considered, and the alternating algorithm for joint optimization of achievable sum rate and total harvested power is devised. Extending the proposed IAOC scheme to more generalized scenarios considering the node’s battery state is a promising future work, and the analysis for the relationship between the achievable sum rate and the harvested power in the multi-cluster SWIPT-enabled systems is still open. Moreover, investigating the more sophisticated energy harvesting model, e.g., the nonlinear energy harvesting model, and the distributed user scheduling for these new models with imperfect CSI has more practical value and will be of interest for future research.
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