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Abstract

We propose a new generative adversarial architecture to mitigate imbalance data problem in medical image semantic segmentation where the majority of pixels are belong to healthy region and few belong to lesion or non-health region. A model trained with imbalanced data tends to bias toward healthy data which is not desired in clinical applications and predicted outputs by these networks have high precision and low sensitivity. We propose a new conditional generative refinement network with three components: a generative, a discriminative, and a refinement network to mitigate unbalanced data problem through ensemble learning. The generative network learns to segment at the pixel level by getting feedback from the discriminative network according to the true positive and true negative maps. On the other hand, the refinement network learns to predict the false positive and the false negative masks produced by the generative network that has significant value especially in medical application. The final semantic segmentation masks are then composed by the output of the three networks. The proposed architecture shows state-of-the-art results on LiTS-2017 for liver lesion segmentation, and two microscopic cell segmentation datasets MDA231, PhC-HeLa. We have achieved competitive results on BraTS-2017 for brain tumour segmentation.

1. Introduction

Medical imaging plays an important role in disease diagnosis, treatment planning, and clinical monitoring. One of the major challenges in medical image analysis is unbalanced data as normal or healthy data majority and lesion or non-healthy data are minor. A model learned from class imbalanced training data is biased towards the class with majority that is healthy. The predicted results of such networks have low sensitivity where sensitivity shows the ability of a test to correctly predict non-healthy classes. In medical applications the cost of miss-classification of the minority class could be more than the cost of miss-classification of the majority class. For example, the risk of not detecting tumour could be much higher than referring a healthy subject to doctors.

The problem of class imbalanced have been recently addressed in diseases classification, tumour localization, and tumour segmentation and two types of approaches have been proposed in the literature: data-level approaches and algorithm-level approaches.

At the data-level, the objective is to balance the class distribution through re-sampling the data space including SMOTE (Synthetic Minority Over-sampling Technique) of the positive class or under-sampling of the negative class. However, these approaches often lead to remove some important samples or add redundant samples to the training set. Other techniques include iterative sampling and incremental rectification of mini-batches for training deep neural network.

Alternatively, algorithm-level based solutions address class imbalanced problem by modifying the learning algorithm to alleviate the bias towards majority class. Examples are accuracy loss, Dice coefficient loss, and asymmetric similarity loss that modify distribution of training data with regards to miss-classification cost. These losses are able to cover only some aspects of the quality of the application. For example in case of segmentation different measures such as mean surface distance or Hausdorff surface distance need to be used. Other approaches address balancing through ensemble learning by combining same or different classifiers to improve their generalization ability.

In this work, we try to mitigate the negative impact of the class imbalance problem through ensemble learning from three networks of a generative, a discriminative, and a refinement.

Image segmentation is an important task in medical image computing which attempts to identify the exact boundaries of objects such as anatomical organs or abnormal re-
regions. We apply our proposed method for automating medical image semantic segmentation. In our method, 3D biomedical images are represented as a sequence of 2D slices (such as z-stacks). A long short-term memory (LSTM) is an effective unit for processing sequential data in order to exploit a long-term temporal correlation. Bidirectional LSTMs [16] are an extension of classical LSTMs which are able to improve model performance on sequence processing. Bidirectional LSTMs have an advantage to access information in next slice as well as previous slice. This provides additional context and eliminate ambiguity from the network and result in faster learning [16]. We utilize bidirectional LSTM units to enhance temporal consistency and get inter and intra-slice representation of features inside of the generative network, the discriminative network, and the refinement network.

Fig. (1) shows our proposed method in two stages of a cGAN and a refinement network. The training procedure for the generator and the discriminator is similar to a two-player mini-max game, where a generator network and a discriminator network are trained in an alternating fashion to respectively minimize and maximize an objective function. The generator takes 2D sequences of multimodal medical images as condition and tries to generate corresponding segmentation labels. The discriminator determines the generator output is real or fake. The refinement network learns false negative and false positive of the predicted masks produced by cGAN. The final semantic segmentation masks are computed through eliminating the false positives and adding the false negatives predicted masks by the refinement network.

We conducted experiments on different medical imaging benchmarks, which demonstrate the generalization ability of our approach for segmentation of body organ and tumorous region. The contributions of this work can be summarized as follows:

- We propose a conditional refinement GAN to mitigate imbalanced data issue for medical image semantic segmentation through ensemble learning (Section 2).
- We design the refinement network to tackle with misclassification cost that has significant value especially in medical application (Section 2).
- We study the effect of different architectural choices and normalization techniques (Section 2 and 3).

2. Methodology

In this section, we present the conditional refinement GAN for medical image semantic segmentation. To tackle with misclassification cost and mitigate imbalanced medical imaging data, we proposed an ensemble network consists of a cGAN and a refinement.

2.1. Conditional Refinement GAN

In a conventional generative adversarial network, generative model \( G \) tries to learn a mapping from random noise vector \( z \) to output image \( y \); \( G : z \rightarrow y \). Meanwhile, a discriminative model \( D \) estimates the probability of a sample coming from the training data \( x_{\text{real}} \) rather than the generator \( x_{\text{fake}} \). The GAN objective function is a two-player mini-max game like Eq.(1).

\[
\min_{G} \max_{D} V(D, G) = E_{y}[\log D(y)] + E_{x,z}[\log(1 - D(G(x, z)))]
\]

Unlike previous conditional GANs [33, 24, 48, 34, 28], in our proposed method, a generative model learns mapping from a given sequence of 2D multimodal MR images \( x \), to a sequence semantic segmentation \( y_{\text{seg}} \); \( G : \{x_i, z\} \rightarrow \{y_{\text{seg}}\} \) (where \( i \) refers to 2D slice index between 1 and 155 from a total 155 slices acquired from each patient). We utilize bidirectional LSTM to pass the temporal consistency between 2D slices. Our network is able to learn representations from previous and future slices which results context aware and eliminate ambiguity. The training procedure for the segmentation task is similar to two-player mini-max game as shown in Eq.(2). While the generator segmented pixels label, the discriminator takes the ground truth, and
Figure 2: Visual results from our model where the cGAN over segment through learning true positives and true negatives and the refinement learns false positives and false negatives-mask.

The generator’s output to classify the output is real or fake.

\[
L_{adv} \leftarrow \min_D \max_G V(D, G) = E_{x,y_{seg}}[\log D(x, y_{seg})] + \E_{x,z}[\log(1 - D(x, G(z)))]
\]  

(2)

The generative loss Eq. (3) is mixed with \(\ell_1\) term to minimize the absolute difference between the predicted value and the existing largest value. Previous studies \([24, 48]\) on cGANs have shown the success of mixing the cGANs objective with \(\ell_1\) distance. The \(\ell_1\) objective function takes into account CNN feature differences between the predicted segmentation and the ground truth segmentation and resulting in fewer noises and smoother boundaries.

\[
L_{L1}(G) = \E_{x,z} \| y_{seg} - G(x, z) \| 
\]  

(3)

The adversarial loss for semantic segmentation task calculated by Eq. (4)

\[
L_{seg}(D, G) = L_{adv}(D, G) + L_{L1}(G)
\]  

(4)

As mentioned in Section 1 in order to tackle with misclassification cost, the predicted output by the generator and discriminator are passed to refinement network. The refinement network is trained to learn the false prediction of cGAN in details of false negatives (Eq. 5) and false positives (Eq. 6). The false negative error represents the number of pixels that were incorrectly labeled as background or wrong class (Fig. 2 third column). Similarly, the false positive indicates the number of pixels that were incorrectly labeled as part of the region of interest (Fig. 2 last column).

\[
L_{fn} = \text{clip}((y - L_{seg}), 0, 1)
\]  

(5)

\[
L_{fp} = \text{clip}((L_{seg} - y), 0, 1)
\]  

(6)

where in both equations 5 and 6, \(y, L_{seg}\) respectively refers to the ground truth labels and predicted labels by adversarial loss.

Our final objective function \(L_{CR-GAN}\) for semantic segmentation relies on adding false negatives and subtracting false positives from outputs of adversarial network.

\[
L_{CR-GAN} = L_{seg} - L_{fp} + L_{fn}
\]  

(7)

2.2. Network Architectures

As shown in Fig. 1, our proposed method consists of a generator network, and a discriminator network, in the left side followed by a refinement network in the right side of the figure. We investigate two different architectures of conditional GAN (Section 2.2.1) and recurrent conditional GAN (Section 2.2.1) for adversarial training of \(G\) and \(D\).

2.2.1 Conditional Generative Adversarial Network

In our cGAN architecture, the generator is a fully convolutional encoder-decoder network that generates a label for each pixel. Similar to UNet \([40]\), we added the skip connections between each layer \(i\) and layer \(n - i\), where \(n\) is the total number of layers. Each skip connection simply concatenates all channels at layer \(i\) with those at layer \(n - i\). We use the convolutional layer with kernel size \(5 \times 5\) and stride 2 in encoder part for down-sampling, and in decoder section perform up-sampling by image re-size layer with a factor of 2 and convolutional layer with kernel size \(3 \times 3\) stride 1. In our architecture, in last layer, the high resolution features from multi-modal, multi-site images are concatenated with up-sampled versions of global low-resolution features which helps the network learn both local and global representation of features.

The discriminator is a fully convolutional networks and has same architecture as decoder part of generator network. The hierarchical features from convolutional layers passed to softmax loss for classifying whether a segmented pixel’s label belongs to right class.

2.2.2 Recurrent Generative Adversarial Networks

Similar to our cGAN, in the recurrent cGAN both generator and discriminator substitutes with bidirectional LSTM units \([15]\). The recurrent conditional GAN has an advantage of getting temporal consistency between previous and next slice. Using bidirectional LSTM units inside of \(G\) and \(D\) makes networks context aware, which is an important point in temporal data analysis.

2.2.3 Refinement Network

We design the refinement network on top of adversarial network to deal with unbalanced data issue and improve classification. The refinement network is UNet architecture with bidirectional LSTM in circumvent of bottleneck which takes a 2D sequence outputs from cGAN (or recurrent cGAN), with a 2D sequence of medical images, and the outputs are a 2D sequence masks of false positives and false negatives.

The final semantic segmentation extracted by adding false negatives and subtracting false positives predicted by
refinement from outputs of cGAN network.

All proposed architectures in this paper apply a patient-wise mini-batch normalization technique described in the subsection 2.3.

### 2.3. Patient-wise Batch Normalization

Several popular techniques are developed for normalization, such as batch normalization [21], and max norm constraints [43], with the core idea of shifting the inputs to a zero mean and unit variance. The inputs are normalized before applying non-linearity to prevent the inputs from saturating extreme non-linearity. As described by Ioff et al. [21], batch normalization improve the overall optimization and gradient issues. In many cases, initial weights have a large deviance from true weights, delaying the convergence during training. Batch norm reduces the influence of weight deviance by normalizing the gradients this speed up the training.

Recently, stratified batch sampling is shown successful results in personalized medicine [27] and statistic [26] when sub-populations within an overall population are vary. Stratified sampling can reduce variance [49] through sampling each sub population (stratum) independently where the strata are constructed within homogeneous and among heterogeneous.

Similar to the concept of stratified sampling, we initially normalized the inputs where the mean and variance are computed on a specific patient from the same acquisition plane (Sagittal, Coronal, and Axial) and from all available image modalities (e.g., T1, T1-contrast, T2, Flair in the BraTS benchmark). In this regard, the deviances get increasingly large, and the back-propagation step needs to account for these large deviations which this restrict us from using a small learning rate to prevent gradient explosion. For example, the mini-batch with 128 images includes the same patient images and four available modalities from the same acquisition plane. Algorithm 1 shows how to compute normalization at each mini-batch by proposed patient-wise batch-norm technique.

### 3. Experiments

To evaluate the performance of our network on imbalanced data segmentation and compared it with state-of-the-art methods, we trained recent popular annotated medical imaging benchmarks as described in Section 3.1.

### 3.1. Dataset and Pre-processing

The first experiment is carried out on real patient data obtained from BraTS2017 challenge [32] [3] [6] [7]. The BraTS2017 released data in three subsets train, validation, and test comprising 289, 47, and 147 MR images respectively in four multisite modalities of T1, T2, T1ce, and Flair which the annotated file provided only for the training set. The challenge is semantic segmentation of complex and heterogeneously located of tumour(s) on highly imbalanced data. Pre-processing is an important step to bring all subjects in similar distributions, we applied z-score normalization on four modalities with computing the mean and stdev of the brain intensities. We also applied bias field correction introduced by Nyul et al. [27].

In second experiment, We applied the LiTS2017 benchmark which contains 130 computer tomography (CT) training data, and 70 test set. The examined patients were suffering from different liver cancers. The challenging part is semantic segmentation of unbalance labels with a large (liver) and small (lesion) target. Here, pre-processing is carried out in a slice-wise fashion. We applied Hounsfield unit (HU) values, which were windowed in the range of [100, 400] to exclude irrelevant organs and objects. Furthermore, we applied histogram equalization to increase the contrast for better differentiation of abnormal liver tissue.

In third experiment, we test the performance of our proposed method on small size microscopic light dataset from human breast carcinoma cells. Additionally, we provided data augmentation such as randomly cropped, re-sizing, scaling, rotation between -10 and 10 degree, and Gaussian noise applied on training and testing time for three datasets.

### 3.2. Implementation

#### 3.2.1. Configuration: Our proposed method is implemented based on a Keras library [10] with backend Tensor-
flow \[^1\] and our code is publicly available \[^2\]. We did not use any pre-trained model in our experiments and started training from scratch. All training and experiments are conducted on a workstation equipped with couple NVIDIA TITAN X GPUs. The learning rate is initially set to 0.001. The RMSprop optimizer is used in the recurrent generator, discriminator, and refinement, it dividing the learning rate by an exponentially decaying average of squared gradients. We used Adadelta as an optimizer for cGAN network that continues learning even when many updates have been done.

The cGAN, recurrent cGAN, and refinement model are trained separately for up to 100 epochs. In this work, the recurrent architecture selected for both discriminator and generator is a bidirectional LSTM proposed by Graves et al. \[^16\]. We used all 2D sequences from axial, coronal, and sagittal planes from the both training and testing phases.

3.2.2. Network Architecture: In this work, a generator network is a modified UNet architecture with bidirectional LSTMs unit. The UNet architecture allows low-level features to shortcut across the network. The bidirectional LSTM provides inter as intra slice feature representation which is very important in sequential medical image analysis. The advantage of bidirectional LSTM appear when we connected features from \( n - 1 - i \) and \( i \) (where \( n \) refers to total of layers).

Our discriminator is fully convolutional Markovian PatchGAN classifier \[^24\] which only penalizes structure at the scale of image patches. Unlike, the PathGAN discriminator introduced by Isola et al. \[^24\] which classified each \( N \) patch for real or fake, we have achieved better results for task of semantic segmentation in pixel level where we consider \( N = 1 \). Moreover, since we have a sequential data, the bidirectional LSTM added after last CNN layer in discriminator network. We used categorical cross entropy \[^36\] as an adversarial loss with combination of \( \ell 1 \) loss in generator network.

Regarding the highly imbalance datasets, minority pixels with lesion label are not trained as well as majority pixels with non-lesion label. Therefore, we designed refinement network to tackle this issue. The refinement network has same architecture as our recurrent generator. The refinement network takes the predicted output from cGAN and medical images. The refinement network outputs two binary masks: false positive and false negative.

3.3. Evaluation Results and Discussion

The quantitative evaluation and comparison was based on the online judgment system provided by BraTS2017 challenge \[^1\]. We also evaluated the performance of our approach on CT images for semantic segmentation of liver and lesion using the quality metrics introduced in the LiTS2017 from grand challenges \[^19\].

3.3.1 Heterogeneous Brain Tumor Segmentation:

The segmentation of the brain tumour from medical images is highly interesting in surgical planning and treatment monitoring. The goal of segmentation as described by organizer \[^32\] is to delineate different tumour structures such as active tumorous core (TC), enhanced tumorous (ET), and edema or whole tumorous (WT) region.

Fig. 3 shows qualitative results of the cGAN network, and refinement network in detail. Based on Fig. 3, the result shows good relation to the ground truth for the segmentation after refinement network. The final output is refined through eliminating false negative pixels, and adding the false positive pixels.

The Dice score, Hausdorff distance, sensitivity, and specificity are introduced by BraTS2017 as evaluation criteria for segmentation task. Tables \[^1\] and \[^2\] present the brain segmentation results from proposed architecture and compare them with other related methods based on the proceeding report \[^42\].

From Table \[^1\], the cGAN network (in second line) with one generator and discriminator achieved 12% less accuracy for whole tumour region segmentation compared to the segmentation results after the refinement network. In the first stage, the generator is trained by true positive and true negative masks. Meanwhile, the discriminator network tests how true is the predicted mask created by the generator. On the top of cGAN, the refinement learns the false negative and false positive masks. Table \[^2\] presents discovery of false negative rate (1-recall) and false positive rate (1-specificity) in detail of network architecture. The final masks computed from the cGAN (or recurrent-cGAN) network with eliminating false negative and adding false positive predicted by refinement network.

Regarding results of false discovery rate presented in Table \[^2\], we have achieved good results as second and third ranked teams in BraTS2017 competition when the segmented masks computed by recurrent conditional GAN and refinement network. Regarding quantitative results by Tables \[^1\] and \[^2\], the networks substituted by LSTM unit predicted more accurate results.

In test time, every group had 48 hours from receiving the test subjects to process them and submit their segmentation results to the online evaluation system. The average value of the Dice coefficient is 0.85 in test time, which the results from Table \[^3\] obtained and evaluated by challenge organizer. Since the results of the challenge in testing are not publicly available, we are not able to compare the performance of the different approaches in the test time.

It is important to mention that our method takes only 58 seconds to segment one MR brain image consisting 155 slices at testing time.
Figure 3: Visual results from our model on axial views of CBICA-AMF.nz.76-124 from the validation set. The first row shows Flair modality, while the second and fourth row show the output results respectively from cGAN and refinement architecture. The third row shows the semantic segmentation masks from cGAN overlaid Flair modalities where the fifth row shows outputs after refinement network. The red color codes the whole tumour (WT) region, while pink and yellow represent the enhanced tumour (ET) and the tumorous core (TC) respectively.

Table 1: Comparison of the achieved accuracy for semantic segmentation of different classes of tumour in terms of Dice and Hausdorff distance on validation data [32, 5, 6, 7] reported by the BraTS2017 organizer. The terms WT, ET, and TC are abbreviations of whole tumor region, enhanced tumor region, and core of tumor respectively.

| Label                   | Dice-WT | Dice-ET | Dice-TC | Hdf-WT | Hdf-ET | Hdf-TC |
|-------------------------|---------|---------|---------|--------|--------|--------|
| RNN-cGAN+Refinement     | 0.86    | 0.64    | 0.73    | 7.22   | 8.30   | 11.04  |
| cGAN                    | 0.74    | 0.53    | 0.61    | 12.6   | 16.41  | 31.0   |
| Recurrent-cGAN          | 0.79    | 0.60    | 0.68    | 11.73  | 14.54  | 25.83  |
| Residual-Encoder [15]   | 0.82    | 0.62    | 0.57    | -      | -      | -      |
| FCN [14]                | 0.83    | 0.69    | 0.69    | 11.06  | 11.49  | 12.53  |
| 3D-Unet [3]             | 0.81    | 0.76    | 0.72    | 13.65  | 22.36  | 13.88  |
| Masked-Vnet [9]         | 0.86    | 0.71    | 0.63    | 5.43   | 8.34   | 11.17  |
| 3D-Seg-Net [41]         | 0.79    | 0.60    | 0.64    | 23.33  | 21.09  | 26.01  |
| Nifty-Net [13]          | 0.83    | 0.71    | 0.68    | 27.49  | 17.35  | 31.34  |
| 3D-CNN [8]              | 0.82    | 0.46    | 0.56    | 9.56   | 13.8   | 14.7   |
| biomedia [38]           | 0.90    | 0.73    | 0.79    | 4.2    | 4.5    | 6.5    |
| UCL-TIG [47]            | 0.90    | 0.78    | 0.83    | 3.8    | 3.2    | 6.4    |
| MIC-DKFZ [23]           | 0.89    | 0.73    | 0.79    | 6.9    | 4.5    | 9.4    |

3.3.2 Simultaneous Liver and Lesion(s) Segmentation:

Liver cancer is one of the most common types of cancers around the world [20] and CT images are widely used for
Table 2: Comparison and the achieved accuracy for semantic segmentation in terms of false negative rate or FNR = TruePositive + FalseNegative and false positive rate or FPR = TrueNegative + FalsePositive on validation data. The terms of WT, ET, and TC are abbreviations of whole tumor region, enhanced tumor region, and core of tumor respectively.

| Label                  | FNR-WT | FNR-ET | FNR-TC | FPR-WT | FPR-ET | FPR-TC |
|------------------------|--------|--------|--------|--------|--------|--------|
| RNN-cGAN+Refinement    | 0.11   | 0.16   | 0.29   | 0.02   | 0.02   | 0.02   |
| cGAN                   | 0.22   | 0.34   | 0.32   | 0.02   | 0.04   | 0.03   |
| Recurrent-cGAN         | 0.19   | 0.32   | 0.30   | 0.02   | 0.03   | 0.02   |
| biomedia [38]          | 0.11   | 0.22   | 0.24   | -      | -      | -      |
| UCL-TIG [47]           | 0.09   | 0.23   | 0.18   | -      | -      | -      |
| MIC-DKFZ [23]          | 0.11   | 0.21   | 0.22   | -      | -      | -      |

Table 3: The achieved accuracy for brain tumour semantic segmentation by proposed conditional refinement GAN in terms of Dice, sensitivity, specificity, and Hausdorff distance reported by the BraTS-2017 organizer.

| Evaluation | Validation | Test |
|------------|------------|------|
| Dice       | WT ET TC   | WT ET TC |
| 0.86       | 0.64 0.73  | 0.85 0.61 0.72 |
| Sens       | 0.89 0.84 0.71 | - - - |
| Spec       | 0.98 0.98 0.97 | - - - |
| Hdfd       | 7.22 8.30 11.04 | 8.73 59.2 25.9 |

Table 4: The achieved accuracy for simultaneous liver and lesions segmentation in terms of Dice score and average surface distance on the test data where the 1 is index of a liver and 2 for a lesions.

| Approaches           | Dice1 | Dice2 | ASD1 | ASD2 |
|----------------------|-------|-------|------|------|
| cGAN+Refinement      | 0.94  | 0.83  | 1.4  | 1.6  |
| cGAN                 | 0.85  | 0.81  | 1.8  | 2.1  |
| UNet                 | 0.72  | 0.70  | 19.04 | 19.04 |
| ResNet+Fusion [8]    | 0.95  | 0.50  | 0.84 | 13.33 |
| SuperAI              | 0.96  | 0.81  | -    | 1.1  |
| H-Dense+ UNet [17]   | 0.96  | 0.82  | 1.1  | 7.0  |
| coupleFCN [46]       | 0.78  | 0.77  | -    | -    |

Table 5: The top two rows show achieved accuracy for the task of simultaneous liver and lesions segmentation in terms of Dice score and average surface distance on the test data.

| Architecture         | VOE | RVD | ASD | MSD |
|----------------------|-----|-----|-----|-----|
| cGAN+Refinement      | 14  | -6  | 6.4 | 40.1|
| cGAN                 | 21  | -1  | 10.8| 87.1|
| ResNet+Fusion [8]    | 16  | -6  | 5.3 | 48.3|
| SuperAI              | 36  | 4.27| 1.1 | 6.2 |
| H-Dense+ UNet [17]   | 39  | 7.8 | 1.1 | 7.0 |
| coupleFCN [46]       | 35  | 12  | 1.0 | 7.0 |

To have better understanding about the performance gains, we analyze the achieved accuracy on imbalanced liver tumor segmentation dataset where we can see unbalancing labels between large body organ and very small lesions. Based on the leader-board, most top ranked models used cascade networks to segment simultaneously [17] or separately [8, 46] liver as well as lesion. The cascade networks provide good solution against imbalanced labeling.

Table 4 describes our obtained result for liver segmentation and lesions in terms of the Dice score 0.94 and 0.83 respectively. Based on Table 4 and with comparison of the first two rows, we can see the effect of refinement network on final results which has increased up to 9% for liver segmentation and similarly up to 2% for the lesions segmentation.

In the LiTS dataset, lesions with an approximate diameter equal to or larger than 10 mm was defined as a large one, while a small lesion has a diameter of less than 10 mm. Our method achieved an average Dice of 0.90 and ASD of 1.6 in lesion segmentation which obviously, can distinguish small.
and large lesions.

In addition, our algorithms are very fast, and it takes only 100 seconds for the simultaneous segmentation of liver and lesion from CT images with 280 slices, each sized 512 x 512. The complex and heterogeneous structures of the predicted liver and all lesions from local test set are depicted in Fig. (4).

### 3.3.3 Microscopic Cell Segmentation:

Microscopy cell images are key component of the biological research process and automatic cell segmentation is helpful application for clinical routine. We evaluated our method on two light microscopic cell datasets: MDA231 and PhC-HeLa. MDA231 from human breast carcinoma, consists of 96 images with segmented ground truth files by experts. The second dataset is PhC-HeLa, which consists of 22 phase contrast images of cervical cancer colonies of HeLa cells. The ground truth for this dataset consists of cell markers for all 2,228 cells.

Figures (5 and 7) compare the qualitative results from test set when the network were trained with and without patient-wise mini-batch normalization. The patient-wise mini-batch normalization provided normalization for any layer of neural network based on all available 2D images from same patient.

Based on qualitative results and Fig (5), our network is able to learn from few samples (MDA231 and PhC-HeLa) as well as large sample dataset (BraTS2017). We compared quantitative results with the state-of-the-art segmentation method. The quantitative results of individual cell segmentation are detailed in Table (7). Obviously, we can see that diversity and the amount of images did not have a major effect on the final result.

As shown in Fig. (6) and Table (7) the Gaussian noise negatively influence the segmentation results specially when the trained dataset has few samples. We had same policy for data augmentation on all datasets. We explored during raining the large dataset when the generator networks takes Gaussian noise vector beside medical images, act mostly same as without noise vector and there is minimum differences in the output samples. In contrast, trained network with few samples along with noise vector has negative effect on the final outputs.

### 4. Conclusion

In this paper, we introduced a novel deep architecture to mitigate the issue of unbalanced data and improve the false discovery rate in medical image segmentation task. To this end, we proposed a generator network and couple
discriminator networks where a generator segments pixels label, and discriminator classifies whether segmented output is real or fake. Another discriminator called refinement network, is trained on prediction of false positive and false negative masks predicted by generator. Moreover, we analyzed an effects of different architectural choices and a patient-wise mini-batch technique that help to improve semantic segmentation results. Our proposed method shows outstanding results for microscopic cell segmentation and liver lesion segmentation. We achieved competitive results in brain tumour segmentation and liver segmentation. In the future, we plan to investigate the potential of current network for learning multiple clinical tasks such as diseases classification and semantic segmentation.

5. Acknowledgment

This article does not contain any studies with human participants or animals performed by any of the authors and only used the public medical dataset provided by public challenges (BraTS 2017, LiTS 2017, Microscopic cell segmentation 2015) and does not contain patient data. This article is original work that has not been published or is currently not under review at another venue.

References

[1] M. Abadi, P. Barham, J. Chen, Z. Chen, A. Davis, J. Dean, M. Devin, S. Ghemawat, G. Irving, M. Isard, et al. Tensorflow: a system for large-scale machine learning. In OSDI, volume 16, pages 265–283, 2016.

[2] S. U. Akram, J. Kannala, L. Eklund, and J. Heikkilä. Cell segmentation proposal network for microscopy image analysis. In G. Carneiro, D. Mateus, L. Peter, A. Bradley, J. M. R. S. Tavares, V. Belagiannis, J. P. Papa, J. C. Nascimento, M. Loog, Z. Lu, J. S. Cardoso, and J. Cornebise, editors, Deep Learning and Data Labeling for Medical Applications, pages 21–29, Cham, 2016. Springer International Publishing.

[3] P. H. A. Amorim, G. G. Escudero, D. D. C. Oliveira, S. M. Pereira, and A. A. Santos, H. M. and Scussel. 3d unets for brain tumor segmentation in miccai 2017 brats challenge. pages 9–14, 2017.

[4] C. Arteta, V. Lempitsky, J. A. Noble, and A. Zisserman. Learning to detect cells using non-overlapping extremal regions. In International Conference on Medical Image Computing and Computer-Assisted Intervention, pages 348–356. Springer, 2012.

[5] S. Bakas, H. Akbari, A. Sotiras, M. Bilello, M. Rozycki, J. Kirby, J. Freymann, K. Farahani, and C. Davatzikos. Advancing The Cancer Genome Atlas glioma MRI collections with expert segmentation labels and radiomic features. Nature Scientific Data, 2017.

[6] S. Bakas, H. Akbari, A. Sotiras, M. Bilello, M. Rozycki, J. Kirby, J. Freymann, K. Farahani, and C. Davatzikos. Segmentation Labels and Radiomic Features for the Preoperative Scans of the TCGA-GBM collection. The Cancer Imaging Archive, 2017.

[7] S. Bakas, H. Akbari, A. Sotiras, M. Bilello, M. Rozycki, J. Kirby, J. Freymann, K. Farahani, and C. Davatzikos. Segmentation Labels and Radiomic Features for the Preoperative Scans of the TCGA-LGG collection. The Cancer Imaging Archive, 2017.

[8] L. Bi, J. Kim, A. Kumar, and D. Feng. Automatic liver lesion detection using cascaded deep residual networks. CoRR, abs/1704.02703, 2017.
Figure 6: Microscopic cell segmentation results obtained by cGAN (a,b) when the cGAN model trained with additional Gaussian noise as input.

Figure 7: Microscopic cell segmentation results obtained by cGAN (a,b) without patient-wise mini-batch normalization.

[9] M. Cata, A. Casamitjana, I. Sanchez, M. Combalia, and V. Vilaplana. Masked v-net: an approach to brain tumor segmentation. pages 42–50, 2017.

[10] F. Chollet et al. Keras, 2015.

[11] Q. Dong, S. Gong, and X. Zhu. Imbalanced deep learning by minority class incremental rectification. IEEE Transactions on Pattern Analysis and Machine Intelligence, 2018.

[12] G. Douzas and F. Bacao. Effective data generation for imbalanced learning using conditional generative adversarial networks. Expert Systems with applications, 91:464–471, 2018.

[13] Z. Eaton-Rosen, W. Li, G. Wang, T. Vercauteren, B. Sotirios, S. Ourselin, and M. J. Cardoso. Using niftynet to ensemble convolutional neural nets for the brats challenge. pages 61–67, 2017.

[14] A. et al. "brain tumor segmentation from multi modal mr images using fully convolutional neural network. pages 1–8, 2017.

[15] P. et al. Residual encoder and convolutional decoder neural network for glioma segmentation. pages 219–225, 2017.

[16] A. Graves and J. Schmidhuber. Framewise phoneme classification with bidirectional lstm and other neural network architectures. Neural Networks, 18(5-6):602–610, 2005.

[17] X. Han. Automatic liver lesion segmentation using A deep convolutional neural network method. CoRR, abs/1704.07239, 2017.

[18] S. R. Hashemi, S. S. M. Salehi, D. Erdogmus, S. P. Prabhu, S. K. Warfield, and A. Gholipour. Tversky as a loss function for highly unbalanced image segmentation using 3d fully convolutional deep networks. CoRR, abs/1803.11078, 2018.

[19] T. Heimann, B. Van Ginneken, M. A. Styner, Y. Arzhaeva, V. Aurich, C. Bauer, A. Beck, C. Becker, R. Beichel, G. Bekes, et al. Comparison and evaluation of methods for liver segmentation from ct datasets. IEEE transactions on medical imaging, 28(8):1251–1265, 2009.

[20] R. B. Inda, Maria-del-Mar and J. Seoane. Glioblastoma multiforme: A look inside its heterogeneous nature. In Cancer Archive 226-239, 2014.

[21] S. Ioffe and C. Szegedy. Batch normalization: Accelerating deep network training by reducing internal covariate shift. CoRR, abs/1502.03167, 2015.

[22] F. Isensee, P. F. Jaeger, P. M. Full, I. Wolf, S. Engelhardt, and K. H. Maier-Hein. Automatic cardiac disease assessment on cine-mri via time-series segmentation and domain specific features. In International Workshop on Statistical Atlases and Computational Models of the Heart, pages 120–129. Springer, 2017.
B. H. Menze, A. Jakab, S. Bauer, J. Kalpathy-Cramer, M. Mirza and S. Osindero. Conditional generative adversarial networks. CoRR, abs/1611.07004, 2016.

J. Jang, T. Eo, M. Kim, N. Choi, D. Han, D. Kim, and D. Hwang. Medical image matching using variable randomized undersampling pattern probability in data acquisition. In 2014 International Conference on Electronics, Information and Communications (ICEIC), pages 1–2, Jan 2014.

M. Keramat and R. Kielpasa. A study of stratified sampling in variance reduction techniques for parametric yield estimation. IEEE Transactions on Circuits and Systems II: Analog and Digital Signal Processing, 45(5):575–583, 1998.

J. Kim, Y. Oh, S. Park, S. Cho, and H. Park. Stratified sampling design based on data mining. Healthcare informatics research, 19(3):186–195, 2013.

S. Kohl, D. Bonekamp, H. Schlemmer, K. Yaqubi, M. Hohenfellner, B. Hadaschik, J. Radlke, and K. H. Maier-Hein. Adversarial networks for the detection of aggressive prostate cancer. CoRR, abs/1702.08014, 2017.

M. D. Kohli, R. M. Summers, and J. R. Geis. Medical image data and datasets in the era of machine learning whitepaper from the 2016 c-mimi meeting dataset session. Journal of digital imaging, 30(4):392–399, 2017.

K. E. Magnusson and J. Jaldén. A batch algorithm using iterative application of the viterbi algorithm to track cells and construct cell lineages. In Biomedical Imaging (ISBI), 2012 9th IEEE International Symposium on, pages 382–385. IEEE, 2012.

G. Mariani, F. Scheidegger, R. Istrate, C. Bekas, and C. Malossi. Bagan: Data augmentation with balancing gan. arXiv preprint arXiv:1803.09655, 2018.

B. H. Menze, A. Jakab, S. Bauer, J. Kalpathy-Cramer, K. Farahani, J. Kirby, Y. Burren, N. Porz, J. Slotboom, R. Wiest, et al. The multimodal brain tumor image segmentation benchmark (brats). CoRR, abs/1707.07734, 2017.

M. Mirza and S. Osindero. Conditional generative adversarial nets. CoRR, abs/1411.1784, 2014.

P. Moeskops and et al. Adversarial Training and Dilated Convolutions for Brain MRI Segmentation, pages 56–64. Springer International Publishing, Cham, 2017.

R. R. Morales, D. Domínguez, E. Torres, and J. H. Sossa. Image segmentation through an iterative algorithm of the mean shift. In Advances in Image Segmentation. InTech, 2012.

G. E. Nasr, E. Badr, and C. Joum. Cross entropy error function in neural networks: Forecasting gasoline demand. In FLAIRS Conference, pages 381–384, 2002.

L. G. Nyul, J. K. Udupa, and X. Zhang. New variants of a method of mri scale standardization. IEEE transactions on medical imaging, 19(2):143–150, 2000.

N. Pawlowski, M. Rajchl, M. Lee, B. Kainz, D. Rueckert, and B. Glocker. Ensembles of multiple models and architectures for robust brain tumour segmentation. In Brainlesion: Glioma, Multiple Sclerosis, Stroke and Traumatic Brain Injuries: Third International Workshop, BrainLes 2017, Held in Conjunction with MICCAI 2017, Quebec City, QC, Canada, September 14, 2017. Revised Selected Papers, volume 10670, page 450. Springer, 2018.

G. R. C. Ramiro and A. Claudio. Multimodal brain tumor segmentation using 3d convolutional networks. pages 80–88, 2017.

R. Wiest, et al. The multimodal brain tumor image segmentation benchmark (brats). IEEE transactions on medical imaging, 34(10):1993–2024, 2015.

F. Isensee, P. Kickingereder, W. Wick, M. Bendszus, and K. H. Maier-Hein. Brain tumor segmentation and radiomics survival prediction: Contribution to the brats 2017 challenge. 2017 International MICCAI BraTS Challenge, 2017.

P. Isola, J. Zhu, T. Zhou, and A. A. Efros. Image-to-image translation with conditional adversarial networks. CoRR, abs/1611.07004, 2016.

Y. Xue, T. Xu, H. Zhang, L. R. Long, and X. Huang. Segan: Adversarial network with multi-scale l1 loss for medical image segmentation. CoRR, abs/1709.00382, 2017.

G. Wang, W. Li, S. Ourselin, and T. Vercauteren. Automatic brain tumor segmentation using cascaded anisotropic convolutional neural networks. arXiv preprint arXiv:1709.00382, 2017.

Y. Sun, M. S. Kamel, A. K. Wong, and Y. Wang. Cost-sensitive boosting for classification of imbalanced data. Pattern Recognition, 40(12):3358–3378, 2007.

Ronneberger, P. Fischer, and T. Brox. U-net: Convolutional networks for biomedical image segmentation. In International Conference on Medical Image Computing and Computer-Assisted Intervention, pages 234–241. Springer International Publishing, 2015.

D. Shidu. A separate 3dsegnet architecture for brain tumor segmentation. pages 54–60, 2017.

Spyridon(Spyros)Bakas. 2017 international miccai brats challenge. pages 1–352, 2017.

N. Srebro and A. Shraibman. Rank, trace-norm and max-norm. Springer.

C. H. Sudre, W. Li, T. Vercauteren, S. Ourselin, and M. J. Cardoso. Generalised dice overlap as a deep learning loss function for highly unbalanced segmentations. In Deep Learning in Medical Image Analysis and Multimodal Learning for Clinical Decision Support, pages 240–248. Springer, 2017.

Y. Sun, M. S. Kamel, A. K. Wong, and Y. Wang. Cost-sensitive boosting for classification of imbalanced data. Pattern Recognition, 40(12):3358–3378, 2007.

E. Vorontsov, G. Chartrand, A. Tang, C. Pal, and S. Kadoury. Liver lesion segmentation informed by joint liver segmentation. CoRR, abs/1707.07734, 2017.

G. Wang, W. Li, S. Ourselin, and T. Vercauteren. Automatic brain tumor segmentation using cascaded anisotropic convolutional neural networks. arXiv preprint arXiv:1709.00382, 2017.

Y. Xue, T. Xu, H. Zhang, L. R. Long, and X. Huang. Segan: Adversarial network with multi-scale l1 loss for medical image segmentation. CoRR, abs/1706.01805, 2017.

P. Zhao and T. Zhang. Accelerating minibatch stochastic gradient descent using stratified sampling. arXiv preprint arXiv:1405.3080, 2014.