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Abstract: The amount of data belonging to different domains are being stored rapidly in various repositories across the globe. Extracting useful information from the huge volumes of data is always difficult due to the dynamic nature of data being stored. Data Mining is a knowledge discovery process used to extract the hidden information from the data stored in various repositories, termed as warehouses in the form of patterns. One of the popular tasks of data mining is Classification, which deals with the process of distinguishing every instance of a data set into one of the predefined class labels. Banking system is one of the real-world domains, which collects huge number of client data on a daily basis. In this work, we have collected two variants of the bank marketing data set pertaining to a Portuguese financial institution consisting of 41188 and 45211 instances and performed classification on them using two data reduction techniques. Attribute subset selection has been performed on the first data set and the training data with the selected features are used in classification. Principal Component Analysis has been performed on the second data set and the training data with the extracted features are used in classification. A deep neural network classification algorithm based on Backpropagation has been developed to perform classification on both the data sets. Finally, comparisons are made on the performance of each deep neural network classifier with the four standard classifiers, namely Decision trees, Naïve Bayes, Support vector machines, and k-nearest neighbors. It has been found that the deep neural network classifier outperforms the existing classifiers in terms of accuracy.
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I. INTRODUCTION

Extraction of useful information from the data stored in repositories is termed as Data Mining [2]. The hidden information to be uncovered in the form of patterns from the data stored across different locations is referred to as Knowledge [2-3]. Thus data mining is one of the steps of the knowledge discovery process, which includes different tasks to be performed based on the type of patterns to be discovered. There is a need to preprocess the data stored in various repositories (warehouses) so as to apply mining tasks effectively. Data Reduction is a data preprocessing technique used in attaining a reduced representation of the original data in terms of size in such a way that the results of the reduced data are similar to that of the original data.

Classification is a data mining task used to distinguish each data object into one of the predefined categorical class labels by following a two-step process [2]. The first step is to build a classifier by analyzing the training data with known class labels i.e., training phase and the second step is to use the classifier to predict the class labels of the test data with unknown class labels i.e., testing phase. During the training phase, different forms of classifiers can be built such as Decision trees, Naïve Bayes, k-Nearest neighbors, Backpropagation neural networks, Support vector machines [2-5] etc. Decision tree classifier is similar to a tree structure with the non-leaf nodes indicating attributes of the training data, branches emanating from each node represent the possible outcomes of the node and the leaf nodes indicating the class labels [2-5]. Every internal node of the tree is chosen by applying an attribute selection measure among all the attributes. The attribute that suits best is selected as the tree node that splits the training data into different classes. The popular attribute selection measures used are Information gain, Gain ratio, Gini index [2]. Once the classifier is built, test data is supplied to it for predicting the class label of each tuple by traversing the tree from its root. Bayesian Classifier is based on the class membership probability of each tuple in the training data defined by Bayes’ theorem [2-3]. Naïve Bayesian classifier is built based on the assumption that an attribute value is independent on the values of other attributes for each class label. Bayes’ theorem defines the posterior probability of H conditioned on T, P(H|T), for some hypothesis H and a tuple T of the input data based on (1). Once the classifier is built, posterior probabilities are evaluated for each tuple D in the test data conditioned on every possible class. The class label with higher probability will be predicted as the class of D.

\[
P(H|D) = \frac{P(D|H)P(H)}{P(D)}
\]  

Support Vector Machine (SVM) classifier can handle both linearly separable and inseparable data [2]. While building the classifier for linearly separable data, the training data are transformed into a higher dimensional space so as to search for a hyperplane that distinguishes the tuples from one class to the other. The hyperplane with a maximum margin is chosen as the best classifier for predicting the class labels of test data. While building the classifier for linearly inseparable data, a non-linear mapping of the training data to a higher dimensional space is made and then a search for a maximum margin hyperplane to separate the data is made in the dimension.
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The dot product of each tuple in the test data and the support vectors is computed to obtain the class label of unknown tuples during the testing phase. k-Nearest Neighbor (k-NN) is a lazy learner classifier since it is built only when the test data is supplied. The training data provided earlier is just stored [2-3]. The closeness of each tuple in the test data to k training tuples is evaluated by the k-NN classifier, named as the k nearest neighbors of the test tuple. Euclidean distance is used as one of the measures of closeness [2]. For two tuples $T_1(t_{11}, t_{12}, \ldots t_{1n})$ and $T_2(t_{21}, t_{22}, \ldots t_{2n})$, the Euclidean distance will be calculated based on (2). The class label of the test tuple will be assigned to the class supplied by the majority of its k nearest neighbors.

$$Eucl\_dist(T_1,T_2) = \sqrt{\sum_{i=1}^{n}(T_{1i} - T_{2i})^2} \quad (2)$$

The paper is organized as follows: Section 2 presents two data reduction techniques, namely Attribute subset selection and Principal component analysis. Section 3 describes the Backpropagation based Artificial neural network. Section 4 presents two variants of bank marketing data set. Section 5 provides related work on data reduction techniques for classification. Section 6 presents a detailed form of proposed work which includes Methodology, Preprocessing and the complete process of classification followed. Experimental results along with the comparison of existing classifiers are provided in section 7. Section 8 concludes the paper with future enhancements.

II. DATA REDUCTION

Data reduction techniques can be applied in attaining a subset of the original data such that the results obtained on the subset are similar to that of the results of original data. In this paper, we have focused on two data reduction techniques, namely Attribute subset selection, a feature selection method [1,2] and Principal component analysis, a feature extraction method [2,15].

A. Attribute subset selection

The process of selecting a subset of relevant attributes, namely dimensions/features by removing redundant or weak attributes from the input data set is termed as Attribute subset selection [1,2]. Among all the possible subsets of attributes, the best subset is chosen by applying one of the below heuristics:

- Forward Selection – Determine the best attribute among all and add it to the empty set and repeat the process iteratively until the reduced set of attributes is obtained.
- Backward Elimination – Determine the worst attribute among all and remove it from the whole attribute set and repeat the process iteratively until the reduced set of attributes is obtained.
- A Mixture of Forward Selection and Backward Elimination – Combine the above two processes such that the best attribute is maintained in the reduced set and the worst attribute will be removed from the set in each iteration.
- Decision tree Generation – Construct a decision tree with the internal nodes representing the possible subset of attributes and the leaf nodes representing all the possible classes. One of the measures such as Information gain, Gain ratio, and Gini index is used in choosing the best attribute that can act as the internal node of the tree [2-5].

B. Principal Component Analysis

Dimensionality reduction is classified into either lossless or lossy decomposition depending on the reconstruction of original data from its reduced representations. Principal Component Analysis (PCA) is a lossy dimensionality reduction technique, where an approximation of the original data can be reconstructed from its reduced data. PCA makes use of data encoding techniques and searches among the n attributes of the original data set to find k orthogonal vectors [2,15]. A reduced data set with k dimensions is projected onto a new space such that $k \leq n$. The basic process of PCA is given below:

1. Normalize the input data set so that every attribute falls in the same range i.e., 0-1.
2. Compute k orthogonal vectors for the normalized data such that the vectors are perpendicular to each other. The k orthogonal vectors will be the Principal components.
3. Sort the principal components in their decreasing order of variance. The component with the highest variance will be the first axis and the component with the second higher variance will serve as the second axis and so on.
4. Obtain a reduced form of original data by eliminating the weaker components in terms of variance.

The process of PCA makes use of measures like Covariance matrix, Eigen values, Eigen vectors while generating the principal components.

III. BACKPROPAGATION NEURAL NETWORK

Artificial neural network (ANN) is biologically inspired by the human brain, consisting of a set of interconnected processing nodes distributed across several layers [5,22,23]. The processing nodes in an ANN are termed as neurons, spread across different layers viz., input, hidden and output layers. A Multi-layered neural network has one input, one or more hidden and one output layers in which each neuron in layer $i$ is interconnected to all the neurons in layer $i+1$ through the weights associating them. This work focuses on neural network based classification using Backpropagation [1,15,22]. Once the training data is supplied to the neural network, the learning phase deals with finalizing certain network parameters such as updating the weights and minimizing the error function. The parameters once set are used to predict the class labels of the test data during the testing phase. The process of building a neural network classifier using Backpropagation is given below:

1. Initial the neural network with random weights and set the bias to one.
2. For each tuple in training dataset
3. Propagate inputs forward and
4. Calculate Error function at the output layer
   $Error = Expected\ output\ value - Actual\ output\ value$
5. Backpropagate Error function from output to input layers through hidden layers
6. Update all weights between the layers.
7. Repeat step 2 for $n$ epochs
IV. BANKING SYSTEM

Banking system stores a huge number of client data on a daily basis. One among such data is related to conduct marketing campaigns by the banking staff to make clients subscribe for various services, offers, deposits offered by banks. In this work, two data sets related to bank marketing campaigns conducted by a Portuguese financial institution are collected from [6]. Banking staff of the institution contacts their clients through phone calls so as to make them subscribe for term deposits within their bank. When seen as a classification problem, the class label indicates whether a client subscribes for a term deposit in the form of a binary variable. The two data sets related to bank marketing data consisting of client details are chosen in such a way that one of them is used for feature selection through attribute subset selection and the other is used for feature extraction through Principal component analysis. The first data set consists of 41188 instances with 21 attributes including a class label and the second consists of 45211 instances with 17 attributes including a class label [1,15]. Tables 1 and 2 lists all the attributes and their type in each data set. The class label (namely Y) is of a binary type which has either yes/no for each client instance where yes represents that a client subscribes for a term deposit and no indicates that a client does not subscribe for a term deposit.

| S. No. | Attribute       | Type     |
|--------|-----------------|----------|
| 1.     | Age             | Numeric  |
| 2.     | Job             | Categorical |
| 3.     | Marital         | Categorical |
| 4.     | Education       | Categorical |
| 5.     | Default         | Categorical |
| 6.     | Housing         | Categorical |
| 7.     | Loan            | Categorical |
| 8.     | Contact         | Categorical |
| 9.     | Month           | Categorical |
| 10.    | Day_of_week     | Categorical |
| 11.    | Duration        | Numeric  |
| 12.    | Campaign        | Numeric  |
| 13.    | Pdays           | Numeric  |
| 14.    | Previous        | Numeric  |
| 15.    | Poutcome        | Categorical |
| 16.    | Emp.var.rate    | Numeric  |
| 17.    | Cons.price.idx  | Numeric  |
| 18.    | Cons.conf.idx   | Numeric  |
| 19.    | Eanribor3m      | Numeric  |
| 20.    | N.employed      | Numeric  |
| 21.    | Y (class label) | Binary   |

Table 1. List of Attributes and Type of Data set 1 [1]

Table 2. List of Attributes and Type of Data set 2 [15]

| S. No. | Attribute       | Type     |
|--------|-----------------|----------|
| 1.     | Age             | Numeric  |
| 2.     | Job             | Categorical |
| 3.     | Marital         | Categorical |
| 4.     | Education       | Categorical |
| 5.     | Default         | Binary   |
| 6.     | Balance         | Numeric  |
| 7.     | Housing         | Binary   |
| 8.     | Loan            | Binary   |
| 9.     | Contact         | Categorical |
| 10.    | Day             | Numeric  |
| 11.    | Month           | Categorical |
| 12.    | Duration        | Numeric  |
| 13.    | Campaign        | Numeric  |
| 14.    | Pdays           | Numeric  |
| 15.    | Previous        | Numeric  |
| 16.    | Poutcome        | Categorical |
| 17.    | Y (class label) | Binary   |

V. RELATED WORK

Feature selection on bank marketing data set consisting of 1000 instances through attribute subset selection and building a deep neural network classifier to predict the clients subscribe for a term deposit from the featured data was discussed in [1]. Another approach to identify the customers who subscribe for the bank services had been discussed in [7] by achieving two objectives, in which the first objective was to predict the response of each customer and the second was to identify the relevant features using clustering. Improving the outcome of marketing campaigns was proposed in [8] by performing clustering of customers based on similarities and then building a classifier.

Novel algorithms such as SMOTE [9], Rotation Forest (PCA)–J48 [10] were also proposed to improve the outcome of marketing campaigns. Comparison on the performance of the algorithms was made with the existing classifiers [11-12] in terms of several parameters viz., accuracy, mean square error, and the results were analyzed in different studies [13-14].

Principal component analysis on bank marketing data set containing mixed attributes to perform feature extraction so as to build a deep neural network classifier was proposed in [15], where the input data set had 1000 instances and a reduction in dimensions from 16 to 3, with a cumulative variance of 99.99740%. Predicting the closing stock price using two-dimensional PCA had been discussed in [16], where deep belief networks were used to perform classification. Another work including Elman neural network [17] to predict the stock price was presented. Assessment of credit risk in banking sector through PCA based Support vector machines and Fuzzy Support vector machines were discussed in [18-20]. The importance of PCA in reducing the dimensions for loan granting and early-stage lung disease diagnosis had been analyzed in [21].

VI. PROPOSED WORK

A. Methodology

The whole process of classification followed in this work is presented in the form of workflow as shown in figure 1. Initially, the bank marketing data set is gathered from the UCI repository. We have performed data preprocessing in two phases i.e., L1 and L2, where L1 preprocessing focused on the elimination of errors and inconsistencies from the input data set and L2 preprocessing focused on the techniques decided by the feature selection/extraction module. Between the two preprocessing phases, the input data set has been split into training and test data in an 80-20 fashion. The featured training data has been fed as an input to the deep neural network classification algorithm so as to build a classifier/model. Once the classifier is found to be ready, its performance is evaluated by predicting the class labels of the featured test data.
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D. Deep Neural Network Classifier

i. Structure of a Neural Network

A Deep Neural Network is an Artificial Neural Network with more number of hidden layers between input and output layers [23]. The structure of the proposed Deep neural network (DNN) consists of twenty hidden layers interconnecting input and output layers. Each hidden layer internally accommodates 25 nodes. Size of the input layer (inp) is equal to the number of features returned by the feature selection/extraction module. Since the class label is a binary attribute, the size of the output layer (out) is one, where the node indicates one of the two values (yes/no). Thus, the total size of the neural network is inp*(25*20)*out. The work uses Rectified Linear Unit [1,15,22] Activation function in evaluating the output values of the nodes at each hidden layer and the output layer.

ii. Deep Neural Network Classification Algorithm

Backpropagation Technique [1,15,22] has been used as the underlying classification algorithm for the deep neural network. The algorithm used in building a Deep Neural Network classifier is given below:

```
begin BPDNN_Classifier(Data, inp, out)
Data, inp = FeatSel_Ext(Data)
Create a neural network of size inp*(25*20)*out
Initialize the network parameters i.e., node and bias weights, momentum and learning rate
For each iteration
For each tuple in Data
Calculate Input values of hidden layers
Calculate Error at the output layer
Calculate Error at hidden layers
Update node and bias weights
end for each iteration
Calculate Error at the output layer
Calculate Error at hidden layers
Update node and bias weights
end for each epoch
end BPDNN_Classifier
```

VII. EXPERIMENTAL RESULTS

A. Process of Classification on Data Set 1

The Bank marketing data set containing 41188 instances of clients’ data represented by using 21 attributes is collected from the repository. After L1 preprocessing, data splitting has been performed and the sizes of training and test data are 32950 and 8238 [1]. The processed data set is fed as input to the feature selection/extraction module. Based on the decreasing order of information gain, we have chosen the top 10 attributes as the features for training data to undergo classification. BPDNN_Classifier algorithm is implemented in Python programming language [1,15].
The 10 featured training data serves as input to the algorithm, with randomized initial weights, momentum as 0.15 and learning rate as 0.002. Rectified Linear Unit (ReLU) [1] is used as the activation function in the algorithm. The Deep Neural Network classifier is built by running the algorithm on the featured training data for 500 epochs.

After building the classifier, the 10 featured test data is supplied to the classifier for evaluating its performance in predicting the class labels of the test instances and the results are represented by using a Confusion Matrix [1] as shown below:

### Table 3. Classifier Results on Data Set 1

| Confusion Matrix | Class |
|------------------|-------|
| 7111             | 209   |
| 520              | 398   |
|                  | yes   |

Accuracy has been calculated from the confusion matrix which resulted in 91.15% [1]. Finally, we have made a comparison on the performance of the Deep Neural Network classifier with the four existing classifiers viz., Decision Trees, Naïve Bayes, Support Vector Machines and k-Nearest Neighbors in terms of accuracy and the plot is shown in figure 2. From the figure, it is evident that the accuracy of the proposed Deep Neural Network classifier is better to the four existing classifiers.

![Accuracy Comparison Plot](image)

**Figure 2. Accuracy Comparison on Data Set 1**

**B. Process of Classification on Data Set 2**

The second variant of the bank marketing data set containing 45211 instances of clients’ data represented by using 17 attributes is collected from the repository. After L1 preprocessing, data splitting has been performed with the sizes of training and test data being 36168 and 9043 respectively [15]. The processed data set is fed as input to the feature selection/extraction module. Based on the decreasing order of variance among the principal components (PCs), we have chosen the top three PCs with a cumulative variance of 91.59957% as the features for training data to undergo classification. BP_DNN(Classifier algorithm is implemented in Python programming language [1,15]. The three featured training data serves as input to the algorithm, with randomized initial weights, momentum as 0.9 and learning rate as 0.001. Rectified Linear Unit (ReLU) [15] is used as the activation function in the algorithm. The Deep Neural Network classifier is built by running the algorithm on the featured training data for 1000 epochs.

After building the classifier, feature extraction has been performed on the test data and the three featured test data is supplied to the classifier for evaluating its performance in predicting the class labels of the test instances and the results are represented by using a Confusion Matrix [15] as shown below:

### Table 4. Classifier Results on Data Set 2

| Confusion Matrix | Class |
|------------------|-------|
| 7926             | 66    |
| 907              | 144   |

Accuracy has been calculated from the confusion matrix which resulted in 89.24% [15]. Finally, we have made a comparison on the performance of the Deep Neural Network classifier with the four existing classifiers viz., Decision Trees, Naïve Bayes, Support Vector Machines and k-Nearest Neighbors in terms of accuracy and the plot is shown in figure 3. From the figure, it is evident that the accuracy of the proposed Deep Neural Network classifier is better to the four existing classifiers.

![Accuracy Comparison Plot](image)

**Figure 3. Accuracy Comparison on Data Set 2**

**VIII. CONCLUSIONS AND FUTURE WORK**

This work deals with the classification of Bank Marketing data set belonging to a Portuguese financial institution. The main goal of the task is to predict whether a client subscribes for a term deposit in the bank based on his/her characteristics represented using attributes. To achieve the goal, we have collected two variants of the bank marketing data set with 41188 and 45211 instances from the UCI repository and built a deep neural network using Backpropagation algorithm containing 20 hidden layers interconnected with input and output layers. The first data set has been preprocessed and feature selection has been applied using Attribute subset selection method based on information gain parameter. Among the 20 non-class attributes of the first data, top 10 features have been chosen for building the deep neural network classifier. After building the classifier, the test data set has been supplied to the classifier to predict the class labels. Finally, a comparison has been made on the performance of the deep neural network with four standard classifiers in terms of accuracy.
The second data set has been preprocessed and feature extraction has been applied using Principal component analysis. Among the 16 non-class attributes of the second data, the top 3 principal components contributing to a cumulative variance of 91.59957% among total attributes have been chosen for building the deep neural network classifier. After building he classifier, the test data set has been supplied to the classifier to predict the class labels. Finally, a comparison has been made on the performance of the deep neural network with four different classifiers in terms of accuracy.

The two experimental results show that the Deep neural network classifier has outperformed four existing classifiers while classifying the two bank marketing data sets in terms of accuracy.

In future, we shall focus on improving the accuracy of Deep Neural Network classifier by introducing Evolutionary techniques viz., Genetic algorithms for neural network parameter optimization, Different activations at different hidden layers instead of one. We shall also extend the classification of data using Deep neural networks to other real-world domains like Healthcare system.
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