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Abstract. In coding and information theory, it is desirable to construct maximal codes that can be either variable length codes or error control codes of fixed length. However deciding code maximality boils down to deciding whether a given NFA is universal, and this is a hard problem (including the case of whether the NFA accepts all words of a fixed length). On the other hand, it is acceptable to know whether a code is ‘approximately’ maximal, which then boils down to whether a given NFA is ‘approximately’ universal. Here we introduce the notion of a (1 − ε)-universal automaton and present polynomial randomized approximation algorithms to test NFA universality and related hard automata problems, for certain natural probability distributions on the set of words. We also conclude that the randomization aspect is necessary, as approximate universality remains hard for any fixed polynomially computable ε.

Changes with respect to the 1st version: (i) In Corollary 5, the bound $O(1)$ for the $M$ of the Dirichlet distribution was incorrect. This bound has been corrected here. (ii) Definition 8 of tractable distribution was too restrictive as it required that $M$ is $O((\log(1/\varepsilon))^k)$, for some $k$, but now we see it is necessary that $M$ is $O((1/\varepsilon)^k)$, which is still polynomial wrt $(1/\varepsilon)$. (iii) Due to the above change, the PAX algorithm of Section 7.2 works only for unary NFAs, so for general NFAs it is necessary to use the PRAX algorithm.

1 Introduction

It is well-known that NFA universality is a PSPACE-hard problem and that block NFA universality (whether an NFA of some fixed length words accepts all the words of that length) is a coNP-hard problem. Here we consider polynomial approximation algorithms for these and related NFA problems by considering the concept of an approximate universal NFA, or block NFA, where for instance 95%
of all words are accepted by the NFA. In general, for some tolerance $\varepsilon \in (0, 1)$, we assume that we are happy to know that an NFA is at least $(1 - \varepsilon)$ universal. While approximate universality is still hard, it allows us to consider polynomial randomized algorithms that return an incorrect answer with small probability.

Inspired from [16, pg 72], we view estimating the universality index of an NFA as the problem of estimating the parameter of some population and then follow the tools of [16] for parameter estimation problems.

Our motivation for defining the concept of approximate universality comes from the problem of generating codes (whether variable length codes, or fixed length error control codes) that are maximal, where on the one hand the question of deciding maximality is hard, but on the other hand it is acceptable to generate codes that are maximal within a tolerance $\varepsilon$, [6,14]. For infinite languages, we define approximate universality relative to some probability distribution on the set of words. This idea is consistent with our interpretation of languages in the context of coding and information theory where words are in fact abstractions of physical network signals or magnetic polarities, [15,12], and the amount of energy they require should not be exponential.

Our work falls under the general framework of problems about parameter estimation or approximate counting [16,8,2], however, we are not aware of the application of this framework in hard NFA problems, especially in the case where the NFA accepts an infinite language.

**Main results and structure of the paper.** The next section contains basic notation from formal languages and automata as well concepts of probability distributions on the nonnegative integers, in particular the three distributions: uniform, Lambert and Dirichlet. The Dirichlet distribution is a good substitute for the ‘fictitious’ uniform distribution on the nonnegative integers [9]. Section 3 discusses what a polynomial randomized approximation (PRAX) algorithm should be for the case of a hard decision problem on NFAs. The necessity for PRAX-like algorithms for NFA universality is demonstrated with (i) the observation that a nonrandomized polynomial approximation (PAX) algorithm might not exist and (ii) the result that $(1 - \varepsilon)$ approximate block NFA universality is hard for every $\varepsilon$ that is computable within polynomial time. Section 4 is about probability distributions on words over some alphabet $A_s = \{0, 1, \ldots, s\}$ such that the length sets of these distributions follow the above three distributions on the nonnegatives. Section 5 considers whether an NFA $a$ is universal relative to a maximum language $M$ (i.e., whether $L(a) = M$), and takes the approach that $M$ is the domain of a probability distribution $W$ on the set of words, in which case the universality index $W(a)$ of $a$ is the probability that a word selected from the distribution $W$ belongs to $L(a)$. Then, $a$ is $p\%$-universal relative to $W$ if $W(a) \geq p\%$. The section closes with two simple random processes about estimating the universality index of NFAs. Section 6 gives PRAX algorithms for three hard NFA problems: $\text{ADFA\_SUBSET\_NFA}$ (whether $L(b) \subseteq L(a)$ for given NFA $a$ and acyclic DFA $b$); $\text{UNIV\_BNFA}$ (whether $L(a) = A_{\ell}$, for given block NFA $a$ of word length $\ell$); and $\text{UNIV\_MAXLEN\_NFA}$ (whether $A_{\ell} \subseteq L(a)$, for given NFA $a$ and word length $\ell$). Section 7 defines what a tractable length
distribution (on the nonnegatives) is and gives a PRAX algorithm for whether a given NFA is universal relative to any fixed, but arbitrary, tractable word distribution (including the word distributions that are based on the Lambert and Dirichlet length distributions). The section also discusses a PAX algorithm for universality of unary NFAs relative to a tractable distribution. The last section contains a few concluding results and a short discussion on related hard problems.

2 Basic Notation and Background Information

We use the notation $\mathbb{N}$ for the set of positive integers, $\mathbb{N}_0$ for the nonnegative integers, and $\mathbb{N}^{>x}$ for the positive integers greater than $x$, where $x$ is any real number. We assume the reader to be familiar with basics of formal languages and finite automata [18,11]. Our arbitrary alphabet will be $A_s = \{0, 1, \ldots, s-1\}$ for some positive integer $s$. Then, we use the following notation

- $\varepsilon = \text{empty word}$
- $|w| = \text{length of word } w$
- $A_s^\ell = \text{all words of length } \ell$
- $A_s^{\leq \ell} = \text{all words of length at most } \ell$
- $\text{DFA} = \text{all DFAs (deterministic finite automata)}$
- $\text{NFA} = \text{all NFAs (nondeterministic finite automata)}$
- $\text{ADFA} = \text{all acyclic DFAs (accepting finite languages)}$
- $\text{BNFA} = \text{all block NFAs, that is, NFAs accepting languages of a fixed word length.}$
- $\text{BNFA}[s] = \text{all block NFAs over the alphabet } A_s.$
- $|a| = \text{the size of the NFA } a = \text{the number of states plus the number of transitions in } a.$
- $L(a) = \text{the language accepted by the NFA, or DFA, } a.$

Notes: We assume that NFAs have no $\varepsilon$-transitions. It makes no difference in this paper whether a DFA is complete or incomplete.

Next we list some decision problems about automata that are known to be hard, or easily shown to be hard.

- $\text{UNIV_NFA} = \{a \in \text{NFA} : L(a) = A_s^*\}$: Deciding whether a given NFA is universal is a PSPACE-complete problem, [11].
- $\text{UNIV_BNFA} = \{b \in \text{BNFA} : L(b) = A_s^\ell, \text{ where } \ell \text{ is the word length of } b\}$: Deciding whether a given block NFA of some word length $\ell$ accepts all words of length $\ell$ is a coNP-complete problem, [14].
- $\text{UNIV_MAXLEN_NFA} = \{a, \ell : a \in \text{NFA}, L(a) \subseteq L(A_s^{\ell}) \subseteq L(A_s^*)\}$: Deciding whether $L(A_s^{\leq \ell}) \subseteq L(a)$, for given $a \in \text{NFA}$ and unary $\ell \in \mathbb{N}_0$, is coNP-complete, [7].
- $\text{ADFA_SUBSET_NFA} = \{(a, b) : a \in \text{NFA}, b \in \text{ADFA}, L(b) \subseteq L(a)\}$: Deciding whether $L(b) \subseteq L(a)$, for given $a \in \text{NFA}$ and $b \in \text{ADFA}$ is PSPACE-complete—see below Remark 1.
\[ \text{EMPTY}_{\text{DFA}} = \{ (a_1, \ldots, a_n) : n \in \mathbb{N}, a_i \in \text{DFA}, \cap_{i=1}^n L(a_i) = \emptyset \} \]  Deciding whether the intersection of given DFAs is empty is PSPACE-complete, [7]. Note that the problem remains hard even if we know that the languages of the given DFAs belong to low levels of the dot-depth or the Straubing-Thérien hierarchies [3].

**Remark 1.** The problem \( \text{ADFA}_\text{SUBSET}_\text{NFA} \) is PSPACE-hard. This follows when we see that \( \text{UNIV}_\text{NFA} \) can be reduced to it using the fact that \( L(a) = A^* \) iff \( A^* \subseteq L(a) \). The problem is in PSPACE: as \( b \) is acyclic, one can enumerate all words of \( L(b) \), [1], testing whether each one is in \( L(a) \); this process works within polynomial space.

**Probability distributions.** Let \( X \) be a countable set. A probability distribution on \( X \) is a function \( D : X \rightarrow [0, 1] \) such that
\[
\sum_{x \in X} D(x) = 1. \tag{1}
\]
The domain of \( D \), denoted by \( \text{dom} \, D \), is the subset \( \{ x \in X \mid D(x) > 0 \} \) of \( X \). If \( X = \{ x_1, \ldots, x_\ell \} \), for some \( \ell \in \mathbb{N} \), then we write
\[
D = (D(x_1), \ldots, D(x_\ell)).
\]
Following [10], we have the following definition.

**Definition 1.** Let \( D \) be a probability distribution on \( X \). For any subset \( S \) of \( X \), we define the quantity
\[
D(S) = \sum_{x \in S} D(x) \tag{2}
\]
and refer to it as the probability that a randomly selected element from \( D \) is in \( S \). The following notation, borrowed from cryptography, means that \( x \) is randomly selected from \( D \):
\[
x \leftarrow D.
\]

**Remark 2.** Let \( D \) be a probability distribution on some countable set \( X \). The next statements follow from (1) and (2).

1. \( D(\text{dom} \, D) = 1 \).
2. For any subsets \( K \) and \( L \) of \( X \), if \( K \cap L = \emptyset \) then \( D(K \cup L) = D(K) + D(L) \).
3. For any subsets \( K \) and \( L \) of \( X \), if \( K \subseteq L \) then \( D(K) \leq D(L) \).

The author of [10] considers three families of probability distributions on \( \mathbb{N}_0 \) that are meaningful in information and/or number theory. These distribution families are called uniform, Lambert and Dirichlet, and are defined, respectively, as follows, where \( d \in \mathbb{N}_0, M \in \mathbb{N}, z \in (0, 1) \) and \( t \in (1, +\infty) \) are related parameters.

- **Uniform:** \( U_M(n) = 1/M \) for \( n < M \), and \( U_M(n) = 0 \) otherwise.
- **Lambert:** \( L_{1/z,d}(n) = (1 - z)z^{n-d} \) for \( n \geq d \), and \( L_{1/z,d}(n) = 0 \) otherwise.
Dirichlet: \( D_{t,d}(n) = \frac{1}{\zeta(t)}(n + 1 - d)^{-t} \) for \( n \geq d \), where \( \zeta \) is the Riemann zeta function, and \( D_{t,d}(n) = 0 \) otherwise.

In fact [10] considers distributions on \( \mathbb{N} \), but here we use \( \mathbb{N}_0 \) instead as we intend to apply these distributions to modelling lengths of words, including possibly the empty word \( \varepsilon \) whose length is 0. We also note that [10] considers \( L_{1/z,d} \) and \( D_{t,d} \) only for the case where the displacement \( d = 1 \). We also note that in [9] the same author considers the Dirichlet distribution to be the basis where “many heuristic probability arguments based on the fictitious uniform distribution on the positive integers become rigorous statements.”

**Definition 2.** We shall call any probability distribution \( N \) on \( \mathbb{N}_0 \) a length distribution. Then, as all values \( N(n) \) are numeric, \( N \) can be viewed as a random variable, and the expected value of a length distribution \( N \) is well-defined and denoted by \( E(N) \).

If \( t > 2 \), the expected value of \( D_{t,1} \) is finite and equal to \( \frac{\zeta(t-1)}{\zeta(t)} \), [9]. Using standard tools in series manipulation and the fact that \( \sum_{i \in \mathbb{N}} iz^i = z/(1 - z)^2 \), we have the following lemma.

**Lemma 1.** Let \( d \in \mathbb{N}_0, z \in (0, 1) \) and \( t \in (2, +\infty) \). We have that

\[
E(L_{1/z,d}) = d + \frac{1}{1/z - 1} \quad \text{and} \quad E(D_{t,d}) = d + \frac{\zeta(t-1)}{\zeta(t)} - 1.
\]

### 3 Randomized Approximation of [0,1]-value problems

We consider problems for which every instance\(^3\) \( x \) has a value \( v(x) \in [0, 1] \) and we are interested in those instances \( x \) for which \( v(x) = 1 \). Our main set of instances is the set of NFAs (or subsets of that) and the main value function \( v \) is the universality index of NFAs, which is defined in Section 5. However for the purposes of this section, our sample set of instances is \( \text{BNFA}[2] = \) all block NFAs over the alphabet \( \{0, 1\} \), and the \([0, 1]\)-valued function \( v \) is such that \( v(a) = |L(a)|/2^n \), where \( n \) is the word length of the block NFA \( a \). In general, for a fixed but arbitrary \([0, 1]\)-valued function \( v \), we define the language (problem)

\[
L_v = \{ x : v(x) = 1 \}.
\]

Deciding whether a given instance \( x \) is in \( L_v \) might be hard, but we assume that we are happy if we know whether \( v(x) \geq 1 - \varepsilon \), for some appropriate tolerance \( \varepsilon \in (0, 1) \). So we define the following approximation language for \( L_v \):

\[
L_{v,\varepsilon} = \{ x : v(x) \geq 1 - \varepsilon \}.
\]

**Remark 3.** One can verify that \( L_v = \bigcap_{\varepsilon \in (0,1)} L_{v,\varepsilon} \); hence \( L_v \) can be approximated as close as desired via the languages \( L_{v,\varepsilon} \).

\(^3\) Following the presentation style of [8, pg 193], we refrain from cluttering the notation with the use of a variable for the set of instances.
Unfortunately deciding $L_{v,\varepsilon}$ can be harder than deciding $L_v$, as shown in the proof of the next theorem—the proof can be found further below.

**Theorem 1.** The following problem about block NFAs is coNP-hard

$$B_\delta = \{ a \in \text{BNFA}[2] : \frac{|L(a)|}{2^n} \geq \delta, \text{ where } n = \text{word length of } a \},$$

for any (fixed) $\delta \in (0,1)$ that is computable within polynomial time$^4$.

Another idea then is to show that $L_v$ is in the class coRP, that is, there is a polynomial randomized algorithm $A(x)$ such that

- if $x \in L_v$ then $A(x) = \text{True}$ (with probability 1), and
- if $x \notin L_v$ then $A(x) = \text{False}$ with probability$^5$ at least 3/4.

However, as $L_v$ can be hard, it is unlikely that it is in the class coRP.

The next idea is to devise an approximating algorithm for $L_v$ via $L_{v,\varepsilon}$. As stated in [8, pg 417], "The answer to [what constitutes a “good” approximation] seems intimately related to the specific computational task at hand...the importance of certain approximation problems is much more subjective...[which] seems to stand in the way of attempts at providing a comprehensive theory of natural approximation problems." It seems that the following approximation method is meaningful. Although our domain of interest involves NFAs, the below definition is given for any set of instances and refers to a fixed but arbitrary $[0,1]$-valued function $v$ on these instances.

**Definition 3.** Let $v$ be $[0,1]$-valued function. A polynomial approximation (PAX) algorithm for $L_v$ is an algorithm $A(x, \varepsilon)$ such that

- if $x \in L_v$ then $A(x, \varepsilon) = \text{True}$;
- if $x \notin L_{v,\varepsilon}$ then $A(x, \varepsilon) = \text{False}$;
- $A(x, \varepsilon)$ works within polynomial time w.r.t. $1/\varepsilon$ and the size of $x$.

**Explanation.** In the above definition, if $A(x, \varepsilon)$ returns $\text{False}$ then $x \notin L_v$, that is, $v(x) < 1$. If $A(x, \varepsilon)$ returns $\text{True}$ then $x \in L_{v,\varepsilon}$, that is, $v(x) \geq 1 - \varepsilon$. Thus, whenever the algorithm returns the answer $\text{False}$, this answer is correct and exact; when the algorithm returns $\text{True}$, the answer is **correct within the tolerance $\varepsilon$**.

It turns out that, in general, there are problems for which no approximation algorithm can do better than the exact algorithms.

---

$^4$ A real $x \in (0,1)$ is computable if there is an algorithm that takes as input a positive integer $n$ and computes the $n$-th bit of $x$. It is computable within polynomial time if the algorithm works in time $O(n^k)$, for some fixed $k \in \mathbb{N}_0$, when the input $n$ is given in unary.

$^5$ Many authors specify this probability to be at least $2/3$, but they state that any value $\geq 1/2$ works [8,2].
Proposition 1. There is no polynomial approximation algorithm for the problem \textsc{UNIV\_BNFA}, unless $P=\text{coNP}$.

Proof. It is sufficient to consider the subset of the problem for BNFAs over the binary alphabet. Given $a \in \text{BNFA}[2]$, the question of the problem is equivalent to whether $|L(a)|/2^n = 1$, where $n = \text{word length of } a$. If there were a PAX $A(a, \varepsilon)$ for this problem then we would decide the problem in polynomial time as follows: find out the word length $n$ of the given BNFA $a$, compute $\varepsilon = (1 + 2^n)^{-1}$ and run $A(a, \varepsilon)$ to get the desired answer.

Corollary 1. There is no polynomial approximation algorithm for the problem \textsc{UNIV\_MAXLEN\_NFA}, unless $P=\text{coNP}$.

Remark 4. Theorem 1 implies that, unless $P=\text{coNP}$, block NFA universality over the binary alphabet cannot be approximated by some sequence $(B_\delta_n)$, with $\lim \delta_n = 0$ and each $\delta_n$ being polynomially computable. Based on this observation and on Proposition 1, we conclude that, in general, it is necessary to add a randomized aspect to our approximation methods. We do this immediately below.

The following definition is inspired from the “approximate” algorithmic solution of [14] for the task of generating an error-detecting code of $N$ codewords, for given $N$, if possible, or an error-detecting code of less than $N$ codewords which is “close to” maximal.

Definition 4. Let $v$ be $[0,1]$-valued function. A polynomial randomized approximation (PRAX) algorithm for $L_v$ is a randomized algorithm $A(x, \varepsilon)$ such that

- if $x \in L_v$ then $A(x, \varepsilon) = \text{True}$;
- if $x \notin L_v, \varepsilon$ then $P[A(x, \varepsilon) = \text{False}] \geq 3/4$;
- $A(x, \varepsilon)$ works within polynomial time w.r.t. $1/\varepsilon$ and the size of $x$.

Explanation. In the above definition, if $A(x, \varepsilon)$ returns \text{False} then $x \notin L_v$. If $A(x, \varepsilon)$ returns \text{True} then probably $x \in L_v, \varepsilon$, in the sense that $x \notin L_v, \varepsilon$ would imply $P[A(x, \varepsilon) = \text{False}] \geq 3/4$. Thus, whenever the algorithm returns the answer \text{False}, this answer is correct ($x \notin L_v$); when the algorithm returns \text{True}, the answer is correct within the tolerance $\varepsilon$ ($x \in L_v, \varepsilon$) with probability $\geq 3/4$. The algorithm returns the wrong answer exactly when it returns \text{True} and $x \notin L_v, \varepsilon$, but this happens with probability $< 1/4$.

Use of a PRAX algorithm. The algorithm can be used as follows to determine the approximate membership of a given $x$ in $L_v$ with a probability that can be as high as desired: Run $A(x, \varepsilon)$ $k$ times, for some desired $k$, or until the output is \text{False}. If the output is \text{True} for all $k$ times then $P[A(x, \varepsilon) = \text{True} k \times | x \notin L_v, \varepsilon | < 1/4^k$, that is, the probability of incorrect answer is $< 1/4^k$.

Proof. (Of Theorem 1.) We reduce to $B_\delta$ the following known coNP-hard problem \textsc{UNIV\_BNFA}[2] = $\{ b \in \text{BNFA}[2] : |L(b)| = 2^\ell, \text{ where } \ell = \text{word length of } b \}$. 


We need a reduction that takes any instance \( b \) in BNFA[2], of some word length \( \ell \in \mathbb{N} \), and constructs (in polynomial time) an instance \( a \) in BNFA[2], of some word length \( n \in \mathbb{N} \), such that
\[
|L(b)| = 2^\ell \quad \text{iff} \quad |L(a)| \geq 2^n \delta. \tag{3}
\]

The main idea is to make a block NFA \( a \) that accepts a language \( F \cdot L(b) \) of \(|F| \cdot |L(b)|\) words of length \( k + \ell \), where \( k \) and \(|F|\) depend on \( \delta \) and \( \ell \). If \( \delta \) is of the form \( m/2^k \) for some \( m, k \in \mathbb{N} \), then \( F \) is any language of \( m \) words of length \( k \), and (3) holds. The reduction for the general case of \( \delta \neq m/2^k \) is described next, where we use the notation (i) \( b_p \equiv \) the bit at position \( p \) in the binary representation of \( \delta \), for \( p \in \mathbb{N} \); (ii) \( m_p = b_1 2^{p-1} + b_2 2^{p-2} + \cdots + b_p \); that is, \( m_p \) is the numerator of the fraction \( m_p/2^p \in (0, 1) \) that results when we cut from \( \delta \) all bits after position \( p \).

1. Let \( k = p_1 + \ell \), where \( p_1 = \min\{p \in \mathbb{N} : b_p = 1\} \).
2. Let \( m_k = b_1 2^{k-1} + b_2 2^{k-2} + \cdots + b_k \). Note that \( 2^\ell \leq m_k < 2^k \).
3. Let \( b[m_k] \) be any block NFA accepting a language \( F \) of exactly \( 1 + m_k \) words of length \( k \), such that \( b[m_k] \) has exactly one final state \( f \).
4. Let \( a \) be the block NFA that results by ‘concatenating’ \( b[m_k] \) and \( b \): change all transitions of \( b[m_k] \) that go to \( f \) to go to the start state of \( b \). Note that \( a \) accepts the language \( F \cdot L(b) \) consisting of \((1 + m_k)|L(b)|\) words of length \( n = k + \ell \).

We need to show that (3) holds and that the above reduction (steps 1–4) can be done within polynomial time with respect to \( |b| \). That (3) holds follows from the below observations.

- For any bit position \( p \) of \( \delta \), we have \( m_p/2^p < \delta < (1 + m_p)/2^p \).
- The above implies that, for any \( p \), there is \( x_p \in (0, 1) \) such that \( \delta = (1 + m_p - x_p)/2^p \).
- If \( |L(b)| = 2^\ell \) then \( |L(a)| = (1 + m_k)|L(b)| \geq 2^k \delta 2^\ell = 2^n \delta \).
- If \( |L(a)| \geq 2^n \delta \) then \((1 + m_k)|L(b)| \geq 2^k 2^\ell (1 + m_k - x_k)/2^k \) and then
\[
|L(b)| \geq \left(1 - \frac{x_k}{1+m_k}\right)2^\ell \Rightarrow |L(b)| > 2^\ell - 1,
\]
where the above follows when we recall that \( 2^\ell \leq m_k \).

That the above reduction (steps 1–4) is polynomial w.r.t. \( |b| \) follows when we note that (i) \( p_1 \) is a constant and \( k = O(\ell) \), (ii) \( \ell \) is essentially presented in unary as the length of any accepting path of \( b \), so \( \ell < |b| \); then \( \ell \) is stored in binary in a variable that can be used to perform arithmetic operations within polynomial time in steps 1–2. (iv) Step 4 can be done in time \( O(|b|m_k| + |b|) \). (v) Step 3 can be done in time \( O(k^2) \) resulting in \( b|m_k| \) of size \( O(k^2) \) as follows:

- Let \( m_k = 2^{c_1} + \cdots + 2^{c_t} \), where the \( c_i \)'s are the nonzero bit positions in the binary representation of \( m_k \), and such that \( t \leq k \) and \( c_1 < \cdots < c_t < k \).
For each $i$, make a ‘straight line’ block NFA $b_i$ of $k + 1$ states accepting all binary strings $\mathbb{A}_2^{k-c_i}$.

Make the required block NFA $b[m_k]$ to be the ‘union’ of all $b_i$’s using a single start state $s$, a single final state $f$, and connecting $s$ to the second states of the $b_i$’s and connecting the second-last states of the $b_i$’s to $f$.

### 4 Word Distributions

A word distribution $W$ is a probability distribution on $\mathbb{A}_*^*$, that is, $W : \mathbb{A}_*^* \to [0, 1]$ such that $\sum_{w \in \mathbb{A}_*^*} W(w) = 1$. If $a$ is an NFA then we use the convention that $W(a)$ means $W(L(a))$.

The domain and length of $W$ are defined, respectively, as follows:

$$\text{dom } W = \{ w \in \mathbb{A}_*^* \mid W(w) > 0 \}, \quad \text{len } W = \{ |w| \mid w \in \text{dom } W \}.$$ We view len $W$ as a random variable such that $P[\text{len } W = n] = P[w \in \mathbb{A}_n^*] = W(\mathbb{A}_n^*)$. The expected length of $W$ is the quantity

$$\mathcal{E}(\text{len } W) = \sum_{w \in \mathbb{A}_*^*} W(w)|w|,$$

which could be finite or $+\infty$.

**Example 1.** For a finite language $F$, we write $U_F$ to denote the uniform word distribution on $F$, that is, $U_F(w) = 1/|F|$ for $w \in F$, and $U_F(w) = 0$ for $w \notin F$.

Some important examples of uniform word distributions are:

- $U_{\mathbb{A}_k^\ell}$, where $\ell$ is any word length. Then, $U_{\mathbb{A}_k^\ell}(w) = 1/s^\ell$.
- $U_{\mathbb{A}_k^{\leq \ell}}$, where $\ell$ is any word length. Then, $U_{\mathbb{A}_k^{\leq \ell}}(w) = 1/t$, where $t = 1 + s + \cdots + s^\ell$.
- $U_{L(a)}$, where $a$ is an acyclic NFA. We also simply write $U_a$ for $U_{L(a)}$.

**Definition 5.** Let $N$ be a length distribution. Then $\langle N \rangle$ is the word distribution such that

$$\langle N \rangle(w) = \langle |w| \rangle s^{-|w|}.$$ Any such word distribution is called a length-based distribution.

**Remark 5.** One can verify that, for any length distribution $N$, the following statements hold true, where $n \in \mathbb{N}_0$.

1. $\langle N \rangle(\mathbb{A}_n^*) = N(n)$.
2. $\langle N \rangle(\mathbb{A}_n^{> \ell}) = N(\mathbb{N}^> n)$.
3. $\mathcal{E}(\text{len } \langle N \rangle) = \mathcal{E}(N)$. 

In particular, for \( t \) we define the Lambert, or geometric, word distribution \( \langle L_s,d \rangle \) on \( A_s^* \) such that:

\[
\langle L_s,d \rangle(w) = 0 \text{ if } |w| < d \text{ and, for } |w| \geq d,
\]

\[
\langle L_s,d \rangle(w) = (1 - 1/s)(1/s)^{2|w|-d}.
\]

Then, for all \( n, d \in \mathbb{N}_0 \) with \( n \geq d \), we have

\[
\langle L_s,d \rangle(A_s^n) = (1-1/s)(1/s)^{n-d}, \quad \langle L_s,d \rangle(A_s^{>n}) = (1/s)^{n+1-d}, \quad \mathcal{E}(\text{len}(\langle L_s,d \rangle)) = d+1/(s-1).
\]

In particular, for the alphabet \( A_2 = \{0,1\} \), we have that \( \langle L_{2,1} \rangle(A_2) = 1/2 \), \( \langle L_{2,1} \rangle(A_2^2) = 1/2^2 \), etc.

**Example 3.** Let \( t \in (2, +\infty) \). Using the Dirichlet length distribution \( D_{t,d}(n) = (1/\zeta(t))(n+1-d)^{-t} \), we define the Dirichlet word distribution \( \langle D_{t,d} \rangle \) on \( A_s^* \) such that:

\[
\langle D_{t,d} \rangle(w) = 0 \text{ if } |w| < d \text{ and, for } |w| \geq d,
\]

\[
\langle D_{t,d} \rangle(w) = (1/\zeta(t))(|w| + 1 - d)^{-t} s^{-|w|}.
\]

Then, for all \( n, d \in \mathbb{N}_0 \) with \( n \geq d \), we have

\[
\langle D_{t,d} \rangle(A_s^n) = (1/\zeta(t))(n+1-d)^{-t},
\]

\[
\langle D_{t,d} \rangle(A_s^{>n}) = 1 - (1/\zeta(t)) \sum_{i=1}^{n+1-d} i^{-t}, \quad \mathcal{E}(\text{len}(\langle D_{t,d} \rangle)) = d + \zeta(t-1)/\zeta(t) - 1.
\]

In particular, for \( t = 3 \), \( d = 1 \) and alphabet \( A_2 = \{0,1\} \), we have that \( \langle D_{2,1} \rangle(A_2^2) = (1/\zeta(3))n^{-3} \).

**Selecting a word from a distribution.** We are interested in word distributions \( W \) for which there is an efficient (randomized) algorithm that returns a randomly selected element from \( W \). We shall assume available (randomized) algorithms as follows.

- **tossCoin\( (p) \):** returns 0 or 1, with probability \( p \) or \( 1-p \), respectively, where \( p \in [0,1] \), and the algorithm works in constant time for most practical purposes—this is a reasonable assumption according to \cite{2}, pg 134.

- **selectUnif\( (s, \ell) \):** returns a uniformly selected word from \( A_s^{\ell} \), and the algorithm works in time \( O(\ell) \).

**Remark 6.** As in \cite[pg 126]{2}, we assume that basic arithmetic operations are performed in constant time. Even if we relax this assumption and we account for a parameter \( q \) for arithmetic precision, the arithmetic operations would require a polynomial factor in \( q \).

The next lemma seems to be folklore, but we include it here for the sake of clarity and self-containment.

**Lemma 2.** There is a polynomial randomized algorithm **selectFin**\( (D) \), where \( D \) is a finite probability distribution \( \{D(x_1), \ldots, D(x_n)\} \) on some set \( \{x_1, \ldots, x_n\} \), that returns a randomly selected \( x_i \) with probability \( D(x_i) \). In fact the algorithm works in time \( O(n) \) using the assumption of constant cost of **tossCoin** and of arithmetic operations.
Proof. The algorithm works as follows: perform up to \( n - 1 \) coin tosses such that
- in the \( i \)-th coin toss, the outcome 0 means to return the element \( x_i \) and terminate, and the outcome 1 means to continue to the next coin toss (or return \( x_n \) if \( i = n - 1 \));
- each coin toss \( i \) uses the algorithm \( \text{tossCoin}(p_i) \), where \( p_1 = D(x_1) \) and \( p_{i+1} = D(x_{i+1}) / (1 - p_1) \cdots (1 - p_i) \).

We have that \( p_i = \) the probability that coin toss \( i \) is 0 given that all previous tosses (when \( i > 1 \)) are all 1. The outcome \( O \) of the algorithm is such that \( \Pr[O = x_1] = p_1 = D(x_1) \) and \( \Pr[O = x_{i+1}] = p_{i+1} \cdot (1 - p_1) \cdots (1 - p_i) \).

**Augmented word distributions.** Selecting a word from a distribution \( W \) with infinite domain \( \text{dom} W \) could return a very long word, which can be intractable. For this reason we would like to define distributions on \( A^\ast \cup \{\perp\} \), where ‘\( \perp \)’ is a symbol outside of \( A \), which could select the outcome ‘\( \perp \)’ (no word). These could be versions of word distributions in which there is a bound on the length of words they can select.

**Definition 6.** An **augmented** word distribution is a probability distribution on \( A^\ast \cup \{\perp\} \). Let \( W \) be a word distribution and let \( M \in \mathbb{N}_0 \). We define the augmented distribution \( W^M \) such that
\[
W^M(w) = W(w), \quad \text{if } |w| \leq M; \quad W^M(\perp) = W(\perp^\ast).
\]

**Remark 7.** The probability that \( W^M \) selects a word longer than \( M \) is zero. We have that \( \text{dom} W^M = (\text{dom} W \cap A^\leq M) \cup \{\perp\} \). Moreover, the following facts about \( W^M \) and any language \( L \) are immediate
\[
W(L \cap A^\leq M) = W^M(L \cap A^\leq M), \quad W(\perp^\ast) = W^M(\perp).
\]

**Remark 8.** The proof of Lemma 2 uses a general formula for computing the quantities \( p_i \). However, these quantities can be computed in a much simpler way for specific distributions. For the augmented Lambert distribution \( L^M_{s,d} \), for instance, we have that each \( p_i = 1 - 1/s \).

## 5 Universality Index of NFAs

Here we intend to define mathematically the informal concept of an “approximately universal NFA” with respect to a certain fixed language \( M \). Our motivation comes from coding theory where the codes of interest are subsets of \( M \), and it is desirable that a code is a maximal subset of \( M \). Two typical cases are (i) \( M = A^\ast \), when variable-length codes are considered, such as prefix or suffix codes; and (ii) \( M = A^n \) for some \( n \in \mathbb{N} \), when error control codes are considered. Testing whether a regular code \( C \) is a maximal subset of \( M \) is a hard problem and, in fact, this problem normally reduces to whether a certain NFA that depends on \( C \) accepts \( M \)—see e.g., [6,14]. In practice, however, it could be acceptable that a code is “close” to being maximal, or an NFA is “close” to being universal.

Our approach here assumes that the maximum language \( M \) is equal to \( \text{dom} W \), where \( W \) is the word distribution of interest.
Definition 7. Let $W$ be a word distribution, let $a$ be an NFA, and let $p \in [0, 1]$.

- We say that $a$ is universal relative to $W$, if $L(a) = \text{dom } W$.
- We say that $a$ is $p$-universal relative to $W$, if $W(a) \geq p$. We call the quantity $W(a)$ the universality index of $a$ (relative to $W$).

Example 4. Let $b$ be a block NFA. If $|L(b)|/s^\ell \geq p$, where $\ell$ is the word length of $b$, then $b$ is $p$-universal relative to the uniform distribution on $A_\ell^s$ and the quantity $|L(b)|/s^\ell$ is the universality index of $b$.

Remark 9. The universality index $W(a)$ represents the probability that a randomly selected word from $W$ is accepted by $a$—see Definition 1. When $W(a)$ is close to 1 then $a$ is close to being universal, that is, $L(a)$ is close to $\text{dom } W$. The concept of a $p$-universal NFA formalizes the loose concept of an approximately universal NFA—see also the next lemma. Thus, for example, we can talk about a 98%-universal block NFA with respect to the uniform distribution on $A_\ell^s$, where $\ell$ is the word length of the NFA.

Remark 10. The method of [13] embeds a given $t$-code into a maximal one by successive applications of a language operator $\mu_t$ on $K$ which yields supersets $K_i$ of $K$ until these converge to a maximal $t$-code. The operation $\mu_t$ on each $K_i$ (represented as an NFA) can be expensive to compute and one can simply stop at a step where the current superset $K_i$ is close to maximal, or according to the concepts of this paper, when the NFA for $(t(K_i) \cup t^{-1}(K_i) \cup K_i)$ is close to universal.

Lemma 3. If $L$ is universal relative to $W$, that is $L = \text{dom } W$, then $W(L) = 1$, for any word distribution $W$. Conversely, if there is a word distribution $W$ such that $W(L) = 1$, then $L$ is universal relative to $\text{dom } W$.

Proof. Immediate.

Consider the case where $b$ is a block NFA of length $\ell$ and $W$ is the uniform word distribution on $A_\ell^s$. In this work, we view estimating the universality index of $b$ as a parameter estimation problem for finite populations [16, pg 72]: let $p$ be an unknown population parameter (ratio of elements having some attribute over the cardinality of the population). Select $n$ elements from the population (here, $n$ words from $A_\ell^s$) and compute $c$, the number of these elements having the attribute of interest (here, words that are in $L(b)$). Then, $c/n$ is an estimate for the population parameter $p$ (here, the estimate is for $W(b)$) in the sense that the expected value of the random variable $c/n$ is equal to $p$ and

$$P[|c/n - p| > \varepsilon] < e^{-n\varepsilon^2/2} + e^{-n\varepsilon^2/3}, \quad (5)$$

where $\varepsilon > 0$ is the acceptable estimation error. The above inequality is given in [?] and follows from Chernoff bounds. Here we extend the idea of parameter

---

6 Depending on $t$, which is a transducer, one can have prefix codes, suffix codes, infix codes, error control codes.
estimation to various distributions on languages. Moreover, we use the simpler Chebysev inequality for bounding the error probability, as it gives in practice a smaller bound than the one in the above inequality. Let $X$ be a random variable and let $a > 0$. The Chebyshev inequality is as follows

$$P[|X - \mathcal{E}(X)| \geq a] \leq \frac{\sigma^2}{a^2},$$

where $\sigma^2$ is the variance of $X$. When $X$ is the binomial random variable with parameters $n = \text{‘number of trials’}$ and $p = \text{‘probability of success in one trial’}$, then $\mathcal{E}(X) = np$ and $\sigma^2 = np(1 - p)$. For $p \in [0, 1]$, the maximum value of $p(1 - p)$ is 1/4; therefore, the above inequality becomes as follows:

$$P[|X - \mathcal{E}(X)| \geq a] \leq \frac{n}{4a^2}. \quad (6)$$

**Lemma 4.** Let $\mathbf{a}$ be an NFA, let $W$ be a word distribution, and let $p, g \in [0, 1]$ with $p > g$. Consider the random process $\text{UnivIndex}_W(\mathbf{a}, n)$ in Fig. 1, and let $\text{Cnt}$ be the random variable for the value of $\text{cnt}$ when the algorithm returns. If $W(\mathbf{a}) < g$ then $P[\text{Cnt}/n \geq p] \leq \frac{1}{4n(p-g)^2}$.

**Proof.** First note that $\text{Cnt}$ is binomial: the number of successes (words in $L(\mathbf{a})$) in $n$ trials. Thus, $\mathcal{E}(\text{Cnt}) = nW(\mathbf{a})$. Now assume that $W(\mathbf{a}) < g$. We have:

$$P[\text{Cnt}/n \geq p] = P[\text{Cnt} - nW(\mathbf{a}) \geq np - nW(\mathbf{a})]$$

$$\leq P[|\text{Cnt} - nW(\mathbf{a})| \geq np - nW(\mathbf{a})]$$

$$\leq P[|\text{Cnt} - nW(\mathbf{a})| \geq np - ng] \leq \frac{1}{4n(p-g)^2},$$

where we have used inequality (6).

In Section 6 we give a polynomial randomized approximation algorithm (PRAX) for testing universality of block NFAs, which is based on the random
process in Fig. 1. That process, however, cannot lead to a PRAX for the universality of NFAs accepting infinite languages, as the selection \( w \leftarrow^s W \) could produce a word of exponential length. In Fig. 2 we modify that process so that a selected word cannot be longer than a desired \( M \in \mathbb{N}_0 \)—in Section 7 we investigate how this can lead to a PRAX for the universality of any NFA relative to tractable word distributions.

```plaintext
UnivIndexMaxLen_W(a, n, M)

cnt := 0;
i := 0;
while (i < n):
    w \leftarrow W^M;
i := i+1;
    if (w = ⊥ or w ∈ \( A^{≤M}_s \cap L(a) \)) cnt := cnt+1;
return cnt / n;
```

**Fig. 2.** This random process refers to a particular word distribution \( W \). It returns an estimate of \( W^M(⊥) + W^M(\mathcal{A}^{≤M}_s \cap L(a)) \), which is equal to \( W(\mathcal{A}^{>M}_s) + W(\mathcal{A}^{>M}_s \cap L(a)) \)—see (4). When \( M \) is chosen such that \( W^M(⊥) \) is small enough, then the returned quantity \( \text{cnt}/n \) can be an acceptable estimate of \( W(a) \).

**Lemma 5.** Let \( a \) be an NFA, let \( W \) be a word distribution, let \( M \in \mathbb{N}_0 \), and let \( p, g \in [0, 1] \) such that \( p > g + W(\mathcal{A}^{>M}_s) \). Consider the random process \( \text{UnivIndexMaxLen}_W(a, n, M) \) in Fig. 2, and let \( \text{Cnt} \) be the random variable whose value is equal to the value of \( \text{cnt} \) when the algorithm returns. If \( W(a) < g \) then

\[
P[\text{Cnt}/n \geq p] \leq \frac{1}{x} + \frac{1}{4n(p - g - xW(\mathcal{A}^{>M}_s))}, \quad \text{for all } x \in (1, \frac{p - g}{W(\mathcal{A}^{>M}_s)}).
\]

**Proof.** Referring to the \( n \) selections \( w \leftarrow W^M \) in \( \text{UnivIndexMaxLen}_W(a, n, M) \), let \( I \) be the random variable for the number of selections that are in \( L(a) \cap \mathcal{A}^{≤M}_s \), and let \( B \) be the random variable for the number of selections equal to \( ⊥ \). Then, \( \text{Cnt} = I + B \). Now note that (i) \( I \) is binomial: the number of successes (words in \( L(a) \cap \mathcal{A}^{≤M}_s \)) in \( n \) trials, and (ii) \( B \) is binomial: the number of successes (selections \( ⊥ \)) in \( n \) trials. Thus, using (4), we have

\[
\mathcal{E}(I) = nW(L(a) \cap \mathcal{A}^{≤M}_s) \leq nW(a), \quad \mathcal{E}(B) = nW(\mathcal{A}^{>M}_s).
\]
Now assume that \( W(a) < g \), and let \( x \) be a number with \( 1 < x < (p - g)/W(A_s^M) \). We have:

\[
P[\text{Cnt}/n \geq p] = P[I + B \geq np] = P[I \geq np - B]
\]
\[
= P[I \geq np - B \text{ and } B > xnW(A_s^M)] + P[I \geq np - B \text{ and } B \leq xnW(A_s^M)]
\]
\[
\leq P[B > xnW(A_s^M)] + P[I \geq np - B \text{ and } np - B \geq np - xnW(A_s^M)]
\]
\[
\leq P[B > xnW(A_s^M)] + P[I - E[I] \geq np - ng - xnW(A_s^M)]
\]
\[
\leq 1 + \frac{1}{4n(p - g - xW(A_s^M))^2},
\]

where we have used Markov’s inequality “\( P[B > a] < E[B]/a \), for all \( a > 0 \)”, as well as inequality (6).

### 6 Randomized Approximation of NFA problems relative to Uniform Distributions

In this section we consider polynomial randomized approximation algorithms for the problems \( \text{ADFA}_{\text{SUBSET NFA}} \), \( \text{UNIV}_{\text{BNFA}} \), \( \text{UNIV}_{\text{MAXLEN NFA}} \). As discussed below, the latter two problems are essentially special cases of the problem \( \text{ADFA}_{\text{SUBSET NFA}} \), but they can also be answered using a couple of more standard tools leading to more efficient algorithms.

**ADFASubsetNFA(\( a, b, \varepsilon \))**

\[
n := \lceil 1/\varepsilon^2 \rceil;
\]
\[
i := 0;
\]
\[
\text{while } (i < n): \\
\quad w := \text{selectUnif}(b); \\
\quad i := i+1; \\
\quad \text{if } (w \notin L(a)) \text{ return False;}
\]
\[
\text{return True;}
\]

**ADFASubsetNFA(\( a, b, \varepsilon \))**

\[
n := \lceil 1/\varepsilon^2 \rceil;
\]
\[
i := 0; \quad \text{cnt} := 0;
\]
\[
\text{while } (i < n): \\
\quad w := \text{selectUnif}(b); \\
\quad i := i+1; \\
\quad \text{if } (w \notin L(a)) \text{ cnt := cnt + 1;}
\]
\[
\text{if } (\text{cnt} < n) \text{ return False}
\]
\[
\text{else return True;}
\]

**Fig. 3.** On the left is the PRAX algorithm for the problem \( \text{ADFA}_{\text{SUBSET NFA}} \): whether the language of the given acyclic DFA \( b \) is a subset of the language of the given NFA \( a \). This is equivalent to whether \( L(b) \subseteq L(a) \cap L(b) \). The function \( \text{selectUnif}(b) \) returns a uniformly selected word from \( L(b) \). The version on the right is logically equivalent; it mimics the process in Fig. 1 and is intended to give a more clear explanation of correctness.
Lemma 6. Selecting uniformly at random an accepting word of a given ADFA \(a\) can be done in polynomial time.

Proof. The statement can be shown using results from [4]. However, we give here a simple self-contained presentation. First, let \(N(q)\) be the number of words accepted by \(a\) from the start state \(s\) to state \(q\). We have that \(N(s) = 1\) and then, for each state \(q\) in breadth-first order, \(N(q)\) is the sum of \(N(p)\) for all transitions \((p, \sigma, q)\) leading into \(q\), where each computed value \(N(q)\) is recorded so that it can be reused. Let \(F\) be the set of final states of \(a\) and let \(N_F = \sum_{f \in F} N(f)\), which is equal to \(|L(a)|\). Then, selecting a word \(w \in L(a)\) can be done in two steps. The first step is to use selectFin to select a final state \(f\) from the distribution \((N(f)/N_F)_{f \in F}\). The second step is to select a word \(w\) accepted by \(a\) at the final state \(f\). Each symbol \(\sigma\) of \(w\) is selected starting from the last one, as follows. Let \(T_f\) be the set of transitions leading to state \(f\). Use again selectFin to select one transition \((p, \sigma, f) \in T_f\) from the distribution that consists of the values \(N(p)/N(f)\) for all \((p, \sigma, f) \in T_f\). Then, the last symbol of \(w\) is \(\sigma\). Repeat the same process, for \(f \leftarrow p\), selecting the next symbol of \(w\), until the start state \(s\) is encountered.

Theorem 2. Algorithm ADFASubsetNFA\((a, b, \varepsilon)\) is a polynomial randomized approximation algorithm for ADFA_SUBSET_NFA.

Proof. First we note that ADFA_SUBSET_NFA can be expressed as follows as a \([0,1]-value\) problem

\[
\text{ADFA\_SUBSET\_NFA} = \left\{ (a, b) : a \in \text{NFA}, b \in \text{ADFA}, \ v(a, b) = 1 \right\},
\]

where \(v(a, b) = \frac{|L(a) \cap L(b)|}{|L(b)|}\); therefore the problem ADFA_SUBSET_NFA is well-defined. For brevity we write \(A(a, b, \varepsilon)\) to refer to ADFASubsetNFA\((a, b, \varepsilon)\). We consider the three conditions of Definition 4. The third condition about the time complexity follows when we note that (i) testing whether a word \(w\) is accepted by an NFA \(a\) can be done in time \(O(|w||a|)\); and (ii) selecting uniformly at random a word from an acyclic DFA \(b\) can be done in polynomial time (see Lemma 6). For the first condition of Definition 4, if \(L(b) \subseteq L(a)\) then every selected word \(w\) is in \(L(a)\), so the algorithm will return True. For the second condition, assume that \(|L(a) \cap L(b)|/|L(b)| < 1 - \varepsilon\). Consider the version of the algorithm on the right and the random process in Lemma 4 and assume that it selects exactly the same words \(w\) as \(A(a, b, \varepsilon)\) does. Then, algorithm \(A(a, b, \varepsilon)\) returns True if and only if the random variable \(\text{Cnt}\) in Lemma 4 takes the value \(n\). Moreover, using \(p = 1\) and \(g = 1 - \varepsilon\) in Lemma 4, we have

\[
P[A(a, b, \varepsilon) = \text{True}] = P[\text{Cnt} = n] = P[\text{Cnt}/n \geq 1] \leq \frac{1}{4n(1 - (1 - \varepsilon))^2} = \frac{1}{4n\varepsilon^2} \leq 1/4.
\]

The next corollaries follow from the above theorem; however, using a more self-contained choice of tools we get more efficient algorithms with estimates of their time complexity.
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UnivBlockNFA($a, \varepsilon$)

- $\ell :=$ the word length of $L(a)$;
- $n := \lceil 1/\varepsilon^2 \rceil$;
- $i := 0$;
- while ($i < n$):
  - $w :=$ selectUnif$(s, \ell)$;
  - $i := i+1$;
  - if ($w \not\in L(a)$) return False;
- return True;

UnivMaxLenNFA($a, \ell, \varepsilon$)

- $t := 1 + s + \cdots + s' + s$;
- $N := (1/t, s/t, \ldots, s'/t)$;
- $n := \lceil 1/\varepsilon^2 \rceil$;
- $i := 0$;
- while ($i < n$):
  - $k :=$ selectFin$(N)$;
  - $w :=$ selectUnif$(s, k)$;
  - $i := i+1$;
  - if ($w \not\in L(a)$) return False;
- return True;

Fig. 4. UnivBlockNFA decides approximate block NFA universality (see Corollary 2) and UnivMaxLenNFA decides approximate up to a maximum length NFA universality (see Corollary 3).

**Corollary 2.** Algorithm UnivBlockNFA($a, \varepsilon$) in Fig. 4 is a polynomial randomized approximation algorithm for block NFA universality and works in time $O(\ell |a|(1/\varepsilon)^2)$, where $\ell$ is the word length of $a$.

*Proof.* The existence of a polynomial randomized approximation algorithm for block NFA universality follows from the algorithm ADFASubsetNFA($a, b, \varepsilon$) of Theorem 2 when we note that given block NFA $a$ of some word length $\ell$, one can construct in time $O(\ell)$ a block (hence, acyclic) DFA $b$ accepting the language $A^{\ell}_s$. Here however, step selectUnif($b$) of ADFASubsetNFA can be replaced by the simpler process of selecting uniformly a word of length $\ell$.

**Use of the algorithm** UnivBlockNFA($a, \varepsilon$). Suppose that we want to test whether a block NFA $a$ of some word length $\ell$ is universal relative to the uniform distribution on $A^{\ell}_s$, and that we allow a 2% approximation tolerance, that is, we consider it acceptable to say that $a$ is universal when it is in fact 98%-universal. Then we run the algorithm using $\varepsilon = 0.02$. If $a$ is universal, then the algorithm correctly returns True. If $a$ is not 98%-universal, then the probability that the algorithm returns True is at most 1/4. Note that for this choice of arguments, the loop would iterate at most 2500 times.

**Corollary 3.** Algorithm UnivMaxLenNFA($a, \ell, \varepsilon$) in Fig. 4 is a polynomial randomized approximation algorithm for UNIV_MAXLEN_NFA. In fact the algorithm works in time $O(\ell |a|(1/\varepsilon)^2)$ under the assumption of constant cost of tossCoin and of arithmetic operations.

*Proof.* The existence of a polynomial randomized approximation algorithm for UNIV_MAXLEN_NFA follows from the algorithm ADFASubsetNFA($a, b, \varepsilon$) of Theorem 2 when we note that given $\ell$ in unary, one can construct in time $O(\ell)$ an acyclic DFA $b$ accepting the language $A^{\ell}_s$. Here however, step selectUnif($b$) of ADFASubsetNFA can be replaced by the process of selecting uniformly a word.
length $k \in \{0, 1, \ldots, \ell\}$ according to the distribution 

$$
(|A_0^s|/t, |A_1^s|/t, \ldots, |A_\ell^s|/t)
$$

and then selecting uniformly a word of length $k$.

7 Randomized Approximation of NFA Universality

Here we present an analogue to the uniform distribution algorithms for the case where the NFA accepts an infinite language and universality is with respect to some word distribution $\langle T \rangle$. The approximation algorithm of this section is based on the random process in Fig. 2 and requires that the distribution $\langle T \rangle$ be tractable, which loosely speaking means that words longer than a certain length $M = M(\varepsilon)$ have low probability and can be ignored when one wants to approximate the universality index of the given NFA within a given tolerance $\varepsilon$—recall, this approach is consistent with our interpretation of languages in the context of coding and information theory.

Definition 8. A length distribution $T$ is called tractable, if the following conditions hold true.

1. For all $\varepsilon \in (0, 1)$, there is $M \in \mathbb{N}_0$ such that $T(\mathbb{N}^M) \leq \varepsilon$, $M$ is of polynomially bounded magnitude w.r.t. $1/\varepsilon$, that is, $M = O((1/\varepsilon)^k)$ for some $k \in \mathbb{N}_0$, and there is an algorithm $\maxLen_T(\varepsilon)$ that returns such an $M$ and works within polynomial time w.r.t. $1/\varepsilon$.

2. There is an algorithm $\prob_T(m)$, where $m \in \mathbb{N}_0$, that returns the value $T(m)$ and works within polynomial time w.r.t $m$.

Theorem 3. Let $T$ be a tractable word distribution. Algorithm $\text{UnivNFA}_T(a, \varepsilon)$ in Fig. 5 is a polynomial randomized approximation algorithm for NFA universality relative to $\langle T \rangle$.

Proof. For brevity we use $A(a, \varepsilon)$ to refer to $\text{UnivNFA}_T(a, \varepsilon)$. The algorithm needs to be able to select repeatedly either a word $w$ of length $\leq M$ from $\langle T \rangle$ or the outcome ‘⊥’. The finite probability distribution $D$ refers to the outcomes $\{0, 1, \ldots, M, \perp\}$; that is, a length $\ell \leq M$ or ‘⊥’. Statement $w \leftarrow W^M$ of the process in Fig. 2 corresponds, for $W = \langle T \rangle$, to the first two statements of the while loop: First, select $\ell$ to be either a length $\leq M$ or ‘⊥’ using $\selectFin(D)$ of Lemma 2. If a length $\ell$ is selected then use $\selectUnif(\ell, s)$ to get a word from $A_s^\ell$.

Next we need to verify the three conditions about $A(a, \varepsilon)$ in Definition 4. For the first one, suppose that $a$ is universal with respect to $\text{dom}(T)$, that is, $\langle T \rangle(a) = 1$, equivalently $L(a) = \text{dom}(T)$. Then, every selection $w$ from $\langle T \rangle^M$ is either ⊥ or a word in $L(a)$, so the algorithm will return True. For the second condition, we assume that $\langle T \rangle(a) < 1 - \varepsilon$. As $T$ is tractable and $M = \maxLen_T(\varepsilon^2)$, we have that $T(\mathbb{N}^M) \leq \varepsilon^2$. Consider the version of the algorithm $A(a, \varepsilon)$ on the right and the random process in Fig. 2 and assume that it selects exactly the
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UnivNFA\_T(a, \varepsilon)\n\varepsilon := \min(\varepsilon, 1/6); 
n := \lceil 5/(\varepsilon - 5\varepsilon^2)^2 \rceil; 
M := \max\text{Len}_T(\varepsilon^2); 
for each \ell = 0, \ldots, M 
\ell := \text{prob}_T(\ell); 
D := (t_0, \ldots, t_M, 1 - \sum_{\ell=0}^M t_\ell); 
i := 0; 
while (i < n): 
\ell := \text{selectFin}(D); 
if (\ell \neq \bot) w := \text{selectUnif}(s, \ell); 
i := i+1; 
if (\ell \neq \bot \text{ and } w \notin L(a)) 
return False; 
return True;

UnivNFA\_T(a, \varepsilon)\n\varepsilon := \min(\varepsilon, 1/6); 
n := \lceil 5/(\varepsilon - 5\varepsilon^2)^2 \rceil; 
M := \max\text{Len}_T(\varepsilon^2); 
for each \ell = 0, \ldots, M 
\ell := \text{prob}_T(\ell); 
D := (t_0, \ldots, t_M, 1 - \sum_{\ell=0}^M t_\ell); 
i := 0; 
cnt := 0; 
while (i < n): 
\ell := \text{selectFin}(D); 
if (\ell \neq \bot) w := \text{selectUnif}(s, \ell); 
i := i+1; 
if (\ell = \bot \text{ or } w \in L(a)) 
cnt := cnt+1; 
if (cnt < n) return False 
else return True;

Fig. 5. On the left is the PRAX for NFA universality with respect to a certain tractable word distribution (T)—see Theorem 3. The value 1/6 in min(\varepsilon, 1/6) can be replaced with any value < 1/5. The version of the algorithm on the right is logically equivalent; it mimics the process in Fig. 2 and is intended to give a more clear explanation of correctness.

The same words w as A(a, \varepsilon) does. Then, algorithm A(a, \varepsilon) returns True if and only if the random variable \text{Cnt} in Lemma 5 takes the value n. Let x = 5. Then, using p = 1 and g = 1 - \varepsilon in Lemma 5, we have (p-g)/T(A^M_s) \geq \varepsilon/\varepsilon^2 = (1/\varepsilon)^{2-1} > x and

\[
P[A(a, \varepsilon) = \text{True}] = P[\text{Cnt} = n] = P[\text{Cnt}/n \geq 1] \leq \frac{1}{x} + \frac{1}{4n(\varepsilon - \varepsilon^2)^2} \leq \frac{1}{4}.
\]

For the third condition, first note that n = O(1/\varepsilon^2). As T is tractable, the magnitude of M and the running times of maxLen_T(\varepsilon^2) and prob_T(M) are polynomially bounded as required. Testing whether w is in L(a) can be done in time O(|w||a|), which is also polynomially bounded, as |w| \leq M. Thus, A(a, \varepsilon) runs within polynomial time w.r.t. |a| and 1/\varepsilon, as required.

7.1 PRAX for the Lambert and Dirichlet Distributions

We apply next Theorem 3 to the Lambert and Dirichlet Distributions.

Corollary 4. There is a polynomial randomized approximation algorithm for NFA universality relative to the Lambert distribution. In fact the algorithm works in time O(|a|(1/\varepsilon)^2 \log(1/\varepsilon)) under the assumption of constant cost of tossCoin and of arithmetic operations.

\footnote{If the precision q, say, of arithmetic needs to be accounted for then a polynomial in q term would be factored in.}
Proof. First we need to show that the Lambert distribution is tractable. We have that
\[ L_{s,d}(N>M) \leq \varepsilon \text{ when } M \geq \log_s(1/\varepsilon) + d - 1 \]
and the smallest such \( M \) is of magnitude \( O(\log(1/\varepsilon)) \). Computing the \( M \) and each value \( \text{prob}_{L_{s,d}}(\ell) = (1 - 1/s)(1/s)^{\ell-d} \), for \( \ell \geq d \), can be done within polynomial time. Under the assumption of constant costs, computing \( M \) has constant cost and computing each \( (1 - 1/s)(1/s)^{\ell-d} \) has cost \( O(\ell) \). Hence, the time of the algorithm in Fig. 5 is \( O(M^2 + n \times (M + |a(M)|) \), where recall \( n = O(1/\varepsilon^2) \).

For the case of the Dirichlet distribution we need the following lemma

**Lemma 7.** Let \( 0 < \varepsilon < 1 \) and let \( t > 1 \). Then for \( M \geq t^{1/2} \) we have
\[ \frac{1}{\zeta(t)} \sum_{n=M+1}^{\infty} \frac{1}{n^t} < \varepsilon, \]
and for \( M < -1 + t^{1/2} \) we have that
\[ \frac{1}{\zeta(t)} \sum_{n=M+1}^{\infty} \frac{1}{n^t} > \varepsilon. \]

Proof. We use the well known fact that for \( a > 0 \) and \( t > 1 \) we have \( \int_a^\infty \frac{1}{x^t} dx = \frac{1}{(t-1)a^{t-1}} \) and the Integral Test. By the Integral Test we have that
\[ \frac{1}{t-1} = \int_1^\infty \frac{1}{x^t} dx \leq \zeta(t) \leq 1 + \int_1^\infty \frac{1}{x^t} dx = \frac{t}{t-1}, \]
and for \( M \geq 1 \) we have
\[ \frac{1}{(t-1)(M+1)^{t-1}} = \int_M^{M+1} \frac{1}{x^t} dx \leq \sum_{n=M+1}^{\infty} \frac{1}{n^t} \leq \int_M^{\infty} \frac{1}{x^t} dx = \frac{1}{(t-1)M^{t-1}}. \]
Hence for \( M \geq t^{1/2} \) we have
\[ \sum_{n=M+1}^{\infty} \frac{1}{n^t} \leq \frac{1}{(t-1)M^{t-1}} \leq \frac{1}{t-1} \cdot \varepsilon < \zeta(t)\varepsilon. \]

On the other hand, for \( M < -1 + t^{1/2} \) we get
\[ \sum_{n=M+1}^{\infty} \frac{1}{n^t} \geq \frac{1}{(t-1)(M+1)^{t-1}} \geq \frac{t}{t-1} \cdot \varepsilon > \zeta(t)\varepsilon. \]
Corollary 5. There is a polynomial randomized approximation algorithm for NFA universality relative to the Dirichlet distribution. In fact the algorithm works in time $O(|a| (1/\varepsilon)^2 t^{1-1/\sqrt{1/\varepsilon}})$ under the assumption of constant cost of $\text{tossCoin}$ and of arithmetic operations.

Proof. First we need to show that the Dirichlet distribution is tractable. Using Lemma 7, we have that $D_{t,d}(N^\geq M) \leq \varepsilon$ holds true for any integer $M$ such that

$$M \geq \sqrt[1-1/\varepsilon]{1/\varepsilon} + d - 1,$$

which implies that the above $M$ is of polynomially bounded magnitude as required. Computing $M$ and each $\text{prob}_{D_{t,d}}(\ell) = (1/\zeta(t))(\ell + 1 - d)^{-t}$, for $\ell \geq d$, can be done within polynomial time. Under the assumption of constant costs, computing $M$ has constant cost and computing each $(1/\zeta(t))(\ell + 1 - d)^{-t}$ also has constant cost. Hence, the time of the algorithm in Fig. 5 is $O(M + n \times (M + |a|M))$, where recall $n = O(1/\varepsilon^2)$.

7.2 A PAX for Universality of Unary NFAs

Using the concept of a tractable distribution $T$, which is assumed fixed, we define below a simple PAX for universality of unary NFAs, that is, NFAs over the alphabet $A_1 = \{0\}$.

$$\text{UnivUnaryNFA}_T(a, \varepsilon)$$

$M := \text{maxLen}_T(\varepsilon)$;

for each $\ell = 0, \ldots, M$

if $(0^\ell \not\in L(a))$ return False;

return True;

Fig. 6. The algorithm tests whether all words of length up to $M$ are accepted by the given NFA $a$, that is, whether $A^{\geq M}_1 \subseteq L(a)$. If yes then $(T)(A^{\geq M}_1) \leq \varepsilon$ implies $(T)(L(a)) \geq 1 - \varepsilon$, as required.

We have that the NFA universality problem is NP-complete, and we note that the PAX algorithm could be faster than the PRAX one in Theorem 3. Of course the case of unary alphabets normally falls outside the context of coding and information theory so the value of the PAX algorithm is not clear.

8 Concluding Remarks

The concept of approximate maximality of a block code introduced in [14] leads naturally to the concept of approximately universal block NFAs and also of
approximately universal NFAs in general relative to a desirable probability distribution on words. These concepts are meaningful in coding theory where the languages of interest are finite or even regular and can be represented by automata, [15, 19, 5, 14].

Algorithm UnivNFA can be used to decide approximate universality (relative to tractable distributions) of any context-free language, or even any polynomially decidable language $L(a)$, where now $a$ would be a context-free grammar, or a polynomial Turing machine. Of course universality of context-free grammars (or Turing machines) is undecidable! However, extending our approach to grammars, or Turing machines, is outside of our motivation from coding and information theory and we cannot tell whether it could lead to any meaningful results.

Our approach can possibly be used to address other similar hard problems. For example, consider the empty DFA intersection problem $\text{EMPTY}_{\text{DFA}}$. Let $p \in [0, 1]$. We say that a DFA $a$ is $p$-empty relative to a word distribution $W$, if $W(a) \leq p$. For example, a block DFA $b$ of word length $\ell$ is $p$-empty relative to the uniform distribution on $A^\ell$, if $|L(b)|/s^\ell \leq p$. Let $a^c$ denote the complement of the DFA $a$ relative to $W$, that is, the DFA accepting $\text{dom} W - L(a)$. In particular, here we assume that $\text{dom} W = A^\ast$. Then, $a^c$ can be constructed from $a$ in linear time.

Remark 11. A DFA $a$ is $p$-empty relative to $W$ if and only if $a^c$ is $(1-p)$-universal relative to $W$.

As stated already in [17], given DFAs $a_1, \ldots, a_m$, deciding whether their intersection is empty is equivalent to deciding whether the union of $a_1^c, \ldots, a_m^c$ accepts $A^\ast$. Note here that, in linear time, one can compute an NFA $a$ accepting that union. The question of whether the intersection of $a_1^c, \ldots, a_m^c$ is $p$-empty (relative to some $W$) is equivalent to whether the NFA $a$ is $(1-p)$-universal (relative to $W$). Thus, Corollary 2 or Theorem 3 can be used to give a randomized approximate answer to the $p$-emptiness problem for DFA intersection.

Another hard problem that can possibly be approximated via a tractable distribution $T$ is whether two languages are approximately equal (or two NFAs are approximately equivalent). In analogy to the universality index of a language, here one can define the overlap index of two languages to be the probability that a word selected from $T$ is not in the symmetric difference of the two languages.

In closing we note that every coNP language $L$ can be expressed as a $[0, 1]$-value language $L_v$ and, therefore, it can be approximated by languages $L_{v,\varepsilon}$. However, the study of this generalization is outside the scope of the present paper, so we leave it as a topic for future research.
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