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Abstract

Inspired by the recent paper (L. Ying, Mirror descent algorithms for minimizing interacting free energy, Journal of Scientific Computing, 84 (2020), pp. 1–14), we explore the relationship between the mirror descent and the variable metric method. When the metric in the mirror descent is induced by a convex function, whose Hessian is close to the Hessian of the objective function, this method enjoys both robustness from the mirror descent and superlinear convergence for Newton type methods. When applied to a linearly constrained minimization problem, we prove the global and local convergence, both in the continuous and discrete settings. As applications, we compute the Wasserstein gradient flows and Cahn-Hilliard equation with degenerate mobility. When formulating these problems using a minimizing movement scheme with respect to a variable metric, our mirror descent algorithm offers a fast convergent speed for the underlying optimization problem while maintaining the total mass and bounds of the solution.

1 Introduction

We consider the following linearly constrained minimization problem

$$\min_{u: Au = b} f(u),$$

where $f : \Omega \to \mathbb{R}$ is a convex differentiable function and $A \in \mathbb{R}^{m \times n}$ with $m$ being a small nonnegative integer. When $m = 0$, there is no constraint. A typical form of $f$ reads as

$$f(u) = \sum_{i=1}^{n} (g_i(u_i) + u_i V_i) + \frac{1}{2} \sum_{i=1,j=1}^{n} W_{i,j} u_i u_j,$$

which arises in aggregation dynamics \cite{24,10}, kinetic description of granular gas \cite{2}, the mean field limit of neural networks \cite{22}, among many others. In this paper, we assume that the problem (1.1) has a unique solution $u^*$.

When $A = 1^\top$ (the all one row vector), $b = 1$, and $\Omega = \{u : u_i \geq 0\}$, i.e., the feasible set is the simplex

$$\mathcal{U} = \left\{ u : u_i \geq 0, \sum_{i=1}^{n} u_i = 1 \right\}.$$

In this case, a strongly convex function $\Phi(u)$ is constructed to solve the problem (1.1), e.g., $\Phi(u) = \sum_{i=1}^{n} g_i(u_i)$ for the general case, and $\Phi(u) = \sum_{i=1}^{n} g_i(u_i) + \frac{1}{2} W_{i,i} u_i^2$ if the matrix $[W_{i,j}]$ is positive.
more direct discretization of (1.5) is to apply the forward Euler scheme, namely, which can be viewed as a first order variant of the mirror descent. Similarly, found by iterative algorithms such as Newton and bisection.

Since we can multiply \( \Phi \) by a scalar and change the ordinary differential equation, we assume that \( \Phi^\ast \) can be easily found by a normalization step. For other cases in [26], the value for \( c(u^k) \) can be easily found by a normalization step. For other cases in [26], the value for \( c(u^k) \) is efficiently found by iterative algorithms such as Newton and bisection.

To put (1.4) in a more general framework, let \( \Phi^\ast \) be the conjugate function of \( \Phi \), which is defined as \( \Phi^\ast(v) = \max_u \langle v, u \rangle - \Phi(u) \). Then we have \( u = \nabla \Phi^\ast(\nabla \Phi(u)) \). Therefore, the update of \( u^{k+1} \) is

\[
    u^{k+1} = \nabla \Phi^\ast(\nabla \Phi(u^k)) = \nabla \Phi^\ast(\nabla \Phi(u^k)) - \eta_M(\nabla f(u^k) + A^\top c(u^k)) .
\]

Since \( u = \nabla \Phi^\ast(\nabla \Phi(u)) \), taking derivative with respect to \( u \), we have \( I = \nabla^2 \Phi(u) \nabla^2 \Phi^\ast(\nabla \Phi(u)) \). Then the above equation bares the following first order approximation:

\[
    u^{k+1} \approx \nabla \Phi^\ast(\nabla \Phi(u^k)) - \eta_M \nabla^2 \Phi^\ast(\nabla \Phi(u^k))(\nabla f(u^k) + A^\top c(u^k)) = u^k - \eta_M \nabla^2 \Phi(u^k)^{-1}(\nabla f(u^k) + A^\top c(u^k)) .
\]

It shows that mirror descent is a discretization of

\[
    \dot{u} = -\nabla^2 \Phi(u)^{-1}(\nabla f(u) + A^\top c(u)) .
\]

Since we can multiply \( \Phi \) by a scalar and change the ordinary differential equation, we assume that \( \Phi \) is 1-strongly convex with respect to a given norm \( \| \cdot \|_w \) to simplify the following analysis. A more direct discretization of (1.5) is to apply the forward Euler scheme, namely,

\[
    u^{k+1} = u^k - \eta_N \nabla^2 \Phi(u^k)^{-1}(\nabla f(u^k) + A^\top c(u^k)) ,
\]

which can be viewed as a first order variant of the mirror descent. Similarly, \( \eta_N \) is the stepsize and \( c(u^k) \) is a vector to be determined such that \( Au^{k+1} = b \). This method is equivalent to

\[
    u^{k+1} = \arg \min_{u: Au = b} f(u^k) + \langle \nabla f(u^k), u - u^k \rangle + \frac{1}{2\eta_N} \| u - u^k \|_{\nabla^2 \Phi(u^k)}^2 ,
\]

and it is called variable metric because of the variable metric \( \nabla^2 \Phi(u^k) \) used in the quadratic term. When \( \Phi = f \), (1.7) reduces to the proximal Newton method [20].

In view of the mirror descent method (1.4) and variable metric method (1.6), they both are first order discretizations of the continuous flow (1.5). Despite vast literature on either method individually, there is little discussion on the relation between them. Indeed, for the mirror descent method, emphasize has been put on the treatment of constraints, especially the simplex constraint mentioned previously, which makes the choice of \( \Phi(u) = \sum_{i=1}^n u_i \log u_i \) the most popular. On the other hand, in variable metric methods such as Newton type methods, \( \Phi \) is chosen to incorporate the second order information of the objective function with the goal of improving the local convergence rate. The constraint, however, is often dealt with by a projection step. Inspired by the paper [26], we see that one can merge the advantages of both methods by constructing \( \Phi \) that has both
Hessian information and constraint guarantee. Consequently, by choosing the appropriate Bregman divergence in the mirror descent, we can prove the global convergence of the new method. This proof can easily lend itself to Newton type methods owing to their similarity. In return, following the superlinear convergence for Newton type methods, we can prove the same local convergence for the new method.

The contributions and organization of this paper are summarized as follows:

- We establish the sublinear convergence of the gradient flow in (1.5) for a general $\Phi(u)$ in Section 2 and extend it to linear convergence with an improved rate in the case of strong convexity;
- We prove both the global and local convergence of two discretizations (1.4) and (1.6) in Section 3;
- Applications in variable metric gradient flows are presented in Section 4 along with numerical experiments.

Finally, the conclusion is drawn in Section 5.

## 2 Convergence of the gradient flow (1.5)

In this section, we consider the convergence of (1.5), which guides the convergence analysis of (1.4) and (1.6) in the next section. With the proper choice of distance measure, in particular the Bregman divergence in our case, the global convergence can be established.

**Theorem 1** (Sublinear convergence). Let $u(t)$ be the solution to (1.5) with $u(0) = u_0$. Then we have

$$f \left( \frac{1}{T} \int_0^T u(t) dt \right) - f(u^*) \leq \frac{1}{T} D_\Phi(u^*, u_0),$$

where $D_\Phi$ is the Bregman divergence induced by $\Phi$:

$$D_\Phi(u^*, u_0) = \Phi(u^*) - \Phi(u_0) - \nabla \Phi(u_0)^\top (u^* - u_0).$$

**Proof.** Consider the time derivative of $D_\Phi(u^*, u(t))$, we have

$$\frac{d}{dt} D_\Phi(u^*, u(t)) = \frac{d}{dt} \left[ \Phi(u^*) - \Phi(u(t)) - \nabla \Phi(u(t))^\top (u^* - u(t)) \right]$$

$$= -\nabla \Phi(u(t))^\top \frac{du(t)}{dt} - \left[ \nabla^2 \Phi(u) \frac{du(t)}{dt} \right]^\top (u^* - u(t)) + \nabla \Phi(u(t))^\top \frac{du(t)}{dt}$$

$$= (\nabla f(u(t)) + A^\top c(u(t)))^\top (u^* - u(t)) = \nabla f(u(t))^\top (u^* - u(t))$$

$$\leq f(u^*) - f(u(t)),$$

where the third equality uses (1.5) and the inequality comes from the convexity of $f$. Integrating both sides from 0 to $T$, we obtain

$$\frac{1}{T} \left[ D_\Phi(u^*, u(T)) - D_\Phi(u^*, u_0) \right] \leq f(u^*) - \frac{1}{T} \int_0^T f(u(t)) dt,$$

which readily implies (2.1) thanks again to the convexity of $f$ and $D_\Phi$ being nonnegative. □
If we further assume the strong convexity of $f$, we can obtain the linear convergence.

**Theorem 2 (Linear convergence).** Let $u(t)$ be the solution to (1.5) with $u(0) = u_0$. Define two Bregman divergences induced by $\Phi$ and $f$ as $D_\Phi(t) := D_\Phi(u^*, u) = \Phi(u^*) - \Phi(u) - \langle \nabla \Phi(u), u^* - u \rangle$ and $D_f(t) := D_f(u^*, u) = f(u^*) - f(u) - \langle \nabla f(u), u^* - u \rangle$, respectively. Assume that $D_f(t) \geq \mu D_\Phi(t)$ for all $t$. Then we have

$$D_\Phi(t) \leq D_\Phi(0) \exp^{-\mu t}, \quad \text{for all } t \geq t_0.$$  

Proof. Denote $G(u) = -[\nabla f(u) + A^\top c(u)]$, then (1.5) writes as

$$\frac{d}{dt} \nabla \Phi(u) = G(u), \quad \text{or} \quad \dot{u} = \nabla^2 \Phi(u)^{-1} G(u). \quad (2.2)$$

The global convergence result shows $G(u^*) = 0$. Then, we have

$$\dot{D}_\Phi = -\langle G(u), u^* - u \rangle = -\langle \nabla f(u^*) + A^\top c(u^*) - \nabla f(u) - A^\top c(u), u^* - u \rangle$$

$$= -\langle \nabla f(u^*) - \nabla f(u), u^* - u \rangle \quad \text{from } (Au = Au^*)$$

$$\leq -[f(u^*) - f(u) - \langle \nabla f(u), u^* - u \rangle] \leq -\mu D_\Phi(t).$$

Therefore, we have $D_\Phi(t) \leq D_\Phi(0) \exp^{-\mu t}$. \hfill \Box

**Remark 1.** The scalar $\mu$ determines the linear convergence rate. If $\Phi(u) = \|u\|^2/2$, then $\mu$ is the strongly convex constant with respect to the standard norm, which can be very small in some applications. In such cases, if $\Phi$ is chosen according to the Hessian of $f$, then $\mu$ can be much larger than the strongly convex constant of $f$ with respect to the standard norm and results in a much faster convergence.

### 3 Convergence at the discrete level

This section is devoted to the convergence of the discrete schemes (1.4) and (1.6). For global convergence, the proof follows a similar line of reasoning as in the continuous setting but with more involved calculations; whereas the local convergence is obtained via a two stage proof as in other Newton type methods. Throughout the section, we will use the following notation for simplicity

$$\Delta u = u^{k+1} - u^k. \quad (3.1)$$

#### 3.1 Global convergence

We first establish the global convergence of (1.4), which is slightly different from that in [6]. We still include it here for completeness.

**Theorem 3 (Global sublinear convergence for mirror descent (1.4)).** Assume $\Phi$ is 1-strongly convex w.r.t a certain norm $\| \cdot \|_\omega$, i.e.,

$$D_\Phi(x, y) \geq \frac{1}{2} \| x - y \|_\omega^2. \quad (3.2)$$

Let $\{u^k\}$ be the solution to (1.4) with the initial $u^0 = u_0$. Then we have

$$f \left( \frac{1}{K} \sum_{k=0}^{K-1} u^k \right) - f(u^*) \leq \frac{1}{\eta M K} D_\Phi(u^*, u_0) + \frac{1}{K} \sum_{k=0}^{K-1} \frac{\eta M}{2} \| \nabla f(u^k) + A^\top c(u^k) \|_{\omega,*}^2, \quad (3.3)$$

where $\| \cdot \|_{\omega,*}$ is the dual norm of $\| \cdot \|_\omega$. 


Proof. We mimic the proof of Theorem 1. Consider

\[
D_\Phi(u^*, u^{k+1}) - D_\Phi(u^*, u^k) = \Phi(u^k) - \Phi(u^{k+1}) + \nabla \Phi(u^k)^\top (u^* - u^k) - \nabla \Phi(u^{k+1})^\top (u^* - u^{k+1}).
\]

Plugging in the relation (1.4) and using \( Au^* = Au^k = Au^{k+1} = b \), we have

\[
D_\Phi(u^*, u^{k+1}) - D_\Phi(u^*, u^k) = \Phi(u^k) - \Phi(u^{k+1}) + \nabla \Phi(u^k)^\top (u^{k+1} - u^k) + \eta_M \nabla f(u^k)^\top (u^* - u^k) \\
\leq -D_\Phi(u^{k+1}, u^k) + \eta_M (\nabla f(u^k) + A^\top c(u^k))^\top (u^k - u^{k+1}) + \eta_M [f(u^*) - f(u^k)].
\]

(3.4)

Using the fact that \( \Phi \) is 1-strongly convex w.r.t norm \( \| \cdot \|_\omega \), we have

\[-D_\Phi(u^{k+1}, u^k) + \eta_M (\nabla f(u^k) + A^\top c(u^k))^\top (u^k - u^{k+1}) \leq \frac{\eta_M^2}{2} \| \nabla f(u^k) + A^\top c(u^k) \|_{\omega, \star}^2,
\]

where we have used the Young’s inequality for the term \( \eta_M (\nabla f(u^k) + A^\top c(u^k))^\top (u^k - u^{k+1}) \).

Therefore, we have

\[f(u^k) - f(u^*) \leq \frac{1}{\eta_M} \left[ D_\Phi(u^*, u^k) - D_\Phi(u^*, u^{k+1}) \right] + \frac{\eta_M}{2} \| \nabla f(u^k) + A^\top c(u^k) \|_{\omega, \star}^2.\]

Summing from \( k = 0 \) to \( K - 1 \) and dividing by \( K \) give rise to (3.3).

The inequality (3.3) is still valid if \( A^\top c(u^k) \) is removed, and it reduces to the standard convergence result with bounded gradient [6]. However, we add \( A^\top c(u^k) \) here because \( \nabla f(u^k) + A^\top c(u^k) \to 0 \), while \( \nabla f(u^k) \) may not.

Theorem 4 (Global convergence for variable-metric (1.6)). Assume \( \Phi \) is 1-strongly convex w.r.t a certain norm \( \| \cdot \|_\omega \) and \( \nabla^2 \Phi \) is \( L \)-Lipschitz, i.e.,

\[\| \nabla^2 \Phi(x) - \nabla^2 \Phi(y) \|_2 \leq L \| x - y \|_2.\]

Then the solution \( \{ u^k \} \) to (1.6) with initial \( u^0 = u_0 \) satisfies

\[
f \left( \frac{1}{K} \sum_{k=0}^{K-1} u^k \right) - f(u^*) \leq \frac{1}{\eta N K} D_\Phi(u^*, u_0) + \frac{1}{K} \sum_{k=0}^{K-1} \frac{\eta N}{2} \| \nabla f(u^k) + A^\top c(u^k) \|_{\omega, \star}^2 \\
+ \frac{L \eta N}{2} \sum_{k=0}^{K-1} \left[ \| \nabla^2 \Phi(u^k)^{-1}(\nabla f(u^k) + A^\top c(u^k)) \|_2^2 \| u^* - u^{k+1} \|_2 \right].
\]

(3.5)

Proof. Here we follow the approach in the proof of Theorem 3 but tailor the details according to the update rule (1.6). First we write

\[
D_\Phi(u^*, u^{k+1}) - D_\Phi(u^*, u^k) \\
= \Phi(u^k) - \Phi(u^{k+1}) + \nabla \Phi(u^k)^\top (u^* - u^k) - \nabla \Phi(u^{k+1})^\top (u^* - u^{k+1}) \\
= -D_\Phi(u^{k+1}, u^k) + (\nabla \Phi(u^k) - \nabla \Phi(u^{k+1}))^\top (u^* - u^{k+1}) \\
\leq (\nabla \Phi(u^k) - \nabla \Phi(u^{k+1}))^\top (u^* - u^{k+1}),
\]

(3.6)
where the inequality is due to convexity of $\Phi$. Next, compute the difference
\[
\nabla \Phi(u^k) - \nabla \Phi(u^{k+1})
\]
\[
= - \int_0^1 \nabla^2 \Phi(u^k + t(u^{k+1} - u^k))(u^{k+1} - u^k)dt
\]
\[
= \eta_N \int_0^1 \nabla^2 \Phi(u^k + t(u^{k+1} - u^k))\nabla^2 \Phi(u^k)^{-1}(\nabla f(u^k) + A^T c(u^k))dt
\]
\[
= \eta_N(\nabla f(u^k) + A^T c(u^k)) - \eta_N \int_0^1 \left[ I - \nabla^2 \Phi(u^k + t(u^{k+1} - u^k))\nabla^2 \Phi(u^k)^{-1} \right] (\nabla f(u^k) + A^T c(u^k))dt. \tag{3.7}
\]
Plugging (3.7) into (3.6) gives
\[
D_{\Phi}(u^*, u^{k+1}) - D_{\Phi}(u^*, u^k) \leq \eta_N(\nabla f(u^k) + A^T c(u^k))^\top(u^k - u^{k+1} + u^* - u^k) - \eta_N A^\top (u^* - u^{k+1})
\]
\[
\leq \eta_N(\nabla f(u^k) + A^T c(u^k))^\top(u^* - u^{k+1}) + \eta_N[f(u^*) - f(u^k)]
\]
\[
- \eta A^\top (u^* - u^{k+1}). \tag{3.8}
\]
Because $\nabla^2 \Phi$ is $L$-Lipschitz, we have
\[
\|A\|_2 \leq \frac{L}{2} \|u^{k+1} - u^k\|_2 \|\nabla^2 \Phi(u^k)^{-1}(\nabla f(u^k) + A^T c(u^k))\|_2
\]
\[
= \frac{L\eta N}{2} \|\nabla^2 \Phi(u^k)^{-1}(\nabla f(u^k) + A^T c(u^k))\|_2^2. \tag{3.9}
\]
Therefore, similarly to the previous theorem, we have
\[
f(u^k) - f(u^*) \leq \frac{1}{\eta N} \left[ D_{\Phi}(u^*, u^k) - D_{\Phi}(u^*, u^{k+1}) \right] + (\nabla f(u^k) + A^T c(u^k))^\top(u^k - u^{k+1}) - A^\top (u^* - u^{k+1})
\]
\[
= \frac{1}{\eta N} \left[ D_{\Phi}(u^*, u^k) - D_{\Phi}(u^*, u^{k+1}) \right] + \frac{\eta N}{2} \|\nabla f(u^k) + A^T c(u^k)\|_{\omega, *}^2 - A^\top (u^* - u^{k+1})
\]
\[
\leq \frac{1}{\eta N} \left[ D_{\Phi}(u^*, u^k) - D_{\Phi}(u^*, u^{k+1}) \right] + \frac{\eta N}{2} \|\nabla f(u^k) + A^T c(u^k)\|_{\omega, *}^2
\]
\[
+ \frac{L\eta N}{2} \|\nabla^2 \Phi(u^k)^{-1}(\nabla f(u^k) + A^T c(u^k))\|_2^2 \|u^* - u^{k+1}\|_2.
\]
Summing from $k = 0$ to $K - 1$ and dividing it by $K$, we arrive at (3.5). \hfill \Box

Comparing (3.8) to (3.4), one sees that the difference lies in the additional term $A$, which leads to the different results in (3.3) and (3.5). It is not obvious to say which one converges faster just based on this comparison. However, in practice, (1.4) is superior to (1.6) mainly due to its flexibility in treating constraints. In particular, for cases when $u$ has some bound constraints, such as non-negativity, one can directly build such constraint in $\Phi$ for (1.4) and the resulting solution is automatically bound preserving. Whereas in (1.6), there is no such a guarantee. See numerical examples in Figs. 4 and 5 for an evidence.

As a side note, we can extend the result in Theorem 3 to general quasi-Newton methods:
\[
u^{k+1} = u^k - \eta B_k^{-1}(\nabla f(u^k) + A^T c(u^k)), \tag{3.10}
\]
where $B_k$ is an approximated Hessian that satisfies
\[
B_{k+1}(u^{k+1} - u^k) = \nabla f(u^{k+1}) - \nabla f(u^k), \tag{3.11}
\]
and $c(u^k)$ is again the to-be-determined vector that warrants $Au^{k+1} = b$.  

**Theorem 5** (Global convergence for quasi-Newton (3.10)). Let $\{u^k\}$ be the solution to (3.10)–(3.11) with initial guess $u_0$. If $B_k$ satisfies

$$\|B_{k+1}B_k^{-1} - I\|_2 \leq \eta L$$

(3.12)

for some constant $L$, which is independent of $\eta$ and $k$, then we have

$$f\left(\frac{1}{K} \sum_{k=0}^{K-1} u^k\right) - f(u^*) \leq \frac{1}{\eta K} D_f(u^*, u_0) + \frac{\eta}{K} \sum_{k=0}^{K-1} \left[ \|\nabla f(u^k) + A^\top c(u^k)\|^2_{B_k^{-1}} + L\|\nabla f(u^k) + A^\top c(u^k)\|_2\|u^* - u^k\|_2 \right].$$

(3.13)

**Proof.** Because there is no function $\Phi$, we use the objective function $f$ to define $D_f$ and control the distance between current iteration and the optimal solution. More precisely, we consider

$$D_f(u^*, u^{k+1}) - D_f(u^*, u^k) = [\nabla f(u^k) - \nabla f(u^{k+1})]^\top (u^* - u^{k+1}) - D_f(u^{k+1}, u^k)$$

$$\leq [B_{k+1}(u^k - u^{k+1})]^\top (u^* - u^{k+1})$$

$$= [B_k(u^k - u^{k+1}) + (B_{k+1} - B_k)(u^k - u^{k+1})]^\top (u^* - u^{k+1})$$

(3.14)

where the first inequality comes from (3.11). Using (3.10), we see that $B_k(u^k - u^{k+1}) = \eta (\nabla f(u^k) + A^\top c(u^k))$. Thus, (3.14) becomes

$$D_f(u^*, u^{k+1}) - D_f(u^*, u^k) \leq \eta (\nabla f(u^k) + A^\top c(u^k))^\top (u^* - u^k) + \eta (\nabla f(u^k) + A^\top c(u^k))^\top (u^k - u^{k+1})$$

$$+ \eta^2 (\nabla f(u^k) + A^\top c(u^k))^\top (B_{k+1} - B_k)(u^k - u^{k+1})$$

$$\leq \eta [f(u^*) - f(u^k)] + \eta^2 (\nabla f(u^k) + A^\top c(u^k))^\top B_k^{-1} \nabla f(u^k) + A^\top c(u^k))$$

$$+ \eta^2 L\|\nabla f(u^k) + A^\top c(u^k)\|_2\|u^* - u^{k+1}\|_2,$$

where we have used the convexity of $f$ and continuity of $B_k$ in (3.12). Then (3.13) follows from summing the following inequality over $k$ and dividing by $K$. \hfill \Box

### 3.2 Local convergence

In this section, we show the local convergence of (1.4). For notation brevity, we omit the subscript in $\eta$ and simply write (1.4) as

$$\nabla \Phi(u^{k+1}) - \nabla \Phi(u^k) = -\eta (\nabla f(u^k) + A^\top c(u^k)),$$

(3.15)

First we have the following proposition showing that if the iteration step $\eta$ is properly chosen, the objective function sufficiently decreases along the flow. This mimics the first stage of Newton’s method.

**Proposition 1.** Assume $\Phi$ is 1-strongly convex with respect to the standard norm, i.e., $\nabla^2 \Phi \succeq I$, and $\nabla f$ is $L$-Lipschitz. If $\eta$ is chosen by $\eta \leq \min\{1, \frac{1}{2}(1 - \alpha)\}$ for $\alpha \in (0, 0.5)$, then we have the following sufficient descent condition

$$f(u^{k+1}) \leq f(u^k) + \alpha \nabla f(u^k)^\top(u^{k+1} - u^k).$$

(3.16)
Proof. Recall the definition of $\Delta u$ in (3.1), then we have
\[
f(u^{k+1}) - f(u^k) = \int_0^1 \nabla f(u^k + t\Delta u)^\top \Delta u dt
\]
\[
= \nabla f(u^k)^\top \Delta u + \int_0^1 [\nabla f(u^k + t\Delta u) - \nabla f(u^k)]^\top \Delta u dt
\]
\[
\leq \alpha \nabla f(u^k)^\top \Delta u + (1 - \alpha) \nabla f(u^k)^\top \Delta u + \frac{L}{2} \|\Delta u\|^2.
\] (3.17)

From (3.15), one sees that
\[
\nabla f(u^k)^\top \Delta u = (\nabla f(u^k) + A^\top c(u^k))^\top \Delta u = -\frac{1}{\eta} (\nabla \Phi(u^{k+1}) - \nabla \Phi(u^k))^\top \Delta u \leq -\frac{1}{\eta} \|\Delta u\|^2.
\]
Plugging it into (3.17), we have
\[
f(u^{k+1}) - f(u^k) \leq \alpha \nabla f(u^k)^\top \Delta u + \left(\frac{L}{2} - \frac{1 - \alpha}{\eta}\right) \|\Delta u\|^2.
\]
Then choosing $\eta \leq \frac{2}{L}(1 - \alpha)$ makes $\frac{L}{2} - \frac{1 - \alpha}{\eta} \leq 0$ and therefore (3.16) holds.

Next, we intend to show that after sufficiently large number of iterations, one may reach the second stage of Newton type methods and result in superlinear convergence.

Lemma 1. If
\[
G_k := \int_0^1 \nabla^2 \Phi(u^k + s\Delta u) ds
\] (3.18)
satisfies the Dennis-Moré condition [14]:
\[
\frac{\|G_k - \nabla^2 f(u^*)\|}{\|u^{k+1} - u^k\|} \to 0, \quad \text{as } k \to \infty, \quad \text{as } k \to \infty,
\] (3.19)
and $\nabla^2 f$ is $L_2$–Lipschitz, then $\eta = 1$ in (3.15) satisfies the sufficient descent condition (3.16) for sufficiently large $k$.

Proof. We have
\[
f(u^{k+1}) - f(u^k)
\]
\[
= \nabla f(u^k)^\top \Delta u + \Delta u^\top \int_0^1 (1 - t) \nabla^2 f(u^k + t\Delta u) dt \Delta u
\]
\[
= \frac{1}{2} \nabla f(u^k)^\top \Delta u + \frac{1}{2} \Delta u^\top [\nabla \Phi(u^k) - \nabla \Phi(u^k + \Delta u)] + \Delta u^\top \int_0^1 (1 - t) \nabla^2 f(u^k + t\Delta u) dt \Delta u
\]
\[
= \frac{1}{2} \nabla f(u^k)^\top \Delta u - \frac{1}{2} \Delta u^\top [G_k - \nabla^2 f(u^*)] \Delta u + \Delta u^\top \int_0^1 (1 - t) \left[ \nabla^2 f(u^k + t\Delta u) - \nabla^2 f(u^*) \right] dt \Delta u.
\]
From (3.19), one has $\|G_k - \nabla^2 f(u^*)\| \Delta u \leq o(\|\Delta u\|)$. Therefore,
\[
f(u^{k+1}) - f(u^k) \leq \frac{1}{2} \nabla f(u^k)^\top \Delta u + o(\|\Delta u\|^2) + \frac{L_2}{2} \|\Delta u\|^2 \|u^{k+1} - u^*\|.
\]
For $k$ sufficiently large, $\Delta u$ is sufficiently small, so the descent condition (3.16) will be satisfied.
Once $\eta$ is chosen to be 1, the superlinear convergence of (3.15) can be obtained.

**Theorem 6** (Local superlinear convergence of (3.15)). If $G_k$ defined in (3.18) satisfies the Dennis-Moré condition (3.19), and assume that around $x^*$, $f$ is $\beta$-strongly convex and $\nabla^2 f$ is $L$-Lipschitz. Then the mirror descent (3.15) converges superlinearly, i.e., $\|u^{k+1} - u^*\| \leq o(\|u^k - u^*\|)$.

**Proof.** From Lemma 1, the unit step length is allowed after sufficiently many iterations, and therefore we have

$$
\nabla \Phi(u^{k+1}) - \nabla \Phi(u^k) = -(\nabla f(u^k) + A^\top c(u^k)) ,
$$

which can be rewritten as

$$
G_k(u^{k+1} - u^k) = -(\nabla f(u^k) + A^\top c(u^k)) ,
$$

where $G_k$ is defined in (3.18). Then we have

$$
(G_k - \nabla^2 f(u^*)) (u^{k+1} - u^*) \\
= -(\nabla f(u^k) + A^\top c(u^k)) - \nabla^2 f(u^*) (u^{k+1} - u^*) \\
= \nabla f(u^{k+1}) - \nabla f(u^k) - \nabla^2 f(u^*) (u^{k+1} - u^*) - (\nabla f(u^{k+1}) + A^\top c(u^k)) .
$$

From the Lipschitz continuity of $\nabla^2 f$ around $u^*$, we have $\|\nabla f(u^{k+1}) - \nabla f(u^k) - \nabla^2 f(u^*) (u^{k+1} - u^*)\|/\|u^{k+1} - u^k\| \to 0$ as $k \to \infty$. Then using the Dennis-Moré condition (3.19), (3.20) implies

$$
\lim_{k \to \infty} \frac{\|\nabla f(u^{k+1}) + A^\top c(u^k)\|}{\|u^{k+1} - u^k\|} = 0 ,
$$

which readily leads to

$$
\lim_{k \to \infty} \frac{\|\nabla f(u^{k+1}) + A^\top c(u^k) - \nabla f(u^*) - A^\top c(u^*)\|}{\|u^{k+1} - u^k\|} = 0 .
$$

The above equation also implies

$$
\lim_{k \to \infty} \frac{\langle \nabla f(u^{k+1}) + A^\top c(u^k) - \nabla f(u^*) - A^\top c(u^*) , (u^{k+1} - u^*)/\|u^{k+1} - u^*\| \rangle}{\|u^{k+1} - u^k\|} = 0 .
$$

Then using the fact that $Au^{k+1} = Au^*$, it reduces to

$$
\lim_{k \to \infty} \frac{\langle \nabla f(u^{k+1}) - \nabla f(u^*) , u^{k+1} - u^* \rangle}{\|u^{k+1} - u^k\| \|u^{k+1} - u^*\|} = 0 .
$$

Since $\langle \nabla f(u^{k+1}) - \nabla f(u^*) , u^{k+1} - u^* \rangle \geq \frac{\beta}{2} \|u^{k+1} - u^*\|^2$ for sufficiently large $k$ and $\|u^{k+1} - u^k\| \leq \|u^{k+1} - u^*\| + \|u^k - u^*\|$, we have

$$
\lim_{k \to \infty} \frac{\beta}{2} \frac{\|u^{k+1} - u^*\|^2}{\|u^{k+1} - u^*\| + \|u^k - u^*\|} = 0 ,
$$

which implies $\lim_{k \to \infty} \frac{\|u^{k+1} - u^*\|}{\|u^k - u^*\|} = 0 .

We also mention that in general (3.19) is not satisfied, so instead of having the superlinear convergence, we will have a linear convergence but with an increased rate as compared to the standard gradient descent. More specifically, we have the following theorem.
Theorem 7. Let \( \Phi \) be 1-strongly convex with respect to \( \| \cdot \|_w \), and the sequence \( \{ u^k \} \) is obtained from (3.15). Also, Assume that \( D_f(u^*, u^k) \geq \mu D_\Phi(u^*, u^k) \). Then we have
\[
D_\Phi(u^*, u^{k+1}) \leq (1 - \eta \mu) D_\Phi(u^*, u^k),
\]
if \( \eta \leq 2(f(u^k) - f(u^*)/\| \nabla f(u^k) \|^2_{w,*} \).

Proof. From the definition of Bregman divergence, we have
\[
D_\Phi(u^*, u^{k+1}) - D_\Phi(u^*, u^k) = [\Phi(u^*) - \Phi(u^{k+1}) - \langle \nabla \Phi(u^{k+1}), u^* - u^{k+1} \rangle] - [\Phi(u^*) - \Phi(u^k) - \langle \nabla \Phi(u^k), u^* - u^k \rangle]
\]
\[
= -\| u^k - u^{k+1} \|^2_{w, u} / 2 + \eta \| \nabla f(u^k) \|_w \| u^k - u^{k+1} \|^2_{w, u} / 2 - \eta (f(u^k) - f(u^*)) - \eta D_f(u^*, u^k)
\]
\[
\leq \eta^2 \| \nabla f(u^k) \|^2_{w,*} / 2 - \eta (f(u^k) - f(u^*)) - \eta \mu D_\Phi(u^*, u^k)
\]
Therefore, if we choose \( \eta \leq 2(f(u^k) - f(u^*)/\| \nabla f(u^k) \|^2_{w,*} \), then we have
\[
D_\Phi(u^*, u^{k+1}) \leq (1 - \eta \mu) D_\Phi(u^*, u^k).
\]
The theorem is proved. \( \square \)

This theorem is consistent with Theorem 2. When \( \Phi \) is properly chosen, it will mitigate the ill-conditioning inherited from \( f \) in the sense that \( \mu \) is increased, and therefore leads to a much improved rate of convergence.

4 Applications and numerical experiments

Apart from the examples mentioned in [26], we consider two additional applications of the mirror descent ([13]) in evolutionary PDEs: the Wasserstein gradient flow and Cahn-Hilliard equation with degenerate mobility. In particular, viewing the Wasserstein gradient flow as a weighted \( H^{-1} \) gradient flow and using a minimizing movement scheme, we obtain an ill-conditioned optimization problem. The same problem is encountered in the Cahn-Hilliard equation when the mobility is degenerate. In both cases, our mirror descent can provide preconditioning mechanisms while preserving the bounds of the solution (e.g., positivity) and mass conservation.

4.1 Wasserstein gradient flow

Let’s consider the following Wasserstein gradient flow
\[
\partial_t \rho(t, x) = -\nabla W_2(\rho(t, x)) := \nabla \cdot \left( \rho(t, x) \nabla \frac{\delta \mathcal{E}}{\delta \rho}(\rho(t, x)) \right),
\]
where \( W_2 \) is the quadratic Wasserstein metric and \( \delta \) denotes the first variation. Here \( \rho(t, x) \) with \( x \in \Omega \subset \mathbb{R}^n \) is the particle density function, and energy \( \mathcal{E}(\rho(t, x)) \) takes the form
\[
\mathcal{E}(\rho(t, x)) = \int_{\Omega} [U(\rho(t, x)) + V(x)\rho(t, x)] \, dx + \frac{1}{2} \int_{\Omega \times \Omega} W(x - y)\rho(t, x)\rho(t, y) \, dx \, dy.
\]
The no-flux boundary condition \( \rho(t, x) \nabla \delta \mathcal{E} \cdot \hat{n} \big|_{\partial \Omega} = 0 \) is imposed to ensure the mass conservation. This equation has diverse applications in physics and biology, such as granular materials [12], chemotaxis [19], animal swarming [11] [4], and many others.
Numerically solving (4.1) has been quite challenging to satisfy three desired properties: non-negativity, mass conservation, and energy dissipation. Besides the Eulerian and Lagrangian methods that have been developed in the literature, we particularly mention the variational approach following the seminal JKO scheme by Jordan, Kinderlehrer, and Otto [18]. Given a time step $\tau > 0$, the JKO scheme recursively defines a sequence $\{\rho_n(x)\}$ via a minimizing movement approach. This approach has revolutionized PDE analysis, whereas its impact in numerics has only been revealed recently with the aid of modern optimization algorithms [23, 7, 13, 9, 21, 17].

In this paper, we consider a similar but slightly different approach. In particular, we obtain the solution sequence $\{\rho_n\}$, an approximation to the exact solution $\rho_n(x) \approx \rho(n\tau, x)$ as follows:

$$
\rho_0 = \rho_{in}, \quad \rho_{n+1} = \arg\min_{\rho \in \mathbb{K}} \left\{ \frac{1}{2\tau} \| \rho - \rho_n \|_{\Delta_{\rho_n}}^2 + \mathcal{E}(\rho) \right\} := \arg\min_{\rho \in \mathbb{K}} f(\rho),
$$

where $\|u\|_{\Delta_{\rho_n}}^2 = \int_{\mathbb{R}^d} u(x)\Delta_{\rho_n}^{-1} u(x)dx$, and $\mathbb{K} = \{ \rho : \rho \in \mathcal{P}(\Omega), \int_{\Omega} |x|^2 \rho dx < +\infty \}$. Here $\Delta_{\rho_n}$ is the negative weighted Laplacian $\Delta_{\rho_n} = -\nabla \cdot (\rho_n \nabla)$, and $\Delta_{\rho_n}^{-1}$ is its pseudo-inverse. It has been shown that the weighted $H^{-1}$ norm is a first order approximation to the Wasserstein distance [25], and therefore will not violate the first order accuracy of the JKO scheme [3]. In view of (4.2), one sees that the weighted non-negativity, mass conservation, and energy dissipation are obtained by requiring the minimizer in $\mathbb{K}$, the energy dissipation $\mathcal{E}(\rho_{n+1}) \leq \mathcal{E}(\rho_n)$ is also immediate since $\rho_{n+1}$ is the minimizer.

### 4.1.1 Mirror descent algorithm

To solve the optimization problem (4.2), a direct projected gradient descent takes the following form

$$
\rho^{k+1} = \text{proj}_K \left\{ \rho^k - \eta \left[ \frac{1}{\tau} \Delta_{\rho_n}^{-1}(\rho^k - \rho_n) + \frac{\delta \mathcal{E}}{\delta \rho}(\rho^k) \right] \right\},
$$

where $\eta$ is the iteration stepsize and the superscript $k$, which shall not be confused with the subscript $n$, denotes the iteration index. Since the value of $\rho_n$ can be arbitrarily close to zero, $\Delta_{\rho_n}$ is very stiff, and therefore the gradient descent (4.3) will take extremely long time to converge. To this end, we propose the following mirror descent algorithm.

Choosing $\Phi$ in (4.4) to be

$$
\Phi(\rho) = \frac{1}{2\tau} \| \rho - \rho_n \|_{\Delta_{\rho_n}}^2 + \varepsilon \int \rho \log \rho dx,
$$

then the mirror descent reads

$$
\frac{\delta \Phi}{\delta \rho}(\rho^{k+1}) - \frac{\delta \Phi}{\delta \rho}(\rho^k) = -\eta \left[ \frac{1}{\tau} \Delta_{\rho_n}^{-1}(\rho^k - \rho_n) + \frac{\delta \mathcal{E}}{\delta \rho}(\rho^k) \right],
$$

which simplifies to

$$
\rho^{k+1} + \varepsilon \tau \Delta_{\rho_n} \log \rho^{k+1} = \rho^k + \varepsilon \tau \Delta_{\rho_n} \log \rho^k - \eta \left[ \rho^k - \rho_n + \tau \Delta_{\rho_n} \frac{\delta \mathcal{E}}{\delta \rho}(\rho^k) \right].
$$

It is important to point out that, thanks to the additional entropy term in (4.4), the positivity of $\rho$ is preserved in (4.5). Moreover, since $\Delta_{\rho_n}$ preserves mass, i.e., $\int \Delta_{\rho_n} u(x)dx = 0$, mass conservation is also guaranteed in (4.5), that is, $\int \rho^{k+1}(x)dx = \int \rho^k(x)dx = \int \rho_n(x)dx$. 
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In practice, we will further discretize \((4.5)\) in space. Let us consider one dimension for instance. Denote \([x_L, x_R]\) as the computational domain and \(\Delta x\) the spatial grid. Choose \(x_j = x_L + (j - \frac{1}{2})\Delta x\), and denote

\[
\rho_j \approx \rho(x_j), \quad \rho_{n,j} \approx \rho(t_n, x_j), \quad 1 \leq j \leq N_x, \ n \in \mathbb{N}_+,
\]

where \(t_n = n\tau\), and \(N_x\Delta x = x_R - x_L\). First we discretize \(\Delta \rho_n\), and denote its discrete counterpart as \(D_{\rho_n}\). Then we propose

\[
(D_{\rho_n} u)_j = \begin{cases} 
-\frac{1}{\Delta x^2} \left[ \frac{\rho_{n,j} + \rho_{n,j+1}}{2} u_{j+1} - \frac{\rho_{n,j+1} + \rho_{n,j}}{2} u_j \right], & j = 1 \\
-\frac{1}{\Delta x^2} \left[ \frac{\rho_{n,j} + \rho_{n,j+1}}{2} u_{j+1} - \frac{\rho_{n,j+1} + 2\rho_{n,j} + \rho_{n,j-1}}{2} u_j + \frac{\rho_{n,j} + \rho_{n,j-1}}{2} u_{j-1} \right], & 2 \leq j \leq N_x - 1 \\
-\frac{1}{\Delta x^2} \left[ \frac{\rho_{n,j} + \rho_{n,j+1}}{2} u_{j+1} - \frac{\rho_{n,j} + \rho_{n,j+1}}{2} u_j \right], & j = N_x 
\end{cases}
\]

\[(4.6)\]

Note specifically that for \(j = 1\) and \(j = N_x\), our discretization takes into account the boundary condition in \((4.1)\). Indeed, if \(\rho|_{\partial \Omega} = 0\) or \(\mathbf{u} \cdot \hat{n}|_{\partial \Omega} = 0\), then at discrete level on the left boundary, we have \(\rho_{n,0} + \rho_{n,1} = 0\) or \(u_1 - u_0 = 0\) correspondingly, and in either the second line of \((4.6)\) reduces to the first line. Same arguments applies to the right boundary. As a result, \(D_{\rho_n}\) preserves the mass, i.e., \(1^T D_{\rho_n} = 0\).

Denote

\[
\mathbf{\rho} = (\rho_1, \rho_2, \cdots, \rho_{N_x})^T, \quad \mathbf{\rho}_n = (\rho_{n,1}, \rho_{n,2}, \cdots, \rho_{n,N_x})^T,
\]

we can rewrite \((4.5)\) in the discrete form

\[
\rho^{k+1} + \varepsilon \tau D_{\rho_n} \log \rho^{k+1} = \rho^k + \varepsilon \tau D_{\rho_n} \log \rho^k - \eta \left[ \rho^k - \rho_n + \tau D_{\rho_n} \frac{\delta \mathcal{E}}{\delta \mathbf{\rho}}(\mathbf{\rho}^k) \right].
\]

\[(4.7)\]

Then the remaining task is to solve the nonlinear equations for \(\mathbf{\rho}^{k+1}\), for which we use the Newton’s method. Let \(\mathbf{y} = \log \mathbf{\rho}\) and define \(\mathbf{h}(\mathbf{\rho}) = e^\mathbf{y} + \varepsilon \tau D_{\rho_n} \mathbf{y} - \mathbf{b}\), where \(\mathbf{b} = \mathbf{\rho}^k + \varepsilon \tau D_{\rho_n} \log \mathbf{\rho}^k - \eta[\mathbf{\rho}^k - \mathbf{\rho}_n + \tau D_{\rho_n} \delta \mathcal{E}(\mathbf{\rho}^k)]\). Then the Newton’s method takes the form

\[
\mathbf{y}^{(l+1)} = \mathbf{y}^{(l)} - A_l^{-1} \mathbf{h}(\mathbf{y}^{(l)})
\]

\[(4.8)\]

where \(A_l = \text{diag}[e^{\mathbf{y}^{(l)}}] + \varepsilon \tau D_{\rho_n}\). Note that since the components of \(\mathbf{y}\) can vary drastically, \(A\) will be ill-conditioned, and therefore the computation \(A_l^{-1} \mathbf{h}(\mathbf{y}^{(l)})\) in \((4.8)\) may be susceptible to errors. To fix this issue, we propose the following preconditioner \(P_l = \text{diag}[e^{-\mathbf{y}^{(l)}}]\), and rewrite \((4.8)\) into

\[
\mathbf{y}^{(l+1)} = \mathbf{y}^{(l)} - (P_l A_l)^{-1} [P_l \mathbf{h}(\mathbf{y}^{(l)})].
\]

\[(4.9)\]

Note that since \(P_l\) is a diagonal matrix, the preconditioner is cheap to apply.
In summary, we have the following algorithms.

**Algorithm 1:** Mirror descent algorithm for (4.2)

1. **Input** \( \rho_n, D_{\rho_n}, \text{Iter}_{\text{max}}, \Delta x, \tau \)
2. **Output** \( \rho_{n+1} \)
3. \( \rho^0 = \rho_n, \ y^0 = \log \rho^0 \)
4. \( k = 0 \)
5. **while** \( k \leq \text{Iter}_{\text{max}} \) and stopping criteria is not achieved **do**
6. \( y = y^k, \)
7. **while** error \( > 1e-6 \) **do**
8. \( A = \text{diag}[e^y] + \varepsilon \tau D_{\rho_n}, \ P = \text{diag}[e^{-y}] \)
9. \( \tilde{y} = y - (PA)^{-1} [Ph(y)] \)
10. **end**
11. \( y = \tilde{y} \)
12. \( k = k + 1, \ y^{k+1} = \tilde{y} \)
13. **end**
14. \( \rho_{n+1} = e^{y^{k+1}} \)

**Algorithm 2:** Variational scheme for (4.1)

1. **Input** \( \rho_0 = \rho_{\text{in}} \)
2. **Output** \( \rho_n \) for \( 1 \leq n \leq N_t \)
3. **for** \( n < = N_t \) **do**
4. Apply Algorithm 1 to \( \rho_n \) to get \( \rho_{n+1} \)
5. **end**

4.2 Numerical examples

We consider two examples of (4.1) and demonstrate the efficiency of mirror descent. In both examples, we stop Algorithm 1 when the relative error is less than a preset tolerance, i.e.,

\[
\frac{\|\rho^{k+1} - \rho^k\|}{\|\rho^k\|} \leq \text{Tol}, \quad \text{where} \quad \rho^k = \exp y^k. \tag{4.10}
\]

4.2.1 Porous medium equation

We first consider the porous medium equation

\[
\partial_t \rho = \Delta \rho^m, \quad m > 1, \tag{4.11}
\]

which can be seen as the Wasserstein gradient flow of \( \mathcal{E}(\rho) = \int \frac{1}{m+1} \rho^m dx \). A well-known family of exact solutions is given by the Barenblatt profiles, which are densities of the form

\[
\rho(x,t) = (t + t_0)^{-\frac{1}{m+1}} \left( C - \alpha \frac{m - 1}{2m(m + 1)} x^2(t + t_0)^{-\frac{2}{m+1}} \right)^{\frac{m-1}{m}}, \quad \text{for} \ C, t_0 > 0. \tag{4.12}
\]

In our tests, we choose \( m = 2, \ t_0 = 10^{-3} \), and \( C = 0.8 \). The results using our mirror descent algorithm are gathered in Fig. 1. On the left, the numerical solutions are compared to the analytical formulas, and good agreement is demonstrated. In the middle, we have shown the number of
iterations needed in Algorithm 1 within each outer time step, and one sees that around the same iterations are needed for a given tolerance $\text{Tol}=10^{-8}$. On the right, we plot the relative error (4.10) versus the iteration in the first outer time step. The decay of relative error behaves quite similar at later times.

It is interesting to mention that, we have also implemented the variable metric method (1.6), or equivalently (1.7). In particular, we choose $\Phi(\rho) = \frac{1}{2\tau} \|\rho - \rho_n\|_{\Delta \rho_n}^{-1}$ instead of (4.4), then (1.6) becomes

$$\rho^{k+1} = \rho^k - \eta \Delta \rho_n (\nabla f(\rho^k) + A^T c(\rho^k)), \quad (4.13)$$

where $f(\rho)$ is defined in (4.2), $E(\rho) = \int_{m-1}^{m+1} \rho^m \, dx$, and $A$ is a all one row vector that encodes the mass conservation of $\rho$. As explained before, $\Delta \rho_n$ preserves the mass exactly, therefore $c(\rho^k) \equiv 0$ here and the algorithm reduces to

$$\rho^{k+1} = \rho^k - \eta (\rho^k - \rho_n) - \eta \Delta \rho_n \frac{\delta E}{\delta \rho}(\rho^k).$$

Compare it to (4.5), we see that the major difference is that here there is no mechanism to automatically guarantee the positivity. However, with a proper choice of iteration step $\eta$, the positivity may still be preserved. In this specific example, we apply (4.13) with the same parameters as in the mirror descent algorithm, and we have obtained exactly the same behavior of the solution as displayed in Fig. 1, so the plots are omitted.

Figure 1: Porous medium equation with $m = 2$ and computational domain $[-1, 1]$. Left: evolution of $\rho$ compared with exact solution. Middle: number of iterations needed in Algorithm 1 within each outer time step. The tolerance in (4.10) is chosen to be $\text{Tol}=10^{-8}$. Right: iteration error of Algorithm 1 in the first step of outer variational scheme. Numerical parameters are $\Delta x = 0.04$, $\tau = 2 \times 10^{-4}$, $\varepsilon = 0.005$ in (4.4) and $\eta = 0.2$ in Algorithm 1.

### 4.2.2 Aggregation equation

Next we consider a nonlocal aggregation equation of the form

$$\partial_t \rho = \nabla \cdot (\rho \nabla W * \rho), \quad W(x) = \frac{|x|^2}{2} - \ln(|x|), \quad (4.14)$$

where the interaction kernel $W$ is repulsive at short length scales and attractive at longer distances. This equation admits a unique equilibrium profile

$$\rho_\infty(x) = \frac{1}{\pi} \sqrt{(2 - x^2)_+}. \quad (4.15)$$
In practice, to avoid evaluation of $W(x)$ at $x = 0$, we set $W(0)$ to equal the average value of $W$ on the cell of width $2h$ centered at 0, i.e., $W(0) = \frac{1}{2h} \int_{-h}^{h} W(x) dx$, where we compute this value analytically. (See also [9] for a similar treatment.) In Fig. 2, we compute (4.14) with initial data

$$\rho(x, 0) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{x^2}{2\sigma^2}} + 10^{-8}.$$ 

The left picture displays the evolution of $\rho$. At $t = 3$, the solution has reached the steady state, which matches the analytical formula represented by the dashed curve. The right plot shows the exponential decay of the energy, where the red dashed line indicates the decay rate. We also explore the convergence of our algorithm in Fig. 3. As seen in the upper left picture, the number of iterations needed in reaching the tolerance has shown some heterogeneity with respect to the outer time. More specifically, at a few times, such as $t = 0.528$, a significantly larger number of iterations is needed. More detailed plots on how the relative error (4.10) evolves are displayed in the upper right and lower left figures, in which a few representative plots of the error are given. At $t = 0.528$, which corresponding to the first peak, we also plot the solution $\rho$ at this time and the previous time (i.e., $t = 0.512$), with a zoom-in plot near the left propagating front of the solution. It is shown that, at the location $x = -1.24$, there is a sharp transition in the solution. That is, $\rho_{10}$ goes from $5.5996 \times 10^{-7}$ to $2.1726 \times 10^{-4}$, which results in around 389 increase in magnitude. Similar increase are observed at time corresponding to the rest two peaks. So we believe that the deterioration in the convergence is due to such a rapid transition in the solution.

![Figure 2: Aggregation equation with computational domain $[-2, 2]$ and initial data. Left: evolution of $\rho$, $\rho_\infty$ is given by the analytical formula (4.15). Right: exponential decay of energy. Numerical parameters are $\Delta x = 0.08$, $\tau = 0.016$, $\varepsilon = 0.1$ in (4.4) and $\eta = 0.8$ in Algorithm 1.](image)

In comparison, we also considered the variable metric algorithm (1.6). With the choice of $\Phi(\rho) = \frac{1}{2\varepsilon} ||\rho - \rho_n||_{\Delta_n}^{-1}$, and the algorithm takes the same form as (4.13), but with $E(\rho) = \frac{1}{2} \int \rho(W \ast \rho) dx$. The evolution of $\rho$ is given in Fig. 4. Here we choose a smaller iteration step $\eta = 0.01$, but the positivity of the solution can still not be preserved, and oscillation round zero values of $\rho$ is generated and amplified along time (compare $\rho$ at $t = 1.616$ with $t = 3$).

### 4.3 Cahn-Hilliard equation with degenerate mobility

Cahn-Hilliard equation has first been introduced to study phase separation in binary alloys, and later extended to many other fields such as image inpainting [8] and math biology [16]. To put it
Figure 3: Convergence in the aggregation equation. Upper left: number of iterations needed within each outer time step. Upper right: several typical plot of the convergence (e.g., relative error versus iteration) at different outer times. Lower left: a hard to converge scenario at \( t = 0.528 \). Lower right: plot of the corresponding solution at two consecutive times \( t = 0.512 \) and \( t = 0.528 \).

Figure 4: Computation of aggregation equation using variable metric algorithm (4.13) with \( \eta = 0.01 \), \( \Delta x = 0.08 \), \( \tau = 0.016 \).

on the same foot as (4.11), we write it in the gradient flow form:

\[
\partial_t u = \nabla \cdot \left( M(u) \nabla \frac{\delta E}{\delta u} \right),
\] (4.16)
where $u$ represents the difference in the local concentration of two components in the alloy, and $M(u) = 1 - u^2 \geq 0$ is a diffusional mobility. $\mathcal{E}$ is the energy functional

$$\mathcal{E}(u) = \int_{\Omega} \left( \frac{\alpha^2}{2} |\nabla u|^2 + \Psi(u) \right) dx,$$

where the first term penalizes large gradients and models the capillary effects. The second term is the logarithmic potential $\Psi(u) = \frac{\theta}{2} \left[ (1 + u) \log \left( \frac{1+u}{2} \right) + (1-u) \log \left( \frac{1-u}{2} \right) \right] + \frac{\theta_e}{2} (1-u^2)$ for $u \in (-1, 1)$, where $\theta < \theta_e$ are two positive constants.

As before, we solve (4.16) using the minimizing movement scheme. More precisely, we obtain $u_{n+1}$ by solving

$$u_0 = u_{in}, \quad u_{n+1} = \arg \min_{u \in \mathbb{U}} \left\{ \frac{1}{2\tau} \| u - u_n \|^2_{\Delta^{-1}_M(u_n)} + \mathcal{E}(u) \right\},$$

where $\mathbb{U} = \{ \int_{\Omega} u(x) dx = \int_{\Omega} u_{in}(x) dx, -1 \leq u \leq 1 \}$, and $\| f \|^2_{\Delta^{-1}_M(u_n)} = \int_{\mathbb{R}^d} f(x) \Delta^{-1}_M(u_n) f(x) dx$. Here $\Delta_M(u_n)$ is the negative weighted Laplacian $\Delta_M(u_n) = -\nabla \cdot (M(u_n) \nabla)$, and $\Delta^{-1}_M(u_n)$ is the pseudo-inverse of $\Delta_M(u_n)$.

### 4.3.1 Mirror descent algorithm

It has been proven that $u$ will stay within the interval $(-1, 1)$ due either to the singularity in the free energy or degeneracy of the mobility [15, 1]. In order to maintain such a bound, we choose $\Phi$ in (1.4) to be:

$$\Phi(u) = \frac{1}{2\tau} \| u - u_n \|^2_{\Delta^{-1}_M(u_n)} + \varepsilon_1 \int (u+1) \log(u+1) dx + \varepsilon_2 \int (1-u) \log(1-u) dx,$$

then the mirror descent becomes

$$\frac{\delta \Phi}{\delta u}(u^{k+1}) - \frac{\delta \Phi}{\delta u}(u^k) = -\eta \left[ \frac{1}{\tau} \Delta^{-1}_M(u_n)(u^k - u_n) + \frac{\delta \mathcal{E}}{\delta u}(u^k) \right],$$

which simplifies to

$$u^{k+1} + \tau \Delta_M(u_n)[\varepsilon_1 \log(1 + u^{k+1}) + \varepsilon_2 \log(1 - u^{k+1})]$$

$$= u^k + \tau \Delta_M(u_n)[\varepsilon_1 \log(1 + u^k) - \varepsilon_2 \log(1 - u^k)] - \eta \left[ u^k - u_n + \tau \Delta_M(u_n) \frac{\delta \mathcal{E}}{\delta u}(u^k) \right].$$

The discretization of $\Delta_M(u_n)$ is the same as in (4.6) except that one replace $\rho_n$ by $M(u_n)$. In solving (4.19) for $u^{k+1}$, Newton’s method will be used and a similar preconditioner as in (4.9) will be employed. We omit the details as they are very similar to Section 4.1.1.

### 4.3.2 An example

Here we consider a one dimensional example in [5]. Choose $\Psi(u) = \frac{1}{2} (1 - u^2)$, $\alpha = 0.1$ in (4.17) and let initial condition be

$$u_{in}(x) = \begin{cases} \cos \left( \frac{x - \frac{1}{2}}{\alpha} \right) - 1, & \text{if } |x - \frac{1}{2}| \leq \frac{\pi \alpha}{2} \\ -1, & \text{otherwise} \end{cases}.$$
Then the steady state takes the form

\[
    u_\infty(x) = \begin{cases} 
        \frac{1}{\pi} \left[ 1 + \cos \left( \frac{\pi - \frac{1}{2}}{\alpha} \right) \right] - 1 & \text{if } |x - \frac{1}{2}| \leq \pi \alpha \\
        -1 & \text{other} \end{cases}
\]  

(4.20)

The results are collected in Fig. 5. The upper figures show the evolution of the density \( \rho \) and decay of the energy. The lower left figure displays the number of iterations within each outer time steps, and the spikes again correspond to the rapid transition of the solution near \(-1\). All three figures are obtained via the mirror descent algorithm. On the other hand, we implemented the variable metric algorithm with \( \Phi(u) = \frac{1}{2\tau} \left( 1 + 2\tau \| u - u_n \|_{\Delta M(u_n)}^2 \right) \). Here with a much smaller choice of iteration step, i.e., \( \eta = 0.00025 \) as compared to \( \eta = 0.02 \) in mirror descent, the lower bound of \( u \) is still violated, and results in a wrong steady state.
5 Conclusion

In this paper, we consider a mirror descent algorithm, where the metric is induced by a convex function, whose Hessian is an approximation of the Hessian of the objective function. The advantage of this algorithm is two-fold. On one hand, the mirror descent framework gives a natural way to incorporate the bound constraint of the solution. On the other hand, the Hessian information used in building the metric leads to improved rate of convergence. To put such an advantage on a rigorous footing, we first formulate a gradient flow of the algorithm, in which the constraints are incorporated as a to-be-determined vector. Form this formulation, we can draw connection between the mirror descent and more general variable metric algorithms. Then the improved rate of convergence is proved following the two stage approach in Newton type methods. In return, the proof we obtained for the mirror descent can lend itself to quasi-Newton methods to show the global convergence. We also apply the algorithm to two cases, the Wasserstein gradient flow and Cahn-Hilliard equation with degenerate mobility, and demonstrate its effectiveness.
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