Gaussian processes (GP) are flexible tools for Bayesian modelling, and recent studies into building GPs on graphs have proved to be competitive against state-of-the-art graph neural network (GNN) models, giving rise to various kernel-based approaches for semi-supervised classification in [1, 2]. In this work, we focus on semi-supervised problems where the set of nodes are only partially labelled, and we aim to predict the unlabelled nodes. Graphs data of this form often comes with node attributes, which we will use as feature data, and in designing a kernel for a graph GP, the challenge is in embedding the graph connectivity into the kernel along with the feature data.

The most representative approaches to building GP on graphs for semi-supervised classification are [1, 2], where the authors made use of a matrix transformation on a graph-less base kernel on the node feature data. This could be a limiting factor for the model as the graph information comes into the model through a linear transformation on a graph-less base kernel on the feature data, but only the training node labels. In addition, our kernel provides a clear way to control the influence of all nodes data in the graph, but only the training node labels. In this approach, kernels are obtained by choosing regularization functions and finding a reproducing kernel Hilbert space (RKHS) [3], typical continuous kernels cannot incorporate node data. However, this method can be extended to graphs with node feature data, and in this paper we show how this can be achieved. We start by introducing the regularization approach to derive kernels for feature data and for graphs separately. We then present our approach by combining the two regularizers to obtain a kernel for graphs with node data, leading to our proposed model. The resulting model has transductive properties, meaning it trains on all nodes data in the graph, but only the training node labels. In addition, our kernel provides a clear way to control the influence of the graph compared to the feature data kernel. We then show that our setup is general, and that many graph learning models are actually instances of our design. We demonstrate the advantages of our model on synthetic data that are highly non-Euclidean and the training set is small. Lastly, we test on various real world graph-data in semi-supervised classification, comparing against various graph GP and popular GNN models, the classification accuracies on the benchmark datasets are presented in Table 1. For technical details about our kernel derivation and design we refer readers to our paper in [5].
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