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Abstract—New lower bounds on the minimum distance of quasi-twisted codes over finite fields are proposed. They are based on spectral analysis and eigenvalues of polynomial matrices. They generalize the Semenov-Trifonov and Zeh-Ling bounds in a manner similar to how the Roos and shift bounds extend the BCH and HT bounds for cyclic codes.
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I. INTRODUCTION

Quasi-twisted (QT) codes form an important class of block codes that includes cyclic codes, quasi-cyclic (QC) codes and constacyclic codes as special subclasses. In addition to their rich algebraic structure ([10]), QT codes are also asymptotically good ([5], [6]) and they yield good parameters ([1], [2]).

Several bounds on the minimum distance of cyclic codes had been derived. The first and perhaps the most famous one was the BCH bound, given by Bose and Chaudhuri ([3]), and by Hocquenghem ([9]). An extension of the bound was the Roos bound, was introduced by van Lint and Wilson in [12]. The Roos bound was extended to constacyclic codes in [13].

Several bounds on the minimum distance of cyclic codes are special subclasses. In addition to their BCH and HT bounds for cyclic codes. Their approach is generalized by Zeh and Ling, by using the work done by Lally and constacyclic codes as special subclasses. In addition to their BCH and HT bounds.

The Roos bound was extended to constacyclic codes in [13]. The Roos bound was extended to constacyclic codes in [13]. Another remarkable extension of the HT bound, known as the shift bound, was introduced by van Lint and Wilson in [12].

This bound is known to be particularly powerful on many non-binary codes ([7]).

Despite being interesting from both theoretical and practical points of view, studies on the minimum distance estimates for QC and QT codes are not as rich as for cyclic and constacyclic codes. Semenov and Trifonov developed a spectral analysis of QC codes ([15]), based on the work done by Lally and Fitzpatrick in [11], and formulated a BCH-like bound, together with a comparison with a few other bounds for QC codes.

A. Constacyclic codes and minimum distance bounds from their defining sets

Let \( \mathbb{F}_q \) denote the finite field with \( q \) elements, where \( q \) is a prime power. Let \( m \) be, throughout, a positive integer with \( \gcd(m,q) = 1 \). For some nonzero element \( \lambda \in \mathbb{F}_q \), a linear code \( C \subseteq \mathbb{F}_q^m \) is called a \( \lambda \)-constacyclic code if it is invariant under the \( \lambda \)-constashift of codewords, i.e., \( (c_0, \ldots, c_{m-1}) \in C \) implies \( (\lambda c_{m-1}, c_0, \ldots, c_{m-2}) \in C \). In particular, if \( \lambda = 1 \) or \( q = 2 \), then \( C \) is a cyclic code.

Consider the principal ideal \( I = \langle x^m - \lambda \rangle \) of \( \mathbb{F}_q[x] \) and define the residue class ring \( R := \mathbb{F}_q[x]/I \). To a vector \( \vec{a} \in \mathbb{F}_q^m \), we associate an element of \( R \) via the isomorphism:

\[
\phi : \mathbb{F}_q^m \rightarrow R
\]

\[
\vec{a} = (a_0, \ldots, a_{m-1}) \mapsto a(x) = a_0 + \cdots + a_{m-1}x^{m-1}.
\]

Note that the \( \lambda \)-constashift in \( \mathbb{F}_q^m \) amounts to multiplication by \( x \) in \( R \). Hence, a \( \lambda \)-constacyclic code \( C \subseteq \mathbb{F}_q^m \) can be viewed as an ideal of \( R \). Since \( R \) is a principal ideal ring, there exists a unique monic polynomial \( g(x) \in R \) such that \( C = \langle g(x) \rangle \), i.e., each codeword \( c(x) \in C \) is of the form \( c(x) = a(x)g(x) \), for some \( a(x) \in R \). The polynomial \( g(x) \), which is a divisor of \( x^m - \lambda \), is called the generator polynomial of \( C \).

Let \( \text{wt}(c) \) denote the number of nonzero coefficients in \( c(x) \in C \). Recall that the minimum distance of \( C \) is defined as \( d(C) := \min \{ \text{wt}(c) : 0 \neq c(x) \in C \} \). When \( C \) is not the trivial zero code. Any positive integer \( p \), let \( \vec{0}_p \) denote throughout the all-zero vector of length \( p \). A \( \lambda \)-constacyclic code \( C = \langle \vec{0}_m \rangle \) if and only if \( g(x) = x^m - \lambda \).

The roots of \( x^m - \lambda \) are of the form \( \alpha, \alpha \xi, \ldots, \alpha \xi^{m-1} \), where \( \alpha \) is a fixed \( m^{th} \) root of \( \lambda \) and \( \xi \) is a fixed primitive \( m^{th} \) root of unity. Henceforth, let \( \Omega := \{ \alpha \xi^k : 0 \leq k \leq m-1 \} \) be the set of all \( m^{th} \) roots of \( \lambda \) and let \( \mathbb{F} \) be the smallest extension of \( \mathbb{F}_q \) that contains \( \Omega \) (equivalently, \( \mathbb{F} \) is the splitting field of \( x^m - \lambda \)). Given the \( \lambda \)-constacyclic code \( C = \langle g(x) \rangle \), the set \( L := \{ \alpha \xi^k : g(\alpha \xi^k) = 0 \} \subseteq \Omega \) of roots of its generator polynomial is called the \( \text{defining set} \) of \( C \). Note that \( \alpha \xi^k \in L \) implies \( \alpha \xi^{kn} \in L \), for each \( k \). A nonempty subset \( E \subseteq \Omega \) is said to be \( \text{consecutive} \) if there exist integers \( e, n \) and \( \delta \) with \( e \geq 0, \delta \geq 2, n > 0 \) and \( \gcd(m,n) = 1 \) such that

\[
E := \{ \alpha \xi^{z+zn} : 0 \leq z \leq \delta - 2 \} \subseteq \Omega.
\]
We now describe the Roos bound for constacyclic codes (see [14, Theorem 2] for the original Roos bound for cyclic codes). For \( P \subseteq \Omega \), let \( C_P \) denote any \( \lambda \)-constacyclic code of length \( m \) over \( \mathbb{F}_q \), whose defining set contains \( P \). Let \( d_P \) denote the minimum distance of \( C_P \).

**Theorem 1.** [13, Theorem 6] (Roos bound) Let \( N \) and \( M \) be two nonempty subsets of \( \Omega \). If there exists a consecutive set \( M' \) containing \( M \) such that \( |M'| \leq |M| + d_P - 2 \), then we have \( d_{MN} \geq |M| + d_P - 1 \), where \( MN := \left\{ \frac{1}{\alpha} \sum_{x \in M} x \right\} \in \mathbb{N} \).

If \( N \) is consecutive like in \( [2] \), then we get the following.

**Corollary 2.** [13, Corollary 1], [14, Corollary 1] Let \( N, M \) and \( M' \) be as in Theorem 1 with \( N \) consecutive. Then \( |M'| < |M| + |N| \) implies \( d_{MN} \geq |M| + |N| \).

**Remark 3.** In particular, the case \( M = \{\alpha\} \) yields the BCH bound for the associated constacyclic code (see [13, Corollary 2] and the original BCH bound for cyclic codes in [3] and [9]). Taking \( M' = M \) yields the HT bound (see [13, Corollary 3] and the HT bound for cyclic codes in [6, Theorem 2]).

Another improvement to the HT bound for cyclic codes was given by van Lint and Wilson in [12], which is known as the shift bound. We now formulate the shift bound for constacyclic codes. To do this, we need the notion of an independent set, which can be constructed over any field in a recursive way.

Let \( S \) be a subset of some field \( \mathbb{K} \) of any characteristic. One inductively defines a family of finite subsets of \( \mathbb{K} \), called independent with respect to \( S \), as follows.

1) \( \emptyset \) is independent with respect to \( S \).
2) If \( A \subseteq S \) is independent with respect to \( S \), then \( A \cup \{b\} \) is independent with respect to \( S \) for all \( b \in \mathbb{K} \setminus S \).
3) If \( A \) is independent with respect to \( S \) and \( c \in \mathbb{K}^* \), then \( cA \) is independent with respect to \( S \).

Recall that the weight of a polynomial \( f(x) \in \mathbb{K}[x] \), denoted by \( wt(f) \), is the number of nonzero coefficients in \( f(x) \).

**Theorem 4.** [12, Theorem 11] (Shift bound) Let \( 0 \neq f(x) \in \mathbb{K}[x] \) and let \( S := \{ \theta \in \mathbb{K} | f(\theta) = 0 \} \). Then \( wt(f) \geq |A| \), for every subset \( A \) of \( \mathbb{K} \) that is independent with respect to \( S \).

The minimum distance bound for a given \( \lambda \)-constacyclic code follows by considering the weights of its codewords \( c(x) \in C \) and the independent sets with respect to subsets of its defining set \( \Omega \). Observe that, in this case, the universe of the independent sets is \( \Omega \), not \( \mathbb{F}_q \), because all of the possible roots of the codewords are contained in \( \mathbb{F}_q \). Moreover, we choose \( b \) from \( \Omega \setminus P \) in Condition 2 above, where \( P \subseteq \Omega \), and \( c \in \mathbb{K}^* \) is of the form \( \xi^k \in \mathbb{K}^* \), for some \( 0 \leq k \leq m - 1 \).

**Remark 5.** In particular, \( A = \{\alpha \xi^{z-n} : 0 \leq z \leq \delta - 1 \} \) is independent with respect to the consecutive set \( E \), which gives the BCH bound for \( C_E \). Let \( D := \{\alpha \xi^{z-n_1} + y_2 : 0 \leq z \leq \delta - 2, 0 \leq y \leq s \} \), for integers \( b \geq 0, \delta \geq 2 \) and positive integers \( s, n_1 \) and \( n_2 \) such that \( gcd(m, n_1) = 1 \) and \( gcd(m, n_2) < \delta \). Then, for any fixed \( z \in \{0, \ldots, \delta - 2\} \), \( A_z := \{\alpha \xi^{z+n_1} : 0 \leq z \leq \delta - 2 \} \cup \{\alpha \xi^{z+n_1} + y_2 : 0 \leq y \leq s + 1 \} \) is independent with respect to \( D \) and we get the HT bound for \( C_D \).

### B. Spectral theory of quasi-twisted codes

A linear code \( C \subseteq \mathbb{F}_q^m \) is called \( \lambda \)-quasi-twisted (\( \lambda \)-QT) of index \( \ell \) if it is invariant under the \( \lambda \)-constashift of codewords by \( \ell \) positions with \( \ell \) being the smallest positive integer with this property. In particular, if \( \ell = 1 \), then \( C \) is \( \lambda \)-constacyclic.

If \( \lambda = 1 \) or \( q = 2 \), then \( C \) is QC of index \( \ell \). For a codeword \( \overline{c} \in C \), seen as an \( m \times \ell \) array

\[
\overline{c} = \begin{pmatrix}
c_{00} & \cdots & c_{0,\ell-1} \\
\vdots & \ddots & \vdots \\
c_{m-1,0} & \cdots & c_{m-1,\ell-1}
\end{pmatrix},
\]

being invariant under \( \lambda \)-constashift by \( \ell \) units in \( \mathbb{F}_q^m \) corresponds to being closed under row \( \lambda \)-constashift in \( \mathbb{F}_q^{m \times \ell} \).

To an element \( \overline{c} \in \mathbb{F}_q^{m \times \ell} \) in (3), we associate an element of \( R^{\ell} \) (cf. (11))

\[
\overline{c}(x) := (c_0(x), c_1(x), \ldots, c_{\ell-1}(x)) \in R^{\ell},
\]

where, for each \( 0 \leq j \leq \ell - 1 \),

\[
c_j(x) := c_{0,j} + c_{1,j}x + c_{2,j}x^2 + \cdots + c_{m-1,j}x^{m-1} \in R.
\]

The isomorphism \( \phi \) in (11) extends naturally to

\[
\phi : \mathbb{F}_q^m \rightarrow R^{\ell},
\]

\[
\overline{c} \mapsto \overline{c}(x).
\]

The row \( \lambda \)-constashift in \( \mathbb{F}_q^{m \times \ell} \) corresponds to componentwise multiplication by \( x \) in \( R^{\ell} \). The map \( \phi \) above is, therefore, an \( R \)-module isomorphism and a \( \lambda \)-QT code \( C \subseteq \mathbb{F}_q^m \) of index \( \ell \) can be viewed as an \( R \)-submodule of \( R^{\ell} \).

Lally and Fitzpatrick proved in [11] that every QC code has a polynomial generator in the form of a reduced matrix. We provide an easy adaptation of their findings for QT codes.

Consider the ring homomorphism

\[
\Psi : \mathbb{F}_q[x]^\ell \rightarrow R^{\ell},
\]

\[
(f_0(x), \ldots, f_{\ell-1}(x)) \mapsto (f_0(x) + I, \ldots, f_{\ell-1}(x) + I).
\]

Let each \( \overline{c}_j \) denote the standard basis vector of length \( \ell \) with 1 at the \( j \)th coordinate and 0 elsewhere. Given a \( \lambda \)-QT code \( C \subseteq \mathbb{F}_q^m \), the preimage \( \overline{C} \) of \( C \) in \( \mathbb{F}_q[x]^\ell \) is an \( \mathbb{F}_q[x] \)-submodule containing \( K = \{(x^m - \lambda)\overline{c}_j : 0 \leq j \leq \ell - 1\} \). From here on, the tilde indicates structures over \( \mathbb{F}_q[x] \).

Since \( C \) is a submodule of the finitely generated free module \( \mathbb{F}_q[x]^\ell \) over the principal ideal domain \( \mathbb{F}_q[x] \) and contains \( K \), it has a generating set of the form

\[
\{a_1, \ldots, a_p, (x^m - \lambda)e_0, \ldots, (x^m - \lambda)e_{\ell-1}\},
\]

where \( p \geq 1 \) is an integer and \( a_b := (u_{b,0}(x), \ldots, u_{b,\ell-1}(x)) \in \mathbb{F}_q[x]^\ell \), for each \( b \in \{1, \ldots, p\} \). Hence, the rows of

\[
\mathcal{G} = \begin{pmatrix}
u_{1,0}(x) & \cdots & u_{1,\ell-1}(x) \\
\vdots & \ddots & \vdots \\
u_{p,0}(x) & \cdots & u_{p,\ell-1}(x) \\
x^m - \lambda & \cdots & 0 \\
0 & \cdots & x^m - \lambda
\end{pmatrix}
\]
generate $\bar{G}$. We triangularise $\mathcal{G}$ by elementary row operations to obtain another equivalent generating set from the rows of an upper-triangular $\ell \times \ell$ matrix with entries in $F_q[x]$

$$\bar{G}(x) = \begin{pmatrix}
g_0,0(x) & g_0,1(x) & \ldots & g_0,\ell-1(x) \\
0 & g_1,1(x) & \ldots & g_1,\ell-1(x) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & g_{\ell-1,\ell-1}(x)
\end{pmatrix}, \quad (7)$$

where $\bar{G}(x)$ satisfies (see [11] Theorem 2.1):

1. $g_{j,j}(x) = 0$ for all $0 \leq j < i \leq \ell - 1$.
2. $\deg(g_{j,j}(x)) < \deg(g_{j,j}(x))$ for all $i < j$.
3. $g_{j,j}(x) | (x^m - \lambda)$ for all $0 \leq j \leq \ell - 1$.
4. If $g_{j,j}(x) = (x^m - \lambda)$, then $g_{j,j}(x) = 0$ for all $i \neq j$.

Note that $\bar{G}(x)$ has nonzero rows and each nonzero element of $\overline{C}$ can be expressed as $(0, \ldots, 0, c_j(x), \ldots, c_{\ell-1}(x))$, where $j \geq 0$, $c_j(x) \neq 0$ and $g_{j,j}(x) | c_j(x)$. Moreover, Condition 3 implies that the rows of $\bar{G}(x)$ is a reduced basis of $\overline{C}$, which is uniquely defined, up to multiplication by constants, with monic diagonal elements.

Let $G(x)$ be the matrix with the rows of $\bar{G}(x)$ under the image of $\Psi$ in (6). Then, the rows of $G(x)$ are an $R$-generating set for $C$. We say that $G$, generated as an $R$-submodule, is an $r$-generator QT code if $G(x)$ has $r$ (nonzero) rows. The $F_q$-dimension of $C$, as shown in [11] Corollary 2.4], is

$$m\ell - \sum_{j=0}^{\ell-1} \deg(g_{j,j}(x)) = \sum_{j=0}^{\ell-1} [m - \deg(g_{j,j}(x))]. \quad (8)$$

In [15], Semenov and Trifonov use the polynomial matrix $\bar{G}(x)$ in (7) to develop a spectral theory for QC codes. This gives rise to a BCH-like minimum distance bound. Their bound is improved by Zeh and Ling in [16] by using the HT bound (18). We translate their results from QC to QT codes.

Given a $\lambda$-QT code $C \subseteq R^n$, let the associated $\ell \times \ell$ upper triangular matrix $G(x)$ be as in (6) with entries in $F_q[x]$. The determinant of $G(x)$ is

$$\det(G(x)) := \prod_{j=0}^{\ell-1} g_{j,j}(x)$$

and an eigenvalue $\beta$ of $C$ is a root of $\det(G(x))$. Note that, since $g_{j,j}(x) | x^m - \lambda$, for each $0 \leq j \leq \ell - 1$, all eigenvalues are elements of $\Omega$, i.e., $\beta = \alpha g^k$ for some $k \in \{0, \ldots, m-1\}$. The algebraic multiplicity of $\beta$ is the largest integer $a$ such that $(x - \beta)^a | \det(G(x))$. The geometric multiplicity $\beta$ is the dimension of the null space of $G(\beta)$. This null space, denoted by $V_\beta$, is called the eigenspace of $\beta$. In other words,

$$V_\beta := \{ \bar{v} \in F^\ell : G(\beta)\bar{v} = \bar{0} \},$$

where $F$ is the splitting field of $x^m - \lambda$, as before. It was shown in [15] that, for a given QC code and the associated $\bar{G}(x)$, the algebraic multiplicity $a$ of an eigenvalue $\beta$ is equal to its geometric multiplicity $\dim_F(V_\beta)$. We state the QT analogue of this result without the proof, since it can be shown in exactly the same way.

Lemma 6. ([13] Lemma 1) The algebraic multiplicity of any eigenvalue of a $\lambda$-QT code $C$ is equal to its geometric multiplicity.

From this point on, we let $\overline{\Omega} \subseteq \Omega$ denote the nonempty set of all eigenvalues of $C$ such that $|\overline{\Omega}| = t > 0$. Note that $\overline{\Omega} = \emptyset$ if and only if the diagonal elements $g_{j,j}(x)$ in $\bar{G}(x)$ are constant and $C$ is the trivial full space code. Choose an arbitrary eigenvalue $\beta_i \in \overline{\Omega}$ with multiplicity $n_i$ for some $i \in \{1, \ldots, t\}$. Let $(\bar{v}_{i,0}, \ldots, \bar{v}_{i,n_i-1})$ be a basis for the corresponding eigenspace $V_i$. Consider the matrix

$$V_i := \begin{pmatrix} \bar{v}_{i,0} \\ \vdots \\ \bar{v}_{i,n_i-1} \end{pmatrix} \begin{pmatrix} v_{i,0,0} & \ldots & v_{i,0,\ell-1} \\ \vdots & \ddots & \vdots \\ v_{i,n_i-1,0} & \ldots & v_{i,n_i-1,\ell-1} \end{pmatrix}, \quad (9)$$

having the basis elements as its rows. We let

$$H_i := \begin{pmatrix} H_1 & \vdots & H_{\ell-1} \\ V_1 & \beta_1 V_1 & \ldots & (\beta_1)^{m-1} V_1 \\ \vdots & \vdots & \ddots & \vdots \\ V_{\ell-1} & \beta_{\ell-1} V_{\ell-1} & \ldots & (\beta_{\ell-1})^{m-1} V_{\ell-1} \end{pmatrix}. \quad (10)$$

Observe that $H$ has $n := \sum_{i=1}^{t} n_i$ rows. By Lemma 2 we have $n = \sum_{j=0}^{\ell-1} \deg(g_{j,j}(x))$. To prove Lemma 2 below, it remains to show the linear independence of these $n$ rows, which was already shown in [13] Lemma 2.

Lemma 7. The matrix $H$ in (10) has rank $m\ell - \text{dim}_F(C)$.

It is immediate to confirm that $H \bar{v}^T = \bar{0}_n$ for any codeword $\bar{v} \in C$. Together with Lemma 2 we obtain the following easily.

Proposition 8. ([13] Theorem 1) The $n \times m\ell$ matrix $H$ in (10) is a parity-check matrix for $C$.

Remark 9. Note that if $\overline{\Omega} = \emptyset$, then the construction of $H$ in (10) is impossible. Hence, we have assumed $\overline{\Omega} \neq \emptyset$ and we can always say $H = \tilde{0}_{m\ell}$ if $C = F_q^{m\ell}$. The other extreme case is when $\overline{\Omega} = \emptyset$. By using Lemma 2 above, one can easily deduce that a given QT code $C = \{0_{m\ell}\}$ if and only if $\overline{\Omega} = \emptyset$, each $V_i = I_{\ell}$, where $I_{\ell}$ denotes the $\ell \times \ell$ identity matrix and $n = m\ell$ so that we obtain $H = I_{m\ell}$. On the other hand, $\overline{\Omega} = \emptyset$ whenever $x^m - \lambda | \det(G(x))$, but $C$ is nontrivial unless each eigenvalue in $\Omega$ has multiplicity $\ell$.

Definition 10. Let $V \subseteq F^\ell$ be an eigenspace. We define the eigencode corresponding to $V$ by

$$C(V) = C := \left\{ \bar{u} \in F_q^\ell : \sum_{j=0}^{\ell-1} v_j u_j = 0, \forall \bar{v} \in V \right\}. $$

In case we have $C = \{0_{\ell}\}$, then it is assumed that $d(C) = \infty$.

The BCH-like minimum distance bound of Semenov and Trifonov for a given QC code in [15] Theorem 2] is expressed in terms of the size of a consecutive subset of eigenvalues in $\overline{\Omega}$ and the minimum distance of the common eigencode related to this consecutive subset. Zeh and Ling generalized their approach and derived an HT-like bound in [16] Theorem 1] without using the parity-check matrix in their proof.
eigencode, however, is still needed. In the next section we will prove the analogues of these bounds for QT codes in terms of the Roos and shift bounds.

III. SPECTRAL BOUNDS FOR QT CODES

First, we establish a general spectral bound on the minimum distance of a given QT code. Let $C \subset \mathbb{F}_q^m$ be a $\lambda$-QT code of index $\ell$ with nonempty eigenvalue set $\Omega \subset \Omega$. Let $P \subset \Omega$ be a nonempty subset of eigenvalues such that $P = \{\alpha \xi_1, \alpha \xi_2, \ldots, \alpha \xi_r\}$, where $0 < r \leq |\Omega|$. We define

$$\tilde{H}_P := \begin{pmatrix} 1 & \alpha \xi_1 & (\alpha \xi_1)^2 & \ldots & (\alpha \xi_1)^{m-1} \\ \vdots & \vdots & \vdots & & \vdots \\ 1 & \alpha \xi_r & (\alpha \xi_r)^2 & \ldots & (\alpha \xi_r)^{m-1} \end{pmatrix} \quad (11)$$

Let $d_P$ be a nonnegative integer such that any $\lambda$-constacyclic code $C_P \subset \mathbb{F}_q^m$, whose defining set contains $P$, has a minimum distance at least $d_P$. We have $\tilde{H}_P \tilde{e}_P = \tilde{0}_P$, for any $\tilde{e}_P \in C_P$. In particular, if $P$ is equal to the defining set of $C_P$, then $\tilde{H}_P$ is a parity-check matrix for $C_P$.

Let $V_P$ denote the common eigenspace of the eigenvalues in $P$ and let $V_P$ be the matrix, say of size $t \times \ell$, consisting of a basis for $V_P$ (cf. [3]). If we set $\tilde{H}_P = \tilde{H}_P \otimes V_P$, then $\tilde{H}_P \tilde{e}_P = \tilde{0}_P$, for all $\tilde{e}_P \in C$. In other words, $\tilde{H}_P$ is a submatrix of $H$ in (10) if $V_P \neq \{\tilde{0}_P\}$.

Theorem 11 allows us to use any minimum distance bound derived for constacyclic codes based on their defining set. The following special cases are immediate after the preparation that we have done in Section III (cf. Theorems 1 and 4).

**Corollary 12.** Let $C \subset \mathbb{F}_q^m$ be a $\lambda$-QT code of index $\ell$ with $\Omega \subset \Omega$ as its nonempty set of eigenvalues.

i. If $N$ and $M$ be two nonempty subsets of $\Omega$ such that $MN \subset \Omega$, where $MN := \frac{1}{2} \bigcup_{\lambda \in N} \lambda \in M \in \Omega$. If there exists a constructive set $M'$ containing $M$ with $|M'| \leq |M| + d_N - 2$, then $d(C) \geq \min(|M| + d_N - 1, d(C_M))$.

ii. For every $\lambda \subset \Omega$ that is independent with respect to $\Omega$, we have $d(C) \geq \min(|\lambda|, d(C_{\lambda}))$, where $T_A := A \cap \Omega$.

**Proof.**

i) Let $N = \{\alpha \xi_1, \ldots, \alpha \xi_{r_N}\}$ and $M = \{\alpha \xi_1, \ldots, \alpha \xi_{r_M}\}$ be such that there exists a constructive set $M' = \{\alpha \xi_1, \ldots, \alpha \xi_{r_M}\}$ with $|M'| \leq |M| + d_N - 2$. We define the matrices

$$\tilde{H}_N := \begin{pmatrix} 1 & (\alpha \xi_1)^2 & \ldots & (\alpha \xi_1)^{m-1} \\ \vdots & \vdots & & \vdots \\ 1 & (\alpha \xi_r)^2 & \ldots & (\alpha \xi_r)^{m-1} \end{pmatrix}$$

$$\tilde{H}_M := \begin{pmatrix} 1 & (\alpha \xi_1)^2 & \ldots & (\alpha \xi_1)^{m-1} \\ \vdots & \vdots & & \vdots \\ 1 & (\alpha \xi_r)^2 & \ldots & (\alpha \xi_r)^{m-1} \end{pmatrix}$$

Consider the joint subset $MN = \{\alpha \xi_i \xi_j : 1 \leq i \leq r, 1 \leq j \leq s\} \subset \Omega$. Let $B_1$ be the $k^{th}$ column of $\tilde{H}_N$ for $k \in \{0, \ldots, m-1\}$. We create the joint matrix

$$\tilde{H}_{MN} := \begin{pmatrix} B_0 & B_1 & \ldots & (\alpha \xi_1)^{m-1} \end{pmatrix}$$

Now let $V_{MN} := \bigcap_{\lambda \in MN} V_{\lambda}$ denote the common eigenspace of the eigenvalues in $MN$ and let $V_{MN}$ be the matrix consisting of a basis for $V_{MN}$, built as in [3]. Let $C_{MN}$ be the eigencode corresponding to $V_{MN}$. Setting $H_{MN} := \tilde{H}_{MN} \otimes V_{MN}$ implies $H_{MN} \tilde{e}_P = \tilde{0}_P$ for all $\tilde{e}_P \in C$.

The rest of the proof is identical with the proof of Theorem 11 where $P$ is replaced by $MN$, and the result follows by the Roos bound (Theorem 11).

ii) For each independent $\lambda \subset \Omega$ with respect to $\Omega$, let $T_A = A \cap \Omega = \{\alpha \xi_{i_1}, \alpha \xi_{i_2}, \ldots, \alpha \xi_{i_s}\}$. Since $\Omega$ is a proper subset of $\Omega$, a nonempty $T_A$ can be obtained by the recursive construction of $A$. We define

$$\tilde{H}_{T_A} := \begin{pmatrix} 1 & (\alpha \xi_{i_1})^2 & \ldots & (\alpha \xi_{i_1})^{m-1} \\ \vdots & \vdots & & \vdots \\ 1 & (\alpha \xi_{i_s})^2 & \ldots & (\alpha \xi_{i_s})^{m-1} \end{pmatrix}$$

Let $V_{T_A}$ be the matrix corresponding to a basis of $V_{T_A}$, which is the intersection of the eigenspaces belonging to the eigenvalues in $T_A$. Let $C_{T_A}$ be the eigencode corresponding to the eigenspace $V_{T_A}$. We again set $\tilde{H}_{T_A} := \tilde{H}_{T_A} \otimes V_{T_A}$ and the result follows in a similar way by using the shift bound (Theorem 4).
IV. Examples

We begin with two examples of QC codes ($\lambda = 1$) for which Corollary [12] yields the exact distances.

Example 14. Let $\gamma$ be a primitive $23^{rd}$ root of unity. Let $C \subseteq \mathbb{F}_2^{104}$ be the binary QC code with $\ell = 4$, $d(C) = 7$ and eigenvalues $\overline{\Omega} = \{\eta^i : i = 1, 2, 3, 4, 6, 8, 9, 12, 13, 16, 18\}$. The common eigenspace is generated by $\overline{V}_4 = V = I_4$ over $\mathbb{F}_2^{21}$, which is the splitting field of $x^{23} - 1$. We have $\mathbb{C}_\text{HT} = \{\overline{0}_4\}$ and $d(\mathbb{C}_\text{HT}) = \infty$. Hence, Theorem [11] yields $d(C) \geq d_P$, for $P = \overline{\Omega}$. The associated cyclic code $C_{\overline{\Omega}}$ is the well-known binary Golay code of length 23, which has minimum distance $d_{\text{min}} = 7$, which is equal to $d(C)$. Note that the shift bound yields the exact distance of binary Golay code (see [12] Example 7)) with $A = \{\eta^i : i = 0, 1, 3, 4, 5, 6, 16, 18\}$ and $C_{\text{ht}} = C_{\overline{\Omega}} = \{\overline{0}_4\}$, hence Corollary [12] ii. is sharp in this example. We also note that the Roos bound estimates 5 for $d(C_{\overline{\Omega}})$, as does the BCH bound.

Example 15. Let $\eta$ be a primitive $26^{th}$ root of unity. Consider the ternary QC code $C \subseteq \mathbb{F}_3^{104}$ with $\ell = 4$, minimum distance 6 and eigenvalues $\overline{\Omega} = \{\eta^i : i = 0, 1, 3, 14, 16, 17, 22, 23, 25\}$. The common eigenspace is generated by $\overline{V}_4 = V = I_4$ over $\mathbb{F}_3^{21}$, which is the splitting field of $x^{23} - 1$. We have $\mathbb{C}_\text{HT} = \{\overline{0}_4\}$ and therefore $d(\mathbb{C}_\text{HT}) = \infty$. Hence, Theorem [11] yields $d(C) \geq d_P$. The cyclic code $C_{\overline{\Omega}}$ has minimum distance $d_{\text{min}} = 6 = d(C)$. Note that the Roos bound yields the exact distance of $C_{\overline{\Omega}}$. Let $N = \{\eta^{13}, \eta^{14}\}$ and $M = \{\eta^0, \eta^3, \eta^9, \eta^{12}\}$. Then $d_N = 3$ and $M' = \{\eta^0, \eta^3, \eta^9, \eta^{12}\} = \{\eta^{11} : 0 \leq i \leq 4\}$, so $|M'| = 5 \leq 4 + 3 - 2$. We get $d_{MN} \geq 4 + 3 - 1$, where $C_{\text{MN}} = \{\overline{0}_4\}$. However, the shift bound estimates 5 for $d(C_{\overline{\Omega}})$ (see [12] Example 26.7), hence Corollary [12] ii. is sharp here.

In [15], Semenov and Trifonov compared their BCH-like spectral bound with several other bounds given for QC codes. In Table I we compare the estimates of the general spectral bound given in [12] with the ST and ZL bounds for a number of binary and ternary codes.

| No | $q$ | $\lambda$ | $m$ | $\ell$ | $d_{\text{BCH}}$ | $d_{\text{HT}}$ | $d_{\text{ST}}$ | $d_{\text{ZL}}$ | $I$ for $\overline{\Omega}$ |
|----|----|----|----|----|----------------|----------------|----------------|----------------|------------------|
| 1  | 2  | 1  | 23 | 2  | 5             | 5              | 5              | 5              | 1-4,6,8,9,12,13,16,18 |
| 2  | 33 | 2  | 8  | 10 | 12            |                |                |                | 0,3,5,7,9,15,18-24,26,28,30 |
| 3  | 39 | 2  | 7  | 8  | 12            |                |                |                | 3,6,7,9,12-15,17-19,21,23,24,26,31,33,38 |
| 4  | 21 | 3  | 5  | 6  | 8             |                |                |                | 3,5-7,9,10,12-15,17-20 |
| 5  | 33 | 3  | 5  | 8  | 11            |                |                |                | 1-4,6,8,9,11,12,15-18,21,22,24,25,27,29-32 |
| 6  | 1  | 13 | 2  | 4  | 5             | 6              |                |                | 0,2,4,6,10,12 |
| 7  | 20 | 2  | 5  | 5  | 8             |                |                |                | 0,1,3,5-7,10,12,15,16 |
| 8  | 40 | 2  | 11 | 17 | 20            |                |                |                | 0,2,4-8,11-19-21-26,28,29,31-39 |
| 9  | 26 | 3  | 5  | 8  | 10            |                |                |                | 1-4,6,8-10,12,13,17,18,20,22,23-25 |
| 10 | 44 | 3  | 10 | 11 | 18            |                |                |                | 0-7,9-13-15-23,25,27-29-31,33,35-37,39,41,43 |
| 11 | 3-1 | 20 | 2  | 4  | 5             | 6              |                |                | 3,6,10-12,14,15,17-19 |
| 12 | 28 | 2  | 4  | 6  | 9             |                |                |                | 0-2,4,6,7,9-11-13,17,19,22,24 |
| 13 | 41 | 2  | 11 | 13 | 20            |                |                |                | 0-4,6,7,9-14-17,19-21-23,26-31,33,34,36-40 |
| 14 | 28 | 3  | 3  | 4  | 6             |                |                |                | 3,10,14,15,17,18,23,24,26,27 |
| 15 | 28 | 3  | 7  | 9  | 11            |                |                |                | 0-2,4-9-11-13,16,17,19-22,24,25 |

TABLE I

Spectral bound versus ST and ZL bounds
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