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Abstract

During treatment of infections with antibiotics in critically ill patients in the intensive care, resistance often develops. This study aims to establish whether under those conditions this resistance can develop *de novo* or that genetic exchange between bacteria is by necessity involved. Chemostat cultures of *Pseudomonas aeruginosa* were exposed to treatment regimes with ceftazidime and meropenem that simulated conditions expected in patient plasma. Development of antibiotic resistance was monitored and mutations in resistance genes were searched for by sequencing PCR products. Even at the highest concentrations that can be expected in patients, sufficient bacteria survived in clumps of filamentous cells to recover and grow out after 3 to 5 days. At the end of a 7 days simulated treatment, the minimal inhibitory concentration (MIC) had increased by a factor between 10 and 10,000 depending on the antibiotic and the treatment protocol. The fitness costs of resistance were minimal. In the resistant strains, only three mutations were observed in genes associated with beta-lactam resistance. The development of resistance often observed during patient treatment can be explained by *de novo* acquisition of resistance and genetic exchange of resistance genes is not by necessity involved. As far as conclusions based on an *in vitro* study using *P. aeruginosa* and only two antibiotics can be generalized, it seems that development of resistance can be minimized by treating with antibiotics in the highest concentration the patient can endure for the shortest time needed to eliminate the infection.

Introduction

Antimicrobial treatment of critically ill patients in the intensive care is often complicated by antimicrobial resistance (AMR) development of the targeted microorganisms, even though
these were susceptible at the start of treatment [1]. The acquired resistance complicates any further antimicrobial treatment that might be needed and can endanger the health of the patient in the case of recurring infections and should therefore be prevented as much as possible. Conversely, timely and appropriate antibiotic therapy significantly reduces mortality in septic patients on ICU’s [2–4] and resistance decreases the chance of appropriate empirical therapy.

Rational design of strategies to prevent development of resistance require a thorough understanding of the processes causing it. Antibiotic resistance can be acquired by transfer of genetic information between bacteria at the infection site, or it can develop de novo through genetic mutations, as a result of exposure to the drug [5,6]. Alternatively, it is conceivable that the resistant variants of the target pathogen were present before start of the treatment, but due to extremely low prevalence did not influence the measured minimal inhibitory concentration (MIC). For optimization of treatment protocols aimed at eliminating an infection successfully without causing emergence of resistance it is important to distinguish between these scenarios. Due to the complexity of all potential and actual interactions between microbes at an infection site, it is not possible to ascertain with certainty the occurrence of de novo development of resistance in patients during treatment. Simulation of the treatment in chemostats, however, can provide the necessary controlled and reproducible conditions.

A generally accepted principle for treatment protocols to prevent development of resistance is to have the antibiotic concentration exceed the mutant prevention concentration (MPC) for as much of the treatment period as possible [7]. Treatment principles are based on the average susceptibility of the targeted microbes. However, there is considerable variability between individual bacterial cells and microbes possess effective strategies to rapidly increase their resistance against antibiotics [8,9]. As a result, treatment principles that are based on the functional average cannot exclude the possibility of a few cells surviving and becoming resistant. Though some general guidelines for antibiotic stewardship have been formulated [10], the actual influence of different treatment protocols on the likelihood that resistant cells will emerge is poorly understood [11]. This study addresses the question whether under conditions mimicking those at an infection site during antibiotic treatment, pathogens can survive and emerge resistant to the antibiotic that was applied. *Pseudomonas aeruginosa* was chosen as model organism because it is a major nosocomial pathogen associated with high mortality rates among critically ill patients [12]. Two commonly used drugs to treat *P. aeruginosa* infections, ceftazidime and meropenem, were selected to represent the third-generation cephalosporins with anti-*Pseudomonas* activity, and the carbapenem class of antibiotics, respectively.

**Materials and Methods**

**Selection of drug level exposure to ceftazidime and meropenem**

Ceftazidime and meropenem concentration-time curves were computer-simulated following clinically used dosing regimens for ceftazidime (a 1000 mg iv loading dose followed by a continuous infusion of 3000 mg over 24 h) and meropenem (a 1000 mg iv bolus infusion administered over 30 minutes three times per day). The simulations were performed on the basis of published population pharmacokinetic models for ceftazidime and meropenem in critically ill patients. These models also account for inter-individual variability in drug exposure [13,14]. One thousand simulations per drug were performed, resulting in a range of concentration-time profiles representative for the critically ill patient population treated according to the applied dosing regimens. From this range, the 5, 50 and 95 percentile of the concentration-time profiles of ceftazidime and meropenem were selected to be mimicked in the chemostat. The 50 percentile was chosen to represent the exposure in a typical critically ill patient, while the 5 and 95
percentile were chosen to illustrate the inter-individual variability in drug exposure within the population. Simulations were performed with nonlinear mixed effects modeling (NONMEM) software package, (version 7.2, ICON plc, Dublin, Ireland).

**Bacterial strain, Antibiotics, Growth medium and culture conditions**

The strain used throughout the study was the antibiotic-susceptible wild type strain *Pseudomonas aeruginosa* ATCC27853. Cultures were grown at 37°C in cation-adjusted Mueller Hinton Broth (Sigma-Aldrich), autoclaved at 115°C for 10 minutes. Continuous cultures were performed in Sixfors fermenter vessels (Infors AG, Bottingen, Switzerland) with a working volume of 250 mL, air flow 0.1 l/min, at 37°C and stirred at 250 rpm. In the absence of antibiotics cell density was approximately \(10^9\) cells/ml. The pH was regulated at 7.0 by automatically adding sterile 2 N NaOH. Samples were taken at exactly 24 h intervals for a variety of parameters, such as optical density (OD595), MIC and maximal growth rate (\(\mu_{\text{max}}\)) measurement, bacterial cell morphological observation, bacterial cell counts and sequencing of resistance genes. Steady state was assumed when after a minimum of 5 volume changes all culture parameters had reached constant values. A dilution rate of 0.3 h\(^{-1}\) was chosen to mimic the submaximal growth rate that pathogens can be expected to have at an infection site. To determine maximum growth rates (\(\mu_{\text{max}}\)) the growth of batch cultures was followed for 23 hours by measuring the optical density at 595 nm. The \(\mu_{\text{max}}\) was calculated based on the averaged growth rates during exponential phase of 4 independent replicates.

The correct antibiotic concentration-time profiles in the chemostat were maintained by computer controlled continuous infusion of ceftazidime and programmed interval pumping of meropenem. Stock solutions of ceftazidime (Fresenius Kabi) and meropenem (Fresenius Kabi) were prepared freshly for every experiment by dissolving the drugs in water and filter sterilizing (0.2 \(\mu\)m). To allow for continuous infusion in the culture, ceftazidime was added to the culture medium stock bottle which was kept on ice throughout experiments, and changed once in two days. The stability of ceftazidime in culture medium kept on ice was tested and no significant degradation was seen over a period of three days. Meropenem is unstable even at low temperature [15,16]. Therefore, the experimental drug concentration was maintained by computer controlled pumping of stock solutions kept on ice for a maximum of 8 hours.

**Minimum inhibitory concentration (MIC) and mutant prevention concentration (MPC)**

MIC was measured by following growth in 96-well plates as described previously [17]. The antibiotic concentrations ranged from 0.06 mg/l to 1,024 mg/l. All measurements were performed in duplicates which had identical results in all measurements. The MIC was defined as the minimal concentration of antibiotic that limited growth to an OD595 of 0.2 or less after 23 h. The starting OD was 0.05.

MPC was determined by inoculating \(>10^{10}\) cells on antibiotic containing Mueller-Hinton agar plates (Sigma-Aldrich). The reported MPC is the lowest concentration that showed no growth after 48 hours at 37°C. All tests were performed in four replicates.

**Cell density, Cell counting and morphological observation**

The cell density was measured spectrophotometrically at a wave length of 595 nm. Cell morphology was observed microscopically using a light microscope at 400X. The total cell number of intact bacteria was determined by colony counts of bacteria grown on antibiotic-free agar plates after appropriate dilutions. To establish the resistant fraction, equal volumes were spread on LB agar plates containing antibiotics. The drug concentrations were 8 mg/l, 24 mg/l and
48 mg/l for ceftazidime, representing the 5, 50 and 95 percentile steady-state concentrations resulting from the computer simulation. For meropenem the 5, 50 and 95 percentile trough concentrations were 0.6 mg/l, 5 mg/l and 15 mg/l respectively. The number of colonies observed after overnight incubation on plates containing a specific antibiotic concentration was used as measure for the number of cells being able to survive at this concentration. This number was divided by total cell count on plates without antibiotics to determine the resistant fraction at that concentration.

Amplification and sequencing of resistance genes

Mutational changes that are likely to contribute to resistance were identified in a separate study by whole genome sequencing of cultures that had been made resistant by exposure to step-wise increasing concentrations of ceftazidime or meropenem (manuscript in preparation). Such mutations were found in the following genes in ceftazidime exposed cells: \textit{ampD, dacB, hfq}, and \textit{yerD} and in cells adapted to meropenem: \textit{oprD, mexR} and \textit{mexB}. PCR products of four colonies were sequenced to detect the presence of mutations in these genes related to meropenem resistance, but fourteen in the case of ceftazidime, because these sometimes occurred in low frequency. The primers used for PCR to amplify the relevant regions are given in Table 1.

Statistical analysis

In all experiments duplicate measurements were performed for most parameters, with the notable exception of cell counts, as this parameter showed noticeable variation between replicates and was therefore carried out in fourfold. Still, only rarely the difference between the highest and lowest value exceeded 10%. To ascertain reproducibility all experiments were repeated, with invariably an almost identical outcome. Of all experiments only the first version is reported, as averaging values would not be correct, since each datapoint depends on the preceding and therefore replicates are not independent measurements. Including both experiments in the graphs would result in an uninterpretable figure. As differences in values of minimally a factor of 10, but up to 10,000, were measured with a precision of a factor of 2, P values always were less than 0.001, making statistical analysis irrelevant.

Table 1. Primers used for PCR reactions to amplify the relevant regions of the indicated genes.

| Gene | Oligonucleotide sequence |
|------|--------------------------|
| \textit{ampD} | Forward 5’ GTAGACCCACCAACGAGAAG 3’  
Reverse 5’ AATACCTTTCTCTGGADGC 3’ |
| \textit{dacB} | Forward 5’ ATGGGGCCCTGGGGAAT 3’  
Reverse 5’ TTGGGCTGATGTCGCTCGT 3’ |
| \textit{hfq} | Forward 5’ CCGTCCCCAGACTCCACCA 3’  
Reverse 5’ TTGTCCGTCTCGTTTCGCG 3’ |
| \textit{yerD} | Forward 5’ GACATGAAACAGCGGAGAAG 3’  
Reverse 5’ CGAAGAGGCTGACTACCCA 3’ |
| \textit{oprD} | Forward 5’ CTGCGTGCTATAAGTTAG 3’  
Reverse 5’ CTGCGTGCTATAAGTTAG 3’ |
| \textit{mexR} | Forward 5’ AAGCGGATACCTGAAACG 3’  
Reverse 5’ AAGCCTCGGTGTTTCAACCA 3’ |
| \textit{mexB} | Forward 5’ TCGAGGTGAAGACCGTGTTGAGATC 3’  
Reverse 5’ TGGTAGGTCGGGATCGA 3’ |

doi:10.1371/journal.pone.0149310.t001
Results

The 5, 50, and 95 percentile concentration-time profiles resulting from the computer-simulations, which are representative for the expected concentration-time profiles in critically ill patients, were mimicked for each antibiotic in the chemostat. The acquired concentration-time profiles in the chemostat matched with the simulated ceftazidime and meropenem concentration-time curves as intended \[13,14\] (Fig 1). There was considerable inter-individual variation in the concentrations calculated for patients, which is illustrated by the large difference between the 5 and 95 percentile values for both antibiotics. Both antibiotics showed a rapid drop in concentration after the initial loading dose, which could not be completely mimicked in the chemostat. Otherwise the simulated and the chemostat antibiotic concentrations were equivalent. The measured mutation prevention concentrations (MPC) were 48± 18.5 mg/l for ceftazidime and 16±9.2 mg/l for meropenem, which are approximately the 95 percentile concentrations of these two drugs.

The bacterial cell density of the culture decreased by 2 to 4 factors of ten within the first 1–5 days (Fig 2). Decrease and recovery depended on the antibiotic concentrations applied. In all cases, the cultures almost completely returned to the initial density within maximally 7 days. The fastest recovery happened at the 5 percentile concentration of ceftazidime and the slowest upon exposure to the 95 percentile concentration of meropenem. In none of the experiments a wash-out occurred, as would be indicated by a complete disappearance of all bacterial cells. Instead, already after 24 hours the initial rapid decline slowed and some growth took place, though initially not always enough to completely counterbalance the dilution rate of 0.3 h⁻¹.

Cell morphology was observed under the microscope at several stages during initial exposure to antibiotics and the subsequent recovery. In Fig 3, the morphology of a culture grown in the absence of ceftazidime is compared to that of a culture exposed to ceftazidime at the time

Fig 1. Comparison of the computer-simulated 5, 50, and 95 percentile concentrations of ceftazidime and meropenem as a function of time in critically ill patients and the concentrations achieved in the chemostat.

doi:10.1371/journal.pone.0149310.g001
when the cell density was lowest. Long filaments were seen when the culture was stressed upon initial exposure to ceftazidime. After the cultures recovered, the morphology was identical to that of the starting culture. The results at different concentrations were very similar and so was the morphology upon exposure to meropenem.

The MIC increased by between 4 and 7 two-fold increasing steps during the length of the simulated treatment (Fig 4). For both antibiotics, the most rapid increase occurred at the median concentration. The 5 percentile concentration yielded a smaller and slower increase in MIC. The cells exposed to the highest drug level (95 percentile) were the last to show an increased MIC, however the final MIC values were the highest. After a continuously increasing phase, the MICs remained constant for all concentrations. The adaptation to meropenem seemed to require more time than to ceftazidime.

When resistance develops during antibiotic treatment of an infection, initially only a minute fraction of the total number of cells will be resistant. Still, the size and existence of this fraction is highly relevant as it forms the source for outgrowth of the resistant pathogens later on (Fig 5). The fraction of cells resistant to the 5, 50 and 95 percentile concentrations was determined

![Graphs showing density of cultures](image)

**Fig 2.** Density of a culture of *P. aeruginosa* exposed to ceftazidime and meropenem in the chemostat ($D = 0.3 \, h^{-1}$) at concentrations simulating the 5, 50 and 95 percentile of the concentration-time profiles as they are expected in critically ill patients. Cultures were in steady state in the absence of antibiotics before day 0.

doi:10.1371/journal.pone.0149310.g002

![Images showing cell morphology](image)

**Fig 3.** Comparison of cell morphology of regular growing culture and a culture growing at the 50 percentile concentration of ceftazidime during the initial exposure. Exposure to other concentrations of ceftazidime and all experimental concentrations of meropenem yielded a similar morphology.

doi:10.1371/journal.pone.0149310.g003
by plating on agar plates containing these levels of each antibiotic. The largest fraction resistant to ceftazidime arose in the culture exposed to the 50 percentile level. Already after 2 days almost all cells were resistant at the 5 and 50 percentile concentrations and approximately 1% at the 95 percentile concentration. After exposure at the 5 percentile levels, only about 0.01% was resistant at the 95 percentile concentration, with no increase after 2 days. At the highest exposure, 95 percentile, it took longer for resistant cells to appear, but once that happened all cells were highly resistant. Exposure to meropenem yielded two major differences: At the start

![Figure 4. Minimum inhibitory concentrations (MIC) of *P. aeruginosa* culture as a function of time (days) during exposure to the 5, 50, and 95 percentile of concentration-time profiles as they are to be expected in critically ill patients of ceftazidime (left panel) and meropenem (right panel) in chemostats (D = 0.3 h⁻¹).](image)

doi:10.1371/journal.pone.0149310.g004

![Figure 5. Fraction of cells from chemostat cultures that can grow on plates containing the 5, 50, 95 percentile of the ceftazidime steady-state concentration and the meropenem trough concentration (8 hour after drug administration) as these are to be expected in critically ill patients, as a function of time (days) during growth at the indicated antibiotic levels.](image)

doi:10.1371/journal.pone.0149310.g005
of the experiment a $10^{-5}$ fraction was resistant at the 5 percentile level, but the time it took to develop constant levels of resistance was much longer, up to 7 days.

The maximum growth rate ($\mu_{\text{max}}$) is often considered a measure for the relative fitness of bacteria. To examine whether the acquisition of resistance was accompanied by a loss of relative fitness, the $\mu_{\text{max}}$ in the absence of antibiotics was determined on samples taken from the chemostat cultures exposed to the highest level (95 percentile) of ceftazidime and meropenem. In response to growth at these drug levels, the $\mu_{\text{max}}$ decreased slightly in cells that became resistant to ceftazidime and decreased for only one day upon exposure to meropenem (Fig 6). The small difference suggests that relative cell fitness was barely affected during the evolution of drug resistance.

Contrary to the expectations based on whole genome sequencing of strains made resistant to very high concentrations of antibiotics by step-wise increasing exposure, the number of mutations detected after growth in the presence of ceftazidime and meropenem was very limited. Exposure to ceftazidime yielded two point mutations in ampD gene (Stop86E and V155G) (Table 2). In the case of meropenem several mutations were detected in oprD: Two point mutations (E107D, G166S), an insertion of C between position 389 and 390 and a deletion of A at position 296. In only one condition, exposure to the 95 percentile for 7 days, an insertion of G occurred between position 296 and 297 of mexR. Mutations occurred either relatively shortly after the start of the exposure, or only at the very end and only at the highest concentration, in the case of mexR and meropenem.

**Discussion**

The whole range of simulated antibiotic concentrations could induce the development of antibiotic resistance in slow-growing cultures of *P. aeruginosa* within 7 days, even at the highest drug levels. These results nicely dovetail with an earlier study that used shorter duration of exposure and less varied conditions [18]. It is therefore likely that similar processes occur during actual antibiotic therapy. Given the experimental conditions, these observations indicate that horizontal gene transfer is not required for development of resistance within a short time span during treatment. This seemingly contradicts, at least in the case of *P. aeruginosa*, the
theory that high dosing is sufficient to avoid resistance development as the drug kills pathogenic bacteria before the bacteria have the chance to evolve drug resistance [7,11]. Apparently bacterial cells can survive and recover under conditions that do not allow normal growth. In any event, these observations may explain the occurrence of resistant infections shortly after high dose treatment was applied in the clinical setting [1].

The de novo development of antibiotic resistance is a complex interplay of initial changes in expression levels of a large number of genes and subsequent mutations in a few specific genes [5,8,9,19]. Some forms of resistance induce almost no fitness costs, hence a resistant mutant can often maintain itself once it emerges in a bacterial population [20]. Simulation of empirical treatment of infections by primary care physicians by exposing *Escherichia coli* to therapeutic concentrations of antibiotics during short time periods, resulted in resistance levels which could complicate subsequent treatment should this be necessary [21]. Protocols for treatment in the intensive care are explicitly designed to prevent this emergence of resistance [22]. In this study, however, exposure of *P. aeruginosa* to concentrations of ceftazidime and meropenem equal to those in the plasma of IC-patients for the usual treatment duration did allow resistant cells to develop and grow out and to finally dominate the culture. Combining the considerations discussed above, it seems that from the viewpoint of prevention of emergence of resistance, treatment with the highest dose the patient can endure for the shortest time that eliminates the infection, may be optimal.

The survival of 0.001%- 1% of cells at drug concentrations of 1 to 15 times the MIC observed in this study could possibly be attributed to drug resistance heterogeneity [23], collective resistance [24,25], the production of filaments [26,27], or a combination of these. According to the concept of resistance heterogeneity, a few cells among a population could temporarily tolerate higher drug concentrations by modifying cellular functions relevant to drug resistance, e.g. drug efflux, drug degrading enzymes, metabolic dormancy, etc. [8,28]. If the drug pressure is continued, these phenotypically resistant cells could acquire genetic mutations to achieve long lasting resistance [9]. The filamentation observed in this study at moments that the cells are under severe stress resulting from exposure to the antibiotics, is fully in line with the concepts described above.

The in some cases observed absence of cells able to grow at antibiotic concentrations encountered in the growth medium can be explained by assuming that the proportion of

| Time | Tested genes | ampD | oprD | mexR |
|------|--------------|------|------|------|
|      | 5% | 50% | 95% | 5% | 50% | 95% | 5% | 50% | 95% |
| D1   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   |
| D2   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   |
| D3   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   |
| D4   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   |
| D5   | -  | -   | -   | -  | -   | -   | -  | -   | -   |
| D6   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   |
| D7   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   | ✓  | ✓   | ✓   |

Four and 14 randomly selected colonies were tested for meropenem and ceftazidime culture, respectively. No mutations were found in *dacB*, *hfq*, *yerD* and *mexB*.

doi:10.1371/journal.pone.0149310.t002
phenotypic resistant cells in the culture is below the detection limit of 10 cells/ml. According to the collective resistance theory [24,25], a small fraction of cells can escape the killing by lethal drug concentrations through co-operation among the susceptible cells by e.g. cooperative antibiotic inactivation, formation of biofilms, clustering, etc. Absence of resistant cells at the beginning of the treatment corresponds well with this explanation. The morphological changes seen in this study indicate that filamentation may be an essential step bacteria use to establish antibiotic resistance, in agreement with other studies [24,26,27]. Essential for this concept are the multiple chromosomes encompassed in a single filament. Recombination among these chromosomes on the one hand helps repairing DNA damage caused by antibiotic exposure, on the other hand it accelerates drug resistance evolution by increasing the mutagenesis rate [26]. Once the mutant chromosome is generated, it would be separated from the filament and propagate normal sized, resistant progeny.

The initial cell density in the chemostats of approximately $10^9$ CFU/ml was much larger than that in bacteremia ($10^{4-6}$ CFU/ml), but comparable to what is found outside of the systemic circulation [29,30]. The cell number can increase to as much as $10^{8-10}$ CFU/mL in *Pseudomonas* biofilms, e.g. in sputum samples of cystic fibrosis patients [29,30]. Population size is one of the key factors influencing the evolution of antibiotic resistance [31]. Resistant subpopulations are present in low frequencies (i.e. $10^{-6}-10^{-8}$), so large population sizes will boost the rate at which bacteria can evolve [7]. In addition, collective resistance is expected to occur more readily at high cell density. The dependence of the evolutionary path on the selective power [32,33], may explain the observation that the time required for emergence of resistance increases and that the fraction of resistant cells decreases with increasing antibiotic concentration. This notion is further supported by the observation that at some concentrations cells resistant to different antibiotic levels were co-selected and their ratio maintained to the end.

Even at the highest tested concentrations as they are expected in patients, drug resistance will emerge and develop if treatments last long enough, underscoring the importance of limiting the length of treatments. The importance of short treatments is further stressed by the observation that the decrease of maximal growth rate of resistant cells is of short duration. Once cells have become resistant, the growth rate rapidly restores to rates comparable to those of susceptible cells. Hence an infection can be hardly cleared in subsequent treatments [34]. Once drugs kill the majority of the pathogenic bacteria, the immune system usually normally clears the left-over cells [35]. Therefore the survival of a small number of cells and the following development of resistance under adequate drug exposure will less likely happen in patients with competent immunity. Consequently, attention should be given to the design of the dosing regimen for patients with compromised immunity.

The overall conclusion of this study is that even the highest antibiotic concentrations measured in patients, although considerably exceeding the MIC, can still induce development of antibiotic resistance in a realistic treatment time. Induction of resistance occurs more rapidly at the lower concentrations than at the higher levels. The consequences are not only development of high levels of resistance but also recovery of fitness of resistant variants within the time frame of the treatment. This in turn might severely hamper a subsequent treatment, should this be necessary. Therefore, to prevent the occurrence of antibiotic resistance, strategies of high doses combined with the shortest treatment courses that is sufficiently effective, seem most effective.

**Supporting Information**

S1 File. Original data of graphs 3, 4 and 5.

(XLSX)
Acknowledgments

This study was financed by The Netherlands Food and Consumer Product Safety Authority and a scholarship of the Chinese Research Council for Yanfang Feng. The authors wish to thank Nadine Händel for assistance in running the chemostats.

Author Contributions

Conceived and designed the experiments: YF CH RvH BtK. Performed the experiments: YF CH RvH. Analyzed the data: YF CH RvH SB CS BtK. Contributed reagents/materials/analysis tools: CH RvH CS. Wrote the paper: YF CS SB BtK.

References

1. Brusselaers N, Vogelaers D, Blot S (2011) The rising problem of antimicrobial resistance in the intensive care unit. Ann Intensive Care 1: 47. doi: 10.1186/2110-5820-1-47 PMID: 22112929
2. Gaieski DF, Mikkelsen ME, Band RA, Pines JM, Massone R, Furia FF, et al. (2010) Impact of time to antibiotics on survival in patients with severe sepsis or septic shock in whom early goal-directed therapy was initiated in the emergency department. Crit Care Med 38: 1045–1053. doi: 10.1097/CCM.0b013e3181cc4824 PMID: 20048677
3. Garnacho-Montero J, Garcia-Garmendia JL, Barrero-Almodovar A, Jimenez-Jimenez FJ, Perez-Paredes C, Ortiz-Leyba C (2003) Impact of adequate empirical antibiotic therapy on the outcome of patients admitted to the intensive care unit with sepsis. Crit Care Med 31: 2742–2751. PMID: 14668610
4. Kumar A, Roberts D, Wood KE, Light B, Parrillo JE, Sharma S, et al. (2006) Duration of hypotension before initiation of effective antimicrobial therapy is the critical determinant of survival in human septic shock. Crit Care Med 34: 1589–1596. PMID: 16625125
5. Toprak E, Veres A, Michel JB, Chait R, Hartl DL, Kishony R (2012) Evolutionary paths to antibiotic resistance under dynamically sustained drug selection. Nat Genet 44: 101–105.
6. van der Horst MA, Schuurmans JM, Koenders BB, Ter Kuile BH (2011) De Novo Acquisition of Resistance to Three Antibiotics by Escherichia coli. Microb Drug Resist 17: 141–147. doi: 10.1089/mdr.2010.0101 PMID: 21235391
7. Drlica K, Zhao X (2007) Mutant selection window hypothesis updated. Clin Infect Dis 44: 681–688. PMID: 17278059
8. Handel N, Schuurmans JM, Brul S, Ter Kuile BH (2013) Compensation of the Metabolic Costs of Antibiotic Resistance by Physiological Adaptation in Escherichia coli. Antimicrob Agents Chemother 57: 3752–3762. doi: 10.1128/AAC.02096-12 PMID: 23716056
9. Handel N, Schuurmans JM, Feng Y, Brul S, Ter Kuile BH (2014) Interaction between Mutations and Regulation of Gene Expression during Development of De Novo Antibiotic Resistance. Antimicrob Agents Chemother 58: 4371–4379. doi: 10.1128/AAC.02892-14 PMID: 24841263
10. Fish DN, Ohlinger MJ (2006) Antimicrobial resistance: factors and outcomes. Crit Care Clin 22: 291–311, vii. PMID: 16678001
11. Roberts JA, Kruger P, Paterson DL, Lipman J (2008) Antibiotic resistance—what's dosing got to do with it? Crit Care Med 36: 2433–2440. doi: 10.1097/CCM.0b013e318180fe62 PMID: 18596628
12. Blot S, Vandewoude K, Hoste E, Colardyn F (2003) Reappraisal of attributable mortality in critically ill patients with nosocomial bacteraemia involving Pseudomonas aeruginosa. J Hosp Infect 53: 18–24. PMID: 12495681
13. Benko AS, Cappelletty DM, Kruse JA, Rybak MJ (1996) Continuous infusion versus intermittent administration of ceftazidime in critically ill patients with suspected gram-negative infections. Antimicrob Agents Chemother 40: 691–695. PMID: 8851394
14. Delattre IK, Musuamba FT, Jacqmyn P, Taccone FS, Laterre PF, Verbeeck RK, et al. (2012) Population pharmacokinetics of four beta-lactams in critically ill septic patients comedicated with amikacin. Clin Pharmacokinet 45: 780–786. doi: 10.1007/acl.2012.03.030 PMID: 22503878
15. Berthoin K, Le Duff CS, Marchand-Brynaert J, Carryn S, Tulkens PM (2010) Stability of meropenem and doripenem solutions for administration by continuous infusion. J Antimicrob Chemother 65: 1073–1075. doi: 10.1093/jac/dkq344 PMID: 20176978
16. Smith SV, Gould IM (2004) Optimization of antibiotic dosing schedules in the light of increasing antibiotic resistance. Expert Rev Anti Infect Ther 2: 227–234. PMID: 15462188
17. Schuurmans JM, Nuri Hayali AS, Koenders BB, ter Kuile BH (2009) Variations in MIC value caused by differences in experimental protocol. J Microbiol Methods 79: 44–47. doi: 10.1016/j.mimet.2009.07.017 PMID: 19635505

18. Henrichfreise B, Wiegand I, Luhmer-Becker I, Wiedermann B (2007) Development of resistance in wild-type and hypermutable Pseudomonas aeruginosa strains exposed to clinical pharmacokinetic profiles of meropenem and ceftazidime simulated in vitro. Antimicrob Agents Chemother 51: 3642–3649. PMID: 17682103

19. Singh R, Swick MC, Ledesma KR, Yang Z, Hu M, Zechiedrich L, et al. (2012) Temporal interplay between efflux pumps and target mutations in development of antibiotic resistance in Escherichia coli. Antimicrob Agents Chemother 56: 1680–1685. doi: 10.1128/AAC.05693-11 PMID: 22232279

20. Melnyk AH, Wong A, Kassen R (2015) The fitness costs of antibiotic resistance mutations. Evol Appl 8: 273–283. doi: 10.1111/eva.12196 PMID: 25861385

21. Feng Y, Händel N, de Groot M, Brul S, Schultsz C, ter Kuile B (2014) Experimental Simulation of the Effects of an Initial Antibiotic Treatment on a Subsequent Treatment after Initial Therapy Failure. Antibiotics 3: 49.

22. Kollef MH (2001) Optimizing antibiotic therapy in the intensive care unit setting. Crit Care 5: 189–195. PMID: 11511331

23. Sanchez-Romero MA, Casadesus J (2014) Contribution of phenotypic heterogeneity to adaptive antibiotic resistance. Proc Natl Acad Sci U S A 111: 355–360. doi: 10.1073/pnas.1316084111 PMID: 24351930

24. Lee HH, Molla MN, Cantor CR, Collins JJ (2010) Bacterial charity work leads to population-wide resistance. Nature 467: 82–85. doi: 10.1038/nature09354 PMID: 20811456

25. Vega NM, Gore J (2014) Collective antibiotic resistance: mechanisms and implications. Curr Opin Microbiol 21: 28–34. doi: 10.1016/j.mib.2014.09.003 PMID: 25271119

26. Bos J, Zhang Q, Vyawahare S, Rogers E, Rosenberg SM, Austin RH (2015) Emergence of antibiotic resistance from multinucleated bacterial filaments. Proc Natl Acad Sci U S A 112: 178–183. doi: 10.1073/pnas.1420702111 PMID: 25492931

27. Justice SS, Hunstad DA, Cegelski L, Hultgren SJ (2008) Morphological plasticity as a bacterial survival strategy. Nat Rev Microbiol 6: 162–168. PMID: 18157153

28. Fernandez L, Breidenstein EB, Hancock RE (2011) Creeping baselines and adaptive resistance to antibiotics. Drug Resist Updat 14: 1–21. doi: 10.1016/j.drup.2011.01.001 PMID: 21287662

29. Hoiby N, Krogh Johansen H, Moser C, Song Z, Ciofu O, Kharazmi A (2001) Pseudomonas aeruginosa and the in vitro and in vivo biofilm mode of growth. Microbes Infect 3: 23–35. PMID: 11226851

30. Jin L, Li J, Nation RL, Nicolazzo JA (2012) Effect of systemic infection induced by Pseudomonas aeruginosa on the brain uptake of colistin in mice. Antimicrob Agents Chemother 56: 5240–5246. doi: 10.1128/AAC.00713-12 PMID: 22850514

31. Martinez JL, Baquero F (2000) Mutation frequencies and antibiotic resistance. Antimicrob Agents Chemother 44: 1771–1777. PMID: 10858329

32. Mogre A, Sengupta T, Veetil RT, Ravi P, Seshasayee AS (2014) Genomic analysis reveals distinct concentration-dependent evolutionary trajectories for antibiotic resistance in Escherichia coli. DNA Res 21: 711–726. doi: 10.1093/dnares/dsu032 PMID: 25281544

33. Oz T, Guvenek A, Yıldız S, Karaboga E, Tamer YT, Mumcuyan N, et al. (2014) Strength of selection pressure is an important parameter contributing to the complexity of antibiotic resistance evolution. Mol Biol Evol 31: 2387–2401. doi: 10.1093/molbev/msu191 PMID: 24962091

34. Andersson DI (2006) The biological cost of mutational antibiotic resistance: any practical conclusions? Curr Opin Microbiol 9: 461–465. PMID: 16890008

35. Coward C, Restif O, Dybowski R, Grant AJ, Maskell DJ, Mastroeni P (2014) The effects of vaccination and immunity on bacterial infection dynamics in vivo. PLoS Pathog 10: e1004359. doi: 10.1371/journal.ppat.1004359 PMID: 25233077