Abstract

Dual encoders and cross encoders have been widely used for image-text retrieval. Between the two, the dual encoder encodes the image and text independently followed by a dot product, while the cross encoder jointly feeds image and text as the input and performs dense multi-modal fusion. These two architectures are typically modeled separately without interaction. In this work, we propose LOOPITR, which combines them in the same network for joint learning. Specifically, we let the dual encoder provide hard negatives to the cross encoder, and use the more discriminative cross encoder to distill its predictions back to the dual encoder. Both steps are efficiently performed together in the same model. Our work centers on empirical analyses of this combined architecture, putting the main focus on the design of the distillation objective. Our experimental results highlight the benefits of training the two encoders in the same network, and demonstrate that distillation can be quite effective with just a few hard negative examples. Experiments on two standard datasets (Flickr30K and COCO) show our approach achieves state-of-the-art dual encoder performance when compared with approaches using a similar amount of data.

1. Introduction

There are two widely used architectures for image-text retrieval: (i) dual encoder, with two separate streams (weights might be shared [22, 23, 43]) that encodes the image and text modalities independently, and the matching score is obtained via a simple dot product [5, 20, 29, 54]; and (ii) cross encoder, which takes the joint sequence of image and text as input, and performs dense cross-modal interactions (e.g., cross-attention [62]) in a single stream. The final image-text matching score is often predicted with a classifier [10, 42, 44]. These two types of encoders are typically learned separately without interaction.

In this work, we propose LOOPITR (pronounced similarly to Jupiter), a new model that integrates the dual and cross encoder architectures into a single network via a loop-style structure for image-text retrieval, as in Figure 1. Given a pair of image and text, we first feed both inputs into the dual encoder, independently encoding them into their respective embedding sequences, and then apply a cross encoder on top of the two encoded sequences. Rather than only injecting the supervision on the very top of the model as [40,49,60], we make both encoders learn to align the image and text modalities. The dual encoder is trained with a contrastive loss, which has shown to be good at learning representations [6, 9, 24, 54]. Meanwhile, we also use the dual encoder to mine in-batch hard negatives for cross encoder learning as [40]. Different from previous work [10] which requires additional offline computation to mine the hard negatives at every epoch, our approach does not introduce any extra training cost, as the hard negatives are readily available from the dual encoder’s contrastive scores. On the other hand, the fine-grained alignment information from the cross encoder also benefits the learning of the dual
Cross encoders tend to capture richer information than dual encoders due to their deeper cross-modal interaction. Thus, we further add a distillation loss to the architecture by distilling the image-text matching scores from the cross encoder to the dual encoder. As distillation for image-text retrieval has rarely been explored, in this work, we put our focus on the designs of this distillation objective and present comprehensive ablations around it. We first examine how to construct the score distributions for the distillation between the two architectures. The standard distillation objective [25] is designed for classification tasks and requires a teacher score distribution as input. To extend the distillation for image-text retrieval, we follow [50] to construct a set of negatives for each positive pair. In [50], all in-batch negatives are used, and only a single distribution for each image-text pair is constructed (from a text to its image negatives). In our study, we find that distillation can be effective with a few hard negatives, and that both image negatives and text negatives are useful. These findings lead to a more efficient distillation objective for image-text retrieval.

Our second investigation is on the type of teacher. By default, we use an online cross encoder teacher that learns along with the dual encoder student in the same network. We compare it with two other designs, including using an offline trained model [50] and a momentum model [24]. We observe all of these teachers work reasonably well, but the simplest online teacher performs the best. Besides, using an online teacher saves both memory (as no extra model storage is needed) and computation cost (by reusing online computation results from cross encoder training). This also simplifies the distillation process into a single run, eliminating the need to train a teacher model separately [25, 50].

Most existing image-text retrieval methods [10, 44] adopt a two-stage pipeline, pre-training followed by fine-tuning. Thus, we also study when to perform the distillation in these two stages. Experimental results suggest that distillation in pre-training gives more performance gain than that in fine-tuning, and the best performance is achieved by applying distillation in both stages.

Overall, our contributions are: (i) LOOPITR, a unified architecture that combines dual and cross encoders in the same model, with an efficient online distillation objective that improves the dual encoder for image-text retrieval; (ii) We present a comprehensive ablation of LOOPITR, with a focus on the cross-to-dual distillation objective design.

2. Related Work

Language-based Retrieval has been widely studied in various scenarios, e.g., document or passage retrieval [32, 51, 52], image retrieval [5, 10, 17, 29, 35, 54], video retrieval [37, 46, 64], and moment retrieval [1, 38, 41]. Particularly, for image-text retrieval, there are two main-stream methods: (i) dual encoder, where the input text queries and the images are encoded separately into dense vectors of the same visual semantic embedding (VSE) space using two encoders [5, 17, 22, 23, 29, 35, 50, 54]. This family of models runs fast, as the image and text similarity is simply computed via a dot product between their embeddings; and (ii) cross encoder [10, 21, 39, 42, 44, 49, 67], where the input text and image pair are jointly encoded by a cross encoder architecture, e.g., a transformer encoder [62]. While they are often treated as separate architectures, in this work we study a unified architecture that jointly learns both together. Our work shares a similar model architecture as [40], where both have the dual encoders as the base and a cross encoder on top. However, [40] primarily aims to improve the cross encoder, while we lay more focus on utilizing the more powerful cross encoder to improve the fast dual encoder. We provide a comprehensive analyses around this design.

Distillation [4, 25] is a technique for transferring knowledge from a relatively more powerful but complex model (or an ensemble of models) to a simpler one. This has been widely studied in vision [3, 19, 26, 61], language [28, 30, 34, 55, 59, 66], and multi-modal [18, 50, 63] domains. The students in most of these work learns from an offline trained teacher model. As comparison, we explore using an online teacher [57, 68] that is trained in the same network together with the student. Notably most previous works share the same prediction format between the teacher and student (e.g., both are classification scores). However, in our unified model the cross encoder teacher produces a two-way classification score while the dual encoder student produces a cosine similarity score, causing discrepancy for distillation. Thus, we propose an additional simple but important pre-processing step before distillation.

3. Method

In this section, we describe our proposed unified architecture, LOOPITR. Figure 2 shows a conceptual comparison of it to dual and cross encoders.

Dual Encoder typically consists of two encoders, an image encoder $\mathcal{F}$ that transforms the input image $x$ into a visual feature sequence $\mathcal{F}(x)$, and a text encoder $\mathcal{G}$ that transforms the text sentence $y$ into a textual feature sequence $\mathcal{G}(y)$. Two projection heads (with pooling) $\phi_\mathcal{F}$ and $\phi_\mathcal{G}$ are applied to get a vector representation for image and text respectively: $\phi_\mathcal{F}(\mathcal{F}(x))$ and $\phi_\mathcal{G}(\mathcal{G}(y))$. The similarity score of image $x$ and text $y$ is measured by dot product:

$$s_{x,y} = \phi_\mathcal{F}(\mathcal{F}(x))^T \phi_\mathcal{G}(\mathcal{G}(y)). \quad (1)$$

For brevity, we omit the notations of $\phi_\mathcal{F}$ and $\phi_\mathcal{G}$, and denote the similarity as $s_{x,y} = \mathcal{F}(x)^T \mathcal{G}(y)$. The goal of the
The dual encoder is to bring the matched image-text pairs in the embedding space closer than the unmatched ones. This is often achieved by using a image-text contrastive (ITC) loss:

\[ p_{\text{ITC}}^{(2t)} = \frac{\exp(s_{x_i,y_i}/\tau)}{\sum_j \exp(s_{x_i,y_j}/\tau)}, \quad L_{\text{ITC}} = -\frac{1}{n} \sum_{i=1}^n \left( \log p_{\text{ITC}}^{(2t)} + \log p_{\text{ITC}}^{(1t)} \right), \]

where \( \tau \) is a learned temperature parameter.

**Cross Encoder.** While the dual encoder runs fast in retrieval, it only applies an extremely shallow interaction between image and text (dot product), which in turn limits its performance. As a comparison, the cross encoder tackles the issue by using multiple layers of cross attention [62] for more fine-grained alignment between the input image patches and text tokens. Specifically, given a cross encoder \( \mathcal{H} \), it takes the image \( x \) and text \( y \) as inputs, and outputs classification scores (two classes, positive and negative) \( \mathcal{H}(x,y) = [h_{x,y}^\text{pos}, h_{x,y}^\text{neg}] = \mathcal{H}(x,y) \in \mathbb{R}^2 \), where \( h_{x,y}^\text{pos} \) denotes the classification score of the image-text pair \((x,y)\) being the positive pair (in the positive class), and \( h_{x,y}^\text{neg} \) being the negative. A softmax normalization is then applied \( p_{x,y}^{\text{ITM}} = \text{softmax}(\mathcal{H}(x,y)) \). The model is trained using an image-text matching (ITM) objective:

\[ L_{\text{ITM}} = \frac{1}{n} \sum_{i=1}^n \left( \log p_{x_i,y_i}^{\text{ITM}}[0] + \log p_{x_i,y_i}^{\text{ITM}}[1] + \log p_{x_i,y_i}^{\text{ITM}}[1] \right), \]

where \( p_{x_i,y_i}^{\text{ITM}} \) is the two-class probabilities for the \( i \)-th image-text pair \((x_i,y_i)\). \( y_i \) is a negative text w.r.t. image \( x_i \) and \( x_i \) is a negative image w.r.t. text \( y_i \). The negatives can be randomly sampled [33, 44, 49] or mined from hard negatives based on similarity scores [10, 40, 49]. In addition, during pre-training, cross encoders are often trained with a Masked Language Model (MLM) loss [14] \( L_{\text{MLM}} \).

**LoopITR: Combined Dual Encoder and Cross Encoder.** Dual encoders and cross encoders are often seen as separate architectures. In LoopITR (shown in Figure 3), we combine them together. Specifically, we use a dual encoder to produce aligned representations as the inputs to the cross encoder, i.e., the cross encoder’s matching scores are now computed as \( h(x,y) = \mathcal{H}(x,g(y)) \). It has been shown in [40] that such aligned representations help improve the cross encoder. The negatives in the cross encoder’s ITM objective \( L_{\text{ITM}} \) in Equation 4 are mined online [40] based on the dual encoder’s image-text contrastive scores.

Due to deeper interaction, the cross encoder contains more accurate matching signals than the dual encoder. We propose to distill the knowledge from the cross encoder teacher to the dual encoder student. The standard distillation objective [25] is defined for classification tasks, where a teacher probability distribution \( \mathbf{q} \in \mathbb{R}^c \) over the \( c \) classes are used as soft labels for learning student probability distribution \( \mathbf{p} \in \mathbb{R}^c \), via cross entropy \( \text{H}(\mathbf{p}, \mathbf{q}) \). However, such distribution is not directly available for image-text retrieval.

To address this issue, we construct an image negative set and a text negative set. Specifically, given a matched image-text pair \((x_i, y_i)\), we take \( m \) in-batch text hard negatives and pair it with the image \( \{(x_i, y_i)\} \), and denote \( N_{x_i}^{\text{txt}} = \{(x_i, y_i)\} \cup \{(x_i, y_i)\} \) with \( |N_{x_i}^{\text{txt}}| = m + 1 \) as the set of image-text pairs with the text hard negatives. Thus we can define the predicted probability distribution \( p_{x,y}^{\text{txt}} \in \mathbb{R}^{m+1} \) over \( N_{x_i}^{\text{txt}} \) from the dual encoder, with \( p_{x,y}^{\text{txt}} \) being its \( k \)-th element, denoting the probability of the \( k \)-th pair in \( N_{x_i}^{\text{txt}} \) being the matched pair. \( p_{x,y}^{\text{txt}} \) is computed as:

\[ p_{x,y}^{\text{txt}} = \frac{\exp(s_{x,y}/\tau)}{\sum_{(x,y)} \exp(s_{x,y}/\tau)}. \]

Note that \( s_{x,y} \) is the matching score for image-text pair
(x, y) from the dual encoder, and τ is the same temperature parameter used in Equation 2. For the cross encoder teacher, we replace s(x, y) with $h_{x,y}^{\text{pos}}$:

$$q_{i,k}^{\text{ext}} = \frac{\exp(h_{x,y}^{\text{pos}} / \tau)}{\sum_{(x,y) \in A_{i}^{\text{ext}}} \exp(h_{x,y} / \tau)},$$  \hspace{1cm} (6)

where $q_{i,k}^{\text{ext}}$ is the k-th element of the cross encoder score distribution $q_{i}^{\text{ext}} \in \mathbb{R}^{m+1}$. The loss is calculated as:

$$L_{\text{distill}}^{\text{ext}} = \frac{1}{n} \sum_{i=1}^{n} H(p_{i}^{\text{ext}}, \text{stop-grad}(q_{i}^{\text{ext}})).$$  \hspace{1cm} (7)

Since our teacher and student network are trained together within the same model, we use stop-grad to indicate stopping gradients from back-propagating to $q_{i}^{\text{ext}}$, and thus the cross encoder. This is crucial as it prevents the outputs of the network (i.e., the inputs to the loss) from “collapsing”. A similar idea has been exploited in the siamese network for representation learning [8].

The final distillation loss is a simple summation of these two terms $L_{\text{distill}} = L_{\text{distill}}^{\text{ext}} + L_{\text{distill}}^{\text{img}}$. Besides, we also use Masked Language Modeling [14] loss during pretraining. Overall, the model is trained with the sum of losses:

$$L = L_{\text{itc}} + L_{\text{itm}} + L_{\text{mlm}} + L_{\text{distill}}.$$ \hspace{1cm} (8)

Prior work [50] also proposed a distillation objective for cross encoder to dual encoder knowledge transfer. Our formulation differs from it in the following aspects: (i) negative types: we construct the negative image-text pairs for both image and text, instead of only constructing for text. In Section 4.2 we empirically demonstrate that our symmetric formulation gives the best overall performance. (ii) negative sampling method: [50] samples all the other examples within the batch as negatives for distillation, while we use only the top-m hard negatives ranked by the dual encoder.

In Section 4.2 we show that the performance saturates at as few as 4 hard negatives, indicating that only the hard negatives are informative in the distillation process. This has an important implication – that we need only compute the cross encoder scores for the top-m hard negatives, making the computation more efficient. In the extreme case of using only a single hard negative, we can directly take the inputs to $L_{\text{itm}}$ as teacher scores without extra cross encoder computation. (iii) online vs. offline teacher: we use an online teacher that is trained together with the student in the same model, while [50] follows the standard distillation [25] to use a separate offline teacher. In Section 4.2 we show that distillation from an online teacher works well. Moreover, our training can be performed in a single run without an extra run for learning the teacher model.

Model Architecture. We show an overview of our implementation of the proposed LOOPITR architecture in Figure 3. Our dual encoder consists of a separate image encoder and a separate text encoder. The image encoder is a 12-layer ViT model [15], initialized using weights from a DeiT [61] model trained on ImageNet [13] 1K dataset. The text encoder is a 6-layer transformer encoder [62] initialized from the first 6 layers’ weights of BERT-base [14]. Each transformer layer in the image and text encoders mainly consists of a self-attention layer and a feedforward net (FFN). After the input image and text are encoded, we take their [CLS] token presentations to compute dual encoder’s ITC scores.

The cross encoder is a 6-layer transformer encoder, each layer mainly consisting of a self-attention layer, a cross-attention layer and an FFN. It is initialized from the last 6-layer of BERT-base. The text output from the text encoder is forwarded as input to the cross encoder with the image output injected via the cross-attention layer as the key and value. The ITC score is computed based on the [CLS]
token representation from the last layer.

4. Experiments

4.1. Dataset and Implementation Details

Pre-Training. We pre-train our model on four popular image-text datasets, COCO Captions [7, 45], Visual Genome (VG) Captions [36], SBU Captions [53] and Conceptual Captions (CC) [56], with in total around 4M images. This is the same set of datasets used in [10, 40, 58] for pre-training. Our model is pre-trained for 30 epochs with a learning rate of 1e-4, weight decay 0.02. We use AdamW [48] optimizer and warm up the learning rate in the first 1,000 iterations followed by cosine decay to 1e-5. We also warm up the weight of the distillation loss in the first epoch from 0 to 1, and keep it to be 1 for the rest of the training. The number of negatives \( m \) is set to 4, the initial value of trainable temperature parameter \( \tau \) is set to 0.07. We use input image resolution of 256×256 and apply RandAugment [12] (without color augmentations). The batch size is set to 64 per GPU, and we use 8 NVIDIA A100 GPUs for training. The training takes around 2.5 days.

Downstream. After pre-training, we fine-tune our model on COCO [7, 45] and Flickr30K [65] for image-text retrieval. For COCO, we use the Karpathy split [31], which contains 113K training images, 5K validation images, and 5K test images. For Flickr30K, we use the standard split with 29K training images, 1K validation images, and 1K test images. Each image in these two datasets is paired with 5 captions. During fine-tuning, for both datasets, we use a batch size of 512 with input image resolution 512×512 as in [5], and a peak learning rate of 1e-5. We train the model for 10 epochs for COCO and 25 epochs for Flickr30K.

4.2. Architecture and Distillation Ablations

In this section, we study the design of this unified architecture, putting our focus on the distillation objective. If not otherwise stated, we fine-tune the models on COCO karpathy train split [31] from the same pre-trained checkpoint trained on COCO+VG+SBU+CC without distillation, and report R@1 on the 5K val split. The default input image resolution is set to 384×384. We use a batch size of 256 and train the models for 5 epochs.

How many negatives should we use? During distillation, for each text caption, we construct a bag of \( m \) hard negative images, together with its matched image to form a distribution. Similarly, we construct another distribution with \( m \) hard negative text captions and a positive text caption for each image. To understand how the number of negatives \( m \) affects the model performance, we evaluate model variants that use \( m \in \{1, 4, 9, 14, 31\} \) negative examples. The results are shown in Table 1. Compared to the base model that is fine-tuned without distillation, we notice the performance of models with distillation improve significantly for dual encoder in both text retrieval and image retrieval, while for cross encoder, the results stay similar. Note that in this experiment, distillation is only applied during fine-tuning (to save computation), we expect more significant improvement when distillation is used in both pre-training and fine-tuning, as we discuss later in this section.

It is also worth noting that, while prior work [50] uses all in-batch examples (\( m=31 \)) as negatives, here we show that using a single hard negative example (\( m=1 \)) already provides a notable performance gain for dual encoder (without introducing extra cross encoder forward cost as it reuses the negative score computed for \( L_{itm} \)), and the model performance saturates when we use 4 negatives. Since cross encoder computation is quite expensive, this makes our approach more efficient than [50].

**Hard negatives are more informative.** Our distillation strategy only considers top-\( m \) negatives to construct the distribution. In Table 2 we compare with an alternative approach that uses \( m \) random negatives for distillation. We notice that while using random negatives gives slightly better performance than not using distillation, it performs significantly worse than the model that uses hard negatives. This makes sense in that the dual encoder is already powerful enough to clearly distinguish positive examples w.r.t. most of the negative examples, and it only struggles with a few hard negatives. Therefore hard negatives are more in-

### Table 1. Effect of number of negatives in distillation (R@1 on COCO 5k val split). \( TR= \)Text Retrieval, \( IR= \)Image Retrieval. \#extra fwd pairs denotes the number of extra negative image-text pairs that are used in the cross encoder’s forward pass for computing distillation teacher score. As we can reuse one negative pair score computed for \( L_{itm} \), \#extra fwd pairs equals to \( m-1 \).

| \#negatives \( m \) | cross encoder | dual encoder | \#extra fwd pairs |
|----------------------|---------------|--------------|-------------------|
| - (w/o distillation) | 74.98         | 57.41        | 62.64             |
| 1                    | 75.02         | 57.44        | 63.10             |
| 4                    | 75.00         | 57.76        | 63.64             |
| 9                    | 74.92         | 57.63        | 63.82             |
| 14                   | 74.96         | 57.63        | 63.82             |
| 31 (all negatives)  | 74.70         | 57.31        | 63.60             |

### Table 2. Effect of negative sampling method in distillation. We use 4 negatives (i.e., \( m=4 \)) for all the models with distillation.

| negative sampling method | cross encoder | dual encoder |
|--------------------------|---------------|--------------|
| -                        | 74.98         | 57.41        |
| random                   | 74.96         | 57.55        |
| hard                     | 75.00         | 57.76        |

\footnote{Using \( m=4 \) is \( 1.4 \times \) faster in training than using all negatives (\( m=31 \)).}
Both image and text negatives are important for distillation. Our distillation involves distillation from two directions, one from the image’s perspective and another from the text’s perspective. For example, for each image, we construct a set of negative text captions along with its matched positive text caption to form a distribution for distillation, the corresponding loss is written as $L^\text{distill}_\text{img}$ in Section 3. Similarly, we have $L^\text{distill}_\text{txt}$ for each text with its negative images. In Table 3, only image negatives are considered for distillation. Here, we study how these two types of negatives affect the model performance. The results are shown in Table 3. From the table, we notice that adding image negatives significantly improves the image retrieval performance of the dual encoder, while adding text negatives boosts the performance of text retrieval. The best overall performance is achieved by combining both image and text negatives.

Should we use distillation in both pre-training and fine-tuning? Current image-text retrieval models, and vision-and-language models [10, 40, 44] in general, typically follow a two-stage training paradigm: a pre-training stage that trains the model on a large corpus of image-text data (possibly noisy), followed by a fine-tuning stage that tunes the model on a specific downstream task dataset (e.g., COCO Captions [7]). Here we study the effect of using the proposed distillation objective either only in pre-training or fine-tuning, or both. The results are shown in Table 4.

When using distillation in even only one of the stages, we notice a notable performance gain in the dual encoder compared to the model that does not use distillation. Another observation is that using distillation in pre-training provides more performance boost than using it only in fine-tuning. This is not surprising as previous work [61] shows that distillation typically benefits from training with more data and a longer training schedule. Overall, the best performance is achieved by the model that uses distillation in both pre-training and fine-tuning.

Online vs. offline teacher. Standard distillation [25] trains a student model with supervision from an offline learnt teacher model which is kept constant during distillation. In LOOPITR, we use an online teacher instead, which is dynamically evolving along with the student model. We examine the effect of using an online teacher compared to that using a standard offline teacher. The results are shown in Table 5. The offline teacher model is the trained model from Table 5a. Except for the offline teacher, we also compare with a momentum teacher that updates from the online model every step with a momentum of 0.995 (Table 5c), and two online model variants that update the teacher model by copying the online model every 10 or 100 steps (Table 5c,d), they can also be seen as momentum models with momentum 0, and update every 10 or 100 steps). From the table we see that all distillation variants improve the performance of the baseline model in Table 5a, showing that distillation is useful in all the cases. The model with offline teacher performs similarly to the model with a momentum teacher, while both being worse than the model with online teacher.

The role of stop-grad in Equation 7. In visual representation learning, SimSiam [8] suggests that stop-grad is important for siamese network from collapsing to a trivial solution. Since predictions and targets in our distillation formulation are also from the same network, it may suffer the same collapsing as siamese networks. Therefore, in Equation 7 we also use stop-grad to disable the gradients flow from the distillation loss to the cross encoder. To study the effect of using stop-grad, we compare a variant that does not use stop-grad in Table 6. We notice that, though the model performance does not collapse to a random number as in SimSiam, we do observe performance drop for both encoders, and especially for the cross encoder,
where the performance drops almost 20 points. Here we do not see a severe collapse as in SimSiam, probably because our model is also trained with other objectives (e.g., $L_{itc}$ and $L_{itm}$) instead of a single one in SimSiam.

**The effect of combining dual encoder and cross encoder.** LoopITR combines dual and cross encoder in the same architecture, optimized jointly. To examine how they affect each other, we compare the base model (without distillation) with the variants that removed the losses associated with one of them. The results are shown in Table 8. Table 8b removes the cross encoder and only trains the dual encoder part, its dual encoder performance drops significantly compared to the base model in Table 8a, suggesting that cross encoder objective is also useful in learning a better dual encoder. We hypothesize that the dual encoder benefits from the fine-grained alignment learned in the cross encoder.

Similarly, when removing the dual encoder objective $L_{itc}$ in Table 8c, we observe a notable performance drop on the cross encoder. While cross encoder is able to perform dense and fine-grained interactions and alignment between the two modalities, it does so implicitly, which can be harder to learn. In contrast, the dual encoder performs explicit alignment between the input image and text, and using better-aligned representation as inputs helps the cross encoder to focus more on fine-grained details.

In addition, we also study the effect of using hard negatives for cross encoder’s $L_{itm}$ objective. We compare our base model (Table 8a which uses hard negatives provided by the dual encoder) with a variant (Table 8d) that uses random negatives. We notice that when switching from hard negatives to random negatives, the performance of both cross and dual encoders drops, and the drop is especially significant for cross encoder. This suggests that using hard negatives is crucial for cross encoder’s performance, and a better cross encoder has a positive impact on the dual encoder.

**Summary:** (i) Distillation from the cross encoder teacher to the dual encoder student is useful in improving the dual encoder’s performance; (ii) The distillation objective is effective using as few as a single negative (i.e., $m=1$); (iii) Using hard negatives as the anchor for distillation is crucial as they are more informative than random negatives; (iv) Image negatives are more important in improving image retrieval performance while text negatives are more useful in improving text retrieval performance. Combining both types of negatives gives the best overall performance; (v) Distillation is helpful either used during pre-training or fine-tuning, and it is more helpful if used in both stages; (vi) Applying stop-grad on cross encoder teacher’s score is important to prevent the model from collapsing; (vii) Online teacher gives better performance than an offline teacher or a momentum teacher; (viii) Dual encoder and cross encoder help improve each other when trained together, and hard negatives are important for cross encoder learning.

### 4.3. Comparison to State-of-the-art

In Table 7, we compare LoopITR’s cross encoder to state-of-the-art approaches on COCO and Flickr30K for image-text retrieval. We notice our model achieves strong performance on both text retrieval (TR) and image retrieval (IR). The improvement over prior state-of-the-art is more significant on COCO compared to that of Flickr30K, possibly due to the performance of the latter is almost saturated.

In Table 9, we compare LoopITR’s dual encoder with the other dual encoder methods. Our model shows bet-
Table 9. Comparison to dual encoder image-text retrieval methods on COCO and Flickr30K datasets. * the COCO performance for RerankSmart may benefit from pre-training on extra datasets (VQA [2] and GQA [27]) annotated on COCO images. For VSE∞, we specify #images used in image-only pre-training, while for other models, we specify #images used in image-text pre-training.

Table 10. Zero-shot retrieval results on Flickr30K.

Table 11. Results on VQA dataset [2].

5. Discussion and Conclusion

Previous approaches often view dual encoders [5, 17, 54] and cross encoders [10, 40, 44] as separate architectures for modeling. In this work, we propose a unified approach that combines the two types of architectures in the same network for image-text retrieval. We conduct a comprehensive ablation study around this unified architecture and especially lay our focus on the design of the distillation objective – which is employed to efficiently transfer the knowledge from cross encoder to dual encoder in an online manner. We empirically demonstrate the effectiveness of joint training of these two architectures, and show that distillation is quite effective in improving dual encoder’s performance. We hope our work will encourage future explorations on combining dual and cross encoders for image-text retrieval, and vision-and-language learning in general.

Limitations: While our distillation objective is more efficient than [50], it still induces an additional 6% computation cost at training with $m=4$ (it does not hurt inference speed). This cost is neglectable when we set $m=1$, but it underperforms the setting of $m=4$. One interesting future work could be exploring the extreme case of $m=1$.

Societal Impact: The predictions from the developed system reflect the distribution of the data used for training, and they can be inaccurate and biased by the data. Therefore, users should not completely rely on our system for making real-world decisions.
Table 12. R@1 results on COCO 5k test, with CxC [16].

| Method                  | encode type | TR  | IR  | time    |
|-------------------------|-------------|-----|-----|---------|
| ALIGN (1.2B images) [29]| cross       | 83.5| 64.4| 6613s   |
| VSE∞ (1B images) [5]    | dual        | 88.4| 74.2| 45s     |
| DE [16]                 | dual        | 89.6| 77.2| 11s     |
| LOOPITR (dual-encoder)  | dual+cross  | 94.5| 83.4| 76s     |
|                         | no rerank   | 94.4| 83.1| 2342s   |

Table 13. Query time comparison on the full Flickr 1K test split. Time cost is calculated with a single A100 GPU.

| Method                  | encode type | TR  | IR  | time  |
|-------------------------|-------------|-----|-----|-------|
| ViLT [33]               | cross       | 83.5| 64.4| 6613s |
| VSE∞ (1B images) [5]    | dual        | 88.4| 74.2| 45s   |
| LOOPITR (dual)          | dual        | 89.6| 77.2| 11s   |
| LOOPITR (cross) rerank  | dual+cross  | 94.5| 83.4| 76s   |
| LOOPITR (cross) no rerank| cross      | 94.4| 83.1| 2342s|
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A. Additional Experiments

Comparison on COCO 5k test set using CxC annotations. In Table 12 we compare LOOPITR with baseline methods on COCO 5k test split with CxC annotations [16]. CxC augments the original COCO dataset with human semantic similarity judgments for 267,095 intra- and inter-modality pairs. We note from the table that our method achieves competitive performance even compared to strong method like VSE∞ that leverages visual encoder trained on 1B images.

Query time comparison. Comparing to the efficient cross encoder ViLT and strong dual encoder VSE∞ in Table 13, LOOPITR (dual) gives better results while runs faster. Our full cross encoder (Table 13e) greatly improves the dual encoder results, though with increased time cost (still faster than ViLT). With reranking (Table 13d), we notice a large speedup without performance degradation.

B. Additional Implementation Details

Pre-Training. For pre-training, we train the model with distillation m=4, and we use both image and text negatives. The image resolution is set to 256×256. The training follows the default setting in Table 14.

Table 14. Pre-Training settings.

| config                  | value                      |
|-------------------------|----------------------------|
| optimizer               | AdamW                      |
| base learning rate      | 1e-4                       |
| min learning rate       | 1e-5                       |
| weight decay            | 0.02                       |
| optimizer momentum      | β_1, β_2=0.9,0,999         |
| batch size              | 512                        |
| learning rate schedule  | cosine decay [47]          |
| image augmentation      | RandAug(N=2, M=7) [12]     |
| training epochs         | 30                         |

Table 15. COCO retrieval fine-tuning settings.

| config                  | value                      |
|-------------------------|----------------------------|
| optimizer               | AdamW                      |
| base learning rate      | 2e-5                       |
| min learning rate       | 1e-6                       |
| weight decay            | 0.02                       |
| optimizer momentum      | β_1, β_2=0.9,0,999         |
| batch size              | 512                        |
| learning rate schedule  | cosine decay [47]          |
| image augmentation      | RandAug (N=2, M=7) [12]    |
| training epochs         | 25                         |

Table 16. Flickr30K retrieval fine-tuning settings.

| config                  | value                      |
|-------------------------|----------------------------|
| optimizer               | AdamW                      |
| base learning rate      | 2e-5                       |
| min learning rate       | 1e-6                       |
| weight decay            | 0.02                       |
| optimizer momentum      | β_1, β_2=0.9,0,999         |
| batch size              | 512                        |
| learning rate schedule  | cosine decay [47]          |
| image augmentation      | RandAug (N=2, M=7) [12]    |
| training epochs         | 8                          |

Table 17. VQA fine-tuning settings.

Fine-Tuning. After pre-training, we fine-tune the model on image-text retrieval task on COCO and Flickr30K, and
visual question answering on VQA [2]. The image resolution is set to 512×512 as in [5], the positional embeddings are interpolated following [61]. For COCO and Flickr30K retrieval, we train the model with distillation $m=4$, and we use both image and text negatives, and we follow the settings in Table 15 for COCO, Table 16 for Flickr30K. For VQA, we follow the settings in Table 17.
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