Group analysis of generalized fifth-order Korteweg–de Vries equations with time-dependent coefficients
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Abstract We perform enhanced Lie symmetry analysis of generalized fifth-order Korteweg–de Vries equations with time-dependent coefficients. The corresponding similarity reductions are classified and some exact solutions are constructed.

1 Introduction

In this paper the class of generalized variable-coefficient fifth-order Korteweg–de Vries (fKdV) equations

\[ u_t + u^n u_x + \alpha(t) u + \beta(t) u_{xxxx} = 0 \]  

is investigated from the Lie symmetry point of view. Here \( \alpha \) and \( \beta \) are smooth nonvanishing functions of the variable \( t \) and \( n \) is a positive integer, \( n \geq 2 \). This work is a natural continuation of the study undertaken by ourselves in [7], where the group classification of the equations (1) with \( n = 1 \) was carried out exhaustively. Lie symmetry analysis of the class (1) was initiated in [17]. We show that the results presented therein are incorrect. The case \( n = 2 \) was considered also in [18] but the complete group classification was not achieved.
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Various generalizations of the Korteweg–de Vries equation appear in many physical models, including ones describing gravity waves, plasma waves and waves in lattices [3]. The equation (1) with \( n = 1, \alpha = 0 \) and \( \beta = \text{const} \), for example, one-dimensional hydromagnetic waves in a cold quasi-neutral collision-free plasma propagating along the \( x \)-direction under the presence of a uniform magnetic field under some conditions, namely, when the propagation angle of the wave relative to the external magnetic field becomes special, critical angle [4]. More references on studies concerned with these equations can be found in [7].

The presence of variable coefficients in a differential equation that models certain real-world phenomena often allows one to get a better description of the phenomenon but, at the same time, makes the related studies of this equation, including group classification problems, more difficult. In recent works on Lie symmetry analysis it was shown that the usage of admissible transformations in many cases is a cornerstone that leads to exhaustive solution of group classification problems [1, 6, 12, 13]. That’s why we firstly investigate admissible transformations in the class (1) in the next section and then proceed with the classification of Lie symmetries in Section 3. The corresponding reductions of equations (1) admitting extensions of Lie symmetry algebras are performed in Section 4, some exact solutions are constructed therein. We discuss the incorrectness of the results obtained in [17, 18] in the conclusion.

2 Admissible transformations

An admissible transformation (called also form-preserving [5] or allowed [19] one) can be regarded as a triple consisting of two fixed equations from a class and a point transformation linking these equations [13]. The set of admissible transformations of a class of differential equations naturally possesses the groupoid structure with respect to the standard operation of transformations composition [12]. More details and examples on finding and usage of admissible transformations for generalized fKdV equations as well as definitions of different kinds of equivalence groups can be found in [6, 15].

We search for admissible transformations in class (1) using the direct method [5], i.e., we suppose that equation (1) is linked with an equation from the same class,

\[
\tilde{u}_t + \tilde{u}^\alpha \tilde{u}_x + \tilde{\alpha}(\tilde{t}) \tilde{u} + \tilde{\beta}(\tilde{t}) \tilde{u}^{\tilde{t}\tilde{t}\tilde{u}} = 0,
\]

by a nondegenerate point transformation of the form

\[
\tilde{t} = T(t), \quad \tilde{x} = X^1(t)x + X^0(t), \quad \tilde{u} = U^1(t,x)u + U^0(t,x),
\]

where \( T, X^1, X^0, U^1 \) and \( U^0 \) are arbitrary smooth functions of their variables with \( T_t X^1 U^1 \neq 0 \). We can restrict ourselves by consideration of point transformations of such a form instead of the most general form \( \tilde{t} = T(t,x,u), \tilde{x} = X(t,x,u), \) and \( \tilde{u} = U(t,x,u) \), since the class (1) is a subclass (for \( m = 5 \)) of the more general class...
of evolution equations,

\[ u_t = F(t)u_m + G(t,x,u,u_1,\ldots,u_{m-1}), \]

where \( F \neq 0 \), \( G_{u,u_{m-1}} = 0 \), \( i = 1, \ldots, m-1 \), and \( m \geq 2 \). \( u_m = \frac{\partial^m u}{\partial x^m} \), \( F \) and \( G \) are arbitrary smooth functions of their variables. It was proved in [15] that the latter class is normalized with respect to its equivalence group, where transformation components for independent and dependent variables are of the form [3].

Now we perform the change of variables [3] in equation (2). The partial derivatives involved in (1) are transformed as follows:

\[
\begin{align*}
\tilde{u}_t &= \frac{1}{T_t} \left( U_1^1 u + U_1^0 + U_t^0 \right) - \frac{X_1^1 x + X_0^0}{T_t X_1^1} \left( U_1^1 u + U_1^1 u_x + U_x^0 \right), \\
\tilde{u}_x &= \frac{1}{X_1^1} \left( U_1^1 u + U_1^1 u_x + U_x^0 \right), \\
\tilde{u}_{xxxxx} &= \frac{1}{(X_1^1)^5} \left( U_{xxxxx}^1 + SU_{xxxxx}^1 u_x + 10U_{xxx}^1 u_{xx} + 10U_{xx}^1 u_{xxx} + 5U_{x}^1 u_{xxxx} + U_{x}^1 u_{xxxxx} + U_{x}^0 \right).
\end{align*}
\]

We further substitute \( u_t = -u^2 u_x - \alpha(t) u - \beta(t) u_{xxxxx} \) to the obtained equation in order to confine it to the manifold defined by (1) in the fifth-order jet space with the independent variables \((t,x)\) and the dependent variable \( u \). Splitting the obtained identity with respect to the derivatives of \( u \) leads to the determining equations on the functions \( T, X^1, X^0, U^1 \) and \( U^0 \). Solving them we get, in particular, the conditions

\[
\tilde{n} = n, \quad U^0 = U_x^0 = 0, \quad \tilde{\beta} T_t - \beta(X_1^1)^5 = 0.
\]

Then the rest of the determining equations result in

\[
X_1^1 = X_0^0 = 0, \quad (U_1^1)^n T_t = X_1^1, \quad \tilde{\alpha} U^1 T_t = \alpha U^1 - U_1^1.
\]

We solve these equations and get the following assertion.

**Theorem 1.** The generalized equivalence group \( G^\sim \) of the class (1) consists of the transformations

\[
\begin{align*}
\tilde{t} &= T(t), \quad \tilde{x} = \delta_1 x + \delta_2, \quad \tilde{u} = \left( \frac{\delta_1}{T_t} \right)^{\frac{1}{n}} u, \\
\tilde{\alpha}(\tilde{t}) &= \frac{\alpha}{T_t} + \frac{T_t}{n T_t^2}, \quad \tilde{\beta}(\tilde{t}) = \frac{\delta_1^5}{T_t^4} \beta(t), \quad \tilde{n} = n,
\end{align*}
\]

where \( \delta_j, j = 1,2, \) are arbitrary constants, \( T \) is an arbitrary smooth function with \( \delta_1 T_t > 0 \).

The entire set of admissible transformations of the class (1) is generated by the transformations from the group \( G^\sim \).
Remark 1. If we assume that the constant $n$ varies in the class $\Pi$, then the equivalence group $G^\sim$ is generalized since $n$ is involved explicitly in the transformation of the variable $u$. Since $n$ is invariant under the action of transformations from the equivalence group, the class $\Pi$ can be considered as the union of its disjoint subclasses with fixed $n$. For each such subclass the equivalence group $G^\sim$ is usual one.

Using Theorem 1 we derive a criterion of reducibility of variable-coefficient equations $\Pi$ to constant coefficient equations from the same class.

**Theorem 2.** A variable coefficient equation from the class $\Pi$ is reducible to the constant coefficient equation from the same class if and only if its coefficients $\alpha$ and $\beta$ satisfy the equality

$$n \left( \frac{\alpha}{\beta} \right)_t = \left( \frac{1}{\beta} \right)_{tt}. \quad (4)$$

Equivalence transformations from the group $G^\sim$ allow us to gauge one of the arbitrary element $\alpha$ or $\beta$ to a simple constant value, for example, $\alpha$ can be set to zero or $\beta$ to unity. The gauge $\alpha = 0$ leads to more essential simplification of the study than the gauge $\beta = 1$, therefore, the first one is preferable. Any equation from the class $\Pi$ can be mapped to an equation from the same class with $\tilde{\alpha} = 0$ by the equivalence transformation

$$\tilde{t} = \int e^{-n \int \alpha(t) dt} \, dt, \quad \tilde{x} = x, \quad \tilde{u} = e^{\int \alpha(t) dt} u. \quad (5)$$

Then the single variable coefficient in the transformed equation will be expressed via $\alpha$ and $\beta$ as $\tilde{\beta} = e^{\int \alpha(t) dt} \beta$. (Here and in what follows an integral with respect to $t$ should be interpreted as a fixed antiderivative.) Therefore, we can restrict ourselves to the study of the class

$$u_0 + u^n u_x + \beta(t) u_{xxxx} = 0. \quad (6)$$

This will not lead to a loss of generality as all results on symmetries, classical solutions and other related objects for equations $\Pi$ can be constructed using the similar results obtained for equations from the class $\Pi$ and equivalence transformation $\Pi$.

To derive the equivalence group for $\Pi$ we set $\tilde{\alpha} = \alpha = 0$ in the corresponding transformation presented in Theorem 1 and deduce that the function $T$ is linear with respect to $t$. The following assertion is true.

**Corollary 1.** The generalized equivalence group $G_{0}^\sim$ of the class $\Pi$ comprises the transformations

$$\tilde{t} = \delta_3 t + \delta_4, \quad \tilde{x} = \delta_1 x + \delta_2, \quad \tilde{u} = \left( \frac{\delta_1}{\delta_3} \right)^{\frac{4}{3}} u, \quad \tilde{\beta}(\tilde{t}) = \frac{\delta_1}{\delta_3} \beta(t), \quad \tilde{n} = n, \quad (7)$$

where $\delta_j, j = 1, 2, 3, 4$, are arbitrary constants with $\delta_1 \delta_3 > 0$.

The entire set of admissible transformations of the class $\Pi$ is generated by the transformations from the group $G_{0}^\sim$.

Remark 1 is also true for the equivalence group $G_{0}^\sim$. 
3 Lie symmetries

In the previous section we have shown that the group classification problem for the class (1) reduces to the similar problem for its subclass (6). In order to carry out the group classification of (6) we use the classical algorithm [8]. Namely, we look for symmetry generators of the form $Q = \tau(t,x,u)\partial_t + \xi(t,x,u)\partial_x + \eta(t,x,u)\partial_u$ and require that

$$Q^{(5)}\{u_t + u^n u_x + \beta(t)u_{xxxxx}\} = 0$$

(8)

identically, modulo equation (9). Here $Q^{(5)}$ is the fifth prolongation of the operator $Q$ [8,9]. Note that the restriction on $n$ to be integer is inessential for the group classification problem, so we can assume that $n$ is a real nonzero constant.

The infinitesimal invariance criterion implies

$$\tau = \tau(t), \quad \xi = \xi(t,x), \quad \eta = \eta^1(t,x)u + \eta^0(t,x),$$

where $\tau$, $\xi$, $\eta^1$ and $\eta^0$ are arbitrary smooth functions of their variables. The rest of the determining equations have the form

$$\tau\beta_t = (5\xi_t - \tau)\beta, \quad \eta^1_t = 2\xi_{xx}, \quad \eta^1_{xx} = \xi_{xxx}, \quad 2\eta^1_{xxx} = \xi_{xxxx},$$

$\eta^0_{u^n} + \eta^0 + (\eta^1 + \eta^1_{xxxx}\beta)u + \eta^0 + \eta^0_{xxxx}\beta = 0,$

$\eta^1_{u^n} + n\eta^1 + n\eta^0 u^{-1} + (5\eta^1_{xxxx} - \xi_{xxxx})\beta - \xi_{xx} = 0.$

The derived determining equations were verified using GeM software package [2]. The latter two equations can be split with respect to different powers of $u$. Special cases of the splitting arise if $n = 0$ or $n = 1$. If $n = 0$ equations (6) are linear and, therefore, excluded from the consideration. The case $n = 1$ is thoroughly investigated in [7]. So, we concentrate our attention on the case $n \neq 0, 1$.

If $n \neq 1$ the determining equations result in

$$\tau = (c_1 - c_2 n)t + c_3, \quad \xi = c_1 x + c_0, \quad \eta^1 = c_2, \quad \eta^0 = 0,$$

where $c_i$, $i = 0, \ldots, 3$, are arbitrary constants. Thus, the infinitesimal generator has the form

$$Q = ((c_1 - c_2 n)t + c_3)\partial_t + (c_1 x + c_0)\partial_x + c_2 u\partial_u.$$

The classifying equation on $\beta$ is

$$((c_1 - c_2 n)t + c_3)\beta_t = (4c_1 + nc_2)\beta.$$  

(9)

To derive the kernel $A^{ker}$ of maximal Lie invariance algebras $A^{max}$ of equations from the class (6) (i.e., the Lie invariance algebra admitted by any equation from (6)) we split in (9) with respect to $\beta$ and $\beta_t$. Then $c_1 = c_2 = c_3 = 0$ and $Q = c_0 \partial_x$. Thus, $A^{ker} = \langle \partial_x \rangle$. To get possible extensions of $A^{ker}$ we consider (9) not as an identity but as an equation on $\beta$, that has the form

$$(pt + q)\beta_t = r\beta.$$  

(10)
Table 1. The group classification of the class $u_t + u^p u_x + \beta(t) u_{xxxx} = 0$.

| no. | $\beta(t)$ | Basis of $A^{max}$ |
|-----|------------|-------------------|
| 1   | $\forall$  | $\partial_t$      |
| 2   | $\varepsilon \rho$ | $\partial_t, 5n\partial_t + (\rho + 1)nx\partial_x + (\rho - 4)u\partial_u$ |
| 3   | $\varepsilon \epsilon'$ | $\partial_t, 5n\partial_t + nx\partial_x + u\partial_u$ |
| 4   | $\epsilon$ | $\partial_t, \partial_t, 5n\partial_t + nx\partial_x - 4u\partial_u$ |

Here $\alpha = 0 \mod G_0^\epsilon$, $\rho$ is an arbitrary nonzero constant; $\varepsilon = \pm 1 \mod G_0^\epsilon$.

The group classification of class (6) is equivalent to the integration of the latter equation up to the $G_0^\epsilon$-equivalence. The equivalence transformations (7) act on the coefficients $p, q, r$ of equation (10) as follows:

$$\tilde{p} = \kappa p, \quad \tilde{q} = \kappa(q\partial_1 - p\partial_4), \quad \tilde{r} = \kappa r,$$

where $\kappa$ is a nonzero constant. Therefore, there are three inequivalent nonzero triples $(p, q, r)$: $(1, 0, \rho)$, $(0, 1, 1)$ and $(0, 1, 0)$, where $\rho$ is an arbitrary constant. We integrate (10) for these values of $(p, q, r)$. Up to $G_0^\epsilon$-equivalence $\beta$ takes the values from the set $\{\varepsilon \rho, \varepsilon \epsilon', \varepsilon\}$. Here $\rho$ and $\epsilon$ are arbitrary constants with $\rho \epsilon \neq 0$, $\epsilon = \pm 1 \mod G_0^\epsilon$. The last step is to substitute the obtained forms of $\beta$ into equation (9) and to find the corresponding values of $c_i, i = 0, \ldots, 3$, that define the infinitesimal operator $Q$. We get that all $G_0^\epsilon$-inequivalent cases of Lie symmetry extension are exhausted by the following:

$$\beta = \varepsilon \rho, \rho \neq 0: \quad Q = \frac{5}{\rho + 1} c_1 t \partial_t + (c_1 x + c_0) \partial_x + \frac{\rho - 4}{n(\rho + 1)} c_1 u \partial_u,$$

$$\beta = \varepsilon \epsilon', \quad Q = 5c_1 \partial_t + (c_1 x + c_0) \partial_x + \frac{1}{n} c_1 u \partial_u,$$

$$\beta = \varepsilon, \quad Q = (5c_1 t + c_3) \partial_t + (c_1 x + c_0) \partial_x - \frac{1}{n} c_1 u \partial_u,$$

where $c_0, c_1$ and $c_3$ are arbitrary constants. We have proved the following statement.

**Theorem 3.** The kernel of the maximal Lie invariance algebras of nonlinear equations from the class (2) with $n \neq 1$ coincides with the one-dimensional algebra $(\partial_t)$. All possible $G_0^\epsilon$-inequivalent cases of extension of the maximal Lie invariance algebras are exhausted by those presented in Cases 2–4 of Table 1.

**Proposition 1.** A group classification list for the class (1) up to $G^\epsilon$-equivalence coincides with the list presented in Table 1.

**Proposition 2.** An equation of the form (1) admits a three-dimensional Lie symmetry algebra if and only if it is point-equivalent to the constant-coefficient fKdV equation $u_t + u^p u_x + \varepsilon u_{xxxx} = 0$ from the same class.
Table 2. The group classification of the class \(\mathcal{I}\) with \(n \neq 0, 1\) using no equivalence.

| no. | \(\beta(t)\) | Basis of \(A_{\text{max}}\) |
|-----|-------------|---------------------|
| 1   | \(\forall\) | \(\partial_x\) |
| 2   | \(\lambda T_0(T + \kappa)^\rho\partial_x, 5n(T + \kappa)T_0^{-1}\partial_x + n(\rho + 1)x\partial_x + (\rho - 4 - 5n\alpha(t)T_0^{-1})u\partial_u\) |
| 3   | \(\lambda T_0 e^{\alpha T}\partial_x, 5nT_0^{-1}\partial_x + mnx\partial_x + (m - 5n\alpha(t)T_0^{-1})u\partial_u\) |
| 4   | \(\lambda T_2\partial_x, T_2^{-1}(\partial_x - \alpha(t)u\partial_u), 5nTT_2^{-1}\partial_x + nx\partial_x - (4 + 5n\alpha(t)TT_2^{-1})u\partial_u\) |

Here \(\lambda, \kappa, \rho,\) and \(m\) are arbitrary constants with \(\lambda \rho m \neq 0, T = T(t) = \int e^{-n/\alpha(t)\partial} \partial t,\) and the function \(\alpha(t)\) is arbitrary in all cases.

For convenience of further applications we present in Table 2 the complete list of Lie symmetry extensions for the initial class \(\mathcal{I}\), where arbitrary elements are not simplified by equivalence transformations (the detailed procedure of deriving such a list from a simplified one is described in [14]).

The obtained group classification results give all equations \(\mathcal{I}\) for which the classical method of Lie reduction can be applied.

### 4 Symmetry reductions and construction of exact solutions

One of the most efficient techniques for construction of solutions for nonlinear partial differential equations is the Lie reduction method, based on the usage of Lie symmetries that correspond to Lie groups of continuous point transformations [8,9]. Any \((1+1)\)-dimensional partial differential equation admitting a one-parameter Lie symmetry group (acting regularly and transversally on a manifold defined by this equation) can be reduced to an ordinary differential equation. Lie reduction method is well known and algorithmic [8,9]. In order to get an optimal system of group-invariant solutions reductions should be performed with respect to subalgebras from the optimal system [8, Section 3.3].

To find optimal systems of one-dimensional subalgebras for Lie algebras \(A_{\text{max}}\) presented in Table 1, we firstly consider their structure, using notations of [10]. In Cases 2 and 3 the maximal Lie-invariance algebras are two-dimensional. In Case 2 with \(\rho = -1\) it is Abelian (\(2A_1\)). The algebras adduced in Case 2 with \(\rho \neq -1\) and Case 3 are non-Abelian (\(A_2\)). The three-dimensional algebra with basis operators presented in Case 4 is of the type \(A_{a,5}^3\), where \(a = 1/5\).

Therefore, optimal systems of one-dimensional subalgebras of the maximal Lie invariance algebras \(A_{\text{max}}\) presented in Table 1 are the following:

- For \(\rho \neq -1\): \(g_0 = \langle \partial_x \rangle, \ g_{2,1} = \langle 5nt\partial_x + (\rho + 1)nx\partial_x + (\rho - 4)n\partial_u \rangle;\)
- For \(\rho = -1\): \(g_0 = \langle \partial_t \rangle, \ g_{2,1}^a = \langle nt\partial_t + a\partial_x - u\partial_u \rangle,\) where \(a\) is an arbitrary constant.
3: \( g_0 = (\partial_t), \ g_3 = (5n\partial_t + nx\partial_x + u\partial_u); \)

4: \( g_0 = (\partial_t), \ g_{4.1} = (\partial_t + \sigma \partial_x), \ g_{4.2} = (5nt\partial_t + nx\partial_x - 4u\partial_u); \ \sigma \in \{-1,0,1\}. \)

We do not perform the reductions with respect to the subalgebra \( g_0 \) since they lead to constant solutions only. The reductions with respect to other one-dimensional subalgebras from the found optimal lists are presented in Table 3.

**Table 3.** Similarity reductions of the equations \( u_t + u^3u_x + \beta(t)u_{xxxxx} = 0. \)

| no. | \( \beta(t) \) | \( g \) | Ansatz | Reduced ODE |
|-----|----------------|----------|---------|-------------|
| 1   | \( \varepsilon \tau^0, \ \rho \neq -1 \) | \( g_{2.1} \) | \( x\tau^{\frac{\varepsilon + 1}{\rho}} \) | \( u = t^\varepsilon \phi(\omega) \) | \( \varepsilon \phi''' + \left( \phi'' - \frac{e^{\frac{1}{5}}}{\tau} \omega \right) \phi' + \frac{e^{\frac{1}{5}}}{\tau} \phi = 0 \) |
| 2   | \( \varepsilon \tau^{-1} \) | \( g_{2.2} \) | \( x - \frac{\varepsilon}{\rho} \ln t \) | \( u = t^{-\frac{1}{2}} \phi(\omega) \) | \( \varepsilon \phi''' + \left( \phi'' - \frac{e^{\frac{1}{5}}}{\tau} \omega \right) \phi' - \frac{1}{\tau} \phi = 0 \) |
| 3   | \( \varepsilon \tau \) | \( g_3 \) | \( x\tau^{\frac{\varepsilon}{\rho}} \) | \( u = e^{\frac{\varepsilon}{\rho}} \phi(\omega) \) | \( \varepsilon \phi''' + \left( \phi'' - \frac{e^{\frac{1}{5}}}{\tau} \omega \right) \phi' + \frac{1}{\tau} \phi = 0 \) |
| 4   | \( \varepsilon \) | \( g_{4.1} \) | \( x - \sigma t \) | \( u = \phi(\omega) \) | \( \varepsilon \phi''' + \left( \phi'' - \sigma \right) \phi' = 0 \) |
| 5   | \( \varepsilon \) | \( g_{4.2} \) | \( x\tau^{\frac{\varepsilon}{\rho}} \) | \( u = t^{-\frac{1}{2}} \phi(\omega) \) | \( \varepsilon \phi''' + \left( \phi'' - \frac{e^{\frac{1}{5}}}{\tau} \omega \right) \phi' - \frac{1}{\tau} \phi = 0 \) |

Here \( \alpha \) is an arbitrary constant, \( \sigma \in \{-1,0,1\}, \ \varepsilon = \pm 1 \mod C_0, \ n \neq 0,1. \)

It is possible to consider also reductions of the generalized fKdV equations to algebraic equations using two-dimensional subalgebras of their Lie invariance algebras. There is only one such subalgebra that leads to a nonconstant solution, it is the subalgebra

\[
(\partial_t, 5nt\partial_t + nx\partial_x - 4u\partial_u)
\]

of the algebra \( A^{\text{max}} \) presented in Case 4 of Table 1. The corresponding ansatz \( u = Cx^{-\frac{4}{5}} \) reduces the equation

\[
 u_t + u^3u_x + \varepsilon u_{xxxxx} = 0
\]

to an algebraic equation on the constant \( C. \) We solve it and get the stationary solution

\[
 u = \left(-8\varepsilon(n+1)(n+2)(n+4)(3n+4)\right)^{\frac{1}{5}}(nx)^{-\frac{4}{5}}.
\]

of the equation (11). Using this solution and equivalence transformation (5) we construct simple nonstationary exact solution,

\[
 u = \left(-8\varepsilon(n+1)(n+2)(n+4)(3n+4)\right)^{\frac{1}{5}}(nx)^{-\frac{4}{5}}e^{-\int \alpha(t)dt},
\]

for the fKdV equation with time-dependent coefficients

\[
 u_t + u^3u_x + \alpha(t)u + \varepsilon e^{-n\int \alpha(t)dt}u_{xxxxx} = 0,
\]

where \( \alpha \) is an arbitrary nonvanishing smooth function.
If $n = 2$ the travelling wave solution

$$u = \pm 2\sqrt{-10\varepsilon \left(3\text{tanh}(x + 24\varepsilon t)^2 - 2\right)}$$

of the equation (11) is known [11]. Using (5) we get the exact solution of the equation (12) with $n = 2$,

$$u = \pm 2\sqrt{-10\varepsilon \left(3\text{tanh}(x + 24\varepsilon \int e^{-2\int \alpha(t) dt} dt)^2 - 2\right)} e^{-\int \alpha(t) dt}.$$ 

It is worthy to note that the obtained reductions to ODEs can be used for construction of numerical solutions of the generalized fKdV equations, see [6, 16] for details.

5 Conclusion and discussion

In this paper we present the exhaustive group classification of generalized fKdV equations with time dependent coefficients of the general form (1). The complete result is achieved due to the use of equivalence transformations. We show that up to point equivalence the group classification problem for the initial class can be reduced to a simpler problem for its subclass with $\alpha = 0$ (6). After the group classification for the subclass (6) is performed, the most general forms of equations (1) admitting Lie symmetry extensions can be easily recovered using equivalence transformations. The derived results together with ones obtained in [7] for the case $n = 1$ give the complete solution of the group classification problem for nonlinear equations of the form (1).

We mentioned in the introduction that Lie symmetry analysis of the class (1) was initiated in [17], and the case $n = 2$ was also treated separately in [18]. However, the results presented therein are either incorrect [17] or incomplete [18]. Here we discuss main lacks of the results obtained in those two papers.

In [18] only some cases of Lie symmetry extensions for equations of the form (1) with $n = 2$ were found, namely, the cases with $\alpha = \text{const}$ and $\alpha = 1/t$. If one performs the group classification up to the corresponding equivalence transformations it is enough to consider the case $\alpha = 0$. If one wants to get the classification, where all equations admitting Lie symmetry extensions are presented, not only their inequivalent representatives, then all such equations will have the coefficient $\alpha$ being arbitrary, so the cases $\alpha = \text{const}$ and $\alpha = 1/t$ can be considered as particular examples only. Moreover, even studying these particular cases the authors of [18] missed one case of Lie symmetry extension for each value of $\alpha$ considered by them. For example, for the case $\alpha = 0$ this is $\beta = \varepsilon(t + \delta)^p$, where $\varepsilon$, $\delta$ and $\rho$ are arbitrary constants with $\varepsilon \rho \neq 0$. Nevertheless, at least dimensions and basis operators of the found Lie symmetry algebras for those particular cases derived in [18] are correct in contrast to the results presented in [17].
In [17] the authors state that they find three cases of Lie symmetry extensions for equations (1) and in each derived case the corresponding Lie symmetry algebra is four-dimensional. This is a false assertion. In this paper and in [7] we show that equation (1) admits four-dimensional Lie symmetry algebra if and only if $n = 1$ and, moreover, the equation is point-equivalent to the simplest constant-coefficient fKdV equation $u_t + uu_x + \mu u_{xxxx} = 0$, where $\mu = \text{const}$. So, the results of [17] are principally incorrect.

In the modern group analysis of differential equations the solution of a group classification problem should be inseparably linked with the study of admissible transformations in the corresponding class of equations. Neglecting of this often leads to incomplete results as shown in the discussion. Moreover, the knowledge of such transformations can be used for solving other problems concerned with the study of classes of variable-coefficient differential equations or their systems. In particular, in the recent work [15] the application of admissible transformations to the study of integrability was analyzed.
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