MAICRM: A general model for rapid simulation of hot dense plasmas
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We propose a general model, Multi-Average Ion Collisional-Radiative Model (MAICRM), to rapidly simulate the ionization and population distributions of hot dense plasmas. In MAICRM, the orbital occupation numbers of ions at the same charge stage are averaged and determined by the excitation and de-excitation processes; the populations of the average ions are determined by the ionization and recombination processes with the fixed orbital average occupation numbers in each ion. The calculated mean ionizations and charge state distributions of MAICRM are in general agreement with the other theoretical and experimental results especially for the mid- and high-density plasmas. Since MAICRM considers more detailed transitions and ionization balances than the average atom model and is faster than DCA/SCA models, this model has the advantage to be combined into hydrodynamic simulations.

I. INTRODUCTION

The charge state distribution (CSD) of hot dense plasmas is of primary interest of a great deal of experimental and theoretical attention since they are the key values for the hydrodynamic simulations, spectroscopic diagnostics and laser plasma interaction (LPI) simulations in the applications such as inertial confinement fusion (ICF) and z-pinch plasmas. The CSD of plasma is governed by a balance between processes such as ionization, recombination, excitation and radiative decay, as well as two-body processes such as autoionization and dielectronic recombination. For the high density plasma, the plasma approaches local thermodynamic equilibrium (LTE) and the population of the orbitals satisfy the Saha-Boltzmann equations. In the low-density limit, coronal equilibrium (CE) can be assumed and the CSD is evaluated by the CE equations. For an arbitrary density plasma the CSD and the orbital occupations are determined by the solution of a set of coupled collisional-radiative (CR) rate equations involving excitation/de-excitation and photoionization/recombination atomic processes.

As demonstrated in the 9th NLTE code comparison workshop, according to the coarseness of the statistical treatment of the atomic levels, all the models can be roughly classified into a few categories including average-atom (AA) codes, detailed configuration accounting (DCA) and/or Super-transition-arrays (STA) codes, detailed level accounting (DLA) codes and hybrid codes. In the detailed atomic models such as DCA, STA and DLA, it is crucial to consider a sufficiently large number of energy levels in each ionization stage; this leads to sometimes unmanageable thus various approximations, e.g., neglecting multi-excited or inner-shell excited states, are adopted. In addition to the completion, the computation time is another key point especially for the time dependent cases. In general the main computational time in the models spends on the rate and absorption/emission coefficient calculations, which is proportional to \(N_{CS}\times N_C\times N_O\). Here \(N_{CS}\), \(N_C\) and \(N_O\) are the numbers of the considered charge states, configurations in each charge state and the orbital bases. Thus AAM is of big advantage since \((N_{CS}\times N_C)_{\text{AAM}} = 1\) in while other detailed models \((N_{CS}\times N_C) = (Z+1)\times N_C\) and \(N_C\) may be equal to tens or hundreds if including the single, double and multi-excited states. So the radiative hydrodynamic codes usually choose AAM as the combined inline atomic model despite its coarseness treatment of the atomic levels. With the progress of the experiment and simulation abilities some more detailed models such as SCA and DCA are carried out in the hydrodynamic simulations. Ref. shows the differences of the simulated emissivity and capsule bang time by using different inline atomic methods. In their comparisons, many mixed factors such as the numbers and the detail degrees of the involved energy levels are attributed to the differences. The influences of different fixed factors are difficult to be distinguished.

Considering the ionization/recombination processes are usually slower than the excitation/de-excitation processes if the electron density is not too low, the two kinds of processes can be decoupled. Here we propose a general method, i.e., Multi-Average Ion Collisional-Relative Model (MAICRM), to simulate the hot dense plasmas by separately solving the occupation numbers of the orbitals and the fraction populations of the ionic charge states. More specifically, in MAICRM, all the configurations at the same ionic stage, namely having the same number of bound electrons, are averaged and represented by an average ion and for a single element plasma, only \((Z+1)\) average ions are taken into account. In this model, the average occupation numbers of each average ion are determined by the excitation and de-excitation processes and the fraction populations of all the average ion are determined by the ionization and recombination processes with the fixed non-integral average occupation numbers. Because of \((N_{CS}\times N_C)_{\text{MAICRM}} = (Z+1)\times 1\) the computation time of MAICRM is shorter than those of DCA/SCA calculations by \(N_C\) times, which is usually equal to tens.
or hundreds. On the other hand, in MAICRM all the configurations at one ionic stage are described by an average ion but the detailed ionization balances between the different ionic stage are considered, which is more detailed than AAM in which all the configurations in all ionic stages are averaged and represented by an average atom. Thus because of its shorter time consuming and more detailed treatment of the atomic levels the proposed MAICRM has the advantage to be combined into the hydrodynamic simulations. This paper is organized as following: Section II introduces the theoretical method and Section III shows the comparisons of the mean ionization and CSDs of Fe, Xe, Au plasmas between the results of MAICRM with the other theoretical and experimental results.

II. THEORETICAL METHOD

A. Average ion

In the present MAICRM, 65 single orbital bases $nlj$ or $nl$ are chosen and listed in Table I, where $n$, $l$ and $j$ are the principal quantum number, angular momentum and total angular momentum. For $n \leq 5$, the orbital bases are relativistic and for $5 < n \leq 10$, the orbital bases are non-relativistic. The energy levels of the orbital bases and their transition matrix elements are calculated by RSCF (relativistic self-consistent-field) method[10] and tabulated as an input database. For the non-relativistic orbitals the values are averaged from their related relativistic orbitals by their static weights $(2j + 1)$. For each charge state, an average ion $\Lambda^\theta$ is labeled as

$$\Lambda^\theta = (n_1l_1j_1)^{\omega_1}(n_2l_2j_2)^{\omega_2} \cdots (n_{\max}l_{\max})^{\omega_{\max}},$$

where $\theta$ is the number of bound electrons in the average ion and $\omega_{\max}$ is the max number of the single orbital bases for average ion $\Lambda^\theta$. $\Omega^\theta_i$ is the electron average occupying number of the $i$th orbital in $\Lambda^\theta$, which is non-integral and satisfies $0 \leq \Omega^\theta_i \leq \xi_i$; here $\xi_i$ is the statistic weight of the $i$th orbital. We define a vector $\Xi^\theta$ to present the average ion $\Lambda^\theta$

$$\Xi^\theta \equiv \{\Omega^\theta_1, \Omega^\theta_2, \ldots, \Omega^\theta_{\max}\}. \ (2)$$

B. Rate coefficients

In our model, the rate coefficients of ten kinds of atomic processes, including photon excitation, electron collisional excitation, photon ionization, electron collisional ionization, autoionization and their reverse processes, use the same calculation formulas in Ref.[11] with the integer occupation numbers of orbitals in each configuration replaced by the average occupation number $\Omega^\theta_i$ in each average ion $\Lambda^\theta$.

C. Plasma effect

In the dense plasma, screening effects due to neighboring electrons and ions modify the energy levels. The effect on the ionization potentials of bound states and level populations leads to the phenomenon of pressure ionization. In despite of the importance of pressure ionization to calculate the ion abundances and level populations, most CR models take into account plasma effects in an approximate way via an effective lowering of the ionization potential or continuum lowering (CL). In our model the ionization potential $I^\theta$ is lowered a quantity $\Delta I^\theta$ to be $I^\theta = I^\theta_0 - \Delta I^\theta$. Here we apply the formulation proposed by Stewart and Pyatt[12] and use the following formula

$$\Delta I^\theta = \frac{3 I_{H\theta} a_0}{2 r^\theta} ((Z) - \theta + 1) \{1 + \left(\frac{D}{r^\theta}\right)^2\}^\frac{1}{2} - \left(\frac{D}{r^\theta}\right)^2, \ (3)$$

determined with the orbital energy $E^\theta_i < I^\theta_0$. Then a new set of $I^\theta$ is obtained based on the updated $\omega_{\max}$. Thus $\omega_{\max}$ and $I^\theta_0$ are calculated iteratively. The CL correction may result in a significant reduction of the $\omega_{\max}$ for some charge states if the density of the plasma is high.

TABLE I. The single orbital bases

\begin{tabular}{c}
1s1/2 \\
2s1/2, 2p1/2, 2p3/2 \\
3s1/2, 3p1/2, 3p3/2, 3d5/2, 3d5/2 \\
4s1/2, 4p1/2, 4p3/2, 4d3/2, 4d5/2, 4f5/2, 4f7/2 \\
5s1/2, 5p1/2, 5p3/2, 5d5/2, 5d5/2, 5f5/2, 5f7/2, 5g7/2, 5g9/2 \\
6s, 6p, 6d, 6f, 6g, 6h \\
7s, 7p, 7d, 7f, 7g, 7h, 7i \\
8s, 8p, 8d, 8f, 8g, 8h, 8i, 8j \\
9s, 9p, 9d, 9f, 9g, 9h, 9i, 9j, 9k \\
10s, 10p, 10d, 10f, 10g, 10h, 10i, 10j, 10k
\end{tabular}
D. Average occupation number and charge state distribution

In our model, the average occupying numbers of the orbitals and the populations of ionic charge states are calculated by two steps iteratively. Firstly, we calculate the average orbital occupation numbers \( \Omega^\theta_i \) of every average ion \( \Lambda^\theta \) by solving a set of \( i^\theta_{\text{max}} \) rate equations which are only relative to the excitation and de-excitation atomic processes in the ion. The coupled \( i^\theta_{\text{max}} \) rate equations of \( \Omega^\theta_i \) for each average ion are

\[
\frac{d\Omega^\theta_i}{dt} = -\Omega^\theta_i \sum_{j=1}^{i^\theta_{\text{max}}} (g_{j} - \Omega^\theta_j) R^{E/D}_{\theta,i \to j} + (g_i - \Omega^\theta_i) \sum_{j=1}^{i^\theta_{\text{max}}} \Omega^\theta_j R^{E/D}_{\theta,j \to i},
\]

where \( R^{E/D}_{\theta,i \to j} \) are the excitation or de-excitation rate coefficients for the transition of \( i \)th orbital to \( j \)th orbital in the average ion \( \Lambda^\theta \). \( \Omega^\theta_i \) should fulfill the condition of charge conservation

\[
\sum_{\theta=1}^{i^\theta_{\text{max}}} \Omega^\theta_i = \theta \quad (\theta = 0, \ldots, Z).
\]

Combining Eqs. (4) and (5), a set of converged solutions \( \{\Xi^\theta, (\theta = 0, \ldots, Z)\} \) for all considered average ions are obtained.

Secondly, based on the set of fixed vectors \( \{\Xi^\theta, (\theta = 0, \ldots, Z)\} \), the coupled rate equations of the \( (Z + 1) \) average ions can be built as following

\[
\frac{dP_\theta}{dt} = -P_\theta \sum_{\theta = \theta \pm 1} R^{I/R}_{\theta \to \theta} + \sum_{\theta = \theta \pm 1} P_{\theta'} R^{I/R}_{\theta' \to \theta} \quad (\hat{\theta}, \theta = 0, \ldots, Z),
\]

where \( P_\theta \) is the population of average ion \( \Lambda^\theta \). \( R^{I/R}_{\theta \to \theta} \) are the ionization or recombination rate coefficients of the average ion \( \Lambda^\theta \) to the average ion \( \Lambda^\theta \). \( P_\theta \) should fulfill the normalization condition

\[
\sum_{\theta=0}^{Z} P_\theta = 1.
\]

Combining Eqs. (6) and (7), a set of \( \{P_\theta(\theta = 0, \ldots, Z)\} \) are obtained. Then a new electron density value \( n_e' = n_e \sum_{\theta=0}^{Z} P_\theta \cdot (Z - \theta) \) is calculated. With the new \( n_e' \) the rate coefficients are updated and putted into Eq. (4), then a new set of \( \{\Xi^\theta, (\theta = 0, \ldots, Z)\} \) are obtained. With the updated \( \{\Xi^\theta\} \) a new set of \( \{P_\theta'\} \) are calculated by Eqs. (6) and (7). The iterative procedure of updating \( (\Xi^\theta, P_\theta(\theta = 0, \ldots, Z)) \) is stopped when a converged \( n_e \) and mean ionization \( \langle Z \rangle \) reach.

III. RESULTS AND DISCUSSIONS

Using MAICRM the mean ion charge \( \langle Z \rangle \) and CSD of mid- and high-Z plasmas in LTE and NLTE conditions are calculated and compared with other theoretical and experimental results.

Fig.1 shows the results of Fe plasma in LTE condition. In panel (a), for the plasma of the condition \( \rho = 0.0081 \text{ g/cm}^3, T = 25 \text{eV} \), our calculated \( \langle Z \rangle \) and CSD agree with the results of AAM[13] and Multi-AIM[14]. The other two models assume a non-integer orbital occupation determined by the Fermi distribution. The CSD of AAM is obtained from minor manipulations of the grand canonical partition function[13]. The CSD of Multi-AIM is obtained self-consistently by means of minimizing the free energy of the whole system established by the finite temperature density functional theory[14].

The panels (b), (c) and (d) of Fig.1 show the CSDs of Fe plasma in condition of \( \rho = 0.0081 \text{ g/cm}^3 \) and \( T = 25, 50, 100 \text{ eV} \) respectively. In general, our calculated CSDs agree with those of AAM. At 25eV the small difference between the most populated charge states Fe\(^{7+}\) & Fe\(^{8+}\) should result from the different atomic data such as the ionization energies and oscillator strengths. At 100eV the bigger difference of the fractions of Fe\(^{6+}\) & Fe\(^{17+}\) may be from the critical situation that the L shell is opening, which is sensitive to the ionization and recombination rate coefficients of the near full occupation L shell. Our high fraction of Fe\(^{17+}\) means the L shell is opened earlier than AAM.

Fig.2 shows the mean ion charge \( \langle Z \rangle \) of Fe plasma in NLTE condition of \( n_e = 10^{14}, 10^{15}, 10^{22}, 10^{24} \text{ cm}^{-3} \) respectively. Our results are compared with the data from the various NLTE codes submitted in the 9th NLTE code comparison workshop[15], which include a few categories, including AAM codes, configuration and/or Superconfiguration codes, detailed level accounting codes, and hybrid codes. Panel (a) shows at the very low density \( n_e = 10^{14} \text{ cm}^{-3} \) our calculated mean ionization is
FIG. 1. (Color online) The comparison of the charge state distributions (CSDs) of Fe Plasma in LTE condition between MAICMR codes and the other calculations\[13, 14\].

generally lower than the others, while at higher electron densities $n_e = 10^{19}, 10^{22}, 10^{24}$ cm$^{-3}$ our calculated $\langle Z \rangle$ agree with the other results as shown in panels (b),(c) and (d). In MAICRM, the mean occupation numbers are mainly determined by the competition between the excitation and de-excitation channels, which assumes the change of $\Omega^0_\theta$ due to the ionization and recombination is a small perturbation and negligible. It is known that without the radiation field, the excitation channels are dominated by the collisional excitation (CE) and the de-excitation channels are dominated by spontaneous emission (SE) as the electron density is low. At very low electron density, the CE rates are much smaller than the SE rates, so the electrons are accumulated in the lowest orbitals and the excited orbitals are nearly empty. Because of the near empty occupation of the excited orbitals, the recombination processes, especially the resonant EC process, are prominent and their contribution to $\Omega^0_\theta$ for the excited orbitals is not negligible. If considering the contribution of the recombination, $\Omega^0_\theta$ of the excited orbitals should increase a small but non-negligible value comparing with their tiny absolute values, which will result in an obvious increase of AI rates. So the mean ionization of MAICRM at low density is lower than other models. How to treat the very low density situation reasonably deserves further study and will be reported elsewhere.

At the mid- and high-densities, the collisional excitation/de-excitation channels become important and much excited states are produced so $\Omega^0_\theta$ is a good estimation for the most populated configurations in one charge state, which is illustrated by the good agreement between the MAICRM calculations and the other code results shown in panels (b),(c) and (d).

Fig[III] shows the mean ionization of Xe NLTE plasma at $n_i = 4.75 \times 10^{18}$ cm$^{-3}$ as a function of free-electron temperature $T_e$ and the CSD at $T_e=415$eV. Panel (a) shows the MAICRM mean ionizations are in the spread range of 14 codes submitted in the 3th NLTE code comparison workshop\[18\] from superconfigurations to detailed level accounting. Panel (b) shows the CSD of Xe plasmas at $T_e = 415$eV and $n_i = 4.75 \times 10^{18}$ cm$^{-3}$. $\langle Z \rangle = 27.3$ from the MAICRM calculation agrees better with the experimental $\langle Z \rangle = 27.4 \pm 1.5$\[15\] than the ion-by-ion spin-orbit-split (SOSA) approach\[16\] and the AVERROES calculations based on the superconfiguration and STA concepts\[17\]. The CSD of MAICRM is in the spread range of the results gathered in the 3th NLTE code comparison workshop\[18\].

In Fig[III] the panels (a)-(f) show the mean ionizations of Au plasma at $n_e = 10^{19}, 10^{20}, 10^{21}, 10^{22}, 10^{23}, 10^{24}$ cm$^{-3}$ as a function of free-electron temperature $T_e$. All the mean ionization curves of MAICRM are in the spread range of the submission data from 14 different codes in the 3th NLTE code comparison workshop\[18\]. (g) and (h) panels show the CSDs of Au plasma at $T_e=2.2$keV $n_e = 6 \times 10^{20}$ cm$^{-3}$ and $T_e=2.5$keV $n_e = 10^{19}$ cm$^{-3}$ respectively. As shown in panel (g) the CSD of MAICRM agree well with experimental data and the theoretical values of RIGEL including the two-electron AI/EC processes\[19\], where RIGEL is a superconfiguration-based collisional-radiative code constructed using hydrogenic supershells. Panel (h) shows the mean ionization of MAICRM is lower than the experimental value while in the spread range of the theoretical data in the 3th NLTE workshop.

Fig[III] shows the comparisons of the MAICRM mean ionization and CSDs of Au plasma with the recent experi-
FIG. 3. (Color online) (a) The comparison of the mean ionization of Xe plasma as a function of free-electron temperature $T_e$ in NLTE condition between MAICRM results (blue dot) and the results of 14 codes and models submitted in the 3rd NLTE code comparison workshop [18] from superconfigurations to detailed level accounting. (b) Charge state distribution of Xe plasmas at $T_e = 415$ eV and $n_i = 4.75 \times 10^{18}$ cm$^{-3}$. The experimental value is $\langle Z \rangle = 27.4 \pm 1.5$ [15] and the data in parenthesis are the experimental uncertainties; (red dot): the ion-by-ion spin-orbit-split (SOSA) approach [16]; (green dot): the AVERROES calculations based on the superconfiguration and STA concepts [17]. The other data (gray) are the results of 14 codes and models submitted in the 3rd NLTE code comparison workshop [18].

FIG. 4. (Color online) The comparisons of the mean ion charge $\langle Z \rangle$ and CSDs of Au plasma between MAICRM and the data from the 9th NLTE code comparison workshop [18] and Ref. [19]. Note that in panels (g) and (h) the data in parenthesis of the experimental $\langle Z \rangle$ are the experimental uncertainties. In panels (a)-(c) the MAICRM CSDs generally agree with the experimental values. In panel (d) the difference between the MAICRM results and the experimental data is due to a population fraction of 0.15 for the ions with $Z \leq 40$ not modeled in the experimental fitting procedure. Panel (e) shows the comparisons of the mean ionizations at 10 different conditions between the MAICRM calculations and the experimental values [20]. As a whole the MAICRM results agree with experimental values within the experimental uncertainties, which illustrates the credibility of MAICRM for high-Z hot dense plasma.

IV. CONCLUSION

A general model MAICRM for the simulation of hot dense plasmas is proposed. In this model, all the energy levels at the same charge stage are averaged and represented by an average ion $\Lambda^\theta$ and $(Z+1)$ average ions are used to describe the plasma. The average occupation numbers $\Omega^\theta_{\theta}$ are determined by the competition between the excitation and de-excitation processes in the average ion $\Lambda^\theta$ and the populations $P^\theta_{\theta}$ for each average ion are determined by the ionization and recombination processes between the average ions. After iteratively solving the two sets of rate equations a set of converged $(\Omega^\theta_{\theta}, P^\theta_{\theta}, i \in (1, i_{\text{max}}), \theta \in (0, Z))$ are obtained. The calculation results of MAICRM at mid- and high-density conditions agree with the other more detailed theoretical results and the experimental results. For the very
low density condition the mean ionization of MAICRM is lower than the other theoretical results since the recombination rate coefficients are larger than the excitation and de-excitation rates, which situation deserves further study. Considering the calculation time, since the $(N_{CS} \times N_{C})^{MAICRM} = (Z+1)$, and $(N_{CS} \times N_{C})^{AAM} = 1$, MAICRM is slower than AAM, while MAICRM is faster than the other detailed models such as DCA or SCA because of $(N_{CS} \times N_{C/SC})^{DCA/SCA} = (Z+1) \times N_{C/SC}$. On the other hand MAICRM can treat more detailed transitions and ionization balances than AAM. Therefore, MAICRM has the advantage to be combined into 1D, 2D and 3D radiative hydrodynamic calculations of ICF applications with more detailed treatments than AAM and shorter time-consuming than DCA/SCA models.
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