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Deep learning techniques have been widely used to achieve promising results for fault diagnosis. In many real-world fault diagnosis applications, labeled training data (source domain) and unlabeled test data (target domain) have different distributions due to the frequent changes of working conditions, leading to performance degradation. DX_his study proposes an end-to-end unsupervised domain adaptation bearing fault diagnosis model that combines domain alignment and discriminative feature learning on the basis of a 1D convolutional neural network. Joint training with classification loss, center-based discriminative loss, and correlational alignment loss between the two domains can adapt learned representations in the source domain for application to the target domain. Such joint training can also guarantee domain-invariant features with good intraclass compactness and interclass separability. Meanwhile, the extracted features can efficiently improve the cross-domain testing performance. Experimental results on the Case Western Reserve University bearing datasets confirm the superiority of the proposed method over many existing methods.

1. Introduction

Traditional machine learning techniques, especially deep learning, have recently made great achievements in the data-driven fault diagnosis field [1–6]. Most machine learning methods assume that the training data (source domain) and test data (target domain) must be in the same working condition and have the same distribution and feature space. However, in many real-world working conditions, the distribution of source domain samples is different from that of target domain samples, resulting in performance degradation.

To address this challenge, the main research on domain adaptation techniques focuses on how a machine learning model built in a source domain can be adapted in a different but related target domain, which is necessary to avoid reconstruction efforts. In the field of knowledge engineering, many beneficial and promising examples with domain adaptation have been found, including image classification, object recognition, natural language processing, and feature learning [7–10].

In recent years, considerable research has been conducted on domain adaptation on the basis of deep architectures. Most published deep domain adaptation works can be roughly divided into three categories [11]: (1) discrepancy-based, (2) adversarial adaptation, and (3) reconstruction-based methods. Typical discrepancy-based methods are shown in [12, 13]. They are usually implemented by adding a loss to minimize the distribution discrepancy between the source and target domains in the shared feature space. For example, Tzeng et al. [12] applied a single linear kernel to one layer for minimizing the maximum mean discrepancy (MMD), whereas Long et al. [13, 14] minimized MMD by applying multiple kernels to multiple layers across domains. Another impressive work is Deep Coral [15], which extends CORAL [16] to deep architectures and aligns the second-order statistics of the source and target distributions.
Another increasingly popular work is adversarial domain adaptation methods, which include adversarial discriminative and generative methods. The former aims to encourage domain confusion through an adversarial objective with respect to a domain discriminator. Tzeng et al. [17] proposed a unified adversarial domain adaptation framework that combines discriminative modeling, untied weight sharing, and a Generative Adversarial Network (GAN) loss [18]. Among the discriminative models, Tzeng et al. proposed a model with confusion loss [19] and also considered an inverted label GAN loss [17], whereas Ganin et al. [20] proposed a model with minimax loss. The latter combines the discriminative model with a generative component on the basis of GANs. Liu and Tuzel [21] developed a Coupled Generative Adversarial Network (CoGAN) that adopts two GANs, each corresponding to one of the domains, and the CoGAN learns a joint distribution of multidomain samples and enforces a weight-sharing constraint to limit the network capacity. The method presented in [22] also adopts GANs to generate source domain images to appear as if drawn from the target domain.

Typical reconstruction-based methods can be seen in [23–25]. Data reconstruction can be viewed as an auxiliary task to support the adaptation of the label prediction. Ghifary et al. [23] combined the standard convolutional network for source label prediction with a deconvolutional network [26] for target data reconstruction. Bousmalis et al. [24] introduced the notion of private and shared subspaces for each domain. Meanwhile, a reconstruction loss is integrated in the model by using a shared decoder, which learns to reconstruct the input sample through domain-specific and shared features. Tan et al. [25] presented a selective learning algorithm that uses the reconstruction error to select useful unlabeled data from intermediate domains.

Despite the success achieved by domain adaptation, limited research can be found with respect to its application on fault diagnosis. Zhang et al. [27] took raw vibration signals as inputs of a deep convolutional neural network with a wide first-layer kernel convolutional neural network (WDCNN) model. They also used adaptive batch normalization (AdaBN) as the algorithm of domain adaptation to realize fault diagnosis under different load conditions and noisy environments. Lu et al. [28] introduced a deep CNN model with domain adaptation for fault diagnosis, and this model integrates MMD as the regularization term into the loss function of the model to reduce the cross-domain distribution difference. Zhang et al. [29] developed an adversarial domain adaptation model, which comprises a source feature extractor, a target feature extractor, a domain discriminator, and a label classifier, for fault diagnosis. Jian et al. [30] proposed a fusion CNN model that combines 1D CNN and Dempster–Shafer evidence theory to enhance the cross-domain adaptive capability for fault diagnosis. Tong et al. [31] proposed a bearing fault diagnosis domain adaptation method to find transferable features across domains, which were obtained by reducing marginal and conditional distributions simultaneously based on MMD. Li et al. [32] presented a deep domain adaptation method for bearing fault diagnosis on the basis of the multikernel maximum mean discrepancies between domains in multiple layers to learn representations from the source domain applied to the target domain. Furthermore, Han et al. [33] proposed a new intelligent fault diagnosis framework, which extends the marginal distribution adaptation to joint distribution adaptation and guarantees an accurate distribution adaptation.

Improving CNN performance by learning additional discriminative features has become a recent trend. For example, contrastive loss [34] and center loss [35] are presented to learn discriminative deep features for face verification and recognition. Furthermore, Liu et al. [36] proposed a large-margin softmax loss to extend the softmax loss to large margin softmax, which leads to a large angular separability between the learned features. Chen et al. [37] proposed two discriminative feature learning approaches, namely, instance-based and center-based discriminative losses, with joint domain alignment and discriminative feature learning.

Inspired by these methods, we propose a novel deep domain adaptation model for bearing fault diagnosis with Deep Coral and center-based discriminative feature learning. By combining domain alignment and discriminative feature learning, the domain-invariant features extracted by the model can be well clustered and separable, which can clearly contribute to domain adaptation and classification.

The main contributions of this work include the following:

1. An end-to-end method with domain adaptation for fault diagnosis is proposed, that is, CACD-1DCNN. This method directly works on raw temporal signals and does not require time-consuming denoising preprocessing and a separate feature extraction algorithm.

2. By combining domain alignment and discriminative feature learning, CACD-1DCNN aims to extract domain-invariant features with improved intraclass compactness and interclass separability and guarantees high classification performance in the two domains.

3. Extensive experiments on the Case Western Reserve University (CWRU) bearing datasets demonstrate that CACD-1DCNN achieves superior diagnosis performance over existing baseline methods.

4. Furthermore, network visualization and loss analysis provide an intuitive presentation of the adaptation results and verify the effectiveness of our method.

The remaining parts are organized as follows. In Section 2, the domain adaptation problem of fault diagnosis is formulated and the basic theories of Deep Correlation Alignment and Center-Based Discriminative Loss are introduced. In Section 3, the proposed intelligent fault diagnosis method, CACD-1DCNN, is presented. The comparison methods, the experiments, and discussion are given in Section 4. Finally, the conclusions are drawn in Section 5.
2. Theoretical Background

2.1. Problem Formulation. Traditional machinery fault diagnosis aims to identify the fault location and severity of the unknown fault set on the basis of a prior known fault set. Taking fault diagnosis as an example, the collected labeled raw vibration temporal signals are taken as the source domain samples and the collected unlabeled raw vibration temporal signals as the target domain samples. The assumption is that the distributions of the source and target domains are the same, and the learned fault patterns obtained from the labeled training data can be directly applied to the unlabeled test data. However, a difference inevitably exists between the source and target domains in practical tasks, thereby deteriorating the model generalization capability across domains. Therefore, the domain adaptation problem for fault diagnosis has attracted increasing attention. This study focuses on the problem of unsupervised domain adaptation, that is, the target domain data have no label.

Studies on the unsupervised domain adaptation problem of rolling bearing fault diagnosis are generally conducted under the following assumptions:

(1) The source and target domains are related to each other but have different distributions
(2) For different domains, the fault diagnosis task is the same, which is to share class labels
(3) The labeled samples from the source domain are used for training, whereas the unlabeled samples from the target domain are available for training and testing

Formally, domain $\mathcal{D}$ is composed of $m$-dimensional feature space $\mathcal{X} \subset \mathbb{R}^m$ with marginal probability distribution $P(X)$, where $X = \{x_1, \ldots, x_n\} \in \mathcal{X}$. Task $\mathcal{F}$ consists of two components: label space $\mathcal{Y}$ and predictive function $f(X)$ corresponding to the labels. $f(X) = Q(Y|X)$ is also the conditional probability distribution, and $Y \in \mathcal{Y}$, where $Y$ represents the possible machine health condition. The following is the formal definition of the unsupervised domain adaptation problem for fault diagnosis. Given labeled source domain dataset $D^s = \{(x_i^s, y_i^s)\}_{i=1}^n$ and unlabeled target dataset $D^t = \{(x_i^t)\}_{i=1}^N$, where $N_s$ and $N_t$ are the numbers of samples of the source and target domains, respectively. The eigenspaces of $D^s$ and $D^t$ (that is, $\mathcal{X}^s = \mathcal{X}^t$), the label space (that is, $\mathcal{Y}^s = \mathcal{Y}^t$), and conditional probability distribution $Q_s(y^t|x^s) = Q_t(y^t|x^t)$ are assumed to be the same. However, the marginal probability distributions of the two domains, that is, $P_s(x^s) \neq P_t(x^t)$, are different. Unsupervised domain adaptation aims to use labeled $D^s$ to learn classifier $f(x^s) \rightarrow y^s$ for predicting labels $y^t$ of $D^t$, where $y^s \in \mathcal{Y}^s$.

2.2. Deep Correlation Alignment. To fill the gap between the domains, CORAL loss is adopted by aligning the second-order statistics of the source and target features. In the activations computed at a given layer, $x_i^s$ and $x_i^t$ are $d$-dimensional representations. The domain discrepancy loss measured by CORAL loss ($L_{CA}$) [16], as shown below, minimizes the distribution discrepancy between the second-order statistics (covariance) of the source and target features.

$$L_{CA} = \frac{1}{4d^2} \|C_s - C_T\|_F^2,$$  \hspace{1cm} (1)

where $\|\cdot\|_F$ denotes the squared matrix Frobenius norm and $C_s$ and $C_T$ are the covariance matrices of the source and target features, respectively. According to reference [16], $C_s$ and $C_T$ are, respectively, computed as follows:

$$C_s = A_s J A_s^T, \hspace{1cm} C_T = A_T J A_T^T,$$  \hspace{1cm} (2)

where $J$ is the centering matrix [38]. Taking the source domain as an example, $J$ is a matrix of $N_s \times N_s$, and it is derived as follows:

$$J_{ii} = \frac{1}{N_s (N_s - 1)} \hspace{1cm} i \neq j.$$  \hspace{1cm} (3)

The training process is realized by mini-batch Stochastic Gradient Descent (SGD) in which only a batch of training samples is aligned in each iteration.

2.3. Center-Based Discriminative Loss. To make the deep features learned by the deep CNN model further discriminative, center-based discriminant loss $L_{CD}$ is adopted [37], which is different from center loss [35]. The latter penalizes the distance of each sample to the center of the corresponding class, whereas the former not only has the characteristic of center loss but also enforces large margins among centers across different categories. Center-based discriminant loss is defined as follows:

$$L_{CD} = \beta \sum_{i=1}^n \max(0, \|f_i^s - c_{y_i^s}\|_2^2 - m_1) + \sum_{i,j=1,i \neq j} \max(0, m_2 - \|c_i - c_j\|_2^2).$$  \hspace{1cm} (4)

The loss is composed of two items. The first item is used to measure the intraclass compactness, whereas the second item is used to measure the interclass separability. $\beta$ is the trade-off parameter, and $m_1$ and $m_2$ are the two constraint margins. $f_i^s \in \mathbb{R}^d$ represents the deep features of the $i$-th training sample in the fully connected layer, and $n$ is the number of neurons of the fully connected layer. $c_{y_i^s} \in \mathbb{R}^d$ denotes the class center of the $y_i^s$-th sample corresponding to the deep features, $y_i^s \in \{1, 2, \ldots, c\}$, where $c$ is the number of classes.

Equation (4) shows that the center-based discriminative loss forces the distance between intraclass samples to be no more than $m_1$ and the distance between the interclass samples to be no less than $m_2$. Obviously, this penalty item can make the deep features further discriminative.
Ideally, class center $c_{j}^{t}$ should be calculated by averaging the deep features of all samples, which is evidently inefficient and unrealistic. In practical applications, we update the central point through the mini-batch training samples. In each iteration, we calculate the central point by averaging the features of the corresponding class. The updated formula in each iteration is presented as follows:

$$
\Delta c_{j}^{t} = \frac{\sum_{i=1}^{b} \delta(y_{i} = j)(c_{j} - f^{t}_{i})}{1 + \sum_{i=1}^{b} \delta(y_{i} = j)}
$$

(5)

$$
\Delta c_{j} = c_{j}^{t} - \lambda \Delta c_{j}^{t}
$$

(6)

When the condition is true, $\delta(\text{condition}) = 1$, and 0 otherwise. $b$ denotes the batch size, and $\lambda$ is the learning rate. Every class center is initialized as the “batch class center” in the first iteration, and it is updated according to (5) and (6) for the next batch of samples in each iteration.

3. Fault Diagnosis Framework Based on CACD-1DCNN

3.1. CACD-1DCNN Fault Diagnosis Model. CACD-1DCNN is proposed to solve the cross-domain learning problem in the bearing fault diagnosis area. As illustrated in Figure 1, taking CNN as the main architecture, the two-stream CNN architecture with shared weights is adopted, and the model employs a domain adaptation layer with correlation alignment and center-based losses before the classifier.

As the input of the two-stream, the labeled source and unlabeled target data are fed into the CACD-1DCNN model during the training process. Subsequently, domain-invariant features with discriminative raw vibration signals are extracted through the multiple convolutional layers. The distribution discrepancy is minimized at the last fully connected layer. Theoretically, correlation alignment can be performed at multiple layers in parallel. Empirical evidence [15, 39] indicates that a solid performance is obtained even if this alignment is conducted only once. As a common practice, correlation alignment loss ($L_{CA}$) is performed after the last fully connected layer. Similarly, center-based discriminative loss ($L_{CD}$) is generally placed after the last fully connected layer. Therefore, the two kinds of loss functions in the proposed model are trained on the basis of the features extracted by the last fully connected layer. In addition to the conventional softmax loss function ($L_{S}$) based on source domain, the loss function of the CACD-1DCNN model is defined as follows:

$$
L = L_{S} + \alpha L_{CA} + \beta L_{CD},
$$

(7)

where $\alpha$ and $\beta$ are the trade-off parameters for balancing the contributions of the domain discrepancy and discriminative losses.

Only the source domain data are discriminated here. During the training process, the source features are discriminant learning and aligned with the target features. Joint training with classification, correlation alignment, and center-based discriminative losses between the two domains in the last fully connected layer can adapt the learned representations in the source domain for application to the target domain. This joint training can also guarantee domain-invariant features with improved intraclass compactness and interclass separability. Meanwhile, the extracted features can efficiently improve the cross-domain testing performance.

3.2. Architecture Designs of 1DCNN. Considering that the bearing vibration signals collected by acceleration sensors are usually 1D, using a 1DCNN is reasonable for the processing of vibration signals. In this study, the 1DCNN is adopted to deal with bearing fault diagnosis. The network structure is composed of four convolution and pooling layers, two fully connected layers, and a softmax layer at the end. The first convolutional layer uses wide kernel for extracting feature and suppressing high-frequency noise. Small convolutional kernels in the following layers are used to deepen the network for multilayer nonlinear mapping and preventing overfitting [27]. The parameters of 1DCNN are presented in Table 1. The pooling type is max pooling, and the activation function is ReLU. To minimize the loss function, the Adam stochastic optimization algorithm is applied to train our model and the learning rate is set to $1e^{-4}$. The experiments are conducted using the TensorFlow toolbox of Google.

3.3. Data Augmentation. Without sufficient training samples, the model can easily result in overfitting. Data augmentation techniques are commonly used in computer vision to increase the generalization of networks by adding the number of training samples. In fault diagnosis, the vibration signals collected by the acceleration sensor is 1D, and overlap sampling can easily obtain a large number of data by slicing the training samples with overlap. Figure 2 illustrates a vibration signal with 120,000 points. We can take 2,048 data points from this signal as a sample. We can also offset it by a certain amount to be the second sample.

4. Experimental Analysis of the Proposed CACD-1DCNN Model

4.1. Data Description. The bearing fault data used for experimental validation were obtained from the Bearing Data Center of CWRU [40]. The data were collected from a motor driving mechanical system under four different loads (0, 1, 2, and 3 hp) and three different locations (fan end, drive end, and base). The sampling frequency includes 48 and 12 kHz. The bearing has three fault types: outer race fault (OF), inner race fault (IF), and roller fault (RF). Each fault type contains fault diameters of 0.007, 0.014, and 0.021 inches, respectively; there are also normal condition (N), a total of 10 health states.

In this study, vibration signals of different fault locations and different health states with a sampling frequency of 12 kHz at the driving end of rolling bearing are selected for experimental research. The detailed description of the datasets is shown in Table 2. Three datasets are acquired
Table 1: Details of 1DCNN architecture used in experiments.

| No. | Layer type       | Kernel size | Stride  | Kernel number | Output    | Padding |
|-----|------------------|-------------|---------|---------------|-----------|---------|
| 1   | Convolution1     | 32 × 1      | 8 × 1   | 32            | 253 × 32  | Yes     |
| 2   | Pooling1         | 32          | 32      |               | 126 × 32  | No      |
| 3   | Convolution2     | 2 × 1       | 2 × 1   | 64            | 124 × 64  | Yes     |
| 4   | Pooling2         | 2 × 1       | 2 × 1   | 64            | 62 × 64   | No      |
| 5   | Convolution3     | 2 × 1       | 2 × 1   | 64            | 60 × 64   | Yes     |
| 6   | Pooling3         | 2 × 1       | 2 × 1   | 64            | 30 × 64   | No      |
| 7   | Convolution4     | 1 × 1       | 1 × 1   | 64            | 28 × 64   | Yes     |
| 8   | Pooling4         | 2 × 1       | 2 × 1   | 64            | 14 × 64   | No      |
| 9   | Fully connected1 | 100         | 1       | 100           | 100 × 1   | Yes     |
| 10  | Fully connected2 | 64          | 1       | 64            | 64 × 1    | No      |
| 11  | Softmax          | 10          | 1       | 10            |           |         |

Figure 1: Architecture of CACD-1DCNN.

Figure 2: Schematic of overlap sampling.
under three loads of 1, 2, and 3 HP, respectively. Each large dataset contains training and testing samples, and each sample contains 2,048 data points. To increase the number of training samples, the overlap sampling technique is used. In this study, the training samples are overlapped to augment data. However, no overlapping is observed in the testing set. Therefore, each dataset is composed of 6,600 training samples and 250 test samples of 10 health states.

4.2. Accuracy across Different Domains. The source domain samples have labels, whereas the target domain samples have none. Owing to the three domains, the experiments are conducted in six domain transfer scenarios, $A \rightarrow B$, $A \rightarrow C$, $B \rightarrow C$, $C \rightarrow B$, $C \rightarrow A$, and $B \rightarrow A$. Taking $A \rightarrow B$ as an example, dataset $A$ is the source domain, whereas dataset $B$ is the target domain.

Comparison Methods. The proposed method is compared with several successful machine learning methods to verify the effectiveness of the CACD-1DCNN model:

1. SVM
2. Multilayer perceptron (MLP)
3. Deep neural network (DNN) [1]
4. WDCNN proposed in [27] and the domain adaptation capacity from the AdaBN
5. OFNN-DE proposed in [30]
6. Adversarial adaptive model based on 1-D CNN (A2CNN) [29]

1–3 and 6 are methods that work with the data transformed through fast Fourier transform, whereas 4 and 5 are CNN-based methods that work with normalized raw signals. Notably, the OFNN in [30] is not used here because the OFNN uses the diagnostic result of data fusion between the drive-end and fan-end datasets, which are different from the datasets used in the experiments in this research. By contrast, the datasets used by OFNN-DE are the same as the datasets used in the experiments in this study. Furthermore, the diagnosis accuracy of the OFNN is slightly lower than that of the method used in this research.

For a fair comparison, we adopt the accuracy reported by other authors with the same setting or conduct experiments by using the source code provided by the authors.

A total of 10 experiments are conducted for each domain transfer scenario to reduce the influence of random factors. The experimental results of the six domain scenarios are displayed in Figure 3. In the domain shift scenarios of $A \rightarrow B$, $A \rightarrow C$, $B \rightarrow C$, and $C \rightarrow B$, the test accuracy of each scenario reaches 100%. In the domain shift scenarios of $C \rightarrow A$ and $B \rightarrow A$, the test accuracies exceed 97.6% and 97.2%, respectively. These results show that the domain adaptation performance of the proposed method is remarkable and stable.

The comparison with other approaches is shown in Figure 4. The average performance of the CACD-1DCNN is better than that of the A2CNN and six other baseline methods. The CACD-1DCNN also achieves the state-of-the-art average accuracy of domain adaptation in all domain transfer scenarios.

As illustrated in Figure 4, the performance of SVM, MLP, and DNN in domain adaptation is poor, with average accuracies of 66.63%, 80.40%, and 78.05% in the six scenarios, respectively. These results suggest that the sample distribution differs under varying conditions and the model trained in one working condition is unsuitable for fault diagnosis in another condition.

Compared with recent approaches, such as OFNN-DE and A2CNN, our method achieves an average accuracy of 99.47%, which is higher than those of OFNN-DE and A2CNN with average accuracies of 98.73% and 99.21%, respectively. This result shows that the features learned by the proposed method have better domain invariance and fault discrimination than those learned by other methods.

In five out of six shifts, that is, $A \rightarrow B$, $A \rightarrow C$, $B \rightarrow C$, $C \rightarrow B$, and $C \rightarrow A$, the fault diagnosis accuracy of the proposed method achieves state-of-the-art domain adaptation performance and reaches up to 100% in the first four domain shifts. In the domain transfer scenario of $B \rightarrow A$, the accuracy of the proposed method is 98%, which is, respectively, 0.18% and 0.5% lower than those of the A2CNN and OFNN-DE methods and far better than the accuracies of the SVM, MLP, DNN, and WDCNN methods. On this basis, the CACD-1DCNN can well learn domain-invariant and fault-discriminate features and effectively solve the domain adaptation problem caused by different loads of bearing data.

Taking the domain shift scenarios of $C \rightarrow B$, $C \rightarrow A$, and $B \rightarrow A$ as examples, for the CACD-1DCNN model, we compare the test accuracy of the target domain under the four loss functions of $L_s$, $L_s + L_{CA}$, $L_s + L_{CD}$, and $L_s + L_{CA} + L_{CD}$ (for simplicity, the coefficients of each loss function is omitted), as presented in Table 3. The results of other shifts...
are similar. We observe that the target test accuracy is worst with the loss function of $L_s$ because no adaptive strategy is adopted between the source and target domains. The target test accuracy is in the middle level with the loss functions of $L_s + L_{CA}$ and $L_s + L_{CD}$, and the target test accuracy is the highest with the loss function of $L_s + L_{CA} + L_{CD}$. Therefore,
in the case of $L_s + L_{CA}$ and $L_s + L_{CD}$, the model classification performance is comparable, and only when jointly supervised by the three loss functions can the proposed model achieve the best performance.

The results confirm that (1) the CACD-1DCNN is effective in filling the domain gap and (2) $L_{CD}$ is added on the basis of $L_{CA}$, that is, by combining domain alignment and discriminative feature learning, the proposed model guarantees that the domain-invariant features are extracted with improved intraclass compactness and interclass separability. The gap between the class clusters and the hyperplane is large, which is conducive to the correct classification of target samples near the edge or far from their corresponding class centers.

Furthermore, taking the domain shift scenario of $C \rightarrow A$ as an example, the accuracy of the training and testing stages in the case of the joint loss of $L_s + L_{CA} + L_{CD}$ is illustrated in Figure 5. This approach clearly helps us to achieve improved performance in the target domain while maintaining a strong classification accuracy in the source domain.

Taking the domain shift of $C \rightarrow A$ as an example, the domain loss and intraloss are analyzed. Notably, the proposed model adopts batch values. Although batch values cannot fully represent the distance between the entire source and target domains, it is a practical and fast approximation method for classifying samples.

The domain loss under the four loss functions is illustrated in Figure 6. In the case of $L_s$, where only the source domain is trained, the feature representations obtained from the source domain are likely to be different from the target features because the sample features of the target domain are not considered at all during the model training. Therefore, overfitting occurs, and the domain loss is great. In the case of $L_s + L_{CD}$, without considering domain alignment and only considering discriminant learning, the domain loss is smaller than that in the case of $L_s$, within the range of 0–0.55. Only $L_s + L_{CA}$ and $L_s + L_{CA} + L_{CD}$ are compared in Figure 7 for clarity. The domain loss is minimal, and the domain loss curve is smooth in the case of $L_s + L_{CA} + L_{CD}$, indicating that the slight change of weight causes a slight change of distance between domains. A further stable and accurate domain adaptation model can be obtained by considering the domain alignment and discriminative feature learning.

The intraclass loss under the four loss functions is illustrated in Figure 8. Evidently, the intraclass loss is large in the case of $L_s$ because the sample features of the target domain are not considered. The case of $L_s + L_{CD}$ takes second place. The cases of $L_s + L_{CA}$ and $L_s + L_{CA} + L_{CD}$ are small, suggesting that discriminant learning can achieve a small intraclass loss only in the model training of joint domain alignment. The comparison of the intraclass losses of $L_s + L_{CA}$ and $L_s + L_{CA} + L_{CD}$ shows that the curve is smooth in the case of $L_s + L_{CA} + L_{CD}$, indicating that the model is stable and reasonable in this case.

4.3. Sensitivity Analysis of Fault. For each type of fault detection, we introduce three evaluation indexes, namely, Precision, Recall, and F-Measure, to further analyze the sensitivity of the proposed CACD-1DCNN method. In the multiclassification problem of fault diagnosis, for each fault category $f$, Precision and Recall are defined as follows:

$$\text{Precision} (f) = \frac{TP}{TP + FP},$$

$$\text{Recall} (f) = \frac{TP}{TP + FN},$$

where True Positive (TP) represents the number of faults correctly identified as fault category $f$, False Positive (FP) means the number of faults wrongly identified as fault category $f$, and False Negative (FN) represents the number of faults $c$ incorrectly labeled as not belonging to $f$.

$F$-Measure is defined as a reference for diagnosis analysis. The calculation method of F-Measure is as follows:
\[ F = \left(1 + \alpha^2 \right) \times \frac{\text{Precision} \times \text{Recall}}{\alpha^2 \times (\text{Precision} + \text{Recall})} \]  

(9)  

**F-Measure** denotes the geometric weighted average of Precision and Recall, with \( \alpha \) as the weight. Setting \( \alpha \) to 1 indicates that Precision is as important as Recall. When \( \alpha > 1 \), Precision is important; when \( \alpha < 1 \), Recall is important. In this study, \( \alpha \) is set to 1; the closer the F-Measure to 1, the better the fault diagnosis performance. This evaluation method considers the Precision and Recall. The highest F-Measure is 1. The Precision, Recall, and F-Measure of each health state in the comparison method A2CNN and the proposed method CACD-1DCNN are presented in Table 4, and the comparison results of other methods are similar.

For the first (rolling body) and fourth (inner raceway) fault types, both of which have a fault size of 0.007 inch, the CACD-1DCNN method has low Precision values in the domain shift scenario \( B \rightarrow A \), which are 89% and 93%, respectively. Thus, approximately 10% of these kinds of fault alerts in this domain shift are unreliable. For the first fault type, the Precision of the proposed method in the domain shift of \( C \rightarrow A \) is 89%, indicating that 11% of the samples are incorrectly classified as this fault category. In A2CNN, we can see that, in some domain shifts, based on the first, second, third, and fifth fault types and normal state, there are some fault alarms which are not reliable.

For the third fault type, the rolling body fault size is 0.021 inch. The Recall values of the CACD-1DCNN method in domain shift scenarios \( C \rightarrow A \) and \( B \rightarrow A \) are low, which are 88% and 80%, respectively. That is, 12% of these faults are undetected in the domain shift scenario of \( C \rightarrow A \), whereas 20% are undetected in the domain shift \( B \rightarrow A \). In A2CNN,
we can see that, in some domain shifts, based on the second, third, and eighth fault types, there are some undetected faults.

Similarly, the F-Measure values in the domain shift scenarios of \( C \rightarrow A \) and \( B \rightarrow A \) for the first fault type are all 0.9434. For the third fault type, the F-Measure values in the domain shifts of \( C \rightarrow A \) and \( B \rightarrow A \) are 0.9362 and 0.8889, respectively. The F-Measure in the domain shift of \( B \rightarrow A \) for the fourth fault type is 0.9615. All the other F-Measure values of the fault classes are 1. In A2CNN, we can see that, in some domain shifts, based on the first, the second, the third, and the eighth fault types and normal state, the F-Measure values are less than 1.

In general, the Precision, Recall, and F-Measure of the CACD-1DCNN are higher than that of the A2CNN, which means that the CACD-1DCNN has less false alarms and missed alarms. Except for a few third fault types in domain shift \( B \rightarrow A \), which are incorrectly classified into the first and fourth fault types, and a few third fault types in domain shift \( C \rightarrow A \), which are incorrectly classified into the first fault type, the CACD-1DCNN method divides all categories into the correct classes. The results show that, after combining the domain alignment and discriminative feature learning, the classification performance of the proposed method achieves remarkable improvement.
4.4 Parameter Sensitivity. In this section, we study hyperparameter \( \alpha \), which is a critical coefficient for cross-validation. A high value of \( \alpha \) may force networks to learn oversimplified low-rank feature representations. Although a high value may lead to perfectly aligned covariances, it may not be useful for classification. Meanwhile, a small \( \alpha \) may be insufficient to bridge the domain shift.

Taking the domain shift of \( C \rightarrow A \) as an example, the results of \( \alpha \) with different values are illustrated in Figure 9. \( \beta \) is fixed at 0.003. Similar trends are observed in other domain transfer scenarios. A large range of \( \alpha (\alpha \in [10^{-1}, 10^4]) \) can be selected to obtain better results than those of the best baseline methods. When the value of \( \alpha \) is larger than \( 10^4 \), the accuracy rapidly decreases. The effectiveness and robustness of the proposed method are further verified.

With a fixed \( \alpha \) of 100, we consider the influence of parameter \( \beta \), which balances the discriminant loss to increase the intraclass compactness and interclass dispersion. A large \( \beta \) can produce deep discriminate features, whereas a small \( \beta \) is insufficient to improve the discrimination of features. Figure 10 shows the change in accuracy in the domain shift scenario of \( C \rightarrow A \) when \( \beta (\beta \in \{0.0003, 0.003, 0.03, 0.3, 1, 10, 20\}) \) takes different values. When \( \beta \) is very small, the classification accuracy of the target domain is high. At this time, correlation alignment loss plays a role and the model classification performance is high. With the increase of \( \beta \), when the domain alignment keeps up with the change of the source features under the influence of discriminant loss, a domain adaptation model with high accuracy is obtained. However, when \( \beta \) is larger than a certain interval, which is 10 in this case, the classification performance of the target domain is poor. The reason may be because the discriminant influence is too large to exceed the speed of domain alignment. In this case, we can conclude that when \( \beta \) is taken (0, 10], the test accuracy remains high.
The experimental results reveal that appropriate trade-off parameters between domain alignment and discriminant feature learning in the CACD-1DCNN model can improve the domain adaptation performance.

4.5. Network Visualizations. To further describe the effectiveness of the CACD-1DCNN, the t-SNE technology [41] is adopted for visualizing the feature representations of the proposed approach in all convolutional and fully connected layers. Domain scenario $B \longrightarrow C$ in Figure 11 is taken as an example. Three points are worth noting. (1) As the number of layers of the CACD-1DCNN model increases, the signals become increasingly separable at each layer, indicating the necessity of a deep structure. (2) In the third and fourth convolutional layers, the phenomenon of linear inseparability of feature representations occurs. In the fully connected layer, the feature representations of all faults are linearly separable. Therefore, the nonlinear expressibility of the model increases as the number of layers increases. (3) The feature representation of signals in the first convolutional layer is similar to that of the original signals and fails to show any separability. In the third and fourth convolutional layers, the signal samples gradually show separability. At the fully connected layer, the faults can be well distinguished. The following describes the core idea of the proposed model to implement domain adaptation. The correlation of the data is initially removed, and then recorrelation operations are performed on the basis of the information of the target domain.

5. Conclusion

In this work, we propose a CACD-1DCNN model for the domain adaptation of bearing fault diagnosis by combining domain alignment and discriminative feature learning. The CACD-1DCNN aims to extract domain-invariant features with improved intraclass compactness and interclass separability and guarantees high classification performance in the two domains. The experimental results on the CWRU bearing datasets confirm the superiority of the proposed method over many existing methods. Future research may focus on two aspects: (1) applying correlation alignment at multiple layers between the two domains in parallel and (2) further reducing the domain shifts in the aligned feature space through other constraints.
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