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ABSTRACT

Context. Obscuration events caused by outflowing clumps or streams of high column density, low ionisation gas, heavily absorbing the X-ray continuum, have been witnessed in a number of Seyfert galaxies.

Aims. We report on the X-ray spectral-timing analysis of the December 2016 obscuration event in NGC 3783, aimed at probing variability of the X-ray obscurer on the shortest possible timescales. The main goals of this study are to obtain independent constraints on the density, and ultimately on the distance of the obscuring gas, as well as to characterise the impact of variable obscuration on the variability of the X-ray obscurer on the shortest possible timescales. The main goals of this study are to obtain independent constraints on the density and location of the obscuring gas to the short timescale variability of the primary X-ray continuum provides a satisfactory interpretation of all the observed X-ray spectral-timing properties. This study enabled us to put independent constraints on the density and location of the obscuring gas.

Methods. We carried out a comparative analysis of NGC 3783 during unobscured (using archival 2000-2001 XMM-Newton data) and obscured states (using XMM-Newton and NuSTAR data from the 2016 observational campaign). The timescales analysed range between ten hours and about one hour. This study was then generalized to discuss the signatures of variable obscuration in the X-ray spectral-timing characteristics of Seyfert galaxies as a function of the physical properties of the obscuring gas.

Results. The X-ray obscurer in NGC 3783 is found to vary on timescales between about one hour to ten hours. This variability is incoherent with the variations of the X-ray continuum. A fast response (on timescales shorter than about 1.5 ks) of the ionisation state of the obscuring gas to the short timescale variability of the primary X-ray continuum provides a satisfactory interpretation of all the observed X-ray spectral-timing properties. This study enabled us to put independent constraints on the density and location of the obscuring gas. We found the gas to have a density of $n_e > 7.1 \times 10^7$ cm$^{-3}$, consistent with being part of the broad line region.
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1. Introduction

Flux variability is a common feature of active galactic nuclei (AGN; e.g. Padovani et al. 2017). It can be observed at any wavelength and over a very broad range of timescales (from minutes to years). Most of the variability observed at short wavelengths (from optical/UV to X-rays) is thought to originate within the accretion flow, and to drive variability of reprocessed radiation (e.g. Guilbert & Rees 1988; Blandford & McKee 1982). The time-dependent response of reprocessed radiation to the variable primary continuum can be used as a tool to map the environments of the black hole (BH). For example, optical/UV reverberation...
tion mapping techniques are routinely used to put constraints on the geometry and kinematics of the broad line regions (BLR, Blandford & McKee 1982; Peterson 2003).

Thanks to the increasing availability of high signal-to-noise (S/N) data and long monitoring campaigns, a similar approach is now used to constrain the geometry of the innermost, X-ray emitting regions of the accretion flow. These studies are based on the use of X-ray spectral-timing techniques (e.g. Vaughan & Nowak 1997; Nowak et al. 1999; Wilkinson & Uttley 2009; Zoghbi et al. 2010; Uttley et al. 2014). Such techniques are very powerful at singling out and constraining the causal relationship of spectral components contributing to X-ray variability on different timescales, thus produced at different distances from the BH. Therefore, this analysis method allows us to map the close environments of BHs down to scales normally not accessible through standard techniques (e.g. De Marco et al. 2013, 2017; Kara et al. 2016, 2019).

So far, X-ray spectral-timing techniques have been mostly used to study the accretion flow around BHs. However, an additional important feature of BH activity is represented by outflows of photoionised gas, possibly associated with winds from the torus or the accretion disc (Koenigl & Kartje 1994; Krolik & Kriss 1995; Murray & Chiang 1997; Proga et al. 2000; Blustin et al. 2005; Fukushima et al. 2010). These outflows manifest themselves as blueshifted UV and X-ray absorption lines (e.g. Crenshaw et al. 2003). Depending on the ionisation state, column density and covering factor of the outflowing gas, these absorption features can greatly modify the observed emission from the AGN (e.g. Nardini et al. 2015; Reeves et al. 2018).

AGN outflows might represent an important source of kinetic feedback. Constraining their physical properties, geometry, and production mechanism is crucial to determine their impact on the environment, and determine the links between AGN activity and its host galaxy. AGN outflows are observed in at least half of type 1 nearby systems (e.g. Crenshaw et al. 2003; Cappi 2006; Tombesi et al. 2010; Gofford et al. 2013; Laha et al. 2014; Parker et al. 2017a), from the more common warm absorbers, with speeds ranging from a few hundreds to a few thousands of km s$^{-1}$, to the ultra fast outflows, reaching speeds of 0.1 – 0.4c. Though important for understanding AGN activity and feedback, these outflows are generally found to absorb only modest percentages of continuum flux as a consequence of their high ionisation level.

Recently, evidence has been reported for an additional class of outflows characterised by similar column densities ($N_{H} \sim 10^{22}-10^{23}$ cm$^{-2}$) but typically lower ionisation parameter ($\log (\xi/\text{erg cm s}^{-1}) \leq 2$). These so-called X-ray obscurers, absorb significant amounts of UV and soft X-ray flux (Risaliti et al. 2011; Kaastra et al. 2014; Longinotti et al. 2013, 2019; Ebrego et al. 2016; Turner et al. 2018), partially eclipsing the X-ray source and producing broad, blue-shifted UV absorption troughs (Kaastra et al. 2014; Mehdipour et al. 2017, hereafter M17; Kriss et al. 2019, hereafter K19). Such obscuration events are transient (Markowitz et al. 2014), covering a diverse range of timescales, from a few hours (e.g. Risaliti et al. 2005, 2007, 2011), to days/months (Kaastra et al. 2018) or even years (Kaastra et al. 2014).

A number of multiwavelength campaigns have allowed comprehensive spectral studies of obscuration events in AGN (e.g. Longinotti et al. 2013, 2019; Ebrego et al. 2016; Kaastra et al. 2014; M17). The main goal of these campaigns was to constrain the geometry and distance of the absorbing gas, by studying the delayed response of the gas to variations of the ionising continuum. However, standard time-resolved spectral analysis is affected by insufficient photon counts per time bin if the response timescale of the gas is very short. This problem can be overcome through the use of spectral-timing techniques, which measure the response of the gas by averaging over multiple variability cycles. However, detailed spectral-timing studies of X-ray obscurers have not yet been attempted. The importance of the latter is twofold. On the one hand they can provide additional and independent constraints on the physical properties of the obscuring gas. In particular, by measuring the delay due to the response time of the absorbing gas to variations of the ionising continuum it is possible to estimate the electron density of the gas, and ultimately its distance (e.g. Nicastro et al. 1999; Behar et al. 2003; Krongold et al. 2007; Kaastra et al. 2012; Silva et al. 2016). On the other hand, it is crucial to understand the impact of variable obscuration on the observed spectral-timing properties of the X-ray source. Indeed, the response timescales may be very short (Parker et al. 2017a; Pinto et al. 2018), of the order of the timescales of intrinsic X-ray emission variability from the inner regions of the accretion flow. It is therefore of the utmost importance to correctly identify signatures of variable absorption in order to derive reliable constraints on the properties of the primary emitting regions. In particular, a basic prediction of radiative transfer theory is that the response of the absorbing gas to variations of the ionising flux is non-linear (e.g. Rybicki & Lightman 1991). Therefore, variable absorption is supposed to introduce an incoherent (i.e. non-linear; Vaughan & Nowak 1997) fraction of variability in the energy bands most affected by absorption.

In this paper, we adopt an X-ray spectral-timing analysis approach to investigate the variability properties of the X-ray obscurer detected in the nearby (z = 0.009730, Theureau et al. 1998) Seyfert 1 galaxy NGC 3783, down to the shortest possible timescales. A multiwavelength program was triggered in December 2016 to study the source during the obscuration event which lasted for about a month (M17). Simultaneous optical-UV to X-ray observations allowed us to characterise the spectral properties of the obscurer (M17; Kaastra et al. 2018; Mao et al. 2019, hereafter Mao19; K19). This gas was found to have column density $N_{H} \sim 10^{23}$ cm$^{-2}$, ionisation parameter log ($\xi/\text{erg cm s}^{-1}$) = 1.84$^{+0.40}_{-0.20}$ and outflow velocities up to 6000 km s$^{-1}$, and to partially cover the X-ray source (with covering factor of $\sim 0.4 - 0.5$). In this paper we make use of both archival and new X-ray data from the recent campaign (M17), to carry out a comparative analysis of the X-ray spectral-timing properties of NGC 3783 during unobscured and obscured epochs. We could study the fast variability of the X-ray obscurer down to timescales as short as about an hour, and infer independent constraints on the density of the obscuring gas. A study of the short timescale variability properties of the reflected emission component will be presented in a companion paper (Costanzo et al. in prep.).

2. Data reduction

We studied the X-ray spectral-timing properties of NGC 3783 using the two XMM-Newton and joint NuSTAR observations of NGC 3783 carried out on 11 and 21 December 2016 as part of the campaign described in M17, and the three archival XMM-Newton observations carried out on 28 December 2000, 17 and 19 December 2001. The 2000-2001 and the 2016 observations correspond respectively to unobscured (hereafter U1-U3) and obscured (hereafter O1-O2) epochs of the source (M17, Kaastra et al. 2018). The log of these observations is reported in Table[1]
2.1. XMM-Newton

Given the higher effective area and the long uninterrupted exposures, for this analysis we used data from the EPIC pn detector only. Indeed, the EPIC MOS1 and MOS2 instruments experienced periods of Full Scientific Buffer throughout observations O1 and O2, thus precluding the use of these data sets. The EPIC pn was operated in Small Window mode during all the observations. The data reduction was carried out using the XMM-Newton Science Analysis System (SAS v16.1), following standard procedures and with calibration files as of May 2018. The data were barycentre corrected. For all XMM-Newton observations source counts were extracted from a circular region of 30 arcsec. This extraction radius was chosen so as to reduce the impact of background flares affecting observations O1-O2\(^4\) (see below). Background counts were extracted from two adjacent rectangular regions. We considered only events with PATTERN \(\leq 4\). Using the task `epatplot` we verified that the source is not affected by pile-up during each observation.

Background-subtracted light curves were obtained using the SAS routine `epiclccorr`. During observations U1-U3 soft-proton flares are either not present or observed at the end of each observation. These time intervals were removed, resulting in the effective exposures listed in Table 1. Observations O1 and O2 show soft-proton flares throughout the entire exposures. However, these contribute on average \(\sim 13\) percent of the measured count rate at the highest energies. Moreover, given their short duration (of the order of \(\lesssim 3\) ks), they are not expected to have significant contribution on the (longer) X-ray variability timescales tested. Therefore, we did not filter these events out, which resulted in two continuous observations of 110 ks and 55.5 ks exposures respectively (see Table 1). We verified that our results are not affected by this choice by comparing results obtained independently from the study of simultaneous NuSTAR data (see Sect. 3.2).

Response matrices were obtained using SAS tasks `rmfgen` and `arfgen`. For consistency with Mao19 and M17, spectra of observations U1-U3 were combined using the task `epicspeccombine`.

2.2. NuSTAR

The NuSTAR data were reduced using the standard pipeline included in the NuSTAR Data Analysis Software (NUSTARDAS) v1.8. and calibration files CALDB v20171204. Source counts were extracted from a circular region of 80 arcsec radius, and background counts from an adjacent circular region of 173 arcsec radius. The data were barycentre corrected. The light curves from each of the two hard X-ray detectors FPMA and FPMB were extracted using the tool `nuproducts`. The background-subtracted count rates from the two detectors were then summed within each time bin to increase the S/N.

3. Fast variability of the X-ray obscurer

3.1. Light curves

Fig. 1 shows the background-subtracted XMM-Newton and NuSTAR light curves of NGC 3783 in the energy bands: 0.3 – 2 keV, 2 – 5 keV, 5 – 10 keV, and 10 – 50 keV. The light curves have a time bin of 1.5 ks. The source shows remarkable variability on the sampled timescales. A severe drop in the 0.3 – 2 keV count rate (a factor of \(\sim 5\) to \(\sim 6\)) is characterised observations O1-O2 with respect to the archival observations U1-U3. This is due to the mildly ionised (log (\(\xi/\text{erg cm s}^{-1}\)) = 1.84), high column density (\(N_H \sim 10^{23}\) cm\(^{-2}\)) obscuring outflow, detected during the latest observations (M17; Kaastra et al. 2018; K19). Fig. 2 shows the effects of the obscuration event on the X-ray spectra of the source. The intensity of the drop decreases in the 0 keV band but shows a factor of \(\sim 1.6\) in the 5 – 10 keV band as the fraction of transmitted X-ray flux through the absorbing gas increases (see figure 5 of M17). The NuSTAR 10 – 50 keV (red points in Fig. 1) last two panels) and XMM-Newton 5 – 10 keV light curves follow the same trend of variability during the joint observation period, suggesting a lack of major spectral variations associated with the primary hard X-ray continuum.

3.2. \(F_{\text{var}}\) spectrum

We first investigated the short timescale spectral variability of the source in a model independent way, by computing the fractional root mean square (\(\text{rms}\)) variability amplitude spectrum (\(F_{\text{var}}\); e.g. Vaughan et al. 2003; Ponti et al. 2004, 2006). By short timescale we refer to timescales of the order of a few hours. To this aim, we used light curves split into segments of 36 ks length. The light curves were extracted in adjacent energy bins, with a time bin of 200 s, and background-subtracted.

For the XMM-Newton datasets we computed the Poisson noise-subtracted periodogram (normalized to units of squared fractional \(\text{rms}\), Miyamoto et al. 1991) of each segment. We integrated over the frequency range \(\sim 2.78 \times 10^{-5} - 3.3 \times 10^{-4}\) Hz, which corresponds to timescales of ten to about one hour, and from its square root we obtained an estimate of the \(F_{\text{var}}\) from each segment. \(F_{\text{var}}\) estimates associated with each observing epoch (U1-U3 and O1-O2) were then averaged together.

In the case of observations O1-O2 we extended the analysis of the \(F_{\text{var}}\) spectrum up to \(\sim 50\) keV using the available NuSTAR

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
\textbf{ID} & \textbf{Start Time} & \textbf{Obs} & \textbf{Exposure} \\
& yyyy-mm-dd hh:mm:ss & & [ks] \\
\hline
\textbf{XMM-Newton} & & & \\
0112210101 & 2000-12-28 17:34:57 & U1 & 37 \\
0112210201 & 2001-12-17 19:12:07 & U2 & 126 \\
0112210501 & 2001-12-19 19:03:29 & U3 & 125 \\
0780860901 & 2016-12-11 09:15:48 & O1 & 110 \\
0780861001 & 2016-12-21 08:36:16 & O2 & 55.5 \\
\hline
\textbf{NuSTAR} & & & \\
80202006002 & 2016-12-11 21:56:08 & O1 & 55.6 \\
80202006004 & 2016-12-21 10:41:08 & O2 & 44 \\
\hline
\end{tabular}
\caption{Log of the analysed observations. The table reports: (1) the observation ID; (2) the observation date; (3) the nomenclature used throughout the paper to refer to the different datasets (U stands for “unobscured”, O stands for “obscured”); (4) the net exposure time (in the case of XMM-Newton observations this is the exposure time after removal of soft-proton flares).}
\end{table}
Fig. 1. Background-subtracted light curves of NGC 3783. The XMM-Newton light curves are extracted in the 0.3 – 2 keV, 2 – 5 keV, and 5 – 10 keV energy bands (black curves in upper, middle, and lower panels respectively). The NuSTAR light curves are extracted in the 10 – 50 keV energy band (red curves in the rightmost lower panels). Note that in order to enable an easier comparison of the variability patterns in the XMM-Newton 5 – 10 keV and NuSTAR 10 – 50 keV light curves, the NuSTAR light curves were not rescaled for the extraction area, thus the match with XMM-Newton is coincidental.

Fig. 2. X-ray spectra of NGC 3783 during unobscured (U1-U3) and obscured (O1-O2) epochs. Data for energies $E < 10$ keV are from the XMM-Newton EPIC pn detector, while data for energies $E > 10$ keV during O1-O2 are from the NuSTAR FPMA detector.
1.5 keV). This is due to the presence of constant (on the sampled timescales) scattered emission from distant gas (as revealed in the time-averaged spectra of the source, Mao19). This component dominates in the soft energy band because of the significant absorption blocking the emission from the central regions. At $E \geq 3$ keV the $F_{var}$ shows the same decreasing trend of variability amplitude as a function of energy as observed during U1-U3. The feature ascribable to a constant narrow Fe Kα line is still visible.

3.3. Modelling of the $F_{var}$ spectrum

Results presented in M17 and Mao19 from the analysis of the X-ray spectra of NGC 3783 during U1-U3 and O1-O2 revealed high spectral complexity. As seen in the $F_{var}$ spectra, this complexity is coupled to significant spectral variability (Fig. 3). We investigated the contribution of the different spectral components identified in those works, to the observed short timescale variability. To this aim we created $F_{var}$ models, and compared them to the observed $F_{var}$ spectra reported in Sect. 3.2.

$F_{var}$ models were obtained making use of the best-fit models to the mean energy spectra presented in M17 and Mao19. All the absorption and scattered emission components were modeled using table models produced with the spectral synthesis code Cloudy (v17.01, Ferland et al. 2017) and the SEDs calculated in M17. Fits were performed within Xspec v12.11 (Arnaud 1996).

The models include the following spectral components common to both the unobscured and obscured datasets (with the corresponding Xspec model name within brackets):

- Galactic absorption (phabs);
- Comptonised hard X-ray band emission (cutoffpl);
- Comptonised soft X-ray band emission (compTT);
- Two scattered emission components from distant gas (Cloudy table models);
- X-ray reflection from distant gas (pexmon);
- Three warm absorber components, and one high ionisation absorption component (Cloudy table models).

To account for the obscurer during O1-O2, we added two partially covering, mildly ionised absorption components (partcov convolved with Cloudy table models) with ionisation parameter fixed at the value log $(E/\text{erg cm s}^{-1}) = 1.84$ obtained from combined X-ray and UV diagnostics (K19) and covering fraction as determined in M17.

Note that Mao19 reports detection of nine phases of the warm absorber and three scattered emission components from the fit of high resolution RGS and Chandra HETGS spectra. However, CCD-resolution spectra (and the even lower resolution of $F_{var}$ spectra) do not allow us to resolve all the different phases, in that most of them are characterised by small differences in outflow velocity and ionisation parameter. Therefore, we used only three absorption components to model the warm absorber (forcing their ionisation parameter to vary within the ranges determined in Mao19, i.e. log $(E/\text{erg cm s}^{-1}) = -0.6$ to 3.1) and two scattered emission components. Nonetheless, the inferred total $N_{H}$ is broadly consistent with that obtained by Mao19.

We reran the fits to allow the model parameters to adjust. For consistency with previous papers (M17; Mao19) and in order to use the same models, observations O1 and O2 were fit simultaneously while observations U1-U3 were combined into a single spectrum. The parameters left free to vary are: the spectral slope of the power-law, the normalization of all emission components, the column density of the two mildly ionised obscurers, the ionisation parameter and column density of the high-ionisation absorption component, the parameters of the three warm absorber components. All the other parameters were fixed at the best-fit value obtained in M17 and Mao19. The parameter values inferred from these fits are reported in Appendix A and Table A.1.

In order to reproduce the observed $F_{var}$ spectra, relevant parameters of the best-fit spectral model were allowed to vary randomly following a normal distribution centred on their best-fit value. The width of the distribution determines the variability amplitude of each spectral parameter. We tested different width values so as to recover the observed $F_{var}$ spectral shape. For the normalisation of continuum emission components (cutoffpl and compTT) we assumed a log-normal distribution, since this kind of distribution is found to well describe the X-ray flux distribution of AGN (Uttley et al. 2005, but see Alston et al. 2018 and Alston 2019). The models that qualitatively describe the observed $F_{var}$ spectra better are shown as solid and dotted lines in Fig. 3.

During observations U1-U3, the shape of the $F_{var}$ spectrum can be explained in terms of short timescale (between about one hour and ten hours) variability of both the soft and hard X-ray Comptonisation components (Fig. 3 left). Indeed, variations of the normalization of the cutoffpl component (blue curve in Fig. 3 left) well resemble the observed $F_{var}$ spectrum at $E \geq 3$ keV, but leave excess variability in the soft X-ray band if the soft X-ray Comptonisation component is assumed to be constant. Concurrent variations of the normalization of the soft X-ray Comptonisation component (magenta curve in Fig. 3 left) can account for most but not all of the observed variability power in the soft X-ray Comptonisation component (assuming variations of their normalizations of ~10%–11% and 13%–15%, respectively, blue curve in Fig. 3 right) can account for most but not all of the observed variability. This model well describes the hard X-ray $F_{var}$ spectrum (from $E \approx 7$ keV) up to the energies covered by NuSTAR (Fig. 3 right). The drop of variability power in the soft X-ray band is produced by the constant (on the sampled timescales) scattered emission component, dominating this part of the spectrum, as the obscurer blocks the emission from the innermost regions. However, the peak of variability observed at $E \approx 3$ keV is not recovered by a model which includes only variable continuum emission, as the latter underpredicts the amount of fractional variability at those energies. Nonetheless, this peak can be recovered by allowing for short timescale variability of the X-ray obscurer. Fig 3 (dashed red curve) reports a simple model where variations of the ionisation parameter, $\xi$, of obscurer #2 are related to variations of the power law flux, $F_{pol}$, with the scaling factor derived from the time-averaged best-fit model. The model well reproduces the observed spectral shape. Additional variations (by ~13 – 15%) of the column density of obscurer #2 cannot be excluded and would further contribute

Note that M17 and Mao19 performed spectral modelling using SPEX (Kaastra et al. 1996). The use of Cloudy tables within Xspec might yield systematic differences of the order of 20%. However, these are not significant for our scopes, given the low spectral resolution of the data analysed in this paper.

3 The cut-off power-law component is normalized to the flux in the 7 – 10 keV energy range.
to the observed variability peak (Fig. 4, continuous red curve and dashed magenta curve). In Appendix B we show that the observed $F_{\text{var}}$ spectrum can be also reproduced assuming variations of $N_{\text{H}}$ alone, possibly combined with either mild variations of covering factor of obscurer #2 (Fig. B.3), or variations of the parameters of obscurer #1. However, a model describing the observed variability in terms of variations of the ionisation parameter of obscurer #2 related to variations of the ionising continuum, is consistent with results presented in the following sections.

Our analysis shows that the obscuring gas in NGC 3783 varies on timescales in the range between one hour and ten hours. From a physical point of view, the observed variations could be due to a fast response of the obscuring gas to variations of the illuminating continuum, possibly combined with variability associated with an inhomogeneous structure crossing our line of sight. In any event, changes in the properties of the obscurer are expected to produce non-linearly correlated (i.e. incoherent) variability (e.g. Rybicki & Lightman 1991). To verify this hypothesis, we carried out a comparative analysis of the $rms$ and covariance spectra of the source, and of coherence spectra.

4. Incoherent variability of the X-ray obscurer

4.1. $rms$ and covariance spectra

Spectral fits of the $rms$ spectrum allow for an identification of all components variable on the sampled range of timescales (e.g. Revnivtsev et al. 1999; Gilfanov et al. 2000), while the covariance spectrum pinpoints which of those components are linearly correlated (or coherently variable, Wilkinson & Uttley 2009; Uttley et al. 2014). Thus a discrepancy between the $rms$ and the covariance spectrum indicates that a non linearly-correlated component is contributing in that specific energy range. Contrary to the $F_{\text{var}}$ spectrum, these spectra are not modified by constant (on the sampled timescales) spectral components, thus reducing the number of parameters to be included in the fits.

The $rms$ spectrum is computed following the same procedure used for the $F_{\text{var}}$ spectrum (Sect. 3.2) but adopting absolute counts units normalization for the periodogram (e.g. Vaughan et al. 2003). The covariance spectrum is computed as $Cov(\nu, E_i) = \sqrt{\Delta \nu (\bar{C}_{R,E}(\nu) \nu^2 - n^2)} / P_R(\nu)$, where $C_{R,E}(\nu)$ is the mean Fourier cross-spectrum between a reference band and adjacent energy bins (the contribution of each energy bin is subtracted from the reference band in order to remove correlated Poisson noise due to photons contributing in both bands, see Uttley et al. 2014) over the frequency interval $\Delta \nu$, $n^2$ is a bias term due to the contribution of Poisson noise to the modulus-squared of the cross spectrum (see Uttley et al. 2014), and $P_R(\nu)$ is the mean Poisson-noise subtracted periodogram of the reference band. We used the 0.3-10 keV energy band as the reference band. To be consistent with the $F_{\text{var}}$ spectrum, also for the analysis of $rms$ and covariance spectra we focused on the frequency range $\Delta \nu \sim 2.78 \times 10^{-3} - 3.3 \times 10^{-2} \text{ Hz}$, corresponding to timescales of ten hours down to one hour. The $rms$ and covariance spectra of the source are shown in Fig. 4 for the two epochs.

The $rms$ and covariance spectra perfectly match each other during U1-U3 (Fig. 4 left), implying that all variable spectral components are also linearly correlated with the reference band. In this same figure we overplot the $rms$ and covariance spectra (in light and dark grey, respectively) of observations O1-O2, to highlight the differences between the two epochs. Notably, all the spectra overlap at high energies (at $\sim 5$ keV), meaning that the spectral-timing properties of the primary hard X-ray continuum did not change between the two sets of $XMM-\text{Newton}$ observations (15 years apart). Major differences are instead seen below $\sim 5$ keV, due to the presence of the X-ray obscurer during observation O1-O2 (see below). In addition, during O1-O2 (see Fig. 4 right panel), the $rms$ spectrum shows an excess in the soft X-ray band with respect to the covariance spectrum. This indicates the presence of additional variability not linearly correlated with the broad band X-ray continuum.

The blue continuous curves in the left and right panel of Fig. 4 show the best-fit models ($\chi^2$/d.o.f. = 114/73) obtained from
We followed the procedure extensively described in Uttley et al. (2014), whereby the intrinsic coherence is computed as \( \gamma^2(v, E) = \langle [C_{\nu,E}(v) - \langle C_{\nu,E}(v) \rangle]^2 \rangle / \langle [\nu P_{\nu,E}(\nu)]^2 \rangle \), with all the terms having the same definition as described in Sect. 4.1. Since this relies on the use of Fourier-domain techniques, we did not extend the analysis to the NuSTAR band as previously done for the \( F_{\text{var}} \) spectrum, because the gaps present in NuSTAR data would bias such analysis. As for the covariance spectrum, we chose the 0.3 – 10 keV band as the reference band, and the same frequency range for the computation of average cross and power spectra (~2.78 \times 10^{-3} – 3.3 \times 10^{-3} Hz, i.e. we tested coherent variability on timescales of ten hours down to one hour). For the computation of the errors on \( \gamma^2 \) we used equation 8 of Vaughan & Nowak (1997), which accounts for both the uncertainty in the Poisson noise and in the intrinsic coherence.

The intrinsic coherence is shown in Fig. 5. As expected from results presented in Sect. 4.1, we detected high coherence at all energies during observations U1-U3. The coherence is maximum at intermediate energies (between ~1 and 5 keV) and moderately decreases towards lower and higher energies. This behaviour is seen in several AGN (Epitropakis & Papadakis 2017, see also Sect. 5.2), whereby the intrinsic coherence decreases with the energy separation between bands.

Observations O1-O2 show similar levels of coherence at \( E > 2 \) keV, again suggesting that the intrinsic spectral-timing properties of the primary X-ray continuum did not undergo significant changes between the two epochs. However, the coherence drops (by a factor of ~3) below ~1 keV, due to uncorrelated variability components significantly contributing in this band, as manifested by the excess soft band residuals seen in the \( rms \) spectrum (Sect. 4.1). However, the fact that the intrinsic coherence is not consistent with zero in the soft X-ray band means that residual contribution from linearly correlated variability is present, as indeed inferred from the covariance spectrum (Sect. 4.1).

Therefore, we carried out simulations to test whether variations of the ionisation state of the obscurer can explain the observed drop of coherence (and consequently also the excess soft band residuals in the \( rms \) spectrum) during observations O1-O2. To this aim we used Cloudy to simulate spectra of an obscured, variable power-law, following the observed variations of the primary X-ray continuum during observations O1-O2. We created 11 synthetic spectra of the transmitted plus scattered emission produced by an obscuring gas responding to variations of the primary continuum by changing its ionisation state. Each spectrum corresponds to an integration time of 1.5 ks, covering the entire duration of observations O1-O2. We assumed that the gas reaches photoionisation equilibrium with the ionising continuum within each time bin of 1.5 ks. This assumption is justified by the detection of short timescale variability (i.e. on timescales longer than about one hour) of the obscurer (Sect. 5.2), meaning that the gas must respond on very short timescales, and is in agreement with the tentative indication of a soft lag possibly associated with the response of the gas as will be discussed in Sect. 4.2. Using the parameters derived in M17, we simulated an obscuring gas with a column density of \( N_{\text{H}} = 23.1 \) (corresponding to the average value inferred by M17), electron density of \( n_e = 2.6 \times 10^4 \text{cm}^{-3} \) (this value is consistent with the assumed response time of <1.5 ks, see discussion in Sect. 5.1), and solar abundances. The corresponding depth of the absorbing material is \( \Delta \tau = 4.8 \times 10^{13} \text{cm}^{-2} \). Given the assumed density, the measured average ionisation parameter and the luminosity of the source (i.e. \( L_{\text{1--1000 Ryd}} = 0.6 \times 10^{44} \text{erg s}^{-1} \)), see Sect. 5.1, the
gas should be located at a maximum distance of \( \sim 10 \) light days. Here we focus on results obtained for a distance of 10 light days of the absorbing gas from the ionising source, since this better reproduces the observed coherence, but we refer to Sect. 5.3 for a more general discussion. The simulations make use of the unobscured (i.e. corrected for obscuration) SED derived in M17 from the 2016 data. For each simulated spectrum, the entire SED was rescaled so that the 5–10 keV luminosity follows the variations observed in this energy band, and assuming the continuum varies only in normalization (as also inferred from our modelisation of the \( F_{\text{var}} \) spectra, Sect. 3.3). The choice of referring to the 5–10 keV energy band to determine the range of variations of the ionisation parameter is dictated by the need to obtain light curves which are free from the contribution of the obscuring short-term variability (Fig. 5). Of course, the entire 1-1000 Ryd contributes to the variability of the ionisation parameter, but the omitted low energy part is expected to either increase or not change (depending on whether or not it varies on short time scales) the range of variations of the ionisation parameter assumed for our simulations. We verified that by artificially increasing the range of variations of the ionisation parameter the results presented here do not change significantly. Finally, we also tested the more physical assumptions of a SED variable on the short time scales tested only at energies \( E > 13.6 \) eV, or only at \( E > 0.1 \) keV, finding consistent results in all the cases. Intrinsic luminosities were obtained assuming a distance of 38.5 Mpc for the source (Tully & Fisher 1988).

We obtained energy-dependent light curves of the transmitted plus scattered emission by integrating each synthetic spectrum within the energy bins used to compute the coherence spectrum (Fig. 5 right). Fluxes were then converted to observed count rate, and randomized in order to include the effects of counting noise. We used these light curves to compute the expected coherence spectrum resulting from variability of the ionisation state of the obscuring gas in response to variations of the ionising continuum. This is shown in Fig. 5 (right), where the corresponding 90 percent confidence contours (red shaded area) are overplotted on the data.

Our simulations show that changes in the ionisation state of the obscurer can account for the production of incoherent variability, reproducing the observed drop of coherence at soft energies. For a distance of 10 light days of the absorbing gas from the X-ray source, given the observed variability of the source and the corresponding range of spanned ionising luminosities, the ionisation parameter of the simulated gas varies between \( \log \xi = 1.53 - 1.82 \) (consistent with the range of values 1.84 \( \pm \) 0.20 estimated by K19). These simulations recover well the amplitude of the observed drop of coherence.

Fig. 6 shows two of the simulated Cloudy spectra. Note that the simulated spectra do not include the constant scattered emis-
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sion component from distant gas, which dominates at low ener-
gies, and causes the decrease of $F_{\text{var}}$ seen in the data (Fig. 3 right panel). The model predicts complex variability in the soft band associated with the response of the obscurer. Due to photoionisation/recombination processes, the response to continuum variability across the soft energy band is not linear. This is a consequence of fundamental radiative transfer theory, in that the effects of an absorbing gas on the incident radiation is described by an exponential function (e.g. Rybicki & Lightman 1991), so that variations of the ionisation parameter and/or column density of the gas lead to non-linear variations of the absorbed flux. Such non-linear modulation of continuum variability by the absorbing gas introduces an incoherent variability component. This is responsible for the significant loss of coherence observed in the soft band (Fig. 5 right panel). Nonetheless, the net transmitted flux in the soft band follows the variations of the primary continuum. Therefore, not all the coherence is destroyed. In particular, since the transmitted fraction increases if the gas is more ionised and/or if the gas layer is thinner, the fraction of coherent-to-incoherent variability (and thus, the intensity of the drop) depends on the ionisation state of the gas and on its depth (see Sect. 5.3). As a matter of fact, the measured coherence does not drop to zero in the data.

Finally, it is important to note that the model considered here does not include the effects of partial-covering gas. According to partial covering models, a fraction of the primary continuum does not intercept the obscurer, thus its contribution has to be added to the transmitted flux of the remaining fraction which is intercepted by the obscurer. Nonetheless, the fraction of primary continuum that does not intercept the obscurer is intrinsi-
cally highly coherent, therefore its contribution significantly in-
creases the coherence in the soft band. We verified that allowing for even very small fractions of unobscured continuum would substantially reduce the drop of coherence seen in the soft band, preventing us from reproducing the data. For a partial covering model to reproduce the coherence spectrum of the source a more complex modelisation including an additional source of incoher-
ent variability (e.g. from the second obscurer) would be needed. This aspect is further discussed in Sect. 5.1.

In conclusion, our results support changes of the ionisation state of the obscurer as the cause of the detected short timescale inco-
herent variability.

4.3. Lag-frequency spectrum

We looked for the presence of time delays in the data associ-
ated with a response of the ionisation state of the gas to vari-
ations of the ionising continuum. To this aim we analysed time delays between the soft ($0.5 - 2$ keV) and the hard X-ray band ($4 - 10$ keV). The former is the energy band dominated by ab-
sorption during O1-O2, while the latter is dominated by the pri-
mary X-ray continuum (see figure 2 in M17). The range $2-4$ keV is excluded from the analysis in order to avoid ambiguity due to the presence of significant contribution from both com-
ponents. Time lags were computed as $\tau(\nu) = \phi(\nu)/2\nu$, where $\phi(\nu)$ is the frequency-dependent phase of the average cross-spectrum between soft and hard band light curve segments (Uttley et al. 2014), and rebinned using a multiplicative rebinning factor of 1.2. Results are shown in Fig. 7 for both unobscured and ob-
scured epochs so as to allow for a comparison. A positive (neg-
ative) lag indicates a delayed response of hard (soft) photons with respect to soft (hard) photons.

During observations U1-U3 a hard lag is observed at low frequencies ($\nu \sim 10^{-4}$ Hz). This kind of lags are commonly observed in AGN (De Marco et al. 2013; Walton et al. 2013; Lobban et al. 2014; Kara et al. 2016; Epitropakis & Papadakis 2017; Papadakis et al. 2019) and can be ascribed to delays intrin-
sec to the X-ray continuum (see discussion in Sect. 5.2). In this dataset we do not observe signatures of soft X-ray lags. Soft X-
ray lags can be ascribed to reflected/thermally reprocessed radia-
tion from the innermost accretion flow (so-called X-ray reverber-
ation, Fabian et al. 2009; De Marco et al. 2013), or to a delayed response of an absorber component (Silva et al. 2016). However, given the black hole mass of the source ($M_{\text{BH}} = 3.5 \times 10^7 M_\odot$), Bentz & Katz 2015), assuming the same inner flow geometry for Seyfert galaxies (as inferred in De Marco et al. 2013), an X-
ray reverberation soft lag would be expected at $\nu \approx 1 - 2 \times 10^{-4}$ Hz, and the low statistics at those frequencies do not allow us to draw strong conclusions on its presence. On the other hand, a delayed response of the warm absorber detected in these ob-
servations (Kaspi et al. 2002; Netzer et al. 2003; Krongold et al. 2003; Mao19) would be observed at lower frequencies (Silva et al. 2016), thus being either swamped by the continuum hard lags or not detectable within the analysed frequency window.

During observations O1-O2 the lag-frequency spectrum nota-
ably changes, with the low frequency hard lags seen during U1-
U3 disappearing, and some tentative evidence of a soft lag (of $\nu \sim -760 \pm 660$ s) being now present. The insets in Fig. 7 show the significant drop of intrinsic coherence (from $0.85 \pm 0.06$ dur-
ing U1-U3 to $0.44 \pm 0.15$) occurring at the frequencies where the switch of lag sign between the two epochs is observed.

Though the evidence for this soft lag is marginal, its appear-
ance in conjunction with the obscuration event might point to an association with the delayed response of the X-ray obscurer. In this event, the lag would indicate an upper limit of $\tau_{\text{lag}} \lesssim 1.4$ ks, where $\tau_{\text{lag}}$ is the time needed for the gas to reach photoionisa-
tion equilibrium. We notice that this value might underestimate the intrinsic response time of the gas, because of the lag being diluted by the residual fraction of direct continuum flux (i.e. not modulated by the absorption features produced by the obscurer) in the soft band. However, since the obscurer absorbs a large fraction of continuum photons, dilution has minimal impact on the lag. Indeed, following the formalism described in Mizumoto et al. (2018) and modified for the case of a partially absorbed primary continuum, it turns out that the higher the fraction of absorbed continuum, the lower the dilution of the intrinsic lag. We estimated this fraction as $1 - \frac{F_{\text{unobsc}}}{F_{\text{obs}}}$ (the indices refer to the flux of the variable continuum with and without the e-
effects of the obscuring gas) in the $0.5 - 2$ keV. According to our best-fit spectral model for observations O1-O2, this is of the order of $0.6 - 0.7$ (Table A.1). Therefore, the upper limit on the response time of the gas might be larger by a factor of $1.4 - 1.7$ than observed.

5. Discussion

Transient X-ray obscurers – outflowing, low-ionisation gas par-
tially eclipsing the X-ray source – have been identified in a num-
er of Seyfert galaxies (Risaliti et al. 2007, 2011; Nardini & Risaliti 2011; Kaastra et al. 2014; Longinotti et al. 2013, 2019; Ebrero et al. 2016; Turner et al. 2018). In this paper we made use of X-ray spectral-timing techniques (e.g. Uttley et al. 2014) to study the fast variability of the X-ray obscurer detected in NGC 3783 in December 2016 (M17), down to the shortest pos-
sible timescales.

We detected variability of the obscurer on timescales ranging from ten hours down to about one hour (Sect. 5.1 and Fig. 5 right panel). We found that this variability is incoherent with the vari-

\begin{equation}
\tau(\nu) = \phi(\nu)/2\nu
\end{equation}
Fig. 5. Coherence as a function of energy (U1-U3 left panel; O1-O2 right panel), over the frequency range $2.78 \times 10^{-3} - 3.3 \times 10^{-4}$ Hz, and with the 0.3–10 keV band as the reference band. The red-shaded area in the right panel marks the 90% confidence level contours obtained from Cloudy simulations of an obscuring gas located at a distance of 10 light days, of electron density $n_e = 2.6 \times 10^9$ cm$^{-3}$ and log $N_{\text{H}} = 23.1$, responding to the observed variations of the ionising continuum on timescales $\tau_{\text{rec}} < 1500$ s. The ionisation parameter of the simulated obscuring gas varies within the range log $\xi = 1.53 - 1.82$ as a consequence of short timescale variations of the ionising continuum.

Fig. 6. Examples of two Cloudy synthetic spectra showing the transmitted plus scattered emission from an obscuring gas, responding to the observed variations of X-ray continuum. The two spectra are from the two time bins during observations O1 (black) and O2 (blue) respectively corresponding to the lowest and highest input ionising luminosity. These spectra do not include the contribution of the constant scattered emission component produced by distant material.

5.1. The X-ray obscurer in NGC 3783

The results presented in this paper show that the X-ray obscurer in NGC 3783 varies on short timescales, ranging between about one hour and ten hours. Absorption is described by a non-linear term in the radiative transfer equation (e.g. Rybicki & Lightman 1991), whereby the intensity of an incident ray decreases exponentially, with the exponential depending on the physical properties of the gas. Therefore, absorption features are expected to vary incoherently with the ionising continuum if the physical properties of the gas change. This variability might be associated with variations of the ionisation state of the gas in response to variations of the primary continuum and/or variations of its column density (e.g. due to motions of a spatially inhomogeneous gas across our line of sight, so that the incident flux intersects different zones of this distribution as a function of time). The results of our analysis of the $F_{\text{var}}$, $\text{rms}$, covariance, and coherence spectra of NGC 3783 during obscured epochs agree with these expectations. Indeed, variability of the obscurer can explain: the observed distribution of fractional variability over energy (Fig. 3 right), the observed drop of coherence in the soft band (Fig. 5 right); the observed excess of soft band variability in the $\text{rms}$ spectrum with respect to the covariance spectrum (Fig. 4 right panels); the marginal detection of a soft band delay (Fig. 7). In particular, we showed that variations of the ionisation state of the gas in response to short timescale variations of the ionising continuum provide a satisfactory explanation of all the observed X-ray spectral-timing properties of the source. Indeed, our photoionisation model of a X-ray obscurer can reproduce the observed drop of coherence at soft X-ray energies, provided the gas responds to the observed variations of the ionising flux in NGC 3783 on timescales $< 1.5$ ks (Sect. 5.1). Under this assumption, the simulated coherence spectrum well resembles the observed drop of coherence at soft X-ray energies (Fig. 5 right).
Given that the time variations in the soft X-ray band are dominated by the ionisation and recombination equilibration timescales in the obscurer, we can use the upper limit of $< 1.5$ ks on the recombination time of the obscurer (as inferred from our simulations, Sect. 4.2) to constrain the density of the obscuring gas. To this aim we need to estimate the recombination times of each ion, which in general, in a highly ionised gas are given by $\tau_{\text{rec}} \sim (\xi_{\text{rec}} n_i)^{-1} (n_i/n_{i+1})$ (Krolik & Kriss 1995; Arav et al. 2012). Since our spectral-temporal analysis does not allow us to trace timescales for individual ions, we used a photoionisation model of the obscurer (assuming the best-fit parameters log $\xi = 1.84$, log $n_H = 9.0$ and log $N_{\text{He}} = 23.04$ as inferred in M17, K19) to compute an effective recombination timescale for the assumed gas composition, which we then rescaled to the upper limit of $< 1.5$ ks to derive a corresponding lower limit on the particle density. This effective recombination timescale is computed as a column-density weighted average of the recombination timescales of the different ions dominating the soft X-ray opacity, namely, the Li-like, He-like, and H-like ions of C, N, and O. For our calculations we used Cloudy, and computed ion-abundance weighted recombination rates for each of the above ions across the photoionised slab (using the save ionisation rates command). The total column density is dominated by O_{III}, which comprises $\sim 40\%$ of the total (with an average recombination rate of $0.014 \text{ s}^{-1}$). After including all the ions in a weighted average, our model yields a mean recombination rate for the X-ray absorbing gas of $0.011 \text{ s}^{-1}$, for an electron density of $n_e = 1.17 \times 10^7 \text{ cm}^{-3}$. Scaling this average recombination time of $91$ s to our upper limit of $< 1.5$ ks sets a lower limit of $n_e > 7.1 \times 10^7 \text{ cm}^{-3}$ on the density of the obscurer. This agrees with the value $n_e \sim 2.6 \times 10^6 \text{ cm}^{-3}$ independently inferred by M17, adopting different techniques and assumptions (and used in our simulations, Sect. 4.2). Such densities are consistent with the obscuring gas being part of the BLR. Indeed, given the SED of observations O1 and O2 (M17), the observed X-ray flux variability (Fig. 1), and assuming the continuum varies only in normalization within each observation, changes in ionising luminosity occur within the range $L_{1-1000 \text{ Ryd}} = 0.59 - 1.14 \times 10^{44} \text{ erg s}^{-1}$ (corresponding to $0.02 - 0.04 \xi_{\text{Edd}}$ for a $M_{\text{BH}} = 2.35 \times 10^7 \text{ M}_\odot$; Bentz & Katz 2015). Assuming the higher density inferred by M17 and the average value of log $\xi/\text{erg cm s}^{-1} = 1.84$ (K19), this yields an upper limit of $\sim 7-10$ light days on the distance of the obscuring gas from the X-ray source. Considering the size of the broad line region (BLR) in NGC 3783 at the time of the 2016 campaign (i.e. $\sim 1 - 15$ light days, as inferred from the decomposition of the C_{IV} emission-line profile in COS-HST spectra; K19), the derived distance is consistent with the obscuring gas being inside the BLR. In particular, the corresponding orbital velocity at such distances is $\sim 3500 - 4200 \text{ km s}^{-1}$, roughly of the order of the velocity of the C_{IV} medium and broad emission components (K19). This supports the hypothesis (proposed by K19, see also Czerny & Hryniewicz 2011) that the inner parts of the BLR, exposed to a stronger UV flux in 2016 (M17), act as a reservoir for the obscuring outflow. It is interesting to note that a distance of $7-10$ light days (corresponding to $\sim 5200 - 7400 \text{ r}_g$ for a $M_{\text{BH}} = 2.35 \times 10^7 \text{ M}_\odot$; Bentz & Katz 2015), is consistent with the lower limits on the distance of the obscuring outflow detected in NGC 5548 (i.e. $\sim 2 - 7$ light days, corresponding to $\sim 900 - 3000 \text{ r}_g$, Kaastra et al. 2014), suggesting similar launching radii.
Our simulations show that the intensity of the observed drop of coherence depends on the average ionisation state of the gas (see Sect. 5.2 and Fig. 8). Thus for a fixed value of the density, a gas located at larger (smaller) distances would be less (more) ionised, and, as a consequence, the drop of coherence would result more (less) pronounced. An average value of less (more) ionised, and, as a consequence, the drop of coherence observed in the data of NGC 3783 (Fig. 5 right panel).

As discussed in Sect. 4.3 it is difficult to reconcile the observed drop of coherence in the soft band with a partial covering model. Indeed, the fraction of continuum photons that does not intercept the obscurer would significantly increase the coherence in the soft band. This discrepancy with respect to previous modellings (e.g. M17) might be a consequence of our simulated photoionisation model and/or partial covering models oversimplifying the structure of the obscurer. In particular, our simple model assumes a single, totally covering, obscurer, while the more complex best-fit model to the time-averaged spectrum (M17) includes two partial-covering obscuers. In Sect. 5.3 and Appendix B we showed that additional variability associated with obscurer #1, though not dominant, cannot be excluded. This variability would mostly contribute in the soft band, possibly producing the additional incoherent variability needed to counteract the increase of coherence due to continuum photons that are not intercepted by the partial-covering gas. Higher quality data and more complex modellisation would be needed to better explore this hypothesis. However, it is remarkable that despite the fact that the absorber could vary in many different ways, a very simple variation of the ionisation parameter can provide a satisfactory explanation of all the observed X-ray spectral-temporal properties of the source.

5.1.1. X-ray variability due to motions of the obscurer

Variations associated with motions of the obscurer crossing the line of sight (e.g. resulting in variations of the covering factor, and possibly column density if the gas is inhomogeneous) cannot be excluded but they most likely dominate the variability on longer timescales (e.g. of the order of the duration of the obscuration event, ~32 days, M17, Kaasra et al. 2018). In particular, as shown in Appendix B and Fig. B.1, strong fast variability of the covering factor can be excluded, as it does not reproduce the observed F$_{\text{xvar}}$ spectrum of the source. Mild variations (by ~2%) cannot be excluded but they must be associated with more prominent variations of column density (Fig. B.3) or ionisation parameter (Fig. B.3) in order to reproduce the observed peak of variability in the F$_{\text{xvar}}$ spectrum. Nonetheless, given the sampled time scales (shorter than ten hours), if associated with gas motions, the observed variability would imply the gas crossing our line of sight at a significant fraction of the speed of light, i.e. \(\gtrsim 0.06c\) for a X-ray emitting region radius of \(\gtrsim 10r_g\). This corresponds to a factor \(\gtrsim 4 - 5\) higher than the Keplerian velocity at the estimated distance of the obscuring gas (Sect. 5.1), and a factor \(\gtrsim 10\) higher than the estimated velocity of the outflow detected in NGC 3783 (M17, K19). This conclusion is further validated after comparison of our results with the predictions reported by Gardner & Done (2015), who studied the effects of variable occultation of the inner accretion flow due to motions of the obscuring gas on the spectral-temporal properties of the source. Indeed, they showed that if the gas co-rotates with the accretion flow (e.g. as expected in the case of a disk wind with a sufficiently large opening angle so as to intercept the line of sight to the X-ray source), a hard lag would be observed. Moreover, gas clumps obscuring both the soft and hard X-ray emitting parts of the accretion flow during their passage, would produce coherent variability in the two bands (\(\gtrsim 0.8\)).

5.2. The variability properties of the X-ray continuum

The short timescale variability properties of the hard X-ray continuum did not change significantly between the two sets of XMM-Newton observations (15 years apart). Though a factor of \(\sim 2\) higher level of fractional variability at \(E \gtrsim 2\) keV is registered during observations O1-O2 as compared to U1-U3 (see Fig. 3) this is due to a decrease of \(2 - 10\) keV flux mostly produced by the obscuration event. Indeed, the observed \(2 - 10\) keV flux drops by a factor of \(\sim 2\) between the two epochs, while the intrinsic power-law flux decreases only by a factor of \(\sim 1.2\) (Table A.1). This slight decrease is within the expected scatter of average flux produced by red noise fluctuations associated with the underlying variability process (Vaughan et al. 2003). Accounting for this scatter we obtain \(< F_{\text{var}} >_{2-10 \text{keV}} > 7.6\times10^{-5}\) percent during U1-U3 and \(< F_{\text{var}} >_{2-10 \text{keV}} > 14.4\times10^{-5}\) percent during O1-O2. The two values are in broad agreement within the (90 percent confidence level) uncertainties. Therefore, we conclude that there is no strong evidence for non-stationarity of the underlying stochastic process during the analysed periods, while weak stationarity over timescales of 15 years is a reasonable assumption for Seyfert galaxies (e.g. considering the timescales for non-stationarity in BH X-ray binaries and scaling them to Seyferts). In other words (considering also results from X-ray spectral analysis, M17), while the UV flux changes significantly between the two epochs (M17), we do not observe any major change in the properties of the X-ray continuum emission that might be related to the triggering of the obscuration event.

The lag-frequency spectrum of observations U1-U3 shows the presence of a low-frequency hard lag with a power-law dependence on frequency (e.g. Papadakis et al. 2019; Epitropakis & Papadakis 2017), a common feature of unobscured AGN (De Marco et al. 2013; Walton et al. 2013; Kara et al. 2016). These lags are characterised by high levels of intrinsic coherence, in some cases mildly decreasing with increasing difference of photon energies (Arévalo et al. 2008; Epitropakis & Papadakis 2017). This behaviour is in fact seen in the data of NGC 3783, during observations U1-U3 (Fig. 5 left panel), when the line of sight to the X-ray source is not affected by obscuration.

Some of the proposed explanations for the low-frequency hard lags and the high coherence involve mass accretion rate fluctuations propagating through a radially extended and spectrally inhomogeneous X-ray source (e.g. Kotov et al. 2001; Arévalo & Uttley 2006), or fluctuations propagating through the disc and producing correlated variations of power-law index as a consequence of coronal X-ray heating (Uttley et al. 2014). In these scenarios the hard lags and the high coherence are intrinsic properties of the X-ray continuum. In the context of the best-fit spectral model of M17 for NGC 3783, these spectral-temporal properties can be interpreted in terms of fluctuations propagating through the soft and then through the hard Comptonisation regions.

An alternative model to explain the hard lags in AGN invokes scattering in low ionisation, optically thick circumnuclear mate-
ential located at large distances from the BH and not intersecting the line of sight to the source (Miller et al. 2010; Turner et al. 2017). However, this latter model appears disfavoured, in that this distant X-ray reflector should be variable on the sampled timescales, therefore significantly contributing to the \(F_{\text{var}}\) and frequency-resolved spectra of the source. However, we found clear evidence for a narrow drop of variability at \(E = 6.4\ \text{keV}\) in the \(F_{\text{var}}\) spectrum (Fig. 3) which can be fully explained by neutral Fe K\(\alpha\) emission, constant on timescales shorter than ten hours. These timescales imply that the distance of the reflecting gas responsible for this feature is \(\lesssim 10^{13}\ \text{cm}\), consistent with being produced at the same distance of the BLR or beyond (K19).

### 5.3. The effects of variable obscuration on the X-ray spectral-timing properties of active galactic nuclei

The results presented in this paper can be generalized to discuss the effects of variable obscurers on the X-ray spectral-timing properties of AGN. The observed variability timescales can be used to put constraints on the density of the gas and thus on its distance (Nicastro et al. 1999; Krongold et al. 2007). However, the denser the gas, the shorter the variability timescales involved, possibly as short as those commonly associated with emission processes from the inner accretion flow. The use of spectral-timing techniques enables studying obscurers variability on very short timescales, thus providing constraints on the density of gas components located closer to the BH. Given the similar timescales involved, identifying the spectral-timing signatures of variable obscurers is critical in order to correctly disentangle them from those intrinsic to the X-ray source.

**X-ray coherence:** One of the main expected signatures of variable absorption is a decrease of coherence, as a consequence of the transfer equation for absorption being non-linear (see discussion in Sect. 5.1). Silva et al. (2016) built time-dependent photoionisation models (Nicastro et al. 1999; Kaastra et al. 2012) to study the X-ray spectral-timing signatures of variable warm absorbers responding to changes of the ionising continuum, and applied them to the case of NGC 4051. They reported high levels of coherence associated with warm absorbers responding to the variability of the ionising continuum. However, this result should depend on the properties of the absorbing gas, and, in particular, on the amount of absorbed flux. Therefore, we ran simulations to test a wider range of parameter space for the physical properties of the gas, so as to encompass the case of X-ray obscurers. Following the procedure described in Sect. 4.2, we used Cloudy to obtain synthetic coherence spectra for changes of the ionisation state of the gas in response to primary continuum variations, and assuming different properties of the gas. For simplicity, we assumed that the response time of the obscuring gas is shorter than the timescales sampled. In other words, the integration time of each simulated spectrum is longer than the response time of the gas, so that each spectrum corresponds to an equilibrium configuration. We assumed the same particle density of the obscurer in NGC 3783 (\(n_e = 2.6 \times 10^6\ \text{cm}^{-3}\)) and the same ranges of ionising continuum luminosities (Sect. 4.2). We tested the two following cases. Case a) dependence of the intensity of the drop of coherence on the average ionisation parameter of the absorbing gas: the particle density \(n_e\) and depth of the absorbing gas \(\Delta d\) are fixed, so that \(\log N_{\text{H}} = 23.1\), while different distances in the range \(d = 4 - 40\ \text{light days}\) from the ionising source are tested. These distances roughly correspond to the estimated distance of the BLR in sources of \(M_{\text{BH}} \sim 10^8\ M_\odot\) (e.g. Peterson 2006). Given that \(\xi = L/(n_e\Delta d^2) = L\Delta d/(N_{\text{H}}^2)\), for each choice of the distance there is a one-to-one relation between \(\xi\) and \(L\). Indeed, in these simulations, given the observed variations of luminosity \(L\), the ionisation parameter varies within the ranges \(\log \xi = 2.33 - 2.61\) for \(d = 4\) light days, and \(\log \xi = 0.33 - 0.61\) for \(d = 40\) light days. Case b) dependence of the intensity of the drop of coherence on the column density of the absorbing gas: the absorbing gas has a fixed distance (\(d = 10\ \text{light days}\)) and density (thus, given the observed variations of luminosity, the ionisation parameter varies within the range \(\log \xi = 1.53 - 1.82\)), and column densities in the range \(N_{\text{H}} = 10^{22 - 23}\ \text{cm}^{-2}\) as a consequence of considering different depths of the absorbing gas (between \(\sim 0.4 - 7.7 \times 10^{13}\ \text{cm}\)).

Results are shown in Fig. 8. As clear from these simulations, and in line with theoretical expectations, the average ionisation parameter and the depth of the gas determine the intensity of the drop of coherence. The latter appears at the energies where the gas is more opaque to the ionising radiation (particularly in the soft band), thus absorbing a larger fraction of continuum flux. This is in line with results from Silva et al. (2016), who also reported a slight decrease of coherence in more absorbed bands.

Since the gas opacity in a given energy band depends on the ionisation state, lower values of the ionisation parameter cause a more intense drop in the soft band. These simulations show that variable X-ray obscurers (characterised by typically high column densities and low ionisation parameter) would produce significant effects on the observed coherence, provided the analysed timescales are longer than the response time of the gas. Warm absorbers may decrease the coherence, although the strength of their contribution depends on their specific parameters. In the case of NGC 3783, the column densities of the dominant warm absorber components are in the range \(N_{\text{H}} \sim 10^{21 - 22}\ \text{cm}^{-2}\), and their ionisation parameter in the range log \(\xi\) \(\sim 2 - 3\) (Mao19). As can be inferred from Fig. 8 these components are not expected to produce a significant decrease of coherence.

**X-ray time lags:** X-ray time lags provide an additional important diagnostic of variability associated with absorbing gas. Silva et al. (2016) showed that, if absorption variability is due to changes of the ionisation state of the gas, then the most absorbed (soft) X-ray bands would show a relative delay with respect to the least absorbed (hard) X-ray bands. The resulting (soft) lag depends on the response time of the gas, thus on its electron density (as \(\tau_{\text{eq}} \propto n_e^{-1}\), Peterson 2006), which ultimately determines the distance from the X-ray source (as \(\Delta d \propto n_e^{-1/2}\)) for a given ionisation parameter. As discussed in Silva et al. (2016), one of the main problems in extracting the intrinsic response time of the gas from the measured lag is related to dilution effects, due the presence of direct continuum emission in the same energy band of the absorber. As an example, assuming the parameters of the warm absorber detected in NGC 4051, Silva et al. (2016) predicted a maximum soft lag of 100 sec, much shorter than the maximum delay estimated for the obscurer in NGC 3783 (Sect. 4.3), despite the former being associated with a less dense gas. This is due to the fact that a lower fraction of soft band flux is modulated by changes of the ionisation state of the warm absorber in NGC 4051. Indeed, this gas has lower \(N_{\text{H}}\) and is more ionised than the X-ray obscuring gas in NGC 3783, thus it takes away a lower fraction of primary X-ray flux as compared to the obscurer in NGC 3783. As a consequence, the resulting soft lag is significantly more diluted. In the case of NGC 3783, the high column density and low ionisation parameters of the obscurer ensure that absorption variability modulates a larger fraction of soft
The ranges $\log(\xi)\sim 0.53 - 0.61$ (cyan), $\log(\xi) = 1.53 - 1.82$ (blue), $\log(\xi) = 2.14 - 2.42$ (purple), $\log(\xi) = 2.33 - 2.61$ (magenta). These respectively correspond to distances of $d = 40, 10, 5, 4$ light days of the gas from the X-ray source. Panel b) dependency of the intensity of the drop of coherence caused by variations of the ionisation parameter (within the range $\log(\xi) = 1.53 - 1.82$), on the average column density of the obscurer: the different values of column density are obtained by changing the depth of the gas, $\Delta d = 3.8 \times 10^{12}$ cm (red), $3.8 \times 10^{13}$ cm (orange), $4.8 \times 10^{13}$ cm (yellow), and $7.7 \times 10^{13}$ cm (green). For comparison with the observations, the measured coherence during O1-O2 is overplotted (grey squares) on the simulated coherence spectra.

The coherence spectra obtained by letting single parameters of the obscurer vary (following the procedure described in Sect. 3.3), variations of the F$_{\text{var}}$ spectra would enable identifying the main parameters causing variability of the obscuring gas. This will be attainable with the future missions XRISM and Athena (e.g. Guainazzi & Tashiro 2018).

6. Conclusions

Given their low ionisation parameter, X-ray obscurers take away a significant fraction of primary X-ray flux. If the physical properties of the obscurer vary on short timescales, then a significant decrease of coherence is expected. This is confirmed by observations of the X-ray obscurer in NGC 3783, which is found to vary incoherently on timescales ranging between about one hour to ten hours. This variability is likely associated with changes of the ionisation state of the gas in response to variations of the ionising continuum. The gas responds on timescales <1.5 ks, which corresponds to a lower limit on the particle density of the gas of $n_p > 7.1 \times 10^{13}$ cm$^{-3}$. Such densities are consistent with the obscuring gas being located within the BLR.
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Appendix A: best fit time-averaged spectral model

The baseline model used for the simulations of the $F_{\text{var}}$ spectra in Sect. 3.3 is the best-fit model derived in M17 and Mao19 from the analysis of XMM-Newton, NuSTAR, and Chandra data, obtained using the SPEX package (Kaatstra et al. 1996). We translated this model into an Xspec model (computing Cloudy tables for absorption and scattered emission components) and applied it to the EPIC pn data. The most relevant parameters inferred from these fits are summarised in Table A.1.

Appendix B: tests of $F_{\text{var}}$ models

This section discusses the additional models for the observed $F_{\text{var}}$ spectrum of O1-O2 that have been tested. Variations of single or a combination of parameters of the two obscurers were considered on top of the variations of the primary continuum considered in Sect. 3.3.

Variable covering factor of obscurer #2: variations of the covering factor of obscurer #2 alone cannot explain the observed spectral shape of the $F_{\text{var}}$, in that such variations would produce a peak of variability at energies lower than observed. Fig. B.1 shows simulations obtained for variations of the covering factor of 2%. Increasing the variability amplitude in an attempt to model residuals at $E \sim 2-8$ keV results in overpredicting the variability amplitude at $E \sim 2$ keV.

Variations of column density of obscurer #2: variations of the column density of obscurer #2 (of the order of 22–29%) can reproduce the observed spectral shape, although this model predicts a slight mismatch between the observed and predicted peak of variability (Fig. B.2). This can be compensated by mild variations of the covering factor of obscurer #2 or of the parameters of obscurer #1 (see below), as both produce peak variability at slightly softer energies.

Simultaneous variations of column density and covering factor of obscurer #2: the slight shift of peak variability observed when letting only the column density of obscurer #2 vary can be compensated by mild (by 2%) additional variations of the covering factor (Fig. B.3).

Variability of obscurer #1: given its lower average column density (see Table A.1), obscurer #1 would contribute to the observed variability mostly at energies $E \lesssim 2-3$ keV, slightly lower than the peak of variability observed in the data. Fig. B.4 shows an example obtained by letting the ionisation parameter of obscurer #1 vary as $\xi \propto F_{\text{var}}$.

Simultaneous variations of column density obscurer #2 and parameters of obscurer #1: the slight shift of peak variability observed when letting only the column density of obscurer #2 vary can be also compensated by additional variations of obscurer #1, as this mostly contributes to variability at lower energies (Fig. B.4). In Fig. B.5, we show an example, by the model obtained by letting the column density of both obscurers vary (by 18–23% for obscurer #1 and by 22–29% for obscurer #2). However, variations of the column density of obscurer #2 combined with mild variations of the covering factor (by ~2%) of obscurer #1 can similarly well reproduce the observed data.

### Table A.1

|          | U1-U3 | O1   | O2   |
|----------|-------|------|------|
| $\log N_{\text{H,Gal}}$ | 20.98(f) |      |      |
| SCATTERED EMISSION |      |      |      |
| $\log N_{\text{HI}}$ | 23.78(f) | 23.4(f) |      |
| $\log \xi_1$ | 2.60(f) | 2.58(f) |      |
| $\log N_{\text{H2}}$ | 22.72(f) | 22.48(f) |      |
| $\log \xi_2$ | 1.35(f) | 1.03(f) |      |
| WARM ABSORBER |      |      |      |
| $\log N_{\text{HI}}$ | 22.40 ± 0.04 | 21.92 ± 0.11 |      |
| $\log \xi_1$ | 3.08 ± 0.01 | 2.60 ± 0.13 |      |
| $\log N_{\text{H2}}$ | 21.74 ± 0.01 | 22.33 ± 0.04 |      |
| $\log \xi_2$ | 1.06 ± 0.04 | 1.67 ± 0.06 |      |
| $\log N_{\text{H3}}$ | 22.32 ± 0.02 | 22.50 ± 0.15 |      |
| $\log \xi_3$ | 2.56 ± 0.02 | 2.34 ± 0.05 |      |
| CUTOFFPL |      |      |      |
| $\Gamma$ | 1.75 ± 0.01 | 1.90 ± 0.02 | 1.94 ± 0.03 |
| $E_{\text{cut}}$ | 340 |      |      |
| $F_{\text{obs}}$ |      |      |      |
| $F_{\text{unobs}}$ | 4.1 | 4.1 | 5.3 |
| $F_{\text{obs}}$ |      |      |      |
| $F_{\text{unobs}}$ | 5.3 | 4.1 | 4.9 |
| COMPAT |      |      |      |
| $T_{\text{seed}}$ | 1.47(f) | 1.08(f) |      |
| $T_c$ | 0.54(f) | 0.13(f) |      |
| $\tau_{\text{depth}}$ | 9.9(f) | 22(f) |      |
| $F_{\text{obs}}$ |      |      |      |
| $F_{\text{unobs}}$ | 0.3 ± 0.2 keV | 0.3 ± 0.8 |      |
| $F_{\text{obs}}$ |      |      |      |
| $F_{\text{unobs}}$ | 1.5 | 1.0 | 2.0 |
| OBSCLUDER #1 |      |      |      |
| $C_f_1$ | 0.47(f) | 0.38(f) |      |
| $\log N_{\text{HI}}$ | 22.92 ± 0.04 | 22.17 ± 0.13 |      |
| $\log \xi_1$ | 1.84(f) | 1.84(f) |      |
| OBSCLUDER #2 |      |      |      |
| $C_f_2$ | 0.51(f) | 0.48(f) |      |
| $\log N_{\text{HI}}$ | 23.32 ± 0.03 | 23.40 ± 0.04 |      |
| $\log \xi_2$ | 1.84(f) | 1.84(f) |      |

$\chi^2$ d.o.f. = 2676/1883 = 3965/3662

(f) fixed to values obtained by Mao19 and M17.
Fig. B.1. Variations of the covering factor of obscurer #2 on top of variations of the primary continuum.

Fig. B.2. Variations of the column density of obscurer #2 on top of variations of the primary continuum.

Fig. B.3. Simultaneous variations of column density and covering factor of obscurer #2 on top of variations of the primary continuum.

Fig. B.4. Variations of the ionisation parameter of obscurer #1 on top of variations of the primary continuum.

Fig. B.5. Simultaneous variations of the column density of obscurer #1 and #2 on top of variations of the primary continuum.