Extremal functions for sparse minors
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Abstract: The extremal function $c(H)$ of a graph $H$ is the supremum of densities of graphs not containing $H$ as a minor, where the density of a graph $G$ is the ratio of the number of edges to the number of vertices. Myers and Thomason (2005), Norin, Reed, Thomason and Wood (2020), and Thomason and Wales (2019) determined the asymptotic behaviour of $c(H)$ for all polynomially dense graphs $H$, as well as almost all graphs $H$ of constant density.

We explore the asymptotic behavior of the extremal function in the regime not covered by the above results, where in addition to having constant density the graph $H$ is in a graph class admitting strongly sublinear separators. We establish asymptotically tight bounds in many cases. For example, we prove that for every planar graph $H$,

$$c(H) = (1 + o(1)) \cdot \max \left\{ \frac{|V(H)|}{2}, |V(H)| - \alpha(H) \right\},$$

extending recent results of Haslegrave, Kim and Liu (2020). We also show that an asymptotically tight bound on the extremal function of graphs in minor-closed families proposed by Haslegrave, Kim and Liu (2020) is equivalent to a well studied open weakening of Hadwiger's conjecture.
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1 Introduction

A graph $H$ is a minor of a graph $G$, written $H \preceq G$, if a graph isomorphic to $H$ can be obtained from a subgraph of $G$ by contracting edges. The maximum density of graphs $G$ not containing a given graph $H$ as a minor has been actively investigated within extremal graph theory.
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To formalize this notion, let $v(G)$ and $e(G)$ be the number of vertices and edges of a graph $G$, respectively, and let $d(G) := \frac{e(G)}{v(G)}$ be the density of a non-null graph $G$. Following Myers and Thomason [25], for a graph $H$ with $v(H) \geq 2$ we define the extremal function $c(H)$ of $H$ as the supremum of $d(G)$ taken over all non-null graphs $G$ not containing $H$ as a minor.

Mader [22] proved that $c(H)$ is finite for every graph $H$. The exact value has been determined for various small graphs $H$. For example, if $K_t$ is the complete graph on $t \leq 9$ vertices, then $c(K_t) = t - 2$ (see [4, 12, 23, 32]); and if $P$ is the Petersen graph, then $c(P) = 5$ (see [11]). Here we focus on asymptotic results for classes of graphs $H$.

The asymptotic behaviour of $c(K_t)$ was studied in [16, 17, 33], and was determined precisely by Thomason [34], who showed that

$$c(K_t) = (\lambda + o(1))t\sqrt{\log t},$$

where

$$\lambda = \max_{\alpha > 0} \frac{1 - e^{-\alpha}}{2\sqrt{\alpha}} = 0.319\ldots.$$ 

Improving on results of [25, 28], Thomason and Wales [36] recently extended the upper bound from (1.1) to general graphs, by showing that for every graph $H$,

$$c(H) \leq (\lambda + o_d(H)(1))v(H)\sqrt{\log d}.$$ 

(1.2)

The inequality (1.2) is tight in many regimes. Myers and Thomason [25] showed that it is tight (up to the choice of the error term) for almost all graphs with $n$ vertices and $n^{1+\varepsilon}$ edges for every fixed $\varepsilon > 0$, and for all regular graphs with these parameters. They also gave an explicit asymptotic formula for $c(H)$ for all such polynomially dense graphs.

Norin, Reed, Thomason and Wood [26] recently showed that (1.2) is also tight for almost all graphs of constant density; that is, for almost all graphs $H$ with $d(H) = d$,

$$c(H) \geq (\lambda - o_d(1))v(H)\sqrt{\log d}.$$ 

(1.3)

This paper investigates graph classes for which the extremal function behaves qualitatively differently, such as for the following concrete families:

- Chudnovsky, Reed and Seymour [2] proved that $c(K_{2,t}) = \frac{t+1}{2}$ for all $t \geq 2$;
- Kostochka and Prince [19] proved that $c(K_{3,t}) = \frac{t+3}{2}$ for all $t \geq 6300$;
- More generally, Myers [24] considered the asymptotic behaviour of $c(K_{s,t})$ for fixed $s$ and $t$ and conjectured that $c(K_{s,t}) \leq c_s t$ for some constant independent on $t$. Kühn and Osthus [20] and Kostochka and Prince [18] independently proved this conjecture by showing that $c(K_{s,t}) = (\frac{1}{2} + o_s(1))t$.
- Csóka et al. [3] proved that if $H$ is a disjoint union of cycles, then

$$c(H) \leq \frac{v(H) + \text{comp}(H)}{2} - 1,$$

which is tight whenever every component of $H$ is an odd cycle.
All of the above families are structurally sparse and the extremal function is linear in the number of vertices. (In fact, $c(H) < (1 + o(1))\nu(H)$ for all these graphs.)

We show that this property generalizes to the large and well studied class of sparse graph families defined as follows. A graph family is **monotone** if it is closed under taking subgraphs. A **separation** of a graph $G$ is a pair $(A_1, A_2)$ of subsets of $V(G)$, such that $G = G[A_1 \cup G[A_2]$ and $A_1 \setminus A_2 \neq \emptyset$ and $A_2 \setminus A_1 \neq \emptyset$. A separation $(A_1, A_2)$ has **order** $|A_1 \cap A_2|$. A separation $(A_1, A_2)$ is **balanced** if $|A_1|, |A_2| \geq \frac{\nu(G)}{2}$. A graph family $\mathcal{F}$ admits **strongly sublinear separators** (written $\mathcal{F}$ is s.s.s., for brevity) if $\mathcal{F}$ is monotone, and there exists $\beta < 1$ and $c > 0$ such that every graph $G \in \mathcal{F}$ has a balanced separation of order at most $c\nu(G)\beta$. For example, every proper minor-closed family is s.s.s., as proved by Alon et al. [1] with $\beta = \frac{1}{2}$. More generally, every family with polynomial expansion is s.s.s. [5].

For a graph $H$, let $\chi(H)$ be the chromatic number of $H$, and let $\alpha(H)$ be the independence number of $H$. A **vertex cover** of $H$ is a set $S \subseteq V(H)$ such that $H - S$ has no edges. Let $\tau(H)$ be the minimum size of a vertex cover of $H$. Note that $\tau(H) = \nu(H) - \alpha(H)$. For $k \in \mathbb{N}$, let $\alpha_k(H)$ be the maximum $|X|$ such that $X \subseteq V(H)$ and $\chi(H[X]) \leq k$. Thus $\alpha_1(H) = \alpha(H)$. Let $kH$ denote the union of $k$ vertex-disjoint copies of $H$.

Before formally stating our first main result, we describe two natural lower bounds on $c(H)$. First, since $H$ is not a minor of $K_{\nu(H) - 1}$,

$$c(H) \geq d(K_{\nu(H) - 1}) = \frac{\nu(H)}{2} - 1. \quad (1.4)$$

For the second bound, observe that $\tau(H) \leq \tau(G)$ whenever $H$ is a minor of $G$. It follows that $H$ is not a minor of the complete bipartite graph $K_{\tau(H) - 1,n}$ for any $n$. It follows that

$$c(H) \geq \lim_{n \to \infty} d(K_{\tau(H) - 1,n}) = \tau(H) - 1. \quad (1.5)$$

We show that these lower bounds are asymptotically tight for 4-colourable graphs in s.s.s. families.

**Theorem 1.1.** For every s.s.s. family $\mathcal{F}$ and for every $H \in \mathcal{F}$ with $\chi(H) \leq 4$,

$$c(H) = (1 + o_{\mathcal{F}}(1)) \cdot \max \left( \frac{\nu(H)}{2}, \tau(H) \right), \quad (1.6)$$

where the error term $o_{\mathcal{F}}(1)$ depends on $\mathcal{F}$ and satisfies $o_{\mathcal{F}}(1) \to 0$ as $\nu(H) \to \infty$.

Note that some assumption about $\chi(H)$ in Theorem 1.1 is necessary. In particular, the $t = 10$ case in Example 1 (in Section 2.1) shows that there exist s.s.s. families $\mathcal{F}$ containing arbitrarily large graphs $H$ with $\chi(H) = 11$ that do not satisfy (1.6).

Haslegrave et al. [10] recently and independently proved that for every s.s.s. family $\mathcal{F}$ and every $H \in \mathcal{F}$,

$$c(H) \leq (1 + o_{\mathcal{F}}(1)) \left( \nu(H) - \frac{\alpha_{2}(H)}{2} \right). \quad (1.7)$$

---

1. A family of graphs is **proper minor-closed** if it is closed under isomorphisms and taking minors, and does not include all graphs.
2. Haslegrave et al. [10] state (1.7) for proper minor-closed families, but their proof holds for s.s.s. families.
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Our methods developed for proving Theorem 1.1 readily lead to the following result that improves\(^3\) upon the upper bound in (1.7).

**Theorem 1.2.** For every s.s.s. family \(\mathcal{F}\) and every \(H \in \mathcal{F}\),

\[
c(H) \leq (1 + o_{\mathcal{F}}(1)) \max \left( \frac{n(H) - \frac{\alpha_3(H)}{2}}{\tau(H)} \right).
\]

The methods used in [10] are substantially different from ours and extend from minors to subdivisions, while ours do not. On the other hand, we are able to gain finer understanding of the extremal function for graphs in some s.s.s. families.

To see this, consider a planar graph \(H\). By the Four Color Theorem [29], \(\tau(H) \leq \frac{3}{4} v(H)\) and \(\alpha_2(H) \geq \frac{1}{2} v(H)\). Thus, Theorem 1.1 or (1.7) imply that \(c(H) \leq \left( \frac{3}{4} + o(1) \right) v(H)\), where unions of disjoint copies of \(K_4\) give tight examples by (1.5). As noted by Haslegrave, Kim and Liu [10], this gives an asymptotic answer to the question of Reed and Wood [28] asking for the maximum of the ratio \(\frac{c(H)}{v(H)}\) for planar graphs. Theorem 1.1 gives more information by asymptotically determining the extremal function for all planar graphs.

Reed and Wood [28] also posed the problem of determining the maximum of the ratio \(\frac{c(H)}{v(H)}\) taken over graphs \(H\) with no \(K_t\) minor. Haslegrave, Kim and Liu [10, Problem F] more generally asked to determine the minimum \(\rho_{\mathcal{F}}\) such that \(c(H) \leq (\rho_{\mathcal{F}} + o(1)) v(H)\) for every minor closed graph family \(\mathcal{F}\). We give an explicit formula for \(\rho_{\mathcal{F}}\) under a technical assumption, in the more general setting of s.s.s. families.

**Theorem 1.3.** Let \(\mathcal{F}\) be a s.s.s. graph family and let

\[
r_{\mathcal{F}} := \sup \left\{ \frac{\tau(H)}{v(H)} \mid kH \in \mathcal{F} \text{ for every } k \in \mathbb{N} \right\}.
\]

If \(r_{\mathcal{F}} \geq \frac{2}{3}\) then for every graph \(H \in \mathcal{F}\),

\[
c(H) \leq (r_{\mathcal{F}} + o(1)) v(H),
\]

and there exists arbitrarily large graphs \(H \in \mathcal{F}\) for which equality holds.

Hadwiger’s famous conjecture [8] states that \(\chi(H) \leq t\) for every graph \(H\) such that \(K_{t+1} \not\leq H\). As observed in [10], if Hadwiger’s conjecture holds, then \(r_{\mathcal{F}} = 1 - \frac{1}{t}\) for every minor-closed family \(\mathcal{F}\) closed under disjoint union such that \(K_t \in \mathcal{F}\) and \(K_{t+1} \not\in \mathcal{F}\) and \(t \geq 2\).

Hadwiger’s conjecture implies the following

\[
* \quad \alpha(H) \geq \frac{v(H)}{t - 1}
\]

for every graph \(H\) such that \(K_{t+1} \not\leq H\).

---

\(^3\)Theorem 1.2 strengthens (1.7) since \(\alpha_3(H) \geq \alpha_2(H)\) and \(\tau(H) = v(H) - \alpha(H) \leq v(H) - \frac{1}{2} \alpha_3(H)\). For example, let \(J\) be a complete 3-partite graph \(K_{2b,b,b}\). Then \(v(J) = 4b, \alpha_3(J) = 3b, \alpha_2(J) = 4b\) and \(\tau(H) = 2b\). Let \(\mathcal{F}\) consist of all subgraphs of unions of vertex-disjoint copies of \(J\). Then \(\mathcal{F}\) is s.s.s. and \(kJ \in \mathcal{F}\) for each \(k \in \mathbb{N}\). Theorem 1.2 implies \(c(kJ) \leq (2 + o(1))bk\), whereas (1.7) only gives \(c(kJ) \leq \left( \frac{3}{4} + o(1) \right) bk\).
This well-studied weakening of Hadwiger’s conjecture is still open, see [31, Section 4] for a detailed overview of known results. Interestingly, Theorem 1.3 implies that for the family \( F \) of all \( K_{r+1} \)-minor free graphs, \( r_F \leq 1 - \frac{1}{7} \) if and only if \( *\( t \) holds. (See Theorem 8.3 for details.) Thus an explicit answer to the above-mentioned questions from [10, 28] would require one to first resolve the validity of this weakening of Hadwiger’s conjecture.

We prove Theorems 1.1–1.3 by showing that the extremal function in s.s.s. graph classes is asymptotically equal to its fractional variant. We introduce this variant, the ‘fractional extremal function’ in Section 2.1 and summarize its properties. It turns out that the fractional extremal function is much better behaved. For example, we are able to determine it exactly for all graphs \( r \)-blowup \( G \) of a graph \( G \). Analogously, for example, the fractional chromatic number of a graph \( H \) can be defined as the scaling limit, \( \chi_f(H) = \lim_{k \to \infty} \frac{\chi(K_k \boxtimes H)}{k} \), where \( H \boxtimes K_k \) is the strong product of \( H \) and \( K_k \) (the graph obtained from \( H \) by replacing each vertex with \( k \) vertices).

The bulk of the paper, namely Sections 2–8, is devoted to investigation of the fractional extremal function, including the proof of its asymptotic equivalence to the ordinary extremal function, mentioned above, and proofs of sharper analogues of Theorems 1.1–1.3 for the fractional extremal function. A more detailed outline of the organization of these sections is given in Section 2.1.

Finally, in Section 9 we turn our attention to the extremal function of regular graphs with superconstant density. In particular, we show that the extremal function of hypercubes is linear in the number of vertices, while the extremal function of any regular graph with density superlogarithmic in the number of vertices is superlinear in the number of vertices.

### 1.1 Notation

Let \( \mathbb{N} := \{1, 2, \ldots\} \) and \( \mathbb{N}_0 := \{0, 1, \ldots\} \). For \( n, m \in \mathbb{N}_0 \), let \([m, n] := \{m, m + 1, \ldots, n}\) and \([n] := \{1, 2, \ldots, n\}\). Let \( \mathbb{R} \) be the set of real numbers, and let \( \mathbb{R}_+ \) be the set of non-negative real numbers.

We denote by \( \delta(G) \) the minimum degree of a graph \( G \), and by \( \kappa(G) \) the vertex connectivity of \( G \). For \( X \subseteq V(G) \), let \( G[X] \) be the subgraph of \( G \) induced by \( X \).

A \( k \)-blowup \( G^{(k)} \) of a graph \( G \) is obtained from \( G \) by replacing every vertex \( v \) of \( G \) with an independent set \( I(v) \) of size \( k \) and for every edge \( uv \in E(G) \) joining every vertex of \( I(u) \) to every vertex of \( I(v) \).

A linkage in a graph \( G \) is a collection of pairwise vertex-disjoint paths in \( G \). A linkage \( (P_1, \ldots, P_k) \) is an \( (s_1t_1, \ldots, s_kt_k) \)-linkage if \( P_i \) has ends \( s_i \) and \( t_i \) for each \( i \in [k] \).

We denote the components of a vector \( w \in \mathbb{R}^d \) by \( w_1, w_2, \ldots, w_d \). For finite \( X \subseteq \mathbb{N} \), let \( 1_X \) be the characteristic vector of \( X \); that is, the \( i \)-th component of \( 1_X \) is equal to 1 if \( i \in X \), and is equal to 0 otherwise.

### 2 The fractional extremal function

#### 2.1 Introduction

In this section we discuss the properties of fractional extremal functions and state our main technical results, which immediately imply Theorem 1.1 and Theorem 1.3. The formal definition of the fractional extremal function \( c_f(H) \) is rather technical and we give it in the next subsection. However, as we eventually prove at the end of Section 6, it can be alternatively defined as a natural scaling limit\(^4\) of the

\(^4\)A
usual extremal function; that is,
\[
c_f(H) = \lim_{k \to \infty} \frac{c(kH)}{k}.
\]
(2.1)

We use (2.1) as the definition of the fractional extremal function for the purposes of this introduction. Note that the extremal function \(c(kH)\) has been investigated previously, for example when \(H\) is complete [35] or when \(H\) is a cycle [3, 9].

The fractional extremal function has several desirable properties, which makes it substantially easier to work with in comparison to the original:

- Lemma 3.8 shows that \(c_f(H) \leq c_f(H \setminus v) + 1\) for every graph \(H\) and every \(v \in V(H)\). This “continuity” implies in particular that \(c_f(H) \leq \nu(H) - 1\) for every graph \(H\), with equality for complete graphs.
- For a graph \(H\), let
  \[
  \gamma_H := \sup \{ d(G) | G \text{ is complete multipartite}, H \not\preceq G \}.
  \]

Lemma 3.2 and Lemma 3.4 show that \(\gamma_H \leq c_f(H) \leq \gamma_H + 2\). Thus it (mostly) suffices to consider only complete multipartite graphs in our investigation of \(c_f(H)\). As \(\gamma_H \leq c(H)\), it also follows that \(c_f(H) \leq c(H) + 2\).

As noted above, \(c_f(K_t) = t - 1\) for every \(t \geq 2\). Thus by (1.1), the fractional and integral extremal function of the complete graphs differ substantially. However, as the next theorem shows the difference becomes negligible as we consider large graphs in s.s.s. families.

**Theorem 2.1.** For every s.s.s. family \(\mathcal{F}\) and for every \(H \in \mathcal{F}\),
\[
c(H) = (1 + o(1))c_f(H).
\]

By Theorem 2.1 it suffices to prove Theorems 1.1 and 1.3 for the fractional extremal function. We show that (1.6) holds for the fractional extremal function of 4-colourable graphs.

**Theorem 2.2.** For every 4-colorable graph \(H\),
\[
c_f(H) = \max \left( \frac{\nu(H)}{2}, \tau(H) \right).
\]
(2.2)

The arguments presented in Section 1 immediately imply that \(c_f(H) \geq \max \left( \frac{\nu(H)}{2}, \tau(H) \right)\) for every graph \(H\). The other direction does not always hold, as the following example shows, with the help of Theorem 2.1.

**Example 1.** Let \(H_t\) be the graph obtained from \(K_{2t}\) by deleting the edges of some complete subgraph on \(t\) vertices. Let \(T(4n, 4)\) be the balanced complete 4-partite graph \(K_{n,n,n,n}\). Every subgraph of \(T(4n, 4)\) that has a \(K_{t+1}\) minor has at least \(2t - 2\) vertices, since all but four vertices of the minor must be obtained by contraction. A similar argument shows that every subgraph of \(T(4n, 4)\) that has an \(H_t\) minor has at least \(3t - 3\) vertices.

\(v\) of \(H\) by a \(k\)-clique \(C_v\) and replacing each edge \(vw\) of \(H\) by a complete bipartite graph between \(C_v\) and \(C_w\).
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Suppose that \( n = \lceil \frac{k(3t-3)}{4} \rceil \) for some \( k \in \mathbb{N} \). Then \( kH_t \) is not a minor of \( T(4n, 4) \), and thus
\[
c(kH_t) \geq d(T(4n, 4)) = \frac{3}{2} n \geq \frac{3}{8} k(3t-3) - 1.
\]
It follows that \( c_f(H_t) \geq \frac{9}{8} (t - 1) \). Meanwhile, \( \tau(H_t) = \frac{v(H_t)}{2} = t \), and so for \( t \geq 10 \),
\[
c_f(H_t) \geq \frac{81}{80} \max \left( \frac{v(H_t)}{2}, \tau(H_t) \right).
\]
(2.3)

Note that \( H_t \) is \((t+1)\)-colourable.

Now assume \( t \geq 10 \), and let \( \mathcal{F}_t \) be the family consisting of all graphs \( G \) isomorphic to a subgraph of \( kH_t \) for some \( k \in \mathbb{N} \). Clearly, \( \mathcal{F}_t \) is an s.s.s. family. By (2.3),
\[
c_f(kH_t) = kc_f(H_t) \geq k \left( \frac{81}{80} \max \left( \frac{v(kH_t)}{2}, \tau(kH_t) \right) \right) = \frac{81}{80} \max \left( \frac{v(kH_t)}{2}, \tau(kH_t) \right).
\]
It now follows from Theorem 2.1 that the sequence of graphs \( \{kH_t\}_{k \in \mathbb{N}} \) does not satisfy (1.6). Thus the condition \( \chi(H) \leq 4 \) in Theorem 1.1 can not be relaxed to \( \chi(H) \leq 11 \), as claimed in the introduction.

A similar proof shows the following:

Lemma 2.3. For every graph \( H \) and \( i \in \mathbb{N}, \)
\[
c_f(H) \geq \frac{i-1}{i} \left( v(H) - \alpha_i(H) \right).
\]

Proof. Generalizing the notation in Example 1, let \( T(in, i) \) denote the graph with the vertex set admitting a partition \( (A_1, \ldots, A_i) \) such that \( |A_j| = n \) for every \( j \in [i] \), and two vertices of \( T(in, i) \) are adjacent if and only if they belong to different parts of this partition.

Let \( G \) be a subgraph of \( T(in, i) \) such that \( H \) is a minor of \( G \). Then all but at most \( \alpha_i(H) \) vertices of \( H \) must be obtained by contraction, implying
\[
v(G) \geq \alpha_i(H) + 2(v(H) - \alpha_i(H)) = 2v(H) - \alpha_i(H).
\]
Thus, if \( kH \) is a minor of \( T(in, i) \) then \( in \geq k(2v(H) - \alpha_i(H)) \). Let \( n = \lceil \frac{k}{2} (2v(H) - \alpha_i(H)) \rceil - 1 \). Thus \( in < k(2v(H) - \alpha_i(H)) \), implying \( kH \) is not a minor of \( T(in, i) \). Hence
\[
c(kH) \geq d(T(in, i)) = \frac{\binom{i}{2} N^2}{iN} = \frac{i-1}{2} \left( \left\lceil \frac{k}{i} (2v(H) - \alpha_i(H)) \right\rceil - 1 \right)
\]
and
\[
c_f(H) = \lim_{k \to \infty} \frac{c(kH)}{k} \geq \frac{i-1}{i} \left( v(H) - \frac{\alpha_i(H)}{2} \right),
\]
as desired. \( \square \)
This lemma motivates us to define

$$c_T(H) := \sup \left\{ \tau(H), \frac{2}{3} \left( \nu(H) - \frac{\alpha_3(H)}{2} \right), \ldots, \frac{i-1}{i} \left( \nu(H) - \frac{\alpha_i(H)}{2} \right), \ldots \right\}.$$ 

It is tempting to conjecture that $c_f(H) = c_T(H)$ for every graph $H$; that is, the balanced complete multipartite (Turán) graphs are the only source of extremal examples. We are unable to prove this in general, but have proved it for large enough $c_f(H)$.

**Theorem 2.4.** For every graph $H$ such that $c_f(H) > \frac{2}{3} \nu(H)$,

$$c_f(H) = c_T(H).$$

### 2.2 Formal definition and basic properties

In this subsection, we formally define the fractional extremal function and establish a number of its basic properties.

Let $\mathcal{P}(X)$ denote the collection of all subsets of a set $X$. A *model* of a graph $H$ in a graph $G$ is a function $\mu : V(H) \to \mathcal{P}(V(G))$ such that:

1. $G[\mu(v)]$ is connected for every $v \in V(H)$,
2. for every edge $uv \in E(H)$ there exists $u' \in \mu(u)$ and $v' \in \mu(v)$ such that $u'v' \in E(G)$,
3. $\mu(v) \cap \mu(u) = \emptyset$ for every pair of distinct $u, v \in V(H)$.

Observe that $H$ is a minor of $G$ if and only if there exists a model of $H$ in $G$.

We need the following weakening of the notion of a model. A *jumbled model* of a graph $H$ in a graph $G$ is a function $\mu : V(H) \to \mathcal{P}(V(G))$ satisfying the properties (M1) and (M2) above, but not necessarily (M3). That is, we allow the images of vertices of $H$ in $G$ to overlap. We keep track of the overlaps by defining $\mu^\#(u)$, for $u \in V(G)$, to be the number of vertices $v \in V(H)$ such that $u \in \mu(v)$.

Define the *$H$-volume* of a graph $G$, denoted by $\text{Vol}_H(G)$, to be the maximum weight of a fractional packing of jumbled models of $H$. That is,

$$\text{Vol}_H(G) := \sup \sum_{i=1}^{n} \alpha_i,$$

taken over all choices of $n \in \mathbb{N}$, $\alpha_1, \ldots, \alpha_n \in \mathbb{R}_+$ and jumbled models $\mu_1, \ldots, \mu_n$ of $H$ in $G$ such that for every $v \in V(G)$,

$$\sum_{i=1}^{n} \alpha_i \mu_i^\#(v) \leq 1. \quad (2.4)$$

It is not hard to see that the supremum in the definition of $H$-volume is always achieved, since it is a maximum of a linear function on a bounded polytope in $\mathbb{R}_+^{\nu(G)}$.

If $H \preceq G$ then there exists a model $\mu$ of $H$ in $G$. Taking $k = 1$, $\alpha_1 = 1$ and $\mu_1 = \mu$, we see that $\text{Vol}_H(G) \geq 1$. The converse does not hold in general.

Similarly, if $\ell H \preceq G$ then $\text{Vol}_H(G) \geq \ell$. The next lemma shows that if $G$ is a large blowup of a bounded size graph, then a partial converse of this statement holds.

---

5 A different notion of fractional model restricted to complete graphs, called *fractional brambles*, was independently introduced by Fox [7] and Pedersen [27].
Lemma 2.5. For all $T > 0$ there exists $K = K_{2.5}(T) > 0$ such that for all graphs $H$ and $G$ such that $\nu(H), \nu(G) \leq T$ and for all $k, \ell \in \mathbb{N}_0$ such that
\[
\ell \leq k \nu(G) - K,
\]
there exists a model $\mu$ of $\ell H$ in $G^{(k)}$ such that $|\mu(v)| \leq \nu(G)$ for every $v \in V(\ell H)$. In particular, $\ell H$ is a minor of $G^{(k)}$.

Proof. We show that $K = T^{2T}$ satisfies the lemma. By definition of the $H$-volume there exist $n \in \mathbb{N}$, $\alpha_1, \ldots, \alpha_n \in \mathbb{R}_+$ and jumbled models $\mu_1, \ldots, \mu_n$ of $H$ in $G$ such that $k \sum_{i=1}^{n} \alpha_i \geq \ell + K$ and for every $v \in V(G)$,
\[
\sum_{i=1}^{n} \alpha_i \mu^\#_i(v) \leq 1,
\]
For $v \in V(H)$, let $I(v)$ be the set of $k$ vertices of $G^{(k)}$ corresponding to $v$, as in the definition of the blowup.

Note that for each $i$, and any $Z \subseteq V(G^{(k)})$ such that $|Z \cap I(v)| = \mu^\#_i(v)$ there exists a model $\mu'_i$ of $H$ in $G^{(k)}$ naturally corresponding to the jumbled model $\mu_i$, and $|\mu'_i(v)| \leq \nu(G)$ for every $v \in V(H)$.

Since there are at most $\nu(H)^2 \nu(G)$ distinct jumbled models of $H$ in $G$ we assume $n \leq K$. Let $\beta_i = [k \alpha_i]$ for $i \in [n]$. By the above, we can find a model of $\beta_i H$ using $\beta_i \mu^\#_i(v)$ vertices in $I(v)$, and we can choose these models to be disjoint for different $i$. Now since
\[
\sum_{i=1}^{n} \beta_i \geq \left( k \sum_{i=1}^{n} \alpha_i \right) - n \geq k \nu(G) - K \geq \ell,
\]
the union of the above models is a model of $\ell' H$ for some $\ell' \geq \ell$, and so $\ell H$ is a minor of $G^{(k)}$. \hfill \Box

Secondly, using LP duality we establish a lower bound on $K_{s,t}$-volume.

Lemma 2.6. For all integers $s \geq t > 0$ and every graph $G$,
\[
\nu(K_{s,t}(G)) \geq \min \left\{ \frac{\nu(G)}{s + t}, \frac{\delta(G)}{t} \right\}.
\]

Proof. Let $\tilde{E}$ denote the set of ordered pairs of adjacent vertices of $G$. For $(u, v) \in \tilde{E}$ define $\mu_{uv}$ to be the jumbled model of $K_{s,t}$ which maps the part of the bipartition of $K_{s,t}$ of size $s$ to $\{u\}$, and the other part to $\{v\}$. Thus $\mu^s_{uv}(u) = s, \mu^s_{uv}(v) = t$, and $\mu^s_{uv}(x) = 0$ for every $x \in V(G) \setminus \{u, v\}$. It follows from the definition of $K_{s,t}$-volume that $\nu(K_{s,t}(G))$ is at least the maximum of $\sum_{(u, v) \in \tilde{E}} \alpha_{uv}$ taken over the sequences of non-negative real numbers $(\alpha_{uv})_{(u, v) \in \tilde{E}}$ such that
\[
\sum_{v \in V(G)} (s \alpha_{uv} + t \alpha_{vu}) \leq 1,
\]
for every $u \in V(G)$. By LP duality the above maximum is equal to the minimum of $\sum_{v \in V(G)} \beta(v)$ over the functions $\beta : V(G) \to \mathbb{R}_+$ such that $s \beta(u) + t \beta(v) \geq 1$ for all $uv \in E(G)$. Thus it suffices to show that, for all such functions
\[
\sum_{v \in V(G)} \beta(v) \geq \min \left\{ \frac{\nu(G)}{s + t}, \frac{\delta(G)}{t} \right\}.
\]
Let \( u \in V(G) \) be a vertex with \( \beta(u) \) minimum and let \( \beta_0 = \beta(u) \). If \( \beta_0 \geq \frac{1}{s+t} \), then \( \sum_{v \in V(G)} \beta(v) \geq \beta_0 v(G) \geq \frac{v(G)}{s+t} \), as desired. Otherwise, \( \beta(v) \geq \frac{1-\beta_0}{t} \) for each neighbour \( v \) of \( u \). It follows that

\[
\sum_{v \in V(G)} \beta(v) \geq \frac{1-s\beta_0}{t} \delta(G) + \beta_0 (v(G) - \delta(G)) \geq \min \left\{ \frac{v(G)}{s+t}, \frac{\delta(G)}{t} \right\},
\]

where the second inequality follows as the linear function of \( \beta_0 \) on the interval \([0, \frac{1}{s+t}]\) achieves its minimum for \( \beta_0 = 0 \) or \( \beta_0 = \frac{1}{s+t} \).

Finally, define the fractional extremal function of a graph \( H \) to be

\[
c_f(H) := \sup \frac{d(G)}{\text{Vol}_H(G)} \tag{2.5}
\]

taken over all non-null graphs \( G \).

We finish this section by proving a crucial lemma that in particular implies that \( c(kH) \leq (1 + o(1)) kc_f(H) \) for every \( H \). Its proof relies on the following standard corollary of Szemerédi’s regularity lemma combined with an embedding lemma, which follows immediately from the degree form of the regularity lemma [15, Theorem 1.10] and a version of the embedding lemma given in [15, Theorem 2.1] and a follow-up remark. The famous blowup lemma of Komlós, Sárközy and Szemerédi [14] implies that the restriction on the component size in Theorem 2.7 can be replaced by the much weaker restriction that the maximum degree of \( G' \) is at most \( K \). The current version, however, is sufficient for our purposes and is fairly straightforward to prove. For completeness we include a proof in Appendix A.

**Theorem 2.7.** For all \( \varepsilon > 0 \) there exists \( T = T_{2.7}(\varepsilon) \) such that for every \( K \) there exists \( N = N_{2.7}(\varepsilon, K) \) satisfying the following. For every graph \( G \) with \( v(G) \geq N \), there exists a graph \( R \) with \( v(R) \leq T \) and \( k \in \mathbb{N} \) such that:

- \( (1 - \varepsilon) v(G) \leq k v(R) \leq v(G) \),
- \( k \delta(R) \geq \delta(G) - \varepsilon v(G) \),
- \( k^2 \iota(R) \geq \iota(G) - \varepsilon v^2(G) \),

- if \( G' \) is a subgraph of \( R^{(k)} \) such that every component of \( G' \) has at most \( K \) vertices, then \( G' \) is isomorphic to a subgraph of \( G \).

Combining Lemma 2.6 with Theorem 2.7 we obtain the following.

**Lemma 2.8.** For all \( \varepsilon > 0 \) and every graph \( H \) there exists \( L = L_{2.8}(\varepsilon, H) \) satisfying the following. Let \( G \) be a graph and let \( \ell \geq L \) be an integer such that at least one of the following conditions holds:

(i) \( d(G) \geq \ell c_f(H) + \varepsilon v(G) \), or
(ii) \( v(G) \geq 2(1 + \varepsilon) \ell v(H) \) and \( \delta(G) \geq \ell \tau(H) + \varepsilon v(G) \).

Then \( \ell H \) is a minor of \( G \).

**Proof.** If \( H \) is the null graph, then the lemma is trivial. Now assume \( H \) is non-null, and so \( c_f(H) \geq \frac{1}{2} \). Let \( t := \varepsilon v(H) \), let \( T := T_{2.7}(\frac{\varepsilon}{2}) \), \( K := t T \), \( K' := K_{2.5}(\max\{T, t\}) \), and \( N := N_{2.7}(\frac{\varepsilon}{2}, K) \). We now show that \( L := \max\{2N, 4e^{-1}K'v(H)\} \) satisfies the lemma. Both (i) and (ii) imply that \( v(G) \geq L/2 \geq N \). Thus by Theorem 2.7 there exists a graph \( R \) with \( v(R) \leq T \) and \( k \in \mathbb{N} \) satisfying the conditions of Theorem 2.7. In particular,
where the first inequality holds since $H_v$

If (ii) holds then replacing condition (2.4) by

is a function such that

It is convenient for us to further the fractional point of view and extend the definitions of density and

3 From graphs to weight vectors

As a natural extension of the definition of Vol$_H(G)$, define the $H$-volume Vol$_H(G,w)$ of $(G,w)$ by replacing condition (2.4) by

for every $v \in V(G)$. Note that $H$-volume scales linearly with the weights; that is,

We can naturally define the sum of weighted graphs $(G_1,w_1)$ and $(G_2,w_2)$ by

$$(G_1,w_1) \cup (G_2,w_2) := (G_1 \cup G_2, w_1 + w_2),$$
using the convention $w_i(v) = 0$ for $i \in [2]$ and $v \in V(G_{3-i}) - V(G_i)$. The $H$-volume is clearly superadditive with respect to this operation; that is,

$$\text{Vol}_H((G_1, w_1) + (G_2, w_2)) \geq \text{Vol}_H(G_1, w_1) + \text{Vol}_H(G_2, w_2).$$

(3.2)

In the special case that $w : V(G) \to \mathbb{N}_0$, the weighted graph $(G, w)$ naturally corresponds to an unbalanced blowup of $G$, which we denote by $G^w$ obtained from $G$ by replacing every vertex $v$ of $G$ with an independent set $I(v)$ of size $w(v)$ and for every edge $uv \in E(G)$ joining every vertex of $I(u)$ to every vertex of $I(v)$. Note that a jumbled model $\mu$ of a graph $H$ in $G^w$ corresponds to a jumbled model $\mu_*$ of $H$ in $G$ such that $\mu^w_*(v) = \sum_{u \in I(v)} \mu^w(u)$ for every $v \in V(G)$. It follows that $\text{Vol}_H(G, w) = \text{Vol}_H(G^w)$, when $w$ is integral. From this it can easily be shown that

$$\text{Vol}_H(G, w) = \lim_{k \to \infty} \frac{1}{k} \text{Vol}_H(G^{[k, w]}).$$

Since $d(G, w) = \lim_{k \to \infty} \frac{1}{k} d(G^{[k, w]})$, it follows that

$$\frac{d(G, w)}{\text{Vol}_H(G, w)} = \lim_{k \to \infty} \frac{d(G^{[k, w]})}{\text{Vol}_H(G^{[k, w]})},$$

implying that the fractional extremal function can be equivalently defined by

$$c_f(H) = \sup \frac{d(G, w)}{\text{Vol}_H(G, w)}$$

(3.3)

taken over all weighted graphs $(G, w)$. Since both the density and volume are linear in the weight function we can equivalently define

$$c_f(H) = \sup_{(G, w) : \text{Vol}_H(G, w) < 1} d(G, w).$$

(3.4)

The second interpretation makes the connection to the non-fractional extremal function perhaps more evident. A definition of $c(H)$ can be obtained from (3.4) by replacing weighted graphs with unweighted ones, and the condition $\text{Vol}_H(G, w) < 1$ with the condition that $G$ has no $H$ minor.

Our next goal is to simplify the definition of the fractional extremal function by showing that it suffices to take the supremum in (3.3) over complete weighted graphs. Towards this goal, the following lemma shows that the density of a weighted graph can be split over its complete subgraphs.

**Lemma 3.1.** For every weighted graph $(G, w)$ there exist complete weighted graphs $(G_1, w_1), \ldots, (G_m, w_m)$ such that

$$(G, w) = \sum_{i=1}^m (G_m, w_m) \quad \text{and} \quad d(G, w) = \sum_{i=1}^m d(G_i, w_i).$$

**Proof.** We prove the lemma by induction on $v(G)$. The base case $v(G) = 1$ is trivial.

For the induction step, note that if $G$ is complete, then the lemma trivially holds. Further, if $w(v) = 0$ for some $v \in V(G)$, then the lemma follows by applying the induction hypothesis to the graph $G \setminus v$. 
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Thus we assume that there exist non-adjacent \( a, b \in V(G) \), such that \( w_0 := w(a) + w(b) > 0 \). Let \( \alpha = \frac{w(a)}{w_0} \). Let \( G^a = G \setminus b \), and let \( w^a : V(G^a) \to \mathbb{R} \) be defined by \( w^a(v) = w(a) \) and \( w^a(v) = \alpha w(v) \) for every \( v \in V(G) \setminus \{a, b\} \). Similarly, define \( G^b = G \setminus a \), and define \( w^b : V(G^b) \to \mathbb{R} \) by \( w^b(b) = w(b) \) and \( w^b(v) = (1 - \alpha) w(v) \) for every \( v \in V(G) \setminus \{a, b\} \). Note that

\[
(G, w) = (G^a, w^a) + (G^b, w^b) .
\]

(3.5)

Then \( \sum_{v \in V(G \setminus \{a, b\})} w(v) = w(a) + w(b) \) and let \( d_a = \sum_{u \in \text{neighbours}(a)} w(u) \) and let \( d_b = \sum_{u \in \text{neighbours}(b)} w(u) \). Then \( d(G, w) = (f + d_a + d_b)/w(G) \), \( d(G^a, w^a) = (\alpha^2 f + \alpha d_a)/(\alpha w(G)) \) and \( d(G^b, w^b) = ((1 - \alpha)^2 f + (1 - \alpha) d_b)/(1 - \alpha) w(G) \). Thus

\[
d(G, w) = d(G^a, w^a) + d(G^b, w^b).
\]

(3.6)

The lemma immediately follows from (3.5), (3.6) and the induction hypothesis applied to \( (G^a, w^a) \) and \( (G^b, w^b) \).

\[\square\]

**Lemma 3.2.** For every graph \( H \),

\[
c_f(H) = \sup_{(G, w) : \text{G is complete}} \frac{d(G, w)}{\text{Vol}_H(G, w)} .
\]

(3.7)

**Proof.** Let \( c \) be the supremum on the right side of (3.7). It suffices to show that \( d(G, w) \leq c \text{Vol}_H(G, w) \) for every weighted graph \((G, w)\). Let \((G_1, w_1), \ldots, (G_m, w_m)\) be the complete weighted graphs satisfying the conditions of Lemma 3.1. Then

\[
d(G, w) = \sum_{i=1}^m d(G_i, w_i) \leq c \sum_{i=1}^m \text{Vol}_H(G_i, w_i) \leq c \text{Vol}_H(G, w),
\]

as desired. \[\square\]

**Lemma 3.2** allows us to dispense with the graph structure of \( G \) in the definition of the fractional extremal function and work in the linear algebraic setting with the vector of weights. Note that in any minimal jumbled model \( \mu \) of \( H \) in a complete graph, \(|\mu(v)| \in \{1, 2\}\) for every \( v \in V(H) \). Thus we define a **jumbled model** of \( H \) in \( \mathbb{N} \) to be a map \( \mu : V(H) \to \mathbb{P}^{\mathbb{N}} \) such that:

(N1) \( |\mu(v)| \in \{1, 2\} \) for every \( v \in V(H) \), and

(N2) If \( \mu(v) = \mu(u) = \{i\} \) for some \( i \in \mathbb{N} \) and \( u, v \in V(G) \) then \( u \) and \( v \) are non-adjacent.

We define a vector \( \mu^\# = (\mu_i^\#)_{i \in \mathbb{N}} \) corresponding to \( \mu \) as before; that is, \( \mu_i^\# \) is equal to the number of vertices \( v \in V(H) \) such that \( i \in \mu(v) \). Let \( \#(H) \) denote the convex hull of the vectors \( \mu^\# \) of all jumbled models \( \mu \) of \( H \) in \( \mathbb{N} \). Given \( X \subseteq \mathbb{R} \) let \( X^{\mathbb{N}} \) (non-standardly) denote the space of vectors \( v = (v_i)_{i \in \mathbb{N}} \) with finite support.\(^6\)

For a vector \( w \in \mathbb{R}_+^{\mathbb{N}} \) define the a **\( H \)-volume** of \( w \), denoted by \( \text{Vol}_H(w) \), as the supremum of \( \alpha \geq 0 \) such that there exists \( x \in \#(H) \) such that \( \alpha x \leq w \). Note that if \( G \) is the complete graph with the (finite) vertex set \( \text{supp}(w) \) then

\[
\text{Vol}_H(G, w|_{V(G)}) = \text{Vol}_H(w).
\]

\(^6\)We often work with \( \mathbb{R}_+^{\mathbb{N}} \) rather then a finite dimensional space to avoid repeatedly specifying the dimension.
Note also that it follows from (3.2) that Vol_H is superadditive.

Next, to convert the notion of density, define a (non-standard) inner product on \( \mathbb{R}_+^N \) of vectors \( w = (w_i)_{i \in \mathbb{N}} \) and \( w' = (w'_i)_{i \in \mathbb{N}} \) by

\[
\langle w, w' \rangle = \sum_{(i,j) \in \mathbb{N}, i \neq j} w_i w'_j.
\]

Let \( |w| = \sum_{i \in \mathbb{N}} w_i \) and \( \|w\| = \langle w, w \rangle \). For \( w \in \mathbb{R}_+^N \setminus \{0\} \), let

\[
d(w) = \frac{\|w\|}{2|w|}.
\]

We identify \( \mathbb{R}_+^d \) with the set of vectors in \( \mathbb{R}_+^N \) with support in \([d]\), which in particular allows us to use the above notation for vectors in \( \mathbb{R}_+^d \).

Restating Lemma 3.2 in our new setting we obtain that for every graph \( H \),

\[
c_f(H) = \sup_{w \in \mathbb{R}_+^N \setminus \{0\}} \frac{d(w)}{\text{Vol}_H(w)}.
\]  

(3.8)

Lemma 3.3. For every graph \( H \),

\[
c_f(H) \geq c_T(H).
\]

Proof. Let \( k \geq 2 \) be an integer, and let \( \mu \) be a jumbled model of \( H \) in \( \mathbb{N} \) such that \( \mu(v) \subseteq [k] \) for every \( v \in V(H) \). Let \( S = \{v \in V(H) \mid |\mu(v)| = 1\} \). Then \( \{v \in S \mid \mu(v) = \{i\} \} \) is independent for every \( i \in [k] \), and so \( |S| \leq \alpha_k(H) \). Thus \( |\mu^#| \geq |S| + 2(\nu(H) - |S|) \geq 2\nu(H) - \alpha_k(H) \). It follows that \( |x|_1 \geq 2\nu(H) - \alpha_k(H) \) for every \( x \in \#(H) \) such that \( \text{supp}(x) \subseteq [k] \). Consequently, for every \( w \in \mathbb{R}_+^N \) such that \( \text{supp}(w) \subseteq [k] \),

\[
\text{Vol}_H(w) \leq \frac{|w|}{2\nu(H) - \alpha_k(H)}.
\]

Let \( w \in \mathbb{R}_+^N \) be defined by \( w_i = 1 \) for \( i \leq k \) and \( w_i = 0 \) for \( i > k \). Then \( d(w) = \frac{k-1}{2} \), and so

\[
c_f(H) \geq \frac{d(w)}{\text{Vol}_H(w)} \geq \frac{(k-1)2\nu(H) - \alpha_k(H)}{k} = \frac{k-1}{k} \left( \nu(H) - \frac{\alpha_k(H)}{2} \right).
\]

It remains to show that \( c_f(H) \geq \nu(H) - \alpha(H) \). Let \( w' = (r, 1, 0, \ldots, 0, \ldots) \) for \( r \in \mathbb{R}_+ \). By definition \( \text{Vol}_H(w') \) is the supremum of \( \gamma > 0 \) such that there exists a convex combination \( x \in \mathbb{R}_+^N \) of vectors \( \mu^# \) of jumbled models of \( H \) in \( \mathbb{N} \) such that \( \gamma x \leq w' \). As \( w'_i = 0 \) for \( i \geq 3 \) it suffices to consider jumbled models \( \mu \) of \( H \) such that \( \mu(v) \subseteq \{1, 2\} \) for every \( v \in V(H) \). As noted before, \( \{v \in V(H) \mid \mu(v) = \{1\} \} \) is independent. Therefore, \( \mu^#_2 \geq \nu(H) - \alpha(H) \) for every such \( \mu \), and so \( x_2 \geq \nu(H) - \alpha(H) \) for every \( x \in \#(H) \) such that \( \text{supp}(x) \subseteq \{1, 2\} \).

Thus if \( \gamma > 0 \) and \( \gamma x \leq w' \) for some \( x \in \#(H) \) then \( \gamma \leq \frac{1}{\nu(H) - \alpha(H)} \). Thus \( |x|_1 \leq \frac{1}{\nu(H) - \alpha(H)} \), and

\[
c_f(H) \geq \sup_{r \in \mathbb{R}_+} \frac{d(w')}{\text{Vol}_H(w')} \geq (\nu(H) - \alpha(H)) \sup_{r \in \mathbb{R}_+} \frac{r}{r+1} = \nu(H) - \alpha(H),
\]

as desired. \( \square \)
Next we show that $c_f(H)$ is not much smaller than $c(H)$. As in the introduction, given a graph $H$ we define \( \gamma_H := \sup \{d(G) \mid G \text{ is complete multipartite}, H \not\preceq G \} \).

**Lemma 3.4.** For every graph $H$,

\[
c(H) \geq \gamma_H \geq \sup \{d(w) \mid w \in \mathbb{N}_0^N \setminus \{0\}, \text{Vol}_H(w) < 1 \} \geq c_f(H) - 2.
\]

**Proof.** The first inequality follows from the definition of $c(H)$ and the second follows from the fact that Vol$_H(w)$ is equal to Vol$_H(G^m)$ whenever $w \in \mathbb{N}_0^N$ and $G$ is a complete graph with vertex set supp$(w)$. The final inequality is trivial when $c_f(H) \leq 2$, so we may assume $c_f(H) > 2$. Thus it suffices to show that for every $w \in \mathbb{N}_+^N \setminus \{0\}$ with $d(w) \geq 2$ and Vol$_H(w) < 1$ there is some $x \in \mathbb{N}_0^N \setminus \{0\}$ such that Vol$_H(x) < 1$ and $d(x) \geq d(w) - 2$.

We assume without loss of generality that for some $m \in \mathbb{N}$ we have $w_1 \geq w_2 \geq \ldots \geq w_m$ and $w_i = 0$ for $i > m$. By LP duality, Vol$_H(w) < 1$ if and only if there exists a vector $a \in \mathbb{R}_+^N$ such that $\sum_{i \in \mathbb{N}} a_i w_i < 1$ and $\sum_{i \in \mathbb{N}} a_i \mu^i \geq 1$ for every jumbled model $\mu$ of $H$.

We assume, by reordering components of $a$ if needed, that $a_1 \leq a_2 \leq \ldots \leq a_m$, as such a reordering does not increase $\sum_{i=1}^m a_i w_i$.

Define $x \in \mathbb{N}_0^N$, by setting for every $i \in \mathbb{N}$,

\[
x_i = \left| \sum_{j \geq i} w_j \right| - \left| \sum_{j \geq i+1} w_j \right|.
\]

Note that $|x| = |w| \geq 2d(w) \geq 4$, so in particular $x \neq 0$. We claim that Vol$_H(x) < 1$. By the LP duality observation above, it suffices to show that $\sum_{i \in \mathbb{N}} a_i x_i < 1$. We have

\[
\sum_{i \in \mathbb{N}} a_i x_i = \sum_{i \in \mathbb{N}} a_i \left( \left\lfloor \sum_{j \geq i} w_j \right\rfloor - \left\lfloor \sum_{j \geq i+1} w_j \right\rfloor \right) = \sum_{i=1}^m (a_i - a_{i+1}) \left\lfloor \sum_{j \geq i} w_j \right\rfloor \\
\leq \sum_{i=1}^m (a_i - a_{i+1}) \left( \sum_{j \geq i} w_j \right) = \sum_{i=1}^m a_i w_i < 1,
\]

as claimed.

Next we show that $d(x) \geq d(w) - 2$. First,

\[
\frac{1}{2} \langle x, x \rangle = \sum_{i \in \mathbb{N}} x_i \left( \sum_{j \geq i+1} x_j \right) = \sum_{i=1}^{m-1} x_i \left( \sum_{j \geq i+1} w_j \right) \geq \sum_{i=1}^{m-1} x_i \left( \sum_{j \geq i+1} w_j - 1 \right) \\
\geq \sum_{j=2}^m w_j \sum_{i=1}^{j-1} x_i - |x| \\
= \sum_{j=2}^m w_j \left( \left\lfloor \sum_{i=1}^{j-1} w_j \right\rfloor - \left\lfloor \sum_{i=1}^{j-1} w_j \right\rfloor \right) - |x| \\
\geq \sum_{j=2}^m w_j \left\lfloor \sum_{i=1}^{j-1} w_j \right\rfloor - |x|
\]
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\[
\Rightarrow \sum_{j=2}^{\infty} w_j \left( \sum_{i=1}^{j-1} w_i - 1 \right) - |x|
\]
\[
= \frac{1}{2} \langle w, w \rangle - |x| - |w|.
\]

It follows that
\[
d(x) = \frac{\langle x, x \rangle}{2|x|} \geq \frac{1}{2} \langle w, w \rangle - \frac{|x| - |w|}{|x|} \geq \frac{1}{2} \langle w, w \rangle - \frac{|w|}{|w|} = d(w) - 2,
\]
as desired. \(\square\)

Say that a vector \(w \in \{0, 1\}^N\) is an \textit{edge vector} if \(|\text{supp}(w)| = 2\); that is, exactly two components of \(w\) equal 1, and the rest are 0. Say that a vector \(w \in \mathbb{R}_+^N\) is \textit{matchable} if \(w_i \leq \frac{1}{2} |w|\) for every \(i \in \mathbb{N}\). The following lemma is straightforward.

**Lemma 3.5.** A vector \(w \in \mathbb{R}_+^N\) is matchable if and only if \(w\) is a linear combination of edge vectors with non-negative coefficients.

**Proof.** The “if” direction is trivial. For the “only if” direction, without loss of generality, \(w_1 \geq w_2 \geq \ldots \geq w_i \geq \ldots\). Since \(w_1 - w_2 \leq \sum_{j=3}^{\infty} w_j\), there exists \(z \in \mathbb{R}_+^N\) such that \(z \leq w, z_1 = z_2 = 0,\) and \(|z| = w_1 - w_2\). Then \(z + |z|1_1\) is a linear combination of edge vectors with non-negative coefficients. Let \(w' = w - z - |z|1_1\). Then \(w'\) is a matchable vector such that \(w'_1 = w'_2 \geq w'_i\) for every \(i \in \mathbb{N}\). It suffices to show that \(w'\) is a linear combination of edge vectors with non-negative coefficients. Choose a maximal \(z' \in \mathbb{R}_+^N\) such that \(z' \leq w', z'_1 = z'_2 = 0\) and \(z'\) is a linear combination of edge vectors with non-negative coefficients. By replacing \(w'\) with \(w' - z'\) we may further assume that \(|\text{supp}(w')| \subseteq \{1, 2, 3\}\). In this final case,
\[
w' = \frac{w_3}{2} (1_{\{1,3\}} + 1_{\{2,3\}}) + \left( w_1 - \frac{w_3}{2} \right) 1_{\{1,2\}},
\]
as desired. \(\square\)

**Lemma 3.6.** Let \(H\) be a graph and let \(X \subseteq V(H)\). Let \(z, w \in \mathbb{R}_+^N\) be such that \(\text{Vol}_{H \setminus X}(w) \geq 1\) and \(z\) is a matchable vector with \(\|z\| = 2|X|\). Then
\[
\text{Vol}_H(w + z) \geq 1.
\]

**Proof.** For every \(\{i, j\} \subseteq \mathbb{N}\), every jumbled model \(\mu\) of \(H \setminus X\) in \(\mathbb{N}\) can be extended to a jumbled model \(\mu^+\) of \(H\) by setting \(\mu^+(v) := \{i, j\}\) for each \(v \in X\). Thus \(\mu^+ + |X|1_{\{i,j\}} \in \#H\). It follows from Lemma 3.5 that \(\mu^+ + z \in \#H\) for every matchable \(z \in \mathbb{R}_+^N\) such that \(\|z\| = 2|X|\), and so \((H \setminus X) + z \subseteq \#H\) for every such \(z\). Since \(\text{Vol}_{H \setminus X}(w) \geq 1\) there exists \(w' \in \#H\) such that \(w' \leq w\). Since \(w + z \geq w' + z \in \#H\), it follows that \(\text{Vol}_H(w + z) \geq 1\), as desired. \(\square\)

**Lemma 3.7.** Let \(k \in \mathbb{N}\), let \(H\) be a graph, and let \(z\) be a matchable vector with \(\|z\| = 2(v(H) - \alpha_k(H))\). Then
\[
\text{Vol}_H\left( \frac{\alpha_k(H)}{k} 1_{|z|} + z \right) \geq 1.
\]
Extremal functions for sparse minors

Proof. Let \( X \subseteq V(H) \) with \( |X| = v(H) - \alpha_k(H) \) be such that \( H' = H \setminus X \) is \( k \)-colourable. Then there exists a jumbled model \( \mu \) of \( H' \) in \( \mathbb{N} \) such that \( \text{supp}(\mu) = [k] \) and \( |\mu^\#| = v(H') = \alpha_k(H) \). By considering a convex combination of vectors obtained from \( \mu^\# \) by shifts of components modulo \( k \) we conclude that \( \text{Vol}_{H'} \left( \frac{\alpha_k(H)}{k} 1_{[k]} \right) \geq 1 \). The lemma now follows from Lemma 3.6.

Lemma 3.8. For every graph \( H \) and vertex \( v \in V(H) \),

\[
\text{cf}(H) \leq \text{cf}(H \setminus v) + 1. \tag{3.9}
\]

Proof. Let \( c := \text{cf}(H \setminus v) \). We show that \( \text{Vol}_H(w) \geq 1 \) for every \( w \in \mathbb{R}^N \) with \( \|w\| > 2(c + 1)|w| \). This follows from the lemma.

Define vectors \( x, y \) and \( z \) as follows. If \( w \) is matchable, then \( x = y = \left( \frac{1}{2} - \frac{1}{|w|} \right) w \). Otherwise, assume without loss of generality that \( w_1 \) is the maximum component of \( w \). Let \( x = (w_1 - 1)1_1 \) and \( y = \left( 1 - \frac{1}{|w - x|} \right)(w - x) \). In both cases, let \( z = x + y \).

Routine verification shows that

\[
w = \left( 1 + \frac{1}{|x|} \right) x + \left( 1 + \frac{1}{|y|} \right) y,
\]

\( w - z \) is matchable and \( |w - z| = 2 \).

It thus follows from Lemma 3.6 that if \( \text{Vol}_{H \setminus X}(z) \geq 1 \), then \( \text{Vol}_H(w) \geq 1 \) as desired. Thus we assume \( \text{Vol}_{H \setminus X}(z) < 1 \). Therefore \( \|z\| \leq 2c|z| \) by the choice of \( c \).

By the choice of \( w \),

\[
(2c + 2)(|z| + 2) = 2(c + 1)|w|
\]

\[
< \|w\| = \|z\| + 2 \left( x + y, x \frac{y}{|x|} + y \frac{x}{|y|} \right) + \left( x \frac{y}{|x|} + y \frac{x}{|y|} \right)
\]

\[
\leq 2c|z| + 2 \left( x + y, x \frac{y}{|x|} + y \frac{x}{|y|} \right) + 4.
\]

After canceling terms and replacing \( c \) by an upper bound \( \frac{\|x + y\|}{2(|x| + |y|)} \) in the above, we obtain

\[
|x| + |y| + \frac{\|x + y\|}{|x| + |y|} < \left( x + y, x \frac{y}{|x|} + y \frac{x}{|y|} \right). \tag{3.10}
\]

Let \( x = |x| \) and \( y = |y| \) for brevity. Rewrite (3.10) as

\[
x + y < \left( x + y, \left( \frac{1}{x} - \frac{1}{x + y} \right) x + \left( \frac{1}{y} - \frac{1}{x + y} \right) y \right). \tag{3.11}
\]

However,

\[
\left( x + y, \left( \frac{1}{x} - \frac{1}{x + y} \right) x + \left( \frac{1}{y} - \frac{1}{x + y} \right) y \right)
\]

\[
\leq |x + y| \left( \frac{1}{x} - \frac{1}{x + y} \right) x + \left( \frac{1}{y} - \frac{1}{x + y} \right) y
\]

\[
= x + y,
\]

contradicting (3.11).
4 Proof of Theorem 2.2

Lemma 4.1. Let \(a, b \in \mathbb{R}_+\) and \(n \in \mathbb{N}\) be such that

\[
a^2 \geq kb^2 \quad \text{and} \quad 4a \geq 4 + kb^2,
\]

(4.1)

and let \(w \in \mathbb{R}^n_+\) be such that

\[
a|w| - b \sum_{i=1}^{k} w_i \leq 1.
\]

(4.2)

Then \(\|w\| \leq |w|\).

**Proof.** If \(b = 0\) then \(a \geq 1\) by (4.1) and thus \(|w| \leq 1\), implying \(\|w\|^2 \leq (|w|)^2 \leq |w|\), as desired. Thus we assume \(b > 0\). Let \(x = |w|\). Then

\[
\|w\| \leq x^2 - \sum_{i=1}^{k} w_i^2 \leq x^2 - \frac{1}{k} \left( \sum_{i=1}^{k} w_i \right)^2 \leq x^2 - \frac{1}{k} \left( \frac{1-ax}{b} \right)^2.
\]

Thus it suffices to show that

\[
x^2 - \frac{1}{k} \left( \frac{1-ax}{b} \right)^2 \leq x,
\]

or equivalently

\[
(a^2 - kb^2)x^2 - (2a - kb^2)x + 1 \geq 0
\]

(4.3)

The discriminant of the quadratic polynomial on the left side of (4.3) is

\[
(2a - kb^2)^2 - 4(a^2 - kb^2) = kb^2(2b^2 + 4 - 4a) \geq 0,
\]

and its leading coefficient is non-negative, also by (4.1). Thus (4.3) holds for all \(x \in \mathbb{R}\), as desired. \(\square\)

Lemma 4.2. Let \(v^1 = \left( \frac{1}{2}, 0, 0 \right)\), \(v^2 = \left( 1, \frac{1}{4}, \frac{1}{4} \right)\)

and

\[
u^1 = (0, 2, 2, 2), \quad u^2 = \left( \frac{2}{3}, \frac{2}{3}, 2, 4 \right), \quad u^3 = \left( 2, 6, \frac{6}{5}, \frac{6}{5} \right), \quad u^4 = (1, 1, 1, 1).
\]

Let \(y \in \mathbb{R}^4_+\) be such that \(0 \leq y_1 \leq y_2 \leq y_3 \leq y_4\), \(y \cdot v^1 \geq 1\) and \(y \cdot v^2 \geq 1\). Then there exists \(z \leq y\) such that \(z\) is a convex combination of \(\{u^i\}\).

**Proof.** Let \(Y \subseteq \mathbb{R}^4_+\) be a polyhedron consisting of all \(y \in \mathbb{R}^4_+\) satisfying the conditions of the lemma. It suffices to verify that the lemma holds for the vertices of \(Y\), which satisfy at least four out of six linear inequalities defining \(Y\) with equality.

The rest of the proof is a routine case analysis of possible quadruples of tight inequalities. If \(y_1 = 0\) then \(y_2 \geq 2\) and \(y \geq u^1\), as desired. Thus we assume \(y_1 > 0\). If \(y_1 = y_2\) and \(y \cdot v^1 = 1\) then \(y_1 = y_2 = \frac{3}{2}\), and \(y_3 + y_4 \geq \frac{8}{3}\), implying that \(y \geq u^2\). Otherwise, \(y_2 = y_3 = y_4\), \(y \cdot v^2 = 1\), and either \(y_1 = y_2\), in which case \(y = u^1\), or \(y \cdot v^1 = 1\), in which case \(y = u^3\). \(\square\)
EXTREMAL FUNCTIONS FOR SPARSE MINORS

We are now ready to prove Theorem 2.2 which we restate for convenience.

**Theorem 2.2.** For every 4-colorable graph $H$,

$$c_f(H) = \max \left( \frac{\nu(H)}{2}, \tau(H) \right).$$

(2.2)

**Proof.** Let $c := \max \left( \frac{\nu(H)}{2}, \tau(H) \right)$. It suffices to show that

$$2c|w| \geq ||w||$$

(4.4)

for every $w \in \mathbb{R}^n_+$ such that $\text{Vol}_H(w) \leq 1$. Assume without loss of generality that $\text{supp}(w) = [n]$ for some $n \in \mathbb{N}$.

Since $\{w' \in \mathbb{R}^n_+ | \text{Vol}_H(w') \geq 1\}$ is convex, there exists $b \in \mathbb{R}$ and $x \in \mathbb{R}^n \setminus \{0\}$ such that $x \cdot w \leq b$ and $x \cdot w' \geq b$ for every $w' \in \mathbb{R}^n_+$ such that $\text{Vol}_H(w') \geq 1$. The last condition implies that $x \in \mathbb{R}^n_+$. Thus $b > 0$ and by rescaling $x$ we assume (with foresight) that $b = 2c$ and that $0 \leq x_1 \leq x_2 \leq \ldots \leq x_n$.

If $n = 1$ then $||w|| = 0$ and (4.4) trivially holds. Now assume $n \geq 2$. Let $v^1 := (1, \frac{1}{2}, 0, 0, \ldots)$. Then $2cv^1 \geq (\nu(H), \tau(H))$, and by Lemma 3.7 with $k = 1$,

$$\text{Vol}_H(2cv^1) \geq \text{Vol}_H(\alpha(H)1_{[3]} + (1 - \alpha(H))1_{[3,5]}) \geq 1.$$  

Thus $x \cdot (2cv^1) \geq 2c$, and so $x \cdot v^1 \geq 1$.

Suppose first that $n \geq 4$. Let $v^2 := (\frac{1}{3}, \frac{1}{3}, \frac{1}{3}, \frac{1}{3})$. Similar to the above, since $\alpha_4(H) = \nu(H) \leq 2c$, Lemma 3.7 applied with $k = 4$ implies $\text{Vol}_H(2cv^2) \geq 1$, and thus $x \cdot v^2 \geq 1$. Define $y \in \mathbb{R}^n_+$ by $y_i := x_i$ for $i \in [3]$ and $y_i := x_4$ for $i \in [4, n]$. Then $y \leq x$ and $y \cdot v' = x \cdot v' \geq 1$ for $i \in [2]$. Let $u^1, \ldots, u^4 \in \mathbb{R}^n_+$ be given by

$$u^1 := (0, 2, 2, \ldots, 2), \quad u^2 := \left( \frac{2}{3}, \frac{2}{3}, \frac{2}{3}, \ldots, \frac{2}{3} \right),$$

$$u^3 := \left( \frac{2}{5}, \frac{2}{5}, \ldots, \frac{2}{5} \right), \quad u^4 := (1, 1, \ldots, 1).$$

By Lemma 4.2 applied to the projections of the above vectors to the first four coordinates, there exists $z \in \mathbb{R}^n_+$ such that $z \leq y$ and $z$ is a convex combination of $\{u^i\}$. It follows that $u^i \cdot w' \leq 2c$ for some $i \in [4]$. Let $w' := \frac{1}{2c}w$. Then

$$u^i \cdot w' \leq 1.$$  

If $i = 1$ then we can rewrite this inequality as $2|w'| - 2w'_1 \leq 1$. Thus $w'$ satisfies (4.2) with $a = b = 2$ and $k = 1$. Since (4.1) holds for this $a, b$ and $k$, Lemma 4.1 implies that $|w'| \geq ||w'||$, implying (4.4) as desired.

For the remaining values of $i$, the same argument applies, but with different choices of $a, b$ and $k$. Namely, we choose $(a, b, k) = (\frac{4}{5}, \frac{2}{5}, 3)$ for $i = 2$; $(a, b, k) = (\frac{2}{3}, \frac{2}{3}, 2)$ for $i = 3$, and $(a, b, k) = (1, 0, 1)$ for $i = 4$.

It remains to consider the case $n \in \{2, 3\}$. We deal with these cases simultaneously; that is, we assume $n = 3$, but relax the assumption $x_3 > 0$. Since $x \cdot v^1 \geq 1$, we have $x_1 + \frac{x_2}{2} \geq 1$. Thus $x_3 \geq$
\[ x_2 \geq 1 - 2x_1, \text{ implying that } x \geq (x_2 - 2x_2, 2 - 2x) \text{ for some } x \leq \frac{3}{2}. \]

Defining \( w' \) as in the previous case, \( x |w'| + (2 - 3x)(|w'| - w'_1) \leq 1. \) Thus either \( |w'| - w'_1 \leq \frac{1}{2}, \) in which case \( |w'| \geq ||w'|| \) by Lemma 4.1, as before, or \( |w'| \leq \frac{3}{2}. \) In this last case,

\[
\|w'\| = |w'|^2 - (w'_1)^2 - (w'_2)^2 \leq \frac{2}{3}|w'|^2 \leq |w'|,
\]
as desired. \( \square \)

We are now ready to prove Theorem 1.2 which we restate for convenience.

**Theorem 1.2.** For every s.s.s. family \( \mathcal{F} \) and every \( H \in \mathcal{F}, \)

\[ c(H) \leq (1 + o_\mathcal{F}(1)) \max \left( v(H) - \frac{\alpha_3(H)}{2}, \tau(H) \right). \]

**Proof.** Let \( X \) be an independent set of \( H \) of size \( \alpha(H), \) and let \( Y \) be a set of \( \alpha_3(H) \) vertices inducing a 3-colourable subgraph in \( H. \) Let \( H' := H[X \cup Y]. \) Then \( \tau(H') = v(H') - \alpha(H') = v(H') - \alpha(H). \) Note that \( \chi(H') \leq 4. \) By Theorem 2.2,

\[ c_f(H') \leq \max \left( \frac{v(H')}{2}, v(H') - \alpha(H) \right). \]

By Lemma 3.8,

\[ c_f(H) \leq c_f(H') + (v(H) - v(H')) \leq \max \left( v(H) - \frac{v(H')}{2}, v(H) - \alpha(H) \right) \]

\[ \leq \max \left( v(H) - \frac{\alpha_3(H)}{2}, \tau(H) \right). \]

The result follows from Theorem 2.1. \( \square \)

5 **Proof of Theorem 2.4**

**Lemma 5.1.** Let \( H \) be a graph, and for all \( i \in \mathbb{N} \) let \( \alpha_i := \frac{\alpha_i(H)}{v(H)} \) for brevity, and let \( c \geq 1 - \alpha_1 \) be real such that for all \( j \in [2,i], \)

\[
c \geq 1 - \alpha_1,
\]

\[
c(4 - \alpha_1 - \alpha_i) \geq \alpha_i(2 - \alpha_1) + (1 - \alpha_i)(3 - 2\alpha_1), \tag{5.1}
\]

\[
c(4 - \alpha_i - \alpha_j) \geq (2 - \alpha_j) \left( \frac{i-1}{i} \alpha_i + \frac{j-1}{j} (2 - 2\alpha_j) \right). \]

Then \( c_f(H) \leq cv(H). \)
Proof. It suffices to show that for every \( w \in \mathbb{R}^n_+ \),
\[
2c \nu(H) |w| \text{Vol}_H(w) \geq \|w\|. \tag{5.2}
\]
Assume without loss of generality that \( w_1 \geq w_2 \geq \ldots \geq w_k > 0 \) and that \( w_i = 0 \) for \( i > k \).

First, consider the case \( (2 - \alpha_1)w_1 \geq |w| \). Let \( w_0 := |w| - w_1 \). Then \( \text{Vol}_H(w) \geq \frac{w_0}{\nu(H) - \alpha(H)} \) and \( \|w\| \leq 2|w|w_0 \). Substituting these bounds reduces (5.2) to \( c \geq 1 - \alpha_1 \), which holds by the choice of \( c \).

Now assume \( (2 - \alpha_1)w_1 < |w| \). For \( z \in \mathbb{R}^n_+ \), define
\[
\xi(z) := \sum_{i=1}^k \frac{1 - \alpha_i}{\alpha_i} i(z_i - z_{i+1}).
\]
Choose \( z \in \mathbb{R}^n_+ \) so that:
(i) there exists \( \ell \in [2, k] \) such that \( z_1 = z_2 = \cdots = z_{\ell} \leq w_1 \), and \( z_i = w_i \) for every \( i > \ell \),
(ii) \( |w - z| \geq 2\xi(z) \), and
(iii) \( |w - z| \geq (2 - \alpha_1)(w_1 - z_1) + \alpha_1 \xi(z) \).

and subject to these conditions, \( |z| \) is maximum. Such a choice is possible since \( z = 0 \) satisfies (i), (ii) and (iii). By the maximality of \( z \), at least one (ii) and (iii) holds with equality.

Now define \( x, y \in \mathbb{R}^n_+ \) such that \( w = x + y + z \), and
(iv) \( y \) is a matchable vector with \( |y| = 2\xi(z) \),
(v) \( x = 0 \), or \((2 - \alpha_1)x_1 = |x| \) and \( y_1 = \frac{1}{2}|y| \),
as follows. Let \( w' := w - z \). If \( w' \) is matchable, then \( 2(w_1 - z_1) \leq |w - z| \), and so if the inequality in (ii) is strict, then so is the one in (iii). Thus (ii) holds with equality; that is, \( |w - z| = 2\xi(z) \), and \( x = 0 \) and \( y = w - z \) satisfy (iv) and (v).

Thus we assume that \( 2w' > |w'| \). Then similarly to the previous case we deduce that \( |w'| = (2 - \alpha_1)w'_1 + \alpha_1 \xi(z) \). Let
\[
y := \xi(z)1_{[1]} + \frac{\xi(z)}{|w'| - w'_1}(w' - w'_11_{[1]}),
\]
and let \( x := w' - y \). Then \( |y| = 2\xi(z) \), and \( y_1 = \frac{1}{2}|y| \). Thus \( y \) is matchable and (iv) holds. Since \( 2w'_1 > |w'| \geq 2\xi(z) \) we have \( |w'| - w'_1 = (1 - \alpha_1)w'_1 + \alpha_1 \xi(z) \geq \xi(z) \). Thus \( y \leq w' \), and so \( x \geq 0 \). Moreover,
\[
(2 - \alpha_1)x_1 = |w'| - 2\xi(z) = |w'| - |y| = |x|.
\]
Thus (v) also holds. This finishes our construction of \( x \) and \( y \).

It follows from (v) that
\[
\langle x, y \rangle \leq |x||y| - x_1y_1 = \left(1 - \frac{1}{2(2 - \alpha_1)}\right)|x||y|.
\]
For \( i \in [\ell, k] \), let \( z' := \frac{\alpha\nu(H)}{i}1_{[i]} \) and let \( y' := 2(1 - \alpha_1)\nu(H)\frac{z'}{|y|} \). By Lemma 3.7, \( \text{Vol}_H(z' + y') \geq 1 \). Let \( s_i := \frac{\alpha(z + z')}{\nu(H)} \). Since \( y + z = \sum_{i=\ell}^k s_i(z' + y') \), we have \( \text{Vol}_H(y + z) \geq \sum_{i=\ell}^k s_i \). Let \( s_1 := \frac{x_1}{\nu(H)} \). Then \( \text{Vol}_H(x) \geq s_1 \) and \( |x| = s_1(2 - \alpha_1)\nu(H) \).

---

**Advances in Combinatorics, 2022:5, 43 pp.**
Combining

\[ \text{Vol}_H(w) \geq s_1 + \sum_{i=1}^{k} s_i, \]

\[ |w| = \nu(H) \cdot \left( (2 - \alpha_1)s_1 + \sum_{i=1}^{k} (2 - \alpha_i)s_i \right) \]

Next we upper bound \( \|w\| \). For \( i, j \in [\ell, k] \) with \( j \leq i \),

\[ \langle z^j, z^j + y_j^j \rangle = \frac{i-1}{i} |z^j||z^j + y_j^j| = \frac{i-1}{i} \alpha_i(2 - \alpha_j) \nu^2(H), \]

\[ \langle y_j^j, z^j + y_j^j \rangle \leq \frac{j-1}{j} |y_j^j||z^j| + \frac{\ell-1}{\ell} |y_j^j||y_j^j| \leq \frac{j-1}{j} (2 - 2\alpha_j)(2 - \alpha_j) \nu^2(H), \]

\[ \langle x, z^j + y_j^j \rangle \leq |z^j||x| + \left( 1 - \frac{1}{2(2 - \alpha_i)} \right) |y_j^j||x| \]

\[ = (\alpha_i(2 - \alpha_j) + (1 - \alpha_i)(3 - 2\alpha_1)) \nu^2(H)s_1, \]

\[ \langle x, x \rangle \leq (3 - \alpha_1)(1 - \alpha_i) \nu^2(H)s_1^2. \]

Therefore,

\[ \|w\| = \left\langle x, x + 2 \sum_{i=1}^{k} s_i(z^j + y_j^j) \right\rangle \]

\[ + \sum_{j=1}^{k} s_j \left\langle (z^j + y_j^j), s_j(z^j + y_j^j) + 2 \sum_{i=j+1}^{k} s_i(z^j + y_j^j) \right\rangle \]

\[ \leq \nu^2(H) \left( s_1 \left( s_1(3 - \alpha_1)(1 - \alpha_i) + 2 \sum_{i=1}^{k} s_i(\alpha_i(2 - \alpha_1) + (1 - \alpha_i)(3 - 2\alpha_1)) \right) \right) \]

\[ + \sum_{j=1}^{k} s_j(2 - \alpha_j) \left( s_j \frac{j-1}{j} (2 - \alpha_j) + 2 \sum_{i=j+1}^{k} s_i \left( \frac{i-1}{i} \alpha_i + \frac{j-1}{j} (2 - 2\alpha_i) \right) \right) . \]

Substituting the above bounds on \( |w|, \text{Vol}_H(w) \) and \( \|w\| \) in to (5.2), we see that by (5.1) in the resulting inequality the coefficient of \( s_j s_j \) on the left side is at least as large as the coefficient on the left side for all \( i, j \in \{1 \} \cup [\ell, k] \). Hence (5.2) holds, as desired.

\[ \square \]

**Lemma 5.2.** Let \( 2 \leq j \leq i \) be integers, and let \( 0 \leq \alpha_j \leq \alpha_i \leq 1 \), and \( c \) be real such that

\[ c \geq \max \left\{ \frac{2}{3}, \frac{i-1}{i} \left( 1 - \frac{\alpha_i}{2} \right), \frac{j-1}{j} \left( 1 - \frac{\alpha_j}{2} \right) \right\}. \]  

(5.3)

Then

\[ c(4 - \alpha_i - \alpha_j) \geq (2 - \alpha_j) \left( \frac{i-1}{i} \alpha_i + \frac{j-1}{j} (2 - 2\alpha_i) \right) . \]  

(5.4)
**Proof.** Let $x := 2 - \alpha_j$ and $y := 2 - \alpha_i$. Then $1 \leq y \leq x \leq 2$, and (5.3) can be rewritten as

$$c \geq \max \left\{ \frac{2}{3}, \frac{i-1}{2i} y, \frac{j-1}{j} x \right\}. \quad (5.5)$$

Suppose for a contradiction that (5.4) does not hold. Expressing $\alpha_i$ and $\alpha_j$ in terms of $x$ and $y$, we thus have

$$c(x+y) < x \left( y - \frac{2-y}{i} - \frac{2y-2}{j} \right). \quad (5.6)$$

By (5.5)

$$c(x+y) \geq \left( \frac{i-1}{2i} y \right) x + \left( \frac{j-1}{2j} x \right) y = \left( 1 - \frac{1}{2i} - \frac{1}{2j} \right) xy,$$

and so (5.6) implies

$$\left( 1 - \frac{1}{2i} - \frac{1}{2j} \right) y < \left( 1 + \frac{1}{i} - \frac{2}{j} \right) y - \frac{2}{i} + \frac{2}{j},$$

which in turn implies

$$y < \frac{4}{3}. \quad (5.7)$$

Secondly, as $c \geq \frac{i-1}{2j} x$, (5.6) similarly implies

$$\frac{j-1}{2j} (x+y) < \left( 1 + \frac{1}{i} - \frac{2}{j} \right) y - \frac{2}{i} + \frac{2}{j},$$

which simplifies to

$$x < y + \frac{2(i-j)}{i(j-1)} (2-y). \quad (5.8)$$

Since $i \geq j$ and $y \leq 2$, (5.8) in turn implies

$$x < y + \frac{2}{(j-1)} (2-y) = \frac{j-3}{j-1} y + \frac{4}{j-1}. \quad (5.9)$$

Finally, since $c \geq \frac{2}{3}$ and $y \leq 2$, (5.6) implies

$$\frac{2}{3} (x+y) - x \left( \left( 1 - \frac{2}{j} \right) y + \frac{2}{j} \right) < 0 \quad (5.10)$$

Suppose first that $j \geq 3$. Since $y \geq 1$,

$$\frac{2}{3} - \left( 1 - \frac{2}{j} \right) y + \frac{2}{j} < 0.$$

Thus the left side of (5.10) decreases with $x$, and so by (5.9), it suffices to show that (5.10) does not hold when $x = \frac{j-3}{j-1} y + \frac{4}{j-1}$. Substituting this value of $x$ into (5.10) we obtain

$$\frac{2}{3} \left( \frac{2j-4}{j-1} y + \frac{4}{j-1} \right) - \left( \frac{j-3}{j-1} y + \frac{4}{j-1} \right) \left( 1 - \frac{2}{j} \right) y + \frac{2}{j} < 0,$$
which luckily simplifies to
\[(4 - 3y)(j - 3)(2 + (j - 2)y) < 0.\]
Since \(j \geq 3\) and \(1 \leq y < \frac{4}{3}\) by (5.7), this last inequality yields the desired contradiction.

It remains to consider the case \(j = 2\). In this case, (5.6) simplifies to \(\frac{2}{3}y - \frac{1}{2}x < 0\), which is again a contradiction since \(y \geq 1\) and \(x \leq 2\). \(\square\)

With the technical aspects of the proof of Theorem 2.4 handled by Lemmas 5.1 and 5.2, we now finish the argument. We restate the theorem for convenience.

**Theorem 2.4.** For every graph \(H\) such that \(c_f(H) > \frac{2}{3}v(H)\),
\[c_f(H) = c_T(H).\]

**Proof.** Let \(\alpha_i := \frac{\alpha(H_i)}{v(H_i)}\), and let \(c := \max\left\{\frac{2}{3}, \frac{c_T(H_i)}{v(H_i)}\right\}\). Then for every \(i \in \mathbb{N}\),
\[c \geq \max\left\{\frac{2}{3}, 1 - \alpha_i, \frac{i - 1}{i} \left(1 - \frac{1}{2} \alpha_i\right)\right\}.
\]
It suffices to show that \(c_f(H) \leq cv(H)\). By Lemma 5.1 in turn it suffices to show that the inequalities (5.1) hold. The first holds since \(c \geq 1 - \alpha\), and the last holds by Lemma 5.2. It remains to show that
\[c(4 - \alpha_i - \alpha_i) \geq \alpha_i(2 - \alpha_i) + (1 - \alpha_i)(3 - 2\alpha_i). \quad (5.11)\]
We have
\[c(4 - \alpha_i - \alpha_i) \geq \frac{2}{3}(3 - \alpha_i) + (1 - \alpha_i)(1 - \alpha_i),\]
and so (5.11) is implied by
\[\frac{2}{3}(3 - \alpha_i) + (1 - \alpha_i)(1 - \alpha_i) \geq \alpha_i(2 - \alpha_i) + (1 - \alpha_i)(3 - 2\alpha_i),\]
which reduces to \(\frac{\alpha_i}{3} \geq 0\) after cancellations. \(\square\)

We finish this section by deriving from Theorem 2.4 a bound on the fractional extremal function of \(H\) in terms of the maximum of \(\frac{\tau(H')}{v(H')}\) taken over non-null subgraphs \(H'\) of \(H\). This bound is used in the proof of Theorem 1.3.

**Corollary 5.3.** Let \(H\) be a graph, and let \(r \geq \frac{2}{3}\) be such that for every non-null subgraph \(H'\) of \(H\).
\[\tau(H') \leq rv(H'). \quad (5.12)\]
Then \(c_f(H) \leq rv(H)\).
Extremal functions for sparse minors

Proof. If \( c_f(H) \leq \frac{3}{2}v(H) \) then the corollary clearly holds. Thus we assume that \( c_f(H) \geq \frac{3}{2}v(H) \). By Lemma 3.3 we have \( c_f(H) - c_T(H) \geq \tau(H) \geq \frac{3}{2}v(H) \). Thus by Theorem 2.4 it suffices to show that for every \( k \in \mathbb{N} \),

\[
\frac{k-1}{k} \left( v(H) - \frac{1}{2} \alpha_k(H) \right) \leq rv(H). \tag{5.13}
\]

Note that \( \alpha(H') \geq (1-r)v(H') \) for every subgraph \( H' \) of \( H \) by (5.12). It follows by induction on \( k \) that \( \alpha_k(H) \geq (1-r^k)v(H) \). After substitution of this bound into (5.13) it suffices to show that

\[
\frac{k-1}{k} \left( 1 - \frac{1}{2}(1-r^k) \right) \leq r. \tag{5.14}
\]

Since the left side of (5.14) is a convex function of \( r \) and \( r \in [\frac{2}{3}, 1] \) it suffices to verify (5.14) for \( r = 1 \) and \( r = \frac{2}{3} \). The case \( r = 1 \) is trivial, while for \( r = \frac{2}{3} \), we may assume \( k \geq 2 \) and (5.14) reduces to

\[
1 + \left( \frac{2}{3} \right)^k \leq \frac{4k}{3(k-1)}. \]

Since \( 1 + \left( \frac{2}{3} \right)^3 \leq \frac{4}{3} \), this last inequality holds for \( k \geq 3 \), and it clearly holds for \( k = 2 \).

\[\square\]

6 Connectivity and density gain

Proving Theorem 2.1 requires us to show that for every \( \varepsilon > 0 \) if graphs \( G \) and \( H \) satisfy \( d(G) \geq (1+\varepsilon)c_f(H) \) and \( v(H) \) is large enough as a function of \( \varepsilon \), then \( H \) is a minor of \( G \). The goal of this section is to reduce the proof of Theorem 2.1 to the “dense” case, more specifically, to the case when \( G \) has connectivity linear in \( v(G) \). Then Theorem 6.6 shows, roughly, that if we find a graph \( H' \) obtained from \( H \) by deleting a sublinear number of edges, as a minor in \( G \), we can use the connectivity to restore the deleted edges. This result allows us to reduce the proof of Theorem 2.1 to the case when \( H \) has bounded component size, which reduces to Lemma 2.8.

Our first lemma is used to “stitch” together subgraphs of highly connected graph, restoring a fraction of connectivity.

Lemma 6.1. For \( k, n \in \mathbb{N} \), let \( G_0, G_1, \ldots, G_k \) be vertex-disjoint subgraphs of a graph \( G \) such that \( v(G_0) \geq kn \), \( \kappa(G) \geq kn \) and \( \kappa(G_i) \geq n \) for \( i \in [0, k] \). Then there exists a minor \( G' \) of \( G \) such that \( \kappa(G') \geq n \) and \( G_0 \cup G_1 \cup \cdots \cup G_k \) is isomorphic to a spanning subgraph of \( G' \).

Proof. Let \( X_i := V(G_i) \) for \( i \in [0, k] \). By Menger’s theorem there exist linkages \( P_1, \ldots, P_k \) in \( G \) with the following properties:

- \( |P_i| = n \) for every \( i \in [k] \),
- \( \mathcal{P} := \bigcup_{i=1}^{k} \mathcal{P}_i \) is a linkage in \( G \),
- For every \( i \in [k] \), every \( P \in \mathcal{P}_i \) has one end in \( X_0 \) and the other end in \( X_i \).

Let \( G' := (\bigcup_{i=0}^{k} G_i) \cup (\bigcup_{P \in \mathcal{P}} P) \). We obtain a minor \( G' \) of \( G'' \) by repeatedly contracting edges of the paths in \( \mathcal{P} \) that have at least one end in \( V(G'') - \bigcup_{i=0}^{k} X_i \). We claim that \( G' \) is as required. By construction, \( G_0 \cup G_1 \cup \cdots \cup G_k \) is isomorphic to a spanning subgraph of \( G' \). Moreover, slightly abusing the notation, we may assume that \( \mathcal{P}_1, \ldots, \mathcal{P}_k \) are the linkages in \( G' \) satisfying all the conditions listed above.

It remains to show that \( \kappa(G') \geq n \). Suppose not. Then there exists a separation \((A, B)\) of \( G' \) of order less than \( n \). Since \( \kappa(G_0) \geq n \), we may assume without loss of generality that \( X_0 \subseteq A \). Further,
$X_i \cap (B - A) \neq \emptyset$ for some $i \in [k]$. Since $\kappa(G_i) \geq n$ it follows that $X_i \subseteq B$. Thus every path $P \in \mathcal{P}_i$ has one end in $A$ and the other in $B$, implying that $V(P) \cap A \cap B \neq \emptyset$. However, $|\mathcal{P}_i| = n > |A \cap B|$, a contradiction.

The next lemma accomplishes the most technical step towards the goal of this section.

**Lemma 6.2.** For all $C \geq 5$ and all $s, n \in \mathbb{N}_0$, such that $s \geq 9Cn$, and for every graph $G$ such that $\nu(G) \geq Cs$, $\kappa(G) \geq 3Cn$, $d(G) \leq 2s$, and every edge of $G$ is in at least $s$ triangles, there exists a minor $G'$ of $G$ such that $Cs \leq \nu(G') \leq 2(C + 1)s$, $\kappa(G') \geq n$ and $\delta(G') \geq s - 3Cn$.

**Proof.** If $\nu(G) \leq 2(C + 1)s$ then $G' = G$ satisfies the lemma and so we assume that $\nu(G) \geq 2(C + 1)s$. Let $S := \{v \in V(G) | \deg(v) \leq 4s - 1\}$. Then $2s\nu(G) \geq e(G) \geq 4s(\nu(G) - |S|)$, and therefore $|S| \geq \nu(G)/2 \geq (C + 1)s$.

For $u \in V(G)$, let $G(u)$ denote the subgraph of $G$ induced by $N[u]$. Let $S' \subseteq S$ be chosen minimal such that $\nu(\bigcup_{u \in S'} G(u)) \geq (C + 1)s$. (Such a choice is possible as $S' = S$ satisfies the inequality.) Since $|S| \geq Cs$, and $\nu(G(u)) \leq 4s$ for every $u \in S$, it follows that

$$(C + 1)s \leq \nu(\bigcup_{u \in S'} G(u)) \leq (C + 5)s.$$

Let $G'' := \bigcup_{u \in S'} G(u)$. Then $\delta(G'') \geq s$, since $\delta(G(u)) \geq s$ for every $u \in V(G)$.

Choose a maximum integer $k \in [0, 3C]$ so that $G''$ contains vertex-disjoint subgraphs $G_0, G_1, \ldots, G_k$, where $\delta(G_i) \geq s - kn$ for every $i \in [0, k]$, and $\sum_{i=0}^k \nu(G_i) \geq (C + 1)s - kn$. (Such a choice is possible, since $G_0 = G''$ satisfies the above conditions for $k = 0$.) Note that $k \leq 3C - 1$, as otherwise

$$\sum_{i=0}^k \nu(G_i) \geq 3C(s - kn) \geq 3C(s - 3Cn) > 3C \cdot \frac{2}{3} = \frac{2}{3}C = (C + 5)s$$

since $C \geq 5$ and $9Cn \leq s$. Note further that $\sum_{i=0}^k \nu(G_i) \geq (C + 1)s - 3Cn \geq Cs$.

Next we verify that $G_0, G_1, \ldots, G_k$ satisfy the conditions of Lemma 6.1. We have $\nu(G_0) > \delta(G_0) \geq s - 3Cn \geq 6Cn \geq kn$, and $\kappa(G) \geq kn$. It remains to verify that $\kappa(G_i) \geq n$ for every $i \in [0, k]$. Suppose not. Then, without loss of generality, $G_k$ admits a separation $(A, B)$ of order at most $n$. In such a case, $G_0, G_1, \ldots, G_{k-1}, G_k[A \setminus B], G_k[B \setminus A]$ is a collection of $k + 2$ subgraphs of $G''$, which contradicts the choice of $k$.

By Lemma 6.1, $G''$ has a minor $G'$ such that $\kappa(G') \geq k$ and $G_0 \cup G_1 \cup \cdots \cup G_k$ is isomorphic to a spanning subgraph of $G'$. Thus $G'$ is as required.

To be able to apply Lemma 6.2 we need to replace $G$ by a graph with reasonably high connectivity, such that every edge belongs to many triangles, while losing only a small fraction of density. The argument accomplishing this is due to Mader [23], and is part of the standard toolkit in the area. We include the proof for completeness.

**Lemma 6.3 ([23]).** Let $G$ be a graph and let $d, k \in \mathbb{N}_0$ such that $d(G) \geq d \geq 2k$. Then there exists a minor $G'$ of $G$ such that $\kappa(G') \geq k$, $d \geq d(G') \geq d - k$, and every edge of $G'$ lies in at least $d$ triangles.
Proof. Let \( E_{d,k} \) be the class of graphs \( G'' \) such that \( v(G'') \geq d \) and \( e(G'') \geq d v(G'') - kd \). We show that \( \kappa(G') \geq k, d(G') \geq d - k, \) and every edge of \( G' \) lies in at least \( d \) triangles for every minor-minimal graph \( G' \) in \( E_{d,k} \). Since \( G \) is an element of \( E_{d,k} \) this will imply the lemma.

First note that \( d \geq d(G') \geq d - k, \) since \( e(G') = d v(G') - kd \). Second, note that \( v(G') > d, \) as otherwise \( e(G') < \frac{d}{2} v(G') \leq d v(G') - kd, \) contradicting the assumption that \( G' \in E_{d,k} \). Thus if some edge \( e \in E(G') \) lies in at most \( d - 1 \) triangles, then contracting \( e \) gives a graph in \( E_{d,k} \), contradicting the choice of \( G' \).

Finally, let \( k \geq 1 \) and suppose for a contradiction that there exists a separation \((A, B)\) of \( G' \) with order at most \( k - 1 \). Then \( G'[A] \) and \( G'[B] \) are not members of \( E_{d,k} \) by the choice of \( G' \). Therefore, \( e(G'[A]) \leq d |A| - kd \) and \( e(G'[B]) \leq d |B| - kd \). Summing these inequalities,

\[
e(G) \leq e(G'[A]) + e(G'[B]) \leq d(|A| + |B|) - 2kd < d(v(G') + k) - 2kd \leq d v(G') - kd,
\]

a contradiction. \( \Box \)

Combining Lemmas 6.2 and 6.3 we obtain the following.

**Corollary 6.4.** For every \( \epsilon, C > 0 \) there exists \( \epsilon' = \epsilon'_{0.4}(\epsilon, C) > 0 \) such that every graph \( G \) contains a minor \( G' \) such that \( \kappa(G') \geq \epsilon' v(G') \), and either:

(i) \( v(G') \geq Cd(G) \) and \( \delta(G') \geq (1 - \epsilon)d(G) \), or

(ii) \( d(G') \geq (1 - \epsilon)d(G) \).

**Proof.** Without loss of generality, assume that \( \epsilon \leq \frac{1}{2} \) and \( C \geq 5 \). We show that \( \epsilon' = \frac{\epsilon}{6C(C+1)} \) satisfies the lemma.

We further assume that \( d(H) \leq d(G) \) for every minor \( H \) of \( G \), as otherwise we can replace \( G \) by \( H \). Let \( d := d(G) \). By Lemma 6.3 applied with \( k = \epsilon d \) there exists a minor \( G_1 \) of \( G \) such that \( \kappa(G_1) \geq \epsilon d, d(G_1) \geq (1 - \epsilon)d, \) and every edge of \( G_1 \) lies in at least \( d \) triangles. If \( v(G_1) \leq Cd \), then \( \kappa(G_1) \geq \frac{\epsilon}{3C} v(G_1) \geq \epsilon' v(G_1) \) and \( G' := G_1 \) satisfies (ii). In the remaining case \( v(G_1) \geq Cd, \) and by Lemma 6.2 applied with \( s = d, n = \frac{\epsilon}{3C} d \) there exists a minor \( G' \) of \( G_1 \) (and thus of \( G \)) such that \( Cd \leq v(G') \leq 2(C + 1)d, \) \( \kappa(G') \geq \frac{\epsilon}{3C} d \) and \( \delta(G') \geq (1 - \epsilon)d. \) In particular,

\[
\kappa(G') \geq \frac{\epsilon}{3C} \cdot \frac{v(G')}{2(C + 1)} = \epsilon' v(G'),
\]

and so \( G' \) satisfies (i). \( \Box \)

Our final ingredient en route to the main result of this section establishes the existence of a small set of vertices in highly connected graphs that can be used to add edges to a minor found in the rest of the graph. It is inspired by [34, Lemma 4.2] and its application, although the argument in [34] is more subtle.

**Lemma 6.5.** For every \( \epsilon > 0 \) there exists \( \delta = \delta_{6.5}(\epsilon) > 0 \) such that for every graph \( G \) with \( \kappa(G) \geq \epsilon v(G) \), there exists \( Z \subseteq V(G) \) such that \( |Z| \leq \epsilon v(G) \) and for all \( p_1, q_1, \ldots, p_t, q_t \in V(G) \setminus Z \) with \( t \leq \delta v(G) \), there exist a \((p_1 q_1, \ldots, p_t q_t)\)-linkage \( \mathcal{P} \) in \( G \) such that all the internal vertices of paths in \( \mathcal{P} \) lie in \( \mathcal{Z} \).
Theorem 6.6. For all vertices is good. vertices of $G$ disjoint from the previously selected paths.

Let $n := v(G)$. Since the lemma is trivial for $n < 1/\delta$, we assume that $n \geq 1/\delta$. Let $Z \subseteq V(G)$ be random with each vertex $v \in V(G)$ being added to $Z$ with probability $p$. By the Chernoff bound,

$$\Pr[|Z| \geq \epsilon v(G)] \leq \exp \left( -\frac{pn}{3} \right) \leq \exp \left( -\frac{p}{3\delta} \right) \leq \frac{1}{2}.$$ 

Say that a path in $G$ is short if it has at most $1/p$ internal vertices. Say that a pair of distinct vertices $u, v \in V(G)$ is good if for some $t' \geq \delta n/p$ there exist internally disjoint short paths $Q_1, Q_2, \ldots, Q_{t'}$ with ends $u$ and $v$ in $G$ such that all the internal vertices of these paths lie in $Z$. Note that if every pair of vertices of $G$ is good then we can greedily construct the linkage $\mathcal{P}$ by selecting a short path from $p_i$ to $q_i$, disjoint from the previously selected paths.

It remains to show that a pair of distinct vertices $u, v \in V(G)$ is not good with probability at most $1/n^2$, since then the union bound implies that with positive probability $|Z| \leq \epsilon v(G)$ and every pair of distinct vertices is good.

There exist paths $P_1, P_2, \ldots, P_{\kappa(G)}$ in $G$ with ends $u$ and $v$, and otherwise pairwise disjoint. Since $\kappa(G)/(2p) \geq n$ at least $\kappa(G)/2$ of these paths are short. The probability that all the internal vertices of a short path lie in $Z$ is then at least $p^{1/p}$, and so the expected number $\mu$ of short paths among $P_1, P_2, \ldots, P_{\kappa(G)}$ that have all the internal vertices in $Z$ is at least $p^{1/p} \kappa(G)/2$. As $p^{1/p} \kappa(G)/2 \geq p^{1/p+1}n \geq 2\delta n/p$, by the Chernoff bound the probability that the pair $(u, v)$ is not good is at most

$$\exp \left( -\frac{\mu}{8} \right) \leq \exp \left( -p^{1/p+1}n \right) \leq \frac{1}{n^2},$$

as desired.

Finally, we combine Lemmas 2.8, 6.4 and 6.5 to obtain our main result.

Theorem 6.6. For all $\epsilon > 0$ there exists $\delta = \delta_{6.6}(\epsilon) > 0$ such that for all $C > 0$ there exists $L = L_{6.6}(\epsilon, C)$ satisfying the following. Let $J$ be a graph with $v(J) \leq C$, let $\ell \geq L$ be an integer, and let $H$ be a graph such that $H \setminus F$ is a subgraph of $\ell J$ for some $F \subseteq E(H)$ with $|F| \leq \delta v(H)$. Then

$$c(H) \leq (1 + \epsilon)\ell c_f(J).$$

Proof. Assume $\epsilon < 1/6$ without loss of generality. Let $\epsilon' = \min \{1/5, \epsilon_{6.4}(6, \epsilon/2)\}$, $\delta = \delta_{6.5} \left( \frac{1}{6} \epsilon \epsilon' \right)$, $\epsilon'' = \frac{1}{6} \epsilon \epsilon'$, and $L = \max_{J, v(J) \leq C} L_{2.8}(J, \epsilon'')$. We show that these $\delta$ and $L$ satisfy the theorem.

It suffices to show that $H$ is a minor of every graph $G$ satisfying $d(G) \geq (1 + \epsilon)\ell c_f(J)$. By Corollary 6.4 such a graph $G$ contains a minor $G'$ such that $\kappa(G') \geq \epsilon' v(G')$, and either

1) $v(G') \geq 6d(G)$ and $\delta(G') \geq (1 - \frac{\epsilon}{2})d(G)$, or
2) $d(G') \geq (1 - \frac{\epsilon}{2})d(G)$.
By the choice of $\delta$, there exists $Z \subseteq V(G')$ such that $|Z| \leqslant \frac{\varepsilon \delta}{6} \nu(G')$ satisfying the conclusion of Lemma 6.5. Let $G'' = G' \setminus Z$. It follows from the properties of $Z$ that if there exists a model of $\ell J$ in $G''$ then it can be extended to a model of $H$ in $G'$, and consequently $H$ is a minor of $G$.

It remains to show that $\ell J$ is a minor of $G''$. We do this by verifying that the requirements of Lemma 2.8 are satisfied. Suppose first that (i) holds. Then

$$\nu(G'') \geqslant (1 - \varepsilon') \nu(G') \geqslant 5d(G) \geqslant 4(1 + \varepsilon'') \ell c_f(J) \geqslant 2(1 + \varepsilon'') \ell \nu(J),$$

and

$$\delta(G'') \geqslant \delta(G') - |Z| \geqslant (1 - \frac{\varepsilon}{3})(1 - \frac{\varepsilon}{3})d(G) + \frac{\varepsilon}{6} \kappa(G') - |Z|$$

$$\geqslant \ell c_f(J) + \frac{\varepsilon \delta}{6} \nu(G') \geqslant \ell \nu(J) + \varepsilon'' \nu(G'').$$

Thus Lemma 2.8 (ii) is satisfied.

If (ii) holds then analogously $d(G'') \geqslant \ell c_f(J) + \varepsilon'' \nu(G'')$, and Lemma 2.8 (i) is satisfied. □

Theorem 6.6 and Lemma 3.4 imply that

$$\ell c_f(J) - 2 = c_f(J) - 2 \leqslant c(J) \leqslant (1 + \varepsilon) \ell c_f(J),$$

for any graph $J$, $\varepsilon > 0$ and $\ell$ sufficiently large as a function of $J$ and $\varepsilon$. Thus

$$c_f(J) = \lim_{\ell \to \infty} \frac{c(J)}{\ell},$$

finally establishing the validity of the alternative definition (2.1) of the fractional extremal function, used in Section 2.1.

## 7 Decompositions

In this section we show that large graphs in s.s.s. graph families are in a certain usable sense close to graphs with bounded maximum component size. This allows us to finish the proof of Theorem 2.1 deriving it from Theorem 6.6.

For a graph $G$, a collection $\mathcal{B}$ of subsets of $V(G)$ is a decomposition of $G$ if for every $e \in E(G)$ there exists $B \in \mathcal{B}$ such that both ends of $e$ belong to $B$. Define the excess of $\mathcal{B}$ as $\sum_{B \in \mathcal{B}} |B| - \nu(G)$. We say that $\mathcal{B}$ is $C$-bounded if $|B| \leqslant C$ for every $B \in \mathcal{B}$. The following lemma is well known [6], although it has not been exactly stated as follows, so we include the proof for completeness.

**Lemma 7.1.** Let $\mathcal{F}$ be a graph family with strongly sublinear separators. Then for every $\varepsilon > 0$ there exists $C = C_{7.1}(\mathcal{F}, \varepsilon)$ such that every graph $G \in \mathcal{F}$ admit a $C$-bounded decomposition with excess at most $\varepsilon \nu(G)$.

**Proof.** We may assume that $\varepsilon \leqslant 1$. Let $\beta < 1$ and $c > 0$ be such that every graph $G \in \mathcal{F}$ has a separator of order at most $c \nu(G)^\beta$. Let $\gamma := c \left( \left( \frac{1}{3} \right)^\beta + \left( \frac{2}{3} \right)^\beta - 1 \right)^{-1}$. We show that $C := 3 \left( \frac{\gamma}{\varepsilon} \right)^{1/(1-\beta)}$ satisfies
exists $C$. For all $C$ copies of the same bounded size graph. The next lemma does this.

**Lemma 7.2.** For all $C, \varepsilon > 0$ there exist $C' = C_{7.2}(C, \varepsilon)$ such that for every graph $H$ with maximum component size at most $C$ there exists a graph $J$ with $\nu(J) \leq C'$ and $\ell \in \mathbb{N}$ such that $H$ is isomorphic to an induced subgraph of $\ell J$, and $\nu(\ell J) \leq (1 + \varepsilon) \nu(H)$.

**Proof.** Assume without loss of generality that $\varepsilon \leq 1$. Let $\mathcal{G} = \{G_1, G_2, \ldots, G_s\}$ be a set of representatives of all isomorphism classes of connected graphs on at most $C$ vertices. We show that $C' := \frac{3C}{\varepsilon}$ satisfies the lemma. If $\nu(H) \leq C'$ then $J = H$ and $\ell = 1$ satisfies the lemma, and so we assume $\nu(H) \geq C'$. Thus $sC \leq \frac{\varepsilon}{3} \nu(H)$. Let $a_i$ be the number of components of $H$ isomorphic to $G_i$. Let $\ell := \lceil \frac{2\nu(H)}{C'} \rceil$, and let $J_i$ denote the disjoint union of $\lceil \frac{a_i}{2} \rceil$ copies of $G_i$, and let $J$ be obtained by taking the disjoint union of $J_1, J_2, \ldots, J_s$. By construction, $H$ is isomorphic to an induced subgraph of $\ell J$. Moreover,

$$\ell \nu(J) \leq \nu(H) + \ell sC \leq \left(1 + \frac{2sC}{C'}\right) \nu(H) + sC \leq \left(1 + \frac{2sC}{C'} + \frac{\varepsilon}{3}\right) \nu(H) \leq (1 + \varepsilon) \nu(H),$$

and $\nu(J) \leq \frac{2\nu(H)}{\ell} \leq C'$. Thus $\ell$ and $J$ satisfy all the requirements of the lemma. \qed

Combining Lemmas 7.1 and 7.2, we represent large graphs in s.s.s. classes in a form which is amenable to the application of Theorem 6.6.

**Lemma 7.3.** For $\mathcal{F}$ be a graph family with strongly sublinear separators. Then for every $\varepsilon > 0$ there exists $C = C_{7.3}(\mathcal{F}, \varepsilon)$ such that for every graph $H \in \mathcal{F}$ there exists a graph $H'$ such that:

(i) $H$ is a minor of $H'$,

(ii) there exists $F \subseteq E(H')$ with $|F| \leq \varepsilon \nu(H)$ and $H' \setminus F$ is isomorphic to the graph $\ell J$ for some $\ell \in \mathbb{N}$ and graph $J$ with $\nu(\ell J) \leq C$,

(iii) $H' \setminus X$ is isomorphic to a subgraph of $H$ for some $X \subseteq V(H')$ with $|X| \leq \varepsilon \nu(H)$. 
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**Proof.** We assume \( \varepsilon \leq 1 \) without loss of generality. Let \( C_1 := C_{7.1}(\mathcal{F}, \frac{\varepsilon}{4}) \). We show that \( C := C_{7.2}(C_1, \frac{\varepsilon}{4}) \) satisfies the lemma. By Lemma 7.1 there exists a decomposition \( \mathcal{B} \) of \( H \) such that \( |B| \leq C_1 \) for every \( B \in \mathcal{B} \) and \( \sum_{B \in \mathcal{B}} |B| \leq (1 + \frac{\varepsilon}{4}) \nu(H) \). Let the graph \( H_1 \) be formed by taking disjoint union of the graphs \( \{H[B]\}_{B \in \mathcal{B}} \). Let \( H_2 \) be obtained from \( H_1 \) by adding for every \( v \in V(H) \) a set of edges \( F_v \) joining distinct vertices corresponding to \( v \) in \( H_1 \) so that the resulting subgraph induced by these copies is a tree. Thus \( |F_v| = |\{B \in \mathcal{B} : v \in B\}| - 1 \). Let \( F := E(H_2) - E(H_1) \). Then

\[
|F| = \sum_{v \in V(H)} |F_v| = \left( \sum_{B \in \mathcal{B}} |B| \right) - \nu(H) \leq \frac{\varepsilon}{4} \nu(H).
\]

(7.1)

Note that \( H \) can be obtained from \( H_2 \) by contracting the edges in \( F \). Thus \( H \) is a minor of \( H_2 \).

Since the maximum component size of \( H_1 \) is at most \( C_1 \), by Lemma 7.2 there exists \( \ell \in \mathbb{N} \) and a graph \( J \) with \( \nu(J) \leq C \) such that \( H_1 \) is an induced subgraph of a graph \( H_3 \) isomorphic to \( \ell J \), and \( \nu(H_3) \leq (1 + \frac{\varepsilon}{4}) \nu(H_1) \).

Finally, we show that \( H' = H_2 \cup H_3 \) satisfies the lemma. Condition (i) is satisfied since \( H \) is a minor of \( H_2 \), and (ii) is satisfied by (7.1). Let \( X_1 \) be the set of vertices of \( H_1 \) (or equivalently \( H_2 \)) corresponding to the vertices of \( H \) that appear in at least two sets in \( \mathcal{B} \). Let \( X_2 := V(H_3) - V(H_1) \) and \( X := X_1 \cup X_2 \). Then \( H' \setminus X = H_1 \setminus X_1 \) is isomorphic to a subgraph of \( H \) and

\[
|X| = |X_1| + |X_2| \leq \frac{\varepsilon}{2} \nu(H) + \frac{\varepsilon}{3} \left( 1 + \frac{\varepsilon}{4} \right) \nu(H) \leq \varepsilon \nu(H),
\]

thus (iii) also holds. \( \square \)

We now finish the proof of Theorem 2.1, which we restate below for convenience, deriving it from Theorem 6.6 and Lemma 7.3.

**Theorem 2.1.** For every s.s.s. family \( \mathcal{F} \) and for every \( H \in \mathcal{F} \),

\[
c(H) = (1 + o(1))c_f(H).
\]

**Proof.** Given \( 0 < \varepsilon \leq 1 \), let \( \delta := \delta_{6.6}(\frac{\varepsilon}{4}) \), \( C := C_{7.3}(\mathcal{F}, \delta) \) and let \( N := C \cdot L_{6.6}(\frac{\varepsilon}{4}, C) \). We show that for every graph \( H \in \mathcal{F} \) with \( \nu(H) \geq N \),

\[
c(H) \leq (1 + \varepsilon)c_f(H).
\]

Clearly, this implies the theorem.

By the choice of \( C \), there exists graphs \( H' \) and \( J \) and there exists \( \ell \in \mathbb{N} \) and \( X \subseteq V(H') \) satisfying Lemma 7.3 (i) and (ii) with \( \varepsilon \) replaced by \( \delta \). Since

\[
C \ell \geq \ell \nu(J) = \nu(H') \geq \nu(H) \geq C \cdot L_{6.6}(\frac{\varepsilon}{4}, C),
\]

we have \( \ell \geq L_{6.6}(\frac{\varepsilon}{4}, C) \). Since \( H' \setminus X \) is isomorphic to a subgraph of \( H \) for some \( X \subseteq V(H') \) with \( |X| \leq \frac{\varepsilon}{4} \nu(H) \),

\[
c_f(H) \geq c_f(H' \setminus X) \geq c_f(H') - |X| \geq c_f(H') - \frac{\varepsilon}{4} \nu(H) \geq c_f(H') - \frac{\varepsilon}{2} c_f(H),
\]

**Advances in Combinatorics, 2022:5, 43 pp.** 31
where the second inequality holds by Lemma 3.8 and the last inequality holds since $c_f(H) \geq \frac{\nu(H)}{2}$. Thus

$$c_f(H') \leq \left(1 + \frac{\epsilon}{2}\right) c_f(H).$$

Since $H' \setminus F$ is isomorphic to $\ell J$ for some $F \subseteq E(H')$ with $|F| \leq \delta \nu(H)$, Theorem 6.6 is applicable to $H'$. Therefore

$$c(H) \leq c(H') \leq \left(1 + \frac{\epsilon}{2}\right) \ell c_f(J) \leq \left(1 + \frac{\epsilon}{2}\right) \left(1 + \frac{\epsilon}{2}\right) c_f(H) \leq (1 + \epsilon) c_f(H),$$

as desired. \hfill \Box

### 8 Proof of Theorem 1.3

In this section we prove Theorem 1.3, deriving it from Theorem 2.1 and Corollary 5.3. First, we give a general asymptotically tight upper bound on the ratio $\frac{c_f(H)}{\nu(H)}$ in s.s.s. graph families.

Let $F$ be a graph class. Define the nucleus $\text{nuc}(F)$ of $F$ to be the set of all graphs $H$ such that $k H \in F$ for every $k \in \mathbb{N}$. Let

$$\rho(F) := \sup_{H \in \text{nuc}(F)} \frac{c_f(H)}{\nu(H)}.$$

Note that $F$ contains arbitrarily large graphs $G$ with $c(G) = (\rho(F) - o(1)) \nu(G)$, since $\frac{c_f(kH)}{\nu(kH)} \geq \frac{c_f(H)}{\nu(H)} - \frac{1}{k}$ for every non-null graph $H$ and $k \in \mathbb{N}$. The next theorem shows that the above bound is tight for s.s.s. graph families $F$; that is, $c(G) \leq (\rho(F) + o(1)) \nu(G)$ for every $G \in F$.

**Theorem 8.1.** For every s.s.s. graph family $\mathcal{F}$,

$$\lim_{n \to \infty} \max_{G \in \mathcal{F}, \nu(G) = n} \frac{c(G)}{n} = \rho(\mathcal{F}).$$

(In particular the above limit exists.)

**Proof.** As mentioned above, it is not hard to see that

$$\rho(\mathcal{F}) \leq \liminf_{n \to \infty} \max_{G \in \mathcal{F}, \nu(G) = n} \frac{c(G)}{n}.$$

It remains to show that for every $\epsilon > 0$ there exists $N$ such that

$$c(G) \leq (\rho(\mathcal{F}) + \epsilon) \nu(G) \quad (8.1)$$

for every $G \in \mathcal{F}$ with $\nu(G) \geq N$. By Theorem 2.1, we can replace $c(G)$ in (8.1) by $c_f(G)$. Let $C := C_{7.1}(\mathcal{F}, \epsilon)$. Let $k_0$ be chosen so that if $k_0 J \in \mathcal{F}$ for some graph $J$ with $\nu(J) \leq C$ then $J \in \text{nuc}(\mathcal{F})$. Let $M$ be the number of isomorphism classes of graphs on at most $C$ vertices. Let $n := \nu(G)$. By the choice of $C$
there exists $X \subseteq V(G)$ with $|X| \leq \frac{3}{4}|V(G)|$ such that $G \setminus X$ has maximum component size at most $C$. By the choice of $M, k_0$ and $N$, it further follows that the total size of components of $G \setminus X$ that do not belong to the nucleus of $\mathcal{F}$ is less than $k_0M < \frac{3}{4}|V(G)|$. Thus there exists $Y \subseteq V(G)$ with $|Y| \leq \epsilon |V(G)|$ such that every component of $G \setminus Y$ belongs to $\text{nuc}(\mathcal{F})$. By Lemma 3.8 and the subadditivity of $c_f$,

$$c_f(G) \leq c_f(G \setminus Y) + |Y| \leq \rho(\mathcal{F})|V(G)| + |Y| \leq \rho(\mathcal{F} + \epsilon)|V(G)|,$$

as desired. \hfill $\Box$

In the case when $\tau(H) \geq \frac{3}{2}\nu(H)$ for some $H \in \text{nuc}(\mathcal{F})$, Corollary 5.3 yields a particularly simple formula for $\rho(\mathcal{F})$.

**Corollary 8.2.** Let $\mathcal{F}$ be a monotone graph family. Let

$$r := \sup_{H \in \text{nuc}(\mathcal{F})} \frac{\nu(H)}{\nu(H)}.$$

If $r \geq \frac{3}{2}$ then $\rho(\mathcal{F}) = r$.

**Proof.** By Lemma 3.3 we have $\rho(\mathcal{F}) \geq r$. On the other hand, Corollary 5.3 implies $c_f(H) \leq rv(H)$ for every $H \in \text{nuc}(\mathcal{F})$, and so $\rho(\mathcal{F}) \leq r$. \hfill $\Box$

Note that Theorem 8.1 and Corollary 8.2 immediately imply Theorem 1.3.

Finally, we derive from Corollary 8.2 a formula for $\rho(\mathcal{F})$ for every proper minor-closed graph family which is equivalent to an open weakening of Hadwiger’s conjecture, as discussed in the introduction.

Let $\mathcal{C}_t$ denote the class of all graphs with maximum component size at most $t$.

**Theorem 8.3.** The following statements are equivalent for any integer $t \geq 3$:

(i) $\alpha(H) \geq \frac{\nu(H)}{t-1}$ for every non-null $K_t$-minor free graph $H$, and

(ii) $\rho(\mathcal{F}) \leq \frac{t-2}{t-1}$ for every minor-closed class of graphs $\mathcal{F}$ such that $\mathcal{C}_t \not\subseteq \mathcal{F}$.

**Proof.** (ii) $\Rightarrow$ (i). Suppose that (i) does not hold. Let $H$ be a graph such that $\alpha(H) < \frac{\nu(H)}{t-1}$ and $K_t$ is not a minor of $H$. Let $\mathcal{F}$ consist of all graphs $G$ such that every component of $G$ is a minor of $H$. Then $\mathcal{F}$ is minor-closed, and $K_t \not\in \mathcal{F}$ implying that $\mathcal{C}_t \not\subseteq \mathcal{F}$. On the other hand, $H \in \text{nuc}(\mathcal{F})$ and so

$$\rho(\mathcal{F}) \leq \frac{c_f(H)}{\nu(H)} \geq \frac{\nu(H) - \alpha(H)}{\nu(H)} > \frac{t-2}{t-1}.$$ 

Thus (ii) does not hold, as desired.

(i) $\Rightarrow$ (ii). Let $\mathcal{F}$ be minor-closed class of graphs with $\mathcal{C}_t \not\subseteq \mathcal{F}$. If $\mathcal{C}_3 \not\subseteq \mathcal{F}$ then every graph in $H \in \text{nuc}(\mathcal{F})$ is a forest. Therefore $c_f(H) = \frac{1}{2}\nu(H)$ for every such $H$, implying $\rho(\mathcal{F}) = \frac{1}{2}$, as desired. Now assume that $\mathcal{C}_3 \subseteq \mathcal{F}$. Thus $K_3 \in \text{nuc}(\mathcal{F})$. Let

$$r := \sup_{H \in \text{nuc}(\mathcal{F})} \frac{\nu(H)}{\nu(H)}.$$

Then $r \geq \frac{\nu(K_3)}{\nu(K_3)} \geq \frac{2}{3}$, and $\rho(\mathcal{F}) = r$ by Corollary 8.2. Since $\mathcal{C}_t \not\subseteq \mathcal{F}$, every graph $H \in \text{nuc}(\mathcal{F})$ is $K_t$-minor free, and so $\tau(H) \leq \frac{t-2}{t-1}\nu(H)$ for every such $H$ by (i). This implies $\rho(\mathcal{F}) = r \leq \frac{t-2}{t-1}$, as desired. \hfill $\Box$
In summary, Theorems 8.1 and 8.3 jointly imply that if Hadwiger’s conjecture (or its weakening Theorem 8.3 (i)) holds for $K_r$-minor free free graphs, then for every minor-closed class $\mathcal{F}$ such that $\mathcal{C}_{t-1} \subseteq \mathcal{F}$ and $\mathcal{C}_t \subsetneq \mathcal{F}$,

$$c(G) \leq \frac{t-2}{t-1}v(G) + o(v(G)),$$

for every graph $G \in \mathcal{F}$. Moreover, the coefficient $\frac{t-2}{t-1}$ cannot be improved.

9 General bounds

In this section we extend our investigation beyond graph families with strongly sublinear separators and consider families with unbounded density. We show that the maximum density of families of regular graphs with the extremal function linear in the number of vertices is logarithmic. In particular, we show that the extremal function of hypercubes is linear. We also prove upper and lower bounds on the extremal function of regular graphs with density slightly above the logarithmic threshold. We make no attempt to optimize the constant coefficients in this section.

We use two additional external tools in our proofs. The first one allows us to only look for minors in very dense graphs, more specifically in graphs for every graph $G$ such that $d(G) \geq 2k$ contains a minor $G'$ such that $\delta(G') \geq \max\{k-1, 0.64 \cdot v(G')\}$, $2\delta(G') - v(G') > 0.46k$, and $v(G') \leq 4k$.

Secondly, we need a powerful theorem of Lee [21] that guarantees the existence of prescribed bipartite subgraphs in sufficiently large and dense host graphs.

**Theorem 9.2 ([21, Theorem 1.3]).** Let $d, n \geq 2$ be integers, and let $\alpha, \varepsilon > 0$ be real such that $\alpha^{d(d-2)} \leq \varepsilon < 1$. Let $G$ be a graph such that $v(G) \geq (1 + \varepsilon)\alpha^{d}n$ and $d(G) \geq \frac{\alpha}{4}v(G)$, and let $H$ be a bipartite graph on $n$ vertices with bipartition $(A, B)$ such that $\deg(v) \leq d$ for every $v \in A$ and

$$\frac{|B|^d}{|B|(|B| - 1) \cdots (|B| - d + 1)} \leq 1 + \varepsilon.$$

Then $G$ contains a subgraph isomorphic to $H$.

**Corollary 9.3.** Let $d \geq 2$ be an integer, and let $H$ be a bipartite graph with bipartition $(A, B)$ such that $\deg(v) \leq d$ for every $v \in A$. Then every graph $G$ with $v(G) \geq (v(H) + d^2)2^{d+1}$ and $d(G) \geq \frac{\alpha(v(G))}{4}$ contains a subgraph isomorphic to $H$.

**Proof.** Let $H'$ be a bipartite graph with bipartition $(A, B')$ obtained from $H$ by adding at most $d^2$ isolated vertices to $B$ so that $|B'| \geq d^2$. Then

$$\frac{|B'|^d}{|B'|(|B'| - 1) \cdots (|B'| - d + 1)} \leq \left(\frac{|B'|^2}{|B'|(|B'| - d + 1)}\right)^{d/2} = \left(1 + \frac{d - 1}{|B'| - d + 1}\right)^{d/2}.$$
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\[ \leq \varepsilon^{\frac{d}{2}} \left( \frac{d-1}{2}\right)^{d+1} \leq \sqrt{e}, \]

and \( v(G) \geq 2 \cdot 2^d \cdot v(H'). \) Thus \( G \) and \( H' \) satisfy the conditions of Theorem 9.2 with \( \alpha = 1/2, \varepsilon = \sqrt{e} - 1, \) and \( n = v(H'). \) It follows, that \( G \) contains a subgraph isomorphic to \( H' \), and consequently a subgraph isomorphic to \( H \), as desired. \qed

It is easy to extend Corollary 9.3 to graphs with bounded maximum component size and a looser bound on the number of vertices.

**Corollary 9.4.** Let \( d, C \in \mathbb{N} \) and let \( H \) be a bipartite graph with bipartition \((A, B)\) such that \( \text{deg}(v) \leq d \) for every \( v \in A \) and the maximum component size of \( H \) is at most \( C \). Then every graph \( G \) with \( v(G) \geq C2^{d+1} + d^22^{d+1} + v(H) \) and \( d(G) \geq \frac{v(G) - v(H)}{4} + v(H) \) contains a subgraph isomorphic to \( H \).

**Proof.** Let \( H' \) be a maximal subgraph of \( H \) consisting of a union of connected components of \( H \) such that \( G \) contains a subgraph isomorphic to \( H' \). Suppose for a contradiction that \( H' \neq H \). Let \( J \) be a component of \( H \setminus V(H') \) and let \( G' \) be obtained from \( G \) by deleting the vertex set of the subgraph of \( G \) isomorphic to \( H' \). Then \( v(G') \geq v(G) - v(H) \geq C2^{d+1} + d^22^{d+1} \), and \( d(G') \geq d(G) - v(H) \geq \frac{v(G)}{4} \geq \frac{v(G')}{4} \). By Corollary 9.3, \( J \) is isomorphic to a subgraph of \( G' \), implying that \( H' \cup J \) is isomorphic to a subgraph of \( G \), in contradiction to the choice of \( H' \). \qed

Lemma 9.1 and Corollary 9.4 imply the following upper bound.

**Lemma 9.5.** Let \( d, C \in \mathbb{N} \) with \( C \geq d^2 \). Let \( H \) be a graph and let \( H' = H \setminus F \) be a spanning subgraph of \( H \) for some \( F \subseteq E(H) \) with \( |F| \leq v(H) \). If \( H' \) is bipartite and admits a bipartition \((A, B)\) such that \( \text{deg}(v) \leq d \) for every \( v \in A \), and the maximum component size of \( H' \) is at most \( C \), then

\[ c(H) = O(v(H) + C2^d). \]

**Proof.** Let \( k := 10(v(H) + C2^d) \). It suffices to show that every graph \( G \) with \( d(G) \geq 2k \) contains \( H \) as a minor. By Lemma 9.1, \( G \) contains a minor \( G' \) such that \( \delta(G') \geq \max\{k - 1, 0.64v(G')\} \), \( 2\delta(G') - v(G') > 0.46k \), and \( k \leq v(G') \leq 4k \). Since

\[ d(G') \geq \frac{\delta(G')}{2} \geq \frac{v(G')}{4} + 0.23k \geq \frac{v(G')}{4} + v(H), \]

and

\[ v(G') \geq k \geq v(H) + C2^{d+1} + d^22^{d+1}, \]

the graph \( G' \) contains \( H' \) as a subgraph by Corollary 9.4. Since

\[ v(H) + |F| < 0.46k < 2\delta(G') - v(G'), \]

by greedily adding 2-edge paths corresponding to edges of \( F \) to this subgraph, we can extend it to the desired subdivision of \( H \) in \( G' \). \qed

Extending Lemma 9.5 to our main result requires an additional straightforward lemma that shows that every graph is a minor of a bipartite graph with small degrees on one side of the bipartition and not too many vertices.
**Lemma 9.6.** Let $\Delta \geq d \geq 2$ be positive integers. Let $H$ be a $\Delta$-degenerate graph. There exists a bipartite graph $H'$ with bipartition $(V(H), W)$ such that $\deg(v) \leq d$ for every $v \in W$, $H \preceq H'$ and

$$|W| = \left\lfloor \frac{\Delta}{d-1} \right\rfloor v(H).$$

**Proof.** Let $v_1, \ldots, v_n$ be an ordering of $V(H)$ such that each $v_i$ has at most $\Delta$ neighbours in the set $\{v_j \mid j < i\}$ and let $\ell := \left\lceil \frac{\Delta}{d-1} \right\rceil$. Let $H^*$ be obtained from $H$ by adding for each $i \in [v(H)]$ an independent set $W_i := \{w_{i,j} \mid j \in [\ell]\}$ of new vertices, each of degree at most $d$, such that each is adjacent to $v_i$ and the union of their neighbourhoods covers the neighbours of $v_i$ in $\{v_j \mid j < i\}$. Now $H' := H^* - E(H)$ has the desired properties. 

The following theorem is the main result of this section. It provides an upper bound on the extremal functions of sparse, easily decomposable graphs.

**Theorem 9.7.** Let $\Delta \geq 3$, $m \geq 0$ and $C \geq \Delta^2$ be integers. Let $H$ be a $\Delta$-degenerate graph such that $v(H) > C$, and let $\mathcal{B}$ be a $C$-bounded decomposition of $H$ with excess at most $m$. Then

$$c(H) = O \left( v(H) + m + \frac{\Delta \cdot v(H)}{\log(v(H)/C)} \right). \quad (9.1)$$

**Proof.** Let

$$d := \min \left( \Delta, \left\lceil \log_2 \left( \frac{v(H)}{C} \right) \right\rceil + 3 \right).$$

By Lemma 9.6 for each $B \in \mathcal{B}$, there exists a bipartite graph $H'_B$ such that $H'_B$ admits a bipartition such that the maximum degree of vertices in one of the parts is at most $d$, $H[B]$ is a minor of $H'_B$, and

$$v(H'_B) = \left\lceil \frac{\Delta}{d-1} \right\rceil v(H[B]) \leq C \left( \left\lfloor \frac{\Delta}{d-1} \right\rfloor + 1 \right).$$

Let $H'$ be obtained from the disjoint union of graphs $\{H'_B\}_{B \in \mathcal{B}}$ by adding a set $F$ of edges with $|F| \leq \min\{m, v(H')\}$ joining the vertices corresponding to the same vertex of $H$ so that $H$ is a minor of $H'$. By Lemma 9.5,

$$c(H') = O \left( v(H') + \frac{\Delta \cdot v(H')}{\log(v(H)/C)} \right).$$

Since $v(H') = O \left( v(H) + m + \frac{\Delta \cdot v(H)}{\log(v(H)/C)} \right)$, the theorem follows. 

Theorem 9.7 immediately implies the following.

**Corollary 9.8.** For every graph $H$ and integer $k \geq 2$,

$$\frac{c(kH)}{\nu(kH)} = O \left( 1 + \frac{\nu(H)}{\log k} \right). \quad (9.2)$$
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Proof. If \( k \leq (\nu(H))^2 \), then the claim holds since
\[
\frac{c(kH)}{\nu(kH)} \leq \frac{c(K_{\nu(kH)})}{\nu(kH)} = O(\sqrt{\log \nu(kH)}) = O(\sqrt{\log \nu(H)}) = O\left(1 + \frac{\nu(H)}{\log k}\right).
\]

Now assume \( k \geq (\nu(H))^3 \). Apply Theorem 9.7 to \( kH \) with \( \Delta = \nu(H), C = \sqrt{2}(H) \) and \( m = 0 \). By our assumption on \( k \), we have \( \log(\nu(kH)/c) = \Omega(\log k) \), and thus (9.1) implies (9.2). \( \square \)

As proved in the previous sections,
\[ 1 > \frac{c_f(H)}{\nu(H)} = \lim_{k \to \infty} \frac{c(kH)}{\nu(kH)}. \]

Corollary 9.8 sheds some light on the speed of convergence of the sequence towards its limit. In particular, it shows that \( c(kH) \) is linear in \( \nu(kH) \) when \( k \) is exponential in \( \nu(H) \). Thus, for example, graphs in the family \( \{2^t \cdot K_t\} \) have logarithmic density and linear extremal function. Another corollary of Theorem 9.7 shows that the family of hypercubes has the same properties.

**Corollary 9.9.** Let \( Q_d \) be the \( d \)-dimensional hypercube. Then
\[ c(Q_d) = \Theta(2^d). \]

Proof. The lower bound \( c(Q_d) \geq 2^{d-1} - 1 \) follows from (1.4). For the upper bound, let \( (F_1,F_2) \) be a partition of \( E(Q_d) \) into two sets, such that the edges of \( F_1 \) are parallel to the first \( \lfloor \frac{d}{2} \rfloor \) standard basis vectors in the natural embedding of \( Q_d \) in \( \mathbb{R}^d \), and the edges of \( F_2 \) are parallel to the remaining \( \lfloor \frac{d}{2} \rfloor \) basis vectors. Let \( H_i \) be the spanning subgraph of \( Q_d \) with \( E(H_i) = F_i \) for \( i \in [2] \), and let \( \mathcal{B} \) be the collection of vertex sets of components of \( H_1 \) and of \( H_2 \). Then \( \mathcal{B} \) is a \( 2^{[d/2]} \)-bounded decomposition of \( Q_d \) with excess \( 2^d \). Since \( Q_d \) is \( d \)-degenerate, the result follows from Theorem 9.7 applied with \( \Delta = d, m = 2^d \) and \( C = 2^{[d/2]} \). \( \square \)

The next lemma complements Corollary 9.8 by providing a lower bound on the extremal function of regular graphs that is superlinear in the number of vertices for graphs with superlogarithmic density.

**Lemma 9.10.** For every \( d \in \mathbb{N} \) and for every \( d \)-regular graph \( H \) with \( d \geq \log \nu(H) \),
\[ c(H) = \Omega\left(\nu(H) \sqrt{\log \left(\frac{d}{\log \nu(H)}\right)}\right). \]

Proof. Let \( t := \nu(H) \). Since \( c(H) \geq \frac{\nu(H)}{t^2} - 1 \) for every graph \( H \), the lemma holds in the regime \( \frac{d}{\log t} = O(1) \), and so we may assume without loss of generality that \( \frac{d}{\log t} \geq 8 \). Since \( d < t \), in particular, \( t \geq 9 \).

Let \( G = G(n,\frac{1}{2}) \) be the Erdős–Rényi random graph with vertex set \([n]\), where each pair of distinct vertices are adjacent with probability \( \frac{1}{2} \).

We upper bound the probability that a fixed map \( \mu : V(H) \to \mathcal{P}([n]) \), mapping vertices of \( H \) to pairwise disjoint subsets of \( V(G) \) is a model of \( H \). Let
\[ X = \left\{ v \in V(H) \mid |\mu(v)| \leq \frac{3m}{t} \right\}. \]
Then $|X| \geq \frac{2t}{3}$, and $e(H[X]) \geq \frac{4t}{3} - d(|V(H) - X|) \geq \frac{4t}{3}$.

For each edge $uv \in E(H[X])$ the probability that there exists an edge of $G$ with one end in $\mu(u)$ and the other in $\mu(v)$ is

$$1 - 2^{-|\mu(v)||\mu(u)|} \leq 1 - 2^{-9n^2/t^2} \leq \exp \left( -2^{-9n^2/t^2} \right).$$

Thus the probability that $\mu$ is a model is at most

$$\prod_{uv \in E(H[X])} \left( 1 - 2^{-|\mu(v)||\mu(u)|} \right) \leq \exp \left( e(H[X]) \cdot 2^{-9n^2/t^2} \right) \leq \exp \left( \frac{dt}{6} 2^{-9n^2/t^2} \right).$$

Since there exist at most $t^n$ maps $\mu$ as above, the probability that $H$ is a minor of $G$ is at most

$$\exp \left( n \log t - \frac{dt}{6} 2^{-9n^2/t^2} \right). \tag{9.3}$$

Since $d(G) \geq (n - 1)/2$ with probability at least $\frac{1}{2}$, it suffices to show that if $n = \epsilon t \sqrt{\log d / \log t}$ for some $\epsilon < \frac{1}{6}$ then the expression in (9.3) is at most $\frac{1}{2}$. Substituting the above formula for $n$ using $\epsilon$ into (9.3), and defining $x := d / \log t$ for brevity,

$$\exp \left( n \log t - \frac{dt}{6} 2^{-9n^2/t^2} \right) = \exp \left( t \log t \left( \epsilon \sqrt{\log x} - \frac{1}{6} x^{1 - 9\epsilon} \right) \right) \leq \exp \left( \frac{1}{6} t \log t \left( \sqrt{\log x} - x^{7/16} \right) \right) \leq \exp \left( \frac{\sqrt{3} - 2}{6} t \log t \right) \leq \frac{1}{e},$$

as desired, where the last two inequalities follow since $x \geq 8$ and $t \geq 9$. \hfill $\square$

Lemma 9.10 combined with the upper bound of Thomason and Wales [36] implies that for every $\epsilon > 0$ and every graph $d$-regular graph $G$ with $d \geq \log^{1+\epsilon} v(H)$,

$$c(H) = \Theta_\epsilon \left( v(H) \sqrt{\log d} \right).$$

Note that the assumption on regularity in the above lower bounds is necessary. For example, as shown by Kapadia, Norin and Qian [13],

$$c(K_{s,t}) = \Theta \left( \sqrt{st \log s + s + t} \right)$$

for all integers $t \geq s \geq 2$. Thus the extremal function of graphs $K_{s,t}$ is linear in the number of vertices, while they have much higher density than any regular graphs with this property.
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A Derivation of Theorem 2.7

Let \( G \) be a graph. For disjoint sets \( X, Y \subseteq V(G) \), let \( e_G(X, Y) \) denote the number of edges of \( G \) between \( X \) and \( Y \). The density of \( (X, Y) \) is defined as \( d_G(X, Y) := \frac{e_G(X, Y)}{|X||Y|} \). A pair \( (A, B) \) of disjoint subsets of \( V(G) \) is \( \varepsilon \)-regular if \( |d_G(X, Y) - d_G(A, B)| \leq \varepsilon \) for all \( X \subseteq A, Y \subseteq B \) such that \( |X| \geq \varepsilon |A| \) and \( |Y| \geq \varepsilon |B| \).

The following degree version of the regularity lemma is the first of the two ingredients we use to derive Theorem 2.7.

\[ \textbf{Theorem A.1} \ (\{15, \text{Theorem 1.10}\}). \text{ For every } \varepsilon > 0 \text{ there exists } T = T_{A,1}(\varepsilon) \text{ such that for any graph } G \text{ and any } d > 0 \text{ there exists a partition } (V_0, V_1, \ldots, V_t) \text{ of } V(G) \text{ and a spanning subgraph } G' \text{ of } G \text{ satisfying the following:} \]
We prove the theorem for $l \leq T$.

- $|V_0| \leq \varepsilon v(G)$,
- $|V_1| = |V_2| = \cdots = |V_l| \leq \lceil \varepsilon v(G) \rceil$,
- $\deg_{G'}(v) > \deg_{G}(v) - (d + \varepsilon) v(G)$ for every $v \in V(G)$,
- $e(G'[V_i]) = 0$ for all $i \geq 1$,
- the pair $(V_i, V_j)$ is $\varepsilon$-regular in $G'$ with $d_{G'}(V_i, V_j) \geq d$, or $d_{G'}(V_i, V_j) = 0$ for all $1 \leq i < j \leq l$.

Let $\mathcal{V} = (V_0, V_1, \ldots, V_l)$ be a partition of $V(G)$ satisfying the conclusion of Theorem A.1 for given $d, \varepsilon > 0$, and let $k = |V_1| = |V_2| = \cdots = |V_l|$. We associate with $\mathcal{V}$ a graph $R = R_d(G, \mathcal{V})$ with $V(R) = [l]$, where $\{i, j\} \in E(R)$ if and only if $d_{G'}(V_i, V_j) \geq d$. We say that $R$ is a $(d, k, \varepsilon)$-regular reduction of $G$. The second ingredient we need is the following embedding lemma.

**Theorem A.2** ([15, Theorem 2.1 and a follow-up remark]). For all $d > 0$ there exists $\varepsilon_0 = \varepsilon_{A.1}(d) > 0$ such that for every $0 < \varepsilon' < \varepsilon_0$ there exists $\varepsilon = \varepsilon_{A.1}(d, \varepsilon') > 0$ satisfying the following. Let $G$ be a graph, and let $R$ be a $(d, k', \varepsilon)$-regular reduction of $G$ for some $0 < \varepsilon \leq \varepsilon_0$. Let $k \leq (1 - \varepsilon')k'$ be a positive integer, and let $H$ be a subgraph of $R^{(k)}$ such that every component of $H$ has at most $\varepsilon'k$ vertices. Then $H$ is isomorphic to a subgraph of $G$.

We now derive Theorem 2.7, which we restate for convenience, from Theorems A.1 and A.2.

**Theorem 2.7.** For all $\varepsilon > 0$ there exists $T = T_{2.7}(\varepsilon)$ such that for every $K$ there exists $N = N_{2.7}(\varepsilon, K)$ satisfying the following. For every graph $G$ with $v(G) \geq N$, there exists a graph $R$ with $v(R) \leq T$ and $k \in \mathbb{N}$ such that:

- $(1 - \varepsilon) v(G) \leq k v(R) \leq v(G)$,
- $k \delta(R) \geq \delta(G) - \varepsilon v(G)$,
- $k^2 \varepsilon(R) \geq \varepsilon(G) - \varepsilon v^2(G)$,
- if $G'$ is a subgraph of $R^{(k)}$ such that every component of $G'$ has at most $K$ vertices, then $G'$ is isomorphic to a subgraph of $G$.

**Proof.** Let $d := \frac{T}{7}$, let $\varepsilon_0' := \varepsilon_{A.1}'(d)$, let $\varepsilon' := \min(\frac{T}{7}, \varepsilon_0')$, let $\varepsilon_0 := \varepsilon_{A.1}(d, \varepsilon')$, and let $\varepsilon_1 := \min(\frac{T}{7}, \varepsilon_0)$. By the choice of $d, \varepsilon'$ and $\varepsilon_1$,

$$d + 2\varepsilon_1 + 4\varepsilon' \leq \varepsilon.$$

We prove the theorem for

$$T := T_{A.1}(\varepsilon_1) \quad \text{and} \quad N := \frac{KT}{\varepsilon'(1 - 2\varepsilon')(1 - \varepsilon_1)}.$$

Let $G$ be a graph with $v(G) \geq N$. Let $\mathcal{V} = (V_0, V_1, \ldots, V_l)$ be a partition of $V(G)$ and let $G'$ be a subgraph of $G$ satisfying the conditions of Theorem A.1 applied with $\varepsilon_1$ in place of $\varepsilon$. Let $R = R_d(G, \mathcal{V})$ be a $(d, k', \varepsilon_1)$-regular reduction of $G$ associated with $\mathcal{V}$. Then $v(R) = l \leq T$, as desired. Note also that $k' \varepsilon'(R) = \varepsilon'(G) - |V_0|$, and so $(1 - \varepsilon_1) \varepsilon'(G) \leq k' \varepsilon'(R) \leq \varepsilon'(G)$.

Let $k := \left\lceil (1 - \varepsilon_1)k' \right\rceil \geq (1 - 2\varepsilon')k'$, where the last inequality holds since

$$\varepsilon'k' \geq \varepsilon'(1 - \varepsilon_1) \frac{\varepsilon'(G)}{T} \geq \varepsilon'(1 - \varepsilon_1) \frac{N}{T} \geq 1.$$
by the choice of $N$. Thus $k\nu(R) \leq k'\nu(R) \leq \nu(G)$, and

$$k\nu(R) \geq (1 - 2\varepsilon')k'\nu(R) \geq (1 - \varepsilon_1)(1 - 2\varepsilon')\nu(G) \geq (1 - \varepsilon)\nu(G).$$

Thus the first condition of the theorem holds.

Let $G'' := G \setminus V_0$. Note that $G''$ is a spanning subgraph of $R^{(k)}$. Thus

$$k'\delta(R) \geq \delta(G'') \geq \delta(G) - |V_0| \geq \delta(G) - (d + 2\varepsilon_1)\nu(G).$$

This in turn implies

$$k\delta(R) \geq (1 - 2\varepsilon')k'\delta(R) \geq \delta(G) - (d + 2\varepsilon_1 + 2\varepsilon')\nu(G) \geq \delta(G) - \varepsilon\nu(G),$$

verifying the second condition of the theorem.

Similarly,

$$(k')^2e(R) = e(R^{(k')}) \geq e(G'') \geq e(G) - |V_0| \cdot \nu(G) - (d + \varepsilon_1)\nu^2(G)$$
$$\geq e(G) - (d + 2\varepsilon_1)\nu^2(G),$$

and so

$$k^2e(R) \geq (1 - 2\varepsilon')^2(k')^2e(R) \geq e(G) - (d + 2\varepsilon_1 + 4\varepsilon')\nu^2(G) \geq e(G) - \varepsilon\nu^2(G),$$

verifying the third condition.

Finally, by the choice of $\varepsilon_1$ to satisfy the conditions of Theorem A.1 every subgraph $H$ of $R^{(k)}$ with maximum component size at most $\varepsilon'k$ is isomorphic to a subgraph of $G$. Since

$$\varepsilon'k \geq \frac{\varepsilon'(1 - 2\varepsilon')(1 - \varepsilon_1)}{T} \nu(G) = \frac{\varepsilon'(1 - 2\varepsilon')(1 - \varepsilon_1)N}{T} = K,$$

by the choice of $N$, the last condition of the theorem holds. \hfill \Box
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