Extending the application of the SCA/Sectors method for the identification of domain boundaries and subtype specific residues in multi-domain biosynthetic proteins: Application to Polyketide Synthases
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Abstract

Polypeptides with multiple enzyme domains, such as type I polyketide synthases, produce chemically complex compounds that are difficult to produce via conventional chemical synthesis and are often pharmaceutically or otherwise commercially valuable. Engineering polyketide synthases, via domain swapping and/or site directed mutagenesis, in order to generate novel polyketides, has tended to produce either low yields of product or no product at all. The success of such experiments may be limited by our inability to predict the key functional residues and boundaries of protein domains. Computational tools to identify the boundaries and the residues determining the substrate specificity of domains could reduce the trial and error involved in engineering multi-domain proteins. In this study we use statistical coupling analysis to identify networks of co-evolving residues in type I polyketide synthases, thereby predicting domain boundaries. We extend the method to predicting key residues for enzyme substrate specificity. We introduce bootstrapping calculations to test the relationship between sequence length and the number of sequences needed for a robust analysis. Our results show no simple predictor of the number of sequences needed for an analysis, which can be as few as a hundred and as many as a few thousand. We find that polyketide synthases contain multiple networks of co-substituting residues: some are intradomain but most multiple domains. Some networks of coupled residues correlate with specific functions such as the substrate specificity of the acyl transferase domain, the stereo chemistry of the ketoreductase domain, or domain boundaries that are consistent with experimental data. Our extension of the method provides a ranking of the likely importance of these residues to enzyme substrate specificity, allowing us to propose residues for further mutagenesis work. We conclude that analysis of co-evolving networks of residues is likely to be an important tool for re-engineering multi-domain proteins.

Author summary

Many important compounds such as antibiotics or food flavourings are produced naturally by molecular factories within plant, fungal and bacterial cells. These molecular factories typically comprise a complex of multiple interacting enzymes, each enzyme being a stage in a molecular production line. Often the enzymes are connected together as subsections of the same amino acid chain, i.e. protein, with the amino acid chain folding into the separate functional enzymatic domains that comprise the production line. Polyketide synthases are such multi-domain proteins, and their
products often have antibacterial, antifungal and antitumoric effects. Engineering polyketide synthases thus has the potential to produce novel drug candidates. We applied and developed statistical approaches to detect where in an amino acid sequence the boundaries are between different domains, potentially allowing these regions to be swapped around for the synthesis of novel compounds. We used the same approaches to identify parts of the amino acid chain important for the function of different types of domain, pointing to how they might be modified to make novel compounds. These analyses agree with published experimental data and allow us to make novel predictions, which we expect to help experimentalists produce novel compounds of commercial and pharmaceutical interest.

1 Introduction

Polyketide synthases (PKSs) are protein complexes that produce polyketides which constitute a large class of secondary metabolites. Polyketides have a wide range of pharmacological properties, including antibiotic, antitumor, and antifungal activity. PKSs come in three types but our focus here is on Type I modular PKSs, which are characteristically megapolypeptides consisting of domains with specific enzymic functions covalently joined by flexible linker regions, and which are responsible for almost one-third of commercial pharmaceuticals [1].

Type I modular PKSs consist of consecutive modules, each module typically elongating the polyketide chain and passing the resulting intermediate chain to the following module. A minimal elongating module consists of ketosynthase (KS), acyltransferase (AT) and acyl carrier protein (ACP) domains, which collaborate to elongate the polyketide chain. A minimal loading module, the first module of the biosynthetic pathway, consists of only the AT and ACP domains, the initial substrate being captured by the AT domain and transferred to the ACP domain for transfer to, and elongation by, downstream modules (Fig 1A, B). In the elongation process, the KS domain performs a Claisen condensation reaction, which ligates an extender unit, initially bound to the ACP of the elongating module, onto the elongating chain bound to the KS, forming a carbon-carbon bond and leaving a keto group at the beta carbon (Fig 1A, B). The resulting elongated product is bound to the ACP and may then be passed to the next downstream KS for further elongation or, at the end of the biosynthetic pathway, released by a thioesterase (TE) domain.

The AT domain of the elongating module captures the extender unit and loads it onto the ACP domain of that module. Although there are several types of extender unit, AT domains specific for methylmalonyl-CoA or malonyl-CoA are the most abundant ones [2]. Some AT domains select only one type of extender unit, but others can accept multiple types. In some PKS systems, the AT domain is present within the module and these systems are called cis-AT systems. On the other hand, an AT domain is not found within the modules of all PKSs. In some systems the AT is a discrete protein that acts in trans so these PKSs are called trans-AT systems.

In some modules, in addition to the KS, AT and ACP domains, ketoreductase (KR), dehydratase (DH) and enoylreductase (ER) domains exist, which provide modifications to the elongating chain (Fig 1C). The KR domain reduces the keto group at the \( \beta \) carbon, which was left by the Claisen condensation, to a hydroxyl group. The DH domain removes the hydroxyl group leaving a double bond and the ER domain reduces the double bond into a single bond. Depending on the exact composition of a PKS module the beta carbon may thus be left as a keto, a hydroxyl, an enoyl or a methylene group. Further diversity in the structure of the elongating chain also arises due to the subtypes of the modification domains. For example KR domains have six subtypes (A1, A2, B1, B2, C1 and C2) which result in different stereochemistry in the product.
Fig 1. Schematic illustration of polyketide synthesis showing how different domain compositions and domain subtypes lead to diversity in polyketide structure. (A) The initial substrate (starter unit) is loaded onto a PKS via a loading module. (B) A minimal PKS includes the KS, AT and ACP domains, the AT loading an extender unit onto the ACP, which then presents it to the substrate bound to the KS, elongating that substrate and resulting in a keto group at the β-carbon. (C) One or more further rounds of elongation can occur, and the presence of modification domains (KR, DH, ER) reduces the keto group at the β-carbon, shown by a β on the figure, which results in a fully reduced carbon chain when KR, DH and ER domains are all present in the module. (D) The modular organization of the DEBS system, which consists of three polypeptides (DEBS1, DEBS2, DEBS3) and six elongation modules. The fragment of DEBS1 used as the basis of our analysis is marked in red and has a KS at the N- and C-termini of the fragment (KS1 and KS2, respectively). This sequence was chosen since we would expect it to form a structurally closed unit, since the PKSs are actually homodimers with KS1 of one PKS polypeptide binding to KS1 of another polypeptide chain and KS2 similarly binding another KS2, effectively bounding the structure of the module [3, 4]. Choosing this sequence for study also fits the most prevalent definition of a PKS module, with the KS at the N-terminus as shown in the figure, but also for the possibility that the more natural definition of a module might be with the KS at the C-terminus rather than the N-terminus [5, 6]. Although every module of DEBS includes a KR domain, they might be with the KS at the C-terminus rather than the N-terminus [5, 6]. Although every module of DEBS includes a KR domain, they are of different subtypes, A1, B2, C2, which are described later in the text.

(Fig 1D). Type A KR domains produce a hydroxyl group with L-configuration at the beta-carbon, whereas type B KR domains produce a D-configured hydroxyl group. Types A and B can be further classified by their ability to epimerise the alpha carbon. A1/B1 leave a D-configured alpha carbon, thought to be a result of the stereochemistry of the extender unit [8], whereas A2/B2 leave an L-configured alpha carbon, a result of enzyme catalysed epimerisation [9]. Type C1 have no catalytic ability, whereas type C2 only epimerise the alpha carbon to be L-configured [9].

New polyketide variants can be produced by modifying the extender unit specificity of the AT domain, which will change the moiety added to the growing polyketide chain, or by changing the KR domain subtype [7, 10–13], which can modify the extended polyketide as described above. One common approach to changing AT specificity is to swap the native domain with the corresponding domain from another PKS system or module. The challenging points of domain swapping experiments are understanding the compatibility for interaction between the inserted domain and the domains on the host system, and correctly identifying the functional boundaries of the domain, both of which are thought to be needed to maintain structural and functional integrity. Although studies of the AT domain swapping have been going on for more than two decades, successful swapping was achieved only recently [14–19]. Experimenting with different domain boundaries, swapping the AT domain from EPOS module 4 into the position of the AT in DEBS module 6 identified two functional variants from four constructs [19]. The same work demonstrated the functionality of these domain boundaries in other systems. On the other hand, no similar study has been published regarding KR domain boundaries, to the best of our knowledge. KR swap experiments have been published but their success varies with KR domain subtype [20–23].

Another approach to engineering polyketide variants has been point mutation of residues that are thought to be critical for the functional specificity of the domain. For example, sequence analysis revealed that methylmalonyl specific AT domains bear a YASH motif whereas the corresponding position in the sequence of malonyl specific AT domains is a HAFH motif. However, switching extender unit specificity by mutating only the YASH/HAFH motifs led to incorporation of both types of extender unit, indicating that specificity is not solely defined by these motifs [24–26]. This motivated the search for additional residues that are functional in extender unit binding. A particularly successful attempt studied malonyl/methylmalonyl/ethylmalonyl specificity of three ATs in the salinomycin producing pathway [27]. Molecular docking and simulation identified substrate binding residues in addition to the YASH/HAFH motifs and mutating these produced AT domains with altered extender unit preferences. Although the modified domains loaded substrate with similar efficiency to the wild type ATs they had $K_m$ for the cognate holo-ACP that was up to an order of magnitude less
favourable than the wild type interactions. Thus, although the challenge of loading an AT with an alternative substrate seems to have been addressed, the challenge of mutating AT specificity in the context of the PKS still needs more work. These experiments showed that switching the extender unit specificity from one type to another is possible only if all the key substrate binding residues are identified with further work presumably needed to characterise the residues that couple an AT’s function to its cognate ACP.

Similarly, site-directed mutagenesis has been applied to KR domains to switch the KR subtypes. In type-B KR domains, approximately 57 residues before the catalytic tyrosine there is a highly conserved LDD motif (the second aspartic acid residue is strictly conserved). This motif is absent in type-A KR domains, but these conserve a tryptophan eight residues before the catalytic tyrosine. Although mutating these critical residues has given some promising results, with type-A1 and type-B2 being mutated to type-A2, switches to other types have not yet given high product yields [28,29].

Overall, although these studies provided better understanding of the domains and their subtypes, a complete conversion from one subtype to another, whilst maintaining high product yields, has yet to be achieved in vivo. However, the current results make it clear that identifying what constitutes a functional domain is critical for the success of domain swapping experiments. Furthermore, although sequence analysis has provided fingerprint motifs of the AT and KR subtypes, the low levels of success in experiments that switch such motifs suggests a need to identify additional residues necessary for the specific functions of these domains. Thus if residues that are closely functionally coupled could be easily identified this would expedite the problem of engineering novel polyketide synthase pathways. By closely functionally coupled we mean either residues that work together structurally as an enzymic domain or as the group of key residues responsible for subtype specificity.

Many computational approaches have been developed to detect co-substituting residue pairs or groups [30–33] and thence to identify networks of residues that appear to work together [33]. These methods are predicated on the process of evolution leading to coupled amino acid changes. To understand how this might happen consider the following: if a mutation occurs at a position in the three dimensional structure of a protein it may lead to suboptimal protein function, possibly leading to the death of the host organism and thus to the loss of the mutation from the gene pool, unless one or more further mutations compensate for that first change. Amino acid substitution patterns within multiple sequence alignments evidence covariance between positions in the alignment, supporting this idea of coupled amino acid substitutions, and analysis of this covariance can identify functionally and structurally coupled amino acids.

One approach to identifying networks of coevolving residues is sectors analysis [33,34]. Sectors analysis is built on the statistical coupling analysis (SCA) of Ranganathan and co-workers and depends on having the sequences of a family of related proteins that are sufficiently divergent that a significant proportion of the possible substitutions that can occur have occurred in at least one member of the sequence family. SCA creates a matrix that represents the covariance of amino acids between the different columns of a multiple sequence alignment. Each entry in the covariance matrix is weighted by a measure of the amino acid distribution (the derivative of the Kulback-Leibler divergence with respect to amino acid frequency) in the pair of sequence positions under consideration [34]. This upweights the contribution of positions with residue types that deviate from a precalculated average background frequency. Conservation of rare residue types such as cysteine and tryptophan thus have a strong upweighting effect, whereas the absence of a common residue type such as leucine will also have an upweighting effect, as will their conservation, although this will not be as great as the upweighting that a highly conserved tryptophan receives. The covariance
matrix is then decomposed via eigenvalue spectral decomposition and independent component (IC) analysis, to identify networks of residues that are particularly strongly coupled with regard to their tendency to co-vary. Since they coevolved, residues in each group (sector or IC) are expected to be functional for a specific purpose.

The idea of functionally independent sectors was first validated in the serine protease enzyme family. Computational analysis identified three almost independently co-varying sectors, two of which were confirmed with experiments in the laboratory. Mutational analysis showed that one sector seemed to control the stability of the serine protease fold but had little effect on catalytic efficacy, and another sector was important for catalysis but had little effect on protein stability. This approach has since been applied to several protein families including G-protein coupled receptors, DHFR, β-lactamase and the pancreatic-type ribonuclease superfamily. Although sectors analysis has been successfully applied on single-domain systems, there is no study to date that has analysed a multidomain protein.

The polyketide synthases provide a good system for testing how sectors analysis performs on a multidomain protein and sectors analysis has the potential to identify networks of residues defining domain boundaries or critical residues for enzyme specificity, and is likely to be complementary to existing methods (e.g. [36,37]). The DEBS polyketide synthases are responsible for the production of the antibiotic erythromycin and have been investigated extensively and thus have a rich literature from which to draw experimental data to validate a sectors analysis. We analysed proteins related to the first elongating module of the DEBS pathway, including the KSs at the N- and C- termini of the module, which has domain composition KS1_AT_KR_ACP_KS2 (Fig 1D). We detect approximately 22 ICs representing coevolved residue groups, some of which correlate with known domain boundaries, others with subtypes of the PKS domains. Some ICs span multiple domains suggesting that ICs can give further insight into the interaction pattern of the residues within and between domains and inter-domain linkers. We perform bootstrapping analysis to test the robustness of our IC predictions and to provide recommendations for the number of sequences required for sectors analysis. To the best of our knowledge, this is the first study that applies sectors analysis to multidomain proteins like the PKSs.

2 Results and Discussion

2.1 Determining the number of sequences needed for a sectors analysis.

The literature suggests that 100 sequences are sufficient for a sectors analysis based on calculations from one example system. In contrast, other covariance methods such as direct coupling analysis require thousands of sequences to give reliable results. Moreover, the DEBS module that we wish to analyse has 1901 amino acids, which is considerably larger than any sequence previously analysed by sectors analysis and which we thus anticipated might need a larger number of sequences to obtain robust results. We, therefore, analysed several uni-domain proteins to see whether we could detect a trend between the length of a protein and the number of sequences adequate for a sectors analysis.

To test how the number of sequences in an MSA affected the ICs, varying numbers of sequences were randomly selected from a source MSA, without replacement, and ICs were determined. This was repeated three times for each different number of sequences (n=3). To see the similarity between the ICs from subsampled MSAs and the ICs from the source MSA a similarity score (ss) was calculated between the sets of ICs, ranging from 0 (no similarity) to 1 (every IC calculated for the first MSA can be paired with an
IC calculated for the second MSA with at least 70% identity).

For most of the proteins analysed, 100 sequences in the MSA is not sufficient to reproduce ICs similar to the source MSA ICs, irrespective of the length of the protein (S2 Fig). On the other hand, the similarity score converged to one once the MSA had 90% (but often fewer) of the effective sequences found in the original MSA, where an effective sequence is the number of sequences in the alignment whose pairwise sequence identity compared to every other sequence is 80% or less.

However, no trend was detected between the length of the protein and the effective number of proteins in the MSA at which the ICs of the full MSA were recovered (the saturation point, $M_{eff}^s$, Fig 2 and S2 Fig). Nor was there a trend with respect to the saturation ratio, the ratio of $M_{eff}^s$ to $M_{eff}^F$, the effective number of sequences in the full alignment (Fig 2).

Fig 2. A trend could not be detected between the length of the proteins ($L$) and the saturation ratios ($M_{eff}^s/M_{eff}^F$) or $M_{eff}^s$ values. $M_{eff}^s$ values are defined as the minimum number of sequences adequate to achieve the same set of ICs as the source MSA (with $M_{eff}^F$ number of sequences). Selected $M_{eff}^s$ values for each protein are shown in S2 Fig.

For most proteins, the subsampled MSAs with the fewest sequences did not reproduce the ICs identified for the full MSA, but some ICs were found in all subsamplings for each protein (S3 Fig). Consistently detecting an IC does not seem to depend on the number of residues in the IC (S4 Fig) and although the number of sequences in the MSA is critical for the sector analysis, some ICs can be successfully detected even when the MSA has few sequences. This suggests that, although the number of sequences in the MSA is critical for the sector analysis, some ICs can be successfully detected even when the MSA is not comprehensive enough. On this basis the subsequent analysis has focused only on ICs that appear to be robust in the sense that they can be detected consistently in subsets of the sampled proteins as well as the whole set.

2.2 Twenty Two Independent Components were Robustly Identified in a sequence alignment of PKS modules with sequence similarity to DEBS Elongation Module One.

To identify networks of co-evolving residue positions within a module of a Type I PKS, an initial multiple sequence alignment (MSA) was generated from protein sequences identified by HHblits, using as the query term the sequence of the first elongating module of the DEBS system plus the KS domain of the second module, KS1_AT_KR_ACP_KS2 (S1 Fig). After processing the MSA to remove highly gapped positions and sequences, and highly identical ones, as described in Methods, 2245 sequences remained in the alignment. Only 682 of the sequences have the exact domain composition of the input sequence. The remaining sequences have either a missing domain (like AT or KR) or an additional domain (like DH or ER). Having 600 or fewer sequences in the alignment was sufficient for convergence of the sector analysis for some of the proteins we analysed in the previous section, but here the input sequence is longer than these proteins. Thus we investigated the effect of the number of sequences in the alignment on the ICs.

The similarity between the ICs derived from a subsampled alignment and that of the full alignment of 682 sequences increases as the number of sequences in the subsample increases. The similarity does not converge to a point where the addition of new sequences has no further effect (S5 Fig). Indeed it is never larger than 0.5 similarity, averaged across all ICs. This indicates that the alignment may be too small to robustly identify the ICs. Therefore, we included all the 2245 sequences we had obtained from
the preliminary sequence search. Although all sequences had at least two KS domains and an ACP, sequences were also included without AT and/or KR domains or with DH and/or ER domains.

Although the inclusion of additional sequences was not adequate to obtain the convergence of the results, the maximum similarity score is higher than the one where only sequences with KS1_AT_KR_ACP_KS2 domain composition were included in the MSA (S6 Fig). As noted in detail later, the conclusions arising from our analysis were tested to ensure that the additional sequences did not lead to misleading artefacts.

Analysis of the full sequence alignment gave 34 ICs with two or more residues. We performed resampling by randomly drawing from the full MSA three lots each of 100, 500, 900, 1300, 1700 and 2100 sequences. Some ICs were detected even when there were only a few sequences in the alignment, but some occurred three or fewer times, over all samplings, and these were discarded as not being robustly defined. IC 25 was also discarded as it consisted of only two residues. After discarding the aforementioned ICs this left 22 ICs (Figs S7 Fig, S8 Fig and Fig 3).

2.3 Functional domain boundaries can be detected.

Some independent components consist of residues that are predominantly from only one domain but most ICs have signal from multiple domains and linkers (Fig 3). However, even where an IC spans multiple domains, the strongest couplings are sometimes still confined to one domain. Further insight into the coevolutionary relationships within a protein can also be gained by looking at residues coupled across two ICs. Although an IC is a grouping of residues that coevolve together, predominantly independently of other ICs, there can nonetheless be couplings between residues in different ICs (S9 Fig).

For this reason, previous work has grouped together ICs with high inter-IC coupling, each grouping termed a sector [34]. However, there is no standard way to group ICs into sectors. Here, we therefore do not definitively define sectors but instead make hierarchical clusterings of ICs based on the average interaction score between residues in each pair of ICs as explained further in Methods section 4.6 (Fig 4). Such hierarchical clustering shows that AT and KR domains are characterised by several ICs that cross-couple (Fig 3) and which have residues predominantly from the same domain, thus allowing us to define domain boundaries.

Fig 3. SCA analysis revealed 34 coevolved residue groups of which 22 were consistent in subsamples of sequences. The MSA of sequences found by an hhblits search with the DEBS module 1, with domain architecture KS1_AT_KR_ACP_KS2, was analysed by SCA and independent component analysis. The left side of each panel shows the hierarchical clustering of ICs, as described in Methods, with the right side showing how individual residues contribute to each IC. The upper panel shows all ICs from the full sequence analysis and has residues shaded darker the greater their contribution to the independent component, which can be interpreted as the strength of coupling a residue has to the co-evolving residue network of the IC. The lower panel shows the ICs found in multiple subsamples of the full sequence alignment, with residues assigned to an IC according to the distribution of residue scores along that IC (based on p=0.95 threshold). KS1: Ketosynthase of module 1 (residue 1 to 414), KAL: KS-AT linker (residue 415 to 523), AT: Acyltransferase residue (524 to 833), PAL1: post-AT linker 1 (residue 834 to 865), PAL2c: post-AT linker 2 conserved region (residue 866 to 878), PAL2nc: post-AT linker 2 non-conserved region (residue 879 to 889), KRs: Ketoreductase structural integrity region (residue 890 to 1108), KRc: Ketoreductase catalytic region (residue 1109 to 1360), ACP: acyl carrier protein (residue 1377 to 1457), KS2: Ketosynthase of module 2 (residue 1478 to 1901). Residue 1 here corresponds to residue 505 of the polypeptide chain of DEBS1 since we have ignored the loading domains of DEBS1, which acquire and activate the starter unit for biosynthesis.

The whole KR domain is defined by ICs 17, 10 and 21, which form a cluster of ICs that are more cross-coupled to each other than to other ICs (Fig 3) but a catalytic subdomain is defined by IC 3 and to a lesser degree by IC 16. The KR polypeptide is known to fold into two domains, both with short-chain dehydrogenase/reductase folds. One domain is a non-catalytic “structural” domain (KRs), the other is an NADPH
binding catalytic domain (K Rc) [38]. Whilst the K Rc consists of strong inter-residue coevolutionary couplings that result in IC 3, the strong inter-residue couplings of the K Rs domain always couple with residues in the K Rc (ICs 10, 17, 21), defining the whole KR domain. As well as residues that couple intra-KRc, IC 16 includes couplings with residues from the ACP and the upstream and downstream KS domains, although all the couplings in IC 16 are weak compared to those intra ICs 17, 10, and 21. However, in the cluster analysis, IC 3 clusters with ICs 2 and 5, which consist of residues from the upstream and downstream KS and the ACP, but not with residues in the K Rs domain, thus somewhat mimicking what is seen in IC 16.

We were concerned that these results may be an artefact of some sequences in the MSA not having a KR domain but highly similar domain boundaries were detected when only sequences with a domain composition that includes a KR were analysed (S10Fig IC 10). In that analysis K Rc also still comes out as defined by one IC (labelled IC 5, S10 Fig). Interestingly the K Rs domain is defined as a separate entity in one IC (IC 20, S10 Fig), but there are only 33 residues from a K Rs subdomain of 219 residues, and their coupling scores are low (S10 Fig, lower panel).

It is not possible to tell if these differences are due to a change in the number of sequences analysed or are an artefact arising from the presence/absence of the KR domain in some sequences, but the results of the two analyses are mostly very similar (S1 Table). IC 3 of the full MSA is highly similar to IC 5 from the MSA with a KR in every sequence (S1 Table). Similarly ICs 10, 17 and 21 of the full MSA, which define the KR domain boundaries, were highly similar to ICs 10, 29, and 20, respectively, of the shorter MSA. The analysis of the MSA with a KR in all sequences indicates boundaries for the KR to be R886 to A1356 and for the K Rc domain to be P1107 to L1320 (IC 5 of that analysis, S10 Fig). Considering the analysis of the full MSA, then ICs 10, 17 and 21 of that analysis (Fig 3) together define a boundary for the whole KR, based on highly co-evolved residues, of L896 to R1357 and IC3 defines a boundary to the KRc of G1109 to L1320 compared to the boundaries in the literature [38] of V890 to A1360, K Rc starting at position T1110. Thus the domain boundaries identified by analysis of both sequence alignments are almost identical to those established in the literature through laborious experimental work.

IC 3, the IC that identifies the boundaries of K Rc, consists of residues that are highly conserved, as do IC 2 and IC 5 (S11 Fig), the ICs that cluster with IC 3 (Fig 3). IC 3 includes the catalytic triad of the KR, K1219, S1243, and Y1256 and the NADPH binding site TGGTGxLG (T1114 to G1121) [39]. Keatinge-Clay and Stroud identified that the adenine ring of NADPH stacks with R1141 and forms hydrogen bonds with D1169 and V1170, which are also detected in IC 3 [38]. Additionally, they showed that the phosphate group of the adenine ribose forms a salt bridge with R1141 and a hydrogen bond with S1142, which are detected in IC 3 and IC 21, respectively. An alpha helix and a loop at its N-terminus, which are close to the active site and referred to as the lid region, are thought to act together with the LDD motif of B-type KR domains, or the conserved tryptophan of A-type KR domains, to determine the stereochemistry of the KR products [9]. The highly conserved second aspartic acid in the LDD motif (D1201) and the residues W1282, T1284, W1285, and G1303 of the lid region are detected in IC 3; whereas the LD of the LDD motif, conserved tryptophan and the rest of lid residues are detected in other ICs as discussed below.

The ICs coupled to IC 3 (ICs 2, 5, 7, 11, and 13) bear highly conserved residues, as well (S12 Fig). IC 2 contains the GXDS motif that is highly conserved in ACPs. The residues of the catalytic triad of the KS1 domain (C173, H308 and H346) are also detected in IC 2. For the KS2 domain while the catalytic residues C1644 and H1819 are detected in IC 2, H1779 is detected in IC 13, which contains highly conserved residues, only from KS2. One intrigue here is how such highly conserved residues can have a...
coevolutionary signal, however there are sequences where these residues are not conserved, as can be seen in S13 Fig.
Fig 4. Cross-coupling between residues in the robust ICs from the MSA of sequences similar to DEBS module 1. Residues are grouped along the axes according to the IC in which they occur, allowing the reader to see the cross-coupling between residues intra-IC and inter-ICs, but meaning that they are not in sequence order. The yellow blocks along the diagonal clearly show high intra-IC coupling, compared to inter-IC coupling, but there is clear evidence of inter-IC coupling, most notably between ICs 13, 5, 11, 2, 3 and 7 in the bottom right corner of the plot. Details of clustering analysis are explained in Methods. The colour key represents the scores from the SCA reconstructed without the first eigenvalue and eigenvector.

The AT together with the linker region immediately C-terminal to it (PAL) seems to be an independently evolving unit. The analysis of the full MSA has the AT consisting of three ICs, 8, 4 and 6, which have residues that cross-couple with each other, as shown by the hierarchical clustering. There is negligible coupling of the residues in these three ICs with residues from any other domains, except some residues from PAL1, which are part of IC_4. (Fig 3). Although ICs 8 and 6 are coupled to residues from the ACP and IC_6 also couples with residues from the KR structural domain, these couplings are very weak compared to those between residues within the AT domain, with e.g. only five residues from KRs and one from KRc being strong enough to pass the statistical threshold for inclusion in IC_6 (Fig 3). IC_4 contains no residues from outside the AT_PAL1 boundary. IC_22, consisting of residues from the post AT linker elements PAL1 and PAL2c, which are very highly coupled, also clusters with ICs 8, 4 and 6 in the robustly selected ICs (Fig 3, lower panel). Although clustering analysis of the full set of ICs places IC_22 closest to IC_34 (S7 Fig), clustered next to ICs 4, 6 and 8, IC_34 was only found in the analysis of the full sequence alignment, i.e. in none of the subsampled analysis, and only has eight residues that fall within our selection criteria for an IC. Thus, it seems that many residues of PAL1 are tightly coupled to the AT domain via IC_4, with residues from PAL1 and PAL2c forming another highly covarying unit that seems to be cross-coupled with the ICs of the AT.

Trans-AT sequences were removed from the MSA to test if their lacking an AT influenced the analysis. The alternative alignment led to almost identical boundaries of coevolving residue clusters (S15 Fig). In this cis-AT-only analysis, the AT domain is now represented by two ICs. One, cis-AT_IC_2, consists of AT and PAL1 with a very few residues from other domains, these latter positions having extremely low coupling to the IC as compared to the AT and PAL1 couplings (S15 Fig). The second IC that has a dominant signal from the AT domain is cis-AT_IC_5. Similar to cis-AT_IC_2, there are couplings to positions outside of the AT domain but they are weak (S15 FigC). Parenthetically, cis-AT_IC_11 has many residues from the AT domain that are moderately coupled, but nonetheless very much more strongly coupled than from residues in other domains, but these also are mostly too weak to pass the test to be included in the IC. All the residues in IC_4 (from the full MSA) are found in cis-AT_IC_2, and 78% of the residues from IC_8 are also found in cis-AT_IC_2 (S2 Table), suggesting that: (i) the residues in IC_4 are robust to sequence selection, and to some degree also those in IC_8; (ii) the existence of IC_4 and IC_8 as separate ICs is possibly an artefact of the sequence alignment, arising from some mis-alignment of some trans-AT sequences. IC_6 and cis-AT_IC_5 are also highly similar.

Analysis of the cis-AT-only alignment also finds a group of PAL1 residues that form an IC, cis-AT_IC_12 together with a few residues from the KAL (S15 FigA). The residues from the KAL are weakly coupled to this IC, but pass the threshold for inclusion in the IC, whereas there are many residues in the AT domain that couple to the IC in the raw analysis (S15 FigB) but don’t pass the threshold for inclusion in the IC. This coupling to cis-AT_IC_12 is nonetheless much stronger than from residues in
any of the other domains. The PAL2c region couples with many residues in the AT, as well as a few residues in the KR's and KR-ACP linker, as part of cis-AT, IC5, but those coupling outside of the AT region seem few and weak (S15 Fig). However, cis-AT, ICs 12, 5, 2 and 11 cluster together, again suggesting that the AT and PAL1 form a functional unit, with their relation to PAL2c being less clearly defined.

Taking ICs 8, 4 and 6 of the full MSA together, they define an AT, PAL1 unit of residues V527 to S854, whereas cis-AT, IC 2 defines the boundaries of the coevolving unit as residues V527 to R863. The residues of cis-AT, IC11 and cis-AT, IC5 are within the boundaries defined by cis-AT, IC2, except for a few residues of cis-AT, IC5 that are either in the KS, KR or PAL2c region but with low IC scores. Recent experimental work has demonstrated the need for the PAL1, but not PAL2, if one is to successfully replace the AT of DEBS module 6 with that of the equivalent residues from EPOS module 4 [19], corresponding to residues Q524 to P865 in DEBS1. This is consistent with our results here. However, they found that including the KAL region as part of the replacement unit significantly improved yields via improved $K_M$, which is not evident in our ICs, and this KLA_ATPAL1 also gave functional swaps in other systems (transferrability of the AT_PAL1 unit was only tested in one construct).

Many ICs indicate that the KAL has many weak couplings with the co-joined KS domain, notably in IC5, suggesting that it is somehow a unit with the KS. However, looking at the scores for IC26 and IC1 (S7 Fig), there are also strong intra KAL couplings. IC1 clusters with ICs 18 and 27, which are defined by strong intra-KS2 and KS1 coupling, respectively. IC26 clusters with IC30, which consists of weak residue couplings throughout the sequence but no significant signal in the AT and KRs. IC26 also clusters with IC23, but IC23 was not considered robust. A qualitatively similar picture is seen in the analysis with only cis-AT sequences (S15 Fig). It is not clear how to reconcile the coupling of KAL and KS residues with the observation that including the KAL with the AT and PAL1 in AT swap experiments greatly enhances product yield compared to AT or AT_PAL1 constructs, whereas KAL_AT alone has much lower yield than AT_PAL1 [19].

The KS domains seem to be well defined by multiple ICs, with no strong coupling with the ACP-KS linker nor with the AT domain. IC27 has a cluster of strong intra-domain couplings within KS2, whereas IC18 has strong intra-domain couplings defining KS1 (Fig3B). IC13 curiously has extremely high inter-residue couplings in the C-terminal third of KS2. Cluster analysis places it together with ICs 2, 3, 5 and 29, and like them it is highly conserved (S11 Fig). Although it is not clear to us what this means it does not appear to be an artefact of the sequence selection, since it is seen when sampling different numbers of sequences (S5 Fig) and a similar IC is seen in the analysis of the solely cis-AT sequences (cis-AT, IC7 in S15 Fig) and in the sequences that strictly have a KR domain (IC14 in S10 Fig). Based on coevolving residues described by IC27, the N-terminal boundary of KS2 is M1483 whereas the C-ter is effectively set by where we chose to truncate the sequence alignment. Additionally, including residues from IC13 defines the N-terminal boundary as D1474. Due to the couplings between the KS1 and its KAL, its C-terminal boundary is not as clear as for the other domains. IC18 has strong intra-KS1 coupling that defines the C-terminal boundary for KS1 as residue I422. The N-terminal boundary of KS1 is effectively defined by where the sequence alignment was truncated. The MIBIG database entry BGC0000055 annotates the boundaries of KS1 as residues V3 and P426, and of KS2 as I1478 and P1990, i.e. similar to what we see in the ICs. However, the coupling between KS and KAL makes it difficult to objectively distinguish those two segments and thus makes boundary annotation less clear than for other domains.
2.4 ICs separate sequences by domain composition and domain specificity.

Do different ICs distinguish certain sequence types? E.g. those representing a specific domain composition, or those with certain substrate specificity. The eigen-decomposition of the co-variance matrix results in a matrix with only diagonal values, which represent the variance along the axes of a new coordinate frame. The axes of this new coordinate frame are the eigenvectors. This allows directions with little variance to be discarded and thus the dimensionality of the data can be reduced, making them easier to interpret and store. The original data can then projected onto the eigenvectors to give their position along the new axes, and clusters of related data points can be separated along the axes. Here, we have the problem of projecting categorical data of a protein amino acid sequence, i.e. an alphabetic string such as ADEKLVD, onto an eigenvector (or independent component). To do this, each amino acid at each position in the sequence alignment needs to be converted to a numerical value, which is achieved by looking at the amino acid’s contribution to the inter-column variance of that column in the MSA. This technique was developed by Rivoire et al (34), see the supplementary information, equation 19 of that paper). The projection is actually onto independent components, which are the result of rotating the eigenvectors to achieve maximal differentiation of clusters along vectors, but the principle of projecting the data back onto these ICs remains the same as projecting data back onto eigenvectors. This projection is referred to as sequence-position mapping and essentially represents the strength of the contribution of each sequence to the covariances that define the IC.

2.4.1 ICs distinguish sequences with different domain compositions.

Although the DEBS sequence has KS1 AT KR ACP KS2 domain composition, not all sequences in the MSA have the same domain composition. Some sequences do not have a KR domain and some sequences are from trans-AT systems. Additionally, there are sequences that include additional reducing domains. Although these additional reducing domains are removed from the final alignment, the rest of their sequence is kept and thus traces of these domains are likely to be seen in the co-evolution networks. Within the MSA, the most abundant domain compositions detected are: KS1 AT KR DH ACP KS2 (with 725 sequences), KS1 AT KR ACP KS2 (673), KS1 AT KR DH ER ACP KS2 (225), KS1 KR ACP KS2 (161), KS1 KR KS2 (132), and KS1 KR DH ACP KS2 (126).

Sequence-position mapping analysis based on domain composition classification reveals distinct patterns for ICs 4, 6, 8, and 17 (Fig 5 upper panel, S16 Fig). IC 17 consists of strong intra-KR residue couplings and distinguishes the KS1 AT KR ACP KS2 domain composition from KS1 AT KR DH ER ACP KS2, and KS1 AT KR DH ACP KS2, which suggests that the addition of the DH and ER have some effect on the KR domain’s amino acid composition. A seemingly more trivial separation is that of cis-AT and trans-AT systems along IC 4 and IC 6, presumably as a result of these ICs consisting predominantly of intra-AT couplings and the cis-AT systems having an incomplete AT sequence, or indeed incorrectly aligned sequence within the AT region (Fig 5 lower panel). IC 8 has two peaks in the sequence-position mapping. The first one has sequences from all domain compositions while the second peak consists of the sequences only from the cis-AT systems. We shall see later that the split in the peak correlates with different substrate specificities and so the apparent separation of some cis-AT systems reflects this. It is thus evident that the sequence-position mapping can discriminate different domain compositions, although the more interesting results are in its ability to discriminate different subtypes of domain, as we discuss below.
Fig 5. The sequences with different domain compositions revealed different patterns on five sequence maps of ICs. Different domain compositions have diverged amino acids at the corresponding positions in the ICs (upper panel). Conspicuous difference is detected between the cis-AT and trans-AT systems (lower panel). The horizontal axis represents the projection of each sequence onto the specified independent component, as described in the methods, the vertical axis the number of sequences that have that projection score.

2.4.2 AT domains can be distinguished based on their extender unit specificity.

The AT domains in the sequence alignment were classified based on their specificity for their malonyl-CoA, methylmalonyl-CoA, or ethylmalonyl-CoA extender unit, or unclassified, as described in Methods. Sequence-position mapping distinguishes these groups along ICs 1, 4, 6, and 8 (Figs. 6, 8, 10, 11, S17 Fig).

Methylmalonyl-CoA and malonyl-CoA specific AT domains show distinct patterns in IC_4 which suggests the residues of this IC should be functional in the extender unit specificity of the AT domain (Fig 6A). The separation that the sequence-position map suggests can also be seen by a dendrogram created by comparing only the residues that contribute to IC_4 (Fig 6B, S18 FigB). From the dendrogram, we can see a clear distinction between malonyl- and methylmalonyl- specific ATs and trans-AT sequences. This pattern of the clustering is actually quite similar when we apply sequence clustering on the whole AT domain (boundaries are determined by IC_4 boundaries) (Fig 6C, S18 FigB). That the subtypes separate along IC_4 but not along other ICs suggest that the residues of IC_4 are key indicators of sub-type.

Fig 6. Methylmalonyl-CoA, and malonyl-CoA specific cis-AT systems were distinguished from one another along IC_4. (A) Sequence-position mapping separates the AT domains based on their extender unit specificity. (B) Clustering analysis of the sequences of IC_4 residues distinguishes malonyl- and methylmalonyl- specific AT systems supporting the sequence-position mapping patterns of the sequences. The colouring in (B) denotes the same as in (A); Trans-AT sequences have been omitted for clarity. (C) Clustering analysis of the whole AT domain reveals a very similar pattern to IC_4. (D) Sequence logos show that sub-types of the AT domains have different amino acid patterns at IC_4 residue positions. The Y and S residues of the YASH motif (methylmalonyl-CoA specificity) and H and F residues of the HAFH motif (malonyl-CoA specificity), which provide fingerprints for the two subtypes, are present in this IC and are indicated by * at the top of the column, positions 721 and 723. The * indicate five of the six positions where specificity changing mutations were identified by Zhang et al. [27], as described in the main text. Amino acids are coloured based on their chemical properties. Positions are sorted based on $\Delta \tilde{V}_{IC_4}$ scores, explained in the methods, where $\Delta \tilde{V}_{IC_4}^{p} = \tilde{V}_{IC_4}^{p} - \tilde{V}_{IC_4}^{mm}$, such that the far left of the figure represents residues that we presume to be favourable to methylmalonyl selectivity, and those at the far right favourable for malonyl specificity.
In order to identify the importance of the residues for specific sub-types, we calculated the projection of the sequence covariance of the different subtypes onto the ICs. Conservation weighted covariance matrices for malonyl- and methylmalonyl-specific sequences, $\tilde{C}^m_{ij}$ and $\tilde{C}^{mm}_{ij}$ respectively, were projected onto the independent component matrix, calculated from the whole MSA ($\tilde{V}^p_{1...k^*}$).

$$\tilde{V}^p_{1...k^*} = \tilde{C}^m_{ij} \tilde{V}^p_{1...k^*}$$ (1)

$$\tilde{V}^{pm}_{1...k^*} = \tilde{C}^{mm}_{ij} \tilde{V}^p_{1...k^*}$$ (2)

To determine the residues that lead to the malonyl- and methylmalonyl sub-types scoring differently along the different ICs, we calculated the difference between scores of these projections onto the ICs.

$$\Delta \tilde{V}^{IC,4}_{1...k^*} = \tilde{V}^{pm}_{1...k^*} - \tilde{V}^{pmm}_{1...k^*}$$ (3)

Sorting the positions of IC4 based on $\Delta \tilde{V}^{IC,4}_{1...k^*}$ scores gives those that differ most between the two subtypes, with those presumed critical for methylmalonyl specificity at left end of Fig 6D and those for malonyl specificity at the right end. The residues, which are detected in the IC4 are shown on the structure in Fig 7B, colored based on the $\Delta \tilde{V}^{IC,4}_{1...k^*}$ scores changing from green, for positions important for methylmalonyl specificity to blue, positions defining malonyl specificity.

The sequence logos show that positions that scored highly for a subtype are mostly conserved for that sub-type but not for the other sub-types. There is an exception at position 760 that has a score in favour of methylmalonyl specificity yet the conservation is not high. And a similar, but more conserved pattern is seen for position 763. In order to investigate these positions further, $\tilde{C}^{mm}_{ij}$ was analysed revealing that residue 760 has the highest coupling with residue 753. The spatial positions of 753, 760 and 763 on the 3D structure are close to each other (S19 FigB). The most abundant pairs for positions 760 and 753 in methylmalonyl- specific sequences are Trp-Phe, Leu-Tyr and Arg-Tyr suggesting that the interaction between these two positions may be important and evolutionarily constrained (S19 FigC); whereas, a similar pattern is not observed for malonyl- specific sequences (S19 FigD). The $C_\beta$-$C_\beta$ distance between residues 760 and 763 is 5.2 Å.

**Fig 7. Positions of the residues detected in the IC4 on the AT domain structure.** (A) A model of the structure of AT domain of DEBS module 1 is shown, highlighting the catalytic residues (S624, H724) with sphere representations, where cyan represents carbon atoms, red represents oxygen atoms and blue represents nitrogen atoms. Malonyl-CoA is shown to highlight the active site and the access tunnel; the coordinates were modelled based on the substrate position in the crystal structure of FabD (PDB ID: 2g2z [41]), the AT from the fatty acid synthase of *E. coli*, without energy optimisation. Carbon atoms of the malonyl-CoA are shown magenta, oxygen atoms are shown red, nitrogen atoms are shown blue, phosphorous atoms are shown orange and the sulphur atom is shown yellow. (B) Residues detected in IC4 are shown with spheres, which are colored based on the $\Delta \tilde{V}^{IC,4}_{1...k^*}$ scores. Darker green represents lower $\Delta \tilde{V}^{IC,4}_{1...k^*}$ score indicating methylmalonyl specificity, whereas darker blue represents higher $\Delta \tilde{V}^{IC,4}_{1...k^*}$ score indicating malonyl specificity. All atoms of the catalytic residues are shown yellow. (C) Residues identified by Zhang et al. [27] and detected in IC4 are shown as spheres. (D) Additional residues that have been experimentally associated with AT domain specificity and detected in IC4 are shown as spheres (V592, D593, V594, L595 and Q625 in the text although 595 is valine in the DEBS module 1 sequence used to model this AT).

The Y and S residues of the YASH motif and H and F residues of the HAFH motif, which provide the distinction between the fingerprint motifs, are detected in this IC...
Site-directed mutagenesis studies on the YASH and HAFH motifs, aiming to switch the extender unit specificity, generally result in promiscuous domains which can accept both methylmalonyl-CoA and malonyl-CoA as an extender unit. Further, kinetic analysis shows that the cause of the promiscuity is not based on an increased affinity for a non-native extender unit but rather a decrease in the capability of accepting the native one. A recent study by Zhang et al. performed experiments on salinomycin polyketide synthase, targeting additional residues on malonyl, methylmalonyl and ethylmalonyl specific ATs besides the YASH/HAFH motifs [27]. After performing structural analysis and molecular dynamics simulations, they determined that hydrophobic residues at positions V592, I653, M662 and L775 (DEBS1 module 1 numbering) are critical for substrate specificity. While mutating the residues of the YASH/HASH motifs did not provide a switch from one specificity to another, additional mutations at the four newly identified positions successfully switched between malonyl/methylmalonyl/ethylmalonyl specificity. The SalAT2 H276Y/F278S/I177Q/M205L/V327 mutant showed a change in substrate specificity from malonyl CoA to methylmalonyl CoA, and reverse mutations, i.e. Y288H/S290F/Q189I/L217M/L341V, in SalAT8 changed its specificity from methyl malonyl CoA to malonyl CoA. Consistent with these results, except the residue at 662 (which is in IC_6 and found highly conserved as Met in all specificities, malonyl/methylmalonyl/ethylmalonyl, but Val in the ethylmalonyl specific AT of the salinomycin pathway), the other positions were detected in the IC_4 (Fig 7C). Thus, residues important for specificity, which were identified by analysis of structural dynamics, can be identified directly from the sectors analysis of sequence data. As well as the YASH/HAFH motifs and residues identified by Zhang et al., IC_4 also encompasses D593, V594, L595, and Q625, which have all been shown to affect the extender unit specificity of ATs. In AT4 of the DEBS pathway, mutating RVDVL to DTYLA allows the AT to accept a malonyl extender unit as well as methylmalonyl [24,42]. D593, V594, and L595 are second, seventh and nineteenth from the left in Fig 6D, which thus predicts them as particularly likely to affect specificity, and V592 is very much in the middle of the plot. The V to T mutation is predicted by Fig 6D to weakly favour malonly specificity, T being conserved in malonly specific ATs, whereas DVL to LYA should disfavour methylmalonyl specificity. Q625 is adjacent to the catalytic serine in the GHSXG motif, which was detected as a branched hydrophobic residue (Val or Leu) in malonyl- specific ATs but as methionine or glutamine in other AT types [12,43]. Q625, is 13 positions from the left side of Fig 5D and very highly conserved in methylmalonyl specific ATs. R591, the first residue of the RVDVL motif, occurs in IC_6, which doesn’t discriminate substrate specificity, as discussed later, and is conserved as either R or D. Thus IC_4, which is determined purely by sequence analysis, identifies five residues that have previously been shown to be important for AT extender unit specificity (Fig 7D) and highlights further residues that could be important.

Although it is not impossible for the method to have detected these key residues by chance, it seems unlikely. For example, in the Zhang et al. [27] study there are six residues that were experimentally shown as important for the extender unit specificity. We found five of them in the same IC (IC_4). As we could detect five of the six residues, the probability of detecting them by chance in an IC with a length of 123 amino acids (length of IC_4) from a domain sequence whose length is 342 (AT domain + PAL1 region) can be calculated via hypergeometric distribution, \( P(x = 5) = \frac{\binom{5}{5} \binom{122}{6}}{\binom{123}{123}} \), which is equal to 0.022. This low probability indicates finding five of the six experimentally determined functional residues in an IC with 123 residues by chance is quite small.

Historically, it has proved difficult to identify the residues that do provide substrate specificity to the different ATs, indeed identifying residues important for catalytic activity and residue specificity is a general problem in protein design. Directed
evolution has often demonstrated that residues far from the active site can have a large effect on these properties and it is not understood why, which makes it difficult to identify such residues. The residues identified here are also seen to be distributed close to and far from the active site cleft (Fig 2), suggesting that this may be a way to identify such residues. Some caution is required, since the residues that have been identified are generally highly conserved within subtypes and the correlations seen might be driven by unimportant changes in common ancestors, i.e. tied to phylogeny but not function. However, support for interpreting the residues as functionally important is provided by the number of residues in IC₄ that have already been identified as important for functionality, as noted above. Thus, the residues identified at the left and right sides of Fig 8A and at the left side of Fig 8C (discussed below) are prime targets for mutagenesis work to change the substrate specificity of AT domains, although the implication of the method here is that the correct network of residue types needs to be incorporated, and not simply isolated mutations.[44].

Sequence-position mapping based on the AT extender unit specificity also clarifies the ambiguity of the double peak in IC₈ arising from the domain composition mapping (Fig 8A). The second peak is composed of only methylmalonyl specific ATs while the first peak bears a mixture of the rest. The distinction between the methylmalonyl- (and ethylmalonyl-) specific ATs and the others is also clear in pairwise comparison of the IC₈ residues’ sequence. (Fig 8B, S18 FigC).

The residues of IC₈ are much more highly conserved in the methylmalonyl and ethylmalonyl specific AT domains than within the malonyl specific ATs (Fig 8C). We are not aware of any experimental work to support or disagree with a role for these residues in methylmalonyl specificity, yet the separation of the methylmalonyl specific AT sequences for the malonyl specific ones is much clearer along IC₈ than for any other IC, which is consistent with the large values of the ∆Vₚ between methylmalonyl and malonyl specific ATs. It seems worth reminding the reader that the residues in IC₈ and IC₆ were present together in cis-AT IC₂, from our analysis solely of cis-AT sequences, consistent with their both having a similar role, which seems most likely to be substrate specificity, and they cluster together in the hierarchical clustering, indicating that there is some coupling between residues in the two ICs. The residues of IC₈ are shown on a model structure in Fig 9.

Fig 8. The residues of IC₈ are more conserved in methylmalonyl- and ethylmalonyl- specific ATs compared to malonyl- specific ATs. (A) Sequence-position map of IC₈ separates methylmalonyl- (and ethylmalonyl-) specific ATs from malonyl- specific ATs. (B) Clustering analysis of sequences of IC₈ residues clusters methylmalonyl-specific ATs in the same branch, the colouring scheme is the same as in (A). (C) Sequence logos of IC₈ residues reveal that these positions are more conserved in methylmalonyl- and ethylmalonyl- specific AT domains, contrary to malonyl-CoA specific ATs. Positions are sorted based on the difference between AT sequences with malonyl and methylmalonyl specificity where ∆VₚIC₈ = VₚIC₈ₘₘ₋ₖₘ.

Fig 9. The positions on the structure of the AT domain of the residues of IC₈. The residues of IC₈ are shown as spheres on a model of the AT domain from DEBS module 1. IC₈ residues are colored based on ∆VₚIC₈ scores where darker green represents the strongest methylmalonyl specificity. Residues with the largest magnitude ∆VₚIC₈ scores (R828 in the front view, and A561, D767 and Q762 in the back view) are labeled. Malonyl-CoA is shown to highlight the active site and the access tunnel, as described in Fig 2. Carbon atoms of the malonyl-CoA are shown magenta, oxygen atoms are shown red, nitrogen atoms are shown blue, phosphorous atoms are shown orange and the sulphur atom is shown yellow. All atoms of the catalytic residues are shown yellow.

Highly conserved residues in both malonyl-CoA and methylmalonyl-CoA specific subtypes are detected in the IC₆ (Fig 10B). Catalytic residues (S624, H724) are also...
detected in this IC. This suggests that the residues detected in IC.6 are critical for the proper function of the AT domain irrespective of the extender unit specificity.

**Fig 10. IC.6 consists of Highly conserved positions of the AT domain, including the catalytic residues.** (A) Sequence-position mapping with IC.6 doesn’t separate cis-AT sequences by substrate subtype. (B) Sequence logos show the high conservation of the residues in IC.6, including catalytic residues (S624, H724), across methylmalonyl-CoA, malonyl-CoA and ethylmalonyl-CoA specific AT domains.

### 2.4.3 Residues that distinguish trans-AT and cis-AT systems.

A large number, but not all, trans-AT sequences separate from the other sequences by sequence position mapping along IC.1 (Fig.11A), which consists of residues from both of the KS domains, KAL, ACP and KRc, but not the KRs, ACP linkers, AT or the PAL1. These residues show very similar variation across the cis-AT sequences, but see different residues at these positions in the trans-AT sequences, and slightly higher conservation (Fig.11C).

**Fig 11. Different sequence patterns outside of the AT domain in cis- and trans-AT systems are detected in IC.1.** (A) Sequence-position map of IC.1 separates cis- and trans-AT systems. (B) Clustering analysis of sequences of IC.1 residues clusters trans-AT sequences, the colour scheme is the same as (A). (C) Sequence logos shows the residues of IC.1 having different amino acid types in trans-AT and cis-AT sequences.

### 2.4.4 KR domain types can be distinguished by the independent components.

For most ICs the different KR types show a very similar distribution, which is to be expected since most ICs do not encapsulate the covariance of residues within the KR, but along some ICs the distributions skew such that the KR types separate into A, B and C types. The distribution of C type KR domains in IC.3 are skewed to the left compared to other KR types, as it also is to some degree in IC.10, and the distribution of C type domains along IC.21 is slightly skewed to the right compared to other KR types (S20 Fig). The residues covarying in IC.3 are from the KRc and KRs subdomains and include the conserved catalytic triad, so it is congruent with this that the non-reducing C type KR domains should have a different coevolutionary profile for this set of residues compared to the reducing KR types. Similarly IC.10 and IC.21 consist of covariance from residues in KRc and the KRs. In the hierarchical clustering ICs 3, 10 and 21 are closely related (Fig 3). In contrast IC.16, which also contains coupled residues from the KRc, albeit more weakly coupled than in IC.3, does not show a skew in the distribution of C type sequences compared to the other KR types.

Thus C type residues can be separated from other KR types by sectors analysis. This might be anticipated since we need only detect the non-functional substitution of the residues required for the reduction of the β-keto group. KR domains of the C2 type do need to maintain the capability to bind the substrate and to epimerise the alpha carbon. We did not attempt to separate the C1 and C2 types along the ICs, since we are not aware of any existing sequence signature that we could use to characterise the two types of sequence.

The results suggest that A and B type KR domains can also be separated along the ICs, although there are too few examples of B2 type for any conclusions to be drawn for these. IC.17 shows a skew to the right for A type and to the left for B1 type (Fig 12). C type have no skew along this IC. A similar although weaker skew is seen when the
sequences are projected onto IC_10, which as noted above also shows a left hand skew for C type KR domains (S20 Fig). IC 10 and 17 are next to each other in the hierarchical cluster analysis and are two of the most closely coupled ICs (Fig 3). This suggests that IC_17 and, to a lesser extent, IC_10 specify the residues that determine whether the beta-hydroxyl is L or D configured.

B type KR domains have a sequence fingerprint of an LDD motif, of which KR1 of the DEBS pathway, the one we use in our search query here, is an example. The LD of this motif is present in IC_17, however the D following the L is not well conserved and is not thought to be particularly important. The final D of the motif has been shown to be important and is hypothesised to control the direction of entry of the substrate into the active site, which is thought to control the direction from which the hydride attacks the carbonyl group and thus the chirality of the resulting beta-hydroxyl [38]. The mutant D1201A (according to the numbering scheme we use here, the last D of the LDD motif) reduced the production of the natural product by 40%, and D1201A/F1244G reduced production to 10%, also implicating F1244 as an important residue [38]. D1201 is detected in IC_3, which contains the highly conserved positions of KRc (S11 Fig) and F1244 is detected in IC_17.

Type A KR domains have no LDD domain but rather have a conserved tryptophan and these two changes, as compared to B type, are thought to lead to the substrate entering with the opposite face of its beta-carbonyl facing the NADPH, and thus to the L stereo-configuration of the resulting beta-hydroxyl group. This key tryptophan, located at position 1248, is in IC_10, which also includes residues from a loop-helix lid region that closes the top of the active site cavity after substrate binding. Residues A1286, G1287, A1291, from the loop, and F1299, R1300 and H1302, from the last turn of the helix, are in IC_10. The helix of this region is thought to be also involved in directing the substrate into the active site, with residues V1295 and R1298 (inferred from the structure of first ketoreductase of the tylosin PKS, pdb ID 2Z5L) [9], which are from two consecutive turns of the helix and most likely point from the helix into the space where the substrate is thought pass in A type KR domains [9], being in IC_17. Key conserved residues at the N-terminus of the loop and C-terminus of the helix are in IC_3 (A1281, T1284, W1285 and G1303). For completeness, G1283 is in IC_16, S1288 is in IC_1 and G1289 and M1290 are in IC_28.

Sequence position mapping of IC_17 distinguishes A1/A2 type KR domains from B1/B2 type KR domains (Fig 12A). The similarity between the sequences when considering only those residues contributing to IC_17 is shown in Fig 12C as a dendrogram. Although the clustering pattern of IC_17 residues resembles the dendrogram from clustering whole KR domain sequences (Fig 12B) differences in the distribution of different KR types can be seen.

Similar to our analysis of AT domains, we identified the residues of IC_17 that differentiate A1 from B1 ketoreductases, by calculating the difference of the scores of the sequence subtypes projected onto the IC. Since the number of sequences of type B2 and type A2 are low, we applied this approach only on types B1 and A1.

\[ \Delta \tilde{V}^p_{1\cdots k^*} = \tilde{V}^p_{1\cdots k^*}^{B1} - \tilde{V}^p_{1\cdots k^*}^{A1} \]  

The residues in the IC were sorted according to the \( \Delta \tilde{V}^p_{IC,17} \) scores (Fig 12D). The LD residues of the LDD motif are close to the right end of the plot supporting the importance of these residues for type B specification. Interestingly, we detect 12 residues with higher scores than L1199 and D1200 residues, suggesting these 12 positions should be taken into consideration for experimental studies to switch the KR type to B2.
**Fig 12. Different sequence patterns for type-B and type-A KR domains are detected in IC\textsubscript{17}.** (A) The sequence-position map separates the KR domains based on their sub-types. (B) Clustering analysis of the sequences of IC\textsubscript{17} residues distinguishes type A and type B KR domains supporting the sequence-position mapping patterns of the sequences. (C) Clustering analysis of the whole KR domain reveals a similar clustering pattern to that based solely on the residues of IC\textsubscript{17}. (D) Sequence logos show that positions detected in IC\textsubscript{17} are more conserved in type B ketoreductases compared to type A. Positions are sorted based on $\Delta \tilde{V}_{IC_{17}}$ scores. Residues L1199 and D1200 of the LDD motif, which is a fingerprint for type B KR domains, occur towards the right of the figure. W1248, the fingerprint residue for A type KR domains, is not present, being found in IC\textsubscript{10}.

### 2.5 Effects of the method of alignment on results.

One methodological challenge is to determine which sequences to keep in the alignment, as different alignments may lead to different IC sets. Although differences in the alignments used here resulted in variations in the ICs, the interpretation of the results is not qualitatively changed (Figs. S10 Fig, S15 Fig, S1 Table, S2 Table). Additionally, there are some unexpected residues in certain regions of the MSA, possibly causing some noise in the results. For example, there are some residues in the AT region of the sequences labeled as trans-AT while no residue would be expected to be detected in that region. These residues in the trans-AT sequences are thought to arise either from the presence of remnants of the AT domain or parts of other domains that were misaligned. In order to investigate how the results would change if the MSA were generated in an alternative way, sequences were grouped according to their domain composition and aligned only with sequences in their group. Groups with fewer than ten sequences were discarded. The groups of aligned sequences were then aligned with respect to each other. ICs calculated from the MSA generated by this domain composition grouping protocol (S21 Fig) were compared to the ICs determined from the full MSA (S3 Table). Although the overall similarities between the ICs are not very high, the ICs that define the domain boundary and show sequence divergence in different domain sub-types have high similarity with the ICs of the MSA generated based on domain composition (S4 Table), suggesting that even though the MSA varies, ICs that carry important information can be detected.
3 Conclusion

Key targets for engineering cis-AT systems such as the DEBS pathway are the loading module and the AT and KR domains. Substitution or modification of the loading domain can lead to a change of the starting building block. Changing the substrate specificity of an AT domain can change the extender unit, e.g., changing specificity from malonyl to methyl malonyl will add a methyl group to the alpha position. Changing KR domains can potentially alter all and any of the stereo centres in the backbone of the polyketide. During each elongation step a KR can determine the configuration of the stereo centre at the beta position, where there is a hydroxyl, and at the alpha position, via their epimerisation capability. Since the next elongation step leads to the carbon that was previously in the alpha position becoming the gamma position and the previous beta position becoming the delta, then the KR domains have the capability of determining the configuration of every stereo centre on the backbone. Engineering these parts of a PKS can thus have a massive impact on the polyketide that can be synthesised.

With SCA/sectors analysis we can detect functional domain boundaries consistent with experimental studies as well as residues strongly associated with subtype specificity. This gives one explanation for the importance of domain boundary optimisation for the successful swaps [19], since residues within the domain boundaries have clearly been under selective pressure to function together. Furthermore, sequence-position mapping analysis identified groups of residues that distinguish subtypes of domains, with the analysis showing the inclusion of experimentally validated residues but also implicating further residues as important. This is consistent with experimental results since mutating only a few residues has not yet switched a domain from one subtype to another.

The challenge, as regards re-engineering for novel purpose a multidomain protein such as a polyketide synthase, is not to identify the functional domains; hidden Markov models, BLAST and similar sequence searching tools can perform this job well. The challenge is to know exactly where the functional boundaries of these domains lie, so that domains can be spliced from one system into another to generate novel functionality. In the case of polyketide synthases the KR domains were originally only annotated for the KRc segment and the structural subdomain of the KR was completely ignored [38], yet the coevolutionary analysis here marks the KRs and KRc as one clearly co-evolving unit very much distinct from the rest of the module. Similarly, the analysis also highlights the AT\_PAL as a distinct coevolving unit, which has been shown in experiment to be critical for swapping an exogenous AT for the native AT of a module. The coupling we see here between the residues in the C-ter of KS2 is intriguing and it is unclear what it represents functionally, but it may provide some insight into how to reengineer KS domains.

However, some parts of the analysis point to continued challenges to re-engineering, even if domain boundaries and active site specificities can be well defined. IC\_23, IC\_26 and IC\_30 show weak coupling across all domains and cross-couple with each other [S7 Fig], although ICs 23 and 30 are not consistent across bootstrap calculations. Nonetheless, this points towards weak levels of co-variance across all domains in the module, suggesting that optimal function of a re-engineered PKS may always require some level of directed evolution.

Here we have highlighted KR and AT boundaries and residues associated with subtype specificity but an attentive reader may spot further associations in the data. For example, IC\_8 and IC\_4 are determined by the covariance of residues in the AT domain, but show separation of A2 type KR sequences. IC\_8 is bimodal, with the left hand peak correlating with malonyl extender units and the right hand peak correlating with the ATs activating methyl or ethyl malonyl extender units. The distribution of A2
type KR sequences along IC8 disproportionately associate with the methyl malonyl and ethyl malonyl AT types. Similarly, projecting the sequences onto IC4 shows a leftward skew in the distribution of A2 type KR sequences, which again correlates with methyl malonyl and ethyl malonyl AT types. This association is presumably because there is no need to epimerise the alpha carbon if it has two hydrogen atoms attached, as is the case for malonyl extender units. Sectors analysis has been found to provide some insight into allosteric regulation \cite{45} and future work looking at sectors in PKSs may give clues as to how they coordinate the biosynthetic process across multiple domains and modules.

Beyond the interpretation of results in PKS systems, and the potential to break a bottleneck in the research in that field by identifying residues that correlate with subtype specificity, we have also demonstrated the benefits of using bootstrapping to test the robustness of results, which is likely to be important in the application of these methods to other multi-domain protein families. There seems to be no obvious method for a priori determining the number of sequences needed for a reliable sectors analysis, but bootstrapping provides a way of having confidence in the output. We have also shown how to adapt the existing method to predict the likely importance of different residues in their contributions to subtype specificity.

The SCA/Sectors analysis applied here is an unsupervised method for discovering structure within protein sequences, as are related techniques such as DCA \cite{46,47}, and may benefit from coupling with supervised deep learning techniques or the recent development of unsupervised pre-training methods arising in the field of deep learning \cite{48}, or through other machine learning techniques. Despite the success of deep learning techniques during the last 15 years, there has been increasing interest in unsupervised machine learning techniques as a potential means to improve the performance of the supervised learning that typically constitutes deep learning. In the structure/sequence analysis of proteins, such unsupervised methods have been used as an input for supervised deep learning to predict inter-residue distances and contacts \cite{49,52}, but more recently such models have been incorporated directly into deep networks \cite{53,54}, allowing a generalised learning across protein families and thus improved predictions where protein sequences are few in number. Since the depth of the sequence alignment was clearly important in the analysis presented in this paper, the incorporation of such techniques into neural networks proposes exciting possibilities for the future. Beyond this other methods for calculating groups of co-evolving residues, not investigated here, already exist \cite{55,56} and using unsupervised training of deep networks also seems to reveal information about the structure of proteins \cite{57}. However, the aforementioned methods have yet to be tested against experiment in the way that SCA/sectors analysis has. A particular interest would be whether they can recapitulate the success of SCA/sectors in predicting pathways of allosteric connectivity through the protein, which is of interest not only for studying protein function and evolution, but also potentially for drug discovery \cite{58}. The results presented here, for the PKS system, support the SCA/Sectors analysis as already able to provide predictions of domain boundaries and important functional residues.

4 Methods

4.1 Generating the Multiple Sequence Alignment

The sequence of DEBS1 module 1 together with the KS of module 2 was selected as the query sequence (UniprotID:Q03131) \cite{S1 Fig}. Homologous sequences were detected with HHblits \cite{59}, from which a multiple sequence alignment was generated. For each sequence in the alignment, pfam domains \cite{60} were determined via hmmscan \cite{61} with the e-value set to 0.001. Sequences whose original module includes domains other than
KS, AT, KR, DH, ER, TE and ACP were removed from the alignment. After preprocessing the MSA to improve its quality, as described in ref. [34], e.g. to remove highly gapped columns and sequence fragments, the final alignment included 2303 sequences. From the processed alignment, only the sequences with at least two KS domains and an ACP domain were kept in the final alignment, ending up with 2245 sequences.

The MSA was preprocessed with the scaProcessMSA.py script from the SCA analysis tool [34] and the reference sequence was set to the DEBS1 query sequence by –refindex 0 command. The second and third steps of the analysis, which apply the SCA method and determine the independent components, were performed with the scaCore.py and scaSector.py scripts [34].

4.2 AT Domain Classification

Sequences that did not give a hit for the AT domain with hmmscan were labelled as trans-AT systems; whereas, the ones that gave a hit for the AT domain were labelled as cis-AT sequences. The cis-AT sequences in the alignment were classified as specific for malonyl-CoA, methylmalonyl-CoA and ethylmalonyl-CoA based on their fingerprint motifs HAFH, YASH and (T/F/V/H)AGH, respectively [43]. AT sequences not bearing any of these motifs were labelled as ‘Unclassified’.

4.3 KR Domain Classification

Sequences were classified based on the subtype motifs of the KR domains. The ones with LDD motifs were labelled as type B KR domains, the ones with a tryptophan eight residues before the catalytic tyrosine were labelled as type A. Further classification was made based on the three residues before the catalytic tyrosine. Since leucine, histidine, and glutamine residues are conserved in B2 type, A2 type and A1-B1 types of KR domains, respectively [39], a further classification was made based on these specifications. KRs that did not bear any of those sequence motifs were labelled as ‘Unclassified’ and the ones that have both patterns of A and B types are labelled as ‘KRbothmotifs’. These groups are not shown in the sequence-position mapping plots. Among all the sequences only 81 of them do not have KR domains. The most abundant type in the alignment is type-B1, with 763 sequences. There are also 6 type-B2, 239 type-A1, 73 type-A2 and 67 type-C KR present. Unfortunately, 996 sequences could not be classified and 20 of them bear motifs of both type A and type B KR domains.

4.4 Similarity analysis

The similarity score \(ss\) was calculated as

\[
ss = \frac{1}{M} \sum_{m=1}^{M} \sum_{n=1}^{N} \delta(IC_m, IC_n)
\]

where \(\delta(IC_m, IC_n)\) is equal to one if the ratio of the number of mutual residues between two ICs to the number of residues in the IC with fewer residues \((\min(len(IC_m),len(IC_n)))\) is greater than a threshold (set at 0.7) and either \(IC_m\) or \(IC_n\) is not matched with another IC; zero otherwise.

4.5 Determination of coevolved residue groups

In order to detect the coevolved residue groups, the first step is to calculate the covariation of the amino acids along the MSA:
\[ C_{ij}^{ab} = f_{ij}^{ab} - f_i^a f_j^b \]  

where \( f_i^a \) is the frequency of the amino acid \( a \) at position \( i \); \( f_j^b \) is the frequency of amino acid \( b \) at position \( j \); \( f_{ij}^{ab} \) is their joint probability, which measures the probability of \( a \) and \( b \) being at positions \( i \) and \( j \) simultaneously.

Position-specific conservation is calculated by the Kullback-Leibler relative entropy and the covariance matrix \( \left( C_{ij}^{ab} \right) \) is weighted by the conservation score of each amino acid at each position with respect to the amino acid frequency, which is denoted by \( \phi_i^a \) for amino acid \( a \) at position \( i \) and \( \phi_j^b \) for amino acid \( b \) at position \( j \). This gives the conservation weighted correlation matrix, \( \tilde{C}_{ij}^{ab} \), where:

\[ \tilde{C}_{ij}^{ab} = \phi_i^a \phi_j^b C_{ij}^{ab} \]  

\( \tilde{C}_{ij}^{ab} \) is a four-dimensional matrix (LxLx20x20, where L is the length of the sequence) and it is compressed to a two-dimensional LxL matrix by taking the Frobenius norm. The resulting matrix \( \tilde{C}_{ij} \) (or statistical coupling analysis (SCA) matrix) is used to determine the coevolved residue groups.

The matrix \( \tilde{C}_{ij} \) gives the couplings between the positions of the amino acids but doesn’t define networks of co-evolving residues that might have specific subfunction such as catalytic activity, ligand binding, or allosteric signalling. To do that, we need to transform \( \tilde{C}_{ij} \) in a way that can separate the residues as different groups and these residue groups should be as independent as possible from each other for the proper detection of a residue group-function relation. For this transformation, firstly, eigenvalue (spectral) decomposition is applied to the \( \tilde{C}_{ij} \). This process decomposes \( \tilde{C}_{ij} \) into three matrices:

\[ \tilde{C} = \tilde{V} \tilde{\Delta} \tilde{V}^T \]  

where \( \tilde{V} \) is an eigenvector matrix and \( \tilde{\Delta} \) is an eigenvalue matrix, which is a diagonal matrix bearing the weight for each corresponding eigenvector. The matrix \( \tilde{V} \) carries the scores that indicate how to combine the residue positions to form the eigenvector. \( \tilde{\Delta} \) contains the eigenvalues of \( \tilde{V} \) that carries the information about the “importance” of the corresponding eigenvector. For example, a low eigenvalue means an insignificant contribution of the corresponding eigenvector to the variance of the dataset whereas a high eigenvalue means a strong contribution of the corresponding eigenvector to the variance in \( \tilde{C}_{ij} \). Therefore, the eigenvectors with high eigenvalues carry the information of a “strong” relationship between the residue positions. This means these eigenvectors carry the information of residue positions that have a coevolutionary relationship. On the other hand, the eigenvectors define vectors defining the directions of variance, not the vectors that optimally separate the residues into statistically independent groupings. Indeed, there can be strong couplings between the residues contributing to different eigenvectors. To minimize this interaction between the groups, the significant eigenvectors (the eigenvectors with high weights, \( \tilde{V}_{1\ldots k^*} \)) are transformed into new components, which are maximally independent from each other.

\[ \tilde{V}_{1\ldots k^*} = W \tilde{V}_{1\ldots k^*} \]  

where \( W \) is a transformation matrix. This mathematical transformation is known as independent component analysis (ICA) \([62,63]\) and resulting residue groups are called independent components (ICs) \([34]\).
40 independent components are detected; however, only 34 of them have at least two residues in the groups. Therefore, six of them were not taken into account for the further analyses.

When the first eigenvalue is much larger than the remaining significant eigenvalues, it indicates that the first eigenvector is the “coherent” mode and it describes the contribution to all positions to the total correlation [33]. In our system, the first eigenvalue is 822, whereas the second highest is only 143, indicating the dominant first mode. As the first mode has the contributions from all positions, it was removed for the SCA matrix visualization and hierarchical clustering for a clearer detection of the covariation of the residue groups.

### 4.6 Hierarchical clustering of ICs

We performed hierarchical clustering based on average coupling scores of inter-ICs. In the coupling matrix \( \tilde{C}_{ij} \), the average coupling score of each square (scores of intra-ICs and inter-ICs) is calculated ending up with 34 x 34 size matrix (for the analysis after removal of some ICs, the size of the average-scored coupling matrix is 22 x 22).

Hierarchical clustering was applied on the average-coupling score matrix by scipy.cluster hierarchical clustering package where complete linkage calculations were performed on the average-coupling matrix as distance matrix and the clusters were generated from the calculated linkage matrix.

### 4.7 Sequence-position mapping

Covariation of the MSA matrix columns reveals the coupling between pairs of residue positions and ultimately the detection groups of co-evolving residues (i.e ICs). Similarly, covariation of the MSA matrix rows is expected to give information about groups of related sequences. I.e. the sequences, which have a high correlation between the rows of the MSA matrix, are the sequences with high amino acid sequence similarity.

Since both sequence correlations and position correlations are obtained from rows and columns (respectively) of the same matrix (MSA), they are related to each other by a mathematical approach known as singular value decomposition (SVD).

Basically, SVD is used to decompose any matrix into three matrices:

\[
X = U \Lambda V^T. \tag{10}
\]

Here, \( U \) carries the information about sequence similarities (rows-based analysis) and \( V \) carries information about position similarities (columns-based analysis). \( \Lambda \) is a diagonal matrix that carries information about which parts of the \( U \) and \( V \) matrices provide the “more important” contributions to the \( X \) matrix.

With a slight modification, the matrix \( U \), which carries the sequence similarity pattern, can be obtained from the alignment matrix, \( X \), and the position correlation matrix, \( V \):

\[
U = XV \Lambda^{-1} \tag{11}
\]

This means that we can obtain sequence similarity patterns specific to coevolved residue groups i.e. independent components. However, since we applied modifications on the positional correlations of the \( X \) matrix to obtain the coupling matrix (\( \tilde{C}_{ij} \)), we need to follow the same transformations.

\[
\tilde{U} = \tilde{x}V \tilde{\Lambda}^{-1/2} \tag{12}
\]
where $\tilde{x}$ is a compressed alignment matrix (from MxLx20 to MxL), $\tilde{V}$ and $\tilde{\Delta}$ are eigenvectors and eigenvalues of $\tilde{C}_{ij}$, respectively. And as the final step, the ICA transformation is applied:

$$\tilde{U}^p = W\tilde{U}$$

where $W$ is the same transformation matrix that was used to transform the top eigenvectors to independent components.

The final $\tilde{U}^p$ matrix carries the information of sequence divergence patterns of the coevolved residue groups (independent components). Therefore, this analysis allows us to map positional correlations onto sequences and thus this protocol is referred to as sequence-position mapping. For a more detailed explanation of the method please see [34].

4.8 Sequence clustering analysis.

Thr amino acids contributing to the ICs (ICs 1, 4, 6, 8 and 17) and the sequences of the domains (AT and KR) were clustered using ClustalW [64]. Clustering was performed using the neighbour-joining method (default setting). For visualization of the tree the ETE Toolkit [65] was used.
5 Supporting Information

S1 Fig. The Query Sequence Used for Constructing the MSA: DEBS module 1 plus KS2.

S2 Fig. As the number of sequences in the subsampled MSAs increases the similarity score converges to 1. 100 sequences in the subsampled MSAs are generally insufficient to achieve the same set of ICs as the source MSA. Increasing the number of sequences in the subsampled MSAs eventually gives a saturation point (Ms), the moment at which the similarity score stabilises as 1, which varies among the proteins.

S3 Fig. Some ICs can be detected successfully even when few sequences are used in the alignment. A light gray star indicates one occurrence in three replicas, a gray star indicates two occurrences in three replicas and a black star indicates three occurrences in three replicas.

S4 Fig. The reproducibility of an IC is independent of the length of the IC. The number of residues in an IC is plotted against the number of times the IC was detected in three samplings of 100 sequences from the MSA, i.e. when \( M' = 100 \).

S5 Fig. The similarity of ICs from subsampled MSAs to those in an MSA of 682 sequences of domain composition KS1_AT_KHR_ACP_KS2 only. As the number of sequences in the sub-sampled MSA increases so does the similarity of the ICs to that of the full alignment. The similarity score from subsampled MSAs is rises to a higher value.

S6 Fig. The similarity of ICs from subsampled MSAs to those from an MSA of 2245 sequences with sequence similarity to the DEBS1 (KS1_AT_KHR_ACP_KS2) sequence but varying domain composition. As the number of sequences in the sub-sampled MSA increases so does the similarity of the ICs to that of the full alignment. Increasing the number of sequences in the MSA to 2245 improves the agreement between the subsampled alignments and the full alignment, as compared to the data from the full alignment with 668 sequences (previous figure).

S7 Fig. SCA/sectors analysis revealed 34 coevolved residue groups (ICs) spanning one domain or multiple domains and linkers, which can be clustered based on some cross-coupling between the ICs. The clustering analysis (left side of the figure) was based on the average coupling score between the ICs. The distributions of the residues on each coevolved residue groups (independent component, IC) along the target sequence are shown. KS: Ketosynthase, AT: Acyltransferase, KAL: KS-AT linker, PAL1: post-AT linker 1, PAL2c: post-AT linker 2 conserved region, PAL2nc: post-AT linker 2 non-conserved region, KR: Ketoreductase structural integrity region, KRC: Ketoreductase catalytic region, ACP: acyl carrier protein, KS2: ketosynthase of module 2.

S8 Fig. Some ICs can be detected consistently even though the number of sequences in the alignments vary. ICs, which were detected fewer than or equal to three times in the overall bootstrapping analysis (ICs 9, 19, 20, 23, 24, 28, 29, 31, 32, 33, 34), and the one with two residues (IC_25) were removed from further analysis, resulting in 22 ICs of principle focus. A light gray star indicates one occurrence in three replicas,
a gray star indicates two occurrences in three replicas and a black star indicates three occurrences in three replicas.

**S9 Fig.** Inter and intra-coupling scores of 34 independent components (ICs) detected via SCA/sector analysis. The residues on the plot are grouped by IC so the axes cannot be read as amino acid sequential order. Some of the axes labels sit out of line with the other labels due to the very few members in that IC leading to too little space for the label. The colour key represents the scores from the SCA reconstructed without the first eigenvalue and eigenvector.

**S10 Fig.** ICs found using an MSA with sequences that must include a KR domain provided domain boundaries consistent with the analysis of the MSA with all sequences similar to the DEBS1 search term. The hierarchical clustering of the ICs is shown on the left of each panel. The residues in the upper panel are indicated only if they pass the threshold test for inclusion in a given IC, with each IC assigned its own colour. The residues in the lower panel are shaded according to their contribution to the IC, dark indicating a strong contribution, with values shown for all the residues for all ICs (i.e. no statistical test for inclusion has been applied in this panel). KS1: Ketosynthase of module 1, AT: Acyltransferase, KAL: KS-AT linker, PAL1: post-AT linker 1, PAL2c: post-AT linker 2 conserved region, PAL2nc: post-AT linker 2 non-conserved region, KRc: Ketoreductase catalytic region, ACP: Acyl carrier protein, KS2: Ketosynthase of module 2.

**S11 Fig.** Logos of the ICs with highly conserved amino acid positions, which cluster together in the hierarchical clustering. Sequence logos are shown for IC2, IC3, IC5, IC7, IC11, IC13.

**S12 Fig.** The average conservation score (Kullback-Leibler relative entropy) of the ICs. The average conservation score of an IC was determined by taking the average of the Kullback-Leibler relative entropy of all the positions in corresponding IC. The average conservation scores of ICs 2, 3, 5, 7, 11 and 13 are high.

**S13 Fig.** Highlighting the variation of amino acid type in the MSA columns associated with IC 2 and IC 3. The sequence positions associated with IC 2 or IC 3 were extracted from the MSA and filtered by hhfilter, from hhsuite [66], to have only sequences with ≥80% sequence ID with respect to each other, to highlight the diversity of amino acid type at the different positions. These were displayed as logos plots. (A) logos for IC2. (B) logos for IC3.

**S14 Fig.** High coupling between the catalytic residues of KS, ACP and KR domains was detected. The coupling matrix that only includes the residues detected in ICs 2, 3, 5, 7, 11 and 13 reveals high coupling between these ICs (A). The catalytic residues of the KS, ACP and KR domains are shown with blue, yellow and green stars in the coupling matrix (A) and high coupling can be seen when the catalytic residue coupling matrix is extracted (B). The axes are organised by grouping residues from the same IC, so do not represent the sequential order of the amino acids in the protein.

**S15 Fig.** Using only cis-AT sequences in the MSA provides similar AT domain boundaries to the whole MSA analysis. The hierarchical clustering of the ICs is shown on the left of each panel. The residues in the upper panel are indicated only if they pass the threshold test for inclusion in a given IC, with each IC assigned its...
own colour. The residues in the lower panel are shaded according to their contribution to the IC, dark indicating a strong contribution to the IC, with values shown for all the residues for all ICs (i.e. no statistical test for inclusion has been applied in this panel).

KS1: Ketosynthase of module 1, AT: Acyltransferase, KAL: KS-AT linker, PAL1: post-AT linker 1, PAL2c: post-AT linker 2 conserved region, PAL2nc: post-AT linker 2 non-conserved region, KRs: Ketoreductase structural region, KRc: Ketoreductase catalytic region, ACP: Acyl carrier protein, KS2: Ketosynthase of module 2.

**S16 Fig.** Sequence-position mapping based on domain compositions of the sequences in the MSA. In these graphs, if any two class of domain compositions are non-overlapping along an IC, it means the amino acid patterns within the IC are distinct between these compositions. Although for most of the ICs, there is no clear distinction, IC\textsubscript{4}, IC\textsubscript{6}, IC\textsubscript{8}, and IC\textsubscript{17} show separation of some domain compositions.

**S17 Fig.** Sequence-position mapping based on extender unit specificity of the AT domains. Separation of AT domains with different extender unit specificities is seen along ICs 1, 4, 6 and 8.

**S18 Fig.** Sequence clustering analysis related to the AT domain. Sequence clustering analysis of the whole AT domain sequences (A), positions of IC\textsubscript{4} (B) and positions of IC\textsubscript{8} (C) are shown. Different groups of sequences are presented with different colors; blue represents trans-AT sequences, red represents malonyl specific AT sequences, purple represents methylmalonyl specific AT sequences, cyan represents ethylmalonyl specific AT sequences, green represents sequences which could not be classified.

**S19 Fig.** Residues 760 and 763, contributing strongly to the separation of methylmalonyl and malonyl specific AT domains along IC\textsubscript{4}, are not highly conserved but have high coupling with residue 753 and are close in the protein structure. (A) The $C_{ij}^{mm}$ matrix reveals that positions 760 and 763 have strong coupling with position 753. (B) On a 3D model of the structure of the AT from DEBS1 (provided by Louis Woodhouse/Ruairi O'Brien), residues 753, 760 and 763 are close to each other. Highly abundant pairs for positions 760 and 753 in methylmalonyl-specific sequences are Trp-Phe, Leu-Tyr and Arg-Tyr (C); whereas a similar pattern is not observed for malonyl-specific sequences (D).

**S20 Fig.** Sequence-position mapping based on subtypes of the KR domain. Although for most of the ICs, there is no clear distinction in the sequence patterns of the different KR specificities, IC\textsubscript{17} shows some separation of subtypes.

**S21 Fig.** SCA analysis of the MSA generated based on the stepwise alignment of sequences with the same domain composition revealed ICs similar to the ICs detected with the original alignment protocol MSA.

**S1 Table.** Comparison of ICs from the full MSA and ICs from the MSA with sequences required to have a KR domain. Pairs of ICs are shown only if their similarity is higher than 0.7. ICs important for determination of the KR domain boundary are shown in bold.
S2 Table. Comparison of ICs from the full MSA and ICs from the MSA with only cis-AT sequences. Pairs of ICs are shown only if their similarity is higher than 0.7. ICs important for determination of the AT domain boundary are shown in bold.

S3 Table. Comparison of the ICs of from the original full MSA and the MSA generated based on the stepwise alignment of sequences with the same domain composition. Comparison is shown if the IC similarity is higher than 0.6. ICs important for the determination of domain boundaries or with distinct amino acid patterns in different domain sub-types are shown bold.

S4 Table. Comparison of ICs that determine the domain boundaries and the residues detected as functional in domain subtype specificity between the full MSA and the MSA generated based on domain composition.
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A) Graph showing the occurrence of various CoA species. The x-axis represents the sequence-position map ($\tilde{U}^p$), and the y-axis shows the occurrence count.

B) A circular graph depicting some data.

C) A bar chart and sequence alignment showing the specificity of methylmalonyl-CoA and malonyl-CoA.
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