Cardiovascular function and ballistocardiogram: a relationship interpreted via mathematical modeling
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Abstract

\textbf{Objective:} to develop quantitative methods for the clinical interpretation of the ballistocardiogram (BCG).

\textbf{Methods:} a closed-loop mathematical model of the cardiovascular system is proposed to theoretically simulate the mechanisms generating the BCG signal, which is then compared with the signal acquired via accelerometry on a suspended bed.

\textbf{Results:} simulated arterial pressure waveforms and ventricular functions are in good qualitative and quantitative agreement with those reported in the clinical literature. Simulated BCG signals exhibit the typical I, J, K, L, M and N peaks and show good qualitative and quantitative agreement with experimental measurements. Simulated BCG signals associated with reduced contractility and increased stiffness of the left ventricle exhibit different changes that are characteristic of the specific pathological condition.

\textbf{Conclusion:} the proposed closed-loop model captures the predominant features of BCG signals and can predict pathological changes on the basis of fundamental mechanisms in cardiovascular physiology.

\textbf{Significance:} this work provides a quantitative framework for the clinical interpretation of BCG signals and the optimization of BCG sensing devices. The present study considers an average human body and can potentially be extended to include variability among individuals.

\textbf{Keywords} — Ballistocardiogram, physically-based mathematical model, cardiovascular physiology, accelerometry, suspended bed.
1 Introduction

Ballistocardiography captures the signal generated by the repetitive motion of the human body due to sudden ejection of blood into the great vessels with each heartbeat [1]. The signal is called ballistocardiogram (BCG). Extensive research work by Starr and Noordergraaf showed that the effect of main heart malfunctions, such as congestive heart failure and valvular disease, would alter the BCG signal [1–3], thereby yielding a great potential for passive, noncontact monitoring of the cardiovascular status.

The original measurement device used by Starr and others was a lightweight bed suspended by long cables. The blood flow of a subject lying on the suspended bed resulted in the bed swinging; the capture of the swing was the BCG signal. This measurement device was impractical for standardized BCG measurements, especially compared to the electrocardiogram (ECG), which could be taken on virtually any platform using electric leads placed on the body in a standard configuration. The standardization of the ECG measurement has allowed clinical interpretation of the ECG waveform, such that it can be used to diagnose abnormalities in cardiac function.

Recently, there has been a resurgence of BCG research, as new sensing devices (e.g., in the form of bed sensors) allow easier, noninvasive capture of the BCG signal. In addition, the BCG offers advantages over the standardized ECG measurement, in that direct body contact is not required and the signal reflects the status of the larger cardiovascular system. These advantages provide intriguing possibilities of continuous passive monitoring of the cardiovascular system without requiring the patient to do anything.

There have been a variety of bed, chair, and other sensors proposed to capture the BCG; several are now available commercially [4–17]. Much of this work has focused on monitoring heart rate along with respiration rate from the accompanying respiration signal, and other parameters for tracking sleep quality. Recent work has also investigated the BCG waveform morphology for the purpose of tracking changes in cardiovascular health [2,18,19]. This offers a special relevance and significant potential in monitoring older adults as they age. Identifying very early signs of cardiovascular health changes provides an opportunity for very early treatments before health problems escalate; very early treatment offers better health outcomes and the potential to avoid hospitalizations [20,21].

One challenge in using the BCG waveform to track cardiovascular health changes is the lack of a standardized measurement device and protocol and, thus, the lack of uniform clinical interpretation of the BCG signal across the various sensing devices. Here, we offer a first step in addressing this challenge by building a theoretical BCG signal based on a novel closed-loop mathematical model of the cardiovascular system and predicting how the BCG signal would change in the presence of specific pathological conditions. Parameters of the model are calibrated on known physiological conditions for the average human body (see Appendix A). Subsequent work will include models for different BCG sensing systems. Thus, BCG signals captured by different sensing systems could be translated into a standard BCG signal for uniform clinical interpretation.

The paper is organized as follows. In Section 2, we review the background and related work. Section 3 describes the proposed mathematical model and our validation approach with a replica of Starr’s suspended bed built within the Center for Eldercare and Rehabilitation Technology at the University of
Missouri (see Fig. 1). Further details on the mathematical model are included in Appendix A. In Section 4, results are presented which compare the output of the proposed model to experimental waveforms from related work, as well as our own validation with a replica of the suspended bed. BCG signals associated with reduced contractility and increased stiffness of the left ventricle are also simulated and compared. Conclusions and future research directions are summarized in Section 5.

Figure 1: Replica of the original Starr’s suspended bed built within the Center for Eldercare and Rehabilitation Technology at the University of Missouri.

2 Background and related Work

Starr and Noordergraaf provided the theoretical foundations to interpret BCG signals by expressing the displacement of the center of mass of the human body as a function of the blood volumes occupying different vascular compartments at a given time during the cardiac cycle [1]. Specifically, the coordinate \( Y \) of the center of mass of the body along the head-to-toe direction at any given time \( t \) can be written as

\[
Y(t) = \frac{\rho_b}{M} \sum_{i=1}^{N} V_i(t) y_i + c, \tag{1}
\]

where \( \rho_b \) is the blood density, \( M \) is the body mass, \( N \) is the total number of vascular compartments in the model and \( c \) is a constant term representing the body frame. Each vascular compartment \( i \), with \( i = 1, \ldots, N \), is assumed to be located at the fixed coordinate \( y_i \) and to be filled with the blood volume \( V_i(t) \) at time \( t \). Since the term \( c \) in Eq. (1) is constant for a given person, the BCG signal associated with the center of mass displacement in the head-to-toe
The direction is defined as

\[
\text{BCG}_{\text{disp}}(t) := \frac{\rho_b}{M} \sum_{i=1}^{N} V_i(t) y_i .
\]  

(2)

The BCG signals associated with velocity and acceleration of the center of mass can be obtained via time differentiation as

\[
\text{BCG}_{\text{vel}}(t) := \frac{\rho_b}{M} \sum_{i=1}^{N} \frac{dV_i(t)}{dt} y_i ,
\]  

(3)

\[
\text{BCG}_{\text{acc}}(t) := \frac{\rho_b}{M} \sum_{i=1}^{N} \frac{d^2V_i(t)}{dt^2} y_i ,
\]  

(4)

respectively. In our body, the waveforms \(V_i(t)\) result from the complex interplay between the blood volume ejected from the heart, the resistance to flow that blood experiences across the cardiovascular system and the pressure distribution within it. Starr and Noordergraaf characterized the volume waveforms \(V_i(t)\) by means of experimental measurements at each location \(y_i\) [1]. In the present work, the waveforms \(V_i(t)\) are calculated by means of a mathematical model based on the physical principles governing vascular physiology, thereby paving the way to the use of quantitative methods to interpret BCG signals and identify cardiovascular abnormalities in a given patient.

The first computer-aided approach for quantitative interpretation of BCG signals was proposed by Noordergraaf et al in [22], where the electric analogy to fluid flow was leveraged to describe the motion of blood through the arterial system during the cardiac cycle and calculate the resulting BCG signal. Since then, only a few studies have been directed to the theoretical construction and interpretation of BCG signals. In [23], Wiard et al utilized a three-dimensional finite element model for blood flow in the thoracic aorta to show that the traction at the vessel wall appears of similar magnitude to recorded BCG forces. In [24], Kim et al proposed a simplified model based on the equilibrium forces within the aorta to show that blood pressure gradients in the ascending and descending aorta are major contributors to the BCG signal.

Despite their different approaches to blood flow modeling, the aforementioned studies share the common feature of focusing only on the arterial side of the cardiovascular system, thereby leading to open-loop models of the circulation. In reality, though, our blood circulates within a closed-loop system and, as a consequence, hemodynamic changes observed at the level of the major arteries might be the result of changes occurring elsewhere within the closed-loop system. For example, left ventricular heart failure leads to an increase in fluid pressure that is transferred back to the lungs, ultimately damaging the right side of the heart and causing right heart failure [25]. Another example is given by venothromboembolism, a disorder manifested by deep vein thrombosis and pulmonary embolism. Deep vein thrombosis occurs when a blood clot forms in a vein, most often in the leg, but they can also form in the deep veins of the arm, splanchnic veins, and cerebral veins [26]. A pulmonary embolism occurs when a clot breaks loose and travels to the pulmonary circulation, causing thrombotic outflow obstruction and a sudden strain on the right ventricle [27]. Sequelae of
such an event include decreased right ventricular cardiac output, poor overall cardiac output, and decreased systemic blood pressure.

In order to account for these important feedback mechanisms within our circulatory system, the present work aims at providing, for the first time, a quantitative interpretation of the BCG signal by means of a closed-loop mathematical model for the cardiovascular system. Several modeling approaches have been proposed in cardiovascular research, see e.g. [28–30]. In particular, some works have highlighted the non-negligible effect of the feedback wave within a closed-loop circuit, see e.g. [31–34]. We have leveraged the knowledge available in the modeling literature to develop a novel closed-loop model for the cardiovascular system that includes sufficient elements to reproduce theoretically the BCG signal and predict changes in the signal associated with specific pathological conditions. As a result, the proposed model holds promise to serve as a virtual laboratory where cardiovascular dysfunctions can be simulated and their manifestation on the BCG signal can be characterized.

3 Methods

In the next two sections we describe the closed-loop model for the construction and interpretation of BCG signals (Section 3.1), and the experimental methods employed to acquire BCG signals in our laboratory (Section 3.2).

3.1 Mathematical model

Blood circulation is modeled using the analogy between electric systems and hydraulic networks. In this context, electric potentials correspond to fluid pressure, electric charges correspond to fluid volumes and electric currents correspond to volumetric flow rates. The closed-loop model developed in this work consists of a network of resistors, capacitors, inductors, voltage sources and switches arranged into 4 main interconnected compartments representing the heart, the systemic circulation, the pulmonary circulation and the cerebral circulation, as reported in Fig. 2. The circuit nodes have been marked by thick black dots and numeric labels from 1 to 14 highlighted in different colors (yellow, orange, blue, green) to distinguish among the 4 circulatory compartments included in the model (heart, systemic circulation, pulmonary circulation, cerebral circulation, respectively). The anatomical meaning of the circuit nodes has been summarized in Table 1. In the model, resistors, capacitors and inductors represent hydraulic resistance, wall compliance and inertial effects, respectively. Variable capacitors, indicated with arrows in Fig. 2, are utilized to describe the wall viscoelasticity in large arteries and the nonlinear properties of the heart muscle fibers. Cerebral capillaries are assumed to be non-compliant as in [35]. The four heart valves are modeled as ideal switches. The ventricular pumps are modeled as time-dependent voltage sources. Ultimately, the model leads to a system of ordinary differential equations whose solution provides the time-dependent profiles of pressures and volumes at the circuit nodes and flow rates through the circuit branches. A detailed description of the mathematical model and the related model parameters is given in Appendix A.

The closed-loop model is utilized to construct the BCG signal theoretically by substituting in Eqs. (2)-(4) the volume waveforms computed via the solu-
Table 1: Anatomical meaning of the circuit nodes

| NODE | COMPARTMENT | SEGMENT               | y [cm] |
|------|-------------|-----------------------|--------|
| 1    | Heart       | Left Ventricle        | 0.5    |
| 2    | Systemic    | Ascending Aorta       | -2     |
| 3    | Systemic    | Aortic Arch           | -7     |
| 4    | Systemic    | Thoracic Aorta        | 20     |
| 5    | Systemic    | Abdominal Aorta       | 35     |
| 6    | Systemic    | Iliac arteries        | 45     |
| 7    | Systemic    | Small arteries        | -      |
| 8    | Systemic    | Capillaries           | -      |
| 9    | Systemic    | Veins                 | -      |
| 10   | Heart       | Right Ventricle       | 0.5    |
| 11   | Pulmonary   | Pulmonary Arteries    | -5     |
| 12   | Pulmonary   | Capillaries           | -      |
| 13   | Pulmonary   | Veins                 | -      |
| 14   | Cerebral    | Cerebral Arteries     | -10    |
| 15   | Cerebral    | Veins                 | -      |

The calculation of the BCG signal requires the values of the $y$-coordinate representing the distance of each compartment of interest from an ideal plane through the heart, as depicted in Fig. 2. The values adopted in this work are summarized in Table 1. The mathematical model has been implemented in OpenModelica [36], an open-source Modelica-based modeling and simulation environment intended for industrial and academic studies of complex dynamic systems. Model results have been obtained using a differential algebraic system solver, DASSL [37], with a tolerance of $10^{-6}$ and a time step of 0.001 s. We simulated 8 cardiac cycles, each lasting 0.8 s, for a total simulation time of 6.4 s, in order to obtain a periodic solution. Simulation results were post-processed using Matlab [38], a commercial software to analyze data, develop algorithms and implement mathematical models. The results reported in Section 4 correspond to the last of the 8 simulated cardiac cycles.

3.2 Experimental Methods

A replica of the original suspended bed used by Starr, shown in Fig. 1, was built within the Center for Eldercare and Rehabilitation Technology at the University of Missouri and was equipped with a three-axis accelerometer from Kionix Inc [39] with sensitivity of 1000 mV/g within the range of ±2g. One healthy male subject of age 33, weight 78 kg and height 178 cm, lay on the bed in the supine position for approximately 10 minutes. A pulse transducer from ADInstruments was wrapped around the ring finger of the subject’s left hand; the pulse transducer detects expansion and contraction of the finger circumference...
Figure 2: Schematic representation of the closed-loop model describing the flow of blood through the circulatory system. The model leverages the electric analogy to fluid flow, where resistors, capacitors and inductors represent hydraulic resistance, compliance and inertial effects, respectively. Arrows represent variable elements. The model comprises 4 main interconnected compartments: (i) the heart, where the valves are represented by ideal switches and the ventricular pumps are modeled by means of voltage sources; (ii) the systemic circulation, where the arterial segments from the ascending aorta to the iliac arteries are modeled in great detail because of their relevance to the BCG signal; (iii) the pulmonary circulation, which starts with the pulmonary artery at the right ventricle and converges into the left atrium; and (iv) the cerebral circulation, which branches from the aortic arch and converges into the systemic venous system. The circuit nodes have been marked by thick black dots and numeric labels from 1 to 14 highlighted in different colors (yellow, orange, blue, green) to distinguish among the 4 circulatory compartments included in the model (heart, systemic circulation, pulmonary circulation, cerebral circulation, respectively). Numerical labels in fuller color tones and square frames identify the circuit nodes utilized for the computation of the BCG signal. Arterial pressure and volume waveforms simulated via the closed-loop model are also included.
due to changes in blood pressure. The signals from the three-axis accelerometer and the pulse transducer have been collected simultaneously using an ADInstruments PowerLab Data Acquisition system at the rate of 1000 samples per second.

The data acquired on the subject were processed in order to extract a representative BCG waveform, or template, over a cardiac cycle. Due to the importance that specific choices for segmentation, filtering and alignment have on the resulting BCG template, we proceed by providing the details of our signal processing method. Local peaks of the pulse waveforms have been used as the reference for heartbeat activities, and segmentation of the BCG waveforms. Beats of length larger than 1.5 s or less than 0.4 s, corresponding to 40 and 150 beats per minute (bpm), respectively, were considered abnormal and were removed in the preprocessing. As mentioned in Section 1, the main focus of this study is the $y$-axis signal of the accelerometer since it provides the experimental waveform of BCG$_{acc}(t)$ defined in Eq. (4). A band-pass Butterworth filter with cut-off frequencies at 0.7 Hz to 15 Hz was applied to eliminate low frequency respiratory base line and high frequency noises. The resulting acceleration signal has been segmented based on the timings previously acquired from the pulse transducer. Since the heart rate is naturally subject to variations, the length of each BCG cycle was not constant over the approximately 10 minutes of data acquisition. Thus, after removal of the outliers, the signals were cut and re-sampled to the median length of all, which resulted in 83 bpm for the subject under consideration.

The work by Starr and Noordergraaf in at page 52, Fig. 4.3, was based on a cardiac cycle of 0.8 s, corresponding to 75 bpm. For the ease of comparison, we re-sampled our data to match the length of 0.8 s for the cardiac cycle. In order to further remove potential confounding effects due to respiratory movements, the mean was subtracted from each waveform, thereby making it zero-mean. Then, all waveforms were aligned to the median one, based on their cross-correlation value. All waveforms with correlation below 0.4 and lag-time above 0.4 s were considered to be motion artifacts and removed from the analysis. The signals for velocity and displacement BCGs were obtained by integration starting from the acceleration waveform.

4 Results

The capability of the proposed closed-loop model to capture some of the main features of the cardiovascular system is assessed in Section 4.1. The comparison between BCG signals predicted theoretically via the closed-loop model and measured experimentally via the accelerometer on the suspended bed is presented in Section 4.2. Simulated BCG signals in the case of reduced contractility and increased stiffness of the left ventricle are compared in Section 4.3.

4.1 Cardiovascular physiology

A qualitative description of left ventricular function is shown in Fig. 3, which reports the volume-pressure relationship in the left ventricle during one cardiac cycle simulated via the closed-loop model. Results show that the model correctly captures the four basic phases of ventricular function: ventricular filling (phase
Figure 3: Volume-pressure relationship in the left ventricle during one cardiac cycle simulated via the closed-loop model. The model captures the four phases of ventricular function: ventricular filling (phase a), isovolumetric contraction (phase b), ejection (phase c), and isovolumetric relaxation (phase d) [41].

Another qualitative representation of ventricular function is given by the Wiggers diagram, where the volume waveform of the left ventricle is portrayed together with the pressure waveforms of the left ventricle and the ascending aorta. The Wiggers diagram simulated via the closed-loop model (see Fig. 4) shows the typical features of isovolumetric contraction and relaxation exhibited by physiological waveforms [41].

Quantitative parameters describing cardiovascular physiology include end-diastolic volume (EDV), end-systolic volume (ESV), stroke volume (SV), cardiac output (CO) and ejection fraction (EF) associated with the left and right ventricles. EDV and ESV are computed as the maximum and minimum values of the ventricular volumes during the cardiac cycle, respectively, and their difference gives SV, namely \( SV = EDV - ESV \). The relative difference between EDV and ESV gives \( EF = 100 \times \frac{EDV - ESV}{EDV} \), which can also be written as \( EF = 100 \times \frac{SV}{EDV} \). Then, denoting by \( T_c \) the length of the heartbeat measured in seconds, the heart rate \( HR \) and the cardiac output \( CO \) are computed as \( HR = 60/T_c \) and \( CO = HR \times \frac{SV}{1000} \). Table 2 provides the values of these parameters for the left and right ventricles as reported in the clinical literature and simulated via the closed-loop model. Specifically, the clinical studies in [42] and [43] utilized cardiovascular magnetic resonance to assess left and right ventricular functions on 120 healthy individuals. All the simulated values fall within the ranges reported in the clinical literature, thereby validating the capability of the closed-loop model to capture the main features of the heart function. The pressure and volume waveforms pertaining to the main segments of the systemic arteries simulated via the closed-loop model are reported in Fig. 2. Results show that the model captures the typical features of peak magnifica-
Figure 4: Wiggers diagram simulated via the closed-loop model. Results show the typical features of isovolumetric contraction and relaxation [41].

| PARAMETER     | UNIT       | NORMAL CLINICAL RANGE | CLOSED-LOOP MODEL |
|---------------|------------|-----------------------|-------------------|
|               | Left Ventricle | Right Ventricle | Left Ventricle | Right Ventricle |
| End-Diastolic Volume (EDV) | 142 (102,183) [42] | 144 (98,190) [43] | 155.6 | 157.7 |
| End-Systolic Volume (ESV) | 47 (27,68) [42] | 50 (22,78) [43] | 67.3 | 68.8 |
| Stroke Volume (SV) | 95 (67, 123) [42] | 94 (64, 123) [43] | 88.2 | 88.8 |
| Cardiac Output (CO) | 4-8 [44] | 4-8 [44] | 6.6 | 6.6 |
| Ejection Fraction (EF) | 67 (58, 76) [42] | 66 (54, 78) [43] | 56.7 | 56.3 |

In Fig. 5, the simulated pressure waveforms are compared with experimental measurements at different sites along the arterial tree. In particular, we compare the results of our simulations with those presented by: (i) Davies et al [46,47], where sensor-tipped intra-arterial wires are used to measure pressure in nearly 20 subjects (age, 35-73 years) at 10 cm intervals along the aorta, starting at the aortic root; (ii) Parker [48], where aortic pressures at 10, 20, 30, 40, 50 and 60 cm
downstream from the aortic valve are reported; and (iii) Epstein et al [49], where arterial theoretical waveforms are generated via a one-dimensional arterial network model. For the ease of comparison, all the waveforms have been normalized to a unitary amplitude and have been rescaled in time to last 0.8 s. Fig. 5 shows a good agreement between theoretical and experimental waveforms for the ascending aorta, the common carotid artery, the aortic arch and the thoracic aorta. The theoretical waveform predicted for the abdominal aorta agrees well with the results by Davies et al, which appear to differ from Parker’s results particularly in the systolic part of the cardiac cycle. The diastolic part of the theoretical waveform for the iliac artery agrees well with the one reported by Parker, whereas the theoretical systolic part appears to be shorter than the experimental ones. This difference might be due to the fact that our model lumps in a single compartment all the iliac segments, namely right and left common, external and internal iliac arteries.

Figure 5: Pressure waveforms simulated via the closed-loop model (red) are compared with (i) experimental measurements reported by Parker [48] (black) and Davies et al [46,47] (blue); and (ii) theoretical simulations generated via a one-dimensional arterial network by Epstein et al [49] (magenta).

Overall, the results presented in this section provide evidence of the capability of the proposed closed-loop model to capture prominent features of cardiovascular physiology and support the utilization of the model output to construct a theoretical BCG, as discussed next.

4.2 Theoretical and experimental ballistocardiograms

The volume waveforms simulated using the closed-loop model (see Fig. 2) can be substituted in Eq. (2) to calculate theoretically the waveform \( BCG_{\text{disp}}(t) \) associated with the displacement of the center of mass. The BCG waveforms for velocity and acceleration, namely \( BCG_{\text{vel}}(t) \) and \( BCG_{\text{acc}}(t) \), are obtained from \( BCG_{\text{disp}}(t) \) via discrete time differentiation. Following [1,22,50], the BCG waveforms are reported by means of the auxiliary functions \( f_D(t) \), \( f_V(t) \) and \( f_A(t) \).
defined as

\[ f_D(t) := M \cdot BCG_{\text{disp}}(t) = \rho_b \sum_{i=1}^{N} V_i(t)y_i \quad \text{[g cm]} \]

\[ f_V(t) := M \cdot BCG_{\text{vel}}(t) = \rho_b \sum_{i=1}^{N} \frac{dV_i(t)}{dt} y_i \quad \text{[g cm s}^{-1}] \]

\[ f_A(t) := M \cdot BCG_{\text{acc}}(t) = \rho_b \sum_{i=1}^{N} \frac{d^2V_i(t)}{dt^2} y_i \quad \text{[dyne]} \]

The auxiliary functions are independent of the value of the mass \( M \) and, as a consequence, they allow for a fair comparison between BCG waveforms reported in different studies.

![Waveform](image)

Figure 6: Waveform \( f_A \) simulated via the closed-loop model over one cardiac cycle. The waveform exhibits the typical I, J, K, L, M and N peaks and valleys that characterize BCG signals measured experimentally.

Fig. 6 reports \( f_A(t) \) simulated via the closed-loop model over one cardiac cycle. The waveform exhibits the typical I, J, K, L, M and N peaks and valleys that characterize BCG signals measured experimentally [1, 4, 24], thereby confirming the capability of the closed-loop model to capture the fundamental cardiovascular mechanisms that give rise to the BCG signal.

A quantitative comparison between the simulated BCG waveforms pertaining to displacement, velocity and acceleration of the center of mass is reported in Fig. 7 by means of the auxiliary functions \( f_D, f_V \) and \( f_A \). The waveforms simulated via the closed-loop model are compared with (i) the theoretical results presented by Noordergraaf and Heynekamp [50], where we calculated velocity and acceleration waveforms via time differentiation of the reported signal for the displacement; (ii) the experimental results obtained by Inan et al utilizing a modified weighing scale [4, 6]; (iii) the experimental results obtained by Kim et al utilizing direct pressure measurements [24]; and (iv) the experimental results obtained by our group utilizing an accelerometer on a suspended bed (see Section 3.2), where we utilized the mass \( M = 87 \text{Kg} \) of the study subject to
Figure 7: BCG waveforms for displacement ($f_D$), velocity ($f_V$) and acceleration ($f_A$) simulated via the closed-loop model are compared with the theoretical waveforms calculated by Noordergraaf and Heynekamp [50] and the experimental waveforms obtained by Inan et al [4], Kim et al [24] and our group. A time shift has been applied in order to align the waveforms for ease of comparison.

The results in Fig. 7 confirm that the BCG waveforms simulated via the closed-loop model are of the same order of magnitude as those reported in previous theoretical and experimental studies for all three aspects of the body motion, namely displacement, velocity and acceleration. The figure also shows that theoretical and experimental BCG waveforms obtained by different authors exhibit similar trends, typically marked by the peaks reported in Fig. 6, but differ in the precise timing of these peaks and in their magnitude. Such differences might be due to physiological variability of cardiovascular parameters among individuals, for example associated with age, gender and ethnicity [42,43,51], and to different techniques utilized to acquire the BCG signal, such as the modified weighing scale and the accelerometer on the suspended bed. In this perspective, the closed-loop model presented in this work could be used to perform a sensitivity analysis to identify the cardiovascular parameters that influence the BCG signal the most. In addition, the output of the proposed closed-loop model could be coupled with models describing the functioning principles of the specific measuring device in order to better interpret the acquired BCG signal.

4.3 Towards a clinical interpretation of ballistocardiograms

The proposed closed-loop model can be used to predict how the BCG signal will be altered by specific pathological conditions, thereby providing a quantitative method to identify and characterize BCG changes bearing specific clinical relevance. As an example, we simulate a reduced capability of the left ventricle to contract properly by decreasing the value of the parameter $q_L$ in the activation function $q_L(t)$ of Eq. (6g). This condition is associated with left-sided heart failure with reduced ejection fraction (HFrEF), also known as systolic failure. As another example, we simulate a reduced capability of the left ventricle to
relax properly during diastole by increasing the value of the parameter ELD in the elastance function of Eq. (6e). This condition is associated with left-sided heart failure with preserved ejection fraction (HFpEF), also known as diastolic failure. We emphasize that we are not currently accounting for any remodeling phenomena that occur as heart failure persists; thus, the numerical simulations reported below are indicative of heart failure in its early stages.

Figure 8: Simulated values of cardiac output (CO), stroke volume (SV), end diastolic pressure (EDP) and ejection fraction (EF) in the left ventricle (LV) for decrements in $q_L$ (red) and increments in ELD (black) up to 75%, with baseline values corresponding to 0% change.

Fig. 8 reports the simulated values of cardiac output (CO), stroke volume (SV), end diastolic pressure (EDP) and ejection fraction (EF) in the left ventricle (LV) for decrements in $q_L$ (red curves) and increments in ELD (black curves) up to 75% with respect to baseline. Here, baseline values correspond to 0% change. Regardless of whether $q_L$ is decreased or ELD is increased, the model predicts a decrease in CO and SV and an increase in EDP, as it happens in heart failure [52]. Furthermore, EF is predicted to decrease as $q_L$ decreases, as clinically observed in HFrEF, and to remain almost constant as ELD increases, as clinically observed in HFpEF [52]. As mentioned in Section 2, left-sided heart failure leads to an increase in fluid pressure in the lungs and in the right ventricle, ultimately damaging the right side of the heart. Thanks to its closed-loop architecture, our cardiovascular model is able to capture this feedback phenomenon (Fig. 9), thereby holding promise to serve as a virtual laboratory where other complex pathologies of the cardiovascular system can be simulated and their manifestations on the BCG signal can be characterized.

The simulated BCG waveforms associated with reduced $q_L$ and increased ELD are reported in Fig. 10 by means of the auxiliary functions $f_D$, $f_V$ and $f_A$, which are indicative of displacement, velocity and acceleration of the center of mass of the human body. As $q_L$ decreases, the $f_D$ waveform exhibits major changes in shape including a flatter profile and a time shift of its peaks and valleys with respect to baseline. The shape changes in the $f_D$ waveform are
Figure 9: Simulated values of end-diastolic pressure (EDP) in the right ventricle (RV) and the pulmonary artery for decrements in $q_L$ (red) and increments in ELD (black) up to 75%, with baseline values corresponding to 0% change.

Figure 10: Simulated BCG waveforms for displacement ($f_D$), velocity ($f_V$) and acceleration ($f_A$) associated with reduced $q_L$ and increased ELD are reported for baseline values (black), 25% changes (blue), 50% changes (magenta) and 75% changes (red) in $q_L$ (left) and ELD (right).

naturally inherited by the $f_V$ and $f_A$ waveforms since they are obtained via time differentiation. Conversely, as ELD increases, the $f_D$ waveform shows an overall decrease in magnitude without any major shape change. Thus, the $f_V$ and $f_A$ waveforms show only a slight change in the magnitude of peaks and valleys without major changes in their timing. The information on the expected traits and magnitudes of BCG changes associated with specific conditions can help optimize the design of BCG sensors in order to better capture changes in the signal that are indicative of specific pathologies. Several studies reported changes in BCG signals in relation to cardiac dysfunctions [53–55]. Our work provides a novel method to characterize BCG changes due to specific pathological conditions, thereby setting the foundations for a quantitative approach to the clinical interpretation of BCG signals.
5 Conclusions

The proposed closed-loop model captures the predominant features of cardiovascular physiology giving rise to the BCG signal and provides a novel method to characterize BCG changes due to specific pathological conditions. To the best of our knowledge, this work provides the first theoretical interpretation of BCG signals based on a physically-based (biophysical), mathematical closed-loop model of the cardiovascular system. The proposed closed-loop model could be further improved by coupling it with existing open models for the arterial side of the circulation, e.g. [49, 56]. In addition, the model does not currently account for the natural variability of: (i) relative motion of anatomical locations during the cardiac cycle; and (ii) model parameters among individuals. As a first step, we plan to perform a sensitivity analysis to identify the model parameters whose variation would induce significant changes in the BCG waveform, see e.g. [57].

The physically-based BCG modeling described in this paper integrates well with our prior work in monitoring older adults noninvasively and longitudinally in the home setting. Our in-home sensor system automatically generates health messages that indicate early signs of health change, thereby allowing for very early treatment, which has been shown to produce better health outcomes [20,21]. Several parameters are tracked currently, including in-home gait patterns [58], overall activity level [58–60], heart rate and respiration rate [13,61], blood pressure [18], and sleep patterns [62,63]. The proposed model will be used to enhance the data analysis systems for in-home sensors and improve the accuracy in the detection of deteriorating health conditions, in a continuing effort to provide better healthcare options for our aging population.

A Mathematical Formulation of Closed-Loop Model

The closed-loop model in Fig. 2 can be written as a system of ordinary differential equations (ODEs) of the form

\[
\mathcal{M}(Y(t)) \frac{dY(t)}{dt} = \mathcal{A}(Y(t))Y(t) + b(Y(t)) \quad t \in [0, T]
\]

where \( Y \) is the \( m \)-dimensional column vector of unknowns, \( \mathcal{M} \) and \( \mathcal{A} \) are \( m \times m \) tensors and \( b \) is the \( m \)-dimensional column vector of given forcing terms. We anticipate that \( \mathcal{M}, \mathcal{A} \) and \( b \) nonlinearly depend on the vector of state variables \( Y \). The specific expressions for \( Y, \mathcal{M}, \mathcal{A} \) and \( b \) follow from the constitutive equations characterizing the circuit elements and the Kirchhoff laws of currents and voltages.

The types of electrical elements included in the closed-loop model are summarized in Fig. 11. The constitutive laws characterizing each element are detailed below.

- **Linear resistor** (Fig. 11(a)): the hydraulic analog to Ohm’s law states that the volumetric flow rate \( Q \) is proportional to the pressure difference \( P_0 - P_1 \) across the resistor, namely

\[
Q = \frac{(P_0 - P_1)}{R},
\]
Figure 11: Electrical elements included in the closed-loop model: (a) linear resistor; (b) linear resistor with ideal switch; (c) linear capacitor; (d) variable capacitor for arterial viscoelasticity; (e) variable capacitor for ventricular elasticity; (f) voltage source; (g) linear inductor.

Table 3: Parameter values for the closed-loop model

| Heart | $R_a = 0.8$ s | $q_a = 2r$ | $ERL = 1.375$ mmHg cm$^{-3}$ s$^{-1}$ | $ERS = 0.23$ mmHg cm$^{-3}$ s$^{-1}$ | $T_c = 0.4$ s | $q_c = 2r$ | $R_c = 0.009$ mmHg cm$^{-3}$ s$^{-1}$ | $R_h = 0.0175$ mmHg cm$^{-3}$ s$^{-1}$ | $T_e = 0.08$ s | $URO = 56$ mmHg | $UBO = 24$ mmHg | $ERO = 0.04$ mmHg cm$^{-3}$ | $T_i = 0.45$ s |
|-------|---------------|-------------|-------------------------------------|-------------------------------------|---------------|-------------|-------------------------------------|-------------------------------------|---------------|---------------|---------------|-----------------|---------------|
| Systemic Circulation | $R_b = 0.00003111$ mmHg cm$^{-3}$ s$^{-1}$ | $R_{b0} = 0.000014127$ mmHg cm$^{-3}$ s$^{-1}$ | $R_{b0} = 0.00020257$ mmHg cm$^{-3}$ s$^{-1}$ | $R_{s0} = 0.00075$ mmHg cm$^{-3}$ s$^{-1}$ | $C_2 = 0.1301868$ cm$^{-3}$ mmHg$^{-1}$ | $C_3 = 0.0414069$ cm$^{-3}$ mmHg$^{-1}$ | $C_4 = 0.4750479$ mmHg$^{-1}$ | $C_5 = 0.6$ cm$^3$ mmHg$^{-1}$ | $L_2 = 0.00131975$ mmHg$^{-2}$ s$^{-1}$ | $L_2 = 0.002925$ mmHg$^{-2}$ s$^{-1}$ | $L_3 = 0.00851999$ mmHg$^{-2}$ s$^{-1}$ | $L_4 = 0.000604$ mmHg$^{-2}$ s$^{-1}$ | $L_4 = 0.00336022$ mmHg$^{-2}$ s$^{-1}$ |
| Pulmonary Circulation | $R_{b0} = 0.000751$ mmHg cm$^{-3}$ s$^{-1}$ | $R_{b0} = 0.000137654$ mmHg cm$^{-3}$ s$^{-1}$ | $R_{b0} = 0.000265297$ mmHg cm$^{-3}$ s$^{-1}$ | $R_{s0} = 0.00075$ mmHg cm$^{-3}$ s$^{-1}$ | $C_2 = 0.1301868$ cm$^{-3}$ mmHg$^{-1}$ | $C_3 = 0.0414069$ cm$^{-3}$ mmHg$^{-1}$ | $C_4 = 0.4750479$ mmHg$^{-1}$ | $C_5 = 0.6$ cm$^3$ mmHg$^{-1}$ | $L_2 = 0.00131975$ mmHg$^{-2}$ s$^{-1}$ | $L_2 = 0.002925$ mmHg$^{-2}$ s$^{-1}$ | $L_3 = 0.00851999$ mmHg$^{-2}$ s$^{-1}$ | $L_4 = 0.000604$ mmHg$^{-2}$ s$^{-1}$ | $L_4 = 0.00336022$ mmHg$^{-2}$ s$^{-1}$ |

where $R$ is the hydraulic resistance.

- **Linear resistor with ideal switch** (Fig. 11(b)): in this element, often utilized to model heart valves [64, 65], the switch is completely open as soon as the pressure difference $P_0 - P_1$ is positive and completely closed otherwise, namely

$$Q = \sigma_{P_0 - P_1} \frac{(P_0 - P_1)}{R},$$

where $\sigma_{P_0 - P_1} = 1$ if $P_0 - P_1 > 0$, equal to 0 otherwise.

- **Linear capacitor** (Fig. 11(c)): the time rate of change of the fluid volume
$V$ stored in a capacitor equals the volumetric flow rate $Q$, namely

$$\frac{dV}{dt} = Q. \quad (6c)$$

In the case of linear capacitor, the volume $V$ and the pressure difference $P_0 - P_1$ are related by a proportionality law, namely $V = C(P_0 - P_1)$, where $C$ is a positive constant called capacitance.

- **Variable capacitor for arterial viscoelasticity** (Fig. 11(d)): the law for the capacitor stated by Eq. (6c) is coupled with the following differential relationship between the pressure difference $P_0 - P_1$ and the fluid volume $V$

$$P_0 - P_1 = \frac{V}{C} + \gamma \frac{dV}{dt} \quad (6d)$$

where $C$ and $\gamma$ are positive constants. Relationship (6d) corresponds to adopting a linear viscoelastic thin shell model for the arterial walls, as in [66,67].

- **Variable capacitor for ventricular elastance** (Fig. 11(e)): the law for the capacitor stated by Eq. (6c) is coupled with a relationship between the pressure difference $P_0 - P_1$ and the fluid volume $V$ of the form $P_0 - P_1 = E(t)V$, where $E(t)$ is a given function of time modeling the complex biomechanical properties of the ventricular wall. Following [64], we assume

$$E_L(t) = ELD + ELS a_L(t), \quad (6e)$$

$$E_R(t) = ERD + ERS a_R(t), \quad (6f)$$

where $ELD$, $ELS$, $ERD$ and $ERS$ are given constants characterizing the systolic and diastolic elastances of the left and right ventricles, whereas $a_L(t)$ and $a_R(t)$ are the activation functions characterizing the ventricle contractions [64]. The activation functions are defined as

$$a_L(t) = \frac{\tanh(qL t_a) - \tanh(qL t_b)}{2} \quad \text{if } t_m < T_s$$

$$a_R(t) = \frac{\tanh(qR t_a) - \tanh(qR t_b)}{2} \quad (6g)$$

if $t_m < T_s$, where $T_s$ is the length of the systolic part of the cardiac cycle, and equal to 0 otherwise. Here, $t_m = \text{mod}(t, T_c)$, $t_a = t_m - T_a$ and $t_b = t_m - T_b$, where $T_c$ is the length of one cardiac cycle and $T_a$ and $T_b$ are given time constants characterized via electrocardiography. Specifically, $T_a$ corresponds to the T wave peak time and $T_b$ corresponds to the T wave offset time [68] with respect to the R wave peak.

- **Voltage source** (Fig. 11(f)): the hydraulic analog of a voltage source is an element that imposes the nodal pressure as $P_1(t) = U(t)$, where $U(t)$ is a given function. Following [64], we assume $U_L(t) = ULO a_L(t)$ and $U_R(t) = URO a_R(t)$, where $ULO$ and $URO$ are positive constants and $a_L(t)$ and $a_R(t)$ are given in Eq. (6g).
• **Linear inductor** (Fig. 11(f)): the time rate of change of the volumetric flow rate $Q$ is related to the pressure difference $P_0 - P_1$ by the following proportionality law

$$L \frac{dQ}{dt} = P_0 - P_1$$

where $L$ is a positive constant.

The parameter values for each of the circuit elements are reported in Table 3. The parameter values pertaining to the heart, the systemic microcirculation and the pulmonary circulation have been adapted from [64]. The parameter values pertaining to the main arteries have been computed using the following constitutive equations:

$$R = \frac{8\pi l \eta}{S^2}, \quad L = \frac{\rho_b l}{S}, \quad C = \frac{3l S (a + 1)^2}{E (2a + 1)}, \quad \gamma = \frac{\delta}{C},$$

where $a = r/h$ is the ratio between vessel radius $r$ and wall thickness $h$, $l$ is the vessel length, $S = \pi r^2$ is the vessel cross-sectional area, $\rho_b$ is the blood density, $\eta$ is the blood viscosity, $E$ and $\delta$ are the Young modulus and the viscoelastic parameter characterizing the vessel wall. In this work, we have assumed $\rho_b = 1.05$ g cm$^{-3}$, $\eta = 0.035$ g cm$^{-1}$ s$^{-1}$, $E = 4 \cdot 10^6$ dyne cm$^{-2}$ and $\delta = 1.56 \cdot 10^{-3}$ s. The values of the remaining geometrical parameters utilized to determine $R$, $L$, $C$ and $\gamma$ for each of the main arterial segments have been adapted from [22] and [66] and are reported in Table 4.

### Table 4: Geometrical parameters for the main arterial segments

| Arterial Segment       | $l$ [cm] | $r$ [cm] | $h$ [cm] |
|------------------------|----------|----------|----------|
| Ascending Aorta        | 4        | 1.44     | 0.158    |
| Aortic Arch            | 5.9      | 1.25     | 0.139    |
| Thoracic Aorta         | 15.6     | 0.96     | 0.117    |
| Abdominal Aorta        | 15.9     | 0.85     | 0.105    |
| Iliac artery           | 5.8      | 0.52     | 0.076    |
| Carotid artery         | 20.8     | 0.39     | 0.064    |

Let us define the vector $Y(t)$ of the circuit unknowns in Eq. (5) as the column vector

$$Y(t) = [V(t); Q(t)]^T,$$

where the two row vectors $V$ and $Q$ are defined as

$$V(t) = \begin{bmatrix} V_L(t), & V_2(t), & V_3(t), & V_4(t), & V_5(t), & V_6(t), & V_7(t), & V_8(t), & V_9(t), & V_R(t), & V_{11}(t), & V_{12}(t), & V_{13}(t), & V_{14}(t), & V_{15}(t) \end{bmatrix}$$

$$Q(t) = \begin{bmatrix} Q_3(t), & Q_4(t), & Q_5(t), & Q_6(t), & Q_7(t), & Q_8(t), & Q_9(t), & Q_{12}(t), & Q_{13}(t), & Q_{14}(t), & Q_{15}(t) \end{bmatrix}.$$

The symbols $V_L$ and $V_R$ denote the fluid volume stored in the variable capacitors for ventricular elastance characterized by $E_L$ and $E_R$, respectively; the symbols
\[ V_i, \ i = 2, \ldots, 6 \text{ and } i = 14 \] denote the fluid volume stored in the variable capacitors for arterial viscoelasticity characterized by \( C_i \) and \( \gamma_i \); the symbols \( V_i, \ i = 7, \ldots, 9 \) and \( i = 15 \) denote the fluid volume stored in the linear capacitors characterized by \( C_i \); the symbols \( Q_i, \ i = 3, \ldots, 9 \) and \( i = 12, \ldots, 15 \), denote the volumetric flow rate through the inductor characterized by \( L_i \). The nonlinear system of ODEs (5) is derived by:

1. writing Kirchhoff’s current laws (KCLs) for each of the 15 nodes marked on the circuit in Fig. 2;
2. writing Kirchhoff’s voltage laws (KVLs) for each of the 11 circuit branches containing an inductor;
3. substituting the constitutive equations (6) in the KCLs and KVLs.

Table 5: Initial conditions for the time-dependent model simulations

| VARIABLE | VALUE       | VARIABLE | VALUE       |
|----------|-------------|----------|-------------|
| \( V_1 \) | 71.2700 cm³ | \( Q_3 \) | 1.68 cm³ s⁻¹ |
| \( V_2 \) | 73.5486 cm³ | \( Q_4 \) | 1.9961 cm³ s⁻¹ |
| \( V_3 \) | 71.9746 cm³ | \( Q_5 \) | 1.1861 cm³ s⁻¹ |
| \( V_4 \) | 71.9983 cm³ | \( Q_6 \) | 9.0367 cm³ s⁻¹ |
| \( V_5 \) | 71.9327 cm³ | \( Q_7 \) | 17.8121 cm³ s⁻¹ |
| \( V_6 \) | 72.2213 cm³ | \( Q_8 \) | 19.1462 cm³ s⁻¹ |
| \( V_7 \) | 80.9077 cm³ | \( Q_9 \) | 67.359 cm³ s⁻¹ |
| \( V_8 \) | 70.537 cm³  | \( Q_{10} \)| 0.7861 cm³ s⁻¹ |
| \( V_9 \) | 3.3268 cm³  | \( Q_{11} \)| 23.83 cm³ s⁻¹ |
| \( V_{10} \) | 3.1638 cm³  | \( Q_{12} \)| 0.5909 cm³ s⁻¹ |
| \( V_{11} \) | 13.4160 cm³ | \( Q_{13} \)| 1.9961 cm³ s⁻¹ |
| \( V_{12} \) | 13.3920 cm³ | \( Q_{14} \)| 8.9869 cm³ |
| \( V_{13} \) | 11.2950 cm³ | \( Q_{15} \)| 70.9869 cm³ |
| \( V_{14} \) | 3.1638 cm³  | \( Q_{16} \)| 3.3268 cm³ |
| \( V_{15} \) | 3.3268 cm³  | \( Q_{17} \)| 11.2950 cm³ |

The system is solved using the initial conditions reported in Table 5 and simulations are run until a periodic solution is established. Overall, the differential system (5) includes \( m = 26 \) differential equations. The expressions of the nonzero entries of the matrices \( \mathcal{M} \) and \( \mathcal{A} \) as well as of the forcing vector \( b \) are reported below. Let \( \bar{R}_L := R_L + R_1 + R_{2a} \), \( \bar{R}_R := R_R + R_{11} \), \( \bar{R}_{cap} := R_{14a} + R_{cap1} + R_{cap2} + R_{15a} \) and \( \bar{L}_{cap} := L_{cap} + L_{15} \). The nonzero entries of \( \mathcal{M} \) are:

\[
\mathcal{M}_{1,1} = 1, \quad \mathcal{M}_{12} = -\frac{\gamma_2}{R_L} \sigma_{P_1-P_2} \\
\mathcal{M}_{2,2} = 1 + \frac{\gamma_2}{R_L} \sigma_{P_1-P_2} \\
\mathcal{M}_{i,i} = 1 \quad i = 3, \ldots, 15 \\
\mathcal{M}_{i,j} = \gamma_j, \quad \mathcal{M}_{i,j+1} = -\gamma_{j+1}, \quad \mathcal{M}_{i,i} = -L_{j+1}, \\
i = 16, \ldots, 19, \quad j = i - 14, \\
\mathcal{M}_{20,6} = \gamma_6, \quad \mathcal{M}_{20,20} = -L_7 
\]
\( M_{i,j} = -L_k, \quad i = 21, 22, \quad k = i - 13, \)
\( M_{i,j} = -L_k, \quad i = 23, 24, \quad k = i - 11, \)
\( M_{25,3} = \gamma_3, \quad M_{25,14} = -\gamma_4, \quad M_{25,25} = -L_{\text{cap}}. \)

The nonzero entries of \( A \) are:

\[
A_{i,j} = -E_L \left( \frac{\sigma_{P_3-P_1}}{R_{136}} + \frac{\sigma_{P_3-P_2}}{R_L} \right)
\]
\[
A_{i,1} = \frac{\sigma_{P_3-P_0}}{R_{10}} \quad A_{i,15} = \frac{1}{R_{156}C_{15}} \quad A_{i,22} = 1
\]
\[
A_{10,9} = \frac{\sigma_{P_9-P_0}}{R_{136}C_9} \quad A_{10,11} = \frac{\sigma_{P_9-P_0}}{R_{10}C_9} \quad A_{11,10} = \frac{\sigma_{P_9-P_1}}{R_{10}C_11}
\]
\[
A_{11,11} = -\frac{\sigma_{P_9-P_1}}{R_{10}C_11} \quad A_{11,23} = -1 \quad A_{12,23} = 1
\]
\[
A_{12,24} = 1 \quad A_{13,1} = E_L \frac{\sigma_{P_0-P_1}}{R_{136}} \quad A_{13,13} = -\frac{\sigma_{P_3-P_0}}{R_{136}C_{13}}
\]
\[
A_{13,24} = 1 \quad A_{14,25} = 1 \quad A_{14,26} = 1
\]
\[
A_{15,9} = \frac{1}{R_{156}C_9} \quad A_{15,15} = -\frac{1}{R_{156}C_{15}} \quad A_{15,26} = 1
\]
\[
A_{i,j} = -\frac{1}{C_j} \quad A_{i,j+1} = \frac{1}{C_{j+1}} \quad A_{i,i} = (R_{j+b} + R_{j+1+0}),
\]
\( i = 16, \ldots, 19, \quad j = i - 14 \)
\[
A_{20,6} = -\frac{1}{C_6} \quad A_{20,7} = \frac{1}{C_7} \quad A_{20,20} = (R_7 + R_{69})
\]
\[
A_{i,j} = -\frac{1}{C_j} \quad A_{i,j+1} = \frac{1}{C_{j+1}} \quad A_{i,i} = R_{j+1},
\]
\( i = 21, 22, \quad j = i - 14 \)
\[
A_{23,11} = -\frac{1}{C_{11}} \quad A_{23,12} = \frac{1}{C_{12}} \quad A_{23,23} = R_{12}
\]
\[
A_{24,12} = \frac{1}{C_{12}} \quad A_{24,13} = \frac{1}{C_{13}} \quad A_{24,24} = R_{13a}
\]
\[
A_{25,3} = \frac{1}{C_3} \quad A_{25,14} = \frac{1}{C_{14}} \quad A_{25,25} = R_{14a}
\]
\[
A_{26,14} = -\frac{1}{C_{14}} \quad A_{26,15} = \frac{1}{C_{15}} \quad A_{26,26} = \tilde{R}_{\text{cap}}.
\]
The nonzero entries of the forcing term $b$ are:

$$
\begin{align*}
    b_1 &= -U_L \left( \frac{\sigma_{P_{13}-P_1}}{R_{136}} + \frac{\sigma_{P_1-P_2}}{R_L} \right), \\
    b_2 &= \frac{U_L}{R_L} \sigma_{P_1-P_2}, \\
    b_9 &= \frac{U_R}{R_{10}} \sigma_{P_9-P_{10}}, \\
    b_{10} &= -U_R \left( \frac{\sigma_{P_9-P_{10}}}{R_{10}} + \frac{\sigma_{P_{10}-P_{11}}}{R_R} \right), \\
    b_{11} &= \frac{U_R}{R_R} \sigma_{P_{10}-P_{11}}, \\
    b_{13} &= \frac{U_L}{R_{136}} \sigma_{P_{13}-P_1}.
\end{align*}
$$
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