A Multi-Criteria Decision Support Framework for Inland Nuclear Power Plant Site Selection under Z-Information: A Case Study in Hunan Province of China

Heng-ming Peng, Xiao-kang Wang, Tie-li Wang, Ya-hua Liu and Jian-qiang Wang

1 School of Economics Management and Law, University of South China, Hengyang 421001, China; hm_Pengjus163.com (H.P.); Petrelli1007@163.com (Y.L.)
2 School of Business, Central South University, Changsha 410083, China; xkwang@csu.edu.cn
* Correspondence: Correspondence: wangtieli@usc.edu.cn (T.W.); jqwang@csu.edu.cn (J.W.)

Received: 18 January 2020; Accepted: 11 February 2020; Published: 14 February 2020

Abstract: To promote the development of nuclear power project in inland China, a specialized multi-criteria decision support framework is constructed for the site selection of inland nuclear power plants in this work. The best worst method (BWM), decision-making trial and evaluation laboratory (DEMATEL), and technique for order performance by similarity to ideal solution (TOPSIS) are integrated with Z-numbers, namely Z-BWM, Z-DEMATEL, and Z-TOPSIS. Z-BWM and Z-DEMATEL are combined to produce the weights of criteria, and an extended Z-TOPSIS is utilized to determine the ranking of all alternatives. Finally, a case study is performed in Hunan province to demonstrate the practicability of the proposed decision support framework. The robustness and feasibility of the proposed method are shown by an in-depth analysis of the decision results.
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1. Introduction

Faced with the increasingly serious problem of environmental pollution and carbon dioxide emission, nuclear power has become a low-carbon alternative energy source that could transform the global energy structure [1]. The International Energy Agency (IAEA) forecasted that until 2050, the global potential of nuclear power remains high and will mainly lie in Asia, especially in China. The nuclear power industry in China began in 1955 with the establishment of China National Nuclear Corporation (CNNC). As of October 2019, China ranks third in the world in terms of total nuclear power electricity generation, accounting for about one-tenth of global nuclear power being generated. The mainland China has 48 nuclear reactors with a capacity of 45.5 GW, 9 under construction with a capacity of 8.3 GW, and more being about to start construction.

Nuclear energy is generated by the splitting of atoms inside uranium, as a relatively clean non-fossil energy, it produces more electricity or heat per unit than fossil fuels, with less of environmental impact [2]. Some countries, such as France and Slovak Republic, have been meeting over 50% of the energy demand with nuclear energy, and many others like India and Korea are on their way. Although the reasons for expanding nuclear energy in a carbon-constrained future are strong, there are still some shackles in some countries because of a series of problems like policy changes, cost overruns, and long period of construction [3]. Therefore, it is urgent to develop a scientific and reasonable nuclear power plant (NPP) site selection plan, so as to improve the
operation safety of NPPs and reduce the construction cost. Now, there are more than 400 nuclear plants in the world, about half of which are in inland areas that are not prone to tsunamis or typhoons. China has a total of 48 nuclear power units in operation, but they are all in coastal areas. The specific research on the site selection of China’s inland NPPs is still insufficient. In this work, a multi-criteria decision support framework is provided to identify the best site for inland NPPs in China, and the contributions are summarized as follows:

(1) The existing researches on multi-criteria decision-making (MCDM) problems inevitably involve the uncertainty and unreliability of human preferences. Therefore, Z-number is introduced into the proposed MCDM framework in this work, and all evaluation information is given using Z-number linguistic variables.

(2) Best worst method (BWM) and decision-making trial and evaluation laboratory (DEMATEL) are extended to Z-numbers, i.e., Z-BWM and Z-DEMATEL. The hybrid model not only considers the impact of the criterion relations on the criterion weights, but also provides a long-term improvement for inland NPP site selection.

(3) The technique for order performance by similarity to ideal solution (TOPSIS) is combined with Z-numbers, namely Z-TOPSIS. It can effectively reduce the influence of outliers, and provide more reliable ranking results than the classic TOPSIS.

(4) Currently, few researches focus on the site selection of China’s inland NPPs. Based on the reactor siting criteria developed by IAEA, a specialized evaluation system considering the eco-environment, geographic features, and socio-economic factors in China’s interior is constructed.

The structure of the paper is organized as follows. Section 2 reviews some studies related to NPP site selection. Section 3 introduces some basic concepts of Z-numbers. Section 4 presents the proposed framework for inland NPP site selection. Section 5 provides a case study in Hunan province of China. Section 6 conducts an in-depth analysis concerning selection results. Finally, Section 7 draws conclusions.

2. Literature Review

2.1. Methods for NPP Site Selection

In the recent literatures, many researches have been done for the site selection of NPPs, and most of them consider MCDM method as the most commonly used one [4]. For instance, Erdoğan and Kaya [5] applied the analytic hierarchy process (AHP) and TOPSIS determine the optimal site for NPPs in a fuzzy environment. Damoom et al. [6] proposed a geographical information system (GIS)-based multistage decision framework, which significantly contributes to the development in selecting specific sites for NPP installation in Saudi Arab. Based on the site selection guidelines of NPPs, Wang et al. [7] solved a location selection problem for a nuclear power plant construction in Vietnam by using a hybrid fuzzy analytic network process (ANP) and TOPSIS.

Although these innovative studies have made great contribution to NPP site selection, there are still some improvements. In view of the existing studies, most methods for location problems are evaluated by crisp/fuzzy and partially reliable information, it is usually given in the light of experts’ experience [8,9]. However, the fact is that some experts may not provide objective and accurate evaluation values because of the limitations of their cognition. Several studies have shown that information is not completely reliable in many MCDM processes [10–12]. Especially in the problem with complex information source and subjective evaluation information, a large amount of incomplete reliable information exists [13]. Z-number is a new concept integrating both cognitive information and the reliability of information, produced by Zadeh in 2011 [14]. It is more capable of describing human knowledge and is widely applied in complex and imprecise information processing [15,16]. Therefore, Z-number is employed in this paper because it can cope with the inherent fuzziness and uncertainty in the chosen decision-making scenario.

There are numerous MCDM techniques, among which AHP, ANP, and BWM are commonly used to determine the criterion weights in the site selection process [17,18]. Compared with other classic MCDM methods (such as AHP/ANP), in most of the cases BWM ensures higher consistency
of evaluation results and reduces the number of required pairwise comparisons [19]. Since only the best/worst criteria needs to be compared with others, it reduces the mounts of calculation to some extent. This approach is well-known for its simplicity and flexibility and has been widely used in the recent studies [20,21]. However, BWM is similar to AHP, although it helps to determine the criterion weights in a short period, it fails to analyze the intrinsic causality relationships of criteria. DEMATEL was originally proposed by Memorial Institute in Geneva Research Center [22]. Unlike BWM, it is a comprehensive method for the compilation and analysis of structural models that contain causal relationships between complex indicator frameworks [23]. The original DEMATEL is also improved by some scholars so as to make it comply with their research questions. For example, Shahi et al. [24] determined an ideal NPP site by means of modified model of fuzzy DEMATEL and GIS in Bushehr, Iran. To furnish a deep insight into evaluation results, Nie et al. [25] analyzed the interrelationships among criteria in the context of water security sustainability evaluation. However, few studies have further explored the impact of interrelationships on criterion weights. Therefore, BWM and DEMATEL with Z-numbers, i.e., Z-BWM and Z-DEMATEL, are integrated to reinforce the reliability of criterion weights, because they serve different functions in the site selection of inland NPPs.

In terms of the ranking of site alternatives can be dealt with using the extended Z-TOPSIS in this work. The basic concept and implementation steps of TOPSIS was first developed by Huang [26]. It finds the optimal solution by choosing the alternative that has the shortest distance from the positive ideal and the farthest distance from the negative ideal solution. As a basic ranking method, TOPSIS can make full use of evaluation information without further requirements for information independence [27]. This advantage makes it appropriate for experts who are technical in nuclear power industry, but not necessarily in the area of theoretical decision-making. Moreover, it is easy to integrate with other MCDM approaches (such as AHP/BWM) and provides reliable evaluation results, which has led to this technique being used in many site selection problems [28]. Since TOPSIS is a technique that relies heavily on the value of information, the reliability of information will directly affect the quality of ranking results [29]. This approach is further extended to Z-numbers in our study.

2.2. Evaluation Criteria for Inland NPP Site Selection

The site selection for inland NPPs is a complex issue that requires the comprehensive and careful analysis of numerous criteria. Many researches established indicator frameworks related to the NPP site selection from three dimensions: biological, physical, and socio-economic [24,30–32]. Some studies mainly took the environmental compatibility, technical feasibility, security, and economic rationality into account for assessing site sustainability [5,7]. In addition, the NPP construction is also regarded as a spatial problem and involves a large amount of geophysical data, such as geology, hydrology, weather, and so on. Therefore, Yaar et al. [33] determined a potential site for future NPPs in Israel based on the demographic, seismologic, and geologic criteria. Basu [34] reviewed and summarized the NPP siting evaluation process in three countries, and outlined the state-of-the-practice of site evaluation criteria for NPPs from the aspects of natural, public, and emergency management planning. In the latest study of Arab Atomic Energy Agency (AAEA), Salman [35] considered not only the main geological and natural characteristics, but also the population density and the area characteristics around the site of the nuclear plant.

On the basis of expert opinions and relevant literature, a location decision criteria system for inland NPP site selection is constructed in this paper. The evaluation indicator framework is divided into three main dimensions, i.e., eco-environment (U1), physical geography (U2), and socio-economics (U3). Details of the inland NPP indicator framework are described in Table 1. B and C respectively represent benefit-type (the more the better) criteria and cost-type (the less the better) criteria.

Table 1. The indicator framework for inland nuclear power plant (NPP) site selection.

| Criteria | Sub-criteria | Category | Reference |
|----------|--------------|----------|-----------|

### 3. Preliminaries

**Definition 1** ([40,41]) A fuzzy set \( \tilde{A} \) is defined on a universe \( X \) and could be presented as \( \tilde{A} = \{(x, \mu_\tilde{A}(x)) | x \in X\} \). \( \mu_\tilde{A}(x) : X \to [0,1] \) is the degree of membership of \( x \) in \( \tilde{A} \). The membership function of a triangular type of fuzzy number \( \tilde{A} = (m, n, q) \) can be defined as follows.

\[
\mu_\tilde{A}(x) = \begin{cases} 
0, & x < m \\
\frac{x - m}{n - m}, & m \leq x < n \\
\frac{q - x}{1 - n}, & n \leq x < q \\
0, & x \geq q, 
\end{cases}
\]

where \( n \) is the grade of \( \mu_\tilde{A}(x) \), and \( q \) and \( m \) represent the upper and lower limits.

**Definition 2** ([42]) A Z-number \( Z = (A, B) \) is an ordered pair of regular fuzzy numbers. The first component \( A \) is a restriction on the values, which represents the uncertain random variables of. The second component \( B \) is a reliability measurement of the first component. Typically, \( A \) and \( B \) can be expressed in natural language, such as (poor, unlikely) and (good, likely). There are some rules for converting Z-numbers to regular fuzzy numbers. A typical one is reviewed as follows.

**Definition 3** ([43]) Given a Z-number \( Z = (\tilde{A}, \tilde{B}) \), where \( \{ \tilde{A} = (x, \mu_\tilde{A}(x)) | x \in [0,1]\} \) and \( \{ \tilde{B} = (x, \mu_\tilde{B}(x)) | x \in [0,1]\} \) are triangular membership functions. The second component \( B \) can be translated into a crisp number.

\[
\alpha = \frac{\int x \mu_\tilde{B}(x)dx}{\int \mu_\tilde{B}(x)dx}.
\]

After that, the weight of the second component should be added to the first component \( \tilde{A} \). The weighting formula is shown as below.
\[ \tilde{Z}^\alpha = \{ (x, \mu_{\tilde{x}}) \mid \mu_{\tilde{x}}(x) = \alpha \mu_{x}(x), \ x \in [0,1] \}. \]  

Then, the weighted Z-number can be converted into a regular fuzzy number as below.

\[ \tilde{Z} = \{ \mu_{\tilde{x}}(x) = \sqrt{\alpha} \mu_{x}(x), \ x \in [0,1] \}. \]

### 4. Methodology

#### 4.1. The Designed Multi-criteria Decision Support Framework

In order to scientifically carry out the location selection project and ensure the creditability of decision-making results, the evaluation framework proposed in this study is divided into three phases: (1) Construct a criteria system and case description; (2) determine criterion weights and interrelationships; (3) determine the order of site alternatives. In phase one, a specific inland NPP indicator framework is established as shown in Section 2.2, which will be the basis for the following phases. In phase two, Z-BWM is applied to obtain the initial weight coefficient of evaluation criteria. Subsequently, it is more important to analyze criteria interrelationships with Z-DEMATEL, and determine the modified weights. In phase three, Z-TOPSIS is used to determine the order of site alternatives. From a methodological point of view, the proposed multi-criteria decision support framework for inland NPP site selection comprises the following steps, as presented in Figure 1.

**Phase 1 - Construct a criteria system and case description**

- Relevant studies
- Expert opinions

**Establishing a criteria system**

- Site selection
- Main Criteria U1
  - Sub-Criteria U11
  - Sub-Criteria U12
- Main Criteria Un
  - Sub-Criteria Un1
  - Sub-Criteria Un2

**Phase II - Determine criterion weights and interrelationships**

**Step 1:** Determine the initial weights of criteria with Z-BWM.
- Determine the best and the worst criteria
- Determine the best criteria and the worst criteria Z-number preference
- Attain the optimal fuzzy weights
- Determine the real values

**Step 2:** Determine the modified weights and analyze criteria interrelationships with Z-DEMATEL.
- Construct the fuzzy direct influence matrix
- Construct the normalized fuzzy direct influence matrix
- Acquire the fuzzy total influence matrix
- Structural correlation analysis and visualize the casual diagram
- Calculate the modified weights

**Phase III - Determine the order of site alternatives**

**Step 3:** Rank the alternatives with Z-TOPSIS
- Determine the fuzzy decision matrix
- Construct the normalized fuzzy decision matrix
- Determine the weighted normalized fuzzy decision matrix
- Identify the FPIS and FNIS
- Calculate the distances of each alternative from FPIS and FNIS
- Calculate the relative closeness coefficients
Figure 1. Multi-criteria decision support framework for inland NPP site selection.
4.2. The Proposed Methods in the Inland NPP Siting Framework

4.2.1. Phase II: Determine Criterion Weights and Interrelationships

**Step 1.** Determine the initial weights of criteria with Z-BWM.

BWM is a criterion weights determination method [19]. In the traditional BWM, the evaluation information is usually expressed by using crisp or fuzzy numbers. In view of the subjectivity and fuzziness of group decision-making, BWM is integrated with Z-numbers in this step, and Z-BWM includes the following implementation steps.

**Step 1.1.** Determine the best and worst criteria.

The best (most important) and the worst (least significant) criteria are determined by decision-makers from their own perspectives.

**Step 1.2.** Determine the best criteria and the worst criteria Z-number preference.

Linguistic variable is considered as one of the most effective means for dealing with complex or ill-defined situations [44,45]. In this step, decision-makers should rate their preferences using linguistic variables represented by Z-numbers, as shown in Table 2. By adopting Equations (2)–(4), Z-number linguistic preferences will be transformed into the regular fuzzy ratings except when criterion $i$ and criterion $j$ are equally important. Then, the fuzzy best-to-others (BO) comparison vector $\tilde{A}_b = (\tilde{a}_{b1}, \tilde{a}_{b2}, \ldots, \tilde{a}_{bn})$ and the fuzzy others-to-worst (OW) comparison vector $\tilde{A}_w = (\tilde{a}_{w1}, \tilde{a}_{w2}, \ldots, \tilde{a}_{wn})$ are obtained. Example of Z-number linguistic variables are:

Assume a Z-number linguistic term “Absolutely Important (AI)” with a reliability “Likely (L).” This is depicted as follows.

$$Z = (\tilde{A}, \tilde{B}) = (AI, L) = [(7/2, 4, 9/2), (0.5, 0.7, 0.9)].$$

First, the component $\tilde{B}$ is translated into a crisp number by adopting Equation (2).

$$\alpha = \frac{\int x\mu_b(x)dx}{\mu_b(x)dx} = 0.7.$$

According to Equations (3) and (4), the weight of reliability is added to the first component $\tilde{A}$.

Then, the weighted Z-number $\tilde{Z}^\alpha$ is converted into a regular fuzzy number.

$$\tilde{Z}^\alpha = (\sqrt{0.7 \times 7/2}, \sqrt{0.7 \times 4}, \sqrt{0.7 \times 9/2}) = (2.94, 3.36, 3.78).$$

| Constraint        | Linguistic Terms | Fuzzy Numbers | Reliability       | Linguistic Terms | Fuzzy Numbers |
|-------------------|------------------|---------------|-------------------|------------------|---------------|
| Equally Important (EI) | (1,1,1)         | Strongly Unlikely (SU) | (0,0,0,3)         |
| Weakly Important (WI) | (2/3,1,3/2)      | Unlikely (U)  | (0.1,0,3,0.5)     |
| Generally Important (GI) | (3/2,2,5/2)    | Neutral (N)   | (0.3,0,5,0.7)     |
| Very Important (VI)     | (5/2,3,7/2)      | Likely (L)    | (0.5,0,7,0.9)     |
| Absolutely Important (AI) | (7/2,4,9/2)    | Strongly Likely (SL) | (0.7,1,0,1.0)    |

**Step 1.3.** Attain the optimal fuzzy weights.

Based on the principle of minimizing the maximum deviation, the following mathematical programming form is established to calculate the optimal fuzzy weights $\tilde{W}^* = (\tilde{w}_1^*, \ldots, \tilde{w}_n^*)$. 
\[
\min \max_j \left\| \frac{\tilde{\omega}_j \alpha_{ij} - \tilde{\omega}_j \alpha_{ij}}{\tilde{\omega}_j \alpha_{ij} - \tilde{\omega}_j \alpha_{ij}} \right\|
\]

s.t.
\[
\sum_j \tilde{\omega}_j = 1, \quad (5)
\]
\[
m_j^w \leq n_j^w \leq q_j^w, \quad \forall j,
\]
\[
m_j^w \geq 0, \quad \forall j,
\]

where \( \tilde{\omega}_j = (m_j^w, n_j^w, q_j^w) \), \( \tilde{\omega}_j = (m_j^w, n_j^w, q_j^w) \), \( \tilde{\omega}_j = (m_j^w, n_j^w, q_j^w) \), \( \tilde{\omega}_j = (m_j^w, n_j^w, q_j^w) \), \( \tilde{\omega}_j = (m_j^w, n_j^w, q_j^w) \), \( \tilde{\omega}_j = (m_j^w, n_j^w, q_j^w) \), \( \tilde{\omega}_j = (m_j^w, n_j^w, q_j^w) \), \( \tilde{\omega}_j = (m_j^w, n_j^w, q_j^w) \), and \( \tilde{\omega}_j = (m_j^w, n_j^w, q_j^w) \).

Equation (5) can be transformed into:

\[
\min \epsilon^L
\]

s.t.
\[
\left| \frac{\tilde{\omega}_j \alpha_{ij} - \tilde{\omega}_j \alpha_{ij}}{\tilde{\omega}_j \alpha_{ij} - \tilde{\omega}_j \alpha_{ij}} \right| \leq \epsilon^L, \quad \forall j,
\]
\[
\left| \frac{\tilde{\omega}_j \alpha_{ij} - \tilde{\omega}_j \alpha_{ij}}{\tilde{\omega}_j \alpha_{ij} - \tilde{\omega}_j \alpha_{ij}} \right| \leq \epsilon^L, \quad \forall j,
\]
\[
\sum_j \tilde{\omega}_j = 1,
\]
\[
m_j^w \leq n_j^w \leq q_j^w, \quad \forall j,
\]
\[
m_j^w \geq 0, \quad \forall j,
\]

where \( \epsilon^L = (m^L, n^L, q^L) \).

Assuming the optimal objective function value \( \epsilon^L = (k^*, k^*, k^*) \), \( k^* < m^L \), Equation (6) can be transformed into [46]:

\[
\min \epsilon^L
\]

s.t.
\[
\left| \frac{m_j^w, n_j^w, q_j^w}{m_j^w, n_j^w, q_j^w} \right| - (m_j^w, n_j^w, q_j^w) \leq (k^*, k^*, k^*),
\]
\[
\left| \frac{m_j^w, n_j^w, q_j^w}{m_j^w, n_j^w, q_j^w} \right| - (m_j^w, n_j^w, q_j^w) \leq (k^*, k^*, k^*), \quad (7)
\]
\[
\sum_j \tilde{\omega}_j = 1,
\]
\[
m_j^w \leq n_j^w \leq q_j^w, \quad \forall j,
\]
\[
m_j^w \geq 0, \quad \forall j.
\]

By solving this nonlinear programming model, we can determine the optimal fuzzy weights \((\tilde{\omega}_1^*, \tilde{\omega}_2^*, \ldots, \tilde{\omega}_n^*)\) of evaluation criteria. \( \epsilon^L \) is the consistency index, and its values being closer to
zero indicates a higher consistency in the results of pairwise comparisons. The maximum values of $\varepsilon^c$ (consistency index) for different linguistic variables of $a_{BW}$ can be retrieved from Table 3.

**Table 3.** Values of the consistency index (CI) for Z-BWM [47].

| Linguistic variable | (EI, SU) | (EI, U) | (EI, N) | (EI, L) | (EI, SL) |
|---------------------|---------|---------|---------|---------|---------|
| CI                  | 3       | 3       | 3       | 3       | 3       |
| Linguistic variable | (WI, SU) | (WI, U) | (WI, N) | (WI, L) | (WI, SL) |
| CI                  | 2.07    | 2.7     | 3.11    | 3.42    | 3.68    |
| Linguistic variable | (GI, SU) | (GI, U) | (GI, N) | (GI, L) | (GI, SL) |
| CI                  | 2.64    | 3.6     | 4.22    | 4.71    | 5.11    |
| Linguistic variable | (VI, SU) | (VI, U) | (VI, N) | (VI, L) | (VI, SL) |
| CI                  | 3.17    | 4.44    | 5.27    | 5.92    | 6.45    |
| Linguistic variable | (AI, SU) | (AI, U) | (AI, N) | (AI, L) | (AI, SL) |
| CI                  | 3.68    | 5.24    | 6.27    | 7.07    | 7.74    |

Based on Table 3, the consistency ratio (CR) is obtained as below:

$$CR = \frac{\varepsilon^c}{CI}. \quad (8)$$

**Step 1.4.** Determine the real values.

Based on the optimal fuzzy weights, the real values $R(\tilde{a}_i)$ is calculated as below:

$$R(\tilde{a}_i) = \frac{m_i + 4n_i + q_i}{6}. \quad (9)$$

**Step 2.** Determine the modified weights and analyze criteria interrelationships with Z-DEMATEL.

DEMATEL is widely applied to visualize the causal relationships of evaluation criteria. Our proposed Z-DEMATEL method is an innovation of the traditional DEMATEL, where the characteristics of both Z-numbers and DEMATEL are remained. The reliability information can be obtained from Table 1, and the criteria comparison linguistic terms are presented in Table 4 [48]. The procedures of Z-DEMATEL are summarized in five steps.

**Table 4.** Linguistic variables for criteria comparison.

| Linguistic Terms         | Fuzzy Numbers       |
|--------------------------|---------------------|
| No Influence (NO)        | (0,0,0)             |
| Very Low Influence (VL)  | (0,0,0.25)          |
| Low Influence (L)        | (0,0.25,0.5)        |
| High Influence (H)       | (0.25,0.5,0.75)     |
| Very High Influence (VH) | (0.5,0.75,1.0)      |

**Step 2.1.** Construct the fuzzy direct influence matrix.

The fuzzy direct influence matrix $\tilde{X}^i$ of all decision-makers are determined using Equations (2)–(4). Supposing a decision group with $H$ persons, the average of experts’ evaluation is extracted by adopting Equation (10).

$$\tilde{X}^i = \begin{bmatrix} 0 & \tilde{x}_{12}^i & \cdots & \tilde{x}_{1n}^i \\ \tilde{x}_{21}^i & 0 & \cdots & \tilde{x}_{2n}^i \\ \vdots & \vdots & \cdots & \vdots \\ \tilde{x}_{n1}^i & \tilde{x}_{n2}^i & \cdots & 0 \end{bmatrix}$$
Step 2.2. Construct the normalized fuzzy direct influence matrix.

\[
D = \frac{Z}{u} \left( \frac{l_{ij}}{u}, \frac{r_{ij}}{u}, \frac{u_{ij}}{u} \right) = (l'_{ij}, r'_{ij}, u'_{ij}),
\]

\[
u = \max_{1 \leq i \leq n} \sum_{j=1}^{n} u_{ij}.
\]

Step 2.3. Acquire the fuzzy total influence matrix \( T \).

\[
T = D_r \times (I - D_t)^{-1} = (l'_{ij}, r'_{ij}, u'_{ij}),
\]

where \([l'_{ij}] = D_r \times (I - D_t)^{-1}, [r'_{ij}] = D_r \times (I - D_t)^{-1}, [u'_{ij}] = D_u \times (I - D_u)^{-1} \).

Step 2.4. Structural correlation analysis and visualize the casual diagram.

Using Equation (13), the sum of rows and columns is expressed as vector \( R \) and vector \( C \), respectively. After that, the fuzzy ordered pairs \((R + C, R - C)\) are obtained, and the expected values of \( E(R + C) \) and \( E(R - C) \) are calculated using Equation (9).

\[
T = [t_{ij}]_{n \times n}, i, j = 1, 2, \cdots, n,
\]

\[
R = \left( \sum_{j=1}^{n} t_{ij} \right)_{n \times 1},
\]

\[
C = \left( \sum_{i=1}^{n} t_{ij} \right)_{1 \times n}.
\]

The initial weights \( W_j^* \) from Step 1.4 are combined with the expected values \( E(W) = E(R + C, R - C) \). Then, the new expected values \( E(W') = E(R' + C', R' - C') \) are determined using Equation (14).

\[
E(W') = W_j^* \times E(W).
\]

After that, the casual diagrams are constructed with the horizontal axis “prominence” \((R' + C')\) and the vertical axis “relation” \((R' - C')\). The “prominence” and “relation” indicate the self-importance and net effect of criterion \( i \) in the system, respectively. If \((R' - C')\) is positive, the factors are causal; otherwise, the factors belong to the effect group.

Step 2.5. Calculate the modified weights \( \hat{W} \).

\[
W_{i0} = [(R' + C_i')^2 + (R' - C_i')^2]^{1/2},
\]

\[
\hat{W} = \frac{W_{i0}}{\sum_{i=1}^{n} W_{i0}}.
\]

4.2.2. Phase III: Determine the Order of Site Alternatives

Step 3. Rank the alternatives with Z-TOPSIS.
The traditional TOPSIS was proposed to determine the optimal solution among limited schemes in system engineering. In consideration of the fuzziness of human’s opinion, Chen and Hwang [49] integrated the fuzzy set theory with TOPSIS. As an extension of the classic TOPSIS, fuzzy TOPSIS has been applied in the fields of water resources evaluation, performance evaluation, and solar site selection [50]. In this work, fuzzy TOPSIS is further extended to Z-numbers, and Z-TOPSIS should be carried out as below.

**Step 3.1.** Determine the fuzzy decision matrix.

In this step, the reliability information obtained from Table 1, and the linguistic terms for alternative ratings are shown in Table 5. The fuzzy decision matrix $Y_j$ could be constructed by using the arithmetic conversion rules given in Equations (2)–(4).

$$Y_j = \begin{bmatrix} y_{11} & y_{12} & \cdots & y_{1n} \\ y_{21} & y_{22} & \cdots & y_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ y_{m1} & y_{m2} & \cdots & y_{mn} \end{bmatrix},$$  

(17)

where $\hat{y}_{ij}$ is the rating given by the $H$th decision-maker, and $y_{ij} = (a_{ij}, b_{ij}, c_{ij})$.

**Table 5.** Linguistic variables for alternative ratings.

| Linguistic Terms | Fuzzy Numbers |
|------------------|---------------|
| Very Poor (VP)   | (1,1,3)       |
| Poor (P)         | (1,3,5)       |
| Fairly (F)       | (3,5,7)       |
| Good (G)         | (5,7,9)       |
| Very Good (VG)   | (7,9,9)       |

**Step 3.2.** Construct the normalized fuzzy decision matrix.

$$\tilde{R} = [\tilde{r}_{ij}]_{m \times n},$$

$$\tilde{r}_{ij} = \left( \frac{a_{ij}}{c_{ij}}, \frac{b_{ij}}{c_{ij}}, \frac{c_{ij}}{c_{ij}} \right), j \in B,$$

$$\tilde{r}_{ij} = \left( \frac{a_j}{c_j}, \frac{a_j}{b_j}, \frac{a_j}{a_j} \right), j \in C,$$

$$c_j^* = \max c_{ij} \text{ if } j \in B,$$

$$a_j^* = \min a_{ij} \text{ if } j \in C.$$  

(18)

**Step 3.3.** Determine the weighted normalized fuzzy decision matrix.

$$\tilde{V} = [\tilde{v}_{ij}]_{m \times n}, \text{ and } j = 1, 2, \cdots, n,$$

$$\tilde{v}_{ij} = \tilde{r}_{ij} \times \tilde{w}_j.$$  

(19)

**Step 3.4.** Identify the fuzzy positive-ideal solution (FPIS) and negative-ideal solution (FNIS).

$$A^* = (v_1, v_2, \cdots, v_n),$$

$$A^- = (v_1, v_2, \cdots, v_n).$$  

(20)
where $\tilde{v}_j = (1,1,1)$ and $\tilde{v}_j = (0,0,0)$ for $j = 1,2,\cdots,n$.

**Step 3.5.** Calculate the distances of each alternative from FPIS $A^+$ and FNIS $A^-$. 

$$
\begin{align*}
\tilde{d}_i^+ &= \sum_{j=1}^{n} d(\tilde{v}_j, \tilde{v}_i^+), \quad i = 1,2,\cdots,m, \text{ and } j = 1,2,\cdots,n, \\
\tilde{d}_i^- &= \sum_{j=1}^{n} d(\tilde{v}_j, \tilde{v}_i^-), \quad i = 1,2,\cdots,m, \text{ and } j = 1,2,\cdots,n,
\end{align*}
$$

(21)

where the distance between $\tilde{Y} = (f_1, f_2, f_3)$ and $\tilde{Z} = (z_1, z_2, z_3)$ can be calculated as:

$$
\tilde{d}(\tilde{F}, \tilde{Z}) = \sqrt[3]{\frac{1}{3}[(f_1 - z_1)^2 + (f_2 - z_2)^2 + (f_3 - z_3)^2]}.
$$

**Step 3.6.** Calculate the relative closeness coefficients.

$$
CC_i = \frac{\tilde{d}_i^-}{\tilde{d}_i^+ + \tilde{d}_i^-}, \quad i = 1,2,\cdots,m, \text{ and } CC_i \in (0,1).
$$

(22)

5. Case Study and Result

As shown in Figure 2 (right-hand side), Hunan is one of provinces in central China, with its location around 28.19° N and 112.98° E. It covers an area of 211,800 square kilometers and has a population of more than 6.7372 million people. The demand of energy is going up with the increase of population and economy in this province. Most of Hunan’s electricity is generated from fossil fuels, predominantly from coal—which accounted for 55.3% in 2019. The next is hydropower, accounting for 31.1%. Only 13.6% of the total installed generating capacity comes from new energy resources like the sun or wind. In recent years, the electricity consumption per capita in this area is only about 62.4% of the national level. Considering the current electricity shortage in Hunan province, there could be a strategy to develop nuclear power for the future of regional energy industry. In addition, Hunan province has one unique advantage in NPP construction. It locates outside of fault lines, where four first-order stream (Xiang, Zi, Yuan, and Li) in the territory has abundant cooling water resources. The rapid progress of China’s nuclear power also makes a solid technical basis for the development of Hunan’s nuclear power industry. According to China’s inland nuclear power development plan, the distribution of the selected locations is shown in Figure 2 (left-hand side). In this work, we use $S_1$, $S_2$, $S_3$, $S_4$, $S_5$, and $S_6$ to represent Jiulongshan, Taoyuan, Huarong, Xiangyin, Taojiang, and Sanzhang, respectively.
Figure 2. Alternative locations of inland NPPs in Hunan province. (a) The locations of inland NPPs; (b) The location of Hunan.

5.1. Phase I: Construct A Criteria System and Case Description

Determination of the siting criteria for inland NPPs is the primary step in the proposed decision framework. Evaluation criteria includes three main dimensions and 16 sub-criteria (Table 1). Four professionals being engaged in nuclear-energy, electricity, geography, and economics are invited to form a decision panel. The average working life of every expert is more than 10 years and they all have rich experiences in the nuclear power industry. In addition, since every expert has distinguishing characteristics and roles in the decision process, the same importance weight is assigned to them. The interrelationships and weights of evaluation criteria can be determined on the basis of expert opinions.

5.2. Phase II: Determine Criterion Weights and Interrelationships

Step 1. Determine the initial weights of criteria with Z-BWM.
Step 1.1. Determine the best and worst criteria.
On the basis of judgment from decision panel, the best criteria and worst criteria are presented in Tables 6 and 7.

|       | DM₁ | DM₂ | DM₃ | DM₄ |
|-------|-----|-----|-----|-----|
| Best criteria | U₂  | U₂  | U₃  | U₁  |
| Worst criteria | U₁  | U₁  | U₁  | U₃  |

Table 6. The best and worst criteria of the main criteria.

|       | DM₁ | DM₂ | DM₃ | DM₄ |
|-------|-----|-----|-----|-----|
| U₁    | Best criteria | U₁₂ | U₁₃ | U₁₃ | U₁₂ |
| Worst criteria | U₁₁ | U₁₁ | U₁₁ | U₁₁ |
| Best criteria | U₂₅ | U₂₆ | U₂₅ | U₂₄ |
| Worst criteria | U₂₃ | U₂₂ | U₂₂ | U₂₁ |
| U₂    | Best criteria | U₃₂ | U₃₂ | U₃₂ | U₃₂ |
| Worst criteria | U₃₅ | U₃₁ | U₃₄ | U₃₁ |

Table 7. The best and worst criteria of sub-criteria.

Step 1.2. Determine the best criteria and the worst criteria Z-number preference.
The BO \( \tilde{A}_b \) and the OW \( \tilde{A}_w \) vectors of the main criteria are shown as Table 8. According to Equations (2)–(4), the fuzzy best-to-others and the others-to-worst vectors of the main criteria are presented in Table 9.

**Table 8.** The linguistic preference comparison vectors.

|                | Best-to-Others Vectors | Others-to-Worst Vectors |
|----------------|------------------------|-------------------------|
|                | \( U_1 \) | \( U_2 \) | \( U_3 \) | \( U_1 \) | \( U_2 \) | \( U_3 \) |
| DM₁            | (AI, L)     | (EI, SL)     | (GI, L)     | (EI, SL)     | (AI, L)     | (VI, L)     |
| DM₂            | (AI, L)     | (EI, L)      | (VI, U)     | (EI, L)      | (AI, L)     | (VI, N)     |
| DM₃            | (VI, SL)    | (WI, L)      | (EI, SL)    | (EI, SL)     | (VI, L)     | (VI, SL)    |
| DM₄            | (EI, L)     | (WI, N)      | (GI, L)     | (GI, L)      | (GI, U)     | (EI, L)     |

**Table 9.** The fuzzy preference comparison vectors.

|                | Best-to-Others Vectors | Others-to-Worst Vectors |
|----------------|------------------------|-------------------------|
|                | \( U_1 \) | \( U_2 \) | \( U_3 \) | \( U_1 \) | \( U_2 \) | \( U_3 \) |
| DM₁            | (2.94,3.36,3.78) | (1,1,1)     | (1.26,1.68,2.10) |
| DM₂            | (2.94,3.36,3.78) | (1,1,1)     | (1.37,1.64,1.92) |
| DM₃            | (2.38,2.85,3.33) | (0.56,0.84,1.26) | (1,1,1)     |
| DM₄            | (1,1,1)     | (0.47,0.71,0.82) | (1.26,1.68,2.10) |

**Steps 1.3 and 1.4.** Attain the optimal fuzzy weights and determine the real values.

On the basis of Equations (5)–(7), the following models 1–4 are constructed to calculate the optimal fuzzy weights of main criteria, and presented in Table 10.
Model 1 \[ \text{min } k^{1r} \]
\[
\begin{align*}
- k^{1r} q_1 & \leq m_2 - 2.94 q_1 \leq k^{1r} q_1 \\
- k^{1r} n_1 & \leq n_2 - 3.36 n_1 \leq k^{1r} n_1 \\
- k^{1r} m_1 & \leq q_2 - 3.78 m_1 \leq k^{1r} m_1 \\
- k^{1r} q_3 & \leq m_2 - 1.26 q_3 \leq k^{1r} q_3 \\
- k^{1r} n_3 & \leq n_2 - 1.68 n_3 \leq k^{1r} n_3 \\
- k^{1r} m_3 & \leq q_2 - 2.1 m_3 \leq k^{1r} m_3 \\
- k^{1r} q_1 & \leq m_3 - 2.1 q_1 \leq k^{1r} q_1 \\
- k^{1r} n_1 & \leq n_3 - 2.52 n_1 \leq k^{1r} n_1 \\
- k^{1r} m_1 & \leq q_3 - 2.94 m_1 \leq k^{1r} m_1 \\
1/6 \cdot (m_1 + m_2 + m_3) + 4/6 \cdot (n_1 + n_2 + n_3) & + 1/6 \cdot (q_1 + q_2 + q_3) \\
m_j & \leq n_j, \ \forall j = 1, 2, 3 \\
m_j & > 0, \ \forall j = 1, 2, 3 \\
k^{1r} & \geq 0
\end{align*}
\]

Model 2 \[ \text{min } k^{2s} \]
\[
\begin{align*}
- k^{2s} q_1 & \leq m_2 - 2.94 q_1 \leq k^{2s} q_1 \\
- k^{2s} n_1 & \leq n_2 - 3.36 n_1 \leq k^{2s} n_1 \\
- k^{2s} m_1 & \leq q_2 - 3.78 m_1 \leq k^{2s} m_1 \\
- k^{2s} q_3 & \leq m_2 - 1.37 q_3 \leq k^{2s} q_3 \\
- k^{2s} n_3 & \leq n_2 - 1.64 n_3 \leq k^{2s} n_3 \\
- k^{2s} m_3 & \leq q_2 - 1.92 m_3 \leq k^{2s} m_3 \\
- k^{2s} q_1 & \leq m_3 - 1.78 q_1 \leq k^{2s} q_1 \\
- k^{2s} n_1 & \leq n_3 - 2.13 n_1 \leq k^{2s} n_1 \\
- k^{2s} m_1 & \leq q_3 - 2.49 m_1 \leq k^{2s} m_1 \\
1/6 \cdot (m_1 + m_2 + m_3) + 4/6 \cdot (n_1 + n_2 + n_3) & + 1/6 \cdot (q_1 + q_2 + q_3) \\
m_j & \leq n_j, \ \forall j = 1, 2, 3 \\
m_j & > 0, \ \forall j = 1, 2, 3 \\
k^{2s} & \geq 0
\end{align*}
\]
Model 3 \(\text{min } k^{3*}\)
\[
\begin{align*}
-k^{3*} q_1 & \leq m_3 - 2.38 * q_1 \leq k^{3*} q_1 \\
-k^{3*} n_1 & \leq n_3 - 2.85 * n_1 \leq k^{3*} n_1 \\
-k^{3*} m_1 & \leq q_3 - 3.33 * m_1 \leq k^{3*} m_1 \\
-k^{3*} q_2 & \leq m_3 - 0.56 * q_2 \leq k^{3*} q_2 \\
-k^{3*} n_2 & \leq n_3 - 0.84 * n_2 \leq k^{3*} n_2 \\
-k^{3*} m_2 & \leq q_3 - 1.26 * m_2 \leq k^{3*} m_2 \\
-k^{3*} q_1 & \leq m_2 - 2.1 * q_1 \leq k^{3*} q_1 \\
-k^{3*} n_1 & \leq n_2 - 2.52 * n_1 \leq k^{3*} n_1 \\
-k^{3*} m_1 & \leq q_2 - 2.94 * m_1 \leq k^{3*} m_1 \\
1/6 & (m_1 + m_2 + m_3) + 4/6 (n_1 + n_2 + n_3) \\
+1/6 & (q_1 + q_2 + q_3) \\
m_j & \leq n_j \leq q_j, \ \forall j = 1,2,3 \\
m_j & > 0, \ \forall j = 1,2,3 \\
k^{3*} & \geq 0
\end{align*}
\]

Model 4 \(\text{min } k^{4*}\)
\[
\begin{align*}
-k^{4*} q_2 & \leq m_1 - 0.47 * q_2 \leq k^{4*} q_2 \\
-k^{4*} n_2 & \leq n_1 - 0.71 * n_2 \leq k^{4*} n_2 \\
-k^{4*} m_2 & \leq q_1 - 0.82 * m_2 \leq k^{4*} m_2 \\
-k^{4*} q_3 & \leq m_1 - 1.26 * q_3 \leq k^{4*} q_3 \\
-k^{4*} n_3 & \leq n_1 - 1.68 * n_3 \leq k^{4*} n_3 \\
-k^{4*} m_3 & \leq q_1 - 2.1 * m_3 \leq k^{4*} m_3 \\
-k^{4*} q_3 & \leq m_2 - 0.82 * q_3 \leq k^{4*} q_3 \\
-k^{4*} n_3 & \leq n_2 - 1.1 * n_3 \leq k^{4*} n_3 \\
-k^{4*} m_3 & \leq q_2 - 1.37 * m_3 \leq k^{4*} m_3 \\
1/6 & (m_1 + m_2 + m_3) + 4/6 (n_1 + n_2 + n_3) \\
+1/6 & (q_1 + q_2 + q_3) \\
m_j & \leq n_j \leq q_j, \ \forall j = 1,2,3 \\
m_j & > 0, \ \forall j = 1,2,3 \\
k^{4*} & \geq 0
\end{align*}
\]

|          | \(U_1\)       | \(U_2\)       | \(U_3\)       | \(k^{*}\)          |
|----------|---------------|---------------|---------------|---------------------|
| DM1      | (0.138,0.147,0.147) | (0.458,0.520,0.546) | (0.283,0.345,0.382) | (0.174,0.174,0.174) |
| DM2      | (0.141,0.157,0.158) | (0.467,0.532,0.532) | (0.277,0.330,0.348) | (0.028,0.028,0.028) |
| DM3      | (0.156,0.157,0.157) | (0.347,0.422,0.484) | (0.349,0.423,0.494) | (0.162,0.162,0.162) |
| DM4      | (0.302,0.368,0.409) | (0.361,0.361,0.385) | (0.229,0.269,0.319) | (0.313,0.313,0.313) |

Table 10. The optimal fuzzy weights.
Based on Equation (8) and Table 3, the consistency ratios are $0.174/7.07 = 0.025$, $0.028/7.07 = 0.004$, $0.162/6.45 = 0.025$, and $0.313/4.71 = 0.066$, and all of them are less than 0.1. According to Equation (9), the crisp weights of the main criteria evaluated by four experts are $(0.145, 0.514, 0.341)$, $(0.155, 0.521, 0.324)$, $(0.157, 0.420, 0.423)$, and $(0.364, 0.365, 0.271)$. Since the same weight is assigned to every expert, the final optimal weights are calculated as follows.

$$w^*_1 = (w_1^1 + w_1^2 + w_1^3 + w_1^4) / 4 = (0.145 + 0.155 + 0.157 + 0.364) / 4 = 0.205,$$

$$w^*_2 = (w_2^1 + w_2^2 + w_2^3 + w_2^4) / 4 = (0.514 + 0.521 + 0.42 + 0.365) / 4 = 0.455,$$

$$w^*_3 = (w_3^1 + w_3^2 + w_3^3 + w_3^4) / 4 = (0.141 + 0.324 + 0.423 + 0.271) / 4 = 0.34.$$

The optimal weights of all sub-criteria are calculated in a similar way as described above. After that, we can determine the final weights of all sub-criteria, and multiply the real value of the main criteria by the optimal weights of sub-criteria. Finally, the global weights of sub-criteria are obtained, as shown in Table 11.

**Table 11.** The global weights of sub-criteria.

| Main Criteria | Sub-criteria | Final Weights | Global Weights |
|---------------|--------------|---------------|----------------|
| **U1**        | **U11**      | 0.144         | 0.030          |
|               | **U12**      | 0.413         | 0.084          |
|               | **U13**      | 0.443         | 0.091          |
|               | **U14**      | 0.078         | 0.035          |
|               | **U15**      | 0.091         | 0.042          |
|               | **U16**      | 0.074         | 0.034          |
| **U2**        | **U21**      | 0.203         | 0.092          |
|               | **U22**      | 0.220         | 0.100          |
|               | **U23**      | 0.218         | 0.099          |
|               | **U24**      | 0.117         | 0.053          |
|               | **U25**      | 0.113         | 0.038          |
|               | **U26**      | 0.309         | 0.105          |
| **U3**        | **U31**      | 0.153         | 0.052          |
|               | **U32**      | 0.116         | 0.039          |
|               | **U33**      | 0.114         | 0.039          |
|               | **U34**      | 0.196         | 0.067          |

**Step 2.** Determine the modified weights and analyze criteria interrelationships with Z-DEMATEL.

**Step 2.1.** Construct the fuzzy direct influence matrix.

The decision-makers use Z-number linguistic variables to make pairwise comparisons and analyze the degree of interrelationship among the main criteria. The Z-number linguistic variables direct influence matrix is shown in Table 12. After that, the fuzzy direct influence matrix is obtained (Table 13).

**Table 12.** The Z-number linguistic variables direct influence matrix

| DM1   | DM2   |
|-------|-------|
| **U1** | **U2** | **U3** | **U1** | **U2** | **U3** |
| (NO, SU) | (H, L) | (L, SL) | (NO, SU) | (H, L) | (L, L) |
| (L, L) | (NO, SU) | (H, L) | (VL, L) | (NO, SU) | (H, N) |
| (VL, N) | (L, SL) | (NO, SU) | (H, SL) | (H, L) | (NO, SU) |

| DM3   | DM4   |
|-------|-------|
| **U1** | **U2** | **U3** | **U1** | **U2** | **U3** |
| (NO, SU) | (L, L) | (H, N) | (NO, SU) | (L, N) | (L, L) |
Step 2.2. Construct the normalized fuzzy direct influence matrix.

In this step, the values in Table 13 are transformed into the normalized fuzzy direct influence matrix using Equation (11), as presented in Table 14.

**Table 13. The fuzzy direct influence matrix**

|    | U² | U³ |
|----|----|----|
| U¹ | (0,0,0) | (0.11,0.31,0.51) | (0.05,0.25,0.46) |
| U² | (0.11,0.24,0.43) | (0,0,0) | (0.14,0.28,0.48) |
| U³ | (0.15,0.36,0.56) | (0.10,0.31,0.51) | (0,0,0) |

**Table 14. The normalized fuzzy direct influence matrix**

|    | U¹ | U² | U³ |
|----|----|----|----|
| U¹ | (0.0,0) | (0.108,0.304,0.500) | (0.049,0.245,0.451) |
| U² | (0.108,0.235,0.422) | (0,0,0) | (0.137,0.275,0.471) |
| U³ | (0.147,0.353,0.549) | (0.098,0.304,0.500) | (0,0,0) |

Step 2.3. Acquire the fuzzy total influence matrix.

According to Equation (12), the fuzzy total influence matrix is determined, as presented in Table 15.

**Table 15. The fuzzy total influence matrix**

|    | U¹ | U² | U³ |
|----|----|----|----|
| U¹ | (0.205,1.282,25.722) | (0.318,1.352,26.073) | 10.476 | −0.124 | 2.148 | −0.025 |
| U² | (0.309,1.218,24.712) | (0.264,1.394,26.654) | 10.398 | −0.434 | 4.731 | −0.197 |
| U³ | (0.305,1.480,27.526) | (0.237,1.234,25.233) | 10.693 | 0.558 | 3.636 | 0.190 |

Steps 2.4 and 2.5. Structural correlation analysis and visualize the casual diagram.

On the basis of Table 15, the sum of rows (R) and columns (C) are calculated for structural correlation analysis. The expected values of $E(R + C)$ and $E(R - C)$ are determined by Equation (9), and then the new expected values $E(R' + C')$ and $E(R' - C')$ are obtained by Equation (14), as shown in Table 16. The casual diagram of the main criteria is shown in Figure 3.

**Table 16. The new expected values**

|    | R | C | E(R + C) | E(R - C) | E(R' + C') | E(R' - C') |
|----|---|---|----------|----------|------------|------------|
| U¹ | (0.205,1.282,25.722) | (0.318,1.352,26.073) | 10.476 | −0.124 | 2.148 | −0.025 |
| U² | (0.309,1.218,24.712) | (0.264,1.394,26.654) | 10.398 | −0.434 | 4.731 | −0.197 |
| U³ | (0.305,1.480,27.526) | (0.237,1.234,25.233) | 10.693 | 0.558 | 3.636 | 0.190 |
Step 2.6. Calculate the modified weights.

The modified weights of the main criteria are determined by using Equations (15) and (16), and we obtain \( \hat{W}_1 = 0.204 \), \( \hat{W}_2 = 0.45 \), and \( \hat{W}_3 = 0.346 \). Given space limitations, this paper omits similar steps, and the modified weights of all evaluation criteria are given in Table 17. In addition, the casual diagrams of sub-criteria are depicted in Figure 4.

\[
W_{10} = [2.148^2 + (-0.025)^2]^{1/2} = 2.148,
\]

\[
W_{20} = [4.731^2 + (-0.197)^2]^{1/2} = 4.735,
\]

\[
W_{30} = [3.636^2 + (0.19)^2]^{1/2} = 3.641,
\]

\[
\hat{W}_1 = \frac{W_{10}}{\sum_{i=1}^{3} W_{i0}} = 0.204,
\]

\[
\hat{W}_2 = \frac{W_{20}}{\sum_{i=1}^{3} W_{i0}} = 0.45,
\]

\[
\hat{W}_3 = \frac{W_{30}}{\sum_{i=1}^{3} W_{i0}} = 0.346.
\]

| Main Criteria | Sub-criteria | Modified Weights |
|---------------|--------------|------------------|
| U1 (0.204)    | U11 (0.120)  | 0.024            |
|               | U12 (0.428)  | 0.087            |
|               | U13 (0.452)  | 0.092            |
|               | U14 (0.078)  | 0.035            |
|               | U15 (0.098)  | 0.044            |
|               | U16 (0.089)  | 0.040            |
| U2 (0.45)     | U21 (0.098)  | 0.112            |
|               | U22 (0.45)   | 0.086            |
|               | U23 (0.204)  | 0.092            |
|               | U24 (0.248)  | 0.092            |
|               | U25 (0.092)  | 0.042            |
|               | U26 (0.098)  | 0.034            |
| U3 (0.346)    | U31 (0.384)  | 0.133            |
|               | U32 (0.150)  | 0.052            |

Figure 3. The casual diagram of the main criteria.
5.3. Phase III: Determine the Order of Site Alternatives

Step 3. Rank the alternatives with Z-TOPSIS.

Steps 3.1–3.3. Obtain the fuzzy decision matrix and determine the weighted normalized fuzzy decision matrix.

The decision panel of this research obtained the fuzzy decision matrix by using the Z-number linguistic variables. After the linguistic variables are converted into triangular fuzzy numbers, the aggregated fuzzy decision matrix is determined by using Equation (17), as shown in Table A1 (see Appendix A). Using the modified weights in Table 17, the fuzzy normalized decision matrix and the weighted normalized fuzzy decision matrix are obtained, as shown in Tables A2 and A3 (see Appendix A).

Steps 3.4–3.6. Calculate the distances of each alternative from FPIS and FNIS and determine the relative closeness coefficients $CC_i$.

The distances of each alternative from FPIS and FNIS are calculated using Equations (20) and (21). On the basis of Equation (22), the relative closeness coefficients are determined, as shown in Table 18. Finally, the prioritized order of six alternatives is $S_3 > S_1 > S_5 > S_2 > S_4 > S_6$.

Table 18. The ranking of alternatives for inland NPPs.

| $S_i$ | $d_i^+$ | $d_i^-$ | $CC_i$ | Ranking |
|-------|---------|---------|--------|---------|
| $S_1$ | 15.403  | 0.652   | 0.0406 | 2       |
| $S_2$ | 15.499  | 0.535   | 0.0334 | 4       |
| $S_3$ | 15.378  | 0.665   | 0.0415 | 1       |
| $S_4$ | 15.509  | 0.527   | 0.0329 | 5       |
The results of case study show that Huarong is the most suitable place to build nuclear power plants because of favorable external environmental. This conclusion is consistent with the chosen location of Xiaomoshan nuclear power plant being constructed in Hunan province. The practicability of our decision support framework has been initially verified to a certain extent.

6. Discussion

6.1. Sensitivity Analysis

In this paper, the results of the proposed decision support framework largely depend on the criterion weights. In some cases, the ranking order of alternatives may vary with the criterion weights. To confirm the validity of the ranking results and eliminate any chance of biasness by decision-makers, a sensitivity analysis is conducted by changing the criterion weights. The sensitivity analysis is conducted in three scenarios with a total of 13 experiments. (1) In Scenario 1, 16 criteria in Group A have equal weights; (2) in Scenario 2, the weights of three dimensions in Group B increase or decrease by 20%, respectively; (3) in Scenario 3, the weights of three dimensions in Group C increase or decrease by 40%, respectively. Moreover, when a sensitivity experiment is performed on a certain dimension, the weights of the other criteria will capture the corresponding proportional changes to ensure the sum of weight to be 1. Then, the variation trend of the ranking orders in different scenarios are obtained, as shown in Figure 5.

![Figure 5](image-url)

**Figure 5.** The variation rankings of Groups A–C in the sensitivity analysis.

According to the results of all sensitivity experiments, it indicates that the ranking of six alternative sites are mostly consistent with the ranking orders presented in Table 18, and the minor changes are the rankings of \( S_5 \) and \( S_6 \), which may result from a great change of weights in \( U_2 \) (physical geography). In most cases, \( S_5 \) wins as the best performer (12 times in Experiments A to C5), and the ranking results of \( S_6 \) remain unchanged. Therefore, the results of sensitivity analysis demonstrate that the integrated method is able to provide the robust results for inland NPP site selection problem.

6.2. Comparative Analysis

In this subsection, the proposed inland NPP site selection method is compared with existing MCDM methods. Therefore, three hybrid MCDM methods including the fuzzy AHP-grey Tomada de Decisão Iterativa Multicitério (TODIM) approach [51], the fuzzy wise weight assessment ratio analysis (SWARA)-complex proportional assessment (COPRAS) method [52], and the rough BWM-multi-attribute ideal real comparative analysis (MAIRCA) technique [20] are used for comparison. Then, the linguistic evaluation information is transformed into grey, fuzzy, and rough
numbers. The ranking results with above methods and the proposed method are presented in Table 19.

| Methods                        | Ranking Orders |
|--------------------------------|----------------|
| Fuzzy AHP-Grey TODIM           | $S_3 \succ S_1 \succ S_5 \succ S_2 \succ S_4 \succ S_6$ |
| Fuzzy SWARA-COPRAS             | $S_3 \succ S_1 \succ S_4 \succ S_5 \succ S_2 \succ S_6$ |
| Rough BWM-MAIRCA               | $S_3 \succ S_1 \succ S_5 \succ S_4 \succ S_2 \succ S_6$ |
| The proposed ranking           | $S_3 \succ S_1 \succ S_5 \succ S_4 \succ S_2 \succ S_6$ |

It indicates that the ranking orders of fuzzy AHP-grey TODIM and rough BWM-MAIRCA are mostly consistent with the proposed framework. The ranking determined by fuzzy AHP-grey TODIM is exactly identical to the proposed ranking, and the ranking differences produced by rough BWM-MAIRCA is also small. However, the ranking of six sites determined by Fuzzy SWARA-COPRAS is quite different from that obtained by the proposed framework. The reasons for the differences are explained as follows: the remarkable differences mainly lie in the characteristic of two hybrid MCDM methods. On the one hand, SWARA has different ways of pairwise comparison. Unlike BWM and AHP, SWARA compares the evaluation criteria from maximum preference to minimum, which results in only half of the evaluation information is retained. Therefore, the criterion weights vary with the loss of information, and the ranking order of alternatives also changes. On the other hand, the normalization approaches of TOPSIS and COPRAS are different. TOPSIS uses vector normalization whereas COPRAS introduces the Euclidean distance normalization method, which also illustrates the different rankings of alternatives in COPRAS. In general, our proposed decision support framework is more reliable and applicable than fuzzy SWARA-COPRAS.

7. Conclusion and Policy Implication

With the continuous shortage of traditional energy and the environmental deterioration, the development of clean energy in line with the characteristics of global energy resources has become crucial. Nuclear power has shown great potential, and attracts global attention because of its high-quality resource attributes. Therefore, developing nuclear power is considered as an important solution to solve energy deficit and climate problems in China. However, the site selection of NPPs is a highly complicated process, especially in the establishment of inland NPPs. Therefore, this paper proposed an indicator framework for site selection of inland NPPs on the basis of the eco-environment, geographic features, and socio-economic factors in Hunan province of China. Then, several MCDM methods were used to construct a multi-criteria decision support framework, which can also provide suggestions for NPP site selection in other countries.

From the methodological viewpoint, compared to other MCDM methods for site selection, the multi-criteria decision support framework under Z-information has three main advantages: First, in order to reflect the unreliability and uncertainly in the decision-making process, Z-number is applied to get more accurate and reliable evaluation information. Furthermore, a set of Z-number linguistic variables evaluation systems is established in this paper. Second, Z-DEMATEL is utilized to determine the modified weights by analyzing the complex interrelationships among criteria. It not only reflects the relative importance and causality of criteria, but also gives a necessary complement to Z-BWM. Third, Z-TOPSIS is used to rank all alternatives, which is less sensitive to bias of outliers. The sensitivity and comparative analysis have proven the robustness and effectiveness of the improved TOPSIS.
From a practical viewpoint, the real changes in China’s inland nuclear power development will be slow because of the complexity of cultural backgrounds and national mentalities. However, the energy shortage is restricting the development of regional economy now. In the future, the government could enhance public education on nuclear science and increase the acceptance of nuclear energy. At the same time, accelerating the development of new nuclear technologies is also important, so as to create a safe and reliable operating environment for inland NPP construction. Although this research contributes to the related theory and practice, there are still some limitations that need consideration in the future work: the calculation cost of this proposed integrated method is considerably high; the possible integration of subjective evaluation and objective analysis in inland NPP siting can be explored and tested.
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## Appendix

### Table A1. The fuzzy decision matrix.

|     | $S_1$          | $S_2$          | $S_3$          | $S_4$          | $S_5$          | $S_6$          |
|-----|----------------|----------------|----------------|----------------|----------------|----------------|
| U1  | (2.85,4.51,6.18) | (2.84,4.49,6.15) | (4.32,6.06,7.78) | (4.44,6.22,8.00) | (3.70,5.18,6.65) | (3.85,5.58,7.31) |
| U2  | (3.11,4.71,6.31) | (2.93,4.60,6.28) | (3.07,4.65,6.24) | (2.46,4.18,5.90) | (3.49,5.07,6.66) | (3.37,4.90,6.43) |
| U3  | (3.11,4.71,6.31) | (3.10,4.88,6.67) | (3.67,5.32,6.98) | (2.69,4.29,5.89) | (4.46,6.25,8.04) | (4.18,5.90,7.27) |
| U4  | (3.60,5.21,6.82) | (3.70,5.18,6.65) | (4.65,6.38,7.74) | (3.69,5.35,7.02) | (4.32,6.06,7.78) | (4.04,5.83,7.62) |
| U5  | (3.99,5.78,7.56) | (3.69,5.35,7.02) | (3.43,5.16,6.89) | (3.19,4.79,6.40) | (3.34,4.67,6.00) | (3.70,5.18,6.65) |
| U6  | (2.41,4.02,5.63) | (2.08,3.74,5.41) | (1.95,3.49,5.02) | (0.87,2.18,3.90) | (2.02,3.69,5.35) | (1.70,3.43,5.16) |
| U7  | (0.81,2.00,3.60) | (2.77,4.60,6.45) | (1.26,2.93,4.60) | (2.12,3.54,4.95) | (2.67,4.21,5.76) | (3.18,5.02,6.86) |
| U8  | (0.84,2.50,4.16) | (1.19,2.85,4.51) | (0.84,0.84,2.50) | (0.84,2.09,3.76) | (2.17,3.88,5.60) | (1.31,3.10,4.88) |
| U9  | (3.99,5.78,7.56) | (4.46,6.25,8.04) | (6.25,8.04,8.04) | (4.21,5.76,6.95) | (4.14,5.80,7.45) | (4.14,5.80,7.45) |
| U10 | (3.84,5.37,6.91) | (3.50,4.90,6.30) | (4.74,6.47,7.78) | (3.17,4.62,6.07) | (4.16,5.83,7.49) | (2.82,4.51,6.21) |
| U11 | (0.81,2.00,3.60) | (1.24,3.02,4.79) | (1.19,2.32,3.86) | (2.77,4.60,6.45) | (1.66,3.18,4.70) | (2.50,4.16,5.83) |
| U12 | (0.84,2.51,4.18) | (2.02,3.69,5.35) | (0.80,2.40,4.00) | (2.94,4.65,6.38) | (2.12,3.54,4.95) | (2.77,4.37,5.99) |
| U13 | (0.84,0.84,2.51) | (0.87,2.60,4.32) | (1.16,2.28,3.88) | (0.86,2.11,3.83) | (0.84,2.09,3.76) | (1.45,2.93,4.41) |
| U14 | (4.60,6.45,8.29) | (4.32,6.06,7.78) | (4.93,6.60,7.49) | (3.70,5.18,6.65) | (3.60,5.21,6.82) | (3.53,5.13,6.72) |
| U15 | (2.29,4.13,5.97) | (0.87,2.18,3.90) | (1.51,3.11,4.71) | (0.89,2.67,4.44) | (1.51,3.11,4.71) | (1.73,3.52,5.30) |
| U16 | (4.44,6.05,7.24) | (3.49,5.07,6.66) | (4.35,5.95,7.20) | (2.74,4.37,6.02) | (4.30,6.02,7.74) | (3.37,4.90,6.43) |
Table A2. The normalized fuzzy decision matrix.

|    | S₁       | S₂       | S₃       | S₄       | S₅       | S₆       |
|----|----------|----------|----------|----------|----------|----------|
| U₁1| (0.357,0.564,0.773) | (0.355,0.562,0.768) | (0.540,0.757,0.973) | (0.555,0.777,1.000) | (0.463,0.647,0.832) | (0.481,0.698,0.913) |
| U₁2| (0.467,0.706,0.947) | (0.440,0.691,0.943) | (0.461,0.699,0.937) | (0.370,0.628,0.886) | (0.524,0.762,1.000) | (0.506,0.735,0.965) |
| U₁3| (0.387,0.585,0.784) | (0.385,0.607,0.829) | (0.456,0.662,0.868) | (0.335,0.533,0.732) | (0.555,0.777,1.000) | (0.520,0.734,0.904) |
| U₁4| (0.463,0.670,0.877) | (0.476,0.665,0.855) | (0.598,0.819,0.995) | (0.474,0.688,0.902) | (0.555,0.778,1.000) | (0.520,0.749,0.979) |
| U₂1| (0.527,0.764,1.000) | (0.488,0.708,0.928) | (0.454,0.683,0.911) | (0.421,0.634,0.847) | (0.442,0.618,0.794) | (0.489,0.685,0.880) |
| U₂2| (0.154,0.216,0.361) | (0.161,0.232,0.418) | (0.173,0.250,0.446) | (0.223,0.400,1.000) | (0.163,0.236,0.430) | (0.169,0.254,0.511) |
| U₂₃| (0.225,0.406,1.000) | (0.126,0.176,0.293) | (0.176,0.277,0.644) | (0.164,0.229,0.382) | (0.141,0.192,0.303) | (0.118,0.161,0.255) |
| U₂₄| (0.202,0.336,1.000) | (0.186,0.294,0.707) | (0.336,1.000,1.000) | (0.223,0.401,1.000) | (0.284,0.403,0.673) | (0.172,0.271,0.640) |
| U₂₅| (0.494,0.678,0.940) | (0.555,0.777,1.000) | (0.777,1.000,1.000) | (0.524,0.716,0.864) | (0.515,0.721,0.927) | (0.515,0.721,0.927) |
| U₂₆| (0.335,1.000,1.000) | (0.194,0.324,0.968) | (0.216,0.368,0.727) | (0.219,0.399,0.974) | (0.223,0.401,1.000) | (0.191,0.287,0.580) |
| U₂₇| (0.146,0.211,0.380) | (0.223,0.400,1.000) | (0.185,0.280,0.577) | (0.196,0.326,0.978) | (0.185,0.280,0.577) | (0.164,0.248,0.503) |
| U₂₈| (0.574,0.782,0.935) | (0.451,0.655,0.860) | (0.562,0.769,0.930) | (0.354,0.565,0.777) | (0.556,0.778,1.000) | (0.435,0.633,0.831) |
Table A3. The weighted normalized fuzzy decision matrix.

|     | S₁     | S₂     | S₃     | S₄     | S₅     | S₆     |
|-----|--------|--------|--------|--------|--------|--------|
| U₁₁ | (0.009,0.014,0.019) | (0.009,0.013,0.018) | (0.013,0.018,0.023) | (0.013,0.019,0.024) | (0.011,0.016,0.020) | (0.012,0.017,0.022) |
| U₁₂ | (0.041,0.061,0.082) | (0.038,0.060,0.082) | (0.040,0.061,0.082) | (0.032,0.055,0.077) | (0.046,0.066,0.087) | (0.044,0.064,0.084) |
| U₁₃ | (0.036,0.054,0.072) | (0.035,0.056,0.076) | (0.042,0.061,0.080) | (0.031,0.049,0.067) | (0.051,0.072,0.092) | (0.048,0.068,0.083) |
| U₁₄ | (0.016,0.023,0.031) | (0.017,0.023,0.030) | (0.021,0.029,0.035) | (0.017,0.024,0.032) | (0.019,0.027,0.035) | (0.018,0.026,0.034) |
| U₁₅ | (0.023,0.034,0.044) | (0.021,0.031,0.041) | (0.020,0.030,0.040) | (0.019,0.028,0.037) | (0.019,0.027,0.035) | (0.022,0.030,0.039) |
| U₁₆ | (0.006,0.009,0.014) | (0.006,0.009,0.017) | (0.007,0.010,0.018) | (0.009,0.016,0.040) | (0.007,0.009,0.017) | (0.007,0.010,0.020) |
| U₁₇ | (0.025,0.045,0.112) | (0.014,0.020,0.033) | (0.020,0.031,0.072) | (0.018,0.026,0.043) | (0.016,0.022,0.034) | (0.013,0.018,0.029) |
| U₁₈ | (0.017,0.029,0.086) | (0.016,0.025,0.061) | (0.029,0.086,0.086) | (0.019,0.035,0.086) | (0.024,0.035,0.058) | (0.015,0.023,0.055) |
| U₁₉ | (0.046,0.066,0.087) | (0.051,0.072,0.092) | (0.072,0.092,0.092) | (0.048,0.066,0.079) | (0.047,0.066,0.085) | (0.047,0.066,0.085) |
| U₂₀ | (0.020,0.028,0.036) | (0.018,0.026,0.033) | (0.025,0.034,0.041) | (0.017,0.024,0.032) | (0.022,0.031,0.039) | (0.015,0.024,0.033) |
| U₂₁ | (0.008,0.014,0.034) | (0.006,0.009,0.022) | (0.007,0.012,0.023) | (0.004,0.006,0.010) | (0.006,0.009,0.017) | (0.005,0.007,0.011) |
| U₂₂ | (0.025,0.042,0.127) | (0.020,0.029,0.053) | (0.027,0.044,0.133) | (0.017,0.023,0.036) | (0.021,0.030,0.050) | (0.018,0.024,0.038) |
| U₂₃ | (0.017,0.052,0.052) | (0.010,0.017,0.050) | (0.011,0.019,0.038) | (0.011,0.021,0.051) | (0.012,0.021,0.052) | (0.010,0.015,0.030) |
| U₂₄ | (0.021,0.030,0.038) | (0.020,0.028,0.036) | (0.023,0.030,0.034) | (0.017,0.024,0.030) | (0.017,0.024,0.031) | (0.016,0.023,0.031) |
| U₂₅ | (0.005,0.007,0.012) | (0.007,0.013,0.032) | (0.006,0.009,0.018) | (0.006,0.010,0.031) | (0.006,0.009,0.018) | (0.005,0.008,0.016) |
| U₂₆ | (0.033,0.045,0.053) | (0.026,0.037,0.049) | (0.032,0.044,0.053) | (0.020,0.032,0.044) | (0.032,0.044,0.057) | (0.025,0.036,0.047) |
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