Signal recognition and adapted filtering by non-commutative tomography
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Abstract: Tomogram, a generalisation of the Radon transform to arbitrary pairs of non-commuting operators, is a positive bilinear transform with a rigorous probabilistic interpretation which provides a full characterisation of the signal and is robust in the presence of noise. Tomograms based on the time–frequency operator pair, were used in the past for component separation and denoising. Here the authors show that, even for noisy signals, meaningful time-resolved information may be obtained by the construction of an operator pair adapted to the signal.

1 Introduction

1.1 Integral transforms: linear, bilinear and tomograms

Data analysis establishes the fundamental link between active measurements or received signals and the conclusions and messages that can be extracted from them. Signal processing in communications, engineering, medicine and physics relies heavily on integral transforms [1, 2]. Linear transforms, such as Fourier [3] and wavelets [4–6] are the most popular. These are most appropriate for stationary signals with stable frequency or size scale structures. However, because many signals in nature are highly non-stationary other tools were developed, in particular bilinear transforms such as the Wigner–Ville (WV) quasi-distribution [7, 8] and the short-time Fourier transform (STFT). STFT is useful to characterise non-stationary signals as long as they are piece-wise stationary. Both WV and STFT provide information in the joint time–frequency domain, which is indeed relevant because in many applications (biomedical, seismic, radar etc.) the signals are of finite (sometimes very short) duration. However, the negative amplitudes and oscillating cross-terms in the WV and other quasi-distributions [9–11] make the interpretation of the transformed signals a difficult matter. Even when the average of the cross-terms is small, their amplitude may be greater than the signal in time–frequency regions that carry no physical information.

The difficulties with the physical interpretation of quasi-distributions arise from the fact that time and frequency correspond to two non-commutative operators. Hence, a joint probability density can never be defined. Even in the case of positive quasi-probabilities such as the Husimi–Kano function [12, 13], an interpretation as a joint probability distribution is also not possible because the two arguments in the function are not simultaneously measurable random variables.

Recently, a new type of strictly positive bilinear transform has been proposed [14–16], called a tomogram, which is a generalisation of the Radon transform [17] to arbitrary non-commutative pairs of operators. The Radon–Wigner transform [18, 19] is a particular case of the non-commutative tomography technique. Being strictly positive probability densities, the tomograms provide a full characterisation of the signal and are robust in the presence of noise.

A unified framework to characterise linear transforms, quasi-distributions and tomograms was developed in [15]. To fix notation we briefly review it here. Signals \( f(t) \) are considered as vectors \( \langle f \rangle \) in a subspace \( \mathcal{N} \) of a Hilbert space \( \mathcal{H} \) with dual space \( \mathcal{N}^* \). Then a family of unitary operators \( U(\alpha) = e^{iB(\alpha)} \), \( \alpha \) being a label \( \{ \alpha \in \mathcal{I}, \mathcal{I} \subset \mathbb{R}^n \} \), is defined on \( \mathcal{N}^* \). Using a ket-bra notation we denote \( \langle f \rangle \in \mathcal{N} \) and \( \langle f \rangle \in \mathcal{N}^* \). In this setting three types of integral transforms are constructed. Let \( h \in \mathcal{N}^* \) be a reference vector and let \( U \) be such that the linear span of \( \{ U(\alpha)h \in \mathcal{N}^*, \alpha \in \mathcal{I} \} \) is dense in \( \mathcal{N}^* \). In \( \{ U(\alpha)h \} \), a complete set of vectors can be chosen to serve as basis.

1. Linear transforms

\[
W_f^{(h)}(\alpha) = \langle U(\alpha)h | f \rangle
\]  

2. Quasi-distributions

\[
Q_f(\alpha) = \langle U(\alpha)f | f \rangle
\]
3. Tomograms: Given a unitary $U(\alpha) = e^{iH(\alpha)}$, $B(\alpha)$ has the spectral decomposition $B(\alpha) = \int XP(X) dX$. Let

$$P(X) \doteq |X\rangle \langle X|$$

denote the projector on the (generalised) eigenvector $\langle X| \in N^*$ of $B(\alpha)$. The tomogram is

$$M^B_f(X) = \langle f|P(X)|f\rangle = \langle f|X\rangle \langle X|f\rangle = |\langle X|f\rangle|^2$$

(3)

[Another convenient notation for the projector on a generalised eigenvector of $B(\alpha)$ with eigenvalue $X$ is $\delta(B(\alpha) - X) \doteq P(X)$.

The tomogram $M^B_f(X)$ is the squared amplitude of the projection of the signal $|f\rangle \in N$ on the eigenvector $\langle X| \in N^*$ of the operator $B(\alpha)$. Therefore it is positive. For normalised $|f\rangle$ the tomogram is normalised

$$\int M^B_f(X) dX = 1$$

(4)

and may be interpreted as a probability distribution on the set of generalised eigenvalues of $B(\alpha)$, that is, as the probability distribution for the random variable $X$ corresponding to the observable defined by the operator $B(\alpha)$.

The tomogram is a homogeneous function

$$M^B_{f/p}(X) = |p| M^B_f(pX)$$

(5)

Examples: If $U(\alpha)$ is unitary, generated by $B_1(\alpha) = \alpha_1 t + i\alpha_2 (d/dt)$ and $h$ is a (generalised) eigenvector of the time-translation operator the linear transform $W^f_1(\alpha)$ is the Fourier transform. For the same $B_2(\alpha)$, the quasi-distribution $Q_2(\alpha)$ is the ambiguity function and the WV transform $[7, 8]$ is the quasi-distribution $Q_f(\alpha)$ for the following $B$-operator

$$B^{WV}(\alpha_1, \alpha_2) = -i 2 \alpha_1 \frac{d}{dt} - 2 \alpha_1 t$$

$$+ \frac{\pi (t^2 - (d^2)/(dt^2)) - 1}{2}$$

(6)

The wavelet transform is $W^f_1(\alpha)$ for $B_3(\alpha) = \alpha_1 D + i\alpha_2 (d/dt)$, $D$ being the dilation operator $D = -1/2(i(d/dt) + i(d/dt)/t)$. The wavelets $h_{s,t}(t)$ are kernel functions generated from a basic wavelet $h(\tau)$ by means of a translation and a rescaling ($-\infty < \tau < \infty, s > 0$)

$$h_{s,t}(t) = \frac{1}{\sqrt{s}} h\left(\frac{t - \tau}{s}\right)$$

(7)

using the operator

$$U^{(t)}(\tau, s) = \exp (i\tau \omega) \exp (i \log s D)$$

(8)

$$h_{s,t}(t) = U^{(t)}(\tau, s) h(t)$$

(9)

The Bertrand transform $[20, 21]$ is the quasi-distribution $Q_f(\alpha)$ for $B_4$. Linear, bilinear and tomogram transforms are related to one another (see [15]).

As a final remark to this introduction, note that the transforms discussed so far rely on the assumption that frequency or scale structures are the relevant features to extract from the signals. This means that the structures to be sifted out from the signal are chosen apriori, frequencies or size scales corresponding to the particular wavelets being used. Also the Huang–Hilbert transform [22], that is being increasingly used, may be thought of as a generalised Fourier decomposition, because it describes a signal in terms of basis functions whose amplitudes and frequencies may fluctuate with time.

The main purpose of this paper is to develop a signal-adapted tomogram as a flexible tool where the features to be extracted from the signal may be adjusted at will. After describing briefly how the tomograms are built and used in Sections 2 and 3 the signal-adapted tomogram is constructed in Section 4.

1.2 Tomograms: some examples

As shown before, tomograms are obtained from projections on the eigenstates of the $B$ operators. These operators may be linear combinations of different (commuting or non-commuting) operators

$$B = \mu O_1 + \nu O_2$$

meaning that the tomogram explores the signal along lines in the plane $(O_1, O_2)$. For example, for

$$B(\mu, \nu) = \mu t + \nu \omega = \mu t + i \nu \frac{d}{dt}$$

the tomogram is the expectation value of a projection operator with support on a line in the time–frequency plane

$$X = \mu t + \nu \omega$$

(10)

Therefore $M^B_f(X, \mu, \nu)$ is the marginal distribution of the variable $X$ along this line in the time–frequency plane. The line is rotated and rescaled when one changes the parameters $\mu$ and $\nu$. In this way, the whole time–frequency plane is sampled and the tomographic transform contains all the information on the signal. Instead of marginals collected along straight lines on the time–frequency plane, one may use other curves to sample this space [15].

Tomograms associated to the generators of the conformal group:

Time–frequency

$$B_1 = \mu t + i \nu \frac{d}{dt}$$

(11)
**Time-scale**

\[ B_2 = \mu t + iv \left( t^2 \frac{d}{dt} + \frac{1}{2} \right) \]  
(12)

**Frequency-scale**

\[ B_3 = i\mu \frac{d}{dt} + iv \left( t \frac{d}{dt} + \frac{1}{2} \right) \]  
(13)

**Time-conformal**

\[ B_4 = \mu t + iv \left( t^2 \frac{d}{dt} + t \right) \]  
(14)

The construction of the tomograms reduces to the calculation of the generalised eigenvectors of each one of the \( B_i \) operators

\[ B_1 \psi_1(\mu, v, t, X) = X \psi_1(\mu, v, t, X) \]

\[ \psi_1(\mu, v, t, X) = \exp \left( \frac{\mu^2 t^2}{2v} - \frac{t \exp(X)}{v} \right) \]  
(15)

with normalisation

\[ \int dt \psi_1^*(\mu, v, t, X) \psi_1(\mu, v, t, X') = 2\pi n \delta(X - X') \]  
(16)

\[ B_2 \psi_2(\mu, v, t, X) = X \psi_2(\mu, v, t, X) \]

\[ \psi_2(\mu, v, t, X) = \frac{1}{\sqrt{t}} \exp \left( \frac{\mu X}{v} - \frac{X}{v} \log|t| \right) \]  
(17)

**Frequency-scale tomogram**

\[ M_3(\mu, v, X) = \frac{1}{2\pi|v|} \left| \int \frac{f(\omega)}{\sqrt{|\omega|}} e^{-i(\mu/\nu)\omega - (X/v)\log|\omega|} d\omega \right|^2 \]  
(25)

\( f(\omega) \) being the Fourier transform of \( f(t) \)

**Time-conformal tomogram**

\[ M_4(\mu, v, X) = \frac{1}{2\pi|v|} \left| \int \frac{f(t)}{|t|} e^{i(\nu X/v) + (\mu/\nu)\log|t|} dt \right|^2 \]  
(26)

The tomograms \( M_1, M_2 \) and \( M_3 \) interpolate between the (squared) time signal \( (\nu = 0) \) and its projection on the \( \psi(\mu, v, t, X) \) functions for \( \mu = 0 \).

In a similar way, tomograms may be constructed for any operator of the general type

\[ B_4 = \mu t + iv \left( g(t) \frac{d}{dt} + \frac{1}{2} \frac{d}{dt} \right) \]  
(24)

the generalised eigenvectors being

\[ \psi_3(\mu, v, t, X) = |g(t)|^{-1/2} \exp \left( -\frac{X}{v} \int \frac{ds}{g(s)} + \frac{\mu}{v} \int \frac{s ds}{g(s)} \right) \]  

When dealing with finite-time signals and finite-time tomograms some normalisation modifications are needed. For example, for a time–frequency tomogram, instead of (23), we consider the finite-time tomogram, for a signal defined from \( t_0 \) to \( t_0 + T \)

\[ M_1(\theta, X) = \left| \int_{t_0}^{t_0 + T} f(t) \psi_{\theta, X}^{(1)}(t) dt \right|^2 = |\langle f, \psi^{(1)} \rangle|^2 \]  
(27)

with

\[ \psi_{\theta, X}^{(1)}(t) = \frac{1}{\sqrt{T}} \exp \left( \frac{i \cos \theta}{2 \sin \theta} t^2 - \frac{i X}{\sin \theta} \right) \]  
(28)

and \( \mu = \cos \theta, \nu = \sin \theta, \theta \) is a parameter that interpolates between the time and the frequency operators, running from 0 to \( \pi/2 \), whereas \( X \) is allowed to be any real number. An orthonormalised set of \( \psi_{\theta, X}^{(1)}(t) \) vectors is obtained by choosing the sequence

\[ X_n = X_0 + \frac{2n\pi}{T} \sin \theta, \quad n \in \mathbb{Z} \]  
(29)

Likewise for the finite-time time-scale tomogram \( M_2(\mu, v, X) \) (24) and the finite-time time-conformal tomogram \( M_4(\mu, v, X) \)
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\[ M_x(\theta, X) = \left| \int_{t_0}^{t_0+T} f^*(t) \psi(t, X) \, dt \right|^2 = \langle f, \psi(t, X) \rangle^2 \]  

\[ \psi(t, X) = \frac{1}{\sqrt{\log|t_0 + T| - \log|t_0|}} \frac{1}{\sqrt{|t|}} \exp\left(\frac{\cos \theta}{\sin \theta} t + \frac{X}{t \sin \theta} \log|t|\right) \]  

\[ X_n = X_0 + \frac{2n\pi}{\log|t_0 + T| - \log|t_0|} \sin \theta, \quad n \in \mathbb{Z} \]  

It follows from (28) that

\[ \langle \psi(t, X), \psi(t', X) \rangle = \frac{\sin \theta}{iT(X_n - X_m)} \left\{ \exp\left(\frac{IT}{\sin \theta}(X_n - X_m)\right) - 1 \right\} \]

and using (36) one concludes that the required sequence \( X_n \) is the one listed in (29), where \( X_0 \) is freely chosen (in general we take \( X_0 = 0 \)). We then consider the projections of the signal \( f(t) \) on this set of \( \psi(t, X) \) vectors

\[ c_n^0(f) = \langle f, \psi(t, X) \rangle \]  

Denoising consists in eliminating the \( c_n^0(f) \) such that

\[ \left| c_n^0(f) \right|^2 \leq \epsilon \]  

for some threshold \( \epsilon \). This power selective denoising is more robust than, for example, frequency filtering which may also eliminate important signal information.

The component separation technique is based on the search for an intermediate value of \( \theta \) where a good compromise might be found between time localisation and frequency information. This is achieved by selecting subsets \( F_k \) of the \( X_n \) and reconstructing partial signals (\( k \)-components) by restricting the sum to

\[ f_k(t) = \sum_{n \in F_k} c_n^k(f) \psi(t, X) \]

for each \( k \). For examples on how the \( F_k \) subsets are chosen we refer to [23]. Note that, in all cases, component separation has been done by direct visual inspection of the contour plot of the full tomogram. An automatic procedure to perform this separation, by examining intensity peaks is, in principle, possible but has not yet been implemented.

2 Applications of tomograms: denoising and component separation

Most natural and man-made signals are non-stationary and have a multicomponent structure. Therefore separation of its components is an issue of great technological relevance. However, the concept of signal component is not uniquely defined. The notion of component depends as much on the observer as on the observed object. When we speak about a component of a signal we are in fact referring to a particular feature of the signal that we want to emphasise. For signals that have distinct features both in time and in the frequency domain, the time-frequency tomogram is an appropriate tool.

Consider finite-time tomograms as in (27). For all different \( \theta \)s the \( U(\theta) \), of which \( B(\theta) \) is the self-adjoint generator, are unitarily equivalent operators, hence all the tomograms share the same information.

To perform the tomographic projection (3) it is important to project into an orthonormal set. Therefore the first step is to select a subset \( X_n \) in such a way that the corresponding family \( \{ \psi(t, X) \} \) is orthogonal and normalised

\[ \langle \psi(t, X), \psi(t', X) \rangle = \delta_{m,n} \]  

for each \( k \). Examples on how the \( F_k \) subsets are chosen we refer to [23]. Note that, in all cases, component separation has been done by direct visual inspection of the contour plot of the full tomogram. An automatic procedure to perform this separation, by examining intensity peaks is, in principle, possible but has not yet been implemented.

3 Signal detection with an adapted operator pair

Time–frequency tomograms have been used for denoising and component separation of finite-time signals [14, 23–26]. Time–frequency tomograms are particularly appropriate to identify the time unfolding of the frequency features of the signals. For example, the component separation success [23, 24] in the plasma reflectometry applications is to a large extent due to the fact that the plasma is sampled by microwave chirps and the basis in (28) is exactly a chirp basis. This suggests that, for other types of signals, other types of tomograms should be chosen.

In particular, in the linear combination \( B(\mu, \nu) = \mu t + \nu \Omega \), one might choose an operator \( \Omega \) tuned to the signal features that one wants to extract. Then, by looking for particular values in the set \( (\mu, \nu) \) where noise effects cancel out, we may not only separate the information of small signals from noise but also obtain reliable information on the temporal structure of the signal. This would be a signal-adapted filtering technique. The construction of an operator suited to particular signals may be done by the same techniques that are used in the bi-orthogonal decomposition [27].
The method for the construction of the adapted operator pair is as follows:
Consider a set of \( N \)-dimensional time sequences \( \{ x_1, \ldots, x_k \} \), typical of the signal features one wants to detect. From a communication point of view these may be considered as the code words that one wishes to detect in the noisy signal. Form the \( k \times N \) matrix \( U \in \mathcal{M}_{k \times N} \)

\[
U = \begin{pmatrix}
    x_1(1\Delta t) & x_1(2\Delta t) & \ldots & x_1(N\Delta t) \\
    \vdots & \vdots & & \vdots \\
    x_k(1\Delta t) & x_k(2\Delta t) & \ldots & x_k(N\Delta t)
\end{pmatrix}
\]

with typically \( k < N \).

Now construct the square matrices \( A = U^T U \in \mathcal{M}_{N \times N} \) and \( B = UU^T \in \mathcal{M}_{k \times k} \). The diagonalisation of \( A \) provides \( k \) non-zero eigenvalues \( (\alpha_1, \ldots, \alpha_k) \) and its corresponding orthogonal \( N \)-dimensional eigenvectors \( (\Phi_1, \ldots, \Phi_k) \), \( \Phi_j \in \mathbb{R}^N \). The diagonalisation of \( B \) would provide the same \( k \) eigenvalues and eigenvectors \( (\Psi_1, \ldots, \Psi_k) \) with \( \Psi_j \in \mathbb{R}^k \).

If needed one may obtain, by the Gram–Schmidt method, the remaining \( N-k \) eigenvectors to span \( \mathbb{R}^N \), which in this context are associated to the eigenvalue zero.

The linear operator \( S \) constructed from the set of typical signals is

\[
S = \sum_{i=1}^{k} \alpha_i \Phi_i \Phi_i^T
\]

where \( S \in \mathcal{M}_{N \times N} \).

For the tomogram we consider an operator \( B(\mu, v) \) of the form

\[
B(\mu, v) = \mu t + vS
\]

where \( B \in \mathcal{M}_{N \times N} \).
The eigenvectors of each $B(\mu, \nu)$ are the columns of the matrix that diagonalises it. Taking the projections of the signal on these eigenvectors one obtains a tomogram adapted to the operator pair $(t, S)$.

### 3.1 Examples

Here, we present some examples of the application of the technique described in the previous section.

In the first example a set of 40 random signals with pulses of duration $\Delta t = 10$ and intensities $+1$ or $-1$ are generated. The total length of the signal is 200 time units. These random signals form the typical data to which we will adapt the tomogram, by constructing the operator $S$ in (41). Fig. 1 shows 10 signals of this type. They all vary between $+1$ and $-1$, being shifted in the figure for clarity purposes.

Once the operator $S$ is constructed, one considers the operator $B(\theta) = t \cos \theta + S \sin \theta$ for which one computes the eigenbasis which is used to project the signals to be analysed. To a pure signal of the same type as those used to construct the operator $S$ (in the upper left panel of Fig. 2), we have added Gaussian noise (upper right panel of Fig. 2). This signal is then analysed and a tomogram constructed for 20 different values of $\theta$ at intervals $\Delta \theta = \pi/40$. A contour plot of the tomogram is shown in the lower left panel of Fig. 2. As we have explained before, by inspection of the power distribution in the tomogram one may either select the components of intensity higher than a threshold for denoising of the whole signal or select particular components of signal. In this case, what is of interest is to select the part of the signal that corresponds to the typical signals used to construct $S$. This is done by selecting only the strongest components at the region where they concentrate. In the lower right panel of Fig. 2, we show the result of projecting on the subspace spanned by the eigenvectors 185–200 at $\theta_{19} = 19\pi/40$.

One sees that the signal is reasonably reconstructed from the noisy input. With a clipping operation at $\pm 0.5$ the reconstruction would be perfect.

For the second example, we have generated, as typical signals a set of 40 sines with random frequencies. Fig. 3 displays some examples. This case is harder because noise (or interference) is expected to contain frequencies similar to the typical signals. Fig. 4 shows the results of the analysis of a signal that contains pieces of sines at different time intervals. The signal is displayed in the upper left panel and the signal with added Gaussian noise in the upper right panel. The

---

![Fig. 3](set_of_sines_with_random_frequencies.png)

**Fig. 3** Set of sines with random frequencies

![Fig. 4](signal_noisy_signal_the_tomogram_and_the_projection_on_the_subspace_spanned_by_the_eigenvectors_189_197_at_19pi_over_40.png)

**Fig. 4** Signal, noisy signal, the tomogram and the projection on the subspace spanned by the eigenvectors 189–197 at $\theta = 19\pi/40$
The projection range that was used includes all the strongest components. Note, however, that by selecting particular regions of the tomogram, particular components of the signal may be extracted. For example, Fig. 5 shows the result of projection on the subspace spanned by the eigenvectors \(189\)–\(197\) at \(\theta_1 = 15\pi/40\).

Tomogram is in the lower left panel and in the lower right panel the result of the projection on the subspace spanned by the eigenvectors \(189\)–\(197\) at \(\theta_1 = 15\pi/40\).

The projection range that was used includes all the strongest components. Note, however, that by selecting particular regions of the tomogram, particular components of the signal may be extracted. For example, Fig. 5 shows the result of projection on the subspace spanned by the eigenvectors \(190\)–\(199\) at \(\theta = \pi/10\).

For the third example, we use data obtained from the Phoenix Mars Lander [28]. A dust devil is a hot whirlwind generated by a huge temperature contrast between the martian atmospheric air and the planet surface. Dust devils appear in both temperature and pressure data as sudden drops with a duration between 2 and 3 min. The upper left panel in Fig. 6 shows some data from the Phoenix Mars Lander covering a 2000 s interval with a sampling rate of 0.5 Hz. A dust devil is clearly visible at \(t \approx 800\) s as a drop in the pressure value.

There has been several efforts to develop systematic methods to detect the effect of dust devils on the martian atmosphere data. They are based either on checking several ad-hoc conditions in the data [28] or on field-programmable gate arrays [29].

To use our adapted tomographic filtering method for the detection of dust devils we have generated a set of 278 signals that resemble the shape that a dust devil produces on the data, that is a sudden drop of about 3% from the baseline, with different durations ranging from 60 to 80 time units. The upper right panel displays several of these typical signals. Some of the signals have been shifted up or down for representation purposes.

As in the previous examples a tomogram is constructed for 20 different values of \(\theta\) at intervals \(\Delta\theta = \pi/40\). A contour plot of the first 999 coefficients of the tomogram is shown in the lower left panel of Fig. 6. Coefficient \(n = 1000\) corresponds to the biggest eigenvalue (and its corresponding eigenvector). This eigenvector contains most of the energy of the signal, and is several orders of magnitude bigger that any other coefficient, so for clarity this coefficient has not been plotted in the tomogram. By direct inspection, we
observe that, aside from the coefficient at \( n = 1000 \), the strongest components concentrate close to \( n = 400 \). The lower right panel in Fig. 6 shows the projection on the subspace spanned by the eigenvectors 340–450 and 1000 at \( \theta = 19\pi/40 \). One sees that the pressure drop produced by the dust devil is very well reconstructed and separated from any other components present in the signal such as noise or smaller pressure variations.

As an alternative, that avoids the large value of the biggest eigenvalue, we may shift both the typical signals and the real data to zero mean signals. In this case there is no eigenvalue much larger than all others. The left panel of Fig. 7 displays a three-dimensional plot of the tomogram for the 1000 coefficients obtained with zero mean signals. We have also applied a denoising procedure, removing the small coefficients. The right panel in Fig. 7 shows the projection on the subspace spanned by the eigenvectors 340–450 at \( \theta = 19\pi/40 \). One sees that the pressure drop produced by the dust devil is completely separated from any other components in the signal.

4 Conclusions

Tomograms provide a two-variable characterisation of signals which, because of its rigorous probabilistic interpretation, is robust and free of artefacts and ambiguities. For each particular signal that one wants to analyse, the choice of the appropriate tomogram depends not only on the signal but also on the features that we want to identity or emphasise. We have developed a new family of data-driven tomograms that combines time and an operator obtained from a set of typical signals specially tuned to represent the features that one wants to extract. These adapted tomograms provide, for noisy signals, filtering and separation of components that might not be well represented by standard operators. In fact when passed through Fourier or wavelet analysis both the GPS-like and the dust devil signals used in Section 5 do not provide any useful information, because their relevant features are neither frequency nor scale structure.
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