Design and Application of a Distribution Network Phasor Data Concentrator
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Abstract: The wide area measurement system (WAMS) based on synchronous phasor measurement technology has been widely used in power transmission grids to achieve dynamic monitoring and control of the power grid. At present, to better realize real-time situational awareness and control of the distribution network, synchronous phasor measurement technology has been gradually applied to the distribution network, such as the application of micro multifunctional phasor measurement units (µMPMUs). The distribution network phasor data concentrator (DPDC), as a connection node between the µMPMUs and the main station, is also gaining more attraction. This paper first analyzes the communication network structure of DPDCs and µMPMUs and compares and analyzes the differences in the installation locations, functions, communication access methods and communication protocols of the phasor technology devices of the distribution network and the transmission network. It is pointed out that DPDCs not only need the functions of data collection, storage, and forwarding like transmission network PDCs, but also should be able to access more µMPMUs, and can aggregate the phasor data of the same time scale from µMPMUs by different communication methods. The communication protocol selected by DPDC should be expanded to support remote control, telemetry, fault diagnosis and other functions of distribution automation. The application requirements of DPDCs are clarified, and the key indicators of DPDCs are given as a method to evaluate the basic performance of DPDCs. Then, to address the problems of more µMPMU access, abnormal communication, and data collection with different delays that DPDC encountered, a DPDC that considers multiple communication methods is designed. Based on the Linux system and the libuv library, the DPDC is designed with event-driven mechanism and structured programming, runs multiple threads to implement multitasking, and invokes callbacks to perform asynchronous non-blocking operations. The DPDC test system and test methods are designed. The performance of the designed DPDC is evaluated through the test and the test results are analyzed. Lastly, its real-world application is disclosed, which further confirmed the value of our DPDC.
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1. Introduction

With the distributed energy such as photovoltaics and wind power, flexible load and electric vehicles connected to the distribution network on a large scale, the stable operation of the distribution network faces new challenges in the aspects of the difficulties to quickly and accurately carry out
the state estimation, fault diagnosis and active control using monitoring and controlling methods of the traditional distribution network. To cope with these challenges, the synchronous phasor measurement technology is introduced to the distribution network \cite{1,2} with reference to the wide area measurement system (WAMS) widely used in transmission networks. The micro multifunctional phasor measurement unit (\(\mu\)MPMU) is a miniaturized phasor measurement unit (PMU) that combines the functions of power distribution monitoring terminals \cite{3}, which can also be called a distribution network phasor measurement unit (DPMU) or micro phase measurement unit (\(\mu\)PMU) \cite{4}. \(\mu\)MPMUs provide global positioning system (GPS)/BeiDou navigation satellite system (BDS)-based measurement data so that power signals at different locations can be put together for comparison and analysis, such as phase angle. \(\mu\)MPMUs are mainly used to solve the problems of sensing and controlling in the distribution network, including fault information extraction and fault diagnosis, state estimation, voltage control, reactive power optimization and active control \cite{4,5}.

In addition to PMUs, the transmission network WAMS also includes components such as phasor data concentrators (PDCs) and communication networks \cite{6,7}. According to the depiction of IEEE C37.244-2013 \cite{8}, the primary and most important role of the PDC is to aggregate and forward data of multiple PMUs according to timestamps. Based on this guidance, IEEE introduced the PDC standard IEEE Std C37.247-2019 \cite{9} in 2019, which specifies the requirements for PDC. With the development of technology in this area, PDC further has the ability to process and store data and configure more functions according to different requirements. Although the current application of \(\mu\)MPMUs in the distribution network is increasing, the corresponding distribution network phasor data concentrator (DPDC) has not received sufficient attention.

In terms of PDC design, the PDC designed in \cite{10} has a variety of data push logics and has a good performance in ensuring data integrity and latency but there is no targeted design for the PDC for the application scenario of the distribution network. Reference \cite{11} proposed a software PDC that used a reliable communication protocol to establish a database system for efficient data storage and access. It is used as a low-cost alternative to large PDCs, while its application scenario is still in the transmission grid. Reference \cite{12} discussed the design of PDC and the handling of anomalies. The anomalies handling is very meaningful, because DPDC may encounter these problems more frequently in the distribution network, but the article does not elaborate on the details of the anomalies handling scheme. Reference \cite{13} proposed a software PDC for monitoring DER in a smart microgrid, which uses an adaptive compensation scheme to achieve an effective estimation of missing data elements, and proposed a monitoring unit to detect DER. Reference \cite{14} considered the situation that more and more PDCs and PMUs were being installed in the distribution network, and proposed an active PDC with advanced functions to manage the delay according to the requirements of possible target applications. Reference \cite{15} proposed a low-cost active PDC suitable for power distribution networks. The prototype of this PDC is based on the low-cost hardware platform SBC Raspberry Pi. Controlling costs is very important for the promotion of PDCs in the distribution network. At the same time, in order to meet the potential for increased equipment access, resources of a PDC should not be too limited. Reference \cite{16} introduced an FNET/GridEye example of WAMS deployed in the distribution network. According to reports, the frequency monitoring network FNET/GridEye was originally developed in 2003 and was the first WAMS designed for distribution networks. Its sensors have the advantages of low cost and easy installation. Since FNET/GridEye relies on public networks for communication, its latency and other communication problems are more serious than WAMS for transmission networks.

The existing PDC solution is mainly for connecting to the PMUs in the transmission network WAMS. Although there are some discussions on PDCs suitable for distribution networks, there is a lack of consideration of the working environment and communication environment of \(\mu\)MPMU and DPDC in distribution networks and the lack of analysis of DPDC application requirements. Various software and hardware PDCs have been introduced in the above solutions but they may face problems such as fewer application scenarios, single functions, higher costs, and limited equipment platform
resources. To better implement the promotion of µMPMU in the distribution network, discussions on DPDC design and testing. The main contributions of this paper are:

- Explain the µMPMU-DPDC networking structure, analyze the application requirements of DPDC, and give the key performance indicators of DPDC;
- A hardware DPDC design method is proposed. Both software design and hardware selection take into account the need to meet the key performance indicators of DPDC;
- Proposed a DPDC key performance indicators test method and verified the performance of the designed DPDC through testing.

The structure of this paper is as follows: Section 2 introduces the networking structure of µMPMU-DPDC, analyzes the application requirements of DPDC, and provides key performance indicators of DPDC; Section 3 describes the design of DPDC, including software structure and hardware selection, and discloses software implementation details; Section 4 introduces the DPDC test environment and test tools, evaluates the DPDC’s key performance indicators; Section 5 describes the DPDC’s field installation and operation; Section 6 summarizes the article.

2. DPDC Application Requirements Analysis

2.1. µMPMU-DPDC Networking Structures

The PMUs in the transmission network WAMS are mainly installed in important substations and power plants. In actual engineering, the PDC is generally installed in the same screen cabinet as the PMU. Each device gets timing information from a unified synchronous clock source. PMUs can be directly connected to the PDC or connected to the PDC via a switch. If the PDC is not equipped, PMUs are directly connected to the switch in the plant. The WAMS main station connects to the power dispatch data network through the pre-communication subsystem and receives data from PDCs or PMUs. It can be seen that the working environment of the PDCs and the PMUs in the transmission network WAMS is not bad, the communication connection between the devices is relatively stable, and PMU’s clock signal source is also reliable. Limited by the number of important components monitored in the plant, the number of PMUs connected to the PDC in the station will not be much.

In contrast to the PDCs and PMUs in the above-mentioned transmission network WAMS, µMPMUs are installed in the substation, as well as the feeder, ring network cabinet, DER and other points [3]. The µMPMU outside the substation obtains the time signal through the external GPS antenna of the device. In addition to fiber optic Ethernet and Ethernet passive optical network (EPON), the communication method between the µMPMUs and the DPDCs or the main station also uses communication methods with a higher delay such as power line communication (PLC) or a wireless private network. Considering the installation location and communication mode of the µMPMUs and DPDCs, the networking modes of the µMPMU-DPDC can be divided into three types, as shown in Figure 1.

Figure 1a shows a centralized networking structure in which all the µMPMUs and the DPDC are located in the station. This structure is consistent with the PMU-PDC networking structures in the transmission network. Figure 1b1,b2 indicates that the µMPMUs are dispersely installed on the ring main unit and each section of the feeder. The DPDCs are installed inside the station, and they communicate with µMPMUs via wired communication such as EPON or PLC. Figure 1c indicates that the µMPMUs are dispersely installed at feeder line and DER connection points. The µMPMU communicates with the upper device through a built-in wireless communication module or an external customer premise equipment (CPE). The DPDC or the main station is connected to the core network to receive data from the µMPMU. In this case, the DPDC can be placed in a substation, core network or inside of a main station. If only a few scattered µMPMUs use wireless communication, such µMPMUs can communicate directly with the main station without going through the DPDC. This figure does not mean that the µMPMU monitoring DER must use wireless communication. Under the conditions of proper installation cost, µMPMU should choose low-latency fiber-optic communication.
2.2. Application Requirements

In addition to the different networking structures compared with the PMU-PDC in the transmission network, the μMPMU connected to the DPDC is different from the traditional PMU in terms of function, quantity, and communication method [3]. To meet the application requirements in the active distribution network, the μMPMUs have the functions of power distribution terminals, and the corresponding DPDCs also need to have certain functions of the distribution station. The DPDC can be used for data collection, and the collected μMPMUs data is sent to the main station, and the control commands from the main station are forwarded to the μMPMU. The DPDC can also directly have the monitoring function. By analyzing the data of μMPMUs, the DPDC controls μMPMUs to complete fault location, isolation, restore power to non-faulty areas, the DPDC then reports the processing results to the main station. Thereby the feeder automation is implemented.

To make the problem that DPDC needs to solve more clear, PMU and μMPMU, PDC and DPDC are compared from various aspects, and the comparison contents are shown in Table 1.

Through the comparison in the table, the following conclusions can be drawn regarding the application requirements of DPDC:

1. The number of μMPMUs is large and the number of points may increase as the number of important local nodes increases. A DPDC as the substation/node PDC should be able to connect more than 20 μMPMUs [17], and the dynamic data files can be stored for 14 days, and the transient data files more than 1000 pieces. Commercial PDCs can connect hundreds of PMUs, but their prices are thousands of dollars or more, and there is no price advantage in promoting them in the distribution network;

2. The installation locations of μMPMUs are scattered and the working environment is diverse. Compared with the traditional PMU, the μMPMU may face the problem of communication interruption and clock loss [11]. The DPDC needs to be able to correctly assemble the data and not discard the clock abnormal data, and also has the function of reconnecting the μMPMU;

3. The communication modes adopted by μMPMU are various, and the delay of different communication methods is different. Wireless communication may have an unstable connection...
under different meteorological or spatial conditions, so in the case of using a synchronous time signal, the data frames of the same timestamp produced by different μMPMU may arrive at the DPDC at different times, after experiencing a significant delay. The DPDC should be able to tolerate a large arrival time difference of the same timestamp data between the μMPMUs, that is, to correctly collect data of different delays. Reference [18] summarized the delay of wireless communication, and reference [9] also introduced the delay of PMU data transmission using 4G LTE, at an average of 70 ms, and even 1 s in certain cases. This paper defines DPDC’s ability to tolerate data time differences as time difference tolerance, with a reference value of 150 ms;

(4) Considering the versatility of the μMPMU, the main tasks performed by different μMPMUs may be different, and different applications have different data delay requirements, ranging from 100 ms to 5 s [19]. The classification and priority transmission of data are helpful for increasing DPDC ability and improving communication efficiency. Traditional phasor transmission such as protocol IEEE C37.118.2-2011 [20] and GB/T 26865.2-2011 [21] cannot meet the requirements, and DPDC needs to support the extended protocol. IEEE C37.118.2-2011 is an internationally popular synchronous phasor transmission protocol. GB/T 26865.2-2011 is a synchronous phasor transmission protocol used by China’s power system, and the contents are mostly the same. The table takes GB/T 26865.2-2011 as an example. The extended protocol is based on the GB/T 26865.2-2011 protocol, adding data priority, remote control commands, etc. The method is also applicable to IEEE C37.118.2-2011, more details can be seen in the paper [3];

(5) A large number of μMPMUs accessed by DPDC will send phasor data at high frequency and will also send a large amount of file data and commands. To avoid affecting the real-time monitoring and active control capabilities of the entire system, DPDC should be able to efficiently process, aggregate and forward data. This requires the DPDC to have a lower processing delay [8], where the DPDC processing delay is defined as the DPDC data delay, indicating the arrival time of the last complete data message with a given timestamp and its leaving time difference from the DPDC, in the case where the data aggregation is normal. DPDC data delay should be within 3–10 ms [17];

(6) Since the increases in the number of μMPMUs also leads to an increase in communication traffic, which further leads to an increase in storage footprint. A more directed way to reduce flow and storage space is via data compression. To avoid any data accuracy loss and data latency increase, it is beneficial to use a suitable compression method.

Table 1. Device comparison.

| Device | PMU | μMPMU | PDC | DPDC |
|--------|-----|-------|-----|------|
| Locations | Substation; power plant | Substation; power distribution room; transformer; feeder line; DER | Substation; power plant | Substation; power distribution room |
| Main Functions | Synchronous phasor measurement | Synchronous phasor measurement; distribution terminal | Aggregate and forward data | Aggregate and forward data; power distributing substation |
| Communication Modes | Optica fiber; Twisted pair | Optica fiber; twisted pair; wireless private network; power line carrier | Optical fiber; twisted pair | Optical fiber; twisted pair; wireless private network; power line carrier |
| Communication Protocols | GB/T 26865.2-2011; IEC/TR 61850-90-2-2016 | GB/T 26865.2-2011; extended protocol | GB/T 26865.2-2011 | GB/T 26865.2-2011; extended protocol |
Based on the above analysis, it can be concluded that DPDC needs to have expanded functions and features in order to cope with various situations. It summarizes the main problems faced by DPDC and their corresponding extended functions and features, as shown in Table 2.

Table 2. DPDC extended functions and features.

| No. | Situation Faced                      | DPDC Extended Functions and Features                                                                 |
|-----|--------------------------------------|--------------------------------------------------------------------------------------------------------|
| 1   | Accessing more μMPMUs                | DPDC should have strong access capabilities and keep costs low                                         |
| 2   | μMPMUs adopt different communication methods | The DPDC should be able to aggregate data frames that have the same timestamp but arrive at the DPDC with a large time difference; when some devices are disconnected, the normally arriving data is not discarded |
| 3   | μMPMUs expand distribution terminal functions | In the communication protocol, power distribution automation functions such as remote control, telemetry, and fault diagnosis should be added. |
| 4   | Processing of large amounts of data of different kinds | DPDC should improve data processing capabilities and keep data delay low. |

This paper proposes the key performance indicators of DPDC, which are also the most basic requirements for DPDC, namely access capability, time difference tolerance, and data delay. The performance of DPDC consists of software performance and hardware performance. The hardware performance depends on the CPU, network port, running memory and hard disk. The software performance is affected by the program frame and operation mechanism. By testing the key performance indicators of DPDC, the performance of DPDC is judged [22].

3. DPDC Design

3.1. Software Architecture

In the software design of DPDC, to improve the high concurrency and asynchronous processing capability of the software, we adopt an event-driven mechanism and structured program design, run multiple threads to realize multi-tasking processing and use callbacks to complete asynchronous non-blocking operations. Figure 2 is a schematic diagram of the proposed DPDC considering multi-communication mode, which shows some major software functional modules inside the DPDC. The figure simplifies the μMPMUs, the communication network, and the main station. ① Indicates that the μMPMU communicates directly with the DPDC over a twisted pair. ② Indicates that the μMPMU communicates with the DPDC over the power line carrier. ③ Indicates that the μMPMU communicates with the DPDC over the wireless network. ④ Indicates that the μMPMU communicates with the DPDC via EPON. ⑤ Indicates that the μMPMU communicates with the DPDC over possibly other communication networks. The communication network from the DPDC to the main station is simplified to a dotted line. The green port on the DPDC boundary indicates the network port. The DPDC has more network ports.

First, the communication is initialized in the main function of the DPDC, including establishing a client to complete the connection with the μMPMU and establishing a server to listen for the connection from the main station. The open-source iPDC [23] establishes a thread for each connected PMU and the main station and has only one connection to each PMU or main station, and all types of data are transmitted over one connection. The difference is that DPDC only creates two child threads in addition to the main thread. In the main thread, DPDC establishes two TCP connections for each μMPMU and each main station, which serve as data pipes and command pipes. One sub-thread is responsible for establishing a TCP connection as a file pipe with each μMPMU, and the other is responsible for establishing a file pipe with the main station. This can avoid the impact of file transfer on real-time
data transmission, save the resources consumed by creating a large number of threads, reduce the time overhead of thread switching, and reduce the internal delay of DPDC.

We use libuv to establish a TCP connection because libuv is a multi-platform support library that focuses on asynchronous I/O. It uses the high-concurrency asynchronous model provided by the operating system. In Linux, epoll supports full-featured event loops [24]. Due to libuv’s event-loop and callback mechanisms, callback functions can be invoked when the event occurs. When the connection is established, the `uv_read_start` function defined by libuv will automatically read the data from the stream and trigger the callback function. Since the DPDC and each μMPMU have dedicated pipes, the data received from a pipe is the corresponding μMPMU data. Inside the DPDC has shown in Figure 2, the blue lines indicate data pipes for transmitting data frames, the red lines indicate command pipes for transmitting command frames (CMD) and configuration frames (CFG), and the orange lines indicate file pipes for transmitting file command frames and file frames. The data pipes and the command pipes will remain connected after the communication is started. The file pipes will only be established when there is a file sending task and will be disconnected after the task is completed. In order to ensure the stability of the data pipes and command pipes between the DPDC and μMPMUs, the connection check module is used to check whether each connection is valid. Here we set a timer of 3 s to check the continuity of the connection. If it is determined that a connection has been disconnected, the connection is re-established. After the μMPMU restarts or the communication link is temporarily faulty, etc., the communication can be resumed through the connection check module.

![Figure 2. DPDC architecture considering multiple communication methods.](image_url)

When the data from the μMPMU enters the DPDC via the data pipe, the Read data module completes the reading of the data in response to the event. Similarly, the Read cmd module reads data from the command pipe, and the Read file module reads data from the file pipe. All kinds of data will be sent to the data check module first, and then checked and processed by the data check module and sent to the corresponding pipe data processing module. The data check module checks if the data has sticky or incomplete packets. Sticky packets mean that multiple small packets are placed in the same TCP packet. An incomplete packet means that a large packet is separated into multiple TCP packets. The worst case is that a TCP packet has a complete packet and an incomplete packet, and the remaining data is placed in the subsequent TCP packet for transmission. The data check module
decompresses and combines the data in which the above situation occurs and sends the processed data to each pipe data processing module according to the type. In general, the PMU and μMPMU disable the Nagle algorithm of TCP in order to ensure the uniform transmission of data frames in time, so that data frames do not have sticky packets and incomplete packets. The data check module checks the data frames with very little time and does not need to process them. Because configuration frames and file frames are longer than data frames, they are most likely to have sticky and incomplete packets, but their requirements for time are far less than the data frame, and the processing time is acceptable.

After the data check module, the data frame is sent to the data processing module of the μMPMU data pipe (D_data_pipe). The main function of this module is to aggregate the data frames of the μMPMU. First, it is judged whether the data frame is a compressed frame, and the decompressed data frame is sent to the data aggregation stage for processing. If no decompression is required, the data frame directly enters the data aggregation stage. The data aggregation stage produces DPDC data frames in the standard format, which are written to real-time (RT) data files (the file format refers to [21]) and sent to the data processing module of the main station data pipe (U_data_pipe). The data of μMPMU and DPDC are stored by using structure arrays. Figure 3 shows the cache structure of the DPDC.

![Figure 3. The cache structure of the DPDC.](image)

The structure array pdcData[ ] is used as the buffer of the DPDC, and the depth is max + 1. The value of max will affect the time difference tolerance of the DPDC. In theory, the time difference tolerance is proportional to the max. This value is not recommended to be set to a fixed value. It should be set according to the actual network environment where the DPDC is located. It is included in the configuration file sent by the local or the main station and is assigned when the device is initialized. The data structure members have integer haspmu, long integer soc, and fracsec, and array pmusData[ ]. Similarly, pdcData[ ] is a structure array with a length of n + 1. The value is the same as the number of μMPMUs. It is used to store the data frames of the μMPMU. The order of the array elements is the same as that of the μMPMU. The haspmu indicates the number of data frames of the μMPMU that this pdcData array element has stored. When haspmu = n + 1, this buffer is full and the data aggregation is completed. Proceeding to the next step, involved forming the collected data into a standard DPDC data frame, and then sending it to the master station and write the file. The soc and fracsec represent time, and their source can be local time or the μMPMU time-synchronized data frame. Which source to choose depends on whether there is a time-synchronized data frame in this buffer. If an element of pdcData[ ] has not received a time-synchronized data frame when it is about to be sent to the next stage, the DPDC’s local time is assigned to it. When the cache is initialized, haspmu, soc, and fracsec are all cleared, and the status word stat of each element of pmusData[ ] is set to 0x8000, indicating that the data is not available and the rest of the data is cleared.

The program flow of the data aggregation stage is shown in Figure 4. The problem that will be solved during the data aggregation stage is also the abnormal communication situation that may
be faced: (i) when the communication connection is normal, some or all of the μMPMUs are out of synchronization and receive their data frames; (ii) some μMPMUs are disconnected from the DPDC and cannot receive their data frames; (iii) some μMPMUs are disconnected, and some μMPMUs with normal communication connections are out of synchronization. In the data aggregation stage, the thread lock mechanism is used to prevent data in the DPDC buffer from being overwritten by other threads.

Figure 4. Data aggregation program flow.

In Figure 4, the data frame of the i-th μMPMU (0 ≤ i ≤ n) is first acquired, stored in pmusData[i], and then the local time is acquired. According to IEEE C37.118.2-2011 and GB/T Z6865.2-2011, in the stat, bit 13 = 0 means data frame time synchronization, so it is judged according to stat whether the data frame time is synchronized. If the data frame time is synchronized, the process flow F1 will be entered, otherwise, the process flow F2 will be entered.

1. The first step of F1 is to find the pdcData[ ] element with the same time as pmusData[i]. If the element is found, it is assumed to be pdcData[j] and proceed to flow F11. Put pmusData[i] into the corresponding pdcData[j].pmusData[i] and increase the value of pdcData[j].haspmu by 1. If the value of pdcData[j].haspmu is equal to n, it indicates that pdcData[j] has already aggregated the data frames of all μMPMUs. Process pdcData[j] means that the data contained in pdcData[j] is composed into a standard format DPDC data frame, and then pdcData[j] is cleared, and these data frames are all written to the file and sent to the U_data_pipe data processing module. Because 50
or 100 writes per second affect the life of the hard disk, the write operation does not have the same frequency as the framing. The program uses another large buffer to hold the data to be written and writes at regular intervals.

(2) If pdcData[j] is not found, continue to look for elements with zero time. If an element that meets the criteria is found, the process flow F12 is performed, otherwise, the process flow F13 is performed. There may be two cases when the time is 0. The first is that the element has not yet obtained the data frame of the µMPMU, and the second is that the element has not yet obtained the time-synchronized data frame. In flow F12, assume that pdcData[k] is the element that meets the criteria and is closest to the cache header, store pmusData[i] into pdcData[k], and assign the synchronization time to it, and then process and judge pdcData[k].haspmu. When there is µMPMU disconnected communication, it will enter flow F13 because pmusData[i] with synchronization time cannot find the elements of the same time and elements without time in the whole buffer, indicating that all elements have data at this time. But they have not been sent yet, they are waiting for some µMPMUs data that has not been received. In order to control the delay of the data and avoid the overflow of the buffer, process the element with the earliest time, assuming it is pdcData[m], then pmusData[i] can be placed in the cache normally. Because pdcData[m] has not collected all the data, the empty pmusData[] element will keep the original value, except stat is 0x8000, the rest of the fields are all 0. According to the stat, the main station can know which µMPMU data is missing.

(3) The first step in F2 is to look for the element that already has data but no i-th µMPMU data from the buffer header. If the eligible element is found, assume it is pdcData[p], ends the query, goes to flow F21, and puts pmusData[i] into pdcData[p]. If the pdcData[p] data has already aggregated all the data, it will be judged whether its time is 0 before processing. If it is 0, the local time obtained in the previous step is used. This is in order to deal with the extreme situation where all µMPMUs are out of sync.

(4) If pdcData[p] is not found, continue to look for elements with time 0 and no i-th µMPMU data. If an element that meets the criteria is found, assume it is pdcData[q], go to flow F22, otherwise go to flow F23. Put pmusData[i] into pdcData[q]. If the pdcData[q] data has already aggregated all the data, assign the local time to pdcData[q] and process it. Similar to F13, F23 is also dealing with extreme situations. Some µMPMUs are disconnected, and some µMPMUs with normal communication connections are out of synchronization, the data will go to the F23 process. In order to control the delay of the data and avoid the overflow of the buffer, when the cache is full for the first time, the local time is assigned to the pdcData[m] at the top of the buffer, and then it is processed. Each time F23 is entered, the program will move down one element for processing.

The standard format DPDC data frame enters the U_data_pipe data processing module and is ready for transmission. Because the communication rate requirement of the main station to the DPDC may be different from that between the DPDC and the µMPMU, it is necessary to perform a transmission check on the data frame and select a data frame that satisfies the timestamp interval requirement for transmission. The U_data_pipe data processing module can realize the control of the data transmission rate and can also solve the problem that different main stations require different transmission rates when the DPDC communicates with the multi-main station.

The µMPMU command pipe (D_cmd_pipe) data processing module is responsible for command interaction with the µMPMU to complete the transmission of commands and configuration information, and also write configuration frames to the CFG files. DPDCs with the extended protocol can also send remote commands. The data processing module of the µMPMU file pipe (D_file_pipe) is responsible for file command interaction with the µMPMU, sending file commands to the µMPMU, and then receiving and storing the transient data files, which may also be referred to as high dynamic (HD) (the file format refers to [25]). The data processing module of the main station command pipe (U_cmd_pipe) is responsible for command interaction with the main station and can read and write CFG files. The data processing module of the main station file pipe (U_file_pipe) is responsible for processing the file
command of the main station and transmitting the locally stored RT and HD files according to the requirements of the main station. When the DPDC does not have the file requested by the main station, DPDC will send a file command to each μMPMU to find it. If the corresponding file can be found, the file will be transparently transmitted, otherwise, the negative message will be replied to the main station.

The file storage module is implemented by a shell script, and the RT files and the HD files are compressed and stored using the gzip compression program of the Linux system. When the disk capacity reaches the set upper limit, the file storage module deletes the RT file stored for more than 14 days, and also deletes the old HD file and controls the number of HD files to 1000. In addition to the file storage module, DPDC also has some functional modules not shown in Figure 2 implemented by shell scripts, such as watchdog, self-starting, system log and other modules.

3.2. Hardware Platform

DPDC hardware adopts platform hardware architecture design, with high-level electromagnetic compatibility (EMC) protection, its operating system adopts Linux real-time multitasking operating system with independent cutting and packaging. The DPDC front and rear panels are shown in Figure 5. The DPDC model is PDC-2018, with a width of 19 inches and a height of 2 units (U) and a length of 12 inches. U is a unit representing the external dimensions of the server, 1 U = 1.75 inches.

![Figure 5. DPDC panel. (a) Front panel; (b) rear panel.](image)

In order to meet DPDC’s multi-tasking processing capabilities, the device uses a dual-core dual-threaded CPU, model Intel(R) Celeron(R) 2980 U, with 2 M cache, clocked at 1.60 GHz. On the storage, DPDC needs to store more than 14 days of RT files and more than 1000 HD files. The device uses a 480 GB solid-state drive to meet the requirements of fast reading and writing, low power consumption, shock resistance, and anti-fall. In addition to the space occupied by the system and software, the remaining space of the solid-state drive is greater than 420 GB. The running memory type is DDR3L and the size is 4 GB, which can meet the need to set a large buffer when DPDC accesses a large number of μMPMU. In order to meet the communication with a large number of μMPMU, the DPDC is equipped with six Gigabit adaptive Ethernet ports. The timing interface is RS-485, and InterRange Instrumentation Group Time Code Format B (IRIG-B) is used. The DPDC is connected to a synchronous clock source through this interface and receives a synchronous clock signal. The DPDC supports dual power supply operation and can be powered by direct current or alternating current. Maintenance of the DPDC can be remotely logged in through the network port, or directly connected to the display and keyboard. There are multiple LED indicators on the front panel of the device. The indication information includes the status of the system operation, alarms, timing anomalies, communication anomalies, and data link status.

4. The Test of the Key Performance Indicators of DPDC

In this study, equipment including μMPMU, time source, power signal source, etc., and some software (e.g., Main station Emulator and PMU Emulator) are deployed to build the distribution network WAMS system for DPDC test. The laboratory test environment for DPDC is shown in Figure 6.

The μMPMUs used in the test are produced by XUJI Electrics Company. The model is μM-PMU-851, which can collect three-phase voltages, three-phase currents and zero-sequence current at the same
time and make µMPMUs achieve “three remote” function as the distribution network terminals. The
time source is synchronous with GPS and provides time service to µMPMUs and DPDC, manufactured
by Xu Ji Group, model DDS100-S, time accuracy ≤ 1μS. A relay protection tester works as a power
signals source. It is manufactured by Guangdong only Electrical Automation Co., Ltd. and its model
is ONLLY-AQ430. PC1 has two network ports, Intel(R) Xeon (R) E5-2603 v4 processor, 8 G RAM with
1.7 GHz working frequency. PC2 is a laptop with an Intel (R) Core (TM) i7 6700HQ processor, 4 G RAM
with 3.5 GHz working frequency. PMU Emulator and Main station Emulator software are developed
for DPDC testing. PMU Emulator is based on Visual C ++ development, supports the standard
GB/T 26865.2-2011 protocol, and adopts a multi-thread design. The software can simulate 30 PMUs
at the same time, each PMU has three output streams, the data length can be modified; support
1~200 frames/s report rate. The data time of each PMU is initially generated by the computer time. The
timestamp can be consistent or a fixed delay can be set to simulate the time difference between different
PMUs arriving at the PDC through different channels. Main station Emulator is also developed based
on Visual C ++. It can connect multiple PMU and PDC devices and adopt a multi-thread design.
The simulated master station displays the received data based on a table. The packet capture software
Wireshark is also installed on the DPDC. Its function is to capture network packets and display the
most detailed network packet data as possible, with time accurate to microseconds. In the following
key indicator tests, PDC Emulator and Main station Emulator are mainly used to test DPDC.

![Figure 6. DPDC test environment.](image)

4.1. Access Capacity

The number of connected µMPMUs is the basic parameter to the access capacity of DPDC. Meanwhile, the amount of data sent by µMPMU should be considered. The connection diagram of this
test is shown in Figure 7. The two network ports of the PC 1 are connected to the two network ports
of the DPDC via the network cable 1 and the network cable 2, respectively. The PMU Emulator and
the Main station Emulator are run on the PC1, and the simulated PMUs transmit data to the DPDC
through the network cable 1. After the DPDC collects the data, the data is transmitted to the simulated
main station through the network cable 2.
The single line measurement configuration of the μMPMU is referenced in the test. Configure each simulated PMU data volume into 12 phasors (three-phase voltage, three-phase current, voltage and current symmetrical components), 20 analog quantities (active power $P$, reactive power $Q$, 3rd, 5th, 7th harmonic voltage and current) and 4 digital quantities (external signal lights, relays). A data frame length is 114 bytes. Test at 10, 25, 50, and 100 frame/s reporting rates. Each test increments the number of simulated PMUs, observes whether the data is correct through the simulated master station, and monitors the CPU and RAM utilization of the PDC process through the top command. The test results are shown in Table 3.

| Number of Connected PMUs | CPU Utilization (%) at Different Reporting Rates (fps) | RAM Utilization (%) |
|--------------------------|-------------------------------------------------------|---------------------|
|                          | 10   | 25   | 50   | 100  |                   |
| 3                        | 2    | 5    | 9    | 18   | 0.3               |
| 5                        | 3    | 7    | 15   | 29   | 0.3               |
| 10                       | 6    | 15   | 22   | 50   | 0.5               |
| 15                       | 9    | 20   | 42   | 50   | 0.6               |
| 20                       | 11   | 26   | 50   | 50   | 0.8               |

As can be seen from Table 2, as the number of PMUs or the reporting rate increases, the CPU Utilization also increases, and the RAM Utilization is only related to the number of PMUs. In terms of CPU Utilization, the network card driver calls the DMA engine to copy the data packet to the kernel buffer. After the copy is successful, it initiates an interrupt notification interrupt handler. As the number and frequency of input streams increase, message queues trigger the CPU more frequently through interrupts, so CPU Utilization will rise. The DPDC program’s internal mechanism also affects CPU Utilization. In terms of RAM Utilization, a buffer of a fixed depth has been allocated according to the configuration file when the DPDC was started. After PMUs are connected, the length of the buffer is also determined by the data length of each PMU. In the absence of other data processing tasks, the RAM Utilization of the DPDC program does not change. The data aggregation of DPDC in this test is normal, and the test result shows that the DPDC meets the access capability requirement.

4.2. Time Difference Tolerance Test

Essentially speaking, the time difference tolerance is equivalent to the multi-channel access capability. In the distribution network, the μMPMUs connected to the same DPDC may use different communication media and routes. The different data packets with the same timestamp would reach DPDC at different times. The laboratory cannot directly reproduce the real situation of the power line network and the wireless network, so we use the PMU Emulator for further testing. The connection diagram of this test is shown in Figure 8; the DPDC directly connects to the PC1 and PC2 via a network cable. The Main station Emulator runs on the PC1, and the PMU Emulator runs on the PC2.

![Figure 7. DPDC access capability test.](image)

![Figure 8. DPDC time difference tolerance test.](image)
Eight PMUs were simulated on the PMU Emulator, and different delays for the simulated PMUs to test were set. The eight simulated PMUs are numbered sequentially and then divided into two groups. The odd-numbered PMU does not set the delay, and the even-numbered PMU sets the same delay to simulate the delay in the actual channel. After DPDC establishes communication connections with each simulated PMU, the simulated main station summons the DPDC data and observe whether the DPDC can correctly aggregate and forward PMUs data frames of different delays. Delays of 50, 100, 150, 200, and 300 ms were set respectively to test, and PMUs’ reporting rate was 100 fps. Table 4 shows the results.

The test results showed that when the time difference between the simulated PMU data is within 200 ms, the DPDC can correctly aggregate the data, and when the time difference reaches 300 ms, the DPDC aggregate data is abnormal. When data aggregation is abnormal, the DPDC aggregates data arrives at different times separately and outputs two data streams, one of which contains PMU data arriving earlier and the other containing PMU data arriving later. It can be observed from the Main station Emulator that the reporting rate of DPDC is increased to 200 fps (twice the normal value), and each data frame contains only half the number of PMU data after parsing. The cause of the abnormality is that the time difference between the PMU data exceeds the depth of the DPDC buffer. When the data that arrives earlier fill each layer of the buffer, the continued arrival of data prompted DPDC to push the data at the top of the buffer away, and the data that arrives later has no opportunity to aggregate with the data that has been pushed away. When the data aggregation is normal, the increase in PMU data delay is positively related to the delay of PMU data arriving later. When the data aggregation is abnormal, the increase in PMU data delay is the depth of the DPDC buffer. The reason why there is no change in CPU and RAM Utilization is the same as the analysis in Section 4.1. With a fixed number of PMUs and reporting rate, if there are no other data processing tasks, CPU and RAM Utilization will not change significantly. According to the test results, the time difference tolerance of DPDC reaches the requirement. When the time difference between µPMUs connected through different channels is within 200 ms, DPDC can correctly aggregate data.

| PMU Delay (ms) | CPU Utilization (%) | RAM Utilization (%) | Aggregation |
|----------------|---------------------|---------------------|-------------|
| 50             | 45                  | 0.4                 | Normal      |
| 100            | 45                  | 0.4                 | Normal      |
| 150            | 45                  | 0.4                 | Normal      |
| 200            | 45                  | 0.4                 | Normal      |
| 300            | 45                  | 0.4                 | Abnormal    |

4.3. Data Delay Test

Measuring the PDC data delay in the transmission network WAMS requires the network tester, but the network tester is expensive and complicated to operate. In this study, a simple way to measure the data delay of the DPDC is proposed. In order to ensure that the data transmission time and the data reception time have the same benchmark, the packet capture software Wireshark runs on the DPDC. Wireshark records the time when the last frame of the data frame of the same timestamp of each simulated PMU arrives at the DPDC and the time when the DPDC sends the data frame with the timestamp and calculates the difference between the two times to obtain the corresponding data delay. The test connection diagram can choose one of the above two schemes. During the test, the time differences over a period are averaged as the DPDC data delay. The number of PMUs is initially set to one and then set to two, followed by two increments each time. PMUs report rate is set to 100 fps. Figure 9 shows the test results.
The test results show that the data delay of the designed DPDC increases with the number of accessing PMUs. When 20 PMUs are connected, the data delay remains within 1 ms, which meets the test requirement.

5. Actual Installation and Operation

The designed DPDC is currently located in the Lingang area of Pudong New Area, Shanghai, China. The area has a full-voltage distribution network of 220 kV or less. The distribution network is characterized by typical urban power grids. The feeder lines are cable lines or cable/overhead hybrid lines. It includes substations of various voltage levels, multiple electric vehicles charging stations, multiple photovoltaic power stations, and wind power plants. The DPDCs and μMPMUs have been installed in some 220 kV substations, 35 kV substations, 10 kV switchyards, and photovoltaic grid points. The distribution network WAMS constructed by the project has functions such as distribution network state estimation, fault diagnosis and location, and island control. Figure 10 shows some actual installation scenes.

![Figure 9. DPDC data delay test.](image)

![Figure 10. Field installation. (a) The front layout of the cabinet; (b) a μMPMU mounted on the column.](image)
(a) Is the installation of equipment in a 35 kV substation, 7 µMPMUs and one DPDC are assembled in two cabinets. (b) Shows a µMPMU installed on the feeder, which is placed in a dedicated box. The information of the line is measured by the voltage and current transformers and the data of the µMPMU is sent to the substation. The WAMS main station of the distribution network is deployed in the Shanghai Pudong Power Supply Company of the State Grid. The D5000-WAMS front-end machine developed by the NARI Group can view real-time data.

The designed DPDC has been running for several months. During the time, DPDC works stably and the data transmission is normal. The project is still in progress and more DPDCs and µMPMUs will be deployed in the future.

6. Conclusions

With the distributed energy, flexible load and electric vehicle charging station (pile) connected to the distribution network on a large scale, the monitoring and control methods of the traditional distribution network have difficulty coping with the new problems faced by the distribution network. Therefore, the synchronous phasor measurement technology in the transmission network WAMS is introduced into the distribution network, and the µMPMUs with the power distribution terminal functions are gradually deployed to each key node in the distribution network. The DPDC for the distribution network communication environment has become more important as a connection node between the µMPMUs and the main station. In view of the current lack of discussion on the design and application of the DPDC, this paper analyzes and compares the DPDC and the traditional PDC in terms of functions, communication methods, and application requirements. The key indicators for evaluating the performance of DPDC are proposed, and a DPDC is designed. The test environment is further designed to perform various evaluations on the DPDC, and the evaluation results are analyzed. The contribution of this paper is summarized below:

- This paper introduces three basic networking structures of µMPMU-DPDC and illustrates the various communication methods that may exist in the networking. Then, by comparing the PMU and µMPMU, PDC and DPDC from the installation location and main functions, the application requirements of DPDC are obtained. Further to judge the basic performance of DPDC, the key performance indicators of DPDC are provided, namely, the access capability is no less than 20 µMPMU, the time difference tolerance is no less than 150 ms and the data delay is within 3 ms;
- A design method of hardware DPDC is proposed, which uses event-driven mechanism and structured program design, uses libuv to establish TCP connection, and completes the asynchronous non-blocking operation for multi-task through the multi-thread and callback mechanisms. The functions of each software module inside DPDC are introduced, and the data buffer structure and data aggregation mechanism are described in detail. The data aggregation mechanism and data structure ensure the efficiency of data processing and reduce the demand for hardware resources. The hardware configuration and selection of the DPDC are also described;
- The test methods for key performance indicators of DPDC are proposed. Firstly, the development of the test environment and the test software are described. Then test method for key performance indicators and conduct various tests on the DPDC was designed. The test results show that the designed DPDC access capability can reach 20 µMPMUs, the time difference tolerance is not less than 200 ms, and the data delay is less than 1 ms, which meets the requirements of all key performance indicators. Proven that the performance of the designed DPDC meets its application in the distribution network. Further analysis of the test results shows that the main impact on the performance of DPDC is the program mechanism and hardware performance. The designed DPDC uses a multi-threaded and event-driven mechanism. DPDC will call the corresponding callback function for processing when it receives the data. When the data aggregation is completed, it will be sent to the master station immediately to achieve a small delay and the CPU utilization rate is not high. If the time-driven mechanism is used to periodically query the status of each socket in the receiving thread, the DPDC data delay and CPU utilization rate will increase accordingly.
The field application of the designed DPDC works well. The further work of the author’s team is to expand more distribution sub-station functions and islanded control functions on the DPDC, enabling the DPDC to act as a distributed control sub-station for distribution automation and DER grid-connected control tasks.
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