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Abstract

The aim of this paper is to study a PDE model for two diffusing species interacting by local size exclusion and global attraction. This leads to a nonlinear degenerate cross-diffusion system, for which we provide a global existence result. The analysis is motivated by the formulation of the system as a formal gradient flow for an appropriate energy functional consisting of entropic terms as well as quadratic nonlocal terms. Key ingredients are entropy dissipation methods as well as the recently developed boundedness by entropy principle. Moreover, we investigate phase separation effects inherent in the cross-diffusion model by an analytical and numerical study of minimizers of the energy functional and their asymptotics to a previously studied case as the diffusivity tends to zero. Finally we briefly discuss coarsening dynamics in the system, which can be observed in numerical results and is motivated by rewriting the PDEs as a system of nonlocal Cahn-Hilliard equations.

1 Introduction

Mathematical models with local repulsion and global attraction received strong attention in the last decades, in particular motivated by applications in biology ranging from bacterial chemotaxis (cf. e.g. [17, 25, 47, 55]) to macroscopic motion of animal groups (cf. e.g. [10, 15, 31, 52]) as well as applications in other fields of science (cf. e.g. [62, 45]). The macroscopic modelling of the density evolution leads to partial differential equations with nonlinear diffusion and an additional nonlocal term. The majority of such models can be formulated as metric gradient flows for the density $\rho$ with some energy functional consisting of a local and a nonlocal interaction term

$$E(\rho) = \int_\Omega e(\rho) - \rho(K \ast \rho) \, dx,$$

where $e$ is a convex functional, $K$ a nonnegative interaction kernel, and $\Omega \subset \mathbb{R}^N$. Throughout the paper, $\Omega$ may always be unbounded and we will explicitly remark when its boundedness is needed. Various results on the analysis of energy minimizers respectively stationary states
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(cf. [2, 5, 10, 19, 22, 26, 29, 32, 39, 50, 58, 59]) and the gradient flow dynamics of the form (cf. [6, 9, 8, 16, 28, 30, 36, 65])

\[ \partial_t \rho = \nabla \cdot (M(\rho) \nabla E'(\rho)) \]  

(1.2)

have been achieved in the last years, which led to a good understanding of such models and phenomena.

Much less is known however in the case of multi-species systems, which received most attention only recently (cf. e.g. [1, 14, 13, 20, 44, 54, 57, 60]). With different species, the modelling leads to nonlinear degenerate cross-diffusion systems for the densities of all species, again with some nonlocal terms. The majority of work was concerned with the derivation of models including formal and computational studies, rigorous results are so far mainly available without the nonlocal interaction terms. First rigorous studies of stationary problems (cf. [24, 18, 33]) show interesting phase separation phenomena, whose dynamics seems rather unexplored so far. In this paper we hence study a nonlocal cross-diffusion model for two species called red (density \( r \)) and blue (density \( b \)) for simplicity, which can be derived from a lattice-based microscopic model with size exclusion (cf. [20, 57]):

\[
\begin{align*}
\partial_t r &= \nabla \cdot (\varepsilon (1 - \rho) \nabla r + \varepsilon r \nabla \rho + r(1 - \rho) [\nabla (c_{11} K \ast r - K \ast b) + \nabla V]), \\
\partial_t b &= \nabla \cdot (D\varepsilon (1 - \rho) \nabla b + D\varepsilon b \nabla \rho + Db(1 - \rho) [\nabla (c_{22} K \ast b - K \ast r) + \nabla V]),
\end{align*}
\]  

(1.3, 1.4)

either on the whole space or in a bounded domain supplemented with no-flux boundary conditions. The positive parameter \( \varepsilon \) regulates the strength of the diffusion relative to the nonlocal convection terms. Here \( K \) is again the interaction kernel, and the constants \( c_{ii} < 0, i = 1, 2 \) measure the strength of self-interaction, while the strength of the cross-interaction is scaled to unity (in accordance with the notation of [33]). The time scaling is chosen such that \( r \) has a unit diffusion coefficient, and \( D \) is the potentially different diffusion coefficient of \( b \). The function \( \rho \) is the nonnegative total density

\[ \rho = r + b, \]  

(1.5)

naturally bounded from above by one. This system (for \( V \equiv 0 \)) is a gradient flow for the energy functional

\[ F^\varepsilon(r, b) = \varepsilon F^E(r, b) + F^0(r, b). \]  

(1.6)

consisting of the nonlocal interaction

\[ F^0(r, b) = \int_\Omega c_{11} r(K \ast r) - r(K \ast b) - b(K \ast r) + c_{22} b(K \ast b) \, dx \]  

(1.7)

and the entropy term

\[ F^E(r, b) = \int_\Omega r \log r + b \log b + (1 - \rho) \log(1 - \rho) \, dx. \]  

(1.8)

For \( \Omega \) unbounded we need a confining potential \( V \) and the energy is modified to

\[ E^\varepsilon(r, b) = F^\varepsilon(r, b) + F^C(r, b), \quad F^C(r, b) = \int_\Omega (r + b) V \, dx. \]  

(1.9)
We shall from now on always use the letter $F$ to denote the energy without confining potential and $E$ if the potential is present. This energy is to be considered on the set of bounded densities with given mass
\[ \mathcal{A} = \{ (r, b) \in L^1(\Omega, \mathbb{R}^+)^2 : \]
\[ \int_{\mathbb{R}^N} r \, dx = m_r, \int_{\mathbb{R}^N} b \, dx = m_b, \rho = r + b \leq 1 \text{ for a.e. } x \in \Omega \}, \]
which can be shown to be invariant under the dynamics of (1.3), (1.4). The special case of minimizing $F^\varepsilon$ on $\mathcal{A}$ was recently investigated by Cicalese et. al. [33] and it appears obvious that $F^\varepsilon$ is the natural entropic version and (1.3), (1.4) the natural dynamic model leading to such a minimization problem in the large time asymptotics.

### 1.1 Connection to Cahn-Hilliard

In order to see the inherent phase separation in (1.3), (1.4) we rewrite it as a system of nonlocal Cahn-Hilliard equations. For this sake let $K$ be nonnegative and integrable with
\[ k = \int_{\mathbb{R}^N} K(x) \, dx, \]
which allows to define the nonlocal Laplacian $\Delta_K$ as a negative semidefinite operator via
\[ -\Delta_K u = u - \frac{1}{k} K * u. \]
Then (1.3), (1.4) becomes
\[ \partial_t r = \nabla \cdot (kr(1 - \rho)\nabla(c_{11}\Delta_K r - \Delta_K b + \partial_r W(r, b))) \]
\[ \partial_t b = \nabla \cdot (Dkb(1 - \rho)\nabla(c_{22}\Delta_K b - \Delta_K r + \partial_b W(r, b))) \]
with the multi-well potential
\[ W(r, b) = \varepsilon(r \log r + b \log b + (1 - \rho) \log(1 - \rho)) + \frac{c_{11}}{2} r^2 - rb + \frac{c_{22}}{2} b^2 - \frac{c_{11}}{2} r - \frac{c_{22}}{2} b. \]
Note that for $\varepsilon = 0$ the potential has three global minimizers $(r, b)$ in the corners of the unit triangle, i.e. $(0, 1)$, $(1, 0)$ and $(0, 0)$. The first two correspond to segregated states and the third one to void, hence those are the main structures to be expected as energy minimizers and in the long time asymptotics. For small $\varepsilon > 0$ the minima are shifted to the interior of the unit triangle and we thus expect less pronounced segregation. For large $\varepsilon$ the energy becomes convex and hence we expect mixing instead of segregation. As in other Cahn-Hilliard equations we expect dynamics at two time scales: a short one where clusters - in this case separated in red and blue - appear, and a large one where coarsening dynamics of the clusters appear. In the single species case of the model (1.3), (1.4), e.g. obtained for $b \equiv 0$, the coarsening dynamics has been discussed in detail in [21, 34], coarsening rates for a related nonlocal model were derived in [61]. Related work for systems of local Cahn-Hilliard equations (partly with constant mobility) was carried out in [12, 37, 40, 41, 44], supplemented by numerical simulations in [4, 53].

3
1.2 Organization of the paper

The aim of this work is to analyse the entropic regularization, with parameter $\varepsilon$, of the functional $F^0$. We take this problem from two different perspectives: First we consider the regularized energy from a variational point of view. Second, we study the system of non-local cross-diffusion equations which naturally occur as the gradient flow with respect to this energy.

To this end, we will start by discussing the energy minimization of $F^\varepsilon$ respectively $E^\varepsilon$, we briefly comment on the results in [33] and minor extensions, moreover we verify the $\Gamma$-convergence of $E^\varepsilon$ to $E^0$. We also prove the existence of minimizers of $E^\varepsilon$ and their convergence. This is supplemented by a numerical study of the variational problem based on energy minimization via splitting methods. We further show the existence of weak solutions for the transient model (1.3), (1.4), extending the results of [20] to nonlocal interactions and simplifying the line of the proof via appropriate time discretization with regularizing terms in primal and dual (entropy) variables. Moreover, we provide a regularity result in the case of equal diffusivities and verify consistency of the stationary problem with the energy minimization. Finally we study the dynamics in the particularly relevant case of $\varepsilon \to 0$ by formal and numerical methods. In the single species case metastable coarsening dynamics of clusters are already studied in detail (cf. [34, 21]) and we obtain similar behaviour in the multi-species setting.

2 Minimizers of the Energy Functionals

We start by stating assumptions on the interaction kernel $K$ and the potential $V$. Furthermore, we define

**Definition 2.1 (Coulomb kernel).** The Coulomb kernel on $\mathbb{R}^N$ is given by

$$K(x) := \begin{cases} -\frac{1}{2}|x| & \text{for } N = 1, \\ -\frac{1}{2}\log|x| & \text{for } N = 2, \\ \frac{1}{(N-2)\omega_N}|x|^{N-2} & \text{for } N \geq 3, \end{cases}$$

where $\omega_N$ is the $N$-dimensional measure of the unit ball.

While the Coulomb kernel (or Newton-Potential) is a prominent example for our model, we can extend our arguments to a more general class.

**Definition 2.2 (Admissible Kernel).** For $\Omega \subset \mathbb{R}^N$, possibly unbounded, we say that a kernel $K$ is admissible if the following conditions are satisfied

(K1) $K \in W^{1,1}_{\text{loc}}(\Omega)$.

(K2) $K$ is radially symmetric, i.e. $K(x) = k(|x|)$ and $k$ is non-increasing.

(K3) As $x \to 0$ and $x \to \infty$, $K$ behaves at most as singular as the Coulomb kernel.

Since $V$ should act as a confining potential, we impose the following growth condition at infinity.

(V1) Let $V \in W^{1,\infty}_{\text{loc}}(\mathbb{R}^N)$ be nonnegative almost everywhere and such that

$$\liminf_{|x| \to \infty} \frac{V(x)}{|x|^2} > 0.$$
2.1 Existence of Minimizers

Let us first summarize the results of Cicalese et. al. concerning the existence of a minimizer of solely the functional $F^0$ on the whole space $\mathbb{R}^N$. 

**Theorem 2.3** ([33]). Let $c_{11}, c_{22} \leq 0$ and $K \in L^1_{\text{loc}}(\mathbb{R}^N)$ and $A$ as defined in (1.10). Then there exists a minimizer $(r^0, b^0) \in A$ to the functional

$$F^0(r, b) = \int_{\Omega} c_{11} r(K \ast r) - r(K \ast b) - b(K \ast r) + c_{22}b(K \ast b) \, dx.$$ 

More precisely let $(r_n, b_n)$ be a minimizing sequence. Then there is a unique sequence of translations $(\tau_n) \subset \mathbb{R}^N$ such that up to a subsequence

$$(r_n(\cdot - \tau_n), b_n(\cdot - \tau_n)) \rightarrow (r^0, b^0)$$

as $n \rightarrow \infty$.

**Remark 2.4.** Note that due to the translation invariance of $F^0$, the results of [33] allow for arbitrary shifts of the minimizers. Adding a confining potential, i.e. replacing $F^0$ by $E^0 = F^0 + F^C$, however, does not change their result and removes this technicality.

Next, we extend this existence result to the functionals $F^\varepsilon$ and $E^\varepsilon$, respectively.

**Theorem 2.5.** (Existence of Minimizer) Let $c_{11}, c_{22} \leq 0$ and $K$ be admissible in the sense of definition 2.2. Then there exists at least one minimizer $(r, b) \in A$ to the functional

$$E^\varepsilon(r, b) = \varepsilon F^E(r, b) + F^0(r, b) + F^C(r, b).$$

More precisely any minimizing sequence $(r_n, b_n)$ converges $L^1(\Omega)$–weakly to a minimizer $(r, b)$ of $E^\varepsilon$ as $n \rightarrow \infty$.

If, in addition, $\Omega$ is bounded, the same result holds for the functional $F^\varepsilon$, i.e. the energy without confining potential.

While the proof of Theorem 2.3 uses Lions’ concentration compactness principle, our approach is based on Dunford-Pettis, making use of the confining potential when $\Omega$ is unbounded.

**Theorem 2.6.** (Dunford-Pettis theorem) Let $F$ be a bounded set in $L^1(\Omega)$. Then $F$ has compact closure in the weak topology $\sigma(L^1(\Omega), L^\infty(\Omega))$ if and only if $F$ is equi-integrable, that is,

(i) $\forall \varepsilon > 0 \exists \delta > 0$ such that $\int_U f \, dx < \varepsilon \forall U \subset \Omega$, measurable with $|U| < \delta, \forall f \in F$

(ii) $\forall \varepsilon > 0 \exists \omega \subset \Omega$ measurable with $|\omega| < \infty$ such that $\int_{\Omega \setminus \omega} f \, dx < \varepsilon, \forall f \in F$.

**Remark 2.7.** We carry out the details of the proof for $K$ being the Coulomb kernel as in Definition 2.1, only. Due to the properties of admissible kernels, the arguments will not change for general $K.
Proof of Theorem 2.3. We follow the direct method of calculus of variations. First note that there exist functions \((r^*, b^*) \in \mathcal{A}\) such that \(E^\varepsilon(r^*, b^*) < \infty\), take for example
\[
r^* = \frac{c_1 e^{-|x|^2}}{1 + c_1 e^{-|x|^2} + c_2 e^{-|x|^2}}, \quad b^* = \frac{c_2 e^{-|x|^2}}{1 + c_1 e^{-|x|^2} + c_2 e^{-|x|^2}},
\]
where the constants \(c_1, c_2\) are chosen to fix the appropriate masses. Next we show that \(E^\varepsilon\) is bounded from below on \(\mathcal{A}\). We focus on \(\varepsilon F^E + F^C\) first using a relative entropy argument.
\[
\int_\Omega (\varepsilon r \log r + r V) = \int_\Omega \varepsilon r \log \left( \frac{r}{e^{-\frac{V}{2}}} \right) + r \frac{V}{2} \, dx
\]
\[
= \int_\Omega \varepsilon \frac{r}{e^{-\frac{V}{2}}} \log \left( \frac{r}{e^{-\frac{V}{2}}} \right) e^{-\frac{V}{2}} + r \frac{V}{2} \, dx
\]
\[
\geq \varepsilon m_r \log \left( \frac{m_r}{\int_\Omega e^{-\frac{V}{2}} \, dx} \right),
\]
where we applied Jensen’s inequality to the convex function \(r \log r\) and used the integrability of \(e^{-V}\). Furthermore we used that \(\int_\Omega r V \, dx \geq 0\), because \(V\) is assumed to be nonnegative and \(r \geq 0\) almost everywhere. The same argument holds for \(b \log b\). In addition we have
\[
\int_\Omega \varepsilon (1 - \rho) \log(1 - \rho) \, dx = \int_\Omega \varepsilon (\rho \log(1 - \rho) - (1 - \rho) + 1 - \rho) \, dx
\]
\[
\geq -\varepsilon (m_r + m_b),
\]
where we used that the function \(\varepsilon \log z - z + 1\) is non-negative on \([0,1]\). To show that \(F^0\) is also bounded from below note that for \(N = 1\), we know that \(F^0\) is larger than zero since \(r, b\) and the absolute value are positive functions. For \(N = 2\) we apply the logarithmic Hardy-Littlewood-Sobolev inequality \([6, \text{lemma 5}]\) using again the potential to bound the logarithmic terms. Finally, for \(N \geq 3\) we use the Hardy-Littlewood-Sobolev type inequality stated in \([6, \text{lemma 4}]\) with \(t = 1\) and \(p = q = 2\). Thus, we are allowed to take minimizing sequence \((r_n, b_n)\) in \(\mathcal{A}\) which, for \(n\) large enough, is always smaller than or equal to \((r^*, b^*)\). This implies
\[
-\infty < \int_\Omega \varepsilon (r_n \log r_n + b_n \log b_n + (1 - \rho_n) \log(1 - \rho_n) + \frac{1}{2\varepsilon} (r_n + b_n)V) \, dx + F^0(r_n, b_n)
\]
\[
+ \int_\Omega \frac{1}{2} (r_n + b_n) V \, dx \leq E^\varepsilon(r^*, b^*) < \infty,
\]
and since \(\int_\Omega r V \, dx \geq 0\), we also conclude the boundedness of \(\int_\Omega (r_n + b_n)V \, dx\) which, by assumption (V1) implies a second moment bound on \(r_n\) and \(b_n\).

We are now in a position to apply Theorem 2.6 to conclude the existence of a weakly converging subsequence. We apply the theorem to \(\mathcal{F}\) being the set \(\mathcal{A}\) intersected with the set of all functions having bounded second moment, which is a bounded subset of \(L^1(\Omega)\). In order to show condition (i) we exploit the fact that every element in \(\mathcal{A}\) is bounded from above by one i.e. we can take \(\varepsilon = \delta\). For the second condition we employ the second moment bounds. Consider a ball \(B_R\) with radius \(R\) in \(\Omega\). We obtain
\[
\int_{\Omega \setminus B_R} r_n \, dx = \int_{\Omega \setminus B_R} \frac{|x|^2}{|x|^2} r \, dx \leq \frac{C}{R^2} < \varepsilon,
\]
for $R$ sufficiently large. That means the minimizing sequence $(r_n, b_n)$ must have a subsequence $(r_{n_j}, b_{n_j})_j$ strongly converging to some limit $(r, b)$ in $L^1(\Omega)$. The functional $F^0$ is weakly lower semicontinuous this is shown in [32, Theorem 2.1] for $N = 1$ and $N = 2$ and in Lemma 3.3 in [32] for $N \geq 3$. Since $F^\varepsilon$ is convex, this implies the lower semicontinuity of $F^\varepsilon$ which allows us to conclude that $(r, b)$ are indeed minimizers of $F^\varepsilon$ which also implies that they are contained in $A$.

For $\Omega$ bounded, the boundedness from below for the entropic terms $F^\varepsilon$ is trivial using the fact that $z \log z \in L^\infty(\Omega)$ for all $z \in [0, 1]$, while the arguments for $F^0$ remain unchanged. Since the second moment bound is also a trivial consequence of the $L^\infty$ bounds in $A$, all remaining arguments are also still valid.

2.2 Structure of Energy Minimizers

The energy minimizers of $F^0$ on $A$ could be characterized explicitly in some important cases in [33] using radial symmetrization techniques. In particular they showed that there is no phase separation in the case of cross-attraction being larger than the self-attractions, i.e. $c_{11} > -1$ and $c_{22} > -1$. On the other hand they obtain a strong phase separation result if $c_{11} + c_{22} < -2$ and one of the self-attractions is weak ($c_{ii} > -1$). In this case the energy minimizer consists of the strongly attracting species having density one in a ball and the other one having density in a spherical shell around it. The case of strong self-attraction of both species, $c_{11} < -1$, $c_{22} < -1$ was left open in multiple dimension however, noticing that already in dimension one the minimizer is not spherically symmetric. We supplement these results by a generic phase separation result, whose proof closely follows a related result in [18] as well as numerical simulations for $N = 2$ in Section 3.

**Proposition 2.8.** Let $(r, b) \in A$ be a minimizer of $F^0$ on this admissible set, for $K$ being a radially strictly decreasing kernel and $c_{11} + c_{22} < -2$. Then the intersection of the supports of $r$ and $b$ on $\Omega \subset \mathbb{R}^N$ possibly unbounded has zero Lebesgue measure.

**Proof.** Assume by contradiction that there exists an set $D$ of positive Lebesgue measure and $\delta_0 \in (0, \frac{1}{2})$ such that $r > \delta_0$ and $b > \delta_0$ on $D$. Let $d$ be the diameter and $R < \frac{d}{6}$ sufficiently small. Then there exist two balls $B_R(x_1)$ and $B_R(x_2)$ such that $|x_1 - x_2| > 4R$ and the intersection of both balls with $D$ has nonzero Lebesgue measure. Define $S_1 = B_R(x_1) \cap D$. For $|\delta| < \min\{|\delta_0|, |S_1|, |\delta_0|S_2|\}$ define variations $r^\delta$ and $b^\delta$ that coincide with $r$ respectively $b$ outside $S_1 \cup S_2$ and

$$r^\delta = \begin{cases} r + \frac{\delta}{|S_1|} & \text{in } S_1 \\ r - \frac{\delta}{|S_2|} & \text{in } S_2 \end{cases} \quad b^\delta = \begin{cases} b - \frac{\delta}{|S_1|} & \text{in } S_1 \\ b + \frac{\delta}{|S_2|} & \text{in } S_2 \end{cases}$$

It is straightforward to see that $(r^\delta, b^\delta) \in A$ and

$$F^0(r^\delta, b^\delta) = F^0(r, b) + \frac{1}{|S_1|^2} \int_{S_1} \int_{S_1} K(x - y) \, dx \, dy + \frac{1}{|S_2|^2} \int_{S_2} \int_{S_2} K(x - y) \, dx \, dy - \frac{2}{|S_1| |S_2|} \left( \int_{S_1} \int_{S_2} K(x - y) \, dx \, dy \right)$$
for some bounded linear functional $\ell$. From $F^0(r^{\delta}, b^{\delta}) \geq F^0(r, b)$ we conclude in the limit $\delta \to 0$ we have $\ell(r, b) = 0$. The strict radial decrease of the kernel $K$ implies

$$
\frac{1}{|S_i|^2} \int_{S_i} \int_{S_i} K(x - y) \, dx \, dy \geq \inf_{|z| \leq 2R} K(z)
$$

for $i \in \{1, 2\}$, and

$$
\frac{2}{|S_1| |S_2|} \int_{S_1} \int_{S_2} K(x - y) \, dx \, dy < 2 \sup_{|z| \geq 2R} K(z) \leq 2 \inf_{|z| \leq 2R} K(z),
$$

hence the above difference of integrals is positive. With $c_{11} + c_{22} + 2 < 0$ we then conclude for finite $\delta$ that

$$
F^0(r^{\delta}, b^{\delta}) < F^0(r, b),
$$

which is a contradiction. 

The entropic terms in the energy $F^\varepsilon$ counter this separation effect on the minimizers. We can show this complete change of the situation on bounded domains.

**Lemma 2.9.** Let $\Omega \subset \mathbb{R}^N$ be open and bounded. For fixed $\varepsilon > 0$ and $K$ admissible, let $(r, b) \in A$ be minimizers of $F^\varepsilon$. Then there exists a positive constant $\delta$ which depends on $\varepsilon$, $C_K := \int_{\Omega} \int_{\Omega} K(x - y) \, dx \, dy$ only such that

$$
\delta \leq r, b, \rho \leq 1 - \delta.
$$

**Proof.** We argue by contradiction and thus assume that $\text{ess inf}_{x \in \Omega} r = 0$. Then there exists a set $M_1$ with positive measure and a constant $\delta_{\text{max}}$, such that for $0 < \delta \leq \delta_{\text{max}}$

$$
r \leq \delta \text{ for a.e. } x \in M_1
$$

Since $m_r > 0$ there also exists, for $\delta$ sufficiently small, a set $M_2$ such that

$$
r \geq \sqrt{\delta} \text{ for a.e. } x \in M_2.
$$

Without loss of generality, we assume that both sets have the same Lebesgue measure, i.e. $|M_1| = |M_2| =: C_M$ (this is always possible since if one of the two sets has measure larger than the other, we just chose a smaller subset such that the measures are equal). We distinguish between the two cases $\rho < \frac{1}{2}$ and $\rho \geq \frac{1}{2}$ on $\Omega$.

First assume that $\rho \geq \frac{1}{2}$ on $\Omega$. Then, we define the functions $(\tilde{r}, \tilde{b})$ by

$$
\tilde{r} = r + \delta, \quad \tilde{b} = b - \delta \quad \text{on } M_1,
$$

$$
\tilde{r} = r - \delta, \quad \tilde{b} = b + \delta \quad \text{on } M_2,
$$

$$
\tilde{r} = r, \quad \tilde{b} = b \quad \text{on } \Omega \setminus (M_1 \cup M_2)
$$

This definition implies that $\tilde{r}$ and $\tilde{b}$ have the same mass as $r$ and $b$ on $\Omega$ and also that $1 - \tilde{\rho} = 1 - \rho$ almost everywhere on $\Omega$. We also see that on $M_1$

$$
0 < \tilde{r} \leq 2\delta < 1 \text{ and } 0 < \frac{1}{2} - 2\delta_{\text{max}} < \tilde{b} < 1 - \delta < 1.
$$
Analogously on $M_2$ we see that

$$0 < \sqrt{\delta} - \delta \leq \bar{r} = \tilde{r} < 1 - \delta$$

and

$$0 < \tilde{b} + \delta = \rho + \delta - \bar{r} \leq \frac{1}{2} + \delta - \sqrt{\delta} < 1.$$

On $\Omega \setminus (M_1 \cup M_2)$ the box constraints for $(\tilde{r}, \tilde{b})$ trivially hold, because $(r, \bar{b}) \in A$. Therefore $(\tilde{r}, \tilde{b}) \in A$ holds. Our goal is to show that $F^e(\tilde{r}, \tilde{b}) < F^e(r, b)$ which is a contradiction to the minimality of $(r, b)$. To this end, we examine each term in $F^e$ separately. First note that by the mean value theorem, we have for any $x$ such that $(x \pm \delta) \in [0, 1]$

$$(x + \delta) \log(x + \delta) = x \log(x) + (\log \xi + 1)\delta$$

$$(x - \delta) \log(x - \delta) = x \log(x) - (\log \xi' + 1)\delta$$

for some $\xi \in (x, x + \delta)$ and $\xi' \in (x - \delta, x)$, respectively. Thus, since on $r \leq \delta$ on $M_1$, we have

$$\int_{M_1} \tilde{r} \log \tilde{r} \, dx = \int_{M_1} r \log r + (\log \xi + 1)\delta \, dx \leq \int_{M_1} r \log r + (\log(r + \delta) + 1)\delta \, dx,$$

$$\int_{M_1} \tilde{b} \log \tilde{b} \, dx = \int_{M_1} b \log b - (\log \xi' + 1)\delta \, dx,$$

$$\int_{M_2} \tilde{r} \log \tilde{r} \, dx = \int_{M_2} r \log r + (\log \xi' + 1)\delta \, dx,$$

$$\int_{M_2} \tilde{b} \log \tilde{b} \, dx = \int_{M_2} b \log b + (\log \xi + 1)\delta \, dx,$$

we thus obtain

$$\varepsilon \int_{\Omega} \tilde{r} \log \tilde{r} + \tilde{b} \log \tilde{b} + (1 - \tilde{\rho}) \log(1 - \tilde{\rho}) \, dx$$

$$\leq \varepsilon \int_{\Omega} r \log r + b \log b + (1 - \rho) \log(1 - \rho) \, dx$$

$$+ \delta C_M(\log(2\delta) - \log(\frac{1}{2} - \delta_{\max}) - \log(\sqrt{\delta} - \delta) + \log(1 + \delta)).$$

Now consider $\rho < \frac{1}{2}$ on $\Omega$. We only have to adjust the definition of $\tilde{b}$ on $M_1$, because $\tilde{b}$ can be smaller than $\delta$ in this case. Instead we use

$$\tilde{r} = r + \delta, \quad \tilde{b} = b \text{ on } M_1,$$

$$\tilde{r} = r - \delta, \quad \tilde{b} = b \text{ on } M_2,$$

$$\tilde{r} = r, \quad \tilde{b} = b \text{ on } \Omega \setminus (M_1 \cup M_2).$$
The mass constraints and box constraints of $\mathcal{A}$ for $(\tilde{r}, \tilde{b})$ on $\Omega$ follow analogously. Yet the total density changes to $\tilde{\rho} = \rho + \delta$ on $\mathcal{M}_1$, respectively $\tilde{\rho} = \rho - \delta$ on $\mathcal{M}_2$ and $\tilde{\rho} = \rho$ on $\Omega \setminus (\mathcal{M}_1 \cup \mathcal{M}_2)$. We begin by considering the $F^E$ on $\mathcal{M}_1$. The estimate for $\tilde{r}$ is the same as (2.5) and $\tilde{b} = b$. Furthermore $\tilde{\rho} = \rho + \delta$ yields

$$\int_{\mathcal{M}_1} (1 - \tilde{\rho}) \log(1 - \tilde{\rho}) \, dx = \int_{\mathcal{M}_1} (1 - \rho) \log(1 - \rho) - (\log \xi' + 1) \delta \, dx,$$

$$\leq \int_{\mathcal{M}_1} (1 - \rho) \log(1 - \rho) \, dx - C_M(\log(\frac{1}{2} - \delta_{\text{max}}) + 1)\delta.$$

Now on $\mathcal{M}_2$ we look at (2.6) for the term $\tilde{r}$ and at (2.5) for $\tilde{\rho}$. Therefore (2.7) is not changed if $\rho < \frac{1}{2}$. Arguing similarly for the nonlocal terms $F^0$ using the box constraints on $\mathcal{A}$ yields

$$\int_{\mathcal{M}_1} c_{11} \tilde{r}(K \ast \tilde{r}) \, dx \leq c_{11}(\int_{\mathcal{M}_1} r(K \ast r) \, dx - 2\delta C_K + \delta^2 C_K)$$

and the analogue for $\tilde{b}$ on $\mathcal{M}_2$ as well as $\tilde{\rho}$ on $\mathcal{M}_1$ when $\rho < \frac{1}{2}$. The other terms follow with the necessary adjustments for the respective signs. We obtain

$$F^0(\tilde{r}, \tilde{b}) \leq F^0(r, b) + (8 - 2c_{11} - 2c_{22})C_K\delta + 8C_K\delta^2.$$

In other words there exists a constant $C = C(C_M, C_K)$ such that

$$F^E(\tilde{r}, \tilde{b}) \leq F^E(r, b) + \delta(C_M \log(2\delta) + C)$$

For $\delta$ small enough, the constant term on the right-hand-side becomes negative which contradicts the fact that $(r, b)$ are minimizers. The cases $\text{ess inf}_{x \in \Omega} b = 0$ and $\text{ess inf}_{x \in \Omega} 1 - \rho = 0$ can be treated by the same argument and thus we conclude the assertion.

The previous lemma allows us to easily construct variations that of the minimizers that stay in $\mathcal{A}$ and thus the derivation of the first variation.

**Proposition 2.10 (First Variation).** Let $(r, b)$ be a minimizer of $F^E$ in $\mathcal{A}$ on the open and bounded domain $\Omega \subset \mathbb{R}^N$. Then for any $\phi \in L^\infty(\Omega)$ with $\int_\Omega \phi \, dx = 0$, we have

$$\varepsilon \int_{\Omega} \phi(\log r - \log(1 - \rho)) + 2\phi(c_{11}(K \ast r) - (K \ast b)) \, dx = 0,$$

and the analogue result for $b$. This implies that there exist constants $C_1, C_2$ that only depend on $\varepsilon, r, b, c_{11}, c_{22}$ and $\Omega$ such that, for a.e. $x \in \Omega$

$$\varepsilon[\log r - \log(1 - \rho)] + 2(c_{11}(K \ast r) - (K \ast b)) = C_1|\Omega|,$$

$$\varepsilon[\log b - \log(1 - \rho)] + 2(c_{22}(K \ast b) - (K \ast r)) = C_2|\Omega|,$$

holds.
Proof. By Lemma 2.9 we know that \((r + t\phi, b)\) ∈ \(A\) for small enough \(t\). Since \((r, b)\) is a minimizer for \(F^\varepsilon\) the difference \(F^\varepsilon(r + t\phi, b) - F^\varepsilon(r, b)\) must be nonnegative. This implies

\[
0 \leq \lim_{t \to 0} \frac{F^\varepsilon(r + t\phi, b) - F^\varepsilon(r, b)}{t} = \lim_{t \to 0} \varepsilon \int_\Omega \frac{r + t\phi}{t} \log \frac{r + t\phi}{r} \, dx + \frac{((1 - \rho) + t\phi) \log((1 - \rho) + t\phi) - (1 - \rho) \log(1 - \rho)}{t} \, dx + \int_{\Omega} c_{11}(K * \phi) + c_{11}(K * r) + tc_{11}(K * \phi) - \phi(K * b) - b(K * \phi) \, dx
\]

\[= \int_{\Omega} \phi(\varepsilon(\log r - \log(1 - \rho)) + 2c_{11}(K * r) - 2(K * b)) \, dx.
\]

We can repeat the argument for \(-\phi\) to obtain that the integral is zero. By Lemma 2.9 we know that the integrand

\[f(r, b) = \varepsilon[\log r - \log(1 - \rho)] + 2(c_{11}(K * r) - (K * b))\]

is an element of \((L^\infty(\Omega))^2\). Therefore we can take \(\phi = f - C_1\) with \(C_1 = |\Omega|^{-1} \int_\Omega f \, dx\) and obtain

\[\int_{\Omega} |f - C_1|^2 \, dx = 0.
\]

The same holds for the second integrand and the result follows.

Remark 2.11 (Regularity of minimizers). Let \((r, b)\) be a minimizer of \(F^\varepsilon\) in \(A\) on the open and bounded domain \(\Omega \subset \mathbb{R}^N\) as above. Solving (2.8) for \(r\) yields the nonlinear expression

\[r = e^{\frac{2}{\varepsilon}((-c_{11}K * r + K * b + C_2)} \varepsilon)\]

\[(2.9)
\]

Since \(K \in W^{1,1}(\Omega)\) by definition 2.2, Young’s inequality for convolutions yields \(K * r, K * b \in L^\infty(\Omega)\) and \(\nabla K * r, \nabla K * b \in [L^\infty(\Omega)]^N\) since \(r, b \in A\). When taking the gradient of (2.9), only combinations of these terms, concatenated with smooth functions, occur and thus it is also bounded in \(L^\infty\). This immediately implies \(r \in W^{1,\infty}(\Omega)\) and the same assertion for \(b\) as well.

2.3 Convergence as \(\varepsilon \to 0\)

We verify the approximation of \(E^0\) with the entropic terms via a \(\Gamma\)-convergence result and the convergence of minimizers. For further studies of the detailed shapes of the minimizers we refer to the numerical examples in Section 5.

Theorem 2.12 (\(\Gamma\)-Convergence). Let \(\Omega \subset \mathbb{R}^N\) be an open and bounded domain. As \(\varepsilon \to 0\) and for all \((r, b) \in A\), the functional

\[E^\varepsilon(r, b)\]

\(\Gamma\)-converges to the functional

\[E^0(r, b)\]

with respect to the weak topology in \([L^2(\mathbb{R}^N)]^2\). Furthermore, minimizers \((r^\varepsilon, b^\varepsilon)\) of \(E^\varepsilon\) converge to minimizers \((r_0, b_0)\) of \(E^0\) as \(\varepsilon \to 0\).
Proof. To prove Γ-convergence, we have to check a lim inf inequality and the existence of a recovery sequence, see [11, definition 1.5] for details. To this end consider arbitrary sequences \( r^\varepsilon, b^\varepsilon \in A \) that weakly converge to some \((r, b) \in A\) as \( \varepsilon \to 0 \). Since on \( A \), the functional \( F^\varepsilon \) is uniformly bounded, it follows that \( \varepsilon F^\varepsilon \) converges to zero. On the other hand, we know that the interaction terms \( F^0 \) are weakly lower semicontinuous and thus we have

\[
E^0(r, b) \leq \liminf_{\varepsilon \to 0} E^\varepsilon(r_\varepsilon, b_\varepsilon). \tag{2.10}
\]

Choosing for every \((r, b) \in A\) the constant sequence as recovery sequence, and using once more the fact that \( \varepsilon F^\varepsilon \) converges to zero as \( \varepsilon \to 0 \) for all \((r, b) \in A\) we have

\[
\lim_{\varepsilon \to 0} E^\varepsilon(r_\varepsilon, b_\varepsilon) = E^0(r, b).
\]

This implies the Γ-convergence of \( E^\varepsilon \) to \( E^0 \). The fact that the set \( A \) is precompact with respect to the weak topology in \( L^2 \) trivially implies the coerciveness of \( E^\varepsilon \) and therefore, [11, Theorem 1.21], we have the convergence of minimizers as \( \varepsilon \to 0 \) with respect to the weak topology in \( L^2 \).

2.4 Large Scale Structures

Finally we discuss the structures appearing as energy minimizers from a large scale point of view, i.e. we rescale space to a macroscopic variable \( \tilde{x} = \lambda x \) with \( \lambda > 0 \) small and assume that the densities can be rewritten as functions \( \tilde{r} \) and \( \tilde{b} \) of the new variable \( \tilde{x} \). As a consequence of the rescaling we find up to higher order terms in \( \lambda \)

\[
\int_{\mathbb{R}^N} \int_{\mathbb{R}^N} K(x - y)r(x)b(y) \, dx \, dy = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} K(\frac{\tilde{x} - \tilde{y}}{\lambda})\tilde{r}(\tilde{x})\tilde{b}(\tilde{y}) \lambda^{-2N} \, d\tilde{x} \, d\tilde{y} \\
\approx \lambda^{-N} \int_{\mathbb{R}^N} k\tilde{r}(\tilde{x})\tilde{b}(-\tilde{x}) - C\lambda^2 \nabla \tilde{r}(\tilde{x}) \cdot \nabla \tilde{b}(\tilde{x}) \, d\tilde{x},
\]

with \( k \) defined in (1.11), \( C \) being related to the second moment of \( K \). With similar approximation of the self-interaction terms the energy \( \lambda^N F^0 \) equals up to second order

\[
\tilde{F}^\lambda(\tilde{r}, \tilde{b}) = \lambda^2 \int_{\mathbb{R}^N} (\frac{a_{11}}{2} |\nabla \tilde{r}|^2 + \frac{a_{22}}{2} |\nabla \tilde{b}|^2 + a_{12} \nabla \tilde{r} \cdot \nabla \tilde{b}) \, d\tilde{x} + k \int_{\mathbb{R}^N} W(\tilde{r}, \tilde{b}) \, d\tilde{x},
\]

with \( W \) as in (1.15) with \( \varepsilon = 0 \) and

\[
a_{11} = -c_{11} C, \quad a_{22} = -c_{22} C, \quad a_{12} = C.
\]

We see that for \( c_{11}, c_{22} > 1 \) the symmetric \( 2 \times 2 \) matrix \( A \) with diagonal entries \( a_{ii} \) and off-diagonal entries \( a_{12} \) is symmetric. Hence, we may perform a change of variables to \((u, v) = A^{1/2}(\tilde{r}, \tilde{b})\) and obtain the diagonalized problem

\[
G^\lambda(u, v) = \frac{\lambda^2}{2} \int_{\mathbb{R}^N} |\nabla u|^2 - kW(A^{-1/2}(u, v)) \, d\tilde{x}
\]

to be minimized on the transformed unit interval

\[
\mathcal{B} = \{(u, v) \mid A^{-1/2}(u, v) \in A\}.
\]
The asymptotics of problems of this form has been investigated by Baldo [3], who showed Γ-convergence to a multi-phase problem, the limiting functional being a sum of weighted perimeters between the pure phases. Translated to our setting we can conclude that $\tilde{F}^\lambda$ Γ-converges to a functional of the form
\[ \tilde{F}^0(R, B) = d_{RB} \text{Per}(\partial R \cap \partial B) + d_{RV} \text{Per}(\partial R \setminus \partial B) + d_{BV} \text{Per}(\partial B \setminus \partial R) \] (2.11)
and weights $d_{RB}$, $d_{RV}$, $d_{BV}$ that can be derived from the behaviour of the potential $W$, i.e. the values $c_{11}$, $c_{22}$, on the unit triangle. Thus, we see that again that generic energy minimizers are segregated and minimizing structures are determined by the solutions of multiphase versions of the isoperimetric problems.

3 Numerical Study of Minimizers

In this Section we present a numerical algorithm to solve the optimization problem
\[ \arg \min_{(r, b) \in A} \varepsilon F^E(r, b) + F^0(r, b) + \int_{\Omega} (r + b)V\, dx, \] (3.1)
We perform our calculation on $\Omega \subset \mathbb{R}^N$, $N = 1, 2$, an open and bounded domain with smooth boundary $\partial \Omega$. In view of Lemma 2.9, we can then restrict ourselves to the set
\[ A^\delta := \{(r, b) \in L^2(\mathbb{R}^N, \mathbb{R})^2 : \int_{\mathbb{R}^N} r\, dx = m_r, \int_{\mathbb{R}^N} b\, dx = m_b, \delta \leq r, b, \text{ and } \rho = r + b \leq 1 - \delta \text{ for a.e. } x \in \Omega\}, \] (3.2)
for some $\delta > 0$ sufficiently small. Our numerical algorithm is based on a splitting approach. First, we introduce the sets
\[ A_M := \{(r, b) \in L^2(\Omega)^2 : \int_{\Omega} r\, dx = m_r, \int_{\Omega} b\, dx = m_b\}, \] (3.4)
\[ A_B^\delta := \{(r, b) \in L^2(\Omega)^2 : \delta \leq r, b, \rho = r + b \leq 1 - \delta \text{ for a.e. } x \in \Omega\}. \] (3.5)
with the corresponding projections
\[ P_{A_M} : L^2(\Omega)^2 \to A_M, \quad P_{A_M}(r, b) = \begin{pmatrix} \frac{r}{\int_{\Omega} r\, dx - m_r} - \frac{1}{\Omega} \int_{\Omega} r\, dx - m_r \\ \frac{b}{\int_{\Omega} b\, dx - m_b} - \frac{1}{\Omega} \int_{\Omega} b\, dx - m_b \end{pmatrix} \] (3.6)
and
\[ P_{A_B^\delta} : L^2(\Omega)^2 \to A_B^\delta, \quad P_{A_B^\delta}(r, b) = \begin{pmatrix} \frac{1}{2}((1 - \delta) - (\tilde{b} - \tilde{r})) \\ \frac{1}{2}((1 - \delta) + (\tilde{b} - \tilde{r})) \end{pmatrix} \] (3.7)
with $\tilde{r} = \min(\max(r, \delta), 1 - \delta)$ and $\tilde{b} = \min(\max(b, \delta), 1 - \delta)$. Obviously, we have $A^\delta = A_B^\delta \cap A_M$. Then we consider the problem
\[ \arg \min_{(r_1, b_1) \in A_B^\delta, (r_2, b_2) \in A_M} \varepsilon F^E(r_1, b_1) + F^0(r_2, b_2) \, dx + \int_{\Omega} (r_2 + b_2)V\, dx, \]
such that $r_1 = r_2$, $b_1 = b_2$.
The corresponding augmented Lagrangian \[^{56, 46}\], with fixed parameter \(\mu > 0\) is then given by
\[
\mathcal{L}_\mu(r_1, b_1, r_2, b_2, \lambda_r, \lambda_b) = \varepsilon F^E(r_1, b_1) + F^0(r_2, b_2) + \int_\Omega (r_2 + b_2) V \, dx + \int_\Omega \lambda_r(r_1 - r_2) \, dx + \int_\Omega \lambda_b(b_1 - b_2) \, dx + \frac{\mu}{2} \left( \|r_1 - r_2\|_{L^2(\Omega)}^2 + \|b_1 - b_2\|_{L^2(\Omega)}^2 \right)
\]
To solve this saddle point problem we use the following ADMM scheme \[^{43}\]
\[
(r_1, b_1)^{n+1} := \arg \min_{(r,b) \in \mathcal{A}_B^\delta} \mathcal{L}_\mu(r, b, r_2^n, b_2^n, \lambda_r^n, \lambda_b^n) \tag{3.8}
\]
\[
(r_2, b_2)^{n+1} := \arg \min_{(r,b) \in \mathcal{A}_B^\delta} \mathcal{L}_\mu(r_1^n, b_1^n, r, b, \lambda_r^n, \lambda_b^n) \tag{3.9}
\]
\[
\lambda_r^{n+1} := \lambda_r^n + \mu (r_1^{n+1} - r_2^{n+1}), \tag{3.10}
\]
\[
\lambda_b^{n+1} := \lambda_b^n + \mu (b_1^{n+1} - b_2^{n+1}). \tag{3.11}
\]
In order to actually solve the two minimization problems (3.8) and (3.9), we employ a projected gradient method. In fact, for (3.8), the first order optimality condition (of the reduced problem) is given as, \[^{43}, \text{Thm. 1.48}\]
\[
(r, b) \in \mathcal{A}_B^\delta, \quad \text{and} \quad \left( \nabla \mathcal{L}_\mu(r, b, r_2^n, b_2^n, \lambda_r^n, \lambda_b^n), \left( \begin{array}{c} r \\ b \end{array} \right) - \left( \begin{array}{c} r \\ b \end{array} \right) \right) = 0 \quad \forall (r,b) \in \mathcal{A}_B^\delta, \tag{3.12}
\]
with
\[
\nabla \mathcal{L}_\mu(r, b, r_2^n, b_2^n, \lambda_r^n, \lambda_b^n) = \left( \begin{array}{c} \varepsilon [\log(r) - \log(1 - r - b)] + V - \lambda_r^n - \mu (r - r_2^n) \\ \varepsilon [\log(b) - \log(1 - r - b)] + V - \lambda_b^n - \mu (b - b_2^n) \end{array} \right), \tag{3.13}
\]
which can be shown to be equivalent \[^{43}, \text{Lemma 1.12}\] to
\[
P_{\mathcal{A}_B^\delta} (\nabla \mathcal{L}_\mu(r, b, r_2^n, b_2^n, \lambda_r^n, \lambda_b^n)) = 0.
\]
For (3.9), the corresponding condition gradient is given by
\[
\nabla \mathcal{L}_\mu(r_1^n, b_1^n, r, b, \lambda_r^n, \lambda_b^n) = \left( \begin{array}{c} c_{11} V_r - V_b + \lambda_r^n + \mu (r - r_1^n) \\ c_{22} V_b - V_r + \lambda_b^n + \mu (b - b_1^n) \end{array} \right), \tag{3.14}
\]
with \(V_r = K \ast r\) and \(V_b = K \ast b\). To actually solve these problems using a projected steepest descent, we employ a P1 finite element scheme. We only describe the details for the case \(N = 2\) (with obvious modifications for \(N = 1\)). To this end, we approximate \(\Omega\) by a polygonal domain \(\Omega_h\), for which we introduce a conforming triangulation \(T_h = \{T\}\). As usual, we call \(\hat{h} = \max_T h_T\) the mesh size. On \(\Omega_h\), we introduce the space of continuous piecewise linear functions over \(\Omega_h\),
\[
V_h = \{ v_h \in C(\Omega_h) : v_h|_T \in P_1(T) \quad \text{for all} \; T \in T_h \}.
\]
Note that by construction \(V_h \subset H^1(\Omega_h)\). Since we restricted ourselves to \(K\) being the Coulomb-Kernel, calculating the convolution \(u = K \ast r\) is equivalent to solving the problem
\[
-\Delta u = r, \quad \text{in} \; \Omega \tag{3.15}
\]
\[
u = 0, \quad \text{on} \; \partial \Omega. \tag{3.16}
\]
(a) \((c_{11}, c_{22}) = (-0.4, -0.5)\) 

(b) \((c_{11}, c_{22}) = (-1.0, -0.5)\) 

c) \((c_{11}, c_{22}) = (-1.5, -2), \ m_r = 0.2, m_b = 0.3\)

Figure 1: Densities \(r\) (top row) and \(b\) (bottom row) for the parameters as indicated. In the first two plots, both species have mass \(m_r = m_b = 1/3\) while on the right, we took \(m_r = 0.2\) and \(m_b = 0.3\).

For all computations, we use a P1 finite element approximation. The use of first order finite elements has the important merit that the coefficient vector contains the node values and therefore, we can directly apply the projection (3.7) on the box constraints \(A_B\) (for (3.6) we have to employ the mass matrix in order to evaluate the integral). For extensions to higher order finite elements see [63]. All examples are implemented in MATLAB.

All one-dimensional calculation are done on the domain \(\Omega_1 = [-1, 1]\) while in two dimensions we used the circle with radius \(r = 2\), i.e. \(\Omega_2 = B_2(0)\).

3.1 Examples in Spatial Dimension One

We start by numerically verifying the results of Cicalèse et. al. [33]. The potential is given by

\[
V(x) = \begin{cases} 
(x - 0.5)^2 & x > 0.5, \\
(x + 0.5)^2 & x < 0.5, \\
0 & \text{otherwise.}
\end{cases}
\] (3.17)

We initialize both \(r\) and \(b\) with random values in the interval \([0, 0.49]\) which ensures \(\rho < 0.98 < 1\). We use the ADMM scheme described above with step size \(\tau = 0.01\) and take 1000 points to discretize space for the projected gradient iterations. We are able to numerically verify the different cases as depicted in [33 Figure 2] for the Coulomb kernel. The results are shown in Figure [1]. While all these examples are symmetric with respect to the origin, we can also obtain the asymmetric cases which appear for either \(c_{11} = -1\) and \(c_{22} < -1\) and \(c_{11} < -1\) or \(c_{22} = -1\), see Figure [2]. To break the symmetry, we multiplied the random initial
Figure 2: (a) and (b): Minimizers for random initial data, yet multiplied with 0.3x + 1 for species r and values (−1, −2) and (−2, −1) for c_{11} and c_{22}. (c): Again c_{11} = −2 and c_{22} = −1, but this time the initial datum of b multiplied by x + 1.

data of r by the positive function 0.3x + 1. For the case (−1, −2), left picture of Figure 2, we obtain one density surrounded by the other and taking the same initial conditions but values (−2, 1), we see that the support of the minimizers separate. This, for N = 2, corresponds to the situation where the smaller ball touches the boundary of the larger one, see again [33, Figure 2]. Finally, again for (−2, 1) but the random initial data for b multiplied by x + 1, we obtain a picture anti-symmetric to the first one, shown on the right. Since all initial guesses have the same mass, this also illustrates the non-uniqueness of minimizers. Next, we solve the minimization problem (3.1) for values ε = 0.01, 0.05, 0.1. In Figure 3, we compare the corresponding minimizers to the case ε = 0 with the choice c_{11} = −1 and c_{22} = −1.5. As expected, for small ε, the entropic part of the functional causes a smoothing of the minimizers. For larger ε, the energy becomes convex and we observe mixing without phase separation as discussed in the introduction. This is also illustrated in Figure 3, where the integral of rb over Ω is evaluated for different values of ε. For small values, a linear increase is observed while for large values, the overlap becomes very large and the integral cannot serve as an indicator for the overlap anymore.

3.2 Examples in Spatial Dimension Two

Next, we use our algorithm to solve the minimization problem in two spatial dimensions. Again, we first verify that we can reproduce the results of [33]. This is shown in Figure 4. We do not show the simulations for different ε since the results are very similar to the ones in one spatial dimension. The only difference is that we are not able to produce an asymmetric situation. For example, in Figure 4 right picture, we have the case c_{11} = −1, c_{22} = −3 with
Figure 3: Densities $r$ (a) and $b$ (b) computed for values of $\varepsilon = 0, 0.001, 0.01, 0.05, 0.1$ and with $(c_{11} = -1, c_{22} = -1.5)$. Again, the initial values were taken random. (c): The integral $\int rb\,dx$ with $(c_{11} = -1, c_{22} = -1.5)$ and for $\varepsilon = 0, 0.001, 0.002, 0.003, 0.004, 0.005, 0.006, 0.01, 0.05, 0.1$.

$m_r = 0.2$, $m_b = 0.4$ and asymmetric initial data, yet we obtain a completely symmetric result. The same holds true for simulations with both $c_{11}$ and $c_{22}$ smaller than one. More interesting is again the case $c_{11} < -1, c_{22} < -1$.

In [33], an explicit characterization of minimizers in this case is only possible in one spatial dimension. It is, however, known that for $N > 1$, minimizers are characteristic functions of sets. By performing simulations, we confirm this results and are also able to characterize minimizers more precisely. In fact, for $c_{11} = c_{22} = -2$ and $m_r = m_b = 1/3$, we see that the minimizers are two half balls, Figure 5 (left). Changing the mass of one species, we see that the interface between then changes from a straight line as in the previous case to a curved structure, Figure 5 (second from left). Varying also the constants $c_{11}$ and $c_{22}$, as well as the masses, leads to similar results, see Figure 5 (third from left and right picture).

It is instructive to reinterpret the last results in view of (2.11). In the second column of Figure 4 we find the situation $d_{RV} > d_{RB} > d_{BV}$. Hence it is energetically favourable to avoid the interface between red and void, and put the largest interface between blue and void, which leads to an isoperimetric problem for the overall density. The partitioning inside is simply obtained by a local isoperimetric problem for the red phase. The third column can be equally explained with the setting $d_{BV} > d_{RB} > d_{RV}$. The situation in Figure 5 is more subtle. Here $d_{RV}$ and $d_{BV}$ are expected to be lower than $d_{RB}$ but the difference seems not large enough that a separation into two disjoint structures is favourable. On the other hand for $d_{RB}$ large it is not favourable to create a ring as in Figure 4 but there is a local partitioning inside the ball leading to a smaller perimeter of the interface. We mention that numerical simulations with very large absolute values of the $c_{ii}$ yield similar results, hence it is not clear whether the case of $d_{RB}$ so large that it is favourable to create two separate structures for red and blue can be obtained as an asymptotic from our model.
Figure 4: (a): $c_{11} = -0.4$, $c_{22} = -0.5$ and (b): $c_{11} = -1$, $c_{22} = -0.5$, again with $m_r = m_b = 1/3$. (c): $c_{11} = -1$, $c_{22} = -3$ with $m_r = 0.2$, $m_b = 0.4$ and asymmetric initial data.

Figure 5: The cases $c_{11} = -2$, $c_{22} = -2$ with $m_r = m_b = 0.3$ (a) and $m_r = 0.15$ and $m_b = 0.3$ (b) and the cases $c_{11} = -2$, $c_{22} = -1.5$ with $m_r = m_b = 0.3$ (c) and $m_r = 0.2$ and $m_b = 0.3$ (d).
4 Transient Model

As described in the introduction, minimizers of (1.6) are closely related to solutions of systems of nonlinear cross-diffusion partial differential equations [20]. In fact, introducing the nonlinear diagonal mobility tensor $M(r, b)$ given by

$$M(r, b) = \begin{pmatrix} r(1 - \rho) & 0 \\ 0 & Db(1 - \rho) \end{pmatrix}$$

we can introduce the following formal gradient flow with respect to $E^\varepsilon$

$$\partial_t \begin{pmatrix} r \\ b \end{pmatrix} = \nabla \cdot \left( M(r, b) : \nabla \begin{pmatrix} \partial_r E^\varepsilon(r, b) \\ \partial_b E^\varepsilon(r, b) \end{pmatrix} \right),$$

(4.1)

Inserting the definition (1.9) of $E^\varepsilon$, we obtain (1.3)-(1.4). This system is set on a domain $\Omega \subset \mathbb{R}^n$ and for $t \in [0, T]$. If $\Omega$ is bounded, we impose the following no-flux boundary conditions

$$n \cdot ((1 - \rho)\nabla r + r\nabla \rho + (1 - \rho) [\nabla (c_{11} K \ast r - K \ast b) + \nabla V]) = 0,$$

$$n \cdot ((1 - \rho)\nabla b + b\nabla \rho + (1 - \rho) [\nabla (c_{22} K \ast b - K \ast r) + \nabla V]) = 0,$$

(4.2)

on $\partial \Omega \times (0, T)$. This system is further supplemented by initial values

$$r(\cdot, 0) = r_0, \quad b(\cdot, 0) = b_0 \text{ in } \Omega.$$

(4.3)

Using the functional $\varepsilon F^E + F^C$, we introduce entropy variables, given as the first derivative with respect to $r$ and $b$

$$u := \partial_r (\varepsilon F^E + F^C) = \varepsilon (\log r - \log(1 - \rho)) + V,$$

$$v := \partial_b (\varepsilon F^E + F^C) = \varepsilon (\log b - \log(1 - \rho)) + V.$$

(4.4)

(4.5)

Inverting these relations yields

$$r = \frac{e^{u-V}}{1 + e^{u-V} + e^{v-V}}, \quad b = \frac{e^{v-V}}{1 + e^{u-V} + e^{v-V}}.$$

(4.6)

4.1 Existence of weak solutions

For further use we define the set $\mathcal{M}$

$$\mathcal{M} = \{(r, b) \in [L^2(\Omega), \mathbb{R}^+]^2 : 0 < r, b; r + b = \rho < 1 \text{ a.e.}\}.$$

Global existence is guaranteed by the following theorem

**Theorem 4.1.** Let $T > 0$, $\varepsilon > 0$ and $D > 0$. Consider the following partial differential equations on an open and bounded Lipschitz domain $\Omega \subset \mathbb{R}^N$

$$\partial_r r = \nabla \cdot (\varepsilon[(1 - \rho)\nabla r + r\nabla \rho] + r(1 - \rho)\nabla V + (1 - \rho)\nabla (c_{11} K \ast r - K \ast b))$$

$$\partial_b b = \nabla \cdot (\varepsilon D[(1 - \rho)\nabla b + b\nabla \rho] + b(1 - \rho)\nabla V + Db(1 - \rho)\nabla (c_{22} K \ast b - K \ast r))$$

(4.7)

(4.8)
for $V$ satisfying (V1), $c_{ij} \leq 0$ for $i, j \in \{1, 2\}$ and $K$ as in definition (2.2). The system is equipped with initial conditions

$$r(\cdot, 0) = r_0 \quad \text{and} \quad b(\cdot, 0) = b_0$$

with $(r_0, b_0) \in \mathcal{M}$ and no flux boundary conditions (4.2). Then there exists a weak solution $(r, b)$ in

$$W = (L^2((0, T), L^2(\Omega)) \cap H^1((0, T), H^{-1}(\Omega)))^2$$

such that

$$\rho, \sqrt{1-\rho r}, \sqrt{1-\rho b} \in L^2((0, T), H^1(\Omega))$$

and furthermore $0 \leq r, b$ and $\rho \leq 1$ almost everywhere.

We remark that the proof without non-local interactions is given in [20, Theorem 4.1], yet using a different approximation technique. Here, we use a semi-discretization in time that has also been used in [23], but applied to a different, anisotropic system.

**Proof.** Without loss of generality we choose $D = 1$ in the proof and furthermore denote by $C$ a generic constant whose value can change from line to line. For different $D > 0$, some constants change yet the arguments remain the same. We prove the theorem in three steps: First we obtain an a priori bound based on the entropy dissipation, second we apply a time discretization and use a fixed point argument to ensure existence of weak solutions for every time step. Finally, we finish the proof passing to continuous time.

**First step: Entropy inequality** We calculate the dissipation of the diffusive part of the energy functional

$$\frac{d}{dt}(\varepsilon F^E + F^C)(r, b) = \int_{\Omega} \partial_t ru + \partial_t bv \, dx$$

$$= \int_{\Omega} \nabla \cdot (\varepsilon(1 - \rho)\nabla r + r\nabla \rho) + r(1 - \rho)\nabla V + r(1 - \rho)\nabla (c_{11} K * r - K * b))u$$

$$+ \nabla \cdot (\varepsilon(1 - \rho)\nabla b + b\nabla \rho) + b(1 - \rho)\nabla V + b(1 - \rho)\nabla (c_{22} K * b - K * r))v \, dx.$$

Using the gradient of the entropy variables (4.4)–(4.5)

$$\nabla u = \frac{\varepsilon}{r} \nabla r + \frac{\varepsilon}{1-\rho} \nabla \rho + \nabla V,$$

$$\nabla v = \frac{\varepsilon}{b} \nabla b + \frac{\varepsilon}{1-\rho} \nabla \rho + \nabla V,$$

we obtain

$$\frac{d}{dt}(\varepsilon F^E + F^C) + \int_{\Omega} r(1 - \rho)(\nabla u)^2 + b(1 - \rho)(\nabla v)^2 \, dx$$

$$\leq \int_{\Omega} -r(1 - \rho)(c_{11} \nabla K * r - \nabla K * b)\nabla u - b(1 - \rho)(c_{22} \nabla K * b - \nabla K * r)\nabla v \, dx,$$

By the definition of the entropy variables (4.4)–(4.5), we see that $(u, v) \in [L^1(\Omega)]^2$. Therefore $(u, v)$ take finite values almost everywhere and we conclude that $(r, b) \in \mathcal{M}$, see also [49]. Since $K \in W^{1,1}_{loc}(\Omega)$ as defined in 2.2 and $\Omega$ is bounded, we can apply Young’s inequality for convolutions

$$\|\nabla K * r\|_{L^2(\Omega)} \leq \|\nabla K\|_{L^1(\Omega)} \|r\|_{L^2(\Omega)}.$$
and the analogue for \( b \). Now, rewriting \( r(1 - \rho) = \sqrt{r(1 - \rho) \rho(1 - \rho)} \) (analogously for \( b(1 - \rho) \)) and using Young’s inequality allows us to absorb terms \( r(1 - \rho)(\nabla u)^2 \), \( b(1 - \rho)(\nabla v)^2 \) and we obtain

\[
\frac{d}{dt}(\varepsilon F^E + F^C) + \frac{1}{2} \int_{\Omega} r(1 - \rho)(\nabla u)^2 + b(1 - \rho)(\nabla v)^2 \, dx \\
\leq (-c_{11} \| r \|_{L^2(\Omega)} + \| b \|_{L^2(\Omega)})^2 \| r(1 - \rho) \|_{L^\infty(\Omega)} + (-c_{22} \| b \|_{L^2(\Omega)} + \| r \|_{L^2(\Omega)})^2 \| b(1 - \rho) \|_{L^\infty(\Omega)} \\
\leq \frac{1}{4} (-c_{11} \| r \|_{L^2(\Omega)} + \| b \|_{L^2(\Omega)})^2 + \frac{1}{4} (-c_{22} \| b \|_{L^2(\Omega)} + \| r \|_{L^2(\Omega)})^2 =: C 
\tag{4.10}
\]

where in the last step we used \( r(1 - \rho), b(1 - \rho) \leq \frac{1}{4} \). The positive constant \( C \) depends on the interaction kernel \( K \) and on the constants \( c_{11}, c_{12} \) only. In particular, it only depends on the size of the domain \( \Omega \) via the \( L^2 \)-Norms of \( r \) and \( b \). Expanding the terms containing \( \nabla u \) and \( \nabla v \) and integrating in time we finally obtain

\[
(\varepsilon F^E + F^C)(r, b) + \frac{\varepsilon^2}{4} \int_0^T \int_{\Omega} (1 - \rho) |\nabla \sqrt{r}|^2 + (1 - \rho) |\nabla \sqrt{b}|^2 + |\nabla \sqrt{1 - \rho}|^2 + 4|\nabla \rho|^2 \, dx dt \\
+ 2\varepsilon \int_0^T \int_{\Omega} \nabla \rho \nabla V + \rho(1 - \rho)(\nabla V)^2 \, dx dt \\
\leq (\varepsilon F^E + F^C)(r_0, b_0) + CT.
\]

Now we can use the Young’s inequality weighted with \( \frac{1}{4} \) together with the fact that \( \nabla V \) is bounded in \( L^2(\Omega) \)

\[
(\varepsilon F^E + F^C)(r, b) + \frac{\varepsilon^2}{4} \int_0^T \int_{\Omega} (1 - \rho) |\nabla \sqrt{r}|^2 + (1 - \rho) |\nabla \sqrt{b}|^2 + |\nabla \sqrt{1 - \rho}|^2 + 4|\nabla \rho|^2 \, dx dt \\
\leq (\varepsilon F^E + F^C)(r_0, b_0) + CT - 2\varepsilon \int_0^T \int_{\Omega} \nabla \rho \nabla V - \rho(1 - \rho)(\nabla V)^2 \, dx dt \\
+ 2\varepsilon \int_0^T \int_{\Omega} |\nabla \rho \nabla V| + \rho(1 - \rho)(\nabla V)^2 \, dx dt \\
\leq (\varepsilon F^E + F^C)(r_0, b_0) + CT + 2\varepsilon \int_0^T \int_{\Omega} \frac{\varepsilon^2}{2} |\nabla \rho|^2 + (\nabla V)^2 \, dx dt + 2\varepsilon \int_0^T \int_{\Omega} \rho(1 - \rho)(\nabla V)^2 \, dx dt \\
\leq (\varepsilon F^E + F^C)(r_0, b_0) + CT + T \| \nabla V \|_{L^2(\Omega)}(1 + \frac{\varepsilon}{2}) + \int_0^T \int_{\Omega} \frac{\varepsilon^2}{2} |\nabla \rho|^2 \, dx dt
\]

Summarizing we find

\[
(\varepsilon F^E + F^C)(r, b) + \frac{\varepsilon^2}{4} \int_0^T \int_{\Omega} (1 - \rho) |\nabla \sqrt{r}|^2 + (1 - \rho) |\nabla \sqrt{b}|^2 + |\nabla \sqrt{1 - \rho}|^2 + 2|\nabla \rho|^2 \, dx dt \\
\leq (\varepsilon F^E + F^C)(r_0, b_0) + CT. 
\tag{4.11}
\]

**Second step: Time discretization** We continue by rewriting the system using again the definition of the entropy variables \((4.4) - (4.5)\). We obtain

\[
\begin{pmatrix}
\partial_t r \\
\partial_t b
\end{pmatrix} = \begin{pmatrix}
\nabla \cdot (r(1 - \rho)\nabla u + r(1 - \rho)[c_{11} \nabla K * r - \nabla K * b + \nabla V]) \\
\nabla \cdot (b(1 - \rho)\nabla v + b(1 - \rho)[c_{22} \nabla K * b - \nabla K * r + \nabla V])
\end{pmatrix}.
\]
Next we discretize the system in time using the Euler implicit scheme. We split the time interval as

\[ (0, T) = \sum_{k=1}^{n} ((k-1)\tau, k\tau), \]

with \( \tau = \frac{T}{n} \). Furthermore, we add an additional regularization term. The system then becomes

\[
\frac{1}{\tau} \left( \frac{r_{k-1} - r_k}{b_{k-1} - b_k} \right) = \left( \nabla \cdot (r_k(1 - \rho_k)\nabla u_k + r_k(1 - \rho_k)[c_{11}\nabla K * r_k - \nabla K * b_k + \nabla V]) \right) \\
+ \tau \left( \Delta u_k - u_k \right),
\]

(4.12)

We consider the weak formulation of the problem (4.12) for all \((\Phi_1, \Phi_2) \in H^1(\Omega)^2\)

\[
\int_{\Omega} \left( \frac{r_k - r_{k-1}}{b_k - b_{k-1}} \right) \cdot \left( \begin{array}{c} \Phi_1 \\ \Phi_2 \end{array} \right) dx + \int_{\Omega} \left( \begin{array}{c} \nabla \Phi_1 \\ \nabla \Phi_2 \end{array} \right)^T G(r_k, b_k) \left( \begin{array}{c} \nabla u_k \\ \nabla v_k \end{array} \right) dx \\
+ \int_{\Omega} H(r_k, b_k) \left( \begin{array}{c} \nabla \Phi_1 \\ \nabla \Phi_2 \end{array} \right) dx + \tau R \left( \left( \begin{array}{c} \Phi_1 \\ \Phi_2 \end{array} \right), \left( \begin{array}{c} u_k \\ v_k \end{array} \right) \right) = 0,
\]

(4.13)

where we introduced

\[ G(r, b) = \left( \begin{array}{cc} r(1 - \rho) & 0 \\ 0 & b(1 - \rho) \end{array} \right), \]

(4.14)

and

\[ H(r, b) = \left( \begin{array}{c} r(1 - \rho)[c_{11}\nabla K * r - \nabla K * b] \\ b(1 - \rho)[c_{22}\nabla K * b - \nabla K * r] \end{array} \right). \]

(4.15)

Note that the matrix \( G(r, b) \) is positive semi-definite, because \( r, b \geq 0 \) and \( \rho \leq 1 \). We furthermore abbreviated the regularization term as

\[
R \left( \left( \begin{array}{c} \Phi_1 \\ \Phi_2 \end{array} \right), \left( \begin{array}{c} u_k \\ v_k \end{array} \right) \right) = \int_{\Omega} \Phi_1 u_k + \Phi_2 v_k + \nabla \Phi_1 \nabla u_k + \nabla \Phi_2 \nabla v_k dxdy.
\]

(4.16)

To solve the nonlinear equation (4.13) for \((u_k, v_k)\), we first linearize it by replacing the terms \( G(r_k, b_k) \) and \( H(r_k, b_k) \) by \( G(\tilde{r}, \tilde{b}) \) and \( H(\tilde{r}, \tilde{b}) \), respectively for given \((\tilde{r}, \tilde{b}) \in [L^2(\Omega)]^2 \) and \((\tilde{r}, \tilde{b}) \in \mathcal{M} \). To treat this linear problem, we introduce the bilinear form

\[ a : [H^1(\Omega)]^2 \times [H^1(\Omega)]^2 \to \mathbb{R} \]

given by

\[
a((u, v), (\Phi_1, \Phi_2)) = \int_{\Omega} \left( \begin{array}{c} \nabla \Phi_1 \\ \nabla \Phi_2 \end{array} \right)^T G(\tilde{r}, \tilde{b}) \left( \begin{array}{c} \nabla u \\ \nabla v \end{array} \right) dx + \tau R \left( \left( \begin{array}{c} \Phi_1 \\ \Phi_2 \end{array} \right), \left( \begin{array}{c} u \\ v \end{array} \right) \right),
\]

(4.17)

and the linear form \( B \)

\[
B(\Phi_1, \Phi_2) = -\frac{1}{\tau} \int_{\Omega} \left( \frac{\tilde{r} - r_{k-1}}{\tilde{b} - b_{k-1}} \right) \cdot \left( \begin{array}{c} \Phi_1 \\ \Phi_2 \end{array} \right) dx + \int_{\Omega} H(\tilde{r}, \tilde{b}) \left( \begin{array}{c} \nabla \Phi_1 \\ \nabla \Phi_2 \end{array} \right) dx.
\]

Thus, (4.13) is equivalent to

\[
a((u, v), (\Phi_1, \Phi_2)) = B(\Phi_1, \Phi_2) \quad \forall (\Phi_1, \Phi_2) \in [H^1(\Omega)]^2.
\]

(4.18)
Writing out the definitions of the matrices, it is straightforward to see that \( a \) is bounded

\[
a \left( \begin{pmatrix} u \\ v \end{pmatrix}, \begin{pmatrix} \Phi_1 \\ \Phi_2 \end{pmatrix} \right) \leq (1 + \tau) \left\| \begin{pmatrix} u \\ v \end{pmatrix} \right\|_{H^1(\Omega)} \left\| \begin{pmatrix} \Phi_1 \\ \Phi_2 \end{pmatrix} \right\|_{H^1(\Omega)}.
\]

The regularization term ensures the coerciveness of \( a \)

\[
a((u, v), (u, v)) = \int_{\Omega} \begin{pmatrix} \nabla u \\ \nabla v \end{pmatrix}^T G(\tilde{r}, \tilde{b}) \begin{pmatrix} \nabla u \\ \nabla v \end{pmatrix} \, dx + \tau R \left( \begin{pmatrix} u \\ v \end{pmatrix}, \begin{pmatrix} u \\ v \end{pmatrix} \right)
\]

\[
\geq \tau R \left( \begin{pmatrix} u \\ v \end{pmatrix}, \begin{pmatrix} u \\ v \end{pmatrix} \right) = \tau (\|u\|_{H^1(\Omega)}^2 + \|v\|_{H^1(\Omega)}^2).
\]

The boundedness of \( B \) as a linear functional \( H^1(\Omega)^2 \to \mathbb{R} \) is a consequence of Young’s inequality for convolutions and the regularity of \( K \). We conclude existence of unique solutions \((u, v)\) since all assumptions of the Lax-Milgram lemma, [38, Sec. 6.21., Thm 1], are satisfied. This allows us to define a fixed point operator

\[
\mathcal{F} : \mathcal{M} \to \mathcal{M}, (\tilde{r}, \tilde{b}) \to (r, b) = DE^{-1}(u, v)
\]

with \((u, v) \in [H^1(\Omega)]^2\) being the unique solution to (4.18). We aim to apply Leray-Schauder’s fixed point theorem as stated in [12, Thm 11.3]. We know that \( \mathcal{M} \) is bounded in \( L^2(\Omega)^2 \), because \( \Omega \) is assumed to be bounded

\[
\|r\|_{L^2(\Omega)} \leq \|r\|_{L^\infty(\Omega)} |\Omega| = |\Omega| < \infty
\]

and the analogue for the second component \( b \). It remains to establish compactness of \( \mathcal{F} \). Consider a sequence \((\tilde{r}_k, \tilde{b}_k) \in \mathcal{M}\) that converges to \((\tilde{r}, \tilde{b})\) strongly in \([L^2(\Omega)]^2\). Since \( \tau > 0 \), the regularization term ensures that \((u_k, v_k)\) are uniformly bounded in \([H^1(\Omega)]^2\) and thus there exists subsequences (which we don’t relabel) such that their gradients converge weakly in \([L^2(\Omega)]^N\). Since the entries of \( G(r_k, b_k) \) are uniformly bounded in \( L^\infty(\Omega) \), we also have strong convergence of \( G(r_k, b_k) \) to \( G(r, b) \) in \( L^2(\Omega) \). This, together with a standard approximation of the test functions in \( W^{1,\infty}(\Omega) \) allows us to pass to the limit and conclude the continuity of \( a \). For the linear form \( F \), continuity, now with respect to \( \tilde{r}_n, \tilde{\Phi}_n \) is once more a consequence of Young’s inequality for convolutions. Finally, the fact that the mapping \([4.6]\) is differentiable and thus Lipschitz continuous, we conclude the continuity of the whole operator \( \mathcal{F} \). Together with the compactness of the embedding \( H^1(\Omega) \to L^2(\Omega) \), Schauder’s fixed point theorem can be applied. That means we have established existence of weak solutions for every iteration step.

**Third step: Limit \( \tau \to 0 \)** Now we extend the result to continuous time, i.e. we consider the limit \( \tau \to 0 \). We want to use the convexity of the entropy \((\varepsilon F^E + F^C)\), which together with its differentiability implies that

\[
\frac{d}{dt}(\varepsilon F^E + F^C)(\phi_1)(\phi_1 - \phi_2) \geq (\varepsilon F^E + F^C)(\phi_1) - (\varepsilon F^E + F^C)(\phi_2).
\]

Now we discretize time and choose \( \phi_1 = (r_k, b_k) \) and \( \phi_2 = (r_{k-1}, b_{k-1}) \). Using the definition of the entropy variables given in (4.4)-(4.5) yields

\[
\frac{1}{\tau} \int_{\Omega} \begin{pmatrix} r_k - r_{k-1} \\ b_k - b_{k-1} \end{pmatrix} \cdot \begin{pmatrix} u_k \\ v_k \end{pmatrix} \, dx \geq ((\varepsilon F^E + F^C)(r_k, b_k) - (\varepsilon F^E + F^C)(r_{k-1}, b_{k-1}).
\]
We insert this inequality into the weak formulation (4.13) of our problem for \((\Phi_1, \Phi_2) = (u_k, v_k)\), we find

\[
(\varepsilon F^E + F^C)(r_k, b_k) + \int_{\Omega} \left( \begin{array}{c} \nabla u_k \\ \nabla v_k \end{array} \right)^T \left( \begin{array}{c} \nabla u_k \\ \nabla v_k \end{array} \right) \text{d}x \\
+ \int_{\Omega} H(r_k, b_k) \left( \begin{array}{c} \nabla u_k \\ \nabla v_k \end{array} \right) \text{d}x + \tau R \left( \begin{array}{c} u_k \\ v_k \end{array} \right) \leq (\varepsilon F^E + F^C)(r_{k-1}, b_{k-1}).
\]

Solving this recursion w.r.t. \(k\) gives

\[
(\varepsilon F^E + F^C)(r_k, b_k) + \sum_{j=1}^{k} \int_{\Omega} \left( \begin{array}{c} \nabla u_j \\ \nabla v_j \end{array} \right)^T \left( \begin{array}{c} \nabla u_j \\ \nabla v_j \end{array} \right) \text{d}x \\
+ \sum_{j=1}^{k} \int_{\Omega} H(r_j, b_j) \left( \begin{array}{c} \nabla u_j \\ \nabla v_j \end{array} \right) \text{d}x + \tau \sum_{j=1}^{k} R \left( \begin{array}{c} u_j \\ v_j \end{array} \right) \leq (\varepsilon F^E + F^C)(r_0, b_0)
\]

As a next step we use a piecewise constant interpolation, i.e. for \(x \in \Omega\) and \(t \in [(k-1)\tau, k\tau]\) we define

\[r_{\tau}(x, t) = r_k(x) \quad \text{and} \quad b_{\tau}(x, t) = b_k(x).
\]

Furthermore let \(\sigma_{\tau}\) be the shift operator such that for \(\tau \leq t \leq T\)

\[(\sigma_{\tau} r_{\tau})(x, t) = r_{\tau}(x, t-\tau) \quad \text{and} \quad (\sigma_{\tau} b_{\tau})(x, t) = b_{\tau}(x, t-\tau).
\]

Then \((r_{\tau}, b_{\tau})\) solves the following equation

\[
\frac{1}{\tau} \int_{0}^{T} \int_{\Omega} \left( \begin{array}{c} r_{\tau} - \sigma_{\tau} r_{\tau} \\ b_{\tau} - \sigma_{\tau} b_{\tau} \end{array} \right) \cdot \left( \begin{array}{c} u_{\tau} \\ v_{\tau} \end{array} \right) \text{d}x\text{d}t + \int_{0}^{T} \int_{\Omega} \left( \begin{array}{c} (1-\rho_{\tau}) \nabla r_{\tau} + \rho_{\tau} \nabla \rho_{\tau} \\ (1-\rho_{\tau}) \nabla b_{\tau} + \rho_{\tau} \nabla \rho_{\tau} \end{array} \right) \cdot \left( \begin{array}{c} \nabla u_{\tau} \\ \nabla v_{\tau} \end{array} \right) \text{d}x\text{d}t \\
+ \int_{0}^{T} \int_{\Omega} H(r_{\tau}, b_{\tau}) \left( \begin{array}{c} \nabla u_{\tau} \\ \nabla v_{\tau} \end{array} \right) \text{d}x\text{d}t + \tau R \left( \begin{array}{c} u_{\tau} \\ v_{\tau} \end{array} \right) = 0. \tag{4.19}
\]

Now, using again Young’s inequality and reiterating the same steps as performed when deriving (4.11) from (4.9), the above inequality becomes

\[
(\varepsilon F^E + F^C)(r_{\tau}(T), b_{\tau}(T)) \\
+ \frac{1}{2} \int_{0}^{T} \int_{\Omega} (1-\rho_{\tau}) |\nabla \sqrt{\tau}|^2 + (1-\rho_{\tau}) |\nabla \sqrt{\tau}|^2 + (1-\rho_{\tau}) |\nabla \sqrt{\tau}|^2 + |\nabla \rho_{\tau}|^2 \text{d}x\text{d}t \\
+ \tau \int_{0}^{T} R \left( \begin{array}{c} u_{\tau} \\ v_{\tau} \end{array} \right) \text{d}x\text{d}t \leq (\varepsilon F^E + F^C)(r_0, b_0) + CT. \tag{4.20}
\]

In order to pass to the limit \(\tau \to 0\) and to show the convergence \(r_{\tau} \to r\) and \(b_{\tau} \to b\) we need the following two lemmas.

**Lemma 4.2.** The following estimates hold for a constant \(\tilde{C} \in \mathbb{R}_+\) and \(r_{\tau}, b_{\tau} \in L^\infty(\Omega)\)

\[
\|\sqrt{1-\rho_{\tau}} \nabla \sqrt{\tau} \|_{L^2((0,T), L^2(\Omega))} + \|\sqrt{1-\rho_{\tau}} \nabla \sqrt{\tau} \|_{L^2((0,T), L^2(\Omega))} \leq \tilde{C}, \tag{4.21}
\]

\[
\|\sqrt{1-\rho_{\tau}} \|_{L^2((0,T), H^1(\Omega))} + \|\rho_{\tau} \|_{L^2((0,T), H^1(\Omega))} \leq \tilde{C} \tag{4.22}
\]

\[
\sqrt{\tau} \|u_{\tau} \|_{L^2((0,T), H^1(\Omega))} + \|v_{\tau} \|_{L^2((0,T), H^1(\Omega))} \leq \tilde{C} \tag{4.23}
\]

\[\text{24}\]
Lemma 4.3. The discrete time derivatives of $r_\tau$ and $b_\tau$ are uniformly bounded

$$\frac{1}{\tau}\|r_\tau - \sigma_\tau r_\tau\|_{L^2((0,T), H^{-1}(\Omega))} + \frac{1}{\tau}\|b_\tau - \sigma_\tau b_\tau\|_{L^2((0,T), H^{-1}(\Omega))} \leq C. \quad (4.24)$$

The first lemma is a direct consequence of the discrete in time entropy inequality (4.20), see [57, 23] for details. The second results from using the estimates of the first one in the weak formulation (4.13). Now we apply a special version of the Aubins-Lions lemma specifically designed for piecewise constant interpolations, cf. [35, Theorem 1]. Using the Gelfand triple $H^1(\Omega) \hookrightarrow L^2(\Omega) \hookrightarrow H^{-1}(\Omega)$, this theorem implies that (4.24) together with the boundedness of $\rho_\tau$ in $L^2((0,T); H^1(\Omega))$ is sufficient to obtain a strongly converging subsequence such that (without relabeling)

$$\rho_\tau \rightarrow \rho \text{ in } L^2((0,T); L^2(\Omega)) \text{ as } \tau \rightarrow 0.$$

This implies

$$\sqrt{1-\rho_\tau} \rightarrow \sqrt{1-\rho} \text{ in } L^4((0,T), L^1(\Omega)).$$

But since the space $L^4((0,T), L^4(\Omega))$ embeds continuously in $L^2((0,T), L^2(\Omega))$, the function $\sqrt{1-\rho_\tau}$ must also converge strongly to $\sqrt{1-\rho}$ in $L^2((0,T), L^2(\Omega))$. Note that (4.23) immediately implies

$$\tau u_\tau, \tau v_\tau \rightarrow 0 \text{ as } \tau \rightarrow 0 \text{ strongly in } L^2((0,T); H^1(\Omega)),$$

$$\tau \nabla u_\tau, \tau \nabla v_\tau \rightarrow 0 \text{ as } \tau \rightarrow 0 \text{ strongly in } L^2((0,T); [L^2(\Omega)]^N).$$

Finally, since $r_\tau, b_\tau$ are uniformly bounded in $L^\infty(\Omega)$, we know that there exist subsequences such that

$$r_\tau \rightharpoonup^* r, \quad b_\tau \rightharpoonup^* b \quad \text{in} \quad L^\infty((0,T); L^\infty(\Omega)). \quad (4.25)$$

In order to be able to pass to the limit in (4.13), we rewrite

$$(1-\rho_\tau)\nabla r_\tau + r_\tau \nabla \rho_\tau = \sqrt{1-\rho_\tau}\nabla(\sqrt{1-\rho_\tau}r_\tau) - 3(1-\rho_\tau) r_\tau \nabla \sqrt{1-\rho_\tau}$$

The first term on the right hand side can be dealt with by further expanding the term $\nabla(\sqrt{1-\rho_\tau}r_\tau)$, the fact that $\sqrt{1-\rho_\tau}$ converges strongly, using the bounds (4.21) and the fact (4.25). For the second term, one has to prove strong convergence of $\sqrt{1-\rho_\tau} r_\tau$, which can be done either by using the Kolmogorov-Riesz theorem, see [20] or again a generalized Aubins-Lions lemma, see [64]. Note that this strong convergence also allows us to identify the corresponding, weakly converging gradient.

As a next step, we extend the previous result to the case $\Omega = \mathbb{R}^N$. The crucial ingredient will be the entropy inequality, which also holds on the whole space. We have

**Theorem 4.4.** Let $T > 0$, $\varepsilon > 0$, $\Omega = \mathbb{R}^N$ and the assumptions on $V$, $K$ and the constants $c_{11}$ and $c_{22}$ as in Theorem 2.3 Then, the system (4.7)–(4.8), with initial conditions

$$r(\cdot, 0) = r_0 \quad \text{and} \quad b(\cdot, 0) = b_0$$
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with \((r_0, b_0) \in \mathcal{M}\) and the additional requirement that the second moment of both \(r_0\) and \(b_0\) are bounded. Then there exists a weak solution \((r, b)\) in

\[
W = (L^2((0, T), L^2(\mathbb{R}^N)) \cap H^1((0, T), H^{-1}(\mathbb{R}^N)))^2
\]
such that

\[
\rho, \sqrt{1 - \rho r}, \sqrt{1 - \rho b} \in L^2((0, T), H^1(\mathbb{R}^N)),
\]
and furthermore \(0 \leq r, b\) and \(\rho \leq 1\) almost everywhere.

**Proof.** The proof is based on the same a priori estimates as in the bounded domain case and thus we only sketch the additional arguments. Indeed, the main ingredient is the entropy inequality, (4.11) which, due to the uniform \(L^1 \cap L^\infty\)-bounds on \(r\) and \(b\) also holds on \(\mathbb{R}^N\). This in particular implies the second moment bound on \(r\) and \(b\) which in turn yields the compactness of the embedding from \(H^1(\mathbb{R}^N)\) to \(L^2(\mathbb{R}^N)\). Indeed, taking a sequence \(u_n \in H^1(\mathbb{R}^N)\) we have, for some \(u \in L^2\) and fixed \(R > 0\) that

\[
\int_{\mathbb{R}^N} (u - u_n)^2 \, dx = \int_{B_R(0)} (u - u_n)^2 \, dx + \int_{\mathbb{R}^N \setminus B_R(0)} (u - u_n)^2 \, dx.
\]

Using the \(L^\infty\)-bound on \(u_n\) and \(u\), we can estimate the second term on the right hand side and obtain

\[
\int_{\mathbb{R}^N} (u - u_n)^2 \, dx \leq \int_{B_R(0)} (u - u_n)^2 \, dx + \frac{1}{R^2} \|u - u_n\|_{L^\infty(\mathbb{R}^N)} \int_{\mathbb{R}^N \setminus B_R(0)} |x|^2 (u - u_n) \, dx.
\]

Taking the \(\limsup_{n \to \infty}\), we see that the first term on the right hand side vanishes due to the compactness of \(H^1(B_R(0)) \hookrightarrow L^2(B_R(0))\) for fixed \(R\). Taking, in a second step the limit \(R \to \infty\) yields the assertion.

Now we generate a sequence of approximate solutions \(r_n\) and \(b_n\) by solving the problem

\[
\int_0^T \int_{B_n(0)} \left( \frac{\partial r_n}{\partial t} + \nabla r_n \cdot \nabla \Phi_1 \right) \, dx \, dt + \int_0^T \int_{B_n(0)} \left( 1 - \rho_n \right) \nabla \Phi_1 + \rho_n \nabla \Phi_2 \, dx \, dt + \int_0^T \int_{B_n(0)} H(r_n, b_n) \left( \frac{\nabla \Phi_1}{\nabla \Phi_2} \right) \, dx \, dt = 0,
\]

where we use restrictions of \(r_0\) and \(b_0\) to \(B_n(0)\) as initial conditions. Due to the two ingredients, namely entropy inequality and compactness, we can pass to the limit exactly the same way as we did for time discretization in the proof of the previous theorem. The bounds of the right hand side of the weak formulation (4.26), again together with the second moment bound, then also yield the \(H^{-1}(\mathbb{R}^N)\)-bounds for the time derivatives. \(\square\)

For \(D = 1\), we have the following regularity result for \(\rho\) which may serve as a first step in proving uniqueness of solutions via a fixed point argument in that case.

**Proposition 4.5 (Regularity of \(\rho\) for \(D = 1\)).** Assume that the diffusion coefficient \(D\) is one, and let \((r, b)\) be a weak solution to (4.7)-(4.8). Then, on a bounded Lipschitz domain \(\Omega\), there are positive constants \(C_1, C_2\) such that the sum \(r + b = \rho\) satisfies the following a priori estimate

\[
\|\rho\|_{L^\infty(0, T; W^{1,p}(\Omega))} \leq C_1 + C_2 \|\rho_0\|_{W^{1,p}(\Omega)},
\]

for all \(2 \leq p < \infty\).
Proof. For $D = 1$, we can add equations (4.7) and (4.8) to obtain an equation for $\rho$ given as

$$\partial_t \rho - \epsilon \Delta \rho = -\nabla \cdot h$$

(4.27)

with

$$h := r(1 - \rho)(c_{11} \nabla K * r - K * b) + b(1 - \rho)(c_{22} \nabla K * b - K * r).$$

and initial datum

$$\rho(\cdot, 0) = \rho_0$$

in $W^{1,p}(\Omega)$.

Using the regularity of $r$ and $b$ as well as the properties of $K$, we can estimate $h$ as follows

$$\|h(\cdot, t)\|_{L^\infty(\Omega)} \leq \frac{1}{4} \|\nabla K\|_{L^1(\Omega)} [(c_{11} - 1)\|r(\cdot, t)\|_{L^\infty(\Omega)} + (c_{22} - 1)\|b(\cdot, t)\|_{L^\infty(\Omega)}] = C$$

Since the constant on the right hand side does not depend on $t$ we can take the supremum over all $t \in [0, T]$ and conclude that $h \in L^\infty([0, T); L^\infty(\Omega))$. Thus applying the $L^p$ theory for linear parabolic equation, see e.g. [51, Chapter VII], yields the assertion.

Remark 4.6 (Minimizers as stationary solutions). By remark 2.11 we know that minimizers of the energy $E^\varepsilon$ are in fact in the space $[W^{1,\infty}(\Omega)]^2$. Therefore they can be inserted in the weak formulation of the stationary equation and are thus also stationary solutions of the PDE system (4.7)–(4.8) with no flux boundary conditions.

5 Numerical Simulations

This Section deals with a numerical algorithm to solve the the PDE system (4.7)–(4.8) supplemented with no flux boundary conditions. We use the same P1 finite element method as described in [3]. To discretize in time, we use the following implicit-explicit scheme: Given initial values $r^0, b^0 \in V_h$ and denoting the current iterates by $r^n, b^n$ (with $\rho^n = r^n + b^n$), we obtain new iterates $r^{n+1}, b^{n+1}$ by solving the linear system

$$\int_{\Omega} r^{n+1} \varphi dx = \int_{\Omega} r^n \varphi dx + \tau \int_{\Omega} \varepsilon [(1 - b^n)\nabla r^{n+1} + r^n \nabla b^{n+1}] \cdot \nabla \varphi dx$$

$$+ (1 - \rho^n)\nabla (c_{11} K * r^n - K * b^n + V) \cdot \nabla \varphi dx$$

$$\int_{\Omega} b^{n+1} \varphi dx = \int_{\Omega} b^n \varphi dx + \tau \int_{\Omega} \varepsilon [(1 - r^n)\nabla b^{n+1} + b^n \nabla r^{n+1}] \cdot \nabla \varphi dx$$

$$+ (1 - \rho^n)\nabla (c_{22} K * b^n - K * r^n + V) \cdot \nabla \varphi dx.$$ 

with time step size $\tau > 0$ given. Again, we use MATLAB for the implementation, both in one and two spatial dimensions.

5.1 Examples in one spatial dimensions

For all one-dimensional examples, we use the same potential $V$ as in Section 3, defined in (3.17). Furthermore, to decide when we reached a stationary state, we consider the relative $L^2$-error between two iterates, i.e

$$\text{err}_{L^2} := \|r^n - r^{n-1}\|_{L^2(V_h)} + \|b^n - b^{n-1}\|_{L^2(V_h)}$$
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and stop the iteration as soon as $\text{err}_{L^2} < 1e - 12$. We start by comparing the solutions for different values of $\varepsilon$ to that of the ADMM scheme. As initial values we take

$$r = b = \frac{1}{3} H_\gamma \left( \frac{1}{2} - |x| \right), \quad \text{with } \gamma = 0.001,$$

where $H_\gamma$ is the following approximation of the Heaviside function

$$H_\gamma(r) = \frac{1}{\pi} \left( \frac{\pi}{2} + \tan \left( \frac{r}{\gamma} \right) \right), \quad \gamma > 0.$$  

(5.2)

The results are visualized in Figure 6 (left). In the top right picture the number of iterations until the error criterion is met are shown. On the bottom right, we plot, for a fixed time $t = 19$ (and thus a fixed number of iterations), the relative error that is achieved for different values of $\varepsilon$. As expected, both plots confirm that the dynamics become slower as $\varepsilon$ becomes smaller - see the discussion about the relationship to systems of Cahn-Hilliards equations in the introduction.

As a next step, we examine the dynamical behaviour of solutions. To this end we consider a situation where initially, two compactly supported bumps of both $r$ and $b$ are centered at $x = \pm 0.6$ in the domain, see Figure 7. All subsequent simulations are done for $\varepsilon = 0.0002$ and $\tau = 0.0005$. First we examined the case $c_{11} = -2$ and $c_{22} = -0.5$ in which we observe unmixing of the two species first, before the two populations meet, see Figure 8. In the case $c_{11} = -1$ and $c_{22} = -0.5$, we observe only a partial unmixing until the two densities meet, see Figure 9.

### 5.2 Examples in two spatial dimensions

In two dimensions, we only present one example showing that for large $t$, the solutions of the system seem in fact to converge to the minimizers obtained by the ADMM scheme. To this end, we chose again the case $c_{11} = -1$ and $c_{22} = -1/2$ and $\varepsilon = 0.02$ and used the solution of the PDE at time $t = 650$. The results are shown in figure 10. Note that our present results only ensure the existence of solution for arbitrary large yet finite time. However, we expect that these can be extended to the case $t \to \infty$ and that we can in fact show convergence to stationary solutions by means of relative entropy methods.

### 6 Outlook: Coarsening Dynamics

In the following we further investigate the coarsening dynamics of the system (1.3), (1.4) as $\varepsilon \to 0$. Let us first of all discuss the case $\varepsilon = 0$, which is characterized by a very large set of stationary solutions. Indeed, every pair $(\tau, \bar{b})$ with

$$\tau(1 - \tau - \bar{b}) = \bar{b}(1 - \tau - \bar{b}) = 0$$

(6.1)

is a stationary solution, but not necessarily stable under the dynamics. In the case for a single species, stability was characterized from an entropy condition in [21], noticing that the model for $\varepsilon = 0$ consists of nonlinear hyperbolic conservation laws with nonlocal terms. A generalization of the entropy condition to the system case seems out of reach, hence we revisit the single species case ($b = 0$ in our notation) and rederive the stability condition from an optimization argument. Intuitively a stationary state is stable if it is a local minimizer of
Figure 6: (left) $r$ and $b$ solutions of the PDE with $\text{err}_{L^2} < 1e-12$. (Right) On the top: Value of $\varepsilon$ versus number of iterations until error criterion is met, below: $\varepsilon$ versus $\text{err}_{L^2}$ at the fixed time $t = 19$.

Figure 7: Initial values for $r$ and $b$
Figure 8: The case $c_{11} = -2$ and $c_{22} = -0.5$. A video can be found at [7].

Figure 9: The case $c_{11} = -1$ and $c_{22} = -0.5$. A video can be found at [7].
Figure 10: Comparison between solutions of the PDE at time $t = 650$ and minimizers generated by the ADMM scheme for $\varepsilon = 0.02$, $c_{11} = -1$ and $c_{22} = -1/2$. On the right a cut through the axis $y = 0$ is shown.

the energy, and using a Lagrange multiplier $\lambda_r$ for the mass constraint we easily arrive at the conditions

$$c_{11} K * r(x) + \lambda_r \geq 0 \text{ if } r(x) = 0$$
$$c_{11} K * r(x) + \lambda_r \leq 0 \text{ if } r(x) = 1.$$ 

Thus, at an interface between a region with $r = 1$ inside and $r = 0$ outside the normal derivative of $S = c_{11} K * r$ is nonpositive, which is exactly the entropy condition derived in [34, 21].

In the system case we find by analogous arguments with Lagrange parameters $\lambda_r$ and $\lambda_b$ for the masses

$$c_{11} K * r(x) - K * b + \lambda_r \geq 0 \text{ if } r(x) = 0,$$
$$c_{22} K * b(x) - K * r + \lambda_b \geq 0 \text{ if } b(x) = 0,$$
$$c_{11} K * r(x) - K * b + \lambda_r \leq 0 \text{ if } \rho(x) = 1,$$
$$c_{22} K * b(x) - K * r + \lambda_b \leq 0 \text{ if } \rho(x) = 1.$$ 

Hence we can effectively derive conditions on the sign of the normal derivatives of

$$S_r = c_{11} K * r - K * b \text{ and } S_b = c_{22} K * b - K * r$$
on interfaces between regions with $r = 1$, $b = 1$, or $\rho = 0$ (voids). On interfaces between red or blue and void the same analysis as in [21] applies, on interfaces between red and blue sign conditions on the derivatives of $S_b$ and $S_r$ need to hold simultaneously. Such stable
configurations will lead to similar stationary solutions or metastable dynamics in the case of small positive $\varepsilon$.

We finally mention that for the coarsening of interfaces in the metastable case analogous laws as in [34, 21] can be derived by multiscale asymptotic expansions, whose details we leave to future research. In numerical experiments the coarsening dynamics is well observed, see Figure 8 where one obtains local unmixing followed by coarsening. In the case of small self-attraction as shown in Figure 9 a different kind of coarsening dynamics is obtained, which is not characterized by $r$ and $b$ attaining values close to 1, but a mixed phase is coarsening versus the void regions. In this case a further analysis is quite open and an interesting issue for the future.
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