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Abstract. The theory of causal fermion systems is a recent approach to fundamental physics. Giving quantum mechanics, general relativity and quantum field theory as limiting cases, it is a candidate for a unified physical theory. The dynamics is described by a novel variational principle, the so-called causal action principle. The causal action principle does not rely on a presupposed space-time structure. Instead, it is a variational principle for space-time itself as well as for all structures in space-time (like particles, fields, etc.).

After a general motivation and introduction, we report on mathematical results for two-particle causal fermion systems which state that every minimizer describes a discrete space-time. We explain and make precise that on scales which are much larger than the scale of the microscopic space-time structures, the dynamics of a causal fermion system respects causality with a finite speed of propagation.

1. From a lattice system to causal fermion systems
The focus of this conference is on discrete space-time structures. Already in previous talks the motivation for thinking about discrete space-times was mentioned: The ultraviolet divergences of quantum field theory indicate that the structure of space-time should be modified on a microscopic scale, and the Planck length gives a natural length scale for such modifications and for new physics. To my opinion, instead of taking sides in favor of discrete or continuous microstructures, it is more promising to consider the following more general question:

What is the structure of space-time on the Planck scale?

I shall present a concise proposal for what the mathematical structure of microscopic space-time could be. The mathematical structures are quite general and allow for the description of both discrete and continuum space-times. Nevertheless, as we shall see, there are results in favor of a discrete microstructure.

1.1. Example: A two-dimensional lattice system
For the motivation, I would like to begin with the familiar example of a space-time lattice. In order to keep the setting as simple as possible, we consider a two-dimensional lattice (one space and one time dimension), but higher-dimensional lattices can be described similarly. Thus let \( \mathcal{M} \subset \mathbb{R}^{1,1} \) be a lattice in two-dimensional Minkowski space. We denote the spacing in time direction by \( \Delta t \) and in spatial direction by \( \Delta x \) (see Figure 1). The usual procedure for setting up equations on a lattice is to replace derivatives by difference quotients, giving rise to an evolution equation which can be solved time step by time step according to deterministic rules.
As a concrete example, let us consider a discretization of the two-dimensional wave equation on the lattice,

\[ 0 = \Box \phi(t, x) := \frac{1}{(\Delta t)^2} \left( \phi(t + \Delta t, x) - 2\phi(t, x) + \phi(t - \Delta t, x) \right) - \frac{1}{(\Delta x)^2} \left( \phi(t, x + \Delta x) - 2\phi(t, x) + \phi(t, x - \Delta x) \right). \tag{1} \]

Solving this equation for \( \phi(t + \Delta t, x) \) gives a rule for computing \( \phi(t + \Delta t, x) \) from the values of \( \phi \) at earlier times \( t \) and \( t - \Delta t \) (see again Figure 1).

While this method is very simple and gives well-defined evolution equations, it also has several drawbacks:

- The above method of discretizing the continuum equations is very \textit{ad hoc}. Why do we choose a regular lattice, why do we work with difference quotients? There are many other ways of discretizing the wave equation.
- The method is \textit{not background-free}. In order to speak of the “lattice spacing,” the lattice must be thought of as being embedded in a two-dimensional ambient space-time.
- The concept of a space-time lattice is not invariant under general coordinate transformations. In other words, the assumption of a space-time lattice is \textit{not compatible with the equivalence principle}.

In view of these shortcomings, the following basic question arises:

Can one formulate equations without referring to the nearest neighbor relation and the lattice spacing?

The answer to this question is yes, and we will now see how this can be done in the example of our two-dimensional lattice system. Although our example is somewhat oversimplified, this consideration will lead us quite naturally to the setting of causal fermion systems.

We consider complex-valued wave functions \( \psi_1, \ldots, \psi_f \) on the lattice \( \mathcal{M} \) (for simplicity a finite number, i.e. \( f < \infty \)). These wave functions do not need to satisfy the wave equation. On the complex vector space spanned by these wave functions we introduce a scalar product \( \langle .|.| \rangle_{\mathcal{H}} \)

\[ \langle \psi_k | \psi_l \rangle_{\mathcal{H}} = \delta_{kl}. \tag{2} \]

We thus obtain an \( f \)-dimensional Hilbert space \( (\mathcal{H}, \langle .|.| \rangle_{\mathcal{H}}) \). Note that the scalar product is given abstractly (meaning that it has no representation in terms of the wave functions as a sum over lattice points). Next, for any lattice point \( (t, x) \in \mathcal{M} \) we introduce the so-called \textit{local correlation operator} \( F(t, x) : \mathcal{H} \to \mathcal{H} \) as a matrix with elements given by

\[ (F(t, x))_k^j = \langle \psi_j(t, x) | \psi_k(t, x) \rangle. \tag{3} \]
The diagonal elements of this matrix are the absolute squares $|\psi_k(t, x)|^2$ of the corresponding wave functions. The off-diagonal elements, on the other hand, tell us about the correlation of the $j$th and $k$th wave functions at the lattice point $(t, x)$. This is the reason for the name “local correlation operator.” This operator can also be characterized in a basis-invariant way by the relations

$$\langle \psi, F(t, x) \phi \rangle_{\mathcal{H}} = \overline{\psi(t, x) \phi(t, x)},$$

to be satisfied for all $\psi, \phi \in \mathcal{H}$. Taking the complex conjugate, one sees immediately that the matrix defined by (3) is Hermitian. Stated equivalently independent of bases, the local correlation operator is a selfadjoint linear operator on $\mathcal{H}$. Moreover, a local correlation operator has rank at most one and is positive semi-definite. This can be seen by writing it as

$$F(t, x) = e^* e \quad \text{with} \quad e : \mathcal{H} \to \mathbb{C}, \quad \psi \mapsto \psi(x). \quad (4)$$

It is useful to denote the set of all operators with the above properties by $\mathcal{F}$,

$$\mathcal{F} := \{ F \in L(\mathcal{H}) \mid F \text{ is selfadjoint, positive semi-definite and has rank at most one} \}.$$ 

Varying the lattice point, we obtain a mapping (see Figure 2)

$$F : \mathcal{M} \to \mathcal{F}, \quad (t, x) \mapsto F(t, x).$$

For clarity, we note that the set $\mathcal{F}$ is not a vector space, because the linear combination of operators in $\mathcal{F}$ will in general have rank bigger than one. But it is a conical set in the sense that a positive multiple of any operator in $\mathcal{F}$ is again in $\mathcal{F}$ (this is why in Figure 2 the set $\mathcal{F}$ is depicted as a cone).

We point out that the local correlation operators do not involve the lattice spacing or the nearest neighbor relation; instead they contain information only on the local correlations of the wave functions at each lattice point. With this in mind, our strategy for formulating equations which do not involve the structures of the lattice is to work exclusively with the local correlation operators, i.e. with the subset $F(\mathcal{M}) \subset \mathcal{F}$. In other words, in Figure 2 we want to disregard the lattice on the left and work only with the objects on the right.

How can one set up equations purely in terms of the local correlation operators? In order to explain the general procedure, we consider a finite number of operators $F_1, \ldots, F_L$ of $\mathcal{F}$. Each of these operators can be thought of as giving information on the local correlations of the wave functions at a space-time point. However, this “space-time point” is no longer a lattice point, but at the moment it is merely a point without additional structure. In order to obtain a “space-time” in the usual sense, one needs additional structures and relations between the space-time points. Such relations can be obtained by multiplying the operators. Indeed, the operator product $F_i F_j$ tells us about correlations of the wave functions at different space-time points. Taking the trace of this operator product gives a real number. Our method for
formulating physical equations is to set up a variational principle. This variational formulation has the advantage that symmetries give rise to conservation laws by Noether’s theorem (as will be explained in Section 6). Therefore, we want to minimize an action \( S \). A simple example is to minimize

\[
S(F_1, \ldots, F_n) := \sum_{i,j=1}^L \text{Tr}(F_i F_j)^2
\]

under variations of the points \( F_1, \ldots, F_L \in \mathcal{F} \). In order to obtain a mathematically sensible variational principle, one needs to impose certain constraints. Here we do not enter the details, because the present example is a bit too simple. Instead, we merely use it as a motivation for the general setting of causal fermion systems, which we now introduce.

1.2. The setting of causal fermion systems
In order to get from our example to the general setting of causal fermion systems, we must extend the above constructions in several steps:

(a) The previous example works similarly in higher dimensions, in particular for a lattice \( \mathcal{M} \subset \mathbb{R}^{1,3} \) in four-dimensional Minkowski space. This has no effect on the resulting structure of a finite number of distinguished operators \( F_1, \ldots, F_L \in \mathcal{F} \).

(b) Suppose that on the lattice we consider multi-component wave functions \( \psi(t,x) \in \mathbb{C}^N \).

Then the pointwise product on the right side of (3) must be replaced by a complex inner product, which we denote by \( \langle ., . \rangle \) (in mathematical terms, this inner product is a non-degenerate sesquilinear form; we always use the convention that the wave function on the left is complex conjugated). Thus the definition of the local correlation operator (3) is replaced by

\[
(F(t,x))^j_k = -\langle \psi_j(t,x) | \psi_k(t,x) \rangle
\]

(the minus sign compared to (3) merely is a useful convention). The resulting local correlation operator is no longer an operator of rank at most one, but it has rank at most \( N \) (as can be seen for example by writing it similar to (1) in the form \( F(t,x) = -e^*e \) with \( e : \mathcal{F} \to \mathbb{C}^N \)). If the inner product \( \langle ., . \rangle \) on \( \mathbb{C}^N \) is positive definite, then the operator \( F(t,x) \) is negative semi-definite. However, in the physical applications, this inner product will not be positive definite. Indeed, a typical example in mind is that of four-component Dirac spinors. The Lorentz invariant inner product \( \bar{\psi} \phi \) on Dirac spinors in Minkowski space (with the usual adjoint spinor \( \bar{\psi} := \psi^\dagger \gamma^0 \)) is indefinite of signature (2,2).

In order to describe systems involving leptons and quarks, one must take direct sums of Dirac spinors, giving the signature \((n,n)\) with \( n \in 2\mathbb{N} \). With this in mind, we assume more generally that

\[
\langle ., . \rangle \quad \text{has signature } (n,n) \text{ with } n \in \mathbb{N}.
\]

Then the resulting local correlation operators are selfadjoint operators of rank at most \( 2n \), which (counting multiplicities) have at most \( n \) positive and at most \( n \) negative eigenvalues.

(c) Finally, it is useful to generalize the setting such as to allow for continuous space-times and for space-times which have both continuous and discrete components. In preparation, we note that the sums over the operators \( F_1, \ldots, F_L \) in (3) can be written as integrals,

\[
S(\rho) = \int_\mathcal{S} d\rho(x) \int_\mathcal{S} d\rho(y) \text{Tr}(F_i F_j)^2,
\]

if \( \rho \) is a measure on \( \mathcal{F} \) chosen as the sum of Dirac measures supported at these operators,

\[
\rho = \sum_{i=1}^L \delta_{F_i}.
\]
In this formulation, the measure plays a double role: First, it distinguishes the points $F_1, \ldots, F_L$ as those points where the measure is non-zero, as is made mathematically precise by the notion of the support of the measure, i.e.

$$\text{supp } \rho = \{F_1, \ldots, F_L\}.$$  \hspace{1cm} (8)

Second, a measure makes it possible to integrate over its support, an operation which for the measure (7) reduces to the sum over $F_1, \ldots, F_L$. Now one can extend the setting simply by considering (6) for more general measures on $\mathcal{F}$ (like for example regular Borel measures). The main advantage of working with measures is that we get into a mathematical setting in which variational principles like (5) can be studied with powerful analytic methods. In particular, as we shall see in Section 3, in this setting the question whether minimizers give rise to discrete or continuous space-time structures can be analyzed and answered.

These generalizations lead us to the following definition:

**Definition 1.1 (causal fermion system)** Given a separable complex Hilbert space $\mathcal{H}$ with scalar product $\langle . | . \rangle_{\mathcal{H}}$ and a parameter $n \in \mathbb{N}$ (the “spin dimension”), we let $\mathcal{F} \subset L(\mathcal{H})$ be the set of all selfadjoint operators on $\mathcal{H}$ of finite rank, which (counting multiplicities) have at most $n$ positive and at most $n$ negative eigenvalues. On $\mathcal{F}$ we are given a positive measure $\rho$ (defined on a $\sigma$-algebra of subsets of $\mathcal{F}$), the so-called universal measure. We refer to $(\mathcal{H}, \mathcal{F}, \rho)$ as a causal fermion system.

This definition is illustrated in Figure 3. Now the set $\mathcal{F}$ is invariant in addition under the transformation where an operator is multiplied by a negative number, as is indicated in the figure by the double cones. The support of the measure, denoted by

$$M := \text{supp } \rho,$$ \hspace{1cm} (9)

is referred to as space-time. In generalization of the example of the lattice system, where space-time consisted of discrete points (8), now the measure $\rho$ can also have continuous components.

The Hilbert space $\mathcal{H}$ can be understood as being spanned by all wave functions of the system, similar as explained for our lattice system after (2). Indeed, starting from the abstract definition, to every vector $u \in \mathcal{H}$ one can associate a corresponding wave function in space-time, the so-called physical wave function (for details see [1, §1.1.4]). In the applications, the physical wave functions describe fermions. This is the reason for the name “causal fermion system.” The dimension of $\mathcal{H}$ can be regarded as the number of fermionic particles in the system (where in the physical applications we also count the particles of the so-called Dirac sea; see [2] for further explanations of this point).

The above notions evolved over several years. Based on preparations in [3], the present formulation was first given in [4]. For the general background we refer to the non-technical introduction for physicists in [5] or to the textbooks [1, 6].
2. The causal action principle

Having explained the general definition of a causal fermion system (see Definition 1.1), we can now introduce the variational principle used to describe the dynamics of a causal fermion system, the so-called causal action principle. The mathematical structure of the causal action is similar to the action (5) given in our example of the lattice system. Its detailed form, however, is far from obvious and is the result of many computations and long considerations. The causal action was first proposed in [3, Section 3.5].

For any \( x, y \in \mathcal{F} \), the product \( xy \) is an operator of rank at most \( 2n \). However, in general it is no longer a selfadjoint operator because \( (xy)^* = yx \), and this is different from \( xy \) unless \( x \) and \( y \) commute. As a consequence, the eigenvalues of the operator \( xy \) are in general complex. We denote these eigenvalues counting algebraic multiplicities by \( \lambda^{xy}_1, \ldots, \lambda^{xy}_{2n} \in \mathbb{C} \) (more specifically, denoting the rank of \( xy \) by \( k \leq 2n \), we choose \( \lambda^{xy}_1, \ldots, \lambda^{xy}_k \) as all the non-zero eigenvalues and set \( \lambda^{xy}_{k+1}, \ldots, \lambda^{xy}_{2n} = 0 \)). We introduce the Lagrangian and the causal action by

\[
\text{Lagrangian: } \mathcal{L}(x, y) = \frac{1}{4n} \sum_{i,j=1}^{2n} \left( |\lambda^{xy}_i| - |\lambda^{xy}_j| \right)^2 \tag{10}
\]

\[
\text{causal action: } S(\rho) = \int_{\mathcal{F} \times \mathcal{F}} \mathcal{L}(x, y) \, d\rho(x) \, d\rho(y) . \tag{11}
\]

The causal action principle is to minimize \( S \) by varying the measure \( \rho \) under the following constraints:

\[
\text{volume constraint: } \rho(\mathcal{F}) = \text{const} \tag{12}
\]

\[
\text{trace constraint: } \int_{\mathcal{F}} \text{tr}(x) \, d\rho(x) = \text{const} \tag{13}
\]

\[
\text{boundedness constraint: } \int_{\mathcal{F} \times \mathcal{F}} \left( \sum_{i=1}^{2n} |\lambda^{xy}_i|^2 \right) \, d\rho(x) \, d\rho(y) \leq C , \tag{14}
\]

where \( C \) is a given parameter (and \( \text{tr} \) denotes the trace of a linear operator on \( \mathcal{H} \)). This variational principle is mathematically well-posed if \( \mathcal{H} \) is finite-dimensional and if one varies the measure in the class of regular Borel measures (with respect to the topology on \( L(\mathcal{H}) \) induced by the operator norm). For the existence theory and the analysis of general properties of minimizing measures we refer to [7, 8, 9].

Given a minimizing measure \( \rho \), we define space-time again as the support of the measure \( \rho \). Thus the space-time points are selfadjoint linear operators on \( \mathcal{H} \).

The fact that the eigenvalues \( \lambda^{xy}_1, \ldots, \lambda^{xy}_{2n} \) are complex makes it possible to introduce the following notion of causality:

**Definition 2.1 (causal structure)** The points \( x \) and \( y \) are called spacelike separated if all the eigenvalues \( \lambda^{xy}_j \) have the same absolute value. They are said to be timelike separated if the \( \lambda^{xy}_j \) are all real and do not all have the same absolute value. In all other cases (i.e. if the \( \lambda^{xy}_j \) are not all real and do not all have the same absolute value), the points \( x \) and \( y \) are said to be lightlike separated.

Restricting the causal structure of \( \mathcal{F} \) to \( M \), we get causal relations in space-time.

The Lagrangian (10) is compatible with the above notion of causality in the following sense. Suppose that two points \( x, y \in \mathcal{F} \) are spacelike separated. Then the eigenvalues \( \lambda^{xy}_j \) all have the same absolute value. Therefore, the Lagrangian (10) vanishes. Thus pairs of points with spacelike separation do not enter the action. This can be seen in analogy to the usual notion
of causality where points with spacelike separation cannot influence each other. This analogy is the reason for the notion causal in “causal fermion system” and “causal action principle.”

We point out that the fact that pairs of points with spacelike separation do not enter the action is much weaker than the usual concept of causation which states that the present can only influence the future. Indeed, the structure of the causal Lagrangian leaves the possibility that the future could influence the present or past. In order to analyze whether this really happens, one must analyze the initial value problem. If for given initial data there is a unique solution to the future, we can conclude that causation holds. We will come back to this important point in Section 8.

3. Discreteness results

Clearly, the general setting of causal fermion systems is quite abstract. In order to explain the causal action principle more concretely, we now consider the simplest interesting example. To this end, we choose the spin dimension $n = 1$ and the Hilbert space $\mathcal{H} = \mathbb{C}^2$. Then $\mathcal{F}$ consists of all Hermitian $2 \times 2$-matrices $F$ which have at most one positive and at most one negative eigenvalue. Such a matrix can be represented with the help of Pauli matrices as

$$F = \alpha \mathbb{1} + \vec{v} \vec{\sigma}$$

with $\alpha \in \mathbb{R}$, $\vec{v} \in \mathbb{R}^3$ and $|\vec{v}| \geq |\alpha|$. In order to simplify the constraints (13) and (14), we replace them by the condition that the matrix $F$ should have eigenvalues $1 \pm \tau$, where $\tau \geq 1$ is a parameter of the model (which plays a similar role as the parameter $C$ in the boundedness constraint (14)). The set of all matrices with these properties can be written as

$$\mathcal{F} = \{ F = \tau \vec{x} \vec{\sigma} + \mathbb{1} \quad \text{with} \quad \vec{x} \in S^2 \subset \mathbb{R}^3 \}.$$

Thus the set $\mathcal{F}$ can be identified with the unit sphere $S^2$, which also simplifies illustrations (see Figure 4). The volume constraint (12) can be implemented most easily by restricting attention to normalized regular Borel measures on $\mathcal{F}$ (i.e. measures with $\rho(\mathcal{F}) = 1$). Such a measure can be both continuous, discrete or a mixture. Examples of continuous measures are obtained by multiplying the Lebesgue measure on the sphere by a non-negative smooth function. By a discrete measure, on the other hand, we here mean a weighted counting measure, i.e. a measure obtained by inserting weight factors into (7),

$$\rho = \sum_{i=1}^{L} c_i \delta_{x_i} \quad \text{with} \quad x_i \in \mathcal{F}, \quad c_i \geq 0 \quad \text{and} \quad \sum_{i=1}^{L} c_i = 1. \quad (15)$$

In this setting, a straightforward computation yields for the Lagrangian (10)

$$\mathcal{L}(x,y) = \max (0, \mathcal{D}(x,y)) \quad \text{with}$$

$$\mathcal{D}(x,y) = 2\tau^2 \left( 1 + \langle x,y \rangle \right) \left( 2 - \tau^2 \left( 1 - \langle x,y \rangle \right) \right),$$

\[\text{Figure 4. The causal variational principle on the sphere.}\]
and $\langle x, y \rangle$ denotes the Euclidean scalar product of two unit vectors $x, y \in S^2 \subset \mathbb{R}^3$ (thus $\langle x, y \rangle = \cos \vartheta$, where $\vartheta$ is the angle between $x$ and $y$). The resulting so-called causal variational principle on the sphere was introduced in [8, Chapter 1] and analyzed in [10, Sections 2 and 5] and more recently in [11]. We now explain a few results from these papers.

First of all, the causal variational principle on the sphere is well-posed, meaning that the minimum is attained in the class of all normalized regular Borel measures. The minimizing measure is not unique; indeed, there are typically many minimizers. The study in [10, Section 2] gives the following numerical result: If $\tau > \sqrt{2}$, every minimizing measure is a weighted counting measure (15). Thus, although we minimize over all regular Borel measures (i.e. measures which can have discrete and continuous components), a minimizing measure always describes a discrete space-time consisting of a finite number of space-time points (as shown on the right of Figure 4). To some extent, this numerical result could be underpinned by analytic results. First, it was proven in [10, Section 5.1] that the support has an empty interior:

**Theorem 3.1** If $\tau > \sqrt{2}$, the support of any minimizing measure does not contain an open subset of $S^2$.

Intuitively speaking, this result shows that the space-time points are a subset of the sphere of dimension strictly smaller than two. More recently, it was shown in [11] that the dimension of the support is even strictly smaller than one:

**Theorem 3.2** In the case $\tau > \sqrt{6}$, the support of any minimizing measure is totally disconnected and has Hausdorff dimension at most $6/7$.

For brevity, we cannot enter the proof of these theorems. But we point out that the method of proof gives a good understanding of the underlying mechanism which has the effect that minimizing measures tend to be supported on low-dimensional subsets of $\mathcal{F}$. This mechanism applies not only to the causal variational principle on the sphere, but similarly also to the general setting in higher dimensions (see [10, Section 3.3]). The gap between the analytic and numerical results comes about mainly due to shortcomings of the mathematical methods.

To summarize, the above mathematical results indicate that minimizing measures of the causal action should be discrete, and the methods of proof reveal the reason why this should be the case.

4. Linearized fields

We again point out that the above results give an indication that minimizers of the causal action principle should correspond to discrete space-times. However, the theorems apply in too special situations for giving a definitive answer for general causal fermion systems. Therefore, as mentioned at the beginning of this talk, we do not want to take sides in favor of discrete or continuous space-times. Moreover, this distinction does not seem essential to me. My message is that the fundamental structure is a measure on $\mathcal{F}$ which minimizes the causal action. It is an interesting question whether this measure is discrete or continuous, but this question seems of secondary importance.

Nevertheless, in the remainder of my talk, I will restrict attention to discrete measures for two reasons: First, because this facilitates the comparison to other discrete approaches at this conference (like causal sets or cellular automata). Second, it has the advantage that integrals reduce to sums, and that the presentation simplifies because space-time $M$ can be depicted as a discrete set of points $x_1, x_2, \ldots \in \mathcal{F}$ (see Figure 5). We now proceed by explaining a few recent structural results on causal fermion systems, specialized to discrete measures.
Let us assume that $\rho$ is a minimizing measure which is discrete in the sense that its support is a discrete point set $M = \{x_1, x_2, \ldots\} \subset \mathcal{F}$ (the set $M$ could be finite or countable, which for our presentation makes no difference). The fact that $\rho$ is a minimizer of the causal action poses many conditions on this measure. In more physical terms, these conditions tell us about the interaction and the dynamics of the system. It is an important and difficult task to analyze what these conditions actually mean, for example by rewriting them in a form familiar from classical field theory or quantum theory. In more general terms, the question is:

What is the dynamics of a causal fermion system as described by the causal action principle?

In order to get detailed and explicit insight into this question, the following strategy turns out to be fruitful: A class of minimizing measures which are relatively easy to construct are minimizers which have certain symmetries and can therefore be regarded as describing the vacuum. Now one can consider small perturbations of the measure $\rho$ and analyze their dynamics. Considering linear perturbations $[12, 13]$, this procedure is similar to analyzing linearized fields in Minkowski space. Linear perturbations are also a suitable starting point for analyzing nonlinear fields, for example perturbatively $[14]$. The procedure of considering small perturbations of a discrete system bears some similarity to the procedure in solid state physics, where perturbations of the positions of the atoms of a solid give rise to lattice oscillations described by phonons. But in our case, of course, the “ambient space” in which the discrete points “live” is not the three-dimensional Euclidean space or space-time, but instead it is the set $\mathcal{F}$ of linear operators on the Hilbert space $\mathcal{H}$.

Perturbations of the measure $\rho$ are described by so-called jets, which we now introduce. There are two ways to perturb a weighted counting measure $[15]$: one can perturb the weight factors $c_i$ or the positions $x_i$ of the space-time points. The first class of perturbations is described by a real-valued function $b$ on the space-time points. The perturbation of the positions $x_i$, on the other hand, is described by a vector $v$ which is tangential to $\mathcal{F}$ at the point $x_i$ (see Figure 5).

The jet $v$ is defined as the pair of the real-valued function and the vector field,

$$v = (b, v).$$

The vector field $v$ appearing in the jet can also be described more concretely in terms of wave functions and fields in space-time. In order to get the connection, we first recall that in the example of the lattice system, we constructed the points in $\mathcal{F}$ as local correlation operators of wave functions in space-time $[9]$. A similar construction works for general causal fermion systems, with the result that every point $x \in M$ can be recovered as the local correlation operator of so-called physical wave functions $\psi_k$, i.e.

$$x = F(x) \quad \text{with} \quad F(x)^J_k = -\langle \psi_j(x)|\psi_k(x)\rangle_x,$$
where $\langle . | . \rangle_x$ is the so-called spin scalar product (for details see [1 §1.1.4]). A vector field $v$ at $x$ is a first variation of $F(x)$, i.e.

$$v(x) = \delta F(x) = -\langle \delta \psi_j(x) | \psi_k(x) \rangle_x - \langle \psi_j(x) | \delta \psi_k(x) \rangle_x .$$

In this way, the vector field $v$ can be described by linear variations of the physical wave functions. Now one can consider different types of such variations:

(a) One can vary individual physical wave functions. This gives rise to the so-called fermionic jets.

(b) Alternatively, one can vary all physical wave functions collectively. In physical applications when the physical wave functions satisfy the Dirac equation, such variations can be described by bosonic fields, like for example

$$\delta \psi_j(x) = -(s_m A_j \gamma^j \psi_j)(x) ,$$

where $s_m$ is a Dirac Green’s operator and $A$ is the electromagnetic potential. The corresponding jets are referred to as bosonic jets.

More detailed explanations on these constructions can be found in [14 Sections 6 and 7].

We remark that the connection to bosonic and fermionic fields is worked out in detail in the so-called continuum limit, which can be thought of as the limiting case of a lattice system in four-dimensional Minkowski space when the lattice spacing tends to zero. For brevity, we cannot enter the methods and results of the continuum limit analysis, but we refer instead to the textbook [1] or the short survey in [5, Section 6].

5. The jet dynamics

The dynamics of linearized fields is described by equations in space-time, referred to as the linearized field equations. We now outline how these equations are derived and say a few words on their general structure. Following the causal action principle, a measure $\rho$ describing physical space-time should be a minimizer of the causal action. This implies that $\rho$ must satisfy corresponding Euler-Lagrange equations. These equations take the form (more precisely these are the so-called weak EL equations; for details [12 Sections 3.1 or 4.1])

$$\nabla_u \left( \int_M \mathcal{L}(x, y) \, d\rho(y) - \frac{\nu}{2} \right) = 0 ,$$

which must hold for all jets $u$ (the so-called test jets) and all $x \in M$, where $\nabla$ denotes the combination of multiplication and differentiation

$$\nabla_v \eta(x) = b(x) \eta(x) + D_v \eta(x) .$$

In simple terms, the function in the brackets in (16) as well as its derivatives must vanish at all space-time points.

We next assume that $\rho$ describes the vacuum and consider linear perturbations of the measure $\rho$ described by a jet $v$. These perturbations should be physical in the sense that the perturbed measures should also satisfy the Euler-Lagrange equations. In other words, the jet $v$ should generate a one-parameter family of solutions of (16). The linearized field equations are obtained by differentiating the Euler-Lagrange equations with respect to this parameter. They take the form (for details see [12 Section 4.2])

$$\langle u, \Delta v \rangle(x) = 0 \quad \text{for all } x \in M ,$$
where the “Laplacian” is defined by

$$
\langle u, \Delta v \rangle (x) := \nabla_u \left( \int_M (\nabla_{1,u} + \nabla_{2,v}) \mathcal{L}(x, y) \, d\rho(y) - \nabla_v \frac{\nu}{2} \right). \tag{17}
$$

For a discrete measure, the last integral reduces to a sum over the space-time points where the “Laplacian” is defined by neighbors, but the equation (17) is nonlocal involve a sum over lattice points. But, in contrast to (1), we do not sum only over the nearest neighbors, but the equation (17) is nonlocal in the sense that it typically involves a sum over many lattice points.

Despite this nonlocality, the linearized field equations describe a dynamics with finite propagation speed (as shown schematically in Figure 6). Moreover, causation holds in the sense that the initial value problem is well-posed. It is important to note, however, that these statements hold only “macroscopically” on a scale which is much larger than the length scale of the discretization. This is made mathematically precise in the recent paper [13]. Before explaining in Section 8 how these statements come about and what precisely we mean by “macroscopic,” we need to discuss a few other structures which arise for minimizers of causal variational principles.

### 6. Surface layer integrals

In analogy to the situation for the classical Noether theorem, symmetries of minimizers of the causal action give rise to corresponding conservation laws. In the resulting Noether-like theorems [13], the conserved quantities are expressed in terms of so-called surface layer integrals which have the following general structure. We choose a subset Ω of space-time which can be thought of as the past of an equal time hypersurface of an observer (see Figure 7). We now form a double integral where one variable x is integrated over Ω and the other variable y over the complement of Ω,

$$
\int_{\Omega} d\rho(x) \int_{M \setminus \Omega} d\rho(y) \left( \cdots \right) \mathcal{L}(x, y).
$$

Here (⋯) stands for a an operator acting on the Lagrangian which typically involves jet derivatives. For specific choices of this operator, one recovers conservation laws for charge, energy and angular momentum. The structure of a surface integral can be understood most easily if one keeps in mind that in the applications, the Lagrangian \( \mathcal{L}(x, y) \) as well as its jet derivatives are of short range. More precisely, these functions decay on the Compton scale \( m^{-1} \).

As a consequence, the relevant contribution to the surface layer integral is obtained when both x and y are close to the boundary of \( \Omega \). As a result, a surface layer integral can be thought of as an integral over a “time strip” of size \( m^{-1} \) (see Figure 8).

Figure 6. Finite propagation speed.
There are also conservation laws which are not related to symmetries of space-time. Instead, they are a direct consequence of the linearized field equations. Again, the corresponding conserved quantities are expressed in terms of surface layer integrals. From the general class of conservation laws found in [16], the most useful surface layer integrals for the applications are the symplectic form $\sigma_\Omega$ (see [12, Sections 3.3 and 4.3])

$$\sigma_\Omega(u,v) = \int_\Omega \int_{M \setminus \Omega} \rho(x) \rho(y) \left( \nabla_{1,u} \nabla_{2,v} - \nabla_{1,v} \nabla_{2,u} \right) L(x,y) \, d\rho(x) \, d\rho(y)$$  \hspace{1cm} (18)

and the surface layer inner product $(.,.)_\Omega$ (see [16, Theorem 1.1])

$$(u,v)_\Omega = \int_\Omega \int_{M \setminus \Omega} \rho(x) \rho(y) \left( \nabla_{1,u} \nabla_{1,v} - \nabla_{2,u} \nabla_{2,v} \right) L(x,y) .$$  \hspace{1cm} (19)

Note that the surface layer inner product is symmetric in its two arguments. In [17] it is shown by explicit computation that it is positive definite for Dirac sea configurations in Minkowski space. Therefore, it defines a scalar product on the real vector space of linearized solutions.

7. Unitary time evolution on Fock spaces

Based on the above surface layer integrals, the nonlinear dynamics as described by the causal action principle can be rewritten in terms of a unitary time evolution on Fock spaces, as we now outline (for details see [18]): Assuming that the surface layer inner product (19) is positive definite and combining it with the symplectic form (18), one can endow the space of linearized solutions with the structure of a complex Hilbert space, denoted by $(\mathcal{H}, \langle .,|, \rangle)$. The scalar product on $\mathcal{H}$ has the property that its real part coincides with the scalar product $(.,.)_\Omega$. In the application of Dirac sea configurations in Minkowski space [17], one sees that this scalar product agrees with the usual scalar product used in quantum theory. In particular, it is compatible with the probabilistic interpretation. The conservation laws for the surface layer integrals imply that the linearized fields preserve the complex structure and the scalar product. In other words, the linearized dynamics is described by a unitary operator $U$ on $\mathcal{H}$ (see Figure 9).

In order to describe the interacting dynamics, one makes essential use of the perturbation theory developed in [14], which makes it possible to express the dynamics of the physical system as described by the causal action principle in terms of a nonlinear time evolution on jet spaces, which can be expanded in a linear, a quadratic, a cubic contribution, and so on. Rewriting the resulting multilinear operators as linear operators on the symmetric tensor product, one obtains a linear dynamics on bosonic Fock spaces (for details see [18]). Again making use of conservation laws for surface layer integrals, this dynamics can be written with a norm-preserving
complex-linear time evolution operator acting on the bosonic Fock space tensored with its dual. A unitary time evolution on the bosonic Fock space is obtained in the so-called holomorphic approximation. In [18] the error of this approximation is quantified, and it is argued that in the physical applications in mind, this error is very small.

8. Hyperbolicity, causation and finite propagation speed

Having surface layer integrals to our disposal, we can finally explain in which sense causation holds and what we mean by finite propagation speed (see the end of Section 4 and Figure 6). The fact that certain surface layer integrals are conserved for solutions of the linearized field equations can also be used for proving existence of solutions and for analyzing their properties. Generally speaking, one works with surface layer integrals which are positive. These positivity properties are subsumed in so-called hyperbolicity conditions. Then one derives energy estimates, which basically show that the surface layer integrals cannot grow too fast in time. Once these energy estimates have been established, one can mimic the procedure for hyperbolic partial differential equations to prove existence and uniqueness of solutions of the initial value problem. These solutions respect causation in the sense that the present has an influence only on the future. Moreover, one gets finite propagation speed. But since in the surface layer integrals the jets are integrated over regions of space-time of the size of the Compton scale, the energy methods give us information on the jet dynamics only when taking “averages” over macroscopic space-time regions. This is what at the end of Section 5 we meant by the statement that causation and finite propagation speed hold “only macroscopically.” For precise mathematical statements we refer to [13].

Summarizing from a conceptual point of view, in a causal fermion system there is no strict causation. Nevertheless, the usual notions of causality, future and past are well-defined on scales larger than the Compton length. Moreover, on this macroscopic scale, the dynamics is compatible with these notions, and linearized fields propagate with finite speed.
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