ROOS BOUND FOR SKEW CYCLIC CODES IN HAMMING AND RANK METRIC
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Abstract. In this paper, a Roos like bound on the minimum distance for skew cyclic codes over a general field is provided. The result holds in the Hamming metric and in the rank metric. The proofs involve arithmetic properties of skew polynomials and an analysis of the rank of parity-check matrices. For the rank metric case, a way to arithmetically construct codes with a prescribed minimum rank distance, using the skew Roos bound, is also given. Moreover, some examples of MDS codes and MRD codes over finite fields are built, using the skew Roos bound.

1. Introduction

In the theory of error correcting codes, a crucial step was represented by the introduction of algebraic structures, which led to the branch called algebraic coding theory. More specifically, the basic idea that initiated the study of linear codes was to take a finite field \( F \) as alphabet, and then use the vector space structure \( F^n \) when dealing with codes and their codewords. Among the linear codes, one of the most studied families is the one of cyclic codes. Their importance is given by the ring structure underlying their polynomial representation. Formally, a cyclic block code \( C \) over \( F \) is defined as an ideal of \( F[x]/(x^n - 1) \). It is well-known that the minimum Hamming distance of a cyclic code is lower bounded by the BCH bound [5, 4, 28]. Concretely, let \( g(x) \) be the generator polynomial of \( C \), \( \omega \) be a primitive \( n \)-th root of unity and \( b, \delta \) be positive integers. If \( g(\omega^{b+i}) = 0 \) for \( 0 \leq i \leq \delta - 2 \), i.e. \( g \) has \( \delta - 1 \) consecutive roots in an extension field of \( F \), then the minimum Hamming distance of \( C \) is at least \( \delta \). The cyclicity property was further investigated in order to construct codes with prescribed Hamming distance. At a second step, Hartmann and Tzeng generalized the BCH bound deriving the well-known Hartmann-Tzeng (HT) bound [27]. Afterwards, Roos derived further generalizations which were shown to improve both the BCH and the HT bounds [10, 39].

Skew polynomial rings were introduced in 1930 by Ore in his seminal paper [36] and then they have been further studied by several authors, see for instance [30, 31, 33]. The research on linear codes in this setting led to new codes with better parameters than the old known linear codes. In 2007, Boucher, Geiselmann and Ulmer [7] extended the definition of cyclicity to codes defined over the skew polynomial ring (see also [8, 9, 12]). In these works, the authors derived bounds on the Hamming distance of skew cyclic codes, generalizing in some sense the BCH bound to skew cyclic codes. In [26], the authors gave a version of the Hartmann-Tzeng bound for skew cyclic codes and provided a construction of these codes with prescribed designed Hamming distance.

Skew polynomial rings played a crucial role also in the construction of codes endowed with the rank metric. These codes were first introduced independently by Delsarte [15], Gabidulin [18] and Roth [41], and have been shown to have many applications, such as network coding [44, 43, 19], distributed data storage [38, 10, 35] and post-quantum cryptography [19, 37, 20]. One of the most important constructions of rank-metric codes makes use of the ring of linearized polynomials. More specifically, these codes are known as Gabidulin codes and they are obtained
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by evaluating a particular set of linearized polynomials in a suitable set of points (see \cite{15} \cite{18}). The connection with skew polynomials is due to the fact that there is a natural isomorphism between the ring of linearized polynomials over a finite field and the ring of skew polynomials. Generalizations of this construction were provided in \cite{12}, where a rank-metric version of the BCH bound was proposed. Moreover the analogue of the Hartmann-Tzeng bound for skew-cyclic codes over finite field with respect to the rank metric was shown in \cite{43}.

In this paper we provide a generalization of the Roos bound for skew cyclic codes in the Hamming metric and in the rank metric. Our results generalize previous bounds on the minimum distance of skew cyclic codes in the Hamming metric \cite{8} \cite{12} \cite{26}, and in the rank metric \cite{15} \cite{19} \cite{41} \cite{12} \cite{2} \cite{43}. However, our setting only requires a cyclic Galois extension of finite degree, without restricting to the case of finite fields.

The paper is structured as follows. In Section 2 we recall the basics of skew polynomial rings and the notions of skew cyclic codes, focusing on the family of skew Reed-Solomon codes. Section 3 is dedicated to the rank metric. We define the rank metric in the most general setting and describe the construction of Gabidulin codes over any cyclic Galois extension. In Section 4 we fix the mathematical setting for the whole paper, focusing on the defining sets for skew cyclic codes, and we prove the results that are crucial for the main proofs. Section 5 is devoted to the proof of the skew version of the Roos bound for the Hamming metric. We use the bound to construct some examples of (MDS) codes over finite fields. In Section 6 we provide the skew version of the Roos bound for the rank metric. We compare the construction of the codes in the Hamming metric with the one in the rank metric, which led to an interesting result, explaining that it could be possible to construct skew cyclic MRD codes, using the arithmetic properties of the defining sets. We conclude with some remarks and an open problem in Section 7.

2. Skew cyclic codes and skew Reed-Solomon codes

In this section we recall some basic notions on skew polynomial rings and skew cyclic codes. The interested reader is referred to the recent survey of Glu esing-Luerssen \cite{21}.

We will use the notation introduced in \cite{26} §2 to recall the definition of skew cyclic codes and some important known results. Let $F/K$ be a field extension of finite degree $\mu$. We assume $F/K$ is cyclic, i.e. its Galois group, $\text{Gal}(F/K)$, is cyclic. Fix a generator $\sigma$ of $\text{Gal}(F/K)$, hence its order $|\sigma|$ is $\mu$ and $K = F^\sigma$ is its invariant subfield. Let $R = F[x; \sigma]$ be the skew polynomial ring induced by $\sigma$ over $F$ and $n$ be a multiple of $\mu$, namely $n = \nu\mu$ for some $\nu$ positive integer. Recall that the multiplication rule over the skew polynomial ring $R$ is given by

$$xa = \sigma(a)x$$

for all $a \in F$.

In order to define skew cyclic codes over $F$ it is enough to replace $F[x]/(x^n - 1)$ by $\mathcal{R} := R/R(x^n - 1)$, where $R(x^n - 1)$ denotes the left ideal generated by $x^n - 1$. Since $\sigma$ has finite order $\mu$, the center $Z(R)$ of $R$ is given by the commutative polynomial ring $K[x^\mu]$ and therefore $x^n - 1$ belongs to $Z(R)$. Hence, $R(x^n - 1)$ is a twosided ideal and the quotient $\mathcal{R}$ is a $K$-algebra which is isomorphic to $F^n$ as $F$-vector space, where the $F$ action is given by left multiplication.

An $[n, k]$-linear code $C$ over $F$ is defined as a subspace of $F^n$ of dimension $k$. Hence, thanks to isomorphism described above, we can identify linear codes in $F^n$ as vector subspaces of $\mathcal{R}$. We define the Hamming distance between two vectors in $F^n$ as the number of components in which they differ. The minimum (Hamming) distance of a linear code $C$ is defined as the minimum over all the distances between two distinct codewords in $C$ and it is denoted by $d_H(C)$. Equivalently, $d_H(C)$ is given by the minimum (Hamming) weight of the nonzero codewords in $C$, where the Hamming weight of a vector $v \in F^n$ is defined as the number of its nonzero components and it is denoted by $w(v)$. When the minimum distance $d = d_H(C)$ is known, we write that $C$ is an $[n, k, d]$-linear code. The parameters $n, k$ and $d$ of a linear code $C$ satisfy the following inequality, known as Singleton bound \cite{43}: $d \leq n - k + 1$. When the minimum distance of $C$ meets the bound with the equality, $C$ is called maximum distance separable (MDS) code.

In the setting defined above, an $[n, k]$-linear code $C \subseteq F^n$ is called skew cyclic if $C$ is a left ideal of $\mathcal{R}$. 
Since every left ideal of \( \mathcal{R} \) is principal, there exists a polynomial \( g \in R \) which is a right divisor of \( x^n - 1 \), namely \( g \) satisfies \( \deg(g) = n - k \) and \( g \) generates \( \mathcal{C} \). We will write \( \mathcal{C} = \mathcal{R}g \).

Evaluation in skew polynomials makes use of truncated norms. For any \( i \in \mathbb{N}_0 \), the \( i \)-th truncated norm on \( F \) is defined as \( N_i : F \to F \), with \( N_i(a) = 1 \) and \( N_i(a) = \prod_{j=0}^{i-1} \sigma(j)(a) \) for \( i > 0 \), for any \( a \in F \). This is a special case of \( [31, (2.3)] \), where a deep discussion of evaluations can be found. Note that \( N_1(a) = a \) and \( N_{i+1}(a) = N_i(a)\sigma^i(a) \) for any \( i > 0 \). If \( f(x) = \sum_{i=0}^{r} f_i x^i \in R \), it follows that

\[
    f(x) = q(x)(x - a) + \sum_{i=0}^{r} f_i N_i(a)
\]

as proved in \([31, \text{Lemma 2.4}]\), hence \( f(a) = \sum_{i=0}^{r} f_i N_i(a) \) is the correct notion of evaluation of skew polynomials.

Since \( R \) is a left (and right) Euclidean domain, greatest common right divisor and least common left multiple exist and can be computed. We denote the least common left multiple of two polynomials \( f, g \in R \) by \( \langle f, g \rangle \). A detailed computational treatment of skew polynomials can be found in \([23]\).

The structure of a skew cyclic code is better understood if a full decomposition of \( g \) as least common left multiple of linear polynomials can be provided. Let \( E/K \) be a cyclic field extension of degree \( n \) and \( \theta \in \text{Gal}(E/K) \) an automorphism of degree \( n \), i.e. \( K = E^\theta \). Let \( S = E[x; \theta] \) and \( S : = S/S(x^n - 1) \). Recall that \( S \cong K^{n \times n} \) is simple Artinian, see for instance \([23, \text{Theorem 1}]\).

Hence all simple modules are isomorphic and given \( g \in S \) of degree \( n - k \) with \( g \mid x^n - 1 \), there exist \( \beta_0, \beta_1, \ldots, \beta_{n-k-1} \in E \) such that \( g \) is the least common left multiple of \( \{x - \beta_i \mid 0 \leq i \leq n - k - 1\} \), that is

\[
    g = [x - \beta_0, \ldots, x - \beta_{n-k-1}]_\ell.
\]

Recall that \( x - \beta \mid x^n - 1 \) if and only if \( N_i(\beta) = 1 \), and by Hilbert’s Theorem 90 (see e.g. \([32, \text{Chapter VI, Theorem 6.1}]\)) this happens if and only if \( \beta = (\theta(\alpha)\alpha)^{-1} \) for some \( \alpha \in E \). Hence \( \beta_i = (\theta(\alpha_i)\alpha_i)^{-1} \) for \( K \)-linear independent \( \alpha_0, \ldots, \alpha_{n-k-1} \in E \), see \([14, \text{Theorem 5.3}]\). When these linear independent elements are part of a normal basis, a better knowledge of the parameters of the code is obtained. Concretely, we have the following result.

**Proposition 1** ([23, Theorem 4]). Let \( \alpha \in E \) such that \( \{\alpha, \theta(\alpha), \ldots, \theta^{n-1}(\alpha)\} \) is a normal basis and \( \beta = (\theta(\alpha)\alpha)^{-1} \). Let \( 1 \leq \delta \leq n \) and \( g = \{x - \theta^i(\beta) \mid 0 \leq i \leq \delta - 2\} \). Then \( Sg \subseteq S \) is an MDS code of length \( n \) and minimum Hamming distance \( \delta \).

These codes are usually called *skew Reed-Solomon codes*, and denoted by \( \text{sRS}_g^n(n, \delta) = S \{x - (x - \beta^i(\beta)) \mid 0 \leq i \leq \delta - 2\} \).

From Proposition 1 one can easily recognize the generalization of the BCH bound to skew cyclic codes.

The proof of Proposition 1 is based on Circulant Lemma, which is a particular case of \([31, \text{Corollary 4.13}]\). We include the statement since it is going to be used to prove the main results of this paper.

**Lemma 2** (Circulant Lemma). Let \( \{\alpha_0, \ldots, \alpha_{n-1}\} \) be a \( \mathcal{K} \)-basis of \( E \). Then, for every positive integer \( t \leq n \) and every subset \( \{k_1, k_2, \ldots, k_t\} \subseteq \{0, 1, \ldots, n - 1\} \),

\[
\begin{vmatrix}
\alpha_{k_1} & \theta(\alpha_{k_1}) & \ldots & \theta^{t-1}(\alpha_{k_1}) \\
\alpha_{k_2} & \theta(\alpha_{k_2}) & \ldots & \theta^{t-1}(\alpha_{k_2}) \\
\vdots & \vdots & & \vdots \\
\alpha_{k_t} & \theta(\alpha_{k_1}) & \ldots & \theta^{t-1}(\alpha_{k_t})
\end{vmatrix} \neq \mathbf{0}.
\]

An elementary proof is available in \([23]\).

3. **Rank metric over any field extension**

Although we will always consider cyclic extensions, here we discuss the rank metric in the most general case, in the spirit of the recent works of Augot, Loidreau and Robert \([2, 1, 3]\). A similar approach was first investigated by Roth in \([42, \text{Section 6}]\).
Let $K$ be a field and $E$ be an extension field of degree $n$. Let $\theta \in \text{Gal}(E/K)$ with order $|\theta| = \eta$, so $\eta$ divides $n$. Let moreover $B = \{b_1, \ldots, b_n\}$ be an ordered $K$-basis of $E$. For a given vector $v = (v_1, \ldots, v_N) \in E^N$, we consider the following two matrices:

$$M_{v,\theta} := \begin{pmatrix} v_1 & v_2 & \cdots & v_N \\ \theta(v_1) & \theta(v_2) & \cdots & \theta(v_N) \\ \vdots & \vdots & \ddots & \vdots \\ \theta^{n-1}(v_1) & \theta^{n-1}(v_2) & \cdots & \theta^{n-1}(v_N) \end{pmatrix},$$

$$M_{v,B} := \begin{pmatrix} x_{1,1} & x_{2,1} & \cdots & x_{N,1} \\ x_{1,2} & x_{2,2} & \cdots & x_{N,2} \\ \vdots & \vdots & \ddots & \vdots \\ x_{1,n} & x_{2,n} & \cdots & x_{N,n} \end{pmatrix},$$

where $v_i = \sum_{j=1}^n x_{i,j}b_j$, for every $i = 1, \ldots, N$.

Augot, Loidreau and Robert defined in [2] two different rank-weights for a vector $v \in E^N$ as follows. Let $E$, $K$ and $\theta$ be as above, and let $v \in E^N$. The quantities $w_K(v)$ and $w_E(v)$ are defined as

$$w_K(v) := \text{rk}_K(M_{v,\theta}) = \text{rk}_K(M_{v,B}),$$

$$w_E(v) := \text{rk}_E(M_{v,\theta}) = \text{deg}(p_v),$$

where $p_v = [x - v_1, \ldots, x - v_N]_E \in E[x; \theta]$. It was shown by the same authors that these quantities are all equal in a special case.

**Proposition 3.** [2 Proposition 5] If $K = E^\theta$, then $w_E(v) = w_K(v)$, and they are both equal to $w_R(v) := \text{dim}_K(v_1, \ldots, v_N)_K$.

For the rest of this section we will only deal with the case $E^\theta = K$, i.e. $\text{Gal}(E/K)$ is cyclic and the order of $\theta$ is $n$, therefore we will use the notation $w_R(v)$ to denote the rank weight of a vector with respect to the cyclic extension $E/K$.

**Definition 4.** Let $E/K$ be a cyclic field extension of finite degree, then the rank distance of two vectors $u, v \in E^N$ with respect to the extension $E/K$ is defined as $d_R(u, v) := w_R(u - v)$.

With this metric, we can introduce the notion of rank-metric codes.

**Definition 5.** Let $E/K$ be a cyclic finite extension field and let $N, k, d$ be positive integers. An $[N, k, d]_{E/K}$ rank-metric code $C$ is a $k$-dimensional $E$-subspace of $E^N$, endowed with the rank metric. The integer $N$ is called the length of $C$, $k$ is the dimension of $C$ and $d$ is defined as

$$d = d_R(C) := \min\{d_R(u, v) \mid u, v \in C, u \neq v\}$$

and is called minimum rank distance of $C$.

**Definition 6.** Let $k \leq N$ and $g \in E^N$ be a vector such that $w_R(g) = N$, and $\tau$ be a generator of $\text{Gal}(E/K)$. Then, the $\tau$-Gabidulin code $\mathcal{G}_{k,\tau}(g)$ is the code

$$\mathcal{G}_{k,\tau}(g) = \left\langle g, \tau(g), \ldots, \tau^{k-1}(g) \right\rangle.$$
such that \( w_R(g) = N \), there exists \( h \in E^N \) such that \( w_R(h) = N \) and \( \mathcal{G}_{k,r}(g) = \mathcal{G}_{N-k,r}(h) \), where the dual is taken with respect to the standard inner product.

There is a way to characterize the minimum rank distance of an \([N, k, d]_{E/K} \) rank-metric code \( \mathcal{C} \) in terms of the minimum Hamming distance of a family of linear block codes obtained from \( \mathcal{C} \). This is explained by the next proposition, which directly follows from [18, Theorem 1] for the finite field case. For this purpose, we introduce the following notation. For a given set \( \mathcal{H} \subseteq E^N \), and a matrix \( M \in K^{N \times N} \), we write \( \mathcal{H} \cdot M := \{ uM \mid u \in \mathcal{H} \} \).

**Proposition 7.** Let \( \mathcal{C} \) be an \([N, k, d]_{E/K} \) rank-metric code. Then

\[
d_r(\mathcal{C}) = \min \{ d_H(\mathcal{C} \cdot M) \mid M \in \text{GL}_N(K) \}.
\]

**Proof.** Let \( \delta := \min \{ d_H(\mathcal{C} \cdot M) \mid M \in \text{GL}_N(K) \} \) and \( d := d_2(\mathcal{C}) \). For every \( c \in \mathcal{C}, M \in \text{GL}_N(K) \), we have \( w_R(cM) = w_R(c) \), and \( w_R(cM) \leq w(cM) \). Hence, \( \delta \geq d \). On the other hand, suppose that \( c \in \mathcal{C} \) is of minimal rank-weight. Let \( S := \langle c_1, \ldots, c_n \rangle_K \) that for hypothesis has dimension \( d \) over \( K \), and choose a basis \( v_1, \ldots, v_d \) of \( S \). Hence, there exists a matrix \( M \in \text{GL}_N(K) \) such that \( cM = (v_1, \ldots, v_d, 0, \ldots, 0) \). This implies that \( \delta \leq d_2(\mathcal{C} \cdot M) \leq w(cM) = d \), which concludes the proof. \( \square \)

4. Defining sets

For the rest of the paper, \( F/K \) will denote an arbitrary cyclic field extension and \( \sigma \in \text{Gal}(F/K) \) an automorphism of order \( |\sigma| = \mu \) such that \( K = F^\sigma \). We say that \( \sigma \) has an extension \( \theta \) of degree \( \nu \) if there exists a field extension \( E/F \) and \( \theta \in \text{Gal}(E/K) \) such that \( |\theta| = \nu = \nu \mu, \theta F = \sigma \) and \( E^\theta = F^\sigma = K \).

We fix such an extension \( E/F \) of degree \( \nu \).

\[
\begin{pmatrix}
E \\
\nu \\
F \\
\mu \\
K
\end{pmatrix}
\]

Recall that \( R = F[x; \sigma], \mathcal{R} = \frac{R}{R[x^{n-1}]}, \mathcal{S} = E[x; \theta] \) and \( S = \frac{S}{S[x^{n-1}]} \). Since for any \( f \in R \), we have \( Sf \cap R = Rf \) (see [20, Lemma 2.3]), there is a natural inclusion \( \mathcal{R} \subseteq \mathcal{S} \). As we have observed in Section 2, we get that \( \mathcal{S} \cong K^{n \times n} \) as \( K \)-algebra.

Let \( \mathcal{C} = \mathcal{R}g \) be an \([n, k] \) skew cyclic code with \( g \mid_r x^n - 1 \), and \( \widehat{\mathcal{C}} = \mathcal{S}g \). It follows that \( \mathcal{C} \) is a subfield subcode of \( \widehat{\mathcal{C}} \). Moreover, there exist \( \beta_0, \ldots, \beta_{n-k-1} \in E \) such that \( g = [x - \beta_0, \ldots, x - \beta_{n-k-1}]_\ell \), as explained in Section 2.

Given \( \{a_0, \ldots, a_{t-1}\} \subseteq E \), define the following \( n \times t \) matrix:

\[
N(a_0, \ldots, a_{t-1}) = \begin{pmatrix}
N_1(a_j) \\
N_2(a_0) & N_2(a_1) & \cdots & N_2(a_{t-1}) \\
\vdots & \vdots & \ddots & \vdots \\
N_{n-1}(a_0) & N_{n-1}(a_1) & \cdots & N_{n-1}(a_{t-1})
\end{pmatrix}
\]

For any matrix \( M \) we denote by \( \ker(M) \) its left kernel, i.e. \( \ker(M) = \{ v \mid vM = 0 \} \).

**Proposition 8.** Let \( \mathcal{C} \subseteq \mathcal{S} \) be the \([n, k] \) skew cyclic code generated by \( g = [x - \beta_0, \ldots, x - \beta_{n-k-1}]_\ell \), with \( \beta_0, \ldots, \beta_{n-k-1} \in E \). Then, \( \widehat{\mathcal{C}} = \ker(N(\beta_0, \ldots, \beta_{n-k-1})) \), i.e. \( N(\beta_0, \ldots, \beta_{n-k-1}) \) is a parity check matrix for \( \mathcal{C} \) and \( \widehat{\mathcal{C}} \).

**Proof.** A polynomial \( f = \sum_{i=0}^{n-1} f_i x^i \) is in \( \widehat{\mathcal{C}} \) if and only if \( x - \beta_j \mid_r f \) for all \( 0 \leq j \leq n - k - 1 \). Since \( x - \beta_j \mid_r f \) if and only if \( \sum_{i=0}^{n-1} f_i N_i(\beta_j) = 0 \), the result follows. \( \square \)
As we pointed out before, \( x - \beta \mid_r x^n - 1 \) if and only if \( \beta = \theta(\alpha)\alpha^{-1} \). For all \( \alpha \in E \) we use the notation
\[
\alpha^{[\theta]} = (\alpha, \theta(\alpha), \ldots, \theta^{n-1}(\alpha))^\top.
\]

**Proposition 9.** Assume \( \beta_i = \theta(\alpha_i)\alpha_i^{-1} \) for each \( 0 \leq i \leq n-k-1 \) and let \( g = [x - \beta_0, \ldots, x - \beta_{n-k-1}]_\ell \). Then
\[
\hat{C} = Sg = \ker \left( \alpha^{[\theta]}_0 | \alpha^{[\theta]}_1 | \cdots | \alpha^{[\theta]}_{n-k-1} \right).
\]

**Proof.** Since \( N_i(\beta_j) = \theta^j(\alpha_j)\alpha_j^{-1} \), it follows that \( (1, \beta_j, N_2(\beta_j), \ldots, N_{n-1}(\beta_j)) \) \( = \alpha^{[\theta]}_j \alpha_j^{-1} \), hence
\[
N(\beta_0, \ldots, \beta_{n-k-1}) = \left( \alpha^{[\theta]}_0 | \alpha^{[\theta]}_1 | \cdots | \alpha^{[\theta]}_{n-k-1} \right) \left( \begin{array}{c} \alpha_0^{-1} \\ \vdots \\ \alpha_{n-k-1}^{-1} \end{array} \right)
\]
and
\[
\ker (N(\beta_0, \ldots, \beta_{n-k-1})) = \ker \left( \alpha^{[\theta]}_0 | \alpha^{[\theta]}_1 | \cdots | \alpha^{[\theta]}_{n-k-1} \right)
\]
as desired. \( \square \)

From Proposition 9 it immediately follows the next result.

**Corollary 10.** Let \( \alpha \in E \) such that \( \{\alpha, \theta(\alpha), \ldots, \theta^{n-1}(\alpha)\} \) is a normal basis and let \( \beta = \theta(\alpha)\alpha^{-1} \). Let moreover \( \delta \) be an integer such that \( 1 \leq \delta \leq n \). Then
\[
sRS^\theta_{\beta}(n, \delta) = G_{\delta-1, \theta}(\alpha^{[\theta]})^\perp.
\]
In particular, skew Reed-Solomon codes are MRD codes of dimension \( n - \delta + 1 \) and minimum rank distance \( \delta \).

Let \( \alpha \in E \) such that \( \{\alpha, \theta(\alpha), \ldots, \theta^{n-1}(\alpha)\} \) is a \( K \)-basis. Let \( \beta = \theta(\alpha)\alpha^{-1} \). It is well known that
\[
x^n - 1 = \left[ \{x - \theta^i(\beta) \mid 0 \leq i \leq n-1\} \right]_\ell,
\]
see e.g. [14] Theorem 5.3

**Definition 11.** Let \( g \in R \) such that \( g \mid_r x^n - 1, C = Rg \) and \( \hat{C} = Sg \). The \( \beta \)-defining set of \( g \) is
\[
T_\beta(g) = \{0 \leq i \leq n - 1 \mid x - \theta^i(\beta) \mid_r g\}.
\]
In particular, \( \left[ \{x - \theta^i(\beta) \mid i \in T_\beta(g)\} \right]_\ell \mid_r g \).

5. **Skew Roos bound for the Hamming metric**

In this section, we will keep the notation of Definition 11. Hence we will write \( C \) for the skew cyclic code \( C = Rg \), where \( g \in R \) is such that \( g \mid_r x^n - 1 \), and \( \hat{C} = Sg \).

**Lemma 12.** Let \( \alpha_1, \ldots, \alpha_{t+r} \in E \) be linear independent elements over \( K \). Let \( \{k_0, \ldots, k_r\} \subseteq \{0, \ldots, n-1\} \) be such that \( k_r - k_0 \leq t + r - 1 \) and \( k_{j-1} < k_j \) for \( 1 \leq j \leq r \). Let
\[
A_0 = \begin{pmatrix}
\theta^{k_0}(\alpha_1) & \theta^{k_1}(\alpha_1) & \cdots & \theta^{k_r}(\alpha_1) \\
\vdots & \ddots & \ddots & \vdots \\
\theta^{k_0}(\alpha_{t+r}) & \theta^{k_1}(\alpha_{t+r}) & \cdots & \theta^{k_r}(\alpha_{t+r})
\end{pmatrix}.
\]
Let \( s \in \{0, \ldots, n-1\} \) such that \( (s, n) = 1 \) and
\[
A_i = \begin{pmatrix}
A_0 & \theta^s(A_0) & \cdots & \theta^{si}(A_0)
\end{pmatrix}.
\]
Then \( \text{rk}(A_{t-1}) = t + r \).
Proof. Let \( A_i \subseteq E^{t+r} \) be the column space of \( A_i \), so \( \dim(A_i) = \text{rk}(A_i) \). Observe that

\[
\{k_0, \ldots, k_r\} \subseteq \{k_0, k_0 + 1, \ldots, k_0 + t + r - 1\},
\]

hence \( A_0 \) is obtained from

\[
A = \begin{pmatrix}
\theta^{k_0}(\alpha_1) & \theta^{k_0+1}(\alpha_1) & \cdots & \theta^{k_0+t+r-1}(\alpha_1) \\
\vdots & \vdots & \ddots & \vdots \\
\theta^{k_0}(\alpha_{t+r}) & \theta^{k_0+1}(\alpha_{t+r}) & \cdots & \theta^{k_0+t+r-1}(\alpha_{t+r})
\end{pmatrix}
\]

deleting some columns. By the Circulant Lemma (Lemma 2), \( \text{rk}(A) = t + r \), hence \( \dim(A_0) = \text{rk}(A_0) = r + 1 \). Assume by contradiction that \( \dim(A_{i-1}) < t + r \). Since \( A_i \subseteq A_{i+1} \) for \( 0 \leq i \leq t - 2 \), it follows that there exists \( 0 \leq j \leq t - 2 \) such that \( \dim(A_j) = \dim(A_{j+1}) \), i.e., \( A_j = A_{j+1} \). Since \( A_{i+1} = A_i + \theta^s(A_i) \) for \( 0 \leq i \leq t - 2 \), it follows that \( A_j = \theta^s(A_j) \), i.e., \( A_j \) is invariant under the action of \( \theta^s \). Hence \( A_j \supseteq A_0 + \theta^s(A_0) + \cdots + \theta^s(t+r-1)(A_0) \). In particular, \( A_j \) contains the columns of

\[
A' = \begin{pmatrix}
\theta^{k_0}(\alpha_1) & \theta^{k_0+s}(\alpha_1) & \cdots & \theta^{k_0+s(t+r-1)}(\alpha_1) \\
\vdots & \vdots & \ddots & \vdots \\
\theta^{k_0}(\alpha_{t+r}) & \theta^{k_0+s}(\alpha_{t+r}) & \cdots & \theta^{k_0+s(t+r-1)}(\alpha_{t+r})
\end{pmatrix}
\]

Since \( (s, n) = 1 \), \( K = E^d = E^{\theta^d} \), so again by Lemma 2, \( \det(A') \neq 0 \), and therefore \( \dim(A_j) \geq t + r \). Finally, \( A_{t-1} \supseteq A_j \), so we get \( t + r > \dim(A_{t-1}) \geq t + r \), that is a contradiction. \( \square \)

**Theorem 13** (Skew Roos bound for the Hamming metric). Let \( C \) be the skew cyclic code \( C = \mathcal{R}g \), where \( g \in R \) and \( \hat{C} = Sg \). Let \( \alpha \in E \) such that \( \{\alpha, \theta(\alpha), \ldots, \theta^{n-1}(\alpha)\} \) is a \( K \)-basis and let \( \beta = \theta(\alpha)^{-1} \). Moreover, assume that there are \( b, s, \delta, k_0, \ldots, k_r \) such that, \( (s, n) = 1 \), \( k_j < k_{j+1} \) for \( 0 \leq j \leq r - 1 \), \( k_r - k_0 \leq \delta + r - 2 \), and \( b + si + k_j \in T_\beta(g) \) for all \( 0 \leq i \leq \delta - 2 \) and \( 0 \leq j \leq r \). Then \( d_H(C) \geq d_H(\hat{C}) \geq \delta + r \).

**Proof.** The bound \( d_H(C) \geq d_H(\hat{C}) \) follows since \( C \) is a subfield subcode of \( \hat{C} \). Let \( w = \delta + r - 1 \) and let \( c \in \hat{C} = Sg \) such that \( w(c) \leq w \), i.e., \( c = \sum_{h=1}^w c_h \chi_h^w \) for suitable \( \{l_1, \ldots, l_w\} \subseteq \{0, \ldots, n-1\} \).

For each \( 0 \leq i \leq \delta - 2 \) and \( 0 \leq j \leq r \), \( x - \theta^{b+si+k_j}(\beta) \mid c, \) so

\[
0 = \sum_{h=1}^w c_h N_h(\theta^{b+si+k_j}(\beta)) = \theta^{b+si+k_j}(\alpha)^{-1} \sum_{h=1}^w c_h \beta^{b+si+k_j^h+i}(\alpha).
\]

We get that \( \bar{c} := (c_1, \ldots, c_w) \) is in the left kernel of the matrix \( \theta^B \) where

\[
B = \begin{pmatrix}
A_0 \\
\vdots \\
A_{t+1}
\end{pmatrix}
\]

\[
A_0 = \begin{pmatrix}
\theta^{k_j+i}(\alpha) \\
\vdots \\
\theta^{k_j+i}(\alpha)
\end{pmatrix}_{1 \leq h \leq w, 0 \leq j \leq r}
\]

Applying Lemma 12 with \( t = \delta - 1 \), we get that \( \text{rk}(B) = w \). Hence, \( \bar{c} = 0 \) and, so, \( c = 0 \) is the only element in \( Sg \) of weight at most \( \delta + r - 1 \).

If \( s = 1 \) we obtain an instance of the BCH bound, hence we can decode.

**Proposition 14.** Let \( C \) be the skew cyclic code \( C = \mathcal{R}g \), where \( g \in R \) and \( \hat{C} = Sg \). Let \( \alpha \in E \) such that \( \{\alpha, \theta(\alpha), \ldots, \theta^{n-1}(\alpha)\} \) is a \( K \)-basis and let \( \beta = \theta(\alpha)^{-1} \). Moreover, assume that there are \( b, \delta, k_0, \ldots, k_r \) such that \( k_j < k_{j+1} \) for \( 0 \leq j \leq r - 1 \), \( k_r - k_0 \leq \delta + r - 2 \), and \( b + i + k_j \in T_\beta(g) \) for all \( 0 \leq i \leq \delta - 2 \) and \( 0 \leq j \leq r \). Then \( sRS_{\theta^{b+i+k_j}(\beta)}^\theta(n, \delta + r) \supseteq \hat{C} \). In particular \( d_H(C) \geq \delta + r \) and \( d_R(C) \geq \delta + r \).

**Proof.** Up to replacing \( \beta \) by \( \theta^B(\beta) \), we may assume \( b = 0 \). Since \( k_j < k_{j+1} \) for all \( j \), it follows that \( k_l \leq k_j + (l-j) \) for all \( j \leq l \). Assume, for a contradiction, that \( k_j + \delta - 1 < k_{j+1} \leq k_r - (r-j-1) \), and consequently

\[
\delta + r - 2 = (j + \delta - 1) + (r - j - 1) < k_r - k_0,
\]
which is incompatible with the hypothesis $k_r - k_0 \leq \delta + r - 2$. Therefore $k_{j + 1} \leq k_j + \delta - 1$ and

$$
\bigcup_{j=0}^{r} \{k_j + i \mid 0 \leq i \leq \delta - 2\} = [k_0, k_r + \delta - 2] \cap \mathbb{Z}.
$$

Since $k_r \geq k_0 + r$, it follows that

$$
[k_0, k_0 + \delta + r - 2] \cap \mathbb{Z} \subseteq T_\beta(g),
$$

so, if $f = \{x - \theta^{k_0 + i(\beta)} \mid 0 \leq i \leq \delta + r - 2\} \interior$, we have that

$$
f \mid r \ g.
$$

This implies that $Sf \supseteq Sg$. Since $Sf = sRS_\theta^{\delta}[\alpha(\beta)](n, \delta + r)$ and $Sg = \widehat{C} \supseteq C$, the result follows using Proposition [1] and Corollary [10] \hfill \Box

**Corollary 15.** Assume that there are $b, \delta, s, k_0, \ldots, k_r$ such that $k_j < k_{j+1}$ for $0 \leq j \leq r - 1$, $k_r - k_0 \leq \delta + r - 2$, $(s, n) = 1$, and $b + is + k_j s \in T_\beta(g)$ for all $0 \leq i \leq \delta - 2$ and $0 \leq j \leq r$. Then there exists $b'$ such that $sRS_\theta^{\delta}[\alpha(\beta)](n, \delta + r) \supseteq \widehat{C}$. In particular $d_R(C) \geq \delta + r$ and $d_H(C) \geq \delta + r$.

**Proof.** Apply Proposition [14] to $\theta^\mu$ and $b' = bu$ where $us + vn = 1$. \hfill \Box

**Theorem 13** and Proposition [14] use that the corresponding distances of $C$ are bounded by the distances of $\widehat{C}$. In these cases both distances are closely related as next results show.

Let $\pi = \theta^\mu$. Then $F = E^\pi$. The proof of next proposition is essentially [48, Theorem 9].

**Proposition 16.** Let $A = \{\alpha_1, \ldots, \alpha_k\} \subseteq E$ such that $\pi$ induces a permutation on $A$, i.e., for all $1 \leq j \leq k$, there exists a unique $1 \leq \pi(j) \leq k$ such that $\pi(\alpha_j) = \alpha_{\pi(j)}$. Let $\widehat{C} = \ker \bigl(\alpha_1^{|\theta^0|} \cdots \alpha_k^{|\theta^0|}\bigr) \subseteq E^n$ and $C = \widehat{C} \cap F^n$. Then $d_H(\widehat{C}) = d_H(C)$.

**Proof.** Since $C \subseteq \widehat{C}$, it follows that $d_H(C) \geq d_H(\widehat{C})$. Let $c = (c_0, \ldots, c_{n-1}) \in \widehat{C}$ such that $w(c) = d_H(\widehat{C})$. The hypothesis $\pi(\alpha_j) = \alpha_{\pi(j)}$ implies that $\pi(\theta^i(\alpha_j)) = \theta^i(\alpha_{\pi(j)})$, so, for each $0 \leq j \leq s - 1$, $\pi^j$ induces a permutation on the columns of $\bigl(\alpha_1^{|\theta^0|} \cdots \alpha_k^{|\theta^0|}\bigr)$. Since $c \in \widehat{C}$,

$$
(c_0, \ldots, c_{n-1}) \bigl(\alpha_1^{|\theta^0|} \cdots \alpha_k^{|\theta^0|}\bigr) = 0,
$$

so

$$
(\pi^j(c_0), \ldots, \pi^j(c_{n-1})) \bigl(\alpha_1^{|\theta^0|} \cdots \alpha_k^{|\theta^0|}\bigr) = 0
$$

for each $0 \leq j \leq s - 1$. It follows that

$$
(\operatorname{Tr}_{E/F}(c_0), \ldots, \operatorname{Tr}_{E/F}(c_{n-1})) \bigl(\alpha_1^{|\theta^0|} \cdots \alpha_k^{|\theta^0|}\bigr) = 0,
$$

i.e. $(\operatorname{Tr}_{E/F}(c_0), \ldots, \operatorname{Tr}_{E/F}(c_{n-1})) \in \widehat{C}$. Up to replacing $c$ with some scalar multiple, we can assume $0 \neq (\operatorname{Tr}_{E/F}(c_0), \ldots, \operatorname{Tr}_{E/F}(c_{n-1})) \in F^n$, hence $(\operatorname{Tr}_{E/F}(c_0), \ldots, \operatorname{Tr}_{E/F}(c_{n-1})) \in C \setminus \{0\}$. Therefore

$$
d_H(C) \leq w(\operatorname{Tr}_{E/F}(c_0), \ldots, \operatorname{Tr}_{E/F}(c_{n-1})) \leq w(c) = d_H(\widehat{C}),
$$

and then we have the equality. \hfill \Box

By using the notation of [26, p. 94], let $C_n = \{0, 1, \ldots, n - 1\}$ be regarded as a cyclic group of order $n$ and, since $n = \nu \mu$, $\mu C_n = \{0, \mu, \ldots, (\nu - 1)\mu\}$ is a subgroup of order $\nu$ of $C_n$. Moreover, let $C_n/\mu C_n$ be the quotient group. If $T = T^1 \cup \cdots \cup T^\ell \subseteq C_n$ such that $T^j \subseteq C_n/\mu C_n$, it follows that $i \in T$ implies $i + \mu \in T$. A set with this property is said to be $\mu$-closed. The defining set of a polynomial $g \in R = F[x; \sigma]$ is $\mu$-closed because $F = E^\pi$.

**Proposition 17.** Let $g \in R$ such that $g \mid x^n - 1$. Let $\alpha \in E$ such that $\{\alpha, \theta(\alpha), \ldots, \theta^{n-1}(\alpha)\}$ is a normal basis. Let $\beta = \theta(\alpha)\alpha^{-1}$ and let $T_\beta(g) = \{i \in C_n : x - \theta^i(\beta) \mid g\}$. Then $\pi$ induces a permutation on $\{\theta^i(\alpha) \mid i \in T_\beta(g)\}$.
Proof. By [26, Lemma 4.3], \( T_\beta(g) = T^1 \cup \cdots \cup T^\ell \) for some cosets \( T^i \in C_n/\mu C_n \). Let \( A = \{ \theta^i(\alpha) \mid i \in T_\beta(g) \} \). If \( \theta^i(\alpha) \in A \), then
\[
\pi(\theta^i(\alpha)) = \theta^{i+\mu}(\alpha) \in A
\]
because \( i \in T_\beta(g) \) implies \( i + \mu \in T_\beta(g) \).
\( \square \)

Example 18. Let \( F = \mathbb{F}_{2^6} \) be the finite field with \( 2^6 \) elements, \( a \) be a primitive element satisfying \( a^6 + a^4 + a^3 + a + 1 \) and consider the automorphism \( \sigma : F \to F \) given by \( \sigma(a) = a^2 \). The order of \( \sigma \) is 6.

Moreover, let \( E = \mathbb{F}_{2^4} \) be an extension field of \( F \). Let \( \gamma \) be a primitive element of \( E \) satisfying \( \gamma^{12} + \gamma^7 + \gamma^6 + \gamma^5 + \gamma + 1 \). The embedding \( \varphi : F \to E \) is defined as \( \varphi(a) = \gamma^3 + \gamma^5 + \gamma^4 + \gamma^2 + \gamma = \gamma^6 \). Let \( \theta : E \to E \) be the extension of the automorphism \( \sigma \) to the field \( E \), that is the Frobenius automorphism of order 12.

Now, fix \( \alpha := \gamma^5 \) to be a normal element of \( E \) as a \( \mathbb{F}_2 \)-vector space. Hence \( \beta := \theta(\alpha)\alpha^{-1} = \gamma^5 \).

Choose the parameters of the Roos bound as \( b = 0, \delta = 3, r = 1, k_0 = 9 \) and \( k_1 = 10 \). It follows that the defining set for the code we are constructing is \( T_\beta(g) = \{2, 3, 4, 8, 9, 10\} \). Now we compute the least common left multiple \( \{x - \theta^i(\beta) \mid i \in T_\beta(g)\}_\ell \in F[x; \sigma] \) which defines a skew cyclic code of dimension 6 and distance at least 4. In particular, the code has generator polynomial
\[
g = x^6 + a^31x^5 + a^26x^4 + ax^3 + a^5x^2 + a^3x + a^49.
\]

With the aid of the software Magma [6], we can then compute the exact distance of the code that turns to be 6. Therefore, the code \( C = \mathcal{R}g \) is a \([12, 6, 6]\) code over the field \( F = \mathbb{F}_{2^6} \).

Example 19. Let \( K = \mathbb{F}_2 \), \( F = \mathbb{F}_{2^7} \), \( a \) be a primitive element and \( \sigma : F \to F \), given by \( \sigma(a) = a^2 \). Let \( E = \mathbb{F}_{2^4} \) be the extension field of \( F \) of degree 2 and \( \gamma \) be a primitive element of \( E \). By following the Example [15], let \( \alpha := \gamma^7 \) be a normal element of \( E \) as \( K \)-vector space and fix \( \beta := \theta(\alpha)\alpha^{-1} = \gamma^7 \). Consider \( b = 0, \delta = 3, r = 2, k_0 = 2, k_1 = 4, k_2 = 5 \) as the parameters of the Roos bound.

It follows that the defining set for the code we are constructing is \( T_\beta(g) = \{2, 3, 4, 5, 6, 9, 10, 11, 12, 13\} \), and \( g \) is computed as the least common left multiple \( \{x - \theta^i(\beta) \mid i \in T_\beta(g)\}_\ell \in F[x; \sigma] \). The code generated by \( g \) is a \([14, 4, 11]\) MDS linear code over \( \mathbb{F}_{2^7} \).

Example 20. We are going to include an example concerning convolutional codes. Convolutional codes can be equivalently described as direct summands of \( F[z]^n \), where \( F \) is a finite field, or as a vector subspace of \( \mathbb{F}(z)^n \), the field of rational functions over a finite field. This equivalence was firstly established in [17, Theorem 3], and a more recent refinement can also be found in [22, Proposition 1]. For this example we follow an analogous construction to [20, Example 2.5].

Let \( F = \mathbb{F}_{16}(z) \) and \( \sigma : F \to F \) the automorphism defined by \( \sigma(z) = z^5 \mathbb{F}_{16} = \mathbb{F}_2[b]/(b^4 + b + 1) \), where \( F_{16} = \mathbb{F}_2[b]/(b^4 + b + 1) \). This is an automorphism of order \( \mu = 15 \) and, by Lüroth’s Theorem [17, §10.2], the invariant subfield is \( K = F^{\sigma} = \mathbb{F}_{16}(u) \) for some \( u \in \mathbb{F}_{16}(z) \).

Let \( F_{256} = \mathbb{F}_2[a]/(a^4 + a^3 + a^2 + 1) \). It is straightforward to check that a canonical embedding \( \epsilon : F_{16} \to \mathbb{F}_{256} \) is defined by \( \epsilon(b) = a^{17} \).

Let \( \pi : \mathbb{F}_{256} \to \mathbb{F}_{256} \) be the automorphism defined by \( \pi(a) = a^{16} \), and let also denote by \( \pi \) the canonical extension to \( E = \mathbb{F}_{256}(z) \), i.e.
\[
\pi \left( \frac{a_0 + a_1 t + \cdots + a_m t^m}{b_0 + b_1 t + \cdots + b_m t^m} \right) = \frac{a_0^{16} + a_1^{16} t + \cdots + a_m^{16} t^m}{b_0^{16} + b_1^{16} t + \cdots + b_m^{16} t^m}.
\]

We also use \( \sigma \) to denote its canonical extension to \( \sigma : E \to E \), so \( \sigma(z) = \frac{a^{153}}{z + a^{69}} \). Since \( \mathbb{F}_{16} = \mathbb{F}_{256} \), it follows that \( \sigma \pi \sigma = \pi \sigma \). So \( \theta = \sigma \pi : E \to E \) is an extension of \( \sigma \) of degree \( \nu = 2 \). In order to build a skew cyclic convolutional code of a designed Hamming distance using the Roos bound, we need a normal basis of \( E \) over \( K = E^\theta \). Such a basis can be obtained from \( \alpha = az \), and the corresponding root is \( \beta = \theta(\alpha)\alpha^{-1} = \frac{a^{168}}{z + a^{69}} \).

Let \( T = \{0, 2, 3, 4, 7, 9, 10, 11, 15, 17, 18, 19, 22, 24, 25, 26\} \). Then \( T \) is \( \mu \)-closed, and \( g = \{x - \theta^i(\beta) \mid i \in T\}_\ell \) generates a skew cyclic convolutional code of rate 14/30. This polynomial has degree 16 and its coefficients are rational functions up to degree 11 which we have computed with the aid of [10]. Since \( T \geq \{0, 2, 3, 4, 7, 9, 10, 11\} \), which correspond with the parameters \( b = 0, \delta = 3, s = 7 \) and \( k_0, k_1, k_2, k_3 = 0, 2, 3, 4 \). So, its Hamming distance is bounded from below by \( \delta + r = 3 + 3 = 6 \).
We conclude this section including the following table, which provides a list of skew cyclic codes, computed as in Example 13. Hence $F = K(a)$, where $a$ is a primitive element of $F$ and $E = K(\gamma)$, with $\gamma$ primitive element of $E$. The generator polynomials of the skew cyclic codes in the table are computed by the aid of Magma [6] as least common left multiples (we omit to write it for brevity). Moreover, always with the aid of Magma, we computed the effective minimum distances of the constructed skew-cyclic codes. Observe that in some cases with this construction we obtain codes reaching the Singleton bound.

| $K$ | $F$ | $E = K(\gamma)$ | $\alpha$ | $b$ | $d$ | $r$ | $T_\beta(g)$ | $[n, k, d]$ |
|-----|-----|-----------------|------|---|---|---|----------------|------|
| $F_2$ | $F_2$ | $\gamma^r$ | 0 | 1 | 1 | $2, 4, 8, 5, 9, 10$ | | $[12, 6, 6]$ |
| $F_2$ | $F_2$ | $\gamma^{r+1}$ | 0 | 1 | 1 | $1, 2, 3, 4, 5, 7, 8, 9, 10$ | | $[12, 4, 3]$ |
| $F_2$ | $F_2$ | $\gamma^{r+2}$ | 0 | 1 | 1 | $1, 2, 3, 4, 5, 7, 8, 9, 10$ | | $[12, 4, 3]$ |
| $F_2$ | $F_2$ | $\gamma^{r+3}$ | 0 | 4 | 4 | $[0, 6, 6, 7, 12, 14]$ | | $[14, 8, 7]$ |
| $F_2$ | $F_2$ | $\gamma^{r+4}$ | 0 | 4 | 4 | $[0, 1, 2, 3, 4, 5, 7, 8, 9, 10, 11]$ | | $[14, 4, 11]$ |
| $F_2$ | $F_2$ | $\gamma^{r+5}$ | 0 | 4 | 4 | $[0, 1, 2, 3, 4, 5, 7, 8, 9, 10, 11]$ | | $[14, 4, 11]$ |
| $F_2$ | $F_2$ | $\gamma^{r+6}$ | 0 | 4 | 4 | $[0, 1, 2, 3, 4, 5, 7, 8, 9, 10, 11]$ | | $[14, 4, 11]$ |
| $F_2$ | $F_2$ | $\gamma^{r+7}$ | 0 | 4 | 4 | $[0, 1, 2, 3, 4, 5, 7, 8, 9, 10, 11]$ | | $[14, 4, 11]$ |

Table 1. Skew cyclic codes constructed using the Roos bound. The rows in which appears a * indicate that the corresponding code is MDS.

6. Skew Roos bound for the rank metric

In this section we provide the rank metric version of the skew Roos bound, which improves the bound of Theorem [13]. The proof uses all the tools developed in the previous sections, and in particular it relies on Theorem [15], Lemmas [2] and [12] and Proposition [7].

Also in this section we will use the notation introduced in Definition [14] writing $C = Rg$, where $g \in R$ is such that $g \mid x^n - 1$, and $\bar{C} = Sg$.

**Theorem 21** (Skew Roos bound for the rank metric). Assume that there are $b, s, \delta, k_0, \ldots, k_r$ such that $(s, n) = 1$, $k_j < k_{j+1}$ for $0 \leq j \leq r - 1$, $k_r - k_0 \leq \delta + r - 2$, and $b + si + 1 = T_\beta(g)$ for all $0 \leq i \leq \delta - 2$ and $0 \leq j \leq r$. Then $d_R(C) \geq d_R(\bar{C}) \geq \delta + r$.

**Proof.** As before $d_R(C) \geq d_R(\bar{C})$ because $C$ is a subfield subcode of $\bar{C}$. By Proposition [7] we need to prove that for every $M^{-1} \in \mathrm{GL}_n(K)$, we have $d_R(\bar{C} \cdot M^{-1}) \geq \delta + r$. Take a generic $M \in \mathrm{GL}_n(K)$, define $w = \delta + r - 1$ and consider $c \in \bar{C} \cdot M^{-1}$ such that $w(c) \leq w$, i.e. $c = \sum_{h=1}^w c_h x^h$ for a suitable $S := \{l_1, \ldots, l_w\} \subseteq \{0, \ldots, n - 1\}$. Denote by $M_S$ the matrix obtained from $M$ only selecting the rows indexed by the elements in $S$ (here we assume the row indices to be $0, 1, \ldots, n - 1$). As in the proof of Theorem [13] we get that $\bar{c} := (c_1, \ldots, c_w)$ belongs to the left kernel of the matrix $M_S \tilde{B}$, where

$$\tilde{B} = \left( A \mid \theta^i(A) \mid \cdots \mid \theta^{i(\delta - 2)}(A) \right),$$

and

$$A = \left( \theta^{k_j + h}(\alpha) \right)_{0 \leq h \leq n - 1, \ 0 \leq j \leq r}.$$

Now observe that

$$M_S \tilde{B} = \left( M_SA \mid M_S \theta^i(A) \mid \cdots \mid M_S \theta^{i(\delta - 2)}(A) \right) = \left( M_SA \mid \theta^i(M_SA) \mid \cdots \mid \theta^{i(\delta - 2)}(M_SA) \right),$$

where the last equality follows from the fact that the coefficients of $M_S$ are in $K$, and hence are fixed by $\theta$. We observe now that the matrix $M_SA$ is of the form

$$M_SA = A_0 = \left( \theta^{k_j}(\beta_h) \right)_{1 \leq h \leq w, \ 0 \leq j \leq r},$$

where the elements $\beta_h$’s are given by $\beta_h = M_{\{l_h\}}(\theta^0)$, and are linearly independent over $K$. Hence, by Lemma [2] $A_0$ has rank $r$. At this point, applying Lemma [12] on the matrices $M_S \tilde{B}$ and $M_SA = A_0$, with $t = \delta - 1$ we get that $\text{rk}(M_S \tilde{B}) = w$ and hence $\bar{c} = 0$, so $c = 0$ is the
only element in $\tilde{C} \cdot M^{-1}$ of weight at most $\delta + r - 1$. This proves that $d_H(\tilde{C} \cdot M^{-1}) \geq \delta + r$ and concludes the proof. \hfill \square

In Section 3, we mentioned that Gabidulin codes are MRD codes, since their parameters attain a Singleton-like bound for the rank metric. Actually, there are two Singleton-like bounds for the rank metric, depending on how the length and the extension degree of the code are related. Formally, let $C$ be an $[n, k, d]_{F/K}$ rank-metric code and let $\mu = [F : K]$, then

$$k \leq n - d + 1 \quad (1)$$

$$k \leq \frac{n}{\mu} (\mu - d + 1) \quad (2)$$

In particular, one considers inequality \((1)\) when $n \leq \mu$, and inequality \((2)\) if $\mu$ divides $n$. In this setting, an $[n, k, d]_{F/K}$ rank-metric code is maximum rank distance (MRD) if its parameters meet with equality one of the two bounds above.

Since in the construction of rank-metric codes that we gave using the skew Roos bound of Theorem 21 we deal with $n = \mu \nu$, we should only consider inequality \((2)\), that with our notation becomes

$$k \leq \nu (\mu - d + 1). \quad (3)$$

Hence, a code $C$ satisfying the hypotheses of Theorem 21 is an $[n, k, \geq \delta + r]_{F/K}$ rank-metric code, where $k = n - \deg g \leq \nu (\mu - \delta - r + 1)$.

Example 22. Consider the code $C$ constructed in Example 18 endowed with the rank metric. Putting together the Singleton-like bound in (3) and the skew Roos bound for the rank metric of Theorem 21, we get that $C$ is a $[12, 6, \geq 4]_{F/K}$ rank-metric code, where $F = F_{26}$ and $K = F_2$, which satisfies the following chain of inequalities

$$4 = \delta + r \leq d_R(C) \leq \mu - \frac{\mu k}{n} + 1 = 4.$$ 

Therefore, the inequalities above are all equalities and $C$ is an MRD code.

Example 23. Consider now the code $C$ constructed in Example 19 equipped with the rank metric. In this case, combining the Singleton-like bound in (3) with the skew Roos bound for the rank metric of Theorem 21, we deduce that $C$ is a $[14, 4]_{F/K}$ code with $F = F_{27}$, $K = F_2$ and whose minimum rank distance satisfies

$$5 = \delta + r \leq d_R(C) \leq \mu - \frac{\mu k}{n} + 1 = 6.$$ 

Hence, according to the two bounds, we have an MRD code or an almost MRD code (i.e. $d_R(C) = \mu - \frac{\mu k}{n}$), depending on the exact value of $d_R(C)$. However, studying the set $T_\beta(g)$ more carefully, we can see that it also satisfy a skew Roos bound with $b = 0$, $s = 1$, $\delta' = 6$ and $r = 0$ (i.e. a skew BCH bound). Hence the code $C$ is actually an MRD code.

Remark 24. It is very interesting to observe that the skew-cyclic code $C$ considered in Examples 18 and 22 is not an MDS code, but it is an MRD code (with respect to the Singleton-like bound in (3)). This is quite surprising since for $[n, k]_{F/K}$ rank-metric codes such that $n \leq [F : K]$, i.e. when we need to consider the Singleton-like bound in (1), MRD codes are also MDS. In addition, we have by construction that $C = \tilde{C} \cap E^n$, i.e. $C$ is a subfield subcode of a rank-metric code $\tilde{C} \subseteq E^n$. It is possible to verify that $\tilde{C}$ is not an MRD code (since it has codewords of rank weight equal to 6), even though $C$ is MRD.

In the following table, we analyze the same skew cyclic codes from Table 11 endowed with the rank metric. Observe that, in all the cases, we get almost MRD codes or MRD codes.

The behaviour of the codes constructed with respect to the rank metric can be partially understood as follows. Let $T \subseteq C_n$ be a $\mu$-closed set, i.e. such that $i \in T$ if and only if $i + \mu \in T$. This means that $T = T_\beta(g)$ for some $g \in R$ and $T = T^1 \cup \cdots \cup T^\ell$, where $T^j \in C_n / \mu C_n$. Hence, we can just consider for each $T^j$ a representative $i_j$ belonging to $C_\mu = \{0, 1, \ldots, \mu - 1\}$. We denote this set by $T_\beta^F(g) := \{i_1, \ldots, i_\ell\}$.
Proposition 25. Suppose that the defining set \( T_\delta(g) \) satisfies a skew Roos bound as in Theorem 21 for some \( \delta \geq 2 \) and \( r \geq 0 \). Then the minimum rank distance of the code \( C = \mathcal{R}g \) satisfies \( \delta + r \leq d_R(C) \leq |T_\delta^F(g)| + 1 \). In particular, if \( |T_\delta^F(g)| = \delta + r - 1 \), then \( C \) is an MRD code.

Proof. The first inequality is the skew Roos bound of Theorem 21. For the second inequality, we have that \( T_\delta^F(g) \) is a system of representative for \( T_\delta(g) \), which is its \( \mu \)-closure. Therefore, \( |T_\delta(g)| = |T_\delta^F(g)| \) and \( k = n - |T_\delta(g)| = \nu\mu - |T_\delta^F(g)| \). Combining this equality with (3), we obtain

\[
k = \nu\mu - |T_\delta^F(g)| \leq \nu(\mu - d + 1),
\]

from which we derive the desired inequality. The second statement follows directly.

Remark 26. Proposition 25 translates the skew Roos bound and the Singleton-like bound in an arithmetic problem. Indeed, it essentially requires to find a defining set with a suitable cardinality and only working modulo \( n \) and \( \mu \) to construct rank-metric codes whose minimum distance is upper and lower-bounded.

We can observe that in almost all the cases of Table 2 with \( r = 1 \), we get \( |T_\delta^F(g)| = \delta + r - 1 \), with the \( \delta \) and the \( r \) provided. In the codes from the second and the fifth rows, we get \( |T_\delta^F(g)| = \delta' + r' - 1 \), with some different \( \delta' \) and \( r' \) for which \( T_\delta(g) \) satisfies the skew Roos bound.

Corollary 27. Let \( b, \delta', \mu, \nu, n, s \) be nonnegative integers such that \( \mu, \nu \geq 1, 2 \leq \delta' \leq \mu, n = \mu \nu \) and \( (s, n) = 1 \). Define \( T := \{b, b + s, b + 2s, \ldots, b + (\delta' - 2)s\} \subseteq C_\mu \), where all the elements are taken modulo \( \mu \), and let \( \bar{T} \) be its \( \mu \)-closure in \( C_n \). Then \( T = T_\delta(g) \) for some polynomial \( g \in \mathbb{R} = F[x; \sigma] \), such that the code \( \mathcal{R}g \) is an \([n, n - \nu(\delta' - 1), \delta']_{F/K} \) MRD code.

Proof. First, observe that \( |T| = \delta' - 1 \), i.e. all the elements \( b + is \mod \mu \) are distinct, for \( 0 \leq i \leq \delta' - 2 \). Indeed, if there are \( 0 \leq i \leq j \leq \delta' - 2 \) such that \( b + is \equiv b + js \mod \mu \), then we would have \( (j - i)s \equiv 0 \mod \mu \). Since \( (s, \mu) = 1 \), this implies \( (j - i) \equiv 0 \mod \mu \), which implies \( i - j = 0 \), due to the assumptions that \( 0 \leq j - i \leq \delta' - 2 \leq \mu - 2 \). It is left to show that the \( \mu \)-closure of \( T \), that is \( \bar{T} \), satisfies the skew Roos bound with \( \delta = \delta' \) and \( r = 0 \). However, this is clear by construction, since for every \( 0 \leq i \leq \delta' - 2 \) the equivalence class of \( b + is \) in \( C_n/\mu C_n \) is contained in \( \bar{T} \). In particular the set \( \{b + is \mid 0 \leq i \leq \delta' - 2\} \subseteq \bar{T} \subseteq C_n \). We conclude the proof using Proposition 25.

Example 28. Let us fix any triple of fields \( K \subseteq F \subseteq E \) such that \( |F : K| = \mu = 11 \), and \( |E : F| = \nu = 7 \), and take the polynomial \( g \) such that \( T_\delta^F(g) = \{0, 1, 2, 3, 5, 6\} \). We can observe that the set \( T_\delta(g) \) satisfies the skew Roos bound of Theorem 21 with \( b = 0, s = 12, \delta = 3, r = 3 \), \( k_0 = 0, k_1 = 1, k_2 = 2 \) and \( k_3 = 5 \). Hence, \( \delta + r = 6 \) and \( |T_\delta^F(g)| = 6 \), and by Proposition 25 the code \( \mathcal{C} = \mathcal{R}g \) is a \([77, 49, d_R(C)]_{F/K} \) rank-metric code whose minimum distance satisfies \( 6 \leq d_R(C) \leq 7 \).

At this point it is important to remark that in all the construction of MRD codes of Table 2 the codes satisfy also a skew Roos bound with \( r = 0 \) and \( \delta = |T_\delta^F(g)| + 1 \), that is they can
be obtained using Corollary 27. Unfortunately, it does not seem trivial to construct MRD codes according to Proposition 25, different from the ones in Corollary 27. Indeed, this is not possible when $\mu$ is a prime number, as shown in the following result.

**Proposition 29.** Let $s, b, \delta, k_0, \ldots, k_r$ be integers such that $(s, n) = 1$, $k_j < k_{j+1}$ for $0 \leq j \leq r-1$, $k_r - k_0 \leq \delta + r - 2$, and $b + s_i + k_j \in T(\beta)$ for all $0 \leq i \leq \delta - 2$ and $0 \leq j \leq r$. Moreover, assume that $\mu$ is a prime number. If $|T(\beta)| = \delta + r - 1$, then $T(\beta)$ satisfies a BCH bound with $\delta' = \delta + r$.

**Proof.** Up to replacing $\beta$ with $\theta^b(\beta)$, it is enough to prove the statement when $b = 0$. Let $A := \{k_0, \ldots, k_r\} \subseteq C_\mu$ and $B := \{0, s, \ldots, s(\delta - 2)\} \subseteq C_\mu$. In this setting we have $T(\beta) \supseteq A + B$, where

$$A + B = \{a + b \mid a \in A, b \in B\}$$

and all the elements are taken modulo $\mu$. First, we can suppose $\delta + r - 1 < \mu$, otherwise we would get a trivial code. Moreover, we can also assume that $\delta > 2$ and $r \geq 1$, otherwise we have already a BCH bound. Combining the hypotheses and Cauchy-Davenport Theorem [11, 13], we have the following equalities

$$|T(\beta)| = |A + B| = |A| + |B| - 1 = \delta + r - 1.$$  

The pairs of sets $(A, B)$ for which equality holds in the Cauchy-Davenport Theorem have been characterized by Vosper in [49]. Applying this result in our setting, i.e. when $|A| = \delta - 1 > 1$, $|B| = r + 1 > 1$ and $|A| + |B| - 1 < \mu$, we get that $|A + B| = |A| + |B| - 1$ if and only if $A$ and $B$ are representable as arithmetic progressions with the same common difference $s'$ and clearly $s'$ is coprime to $\mu$. Hence also $A + B = T(\beta)$ is representable as an arithmetic progression with difference $s'$, and this implies that $T(\beta)$ satisfies a BCH bound.  

### 7. Conclusions and open problems

In this paper, we provided a generalization of the Roos bound for skew cyclic codes in the Hamming and rank metric over a general field. The only requirement that we ask is to have a cyclic Galois extension of finite degree, but we do not require to work on finite fields. For the rank metric case, we also provide in Proposition 25 a way to arithmetically construct codes with a prescribed minimum rank distance, using the skew Roos bound of Theorem 21. Finally, we constructed some example of MDS codes and MRD codes over finite fields obtained using the skew Roos bounds of Theorems 13 and 21.

In the second part of Proposition 25, we suggest a way to construct MRD codes only using an arithmetic argument modulo $\mu$ and $n$. However, we could not come up with a general construction of MRD codes based on that, except for codes satisfying a skew Roos bound with parameters $\delta = |T(\beta)| + 1$ and $r = 0$. Hence we suggest the following open problem.

**Problem 1.** Is it possible to give a different systematic construction of MRD codes meeting (2) based on Proposition 25 that can not be obtained using Corollary 27, i.e. not satisfying any skew Roos bound with parameters $\delta = |T(\beta)| + 1$ and $r = 0$?

As shown in Proposition 29, the answer to this question is negative when $\mu$ is prime. However, the general case is still unclear.
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