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Abstract

The instantaneous charge state of uranium ions traveling through a fully ionized hydrogen plasma has been theoretically studied and compared with one of the first energy loss experiments in plasmas, carried out at GSI-Darmstadt by Hoffmann et al. in the 90’s. For this purpose, two different methods to estimate the instantaneous charge state of the projectile have been employed: (1) rate equations using ionization and recombination cross sections, and (2) equilibrium charge state formulas for plasmas. Also, the equilibrium charge state has been obtained using these ionization and recombination cross sections, and compared with the former equilibrium formulas. The equilibrium charge state of projectiles in plasmas is not always reached, it depends mainly on the projectile velocity and the plasma density. Therefore, a non-equilibrium or an instantaneous description of the projectile charge is necessary. The charge state of projectile ions cannot be measured, except after exiting the target, and experimental data remain very scarce. Thus, the validity of our charge state model is checked by comparing the theoretical predictions with an energy loss experiment, as the energy loss has a generally quadratic dependence on the projectile charge state. The dielectric formalism has been used to calculate the plasma stopping power including the Brandt-Kitagawa (BK) model to describe the charge distribution of the projectile. In this charge distribution, the instantaneous number of bound electrons instead of the equilibrium number has been taken into account. Comparing our theoretical predictions with experiments, it is shown the necessity of including the instantaneous charge state and the BK charge distribution for a correct energy loss estimation. The results also show that the initial charge state has a strong influence in order to estimate the energy loss of the uranium ions.
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I. INTRODUCTION

The charge state of heavy ions in cold matter (solid and gas targets) has been studied over a long period of time theoretically as well as experimentally \[1\] [2]. Due to the high densities of the solid targets, an equilibrium charge state is usually reached after a short distance \[3–6\]. Many experimental data have been collected and several empirical and semi-empirical formulas have been developed to estimate the charge state of the projectile as a function of its velocity and its atomic number with a very good agreement with the data at high velocities \[7–10\]. A few codes are also available to calculate the charge state distribution and/or ionization and recombination cross sections, which determines the projectile charge state, in the case of cold matter \[11–14\].

In the case of plasma targets, there are no sufficient experimental data to develop semi-empirical formulas as a fit of these experiments. Moreover, in the plasma case, there are not only bound electrons in the target, but also free electrons that modify the ionization and recombination processes and therefore the projectile charge state.

The study of the charge state of heavy ions in plasmas is important, for example, on its role for the energy loss of these projectile ions in the target, as the energy loss depends for a linear beam-plasma interaction quadratically on the charge state. The energy loss is relevant for many applications in different fields of science, from fast ignition inertial fusion to medical applications \[15–19\]. Modeling the charge state of heavy ions in plasmas is also relevant for new plasma stripper techniques in accelerator physics \[20\] [21].

In the last three decades, a few experiments to measure the energy loss and the charge state of heavy ions traveling through ionized matter have been carried out \[22–32\]. In these experiments, two main effects of the ionized matter have been confirmed: the enhanced plasma energy transfer (EPET), which means a larger energy loss of ions in plasmas than in cold matter due to a more efficient energy transfer to the free electrons, and the enhanced projectile ionization in plasma (EPIP), which means a higher projectile charge state in plasmas than in cold matter mainly due to the reduction of the capture cross sections with target free electrons.

The charge state of ions in matter is established through a competition between electron loss (projectile ionization) and electron capture (projectile recombination) processes. The charge state of an ion beam is increased in fully ionized plasmas compared to cold matter.
because the cross section for the capture of a target free electron is much smaller than the one for the capture of a target bound electron [1]. The reason is that direct free electron capture by a moving projectile, due to momentum conservation, is a three-body collision process, and the probability for a free electron to find a third collision partner is smaller than for a bound one. The EPIP was first theoretically studied by Nardi and Zinamon [33] and by Peter and Meyer-ter-Vehn [34] later, and it was also measured by Dietrich et al. [25].

The aim of this work is to develop two methods to estimate the instantaneous charge state of heavy ions penetrating fully ionized plasmas. The first one is a more elaborated model; the instantaneous charge state is estimated using ionization and recombination cross sections. Due to the complexity of calculating the recombination cross sections, a simple analytical model has been also developed, where the instantaneous charge state is estimated using equilibrium charge state formulas and only ionization cross sections. Then, these models can be included in an energy loss description to compare the theoretical predictions with experimental data for an uranium energy loss in a fully ionized hydrogen plasma.

In section II the two different methods are described. First, all ionization and recombination processes are formally presented by means of their cross sections. Then, the instantaneous charge state as well as the equilibrium charge state are obtained by solving the rate equations that govern these charge-exchange processes. Moreover, former equilibrium formulas for plasmas are briefly discussed in this section and the new analytical model is proposed.

In section III a brief description of the energy loss model used in this work is presented. Here, the dielectric formalism is used to estimate the stopping power of the plasma free electrons when interacting with a projectile. Also, the equilibrium charge state as well as the instantaneous charge state, according to the two different methods, are compared with the Monte Carlo code described by Hoffmann et al. in the analyzed experiment. Finally, the validity of the charge state models is checked by comparing the theoretical estimations with the energy loss experiment and very good agreement has been found.

The validity of this work is restricted to the ideal case of fully ionized plasmas, i.e., the ionization degree of the plasma target is supposed to be 100%, and for plasma free electron densities of up to \( n_e \simeq 10^{20} \text{ cm}^{-3} \), for which the so-called density effect, which means a reduction of the recombination cross sections due to the high density, can be neglected [34].

It is also restricted to high projectile velocities, when the energy loss is supposed to be
small and the projectile velocity can be assumed as constant, and to the linear regime \[^34\],

\[
\gamma = \frac{Z}{n_e \lambda_D^3} \frac{1}{1 + v^3/(k_B T/m_e)^{3/2}} \ll 1,
\]

and to weakly coupled and non-degenerate plasmas,

\[
\Gamma = \frac{e^2 (4\pi n_e/3)^{1/3}}{k_B T} \ll 1, \quad \theta = \frac{k_B T}{E_F} \gg 1.
\]

Here, \(v\) and \(Z\) are the projectile velocity and atomic number, \(\lambda_D = (k_B T/4\pi e^2 n_e)^{1/2}\) is the Debye length, \(k_B\) is the Boltzmann constant, \(n_e\) is the plasma free electron density, \(T\) is the plasma temperature, \(e\) and \(m_e\) are respectively the electron charge and electron mass, \(E_F = 1/2 m_e v_F^2\), \(v_F\) being the Fermi velocity and \(\Gamma\) and \(\theta\) are the non-ideality parameter and the degeneracy parameter, respectively.

II. INSTANTANEOUS PROJECTILE CHARGE

A. Method I. Cross sections model

The possible charge states for an ion beam are between 0, i.e., neutral atom with all its electrons bound to the nucleus of the projectile, and \(Z\), i.e., projectile fully stripped of all its electrons. The charge state is determined by a dynamical equilibrium established by all charge-exchange processes, which are governed by projectile electron loss and capture cross sections, between \(q\) and \(q'\), i.e.,

\[
\frac{dF_q(t)}{dt} = \sum_{q' \neq q} \alpha(q' \rightarrow q) F_{q'}(t) - \sum_{q' \neq q} \alpha(q \rightarrow q') F_q(t),
\]

where \(\alpha(q' \rightarrow q)\) and \(\alpha(q \rightarrow q')\) are the total rate of all charge-exchange processes between \(q\) and \(q'\) and \(F_q\) is the fraction of projectiles with charge state \(q\). Here,

\[
F_q, \forall q \in [0 - Z]
\]

represent the charge state distribution of the projectile, \(q\) being any integer value between 0 and \(Z\), and \(\alpha_i = \sigma_i n v\), where \(\sigma_i\) is the cross section of the process \(i\) and \(n\) is the target density. The \(\alpha_i\) rates might include the loss and capture of more than one electron simultaneously. However, the mono-electronic processes in most cases dominate the loss and capture of two or more electrons simultaneously \[^2\], and therefore, only single-loss and -capture processes have been included in this work.
These loss, $L_q$, and capture, $C_q$, mono-electronic rates can be defined as,

$$\alpha(q \rightarrow q + 1) \equiv L_q, \quad \alpha(q \rightarrow q - 1) \equiv C_q,$$

and equation (1) becomes,

$$\frac{dF_q(t)}{dt} = C_{q+1}F_{q+1}(t) + L_{q-1}F_{q-1}(t) - (C_q + L_q)F_q(t), \quad (2)$$

with the normalization condition $\sum_{q=0}^{Z} F_q(t) = 1$. Then, the instantaneous charge state according to the cross sections model can be obtained as,

$$Q(x) = \sum_{q=0}^{Z} qF_q(x), \quad (3)$$

where $x = vt$ is the depth (or distance) traveled by the projectile.

The equilibrium charge state can be also calculated assuming the stationary case, i.e., $dF_q(t)/dt = 0$, and then the equation (2) is reduced to

$$L_qF_q^{eq} = C_{q+1}F_{q+1}^{eq}, \quad (4)$$

where $F_q^{eq}$ denotes the charge state distribution of the projectile once the equilibrium is reached. Then, the equilibrium charge state can be obtained as,

$$Q_{eq} = \sum_{q=0}^{Z} qF_q^{eq}. \quad (5)$$

In the following, the models used to calculate the ionization (projectile electron loss) and recombination (projectile electron capture) rates are briefly described. The present work is based on simple atomic modeling and uses screened hydrogenic energies and oscillator strengths. In the literature, several models are available to calculate the screening coefficients for the hydrogenic model like the Faussurier model [35], or the Slater’s rules [36]. In this work, the Slater’s rules have been used.

1. Ionization rates, $L_q$

A projectile penetrating a fully ionized plasma can lose electrons due to collision processes with (a) the plasma ions and (b) the plasma free electrons.
a. Ionization with plasma ions

\[ X^{q+} + A^{p+} \rightarrow X^{(q+1)+} + A^{p+} + e, \]

Here, \( X \) is the projectile ion with charge state before and after ionization \( q+ \) and \((q+1)+\) respectively, \( A \) is the plasma target ion with charge state \( p+ \) and \( e \) is the ionized electron.

One of the simplest and most robust models to quantify the ionization cross section of a projectile in its interaction with the target ions is based on the semi-classical approximation given by the binary-encounter model (BEM), used first by Gryzinski to calculate cross sections for charge-exchange and ionization processes [37, 38]. According to this model, the cross section for the ionization of an electron bound in the \( n_{th} \) shell of the projectile in a collision with the target ion is given by

\[
\sigma_{BEM} = \sum_n N_n \sigma_n = \sum_n N_n \sigma_0 \left[ \frac{Z_t^*}{U_n} \right]^2 G \left( \frac{v}{v_n} \right),
\]

where \( \sigma_{BEM} \) is expressed in \( \text{cm}^2 \), \( N_n \) is the number of electrons bound to the projectile shell \( n \), \( U_n \) is its binding energy, \( \sigma_0 = 6.56 \times 10^{-14} \text{ cm}^2\text{eV}^2 \) and \( v_n = (2U_n/m_e)^{1/2} \) is the electron orbital velocity. The function \( G(u) \) reaches its maximum when \( u = 1 \) and represents the matching condition \( v \approx v_n \) for maximum ionization. When \( u \geq 0.206 \), \( G(u) \) is given by [39]

\[
G(u) = \left[ \frac{u^2}{(1 + u^2)} \right]^{3/2} \times u^{-2} \left[ \frac{u^2}{1 + u^2} + \frac{2}{3} \left( 1 + \frac{1}{\beta} \right) \ln(2.7 + u) \right] \times \left[ 1 - \frac{1}{\beta} \right] \left[ 1 - \left( \frac{1}{\beta} \right)^{1-u^2} \right],
\]

where \( \beta = 4u^2 (1 + 1/u) \). When \( u < 0.206 \), \( G(u) = 4u^4/15 \).

In the case of a fully ionized plasma, \( Z_t^* \) is the nuclear charge of the target ions. If the plasma is partially ionized, the nuclear charge is partially screened by the bound electrons, and an effective target charge \( Z_t^* \) must be calculated. For the particular case of a fully ionized hydrogen plasma, \( Z_t^* = Z_t = 1 \).

Then, the ionization rate, in units \( s^{-1} \), is given by

\[
\alpha_{BEM} = \sigma_{BEM} n_i v,
\]

where \( n_i \) is the target ion density.
b. Ionization with plasma free electrons

\[ X^{q+} + e \rightarrow X^{(q+1)+} + 2e. \]

Following Lotz, the ionization cross section in collisions with free electrons can be adapted as [40, 41],

\[ \sigma_{FE} = 4 \times 10^{-14} \sum_n N_n \frac{\ln(E_r/U_n)}{E_r U_n} \theta(E_r - U_n), \] (9)

where \( E_r = (m_e/2)v_r^2 \) is the relative energy between the projectile and the plasma free electrons, \( v_r \simeq (v^2 + v_{the}^2)^{1/2} \), where \( v_{the} = (k_B T/m_e)^{1/2} \) is the thermal velocity of the plasma free electrons.

In equation (9), the step function \( \theta = (|x| + x)/2 \) marks the limit in which a free electron does not have a sufficient kinetic energy to ionize an electron of the projectile. In fact, that is the main difference between ionizing collisions with target ions and target free electrons.

Then, the ionization rate is given by

\[ \alpha_{FE} = \sigma_{FE} n_e v_r. \] (10)

Finally, the total loss rate is estimated as,

\[ L_q = \alpha_{BEM} + \alpha_{FE}, \] (11)

evaluated for the charge state \( q \).

2. Recombination rates, \( C_q \)

Due to momentum conservation, the projectile can only capture an electron in the presence of a third collision partner. For the capture of a free electron, the third partner can either be a photon [radiative electron capture (REC)], another bound electron of the projectile ion [dielectronic recombination (DR)], or a third free electron [three-body recombination (3BR)].

a. Radiative Electron Capture

\[ X^{q+} + e \rightarrow X^{(q-1)+} + h\nu. \]
The cross section for radiative electron capture (REC) is related to the electronic transition probability $A(n' \rightarrow n)$ between major shells $n' \rightarrow n$ in the projectile with charge state $q$ and the emission of a photon with energy $h\nu = E_{n'} - E_n$.

There are several theoretical models to estimate the rate of the radiative electron capture [42–44]. In our model, an analytical formula developed by Peter has been used [45],

$$\alpha_{REC} = \frac{2^6}{3} \left( \frac{\pi}{3} \right)^{1/2} a_0^2 c \alpha^4 n_e q^2 \frac{0.78}{v} \frac{x_v^{0.3}}{1 + x_v^2},$$

(12)

where $a_0$ is the Bohr radius, $\alpha$ is the fine structure constant, $c$ is the light velocity in vacuum and $x_v$ is given by

$$x_v = \frac{v}{v_n} \approx \frac{v}{q} \left( \frac{3}{2} (Z - q) \right)^{1/3}.$$

(13)

**b. Dielectronic Recombination**

$$X^{q+} + e \rightarrow (X^{(q-1)+})^{**} \rightarrow X^{(q-1)+} + h\nu.$$

The dielectronic recombination is a two-step process in which a free electron (kinetic energy $E_k$) is captured by a projectile ($X$, with charge state $q$) into a level $n \equiv (n_n l_n)$ and the excess energy is transferred to another electron already bound in shell $i \equiv (n_i l_i)$, which is excited to shell $j \equiv (n_j l_j)$. Here, $n$ and $l$, denote the principal and the azimuthal quantum numbers, respectively.

The free electron tends to be captured into a highly excited level, i.e., $n_n \gg 1$, from where it will usually autoionize by the process,

$$X(q, i) + e(E_k, l \pm 1) \xrightarrow{A_a} X^{**}(q - 1, jn)$$

running from right to left (Auger effect with rate $A_a$). In order to stabilize $X^{**}$, the energy has to leave the system by other means, in this model via a stabilizing radiative decay (with rate $A_r$),

$$X^{**}(q - 1, jn) \xrightarrow{A_r} X^*(q - 1, in) + h\nu,$$

and the photon carries out the energy $h\nu = E_j - E_i$. Because of its longer lifetime, the higher excited electron remains in the $n \equiv (n_n l_n)$ level after the $i \rightarrow j$ transition, until it finally cascades down to the ground state. The dielectronic recombination is therefore a resonance process with the matching energy condition,

$$E_k + E_n = E_i - E_j.$$

(14)
For this process, Nardi assumed a constant value of $10^{-11}$ cm$^3$/s which is believed to be an upper-limit estimate, since it is the largest value quoted \cite{46}. Several authors have tried to model this process \cite{47,49}. In this work, the model described by Peter \textit{et al.} has been employed because it has been used successfully in the interpretation of a few experiments \cite{25,31}.

The dielectronic recombination rate is given by \cite{47}
\begin{equation}
\alpha_{DR} = \frac{h^3 n_e}{(2\pi m_e v_{th e}^2)^{3/2}} \sum_{n_i l_i n_j l_j n_{nl}} N_{n_{nl}} g_{lj} - N_{n_j l_j} g_{lj} \sum_{n_{nl}} N_{n_{nl}} \sum_{n_{nl}} \sum_{n_{nl}} N_{n_{nl}} \times (2l_n + 1) \frac{A_r^{(1)} A_a^{(1)}}{A_r^{(1)} + A_a^{(1)}} F(a, b),
\end{equation}

where $h$ is the Planck constant, $N_{n_{li}}$ and $N_{n_j l_j}$ are the occupation number of the $n_{li}$ and $n_j l_j$ shells, respectively, $g_{lj} = 2(2l_j + 1)$ and,
\begin{equation}
F(a, b) = \frac{e^{-(a-b)^2} - e^{-(a+b)^2}}{4ab},
\end{equation}

with,
\begin{align*}
a &= \left[ \frac{E_{n_j l_j} - E_{n_{li}} + E_{n_{nl}}}{k_B T} \right]^{1/2}, \quad b = \left[ \frac{m_e v^2}{2k_B T} \right]^{1/2},
\end{align*}

where $E_{n_{li}}$, $E_{n_j l_j}$ and $E_{n_{nl}}$ are, respectively, the binding energy of the electrons in the shells $n_{li}$, $n_j l_j$, and $n_{nl}$.

The rates $A_r^{(1)}$ for radiative stabilization and $A_a^{(1)}$ for autoionization are given by
\begin{equation}
A_r^{(1)} = \frac{1}{h} \frac{\text{Ry}}{3} \left[ \frac{E_{n_j l_j} - E_{n_{li}}}{1 \text{ Ry}} \right]^2 f^{(1)}(j \rightarrow i),
\end{equation}
\begin{equation}
A_a^{(1)} = \frac{8}{\sqrt{3}} \frac{1 \text{ Ry}}{h} \frac{q}{n^3} \frac{1}{E_{n_{li}} - E_{n_j l_j}} \frac{1}{2l + 1} \times f^{(1)}(i \rightarrow j) N_0 e^{-d(l-l_p)^2},
\end{equation}

where $f^{(1)}(i \rightarrow j)$ is the absorption oscillator strength of the $i \rightarrow j$ excitation, approximated by the results for hydrogen \cite{50}, Ry = 13.6 eV and
\begin{equation}
N_0 = \frac{0.4}{\sqrt{n}} \sqrt{d} \left[ 2 - \exp \left( -0.6/n^{4/3} \sqrt{d} \right) \right]^{-1},
\end{equation}

where $l_p = n_{p}^{2/3}(1 + y)^{1/2}, d = (1 + y)^{1/2}/2.5n_n$, $y = n_n^2 E_k/q^2$ Ry and $E_k = (m_e/2)v^2$. 
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c. Three-body Recombination

\[ X^{q^+} + e + e \rightarrow X^{(q-1)^+} + e. \]

In plasmas with high density (similar to solid state densities), the probability for a simultaneous collision of the projectile with two electrons increases. Therefore, one of these free electrons can be captured by the projectile, while the other one carries away the excess energy. The capture of free electrons by the three-body recombination process (3BR) can be calculated using the description of Zel’’dovich and Raizer [51] of the Thomson classical theory [52],

\[ \alpha_{3BR} = 2.92 \times 10^{-31} \frac{q^3 (n_e/cm^{-3})}{(v_r/\alpha c)^9}. \] (20)

Finally, the total capture rate is obtained as,

\[ C_q = \alpha_{REC} + \alpha_{DR} + \alpha_{3BR}, \] (21)

evaluated for the charge state \( q \).

Figure 1 shows the rates of all ionization and recombination processes for the case of an uranium beam at 1.4 MeV/u energy traveling through a fully ionized hydrogen plasma at \( T = 2 \) eV in units of cm\(^3\)/s (density independent). As can be seen, the dielectronic recombination (DR) is the dominant process for the projectile electron capture. Also, the shell structure of the DR is clearly observed. Moreover, the projectile ionization in collisions with plasma ions is the dominant electron loss process. Also, the ionization edge, which means that the free electrons with \( v_r < v_n \) do not have a sufficient kinetic energy for the ionization of a projectile bound electron in the \( n_{th} \) shell, is confirmed.

B. Method II. Analytical model

1. Kreussler’s criterion

One of the most used procedures to determine the equilibrium charge state of heavy ions is based on the Bohr’s criterion [3], which was subsequently modified by Kreussler et al. [5], who proposed that the equilibrium charge state depends on the relative velocity between the projectile, with velocity \( v \), and the target electrons, with velocity \( v_e \). The relative velocity
FIG. 1. Ionization and capture rates for uranium ions \((E = 1.4 \text{ MeV/u})\) in a hydrogen plasma \((T = 2 \text{ eV}, n_e \simeq 10^{17} \text{ cm}^{-3})\).

between the projectile and the target electrons averaged over all possible orientations of the vector \(\mathbf{v} - \mathbf{v}_e\) is given by

\[
v_{rk} = |\mathbf{v} - \mathbf{v}_e| = \frac{v_e^2}{6v} \left[ \left( \frac{v}{v_e} + 1 \right)^3 - \left| \frac{v}{v_e} - 1 \right|^3 \right]. \tag{22}
\]

If the target is a plasma, the target electron velocity depends on the Fermi velocity, \(v_F\), as in solids, and also on the thermal velocity of the plasma free electrons, \(v_{the}\). Considering both contributions, the velocity of the plasma electrons is given by

\[
v_e = \left( \frac{2}{5} \frac{3}{2} E_F + 3k_B T \right)^{1/2} \tag{23}
\]

Then, the equilibrium charge state given by the Kreussler’s criterion can be obtained as,

\[
Q_{eq} = Z - N_{eq} = Z - Z e^{-v_{rk}/Z^{2/3}v_0}, \tag{24}
\]

where \(N_{eq}\) is the equilibrium number of bound electrons and \(Z^{2/3}v_0\) is the velocity of the projectile bound electrons in the Thomas-Fermi model, \(v_0\) being the Bohr’s velocity.
equilibrium charge state increases with the relative velocity between projectile and target electrons until it reaches its high-velocity limit value $Q_{eq} = Z$.

2. *Peter’s criterion*

In the 40’s, Bohr [3, 53, 54], and independently, Lamb [55], suggested the following criterion: in a sufficiently thick target the ionization and recombination processes balance out each other if the projectile velocity, $v$, is equal to the orbital velocity, $v_n$, of the most loosely bound electron of the projectile, i.e.,

$$q = Q_{eq} \Leftrightarrow x_v \equiv \frac{v}{v_n} = 1.$$  

Later, Peter modified the above criterion, known as Bohr-Lamb criterion, by the relation

$$q = Q_{eq} \Leftrightarrow L_s(x_v) = C_s(x_v)$$  \hspace{1cm} (25)

where $s$ is the charge state with equal ionization and recombination rates and now $x_v \neq 1$. Here $C_s$ is given by equation (12) and $L_s$ is given by

$$L_s(x_v) = 3 a_0^2 \alpha c n_t \frac{Z_t^2}{v^3} q^2 \frac{x_v^8}{1 + x_v^4}.$$  \hspace{1cm} (26)

Substituting the equations (12) and (26) in equation (25), the parameter $x_v$ can be solved as,

$$x_v = \left[ 2.21 \times 10^{-6} \left( \frac{v^4}{Z_t} \right) \right]^{1/7.7}.$$  \hspace{1cm} (27)

Using equations (13) and (27), the equilibrium charge state of an ion beam traveling through a fully ionized plasma given by the Peter’s criterion can be obtained as,

$$Q_{eq} = \frac{3Z}{2} \mu^{1/3} \times \left[ \left( \sqrt{1 + \mu + 1} \right)^{\frac{1}{3}} - \left( \sqrt{1 + \mu - 1} \right)^{\frac{1}{3}} \right],$$  \hspace{1cm} (28)

where $\mu = 35.5 v^{1.44} Z^{-2} n_t^{0.39}$ and $v$ is in atomic units. Here, only the electron loss in collisions with the plasma ions and the electron capture by means of the radiative electron capture have been taken into account.
FIG. 2. Instantaneous charge state [Eq. (29)] of uranium ions (\(E = 1.4\) MeV/u) in a hydrogen plasma (\(T = 2\) eV, \(n_e = 3 \times 10^{17}\) cm\(^{-3}\)) for different values of \(\sigma_{ion}\).

3. Analytical model for the instantaneous charge state

For an ion beam with initial charge state \(Q_0\) traveling with velocity \(v\) through a plasma, the instantaneous charge state can estimated as,

\[
Q(x) = Q_{eq} - (Q_{eq} - Q_0) \exp \left( -\frac{x}{\lambda_{ion}} \right),
\]

(29)

where \(Q_{eq}\) is the equilibrium charge state according to the Kreussler’s criterion, [Eq. (24)], or the one obtained with the Peter’s criterion [Eq. (28)], \(x\) is the depth (or plasma length) traveled by the projectile and \(\lambda_{ion}\) is the ionization length which can be estimated by

\[
\lambda_{ion} = \frac{1}{n_e \sigma_{ion}},
\]

(30)

where \(\sigma_{ion}\) is the ionization cross section. In the case of cold matter, \(\sigma_{ion} \simeq 10^{-17}\) cm\(^2\), so that the necessary length (or time) to reach the equilibrium charge state is mainly a function of the projectile velocity.
FIG. 3. Ionization and capture rates for uranium ions ($E = 1.4$ MeV/u) in a fully ionized hydrogen plasma ($T = 2$ eV, $n_e = 3 \times 10^{17}$ cm$^{-3}$). Full line: electron loss rate; Dashed dotted dotted line: electron capture rate; Vertical lines indicate the equilibrium charge state according to: Kreussler’s criterion [Eq. (24)] (full line), cross sections model [Eq. (5)] (dotted line) and Peter’s criterion [Eq. (28)] (dashed dotted line).

Figure 2 shows an illustrative example of the strong influence of the ionization cross section, $\sigma_{\text{ion}}$, on the instantaneous charge state given by equation (29). The ionization cross section is determined by the necessary time for the ion to reach its equilibrium charge state,

$$\sigma_{\text{ion}} = \frac{\nu_{\text{eq}}}{n_e v},$$

where $\nu_{\text{eq}} = 1/t_{\text{eq}}$, $t_{\text{eq}}$ being the necessary time to achieve the equilibrium charge state. Substituting equation (31) in equation (30), the ionization length is given by

$$\lambda_{\text{ion}} = \frac{v}{\nu_{\text{eq}}}.\quad(32)$$

Figure 3 shows the importance of the parameter $\nu_{\text{eq}}$. Here, the ionization and recombination rates are estimated, in units s$^{-1}$ (density dependent), for the case of an uranium
beam at 1.4 MeV/u energy, traveling through a fully ionized hydrogen plasma at $T = 2$ eV and $n_e = 3 \times 10^{17} \text{ cm}^{-3}$. $\nu_{eq}$ is the ionization rate evaluated at the equilibrium charge state. Due to the different equilibrium charge state given by both the Kreussler’s and the Peter’s criteria, $\nu_{eq}$ is also different.

In this work, $\nu_{eq}$ has been calculated from the sum of the ionization with plasma ions and the ionization with plasma free electrons, i.e., by means of the equation (11) evaluated at the equilibrium charge state according to the Kreussler’s criterion, $Q_{eq}^K = 28.4$ and $\nu_{eq}^K = 3.37 \times 10^6 \text{ s}^{-1}$, and at the equilibrium charge state obtained with the Peter’s criterion, $Q_{eq}^P = 54.6$ and $\nu_{eq}^P = 6.12 \times 10^8 \text{ s}^{-1}$.

If the ionization rates are unknown, the equation (26) can be applied to estimate $\nu_{eq}$. However, this expression is an approximation and therefore, it should be used only for rough estimations.

III. RESULTS

The validity of the charge state models described in section II is checked by comparing the theoretical predictions with experimental data for energy loss obtained from one of the first experiments carried out in the 90’s at GSI-Darmstadt by Hoffmann et al. [23].

In the analyzed experiment, an uranium beam with initial charge state $Q_0 = 33$ is accelerated to an energy of 1.4 MeV/u in the UNILAC accelerator. The plasma is designed as a linear discharge with z-pinch geometry using hydrogen gas. This gas is confined in a quartz tube of 4 cm in diameter and 36 cm in length. At both ends, the tube is closed with metal electrodes having apertures of 4 cm in diameter to allow the entrance and exit of the beam. The plasma conditions, described by the free electron density, $n_e$, and the plasma temperature, $T$, are measured by monitoring the light emission from the plasma, mainly the emission of the $H\beta$ line. The measurement of the energy loss of heavy ions is performed by the time-of-flight method (TOF).

Figure 4 shows the measured time evolution of the plasma conditions. The plasma conditions at $t = 25$ $\mu$s, i.e., $n_e = 3 \times 10^{17} \text{ cm}^{-3}$ and $T = 2$ eV, have been chosen to conduct this work because the free electron density reaches its maximum, which means the maximum energy loss of uranium ions at this time. Here, it is important to note that the TOF of the uranium ions at 1.4 MeV/u for a distance $l = 36$ cm is much smaller than the time evolution
FIG. 4. Variation of the measured plasma parameters, from Ref. [23], free-electron density, $n_e$, and temperature, $T$, with time.

of the plasma conditions.

A. Energy loss model

The energy loss model, briefly described in the following, has been widely studied by our research group [57, 58]. In atomic units, the electronic stopping in the Random Phase Approximation (RPA) description is defined as,

$$ -\frac{dE}{dx} \equiv S_e = \frac{2}{\pi v^2} \int_0^{\infty} \frac{dk}{k} \left[ Z - \rho_e(k) \right]^2 \times \int_{0}^{k_{\text{w}}} dww \text{Im} \left[ \frac{-1}{\epsilon(k, w)} \right]. $$

(33)

The electronic stopping depends on the target conditions through the so-called Energy Loss Function (ELF), which is given by

$$ ELF = \text{Im} \left( \frac{1}{\epsilon(k, w)} \right), $$
where $\epsilon(k, w)$ is the dielectric function of the target [57, 58].

The $\rho_e(k)$ is the Fourier transform of the electron density distribution of the projectile in the Brandt-Kitagawa (BK) model given by [59]

$$\rho_e(k) = \frac{N}{1 + (k\Lambda)^2}, \quad (34)$$

where $N$ is the number of electrons bound to the projectile nucleus and $\Lambda$ is a variational parameter given by

$$\Lambda = \frac{0.48N^{2/3}}{Z - \frac{1}{7}N}. \quad (35)$$

An instantaneous electron density distribution can be estimated by including the depth dependence of the number of bound electrons,

$$\rho_e(k, x) = \frac{N(x)}{1 + (k\Lambda(x))^2}, \quad (36)$$

where $N(x) = Z - Q(x)$ is the instantaneous number of bound electrons.

Here, the strong dependence of the plasma stopping power with the projectile charge state $[(Z - \rho_e(k))^2$ in equation (33)] can be used to check the validity of the charge state models described in section II by comparing the theoretical predictions with energy loss measurements.

Most authors evaluate the plasma stopping power assuming that the projectile equilibrium charge state during the whole plasma length. However, it must be considered that the charge state of the projectile could be different from its equilibrium value. Therefore, the theoretical energy loss should take into account the instantaneous charge state of the projectile.

In this model, the energy loss as a function of the depth traveled by the projectile is given by

$$S_e(x) = \frac{2}{\pi v^2} \int_0^\infty dk \frac{[Z - \rho_e(k, x)]^2}{k} \times \int_0^{kw} dw w \text{Im} \left[ \frac{-1}{\epsilon(k, w)} \right]. \quad (37)$$

Now, all instantaneous charge state models studied in this work can be taken into account, and the total electronic stopping along the propagation in the plasma is then obtained as

$$S_e = \frac{1}{L_p} \int_0^{L_p} S_e(x) dx, \quad (38)$$

where $L_p$ is the total plasma length and $S_e(x)$ is given by equation (37).
FIG. 5. Equilibrium charge state of uranium ions in a fully ionized hydrogen plasma at $T = 2$ eV and $n_e = 3 \times 10^{17}$ cm$^{-3}$. Dashed line: Monte Carlo code from Ref. [23]; full line: Kreussler’s criterion [Eq. (24)]; dashed dotted line: Peter’s criterion [Eq. (28)]; symbols: cross sections model [Eq. (5)]; the vertical line indicates the energy of the experiment.

**B. Charge state**

Figure 5 shows the equilibrium charge state according to all models described in section II. The results of the Monte Carlo (MC) code described in Ref. [23] are also shown for comparison. As can be seen, the Peter’s criterion fits well to the MC code used by Hoffmann et al. except at low velocities, which is not the validity of the velocity range of the Peter’s criterion. The reason of the good agreement at high velocity is that in both, the Peter’s criterion and their MC code, the radiative electron capture is assumed to be the dominant electron capture process. This assumption lead to a much higher projectile ionization in plasma targets than in solid ones.

On the other hand, the results obtained with the Kreussler's criterion fits better to the cross sections model presented in this work. However, the first one is always slightly lower.
FIG. 6. Instantaneous charge state of uranium ions \( (E = 1.4 \text{ MeV/u}, Q_0 = 33) \) in a hydrogen plasma \( (2 \text{ eV}, 10^{17} \text{ cm}^{-3}) \). Dashed line: MC code from Ref. [23]; full line: Kreussler’s criterion [Eqs. (24) and (29)]; dashed dotted line: Peter’s criterion [Eqs. (28) and (29)]; dotted line: cross sections model [Eq. (3)]; the vertical line indicates the plasma length.

The reason is that if the dielectronic recombination is the dominant electron capture process, the equilibrium charge state is not as high as Peter’s criterion and MC code predict, and the Kreussler’s criterion agrees with this behavior.

In Figure 6 the instantaneous charge state as a function of the areal density (or traveled depth) is showed according to all models described in section II, for an uranium ion beam, with initial charge state \( Q_0 = 33 \) at an energy of 1.4 MeV/u, impinge on a fully ionized hydrogen plasma at \( T = 2 \text{ eV} \) and \( n_e = 10^{17} \text{ cm}^{-3} \). The MC code results from Ref. [23] are also shown for comparison.

Here, the Peter’s criterion shows the same behaviour as the MC code employed by Hoffmann et al. in their work. Both models predict an increase of the projectile ionization inside the plasma. However, in both cases the instantaneous charge states are very different from the equilibrium ones as the value according to the Peter’s criterion shows \( Q_{eq}^P = 54.6 \). Due
to the high projectile velocity and low target density, the necessary time (or depth) to reach the equilibrium charge, given by \( \nu_{eq} = 6.12 \times 10^6 \text{ s}^{-1} \), is very long and the projectile does not reach it.

On the other hand, the Kreussler’s criterion has a similar evolution as the cross sections model. However, the Kreussler’s criterion predicts a smaller instantaneous charge state due to the smaller equilibrium value, \( Q_{eq}^K = 28.4 \), than in the case of the cross sections model, \( Q_{eq}^{CS} = 32.1 \). Here, the necessary time to achieve equilibrium is similar in both cases due to the very similar \( \nu_{eq} \approx 3.3 \times 10^8 \text{ s}^{-1} \).

As can be seen, the instantaneous charge state according to the Peter’s criterion is larger than according to our cross sections model, while the one obtained with the Kreussler’s criterion is smaller. However, the models do not differ as much as Figure 5 predicted, showing that using the equilibrium charge state in any calculation that depends on it could lead to inaccuracies.

Due to the better agreement in the prediction of the equilibrium charge state of the Kreussler’s criterion with the cross sections model than when using the Peter’s criterion, the first one should be used if the equilibrium charge state is achieved inside the plasma.

In view of the different equilibrium charge states predicted by the different models, significant differences in the projectile energy loss are expected, as its energy loss depends quadratically on its charge state [Eq. (33)], as the experiment is in the linear interaction regime.

### C. Comparison of theory with experimental data

In figure 7, our theoretical predictions are compared with experimental data of an uranium beam, with initial charge state \( Q_0 = 33 \) and energy 1.4 MeV/u, traveling through a fully ionized hydrogen plasma. The time evolution of plasma parameters is shown in Figure 4 \((T \approx 2 \text{ eV and } n_e \approx 10^{17} \text{ cm}^{-3})\). The energy loss has been calculated considering the instantaneous charge state according to all charge state models described in section II A and showed in Figure 6. As can be seen, predictions using the cross sections model fit very well to experimental data, which suggests that the instantaneous charge state predicted by this model is accurate. The disagreement between our theoretical prediction with the cross sections model and experimental data at \( t \approx 34 \mu\text{s} \) could be due to that at this time the
plasma is not fully ionized as our ideal model supposes, which implies that the projectile charge state could be smaller due to the capture of target bound electron.

On the other hand, predictions using the analytical equilibrium model overestimate, in the case of using the charge state obtained with the Peter’s criterion, or underestimate, in the case of using the one obtained with the Kreussler’s criterion, the experimental energy loss. This is expected in view of the results shown in Figure 6. However, the analytical model can be applied for the energy loss prediction with a 15-20% approximation.

Results show that both the Peter’s criterion and the Hoffmann et al. MC code do not fit well to reality due to the increasing of charge state inside the plasma predicted, while our cross sections model predicts a slightly reduction of the charge state with very good agreement with experimental data. However, experimental data in conditions where the equilibrium charge state inside the plasma is achieved (lower velocities and/or higher densi-
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**FIG. 8.** Energy loss of uranium ions (E = 1.4 MeV/u) in a hydrogen plasma. The charge state has been estimated according to the cross sections model [Eq. (3)]. Closed diamonds: experiment from Ref. [23]; closed stars: with BK and Q0 = 33; opened stars: without BK and Q0 = 33; closed triangles up: with BK and Q0 = 38; closed triangles down: with BK and Q0 = 20.

ties and/or longer plasma) are necessary to confirm this prediction.

Figure 8 shows the importance of including the Brandt-Kitagawa model [Eq. (36)] to describe the electron density distribution of the projectile in equation (33). The reason is that considering the electron density distribution of the projectile leads to a charge volume which increases the energy loss more than considering a point-like charge. Also, if the initial charge state used in the energy loss estimation is different to the one used for the authors, the theoretical estimations do not fit well to experimental data, showing that the initial charge state has an large influence in the energy loss.
IV. CONCLUSIONS

In this work, two models to calculate the instantaneous charge state of heavy ions in fully ionized plasmas have been developed. In the first one, a detailed model including electron loss and capture cross sections has been used to determine the instantaneous charge state. In the second one, a simple analytical model employing equilibrium charge state formulas have been proposed to estimate the instantaneous charge state of the projectile.

The equilibrium charge state has been also estimated using these electron loss and capture cross sections and compared with former equilibrium formulas. Here, the Kreussler’s criterion agrees better with the cross sections model than the Peter’s one.

Most authors use an equilibrium charge state instead of the instantaneous charge state in order to, for example, calculate the energy loss. However, whether the equilibrium charge state in plasmas is reached or not depends on the projectile velocity and on the target density, and assuming equilibrium along the whole propagating in the plasma can lead to inaccuracies in the energy loss estimation. For this reason, the instantaneous charge state as well as the initial charge state of the projectile must be taken into account in order to reproduce the experimental data.

It should be noted that the cross sections model is computationally time-consuming, while the analytical model is faster and only ionization cross sections, evaluated at the equilibrium charge state, are necessary. Here, the Kreussler’s criterion rather than the Peter’s criterion should be used if the dielectronic recombination is the dominant electron capture process and the equilibrium charge state is reached inside the plasma.

Finally, results show the necessity of using the Brandt-Kitagawa (BK) electronic density distribution in combination with the instantaneous charge state (taking into account the initial charge state) for a correct energy loss estimation. Comparing theory and experimental data, a very good agreement has been found with the model described in this work.
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