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Abstract

In this paper, we construct a new sequence of generators of the BRST complex and reformulate the BRST differential so that it acts on elements of the complex much like the Maurer-Cartan differential acts on left-invariant forms. Thus our BRST differential is formally analogous to the differential defined on the BRST formulation of the Chevalley-Eilenberg cochain complex of a Lie algebra. Moreover, for an important class of physical theories, we show that in fact the differential is a Chevalley-Eilenberg differential. As one of the applications of our formalism, we show that the BRST differential provides a mechanism which permits us to extend a nonintegrable system of vector fields on a manifold to an integrable system on an extended manifold.
0.1 Introduction

Homological algebra has become an indispensable tool for the rigorous formulation of a wide variety of developments in theoretical physics. Applications of these techniques to physics has become so pervasive that they have gradually become identified as a new category of mathematical physics which has been called “cohomological physics”. One of the fruitful branches of this theory is the “cohomology” formulation of the BRST theory of constraints. Indeed the point of BRST theory is to replace the cohomology of the reduced space of a physical theory by the cohomology of a homological resolution of the space $P$ being constrained.

In more detail, assume that $P$ is a symplectic manifold and that one has a system of first class constraints on $P$. Let $\Sigma$ denote the constraint surface defined as the set of zeros of the constraints. These constraints may or may not be independent. If they are independent they are called irreducible constraints and otherwise they are reducible. The Hamiltonian vector fields of the symplectic manifold $P$ define a possibly singular foliation of $\Sigma$ and the smooth functions on $\Sigma$ which are constant on the leaves of this “foliation” are said to be gauge invariant and are called the observables of the theory.

There is a differential $d$, called the longitudinal differential, defined on a certain (dual) Chevalley-Eilenberg complex with coefficients in the algebra $C^\infty(\Sigma)$ whose cohomology in degree zero in the irreducible case is the space of observables. It is clear in the literature that the zero degree cohomology of a certain complex is the space of observables but it is not clear that the complex is a Chevalley-Eilenberg complex and that the longitudinal differential is a Maurer-Cartan differential. These facts are established here in a rigorous manner for the first time.

BRST symmetry was developed in order to replace the original gauge symmetry on the constraint surface by a symmetry on the entire phase space $P$ in such a manner that the longitudinal differential $d$ could be extended to a new differential $S$ called the BRST differential to be defined on an enlarged complex in such a way that the BRST cohomology in degree zero is precisely the set of observables on $\Sigma$. The procedure is nontrivial even in the irreducible case but even more convoluted in the reducible case. An interesting question has to do with whether the BRST differential is a Maurer-Cartan differential and whether or not it is actually a Chevalley-Eilenberg differential defined on a (dual) Chevalley-Eilenberg complex as was the case for the longitudinal differential in the irreducible case.
The first chapter is mainly devoted to showing that in the case of irreducible constraints the BRST differential $S$ is in fact a Maurer–Cartan differential and that it is a (dual) Chevalley–Eilenberg differential defined on a Chevalley–Eilenberg complex. It is also shown that in the case one has a Hamiltonian system subject to Bosonic irreducible constraints that the fact that $S^2 = 0$ implies the existence of a possibly singular “foliation” of the phase space $P$ which agrees with the “foliation” of the constrained space defined by gauge symmetries. Generally, the BRST differential has an expansion

$$S = \delta + d + s_1 + \cdots + s_n + \cdots.$$ 

The Koszul Tate differential $\delta$ and the longitudinal differential $d$ are well understood but the other terms of the expansion are less well understood. We completely characterize $s_1$ in the irreducible case. Finally, in this chapter we also consider systems whose constraints are reducible. In particular we introduce a new concept which we call an $n$th-reducible complex. This is precisely the idea needed to formulate reducible physical theories rigorously. We show that every differential on such a complex is a mildly generalized Maurer–Cartan differential. In particular we show that the BRST differential is such a generalized Maurer–Cartan differential in the reducible case.

### 0.2 The Maurer-Cartan structure of BRST differential under the irreducible constraints

Let $(P, \omega)$ be a $n$-dimensional symplectic manifold and let $[,]$ be the Poisson bracket defined by $\omega$ on the algebra of smooth functions $C^\infty(P)$. Assume that $G_a, a = 1, \cdots, M$ are constraint functions which satisfy the condition:

$$[G_a, G_b] = C^{c}_{ab} G_c$$

where $C^{c}_{ab}$ are structure functions on $P$ and let $\Sigma$ be the constraint surface which is determined by the set of zeros of $G_a$. When (2.1) is satisfied we say that the constraints $G_a$ are first class constraints. The Hamiltonian vector fields $X_a$ corresponding to the functions $G_a$ are defined by $X_a(f) = [f, G_a]$ for $f \in C^\infty(P)$. The fields $X_a$ satisfy the condition $[X_a, X_b] \approx C^{c}_{ab} X_c$, i.e., the equation holds only on $\Sigma$, or as we say, they hold only ”on shell”. Under certain conditions the fields $X_a$ define a foliation of $\Sigma$. Functions
\( f \in C^\infty(\Sigma) \) which are constant on the leaves of the foliation are said to be "gauge invariant" and are called classical observables.

In quantum field theory, it is difficult to utilize path integrals of functionals defined on the space of observables because they are only defined on the constraint surface. To overcome this difficulty the phase space \( P \) is extended and the gauge symmetry is replaced by BRST symmetries in such way that the path integral can be utilized on functionals defined on arbitrary functions on the extended phase space. More precisely, to achieve this, one introduces an antighost variable \( P_a \) for every constraint function \( G_a \) and a differential \( \delta \) called the Koszul-Tate differential which is defined on the complex \( C[P_a] \otimes C^\infty(P) \) as follows:

\[
\begin{align*}
\delta P_a &= -G_a \\
\delta f &= 0 \\
\delta \eta^a &= 0
\end{align*}
\]

where \( f \in C^\infty(P) \). Additionally, new variables \( \eta^a \) are introduced which are in one-to-one correspondence with the space of independent gauge symmetries and another differential \( d \) called the longitudinal differential is defined on the complex \( C^\infty(P) \otimes C[\eta^b] \) in a manner similar to the definition of the Chevalley-Eilenberg differential. This differential is designed to implement the gauge symmetries. In some cases \( \delta + d \) is a differential on the complex \( C[P_a] \otimes C^\infty(P) \otimes C[\eta^b] \) whose square is zero and whose cohomology is precisely the space of classical observables. Often this fails to be true and \( \delta + d \) must be extended by homological perturbation theory to obtain the so-called BRST differential \( S = \delta + d + S_1 + \cdots \) in order to obtain the observables as zero degree cohomology classes. The differential \( S \) is clearly quite different from the longitudinal differential \( d \), but we will show that \( S \) satisfies conditions totally analogous to those characterizing \( d \) in Henneaux and Teitelboim [9], page 117-119) in the case when the constraint functions are irreducible and Bosonic.

Let \( \Omega = C[P_a] \otimes C^\infty(P) \otimes C[\eta^b] \) and consider \( \Omega^* = \bigoplus_{p=0}^{\infty} \Omega^p \), where \( \Omega^p \) is the subset of \( \Omega \) having ghost number \( p \) (defined below). For simplicity, we introduce the notation \( \omega^I = \eta^{b_1} \cdots \eta^{b_{p+1}} P_{a_p} \cdots P_{a_1} \), and \( \Omega^1 = \{ \alpha \in \Omega \mid \alpha = u_I \omega^I, u_I \in C^\infty(P) \} \) where \( I \) is the multi-index \( (b_1, \ldots, b_{p+1}, a_1, \ldots, a_p) \). Obviously the elements \( \omega^I \) generate all \( \Omega^p \) for \( p \geq 1 \). For completeness and clarity, we first describe our parity conventions as follows:

\[
\epsilon(P_a) = \epsilon(G_a) + 1 = \epsilon(\eta^a), \epsilon(AB) = \epsilon(A) + \epsilon(B).
\]
Moreover the ghost number grading referred to above is defined as follows:

1. the pure ghost number of each element of $\Omega$ is simply its degree as a polynomial in $\eta^a$,
2. the anti-ghost number of each element of $\Omega$ is its degree as a polynomial in $P_a$,
3. the ghost number of each element $x$ is the number $\text{puregh}(x) - \text{antigh}(x)$.

Notice that for $A, B \in \Omega$, $\text{gh}(AB) = \text{gh}(A) + \text{gh}(B)$ and that $\epsilon(\omega^I) = 1$ whenever $\epsilon(G_a) = 0$. With these conventions, we will show that the BRST differential is essentially the Chevalley-Eilenberg differential when the constraints are Bosonic and irreducible.

First, we recall how the Chevalley-Eilenberg differential is formulated in BRST notation. Let $G$ be a Lie algebra spanned by a basis $\{e_i\}$ and $\mathcal{A}$ a commutative associative algebra. Let the mapping $\rho : G \rightarrow \text{End}(\mathcal{A})$ be a representation of $G$ with representation space $\mathcal{A}$. Introduce a ghost variable $\eta^i$ for every element $e_i$ of the basis $\{e_i\}$. Let $\mathcal{A}$ denote the $\mathbb{Z}$-graded algebra $\mathcal{A} \otimes \mathbb{C}[\eta^1, \eta^2, \cdots]$ with the grading defined by the ghost number. The Chevalley-Eilenberg differential $d = d_{CE}$ is defined on generators of the complex $\mathcal{A}$ as follows:

\[ df = \rho(e_a)(f)\eta^a \] (2.6)

\[ d\eta^a = -\frac{1}{2} C_{ab}^c \eta^b \eta^c \] (2.7)

where $f, C_{ab}^c \in \mathcal{A}$. The mapping $d = d_{CE}$ is extended to the entire graded algebra $\mathcal{A}$ by the Leibniz law

\[ d(\alpha \beta) = (d\alpha)\beta + (-1)^{\text{deg} \alpha} \alpha (d\beta) \] (2.8)

Any differential which satisfies the conditions (2.6) and (2.7) will be called a Maurer-Cartan differential. Moreover we will say that $d$ is a Chevalley-Eilenberg differential whenever there exists a Lie algebra $G$ and a representation $\rho$ into the endomorphisms of some commutative associative algebra $\mathcal{A}$ satisfying not only (2.7) but also (2.6) and (2.8). We do not require that our Lie algebra $G$ be finite dimensional but our Lie algebras are finitely generated as modules over our algebra $\mathcal{A}$. 

4
If we choose $A = C^\infty(\Sigma)$ where $\Sigma$ is the constraint surface defined above and if $e_a = X_a$, then the longitudinal differential is a Chevalley-Eilenberg differential of this type. In this case the vector fields $X_a$ must be restricted to $\Sigma$ and the Lie algebra is the sub-algebra of vector fields on $\Sigma$ spanned by the $X_a$ over the algebra $C^\infty(\Sigma)$. The fact that this is a sub-Lie algebra follows from the identity $[X_a, X_b] = C_{ab}^d X_d + X_{C_{ab}}^d G_d$. The other properties follow immediately. We want to obtain an “off shell” version of this result.

Since $\epsilon(\omega^I) = 1$ and $gh(\omega^I) = 1$ we call the set of monomials $\omega^I$ multi-ghosts. Moreover it follows from $S\omega^K \in \Omega^2$, that

$$S\omega^K = -\frac{1}{2} C^K_{IJ} \omega^I \omega^J$$

(2.9)

where $C^K_{IJ} = C^K_{JI}$. Similarly, for $f \in \Omega^0$, one has that $Sf = (\rho_I f) \omega^I$, since $Sf \in \Omega^1$. To summarize, we have following theorem:

**Theorem 1** If the constraint functions $\{G_a\}$ are irreducible and Bosonic, the relevant BRST differential $S$ defined on the complex $C[P_a] \otimes C^\infty(P) \otimes C[\eta^b]$ above is a Maurer-Cartan differential:

$$Sf = (\rho_I f) \omega^I$$

(2.10)

$$S\omega^K = -\frac{1}{2} C^K_{IJ} \omega^I \omega^J.$$  

(2.11)

Notice that even though the longitudinal differential $d$ is not nilpotent on the space $C[P_a] \otimes C^\infty(P) \otimes C[\eta^b]$, its BRST extension $S$ is nilpotent and so is a differential. To determine how the BRST differential $S$ and the longitudinal differential $d$ are related, we compare the following formulas with the formulas (2.6) and (2.7)

$$Sf = (\rho_I f) \omega^I = (\partial_a f) \eta^a + s_1 f + \cdots + s_n f + \cdots$$

$$S\eta^a = -\frac{1}{2} C^{ab}_c \eta^b \eta^c + s_1 \eta^a + s_1 \eta^a.$$  

(2.12)

Note that the terms on the right hand sides of (2.6) and (2.7) are summands of the right hand side of these equations.
We claim that the BRST differential $S$ is essentially a Chevalley-Eilenberg differential in the case that the constraints are Bosonic and irreducible. The required Lie algebra is a sub-Lie algebra of the Lie algebra $\mathcal{X}(P)$ of all vector fields on $P$. Since $S^2 = 0$, each of the mappings $\rho_I$ defined by the equation (2.10) above is a derivation of $C^\infty(P)$ and so is a vector field on $P$. We consider the submodule $\mathcal{G}(\rho)$ of $\mathcal{X}(P)$ spanned by the vector fields $\rho_I$ over $C^\infty(P)$. We eventually show that it is a sub-Lie algebra of $\mathcal{X}(P)$. Each element of $\mathcal{G}(\rho)$ clearly acts as a derivation of the algebra $A = C^\infty(P)$ and therefore is in $\text{End}(A)$. Once we establish the fact that $\mathcal{G}(\rho)$ is a Lie algebra we will have the required data in order to show that $S$ is a Chevalley-Eilenberg differential. First we need a lemma which is of interest in its own right.

**Lemma 2** Assume that the constraints are Bosonic and irreducible and consider the BRST differential $S$ on the complex $C[P_a] \otimes C^\infty(P) \otimes C[\eta]$. Let $\rho = \rho_I$ denote the “representation” defined by the identities in Theorem 1. Then

$$S^2 f = \frac{1}{2} ([\rho_J, \rho_I] f - C^K_{JI} \rho_K f) \omega^J \omega^I. \quad (2.13)$$

Moreover if $S^2 f = 0$ for all $f \in C^\infty(P)$, then

$$S^2 \omega^K = -\frac{1}{6} \{ [\rho_I, [\rho_J, \rho_E]]^K + [\rho_J, [\rho_E, \rho_I]]^K + [\rho_E, [\rho_I, \rho_J]]^K \} \quad (2.14)$$

**Proof** First we prove the first identity. Notice first that since $S$ is an odd derivation, we have

$$S^2 f = S((\rho_I f) \omega^I) = S(\rho_I f) \omega^I + (\rho_I f) S \omega^I. \quad (2.13)$$

It follows from the identities of Theorem 1 that

$$S^2 f = (\rho_J \rho_I) f \omega^J \omega^I + (\rho_I f) (-\frac{1}{2} C^K_{JI} \omega^J \omega^K) \quad (2.14)$$

$$= \frac{1}{2} [\rho_J \rho_I] f - (\rho_I \rho_J) f \omega^J \omega^I - \frac{1}{2} C^K_{JI} \omega^J \omega^K \rho_I f \quad (2.15)$$

$$= \frac{1}{2} [\rho_J, \rho_I] f \omega^J \omega^I - \frac{1}{2} C^K_{JI} \omega^J \omega^K \rho_I f \quad (2.16)$$

$$= \frac{1}{2} ([\rho_J, \rho_I] f - C^K_{JI} \rho_K f) \omega^J \omega^I \quad (2.17)$$
Thus the first of the two identities is true. We now prove the second identity. Since \( S\omega^K = -\frac{1}{2}C^K_{Ij}\omega^I\omega^J \), where \( I = (b_1, \cdots, b_{p+1}, a_1, \cdots, a_p) \) and \( J = (\bar{b}_1, \cdots, \bar{b}_{p+1}, \bar{a}_1, \cdots, \bar{a}_p) \), we have

\[
S^2\omega^K = -\frac{1}{2}(SC^K_{Ij})\omega^I\omega^J - \frac{1}{2}C^K_{Ij}d\omega^I\omega^J + \frac{1}{2}C^K_{Ij}\omega^I d\omega^J \\
= -\frac{1}{2}(\rho_E C^K_{Ij})\omega^E\omega^I\omega^J - \frac{1}{2}C^K_{Ij}(-\frac{1}{2}C^I_{Kl}\omega^L\omega^J)\omega^J \\
+ \frac{1}{2}C^K_{Ij}\omega^I(-\frac{1}{2}C^J_{MN}\omega^M\omega^N) \\
= -\frac{1}{2}\rho_E C^K_{Ij}\omega^E\omega^I\omega^J + \frac{1}{4}C^K_{Ij}C^I_{Kl}\omega^L\omega^I\omega^J - \frac{1}{4}C^K_{Ij}C^I_{MN}\omega^M\omega^N \\
= -\frac{1}{2}\rho_E C^K_{Ij} + \rho_I C^K_{JE} + \rho_J C^K_{EI} \omega^I\omega^J \\
+ \frac{1}{6}(C^K_{MI}C^M_{JE} + C^K_{MJ}C^M_{EI} + C^K_{ME}C^K_{Ij})\omega^I\omega^J \\
- \frac{1}{6}(\rho_E C^K_{Ij} + \rho_I C^K_{JE} + \rho_J C^K_{EI})\omega^I\omega^J \\
- \frac{1}{6}(C^K_{IM}C^M_{JE} + C^K_{JM}C^M_{EI} + C^K_{EM}C^K_{Ij})\omega^I\omega^J (2.18)
\]

Next notice that if we assume that \( S^2f = 0 \) for all \( f \in C^\infty(P) \), then \([\rho_J, \rho_E] = C^M_{JE}\rho_M, [\rho_E, \rho_I] = C^M_{EI}\rho_M, [\rho_I, \rho_J] = C^M_{IJ}\rho_M \), and we have

\[
[\rho_I, [\rho_J, \rho_E]] = [\rho_I, C^M_{JE}\rho_M] = (\rho_I C^M_{JE})\rho_M + C^M_{JE}[\rho_I, \rho_M] \tag{2.19} \\
= (\rho_I C^M_{JE})\rho_M + C^M_{JE}C^K_{IM}\rho_K \tag{2.20} \\
= (\rho_I C^M_{JE} + C^M_{JE}C^K_{IM})\rho_K. \tag{2.21}
\]

It follows that

\[
[\rho_J, [\rho_E, \rho_I]] = (\rho_J C^M_{EI})\rho_M + C^M_{EI}C^K_{JM}\rho_K \tag{2.22} \\
= (\rho_J C^M_{EI} + C^M_{EI}C^K_{JM})\rho_K \tag{2.23}
\]

and

\[
[\rho_E, [\rho_I, \rho_J]] = (\rho_E C^M_{IJ})\rho_M + C^M_{IJ}C^K_{EM}\rho_K \tag{2.24} \\
= (\rho_E C^M_{IJ} + C^M_{IJ}C^K_{EM})\rho_K. \tag{2.25}
\]
It follows from this last calculation that the negative of the sum of the $K$-th components of the right hand sides of the last three equations is precisely six times the right hand side of the identity for $S^2 \omega^K$ (see (2.18)). The lemma follows.

**Corollary 3** Assume that the constraints are Bosonic and irreducible and consider the BRST differential $S$ on the complex $C[P_a] \otimes C^\infty(P) \otimes C[\eta^b]$. Since in fact $S^2 = 0$ we have that $\mathcal{G}(\rho)$ is a Lie sub-algebra of $\mathcal{X}(P)$ with generators the set of vector fields $\{\rho_I\}$ on $C^\infty(P)$.

**Corollary 4** If the constraints of a Hamiltonian system are Bosonic and irreducible, then the BRST differential is a Chevalley-Eilenberg differential on the complex $A \otimes C[\omega^I]$ where the algebra $A$ is the algebra of smooth functions on $P$ and where the free generators $\omega^I$ are called multi-ghosts instead of ghosts.

**Proof** The proof was outlined in the observations just prior to the lemma. The only gap in the argument was that we had not yet proved that $\mathcal{G}(\rho)$ is a Lie algebra which we now see is a corollary of the lemma.

There is one caveat regarding the last Corollary and that is that in our definition of a Chevalley-Eilenberg differential the complex is $A \times C[\eta^b]$ where the $\eta^b$ are free generators which are called ghosts. In the present case the $\omega^I$ are still free but the algebra $C[\omega^I]$ is a subalgebra of the algebra $C[P_a] \times C[\eta^b]$. The differential $S$ still qualifies to be called a Chevalley-Eilenberg differential however as we could merely rename the free generators $\omega^I$ and call them ghosts. We do not do this however due to the confusion which would arise preferring instead to call them multi-ghosts.

**Remark.** The longitudinal differential $d$ was initially defined “on shell”, that is to say the underlying manifold was the constraint surface $\Sigma$. Formulated on this surface the square of $d$ is zero and its cohomology in degree zero is the set of classical observables. In order to use the path integral formalism it is useful to extend the formalism “off shell”. When the longitudinal differential $d$ is extended “off shell” it no longer squares to zero and
in fact the BRST differential was constructed to repair this defect. The fact that \(d\) squares to zero “on shell” is related to the fact that the Hamiltonian vector fields \(X_a\) close under Lie brackets “on shell”. They do not close “off shell”. The fact that the BRST differential squares to zero “off shell” suggests that one should be able to supplement the vector fields \(X_a\) with other fields to obtain an integrable system which “foliates” \(P\) in such a manner that the possibly singular leaves provides the “foliation” of \(\Sigma\) provided by the Hamiltonian vector fields. We now show that this is true.

Recall that the generators \(\rho_I\) of the Lie algebra \(\mathcal{G}(\rho)\) correspond to the multi-ghosts \(\omega^I = \eta^{b_1} \cdots \eta^{b_{p+1}} P_{a_p} \cdots P_{a_1}\) where \(I\) is the multi-index \((b_1, \cdots, b_{p+1}, a_1, \cdots, a_p)\). In the case \(p = 0\) it is understood that \(\omega^I\) is simply \(\eta^a\) for some index \(b\). Thus the equation \(S(f) = (\rho_I f) \omega^I\) of Theorem 1 has the terms \((\rho_a f) \eta^a\) as certain of its summands. Recall that these terms correspond to the longitudinal differential \(d\) in the expansion

\[
S = \delta + d + s_1 + \cdots + s_n + \cdots
\]

(2.26)

of the BRST differential. Indeed for every \(f \in C^\infty(P)\),

\[
Sf = (\rho_a f) \eta^a + (\rho_I f) \omega^I + \cdots
\]

(2.27)

where \(\text{antidegree}(\omega^I) \geq 1\), and we see that \(\rho_a f\) is exactly the action of \(X_a\) on \(f\). Consequently the \(\rho_a\) are simply the Hamiltonian vector fields \(X_a\). The supplementary vector fields we require to obtain an integrable system are defined by \(X_I = \rho_I\).

As an immediate consequence of these observations we have the following theorem.

**Theorem 5** Let \(d\) be the longitudinal exterior differential which, by construction of the BRST operator \(S\) is one of the summands in the expansion of \(S\): \(S = \delta + d + s_1 + \cdots + s_n + \cdots\) where \(s_k\) is a derivation which increases the antighost degree by \(k\). The longitudinal differential \(d\) is defined in terms of the Hamiltonian vector fields \(X_i\) which form an open gauge algebra since \([X_i, X_j] \approx C_{ij}^k X_k\). Since \(S^2 = 0\), there exists extended vector fields \(X_I\) on \(P\) such that \([X_i, X_j] = C_{ij}^k X_k + C_{ij}^I X_I\), and the fields \(X_i, X_I\) define an integrable system in the sense that they generate a subalgebra \(\mathcal{G}(\rho)\) of the Lie algebra of all vector fields of \(P\).
We now determine further conditions imposed on the $\rho_K$ by the fact that $S$ is nilpotent.

Using (2.26) and the fact that $S^2 = 0$, the first three terms of the expansion of $S^2$ in terms of the anti-ghost degree yields:

\[
\begin{align*}
\delta^2 &= 0 \\
[\delta, d] &= 0 \\
d^2 &= -[\delta, s_1]
\end{align*}
\]

By a calculation similar to the one in the proof of the lemma, we have

\[
d^2 f = \frac{1}{2}([\rho_i, \rho_j] f - C_{ij}^k \rho_k f) \eta^i \eta^j
\]

and for arbitrary $f \in C^\infty(P)$

\[
[\delta, s_1] f = (\delta s_1 f + s_1 \delta f) = \delta s_1 f = \delta(\rho_{ab}^c f \eta^a \eta^b P_c)
\]

where the $\rho_{ab}^c$ are defined by the equation $s_1 f = \omega^I f = \rho_{abc} f \eta^a \eta^b P_c$ and the multi-index $I$ is $(abc)$. It follows that

\[
[\delta, s_1] f = (\rho_{ab}^c f) \eta^a \eta^b \delta P_c = - (G_c)(\rho_{ab}^c f) \eta^a \eta^b
\]

Using the three identities above and comparing (2.31) with (2.35), we have

\[
[X_j, X_i] = C_{ji}^k X_k + G_c \rho_{ij}^c
\]

Since $\omega^I$ is a derivation for each multi-index $I$ we see that each $\rho_{ij}^c$ is also a derivation on $C^\infty(P)$; we distinguish it from the derivation $\rho_k$ by referring to it as a second order derivation.

We now show how these results may be applied to Hamiltonian systems having first-class constraints restricting our remarks to the case where $P$ is $R^n$ for some positive integer $n$. We adopt the same conventions as in [9] (Page 52-53), in particular, let $G_a(a = 1, \cdots, M)$ denote the constraint functions.
of the system. Define vectors $X_a = (X^\lambda_a)$ via $X^\lambda_a = \sigma^{\lambda\mu} \partial_\mu G_a$, and observe that

$$X^\lambda_a \partial_\lambda F = X_a F = [F, G_a].$$  \hspace{1cm} (2.37)

Here the matrix of components of the antisymmetric tensor $(\sigma^{\lambda\mu})$ is the inverse of the matrix $\omega_{\mu\nu}$ of components of the symplectic structure $\omega$ on $P$. We know that if $X^\lambda_a$ corresponds to $G_a$ and $X^\lambda_b$ corresponds to $G_b$ then $[X^\lambda_a, X^\lambda_b]$ corresponds to $[G_a, G_b]$. Moreover

$$[X^\lambda_a, X^\lambda_b] = \sigma^{\lambda\mu} \partial_\mu (C^c_{ab} G_c) \hspace{1cm} (2.38)$$

$$= C^c_{ab} X^\lambda_c + G_c \sigma^{\lambda\mu} \partial_\mu C^c_{ab} \approx C^c_{ab} X^\lambda_c \hspace{1cm} (2.39)$$

Off the constraint surface, the second term on the right hand side of (2.39) does not vanish unless $\partial_\mu C^c_{ab} = 0$. Thus $X^\lambda_a (a = 1, \cdots, M)$ form a closed distribution only on shell $G_a = 0$.

For the remainder of this section we provide a detailed calculation which shows how to determine the summand $s_1$ of the expansion of the BRST operator $S$.

First we determine the action of $s_1$ on the ghosts $\eta^\alpha$. Since the vector fields $\{X_a\}$ satisfy the Jacobi identity it follows from a computation similar to the one of Lemma (2.2) that $d^2 \eta^\alpha = 0$. Combined with the facts that $d^2 = -[\delta, s_1]$ and that $s_1 \eta^\alpha$ has anti-ghost number one we have

$$0 = -(\delta s_1 + s_1 \delta) \eta^\alpha = -\delta s_1 \eta^\alpha = -\delta(C^{\alpha\beta\gamma}_{abc} \eta^\beta \eta^\gamma P_d) = (C^{d\alpha}_{abc} \eta^d \eta^\beta \eta^\gamma G_d).$$ \hspace{1cm} (2.40)

Therefore $C^{d\alpha}_{abc} \eta^d \eta^\beta \eta^\gamma G_d = 0$ and consequently we can choose $C^{d\alpha}_{abc} = 0$. It follows that $s_1 \eta^\alpha = 0$.

At this point we perform some calculations which are necessary to compute $s_1 P_a$. Since $d$ increases the ghost number by one we can write $dP_a = \eta^c C^b_{ca} P_b$ and

$$d^2 P_a = d(dP_a) = d(\eta^c C^b_{ca} P_b) = (d\eta^c) C^b_{ca} P_b - \eta^c d(C^b_{ca} P_b)$$

$$= (-\frac{1}{2} C^c_{de} \eta^d \eta^e) P_b C^b_{ca} - \eta^c (\rho_d (C^b_{ca}) \eta^d P_b + C^b_{ca} dP_b)$$

$$= -\frac{1}{2} C^c_{de} C^b_{ca} \eta^d \eta^e P_b - \rho_d (C^b_{ca}) \eta^c \eta^d P_b - C^b_{ca} \eta^c (\eta^e C^d_{eb} P_d)$$

$$\quad\quad = (-\frac{1}{2} C^c_{de} C^d_{ba} - C^b_{ca} C^d_{eb} - \rho_e (C^d_{ca})) \eta^c \eta^e P_d$$ \hspace{1cm} (2.42)
Since \( s_1 \) increases the anti-ghost number by one we can write \( s_1 P_a = C_{cda}^e \eta^c \eta^d P_e P_f \). It follows that

\[
\delta s_1 P_a = \delta(C_{cda}^e \eta^c \eta^d P_e P_f) = C_{cda}^e \eta^c \eta^d((\delta P_e) P_f - P_e \delta P_f) = C_{cda}^e \eta^c \eta^d(-G_e P_f + G_f P_e)
\]

and

\[
s_1 \delta P_a = s_1(-G_a) = -s_1 G_a = -(\rho_{cd}^e(G_a))\eta^c \eta^d P_e \eta^e P_d
\]

Thus

\[
(\delta s^1 + s^1 \delta)P_a = (2C_{cda}^e G_e - \rho_{cd}^e(G_a))\eta^c \eta^d P_e = (2C_{cda}^e G_f - \rho_{cd}^e(G_a))\eta^c \eta^d P_e
\]

Since \( d^2 = -[\delta, s^1] \), by comparing (2.43) and (2.51) we have

\[
C_{cead}^{bf} = \frac{1}{2G_f}(\rho_{ce}^d(G_a) + \rho_{e}(C_{ca}^d) + \frac{1}{2}C_{ce}^{ba}C_{ba}^{ad} + C_{ca}^{b}C_{eb}^{d})
\]

whenever \( G_f \) is not zero.

We conclude that

\[
s_1 P_a = \frac{1}{2G_f}(\rho_{ce}^d(G_a) + \rho_{e}(C_{ca}^d) + \frac{1}{2}C_{ce}^{ba}C_{ba}^{ad} + C_{ca}^{b}C_{eb}^{d})\eta^c \eta^d P_e P_f
\]

In the last few paragraphs we have uniquely determined the action of \( s_1 \) on the generators of the BRST complex. We have found that \( s_1 \) is zero on all the ghost variables and we have determined the value of \( s_1 \) on all the anti-ghosts by the last rather complicated formula. These calculations determine the value of \( s_1 \) on the entire complex by the Leibniz formula.
0.3 The Maurer-Cartan structure of BRST differential under the reducible constraints

In the last section we dealt only with irreducible constraints. In this section, we will generalize some of our results to include systems of reducible constraints. To achieve that, we introduce the concept of an $n$-reducible complex as follows.

**Definition** Let $\Omega^* = \oplus_{n=0}^{\infty} \Omega^n$ be a graded algebra and assume that $\Omega^0$ is an algebra such that $\Omega^*$ is a $\Omega^0$-module. Let $A^p = \oplus_{n=0}^{p} \Omega^n$. If $A^p$ is a finitely generated $\Omega^0$-module and each component $\Omega^k (k > p)$ is generated by $A^p$, we call the complex $\Omega^*$ a $p$th-reducible complex.

We are interested in investigating differentials on $p$th-reducible complexes. First consider some examples of $p$th-reducible complexes.

**Example 1.** Let $R^n$ be $n$-dimensional Euclidean space and $\Omega^k (R^n)$ be the space of $k$-forms. Since $R^n$ has a global coordinate chart $(x^1, \cdots, x^n)$, every $k$-form can be written as

$$\omega = \omega_{i_1 \cdots i_k} dx^{i_1} \wedge \cdots \wedge dx^{i_k}$$

(3.54)

where $\omega_{i_1 \cdots i_k}$ are smooth functions which belong to the space of 0-forms $\Omega^0 (R^n)$, and where the 1-forms $dx^1, \cdots, dx^n$ generate all differential forms in $\Omega^k (R^n)$ over $\Omega^0 (R^n)$ for $k \geq 1$. The complex $\Omega^* (R^n) = \oplus_{k=0}^{n} \Omega^k (R^n)$ is then a 1-reducible complex. An exterior differential $d$ can be defined as follows:

$$df = (\partial_i f) dx^i$$

(3.55)

$$d(dx^i) = 0$$

(3.56)

where $f \in \Omega^0 (R^n), dx^i \in \Omega^1 (R^n)$. One then extends the definition above to the entire space $\Omega^* (R^n)$ via the Leibniz formula.

**Example 2 (Chevalley-Eilenberg cohomology).** Let a pair $(d, A)$ be Chevalley-Eilenberg differential and its related complex $A = A \otimes C[\eta^1, \eta^2, \cdots]$ discussed earlier. Obviously, the graded algebra $A$ is generated by ghosts $\eta^1, \eta^2, \cdots$ over underlying algebra $A$ and consequently the complex $A$ is a 1th-reducible complex.
Example 3 (Auxiliary Differential $\Delta$). Typical $k$-th reducible complexes arise from BRST operators in case the system is subject to $(k-1)$th-reducible constraint conditions.

In BRST theory, a specific differential called the auxiliary differential $\Delta$ is introduced to deal with longitudinal differentials defined on constraint surfaces subject to higher order reducibility conditions. Let $\Sigma$ be a constraint surface and $\{\eta^{a_0}\}$ be the original ghosts (see [9] page 217-218).

Assume that $\Sigma$ is defined by constraints which satisfy $k$-th order reducibility conditions. In this case the reducibility of the constraints can be written as

$$Z^{a_{k-1}}_a Z^{a_{k-2}}_a = (-1)^{\epsilon_{a_{k-2}} \epsilon_{a_{k-2}}^{a_0}} G_{a_0}$$

(3.57)

$$k = 1, \ldots, L, \quad a_k = 1, \ldots, m_k$$

(3.58)

for some $m_k$ and appropriate functions $Z^{a_{k-1}}_a$ (see [9] page 210).

Introduce higher order ghost variables $\eta^a$ along with a differential $\Delta$ as follows:

$$\text{puregh}(\eta^{a_k}) = k + 1, \quad \epsilon(\eta^{a_k}) = \epsilon_{a_k} + k + 1$$

(3.59)

$$\Delta F = 0, \quad \Delta \eta^{a_k} = \eta^{a_{k+1}} Z^{a_k}_{a_{k+1}} (-1)^{\epsilon_{a_k} + k + 1}$$

(3.60)

where $F$ is an arbitrary function on the constraint surface. To complete the definition of the auxiliary differential $\Delta$, one needs to introduce an auxiliary grading as follows:

$$\text{aux}(z^A) = 0 = \text{aux}(\eta^{a_0}), \quad \text{aux}(\eta^{a_k}) = k$$

(3.61)

One then has that $\text{aux}(\Delta) = 1$ and that $\text{puregh}(A) = \text{aux}(A) + \text{deg}(A)$. The complex $\Omega = C^\infty(\Sigma) \otimes C[\eta^{a_0}, \eta^{a_1}, \ldots, \eta^{a_k}]$ is then a $(k+1)$th-reducible complex.

At this point, we characterize the differential on an arbitrary $n$th-reducible complex and thereby generalize Theorem 1. We adopt the convention of the left action for $d$. Obviously, a differential $d$ on a reducible complex $\Omega^*$ is uniquely and totally determined by its values on the space $A^p = \Omega^0 \oplus \bar{A}^p$ and the Leibniz rule, where $\bar{A}^p = \oplus_{n=1}^p \Omega^n$. In order to see this in more detail we first assume that the finitely generated $\Omega^0$ module $\bar{A}^p$ has a finite basis denoted by $(\omega^i_n)_{1 \leq n \leq p}$ where the sub-index means $\omega^i_n \in \Omega^n$. Notice that the basis $(\omega^i_n)$ generates all the elements of every component $\Omega^k$ for $k > p$. With
this notation, we define a differential $d$ on the space $A^p$ as follows:

$$df = (\rho^i_j f) \omega^j_i \tag{3.62}$$

$$d\omega^i_m = -\frac{1}{2} \sum_{1 \leq n \leq m} C^n_{jkn} \omega^j_{m-n+1} \omega^k_n \tag{3.63}$$

where $f \in \Omega^0$ and the $\rho^i_j$ are derivations of $\Omega^0$. If the complex $\Omega^*$ is a $1$th-reducible complex, the basis has only $\omega^i_1$ type. then the formulas (3.62) and (3.63) reduce to

$$df = (\rho^i_j f) \omega^j_i \tag{3.64}$$

$$d\omega^i_1 = -\frac{1}{2} C^n_{jki} \omega^j_1 \omega^k_1 \tag{3.65}$$

Leibniz which is analogous to the definition of the Chevalley-Eilenberg differential.

The definition of the Koszul-Tate differential $\delta$ is then modified to reflect the reducibility conditions above. In the reducible case the longitudinal differential is not nilpotent on the space of $C^\infty(\Sigma) \otimes C[\eta^a]$, but is nilpotent on the subalgebra of longitudinal forms. In order to overcome this defect, an equivalent differential $D$ is introduced such that $H^*(D) = H^*(d)$. At this point one has “differentials” $\delta$ and $D$ on the extended space $\Omega^* = C[P_{\alpha_0}, P_{\alpha_1}, \cdots] \otimes C^\infty(\Sigma) \otimes C[\eta^{\alpha_1}, \eta^{\alpha_2}, \cdots]$ and it is possible to show that exists a BRST differential $S = \delta + D + s_1 + \cdots$ defined on the complex $\Omega^*$. It can be seen that the longitudinal complex $C^\infty(\Sigma) \otimes C[\eta^a]$ and the BRST complex $\Omega^*$ are both $n$th-reducible complexes for appropriate $n$. Therefore we obtain the following generalization of Theorem 1.

**Theorem 6** If the constraints are Bosonic and reducible the BRST differential has a structure similar to that of the longitudinal differential.
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