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K-means clustering

K-means is one of the most commonly used unsupervised learning algorithms that treat the renowned clustering problem (MacQueen, 1967; Hartigan and Wong, 1979; Mokdad and Haddad, 2017). This is, by automatically partitioning the given data set into a certain number of groups selected a priori (assume k clusters). The aim of the K-means algorithm is to divide M points in N dimensions into K clusters so that the within-cluster sum of squares is minimized. Then, the initial cluster centers are iteratively refined as follows.

Each data point is assigned to its neighboring cluster centroid based on the Euclidean distance metric.

Each cluster centroid is then re-calculated to be the mean of its constituent data points. This can be achieved by minimizing an objective function known as a squared error function. It is defined as:

\[
J(v) = \sum_{i=1}^{k} \sum_{j=1}^{c(i)} (||x_i - v_j||)^2
\]

where

k: is the number of cluster centers;

c(i): is the number of data points in the \(i^{th}\) cluster;

\[||x_i - v_j||\]: is the Euclidean distance between \(x_i\) and \(v_j\);

\(v_j\): is the data points in the \(i^{th}\) cluster;

\(x_i\): is the centroid vector of the \(i^{th}\) cluster.

When there is no further change in assignment of data point to clusters, the K-means algorithm converges to the optimal solution.
Figure S1 Spatial distribution of percentage values of the day-to-day changes in surface PM$_{2.5}$ (a–c), PM$_{10}$ (d–f), SO$_2$ (g–i), NO$_2$ (j–l), and CO (m–o) concentrations following the three identified diurnal cycles within one day.
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