Classification of Building Damage Triggered by Earthquakes Using Decision Tree
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In this paper, we present a decision-tree-based approach to classify the type of building damage by using multiple-source remote sensing from both pre- and postearthquakes. Specifically, the boundary of buildings is delineated from preearthquake multiple-source satellite images using an unsupervised learning method. When building damage is classified into four types using decision tree method from postearthquake UAV images, that is, basically intact buildings, slightly damaged buildings, partially collapsed buildings, and completely collapsed buildings. Furthermore, the slightly damaged buildings are determined by the detected roof-holes using joint color and height features. Two experimental areas from Wenchuan and Ya’an earthquakes are used to verify the proposed method.

1. Introduction

A major reason for mortality in an earthquake might be the damaged buildings. The amount and grade of building damage are essential information for rescue and recovery, and they stress the importance of a rapid and reliable detection of damaged areas. For the masonry and reinforced buildings, the European Macroseismic Scale 1998 (EMS98) listed five kinds of damage grades coupled with a detailed description, that is, slight damage, moderate damage, heavy damage, very heavy damage, and destruction, and each grade gives a clear description of building damage [1]. As we know, the grade of building damage can be accurately evaluated according to field survey. However, field survey is a labour-intensive way to objectively evaluate the grade of building damage triggered by earthquakes. Fortunately, with the rapid development of spatial information technology, remote sensing imagery has become a very important way to identify and assess the damaged buildings in hard-hit areas. Recently, both satellite and aerial images have been used to detect earthquake-induced building damage because of the high spatial resolution and relatively low cost [2,3]. Different from the field survey, remote sensing imagery provides the central projection of the buildings from the hawkeye view, that is, roof information. Therefore the walls of buildings are difficult to detect from the satellite images. For example, if there are some cracks in the walls, they cannot be detected with satellite images. Therefore, the building damage classification based on remote sensing imagery is difficult to reach the same level of the accuracy as field survey. It is also difficult to construct an explicit correspondence between the building damage grades (e.g., from EMS98) and their appearance in remote sensing imagery.

In order to achieve satisfactory result in building damage detection, various damage grading schemes have been
defined according to the type of the remote sensing imagery. For instance, LiDAR data can detect many specific damage types [4], such as incline plane, heap of debris, and pancake collapses. However, in this paper, more attention would be paid to how to identify different building damage types using satellite or airplane images. According to different methods and different resolution, the damage category detected from satellite imagery can be divided into three cases: (1) The first is two grades. Saito et al. visually interpreted collapsed buildings using pre- and postseismic IKONOS images of the 2001 Gujarat earthquake [5]. Gusella et al. proposed an object-based method to quantify collapsed buildings using QuickBird images taken before and after the Bam earthquake, and an overall accuracy of 70.5% was obtained by this method [6]. Li et al. presented a method using both spectral and spatial information of QuickBird imagery to detect damaged buildings in the 2008 Wenchuan earthquake [7]. The combination of spectral and spatial features produced a better outcome compared with using spectral information alone. (2) The second is three grades. Liu et al. proposed an automatic method to detect undamaged, slightly damaged, and collapsed buildings using the regional structure and texture information from postevent IKONOS images of Bhuj earthquake [8]. Gamba et al. detected undamaged, partly collapsed, and totally collapsed buildings by comparing the normalized difference vegetation index (NDVI) and linear segments of buildings in pre- and postevent images of Tsunami earthquake [9]. Tong et al. take DSMs created from pre- and postseismic IKONOS stereo image pairs to detect noncollapsed, half-collapsed, and totally collapsed buildings of Wenchuan earthquake from both building and block levels [10]. (3) The third is more than three grades. Chesnel et al. proposed a method based on analysis of building roofs in pre- and postevent QuickBird images to detect the damaged buildings, and they used EMS98 damage scale as a reference scale [11]. Since it is difficult to detect Grade 1 and Grade 2, only intact Grade 3, Grade 4, and Grade 5 are retained. Iwasaki and Yamazaki detected mid-story collapsed buildings based on their height change estimated from shadow lengths in pre- and postevent QuickBird images, and the building damage was classified into four levels: totally collapsed (Grade 5), partially collapsed (Grade 4), surrounded by debris (Grade 3), and combined Grade 1 and Grade 2; the EMS98 damage scale is taken as a reference scale [12]. Yamazaki et al. proposed a context-based damage detection approach using a combination of edge textures, spatial relationship, and multispectral gray tone, and three damage scales are classified according to the ratio between the debris area and the building object: none (<25%), light (25%~50%), and moderate (>50%) [13].

In general, heavy damage grades such as totally collapsed category can be detected with the satellite imagery. Identification of lower damage grades remains a challenge, even with submeter resolution remote sensing data [2]. As an indispensable supplement for the satellite imagery, the UAV images can make up for the lack of satellite images in a certain extent. On one hand, the UAV imagery has significant improvement of the spatial resolution to determine the damage for a single building, which can reach the centimeter. On the other hand, 3D point clouds of the hit areas can be reconstructed based on the higher overlapping from the original UAV images [14,15].

A popular method to acquire building damage information using both pre- and postearthquake remote sensing data is change detection. Change detection approaches, including image enhancement [16] and postclassification comparison [17], identify the differences in the state of a building by observing it at different times. However, an unsupervised way is presented to detect building damage using both pre- and postearthquake remote sensing data in this paper. Specifically, at first, an unsupervised classification framework for rapid building mapping after earthquakes from preearthquake multiple heterogeneous VHR satellite images is presented, which could eliminate the need to fine-tune model parameters from one image to another. Then, the building damage is detected and classified into four types (i.e., basically intact buildings, slightly damaged buildings, partially collapsed buildings, and completely collapsed buildings) using decision tree method from postearthquake UAV images.

The remainder of this paper is organized as follows. In Section 2, the study area is introduced. In Section 3, the proposed method for rapid building detection from preearthquake heterogeneous satellite images and building damage classification from postearthquake UAV images is presented in detail. In Section 4, the experimental results are described. Finally, the discussion is drawn in Section 5.

2. Study Area

In this paper, there are two study areas, Yuxi village in Ya’an City and Zhoujiawan village in Hanwang town, as shown in Figure 1(a). Ya’an, located in the center of Sichuan in China, experienced the Ya’an earthquake with a magnitude of 7.0 on 20 April 2013. The maximum intensity of the Ya’an earthquake is IX degrees. The first study area, Yuxi village, is one of the areas most affected by the earthquake. Hanwang town, also located in Sichuan province, experienced the Wenchuan earthquake with magnitude of 8.0 on 12 May 2008. The maximum intensity of the Wenchuan earthquake is XI degrees, and the earthquake caused huge casualties and property losses. The second study area, Zhoujiawan village, is located in the junction of IX-degree and X-degree intensity zone, and the building damage is more serious. Both of the two earthquakes are located in the Longmenshan fault zone.

3. Method

3.1. Experimental Data. Preearthquake VHR satellite images and the corresponding postearthquake UAV images that covered the two study areas were obtained in this paper. Firstly, two preearthquake UAV satellite images that covered two study areas were used for building extraction, as shown in Figure 1(b). One image of an area in the Zhoujiawan village of Hanwang town was taken by the QuickBird satellite on 29 February 2008, with a size of 6500 × 6500 pixels. Another image of Yuxi village of Ya’an city was acquired on
22 January 2013 by the Pléiades satellite, with a size of 8000 × 8000 pixels. Figure 1(c) shows the magnified regions that were covered by postearthquake UAV images.

Secondly, two postearthquake UAV images that covered two study areas were used for building damage classification, as shown in Figure 2(b). After Ya’an earthquake, a total of 93 UAV images covering Yuxi village were obtained by the eight-rotor UAV with Canon 5DMARK? on 24 April, and the spatial resolution of UAV images is about 2.5 cm. After Wenchuan earthquake, a total of 151 postearthquake UAV images covering Zhoujiawan village were obtained on 29 May 2009, and the average ground spatial distance (GSD) is about 7.9 cm. For the postearthquake UAV images of two study areas, they were preprocessed with the Pix4UAV commercial software, and the orthomosaic images and 3D point clouds were derived by the Pix4UAV software. The point clouds contain height information and color information, that is, red, green, and blue. The average point densities of the point clouds in Zhoujiawan village and Yuxi village are 190 points/m² and 290 points/m², respectively.

3.2. Building Extraction from Preearthquake VHR Satellite Images. In this section, the proposed method of building damage classification using decision tree algorithm is presented. As shown in Figure 3, the building boundary is firstly extracted from preearthquake heterogeneous VHR satellite images. Within the boundaries of buildings, building damage information is classified into four types using the orthomosaic image and 3D point clouds derived from postearthquake UAV images, and the types include basically intact buildings, slightly damaged buildings, partially collapsed buildings, and completely collapsed buildings.

Before the building damage detection, building boundary needs to be extracted. In this subsection, an unsupervised method for rapid building mapping from preearthquake VHR satellite images is proposed, which could eliminate the need to fine-tune model parameters from one image to another. The proposed method of building extraction, which was called “gCRF_MBI” [18], consists of three sequential steps: (1) detection of built-up area candidates (BACs) from preearthquake satellite images, (2) extraction of the morphological features (MFs) masked by the BACs, and (3) unsupervised classification of both buildings and nonbuildings. The flowchart of building extraction from preearthquake satellite images is shown in Figure 4.

Step 1. BACs detection: The BACs are detected using spectral residual (SR) method from preearthquake satellite image. Firstly, the saliency map is derived from preearthquake satellite image using spectral residual method, and then the corresponding binary map with BACs is generated using a selection threshold [19]. The BACs are taken as basic units for feature extraction and unsupervised classification.

Step 2. MFs extraction: The morphological building index (MBI) is employed to extract morphological features of buildings from preearthquake satellite image [20]. The morphological features (MFs) of buildings...
within the BACs are extracted using the MBI algorithm, and this feature image with morphological features of buildings is called MBI image here.

**Step 3. Building extraction:** Based on the BACs, the generalized Chinese restaurant franchise (gCRF) model is expanded to fuse both panchromatic (PAN) image and MBI feature image for unsupervised learning and classification [21]. To simplify the description, PAN and MBI images are used as inputs to the gCRF model for two-level hierarchical clustering, which are local clustering and global clustering, respectively. In the global clustering, only buildings and nonbuildings are assumed. Since the morphological features imply the structural information of buildings, buildings can be identified with larger averaged MBI values.

In the earthquake disasters, multiple preearthquake satellite images might be available in a progressive way. The proposed method could also be utilized in this situation. For the sake of the simplification of description, we take two images from different sensors as an example to describe the algorithm for this situation: one image is available after the other one. It is assumed that the two images come from two

---

**Figure 2:** Two study areas and postearthquake UAV images. (a) Geographical location of the two study areas; (b) two postearthquake UAV images in Zhoujiaowan village and Yuxi village.

**Figure 3:** Flowchart of building damage classification.
different sensors, that is, QuickBird and Pléiades. Therefore, we could learn statistical models of global clusters from QuickBird image. Given a new Pléiades image, the clustering process consists of (1) local clustering using Pléiades panchromatic image and (2) allocating the global cluster label for each inferred local cluster within each candidate using the learned statistics model of global clusters. More details on building detection from heterogeneous satellite images can be found in previous study [18].

Figure 4: Flowchart of building detection from preearthquake satellite image.

3.3. Building Damage Classification Using Decision Tree Algorithm. Compared with satellite images, UAV images have two obvious advantages: First, they have higher spatial resolution, which has rich spatial details, clear geometric feature, and clear texture. Second, the UAV images have higher overlapping. 3D point cloud data can be reconstructed based on the higher overlapping from the original UAV images. It is exciting that point cloud data contain the morphological features of buildings, such as the height of buildings.

According to spectral feature of UAV images and morphological feature of the reconstructed point cloud data from the UAV images, combined with the existing building damage classification standards, building damage from postearthquake UAV images is classified into four types: basically intact buildings, slightly damaged buildings, partially collapsed buildings, and completely collapsed buildings. Within the building boundary, building damage will be detected using decision tree algorithm from postearthquake UAV images. In this section, the spectral and morphological features of four types in the UAV images are first described. Then, classification features are extracted from postearthquake UAV image. Finally, the decision tree algorithm for building damage classification is presented.

3.3.1. Characteristic Description of Building Damage in UAV Images. Since building damage classification from UAV images is different from the standard building damage grades (e.g., from EMS98), spectral and morphological features of four building damage types in this paper are first described, and we refer the reader to [22].

(1) Basically Intact Buildings. Spectral features: the roof of the buildings is intact, the distribution of brightness is clear, and the hue is regular. The texture of the roof is clear and arranged in order.

Morphological features: the buildings have clear boundaries and geometric shapes, and no rubble was accumulated around the buildings. The 3D models of the buildings were complete, and the average height of the buildings in the point cloud approximates the general height.

(2) Slightly Damaged Buildings. In fact, there are many types of slightly damaged buildings; for example, there are cracks in the walls, wall skin falls off, and tiles fall from the roofs; and these types cannot be detected from remote sensing images. The case of tiles that fell from the roofs is the most easily detected from the image. Therefore, the slightly damaged buildings refer to the case where tiles fell from the roofs in this paper, which is called “roof-holes.”

Spectral features: the roof of the buildings is basically intact, and the texture is arranged in disorder. The distribution of brightness has good homogeneity. However, the brightness of the roof-holes becomes darker than its surroundings.

Morphological features: the geometric boundary of the building is clear, but a few tiles fell from the roof. Since only a few tiles fell off, the average height of the buildings is similar to that of basically intact buildings. The 3D model is approximately completed, as shown in Figure 5(b). However, the height of the roof-holes is slightly lower than its surroundings shown in its 3D point clouds.

(3) Partially Collapsed Buildings. Spectral features: for the partially collapsed buildings, there are collapsed part and noncollapsed part. The collapsed part of the roofs shows black and messy spots in the images. The regularity of the texture in the collapsed area is destroyed, and the regularity of the texture of roof is destroyed. For the noncollapsed part of the roofs, the spectral feature is similar to that of the basically intact buildings.

Morphological features: the boundary of the buildings disappears, and the buildings do not have totally geometric shapes and linear texture. The roof of the buildings is partially collapsed. In the 3D point clouds, the average height of noncollapsed part of the buildings is still similar to that of the basically intact buildings. However, the average height of the collapsed part is much lower than that of the noncollapsed part, as shown in Figure 5(c). Therefore, the variance of the height of the buildings is larger than that of basically intact buildings.

(4) Completely Collapsed Buildings. Spectral features: the completely collapsed buildings show black and messy spots in the images. The texture of the buildings was arranged in
Figure 5: Continued.
Figure 5: UAV images and the corresponding 3D models for four building damage types. (a) Basically intact buildings; (b) slightly damaged buildings; (c) partially collapsed buildings; (d) completely collapsed buildings.
disorder, and the regularity of the texture was destroyed. The spectral feature of the completely collapsed buildings is similar to that of the collapsed part of partially collapsed buildings.

Morphological features: the boundary of the buildings disappears, and the buildings do not have totally geometric shapes. The roof of the buildings was completely collapsed, and a lot of rubble was accumulated around the buildings. In the 3D model, the average height of buildings is much lower than that of basically intact buildings, as shown in Figure 5(d).

3.3.2. Feature Extraction. Generally, the characteristics of the buildings in the remote sensing imagery are color, texture, geometric shape, and height. In order to interpret building damage class, the first is to find the most obvious image feature that could distinguish some damage class from others. In this paper, height information of buildings from 3D point clouds and the “roof-holes” detected using joint spectral and shape features from the postearthquake UAV images are employed to conduct building damage classification.

(1) Height Information of Buildings. The UAV images have very high spatial resolution, clear texture, and rich spatial details, which represent the obvious advantage for visual interpretation. Due to the abundance of spatial details in the UAV images, the buildings often have complex spectral information, and this leads to the phenomenon of “the same object with different spectrum.” Therefore, the result is not satisfactory if building damage classification is identified only based on spectral information in the UAV images. Fortunately, 3D point clouds reconstructed by the UAV images can complement the drawback. Since the height of buildings is a significant feature in determining the building damage, the judgment of the building damage classification is mainly dependent on the height information of the buildings.

In order to obtain the height of each building, 3D point clouds of each building are first extracted based on the boundary of each building. Then, 3D model of each building is reconstructed according to point clouds of each building. When the buildings were damaged due to the earthquake, the height of buildings would be changed. The change in the height of buildings could be measured by the variables of average and variance of the height. Based on the degree of change of the two variables, it is possible to determine the types of building damage, such as complete collapse, partial collapse, or noncollapse. Therefore, the average and variance of the height of buildings are the significant features in determining the building damage types.

(2) Roof-Hole Detection. For the noncollapsed buildings, it is difficult to make a distinction between slightly damaged buildings and basically intact buildings only using the height of buildings. The roof-holes can be used to identify slightly damaged buildings from basically intact buildings. The so-called “roof-hole” is detected using the Chinese restaurant franchise (CRF) model, a construction method on the hierarchical Dirichlet process. The flowchart of roof-hole detection is shown in Figure 6. The method of roof-hole detection consists of three steps, described as follows:

Step 1. Data preprocessing: The postearthquake UAV images are first processed to get orthomosaic image and gradient image, which are the input of the CRF model. The Pix4UAV software [23] is used to produce the orthomosaic image and 3D point clouds, and 3D point clouds are further processed, which produces DSM, DEM, nDSM, and the gradient image.

Step 2. CRF model: The CRF model, which could fuse two different features, is employed to detect the roof-holes. To simplify the description, the UAV image with joint color and shape features could be explained as the customer. In the metaphor of the CRF, two random processes occur when a customer enters the restaurant: (1) the customer randomly chooses to either sit at an existing table or start a new table according to the UAV image with joint color and shape features; (2) customers who sat at a table randomly select a dish to eat based on the UAV images. From the perspective of image processing, both table selection and dish selection correspond to local clustering and global clustering.

Step 3. KL divergence: The roof-holes are finally detected based on the CRF clustering result. In this case, it is done by comparing the distribution of the clustering result and the distribution of its ground truth. The similarity between two distributions is calculated based on Kullback-Leibler (KL) divergence. The most representative with high scores can be selected as the detected roof-holes. More details on roof-hole detection can be found in previous study [24].

3.3.3. Decision Tree Method. Based on building features extracted from the postearthquake UAV images, decision tree method is used to classify the building damage. Decision tree methods have long been used in machine learning and pattern recognition as efficient multilabel classifiers. Generally, a decision tree contains a root node, several internal nodes, and several leaf nodes. The leaf nodes correspond to the classification results, and the classification results correspond to the building damage types in this paper, that is, basically intact buildings, slightly damaged buildings, partially collapsed buildings, and completely collapsed buildings. Each of the internal nodes corresponds to an attribute test. The sample set contained in each node is divided into child nodes according to the results of the attribute test. The root node contains the full samples. The path from the root node to each leaf node corresponds to a decision test sequence.

It is noticed that the decision tree used in this paper does not need to conduct the attribute selection. The splitting attributes are deterministic in this paper, which are the average and variance of the height of buildings and detected roof-holes, and the order of the splitting attributes is also
determined. In this decision tree, what we need to do is to choose the appropriate thresholds for the average and variance of the height of buildings, and the thresholds are determined as follows [25].

Given sample set $D$ and the attribute $a$, assume that $a$ has $n$ different values on $D$, sorting these values from small to large, as $\{a^1, a^2, \ldots, a^n\}$.

$$T_a = \left\{\frac{a^i + a^{i+1}}{2} \mid 1 \leq i \leq n - 1\right\},$$

$$\text{Gain} (D, a) = \max_{t \in T_a} \text{Gain} (D, a, t) = \max_{t \in T_a} \text{Ent} (D)$$

$$- \sum_{D_i \in \{0, 1\}} \frac{|D_i|}{|D|} \text{Ent} (D_i),$$

where $\text{Ent} (D)$ is the information entropy of the current sample set $D$. $\text{Gain} (D, a, t)$ is the information gain of the sample set $D$ based on the division point $t$. Therefore the division point that maximizes $\text{Gain} (D, a, t)$ can be selected as the threshold of the attribute.

In this decision tree, the splitting attributes include the average of the height of the building, the variance of the height, and the detected roof-holes. The flowchart of decision tree is shown in Figure 7, and the specific process is described as follows:

1. The threshold of the average of the height of the building is learned based on the training samples. If the average of the height is less than the threshold, the building is determined to be totally collapsed. Otherwise, it belongs to other types.

2. Among other types, the threshold of the variance of the height is learned. If the variance of the height is greater than the threshold, the building is determined to be partially collapsed. Otherwise, it belongs to not collapsed buildings.

(3) For the not collapsed buildings, it is difficult to make a distinction between the slightly damaged buildings and basically intact buildings based only on the heights in the 3D model reconstructed by point clouds. In order to detect slightly damaged buildings, the roof-holes detected in previous subsection are employed to cooperate with the heights of the buildings. The detected roof-holes overlap the boundary of the buildings; if the interior of the building boundary contains the roof-holes, the building can be taken as slightly damaged building; otherwise, it belongs to basically intact buildings.

4. Result

4.1. Image Registration. In order to obtain accurate building damage information, it is necessary to match the extracted building boundary with the postearthquake UAV images. Therefore, the preearthquake VHR satellite images and the postearthquake UAV images will be performed with image registration.

To ensure the accuracy of image registration, we use the way of manual registration. For the study area of Zhoujiawan village, a total of 320 homonymy points matched the pre-earthquake QuickBird image with the postearthquake orthomosaic UAV image. Similarly, in terms of Yuxi village, a total of 120 homonymy points matched the pre-earthquake Pléiades image with the postearthquake orthomosaic UAV image. Since the ranges of the two study areas are different, the number of homonymy points is different. For example, the orthomosaic image of Zhoujiawan village covers about 1.33 km², but the residential regions only account for approximately 20% of the whole image, and most of the homonymy points focus on the residential regions. Therefore, it is believed that it is accurate for the matching of preearthquake satellite images and the post-earthquake UAV images.

4.2. Experimental Results. Three experiments are conducted in this section, and they are building extraction, roof-hole detection, and building damage classification, respectively.

4.2.1. Building Extraction. Two preearthquake VHR satellite images, that is, QuickBird and Pléiades images, covering two study areas were used in the experiment of building
4.2.2. Roof-Hole Detection. As described in Section 3.3.1, roof-holes only existed in the slightly damaged buildings. After comparing the postearthquake UAV images of the two study areas, we found that Zhoujiawan village was located in IX-degree intensity zone, and the buildings were seriously damaged, and the roof-holes in the buildings are not common. Therefore, the postearthquake UAV images of Yuxi village were used to conduct the experiment of the roof-hole detection.

The results of roof-hole detection using the proposed method and its ground truth are given in Figure 9. It is noticed that the proposed method can distinguish the roof-holes from the shadows. Although roof-holes and shadows have higher similarity in spectra, they are different in height feature. In the proposed method, the model could describe the hierarchical clustering process using UAV images with joint color and height features. Therefore, the height is a very important cue to make a distinction between roof-holes and shadows in the proposed method. In addition, the detection result of the proposed method seems to be more compact. In other words, the result of the proposed method seems to have object-oriented property. Specifically, a group of neighbor pixels called a segmentation here is regarded as a sample in the proposed method. More details on the experiments of roof-hole detection can be found in previous study [23].

4.2.3. Building Damage Classification. According to the geometric shapes of the buildings in the 3D point clouds, the buildings in the two study areas are manually classified into three types: “herringbone,” “convex,” and “rectangle,” as shown in Figure 10. In the type of “herringbone” buildings, the obvious strips exist in the whole roof of the buildings. It is worth noting that the slightly damaged buildings only occur in this type of buildings. For the “convex” buildings, there is no strip in the roofs, and the distribution of brightness is regular. It is interesting that there is a rectangle chimney on the roof, so that the whole building looks like “convex” in the 3D model. In terms of “rectangle” buildings, the distribution of brightness of the roof is regular, and it is the most common type in the buildings. It needs to notice that all of the three types of buildings exist in the study area of Yuxi village. However, there are only “herringbone” and “rectangle” buildings in Zhoujiawan village, and no “convex” buildings are found.

In the experiments, a total of 702 buildings exist in the two study areas, that is, 125 buildings in Yuxi village and 577 buildings in Zhoujiawan village. Of all the samples, 250 samples are used for model training, and others are used for accuracy analysis of classification results. Since the splitting attributes have been predetermined in this decision tree, the model only needs to train splitting thresholds for each attribute. In the decision tree, the attribute of the average of the height is firstly used, and its threshold is 3 meters. Both the two study areas are located in the rural regions, where all of buildings are of one floor. Therefore, if the average height of one building is less than 3 meters, the building is labeled as completely collapsed. Otherwise, it would be other types of buildings.

For the buildings to be determined, the attribute of the variance of the height is secondly used. Since the types of the buildings are different, such as “herringbone,” “convex,” and “rectangle” buildings, the variance thresholds for different types of buildings to determine partially collapsed buildings are different, which are shown in Figure 11. For the “herringbone” and “rectangle” buildings, there is no obvious difference in terms of the variance. Therefore, they share the same variance threshold. It means that if the variance of one building is more than 2, it is determined to be partially collapsed. Otherwise, it belongs to not collapsed buildings. However, in terms of “convex” buildings, since there is a rectangle chimney on the roof, there exist two forms of partial collapse: (1) the chimney is collapsed and (2) part of the buildings is collapsed. In the experiments, if the chimney on the roof is destroyed, the variance of the height is less than 2. When the variance is greater than 5, it implies that the second situation has occurred; that is, part of the building is collapsed. Therefore, if the variance is less than 2 or greater than 5, the building is determined to be partially collapsed. Otherwise, it belongs to not collapsed buildings.

For the not collapsed buildings, the roof-holes detected in previous section are employed to cooperate with the height attribute. The detected roof-holes overlap the boundary of the buildings; if the interior of one building contains the roof-holes, the building can be taken as slightly damaged building; otherwise, it belongs to basically intact buildings.

Figure 12 shows the results of building damage classification in Yuxi and Zhoujiawan villages, respectively. The corresponding statistical results of the two study areas are given in Table 2. For Yuxi village in Ya’an earthquake, the total of 125 buildings are determined to be 46 basically intact
buildings, 43 slightly damaged buildings, 33 partially collapsed buildings, and 3 completely collapsed buildings, which are consistent with the result of visual interpretation. There are a total of 581 buildings in Zhoujiawan village, and 4 buildings are not determined due to the lack of point clouds. Therefore, 577 buildings are determined to be 214 basically intact buildings, 171 partially collapsed buildings, and 164 completely collapsed buildings.

5. Discussion

Due to the fact that the roof-holes can be detected in Yuxi village of Ya’an earthquake, building damage classification in Yuxi village is classified into four grades, basically intact, slightly damaged, partially collapsed, and completely collapsed buildings, as shown in Figure 12(a). As a comparison, it is noticed that Zhoujiawan village is located in the junction of IX-degree and X-degree intensity zone, and the buildings are seriously damaged in Wenchuan earthquake, and the roof-holes are not been detected in this study area. Therefore, building damage classification in Zhoujiawan village is classified into only three grades, basically intact, partially collapsed, completely collapsed buildings, with no slightly damaged buildings, as shown in Figure 12(b).

In addition, the results in Zhoujiawan village have some differences with the result of visual interpretation, because the UAV images of Zhoujiawan village were obtained one year after Wenchuan earthquake, and several completely collapsed buildings were replaced by new temporary buildings. This leads to the fact that some collapsed buildings were misjudged as partially collapsed or not collapsed buildings. In addition, there exist some new buildings built on vacant lands in the postearthquake image, such as the external walls of buildings. But the vector boundaries of buildings are obtained from the preearthquake satellite images. Therefore, the new buildings shown in the postearthquake UAV image have not been considered here.

As a conclusion, a decision-tree-based approach is presented to classify the type of building damage by using pre- and postearthquakes multiple-source remote sensing in this paper. Building boundary is firstly extracted from preearthquake heterogeneous VHR satellite images, and then building damage is detected and classified into four types using decision tree algorithm from postearthquake

---

**Table 1: Quantitative evaluation of the building results from a single image and two different images.**

| Input images                  | Recall (%) | Precision (%) |
|-----------------------------|------------|---------------|
| Only QuickBird image        | 86.39      | 75.62         |
| Two different images (for QuickBird image) | 86.19      | 75.36         |
| Only Pléiades image         | 80.73      | 72.73         |
| Two different images (for Pléiades image) | 80.49      | 72.42         |

---

![Figure 8: Comparison of the proposed method with the ground truth. (a) Red polygons represent the results detected by one single image. (b) The results detected by two different images. (c) The ground truth.](image-url)
Figure 9: Comparison of the proposed method with the ground truth. (a) Red polygons represent the results detected using the proposed method. (b) The ground truth.

Figure 10: Continued.
UAV images basically intact buildings, partially damaged buildings, and completely collapsed buildings. In particular, slightly damaged buildings are determined by the detected roof-holes using joint color and height features. In order to verify the proposed method, the pre-earthquake QuickBird and Pléiades images covering two study areas are experimented to extract buildings, and the corresponding post-earthquake UAV images are used to detect building damage classification, respectively. Experimental results in the two study areas are consistent with those of visual interpretation, and the results show the validity and practicability of the proposed method.
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