Event-triggered control for a linear continuous-time system under resource constraint environment
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Abstract—This paper proposes a network-based event-triggered control for the linear system. The primary feature of the proposed event-triggered rule is to broadcast the current measurements when a pre-defined condition on input error is satisfied, which can avoid the redundant control updates from the controller to the actuator. Secondly, it provides an augmented system performance by appropriate selection of design parameters. Moreover, a continuous-time dynamic event-triggered mechanism is suggested to further improve the trade-off between resource utilization and system performance. Furthermore, the finite positive time interval between two consecutive events and the stability of the system is established. A numerical example is considered to show the effectiveness of the proposed work.

Index Terms—Networked control systems (NCSs), Event-triggered control (ETC), Event-triggered mechanism (ETM), Dynamic event-triggered mechanism (DETM).

1. Introduction

Event-triggered control (ETC) is one of the most significant methodologies to reduce the computation and communication resources, especially in networked control systems (NCSs). Different to the traditional time-triggered controller, where system information is transmitted continuously or periodically, in ETC, update of control law and transmission of data are driven by a pre-specified triggering algorithm. The key idea behind the triggering algorithm is to schedule the control task and broadcasts the system measurements when the evolution of error involving system information (mostly state measurements) exceeds some predefined threshold. Moreover, the fundamental concept of ETC was developed in [1], and the references therein.

In recent years, various triggering rules such as [1]–[6] have been investigated in literature due to its wide application in resource conservation, traffic control, packet dropouts etc. For instance, in [1], ETC updates the control law only when a certain decrease condition on Lyapunov function is guaranteed. In [2], ETC is proposed that updates the control law when a norm of state error satisfies a given mixed threshold while ensuring the asymptotic convergence of the system. In [4], [6], current measurements are transmitted and the control task is executed when a norm of estimated and measured output exceeds a well-designed threshold.

The abovementioned and most of the existing ETMs in the literature are categorized as a static event-triggered paradigm where the threshold parameter is fixed. Although the static ETC has been widely investigated in the literature, it may still lead to redundant transmission. Hence, to improve resource utilization and to further economize the network bandwidth, the threshold can be adaptively adjusted to fulfill the communication requirements while maintaining an expected performance. Some relevant works can be found in [7]–[10] where an auxiliary time-varying variable is introduced in the triggered condition. This auxiliary variable is typically considered a kind of filtered triggering signal and can enlarge the minimum inter-event time to an extent. Various adaptive ETMs are proposed in [11]–[13], whose main aim is to change the threshold adaptively as per the desired requirements.

It is noteworthy that most of the existing ETCs are based on state error, and the scheduling of the control task is decided as per the state-dependent ETMs. Since control law \( u(t) = f(x,G) \), where \( G \) is a vector of parameters, has states and a scaling factor contributed by some gain matrix \( G \). In linear case, the controller becomes \( u(t) = Gx(t) \). It may happen that change in the state does not always yield a significant change in the input; thus, the update of control law can be skipped. Similarly, despite the considerable change in the inputs, control law cannot be updated until the corresponding state-based triggered condition is satisfied. Thus, with state error, ETM either causes the redundant update of the control task or prolongs the update of the control task and thereby, degrading the control performance. Intuitively, if an input error is considered in the triggered condition, system performance can be improved by avoiding redundant updates of the control law. Hence, ideally, the event-triggered condition should be based on input as the central idea is to update control law based on need. Considering this fact, we propose a new input-based ETM. A few attempts have been made in the literature [14]–[16], where input error is considered in the triggered condition. In [14], [16], a comparison of the effectiveness between the input-based ETM and the state-based ETM is provided, where the control performance is quantified in terms of the number of
events and cost function. Different from the existing ETMs [14]–[16], in this paper, an auxiliary variable is introduced in the triggered condition, which can adjust the threshold dynamically as per the error dynamics.

In many practical applications, while scheduling control over the networks requires longer inter-event times during heavy traffic on the network. Some outstanding dynamic state-based ETCs [7], [10], [17] are reported in the literature to control the inter-event time by adjusting an auxiliary variable as per the change in system dynamics. However, control law also has a significant impact on inter-event time. Hence, considering this, in this paper, we propose an input-based dynamic ETC, which is an improved version of the existing method [7]. In the proposed triggered mechanism, some exponential terms are added into the derivative of the dynamic variable to increase the effect of these variables on system stability and to further extend the inter-event time between two consecutive events with regard to the traditional ETCs [1], [18]. In contrast to the state-based dynamic triggering mechanisms in [7]–[10], the proposed ETM can avoid the redundant updates of control law and reduce the usage of communication simultaneously, thus improves the system performance significantly. This can also be proved in the simulation by quantifying the obtained results on integral error norm.

**Notation:** For any vector \( x \in \mathbb{R}^n \), \( \|x\| := \sqrt{x^T x} \) represents its Euclidean norm. A function \( f : [0, a) \to (0, \infty), \quad a > 0 \) is said to be a class \( K \) function, if \( f \) is strictly increasing and \( f(0) = 0 \). A function \( f : [0, a) \to [0, \infty), \quad a > 0 \) is said to be a class \( K_\infty \) function if it belongs to class \( K \), and \( a = \infty \). Also \( f(m) = \infty \) if \( m \to \infty \).

### 2. Preliminaries and system description

**Lemma 1.** For any two vectors \( M_1 \in \mathbb{R}^n, M_2 \in \mathbb{R}^n \) and a scalar \( \psi > 0 \), it satisfies \( 2M_1M_2 \leq \psi M_1^TM_1 + \frac{1}{\psi} M_2^TM_2 \).

**Definition 1.** [19] Consider a system of the form
\[
\dot{x}(t) = f(x, u), \quad x \in \mathbb{R}^n, \quad u \in \mathbb{R}^m
\]
A positive function \( V(x) \) is said to be an ISS Lyapunov function if the following condition is satisfied.
\[
\dot{V}(x) \leq -\alpha_3(\|x\|) + \zeta(\|u\|)
\]
\( \alpha_3 \) and \( \zeta \) are the class \( K_\infty \) and class \( K \)-function respectively.

**Definition 2.** [18] The solutions of \( \dot{x}(t) = f(x) \) are called ultimately bounded to a region \( \omega \), if for each initial condition \( x_0 \in \mathbb{R}^n \), there exists a time \( T(x_0) \geq 0 \) such that any state trajectory of the system with initial condition \( x_0 \) satisfies \( x(t) \in \omega, \forall t \geq T(x_0) \).

In this paper, we consider a continuous LTI system
\[
\dot{x}(t) = Ax(t) + Bu(t)
\]
where \( x \in \mathbb{R}^n \) represents a state vector, \( A \in \mathbb{R}^{n \times n} \) and \( B \in \mathbb{R}^{n \times m} \) represent the state matrix and the input matrix respectively. \( u \in \mathbb{R}^m \) represents the input vector which is given by
\[
 u(t) = Gx(t) \tag{4}
\]

### 3. Dynamic Event-triggered mechanism based on control signal

This section proposes a new dynamic ETM where the error is input-dependent. However, for a better understanding of dynamic ETM, the counterpart static ETM is first introduced. Though static ETM has been widely investigated in the literature, very few works are reported where input error is considered in the triggered condition [15], [20]. Fig. 1 represents the complete mechanism of the proposed work. \( t_q \) represents the sequence of triggering instants \( \{t_q, t_{q+1}, \ldots\} \). Now introduce the error in between two consecutive triggering instants as
\[
e_u(t) := u(t_q) - u(t), \quad t \in (t_q, t_{q+1})
\tag{5}
\]
As the control input is updated at each triggering instant; therefore, error at those triggering instants are 0. Consider the current event is triggered at \( t_q \) time instant, the next event will be triggered if the following condition is satisfied.
\[
t_{q+1} = \inf\{t : t > t_q, \ (e_u(T(t)) - \sigma(a_0 + a_1e^{-bt}) > 0\}
\tag{6}
\]
where, \( a_0, a_1 \geq 0, \quad \sigma(0 < \sigma < 1) \) and \( b \), are the static design parameters. \( a_0 \) and \( a_1 \) both can never be zero at same time. As stated in the triggering rule (6), events are generated when the evolution of error reaches the threshold value \( \sigma(a_0 + a_1e^{-bt}) \). Similar kind of triggering threshold is considered in [2] where error is state-dependent.

Due to the fixed design parameters \( a_0, a_1 \) and \( \sigma \) in the triggered condition (6), the static ETM may result in a redundant transmission of the system measurements. Especially when \( a_0 \) is fixed at zero, excessive events are generated. If \( a_1 = 0 \), \( a_0 \neq 0 \), then larger value of \( a_0 \) leads to system instability. Thus for static condition (6), design parameters should be carefully chosen to preserve the satisfactory performance of the system. However, it can’t guarantee less number of events through out the time period. Therefore, from resource conservation perspective, it is better to design the threshold such that it can be

![Figure 1. Complete structure of the proposed event-triggered mechanism](Image)
dynamically adjusted as per the error dynamics as in [7], [9], [17]. In [7], [9], [17], dynamic variable depends on the system measurements and error is considered as state or output based. Different to that, in this paper we propose a dynamic ETM, where an offset variable \( \gamma(t) \) is introduced whose value depends on an auxiliary model and error \((e_u^T(t)e_u(t) - \sigma(a_0 + a_1 e^{-bt}))\). The set of event-occurrence instants for DETM is defined by

\[
t_{q+1} = \inf\{t : t > t_q, \theta(e_u^T(t)e_u(t) - \sigma(a_0 + a_1 e^{-bt})) > \gamma(t)\}
\]

where \( \theta > 0 \) is a constant. Further, \( \gamma(t) \) satisfies

\[
\dot{\gamma}(t) = -\rho \gamma(t) - \frac{\alpha}{\theta} \gamma(t)
\]

Initial condition of \( \gamma(t) \) is given by \( \gamma(0) > 0 \). \( \rho, \alpha \) are positive scalar.

**Remark 1.** Compared to the static ETM, the introduction of \( \gamma(t) \) is a central idea for the proposed dynamic ETM (7) to adjust the threshold dynamically. However, for \( \gamma(t) = 0 \), the ETM (7) becomes the static one, which can be regarded as its special case.

**Remark 2.** Due to an input-based error, redundant control updates are avoided. Also, the presence of absolute and asymptotic term \( a_0 \) and \( a_1 \) leads to a larger inter-event time compared to the existing rule [7], [9], [17].

Furthermore, some additional features of the dynamic variable \( \gamma(t) \) are presented in the following Lemma.

**Lemma 2.** For any initial condition \( \gamma(0) > 0 \), \( \gamma(t), \forall t > 0 \) always remains non-negative and is lower bounded by \( \gamma(0)e^{-(\rho + \frac{\alpha}{\theta})t} \).

**Proof 1.** Following the same procedure as mentioned in [7], [9], [17], we obtain

\[
\dot{\gamma}(t) \geq -\rho \gamma(t) - \frac{\alpha}{\theta} \gamma(t)
\]

which results

\[
\gamma(t) \geq \gamma(t_q)e^{-(\rho + \frac{\alpha}{\theta})(t-t_q)}, \ t \in (t_q, t_{q+1})
\]

Now using induction method we obtain

\[
\gamma(t) \geq \gamma(t_q)e^{-(\rho + \frac{\alpha}{\theta})(t-t_q)} \geq ... \geq \gamma(0)e^{-(\rho + \frac{\alpha}{\theta})(t)}
\]

As per assumption \( \gamma(0) > 0 \). Therefore, from the above, it is cleared that \( \gamma(t) > 0 \), this proves the Lemma.

Lemma 2 shows that the dynamic variable \( \gamma(t) > 0 \) which leads to

\[
e_u^T(t)e_u(t) - \sigma(a_0 + a_1 e^{-bt}) \geq \frac{\gamma(t)}{\theta} > 0
\]

in the dynamic triggered condition (7). Hence, it can be expected that if the current event is triggered at the same time (let \( t_q \) time instant) in both the static and dynamic strategy, then the next event-occurrence time instant for the DETM will be no less than that generated by the SETM. This can also be easily proved by the contradiction method.

### 3.1. Event-based closed-loop system

Fig. 1 depicts the complete mechanism of the proposed work, where the controller receives the state information from the sensor and sends it to the event generator. If the event-triggered condition is satisfied, then the event is generated, and the control law is updated. The actuator receives the updated value of the control input and sends it to the plant. If the event is not triggered, then the actuator sends past updated information of the control signal.

Now define the event-triggered input \( u(t_q) \) is written

\[
u(t) := u(t_q), \ t_q \leq t < t_{q+1}
\]

Using the error in (5) and event-triggered input \( u(t_q) \), the closed-loop system is represented as

\[
\begin{align*}
x(t) &= A_x(t) + B_u(t_q), \ t \in [t_q, t_{q+1}] \\
x(t) &= A_d x(t) + B e_u(t)
\end{align*}
\]

where, \( A_d = A + B G \).

### 4. System stability

In this section, the ultimate boundedness is achieved using Lemma 1, Lemma 2, and Definition 1.

**Theorem 1.** Consider the event-triggered closed loop system (14b) with controller gain \( G \), and triggering rule (7). The state trajectory \( x(t) \) of the system (14b) is uniformly ultimate bounded by the region with center at origin and has radius \( R \) as follows.

\[
R = \Delta + \sqrt{\delta}
\]

where, \( \Delta \) is an arbitrary small constant. \( \delta \) is defined by

\[
\delta := \frac{4(A_d^T P B)^T(A_d^T P B)}{\lambda_{min}(Q)}
\]

**Proof 2.** \( A_d \) is Hurwitz by design. For the given \( Q \) > 0, there exists a positive definite matrix \( P > 0 \) which is the unique solution of the following Ricatti equation

\[
A_d^T P + PA_d = -Q
\]

Consider an ISS Lyapunov candidate function \( V(x(t), \gamma(t)) \) as

\[
V(x(t), \gamma(t)) = x(t)^T P x(t) + \gamma(t)
\]

which can be represented as

\[
\lambda_{min}(P) \| x(t) \|^2 \leq x(t)^T P x(t) \leq \lambda_{max}(P) \| x(t) \|^2
\]

where \( \lambda_{min}(P) \) and \( \lambda_{max}(P) \) denote the minimum eigenvalue and maximum eigenvalue of \( P \) respectively. Now differentiating \( V(x(t), \gamma(t)) \) we have

\[
\dot{V}(x(t), \gamma(t)) = \dot{x}(t)^T P x(t) + x(t)^T P \dot{x}(t) + \dot{\gamma}(t)
\]
Using (17) and (8), \( \dot{V}(x(t), \gamma(t)) \) in (20) is simplified into

\[
\dot{V}(x(t), \gamma(t)) = x^T(t)(-Q)x(t) + 2x^T(t)A_d^T PB e_a(t) - \rho \gamma(t) + \alpha [(a_0 + a_1 e^{-t}) - e_a(t)]^T e_a(t)
\]

(21)

Using Lemma 1 and (20), \( \dot{V}(x(t), \gamma(t)) \) is further bounded by

\[
\dot{V}(x(t), \gamma(t)) \leq -\lambda_{\text{min}}(Q)x^T(t)x(t) + \psi x^T(t)x(t)
+ \frac{1}{\psi}(A_d^T PB)^T (A_d PB)e_a^T(t)e_a(t) - \rho \gamma(t)
+ \alpha [(a_0 + a_1 e^{-t}) - e_a^T(t)e_a(t)]
\]

(22)

Selecting \( \psi = \frac{\lambda_{\text{min}}(Q)}{2} \), \( \dot{V}(x(t), \gamma(t)) \) in (22) is reduced to

\[
\dot{V}(x(t), \gamma(t)) \leq -\frac{1}{2} \lambda_{\text{min}}(Q)x^T(t)x(t) + \alpha (a_0 + a_1 e^{-t})
- \rho \gamma(t) + \left[ \frac{2(A_d^T PB)^T (A_d PB)}{\lambda_{\text{min}}(Q)} - \alpha \right] e_a^T(t)e_a(t)
\]

(23)

From the triggered condition (7), we have

\[
\dot{V}(x(t), \gamma(t)) \leq -\frac{1}{2} \lambda_{\text{min}}(Q)x^T(t)x(t) + \alpha (a_0 + a_1 e^{-t})
- \rho \gamma(t) + \left[ \frac{2(A_d^T PB)^T (A_d PB)}{\lambda_{\text{min}}(Q)} - \frac{\alpha}{\theta} - \rho \right] \gamma(t)
+ \left( \frac{2(A_d^T PB)^T (A_d PB)}{\lambda_{\text{min}}(Q)} \right) (a_0 + a_1 e^{-t})
\]

(24)

Using Lemma 2, \( \gamma(t) \) in (25) is substituted by

\[
\dot{V}(x(t), \gamma(t)) \leq -\frac{1}{2} \lambda_{\text{min}}(Q)x^T(t)x(t)
+ \left[ \frac{2(A_d^T PB)^T (A_d PB)}{\theta \lambda_{\text{min}}(Q)} - \frac{\alpha}{\theta} - \rho \right] \gamma(0)e^{-(\rho + \frac{\alpha}{\theta})t}
+ \left( \frac{2(A_d^T PB)^T (A_d PB)}{\lambda_{\text{min}}(Q)} \right) (a_0 + a_1 e^{-t})
\]

(25)

Now, we can notice from (26) that the Lyapunov derivative \( \dot{V}(t) \) is strictly negative along the trajectories of the system for the region

\[
x(t)^T x(t) > \frac{2}{\lambda_{\text{min}}(Q)} \left( \frac{2(A_d^T PB)^T (A_d PB)}{\theta \lambda_{\text{min}}(Q)} - \frac{\alpha}{\theta} - \rho \right) \gamma(0)e^{-(\rho + \frac{\alpha}{\theta})t}
+ \frac{2}{\lambda_{\text{min}}(Q)} \left( \frac{2(A_d^T PB)^T (A_d PB)}{\lambda_{\text{min}}(Q)} \right) (a_0 + a_1 e^{-t})
\]

(27)

then the trajectories for some \( k > 0 \), must necessarily converge into a bounded invariant set which is the ultimate region represented by the radius as

\[
R = \frac{2}{\lambda_{\text{min}}(Q)} \left( \frac{2(A_d^T PB)^T (A_d PB)}{\lambda_{\text{min}}(Q)} \right) (a_0 + a_1 e^{-t}) + \Delta
\]

(28)

As \( t \to \infty \), \( e^{-bt} = 0 \) and \( e^{-(\rho + \frac{\alpha}{\theta})t} = 0 \). Thus, the radius \( R \) using (16) is represented by

\[
R = \Delta + (\delta)^\frac{1}{2}
\]

(29)

which implies state trajectories of the system are uniformly ultimate bounded by the region with radius \( R \) and center at origin. Furthermore, the ultimately bounded region decreases with a decrease in the design parameter \( a_0 \). This completes the proof.

**Corollary:** For \( a_0 = 0, a_1 \neq 0 \), state trajectories will asymptotically converge to the region around the equilibrium point when \( t \to \infty \).

**Theorem 2.** For the event-triggered system (14b) and the triggering rule (7), the sequence of triggering instants \( \{t_q, t_{q+1}, \ldots \} \) ensures that \( \forall t > 0 \), the minimum inter-execution time is given by

\[
\tau_{\text{min}} = \frac{1}{\Delta_1} \ln \left( \frac{\Delta_1}{\Delta_2} (a_0)^2 + 1 \right)
\]

(30)

where,

\[
\Delta_1 = \lambda_{\text{max}}(A), \quad \Delta_2 = \left( \lambda_{\text{max}}(A) + ||G|| ||B|| \right) ||u(t)||
\]

(31)

**Proof 3.** We assume matrix \( A \neq 0 \) and \( ||u(t_q)|| \neq 0 \) for the following analysis. Consider the last event is triggered at \( t = t_q^h \) instant, it can be written as

\[
\frac{d}{dt} ||e_u(t)|| \leq \frac{d}{dt} ||e_u(t)||, \quad \forall t \in [t_q, t_{q+1})
\]

(32)

and from (5), it follows that

\[
\frac{d}{dt} ||e_u(t)|| \leq \left\| \frac{d}{dt} (u(t_q) - u(t)) \right\|, \quad \forall t \in [t_q, t_{q+1})
\]

(33)
From the ETM, the next event at $t = \tau$, thus, the minimum inter-execution time is given by

$$\|\dot{e}_u(t)\| \leq \|\ddot{u}(t)\| = \|G\dot{x}(t)\|, \forall t \in [t_q, t_{q+1})$$  \hspace{1cm} (34a)

$$= \|GAx(t) + Bu(t_q)\|$$  \hspace{1cm} (34b)

$$\leq \|GAx(t)\| + \|GBu(t_q)\|$$  \hspace{1cm} (34c)

Consider the next event is triggered at $t = t_{q+1}$ time instant, inter-event time $t_{q+1} - t_q$ can be obtained from (47) as

$$t_{q+1} - t_q \geq \ln\left[\frac{\tilde{\zeta}}{\|G\|\|B\|}\right]^{\frac{1}{2}}$$  \hspace{1cm} (45)

where, $\tilde{\zeta} = \left(\frac{\gamma(0)}{\theta}e^{-(\rho + \bar{\sigma})t} + (a_0 + a_1)\right)$. For a fixed $\theta$, $\gamma(t)$, and constant scalars $\rho, \alpha$ measures how fast the system states converge to zero i.e. for larger $\sigma$, decaying rate is faster.

Thus, the minimum inter-execution time is given by $\tau_{min} = \frac{1}{\Delta_1} \ln\left(\frac{\Delta_2}{\Delta_1}(a_0)^{\frac{1}{2}} + 1\right)$. This completes the proof.

**Proposition 1.** Consider the case when $\|A\| = 0$, then $\|e_u(t)\|$ is obtained as

$$\|e_u(t)\| \leq \|G\|\|B\|(t - t_q)$$  \hspace{1cm} (43)

which further satisfies

$$\frac{\gamma(0)}{\theta}e^{-(\rho + \bar{\sigma})t} + (a_0 + a_1)\leq (\|G\|\|B\|)^2(t - t_q)^2$$  \hspace{1cm} (44)

Consider the next event is triggered at $t = t_{q+1}^{th}$ time instant, inter-event time $t_{q+1} - t_q$ can be obtained from (47) as

$$t_{q+1} - t_q \geq \ln\left[\frac{\tilde{\zeta}}{\|G\|\|B\|}\right]^{\frac{1}{2}}$$  \hspace{1cm} (48)

where, $\tilde{\zeta} = \left(\frac{\gamma(0)}{\theta}e^{-(\rho + \bar{\sigma})t} + (a_0 + a_1)\right)$. For a fixed $\theta$, $\gamma(t)$, and constant scalars $\rho, \alpha$ measures how fast the system states converge to zero i.e. for larger $\sigma$, decaying rate is faster.

**Proposition 2.** Consider the case when $\|A\| = 0$, then we obtain

$$\|\dot{e}_u(t)\| \leq \|G\|\|B\|(t - t_q)$$  \hspace{1cm} (46)

which further satisfies

$$\frac{\gamma(0)}{\theta}e^{-(\rho + \bar{\sigma})t} + (a_0 + a_1)\leq (\|G\|\|B\|)^2(t - t_q)^2$$  \hspace{1cm} (47)

Consider the next event is triggered at $t = t_{q+1}^{th}$ time instant, inter-event time $t_{q+1} - t_q$ can be obtained from (47) as

$$t_{q+1} - t_q \geq \ln\left[\frac{\tilde{\zeta}}{\|G\|\|B\|}\right]^{\frac{1}{2}}$$  \hspace{1cm} (48)

where, $\tilde{\zeta} = \left(\frac{\gamma(0)}{\theta}e^{-(\rho + \bar{\sigma})t} + (a_0 + a_1)\right)$.

### 4.1. Effectiveness of design parameters

For the given initial condition $\gamma(0)$, in this section we discuss how to chose the parameters for the triggering rule (7) so that we can improve the usage of resources.

**4.1.1. Effect of $\theta$.** (41) indicates that the minimum inter-event time increases when the value of parameter $\theta$ decreases. However, for $\theta \to 0$, we get the maximum inter-event time. For $\theta = \infty$, the lower bound of dynamic ETM is same as static ETM.

**4.1.2. Effect of $\sigma$.** For a fixed $\theta$, and constant scalars $\rho, \alpha$ and $a_0 = 0$, $\sigma$ measures how fast the system states converge to zero i.e. for larger $\sigma$, decaying rate is faster.
4.1.3. Integral performance index. We consider an integral cost index to show the effect of parameters on system performance with respect to an integral index as follows.

\[
J = \int_0^\infty \frac{du^T(t)u(t)}{dt} dt \leq \int_0^\infty \|G\|^2 \frac{d\|x(t)\|^2}{dt} dt
\] (49)

This kind of performance index is considered in [21] to show the rate of change in the control input. The above cost index shows that fluctuation in control input is less when the index value is less for the given interval. Substituting the bound on \(\|x(t)\|\) from (27), we can notice that the upper bound of \(J\) decreases when \(\theta\) increases, i.e., fluctuation in control law is less for larger \(\theta\) and thus, saves more resources.

5. Simulation results

This section presents the numerical validation of our proposed work. An example is considered from [1] for the linear continuous-time system as described by

\[
\dot{x}(t) = Ax(t) + Bu(t)
\] (50)

where,

\[
A = \begin{bmatrix} 0 & 1 \\ -2 & 3 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}
\] (51)

Consider the initial condition of states are \(x_0 = [10 \ 0]^T\). \(A\) is a state matrix and \(B\) is an input matrix. Feedback gain \(G = [1 \ -4]\). Initial condition of \(\gamma(t)\) is fixed at 0. \(a_0, a_1, \) and \(b\) are fixed at 0.003, 0.01 and 0.01 respectively. \(\sigma\) is chosen 0.1 for Table II. In this simulation, several values of \(\theta\) are considered to show its effect on inter-event time and control performance. To show the effectiveness of the proposed ETMs over the state-based ETM, we measure the system performance by integral error norm (such as integral square error (ITAE) [21]).

\[
ITAE = \int_{t_1}^{t_2} t\|e_u(t)\|^2 dt
\] (52)

Fig. 2 shows the evolution of states, and control input for the proposed ETM (7) for \(\theta = 0.9\) respectively. Fig. 3 shows the number of events for different values of \(\theta\). Note that the number of events for \(\theta = \infty\) in DETM is the same as the number of events generated by the static ETM. It can also be noticed from Fig. 3 that inter-event time is significantly increased in the case of dynamic ETM when \(\theta\) decreases. Table I shows that the proposed ETM (7) has less resource utilization than the state-based error. However, the mean inter-execution time for the proposed ETM (7) is larger than the state-based dynamic ETM. Table II shows the dynamic ETM (7) has larger mean inter-event time \(\tau\) compared to the static ETM (6) for the given values of \(a_0, a_1, \sigma\).

6. Conclusion

In this paper, an input-based dynamic event-triggered strategy has been presented. Due to the input-based error, system performance is improved by avoiding the redundant updates of control law, as shown in Table I. Also, due to introducing an auxiliary variable in the DETM, communication frequency has been reduced significantly than the static ETM, thus improving resource utilization. Inter-event time is positive for all values of \(t > 0\), which ensures that Zeno phenomena do not exist. System stability has been established using ISS criteria for the proposed triggering mechanism.
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