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ABSTRACT
In the booming video era, video segmentation attracts increasing research attention in the multimedia community. Semi-supervised video object segmentation (VOS) aims at segmenting objects in all target frames of a video, given annotated object masks of reference frames. Most existing methods build pixel-wise reference-target correlations and then perform pixel-wise tracking to obtain target masks. Due to neglecting object-level cues, pixel-level approaches make the tracking vulnerable to perturbations, and even indiscriminate among similar objects. Towards robust VOS, the key insight is to calibrate the representation and mask of each specific object to be expressive and discriminative. Accordingly, we propose a new deep network, which can adaptively construct object representations and calibrate object masks to achieve stronger robustness. First, we construct the object representations by applying an adaptive object proxy (AOP) aggregation method, where the proxies represent arbitrary-shaped segments at multi-levels for reference. Then, prototype masks are initially generated from the reference-target correlations based on AOP. Afterwards, such proto-masks are further calibrated through network modulation, conditioning on the object proxy representations. We consolidate this conditional mask calibration process in a progressive manner, where the object representations and proto-masks evolve to be discriminative iteratively. Extensive experiments are conducted on the standard VOS benchmarks, YouTube-VOS-18/19 and DAVIS-17. Our model achieves the state-of-the-art performance among existing published works, and also exhibits superior robustness against perturbations.

1 INTRODUCTION
Video Object Segmentation (VOS) is one of the most attractive video-related research problems in the multimedia area. This work focuses on the semi-supervised setting, which aims to segment one or multiple objects in a video sequence given annotated object masks of reference frames. In real-world videos, perturbations commonly exist due to signal noise, camera defocus, and fast motion. The model robustness becomes critical for real applications, especially for some safety-aware applications, such as autonomous driving.
However, existing VOS methods have seldom discussed the robustness against perturbations. According to our pilot study, the performance of current advanced models [7, 62, 63] degrade largely under simple image perturbations, as is shown in Fig. 1, especially for the scenes where multiple objects exist. Towards robust VOS, we consider two key factors that matter: 1) a robust object representation extracted from references for building correlations to the target frames; 2) a robust mask calibration process to produce pixel-wise classification conditioning on the referenced object representation.

For the representation of objects in VOS, most previous works [6, 16, 17, 28, 32, 38, 44, 50, 55, 62, 68] directly employ pixel-level features. Concretely, pixel-level matching [17] is utilized to track pixels across frames. Object-related information is only implicitly encoded in the pixel-level feature in terms of limited receptive fields. Such pixel-based representation is often error-prone, leading to noisy results, especially in the cases that similar objects co-exist [28]. Meanwhile, following the fashion of object-tracking [54], some VOS works turn to object-level representations. For instance, objects are represented as box-bounded proposals [25, 49] generated with an off-the-shelf object detector and predictions are made by correlating object proposals of the current frame with historical templates. Despite these methods can eliminate noisy predictions to some extent, fine-grained correspondences are lost, leading to inaccurate results in details.

For the mask calibration process, some recent works [38] introduce network modulation [11, 18, 39, 51] to conditionally decode the target object masks, which have already achieved successful results. Most methods [38] consider individual objects and neglect interactions between different objects, which often fail in scenes with multiple objects. We only find a recent method, AOT [63], encoding object-aware interactions using transformer-based association, which demonstrates that such kind of interactions can contribute to a large performance gain. However, AOT could not discriminate similar objects well against perturbations (Fig. 1).

To achieve the robustness of VOS, we propose a deep network that adaptively calibrates the object representation and masks. First, we introduce an adaptive object proxy representation to extract object-specific features from the reference. The new representation is constructed from multiple granularities for building robust correlations between the reference and target frames afterward. Then, prototype masks are initially generated from the calculated correlations. After that, we progressively perform the object mask calibration to refine the masks, conditioning on the learned object proxies. The mask calibration is implemented with network modulation, which performs channel-wise reweighting according to the learned conditioning weights. Different from previous methods, we also update the learned conditioning weights to discriminate each object from other co-existing ones during the mask evolving process. Thus, the object representation and mask are calibrated in an interleaving manner.

Our contributions are summarized as follows.

- We introduce an adaptive object proxy representation for referenced objects robustly, which reduces errors incurred by unstable pixel-level matching.
- We calibrate the object masks by updating object representation and masks in an interleaving manner progressively, achieving discrimination among co-existing objects.

Extensive experiments are conducted on the standard VOS benchmarks and our constructed pilot robustness benchmark. Our model not only achieves the state-of-the-art results on the standard YouTube-VOS-18/19 and DAVIS benchmarks among existing published methods, but also exhibits superior robustness under perturbations.

### 2 RELATED WORK

**Video Object Segmentation.** Early video object segmentation methods [3, 8, 23, 41, 60, 67] use online fine-tuning, calculate optical flow at high computational cost, or perform segmentation in a sequence-to-sequence manner. Recent online VOS methods [55] aim at achieving good performance while maintaining a real-time speed, which can be divided into propagation-based and matching-based models. For propagation-based models [3, 23, 41], the guidance of segmentation masks from past frames are introduced during the process of mask decoding. For matching-based models [5, 10, 17, 17, 26, 27, 30, 35, 47, 53, 62, 64, 66], an embedding space is learnt for target objects. Recently, STM-based networks [6, 16, 28, 32, 38, 44, 45, 50, 59] achieve impressive results with memory networks that memorize and read information from past frames. With adaptive object representation in multiple levels and object mask calibration for multi-object discrimination during mask decoding, our model can enhance model robustness besides better performance.

**Model Robustness.** As robustness is crucial for real-world applications with safety concerns, there is a growing trend [12, 14, 19, 21, 22, 36] to evaluate and enhance the model robustness against corruptions and perturbations. Previous study [56] suggests that adversarial perturbations on images may lead to noise in the features constructed by these networks, thus making the final prediction unstable. To reduce model fragility, many attempts have been proposed to boost the robustness of image-related tasks [52, 69]. However, there is no work to study the vulnerability of VOS models against perturbations. This work aims to fill this gap and proposes two components for the robustness enhancement of VOS models.

### 3 ADAPTIVE OBJECT CALIBRATION

**NETWORK FOR ROBUST VOS**

We propose the adaptive object calibration network, which improves the robustness of VOS from the two key factors, i.e., the object representation and mask calibration.

#### 3.1 Overview.

Fig. 2 illustrates the overview of the proposed network. Given the target frame $x_t$ and reference frames $\{x_r\}, r \in S_{ref}$ with annotated object masks $\{y_r\}$, the goal is to predict the segmentation mask for each object $i \in \{0, 1, ..., N\}$ ($i=0$ indicates the background). Our basic setting uses the first and previous frame as references, namely, $S_{ref} = \{1, t-1\}$. After extracting image features with the backbone, reference features are combined with downsampled reference masks to form basic object-specific embeddings $\{e'_r\}_{i=1}^N$. To robustly
build correlations from the reference to the target frames, we introduce an adaptive proxy representation for reference object context. The proxies convey object-specific information at multiple levels, thus reducing feature matching noise. Then, initial proto-maps \( \{\mathbf{m}_i^0\}_{i=1}^N \) of objects are generated from the calculated correlations. Afterwards, the proto-maps are progressively calibrated with condition codes \( \{\mathbf{c}_i\}_i \) with \( N_L \) iterations. In the calibration process, each condition code \( \mathbf{c}_i \) of object \( i \) evolves to be discriminative from other objects and background, and then serves as channel-wise weights to modulate proto-maps from \( \mathbf{m}_i^m \) to \( \mathbf{m}_i^\text{out} \) with the conditional decoder. The final mask \( y_t \) is obtained by merging the output of the last conditional decoder with an \( \text{argmax} \) operation.

### 3.2 Object Proxy Construction

The VOS problem is also known as mask tracking, and one of the principles is to build robust correlations from reference to target frames. The first essential step is to construct object-aware representation from the reference frames.

**Object Proxy.** We denote a representative embedding of each object as object proxy, e.g., \( p^i \in \mathbb{R}^{1 \times 1 \times C_F} \) is a proxy of object \( i \). Each pixel conveys an object proxy for later pixel-wise matching between target and reference frames.

All previous matching-based VOS methods [6, 10, 17, 28, 32, 35, 38, 44, 47, 62] employ **pixel-level** proxies, that is, each pixel conveys the feature of itself subject to the specific object mask (column 1 in Fig. 3 (b)). Let us consider the proxy map \( p^i \in \mathbb{R}^{H \times W \times C_F} \) for an object \( i \) from reference frames:

\[
p^i = [...; \mathbf{e}_r^i; ...], \quad r \in S_{\text{ref}}, \quad \mathbf{e}_r^i = \mathbf{f}_r \odot \mathbb{1}_r^i,
\]

where \( [...] \) denotes channel-wise concatenation, \( \mathbf{e}_r^i \) denotes the basic object-specific embedding, \( \mathbf{f}_r \) is the extracted feature map from the backbone, \( \mathbb{1}_r^i \) is the downsampled object-specific binary mask from \( y_r \), \( \odot \) denotes element-wise multiplication. Obviously, this representation is not robust against cases where similar objects co-exist or object appearances change drastically across frames. Besides, the effective receptive field [34] of a single pixel-level embedding could not cover large objects or backgrounds, regardless of the global context. These issues make the embedding error-prone for object-aware correlation calculation.

To represent the proxies with object-specific cues, a straightforward practice is to use the global average pooled feature of the object. However, the **object-level** representation could lose details.

Figure 3: Object proxy representation. (a) Given the image and object mask of the reference frame, we aim to obtain robust object representation for correlation calculation between the target and reference frames. (b) Object proxies are denoted as dots. For our adaptive proxy representation, we observe pixel-level embeddings can be inherently categorized into semantic clusters. Note that we only show one run of clustering here for clear visualization, while multiple runs are performed in the implementation. (c) Correlation map. Bluer means higher similarity. Pixel-level representation is vulnerable to noise, while object-level one loses details. The proposed adaptive object representation can solve such dilemma by representing an object as a set of semantically-similar proxies via clustering-based aggregation.

Figure 2: Overview of the proposed model. Given reference frames \( \{\mathbf{x}_r\} \) with annotated object masks \( \{\mathbf{y}_r\} \) and the target frame \( \mathbf{x}_t \), our goal is to predict the target mask \( \mathbf{y}_t \) for all annotated objects (\( \{0,1,2\} \) for this case). The object calibration network contains two stages, i.e., object proxy construction and object mask calibration. (a) We first construct the adaptive object-specific proxies \( p^i \) for each object \( i \) from the reference features and masks. The prototype maps \( \{\mathbf{m}_i^m\} \) are generated with the correlation between current frame feature and adaptive proxy set \( \{p^i\} \). (b) The object masks are progressively calibrated from \( \{\mathbf{m}_i^m\} \) to \( \{\mathbf{m}_i^\text{out}\} \) with condition codes \( \{\mathbf{c}_i\}_i \). Meanwhile, the condition code for a specific object evolves to be discriminative among co-existing objects. The calibrated outputs of the last iteration are merged as the final mask of all objects \( y_t \).
Adaptive Object Proxy (AOP). To address the problems with previous object representations, we propose an adaptive proxy representation, which is a learned combination of embeddings from multiple granularities. We observe that pixel-level embedding corresponding to semantics can be inherently grouped into meaningful clusters, thus we construct such proxies with clustering algorithms (we use K-Means [29] in implementation). We first cluster the pixel-level feature embeddings $e_i$ and the centroid $p_i^{r,k}$ of each cluster $c_k$, $k = 1, \ldots, K$ serves as a part of the proxy at different level. Clustering is performed in multiple runs with different cluster numbers $K \in L_{\text{clus}} = \{K_1, \ldots, K_N\}$. Thus, the proxy can represent object information at different granularities. The proxy map $p_i^{r,k}$ is produced by propagating each cluster centroid over the pixels belonging to its cluster.

We construct the final adaptive proxy representation $p_i$ of each object $i$ as the concatenated embeddings of all the object-specific adaptive proxies, namely,

$$p_i = [\ldots, p_i^{r,k}, \ldots], \quad r \in S_{\text{ref}}, K \in L_{\text{clus}}. \quad (2)$$

Accordingly, representing the objects with proxies constructed with clusters from different granularities can improve the robustness against noises compared to pixel-level ones, and also preserve more semantic details compared to object-level ones. Fig. 3 illustrates proxy representation with different levels. The pink dots in Fig. 3 (b) represents proxies. With different proxies, the calculated correlations between reference and target frames are different. While correlations from pixel-level and object-level are either noisy or over-smoothing, adaptive proxies can generate more robust correlation maps.

3.3 Object Mask Calibration

After constructing object representation from reference frames, we initialize prototype object masks (proto-map) with the correlation-based proto-map generation block. The object mask calibration process is performed progressively with $N_\text{iter}$ iterations. In each iteration, the input proto-map $m_{in}^i$ of object $i$ with the other $m_{in}^{j \neq i}$ is first used to generate the condition code $c_i$ for object $i$. $c_i$ is calibrated to be discriminative from the other objects. Then, $m_{in}^i$ is further calibrated with network modulation conditioning on $c_i$ via the conditional decoder. The overall decoded outputs $\{m_{out}^{i,j}\}_{j=1}^N$ are merged into the final predicted mask $y_i$.

Preliminaries of Network Modulation. The mask calibration is implemented by network modulation, which has already been demonstrated to be effective in existing works [61, 62, 64]. Network modulation is an operation to re-weight responses in different channels of a feature map, following the mechanism used in SE-Net [15], taking the form:

$$z_{out}^m = w_{m} z_{in}^m, \quad (3)$$

where $z_{in}^m \in \mathbb{R}^{H \times W \times 1}$ and $w^m \in \mathbb{R}$ are the $m$-th channel of feature map $z_{in} \in \mathbb{R}^{H \times W \times C}$ and object-specific weights $w \in \mathbb{R}^{1 \times 1 \times C}$ respectively. The modulation operation is defined as:

$$z_{out} = w \odot z_{in}. \quad (4)$$

where $\odot$ denotes channel-wise multiplication.

The modulation weight $w$, which we call condition code, is usually aggregated as a contextual representation. The condition code is used to calculate channel-wise modulating weight for each object in the mask calibration process. Previous methods modulate the features $f_i$ of the current frame with features $f_j$ in reference frames according to the cues (e.g., appearance, location) of the specific object, but object-wise interactions have hardly been considered, resulting in failure cases where visually similar objects co-exist. We propose a discriminative object mask calibration procedure for mask modulation where information of various objects in intermediate decoding layers is exchanged with each other, thus enhancing multi-object discrimination.

Discriminative Object Calibration (DOC). To calibrate object mask $m^i$ to be discriminative from the other $m^j \neq i$, a prerequisite is to make the condition code $c_i$ to be discriminative. Intuitively, we enhance the discrimination of $c_i$ by suppressing cues existing in the other objects, namely, by first aggregating cues from all $\{m^j\}_{j=1}^N$ and then screening out similar cues in $c_i$. The detailed operations are illustrated in Fig. 4 (a). The condition code $c_i$ is calibrated by taking the form:

$$c_i = MLP([CL_1(m_{in}^i); CL_2(\mathcal{A}(\{m_{in}^j\}_{j=1}^N) - m_{in}^i); CL_3(p^i))], \quad (5)$$

where $\mathcal{A}(\cdot)$ is an order-invariant aggregation layer for multiple inputs with a channel-wise pooling operator to aggregate object cues. Specifically, we use a channel-invariant max pooling with a $1 \times 1$ conv in the implementation. $CL_s$ denotes a Conditioning Layer block, which encodes a feature map into a vector ($H \times W$ to $1 \times 1$ in the spatial dimension). Detailed implementation is introduced.
in Section 3.4. In the discriminative object calibrator, we utilize three conditioning layer blocks $CL_1$, $CL_2$ and $CL_3$ to aggregate object information from the target object $m^t$, the other objects in the current frame $A((m^t)^{N_{ij}} \sim m^t)$ and target object in reference frames $p^t$ respectively.

Our motivation for this procedure is to incorporate discrepancy between different objects into object representation, thus reducing ambiguities between objects.

**Conditional Decoder.** We then utilize the more discriminative condition code $c^t$ to calibrate the object mask $m^t$ through the conditional decoder $θ_{dec}$. We build $θ_{dec}$ based on a modulation block adopted in [62, 65] with an additional residual block. As is shown in Fig. 4 (b), given a proto-map $m^t$ and the condition code $c^t$, the mask calibration is given by:

$$m^t_{out} = θ_{dec}(m^t_{in} + m^t_0 \otimes c^t), \quad (6)$$

We cascade $N_L$ combinations of discriminative object calibrators and conditional decoders to progressively refine and up-sample the prototype map $m^0$ for each object $i$. Besides, the proto-maps are concatenated with the low-level features of the current frame from the backbone in the second-to-last conditional decoder, introducing more fine-grained pixel-level image cues for mask calibration. As is shown in Fig. 4 (c), we can find the prototype map evolves to be more discriminative, i.e., cues of other (even similar) objects are substantially suppressed, thus producing a more accurate object mask for the target object.

### 3.4 Network Details

**Correlation-based Proto-map Generation.** Given the overall adaptive object proxy map $p^t = [\ldots; p^t_1; \ldots]$ for each object $i$ as discussed in Sec.3.2, we first calculate the similarity maps between the queries of the current feature map $f_i$ and each element $p^t_1$ separately. Then, the prototype map $m^t$ is generated by translating the concatenation of all the similarity maps and current feature map $f_i$. Formally,

$$m^t = \theta_{ms}(\varphi((\ldots ; Sim(f_i, p^t_1.; \ldots), f_i)), \quad r \in S_{ref}, K \in L_{clu} \quad (7)$$

where $θ_{ms}(\cdot)$ consists of the first two stages of bottleneck blocks in the ensemble of [62], $φ$ is a $1 \times 1$ convolution layer to project the similarity maps in the channel dimension, and $Sim(\cdot, \cdot)$ is a L2-norm-based similarity function.

**Conditioning Layer.** Conditioning Layer ($CL$) is a block in the discriminative object calibrator to calculate the condition code $c$ from a feature map $z_{in}$, taking the form:

$$CL(z_{in}) = MLP(GAP(z_{in} \odot π_β(φ(z_{in})))) \quad \pi_β(x) = \begin{cases} x & x \geq β \\ 0 & x < β \end{cases} \quad (8)$$

where $φ(\cdot)$ represents a $1 \times 1$ convolution layer with ReLU activation to project the input $z_{in}$ to a confidence map, $GAP$ denotes global average pooling. We incorporate a confidence gate $π_β$ in the conditioning layer to filter out unreliable cues in the input feature map, where $β$ is chosen as a percentile value in $φ(z_{in})$.

### 4 EXPERIMENT

To evaluate the performance and robustness of our model, we conduct experiments on both standard VOS benchmarks and our constructed perturbed benchmark.

## 4.1 Standard Benchmark

**Datasets.** We evaluate our method on two widely-used multi-object VOS benchmarks, i.e., YouTube-VOS [58] and DAVIS17 [43]. The unseen object categories make YouTube-VOS a good benchmark to measure the generalization ability of various methods. Besides, the comparison between our method and other methods on a single-object VOS benchmark DAVIS16 [42] will also be included.

**Metrics.** We adopt the evaluation metrics from DAVIS [42], i.e., the intersection-over-union (IoU) between the predicted masks and the ground-truth masks, and $F$ measures the accuracy of masks on the boundaries via bipartite matching between the boundary pixels. For both metrics, we will report the performance on seen and unseen categories as $F_s, F_a$ and $F_s, F_a$ respectively.

### 4.2 Pilot Robustness Benchmark

**Perturbed datasets.** For a type of perturbation $ε \sim E$, we can generate a perturbed dataset $D_ε = ε(D)$. Concretely, we established a pilot validation benchmark, namely YouTube-VOS-P, to evaluate VOS robustness against image perturbations based on the clean YouTube-VOS-2019 [58] validation set, which is the largest multi-object VOS dataset. In YouTube-VOS-P, we apply 6 types of perturbations on clean data for perturbed dataset construction. The perturbation set is constructed with noises [9] and blurring [31], which widely exist in real-world videos. Specifically, perturbation types include Gaussian blur with $7 \times 7$ and $9 \times 9$ kernel, salt and pepper noise with 1k or 5k points, and Gaussian noise with mean of 0 and standard deviation of 10 or 30. All perturbations are implemented with OpenCV [2].

**Robustness metrics.** Following robustness evaluation metrics commonly used in other tasks [14, 20, 21, 24, 46], we put forward two metrics for the evaluation of robustness against perturbation for a VOS model as follows.

**After-perturbation accuracy ($Q_p$).** After-perturbation accuracy $Q_p$ represents the averaged remaining overall performance after perturbation. Specifically, given all the perturbation operation $ε \sim E$, the after-perturbation accuracy is defined as

$$Q_p = \frac{1}{|E|} \sum_{\epsilon \sim E} Q_\epsilon. \quad (9)$$

**Perturbation robustness ($R_p$).** Given the performance $Q_\epsilon$ on the original clean dataset and the after-perturbation accuracy ($Q_p$) on the perturbed dataset, we can approximate the overall robustness to perturbation $R_p$ for a VOS model with the average overall performance drop, which can be formulated as

$$R_p \approx Q_\epsilon - Q_p. \quad (10)$$

Here, smaller $R_p$ indicates better robustness for a VOS model.

## 4.3 Implementation Details

We use SGD [1] with momentum 0.9 as the optimizer and use cross-entropy loss following our baseline setting [62]. For all the experiments, we set the batch size to 8. For training on YouTube-VOS, we do not use any external data. The total training iterations is 400k. We set the learning rate as 0.02 for the first half (200k) and 0.01
Table 1: Quantitative comparison on YouTube-VOS [58]. AF denotes using All-Frames (30FPS) videos instead of default (6FPS) videos. MF denotes multiple historical frames are leveraged as guidance for current frame, otherwise using the first and the previous frame. EXD denotes using external (static image transformation) data for training. MS denotes using multi-scale and flip testing in evaluation.

| Methods | AF | MF | EXD | YouTube-VOS 2018 Validation | YouTube-VOS 2019 Validation |
|---------|----|----|-----|-----------------------------|-----------------------------|
| PReM [33] | 66.9 | 71.4 | 56.5 | 75.9 | 63.7 |
| CFBI [62] | 81.4 | 81.1 | 75.3 | 85.8 | 83.4 |
| CFBI+ [64] | 82.8 | 81.8 | 77.1 | 86.6 | 85.6 |
| AOT-B [63] | ✓ | 83.2 | 82.6 | 77.3 | 87.4 |
| **Ours-Base** | ✓ | 83.6 | 82.6 | 78.3 | 87.2 |
| STM [38] | ✓ | 79.4 | 79.7 | 72.8 | 84.2 |
| LCM [16] | ✓ | 82.0 | 82.2 | 75.7 | 86.7 |
| MiVOS+ km [6] | ✓ | 82.6 | 81.1 | 77.7 | 85.6 |
| DMN-AOA [26] | ✓ | 82.7 | 82.6 | 76.7 | 87.0 |
| STCN [7] | ✓ | 83.0 | 81.9 | 77.9 | 86.5 |
| JOINT [35] | ✓ | 83.1 | 81.5 | 78.7 | 85.9 |
| AOT-L [63] | ✓ | 83.7 | 82.5 | 77.9 | 87.5 |
| **Ours-MF** | ✓ | 84.0 | 82.7 | 78.8 | 87.4 |

| Methods | AF | MF | EXD | YouTube-VOS 2018 Validation | YouTube-VOS 2019 Validation |
|---------|----|----|-----|-----------------------------|-----------------------------|
| CFBI [62] | 82.7 | 82.2 | 76.9 | 86.8 | 85.0 |
| CFBI+ [64] | 83.3 | 82.8 | 77.3 | 87.5 | 85.7 |
| **Ours-Base** | ✓ | 84.4 | 83.2 | 79.3 | 87.8 |

Table 2: Quantitative comparisons on DAVIS16 [42] and DAVIS17 [43]. FR denotes full-resolution testing, otherwise methods are tested on 480p. * denotes training with DAVIS only, otherwise with both DAVIS and YouTube-VOS.

Table 2: Quantitative comparisons on DAVIS16 [42] and DAVIS17 [43]. FR denotes full-resolution testing, otherwise methods are tested on 480p. * denotes training with DAVIS only, otherwise with both DAVIS and YouTube-VOS.

for the rest. We use the DeepLabv3+ [4] architecture with ResNet-101 [13] as the backbone of our model. For multi-scale inference, we apply a scale set of [1.0, 1.15, 1.3, 1.5] as previous works [62, 64]. For training on DAVIS [42], we finetune the model pre-trained on YouTube-VOS for 40k iterations with learning rate of 0.1 and we use both DAVIS and YouTube-VOS datasets with a sampling ratio of 2:1. An NVIDIA Linux workstation (GPU: 8× Tesla V100) is used for our experiments. Our codebase is built on PyTorch 1.8.0 [40] and reuses some components implemented in [62]. We set multi-run clustering list $L_{clus} = [1, 16, |H \times W|]$. The parameter $\beta$ used in the conditioning layer as discussed in Sec. 3.4 is 0.3 through grid search. The number of cascaded mask decoding blocks $N_j$ is set to 6.

We set two model variants for a fair comparison with previous methods: (1) **Ours-Base** is the default setting with the first and previous frame as reference, i.e., $S_{ref} = \{t-1\}$ as mentioned in Section 3.1; (2) **Ours-MF** uses multiple historical frames following [38, 63], i.e., $S_{ref} = \{1, 1 + \delta, 1 + 2\delta, 1 + 3\delta, \ldots\}, \delta = 5$.

4.4 Result on Standard VOS Benchmark

**Quantitative comparison.** The comparison between our method and other state-of-the-art methods on YouTube-VOS 2018 and YouTube-VOS 2019 validation set is shown in Table 1, which shows our model outperforms all the previous SOTA methods even without using any external data. Our method stands out under various evaluation metrics, especially on unseen categories, which demonstrates the great generalization ability of our method. The comparison on DAVIS is provided in Table 2. Our model also achieves the best performance on the challenging DAVIS17 test-dev split.

**Qualitative comparison.** Fig. 5 shows the qualitative comparison between previous SOTA methods and our model (Ours-Base) under various hard cases, and our method performs well for all these cases. The accuracy changes of different methods over time on YouTube-VOS 2019 validation set are illustrated in Fig 6. Our method has the least performance decay, demonstrating better robustness to suppress error propagation.
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4.5 Analysis on Robustness to Perturbation.

In our pilot study on VOS model robustness, the proposed perturbed VOS validation dataset, YouTube-VOS-P, is used for robustness evaluation, as introduced in Sec.4.2. Note that all the models to be evaluated are trained with clean datasets. The results under random perturbations for AOT-B [63], AOT-L [63], and STCN [7] (without using external BL30K dataset[6]) are evaluated with their official model checkpoints while CFBI [62] is retrained by us and the retrained result on the original clean dataset matches the performance reported in their paper. Experiments are averaged for 3 runs for validity. The results are summarized in Table 3 and we provide the insights and discussions as follows.

Are current VOS models robust to image perturbations? No. We notice a clear performance drop for all the VOS models investigated. Noticeably, these models are vulnerable to attack even when the input is injected with simple random Gaussian noise. Meanwhile, we can notice that the after-perturbation performance will drop largely as the severity of perturbations increases.

Does a model with higher performance on clean benchmarks guarantee better robustness against perturbations? Not sure. When making a comparison across various models, the correlation of the average overall performance (Qc) on the original clean YouTube-VOS dataset and the after-perturbation accuracy (Qp) is not clear. When making comparisons within a certain model, higher performance for one model also may not ensure stronger robustness because prediction errors and noises may be propagated during correlation calculation for VOS.

Can the proposed VOS framework help improve perturbation robustness? Yes! Our VOS framework with adaptive proxy aggregation and multi-object discrepancy discrimination mechanism stands out in the perturbed dataset setting, achieving higher after-perturbation accuracy Qp (82.3 VS. 79.4 in J&F) and better perturbation robustness Rr (1.4 VS. 1.6 in J&F) than CFBI which is our baseline model. Though our baseline is strong enough to well handle some cases with multiple similar objects on the original clean datasets, the prediction of our model is more stable and consistent under perturbations, as is shown in Fig. 7.

4.6 Ablation Study

We make a thorough analysis of various components used in our method. All the ablation studies are based on our default setting (Ours-Base) as mentioned in Section 3.1 and conducted on the YouTube-VOS 2019 validation set.

Component effectiveness study. Table 4 demonstrates the effectiveness of the proposed adaptive object proxy (AOP) representation and discriminative object calibrator (DOC) for mask decoding. The first row shows the result of our baseline method [62] which adopts pixel-level correlation and uses modulation during mask decoding.
Figure 7: Qualitative comparison between our model (Ours-Base) and the baseline model [62] on robustness against perturbations. Two models performs well on original clean videos, but our model outperforms the baseline on perturbed videos with Gaussian Noise.

Table 4: Ablation study of the proposed adaptive object proxy (AOP). Here AOP and DOC denote models using AOP or DOC only. Grid-sampling-based proxy representation (GSPR) is for comparison with AOP. The inference time is reported in multi-object FPS as previous works [62, 63] and measured on a single V100 NVIDIA GPU with batchsize = 1. The number of model parameters is reported in MB.

| Model         | F & F | F₀ | F₁ | F₂ | F₃ | FPS | Param |
|---------------|-------|----|----|----|----|-----|-------|
| Baseline[62]  | 81.0  | 80.6| 75.2| 85.1| 83.0| 3.4 | 66.1  |
| GSPR          | 82.4  | 81.6| 77.4| 85.8| 85.0| 3.3 | 66.1  |
| AOP (K=8)     | 82.8  | 82.1| 77.6| 86.5| 85.0| 3.2 | 66.1  |
| AOP (K=16, ours) | 82.9 | 82.1| 77.8| 86.4| 85.2| 3.2 | 66.1  |
| AOP (K=32)    | 82.8  | 82.2| 77.6| 86.4| 85.1| 3.2 | 66.1  |
| AOP (K=256)   | 82.2  | 81.6| 77.4| 86.0| 83.8| 3.0 | 66.1  |
| DOC (β = 0)   | 83.0  | 82.2| 77.9| 86.5| 85.4| 3.3 | 66.7  |
| DOC (β = 0.3, ours) | 83.4 | 82.1| 78.4| 86.5| 86.3| 3.3 | 66.7  |
| Ours-Base     | 83.7  | 82.3| 79.0| 86.6| 86.9| 3.2 | 66.7  |

Ablation on adaptive object proxy (AOP) representation. Compared to the commonly-used pixel-level object representation used in the baseline model, our adaptive proxy representation formed with help of clustering-based aggregation can significantly improve the overall performance, especially for unseen categories (+2.6% in F₀ and +2.2% in F₃). Meanwhile, our adaptive proxy representation also performs better than simply aggregating the features grid-to-grid to form grid-sampled proxies (GSPR). Fig. 8 illustrates the segments constructed from K-Means clustering algorithm, as we can observe, each segment corresponds to a meaningful semantic part of an object, which can be aggregated to robust proxies for further correlation calculation across frames.

Ablation on discriminative object calibrator (DOC) for mask decoding. The multi-object discrimination mechanism help boost the performance from 82.9% to 83.7% given the model with adaptive proxy representation. Meanwhile, the confidence gate of the conditioning layer in DOC can also help improve the overall performance (+0.4% in F & F) compared to the setting when disabling the confidence gate (β=0), which is owing to its de-noising mechanism to filter unreliable cues.

Complexity analysis. As is shown in the running time and model size ablation study in Table 4, compared to our baseline, our model achieves much better overall performance (83.7% vs. 81.0% in F & F) with a negligible cost of inference speed (-0.2 multi-object FPS) and model parameters (+0.6 MB).

5 CONCLUSION

Our pilot study on model robustness to perturbations for VOS reveals the fragility of current advanced methods. Towards robust VOS, we propose an end-to-end network with two tightly coupled modules to generate adaptive proxy representation and perform object mask calibration with multi-object discrimination considered. The two modules are demonstrated to help achieve a significant gain on standard VOS benchmarks and better robustness against perturbations compared to the baseline method.

Limitation and discussion. Though the performance of our adaptive proxy aggregation with non-parametric K-Means clustering is not sensitive to the number of clusters, we consider it is better to design a learning-based way to generate adaptive parts. Moreover, as perturbations in natural videos are more diverse, such as the smoke and the severe blur shown in Fig. 9, perturbation types can be extended to more diverse natural corruptions and adversarial attacks. For the robustness enhancement of VOS models, the data organization part can be further explored.
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