STABILITY CONDITIONS ON CYCLIC CATEGORIES I: BASIC DEFINITIONS AND EXAMPLES

YUCHENG LIU

Abstract. A triangulated category $\mathcal{C}$ with a canonical Bott’s isomorphism $[2] \to id$ is called a cyclic category in this paper. We give a new notion of stability conditions on a $k$-linear Krull-Schmidt cyclic category. Given such a stability condition $\sigma$, we can assign a Maslov index to each basic loop in such a category. If all Maslov indices vanish, we get $\tilde{\mathcal{C}}, \tilde{\sigma}$ as the $\mathbb{Z}$-lifts of $\mathcal{C}, \sigma$ respectively, such that $\tilde{\mathcal{C}}$ is a $\mathbb{Z}$-graded triangulated category and $\tilde{\sigma}$ is a Bridgeland stability condition on $\tilde{\mathcal{C}}$. Moreover, we showed that there is an isomorphism

$$Stab_{cyc}^0(\mathcal{C}) \cong Stab(\tilde{\mathcal{C}})/2\mathbb{Z},$$

where $Stab_{cyc}^0(\mathcal{C})$ denotes the equivalence classes of stability conditions which are deformation equivalent to $\sigma$, and $Stab(\tilde{\mathcal{C}})$ denotes the space of Bridgeland stability conditions on $\tilde{\mathcal{C}}$.

We provide some examples of stability conditions on a cyclic category. We also discuss some interesting phenomena in these examples, such as the chirality symmetry breaking phenomenon and nontrivial monodromy. The chirality symmetry breaking phenomenon involves stability conditions which can not be lifted to Bridgeland stability conditions.

1. Introduction

The phenomenon $[2] = [0]$ has a relatively long history in mathematics, and can be found in many different branches of mathematics and physics. For examples: the celebrated Tate cohomology of cyclic groups and Bott’s periodicity; in early 1980s, Eisenbud discovered that every finitely generated $S$ module admits a free resolution which will eventually become 2-periodic, where $S$ is the algebra of functions of a hypersurface with an isolated singularity (see [Eis80]); at almost the same time, people were developing the theory of cyclic homology (e.g. [Con85], [Goo85], [CQ97], [NS18]), the periodic cyclic homology played a role in such a theory; Kapustin and Li used the category of matrix factorizations to describe the D-branes in Landau-Ginzburg models by following a proposal of Kontsevich (see e.g. [KL03a], [KL03b]), which was further studied by mathematicians (e.g. [Dyc11], [DMI12], [PV12],
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we could also find the phenomenon of $[2]=[0]$ in Treumann's paper [Tre19].

On the other hand, the story of stability conditions on triangulated categories is relatively new. Motivated by Douglas’s work on D-branes and II stability (see e.g. [Dou02]), Bridgeland introduced a general theory of stability conditions on triangulated categories in [Bri07]; the theory was further studied by Kontsevich and Soibelman in [KS08].

Let $C$ be a $k$-linear triangulated category, if there exists a canonical isomorphism $\beta : [2] \cong \text{id}$ between two functors, it is easy to see that there is no $t$-structures on $C$. Hence no Bridgeland stability conditions exists on $C$ either. However, as Bridgeland stability condition can be viewed as an $\mathbb{R}$-grading refinement of a $\mathbb{Z}$-grading ($t$-structure) on a triangulated category, we expect that there exists a notion of $S^1$-grading which refines a $\mathbb{Z}/2\mathbb{Z}$-grading of a cyclic category.

Unlike on the real line, there are many homotopy non-equivalent paths to connects two points on $S^1$, so we need to introduce a new data to distinguish these paths. This new data is the degree function of a real decomposition on $C$ (see Definition 3.5 for the precise definition).

Roughly speaking, given a real decomposition on $C$ and any two indecomposable objects $E,F \in C$, we have following decomposition

$$\text{Hom}_C(E,F) = \bigoplus_{a \in \mathbb{R}} \text{Hom}_a(E,F),$$

which satisfy some natural conditions. A morphism $f \in \text{Hom}_a(E,F)$ is called a homogeneous morphism of degree $a$. We get a degree function

$$q : \{\text{Nontrivial homogeneous morphisms}\} \to \mathbb{R}.$$ 

This enables us to define the notion of connecting path (see Definition 3.10) and liftable commutative diagram (see Definition 3.12), which are the basic notion in our definitions and results. We use these notion to define what is a stability condition on a cyclic category in Section 3.

In Section 4, we define what is a basic loop and its Maslov index. This notion of Maslov index plays a similar role as its namesake in Fukaya categories. Indeed, we have the following lifting theorem.

**Theorem 1.1.** Given a stability condition $\sigma = (Q,Z,\phi,q)$ on a $k$-linear Krull-Schmidt cyclic category $C$, if the Maslov indices of all basic loops are zero. Then there are $\mathbb{Z}$-lifts of $\sigma$ and $C$, which we denote by $\tilde{\sigma}$ and $\tilde{C}$ respectively, such that $\tilde{\sigma}$ is a Bridgeland stability condition on $\tilde{C}$.

Here the data $(Z,\phi,q)$ in a stability condition $\sigma$ is called a charge triple, and in fact, the $\mathbb{Z}$-lift $\tilde{C}$ only depends on the charge triple. We say that $\tilde{C}$ is liftable with respect to a charge triple $R := (Z,\phi,q)$ if the condition in Theorem 1.1 is satisfied. Furthermore, one can define when two charge triples are deformation equivalent (see Definition 4.10). And we proved the following result in Section 4.
Proposition 1.2. Let $\mathcal{C}$ be a $k$-linear Krull-Schmidt connective cyclic category, $R_1 = (Z_1, \phi_1, q_1)$ and $R_2 = (Z_2, \phi_2, q_2)$ be two charge triples on $\mathcal{C}$. Suppose that $R_1, R_2$ are deformation equivalent and $\mathcal{C}$ is liftable with respect to $R_1$. Then $\mathcal{C}$ is also liftable with respect to $R_2$.

Moreover, if we denote the $\mathbb{Z}$-lifts of $\mathcal{C}$ with respect to $R_1, R_2$ by $\tilde{\mathcal{C}}_1$ and $\tilde{\mathcal{C}}_2$ respectively, there exists an equivalence (not canonical) $H : \tilde{\mathcal{C}}_1 \simeq \tilde{\mathcal{C}}_2$ such that the following diagram is commutative.

$$
\begin{array}{ccc}
\tilde{\mathcal{C}}_1 & \xrightarrow{H} & \tilde{\mathcal{C}}_2 \\
\downarrow{\pi_1} & & \downarrow{\pi_2} \\
\mathcal{C} & & \\
\end{array}
$$

Given a charge triple $R$ such that $\mathcal{C}$ is liftable with respect to it, a consistent choice of these equivalences in Proposition 1.2 forms a connection of $\mathbb{Z}$-lifts of $\mathcal{C}$ fibered over the set of charge triples which are deformation equivalent to $R$. Hence Theorem 1.1 and Proposition 1.2 provide us a map

$$\text{Stab}^{0\text{cyc}}(\mathcal{C}) \to \text{Stab}(\tilde{\mathcal{C}}),$$

where $\text{Stab}^{0\text{cyc}}(\mathcal{C})$ consists of stability conditions whose charge triples are deformation equivalent to $R$, and $\tilde{\mathcal{C}}$ is the associated $\mathbb{Z}$-lift of $\mathcal{C}$ with respect to $R$. We use $\text{Stab}(\tilde{\mathcal{C}})$ to denote the space of Bridgeland stability conditions on $\tilde{\mathcal{C}}$.

And a close look at this map provides us the following comparison theorem, which is proved in Section 5.

**Theorem 1.3.** There is an isomorphism

$$\text{Stab}^{0\text{cyc}}(\mathcal{C})/\simeq \to \text{Stab}(\tilde{\mathcal{C}})/2\mathbb{Z},$$

where the equivalence relation is defined in Definition 5.6 and the $2\mathbb{Z}$ action is given by $k \mapsto [k]$ for any $k \in 2\mathbb{Z}$.

However, there are many stability conditions which cannot be lifted to Bridgeland stability conditions. In Section 6, we provide some examples of stability conditions on the category of $\mathbb{Z}/3\mathbb{Z}$-equivariant matrix factorizations of $w = x^3$. In this section, we also discuss some interesting phenomena in these examples, for instance, the chirality symmetry breaking phenomenon and the non-trivial monodromy of the map from strong stability conditions to their central charges. The chirality symmetry breaking phenomenon involves stability conditions which cannot be lifted to Bridgeland stability conditions.

1.1. **Outline of this paper.** In Section 2, we briefly review some basic definitions and results of matrix factorizations. In Section 3, we firstly give some preliminary definitions, such as real decompositions, connecting paths, liftable commutative diagrams and so on. Then we give our definition of stability conditions on cyclic categories in the end of this section. In Section
4, we introduce our notion of basic loop and its Maslov index, and prove the lifting theorem in this section. In Section 5, we prove the uniqueness of Harder-Narasimhan filtration under the assumption that all Maslov indices are non-negative. Furthermore, we prove the comparison theorem. In Section 6, we give the examples of stability conditions on the category of $\mathbb{Z}/3\mathbb{Z}$-equivariant matrix factorizations of $w = x^3$. We also discuss the chirality symmetry breaking phenomenon and nontrivial monodromy in these examples.
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1.3. Notation and convention. A cyclic category, usually denoted by $\mathcal{C}$ in this paper, is always assumed to be $k$-linear, Krull-Schmidt and essentially small.

2. Matrix factorizations

2.1. Matrix Factorizations. Matrix factorizations was firstly introduced by Eisenbud in [Eis80]. It got the attention from physicists because of a proposal of Kontsevich, which suggests using them to describe the D-branes on Landau-Ginzburg model (see e.g. [KL03a] and [KL03b]). Mathematicians further studied them (see e.g. [Dyc11], [PV12], [Mur13], [Orl04], and [Orl09]). All the materials in this section are directly taken from these references.

Let us briefly recall the story of matrix factorizations. Suppose that $(R, m)$ is a regular local ring and $M$ is a finitely generated $R$-module. The famous Auslander-Buchsbaum formula is

$$pd(M) = dim(R) - depth(M).$$

In particular, if the depth of $M$ is equal to the Krull dimension of $R$, then $M$ is free.

However, if we consider a ring $S = R/w$ of hypersurface of singularity, where $w$ is singular at $m$. The Auslander-Buchsbaum formula fails, and the condition

$$depth(M) = dim(S)$$

no longer implies that $M$ is free. A module satisfying such condition is called a maximal Cohen-Macaulay module.
Given a maximal Cohen-Macaulay $S$-module $M$, we can consider $M$ as an $R$-module. Then by Auslander-Buchsbaum formula we know that there is a length 1 $R$-free resolution of $M$. Suppose the following short exact sequence

$$0 \to F^1 \xrightarrow{f} F^0 \to M \to 0$$

is the $R$-free resolution of $M$. Since multiplication by $w$ on $M$ is trivial, there exists a homotopy $g$ such that the diagram

$$
\begin{array}{ccc}
F^1 & \xrightarrow{f} & F^0 \\
\downarrow & & \downarrow \\
F^1 & \xrightarrow{g} & F^0 \\
\end{array}
$$

commutes. We use the pair $(f, g)$ to define a matrix factorization of $w$. Note that the original maximal Cohen-Macaulay $M$ is isomorphic to $\text{coker}(f)$.

Therefore, it is natural to bring up the following definition, where we assume that $R$ is a commutative ring over a field $k$ and $w \in R$ is an element.

**Definition 2.1.** A matrix factorization of the potential $w$ over $R$ is a pair

$$(E, \delta_E) = (E^0 \xrightarrow{\delta_0} E^1 \xrightarrow{\delta_1} E_0),$$

- $E = E^0 \oplus E^1$ is a $\mathbb{Z}/2$-graded finitely generated projective $R$-module, and
- $\delta_E = \begin{pmatrix} 0 & \delta_1 \\ \delta_0 & 0 \end{pmatrix} \in \text{End}^1_R(E)$ is an odd (i.e. of degree 1 $\in \mathbb{Z}/2$) endomorphism of $E$, such that $\delta_E^2 = w \cdot \text{id}_E$.

**Remark 2.2.** The map $\delta_E$ is usually called a twisted differential in the literature. We will adopt this terminology in this paper. Note that $\delta_E^2 = w \cdot \text{id}_E$ is also equivalent to $\delta_0 \delta_1 = \delta_1 \delta_0 = w \cdot I$.

In the case when $R = k[[x_1, x_2, \ldots, x_n]]$ is the ring of formal power series in $n$ variables over a field $k$, $E_0$ and $E_1$ are free $R$-modules. Moreover, $E_0$, $E_1$ are of the same rank over $R$ by the requirement $\delta_0 \delta_1 = \delta_1 \delta_0 = w \cdot I$, hence all the maps $\delta_0$, $\delta_1$ and $\delta_E$ can be represented as matrices of elements in $R$. For all explicit examples in this paper, we will take $R$ to be a ring of formal power series.

To a potential $w \in R$ we can associated a $\mathbb{Z}/2$ dg-category $MF(w) := MF(R, w)$ whose objects are matrix factorizations of $w$ over $R$. The morphisms from $\tilde{E} = (E, \delta_E)$ to $\tilde{F} = (F, \delta_F)$ are elements of the $\mathbb{Z}/2$-graded module of $R$-linear homomorphisms

$$\mathcal{H}om_w(\tilde{E}, \tilde{F}) := \text{Hom}_{\text{Mod}_R}(E, F) = \text{Hom}_{\mathbb{Z}/2-\text{Mod}_R}(E, F) \oplus \text{Hom}_{\mathbb{Z}/2-\text{Mod}_R}(E, F[1]).$$

The $\mathbb{Z}/2$-graded dg-structure is given by the following differential on $f \in \mathcal{H}om_w(\tilde{E}, \tilde{F})$

$$df = \delta_F \circ f - (-1)^{|f|} f \circ \delta_E.$$
We use 
\[ HMF(R, w) = H^0 MF(R, w) \]
to denote the associated homotopy category of \( MF(R, w) \), i.e., the space of morphisms in this category are chain maps up to homotopy. The homotopy category \( HMF(R, w) \) is naturally triangulated (see e.g. \[ Orl04 \]) with the shift functor
\[
T : (E^0 \xrightarrow{\delta_0} E^1 \xrightarrow{\delta_1} E_0) \mapsto (E^1 \xrightarrow{-\delta_1} E^0 \xrightarrow{-\delta_0} E_1).
\]

Remark 2.3. Eisenbud proved that (see \[ Eis80 \]) in the case when \((R, m)\) is a regular local ring and \( S = R/w \), where \( w \) is singular at the closed point \( m \), the functor \( \text{coker} \) induces an equivalence
\[
\text{coker} : HMF(R, w) \simto \text{MCM}(S).
\]
Here \( \text{MCM}(S) \) is the stable category of maximal Cohen-Macaulay \( S \)-modules. The objects are maximal Cohen-Macaulay modules, the morphisms are defined by
\[
\text{Hom}_S(M, M') = \text{Hom}_S(M, M')/P,
\]
where \( P \) denotes the set of \( S \)-linear homomorphisms factoring through some free \( S \)-module.

In such a case, Buchweitz proved that there is another equivalence
\[
\text{MCM}(S) \to D^b_{\text{sing}}(S),
\]
where \( D^b_{\text{sing}}(S) \) is the Verdier quotient
\[
D^b_{\text{sing}}(S) := D^b(S)/D^b_{\text{perf}}(S).
\]

Theorem 2.4. \[ DM12, Theorem 3.4 \] The pairing
\[
\text{Hom}(X, Y) \otimes_R \text{Hom}(Y, X[n]) \to k,
\]
\[
(F, G) \mapsto (-1)^{\binom{n+1}{2}} \frac{1}{n! \text{Res}_{\partial_1 w, \partial_2 w, \cdots \partial_n w}}[(tr(FG(dQ))^{n}) \partial_1 w, \partial_2 w, \cdots \partial_n w] = (-1)^{\binom{n+1}{2}} \frac{1}{n! \text{Res}_{\partial_1 w, \partial_2 w, \cdots \partial_n w}}[tr(GF(dP))^{n}]
\]
provides a homologically non-degenerate pairing on the morphism complexes of the category \( MF(R, w) \) associated to the germ of an isolated hypersurface singularity. Here \( P, Q \) are the twisted differentials of \( X \) and \( Y \) respectively.
Proof. The formula involving the twisted differential $Q$ of $Y$ is proved in [DM12], and the formula involving the twisted differential $P$ of $X$ can be proved by the same method. □

We conclude this section by briefly recalling the $G$-equivariant version of Matrix factorizations (see e.g. [PV12, Section 2.1]). Indeed, if $G$ is a finite group of automorphisms of $R$ which fixes the potential $w$, one defines the $G$-equivariant $\mathbb{Z}/2$-graded dg-category of matrix factorizations $MF_G(w)$ (and the corresponding homotopy category $HMF_G(w)$), by requiring that all modules and morphisms should be $G$-equivariant. In other words, the module $E$ in Definition 2.1 should be a $\mathbb{Z}/2$-graded finitely generated projective $R$-module equipped with a compatible $G$-action, and $\delta_E$ has to be $G$-equivariant. Morphisms between $G$-equivariant factorizations $\bar{E}$ and $\bar{F}$ should also be compatible with the action of $G$, i.e.

$$\text{Hom}_{MF_G(w)}(\bar{E}, \bar{F}) = \text{Hom}_{MF(w)}(\bar{E}, \bar{F})^G.$$ 

3. Stability conditions on cyclic categories

3.1. Bridgeland stability conditions. The theory of Bridgeland stability conditions was introduced by Bridgeland in [Bri07], motivated by Douglas’s work on D-branes and $\Pi$-stability [Dou02]. This theory was further studied by Kontsevich and Soibelman in [KS08]. In this section, we will review some basic notions in the theory of stability conditions (see [BBD82], [Bri07], [KS08] and [BLMS17]).

The first notion is $t$-structures on triangulated categories, which was firstly introduced in [BBD82].

Definition 3.1. Let $\mathcal{D}$ be an triangulated category. A $t$-structure on $\mathcal{D}$ is a pair of full subcategories $(\mathcal{D}^{\leq 0}, \mathcal{D}^{\geq 0})$ satisfying the condition (i), (ii) and (iii) below. We denote $\mathcal{D}^{\leq n} = \mathcal{D}^{\leq 0}[−n], \mathcal{D}^{\geq n} = \mathcal{D}^{\geq 0}[−n]$ for every $n \in \mathbb{Z}$. Then the conditions are:

(i) $\text{Hom}(E, F) = 0$ for every $E \in \mathcal{D}^{\leq 0}$ and $F \in \mathcal{D}^{\geq 1}$;

(ii) $\mathcal{D}^{\leq -1} \subset \mathcal{D}^{\leq 0}$ and $\mathcal{D}^{\geq 1} \subset \mathcal{D}^{\geq 0}$.

(iii) every object $E \in \mathcal{D}$ fits into an exact triangle

$$\tau^{\leq 0}E \to E \to \tau^{\geq 1}E \to \cdots$$

with $\tau^{\leq 0}E \in \mathcal{D}^{\leq 0}, \tau^{\geq 1}E \in \mathcal{D}^{\geq 1}$.

The heart of the $t$-structure is $\mathcal{A} = \mathcal{D}^{\leq 0} \cap \mathcal{D}^{\geq 0}$. It is an abelian category (see [HT07, Theorem 8.1.9]). The associated cohomology functors are defined by $H^0(E) = \tau^{\leq 0}\tau^{\geq 0}E, H^i(E) = H^0(E[i])$.

Combining this definition with Harder-Narasimhan filtrations, Bridgeland defined the notion of stability conditions on a triangulated category in [Bri07].

Definition 3.2. A Bridgeland stability condition $(\mathcal{P}, Z)$ on a triangulated category $\mathcal{D}$ consists of a group homomorphism $Z : K_0(\mathcal{D}) \to \mathbb{C}$, which
factors through a fixed group homomorphism $K_0(D) \to \Lambda$, where $\Lambda$ a lattice of finite rank. This group homomorphism is called a central charge. And full subcategories $\mathcal{P}(\phi) \in D$ for each $\phi \in \mathbb{R}$, satisfying the following axioms:

(a) if $E \in \mathcal{P}(\phi)$ is a nonzero object, then $Z(E) = m(E)exp(i\pi \phi)$ for some $m(E) \in \mathbb{R}_{>0}$,

(b) for all $\phi \in \mathbb{R}$, $\mathcal{P}(\phi + 1) = \mathcal{P}(\phi)[1]$,

(c) if $\phi_1 > \phi_2$ and $A_j \in \mathcal{P}(\phi_j)$ then $Hom_D(A_1, A_2) = 0$,

(d) for every $0 \neq E \in D$ there exist a finite sequence of real numbers $\phi_1 > \phi_2 > \cdots > \phi_m$ and a sequence of morphisms

$$0 = E_0 \xrightarrow{f_1} E_1 \xrightarrow{f_2} \cdots \xrightarrow{f_m} E_m = E$$

such that the cone of $f_j$ is in $\mathcal{P}(\phi_j)$ for all $j$.

**Remark 3.3.** (i) If we allow $m(E)$ to be 0 for $\phi \in \mathbb{Z}$ in (a), then the pair $(\mathcal{P}, Z)$ is called a weak stability condition. In [KS08], the authors require the pair $(\mathcal{P}, Z)$ to satisfy one extra condition (support property) to be a stability condition. We do not include this condition because it is not needed in this paper.

(ii) This notion of Bridgeland stability conditions is categorical. Indeed, suppose that $H : D_1 \to D_2$ is an exact equivalence between two triangulated categories, and $\sigma = (\mathcal{P}, Z)$ is a Bridgeland stability condition on $D_2$. Then we have a Bridgeland stability condition $H^*\sigma = (H^*\mathcal{P}, H^*Z)$ on $D_1$, which is defined in the following way:

- $H^*\mathcal{P}(\phi) = \{E | H(E) \in \mathcal{P}(\phi)\}$, for any $\phi \in \mathbb{R}$.

- $H^*Z(E) = Z(H(E))$ for any $E$ in $D_1$.

It is easy to check this is a Bridgeland stability condition on $D_1$.

The data $\mathcal{P}$ of full subcategories $\mathcal{P}(\phi)$ is called a slicing on $D$, a slicing can be viewed as a refinement of a $t$-structure on a triangulated category. Indeed, one can easily check that a slicing on $D$ gives us a lot of $t$-structures on $D$: for any $\phi \in \mathbb{R}$, we have a $t$-structure $(\mathcal{P}(> \phi - 1), \mathcal{P}(\leq \phi))$ on $D$.

In particular, we get a heart $\mathcal{P}(0, 1] = \mathcal{P}(> 0) \cap \mathcal{P}(\leq 1)$. Hence, a stability condition $(\mathcal{P}, Z)$ gives us a pair $\mathcal{A}$, $Z$, where $\mathcal{A}$ is an abelian category. This construction results in an equivalent definition of stability conditions (see [Bri07 Proposition 5.3]).

In this paper, we are interested in the triangulated categories with the special property $[2] \simeq [0]$. Hence we have the following definition.

**Definition 3.4.** A triangulated category $\mathcal{C}$ is called a cyclic category if there is canonical isomorphism between two functors

$$\beta : [2] \simeq id.$$ 

We usually call $\beta$ a Bott’s isomorphism.
It is easy to see that there exist no $t$-structures on any nontrivial cyclic categories. Indeed, assume that there is a $t$-structure on $\mathcal{C}$. Then $[1] \simeq [-1]$ implies that $id_{A[1]} \in \text{Hom}(A[1], A[1]) \simeq \text{Hom}(A[1], A[-1]) = 0$ for any object $A$ in the heart, which implies that the heart is trivial. As a slicing is a refinement of a $t$-structure, any nontrivial cyclic categories do not admit any Bridgeland stability conditions.

However, if one intuitively think a slicing as a helix parametrization of the structure of a triangulated category, one would expect to have the notion of $S^1$-gradings on cyclic categories, which is a circle parametrization of the structure of a cyclic category (see Figure 1 for this intuition).

An $S^1$ grading for a cyclic category.

A helix grading for a triangulated category.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image.png}
\caption{A helix grading for a triangulated category. An $S^1$ grading for a cyclic category.}
\end{figure}

3.2. Real decompositions and liftable commutative diagrams. To make this intuition precise, we need to do some preliminary work.

From here on, we will assume that the $k$-linear cyclic category $\mathcal{C}$ is Krull-Schmidt, i.e. every object decomposes into direct sum of indecomposable objects in a unique way up to isomorphism, and the endomorphism ring of an indecomposable object is local.
Definition 3.5. Let $C$ be a $k$-linear Krull-Schmidt cyclic category. We say that $C$ admits a real decomposition if every space $\text{Hom}_{C}(E,F)$ admits a grading by $\mathbb{R}$, i.e.

$$\text{Hom}_{C}(E,F) = \bigoplus_{a \in \mathbb{R}} \text{Hom}_{a}(E,F)$$

for any two indecomposable objects $E, F \in C$. And these gradings should satisfy the following conditions.

1. For any morphism $f \in \text{Hom}_{a}(E,F)$, we also have $f[1] \in \text{Hom}_{a}(E[1],F[1])$.
2. For any two morphisms $f, g$ with

$$f \in \text{Hom}_{a}(E,F), \ g \in \text{Hom}_{b}(F,G),$$

we have

$$g \circ f \in \text{Hom}_{(a+b)}(E,G).$$

3. For any indecomposable object $E \in C$, the morphisms $id_{E} \in \text{Hom}_{0}(E,E)$ and $\beta_{E} \in \text{Hom}_{0}(E[2],E)$.
4. A morphism $f \in \text{Hom}_{a}(E,F)$ is called a homogeneous morphism of degree $a$. For any isomorphism $f$, if $f$ is homogeneous, its degree is 0.

This decomposition also defines a function

$$q : \{\text{Nontrivial homogeneous morphisms}\} \to \mathbb{R},$$

which sends a nontrivial homogeneous morphism to its degree. The function $q$ is called the degree function associated with the real decomposition of $C$.

Remarks 3.6. (i) The degree function $q$ is also called $R$-charge of homogeneous morphism in physics literature (see e.g. [Wal05]). The real decomposition endows a graded local algebra structure on $\text{Hom}_{C}(E,E)$ for any indecomposable object $E \in C$, and a graded $\text{Hom}_{C}(E,E) - \text{Hom}_{C}(F,F)$ bimodule structure on $\text{Hom}_{C}(E,F)$ for any two indecomposable objects $E,F$.

(ii) If $C$ is just a $k$-linear Krull-Schmidt category, we can define a similar notion of $G$-decomposition, where $G$ is an arbitrary group instead of $\mathbb{R}$. In this case, we only need the decomposition to satisfy conditions (2) and (4) in Definition 3.5. And all the results in this subsection holds in this generality.

We have the following lemma from the definition of real decomposition.

Lemma 3.7. If $C$ admits a real decomposition and $E,F$ are two isomorphic indecomposable objects, then there exists an isomorphism $f \in \text{Hom}_{0}(E,F)$. And $f$ induces an isomorphism between $\mathbb{R}$-graded vector spaces

$$\text{Hom}_{C}(F,G) \xrightarrow{\circ f} \text{Hom}_{C}(E,G).$$

Proof. Since $C$ is Krull-Schmidt. The sum of two non-invertible morphisms in $\text{Hom}(E,F)$ is still not invertible. Hence any isomorphism must have a homogeneous summand $f$ which is also an isomorphism. By condition (4) in Definition 3.5, $f$ is of degree 0. Condition (2) in Definition 3.5 implies the lemma.
Remark 3.8. Take $G$ to be $E$ in the lemma, we get that $f^{-1}$ is also a homogeneous morphism of degree 0.

Given a real decomposition of $C$, we can define quasi-homogeneous morphisms and liftable quasi-homogeneous morphisms.

**Definition 3.9.** Suppose a morphism $f : A \to B$ can be written in the following way

$$f : \bigoplus_{i=1}^{l} A_i \to \bigoplus_{j=1}^{m} B_j,$$

where $A_i, B_j$ are nontrivial indecomposable objects for all $i, j$. Then $f$ is called quasi-homogeneous if all its direct summand $f_{ji} : A_i \to B_j$ are homogeneous morphisms for arbitrary $i, j$.

We also need the following terminology to define liftable quasi-homogeneous morphisms.

**Definition 3.10.** (1) Given a real decomposition on $C$, we call the following diagram

$$E_0 \xrightarrow{f_0} E_1 \xleftarrow{f_1} \cdots \xrightarrow{f_{n-1}} E_n$$

a connecting path from $E_0$ to $E_n$ if $E_i$ is an indecomposable object for any $0 \leq i \leq n$ and $f_j$ is a nontrivial homogeneous morphism in either $Hom_C(E_j, E_{j+1})$ or $Hom_C(E_{j+1}, E_j)$ for any $0 \leq j \leq n - 1$. We usually use $l$ to denote a connecting path, and let

$$q(l) := \sum_{i=0}^{n-1} \text{Sign}(f_i) q(f_i),$$

where

$$\text{Sign}(f_i) = \begin{cases} 
1, & \text{if } f_i \in Hom_C(E_i, E_{i+1}); \\
-1, & \text{if } f_i \in Hom_C(E_{i+1}, E_i).
\end{cases}$$

In the special case when $E_0 = E_n$, we say that $l$ is a connecting loop. A connecting path $l$ is called simple if it contains no connecting loops.

(2) The cyclic category $C$ is called connective if for any two indecomposable objects $E, F$, there exists a connecting path between them.

(3) Let $D$ be a commutative diagram in $C$, if all the morphisms in $D$ are quasi-homogeneous. One could say that a connecting path

$$l : E_0 \xrightarrow{f_0} E_1 \xleftarrow{f_1} \cdots \xrightarrow{f_{n-1}} E_n$$

is in $D$ if any homogeneous morphism $f_i$ is a homogeneous direct summand of a quasi-homogeneous morphism in that commutative diagram.

**Remarks 3.11.** (1) The degree of a connecting path depends on its direction. Indeed, a connecting path $l$ from $E$ to $F$ can also be viewed as a connecting path from $F$ to $E$, which we denote it by $\bar{l}$. We have

$$q(l) = -q(\bar{l}).$$

(2) The property of being connective is independent of the real decomposition, it is a property of the category $C$ itself.
(3) For any commutative diagram $D$ in $C$, there is an associated directed graph $G(D)$ whose vertices are objects in $D$, and edges are the morphisms in $D$. We are only interested in commutative diagrams whose associated graph is simple, i.e. with neither self loops nor multiple edges. So every commutative diagram in this paper is assumed to be of such kind.

All diagrams below are assumed to be in a $k$-linear Krull-Schmidt cyclic category $C$ which admits a real decomposition. We introduce two special kinds of such commutative diagrams.

**Definition 3.12.** Let $D$ be a commutative diagram in $C$. We say that $D$ is liftable if the following conditions are satisfied:

1. All the morphisms in $D$ are quasi-homogeneous.
2. For any connecting loop $l$ in $D$, we have $q(l) = 0$.

A commutative diagram $D$ is called locally liftable, if for every simply connected sub-diagram $D' \subset D$, we have that $D'$ is liftable.

A liftable commutative diagram $D$ is called connective, if for any two nontrivial indecomposable summands $A, B$ of the objects in $D$, there is a connecting path $l : A \to B$ in $D$.

**Remarks 3.13.** (1) A sub-diagram in $D$ is a commutative diagram $D'$ whose associated graph $G(D')$ is a sub-graph of $G(D)$, and $D'$, $D$ share the same object and morphism over the same vertex and edge respectively. The sub-diagram is called simply connected if the associated graph $G(D')$ is simply connected.

(2) Let $D$ be a liftable commutative diagram and $f : \bigoplus_{i=1}^l A_i \to \bigoplus_{j=1}^m B_j$ be a quasi-homogeneous morphism in $D$. We can define a degree matrix $q(f)$ of $f$ in $D$. Indeed, if there exists a connecting path $l$ from $A_i$ to $B_j$ in $D$, we define the $ji$-th entry of $q(f)$ to be $q(l)$. Otherwise, this entry is not defined.

Note that the degree matrix $q(f)$ depends on the liftable commutative diagram $D$. We suppress this dependence in the notation.

**Example 3.14.** Let

$$f = \begin{pmatrix}
  f_{11} & \cdots & f_{1l} \\
  \cdots & \cdots & \cdots \\
  f_{m1} & \cdots & f_{ml}
\end{pmatrix}$$

be a liftable homogeneous morphism. If moreover $f$ is connective, i.e. for arbitrary $1 \leq i \leq l, 1 \leq j \leq m$, there exist a connecting path from $A_i$ to $B_j$. Every entry in the degree matrix $q(f)$ is well-defined, and if we denote

$$R(f) := \begin{pmatrix}
  \exp(2\pi i \cdot q(f)_{11}) & \cdots & \exp(2\pi i \cdot q(f)_{1l}) \\
  \cdots & \cdots & \cdots \\
  \exp(2\pi i \cdot q(f)_{m1}) & \cdots & \exp(2\pi i \cdot q(f)_{ml})
\end{pmatrix}.$$ 

It is easy to show that the matrix $R(f)$ is of rank 1. We usually call $R(f)$ the $R$-matrix of $f$ when $f$ is a connective liftable quasi-homogeneous morphism.
We have the following simple lemma.

**Lemma 3.15.** For any chain $D$ of quasi-homogeneous morphisms

$$A_0 \xrightarrow{f_0} A_1 \xrightarrow{f_1} \cdots \xrightarrow{f_{n-1}} A_n.$$  

If the chain $D$ is liftable, the following commutative diagram

$$
\begin{array}{ccccccccc}
A_0 & \xrightarrow{f_0} & A_1 & \xrightarrow{f_1} & A_2 & \cdots & \xrightarrow{f_{n-2}} & A_{n-1} & \xrightarrow{f_{n-1}} & A_n \\
\downarrow{f_0} & & \downarrow{f_1} & & \downarrow{f_2} & & \cdots & & \downarrow{f_{n-2}} & & \downarrow{f_{n-1}} \\
A_0 & \xrightarrow{f_0 \circ \cdots \circ f_0} & A_1 & \xrightarrow{f_1 \circ \cdots \circ f_0} & A_2 & \cdots & \xrightarrow{f_{n-2} \circ \cdots \circ f_0} & A_{n-1} & \xrightarrow{f_{n-1} \circ \cdots \circ f_0} & A_n
\end{array}
$$

is also liftable.

**Proof.** For any $1 \leq i \leq n$, we can write

$$A_0 = \bigoplus_{j=1}^{m} A_{0,j}, \quad A_i = \bigoplus_{k=1}^{l} A_{i,k}.$$  

Let $f_{kj} : A_{0,j} \rightarrow A_{i,k}$ to denote the corresponding summand in $f_{i-1} \circ \cdots \circ f_0$. The morphism $f_{kj}$ can be written as the sum of homogeneous morphisms from $A_{0,j}$ to $A_{i,k}$ in $D$. As $D$ is liftable, these homogeneous morphisms are of the same degree. Hence any nontrivial morphism $f_{kj}$ is a homogeneous morphism of degree equal to $q(l)$, where $l : A_{0,j} \rightarrow A_{i,k}$ is a connecting path in $D$.

One can easily show that the commutative diagram is liftable by this observation. \qed

**Remark 3.16.** In fact, the same argument can show that the associated $(n+1)$-complete commutative digram is also liftable.

**Lemma 3.17.** Consider the following diagram

$$
\begin{array}{ccc}
\bigoplus_{i=1}^{m} A_i & \xrightarrow{f} & \bigoplus_{j=1}^{m} B_j \\
\downarrow{g} & & \\
\bigoplus_{k=1}^{n} C_k
\end{array}
$$

where

$$f = \begin{pmatrix}
\begin{array}{ccc}
\cdots & \cdots & \cdots \\
\begin{array}{ccc}
11 & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
\end{array}
\end{array}
\end{pmatrix}, \quad
g = \begin{pmatrix}
\begin{array}{ccc}
\cdots & \cdots & \cdots \\
\begin{array}{ccc}
11 & \cdots & \cdots \\
\cdots & \cdots & \cdots \\
\end{array}
\end{array}
\end{pmatrix}
$$

are quasi-homogeneous morphisms. Suppose that this diagram is a subdigram of a liftable commutative diagram $D$, and can be completed into a
commutative diagram by a morphism \( h \).

\[
\begin{array}{c}
\bigoplus_{i=1}^l A_i \xrightarrow{f} \bigoplus_{j=1}^m B_j \\
\downarrow g \\
\bigoplus_{k=1}^n C_k
\end{array}
\]

Then there is a quasi-homogeneous morphism \( \bar{h} \) such that if we add \( \bar{h} \) to the digram \( D \), we get a liftable digram \( \bar{D} \) and the following diagram

\[
\begin{array}{c}
\bigoplus_{i=1}^l A_i \xrightarrow{f} \bigoplus_{j=1}^m B_j \\
\downarrow g \\
\bigoplus_{k=1}^n C_k
\end{array}
\]

is a liftable commutative diagram.

Proof. If we write

\[
h = \begin{pmatrix} h_{11} & \cdots & h_{1m} \\
\vdots & \ddots & \vdots \\
h_{n1} & \cdots & h_{nm} \end{pmatrix}
\]

we claim that if we take

\[
\bar{h} = \begin{pmatrix} \bar{h}_{11} & \cdots & \bar{h}_{1m} \\
\vdots & \ddots & \vdots \\
\bar{h}_{n1} & \cdots & \bar{h}_{nm} \end{pmatrix}
\]

where

\[
\bar{h}_{kj} = \begin{cases} 
\text{Summand of } h_{kj} \text{ in degree } q(l), & \text{if there is a connecting path } l : B_j \rightarrow C_k \in D; \\
0, & \text{otherwise.}
\end{cases}
\]

Then \( \bar{h} \) satisfy the statement in the lemma.

First of all, the new diagram is liftable by construction. Indeed, for any connecting loop \( l \) in \( D \), we can replace the segments \( \bar{h}_{kj} \) in \( l \) by a connecting path \( l_{kj} : B_j \rightarrow C_k \in D \). This does not change the degree of the loop by the definition of \( \bar{h}_{kj} \). Hence we get a new loop \( l' \in D \) with \( q(l) = q(l') = 0 \).

The next thing is to check that \( g = \bar{h} \circ f \). It suffices to prove that

\[
(\bar{h}_{k1} \cdots \bar{h}_{km}) \begin{pmatrix} f_{11} & \cdots & f_{1l} \\
\vdots & \ddots & \vdots \\
f_{m1} & \cdots & f_{ml} \end{pmatrix} = (g_{k1} \cdots g_{kl})
\]

for any \( 1 \leq k \leq n \).

For any given \( 1 \leq i_1 \leq l \), we let

\[
J := \{ j_1, j_2, \cdots, j_s \} = \{ 1 \leq j \leq m | f_{ji_1} \neq 0 \}.
\]

The case \( J = \emptyset \) is trivial. We assume that \( J \neq \emptyset \). If there is no connecting paths from \( B_{j_r} \) to \( C_k \) in \( D \) for any \( 1 \leq r \leq s \), the morphism \( g_{ki_1} \) must be 0.
Hence
\[ \sum_{j=1}^{m} \bar{h}_{kj} f_{ji} = 0 = g_{ki}. \]

On the other hand, if there is an integer \( 1 \leq r_1 \leq s \) such that there is a connecting path from \( B_{jr_1} \) to \( C_k \) in \( D \). Then there is a connecting path
\[ B_{jr_1} \xrightarrow{f_{jr_1}} A_{i_1} \xrightarrow{f_{jr_1 i_1}} B_{j r_1} \rightarrow C_k \]
for any \( 1 \leq r \leq s \). Hence we have that \( \bar{h}_{kj}, f_{jr_1} \) are homogeneous morphisms of same degree for any \( 1 \leq r \leq s \), and this degree equals to \( q(g_{ki}) \) if \( g_{ki} \neq 0 \). This implies that \( \sum_{j=1}^{m} \bar{h}_{kj} f_{ji} = g_{ki} \) if \( g_{ki} \neq 0 \). If \( g_{ki} = 0 \), we know that \( \sum_{j=1}^{m} \bar{h}_{kj} f_{ji} \) is a homogeneous summand of \( \sum_{j=1}^{m} \bar{h}_{kj} f_{ji} = g_{ki} = 0 \), which is also 0. This completes the proof.

\[ \square \]

Remark 3.18. One thing worth noticing is that, as we can see in the proof, the morphism \( \bar{h} \) may depend on the ambient commutative liftable diagram \( D \).

**Proposition 3.19.** Suppose the following diagram

\[
\begin{array}{ccccccccc}
A_0 & \xrightarrow{f_0} & A_1 & \xrightarrow{f_1} & \cdots & \xrightarrow{f_{i-1}} & A_i & \xrightarrow{f_i} & \cdots & \xrightarrow{f_{n-2}} & A_{i+1} & \xrightarrow{f_{i+1}} & \cdots & \xrightarrow{f_{n-2}} & A_n & \xrightarrow{f_{n-1}} & \cdots & \xrightarrow{f_{n-2}} & A_{n-1} & \xrightarrow{f_{n-1}} & \cdots & \xrightarrow{f_{n-2}} & A_{n-1} & \xrightarrow{f_{n-1}} & \cdots & \xrightarrow{f_{n-2}} & A_{n-1} & \xrightarrow{f_{n-1}} & \cdots & \xrightarrow{f_{n-2}} & A_n
\end{array}
\]

is a sub-diagram of a liftable commutative diagram \( D \), and it can be completed into a commutative diagram by a morphism \( h \).

\[
\begin{array}{ccccccccc}
A_0 & \xrightarrow{f_0} & A_1 & \xrightarrow{f_1} & \cdots & \xrightarrow{f_{i-1}} & A_i & \xrightarrow{h} & A_{i+1} & \xrightarrow{f_{i+1}} & \cdots & \xrightarrow{f_{n-2}} & A_n & \xrightarrow{g} & \cdots & \xrightarrow{f_{n-2}} & A_{n-1} & \xrightarrow{f_{n-1}} & \cdots & \xrightarrow{f_{n-2}} & A_{n-1} & \xrightarrow{f_{n-1}} & \cdots & \xrightarrow{f_{n-2}} & A_n
\end{array}
\]

Then there is a quasi-homogeneous morphism \( \bar{h} \) such that the following diagram

\[
\begin{array}{ccccccccc}
A_0 & \xrightarrow{f_0} & A_1 & \xrightarrow{f_1} & \cdots & \xrightarrow{f_{i-1}} & A_i & \xrightarrow{\bar{h}} & A_{i+1} & \xrightarrow{f_{i+1}} & \cdots & \xrightarrow{f_{n-2}} & A_n & \xrightarrow{g} & \cdots & \xrightarrow{f_{n-2}} & A_{n-1} & \xrightarrow{f_{n-1}} & \cdots & \xrightarrow{f_{n-2}} & A_{n-1} & \xrightarrow{f_{n-1}} & \cdots & \xrightarrow{f_{n-2}} & A_n
\end{array}
\]

is a liftable commutative diagram.

**Proof.** The proof is similar to the proof of Lemma 3.17, we sketch the proof for readers’ convenience.
We construct \( \bar{h} \) and \( f_{n-1} \circ \cdots \circ f_{i+1} \circ h \) as in the proof of Lemma 3.17. By Lemma 3.15 and Lemma 3.17, we know that the following diagram

\[
\begin{array}{cccccccc}
A_0 & \xrightarrow{f_0} & A_1 & \xrightarrow{f_1} & \cdots & \xrightarrow{f_{i-1}} & A_i & \xrightarrow{f_{i+1}} & \cdots & \xrightarrow{f_{n-2}} & A_{n-1} & \xrightarrow{f_{n-1}} & A_n \\
& & & & & & & & & \downarrow{g} & & \downarrow{f_{n-1} \circ \cdots \circ f_{i+1} \circ h} \\
& & & & & & & & & & & & A_n
\end{array}
\]

is liftable and commutative. It suffices to prove that \( f_{n-1} \circ \cdots \circ f_{i+1} \circ h = f_{n-1} \circ \cdots \circ f_{i+1} \circ \bar{h} \). We let \( f := f_{n-1} \circ \cdots \circ f_{i+1} \).

As in the proof of Lemma 3.17, we can assume that \( A_i, A_n \) are indecomposable objects. Hence we can write

\[
A_{i+1} = \bigoplus_{j=1}^{m} D_j, \quad h = \begin{pmatrix} h_1 \\ \vdots \\ h_m \end{pmatrix}, \quad f = (f_1, \ldots, f_m).
\]

Let

\[
J := \{ j_1, j_2, \ldots, j_s \} = \{ 1 \leq j \leq m | f_j \neq 0 \}.
\]

This implies that there is connecting path form \( D_{j_1} \) to \( A_n \) in \( D \) for any \( 1 \leq r \leq s \). Thus the argument in proof of Lemma 3.17 shows that \( \Sigma_{j=1}^{m} f_j \bar{h}_j \) is the homogeneous summand of \( \Sigma_{j=1}^{m} f_j h_j \) in the right degree. Hence \( f \circ h = f \circ \bar{h} \).

**Corollary 3.20.** Let \( D \) be any liftable commutative diagram, suppose that we can add a morphism \( h \) into \( D \) such that the new diagram \( D' \) is still commutative. Then there exists a quasi-homogeneous morphism \( \bar{h} \) such that, if we add \( \bar{h} \) into \( D \) in the same position, the new diagram \( \bar{D} \) is a liftable commutative diagram.

**Proof.** We can construct \( \bar{h} \) as in the proof of Lemma 3.17, the new diagram is obviously liftable. And the commutativity follows from Lemma 3.15 and Proposition 3.19.

Sometimes, we need to glue two liftable commutative diagrams along a common sub-diagram. In general the glued diagram will not be liftable. However, we have following easy lemma.

**Lemma 3.21.** Let \( D_1 \) and \( D_2 \) be two liftable diagrams, \( D_3 \) be a common sub-diagram of \( D_1 \) and \( D_2 \), and \( D \) be the glued diagram of \( D_1 \) and \( D_2 \) along \( D_3 \). If \( D_3 \) is connective, then \( D \) is liftable.

**Proof.** We can focus on the loops which are not in \( D_1 \) or \( D_2 \). Any loop of such kind \( l : E \rightarrow E \) in \( D \) can be written as \( l_1 \circ l_2 \circ \cdots \circ l_n \) where \( l_i : E_i \rightarrow E_{i+1} \) is a connecting path in \( D_1 \) or \( D_2 \) depending on the parity of \( i \), and the indecomposable objects \( E_i \) are in the diagram \( D_3 \) with \( E_0 = E_{n+1} = E \).

As \( D_3 \) is connective, we have connecting paths \( l'_i : E_i \rightarrow E_{i+1} \) in \( D_3 \). Therefore, one can get

\[
q(l) = \Sigma_{i=1}^{n} q(l_i) = \Sigma_{i=1}^{n} q(l'_i) = q(l'_1 \circ l'_2 \circ \cdots \circ l'_n) = 0.
\]
The second equation follows from the assumption that \( D_1 \) and \( D_2 \) are liftable. Hence, the lemma is proved. \( \square \)

### 3.3. Definition of stability conditions.

The following definition is about the compatibility between the triangulated structure of \( \mathcal{C} \) and the real decomposition on \( \mathcal{C} \).

**Definition 3.22.** Let \( \mathcal{C} \) be a \( k \)-linear Krull-Schmidt cyclic category which admits a real decomposition. We say that \( \mathcal{C} \) is pre-liftable with respect to the real decomposition if the following conditions hold:

1. for any liftable quasi-homogeneous morphism \( f : A \to B \), we can complete it to a distinguished triangle

\[
A \xrightarrow{f} B \xrightarrow{g} C \xrightarrow{h} A[1]
\]

such that the following diagram

\[
\cdots \xrightarrow{g[-1]} A[-1] \xrightarrow{h[-1]} A \xrightarrow{f} B \xrightarrow{g} C \xrightarrow{h} A[1] \xrightarrow{f[1]} B[1] \xrightarrow{g[1]} \cdots
\]

is liftable,

2. if we have the following liftable commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{id} & X \\
\downarrow{u} & & \downarrow{vou} \\
Y & \xrightarrow{v} & Z \xrightarrow{i} X' \xrightarrow{i} Y[1] \\
\downarrow{j} & & \downarrow{m} \\
Z' & & Y' \\
\downarrow{k} & & \downarrow{n} \\
X[1] & \xrightarrow{id} & X[1]
\end{array}
\]

where all row and columns and are distinguished triangle, then it can be completed into the following liftable commutative diagram

\[
\begin{array}{ccc}
X & \xrightarrow{id} & X \\
\downarrow{u} & & \downarrow{vou} \\
Y & \xrightarrow{v} & Z \xrightarrow{i} X' \xrightarrow{i} Y[1] \\
\downarrow{j} & & \downarrow{m} \\
Z' & \xrightarrow{f} & Y' \xrightarrow{g} X' \xrightarrow{h} Z[1] \\
\downarrow{k} & & \downarrow{n} \\
X[1] & \xrightarrow{id} & X[1]
\end{array}
\]

where all the columns and rows are distinguished triangles.

Now, we are ready to define stability conditions on a \( k \)-linear Krull-Schmidt cyclic category.
Definition 3.23. A stability condition on a $k$-linear Krull-Schmidt cyclic category $\mathcal{C}$ consists of four parts $(Q, Z, \phi, q)$, where $Q$ is a circle slicing, i.e. full subcategories $Q(\psi)$ for any $\psi \in (0, 2]$, a central charge $Z : K_0(\mathcal{C}) \to \Lambda \to \mathbb{C}$, a map $\phi$ sending every indecomposable object $E$ to its phase $\phi(E) \in (0, 2]$, and $q$ a degree function of a real decomposition of $\mathcal{C}$. Here $C$ is pre-liftable with respect to the real decomposition and these data satisfy the following compatibility conditions.

(1) We have that $\phi(E[1]) \equiv \phi(E) + 1 (\text{mod } 2\mathbb{Z})$.
(2) For any indecomposable object $E$, the central charge can be written as

$$Z(E) = m(E)e^{i\pi\phi(E)},$$

where $m(E) \in \mathbb{R}_{\geq 0}$ and $\phi(E) \in (0, 2]$.
(3) For any homogeneous morphism $f : E_1 \to E_2$ between two indecomposable objects, we have

$$q(f) \equiv \phi(E_2) - \phi(E_1) (\text{mod } 2\mathbb{Z}).$$

(4) $Q(\psi)[1] = Q(\psi')$, where $\psi' \equiv \psi + 1 (\text{mod } 2\mathbb{Z})$ and $\psi, \psi' \in (0, 2]$.
(5) For any object $E \in Q(\phi)$, we have $m(E) > 0$ and $\phi(E) = \phi$.
(6) For any nontrivial homogeneous morphism $f : E_1 \to E_2$, if $E_k \in Q(\phi_k)$ for $k = 1, 2$, we have $q(f) \geq 0$.
(7) For any indecomposable object $E \in \mathcal{C}$, we have the following filtration:

\[0 = E_0 \to E_1 \to E_2 \to \cdots \to E_n,\]

such that it satisfies the following conditions:
• the whole diagram is connective and liftable,
• for any $1 \leq i \leq n$, we have $Q_i \in Q(\phi_i)$ being nontrivial semi-stable objects,
• the diagram can be completed into the following liftable diagram,

\[
\begin{array}{ccccccc}
E_0 & \rightarrow & E_1 & \rightarrow & \cdots & \rightarrow & E_n \\
| & & \downarrow f_1 & & & & \downarrow f_n \\
E_1 & \rightarrow & E_2 & \rightarrow & \cdots & \rightarrow & E_n \\
\vdots & & \downarrow p_1 & & & & \downarrow p_n \\
Q_1 & \rightarrow & Q_2 & \rightarrow & \cdots & \rightarrow & Q_n \\
| & & \downarrow t_1 & & & & \downarrow t_n \\
E_0[1] & \rightarrow & E_1[1] & \rightarrow & \cdots & \rightarrow & E_n[1] \\
\vdots & & \downarrow p_1[1] & & & & \downarrow p_n[1] \\
\vdots & & \downarrow t_1 & & & & \downarrow t_n
\end{array}
\]

where the sequences

\[
E_i \xrightarrow{f_{i+1}} E_{i+1} \xrightarrow{p_{i+1}} Q_{i+1} \xrightarrow{t_{i+1}} E_i[1]
\]

are distinguished triangles for all \(0 \leq i \leq n-1\). We call this diagram the Harder-Narasimhan diagram of \(E\).

• for any \(2 \leq i \leq n\), there exists a real number \(c_i < 0\) such that for any two indecomposable summands \(Q_{i-1,1}\) and \(Q_{i,1}\) of \(Q_{i-1}\) and \(Q_i\) respectively, there exists a simple connecting path from \(Q_{i-1,1}\) to \(Q_{i,1}\) in the diagram, and we have

\[q(l) = c_i < 0\]

any such simple connecting path \(l\).

Remarks 3.24. (i) Note that in condition (2), instead of simply requiring that \(m(E) > 0\) for all indecomposable objects, we define \(\phi(E)\) even when \(Z(E) = 0\), this is because we want condition (3) to hold even when one of the central charges of \(E_1, E_2\) is zero.

(ii) A filtration of \(E\) as in condition (7) is also called a Harder-Narasimhan filtration of \(E\), \(Q_i\) is called the \(i\)-th Harder-Narasimhan factor of such a filtration. Its uniqueness will be discussed in Section 5. Also note that we do not require \(E_i, Q_i\) to be indecomposable.

(iii) Sometimes, such a stability condition may contain more information than we need. Though these extra information could be encoded in a geometric picture, we still want to have an equivalence relation among such stability conditions. This equivalence relation will also be introduced in Section 5.
(iv) From the definition, one can easily show that for any integer \( i \) and any connecting path \( l \) between two indecomposable summands of \( Q_i \) in condition (7), we have \( q(l) = 0 \).

(v) To distinguish two different terms of stability conditions, we will call the notion in Definition 3.23 stability conditions, while call the notion in Definition 3.2 Bridgeland stability conditions. Usually, the distinction will be clear in context, depending whether we assume the triangulated category to be cyclic or not. In the next section, we will see that these two notions of stability conditions though different in general, are closely related to each other.

4. The \( \mathbb{Z} \)-lifts of cyclic categories and stability conditions

Let \( \text{Stab}_{\text{cyc}}(C) \) to denote the set of stability conditions on a \( k \)-linear Krull-Schmidt cyclic category. In this section, we will investigate some basic properties of \( \text{Stab}_{\text{cyc}}(C) \) and other closely related topological spaces.

We start with the definition of charge triples and charge pairs.

**Definition 4.1.** Assume that \( C \) is a \( k \)-linear Krull-Schmidt cyclic category, then a charge triple \( R = (Z, \phi, q) \) consists of a central charge \( Z : K_0(C) \to \Lambda \to C \), a map \( \phi \) sending every indecomposable object \( E \) to its phase \( \phi(E) \in (0, 2] \), and \( q \) a degree function of a real decomposition on \( C \), which satisfy conditions (1), (2) and (3) in Definition 3.23.

A pair \( (Z, q) \) is called a charge pair if for any two indecomposable objects \( E_1, E_2 \) with \( Z(E_i) = m(E_i)e^{i \theta_i} \neq 0 \) for \( i = 1, 2 \), we have that

\[
q(l) = \theta_2 - \theta_1(\text{mod } 2 \mathbb{Z})
\]

for any connecting path \( l : E_1 \to E_2 \).

**Remark 4.2.** As we will see Lemma 4.3, in most cases a charge triple \( (Z, \phi, q) \) is determined by its charge pair \( (Z, q) \).

Let us fix the set of homogeneous morphisms first. And denote the set of charge triples and charge pairs of such a fixed set of homogeneous morphisms on \( C \) by \( T(C) \) and \( P(C) \) respectively. There are natural topologies on these two sets, which are the coarsest topologies such that the forgetful maps

\[
T(C) \to \text{Hom}(\Lambda, \mathbb{C}) \simeq \mathbb{C}^{\text{rank}(\Lambda)}, \quad P(C) \to \text{Hom}(\Lambda, \mathbb{C}) \simeq \mathbb{C}^{\text{rank}(\Lambda)},
\]

where \((Z, \phi, q) \mapsto Z, (Z, q) \mapsto Z, T(C) \to \mathbb{R}, P(C) \to \mathbb{R},\)

where \((Z, \phi, q) \mapsto q(f), (Z, q) \mapsto q(f),\)

and

\[
T(C) \to (0, 2] \xrightarrow{e^{ixx}} S^1,
\]

where \((Z, \phi, q) \mapsto \phi(E)\)
are continuous for any indecomposable object $E$ and any nonzero homogeneous morphism $f$. Here $\mathbb{R}$, $S^1$ and $C^{\text{rank}(A)}$ are endowed with the standard Euclidean topology. There is also a continuous forgetful map

$$T(C) \to P(C).$$

Lemma 4.3. Let $C$ be a $k$-linear Krull-Schmidt connective cyclic category, the continuous map

$$h : T(C) \to P(C)$$

is an isomorphism except on the locus where the central charge $Z$ is trivial.

Proof. Suppose that there exists an indecomposable object $E$ with $Z(E) \neq 0$, then $\phi(E)$ is determined by $Z(E)$. For any other indecomposable object $F$, by the assumption that $C$ is connective, there exists a connecting path from $E$ to $F$. Hence $\phi(E)$ and $q(l)$ determines $\phi(F)$. □

Remark 4.4. One can easily show that on the locus where the central charge is trivial, the map $h$ is an $S^1$ bundle map. By condition (5) in Definition 3.23 there is no stability conditions above this locus.

In the next subsection, we will show that on distinguished components in $T(C)$ with vanishing Maslov indices, the stability conditions can be lifted to be Bridgeland stability conditions.

4.1. Maslov index and $Z$ lifting. Given a real decomposition on $C$, and assume that $C$ is pre-liftable with respect to the real decomposition. We can define what is a basic loop in such a real decomposition.

Definition 4.5. Assume that $C$ admits a real decomposition and $q$ is the associated degree function, a fundamental distinguished hexagon in $C$ is the following locally liftable diagram

$$
\begin{array}{c}
\bigoplus_{j=1}^m B_j \\
\bigoplus_{k=1}^n C_k \\
\bigoplus_{i=1}^l A_i \\
\bigoplus_{k=1}^n C_k[1] \\
\bigoplus_{j=1}^m B_j[1] \\
\bigoplus_{i=1}^l A_i[1]
\end{array}
\xrightarrow{f} \xrightarrow{g} \xrightarrow{h}
\xrightarrow{\beta_A \circ h[1]} \xleftarrow{g[1]} \xrightarrow{h[1]}
\xrightarrow{f[1]}

$$

where

$$
\bigoplus_{i=1}^l A_i \xrightarrow{f} \bigoplus_{j=1}^m B_j \xrightarrow{g} \bigoplus_{k=1}^n C_k \xrightarrow{h} \bigoplus_{i=1}^l A_i[1]
$$

is a distinguished triangle in $C$.

A basic loop $l$ in $C$ is $\beta_A \circ f[1] \circ f$, where $f : A_i \to A_i[1]$ is a connecting path in the diagram of the distinguished triangle.
Remark 4.6. The same loop can also be defined as basing at $B_j$ or $C_k$ as $\beta$ is a natural transformation.

We can define what is the Maslov index of a basic loop.

**Definition 4.7.** Given a basic loop in $\mathcal{C}$ as in Definition 4.5, its Maslov index is

$$M(l) := \frac{q(f) - 1}{2}.$$  

As its namesake in Fukaya categories, we will show that if all the Maslov indices vanish, there is a suitable $\mathbb{Z}$-lift of $\mathcal{C}$.

**Theorem 4.8.** Given a stability condition $\sigma = (\mathcal{Q}, Z, \phi, q)$ on a $k$-linear Krull-Schmidt cyclic category $\mathcal{C}$, we assume that the Maslov indices of all basic loops are zero. There are $\mathbb{Z}$-lifts of $\sigma$ and $\mathcal{C}$, which we denote by $\tilde{\sigma}$ and $\tilde{\mathcal{C}}$ respectively, such that $\tilde{\sigma}$ is a Bridgeland stability condition on $\tilde{\mathcal{C}}$.

**Proof.** The natural $\mathbb{Z}$-lift of $\mathcal{C}$ is defined in the following way: the indecomposable objects are pairs $(E, \phi)$, where $E$ is an indecomposable object in $\mathcal{C}$ and $\phi \in \mathbb{R}$ such that $\phi(E) \equiv \phi(\text{mod } 2\mathbb{Z})$.

The morphism space between two such indecomposable objects is defined by the following formula

$$\text{Hom}_{\tilde{\mathcal{C}}}((E_1, \phi_1), (E_2, \phi_2)) = \{ f \in \text{Hom}_{\mathcal{C}}(E_1, E_2) | f \text{ is homogeneous and } q(f) = \phi_2 - \phi_1 \}.$$

Moreover, one can easily show that the composition of morphisms is well defined because of the condition (2) of real decomposition. Note that we can define a $k$-linear functor $\pi : \tilde{\mathcal{C}} \to \mathcal{C}$ in a natural way. It sends objects $(E, \phi)$ to $E$ and be the natural inclusion on the spaces of morphisms.

The triangulated structure on $\tilde{\mathcal{C}}$ is defined in the following way. The shift functor $[1]$ sends $(E, \phi)$ to $(E[1], \phi + 1)$, and is the natural isomorphism on the spaces of morphisms due to condition (1) of real decomposition.

$$\text{Hom}_{\tilde{\mathcal{C}}}((E_1, \phi_1), (E_2, \phi_2)) \xrightarrow{\sim} \text{Hom}_{\tilde{\mathcal{C}}}((E_1[1], \phi_1 + 1), (E_2[1], \phi_2 + 1)).$$

Obviously, one has $\pi \circ [1] = [1] \circ \pi$. We define a triangle in $\tilde{\mathcal{C}}$ to be a distinguished triangle if and only if its image under $\pi$ is a distinguished triangle.

We need to check that this indeed define a triangulated category $\tilde{\mathcal{C}}$ (for the definition of triangulated category, we refer to [Nee01, Chapter 1]).

First of all, assume that we have a morphism

$$f : \bigoplus_{i=1}^l (A_i, \phi_i) \to \bigoplus_{j=1}^m (B_j, \psi_j)$$

in $\tilde{\mathcal{C}}$. The image of $f$ under $\pi$ is a liftable quasi-homogeneous morphism, hence by the assumption that $\mathcal{C}$ is pre-liftable, there exists a distinguished
triangle
\[
\bigoplus_{i=1}^l A_i \xrightarrow{\pi(f)} \bigoplus_{j=1}^m B_j \xrightarrow{g} \bigoplus_{k=1}^n C_k \xrightarrow{h} \bigoplus_{i=1}^l A_i[1]
\]
in \mathcal{C}, and the diagram is liftable. Therefore, there exists a pre-image of such distinguished triangle in \(\tilde{\mathcal{C}}\)
\[
\bigoplus_{i=1}^l (A_i, \phi_i) \xrightarrow{f} \bigoplus_{j=1}^m (B_j, \psi_j) \xrightarrow{g} \bigoplus_{1 \leq k \leq n, d \in \mathbb{Z}} (C_k, \phi(C_k) + 2d) \xrightarrow{h} \bigoplus_{i=1}^l (A_i[1], \phi_i + 1).
\]

The last term can be written as \(\bigoplus_{i=1}^l (A_i[1], \phi_i + 1)\) since all Maslov indices of basic loops vanish.

Hence axioms TR1 is satisfied by our assumption that \(\mathcal{C}\) is pre-liftable and all Maslov indices vanish. By Corollary 3.20, we know that TR3 is also satisfied. The axiom TR2 hold in \(\tilde{\mathcal{C}}\) since they already hold in \(\mathcal{C}\). The octahedral axiom TR4 follows from condition (2) in Definition 3.22.

For \(\tilde{\sigma} = (\mathcal{P}, \tilde{Z})\) on \(\tilde{\mathcal{C}}\), we define the central charge \(\tilde{Z}\) to be the composition \(K_0(\tilde{\mathcal{C}}) \xrightarrow{\pi_0} K_0(\mathcal{C}) \xrightarrow{\tilde{Z}} \mathbb{C}\). And \(\mathcal{P}(\phi)\) to be the full subcategory consists of objects \((E, \phi)\) such that \(E \in \mathcal{Q}(\phi')\) where \(\phi' \equiv \phi \mod 2\mathbb{Z}\). One can easily check that \(\tilde{\sigma}\) is a Bridgeland stability condition on \(\tilde{\mathcal{C}}\) by unwinding the definitions.

\[\square\]

Remarks 4.9. (1) The Octahedral Axiom (TR 4) of \(\tilde{\mathcal{C}}\) holds by the second condition in Definition 3.22. However, in practice, this condition could be difficult to check. The reader could ignore that condition, and take \(\tilde{\mathcal{C}}\) to be just a pre-triangulated category. All the results in this paper holds in that situation, as we do not use the Octahedral Axiom in our proofs.

(2) We call the functor \(\pi : \tilde{\mathcal{C}} \rightarrow \mathcal{C}\) a \(\mathbb{Z}\)-covering since it is similar to the \(\mathbb{Z}\)-covering of topological spaces. We will use \(\pi^*(\sigma)\) to denote \(\tilde{\sigma}\). Also note that the \(\mathbb{Z}\)-lift \(\tilde{\mathcal{C}}\) only depends on the charge triple. By its construction we know that the functor \(\pi\) is exact and faithful.

(3) The functor \(\pi\) induce a surjective homomorphism on Grothendieck groups \(\pi_0 : K_0(\tilde{\mathcal{C}}) \rightarrow K_0(\mathcal{C})\). Hence the central charge
\[
Z : K_0(\tilde{\mathcal{C}}) \xrightarrow{\pi_0} K_0(\mathcal{C}) \xrightarrow{\tilde{Z}} \Lambda \rightarrow \mathbb{C}
\]
also factors through the given lattice \(\Lambda\). In the following, we usually fix the factorization \(K_0(\tilde{\mathcal{C}}) \xrightarrow{\pi_0} K_0(\mathcal{C}) \xrightarrow{\tilde{Z}} \Lambda\).

According to Theorem 4.8, the following definitions is natural.

Definition 4.10. (1) We say that \(\mathcal{C}\) is liftable with respect to \(R = (Z, \phi, q)\) if \(\mathcal{C}\) is pre-liftable with respect to the real decomposition in \(R\) and all the Maslov indices vanish.

(2) Let \(R_1 = (Z_1, \phi_1, q_1)\) and \(R_2 = (Z_2, \phi_2, q_2)\) be two charge triples on \(\mathcal{C}\), if for any two connecting paths \(l_1, l_2 : E \rightarrow F\), we have that \(l_1, l_2\) are
homogeneous with respect to $R_1$ if and only if $l_1, l_2$ are homogeneous with respect to $R_2$, and moreover

$$q_1(l_1) - q_1(l_2) = q_2(l_1) - q_2(l_2).$$

Then we say that $R_1, R_2$ are deformation equivalent.

**Proposition 4.11.** Let $\mathcal{C}$ be a $k$-linear Krull-Schmidt connective cyclic category, and $R_1 = (Z_1, \phi_1, q_1)$ and $R_2 = (Z_2, \phi_2, q_2)$ be two charge triples on $\mathcal{C}$. Suppose that $R_1, R_2$ are deformation equivalent and $\mathcal{C}$ is liftable with respect to $R_1$. Then $\mathcal{C}$ is also liftable with respect to $R_2$.

Moreover, if we denote the $\mathbb{Z}$-lifts by $\tilde{\mathcal{C}}_1$ and $\tilde{\mathcal{C}}_2$ respectively, there exists an equivalence (not canonical) $H : \tilde{\mathcal{C}}_1 \simeq \tilde{\mathcal{C}}_2$.

**Proof.** By definition, it is easy to see that $\mathcal{C}$ is pre-liftable with respect to $R_2$. Indeed, for any basic loop $l_1 : A \rightarrow A$ in $\mathcal{C}$, take $l_2 = id_A$, we get $0 = q_1(l_1) = q_2(l_2)$. Hence $\mathcal{C}$ is also liftable with respect to $R_2$.

To construct an equivalence $H$, let $E$ be a nontrivial indecomposable object in $\mathcal{C}$, we can define $H : \tilde{\mathcal{C}}_1 \rightarrow \tilde{\mathcal{C}}_2$ in the following way. First of all

$$H((E, \phi_1(E) + 2k)) = (E, \phi_2(E) + 2k),$$

for any $k \in \mathbb{Z}$.

Take another indecomposable object $F$, there exists a connecting path $l$ starting from $E$ ending at $F$ in $\tilde{\mathcal{C}}_1$. We set

$$H((F, \phi_1(E) + q_1(l) + 2k)) := (F, \phi_2(E) + q_2(l) + 2k)$$

for any $k \in \mathbb{Z}$. Our assumption

$$q_1(l_1) - q_1(l_2) = q_2(l_1) - q_2(l_2)$$

ensures that it is independent of the choice of connecting paths. As $\mathcal{C}$ is connective, there exists a connecting path $l' : F \rightarrow F[1]$. As $l'' := \beta \circ l'[1] : F \rightarrow F[1]$ is another connecting from $F$ to $F[1]$. By assumption we know that

$$2q_1(l') = q_1(l'') = q_2(l') = q_2(l'') = 2q_2(l'),$$

which implies that $q_1(l') = q_2(l')$. Hence we get

$$H((F, \phi_1(E) + q_1(l) + q_1(l') + 2k - 1)[1]) = H((F[1], \phi_1(E) + q_1(l' \circ l) + 2k)) = (F[1], \phi_2(E) + q_2(l') + q_2(l) + 2k) = (F, \phi_2(E) + q_1(l') + q_2(l) + 2k - 1)[1]$$

This implies that $H \circ [1] = [1] \circ H$ on objects.

For the morphisms, assume that

$$f \in \text{Hom}_{\mathcal{C}}(G, G')$$

is a homogeneous morphism between two indecomposable objects $G, G' \in \mathcal{C}$, and

$$l : E \rightarrow G$$
is a connecting path from $E$ to $G$. The morphism $f$ can be lifted to

$$f' \in \text{Hom}_{\tilde{C}_1}((G, \phi_1(E) + q_1(l) + 2k), (G', \phi_1(E) + q_1(f) + 2k)),$$

and we define

$$H(f') \in \text{Hom}_{\tilde{C}_2}((G, \phi_2(E) + q_1(l) + 2k), (G', \phi_2(E) + q_2(l) + q_2(f) + 2k)).$$

From the definition of distinguished triangles in $\tilde{C}_1$ and $\tilde{C}_2$, it is easy to see that $H : \tilde{C}_1 \to \tilde{C}_2$ sends distinguished triangles to distinguished triangles. Therefore, $H$ is an exact functor between triangulated categories.

By the symmetry of $R_1$ and $R_2$, we can define a functor $G : \tilde{C}_2 \to \tilde{C}_1$ starting from the same indecomposable object $E \in \mathcal{C}$. It is easy to check that $H, G$ are inverse to each other as exact functors between triangulated categories. 

\textbf{Remarks 4.12.} (i) As we can see in the proof, different choices of $E$ may result in different equivalences, hence the equivalence is not canonical. By the assumption that $\mathcal{C}$ is connective, one can show that there are $\mathbb{Z}$-copies of equivalences in total.

(ii) This equivalence induces a commutative diagram between coverings.

\[
\begin{array}{ccc}
\tilde{C}_1 & \xrightarrow{H} & \tilde{C}_2 \\
\downarrow{\pi_1} & & \downarrow{\pi_2} \\
\mathcal{C} & & \mathcal{C}
\end{array}
\]

(iii) Consistent choices of such equivalences can be viewed as a connection on the $\mathbb{Z}$-lifts fibered over a connected component of $\mathbf{T}(\mathcal{C})$ where $\mathcal{C}$ is liftable with respect to the charge triples in that component.

(iv) In theory, there could be multiple components of charge triples on which $\mathcal{C}$ is liftable, and the lifted categories are not equivalent to each other.

\section{Uniqueness of Harder-Narasimhan filtration}

In this section, we will discuss the uniqueness of Harder-Narasimhan filtration. We start with the following lemma.

\textbf{Lemma 5.1.} Let $\mathcal{C}$ be a $k$-linear Krull-Schmidt connective cyclic category, $\sigma = (Q, Z, \phi, q)$ be a stability condition on $\mathcal{C}$. Assume that all the Maslov
indices of basic loops are nonnegative and let

\[
\begin{array}{ccccccc}
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 = E_0 & E_1 & \cdots & E_{n-2} & E_{n-1} & E_n = E \\
& f_1 & id & \cdots & id & f_n \\
& \downarrow & \downarrow & \cdots & \downarrow & \downarrow \\
E_0 & E_1 & \cdots & E_{n-2} & E_{n-1} & E_n = E \\
p_1 & p_2 & \cdots & p_{n-1} & p_n \\
Q_1 & Q_2 & \cdots & Q_{n-1} & Q_n \\
& \cdots & \cdots & \cdots & \cdots & \cdots \\
\end{array}
\]

be a Harder-Narasimhan filtration of an indecomposable object \( E \) as in condition (7) of Definition \[3.23\] with \( n \geq 2 \). Further assume that we have the following liftable commutative diagram between distinguished triangles,

\[
\begin{array}{ccccccc}
\cdots & E_{i-1} & f_i & E_i & p_i & Q_i & t_i & E_{i-1}[1] & \cdots \\
& \downarrow & \downarrow id & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \cdots \\
\cdots & E_{i-1} & f_i & E_i & p_i & Q_i & t_i & E_{i-1}[1] & \cdots \\
\end{array}
\]

and if we glue two copies of Harder-Narasimhan diagrams along each rows in this diagram respectively, we get a liftable commutative diagram. Then \( \delta = id \) and \( \alpha = id \).

**Proof.** Firstly, we claim that: there is a connecting path \( l : E_{n-1,1} \rightarrow E_{n-1,1}[1] \) in the following distinguished triangle

\[
E_{n-1} \xrightarrow{f_n} E_n \xrightarrow{p_n} Q_n \xrightarrow{t_n} E_{n-1}[1],
\]

where \( E_{n-1,1} \) is an indecomposable summand of \( E_{n-1} \).

Let \( E_{n-1,1} \) be an arbitrary indecomposable summand of \( E_{n-1} \), if we assume that \( p[1] \circ t_n = 0 \) where \( p : E_{n-1} \rightarrow E_{n-1,1} \) is the natural projection map. We have the following diagram

\[
\begin{array}{ccccccc}
E_{n-1} & f_n & E_n & p_n & Q_n & t_n & E_{n-1}[1] \\
\downarrow p & \downarrow f & \downarrow id & \downarrow & \downarrow & \downarrow p[1] \\
E_{n-1,1} & Q_n \oplus E_{n-1,1} & Q_n & 0 & E_{n-1,1}[1] \\
\end{array}
\]

If we can precompose the natural inclusion \( i : E_{n-1,1} \rightarrow E_{n-1} \) and postcompose the natural projection \( q : Q_n \oplus E_{n-1,1} \rightarrow E_{n-1,1} \) with the diagram, we can see that \( E_{n-1,1} \) is a direct summand of \( E_n \). As \( E_n \) is indecomposable, we get \( E_{n-1,1} \cong E_n \). Then one can easily show that there is a morphism \( i' : E_n \rightarrow E_{n-1} \) such that \( f_n \circ i' = id \), this implies that \( p_n = 0 \), which
contradicts the first condition in Definition 3.23.(7). Hence we showed that 
\( p \circ t_n \neq 0 \) for any indecomposable direct summand \( E_{n-1,1} \) of \( E_{n-1} \).

This easily implies the claim. Indeed, by the connectivity condition in Definition 3.23.(7), there is an indecomposable summand \( E_{n-1,1} \) with \( f_n|_{E_{n-1,1}} \neq 0 \), and any summand \( p' \) of \( p_n \) is nonzero. Hence we get a connecting loop \( l : E_{n-1,1} \rightarrow E_{n-1,1}[1] \). By the assumption that all Maslov indices are nonnegative, we have \( q(l) \geq 1 \).

We use \( D \) to denote the glued diagram of two Harder-Narasimhan diagrams. As in Remark 3.24.(iv), it is easy to see that every summand of \( \delta \) is a homogeneous morphism of degree 0. Hence, if we replace \( \delta \) by \( \delta - id \) in \( D \), the new diagram is still liftable.

By assumption, we get that \((id - \delta) \circ p_i = 0\). Hence \( id - \delta \) is in the image of the map

\[
\text{Hom}_C(E_{i-1}[1], Q_i) \xrightarrow{id} \text{Hom}_C(Q_i, Q_i),
\]
i.e. we can write \( id - \delta = \delta_i \circ t_i \), where \( \delta_i \) can be chosen to be a quasi-homogeneous morphism such that the following diagram is commutative and liftable by Corollary 3.20.

\[
\cdots \rightarrow Q_i \xrightarrow{t_i} E_{i-1}[1] \xrightarrow{id - \delta} Q_i \xrightarrow{\delta_i} Q_i \xrightarrow{\delta} E_{i-2}[1] \rightarrow \cdots
\]

where the first row is the Harder-Narasimhan diagram of \( E \).

We assume that \( id - \delta \neq 0 \), hence \( t_i \neq 0, \delta_i \neq 0 \). We have the following liftable commutative diagram

\[
E_{i-2}[1] \xrightarrow{f_{i-1}[1]} E_{i-1}[1] \xrightarrow{p_{i-1}[1]} Q_{i-1}[1] \xrightarrow{\delta_i} Q_i \xrightarrow{\delta} E_{i-2}[1]
\]

Our second claim is that \( \delta_i \) is not in the image of

\[
\text{Hom}_C(Q_{i-1}[1], Q_i) \xrightarrow{op_{i-1}[1]} \text{Hom}_C(E_{i-1}[1], Q_i).
\]

Suppose the contrary, i.e. there exists a nonzero morphism \( \epsilon \in \text{Hom}_C(Q_{i-1}[1], Q_i) \) with \( \delta_i = \epsilon \circ p_{i-1}[1] \). By Corollary 3.20, we can choose \( \epsilon \) such that the following diagram is commutative and liftable.

\[
E_{i-2}[1] \xrightarrow{f_{i-1}[1]} E_{i-1}[1] \xrightarrow{p_{i-1}[1]} Q_{i-1}[1] \xrightarrow{\delta_i} Q_i \xleftarrow{\epsilon} Q_{i-1}[1]
\]

Let \( Q_{i-1,1}[1], Q_{i,1} \) be indecomposable summands of \( Q_{i-1}[1], Q_i \) respectively such that the homogeneous summand \( \epsilon_{11} : Q_{i-1,1}[1] \rightarrow Q_{i,1} \) is nonzero.
By the proof of Lemma \ref{lemma:inddecomp} this implies that there is an indecomposable summand $E_{i-1,1}[1]$ with a connecting path 

$$l_1 : Q_{i-1,1}[1] \longrightarrow E_{i-1,1}[1]$$

in the liftable morphism $E_{i-1}[1] \xrightarrow{p_{i-1}[1]} Q_{i-1}[1]$, and a connecting path 

$$l_2 : E_{i-1,1}[1] \longrightarrow Q_{i,1}$$

in the Harder-Narasimhan diagram of $E$.

By the connectivity condition in Definition \ref{def:connectivity}(7), one can find a connecting path 

$$l_3 : E_{i-1,1} \longrightarrow Q_{i,1}$$

in the Harder-Narasimhan diagram of $E$.

By the last condition of Definition \ref{def:connectivity}(7), we know that

$$(1) \quad 0 > c_i = q(l_3 \circ l_1[-1]) = q(l_3) + q(l_1).$$

Once again by the connectivity assumption, one can find a connecting path 

$$l_4 : E_{i-1,1} \longrightarrow E_{n,1}$$

in the Harder-Narasimhan diagram of $E$. Then we have the following connecting loop.

$$E_{i-1,1} \xrightarrow{l_3 \circ l_1} E_{i-1,1}[1] \xrightarrow{l_4} E_{n,1} \xrightarrow{\bar{l}_2 \circ l_3} E_{n,1}[1]$$

As the Harder-Narasimhan diagram of $E$ is liftable, we know that

$$(2) \quad -q(l_2) + q(l_3) = q(l_2 \circ l_3) = q(l) \geq 1 > 0.$$ 

The inequalities (1) and (2) implies that

$$q(\epsilon_{11}) = q(l_1) + q(l_2) < 0,$$

this implies that $\epsilon_{11} = 0$ by Definition \ref{def:connectivity} which contradicts the assumption $\epsilon_{11} \neq 0$. Hence our second claim is proved. Therefore, we get that 

$$\delta_i \circ f_{i-1}[1] \neq 0.$$

We use the same argument as in the proof of our second claim to do induction, in the end, we will get that

$$\delta_i \circ f_{i-1}[1] \circ \cdots \circ f_2[1] \circ f_1[1] \neq 0,$$

which is impossible since $f_1 = 0$. Hence we proved that $\delta - id = 0$.

The proof for $\alpha = id$ is similar. \hfill \Box
Proposition 5.2. Let $\mathcal{C}$ be a $k$-linear Krull-Schmidt connective cyclic category, $\sigma = (Q, Z, \phi, q)$ be a stability condition on $\mathcal{C}$. Assume that all the Maslov indices of basic loops are nonnegative and let

$$
\begin{array}{cccccccc}
\ldots & \downarrow & \ldots & \downarrow & \ldots & \downarrow & \ldots & \downarrow \\
E_0 & f_1 & E_1 & \cdots & E_{n-1} & f_n & E_n = E \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
E_1 & f_2 & E_2 & \cdots & E_{n-1} & p_{n-1} & \downarrow \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\ldots & \downarrow & \ldots & \downarrow & \ldots & \downarrow & \ldots \\
Q_1 & f_{n-1} & Q_2 & \cdots & Q_{n-1} & p_n & \ldots \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\ldots & \downarrow & \ldots & \downarrow & \ldots & \downarrow & \ldots \\
Q_n & p_n & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{array}
$$

be a Harder-Narasimhan filtration of an indecomposable object $E$ as in condition (7) of Definition 3.23.

Then the compositions $f_j \circ f_{j-1} \circ \cdots \circ f_i \neq 0$ for any $2 \leq i < j \leq n$.

Proof. Without loss of generality, we can let $j = n$. By induction, we can assume that $f_n \circ f_{n-1} \circ \cdots \circ f_{i+1} \neq 0$, and it suffices to prove that $f_n \circ f_{n-1} \circ \cdots \circ f_i \neq 0$. Assume the contrary, i.e. the composition $f_n \circ f_{n-1} \circ \cdots \circ f_i$ is trivial.

Since $f_n \circ f_{n-1} \circ \cdots \circ f_i = 0$, we have the following liftable commutative diagram.

$$
\begin{array}{cccccccc}
\ldots & \downarrow & \ldots & \downarrow & \ldots & \downarrow & \ldots & \downarrow \\
E_{i-1} & f_i & E_i & \cdots & E_{n-1} & f_n & E_n = E \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
E_i & f_{i-1} & E_{i-1} & \cdots & E_n & f_{n-1} & \downarrow \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\ldots & \downarrow & \ldots & \downarrow & \ldots & \downarrow & \ldots \\
Q_i & f_{n-2} & Q_{i-1} & \cdots & Q_{n-1} & Q_n & \ldots \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\ldots & \downarrow & \ldots & \downarrow & \ldots & \downarrow & \ldots \\
Q_n & h_n & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{array}
$$
One can easily see that \( p_n \circ h_n = 0 \) by Definition 3.23. Hence \( h_n \) factors through \( E_{n-1} \), we have following liftable diagram

\[
\begin{array}{ccccccccc}
\cdots & \cdots & \cdots & \cdots & \cdots \\
E_{i-1} & \rightarrow & \cdots & \rightarrow & E_{n-2} & \rightarrow & E_{n-1} & \rightarrow & E_{n} = E \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
E_i & \rightarrow & \cdots & \rightarrow & E_{n-2} & \rightarrow & E_{n-1} & \rightarrow & E_{n} = E \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
Q_i & \rightarrow & \cdots & \rightarrow & Q_{n-2} & \rightarrow & Q_{n} & \rightarrow & Q_{n} \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\end{array}
\]

We claim that this diagram is commutative. It suffices to prove that

\[
h_{n-1} \circ p_i = f_{n-1} \circ \cdots \circ f_{i+1}.
\]

Denote the difference \( h_{n-1} \circ p_i - f_{n-1} \circ \cdots \circ f_{i+1} \) by \( \delta \), we have \( f_n \circ \delta = 0 \). Hence we have the following liftable commutative diagram

\[
\begin{array}{ccccccccc}
\cdots & \rightarrow & E_{i-1} & \rightarrow & E_i & \rightarrow & Q_i & \rightarrow & \cdots \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow \\
\cdots & \rightarrow & Q_n[-1] & \rightarrow & E_{n-1} & \rightarrow & E_n & \rightarrow & \cdots \\
\end{array}
\]

where both rows are in the Harder-Narasimhan diagram of \( E \). By the same argument in the proof of Lemma 5.1, we can show that \( \delta = 0 \). Hence, the claim is proved.

Continuing the same argument, we get two liftable commutative diagrams
and

\[
\begin{array}{cccc}
E_{i-1} & \rightarrow & E_i & \rightarrow \cdots \rightarrow E_{n-1} \\
\downarrow & & \downarrow & \downarrow \iddots & \downarrow & \downarrow \\
E_i & \rightarrow & E_{i+1} & \rightarrow \cdots \rightarrow E_n = E \\
\downarrow & & \downarrow & \downarrow \iddots & \downarrow & \downarrow \\
Q_i & \rightarrow & \cdots & \rightarrow Q_n \\
\downarrow & & \downarrow & \downarrow \iddots & \downarrow & \downarrow \\
0 & = & E_0 & \rightarrow \cdots \rightarrow E_{n-1} \\
\downarrow & & \downarrow & \downarrow \iddots & \downarrow & \downarrow \\
0 & = & E_0 & \rightarrow \cdots \rightarrow E_{n-1} \\
\downarrow & & \downarrow & \downarrow \iddots & \downarrow & \downarrow \\
\vdots & & \vdots & \vdots & \vdots & \vdots \\
\end{array}
\]

Hence we get \( f_{i+1} \circ (h_i \circ p_i - \text{id}) = 0 \). By the same argument in the proof of Lemma 5.1 one can show that \( h_i \circ p_i = \text{id} \). Hence \( E_i \) is a direct summand of \( Q_i \), which implies that \( f_i = 0 \). This contradicts the connectivity condition. Hence, the proposition is proved. \( \square \)

**Theorem 5.3.** Let \( \mathcal{C} \) be a \( k \)-linear Krull-Schmidt connective cyclic category, \( \sigma = (\mathcal{Q}, Z, \phi, q) \) be a stability condition on \( \mathcal{C} \). Assume that all the Maslov indices of basic loops are nonnegative.

Then the Harder-Narasimhan filtration of any indecomposable object \( E \) is unique up an isomorphism.

**Proof.** Let the following liftable diagram

\[
\begin{array}{cccc}
E_0 & \rightarrow & E_1 & \rightarrow \cdots \rightarrow E_{n-2} & \rightarrow E_{n-1} \\
\downarrow & & \downarrow & \downarrow \iddots & \downarrow & \downarrow \\
E_1 & \rightarrow & E_2 & \rightarrow \cdots \rightarrow E_{n-1} & \rightarrow E_n = E \\
\downarrow & & \downarrow & \downarrow \iddots & \downarrow & \downarrow \\
Q_1 & \rightarrow & \cdots & \rightarrow Q_{n-1} & \rightarrow Q_n \\
\downarrow & & \downarrow & \downarrow \iddots & \downarrow & \downarrow \\
0 & = & E_0 & \rightarrow \cdots \rightarrow E_{n-1} \\
\downarrow & & \downarrow & \downarrow \iddots & \downarrow & \downarrow \\
0 & = & E_0 & \rightarrow \cdots \rightarrow E_{n-1} \\
\downarrow & & \downarrow & \downarrow \iddots & \downarrow & \downarrow \\
\vdots & & \vdots & \vdots & \vdots & \vdots \\
\end{array}
\]

be a Harder-Narasimhan diagram of an indecomposable object \( E \). By Definition 3.23, we know that for any indecomposable summand \( Q_{i,1} \) in \( Q_i \), there is a connecting path \( i : Q_{i,1} \rightarrow E \) in the diagram. By Definition 3.23 (7), \( q(l) \) is independent of the path, only depends on the integer \( i \). Hence, we can denote this degree by \( \phi_i \). Moreover, we also have

\[ \phi_1 < \phi_2 < \cdots < \phi_n \]

by definition.
Suppose we have another liftable diagram

\[
\begin{array}{cccccc}
E_0 & \cdots & E_{m-2} & E_{m-1} \\
\downarrow & & \downarrow & & \downarrow \\
E_1 & \cdots & E_{m-2} & E_{m-1} \\
\downarrow & & \downarrow & & \downarrow \\
E_2 & \cdots & E_{m-2} & E_{m-1} \\
\downarrow & & \downarrow & & \downarrow \\
\vdots & \cdots & \vdots & \cdots & \vdots \\
\downarrow & & \downarrow & & \downarrow \\
0 = E_0 & \cdots & \cdots & \cdots & \cdots \\
\end{array}
\]

which is another Harder-Narasimhan diagram of an indecomposable object \( E \). Similarly we have a increasing sequence of real numbers

\[
\phi'_1 > \phi'_2 > \cdots > \phi'_m,
\]

where \( \phi'_i \) denotes the degree of a connecting path from an indecomposable summand \( Q'_{i,1} \) in \( Q'_i \) to \( E \) in this diagram.

As \( E \) is an indecomposable object, we have following liftable diagram.

\[
\begin{array}{cccccc}
\cdots & \longrightarrow & E_{n-1} & \stackrel{f_n}{\longrightarrow} & E & \stackrel{p_n}{\longrightarrow} & Q_n & \longrightarrow & \cdots \\
\downarrow^{id} & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\cdots & \longrightarrow & E'_{m-1} & \stackrel{f'_m}{\longrightarrow} & E & \stackrel{p'_m}{\longrightarrow} & Q'_m & \longrightarrow & \cdots \\
\end{array}
\]

where the first row is in the first Harder-Narasimhan diagram, and the second row is in the second Harder-Narasimhan diagram.

We claim that \( \phi_n = \phi'_m \). To prove the claim, let us assume that \( \phi_n < \phi'_m \) first. Under such assumption, one can show that \( p'_m \circ f_n = 0 \). Indeed, if \( p'_m \circ f_n \neq 0 \), by the proof in Proposition 5.2 and the assumption that \( \phi_n < \phi'_m \), we conclude that

\[
p'_m \circ f_n \circ f_{n-1} \circ \cdots \circ f_1 \neq 0,
\]

which is a contradiction. Hence we get \( p'_m \circ f_n = 0 \). Therefore, we have a liftable commutative diagram

\[
\begin{array}{cccccc}
\cdots & \longrightarrow & E_{n-1} & \stackrel{f_n}{\longrightarrow} & E & \stackrel{p_n}{\longrightarrow} & Q_n & \longrightarrow & \cdots \\
\downarrow^{id} & & \downarrow & & \downarrow^{t} & & \downarrow & & \downarrow \\
\cdots & \longrightarrow & E'_{m-1} & \stackrel{f'_m}{\longrightarrow} & E & \stackrel{p'_m}{\longrightarrow} & Q'_m & \longrightarrow & \cdots \\
\end{array}
\]

However, by the assumption \( \phi_n < \phi'_m \), we know that any homogeneous summand of \( t \) is of negative degree, hence \( t = 0 \), which implies \( p'_m = 0 \). This
contradicts the connectivity condition. Therefore, we proved \( \phi_n \geq \phi'_m \). And by a symmetric argument, we get \( \phi_n = \phi'_m \). This proves the claim.

In the case \( \phi_n = \phi'_m \), the proof of Lemma 5.1 could show that \( p_n \circ f_m = 0 \) and \( p'_m \circ f_n = 0 \). Hence we have the following liftable and commutative diagram.

\[
\begin{array}{ccccccc}
\cdots & \rightarrow & E_{n-1} & \xrightarrow{f_n} & E & \xrightarrow{p_n} & Q_n & \rightarrow & \cdots \\
\downarrow{\alpha} & & \downarrow{id} & & \downarrow{t} & & \\
\cdots & \rightarrow & E'_{m-1} & \xrightarrow{f_m} & E & \xrightarrow{p'_m} & Q'_m & \rightarrow & \cdots \\
\downarrow{\alpha'} & & \downarrow{id} & & \downarrow{t'} & & \\
\cdots & \rightarrow & E_{n-1} & \xrightarrow{f_n} & E & \xrightarrow{p_n} & Q_n & \rightarrow & \cdots \\
\downarrow{\alpha} & & \downarrow{id} & & \downarrow{t} & & \\
\cdots & \rightarrow & E'_{m-1} & \xrightarrow{f_m} & E & \xrightarrow{p'_m} & Q'_m & \rightarrow & \cdots 
\end{array}
\]

By Lemma 5.1, we get that \( Q_n \simeq Q'_m \) and \( E_{n-1} \simeq E'_{m-1} \).

Inductively using the similar argument, one can conclude that \( n = m, \phi_i = \phi'_i, E_i \simeq E'_i, Q_i \simeq Q'_i \), and the last two class of isomorphisms are compatible. Hence these two Harder-Narasimhan filtrations are isomorphic. \( \Box \)

This theorem leads to the following natural definition of stability conditions.

**Definition 5.4.** A stability condition \( \sigma \) is called a good stability condition if the Harder-Narasimhan filtration of any indecomposable object is unique. We denote such set by \( \text{Stab}^{ucyc}(\mathcal{C}) \).

**Remark 5.5.** By Theorem 5.3, we know that \( \text{Stab}^{ucyc}(\mathcal{C}) \) differs from \( \text{Stab}(\mathcal{C}) \) only on the locus where there are some basic loops with negative Maslov indices.

Also note that, although the non-negativity of Maslov indices is a sufficient condition for the uniqueness of Harder-Narasimhan filtration, it is not a necessary condition.

As mentioned in Remark 3.24 (iii), the space of good stability condition as in Definition 3.23 may contain more information than we need. Therefore, we have following equivalence relation between good stability conditions.

**Definition 5.6.** Let \( \sigma_1 = (Q_1, Z_1, \phi_1, q_1) \) and \( \sigma_2 = (Q_2, Z_2, \phi_2, q_2) \) be two good stability conditions on \( \mathcal{C} \), we say that \( \sigma_1 \) is equivalent to \( \sigma_2 \) if the following conditions are satisfied:

1. The circle slicings and central charges are the same, i.e. \( Q_1 = Q_2 \) and \( Z_1 = Z_2 \).

2. A morphism \( f \) is homogeneous with respect to \( \sigma_1 \) if and only if it is homogeneous with respect to \( \sigma_2 \).
(3) For any indecomposable objects $E$, the HN filtration of $E$ with respect to $\sigma_1$ is isomorphic to the HN filtration of $E$ with respect to $\sigma_2$.

(4) For any connecting path $l$ from a semi-stable object to another semi-stable object, we have $q_1(l) = q_2(l)$.

**Remark 5.7.** It is obviously an equivalence relation. We use $\sigma_1 \simeq \sigma_2$ to denote such a relation.

We denote the equivalent classes of good stability conditions by $\text{Stab}^{u,e}_{\text{cyc}}(C)$. We have the following diagram.

\[
\text{Stab}^{u,e}_{\text{cyc}}(C) \hookrightarrow \text{Stab}^{u}_{\text{cyc}}(C) \rightarrow \text{Stab}_{\text{cyc}}(C).
\]

The following two results are the main reasons of introducing this equivalence relation. The notations are the same as in Proposition 4.11 and Remarks 4.12.

**Proposition 5.8.** Let $C$ be a $k$-linear Krull-Schmidt connective cyclic category, and $\sigma_1, \sigma_2$ be two equivalent good stability conditions on $C$. Then the charge triples $R_1, R_2$ of $\sigma_1$ and $\sigma_2$ are deformation equivalent. In particular, the Maslov indices of a basic loop with respect to $\sigma_1, \sigma_2$ are the same.

Moreover, if $C$ is liftable with respect to $\sigma_1$ (hence also liftable with respect to $\sigma_2$). Then there exists a canonical equivalence $H : \tilde{C}_1 \rightarrow \tilde{C}_2$ between two $\mathbb{Z}$-coverings of $C$, such that

\[
H^* \pi_2^* \sigma_2 = \pi_1^* \sigma_1,
\]

where $\pi_1, \pi_2$ are projections in the following commutative diagram.

\[
\begin{array}{ccc}
\tilde{C}_1 & \xrightarrow{H} & \tilde{C}_2 \\
\pi_1 \downarrow & & \pi_2 \\
C & \xleftarrow{\pi_1} & \tilde{C}_2
\end{array}
\]

**Proof.** To prove that $R_1, R_2$ are deformation equivalent, let $l$ be a connecting path from $E$ to $F$, and consider the Harder-Narasimhan filtrations of $E$ and $F$ respectively. There are connecting paths $l_1 : Q_{1,1} \rightarrow E$ and $l_2 : F \rightarrow Q_{m,1}'$, where $Q_{1,1}$ is an indecomposable summand in the first Harder-Narasimhan factor of $E$ and $Q_{m,1}'$ is an indecomposable summand in the last Harder-Narasimhan factor of $F$. Therefore, we get a connecting path

\[
l_2 \circ l \circ l_1 : Q_{1,1} \rightarrow Q_{m,1}'.
\]

By Definition 5.6 (4), we get

\[
q_1(l_2 \circ l \circ l_1) = q_2(l_2 \circ l \circ l_1),
\]

which implies that $q_1(l) - q_2(l)$ is a constant real number for any connecting path $l : E \rightarrow F$. This proves that $R_1, R_2$ are deformation equivalent.

For the second half of the proposition, we assume that $C$ is liftable with respect to $\sigma_1$. Our equivalence $H$ is constructed in the following way.
We start with a semi-stable object \( E \in \mathcal{Q}(\phi) \), then proceed as in the proof of Proposition 4.11. One can easily show that

\[
H^* \pi_2^* \sigma_2 = \pi_1^* \sigma_1
\]

just by unwinding the definitions. This equivalence is independent of the choice of semi-stable object \( E \) because of Definition 5.6.(5). \( \square \)

We have the following theorem relating the stability conditions on \( \mathcal{C} \) to Bridgeland stability conditions on its \( \mathbb{Z} \)-lift. In this theorem, we fix the factorization \( K_0(\tilde{\mathcal{C}}) \xrightarrow{\pi_0} K_0(\mathcal{C}) \xrightarrow{v} \Lambda \) as in Remarks 4.9.(3).

**Theorem 5.9.** Let \( \sigma \) be a stability condition on a connective cyclic category \( \mathcal{C} \) such that \( \mathcal{C} \) is liftable with respect to \( \sigma \). By Theorem 4.8, we have a \( \mathbb{Z} \)-lift \( \tilde{\mathcal{C}} \) of the cyclic category \( \mathcal{C} \). We use \( \text{Stab}^0_{\text{cyc}}(\mathcal{C}) \) to denote the set of stability conditions whose charge triples are deformation equivalent to the charge triple of \( \sigma \), and \( \text{Stab}^{0,e}_{\text{cyc}}(\mathcal{C}) \) to denote the equivalent classes \( \text{Stab}^0_{\text{cyc}}(\mathcal{C})/\simeq \).

Then there is an isomorphism

\[
\text{Stab}(\tilde{\mathcal{C}})/2\mathbb{Z} \xrightarrow{\sim} \text{Stab}^{0,e}_{\text{cyc}}(\mathcal{C}),
\]

where \( \text{Stab}(\tilde{\mathcal{C}}) \) denotes the space of Bridgeland stability conditions on \( \tilde{\mathcal{C}} \), and the \( 2\mathbb{Z} \) action is given by \( 2k \mapsto [2k] \) for any \( k \in \mathbb{Z} \).

**Proof.** Let us first give a map

\[
\mathbb{L} : \text{Stab}^{0,e}_{\text{cyc}}(\mathcal{C}) \rightarrow \text{Stab}(\tilde{\mathcal{C}})/2\mathbb{Z}.
\]

Fix an indecomposable object \( G \in \mathcal{C} \), for any stability condition \( \sigma_1 \in \text{Stab}^0(\mathcal{C}) \), we have an equivalence

\[
H : \tilde{\mathcal{C}} \rightarrow \tilde{\mathcal{C}}_1
\]

by Proposition 4.11 where \( \tilde{\mathcal{C}}_1 \) is the \( \mathbb{Z} \)-lift of \( \mathcal{C} \) with respect to \( \sigma_1 \). We define

\[
\mathbb{L}(\sigma_1) = H^* \pi_1^* \sigma_1,
\]

where \( \pi_1 : \tilde{\mathcal{C}}_1 \rightarrow \mathcal{C} \) is the natural covering functor. This map \( \mathbb{L} \) is well defined on equivalence classes by Proposition 5.9 and the fact that these equivalent functors form a connection (as we fix an indecomposable object \( G \), see Remark 4.12).

On the other hand, we need to construct a map

\[
\mathbb{P} : \text{Stab}(\tilde{\mathcal{C}})/2\mathbb{Z} \rightarrow \text{Stab}^{0,e}_{\text{cyc}}(\mathcal{C}).
\]

Given a Bridgeland stability condition \( \tilde{\sigma}_1 = (\mathcal{P}, \tilde{Z}) \) on \( \tilde{\mathcal{C}} \), we can define a stability condition \( \mathbb{P}(\tilde{\sigma}_1) := \sigma_1 = (\mathcal{Q}, Z, \phi, q) \) on \( \mathcal{C} \) in the following way.

For the circle slicing \( \mathcal{Q} \), let \( \mathcal{Q}(\phi) \) be the full subcategory consisting of objects \( \pi(\mathcal{P}(\phi)) \) for any \( \phi \in (0, 2] \).

For the central charge, we know that \( \tilde{Z} \) factors as

\[
\tilde{Z} : K_0(\tilde{\mathcal{C}}) \xrightarrow{\pi_0} K_0(\mathcal{C}) \xrightarrow{v} \Lambda \xrightarrow{\phi} \mathcal{C},
\]

we let \( Z : K_0(\mathcal{C}) \xrightarrow{v} \Lambda \xrightarrow{\phi} \mathcal{C} \) be the central charge in \( \sigma_1 \).
For the phase function $\phi$, let $E$ be an indecomposable object in $\mathcal{C}$, if
\[ Z(E) = m(E)e^{i\pi\phi} \neq 0 \]
and $\phi \in (0, 2]$, we let $\phi(E) = \phi$. In the other case, if $Z(E) = 0$, we let $\phi(E)$ to be any real number in $(0, 2]$ and $\phi(E[1]) \equiv \phi(E) + 1 \mod 2\mathbb{Z}$. In the end, we will show that this is well defined, i.e. all the possible stability conditions defined in this way are equivalent to each other.

For the real decomposition, one can show that for any two indecomposable objects $E', F' \in \tilde{\mathcal{C}}$, we define
\[ \text{Hom}_{\mathcal{C}}(\pi(E'), \pi(F')) = \bigoplus_{k \in \mathbb{Z}} \text{Hom}_{\tilde{\mathcal{C}}}(E', F'[2k]). \]
This defines the same set of homogeneous morphisms as in $\sigma$. We need to assign appropriate degree of each homogeneous morphism.

Let $f : E' \to F'$ be a nonzero morphism between two indecomposable objects in $\tilde{\mathcal{C}}$. In the case when $E' \in \mathcal{P}(\phi_1), F' \in \mathcal{P}(\phi_2)$, we define $q(f) = \phi_2 - \phi_1$, which is a positive real number by definition. In other cases, let us take $S$ to be the set consisting of unstable indecomposable objects in $\tilde{\mathcal{C}}$ such that, any unstable indecomposable object in $\tilde{\mathcal{C}}$ is isomorphic to $A'[k]$, where $A' \in S$ and $k \in \mathbb{Z}$, and for any two different objects $A', B' \in S$, we have that $A'$ is not isomorphic to $B'[k]$ for any $k \in \mathbb{Z}$.

In the case when $E' \in \mathcal{P}(\phi_1)$, and $F' \cong A'[k]$ where $A' \in S$. Let us take $A' \xrightarrow{p_n} Q_n'$ to be the natural morphism from $A'$ to its last Harder-Narasimhan factor $Q_n'$. Then we have the following diagram
\[
E' \in \mathcal{P}(\phi_1) \xrightarrow{f} F' \cong A'[k] \xrightarrow{p_n[k]} Q_n'[k] \in \mathcal{P}(k + \phi_2)
\]
We define
\[ q(\pi(p_{n,i})) = \phi_2 - \phi(A'), \quad q(\pi(f)) = k + \phi(A') - \phi_1, \]
where $p_{n,i}$ is a summand of the morphism of $p_n$.

The case when $F' \in \mathcal{P}(\phi_2)$ and $E' \cong A'[k]$ where $A' \in S$ is similar. Indeed, we have the following diagram in $\tilde{\mathcal{C}}$
\[
E' \xrightarrow{f} F' \in \mathcal{P}(\phi_2) \quad \xrightarrow{p_n[k]} Q_n'[k] \in \mathcal{P}(\phi_1 + k)
\]
where $p_n : A' \to Q_n'$ is the natural morphism from $A'$ to its last Harder-Narasimhan factor $Q_n' \in \mathcal{P}(\phi_1)$. We define
\[ q(\pi(p_{n,i})) = \phi_1 - \phi(A'), \quad q(\pi(f)) = \phi_2 - \phi(A') - k. \]
The last case is when $E' \simeq A'[k_1]$ and $F' \simeq B'[k_2]$, we have the following diagram

$$
\begin{array}{ccc}
E' & \xrightarrow{f} & F' \\
\downarrow{p_n[k_1]} & & \downarrow{p_m[k_2]} \\
Q_n'[k] \in \mathcal{P}(\phi_1 + k_1) & & Q_m' \in \mathcal{P}(\phi_2 + k_2)
\end{array}
$$

where $p_n : A' \to Q_n'$, $p_m : B' \to Q_m'$ are the natural morphisms from $A', B'$ to their last Harder-Narasimhan factors $Q_n' \in \mathcal{P}(\phi_1), Q_m' \in \mathcal{P}(\phi_2)$ respectively. We define

$$q(\pi(f)) = k_2 - k_1 + \phi(B') - \phi(A').$$

This gives the degree function of the real decomposition on $\mathcal{C}$. Thus, we got our data $\sigma_1 = (Q, Z, \phi, q)$ on $\mathcal{C}$. Before proving that $\sigma$ is indeed a stability condition on $\mathcal{C}$ and our map $\mathbb{P}$ is well defined, let us state an easy consequence of the construction of degrees.

For any connecting path $l : E' \in \mathcal{P}(\phi_1) \to F' \in \mathcal{P}(\phi_2)$ in $\tilde{\mathcal{C}}$ (with respect to $\sigma_1$), we have

$$q(\pi(l)) = \phi_2 - \phi_1.$$

This follows directly from the construction of degree function $q$, we leave the direct check to the reader. We call such property as the invariance of semi-stable path.

There are several things to check for the construction of $\sigma_1$, we list them below.

1. The data $\sigma_1 = (Q, Z, \phi, q)$ is a stability condition on $\mathcal{C}$,
2. the charge triple $(Z, \phi, q)$ is deformation equivalent to the charge triple of $\sigma$,
3. and the equivalent class of $\sigma_1$ is independent of the choices of $\phi(E)$ for $Z(E) = 0$ and the set $S$.

For (1), most conditions in Definition 3.23 are direct consequences of the construction. We only need to check that the Harder-Narasimhan diagram is connective and liftable. We prove the connectivity by the induction on the number of Harder-Narasimhan factors.

Firstly, if $E'$ is semi-stable in $\tilde{\mathcal{C}}$, the connectivity is obvious. Assume that the connectivity condition is true for any indecomposable object $E'$ with $n-1$ Harder-Narasimhan factors. We consider an indecomposable object $E'$ with $n$ Harder-Narasimhan factors. Let the following distinguished triangle

$$E'_{n-1} \xrightarrow{f_n} E'_n = E' \xrightarrow{p_n} Q'_n \to E'_{n-1}[1]$$

be the last triangle in the Harder-Narasimhan filtration of $E'$ with respect to $\sigma'_1$. We claim that every summand of $f_n$ or $p_n$ is non-trivial. The proof is essentially included in the proof of Lemma 5.1. We prove the case of $f_n$
for readers’ convenience. If there is an indecomposable summand $E'_{n-1,1}$ of $E''_{n-1}$ with $f_n|E'_{n-1,1}| = 0$. Then we have the following commutative diagram

\[
\begin{array}{ccccccccc}
E'_{n-1,1} & \xrightarrow{0} & E'_n & \xrightarrow{id} & E'_{n-1,1}[1] \oplus E'_n & \xrightarrow{id} & E''_{n-1,1} & \xrightarrow{id} &\vspace{10pt} \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \vspace{10pt} \\
E'_{n-1} & \xrightarrow{f_n} & E'_n & \xrightarrow{p_n} & Q'_{n} & \xrightarrow{0} & E''_{n-1,1}[1] & \xrightarrow{0} &
\end{array}
\]

This implies that $E'_{n-1,1}[1]$ is a direct summand of $Q'_n$, but this is impossible unless $E'_{n-1,1} = 0$, as every Harder-Narasimhan factor of $E_{n-1}$ had bigger phase than the phase of $Q'_n$. Thus the claim is proved. The connectivity is also proved, as the Harder-Narasimhan diagram of any indecomposable summand of $E''_{n-1}$ is connective by induction, and every such summand is connected to $E'$ and the summands of $Q'_n$.

The liftability of Harder-Narasimhan diagram follows from the connectivity and the invariance of semi-stable path. Indeed, let $l_1, l_2 : A' \to B'$ be two connecting path in the Harder-Narasimhan diagram of $E'$. There are connecting paths $l_3 : Q_1 \to A'$ and $l_4 : B' \to Q_n$ by connectivity condition. By the invariance of semi-stable path, we get

\[q(l_4 \circ l_1 \circ l_3) = q(l_4 \circ l_2 \circ l_3),\]

hence $q(l_1) = q(l_2)$ and (1) is proved.

For (2), let $l_1, l_2 : E \to F$ be two connecting paths in $\mathcal{C}$. They can be lifted to connecting paths $l'_1 : E' \to F'$ and $l'_2 : E' \to F'[2k]$ in $\tilde{\mathcal{C}}$ where $2k = q_0(l_2) - q_0(l_1)$ ($q_0$ is the degree function in $\sigma$). From the definition of $q$, one can easily show that $q(l_2) - q(l_1)$ also equals to $2k$. Hence (2) is proved.

For (3), it follows directly from the invariance of semi-stable path. Hence $\mathcal{P}$ is well defined.

By unwinding the definitions, it is easy to see that $L \circ P = id$ and $P \circ L = id$. Hence, the theorem is proved. \qed

**Remarks 5.10.** (i) The equivalence relation in Definition 5.6 is the reason why the phases of unstable objects in Bridgeland stability conditions are not well defined in general.

(ii) Note that in this paper, we always fix the set of homogeneous morphisms in the real decomposition. Theorem 5.9 roughly says that the deformation of stability conditions with fixed set of homogeneous morphisms corresponds to the deformation of Bridgeland stability conditions on $\tilde{\mathcal{C}}$. We will investigate the other deformation direction (the deformation of the set of homogeneous morphisms) in the future research, we expect that it corresponds to the deformation of the category $\tilde{\mathcal{C}}$ itself.

(iii) It could be interesting to compare this theorem with [QZ22, Theorem 1]. We also have the isomorphism

\[Stab^{0,e}_{cyc}(\mathcal{T}/2\mathbb{Z}) \sim \to Stab(\mathcal{T})/2\mathbb{Z},\]
when the orbit category $\mathcal{T}/2\mathbb{Z}$ admits a triangulated structure. See [Kel05] for the related notion and results.

We end this section by gently touching another aspect of the space $\text{Stab}_{\text{cyc}}(\mathcal{C})$: chirality of objects and morphisms.

5.1. Chirality of morphisms and objects. There is a natural chirality of morphisms and objects from the definition of charge triples.

**Definition 5.11.** Given a real decomposition on a cyclic category $\mathcal{C}$, let $f$ be a homogeneous morphism, we say that $f$ is left chiral if $q(f) > 0$, and $f$ is right chiral if $q(f) < 0$.

Let $E$ be an indecomposable object in $\mathcal{C}$, we say that $E$ is left chiral if the Maslov indices of all basic loops involving $E$ are non-negative. Similarly, $E$ is right chiral if the Maslov indices of all basic loops involving $E$ are negative. In such cases, we say that $E$ has a well-defined chirality.

**Lemma 5.12.** Let $\mathcal{C}$ be a $k$-linear Krull-Schmidt connective cyclic category, and $q$ be a real decomposition on $\mathcal{C}$ such that $\mathcal{C}$ is liftable with respect to $q$. If moreover, every indecomposable object has a well-defined chirality. Then all indecomposable objects has the same chirality.

**Proof.** Suppose that $E$ is a left chiral indecomposable object. For any other indecomposable object $F$, there is a connecting path between $E$ and $F$.

Since any nontrivial homogeneous morphism $f : M \rightarrow N$ between two indecomposable objects can be completed to a liftable diagram

$$
\cdots \rightarrow M \xrightarrow{f} N \xrightarrow{g} \text{Cone}(f) \xrightarrow{h} M[1] \rightarrow \cdots
$$

Then every summand of $g$ and $h$ are nontrivial. As the proof has already appeared twice in the proofs of Lemma 5.1 and Theorem 5.9, we leave it to the reader. This non-triviality implies that the chirality of $M$ is the same as the chirality of $N$.

Hence, by chasing the connecting path, we can conclude that $F$ is also left chiral. □

There is a natural involution map $\tau$ on the space $\mathcal{T}(\mathcal{C})$, which is defined in the following way:

$$
\tau(Z, \phi, q) = (-\bar{Z}, \phi', -q),
$$

where $\bar{Z}$ is the conjugate of the central charge $Z$ and $\phi'(E) + \phi(E) = 1 \text{(mod } 2\mathbb{Z})$ for any indecomposable object $E$. Obviously, this involution changes the chirality of every homogeneous morphism to its opposite.

Notice that the stability condition breaks the chirality symmetry of real decompositions. In fact, for the forgetful map

$$
\text{Stab}(\mathcal{C}) \xrightarrow{\alpha} \mathcal{T}(\mathcal{C}),
$$

there are charge triples $R$ with nontrivial preimage $\alpha^{-1}(R)$ but $\alpha^{-1}(\tau(R)) = \emptyset$. This will be illustrated in the next section.
6. Stability conditions on Equivariant Matrix factorizations of $A_2$ type

In this section, we will present some examples of stability conditions on a cyclic category. We start with a Schur type lemma in any $k$-linear category.

**Lemma 6.1.** Let $T$ be any $k$-linear category, and $E, F$ are two simple objects in $T$, i.e. $\text{Hom}_T(E, E) = \text{Hom}_T(F, F) = k$. Then the composition

$$\text{Hom}_T(E, F) \times \text{Hom}_T(F, E) \to \text{Hom}_T(E, E) \xrightarrow{\sim} k$$

is trivial unless $E$ is isomorphic to $F$.

**Proof.** Suppose that the composition is not trivial, i.e. there exist morphisms $a \in \text{Hom}_T(E, F)$ and $b \in \text{Hom}_T(F, E)$ such that their composition $b \circ a = x \cdot \text{id}_E$, where $x \in k$ is nonzero.

We claim that $a \circ b = x \cdot \text{id}_F$. Indeed, denote $a \circ b := y \cdot \text{id}_F$. Then

$$x^2 \cdot \text{id}_E = (x \cdot \text{id}_F) \circ (x \cdot \text{id}_E) = b \circ a \circ b \circ a = b \circ (y \cdot \text{id}_F) \circ a = xy \cdot \text{id}_E.$$ 

Hence, we get $x^2 = xy$, which implies $x = y$ since $x$ is nonzero. Therefore, $a$ and $x^{-1}b$ are inverse to each other. $\square$

**Corollary 6.2.** Let $C$ be a $k$-linear Krull-Schmidt category, and $E$ be a simple object in $C$. Then either the composition

$$\text{Hom}(E, E[1]) \times \text{Hom}(E, E[1]) \to \text{Hom}(E, E[2]) \xrightarrow{\sim} k$$

is trivial or $E \xrightarrow{\sim} E[1]$.

**Remark 6.3.** As one can see from the definition of stability conditions, the existence of non-trivial indecomposable objects $E \simeq E[1]$ forms an obstruction of the existence of stability conditions on $C$. Unfortunately, this obstruction is very common.

However, some finite group action may resolve such obstructions. Let us begin with weighted homogeneous polynomial $w \in \mathbb{C}[[x_1, \cdots, x_N]]$ and their Abelian automorphisms (the following definitions are taken from [FJR13, Section 2]).

**Definition 6.4.** A weighted homogeneous polynomial $w \in \mathbb{C}[[x_1, \cdots, x_N]]$ is a polynomial for which there exist positive rational numbers $q_1, \cdots, q_n \in \mathbb{Q}_{>0}$, such that for any $\lambda \in \mathbb{C}^*$

$$w(\lambda^{q_1} x_1, \cdots, \lambda^{q_N} x_N) = \lambda w(x_1, \cdots, x_N).$$

We will call $q_j$ the weight of $x_j$. We define $d$ and $n_i$ to be the unique positive integers such that $(q_1, \cdots, q_N) = (n_1/d, \cdots, n_N/d)$ with $\gcd(d, n_1, \cdots, n_N) = 1$.

**Definition 6.5.** We call $w$ nondegenerate if

1. the polynomial $w$ contains non monomial of the form $x_i x_j$, for $i \neq j$
(2) the hypersurface defined by \( w = 0 \) in weighted projective space is non-singular, or equivalently, the affine hypersurface defined by \( w = 0 \) has isolated singularity at the origin.

**Definition 6.6.** There are special groups associated with the polynomial \( w \). The first one \( G_w \) is defined in the following way

\[
G_w := \{ (\alpha_1, \cdots, \alpha_N) \in (\mathbb{C}^*)^N \mid w(\alpha_1 x_1, \cdots, \alpha_N x_N) = w(x_1, \cdots, x_N) \}.
\]

There is special element \( J \in G_w \) which is defined to be

\[
J := (\exp(2\pi i q_1), \cdots, \exp(2\pi i q_N)),
\]

where the \( q_i \) are the weights defined in Definition 6.4. For any group \( G \) with \( \langle J \rangle \leq G \leq G_w \), we call \( G \) an admissible subgroup of \( G_w \).

Recall the following famous ADE examples (see e.g. [KST07]).

**Example 6.7.** The simple singularities can be classified in the following way.

- \( A_n \) : \( w = x^{n+1}, n \geq 1 \);
- \( D_n \) : \( w = x^{n-1} + xy^2, n \geq 4 \);
- \( E_6 \) : \( w = x^3 + y^4 \);
- \( E_7 \) : \( w = x^3 + xy^3 \);
- \( E_8 \) : \( w = x^3 + y^5 \).

By [Kn87] and [BGS87], we know that the category \( HMF(R, w) \) has only finitely many indecomposable objects if and only if \( w \) is of simple singularity.

In the following, we present some examples of stability conditions on the homotopy category of \( \mathbb{Z}/3\mathbb{Z} \)-equivariant matrix factorizations of \( x^3 \). And we use results from the paper [Wal05, Section 4.6, Section 7.1] as our starting point, readers should consult these two sections for the details.

**Example 6.8.** We draw pictures of deforming stability conditions on the homotopy category of \( \mathbb{Z}/3\mathbb{Z} \)-equivariant matrix factorizations of \( A_2 \) case. In the top left corner of Figure 2, we start with Walcher’s point as described in [Wal05]. In the deformation procedure, we keep the central charges \( Z(M_1^1) \) and \( Z(M_2^1) \) unchanged, move \( Z(M_1^3) \) along the dotted path to \( Z(M_2^3) \) (central charge of other indecomposable objects change correspondingly), and imagine that there is a pillar standing at the origin such that the homogeneous morphisms could go around the pillar but could not pass through the pillar along the deformation.

In Figure 2, we observe the phenomenon of chirality symmetry breaking. In fact, the charge triples on the left hand side and right hand side are mirror symmetric to each other. But the stability conditions are not symmetric, as we can see in Figure 1, our definition of stability conditions has an implicate orientation, which breaks the symmetry of charge triples.

Also note that, the charge triples on the left hand side are liftable, while the charge triples on the right hand side are not.
Chirality symmetry breaking

On the left hand side, at the starting point, every indecomposable object is semi-stable.

On the right hand side, at the starting point, no indecomposable objects are semi-stable. Hence no stability conditions over this charge triple.

On the left hand side, at the end point, $M_1^1$ and $M_1^2$ become unstable.

On the right hand side, at the end point, there are two stability conditions over this charge triple. Indeed, we can choose either $M_3^2$, $M_3^1$ or $M_2^1$, $M_2^2$ to be unstable.
Given a stability condition $\sigma$ on $C$, if the central charge of any nontrivial indecomposable objects is nonzero, we will call $\sigma$ a strong stability condition, and use $\text{Stab}_{\text{cyc}}^s(C), \text{Hom}^s(\Lambda, C)$ to denote the sets of strong stability condition on $C$ and its associated central charges. The Figure 3 illustrates the nontrivial monodromy of the map

$$\text{Stab}_{\text{cyc}}^s(C) \rightarrow \text{Hom}^s(\Lambda, \mathbb{C}) (\subset \mathbb{C}^{\text{rank}(\Lambda)}).$$

Indeed, if we compare Figure 3 with the left hand side of Figure 2, we see that different paths result in different stability conditions. It is easy to see that

$$H_1 H_2 H_3 = \text{id}$$

in $\text{Stab}_{\text{cyc}}^s(C)$, where $H_1, H_2, H_3$ are the monodromies corresponding to 3 generators of

$$\pi_1((\mathbb{C}^*)^2 \backslash \{z_1 + z_2 = 0\}).$$

Moreover, if we go to the lifted space, we get $H_1 H_2 H_3 = [2]$.

REFERENCES

[BBD82] AA Beilinson, J Bernstein, and P Deligne. Faisceaux pervers, analyse et topologie sur les espaces singuliers (i) cirm, 6–10 juillet 1981. Astérisque, 100, 1982.
[BGS87] R.-O. Buchweitz, G.-M. Greuel, and F.-O. Schreyer. Cohen-Macaulay modules on hypersurface singularities. II. *Invent. Math.*, 88(1):165–182, 1987.

[BLMS17] Arend Bayer, Martí Lahoz, Emanuele Macrì, and Paolo Stellari. Stability conditions on Kuznetsov components. *arXiv preprint arXiv:1703.10839*, 2017.

[Bri07] Tom Bridgeland. Stability conditions on triangulated categories. *Ann. of Math.* (2), 166(2):317–345, 2007.

[Con85] Alain Connes. Noncommutative differential geometry. *Inst. Hautes Études Sci. Publ. Math.*, (62):257–360, 1985.

[CQ97] Joachim Cuntz and Daniel Quillen. Excision in bivariant periodic cyclic cohomology. *Invent. Math.*, 127(1):67–98, 1997.

[DM12] Tobias Dyckerhoff and Daniel Murfet. The Kapustin-Li formula revisited. *Adv. Math.*, 231(3-4):1858–1885, 2012.

[Dou02] Michael R. Douglas. Dirichlet branes, homological mirror symmetry, and stability. In *Proceedings of the International Congress of Mathematicians, Vol. III (Beijing, 2002)*, pages 395–408. Higher Ed. Press, Beijing, 2002.

[Dyc11] Tobias Dyckerhoff. Compact generators in categories of matrix factorizations. *Duke Math. J.*, 159(2):223–274, 2011.

[Eis80] David Eisenbud. Homological algebra on a complete intersection, with an application to group representations. *Trans. Amer. Math. Soc.*, 260(1):35–64, 1980.

[FJR13] Huijun Fan, Tyler Jarvis, and Yongbin Ruan. The Witten equation, mirror symmetry, and quantum singularity theory. *Ann. of Math.* (2), 178(1):1–106, 2013.

[Goo85] Thomas G. Goodwillie. Cyclic homology, derivations, and the free loopspace. *Topology*, 24(2):187–215, 1985.

[HT07] Ryoshi Hotta and Toshiyuki Tanisaki. *D-modules, perverse sheaves, and representation theory*, volume 236. Springer Science & Business Media, 2007.

[Kel05] Bernhard Keller. On triangulated orbit categories. *Doc. Math.*, 10:551–581, 2005.

[KL03a] Anton Kapustin and Yi Li. D-branes in Landau-Ginzburg models and algebraic geometry. *J. High Energy Phys.*, (12):005, 44, 2003.

[KL03b] Anton Kapustin and Yi Li. Topological correlators in Landau-Ginzburg models with boundaries. *Adv. Theor. Math. Phys.*, 7(4):727–749, 2003.

[Kn87] Horst Knörrer. Cohen-Macaulay modules on hypersurface singularities. I. *Invent. Math.*, 88(1):153–164, 1987.

[KS08] Maxim Kontsevich and Yan Soibelman. Stability structures, motivic Donaldson-Thomas invariants and cluster transformations. *arXiv preprint arXiv:0811.4235*, 2008.

[KST07] Hiroshige Kajiura, Kyoji Saito, and Atsushi Takahashi. Matrix factorizations and representations of quivers. II: Type ADE case. *Adv. Math.*, 211(1):327–362, 2007.

[Mur13] Daniel Murfet. Residues and duality for singularity categories of isolated Gorenstein singularities. *Compos. Math.*, 149(12):2071–2100, 2013.

[Nee01] Amnon Neeman. *Triangulated categories*, volume 148 of *Annals of Mathematics Studies*. Princeton University Press, Princeton, NJ, 2001.

[NS18] Thomas Nikolaus and Peter Scholze. On topological cyclic homology. *Acta Math.*, 221(2):203–409, 2018.

[Orl04] D. O. Orlov. Triangulated categories of singularities and D-branes in Landau-Ginzburg models. *Tr. Mat. Inst. Steklova*, 246(Algebr. Geom. Metody, Svyyazi i Prilozh.):240–262, 2004.

[Orl09] Dmitri Orlov. Derived categories of coherent sheaves and triangulated categories of singularities. In *Algebra, arithmetic, and geometry: in honor of Yu. I. Manin. Vol. II*, volume 270 of *Progr. Math.*, pages 503–531. Birkhäuser Boston, Boston, MA, 2009.
Alexander Polishchuk and Arkady Vaintrob. Chern characters and Hirzebruch-Riemann-Roch formula for matrix factorizations. *Duke Math. J.*, 161(10):1863–1926, 2012.

Yu Qiu and Xiaoting Zhang. Geometric classification of total stability spaces. *arXiv preprint arXiv:2202.00092*, 2022.

David Treumann. Smith theory and geometric Hecke algebras. *Math. Ann.*, 375(1-2):595–628, 2019.

Johannes Walcher. Stability of Landau-Ginzburg branes. *J. Math. Phys.*, 46(8):082305, 29, 2005.