Self-Supervised Attention Networks and Uncertainty Loss Weighting for Multi-Task Emotion Recognition on Vocal Bursts
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Abstract—Vocal bursts play an important role in communicating affect, making them valuable for improving speech emotion recognition. Here, we present our approach for classifying vocal bursts and predicting their emotional significance in the ACII Affective Vocal Burst Workshop & Challenge 2022 (A-VB). We use a large self-supervised audio model as shared feature extractor and compare multiple architectures built on classifier chains and attention networks, combined with uncertainty loss weighting strategies. Our approach surpasses the challenge baseline by a wide margin on all four tasks.

Index Terms—multi-task learning, wav2vec2, uncertainty loss, classifier chain, task attention network

I. INTRODUCTION

Vocal bursts, such as laughs, sob, or sighs, are vital indicators of affect, oftentimes more informative than prosody for the recognition of emotions [1], [2]. Recent work attempts to shed more light on how much emotional information, and of what kind, humans are capable of expressing and comprehending based on vocal bursts [3], [4]. It has shown that emotional (or affective) vocal bursts carry information for over ten emotional dimensions that can be reliably understood across different cultures. This lays the theoretical foundation for using this information to more robustly and more holistically understand emotional reactions to external stimuli, and is gaining steam as a novel research direction in the crucifix of machine learning and affective computing.

This is being increasingly utilised by approaches seeking to improve speech emotion recognition (SER) performance that work by identifying and analysing vocal bursts separately from speech signals [5], [6]. The recent ICML Expressive Vocalisations Workshop & Competition 2022 (ExVo) [7] and the ongoing ACII Affective Vocal Burst Workshop & Challenge 2022 (A-VB) [8] present a new front for further research in the study of emotional bursts, both utilising the The Hume Vocal Burst Competition Dataset (HUME-VB) [9]. Recent advances in SER research have shown that the use of large, transformer-based models has proven a critical asset in improving performance [10], [11]. Such models have proven equally effective in the modelling of emotion from vocal bursts [12]. This exceeded benefits obtained by pre-training smaller models on in-domain data [13], as well as those obtained by personalisation methods [14], showing that larger models trained on bigger data can learn better and more generalisable representations which is critical for obtaining good results on HUME-VB data.

Further benefits have also been obtained through the use of multi-tasking, which is typically used to improve SER performance [11]. In the case of ExVo, this was achieved by combining affect with country-of-origin and age [15], [16]. The exploitation of such methods is expected to be highly beneficial for several A-VB tasks as well, as emotion recognition tasks are heavily interdependent [12]. In particular, two methods stand out from previous work on ExVo. Classifier chains [17] were used by Xin et al. [12] to improve performance for few-shot, personalised emotion recognition. This model predicts each task sequentially, with the output of earlier tasks propagated to later task layers to improve performance. Song et al. [15] instead used an uncertainty weighting loss to dynamically balance the contribution of the age, country and emotion losses during training, which was shown to improve performance over a standard averaging of the losses. These methods show how the emotional tasks contained in the HUME-VB dataset can be properly combined.

In the present work, we draw on those recent advances by utilising the learnt representations of a pre-trained wav2vec2.0 [18] in conjunction with classifier chains [17] and uncertainty weighting losses [15] to perform multi-task
learning on all four A-VB tasks: A-VB-HIGH, where ten emotional dimensions are predicted on a continuous scale; A-VB-TWO, where the two affect dimensions of arousal and valence are predicted; A-VB-CULTURE, where culturespecific predictions for the ten high-level dimensions are expected; and A-VB-TYPE, where seven types of bursts need to be classified. Our comprehensive evaluation over different experimental configurations better elucidates the strengths and weaknesses of the proposed methods for the analysis of emotional vocal bursts. We make our code available on Github.\footnote{https://github.com/VincentKaras/a-vb-emotions} 

The rest of this paper is structured as follows: We describe the models and loss weighting strategies in Sec. \[II\]. Our experimental settings and results are presented in Sec. \[III\]. The results are discussed in Sec. \[IV\]. Finally, Sec. \[V\] summarises the paper.

II. METHODOLOGY

Our method is based on using large models pre-trained on speech with self-supervised learning (SSL). Specifically, we make use of wav2vec2.\footnote{https://huggingface.co/facebook/wav2vec2-base}, which processes raw audio and combines a CNN with a stack of transformer encoder layers. It is trained by masking the input sequence to the transformer and solving a contrastive learning task over quantised latent representations. There is a wide selection of wav2vec2-like models available, which differ in the architecture and the corpus used for fine-tuning, e.g. Librispeech. For this paper, we use the wav2vec2-base architecture\footnote{https://huggingface.co/facebook/wav2vec2-base} without additional training on a speech corpus. This choice is motivated by the competition dataset, as there is likely no significant benefit for vocal bursts from fine-tuning towards speech. Wav2vec2-base has 12 transformer layers, which yield representations of size 768. Its CNN features have a size of 512. With wav2vec2-base as backbone, we construct three architectures, which are described in the following sections and illustrated in fig. \[I\].

A. Vanilla Model

For our basic multitask model, we process the features in parallel networks to predict the tasks. The networks are shallow, with each having one hidden fully connected (FC) layer and one output layer.

B. Classifier Chain Model

This model uses a chain of classifiers, similar to the one proposed in \[12\]. We use the features returned by wav2vec2.0 as the starting point for the first task, then concatenate them with the predictions for each task as input to the next task network. At training time, we use the ground truth as input instead of the predictions to avoid confusing the model with inaccurate guesses at the start of the training. The order of the four tasks is chosen based on the assumption that the model will benefit by learning from low to high complexity. Thus, we begin with A-VB-TYPE, which should be easier than recognising emotional content, proceed with A-VB-TWO as a general representation of affective state, then continue with predicting specific emotions in A-VB-HIGH, and end with culture specific A-VB-CULTURE.

C. Branching Multi-Head Attention Model

For this model, the hidden activations of the transformer block of wav2vec2.0 are used as inputs to the task networks. This is based on the assumption that for each task, activations at different layers may contain useful information, which was also used for the CNN model in \[13\]. However, instead of separate networks branching off individual layers in the backbone net, we use attention to combine the features from multiple layers. A similar approach was proposed in \[19\] with a multi-task attention network (MTAN). For each task, we construct a network of multi-head attention (MHA) layers, where the outputs of each MHA layer are used as key, and value pairs for the next block, while the hidden states of wav2vec2.0 form the queries.

D. Losses and Metrics

For A-VB-TYPE, categorical cross entropy is used as the loss function, and unweighted average recall (UAR) as metric. The emotion regression tasks use the concordance correlation coefficient (CCC)\footnote{CCC coefficient \(\rho\) is defined in eq. (1) and eq. (2), respectively.} and Pearson’s correlation coefficient \(\rho\) as metrics. They are defined in eq. (1) and eq. (2), respectively. We also use CCC as our objective function in the form \(1 - CCC\).

\[
CCC(x, y) = \frac{2 \cdot \text{cov}(x, y)}{\sigma_x^2 + \sigma_y^2 + (\mu_x - \mu_y)^2},
\]

where \(\text{cov}(x, y) = \sum (x - \mu_x)(y - \mu_y)\).

\[
\rho(x, y) = \frac{\text{cov}(x, y)}{\sigma_x \sigma_y},
\]

While multi-task learning can achieve superior results by exploiting relationships between the labels, there is a challenge in guiding the training such that all tasks achieve good performance, instead of just the easier ones \[19\]. Thus, the losses need to be balanced, but choosing weights for a large number of tasks requires extensive tuning. Instead, we opt for three adaptive loss weighting strategies, with fixed equal weights as comparison.

1) Dynamic Weight Averaging: Dynamic Weight Averaging (DWA)\footnote{https://huggingface.co/facebook/wav2vec2-base} adapts the task weights over time based on the rate of change of the loss in previous steps. The weight is defined in eq. (3):

\[
\lambda_k(t) = \frac{K \cdot \exp\left(\frac{L_k(t-1)}{2}\right)}{\sum K \cdot \exp\left(\frac{L_k(t-1)}{2}\right)},
\]

which is essentially a temperature softmax function, with increasing values of the temperature \(T\) smoothing the weights. The factor \(K\) scales the weights such that they sum to the number of tasks \(K\). The total loss then becomes a weighted sum as in eq. (4):

\[
L = \sum K \cdot \exp\left(\frac{L_k(t-1)}{2}\right).
\]
Fig. 1. Model architectures. a) basic mtl, b) classifier chain, c) branching multi-head attention model.

\[
\mathcal{L}_{\text{dwa}} = \sum_{k} \lambda_k(t) \mathcal{L}_k. \tag{4}
\]

2) Restrained Revised Uncertainty Loss: The restrained revised uncertainty loss (RRUW) was proposed by Song et al. [15] as a modification to [22]. It uses trainable parameters \( \alpha \) to scale the task weights, which are constrained to avoid trivial solutions. The RRUW is defined in eq. (5)

\[
\mathcal{L}(w, \alpha) = \sum_{k} \frac{1}{\alpha_k} \mathcal{L}_k(w) + \sum_{k} \log (1 + \log \alpha_k^2) + |\varphi - \sum_{k} (|\log \alpha_k|)|, \tag{5}
\]

where \( \alpha \) are the trainable weights, and \( \varphi \) is a positive value that the sum of weights is driven towards.

3) Dynamic Restrained Uncertainty Weighting: Dynamic Restrained Uncertainty Weighting (DRUW) combines the dynamic and uncertainty weights of DWA and RRUW. Thus, the final loss becomes:

\[
\mathcal{L}(w, \alpha) = \sum_k \left( \frac{1}{\alpha_k} + \lambda_k(t) \right) \mathcal{L}_k(w) + \sum_{k} \log (1 + \log \alpha_k^2) + |\varphi - \sum_{k} (|\log \alpha_k|)|. \tag{6}
\]

III. Experiments

We describe the dataset and preprocessing, as well as our experimental settings and results in this section.

A. Dataset

For all our experiments, we use the HUME-VB dataset as specified in the A-VB challenge. The dataset contains over 59,000 instances for a total of over 36 hours of audio material, almost equally split into training, validation, and test sets. The data comes from 1702 speakers from four backgrounds: USA, China, South Africa, and Venezuela. It contains seven different types of vocal bursts: cry, gasp, groan, grunt, laugh, pant, and scream – with data that did not fall under any of those types being labelled as ‘other’. Each instance has been annotated on a [1−100] scale for each of the ten high-level emotional dimensions: amusement, awe, awkwardness, distress, excitement, fear, horror, sadness, surprise, and triumph. An average of 85.2 raters have annotated each instance, and their individual ratings have been averaged to produce a gold standard annotation (which is then normalised to a [0−1] range). These gold standard annotations are used to derive arousal and valence values based on the circumplex model of affect [23]. The four tasks of the A-VB challenge are then defined as follows [8]:

- Predict the ten high-level emotional dimensions for A-VB-HIGH;
- Predict arousal and valence for A-VB-TWO;
- Predict a different high-level emotional dimension for each culture (a total of 40 outputs) for A-VB-CULTURE;
- Predict the type of vocal burst for A-VB-TYPE.

B. Training

We train our models for 30 epochs using a batch size of 8. AdamW [24] is chosen as the optimiser, with a learning rate of 10^{-5} for the feature extractor and 10^{-3} for the task networks. The rate is halved once the performance fails to improve
for 5 epochs. All audio clips are clipped or zero-padded to 2.5 s length. For data augmentation, we use SpecAugment \(^2\), applying it to the input of the transformer part of Wav2Vec2.0. Both time steps and features are masked with a probability of 0.05. We implement our models in PyTorch \(^3\) and train them on Nvidia RTX3090 and A40 GPUs. Each model is run with multiple random initialisations.

### C. Results

We report the performance in terms of UAR for A-VB-Type and the mean CCC and \(\rho\) for each of A-VB-Two, A-VB-High and A-VB-Culture on the validation set. Our model architectures are designated VANILLA, CHAIN, and BRANCH. Results are summarised in Tab. I. We achieve a UAR of .5686 for A-VB-Type and a mean CCCs of .7068, .7276, and .6072 for A-VB-Two, A-VB-High and A-VB-Culture respectively. We also present the test set results of our best models in Tab. II.

### IV. Discussion

We base our discussion on the validation set results, since the test set is hidden and the number of evaluations limited. All of our models surpass the baseline by a wide margin, demonstrating the efficacy of our approach using Wav2Vec2.0 as shared network for multi-task learning. Comparing the results shows that the simple VANILLA architecture is competitive or even superior to the others for the emotions tasks, while being inferior for A-VB-Type. We interpret this as another indicator for the power of the Wav2Vec2.0 features. Using classifier chains led to the best overall results for all tasks, but in some cases degraded performance in later parts of the chain, indicating issues with error accumulation. Hyperparameter optimisation will likely improve the more complex attention architecture. For the different loss weighting strategies, it can be seen that uniform weighting generally performs worst, which is expected since it is the least flexible approach and the weights were not tuned. The uncertainty-based strategies yield an improvement, with DRUW outperforming RRUW. Finally, DWA tends to perform best in the great majority of evaluations, demonstrating its efficacy. We note that for DRUW, further balancing of the contributions of DWA and RRUW may give even better results.

### V. Conclusion

This paper presented a multi-task approach for predicting type and emotions of vocal bursts. Following previous work, we constructed models based on a large self-supervised feature extractor and investigated several architectures including classifier chains and task-specific multi-head attention networks. We combined these with loss balancing strategies based on uncertainty. Extensive experiments showed that our method far surpassed the shallow end-2-end baseline, demonstrating the effectiveness of self-supervised features and adaptive loss strategies for analysing vocal bursts. Future work could focus on optimal ordering of the classifier chains and experimentation with other self-supervised models.

---

### TABLE I

Validation set results in terms of UAR for A-VB-Type, mean CCC, and mean \(\rho\) for A-VB-Two, A-VB-High and A-VB-Culture, respectively. Shown are the best performing models for each task per architecture and loss weighting strategy, as well as the competition baseline score achieved with End2You.

| Model     | A-VB-Type UAR | A-VB-Two CCC | A-VB-High CCC | A-VB-Culture CCC |
|-----------|---------------|--------------|---------------|------------------|
| baseline  | .4166         | .4988        | .5638         | .4401            |
| VANILLA   | .5443         | .6964        | .7205         | .5892            |
| CHAIN     | .5534         | .6948        | .7103         | .5619            |
| BRANCH    | .5593         | .6934        | .7114         | .5791            |

### TABLE II

Test set results for each task and best-performing model per architecture, as well as baseline results with End2You.

| Model     | A-VB-Type UAR | A-VB-Two CCC | A-VB-High CCC | A-VB-Culture CCC |
|-----------|---------------|--------------|---------------|------------------|
| baseline  | .4172         | .5084        | .5686         | .4401            |
| VANILLA   | .5377         | .6938        | .7209         | .6020            |
| CHAIN     | .5618         | .6942        | .7261         | .6002            |
| BRANCH    | .5418         | .6888        | .7148         | .5945            |

---

\(^2\)https://pytorch.org/
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