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Abstract

Channel estimation and transmission constitute the most fundamental functional modules of multiple-input multiple-output (MIMO) communication systems. The underlying key tasks corresponding to these modules are training sequence optimization and transceiver optimization. Hence, we jointly optimize the linear transmit precoder and the training sequence of MIMO systems using the metrics of their effective mutual information (MI), effective mean squared error (MSE), effective weighted MI, effective weighted MSE, as well as their effective generic Schur-convex and Schur-concave functions. Both statistical channel state information (CSI) and estimated CSI are considered at the transmitter in the joint optimization. A unified framework termed as joint matrix-monotonic optimization is proposed. Based on this, the optimal precoder matrix and training matrix structures can be derived for both CSI scenarios. Then, based on the optimal matrix structures, our linear transceivers and their training sequences can be jointly optimized. Compared to state-of-the-art benchmark algorithms, the proposed algorithms visualize the bold explicit relationships between the attainable system performance of our linear transceivers conceived and their training sequences, leading to implementation ready recipes. Finally, several numerical results are provided, which corroborate our theoretical results and demonstrate the compelling benefits of our proposed pilot-aided MIMO solutions.
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I. INTRODUCTION

In the evolution of commercial cellular networks from 4G to next generation solutions, multiple-input multiple-output (MIMO) technology constitutes a salient milestone [1]–[9], leading to significant spectral and power efficiency improvements. However, they require accurate channel state information (CSI) [10]–[15]. Therefore, pilot-aided channel estimation plays an important role in multi-antenna system design [16]–[21]. Based on the noise-contaminated pilot observations, the MIMO channel matrix can be estimated by relying on performance metrics such as the least square error [22], minimum mean squared error (MSE) [23], [24], mutual information (MI) [26], [27], etc. Then, by leveraging the estimated CSI, MIMO transceivers can be designed for optimizing the overall system performance [23]–[25].

The specific choice of the training sequence has a pivotal impact on the performance of channel estimation for MIMO systems [21], [28], and the key task of channel estimation is to recover the MIMO channel matrix instead of a scalar parameter. Hence, MIMO channel estimation constitutes a multiple-parameter estimation problem, where the training sequence optimization relies either on signal processing oriented [29], [30] or on information theoretic metrics [31]. It has been shown based on matrix-monotonic optimization [10] that in fact a diverse variety of training sequence optimization techniques relying on heterogeneous performance metrics intrinsically aim for maximizing a matrix-valued signal-to-noise ratio (SNR) during the channel estimation procedure.

It is widely exploited that MIMO transceivers are capable of striking a trade-off between the spatial diversity gain and the spatial multiplexing gain attained by the MIMO channels. When multiple data streams are transmitted simultaneously from the source to destination, the transceiver optimization constitutes a multi-objective optimization problem [32]–[34]. Given the CSI, diverse performance metrics, such as the capacity, or the sum MSE of the estimation may be optimized [11]. In order to accommodate as many optimization objective functions (OFs) as possible, majorization theory is used in [11], [35] to formulate unified objective functions [1].

1Explicitly, we will use the adjective “unified” upon referring to unifying diverse objective functions, and the adjective “joint” upon referring to the optimization of both the training sequence and precoder.
Recently, the framework of matrix-monotonic optimization was proposed for MIMO transceiver optimization relying on diverse OFs [10], [32], [33]. Again, as pointed out in [10], the MIMO precoder optimization task is reminiscent of maximizing a matrix-valued SNR in the data transmission procedure.

When channel estimation is more accurate, at first right the illusion might appear that the successive data transmission will have improved performance. However, when either the pilot overload or the pilot power is increased, either the effective throughput or the power - or potentially both - have to be reduced for data transmission for the sake of fair comparison. This tradeoff reveals that the joint optimization of the transmit precoder (TPC) and of the training sequence is of critical importance for MIMO systems. Hence, there is a rich body of literature on joint training and transceiver optimization [23], [25], but in most of the related literature, the joint optimization tends to rely on a single performance metric. For example, joint TPC and training sequence optimization relying on MI maximization was extensively studied in [23]–[25]. However, using a joint training sequence and transceiver weight optimization framework relying on multiple performance metrics - rather than a single one, like the MI in [23]–[25] - has important theoretical and practical benefits. Having said that, there is a distinct paucity of literature on this topic - probably because their joint optimization is much more challenging than that of its separate counterparts. This becomes particularly challenging, when both the time domain as well as the inter-element correlation of the channel’s transmit side are taken into account [25]. The main challenge arises from the complex performance analysis of the associated random matrix variables [19], [23], [24]. The distinct contributions of this paper are shown in Table I.

| Table I                                                                 |
|------------------------------------------------------------------------|
| **Key attributes of this paper compared to the existing MIMO joint design of training sequences and transceivers with power constrained** |
| | [23] | [25] | Our |
|-----------------------------|-------|-------|-----|
| transmit-side correlation channel model | ✓ | ✓ | ✓ |
| statistical CSI known at transmitter | ✓ | ✓ | ✓ |
| estimated CSI known at transmitter | | | ✓ |
| different objective functions | ✓ | ✓ | |
| maximum antenna number in simulation | 3 | 2 | 16 |

A close scrutiny reveals that the nature of training optimization and of transceiver optimization
is quite similar to each other [10]. Hence we are inspired to investigate the joint optimization of the training sequence design and the TPC design based on the matrix-monotonic optimization framework of [10]. A novel matrix-monotonic optimization technique termed as joint matrix-monotonic optimization is proposed for the joint optimization of the training sequence and of a linear TPC, which involves a pair of matrix variables, namely the training sequence matrix and linear TPC matrix. Our main contributions are as follows:

- A whole suite of performance metrics is considered in the joint optimization of linear transceivers and training sequences, including the effective MI, effective sum MSE, effective weighted MI, effective weighted MSE, as well as the effective general Schur-convex and Schur-concave functions. Furthermore, a range of practical settings is considered. Specifically, for channel estimation, the power of the amplifier is limited, hence the estimation accuracy can be only improved by increasing the length of the training sequence instead of increasing the power of the amplifiers.

- For the joint optimization of linear TPCs and training sequences, the spatial correlation of antennas experienced at the transmitter is taken into account. Moreover, both statistical CSI and estimated CSI are discussed. More explicitly for the former scenario, the transmitter only has statistical CSI information, while the receiver relies on the estimated CSI. By contrast, for the latter case, the transmitter and the receiver have the same estimated CSI, i.e. the feedback channel between the transmitter and receiver are assumed to be perfect.

- Our matrix-monotonic optimization framework of [10] derived for separate transceiver optimization or training optimization is extended here to the new joint matrix-monotonic optimization concept, which jointly optimizes our linear TPC and the training sequence. Based on our new joint matrix-monotonic optimization, the optimal structures of the linear TPC matrix and the training sequence matrix are derived. Therefore, the resultant joint optimization problems can be significantly simplified. Although the original joint optimization problems are complex, the proposed solution is of appealingly low complexity, which provides valuable guidelines for practical system designs.

The rest of the paper is organized as follows. In Section II, the signal models of channel estimation and information transmission are provided, respectively. The general joint training sequence and linear transceiver optimization problem is formulated and solved in Section III. Specifically, the joint optimization of the training sequence and transceiver is investigated in
Step 0. **Channel model**  
Build transmit-side correlated channel model.

Step 1. **Characteristic of separate optimization**  
Explore the duality between the optimization of training sequences and transceivers from P. 1 to P.12.

Step 2. **Characteristic of joint optimization**  
Formulate the unified joint optimization of training sequences and transceivers in P.13.

Step 3. **Solution with statistical CSI**  
Derive optimal structure and power allocation based on matrix-monotonic optimization with statistical CSI known at transmitter and discuss the specific examples in Section III-B and C.

Step 4. **Solution with estimated CSI**  
Analyze in the same way as Step 3 with estimated CSI known at transmitter in Section III-D and E.

Fig. 1. Flow of the mathematical analysis.

Section [III-B](#) when the transmitter has only statistical CSI. By contrast, the transmitter relying on estimated CSI is investigated in Section [III-D](#). Our simulation results are discussed in Section [IV](#) while our conclusions are offered in Section [V](#). Fig. 1 illustrates the flow of mathematical analysis.

**Notation:** In order to clarify the following mathematical derivations, we introduce the notations, symbols and definitions used throughout this paper. Referring to the fundamental matrix operations, the symbols $Z^H$ and $Z^T$ denote the Hermitian transpose and the transpose of a general matrix $Z$, respectively. The trace and determinant of a square matrix $Z$ are denoted as $\text{Tr}(Z)$ and $|Z|$, respectively. For a positive semidefinite matrix $Z$, the matrix $Z^{\frac{1}{2}}$ or $Z^{1/2}$ is the Hermitian square root of $Z$, which is also positive semidefinite. The mathematical notation $z^+$ represents $\max\{0, z\}$. For matrix decompositions in this paper, the notations $\Lambda \downarrow \gamma$ and $\Lambda \nearrow$ represent rectangular or square diagonal matrices with their diagonal elements sorted in decreasing and increasing order, respectively.

II. **Signal Models for Channel Estimation and Data Transmission**

A typical point-to-point MIMO system is considered. Specifically, an $N_R \times N_T$ MIMO channel $H$ associated with transmit-side spatial antenna correlation is investigated, where the channel $H$ can be formulated as in [23], [25], [32]:

$$H = H_W \Psi^{1/2},$$  \hspace{1cm} (1)$$

where the entries of $H_W$ are independent and identically distributed (i.i.d.) Gaussian random variables having zero mean and unit variance. In the signal model (1), the positive definite matrix
Ψ represents the transmit correlation matrix. Both channel estimation and data transmission are considered assuming the channel model (1), which are performed consecutively. In the first phase, training sequences are transmitted. Based on the noise-contaminated training signal observations, the channel matrix is estimated at the receiver. In the second phase, based on the estimated channel matrix, the transmit precoded signals are constructed and transmitted, which are then recovered at the receiver. In the following, we discuss the signal models of these two phases respectively.

A. Channel Estimation and Training Optimization

For the training based channel estimation, the training sequence $X$ is transmitted to the receivers, yielding the received signal sequence of

$$Y = HX + N,$$

where $N$ is the additive noise matrix at the destination. Based on the signal model in (2), the key task is to recover the channel matrix $H$ from the noise-contaminated observation $Y$ as accurately as possible. For a linear channel estimator, the estimated channel equals [25]

$$\hat{H} = YG_E,$$

where the estimated channel matrix $\hat{H}$ and the true channel matrix $H$ satisfy

$$H = \hat{H} + \Delta H,$$

where $\Delta H$ is the estimation error. Then the MSE matrix of the corresponding channel estimation can be expressed as

$$E_{\text{MSE}} = \mathbb{E}\{\Delta H^H \Delta H\} = (I - XG_E)^H R_H(I - XG_E) + G_E^H R_N G_E,$$

where the channel's correlation matrix $R_H$ and the noise covariance matrix $R_N$ are defined as

$$R_H = \mathbb{E}\{H^H H\} = N_R \Psi, \quad R_N = \mathbb{E}\{N^H N\},$$

where the scalar $N_R$ denotes the number of receive antennas. In order to minimize $E_{\text{MSE}}$, the optimal $G_E$ can be chosen as the linear minimum mean squared error (LMMSE) channel estimator as in [36], [37]:

$$G_{E,\text{Opt}} = (X^H R_H X + R_N)^{-1} X^H R_H.$$
Therefore, the channel estimation MSE matrix $E_{\text{MSE}}$ in (5) can be reformulated as

$$E_{\text{MSE}} = \mathbb{E}\{\Delta H^H \Delta H\} = (R_H^{-1} + XR_N^{-1}X^H)^{-1} = N_R (\Psi^{-1} + N_R XR_N^{-1}X^H)^{-1}. \hspace{1cm} (8)$$

Meanwhile, based on the LMMSE estimator in (7), the resultant channel estimation error $\Delta H$ can be written in the following form [37]

$$\Delta H = \Delta H_W \Phi^{1/2}, \hspace{1cm} (9)$$

where $\Delta H_W$ is a random matrix whose elements are i.i.d. Gaussian distributed with zero mean and unit variance, while $\Phi$ is given in (8) as

$$\Phi = (\Psi^{-1} + N_R XR_N^{-1}X^H)^{-1}. \hspace{1cm} (10)$$

Moreover, upon applying the LMMSE channel estimator of (7), the correlation matrix of the estimated channel $\mathbb{E}\{\widehat{H}^H \widehat{H}\}$ equals

$$\mathbb{E}\{\widehat{H}^H \widehat{H}\} = R_H - (R_H^{-1} + XR_N^{-1}X^H)^{-1} = N_R \Psi - N_R (\Psi^{-1} + N_R XR_N^{-1}X^H)^{-1} \triangleq \Pi. \hspace{1cm} (11)$$

When the LMMSE channel estimator is adopted, the channel estimation MSE matrix $E_{\text{MSE}}$ is a function of the training sequence $X$. Therefore, the performance of channel estimation may indeed be improved by optimizing the choice of the training sequence $X$ [10]. The most widely used performance metrics are the MI [31] and MSE [10]. In the following, these two classic training optimization techniques are reviewed in order to reveal the general optimal structure of the training sequence $X$. As for MI maximization, the corresponding training optimization problem is formulated as in [26], [27], [31]:

\textbf{P. 1:} \hspace{0.5cm} \max_X \log \text{det}(R_H^{-1} + XR_N^{-1}X^H), \text{ s.t. } \text{Tr}(XX^H) \leq P_T T_T, \hspace{1cm} (12)$$

where $P_T$ and $T_T$ are the power and the time interval of channel estimation, respectively, and $P_T T_T$ is the energy allocated to the channel estimation. On the other hand, the training optimization aiming for minimizing the sum MSE can be formulated in the following form [30]

\textbf{P. 2:} \hspace{0.5cm} \min_X \text{Tr}[(R_H^{-1} + XR_N^{-1}X^H)^{-1}], \text{ s.t. } \text{Tr}(XX^H) \leq P_T T_T. \hspace{1cm} (13)$$

Based on \textbf{P. 1} and \textbf{P. 2}, it may be inferred that using different performance metrics for MIMO channel estimation results in different optimal sequences, because multiple parameters have to be estimated in MIMO channel estimation. Different performance metrics result in different tradeoffs. Therefore, a general MIMO training optimization results in a multi-objective optimization problem. From a multi-objective optimization perspective, all the optimal solutions of
the training optimization associated with different performance metrics are the Pareto optimal solutions of the following matrix-monotonic optimization problem \[10\]

\[
P.3: \quad \max_X \quad XR_N^{-1}X^H, \quad \text{s.t.} \quad \text{Tr}(XX^H) \leq P_T T_T.
\] (14)

We would like to highlight that in the above optimization problem, the OF is a positive semi-definite matrix, which may be viewed as a matrix-valued SNR in the channel estimation procedure \[10\]. Bearing in mind that the constraint in P.3 is unitary invariant, the matrix-monotonic optimization P.3 is of a vector optimization nature, which is a function of the vector consisting of the eigenvalues of \(XR_N^{-1}X^H\). The different Pareto optimal solutions of P.3 achieve different levels of fairness among the different accuracies of the multiple estimated parameters. It is worth noting that, from a practical implementation perspective, the channel estimation performance is usually improved based on gathering more energy at the receiver instead of increasing the transmit power, because a practical power amplifier has a limited linear operating region. In other words, the channel estimation accuracy is improved by increasing the number of columns in \(X\), instead of increasing the amplitudes of the elements of \(X\). Based on the matrix-monotonic optimization framework of \[10\], we have the following conclusions for training optimization.

**Conclusion 1:** In MIMO channel estimation relying on an LMMSE estimator, the optimal training sequences satisfy the following structure

\[
X_{\text{opt}} = UX \Lambda_X U_R^H R_N; \quad \text{with} \quad \Lambda_X \downarrow.
\] (15)

where the unitary matrix \(U_R\) is defined based on the eigenvalue decomposition (EVD) as

\[
R_N^{-1} = U_R \Lambda_R^{-1} U_R^H \text{ with } \Lambda_R^{-1} \downarrow.
\] (16)

The unitary matrix \(U_X\) is determined by the specific performance metrics. Finally, \(\Lambda_X\) is a rectangular diagonal matrix, which is also determined by the specific performance metric.

**Conclusion 2:** Referring to \(U_X\) for both MI maximization and MSE minimization, the optimal \(U_X\) obeys \[10\]

\[
U_X = U_\Psi, \quad \text{with} \quad \Psi = U_\Psi \Lambda_\Psi U_\Psi^H \text{ with } \Lambda_\Psi \downarrow.
\] (17)

\[2\] Pareto optimality refers to the fact that, in a multi-objective optimization problem, it is impossible to improve any of the objectives without degrading at least one of the other objectives.
Based on **Conclusion 2**, the structure $U_X = U_{\Psi}$ is applied in the general joint optimization of the training and the transceiver in Section III. Moreover, it is also worth noting that at high SNRs\(^3\) the MI maximization $P. I$ has the optimal solution of $\Lambda_X = I$ i.e., uniformly allocating the powers along spatial directions \([10]\). By contrast, for MSE minimization, the optimal $\Lambda_X$ is the water-filling solution \([10]\). Undoubtedly, uniform power allocation is the simplest scheme for training optimization, which can be adopted as a suboptimal power allocation scheme along the spatial directions.

**B. Transceiver Optimization**

Upon assuming that the estimated CSI is available at the transmitter with the aid of a perfect feedback channel, the transmitted signal is preprocessed by a channel-dependent TPC and the signal $y$ received at the destination is of the following form \([11]\):

$$y = HF s + n,$$

where $F$ is the TPC matrix, $s$ is the signal vector and $n$ is the additive receiver noise having the covariance matrix $R_n = \sigma_N^2 I$. The covariance matrix of $s$ is assumed to be an identity matrix, i.e., $\mathbb{E}\{ss^H\} = I$. In data transmission, based on the channel estimation error model of \((4)\), the signal model of \((19)\) used for data transmission is rewritten as

$$y = \hat{H}Fs + \Delta HF s + n = \hat{H}Fs + \Delta H_{\Psi} F 1/2Fs + n.$$

where $v$ is the equivalent noise that consists of the additive noise and the channel estimation error. The covariance matrix $R_v$ of the equivalent noise $v$ can be expressed as \([25], [36]\)

$$R_v = [\sigma_N^2 + \text{Tr}(FF^H\Phi)]I.$$  

As for the transceiver optimization, the receiver has the information including the estimated channel matrix $\hat{H}$ and the covariance matrix $R_v$. Again, at the transmitter, we assume that either the estimated CSI $\hat{H}$ or only the statistical CSI given in \((1)\) is available. In the following, both of these two cases are discussed. Note that similarly to training optimization, for the MIMO TPC designs there are also diverse performance metrics that correspond to distinctly different OFs \([10], [11]\).

\(^3\)Channel estimation is performed invariably at high SNR.
First, the TPC is designed by maximizing the capacity or MI. The corresponding optimization problem is given by [11]

$$
\textbf{P. 4:} \max_{F} \mathbb{E}\left\{ \log \det \left( I + F^H \hat{H}^H R_v^{-1} \hat{H} F \right) \right\} \text{ s.t. } R_v = [\sigma_N^2 + \text{Tr}(FF^H\Phi)] I, \text{Tr}(FF^H) \leq P_D, \tag{22}
$$

where $P_D$ is the maximum power during the data transmission. In P. 4, when the transmitter has the same CSI at the receiver, the expectation $\mathbb{E}\{ \cdot \}$ can be removed. Otherwise, when only statistical CSI is available at the transmitter, $\mathbb{E}\{ \cdot \}$ is performed over $\hat{H}$ for the optimization of $F$. On the other hand, the TPC optimization aiming for minimizing the sum MSE may be written as [11]

$$
\textbf{P. 5:} \min_{F} \mathbb{E}\left\{ \text{Tr}[I + F^H \hat{H}^H R_v^{-1} \hat{H} F]^{-1} \right\} \text{ s.t. } R_v = [\sigma_N^2 + \text{Tr}(FF^H\Phi)] I, \text{Tr}(FF^H) \leq P_D. \tag{23}
$$

In order to extend the optimization P. 4 to a general case, a weighted MI is formulated as [32]

$$
\textbf{P. 6:} \max_{F} \mathbb{E}\left\{ \log \det \left( I + A^H F^H \hat{H}^H R_v^{-1} \hat{H} F A \right) \right\} \text{ s.t. } R_v = [\sigma_N^2 + \text{Tr}(FF^H\Phi)] I, \text{Tr}(FF^H) \leq P_D, \tag{24}
$$

where $A$ is a complex matrix of appropriate dimensions. In P. 6, it can be observed that the weighting matrix $A$ is applied to the matrix-valued SNR. Similarly, the optimization problem of weighted MSE minimization can be written as [10]

$$
\textbf{P. 7:} \min_{F} \mathbb{E}\left\{ \text{Tr}[W(I + F^H \hat{H}^H R_v^{-1} \hat{H} F)]^{-1} \right\} \text{ s.t. } R_v = [\sigma_N^2 + \text{Tr}(FF^H\Phi)] I, \text{Tr}(FF^H) \leq P_D, \tag{25}
$$

where the positive semidefinite matrix $W$ is the weighting matrix.

Generally speaking, for linear transceiver optimization having additively Schur-convex objectives, the problem can be represented as [10], [11], [32]

$$
\textbf{P. 8:} \min_{F} \mathbb{E}\left\{ f_{\text{Convex}}^{A-\text{Schur}} \left( d\left( F^H \hat{H}^H R_v^{-1} \hat{H} F + I \right)^{-1} \right) \right\} \text{ s.t. } R_v = [\sigma_N^2 + \text{Tr}(FF^H\Phi)] I, \text{Tr}(FF^H) \leq P_D, \tag{26}
$$

where $f_{\text{Convex}}^{A-\text{Schur}} (\cdot)$ is an additively Schur-convex function of the vector consisting of the diagonal elements of $(F^H \hat{H}^H R_v^{-1} \hat{H} F + I)^{-1}$. The symbol $d(Z)$ represents the vector consisting of the diagonal elements of $Z$. On the other hand, the linear transceiver optimization having additively Schur-concave objective is given by [10], [11], [32]

$$
\textbf{P. 9:} \min_{F} \mathbb{E}\left\{ f_{\text{Concave}}^{A-\text{Schur}} \left( d\left( F^H \hat{H}^H R_v^{-1} \hat{H} F + I \right)^{-1} \right) \right\} \text{ s.t. } R_v = [\sigma_N^2 + \text{Tr}(FF^H\Phi)] I, \text{Tr}(FF^H) \leq P_D, \tag{27}
$$

where $f_{\text{Concave}}^{A-\text{Schur}} (\cdot)$ is an additively Schur-concave function of the vector consisting of the diagonal elements of $(F^H \hat{H}^H R_v^{-1} \hat{H} F + I)^{-1}$. 

September 23, 2022 DRAFT
In order to accommodate the OFs in P. 4 to P. 9, the unified general optimization problem is formulated as follows

\[ \textbf{P. 10:} \max_{F} f_{\text{unified}} \left( F^{H} \widehat{H}^{H} R_{v}^{-1} \widehat{H} F \right) \text{ s.t. } R_{v} = \left[ \sigma_{N}^{2} + \text{Tr}(FF^{H}\Phi) \right] I, \text{Tr}(FF^{H}) \leq P_{D}. \]  

(28)

It is worth noting that P. 10 aims for maximizing a performance metric, while some optimization problems from the set of P. 4 to P. 9 aim for minimizing some performance metrics. In order to make the mathematical formulas consistent, when the optimization problem considered aims for minimizing a nonnegative function, its OF is replaced by its inverse function. When the optimization problem considered aims for minimizing a negative function, its OF is replaced by its negative counterpart. It should be highlighted that the expectation operation is contained in P. 10, and has either different mathematical meanings when the transmitter has either estimated CSI or statistical CSI. Specifically, when the transmitter relies on estimated CSI, the TPC \( F \) is optimized based on a specific realization of \( \widehat{H} \) and then the expectation operation is applied over the resultant OF. On the other hand, when the transmitter has only statistical information, the TPC \( F \) is optimized over the whole distribution of \( \widehat{H} \), instead of a realization of \( \widehat{H} \).

As for the TPC optimizations from the set P. 4 to P. 9, when the estimated CSI is available at the transmitter, the optimal solutions are the Pareto optimal solutions of the following matrix-monotonic optimization [10]

\[ \textbf{P. 11:} \max_{F} F^{H} \widehat{H}^{H} R_{v}^{-1} \widehat{H} F \text{ s.t. } R_{v} = \left[ \sigma_{N}^{2} + \text{Tr}(F F^{H} \Phi) \right] I, \text{Tr}(F F^{H}) \leq P_{D}. \]  

(29)

On the other hand, when the transmitter only has statistical information, the optimal solutions of P. 4 to P. 9 aim for maximizing the distribution of \( F^{H} \widehat{H}^{H} R_{v}^{-1} \widehat{H} F \). When \( \widehat{H} \) has only column correlations, maximizing the distribution of a random positive semidefinite matrix is equivalent to maximizing its expectation, i.e., \( F^{H} \mathbb{E}\{ \widehat{H}^{H} R_{v}^{-1} \widehat{H} \} F \) [38]. This is because when the distribution is maximized, for any given realization in the original distribution, it is always possible to find a realization from the optimized distribution, which is larger than the original realization and has the same probability density function (pdf). The detailed proof can be found in [38]. As a result, when \( \widehat{H} \) has only column correlations and the transmitter has only statistical CSI, the optimal solutions of P. 4 to P. 9 are the Pareto optimal solutions of the following matrix-monotonic optimization [32]

\[ \textbf{P. 12:} \max_{F} F^{H} \mathbb{E}\{ \widehat{H}^{H} R_{v}^{-1} \widehat{H} \} F \text{ s.t. } R_{v} = \left[ \sigma_{N}^{2} + \text{Tr}(F F^{H} \Phi) \right] I, \text{Tr}(F F^{H}) \leq P_{D}. \]  

(30)
**P. 12** can be viewed as the optimization of the distribution of $F^H \hat{H}^HR_n^{-1} \hat{H}^F$. When multiple data streams are transmitted, the MIMO TPC optimization is a multi-objective optimization problem. Generally speaking, there is no solution that is optimal for all OFs. It is plausible that the channel estimation procedure has a grave impact on the TPC optimization. Note that in **P. 10** and **P. 11**, the positive definite matrix $\Phi$ is a function of the training sequence $X$. Moreover, it is also worth highlighting that the communication resources are limited, i.e., $(T - T_T)P_D + P_T T_T \leq E_{\text{total}}$, where $T$ is the channel’s coherence time. The more resources are allocated to channel estimation, the more accurately the channel matrix can be estimated, but leaving less resources for information transmissions. As a result, there exist tradeoffs between the optimizations of **P. 3** and **P. 10**. The focus of our work is hence to jointly optimize these two matrix-monotonic optimization problems.

**III. Unified Optimization of the Training Sequence and the TPC**

Based on the discussions in Section [II], when having perfect CSI at the transmitter, the matrix-monotonic optimization problem **P. 10** can be simplified to the following matrix-monotonic optimization [10]

$$\max_F F^H \hat{H}^HR_n^{-1} \hat{H}^F, \quad \text{s.t. } \text{Tr}(F^FH) \leq P_D,$$

which is of the same form as **P. 3**. This fact reveals that there exits a duality between the TPC optimization and training sequence optimization [10], albeit the constraints in **P. 3** and **P. 10** have slightly different physical meanings from a physical perspective. Specifically, the constraint in **P. 3** guarantees having limited total energy for channel estimation. On the other hand, the constraint in **P. 10** assures that the maximum power is lower than a specific threshold.

**A. Unified Optimization Problems**

For the joint optimization of the training sequence $X$ and the TPC $F$, a joint performance metric is a function of both $X$ and $F$. Again, here the training optimization is carried out by only using the statistical CSI. By contrast, the TPC optimization is carried out by using either the statistical CSI or the estimated CSI. As a result, for the joint optimization considered, the performance metric should be an average performance that is independent of the instantaneous
CSI. The corresponding unified joint optimization of the training sequence and the TPC is written in the following form

\[
P. 13: \max_{F, X, T_T} \frac{T - T_T}{T} f_{\text{unified}} \left( \frac{F^H \hat{H}^H \hat{H} F}{\sigma^2_N + \text{Tr}(\Phi F F^H)} \right)
\]

s.t. \( \Phi = (\Psi^{-1} + N_R X R_N^{-1} X^H)^{-1} \)

\[
\text{Tr}(F F^H) \leq P_D, \quad \text{Tr}(X X^H) \leq P_T T_T, \quad (T - T_T)P_D + P_T T_T \leq E_{\text{total}}.
\]

(32)

In contrast to P. 10, there are three optimization variables in P. 13, namely \( F, X, \) and \( T_T \). The discrete time interval \( T_T \) is the training length, which must satisfy \( 1 \leq T_T \leq T - 1 \). The scalar \( T_T \) determines the amount of resources allocated to channel estimation and hence also the resources left for data transmission. After introducing \( T_T \) in the OF, P. 13 aims for striking a compelling trade-off between the channel estimation accuracy and data transmission efficiency, which is distinctly different from P. 10. In order to boldly differentiate the traditional designs given by P. 10, the performance metrics in P. 13 given by P. 4 to P. 9 are termed as the effective metrics. For example, when considering the MI maximization problem P. 4, P. 13 aims for maximizing the effective MI (termed as achievable rate in [25]) instead of the original MI. The corresponding OF is

\[
\frac{T - T_T}{T} f_{\text{unified}} \left( \frac{F^H \hat{H}^H \hat{H} F}{\sigma^2_N + \text{Tr}(\Phi F F^H)} \right) = \frac{T - T_T}{T} \mathbb{E} \left\{ \log \det \left( I + \frac{F^H \hat{H}^H \hat{H} F}{\sigma^2_N + \text{Tr}(\Phi F F^H)} \right) \right\}.
\]

(33)

The OF in (33) simultaneously maximizes the MI and data transmission time interval \( T - T_T \).

As discussed above, for the optimization problems P. 4 to P. 9, there are several ones aiming for minimizing a specific performance metric. When these kind of optimizations are unified in P. 13, the OFs are replaced by their corresponding inverse functions. For example, for the weighted MSE minimization of P. 7, the corresponding OF of P. 13 is formulated as the inverse of the weighted MSE, i.e.,

\[
\frac{T - T_T}{T} f_{\text{unified}} \left( \frac{F^H \hat{H}^H \hat{H} F}{\sigma^2_N + \text{Tr}(\Phi F F^H)} \right) = \frac{T - T_T}{T} \mathbb{E} \left\{ \frac{1}{\text{Tr} \left[ W \left( I + \frac{F^H \hat{H}^H \hat{H} F}{\sigma^2_N + \text{Tr}(\Phi F F^H)} \right)^{-1} \right]} \right\}.
\]

(34)

Here, similar to the concept of effective MI, the following term

\[
\frac{T}{T - T_T} \mathbb{E} \left\{ \text{Tr} \left[ W \left( I + \frac{F^H \hat{H}^H \hat{H} F}{\sigma^2_N + \text{Tr}(\Phi F F^H)} \right)^{-1} \right] \right\}
\]

(35)
may be viewed as the effective weighted MSE performance. Minimizing the effective MSE aims for simultaneously minimizing the traditional MSE and maximizing data transmission time interval.

**B. Joint Optimization for Statistical CSI at the Transmitter**

In this section, we investigate the case in which the transmitter only has statistical CSI but the destination has more accurate estimated CSI. Here we would like to highlight that in contrast to most of the existing studies on transceiver optimization \[32\], in the joint optimization of a linear TPC and training sequence, only the average performances are considered instead of their counterparts relying on the instantaneous CSI. Strictly speaking, only the upper bounds of the system performance are investigated. Following the rationale in \[25\], the expectation operations are moved into the OFs of \[P.4\] to \[P.9\]. The resultant joint optimization problem becomes

\[
P.14: \max_{F, X, T} \frac{T - T_T}{T} f_{\text{unified}} \left( \frac{F^H \mathbb{E} \{ \hat{H}^H \hat{H} \} F}{\sigma_N^2 + \text{Tr}(\Phi FF^H)} \right)
\]

subject to \(\Phi = (\Psi^{-1} + N_R X R_N^{-1} X^H)^{-1}\)

\[
\text{Tr}(FF^H) \leq P_D, \quad \text{Tr}(XX^H) \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}.
\]

In the OF of \[P.14\], the average matrix-valued SNR becomes:

\[
\frac{F^H \mathbb{E} \{ \hat{H}^H \hat{H} \} F}{\sigma_N^2 + \text{Tr}(\Phi FF^H)} = \frac{F^H \Pi F}{\sigma_N^2 + \text{Tr}(\Phi FF^H)}, \quad \text{with} \quad \Pi = N_R \Psi - N_R \Phi.
\]

It can be concluded that \[P.14\] maximizes this matrix-valued SNR. As a result, our joint matrix-monotonic optimization is formulated as

\[
P.15: \max_{F, X} \frac{F^H \Pi F}{\sigma_N^2 + \text{Tr}(\Phi FF^H)}
\]

subject to \(\Pi = N_R \Psi - N_R \Phi, \quad \Phi = (\Psi^{-1} + N_R X R_N^{-1} X^H)^{-1}\)

\[
\text{Tr}(FF^H) \leq P_D, \quad \text{Tr}(XX^H) \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}.
\]

Explicitly this joint matrix-monotonic optimization is intrinsically different from traditional single matrix-monotonic optimization applied separately for transceiver design and training design, since a pair of optimization variables, namely the linear TPC \(F\) and the training sequence \(X\), are jointly optimized. The optimal solutions of \[P.14\] belong to the Pareto-optimal solution set of \[P.15\]. We would like to point out that \[P.13\] optimizes the distribution of \(F^H \hat{H}^H R_v^{-1} \hat{H} F\) by relying on the statistical CSI available at transmitter. Provided that \(\hat{H}\) has only column
correlations, there exists an equivalence between optimizing the distribution of a random positive semidefinite matrix and maximizing its expectation, i.e., $F^\text{H}E\{\widehat{H}^\text{H}R_{\nu}^{-1}\widehat{H}\}F$ \cite{38}. As a result, in P. 14, there is an approximation, since the expectation operation is moved into the OF. However, based on our discussion concerning P. 12, this approximation does not change the fact that the optimal solutions of P. 13 belong to the Pareto-optimal solution set of P. 15. We can conjecture that the approximation in P. 14 might change the correspondence between the optimal solutions of P. 13 and the Pareto-optimal solutions of P. 15.

It is worth noting that the constraint $\text{Tr}(FF^\text{H}) \leq P_D$ is equivalent to the following constraint

$$\sigma_N^2 \text{Tr}(FF^\text{H}) \leq \sigma_N^2 P_D,$$

which is also equivalent to the following one

$$\sigma_N^2 \text{Tr}(FF^\text{H}) + P_D \text{Tr}(\Phi FF^\text{H}) \leq \sigma_N^2 P_D + P_D \text{Tr}(\Phi FF^\text{H}).$$

The power constraint (40) is equivalent furthermore to the following constraint

$$\frac{\text{Tr}[(\sigma_N^2 I + P_D \Phi)FF^\text{H}]}{\sigma_N^2 + \text{Tr}(\Phi FF^\text{H})} \leq P_D.$$ (41)

Here, it is worth noting that the equivalence implies that, (41) can be proved and vice versa from (39). Therefore, based on the equivalence between (39) and (41), the joint matrix-monotonic optimization problem P. 15 is equivalent to the following one

P. 16: $\max_{F, X} \frac{F^\text{H}\Pi F}{\sigma_N^2 + \text{Tr}(\Phi FF^\text{H})}$

\[\text{s.t. } \Pi = N_R \Psi - N_R \Phi, \quad \Phi = (\Psi^{-1} + N_R X R_N^{-1} X^\text{H})^{-1}, \quad \text{Tr}(XX^\text{H}) \leq P_T T_T, \]

$$\frac{\text{Tr}[(\sigma_N^2 I + P_D \Phi)FF^\text{H}]}{\sigma_N^2 + \text{Tr}(\Phi FF^\text{H})} \leq P_D, \quad (T - T_T)P_D + P_T T_T \leq E_{\text{total}}.$$ (42)

Upon defining the following new matrix variable

$$\widetilde{F} = (\sigma_N^2 I + P_D \Phi)^{1/2}[\sigma_N^2 + \text{Tr}(\Phi FF^\text{H})]^{-1/2}F,$$ (43)

the optimization problem P. 16 can be simplified into the following one

P. 17: $\max_{\widetilde{F}, X} \widetilde{F}^\text{H}(\sigma_N^2 I + P_D \Phi)^{-1/2}(N_R \Psi - N_R \Phi)(\sigma_N^2 I + P_D \Phi)^{-1/2}\widetilde{F}$

\[\text{s.t. } \Phi = (\Psi^{-1} + N_R X R_N^{-1} X^\text{H})^{-1}, \quad \text{Tr}(\widetilde{F} \widetilde{F}^\text{H}) \leq P_D, \quad \text{Tr}(XX^\text{H}) \leq P_T T_T, \quad (T - T_T)P_D + P_T T_T \leq E_{\text{total}}.$$ (44)
Based on the fundamental results of matrix-monotonic optimization [10], [32], we have the following theorem concerning the optimal $\tilde{F}$.

**Theorem 1:** The Pareto-optimal solution of $\tilde{F}$ for $P$. 17 satisfies the following structure

$$\tilde{F}_{\text{opt}} = V_{\mathcal{H}} \Lambda_{\tilde{F}} U_{\tilde{F}}^H,$$

(45)

where $V_{\mathcal{H}}$ and $U_{\tilde{F}}$ are unitary matrices and $\Lambda_{\tilde{F}}$ is a diagonal matrix. The unitary matrix $V_{\mathcal{H}}$ is defined based on the following SVD

$$(N \Psi - N \Phi)^{1/2}(\sigma_N^2 I + P_D \Phi)^{-1/2} = U_{\mathcal{H}} \Lambda_{\mathcal{H}} V_{\mathcal{H}}^H \text{ with } \Lambda_{\mathcal{H}} \downarrow \lambda.$$

(46)

On the other hand, the unitary matrix $U_{\tilde{F}}$ is determined by the specific OFs [10]. In the following, the optimal solutions of $U_{\tilde{F}}$ are enumerated briefly and the detailed derivations are provided in [10].

**Conclusion 3:** For the optimization problems $P$. 4 to $P$. 9, the corresponding optimal values of $U_{\tilde{F}}$ are listed as follows:

- **P. 4:** $U_{F,\text{opt}} = U_{\text{Arb}}$;
- **P. 5:** $U_{F,\text{opt}} = I$;
- **P. 6:** $U_{F,\text{opt}} = U_A$;
- **P. 7:** $U_{F,\text{opt}} = U_W$;
- **P. 8:** $U_{F,\text{opt}} = U_{\text{DFT}}$;
- **P. 9:** $U_{F,\text{opt}} = I$.

(47)

where the unitary matrices $U_A$ and $U_W$ are defined based on the following EVDs

$$AA^H = U_A \Lambda_A U_A^H \text{ with } \Lambda_A \downarrow \lambda, \quad W = U_W \Lambda_W U_W^H \text{ with } \Lambda_W \downarrow \lambda.$$

(48)

Moreover, $U_{\text{Arb}}$ denotes an arbitrary unitary matrix of appropriate dimensions and $U_{\text{DFT}}$ represents a DFT unitary matrix of suitable dimensions, respectively.

According to the definition of $\tilde{F}$ in (43), the following equality always holds

$$(\sigma_N^2 I + P_D \Phi)^{-1/2} \tilde{F} = \left[\sigma_N^2 + \text{Tr}(\Phi F F^H)\right]^{-1/2} F,$$

(49)

based on which the following equality can be derived

$$\frac{1}{\sigma_N^2 + \text{Tr}(\Phi F F^H)} = \frac{\text{Tr}[(\sigma_N^2 I + P_D \Phi)^{-1/2} \tilde{F} \tilde{F}^H (\sigma_N^2 I + P_D \Phi)^{-1/2} \tilde{F}]}{\text{Tr}(F F^H)} - \frac{\text{Tr}[(\sigma_N^2 I + P_D \Phi)^{-1/2} \tilde{F} \tilde{F}^H]}{P_D}.$$

(50)

where the second equality is due to the fact that for the optimal $F$, we have $\text{Tr}(F F^H) = P_D$.

Finally, when the optimal solution $\tilde{F}$ has been computed, the optimal $F$ equals

$$F_{\text{opt}} = \sqrt{\frac{P_D}{\text{Tr}[(\sigma_N^2 I + P_D \Phi)^{-1} F \tilde{F}^H]}} (\sigma_N^2 I + P_D \Phi)^{-1/2} \tilde{F}_{\text{opt}}.$$

(51)
Based on **Conclusion 1**, **Conclusion 2** and **Theorem 1**, we define the following variables and parameters

\[
\begin{align*}
[\Lambda_F^T \Lambda_F]_{i,i} &= f_i^2, \\
[\Lambda_X^T \Lambda_X]_{i,i} &= \psi_i, \\
[\Lambda_X^T \Lambda_X]_{i,i} &= x_i^2, \\
[\Lambda_{R_\psi}^{-1}]_{i,i} &= 1/\sigma_i^2.
\end{align*}
\] (52)

The joint matrix-monotonic optimization problem **P. 17** is equivalent to the following one:

**P. 18:** \[
\begin{align*}
\max & \quad \{f_i^2\}, \{x_i^2\} \\
\text{s.t.} & \quad \Lambda_{IN} \equiv \frac{N_R^2 f_i^2 x_i^2 \psi_i / \sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2 / \sigma_i^2 + P_D} \\
& \quad \sum_{i=1}^{N_{\text{Data}}} f_i^2 \leq P_D, \sum_{i=1}^{N_{\text{Data}}} x_i^2 \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}.
\end{align*}
\] (53)

Based on this, the joint optimization problem **P. 14** can be further rewritten as

**P. 19:** \[
\begin{align*}
\max & \quad \frac{T - T_T}{T} \sum_{i=1}^{N_{\text{Data}}} \log \left( \frac{N_R^2 f_i^2 x_i^2 \psi_i / \sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2 / \sigma_i^2 + P_D} \right) \\
\text{s.t.} & \quad \sum_{i=1}^{N_{\text{Data}}} f_i^2 \leq P_D, \sum_{i=1}^{N_{\text{Data}}} x_i^2 \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}.
\end{align*}
\] (54)

The specific optimal solutions of **P. 19** are determined by the particular mathematical formulas of the OF in **P. 19**. In the following, two specific examples are given to show how to solve **P. 19**. Their methodology may also be applied to other OFs.

**C. Specific Examples for Statistical CSI**

In this subsection, some specific joint optimization problems are investigated one-by-one to show how to jointly optimize the training sequence and the transceiver.

**Effective MI Maximization:**

Based on the results derived above, the joint optimization problem **P. 14** is finally simplified into the following form for the optimization problem of effective MI maximization

**P. 20:** \[
\begin{align*}
\max & \quad \frac{T - T_T}{T} \sum_{i=1}^{N_{\text{Data}}} \log \left( 1 + \frac{N_R^2 f_i^2 x_i^2 \psi_i / \sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2 / \sigma_i^2 + P_D} \right) \\
\text{s.t.} & \quad \sum_{i=1}^{N_{\text{Data}}} f_i^2 \leq P_D, \sum_{i=1}^{N_{\text{Data}}} x_i^2 \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}.
\end{align*}
\] (55)
\textbf{P. 20} can be optimized in an alternating manner with respect to \( \{f_n^2\}, \{x_n^2\}, \) and \( T_T\). When \( T_T\) is given, for fixed \( x_i^2\) values, the optimal solutions of \( f_i^2\) are the following water-filling solutions [39]

\[
f_i^2 = \left( \frac{1}{\mu_f} - \frac{1}{h_i} \right)^+, \tag{56}
\]

where \( \mu_f\) is the Lagrange multiplier corresponding to the constraint \( \sum_{i=1}^{N\text{Data}} f_i^2 \leq P_D\). The parameter \( h_i\) is defined as

\[
h_i = \frac{N_R^2 x_i^2 \psi_i / \sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2 / \sigma_i^2 + P_D}. \tag{57}
\]

Then, for fixed \( f_i^2\) values, the optimal solutions of \( x_i^2\) are the following water-filling solutions:

\[
x_i^2 = \left( -c_i(a_i + 2b_i) + \sqrt{c_i^2(a_i + 2b_i)^2 - 4(a_i + b_i)b_i(c_i^2 - a_i c_i / \mu_x)} \right) / 2(a_i + b_i)b_i, \tag{58}
\]

where the parameters \( a_i\), \( b_i\) and \( c_i\) are defined as follows

\[
a_i = N_R^2 f_i^2 \psi_i / \sigma_i^2, \quad b_i = N_R \sigma_N^2 / \sigma_i^2, \quad c_i = \sigma_N^2 \psi_i^{-1} + P_D. \tag{59}
\]

Finally, the optimization of \( T_T\) can be carried out using a one-dimensional search [25] [23], given its discrete nature.

**Effective Weighted MSE Minimization**

According to the previous discussions, the joint optimization problem \textbf{P. 14} aims for maximizing a performance metric. For the effective weighted MSE minimization, the OF of the joint optimization problem \textbf{P. 14} is formulated as the reciprocal of the effective weighted MSE, i.e.,

\[
\frac{T - T_T}{T} f_{\text{unified}} \left( \frac{F^H \mathbb{E} \{ \hat{H}^H \hat{H} \} F}{\sigma_N^2 + \text{Tr}(\Phi FF^H)} \right) = \frac{T - T_T}{T} \frac{1}{\text{Tr} \left[ W \left( I + \frac{F^H \mathbb{E} \{ \hat{H}^H \hat{H} \} F}{\sigma_N^2 + \text{Tr}(\Phi FF^H)} \right)^{-1} \right]}, \tag{60}
\]

based on which the joint optimization problem \textbf{P. 14} with respect to the effective weighted MSE performance finally becomes equivalent to

\textbf{P. 21}:

\[
\min_{\{f_n^2\}, \{x_n^2\}, T_T} \sum_{i=1}^{N\text{Data}} \frac{w_i}{\sum_{i=1}^{N\text{Data}} 1} \frac{N_R^2 f_i^2 x_i^2 \psi_i / \sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2 / \sigma_i^2 + P_D},
\]

s.t. \( \sum_{i=1}^{N\text{Data}} f_i^2 \leq P_D, \sum_{i=1}^{N\text{Data}} x_i^2 \leq P_T T_T, \) \( (T - T_T) P_D + P_T T_T \leq E_{\text{total}}. \) \tag{61}
can also be optimized in an alternating manner with respect to \( \{f^2_i\}, \{x^2_i\}, \text{ and } T_T \). When \( T_T \) is given, for fixed \( x^2_i \) values, the optimal solutions of \( f^2_i \) are the following water-filling solutions:

\[
f^2_i = \left( \sqrt{\frac{w_i}{\mu f h_i}} - \frac{1}{h_i} \right)^+ ,
\]

where \( \mu_f \) is the Lagrange multiplier corresponding to the constraint \( \sum_{i=1}^{N_{\text{data}}} f^2_i \leq P_D \). On the other hand, for fixed \( f^2_i \) values, the optimal solutions of \( x^2_i \) are the following water-filling solutions:

\[
x^2_i = \left( \frac{1}{a_i + b_i} \sqrt{\frac{w_i a_i c_i}{\mu_x a_i} - \frac{c_i}{a_i + b_i}} \right)^+ ,
\]

where \( a_i, b_i \) and \( c_i \) are defined in (59). Similar to effective MI maximization, the optimization of \( T_T \) can be also performed using a one-dimensional search, given its discrete nature.

**D. Joint Optimization using the Receiver’s Estimated CSI at the Transmitter**

In this section, we investigate the case in which the transmitter and the receiver both have the same estimated CSI, assuming that a feedback channel is available between them. In this case, based on the above mathematical formulation along with the our TPC optimization, the joint optimization problem can be further rewritten as follows:

\[
\text{P. 21:} \quad \max_{F, X, T_T} \frac{T - T_T}{T} f_{\text{unified}} \left( \frac{F^H (\Psi - \Phi)^{1/2} H_W^H H_W (\Psi - \Phi)^{1/2} F}{\sigma_N^2 + \text{Tr}(\Phi F F^H)} \right)
\]

\[
\text{s.t. } \Phi = (\Psi^{-1} + N_R X R_N^{-1} X^H)^{-1}, \quad \text{Tr}(F F^H) \leq P_D, \quad \text{Tr}(X X^H) \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}.
\]

This is equivalent to the following by replacing the sum power constraint \( \text{Tr}(F F^H) \leq P_D \) by (41)

\[
\text{P. 22:} \quad \max_{F, X, T_T} \frac{T - T_T}{T} f_{\text{unified}} \left( \frac{F^H (\Psi - \Phi)^{1/2} H_W^H H_W (\Psi - \Phi)^{1/2} F}{\sigma_N^2 + \text{Tr}(\Phi F F^H)} \right)
\]

\[
\text{s.t. } \Phi = (\Psi^{-1} + N_R X R_N^{-1} X^H)^{-1}, \quad \frac{\text{Tr}(\sigma_N^2 I + P_D \Phi) F F^H}{\sigma_N^2 + \text{Tr}(\Phi F F^H)} \leq P_D,
\]

\[
\text{Tr}(X X^H) \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}.
\]

Similar to P. 17, based on the definition of \( \tilde{F} \) in (43), P. 23 can further be reformulated as

\[
\text{P. 24:} \quad \max_{F, X, T_T} \frac{T - T_T}{T} f_{\text{unified}} \left( \tilde{F}^H (\sigma_N^2 I + P_D \Phi)^{-1/2} (\Psi - \Phi)^{1/2} H_W^H H_W \right)
\]
\[
\times (\Psi - \Phi)^{1/2} (\sigma_N^2 I + P_D \Phi)^{-1/2} \tilde{F}) \]

s.t. \( \Phi = (\Psi^{-1} + N_R X R_N^{-1} X^H)^{-1} \)

\[
\text{Tr}(\tilde{F} \tilde{F}^H) \leq P_D, \quad \text{Tr}(X X^H) \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}. \quad (66)
\]

By exploiting that all elements of \( H_W \) are i.i.d. random variables, \( P. 24 \) is equivalent to

\[
\text{P. 25: } \max_{F, X, T_T} \frac{T - T_T}{T} f_{\text{unified}}(\tilde{F}^H \Sigma^{1/2} H_W^H H_W \Sigma^{1/2} \tilde{F}) \]

s.t. \( \Sigma = (\sigma_N^2 I + P_D \Phi)^{-1/2} (\Psi - \Phi)(\sigma_N^2 I + P_D \Phi)^{-1/2}, \quad \Phi = (\Psi^{-1} + N_R X R_N^{-1} X^H)^{-1} \)

\[
\text{Tr}(\tilde{F} \tilde{F}^H) \leq P_D, \quad \text{Tr}(X X^H) \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}. \quad (67)
\]

Based on our matrix-monotonic optimization framework, the OF of \( P. 25 \) equals

\[
f_{\text{unified}}(\tilde{F}^H \Sigma^{1/2} H_W^H H_W \Sigma^{1/2} \tilde{F}) = f_{\text{unified}} \left( \left\{ f_i^2 \lambda_i (\Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2}) \right\}_{i=1}^{N_{\text{Data}}} \right), \quad (68)
\]

where the elements of the diagonal matrix \( \Lambda_{\Sigma} \) are defined as

\[
\Lambda_{\Sigma}^{i,i} = \frac{N_R x_i^2 \psi_i / \sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2 / \sigma_i^2 + P_D}. \quad (69)
\]

The equality in (68) exploits the fact that for any unitary matrix \( U, H_W \) and \( H_W U \) have the same distribution. Therefore, based on (68) the joint optimization of our linear TPC and training sequence is formulated as

\[
\text{P. 26: } \max_{\{f_i^2\},\{x_i^2\},T_T} \frac{T - T_T}{T} f_{\text{unified}} \left( \left\{ f_i^2 \lambda_i (\Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2}) \right\}_{i=1}^{N_{\text{Data}}} \right) \]

s.t. \( \Lambda_{\Sigma}^{i,i} = \frac{N_R x_i^2 \psi_i / \sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2 / \sigma_i^2 + P_D}, \quad \sum_{i=1}^{N_{\text{Data}}} f_i^2 \leq P_D, \quad \sum_{i=1}^{N_{\text{Data}}} x_i^2 \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}. \quad (70)
\]

In the case when the transmitter has estimated CSI, for a given transmit power \( P_D \), the optimal solution of \( f_i^2 \) can be expressed as a function of \( P_D \) and \( \{ \lambda_i (\Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2}) \}_{i=1}^{N_{\text{Data}}} \), i.e.,

\[
f_i^2 = p_i \left( P_D, \left\{ \lambda_i (\Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2}) \right\}_{i=1}^{N_{\text{Data}}} \right). \quad (71)
\]

As a result, the optimization problem \( P. 26 \) may also be shown to be equivalent to

\[
\text{P. 27: } \max_{\{x_i^2\},T_T} \frac{T - T_T}{T} f_{\text{unified}} \left( \left\{ f_i^2 \lambda_i (\Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2}) \right\}_{i=1}^{N_{\text{Data}}} \right) \]

s.t. \( \Lambda_{\Sigma}^{i,i} = \frac{N_R x_i^2 \psi_i / \sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2 / \sigma_i^2 + P_D} \).
\[ f_i^2 = p_i \left( P_D, \left\{ \lambda_i \left( \Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2} \right) \right\}_{i=1}^{N_{\text{Data}}} \right) \]

\[ \sum_{i=1}^{N_{\text{Data}}} x_i^2 \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}. \]  

(72)

It is worth highlighting that the statistical expectation operation involved in P. 27 makes the optimization problem difficult to solve. To overcome this difficulty, a pair of algorithms are proposed. For the first one, the power allocation in the training optimization adopts the suboptimal solutions given by P. 1 or P. 2. As a result, in P. 27 there is only a single real scalar optimization variable \( T_T \) that can be optimized by using a simple one-dimensional search. The expectation operation in P. 27 can be carried out numerically. On the other hand, the second one is based on the approximations that replace the eigenvalues \( \lambda_i \left( \Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2} \right) \) in P. 27 by \( \lambda_i \left( \Lambda_{\Sigma}^{1/2} \mathbb{E} \{ H_W^H H_W \} \Lambda_{\Sigma}^{1/2} \right) \).

E. Specific Examples for Estimated CSI

**Effective MI Maximization:**

In this subsection, we investigate the effective MI maximization in detail, where the MI term in the OF of P. 27 equals

\[ f_{\text{unified}} \left( \left\{ f_i^2 \lambda_i \left( \Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2} \right) \right\}_{i=1}^{N_{\text{Data}}} \right) = \mathbb{E} \left\{ \sum_{i=1}^{N_{\text{Data}}} \log \left( 1 + f_i^2 \lambda_i \left( \Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2} \right) \right) \right\}. \]  

(73)

It is widely exploited that for the MI maximization the optimal \( f_i^2 \) obeys [10], [11]

\[ f_i^2 = \left( \frac{1}{\mu_f} - \frac{1}{\lambda_i \left( \Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2} \right)} \right)^+. \]  

(74)

The Lagrange multiplier \( \mu_f \) is equivalent to

\[ \frac{1}{\mu_f} = \frac{P_D + \sum_{i=1}^{\tilde{N}_{\text{Data}}} \lambda_i \left( \Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2} \right)^{-1}}{\tilde{N}_{\text{Data}}}, \]  

(75)

where \( \tilde{N}_{\text{Data}} \) is the number of eigen-channels allocated non-zero powers during the data transmission phase. Therefore, substituting the value of \( \mu_f \) into the OF, the following result holds

\[ f_{\text{unified}} \left( \left\{ f_i^2 \lambda_i \left( \Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2} \right) \right\}_{i=1}^{N_{\text{Data}}} \right) = \mathbb{E} \left\{ \sum_{i=1}^{\tilde{N}_{\text{Data}}} \log \left( \frac{P_D + \sum_{i=1}^{\tilde{N}_{\text{Data}}} \lambda_i \left( \Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2} \right)^{-1}}{\tilde{N}_{\text{Data}}} \lambda_i \left( \Lambda_{\Sigma}^{1/2} H_W^H H_W \Lambda_{\Sigma}^{1/2} \right) \right) \right\}. \]  

(76)
Based on (76), the effective MI maximization problem is written in the following form

\[
\textbf{P. 28:} \max_{\{x^2_i\},T_T} \frac{T - T_T}{T} \mathbb{E} \left\{ \sum_{i=1}^{\tilde{N}_{\text{Data}}} \log \left( \frac{P_D + \sum_{i=1}^{\tilde{N}_{\text{Data}}} \lambda_i(\Lambda_{\Sigma}^{1/2}H_W^TH_W\Lambda_{\Sigma}^{1/2})}{\tilde{N}_{\text{Data}}} \right) \right\}
\]

s.t. \[
[\Lambda_{\Sigma}]_{i,i} = \frac{N_R x_i^2 \psi_i/\sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2/\sigma_i^2 + P_D}
\]

\[
\sum_{i=1}^{\tilde{N}_{\text{Data}}} x_i^2 \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}.
\]  

(77)

Because of the statistical expectation operation in \textbf{P. 28}, it is challenging to derive the optimal solutions of \textbf{P. 28} in closed forms. In the following two kinds of algorithms are proposed.

In order to avoid complex optimizations involving statistical expectations, some suboptimal solutions are used for \{x_i^2\}. Specifically, since channel estimation is usually performed at high SNRs, for MI maximization, the resources are assumed to be allocated uniformly among \{x_i^2\}, i.e., \(x_i^2 = P_T T_T/N_{\text{Data}}\). Therefore, \textbf{P. 28} is simplified to the following problem:

\[
\textbf{P. 29:} \max_{T_T} \frac{T - T_T}{T} \mathbb{E} \left\{ \sum_{i=1}^{\tilde{N}_{\text{Data}}} \log \left( \frac{P_D + \sum_{i=1}^{\tilde{N}_{\text{Data}}} \lambda_i(\Lambda_{\Sigma}^{1/2}H_W^TH_W\Lambda_{\Sigma}^{1/2})}{\tilde{N}_{\text{Data}}} \right) \right\}
\]

s.t. \[
[\Lambda_{\Sigma}]_{i,i} = \frac{N_R x_i^2 \psi_i/\sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2/\sigma_i^2 + P_D}
\]

\[
x_i^2 = P_T T_T/N_{\text{Data}}, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}.
\]  

(78)

The second rationale is to replace the eigenvalues \(\lambda_i(\Lambda_{\Sigma}^{1/2}H_W^TH_W\Lambda_{\Sigma}^{1/2})\) by their expectations, i.e., \(\lambda_i(\Lambda_{\Sigma}^{1/2}\mathbb{E}\{H_W^TH_W\}\Lambda_{\Sigma}^{1/2})\). As a result, \textbf{P. 28} can be approximated as follows:

\[
\textbf{P. 30:} \max_{\{x^2_i\},T_T} \frac{T - T_T}{T} \tilde{N}_{\text{Data}} \log \left( \frac{P_D + \sum_{i=1}^{\tilde{N}_{\text{Data}}} \lambda_i(\Lambda_{\Sigma}^{1/2}\mathbb{E}\{H_W^TH_W\}\Lambda_{\Sigma}^{1/2})}{\tilde{N}_{\text{Data}}} \right)
\]

s.t. \[
[\Lambda_{\Sigma}]_{i,i} = \frac{N_R x_i^2 \psi_i/\sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2/\sigma_i^2 + P_D}
\]

\[
\sum_{i=1}^{\tilde{N}_{\text{Data}}} x_i^2 \leq P_T T_T, \quad (T - T_T) P_D + P_T T_T \leq E_{\text{total}}.
\]  

(79)

It is worth noting that this approximation is accurate at high SNRs as shown in Section [V] but the proof is omitted due to space limitation. The optimization problem \textbf{P. 30} can be efficiently solved via alternating optimization, where the solution of \{x_i^2\} may be found via the MATLAB function “fmincon”.
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Effective Weighted MSE Minimization:

In this subsection, the effective weighted MSE minimization is investigated. For the effective weighted MSE minimization, the MSE term of the OF of P. 27 may be expressed as

\[
\begin{align*}
    f_{\text{unified}} &\left( \sum_{i=1}^{N_{\text{Data}}} \left( \frac{f_i^2 \lambda_i (A_{\Sigma}^{1/2}H_W H_W A_{\Sigma}^{1/2})}{P_D + \sum_{i=1}^{N_{\text{Data}}} \lambda_i (A_{\Sigma}^{1/2}H_W H_W A_{\Sigma}^{1/2})} \right)^2 \right) = \mathbb{E} \left[ \sum_{i=1}^{\tilde{N}_{\text{Data}}} \left( \frac{\sqrt{\frac{\lambda_i (A_{\Sigma}^{1/2}H_W H_W A_{\Sigma}^{1/2})}{P_D + \sum_{i=1}^{N_{\text{Data}}} \lambda_i (A_{\Sigma}^{1/2}H_W H_W A_{\Sigma}^{1/2})}}}{P_D + \sum_{i=1}^{N_{\text{Data}}} \lambda_i (A_{\Sigma}^{1/2}H_W H_W A_{\Sigma}^{1/2})} \right)^2 \right] + \sum_{i>\tilde{N}_{\text{Data}}} \omega_i, \tag{80}
\end{align*}
\]

based on which P. 27 is further reformulated as follows:

\[
\text{P. 31: } \begin{cases}
    \max_{\{x_i^2\}, T_T} & T - T_T \frac{T}{T} \\
                 \text{s.t.} & \left[ A_{\Sigma} \right]_{i,i} = \frac{N_R x_i^2 \psi_i / \sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2 / \sigma_i^2 + P_D} \\
                 & \sum_{i=1}^{N_{\text{Data}}} x_i^2 \leq P_T T_T, \quad (T - T_T)P_D + P_T T_T \leq E_{\text{total}}. \tag{81}
\end{cases}
\]

It is worth noting that solving the optimization problem P. 31 is still very challenging due to the statistical expectation operation. In the following, a pair of approximations are used.

Firstly, similar to P. 29, in order to avoid complex mathematical operations, suboptimal power allocation schemes may be applied to \(\{x_i^2\}\). At high SNR, the resources are supposed to be allocated proportionally among \(\{x_i^2\}\) for sum MSE minimization. Since we are considering the average performance, the suboptimal uniform power allocation scheme is adopted for \(\{x_i^2\}\) in the following for simplicity, i.e., \(x_i^2 = P_T T_T / N_{\text{Data}}\). Thus, P. 31 is simplified to

\[
\text{P. 32: } \begin{cases}
    \min_{T_T} & T - T_T \mathbb{E} \left[ \frac{T}{T} \left( \frac{\sum_{i=1}^{\tilde{N}_{\text{Data}}} \sqrt{\frac{\lambda_i (A_{\Sigma}^{1/2}H_W H_W A_{\Sigma}^{1/2})}{P_D + \sum_{i=1}^{N_{\text{Data}}} \lambda_i (A_{\Sigma}^{1/2}H_W H_W A_{\Sigma}^{1/2})}}}{P_D + \sum_{i=1}^{N_{\text{Data}}} \lambda_i (A_{\Sigma}^{1/2}H_W H_W A_{\Sigma}^{1/2})} \right)^2 \right] + T / T - T_T \sum_{i>\tilde{N}_{\text{Data}}} \omega_i \\
                 \text{s.t.} & \left[ A_{\Sigma} \right]_{i,i} = \frac{N_R x_i^2 \psi_i / \sigma_i^2}{\sigma_N^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2 / \sigma_i^2 + P_D}, \\
                 & x_i^2 = P_T T_T / N_{\text{Data}}, \quad (T - T_T)P_D + P_T T_T \leq E_{\text{total}}. \tag{82}
\end{cases}
\]

In P. 32, the single optimization variable \(T_T\) can be found by a one-dimensional search.
In the second solution, the eigenvalues $\lambda_i(\Lambda_\Sigma^{1/2}H^HWH\Lambda_\Sigma^{1/2})$ are replaced by their expectations, i.e., by $\lambda_i(\Lambda_\Sigma^{1/2}\mathbb{E}\{H^HWH\}\Lambda_\Sigma^{1/2})$. Thus, P. 31 is relaxed to

$$\begin{align*}
\text{P. 33:} & \quad \min_{\{x_i^2\}, T} \quad T - T_T P_D + \sum_{i=1}^{N_{\text{Data}}} \frac{\lambda_i(\Lambda_\Sigma^{1/2}\mathbb{E}\{H^HWH\}\Lambda_\Sigma^{1/2})}{\sqrt{\gamma_i/\lambda_i(\Lambda_\Sigma^{1/2}\mathbb{E}\{H^HWH\}\Lambda_\Sigma^{1/2})}}^2 + \frac{T}{T - T_T} \sum_{i>N_{\text{Data}}} \omega_i \\
\text{s.t.} & \quad [\Lambda_\Sigma]_{i,i} = \frac{N_R x_i^2 \psi_i/\sigma_i^2}{\sigma_i^2 \psi_i^{-1} + N_R \sigma_N^2 x_i^2/\sigma_i^2 + P_D} \\
& \quad \sum_{i=1}^{N_{\text{Data}}} x_i^2 \leq P_T T_T, \quad (T - T_T)P_D + P_T T_T \leq E_{\text{total}}. \quad (83)
\end{align*}$$

The optimization problem P. 33 can be solved efficiently by alternating between $\{x_i^2\}$ and $T_T$, where the solution of $\{x_i^2\}$ may be found by the MATLAB function “fmincon”.

F. Complexity Analysis

For the proposed algorithms, the computational complexity mainly arises from the matrix decompositions, water-filling algorithms, numbers of iterations, one-dimensional search over the training interval $T_T$ and the numerical computations of the statistical expectation. For an $N \times N$ matrix, the complexity of its matrix decomposition is on the order of $O(N^3)$. Moreover, for an $N$-dimensional separate optimization problem, the complexity of the water-filling algorithm is as low as $O(N)$. We will demonstrate in Section IV that typically only one or two iterations may be required in Fig. 6 and Fig. 7. The one-dimensional search will increase the computational complexity at an order of $O(T_T)$. For the following complexity analysis, $L_S$ denotes the number of independent trials used for the numerical computations of the statistical expectation. Upon using statistical CSI at the transmitter, the total computational complexities of the proposed algorithms are $O(N^3) + O(NT_T + L_ST_T)$. On the other hand, in the case of estimated CSI at transmitter, the total computational complexities of the proposed algorithms using the eigen-value approximations are also $O(N^3) + O(NT_T + L_ST_T)$. However, in this case the total computational complexities of the proposed algorithms using uniform power allocation for training are a little bit different and the total complexity is $O(N^3) + O(L_ST_T)$.

IV. Simulation Results and Discussions

In this section, several numerical results are provided for the proposed joint optimization of our linear TPC and training sequence. Firstly, the widely used exponential correlation model
Fig. 2. Joint optimization for effective MI maximization using statistical CSI at the transmitter.

is used for $\Psi$, i.e., $[\Psi]_{i,j} = \theta^{|i-j|}$ \cite{10, 36}. In the following simulations, $\theta = 0.9$ is chosen. For the cases in which the receiver relies on the estimated CSI and the transmitter has only statistical CSI, the joint optimization used for effective MI maximization is investigated first. In Fig. 2 the effective MI represents the values of the OF of $P.20$, with antenna settings of $N_T = N_R = N = 8$ and $T = 256$ vs the SNR. In order to characterize the performance of the proposed algorithm, the direction search algorithm of \cite{25} and the fixed point algorithm of \cite{23} are also used in Fig. 2. At low SNRs, the effective MI of the proposed algorithm only has modest advantages over the direction search algorithm of \cite{25} and the fixed point algorithm of \cite{23}. However, there is a significant performance gap between the proposed algorithm and the algorithm using uniform power allocation, which shows the superiority of the proposed optimization algorithm. With the SNR increasing, the performance gap between the proposed algorithm and the algorithm employing uniform power allocation is reducing, which is due to the fact that the optimal power allocation required for effective MI maximization tends to be uniform at high SNRs. Furthermore, the effective MI of the proposed algorithm is much higher than that of the direction search algorithm of \cite{25} and that of the fixed point algorithm of \cite{23} at high SNRs.

In contrast to the MI, the MSE exhibits higher signal recovery accuracy at the receiver. If we directly use MSE as our performance metric, the trivial conclusion emerges that all the resources should be allocated to channel estimation. To overcome this deficiency, the OF of the optimization problem $P.21$ is the effective MSE instead of the traditional MSE used for transceiver optimization. The effective MSE minimization aims for simultaneously minimizing the data estimation MSE and maximizing the data transmission time interval. In Fig. 3 we compare the effective MSEs of the direction search algorithm \cite{25}, of the proposed algorithm,
joint optimization for effective MI maximization using estimated CSI at transmitter. At high SNRs, the effective MSE of the proposed algorithm is better than that of the direction search algorithm of [25]. Additionally, the effective MSE of the proposed algorithm is always lower than that of the proposed algorithm employing uniform power allocation.

In the simulations, the other case is also taken into account, in which the transmitter and receiver have the same estimated CSI. In this case, the optimization problems P. 29 and P. 30 are used for the effective MI maximization. In Fig. 4, the effective MIs are demonstrated for $T = 256$ at SNR $= 30$dB and for different antenna settings of $N = 4, 8, 16$. Each point of the curves in Fig. 4 is an average of $10^4$ independent realizations used for calculating the statistical expectations. It can be concluded from the numerical results that there always exist a best operating point for resource allocation between channel estimation and data transmission. Moreover, it can be seen that for the optimal operating point, the resources allocated to channel estimation are much lower than those allocated for data transmission. Furthermore, Fig. 4 shows that the suboptimal solution in P. 29 using uniform power allocation for training has almost the same performance as the optimized power allocation employed for training in P. 30. Similar conclusions can be drawn for the effective MSE minimization characterized in Fig. 5. For the effective MSE minimization, the optimization problems P. 32 and P. 33 are considered. It can also be seen that the suboptimal solution in P. 32 associated with uniform power allocation for training has almost the same performance as the optimized power allocation delivered for training in P. 33.

Last but not the least, the convergence behaviors of the proposed algorithms are investigated. It is worth highlighting that for the joint optimization using estimated CSI at the transmitter, the TPC is derived to be a function of the training sequence. In turn, this function is substituted into
the original OF. As a result, there is no convergence issue that should be investigated. For the case of statistical CSI at the transmitter, the convergence behaviors of the proposed algorithm are shown in Fig. 6 and Fig. 7. It is observed that for both effective MI maximization and effective MSE minimization, the proposed algorithms exhibit excellent pretty good convergence properties for all simulation settings.

V. CONCLUSIONS

The joint optimization of linear transceivers and training sequences was investigated for various performance metrics, including the effective MI, effective MSE, effective weighted MI, effective weighted MSE, effective additively Schur-convex and effective additively Schur-concave functions. The new joint matrix-monotonic optimization framework was proposed, which has two matrix variables, i.e., the linear TPC matrix and the training matrix. Based on our new framework of joint matrix-monotonic optimization, the optimal structures of linear transceivers and training sequences were derived for the cases in which the transmitter relies either on statistical CSI or estimated CSI in the face of transmit-side spatial correlation. Based on the optimal structures, the explicit optimization algorithms were proposed for the joint optimization considered. Finally, several numerical simulations were presented for corroborating our theoretical results.
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