Universality in fast quantum quenches
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ABSTRACT: We expand on the investigation of the universal scaling properties in the early time behaviour of fast but smooth quantum quenches in a general d-dimensional conformal field theory deformed by a relevant operator of dimension Δ with a time-dependent coupling. The quench consists of changing the coupling from an initial constant value λ1 by an amount of the order of δλ to some other final value λ2, over a time scale δt. In the fast quench limit where δt is smaller than all other length scales in the problem, δt ≪ λ1/(Δ−d), λ2/(Δ−d), δλ/λ1, the energy (density) injected into the system scales as δE ∼ (δλ)2(δt)d−2Δ. Similarly, the change in the expectation value of the quenched operator at times earlier than the endpoint of the quench scales as ⟨OΔ⟩ ∼ δλ(δt)d−2Δ, with further logarithmic enhancements in certain cases. While these results were first found in holographic studies, we recently demonstrated that precisely the same scaling appears in fast mass quenches of free scalar and free fermionic field theories. As we describe in detail, the universal scaling refers to renormalized quantities, in which the UV divergent pieces are consistently renormalized away by subtracting counterterms derived with an adiabatic expansion. We argue that this scaling law is a property of the conformal field theory at the UV fixed point, valid for arbitrary relevant deformations and insensitive to the details of the quench protocol. Our results highlight the difference between smooth fast quenches and instantaneous quenches where the Hamiltonian abruptly changes at some time.

KEYWORDS: Gauge-gravity correspondence, Effective field theories, Holography and condensed matter physics (AdS/CMT)

ArXiv ePrint: 1411.7710

Open Access, © The Authors.
Article funded by SCOAP³.
doi:10.1007/JHEP02(2015)167
1 Introduction

In recent years, there has been a great deal of interest in studying quantum quenches [1–4], i.e., studying of the quantum evolution of an isolated system in the presence of a time-dependent parameter in the Hamiltonian. Amongst other things, these processes are theoretically interesting as probes of two related issues: thermalization and critical points. Considering the first of these, suppose we start with a system in its ground state. If a parameter in the Hamiltonian, e.g., an external field, undergoes a rapid change, the system driven to some highly excited state but one would expect that after sufficient time
the system will approach a steady state which resembles a thermal state. The question then is to understand the sense in which the final pure state is close to a thermal state, and to understand the approach to such a state. Similar questions can be studied in a thermal quench, where the initial state is a thermal state. Of course, these questions lie at the heart of the foundations of statistical mechanics and they are typically difficult to investigate, especially when the system is strongly coupled. Recent experiments with cold atom systems and heavy ion collisions are beginning to yield valuable experimental insights into such processes, which pose both greater motivation and interesting challenges for the theoretical community.

A second class of interesting quenches are those which cross a critical point. That is, suppose the time-dependent parameter passes through a value which would correspond to a critical point in equilibrium. One would then expect that the subsequent evolution of the system will carry universal signatures of the critical point. An early example of such a signal is Kibble-Zurek scaling \cite{Kibble1980, Zurek1985}. Suppose one starts in a gapped phase of the system, with the quench rate slow compared to the scale set by the gap. Initially the evolution of the system would be adiabatic. However, as the parameter approaches the critical point, the instantaneous gap vanishes and adiabaticity is lost, producing an excited state. Kibble \cite{Kibble1980}, and subsequently Zurek \cite{Zurek1985}, argued that the density of defects at late times scales as a universal power of the quench rate with the exponent determined by the equilibrium and near-equilibrium critical exponents. In recent years, this argument has been extended to quantum phase transitions and the same arguments have been shown to lead to scaling of other one point functions and correlation functions \cite{Maldacena2002, Kitaev2013}. The arguments which lead to Kibble-Zurek scaling are based on rather drastic approximations; nevertheless, there are several model systems where such scaling appears to hold. There is no theoretical framework analogous to the renormalization group which justifies such scaling, and strongly coupled systems remain beyond the reach of current theoretical tools. At the other extreme, Cardy, Calabrese and Sotiriadis \cite{Cardy2008, Calabrese2010, Sotiriadis2015} derived a set of exact universal results for instantaneous quenches in two-dimensional field theories from a gapped phase to a critical point, using powerful methods of boundary conformal field theory. Yet another set of scaling relations can be derived from time-dependent perturbation theory when the amplitude of an instantaneous quench to a critical point is small \cite{Maldacena2015}.

In the past few years, the AdS/CFT correspondence has been used to study both quantum and thermal quenches in strongly coupled quantum field theories which possess a gravity dual. In this approach, the couplings in the field theory are related to boundary conditions for the metric and other fields in the dual gravity theory. Therefore studying a quench process reduces to solving of a set of partial differential equations with specified initial conditions and time-dependent boundary conditions — a problem which is much easier to tackle than the original quantum problem in a strongly coupled field theory. The dual description of thermalization becomes the collapse of an incoming shell leading to the formation of a black hole horizon \cite{Maldacena2002–67}. One of the interesting results which emerged from these studies is that few body correlation functions thermalize rapidly — a phenomenon which is indeed observed in heavy ion collisions. For quenches across critical points, holographic studies point towards a mechanism for emergence of scaling solutions in
the critical region [68–71] and has led to novel dynamical phases [72–76]. Further, progress has been made towards observing Kibble-Zurek scaling of defect densities in symmetry breaking phase transitions [77, 78].

Recently, holographic studies also revealed a new set of scaling relations in the early time behaviour of fast but smooth quenches in a critical theory deformed by a relevant operator $O_\Delta$ with conformal dimension $\Delta$ [79–81]. The quenches in question involve introducing a time-dependent coupling $\lambda(t)$ for the latter operator. If the coupling varies by an amount $\delta\lambda$ in a time $\delta t$, a fast quench means

$$\delta\lambda (\delta t)^{d-\Delta} \ll 1. \quad (1.1)$$

In this fast regime, studying quenches where the relevant coupling goes from being zero initially to $\delta\lambda$ at late times, it was found that the change of the holographically renormalized energy density $\delta E$ scales as

$$\delta E \sim \delta\lambda^2 (\delta t)^{d-2\Delta}. \quad (1.2)$$

Similarly, the peak of the renormalized expectation value of the quenched operator was found to scale as

$$\langle O_\Delta \rangle_{\text{ren}} \sim \delta\lambda (\delta t)^{d-2\Delta}, \quad (1.3)$$

consistent with certain Ward identities. These same results also hold for reverse quenches where the relevant coupling goes from $\delta\lambda$ at early times to zero at late times. For $\Delta > d/2$, this implies that $\delta E$ and $\langle O_\Delta \rangle$ grow with the quench rate, i.e., as $\delta t$ shrinks. In fact, the growth in $\langle O_\Delta \rangle$ is enhanced by a logarithmic factor for even $d$ and integer $\Delta$ and for odd $d$ and half-integer $\Delta$.

Implicitly, eqs. (1.2) and (1.3) indicate that for $\Delta > d/2$, these quantities diverge in the limit of an infinitely fast quench, i.e., with $\delta t \to 0$. Hence these results seem to be at odds with known results for instantaneous quenches, e.g., [8–11]. In these works, a parameter in the Hamiltonian is taken to change instantaneously from one constant value to another value at some time $t_0$, and the dynamics is treated in the sudden approximation. This means that in the Schroedinger picture, the state at $t = t_0$ is treated as an initial condition for standard evolution by the new time independent Hamiltonian. Naïvely, one may think that such an instantaneous quench should correspond to the $\delta t \to 0$ limit of a smooth quench but this is clearly not the case since in the setup just described, the renormalized expectation values are certainly not divergent.

Of course, the holographic studies [79–81] were implicitly considering strongly coupled quantum field theories whereas the work on instantaneous quenches typically considered free (or weakly coupled) field theories, e.g., [8–10], except in two space-time dimensions. Hence, one possibility is that the new divergences appearing as $\delta t \to 0$ are only a feature of the special class of strongly coupled theories which have gravity duals. However, we recently showed that this is not the case [82]. In fact, precisely the same scaling as in eqs. (1.2) and (1.3) was found to be exhibited in mass quenches of free field quantum theories. Further, we argued that this behaviour is rather generic. In the present paper, we provide more details of the calculations presented in [82] and report several new results. We also provide a new argument that the universal scaling in the early time response shown
in eqs. (1.2) and (1.3) holds for a quench from any constant value of the relevant coupling \( \lambda_1 \) to any other value \( \lambda_2 \) as long as the time scale \( \delta t \) is small compared to all other physical length scales in the problem,

\[
\delta t \ll \lambda_1^{1/(\Delta-d)} , \lambda_2^{1/(\Delta-d)} , \delta \lambda^{1/(\Delta-d)} .
\]

In the following, we first consider free bosonic and fermionic field theories in arbitrary dimensions, with a time-dependent mass which evolves smoothly in some time interval \( \delta t \). We consider a variety of different protocols, i.e., different profiles for \( m(t) \), which allow us to solve the problem exactly for arbitrary \( \delta t \). Hence, we are able to calculate \( \langle O_\Delta \rangle \) for finite \( \delta t \) and then examine the result in the fast regime where \( \delta \lambda (\delta t)^{d-\Delta} \ll 1 \). We find that the (renormalized) expectation value indeed obeys the universal scaling law (1.3), originally found in the holographic models studied in [79–81].

Our analysis clearly exposes the difference between fast but smooth quenches arising in the limit \( \delta t \to 0 \), and instantaneous quenches where one works with the sudden approximation. Since we are considering a quantum field theory, the quench rate \( 1/\delta t \) and the quench amplitude \( m \) (e.g., the initial mass for the quenches studied in section 2.2) are not the only scales in the problem. There is, in addition, the UV (momentum space) cutoff \( \Lambda \). Implicitly, our fast quench limit involves a quench rate which is large compared to the initial mass but still small compared to cutoff, i.e.,

\[
\Lambda \gg 1/\delta t \gg m .
\]

Although the quench rate never appears in the discussion of instantaneous quenches, they can be considered as having \( 1/\delta t \sim \Lambda \). However, local quantities like \( \langle O_\Delta \rangle \) receive contributions from all scales, and are therefore sensitive to whether or not the quench rate is comparable to the cutoff scale. Indeed we show explicitly that the correlation functions of individual momentum modes for fast and smooth quenches reduce to those in the instantaneous quenches (as reported in [8–10]) only when the quench rate is large compared to the momenta — hence matching local quantities would require rates comparable to the cutoff scale. The regime of our interest is quite distinct from the latter and arguably more physical. Nevertheless, we expect that for certain quantities, e.g., correlation functions at finite distances, the results for both types of quenches will agree when the distance is large compared to \( \delta t \) since one expects that only small momenta contribute to the result. Our calculations, which are contained in a forthcoming publication [83], show that this is indeed the case. We expect a similar result for other quantities which are not UV sensitive. Similarly, one might expect that the results of smooth fast quench should agree with those of instantaneous quench at late times, \( t \gg \delta t \). For free fields we will find that the late time behavior indeed agrees for \( d = 3 \). However, in higher dimensions the late time results for smooth and instantaneous quenches differ [83]. While we trace the technical origin of the difference, we can not provide any good physical intuition as to why this should be the case.

A key ingredient in our work\(^1\) is the renormalization of the underlying quantum field theory. The bare quantity \( \langle O_\Delta \rangle \) is, of course, UV divergent and we need to add suitable

\(^1\)The same is true of the corresponding holographic studies [79–81].
counterterms to extract physical quantities at resolutions much coarser than the cutoff scale. Our problem is quite similar in spirit to quantum field theories in curved space-times, e.g., see [84–86]. In that case, the required counterterms involve operators made out of quantum fields, as well as curvature tensors of the background space-time. Further, in this context, diffeomorphism invariance provides an important guide restricting the form of the counterterms, which may appear. In the present case with a time-dependent mass, we find that we need to add counterterms which involve time derivatives of the mass function, in higher dimensions ($d \geq 6$) where stronger divergences appear. Further, the underlying theory is invariant under coordinate transformations if we treat the mass as a background scalar field. Hence diffeomorphism invariance is again a useful guide in restricting the form of the required counterterms.

However, we are still left with the problem of determining the precise coefficients of the counterterms which render the renormalized observables finite. We find that these coefficients can be determined by examining the quenches in an adiabatic limit.\(^2\) That is, the counterterm coefficients determined for an adiabatic quench still remove all of the UV divergences in $\langle O_\Delta \rangle$ for fast (but smooth) quenches. We argue that this result can be anticipated as follows: in renormalizing the theory, we are always considering quench rates $1/\delta t$ which are much smaller than the UV cutoff $\Lambda$. In this situation, we expect the high momentum modes, near the cutoff scale, do not care if the quench rate is large or small compared to the mass. Hence any UV divergences should be the same in fast quenches with $1/(\delta t) \gg m$ and in adiabatic quenches where $1/\delta t \ll m$. Of course, the latter adiabatic limit is relatively straightforward to analyze since one is performing an expansion in derivatives with respect to time.

It is worthwhile emphasizing that the cutoff which we use in our calculations is on the spatial momenta. If the microscopic theory were to live on a lattice, we would think of a Hamiltonian lattice theory with continuous time and a spatial lattice. The renormalization procedure described above means that we only need to adjust a finite number of parameters in the microscopic theory to get finite results for composite operators like the energy density.

To conclude the introduction, we outline our key results and provide their locations throughout the paper.

1. We show in detail that the adiabatic expansion provides the correct counterterms which renormalize one point functions for free bosonic and fermionic theories for time-dependent masses. The bosonic case is discussed in section 2.1 while the fermionic case is contained in section 3.

2. We obtain numerical results for the renormalized one-point function of the mass operator and therefore of the energy production as well. In the limit of fast quenches (1.1), our results clearly display the scaling behavior shown in eqs. (1.2) and (1.3). We also find explicit analytic expressions for the leading order response at early times, which again confirm this scaling. The bosonic case is described in sections 2.2, 2.3 and 2.4 while the fermionic case is contained in section 3.

\(^2\)Note that similar calculations appear in the context of inflationary cosmology where it was found that the leading adiabatic contribution is sufficient to cancel the UV divergence [90]. These calculations are, of course, in $d = 4$ where counterterms with time derivatives are not required.
3. In section 2.2.6 (and appendix A), we construct higher spin currents for free massive scalars. We argue that these also obey a set of universal scaling relations. The latter is explicitly shown for the spin-2 and spin-4 currents.

4. In section 2.6, we briefly discuss the relationship between fast smooth quenches and instantaneous quenches. We explain why the response is clearly different for these two protocols: this stems from the fact that the renormalized quantity deals with quench rates which are fast compared to the physical mass scale, while instantaneous quenches involve quench rates fast compared to all scales, including the UV cutoff scale. The comparison between the fast smooth quenches and the instantaneous quenches will be discussed in much greater detail in [83].

5. In section 2.7, we compare the late-time response (i.e., $t \gg \delta t$) of a smooth fast quench with that of an abrupt quench for free bosonic field theory. In particular, we explicitly show that for $d = 3$, that the response is independent of $\delta t$ at late times and leads to a logarithmic growth of $\langle \phi^2 \rangle$ with time, in exact agreement with the abrupt quench result. For $d = 5$, we show once again that at late times, the $\delta t \to 0$ limit is smooth.

6. In section 4, we argue that the universal scaling discussed in this paper is a property of any quantum field theory whose UV limit is a conformal field theory, e.g., a conformal field theory in any number of dimensions deformed by a relevant operator. For quenches which take the system from any nonzero value of the corresponding coupling to some other value of the coupling this universal scaling holds for early time response — so long as the time scale of quench is the smallest physical scale in the problem, as in eq. (1.4). The scaling is purely a property of the UV conformal field theory.

2 Quenching a free scalar field

We start by analyzing mass quenches for the simple case of a free scalar field $\phi$ in $d$ spacetime dimensions, i.e., $d - 1$ spatial dimensions. In particular, we focus on varying the mass with the following profile:

$$m^2(t) = m^2(A + B \tanh(t/\delta t)).$$

Hence the mass goes smoothly from the value $m^2(A - B)$ in the infinite past to $m^2(A + B)$ in the infinite future but the transition occurs essentially in a time period of duration $\delta t$ centered around $t = 0$.\footnote{Note that here and throughout the paper, we are only considering global quenches. That is, the mass is only a function of time and varies in the same way throughout all of the spatial directions.} While much of our discussion does not depend on specific values of $A$ and $B$, we will begin with a discussion of the case $A = -B = 1/2$, with which the theory
is massive with mass $m^2$ in the past and becomes massless in the future.\footnote{With this choice and taking the limit $\delta t \to 0$, we will be able to compare our results directly to the previous results for instantaneous quenches in \cite{8–10}. We might also comment that a \textquote{tanh} profile similar to eq. (2.1) appeared in the holographic studies of \cite{79,80}.} As we will show that the scaling behaviour in eqs. (1.2) and (1.3) is recovered with this particular choice.

In section 2.3, we also examine quenches with the mass profile

$$m^2(t) = m^2 \text{sech}^2(t/\delta t) \quad (2.2)$$

where the mass vanishes both the infinite past and the infinite future. We again find that the renormalized expectation values show the same scaling as in eqs. (1.2) and (1.3).

Finally in section 2.4 we show that the analysis easily extends to general $A$ and $B$ and we again find the same scaling as long as the coefficients satisfy

$$\delta(m^2) \delta t^2 = |m^2(-\infty) - m^2(+\infty)| \delta t^2 = 2|B|m^2 \delta t^2 \ll 1, \quad (2.3)$$
in accord with eq. (1.1), and also

$$\frac{m^2(-\infty) + m^2(+\infty)}{2} \delta t^2 = A m^2 \delta t^2 \ll 1. \quad (2.4)$$

The particular protocols or mass profiles in eqs. (2.1) and (2.2) were chosen because they allow us to completely solve the corresponding quantum field theory. That is, the mode functions for the scalar field can be written in closed form, as we will show below. In fact, for the profile (2.1), we can use results first derived in studying quantum fields propagating in curved spacetimes \cite{84,85}. Specifically, in that case, scalar field was examined in an expanding flat Freedman-Robertson-Walker cosmology, which corresponds to a conformally flat geometry described by metric

$$ds^2 = a^2(t) (-dt^2 + d\vec{x}^2). \quad (2.5)$$

A (minimally coupled) free massive scalar field $\phi$, with a constant mass $m$, propagating in this cosmological background obeys the equation of motion

$$\left(\Box - m^2 a^2(t)\right) \phi = 0, \quad (2.6)$$

where $\Box$ denotes the ordinary flat space d’Alembertian. That is, the scalar field equation in this curved geometry is identical to that of a scalar field in flat space but with a time-varying mass $m^2(t) = m^2 a^2(t)$. Further, it was noted in \cite{84,85}, that with $a^2(t) = (A+B \tanh t/\delta t)$, i.e., with the mass profile (2.1), the corresponding mode functions are given in terms of hypergeometric functions. Hence we may use these results but now interpret the theory as a scalar field undergoing a mass quench. It is also important to mention that with these closed form solutions, we are able to study the behaviour of the theory for arbitrary quenches rates $1/\delta t$ and hence we can take the limit $\delta t \to 0$ to approach an \textit{instantaneous} quench.

Let us begin with analyzing the theory with the mass profile (2.1). We start by decomposing our field in mode functions

$$\phi = \int \frac{d^{d-1}k}{(2\pi)^{(d-1)/2}} \left(a_k \, u_k + a_k^\dagger \, u_k^*, \right), \quad \text{where} \quad \left[a_k, a_k^\dagger\right] = \delta^{d-1} \left(\vec{k} - \vec{k}'\right). \quad (2.7)$$
As a boundary condition, we will choose the $u_{\vec{k}}$ to be the in-modes which behave as plane waves in the infinite past. Similarly there will be a corresponding set of out-modes which become plane waves in the infinite future. The operators $a_{\vec{k}}$ above are then defined to annihilate the in-vacuum, i.e., $a_{\vec{k}}|\text{in},0\rangle = 0$. Exact solutions for these in-modes are [84, 85]

$$u_{\vec{k}} = \frac{1}{\sqrt{2\omega_{\text{in}}}} \exp \left( i\vec{k} \cdot \vec{x} - i\omega_{-}\delta t \log(2 \cosh(t/\delta t)) \right) \times 2F_1 \left( 1 + i\omega_{-}\delta t, i\omega_{-}\delta t; 1 - i\omega_{\text{in}}\delta t; \frac{1 + \tanh(t/\delta t)}{2} \right),$$

where $2F_1$ is the usual hypergeometric function and

$$\omega_{\text{in}} = \sqrt{\vec{k}^2 + m^2 (A - B)},$$
$$\omega_{\text{out}} = \sqrt{\vec{k}^2 + m^2 (A + B)},$$
$$\omega_{\pm} = (\omega_{\text{out}} \pm \omega_{\text{in}})/2.$$ (2.9)

2.1 Regularization and renormalization

The quantities we are interested in involve a sum over all modes and are typically UV divergent and need to be renormalized by adding suitable counterterms. In this subsection we show how this can be done. The discussion is valid for generic $m(t)$ — in fact we will find the counterterm in terms of the function $m(t)$ and its derivatives. However it is useful to begin the discussion with the mass profile (2.1).

First focus on the case where $A = -B = 1/2$, in which case we have $\omega_{\text{in}} = \sqrt{\vec{k}^2 + m^2}$ and $\omega_{\text{out}} = |\vec{k}|$. Now we adopt the perspective presented in the holographic analysis of [79–81] in the following. In particular, we think of the scalar field theory as a CFT deformed by the operator $O_\Delta \sim \phi^2$, with conformal dimension $\Delta = d - 2$. Further, the quenches are made by varying the corresponding coupling in time, i.e., $\lambda(t) = m^2(t)$. Our first calculation will be to determine the expectation value of $\langle \phi^2 \rangle$, which is straightforward given the mode decomposition above

$$\langle \phi^2 \rangle \equiv \langle \text{in}, 0 | \phi^2 | \text{in}, 0 \rangle = \frac{1}{2(2\pi)^{d-1}} \int \frac{d^{d-1}k}{\omega_{\text{in}}} |2F_1|^2.$$ (2.10)

Of course, this expectation value (2.10) contains UV divergences associated with the integration of $k = |\vec{k}| \to \infty$. The standard approach to deal with these UV divergences is to add suitable counterterms involving the time-dependent mass to the effective action, as in the holographic renormalization of [79, 80]. We turn to the determination of the counterterms in section 2.1.3. However, as described in [82], it is straightforward to find the counterterms which render the expectation value (2.10) finite. Hence let us write the renormalized expectation value as

$$\langle \phi^2 \rangle_{\text{ren}} = \frac{\Omega_{d-2}}{2(2\pi)^{d-1}} \int dk \left( \frac{k^{d-2}}{\omega_{\text{in}}} |2F_1|^2 - f_{\text{ct}}(k, m(t)) \right),$$ (2.11)
where \( f_{ct}(k, m(t)) \) designates the counterterm contribution and \( \Omega_{d-2} \) denotes the angular volume of a unit \((d-2)\)-dimensional sphere, i.e.,

\[
\Omega_{d-2} = \frac{2 \pi^{(d-1)/2}}{\Gamma((d-1)/2)}.
\]

As a first attempt to evaluate \( f_{ct}(k, m(t)) \), we might naively think that the counterterm contributions needed to regulate \( \langle \phi^2 \rangle \) are those related to the divergences in the constant mass case. That is, with a constant mass, we can identify the UV divergences by expanding

\[
\langle \phi^2 \rangle = \frac{\Omega_{d-2}}{2(2\pi)^{d-1}} \int dk \frac{k^{d-2}}{\sqrt{k^2 + m^2}} = \frac{\Omega_{d-2}}{2(2\pi)^{d-1}} \int dk k^{d-3} \left(1 - \frac{m^2}{2k^2} + \frac{3m^4}{8k^4} - \frac{5m^6}{16k^6} + O(m^8/k^8)\right).
\]

With the simple substitution \( m^2 \rightarrow m^2(t) \), we might then conjecture that eq. (2.11) becomes finite with

\[
f_{ct}(k, m(t)) = k^{d-3} \left(1 - \frac{m(t)^2}{2k^2} + \frac{3m(t)^4}{8k^4} - \frac{5m(t)^6}{16k^6} + O(m(t)^8/k^8)\right),
\]

where we would only include the terms proportional \( k^n \) with \( n \geq -1 \). As we will see below, this conjecture is only correct for \( d \leq 5 \). For higher spacetime dimensions (i.e., \( d \geq 6 \) in the scalar case), new counterterms involving time derivatives of the mass are allowed by dimensional counting. For example, in \( d = 6 \), the term proportional to \( m(t)^4/k \) is associated with a logarithmic divergence in \( \langle \phi^2 \rangle \). However, by dimensional analysis, \( f_{ct}(k, m(t)) \) could also contain a term of the form \( \partial_t^2 m(t)^2/k \), which might cancel a new logarithmic divergence proportional to \( \partial_t^2 m(t)^2 \) in \( d = 6 \). Of course, in the case of a constant mass (2.13), no such divergence appears but in the present case of a mass quench, a new UV divergence of this form will be found. As we go to higher and higher dimensions, the set of dimensionally allowed terms involving time derivatives of the mass quickly grows and in fact, the corresponding divergences (generically) do appear, as we will see below. However, let us note that the same dimensional arguments would have identified a potential contribution of the form \( \partial_t m(t)^2/k \) in \( d = 5 \) but no corresponding divergence is found. Hence this makes evident that these terms are subject to constraints beyond simple dimensional analysis. In particular, we will show that this single-derivative contribution can be ruled out by diffeomorphism invariance.

Finally, let us comment that in holographic calculations [79–81], these kind of terms naturally appear since couplings are not just constants but boundary values of spacetime-dependent bulk fields. Holographic renormalization then requires introducing counterterms in the gravitational action constructed out of derivatives of the boundary values.

### 2.1.1 Regulating the theory using an adiabatic expansion

An elegant way to find the necessary counterterm contributions is to look at the divergences appearing in eq. (2.10) for an adiabatic quench, i.e., an infinitely slow quench. In that way, one can organize all contributions with an adiabatic expansion and exactly find the divergent pieces. The discussion below is for a general function \( m(t) \).
The adiabatic expansion is an expansion in time derivatives, more precisely in powers of $\frac{\partial_t m}{m^{n+1}} \ll 1$. These ratios are, of course, small if the time variation of the mass is infinitely slow. In a generic quantum mechanical system, this expansion is achieved by expanding the state as a linear superposition of instantaneous eigenstates and solving the resulting differential equations for the coefficients in a derivative expansion. For a free field theory, the procedure is easier — one can obtain mode solutions of the equations of motion for each momentum mode,

$$\frac{d^2 u_k}{dt^2} + (k^2 + m^2(t)) u_k = 0,$$

(2.15)

in a WKB type approximation. That is, we wish to find solutions of this equation which are of the form

$$u_k = \frac{1}{\sqrt{2\Omega_k(t)}} \exp \left( i \vec{k} \cdot \vec{x} - i \int_0^t \Omega_k(t') dt' \right).$$

(2.16)

Demanding that this ansatz solves eq. (2.15) requires that $\Omega_k$ satisfies

$$\Omega_k^2 = \omega_k^2 - \frac{1}{2} \frac{\partial_t^2 \Omega_k}{\Omega_k} + \frac{3}{4} \left( \frac{\partial_t \Omega_k}{\Omega_k} \right)^2,$$

(2.17)

with $\omega_k^2 = k^2 + m^2(t)$.

The adiabatic expansion is then obtained in eq. (2.17) by expanding the solution as

$$\Omega_k = \Omega_k^{(0)} + \Omega_k^{(1)} + \Omega_k^{(2)} + \cdots,$$

(2.18)

where $\Omega_k^{(n)}$ is $n$th order in time derivatives. We can now substitute this expansion into eq. (2.17) and solve it order by order. The first two orders are trivial, yielding

$$\Omega_k^{(0)} = \omega_k,$$

(2.19)

$$2\Omega_k^{(0)} \Omega_k^{(1)} = 0,$$

where the latter yields $\Omega_k^{(1)} = 0$. The next two orders produce

$$\left( \Omega_k^{(1)} \right)^2 + 2\Omega_k^{(0)} \Omega_k^{(2)} = -\frac{1}{2} \left( \frac{\dot{\omega}_k}{\omega_k} - \frac{3\omega_k^2}{2\omega_k^2} \right),$$

(2.20)

$$2\Omega_k^{(1)} \Omega_k^{(2)} + 2\Omega_k^{(3)} \Omega_k^{(1)} = 0,$$

which are solved by

$$\Omega_k^{(2)} = -\frac{1}{4\omega_k} \left( \frac{\ddot{\omega}_k}{\omega_k} - \frac{3\omega_k^2}{2\omega_k^2} \right),$$

$$\Omega_k^{(3)} = 0.$$  

(2.21)

Again substituting these results into eq. (2.17), we find the next order equation

$$\left( \Omega_k^{(2)} \right)^2 + 2\Omega_k^{(1)} \Omega_k^{(3)} + 2\Omega_k^{(0)} \Omega_k^{(4)} = \left( -36\omega_k^2 + 48 \omega_k \dot{\omega}_k \ddot{\omega}_k - 6\omega_k^2 \dot{\omega}_k^2 - 10 \omega_k^2 \omega_k \dddot{\omega}_k + \omega_k^2 \dddot{\omega}_k \right) \frac{8}{8\omega_k^7},$$

(2.22)

which gives

$$\Omega_k^{(4)} = \frac{-297\omega_k^4 + 396\omega_k^2 \dot{\omega}_k^2 + 52\omega_k^2 \ddot{\omega}_k^2 - 80\omega_k^2 \dot{\omega}_k \dddot{\omega}_k - 8\omega_k^3 \dddot{\omega}_k}{128\omega_k^7},$$

(2.23)
As we will see, it is enough to expand up to this order to get all the necessary counterterm contributions to regulate present theories up to \( d = 9 \). Now, we want to extract the large-\( k \) behaviour of

\[
\langle \phi^2 \rangle = \frac{\Omega_{d-2}}{2(2\pi)^{d-1}} \int \frac{k^{d-2}}{\Omega_k},
\]

and so we will need to expand \( 1/\Omega_k \) for large \( k \), as well as in time-derivatives. Using \( \omega_k^2 = k^2 + m^2(t) \), we find

\[
1/\Omega_k \simeq \frac{1}{k} \left[ 1 - \frac{m^2(t)}{2k^2} + \frac{3m^4(t)}{8k^4} - \frac{5m^6(t)}{16k^6} + \cdots 
+ \frac{\partial_t^2 m^2(t)}{8k^4} - \frac{5}{32k^6} \left( (\partial_t m^2(t))^2 + 2m^2(t)\partial_t^2 m^2(t) \right) + \cdots 
- \frac{\partial_t^4 m^2(t)}{32k^6} + \cdots \right],
\]

where each line in the last expression corresponds to a particular order in time derivatives, e.g., the first line is zeroth order; the second line, second order; etcetera. The ellipsis at the end of each line indicates terms that are higher order in \( 1/k \), i.e., \( 1/k^8 \) and higher. Multiplying by \( k^{d-2} \), those are all the divergent terms in spacetime dimensions less or equal to \( d = 9 \). We can see that the first line corresponds to the terms discussed in eq. (2.13). But this is only the zeroth-order adiabatic approximation and there are additional divergent terms at higher orders in the expansion in time derivatives.\(^5\) Of course, the results match those reported in \([82]\), where we found

\[
\text{fct}(k, m(t)) = k^{d-3} - \frac{k^{d-5}}{2} \frac{m^2(t)}{k^2} + \frac{k^{d-7}}{8} \left( 3m^4(t) + \partial_t^2 m^2(t) \right) 
- \frac{k^{d-9}}{32} \left( 10m^6(t) + \partial_t^4 m^2(t) + 10m^2(t) \partial_t^2 m^2(t) + 5\partial_t m^2(t) \partial_t m^2(t) \right) + \cdots.
\]

For a fixed spacetime dimension \( d \), we would only keep the terms up to the power \( k^{-1} \) and drop any terms with more negative powers of \( k \). Again, the contributions explicitly written above are sufficient to regulate theories up to and including \( d = 9 \).

The above discussion applies for a general space-time dimensions, however, we should distinguish between odd and even dimensions. For odd \( d \), all of the powers of \( k \) appearing in eq. (2.26) are even (or zero) and \( f_{\text{ct}} \) essentially subtracts a series of power-law divergences \( \Lambda^n \), where \( \Lambda \) is the UV cutoff scale. When \( d \) is even, the powers of \( k \) are now odd, and similar power-law divergences are appearing for the positive powers of \( k \). However, apart from these divergences, we may also find a logarithmic divergence when eq. (2.26) contains a \( 1/k \) term. If we considered this term alone, the \( k \) integral in eq. (2.11) is divergent both in the UV and in the IR. Hence, we also need to introduce a lower bound \( \mu_i \) for each such integral, which then yields \( \log(\Lambda/\mu_i) \). Hence we see this amounts to introducing an extra renormalization scale in defining the renormalized expectation value (2.11) for even \( d \). The appearance of these new scales reflects certain scheme-dependent ambiguities in defining the renormalized theory, and in particular, as observed in previous holographic studies \([79, 80]\), new ambiguities can arise with time-dependent couplings. Of course, the

\(^5\)We might also note here that all of the terms appearing in this expansion involve an even number of time derivatives.
potential Λ divergences are all eliminated in eq. (2.11) and we take the limit Λ → ∞ in evaluating the renormalized expectation value. Hence in the final result, an infrared scale must replace the UV cutoff in the logarithmic dependence on the renormalization scale, e.g., log(δt μi) — see sections 2.2 and 2.2.2 for further discussion.

With the subscript on μi, we are emphasizing that in principle one can introduce a separate renormalization scale for each such integral corresponding to a separate counterterm. For example, with d = 6 in eq. (2.26), there can be a separate renormalization scale associated with the integrals proportional to m^4(t) and ∂^2 t m^2(t), since they correspond to contributions coming from distinct counterterms — see section 2.1.3 for further discussion. However, in our explicit calculations in the following, we will set all of these scales to be equal, i.e., μi = μ. The effect in the computation is to divide the integral in the expectation value (2.11) into two parts. The first, from k = 0 to k = μ does not include the 1/k contribution in fct while in the second, from k = μ to k = ∞, we use the full expression for fct including the 1/k term.

Now we claim that the large-k terms appearing in the adiabatic expansion provide the correct counterterm contributions to regulate ⟨φ^2⟩ for general quenches. This claim may seem surprising since the adiabatic expansion should be only valid for slow quenches. However, one can easily verify numerically that with eq. (2.26), the renormalized expectation value (2.11) is finite, e.g., with the mass profile (2.1) even outside of the adiabatic regime. The point is that we are considering a quench rate 1/δt which is always slow compared to the UV cutoff scale, though it may be fast compared to m, e.g., as described by eq. (1.5). The condition for validity of the adiabatic expansion is ω_k ≪ ω_2^k. For this condition to hold for all k, we must have m δt ≫ 1. However, for high momenta k ≫ m, this condition still holds as long as k δt ≫ (m/k)^2, which is always satisfied for sufficiently large k. Hence the fact that we are interested in studying fast quenches where m δt ≪ 1 does not matter for the very high momentum modes, whose contributions are producing the UV divergences. This explains why the adiabatic expansion provides a consistent and convenient framework to find the divergent pieces of the expectation value. In fact, the counterterms are universal and, in particular, independent of the rate at which the mass varies.

2.1.2 Explicit verification for tanh profile

We now show explicitly that eq. (2.26) provides the correct counterterm contributions for general quenches, we return to the tanh profile in eq. (2.1) with A = −B = 1/2. Recall that in this case, the bare expectation value is given in eq. (2.10) where the details of hypergeometric functions appear in eqs. (2.8) and (2.9). Now we proceed to expand these hypergeometric functions for large momentum. In the series representation, the hypergeometric function is defined as

\[ 2F_1(a, b; c; z) = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n}{(c)_n} \frac{z^n}{n!}, \]  

where \((x)_n \equiv x(x+1)\cdots(x+n-1)\) and \((x)_0 = 1\). Further a, b, c, z are given in eq. (2.8). In particular, we recall that the argument z is given by

\[ z = \frac{1}{2} \left( 1 + \tanh(t/\delta t) \right). \]
This variable is the same regardless the choice of $A$ and $B$. Now we can expand $\omega_{in}$ and $\omega_-$ for large $k$ and see how the first few terms of this series behave. Then we have to take the absolute value squared to get the counterterms for the expectation value of eq. (2.10).

By checking the behaviour of the series, it can be verified that each successive term begins with a lower power of $k$. Hence in order to get all the divergent terms up to $d = 9$, it is sufficient to work with only the first five terms in eq. (2.27).

Focusing again on the mass profile (2.1) with $A = -B = 1/2$ and expanding these terms for large $k$, we find

$$\frac{k^{d-2}}{\omega_{in}} |_{2} F_{1}|^{2} = k^{d-3} + \frac{1}{2} k^{d-5} (-m^2 + m^2 z) +$$

$$+ \frac{1}{8} k^{d-7} \left(3m^4 - 6m^4 z + 3m^4 z^2 - \frac{4m^2 z}{\delta t^2} + \frac{12m^2 z^2}{\delta t^2} - \frac{8m^2 z^3}{\delta t^2} \right) +$$

$$+ \frac{1}{16} k^{d-9} \left( -5m^6 + 15m^6 z - 15m^6 z^2 + 5m^6 z^3 + \right.$$}

$$\frac{8m^2 z}{\delta t^4} - \frac{120m^2 z^2}{\delta t^4} + \frac{400m^2 z^3}{\delta t^4} - \frac{480m^2 z^4}{\delta t^4} + \frac{192m^2 z^5}{\delta t^4} +$$

$$\left. \frac{20m^4 z^2}{\delta t^2} - \frac{90m^4 z^3}{\delta t^2} + \frac{120m^4 z^3}{\delta t^2} - \frac{50m^4 z^4}{\delta t^2} \right) + O(k^{d-11}). \quad (2.29)$$

At first sight this expression does not look similar to eq. (2.26), but we will now show that they are both actually the same. To start with, we should notice that we can write $m^2(t)$ as a function of $z$ as $m^2(t) = m^2(1 - z)$. Then, for instance the $k^{d-5}$ term in eq. (2.29) is just $-m^2(t)/2$, matching the corresponding term in eq. (2.26). The same happens with all the terms that are independent of the value of $\delta t$; i.e., they give $m^4(t)$ and $m^6(t)$, as they should. The appearance of terms which are inversely proportional to $\delta t$ reflects the appearance of time-derivatives in those terms. In fact, we can use trigonometric identities to express derivatives of the mass in terms of powers of the same mass function. This is because derivatives of the hyperbolic tangent are formed by terms proportional to tanh and sech. For instance, the first derivative of $m^2(t)$ gives $\partial_1 m^2(t) = -\frac{1}{2} \frac{m^2}{\delta t} \text{sech}^2(t/\delta t)$ and the second derivative, $\partial_2^2 m^2(t) = \frac{m^2}{\delta t^2} \text{sech}^2(t/\delta t) \tanh(t/\delta t)$. But now using trigonometric identities, we can write sech in terms of tanh: $\text{sech}^2(x) = 1 - \tanh^2(x)$. Moreover, $\tanh(t/\delta t) = z - 1$, so we can express every derivative just in powers of $z$. The second derivative will give, for example, $\partial_2^2 m^2(t) = \frac{4m^2}{\delta t^2} z (1 - 3z + 2z^2)$ and up to an extra minus sign, this expression matches exactly the last three terms appearing in the $k^{d-7}$ term of eq. (2.29). In the same way, we can translate all the terms of eq. (2.29) to match the universal form that we found in eq. (2.26).

We emphasize that the above calculations are valid for any value of $\delta t$ and hence this verifies that a single set of counterterms can be chosen to regulate $\langle \phi'^2 \rangle$ independent of the quench rate. In particular, the same counterterms should be valid in the limit $\delta t \to 0$. We have also performed the same calculations with expanding the hypergeometric function for the reverse quench and found the same counterterms, now as functions of the new $m^2(t) = \frac{m^2}{2} (1 + \tanh(t/\delta t))$. We will also see that for a pulsed quench (2.2), as studied in section 2.3, the same counterterm contributions (2.26) again regulate the expectation value for any
value of $\delta t$. Hence all of these examples provide a verification of our claim that studying an adiabatic quench is sufficient to determine the correct counterterm contributions to regulate $\langle \phi^2 \rangle$ for general quenches.

### 2.1.3 Counterterms in the path integral

Up to this point, we have been interested in finding the necessary contributions which render eq. (2.10) finite and allow us to calculate the renormalized expectation value in eq. (2.11). However, we may also be interested in computing other observables, e.g., the expectation value of the energy-stress tensor — see section 2.2.4. Of course, expectation values of other operators will again generally be UV-divergent and also need regularization. The point we would like to emphasize in this section is that all such divergences should be eliminated by a common set of counterterms regulating the effective action or partition function. Once we have the regulated partition function, we can find the renormalized expectation value of the operators of interest by taking functional derivatives with respect to the appropriate sources. Suppose the path integral is regulated by a UV cutoff $\Lambda$, then we have

$$Z(m^2, g_{\mu\nu}) = \int [D\phi]_{\Lambda} \exp \left[ -iS_0(\phi, m^2, g_{\mu\nu}) - iS_{ct}(m^2, g_{\mu\nu}, \Lambda) \right]$$

which includes the free field action

$$S_0(\phi, m^2, g_{\mu\nu}) = -\frac{1}{2} \int d^d x \sqrt{-g} \left[ g^\mu\nu \partial_\mu \phi \partial_\nu \phi + m^2 \phi^2 \right]$$

and the counterterm action\(^6\)

$$S_{ct}(m^2, g_{\mu\nu}, \Lambda) = - \int d^d x \sqrt{-g} \left[ s_{00} \Lambda^d + s_{10} m^2 \Lambda^{d-2} + s_{20} m^4 \Lambda^{d-4} 
+ (s_{30} m^6 + s_{31} m^2 \Box m^2) \Lambda^{d-6} + (s_{40} m^8 + s_{41} m^4 \Box m^2 + s_{42} m^2 \Box^2 m^2) \Lambda^{d-8} + \cdots 
+ R \left[ s_{50} \Lambda^{d-2} + s_{51} m^2 \Lambda^{d-4} + (s_{52} m^4 + s_{53} \Box m^2) \Lambda^{d-6} + 
+ \left( s_{54} m^6 + s_{55} (\Box m^2)^2 + s_{56} m^2 \Box m^2 + s_{57} \Box^2 m^2 \right) \Lambda^{d-8} + \cdots \right] \right] + \cdots ,$$

where $R$ is the Ricci scalar of the metric $g_{\mu\nu}$ and $s_{ij}$ are finite numbers. Of course, for a fixed dimension $d$, we only retain the terms above with positive powers of $\Lambda$ and in cases, where the naive power is zero, it should be replaced by a logarithmic divergence $\log(\Lambda/\mu)$ — as discussed in the previous section. Now the expectation values of the ‘mass operator’ and the stress tensor are given by

$$\langle \phi^2 \rangle_{\text{ren}} = -2i \left[ \frac{1}{\sqrt{-g}} \frac{\delta}{\delta m^2} \log Z \right]_{g_{\mu\nu} = \eta_{\mu\nu}; \Lambda \to \infty} ,$$

$$\langle T_{\mu\nu} \rangle_{\text{ren}} = -2i \left[ \frac{1}{\sqrt{-g}} \frac{\delta}{\delta g^\mu\nu} \log Z \right]_{g_{\mu\nu} = \eta_{\mu\nu}; \Lambda \to \infty} .$$

Again we have explicitly shown all of the possible counterterms in eq. (2.32) which would be needed to regulate these two expectation values up to $d = 9$.

\(^6\)Note that because we are considering a free field theory, all of the counterterms are pure c-numbers.
Now several comments are in order: first we have introduced a background curved space metric in the partition function (2.30), even though we are evaluating the final expectation values in flat space. This is, of course, because the metric serves as the source of the stress tensor as in eq. (2.34). Further, in this vein, we have included counterterms linear in Ricci scalar in eq. (2.32) since even though these terms vanish in flat space, their variation still contributes to regulating the expectation value of the stress tensor in eq. (2.34). Of course, these terms are not needed to evaluate \langle \phi^2 \rangle_{\text{ren}} in eq. (2.33). We have ignored terms involving higher powers of the Ricci Scalar since they do not contribute to the two-point functions in eqs. (2.33) and (2.34). Further we have dropped any total derivative terms in the counterterm action, as well as terms that can be related to those appearing in eq. (2.32) by using integration by parts and the identity \nabla^\mu R_{\mu\nu} = \frac{1}{2} \nabla_\nu R. As a result, we were able to eliminate any counterterms linear in the Ricci tensor.

Implicitly above, we are treating the mass-squared as a background scalar field which is a function of all of the spacetime coordinates, i.e., \( m^2 = m^2(x^\mu) \). For example, this assumption is evident in eq. (2.34) where the variation yields the expectation value of the local operator \( \phi^2(x^\mu) \). Now if the path integral (2.30) is performed with a covariant action, the counterterm action, as well as the entire partition function, will be diffeomorphism invariant, as assumed with the presentation in eq. (2.32). In particular, the derivatives of the mass only appear there as powers of the covariant d’Alembertian operator.\(^7\) Of course, in applying this counterterm action to study (global) mass quenches, we only consider the mass to be a function of time but the structure revealed here readily explains why all of the counterterm contributions in eq. (2.26) have an even number of time derivatives. We might also comment that in the curved background geometry we have

\[
\Box m^2 = \frac{1}{\sqrt{-g}} \frac{\partial}{\partial x^\mu} \left( \sqrt{-g} g^{\mu\nu} \frac{\partial m^2}{\partial x^\nu} \right) \tag{2.35}
\]

and hence these derivative terms also contribute nontrivially to regulating the stress tensor in eq. (2.34).

Let us observe that there are four terms at order \( k^{d-9} \) in eq. (2.26) but only three corresponding counterterms at order \( \Lambda^{d-8} \) in eq. (2.32). Hence the four counterterm contributions are not all independent. In fact, it is straightforward to show that for a time-dependent mass, the variation of the counterterm with \( s_{41} m^4 \Box m^2 \) is proportional to \( s_{41} \left( 2m^2 \partial_t^2 m^2 + \partial_t m^2 \partial_t m^2 \right) \), which has precisely the ratio of coefficients with which these two terms appear in eq. (2.26). In fact, by carefully comparing eqs. (2.26) and (2.32), we can identify the coefficients:

\[
s_{10} = -\frac{1}{2(d-2)\sigma_s}, \quad s_{20} = \frac{1}{8(d-4)\sigma_s}, \quad s_{30} = -\frac{1}{16(d-6)\sigma_s}, \quad s_{31} = -\frac{1}{32(d-6)\sigma_s},
\]

\[
s_{40} = -\frac{5}{128(d-8)\sigma_s}, \quad s_{41} = \frac{1}{128(d-8)\sigma_s}, \quad s_{42} = \frac{1}{128(d-8)\sigma_s}, \tag{2.36}
\]

\(^7\)Again, integration by parts was used to reduce certain covariant counterterms to this form, e.g., \((\partial m^2)^2 = g^{\mu\nu} \partial_\mu m^2 \partial_\nu m^2 \sim -m^2 \Box m^2\).
where
\[
\sigma_s \equiv \frac{2(2\pi)^{d-1}}{\Omega_{d-2}}.
\] (2.37)
In principle, the adiabatic expansion in the last subsection could also be used to find the remaining coefficients in eq. (2.32), which would be needed to regulate the expectation value of the stress tensor (2.34) — in dimensions up to \( d = 9 \). However, as we will explain in section 2.2.4, we can avoid this calculation, at least in evaluating the expectation value of the energy density (the \( tt \) component of the stress energy tensor). The latter can be related to \( \langle \phi^2 \rangle_{\text{ren}} \) using a diffeomorphism Ward identity. We will explicitly apply this approach for \( d = 5 \) in section 2.2.4 and for \( d = 3 \) in section 2.2.5.

### 2.2 Response to the mass quench

In this subsection we calculate renormalized quantities which measure the response to a mass quench of the form (2.1) with \( A = -B = 1/2 \).

#### 2.2.1 Numerical results

Given eq. (2.11) for the renormalized expectation value and eq. (2.26) for the necessary counterterm contributions, we are in position to compute \( \langle \phi^2 \rangle_{\text{ren}} \) for spacetime dimensions from \( d = 3 \) to 9. We first perform this computation numerically. The evolution of the resulting expectation value is shown in figures 1, 2 and 3 for different values of the quench rate \( \delta t \). In these plots, the expectation value for an ‘adiabatic’ quench is subtracted, where the latter actually corresponds to \( \delta t = 10 \). We have verified that the expectation value is essentially independent of \( \delta t \) for larger values. Further, as discussed in section 2.1.1, regulating the expectation value in even dimensions requires the introduction of additional renormalization scales. In the plots presented here, we have set all of these to one, i.e., \( \mu_i = 1 \). Further we have also set \( m = 1 \) in the mass profile (2.1).

We can see in figures 1, 2 and 3 that the peaks in the expectation value grow (in absolute value) as \( \delta t \) becomes smaller, and that this growth becomes even faster when the spacetime dimension is increased. To quantify the growth more precisely, figure 4 shows \( \langle \phi^2 \rangle_{\text{ren}}(t = 0) \) over a broad range of \( \delta t \), going from \( \delta t^{-1} = 1 \) to \( \delta t^{-1} = 200 \), in a log-log plot for \( d = 3 \) to 9. Furthermore, for each value of \( d \), the linear fits were made to the curve and the results indicate that the expectation value scales as \( \langle \phi^2 \rangle_{\text{ren}} \sim \delta t^{4-d} \) for small \( \delta t \).\(^8\) For the special case of \( d = 4 \), where this formula seems to indicate no scaling, we found that there is actually a logarithmic scaling. Both of these facts match the scaling found in holographic analysis [79–81]. In particular, the quenched operator is \( \phi^2 \) with \( \Delta = d - 2 \) and hence the exponent in eq. (1.3) becomes \( d - 2\Delta = 4 - d \), precisely the scaling found with the linear fits. Further given that \( \Delta \) is an integer, the holographic results also suggest that there should be an extra logarithmic enhancement for even dimensions [81], i.e., \( \langle \phi^2 \rangle_{\text{ren}} \propto \delta t^{4-d} \log(\delta t) \). The logarithmic scaling found for \( d = 4 \) certainly agrees with this expected enhancement, although there was no evidence of such an enhancement in \( d = 6 \) or 8. In section 2.2.2, we will see this occurs simply because for the particular tanh profile, the logarithmic contribution simply vanishes at \( t = 0 \). Figure 5 shows similar plots

\(^8\)Recall that we have set \( m = 1 \) and hence \( \delta t \ll 1 \) should be interpreted as \( m \delta t \ll 1 \), in agreement with the fast quench condition (2.3).
of $\langle \phi^2 \rangle_{\text{ren}}(t = \delta t/2)$ over a broad range of $\delta t$ for $d = 6$ and 8. There the fit with the extra logarithmic enhancement is clearly preferred over the linear fit.\footnote{Note that as well as the usual fast quench condition (2.3), we must also require that $\mu \delta t \ll 1$ for these logarithmic terms to dominate the scaling behaviour.} Hence we have found that effectively the mass quenches of a free scalar theory quench reproduces precisely the same early time scaling that was discovered with a holographic analysis [79–81].

Note that the holographic result is even valid for $d = 3$, where there is no divergence but a linear relation to $\delta t$. We leave the detailed analysis of this particular case after we discuss the analytical results in section 2.2.2.

### 2.2.2 Analytical leading contributions: $d \geq 5$

The numerical results above revealed that fast mass quenches in the free scalar theory have the same early time scaling (1.3) as in the holographic quenches [79–81]. However, looking at the curves of figures 2 and 3, the entire time profile of the expectation value seems to take a relatively simple and possibly universal form. In particular, for odd spacetime dimensions, one can easily verify that the response takes a form similar to a certain time-derivative of the mass profile. In particular, it seems that $\langle \phi^2 \rangle_{\text{ren}} \propto \partial_{\delta t}^{d-4} m^2(t)$, where the power of the time derivative in this ansatz was chosen as it matches the power-law scalings already discussed. In this section, we will verify this universal form by developing an expansion of the hypergeometric functions which allows us to extract the leading behaviour of the expectation value in the limit in which $\delta t \to 0$. In fact, we will show that this leading behaviour is in perfect agreement with the numerical response presented in previous subsection. In the case of even $d$, we perform a similar expansion to again extract the leading universal response for small $\delta t$ and we will find an enhancement by a logarithmic factor.
We first define dimensionless parameters. The relevant physical variables in the quenches here are the initial mass $m$, the momentum $k$ and the quench rate $\delta t$. With those, we define

$$\kappa = m \delta t, \quad q = k \delta t.$$  

(2.38)

Now we want to expand the hypergeometric function for small $\kappa$ and fixed $q$. We will need to expand the hypergeometric series in eq. (2.27) to second order in $\kappa$, which gives

$$2F_1(a; b; c; z) = \sum_{n=0}^{\infty} \frac{(1-ia^2)_{n}}{(1-iaq)^{n}} \frac{(-ia^2)_{n}}{(1-iaq)^{n}} \frac{z^n}{n!},$$  

(2.39)

where the notation $(\ )_{n}$ is as defined below eq. (2.27). Also note that given our definition (2.38), terms with higher powers of $\kappa$ will contain extra factors of $\delta t$ and so in the
Figure 3. (Colour online) Renormalized expectation values $\langle \phi^2 \rangle_{\text{ren}}$ as a function of time $t/\delta t$, for $d = 8$ and 9. In each plot, the different curves correspond to different quench rates: $\delta t = 1/20, 1/21, \ldots, 1/30$ where the curves exhibiting higher peaks (in absolute value) correspond to smaller values of $\delta t$. As in the previous figure, the expectation value is multiplied by the numerical constant $\sigma = (2\pi)^{d-1}/\Omega_{d-2}$. Further, at each time, the expectation value for an ‘adiabatic’ quench is subtracted.

Figure 4. (Colour online) Expectation value $\langle \phi^2 \rangle_{\text{ren}}(t = 0)$ as a function of the quench times $\delta t$ for spacetime dimensions from $d = 3$ to 9. Note that in the plot, the expectation values are multiplied by the numerical factor: $\sigma = (2\pi)^{d-1}/\Omega_{d-2}$. The slope of the linear fit in each case is shown in the brackets beside the labels. The results support the power law scaling $\langle \phi^2 \rangle_{\text{ren}} \sim \delta t^{4-d}$.

In the limit of $\delta t \to 0$, these contributions will be subleading, giving a slower scaling with $\delta t$. From eq. (2.39), we see here that each term in the infinite series has an order $\kappa^2$ contribution. Indeed the contribution proportional to $\kappa^2$ is an infinite series in powers of $z$. However, we are only interested in computing $|_2F_1|^2$ and then integrating over all momenta. Remarkably
it turns out that for a given $d$ these integrals which multiply factors of $z^p$ vanish for all $p \geq p_d$ where $p_d$ is an integer which depends on $d$. Therefore we can calculate the non-vanishing contributions to $\langle \phi^2 \rangle$ explicitly, with only the first few terms. We also need to regulate the expectation value after making this expansion. So in the same way as before, we expand the series for large $q$ and subtract the divergent contributions. Of course, this procedure produces leading order expansion in $\kappa^2$ of the counterterm contributions that were found in eq. (2.26). We are able now to compute the leading contribution in $\kappa^2$ to the expectation value of $\phi^2$. This gives, for odd $d \geq 5$,

$$\langle \phi^2 \rangle_{\text{ren}} = (-1)^{d-1} \frac{\pi}{2d-2} \phi_i^{d-4} m^2(t) + O\left(\delta t^{6-d}\right). \tag{2.40}$$

Note that to get this universal result, we need to use the same relations that were used in computing the counterterms in order to relate $z$ with $m^2(t)$. As we are considering the mass profile $m^2(t) = \frac{m^2}{2}(1 - \tanh\frac{t}{\delta t})$, eq. (2.40) supports the early time scaling

$$\langle \phi^2 \rangle_{\text{ren}} \sim \frac{m^2}{\delta t^{d-4}}, \tag{2.41}$$

that was found numerically above. Here, it emerges from the leading term in an analytical expansion when $\delta t \rightarrow 0$. A nice way to visualize this behaviour is to replot the numerical results as $\delta t^{d-4} \langle \phi^2 \rangle_{\text{ren}}$ and compare the curves with the leading order contribution (2.40). This is shown for $d = 5$ and $7$ in figure 6. As we see, the numerical curves collapse down onto the leading analytical profile as $\delta t$ gets smaller and smaller. Further, the plots

---

\footnote{We are putting aside $d = 3$ here — that special case will be analyzed separately at the end of this subsection.}
Figure 6. (Colour online) $\delta t^{d-4}\langle \phi^2 \rangle_{\text{ren}}$ for different values of $\delta t$ in odd spacetime dimensions. The curves approach the analytical leading order solution (2.40), shown as the dashed red line, as $\delta t$ gets smaller. In panel (a) for $d = 5$, running from top to bottom on the left hand side, the solid lines correspond to $\delta t = \{1, 1/2, 1/5, 1/10, 1/20, 1/50, 1/100, 1/500\}$. Similarly from bottom to top in panel (b) for $d = 7$, the curves correspond to $\delta t = \{1/2, 1/3, \cdots, 1/10\}$.

demonstrate that that the numerical curves converge to the leading behaviour (2.40) more quickly in higher dimensions, as might be expected since the power law scaling is more pronounced.

Now let’s turn to the case of even dimensions where the situation is more subtle. First, we have the IR regulator $\mu$ which we use to produce the dimensionless variable $\nu = \mu \delta t$ along with $\kappa$ and $q$, as in eq. (2.38). Now we follow the same procedure as before: expanding to leading order in $\kappa^2$ and further expanding for large $q$ to find the counterterm contributions. The difference in this case is that in evaluating $\langle \phi^2 \rangle_{\text{ren}}$, the integration over the momentum is divided into two regions, as described in subsection 2.1.1, and this is where the $\nu$ dependence will appear. In fact, in a manner similar to that found above, we find that the entire $\nu$ contribution is encoded in the first few terms of the expansion of hypergeometric functions and after some manipulation, those terms simplify to yield

$$
\langle \phi^2 \rangle_{\text{ren}}^{(d)} = (-1)^{d/2} \log(\mu \delta t) \frac{\partial_{1-d} m^2(t)}{2d-3} + \cdots, 
$$

(2.42)

where we already wrote the expectation value in terms of dimensionful $\mu$ and the dots indicate terms independent of $\mu$. However, let us note that we will see that the latter contributions include terms that still scale as $\delta t^{4-d}$. Further let us re-iterate the comment in footnote 9 that for the above behaviour contribution to become dominant, we need $\mu \delta t \ll 1$ as well as $m \delta t \ll 1$ to be in the fast quench regime. Hence eq. (2.42) reveals a further logarithmic enhancement of the leading response over the power law scaling in eq. (1.3). Rather for even $d$, we find

$$
\langle \phi^2 \rangle_{\text{ren}} \sim m^2 \log{\delta t \over \delta t^{d-4}},
$$

(2.43)

where we have set $\mu = 1$ above. In fact, this logarithmic enhancement is exactly the kind of behaviour found in the holographic studies [79–81]. If we present the numerical response
as $\delta t^2 \langle \phi^{d-4} \rangle_{\text{ren}}$, as is shown in figure 7a for $d = 6$, the peaks in the curves continue to grow as $\delta t$ becomes smaller and smaller. This growth reflects the additional logarithmic factor appearing above in eq. (2.43).

In figure 7, we show instead $\delta t^2 \langle \phi^{d-4} \rangle_{\text{ren}} / \log \delta t$ for $d = 6$. There is also red dashed line that corresponds to the leading order expression derived analytically and as expected, the numerical response collapses down onto this analytical profile as $\delta t$ decreases. However, there is still a part of this analytic response that we need to describe. Basically, the hypergeometric function will give us a structure like

$$\langle \phi^2 \rangle_{\text{ren}} = \phi_1(t) \delta t^{d-3} \log(\mu \delta t) + \phi_2(t) \delta t^{d-4} + O(\delta t^{d-5})$$

where $\phi_1(t)$ is given by eq. (2.42). Unfortunately, $\phi_2(t)$ cannot be expressed as neatly as in the case of $\phi_1(t)$, possibly indicating that the form of this contribution is not universal. In fact, all of the terms in the expansion (2.39) of the hypergeometric functions contribute to this profile. The result for even dimensions $d \geq 4$ can be written

$$\phi_2(t) = \lim_{h \to \infty} (-1)^{d/2} \sum_{i=2}^{h} \frac{(-1)^i \log(i)}{2 (i-1)!} \sum_{j=1}^{h-1} \left( \frac{i^j}{j!} \prod_{k=0}^{j-1} (j-k) \right).$$

We have written the double sum in terms of a limit because we found that we can approximate the entire expression for $\phi_2(t)$ well with the expression above where $h$ is kept finite but large. In particular, the analytical profile shown in figure 7b corresponds to eq. (2.44) evaluated with $\delta t = 10^{-3}$ and taking $h = 25$ in eq. (2.45), as well as $m = \mu = 1$. Again, as shown in figure 7b, there is essentially exact agreement between the numerical solution and this analytic profile. Note also that even for $\delta t = 10^{-3}$, $\log(\delta t) \sim -6.9$ and so both terms in eq. (2.44) contribute significantly to the expectation value, i.e., one must go to much smaller values of $\delta t$ before $\phi_2(t)$ can be neglected.
Finally, let us turn to the question of why we did not see the logarithmic enhancement in the original numerical results, i.e., in figures 1, 2, 3 and 4. Recall that in those plots, we were examining $\langle \phi^2 \rangle_{\text{ren}}(t = 0)$ as a function of the quench times $\delta t$. The key point here is that we choose to evaluate the response at time $t = 0$. Here we might note that in figure 7a, all of the curves go through the same point at precisely $t = 0$, i.e., the entire scaling has been removed by multiplying by $\delta t d^{-4}$ at this time. This effect arises because we are studying the specific mass profile $m^2(t) = m^2(1 - \tanh(t/\delta t))/2$. In this case, any even number derivatives of this profile precisely vanishes at $t = 0$. Hence we were simply unlucky in our choice of the time at which to sample the response. As shown in figures 5 and 7a, the logarithmic enhancement can be seen in the numerical results when we examine the response at any other value of $t$.

### 2.2.3 Analytical leading contributions: low dimensional spacetimes

There are a number of reasons to treat $d = 3$ and 4 separately. First, eq. (2.40) does not make sense when $d = 3$ since the latter would give a negative number of time derivatives in this formula. Moreover, for both $d = 3$ and 4, all terms in the hypergeometric series expansion (2.39) contribute. Finally, our expansion in powers of $\kappa$ has some problems in the IR related to simultaneously taking the limits $\kappa, q \to 0$.

Let us illustrate the latter problem with $d = 3$. In this case, the counterterm contribution (2.26) reduces to $f_{ct}(k, m(t)) = 1$ and hence in terms of dimensionless variables, eq. (2.11) can be written as

$$d = 3 : \langle \phi^2 \rangle_{\text{ren}} = \frac{1}{4\pi \delta t} \int dq \left( \frac{q}{\sqrt{q^2 + \kappa^2}} |2F1\right)^2 - 1 \right). \quad (2.46)$$

However, if we now first expand the integrand in powers of $\kappa$ and then consider the limit $q \to 0$, we find an extra divergent term: $-\kappa^2/(2q^2)$. Of course, this ill-behaved term arises because we are expanding $q/\omega_{\text{in}} \delta t = 1/\sqrt{1 + \kappa^2/q^2}$ for both $\kappa$ and $q$ around zero. For general dimensions, this term becomes $q^{d-2}/\omega_{\text{in}} \delta t = q^{d-3}/\sqrt{1 + \kappa^2/q^2}$ and the order $\kappa^2$ term becomes $-\alpha^2 q^{d-5}$. Therefore a similar logarithmic divergence appears for $d = 4$ but no extra divergence appears at order $\kappa^2$ for $d \geq 5$. Furthermore, we observe that we do not encounter any IR divergence coming from the same expansion for the reverse quench (i.e., $A = B = 1/2$) in any $d$. In the latter quenches, we have simply $\omega_{\text{in}} \delta t = q$. Finally, we note that no such IR divergence appeared in the numerical calculations for either $d = 3$ or 4. Therefore we conclude that this is not a physical divergence of our system. Rather it is a spurious problem generated by our expansion in powers of $\kappa$.

Hence we remove this divergence by simply subtracting the spurious term as an extra counterterm contribution, which yields for $d = 3$,

$$\langle \phi^2 \rangle_{\text{ren}} = \sigma_{\text{s}}^{-1} m^2 \delta t \sum_{i=1}^{\infty} z_i^i + O(\delta t^3) = -\frac{\pi}{4\sigma_{\text{s}}} m^2 \delta t \log \left( \frac{1 - \tanh(t/\delta t)}{2} \right) + O(\delta t^3), \quad (2.47)$$

where $\sigma_{\text{s}}$ was defined in eq. (2.37). Above, the second expression is just the sum that appears when expanding the hypergeometric function and the third one is the result of
summing all the terms in the sum. We might also mention that for the reverse quench in $d = 3$, we find
\[ \langle \phi^2 \rangle_{\text{ren}} = \frac{\pi}{16 \sigma_s^2} m^2 \delta t \log \left( \frac{1 - \tanh t/\delta t}{2} \right) + O(\delta t^3), \]
which is just the negative of the above result.

Let us also say that subtracting that extra counterterm has its effect on the final expression for the expectation value. In fact, by carefully comparing the full numerical integration with the analytic answer we found that they are shifted by a factor $\sqrt{m^2}$. We write $m$ in this way to emphasize that this extra term is non-analytic in $m^2$, so in fact what we are finding is that
\[ \langle \phi^2 \rangle_{\text{ren}} = -\frac{m^4}{16 \pi} - \frac{m^2 \delta t}{16} \log \left( \frac{1 - \tanh t/\delta t}{2} \right) + O(\delta t^3), \tag{2.48} \]
where we have substituted $\sigma_s = 4 \pi$ for $d = 3$ using eq. (2.37). We can recognize, though, that this extra term is due to the $\kappa$-expansion because, for instance, it does not appear in the reverse quench where $\omega_m^2 = k^2 + m^2$ and there is no problem in taking both limits. This difference is illustrated for both types of quenches in figures 8b and 8c. In section 2.7, we will see that this constant term simply corresponds to the renormalized expectation value for a fixed mass.

Now if the leading term in eq. (2.47) is evaluated in the middle of the mass quench, we have
\[ \langle \phi^2 \rangle_{\text{ren}}(t = 0) = \log \frac{2 \sigma_s}{16} m^2 \delta t. \]
Hence as observed in figure 4, this result is linear in $\delta t$ and so it actually approaches zero in the limit $\delta t \to 0$. This behaviour should be contrasted with the growing response found in higher dimensions, e.g., as shown in eq. (2.41). In fact, the same diminishing response will be found in $d = 3$ when the expectation value is evaluated for any finite value of $t/\delta t$. However, this scaling is deceptive as it may lead one to expect that the quench has a vanishing effect in the limit $\delta t \to 0$. Considering eq. (2.47) but in the limit $t/\delta t \gg 1$ instead, we find
\[ \langle \phi^2 \rangle_{\text{ren}}(t \gg \delta t) \sim \frac{1}{8} m^2 t, \tag{2.49} \]
which is independent of the quench rate!

We will analyze the late time behaviour of the quench in greater detail in section 2.7. However, the above expression (2.49) clearly indicates that the apparent scaling behaviour shown in figure 5 and eq. (2.47) does not give an accurate characterization of the overall effect of the mass quenches in three dimensions. Pushing our numerical results to longer times, we were able to go as far as $t/\delta t \sim 18$. At these ‘late’ times, we found that the response is indeed linear and independent of $\delta t$. For instance, a linear fit to the numerical results in figure 8 certainly respects the analytic limit.\textsuperscript{11} However, in section 2.7, we will show that for very late times, where $m^2 t^2 \gg 1$, the growth is no longer linear but rather logarithmic.

This result also highlights another key difference between eq. (2.47) and the leading behaviour (2.40) found in higher dimensions. In higher dimensions, the time profile of the leading analytic term approaches zero exponentially fast (with a ‘tanh’ mass profile) for $t/\delta t \gg 1$, while in eq. (2.47), the corresponding time profile grows without bound at large times.

\textsuperscript{11}We also observe that examining the curves in figures 8a and 8b shows that the analytic expression (2.48) differs from the full numerical results only by terms that are roughly of order $\delta t$. 
Figure 8. (Colour online) $\sigma_s \langle \phi^2 \rangle_{\text{ren}}$ in three-dimensional space-time. The red curves correspond to the leading order analytic expression (2.48) while the blue curves are the full numerical solution. By comparing panels (a) and (b), we can see that the difference between the two solutions is roughly of order $O(\delta t)$. We can observe that apart from having an extra minus sign difference, the reverse quench in panel (c) starts from zero without needing to be shifted by the factor of $m$.

The situation for $d = 4$ is quite similar, but now the $\kappa$ expansion generates an extra logarithmic divergence in the calculation of the response, as already commented above. However, the same discussion as in the case of $d = 3$ still applies. Being in an even number of dimensions, the leading order response has two components as in eq. (2.44) and so for $d = 4$, we have

$$\langle \phi^2 \rangle_{\text{ren}} = \phi_1(t) \log(\mu \delta t) + \phi_2(t) + O(\delta t^2).$$

(2.50)

Here we find $\phi_1(t) = m^2 \frac{1}{4} (1 + \tanh(t/\delta t))$ and $\phi_2(t)$ is given by eq. (2.45) with $d = 4$. We also note that for the reverse quench in $d = 4$, the only difference is that we find $\phi_1(t) = -\frac{m^2}{4} (1 + \tanh(t/\delta t))$. Evaluated at $t = 0$, the leading contribution for small $\delta t$ is just $\langle \phi^2 \rangle_{\text{ren}} = \frac{m^2}{4} \log(\mu \delta t)$. Hence as the numerical results in figure 4 showed, the leading contribution in $d = 4$ scales logarithmically when $\delta t \to 0$. Again, this logarithmic scaling was also agrees with the behaviour found in holographic quenches [79–81]. We might also comment that for large times, i.e., $t/\delta t \gg 1$, both $\phi_1(t)$ and $\phi_2(t)$ approach a constant in eq. (2.50).
2.2.4 The stress-energy tensor

There is an elegant and independent consistency check of our results involving the energy density. In particular, we can consider the diffeomorphism Ward identity \[ \partial_t \langle E \rangle = - \langle O_\Delta \rangle \partial_t \lambda, \] (2.51)

where \( E \) is the (renormalized) energy density. In the case of a constant mass, this identity simply expresses the conservation of energy for the system, i.e., the r.h.s. vanishes identically. But in the case of a time-dependent coupling, eq. (2.51) determines the work done by the quench. Following the conventions of [79, 80], in our case, \( \lambda = m^2(t) \) and \( O_\Delta = -\frac{1}{2} \phi^2 \), so with our previous analysis, we already have all of the information needed to compute the r.h.s. of the identity. The independent consistency check will then consist of evaluating the time derivative of the energy density, i.e., computing the l.h.s. of eq. (2.51) directly.

The energy density, defined by the \( T_{tt} \) component of the stress-energy tensor, is given by

\[ E = \frac{1}{2} \left( \partial_t \phi \partial_t \phi + \partial_i \phi \partial_i \phi + m(t)^2 \phi^2 \right), \] (2.52)

where the index \( i \) is summed over the spatial dimensions. Given our mode expansion (2.7), this expression results the following expectation value,

\[ \langle E \rangle = \frac{\Omega_{d-2}}{2(2\pi)^d} \int k^{d-2} dk \left( |\partial_t u_k|^2 + |\partial_i u_k|^2 + m(t)^2 |u_k|^2 \right). \] (2.53)

Now it is straightforward to check analytically that taking the time derivative of the above expression and simplifying the result with the equations of motion for the scalar field, yields exactly \( \partial_t \langle E \rangle = \frac{1}{2} \partial_t m^2(t) \langle \phi^2 \rangle \), as required by eq. (2.51).

We can also verify this agreement numerically. For simplicity, we will set \( d = 5 \) and in this case, we know that all counterterms come from the zeroth order terms in the adiabatic expansion, which can be extracted from the constant mass expectation value — see discussion below. In this case, eq. (2.53) reduces to

\[ \langle E \rangle_{m^2(t)=m^2} = \sigma_s^{-1} \int dk \frac{k^d}{k^2 + m^2} = \sigma_s^{-1} \int dk \left( k^4 + \frac{m^2}{2} k^2 - \frac{m^4}{8} + O(k^{-2}) \right). \] (2.54)

Hence we know the necessary counterterms in \( d = 5 \) will to regulate the expectation value of the energy density by subtracting off these first three terms, with \( m^2 \) replaced by \( m(t)^2 \). With this subtraction, we can evaluate the finite part of eq. (2.53) to get figure 9a. By numerically differentiating it with respect to time we should get exactly the r.h.s. of eq. (2.51) and that is indeed the result, as shown in figure 9b.

As a further check of our analysis, we can verify that the counterterm contributions have the expected form. That is, even though we are finding them separately and independently in eqs. (2.26) and (2.54), they should actually come from the same counterterm action, as discussed in section 2.1.3. In the present case of \( d = 5 \), the action in eq. (2.32) reduces to five terms

\[ S_{ct} (m^2, g_{\mu\nu}, \Lambda) = - \int d^4x \sqrt{-g} \left[ s_{00} \Lambda^5 + s_{10} m^2 \Lambda^3 + s_{20} m^4 \Lambda + R \left( s_{50} \Lambda^3 + s_{51} m^2 \Lambda \right) \right]. \] (2.55)
Figure 9. (Colour online) Numerical verification of the diffeomorphism Ward identity (2.51) for \( d = 5 \). Panel (a) shows \( \langle E \rangle \) as a function of time. Panel (b) shows the corresponding \( \partial_t \langle E \rangle \) as a function of time (dashed) and the r.h.s. of Ward identity (thin solid) evaluated using our previous results. In each case, the curves from top to bottom correspond to \( \delta t = 1/10, 1/20, 1/30, \cdots, 1/100 \). The straight red dashed line in panel (a) shows \( \langle E \rangle \) for the constant mass case \( (m^2 = 1) \).

The counterterm contributions to \( \langle \phi^2 \rangle \) and \( \langle E \rangle \) are then determined from this action by eqs. (2.33) and (2.34), respectively. It is clear that the terms involving the Ricci scalar do not contribute to \( \langle \phi^2 \rangle \) when the latter is evaluated in flat space. Similarly, the variation of the \( s_{50} \) term to \( \langle E \rangle \), coming from the variation with respect to the metric, vanishes in flat space. Finally, the variation of the \( s_{51} \) term yields a contribution of the form: \( \langle T_{\mu\nu} \rangle \sim (\partial_\mu \partial_\nu - \eta_{\mu\nu} \Box) m^2 \). However, since the mass only depends on time, one finds that this particular contribution vanishes for the energy density, \( \langle E \rangle = \langle T_{tt} \rangle \). Hence, in fact, only the first three counterterms in eq. (2.55) will contribute in the present case. That is, we should find

\[
\langle E \rangle \sim \frac{1}{2} \left( s_{00} \Lambda^5 + s_{10} m^2 \Lambda^3 + s_{20} m^4 \Lambda \right), \\
\langle \phi^2 \rangle \sim s_{10} \Lambda^3 + 2 s_{20} m^2 \Lambda .
\] (2.56)

Now if we integrate eq. (2.54) up to a momentum \( k_{\text{max}} \) and compare to the analogous result in eq. (2.13), we find

\[
\langle E \rangle \sim \frac{1}{\sigma_s} \left( \frac{k_{\text{max}}^5}{5} + \frac{m^2 k_{\text{max}}^3}{6} - \frac{m^4 k_{\text{max}}^2}{8} \right), \\
\langle \phi^2 \rangle \sim \frac{1}{\sigma_s} \left( \frac{k_{\text{max}}^3}{3} - \frac{m^2 k_{\text{max}}}{2} \right) .
\] (2.57)

Hence we find that the coefficients of the cubic and linear divergences match between the two expectation values, as desired. Further, we can supplement the list of coefficients in eq. (2.36) with \( s_{00} = -1/(d \sigma_s) \), after generalizing eq. (2.54) to \( d \) dimensions.

\[\text{See the discussion related to eq. (2.69) below. We also note that while the } tt \text{ component vanishes here, this contribution would still be essential to regulate the pressure in the present quenches.}\]
2.2.5 The energy density in three dimensions

As in the case of section 2.2.3, it is interesting to repeat the above analysis but focusing on the \( d = 3 \) case separately. In this case, the scaling found for \( \langle \phi^2 \rangle_{\text{ren}} \) in section 2.2 is proportional to \( \delta t \). Hence on the r.h.s. of the identity (2.51), this is multiplied by \( \partial_t m^2 \) which gives a factor of \( 1/\delta t \) and so one would find that \( \partial_t \langle E \rangle_{\text{ren}} \) does not scale at all with \( \delta t \). Since the quench essentially takes place over an interval \( \delta t \), this would then reproduce the naïve scaling \( \delta \langle E \rangle_{\text{ren}} \sim m^3 \) — see figures 10 and 11. Note that the latter result indicates that the work done is not analytic in the mass coupling, i.e., \( \delta \langle E \rangle_{\text{ren}} \sim (m^2)^{3/2} \).

Let us start by computing the expectation value of the energy density for a constant mass. In this case and with \( d = 3 \), eq. (2.53) yields
\[
\langle E \rangle_{m^2(t)=m^2} = \frac{k}{4\pi} \left( k_{\text{max}}^3 + \frac{k_{\text{max}}^2 m^2}{2} - \frac{1}{3} m^3 + O(1/k_{\text{max}}) \right).
\] (2.58)

The first two divergent contributions would be removed by the counterterm contributions and hence the renormalized expectation value of the energy density would be \( \langle E \rangle_{\text{ren}} = -m^3/(12\pi) \) in the case of a constant mass. Again it is notable that this result is not analytic in the mass coupling. However, we can easily extract the counterterm contributions to regulate the expectation value in the case of a time-varying mass from eq. (2.58) to find
\[
f_{d=3,ct}(t) = k^2 + m^2(t)/2.
\]
Subtracting these terms in the integral in eq. (2.53) with \( d = 3 \) then yields the renormalized expectation value of the energy density. Then we computed this expectation value numerically for different values of \( \delta t \) ranging from \( \delta t = 1/10 \) to \( \delta t = 1/100 \), as shown in figure 10. We observe that the energy density grows from its corresponding value at minus infinity — as we set \( m = 1 \), this means \( 4\pi \langle E \rangle_{\text{ren}}(t \ll 0) = -1/3 \) — to a certain constant value at late times. In particular, as \( \delta t \) becomes smaller, the latter constant seems to be independent of \( \delta t \). Hence, from this figure, we can see that the naïve power counting does not work, because as described above, it suggests that the change in energy density would be proportional to \( \delta t \).

Further, we can also compute the time derivative of this profile and compare it with the r.h.s. of the Ward identity (2.51), using our previous results for the expectation value of \( \phi^2 \). Again, we get perfect agreement, as shown in figure 11. There we also see that \( \partial_t \langle E \rangle \) scales as \( 1/\delta t \).

How can we understand this scaling? The key point is that the change in the expectation value of \( \phi^2 \) has a scaling proportional to \( \delta t \) but the full expectation value does not start from zero. Recall from eq. (2.48) that the expectation for \( d = 3 \) is given by
\[
\langle \phi^2 \rangle_{\text{ren}} = -\frac{m}{4\pi} - \frac{m^2 \delta t}{16} \log \left( \frac{1 - \tanh t/\delta t}{2} \right) + O(\delta t^3).
\] (2.59)

Now, as \( \delta t \to 0 \), the second term and all the subleading will go to zero and then \( \langle \phi^2 \rangle_{\text{ren}} \simeq -m/(4\pi) \). So if we integrate the Ward identity (2.51) in this limit, we find
\[
\delta \langle E \rangle_{\text{ren}} = \langle E \rangle_{\text{ren}}(t = \infty) - \langle E \rangle_{\text{ren}}(t = -\infty)
\]
\[
= -\frac{m}{8\pi} \left( m^2(t = \infty) - m^2(t = -\infty) \right) = \frac{m^3}{8\pi}.
\] (2.60)
Figure 10. (Colour online) Renormalized expectation value of the energy density as a function of time for different values of $\delta t$. From bottom to top (on the right hand side), the different curves correspond to $\delta t = 1/10, 1/20, 1/30, \cdots, 1/100$. Hence with decreasing $\delta t$, the curves accumulate towards the top red dashed line at late times. Note that all expectation values are multiplied by the constant $\sigma_s = 4\pi$. The red dashed line at the bottom corresponds to the constant mass value (with $m^2 = 1$) while the one at top corresponds to 1/6 — see main text for explanation of this value.

Figure 11. (Colour online) Time derivative of the renormalized expectation value of the energy density as a function of time for different values of $\delta t$. Different curves correspond to $\delta t = 1/10, 1/20, 1/30, \cdots, 1/100$, with curves with smaller $\delta t$ correspond to higher peaks. Note that all expectation values are multiplied by a constant $\sigma_s = 4\pi$. The dashed lines correspond to the time derivative of $\langle E \rangle_{\text{ren}}$ while the thin solid lines correspond to evaluating $\frac{1}{2} \partial_t m^2(t) \langle \phi^2 \rangle_{\text{ren}}$. The agreement between both calculations shows that the diffeomorphism Ward identity is satisfied.

Further at very early times (i.e., $t \ll 0$), the energy density will match that found in the case of a constant mass. Hence given the results in eq. (2.58), we have $\langle E \rangle_{t=-\infty} = -m^3/(12\pi)$. Hence for late times (and small $\delta t$), we should find the energy density to approach $\langle E \rangle_{t=\infty} = m^3/(24\pi)$, which is exactly what is shown for the long time behaviour in figure 10.
To close this section, we reiterate that eq. (1.2) suggests the scaling of the energy should be $\delta \langle E \rangle_{\text{ren}} \sim m^2 \delta t$ for $d = 3$. This scaling was not realized here in eq. (2.60) but this result depended on the fact that $\langle \phi^2 \rangle = -m/(4\pi)$ in the past, i.e., at the start of the quench. On the other hand, if we considered a ‘reverse’ quench, where the mass starts at zero and rises to some finite $m$, this initial expectation value would vanish and hence the expected scaling would be fulfilled. That is, zero work is done by the reverse quench in the limit $\delta t \to 0$.

2.2.6 Universal scaling of higher spin currents

It is known that free scalar field theory has an infinite set of higher spin conserved currents $j_{i_1 \cdots i_s}$ [87, 88]. Apart from being conserved, these currents are symmetric in their indices and, in the case of massless theory, traceless. It is interesting, then, to analyze how these currents behave in the present quenches. In particular, we will be interested in determining how the higher spin currents scale in the fast quench limit.

Higher spin currents for a massless complex scalar field are given by [88]

$$j_{i_1 \cdots i_s} \propto \sum_{k=0}^{s} \left(\frac{-1}{k!(k + \frac{d-4}{2})(s-k)!(s-k + \frac{d-4}{2})}\right) \partial_{i_1} \cdots \partial_{i_k} \phi^* \partial_{i_{k+1}} \cdots \partial_{i_s} \phi - \text{traces}, \quad (2.61)$$

where indices $i_1, \cdots, i_s$ should be symmetrized above. In case of a complex scalar field, the even spin currents are symmetric under the interchange $\phi \leftrightarrow \phi^*$, while odd spin currents are antisymmetric. In our calculations, we are dealing with real fields and so the odd spin currents trivially vanish. Hence we will only consider the even spin currents.

Let us start by revisiting the spin-2 current, i.e., the stress-energy tensor of the conformally coupled scalar. Hence we can obtain this current by varying the scalar field action with respect to the metric,

$$j^{(2)}_{ab} = -\frac{2}{\sqrt{-g}} \delta S \delta g^{ab}, \quad (2.62)$$

where

$$S = -\frac{1}{2} \int d^dx \sqrt{-g} \left( \partial_{\mu} \phi^* \partial^{\mu} \phi + m^2 \phi^* \phi - \xi R \phi^* \phi \right) \quad (2.63)$$

and $\xi$ takes the usual value for the conformal coupling: $\xi = \frac{d-2}{4(d-1)}$. Upon varying, we obtain

$$j^{(2)}_{ab} = \frac{-1}{4(d-1)} \left( \phi \partial_{ab} \phi^* + \phi^* \partial_{ab} \phi \right) + \frac{d}{4(d-1)} \left( \partial_a \phi \partial_b \phi^* + \partial_a \phi^* \partial_b \phi \right)$$

$$- \frac{\eta_{ab}}{2(d-1)} \left( \partial_{c} \phi \partial^{c} \phi^* + m^2 \phi^* \phi \right). \quad (2.64)$$

We note that the equation of motion, $\Box \phi = m^2 \phi$, was used to simplify the above expression. Further, we can verify that if we set $m^2 = 0$, the above result reproduces the $s = 2$ current in eq. (2.61), up to an overall numerical factor. It will be convenient for the following to split the current into two parts: the minimally coupled current (obtained by setting $\xi = 0$) and the remaining contribution coming from the conformal coupling term proportional to $R$ in eq. (2.63). Then we have

$$j^{(2)}_{ab} = j^{(2)\text{min}}_{ab} + j^{(2)\text{conf}}_{ab}, \quad (2.65)$$
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where

\[ j_{ab}^{(2)\text{min}} = \frac{\partial_a \phi \phi^* + \partial_a \phi^* \phi}{2} - \frac{1}{2} \eta_{ab} (\partial^c \phi^* \partial_c \phi + m^2 \phi^* \phi), \tag{2.66} \]

\[ j_{ab}^{(2)\text{conf}} = \frac{1}{4} \frac{d - 2}{d - 1} (\phi \partial_{ab} \phi^* + \phi^* \partial_{ab} \phi) - \frac{1}{2} \eta_{ab} (\partial^c \phi + \phi^* \partial_c \phi^* + 2 \partial^c \phi \partial_c \phi) \tag{2.67} \]

\[ + \eta_{ab} (\phi^* \Box \phi + \phi \Box \phi^* + 2 \partial^c \phi \partial_c \phi). \tag{2.68} \]

Of course, we have restored the terms involving \( \Box \phi \) using the equations of motion in \( j_{ab}^{(2)\text{conf}} \). The reason for doing so is that it makes apparent that \( j_{ab}^{(2)\text{conf}} \) is a total derivative, i.e.,

\[ j_{ab}^{(2)\text{conf}} = \xi (\partial_a (\phi^* \phi) - \eta_{ab} \Box (\phi^* \phi)) \tag{2.69} \]

Then, in our case (where \( \langle \phi^2 \rangle \) only depends on time), we find that the \( a = b = t \) component of this part vanishes and we are only left with the minimally coupled current. Therefore the energy density calculated with the full stress tensor (2.64) agrees with that found with the minimal stress tensor (2.66), as was done in the previous sections.

Of course, for a constant mass, the spin-two current (2.64) is conserved. However, if we allow for a time-varying mass, the divergence of this current yields

\[ \partial^t j_{tt}^{(2)} = \partial^t \langle j_{tt}^{(2)} \rangle = \partial_t \langle j_{tt}^{(2)\text{min}} \rangle = -\frac{1}{2} \partial_t m^2 (t) \langle \phi^* \phi \rangle. \tag{2.70} \]

Of course, we have reproduced the diffeomorphism Ward identity (2.51), from which we can determine the energy which the quench injects into the system if we are given the expectation value \( \langle \phi^* \phi \rangle \). The reason for revisiting this result for the spin-2 current is that we will now apply the analogous analysis with the spin-4 current and we will find the scaling of this higher spin current in the limit of fast quenches. Further, we will use this approach to argue for the scaling of all of the higher even spin currents.

First we must build the spin-4 current for the massive theory as follows: take eq. (2.61) and explicitly symmetrize the indices. Then introduce all the necessary trace terms with the necessary coefficients to ensure that the result is traceless in the massless case. The next step is to generalize this current for a massive field. Here, we take the divergence of the massless expression and add all the necessary terms proportional to the mass to ensure that the divergence vanishes upon evaluation on the massive equation of motion. This procedure is explicitly carried out for the spin-4 current in appendix A. The final result is

\[ j_{1i2i3i4}^{(4)} = j_{1i2i3i4}^{(4)m^2=0} + \frac{m^2}{2 (\frac{d}{2} + 2)! (\frac{d}{2})!} \eta_{i1i2} \left( (d + 1) j_{i3i4}^{(2)} + \frac{2}{d - 2} j_{i3i4}^{(2)\text{conf}} \right), \tag{2.71} \]

where again the indices in last term should be symmetrized. Now we are interested in obtaining the analogous Ward identity for the spin-4 current. In particular, we make the mass time-dependent and evaluate the time-derivative of the \( j_{tttt}^{(4)} \) component. Note that the part proportional to the conformally coupled spin-2 current will vanish and hence we find

\[ \partial_t \langle j_{tttt}^{(4)} \rangle = \frac{d + 1}{2 (\frac{d}{2} + 2)! (\frac{d}{2})!} \partial_t m^2 (t) \langle j_{tt}^{(2)} \rangle = \frac{d + 1}{2 (\frac{d}{2} + 2)! (\frac{d}{2})!} \partial_t m^2 (t) \langle \mathcal{E} \rangle. \tag{2.72} \]
To determine the scaling of this spin-4 ‘charge density’ in the limit of fast quenches, we can use the scaling of the energy density $\langle E \rangle \sim m^4/\delta t^{d-4}$ to find:

$$\langle J^{(4)}_{tttt} \rangle \sim \frac{(m^2)^3}{\delta t^{d-4}}. \quad (2.73)$$

Hence in the fast quench limit, the spin-4 charge diverges with precisely the same power of $\delta t$ as the spin-2 charge and the spin-0 charge (i.e., $\phi^2$), while an extra power of $m^2$ appears to make up the necessary dimension of the new operator.

Extending the construction of the spin-4 current, described above, to obtain higher spin currents in the massive theory is straightforward, though tedious. We expect that the massive terms for the spin-$s$ current can decomposed, as in the spin-4 case, in terms of the spin-($s-2$) current and a total derivative term. Then, it is easy to see that for a time-varying mass, we will get a hierarchy of generalized Ward identities,

$$\partial_t \langle J^{(s)}_{t\cdots t} \rangle \sim \partial_t m^2(t) \langle J^{(s-2)}_{t\cdots t} \rangle. \quad (2.74)$$

Now integrating these identities will similarly yield a hierarchy of scalings for the final currents in the fast quench limit, i.e., $\langle J^{(s)}_{t\cdots t} \rangle \sim m^2 \langle J^{(s-2)}_{t\cdots t} \rangle$. Hence the scaling of all of the higher spin currents would be determined by that originally found from how $\langle \phi^2 \rangle$ scales. Then in general we should find that

$$\langle J^{(s)}_{t\cdots t} \rangle \sim \frac{(m^2)^{s+1}}{\delta t^{d-4}}. \quad (2.75)$$

Of course it would be interesting to explicitly construct the currents in the massive theory and derive these scalings for the higher spin currents. However, our expectation is that after a quench, all of currents that will scale with precisely the same power of $\delta t$. In particular then, for $d \geq 4$, all of these currents will diverge as $\delta t \to 0$.

### 2.3 CFT to CFT quenches

This subsection is devoted to study the response of the scalar field under a quench whose mass profile is asymptotically zero at both infinite past and future. We smoothly turn on the mass up to some $m^2$ and then go back to the critical point. The whole process is again characterized by a time length $\delta t$. We may proceed analytically if we choose the following mass function

$$m^2(t) = \frac{m^2}{\cosh^2(t/\delta t)}. \quad (2.76)$$

Analysing this system is interesting because it provides a further check of our previous analysis. In particular, we should expect to have the same scaling behaviour for the renormalized expectation values in the limit of fast quenches. Moreover, the counterterms should be the same as in the previous case with the only difference that we should change the mass function (and its derivatives) to the new profile. Even though this is expected, it is not at all trivial: rather it provides a good confirmation of our results. Lastly, we will return to such CFT-to-CFT quenches later in section 4 to give a general argument that should be valid for arbitrary CFTs and hence the present section provides an explicit example of
these processes. Finally, as in the case of the tanh profile, it is straightforward to extend the present analysis of these pulse-like quenches to include a constant mass, i.e.,

\[ m^2(t) = m_0^2 + \frac{m^2}{\cosh^2 t/\delta t}. \] (2.77)

We will explicitly analyze quenches with this profile in section 2.4. However, our intuition suggests that universal scaling in eqs. (1.2) and (1.3) should still hold if we satisfy both \( m^2\delta t^2 \ll 1 \) and \( m_0^2\delta t^2 \ll 1 \). Again, this emphasizes that what is important is that the theory has a UV fixed point, i.e., the UV description of the theory is a CFT. The IR details become unimportant in the fast quench limit, i.e., when \( 1/\delta t \) dominates all of the IR scales.

As with the tanh profile (2.1), we can exactly solve this problem by decomposing the scalar field into momentum modes, as in eq. (2.7). This modes will satisfy the Klein-Gordon equation with mass given in eq. (2.76),

\[ \frac{d^2 u_k}{dt^2} + \left( k^2 + \frac{m^2}{\cosh^2 t/\delta t} \right) u_k = 0. \] (2.78)

This equation can be written in hypergeometric form by expressing it in terms of variable \( y = \cosh^2(t/\delta t) \),

\[ y(1-y)\frac{d^2 u_k}{dy^2} + \left( \frac{1}{2} - y \right) \frac{du_k}{dy} - \left( \frac{k^2\delta t^2}{4} + \frac{m^2\delta t^2}{4y} \right) u_k = 0. \] (2.79)

We are interested in those solutions that behave purely as positive frequency waves in the infinite past, so we need to fix initial conditions so that \( u_k(t \to -\infty) = \frac{1}{\sqrt{4\pi\omega_k}} \exp(-ik\cdot \vec{x} - i\omega_k t) \), where \( \omega_k \) is just \( \omega_k = k \) because in the infinite past we are in the massless theory.\(^{13}\) Then, the complete solution for the modes in terms of \( k \) and \( y \) is given by

\[ u_k = \frac{1}{\sqrt{4\pi k}} \frac{2^k y^\alpha}{E_{1/2}E_{3/2} - E_{1/2}E'_{3/2}} \times \]
\[ \times \left( E_{3/2}F_1 \left( a, b; \frac{1}{2}; 1-y \right) + E_{1/2}\sinh(t/\delta t) E_{1/2} \left( a + \frac{1}{2}, b + \frac{1}{2}; \frac{3}{2}, 1-y \right) \right), \] (2.80)

where

\[ E_c = \frac{\Gamma(c)\Gamma(b-a)}{\Gamma(b)\Gamma(c-a)}, \quad E'_c = E_c(a \leftrightarrow b), \]
\[ a = \alpha + \frac{ik\delta t}{2}, \quad b = \alpha - \frac{ik\delta t}{2}, \] (2.81)
\[ \alpha = \frac{1 + \sqrt{1 + 4m^2\delta t^2}}{4}. \]

\(^{13}\)The way to take this limit is to use identities that relate hypergeometric functions of argument \( z \) with a linear combination of hypergeometric functions of argument \( 1/z \) — see, for instance, eq. 15.3.7 in [89]. In our case, as \( t \to -\infty, 1-y \to -\infty \) and then, such identities are useful.
Now, as we did in the previous case, we integrate over momentum modes in evaluating the expectation value of $\phi^2$ and this integral is UV divergent. To get the finite renormalized expectation value, we must subtract the appropriate counterterm contributions. In section 2.1.1, we used an adiabatic expansion to obtain the counterterms supposing only that the mass depends on time. Hence we can expect the counterterm contributions in eq. (2.26) will regulate $\langle \phi^2 \rangle$ for any mass profile. Hence, we use the same expression here and only change the profile of $m^2(t)$ to the pulsed one (2.76). In this way, we obtain

$$\langle \phi^2 \rangle_{\text{ren}} = \int d^{d-1} k \left( |u_k|^2 - f_{\text{ct}}(k, m(t)) \right),$$

(2.82)

which is UV-finite, as we will see below. A more nontrivial result is that these expectation values should yield the same leading order behaviour, as derived in section 2.2.2, where the results were expressed in terms of derivatives of the mass profile. In fact, we found that this same universal behaviour indeed emerges for the pulsed profile and so eq. (2.40) also gives the correct result in this example. In particular, figure 12 shows the renormalized expectation value of $\phi^2$ for odd dimensions $d = 5, 7, 9$. As we did in the original quenches, here, we divide by the expected scaling $m^2/\delta t^{d-4}$ and plot eq. (2.82) for different time intervals $\delta t$. We see that the curves rapidly converge to the analytic expression given in eq. (2.40) as $\delta t$ goes to zero. This clearly shows that both the expected scaling in eq. (1.2) and the leading analytical behaviour in eq. (2.40) are valid in the present example of a pulsed quench.

For even $d$, we expect the scaling to be enhanced by a logarithmic factor, as discussed in section 2.2.2. In the case of the previous case with the tanh profiles, we could not see this enhancement in our numerical results [82] because the leading order term vanishes at $t = 0$. However, in the present case, the even derivatives of the mass are not zero at $t = 0$ and hence, we should be able to see the expected behaviour even at zero time. This can be seen exactly in figure 13, where the fits of the curves support the scaling $\langle \phi^2 \rangle_{\text{ren}} \sim m^2/\delta t^{d-4} \log \delta t$. In contrast, for odd $d$, the corresponding derivatives of pulse profile (2.76) vanish at $t = 0$. However, we can instead evaluate $\langle \phi^2 \rangle_{\text{ren}}(t = -\delta t/2)$ to reveal the same scaling applies in odd $d$, as shown in figure 14. Of course, this scaling was already confirmed above by matching the leading analytic behaviour.

### 2.4 Universal scaling for arbitrary initial and final mass

In this section, we would like to show that the universal scaling in eq. (1.2) is not exclusive to quenches which involve a critical theory at the initial and/or final times, but are also found for arbitrary initial and final mass under certain assumptions. Basically what we need is $1/\delta t$ to be the only relevant scale of the problem. So long the initial and final mass (and their difference) are much smaller than $1/\delta t$, we will find the same scaling.

For the tanh profile (2.1), this scaling can be explicitly seen by extending the analysis of the renormalized expectation value (2.11) to general initial and final masses, i.e., general
Figure 12. (Colour online) $\langle \phi^2 \rangle_{\text{ren}} \delta t^{d-4}/m^2$ for different values of $\delta t$ and different odd spacetime dimensions $d$. The solid curves correspond to $\delta t = 1, 1/2, \cdots, 1/10$ with $\delta t$ decreasing as they converge to the analytical leading expression (2.40), plotted with dashed red curve. This leading term has $\langle \phi^2 \rangle_{\text{ren}} \sim (-1)^{d-4} \delta t^{d-4} m^2(t)$.

$A$ and $B$ in eq. (2.1). Hence we have

$$\langle \phi^2 \rangle_{\text{ren}} = \int \frac{k^{d-2}dk}{\sigma_s \omega_{\text{in}}} \left[ _2F_1 \left( 1+i\omega_{-}\delta t, i\omega_{-}\delta t; 1-i\omega_{\text{in}} \delta t; \frac{1 + \tanh(t/\delta t)}{2} \right) \right]^2 - f_{\text{ct}}(k,m(t)) ,$$

(2.83)

where

$$\omega_{\text{in}}^2 = k^2 + m^2(A - B) \equiv k^2 + m_1^2 ,$$

(2.84)

$$\omega_{\text{out}}^2 = k^2 + m^2(A + B) \equiv k^2 + m_2^2 ,$$

(2.85)

and the counterterm contributions $f_{\text{ct}}(k,m(t))$ are given by eq. (2.26).

Now let us redefine the integration variable in eq. (2.83). We define

$$\bar{k}^2 \equiv k^2 + m_2^2$$

(2.86)

and hence

$$\omega_{\text{in}}^2 = \bar{k}^2 + m_1^2 - m_2^2 \equiv \bar{k}^2 + (\delta m^2) ,$$

(2.87)

$$\omega_{\text{out}}^2 = \bar{k}^2 .$$

(2.88)
Figure 13. (Colour online) Renormalized expectation value of $\phi^2$ at time $t = 0$ as a function of $\delta t$ for different even dimensions. The blue curve corresponds to $d = 4$, where the fit by a function $\delta t^{-\alpha}(a_1 - a_2 \log \delta t)$ gives $\alpha = 0.0028$, showing the expected logarithmic growth; the purple curve corresponds to $d = 6$ and the same fit gives $\alpha = 2.0006$; the yellow curve corresponds to $d = 8$ and the fit results in $\alpha = 4.0019$, just as expected by our power law scaling (1.2).

Figure 14. (Colour online) Renormalized expectation value of $\phi^2$ at time $t/\delta t = -0.5$ as a function of $\delta t$ for different odd dimensions. The blue curve corresponds to $d = 5$, where the fit by a function $\delta t^{-\alpha}a_1 + a_2$ gives $\alpha = 1.006$, showing the expected scaling; the purple curve corresponds to $d = 7$ and the same fit gives $\alpha = 2.991$; the yellow curve corresponds to $d = 9$ and the fit results in $\alpha = 4.977$, just as expected by our power law scaling (1.2).

With this choice, eq. (2.83) starts to look like the expectation value for a quench from an initial mass-squared ($\delta m^2$) to the massless case. In fact, the absolute value of the hypergeometric function in the integrand will look exactly like that. We have to take care about the rest of the integral. Applying the change of variables (2.86), eq. (2.83) becomes

$$
\langle \phi^2 \rangle_{\text{ren}} = \int_{m_f}^{\infty} \frac{k \, dk}{\sigma_s \omega_{\text{in}}} \left( \tilde{k}^2 - m_f^2 \right)^{d-1} \left[ |_{2F1}|^2 - f_{\text{ct}} \left( \sqrt{\tilde{k}^2 - m_f^2}, m(t) \right) \right].
$$

(2.89)
Further as in section 2.2.2, we introduce a dimensionless momentum $\tilde{q} = \tilde{k}\delta t$, which then yields

$$
\langle \phi^2 \rangle_{\text{ren}} = \frac{1}{\delta t^{d-4}} \int_{m_f \delta t}^{\infty} \frac{q^{d-2}dq}{\sigma_s \omega_{\text{lin}}} \left( 1 - \frac{m_f^2 \delta t^2}{q^2} \right)^{\frac{d-4}{2}} \left[ _2F_1 \left( \frac{1}{2}, \frac{1}{2} ; 1 ; \frac{(1 - m_f^2 \delta t^2 / \tilde{q}^2)^{1/2} - m(t)}{m(t)} \right) \right].
$$

(2.90)

In the limit of $m_f \delta t \ll 1$, the expectation value becomes

$$
\langle \phi^2 \rangle_{\text{ren}} = \frac{1}{\sigma_s \delta t^{d-4}} \int_{0}^{\infty} \frac{q^{d-2}dq}{\omega_{\text{lin}}} \left[ _2F_1 \left( \frac{1}{2}, \frac{1}{2} ; 1 ; \frac{(1 - m_f^2 \delta t^2 / \tilde{q}^2)^{1/2} - m(t)}{m(t)} \right) \right],
$$

(2.91)

up to contributions suppressed by $m_f^2 \delta t^2$. Hence we have reproduced exactly the expression computing the renormalized expectation value for a quench starting at $(\delta m)^2$ and ending at zero mass. Then, as shown previously, in the case where $\delta(m^2) \delta t^2 \ll 1$, the expectation value of $\phi^2$ scales as $\delta m^2 \delta t^{4-d}$.

Hence to obtain the universal scaling (1.2) in quenches with arbitrary masses, we need to satisfy two conditions:

$$
m_f \delta t \ll 1,
$$

(2.92)

$$
\delta(m^2) \delta t^2 = (m_i^2 - m_f^2) \delta t^2 \ll 1.
$$

(2.93)

It is easy to check that these two conditions are equivalent to those in eqs. (2.3) and (2.4), i.e., $(m_i^2 - m_f^2) \delta t^2 \ll 1$ and $(m_i^2 + m_f^2) \delta t^2 \ll 1$.

Finally, we will comment on the case of the pulsed quench around any arbitrary mass. If our mass profile becomes $m(t)^2 = m_0^2 + \frac{m^2}{\cosh^2 t/\delta t}$, then it is easy to verify that the only change in eq. (2.79) is to add a term proportional to $m_0^2$ ending up with

$$
y(1-y) \frac{d^2 u_k}{dy^2} + \left( \frac{1}{2} - y \right) \frac{du_k}{dy} - \left( \frac{k^2 + m_0^2}{4} + \frac{m^2 \delta t^2}{4y} \right) u_k = 0.
$$

(2.94)

In analogy to eq. (2.86), we define $\tilde{k}^2 = k^2 + m_0^2$, so that the equation becomes the same but with $k \to \tilde{k}$. Then the solution for the modes will be the same with the only difference that in eq. (2.81), $k$ is replaced with $\tilde{k}$ (in a and b). To obtain the expectation value, we will have to integrate over all momenta. In a way completely analogous to the previous case, we can perform a change of variables to integrate in $\tilde{k}$ and in the limit of $m_0^2 \delta t^2 \ll 1$, we will get exactly the same integral as in section 2.3. Hence it is expected that the same scaling will appear. In conclusion, for the pulsed quench, the expectation value of $\phi^2$ will scale as $m^2 \delta t^{4-d}$ provided that $m^2 \delta t^2 \ll 1$ and $m_0^2 \delta t^2 \ll 1$.

### 2.5 Comparison to linear response

The results of sections 2.1 and 2.4 for the tanh profile are leading order in the dimensionless variable $(m \delta t)^2$. Therefore they should agree with a linear response calculation. In this section, we compute $\langle 0|\phi^2|0\rangle_{\text{lin}}$ in linear response theory for the quench starting from a CFT and ending with a massive theory and show that the result is in exact agreement
with the expansion of the exact answer to $O(m^2)$, for each of the $k$ modes individually. This agreement should hold for the other kinds of protocols as well, such as the pulse profile in section 2.3.

The linear response result for the expectation value $\langle 0|\phi^2(0)\rangle_{\text{in}}$ is given by the expression

$$\langle 0|\phi^2(x, t)|0\rangle_{\text{in}} - \langle 0|\phi^2(x, t)|0\rangle_{\text{in}}|_{m^2=0} = -\int d^{d-1}x' \int dt' m^2(t') G_R(x, t; x', t')$$

(2.95)

where the retarded correlator is given by

$$G_R(x, t; x', t') = i\theta(t-t') \langle 0| [\phi^2(x, t), \phi^2(x', t')] |0\rangle_{\text{in}}.$$ (2.96)

The correlation functions are to be evaluated in the initial theory, which is the massless free field theory. The right hand side can be computed exactly leading to

$$\langle 0|\phi^2(x, t)|0\rangle_{\text{in}} - \langle 0|\phi^2(x, t)|0\rangle_{\text{in}}|_{m^2=0} = -\int d^{d-1}k \frac{1}{(2\pi)^{d-1} 2k^2} \int_{-\infty}^{t} dt' m^2(t') \sin[2k(t-t')]$$

(2.97)

We will express the right hand side of eq. (2.98) as a power series expansion in

$$\eta = \exp(2t/\delta t)$$ (2.98)

In eq. (2.97), we write $m^2(t') = \frac{m^2}{2} (1 + \tanh(t'/\delta t)) = m^2 \frac{\eta'}{1 + \eta'}$. Then expanding this expression as a series in $\eta'$ and performing the integral over $\eta'$, we obtain

$$\langle 0|\phi^2(x, t)|0\rangle_{\text{in}} - \langle 0|\phi^2(x, t)|0\rangle_{\text{in}}|_{m^2=0} = m^2 \int d^{d-1}k \frac{(-1)^n}{4|k| (k^2 + n^2)} \eta^{n+1}.$$ (2.99)

Let us now consider the $O(m^2)$ contribution to $\langle 0|\phi^2(x, t)|0\rangle_{\text{in}}$ from the exact answer. This is given by

$$\langle 0|\phi^2(x, t)|0\rangle_{\text{in}} = \int \frac{d^{d-1}k}{(2\pi)^{d-1} (2|k|)} |_{2F1} \left[ 1 + i\omega_- \delta t, i\omega_- \delta t; 1 - i\omega_\text{in} \delta t; \frac{1}{2} (1 + \tanh(t/\delta t)) \right]$$

(2.100)

where in this case

$$\omega_\text{in} = |k|, \quad \omega_\text{out} = \sqrt{k^2 + m^2}, \quad \omega_\pm = \frac{1}{2} (\omega_\text{out} \pm \omega_\text{in}).$$ (2.101)

We need to expand the hypergeometric function to $O(m^2)$ and express the answer as a power series expansion in $\eta$. It turns out that

$$|_{2F1}^2 = 1 + m^2 \sum_{n=1}^{\infty} \frac{(-1)^n}{2(k^2 + n^2)} \eta^{n+1} + O(m^4).$$ (2.102)

Substituting eq. (2.102) into eq. (2.100), it is easily seen that the $O(m^2)$ contribution to the exact answer matches the answer from linear response theory (2.99).
2.6 Comparison with instantaneous quenches

The results of the previous sections appear to be at odds with the well studied examples of instantaneous (or abrupt) quenches in field theories, in particular [8–10]. The behavior of e.g., eq. (1.3) suggests that for \( \Delta > d/2 \), the expectation value of the operator \( \mathcal{O} \) and hence the rate of energy production \textit{diverges} in the limit \( \delta t \to 0 \). In contrast, the results of instantaneous quenches indicate that there is a smooth limit. In this section we resolve this apparent discrepancy.

The main point is that the fast quench limit, considered here, involves a quench rate, i.e., \( 1/\delta t \), which is \textit{fast} compared to the scale set by the relevant coupling, but \textit{slow} compared to the UV cutoff. This is implicit in the above since we are working with renormalized quantities, where in fact the UV cutoff has been sent to infinity. However the abrupt quenches which are considered in the literature involve an instantaneous change of the Hamiltonian at some time, e.g. \( t = 0 \). The wave function evolves from early times according to one time independent Hamiltonian \( H_{in} \) up to time \( t = 0 \). The resulting wavefunction at \( t = 0 \) then acts as an initial condition for evolution with a different time independent Hamiltonian \( H_{out} \). This process can be considered as a limit of a smooth time-dependent Hamiltonian provided the scale of variation is infinitely fast compared to all scales in the problem. In a field theory, this means that \( 1/\delta t \) is large compared to all momentum scales including the UV cutoff scale \( \Lambda \). This is clearly not the limit considered in our work.

To make this point explicit, we will now compute the two-point correlation function in position space in the free bosonic field theory with the time-dependent mass given by eq. (2.1). We are interested in this at late times. For this purpose, it is convenient to work in terms of the “out” modes,

\[
\phi = \int \frac{d^{d-1}k}{(2\pi)^{d-1}} \left( b_k v_k + b_k^\dagger v_k^* \right),
\]

where

\[
v_k = \frac{1}{\sqrt{2\omega_{out}}} \exp \left( ik \cdot \vec{x} - i\omega_+ t - i\omega_- \delta t \log(2 \cosh(t/\delta t)) \right) \times
\]

\[
_{2F1} \left( 1 + i\omega_- \delta t, i\omega_- \delta t; 1 + i\omega_{out} \delta t; \frac{1 - \tanh(t/\delta t)}{2} \right)
\]

(2.104)

with the various frequencies defined in eq. (2.9). These modes have the usual plane-wave behaviour at late times, \( t \gg \delta t \),

\[
v_k \to \frac{1}{\sqrt{2\omega_{out}}} \exp \left( ik \cdot \vec{x} - i\omega_{out} t \right).
\]

(2.105)

The \textit{in} and \textit{out} sets of modes (\( u_k \) and \( v_k \), respectively) are related by a Bogoliubov transformation

\[
\begin{align*}
   u_k &= \alpha_k v_k + \beta_k^* v_k^*, \\
   v_k^* &= \alpha_k^* v_k + \beta_k v_k^*.
\end{align*}
\]

(2.106)
The Bogoliubov coefficients have been evaluated in [84],

\[
\alpha_k^* = \sqrt{\frac{\omega_{\text{out}}}{\omega_{\text{in}}}} \frac{\Gamma(1 - i\omega_{\text{in}} \delta t) \Gamma(-i\omega_{\text{out}} \delta t)}{\Gamma(-i\omega_+ \delta t) \Gamma(1 - i\omega_+ \delta t)},
\beta_k^* = \sqrt{\frac{\omega_{\text{out}}}{\omega_{\text{in}}}} \frac{\Gamma(1 - i\omega_{\text{in}} \delta t) \Gamma(i\omega_{\text{out}} \delta t)}{\Gamma(i\omega_- \delta t) \Gamma(1 + i\omega_- \delta t)}.
\] (2.107)

The correlation function of the field is then given by

\[
\langle \text{in}, 0 | \phi(\vec{x}, t) \phi(\vec{x}', t') | \text{in}, 0 \rangle = \int \frac{d^{d-1}k}{(2\pi)^{d-1}} u_k^*(\vec{x}, t) u_k^*(\vec{x}', t')
\]

\[
= \int \frac{d^{d-1}k}{(2\pi)^{d-1}} \left\{ |\alpha_k|^2 v_k^*(\vec{x}, t) v_k^*(\vec{x}', t') + \alpha_k^* \beta_k^* v_k^*(\vec{x}, t) v_{-k}^*(\vec{x}', t') + \alpha_k^* \beta_k^* v_{-k}^*(\vec{x}, t) v_k^*(\vec{x}', t') + |\beta_k|^2 v_{-k}^*(\vec{x}, t) v_{-k}^*(\vec{x}', t') \right\}.
\] (2.108)

Using (2.107) one finds

\[
|\alpha_k|^2 = 1 + |\beta_k|^2 = \frac{\sinh^2(\pi \omega_+ \delta t)}{\sinh(\pi \omega_{\text{in}} \delta t) \sinh(\pi \omega_{\text{out}} \delta t)}
\]

\[
\beta_k^* \alpha_k^* = \frac{\omega_{\text{out}}}{\omega_{\text{in}}} \frac{\pi \omega_{\text{in}} \delta t}{\sinh(\pi \omega_{\text{in}} \delta t)} \frac{\Gamma(i\omega_{\text{out}} \delta t))^2}{(-\omega_+ \omega_- \delta t^2 \Gamma(i\omega_- \delta t))^2 \Gamma(i\omega_+ \delta t)^2}. \] (2.109)

Consider now the limit

\[
\omega_{\text{in}} \delta t \ll 1 \quad \omega_{\text{out}} \delta t \ll 1,
\] (2.110)

in which the quantities appearing in eq. (2.109) become

\[
|\beta_k|^2 \to \frac{(\omega_{\text{out}} - \omega_{\text{in}})^2}{4\omega_{\text{out}} \omega_{\text{in}}}
\]

\[
\beta_k^* \alpha_k^* \to \frac{\omega_{\text{out}}^2 - \omega_{\text{in}}^2}{4\omega_{\text{out}} \omega_{\text{in}}}. \] (2.111)

Let us now compute the correlation function (2.108) taking both the limit (2.110) and considering late times

\[
t/\delta t \gg 1, \quad t'/\delta t \gg 1.
\] (2.112)

Using eqs. (2.105) and (2.111), a short calculation yields

\[
\langle \text{in}, 0 | \phi(\vec{x}, t) \phi(\vec{x}', t') | \text{in}, 0 \rangle \to \int \frac{d^{d-1}k}{(2\pi)^{d-1}} e^{i\vec{k} \cdot (\vec{x} - \vec{x}')}
\]

\[
\times \left[ \frac{e^{-i\omega_{\text{out}}(t-t')}}{2\omega_{\text{out}}} + \frac{(\omega_{\text{out}} - \omega_{\text{in}})^2}{4\omega_{\text{out}}^2 \omega_{\text{in}}} \cos \omega_{\text{out}}(t - t') + \frac{(\omega_{\text{out}}^2 - \omega_{\text{in}}^2)}{4\omega_{\text{out}}^2 \omega_{\text{in}}} \cos \omega_{\text{out}}(t + t') \right].
\] (2.113)

Note that \(\delta t\) has disappeared from the result. In fact this reproduces the result for an instantaneous quench from a mass \(m_{\text{in}}^2 = m^2(A - B)\) to a mass \(m_{\text{out}}^2 = m^2(A + B)\), e.g., see eq. (8) of [10].

In this paper, we have concentrated on local quantities like \(\langle \phi^2 \rangle\) or the energy density. These involve integrals over all momenta all the way to the cutoff, and clearly the
limit (2.110) is not appropriate for large UV momenta in these integrals. In our analysis, we have worked with renormalized quantities which, as we noted above, implicitly involves taking the UV cutoff $\Lambda$ much larger than $1/\delta t$. This is why our limit of fast quenches is physically different from the instantaneous quenches, studies elsewhere, where the quench rate is necessarily fast compared to $\Lambda$. In fact in the continuum limit, it is unphysical to consider such an instantaneous quench. It would be interesting to investigate these issues in a theory with finite cutoff. In such a theory one would expect that the scaling discussed in this paper should hold in a protocol where $\Lambda^{-1} \ll \delta t \ll m^{-1}$. On the other hand, when $\delta t$ is the same order as $\Lambda^{-1}$, the answers should approach those for an instantaneous quench.

Nevertheless, for distances $|\vec{x} - \vec{x}'| \gg \delta t$, only momenta much less than $\delta t^{-1}$ should be making a substantial contribution to the correlation functions. For such quantities, the condition (2.110) is effectively satisfied and so by the above analysis, one should expect only small differences between a fast smooth quench and an instantaneous quench at late times, i.e., when eq. (2.112) is also satisfied. Details of this comparison will be discussed in [83] — see also discussion in the following section and in section 5.

2.7 Late time behaviour

In section 2.2.3, we observed some interesting late time behaviour for the expectation value $\langle \phi^2(x,t) \rangle$ in three dimensions, i.e., at late times, the expectation value is independent of $\delta t$. This may lead us to suspect that this late time behavior agrees with the results of an instantaneous quench. In this section, we will show that in a suitable regime this is indeed true for $d = 3$, but one finds that the same agreement does not generally occur in higher dimensions [83].

As we noted in section 2.2.3, the numerical analysis only allowed us to evaluate the expectation values out to times of order $t \sim 10 \delta t$. Hence given the values of $m$ and $\delta t$ that we were using, we were always in a regime where $m^2 t^2 \ll 1$. We therefore first compare the result obtained in section 2.2.3 with the result of an instantaneous quench in this regime. We will show that with the results already obtained we can reproduce our previous results in this limit but also go beyond them and evaluate the proper long time behaviour of the scalar field for $m^2 t^2 \gg 1$.

The starting point will be to consider the correlator for instantaneous quench, eq. (2.113) and evaluate this expression at coincident points in space and time, i.e., $\vec{x} = \vec{x}'$, $t = t'$. This gives,

$$\langle \phi^2(\vec{x},t) \rangle = \int \frac{d^{-1-1}k}{(2\pi)^{d-1}} \frac{1}{4\omega_{\text{out}}^2 \omega_{\text{in}}^2} (\omega_{\text{in}}^2 + \omega_{\text{out}}^2 - (\omega_{\text{in}}^2 - \omega_{\text{out}}^2) \cos(2\omega_{\text{out}} t)) . \tag{2.114}$$

Focusing on the quench to the critical point, i.e., $A = -B = 1/2$ in eq. (2.1), for which $\omega_{\text{out}}^2 = k^2$ and $\omega_{\text{in}}^2 = k^2 + m^2$, we find

$$\langle \phi^2(\vec{x},t) \rangle = \frac{\Omega_{d-2}}{2(2\pi)^{d-1}} \int \frac{k^{d-4}dk}{\sqrt{k^2 + m^2}} (k^2 + m^2 \sin^2(kt)) . \tag{2.115}$$

Of course, this expectation value is divergent in the UV, so it must be regulated as described in section 2.1.1. While in general this is a somewhat involved procedure, we begin here by
considering $d = 3$ in which case there is a single mass-independent UV divergence — see eqs. (2.13) and (2.14). Hence the difference between the quenched expectation value and that for a fixed mass $m$ will produce a finite result.\footnote{Note that we are subtracting the expectation value with the mass fixed at the initial mass of the quench rather than the final mass (which would be zero). Either choice would leave a finite remainder but the expressions simplify somewhat here by using the initial mass.} That is, we subtract

$$\langle \phi^2 \rangle_{\text{fixed}} = \frac{\Omega_{d-2}}{2(2\pi)^{d-1}} \int \Phi^2_{\text{fixed}}(k) dk = \frac{\Omega_{d-2}}{2(2\pi)^{d-1}} \int \frac{k^{d-2}}{\sqrt{k^2 + m^2}}$$

from eq. (2.115) and then evaluate the finite difference

$$\langle \phi^2 \rangle_{\text{quench}} - \langle \phi^2 \rangle_{\text{fixed}} = m^2 t \int \frac{dp}{p^2 + m^2 t^2} \sin^2 p = \frac{1}{8} m^2 t. \quad (2.117)$$

for $d = 3$. In these expressions, we have substituted $\sigma_s = 4\pi$ for $d = 3$ using eq. (2.37). Above in the second line, we also introduced the dimensionless momentum $p = kt$. The first thing to verify is that we recover our previous results for $d = 3$ in the regime where $m^2 t^2 \ll 1$ — see discussion in section 2.2.3. In this limit, we can drop the $m^2 t^2$ appearing in the denominator of the integrand to find

$$\langle \phi^2 \rangle_{\text{quench}} - \langle \phi^2 \rangle_{\text{fixed}} = \frac{m^2}{4\pi} \int \frac{dk}{k^2} \sin^2 kt$$

for $d = 3$. In these expressions, we have substituted $\sigma_s = 4\pi$ for $d = 3$ using eq. (2.37). Above in the second line, we also introduced the dimensionless momentum $p = kt$. The first thing to verify is that we recover our previous results for $d = 3$ in the regime where $m^2 t^2 \ll 1$ — see discussion in section 2.2.3. In this limit, we can drop the $m^2 t^2$ appearing in the denominator of the integrand to find

$$\langle \phi^2 \rangle_{\text{quench}} - \langle \phi^2 \rangle_{\text{fixed}} = \frac{m^2}{4\pi} \int \frac{dp}{p^2 + m^2 t^2} \sin^2 p = \frac{1}{8} m^2 t. \quad (2.118)$$

This is exactly the same result we found in eq. (2.49), showing a linear growth in the expectation value of $\phi^2$ with a slope that is independent of $\delta t$. From these results, we can also identify the constant displacement in eq. (2.48) and in figure 8 as the renormalized expectation value for a constant mass, i.e., $\langle \phi^2 \rangle_{\text{fixed}, \text{ren}} = -m/(4\pi)$.

However, given eq. (2.117), we can go further and analyze the behaviour of the expectation value for any value of $m^2 t^2$. In particular, this expression can be integrated exactly for any $m^2 t^2$ and evaluated in terms of generalized hypergeometric functions,

$$\langle \phi^2 \rangle_{\text{quench}} - \langle \phi^2 \rangle_{\text{fixed}} = \frac{m^2 t}{4\pi} \left( \frac{\pi}{2t} \frac{1}{1} \frac{1}{1} \frac{1}{1} 1 \frac{3}{2} 1 1 \frac{3}{2} 1 1 \frac{3}{2} 2 \frac{3}{2} 2 \frac{3}{2} 2 \frac{3}{2} 2 \right). \quad (2.119)$$

Figure 15 shows a plot of this expectation value as a function of mt. From the figure, we observe that the linear growth (2.118) of the expectation value is only valid for $mt \ll 1$. After that, the expectation value continues to grow but in a slower rate. In fact, one can take the limit $mt \to \infty$ in eq. (2.119) to find

$$\lim_{mt \to \infty} \left( \langle \phi^2 \rangle_{\text{quench}} - \langle \phi^2 \rangle_{\text{fixed}} \right) = \frac{m}{8\pi} \log(mt). \quad (2.120)$$

Hence we see that for very late times, i.e., $mt \gg 1$, the expectation value continues to grow but only logarithmically. In any event, if we look into infinite future time, the expectation value is divergent. At first sight, this unbounded growth may seem counter-intuitive since, for example, it may seem that the physical work done by the quench will
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\[\text{Hence we see that for very late times, i.e.,} \quad mt \gg 1, \quad \text{the expectation value continues to grow but only logarithmically. In any event, if we look into infinite future time, the expectation value is divergent. At first sight, this unbounded growth may seem counter-intuitive since, for example, it may seem that the physical work done by the quench will} \]

\[\text{Note that we are subtracting the expectation value with the mass fixed at the initial mass of the quench rather than the final mass (which would be zero). Either choice would leave a finite remainder but the expressions simplify somewhat here by using the initial mass.}\]
also diverge. However, if we recall that eq. (2.51), the time rate of change of the energy
density is given by the product of this expectation value with the derivative of the mass
coupling. For the mass profile (2.1), the latter decays exponentially in time and hence the
corresponding integral for the energy density remains finite and well-defined, despite the
logarithmic growth of the expectation value (2.120).

Let us now examine the question: why does the long time answer for smooth fast
quench as defined in this paper agree with the instantaneous quench result for \( mt \ll 1 \). We
need to consider the validity of assumptions which were implicit in the above discussion.
Our starting point was eq. (2.114) which was found by taking the limit of coincident
points in eq. (2.113). However, the latter correlator was simplified by assuming late times
as in eq. (2.112) but also small \( \delta t \) as in eq. (2.110). While the late time assumption is
certainly valid here, it is not clear that the second assumption should hold. In particular,
one expects that for sufficiently large momenta that the inequalities in eq. (2.110) will be
violated. However, if we examine the form of the integrand in eq. (2.117), we see that it
decays as roughly \( 1/p^2 \) for large (dimensionless) momentum. Hence we can expect that
the dominant contributions to the integral come from small and finite values of \( p \). Further
given that \( p = kt \), we will certainly satisfy \( k\delta t \ll 1 \) in the late time limit and hence
eq (2.110) will be satisfied. For example, one can make a simple estimate of the error
introduced in ignoring the very high momenta as follows: certainly, eq. (2.110) is satisfied
for \( k \sim m \) and hence the integrand in eq. (2.117) is accurate for dimensionless momenta at
least up to \( p = mt \). Then an upper bound on the error in our result is given by the integral
from \( p = mt \) to \( \infty \) but removing the factor of \( \sin^2 p \). The final result of this integration
is a fixed constant, i.e., approximately 0.07 \( m \). Hence at large \( mt \), this upper bound on
the error is small compared to the results given in eqs. (2.118) and (2.120). In fact, given
that the numerical fits to the constant term were also good, this suggests that even this
approximation is a gross over-estimate of the error.

Figure 15. (Colour online) Expectation value of \( \phi^2 \) as a function of time. We are in the limit of
\( t/\delta t \gg 1 \). The solid curve corresponds to the full solution for any value of \( mt \). The red dashed line is
the linear behaviour found in eq. (2.118) for \( mt \ll 1 \). The orange dashed line shows the logarithmic
growth found in eq. (2.120) for \( mt \gg 1 \). Finally, the inset zooms in the region of small \( mt \).
In fact we can check the validity of our approximation by comparing the full integrand of eq. (2.108) in the limit of late times, i.e., by using eq. (2.105) for the out-modes, with the approximate eq. (2.115). Let’s recall that eq. (2.108) is not assuming any relation between the energies in the system and $\delta t$, while eq. (2.115) assumes $\omega \delta t \ll 1$ for every $\omega$.

Essentially, we want to compare the integrands of

$$\langle \phi^2 \rangle_{\text{smooth}} = \frac{1}{s_s} \int \Phi^2(k) \, dk$$

(2.121)

$$= \frac{1}{s_s} \int dk \left( \frac{k^{d-2}}{\omega_{\text{out}}} \left( |\alpha_k|^2 + \alpha_k^* \beta_k^* e^{2i \omega_{\text{out}} t} + \alpha_k \beta_k e^{-2i \omega_{\text{out}} t} + |\beta_k|^2 \right) - k^{d-3} \right),$$

where $\alpha_k$ and $\beta_k$ are given by eq. (2.107), and

$$\langle \phi^2 \rangle_{\text{instant}} = \frac{1}{s_s} \int \Phi^2(k) \, dk \quad = \frac{1}{s_s} \int dk \left( \frac{k^{d-4}}{\sqrt{k^2 + m^2}} \left( k^2 + m^2 \sin^2(kt) \right) - k^{d-3} \right), \quad (2.122)$$

for $d = 3$. Figure 16a plots the integrands in these two expressions as a function of $k$ and in fact, there is no visible difference. The figure uses $m \delta t = 10^{-3}$ and $mt = 10$ but similar results hold for different values of these parameters. It is clear that the integrand decays rapidly, i.e., in figure 16a, it has become negligibly small around $mk \approx 5$. Therefore the approximation $k \delta t \ll 1$ is effectively satisfied since even though we are integrating over all momenta in the expressions above, the main contribution comes from very low momenta. The latter is explicitly verified in figure 16b which shows $\langle \phi^2 \rangle$ after both the smooth and the instantaneous quench. As we show before, the instantaneous expression can be integrated analytically and the final result is given by the right-hand side of eq. (2.119) plus $\langle \phi^2 \rangle_{\text{fixed, ren}} = -m/(4\pi)$. This result is shown in the figure with the solid blue curve. The purple points correspond to integrating numerically eq. (2.121). We see good agreement between both expectation values. In fact, if we compute the relative difference between them at late times, we see that it is of order $10^{-6}$ and hence we verify that both approaches give the same result at late times.

However, the same agreement does not hold in higher dimensions, as we will discuss in detail in [83]. However, let us present the late-time limit of the smooth quench in $d = 5$ here. Recall that the desired expectation value is given by eq. (2.121) with $d = 5$. Although this expression is quite complicated, we can integrate it numerically for different values of $mt$ and follow the evolution of the expectation value at late times, as shown in figure 17 for $m \delta t = 10^{-1}$.$^{15}$ In the figure, the blue dots are obtained by evaluating the absolute value of the hypergeometric, as we did in section 2.2. However, that analysis only allowed us to go relative short times, in units of $1/m$. The evaluation of eq. (2.121) is shown in purple dots for late times and we can see a nice continuity between the two approaches, showing its consistency. The exponential fit of the purple dots also shows that the expectation value is decaying as expected due to the exponential nature of the mass profile. Note that even though the decay is exponential, it does not decay to zero, but to a finite value.

$^{15}$We chose this value of $m \delta t$ in order to compare with our previous results of section 2.2. Note that in that section, we were using units of time measured in units $\delta t$ and so a very small $\delta t$ would yield a plot that is very compressed around $t = 0$ in $mt$ units.
Figure 16. (Colour online) Analysis of the approximation of low energies and late times in \(d = 3\), with \(\delta t = 10^{-3}\) (where the units are set by \(m\)). Panel (a) shows the integrands in eqs. (2.108) and (2.115) at \(t = 10\) but there is not visible difference between the curves. Panel (b) shows \(\langle \phi^2 \rangle_{\text{ren}}\) as a function of \(mt\). The solid blue curve corresponds to analytically integrating the expression for the instantaneous quench, eq. (2.122) for \(d = 3\). The purple dots correspond to numerically evaluating the smooth quench expression of eq. (2.121). Again there is no visible difference between the two approaches.

Figure 17. (Colour online) Expectation value of \(\phi^2\) as a function of time with \(m\delta t = 10^{-1}\). The blue dots correspond to evaluating the expectation value as in section 2.2, while the purple dots are those coming from numerically integrating eq. (2.121). The solid line shows a fit by a function of the form \(f(mt) = a + b \exp(-cmt)\), with parameters \(a = 0.136, b = 0.442\) and \(c = 1.349\).

One can perform the analysis for different \(\delta t\)'s and see that in the limit of \(\delta t \to 0\), that constant approaches to \(\langle \phi^2 \rangle(t \to \infty) \simeq 0.168 m^3/\sigma_s\). It would be interesting to have an analytical understanding of this asymptotic value and also to generalize these results to higher dimensions.
3 Quenching a free fermionic field

Another way to test our universal scaling formulae in eqs. (1.2) and (1.3) is to quench an operator with a different conformal dimension. In this section, we will be quenching the mass of a free Dirac fermion $\psi$ in $d$ dimensional spacetimes. Then, our operator of interest will be $\langle O_\Delta \rangle = \langle \bar{\psi} \psi \rangle$, whose conformal dimension is $\Delta = d - 1$ and the corresponding coupling is the mass $\lambda(t) = m(t)$. It is interesting that in this case we should expect divergences to appear as $\langle O_\Delta \rangle_{ren} \sim \delta \lambda / \delta t^{2\Delta - d} = \delta \lambda / \delta t^{d-2}$ and hence, even for low dimensional spacetimes with $d = 2, 3$ we should be able to find divergent behaviours.

The calculations are analogous to those for the scalar field. In particular, the situation can be related to one of fermions in curved space-times, where analytic solutions are known for specific mass profiles. Then one can compute the expectation values and find numerical solutions. We will also be able to find analytical leading order solutions in the fast quench limit when $\delta t \to 0$. The main conclusion is that the scaling relations, (1.2) and (1.3), which were originally discovered by the holographic analysis also hold in this case. Further, the universal power-law scaling is enhanced by a logarithmic factor in the case of even $d$.

We will be following the conventions and notation of [86], where the problem of fermions in flat FRW backgrounds is discussed. In this case, the equations of motion for a Dirac field $\Psi$ are not directly those that we are interested in, i.e., the Dirac equation with a time-dependent mass. However, it is possible to do a conformal rescaling of the fields, $\Psi = C(t)^{-d/2} \psi$, where $C(t)^2$ is the expansion factor, and then, one finds that $\psi$ satisfies the Dirac equation of motion,

$$ (i\gamma^\mu \partial_\mu - m C(t)) \psi = 0, \quad (3.1) $$

where we will define our time-dependent mass as $m(t) = m C(t)$. The exactly solvable model here requires $C(t) = A + B \tanh t / \delta t$ [86], and so

$$ m(t) = m (A + B \tanh t / \delta t), \quad (3.2) $$

in contrast to the scalar case (2.1), where it was the mass squared that had the tanh profile. Solutions to eq. (3.1) are given by

$$ \psi = (\gamma^0 \partial_t + i k_j \gamma^j - m C(t)) e^{i\vec{k} \cdot \vec{x}} \phi_{\vec{k}}(t), \quad (3.3) $$

where $j$ denotes spatial coordinates and $\phi_{\vec{k}}$ satisfies

$$ \ddot{\phi}_{\vec{k}} + \left( \vec{k}^2 + m^2 C^2 + m \gamma^0 \dot{C} \right) \phi_{\vec{k}} = 0. \quad (3.4) $$

For simplicity in the last expression we are not writing the time dependence on $C$ or the fields any more.

Now, the full solution for fermionic field $\psi$ can be written in terms of the in modes as

$$ \psi = \frac{1}{(2\pi)^{(d-1)/2}} \int d^{d-1}k \sqrt{\frac{m_{in}}{\omega_{in}}} \sum_{\lambda=1}^{2d/2-1} \left( a_{in}(k,\lambda) U_{in}(k,\lambda,x,t) + b_{in}^\dagger(k,\lambda) V_{in}(k,\lambda,x,t) \right), \quad (3.5) $$

for simplicity in the last expression we are not writing the time dependence on $C$ or the fields any more.
where
\[
U_{\text{in}}(k, \lambda, x, t) = -\frac{1}{k} \sqrt{\frac{\omega_{\text{in}} + m_{\text{in}}}{2m_{\text{in}}}} \left( -i\partial_t + ik\gamma^j - mC \right) \phi_k^{\text{in}(-)}(t) e^{ik\cdot x} u(0, \lambda),
\]
\[
V_{\text{in}}(k, \lambda, x, t) = -\frac{1}{k} \sqrt{\frac{\omega_{\text{in}} + m_{\text{in}}}{2m_{\text{in}}}} \left( i\partial_t - ik\gamma^j - mC \right) \phi_k^{\text{in}+}(t) e^{-ik\cdot x} v(0, \lambda),
\]
(3.6)
and the sum over the spinor index \( \lambda \) runs up to \( 2^{(d-3)/2} \) if \( d \) is odd. Here \( u(0, \lambda) \) and \( v(0, \lambda) \) are constant basis spinors, the \( \omega \)'s here and below are defined as in eq. (2.9) and \( m_{\text{in}} = m(t = -\infty) \). Further, \( a_{\text{in}} \) and \( b_{\text{in}} \) are operators that annihilate the \( \text{in} \)-vacuum.

It can be shown that this solution reproduces the corresponding solutions for flat space at infinite past and infinite future — see [86]. For the tanh mass profile (3.2), there exist analytic solutions for \( \phi_k \) that are of the form
\[
\phi_k^{\text{in}(\pm)}(t) = \exp \left( -i\omega_+ t - i\omega_- \delta t \log(2\cosh \delta t) \right) \times 2F_1 \left( 1 + i\omega_- \delta t \pm imB\delta t; i\omega_- \delta t \mp imB\delta t; 1 - i\omega_{\text{in}} \delta t; \frac{1 + \tanh \delta t}{2} \right),
\]
(3.7)
where \( 2F_1 \) is the usual hypergeometric function. Note that this solution is similar but not equal to that appearing for the scalar field modes (2.8). Further, we will again focus on quenches to the critical point, where \( A = -B = 1/2 \).

Now we are interesting in finding the time evolution of the mass operator \( \tilde{\psi}\psi \) through the quench. This is given by
\[
\langle \tilde{\psi}\psi \rangle \equiv \langle 0, \text{in} | \tilde{\psi}\psi | 0, \text{in} \rangle = \int \frac{d^{d-1}k}{(2\pi)^{d-1}} \frac{m_{\text{in}}}{\omega_{\text{in}}} \sum_{\lambda = 1}^{2d/2-1} \bar{V}_\lambda V_{\text{in}},
\]
(3.8)
that after some algebra it turns to
\[
\langle \tilde{\psi}\psi \rangle = \sigma_f^{-1} \int \psi_{\text{div}}(k) dk = -\sigma_f^{-1} \int k^{d-4} dk \left( \frac{m_{\text{in}}}{\omega_{\text{in}}} \right) \left( \frac{\omega_{\text{in}} + m_{\text{in}}}{2m_{\text{in}}} \right)
\]
\[
\times \left( (m^2(t) - k^2) |\phi_k|^2 + |\partial_t \phi_k|^2 - 2m(t) \text{Im} \left( \phi_k \partial_t \phi_k^* \right) \right),
\]
(3.9)
where \( \phi_k \) is actually \( \phi_k^{\text{in}(+) \text{ or } -(+) \} \) and \( \sigma_f \) is a numerical factor that depends on the spacetime dimension as
\[
\sigma_f = \begin{cases} 
\frac{2^{1-d/2}(2\pi)^{d-1}/\Omega_{d-2}}{(2^{(3-d)/2})(2\pi)^{d-1}/\Omega_{d-2}} & \text{for even } d, \\
\frac{2^{1-d/2}(2\pi)^{d-1}/\Omega_{d-2}}{(2^{(3-d)/2})(2\pi)^{d-1}/\Omega_{d-2}} & \text{for odd } d.
\end{cases}
\]
(3.10)

As in the case of scalar fields, this expectation value is in general UV divergent so we need to regulate the result by subtracting the appropriate counterterm contributions
\[
\langle \tilde{\psi}\psi \rangle_{\text{ren}} \equiv \sigma_f^{-1} \int dk (\psi_{\text{div}}(k) - f_{\text{ct}}(m(t), k)).
\]
(3.11)
These counterterm contributions can again be found as for the scalar field in section 2.1.1.

In this way, we find that
\[
f_{\text{ct}}(m(t), k) = -m(t)k^{d-3} + \frac{m(t)^3}{2}k^{d-5} - \frac{3m(t)^5}{8}k^{d-7} + \frac{1}{4} \partial_t^2 m(t)k^{d-5} - \left( \frac{1}{16} \partial_t^4 m(t) + \frac{5m(t)}{8} \left( \partial_t m(t) \partial_t m(t) + m(t) \partial_t^2 m(t) \right) \right)k^{d-7},
\]
(3.12)
are all the necessary terms needed to regulate theories up to $d = 7$. Note that again contributions with time derivatives of the mass profile appear, now from $d = 4$ onwards. Further, the first line of eq. (3.12) corresponds to the counterterms that would appear in order to regulate the expectation value for a constant mass.

Given this finite expectation value (3.11), we are able to evaluate it numerically for all dimensions and different values of the quench rate $\delta t$. The results are shown in figure 18. Note that in these plots, we are subtracting the expectation value in the adiabatic case, for which we are using $\delta t = 10$. We verified that the adiabatic expectation value is independent of $\delta t$ as long as $\delta t$ is large enough.

As in the scalar case, we should distinguish between odd and even spacetime dimensions. In the case of even $d$, we also get logarithmic divergences (apart from the usual power-law divergences), that need extra renormalization scales in order to avoid infinities near $k = 0$. Much in parallel to the scalar case, this will generate a logarithmic enhancement of the scaling behaviour in the expectation value.

We can appreciate how the expectation values grow as we decrease $\delta t$ in different dimensions in figure 18. Note that in contrast with the scalar case, now we can see large growth appears as low as $d = 2$. In order to quantify the precise nature of this growth, we compute the expectation value at a fixed time $t = 0$ for a larger range of $\delta t$ and plot it in a log-log scale in figure 19. Even though the choice $t = 0$ appears not to be appropriate to find the expected logarithmic enhancement, the figure and the linear fits there support completely the expected power-law scaling $\langle \bar{\psi}\psi \rangle_{\text{ren}} \sim m/\delta t^{d-2}$. Again, if we do the same exercise but at a slightly shifted time, we find that in even dimensions there is a logarithmic enhancement of the divergences. This behaviour will be supported soon by analytical results in computing the expectation value. For now, we can only say that there is a logarithmic growth in $d = 2$ that is in agreement with previous holographic results.

As in the case of scalars, one can recognize certain relationship between the expectation values and time-derivatives of the mass by looking at the plots of figure 18. What we will show next is that if we compute the leading contribution in the limit of $\delta t \to 0$, we’ll find precisely those mass derivatives.

The procedure is exactly the same as in the scalar case. We define dimensionless variables $q = k\delta t$ and $\kappa = m\delta t$ and then use the hypergeometric series expansion to get the leading terms in a $\kappa$-expansion. To get the counterterms to that order we can also expand for large $q$. The difference in this case is that the expectation value given in eq. (3.9) also requires to compute the time-derivative of the hypergeometric function and in general, this can be an involved task. However, we should notice that the only time dependence in the hypergeometric function is in the last argument, i.e., $z = (1 + \tanh t/\delta t)/2$. The rest of the coefficients do not depend on time. Then,

$$\partial_t (2F_1(a, b; c; z(t))) = \partial_t \left( \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n} \frac{z(t)^n}{n!} \right) = \sum_{n=0}^{\infty} \frac{(a)_n(b)_n}{(c)_n} \frac{z(t)^{n-1}}{(n-1)!} (2z(t) - 2(z(t))^2),$$

where we use the usual trigonometric identities to express the time-derivative of $z(t)$ as a function of $z(t)$ itself. With this in mind, we can expand our hypergeometric series and
Figure 18. (Colour online) Renormalized expectation values of $\bar{\psi}\psi$ as a function of time. The different curves correspond to $\delta t = 1/1, 1/2, \cdots, 1/10$. The curves are so that higher peaks (in absolute value) correspond to smaller $\delta t$. Note also that we are plotting the expectation value multiplied by the numerical constant $\sigma_f$ that depends on the spacetime dimension. Also note that we are subtracting at each time the expectation value in the adiabatic case, for which we are using $\delta t = 10$. In even spacetime dimension $d$, the plots corresponds to having the renormalization scale set to $k_0 = 1$. Note again that only the few first terms are needed in order to get the leading order $\kappa$ behaviour. For odd $d \geq 3$, we obtain

$$
\langle \bar{\psi}\psi \rangle_{\text{ren}} = (-1)^{\frac{d+1}{2}} \frac{\pi}{2^{d-1} \sigma_f} \partial_{\delta t}^{d-2} m(t) + O(\delta t^{1-d}) ,
$$

(3.14)
which correctly gives the expected scaling behaviour $m \delta t^{2-d}$. Figure 20 shows how the numerical solutions approximate this leading order analytic term as $\delta t \to 0$.

For even $d$ the situation is again a little bit different, since we have an extra logarithmic term. Then we can define

$$\langle \bar{\psi} \psi \rangle_{\text{ren}} = \sigma_f^{-1} \left( \psi_1 \log(k_0 \delta t) + \psi_2 \delta t^{2-d} + \cdots \right), \tag{3.15}$$

where $k_0$ is the renormalization scale. Then, the universal term yields, for $d \geq 4$,

$$\psi_1 = \left( -1 \right)^{d/2-1} \frac{1}{2d-2} \partial^{d-2}_t m(t). \tag{3.16}$$

In contrast, $\psi_2$ is much more complicated and we expect that it is not universal. For the present tanh quenches, $\psi_2$ can be written as

$$\psi_2 = - \lim_{h \to \infty} \left( \sum_{x=2}^{h} (-1)^{x+d/2+1} \log(x^2) \frac{x^{d-2}}{2} z(t) x \sum_{j=1}^{h-1} \frac{z(t)^{j-x+1}}{(x-1)!} \prod_{i=0}^{j}(j-i) \right) +$$

$$+ \sum_{x=2}^{h} z(t)^{h+1}(-1)^{x+d/2} \frac{x^{d-2}}{2} \log(x^2) \frac{1}{(x)!} \prod_{i=0}^{h-1}(h-i), \tag{3.17}$$

where again $z(t) = 0.5 + 0.5 \tanh(t/\delta t)$.

As in the case of the scalar field, these results support the holographic scaling where power-law growth is enhanced by a logarithmic factor in even $d$. We can appreciate these additional logarithmic factors by looking at figures 21a and 21b. There we divide out by...
Figure 20. (Colour online) $\langle \bar{\psi} \psi \rangle_{\text{ren}} \delta t^{d-2}$ for different values of $\delta t$ and different odd spacetime dimensions $d$. As the curves approach the leading order analytic solution (3.14) shown with the dashed red line, $\delta t$ gets smaller, with solid (numerical) curves going from $\delta t = 1$ to $\delta t = 1/10$. For $d = 3$ we also included the curves with $\delta t = 1/50$ and $1/100$.

the expected power-law scaling and we still see that the expectation value is growing as we decrease $\delta t$. Finally, by using both eqs. (3.16) and (3.17), in figures 21c and 21d, we can see that the numerical solutions approach the analytical leading term for sufficiently small $\delta t$'s.

4 Quenches in general interacting theories

Both the results in [82] and in this paper show that different observables in free field theories after a smooth fast quench obey the same universal scaling relations as in quenches in holographic theories, as shown in [79–81]. As the holographic CFT’s are implicitly strongly coupled, we seem to have found the same scaling at two ends of the spectrum of possible interacting quantum field theories. Hence we should expect that the same result holds for a large variety of quenches in a wide range of interacting theories. In this section, we give arguments that the universal scaling in eq. (1.2) appears quite generally for fast quenches. The crucial assumption will be that the interacting theory which is being quenched approaches a UV fixed point, i.e., its UV properties can be described by an appropriate CFT.
Figure 21. (Colour online) $\langle \bar{\psi} \psi \rangle_{\text{ren}}$ for different values of $\delta t$ in $d = 4$ and 6. In panels (a) and (b), we only divide by the expected power-law scaling. As we reduce $\delta t$ from $\delta t = 1/10$ to $\delta t = 1/100$ for $d = 4$ and from $\delta t = 1$ to $\delta t = 1/10$ for $d = 6$, we see that the expectation value still grows, indicating the presence of an extra logarithmic factor. If we take the latter into account and divide by it as well, we find panels (c) and (d), where we see that the curves now converge towards the analytic expression (red dashed line).

To motivate the general argument, we begin by considering quenches with a pulse profile in a CFT, as presented in [82]. In this case, we can use conformal perturbation theory. The starting point is a CFT which is deformed as follows

$$S = S_{\text{CFT}} + \int d^d x \lambda(t) \mathcal{O}_\Delta(x),$$

(4.1)

where $\mathcal{O}_\Delta$ is a relevant operator with dimension $\Delta < d$. We assume the profile for the corresponding coupling $\lambda(t)$ has the form

$$\lambda(t) = \delta \lambda h(t/\delta t),$$

(4.2)

where $\delta \lambda$ is the maximum coupling value and $h(y)$ is some smooth function that goes from 0 to 1 and back to 0 (at least roughly) in the interval $y = 0$ to 1. Then, our coupling (4.2) has the form of a pulse in the time interval $t \in [0, \delta t]$ with a maximum $\delta \lambda$. Note that this form essentially matches that of the profile (2.76) that we analyzed in section 2.3. There
the mass profile was a pulse that goes from the critical point (i.e., the massless theory) to the same critical point after passing through some maximum mass at \( t = 0 \). Clearly this condition is not strictly necessary to obtain the universal scaling (1.2), as we have shown in quenches with a tanh profile for both the scalar and fermion masses yield the same scaling. However, the above framework will help to formulate our general argument.

Basically, since our theory is critical at both infinite past and infinite future (and anywhere outside the interval \( t \in [0, \delta t] \)), we can calculate the expectation value of our operator using conformal perturbation theory, which yields

\[
\langle O_\Delta(0) \rangle = \langle O_\Delta(0) \rangle_{\text{CFT}} - \delta \lambda \int d^dx \ h(t/\delta t) \ G_R(x, 0) \\
+ \frac{\delta \lambda^2}{2} \int d^dx \ h(t/\delta t) \int d^dx' \ h(t'/\delta t) \ K(x, x', 0) + \cdots ,
\]

where all expectation values are evaluated in the critical (conformal) field theory. Now, the first term in the r.h.s. vanishes because \( O_\Delta \) is a relevant operator, so its expectation value \( \langle O_\Delta(0) \rangle_{\text{CFT}} \) must vanish. The second term is the linear response term where the retarded correlator is given by

\[
G_R(x, 0) = i \theta(t) \ \langle [O_\Delta(x), O_\Delta(0)] \rangle_{\text{CFT}} .
\]

The next-to-leading term is given by three-point correlator,

\[
K(x, x', x'') = \theta(t - t') \theta(t' - t'') \langle [O(x'), O(x''), O(x)] + O(x) O(x') O(x'') \rangle_{\text{CFT}} \\
+ \theta(t - t') \theta(t' - t'') \langle [O(x'), O(x) O(x'')] \rangle_{\text{CFT}} .
\]

As in the free field cases analyzed in this paper, the expression in eq. (4.3) is usually UV divergent so we need to regulate it by adding counterterms in order to get a finite expectation value. We will assume that renormalization can be done without problems to have a finite value that only depends on two renormalized parameters, \( \delta t \) and \( \delta \lambda \). This assumption relies on the fact that, as mentioned in \[91–93\], we do not expect that the quench protocol would lead to any unconventional RG flows.

It is natural to expect that these counterterms are precisely given by the adiabatic expansion, as we have seen explicit for the free field theory. Again, the reason is that the UV contributions to these quantities are insensitive to the quench rate so long as the rate is slow compared to the UV cutoff scale. Our protocol is chosen such that the rate is fast compared to the scale of the relevant coupling, as in eq. (1.1), but always slow compared to the UV cutoff, i.e., \( \Lambda \delta t \gg 1 \). For free field theories, it is easy to perform the adiabatic expansion since all we had to do is solve the wave equation in a WKB expansion, as described in section 2.1.1. For interacting theories, this is no longer the case and we have to use the standard procedure in quantum mechanics starting with an expansion of the wave functional in terms of instantaneous eigenstates of the (time-dependent) Hamiltonian.

Now, as all correlators in eq. (4.3) are CFT correlators, they should be independent of the parameters \( \delta \lambda \) and \( \delta t \). So, basically, \( \delta t \) will set the scale for the integrals and
dimensional analysis will fix the form of all the possible terms in the expectation value. 
This means that
\[ \langle O_{\Delta}(0) \rangle_{\text{ren}} = a_1 \delta \lambda \delta t^{d-2 \Delta} + a_2 \delta \lambda^2 \delta t^{2d-3 \Delta} + \ldots, \] 
where the constants \( a_n \) are finite numbers by assumption. Then, we can see that the first term, the linear response, is responsible of producing the universal scaling found, i.e., \( \langle O_{\Delta} \rangle \sim \delta \lambda / \delta t^{2 \Delta - d} \). However, we still have an infinite set of nonlinear contributions and so the next step is to show that the these become negligible once we take the limit of fast quenches (1.1). For that, it will be easier to define a dimensionless effective coupling, \( g \equiv \delta \lambda \delta t^{d-\Delta} \), so that eq. (4.6) becomes simply
\[ \langle O_{\Delta}(0) \rangle_{\text{ren}} = (\delta t)^{-\Delta} \left[ a_1 g + a_2 g^2 + \ldots \right]. \] 
That is, conformal perturbation theory (4.3) has expressed the expectation value in terms of a series expansion in terms of the dimensionless coupling. The quenches we are considering correspond to keeping \( \delta \lambda \) fixed, while taking \( \delta t \to 0 \). This means that we are taking our effective coupling small, i.e., \( g \to 0 \), since we are quenching a relevant operator with \( \Delta < d \).
Hence with these protocols, the expansion (4.7) is a very effective perturbation expansion and the leading behaviour is determined by just the first term. Of course, as we already noted, this term gives the desired scaling that was found in our previous calculations. We should note that any pulsed quench will then give the desired scaling, independent, for instance, of the underlying CFT. Hence the present argument encompasses both the holographic CFTs of [79–81] and the massless free fields studied here in previous sections.

In our discussion of free field quenches, we found that the universal scaling behavior (1.2) is valid for profiles which are lot more general than the pulses considered above. Indeed, we now argue that the same scaling applies for general profiles subject to certain constraints and for general field theories subject to the assumption that the UV properties are described by a conformal fixed point.16 That is, we regard our original theory as emerging from an RG flow away from some perturbed CFT in the UV with the action
\[ S_{\text{init}} = S_{\text{CFT}} + \int d^d x \lambda_0 O_{\Delta}(x), \] 
where \( \lambda_0 \) is the coupling constant for some relevant operator \( O_{\Delta}(x) \). Now consider a quench where the profile of the coupling \( \lambda(t) \) only varies in the time interval \( t \in [0, \delta t] \). At early times, \( \lambda(t) \) will simply be fixed at \( \lambda_0 \) while after the quench it will take another constant value \( \lambda_1 \). For example, consider a coupling which interpolates between constant values \( \lambda_0 \) and \( \lambda_1 \)
\[ \lambda(t) = \begin{cases} \lambda_0 & \text{for } t < 0, \\ \lambda_0 + \delta \lambda F(t/\delta t) & \text{for } 0 \leq t \leq \delta t, \\ \lambda_1 = \lambda_0 + \delta \lambda F(1) & \text{for } t > \delta t. \end{cases} \]
We leave the details of the function \( F(y) \) unspecified other than \( F(y \leq 0) = 0 \) and \( F(y \geq 1) = 1 \) and the maximum is finite with \( F_{\text{max}} \geq 1 \). Further this profile may dip

\[ ^{16}\text{In many respects, the following argument closely resembles the holographic analysis in [81].} \]
below zero by some finite amount and so we specify the minimum as $F_{\text{min}} \leq 0$. Implicitly, we are also assuming that the profile is smooth. Now we will work in the regime where

$$
\lambda_0 \delta t^{d-\Delta} \ll 1, \quad \lambda_1 \delta t^{d-\Delta} \ll 1, \quad (\lambda_0 + F_{\text{max}} \delta \lambda) \delta t^{d-\Delta} \ll 1, \quad (\lambda_0 + F_{\text{min}} \delta \lambda) \delta t^{d-\Delta} \ll 1. \quad (4.9)
$$

We will calculate the expectation value of the operator at some time $t$ which is earlier than (or soon after) $t = \delta t$. Now motivated by the conformal perturbation expansion in eq. (4.3), we evaluate the change in $\langle O(t) \rangle$ relative to the initial theory (4.8) by expanding in $\delta \lambda$, i.e.,

$$
\langle O(\vec{x}, t) \rangle - \langle O(\vec{y}, t) \rangle_{\lambda_0} = -\delta \lambda \int_0^t dt' F \left( t'/\delta t \right) \int d^{d-1} \vec{x}' G_{R,\lambda_0} (\vec{x} - \vec{x}', t - t')
$$

$$
+ \frac{\delta \lambda^2}{2} \int_0^t dt' F \left( t'/\delta t \right) \int d^{d-1} \vec{x}' \int_0^t dt'' F \left( t''/\delta t \right) \int d^{d-1} \vec{x}'' K_{\lambda_0} (t', t'', t, \vec{x}') + \cdots,
$$

where $G_{R,\lambda_0}$ denotes the retarded Green’s function for the deformed CFT in eq. (4.8) and similarly $K_{\lambda_0}$ denotes the analogous three-point correlator (4.5) in this deformed theory. Of course, the first term in this expansion corresponds to the linear response. In writing the explicit range for the time integrals in eq. (4.10), we have used the fact that the function $F(y)$ vanishes for $y \leq 0$. Since all of the correlators in the above expansion are retarded, i.e., only have support within the past light-cone, the spatial integrals are also limited to a range of order $t \leq \delta t$. That is, the integrals in eq. (4.10) only receive nonvanishing contributions from correlators where the operators are separated by a proper distance of less than $O(\delta t)$. Now the fast quench regime defined by eq. (4.9) implies that these separations are all small compared to the inverse mass scales of the quenched theory. Hence the correlators will basically be the same as the CFT correlators, in eq. (4.3) and up to small corrections, the integrals again all scale with the power of $\delta t$ determined by dimensional analysis. Therefore the change in the expectation value takes a general scaling form,

$$
\langle O_{\Delta}(t) \rangle_{\text{ren}} - \langle O_{\Delta}(t) \rangle_{\text{ren}, \lambda_0} = (\delta t)^{-\Delta} \left[ b_1 (t/\delta t) g + b_2 (t/\delta t) g^2 + \cdots \right],
$$

with none of the IR scales defining the deformed theory appearing in the problem. Again, the leading behaviour is determined by the linear response, i.e., the term linear in the dimensionless coupling, and hence the change in the expectation value has the desired scaling, $\delta \lambda \delta t^{d-2\Delta}$.

Further, the diffeomorphism Ward identity (2.51) still applies in the present context. Hence energy is only injected into the system while $\partial_t \lambda(t)$ is non-vanishing, i.e., only in the interval $0 < t < \delta t$. But this is precisely the interval in which the change in the expectation value was evaluated in eq. (4.11) above. Now if we further assume that $\Delta > d/2$, then this change will be large compared to the unquenched expectation value in the fast regime. Hence integrating the right hand side of eq. (2.51) will lead to the expected scaling of the energy, as given in eq. (1.3).

Hence we have argued that the universal scaling in eqs. (1.2) and (1.3) will emerge for a broad variety of quenches in a wide class of interacting field theories. Of course, the above framework could be made even more elaborate, e.g., by introducing further deformations in the initial theory (4.8). Again, the first essential ingredient in our argument was that the interacting field theory under study can be considered to emerge in the infrared from
an RG flow away from a conformal fixed point in the UV. Further, we are considering fast quenches where the quench rate $1/\delta t$ is much larger than any of the IR mass scales defining the initial theory or appearing in the quench protocol. The upshot of this is that when $\delta t$ is the smallest physical length scale in the problem, the early time response is entirely governed by the conformal field theory at the UV fixed point, which explains its universality. In particular, the scaling behavior is independent of the details of the protocol so long as eq. (4.9) is obeyed.

We can extend this discussion to make explicit the independence of the scaling behavior from the initial and final mass scales appearing in the quenches of the free field theory in section 2.4. As we have seen above, the leading result is given by the linear response. Hence we consider the linear response answer for $\langle \phi^2 \rangle$ in free scalar field with a mass profile similar to one considered there, i.e., a profile which interpolates between $m_i^2$ and $m_f^2 = m_i^2 + \delta m^2$ with

$$m^2(t) = m_i^2 + \delta(m^2) F(t/\delta t)$$

where the function $F(y)$ rises from zero around $y = 0$ and quickly settles to 1 soon after $y = 1$. The initial and final masses, as well as $\delta m$ are small compared to the quench rate

$$m_i \delta t \ll 1, \quad m_f \delta t \ll 1, \quad \delta m \delta t \ll 1.$$  (4.13)

The change in the expectation value is given by a generalization of eq. (2.97)

$$\langle 0 | \phi^2(\vec{x},t) | 0 \rangle_{in} - \langle 0 | \phi^2(\vec{x},t) | 0 \rangle_{in}|_{\delta m^2=0}$$

$$= -\delta(m^2) \int \frac{d^{d-1}k}{(2\pi)^{d-1}} \frac{1}{2(k^2 + m_i^2)} \int_0^t dt' F(t'/\delta t) \sin \left[ 2(t - t') \sqrt{k^2 + m_i^2} \right]$$  (4.14)

where we have used the fact that the function $F(y)$ vanishes for $y < 0$.

To estimate this, consider for example a function $F(x)$ which is piecewise constant

$$F(y) = \begin{cases} 0 & \text{for } y \leq 0 \\ F_0 & \text{for } 0 < y < 1 \\ 1 & \text{for } y \geq 1. \end{cases}$$

Then for any $t \leq \delta t$, eq. (4.14) becomes

$$\langle 0 | \phi^2(\vec{x},t) | 0 \rangle_{in} - \langle 0 | \phi^2(\vec{x},t) | 0 \rangle_{in}|_{\delta m^2=0}$$

$$= -F_0 \delta(m^2) \delta t^{d-4} \int \frac{d^{d-1}q}{(2\pi)^{d-1}} \frac{\sin^2 \left( \frac{q}{\delta t} \sqrt{q^2 + (m_i\delta t)^2} \right)}{(q^2 + (m_i\delta t)^2)^{3/2}}$$  (4.15)

where $q = k\delta t$. Clearly $m_f$ has dropped out of this expression. Furthermore to the leading order in the limit (4.13), the integral in (4.15) becomes independent of $m_i$ as well. This leading answer is the same as in the case of a quench from a CFT.

Note that if we use the expression (4.10) for times much longer than $\delta t$, we will need to address issues of infrared divergences associated with conformal perturbation theory for constant deformations [98, 99]. For the question we are addressing here, we do not need to do this. For a recent discussion of our scaling result in a theory with an infrared regulator, see [100].
5 Conclusions

In this paper, we have expanded on the results of fast but smooth quantum quenches that we previously presented in [82], and extended the results to more general quenches. We have given details of our calculations in free field theories, where both numerically and analytically we obtain the same scaling relations as in previous holographic studies of the same kind of quenches [79–81]. This universal behavior in the early time response was found in a variety of quench protocols which interpolate between arbitrary constant masses so long as the quench rate $1/\delta t$ is large compared to all other physical mass scales in the problem. In section 4, we provided a general argument that the universal scaling in eqs. (1.2) and (1.3) will appear in fast quenches of any quantum field theory which flows from a conformal fixed point in the UV, i.e., for any theory that can be described as a CFT deformed by some relevant operator(s). The scaling is purely a property of the UV conformal field theory, which emerges at early times as long as the duration of the quench is short compared to all other physical length scales in the problem, as in eq. (1.4).

A key ingredient in our work, and in the corresponding holographic studies [79–81], is the renormalization of the underlying quantum field theory. Bare quantities, such as the expectation value $\langle O_\Delta \rangle$, are UV divergent and counterterms are needed in order to extract physically meaningful quantities. The problem here for quenches is quite similar in spirit to quantum field theories in curved space-times, e.g., [84–86]. In that case, the required counterterms involve operators made out of quantum fields, as well as curvature tensors of the background space-time. As discussed in section 2.1.3, for a global quench with a time-dependent mass, we need to add counterterms involving time derivatives of the mass function. In fact, to properly renormalize the expectation value of the stress tensor, we should also consider the theory in a curved background and include additional counterterms involving curvatures — even if we are only considering these expectation values in a flat space background.

However, we are still left with the problem of determining the precise coefficients of the counterterms which render the renormalized observables finite. We argued that these coefficients can be determined by examining the quenches in an adiabatic limit and in section 2.1.1, we demonstrated explicitly how to construct the necessary counterterms order by order in the expansion for slow quenches. Moreover, this procedure does not depend on any specific mass profile and so, the resulting counterterms should be universal. We verified that claim by correctly regulating quenches with a variety of different mass profiles using the same counterterms. Of course, it may appear surprising that an adiabatic expansion, which is an expansion in time derivatives, yields the correct counterterms for a fast quench. We argued that the physical reason behind this is that high momentum modes won’t see whether the quench is fast or slow, so long as the quench rate is smaller than the cutoff scale $\Lambda$. In our cases we managed to take that cutoff to infinity while renormalizing the physical quantities, so we could expect that the counterterms would be the same in both slow and fast quenches. It would be interesting to test these assumptions in interacting field theories. Quenches in the large-$N$ vector model, for instance, have been studied previously in the literature [10, 94–97]. This would be a good place to make explicit calculations and verify whether our intuition holds even when we have interacting theories.
**Renormalized observables.** As emphasized above, our considerations refer to the renormalized quantities which require ‘removing’ various UV divergences in our calculations. While this is, of course, the standard approach in quantum field theory, one may still ask how our renormalized observables would be related to measurements made in a physical experiment, where implicitly there is a finite UV cutoff? As a simple analogy, let us consider a quench which consists of suddenly applying external pressures to a crystal. The phonons in the crystal would provide the analog of our quantum fields, i.e., at least in a certain regime, they would have a QFT description. The quench will ‘excite’ the final state of crystal in two ways. Naturally, the quench will generate phonon excitations in the crystal but the external pressure may also deform the crystal structure in the final configuration e.g., modifying the dispersion relation for the phonons. The work done in deforming the crystal structure would then be the analog of the changes in the divergent ‘zero-point’ energy that appears in the bare expectation value $\langle E \rangle$ and which is subtracted by introducing mass-dependent counterterms to produce the renormalized energy density. Similarly, the energy available in the phonon excitations would correspond to the final $\langle E \rangle_{\text{ren}}$. The latter is the energy that can be accessed and manipulated by probing the system with local operators. Let us add for the analogy of the crystal quench becomes more precise if we also insist that the quench time $\delta t$ is larger than the lattice spacing, which provides the UV cutoff scale. However, note that in this analogy, we have a cutoff which is itself time-dependent. This feature is quite different from the framework studied here where the cutoff is always fixed. Of course, more precise analogies without this defect could be developed, e.g., by considering cold atoms trapped in a two-dimensional optical lattice where the transverse potential is made to vary in a time-dependent but spatially homogeneous manner.

While the above analogy should make clearer the role of bare and renormalized quantities in a physical system with a finite cutoff, one may still ask what quantities would appear in experimental measurements. Answering this question becomes even more complicated for even dimensions, where in section 2.1.1 we found that logarithmic divergences introduced various renormalization ambiguities. Such ambiguities were also discussed in the holographic context in [79–81]. The resolution there is that various fiducial experimental measurements would be made to fix these ambiguities. For example, examining eq. (2.32) for $d = 4$, we find that there will be two such logarithmic terms.\footnote{These are the terms proportional to $\Lambda^{d-4}$, i.e., with coefficients $s_{20}$ and $s_{51}$.} However, with some thought, we can see that the associated renormalization scales can be fixed by first measuring $\langle \phi^2 \rangle_{\text{ren}}$ and $\langle E \rangle_{\text{ren}}$ at some fixed finite mass. Implicitly in the previous discussion but more generally, we can work with quantities which are free of UV divergences by comparing expectation values at different times or in different quenches. For example, as discussed in section 2.7, the difference $\langle \phi^2 \rangle_{\text{quench}} - \langle \phi^2 \rangle_{\text{fixed}}$ appearing in eq. (2.119) is completely finite for quenches in $d = 3$. Similarly, one can produce UV finite quantities by comparing the results for different quench protocols or by quenching different initial states with the same quench protocol, as in briefly discussed in appendix B. Of course, another family of UV finite observables would be correlators.
measured with finite separations, e.g., as in eq. (2.108). Further, one may be able to find evidence of universal scaling in the early time response with a strategic choice of the positions in the correlator.

Of course, it would also be interesting to analyze cases where the cutoff remains finite, e.g., in some lattice model. Though the analysis would be more complex in such a case, we expect that our universal scaling properties should emerge in the regime where the scales are properly distinguished, i.e., in a regime where $\Lambda \gg 1/\delta t \gg m$. In fact, one might expect that as $1/\delta t$ approaches the cutoff scale, one would recover the results of an instantaneous quench.

**Comparison to instantaneous quenches.** Finally, we should comment on the relation between our smooth quenches and the instantaneous (or abrupt) quenches that are usually studied in the literature [8–11]. Some preliminary discussion of the comparison between these two classes of protocols was given in section 2.6 — see also section 2.7 — and a more detailed discussion will appear in [83]. Here, the universal scaling in eqs. (1.2) and (1.3) suggests that divergences will appear as $\delta t \to 0$ (whenever $\Delta \geq d/2$). This would seem to contradict instantaneous quench results. However, as we already discussed in [82], these two types of quenches are different: while the present quenches evolve smoothly in a time-dependent scheme, the instantaneous quench approach can be thought as the evolution of a far-from-equilibrium initial state evolving under a fixed, time-independent, Hamiltonian. The scalings discussed in this paper hold for **renormalized** quantities and as emphasized above, the renormalization procedure demands that the quench rate is slow compared to the UV cutoff scale. On the other hand, instantaneous quenches necessarily involve quench rates which are fast compared to all scales, including the UV cutoff. Indeed we have explicitly shown that for free field theories, the momentum space correlator agrees with that for an instantaneous quench only when the momenta are small compared to the quench rate $1/\delta t$. Local quantities, like the one-point function of the mass operator or the energy density, involve an integral over all momenta and so this condition does not hold.

However, this constraint above may still hold effectively if the contributions to the integral at high momentum are suppressed for other reasons. One case where the latter might apply is at late times after the quench. The intuition behind is that at late times, we expect only low energies (or momenta) contribute and hence the observables for fast smooth quenches and for instantaneous quenches may agree at late times. Section 2.7 presents some preliminary evidence for this conclusion. In the free bosonic theory for $d = 3$, we found that at sufficiently late times, the one point function becomes independent of $\delta t$ and grows logarithmically in time. Further, this late time growth exactly agrees with the result from an instantaneous quench. For $d = 5$, we showed that the late time result for a smooth fast again becomes independent of $\delta t$ as $\delta t \to 0$. However, as we will discuss in [83], this answer only roughly agrees with the expectation value at late times after an instantaneous quench. More generally, the expectation values generated by the two different protocols fails to agree even at late times in higher dimensions [83] and hence the precise agreement in $d = 3$ is quite exceptional. However, the disagreement found more generally should come as no surprise since the expectation value $\langle \phi^2 \rangle$ involves a momentum integral up to
the cutoff scale where, as we already argued, agreement should not be expected. However, we should add that a detailed analysis reveals agreement for the late time correlators at finite spatial separations which are large compared to $\delta t$. Again a full discussion of these issue will be presented in [83].

**Higher spin currents.** One interesting feature of the free field theories studied here is that they contain an infinite family of conserved higher spin currents. In section 2.2.6, we began a study of the response of the higher spin currents in fast smooth quenches. In particular, we discussed the construction of the higher spin currents in the case of massive free fields — see also appendix A. This construction naturally leads directly to a generalization of the diffeomorphism Ward identity (2.51) for the higher spin currents. In general, there is a hierarchy of generalized Ward identities (2.74), which can be used to understand how the ‘work’ done in varying the mass parameter changes the various higher spin ‘charge densities.’ In the fast quench regime (1.1), the latter yields a simple universal scaling property (2.75) for these higher spin densities, i.e., $(\langle \mathcal{J}_t^{(s)} \mathcal{J}_t \rangle \sim (m^2)^{\frac{s+1}{2}} / \delta t^{d-4})$. Of course, for spin-2 and spin-0, these are scalings of the energy density and the mass operator, in accord with eqs. (1.2) and (1.3). We explicitly carried out this construction and demonstrated the corresponding scaling for the spin-4 current. Hence it will be interesting to explicitly construct all of the massive higher spin currents and to explicitly find the corresponding generalized Ward identities. Of course, it would also be interesting to develop a better intuition for the physical meaning of this hierarchy of Ward identities and the resulting universal scaling.

Finally it would be interesting to make a connection to the physics of Kibble-Zurek scaling [5, 6], which arises in the regime of slow quenches. One could, e.g., consider a time-dependent mass which interpolates between finite values but vanishes at some intermediate time. In this case, one would expect Kibble-Zurek scaling to hold when the quench rate is slow compared to the initial mass. Further as the quench rate is increased, one should find a crossover to the scaling discussed in this paper. We leave this interesting problem for future study.
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A Conserved higher spin currents for a massive scalar

In this appendix, we will show explicitly how to construct the spin-4 current for a massive scalar field from the corresponding current for the massless conformally coupled scalar — see eq. (2.61).

The massless spin-4 current reads

\[ J^{(4)}_{abcd} = \frac{1}{576} \phi^a \partial_a \phi + \frac{1}{576} \phi \partial_{abcd} \phi^* - \frac{1}{36} \partial_a \phi^a \partial_{bcd} \phi^* - \frac{1}{36} \partial_a \phi \partial_{bcd} \phi^* + \frac{1}{16} \partial_{ab} \phi \partial_{cd} \phi^* + \frac{1}{96} \eta_{ab} \partial_e \phi^* \partial_{cde} \phi + \frac{1}{96} \eta_{ab} \partial_c \phi \partial_{cde} \phi^* - \frac{1}{32} \eta_{ab} \partial_{ce} \phi \partial_{df} \phi^* + \frac{1}{384} \eta_{ab} \eta_{cd} \partial_e \phi \partial_{ef} \phi^* , \]

(A.1)

where the traces coefficients have been chosen to make the current traceless and the whole expression should be symmetrized in all four indexes. When we take the divergence, it is straightforward to verify that this current is conserved:

\[ \partial_a J^{(4)}_{abcd} = -\frac{1}{48} \partial_b \phi \partial^n_{acd} \phi^* - \frac{1}{48} \partial_b \phi^* \partial^n_{acd} \phi - \frac{1}{144} \partial_a \phi^a \partial_{bcd} \phi^* - \frac{1}{144} \partial_a \phi^* \partial_{bcd} \phi + \frac{1}{32} \partial_{cd} \phi^c \partial^a_{ab} \phi + \frac{1}{32} \partial_{cd} \phi \partial^a_{ab} \phi^* + \frac{1}{576} \phi^a \partial_{abcd} \phi^* + \frac{1}{576} \phi^a \partial_{abcd} \phi^* + \frac{1}{192} \eta_{bc} \partial^a \phi \partial^{cd} \phi^* + \frac{1}{192} \eta_{bc} \partial^a \phi^* \partial^{cd} \phi - \frac{1}{384} \eta_{bc} \partial_{da} \phi \partial^{ec} \phi^* - \frac{1}{384} \eta_{bc} \partial_{da} \phi^* \partial^{ec} \phi = 0 , \]

(A.2)

as all terms have $\partial^a \phi$ or its conjugate, which vanishes because of the equations of motion in the massless case. To generalize eq. (A.1) to the massive case, we will need to add terms proportional to the mass squared, so that all these terms now are cancelled but upon evaluation in the massive equation of motion $\partial^a \phi - m^2 \phi = 0$. So, for instance, the first term in the r.h.s. of eq. (A.2) should be cancelled with one of the form $+\frac{m^2}{384} \partial_b \phi \partial_{cd} \phi^* . \]

Now, all the possible $m^2$ terms we can add to the current are of the form

\[ J^{(4) m^2}_{abcd} = m^2 \eta_{ab} \left[ A (\phi^a \partial_c \phi + \phi \partial_c \phi^* ) - B (\partial_c \phi \partial_d \phi^* + \partial_d \phi \partial_c \phi^* ) + C \eta_{cd} \partial^e \phi \partial_e \phi^* \right] , \]

where $A, B, C$ are constants to be determined (as always, the most general form of the current should be symmetrized). By taking the divergence we obtain,

\[ \partial_a J^{(4) m^2}_{abcd} = 3A - 2B \left( \partial_b \phi \partial_{cd} \phi^* + \partial_b \phi^* \partial_{cd} \phi \right) - 3A (\phi^a \partial_{bcd} \phi + \phi \partial_{bcd} \phi^* ) + 3A - B + 2C \left( \eta_{bc} \partial^a \phi \partial_d \phi^* + \eta_{bc} \partial^a \phi \partial_d \phi^* \right) + 3A (\eta_{bc} \phi^a \partial^d \phi^* + \eta_{bc} \phi^a \partial^d \phi^* ) - 3B (\eta_{bc} \partial^a \phi^* \partial_d \phi + \eta_{bc} \partial^a \phi \partial_d \phi^* ) - 3B (\eta_{bc} \partial^a \phi \partial_d \phi + \eta_{bc} \partial^a \phi \partial_d \phi^* ) \]

(A.3)

and so, we are left with a $3 \times 3$ system to solve for $A, B, C$ in order to have $J^{(4)}_{abcd} + J^{(4) m^2}_{abcd}$ conserved. This gives $A = 1/576, B = 1/384, C = 1/1152$. But we still need to add terms proportional to $m^4$ in order to cancel the terms that appear in the last line of eq. (A.3). For those we just need to add

\[ J^{(4) m^4}_{abcd} = -3 m^4 (A - B) \eta_{ab} \eta_{cd} \phi^* \phi , \]

(A.4)

and then we have the full generalized 4-spin conserved current for the case of a massive scalar field.
We can do an analogue procedure in any spacetime dimension and we get
\[
\tilde{j}^{(4)}_{abcd} = j^{(4)}_{abcd} + \frac{m^2 \eta_{ab} \eta_{cd}}{4(d/2 + 2)![(d/2)!]} \left( \frac{d}{2} j^{(2)}_2 + \frac{d}{2} j^{(2)}_3 + m^2 j_0 \right),
\]
where
\[
\begin{align*}
 j^{(2)}_1 &= \phi^* \partial_c \phi + \phi \partial_c \phi^*, \\
 j^{(2)}_2 &= -\partial_c \phi^* \partial_d \phi - \partial_c \phi \partial_d \phi^*, \\
 j^{(2)}_3 &= \eta_{cd} \partial_e \phi^* \partial_e \phi, \\
 j_0 &= \eta_{cd} \phi^* \phi.
\end{align*}
\]

The crucial fact for our discussion in section 2.2.6 is that we can write the current as the sum of the minimally coupled and the conformally coupled spin-2 current and then it is direct to evaluate the generalized Ward identity.

Finally, we should say that this procedure is, in principle, easily generalized to any higher spin current. However, the procedure becomes tedious as the number of terms in the massless current grows quickly with the spin and so does the number of possible terms that should be canceled with mass terms.

B Scaling of excited states in the scalar quench

It is interesting to also analyse the behaviour of excited states under a quench. This gives an extra observable to evaluate and it may be particularly useful in case one wants to make explicit contact with experiment. If we take the case of even dimensions, for instance, extra regulator ambiguities appear in the problem, as discussed in section 2.1.1.

So, if someone is performing an experiment, before looking at the scalings and so on, one should establish a way to fix these ambiguities. Interestingly, after being fixed, one should be able to compare different states using the same protocol, so excited states become useful observables to evaluate the behaviour of the system.

We can think of different possible excited states such as giving the system some excitations of in-modes or even think about a coherent state of in-modes. In any case, one interesting example is to compute \( \langle \phi^2 \rangle_n \equiv \langle \text{in}, 0 | a^n_k \phi^2 a_k \text{in}, 0 \rangle \), for any momentum \( k \) and any number of excitations \( n \).

However, we already know the exact solution to \( \phi \) under the quenches we are considering, i.e., see eqs. (2.7) and (2.8). So, in order to evaluate the excited expectation values we only need to use repeatedly the property of commutation of the \( a_k \) modes — see eq. (2.7). Explicitly, what we need to find are expressions of the type \( \langle \text{in}, 0 | a^1_k \cdots a^1_k a^2_k \cdots a^2_k | \text{in}, 0 \rangle \) and \( \langle \text{in}, 0 | a^1_k \cdots a^2_k a^1_k \cdots a^2_k | \text{in}, 0 \rangle \). After some algebra we get
\[
\langle \phi^2 \rangle_n = \langle \phi^2 \rangle_0 + 2n^2 \frac{k^{d-2}}{\omega_{in}} |_{2F1}|^2,
\]
where \( \langle \phi^2 \rangle_0 \) means the vacuum expectation value and the hypergeometric function is evaluated at the same arguments as in the main body of this article but at a fixed momentum \( k \).
Now one can ask whether the difference between the excited states expectation value and the vacuum also scales as \( \delta t \to 0 \). However, it is quite direct to show that as \( \delta t \) goes to zero with fixed momentum \( k \), the hypergeometric function goes to 1, and so the difference \( \langle \phi^2 \rangle_n - \langle \phi^2 \rangle_0 \) would go to some constant depending on \( k \) and \( n \) but would not scale with some power of \( \delta t \), as found for the vacuum expectation value.

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.

References

[1] S. Mondal, D. Sen and K. Sengupta, Non-equilibrium dynamics of quantum systems: order parameter evolution, defect generation, and qubit transfer, in Quantum Quenching, Anealing and Computation, Lect. Notes Phys. 802 (2010) 21 [arXiv:0908.2922].

[2] J. Dziarmaga, Dynamics of a quantum phase transition and relaxation to a steady state, Adv. Phys. 59 (2010) 1063 [arXiv:0912.4034].

[3] A. Polkovnikov, K. Sengupta, A. Silva and M. Vengalattore, Nonequilibrium dynamics of closed interacting quantum systems, Rev. Mod. Phys. 83 (2011) 863 [arXiv:1007.5331] [inSPIRE].

[4] A. Lamacraft and J.E. Moore, Potential insights into non-equilibrium behavior from atomic physics, arXiv:1106.3567.

[5] T.W.B. Kibble, Topology of Cosmic Domains and Strings, J. Phys. A 9 (1976) 1387 [inSPIRE].

[6] W.H. Zurek, Cosmological Experiments in Superfluid Helium?, Nature 317 (1985) 505 [inSPIRE].

[7] A. Chandran, A. Erez, S.S. Gubser and S.L. Sondhi, Kibble-Zurek problem: Universality and the scaling limit, Phys. Rev. B 86 (2012) 064304 [arXiv:1202.5277].

[8] P. Calabrese and J.L. Cardy, Time-dependence of correlation functions following a quantum quench, Phys. Rev. Lett. 96 (2006) 136801 [cond-mat/0601225] [inSPIRE].

[9] P. Calabrese and J. Cardy, Quantum Quenches in Extended Systems, J. Stat. Mech. 0706 (2007) P06008 [arXiv:0704.1880] [inSPIRE].

[10] S. Sotiriadis and J. Cardy, Quantum quench in interacting field theory: A self-consistent approximation, Phys. Rev. B 81 (2010) 134305 [arXiv:1002.0167] [inSPIRE].

[11] V. Gritsev and A. Polkovnikov, Universal Dynamics Near Quantum Critical Points, arXiv:0910.3692 [inSPIRE].

[12] R.A. Janik and R.B. Peschanski, Gauge/gravity duality and thermalization of a boost-invariant perfect fluid, Phys. Rev. D 74 (2006) 046007 [hep-th/0606149] [inSPIRE].

[13] P.M. Chesler and L.G. Yaffe, Horizon formation and far-from-equilibrium isotropization in supersymmetric Yang-Mills plasma, Phys. Rev. Lett. 102 (2009) 211601 [arXiv:0812.2053] [inSPIRE].

[14] P. Figueras, V.E. Hubeny, M. Rangamani and S.F. Ross, Dynamical black holes and expanding plasmas, JHEP 04 (2009) 137 [arXiv:0902.4696] [inSPIRE].
[15] P.M. Chesler and L.G. Yaffe, "Boost invariant flow, black hole formation and far-from-equilibrium dynamics in $N = 4$ supersymmetric Yang-Mills theory," Phys. Rev. D 82 (2010) 026006 [arXiv:0906.4426] [inSPIRE].

[16] S. Bhattacharyya and S. Minwalla, "Weak Field Black Hole Formation in Asymptotically AdS Spacetimes," JHEP 09 (2009) 034 [arXiv:0904.0464] [inSPIRE].

[17] Y.V. Kovchegov and S. Lin, "Toward Thermalization in Heavy Ion Collisions at Strong Coupling," JHEP 03 (2010) 057 [arXiv:0911.4707] [inSPIRE].

[18] J. Abajo-Arrastia, J. Aparicio and E. Lopez, "Holographic Evolution of Entanglement Entropy," JHEP 11 (2010) 149 [arXiv:1006.4090] [inSPIRE].

[19] T. Albash and C.V. Johnson, "Evolution of Holographic Entanglement Entropy after Thermal and Electromagnetic Quenches," New J. Phys. 13 (2011) 045017 [arXiv:1008.3027] [inSPIRE].

[20] T. Takayanagi and T. Ugajin, "Measuring Black Hole Formations by Entanglement Entropy via Coarse-Graining," JHEP 11 (2010) 054 [arXiv:1008.3439] [inSPIRE].

[21] H. Ebrahim and M. Headrick, "Instantaneous Thermalization in Holographic Plasmas," arXiv:1010.5443 [inSPIRE].

[22] V. Balasubramanian et al., "Thermalization of Strongly Coupled Field Theories," Phys. Rev. Lett. 106 (2011) 191601 [arXiv:1012.4753] [inSPIRE].

[23] D. Garfinkle and L.A. Pando Zayas, "Rapid Thermalization in Field Theory from Gravitational Collapse," Phys. Rev. D 84 (2011) 066006 [arXiv:1106.2339] [inSPIRE].

[24] D. Garfinkle, L.A. Pando Zayas and D. Reichmann, "On Field Theory Thermalization from Gravitational Collapse," JHEP 02 (2012) 119 [arXiv:1110.5823] [inSPIRE].

[25] M.P. Heller, D. Mateos, W. van der Schee and D. Trancanelli, "Strong Coupling Isotropization of Non-Abelian Plasmas Simplified," Phys. Rev. D 85 (2012) 126002 [arXiv:1203.0755] [inSPIRE].

[26] W. van der Schee, "Holographic thermalization with radial flow," Phys. Rev. D 87 (2013) 061901 [arXiv:1211.2218] [inSPIRE].

[27] P. Figueras and T. Wiseman, "Stationary holographic plasma quenches and numerical methods for non-Killing horizons," Phys. Rev. Lett. 110 (2013) 171602 [arXiv:1212.4498] [inSPIRE].

[28] W. Baron, D. Galante and M. Schvellinger, "Dynamics of holographic thermalization," JHEP 03 (2013) 070 [arXiv:1212.5234] [inSPIRE].
[34] V.E. Hubeny, M. Rangamani and E. Tonni, *Thermalization of Causal Holographic Information*, *JHEP* **05** (2013) 136 [arXiv:1302.0853] [inSPIRE].

[35] M.P. Heller, D. Mateos, W. van der Schee and M. Triana, *Holographic isotropization linearized*, *JHEP* **09** (2013) 026 [arXiv:1304.5172] [inSPIRE].

[36] V. Balasubramanian et al., *Inhomogeneous Thermalization in Strongly Coupled Field Theories*, *Phys. Rev. Lett.* **111** (2013) 231602 [arXiv:1307.1487] [inSPIRE].

[37] A. Adams, P.M. Chesler and H. Liu, *Holographic turbulence*, *Phys. Rev. Lett.* **112** (2014) 151602 [arXiv:1307.7267] [inSPIRE].

[38] P.M. Chesler and L.G. Yaffe, *Numerical solution of gravitational dynamics in asymptotically anti-de Sitter spacetimes*, *JHEP* **07** (2014) 086 [arXiv:1309.1439] [inSPIRE].

[39] B. Craps, E. Kiritsis, C. Rosen, A. Taliotis, J. Vanhoof and H.-b. Zhang, *Gravitational collapse and thermalization in the hard wall model*, *JHEP* **02** (2014) 120 [arXiv:1311.7560] [inSPIRE].

[40] B. Craps, E.J. Lindgren, A. Taliotis, J. Vanhoof and H.-b. Zhang, *Holographic gravitational infall in the hard wall model*, *Phys. Rev.* **D 90** (2014) 086004 [arXiv:1406.1454] [inSPIRE].

[41] A. Buchel, R.C. Myers and A. van Niekerk, *Nonlocal probes of thermalization in holographic quench models with spectral methods*, *JHEP* **02** (2015) 017 [arXiv:1410.6201] [inSPIRE].

[42] E. Caceres, A. Kundu, J.F. Pedraza and D.-L. Yang, *Weak Field Collapse in AdS: Introducing a Charge Density*, arXiv:1411.1744 [inSPIRE].

[43] P. Bizon and A. Rostworowski, *On weakly turbulent instability of anti-de Sitter space*, *Phys. Rev. Lett.* **107** (2011) 031102 [arXiv:1104.3702] [inSPIRE].

[44] J. Jalmuzna, A. Rostworowski and P. Bizon, *A comment on AdS collapse of a scalar field in higher dimensions*, *Phys. Rev. D* **84** (2011) 085021 [arXiv:1108.4539] [inSPIRE].

[45] O.J.C. Dias, G.T. Horowitz and J.E. Santos, *Gravitational Turbulent Instability of Anti-de Sitter Space*, *Class. Quant. Grav.* **29** (2012) 194002 [arXiv:1109.1825] [inSPIRE].

[46] H.P. de Oliveira, L.A. Pando Zayas and C.A. Terrero-Escalante, *Turbulence and Chaos in Anti-de-Sitter Gravity*, *Int. J. Mod. Phys.* **D 21** (2012) 1242013 [arXiv:1205.3232] [inSPIRE].

[47] O.J.C. Dias, G.T. Horowitz, D. Marolf and J.E. Santos, *On the Nonlinear Stability of Asymptotically Anti-de Sitter Solutions*, *Class. Quant. Grav.* **29** (2012) 235019 [arXiv:1208.5772] [inSPIRE].

[48] H.P. de Oliveira, L.A. Pando Zayas and E.L. Rodrigues, *A Kolmogorov-Zakharov Spectrum in AdS Gravitational Collapse*, *Phys. Rev. Lett.* **111** (2013) 051101 [arXiv:1209.2369] [inSPIRE].

[49] S. Hu, J.T. Liu and L.A. Pando Zayas, *Charged Boson Stars in AdS and a Zero Temperature Phase Transition*, arXiv:1209.2378 [inSPIRE].

[50] A. Buchel, L. Lehner and S.L. Liebling, *Scalar Collapse in AdS*, *Phys. Rev. D* **86** (2012) 123011 [arXiv:1210.0890] [inSPIRE].

[51] A. Buchel, S.L. Liebling and L. Lehner, *Boson stars in AdS spacetime*, *Phys. Rev. D* **87** (2013) 123006 [arXiv:1304.4166] [inSPIRE].

[52] P. Bizoń and J. Jalmuzna, *Globally regular instability of AdS*, *Phys. Rev. Lett.* **111** (2013) 041102 [arXiv:1306.0317] [inSPIRE].
M. Maliborski and A. Rostworowski, *A comment on “Boson stars in AdS”*, arXiv:1307.2875 [nSPIRE].

V. Cardoso, Ó.J.C. Dias, G.S. Hartnett, L. Lehner and J.E. Santos, *Holographic thermalization, quasinormal modes and superradiance in Kerr-AdS*, JHEP 04 (2014) 183 [arXiv:1312.5323] [nSPIRE].

A. Farahi and L.A. Pando Zayas, *Gravitational Collapse, Chaos in CFT Correlators and the Information Paradox*, Phys. Lett. B 734 (2014) 31 [arXiv:1402.3592] [nSPIRE].

V. Cardoso, ´O.J.C. Dias, G.S. Hartnett, L. Lehner and J.E. Santos, *Holographic thermalization, quasinormal modes and superradiance in Kerr-AdS*, JHEP 04 (2014) 183 [arXiv:1312.5323] [nSPIRE].

A. Farahi and L.A. Pando Zayas, *Gravitational Collapse, Chaos in CFT Correlators and the Information Paradox*, Phys. Lett. B 734 (2014) 31 [arXiv:1402.3592] [nSPIRE].

V. Balasubramanian, A. Buchel, S.R. Green, L. Lehner and S.L. Liebling, *Holographic Thermalization, Stability of Anti-de Sitter Space and the Fermi-Pasta-Ulam Paradox*, Phys. Rev. Lett. 113 (2014) 071601 [arXiv:1403.6471] [nSPIRE].

J. Abajo-Arrastia, E. da Silva, E. Lopez, J. Mas and A. Serantes, *Holographic Relaxation of Finite Size Isolated Quantum Systems*, JHEP 05 (2014) 126 [arXiv:1403.2632] [nSPIRE].

A. Farahi and L.A. Pando Zayas, *Gravitational Collapse, Chaos in CFT Correlators and the Information Paradox*, Phys. Lett. B 734 (2014) 31 [arXiv:1402.3592] [nSPIRE].

V. Balasubramanian, A. Buchel, S.R. Green, L. Lehner and S.L. Liebling, *Holographic Thermalization, Stability of Anti-de Sitter Space and the Fermi-Pasta-Ulam Paradox*, Phys. Rev. Lett. 113 (2014) 071601 [arXiv:1403.6471] [nSPIRE].

B. Craps, O. Evnin and J. Vanhoof, *Renormalization group, secular term resummation and AdS (in)stability*, JHEP 1410 (2014) 48 [arXiv:1407.6273] [nSPIRE].

P. Basu, C. Krishnan and A. Saurabh, *A Stochasticity Threshold in Holography and the Instability of AdS*, arXiv:1408.0624 [nSPIRE].

G.T. Horowitz and J.E. Santos, *Geons and the Instability of Anti-de Sitter Spacetime*, arXiv:1408.5906 [nSPIRE].

A. Buchel, S.R. Green, L. Lehner and S.L. Liebling, *Universality of non-equilibrium dynamics of CFTs from holography*, arXiv:1410.5381 [nSPIRE].

S.R. Das, T. Nishioka and T. Takayanagi, *Probe Branes, Time-dependent Couplings and Thermalization in AdS/CFT*, JHEP 07 (2010) 071 [arXiv:1005.3348] [nSPIRE].

T. Takayanagi and T. Ugajin, *Measuring Black Hole Formations by Entanglement Entropy via Coarse-Graining*, JHEP 11 (2010) 054 [arXiv:1008.3439] [nSPIRE].

K. Hashimoto, N. Iizuka and T. Oka, *Rapid Thermalization by Baryon Injection in Gauge/Gravity Duality*, Phys. Rev. D 84 (2011) 066005 [arXiv:1012.4463] [nSPIRE].

T. Takayanagi, *Time-dependent holography and emergent black holes on D-branes*, Prog. Theor. Phys. Suppl. 190 (2011) 304 [nSPIRE].

M. Ali-Akbari, H. Ebrahim and Z. Rezaei, *Probe Branes Thermalization in External Electric and Magnetic Fields*, Nucl. Phys. B 878 (2014) 150 [arXiv:1307.5629] [nSPIRE].

K. Hashimoto, S. Kinoshita, K. Murata and T. Oka, *Electric Field Quench in AdS/CFT*, JHEP 09 (2014) 126 [arXiv:1407.0798] [nSPIRE].

P. Basu and S.R. Das, *Quantum Quench across a Holographic Critical Point*, JHEP 01 (2012) 103 [arXiv:1109.3909] [nSPIRE].

P. Basu, D. Das, S.R. Das and T. Nishioka, *Quantum Quench Across a Zero Temperature Holographic Superfluid Transition*, JHEP 03 (2013) 146 [arXiv:1211.7076] [nSPIRE].

P. Basu, D. Das, S.R. Das and K. Sengupta, *Quantum Quench and Double Trace Couplings*, JHEP 12 (2013) 070 [arXiv:1308.4061] [nSPIRE].

S.R. Das and T. Morita, *Kibble-Zurek Scaling in Holographic Quantum Quench: Backreaction*, JHEP 01 (2015) 084 [arXiv:1409.7361] [nSPIRE].
[72] K. Murata, S. Kinoshita and N. Tanahashi, *Non-equilibrium Condensation Process in a Holographic Superconductor*, JHEP 07 (2010) 050 [arXiv:1005.0633] [INSPIRE].

[73] M.J. Bhaseen, J.P. Gauntlett, B.D. Simons, J. Sonner and T. Wiseman, *Holographic Superfluids and the Dynamics of Symmetry Breaking*, Phys. Rev. Lett. 110 (2013) 015301 [arXiv:1207.4194] [INSPIRE].

[74] X. Gao, A.M. García-García, H.B. Zeng and H.-Q. Zhang, *Normal modes and time evolution of a holographic superconductor after a quantum quench*, JHEP 06 (2014) 019 [arXiv:1212.1049] [INSPIRE].

[75] A.M. García-García, H.B. Zeng and H.-Q. Zhang, *A thermal quench induces spatial inhomogeneities in a holographic superconductor*, JHEP 07 (2014) 096 [arXiv:1308.5398] [INSPIRE].

[76] M.J. Bhaseen, B. Doyon, A. Lucas and K. Schalm, *Far from equilibrium energy flow in quantum critical systems*, arXiv:1311.3655 [INSPIRE].

[77] J. Sonner, A. del Campo and W.H. Zurek, *Universal far-from-equilibrium Dynamics of a Holographic Superconductor*, arXiv:1406.2329 [INSPIRE].

[78] P.M. Chesler, A.M. García-García and H. Liu, *Far-from-equilibrium coarsening, defect formation and holography*, arXiv:1407.1862 [INSPIRE].

[79] A. Buchel, L. Lehner and R.C. Myers, *Thermal quenches in $N = 2^*$ plasmas*, JHEP 08 (2012) 049 [arXiv:1206.6785] [INSPIRE].

[80] A. Buchel, L. Lehner, R.C. Myers and A. van Niekerk, *Quantum quenches of holographic plasmas*, JHEP 05 (2013) 067 [arXiv:1302.2924] [INSPIRE].

[81] A. Buchel, R.C. Myers and A. van Niekerk, *Universality of Abrupt Holographic Quenches*, Phys. Rev. Lett. 111 (2013) 201602 [arXiv:1307.4740] [INSPIRE].

[82] S.R. Das, D.A. Galante and R.C. Myers, *Universal scaling in fast quantum quenches in conformal field theories*, Phys. Rev. Lett. 112 (2014) 171601 [arXiv:1401.0560] [INSPIRE].

[83] S.R. Das, D.A. Galante and R.C. Myers, *The smooth and the abrupt quench at late times*, to appear.

[84] N.D. Birrell and P.C.W. Davies, *Quantum Fields In Curved Space*, Cambridge University Press, Cambridge, U.K. (1982), pg. 340.

[85] C.W. Bernard and A. Duncan, *Regularization and Renormalization of Quantum Field Theory in Curved Space-Time*, Annals Phys. 107 (1977) 201 [INSPIRE].

[86] A. Duncan, *Explicit Dimensional Renormalization of Quantum Field Theory in Curved Space-Time*, Phys. Rev. D 17 (1978) 964 [INSPIRE].

[87] M.A. Vasiliev, *Higher spin gauge theories: Star product and AdS space*, hep-th/9910096 [INSPIRE].

[88] A. Mikhailov, *Notes on higher spin symmetries*, hep-th/0201019 [INSPIRE].

[89] M. Abramowitz and I.A. Stegun, *Handbook of Mathematical Functions*, Dover Publications, New York, U.S.A. (1972).

[90] J.H. Traschen and R.H. Brandenberger, *Particle Production During Out-of-equilibrium Phase Transitions*, Phys. Rev. D 42 (1990) 2491 [INSPIRE].
[91] X. Dong, B. Horn, E. Silverstein and G. Torroba, *Unitarity bounds and RG flows in time dependent quantum field theory*, Phys. Rev. D 86 (2012) 025013 [arXiv:1203.1680] [nSPIRE].

[92] X. Dong, B. Horn, E. Silverstein and G. Torroba, *Perturbative Critical Behavior from Spacetime Dependent Couplings*, Phys. Rev. D 86 (2012) 105028 [arXiv:1207.6663] [nSPIRE].

[93] S.D. Sarkar, R. Sensarma and K. Sengupta, *A perturbative renormalization group approach to driven quantum systems*, J. Phys. Condens. Matter 26 (2014) F5602 [arXiv:1308.4689].

[94] S.R. Das and K. Sengupta, *Non-equilibrium Dynamics of O(N) Nonlinear σ-models: a large-N approach*, JHEP 09 (2012) 072 [arXiv:1202.2458] [nSPIRE].

[95] L.-Y. Hung, M. Smolkin and E. Sorkin, *Modification of late time phase structure by quantum quenches*, Phys. Rev. Lett. 109 (2012) 155702 [arXiv:1206.2685] [nSPIRE].

[96] L.-Y. Hung, M. Smolkin and E. Sorkin, *(Non) supersymmetric quantum quenches*, JHEP 12 (2013) 022 [arXiv:1307.0376] [nSPIRE].

[97] A. Chandran, A. Nanduri, S.S. Gubser and S.L. Sondhi, *On equilibration and coarsening in the quantum O(N) model at infinite N*, Phys. Rev. B 88 (2013) 024306 [arXiv:1304.2402].

[98] G. Parisi, *On Infrared Divergences*, Nucl. Phys. B 150 (1979) 163 [nSPIRE].

[99] A.B. Zamolodchikov, *Two point correlation function in scaling Lee-Yang model*, Nucl. Phys. B 348 (1991) 619 [nSPIRE].

[100] D. Berenstein and A. Miller, *Conformal perturbation theory, dimensional regularization and AdS/CFT correspondence*, Phys. Rev. D 90 (2014) 086011 [arXiv:1406.4142] [nSPIRE].

[101] D. Forster, *Hydrodynamic Fluctuations, Broken Symmetry, and Correlation Functions*, in Advanced Book Program, W.A. Benjamin Inc., Reading, Massachusetts, U.S.A. (1975).