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ABSTRACT

We study the problem of securely communicating a sequence of information bits with a client in the presence of multiple adversaries at unknown locations in the environment. We assume that the client and the adversaries are located in the far-field region, and all possible directions for each adversary can be expressed as a continuous interval of directions. In such a setting, we develop a periodic transmission strategy, i.e., a sequence of joint beamforming gain and artificial noise pairs, that prevents the adversaries from decreasing their uncertainty on the information sequence by eavesdropping on the transmission. We formulate a series of nonconvex semi-infinite optimization problems to synthesize the transmission strategy. We show that the semi-definite program (SDP) relaxations of these nonconvex problems are exact under an efficiently verifiable sufficient condition. We approximate the SDP relaxations, which are subject to infinitely many constraints, by randomly sampling a finite subset of the constraints and establish the probability with which optimal solutions to the obtained finite SDPs and the semi-infinite SDPs coincide. We demonstrate with numerical simulations that the proposed periodic strategy can ensure the security of communication in scenarios in which all stationary strategies fail to guarantee security.

Index Terms—distributed beamforming, physical-layer security, adversarial environment

1. INTRODUCTION

We consider a group of agents, e.g., mobile robots, each of which carries an antenna. The agents are distributed in an environment from which they collect confidential data, i.e., a sequence of information bits. The agents’ goal is to communicate the collected data wirelessly with a client, i.e., intended receiver, located in the far-field region. A known number of adversaries, i.e., unintended receivers, located also in the far-field region, eavesdrop on the transmission to infer the information bits. The exact directions of the adversaries are unknown to the agents, but we assume that all possible directions for each adversary can be conservatively expressed as a continuous interval of directions. In such a setting, we develop a sequential transmission strategy that enables the agents to communicate the data with the client while ensuring that no adversary can decrease its uncertainty on the information bits by eavesdropping.

Physical-layer security is an information-theoretic concept that enables the secure exchange of confidential data without relying on higher-level encryption [1, 2]. By exploiting the channel characteristics and designing suitable encoder-decoder pairs, agents can securely communicate with a client in the presence of adversaries [3–7]. In particular, it is shown in [4] that a sequence of K information bits can be communicated securely in two steps as follows. First, the agents map the information bits into N encoded symbols where N ≥ K. Second, the encoded symbols are transmitted such that the client receives all the transmitted symbols, and no adversary receives more than N − K symbols. The properties of the coding scheme can then be used to show that the uncertainty of the adversaries on the information bits remains unchanged after eavesdropping [4, 7]. In this paper, we design a distributed beamforming strategy to transmit the encoded symbols such that the adversaries are guaranteed to receive no more than N − K symbols despite their unknown directions.

Distributed beamforming (DB) is a wireless communication technique in which a group of agents collectively transmit a common signal [8–10]. DB traditionally concerns designing a vector of complex beamforming gains to adjust the phases of the transmitted signals so that the signal-to-interference-plus-noise ratio (SINR) received by the client is maximized [11, 12]. To prevent adversaries whose directions are unknown to the agents from receiving the signal, the agents may transmit the signal by jointly broadcasting an artificial noise (AN) to decrease the SINR at the adversaries [13, 14]. When the agents know the adversary directions exactly, they can concentrate the AN specifically in those directions [15]. Moreover, when adversary directions are expressed as uncertainty sets, robust beamforming approaches can be used to keep the SINR at adversaries below a desired level [16, 17].

To the best of our knowledge, all DB designs in the literature yield stationary transmission strategies. That is, the agents transmit all encoded symbols using the same joint beamforming gain and AN pair. For secure communication, such strategies should satisfy the condition that each adversary in the environment receives zero symbol. Otherwise, an adversary that receives a single symbol can receive all the symbols due to the stationary nature of transmission. When the agents have limited transmission power, achieving such a restrictive condition may not be possible since it requires the SINR at all adversary directions to be low at the same time.

In this paper, we introduce a periodic transmission strategy, i.e., a sequence of joint beamforming gain and AN pairs, that allows the adversaries to receive some of the transmitted symbols but ensures that no adversary can receive more than N − K symbols. When combined with a suitable encoder-decoder pair, such a strategy can make secure communication possible in scenarios in which the security cannot be ensured by stationary strategies. We show that one can synthesize the proposed strategy by solving a series of nonconvex semi-infinite optimization problems. We prove that the semi-definite program (SDP) relaxations [16] of these nonconvex problems are exact under a sufficient condition which can be verified efficiently. Al-
though the resulting SDPs are convex, they are subject to infinitely many constraints. By sampling a finite subset of these constraints, we construct finite SDPs. Finally, by using results from robust convex programming [18], we establish the probability with which optimal solutions to the finite SDPs and the semi-infinite SDPs coincide.

\textbf{Notation:} We denote the size of a finite set \(X\) by \(|X|\) and the magnitude of a complex number \(z\) by \(|z|\). For \(N \in \mathbb{N}\), \([N] = \{1, 2, \ldots, N\} \).

## 2. PROBLEM FORMULATION

In this section, we introduce the considered environment and the communication model, and provide the formal problem statement.

\textbf{Environment:} We consider a group of \(m \in \mathbb{N}\) agents who aim to communicate a common information block \(S^K=(S_1, S_2, \ldots, S_K)\), where \(K \in \mathbb{N}\), with a client in the presence of \(L \in \mathbb{N}\) adversaries \(\{a_i : i \in [L]\}\) in the environment. We make the standard assumption [3, 4] that \(S^K\) is a sequence of independent and identically distributed binary random variables with uniform distribution. The client is located in the known far-field direction \(\theta \in [-\pi, \pi]\). The exact directions of the adversaries located in the far-field region are unknown; however, we assume that each adversary \(a_i\) is associated with a continuous interval \(I_i \subseteq [-\pi, \pi]\) representing all possible directions of \(a_i\). Finally, we assume that there is an adversary-free direction \(I_0:=[\theta_0 - \delta, \theta_0 + \delta]\) where \(\delta \in [-\pi, \pi]\) in the environment. Clearly, if an adversary is permitted in the interval \(I_0\), then it receives the same message with the client, which makes secure communication with the client impossible.

\textbf{Encoder-decoder pair:} The agents map \(S^K\) into an encoded block \(X^K=(X_1, X_2, \ldots, X_K)\) of symbols, where \(N \in \mathbb{N}\) such that \(N \geq K\), using an encoder-decoder pair that is publicly known. We consider a coding scheme that is based on \([N, N-K]\) linear maximum-distance-separable (MDS) code \(C \subseteq \mathbb{F}_q^N\) where \(q\) is a large enough prime power [4]. We briefly discuss the relevant properties of the coding scheme and refer the reader to [4, 7] for further details.

The coding scheme guarantees that if the client receives \(X^K\), it can recover \(S^K\) with probability one. Moreover, the knowledge of \(\mu \leq N-K\) symbols of \(X^K\) leaves the uncertainty of \(S^K\) unchanged for the adversaries [7]. In particular, consider an adversary \(a_i\) that eavesdrops on the transmission of \(X^K\). Suppose that the adversary observes the set \(\{X_t : t \in \mathcal{O}_i\}\) of symbols where \(\mathcal{O}_i \subseteq [N]\) such that \(|\mathcal{O}_i| = \mu_i \leq N\). The knowledge of the adversary on \(X^K\) is described by the sequence \(Z_{N,i}=(Z_{1,i}, Z_{2,i}, \ldots, Z_{N,i})\) where

\[
Z_{t,i} = \begin{cases} 
X_t & \text{if } t \in \mathcal{O}_i, \\
\tilde{X} & \text{if } t \notin \mathcal{O}_i.
\end{cases}
\]

(1)

Here, \(\tilde{X}\) is a random variable with uniform distribution over \([q]\). The equivocation \(\Delta_i\) measures the minimum uncertainty of the adversary \(a_i\) on \(S^K\) after observing \(\mu_i\) symbols of \(X^K\) and is defined as [4]

\[
\Delta_i := \min_{|\mathcal{O}_i| = \mu_i} H(S^K | Z_{N,i}).
\]

\(H(S^K | Z_{N,i})\) denotes the entropy of \(S^K\) conditioned on \(Z_{N,i}\) [19]. Note that \(\Delta_i \leq H(S^K | Z_{N,i}) \leq H(S^K) = K\). The coding scheme ensures that if \(\mu_i \leq N-K\), then \(\Delta_i = K\). That is, an adversary \(a_i\) cannot decrease its uncertainty on \(S^K\) by observing \(\mu_i \leq N-K\) symbols of \(X^K\). In this paper, we design a transmission strategy such that the client receives \(X^K\) and \(\mu_i \leq N-K\) for all \(i \in [L]\).

\textbf{Transmission:} At discrete time step \(t \in [N]\), each agent transmits \(X_t\) as a continuous signal \(s_t\) using an ideal isotropic antenna with maximum transmit power \(P\). We assume that the client and each adversary carry a single antenna; the signal \(s_t\) propagates in free space with no reflection or scattering; there is no mutual coupling between the agents’ antennas; and the time discretization is coarse enough to ensure that inter-symbol interference is negligible. In addition to free space propagation, the assumptions may also hold at longer wavelengths even when propagating through a complex environment [20]. We express the narrowband wireless channel between the agent \(i \in [m]\) and a receiver in the direction \(\theta \in [-\pi, \pi]\) by a known complex scalar gain \(h_i(\theta)\). Finally, we assume that the local oscillators of all agents are time- and frequency-synchronized.

The agents transmit the signal \(y_{\text{transmit}}[t] := w_t s_t t + v_t\) at time step \(t \in [N]\) where \(w_t \in \mathbb{C}^m\) is the vector of complex beamforming gains, and \(v_t \in \mathbb{C}^m\) is the vector of artificial noise, which follows the zero-mean complex Gaussian distribution with covariance matrix \(\Sigma_t=0\). The pair \((w_t, \Sigma_t)\) is the design variable that we choose to ensure the security of communication. Since each agent has a maximum transmit power \(P\), assuming that \(E[s_t^2]=1\), we have \(|w_t(s)|^2 + \Sigma_{t,i}(i,i) \leq P\) where \(w_t(s) \in \mathbb{C}\) and \(\Sigma_{t,i}(i,i)\) are the \(i\)-th component of \(w_t\) and \(i\)-th diagonal component of \(\Sigma_t\), respectively.

The transmitted signal travels through the channel, and the signal obtained by a receiver in the direction \(\theta \in [-\pi, \pi]\) is given by

\[
y_{\text{receive}}[t] := h(\theta)^H y_{\text{transmit}}[t] + n_t = h(\theta)^H w_t s_t t + h(\theta)^H v_t + n_t
\]

where \(h(\theta)^H = [h_1(t), h_2(t), \ldots, h_N(t)]\), \(n_t\) is additive noise with the distribution \(N(0, \sigma_n^2)\), and \(\cdot)^H\) denotes the conjugate transpose operation. Consequently, the signal-to-interference-plus-noise ratio (SINR) obtained by a receiver in the direction \(\theta \in [-\pi, \pi]\) is

\[
\text{SINR}_t(\theta) = \frac{w^H \mathbf{H}(\theta) w_t}{\text{Tr}(\mathbf{H}(\theta) \Sigma_t)} + \sigma_n^2
\]

where \(\mathbf{H}(\theta) := h(\theta) h(\theta)^H\) and \(\text{Tr}(\cdot)\) denotes the trace of a matrix.

Let \(\gamma_c, \gamma_a \in \mathbb{R}\) be positive constants such that \(\gamma_c > \gamma_a\). For simplicity, we assume that, if \(\text{SINR}_t(\theta) \geq \gamma_c\), the receiver in the direction \(\theta\) observes \(X_t\) with probability one; and if \(\text{SINR}_t(\theta) \leq \gamma_a\), the receiver observes \(\tilde{X}_t\) with probability zero. In practice, a small probability of error for the client and a large probability of error for the adversaries can be achieved using carefully chosen \(\gamma_c, \gamma_a\) values.

\textbf{Problem Statement:} For each \(i \in [L]\), let

\[
\mathcal{O}_i = \{ t \in [N] : \text{SINR}_t(\theta) > \gamma_a \text{ for some } \theta \in I_i \}
\]

be the set of time steps that the adversary \(a_i\) observes the transmitted symbol with a nonzero probability. Note that \(a_i\’s\) maximum knowledge on \(X^K\) is described by the sequence \(Z_{N,i}^d\) defined in (1). The secure communication problem is then to design a sequential transmission strategy \(T^d = (w_1, \Sigma_1), (w_2, \Sigma_2), \ldots, (w_N, \Sigma_N)\) such that the client observes all transmitted symbols with probability one, i.e., \(\min_{\theta \in [N]} \text{SINR}_t(\theta) \geq \gamma_c\), and \(|\mathcal{O}_i| \leq N-K\) for all \(i \in [L]\).

## 3. SECURE COMMUNICATION IN THE PRESENCE OF ADVERSARIES

In this section, we present a solution to the secure communication problem with certain probabilistic guarantees. We first consider an approach in which the agents transmit \(S^K\) without encoding through a stationary transmission strategy. We argue that such an approach may, in general, yield infeasible solutions to the secure communication problem due to the agents’ individual power constraints. Next, we show that one can encode \(S^K\) into \(X^K\) where \(N=KL\) and obtain a periodic transmission strategy \(T^d\) that decreases the minimum
power required for the transmission of each $X_t$. Finally, we show that a strategy $T^*$ with probabilistic approximation guarantees can be synthesized by solving a series of semi-definite programs (SDPs).

3.1. Transmission Without Encoding

In practice, it is desirable that the agents encode $S^K$ into $X^N$ with maximum information rate $R=K/N$ so that the redundancy in the transmission and overall power consumption is minimized. Specifically, if the client receives each transmitted symbol with probability $1$, i.e., $\text{SNR}_t(\theta) \geq \gamma_c$, the agent can choose $R=1$ and transmit $S^K$ to the client without encoding. However, if $R=1$ in the presence of adversaries $\{a_i: i \leq L\}$, to ensure that no adversary can decrease its uncertainty on $S^K$ by eavesdropping, i.e., $\min_{i \leq L} \Delta_i = K$, the agents should follow a strategy $T^*$ such that $\mu_t = 0$ for all $i \leq L$. Such a strategy that minimizes the overall power consumption can be synthesized by solving the problem

\[
\begin{align*}
\text{(P1)} : \quad & \min_{w_t, \Sigma_t \geq 0} \left\| w_t \right\|^2 + \text{Tr}(\Sigma_t) \\
\text{subject to:} & \quad \text{SNR}_t(\theta_t) \geq \gamma_c \\
& \quad \text{SNR}_t(\theta_t) \leq \gamma_a \quad \forall \theta_t \in \theta_t \ni I_i \\
& \quad \left\| w_t(i) \right\|^2 + \Sigma_t(i,i) \leq P \quad \forall i \leq m.
\end{align*}
\]

Let $(w_t, \Sigma_t)$ be a solution to the above optimization problem. Then, the stationary strategy $T^*$ where $(w_t^*, \Sigma_t^*) = (w_t, \Sigma_t)$ for all $t \in [K]$ is a solution to the secure communication problem.

Note that a feasible solution to (2a)-(2d) must satisfy the condition

\[\text{SNR}_t(\theta) \leq \gamma_a \quad \forall \theta_t \in \theta_t \ni I_i\]

Due to the individual power constraints in (2d), the set of feasible solutions to (2a)-(2d) can be empty in many cases. One approach to increasing the size of the feasible set might be to increase the redundancy in the transmission by choosing $N > K$ and allowing the adversaries to observe some of the transmitted symbols as long as no adversary can decrease its uncertainty on $S^K$ using those observations. In the next section, we provide a method to increase the size of the feasible set while ensuring the security of communication.

3.2. Transmission with Encoding

Recall that the agents employ an $[N, N-K]$ linear MDS code to guarantee that no adversary $i \in I$ can decrease its uncertainty on $S^K$ by observing at most $\mu_t \leq N-K$ symbols of $X^N$. A consequence of this coding scheme is that, by choosing $N > K$, the agents can let the adversaries observe some of the transmitted symbols, i.e., $\mu_t > 0$, while still ensuring that $N > K$ for all $i \in [L]$.

Suppose that we choose $N > L$. Then, the strategy $T^*$ must ensure that $\mu_t \leq (L-1)K$ for all $i \in [L]$. One can synthesize such a strategy $T^*$ by focusing on the strategies that are periodic in $L$, i.e., $(w_1, \Sigma_1) = (w_2, \Sigma_2)$ if $t_1 = (t_2 \mod L)$. Specifically, consider the following optimization problem where $t := (t \mod L)$.

\[
\begin{align*}
\text{(P2)} : \quad & \min_{w_t, \Sigma_t \geq 0} \left\| w_t \right\|^2 + \text{Tr}(\Sigma_t) \\
\text{subject to:} & \quad \text{SNR}_t(\theta_t) \geq \gamma_c \\
& \quad \text{SNR}_t(\theta_t) \leq \gamma_a \quad \forall \theta_t \in I_i \\
& \quad \left\| w_t(i) \right\|^2 + \Sigma_t(i,i) \leq P \quad \forall i \leq m.
\end{align*}
\]

The constraint in (3c) is the same for each $t_1, t_2 \in [N]$, that satisfies $t_1 = (t_2 \mod L)$, and all the other constraints are the same for all $t \in [N]$. Let $(\tilde{w}_t, \tilde{\Sigma}_t)$ be an optimal solution to (P2). The periodic strategy $T^*$ where $(\tilde{w}_t, \tilde{\Sigma}_t) = (\tilde{w}_t, \tilde{\Sigma}_t)$ ensures that each adversary observes at most $(L-1)K$ of $L$ transmitted symbols with a nonzero probability. Hence, $T^*$ constitutes a solution to the secure communication problem as we have $\max_{i \leq L} \mu_t \leq (L-1)K$ for all $i \leq [L]$.

There are two important properties of the communication strategy described above. First, the information rate of transmission is $R=1/L$. Therefore, if there are multiple adversaries in the environment, the agents strategically introduce redundancy to the transmission so that no adversary can decrease its uncertainty on the information block through eavesdropping. Second, we have $P_2^2 \leq P_1^2$ where $P_1^*$ and $P_2^*$ are the optimal values of the problems $P_1$ and $P_2$, respectively. The inequality follows from the fact that any feasible solution to $P_1$ is also a feasible solution to $P_2$. Hence, by combining encoding with a periodic transmission strategy, we may establish a secure communication link with the client, which would not be possible to achieve using stationary transmission strategies.

3.3. SDP Relaxation and Probabilistic Approximation

In the previous sections, we introduced two secure transmission strategies whose synthesis requires one to solve the optimization problems $P_1$ and $P_2$ which are nonconvex optimization problems with infinitely many constraints. In this section, we present a method to solve $P_2$ efficiently with probabilistic approximation guarantees. The same method can be used to solve $P_1$ with minor modifications.

We consider the SDP relaxation of $P_2$, which is given as follows:

\[
\begin{align*}
\text{(P3)} : \quad & \min_{w_t, \Sigma_t \geq 0} \text{Tr}(W_t) + \text{Tr}(\Sigma_t) \\
\text{subject to:} & \quad \text{Tr}(H(\theta_t)W_t) \geq \gamma_a \text{Tr}(H(\theta_t)\Sigma_t) + \gamma_c \sigma_n^2 \\
& \quad \forall \theta_t \in I_i, \quad \text{Tr}(H(\theta_t)W_t) \leq \gamma_a \text{Tr}(H(\theta_t)\Sigma_t) + \gamma_c \sigma_n^2 \\
& \quad \forall i \leq m, \quad W_t(i,i) + \Sigma_t(i,i) \leq P.
\end{align*}
\]

Since $P_3$ is a relaxation of $P_2$, we have $P_3^* \leq P_2^*$ where $P_3^*$ is the optimal value of $P_3$. The following result establishes that, under mild assumptions, $P_3$ is an exact relaxation of $P_2$, i.e., $P_2^* = P_3^*$.

**Theorem 1.** Suppose that $P_3$ has a feasible solution $(\tilde{w}_t, \tilde{\Sigma}_t)$ such that $\text{rank}(\tilde{w}_t) = \text{rank}(\tilde{\Sigma}_t) = m$, and let $(\tilde{w}_t, \tilde{\Sigma}_t)$ be an optimal solution to $P_3$. Then, we have $\text{rank}(\tilde{w}_t) = 1$. Furthermore, if $\tilde{w}_t = \tilde{w}_t(\tilde{w}_t)^H$, then $(\tilde{w}_t, \tilde{\Sigma}_t)$ is an optimal solution to $P_2$.

**Proof Sketch:** If $P_3$ has a feasible solution $(\tilde{w}_t, \tilde{\Sigma}_t)$ such that $\text{rank}(\tilde{w}_t) = \text{rank}(\tilde{\Sigma}_t) = m$, it can be shown that the Slater’s condition [21] holds for $P_3$. Then, Karush-Kuhn-Tucker (KKT) conditions are necessary for the optimality of a point in $P_3$. Let $Y^* \succeq 0$, and the diagonal matrix $Q^* \succeq 0$ be the optimal dual variables associated with the constraints $\text{Tr}(\tilde{w}_t) = 0$ (4b), and (4d), respectively. KKT conditions imply that there exist optimal dual variables $\mu_1, \mu_2, \ldots, \mu_K \geq 0$, where $k \leq 2m^2$, that are associated with the directions $\theta_1, \theta_2, \ldots, \theta_m \in I_i$ in (4c) and satisfy the condition $Y^* = 1_{m \times m} + Q^* + \sum_{j=1}^n \mu_j H(\theta_j) = \lambda^*$. The result then follows from the proof of Proposition 1 in [15].

For a given $P_3$ instance, correctness of the full rank condition in Theorem 1 can be verified efficiently as follows. First, we introduce three new variables $v, v_1, v_2 \in \mathbb{R}$ to $P_3$ such that $W_t \succeq v_1 1_{m \times m}, \quad \Sigma_t \succeq v_2 1_{m \times m}$, and $v \leq \min(v_1, v_2)$. Next, we replace the objective in (4a) with $\max_{w_t, \Sigma_t \geq 0} v$. The rank condition holds if and only if the optimal value of this program satisfies $v \geq 0$. In our extensive numerical experiments, we observe that when $P_3$ is feasible, there always exists a feasible solution satisfying the full rank condition.

An optimal solution to $P_2$ can be obtained from a solution of $P_3$ via the construction $\tilde{w}_t = \tilde{w}_t(\tilde{w}_t)^H$. However, since $P_3$ includes
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Fig. 1: Beampatterns of the proposed periodic transmission strategy. The agents map \(K\) information bits into \(N=3K\) encoded symbols and transmit the symbols through the periodic strategy \(T^*=\{(w^*_1, \Sigma^*_1), (w^*_2, \Sigma^*_2), (w^*_3, \Sigma^*_3), (w^*_4, \Sigma^*_4), \ldots\}\). Note that the client observes all transmitted symbols since \(\text{SINR}_c(\theta_i) \geq 10\) for all \(i \in [N]\). Moreover, no adversary observes more than 2/3 of the transmitted symbols since, for each \(t \in \{1, 2, 3\}\), \(\text{SINR}_i(\theta) \leq 1\) for all \(\theta \in I_t\).

4. NUMERICAL SIMULATIONS

We demonstrate the performance of the proposed strategies on a scenario in which \(m=6\) agents aim to securely communicate with a client in the presence of \(L=3\) adversaries. The agents are located randomly within a disk of radius 80 meters and carry antennas with maximum transmit power \(P=1\) that operate at the carrier frequency \(f_c=40\) MHz. Both the adversaries and the client are located on a circle of radius 300 meters. The direction of the client is \(\theta_c=0\), the adversary-free interval is \(I_2=[-\pi/6, \pi/6]\), and the direction intervals of the adversaries \(\theta_1, \theta_2, \theta_3\) are \(I_1=[\pi/6, 4\pi/6], I_2=[4\pi/6, 7\pi/6], I_3=[7\pi/6, 11\pi/6]\), respectively. Following [8], we represent the channel \(h_i(\theta)\) between the agent \(i \in [m]\) and a receiver located in the direction \(\theta \in [-\pi, \pi]\) with \(h_i(\theta)=\exp(-j2\pi f_c d_i(\theta))\) where \(d_i(\theta)\) is the Euclidean distance between the agent and the receiver. We set \(\gamma_1=10, \gamma_2=1\), and \(\sigma^2=1\) in order to achieve an SINR difference of at least 10 dBs between the client and the adversaries. Finally, we set \(B=1000\) to obtain the finite SDPs corresponding to the problems \(P1\) and \(P2\).

We first synthesized a stationary transmission strategy by solving the finite SDP corresponding to the problem \(P1\). We observed that this problem has no feasible solution. In other words, in the considered scenario, there is no stationary transmission strategy that can be used by the agents to securely communicate with the client. We then synthesized a periodic transmission strategy by solving the problem in (5a)-(5d) for each \(t \in \{1, 2, 3\}\). The resulting beampatterns are illustrated in Fig. 1. As can be seen from the figure, although the exact locations of the adversaries are unknown, the periodic transmission strategy guarantees that each adversary observes at most 2/3 of the transmitted symbols. Consequently, it follows from the properties of the MDS codes that the agents can securely communicate with the client using the synthesized transmission strategy.

5. CONCLUSIONS

We showed that an agent group can securely communicate with a client in the presence of \(L\) adversaries by mapping \(K\) information bits into \(N=KL\) encoded symbols via \([N, N-K]\) linear maximum-distance-separable codes and using a periodic transmission strategy. Assuming the availability of the perfect channel state information (CSI), we provided a semi-definite program-based approach to synthesize the transmission strategy with probabilistic guarantees. Future work will focus on developing strategies that ensure the security of communication when the perfect CSI is unavailable at the agents.
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