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Abstract

We study the symmetry and uniqueness of maps which minimise the np-Dirichlet energy, under the constraint that their Jacobian is a given radially symmetric function f. We find a condition on f which ensures that the minimisers are symmetric and unique. In the absence of this condition we construct an explicit f for which there are uncountably many distinct energy minimisers, none of which is symmetric. Even if we prescribe the maps to be the identity on the boundary of a ball we show that the minimisers need not be symmetric. This gives a negative answer to a question of Hélein (Ann. Inst. H. Poincaré Anal. Non Linéaire 11 (1994), no. 3, 275–296).

1 Introduction

Given a bounded domain Ω ⊂ Rⁿ, a typical problem in nonlinear elastostatics is to

\[
\text{minimise } \mathcal{W}[u] \equiv \int_{\Omega} W(x, Du) \, dx, \quad \text{among all } u \in u_0 + W^1_0(\Omega, \mathbb{R}^n). \tag{1.1}
\]

In this context, it is standard to assume that u₀ : Ω → Ω̄ is an orientation-preserving diffeomorphism and that the stored-energy function W : Ω̄ × GL⁺(n) → R is continuous [1, 2].

In order for the Direct Method to be applicable \( \mathcal{W} \) needs to sequentially weakly lower semicontinuous and, more importantly for our purposes here, coercive [15]. However, one is sometimes led to consider non-coercive energy functions and this is the case, for instance, when W depends on Du only through Ju ≡ det Du, see e.g. [16, 30, 32] for examples in the study of elastic crystals and [20] for a different example. In this case, a solution of (1.1) is found, at least formally, by solving

\[
\begin{align*}
\begin{cases}
J_u = f & \text{ in } \Omega, \\
u = u_0 & \text{ on } \partial \Omega,
\end{cases}
\end{align*}
\]

where f is such that \( W(x, f(x)) = \min_{\xi > 0} W(x, \xi) \). \( \tag{1.2} \)
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Although there is a good existence theory for (1.2) whenever there is some $\alpha > 0$ such that $u_0$ is a $C^{1,\alpha}$-diffeomorphism and $f \in C^{0,\alpha}$ [19, 21, 52, 58], little is known when $f$ is just an $L^p$ function. We refer the reader to [29, 38, 47, 50, 55], as well as our our recent works [34, 35] for results in this direction; counter-examples in the $p = \infty$ case were obtained in [13, 51].

In light of the above discussion, we are led to study the prescribed Jacobian equation

$$Ju = f \quad \text{in } \Omega. \quad (1.3)$$

Apart from the nonlinear character of the Jacobian, the main obstacle in studying existence and regularity of solutions of (1.3) is the underdetermined nature of the equation. A natural way to circumvent this issue is to look for solutions which minimise an appropriate energy function: it may be that such solutions are better behaved and unique. Since we are interested in determining the optimal Sobolev regularity of solutions to (1.3), the natural energy to consider is the $np$-Dirichlet energy:

**Definition 1.1.** For each $f \in L^1_{\text{loc}}(\Omega)$, we define the $np$-energy of $f$ as

$$\mathcal{E}_{np}(f, \Omega) \equiv \inf \left\{ \int_{\Omega} |Dv|^n \, dx : v \in \dot{W}^{1,np}(\Omega, \mathbb{R}^n) \text{ satisfies } Jv = f \text{ a.e. in } \Omega \right\}.$$

Given $f \in L^1_{\text{loc}}(\Omega)$, we say that $u \in \dot{W}^{1,np}(\Omega, \mathbb{R}^n)$ is a $np$-energy minimiser for $f$ if

$$\int_{\Omega} |Du|^n \, dx = \mathcal{E}_{np}(f, \Omega) \quad \text{and} \quad Ju = f \text{ a.e. in } \Omega.$$

We contrast this definition with that of the theory of Optimal Transport: there, a typical choice of functional to minimise is

$$\int_{\Omega} \frac{|u(x) - x|^2}{2} f(x) \, dx,$$

see [12, 22]. While this energy does single out a unique solution of (1.3), in general there are other solutions of (1.3) with better regularity, see [58, page 293] as well as [35, page 2]. The same phenomenon was observed by Bourgain and Brezis in [10] for the divergence equation: in general, underdetermined equations often admit solutions which have a surprising amount of regularity.

Establishing regularity of energy minimisers for (1.3) is a difficult task, even in the incompressible case $f = 1$. There is an extensive literature on the topic, and we refer the reader to [6, 14, 25, 44, 45], as well as the references therein, for further information.

In this paper we are particularly concerned with the following question:

- is energy minimisation an effective selection criterion for (1.3)?

We focus on the case $n = 2$. In general, whenever $f$ is bounded away from zero, solutions of (1.3) with $W^{1,n}$-regularity have integrable distortion. By the fundamental results of Iwaniec and Šverák [42], maps of integrable distortion between planar domains are open and discrete. If $n > 2$ then, in order for these properties to hold without further assumptions, the maps need to have $L^p$-integrable distortion for some $p > n - 1$, see [36, 40] and the references therein. Nevertheless most of the results in this paper permit straightforward extensions to the higher dimensional setting.

Besides the Dirichlet problem, as in (1.2) and [35], it is also natural to study (1.3) in the case $\Omega = \mathbb{R}^2$. These two situations differ in some important aspects and thus will be considered in separate subsections.
1.1 Energy minimisers for the Dirichlet problem

In this subsection we consider the Dirichlet problem for (1.3): given a domain $\Omega \subset \mathbb{R}^2$,

\[
\begin{cases}
Ju = f & \text{a.e. in } \Omega, \\
u = \text{id} & \text{on } \partial \Omega.
\end{cases}
\]  

(1.4)

We assume that $f$ is compatible with the boundary condition, as well as uniformly positive:

\[
\int_{\Omega} f \, dx = 1, \quad \inf_{\Omega} f \geq c > 0,
\]  

(1.5)

where $c$ is some fixed constant.

Whenever $\Omega = B$ is a ball centred at the origin and $f$ is a radially symmetric function, i.e. $f = f(|z|)$, which satisfies (1.5), there is a unique radial stretching, denoted $\phi_1$, which solves (1.4):

\[
\phi_1(z) \equiv \rho(|z|) \frac{z}{|z|}, \quad \text{where } \rho(r) \equiv \sqrt{\int_0^r 2sf(s) \, ds}.
\]

Here the subscript ‘1’ denotes the topological degree of the map, see Definition 2.3 for more general solutions. We are thus led to the following very natural problem, c.f. [58, Question 9]:

**Question 1.2** (Hélein). Let $f$ be radially symmetric. Is the unique radial stretching $\phi_1$ solving (1.3) a Dirichlet energy minimiser\(^1\) for $f$ in the class $\text{id} + W^{1,2}_0(B,B)$?

In Theorem A, we give a negative answer to Question 1.2 and identify a class of data for which uniqueness holds. As in [35], we introduce the complete metric spaces

\[
X_p(B) \equiv \begin{cases}
\{ f \in L^p(B) : (1.5) \text{ holds} \} & \text{if } p > 1, \\
\{ f \in L\log L(B) : (1.5) \text{ holds} \} & \text{if } p = 1.
\end{cases}
\]

**Theorem A.** Energy minimisers are symmetric for some data but not for other. Precisely:

(i) Take $1 \leq p < \infty$ and let $f \in X_p(B)$ be radially symmetric. If, for a.e. $r \in (0,R)$,

\[
f(r) \leq \int_{B_r(0)} f \, dx,
\]  

(1.6)

then the unique radial stretching $\phi_1$ solving (1.3) is a $2p$-energy minimiser for $f$ and

\[
\|D\phi_1\|_{L^{2p}(B)} \lessapprox \|f\|_{X_p(B)},
\]  

(1.7)

Moreover, $\phi_1$ is the unique $2p$-energy minimiser for $f$ in the class $\text{id} + W^{1,2p}_0(B,B)$.

(ii) Fix $p_0 \in [1, \infty)$. There is $f \in L^{\infty}(B)$ satisfying (1.5) and such that, for any $p \in [1,p_0]$, $\phi_1$ is not a $2p$-energy minimiser for $f$ in the class $\text{id} + W^{1,2p}_0(B,B)$.

---

\(^1\)In higher dimensions, one should consider the $n$-harmonic energy, as done in Definition 1.1. We believe the original question in [58] has a misprint.
The local $L \log L$ integrability of non-negative Jacobians of $W^{1,n}$ maps was proved by Müller in [53], and a global version, under suitable boundary regularity, was proved in [37], while here (1.7) is the reverse inequality.

Condition (1.6) is closely related to the regularity and symmetry properties of minimisers. Concerning the regularity, note that estimate (1.7) is in general false if $f$ does not satisfy (1.6): in fact, we showed in [35] that, for a Baire-generic $f$ in $X_p(B)$, solutions of (1.4) are at best in $W^{1,p}(B)$, and not in $W^{1,2p}(B)$, as in (1.7). Concerning the symmetry, part (ii) of Theorem A shows that, in the absence of (1.6), energy minimisers are in general not symmetric. We conjecture that energy minimisers for the Dirichlet problem are also non-unique in general, compare with Theorem C below.

Let us now explain the role played by condition (1.6) in studying energy minimisation. Writing $z = re^{i\theta}$, note that

$$|Du|^2 = |\partial_r u|^2 + \frac{|\partial_\theta u|^2}{r^2}, \quad Ju = \frac{\partial_\theta u}{r} \wedge \partial_r u.$$ 

Hence we see that energy minimisation favours maps for which:

(i) $\partial_r u$ is approximately perpendicular to $\partial_\theta u$, so that $|Ju| \approx |\partial_r u||\partial_\theta u|/r$;

(ii) $|\partial_r u| \approx \frac{1}{r}|\partial_\theta u|$, so that $|\partial_r u||\partial_\theta u| \approx \frac{1}{r^2}(|\partial_r u|^2 + |\partial_\theta u|^2/r^2) = \frac{1}{2}|Du|^2$.

Radial stretchings accomplish (i) perfectly: indeed,

$$D\phi_1(z) = \frac{\rho(r)}{r}Id + \left(\frac{\dot{\rho}(r)}{r} - \frac{\rho(r)}{r}\right) \frac{z \otimes z}{r^2} \quad \Rightarrow \quad \begin{cases} \partial_r \phi_1 = \rho(r)z, \\ \frac{1}{r}\partial_\theta \phi_1 = \frac{\rho(r)}{r}z^\perp. \end{cases}$$

There is, however, no reason for radial stretchings to satisfy (ii), and this is where condition (1.6) comes in: it is easy to see that this condition is equivalent to

$$|\partial_r \phi_1| \leq \frac{1}{r}|\partial_\theta \phi_1|. \quad (1.8)$$

The isoperimetric inequality shows that $\phi_1$ has optimal angular derivatives among all solutions of (1.3), while (1.8) ensures that these derivatives control the Dirichlet energy $|D\phi_1|^2$, which enables us to prove that $\phi_1$ is an energy minimiser.

A simple sufficient criterion for (1.8) to hold is that $r \mapsto \rho(r)$ is non-increasing. We also note that condition (1.8) is not new: a radial stretching satisfying (1.8) was called conformally non-expanding in [41], as it does not increase the conformal modulus of annuli.

1.2 Energy minimisers in $\mathbb{R}^n$

In this subsection we study (1.3) over $\mathbb{R}^n$. In this setting, the following question, essentially set by Coifman, Lions, Meyer and Semmes in [17], remains an outstanding open problem:

**Question 1.3.** Is the Jacobian $J: \dot{W}^{1,np}(\mathbb{R}^n, \mathbb{R}^n) \to \mathcal{H}^p(\mathbb{R}^n)$ surjective?

Here $\mathcal{H}^p(\mathbb{R}^n)$ stands for the real Hardy space and we refer the reader to [18, 57] for its theory. We recall that, for $p > 1$, $\mathcal{H}^p(\mathbb{R}^n)$ agrees with the usual Lebesgue space $L^p(\mathbb{R}^n)$.

Question 1.3 is especially natural as, in [17, 38], the authors prove that $\mathcal{H}^p(\mathbb{R}^n)$ is the smallest Banach space containing the range of the Jacobian, compare with [50] for the inhomogeneous case. In [39], see also [9], Iwaniec went further than Question 1.3 by conjecturing:
**Conjecture 1.4.** For each $p \in [1, \infty)$, the Jacobian has a continuous right inverse: there is a continuous map $E : \mathcal{H}^p(\mathbb{R}^n) \to \dot{W}^{1,p}(\mathbb{R}^n, \mathbb{R}^n)$ such that $J \circ E = \text{Id}$.

In [39], Iwaniec proposed the following route towards Conjecture 1.4:

**Strategy 1.5.** A possible way of proving Conjecture 1.4 is to establish the following claims:

(i) Every $np$-energy minimiser satisfies $\|Du\|_{L^{np}(\mathbb{R}^n)} \lesssim \|J^*\|_{\mathcal{H}^p(\mathbb{R}^n)}$.

(ii) For all $f \in \mathcal{H}^p(\mathbb{R}^n)$ there is a unique $np$-energy minimiser $u_f$ for $f$, modulo rotations.

(iii) For all $f \in \mathcal{H}^p(\mathbb{R}^n)$ there is a rotation $Q_f \in \text{SO}(n)$ such that $f \mapsto Q_f u_f$ is continuous.

The nonlinear open mapping principles that we proved in [34] show that (i) is equivalent to a positive answer to Question 1.3. In this direction, Iwaniec suggested that one should prove (i) by constructing a Lagrange multiplier for every $np$-energy minimiser, see the third author’s works [48, 49] for results in this direction.

Using the terminology of [34], we say that a solution in $\dot{W}^{1,p}(\mathbb{R}^n, \mathbb{R}^n)$ of (1.3) is admissible if it is continuous and it satisfies the change of variables formula. We note that solutions in $\dot{W}^{1,p}(\mathbb{R}^n, \mathbb{R}^n)$, for $p > 1$, are always admissible, see Remark 3.5. The proof of Theorem A is easily adapted to $\mathbb{R}^2$ and provides conditions on $f$ under which (i) and (ii) hold:

**Corollary B.** Let $f \in L^p(\mathbb{R}^2)$ be a radially symmetric function such that

$$|f(r)| \leq \int_{B_r(0)} f \, dx \quad \text{for a.e. } r \in (0, \infty).$$

Then $\|D\phi_1\|^2_{L^{2p}(\mathbb{R}^2)} \lesssim \|f\|_{\mathcal{H}^p(\mathbb{R}^2)}$ and, for $p > 1$, $\phi_1$ is the unique $2p$-energy minimiser for $f$, modulo rotations. For $p = 1$ the same statement holds in the class of admissible solutions.

Further uniqueness results can be found in [48]. Nonetheless, and despite these positive results, this paper’s second main contribution is to show that, in general, claim (ii) is false:

**Theorem C.** Fix $1 \leq p < \infty$. There is a radially symmetric function $f \in \mathcal{H}^p(\mathbb{R}^2)$ which has uncountably many $2p$-energy minimisers, modulo rotations.

Theorem C shows that energy minimisation is not a suitable selection criterion. It is also very difficult to work with energy minimizers directly: when $p = 1$, we cannot decide whether they are admissible, although in [34] we showed that, under natural assumptions, the existence of energy minimisers implies the existence of admissible solutions.

To conclude the discussion of Strategy 1.5, we note that, assuming (i) holds, it remains to establish a nonlinear analogue of the classical Bartle–Graves theorem [5]. This theorem states that a bounded linear surjection between Banach spaces has a bounded and continuous (but possibly nonlinear) right inverse, see [7, page 86] for a good overview. Without extra assumptions, the Bartle–Graves theorem does not generalise to multilinear mappings [28]. However, one may use the results in [34] and [43] to prove a partial result towards a nonlinear Bartle–Graves theorem for the Jacobian: assuming surjectivity of $J : \dot{W}^{1,p}(\mathbb{R}^n, \mathbb{R}^n) \to \mathcal{H}^p(\mathbb{R}^n)$, there is a bounded right inverse that is continuous outside a meagre set, although we do not prove such a result here.
This paper is structured as follows. In Section 2 we consider the regularity of polar representations of a Sobolev map and we recall some useful formulae in polar coordinates. In Section 3 we prove a more general version of Theorem A(i) and in Section 4 we prove Theorem A(ii). Section 5 contains the proof of Theorem C.

Notation

We use polar coordinates $z = re^{i\theta} = x + iy \in \mathbb{C} \cong \mathbb{R}^2$ in the plane. We write $B_r(x)$ for the usual Euclidean balls in $\mathbb{R}^n$, and $S_r \equiv \partial B_r$ (when $x$ is omitted, it is understood that $x = 0$). It is also useful to have notation for annuli: for $0 < r < R$, $A(r, R) \equiv \{z \in \mathbb{C} : r < |z| < R\}$. We will also abuse this notation slightly by setting $A(0, R) \equiv B_R(0)$. Here $|z|$ denotes the Euclidean norm of $z \in \mathbb{C}$ and likewise for $A \in \mathbb{R}^{n \times n}$ we write $|A| \equiv \text{tr}(AA^T)^{\frac{1}{2}}$ for the Euclidean norm. Finally, and unless stated otherwise, $p$ is a real number in $[1, +\infty)$.

2 Polar coordinates and generalised radial stretchings

Given a planar Sobolev map $u \in W^{1,p}(\mathbb{R}^2, \mathbb{R}^2)$, we consider polar coordinates both in the domain and in the target; that is, we want to write

$$u(re^{i\theta}) = \psi(r, \theta) \exp(i\gamma(r, \theta))$$

(2.1)

for some functions $\psi : (0, \infty) \times [0, 2\pi] \to [0, \infty)$ and $\gamma : (0, \infty) \times [0, 2\pi] \to \mathbb{R}$, where furthermore we must have the compatibility conditions

$$\psi(r, 0) = \psi(r, 2\pi) \quad \text{and} \quad \gamma(r, 0) - \gamma(r, 2\pi) \in 2\pi\mathbb{Z} \quad \text{for all } r.$$  

(2.2)

We will freely identify $(r, \theta) \equiv re^{i\theta}$, adopting either notation whenever it is more convenient.

The existence of a representation as in (2.1) is a standard problem in lifting theory:

Proposition 2.1. Let $0 \leq R_1 < R_2$ and $p \geq 2$. Let $u \in W^{1,p}(A(R_1, R_2), \mathbb{R}^2)$ and, if $p = 2$, suppose moreover that $u$ is continuous. Assume $u^{-1}(0) \subseteq \{0\}$. Then there are continuous functions

$$\psi \in W^{1,p}([R_1, R_2] \times [0, 2\pi]), \quad \gamma \in W^{1,p}((\max\{R_1, \varepsilon\}, R_2) \times [0, 2\pi]),$$

where $\varepsilon \in (0, R_2)$ is arbitrary, which satisfy (2.2) and such that the representation (2.1) holds.

Proof. Let $\varepsilon > 0$ and consider the keyhole domains

$$A_{1,\varepsilon} \equiv \max\{R_1, \varepsilon\}, R_2] \times [\varepsilon, 2\pi - \varepsilon],$$

$$A_{2,\varepsilon} \equiv \max(R_1, \varepsilon), R_2] \times ([0, \pi - \varepsilon] \cup [\pi + \varepsilon, 2\pi]).$$

We freely identify $A_{4,\varepsilon}$ with the respective domains in $\mathbb{R}^2$. 
We first show the existence of a representation (2.1) in each $A_{i,\varepsilon}$. Note that if $u \in W^{1,p}$ then $\psi = |u|$ is also in $W^{1,p}$ and is continuous whenever $u$ is. Thus, since $0 \not\in u(A_{i,\varepsilon})$, it suffices to prove the existence of a continuous function $\gamma_i \in W^{1,p}(A_{i,\varepsilon}, \mathbb{R})$ such that $u/|u| = e^{i\gamma_i}$ for $i = 1, 2$. Since $u$ is continuous, $u/|u| \in W^{1,p}(A_{i,\varepsilon}, \mathbb{S}^1)$, and so the existence of $\gamma_i$ follows from the results in [8], see also [11].

Thus, for almost every $(r, \theta) \in A_{1,\varepsilon} \cap A_{2,\varepsilon}$,

$$
\psi(r, \theta)e^{i\gamma_i(r, \theta)} = u(re^{i\theta}) = \psi(r, \theta)e^{i\gamma_2(r, \theta)} \iff \gamma_1(r, \theta) - \gamma_2(r, \theta) = 2\pi k(r, \theta),
$$

where $k(r, \theta) \in \mathbb{Z}$. As $\gamma_1$, $\gamma_2$ are continuous in $A_{1,\varepsilon} \cap A_{2,\varepsilon}$, we must have

$$
k(r, \theta) = \begin{cases} 
  k_1 & \text{for } \varepsilon < \theta < \pi - \varepsilon, \\
  k_2 & \text{for } \pi + \varepsilon < \theta < \varepsilon.
\end{cases}
$$

Without loss of generality, upon redefining $\gamma_1$ we may assume $k_1 = 0$. Hence we may define

$$
\gamma_\varepsilon(r, \theta) = \begin{cases} 
  \gamma_1(r, \theta) & \text{if } (r, \theta) \in A_{1,\varepsilon}, \\
  \gamma_2(r, \theta) & \text{if } (r, \theta) \in A_{2,\varepsilon}.
\end{cases}
$$

By a similar argument, we see that we may take $\gamma_\varepsilon = \gamma_{\delta}$ in $A(R_1, R_2) \setminus (B_\delta \cup B_{\varepsilon})$, so that in fact $u = \psi(r, \theta)e^{i\gamma(r, \theta)}$ with $\gamma \in W^{1,p}(\max(R_1, \varepsilon), R_2) \times [0, 2\pi]$ for all $\varepsilon > 0$. The conclusion follows. \qed

We remark that the conclusion of Proposition 2.1 is false if $p < 2$, see [11, §4].

**Corollary 2.2.** In the setting of Proposition 2.1, we have a.e. the formulae

$$
J_u = \frac{1}{2r} \frac{\partial (\psi^2, \gamma)}{\partial (r, \theta)} = \frac{1}{2r} \left( \partial_r (\psi^2) \partial_\theta \gamma - \partial_\theta (\psi^2) \partial_r \gamma \right), \quad (2.3)
$$

$$
|D u|^2 = |\partial_r \psi|^2 + |\psi \partial_\theta \gamma|^2 + \frac{|\partial_\theta \psi|^2}{r^2} + \frac{|\psi \partial_r \gamma|^2}{r^2}. \quad (2.4)
$$

**Proof.** It is not difficult to formally derive the above formulae whenever the representation (2.1) holds. To make the argument rigorous it suffices to note that, due to the regularity of $\psi$ and $\gamma$, the right-hand sides in (2.3)–(2.4) define locally integrable functions. Thus the corollary follows by a standard density argument. \qed

A function $f : B_R(0) \to \mathbb{R}$ is said to be radially symmetric if $|x| = |y| \implies f(x) = f(y)$ and we identify any such function with a function $f : [0, +\infty) \to \mathbb{R}$ in the obvious way. For such a function, it is natural to look for solutions of (1.3) possessing some symmetry, in particular satisfying $\partial_{\theta} \psi = 0$ and $\partial_r \gamma = 0$ if a representation as in (2.1) holds.

**Definition 2.3.** The class of generalised radial stretchings consists of maps of the form

$$
\phi_k(z) = \rho(r) e^{ik\theta} \quad \sqrt{|k|}
$$

where $k \in \mathbb{Z} \setminus \{0\}$ is the topological degree of the map and $\rho \geq 0$. If $k = 1$ we refer to such maps simply as radial stretchings.
Generalised radial stretchings are spherically symmetric in the sense that they map circles centred at zero to circles centred at zero. The following is a useful criterion concerning the Sobolev regularity of generalised radial stretchings:

**Lemma 2.4.** Let $p \in [1, \infty)$ and $k \in \mathbb{Z} \setminus \{0\}$. Given $R \in (0, +\infty]$, $\phi_k \in \dot{W}^{1,p}(B_R(0), B_R(0))$ if and only if $p$ is absolutely continuous on $(0, R)$ and

$$
\|D\phi_k\|_{L^p(B_R(0))}^p \approx \int_0^R \left( \left| \frac{\dot{\rho}(r)}{k} \right|^p + \left| \frac{\rho(r)}{r} \right|^p \right) r \, dr < \infty.
$$

We omit the proof of the lemma, as it is a straightforward adaptation of [3, Lemma 4.1].

It is not the case that any radially symmetric $f \in H^p(\mathbb{R}^2)$ admits generalised radial stretchings as solutions of (1.3). Indeed, from (2.3), formally we see that

$$
J\phi_k = f \quad \implies \quad \rho(r) = \sqrt{\frac{1}{k} \int_0^r 2sf(s) \, ds}
$$

and hence, for the equation $J\phi_k = f$ to be solvable for some $k \in \mathbb{Z} \setminus \{0\}$, we must have

$$
\text{either } \int_0^r 2sf(s) \, ds \leq 0 \text{ for a.e. } r, \quad \text{or } \int_0^r 2sf(s) \, ds \geq 0 \text{ for a.e. } r.
$$

Conversely, whenever $f$ satisfies (2.6), we will take $\rho$ as in (2.5), so that $\phi_k$ is a *formal* solution of $J\phi_k = f$. Indeed, note that (2.6) is not enough to ensure the existence of generalised radial stretching solutions with the required regularity:

**Example 2.5.** If $f = 1_{A(1,2)}$ then, for any $k \in \mathbb{N} \setminus \{0\}$, $\phi_k$ is in $\bigcup_{1 \leq q < 2} \dot{W}^{1,q} \setminus W^{1,2}(B_2, \mathbb{R}^2)$.

The claim in Example 2.5 follows readily from Lemma 2.4. In the next section we find a condition on $f$ which ensures that $\phi_k$ has $\dot{W}^{1,2p}$-regularity. For other related results see [35], [49, §3] and [58, §7].

### 3 A class of data with symmetric energy minimisers

The key step in establishing Theorem A is the following more general proposition which may be of independent interest.

**Proposition 3.1.** Let $p \in [1, \infty)$ and $f \in \dot{H}^p(\mathbb{R}^2)$ be a radially symmetric function such that, for some $\lambda \geq 1$ and a.e. $r \in (0, +\infty)$,

$$
|f(r)| \leq \lambda \int_{B_r(0)} f \, dx.
$$

Let $\phi_1$ denote the radial stretching solving $J\phi_1 = f$.

(i) We have the estimate

$$
\|D\phi_1\|_{L^2p(\mathbb{R}^2)}^2 \leq C(\lambda) \|f\|_{\dot{H}^p(\mathbb{R}^2)}.
$$
(ii) Let \( u \in W^{1,2}_{\text{loc}}(\mathbb{R}^2, \mathbb{R}^2) \) be a solution of \( Ju = f \) such that, for a.e. \( r \in (0, +\infty) \),
\[
4\pi \int_{B_r} Ju \, dx \leq \left( \int_{S_r} |Du \cdot \nu|^2 \, d\theta \right)^2.
\] (3.3)

Then, with \( Z \) denoting the Zhukovsky function \( Z(\lambda) \equiv \frac{1}{2} \left( \frac{1}{\lambda} + \lambda \right) \), we have the estimate
\[
\int_{S_r} |D\phi_1|^{2p} \leq Z(\lambda) \int_{S_r} |Du|^{2p}
\] (3.4)
for a.e. \( r \in (0, \infty) \).

(iii) If \( \lambda = 1 \) and if (3.4) holds with equality then (3.3) holds with equality.

In the statement of the theorem, as well as in its proof, \( u \) denotes the precise representative of the equivalence class \([u] \in W^{1,2}_{\text{loc}}\). We refer the reader to [26] for the definition and properties of precise representatives.

We note that condition (3.3) is a parametric version of the isoperimetric inequality. In particular, it holds under natural assumptions including the setting of Theorem A, see already Proposition 3.4.

Before proceeding with the proof, it is useful to note that condition (3.1) can be rewritten in terms of \( \phi_1 \) as
\[
|\dot{\rho}(r)| \leq \lambda \frac{\rho(r)}{r},
\] (3.5)
see also the discussion in the introduction. It is worth mentioning that, in (3.1), we make implicitly a choice of orientation. Indeed, in order to ensure the existence of generalised radial stretchings solving the equation, it must be the case that the map \( r \mapsto \int_{B_r} f \, dx \) does not change sign, see (2.6). Clearly (3.1) implies that this map is non-negative. There is an analogue of Proposition 3.1 in the case where \( \int_{B_r} f \, dx \) is always non-positive: in that case, we replace \( \phi_1 \) with \( \phi_{-1} \).

**Proof of Proposition 3.1(i).** For the case \( p > 1 \), we combine (3.5) with Lemma 2.4 to get
\[
\|D\phi_1\|_{L^{2p}(\mathbb{R}^2)} \approx \int_0^\infty \left( |\dot{\rho}(r)|^{2p} + \frac{\rho(r)^{2p}}{r^2} \right) r \, dr \lesssim \lambda \int_0^\infty \rho(r) \frac{2p}{2p} \rho(r) \, r \, dr = \int_{\mathbb{R}^2} f \, dy \, dx.
\]
Denoting by \( M \) be the (non-centred) Hardy–Littlewood maximal function, we have
\[
\|D\phi_1\|_{L^{2p}(\mathbb{R}^2)} \lesssim \lambda \int_{\mathbb{R}^2} |Mf(x)|^p \, dx \lesssim \int_{\mathbb{R}^2} |f(x)|^p \, dx,
\]
as wished.

For the case \( p = 1 \), we need to argue in a more careful way and we use the fact that
\[
\|f(|r|)\|_{\mathcal{H}^1(\mathbb{R}, |r| \, dr)} \approx \|f(|x|)\|_{\mathcal{H}^1(\mathbb{R}^2, dx)},
\]
see the proof of [18, Corollary (2.27)]. Recall that an \( \mathcal{H}^1(\mathbb{R}, |r| \, dr) \)-atom is simply a function \( a : \mathbb{R} \to \mathbb{R} \) such that
\[
\text{supp } a \subset [r_1, r_2], \quad \|a\|_{\infty} \leq \frac{1}{\int_{r_1}^{r_2} |s| \, ds}, \quad \int_{\mathbb{R}} a(r) |r| \, dr = 0,
\]
for some real numbers \( r_1 < r_2 \), and that moreover for any \( f \in \mathcal{H}^1(\mathbb{R}, |r| \, dr) \) there exist atoms \( a_i \) and real numbers \( \lambda_i \in \mathbb{R} \) such that
\[
0 = \lim_{N \to \infty} \left\| f - \sum_{i=1}^{N} \lambda_i a_i \right\|_{\mathcal{H}^1(\mathbb{R}, |r| \, dr)}, \quad \sum_{i=1}^{\infty} |\lambda_i| \lesssim \|f\|_{\mathcal{H}^1(\mathbb{R}, |r| \, dr)}.
\] (3.6)

Arguing as in the case \( p > 1 \) we see that
\[
\|D\phi_1\|_{L^p(\mathbb{R}^2)} \lesssim \lambda \int_{0}^{\infty} \frac{1}{r} \int_{0}^{r} 2 f(s) s \, ds \, dr = \lim_{\varepsilon \to 0} \int_{\varepsilon}^{1/\varepsilon} \frac{1}{r} \int_{-r}^{r} f(s) |s| \, ds \, dr,
\]
where we also used \( f = f(|r|) \) in the last equality.

Fix \( \varepsilon > 0 \). By using (3.6) and the dominated convergence theorem,
\[
\int_{\varepsilon}^{1/\varepsilon} \frac{1}{r} \int_{-r}^{r} f(s) |s| \, ds \, dr = \lim_{N \to \infty} \sum_{j=1}^{N} \frac{1}{r} \int_{-r}^{r} a_j(s) |s| \, ds \, dr.
\]

When \( N \in \mathbb{N} \), suppose \( a \) is one of the atoms \( a_1, \ldots, a_N \) and let \( 0 \leq r_1 < r_2 \) be, respectively, the minimum and the maximum of \( |\cdot| \) over \([r_1, r_2]\). Then
\[
\int_{\varepsilon}^{1/\varepsilon} \frac{1}{r} \int_{-r}^{r} a(s) |s| \, ds \, dr = \int_{\max\{\varepsilon, r_1\}}^{\min\{1/\varepsilon, r_2\}} \frac{1}{r} \int_{-r}^{r} a(s) |s| \, ds \, dr
\]
\[
\leq \int_{r_1}^{r_2} \frac{1}{r} \int_{-r}^{r} |s| \, ds \, dr = \frac{r_2^2 - r_1^2}{2r_1^2} \leq 1.
\]

By letting first \( N \to \infty \) and then \( \varepsilon \to 0 \), the conclusion follows from (3.6).

Before finishing the proof of Proposition 3.1, we record the following elementary lemma:

**Lemma 3.2.** Define \( \psi: (0, \infty) \times \mathbb{R} \to \mathbb{R} \) by \( \psi(a, b) \equiv a + b^2/a \). Then

(i) the function \( \psi \) is convex;

(ii) for each \( b \in \mathbb{R} \), the function \( a \mapsto \psi(a, b) \) is increasing in \((0, b)\) and decreasing in \((b, +\infty)\) and it has a global minimum at \( a = |b| \);

(iii) for \( \lambda > 0 \), if \( a_2 \leq a_1 \) and \( |b| \leq \lambda a_2 \) then \( \psi(a_2, b) \leq Z(\lambda)\psi(a_1, b) \).

**Proof.** The first two properties are readily checked. To prove (iii), note that when \( |b| \leq a_2 \) the conclusion follows from (ii), since \( 1 \leq Z(\lambda) \). When \( a_2 < |b| \) then, by applying (ii) twice,
\[
\psi(a_2, b) \leq \psi(b/\lambda, b) = Z(\lambda)\psi(b, b) \leq Z(\lambda)\psi(a_1, b).
\]

\( \square \)

**Completion of the proof of Proposition 3.1.** We first deal with the case \( p = 1 \). Note that \( \phi_1 \) is continuous and denote also by \( u \) the precise representative of the class \([u] \in W^{1,2}_{1, \text{loc}} \). Consider the set of “good” radii
\[
\mathcal{G} \equiv \left\{ r \in (0, \infty) : u|_{S_r} \text{ is absolutely continuous, (3.1) and (3.3) hold, and } J u(x) = f(x) \text{ for } \mathcal{H}^1 \text{-a.e. } x \in S_r \right\}.
\]
Since $u$ is a Sobolev function, our hypotheses together with an application of Fubini’s theorem show that the $G$ has full measure, i.e. $\mathcal{L}^1(\mathbb{R}^+ \setminus G) = 0$.

Fix $r \in G$. The crucial observation is that $\phi_1$ satisfies the isoperimetric inequality (3.3) with equality: this is easily checked, but it can also be seen as a consequence of the fact that $\phi_1$ maps circles to circles and has degree one. Hence, as $u$ satisfies (3.3) by assumption,

$$\left( \int_{S_r} |D\phi_1 \cdot \nu^1| \, d\theta \right)^2 = 4\pi \int_{B_r} f \, dx \leq \left( \int_{S_r} |Du \cdot \nu^1| \, d\theta \right)^2.$$  

Moreover, $D\phi_1(re^{i\theta})$ is constant on $S_r$ and so, using Jensen’s inequality, we arrive at

$$|D\phi_1 \cdot \nu^1|^2 = \left( \int_{S_r} |D\phi_1 \cdot \nu^1| \, d\theta \right)^2 \leq \int_{S_r} |Du \cdot \nu^1|^2 \, d\theta. \quad (3.7)$$

Here we implicitly assume that $D\phi_1$ and $Du$ are evaluated at the point $x = re^{i\theta}$, in order to lighten the notation; the same convention is used in the rest of the proof.

We now note the following cofactor identity: if $\nu \in \mathbb{S}^1$ and $A \in \mathbb{R}^{2 \times 2}$,

$$\det A = \det A(\nu, \nu) = \langle \text{cof}(A)^T \nu, \nu \rangle = \langle \nu, \text{cof}(A)\nu \rangle.$$  

Using the Cauchy–Schwarz inequality and the fact that $|\text{cof}(A)\nu| = |A\nu^1|$, we have

$$\det A \leq |A\nu| |\text{cof}(A)\nu| \implies |A\nu^1|^2 + \frac{(\det A)^2}{|A\nu^1|^2} \leq |A\nu^1|^2 + |A\nu|^2 = |A|^2. \quad (3.8)$$

We apply (3.8) to $A = Du(x)$, choosing $\nu = x/r$: since $Ju = f$,

$$\int_{S_r} \psi(|Du \cdot \nu^1|^2, f(r)) \, d\theta = \int_{S_r} |Du \cdot \nu^1|^2 + \frac{f^2}{|Du \cdot \nu^1|^2} \, d\theta \leq \int_{S_r} |Du|^2 \, d\theta, \quad (3.9)$$

where $\psi$ is as in Lemma 3.2. By Lemma 3.2(i), Jensen’s inequality applies to yield

$$\psi \left( \int_{S_r} |Du \cdot \nu^1|^2 \, d\theta, f(r) \right) = \psi \left( \int_{S_r} |Du \cdot \nu^1|^2 \, d\theta, \int_{S_r} f(r) \, d\theta \right) \leq \int_{S_r} \psi(|Du \cdot \nu^1|^2, f(r)) \, d\theta. \quad (3.10)$$

Let us also note that we have equality in (3.9) whenever we have equality in (3.8), i.e. whenever we have equality in Cauchy–Schwarz. In other words, we have equality in (3.9) if and only if $\text{cof}(Du)\nu$ is parallel to $Du \cdot \nu$ (or, equivalently, if and only if $\partial_r u \perp \partial_\theta u$), which is the case if $u$ is a radial stretching\(^2\), see also the discussion in the Introduction.

We now take

$$a_1 = \int_{S_r} |Du \cdot \nu^1|^2 \, d\theta, \quad a_2 = |D\phi_1 \cdot \nu^1|^2 = \frac{\rho^2(r)}{r^2}, \quad b = f(r) = \frac{\rho(r) \dot{\rho}(r)}{r}.$$  

From (3.7) we have that $a_2 \leq a_1$ and from (3.5) we have $|b| \leq \lambda a_2$. Hence Lemma 3.2(iii), combined with (3.9) and (3.10), gives

$$\psi \left( |D\phi_1 \cdot \nu^1|^2, f(r) \right) \leq Z(\lambda) \psi \left( \int_{S_r} |Du \cdot \nu^1|^2 \, d\theta, f(r) \right) \leq Z(\lambda) \int_{S_r} |Du|^2 \, d\theta.$$  

\(^2\)Although this is not important for our purposes, it is also the case if $u$ is conformal.
As noted above, \( \phi_1 \) satisfies (3.9) with equality and so
\[
\int_{\mathbb{S}_r} |D\phi_1|^2 \, d\theta = |D\phi_1|^2 = \psi \left( |D\phi_1 \cdot \nu|, f(r) \right).
\]
This proves (3.4) when \( p = 1 \).

The case \( p > 1 \) follows from the case \( p = 1 \): since \( x \mapsto x^{2p} \) is a strictly convex, increasing function over \( \mathbb{R}^+ \), we can apply Jensen’s inequality to conclude that
\[
\int_{\mathbb{S}_r} |D\phi_1|^{2p} \, d\theta = \left( \int_{\mathbb{S}_r} |D\phi_1|^2 \, d\theta \right)^p \leq \left( \int_{\mathbb{S}_r} |Du|^2 \, d\theta \right)^p \leq \int_{\mathbb{S}_r} |Du|^{2p} \, d\theta,
\]
where we also used the fact that \( D\phi_1 \) is constant in \( \mathbb{S}_r \) in the first equality.

Finally, (iii) follows by inspection of the proof. Since \( \psi(a_2, b) < \psi(a_1, b) \) if \( b \leq a_2 < a_1 \), to have equality in (3.4) we must have \( a_2 = a_1 \), that is, we must also have equality in (3.3).

**Remark 3.3.** The dependence on \( \lambda \) in the estimate (3.2) is not uniform. That this must be the case is easily seen by considering regularised versions of Example 2.5, see also Section 4.

We next show that (3.3) holds under natural assumptions.

**Proposition 3.4.** Fix \( p \in [1, \infty) \) and \( R > 0 \). Let \( u \in W^{1,2p}(B_R(0), \mathbb{R}^2) \) be a continuous map such that \( J_u = f \) a.e. in \( B_R(0) \). Suppose furthermore that for a.e. \( r \in (0, R) \) the change of variables formula
\[
\int_{B_r} J_u \, dx = \int_{\mathbb{R}^2} \deg(y, u, B_r) \, dy,
\]
holds. Then (3.3) holds for a.e. \( r \in (0, R) \). Moreover, equality holds in (3.3) if and only if \( u(S_r) \) is a circle which is traversed one time.

In (3.11), \( \deg(y, u, B_r) \) denotes the topological degree of \( u \) at \( y \) with respect to \( B_r \).

**Proof.** We first note that due to the Sobolev regularity of \( u \), \( u(S_r) \) is a continuous rectifiable curve for almost every \( r \in (0, R) \) and hence we may restrict to such \( r \) without loss of generality.

We now recall the following generalised isoperimetric inequality: given a continuous rectifiable curve \( \Gamma \), let \( (E_k)_k \) be the components of \( \mathbb{R}^2 \setminus \Gamma \); on each \( E_k \), \( \Gamma \) has a well-defined winding number \( w_k \). Then we have
\[
4\pi \sum_k w_k^2 \leq l(\Gamma)^2,
\]
with equality if and only if \( \Gamma \) is a circle traversed a finite number of times in a given direction. Here \( l(\Gamma) \) denotes the length of \( \Gamma \). This inequality was proved implicitly in [27, page 487] and then later in [4], but see also [54] for a comprehensive overview.

We want to apply (3.12) when \( \Gamma \colon S^1 \to \mathbb{R}^2 \) is the curve \( \Gamma(\theta) = u(re^{i\theta}) \). Recall that, at a point \( y \), the winding number of the curve \( \Gamma \) with respect to \( y \) is just \( \deg(y, u, B_r) \), see for instance [23, §6.6]. Since \( l(\Gamma) = \int_{S^1} |\text{cof}(Du)| \, d\theta \), we can use (3.12) to get
\[
\int_{\mathbb{R}^2} \deg(y, u, B_r)^2 \, dy \leq \frac{1}{4\pi} \left( \int_{S^1} |\text{cof}(Du)| \, d\theta \right)^2.
\]
As the topological degree is an integer, we deduce from (3.11) that
\[
\int_{B_r} J u \, dx \leq \frac{1}{4\pi} \left( \int_{S_r} |\text{cof}(Du) \nu| \, d\theta \right)^2.
\] (3.13)

This proves (3.3), since $|\text{cof}(A)\nu| = |A\nu^\perp|$ for $A \in \mathbb{R}^{2\times 2}$.

The equality cases follow from the equality cases for (3.12) together with the fact that we must have $\deg(y, u, B_r) = \pm 1$ for $y \in u(B_r)$ to get equality in (3.13).

**Remark 3.5.** For $p > 1$, the continuity assumption in Proposition 3.4 is not restrictive and moreover (3.11) also holds automatically, as maps in a supercritical Sobolev space always satisfy the Lusin (N) property. We refer the reader to [31, 36] for further details.

For $p = 1$ it is not in general the case that solutions are continuous and satisfy (3.11). However, both properties are satisfied over open sets where $f > 0$ a.e., as in this case solutions have finite distortion. Assuming a positive answer to Question 1.3, one can always find solutions satisfying both properties over bounded domains where $f \geq 0$ a.e. [34, Theorem C].

We conclude this section by showing how Theorem A(i) follows from Proposition 3.1.

**Proof of Theorem A(i).** Fix $p \in [1, \infty)$. Since (1.5) holds, Proposition 3.4 applies. As $f$ satisfies (3.1) with $\lambda = 1$, we conclude from (3.4) that $\phi_1$ is a $2p$-energy minimiser.

That $\phi_1$ is the unique $2p$-energy minimiser in $\text{id} + W_0^{1,2p}(B, B)$ follows from Proposition 3.1(iii) and the equality case of Proposition 3.4. Indeed, for any $2p$-energy minimiser $u$ we must have that, for a.e. $r \in (0, R)$, $u(S_r)$ is a circle; that is, using Proposition 2.1, we may write
\[ u(re^{i\theta}) = \psi(r)e^{ir(r, \theta)}. \]

Since $\deg(y, u, B_r) = 1$ for all $y \in u(B_r)$, as $f$ is positive a.e., we see from (2.3) that
\[ \psi(r) = \sqrt{\int_0^r 2sf(s) \, ds} = \rho(r). \]

It is now easy to see from (2.4) that, as $u$ is a minimiser, $\partial_r \gamma(r, \theta) = 0$ for a.e. $r \in (0, R)$. It follows from the boundary condition $u = \text{id}$ on $\partial B$ that $u = \phi_1$.

Finally we prove (1.7). Arguing as in the proof of the case $p > 1$ of Proposition 3.1(i), we have that
\[
\int_B |D\phi_1|^{2p} \, dx \lesssim \int_B |Mf(x)|^p \, dx,
\]
for any $p \in [1, \infty)$. Through the maximal inequality this immediately implies (1.7) for $p > 1$.

To deal with the endpoint $p = 1$ we recall that, whenever $\text{supp} f \subset \bar{B}$, then
\[
\|f\|_{L^\infty log L(B)} \approx \|Mf\|_{L^1(B)},
\]
see for instance [56, page 23]. Extending $f \in X_p(B)$ by zero outside $B$ we finish the proof. \qed

Inspecting the above proof we also readily obtain Corollary B. We also note that the proof of Theorem A(i) does not use any information about the behaviour of solutions on the boundary of the domain. It would be interesting to know the extent to which the boundary condition impacts the symmetry of energy minimisers. A model problem in this direction is
to consider, for $\varepsilon > 0$, the datum $f_\varepsilon(r) \equiv c_\varepsilon r^\varepsilon$, where $c_\varepsilon \equiv \frac{2}{2+\varepsilon}$ is such that $f_{B_1} f_\varepsilon \, dx = 1$. It is easy to see that

$$f_\varepsilon(r) = \frac{2+\varepsilon}{2} \int_{B_r(0)} f \, dx$$

and hence (3.4) shows that, for $\varepsilon \ll 1$, the energy of the corresponding radial stretchings is arbitrarily close to that of any other energy minimiser. However, we do not know whether the corresponding radial stretchings are $2p$-energy minimisers in $id + W^{1,2p}_0(B,B)$.

4 Non-symmetric energy minimisers

In this section we prove part (ii) of Theorem A. For a point $z = (x, y) \in \mathbb{R}^2$, let us write $|z|_1 \equiv |x| + |y|$ for its $\ell^1$-norm and

$$Q_r \equiv \{ z \in \mathbb{R}^2 : |z|_1 < r \}, \quad A_1(r, R) \equiv \{ z \in \mathbb{R}^2 : r < |z|_1 < R \}$$

for the corresponding balls and annuli. The following example, although simple, is useful:

**Example 4.1** (Mapping a ball onto a square). The map

$$\eta(x, y) \equiv \frac{r \text{sgn}(x)}{\sqrt{2}} \begin{cases} (1, 4/\pi \arctan(y/x)) & \text{if } |y| < |x|, \\ (4/\pi \arctan(x/y), 1) & \text{if } |y| \geq |x|, \end{cases}$$

is bi-Lipschitz and satisfies a.e. $\det D\eta = 2/\pi$. For any $r > 0$, we also have $R \circ \eta(B_r) = Q_r$, where $R$ is a rotation by angle $\pi/4$.

The map in Example 4.1 can be found in [33]. In fact, Example 4.1 is an explicit particular case of a more general construction, due to Fonseca–Parry [32, Theorem 5.4]. Their result applies to all domains of the following class:

**Definition 4.2.** A domain $\Omega \subset \mathbb{R}^n$ is of class $C^\varepsilon$ if there are $\varepsilon, \delta > 0$ and $N \in \mathbb{N}$ such that:

(i) $B_\varepsilon(0) \subset \Omega$ and $\Omega$ is bounded and star-shaped with respect to 0, that is, every ray starting at 0 intersects $\partial \Omega$ exactly once;

(ii) there is a finite partition $\Omega = \bigcup_{i=1}^N \Omega_i$ such that each $\Omega_i$ is a cone with vertex at 0, $B_\varepsilon(0) \cap \Omega_i$ is convex, $\partial \Omega_i \cap \partial \Omega$ is $C^1$ and satisfies $\nu(x) \cdot x \geq \delta$ for all $x \in \partial \Omega_i \cap \partial \Omega$, where $\nu$ denotes the outward unit normal.
Given two domains $\Omega, \tilde{\Omega}$ of class $C$, as they are star-shaped with respect to 0, there is a unique Lipschitz function $\psi: \partial \Omega \to (0, +\infty)$ such that $\psi(x)x \in \partial \tilde{\Omega}$ for all $x \in \partial \Omega$. The next theorem was proved in [32], although the statement here is more precise than theirs:

**Theorem 4.3.** Let $\Omega, \tilde{\Omega}$ be two domains of class $C$. Then there is a surjective map $v: \Omega \to \tilde{\Omega}$ which is $L$-bi-Lipschitz, i.e.

\[
\frac{1}{L} |x - y| \leq |v(x) - v(y)| \leq L |x - y| \quad \text{for all } x, y \in \Omega,
\]

and which solves, for $\psi$ as above,

\[
\begin{cases}
Jv = |\tilde{\Omega}|/|\Omega| & \text{in } \Omega, \\
v(x) = \psi(x)x & \text{for } x \in \partial \Omega.
\end{cases}
\]

Moreover, $L > 0$ is a constant which depends only on $\delta, \epsilon, n, N, \text{diam}(\Omega)$ and $\text{diam}(\tilde{\Omega})$.

Our goal is to use Theorem 4.3 to prove Theorem A(ii). If we do not require $f$ to be bounded away from zero, the following yields a simple example:

**Example 4.4.** Let $f = \frac{4}{3} 1_{A(1,2)}$ and note that the radial stretching $\phi_1$ solving $J\phi_1 = f$ is not in $W^{1,2}(B_{1+\delta}(0))$, for any $\delta > 0$, c.f. (4.5). Actually, it is a general fact that $W^{1,2}$ solutions of (1.3) cannot be constant in open sets where $f = 0$, for otherwise they would have integrable distortion and hence would be open mappings.

We can apply Theorem 4.3 to the domains $\Omega = A(1, 2) \cap \{x > 0, y > 0\}$, $\tilde{\Omega} = B_2(0) \cap \{x > 0, y > 0\}$, which are star-shaped with respect to $(1, 1)$, to find a bi-Lipschitz map $u: \Omega \to \tilde{\Omega}$ which has constant Jacobian in $\Omega$. One can then extend $u$ to $B_1(0) \cap \{x > 0, y > 0\}$ in a trivial way, using the boundary data on the arc $S_1 \cap \{x > 0, y > 0\}$, and then extend $u$ to $B_2(0)$ through reflections along the axes, i.e. by setting

\[
u(x, y) = \begin{cases} 
(u^1(x, -y), -u^2(x, -y)) & \text{if } x > 0, y < 0, \\
(-u^1(-x, y), u^2(-x, y)) & \text{if } x < 0, y > 0, \\
(-u^1(-x, -y), -u^2(-x, -y)) & \text{if } x < 0, y < 0,
\end{cases}
\]

see Figure 2. Hence there is a Lipschitz solution $u: B_2(0) \to B_2(0)$ of (1.4).

In order to find an example where $f$ is bounded away from zero we need a substantially more intricate construction. Our goal is to prove the following result:

**Theorem 4.5.** For $\epsilon \in [0, 1]$, consider the family of data

\[
f_\epsilon \equiv \epsilon 1_{B_1(0)} + 1_{A(1,2)} + \frac{6 - \epsilon}{5} 1_{A(2,3)}. \tag{4.2}
\]

There is a Lipschitz map $u_\epsilon: B_3(0) \to B_3(0)$ such that

\[
\begin{cases}
J u_\epsilon = f_\epsilon & \text{in } B_3(0), \\
J u_\epsilon = \text{id} & \text{on } S_3,
\end{cases}
\]

and moreover there is a constant $C$, independent of $\epsilon$, such that

\[
\|Du_\epsilon\|_\infty \leq C. \tag{4.4}
\]
Let us just note that, once Theorem 4.5 is proved, the proof of Theorem A is easily finished:

**Proof of Theorem A(ii).** Note that $f_{\varepsilon} \geq \varepsilon$ and that $\int_{B_{3}(0)} f_{\varepsilon} \, dx = 1$, so that indeed $f_{\varepsilon}$ satisfies (1.5). Let $\phi_{\varepsilon}$ be the unique radial stretching solving (4.3), where $f_{\varepsilon}$ is as in (4.2).

Explicitly, $\phi_{\varepsilon}(z) = \rho_{\varepsilon}(r)\frac{z}{r}$ where, for $r \in (1, 2),$

$$\rho_{\varepsilon}(r) = \sqrt{r^2 - 1 + \varepsilon} \quad \implies \quad |\rho'_{\varepsilon}(r)|^2 = \frac{r^2}{r^2 - 1 + \varepsilon}. \tag{4.5}$$

Using Lemma 2.4 we see that, as $\varepsilon \searrow 0,$

$$\left(9\pi\right)^{\frac{p-1}{2p}} \|D\phi_{\varepsilon}\|_{L^{2p}(B_{3})} \geq \|D\phi_{\varepsilon}\|_{L^{2}(B_{3})} \nearrow +\infty,$$

for any $p \in [1, \infty).$ Moreover, by (4.4), the maps $u_{\varepsilon}$ satisfy

$$\|D\phi_{\varepsilon}\|_{L^{2p}(B_{3})} \lesssim 1,$$

uniformly in $\varepsilon$ and $p$. This completes the proof. \hfill \Box

It thus remains to prove Theorem 4.5. We begin by constructing an auxiliary map.

**Lemma 4.6 (Mapping a wedge onto an ‘A’).** For $\varepsilon \in [0, 1]$, consider the sets

$$\Lambda \equiv A_{1}(2, 3) \cap \{y > 0\}, \quad A_{\varepsilon} \equiv \Lambda \cup \{1 + \varepsilon(1 - |x|) < y \leq 2 - |x|\}.$$

Let us write $\partial \Lambda = \Gamma_{1} \cup \Gamma_{2}$, where $\Gamma_{1} \equiv \partial \Lambda \setminus A_{\varepsilon}$, and consider boundary data

$$\gamma_{\varepsilon}(x, y) = \begin{cases} (x, y) & \text{on } \Gamma_{1}, \\ (x, 1 + \varepsilon(y - 1)) & \text{on } \Gamma_{2}. \end{cases}$$

There is a surjective Lipschitz map $w_{\varepsilon}: \Lambda \to A_{\varepsilon}$, with $\|Dw_{\varepsilon}\|_{\infty} \leq C$, and such that

$$\begin{cases} Jw_{\varepsilon} = \frac{6-\varepsilon}{5} & \text{in } \Lambda, \\ w_{\varepsilon} = \gamma_{\varepsilon} & \text{on } \partial \Lambda. \end{cases}$$
Proof. Take \( \Lambda^+ \equiv \Lambda \cap \{ x > 0 \} \) and \( A^+_\varepsilon \equiv A_\varepsilon \cap \{ x > 0 \} \). Consider the map \( \tau_\varepsilon \equiv (\tau_1, \tau_2) \) defined for \((x, y) \in \Lambda^+\) by

\[
\tau_1(x, y) \equiv x, \quad \tau_2(x, y) \equiv \begin{cases} 
\frac{1}{2} (2\varepsilon (x - 1)(x + y - 3) - x^2 + 3x + y^2 - y) & \text{if } x \in [0, 1], \\
\frac{1}{2} (x(2y - 5) + x^2 + y^2 - 3y + 6) & \text{if } x \in [1, 2], \\
\frac{1}{2} y(x + y - 1) & \text{if } x \in [2, 3]. 
\end{cases}
\]

Since \( J\tau_\varepsilon = \partial_y \tau_2 \), it follows that for \((x, y) \in \Lambda^+\) we have

\[
J\tau_\varepsilon(x, y) = \begin{cases} 
\varepsilon(x - 1) + (y - \frac{1}{2}) & \text{if } x \in [0, 1], \\
x + y - \frac{3}{2} & \text{if } x \in [1, 2], \\
\frac{1}{2} (x - 1) + y & \text{if } x \in [2, 3]. 
\end{cases}
\]

It is easy to check that \( J\tau_\varepsilon \in C^{0,1}(\Lambda^+) \) and \( J\tau_\varepsilon \geq \frac{1}{2} \) in \( \Lambda^+ \). Note that \( \tau_\varepsilon: \Lambda^+ \to A^+_\varepsilon \) is a bi-Lipschitz homeomorphism such that

\[
\tau_\varepsilon(\partial\Lambda^+ \cap \partial A) = \gamma_\varepsilon \mid_{\partial\Lambda^+ \cap \partial A} \quad \text{and} \quad \tau_\varepsilon(\partial\Lambda^+ \setminus \partial A) = \partial\Lambda^+ \setminus \partial A;
\]

in fact, we found \( \tau_\varepsilon \) by looking for maps with these properties such that \( \tau_2 \) is a piecewise second order polynomial in \( y \). See also Figure 3.

![Figure 3: The map \( \tau_\varepsilon \), mapping \( \Lambda^+ \) onto \( A^+_\varepsilon \). Apart from the segment with the two dashed arrows, \( \tau_\varepsilon \) is the identity on \( \partial\Lambda^+ \).
](image)

We now want to apply the Dacorogna–Moser theory to find a map \( w_\varepsilon: \Lambda^+ \to A^+_\varepsilon \) with constant Jacobian. However, since \( A^+_\varepsilon \) is just Lipschitz\(^3\) this cannot be done directly. Instead, we use Theorem 4.3 to find a bi-Lipschitz homeomorphism \( a_\varepsilon: A^+_\varepsilon \to B_1(0) \) with constant Jacobian (explicitly, \( J a_\varepsilon = \frac{2\pi}{6-\varepsilon} \)), and we take a solution of

\[
\begin{cases} 
J_{\sigma_\varepsilon} = g_\varepsilon & \text{in } B_1(0), \\
\sigma_\varepsilon = \text{id} & \text{on } S^1, \\
g_\varepsilon \equiv \frac{6 - \varepsilon}{5} \frac{1}{J_{\tau_\varepsilon} \circ \tau_\varepsilon^{-1} \circ a_\varepsilon^{-1}}. 
\end{cases}
\]

Note that, by the change of variables formula, and writing \( \chi_\varepsilon \equiv a_\varepsilon \circ \tau_\varepsilon \),

\[
\int_{B_1(0)} g_\varepsilon = \frac{6 - \varepsilon}{5} \int_{B_1(0)} \frac{J\chi_\varepsilon^{-1}}{J_{\tau_\varepsilon} \circ \chi_\varepsilon^{-1}} = \frac{6 - \varepsilon}{5} \int_{B_1(0)} \frac{J\chi_\varepsilon \circ \chi_\varepsilon^{-1}}{J_{\tau_\varepsilon} \circ \chi_\varepsilon^{-1}}. 
\]

\(^3\)The Dacorogna–Moser theory [21] requires the domain to be at least of class \( C^{3,\alpha} \).
thus $g_\varepsilon$ satisfies the required compatibility condition. For any $\alpha \in (0, 1)$, we can additionally suppose that
\[
\|\sigma_\varepsilon - \text{id}\|_{C^{1,\alpha}} \leq C(\alpha, \|g_\varepsilon\|_{C^{0,1}}) \|g_\varepsilon - 1\|_{C^{0,\alpha}} \leq C(\alpha),
\]
see [55, Theorem 8]. Here the last inequality follows from the fact that the bi-Lipschitz constants of $a_\varepsilon, \tau_\varepsilon$ are uniformly bounded with $\varepsilon \in [0, 1]$, since the geometric parameters of $A_\varepsilon^+$, according to Definition 4.2, are also bounded. We now take $w_\varepsilon : \Lambda^+ \rightarrow A_\varepsilon^+$ to be
\[
w_\varepsilon \equiv a^{-1}_\varepsilon \circ \sigma_\varepsilon \circ a_\varepsilon \circ \tau_\varepsilon
\]
and then extend $w_\varepsilon$ to $\Lambda \setminus \Lambda^+$ through a reflection, similarly to (4.1). This yields the required map.  

---

**Figure 4:** The map $\tilde{u}_\varepsilon$ constructed in the proof of Theorem 4.5.

**Proof of Theorem 4.5.** Consider the map $v_\varepsilon$ defined on $Q_2$ by
\[
v_\varepsilon(x, y) = \begin{cases} 
(x, \varepsilon y) & \text{if } (x, y) \in Q_1, \\
(x, y) & \text{if } (x, y) \in A_1(1, 2) \text{ and } |x| > 1, \\
(x, y - (1 - \varepsilon)(1 - |x|)) & \text{if } (x, y) \in A_1(1, 2) \text{ and } |x| < 1, y > 0, \\
(x, y + (1 - \varepsilon)(1 - |x|)) & \text{if } (x, y) \in A_1(1, 2) \text{ and } |x| < 1, y < 0.
\end{cases}
\] (4.6)

It is easy to check that $Jv_\varepsilon = \varepsilon 1_{Q_1} + 1_{A_1(1,2)}$. Let $w_\varepsilon$ be the map from Lemma 4.6 and consider
\[
\tilde{u}_\varepsilon \equiv \begin{cases} 
v_\varepsilon & \text{in } Q_2, \\
w_\varepsilon & \text{in } \Lambda, \\
\bar{w}_\varepsilon & \text{in } \bar{\Lambda},
\end{cases}
\]
where $\bar{\Lambda} \equiv \{(x, -y) : (x, y) \in \Lambda\}$ and $\bar{w}_\varepsilon(x, y) \equiv (w_1^1(x, -y), -w_2^2(x, -y))$, see Figure 4. Thus
\[
J\tilde{u}_\varepsilon = \varepsilon 1_{Q_1} + 1_{A_1(1,2)} + \frac{6 - \varepsilon}{5} 1_{A_1(2,3)}.
\]
Recall the map \( \eta \) from Example 4.1 and let \( R \) be a rotation by angle \( \frac{\pi}{4} \). Taking
\[
u_{\varepsilon} \equiv (R \circ \eta)^{-1} \circ \tilde{u}_{\varepsilon} \circ (R \circ \eta),
\]
the proof is finished. \( \square \)

5 Non-uniqueness of energy minimisers

The goal of this section is to prove Theorem C, which we restate here:

**Theorem 5.1.** Fix \( 1 \leq p < \infty \). There is a radially symmetric function \( f \in \mathcal{H}^p(\mathbb{R}^2) \) which has uncountably many \( 2p \)-energy minimisers, modulo rotations.

A more informative statement can be found in Corollary 5.6, at the end of the section. The proof of Theorem 5.1 relies mostly on elementary tools and the most sophisticated result that we use is the following:

**Theorem 5.2** (Sierpiński). Let \( (X_n) \) be disjoint closed sets such that \( I = \bigcup_{n \in \mathbb{N}} X_n \), where \( I = [a, b] \subset \mathbb{R} \). There is at most one \( n \in \mathbb{N} \) such that \( X_n \) is non-empty.

Theorem 5.2 is only needed to obtain uncountably many distinct minimisers, as non-uniqueness follows already from more elementary means. We also note that Theorem 5.2 holds more generally for a compact, connected Hausdorff space, see e.g. [24, Theorem 6.1.27]. In the case of an interval there is a simple proof, which we give here for the sake of completeness:

**Proof.** Take \( Y \equiv \bigcup_n \partial X_n = I \setminus \bigcup_n \text{int}(X_n) \), which is closed, thus a complete metric space.

We observe that the set \( Y \) has empty interior in \( I \), i.e. any open interval \( L \) contains an open set \( U \) disjoint from \( Y \). Indeed, from the Baire Category Theorem we see that there is an open set \( U \subseteq L \) and some \( X_m \) which is dense in \( U \). Since \( X_m \) is closed, we must have \( U \subseteq \text{int} X_m \) and thus \( U \) is disjoint from \( Y \).

By the Baire Category Theorem there is also some open subinterval \( J \) of \( I \) and some \( n \in \mathbb{N} \) such that \( \partial X_n \) is dense in \( Y \cap J \). Since \( \partial X_n \) is closed we have \( \partial X_n \cap J = Y \cap J \). Thus \( (Y \setminus \partial X_n) \cap J = \emptyset \).

Suppose now that \( X_n \neq I \). It follows that \( J \) intersects \( Y \setminus \partial X_n \). Indeed, since \( Y \) has empty interior in \( I \), \( J \) intersects \( I \setminus X_n \) and so it intersects \( \text{int}(X_k) \) for some \( k \). Actually, \( J \) must intersect \( \partial X_k \); otherwise, \( \text{int}(X_k) \cap J \) is non-empty, open and closed in \( J \), thus \( \text{int} X_k = J \), since \( J \) is connected; clearly this is impossible, since \( X_k \) is disjoint from \( X_n \). So we proved that \( J \) intersects \( Y \setminus \partial X_n \), contradicting the previous paragraph. \( \square \)

We are now ready to begin the proof of Theorem 5.1, whose core idea is contained in the following lemma.

**Lemma 5.3.** Let \( u \) be a \( 2p \)-energy minimiser for a radially symmetric function \( f \in \mathcal{H}^p(\mathbb{R}^2) \). For \( \alpha_0 \in [0, 2\pi] \), consider the set
\[
X_{\alpha_0} \equiv \{ \alpha \in [0, 2\pi] : u_{\alpha} = u_{\alpha_0} \text{ modulo rotations} \}, \quad \text{where } u_{\alpha}(z) \equiv u(e^{i\alpha}z). \tag{5.1}
\]
Assume that \( f \in C^0(B_R) \) has a sign. If \( X_{\alpha_0} = [0, 2\pi] \) then there is \( k \in \mathbb{Z} \setminus \{0\} \) such that
\[
u(z) = \phi_k(z) \quad \text{in } B_R, \text{ modulo rotations.}
\]
Proof. If \( X_0 = [0, 2\pi] \) then, for any \( \alpha \in [0, 2\pi] \) and \( z \in B_R \), we have \( |u(e^{i\alpha} z)| = |u(z)| \); that is, circles in \( B_R \), centred at zero, are mapped to circles centred at zero.

For each \( r \in (0, R) \), we have \( 0 \notin u(S_r) \). Indeed, for each ball \( B \in B_R \), there is \( c = c(B) > 0 \) such that \( f \geq c \) in \( B \) (or \( f \leq -c \), but by reversing orientations we can always consider the first case without loss of generality). Thus, in \( B_r \), \( u \) is a map of integrable distortion and so it is both continuous and open [42]. Therefore \( \partial(u(B_r)) \subseteq u(\partial B_r) = u(S_r) \) and we see that \( u(S_r) \neq \{0\} \). Since \( u(S_r) \) is a circle, we conclude that \( 0 \notin u(S_r) \).

By Proposition 2.1 we may write

\[
u(r, \theta) = \psi(r, \theta)e^{i\gamma(r, \theta)}
\]

(5.2)

where \( \psi \in W^1,2p([0, R] \times [0, 2\pi]) \) and \( \gamma \in W^1,2p([\varepsilon, R] \times [0, 2\pi]) \) satisfy (2.2) and \( \varepsilon > 0 \) is arbitrary. For \( r < R \), \( u(S_r) = S_r \), that is, \( \psi(r, \theta) \) is independent of \( \theta \). Thus, by (2.3), \( J_u = f \) reduces to

\[
\partial_r(\psi^2)\partial_\theta^2 = 2rf(r),
\]

(5.3)

which is valid for almost every \((r, \theta) \in (0, R] \times [0, 2\pi]\). Since both \( \psi \) and the right-hand side are independent of \( \theta \) we must have \( \gamma(r, \theta) = k\theta + \beta(r) \) and additionally there is the compatibility constraint (2.2) which yields \( k \in \mathbb{Z} \). We may assume that \( k \neq 0 \): otherwise (5.3) shows that \( \beta = 0 \) a.e., which is impossible. Since \( u \) is a 2p-energy minimiser, (2.4) readily implies that \( \beta \) is constant. We integrate both sides of (5.3), using \( \psi(0) = 0 \), to find

\[
\psi(r)^2 = \frac{1}{k} \int_0^r 2sf(s) \, ds \quad \text{for } r < R.
\]

Thus, modulo rotations, \( u = \phi_k \) in \( B_R \).

In fact, the same argument applied in an annulus \( A(R_0, R) \) gives the following variant:

Lemma 5.4. Consider the setup of Lemma 5.5, but replace \( B_R \) by \( A(R_0, R) \). Then there is \( k \in \mathbb{Z} \setminus \{0\} \) and \( c \in \mathbb{R} \) such that, in \( A(R_0, R) \),

\[
u(z) = \psi(r)e^{2\pi ik\theta} \quad \text{modulo rotations}, \quad \text{where } \psi(r)^2 = \frac{1}{k} \int_{R_0}^r 2sf(s) \, ds + c.
\]

We now combine the previous two lemmas.

Lemma 5.5. There is a radially symmetric \( f \in H^p(\mathbb{R}^2) \), admitting a 2p-energy minimiser \( u \), for which we have \( X_0 \neq [0, 2\pi] \), where \( X_0 \) is as in (5.1).

Proof. We take a function \( f: \mathbb{R}^2 \to \mathbb{R} \) satisfying the following conditions:

\[
f \in C^1(\mathbb{R}^2) \text{ is radially symmetric,}
\]

\[
\int_{B_2} f \, dx = \int_{\mathbb{R}^2} f \, dx = 0
\]

\[
f(r) < 0 \text{ if } 0 < r < 1, \quad f(r) > 0 \text{ if } 1 < r < 2, \quad f(r) = (4 - r)^+ \text{ if } 3 < r.
\]

By [46, Theorem 4], there is \( v \in C^1(\overline{B_4}, \mathbb{R}^2) \) such that \( J_v = f \) and \( v = 0 \) on \( S_4 \); in particular, by extending \( v \) by zero outside \( B_4 \), we have \( v \in W^{1,2p}(\mathbb{R}^2, \mathbb{R}^2) \). Since the 2p-Dirichlet energy is convex, the Direct Method, combined with the sequential weak continuity of the Jacobian,
shows that \( f \) has at least one \( 2p \)-energy minimiser and we call it \( u \), using it to define the sets in (5.1).

Suppose, for the sake of contradiction, that \( X_0 = [0, 2\pi] \). Using Lemmas 5.3 and 5.4, we deduce that there are angles \( \alpha, \alpha' \in [0, 2\pi) \), numbers \( k, k' \in \mathbb{Z} \) and \( c \in \mathbb{R} \) such that

\[
u = e^{i\alpha} \phi_k \quad \text{in} \quad B_1, \quad u = e^{i\alpha'} \left( \psi(r)e^{2\pi ik'} \right) \quad \text{in} \quad A(1,2),
\]

where, for \( r \in (1,2) \),

\[
\psi(r)^2 = \frac{1}{k} \int_1^r 2sf(s) \, ds + c.
\]

In the notation of Definition 2.3, we must have

\[
e^{i\alpha + ik\theta} \frac{\rho(1)}{\sqrt{|k|}} \equiv \text{Tr}_{S_1} u|_{B_1} = \text{Tr}_{S_1} u|_{A(1,2)} \equiv e^{i\alpha' + ik'\theta} c
\]

in \( L^{2p}(S_1) \). It is easy to conclude that \( \alpha = \alpha' \), \( k = k' \) and \( c = \rho(1)/\sqrt{|k|} \), and so, modulo rotations, actually \( u = \phi_k \) in \( B_2 \). It is now easy to verify directly that, for \( f \) as in (5.4), we have

\[
\int_0^2 |\hat{\rho}(r)|^2 \, dr = +\infty,
\]

and so by Lemma 2.4 \( u \not\in W^{1,2}(B_2,\mathbb{R}^2) \), which is a contradiction. Alternatively, one can infer that \( u \not\in W^{1,2}(B_2,\mathbb{R}^2) \) from [49, Theorem 3.4].

**Proof of Theorem 5.1.** Let \( f \) and \( u \) be as in Lemma 5.5. For each \( \alpha \in [0, 2\pi] \), it is easy to check that the set \( X_\alpha \) is closed. We may write, for some index set \( A \),

\[
[0, 2\pi] = \bigcup_{\alpha \in A} X_\alpha, \quad \text{where the union is disjoint.}
\]

For distinct \( \alpha, \alpha' \in A \), \( X_\alpha \) and \( X_{\alpha'} \) correspond to distinct equivalence classes of \( 2p \)-energy minimisers, and so by Lemma 5.5 we must have \( \#A > 1 \). But now Theorem 5.2 shows that \( A \) must be uncountable.

We also note that the proof of Lemma 5.3 yields the following corollary:

**Corollary 5.6.** Let \( f \in \mathcal{K}^p(\mathbb{R}^2) \) be radially symmetric and suppose \( u \) is its unique \( 2p \)-energy minimiser, modulo rotations. If \( u \) is continuous then \( u = \phi_k \) for some \( k \in \mathbb{Z} \setminus \{0\} \).

Clearly the continuity assumption is not restrictive if \( p > 1 \).

**Proof.** As in the proof of Lemma 5.3 we conclude that \( u \) maps circles centred at zero to circles and that \( (r, \theta) \mapsto |u(re^{i\theta})| \) is independent of \( \theta \). Thus we write simply \( |u(r)| \).

We show that the set \( \{ r \in (0,\infty) : |u(r)| > 0 \} \) is connected. Suppose, by way of contradiction, that there are \( r_1 < r_2 < r_3 \) such that \( |u(r_1)|, |u(r_3)| > 0 \) but \( |u(r_2)| = 0 \). We get another \( 2p \)-energy minimiser for \( f \) by setting

\[
v(z) = \begin{cases} 
u(z), & |z| \leq r_2, \\ e^{i\theta} \nu(z), & |z| > r_2, \end{cases}
\]
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contradicting the assumption that the $2p$-energy minimiser for $f$ is unique modulo rotations.

Thus we can write, for some $0 \leq R_1 \leq R_2 \leq \infty$,

$$\{r \in (0, \infty) : |u(r)| > 0\} = (R_1, R_2).$$

We can use Lemma 5.4 to conclude that $u = \phi_k$ in $A(R_1, R_2)$, modulo rotations. Moreover, clearly we must have $f(r) = 0$ if $r \not\in (R_1, R_2)$. Thus $\phi_k(z) = 0$ if $r \not\in (R_1, R_2)$ and so $u = \phi_k$ outside $A(R_1, R_2)$ as well.

Acknowledgments. We thank Tadeusz Iwaniec for suggesting the formula of the map in (4.6).

References

[1] Ball, J. M. Convexity conditions and existence theorems in nonlinear elasticity. *Archive for Rational Mechanics and Analysis* 63, 4 (1977), 337–403.
[2] Ball, J. M. Global invertibility of Sobolev functions and the interpenetration of matter. *Proceedings of the Royal Society of Edinburgh: Section A Mathematics* 88, 3-4 (1981), 315–328.
[3] Ball, J. M. Discontinuous Equilibrium Solutions and Cavitation in Nonlinear Elasticity. *Philosophical Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences* 306, 1496 (1982), 557–611.
[4] Banchoff, T. F., and Pohl, W. F. A generalization of the isoperimetric inequality. *Journal of Differential Geometry* 6, 2 (1971), 175–192.
[5] Bartle, R. G., and Graves, L. M. Mappings Between Function Spaces. *Transactions of the American Mathematical Society* 72, 3 (1952), 400.
[6] Bauman, P., Owen, N. C., and Phillips, D. Maximum principles and a priori estimates for an incompressible material in nonlinear elasticity. *Communications in Partial Differential Equations* 17, 7-8 (1992), 1185–1212.
[7] Bessaga, C., and Pełczyński, A. *Selected topics in infinite-dimensional topology*. Panstwowe wyd. naukowe, 1975.
[8] Bethuel, F., and Zheng, X. Density of smooth functions between two manifolds in Sobolev spaces. *Journal of Functional Analysis* 80, 1 (1988), 60–75.
[9] Bonami, A., Iwaniec, T., Jones, P., and Zinsmeister, M. On the product of functions in BMO and $H^1$. *Annales de l’Institut Fourier* 57, 5 (2007), 1405–1439.
[10] Bourgain, J., and Brezis, H. On the equation $\text{div} Y = f$ and application to control of phases. *Journal of the American Mathematical Society* 16, 02 (2002), 393–427.
[11] Bourgain, J., Brezis, H., and Mironescu, P. Lifting in Sobolev spaces. *Journal d’Analyse Mathématique* 80, 1 (2000), 37–86.
[12] Brenier, Y. Polar factorization and monotone rearrangement of vector-valued functions. *Communications on Pure and Applied Mathematics* 44, 4 (1991), 375–417.
[13] Burago, D., and Kleiner, B. Separated nets in Euclidean space and Jacobians of biLipschitz maps. *Geometric And Functional Analysis* 8, 2 (1998), 273–282.
[14] Chaudhuri, N., and Karakhanyan, A. L. On derivation of Euler-Lagrange equations for incompressible energy-minimizers. *Calculus of Variations and Partial Differential Equations* 36, 4 (2009), 627–645.
[15] Chen, C. Y., and Kristensen, J. On coercive variational integrals. *Nonlinear Analysis: Theory, Methods & Applications* 153 (2017), 213–229.
[16] Chipot, M., and Kinderlehrer, D. Equilibrium configurations of crystals. *Archive for Rational Mechanics and Analysis* 103, 3 (1988), 237–277.

[17] Coifman, R. R., Lions, P. L., Meyer, Y., and Semmes, S. Compensated compactness and Hardy spaces. *Journal de Mathématiques Pures et Appliquées* 9, 72 (1993), 247–286.

[18] Coifman, R. R., and Weiss, G. Extensions of Hardy spaces and their use in analysis. *Bulletin of the American Mathematical Society* 83, 4 (1977), 569–646.

[19] Csató, G., Dacorogna, B., and Kneuss, O. The Pullback Equation for Differential Forms. Birkhäuser Boston, 2012.

[20] Dacorogna, B. A relaxation theorem and its application to the equilibrium of gases. *Archive for Rational Mechanics and Analysis* 77, 4 (1981), 359–386.

[21] Dacorogna, B., and Moser, J. On a partial differential equation involving the Jacobian determinant. *Annales de l’Institut Henri Poincare (C) Non Linear Analysis* 7, 1 (1990), 1–26.

[22] De Philippis, G., and Figalli, A. The Monge–Ampère equation and its link to optimal transportation. *Bulletin of the American Mathematical Society* 51, 4 (2014), 527–580.

[23] Deimling, K. *Nonlinear Functional Analysis*. Springer, Berlin, Heidelberg, 1985.

[24] Engelking, R. *General topology*, revised ed. Sigma series in pure mathematics – volume 6, Berlin, 1989.

[25] Evans, L. C., and Gariepy, R. F. On the partial regularity of energy-minimizing, area-preserving maps. *Calculus of Variations and Partial Differential Equations* 9, 4 (1999), 357–372.

[26] Evans, L. C., and Gariepy, R. F. *Measure Theory and Fine Properties of Functions, Revised Edition*, 1st ed. Chapman and Hall/CRC, New York, 2015.

[27] Federer, H., and Fleming, W. H. Normal and integral currents. *Annals of Mathematics* 72, 3 (1960), 458–520.

[28] Fernandez, C. S. A Counterexample to the Bartle-Graves Selection Theorem for Multilinear Maps. *Proceedings of the American Mathematical Society* 126, 9 (1998), 2687–2690.

[29] Fischer, J., and Kneuss, O. Bi-Sobolev solutions to the prescribed Jacobian inequality in the plane with $L^p$ data and applications to nonlinear elasticity. *Journal of Differential Equations* 266, 1 (2019), 257–311.

[30] Fonseca, I. The lower quasiconvex envelope of stored energy function for an elastic crystal. *Journal de Mathématiques Pures et Appliquées* 67 (1988), 175–195.

[31] Fonseca, I., and Gangbo, W. *Degree theory in analysis and applications*. Oxford University Press, 1995.

[32] Fonseca, I., and Parry, G. Equilibrium configurations of defective crystals. *Archive for Rational Mechanics and Analysis* 120, 3 (1992), 245–283.

[33] Griezentrog, J. A., Höppner, W., Kaiser, H. C., and Rehberg, J. A bi-Lipschitz continuous, volume preserving map from the unit ball onto a cube. *Note di Matematica* 28, 1 (2008), 177–193.

[34] Guerra, A., Koch, L., and Lindberg, S. Nonlinear open mapping principles, with applications to the Jacobian equation and other scale-invariant PDEs. *arXiv preprint arXiv:2010.10497* (2020).

[35] Guerra, A., Koch, L., and Lindberg, S. The Dirichlet problem for the Jacobian equation in critical and supercritical Sobolev spaces. *arXiv preprint arXiv:2009.03621* (2020).

[36] Hencl, S., and Koskela, P. *Lectures on Mappings of Finite Distortion*, vol. 2096 of Lecture Notes in Mathematics. Springer International Publishing, Cham, 2014.

[37] Hogan, J., Li, C., McIntosh, A., and Zhang, K. Global higher integrability of Jacobians on bounded domains. *Annales de l’Institut Henri Poincare (C) Analyse Non Lineaire* 17, 2 (2000),
193–217.

[38] Hytönen, T. P. The $L^p$-to-$L^q$ boundedness of commutators with applications to the Jacobian operator. *arXiv:1804.11167* (2018), 1–35.

[39] Iwaniec, T. Nonlinear commutators and jacobians. *The Journal of Fourier Analysis and Applications* 3, S1 (1997), 775–796.

[40] Iwaniec, T., and Martin, G. *Geometric Function Theory and Non-linear Analysis*. Clarendon Press, 2001.

[41] Iwaniec, T., and Onninen, J. *n-Harmonic Mappings Between Annuli: The Art of Integrating Free Lagrangians*, vol. 218. Memoirs of the American Mathematical Society, Providence, RI, 2012.

[42] Iwaniec, T., and Šverák, V. On Mappings with Integrable Dilatation. *Proceedings of the American Mathematical Society* 118, 1 (1993), 181.

[43] Jayne, J. E., and Rogers, C. A. Borel selectors for upper semi-continuous set-valued maps. *Acta Mathematica* 155, 1 (1985), 41–79.

[44] Karakhanyan, A. L. Sufficient conditions for regularity of area-preserving deformations. *Manuscripta Mathematica* 138, 3-4 (2012), 463–476.

[45] Karakhanyan, A. L. Regularity for energy-minimizing area-preserving deformations. *Journal of Elasticity* 114, 2 (2014), 213–223.

[46] Kneuss, O. On the equation $\det \nabla \varphi = f$ prescribing $\varphi = 0$ on the boundary. *Differential Integral Equations* 25, 11/12 (2012), 1037–1052.

[47] Kouamatos, K., Rindler, F., and Wiedemann, E. Differential Inclusions and Young Measures Involving Prescribed Jacobians. *SIAM Journal on Mathematical Analysis* 47, 2 (2015), 1169–1195.

[48] Lindberg, S. A note on the Jacobian problem of Coifman, Lions, Meyer and Semmes. *In preparation*.

[49] Lindberg, S. On the Jacobian equation and the Hardy space $\mathcal{H}^1(C)$. *Annales Academiae Scientiarum Fennicae Mathematica Dissertationes* 160 (2015), 1–64.

[50] Lindberg, S. On the Hardy Space Theory of Compensated Compactness Quantities. *Archive for Rational Mechanics and Analysis* 224, 2 (2017), 709–742.

[51] McMullen, C. T. Lipschitz maps and nets in Euclidean space. *Geometric and Functional Analysis* 8, 2 (1998), 304–314.

[52] Moser, J. On the Volume Elements on a Manifold. *Transactions of the American Mathematical Society* 120, 2 (1965), 286–294.

[53] Müller, S. Higher integrability of determinants and weak convergence in $L^1$. *Journal für die reine und angewandte Mathematik (Crelles Journal)* 1990, 412 (1990), 20–34.

[54] Osserman, R. The isoperimetric inequality. *Bulletin of the American Mathematical Society* 84, 6 (1978), 1182–1239.

[55] Rivièrè, T., and Ye, D. Resolutions of the prescribed volume form equation. *Nonlinear Differential Equations and Applications NoDEA* 3, 3 (1996), 323–369.

[56] Stein, E. M. *Singular Integrals and Differentiability Properties of Functions (PMS-30)*. Princeton University Press, 1970.

[57] Stein, E. M. *Harmonic Analysis (PMS-43), Volume 43: Real-Variable Methods, Orthogonality, and Oscillatory Integrals. (PMS-43)*. Princeton University Press, 2016.

[58] Ye, D. Prescribing the Jacobian determinant in Sobolev spaces. *Annales de l’Institut Henri Poincare (C) Non Linear Analysis* 11, 3 (1994), 275–296.