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1 Introduction

1.1 $C_p$ condition

We recall that a weight $w$, i.e., a non-negative locally integrable function, belongs to the Muckenhoupt $A_p$ class for $1 < p < \infty$ if

$$[w]_p = \sup_Q \left( \frac{1}{|Q|} \int_Q w \right) \left( \frac{1}{|Q|} \int_Q w^{-\frac{1}{p-1}} \right)^{p-1} < \infty,$$

where the supremum is taken over all the cubes in $\mathbb{R}^n$ with the sides parallel to the axes. In addition, in the case $p = 1$ we say that $w \in A_1$ if

$$Mw \leq \kappa w \text{ a.e.}$$

*Corresponding author
and we define \([w]_{A_p} = \inf\{\kappa > 0 : Mw \leq \kappa w \text{ a.e.}\}\). The quantity \([w]_{A_p}\) is called the \(A_p\) constant or characteristic of the weight \(w\). We say that \(w \in A_\infty\) if
\[
[w]_{A_\infty} = \sup_Q \frac{1}{w(Q)} \int_Q M(w\chi_Q) < \infty.
\]

The Calderón-Zygmund principle states that for each singular operator there exists a maximal operator that "controls" it. A paradigmatic example of that principle is the Coifman-Fefferman estimate, namely,
\[
\|T^*f\|_{L^p(w)} \leq c\|Mf\|_{L^p(w)},
\]
where \(T^*\) stands for the maximal Calderón-Zygmund operator (see Subsection 2.1 for the precise definition). This kind of estimates plays a central role in modern Euclidean harmonic analysis. In particular we emphasize its key role in the main result in [24].

The estimate in (1.1) leads to a natural question. Is the \(A_\infty\) condition necessary for (1.1) to hold? Muckenhoupt [28] provided a negative answer to the question. He proved that in the case when \(T\) is the Hilbert transform, (1.1) does not imply that \(w\) satisfies the \(A_\infty\) condition. He showed that if (1.1) holds with \(p > 1\) and \(T\) is the Hilbert transform, then \(w \in C_p\), i.e., there exist \(c, \delta > 0\) such that for every cube \(Q\) and every subset \(E \subseteq Q\) we have
\[
w(E) \leq c\left(\frac{|E|}{|Q|}\right) \int_{\mathbb{R}^n} M(\chi_Q)p w.
\]

Observe that \(A_\infty \subset C_p\) for every \(p > 0\). Muckenhoupt [28] showed, in dimension one, that if \(w \in A_p\), \(1 < p < \infty\), then \(w\chi_{[0,\infty)} \in C_p\). In the same paper it was conjectured that the \(C_p\) condition is also sufficient for (1.1) to hold, which is still open. Not much later, the necessity of the \(C_p\) condition was extended to an arbitrary dimension and a converse result was provided by Sawyer [39]. More precisely he proved the following result.

**Theorem I** (See [39]). Let \(1 < p < \infty\) and let \(w \in C_{p+\epsilon}\) for some \(\epsilon > 0\). Then
\[
\|T^*(f)\|_{L^p(w)} \leq c\|Mf\|_{L^p(w)}.
\]

Relying upon Sawyer’s techniques, Yabuta [40, Theorem 2] established the following result extending the classical result of Fefferman and Stein [10] relating \(M\) to the sharp maximal \(M^\#\) function [17].

**Theorem II** (See [40]). Let \(1 < p < \infty\) and let \(w \in C_{p+\epsilon}\) for some \(\epsilon > 0\). Then
\[
\|M(f)\|_{L^p(w)} \leq c\|M^\#f\|_{L^p(w)}.
\]

The proof of this result, although based on a key lemma from [39], is simpler than the proof of (1.2) by Sawyer. In this paper we will present a different approach for proving (1.2) based on Yabuta’s lemma which is conceptually much simpler and much more flexible. Furthermore, we extend the estimate (1.2) to the full expected range, namely \(0 < p < \infty\) and to some vector-valued operators. We remark that in the last case, the classical good-\(\lambda\) seems not to be applicable. None of the known methods yield this result.

**Remark 1.1.** We do not know how to extend Theorem II to the full range \(0 < p < \infty\) as in Theorems 1.2 and 1.6 below. However, this result is the key to proving those theorems in the full range.

More recently, Lerner [19] provided another proof of Yabuta’s result (1.3), improving it slightly. He established, by using a different argument, that if a weight \(w\) satisfies the following estimate:
\[
w(E) \leq \left(\frac{|E|}{|Q|}\right) \int_{\mathbb{R}^n} \varphi_p(M(\chi_Q))w,
\]
where
\[ \int_0^1 \varphi_p(t) \frac{dt}{t^{\nu+1}} < \infty, \]
then (1.3) holds.

Let us now turn our attention to our contribution. We say that an operator \( T \) satisfies the condition \((D)\) if there are some constants, \( \delta \in (0,1) \) and \( c > 0 \) such that for all \( f \),
\[ M_\delta^\# (Tf)(x) \leq cMf(x). \] \((D)\)

Some examples of operators satisfying the condition \((D)\) are the following:

- **Calderón-Zygmund operators.** This was observed in [2].
- **Weakly strongly singular integral operators.** These operators were considered by Fefferman [9].
- **Pseudo-differential operators.** These operators were introduced by Phong and Stein [35].
- **Oscillatory integral operators.** These operators were considered by Fefferman [9].

To be more precise, the pseudo-differential operators satisfying the condition \((D)\) are those that belong to the Hörmander class [13].

It is also possible to consider a suitable variant of the condition \((D)\) which will allow us to treat some vector-valued operators. We recall that given an operator \( G \), \( 1 < q < \infty \) and \( f = \{f_j\}_{j=1}^\infty \) we define the vector-valued extension \( G_q \) by
\[ G_q f(x) = \left( \sum_{j=1}^\infty |G(f_j)(x)|^q \right)^{\frac{1}{q}}. \]

We say that an operator \( T \) satisfies the \((D_q)\) condition with \( 1 < q < \infty \) if for every \( 0 < \delta < 1 \) there exists a finite constant \( c = C_{\delta,q,T} > 0 \) such that
\[ M_\delta^\# (T_q f)(x) \leq cM(|f|_q)(x), \] \((D_q)\)
where \( |f|_q(x) = (\sum_{j=1}^\infty |f_j(x)|^q)^{\frac{1}{q}} \). Two examples of operators satisfying the \((D_q)\) condition are the Hardy-Littlewood maximal operator [6, Proposition 4.4] and any Calderón-Zygmund operator [34, Lemma 3.1].

Next, the theorems extend and improve the main result from [39] since we are able to provide some answers for the range \( 0 < p \leq 1 \) and to consider vector-valued extensions. It is not clear that the method of [39] can be extended to cover both situations. Furthermore, we can extend this result to the multilinear context and other operators like fractional integrals.

**Theorem 1.2.** Let \( T \) be an operator satisfying the condition \((D)\). Let \( 0 < p < \infty \) and let \( w \in C_{\text{max}(1,p)+\epsilon} \) for some \( \epsilon > 0 \). Then
\[ \|Tf\|_{L^p(w)} \leq c\|Mf\|_{L^p(w)}. \] \((1.4)\)

Additionally, if \( 1 < q < \infty \) and \( T \) satisfies the \((D_q)\) condition, then
\[ \|T_q f\|_{L^p(w)} \leq c\|M(|f|_q)\|_{L^p(w)}. \]

**Remark 1.3.** We do not know how to extend (1.4) to rough singular integral operators or to the Bochner-Riesz multiplier at the critical index. Indeed, it is not known whether any of these operators satisfies the condition \((D)\) above.

**Remark 1.4.** Following a similar strategy to that in the proof of (1.4), the following result holds. Let \( I_\alpha \), \( 0 < \alpha < n \), be a fractional operator and let \( 1 < p < \infty \). Let \( w \in C_{p+\epsilon} \) for some \( \epsilon > 0 \). Then
\[ \|I_\alpha f\|_{L^p(w)} \leq c\|M_\alpha f\|_{L^p(w)}. \]

It is possible to extend these kinds of results to the multilinear setting as follows. Following [12], we say that \( T \) is an \( m \)-linear Calderón-Zygmund operator if, for some \( 1 \leq q_j < \infty \), it extends to a bounded
multilinear operator from $L^{q_1} \times \cdots \times L^{q_m}$ to $L^q$, where $\frac{1}{q} = \frac{1}{q_1} + \cdots + \frac{1}{q_m}$, and there exists a function $K$, defined off the diagonal $x = y_1 = \cdots = y_m$ in $(\mathbb{R}^n)^{m+1}$, satisfying

$$T(f_1, \ldots, f_m)(x) = \int_{(\mathbb{R}^n)^m} K(x, y_1, \ldots, y_m)f_1(y_1) \cdots f_m(y_m) \, dy_1 \cdots dy_m$$

for all $x \notin \bigcap_{j=1}^m \text{supp } f_j$; and also the similar size and regularity conditions to those in Subsection 2.1 are satisfied.

It was shown in [25], following the Calderón-Zygmund principle mentioned above, that the right maximal operator that “controls” these $m$-linear Calderón-Zygmund operators is defined by

$$M(\vec{f})(x) = \sup_{Q \ni x} \prod_{i=1}^m \frac{1}{|Q|} \int_Q |f_i(y_i)| \, dy_i,$$

where $\vec{f} = (f_1, \ldots, f_m)$ and where the supremum is taken over all cubes $Q$ containing $x$. In fact, these $m$-linear Calderón-Zygmund operators satisfy a version of the condition (D) mentioned above as can be found in [25, Theorem 3.2].

**Lemma 1.5.** Let $T$ be an $m$-linear Calderón-Zygmund operator and $\delta \in (0, \frac{1}{m})$. Then, there is a constant $c$ such that

$$M_\delta^\#(T(\vec{f}))(x) \leq c M(\vec{f})(x). \quad (1.5)$$

This estimate is sharp since it is false in the case $\delta = \frac{1}{m}$. Also this estimate is quite useful since one can deduce the following multilinear version of the Coifman-Fefferman estimate (1.1),

$$\|T(\vec{f})\|_{L^p(w)} \leq c \|M(\vec{f})\|_{L^p(w)}, \quad 0 < p < \infty, \quad w \in A_\infty,$$

which can be found in [25] leading to the characterization of the class of (multilinear) weights for which any multilinear Calderón-Zygmund operators are bounded.

Relying upon the pointwise estimate (1.5) it is possible to establish the following extension of (1.4).

**Theorem 1.6.** Let $T$ be an $m$-linear Calderón-Zygmund operator, and let $0 < p < \infty$. Also let $w \in C_{\text{max}\{1,mp\}+\epsilon}$ for some $\epsilon > 0$. Then

$$\|T(\vec{f})\|_{L^p(w)} \leq c \|M(\vec{f})\|_{L^p(w)}.$$

We emphasize that the method of Sawyer [39] does not produce the preceding result even for the case $p = 1$.

For commutators, the following estimates are known (see [30,34]). For every $0 < \epsilon < \delta < 1$,

$$M_\delta^\#([b,T]f)(x) \leq c_\delta, T \|b\|_{BMO}(M_\delta^\#(Tf) + M^\#(f)(x)),$$

$$M_\delta^\#([b,T]_q f)(x) \leq c_\delta, T \|b\|_{BMO}(M_\delta^\#(T_q f) + M^\#([f|_q](x)) \leq 1 < q < \infty, \quad (1.7)$$

where $T$ is a Calderón-Zygmund operator satisfying a log-Dini condition. Relying upon them we obtain the following result.

**Theorem 1.7.** Let $T$ be an $\omega$-Calderón-Zygmund operator with $\omega$ satisfying a log-Dini condition and let $b \in \text{BMO}$. Let $0 < p < \infty$ and let $w \in C_{\text{max}\{1,p\}+\epsilon}$ for some $\epsilon > 0$. Then there is a constant $c$ depending on the $C_{\text{max}\{1,p\}+\epsilon}$ condition such that

$$\|[b,T]f\|_{L^p(w)} \leq c \|b\|_{\text{BMO}} \|M^\# f\|_{L^p(w)}.$$

Additionally, if $1 < q < \infty$, then there is a constant $c$ depending on the $C_{\text{max}\{1,p\}+\epsilon}$ condition such that

$$\|[b,T]_q f\|_{L^p(w)} \leq c \|b\|_{\text{BMO}} \|M^\#([f|_q]\|_{L^p(w)}.$$
Remark 1.8. We remark that a similar estimate can be derived for the general $k$-th iterated commutator: Let $0 < p < \infty$, $w \in C_{\max(1,p)+\epsilon}$ for some $\epsilon > 0$, and then there is a constant $c$ depending on the $C_{\max(1,p)+\epsilon}$ condition such that

$$\| T^k f \|_{L^p(w)} \leq c \| b \|_{\text{BMO}} \| M^{k+1} f \|_{L^p(w)}.$$ 

In the following results we observe that rephrasing Sawyer’s method [39] in combination with sparse domination results, in the vector-valued case we settled in Subsection 1.2, we obtain estimates like (1.2) where the strong norm $\| \cdot \|_{L^p(w)}$ is replaced by the weak norm $\| \cdot \|_{L^p,\infty(w)}$. The disadvantage of this approach is that we have to restrict ourselves to the range $1 < p < \infty$.

Theorem 1.9. Let $T$ be an $\omega$-Calderón-Zygmund operator with $\omega$ satisfying the Dini condition. Let $1 < p < \infty$ and let $w \in C_{p+\epsilon}$ for some $\epsilon > 0$. Then there exists $c = c_{T,p,\epsilon,w}$ such that

$$\| T f \|_{L^p,\infty(w)} \leq c \| M f \|_{L^p,\infty(w)}.$$ 

If additionally $1 < q < \infty$ then

$$\| \mathcal{T}_q f \|_{L^p,\infty(w)} \leq c \| M (|f|_q) \|_{L^p,\infty(w)}.$$ 

We also obtain some results for commutators which are completely new in both the scalar and the vector-valued cases.

Theorem 1.10. Let $T$ be an $\omega$-Calderón-Zygmund operator with $\omega$ satisfying a Dini condition and $b \in \text{BMO}$. Let $1 < p < \infty$ and $w \in C_{p+\epsilon}$ for some $\epsilon > 0$. Then there exists $c = c_{T,p,\epsilon,w}$ such that

$$\| [b,T] f \|_{L^p(w)} \leq c \| b \|_{\text{BMO}} \| M^2 f \|_{L^p(w)},$$

$$\| [b,T] f \|_{L^p,\infty(w)} \leq c \| b \|_{\text{BMO}} \| M^2 f \|_{L^p,\infty(w)}.$$ 

If additionally $1 < q < \infty$, then

$$\| [b,T]_q f \|_{L^p(w)} \leq c \| b \|_{\text{BMO}} \| M^2 (|f|_q) \|_{L^p(w)},$$

$$\| [b,T]_q f \|_{L^p,\infty(w)} \leq c \| b \|_{\text{BMO}} \| M^2 (|f|_q) \|_{L^p,\infty(w)}.$$ 

We would like to note that the preceding result extends the results based on the $M^\sharp$ approach that hold for Calderón-Zygmund operators satisfying a log-Dini condition to the operators satisfying just a Dini condition.

1.2 Sparse domination for vector-valued extensions

In the recent years a number of authors have exploited the sparse domination approach to provide quantitative weighted estimates. Our contribution in that direction in this paper is to settle some domination results for vector-valued extensions that we state in the following results. First, we summarize some pointwise domination results.

Theorem 1.11. Let $1 < q < \infty$ and $f = \{ f_j \}_{j=1}^\infty$ such that $|f|_q \in L^\infty_\omega$. There exist $3^n$ dyadic lattices $\mathcal{D}_j$ and sparse families $\mathcal{S}_j \subseteq \mathcal{D}_j$, such that the following hold.

- The maximal function.

$$|\mathcal{M}_q f|(x) \leq c_{n,q} \sum_{k=1}^{3^n} |\mathcal{A}_{\mathcal{S}_k}^q f|_q(x),$$

where

$$\mathcal{A}_k^q f(x) = \left( \sum_{Q \in \mathcal{D}_k} \langle |f|_q \rangle_Q^2 \chi_Q(x) \right)^{\frac{1}{2}}.$$
• Calderón-Zygmund operators.

\[ |T_q f(x)| \leq C_T \sum_{k=1}^{2^n} A_{S_k} |f|_q(x), \]

where

\[ A_S f(x) = \sum_{Q \in S} \langle |f| \rangle_Q \chi_Q(x) \]

and \( C_T = C_K + \| \omega \|_{BMO} + \| T \|_{L^2 \rightarrow L^2}. \)

• Commutators. If additionally \( b \in L_{loc}^1 \), then

\[ |[b, T_q] f(x)| \leq C_T \sum_{j=1}^{2^n} (T_{S_j, b} |f|_q(x) + T_{S_j}^* |f|_q(x)), \]

where

\[ T_{S_j} f(x) = \sum_{Q \in S} |b(x) - b_Q| \langle |f| \rangle_Q \chi_Q(x), \]

\[ T_{S_j}^* f(x) = \sum_{Q \in S} \langle |f - b_Q| \rangle_Q \chi_Q(x). \]

We recall that if \( \Omega \in L^1(\mathbb{S}^{n-1}) \) satisfies

\[ \int_{\mathbb{S}^{n-1}} \Omega = 0, \]

we can define the rough singular integral operator \( T_\Omega \) by

\[ T_\Omega f(x) = \lim_{\varepsilon \to 0} \int_{|y| > \varepsilon} \frac{\Omega(y')}{|y|^n} f(x - y) dy, \]

where \( y' = y/|y| \) and the associated maximal operator by

\[ T_\Omega^* f(x) = \sup_{\varepsilon > 0} \left| \int_{|y| > \varepsilon} \frac{\Omega(y')}{|y|^n} f(x - y) dy \right|. \]

We also recall the operator \( B_{(n-1)/2} \), the Bochner-Riesz multiplier at the critical index, which is defined by

\[ B_{(n-1)/2}(f)(\xi) = (1 - |\xi|^2)^{(n-1)/2} \hat{f}(\xi). \]

In our next theorem we present our sparse domination results for vector-valued extensions of those kinds of operators and commutators.

**Theorem 1.12.** Let \( \Omega \in L^\infty(\mathbb{S}^{n-1}) \). If \( T \) is \( T_\Omega \) or \( B_{(n-1)/2} \) and \( 1 < s < \frac{q' + 1}{2} \), then there exists a sparse collection \( S \) such that

\[ \left| \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} T(f_j) g_j dx \right| \leq c_{n,q} C_T s' \sum_{Q \in S} \langle |f|_q \rangle_Q \langle |g|_{q'} \rangle_{s,q} |Q|. \]

If \( 1 < s < \frac{\min(q', q) + 1}{2} \), then there exists a sparse collection \( S \) such that

\[ \left| \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} T_\Omega^*(f_j) g_j dx \right| \leq c_{n,q} \| \Omega \|_{L^\infty(\mathbb{S}^{n-1})} s' \sum_{Q \in S} \langle |f|_q \rangle_{s,q} \langle |g|_{q'} \rangle_{s,q} |Q|. \]

If \( 1 < s < \frac{q' + 1}{2}, 1 < r < \frac{q + 1}{2} \) and \( b \in BMO \), then

\[ \left| \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} [b, T_\Omega](f_j) g_j dx \right| \leq c_{n,q} \| b \|_{BMO} \| \Omega \|_{L^\infty(\mathbb{S}^{n-1})} s' \max\{r', s'\} \sum_{Q \in S} \langle |f|_q \rangle_{r,q} \langle |g|_{q'} \rangle_{s,q} |Q|. \]
The rest of the paper is organized as follows. In Section 2 we gather some preliminary results and definitions needed in the rest of the paper. Sections 3 and 4 are devoted to settling sparse domination results. In Section 5, we give the proofs of $C_p$ condition estimates. Additionally, we provide two appendices. In Appendix A, we gather some quantitative estimates that follow from the sparse domination results. Finally, in Appendix B we collect some quantitative versions of unweighted estimates that are needed to obtain some of the sparse domination results.

2 Preliminaries

2.1 Notations and basic definitions

In this subsection, we fix the notation that we will use in the rest of the paper. First, we recall the definition of the $\omega$-Calderón-Zygmund operator.

**Definition 2.1.** An $\omega$-Calderón-Zygmund operator ($\omega$-CZO) $T$ is a linear operator bounded on $L^2(\mathbb{R}^n)$ that admits the following representation:

$$ T f(x) = \int K(x, y) f(y) dy $$

with $f \in C_\infty_c(\mathbb{R}^n)$ and $x \not\in \text{supp } f$, where $K : \mathbb{R}^n \times \mathbb{R}^n \setminus \{(x, x) : x \in \mathbb{R}^n\} \to \mathbb{R}$ has the following properties:

**The size condition.** $|K(x, y)| \leq C_K \frac{1}{|x-y|^n}$, $x \neq 0$.

**The smoothness condition.** Provided that $|y - z| < \frac{1}{2} |x - y|$, then

$$ |K(x, y) - K(x, z)| + |K(y, x) - K(z, x)| \leq \frac{1}{|x - y|^n} \omega \left( \frac{|y - z|}{|x - y|} \right), $$

where the modulus of continuity $\omega : [0, \infty) \to [0, \infty)$ is a subadditive, increasing function such that $\omega(0) = 0$.

It is possible to impose different conditions on the modulus of continuity $\omega$. The most general one is the Dini condition. We say that a modulus of continuity $\omega$ satisfies the Dini condition if

$$ \|\omega\|_{\text{Dini}} = \int_0^1 \omega(t) \frac{dt}{t} < \infty. $$

We will say that the modulus of continuity $\omega$ satisfies a log-Dini condition if

$$ \|\omega\|_{\text{log-Dini}} = \int_0^1 \omega(t) \log \left( \frac{1}{t} + e \right) \frac{dt}{t} < \infty. $$

Clearly, $\|\omega\|_{\text{Dini}} \leq \|\omega\|_{\text{log-Dini}}$. We recall also that if $\omega(t) = ct^\delta$, we are in the case of the classical Hölder-Lipschitz condition.

**Definition 2.2.** Let $\omega$ be a modulus of continuity and $K$ be a kernel satisfying the properties in the preceding definition. We define the maximal Calderón-Zygmund operator $T^*$ as

$$ T^* f(x) = \sup_{\varepsilon > 0} \left| \int_{|x-y| > \varepsilon} K(x, y) f(y) dy \right|. $$

To end this subsection we would like to recall also the definitions of some variants and generalizations of the Hardy-Littlewood maximal function. We will denote

$$ M_s f(x) = M(|f|^s)(x)^{\frac{1}{s}}, \quad M^2 f(x) = \sup_{Q \ni x} \frac{1}{|Q|} \int_Q |f - \langle f \rangle_Q| $$

and

$$ M^2_s f(x) = M^2(|f|^s)(x)^{\frac{1}{s}}, $$
where \( s > 0 \).

Now we recall that \( \Phi \) is a Young function if it is a continuous, convex increasing function that satisfies \( \Phi(0) = 0 \) and such that \( \Phi(t) \to \infty \) as \( t \to \infty \).

Let \( f \) be a measurable function defined on a set \( E \subset \mathbb{R}^n \) with finite Lebesgue measure. The \( \Phi \)-norm of \( f \) over \( E \) is defined by
\[
\|f\|_{\Phi(L),E} := \inf \left\{ \lambda > 0 : \frac{1}{|E|} \int_E \Phi \left( \frac{|f(x)|}{\lambda} \right) dx \leq 1 \right\}.
\]

Using this \( \Phi \)-norm we define, in the natural way, the Orlicz maximal operator \( M_{\Phi(L)} \) by
\[
M_{\Phi(L)} f(x) = \sup_{x \in Q} \|f\|_{\Phi(L),Q}.
\]

Some particular cases of interest are the following:

- \( M_r \) for \( r > 1 \) given by the Young function \( \Phi(t) = t^r \).
- \( M_{L(\log L)^{\delta}} \) with \( \delta > 0 \) given by the Young function \( \Phi(t) = t \log(e + t)^\delta \). It is a well-known fact that
\[
M^{(k+1)} f \simeq M_{L(\log L)^{k}} f,
\]
where \( M^k = M \circ \cdots \circ M \).
- \( M_{L(\log \log L)^{\delta}} \) with \( \delta > 0 \) given by the Young function
\[
\Phi(t) = t \log(e + t)(\log \log(e + t))^\delta.
\]

One basic fact about this kind of maximal operators that follows from the definition of the norm is the following: Given the Young functions \( \Psi \) and \( \Phi \) such that for some \( \kappa > 0 \) and \( t > c > 0 \), \( \Psi(t) \leq \kappa \Phi(t) \), then
\[
\|f\|_{\Psi(L),Q} \leq (\Psi(c) + \kappa) \|f\|_{\Phi(L),Q},
\]
and consequently
\[
M_{\Psi(L)} f(x) \leq (\Psi(c) + \kappa) M_{\Phi(L)} f(x).
\]

Associated with each Young function \( A \) there exists a complementary function \( \bar{A} \) that can be defined as follows:
\[
\bar{A}(t) = \sup_{s > 0} \{st - A(s)\}.
\]

That complementary function is a Young function as well and it satisfies the following pointwise estimate:
\[
t \leq A^{-1}(t) \bar{A}^{-1}(t) \leq 2t.
\]

An interesting property of this associated function is that the following estimate holds:
\[
\frac{1}{|Q|} \int_Q |fg| dx \leq 2 \|f\|_{A,Q} \|g\|_{\bar{A},Q}.
\]

A case of interest for us is the case \( A(t) = t \log(e + t) \). In that case we have
\[
\frac{1}{|Q|} \int_Q |fg| dx \leq c \|f\|_{L(\log L),Q} \|g\|_{\exp(L),Q}.
\]

From that estimate by taking into account John-Nirenberg’s theorem, if \( b \in \text{BMO} \), then
\[
\frac{1}{|Q|} \int_Q |f(b - b_Q)| dx \leq c \|f\|_{L(\log L),Q} \|b - b_Q\|_{\exp(L),Q} \leq c \|f\|_{L(\log L),Q} \|b\|_{\text{BMO}}.
\]

(2.1)

For a detailed account about the ideas presented at the end of this section we refer the reader to [36,37].
2.2 Lerner-Nazarov formula

In this subsection, we recall the definitions of the local oscillation and the Lerner-Nazarov oscillation which is controlled by the former. Built upon the Lerner-Nazarov oscillation we will also introduce the formula, which will be a quite useful tool for us. Most of the ideas covered in this subsection are borrowed from [22]. Among them, we start with the definition of the dyadic lattice.

**Definition 2.3.** A dyadic lattice $\mathcal{D}$ in $\mathbb{R}^n$ is a family of cubes that satisfies the following properties:

1. If $Q \in \mathcal{D}$ then each descendant of $Q$ is in $\mathcal{D}$ as well.
2. For every 2 cubes $Q_1, Q_2$ we can find a common ancestor, i.e., a cube $Q \in \mathcal{D}$ such that $Q_1, Q_2 \in \mathcal{D}(Q)$.
3. For every compact set $K$ there exists a cube $Q \in \mathcal{D}$ such that $K \subseteq Q$.

A way to build such a structure is to consider an increasing sequence of cubes $\{Q_j\}$ expanding each time from a different vertex. That choice of cubes gives that $\mathbb{R}^n = \bigcup_j Q_j$ and it is not hard to check that $\mathcal{D} = \bigcup_j \{Q \in \mathcal{D}(Q_j)\}$ is a dyadic lattice.

**Lemma 2.4.** Given a dyadic lattice $\mathcal{D}$ there exist $3^n$ dyadic lattices $\mathcal{D}_j$ such that

$$\{3Q : Q \in \mathcal{D}\} = \bigcup_{j=1}^{3^n} \mathcal{D}_j$$

and for every cube $Q \in \mathcal{D}$ we can find a cube $R_Q$ in each $\mathcal{D}_j$ such that $Q \subseteq R_Q$ and $3l_Q = l_{R_Q}$.

**Remark 2.5.** Fix $\mathcal{D}$. For an arbitrary cube $Q \subseteq \mathbb{R}^n$ there is a cube $Q' \in \mathcal{D}$ such that $\frac{l_Q}{2} < l_{Q'} \leq l_Q$ and $Q \subseteq 3Q'$. It suffices to take the cube $Q'$ that contains the center of $Q$. From the lemma above it follows that $3Q' = P \in \mathcal{D}_j$ for some $j \in \{1, \ldots, 3^n\}$. Therefore, for every cube $Q \subseteq \mathbb{R}^n$ there exists $P \in \mathcal{D}_j$ such that $Q \subseteq P$ and $l_P \leq 3l_Q$. From this it follows that $|Q| \leq |P| \leq 3^n|Q|$.

**Definition 2.6.** $S \subseteq \mathcal{D}$ is an $\eta$-sparse family with $\eta \in (0, 1)$ if for each $Q \in S$ we can find a measurable subset $E_Q \subseteq Q$ such that $\eta|Q| \leq |E_Q|$ and all the $E_Q$’s are pairwise disjoint.

We also recall here the definition of the Carleson family.

**Definition 2.7.** We say that a family $S \subseteq \mathcal{D}$ is $\Lambda$-Carleson with $\Lambda > 1$ if for each $Q \in S$ we have that

$$\sum_{P \in S, P \subseteq Q} |P| \leq \Lambda|Q|.$$

The following result that establishes the relationship between Carleson and sparse families was obtained in [22] and reads as follows.

**Lemma 2.8.** If $S \subseteq \mathcal{D}$ is an $\eta$-sparse family then it is a $\frac{1}{\eta}$-Carleson family. Conversely if $S$ is $\Lambda$-Carleson then it is $\frac{1}{\Lambda}$-sparse.

Now we turn to recall the definition of the local oscillation [18] which is given in terms of decreasing rearrangements.

**Definition 2.9 (Local oscillation).** Given $\lambda \in (0, 1)$, a measurable function $f$ and a cube $Q$, we define

$$\bar{w}_\lambda(f; Q) := \inf_{c \in \mathbb{R}} ((f - c)\chi_Q)^*(\lambda|Q|).$$
For any function $g$, its decreasing rearrangement $g^*$ is given by

$$g^*(t) = \inf \{ \alpha > 0 : \{ x \in \mathbb{R}^n : |g| > \alpha \} \subseteq t \}.$$ 

In particular,

$$(f - c)\chi_Q)^*(\lambda|Q|) = \inf \{ \alpha > 0 : \{ x \in Q : |f - c| > \alpha \} \subseteq \lambda|Q| \}.$$ 

Now we define the Lerner-Nazarov oscillation [22]. We would like to observe that decreasing rearrangements are not involved in the definition.

**Definition 2.10 (Lerner-Nazarov oscillation).** Given $\lambda \in (0, 1)$, a measurable function $f$ and a cube $Q$, we define the $\lambda$-oscillation of $f$ on $Q$ as

$$w_\lambda(f; Q) := \inf \{ w(f; E) : E \subseteq Q, |E| > (1 - \lambda)|Q| \},$$

where

$$w(f; E) = \sup_E f - \inf_E f.$$ 

It is not hard to check that the Lerner-Nazarov oscillation is controlled by the local oscillation.

**Lemma 2.11.** Given a measurable function $f$, we have that for every $\lambda \in (0, 1)$,

$$w(f; Q) \leq 2\hat{w}_\lambda(f; Q).$$

**Theorem III (Lerner-Nazarov formula).** Let $f : \mathbb{R}^n \to \mathbb{R}$ be a measurable function such that for each $\varepsilon > 0$,

$$|\{ x \in [-R, R]^n : |f(x)| > \varepsilon \}| = o(R^n) \quad \text{as} \quad R \to \infty.$$ 

Then for each dyadic lattice $\mathcal{D}$ and every $\lambda \in (0, 2^{-n-2})$ we can find a regular $\frac{1}{6}$-sparse family of cubes $\mathcal{S} \subseteq \mathcal{D}$ (depending on $f$) such that

$$|f(x)| \leq \sum_{Q \in \mathcal{S}} w_\lambda(f; Q) \chi_Q(x) \quad a.e.$$ 

### 3 Proof of Theorem 1.11

#### 3.1 Hardy-Littlewood maximal operator

We are going to prove

$$\overline{M}_q f(x) \leq c_{n,q} \sum_{k=1}^{3^n} \left( \sum_{Q \in \mathcal{D}_k} \left( \frac{1}{|Q|} \int_Q |f|_q \right)^q \chi_Q(x) \right)^{\frac{1}{q}}.$$ 

First, we observe that from Remark 2.5 it readily follows that

$$M f(x) \leq c_n \sum_{k=1}^{3^n} M^{D_k} f(x).$$

By taking that into account it is clear that

$$\overline{M}_q f(x) \leq c_n \sum_{k=1}^{3^n} \overline{M}_{q,D_k} f(x).$$  \hspace{1cm} (3.1)$$

The following estimate for local oscillations

$$\hat{w}_\lambda((\overline{M}_{q,D_k} f)^q; Q) \leq \frac{c_{n,q}}{\lambda^q} \left( \frac{1}{|Q|} \int_Q |f|_q \right)^q,$$
was established in [4, Lemma 8.1]. Now we recall that by Lemma 2.11,

\[ w_\lambda((\overline{M}_q^D f)^q; Q) \leq 2 w_\lambda((\overline{M}_q^D f)^q; Q). \]

Then

\[ w_\lambda((\overline{M}_q^D f)^q; Q) \leq \frac{c_{n,q}}{\lambda^q} \left( \frac{1}{|Q|} \int_Q |f|^q \right)^q. \]

By using the Lerner-Nazarov formula (see Theorem III), there exists a \( \frac{1}{q} \)-sparse family \( \mathcal{S} \subset \mathcal{D} \) such that

\[ \overline{M}_q^D f(x) \leq \sum_{Q \in \mathcal{S}} w_\lambda((\overline{M}_q^D f)^q; Q)\chi_Q(x) \]

\[ \leq \frac{2c_{n,q}}{\lambda^q} \sum_{Q \in \mathcal{S}} \left( \frac{1}{|Q|} \int_Q |f|^q \right)^q \chi_Q(x). \]

Consequently,

\[ \overline{M}_q^D f(x) \leq c_{n,q} \left( \sum_{Q \in \mathcal{S}} \left( \frac{1}{|Q|} \int_Q |f|^q \right)^q \chi_Q(x) \right)^{\frac{1}{q}}. \]

Applying this to each \( \overline{M}_q^D f(x) \) in (3.1), we obtain the desired estimate.

### 3.2 Calderón-Zygmund operators and commutators

To settle this case we borrow ideas from [20] and [23]. Let \( T \) be an \( \omega \)-CZO with \( \omega \) satisfying the Dini condition and \( 1 < q < \infty \). We define the grand maximal truncated operator \( M_{T_\alpha} \) by

\[ M_{T_\alpha} f(x) = \sup_{Q \ni x} \sup_{\xi \in Q} |T_\alpha(f\chi_{\mathbb{R}^n \setminus 3Q})(\xi)|. \]

We also consider a local version of this operator

\[ M_{T_\alpha, Q_0} f(x) = \sup_{x \in Q \subseteq Q_0} \sup_{\xi \in Q} |T_\alpha(f\chi_{\mathbb{R}^n \setminus 3Q})(\xi)|. \]

**Lemma 3.1.** Let \( T \) be an \( \omega \)-CZO with \( \omega \) satisfying the Dini condition and \( 1 < q < \infty \). The following pointwise estimates hold:

1. For a.e. \( x \in Q_0 \),

\[ |T_\alpha(f\chi_{3Q_0})(x)| \leq c_n \|T_\alpha\|_{L^1 \to L^\infty} |f|_q(x) + M_{T_\alpha, Q_0} f(x). \]

2. For all \( x \in \mathbb{R}^n \),

\[ M_{T_\alpha} f(x) \leq c_{n,q}(\|\omega\|_{\text{Dini}} + C_K) \overline{M}_q f(x) + \overline{T}_q f(x). \]  \hspace{1cm} (3.2)

Furthermore,

\[ \|M_{T_\alpha}\|_{L^1 \to L^\infty} \leq c_{n,q} C_T, \]

where \( C_T = C_K + \|\omega\|_{\text{Dini}} + \|T\|_{L^2 \to L^2} \).

**Proof.** Both estimates essentially follow from adapting arguments in [20] so we will establish just (3.2). Let \( x, \xi \in Q \). Denote by \( B_x \) the closed ball centered at \( x \) of radius \( 2\text{diam}Q \). Then \( 3Q \subset B_x \), and we obtain

\[ |T_\alpha(f\chi_{\mathbb{R}^n \setminus 3Q})(\xi)| \leq |T_\alpha(f\chi_{\mathbb{R}^n \setminus B_x})(\xi) + T_\alpha(f\chi_{B_x \setminus 3Q})(\xi)| \]

\[ \leq |T_\alpha(f\chi_{\mathbb{R}^n \setminus B_x})(\xi) - T_\alpha(f\chi_{B_x \setminus B_x})(\xi)| \]

\[ + |T_\alpha(f\chi_{B_x \setminus 3Q})(\xi)| + |T_\alpha(f\chi_{\mathbb{R}^n \setminus B_x})(\xi)|. \]
By the smoothness condition, and the triangle inequality in \(\ell^q\) we have
\[
|T_q(f\chi_{R^n\setminus B_\epsilon})(\xi) - T_q(f\chi_{R^n\setminus B_\epsilon})(x)|
= \left| \sum_{j=1}^{\infty} |T(f_j\chi_{R^n\setminus B_\epsilon})(\xi)|^q \right|^{\frac{1}{q}} - \left( \sum_{j=1}^{\infty} |T(f_j\chi_{R^n\setminus B_\epsilon})(x)|^q \right)^{\frac{1}{q}}
\leq \left( \sum_{j=1}^{\infty} |T(f_j\chi_{R^n\setminus B_\epsilon})(\xi) - T(f_j\chi_{R^n\setminus B_\epsilon})(x)|^q \right)^{\frac{1}{q}}.
\]

Now using the smoothness condition (see \([20, \text{Proof of Lemma 3.2(ii)}]\))
\[
|T(f_j\chi_{R^n\setminus B_\epsilon})(\xi) - T(f_j\chi_{R^n\setminus B_\epsilon})(x)| \leq c_n\|\omega\|_{\text{Dini}} Mf_j(x),
\]
we have
\[
|T_q(f\chi_{R^n\setminus B_\epsilon})(\xi) - T_q(f\chi_{R^n\setminus B_\epsilon})(x)| \leq c_n\|\omega\|_{\text{Dini}} \left( \sum_{j=1}^{\infty} |Mf_j(x)|^q \right)^{\frac{1}{q}} = c_n\|\omega\|_{\text{Dini}} M_q f(x).
\]

On the other hand, the size condition of the kernel yields
\[
|T_q(f\chi_{B_\epsilon\setminus 3Q})(\xi)| \leq \left| \sum_{j=1}^{\infty} |T(f_j\chi_{B_\epsilon\setminus 3Q})(\xi)|^q \right|^{\frac{1}{q}}
\leq c_n C_K \left( \sum_{j=1}^{\infty} \left( \frac{1}{|B_\epsilon|} \int_{B_\epsilon} |f_j| \right)^q \right)^{\frac{1}{q}}
\leq c_n C_K \left( \sum_{j=1}^{\infty} (Mf_j(x))^q \right)^{\frac{1}{q}}
\leq c_n C_K M_q f(x).
\]

To end the proof of the pointwise estimate we observe that
\[
|T_q(f\chi_{R^n\setminus B_\epsilon})(x)| \leq T_q f(x).
\]

Now, taking into account the pointwise estimate we have just obtained and Theorem B.7 below it is clear that
\[
\|T_q\|_{L^1 \to L^1, \infty} \leq c_{n,q} C_T.
\]

This ends the proof.

Having the results above at our disposal, now we sketch the proofs of the case of Calderón-Zygmund operators and commutators in Theorem 1.11. Since the case of Calderón-Zygmund operators is simpler, we just show the case of commutators, to make clear how the ideas in \([20, 23]\), need to be adapted to the case of vector-valued extensions.

From Remark 2.5 it follows that there exist \(3^n\) dyadic lattices such that for every cube \(Q\) of \(\mathbb{R}^n\) there is a cube \(R_Q \in D_j\) for some \(j\) for which \(3Q \subset R_Q\) and \(|R_Q| \leq 9^n|Q|\).

Let us fix a cube \(Q_0 \subset \mathbb{R}^n\). We claim that there exists a \(1/2\)-sparse family \(F \subseteq D(Q_0)\) such that for a.e. \(x \in Q_0\),
\[
|b, T_q f\chi_{3Q_0})(x)| \leq c_n C_T \sum_{Q \in F} (|b(x) - b_{R_Q}| |f|_q 3Q + |(b - b_{R_Q})||f|_q 3Q) \chi_Q(x).
\]

Arguing as in \([23]\) from (3.3) it follows that there exists a \(1/2\)-sparse family \(F\) such that for every \(x \in \mathbb{R}^n\),
\[
|b, T_q f(x)| \leq c_n C_T \sum_{Q \in F} (|b(x) - b_{R_Q}| |f|_q 3Q + |(b - b_{R_Q})||f|_q 3Q) \chi_Q(x).
\]
Now we observe that since $3Q \subset R_Q$ and $|R_Q| \leq 3^n|3Q|$ we have that $|h||3Q| \leq c_n|h|_{R_Q}$. Setting
\[ S_j = \{ R_Q \in \mathcal{D}_j : Q \in \mathcal{F} \} \]
and using that $\mathcal{F}$ is $\frac{1}{2}$-sparse, we obtain that each family $S_j$ is $\frac{1}{2^n}$-sparse. Then we have
\[ \left| \frac{b,T}{q} f(x) \right| \leq c_n C_T \sum_{j=1}^{3^n} \int (|b(x) - b_R| |f||q|_R + \langle (b - b_R)|f||q|_R \rangle \chi_R(x). \]
To prove the claim it suffices to prove the following recursive estimate: There exist pairwise disjoint cubes $P_j \in \mathcal{D}(Q_0)$ such that $\sum_j |P_j| \leq \frac{1}{2}|Q_0|$ and for a.e. $x \in Q_0$,
\[ \left| \frac{b,T}{q} (f \chi_{3Q_0})(x) |\chi_{3Q_0}(x) \right| \leq c_n C_T (|b(x) - b_{R_{Q_0}}| |f||q|_{3Q_0} + \langle (b - b_{R_{Q_0}})|f||q|_{3Q_0} \rangle + \sum_j \left| \frac{b,T}{q} (f \chi_{3P_j})(x) |\chi_{P_j}(x) \right| + \sum_j \left| \frac{b,T}{q} (f \chi_{3P_j})(x) |\chi_{P_j}(x) \right| \]
Iterating this estimate we obtain the claim with $\mathcal{F} = \{ P_k^j \}$, where $\{ P_0^j \} = \{ Q_0 \}$, $\{ P_1^j \} = \{ P_j \}$ and $\{ P_k^j \}$ are the cubes obtained at the $k$-th stage of the iterative process. Now we observe that for any arbitrary family of disjoint cubes $P_j \in \mathcal{D}(Q_0)$ we have that by the sublinearity of $\frac{b,T}{q}$,
\[ \left| \frac{b,T}{q} (f \chi_{3Q_0})(x) |\chi_{3Q_0}(x) \right| \leq \left| \frac{b,T}{q} (f \chi_{3Q_0})(x) |\chi_{3Q_0 \cup P_j}(x) \right| + \sum_j \left| \frac{b,T}{q} (f \chi_{3Q_0 \cup P_j})(x) |\chi_{P_j}(x) \right| \]
So it suffices to show that we can choose a family of pairwise disjoint cubes $P_j \in \mathcal{D}(Q_0)$ with
\[ \sum_j |P_j| \leq \frac{1}{2}|Q_0| \]
and such that for a.e. $x \in Q_0$,
\[ \left| \frac{b,T}{q} (f \chi_{3Q_0})(x) |\chi_{3Q_0 \cup P_j}(x) \right| + \sum_j \left| \frac{b,T}{q} (f \chi_{3Q_0 \cup P_j})(x) |\chi_{P_j}(x) \right| \]
\[ \leq c_n C_T (|b(x) - b_{R_{Q_0}}| |f||q|_{3Q_0} + \langle (b - b_{R_{Q_0}})|f||q|_{3Q_0} \rangle). \]
Now we recall that
\[ [b,T]f = [b - c, T]f = (b - c)Tf - T((b - c)f) \]
for every $c \in \mathbb{R}$. Then
\[ \left| \frac{b,T}{q} (f \chi_{3Q_0})(x) |\chi_{3Q_0 \cup P_j}(x) \right| \]
\[ = \sum_{k=1}^{\infty} \left| \frac{b - b_{R_{Q_0}}}{T} (f \chi_{3Q_0})(x) \right|^q \chi_{3Q_0 \cup P_j}(x) \]
\[ \leq \sum_{k=1}^{\infty} \left| \langle (b(x) - b_{R_{Q_0}})|T|f \chi_{3Q_0})(x) - T((b - b_{R_{Q_0}})f \chi_{3Q_0})(x) \rangle \right|^q \chi_{3Q_0 \cup P_j}(x) \]
\[ \leq \sum_{k=1}^{\infty} \left| \langle (b(x) - b_{R_{Q_0}})|T|f \chi_{3Q_0})(x) - T((b - b_{R_{Q_0}})f \chi_{3Q_0})(x) \rangle \right|^q \chi_{3Q_0 \cup P_j}(x) \]
\[ = |b(x) - b_{R_{Q_0}}| T_q (f \chi_{3Q_0})(x) \chi_{3Q_0 \cup P_j}(x) + T_q ((b - b_{R_{Q_0}})f \chi_{3Q_0})(x) \chi_{3Q_0 \cup P_j}(x). \]
Analogously we also have
\[ \sum_j \left| \frac{b,T}{q} (f \chi_{3Q_0 \cup P_j})(x) |\chi_{P_j}(x) \right| \]
\[ \leq \sum_j \left| \langle (b(x) - b_{R_{Q_0}})|T_q (f \chi_{3Q_0 \cup P_j})(x) + T_q ((b - b_{R_{Q_0}})f \chi_{3Q_0 \cup P_j})(x) \right| \chi_{P_j}(x). \]
In addition, we combine both estimates
\[ |b,T_q(f_{x3Q_0})(x)|\chi_{Q_0}\cup \bigcup_j P_j(x) + \sum_j |b,T_q(f_{x3Q_0\setminus 3P_j})(x)|\chi_{P_j}(x) \leq I_1 + I_2, \]
where
\[ I_1 = |b(x) - b_{RQ_0}| \left( |T_q(f_{x3Q_0})(x)|\chi_{Q_0}\cup \bigcup_j P_j(x) + \sum_j |T_q(f_{x3Q_0\setminus 3P_j})(x)|\chi_{P_j}(x) \right) \]
and
\[ I_2 = |T_q((b - b_{RQ_0})f_{x3Q_0})(x)|\chi_{Q_0}\cup \bigcup_j P_j(x) + \sum_j |T_q((b - b_{RQ_0})f_{x3Q_0\setminus 3P_j})(x)|\chi_{P_j}(x). \]

Now we define the set \( E = E_1 \cup E_2 \), where
\[ E_1 = \{ x \in Q_0 : |f| > \alpha_n(|f|_{3Q_0}) \} \cup \{ x \in Q_0 : \mathcal{M}_{T_q,Q_0}f > \alpha_n C_T(|f|_{3Q_0}) \} \]
and
\[ E_2 = \{ x \in Q_0 : |b - b_{RQ_0}|(|f|_{3Q_0}) > \alpha_n(|b - b_{RQ_0}|(|f|_{3Q_0}) \}
\]
\[ \cup \{ x \in Q_0 : \mathcal{M}_{T_q,Q_0}((b - b_{RQ_0})f) > \alpha_n C_T(|b - b_{RQ_0}|(|f|_{3Q_0}) \}. \]

Since \( \mathcal{M}_{T_q} \) is of the weak type \((1,1)\) with
\[ \|\mathcal{M}_{T_q}\|_{L^1 \rightarrow L^{1,\infty}} \leq c_n C_T, \]
from this point it suffices to follow the arguments given in [23, Theorem 1.1], taking into account Lemma 3.1 to end the proof.

4 Proof of Theorem 1.12

To settle Theorem 1.12, unlike our previous approach, we do not need to go through the original proof. This is due to a very nice observation by Culiuc et al. [5], combined with the corresponding results for the scalar setting. Let us recall first those results.

Theorem IV (See [3, Theorems A and B]). Let \( T \) be \( T_\Omega \) or \( B_{(n-1)/2} \). Then for all \( 1 < p < \infty \), \( f \in L^p(\mathbb{R}^n) \) and \( g \in L^{p'}(\mathbb{R}^n) \), we have
\[ \left| \int_{\mathbb{R}^n} T(f)gdx \right| \leq c_n C_T \sum_{Q \in \mathcal{S}} \langle |f| \rangle_Q \langle |g| \rangle_{s,q} |Q|, \]
where \( \mathcal{S} \) is a sparse family of some dyadic lattice \( \mathcal{D} \),
\[ \begin{cases} 1 < s < \infty, & \text{if } T = B_{(n-1)/2} \text{ or } T = T_\Omega \text{ with } \Omega \in L^\infty(\mathbb{S}^{n-1}), \\ q' \leq s < \infty, & \text{if } T = T_\Omega \text{ with } \Omega \in L^{q,1} \log L(\mathbb{S}^{n-1}) \end{cases} \]
and
\[ C_T = \begin{cases} ||\Omega||_{L^\infty(\mathbb{S}^{n-1})}, & \text{if } T = T_\Omega \text{ with } \Omega \in L^\infty(\mathbb{S}^{n-1}), \\ ||\Omega||_{L^{q,1} \log L(\mathbb{S}^{n-1})}, & \text{if } \Omega \in L^{q,1} \log L(\mathbb{S}^{n-1}), \\ 1, & \text{if } T = B_{(n-1)/2}. \end{cases} \]

For \( T_\Omega \) with \( \Omega \in L^\infty(\mathbb{S}^{n-1}) \) the following sparse domination was provided in [7]:
\[ \left| \int_{\mathbb{R}^n} T_\Omega(f)g \right| \leq c_n ||\Omega||_{L^\infty(\mathbb{S}^{n-1})} s' \sum_{Q \in \mathcal{S}} \langle |f| \rangle_{s,q} \langle |g| \rangle_{s,q} |Q|, \quad 1 < s < \infty. \] (4.1)

In the case of commutators, the following result was recently obtained in [38], hinging upon the techniques in [21].
**Theorem V.** Let $T_{\Omega}$ be a rough homogeneous singular integral with $\Omega \in L^\infty(S^{n-1})$. Then, for every compactly supported $f, g \in C^\infty(\mathbb{R}^n)$, every $b \in \text{BMO}$ and $1 < p < \infty$, there exist $3^n$ dyadic lattices $\mathcal{D}_j$ and $3^n$ sparse families $\mathcal{S}_j \subset \mathcal{D}_j$ such that

$$
|\langle [b, T_{\Omega}f, g] \rangle| \leq C_n s'\|\Omega\|_{L^\infty(S^{n-1})} \sum_{j=1}^{3^n} (\mathcal{T}_{\mathcal{S}_j, 1, s}(b, f, g) + \mathcal{T}_{\mathcal{S}_j, 1, s}^*(b, f, g)),
$$

where

$$
\mathcal{T}_{\mathcal{S}_j, r, s}(b, f, g) = \sum_{Q \in \mathcal{S}_j} \langle |f| \rangle_{r, Q} \langle |(b - b_Q)g| \rangle_{s, Q} |Q|,
$$

$$
\mathcal{T}_{\mathcal{S}_j, r, s}^*(b, f, g) = \sum_{Q \in \mathcal{S}_j} \langle |(b - b_Q)f| \rangle_{r, Q} \langle |g| \rangle_{s, Q} |Q|.
$$

Analogously as we did in the preceding sections, if $1 < q < \infty$ and $T$ is $T_{\Omega}$ or $B_{(n-1)/2}$ and $b \in L^1_{\text{loc}}$, we consider the corresponding vector-valued versions of $T$ and $[b, T]$ that are defined as follows:

$$
\mathcal{T}_q f(x) = \left( \sum_{j=1}^{\infty} |T(f_j)|^q \right)^{\frac{1}{q}}
$$

$$
[b, T]_q f(x) = \left( \sum_{j=1}^{\infty} |[b, T](f_j)|^q \right)^{\frac{1}{q}}.
$$

Having those results at our disposal, we have

$$
\left| \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} T(f_j) g_j dx \right| \leq c_n C_T s' \sum_{j} \sum_{Q \in \mathcal{S}_j} \langle |f_j| \rangle_{Q} \langle |g_j| \rangle_{s, Q} |Q|
$$

$$
\leq 2c_n C_T s' \int_{\mathbb{R}^n} \sum_{j} M_1, s (f_j, g_j) (x) dx,
$$

where $M_{r, s}(f, g)(x) = \sup_{Q \ni x} \langle |f| \rangle_{r, Q} \langle |g| \rangle_{s, Q}$ and $\langle |h| \rangle_{u, Q} = \langle |h|^u \rangle_{u, Q}$ with $u > 1$.

In the case of $T_{\Omega}$, by taking into account (4.1) and arguing as above,

$$
\left| \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} T_{\Omega}^*(f_j) g_j dx \right| \leq 2c_n C_T s' \int_{\mathbb{R}^n} \sum_{j} M_{s, s} (f_j, g_j) (x) dx.
$$

For the commutator $[b, T_{\Omega}]$ with $b \in \text{BMO}$ and $\Omega \in L^\infty(S^{n-1})$, taking into account Theorem V, we observe that by choosing $u = \frac{s + 1}{2}$, then $u' \leq 2s'$ and we have

$$
\sum_{Q \in \mathcal{S}_j} \langle f \rangle_{Q} \langle (b - b_Q)g \rangle_{u, Q} |Q| \leq \sum_{Q \in \mathcal{S}_j} \langle f \rangle_{Q} \langle (b - b_Q)u(\frac{q}{2})r, Q g \rangle_{s, Q} |Q|
$$

$$
\leq c_n u \left( \frac{s}{u} \right)' \|b\|_{\text{BMO}} \sum_{Q \in \mathcal{S}_j} \langle f \rangle_{Q} |g|_{s, Q} |Q|
$$

$$
\leq c_n u \left( \frac{s}{u} \right)' \|b\|_{\text{BMO}} \sum_{Q \in \mathcal{S}_j} \langle f \rangle_{r, Q} |g|_{s, Q} |Q|
$$

$$
\leq c_n s' \|b\|_{\text{BMO}} \sum_{Q \in \mathcal{S}_j} \langle f \rangle_{r, Q} |g|_{s, Q} |Q|.
$$

On the other hand,

$$
\sum_{Q \in \mathcal{S}_j} \langle (b - b_Q)f \rangle_{Q} |g|_{u, Q} |Q| \leq c_n r' \|b\|_{\text{BMO}} \sum_{Q \in \mathcal{S}_j} \langle f \rangle_{r, Q} |g|_{s, Q} |Q|,
$$
from which it readily follows that
\[ |\langle [b, T_b] f, g \rangle| \leq c_n s'(s' + r') \|b\|_{\text{BMO}} \sum_{Q \in S_j} \langle f \rangle_{r,Q} \langle g \rangle_{s,Q} |Q|. \]

Consequently,
\[ \left| \sum_{j \in \mathbb{Z}} \int_{\mathbb{R}^n} [b, T_b](f_j) g_j dx \right| \leq c_n s' \max\{s', r'\} \|b\|_{\text{BMO}} \int_{\mathbb{R}^n} \sum_j \mathcal{M}_{r,s}(f_j, g_j)(x) dx, \]

where \( \mathcal{M}_{r,s}(f, g)(x) = \sup_{Q \ni x} \langle |f| \rangle_{r,Q} \langle |g| \rangle_{s,Q}. \) The considerations above reduce the proof of Theorem 1.12 to providing a sparse domination for \( (\mathcal{M}_{r,s})_{1}(f, g). \) That was already done in [5]. Here we would like to track the constants, and thus present an alternative proof.

**Lemma 4.1.** Let \( 1 < q < \infty, 1 \leq s < \frac{q+1}{2} \) and \( 1 \leq r < \frac{q+1}{2}. \) Then there exists a sparse family of dyadic cubes \( S \) such that
\[ \frac{M_{1,s}}{1}(f, g) \leq c_n q' \sum_{Q \in S} \langle |f| \rangle_{r,Q} \langle |g| \rangle_{s,Q} \chi_Q. \]

**Proof.** Again, we use the three lattice theorems to reduce the problem to studying the related dyadic maximal operator. Namely, we shall prove
\[ \frac{M_{1,s}^D}{1}(f, g) \leq c_n q' \sum_{Q \in S} \langle |f| \rangle_{r,Q} \langle |g| \rangle_{s,Q} \chi_Q, \]

where \( \mathcal{D} \) is a dyadic grid and
\[ \mathcal{M}_{1,s}^D(f, g)(x) = \sup_{Q \ni x} \langle |f| \rangle_{r,Q} \langle |g| \rangle_{s,Q}. \]

We shall use the Lerner-Nazarov formula. So we only need to calculate the local mean oscillation. For every \( x \in Q_0, \) notice that
\[ \mathcal{M}_{r,s}^D(f, g)(x) = \max \left\{ \mathcal{M}_{r,s}^D(f \chi_Q, g \chi_Q)(x), \sup_{Q \in \mathcal{D}} \langle |f| \rangle_{r,Q} \langle |g| \rangle_{s,Q} \right\}, \]

and the second term on the right is constant, so based on this we define
\[ K_0 = \sum_{j \in \mathbb{Z}} \sup_{Q \ni x} \langle |f_j| \rangle_{r,Q} \langle |g_j| \rangle_{s,Q}. \]

Then
\[ |\{ x \in Q_0 : \langle (\mathcal{M}_{1,s}^D)_{1}(f, g)(x) - K_0 \rangle > t \} | \leq |\{ x \in Q_0 : \langle (\mathcal{M}_{1,s}^D)_{1}(f \chi_Q, g \chi_Q)(x) \rangle > t \} |. \]

Now we are in the position to apply the Fefferman-Stein inequality for vector-valued maximal operators. Since we need to track the constants, here we use the version in Grafakos’ book [11, Theorem 5.6.6]:
\[ \|M_q(f)\|_{L^{1,\infty}} \leq c_n q' \|f\|_{L^1}. \] (4.3)

We also need Hölder’s inequality for the weak type spaces, which can also be found in [11, p. 16]:
\[ \|f_1 \cdots f_k\|_{L^{p,\infty}} \leq p - \frac{1}{p} \prod_{i=1}^{k} p_i^{\frac{-1}{p_i}} \|f_i\|_{L^{p_i,\infty}}, \] (4.4)

where \( \frac{1}{p} = \sum_{i=1}^{k} \frac{1}{p_i} \) and \( 0 < p_i < \infty. \) With (4.3) and (4.4) at hand, we have that since \( 1 < r, s < \infty, \)
\[ \|M_{q}^{D} f\|_{L^{r+s,\infty}} \leq r^{\frac{1}{r+s}} s^{\frac{1}{r+s}} \|M_{q} f\|_{L^{r,\infty}} \|M_{s}^{r} g\|_{L^{s,\infty}}. \]
\[
\leq r^\frac{1}{2} s^\frac{1}{2} \left( \frac{r + s}{r s} \right) \frac{r + s}{r} \|\bar{M}_q f\|_{L^p(w)} \|\bar{M}_q g\|_{L^p(w)}
\]
\[
\leq r^\frac{1}{2} s^\frac{1}{2} \left( \frac{r + s}{r s} \right) \frac{r + s}{r} \|\bar{M}_q f\|_{L^p(w)} \|\bar{M}_q g\|_{L^p(w)}
\]
\[
\leq c_n r^\frac{1}{2} s^\frac{1}{2} \left( \frac{r + s}{r s} \right) \frac{r + s}{r} \left( \frac{q}{s} \right) \left( \frac{q}{s} \right) \|\bar{M}_q f\|_{L^p(w)} \|\bar{M}_q g\|_{L^p(w)}.
\]

Now we observe that \(c_n r^\frac{1}{2} s^\frac{1}{2} \left( \frac{r + s}{r s} \right) \frac{r + s}{r} \left( \frac{q}{s} \right) \left( \frac{q}{s} \right) \leq c_n q q' = \kappa.\) Then,
\[
|\{x \in Q_0 : |(\bar{M}_{1,s}^p)(f \chi_{Q_0}, g \chi_{Q_0})| > t\}| \leq \frac{\kappa \epsilon}{t^{1/\theta}} \left( \int_{Q_0} |f|^p \right)^{1/\theta} \left( \int_{Q_0} |g|^p \right)^{1/\theta}.
\]

Taking into account the preceding estimates, we have
\[
\omega_\lambda((\bar{M}_{1,s}^p)(f, g), Q_0) \leq ((\bar{M}_{1,s}^p)(f, g - K_0)^\lambda |Q_0|) \leq c_n q q' \lambda^{-\frac{\epsilon}{\theta}} \langle |f|\rangle_{q', Q_0} \langle |g|\rangle_{q', Q_0} \chi_{Q_0} \leq c_n q q' \lambda^{-2} \langle |f|\rangle_{q', Q_0} \langle |g|\rangle_{q', Q_0} \chi_{Q_0},
\]
where the last inequality holds since \(0 < \lambda < 1.\) From this point, a direct application of the Lerner-Nazarov formula (see Theorem III) together with the \(3^n\)-dyadic-lattice trick ends the proof. \(\square\)

5 Proofs of \(C_p\) condition estimates

5.1 Proofs of \(M^\#\) approach results

Proof of Theorem 1.2. Let \(\delta \in (0, 1)\) be a parameter to be chosen. Then, by the Lebesgue differentiation theorem,
\[
\|T(f)\|_{L^p(w)} \leq \|M(T(f)\delta)^\frac{1}{\delta}\|_{L^p(w)} = \|M(T(f)\delta)^\frac{1}{\delta}\|_{L_p^\delta(w)}.
\]

Now we choose \(\delta \in (0, 1)\) such that
\[
\max\{1, p\} < \frac{p}{\delta} < \max\{1, p\} + \varepsilon.
\]

If we denote \(\varepsilon_1 = \max\{1, p\} + \varepsilon - \frac{p}{\delta}\) then, since \(w \in C_{\max\{1, p\} + \varepsilon, m},\) we have that \(w \in C_{p/\delta + \varepsilon_1}\) and a direct application of Theorem II combined with the condition \(\langle D_q \rangle\) yields
\[
\|T(f)\|_{L^p(w)} \leq c \|M^\#(T(f)\delta)\|_{L_p^\delta(w)} = c \|M^\#_\delta(T(f)\delta)\|_{L_p^\delta(w)} \leq c \|M f\|_{L^p(w)},
\]
which is the desired result. The vector-valued case is analogous, assuming the \(\langle D_q \rangle\) condition instead; so we omit the proof. \(\square\)

Proof of Theorem 1.6. The proof is similar to the case \(m = 1.\) Let \(\delta \in (0, \frac{1}{m})\) be a parameter to be chosen. Then, as above,
\[
\|T(\tilde{f})\|_{L^p(w)} \leq \|M(|T(\tilde{f})\delta)^\frac{1}{\delta}\|_{L_p^\delta(w)}.
\]

Now we choose \(\delta \in (0, \frac{1}{m})\) such that
\[
\max\{1, mp\} < \frac{p}{\delta} < \max\{1, mp\} + \varepsilon.
\]

If we denote \(\varepsilon_m = \max\{1, mp\} + \varepsilon - \frac{p}{\delta}\) then, since \(w \in C_{\max\{1, mp\} + \varepsilon, m},\) we have that \(w \in C_{p/\delta + \varepsilon_m}\) and a direct application of Theorem II combined with (1.5) yields
\[
\|T(\tilde{f})\|_{L^p(w)} \leq c \|M^\#(|T(\tilde{f})\delta)\|_{L_p^\delta(w)} = c \|M^\#_\delta(T(\tilde{f})\delta)\|_{L_p^\delta(w)} \leq c \|M(\tilde{f})\|_{L^p(w)},
\]
as we want to prove. \(\square\)
Proof of Theorem 1.7. We will use the key pointwise estimate (1.6): If $0 < \delta < \delta_1$, there exists a positive constant $c = c_{\delta, \delta_1, T}$ such that

$$M^\#_\delta([b, T]f)(x) \leq c_{\delta, \delta_1, T} \|b\|_{\text{BMO}} (M_{\delta_1}(T f) + M^2(f)(x)).$$

By the Lebesgue differentiation theorem,

$$\|([b, T]f)\|_{L^p(w)} \leq \|M([b, T]f)^\delta\|_{L^p(w)}^{\frac{1}{\delta}}.$$

We choose $0 < \delta < \delta_1 < 1$ such that

$$\max\{1, p\} < \frac{P}{\delta_1} < \frac{P}{\delta} = \max\{1, p\} + \varepsilon.$$

Now, if we denote $\varepsilon_1 = \max\{1, p\} + \varepsilon - \frac{P}{\delta}$, then, since $w \in C_{\max\{1, p\} + \varepsilon}$, we have that $w \in C_{P/\delta + \varepsilon_1}$ and a direct application of Theorem II yields

$$\|([b, T]f)\|_{L^p(w)} \leq c\|M_{\delta_1}(T f)\|_{L^p(w)}^{\frac{1}{\delta}}.$$

Combining the preceding estimate with (1.6), we have

$$\|([b, T]f)\|_{L^p(w)} \leq c\|b\|_{\text{BMO}} (\|M_{\delta_1}(T f)\|_{L^p(w)} + \|M^2 f\|_{L^p(w)}).$$

For the second term we are done, while for the first one, by taking into account our choice for $\delta_1$ and arguing as in the proof of Theorem 1.2,

$$\|M_{\delta_1}(T f)\|_{L^p(w)} \leq c\|M f\|_{L^p(w)}$$

and we are done. Taking into account (1.7) the vector-valued case is analogous so we omit the proof. 

5.2 Proofs of Theorems 1.9 and 1.10

The proof of Theorem 1.9 is actually a consequence of the sparse domination combined with the following Theorem.

Theorem 5.1. Let $1 < p < q < \infty$. Let $S$ be a sparse family and $w \in C_q$. Then

$$\|A_S f\|_{L^p(w)} \leq c\|M f\|_{L^p(w)},$$

$$\|A_S f\|_{L^{p, \infty}(w)} \leq c\|M f\|_{L^{p, \infty}(w)}.$$

Something analogous happens with Theorem 1.10. It is a consequence of the sparse domination combined with the following result.

Theorem 5.2. Let $1 < p < q < \infty$. Let $S$ be a sparse family and $w \in C_q$, and $b \in \text{BMO}$. Then

$$\|T_{b, S} f\|_{L^p(w)} \leq c\|b\|_{\text{BMO}} \|M f\|_{L^p(w)},$$

$$\|T_{b, S} f\|_{L^{p, \infty}(w)} \leq c\|b\|_{\text{BMO}} \|M f\|_{L^{p, \infty}(w)}$$

and

$$\|T_{b}^* S f\|_{L^p(w)} \leq c\|b\|_{\text{BMO}} \|M^2 f\|_{L^p(w)},$$

$$\|T_{b}^* S f\|_{L^{p, \infty}(w)} \leq c\|b\|_{\text{BMO}} \|M^2 f\|_{L^{p, \infty}(w)}.$$

To establish the preceding results we will rely upon some lemmas that are based on the ideas of [39].
5.2.1 Lemmata

In this subsection we present the technical lemmas needed to establish Theorems 1.9 and 1.10. The results here are essentially an elaboration of Sawyer’s arguments [39].

Let $\Omega_k := \{f > 2^k\}$ and define

$$\left(M_{k,p,q}(f)(x)\right)^p = 2^{kp} \int_{\Omega_k} \frac{d(y,\Omega_k^e)^{(p-1)}}{d(y,\Omega_k^e)^p + |x-y|^q} dy.$$ 

When $\Omega_k$ is open let $\Omega_k = \bigcup_j Q_j^k$ be the Whitney decomposition, i.e., $Q_j^k$'s are pairwise disjoint and

$$8 < \frac{\text{dist}(Q_j^k, \Omega_k^e)}{\text{diam}Q_j^k} \leq 10, \quad \sum_j \chi_{6Q_j^k} \leq C_n \chi_{\Omega_k}.$$ 

Then it is easy to check that

$$M_{k,p,q}(f)^p \approx 2^{kp} \sum_j M(\chi_{Q_j^k})^q.$$ 

Our key lemma is the following.

**Lemma 5.3.** Suppose that $1 < p < q < \infty$ and that $\omega$ satisfies the $C_q$ condition (see Subsection 1.1). Then for all compactly supported $f$,

$$\sup_k \int (M_{k,p,q}(Mf))^p \omega \leq C \|Mf\|_{L^p(\omega)}^p.$$ 

**Proof.** Let $\Omega_k := \{f > 2^k\} = \bigcup_j Q_j^k$ be the Whitney decomposition. Let $N$ be a positive integer (to be chosen later) and fix a Whitney cube $Q_i^{k-N}$. We now claim

$$|\Omega_k \cap 3Q_i^{k-N}| \leq C_n 2^{-N} |Q_i^{k-N}|.$$ 

(5.1)

Indeed, let $g = f \chi_{22\sqrt{n}Q_i^{k-N}}$ and $h = f - g$. Let $x_0 \in 22\sqrt{n}Q_i^{k-N} \setminus \Omega_{k-N}$. It is easy to check that for any $x \in 3Q_i^{k-N}$, we have

$$M(h)(x) \leq c_n M(f)(x_0) \leq c_n 2^{k-N}.$$ 

Let $N$ be sufficiently large such that $c_n 2^{-N} \leq 1/2$. Then

$$|\Omega_k \cap 3Q_i^{k-N}| = |\{x \in 3Q_i^{k-N} : M(f) > 2^k\}|$$

$$\leq |\{x \in 3Q_i^{k-N} : M(g) > 2^{k-1}\}|$$

$$\leq 2^{1-k} c_n \int g \leq 2^{1-k} c_n |22\sqrt{n}Q_i^{k-N}| M(f)(x_0)$$

$$\leq C_n 2^{-N} |Q_i^{k-N}|.$$ 

As that in [39], define $S(k) = 2^{kp} \sum_j \int M(\chi_{Q_j^k})^q \omega$ and $S(k; N, i) = 2^{kp} \sum_j \int M(\chi_{Q_j^k})^q \omega$, where the latter sum is taken over those $j$ for which $Q_j^k \cap Q_i^{k-N} \neq \emptyset$. Since $Q_j^k \cap Q_i^{k-N} \neq \emptyset$ together with (5.1) implies $\ell(Q_j^k) \leq \ell(Q_i^{k-N})$ for large $N$, and this further implies $Q_j^k \subset Q_i^{k-N}$, we have

$$S(k; N, i) \leq \int 2^{kp} \sum_{j : Q_j^k \subset 3Q_i^{k-N}} |M(\chi_{Q_j^k})|^q \omega$$

$$= \int_{5Q_i^{k-N}} + \int_{\mathbb{R}^n \setminus 5Q_i^{k-N}} =: I + II \quad \text{for large } N.$$ 

By the argument in [39], we know

$$I \leq C_\delta 2^{kp} w(5Q_i^{k-N}) + \delta 2^{kp} \int |M(\chi_{Q_i^{k-N}})|^q \omega,$$
where we have used $M(\chi_{6Q_i^k-N}) \approx M(\chi_{Q_i^k-N})$. Next, we estimate $II$, and we have

$$II \leq c_n 2^{kp} \int_{\mathbb{R}^n \setminus 5Q_i^k-N} \frac{\sum |Q_j|^q}{|x - c_{Q_i^k-N^n}|^q} w(x) dx$$

$$\leq c_{n,q} 2^{kp} \int_{\mathbb{R}^n \setminus 5Q_i^k-N} \left( \frac{2^{-N}|Q_i^k-N|}{|x - c_{Q_i^k-N^n}|^n} \right)^q w(x) dx$$

$$\leq c_{n,q} 2^{N(p-q)(2(k-N))} \int |M\chi_{Q_i^k-N}|^q w.$$

Thus for large $N$ (depending on $p, q$),

$$S(k) \leq \sum_i S(k; N, i)$$

$$\leq C_\delta c_n 2^{kp} w(\Omega_{k-N}) + (\delta 2^N p + c_{n,q} 2^{N(p-q)}) S(k-N)$$

$$\leq C_n,\delta 2^{kp} w(\Omega_{k-N}) + \frac{1}{2} S(k-N).$$

Taking the supremum over $k \leq M$, we get

$$\sup_{k \leq M} \int (M_{k,p,q}(Mf))^p w \leq c_{n,p,q} ||M(f)||_{L^p,\infty(w)}^p,$$

provided that

$$\sup_{k \leq M} \int (M_{k,p,q}(Mf))^p w < \infty.$$ 

By monotone convergence, we can assume that $f$ has compact support, say $\text{supp} f \subset Q$. Without loss of generality, assume $f \geq 0$ and $2^s < \langle f \rangle_Q \leq 2^{s+1}$. Then it is easy to check that

$$M(f) \gtrsim 2^s M(\chi_Q).$$

Moreover, for $k \geq s+1$, $\Omega_k \subset 3Q$ and we have

$$\sup_{s+1<k\leq M} 2^{kp} \sum_j \int M(\chi_{Q_j^k})^q w \leq \sup_{s+1<k\leq M} 2^{kp} \int M(\chi_Q)^q w$$

$$= \sup_{s+1<k\leq M} 2^{kp} \sum_{\ell \geq 1} \int_{2^{\ell+1}Q \setminus 2^{\ell}Q} M(\chi_Q)^q w + \sup_{s+1<k\leq M} 2^{kp} \int_{2Q} M(\chi_Q)^q w$$

$$=: I + II.$$ 

First, we estimate $II$. We have

$$II \leq 2^{Mp} w(2Q) \leq 2^{Mp} w \left( \left\{ x : M\chi_Q(x) \geq \frac{1}{2^n} \right\} \right)$$

$$\leq 2^{Mp} c_{n,p} ||M\chi_Q||_{L^p,\infty(w)}^p \leq 2^{Mp-2sp} c_{n,p} ||Mf||_{L^p,\infty(w)}^p < \infty.$$ 

Next, we estimate $I$. Direct calculations give us

$$I \leq \sup_{s+1<k\leq M} 2^{kp} \sum_{\ell \geq 1} c_{n,q} 2^{-n\ell} w(2^{\ell+1}Q \setminus 2^{\ell}Q)$$

$$\leq \sup_{s+1<k\leq M} 2^{kp} \sum_{\ell \geq 1} c_{n,q} 2^{-n\ell} w \left( \left\{ x : M(\chi_Q) \geq \frac{1}{2^{(\ell+1)n}} \right\} \right)$$

$$\leq 2^{Mp} c_{n,q} \sum_{\ell \geq 1} 2^{-n(q-p)\ell} ||M(\chi_Q)||_{L^p,\infty(w)}^p$$

$$\leq c_{n,p,q} 2^{Mp-2sp} ||Mf||_{L^p,\infty(w)}^p < \infty.$$
It remains to consider the case $k \leq s$. We still follow the idea of Sawyer [39], but with slight changes. In this case, $\Omega_k \subset (2^{\frac{k}{\ell+1}} + 1)Q$. Then again,

$$
\sup_{k \leq s} 2^{kp} \int |M(xQ_k^j)|^q w \leq 2^{kp} \sup_{k \leq s} \int |Mx_{2^{\frac{k}{\ell+1}}Q}|^q w
$$

$$
= 2^{kp} \sup_{m \geq 0} 2^{-mp} c_{n,q} \int |Mx_{2^{\frac{m}{\ell+1}}Q}|^q w

\leq 2^{kp} \sup_{m \geq 0} 2^{-mp} c_{n,q} \int \sum_{\ell \geq 1} \int_{2^{\frac{m}{\ell+1}}Q \backslash 2^{\frac{m}{\ell+1}}Q} |Mx_{2^{\frac{m}{\ell+1}}Q}|^q w

\leq c_{n,p,q} \|Mf\|_{L^p,w} < \infty,
$$

where the last step follows from similar calculations to the ones above. Now

$$
\sup_{k \leq M} \int (A_{k,p,q}(Mf))^{p} w \leq c_{n,p,q} \|M(f)\|_{L^p,w}^{p},
$$

and taking the supremum over $M$ we conclude the proof.

Our last result in this subsection is the following technical lemma.

**Lemma 5.4.** Let $w \in C_q$ and $\{Q_j^k\}_j$ be a collection of disjoint cubes in $\{Mf > 2^k\}$. Then

$$
\sum_{j} 2^{kp} M(xQ_j^k) q w \lesssim \int M(\chi_{Q_j^k}) q w \lesssim \int M(\chi_{c_nP}) q w \leq c_n \int M(\chi_P) q w
$$

and the result follows.

5.2.2 **Proof of Theorem 5.1**

We only provide the proof for the strong type $(p, p)$ estimate, since the weak type $(p, p)$ is analogous. Let $\gamma > 0$ be a small parameter that will be chosen. Then we have that

$$
\|A_S f\|_{L^p(w)}^p \leq c_p \sum_{k \in \mathbb{Z}} 2^{(k+1)p} w(\{ x : 2^k < A_S f(x) \leq 2^{k+1} \})
$$

$$
\leq c_p \sum_{k \in \mathbb{Z}} 2^{kp} w(\{ x : A_S f(x) > 2^k \})
$$

$$
\leq c_p \sum_{k \in \mathbb{Z}} 2^{kp} w(\{ x : A_S f(x) > 2^k, M(f)(x) \leq \gamma 2^k \})
$$

$$
+ c_p \sum_{k \in \mathbb{Z}} 2^{kp} w(\{ x : M(f)(x) > \gamma 2^k \})
$$

$$
\leq c_p \sum_{k \in \mathbb{Z}} 2^{kp} w(\{ x : A_S f(x) > 2^k, M(f)(x) \leq \gamma 2^k \}) + c_{p, \gamma} \|Mf\|_{L^p(w)}^p.
$$

So we only need to estimate

$$
\sum_{k \in \mathbb{Z}} 2^{kp} w(\{ x : A_S f(x) > 2^k, M(f)(x) \leq \gamma 2^k \}).
$$
split $S = \bigcup_m S_m$, where

$$S_m := \{Q \in S : 2^m < (f)_{Q} \leq 2^{m+1}\}.$$ 

It is easy to see that, if $2^m \geq \gamma 2^k$, then for $x \in Q \in S_m$, $Mf(x) > \gamma 2^k$. Set $m_0 = \lceil \log_2(\frac{1}{\gamma}) \rceil + 1$. Then we have

$$\sum_{k \in \mathbb{Z}} 2^{kp}w \left( \left\{ x : A_Sf(x) > 2^k, M(f)(x) \leq \gamma 2^k \right\} \right)$$

$$= \sum_{k \in \mathbb{Z}} 2^{kp}w \left( \left\{ x : \sum_{m \leq k - m_0} A_Sm f(x) > 2^k \left(1 - \frac{1}{\sqrt{2}}\right) \sum_{m \leq k - m_0} 2^{m+k+m_0}, M(f)(x) \leq \gamma 2^k \right\} \right)$$

$$\leq \sum_{k \in \mathbb{Z}} 2^{kp} \sum_{m \leq k-m_0} w \left( \left\{ x : A_Sm f(x) > \left(1 - \frac{1}{\sqrt{2}}\right) 2^{m+k+m_0}, M(f)(x) \leq \gamma 2^k \right\} \right).$$

Denote $b_m = \sum_{Q \in S_m} \chi_Q$. Then $A_Sm f \leq 2^{m+1} b_m$. Therefore, if we denote by $S_m^*$ the collection of maximal dyadic cubes in $S_m$, taking into account the local exponential decay for sparse operators (see, for example, [29]), then

$$\left\{ A_Sm f(x) > \left(1 - \frac{1}{\sqrt{2}}\right) 2^{m+k+m_0} \right\}$$

$$\leq \left\{ b_m > \frac{\sqrt{2} - 1}{2\sqrt{2}} 2^{m+k+m_0} \right\}$$

$$\leq \sum_{Q \in S_m} \left| \left\{ x \in Q : b_m > \frac{\sqrt{2} - 1}{2\sqrt{2}} 2^{m+k+m_0} \right\} \right| \leq \exp(-c2^{-m+k+m_0}) \sum_{Q \in S_m^*} |Q|.$$

Now, by the $C_q$ condition, we have

$$w \left( \left\{ A_Sm f(x) > \left(1 - \frac{1}{\sqrt{2}}\right) 2^{m+k+m_0} \right\} \right)$$

$$= \sum_{Q \in S_m} w \left( \left\{ x \in Q : A_Sm f(x) > \left(1 - \frac{1}{\sqrt{2}}\right) 2^{m+k+m_0} \right\} \right)$$

$$\leq \exp(-c2^{-m+k+m_0}) \sum_{Q \in S_m^*} \int M(\chi_Q)qw.$$

Since $\bigcup_{Q \in S_m} Q \subset \{ x : Mf(x) > 2^m \}$, a combined application of [39, Lemma 4] and Lemma 5.4 yields the desired result.

5.2.3 Proof of Theorem 5.2

We may assume that $\|b\|_{\text{BMO}} = 1$. Again we just settle the strong type estimate, since the weak-weak type $(p,p)$ estimate is analogous.

First we note that by using (2.1),

$$T_{b,S}f(x) = \sum_{Q \in S} \frac{1}{|Q|} \int_Q |b - b_Q||f|\chi_Q \lesssim \|b\|_{\text{BMO}} \sum_{Q \in S} \|f\|_{L^1(Q, \chi_Q) \chi_{Q}} = \|b\|_{\text{BMO}} A_{L^1} L^1 \cdot Sf.$$ 

Now we observe that we have

$$\|A_{L\log L} L^1 \cdot Sf\|_{L^p(w)}^p \leq \sum_{k \in \mathbb{Z}} 2^{(k+1)p} w \left( \left\{ x : 2^k < A_{L\log L} L^1 \cdot Sf \leq 2^{k+1} \right\} \right)$$

$$\leq c_p \sum_{k \in \mathbb{Z}} 2^{kp} w \left( \left\{ x : A_{L\log L} L^1 \cdot Sf(x) > 2^k \right\} \right)$$

$$\leq c_p \sum_{k \in \mathbb{Z}} 2^{kp} w \left( \left\{ x : A_{L\log L} L^1 \cdot Sf(x) > 2^k, M_{L\log L} f(x) \leq \gamma 2^k \right\} \right).$$
So we only need to estimate
\[ \sum_{k \in \mathbb{Z}} 2^{k}p \left( \{ x : A_{L \log L, S} f(x) > 2^{k}, M_{L \log L} f(x) \leq \gamma 2^{k} \} \right) \]

Split \( S = \bigcup_{m} S_{m} \), where
\[ S_{m} := \{ Q \in S : 2^{m} < \| f \|_{L^{Q}, L} \leq 2^{m+1} \} . \]

It is easy to see that, if \( 2^{m} \geq \gamma 2^{k} \), then for \( x \in Q \in S_{m} \), \( M_{L \log L} f(x) > \gamma 2^{k} \). Set \( m_{0} = \lfloor \log_{2} (\frac{1}{\gamma}) \rfloor + 1 \).

Then we have
\[ \sum_{k \in \mathbb{Z}} 2^{k}p \left( \{ x : A_{L \log L, S} f(x) > 2^{k}, M_{L \log L} f(x) \leq \gamma 2^{k} \} \right) \]
\[ = \sum_{k \in \mathbb{Z}} 2^{k}p \left( \left\{ x : \sum_{m \leq k-m_{0}} A_{L \log L, S_{m}} f(x) > 2^{k} \left( 1 - \frac{1}{\sqrt{2}} \right) \sum_{m \leq k-m_{0}} 2^{m-k+m_{0}} m_{m+k} \right) \right) \]
\[ \leq \sum_{k \in \mathbb{Z}} 2^{k} \sum_{m \leq k-m_{0}} w \left( \left\{ x : A_{L \log L, S_{m}} f(x) > \left( 1 - \frac{1}{\sqrt{2}} \right) \right. \right) \sum_{Q \in S_{m}^{*}} |Q|, \]

Denote \( b_{m} = \sum_{Q \in S_{m}} \chi_{Q} \). Then \( A_{L \log L, S_{m}} f \leq 2^{m+1} b_{m} \). Therefore, by sparseness,
\[ \left| \left\{ x : \sum_{m \leq k-m_{0}} A_{L \log L, S_{m}} f(x) > \left( 1 - \frac{1}{\sqrt{2}} \right) \right. \right) \sum_{Q \in S_{m}^{*}} |Q|, \]

where \( S_{m}^{*} \) is the collection of maximal dyadic cubes in \( S_{m} \). By the \( C_{q} \) condition, we have
\[ w \left( \left\{ x : A_{L \log L, S_{m}} f(x) > \left( 1 - \frac{1}{\sqrt{2}} \right) \right. \right) \sum_{Q \in S_{m}^{*}} \int M(\chi_{Q})^{q} w. \]

Since
\[ \bigcup_{Q \in S_{m}^{*}} \{ x : M_{L \log L} f(x) > 2^{m} \} \subseteq \{ x : M(M f)(x) > 2^{m-n} \}, \]

we have that from Lemma 5.4,
\[ \sum_{Q \in S_{m}^{*}} \int M(\chi_{Q})^{q} w \lesssim 2^{-(m-n)p} \int M_{m-n,p,q} (M(M f))^{p} w. \]

This yields
\[ \sum_{k \in \mathbb{Z}} 2^{k}p \left( \{ x : A_{L \log L, S} f(x) > 2^{k}, M_{L \log L} f(x) \leq \gamma 2^{k} \} \right) \]
\[ \lesssim \sum_{k \in \mathbb{Z}} 2^{k} \sum_{m \leq k-m_{0}} exp\left( -c_{1}2^{-m-k+m_{0}} \right) \int M_{m-n,p,q} (M(M f))^{p} w \]

and we are done.

Now we turn our attention to \( T_{b,S} f(x) \). We observe that arguing as before, we have
\[ \| T_{b,S} f(x) f \|_{L^{p}(w)} \lesssim \sum_{k \in \mathbb{Z}} 2^{(k+1)p} w \left( \{ x : 2^{k} < T_{b,S} f(x) \leq 2^{k+1} \} \right) \]
Therefore,
\[ \left\{ x : \mathcal{T}_{b_S} f(x) > 2^k, M(f)(x) \leq \gamma 2^k \right\} \]

So we only need to estimate
\[ \sum_{k \in \mathbb{Z}} 2^{kp} \mathbb{P}\left\{ x : \mathcal{T}_{b_S} f(x) > 2^k, M(f)(x) \leq \gamma 2^k \right\} . \]

Split \( S = \bigcup_m S_m \), where
\[ S_m := \{ Q \in S : 2^m < \langle f \rangle_Q \leq 2^{m+1} \} . \]

It is easy to see that, if \( 2^m \geq \gamma 2^k \), then for \( x \in Q \in S_m \), \( M(f)(x) > \gamma 2^k \). Set \( m_0 = \lfloor \log_2 \left( \frac{1}{\gamma} \right) \rfloor + 1 \). We have
\[
\sum_{k \in \mathbb{Z}} 2^{kp} \mathbb{P}\left\{ x : \mathcal{T}_{b_S} f(x) > 2^k, M(f)(x) \leq \gamma 2^k \right\} \\
= \sum_{k \in \mathbb{Z}} 2^{kp} \mathbb{P}\left\{ x : \sum_{m \leq k - m_0} \mathcal{T}_{b_S} f(x) > 2^k \left( 1 - \frac{1}{\sqrt{2}} \right) \sum_{m \leq k - m_0} 2^{\frac{m-k+m_0}{2}}, M(f)(x) \leq \gamma 2^k \right\} \\
\leq \sum_{m \leq k - m_0} \sum_{m \leq k - m_0} w \left( \left\{ x : \mathcal{T}_{b_S} f(x) > \left( 1 - \frac{1}{\sqrt{2}} \right) 2^{\frac{m-k+m_0}{2}}, M(f)(x) \leq \gamma 2^k \right\} \right) .
\]

Now we observe that
\[ \mathcal{T}_{b_S} f(x) \leq 2^{m+1} \sum_{Q \in S_m} |b(x) - b_Q| \chi_Q . \]

Therefore,
\[
\left| \left\{ \mathcal{T}_{b_S} f(x) > \left( 1 - \frac{1}{\sqrt{2}} \right) 2^{\frac{m+k+m_0}{2}} \right\} \right| \\
\leq \left| \left\{ \sum_{Q \in S_m} |b(x) - b_Q| \chi_Q > \frac{\sqrt{2} - 1}{2\sqrt{2}} 2^{-\frac{m+k+m_0}{2}} \right\} \right| \\
= \sum_{Q \in S_m} \left| \left\{ x \in Q : \sum_{P \subseteq S_m, P \subseteq Q} |b(x) - b_P| \chi_P > \frac{\sqrt{2} - 1}{2\sqrt{2}} 2^{-\frac{m+k+m_0}{2}} \right\} \right|,
\]

where \( S_m^* \) is the collection of maximal dyadic cubes in \( S_m \). Now taking into account \([23, \text{Lemma 5.1}]\), we have that there exists a sparse family \( \tilde{S}_m \) containing \( S_m \) such that
\[ |b(x) - b_P| \chi_P(x) \leq \|b\|_{BMO} c_n \sum_{R \subseteq P, P \in S_m} \chi_R(x) = c_n \sum_{R \subseteq P, P \in S_m} \chi_R(x) . \]

Taking that into account we can continue the preceding computation as follows:
\[
\sum_{Q \in S_m} \left| \left\{ x \in Q : \sum_{P \subseteq S_m, P \subseteq Q} \left( c_n \sum_{R \subseteq P, P \in S_m} \chi_R(x) \right) \chi_P > \frac{\sqrt{2} - 1}{2\sqrt{2}} 2^{-\frac{m+k+m_0}{2}} \right\} \right| \\
\leq \sum_{Q \in S_m^*} \left| \left\{ x \in Q : \left( \sum_{P \subseteq S_m, P \subseteq Q} \chi_P \right)^2 > c \frac{\sqrt{2} - 1}{2\sqrt{2}} 2^{-\frac{m+k+m_0}{2}} \right\} \right| \\
\leq \exp(-c 2^{-\frac{m+k+m_0}{2}}) \sum_{Q \in S_m^*} |Q| .
\]

Hence, combining the preceding estimates and using the \( C_q \) condition, we have
\[ w \left( \left\{ \mathcal{T}_{b_S} f(x) > \left( 1 - \frac{1}{\sqrt{2}} \right) 2^{\frac{m+k+m_0}{2}} \right\} \right) \leq \exp(-c 2^{-\frac{m+k+m_0}{2}}) \sum_{Q \in S_m^*} \int M(\chi_Q)^q w . \]
Since $\bigcup_{Q \in S^*_m} Q \subset \{x : Mf(x) > 2^m\}$, we have that from Lemma 5.4,
\[
\sum_{Q \in S^*_m} \int M(\chi_Q)^q w \lesssim 2^{-mp} \int M_{m,p,q}(Mf)^p w.
\]
This yields
\[
\sum_{k \in \mathbb{Z}} 2^{kp} w(\{x : T_{b,S,m} f(x) > 2^k, M(f)(x) \leq \gamma 2^k\}) \lesssim \sum_{k \in \mathbb{Z}} 2^{kp} \sum_{m \in k - m_0} \exp(-\gamma c^2 t^{m+k+m_0}) 2^{-mp} \int M_{m,p,q}(Mf)^p w
\]
and we are done.
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Appendix A  Consequences of sparse domination results

The following results are obtained by combining the sparse domination results provided above and the ideas in [14,23] and a suitable adaption of the conjugation method in the case of the one weighted setting for the commutator.

**Theorem A.1** ($A_p$ weak and strong type estimates). Let $1 < p, q < \infty$ and $w \in A_p$. Then we have the following results.

- The maximal function.

  \[
  \|M_q(\sigma f)\|_{L^p(w)} \lesssim \left[ w \right]_{A_p} \left[ \left[ \sigma \right]_{A_\infty} \right] \| f \|_{L^p(\sigma)},
  \]

- Calderón-Zygmund operators.

  \[
  \|T_q(\sigma f)\|_{L^p(w)} \lesssim c_{n,p,q} C_T \left[ w \right]_{A_p} \left[ \left[ \sigma \right]_{A_\infty} \right] \| f \|_{L^p(\sigma)},
  \]

  \[
  \|T_q(\sigma f)\|_{L^{p,\infty}(w)} \lesssim c_{n,p,q} C_T \left[ w \right]_{A_p} \left[ \left[ \sigma \right]_{A_\infty} \right] \| f \|_{L^p(\sigma)}.
  \]

- Commutators of Calderón-Zygmund operators.

  \[
  \| [b, T_q] f \|_{L^p(w)} \lesssim c_{n,p,q} C_T \left[ w \right]_{A_p} \left[ \left[ \sigma \right]_{A_\infty} \right] \| f \|_{L^p(\sigma)}.
  \]
If $\mu, \lambda \in A_p$, $\nu = (\frac{\mu}{\lambda})^{\frac{1}{p}}$. If $b \in \text{BMO}_{\nu}$, namely if $\|b\|_{\text{BMO}_{\nu}} = \sup_Q \frac{1}{|Q|} \int_Q |b - b_Q|dx < \infty$, then
\[
\|b, T_q f\|_{L^p(\lambda)} \leq c_{n, p, q} C_T \max\{\|\mu\|_{A_p}[\nu, A_p]\}^{\max\{1, \frac{1}{\nu r}\}} \|b\|_{\text{BMO}_{\nu}} \|f\|_{L^p(\mu)}.
\]

- Rough singular integrals, commutators and $B_{(n-1)/2}$.
\[
\|T_q f\|_{L^p(w)} \leq c_{n, p, q} C_T [w]^{\frac{1}{A_p}}([w]_{A_\infty} + [\sigma]_{A_\infty}) \min\{[\sigma]_{A_\infty}, [w]_{A_\infty}\},
\]
\[
\|T_q f\|_{L^p(w)} \leq c_{n, p, q} \Omega (\|f\|_{L^\infty(\mathbb{R}^n)}^{(2^n - 1)}[w]^{\frac{1}{A_p}}([w]_{A_\infty} + [\sigma]_{A_\infty}) \max\{[\sigma]_{A_\infty}, [w]_{A_\infty}\}),
\]
\[
\|b, T_q f\|_{L^p(w)} \leq c_{n, p, q} \Omega (\|f\|_{L^\infty(\mathbb{R}^n)}^{(2^n - 1)}[w]^{\frac{1}{A_p}}([w]_{A_\infty} + [\sigma]_{A_\infty}) \max\{[\sigma]_{A_\infty}, [w]_{A_\infty}\}^2).
\]

The following estimates can be obtained by using the proofs for sparse operators contained in [8, 23].

**Theorem A.2** (Endpoint estimates). Let $1 < p, q < \infty$, $w$ be a weight and $v \in A_1$. Then we have the following results.

- Calderón-Zygmund operators.
\[
\|T_q f\|_{L^1(\infty)(w)} \leq c_{\Phi} \int_{\mathbb{R}^n} \left| f(x) \right|_{q} M_{\Phi} w(x)dx,
\]
where
\[
c_{\Phi} = \int_{1}^{\infty} \frac{\Phi^{-1}(t)}{t^2 \log(e + t)}dt.
\]
From this estimate we derive the following:
\[
\|T_q f\|_{L^1(\infty)(w)} \leq [v]_{A_1} \log(e + [v]_{A_\infty}) \int_{\mathbb{R}^n} \left| f(x) \right|_{q} v(x)dx.
\]

- Commutators.
\[
w(\{x \in \mathbb{R}^n : \|b, T_q f\| > t\}) \leq c_T \frac{c_{\Phi}}{t} \int_{\mathbb{R}^n} \Phi\left(\frac{\|f\|_{\text{BMO}}}{t}\right) M_{\Phi} v(x)dx,
\]
where $\Phi(t) = t \log(e + t)$ and $c_{\Phi} = \int_{1}^{\infty} \frac{\Phi^{-1}(t)}{t \log(e + t)}dt$. From this estimate it follows that
\[
v(\{x \in \mathbb{R}^n : \|b, T_q f\| > t\}) \leq [v]_{A_1} [v]_{A_\infty} \log(e + [v]_{A_\infty}) \int_{\mathbb{R}^n} \Phi\left(\frac{\|f\|_{\text{BMO}}}{t}\right) v(x)dx.
\]

Using the results for sparse operators contained in [7, 26, 27, 33, 37] we obtain the following result.

**Theorem A.3** (Fefferman-Stein type inequalities). Let $w$ be a weight, $1 < p < \infty$ and $r > 1$ be small enough. Then the following hold.

- Calderón-Zygmund operators and commutators.
\[
\|b, T_q f\|_{L^p(w)} \leq c_{n, q} C_T \|b\|_{\text{BMO}} (pp')^{2(r')^{\frac{1}{r'}}} \|f\|_{L^p(M, w)},
\]
\[
\|T_q f\|_{L^p(w)} \leq c_{n, q} C_T pp' (r')^{\frac{1}{p'}} \|f\|_{L^p(M, w)}.
\]

- Rough singular integrals, commutators and $B_{(n-1)/2}$.
\[
\|T_q f\|_{L^p(w)} \leq c_{n, p, q} C_T (r')^{\frac{1}{p'}} \|f\|_{L^p(M, w)},
\]
\[
\|T_q f\|_{L^p(w)} \leq c_{n, p, q} \Omega (\|f\|_{L^\infty(\mathbb{R}^n)}^{(2^n - 1)}(r')^{\frac{1}{p'}} \|f\|_{L^p(M, w)},
\]
\[
\|b, T_q f\|_{L^p(w)} \leq c_{n, p, q} \|b\|_{\text{BMO}} \Omega (\|f\|_{L^\infty(\mathbb{R}^n)}^{(2^n - 1)}(r')^{\frac{1}{p'}} \|f\|_{L^p(M, w)}.
\]

**Theorem A.4.** Let $1 < s < p < \infty$, $r > 1$ be small enough and $w \in A_s$. Then the following hold.
• Calderón-Zygmund operators and commutators.

\[
\|\mathcal{T}_q f\|_{L^p(w)} \leq c_{n,q}C_{\text{pp}}\left[|w|^{1/2}|w|^{1/\alpha_{\lambda}}\right] \|f\|_{L^p(w)},
\]

\[
\|b,\mathcal{T}_q f\|_{L^p(w)} \leq c_{n,q}\|f\|_{\text{BMO}}(p_{\text{pp}})^2\left[|w|^{1/2}|w|^{1+1/\alpha_{\lambda}}\right] \|f\|_{L^p(w)}.
\]

• Rough singular integrals, commutators and \(B_{(n-1)/2}\).

\[
\|\mathcal{T}_q(f)\|_{L^p(w)} \leq c_{n,p,q}\left[|w|^{1/\alpha_{\lambda}}|w|^{1/2}\right] \|f\|_{L^p(w)},
\]

\[
\|\mathcal{B}_q(f)\|_{L^p(w)} \leq c_{n,p,q}\Omega\left|L^\infty(S^{n-1})\right|\left[|w|^{1/\alpha_{\lambda}}|w|^{1+1/\alpha_{\lambda}}\right] \|f\|_{L^p(w)},
\]

\[
\|b,\mathcal{B}_q(f)\|_{L^p(w)} \leq c_{n,p,q}\|b\|_{\text{BMO}}\Omega\left|L^\infty(S^{n-1})\right|\left[|w|^{1/\alpha_{\lambda}}|w|^{2+1/\alpha_{\lambda}}\right] \|f\|_{L^p(w)}.
\]

In the following theorems we gather some estimates in the spirit of [29], with some of them already contained there, that can be settled by combining sparse domination results with the ideas in [16,32].

**Theorem A.5.** Let \(1 < q < \infty\), \(T\) be an \(\omega\)-Calderón-Zygmund operator with \(\omega\) satisfying the Dini condition and \(b \in \text{BMO}\). Assume also that \(\text{supp } f_q \subseteq Q\). Then

\[
|\{x \in Q : \mathcal{T}_q f(x) > tM(|f_q|(x))\}| \leq c_1e^{-ct^q}|Q|,
\]

\[
|\{x \in Q : \mathcal{B}_q f(x) > tM(|f_q|(x))\}| \leq c_1e^{-ct^q}|Q|,
\]

\[
|\{x \in Q : |b,\mathcal{T}_q f(x)| > tM^2(|f_q|(x))\}| \leq c_1e^{-\sqrt{ct^q}}|Q|.
\]

We will finish this section with a similar type result for rough singular integrals.

**Theorem A.6.** Let \(\Omega \in L^\infty(S^{n-1})\) and \(T = \mathcal{T}_\Omega\) or \(T = B_{(n-1)/2}\). Let also \(Q\) be a cube and \(f\) satisfy \(\text{supp } f \subseteq Q\). Then there exist some constants \(c, \alpha > 0\) such that

\[
|\{x \in Q : |Tf(x)| > tM f(x)\}| \leq ce^{-\sqrt{ct^q}}|Q|, \quad t > 0.
\]

**Remark A.7.** We believe that the preceding estimate is not sharp, and we conjecture that the decay should be exponential rather than subexponential.

**Appendix B** Unweighted quantitative estimates

In this appendix, we collect some quantitative unweighted estimates for Calderón-Zygmund operators satisfying the Dini condition and their vector-valued counterparts. These estimates are somehow implicit in the literature and are a basic ingredient for our fully-quantitative sparse domination results. Our first result provides a quantitative pointwise estimate involving \(M_\delta^2\) and \(T\). It can be obtained following the strategy devised in [2]. It is not hard to check that the following estimate holds.

**Proposition B.1.** Let \(T\) be an \(\omega\)-Calderón-Zygmund operator satisfying the Dini condition. For each \(0 < \delta < 1\) we have

\[
M_\delta^2(Tf)(x_0) \leq 2^{n+1}\left(\frac{1}{1-\delta}\right)^{1/2}\left(\|T\|_{L^2 \rightarrow L^2} + \|\omega\|_{\text{Dini}}\right)Mf(x_0).
\]

Our next result provides quantitative control of \(\|\mathcal{T}_q\|_{L^1 \rightarrow L^1,\infty}\).

**Proposition B.2.** Let \(1 < q < \infty\) and \(T\) be an \(\omega\)-Calderón-Zygmund operator satisfying the Dini condition. Then

\[
\|\mathcal{T}_q\|_{L^1 \rightarrow L^1,\infty} \leq c_n\|\omega\|_{\text{Dini}} + \|T\|_{L^q \rightarrow L^q},
\]

Furthermore, since \(\|T\|_{L^q \rightarrow L^q} \leq c_n\|\omega\|_{\text{Dini}} + \|T\|_{L^2 \rightarrow L^2}\),

\[
\|\mathcal{T}_q\|_{L^1 \rightarrow L^1,\infty} \leq c_n\|\omega\|_{\text{Dini}} + \|T\|_{L^2 \rightarrow L^2}.
\]

**Proof.** It suffices to follow the proof in [34], by considering the Calderón-Zygmund decomposition with respect to the level \(\alpha\lambda\) and then optimizing in \(\alpha\). \(\square\)
Appendix B.1 Boundedness of $\overline{M}_q$ on $L^{p, \infty}$

In this subsection, we prove that $\overline{M}_q : L^{p, \infty} \to L^{p, \infty}$. For that purpose we will use the following Fefferman-Stein type estimate obtained in [31, Theorem 1.1].

**Theorem B.3.** Let $1 < p < q < \infty$. Then, if $g$ is a locally integrable function, we have that

\[
\int_{\mathbb{R}^n} \overline{M}_q f g \leq \int_{\mathbb{R}^n} |f|_q Mg.
\]

As we announced, using the estimate in Theorem B.3, we can obtain the following result.

**Theorem B.4.** Let $1 < p, q < \infty$. Then

\[
\|\overline{M}_q f\|_{L^{p, \infty}} \leq c_{n, q}\|f\|_{L^{p, \infty}}.
\]

**Proof.** Let us fix $1 < r < \min\{p, q\}$. Then

\[
\|\overline{M}_q f\|_{L^{p, \infty}} = \|(\overline{M}_q f)^\frac{r}{p}\|_{L^{p, \infty}} = \|(\overline{M}_q f)^\frac{p}{r}\|_{L^{r, \infty}}.
\]

Now by duality

\[
\|(\overline{M}_q f)^\frac{r}{p}\|_{L^{r, \infty}} \leq \left( \sup_{\|g\|_{L^r} = 1} \left| \int_{\mathbb{R}^n} (\overline{M}_q f)^\frac{p}{r} g \right| \right)^{\frac{1}{r}},
\]

and using Theorem B.3 together with Hölder’s inequality in the context of Lorentz spaces we have

\[
\left| \int_{\mathbb{R}^n} (\overline{M}_q f)^\frac{p}{r} g \right| \leq \int_{\mathbb{R}^n} |(\overline{M}_q f)^\frac{p}{r} g| \leq \int_{\mathbb{R}^n} |f|^\frac{r}{p} |Mg|
\leq \|f\|^\frac{r}{p} \|Mg\|_{L^\infty}
\leq c_{n, p, q}\|f\|_{L^{p, \infty}} \leq c_{n, p, q} \|f\|_{L^{p, \infty}}.
\]

In summary

\[
\|\overline{M}_q f\|_{L^{p, \infty}} = \|(\overline{M}_q f)^\frac{p}{r}\|_{L^{r, \infty}} \leq (c_{n, p, q}\|f\|_{L^{p, \infty}})^{\frac{1}{r}} \leq c_{n, p, q} \|f\|_{L^{p, \infty}}.
\]

This completes the proof. \qed

**Appendix B.2 Weak type $(1, 1)$ of $T^* q$**

In this subsection, we present a fully quantitative estimate of the weak type $(1, 1)$ of $T^* q$ via a suitable pointwise Cotlar inequality.

Now we recall Cotlar’s inequality for $T^*$. In [15, Theorem A.2] the following result is obtained.

**Lemma B.5.** Let $T$ be an $\omega$-Calderón-Zygmund operator with $\omega$ satisfying the Dini condition and let $\delta \in (0, 1)$. Then

\[
T^* f(x) \leq c_{n, \delta}(M_\delta(|Tf|))(x) + (\|T\|_{L^2 \to L^2} + \|\omega\|_{\text{Dini}})M f(x).
\]

Armed with this lemma we are in the position to prove the following pointwise vector-valued Cotlar’s inequality.

**Lemma B.6.** Let $T$ be an $\omega$-Calderón-Zygmund operator with $\omega$ satisfying the Dini condition, $\delta \in (0, 1)$ and $1 < q < \infty$. Then

\[
T^* q f(x) \leq c_{n, \delta}(\overline{M}_q (|Tf|)^\delta)(x) + (\|T\|_{L^2 \to L^2} + \|\omega\|_{\text{Dini}})\overline{M}_q f(x),
\]

where $|Tf|^{\delta}$ stands for $\{ |Tf_j|^{\delta} \}_{j=1}^\infty$.

**Proof.** It suffices to apply Lemma B.5 to each term of the sum. \qed
Theorem B.7. Let $T$ be an $\omega$-Calderón-Zygmund operator with $\omega$ satisfying the Dini condition, and $1 < q < \infty$. Then

$$\|T^q f\|_{L^{1,\infty}} \leq c_{n,\delta,q}(\|T\|_{L^2 \to L^2} + \|\omega\|_{\text{Dini}})\|f\|_{L^1}.$$

Proof. Using the previous lemma, we have

$$\|T^q f\|_{L^{1,\infty}} \leq c_{n,\delta}(\|M^q \delta (|T_f|^\delta)_x\|_{L^{1,\infty}} + (\|T\|_{L^2 \to L^2} + \|\omega\|_{\text{Dini}})\|M_q f\|_{L^{1,\infty}}).$$

For the second term we have

$$\|M_q f\|_{L^{1,\infty}} \leq c_{n,q}\|f\|_{L^1},$$

so we only have to deal with the first term.

Using that $M_q : L^{p,\infty} \to L^{p,\infty}$ (see Theorem B.4), we have

$$\|M^q \delta (|T_f|^\delta)_x\|_{L^{1,\infty}} = \|M^q (|\mathcal{T} f|^\delta)_x\|_{L^{1,\infty}} \leq C_{n,\delta,q}\|\mathcal{T} f\|_{L^{1,\infty}} = C_{n,\delta,q}\|\mathcal{T} q f\|_{L^{1,\infty}} \leq C_{n,\delta,q}\|\mathcal{T} q f\|_{L^{1,\infty}}\|f\|_{L^1}.$$