An optimal feed-forward artificial neural network model and a new empirical correlation for prediction of the relative viscosity of Al2O3-engine oil nanofluid
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This study presents the design of an artificial neural network (ANN) to evaluate and predict the viscosity behavior of Al2O3/10W40 nanofluid at different temperatures, shear rates, and volume fraction of nanoparticles. Nanofluid viscosity ($\mu_{nf}$) is evaluated at volume fractions ($\phi=0.25\%$ to $2\%)$ and temperature range of 5 to 55 °C. For modeling by ANN, a multilayer perceptron (MLP) network with the Levenberg–Marquardt algorithm (LMA) is used. The main purpose of this study is to model and predict the $\mu_{nf}$ of Al2O3/10W40 nanofluid through ANN, select the best ANN structure from the set of predicted structures and manage time and cost by predicting the ANN with the least error. To model the ANN, $\phi$, temperature, and shear rate are considered as input variables, and $\mu_{nf}$ is considered as output variable. From 400 different ANN structures for Al2O3/10W40 nanofluid, the optimal structure consisting of two hidden layers with the optimal structure of 6 neurons in the first layer and 4 neurons in the second layer is selected. Finally, the R regression coefficient and the MSE are 0.995838 and 4.14469E−08 for the optimal structure, respectively. According to all data, the margin of deviation (MOD) is in the range of less than $2\% < MOD < + 2\%$. Comparison of the three data sets, namely laboratory data, correlation output, and ANN output, shows that the ANN estimates laboratory data more accurately.

The oils with lower viscosity are more suitable for oil pumping while using high viscosity oils can lead to a growth in bearing load capability. Consequently, the selection of suitable engine oil may lead to higher performance and low fuel consumption. To advance the heat transfer rate of engine oils or other operational fluids, many researchers investigated nanofluids, composed of nanoparticles and operational fluids1–6. A review of previous researches indicates Al2O3 nanoparticles commonly are used to prepare the nanofluids7–11. However, by adding the nanoparticles to fluids, their dynamic viscosity is changed. Regarding the $\mu_{nf}$ containing Al2O3 nanoparticles, many studies were reported that $\mu_{nf}$ is dependent on different variables12–17. As we know, many experiments should be performed for the determination of the $\mu_{nf}$, which are time-consuming and expensive. Hence, for escaping the costs of additional experiments to predict the behavior of nanofluids, there have been attention to use the ANNs. In this regard, numerous investigations were performed on the thermophysical properties of different nanofluids using ANNs. Hojjat et al.18 firstly measured the $k_{nf}$ of various water-based nanofluids. Using the ANN method, they modeled the experimental data. Longo et al.19 proposed two ANN models to predict the $k_{nf}$ of TiO2/water and Al2O3/water nanofluids. Hemmat Esfe et al.20 used the experimental data and modeled the $k_{nf}$ of MgO/EG nanofluids by ANN. They considered concentration, the diameter of the particle, and temperature as input variables. Using ANNs, Hemmat Esfe et al. modeled the $k_{nf}$ of MWCNTs/water21, MgO/water–EG22, Al2O3/water23, and Mg (OH)2/EG nanofluids24. Hemmat Esfe et al.25 using ANNs predicted the $\mu_{nf}$ and $k_{nf}$ of Fe/EG nanofluid. They showed that with satisfying accuracy, the ANNs were able to predict the data. Since in the past few years there has been a growing interest in oil-based nanofluids, improving their thermophysical properties is one of the important factors for industrial needs26–30.
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A review of past research on the use of post-processing methods in predicting the $\mu_{nf}$ shows that despite the multiplicity of ANNs to predict, almost there were not any specific mechanism for finding the best ANN structure including the best number of hidden layers, the best number of neurons in each layer, the best weighting of the neurons, and the best transmission function. Researchers have analyzed a small number of neural network structures to introduce the best structure among the studied structures. In addition to conducting laboratory studies to identify the properties of Al$_2$O$_3$/10W40 nanofluid, the present study examined 400 different ANN structures with different numbers of neurons in each hidden layer, combining different transfer functions in the first and second hidden layers, and separately optimizing the transfer function. The output layer was taken as an important step in selecting the optimal structure from among the multitude of structures studied to predict the $\mu_{nf}$ of Al$_2$O$_3$/10W40 nanofluid.

ANN

ANN is a data processing system and entrusts data processing to many small and many processors that act as interconnected and parallel ANNs to solve a problem. Applications of ANN include pattern classification and recognition, modeling, regression, and mapping in various branches of bioinformatics, system control, time data forecasting, etc. ANN is one of the most important trends in artificial intelligence and is a growing science. In recent years, due to increased laboratory costs as well as time savings, ANNs were used to predict and design various systems, including thermal conductivity and $\mu_{nf}$. One of the most important applications of ANN in nanofluids is when the prediction of $\mu_{nf}$ by classical models does not match the experimental results and the ANN model is used to predict $\mu_{nf}$ in terms of temperature, $\phi$, and shear rate. It was proven that the ANN model is more accurate in predicting $\mu_{nf}$ than previous methods. Many researchers showed that ANNs are a reliable tool for modeling and predicting engineering and nanofluid problems. However, extensive researches were conducted on the $\mu_{nf}$. Therefore, in this study, the $\mu_{nf}$ of Al$_2$O$_3$/10W40 nanofluid was modeled by ANN in terms of temperature, $\phi$, and shear rate. In this modeling, ANNs with a large number of neurons and different transfer functions are examined and a suitable and optimal ANN was selected. Finally, the predicted $\mu_{nf}$ as the output of ANN data was compared with the results of laboratory data. ANNs process data based on a multi-layered architecture and provide appropriate output. Perceptron is the simplest and oldest type of ANN. Multilayer perceptron ANNs consist of an input layer, a hidden layer or layers, and an output layer. The transfer function also shows the relationship between the output signal of a control system and the input signal for all possible input values. In any ANN, a transfer function is required to convert the input signal to the output signal. There are generally four types of transfer functions: hard limit transfer, linear transfer function, sigmoid transfer function, and Gaussian transfer function, but the sigmoid transfer function with two logarithmic functions (log-sigmoid) and tangential (tan-sigmoid) is used for nonlinear modeling. The used ANN in the present study is a multilayer perceptron and the used algorithm to teach this Levenberg–Marquardt (ML-ANN). Also, the application of sigmoid transfer functions on neurons in the hidden layers was considered to better orient the training process in designing the structure of the ANN. Also, there are other optimization methods to predict the performance of engineering systems with computers. The following sections provide more complete information on the characteristics of the designed ANN.

Laboratory data and ANN training

The ANN is made up of a large number of processing units called neurons. Neurons are the main components of ANNs that are connected to networks by a set of connections, each with specific weights. The performance of an ANN is highly dependent on weight values. In this study, to model the laboratory data of Al$_2$O$_3$/10W40 nanofluid, ANN method and input variables including $\phi$, temperature, and shear rate were used to predict the output variable, i.e. relative viscosity of nanofluid. The ANN model is a multilayer perceptron and the Levenberg–Marquardt (ML-ANN) algorithm was used for the training phase. Sigmoid transfer functions are also used in each of the hidden layers. To select the most optimal structure possible, 400 different structures were examined, which differ in the number of neurons in the first hidden layer, the number of neurons in the second hidden layer, and the combination of applied transfer functions to the hidden layers. In the studied structures, different combinations of tan-sigmoid and log-sigmoid tangent transfer functions in hidden layers were used. Also, based on a parallel optimization process and based on examining the value of R for different transfer functions, the purline linear transfer function was introduced as the best possible option for the output layer. ANN structures with purline transfer function have the highest R-value compared to other transfer functions and therefore this transfer function was selected as a fixed part of the structure but in other parts such as the number of hidden layers, the number of neurons in each hidden layer, transfer functions related to hidden layers of structure optimization were put on the agenda. The method of applied weighting to neurons was also considered random. To achieve the optimal structure and go through the ANN training process, 134 series of experimental data were used, which were randomly divided into three groups: 70% of the data to the train and set the weights, 15% to the validation stage to optimize the number of neurons and hidden layers and 15% to the test stage to test the overall quality of ANN performance. Figure 1 shows the best structure selected from the 400 studied structures to predict the $\mu_{nf}$ of Al$_2$O$_3$/10W40 nanofluid.

Figure 2 also shows the flowchart of selecting and measuring the performance of each of the 400 analyzed ANNs. As can be seen, measuring the value of R and bringing it as close as possible to the number 1 is one of the main criteria for selecting the best ANN structure. A higher R-value is a sign that ANN results are more consistent with laboratory results. To evaluate the performance and efficiency of the ANN, the regression parameters of the ANN (R) in different stages of train R, test R, and validation R were given in Table 1 and the best value of R regression coefficient according to the data of Table 1 is 0.995838 which was related to the eighteenth structure. It should be noted
Figure 1. The best ANN.

Figure 2. Flowchart of the suggested algorithm to achieve the optimal ANN.
that the 18 structures presented in Table 1 are the optimal structures among the 400 structures with the highest regression coefficients compared to other studied structures. The number of neurons and the type of transfer functions are shown in Table 1 as characteristics of each structure.

### Results and discussion

In Fig. 3, after determining the optimal structure as well as the number of neurons and hidden layers from the set of ANN structures, it is necessary to analyze the predicted data in terms of performance. The correlation relationship between different stages of Test R, Validation R, and Train R and regression coefficient of all data was plotted in 4 separate sections. It was observed that the value of regression coefficients for all data in the present model was higher than 0.9. Also, the value of the regression coefficient close to one shows a close relationship between the experimental data and the ANN data, although in the test and train stages the regression coefficient R occurred in topologies 15 or 16. It is more important for all data, which is equal to 0.995838 and belongs to the eighteenth topology.

Examining the performance of the selected ANN in the four stages of training, testing, validation, and analysis of all data is also very important. Mean-Square Error (MSE) was used to determine the most appropriate performance of the selected ANN model. As can be seen in Fig. 4, the MSE in the training stage has the lowest MSE compared to the other stages. According to Eq. (1), the MSE value is $4.14 \times 10^{-8}$. In Eq. (1), $\mu_{\text{exp}}$ is the viscosity of the experimental data, $\mu_{\text{pred}}$ is the output viscosity of ANN, and N is the number of performed experiments.

$$\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (\mu_{\text{rel}|\text{EXP}} - \mu_{\text{rel}|\text{pred}})^2 \quad (1)$$

To evaluate the accuracy of the predicted data of the selected ANN with the results of experimental data in 5 separate sections (All data) and Train, Validation, Test (Optimal, the values of the two are compared in Fig. 5). According to Fig. 5, much of the data is on the bisector, indicating that there is an excellent correlation between the outputs of the ANN and the laboratory data.

Figure 6 shows the adaptation of the ANN results from the train, validation, and test with the laboratory equivalent data set at $\phi = 0.25$ to 2% through the ANN method. As shown in Fig. 6, all predicted points by ANN correspond to experimental points, which indicates the high accuracy and proper performance of ANNs in predicting laboratory data. The highest deviation of the predicted viscosity data was seen at $\phi = 2\%$ in the validation stage.

| Candidate topology no | Structure | Function 1 | Function 2 | R Train R | Val. R | Test R |
|-----------------------|-----------|------------|------------|----------|-------|-------|
| 1                     | [1 1]     | tansig     | tansig     | 0.955597 | 0.960002 | 0.939092 | 0.958256 |
| 2                     | [1 1]     | tansig     | logsig     | 0.956255 | 0.951010 | 0.920264 | 0.977953 |
| 3                     | [1 4]     | tansig     | tansig     | 0.956625 | 0.957146 | 0.959774 | 0.943737 |
| 4                     | [1 5]     | tansig     | logsig     | 0.956924 | 0.959406 | 0.945829 | 0.905548 |
| 5                     | [1 7]     | tansig     | tansig     | 0.957986 | 0.956876 | 0.962350 | 0.959278 |
| 6                     | [1 7]     | logsig     | tansig     | 0.959809 | 0.952818 | 0.975324 | 0.971776 |
| 7                     | [2 1]     | tansig     | tansig     | 0.966505 | 0.967086 | 0.936920 | 0.982507 |
| 8                     | [2 1]     | tansig     | logsig     | 0.977508 | 0.982078 | 0.989310 | 0.942294 |
| 9                     | [2 2]     | logsig     | tansig     | 0.983323 | 0.988026 | 0.973663 | 0.983080 |
| 10                    | [2 3]     | tansig     | tansig     | 0.984047 | 0.986994 | 0.990238 | 0.964605 |
| 11                    | [2 4]     | logsig     | tansig     | 0.988546 | 0.989743 | 0.993479 | 0.984091 |
| 12                    | [2 4]     | tansig     | logsig     | 0.988650 | 0.992175 | 0.994872 | 0.976143 |
| 13                    | [2 8]     | tansig     | tansig     | 0.990576 | 0.994783 | 0.986409 | 0.968954 |
| 14                    | [2 8]     | tansig     | logsig     | 0.990828 | 0.991620 | 0.992919 | 0.986954 |
| 15                    | [4 4]     | logsig     | tansig     | 0.992219 | 0.994015 | 0.986665 | 0.987254 |
| 16                    | [4 8]     | tansig     | tansig     | 0.994790 | 0.999537 | 0.987283 | 0.983229 |
| 17                    | [5 9]     | logsig     | tansig     | 0.995768 | 0.999103 | 0.991551 | 0.985094 |
| 18                    | [6 4]     | logsig     | tansig     | 0.995838 | 0.998231 | 0.995676 | 0.986958 |

Table 1. Characteristics of top 18 ANN structures.
Figure 7 shows the errors related to the predicted viscosity in the range of different temperatures for All Data, Train, Validation, Test, and Optimal data in 5 separate sections. According to the figure, the maximum error of the data was in the range between −0.03 to 0.03, however, at some temperatures, errors are in the range of more than ±0.03 were observed at temperatures of 5, 15 and 35°C.

In Fig. 8, the relative viscosity values of the ANN output were compared with the experimental data for the relative viscosity of Al₂O₃/10W40 nanofluid at a constant shear rate in two separate graphs in terms of temperature and different ϕ. Due to the relative viscosity–temperature curve, the predicted accuracy of the data was very high and the errors were small, and also in the relative viscosity–ϕ diagram of the data, they correspond well with each other.

In Eq. (2), the formula for calculating the margin of deviation (MOD) of the predicted data and laboratory data is presented. In this equation, μ_exp is the viscosity of the experimental data, μ_pre is the output viscosity of the ANN.
Figure 9 shows the MOD of these data in different $\phi$. As can be seen, the MOD does not exceed 2%, which indicates the acceptable accuracy of the proposed correlation for estimating the $\mu_{nf}$ of Al$_2$O$_3$/10W40 nanofluid.

The highest MOD was observed in All Data, Test, and Validation data at 35.45 °C in the range of 5%. The training stage has the lowest MOD.

Also, to study the efficiency of other post-processing methods in predicting the viscosity properties of nanofluids in the present study, the RSM was used. This method tries to accurately predict the relationship between input and output variables using various mathematical relationships. In this study, cubic, Mean, Linear, 2FI, Quadratic, Quartic and fifth models were used to predict laboratory data. Among these mathematical models, the cubic model was introduced as the best model in terms of accuracy and having the least complexity. The proposed mathematical relation was proposed to predict the viscosity and was of three variables such that its independent variables are: temperature, volume fraction and shear rate. Also, Table 2 provides information about the importance of the various parameters in the equation. The main criterion for measuring the degree of importance of each of the proposed mathematical relation parameters is the $p$ value, which should be less than 0.05 for very important parameters in the mathematical relation and less than 0.1 for important parameters. According to the information in Table 2, all mathematical relation parameters have $p$ values less than 0.1. Also, the values of measuring the accuracy of the mathematical relation were given in Table 3.

$$\mu_{nf}/\mu_{bf} = 1.5509 - 0.1201\varphi + 9.8837E - 003T - 1.5309E - 004\gamma + 1.9622E - 005\varphi\gamma - 3.6198E - 007T\gamma + 0.3312\varphi^2 + 1.7971E - 008\gamma^2 - 7.9962E - 006\varphi^2\gamma - 0.0706\varphi^3 - 6.3956E - 013\gamma^3$$

(3)

In Fig. 10, the ability of two methods of data prediction that are the proposed correlation and the ANN were compared to each other. This comparison was performed at a constant shear rate of 6665 s$^{-1}$ and $T = 15–45$ °C and different $\varphi$. As shown, the ANN method has a greater ability to predict experimental based data.
**Figure 5.** Comparison between predicted data with ANN-based on empirical data for all variables.
Figure 6. Comparison between the experimental data and the data predicted by the ANN.
Figure 7. Calculated error values.
Conclusion
In this study, the $\mu_{nf}$ of Al$_2$O$_3$/10W$_40$ nanofluid was evaluated using ANN. Also, 134 laboratory data including temperature, shear rate, and $\varphi$ parameters were used to model the relative viscosity by the ANN. The results are as follows:

- In this method, the parameters of temperature, $\varphi$, and shear rate were considered as ANN input variables and the relative viscosity of ANN data was considered as the output parameter of the ANN.
- Regression coefficient $R$ and MSE for optimal ANN structure were reported to be 0.995838 and 4.14469E−08, respectively.
- The optimal structure was selected from a set of 400 ANN structures that have two hidden layers and 6 and 4 neurons in the first and second hidden layers, respectively.
- The optimal transfer functions are logsig, tansig and purline for the first, second, and output layers, respectively.
- In the all ANN data stage, all data have an error of less than ±0.03.
- The highest frequency of MOD values was in the range of $-2\% < \text{MOD} < +2\%$ and indicates a very low error of ANN data for $\mu_{nf}$.
- The ANN was performed better than the experimental relationship in the $\mu_{nf}$ prediction process.
Figure 9. Margin of deviation.

Table 2. Analysis of variance for proposed correlation.

| Source       | Sum of squares | df | Mean square | F-value | p value |
|--------------|----------------|----|-------------|---------|---------|
| Model        | 5.72           | 10 | 0.57        | 362.62  | <0.0001 Significant |
| A—solid volume fraction | 0.73 | 1 | 0.73 | 460.25 | <0.0001 |
| B—temperature | 0.39 | 1 | 0.39 | 250.13 | <0.0001 |
| C—shear rate | 1.989E−004 | 1 | 1.989E−004 | 0.13 | 0.045 |
| AC           | 9.454E−004    | 1 | 9.454E−004 | 0.60 | 0.048 |
| BC           | 4.602E−003    | 1 | 4.602E−003 | 2.92 | 0.0605 |
| A^2          | 0.018         | 1 | 0.018       | 11.38  | 0.0010 |
| C^2          | 0.046         | 1 | 0.046       | 28.12  | <0.0001 |
| A^2C         | 6.278E−003    | 1 | 6.278E−003 | 3.98  | 0.0483 |
| A^3          | 0.013         | 1 | 0.013       | 7.93   | 0.0057 |
| C^3          | 0.040         | 1 | 0.040       | 25.45  | <0.0001 |
Table 3. Accuracy of proposed correlation.

| Std. dev | 0.040 | R-squared | 0.9672 |
|----------|-------|-----------|--------|
| Mean     | 1.62  | Adj R-squared | 0.9645 |
| C.V. %   | 2.45  | Pred R-squared | 0.9559 |
| PRESS    | 0.26  | Adeq precision | 74.209 |
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