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SUMMARY We propose a rootkit installation method inside a GPU kernel execution process which works through GPU context manipulation. In GPU-based applications such as deep learning computations and cryptographic operations, the proposed method uses the feature by which the execution flow of the GPU kernel obeys the GPU context information in GPU memory. The proposed method consists of two key ideas. The first is GPU code manipulation, which is able to hijack the execution flow of the original GPU kernel to execute an injected payload without affecting the original GPU computation result. The second is a self-page-table update execution during which the GPU kernel updates its page table to access any location in system memory. After the installation, the malicious payload is executed only in the GPU kernel, and any evidence remains in the memory memory. Thus, it cannot be detected by conventional rootkit detection methods.
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1. Introduction

A rootkit is installed into a target system, after which it controls the compromised system without being detected. Research on rootkits has taken two paths: i) stealthy features for attacks, and ii) defense strategies against rootkits. In terms of stealthy features, prior works utilized the memory space of the hypervisor [1] and the system management mode [2] to hide the rootkit from the operating system. In addition, other research works proposed the installation of a rootkit in the firmware for hardware devices such as hard drives [3] and network cards [4]. In terms of defense against rootkits, a physical memory scanner can be applied to detect rootkits in system memory. Moreover, to prevent such malicious firmware updates, an update is not allowed when the updated code is not signed with a proper private key. Recent rootkit research, Pikit [5], showed that the vulnerability of the routing mechanism in a NUMA (non-uniform memory access) server can be exploited to install a rootkit. It also introduced several defense solutions.

Our research target for rootkit installation is the dedicated GPU (graphics processing unit) which is connected to the PCIe (peripheral component interconnect express) interface. GPUs were originally designed for graphical data processing, but currently GPGPU platform provides the parallel computing capability of the GPU to various applications, such as deep learning and cryptographic computation. The GPU driver running in kernel mode manages the computing resources of the GPU, and the GPU kernel launched by the CPU process computes the requested work. Through the development of functionalities for GPU kernel executions, the GPU kernel can freely access pre-allocated system memory using the DMA (direct memory access) engine of the GPU. The GPU driver allows the GPU kernel to access the memory space only for the CPU process which launches the GPU kernel. This prevents access to critical memory spaces such as the kernel code and data structure from the GPU kernel.

However, recent studies [6], [7] have shown that a privileged attacker can utilize a dedicated GPU maliciously. Previous work [6] showed that an attacker can gather key log information by launching periodically a malicious GPU kernel which reads the keyboard buffer in system memory. To implement the GPU-based keylogger, a LKM (loadable kernel module) initially manipulates the PT (page table) of the CPU process to create a mapping for the physical memory page of the keyboard buffer. The GPU driver then allocates the memory page of the CPU process to the GPU kernel. Other work [7] showed that malicious GPU firmware** or a driver update can allow the GPU to access any area in system memory.

However, both previous works [6], [7] have the following limitations in the form of evidence left in system memory and possible access only to a restricted area of system memory. They require a keep-alive CPU process which periodically launches a malicious GPU kernel. In addition, the malicious GPU kernel can access only a pre-allocated system memory area even with the support of a LKM load or GPU driver update, and these actions also result in the modification of the kernel area in system memory. To eliminate these limitations for a stealthy rootkit, the proposed method does not leave any evidence and can access any area in system memory.

In this work, we propose a rootkit installation method in the GPU context of a running GPU kernel. GPU context information for GPU kernel execution, such as the GPU code and GPU PT, is created in GPU memory by control of the GPU driver. To install the rootkit in the GPU context, two main methods are introduced here. The installation modifies only the GPU context which resides in GPU mem-
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ory and thus does not leave any evidence in system memory. We implemented the rootkit installer and payload for privilege escalation of a bash-shell process for a specific user. Through implementation and evaluation, we confirmed that the rootkit inside the GPU kernel for image classification and cryptocurrency mining operates stealthily with negligible performance degradation.

The remainder of the paper is organized as follows. In Sect. 2, we introduce our rootkit installation method. Section 3 presents the implementation of the rootkit installer and payload for privilege escalation attack. In Sect. 4, we describe defense solutions against rootkits inside the GPU kernel. Section 5 concludes the paper.

2. Proposed Method

Our target system continues to utilize GPU computations for high-performance applications such as deep learning and cryptographic operations. In order to utilize GPU computations, the GPU executable code is loaded and the GPU PT structure is created in GPU memory under control of the GPU driver. Subsequently, a CPU process can request a GPU computation by calling a GPU kernel function. The GPU kernel then processes the data already loaded in GPU memory or which resides in the data area of the CPU process.

To install a rootkit inside a GPU kernel execution, an attacker needs a privilege which allows the access to MMIO (memory-mapped I/O) space reserved for the GPU. The privileged installer process, which is launched by the attacker, can access all of the physical memory of the GPU through the MMIO space [8]. As shown in Fig. 1, it searches for the target GPU code and PT and then manipulates these elements in the GPU memory. After finishing this operation, the installer terminates and leaves no evidence in system memory, and only the GPU context information is manipulated in GPU memory. Section 2.1 describes the hijacking of the GPU kernel execution, which is the method by which the stealthy rootkit is installed. Section 2.2 describes the self-PT update execution which can access any location in both the system memory and GPU memory.

2.1 Hijacking of a GPU Kernel Execution

To install a rootkit payload in a GPU execution stealthily, we propose a method of hijacking the execution of the GPU kernel without affecting the original result of the GPU kernel execution. All of the GPU code of the kernel functions to be called is preloaded into the GPU memory. Thus, payload installation is possible by the following steps. First, the installer injects the rootkit payload into empty space in the GPU code area. Next, it overwrites EXIT instructions with JUMP instructions which direct the execution flow to the start point of the injected payload, as shown in Fig. 2. The GPU kernel, which is called after the installation, then runs the injected payload before its execution is terminated. The payload consists of instructions which are executable only in the GPU; thus, conventional malware detection mechanisms cannot detect this type of malicious payload.

2.2 Self-PT Update Execution

GPU kernel execution supports virtual-to-physical address translation for memory access through the GPU MMU (memory management unit), including the TLB (translation lookaside buffer) and PT. It accesses physical locations in system memory or GPU memory if valid mapping exists in the GPU MMU. Otherwise, GPU kernel execution terminates with an error report describing the invalid memory access. When a GPU PT is created under the control of the GPU driver, the GPU kernel is allowed to access only the physical memory space including the code and data areas in GPU memory and the data area of the CPU process in system memory.

Our self-PT update execution allows the GPU kernel to access any physical location in both the system memory and GPU memory, as shown in Fig. 3. It grants the ability to access and manipulate critical memory objects such as the kernel code and data to the GPU rootkit. To create the self-PT update execution environment, the installer initially creates new virtual-to-physical memory mapping for the GPU physical memory page in which the PT is located. The installer injects the corresponding PTE (page table entry) into the PT structure in the GPU memory, after which the GPU kernel is able to access its PT. Next, the installer injects the payload of the GPU code which updates the PT.
Then, GPU kernel execution can create a new mapping for any physical memory page and access the memory page. After a new mapping for physical memory access is created by the payload, the memory access must direct to the correct physical location. To guarantee correctness of memory access, the virtual address range previously accessed must not be reused owing to TLB caching. Even if the PTE of the accessed virtual address range is updated to remap the address to a new physical memory location, the previous mapping stored in the TLB is not changed, and the access through the reused virtual address directs to the physical memory location of the mapping stored in the TLB, not the updated PT.

3. Implementation

The environment of the target system is Ubuntu 16.04 with the NVIDIA GPU driver 384.130 and version 10 of CUDA (compute unified device architecture). It is equipped with a GTX1070 Pascal GPU. We operated two victim GPU-based systems in two cases. The first is a deep learning inference system that receives image sets and responds by sending classification results. It operates an InceptionV3 model on the Tensorflow platform with the ImageNet ILSVRC2012 dataset. The second is a system that continuously calculates hash values for the mining of a cryptocurrency. For this system, we start the EWBF CUDA Equihash Miner application for BTG (Bitcoin Gold) mining.

3.1 Rootkit Installer

We implemented a rootkit installer that works on both victim systems. The setuid of the installer is root privilege to access the GPU MMIO space. It opens /dev/mem and creates memory mappings for the GPU MMIO. Subsequently, it can access all physical memory of the GPU. As described in Sect. 2, it injects the rootkit payload into the code area and modifies the existing EXIT instructions with a JUMP instruction which jumps to the payload. Next, the installer injects a PTE to create a memory mapping for the physical memory of the PT for the self-PT update execution. After these steps, the installer no longer needs to run and thus terminates its execution.

3.2 Rootkit Payload

The GPU executable code can be implemented in CUDA programming language, and the NVCC (NVIDIA CUDA compiler) helps to generate the GPU binary code. We implemented a 7168-byte GPU payload that scans the memory space and modifies the target kernel data structure to escalate the privilege of the bash-shell process which is launched by a specific user. When the GPU kernel execution is hijacked to the injected payload, the payload initially searches the credential data structure of the process in system memory. Multiple GPU threads find the value of user_ns included in the credential data structure. Next, the GPU thread which finds the credential data structure checks whether the value of user_id belongs to the target user. It then changes the value to zero, which grants root privilege. Finally, the payload updates the PT to create a mapping for the system memory area to be searched in next execution, after which its execution terminates.

3.3 Performance

We confirmed that the hijacking of the GPU kernel execution and the execution of the rootkit payload do not influence the original GPU computation result for deep learning image inference or cryptocurrency mining. However, the GPU execution performance is degraded. Accordingly, it is possible periodically to check the GPU execution time and determine the existence of a rootkit as time elapses.

To minimize the performance degradation of GPU computation after the installation of the rootkit, the following methods can be applied. The first of these is to reduce the execution time of the payload. To do this, our payload is implemented to access only a contiguous 2 MB area of system memory during a single execution. Next, in order to reduce the number of executions, a malicious action is allowed only if certain conditions are met. In our payload, the number of execution hijacking is counted, and the tasks of searching and manipulating the credential data structure operate only if the count number is a multiplier of a specific base number. This method can limit the number of malicious payload executions by means of a larger base number. Table 1 shows the performance evaluation result with various base numbers for the rootkit payload execution.

Table 1. Performance evaluation result. It represents the average of 10 measured values.

| Victim system | Without rootkit | Base number for rootkit execution |
|---------------|-----------------|----------------------------------|
|               |                 | 1 10 100 1000                    |
| Image inference (img/s) | 44.4 | 25.7 40.0 42.9 43.1 |
| BTG mining (sol/s) | 44.2 | 42.4 43.4 43.5 43.7 |

The value of user_ns is determined when booting, and it can be found in /proc/kallsyms.
the execution of a malicious payload is performed only once during 1000 hijackings, the performance outcomes are 97% for image inference and 98% for BTG mining when compared to the original performances without a rootkit.

4. Defense

We classify the possible solutions as hardware-based solutions and software-based solutions and propose a software-based solution for integrity monitoring of the GPU context.

4.1 Hardware-Based Solution

The IOMMU (I/O memory management unit) prevents access to certain regions of system memory from I/O devices. Proper configuration of the IOMMU can prevent the malicious DMA access by a rootkit payload inside the GPU kernel. This requires setup during BIOS execution and support from the kernel. However, the IOMMU is generally disabled in high-performance systems, as it degrades the I/O performance and does not support I/O features such as RDMA (remote DMA) for memory copying between I/O devices. In addition, previous works [7], [9] demonstrated several methods which are able to trick the IOMMU mechanism.

The integrity of the GPU context should be maintained to prevent rootkit installation inside the GPU kernel. Recent research [10] has proposed a new GPU architecture which supports TEE (trusted execution environment) on the GPU. It offloads the GPU context management of the GPU driver to a command processor inside the GPU and configures the PCIE engine of the GPU to restrict MMIO access from privileged CPU processes. Through the above changes in the GPU architecture, context manipulation by a privileged attacker is blocked. However, currently released GPUs do not support the TEE and are thus vulnerable.

4.2 Software-Based Solution

We propose a solution that continually verifies the integrity of the GPU context in GPU memory to detect malicious GPU context manipulations. After the initialization of the GPU context, the monitoring process calculates the hash value of the fresh GPU context, such as the code and PT, and stores these values. It then monitors the integrity of the GPU context by comparing the stored value with the newly obtained value. When the comparison result is not the same, it detects the malicious GPU context manipulation.

The monitoring process is assumed to be protected within a TEE platform such as SGX (software guard extensions), as a privileged attacker can attempt to cause the monitoring process to malfunction before the installation of the rootkit. We implemented a monitoring process which monitors the PT and code used to run the GPU kernel and then evaluated the performance degradation with such monitoring. The performance outcomes were 43.2 (img/s) for image inference and 43.9 (sol/s) for BTG mining. These are respectively 97.2% and 99.3% of the original performance level, indicating that the performance degradation is negligible.

5. Conclusion

This paper presents a new type of rootkit which is installed inside a GPU kernel execution. We described how to install the rootkit by manipulating the GPU code and PT in GPU memory. After the installation, no evidence remains in system memory, and the rootkit payload is executed only on the GPU side. We implemented a rootkit installer and payload which escalates the privilege for a bash-shell process of the target user and demonstrated that it operates stealthily on deep learning inference and cryptocurrency mining systems. We also discussed possible solutions to prevent and detect such instances of rootkit installation. This work emphasizes the importance of GPU security by showing that the GPGPU platform provided for easy use of GPU computations can be a target for rootkit installations.
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