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Abstract. Plenty of digital text is generated and shared in nowadays life, which constitutes many unstructured text resources. An automatically information extraction method is highly in demand as a large amount of useful information can be stored and output through it. In this paper, several basic concepts about entity relation extraction are introduced, including word embedding, positional embedding and convolutional neural networks. Several types of relation extraction are also discussed: supervised relation extraction, relation extraction using distant supervision and relation extraction using few-shot approach. In addition, the existing challenges and problems are discussed, like overlapped triples, wrong labeled data and the difficulties that few-shot learning approaches are now facing.

1. Introduction
Relation extraction is a sub-task of natural language processing (NLP) which aims to discover relations between entity pairs Head and Tail given unstructured text data.

Methods based on chronological sequence are divided into two main kinds: method based on features and method based on deep learning. Method based on features requires human to establish some particular features according to the sentences, for example, dependency identifications and semantic meanings. And then one needs to apply these pre-defined features to the conventional machine learning methods such as support vector machines (SVM) to identify the relation between entity pairs. However, this method is both time-consuming and laborious which needs human to establish features manually. With the development of deep learning, methods based on deep learning have been widely used in the relation extracting. This kind of methods can automatically extract the features in the sentences and thus boost the efficiency of relation extraction.

2. Relation Extraction Approach
Sentences-level relation extraction uses labeled data to train models, so as to predict new relations in the given sentences. The major issue faced by such approach is the lack of available training data. Table 1 shows the total number of relations and sentences provided in common relation extraction datasets according to OpenNRE framework [1].

| Dataset            | Relations | Sentences |
|--------------------|-----------|-----------|
| SemEval-2010 Task 8| 9         | 6647      |
| TACRED             | 42        | 21,478    |
| Wiki80             | 80        | 56,000    |
Bag-level relation extraction uses knowledge bag to enhance the efficiency of relation extraction. To build distance supervision datasets (more details in 4.2.), entities are aligned with sentences contained Head and Tail in original texts. Base on this, sentences with same entity pairs are matched together, which then are put into an entity-pair bag. The drawbacks are that the datasets are noisy and instances are uneven distributed.

Document-level relation extraction is built and developed from long distance extraction. This approach can extract relations that can only be deduced by understanding several sentences. This can be vital for some particular domains but many improvements are still needed to enhance the efficiency while maintaining the accuracy at the same time.

3. Basic concepts

3.1. Word embedding

This approach aims to capture the syntactic and semantic information of the word by representing each word as a vector in a low-dimensional array. The process is shown on Table 2.

| Words  | X-axis | Y-axis |
|--------|--------|--------|
| Sam    | 242    | 27     |
| sends  | 9      | 16     |
| an     | 18     | 68     |
| massage| 187    | 42     |
| to     | 29     | 15     |
| Jack   | 88     | 37     |

3.2. Positional embedding

Based on the idea that the closer the word and entity are, the more chance they have to contain useful information, encoding the distance of each word from entities is needed.

3.3. Convolutional neural networks

To make the data more compact to better present the features, the so-called convolution is used to process the data, which not only can reduce the size of data but also extract the features. Imaging there is a 3x3 cube scanner, the procession of convolution is to conduct each element in the scanner with a setting equation:

$$M = X \ast w + b$$  \hspace{1cm} (1)

After this, we calculate the sum of the proceed elements to find M. The process is showing on Figure 1.
4. Types of relation extraction

4.1. Supervised relation extraction
Supervised relation extraction is to extract sentence-level relations. Training by labeled relation data, this approach can identify the relations between entity pairs based on the specific relations they are trained.

4.1.1. Some conventional models
In relation extraction, depicting a global trait is extremely vital. Zeng et al. [2] utilized convolutional neural networks that can work out an over-all representative of the whole context by combining with local features.

Words with the shortest dependency path (SDP) are more informational, in general. Xu et al. [3] proposed an LSTM model that takes advantage of the SDP between entities. They also divided the path into both forward and reverse direction to calculate the reverse SDP.

Because approaches that first match entities rather than identify the relation tend to make more errors, recent model usually extracts entities together with their relations. Wei et al. [4] introduced a hierarchical tagging scheme, that is, first to find the subjects, and then relations with their related subject, which can be an empty set. This method can maximize the number of extracted relation triples.

4.1.2. Pre-trained models
Building a new model usually needs plenty of time, to avoid this, we can use a model that had been used in some similar tasks, the model be used is the so-call pre-trained model.

Bidirectional encoder representation from transformers (BERT), an unsupervised transformer, is one of the commonly used pre-trained language models. Many researchers have tried to adjust and improve it, Table 3 demonstrates some of the works done.

| Tables 3. State F1 scores of relation extraction approaches using Semeval 2010 task-8 as input dataset. |
|-----------------------------------------------|
| **Semeval 2010**                          |
| **CNN based**                             |
| Zeng et al. [2]                            | 82.7 |
| Nguyen and Grishman[5]                     | 82.8 |
| Santos et al. [6]                          | 84.1 |
| Wang et al. [7]                            | 88.0 |
| **RNN based**                              |
| Zhou et al. [8]                            | 84.0 |
| Cai et al. [9]                             | 86.3 |
| **BERT based**                             |
| Wei et al. [4]                             | 87.5 |
| Soares et al. [11]                         | 89.2 |
| Wu and He et al. [12]                      | 89.25|
| Zhao et al. [13]                           | 90.2 |

4.2. Relation extraction using distance supervision
Relation extraction using distance supervision is first introduced by Mintz et al. [10], which is an approach that can provide plenty of labeled data. The model is first given some pre-trained data that contains some triples, sentences that have same head and tail will be deduced to have the same relation and labeled with the assumed relation. Then, these labeled sentences would be bundled together that constitutes a bag with same labeled sentences. However, this approach is imperfect because same head and tail do not guarantee the same relation, which will produce many errors.
4.2.1. Methods to address the issue of incorrect labelling

Distance supervision provides plenty of labeled data and reduces the manual work efficiently, however, it also creates many wrong labeled sentences that affect the accuracy. There are many methods and models designed to solve this problem. Here in this paper, we will list three of them.

Zeng et al. [2] introduced the first neural network model for multi-instances learning with distant supervision, which made use of a piece-wise convolutional neural network to gain relational features. The model assumes that each given sentence contains at least one entity pair that is informative, and it only considers the most expressive sentence in training and predicting. Although it can reduce the wrong labeled problems, it ignores plenty of data which may also be informative. Ji et al. [18] provided a method that can help extract the most appropriate relations, which is useful dealing with ambiguous relations. It builds entity descriptors to contain background information which operate on weighting the sentences. Noticing that relations are in semantic correlation with each other, instead of single individual, Han et al. [17] utilized a hierarchical attention on each bag of information to better extract appropriate relations.

There are many other models and approaches that are designed to solve the problem of wrong labeled sentences. Some of them are presented in Table 4 which also gives a score for each model.

| Tables 4. State mean precision scores of distantly supervised relation classification methods on NYT dataset, ‘Held-out’ and ‘Manual’ indicate that the scores are from held-out and manual evaluation respectively. |
|---|
| **NYT** |
| **Held-out** | Jiang et al. [14] | 72.0 |
| | Lin et al. [15] | 72.2 |
| | Han et al. [16] | 71.0 |
| | Han et al. [17] | 81.6 |
| **Manual** | Zeng et al. [19] | 78.3 |
| | Ji et al. [18] | 81.3 |
| | Wang et al. [20] | 86.9 |

4.3. Relation Extraction Using Few-shot Approach

Few-shot approach learning method aims to use precise and powerful algorithms to compensate for the lack of training data. For instance, when people learning how to distinguish cat and dog, they don’t need hundreds of thousands of data to practice, instead, a few photos will be sufficed.

5. Challenges

There are mainly three types of challenges in relation extraction: overlapping triples, noisy in distance supervision and few-shot learning.

Overlapping triples exist when giving a sentence like: Jackie Chen was born in Hongkong, one of the cities of China. We can find that there are three relations: between Jackie Chen and Hongkong; between Hongkong and China; and between Jackie Chen and China, which are birthplace, municipality and birthplace, respectively. With this in mind, because most relation extraction models assume that each entity only have one relation, a large amount of useful information could be lost in this case.

Also, distance supervision can bring us many labeled data, however these data can be very noisy. Errors are made underlying the assumption that if two entities participate in a relation, any sentence that contains those two entities might express that relation. However, this is not always the case in terms of semantic relations between entity pairs.

Lastly, few-shot learning requires a precise and powerful algorithm. This is especially challenging since the data size is small and the data are noisy. For instance, the model might take the noisy as a part of features and thus might work fine on training data but collapses when facing real life problems.
6. Conclusion
In this paper, we summarized some basic concepts of neutral relation extraction including word embedding, positional embedding and convolutional neutral network. In addition, we introduced three types of neutral relation extraction: supervised relation extraction, relation extraction using distance supervision, and relation extraction using few-shot approach. Existing challenges and problems were also discussed, the major ones are overlapping triples, noisy labeled data, and the lack of training data used to build algorithms for few-shot method.
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