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ABSTRACT
In this study, an optimal Tree-Seed Algorithm (TSA) algorithm-based Proportional-Integral-Derivative (PID) controller is proposed for automatic voltage regulator (AVR) system terminal tracking problem. PID controller gains $K_p$, $K_i$, and $K_d$ are optimized with the proposed TSA algorithm based on different objective functions. The TSA-based optimal PID controller’s performance is compared with numerous PID controllers, which were developed using different meta-hermetic optimization algorithms in the literature. Several analysis methods including root locus, bode analysis, robustness, and disturbance rejection are studied and compared with reported works in the literature. It is shown that there is still a research gap to improve the tracking performance of the AVR system due to its importance in electrical systems. According to the obtained comparison results, it has been revealed that the proposed TSA-based PID controller improves tracking properties under load change thus it can be effectively used for synchronous generator automatic voltage regulator terminal voltage stability.
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I. INTRODUCTION
The electrical loads change the behavior of the generators and the output load supply voltages. Keeping the value of the output voltage of the generator against dynamic load change is essential and it has been an important engineering problem. Many studies have been reported in this subject recently [1]–[6]. Some of these studies are based on an automatic voltage regulator (AVR) to control the generator output voltage. For the AVR system to function properly, a controller is required because of the generator output voltage drop is inevitable in such systems.

Generator output voltage drop can lead to increased line losses, higher current draws to achieve the desired power, fluctuations in voltage, power cuts, unstable states on transmission lines, and damage to the loads. Damage to the systems as a result of these events causes financial issues in the design viewpoint. It is then essential to report existing solutions to better analyze the problem. Wang et al. present a systematic approach to evaluate the technical and potential economic impacts resulting from voltage drop disorders from customers’ perspective [7]. Martinez and Martin-Armedo use a medium-sized distribution network for the stochastic estimation of voltage drops based on the Monte Carlo method after providing a summary of studies on voltage drop analysis using a time-effect domain [8]. Wang et al. state that the voltage drop could lead to economic losses that cause hundreds of thousands of dollars, and they created an error tree analysis to represent the relationship between device sensitivity to voltage drops and transactions with high economic consequences in case of interruptions. They demonstrate that the need to concentrate on more financially useful measures by taking into account system performance, device tolerances, and the impact of device failures on the manufacturing process and associated economic losses [9]. In another study [10], Chen et al. demonstrate the effects of voltage drops on electrical users, as well as the losses of electrical users’ suffering from voltage drops. They conduct a cost-benefit analysis to prevent voltage drop. They also demonstrate that it can cause major loss for industrial users using stable electricity.

The nominal output voltage of the generator should be kept constant to prevent high financial cost due to voltage drop. AVR tries to keep the output voltage at nominal level by changing the generator excitation voltage against changing loads. The researchers to achieve this goal have applied a number of control techniques to formulate a good closed-loop structure of the AVR system. Some of these studies are as follows. Gaing optimally calculated the coefficients
of a PID controller with PSO algorithm, and examine the results in detail [11]. Chatterjee and Mukherjee investigate the applicability of the teaching-learning based optimization algorithm to the computation of PID coefficients of an AVR system containing a first-order low-pass filter [12]. Ekinçi and Hekimoğlu propose an improved Kidney-Inspired algorithm (IKA) as a new approach to optimally calculate the coefficients of a PID controller in the AVR system. Their quantitative analysis provides an important inference for literature studies. They also demonstrate a comparative transient state analysis with numerical simulation results [13]. Rahimian and Raahemifar use an PSO algorithm to design a high order AVR system’s optimum PID controller parameters. They define a new cost function. Thanks to this cost function for providing stable convergence feature, fewer number of iterations, and fast tuning of optimum PID controller parameters [14]. As a different approach, Anbarasi and Muralidharan develop a bacterial foraging optimization algorithm-based PID controller using a new objective function design to improve the performance of the AVR system. They compare their approach with other meta-heuristic algorithm results in the literature [15]. Bahgat and Hassan explore several adaptive PSO methods for the AVR system of a synchronous generator to achieve the best tuned parameters of the PID controller, which increase the stability margin and improve the performance of the system [16]. Ortiz-Quisbert et al. propose a fractional order model reference adaptive control and fractional order PID control for the AVR system. PSO and GA optimization algorithms are used to calculate the optimal coefficients of the proposed control systems. The results of the proposed controllers in terms of advantages and disadvantages are compared with the case study based on the literature results [17]. Modabbernia et al. present an $H_{\infty}$ controller as a new approach for the AVR system to demonstrate a solid operating performance. $H_{\infty}$ controller is proposed and compared to PID and fuzzy logic-based PID results are compared [18]. Gil-González et al. give the dynamic model of a synchronous machine for hydro-turbine governing systems with automatic voltage regulator. They develop a passivity-based controller to regulate the voltage in multi-machine power systems that guarantee the stability properties [19]. Ribeiro et al. propose an SM-PI controller based on sliding-mode control and PI control hybridization to adjust the output terminal voltage of a synchronous generator connected to the power grid. They show that the proposed SM-PI controller effectively suppresses voltage oscillations, preventing instability in the system [20]. Aribowo introduce a Focused Time Delay Neural Network controller method for the AVR system. It uses the load angle and speed criteria to test the performance of the improved controller [21]. Batmani and Golpırä follow a systematic approach, which is based on an optimal quadratic tracking design for the AVR system. They use an adaptive dynamic programming (ADP) method to solve this optimal control problem [22]. Salman et al. developed artificial intelligence techniques for AVR and Load-Frequency-Control for an PID controller design [23]. Rakshit and Maity design an AVR system that can convert in dual conversion depending on the use of Sim Power system components in MATLAB/Simulink environment [24]. This converter consists of PI controlled three phase inverter and fuzzy logic controlled Cuk converter system.

Although the control techniques mentioned above have been employed in the AVR system successfully, PID (Proportional-Integral-Derivative) controller is generally preferred. The reason behind this is that the PID controller is relatively cheap and easy in real-time. In order for the PID controller to be effective in the AVR, the coefficients of the controller should be optimally determined. To this end, it is necessary to look into the literature. Gözde and Toplamançioğlu calculated the optimal coefficients of the parameters of the PID controller with ABC (artificial bee colony), PSO (particle swarm optimization), and DE (differential evolution) algorithms. They compare transient responses, root locus, bode diagrams, and statistical receiver operating characteristic (ROC) analysis results, showing the performance of the system based on their optimal coefficients. They show that the performance of the ABC algorithm is better in terms of the transient analysis of the output voltage [25]. To determine the coefficients of the PID controller based on Lozi Map, a chaotic optimization method is utilized by Coelho. Numerical results show that their proposed algorithm presents a good behavior in AVR system [26]. Razmjoo et al. have developed a new meta-heuristic optimization algorithm inspired by the FIFA World Cup Competitions (WCO) for the PID controller, employed to the AVR system. They also use genetic algorithm (GA) and PSO algorithm to compare the performance of their method. According to their analysis, it is revealed that WCO algorithm is preferred [27]. Bingul and Karahan use the CS (Cuckoo Search) algorithm for the novel tuning of the PID controller in the AVR design. They compare the output voltage performance in terms of maximum overshoot, rise time, settling time, and steady-state error performance criteria. Also, PSO and ABC algorithms are studied to compare the performance of the proposed CS algorithm. In addition to these comparisons, they achieve a good robustness performance under disturbances and parametric uncertainties [28].

In this study, we use a tree-seed algorithm (TSA)-based PID controller for the AVR system. The proposed algorithm optimally calculates the values of PID coefficients. TSA is a robust and powerful metaheuristic algorithm based on swarm intelligence. The convergence speed performance of the algorithm is also better than its peers in the literature [29]. Therefore, it has been widely preferred in engineering design problems and numerical optimization calculations in recent years. The main underlying idea behind the TSA is based on the natural phenomena of trees and their seeds [29]. The TSA algorithm is implemented for many studies in the literature. Gungor et al. utilize an TSA algorithm for high dimensional continuous optimization problems. Experimental study shows that the TSA represents better robustness and convergence characteristics [30]. Uney and Cetinkaya employ an TSA algorithm for reactive power losses [6].
In [31], an TSA algorithm is proposed to state of charge estimation in the Li-Ion Batteries [31].

In this study, TSA algorithm is proposed to optimally calculate the coefficients of PID controller in the AVR system. Then, IKA, local unimodal sampling (LUS), ABC, PSO, DEA, pattern search algorithm (PSA) and biogeography based optimization (BBO) algorithms and literature results are compared to show the performance of the proposed tree-seed algorithm. The comparison results revealed that the TSA-based PID controller algorithm improves voltage reference tracking in the AVR system.

Contributions are formally stated as follows:

1) Tree seed algorithm is used to AVR voltage regulation first time
2) The proposed method is quantitatively compared with existing works to highlight achieved improvements by taking into account various assessment criteria
3) The compatibility/flexibility of proposed approach under various scenarios are tested with conventional objective functions.
4) Many analysis methods are used including root locus, bode analysis, disturbance rejection, and robustness to ensure the real-time workings of the proposed algorithm in an AVR system.

The structure of this paper is as follows. Section II briefly introduces the concept of PID controller, Section III defines a generic AVR model with its main components for control design, Section IV defines objective function and tree seed algorithm is demonstrated in Section V. Section VI represents a comprehensive analysis results of finding, and lastly Section VII concludes the paper.

II. PID CONTROLLER

PID controllers are the most widely used controllers in industrial applications. This is due to its simple structure and presenting good performance behavior. PID controller schematic structure is shown in Figure 1. Here, \( K_p \) is the proportional, \( K_i \) is the integral and \( K_d \) is the derivative gain coefficients. The transfer function of a PID controller is given (1) [32]:

\[
G_{PID} (s) = \frac{u(s)}{e(s)} = K_p + \frac{K_i}{s} + K_ds
\]  

(1)

III. AVR SYSTEM MODELING

An AVR system is modeled with four first-degree subsystem structure. These subsystems are expressed as amplifier, exciter, generator, and sensor in the literature [13], [26], [27]. The closed-loop AVR model structure is given in Figure 2.

Commonly used gains and time constants are seen in Table 1.

![Figure 1. PID controller schematic structure.](image1)

**TABLE 1. AVR system constants.**

| Ranges of the gain and time | Selected gains and time constants |
|-----------------------------|----------------------------------|
| \( 10 \leq K_g \leq 40 \)   | \( K_g = 10 \) \( K_e = 1 \) |
| \( 1.0 \leq K_g \leq 10 \)  | \( K_g = 1 \) \( K_e = 1 \) |
| \( 0.7 \leq K_g \leq 1.0 \)  | \( K_g = 1 \) \( K_e = 1 \) |
| \( K_i = 1 \) \( K_e = 1 \)  | \( K_i = 1 \) \( K_e = 1 \) |
| \( 0.02 \leq T_a \leq 0.1 \) | \( T_a = 0.1 \) |
| \( 0.5 \leq T_g \leq 1.0 \)  | \( T_g = 0.4 \) |
| \( 1.0 \leq T_g \leq 2.0 \)  | \( T_g = 1.0 \) |
| \( 0.001 \leq T_g \leq 0.06 \)| \( T_g = 0.01 \) |

![Figure 2. Closed loop AVR model structure.](image2)

Using (2), (3), (4) and (5), we calculate the closed-loop transfer function of the AVR system, leading to (6):

\[
G_{AVR} (s) = \frac{V_s}{V_{ref}} = \frac{G_a(s) G_e(s) G_g(s)}{1 + G_a(s) G_e(s) G_g(s) + G_a(s) G_e(s) G_g(s) 0.1s + 10}
\]  

(6)
The AVR system without a controller is given with (6). The dynamic behavior of this system can be observed by a unit step response. For this, a Simulink model is constructed and depicted in Figure 3. In addition, the unit step response of AVR system without controller as the terminal voltage change is given in Figure 4. Here, terminal voltage is shown as per-unit (p.u.) base unit quantity system. It is the expression of system quantities per unit as fractions of a defined basic unit quantity. The power, voltage, current, impedance, and admittance values used in electricity can be given as per-unit.

As observed from Figure 4, the output voltage is not tracking the desired reference thus a controller is needed to eliminate the steady-state error as well as reducing the settling time. The AVR system open-loop system characteristics $M_p$, $t_s$, $t_r$, and $E_{ss}$ are given in Table 2. The AVR system poles and zero are demonstrated in Table 3. In addition, the stability behavior of the system can be seen by examining the poles of the transfer function of the AVR system. The zero-poles of the AVR system are given in Table 3. The system has a pair of conjugate poles. These conjugated poles cause the damped oscillation in the system.

Generator output voltage, transient state behavior should be improved and the steady-state error should be reduced to zero. In order to achieve these, that is, to bring the system to a point that will show an optimal behavior, a high performance controller must be added to the system. In this study, PID controller is chosen for the control of AVR system. Closed-loop control structure of the AVR system with PID controller is given in Figure 5. Transfer function of the closed-loop PID controlled AVR system given is presented in (7), as shown at the bottom of this page.

### IV. OBJECTIVE FUNCTIONS

In general, the method of IAE, ISE, ITSE, and ITEA are often used to evaluate PID controller design performance in the literature [11], [13], [36]–[38]. Instead of evaluating these error criterias as only objective, Zwe-Lee Gaing’s study demonstrated that the aim of the combinations of these error criterias, which include weight factors, is a better way to form a common objective [11]. Many researchers use the presented method [13], [18], [28], [39].

The objective function according to Zwe-Lee Gaing approach ($W(K)$) is defined as follows,

$$W(K) = \text{Min} F(k_p, k_i, k_d) = (1 - e^{-\beta})(M_p + E_{ss}) + e^{-\beta}(t_s - t_r) \quad (8)$$

### TABLE 3. AVR system zero-poles.

| Zero-Poles          | Values                      |
|---------------------|-----------------------------|
| Two real poles      | $S_1 = -98.8170 + 0i$, $S_2 = -12.46261 + 0i$ |
| Two complex poles   | $S_3 = -0.5285 - 4.6649i$, $S_4 = -0.5285 + 4.6649i$ |
| One Zero            | $Z = -100 + 0i$             |

### FIGURE 4. Terminal output voltage change of the without controller AVR systems.
The β is the weighting factor. The core objective is to eliminate the tracking error as follows.

\[
\text{ITAE} = \int_{0}^{t} |V_r - V_i| dt = \int_{0}^{t} |e| dt \tag{9}
\]
\[
\text{IAE} = \int_{0}^{t} |V_r - V_i| dt = \int_{0}^{t} |e| dt \tag{10}
\]
\[
\text{ITSE} = \int_{0}^{t} |V_r - V_i|^2 dt = \int_{0}^{t} |e|^2 dt \tag{11}
\]
\[
\text{ISE} = \int_{0}^{t} |V_r - V_i|^2 dt = \int_{0}^{t} |e|^2 dt \tag{12}
\]
Numerous objective functions have been described in the literature to determine that the PID controller optimally improves the dynamic behavior of the system. Objective functions are including \( M_p, t_r, t_s, \) and \( E_s \) control design criteria. It is the performance indicator for the AVR system to have minimum values of these criteria for a unit step response. The other objective functions [39],

\[
\begin{align*}
\text{OF}_1 &= \alpha_1 \times \text{ITAE} + \alpha_2 \times t_s + \alpha_3 \times M_p \\
\text{OF}_2 &= \alpha_1 \times \text{IAE} + \alpha_2 \times t_s + \alpha_3 \times M_p \\
\text{OF}_3 &= \alpha_1 \times \text{ITSE} + \alpha_2 \times t_s + \alpha_3 \times M_p \\
\text{OF}_4 &= \alpha_1 \times \text{ISE} + \alpha_2 \times t_s + \alpha_3 \times M_p 
\end{align*}
\tag{13-16}
\]

In the analysis, we first quantitatively compare the above objective functions to better choose the right method in this sequel.

In this study, TSA algorithm have been proposed for tuning the parameters of the PID controller. The proposed algorithm obtains the PID controller coefficients optimally based on the objectives defined above. The closed loop-AVR model structure with PID controller using TSA algorithm have been shown in Figure 6.

**V. PROPOSED ALGORITHM**

**A. TREE-SEED ALGORITHM (TSA)**

TSA is a population-based, nature-inspired, and stochastic as well as one of the commonly used metaheuristic optimization algorithms. TSA that is based on the relation among to trees and seeds is developed by Kiran [29] to solve the continuous optimization problems. The reproduction and propagation mechanism of trees population are performed by the seeds. The transportation of seeds is changed in accordance with its structures and shapes. Some of seeds hold on to the feathers of birds, furs of animals, and clothes. They are moved from the tree to different places. In this way, the seeds grow in the proper environment and they become the trees. In TSA, the ground is taken into consideration as the search space for optimization problems. Both seeds and trees are represented the solutions of optimization problems. The exploitation and exploration processes are very significant for the high performance of the meta-heuristic algorithms and achieving a more efficient solution. In the exploration phase, the tree into search space are randomly dispersed and then the seeds having characteristically similar with the trees are utilized in the phase of exploitation. The following expressions are used to produce the seeds.

\[
S_{k,j} = T_{i,j} + \alpha_{i,j}(B_j - T_{r,j}) \tag{17}
\]
\[
S_{k,j} = T_{i,j} + \alpha_{i,j}(T_{i,j} - T_{r,j}) \tag{18}
\]
where, \( S_{k,j} \) is \( j^{th} \) dimensional parameter of the \( k^{th} \) seed produced from \( i^{th} \) tree, \( T_{i,j} \) is the \( j^{th} \) dimensional parameter of \( i^{th} \) tree, \( B_j \) is \( j^{th} \) dimensional parameter for the best location of tree obtained so far, \( T_{r,j} \) is \( j^{th} \) dimensional parameter of the \( r^{th} \) tree that is chosen randomly in tree society, \( \alpha_{i,j} \) is the scaling factor randomly produced in \([-1,1]\). The best seed is determined by perform a greedy selection among to the seeds of each tree in the process of search. The TSA is proceeded...
as far as the termination criteria. The TSA basic flow diagram showing this situation is shown in Figure 7.

The objective function values obtained according to (13-16), whose PID coefficients are optimized with the TSA algorithm, are given in Tables 4 and 5. OF1, OF2, OF3, OF4 are objective functions including ITAE, IAE, ITSE, ISE respectively. When the transient performance objectives of OF1, OF2, OF3 and OF4 in Table 5 are examined, it can be observed that OF1 represents the best result in terms of overshoot, OF3 gives the minimum settling time, OF4 gives the minimum peak time and rise time. According to these transient response results, ITSE can be used in analysis. Since settling time is with ITSE objective gives the best result, we employ the ITSE objective to computation of PID controller gains in the simulation results section.

VI. SIMULATION RESULTS

IKA, LUS, ABC, PSO, DEA, PSA, and BBO optimization algorithms are widely used in the literature and we analyse the performance of the proposed TSA algorithm by comparing to them. In the literature, the algorithms mentioned above have been used for calculating PID control system parameters based on the ITSE objective function criteria. To this end, we use the ITSE objective in optimization of PID parameters with TSA algorithm proposed in this study. The $K_p$, $K_i$, and $K_d$ parameters of the PID controller, which are optimized by TSA, IKA, LUS, ABC, PSO, DEA, PSA, and BBO optimization algorithms are given in Table 6, and the unit step terminal voltage transient response obtained using these PID parameters are demonstrated in Table 7. In addition, unit step terminal voltage changes with different PID designs are shown in Figures 9 and 10.

A. CONVERGENCE PERFORMANCE

The TSA basic flow diagram showing this situation is given in Figure 7, and the convergence curve is shown in Figure 8.

In the optimization process, performed by the TSA, the population size, iteration number, and search tendency are 50, 100 and 0.1, respectively. In addition, simulations have been carried out with Matlab software and with a computer hardware Intel (R) Core (TM) i7 3.4 GHz processor and 8 GB RAM memory.

As comparing with the other heuristic or evolutionary algorithms, the TSA needs less parameter and it has much simple, easy to implement. TSA’s powerful search ability performs the optimization process in a short time [29], [40]. Because, TSA is fulfilled the search process by using two different equations, it causes the creating multiple solution. This situation provides the balanced local and global search.
ability for the algorithm. Moreover, TSA can find the optimal possible solutions or points compared to other points in the search space, thanks to its search ability.

In TSA, as the search tendency parameter grows, the exploitation and convergence ability of the algorithm increases. In the opposite case, its converge is slow and the exploration ability is provided for the algorithm. Search and convergence ability of TSA can be controlled by the tendency parameter [41].

**B. TRANSIENT RESPONSE**

The system’s overshoot, peak overshoot, peak time, settling time, and rise time values based on the proposed TSA and reference IKA [13] algorithms are very close to each other, as observed in Table 6. To demonstrate the achieved improvement by the proposed algorithm, Figure 11 is given. In Figure 11, it is clearly seen that the IKA algorithm’s steady-state error value is higher than that of the TSA algorithm.

According to the transient response analysis results given in Table 7; the peak time for TSA algorithm is 12.58% less than of the LUS algorithm, 34.89% less than of the ABC algorithm, 34.53% less than of the PSO algorithm 29.13% less than of the DEA algorithm, 13.66% less than of the PSA algorithm, and 14.02% less than of the BBO algorithm. The settling time for TSA algorithm is 5.4% less than of the LUS algorithm, 308.02% less than of the ABC algorithm, 348.43% less than of the PSO algorithm, 249.6% less than of the DEA algorithm, 6.06% less than of the PSA algorithm, and 90.76% less than of the BBO algorithm. The rise time for TSA algorithm is 15.26% less than of the LUS algorithm, 19.84% less than of the ABC algorithm, 24.42% less than of

---

**TABLE 8. Poles and damping ratios of AVR system.**

| Controller | Close loop poles | Damping ratio |
|------------|-----------------|---------------|
| TSA-PID    | -101.55         | 1.00          |
| IKA-PID    | -5.05 - 11.32i  | 0.74          |
|            | -5.05 - 11.32i  | 0.74          |
| LUS-PID    | -0.93 + 0.82i   | 0.40          |
|            | -0.93 + 0.82i   | 0.40          |
| ABC-PID    | -102            | 1.00          |
|            | -5.13+11.7i     | 0.40          |
|            | -5.13+11.7i     | 0.40          |
|            | -0.80+0.93i     | 0.65          |
|            | -0.80-0.93i     | 0.65          |
| PSO-PID    | -101.25         | 1.00          |
|            | -1.24 - 0.56i   | 0.91          |
|            | -1.24 - 0.56i   | 0.91          |
| DEA-PID    | -4.88 + 9.88i   | 0.44          |
|            | -4.88 - 9.88i   | 0.44          |
|            | -3.76 + 8.41i   | 0.40          |
|            | -3.76 - 8.41i   | 0.40          |
| PSA-PID    | -4.75           | 1.00          |
|            | -4.75           | 1.00          |
|            | -4.75           | 1.00          |
| BBO-PID    | -100.85         | 1.00          |
|            | -4.09 + 7.80i   | 0.36          |
|            | -4.09 - 7.80i   | 0.36          |
|            | -6.26           | 1.00          |
|            | -6.26           | 1.00          |
|            | -0.22           | 1.00          |
|            | -0.22           | 1.00          |
|            | -100.91         | 1.00          |
|            | -100.91         | 1.00          |
|            | -3.03 + 8.19i   | 0.34          |
|            | -3.03 + 8.19i   | 0.34          |
|            | -3.03 - 8.19i   | 0.34          |
|            | -3.03 - 8.19i   | 0.34          |
|            | -6.50           | 1.00          |
|            | -6.50           | 1.00          |
|            | -0.23           | 1.00          |
|            | -0.23           | 1.00          |
|            | -101            | 1.00          |
|            | -101            | 1.00          |
|            | -1.28 - 0.15i   | 0.99          |
|            | -1.28 + 0.15i   | 0.99          |
|            | -1.28 + 0.15i   | 0.99          |
|            | -4.82 + 10.1i   | 0.43          |
|            | -4.82 - 10.1i   | 0.43          |
|            | -4.82 - 10.1i   | 0.43          |
|            | -100            | 1.00          |
|            | -100            | 1.00          |
|            | -4.80 + 10.2i   | 0.427         |
|            | -4.80 + 10.2i   | 0.427         |
|            | -4.80 + 10.2i   | 0.427         |
|            | -2.1            | 1.00          |
|            | -0.585          | 1.00          |
C. ROOT LOCUS

The Root Locus analysis for the AVR system tuned by TSA, IKA, LUS, ABC, PSO, DEA, PSA, and BBO are shown. The damping ratio of the poles have been calculated based on root locus, and reported in Table 8. In addition, TSA and ABC response curves are shown Figure 12 and 13. All poles of the PID based AVR Closed Loop system set by all algorithms are to the left of the s-plane. Therefore, AVR systems are stable.

D. CLOSED-LOOP POLES AND BODE ANALYSIS

Bode analysis is a useful method for analyzing the frequency response of a control system. Frequency behavior of AVR system based on TSA algorithm is obtained using bode analysis method. The magnitude and phase graphical changes obtained are given in Figure 14. Comparative bode analysis results based on TSA, IKA, LUS, ABC, PSO, DEA, PSA, and BBO are shown in Table 9. In Table 9, results based on peak gain, phase margin, delay margin and bandwidth are given. Bode analysis results for TSA algorithm given in Table 9. We can see that closed-loop poles are located in the left half plane of s-plane thus presenting a good frequency response behavior. It has minimum peak gain, maximum phase margin, minimum delay margin and maximum bandwidth values.

| Parameter | Rate of change (%) | $T_a$ (sec) | $M_p$ (p.u.) | $M_p$ (dB) | $t_p$ (sec) | $t_p$ (sec) | $t_p$ (sec) |
|-----------|--------------------|-------------|--------------|-------------|-------------|-------------|-------------|
| nominal   | 0                  | 1.1557      | 0.7580       | 0.1332      | 0.2788      |             |             |
| -50       | -25                | 1.0468      | 0.9260       | 0.1559      | 0.2293      |             |             |
| -25       | -25                | 1.1112      | 0.7834       | 0.1224      | 0.2417      |             |             |
| +25       | +25                | 1.1883      | 0.8098       | 0.1437      | 0.3118      |             |             |
| +50       | +50                | 1.2135      | 0.8649       | 0.1534      | 0.3418      |             |             |
| $T_p$     | -50                | 1.2127      | 1.1663       | 0.0868      | 0.1960      |             |             |
| -25       | -25                | 1.1809      | 1.0464       | 0.1109      | 0.2404      |             |             |
| +25       | +25                | 1.1357      | 0.8126       | 0.1543      | 0.3135      |             |             |
| +50       | +50                | 1.1228      | 0.8318       | 0.1755      | 0.3769      |             |             |
| $T_d$     | -50                | 1.3008      | 1.2606       | 0.0815      | 0.1818      |             |             |
| -25       | -25                | 1.2156      | 1.0671       | 0.1080      | 0.2430      |             |             |
| +25       | +25                | 1.1093      | 0.8160       | 0.1589      | 0.3381      |             |             |
| +50       | +50                | 1.0763      | 2.3915       | 0.2067      | 0.3596      |             |             |
| $T_f$     | -50                | 1.1278      | 0.7777       | 0.1370      | 0.2771      |             |             |
| -25       | -25                | 1.1415      | 0.7676       | 0.1350      | 0.2778      |             |             |
| +25       | +25                | 1.1703      | 0.7512       | 0.1315      | 0.2801      |             |             |
| +50       | +50                | 1.1852      | 0.7446       | 0.1299      | 0.2817      |             |             |
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FIGURE 15. Terminal voltage responses for $T_a$ varying from $-50\%$ to $+50\%$.

TABLE 11. Transient disturbance response for different algorithms.

| Algorithms | IAE | ISE | ITSE | ITAE |
|------------|-----|-----|------|------|
| TSA (proposed) | 0.2127 | 0.1047 | 0.0123 | 0.1156 |
| IKA [13] | 0.2184 | 0.1028 | 0.0125 | 0.1331 |
| LUS [39] | 0.2138 | 0.1126 | 0.1272 | 0.1032 |
| ABC [33] | 0.3097 | 0.1329 | 0.0214 | 0.2261 |
| PSO [34] | 0.3417 | 0.1465 | 0.0237 | 0.2492 |
| DEA [33] | 0.3404 | 0.1461 | 0.1278 | 0.2422 |
| PSA [42] | 0.2139 | 0.1118 | 0.0127 | 0.1183 |
| BBO [43] | 0.2432 | 0.1138 | 0.0135 | 0.1486 |

FIGURE 16. Terminal voltage responses for $T_e$ varying from $-50\%$ to $+50\%$.

TSA algorithm results revealed that it provides better frequency response results than other algorithms.

E. ROBUSTNESS ANALYSIS

In order to analyze the robustness of the PID controller based on the proposed TSA algorithm, the generator gain and time constants are changed in the range of $-50\%$ to $+50\%$ in steps of $25\%$ and results are examined in this sequel.

Transient response analysis results obtained in line with these change intervals are shown in Table 10. It is revealed that the TSA-based PID controller exhibits more robust behavior against uncertainties in AVR parameters.

F. DISTURBANCE AND AVR SYSTEM BEHAVIORS ANALYSIS

Load changes in synchronous generators can be modeled via disturbances. Robustness and transient response behaviors of controllers against these disturbances is important. This structure is given in Figure 19 in MATLAB /Simulink environment. The disturbance signals in accordance with reference [28] are applied to the system at the rate of $\pm 10\%$ at 3 and 5 seconds. The responses of the AVR system based on TSA-based PID controller reported and compared to the
literature in Figure 20. Also based on this, system IAE, ISE, ITSE and ITAE error criteria results are obtained at 3.5 seconds (critically evaluated) are given in Table 11.

According to the obtained IAE, ISE, ITSE and ITAE error criteria answers, TSA algorithm exhibits an improved performance.

**VII. CONCLUSION**

In this study, the TSA-based PID control algorithm is proposed for optimal control of AVR. TSA algorithm is based on relation among trees and seeds. TSA is run in finding of the optimal values of the PID controller coefficients that are $K_a, K_i$ and $K_p$. The achieved results illustrate that the proposed AVR system with TSA optimized PID controller exhibits better performance in terms of transient and steady state responses of its voltage tracking performance as compared with the existing algorithms reported for the AVR in the literature. IKA, LUS, ABC, PSO, DEA, PSA, and BBO in the literature are quantitatively compared with TSA algorithm. These analytical results are given in Table 4 - 11 and Figures 10-18 and 20. From transient response analysis, the system’s overshoot, peak overshoot, peak time, settling time and rise time values based on the proposed TSA algorithm are reported. It is revealed that even though IKA algorithm’s transient responses analysis results are a bit better than TSA, TSA algorithm presents much better performance against steady state errors and disturbance. The obtained results can be interpreted that the TSA optimized PID controller proposed for the AVR system is robust against uncertainties in system parameters, meaning that the PID controller based on the proposed TSA algorithm performs better than the PID controller based on the aforementioned algorithms in the literature for synchronous generator AVR systems.
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