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Abstract We study the $n$-dimensional problem of finding the smallest ball enclosing the intersection of $p$ given balls, the so-called Chebyshev center problem (CC$_B$). It is a minimax optimization problem and the inner maximization is a uniform quadratic optimization problem (UQ). When $p \leq n$, (UQ) is known to enjoy a strong duality and consequently (CC$_B$) is solved via a standard convex quadratic programming (SQP). In this paper, we first prove that (CC$_B$) is NP-hard and the special case when $n = 2$ is strongly polynomially solvable. With the help of a newly introduced linear programming relaxation (LP), the (SQP) relaxation is reobtained more directly and the first approximation bound for the solution obtained by (SQP) is established for the hard case $p > n$. Finally, also based on (LP), we show that (CC$_B$) is polynomially solvable when either $n$ or $p - n (> 0)$ is fixed.
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1 Introduction

The problem of finding the circle of smallest radius enclosing a given finite set of points in the plane was introduced by Sylvester in 1857 \cite{Sylvester}. It is equivalent to detecting the Chebyshev center of the convex hull of the given points. This problem (and the corresponding problem in Euclidean space of any constant dimension) can be solved in linear time \cite{Chazelle, Clarkson}. There are some other easy-to-solve Chebyshev center problems. For example, when the set is polyhedral and the estimation error is $l_\infty$ norm, the Chebyshev center can be solved by a linear programming problem \cite{Duan}. When the set is the intersection of two ellipsoids and the problem is defined on the complex domain, the Chebyshev center problem can be recast by a semidefinite programming \cite{Bilu} based on strong Lagrangian duality \cite{Beck}. Generally, finding the exact Chebyshev center of a convex set (e.g., the intersection of multiple ellipsoids \cite{Byrd}) is a hard problem.

Chebyshev centering problem has some applications in optimization. It serves as a key subproblem in each iteration for solving constrained optimization and equilibrium problems \cite{Beck,Fang}. The other example is that the problem of finding the optimal 1-network \cite{Magdon-Ismail} of a compact set $C \subseteq \mathbb{R}^2$ can be reduced to finding the Chebyshev center and Chebyshev radius for $C$ \cite{Pauw}. In this paper, we study the problem of finding the Chebyshev center of the intersection of balls. Mathematically, it can be reformulated as

$$ (CC_B) \min_{z} \max_{x \in \Omega} \|x - z\|^2, \tag{1} $$

where $\Omega = \{x \in \mathbb{R}^n : \|x - a_i\|^2 \leq r_i^2, \ i = 1, \ldots, p\}$, $r_i \in (0, +\infty)$ and $\|\cdot\|$ denotes the $l_2$ norm. Throughout the paper, we assume that $\Omega$ contains a nonempty interior. Geometrically, $(CC_B)$ is to find the smallest ball (centering at $z$) enclosing $\Omega$.

The problem $(CC_B)$ was first introduced by Beck \cite{Beck}, where it was shown to be equivalent to a standard quadratic programming reformulation (and hence globally solved in polynomial time) when $p \leq n - 1$. Two years later, this sufficient assumption is relaxed to $p \leq n$ by the same author \cite{Beck}. We summarize here some (new) applications of $(CC_B)$:

**Example 1** Robust estimation. Suppose $y_k, k = 1, \ldots, p$ are $p$ measurements of the unknown $x$ with bounded noises, i.e., $\|y_k - x\| \leq \rho$ for some $\rho > 0$. Then, a robust recover of $x$ can be obtained by solving $(CC_B)$.

**Example 2** \cite{Byrd,Fang} In non-cooperative wireless network positioning, the region for a target to communicate with some reference nodes is an intersection of many balls. The position error is usually bounded by the diameter of the smallest ball enclosing this region. This leads to a direct application of $(CC_B)$ with $n = 2$ or 3.

\footnote{Generally, the optimal $N$-network of a compact set $C \subseteq \mathbb{R}^2$ is to solve the optimization problem $\inf_{S} \sup_{x \in C, y \in S} \|x - y\|$ is the Hausdorff deviation of a set $C$ from the other set $S$.}
Example 3 Recently, based on \( (CC_B) \) with \( p = 2 \), Bubeck et al. \[8\] proposed an alternative to Nesterov’s accelerated gradient descent method for minimizing a smooth and strongly convex objective function. An open problem was raised there whether one can develop an efficient algorithm based on both limited-memory BFGS (which maintains a history of the past \( p \) iterations) and the corresponding \( (CC_B) \) (with the same \( p \)).

Example 4 The Chebyshev center of the general convex set
\[
\{ x \in \mathbb{R}^n : f_i(x) \leq 0, i = 1, \ldots, p \}
\]
with each \( f_i(x) \) being strongly convex with parameter \( \mu_i \) can be approximately relaxed to \( (CC_B) \) with
\[
\Omega = \left\{ x \in \mathbb{R}^n : f_i(x_0) + \nabla f_i(x_0)^T (x - x_0) + \frac{\mu_i}{2} \| x - x_0 \|^2 \leq 0, i = 1, \ldots, p \right\},
\]
where \( x_0 \in \mathbb{R}^n \) is fixed and \( \nabla f_i(x_0) \) is the gradient of \( f_i(x) \) at \( x_0 \).

The difficulty of the minimax optimization problem \( (CC_B) \) \([11]\) remains, even when the optimal center \( z \) is known in advance. Actually, for any given \( z \), the inner maximization of \( (CC_B) \) in terms of \( x \), belongs to the class of nonconvex quadratic optimization problem with ellipsoid constraints:
\[
(\text{NC-EQP}) \quad \max f(x) := x^T Q x + c^T x \\
\text{s.t.} \quad \| F_i x - g_i \| \leq 1, \ i = 1, \ldots, p,
\]
where \( F_i \in \mathbb{R}^{m \times n} \) and \( g_i \in \mathbb{R}^m \). More precisely, the inner maximization of \( (\text{NC-EQP}) \) is a special case of \( (\text{NC-EQP}) \) with \( Q = F_i \equiv I \). It is called uniform quadratic optimization and denoted by \( (UQ) \). When \( F_i \equiv I \), \( (\text{NC-EQP}) \) is generally NP-hard but polynomially solvable when \( p \) is a fixed constant number \([9]\).

The Lagrangian dual problem of \( (\text{NC-EQP}) \) can be recast as a semidefinite programming (SDP) relaxation. For a complete procedure, we refer to Section 3.1 of this paper, where the Lagrangian dual problem of \( (UQ) \) is reformulated as a semidefinite programming problem. The primal \( (\text{SDP}) \) relaxation can be derived by directly lifting \( xx^T \) to \( Y \) satisfying \( Y \succeq xx^T \) (see \[14\]), and it provides an efficient approach to approximately (and sometimes globally) solve \( (\text{NC-EQP}) \). For \( (UQ) \) (i.e., \( (\text{NC-EQP}) \) with \( Q = F_i \equiv I \)), Beck \[3\] showed that there is no duality gap between \( (\text{NC-EQP}) \) and \( (\text{SDP}) \) when \( p \leq n - 1 \), which is further relaxed to \( p \leq n \) in \[4\]. Moreover, suppose the origin \( 0 \) is an interior feasible solution and Slater’s condition also holds for the dual \( (\text{SDP}) \), as shown by Tseng \[22\], one can generate a feasible solution \( \tilde{x} \) in polynomial time satisfying
\[
v(\text{SDP}) \geq f(\tilde{x}) \geq \frac{(1 - \gamma)^2}{(\sqrt{r} + \gamma)^2} \cdot v(\text{SDP}), \tag{2}
\]
where \( r = p, \gamma := \max_{i=1, \ldots, p} \| g_i \| \) and \( v(\cdot) \) denotes the optimal value of the problem \( (\cdot) \). Recently, as a further improvement of Tseng’s result, Hsia et al.
[14] showed that \( r \) in (2) can be decreased from \( p \) to \( \min \left\{ n + 1, \left\lceil \frac{\sqrt{8p+17} - 3}{2} \right\rceil \right\} \), where \( \left\lceil \cdot \right\rceil \) is the smallest integer greater than or equal to \( \cdot \).

The Lagrangian dual was used by Beck [3] to efficiently approximate (CC\(_B\)). First, replacing the inner maximization problem (UQ) with its Lagrangian dual yields a quadratic semidefinite programming (QSDP) approximation of (CC\(_B\)). Then, (QSDP) is shown to be equivalently reduced to a convex standard quadratic programming problem (SQP), which is to minimize a quadratic objective function over the unit simplex. To our best knowledge, the quality of the approximate solution provided by (SQP) remains unknown.

In this paper, we provide an in-depth investigation on (UQ) and (CC\(_B\)). Our main contributions are summarized as follows:

- (CC\(_B\)) is NP-hard. The special case in the plane (i.e., \( n = 2 \)) is efficiently and strongly polynomially solvable in \( O(p^2) \) time. (Section 2)
- We propose a new linear programming (LP) relaxation for (UQ), which is equivalent to the (SDP) relaxation under the assumption that strong duality does not hold for (UQ). New sufficient conditions (which generalize the condition \( p \leq n \)) are provided with the help of (LP). (Section 3)
- An approximation bound for the (LP) relaxation of (UQ) is established, which is tighter than the general ratio [3] and no longer dependent on \( p \). (Section 3)
- The (LP) relaxation of the inner maximization leads to a new and simple derivation of the standard quadratic programming (SQP) approximation of (CC\(_B\)). (Section 4)
- The quality of the solution returned by (SQP) for approximating (CC\(_B\)) is analyzed. More precisely, the first approximation bound of (SQP) is established. (Section 4)
- Both (UQ) and (CC\(_B\)) can be solved in polynomial time when either \( n \) or \( p - n (> 0) \) is a fixed integer. Moreover, under this assumption, (UQ) could be strongly polynomially solvable. (Section 5)

Throughout the paper, \( v(\cdot) \) stands for the optimal value of problem (\( \cdot \)). Denote by \( Q \succ (\succeq) 0 \) that \( Q \) is positive (semi)definite. The inner product of two matrices \( A \) and \( B \) is denoted by \( A \bullet B = \text{Tr}(AB^T) = \sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij} b_{ij} \). Denote by rank\( (A) \) and \( \| A \| \) the rank and spectral norm of \( A \), respectively. For any set \( \Omega \subseteq \mathbb{R}^n \), \( \text{int}(\Omega) \) denotes the set of all the interior points in \( \Omega \). Denote by \( \text{conv}\{\Omega\} \) the convex hull of \( \Omega \). \( \mathcal{N}(\cdot) \) is the null space of \( \cdot \) and \( \dim(\cdot) \) denotes the dimension of the (sub)space \( \cdot \).

## 2 Complexity of (CC\(_B\))

In this section, we study the computational complexity of (CC\(_B\)). We first show that the planar (CC\(_B\)) can be solved in \( O(p^2) \). However, in general, (CC\(_B\)) is NP-hard.
2.1 Strongly polynomial solvability in the plane

**Theorem 1** When \( n = 2 \), the computational complexity for globally solving \((\text{CC}_B)\) is at most \( O(p^2) \).

**Proof** We first characterize the boundary of \( \Omega \), where at least one of the \( p \) constraints in \( \Omega \) is active. For each \( i = 1, \ldots, p \), the \( i \)-th part of the boundary of \( \Omega \) is the following circular arc(s)

\[
\text{arc}_i := \{ x \in \mathbb{R}^2 : \| x - a_i \| = r_i, \| x - a_j \| \leq r_j, \ j \neq i \} \\
= \cap_{j \neq i} \{ x \in \mathbb{R}^2 : \| x - a_i \| = r_i, \| x - a_j \| \leq r_j \} \\
= \cap_{j \neq i} \{ x \in \mathbb{R}^2 : \| x - a_i \| = r_i, 2(a_i - a_j)^T x \leq \| a_i \|^2 - \| a_j \|^2 + r_i^2 - r_j^2 \}.
\]

The last equality implies that \( \text{arc}_i \) is the intersection of \( p - 1 \) circular arcs, each of which is obtained by solving a system consisting of one quadratic equation and one linear inequality. Therefore, \( \text{arc}_i \) is the union of at most \( p - 1 \) arcs (denoted by \( \text{arc}_{i,j} \) (\( j = 1, 2, \ldots, p-1 \))) and hence determined by at most \( p-1 \) pairs of ordered endpoints \( \{A_{i,j-1}, A_{i,j}\} \) (\( j = 1, 2, \ldots, p-1 \)) on the circumference of the \( i \)-th circle. Each endpoint \( A_{i,k} \) (\( k \in \{1, 2, \ldots, 2p - 2\} \)) corresponds to a closed-form solution in terms of \( a_i \) and \( r_i \) (\( i = 1, 2, \ldots, p \)). The complexity of finding out all the pairs of ordered endpoints \( \{A_{i,j-1}, A_{i,j}\} \) (\( i = 1, 2, \ldots, p; j = 1, 2, \ldots, p-1 \)) is \( O(p^2) \).

Every pair of distinct points on a circle determines two arcs. We call the longer one the major arc and the other the minor arc. In the equal case, both are called major arcs. If there is an index \( i \) such that \( a_i \in \bigcup_{j=1}^{p-1} \text{conv}\{\text{arc}_{i,j}\} \) (i.e., \( \text{arc}_{i,j} \) is a major arc for some index \( j \)), the Chebyshev center and radius of \( \Omega \) are \( a_i \) and \( r_i \), respectively, that is, the \( i \)-th circle is the smallest circle cover. Otherwise, all \( \text{arc}_{i,j} \) are minor arcs and the Chebyshev radius of \( \Omega \) is smaller than or equal to \( \min_{i=1, \ldots, p} r_i \). Then, we have

\[
\Omega = \bigcup_{i=1,2,\ldots,p; j=1,2,\ldots,p-1} \text{conv}\{\text{arc}_{i,j}\} \cup \text{conv}\{A\},
\]

where \( A := \{A_{i,k} : i = 1, 2, \ldots, p; k = 1, 2, \ldots, 2p - 2\} \).

One can show that any circle with a radius less than or equal to \( r_i \) covering the chord \([A_{i,j-1}, A_{i,j}]\) also covers the convex hull of the minor arc \( \text{arc}_{i,j} \). Otherwise, the radius of the circle will be greater than \( r_i \). Therefore, \((\text{CC}_B)\) reduces to find the smallest ball enclosing either \( \text{conv}\{A\} \) or just the finite set \( A \). Applying Welzl’s algorithm [24], one can find the smallest ball enclosing \( p(p-1) \) points in \( O(p^2) \) time. Notice that all the involved calculations are exact. As a conclusion, the worst case time complexity of \((\text{CC}_B)\) is \( O(p^2) \).

It is unknown whether the above algorithm for solving the planar \((\text{CC}_B)\) can be extended to solve the general \((\text{CC}_B)\) of dimension \( n \geq 3 \).
2.2 NP-hardness

We show that the general (CCB) is NP-hard, especially when \( p \geq 2n + 2 \). Consider the partitioning problem (PP), which asks whether the linear equation

\[
a^T x = 0, \quad x \in \{-1, 1\}^n
\]

has a solution for any given integer vector \( a \). It is well known that (PP) is NP-hard [11].

Let us construct the following quadratic programming problem with ball constraints:

\[
(P_0) \quad \max x^T x
\]

\[
s.t. \quad x^T x + x_i \leq 1 + n, \quad i = 1, \ldots, n,
\]

\[
x^T x - x_i \leq 1 + n, \quad i = 1, \ldots, n,
\]

\[
x^T x - a^T x \leq n,
\]

\[
x^T x + a^T x \leq n.
\]

It is trivial to see that \( v(P_0) \leq n \). Moreover, we have the following result.

**Lemma 1** \( v(P_0) = n \) if and only if the solution of (PP) exists.

**Proof** Let \( x \) be any feasible solution of \( (P_0) \). It follows from \( (6) - (7) \) that \( x^T x \leq n \). Suppose (PP) has a solution, denoted by \( \tilde{x} \in \{-1, 1\}^n \), then \( \tilde{x} \) is a feasible solution of \( (3) - (7) \) and \( \tilde{x}^T \tilde{x} = n \). It follows that \( v(P_0) = n \).

On the contrary, suppose \( v(P_0) = n \) with the optimal solution \( x^* \), we have \( x^T x^* = n \). Then, it follows from \( (4) - (5) \) that \( -1 \leq x^*_i \leq 1 \) for \( i = 1, \ldots, n \), and therefore \( x^*_i \in \{-1, 1\} \). According to \( (6) - (7) \), we obtain \( a^T x^* = 0 \). Therefore, \( x^* \) is a solution of (PP). The proof is complete. \( \square \)

**Theorem 2** The problem (CCB) is NP-hard.

**Proof** The problem \( (P_0) \) can be reformulated as a special case of (CCB):

\[
\min_{z} \max_{x \in \Omega_0} \| x - z \|^2,
\]

where \( \Omega_0 \) denotes the feasible region of \( (P_0) \), i.e., the set of all solutions satisfying \( (3) - (7) \). Notice that for any \( x \in \Omega_0 \), we always have \( -x \in \Omega_0 \). Therefore, for any \( z \in \mathbb{R}^n \), it holds that

\[
\max_{x \in \Omega_0} \| x - z \|^2 = \max_{x \in \Omega_0} \{\| x - z \|^2, \| -x - z \|^2 \}
\]

\[
= \max_{x \in \Omega_0} \{x^T x + z^T z + \max \{-2x^T z, 2x^T z\}\}
\]

\[
\geq \max_{x \in \Omega_0} x^T x + z^T z
\]

\[
\geq \max_{x \in \Omega_0} x^T x.
\]
It is trivial to verify that the above two inequalities hold as equalities if and only if \( z = 0 \). Consequently, we have
\[
\min_{z} \max_{x \in \Omega_0} \|x - z\|^2 = \max_{x \in \Omega_0} x^T x = v(P_0).
\]
(9)

According to (9) and Lemma 1, the NP-hard problem (PP) can be solved via (8), a special case of (CC_B). The proof is complete. □

3 The inner maximization: uniform quadratic optimization

We study in this section the inner maximization problem of (CC_B). It is a uniform quadratic optimization (UQ), which is generally reformulated as follows:

\[
\text{(UQ)} \quad \max f_0(x) = x^T x - 2a_0^T x \\
\text{s.t.} \quad x \in \Omega_1 := \{x \in \mathbb{R}^n : f_i(x) = x^T x - 2a_i^T x + b_i \leq 0, \ i = 1, \ldots, p\}.
\]

(UQ) is difficult to solve. It is already NP-hard as it contains (P_0) (3)-(7) as a special case. Throughout this section, we assume that the Slater’s condition holds for (UQ), i.e., \( \text{int}(\Omega_1) \neq \emptyset \). Without loss of generality, using a vector translation if necessary, we can make the following assumption.

**Assumption 1** Suppose \( 0 \in \text{int}(\Omega_1) \), or equivalently, \( b_i < 0 \) for \( i = 1, \ldots, p \).

3.1 SDP relaxations

Introducing \( p \) Lagrangian multipliers \( \lambda_1 \geq 0, \ldots, \lambda_p \geq 0 \) yields the Lagrangian function of (UQ):

\[
L(x, \lambda) = f_0(x) - \sum_{i=1}^{p} \lambda_i f_i(x)
= \left(1 - \sum_{i=1}^{p} \lambda_i\right) x^T x + 2 \left(\sum_{i=1}^{p} \lambda_i a_i - a_0\right)^T x - \sum_{i=1}^{p} \lambda_i b_i.
\]

The Lagrangian dual problem of (UQ) reads as

\[
\text{(D)} \quad \inf_{\lambda \geq 0} \left\{ d(\lambda) := \sup_{x \in \mathbb{R}^n} L(x, \lambda) \right\}.
\]

By using Shor’s relaxation scheme [20], the dual problem (D) can be reformulated as the dual semidefinite programming (D-SDP) relaxation for (UQ):

\[
\text{(D-SDP)} \quad \inf \tau \\
\text{s.t.} \quad \left(\sum_{i=1}^{p} \lambda_i - 1\right) I \ a_0 - \sum_{i=1}^{p} \lambda_i a_i \quad \tau + \sum_{i=1}^{p} \lambda_i b_i \geq 0,
\]
\[
\tau \in \mathbb{R}, \ \lambda_i \geq 0, \ i = 1, \ldots, p.
\]
It is not difficult to verify that the conic dual problem of (D-SDP) leads to the following primal SDP:

\[
\text{(SDP) } \max \left( \begin{pmatrix} I & -a_0 \\ -a_0^T & 0 \end{pmatrix} \right) \bullet \left( \begin{pmatrix} Y \\ x^T \end{pmatrix} \right) \\
\text{s.t. } \left( \begin{pmatrix} I & -a_i \\ -a_i^T & b_i \end{pmatrix} \right) \bullet \left( \begin{pmatrix} Y \\ x^T \end{pmatrix} \right) \leq 0, \quad i = 1, \ldots, p,
\]

\[
\left( \begin{pmatrix} Y & x \\ x^T & 1 \end{pmatrix} \right) \succeq 0,
\]

which can be more directly obtained by lifting \( xx^T \) to \( Y \) satisfying \( Y \succeq xx^T \) (see [3]). It is trivial to see that \((x, Y) = (0, \epsilon I)\) with \(0 < \epsilon < \min \{-b_i\}\) is an interior feasible point of (SDP). And, \((\lambda, \tau)\), with any fixed \(\lambda\) satisfying \(\lambda_i > 0\), \(\sum_{i=1}^{p} \lambda_i > 1\) and sufficiently large \(\tau\), is an interior feasible point of (D-SDP). That is, Slater’s condition holds for both (SDP) and (D-SDP). Consequently, strong duality holds for (D-SDP) and (SDP) [23], i.e.,

\[v(\text{SDP}) = v(\text{D-SDP}) = v(\text{D})\]

and both optimal values are attained.

For the tightness of the SDP relaxation, Beck [3] established the following sufficient condition to guarantee that \(v(\text{UQ}) = v(\text{SDP})\).

**Theorem 3** ([3]) \(v(\text{SDP}) = v(\text{UQ})\) as long as \(p \leq n - 1\).

Two years later, Beck [4] further relaxed the above sufficient condition to the following one:

**Theorem 4** ([4]) \(v(\text{SDP}) = v(\text{UQ})\) as long as \(p \leq n\).

Before ending this section, we propose a more general sufficient condition to guarantee the strong duality of (UQ) and leave the proof for the next subsection.

**Theorem 5** \(v(\text{SDP}) = v(\text{UQ})\) under one of the following conditions:

(i) \(a_0 \not\in \operatorname{conv}\{a_1, \ldots, a_p\}\);

(ii) \(\{x \in \mathbb{R}^n : (a_i - a_0)^T x \geq 0, i = 1, \ldots, p\} \neq \{0\}\).

**Proposition 1** If \(p \leq n\), then either Case (i) or Case (ii) holds.

**Proof** If \(p \leq n\) and \(a_0 \in \operatorname{conv}\{a_1, \ldots, a_p\}\), then

\[\operatorname{rank}((a_1 - a_0, \ldots, a_p - a_0)) \leq p - 1 \leq n - 1.\]

Therefore, \(N((a_1 - a_0, \ldots, a_p - a_0)) \geq 1\), which implies that

\(\{x \in \mathbb{R}^n : (a_i - a_0)^T x \geq 0, i = 1, \ldots, p\} \neq \{0\}\).

That is, if Case (i) is not true, then Case (ii) holds. \(\Box\)
3.2 Linear programming relaxation

Simply introducing a new variable $y \in \mathbb{R}$ to replace the nonconvex term $x^T x$, we obtain the following linear programming relaxation:

\[
\begin{align*}
\text{(LP)} & \quad \max y - 2a_0^T x \\
\text{s.t.} & \quad y - 2a_i^T x + b_i \leq 0, \quad i = 1, \ldots, p.
\end{align*}
\]  

(13)

We first show that the linear programming bound $v(LP)$ is proper.

**Lemma 2** $v(LP) < +\infty$ if and only if $a_0 \in \text{conv}\{a_1, \ldots, a_p\}$.

**Proof** The dual problem of the linear programming (LP) reads as follows:

\[
\begin{align*}
\text{(DLP)} & \quad \min \sum_{i=1}^{p} b_i \lambda_i \\
\text{s.t.} & \quad \sum_{i=1}^{p} \lambda_i a_i = a_0, \\
& \quad \sum_{i=1}^{p} \lambda_i = 1, \lambda_i \geq 0, \quad i = 1, \ldots, p.
\end{align*}
\]  

(14)

Since strong duality holds for linear programming, we have $v(LP) = v(DLP)$. Therefore, $v(LP) < +\infty$ if and only if (DLP) has a feasible solution, that is, $a_0 \in \text{conv}\{a_1, \ldots, a_p\}$. The proof is complete. □

Next, it is interesting to see that the linear programming bound $v(LP)$ is as tight as the SDP relaxation if (SDP) is not tight.

**Theorem 6** If $v(SDP) > v(UQ)$, then $v(SDP) = v(LP) < +\infty$.

**Proof** Since Slater’s condition holds for (SDP) and its conic dual (D-SDP), we have $v(SDP) < +\infty$ and it is attained at an optimal solution $(x^*, Y^*)$.

The constraint (12) implies that

\[
\text{Tr}(Y^*) = I \cdot Y^* \geq x^* x^T.
\]  

(15)

Substituting (15) into (11) implies that $x^* \in \Omega_1$. If the constraint (15) holds as an equality, then $Y^* = x^* x^T$ and hence $x^*$ is the optimal solution of (UQ). It must hold that $v(SDP) = v(UQ)$. Therefore, under the assumption $v(SDP) > v(UQ)$, the constraint (15) is inactive, i.e., Tr($Y^*$) $\succ x^* x^T$. Define

\[
Y = x^* x^T + \frac{\text{Tr}(Y^*) - x^* x^T}{n} \cdot I.
\]

Then, we have Tr($\tilde{Y}$) = Tr($Y^*$), $\tilde{Y} \succ x^* x^T$ and $(x^*, \tilde{Y})$ remains an optimal solution to (SDP). There is a sufficiently small $\epsilon > 0$ such that $Y \succ xx^T$ for all $(x, Y)$ satisfying (11) and

\[
\|x - x^*\| + \|Y - \tilde{Y}\| < \epsilon.
\]  

(16)
By the optimality of \((x^*, \tilde{Y})\), for all \((x, Y)\) satisfying (11) and (16), we have
\[
\text{Tr}(Y) - 2a_0^Tx \leq \text{Tr}(\tilde{Y}) - 2a_0^Tx^*.
\]

Let \(\tilde{y} = \text{Tr}(\tilde{Y})\). It is trivial to see that \((x^*, \tilde{y})\) is a feasible solution of (LP), that is, all inequalities (13) hold true at \((x^*, \tilde{y})\). Next we show that \((x^*, \tilde{y})\) is also an optimal solution of (LP).

Define the following two continuous functions:
\[
f_1(x, y) = y - x^T x,
\]
\[
f_2(x, y) = \|x - x^*\| + \left\| xx^T + \frac{y - x^T x}{n} \cdot I - x^* x^* T - \frac{\tilde{y} - x^* T x^*}{n} \cdot I \right\|.
\]
According to the above definitions of \(x^*, \tilde{Y}\) and \(\tilde{y}\), we have
\[
f_1(x^*, \tilde{y}) = \tilde{y} - x^* T x^* = \text{Tr}(\tilde{Y}) - x^* T x^* > 0,
\]
\[
f_2(x^*, \tilde{y}) = 0.
\]
Therefore, by the continuity of \(f_1(x, y)\), there exists \(\delta_1 > 0\) such that
\[
|f_1(x, y) - f_1(x^*, \tilde{y})| < \frac{1}{2} f_1(x^*, \tilde{y})
\]
holds for any \((x, y)\) satisfying both (13) and \(\|x - x^*\| + |y - \tilde{y}| < \delta_1\). Notice that it follows from (13) that
\[
f_1(x^*, \tilde{y}) = \frac{1}{2} f_1(x^*, \tilde{y}) > 0.
\]
Similarly, for the sufficient small \(\epsilon > 0\) used in (16), there exists \(\delta_2 > 0\) such that
\[
|f_2(x, y) - f_2(x^*, \tilde{y})| < \epsilon
\]
holds for any \((x, y)\) satisfying both (13) and \(\|x - x^*\| + |y - \tilde{y}| < \delta_2\).

Define \(\delta = \min\{\delta_1, \delta_2\} > 0\) and
\[
Y(x, y) = xx^T + \frac{y - x^T x}{n} \cdot I.
\]
Let \((x, y)\) be any vector satisfying both (13) and \(\|x - x^*\| + |y - \tilde{y}| < \delta\). Then both (13) and (20) hold true at \((x, y)\). It follows from (19) that \(y > x^T x\), which implies that
\[
Y(x, y) \succ xx^T.
\]
According to (20), we obtain
\[
\|x - x^*\| + \left\| Y(x, y) - \tilde{Y} \right\| = f_2(x, y) < \epsilon.
\]
Moreover, since \((x, y)\) satisfies (13) and \(\text{Tr}(Y(x, y)) = y\), it holds that \((x, Y(x, y))\) satisfies (11). Notice that (16) holds true at \((x, Y(x, y))\) due to (21). Therefore, (17) holds at \((x, Y(x, y))\), that is,
\[
\text{Tr}(Y(x, y)) - 2a_0^Tx \leq \text{Tr}(\tilde{Y}) - 2a_0^Tx^*.
\]
Since \( \text{Tr}(Y(x,y)) = y \) and \( \text{Tr}(\tilde{Y}) = \tilde{y} \), we now conclude that

\[
y - 2a_0^T x \leq \tilde{y} - 2a_0^T x^* \tag{22}
\]

holds for any \((x, y)\) satisfying both \( \|x - x^*\| + |y - \tilde{y}| < \delta \). It follows that \((x^*, \tilde{y})\) is a local maximizer of \((LP)\). Consequently, \((x^*, \tilde{y})\) is a (global) optimal solution of \((LP)\) and hence

\[
v(LP) = \tilde{y} - 2a_0^T x^* = \text{Tr}(\tilde{Y}) = 2a_0^T x^* = v(SDP).
\]

The proof is complete. \(\square\)

The assumption is necessary in Theorem 6. Suppose \(v(SDP) = v(UQ)\), it may happen either \(v(LP) = +\infty\) or \(v(SDP) < v(LP) < +\infty\), as demonstrated by the following example.

**Example 5** Let \(n = 1\). For any \(\alpha\), consider the following examples:

\[
(UQ(\alpha)) \quad \max \quad x^2 - \alpha x
\]

s.t. \(x^2 + x - 4 \leq 0\), \(x^2 - x \leq 0\).

It always holds that \(v(SDP) = v(UQ)\). Moreover, one can verify that

1. If \(\alpha \notin [-1, 1], v(LP(\alpha)) = +\infty > v(SDP(\alpha)). (\text{Lemma 3})\)
2. If \(-1 < \alpha < 1, v(LP(\alpha)) = 2(1 - \alpha) > v(SDP(\alpha)) = 1 - \alpha. (\text{Lemma 6})\)
3. If \(\alpha = 1, v(LP(\alpha)) = v(SDP(\alpha)) = 0. (\text{Lemma 7})\)

Moreover, we can know more from any optimal solution of the linear programming relaxation \((LP)\).

**Theorem 7** Suppose \(v(LP) < +\infty\) and let \((x^*, y^*)\) be any optimal solution of \((LP)\). Then, we have

(a) If \(x^T x^* = y^*\), then \(v(LP) = v(SDP) = v(UQ)\).
(b) If \(x^T x^* > y^*\), then \(v(SDP) = v(UQ)\).
(c) If \(x^T x^* < y^*\), then \(v(LP) = v(SDP)\).

**Proof** Notice that we always have \(v(LP) \geq v(SDP) \geq v(UQ)\) according to their definitions. In the case of \(x^T x^* = y^*\), the linear programming relaxation \((LP)\) is tight, i.e., \(v(LP) = v(UQ)\). Then it is trivial to see that \(v(LP) = v(SDP) = v(UQ)\).

Suppose \(x^T x^* > y^*\). Assume \(v(SDP) > v(UQ)\), according to the proof of Theorem 6 there is an optimal solution of \((SDP)\), denoted by \((\tilde{x}, \tilde{Y})\), such that \(\text{Tr}(\tilde{Y}) > \tilde{x}^T \tilde{x}\). And moreover, \((\tilde{x}, \text{Tr}(\tilde{Y}))\) is an optimal solution of \((LP)\). Therefore, for any \(\alpha \in [0, 1], (\alpha \tilde{x} + (1 - \alpha)x^*, \alpha \text{Tr}(\tilde{Y}) + (1 - \alpha)y^*)\) is also an optimal solution of \((LP)\). Define

\[
F(\alpha) = \alpha \text{Tr}(\tilde{Y}) + (1 - \alpha)y^* - \|\alpha \tilde{x} + (1 - \alpha)x^*\|^2.
\]
Since $F(0) < 0 < F(1)$ and $F(\alpha)$ is continuous, we conclude that there is an \( \alpha \in (0, 1) \) such that $F(\alpha) = 0$, which implies that $v(LP) = v(UQ)$. It immediately follows that $v(SDP) = v(UQ)$, which is a contradiction. Therefore, in this case, we must have $v(SDP) = v(UQ)$.

For the last case $x^T x^+ < y^*$, define $Y^* = x^T x^T + \frac{y^* - x^T x^+}{n} I$. Then, one can verify that $(x^*, Y^*)$ satisfies the constraints (11)-(12) and the corresponding objective function value (13) is

$$
\begin{bmatrix}
I & -a_0 & 0 \\
-a_0^T & 0 & 1
\end{bmatrix} \cdot \begin{bmatrix}
Y^* & x^+ \\
x^T & 1
\end{bmatrix} = y^* - 2a_0^T x^+ = v(LP).
$$

Since $v(LP) \geq v(SDP)$, $(x^*, Y^*)$ is an optimal solution to (SDP). Thus, $v(LP) = v(SDP)$. The proof is complete. \( \square \)

Based on Lemma 2, Theorems 6 and 7, now we can prove Theorem 5.

**Proof of Theorem 5**

Assume Case (i) holds, i.e., $a_0 \notin \text{conv}\{a_1, \ldots, a_p\}$. According to Lemma 2, $v(LP) = +\infty$. Suppose $v(SDP) = v(UQ)$ is not true, then it must hold that $v(SDP) > v(UQ)$. According to Theorem 6, we have $v(LP) = v(SDP) < +\infty$, which is a contradiction.

Now we assume that Case (i) does not hold, but Case (ii) holds, i.e., there is a vector $v \neq 0$ such that $(a_i - a_0)^T v \geq 0$ for $i = 1, \ldots, p$.

Based on the linear transformation $t = y - 2a_0^T x$, $(LP)$ has the following equivalent reformulation:

$$(LP') \max t$$

s.t. $t - 2(a_i - a_0)^T x + b_i \leq 0$, \( i = 1, \ldots, p \). \hspace{1cm} (23)

According to Lemma 2, $v(LP') = +\infty$. Then, $(LP')$ has an optimal solution, denoted by $(x^+, t^*)$. It is easy to see that any solution $(x, t^*)$ satisfying \( 23 \) remains optimal for $(LP')$. Define $\tilde{x}(\alpha) = x^+ + \alpha v$. For all $\alpha > 0$, we have

$$t^* - 2(a_i - a_0)^T \tilde{x}(\alpha) + b_i = t^* - 2(a_i - a_0)^T x^+ - 2\alpha(a_i - a_0)^T v + b_i \leq t^* - 2(a_i - a_0)^T x^+ + b_i \leq 0.$$

That is, for any $\alpha > 0$, $(\tilde{x}(\alpha), t^*)$ is optimal for $(LP')$. Since $v \neq 0$, for sufficiently large $\alpha$, we have $t^* < \tilde{x}(\alpha)^T \tilde{x}(\alpha)$. Then, according to Theorem 7, we have $v(SDP) = v(UQ)$. This completes the proof of Theorem 5. \( \square \)

**Remark 1** Case (b) of Theorem 7 implies that a solution of $(UQ)$ can be obtained in polynomial time (e.g., via solving $(SDP)$), but $(LP)$ itself fails to find the global optimal solution of $(UQ)$. It is not difficult to verify that, $(SDP)$ is equivalent to the following second-order cone programming relaxation:

$$(SOCP) \max y - 2a_0^T x$$

s.t. $y - 2a_0^T x + b_i \leq 0$, \( i = 1, \ldots, p \),

$$\left\| \begin{bmatrix} x \\ \frac{y - 1}{2} \end{bmatrix} \right\| \leq \frac{y + 1}{2},$$

\hspace{1cm} (24)
where the last constraint is actually equivalent to $x^T x \leq y$.

### 3.3 Approximation algorithm for (UQ)

For the hard case of (UQ) (i.e., Case (c) in Theorem 7), it often holds that $v(UQ) < v(LP)$. One can employ the approximation algorithms [14,22] for solving the general nonconvex quadratic optimization with ellipsoid constraints (NC-EQP), which also provides an approximation bound of the returned solution. In this section, we propose a new approximation algorithm for (UQ) based on (LP) with an improved approximation bound, which is no longer dependent of $p$.

**Theorem 8** Suppose Assumption 1 holds and $v(SDP) > v(UQ)$. We can find a feasible solution $x$ of (UQ) in polynomial time satisfying

$$f_0(x) \geq \left( \frac{1 - \gamma}{\sqrt{\gamma^2 + 1}} \right)^2 \cdot v(LP),$$

where $\gamma = \max_{i=1,\ldots,p} \frac{\|a_i\|}{\sqrt{-b_i + \|a_i\|^2}} < 1$.

**Proof** Assumption 1 implies that $v(UQ) > 0$. According to Theorem 6, (LP) has a bounded solution, denoted by $(x^*, y^*)$. As $v(SDP) > v(UQ)$, it follows from Theorem 7 that $x^*^T x^* < y^*$. Then there must exist a nonzero vector $t \in \mathbb{R}^n$ such that $x^*^T x^* + t^T t = y^*$. Since $v(LP) = y^* - 2a_0^T x^*$, for any $\beta$, it holds that

$$(\beta^2 + 1)(x^*^T x^* + t^T t - 2a_0^T x^*) = (\beta^2 + 1) \cdot v(LP).$$

Based on the facts that $x^*^T x^* - 2a_0^T x^* < y^* - 2a_0^T x^* = v(LP)$ and $t^T t > 0$, there exists a real value $\beta > 0$ such that

$$(x^* + \beta t)^T (x^* + \beta t) - 2a_0^T (x^* + \beta t) = v(LP).$$

Define

$$u_1 = \frac{1}{\sqrt{1 + \beta^2}}, \quad u_2 = \frac{\beta}{\sqrt{1 + \beta^2}}.$$

The equation (27) is equivalent to

$$(u_1 x^* + u_2 t)^T (u_1 x^* + u_2 t) - 2u_1 a_0^T (u_1 x^* + u_2 t) = u_1^2 \cdot v(LP).$$

The equation (26) minus the equation (27) equals

$$(\beta x^* - t)^T (\beta x^* - t) - 2\beta a_0^T (\beta x^* - t) = \beta^2 \cdot v(LP),$$

which further implies that

$$(u_2 x^* - u_1 t)^T (u_2 x^* - u_1 t) - 2u_2 a_0^T (u_2 x^* - u_1 t) = u_2^2 \cdot v(LP).$$

(29)
Define
\[ s_1 = u_1 x^* + u_2 t, \quad s_2 = u_2 x^* - u_1 t. \]
The equations (28) and (29) can be recast as
\[
\begin{align*}
\mathbf{s}_1^T \mathbf{s}_1 - 2 u_1 \mathbf{a}_0^T \mathbf{s}_1 &= u_1^2 \cdot v(\text{LP}), \\
\mathbf{s}_2^T \mathbf{s}_2 - 2 u_2 \mathbf{a}_0^T \mathbf{s}_2 &= u_2^2 \cdot v(\text{LP}),
\end{align*}
\]
respectively. Then, we can verify that
\[
\mathbf{s}_1^T \mathbf{s}_1 + \mathbf{s}_2^T \mathbf{s}_2 = y^*, \quad u_1 s_1 + u_2 s_2 = x^*.
\]
As \((x^*, y^*)\) satisfies the constraints (13) of (LP), we obtain
\[
\mathbf{s}_1^T \mathbf{s}_1 - 2 u_1 \mathbf{a}_0^T \mathbf{s}_1 + \mathbf{s}_2^T \mathbf{s}_2 - 2 u_2 \mathbf{a}_0^T \mathbf{s}_2 \leq -b_i, \quad i = 1, \ldots, p.
\]
Define \(\rho_i = \frac{1}{\sqrt{-b_i + \|\mathbf{a}_i\|^2}}, \quad i = 1, \ldots, p.\)
It follows from Assumption 1 that \(0 < \rho_i < \frac{1}{\|\mathbf{a}_i\|}.\) We can equivalently rewrite the inequalities (32) as
\[
\rho_i^2 \|s_1 - u_1 a_i\|^2 + \rho_i^2 \|s_2 - u_2 a_i\|^2 \leq 1, \quad i = 1, \ldots, p.
\]
Then, we have
\[
\begin{align*}
\min \left\{ \max_{i=1, \ldots, p} \frac{1}{u_1} \rho_i^2 \|s_1 - u_1 a_i\|^2, \quad \max_{i=1, \ldots, p} \frac{1}{u_2} \rho_i^2 \|s_2 - u_2 a_i\|^2 \right\} \\
&\leq \min \left\{ \frac{1}{u_1}, \frac{1}{u_2} \right\} \\
&= \left\{ \begin{array}{ll}
1 + \beta^2, & \text{if } |\beta| \leq 1, \\
1 + \frac{1}{\beta^2}, & \text{otherwise,}
\end{array} \right\} \\
&\leq 2.
\end{align*}
\]
Consequently, there is an index \(\overline{j} \in \{1, 2\}\) such that
\[
\rho_i \|s_\overline{j}/u_\overline{j} - a_i\| \leq \sqrt{2}, \quad i = 1, \ldots, p.
\]
Next we will construct a feasible solution of (UQ) satisfying the inequality (25). Define
\[
\overline{x} := \begin{cases} 
\frac{s_\overline{j}/u_\overline{j}}{\rho_i}, & \text{if } a_0^T s_\overline{j}/u_\overline{j} \leq 0, \\
-\frac{s_\overline{j}/u_\overline{j}}{\rho_i}, & \text{otherwise,}
\end{cases}
\]
\[
\overline{\tau} := \max \left\{ \tau \in [0, 1] : \ f_i(\tau \overline{x}) \leq 0, \quad i = 1, \ldots, p \right\}
\]
\[
= \max \left\{ \tau \in [0, 1] : \ \rho_i \|\tau \overline{x} - a_i\| \leq 1, \quad i = 1, \ldots, p \right\}.
\]
According to (33), it holds that
\[ \rho_i \| \overline{x} - a_i \| \leq \max \left\{ \rho_i \| s_j/u_j - a_i \|, \rho_i \| - (s_j/u_j - a_i) - 2a_i \| \right\} \]
\[ \leq \sqrt{2} + 2 \rho_i \| a_i \|. \]

Therefore, for any \( \tau \in [0, 1] \), we obtain
\[ \rho_i \| \tau \overline{x} - a_i \| = \rho_i \| \tau (\overline{x} - a_i) + (1 - \tau)(-a_i) \| \]
\[ \leq \tau \left( \sqrt{2} + 2 \rho_i \| a_i \| \right) + (1 - \tau) \rho_i \| a_i \|. \]

Thus, for any \( \tau \in \left[ 0, \frac{1 - \rho_i \| a_i \|}{\sqrt{2} + \rho_i \| a_i \|} \right] \), we have
\[ \rho_i \| \tau \overline{x} - a_i \| \leq 1, \ i = 1, \ldots, p, \]
i.e., \( \tau \overline{x} \) is feasible for (UQ). According to the definition of \( \overline{x} \), we obtain
\[ \overline{x} \geq \min_{i=1, \ldots, p} \frac{1 - \rho_i \| a_i \|}{\sqrt{2} + \rho_i \| a_i \|} = \frac{1 - \max_{i=1, \ldots, p} \rho_i \| a_i \|}{\sqrt{2} + \max_{i=1, \ldots, p} \rho_i \| a_i \|} \]
where the equality holds true since \( h(\gamma) = (1 - \gamma)/\sqrt{2} + \gamma \) is a decreasing function over \( [0, 1] \). Consequently, we have
\[ f_0(\overline{x}) = \overline{x}^T \overline{x} - 2\overline{x}_0^T \overline{x} \]
\[ \geq \overline{x}^T \overline{x} - 2 \overline{x}_0^T \overline{x}_0 \]
\[ \geq \overline{x}^T \overline{x} - 2 \overline{x}_0^T s_j/u_j \]
\[ = \overline{x}^T (s_j^T s_j - 2u_j \overline{x}_0^T s_j)/u_j^2 \]
\[ = \overline{x}^T \cdot v(LP), \]
where the inequality (34) holds true since \( a_i^T \overline{x}_0 \leq 0 \) and \( \overline{x} \geq \overline{\tau}^2 \) (as \( \overline{x} \in [0, 1] \)), the inequality (35) is true as \( a_i^0 \overline{x} \leq a_i^0 s_j/u_j \), and the equality (36) follows from (30) and (31). \( \square \)

4 Standard quadratic programming relaxation

4.1 A new and simple derivation

The standard quadratic programming relaxation for (CC-B) was first proposed by Beck [3]. First, by replacing the inner maximization problem with its Lagrangian dual (D-SDP), one obtains the following SDP problem:

\[ \text{(SDP}(z)) \min \ y \]
\[ \text{s.t. } \left( \frac{-1 + \sum_{i=1}^p \lambda_i}{z^T - \sum_{i=1}^p \lambda_i a_i^T} y + \sum_{i=1}^p \lambda_i (\| a_i \|^2 - r_i^2) \right) \geq 0, \]
\[ \lambda_i \geq 0, \ i = 1, \ldots, p. \]
Then, the minimax optimization problem (CC\textsubscript{B}) is relaxed to a convex minimization problem:

\[
\text{(DCC)} \quad \min_z v(\text{SDP}(z)) + \|z\|^2
\]

\[
= \min_{y,z} y + \|z\|^2
\]

\[
\text{s.t.} \quad \left(\begin{array}{c}
(-1 + \sum_{i=1}^{p} \lambda_i)I - \sum_{i=1}^{p} \lambda_i a_i^T y + \sum_{i=1}^{p} \lambda_i (\|a_i\|^2 - r_i^2) \end{array}\right) \succeq 0,
\]

\[
\lambda_i \geq 0, \quad i = 1, \ldots, p.
\]

Based on a nontrivial analysis, Beck [3] showed that (DCC) is further equivalent to the following standard convex quadratic programming problem (SQP):

\[
\text{(SQP)} \quad \min_{\lambda, z} \sum_{i=1}^{p} \lambda_i (r_i^2 - \|a_i\|^2) + \left\| \sum_{i=1}^{p} \lambda_i a_i \right\|^2
\]

\[
\text{s.t.} \quad \sum_{i=1}^{p} \lambda_i = 1, \quad \lambda_i \geq 0, \quad i = 1, \ldots, p.
\]

Let $\lambda^*$ be the optimal solution of (SQP). The approximate solution of (CC\textsubscript{B}) is then given by

\[
\pi = \sum_{i=1}^{p} \lambda_i^* a_i
\]

so that we have

\[
v(\text{SQP}) = v(\text{SDP}(\pi)) + \|\pi\|^2.
\]

When $p \leq n$, according to Theorem 4, $v(\text{CC\textsubscript{B}}) = v(\text{DCC}) = v(\text{SQP})$ and hence $\pi$ is a global optimal solution of (CC\textsubscript{B}) [4].

In this section, we present a new and simpler derivation of (SQP). We first write the linear programming relaxation (as discussed in Section 3.2) of the inner maximization of (CC\textsubscript{B}): \[
\text{LP}(z) \quad \max y - 2z^T x
\]

\[
\text{s.t.} \quad y - 2a_i^T x + \|a_i\|^2 \leq r_i^2, \quad i = 1, \ldots, p,
\]

which is equivalent to its dual linear programming:

\[
\text{(LPD}(z)) \quad \min_{\lambda} \sum_{i=1}^{p} \lambda_i (r_i^2 - \|a_i\|^2)
\]

\[
\text{s.t.} \quad \sum_{i=1}^{p} \lambda_i a_i = z, \quad \sum_{i=1}^{p} \lambda_i = 1, \quad \lambda_i \geq 0, \quad i = 1, \ldots, p.
\]
Therefore, we immediately re-obtain (SQP) as follows:

\[
v(CB) \leq \min_z \{v(LP(z)) + \|z\|^2\}
= \min_z \{v(LP_D(z)) + \|z\|^2\}
= \min_{\lambda} \sum_{i=1}^{p} \lambda_i (r_i^2 - \|a_i\|^2) + \left\| \sum_{i=1}^{p} \lambda_i a_i \right\|^2
\text{s.t. } \sum_{i=1}^{p} \lambda_i = 1, \lambda_i \geq 0, \; i = 1, \ldots, p.
\]

The above two different derivations imply the following interesting observation.

**Proposition 2** Let \( z \) be defined in (37). Then, we have

\[
v(SDP(z)) = v(LP(z)).
\]  
(39)

The following example shows that (39) could be no longer true if \( z \) is replaced by any other \( z \).

**Example 6** Let \( n = 1 \). Consider

\[
\min_z \max_{x,z} |x - z|^2.
\]

Solving the corresponding (SQP), we get \( z = \frac{1}{2} \). According to Example 5, it is interesting to verify that

\[
v(SDP(z)) < v(LP(z)), \; \forall z \neq z.
\]

4.2 Approximation bound

(SQP) is efficient to solve and provides a candidate solution (\( z \) (37)) to (CC\( B \)). However, to the best of our knowledge, the worst-case quality of the returned solution \( z \) remains unknown. In this section, we answer this question. Moreover, the first approximation ratio between \( v(CB) \) and \( v(SQP) \) is established.

**Theorem 9** Suppose \( \text{int}(\Omega) \neq \emptyset \), for the returned solution \( z \) (37), we have

\[
v(SQP) \geq \max_{x \in \Omega} \|x - z\|^2 \geq v(CB) \geq \left( \frac{1 - \gamma}{\sqrt{2} + \gamma} \right)^2 \cdot v(SQP),
\]  
(40)

where \( \gamma(\leq 1) \) is equal to (or larger than) the optimal objective value of the following convex programming problem:

\[
\min_{x \in \mathbb{R}^n} \max_{i=1, \ldots, p} \frac{\|x - a_i\|}{r_i}.
\]  
(41)

Moreover, let \( d_{\text{max}} = \max_{i,j=1,\ldots,p} \|a_i - a_j\|, \; r_{\text{min}} = \min_{i=1,\ldots,p} r_i \) and suppose \( d_{\text{max}} < \sqrt{2} r_{\text{min}} \), then (40) holds with

\[
\gamma = \frac{d_{\text{max}}}{\sqrt{2} r_{\text{min}}},
\]  
(42)
Proof Let \( \tau \) be defined in (37). If (SDP(\( \tau \))) is tight for the inner maximization problem, then \( v(CC_B) = v(SQP) \) and there is nothing to prove.

We first suppose \( 0 \in \text{int}(\Omega) \). According to Theorem 3 we have

\[
v(LP(z)) = \max_{x \in \Omega} \{\|x\|^2 - 2x^T z\} \geq \tau_0^2 \cdot v(LP(z)), \quad \forall z \in \mathbb{R}^n,
\]

where

\[
\tau_0 = \frac{1 - \max_{i=1,\ldots,p} \frac{\|a_i\|}{\|a_i\|^2}}{\sqrt{2 + \max_{i=1,\ldots,p} \frac{\|a_i\|^2}{\|a_i\|^2}}}
\]

Since \( 0 \in \text{int}(\Omega) \), we have \( \|a_i\| < r_i \) for \( i = 1, \ldots, p \), which imply \( \tau_0 > 0 \). On the other hand, it is trivial to see \( 0 < \tau_0 < 1 \). Therefore, it holds that \( \tau_0^2 < 1 \) and then we obtain from (43) that

\[
\min_{z} \{v(LP(z)) + \|z\|^2\} \geq \min_{z} \max_{x \in \Omega} \|x - z\|^2 \geq \tau_0^2 \min_{z} \{v(LP(z)) + \|z\|^2\}.
\]

In view of the definition of \( \tau \), Proposition 2 and (38), we have

\[
v(SQP) = v(LP(\tau)) + \|\tau\|^2 \geq v(CC_B) = \tau_0^2 (v(LP(\tau)) + \|\tau\|^2) = \tau_0^2 \cdot v(SQP).
\]

Besides, the first inequality of (40) follows from Proposition 2 and the definition of (SDP(\( \tau \))), that is,

\[
v(LP(\tau)) + \|\tau\|^2 = v(SDP(\tau)) + \|\tau\|^2 \geq \|x\|^2 - 2\tau^T x + \|\tau\|^2, \quad \forall x \in \Omega.
\]

Now, let \( x_0 \) be any interior point of \( \Omega \) since \( \text{int}(\Omega) \neq \emptyset \), i.e., \( \|x_0 - a_i\| < r_i \), \( i = 1, \ldots, p \). Consider

\[
(CC_B) \quad \min \max_{x \in \Omega(x_0)} \|\tilde{x} - (z - x_0)\|^2,
\]

where \( \Omega(x_0) = \{\tilde{x} \in \mathbb{R}^n : \|\tilde{x} - (a_i - x_0)\|^2 \leq r_i^2, \quad i = 1, \ldots, p\} \). Then it is trivial to see that \( 0 \in \text{int}(\Omega(x_0)) \) and \( v(CC_B) = v(CC_{B_0}) \).

We write the linear programming relaxation for the inner maximization problem of (CC\(_B\)) as follows:

\[
LP(z) \quad \max \; \tilde{y} - 2(z - x_0)^T \tilde{x}
\]

s.t. \( \tilde{y} - 2(a_i - x_0)^T \tilde{x} + \|a_i - x_0\|^2 \leq r_i^2, \quad i = 1, \ldots, p \).

Let \((\tilde{x}^*, \tilde{y}^*)\) be an optimal solution of LP\(_z\). Define

\[
\tilde{x} := x^* - x_0, \quad \tilde{y} := y^* - 2x_0^T x^* + x_0^T x_0.
\]

We can verify that \((\tilde{x}, \tilde{y})\) is a feasible solution of LP\(_z\) and hence

\[
v(LP'(z)) \geq \tilde{y} - 2(z - x_0)^T \tilde{x} = v(LP(z)) + \|z\|^2 - \|z - x_0\|^2.
\]

On the other hand, let \((\tilde{x}^*, \tilde{y}^*)\) be an optimal solution of LP\(_z\). Define

\[
x := \tilde{x}^* + x_0, \quad y := \tilde{y}^* + 2x_0^T \tilde{x}^* + x_0^T x_0.
\]
We can verify that \((x, y)\) is a feasible solution of LP\((z)\) and hence
\[
v(LP(z)) \geq y - 2z^T x = v(LP'(z)) - \|z\|^2 + \|z - x_0\|^2.
\]
(45)
Combining (44) and (45) yields
\[
v(LP(z)) + \|z\|^2 = v(LP'(z)) + \|z - x_0\|^2.
\]
Therefore, we obtain
\[
v(SQP) = \min_x v(LP(z) + \|z\|^2) = \min_x \{v(LP'(z) + \|z - x_0\|^2\} = v(SQP').
\]
(46)
Since 0 ∈ int\((\Omega(x_0))\), according to the first part of this proof, we have
\[
v(SQP') \geq \max_{\tilde{x} \in \Omega(x_0)} \|\tilde{x} - (\tilde{z} - x_0)\|^2 \geq v(CC_B) \geq \tau(x_0)^2 \cdot v(SQP'),
\]
where \(\tilde{z} = \sum_{i=1}^p \lambda_i^*(a_i - x_0)\), \(\lambda^*\) is an optimal solution of (SQP) and
\[
\tau(x_0) = \frac{1 - \max_{i=1,...,p} \frac{\|x_0 - a_i\|}{r_i}}{\sqrt{2} + \max_{i=1,...,p} \frac{\|x_0 - a_i\|}{r_i}}.
\]
Therefore, it holds that
\[
v(SQP) \geq \max_{x \in \Omega} \|x - \tilde{z}\|^2 \geq v(CC_B) \geq \tau(x_0)^2 \cdot v(SQP).
\]
(47)
Since the inequality (47) holds for arbitrary \(x_0 \in \text{int}(\Omega)\), the best choice of \(x_0\) is to maximize the lower bound \(\tau(x_0)\) in int\((\Omega)\). That is, we can select \(\tau(x_0) = \frac{1 - \gamma}{\sqrt{2} + \gamma}\) with any \(\gamma < 1\) satisfying
\[
\gamma \geq \inf_{x_0 \in \text{int}(\Omega)} \max_{i=1,...,p} \frac{\|x_0 - a_i\|}{r_i} = \min_{x_0 \in \Omega} \max_{i=1,...,p} \frac{\|x_0 - a_i\|}{r_i}.
\]
(48)
Finally, we show that (12) is a feasible choice of \(\gamma\). According to the definition of \(r_{\min}\), we have
\[
\min_{x_0 \in \Omega} \max_{i=1,...,p} \frac{\|x_0 - a_i\|}{r_i} = \frac{1}{r_{\min}} \min_{x_0 \in \mathbb{R}^n} \max_{i=1,...,p} \|x_0 - a_i\|
\leq \frac{1}{r_{\min}} \min_{x_0 \in \mathbb{R}^n} \max_{a \in \text{conv}\{a_1,...,a_p\}} \|x_0 - a\|,
\]
where the last inequality holds since the optimal solution of the inner convex maximization problem in terms of \(a\) is attained at one of the vertices \(a_1, \ldots, a_p\). According to Example 3.3.6 in [10], we have
\[
\min_{x_0 \in \mathbb{R}^n} \max_{a \in \text{conv}\{a_1,...,a_p\}} \|x_0 - a\| \leq d_{\max} \sqrt{\frac{n}{2(n+1)}} < d_{\max} \sqrt{\frac{n}{\sqrt{2}}}.
\]
Consequently, if \(d_{\max} < \sqrt{2} r_{\min}\), \(\gamma\) can be set as in (12). \(\square\)
5 More polynomially solvable cases

5.1 Polynomially solvable cases for uniform quadratic optimization

We first reformulate (UQ) as the following shifted version:

\[
(UQ') \quad \max \|x - a_0\|^2 - \|a_0\|^2 \\
\text{s.t. } \|x - a_0\|^2 - 2(a_i - a_0)^T x + b_i - a_0^T a_0 \leq 0, \ i = 1, \ldots, p.
\]

The corresponding linear programming relaxation becomes

\[
(LP') \quad \max z - \|a_0\|^2 \\
\text{s.t. } z - 2(a_i - a_0)^T x + b_i - a_0^T a_0 \leq 0, \ i = 1, \ldots, p.
\]

According to Remark 1, the (SDP) relaxation is equivalent to the following (SOCP):

\[
(SOCP') \quad \max z - \|a_0\|^2 \\
\text{s.t. } z - 2(a_i - a_0)^T x + b_i - a_0^T a_0 \leq 0, \ i = 1, \ldots, p, \\
\left\|\left(\frac{x - a_0}{z}\right)\right\| \leq \frac{z + 1}{2}. \tag{49}
\]

We first solve (LP'). If \(v(LP') = +\infty\), according to Theorem 6 \(v(SDP') = v(UQ')\) and hence (UQ') can be globally solved by (SOCP'). Otherwise, let \((x^*, z^*)\) be a returned optimal solution of (LP'). If \(z^* = \|x^* - a_0\|^2\), \((x^*, z^*)\) is also an optimal solution of (UQ').

Suppose \(z^* < \|x^* - a_0\|^2\), according to Theorem 7 \(v(SDP') = v(UQ')\). Then, (UQ') can be globally solved by (SOCP').

Now, we assume that

\[
z^* > \|x^* - a_0\|^2. \tag{50}
\]

Then we have the following reformulation.

**Lemma 3** Suppose \(v(LP') < +\infty\). Let \((x^*, z^*)\) be an optimal solution of (LP') and the assumption \(\tag{50}\) holds. Then, (UQ') is equivalent to the following nonconvex optimization problem:

\[
(UQ'') \quad \max z - \|a_0\|^2 \\
\text{s.t. } z - 2(a_i - a_0)^T x + b_i - a_0^T a_0 \leq 0, \ i = 1, \ldots, p, \tag{51}
\]

\[
z \leq \|x - a_0\|^2. \tag{52}
\]

**Proof** Since \(v(UQ'') \leq v(LP') < +\infty\), and the feasible region of (UQ'') is nonempty and closed, (UQ'') has an attained optimal solution, denoted by \((x'', z'')\). If \(\tag{53}\) is active at \((x'', z'')\), then clearly \(v(UQ'') = v(UQ')\). Otherwise, we have \(z'' < \|x'' - a_0\|^2\). It implies that \((x'', z'')\) is a local optimal solution of \(\tag{51}-\tag{52}\), which is also a local optimal solution of (LP'). Therefore, \((x'', z'')\) is
an optimal solution of (LP′). It follows that $v(LP′) = z'' - \|a_0\|^2 = z^* - \|a_0\|^2$, that is, $z'' = z^*$. Define
\[
h(\alpha) = z^* - \|\alpha x'' + (1 - \alpha)x^* - a_0\|^2.
\]
Since $h(0) > 0 > h(1)$ and $h(\alpha)$ is continuous with respect to $\alpha$, there is an $\alpha^* \in (0, 1)$ such that $h(\alpha^*) = 0$ and $(x(\alpha^*), z^*)$ is an optimal solution of (UQ′). It follows that $v(UQ′) = v(UQ)$.

**Lemma 4** Under the same assumption as in Lemma 3, there is an optimal solution of (UQ′) at which (53) is active and
\[
\text{rank} [a_j - a_0 \ (j \in J)] = n
\]
holds with $J$ being the index set of all active constraints.

**Proof** We first assume $v(SDP′) > v(UQ′)$. According to Lemma 3, there is an optimal solution of (UQ′), denoted by $(\tilde{x}, \tilde{z})$, such that $\tilde{z} = \|\tilde{x} - a_0\|^2$. Let $J$ be the index set of active inequalities at $(\tilde{x}, \tilde{z})$. Without loss of generality, we assume $J = \{1, \cdots, k\}$. Suppose (54) does not hold, then
\[
\text{rank} [a_1 - a_0, \cdots, a_k - a_0] \leq n - 1.
\]
There exists a vector $v \neq 0$ such that
\[
v^T(a_i - a_0) = 0, \ i = 1, \cdots, k.
\]
We can further assume
\[
v^T(\tilde{x} - a_0) \geq 0,
\]
otherwise, let $v := -v$. Then, for any sufficiently small $\epsilon > 0$, $(\tilde{x} + \epsilon v, \tilde{z})$ satisfies and the corresponding index set of active constraints is still $J$. Moreover, according to (57), we have
\[
\tilde{z} = \|\tilde{x} - a_0\|^2 < \|\tilde{x} - a_0\|^2 + 2\epsilon v^T(\tilde{x} - a_0) + \epsilon^2 \|v\|^2 = \|\tilde{x} + \epsilon v - a_0\|^2.
\]
Therefore, $(\tilde{x} + \epsilon v, \tilde{z})$ remains an optimal solution of (UQ′). Moreover, according to (58), $(\tilde{x} + \epsilon v, \tilde{z})$ is a local optimal solution of (LP′), which is also a local optimal solution of (LP′). Therefore, $(\tilde{x} + \epsilon v, \tilde{z})$ is also an optimal solution of (LP′). It follows from Theorem 7 that $v(SDP′) = v(UQ′)$, which contradicts the assumption (55).

Now, we consider the case that the assumption (55) does not hold. Then, we have $v(SOCP′) = v(SDP′) = v(UQ′)$. Notice that under assumption (55), Theorem 6 implies that $v(SDP′) = v(LP′)$. It turns out that $(x^*, z^*)$, the optimal solution of (LP′), remains an optimal solution of (SOCP′). For any other (if exists) optimal solution of (SOCP′), denoted by $(\tilde{x}, \tilde{z})$, we have
\[
v(SOCP′) = z^* - \|a_0\|^2 = \tilde{z} - \|a_0\|^2.
\]
Then, \( z^* = \tilde{z} \) and the set of optimal solutions of (SOCP\(^{'}\)) is characterized as
\[
\{(x, z^*) : z^* - 2(a_i - a_0)^T x + b_i - a_0^T a_0 \leq 0, \ i = 1, \ldots, p, \|x - a_0\|^2 \leq z^* \}. \tag{59}
\]
It follows that \( v(\text{SOCP}^{'} \) ) = \( v(\text{UQ}^{'} \) ) if and only if
\[
z^* = \max \|x - a_0\|^2 \tag{60}
s.\, t. \ z^* - 2(a_i - a_0)^T x + b_i - a_0^T a_0 \leq 0, \ i = 1, \ldots, p. \tag{61}
\]
Since the problem (60)-(61) is a strictly convex maximization over a polytope, its optimal solution must be an extreme point, i.e., there are \( n \) active constraints in (61) such that their coefficient vectors in terms of \( x \) are linearly independent. The proof is complete. \( \square \)

According to Lemma \[ \[ \] \] it is sufficient to enumerate all sets of \( n \) indices of the constraints (52) with linearly independent coefficient vectors. For each such selection, letting the \( n \) constraints be active yields the linear equations
\[
Ze - Ax + b - (a_0^T a_0)e = 0,
\]
where \( e = (1, \cdots, 1)^T \in \mathbb{R}^n \), \( A \) is an \( n \times n \) matrix composed by the \( n \) linearly independent coefficient vectors and \( b \) is the corresponding \( n \)-dimensional vector \( (b_i) \). Since \( A \) is invertible, we have
\[
x(z) = A^{-1}(b - (a_0^T a_0)e + ze).
\]
Substituting (62) into \( z = \|x - a_0\|^2 \), as \( (53) \) is active, we obtain a univariate quadratic equation in terms of \( z \):
\[
z = \|A^{-1}b - (a_0^T a_0)A^{-1}e + zA^{-1}e - a_0\|^2,
\]
which has at most two explicit real solutions \( z_1 \geq z_2 \). If \( x(z_1) \) (62) satisfies all the other inactive constraints \( (53) \), then \( x(z_1) \) is a candidate optimal solution of (UQ\(^{'}\)). Otherwise, if \( x(z_2) \) (62) is feasible, add \( x(z_2) \) to the candidate solution list. Suppose neither \( x(z_1) \) nor \( x(z_2) \) is feasible, we conclude that the current selection of the \( n \) linearly independent constraints cannot provide an optimal solution of (UQ\(^{'}\)). Totally, there are at most \( \binom{p}{n} = \frac{p!}{n!(p-n)!} \) candidate solutions and \( x(z) \) with the maximal \( z \) is the exact optimal solution of (UQ\(^{'}\)).

As a summary, we have the following result.

**Theorem 10** The worst-case complexity for solving the problem (UQ) is
\[
T(n, p) := LP(n + 1, p) + \max \left\{ \text{SOCP}(n + 1, p), \binom{p}{n} \cdot O(n^3) \right\}, \tag{63}
\]
where \( LP(n + 1, p) \) is the time complexity for solving a linear programming problem in \( (n+1) \)-dimension with \( p \) constraints and \( \text{SOCP}(n + 1, p) \) is the time for solving a second-order cone programming problem in \( (n+1) \)-dimension with one second-order conic constraint and \( p \) linear constraints.
It is interesting to observe that, since (55) already implies (50), there is actually no need to make the assumption (50) in Lemma 3. Thus, the enumeration procedure itself is sufficient to find the optimal solution of \((UQ')\). That is, in the worst case, Theorem 10 could be improved as follows.

**Theorem 11** Suppose either \(n\) is fixed or \(p = n + q\) with a fixed integer \(q\), then \((UQ)\) is strongly polynomially solvable in at most \((p + q) \cdot O(n)\) time.

Finally, if the optimal solution of \((UQ')\) is not unique, all the extreme points of the optimal solution set are collected by the enumeration procedure.

### 5.2 Polynomially solvable cases for \((CC_B)\)

Notice that \((CC_B)\) (1) can be reformulated as

\[
\min_z \left\{ f(z) := z^T z + \max_{x \in \Omega} \{ x^T x - 2z^T x \} \right\}, \quad (64)
\]

Notice that \(f(z)\) is strictly convex and nonsmooth. Hence, \((CC_B)\) is polynomially solved with the ellipsoid method [19], if the subgradient of \(f(z)\) can be obtained in polynomial time.

For the sake of completeness, we briefly present the ellipsoid method for solving the nonsmooth convex optimization:

\[
f^* = \min \{ f(x) : x \in Q := \{ x \in \mathbb{R}^n : \overline{f}(x) \leq 0 \} \}, \quad (65)
\]

where \(f(x)\) and \(\overline{f}(x)\) are convex (possibly nonsmooth) functions, \(Q\) is a bounded closed convex set with nonempty interior. Let \(g(x)\) and \(\overline{g}(x)\) be the subgradients of \(f(x)\) and \(\overline{f}(x)\), respectively.

**Ellipsoid method [19]**

1. Initialize \(y_0 \in \mathbb{R}^n\). Choose \(R > 0\) such that \(\|y - y_0\| \leq R\) for all \(y \in Q\).
   
   Set \(H_0 = R^2 \cdot I\) and \(k = 0\).

2. Repeat until a stopping criterion is reached:
   
   \[
g_k = \begin{cases} g(y_k), & \text{if } y_k \in Q, \\ \overline{g}(y_k), & \text{if } y_k \notin Q, \end{cases}
   \]
   
   \[
y_{k+1} = y_k - \frac{1}{n+1} \frac{H_k g_k}{\sqrt{g_k^T H_k g_k}}, \quad H_{k+1} = \frac{n^2}{n+1} \left( H_k - \frac{2}{n+1} \frac{H_k g_k g_k^T H_k}{g_k^T H_k g_k} \right),
   \]

   \[
k := k + 1.
   \]

**Theorem 12 (Theorem 3.2.8, [19])** Let \(f(x)\) be Lipschitz continuous on \(\{ x \in \mathbb{R}^n : \|x - x^*\| \leq R\} \) with some constant \(M\). Assume that there exists some \(\rho > 0\) and \(\overline{f} \in Q\) such that \(\{ x \in \mathbb{R}^n : \|x - \overline{f}\| \leq \rho \} \subseteq Q\), then for

\[
k > 2(n + 1)^2 \log(R/\rho),
\]

we have \(Q \cap \{y_0, y_1, \ldots, y_{k-1}\} \neq \emptyset\) and

\[
\min_{0 \leq j \leq k, y_j \in Q} f(y_j) - f^* \leq \frac{1}{\rho} M R^2 \cdot e^{-\frac{k}{2(n+1)^2}}. \quad (67)
\]
Now, we employ the above ellipsoid method \cite{19} to solve \((CC_B)\) (64). Let \(z^*\) be the optimal solution of \((CC_B)\). As it is well-known that \(z^* \in \Omega\), we can rewrite \((64)\) in the formulation as in \((65)\), where

\[
Q = \{z \in \mathbb{R}^n : \|z - a_1\| \leq r_1\}
\]

and \(\Psi(z) = \|z - a_1\|^2 - r_1^2\).

Since \(Q\) itself is a ball, we have \(\rho = R = r_1\). Notice that \(f(z)\) is a quadratic function and hence differentiable. Now, we compute the subgradient of \(f(z)\).

Let \(x^*(z) = \arg \max_{x \in \Omega} \{x^T x - 2z^T x\}\) in evaluating \(f(z)\) (64). It is not difficult to verify that

\[
g(z) = 2(z - x^*(z))
\]

is a subgradient of \(f(z)\) at \(z\), i.e.,

\[
f(z_2) \geq f(z_1) + g(z_1)^T (z_2 - z_1), \ \forall z_1, z_2 \in Q.
\]

Therefore, we have

\[
f(z_1) - f(z_2) \leq g(z_1)^T (z_1 - z_2)
\leq \|g(z_1)\| \cdot \|z_1 - z_2\|
\leq 2(\|z_1\| + \|x^*(z_1)\|) \|z_1 - z_2\|
\leq 4(\|a_1\| + r_1) \|z_1 - z_2\|.
\]

The above inequalities still hold if \(z_1\) and \(z_2\) are exchanged. Thus, \(f(z)\) is Lipschitz continuous on \(Q\) with a constant \(M = 4(\|a_1\| + r_1)\).

For our case \((CC_B)\), the assumptions of Theorem 12 are satisfied. Moreover, the conclusions \((66)\) and \((67)\) are reduced to \(k > 0\) (as \(\rho = R\)) and

\[
\min_{0 \leq j \leq k, y_j \in \Omega} f(y_j) - f^* \leq 4(\|a_1\| + r_1) r_1 \cdot e^{-\frac{\lambda^2}{2(n+1)^2}}, \tag{68}
\]

respectively. According to \((68)\) and Theorem 10, we have the following complexity result.

**Corollary 1** Suppose either \(n\) is fixed or \(p = n + q\) with a fixed integer \(q\). An \(\epsilon\)-approximate solution of \((CC_B)\) (i.e., a vector \(\tilde{z}\) satisfying \(f(\tilde{z}) \leq v(CC_B) + \epsilon\)) can be found in polynomial time. More precisely, the complexity is at most

\[
T(n, p) \cdot O(n^2) \log \frac{4(\|a_1\| + r_1) r_1}{\epsilon},
\]

where \(T(n, p)\) is defined in \((63)\).
6 Conclusion

Finding the smallest ball enclosing the intersection of \( p \) given balls in dimension \( n \), denoted by (CC\(_B\)), is a classical mathematical problem. From the view of optimization, (CC\(_B\)) is a minimax problem and the inner maximization problem is a nonconvex uniform quadratic optimization (UQ). It is the first time to show (CC\(_B\)) is NP-hard, though (CC\(_B\)) in the plane is efficiently and strongly polynomially solved. It is known that when \( p \leq n \) (UQ) enjoys the strong duality. In this paper, we present a simple linear programming (LP) relaxation for (UQ), which leads to a more general sufficient condition for the strong duality of (UQ). Based on (LP), we propose a simple derivation of the standard convex quadratic programming (SQP) relaxation for (CC\(_B\)). Strong duality of (UQ) implies that (SQP) is tight when \( p \leq n \). However, this is not true when \( p > n \). Generally, the first approximation bound of the solution obtained by (SQP) is established, which is independent of the number \( p \). Finally, with the help of (LP), we show the polynomial solvability of (CC\(_B\)) under the assumption either \( n \) or \( p - n > 0 \) is fixed. However, it is not known whether (CC\(_B\)) is strongly polynomially solvable even when \( n = 3 \).
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