EXTINCTION AND ERGODIC STATIONARY DISTRIBUTION OF A MARKOVIAN-SWITCHING PREY-PREDATOR MODEL WITH ADDITIONAL FOOD FOR PREDATOR
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Abstract. In this work we have studied a stochastic predator-prey model where the prey grows logistically in the absence of predator. All parameters but carrying capacity have been perturbed with telephone noise. The prey's growth rate and the predator's death rate have also been perturbed with white noises. Both of these noises have been proved extremely useful to model rapidly fluctuating phenomena Dimentberg (1988). The conditions under which extinction of predator and prey populations occur have been established. We also give sufficient conditions for positive recurrence and the existence of an ergodic stationary distribution of the positive solution, which in stochastic predator-prey systems means that the predator and prey populations can be persistent, that is to say, the predator and prey populations can sustain a quantity that is neither too much nor too little. In our analysis, it is found that the environmental noise plays an important role in extinction as well as coexistence of prey and predator populations. It is shown in numerical simulation that larger white noise intensity will lead to the extinction of the population, while telephone noise may delay or reduce the risk of species extinction.
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1. Introduction

Mathematical modelling in ecology has received great attention since the pioneer work of Lotka [20] and Volterra [27]. The importance of studying predator-prey model is to gain more insight into the complex processes and solve ecological problems, e.g., the control of populations of economically damaging species, particularly of agricultural weed and insect pests [9]. It is well documented that biological processes like disease [5], Allee effects [2, 19], migration [6] and alternative food sources [11], etc., have the potential to dramatically alter system dynamics. The role of predation is of major importance to ecologists as the ranges of large carnivores continue to collapse around the world. The dynamic predation behavior of a predator in an ecological system depends on functional response. The most common functional response in a prey-predator system is famous Holling type-II response being written as $f(N) = \frac{cN}{a + N}$, where $N$ is total number of prey individuals. The term $c$ represents the attack rate of predator on prey and parameter $a$ represents the half saturation constant [15].
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Most predator may not only eat a kind of food, for instance, wheat aphids and scale insect are the foods of coccinellid. Under resource limitation, predators may deviate from their usual diet and exhibit some inclination towards the alternative prey to prolong their survivability. In this context, many of experimental work and literatures addressing biological control consider prey as pest population and aims to control and eradicate the pest population through predation by providing additional food to the predator [25]. For example, Macrolophus pygmaeus is found to be an efficient natural enemy for the control of white flies and other small arthropod pests in Europe [23]. If \( h_N \) represents handling time for each interaction between a predator and a prey, \( \varepsilon_N \) is a constant that depends on factors such as the predator’s movement rate while searching or it’s ability to detect additional food relative to the prey. Thus, the term \( \alpha \) is less than 1 for high quality of additional food. \( h_A \) is the normalisation coefficient that relates the densities of predator and prey. \( c_1 = \frac{\alpha}{h_N} \) stands for maximum rate of predation. If \( \varepsilon \in (0, 1) \) represents the efficiency with which the food consumed by the predator gets converted into predator biomass then the maximum growth rate of the predator given by \( c_1 \) is represented by the parameter \( b_1 \), and therefore, the growth rate of predator \( P \) is of the form \( f(N) = \frac{b_1(N+\xi)}{a_1+\alpha\xi+\gamma N} \). Incorporating the above facts, Kumar and Chakraborty [16], Srinivasu et al. [26], Sahoo and Poria [24] and Ghorai and Poria [10] proposed and analyzed the following predator-prey system with additional food

\[
\begin{align*}
\frac{dN(t)}{dt} &= rN(t) \left(1 - \frac{N(t)}{K}\right) - f(N(t), P(t)), \\
\frac{dP(t)}{dt} &= \mu f(N(t), P(t)) - lP(t),
\end{align*}
\]

where \( f(N, P) \) is of the form (a) Holling type-II: \( f(N, P) = \frac{c_1(N+\xi)P}{a_1+\alpha\xi+\gamma N} \); (b) Holling type-III: \( f(N, P) = \frac{c_1(N+\xi)P}{a_1+\alpha\xi+\gamma N+\rho P} \); (c) Ratio-dependent type: \( f(N, P) = \frac{c_1(N+\xi)P}{N+\rho P} \); (d) Beddington-DeAngelis: \( f(N, P) = \frac{c_1(N+\xi)P}{a_1+\alpha\xi+\gamma N+\rho P} \), respectively. In a real ecosystem, population is always subjected to random disturbances. May [22] pointed out that continuous fluctuation in the environment can lead to random fluctuation in the birth rates, death rates, carrying capacity, competition coefficients and all other parameters involved in a dynamical model, to a great lesser extent. Recently predator-prey models in random environment have also gained much attention [1, 4, 7, 12, 18, 30]. Das and Samanta [8] established a stochastic prey-predator model with additional food for predator. They studied the persistence of the system under obtained conditions and how the solution of the underlying system is globally attractive in mean. Besides white noise, population may be disturbed by telephone noise which makes population system switch from one regime to another, the stochastic differential equations driven by a continuous-time Markov chain have been used to model the population systems [3]. Based on the above discussion, we present the following system:

\[
\begin{align*}
\begin{array}{l}
\frac{dN(t)}{dt} = N(t) \left[r(\Lambda_t) \left(1 - \frac{N(t)}{K}\right) - \frac{c_1(\Lambda_t)P(t)}{a_1(\Lambda_t)+\alpha(\Lambda_t)\xi(\Lambda_t)+\gamma N(t)}\right]dt \\
+ N(t)\sigma_{11}(\Lambda_t) + \sigma_{12}(\Lambda_t)N(t)|dB_1(t), \\
\frac{dP(t)}{dt} = P(t) \left(\frac{b_1(\Lambda_t)(N(t)+\xi(\Lambda_t))}{a_1(\Lambda_t)+\alpha(\Lambda_t)\xi(\Lambda_t)+\gamma N(t)} - l(\Lambda_t)\right)dt \\
+ P(t)\sigma_{21}(\Lambda_t) + \sigma_{22}(\Lambda_t)P(t)|dB_2(t),
\end{array}
\end{align*}
\]
where $B_1(t)$, $B_2(t)$ are mutually independent Brownian motions defined on the complete probability space $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ and nonnegative constants $\sigma_{ij}$ denote the intensities of the white noise. $\Lambda_t$ is a continuous time Markov chain with a finite state space $\mathcal{M} = \{1, 2, \ldots, n\}$, $1 \leq n < \infty$. Obviously, assuming no Markov chain $\Lambda_t$, if $\sigma_{ij} = 0$ ($i = 1, 2$), our model becomes the system in [8]; if $\sigma_{ij} = 0$ ($i, j = 1, 2$), our model becomes the system (1.1) with Holling type-II response. It should be noted that the present model is made more realistic by considering noises and predator-prey interference. But there is no paper about the ergodic property of model (1.2). So the contribution of current work are as follows:

(i) We established the condition for extinction of stochastic predator-prey model with Markov switching.
(ii) We obtain the ergodic property and positive recurrence which implies the existence and uniqueness of a stationary distribution.

The organizations of the paper are as follows. Preliminary results are provided in Section 2. In Section 3, the conditions for extinction of prey and predator are discussed. In Section 4, we discuss the sufficient conditions for the existence of a unique ergodic stationary distribution to system (1.2). Section 5 illustrates our results through numerical simulations. Finally, conclusion and discussion are given to end this paper.

2. PRELIMINARIES

In this section, we introduce the notations and lemmas which will be used in the whole paper. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space with a filtration $\{\mathcal{F}_t\}_{t \geq 0}$ satisfying the usual conditions (i.e., it is increasing and right continuous while $\mathcal{F}_0$ contains all $\mathbb{P}$-null sets). $\mathbb{R}^d_+$ denotes the positive zone in $\mathbb{R}^n$, i.e., $\mathbb{R}^2_+ = \{(x_1, x_2) \in \mathbb{R}^2, x_i > 0, i = 1, 2\}$. Let $\Lambda(t)$ be a right-continuous Markov chain on the probability space taking values in a finite state space $\mathcal{M} = \{1, 2, \ldots, n\}$ with generator $\Gamma = (\gamma_{ij})_{\mathcal{N} \times \mathcal{N}}$ given by

$$P\{\Lambda(t + \delta) = j \mid \Lambda(t) = i\} = \begin{cases} \gamma_{ij} \delta + o(\delta), & \text{if } i \neq j, \\ 1 + \gamma_{ij} \delta + o(\delta), & \text{if } i = j, \end{cases}$$

where $\delta > 0$. Here $\gamma_{ij} \geq 0$ is the transition rate from $i$ to $j$ if $i \neq j$, while $\sum_{j=1}^n \gamma_{ij} = 0$. Assume further that the Markov chain $\Lambda(t)$ is irreducible and has a unique stationary distribution $\pi = (\pi_1, \pi_2, \ldots, \pi_n)$ which can be determined by equation

$$\pi \Gamma = 0,$$  \hspace{1cm} (2.1)

subject to

$$\sum_{h=1}^n \pi_h = 1, \quad \pi_h > 0, \quad \forall h \in \mathcal{M}.$$ 

We assume that the Markov chain $\Lambda(t)$ is independent of the Brownian motion $B(t)$. For any vector $g = (g(1), g(2), \ldots, g(n))$, define $\tilde{g} = \min_{k \in \mathcal{M}} g(k)$, $\check{g} = \max_{k \in \mathcal{M}} g(k)$.

**Lemma 2.1.** ([29]) The irreducible generator $\Gamma$ has a unique stationary distribution $\pi = (\pi_1, \pi_2, \ldots, \pi_n)$ satisfying $\pi_i > 0$, then the equation $\Gamma c = \eta$ has a solution if and only if $\pi\eta = 0$, where $\pi$ and $\eta \in \mathbb{R}^n$.

Let $(X(t), \Lambda(t))$ is the diffusion Markov process and satisfy the following equation

$$dX(t) = b(X(t), \Lambda(t))dt + \sigma(X(t), \Lambda(t))dB(t), \quad X(0) = x_0, \quad \Lambda(0) = r_0,$$  \hspace{1cm} (2.2)

where $b(\cdot, \cdot) : \mathbb{R}^n \times \mathcal{M} \rightarrow \mathbb{R}^n$, $\sigma(\cdot, \cdot) : \mathbb{R}^n \times \mathcal{M} \rightarrow \mathbb{R}^{n \times n}$, and $D(X,k) = \sigma(X,k)\sigma^T(X,k) = (d_{ij}(X,k))$. For each $k \in \mathcal{M}$, let $V(\cdot, k)$ be any twice continuously differentiable function, the differential operator $L$ of (2.2) is defined
by

\[ LV(X, k) = \sum_{i=1}^{n} b_i(X, k) \frac{\partial V(X, k)}{\partial X_i} + \frac{1}{2} \sum_{i=1}^{n} d_{ij}(X, k) \frac{\partial^2 V(X, k)}{\partial X_i \partial X_j} + \Gamma V(X, \cdot)(k), \]

where \( \Gamma V(X, \cdot)(k) = \sum_{l=1}^{n} \gamma_l V(X, \cdot)(l) \). Denote the solution of (2.2) by \((X^{x_0, r_0}, \Lambda(t))\) if the emphasis on the initial data is needed.

**Definition 2.2.** For \( \mathcal{U} := D \times J \), where \( J \subset \mathcal{M} \) and \( D \subset \mathbb{R}^2 \) is an open set with compact closure. Let \( \tau_{\mathcal{U}} = \inf\{t > 0; (X^{x_0, r_0}(t), \Lambda(t)) \in \mathcal{U}\} \). A Markov process \((X^{x_0, r_0}(t), \Lambda(t))\) defined on \( \mathbb{R}^n \times \mathcal{M} \) is said to be recurrent with respect to some bounded set \( \mathcal{U} \) if \( P_{x_0, r_0}(\tau_{\mathcal{U}} < \infty) = 1 \) for any \((x_0, r_0) \in D \times \mathcal{M} \). A recurrent process \((X^{x_0, r_0}(t), \Lambda(t))\) with finite mean recurrence time is said to be positive recurrent with respect to \( \mathcal{U} \), i.e., \( \mathbb{E}_{x_0, r_0}(\tau_{\mathcal{U}}) < \infty \).

**Lemma 2.3.** ([13]) There exists a bounded domain \( \mathcal{U} := D \times \mathcal{M} \), having the properties that:

(i) In the domain \( D \) and some neighborhood thereof, the smallest eigenvalue of the diffusion matrix \( D(x, k) \) is bounded away from zero for each \( k \in \mathcal{M} \).

(ii) If \((x_0, r_0) \in D \times \mathcal{M} \), the mean time \( \tau_{\mathcal{U}} \) at which a path issuing from \((x_0, r_0)\) reaches the set \( \mathcal{U} \) is finite, and \( \sup_{(x_0, r_0) \in K \times \mathcal{M}} \mathbb{E}_{x_0, r_0} \tau_{\mathcal{U}} < \infty \) for every compact subset \( K \subset \mathbb{R}^2 \). Then the Markov process \((X(t), \Lambda(t))\) has a unique stationary distribution \( \nu(\cdot) \). Furthermore, for any Borel measurable function \( f \) such that

\[ \sum_{i=1}^{N} \int_{\mathbb{R}^2} f(y, i) d\nu(y, i) < \infty, \]

we have

\[ P \left( \lim_{t \to \infty} \frac{1}{t} \int_{0}^{t} f(z(s), \Lambda(s)) ds = \sum_{i=1}^{N} \int_{\mathbb{R}^2} f(y, i) d\nu(y, i) \right) = 1. \]

To validate conditions (i) and (ii), it suffices to prove that for each \( k \in \mathcal{M} \), \( D(x, k) \) is symmetric and satisfies \( g|\xi|^2 \leq \xi^T D(x, k) \xi \leq g^{-1}|\xi|^2 \) for all \( \xi \in \mathbb{R}^2 \), and there exist a domain \( D \subset \mathbb{R}^2 \) with compact closure satisfying that, for each \( k \in \mathcal{M} \), there exists a twice continuously differentiable nonnegative function \( V(\cdot, i) : D \to \mathbb{R}_+ \) such that for some \( \zeta > 0 \), \( LV(X, \cdot) < -\zeta [28] \).

The following theorem concerns the existence and uniqueness of positive solutions. Since the proof is standard (see [17, 30]), we only present it without proof.

**Theorem 2.4.** For any initial value \((N(0), P(0), \Lambda(0)) \in \mathbb{R}_+^2 \times \mathcal{M} \), there exists a unique solution to system (1.2) on \( t \geq 0 \) and the solution will remain in \( \mathbb{R}_+^2 \times \mathcal{M} \) with probability 1.

### 3. Extinction.

In the study of population dynamics, we are interested in whether a population can sustain development or become extinct. Let us first define local extinction of a population.

**Definition 3.1.** The predator population is said to be extinct almost surely, if \( \lim_{t \to \infty} P(t) = 0 \text{ a.s.} \), the prey population is said to be extinct almost surely, if \( \lim_{t \to \infty} N(t) = 0 \text{ a.s.} \).
Theorem 3.2. Let \((N(t), P(t), \Lambda(t))\) be defined by (1.2) and \(\pi\) be the stationary distribution of the process \(\Lambda(t)\).

(i) If \(\sum_{i \in \mathcal{M}} \pi_i \left( r(i) - \frac{\sigma_1^2(i)}{2} \right) < 0\), then the species \(N\) will become extinct a.s., i.e., \(\lim_{t \to \infty} N(t) = 0\) a.s.

Moreover, if \(\sum_{i \in \mathcal{M}} \pi_i \left( \frac{b_1(i) \xi(i)}{a_1(i) + \alpha(i) \xi(i)} \right) - l(i) - \frac{\sigma_2^2(i)}{2} < 0\), then the species \(P\) will become extinct a.s., i.e., \(\lim_{t \to \infty} P(t) = 0\) a.s.

(ii) If \(\sum_{i \in \mathcal{M}} \pi_i \left( b(i) + \frac{b_1(i) \xi(i)}{a_1(i) + \alpha(i) \xi(i)} - l(i) - \frac{\sigma_2^2(i)}{2} \right) < 0\), then the species \(P\) will become extinct a.s., i.e., \(\lim_{t \to \infty} P(t) = 0\) a.s.

Proof. Applying the Itô’s formula to the first and second equation of system (1.2) respectively leads to

\[
\begin{aligned}
d \ln N(t) &= \left[ r(\Lambda_t) \left( 1 - \frac{N(t)}{K} \right) - \frac{c_1(\Lambda_t) P(t)}{a_1(\Lambda_t) + \alpha(\Lambda_t) \xi(\Lambda_t) + N(t)} - \frac{\sigma_1^2(\Lambda_t)}{2} - \sigma_1(\Lambda_t) \sigma_2(\Lambda_t) N(t) \right. \\
&\quad - \left. \frac{\sigma_2^2(\Lambda_t)}{2} N^2(t) \right] dt + \sigma_1(\Lambda_t) dB_1(t) + \sigma_2(\Lambda_t) N(t) dB_1(t) \\
&\leq \left( r(\Lambda_t) - \frac{\sigma_1^2(\Lambda_t)}{2} - \frac{\sigma_2^2(\Lambda_t)}{2} N^2(t) \right) dt + \sigma_1(\Lambda_t) dB_1(t) + \sigma_2(\Lambda_t) N(t) dB_1(t),
\end{aligned}
\]

and

\[
\begin{aligned}
d \ln P(t) &= \left[ \frac{b_1(\Lambda_t) N(t)}{a_1(\Lambda_t) + \alpha(\Lambda_t) \xi(\Lambda_t) + N(t)} - l(\Lambda_t) - \frac{\sigma_1^2(\Lambda_t)}{2} - \sigma_1(\Lambda_t) \sigma_2(\Lambda_t) P(t) - \frac{\sigma_2^2(\Lambda_t)}{2} P^2(t) \right] dt \\
&\quad + \sigma_1(\Lambda_t) dB_2(t) + \sigma_2(\Lambda_t) P(t) dB_2(t) \\
&\leq \left( \frac{b_1(\Lambda_t) N(t)}{a_1(\Lambda_t) + \alpha(\Lambda_t) \xi(\Lambda_t) + N(t)} - \left( l(\Lambda_t) + \frac{\sigma_2^2(\Lambda_t)}{2} - \frac{b_1(\Lambda_t) \xi(\Lambda_t)}{a_1(\Lambda_t) + \alpha(\Lambda_t) \xi(\Lambda_t)} \right) \right. \\
&\quad - \left. \frac{\sigma_2^2(\Lambda_t)}{2} P^2(t) \right] dt + \sigma_1(\Lambda_t) dB_2(t) + \sigma_2(\Lambda_t) P(t) dB_2(t).
\end{aligned}
\]

Integrating both sides of (3.1) and (3.2) from 0 to \(t\), we obtain

\[
\begin{aligned}
\ln N(t) &\leq \ln N(0) + \int_0^t \left( r(\Lambda_s) - \frac{\sigma_1^2(\Lambda_s)}{2} \right) ds + \int_0^t \sigma_1(\Lambda_s) dB_1(s) - \frac{1}{2} \langle M_1, M_1 \rangle(t) + M_1(t) \\
\end{aligned}
\]

and

\[
\begin{aligned}
\ln P(t) &\leq \ln P(0) + \int_0^t \frac{b_1(\Lambda_s) N(s)}{a_1(\Lambda_s) + \alpha(\Lambda_s) \xi(\Lambda_s) + N(s)} ds + \int_0^t \sigma_1(\Lambda_s) dB_2(s) \\
&\quad - \int_0^t \left( l(\Lambda_s) + \frac{\sigma_2^2(\Lambda_s)}{2} - \frac{b_1(\Lambda_s) \xi(\Lambda_s)}{a_1(\Lambda_s) + \alpha(\Lambda_s) \xi(\Lambda_s)} \right) ds - \frac{1}{2} \langle M_2, M_2 \rangle(t) + M_2(t),
\end{aligned}
\]

where \(M_1(t) = \int_0^t \sigma_1(\Lambda_s) N(s) dB_1(s)\) and \(M_2(t) = \int_0^t \sigma_2(\Lambda_s) P(s) dB_2(s)\), whose quadratic variations are

\[
\langle M_1, M_1 \rangle(t) = \int_0^t \sigma_1^2(\Lambda_s) N^2(s) ds \quad \text{and} \quad \langle M_2, M_2 \rangle(t) = \int_0^t \sigma_2^2(\Lambda_s) P^2(s) ds,
\]
respectively. Using the exponential martingales inequality \[21\], we get
\[
\mathbb{P} \left\{ \sup_{0 \leq t \leq \varrho} \left[ M_i(t) - \frac{1}{2} \langle M_i, M_i \rangle(t) \right] > 2 \ln \varrho \right\} \leq \frac{1}{\varrho^2}, \ i = 1, 2.
\]

By the Borel-Cantelli Lemma \[21\], one can see that for almost all \( \omega \in \Omega \), there is a random integer \( \varrho_0 = \varrho_0(\omega) \) such that for \( \varrho \geq \varrho_0 \),
\[
\sup_{0 \leq t \leq \varrho} \left[ M_i(t) - \frac{1}{2} \langle M_i, M_i \rangle(t) \right] \leq 2 \ln \varrho, \ i = 1, 2.
\]
Substituting the inequality into (3.1) and (3.2) gives
\[
\frac{\ln N(t)}{t} \leq \frac{\ln N(0)}{t} + \frac{1}{t} \int_0^t \left( r(\Lambda_s) - \frac{\sigma_1^2(\Lambda_s)}{2} \right) ds + \frac{1}{t} \int_0^t \sigma_{11}(\Lambda_s) dB_1(s) + \frac{2 \ln \varrho}{t}
\]
(3.5)
and
\[
\frac{\ln P(t)}{t} \leq \frac{\ln P(0)}{t} + \frac{1}{t} \int_0^t \left( \frac{b_1(\Lambda_s)N(s)}{a_1(\Lambda_s) + \alpha(\Lambda_s)\xi(\Lambda_s) + N(s)} \right) ds + \frac{1}{t} \int_0^t \sigma_{21}(\Lambda_s) dB_2(s) - \frac{1}{t} \int_0^t \left( l(\Lambda_s) + \frac{\sigma_2^2(\Lambda_s)}{2} - \frac{b_1(\Lambda_s)\xi(\Lambda_s)}{a_1(\Lambda_s) + \alpha(\Lambda_s)\xi(\Lambda_s)} \right) ds + \frac{2 \ln \varrho}{t},
\]
(3.6)
for all \( 0 \leq t \leq \varrho, \ \varrho \geq \varrho_0 \) a.s. By the strong egodicity theorem,
\[
\lim_{t \to \infty} \left\{ \frac{1}{t} \int_0^t \left( r(\Lambda_s) - \frac{1}{2} \sigma_1^2(\Lambda_s) \right) ds + \frac{1}{t} \int_0^t \sigma_{11}(\Lambda_s) dB_1(s) \right\} = \sum_{i \in \mathcal{M}} \pi_i \left( r(i) - \frac{\sigma_{11}^2(i)}{2} \right) \ a.s.
\]
Here we have used the fact
\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t \sigma_{11}(\Lambda_s) dB_1(s) = 0 \ a.s.,
\]
which is due to the boundedness of \( \sigma_{11}(k) \) and the strong law of large numbers. It then follows from (3.5) that
\[
\limsup_{t \to \infty} \frac{\ln N(t)}{t} \leq \lim_{t \to \infty} \left\{ \frac{\ln \varrho(t)}{t} + \frac{2 \ln \varrho}{t} \right\} =: \sum_{i \in \mathcal{M}} \pi_i \left( r(i) - \frac{\sigma_{11}^2(i)}{2} \right) \ a.s.
\]
Therefore, when \( \sum_{i \in \mathcal{M}} \pi_i \left( r(i) - \frac{\sigma_{11}^2(i)}{2} \right) < 0 \), we have \( \limsup_{t \to \infty} \frac{\ln N(t)}{t} < 0 \ a.s., \) which further implies that \( \lim_{t \to \infty} N(t) = 0 \ a.s. \) Thus for any small \( \epsilon > 0 \) there exists a \( t_0 \) and a set \( \Omega_{\epsilon} \subset \Omega \) such that \( P(\Omega_{\epsilon}) > 1 - \epsilon \) and \( \frac{b_1(\Lambda_s)N(t)}{a_1(\Lambda_s) + \alpha(\Lambda_s)\xi(\Lambda_s) + N(t)} < \epsilon \) a.s. for \( t \geq t_0 \) and \( \omega \in \Omega_{\epsilon} \). Furthermore, by making use of the ergodicity of Markovian switching, we have
\[
\limsup_{t \to \infty} \frac{\ln P(t)}{t} \leq \sum_{i \in \mathcal{M}} \pi_i \left( \frac{b_1(i)\xi(i)}{a_1(i) + \alpha(i)\xi(i)} - l(i) - \frac{\sigma_2^2(i)}{2} \right) \ ds.
\]
One can conclude that if \( \sum_{i \in \mathcal{M}} \pi_i \left( \frac{b_i(i)\xi(i)}{a_i(i) + \alpha(i)\xi(i)} - l(i) - \frac{\sigma^2_{21}(i)}{2} \right) < 0 \), then \( \limsup_{t \to \infty} \frac{\ln P(t)}{t} < 0 \). Thus, \( \lim_{t \to \infty} P(t) = 0 \) a.s. This completes the proof of (i).

Next, we verify (ii) of Theorem 3.2. Recall (3.6) we obtain

\[
\ln P(t) \leq \ln P(0) + \frac{1}{t} \int_0^t \left( b_1(\Lambda_s) + \frac{b_1(\Lambda_s)\xi(\Lambda_s)}{a_1(\Lambda_s) + \alpha(\Lambda_s)\xi(\Lambda_s)} - l(i) - \frac{\sigma^2_{21}(\Lambda_s)}{2} \right) ds
\]

(3.7)

Take the limits of both sides, we have

\[
\limsup_{t \to \infty} \frac{\ln P(t)}{t} \leq \sum_{i \in \mathcal{M}} \pi_i \left( b_1(i) + \frac{b_1(i)\xi(i)}{a_1(i) + \alpha(i)\xi(i)} - l(i) - \frac{\sigma^2_{21}(i)}{2} \right) \text{ a.s.}
\]

We can conclude that if \( \sum_{i \in \mathcal{M}} \pi_i \left( b_1(i) + \frac{b_1(i)\xi(i)}{a_1(i) + \alpha(i)\xi(i)} - l(i) - \frac{\sigma^2_{21}(i)}{2} \right) < 0 \), then \( \lim_{t \to \infty} P(t) = 0 \) a.s. This completes the proof of (ii). \( \square \)

From the first result of this theorem it can be concluded that the large intensity noise may be a cause for extinction of the prey population, which means that unpredictable events in nature can be fatal for prey population. In the second result of this theorem it was proved that if the intensity of the noise is sufficiently large, then predator population becomes extinct regardless of the size of prey population. If there is no Markovian switching, our results are consistent to Theorems 4.1 and 4.2 in [28]. Hence, Theorem 1 generalizes Theorems 4.1 and 4.2 in [28].

4. Existence of ergodic stationary distribution

In this section, we will establish sufficient conditions for positive recurrence and the existence of an ergodic stationary distribution of system (1.2). The existence of an ergodic stationary distribution in the context of predator-prey systems mean that the predator and prey populations can be persistent in the long time. First of all, we give the following lemma.

**Lemma 4.1.** The following equation

\[
- \frac{b_1(k)(a_1(k) + \alpha(k)\xi(k) - \xi(k))}{(a_1(k) + \alpha(k)\xi(k) + K)^2} + d_1(k)r(k) - \sum_{j \in \mathcal{M}} \gamma_{kj} d_1(j) = 0, \ k = 1, 2, \ldots, N. \tag{4.1}
\]

has a solution \( (d_1(1), d_1(2), \ldots, d_1(n))^T \)

**Proof.** The equation (4.1) can be rewritten as the following form

\[ Ax = B, \]
where \( x \in \mathbb{R}^n \), \( B = \left( \frac{b_1(a_1(1)+\alpha(1)(1)-\xi(1))}{(a_1(1)+\alpha(1)(1)+K)^2}, \frac{b_1(a_2(2)+\alpha(2)(2)-\xi(2))}{(a_1(2)+\alpha(2)(2)+K)^2}, \ldots, \frac{b_n(a_n(n)+\alpha(n)(n)-\xi(n))}{(a_1(n)+\alpha(n)(n)+K)^2} \right)^T \) is an \( n \times 1 \)-dimensional vector and
\[
A = \begin{pmatrix}
    r(1) - \gamma_{11} & -\gamma_{12} & \cdots & -\gamma_{1n} \\
    -\gamma_{21} & r(2) - \gamma_{22} & \cdots & -\gamma_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    -\gamma_{n1} & -\gamma_{n2} & \cdots & r(n) - \gamma_{nn}
\end{pmatrix}.
\]

Clearly, \( A \in \mathbb{Z}_{n \times n} \). The matrix \( A \) can be expressed in the form \( A = \text{diag}(r(k))I - \Gamma \), \( k = 1, \ldots, n \), where \( I \) is the identity \( n \times n \) matrix and \( \Gamma \) is an irreducible matrix. So we obtain \( \text{diag}(\frac{1}{r(k)})A = I - \Gamma, \Gamma = \text{diag}(\frac{1}{r(k)})\Gamma \). Obviously, \( \text{diag}(\frac{1}{r(k)})A \) is a nonsingular \( M \)-matrix which leads to that \( A \) is also a nonsingular \( M \)-matrix. Therefore, for the vector \( B \in \mathbb{R}^n \), the linear equation \((4.1)\) has a solution \((d_1(1), \ldots, d_1(n))^T\). This completes the proof.

Let us take a constant \( d_2 > \max \left\{ 0, \max_{k \in \mathcal{M}} \left\{ \frac{2K\xi_1(k)}{r(k) - 2K^2\sigma_{12}^2(k)} + \frac{d_1(k)r(k)}{r(k)} \right\} \right\} \) such that
\[
\lambda = \sum_{k \in \mathcal{M}} \pi_k \lambda_k > 0, \tag{4.2}
\]
where \( \lambda_k = -\frac{b_1(k)(K+\xi)}{a_1(k)+\alpha(k)(1)+K} + l(k) + \sigma_{21}^2(k) + d_2K\sigma_{11}^2(k) + 2d_2K^3\sigma_{12}^2(k) \).

**Theorem 4.2.** If \( \hat{l} > \frac{b_\xi}{a_1+\alpha_\xi}, \min_{k \in \mathcal{M}} \{ r(k) - 2K^2\sigma_{12}^2(k) \} > 0 \), then there exists a positive solution \((N(t), P(t), \Lambda(t))\) of system \((1.2)\) which is positive recurrent and has a unique ergodic stationary distribution.

**Proof.** In order to prove Theorem 4.2, it suffices to verify the condition in Lemma 2.1. Denote the constant \( 0 < \nu < 1 \) and a positive constant \( M = \frac{4}{\lambda} \max \{ 2, \sup_{(N,P) \in \mathbb{R}^2_+} \{ -\frac{1}{4} \left( \hat{\sigma}_{12}N^{\nu+2} + \hat{\sigma}_{22}P^{\nu+2} \right) + \hat{\nu}N^{\nu} \} \} \) (see the proof below). Define a \( C^2 \)-function \( \bar{V} : \mathbb{R}^2_+ \times \mathcal{M} \to \mathbb{R} \) in the following form
\[
\bar{V}(N,P,k) = M \left[ -\ln P - d_1(k)N + d_2 \left( N - K - K \ln N \right) + d_3N^{-P} + d_4N \right] + \frac{1}{\nu}(N^{\nu} + P^{\nu}),
\]
where \( d_1(k) \) is the solution of \((4.1)\), \( d_2 \) \((d_2 > d_1(k), \text{ for each } k \in \mathcal{M})\) satisfies the equation \((4.2)\) and \( d_3 \) is a positive constant to be determined later, \( d_4 = \frac{d_2K\hat{\xi}(1-m)}{l(\alpha_1+\alpha_\xi)-b_\xi} \). It is not difficult to check that there is a unique minimum value point \( \bar{V}(N_0(k),P_0(k),k) \) of \( \bar{V}(N,P,k) \). In fact, functions like \( ax - b - c \ln x \) are monotonically increasing and have minimal values, where \( a, b, c \) are positive constants. Thus \( \bar{V}(N,P,k) \) is a nonnegative function with a minimum \( \bar{V}(N_0(k),P_0(k),k) \).

Define a \( C^2 \)-function \( V : \mathbb{R}^2_+ \to \mathbb{R} \) by
\[
V(N,P,k) = \bar{V}(N,P,k) - \bar{V}(N_0(k),P_0(k),k) + M(\omega_k + |\omega_k|)
= M \left[ -\ln P - d_1(k)N + d_2 \left( N - K - K \ln N \right) + d_3N^{-P} + d_4N \right] + \frac{1}{\nu}(N^{\nu} + P^{\nu}) + M(\omega_k + |\omega_k|) - \bar{V}(N_0(k),P_0(k),k),
\]
where
where \( \omega = (\omega_1, \omega_2, \ldots, \omega_n)^T \), \( |\omega| = \sqrt{\sum_{i=1}^{n} \omega_i^2} \) and \( \omega_k \ (k \in \mathcal{M}) \) will be determined later. Here \( |\omega| \) is used to guarantee that \( \omega_k + |\omega_k| \) is nonnegative. So the \( C^2 \)-function \( V(N, P, k) \) is nonnegative. Denote by \( V_1 = -\ln P - d_1(k)N + d_2(N - K - K \ln \frac{N}{P}) + (\omega_k + |\omega_k|), \) \( V_2 = \frac{d_2}{\nu} P^\nu, \) \( V_3 = d_4 P, \) \( V_4 = \frac{1}{\nu} (N^\nu + P^\nu). \) By use of the generalized Itô’s formula to \( V_1 \), we obtain

\[
LV_1 = -\frac{b_1(k)(N + \xi(k))}{a_1(k) + \alpha(k)\xi(k) + N} + l(k) + \frac{1}{2}\sigma_2^2(\alpha(k)) + \sigma_2(\alpha(k))P + \frac{1}{2}\sigma_2^2(\alpha(k)P^2
\]
\[
+ \frac{d_1(k)r(k)}{K}N(N - K) + \frac{d_1(k)c_1(k)NP}{a_1(k) + \alpha(k)\xi(k) + N} - \frac{d_2r(k)}{K}(N - K)^2
\]
\[
- \frac{d_2c_1(k)NP}{a_1(k) + \alpha(k)\xi(k) + N} + \frac{d_2KC_1(k)(1 - m(k))P}{a_1(k) + \alpha(k)\xi(k) + N} - \sum_{j \in M} \gamma_{kj}d_1(j)(N - K + K)
\]
\[
+ \frac{d_2K^2\sigma_1^2(\alpha(k)) + d_2K\sigma_2(\alpha(k))N + d_2K^2\sigma_2^2(\alpha(k))N^2 + \sum_{j \neq k \in M} \gamma_{kj}(\omega_j - \omega_k)}{2}
\]

we have used the fact \((a + b)^2 \leq 2(a^2 + b^2)\) in second inequality. Further,

\[
LV_1 \leq -\frac{b_1(k)(N + \xi(k))}{a_1(k) + \alpha(k)\xi(k) + N} + l(k) + \frac{1}{2}\sigma_2^2(\alpha(k)) + \frac{1}{2}\sigma_2^2(\alpha(k)P^2 + \frac{1}{2}\sigma_2^2(\alpha(k)P^2
\]
\[
+ \frac{d_1(k)c_1(k)NP}{a_1(k) + \alpha(k)\xi(k) + N} - \frac{d_2r(k)}{K}(N - K)^2
\]
\[
- \frac{d_2c_1(k)NP}{a_1(k) + \alpha(k)\xi(k) + N} + \frac{d_2KC_1(k)P}{a_1(k) + \alpha(k)\xi(k) + N} + \sum_{j \neq k \in M} \gamma_{kj}(\omega_j - \omega_k)
\]
\[
+ \frac{d_2K^2\sigma_1^2(\alpha(k)) + d_2K\sigma_2(\alpha(k))N + d_2K^2\sigma_2^2(\alpha(k))N^2 + \sum_{j \neq k \in M} \gamma_{kj}d_1(j)}{2}
\]

where

\[
F(N, k) = -\frac{b_1(k)(N + \xi(k))}{a_1(k) + \alpha(k)\xi(k) + N} + \frac{b_1(k)(K + \xi(k))}{a_1(k) + \alpha(k)\xi(k) + K} + \frac{d_1(k)r(k)}{K}N(N - K) - \frac{d_2r(k)}{K}(N - K)^2
\]
\[
+ 2d_2K\sigma_1^2(\alpha(k))(N - K)^2 - \sum_{j \in M} \gamma_{kj}d_1(j)(N - K).
\]

Then the first and second derivatives of \( F(N, k) \) with respect to \( N \) is

\[
\frac{\partial F(N, k)}{\partial N} = -\frac{b_1(k)(a_1(k) + \alpha(k)\xi(k) - \xi(k))}{a_1(k) + \alpha(k)\xi(k) + N^2} + \frac{d_1(k)r(k)}{K}(2N - K) - \frac{2d_2r(k)}{K}(N - K)
\]
\[
- \sum_{j \in M} \gamma_{kj}d_1(j) + 4d_2K\sigma_2^2(\alpha(k))(N - K)
\]
and
\[
\frac{\partial^2 F(N,k)}{\partial N^2} = b_1(k)(a_1(k)+\alpha(k))\xi(k) - l(k) + 2d_1(k)\frac{\gamma(k)}{K} - \frac{2d_2\gamma(k)}{N} + 4d_2K\sigma^2_{12}(k)
\]
\[\leq \frac{b_1(k)}{(a_1(k)+\alpha(k))\xi(k)} + 2d_1(k)\frac{\gamma(k)}{K} - \frac{2d_2\gamma(k)}{N} + 4d_2K\sigma^2_{12}(k).
\]

By Lemma 4.1, \(\frac{\partial^2 F(N,k)}{\partial N^2}|_{N=k}=0\). On the other hand, we have \(\frac{\partial^2 F(N,k)}{\partial N^2} \leq 0\) by the constant \(d_2\) max \(\left\{0, \max_{k\in\mathcal{M}} \left\{ \frac{-2d_2\gamma(k)}{\gamma(k)-2K^2\sigma^2_{12}(k)} \right\} \right\}\) and the condition \(\min_{k\in\mathcal{M}} \left\{ r(k) - 2K^2\sigma^2_{12}(k) \right\} > 0\) of Theorem 4.2. Thus \(F(N,k) \leq F(K,k) = 0\) and we obtain
\[
LV_1 \leq -b_1(k)(K+\xi(k)) + l(k) + \sigma^2_{21}(k) + d_2K\sigma^2_{11}(k) + 2d_2K^2\sigma^2_{12}(k)
\]
\[+ \frac{d_1(k)c_1(k)NP}{a_1(k)+\alpha(k)\xi(k)+N} + \frac{d_2Kc_1(k)P}{a_1(k)+\alpha(k)\xi(k)+N} + \sigma^2_{22}(k)P^2
\]
\[-K \sum_{j\in\mathcal{M}} \gamma_{kj}d_1(j) + \sum_{j\neq k\in\mathcal{M}} \gamma_{kj}(\omega_j - \omega_k).
\]

Let \(1 = (1,\ldots,1)^T \in \mathbb{R}^n\). Now we define a vector \(q = (q_1, q_2, \ldots, q_n)\) with \(q_k = \lambda_k - K \sum_{j\in\mathcal{M}} \gamma_{kj}d_1(j)\). Since the generator matrix \(\Gamma\) is irreducible, by Lemma 2.1, for any \(q\), there is \(\omega = (\omega_1, \omega_2, \ldots, \omega_n)^T\) which is a solution of the system \(\Gamma\omega = -q + \sum_{k=1}^n \pi_kq_k\). Then by the fact of (2.1) and \(\pi\Gamma = 0\)
\[
\lambda_k - K \sum_{j\in\mathcal{M}} \gamma_{kj}d_1(j) + \sum_{j\neq k\in\mathcal{M}} \gamma_{kj}(\omega_j - \omega_k) = -\sum_{k\in\mathcal{M}} \pi_k\lambda_k = -\lambda.
\]
Substituting (4.4) into (4.3) leads to
\[
LV_1 \leq -\lambda + \frac{d_1c_1}{a_1+\alpha}\sigma^2_{21}(k) + \frac{d_2Kc_1}{a_1+\alpha}\sigma^2_{22}(k)P^2 + \sigma^2_{22}(k)P^2.
\]

In addition, applying the generalized Itô’s formula to \(V_2\) yields
\[
LV_2 = d_3 \left( \frac{b_1(k)(N+\xi(k))}{a_1(k)+\alpha(k)\xi(k)+N} - l(k) \right) P^u + \frac{d_3(u-1)}{2} \left( \sigma^2_{21}(k) + \sigma^2_{22}(k)P^2 \right) P^v
\]
\[\leq d_3 \frac{b_1(k)}{a_1(k)+\alpha(k)\xi(k)+N} P^u - \frac{d_3(u-1)}{2} \sigma^2_{22}(k)P^v + \sigma^2_{22}(k)P^v + 2.
\]
Moreover, by using the condition \(\hat{l} > \frac{b_1\xi}{\hat{a}_1+\hat{\alpha}}\) in Theorem 4.2, we have
\[
LV_3 = d_3 \frac{d_2Kc_1}{(\hat{a}_1+\hat{\alpha})\xi(k)-b_1\xi} \left( \frac{b_1(k)(N+\xi(k))}{a_1(k)+\alpha(k)\xi(k)+N} - l(k) \right) P
\]
\[\leq d_3 \frac{d_2Kc_1}{(\hat{a}_1+\hat{\alpha})\xi(k)-b_1\xi} NP - d_3 \frac{d_2Kc_1}{\hat{a}_1+\hat{\alpha}} P.
\]
Similarly

\[ LV_4 = N^v \left[ r(k) \left( 1 - \frac{N}{\kappa} \right) - \frac{c_1(k)^P}{\alpha_1(k)+\alpha_2(k)\xi_1(k)+N} \right] + \frac{v-1}{2} (\sigma_1(k) + \sigma_2(k)N)^2 N^v + P^v \left[ \frac{b_1(k)(N+\xi_1(k))}{\alpha_1(k)+\alpha_2(k)\xi_1(k)+N} - l(k) \right] + \frac{v-1}{2} (\sigma_1(k) + \sigma_2(k)P)^2 P^v \]

\[ \leq \hat{r} N^v - \frac{1-v}{2} \sigma_{12}^2 N^{v+2} + \frac{b_1}{\alpha_1+\alpha_2} NP^v - \frac{1-v}{2} \sigma_{22}^2 P^{v+2} \]  

(4.8)

Consequently, by (4.5)–(4.8), we can obtain

\[ LV \leq M \left[ -\lambda + \frac{d_1 \hat{c}_1}{\alpha_1+\alpha_2} NP + \frac{d_1^2}{\alpha_1+\alpha_2} \sigma_{22}^2 P^{v+2} + \frac{d_1 b_1}{\alpha_1+\alpha_2} NP^v - \frac{d_3(1-v)}{2} \sigma_{22}^2 P^{v+2} \right. 
\]

\[ + \frac{d_3 b_1}{\alpha_1+\alpha_2} NP^v + \hat{r} N^v - \frac{1-v}{2} \sigma_{12}^2 N^{v+2} + \frac{b_1}{\alpha_1+\alpha_2} NP^v - \frac{1-v}{2} \sigma_{22}^2 P^{v+2} \].

(4.9)

It is easy to know that \( \sigma_{22}^2 P^2 - \frac{d_3(1-v)}{2} \sigma_{22}^2 P^{v+2} \) gets the maximum at \( P = \left( \frac{2}{v+2} \right)^{\frac{1}{2}} \left( \frac{2 \sigma_{22}^2}{d_3(1-v)} \sigma_{22}^2 \right)^{\frac{1}{2}} \), namely, \( \sigma_{22}^2 P^2 - \frac{d_3(1-v)}{2} \sigma_{22}^2 P^{v+2} \leq \left( \frac{4 \sigma_{22}^2}{d_3(1-v)(v+2)\sigma_{22}^2} \right)^{\frac{1}{2}} \frac{v}{v+2} \sigma_{22}^2 \). Let \( d_3 = \frac{2^{v+1}}{\lambda \sigma_{22}^2 (v+2)(1-v)\sigma_{22}^2} \), we have

\[ LV \leq M \left[ -\lambda + \frac{(d_1 \hat{c}_1 + d_1 b_1)}{\alpha_1+\alpha_2} NP + \frac{d_1 b_1}{\alpha_1+\alpha_2} NP^v \right. 
\]

\[ + \hat{r} N^v - \frac{1-v}{2} \sigma_{12}^2 N^{v+2} + \frac{b_1}{\alpha_1+\alpha_2} NP^v - \frac{1-v}{2} \sigma_{22}^2 P^{v+2} \].

Define a bounded closed set \( D_\varepsilon = \{(N, P) \in \mathbb{R}_+^2 : \varepsilon < N < \frac{1}{\varepsilon}, \varepsilon < P < \frac{1}{\varepsilon} \} \), where \( \varepsilon \) is a sufficiently small number. In the set \( \mathbb{R}_+^2 \setminus D_\varepsilon \), we can choose sufficiently small \( \varepsilon \) such that the following conditions hold

\[ 0 < \varepsilon < F. \]  

(4.10)

\[ 0 < \varepsilon < G_1. \]  

(4.11)

\[ 0 < \varepsilon < F^\frac{1}{v}. \]  

(4.12)

\[ 0 < \varepsilon < G_2^\frac{1}{v}. \]  

(4.13)

\[ - \frac{M \lambda}{2} - \frac{1-u}{4} \sigma_{12}^2 \frac{2^{v+2}}{\varepsilon} + I_1. \]  

(4.14)

\[ - \frac{M \lambda}{2} - \frac{1-u}{4} \sigma_{22}^2 \frac{1}{\varepsilon^{v+2}} + I_2. \]  

(4.15)

where \( F = - \frac{M \lambda (\hat{c}_1 + \hat{c}_2)}{4M(d_1 \hat{c}_1 + d_1 b_1 + d_2 b_1 + b_1)}, \ G_1 = \left( \frac{(1-u)\sigma_{12}(\hat{c}_1 + \hat{c}_2)}{4M(d_1 \hat{c}_1 + d_1 b_1 + d_2 b_1 + b_1)} \right)^{\frac{1}{2}}, \ G_2 = \left( \frac{(1-u)\sigma_{22}(\hat{c}_1 + \hat{c}_2)}{4M(d_1 \hat{c}_1 + d_1 b_1 + d_2 b_1 + b_1)} \right)^{\frac{1}{2}} \). \( I_1 \) and \( I_2 \) are positive constants which will be given explicitly in the following. For convenience, we can divide \( \mathbb{R}_+^2 \setminus D_\varepsilon \)
into four domains,

\[ D^1_\varepsilon = \{(N, P) \in \mathbb{R}^2_+ : 0 < N < \varepsilon \}, \quad D^2_\varepsilon = \{(N, P) \in \mathbb{R}^2_+ : 0 < P < \varepsilon \}, \]

\[ D^3_\varepsilon = \{(N, P) \in \mathbb{R}^2_+ : N < \frac{1}{\varepsilon} \}, \quad D^4_\varepsilon = \{(N, P) \in \mathbb{R}^2_+ : P < \frac{1}{\varepsilon} \}. \]

Clearly, \( D^\varepsilon_\varepsilon \supseteq D^1_\varepsilon \cup D^2_\varepsilon \cup D^3_\varepsilon \cup D^4_\varepsilon \). Next, we will prove that \( LV(N, P, k) \leq -1 \) for any \((N, P, k) \in D^\varepsilon_\varepsilon \times \mathcal{M}\), which is equivalent to proving it on the above four domains, respectively.

**Case 1.** For any \((N, P, k) \in D^1_\varepsilon \times \mathcal{M}\), since \( NP^u \leq \varepsilon(1 + P^{u+2}) \) and \( NP \leq \varepsilon(1 + P^{v+2}) \), we obtain

\[ LV \leq -\frac{M\lambda}{8} + \left( -\frac{M\lambda}{4} + \frac{\hat{a}_1 + \hat{a}_\xi}{4M(d_1c_1+d_4b_1+d_3b_1)+b_1} \varepsilon \right) - \frac{1-u}{4} \hat{\sigma}_{12} N^{v+2} \]

\[ + \left( \frac{\hat{a}_1 + \hat{a}_\xi}{4M(d_1c_1+d_4b_1+d_3b_1)+b_1} \varepsilon - \frac{1-u}{4} \hat{\sigma}_{22} \right) P^{v+2} \]

\[ + \left[ -\frac{M\lambda}{8} + \sup_{(N,P) \in \mathbb{R}^2_+} \left\{ -\frac{1-u}{4} (\hat{\sigma}_{12} N^{v+2} + \hat{\sigma}_{22} P^{v+2} + \hat{\sigma} N^v) \right\} \right]. \tag{4.16} \]

Since \( M = \frac{4}{\lambda} \max\{2, \sup_{(N,P) \in \mathbb{R}^2_+} \left\{ -\frac{1-u}{4} (\hat{\sigma}_{12} N^{v+2} + \hat{\sigma}_{22} P^{v+2} + \hat{\sigma} N^v) \right\} \} \), we have \( \frac{M\lambda}{8} \geq 1 \). Thus

\[ LV \leq -\frac{M\lambda}{8} - \frac{1-u}{4} \hat{\sigma}_{12} N^{v+2} \leq -1 \]

which follows from the definition of \( M \), (4.10) and (4.11).

**Case 2.** For any \((N, P, k) \in D^2_\varepsilon \times \mathcal{M}\), since \( NP^u \leq \varepsilon^v (1 + N^{v+2}) \) and \( NP \leq \varepsilon(1 + N^{v+2}) \leq \varepsilon^v (1 + N^{v+2}) \), we obtain

\[ LV \leq -\frac{M\lambda}{8} + \left( -\frac{M\lambda}{4} + \frac{\hat{a}_1 + \hat{a}_\xi}{4M(d_1c_1+d_4b_1+d_3b_1)+b_1} \varepsilon^v \right) - \frac{1-u}{4} \hat{\sigma}_{22} P^{v+2} \]

\[ + \left( \frac{\hat{a}_1 + \hat{a}_\xi}{4M(d_1c_1+d_4b_1+d_3b_1)+b_1} \varepsilon^v - \frac{1-u}{4} \hat{\sigma}_{12} \right) N^{v+2} \]

\[ + \left[ -\frac{M\lambda}{8} + \sup_{(N,P) \in \mathbb{R}^2_+} \left\{ -\frac{1-u}{4} (\hat{\sigma}_{12} N^{v+2} + \hat{\sigma}_{22} P^{v+2} + \hat{\sigma} N^v) \right\} \right] \tag{4.17} \]

\[ \leq -\frac{M\lambda}{8} - \frac{1-u}{4} \hat{\sigma}_{12} P^{v+2} \leq -1, \]

which follows from the definition of \( M \), (4.12) and (4.13).

**Case 3.** For any \((N, P, k) \in D^3_\varepsilon \times \mathcal{M}\), we have

\[ LV \leq -\frac{M\lambda}{2} - \frac{1-u}{4} \hat{\sigma}_{12} N^{v+2} + \frac{M(d_1c_1+d_4b_1)}{\hat{a}_1 + \hat{a}_\xi} NP + \frac{(d_3M+1)h_1}{\hat{a}_1 + \hat{a}_\xi} NP^u \]

\[ + \hat{\sigma} N^v - \frac{1-u}{4} \hat{\sigma}_{12} N^{v+2} - \frac{1-u}{4} \hat{\sigma}_{22} P^{v+2} \]

\[ \leq -\frac{M\lambda}{2} - \frac{1-u}{4} \hat{\sigma}_{12} N^{v+2} + I_1 \leq -\frac{M\lambda}{2} - \frac{1-u}{4} \hat{\sigma}_{12} \frac{1}{\varepsilon^{v+2}} + I_1 \]

\[ \leq -1. \]
Figure 1. The simple paths of the process \((N(t), P(t))\). The red lines represent populations in deterministic model and the blue lines represent populations in stochastic model with white noise, respectively.

which follows from (4.13).

\[
I_1 = \sup_{(N,P) \in \mathbb{R}^2_+} \left\{-\frac{1-v}{4} \hat{\sigma}_{12} N^{v+2} - \frac{1-v}{2} \hat{\sigma}_{22} P^{v+2} + \frac{M(d_1 \hat{b}_1 + d_2 \hat{b}_2)}{\bar{a} + \bar{\alpha}} NP + \frac{(d_3 M + 1) \hat{b}_1}{\bar{a} + \bar{\alpha}} NP^v + \hat{r} N^v \right\}.
\]

**Case 4.** For any \((N,P,k) \in D^4 \times \mathcal{M}\), we have

\[
LV \leq -\frac{M \lambda}{2} - \frac{1-v}{4} \hat{\sigma}_{12} N^{v+2} + \frac{M(d_1 \hat{b}_1 + d_2 \hat{b}_2)}{\bar{a} + \bar{\alpha}} NP + \frac{(d_3 M + 1) \hat{b}_1}{\bar{a} + \bar{\alpha}} NP^v + \hat{r} N^v - \frac{1-v}{4} \hat{\sigma}_{22} P^{v+2} \leq -\frac{M \lambda}{2} - \frac{1-v}{4} \hat{\sigma}_{22} P^{v+2} + I_2 \leq -\frac{M \lambda}{2} - \frac{1-v}{4} \hat{\sigma}_{22} P^{v+2} + L_2 \leq -1.
\]

which follows from (4.14).

\[
I_2 = \sup_{(N,P) \in \mathbb{R}^2_+} \left\{-\frac{1-v}{4} \hat{\sigma}_{12} N^{v+2} - \frac{1-v}{2} \hat{\sigma}_{22} P^{v+2} + \frac{M(d_1 \hat{b}_1 + d_2 \hat{b}_2)}{\bar{a} + \bar{\alpha}} NP + \frac{(d_3 M + 1) \hat{b}_1}{\bar{a} + \bar{\alpha}} NP^v + \hat{r} N^v \right\}.
\]

Obviously, from (4.16)–(4.19), we can see that for a sufficiently small \(\varepsilon\), \(LV \leq -1\) for all \((P,N,\Lambda) \in \mathbb{R}^2_+ \setminus D_\varepsilon\). Hence (c) in Lemma 2.3 is satisfied. According to Lemma 2.3, we can conclude that system (1.2) is ergodic and admits a unique stationary distribution. This completes the proof. \(\square\)
Figure 2. The system (1.2) has ergodic property. The subgraphs (a) depicts the simple path of \((N(t), P(t))\) for the stochastic system (1.2) and the Markovian chain, where the noises are small enough; (b) and (c) represent the unique density functions of populations \(N(t)\) and \(P(t)\), respectively.

5. Numerical simulations

In this section, we illustrate the influence of white noise and Markovian switching. Using Milstein’s Higher Order Method in [14], we get the discretization transformation of system (1.2) as

\[
\begin{align*}
    x_{j+1} & = x_j + x_j \left[ r(k) \left( 1 - \frac{x_j}{K} \right) - \frac{c_1(k)}{a_1(k) + a(k)\xi(k) + x_j} \right] \Delta t \\
    & \quad + x_j \left( \sigma_{11}(k) + \sigma_{12}(k)x_j(t) \right) \Delta t + \frac{\sigma_{11}(k) + \sigma_{12}(k)x_j(t)^2}{2} (\epsilon_1^2 \Delta t - \Delta t), \\
    y_{j+1} & = y_j \left[ \frac{b_1(k)(x_j + \xi(k))}{a_1(k) + a(k)\xi(k) + x_j} - l(k) \right] \Delta t \\
    & \quad + y_j \left( \sigma_{21}(k) + \sigma_{22}(k)y_j \right) \Delta t + \frac{\sigma_{21}(k) + \sigma_{22}(k)y_j(t)^2}{2} (\epsilon_2^2 \Delta t - \Delta t),
\end{align*}
\]
Figure 3. Only the predator population $P(t)$ will go extinct. (a) and (b) are the simple paths of the process $(N(t), P(t))$ corresponding to the stochastic system (1.2), respectively.

Figure 4. Both the prey and predator populations will go extinct. (a) and (b) are the simple paths of the process $(N(t), P(t))$ corresponding to the stochastic system (1.2), respectively.

where the time increment $\Delta t$ and $\varepsilon_{1j}, \varepsilon_{2j}$ are independent Gaussian random variables with distribution. For convenience, we assume the Markovian chain $\Lambda(t)$ takes values in $\mathcal{M} = \{1, 2\}$, the generator $\Gamma = \begin{bmatrix} -3 & 3 \\ 2 & -2 \end{bmatrix}$, so $\pi = (0.4, 0.6)$. In system (1.2), we choose appropriate parameters: $(r(1), r(2)) = (2, 1.5); (c_1(1), c_1(2)) = (1.4, 1.6), (a_1(1), a_1(2)) = (1, 1.5), (b_1(1), b_1(2)) = (1, 1.3), (\alpha(1), \alpha(2)) = (0.5, 0.4), (l(1), l(2)) = (0.4, 0.5) (\xi(1), \xi(2)) = (0.02, 0.025), K = 4$ [8].

At the outset of our numerical simulation, we deal with the case only with white noise. Hence system (1.2) is reduced to the model in [8]. Let $r = 2; c_1 = 1.2, a_1 = 1, b_1 = 1.3, \alpha = 0.5, l = 0.4, \xi = 0.025, K = 4, \sigma_{11} = 0.006, \sigma_{12} = 0.001, \sigma_{21} = 0.005, \sigma_{22} = 0.001$. Initial values are taken at $(2, 3)$. By making use of the conditions of Theorem 5.4 in [8], we obtain that the prey population and the predator population coexist for a long time (see Fig. 1). So we conclude that low intensity white noise does not cause extinction and keeps
stochastic process \((N(t), P(t))\) moving up and down randomly in a small neighborhood of the corresponding deterministic system.

2. Now we consider the case with Markovian switching. Let \((\sigma_{11}(1), \sigma_{11}(2)) = (0.006, 0.005), (\sigma_{12}(1), \sigma_{12}(2)) = (0.001, 0.002), (\sigma_{21}(1), \sigma_{21}(2)) = (0.005, 0.004), (\sigma_{22}(1), \sigma_{22}(2)) = (0.001, 0.001)\) and \(d_2 = 10^3\) which satisfy the conditions of Theorem 4.2: \(\bar{\ell} = 0.0167, \max_{k \in \mathcal{M}} \{r(k) - 2K^2\sigma_{12}^2(k)\} = 1.4999 > 0\) and \(d_2 > \max_{k \in \mathcal{M}} \left\{ \frac{2K\sigma_{11}(k) + \sigma_{12}(k)\xi(l)}{2K\sigma_{12}(k)} + d_1(k)r(k) \right\} \) = 0.9017 such that the following condition holds \(\lambda = \sum_{k \in \mathcal{M}} \pi_k \lambda_k = 0.0899 > 0\).

One can see that there exists a unique stationary distribution of system (1.2) (see Fig. 2).
3. If \((\sigma_{11}(1), \sigma_{11}(2)) = (0.006, 0.005), (\sigma_{12}(1), \sigma_{12}(2)) = (0.001, 0.002), (\sigma_{22}(1), \sigma_{22}(2)) = (0.001, 0.001)\), we decrease the parameters \((\sigma_{21}(1), \sigma_{21}(2)) = (1, 1.5)\) satisfying the condition of (ii): \[\sum_{i=1}^{2} \pi_i \left( l(i) + \frac{\sigma_i^2(i)}{2} - \frac{b_i(i)(\xi(i)/\alpha(i))}{a_i(i)+\alpha(i)\xi(i)} \right) = -1.0914 < 0\] in Theorem 3.2, we can see that the predator population will become extinct about \(t = 28\) (see Fig. 3). Based on this, now we continue to decrease the parameters \((\sigma_{11}(1), \sigma_{11}(2)) = (2, 2.1)\), so that the conditions of (i) in Theorem 4.2: \[\sum_{i=1}^{2} \pi_i \left( l(i) - \frac{\sigma_i^2(i)}{2} \right) = -0.3525 < 0\] and \[\sum_{i=1}^{2} \pi_i \left( l(i) + \frac{\sigma_i^2(i)}{2} - \frac{b_i(i)(\xi(i)/\alpha(i))}{a_i(i)+\alpha(i)\xi(i)} \right) = -0.1878 < 0\] satisfy. So both prey and predator populations will go extinct (see Fig. 4). Besides, we can see that the prey population will go extinct about \(t = 10\) and the predator population will go extinct about \(t = 16\).

4. If \(\sigma_{ij} = 0\) \((i, j = 1, 2)\), \((c_1(1), c_1(2)) = (0.9, 0.8), (b_1(1), b_1(2)) = (0.5, 0.36) (l(1), l(2)) = (0.5, 0.4), (\xi(1), \xi(2)) = (0.12, 0.02)\), the other parameters remain the same. By computation, we can obtain that the predator will extinct if there is only one state 1 or 2 while the predator is persistent if stochastic process \((N(t), P(t))\) switches back and forth from one state 1 to another state 2 according to the movement of \(\Lambda(t)\) (see Fig. 5).

5. If \(\sigma_{ij} = 0\) \((i, j = 1, 2)\), \((c_1(1), c_1(2)) = (1.7, 1.4), (b_1(1), b_1(2)) = (0.9, 0.7)\) the other parameters remain the same. By computation, we can obtain that the predator will be persistent all the way (see Fig. 6).

6. Conclusion

In this paper, we have considered a stochastic predator-prey model with additional food for predator. All parameters but carrying capacity have been perturbed with telephone noise. We have also introduced nonlinear white noise on the birth rate of prey and on the death rate of predator. Considering the environmental noise we first give the existence and uniqueness theorem of global positive solution of the system. Since the proof is standard, we omit it. Then the conditions for extinction of prey and predator have been obtained (Thm. 3.2). It is proved that the system (1.2) has a unique stationary distribution when the noise intensity is sufficiently small (Thm. 4.2). Our investigation shows that the white noise, Markovian chain and additional food may cause great influence on the survival of species as follows:

(1) The white noise is harmful to the survival of species. It is obtained that small white noise keeps stochastic process \((N(t), P(t))\) moving up and down randomly in a small neighborhood of the corresponding deterministic system (see Fig. 1). When white noise intensity is smaller, system (1.2) has a unique stationary distribution (see Fig. 2a–c). But if we increase the white noise \(\sigma_{22}\), the predator become extinct at time \(t = 28\) (see Fig. 3b): we further increase the white noise \(\sigma_{11}\), the prey becomes extinct at \(t = 10\), then the predator also becomes extinct at time \(t = 16\) (see Fig. 4). So larger white noise intensity can cause the extinction of the population and the extinction of prey population speeds up predator population to extinction.

(2) The Markovian chain \(\Lambda(t)\) can suppress the extinction of species. Figure 2a depicts the movement of the Markovian chain \(\Lambda(t)\) in \(\mathcal{M} = \{1, 2\}\). Figure 2b and c display the density functions of \(N\) and \(P\). Figures 5 and 6 describe that the stochastic process switches back and forth from one state 1 to another state 2 according to the movement of \(\Lambda(t)\) and only stays in state 1 or 2. The difference is that Figure 6 is also affected by white noise while Figure 5 is not. Clearly, in Figure 5a, the black line is located between the red line and the blue line. In Figure 5b, the black line oscillates between 1.5 and 3, the red line and the blue line go to zero, that is to say, the predator population with switching is persistence but goes extinct in only one state 1 or 2. In Figure 6b, the black line oscillates between the red line and the blue line, that is to say, the switching state is located between state 1 and state 2. Therefore, the existence of colored noise reduces the risk of species extinction.

Finally, we like to mention that we deal with state-independent Markovian switching model in our paper, in fact, for any \(i, j \in \mathcal{M}, x \in \mathbb{R}^+_x\),

\[
P\{\Lambda(t + \delta) = j \mid \Lambda(t) = i, X_t = x\} = \begin{cases} 
\gamma_{ij}(x)\delta + o(\delta), & \text{if } i \neq j, \\
1 + \gamma_{ij}(x)\delta + o(\delta), & \text{if } i = j,
\end{cases}
\]
whenever $\delta \to 0$, where $X_t = (N_t, P_t) \in \mathbb{R}^2_+$. But there are essential challenges to cope with the model under state-independent Markovian switching. One of the challenges is that the classical ergodic theorem for continuous-time Markovian chains does not work any more due to the fact that $\Lambda(t)$ is merely a jump process rather than a Markovian process. we will get over such difficulty in near future.
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