Multiple Solutions for Second-Order Sturm–Liouville Boundary Value Problems with Subquadratic Potentials at Zero
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In this paper, we consider the Sturm–Liouville boundary value problem:

\[\begin{aligned}
-(P(t)x'(t))' + B(t)x(t) &= \lambda V(t,x), \quad \text{a.e. } t \in [0, 1], \\
x(0) &= \alpha - P(0)x'(0)\sin \alpha = 0, \\
x(1)\cos \beta - P(1)x'(1)\sin \beta &= 0,
\end{aligned}\]

(1)

where \(\lambda > 0, \alpha \in [0, \pi], \beta \in (0, \pi]\), \(B(t) \in L^\infty([0, 1], \mathcal{L}_x(\mathbb{R}^n))\) = \(\{B(t) = (b_{jk})_{j=0}^n, b_{jk}(t) = b_{jk}(t), t \in [0, 1], b_{jk}(t) \in L^\infty([0, 1]), P(t) \in C^1([0, 1]), \mathcal{L}_x(\mathbb{R}^n)\}\) with \(P(t)\) being positive definite for \(t \in [0, 1]\), and \(\nabla_x V(t, x)\) denotes the gradient of \(V(t, x)\) for \(x \in \mathbb{R}^n\). We suppose that \(V: [0, 1] \times \mathbb{R}^n \rightarrow \mathbb{R}\) satisfies the following:

\(V(t, x)\) is measurable in \(t\) for every \(x \in \mathbb{R}^n\) and continuously differentiable in \(x\) for a.e. \(t \in [0, 1]\). Moreover, if \(n \geq 2\), then there exist \(C_0 > 0\) and \(\gamma > 0\) such that

\[|\nabla_x V(t, x)| \leq C_0 (1 + |x|^{\gamma}), \quad \forall x \in \mathbb{R}^n, \text{a.e. } t \in [0, 1].\]

(2)

If \(n = 1\), then \(V(t, x) = f(t, x): [0, 1] \times \mathbb{R} \rightarrow \mathbb{R}\) is a \(L^1\)-Carathéodory function.

Noticing that when \(n = 1, \alpha = 0, \beta = \pi/2\) or \(n = 1, \alpha = \beta = \pi/2\), problem (1) becomes the mixed boundary value problem for Sturm–Liouville equations:

\[\begin{aligned}
-(P(t)x'(t))' + B(t)x(t) &= \lambda f(t, x), \quad \text{a.e. } t \in [0, 1], \\
x(0) &= x'(1) = 0,
\end{aligned}\]

(3)

or the Neumann boundary value problem for Sturm–Liouville equations:

\[\begin{aligned}
-(P(t)x'(t))' + B(t)x(t) &= \lambda f(t, x), \quad \text{a.e. } t \in [0, 1], \\
x'(0) &= x'(1) = 0,
\end{aligned}\]

(4)

which show that problems (3) and (4) are two special cases of (1).

Recently, the existence of two nontrivial solutions and infinitely many solutions for problems (3) and (4) have been extensively studied and some useful results have been...
obtained (see [1–12]). Their tools are based on some abstract multiple theorems established by Bonanno and Candito [13], Bonanno and D’Agui [6], and Ricceri [14]. However, linear term \( B(t) \geq 0 \) is necessary in the conditions of theorems discussing the existence of two nontrivial solutions for problem (3) in [1, 2, 9, 10]. \( B(t) \geq 0 \) and \( \lambda \in (\lambda_1, \lambda_2) \subset (0, +\infty) \) are necessary in the existence theorems of infinitely many solutions for problem (3) in [3, 4]. For problem (4), \( B(t) \equiv M_0 \geq 0 \) and \( \lambda = 1 \) are necessary in the existence theorems of two nontrivial solutions in [11, 12]. \( B(t) \in C([0, 1], \mathbb{R}^n \setminus \{0\}) \) and \( \lambda \in (\lambda_1, \lambda_2) \subset (0, +\infty) \) are also necessary in the existence of infinitely many solutions for problem (4) in [5]. In this paper, we are interested in the assumption without \( B(t) \geq 0 \) and \( \lambda \in (\lambda_1, \lambda_2) \subset (0, +\infty) \) assumptions.

Moreover, with the aid of variational methods, the multiplicity of periodic solutions for Hamiltonian systems has also been extensively investigated in many papers and books (see [15–23] and the references therein). In particular, in [24], using the linking theorem of Schechter [19, 20], Bonanno et al. have discussed the existence of two nontrivial solutions for second-order Hamiltonian systems with subquadratic potentials at zero. For infinitely many solutions of subquadratic second-order Hamiltonian systems, Zou and Li [22] obtained two existence theorems via the minimax technique of Fei [25], and Zhang and Liu [23] obtained an existence theorem via the variant fountain theorem of Zou [26]. After that, by the symmetric mountain pass theorem of Kajikiya [27], Yi and Tang [21] obtained an existence theorem, which unifies and improves upon theorems of Zou and Li and Zhang and Liu [22, 23].

Inspired by the ideas of Ye and Tang and Bonanno et al. [21, 24], in this paper, we shall study the existence of two nontrivial solutions and infinitely many solutions for problem (1), where \( V(t, x) \) is subquadratic at zero. Based on the index theory of Dong [15, 16], the linking theorem of Schechter [19, 20], and the symmetric mountain pass theorem of Kajikiya [27], we will prove the existence of two nontrivial solutions and infinitely many solutions. Applying the results to problems (3) and (4), we obtain some new theorems. Meanwhile, some examples of problems (3) and (4) are given to illustrate the validity of our result and point out that linear terms \( B(t) < 0 \) and \( \lambda \in (0, +\infty) \) are allowed, which show that our results are also new even in the cases of (3) and (4).

Next we use the index \( (\mathcal{P}^g_{\alpha, \beta}(B), \mathcal{P}^d_{\alpha, \beta}(B)) \in \mathbb{N} \times \mathbb{N} \) defined in [15] (see Section 2) for all \( B(t) \in L^{\infty}([0, 1], \mathcal{L}_2(\mathbb{R}^n)) \) to give our main results.

### Theorem 1.
Assume that \( V: [0, 1] \times \mathbb{R}^n \rightarrow \mathbb{R} \) satisfies (V0) and

\[
\begin{align*}
(V_1) & \quad \mathcal{P}^g_{\alpha, \beta}(B) = \mathcal{P}^d_{\alpha, \beta}(B) = 0, \\
(V_2) & \quad \text{There exist } \eta > 0, 0 < \theta < 2 \text{ and a function } g(t) \in L^1([0, 1], \mathbb{R}^+) \text{ such that} \\
& \quad V(t, x) \leq g(t)|x|^\theta, \quad |x| \leq \eta, x \in \mathbb{R}^n.
\end{align*}
\]

\( (V_3) \) There exists a constant \( \kappa_i > \kappa_0 = \delta_0 \theta^{-\theta} \|g\|_{L^1} \) such that

\[
\lim_{t \to -\infty} \int_0^1 \frac{V(t, \varphi(t), t)}{c_2 \delta_{\alpha, \beta}^2} \, dt > \kappa_1 \lambda_0, \tag{6}
\]

\[
\lim_{t \to +\infty} \int_0^1 \frac{V(t, \varphi(t), t)}{c_2 \delta_{\alpha, \beta}^2} \, dt > \kappa_1 \lambda_0, \tag{7}
\]

where \( \varphi \) is an eigenfunction of the operator \( \Lambda_\theta \) corresponding to the first eigenvalue \( \lambda_0 \) and \( \delta_0 > 0 \) is a constant such that

\[
\|x\|_{\infty}^2 \leq \delta_0 \left[ a(x, x) + \int_0^1 (B(t)x, x) \, dt \right], \quad x \in Z = D(\mathcal{A}^{1/2}). \tag{8}
\]

Then, problem (1) has two nontrivial solutions for almost all \( \lambda \in (1/2\kappa_1, 1/2\kappa_0) \).

Remark 1. In Theorem 1, the operator \( \Lambda_\theta \) is defined as \( \mathcal{P}^g_{\alpha, \beta}(x)(t) = -(P(t)x')' + t(B(t)x)(t) \quad (\forall x \in D(\mathcal{A})) \). \( D(\mathcal{A}) \) and \( a(x, x) \) are defined by (13) and (15) in Section 2, respectively. The existence of \( \delta_0 \) is proved in (33) of Section 3.

### Theorem 2.
Assume that \( V: [0, 1] \times \mathbb{R}^n \rightarrow \mathbb{R} \) satisfies (V0) and

\[
\begin{align*}
(V_4) & \quad V(t, x) \text{ is even in } x \text{ for } \text{a.e. } t \in [0, 1], \\
(V_5) & \quad V(t, 0) = 0 \text{ for } \text{a.e. } t \in [0, 1] \text{ and}
\end{align*}
\]

\[
\lim_{|x| \to 0} \frac{V(t, x)}{|x|^2} = +\infty \text{ uniformly for } \text{a.e. } t \in [0, 1]. \tag{9}
\]

Then, problem (1) has infinitely many small-energy solutions for each \( \lambda > 0 \).

Remark 2. In Theorem 2, we do not need any restrictions on \( \mathcal{P}^g_{\alpha, \beta}(B) \) and \( \mathcal{P}^d_{\alpha, \beta}(B) \), which means that \( \mathcal{P}^g_{\alpha, \beta}(B) \neq 0, \mathcal{P}^d_{\alpha, \beta}(B) = 0 \) or \( \mathcal{P}^g_{\alpha, \beta}(B) = 0, \mathcal{P}^d_{\alpha, \beta}(B) \neq 0 \) or \( \mathcal{P}^g_{\alpha, \beta}(B) = 0, \mathcal{P}^d_{\alpha, \beta}(B) = 0 \) or \( \mathcal{P}^g_{\alpha, \beta}(B) = 0, \mathcal{P}^d_{\alpha, \beta}(B) = 0 \) are allowed.

The paper is arranged as follows. In Section 2, we recall some useful conclusions of index theory for linear second-order Hamiltonian systems from [15, 16] and verify that problem (1) possesses a variational construction in \( Z \). In Section 3, using the linking theorem of Schechter [19, 20] and the symmetric mountain pass theorem of Kajikiya [27], we prove Theorems 1 and 2. In Section 4, we investigate their applications to Sturm–Liouville equations with the mixed boundary value conditions and the Neumann boundary value conditions. Meanwhile, some examples are given to show that our results are also new even in the cases of problems (3) and (4).

2. Preliminaries and Variational Setting

For the reader’s convenience, we first recall some useful conclusions of index theory for linear second-order Hamiltonian systems given in [15, 16], respectively.
Index theory in [15, 16] deals with a classification of \(L^\infty([0, 1], \mathcal{L}_s(\mathbb{R}^n))\) associated with the following Lagrangian systems:

\[
-(P(t)x')' + B(t)x = 0, \\
\]

\[
x(0)\cos\alpha - P(0)x'(0)\sin\alpha = 0, \\
\]

\[
x(1)\cos\beta - P(1)x'(1)\sin\beta = 0, \\
\]

where \(B(t) \in L^\infty([0, 1], \mathcal{L}_s(\mathbb{R}^n)), \ P(t) \in C^2([0, 1], \mathcal{L}_s(\mathbb{R}^n))\) with \(P(t)\) being positive definite for \(t \in [0, 1]\), and \(\alpha, \beta \in [0, \pi]\).

Let \(X = L^2([0, 1], \mathbb{R}^n)\). Set \((\Lambda x)(t) = -(P(t)x')(t)\) with \(D(\Lambda) = \{x \in H^2([0, 1], \mathbb{R}^n): x\) satisfies \((11)\) and \((12)\}\).

\[
\]

By Section 2.3 in [15], we know that \(\Lambda\) is self-adjoint and \(\sigma(\Lambda) = \sigma_d(\Lambda) = \{\lambda \in \mathbb{R}: \lambda \) belongs to the point spectrum of \(\Lambda\}\)

is bounded from below. We define a bilinear form as follows:

\[
a(x, y) = \int_0^1 (P(t)x')(t), y'(t)dt - (x(1), y(1))y(\beta) + (x(0), y(0))y(\alpha),
\]

for all \(x, y \in Z\), where \((\cdot, \cdot)\) is the usual inner product in \(\mathbb{R}^n\), \(y(s) = \cot s\) as \(s \in (0, \pi), y(s) = 0\) as \(s = 0\) or \(s = \pi\), and

\[\text{such that } \psi_{a, \beta}^p, \psi_{a, \beta}^q\text{ is positive definite, null, and negative definite on } Z^+(B), Z^0(B), \text{ and } Z^-(B), \text{ respectively. Moreover, } Z^0(B) \text{ and } Z^-(B) \text{ are finitely dimensional.}\]

\[
Z = \begin{cases} 
\{x \in H^1([0, 1], \mathbb{R}^n): x(1) = 0\}, & \alpha = 0, \beta \in (0, \pi); \\
\{x \in H^1([0, 1], \mathbb{R}^n): x(0) = 0\}, & \alpha \in (0, \pi), \beta = \pi; \\
\{x \in H^1([0, 1], \mathbb{R}^n): x'(0) = x'(1) = 0\}, & \alpha = \beta = \pi; \\
\{x \in H^1([0, 1], \mathbb{R}^n): x(0) = x'(1) = 0\}, & \alpha = 0, \beta = \pi; \\
\{x \in H^1([0, 1], \mathbb{R}^n): x(1) = x(0) = 0\}, & \alpha, \beta \in (0, \pi). 
\end{cases}
\]

\[(16)\]

Proposition 1 [see [15], Proposition 2.1.1]. For any \(B(t) \in L^\infty([0, 1], \mathcal{L}_s(\mathbb{R}^n))\), the space \(Z\) has a \(\psi_{a, \beta}^p\)-orthogonal decomposition

\[
Z = Z^+(B) \oplus Z^0(B) \oplus Z^-(B),
\]

such that \(\psi_{a, \beta}^p, \psi_{a, \beta}^q\) is positive definite, null, and negative definite on \(Z^+(B), Z^0(B), \text{ and } Z^-(B), \text{ respectively. Moreover, } Z^0(B) \text{ and } Z^-(B) \text{ are finitely dimensional.}\)

Definition 1 [see [15], Definition 2.3.2]. For any \(B(t) \in L^\infty([0, 1], \mathcal{L}_s(\mathbb{R}^n))\), we define

\[
\nu_{a, \beta}(B) = \dim \ker(\Lambda + B),
\]

\[
i_{a, \beta}^p(B) = \sum_{\lambda > 0} \nu_{a, \beta}^p(B + \lambda I_n).
\]

Proposition 2 [see [16], Definition 7.2.1 and Proposition 7.2.2 (1)]. For any \(B(t) \in L^\infty([0, 1], \mathcal{L}_s(\mathbb{R}^n))\), we have that \(Z^0(B)\) is the solution subspace of systems \((10)-(12)\), and

\[
\nu_{a, \beta}(B) = \dim Z^0(B),
\]

\[
i_{a, \beta}^p(B) = \dim Z^-(B).
\]
We call \( \nu_{a \beta} (B) \) and \( i_{a \beta} (B) \) the nullity and index of \( B \) with respect to the bilinear form \( \psi_{a \beta} (\cdot, \cdot) \).

**Proposition 3** (see [29], Proposition 2.6 (5)). For any \( B \in L^{\infty} ([0, 1], \mathbb{R}^n, \mathcal{L}^n) \), if \( x \in Z \) satisfying \( x = x_1 + x_2 \) with \( x_1 \in Z^* (B), x_2 \in Z^* (B) \), then \( -\psi_{a \beta} (x_1, x_1))^{1/2} + \psi_{a \beta} (x_2, x_2))^{1/2} \) is an equivalent norm on \( Z \).

**Proposition 4** (see [15], Proposition 2.3.3 (3)). For any \( B_1, B_2 \in L^{\infty} ([0, 1], \mathbb{R}^n) \) satisfying \( B_1 (t) > B_2 (t) \) for all \( t \in [0, 1] \), we have \( \nu_{a \beta} (B_1) + i_{a \beta} (B_1) \leq i_{a \beta} (B_2) \).

**Remark 3.** (see [16], Remark 7.1.2) Let \( P (t) \equiv I_n \). Then,
\[
\psi_{02}^* (cI_n) = n a c = -\left( \frac{1}{2} + k \right)^2 
\psi_{02}^* (cI_n) = 0 a c \neq -\left( \frac{1}{2} + k \right)^2, \quad \text{for } k \in N,
\psi_{02}^* (cI_n) = 0 a c \geq -\frac{\pi^2}{4},
\psi_{02}^* (cI_n) = (k + 1) n a c \in \left( \frac{1}{2} - k + 1 \right)^2 
\psi_{02}^* (cI_n) = (k + 1) n a c \in \left( \frac{1}{2} + k \right)^2
\psi_{02}^* (cI_n) = n a c = -k^2 \pi^2,
\psi_{02}^* (cI_n) = 0 a c \neq -k^2 \pi^2, \quad \text{for } k \in N,
\psi_{02}^* (cI_n) = 0 a c \geq 0,
\psi_{02}^* (cI_n) = (k + 1) n a c \in \left( -(k + 1)^2 \pi^2, -k^2 \pi^2 \right).
(22)
\]

Next, let us consider the functional \( I \) defined by
\[
I (x) = \frac{a (x, x)}{2} + \frac{1}{2} \int_0^1 (B(t)x, x)dt - \lambda \int_0^1 V (t, x)dt, \quad \forall x \in Z.
(23)
\]

From assumption \( (V_0) \), using Theorem 1.4 [17], it is easy to check that \( I \) is continuously differentiable and weakly lower semicontinuous on \( Z \), and
\[
I' (x) y = a (x, y) + \int_0^1 (B(t)x, y)dt - \lambda \int_0^1 (\nabla_x V (t, x), y)dt,
(24)
\]
for all \( x, y \in Z \). If \( I' (x) = 0 \), then we have
\[
\int_0^1 (P(t)x', y')dt - (x(1), y(1))\gamma(\beta) + (x(0), y(0))\gamma(\alpha)
\]
\[
+ \int_0^1 (B(t)x, y)dt - \lambda \int_0^1 (\nabla_x V (t, x), y)dt = 0,
(25)
\]
for all \( y \in H^1 ([0, 1], \mathbb{R}^n) \). Choosing \( y \in H^1 ([0, 1], \mathbb{R}^n) \) satisfying \( y(0) = y(1) = 0 \), one has
\[
\int_0^1 (P(t)x', y')dt + \int_0^1 (B(t)x, y)dt - \lambda \int_0^1 (\nabla_x V (t, x), y)dt = 0.
(26)
\]

Put \( e (t) = -P(t)x' + \int_0^t (B(t)x)ds - \lambda \int_0^t \nabla_x V (s, x(s))ds - c \) such that \( \int_0^1 e (t)dt = 0 \). Let \( y (t) = \int_0^t e (s)ds \). Then, we have \( \int_0^1 e (t)dt = 0 \) and \( e (t) = 0 \) for a.e. \( t \in [0, 1] \), which imply that \( x(t) \) satisfies \( x \in H^2 ([0, 1], \mathbb{R}^n) \) and
\[
(P(t)x' (t)) + B(t)x(t) - \lambda \nabla_x V (t, x) = 0.
(27)
\]

Form (25), it follows that
\[
0 = \int_0^1 (P(t)x', y')dt - (x(1), y(1))\gamma(\beta) + (x(0), y(0))\gamma(\alpha)
\]
\[
+ \int_0^1 (P(t)x' (t), y )dt
(28)
\]
\[
= (P(1)x'(1), y(1)) - (P(0)x'(0), y(0))
\]
\[
- (x(1), y(1))\gamma(\beta) + (x(0), y(0))\gamma(\alpha),
\]
for all \( y \in H^1 ([0, 1], \mathbb{R}^n) \). This shows that \( x(t) \) satisfies (11)–(12), which means that the critical points of \( I \) correspond to the classical solutions of problem (1).

**3. Proofs of the Theorems**

In order to prove Theorem 1, we recall some results of linking given by Schecter [19, 20].

Let \( E \) be a reflexive Banach space with norm \( \| \cdot \| \). The set \( \Phi = \{ \Gamma (t) : \Gamma (t) \in C (E \times [0, 1], E) \} \) is to have the following properties:

(i) \( \Gamma (0) = I \), the identity map.

(ii) For each \( t \in [0, 1] \), \( \Gamma (t) \) is a homeomorphism of \( E \) onto itself and \( \Gamma^{-1} (t) \in C (E \times [0, 1], E) \).

(iii) \( \Gamma (1)E \) is a single point \( u_t \in E \) and \( \Gamma (t)A \) converges uniformly to \( u_t \) as \( t \rightarrow 1 \) for each bounded set \( A \subset E \).

(iv) For each \( t_0 \in [0, 1] \) and each bounded set \( A \subset E \), one has
\[
\sup_{0 \leq s \leq t_0 \in A} \left \| \Gamma (t)u \right \| + \left \| \Gamma^{-1} (t)u \right \| < \infty.
(29)
\]
Definition 2 (see [19], Definition 3.2)]. A subset $A \subset E$ links $B \subset E$ [hm] if $A \cap B = \emptyset$, and for each $\Gamma(t) \in \Phi$, there is a $t \in (0,1)$ such that $\Gamma(t)A \cap B \neq \emptyset$.

Theorem 3 (see [20], Theorem 41]). Let $\mathcal{F}, \mathcal{J} \in C^1(E,\mathbb{R})$ be bounded on bounded sets and let

$$G_\mu(u) = \mu \mathcal{F}(u) - \mathcal{J}(u), \quad \mu \in \mathcal{J},$$

(30)

where $\mathcal{F}$ is an open interval contained in $(0, +\infty)$. Assume that $G_\mu$ satisfies

$$(H_1) \quad \mathcal{F}(u) \geq 0 \text{ for all } u \in E \text{ and } |\mathcal{J}(u)| \rightarrow +\infty \text{ as } \|u\| \rightarrow +\infty.$$

$$(H_2) \quad \text{There are sets } A, B \subset E \text{ such that } A \text{ links } B \text{ [hm]} \text{ and }$$

$$a_0 = \sup_A G_\mu < b_0 = \inf_B G_\mu,$$

for each $\mu \in \mathcal{J}$.

Then, for almost all $\mu \in \mathcal{J}$, there exists a bounded sequence $u_k(\mu) \in E$ such that

$$\left\|G_\mu(u_k)\right\| \rightarrow 0,$$

$$G_\mu(u_k) \rightarrow a(\mu) \text{ as } k \rightarrow +\infty.$$

Lemma 1 (see [19], Example 1 of Section 3.5]). Let $B$ be an open set in $E$ and let $A$ consist of two points $e_1, e_2$, with $e_1 \in B$ and $e_2 \notin B$. Then, $A \text{ links } B \text{ [hm]}$. $\mathcal{D} \text{ links } A \text{ [hm]}$ as well if $\mathcal{D}$ is bounded.

Proof of Theorem 1. From $\mu^p_{aB}(B) = \mu^p_{aB}(B) = 0$ of $(V_1)$, by Propositions 1 and 2 and Definition 1, we know that $Z = Z^0(B) \text{ and } \lambda_0 = \min \sigma_1(A_B) > 0$. By Proposition 3, we can see that $(\mu^p_{aB}(\cdot, \cdot))^{1/2} = \| \cdot \|$ is an equivalent norm on $Z$. Since the embedding $Z \rightarrow L^\infty$ is compact, there is $\delta_0 > 0$ such that

$$\|x\|_{L^\infty} \leq \delta_0 \left[ a(x, x) + \int_0^1 (B(t)x, x)dt \right],$$

$$\geq \delta_0 \mu^p_{aB}(x, x) = \delta_0 \|x\|^2, \quad x \in Z.$$

Set $\varphi$ is an eigenfunction of the operator $\Lambda_B$ corresponding to the first eigenvalue $\lambda_0$, $\mu = 1/\lambda$, $\mathcal{F}(x) = 1/2\mu^p_{aB}(x, x) = 1/2\|x\|^2$, $\mathcal{J}(x) = \int_0^1 V(t, x)dt$, and

$$G_\mu(x) = \mu \mathcal{F}(x) - \mathcal{J}(x), \quad \forall x \in Z.$$

(34)

Clearly, $\mathcal{F} \in C^1(E,\mathbb{R})$ is bounded on bounded sets, $\mathcal{J} \in C^1(Z,\mathbb{R})$, and $G_\mu(x) = 0$ is equivalent to $\mathcal{J}(x) = 0$, which shows that the critical points of $G_\mu$ correspond to the solutions of problem (1). By $(V_0)$, $\mathcal{J}$ is also bounded on bounded sets.

Fix $\mu \in (2\lambda_0, 2\lambda_1)$, put $r = \eta/\sqrt{\delta_0}$, and set $B_r = \{x \in Z: \|x\| \leq r\}$, $\partial B_r = \{x \in Z: \|x\| = r\}$.

Let $\varepsilon > 0$ be such that $2\lambda_0 < 2\lambda_0 + \varepsilon < 2\lambda_1$. Then, for every $x \in \partial B_r$, we have

$$G_\mu(x) \geq \frac{\mu}{2} \|x\|^2 - \int_0^1 g(t)|x(t)|^6dt \geq \frac{\mu}{2} \|x\|^2 - \frac{\nu^2}{2\delta_0} \|x\|_{L^1},$$

(36)

via $(V_2)$ and $\lambda_0 = \delta_0 \eta^{-2}\|x\|_{L^1}$, which implies that

$$b(\mu) = \inf_{x \in \partial B_r} G_\mu(x) > 0.$$

(37)

For every $x \in B_r$, by $(V_2)$ and (33), one has

$$G_\mu(x) \geq \frac{\mu}{2} \|x\|^2 - \int_0^1 g(t)|x(t)|^6dt \geq \frac{\mu}{2} \|x\|^2 - \sqrt{\nu^2} \|x\|^2 \|x\|_{L^1},$$

$$d(\mu) = \inf_{x \in B_r} G_\mu(x) > -\infty.$$

(38)

Set $\liminf_{\varepsilon \rightarrow -0} \int_0^1 V(t, \varphi)dt/c^2\|\varphi\|_{L^2}^2 = M_0$. Fix $\varepsilon \in (0, M_0 - \lambda_0)$; from (6), we know that there exists $\xi > 0$ such that

$$\int_0^1 V(t, \varphi)dt/c^2\|\varphi\|_{L^2}^2 > \lambda_0 + \varepsilon,$$

(39)

for all $|c| < \xi$. Hence, for $|c|$ small enough, we have $c\varphi \in B_r$, and

$$G_\mu(c\varphi) = \frac{\mu\lambda_0 c^2}{2} - \int_0^1 V(t, c\varphi)dt$$

$$\leq c^2\|\varphi\|_{L^2}^2 \left( \lambda_0 - \frac{\int_0^1 V(t, c\varphi)dt}{c^2\|\varphi\|_{L^2}^2} \right)$$

$$\leq -c^2\|\varphi\|_{L^2}^2 < 0,$$

which shows that $0 > \inf_{x \in \partial B_r} G_\mu(x) = d(\mu) > -\infty$. There exists a minimizing sequence $\{x_k\} \subset B_r$ such that $G_\mu(x_k) \rightarrow d(\mu)$ as $k \rightarrow \infty$. Noticing that the embedding $Z \rightarrow L^\infty$ is compact, one has a renamed subsequence such that $x_k \rightarrow x \in Z$ and $x_k \rightarrow x \in L^\infty([0,1],\mathbb{R})$. Then, we have

$$\mu \mathcal{F}(x_k) \rightarrow d(\mu) + \int_0^1 V(t, x)dt,$$

$$\mu \mathcal{F}(x) \leq \liminf_{x \rightarrow B_r} \mu \mathcal{F}(x_k) = d(\mu) + \int_0^1 V(t, x)dt,$$

(41)

as $k \rightarrow \infty$. This shows that $G_\mu(x) \leq d(\mu) < 0$ and $x \notin \partial B_r$. Hence, $x$ is in the interior $B_r$, and we have $G_\mu(x) = 0$. By $\mathcal{F}(x) = 1/2\|x\|^2$, it is clear that $(H_1)$ holds. Set $\liminf_{\varepsilon \rightarrow -0} \int_0^1 V(t, \varphi)dt/c^2\|\varphi\|_{L^2}^2 = M_1$. Fix $\varepsilon_1 \in (0, M_1 - \lambda_0)$; from (7), we know that there exists $\xi > 0$ such that
there exists an odd continuous mapping from 
\(x \in \emptyset\) such that 
\(c \phi \notin B, \) and
\[
G_p(c \phi) \leq c^2 \| \phi \|_{L^2}^2 \left( k_1 \lambda_0 - \int_0^1 V(t, c \phi) dt \right) c^2 \| \phi \|_{L^2}^2
\]
\( \leq -e_1 c^2 \| \phi \|_{L^2}^2 < 0. \)

From (40) and (42), we can see that there are \(c_1, c_2\) such that 
\(c_1 \phi \in B, c_2 \phi \notin B, \) and 
\(c_2 \phi \notin B, \) with 
\(G_p(c \phi) < 0, \)
\(i = 1, 2. \) Let 
\(A = \{c_1 \phi, c_2 \phi\} \) and 
\(B = B_d. \) By Lemma 1, we know that 
\(A \) links \(B \) [hm]. Clearly, 
\(a_0 = \sup \alpha G_{\mu}^\prime < 0 \)
\(< b_0 = \inf \mu G_{\mu}, \) (H2) and 
\((H_3) \) holds. Using Theorem 3 and Definition 2, for almost all \(\mu \in \mathcal{F}, \) there exists a bounded sequence \(y_k(\mu) \in Z \) such that
\[
G_p(y_k) \rightarrow 0, \quad G_p(y_k) \rightarrow a(\mu) = \inf \sup_{I \in \mathcal{F}, \mu \in A} \mu \chi_{I} \geq b(\mu) > 0, \quad \text{as} \quad k \rightarrow +\infty.
\]

Since the embedding \(Z \rightarrow L^\infty \) is compact, there exists a renamed subsequence such that 
\(y_k \rightarrow y \in Z \) and 
\(y_k \rightarrow y \in L^\infty \) ([0, 1], R). Since 
\(G_p(y_k) \rightarrow 0, \) one has
\[
\mu \| y_k \|_{L^\infty}^2 - \int_0^1 (\nabla_x V(t, y_k), y_k) dt \rightarrow 0, \quad \mu \| y_k \|_{L^\infty}^2 - \int_0^1 (\nabla_x V(t, y), y) dt,
\]
as \(k \rightarrow \infty, \) which shows that 
\(y_k \rightarrow y \in Z \) and 
\(G_p(y) = 0. \) Consequently, we have 
\(G_p(y_k) \rightarrow G_p(y) \) and 
\(G_p(y) = a(\mu) \geq b(\mu) > 0. \) Noticing that 
\(\lambda = 1/\mu, G_p(x) < 0, G_p(y) > 0, \)
and 
\(G_p(x) = G_p(y) = 0, \) we know that problem (1) has two nontrivial solutions for almost all \(\lambda \in (1/2k_1, 1/2k_2). \) The proof is completed.

In order to prove Theorem 2, we need to recall some propositions of genus and the symmetric mountain pass theorem given by Kajikiya [27].

Let \(E \) be a real Banach space and let \(\Sigma \) denote the family of sets \(A \subseteq E \cup \{0\} \) such that \(A \) is closed in \(E \) and symmetric with respect to 0 (i.e., \(x \in A \Rightarrow -x \in A \)). For \(A \subseteq \Sigma, \) we define a genus \(Y(A) \) of \(A \) by the smallest integer \(n \) such that there exists an odd continuous mapping from \(A \) to \(R^n \cup \{0\}. \) If such a \(n \) does not exist, we define \(Y(A) = \infty. \) Moreover, set 
\(Y(\emptyset) = 0. \) Let \(\Gamma_k \) denote the subsets of \(\Sigma \) such that 
\(Y(A) \geq k \) for all \(A \subseteq \Gamma_k. \)

**Proposition 5** (see [18], Propositions 7.5 and 7.7). Let 
\(A, B \subseteq \Sigma. \) Then, the following hold.

\[(Y_4) \quad \text{If there exists an odd continuous mapping from } A \text{ to } B, \text{ then } Y(A) \leq Y(B). \]
\[(Y_5) \quad \text{If } A \subseteq B, \text{ then } Y(A) \leq Y(B). \]
\[(Y_6) \quad \text{If } A \text{ is compact, then } Y(A) < +\infty \text{ and } Y(N_\varepsilon(A)) = Y(A) \text{ for } \varepsilon > 0 \text{ small enough, where } N_\varepsilon(A) = \{x \in E: \|x - A\| \leq \varepsilon\}. \]

\[(Y_7) \quad \text{The } n \text{-dimensional sphere } S_n \text{ has a genus of } n + 1 \text{ by the Borsuk–Ulam theorem.} \]

**Theorem 4** (see [27], Theorem 1). Let \(E \) be an infinite-dimensional Banach space and let \(\Psi \in C^1(E, R) \) satisfy

\[(1) \quad \Psi(x) \text{ is even, bounded from below, } \Psi(0) = 0, \text{ and } \Psi \text{ satisfies the (PS) condition, that is, } \{x_k \} \subseteq E \text{ has a convergent subsequence whenever } \{\Psi(x_k)\} \text{ is bounded and } \Psi(x_k) \rightarrow 0 \text{ as } k \rightarrow \infty. \]
\[(2) \quad \text{For each } k \in \mathbb{N}, \text{ there exists an } A_k \subseteq \Gamma_k \text{ such that } \lim_{k \rightarrow \infty} \Psi(x) = 0. \]

Then, \(\Psi \) possesses a sequence of critical points \(\{x_k\} \) such that 
\[\Psi(x_k) \leq 0, x_k \neq 0 \text{ and } \lim_{k \rightarrow \infty} x_k = 0. \]

**Proof of Theorem 2.** Noticing that the embedding \(Z \rightarrow L^\infty \) is compact, there is \(\delta_1 > 0 \) such that
\[|x(t)| \leq \|x\|_Z \leq \delta_1 \|x\|_Z, \quad x \in Z. \]

Consider the truncated functional
\[
\Psi(x) = \frac{1}{2} \int_0^1 \left( \int_0^1 \left( P(t)x(t)', x'(t) \right) dt + \int_0^1 |x|^2 dt \right) - \phi(\|x\|_Z) \left[ \frac{|x(1)|^2}{2} + |x(0)|^2 + \frac{1}{2} \int_0^1 |x|^2 dt \right]
\]
\[
- \frac{1}{2} \int_0^1 (B(t)x, x) dt + \lambda \int_0^1 V(t, x, x) dt, \]
for all \(x \in Z, \) where \(\phi: R^+ \rightarrow [0, 1] \) is a nonincreasing \(C^1 \) function with \(\phi(t) = 1 \) for \(0 \leq t \leq 1/2\delta_1 \) and \(\phi(t) = 0 \) for \(t \geq 1/\delta_1. \) Clearly, \(\Psi \in C^1(Z, R) \) and \(\Psi(0) = 0. \) Using \((V_k), \) we have \(\Psi(-x) = \Psi(x) \) for all \(x \in Z. \)

Since \(P(t) \in C^1([0, 1], \mathcal{F}(R^n)) \) is positive definite for 
\(t \in [0, 1], \) there are \(0 < p_1 \leq p_2 \) such that
\[
\min \{p_1, 1\} \|x\|_{L^2}^2 \leq p_1 \int_0^1 |x'(t)|^2 dt + \int_0^1 |x|^2 dt \leq \int_0^1 (P(t)x(t)', x'(t)) dt + \int_0^1 |x|^2 dt \leq p_2 \int_0^1 |x'(t)|^2 dt + \int_0^1 |x|^2 dt \leq \max \{p_2, 1\} \|x\|_{L^2}^2,
\]
for all \(x \in Z, \) which implies that \(\left( \int_0^1 (P(t)x(t)', x'(t)) dt + \int_0^1 |x|^2 dt \right)^{1/2} \) is also an equivalent norm on \(Z. \) Thus, for 
\(\|x\|_{L^2} \geq 1/\delta_1, \) we have
\[
\Psi(x) = \frac{1}{2} \int_0^1 (P(t)x(t)', x'(t)) dt + \int_0^1 |x|^2 dt \rightarrow +\infty, \quad \text{as} \|x\|_{L^2} \rightarrow +\infty,
\]
which shows that $\Psi$ is bounded from below and satisfies the (PS) condition.

It is known that the operator $A_B$ is self-adjoint and $\sigma(A_B) = \sigma_d(A_B)$ is bounded from below. This shows that the operator $A_B$ has a sequence of eigenvalues

$$-\infty < \lambda_0 \leq \lambda_1 \leq \ldots \leq \lambda_m \leq \lambda_{m+1},$$

and the system of eigenfunctions $\{e_n; n \in \mathbb{N}\}$ corresponding to $\{\lambda_n; n \in \mathbb{N}\}$ forming an orthonormal basis in $L^2 = X$. Given any $k \in \mathbb{N}$, let $Z_k = \mathcal{A}_{k+1}X$, where $X = \text{span}\{e_k\}$. By the equivalence of the norms on the finite-dimensional space $Z_k$, we know that there exists a constant $\zeta_k > 0$ such that

$$\zeta_k \|x\|_{Z_k} \geq \|x\|_Z, \quad \forall x \in Z_k.$$  

Noticing that $B(t) \in L^\infty([0, 1], \mathcal{D}_x(\mathbb{R}^n))$, we know that there is $d_1 > 0$ such that

$$\left| \int_0^1 (B(t)x, x)dt \right| \leq d_1 \|x\|_{Z_k}^2, \quad \forall x \in Z.$$  

By Lemma 2.3.1 of [15], we can see that there is $d_2 > 0$ such that

$$|x(0)|^2 + |x(1)|^2 \leq \int_0^1 |x'|^2 dt + d_2 \int_0^1 |x|^2 dt, \quad \forall x \in Z.$$  

By Proposition 5, we have

$$\int_0^1 (x'(t), x'(t)) dt - \frac{|x(1)|^2}{2} y(\beta) + \frac{|x(0)|^2}{2} y(\alpha) \leq \frac{1}{2} \int_0^1 (B(t)x, x)dt - \lambda \int_0^1 V(t, x)dt$$

$$\leq \frac{\rho}{2} \|x\|_{Z_k}^2 + \frac{d_1}{2} \|x\|_{Z_k}^2 + \frac{d_2}{2} \|x\|_{Z_k}^2 - \kappa \|x\|_{Z_k}^2$$

$$\leq \frac{\kappa}{2} \|x\|_{Z_k}^2 - \kappa \|x\|_{Z_k}^2 = \frac{\kappa}{2} \rho,$$

which implies that

$$\{x \in Z_k; \|x\|_Z = \rho_k\} \subset \{x \in Z; \Psi(x) \leq -\frac{\kappa \rho_k^2}{2}\}.$$  

Put $A_k = \{x \in Z; \Psi(x) \leq - (\kappa_2/2) \rho_k^2\}$; by Proposition 5, we have

$$Y(A_k) \supset Y(\{x \in Z_k; \|x\|_Z = \rho_k\}) = k,$$

which shows that $A_k \in \Gamma_k$ and

$$\sup_{x \in A_k} \Psi(x) \leq -\frac{\kappa \rho_k^2}{2} < 0.$$  

By Theorem 4, we obtain that $\Psi$ possesses a sequence of critical points $\{x_k\}$ such that $\Psi(x_k) \leq 0, x_k \neq 0$ and lim$_{k \to \infty} x_k \neq 0$. Since lim$_{k \to \infty} x_k \neq 0$, for $1/2d_2 > 0$, there is $N > 0$ such that $\|x_k\|_Z \leq 1/2d_2 (Wk > N)$. Thus, for $k > N$, the critical points of $\Psi$ are just critical points of $I$ via $\Psi(x) = I(x)$ as $\|x\|_Z \leq 1/2d_1$, which shows that problem (1) has infinitely many small-energy solutions for each $\lambda > 0$. The proof is completed. \qed

4. Applications to Sturm–Liouville Equations and Examples

In this section, we consider the applications of Theorems 1 and 2 to Sturm–Liouville equations with the mixed boundary value conditions and the Neumann boundary value conditions. Meanwhile, some examples of problems (3) and (4) are given to illustrate the validity of our result, and the result is also new even in the cases of (3) and (4).

As first special case, we consider the mixed boundary value problem (3):

$$\begin{cases}
-(P(t)x'(t))' + B(t)x(t) = \lambda f(t, x), & \text{a.e. } t \in [0, 1], \\
x(0) = x'(1) = 0,
\end{cases}$$

where $\lambda > 0, B(t) \in L^\infty([0, 1], \mathbb{R})$, and $P(t) \in C^1([0, 1], \mathbb{R})$ with $P(t)$ being positive definite for $t \in [0, 1]$. In problem (1), taking $n = 1, \alpha = 0, \beta = \pi/2$, the following corollary is immediately obtained from Theorem 1.
Corollary 1. Assume that $f(t, x) : [0, 1] \times \mathbb{R} \rightarrow \mathbb{R}$ is a $L^1$-Carathéodory function and satisfies $(V_1)$, $(V_2)$, and $(V_3)$ with $a(x, x) = \int_0^1 (P(t)x', x') dt$ and $V(x, t)$ replaced with $F(t, x) = \int_0^1 f(t, s) ds$. Then, for problem (3), the conclusion of Theorem 1 is still valid.

An example of Corollary 1 is given below.

Example 1. Consider the following problem:

$$
\begin{align*}
-x''(t) - \frac{\pi^2}{8} x(t) &= \lambda f(t, x), \\
x(0) &= x'(1) = 0,
\end{align*}
$$

(60)

where there exists a constant $\kappa_1 > \kappa_0 = M_0$ such that (6) and (7) of (V_3) hold. Hence, $F(t, x)$ satisfies the hypotheses of Corollary 1, and for almost all $\lambda \in (1/2\kappa_1, 1/2\kappa_0)$, problem (60) has two nontrivial solutions.

Remark 4. Obviously, $F(t, x)$ in Example 1 does not satisfy the condition $\int_0^1 F(t, x) dt > 0 \quad (\forall x \in [0, 1],$ of Theorem 3.1 in [1] and the condition $F(t, x) \leq \mu(t)(1 + |x|^s) \quad (s < 2, x \in \mathbb{R})$ of Theorem 3.1 in [2]. Moreover, noticing that $B(t) \geq 0$ must be assumed in the condition of Theorem 3.1 in [1, 2, 9, 10], we easily see that Theorem 3.1 in [1, 2, 9, 10] cannot be applied to Example 1. This shows that Corollary 1 is also new even in the cases of (3).

Taking $n = 1, \alpha = 0, \beta = \pi/2$, from Theorem 2, we immediately obtain the following corollary.

Corollary 2. Assume that $f(t, x) : [0, 1] \times \mathbb{R} \rightarrow \mathbb{R}$ is a $L^1$-Carathéodory function and satisfies $(V_1)$, $(V_2)$, and $(V_3)$ with $V(t, x)$ replaced with $F(t, x) = \int_0^x f(t, s) ds$. Then, for problem (3), the conclusion of Theorem 2 is still valid.

Example 2. Consider

$$
\begin{align*}
-x''(t) + b(t)x(t) &= \lambda f(t, x), \\
x(0) &= x'(1) = 0,
\end{align*}
$$

(63)

where

$$
F(t, x) = \int_0^1 f(t, s) ds = \int_0^1 f(t, s) ds = \begin{cases} 
I(t)|x|^\beta, & |x| \leq 1, \\
I(t)|x|^\beta, & |x| > 1,
\end{cases}
$$

(61)

where $1 \leq \beta < 2$ and $I(t) \in C([0, 1], \mathbb{R}^*)$ with $I(t) \equiv 0$. Clearly, $f(t, x)$ is a $L^1$-Carathéodory function. By Remark 3, we have $I_{1, 0}([\pi/8]) = I_{1, 0}([-\pi/8]) = 0$, which implies that $(V_1)$ holds. Taking that $\eta = 1, g(t) = \max_{t \in [0, 1]} I(t) = M_2$, then $(V_2)$ holds. After a simple calculation, we have $\delta_0 = 1, \lambda_0 = \pi/2$, and the eigenfunction of $A_{-(\pi/8)}$ corresponding to the first eigenvalue $\lambda_0$ is $\varphi \equiv \sin((\pi/2)t), t \in [0, 1]$. Let $\kappa_0 = \delta_0 \beta_{\varphi, \varphi} = M_0$. Noticing that

$$
\lim_{c \to -\infty} \frac{\int_0^1 F(t, c\varphi) dt}{c^2 \|\varphi\|_{L^2}} = \lim_{c \to -\infty} \frac{\int_0^1 |l(t)| \|\varphi\|^2 dt}{c^2 \|\varphi\|_{L^2}^2} = +\infty,
$$

(62)

therefore $\lambda > 0, b(t) \in L^\infty([0, 1], \mathbb{R})$ and $l_1(t) \in C([0, 1], \mathbb{R}^*)$ with $\min_{t \in [0, 1]} |l(t)| > 0$. Clearly, $f(t, x)$ is a $L^1$-Carathéodory function, $F(t, 0) = 0$, and $(V_2)$ holds. Since

$$
\lim_{|x| \to 0} \frac{\int_0^1 F(t, x) dt}{|x|^2} = \lim_{|x| \to 0} \frac{l_1(t)(|x|^{3/2} + \ln(1 + |x|)) + |x|^3}{|x|^2} = +\infty,
$$

(65)

$(V_2)$ holds. By Corollary 2, problem (63) has infinitely many small-energy solutions for each $\lambda > 0$.

Remark 5. By Remarks 2 and 3, we know that $b(t) < 0$ is also allowed. Noticing that $b(t) \geq 0$ and $\lambda \in (\lambda_1, \lambda_2) \subset (0, +\infty)$ must be assumed in the condition of Theorem 3.1 in [3, 4], we easily see that Theorem 3.1 in [3, 4] cannot be applied to Example 2. This shows that Corollary 2 is also new even in the cases of (3).

As second special case, consider the Neumann boundary value problem (4)

$$
\begin{align*}
-(P(t)x'(t)) + B(t)x(t) &= \lambda f(t, x), \quad a.e. t \in [0, 1], \\
x'(0) &= x'(1) = 0,
\end{align*}
$$

(66)

where $\lambda > 0, B(t) \in L^\infty([0, 1], \mathbb{R})$ and $P(t) \in C^1([0, 1], \mathbb{R})$ with $P(t)$ being positive definite for $t \in [0, 1]$. In problem (1), taking $n = 1, \alpha = \beta = \pi/2$, the following corollary is immediately obtained from Theorem 1.

Corollary 3. Assume that $f(t, x) : [0, 1] \times \mathbb{R} \rightarrow \mathbb{R}$ is a $L^1$-Carathéodory function and satisfies $(V_1)$, $(V_2)$, and $(V_3)$ with $a(x, x) = \int_0^1 (P(t)x', x') dt$ and $V(t, x)$ replaced with

$$
F(t, x) = \int_0^1 f(t, s) ds = \begin{cases} 
I(t)|x|^\beta, & |x| \leq 1, \\
I(t)(|x|^3 - \frac{3 - \beta}{2}|x|^2 + \frac{3 - \beta}{2}), & |x| > 1,
\end{cases}
$$

(64)
\( F(t,x) = \int_0^x f(t,s) \, ds \). Then, for problem (4), the conclusion of Theorem 1 is still valid.

Now, we give an example of Corollary 3.

**Example 3.** Consider the following problem:
\[
\begin{align*}
-\Delta u(t) + b(t)u(t) &= \lambda f(t, u), & \text{a.e. } t \in [0,1], \\
x'(0) = x'(1) &= 0,
\end{align*}
\]
where \( F(t,x) = \int_0^x f(t,s) \, ds \) as defined in Example 1 and
\[
b_1(t) = \begin{cases} 1, & t \in \left[0, \frac{1}{2}\right), \\
4\pi^2 + 1, & t \in \left[\frac{1}{2}, 1\right]. \end{cases}
\]
(67)

then there exists a constant \( \kappa_2 > \kappa_0 = M_0 \) such that (6) and (7) of (V\( \gamma \)) hold. Hence, \( F(t,x) \) satisfies the hypotheses of Corollary 3, and for almost all \( \lambda \in (1/2\kappa_1, 1/2\kappa_2) \), problem (67) has two nontrivial solutions.

**Remark 6.** Noticing that \( B(t) \equiv M \geq 0 \) and \( \lambda = 1 \) must be assumed in the conclusion of Theorem 1 in [11, 12], we easily see that Theorem 1 in [11, 12] cannot be applied to Example 3. This shows that Corollary 3 is also new even in the cases of (4).

Taking \( n = 1, \alpha = \beta = \pi/2 \), from Theorem 2, we have the following corollary.

**Corollary 4.** Assume that \( f(t,x) : [0,1] \times \mathbb{R} \to \mathbb{R} \) is a \( L^1 \)-Carathéodory function and satisfies (V\( \gamma \)) and (V\( \delta \)) with \( V(t,x) \) replaced with \( F(t,x) = \int_0^x f(t,s) \, ds \). Then, for problem (4), the conclusion of Theorem 2 is still valid.

**Example 4.** Finally, consider
\[
\begin{align*}
-\Delta u(t) + b(t)u(t) &= \lambda f(t, u), \\
x'(0) = x'(1) &= 0,
\end{align*}
\]
where \( F(t,x) = \int_0^x f(t,s) \, ds \) as defined in Example 2, \( \lambda > 0 \), and \( b(t) \in L^\infty([0,1], \mathbb{R}) \). Clearly, \( f(t,x) \) is a \( L^1 \)-Carathéodory function, \( F(t,0) = 0 \), and (V\( \gamma \)) and (V\( \delta \)) hold. By Corollary 4, problem (70) has infinitely many small-energy solutions for each \( \lambda > 0 \).

**Remark 7.** By Remarks 2 and 3, we know that \( b(t) < 0 \) is also allowed. Noticing that \( b(t) \in C([0,1], \mathbb{R}^+) \) and \( \lambda \in (\lambda_1, \lambda_2) \subset (0, +\infty) \) must be assumed in the condition of

Clearly, \( f(t,x) \) is a \( L^1 \)-Carathéodory function. By Remark 2, we have \( \int_{1/2}^{1/2} (1/2) = 0 \). From \( b_1(t) > 1/2 \) and Proposition 4, we know that \( \int_{1/2}^{1/2} (1/2) \geq \int_{1/2}^{1/2} (b_1(t)) + \int_{1/2}^{1/2} (b_1(t)) \geq 0 \), which implies that (V\( \gamma \)) holds. Taking that \( \eta = 1, g(t) = \max_{[0,1]} \|t\| = M_2 \), then (V\( \delta \)) holds. After a simple calculation, we have \( \delta_0 = 1, \lambda_0 = 4\pi^2 + 1 \) and the eigenfunction of \( \lambda_0(t) \) corresponding to the first eigenvalue \( \lambda_0 \) is \( \phi_0 = \frac{\cos 2nt}{t} \), \( t \in (0, (1/2)) \). Let \( \kappa_0 = \max_{[0,1]} \|t\| = M_0 \). Noticing that

\[
\lim_{c \to -\infty} \min_{t \in [a,b]} \|\phi_0\|_{L^1}^2 \rightarrow +\infty,
\]

\[
\lim_{c \to +\infty} \max_{t \in [a,b]} \|\phi_0\|_{L^1}^2 \rightarrow +\infty,
\]

Theorem 3.1 in [5], we easily see that Theorem 3.1 in [5] cannot be applied to Example 4. This implies that Corollary 4 is also new even in the cases of (4).
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