POISSON REPRESENTATIONS OF BRANCHING MARKOV AND MEASURE-VALUED BRANCHING PROCESSES
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Representations of branching Markov processes and their measure-valued limits in terms of countable systems of particles are constructed for models with spatially varying birth and death rates. Each particle has a location and a “level,” but unlike earlier constructions, the levels change with time. In fact, death of a particle occurs only when the level of the particle crosses a specified level \( r \), or for the limiting models, hits infinity. For branching Markov processes, at each time \( t \), conditioned on the state of the process, the levels are independent and uniformly distributed on \( [0, r] \). For the limiting measure-valued process, at each time \( t \), the joint distribution of locations and levels is conditionally Poisson distributed with mean measure \( K(t) \times \Lambda \), where \( \Lambda \) denotes Lebesgue measure, and \( K \) is the desired measure-valued process.

The representation simplifies or gives alternative proofs for a variety of calculations and results including conditioning on extinction or nonextinction, Harris’s convergence theorem for supercritical branching processes, and diffusion approximations for processes in random environments.

1. Introduction. Measure-valued processes arise naturally as infinite system limits of empirical measures of finite particle systems. A number of approaches have been developed which preserve distinct particles in the limit and which give a representation of the measure-valued process as a transformation of the limiting infinite particle system. Most of these representations \([5–7, 35]\) have exploited properties of exchangeable sequences, identifying the state of the measure-valued process as a multiple of the de Finetti measure.
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of the sequence, or, as in [35], as a transformation of the de Finetti measure of a sequence that gives both a location and a mass for the distinct particles.

The primary limitation of the representations given for measure-valued branching processes in [7] is that the branching rates must be independent of particle location. This restriction was relaxed in [31] for critical and subcritical branching, but that representation does not seem to provide much useful insight and would be difficult to extend to supercritical processes. A second limitation of the approach in [7] is that, at least without major additional effort, it applies only to models in which the states are finite measures.

In the present paper, we give another construction which, although similar to that of [31], applies immediately to both subcritical and supercritical processes (as well as processes that are subcritical in some locations and supercritical in others). The construction also applies immediately to models with infinite mass. In addition, the new construction seems to be a much more effective tool for analyzing the measure-valued processes obtained.

We introduce the basic ideas of the construction in Section 2, giving results for population models without location or type. As in the earlier work, the justification for the representation is a consequence of a Markov mapping theorem, Theorem A.15. The Feller diffusion approximation for nearly critical branching processes is obtained as a consequence of the construction. Section 3 gives the construction for the general branching Markov process and the Dawson–Watanabe superprocess limit. Section 4 gives a variety of applications and extensions, including conditioning on nonextinction, models with heavy-tailed offspring distributions and processes in random environments. The Appendix contains background material and a number of technical lemmas.

2. Simple examples. In this section, we give particle representations for pure death and continuous time Markov branching processes and illustrate how the infinite system limit can be derived immediately. The main point is to introduce the notion of the level of a particle in the simplest possible settings.

2.1. Pure death processes. For $r > 0$, let $\xi_1(0), \ldots, \xi_{n_0}(0)$ be independent random variables, uniformly distributed on $[0, r]$. For $b > 0$, let

$$\dot{\xi}_i(t) = b \xi_i(t),$$

so $\xi_i(t) = \xi_i(0)e^{bt}$, and define $N(t) = \# \{i: \xi_i(t) < r\}$ and $U(t) = (U_1(t), \ldots, U_{N(t)})$, where the $U_j(t)$ are the values of the $\xi_i(t)$ that are less than $r$. The $U_i(t)$ will be referred to as the levels of the particles. The level of a particle being below $r$ means that the particle is “alive,” and as soon as its level reaches $r$ the particle “dies.” Note that $N(t)$ is the number of particles “alive” in the system at time $t$. 
Let $f(u,n) = \prod_{i=1}^{n} g(u_i)$, where $0 \leq g \leq 1$, $g$ is continuously differentiable and $g(u_i) = 1$ for $u_i > r$. [The “$n$” in $f(u,n)$ is, of course, redundant, but it will help clarify some of the later calculations.] Then

$$\frac{d}{dt} f(U(t), N(t)) = Af(U(t), N(t)),$$

where

$$Af(u,n) = f(u,n) \sum_{i=1}^{n} bu_i g'(u_i)/g(u_i).$$

Note that $Af(u,n)$ may also be written as

$$Af(u,n) = \sum_{i=1}^{n} bu_i g'(u_i) \prod_{j \neq i} g(u_j).$$

Hence, even if $g(u_i) = 0$ for some $i$, the expression for $Af(u,n)$ still makes sense.

Let $\alpha_r(n,du)$ be the joint distribution of $n$ i.i.d. uniform $[0,r]$ random variables. Setting $e^{-\lambda g} = r^{-1} \int_{0}^{r} g(z) dz$, $\hat{f}(n) = \int f(u,n) \alpha_r(n,du) = e^{-\lambda g n}$ and

$$\int Af(u,n) \alpha_r(n,du) = ne^{-\lambda g (n-1)} br^{-1} \int_{0}^{r} zg'(z) dz$$

$$= bme^{-\lambda g (n-1)} \int_{0}^{r} (g(r) - g(z)) dz$$

$$= bme^{-\lambda g (n-1)} (1 - e^{-\lambda g})$$

$$= C \hat{f}(n),$$

where

$$C \hat{f}(n) = bn[\hat{f}(n-1) - \hat{f}(n)],$$

that is, the generator of a linear death process. Of course, the conditional distribution of $U(t)$ given $N(t)$ is just $\alpha_r(N(t), \cdot)$.

Let $\mathcal{F}_t = \sigma(U(s): s \leq t)$ and $\mathcal{F}_t^N = \sigma(N(s): s \leq t)$. Then trivially,

$$f(U(0), N(0)) = f(U(t), N(t)) - \int_{0}^{t} Af(U(s), N(s)) ds$$

is an $\{\mathcal{F}_t\}$-martingale, and Lemma A.13 implies

$$E[f(U(t), N(t))|\mathcal{F}_t^N] - \int_{0}^{t} E[Af(U(s), N(s))|\mathcal{F}_s^N] ds$$

$$= \hat{f}(N(t)) - \int_{0}^{t} C \hat{f}(N(s)) ds$$
is a \( \{\mathcal{F}_t^N\} \)-martingale. Consequently, \( N \) is a solution of the martingale problem for \( C \) and hence is a linear death process. Of course, this observation follows immediately from the fact that \( \tau_i^r \) defined by \( U_i(0)e^{br\tau_i^r} = r \) is exponentially distributed with parameter \( b \), but the martingale argument illustrates a procedure that works much more generally.

2.2. A simple branching process. For \( f \) and \( g \) as above, \( a > 0, r > 0 \) and \( -\infty < b \leq ra \), define the generator

\[
A_r f(u,n) = f(u,n) \sum_{i=1}^{n} 2a \int_{u_i}^{r} (g(v) - 1) \, dv \\
+ f(u,n) \sum_{i=1}^{n} (au_i^2 - bu_i) \frac{g'(u_i)}{g(u_i)}.
\]

We refer to \( u_i \) as the level of the \( i \)th particle, and as in the pure death example, a particle “dies” when its level reaches \( r \). The process with generator (2.1) has the following properties. The particle levels satisfy

\[
\dot{U}_i(t) = aU_i^2(t) - bU_i(t),
\]

and a particle with level \( z \) gives birth at rate \( 2a(r-z) \) to a particle whose initial level is uniformly distributed between \( z \) and \( r \). Uniqueness for the martingale problems for \( A_r \) follows by first checking uniqueness for the operator \( D \) given by the second term alone, and then showing that uniqueness holds up to the first time that the process includes \( n \) particles by observing that \( A_r \), truncated at \( n \) is a bounded perturbation of \( D \). Finally, the first hitting time of \( n \) goes to infinity as \( n \to \infty \) (cf. Problem 28 in Section 4.11 of [9]).

As before, \( \hat{f}(n) = \int f(u,n)\alpha_r(n,du) = e^{-\lambda g n} \). To calculate \( \int A_r(fu,n) \times \alpha_r(n,du) \), observe that

\[
r^{-1}2a \int_{0}^{r} g(z) \int_{z}^{r} (g(v) - 1) \, dv \, dz = are^{-2\lambda g} - 2ar^{-1} \int_{0}^{r} g(z)(r-z) \, dz
\]

and

\[
r^{-1} \int_{0}^{r} (az^2 - bz)g'(z) \, dz = -r^{-1} \int_{0}^{r} (2az - b)(g(z) - 1) \, dz
\]

\[
= -2ar^{-1} \int_{0}^{r} zg(z) \, dz + ar + b(e^{-\lambda g} - 1).
\]

Then

\[
\int A f(u,n)\alpha_r(n,du) = ne^{-\lambda g (n-1)}(are^{-2\lambda g} - 2are^{-\lambda g} + ar + b(e^{-\lambda g} - 1)) = C \hat{f}(n),
\]
where
\[
C \tilde{f}(n) = \text{ran}(\tilde{f}(n+1) - \tilde{f}(n)) + (ra - b)n(\tilde{f}(n-1) - \tilde{f}(n))
\]
is the generator of a branching process.

Unlike the linear death example, it is not immediately obvious that \(\alpha_r(N(t), \cdot)\) is the conditional distribution of \(U(t)\) given \(F_t^N = \sigma(N(s): s \leq t)\); however, Theorem A.15 and the fact that a solution of the martingale problem for \(C\) starting from \(N(0)\) exists gives the existence of a solution \((U, N)\) of the martingale problem for \(A_r\) such that for all \(t \geq 0\), \(\alpha_r(N(t), \cdot)\) is the conditional distribution of \(U(t)\) given \(F_t^N\). To apply Theorem A.15, take \(\psi(u, n) = n\) in (A.15) and assume \(E[N(0)] < \infty\). Any solution of the martingale problem for \(C\) with \(E[N(0)] < \infty\) will satisfy \(E[N(t)] = E[N(0)]e^{bt}\), for all \(t \geq 0\). The moment assumption can be eliminated by conditioning.

We conclude that for any distribution for \(N(0)\), there is a solution \((U, N)\) of the martingale problem for \(A\) such that \(N\) is a solution of the martingale problem for \(C\), that is, \(N\) is a linear birth and death process with birth rate \(ar\) and death rate \(ar - b\). Uniqueness holds for the martingale problem for \(A\), so for any solution of the martingale problem for \(A\) satisfying \(P\{U(0) \in \Gamma|N(0)\} = \alpha_r(N(0), \Gamma)\), we have that \(N\) is a solution of the martingale problem for \(C\).

This representation can be used to do simple calculations. For example, let \(U_\ast(0)\) be the minimum of \(U_1(0), \ldots, U_{N(0)}\). Then for all \(t\), all levels are above

\[
U_\ast(t) = \frac{U_\ast(0)e^{-bt}}{1 - (a/b)U_\ast(0)(1 - e^{-bt})}.
\]

Let \(\tau = \inf\{t: N(t) = 0\}\). Then if \(\tau\) is finite, \(U_\ast(\tau) = r\). In particular, if \(N(0) = n\), then

\[
P\{\tau > t\} = P\{U_\ast(t) < r\} = P\left\{U_\ast(0) < \frac{r}{e^{-bt} - (ra/b)(e^{-bt} - 1)}\right\} = 1 - \left(1 - \left(e^{-bt} - \frac{ra}{b}(e^{-bt} - 1)\right)^{-n}\right).
\]

Note that the assumption that \(b \leq ra\) ensures that \(e^{-bt} - \frac{ra}{b}(e^{-bt} - 1) \geq 1\).

In the branching process, the average lifetime of an individual is \((ar - b)^{-1}\) which will be small if \(r\) is large. Consequently, it is important to note that the levels do not represent single individuals in the branching process but whole lines of descent. For example, at least in the critical or subcritical case, the individual with level \(U_\ast(0)\) at time zero is the individual whose line of descent lasts longer than that of any other individual alive at time zero.
2.2.1. Conditioning on nonextinction. If \( b \leq 0 \), then conditioning on nonextinction, that is, conditioning on \( \tau > t \) and letting \( t \to \infty \), is equivalent to conditioning on \( U_s(0) = 0 \). Conditioned on \( U_s(0) = 0, U_1(0), \ldots, U_N(0) \) include \( N(0) - 1 \) independent, uniform \([0,r] \) random variables and one that equals zero. If one of the initial levels is zero, then the solution of the martingale problems for \( A_r \) gives a solution for

\[
A^c_r f(u,n) = f(u,n) \sum_{i=1}^{n-1} 2a \int_{u_i}^{u} (g(v) - 1) dv + f(u,n) \sum_{i=1}^{n-1} (au_i^2 - bu_i) \frac{g'(u_i)}{g(u_i)}
+ f(u,n)2a \int_0^{r} (g(v) - 1) dv,
\]

and taking \( \alpha^c_c(n,du) \) to be the distribution of \( n \) independent random variables, one of which is zero and the others uniform \([0,r] \), we see that \( N \) is a solution of the martingale problem for

\[
C^c f(n) = ra(n+1)(\hat{f}(n+1) - \hat{f}(n)) + (ra - b)(n-1)(\hat{f}(n-1) - \hat{f}(n)).
\]

2.2.2. Conditioning on extinction. If \( 0 < b < ra \), then conditioning on extinction is equivalent to conditioning on \( U_s(0) > \frac{b}{a} \). Conditioned on \( U_s(0) > \frac{b}{a}, U_1(0), \ldots, U_N(0) \) are independent uniform \([\frac{b}{a},r] \). Defining \( V_i(t) = U_i(t) - \frac{b}{a}, V \) is a solution of the martingale problem for

\[
A_r f(v,n) = f(v,n) \sum_{i=1}^{n} 2a \int_{v_i}^{v} (g(z) - 1) dz + f(v,n) \sum_{i=1}^{n} (av_i^2 + bv_i) \frac{g'(v_i)}{g(v_i)},
\]

so \( N \) is a solution of the martingale problem for

\[
C \hat{f}(n) = (ra - b)n(\hat{f}(n+1) - \hat{f}(n)) + ran(\hat{f}(n-1) - \hat{f}(n)),
\]

which is the generator of a subcritical branching process.

2.2.3. Convergence as \( t \to \infty \). Again, in the supercritical case, \( 0 < b < ra \), if \( 0 < U_s(0) < \frac{b}{a} \), then \( N(t) \to \infty \). Observe that

\[
V_s(\infty) = \lim_{t \to \infty} e^{bt} U_s(t) = \frac{U_s(0)}{1 - (a/b)U_s(0)}
\]

exists, and a similar limit will hold for any level whose initial value is below \( \frac{b}{a} \). Setting \( \xi(t) = \sum \delta_{e^{bt} U_i(t)} \), the counting measure \( \xi(t) \) converges almost surely in the sense that

\[
\lim_{t \to \infty} \int_0^\infty f(u) \xi(t,du) = \lim_{t \to \infty} \sum_{i} f(e^{bt} U_i(t)) = \int_0^\infty f(u) \xi(\infty,du) \quad \text{a.s.}
\]
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for each bounded, continuous, nonnegative \( f \) with compact support in \([0, \infty)\). Let \( \{ \mathcal{F}_t^N \} \) be the filtration generated by \( N \). Then as in (A.6),

\[
E[e^{-\int_0^r e^{bt} f(u) \xi(t,du) \mid \mathcal{F}_t^N}] = e^{-F_t^r e^{-bt} N(t)},
\]

where

\[
F_t^r = -r e^{bt} \log \left( 1 - e^{-bt} \int_0^r (1 - e^{bf(u)}) du \right) \rightarrow \int_0^\infty (1 - e^{-f(u)}) du.
\]

The left-hand side of (2.3) converges almost surely by Lemma A.14. Consequently,

\[
W \equiv \lim_{t \to \infty} e^{-bt} N(t)
\]

exists almost surely. Note that \( W > 0 \) if and only if \( \lim_{t \to \infty} N(t) = \infty \).

Conditioned on \( W \), \( \xi(\infty) \) is a Poisson point process with intensity \( r^{-1} W \), and \( V_\ast(\infty) \) is exponentially distributed with parameter \( r^{-1} W \), with the understanding that \( V_\ast(\infty) = \infty \) if \( W = 0 \). It follows that for \( \lambda > 0 \),

\[
P\{r^{-1} V_\ast(\infty) > \lambda \mid V_\ast(\infty) < \infty \} = E[e^{-\lambda W} \mid W > 0] = P \left\{ r^{-1} U_\ast(0) \left( 1 - \frac{a}{b} U_\ast(0) \right)^{-1} > \lambda \mid U_\ast(0) < \frac{b}{a} \right\}.
\]

If \( N(0) = 1 \), then \( U_\ast(0) \) is uniformly distributed on \([0, r]\), and hence \( P\{W > 0\} = \frac{b}{ma} \) and

\[
E[e^{-\lambda W} \mid W > 0] = \frac{1}{1 + (ra/b)\lambda},
\]

that is, \( W \) is exponentially distributed with parameter \( \frac{b}{ma} \). Of course, we have simply rederived a classical result of Harris [17].

2.3. Feller diffusion approximation. As \( r \to \infty \), \( A_r f \) in (2.1) converges for every continuously differentiable \( g \) such that \( 0 \leq g \leq 1 \) and \( g(z) = 1 \) for \( z \geq r_g \), that is, for \( f(u) = \prod_i g(u_i) \), in the limit

\[
Af(u) = f(u) \sum_i 2a \int_{u_i}^{r_g} (g(v) - 1) dv + f(u) \sum_i (au_i^2 - bu_i) \frac{g'(u_i)}{g(u_i)}.
\]

If \( n/r \to y \) as \( r \to \infty \), then \( \alpha_r(n, \cdot) \) converges to \( \alpha(y, \cdot) \), where \( \alpha(y, \cdot) \) is the distribution of a Poisson process \( \xi_y \) on \([0, \infty)\) with intensity \( y \), in the sense that

\[
\int_{[0,r]^n} f(u) \alpha_r(n, du) \rightarrow E[e^{\int_0^\infty \log g(z) d\xi_y(z)}] = e^{-y \int_0^\infty (1-g(z)) dz}.
\]
Note that
\[ \hat{f}(y) = \alpha f(y) = \int f(u) \alpha(y, du) = e^{-y} \int_0^\infty (1 - g(z)) \, dz = e^{-y \beta_y}, \]
and using Lemma A.3
\[ \alpha A f(y) = e^{-y \beta_y} \left( 2ay \int_0^\infty g(z) \int_z^\infty (g(v) - 1) \, dv \, dz \right. \]
\[ + y \int_0^\infty (az^2 - bz) g'(z) \, dz \]
\[ = e^{-y \beta_y} \left( 2ay \int_0^\infty g(z) \int_z^\infty (g(v) - 1) \, dv \, dz \right. \]
\[ - y \int_0^\infty (2az - b)(g(z) - 1) \, dz \]
\[ = e^{-y \beta_y} \left( 2ay \int_0^\infty g(z) \int_z^\infty (g(v) - 1) \, dv \, dz \right. \]
\[ - 2ay \int_0^\infty \int_z^\infty (g(v) - 1) \, dv \, dz \]
\[ + by \int_0^\infty (g(z) - 1) \, dz \]
\[ = e^{-y \beta_y} (ay \beta_y^2 - by \beta_y) \]
\[ = C \hat{f}(y), \]
where
\[ C \hat{f}(y) = ay \hat{f}''(y) + by \hat{f}'(y). \]

Again, we can apply Theorem A.15 taking
\[ \gamma(u) = \limsup_{z \to \infty} \frac{1}{z} \sum_i 1_{[0,z]}(u_i) \]
and \( \psi(u) = \sum_i e^{-u_i} \), so
\[ |A f(u)| \leq [2ar_g + \|g'\| (ar_g^2 + |b|r_g)] e^{\gamma} \psi(u) \]
and \( \int \psi(u) \alpha(y, du) = y \). If \( \tilde{Y} \) is a solution of the martingale problem for \( C \) with \( E[\tilde{Y}(0)] < \infty \), then \( E[\tilde{Y}(t)] = e^{bt} E[\tilde{Y}(0)] \) and the conditions of Theorem A.15 are satisfied. Consequently, there is a solution \( U \) of the martingale problem for \( A \) such that
\[ Y(t) = \limsup_{z \to \infty} \frac{1}{z} \sum_i 1_{[0,z]}(U_i(t)) \]
is a solution of the martingale problem for $C$ with the same distribution as $\tilde{Y}$. [Note that, with probability one, the lim sup in (2.5) is actually a limit.]

If $U$ is a solution of the martingale problem for $A$, then $U^r(t) = \{U_i(t) : U_i(t) < r\}$ defines a solution of the martingale problem for $A_r$. Uniqueness for $A_r$ follows by the argument outlined in Section A.6, and uniqueness for $A_r$ implies uniqueness for $A$. Since uniqueness holds for the martingale problem for $A$, by Theorem A.15(c), uniqueness holds for $C$ also. In general, if $U$ is a solution of the martingale problem for $A$ and $\sum_i \delta_{U_i(0)}$ is a Poisson random measure with mean measure $y\Lambda$, where $\Lambda$ denotes Lebesgue measure, then (2.5) is a solution of the martingale problem for $C$.

2.4. The genealogy and the number of ancestors. For each $T > 0$, there is a solution of
\begin{equation}
\dot{u}_T(t) = au_T(t)^2 - bu_T(t)
\end{equation}
satisfying $u_T(t) < \infty$ for $t < T$ and $\lim_{t \to T-} u_T(t) = \infty$. Every particle alive at time $T$ is a descendent of some particle $U_i(t)$ alive at time $t < T$ satisfying $U_i(t) < u_T(t)$. Note that the converse is also true. If $U_i(t) < u_T(t)$, then $U_i(t)$ has descendants alive at time $T$. In fact, a positive fraction of the particles alive at time $T$ will be descendants of $U_i(t)$.

If $Y(T) > 0$, then there are infinitely many particles alive at time $T$, but since
\[ \xi(t, [0, u_T(t)]) < \infty, \]
they are all descendants of finitely many ancestors alive at time $t$. Note that $t \to \xi(t, [0, u_T(t)])$ is nondecreasing and increases by jumps of $+1$. It is not possible to recover the full genealogy just from the levels since a new individual appearing at time $t$ with level $v$ could be the offspring of any existing individual with level $U_i(t) < v$. In Section 3, particles will be assigned a location (or type), and if these locations evolve in such a way that two particles have the same location only if one is the offspring of the other and then only at the instant of birth, it will be possible to reconstruct the full genealogy from the levels and locations.

2.5. Branching processes in random environments. Assume that $a$ and $b$ are functions of another stochastic process $\xi$, say an irreducible, finite Markov chain with generator $Q$. Then, for functions of the form $f(l, u, n) = f_0(l)f_1(u) = f_0(l)\prod_{i=1}^{n} g(u_i)$, consider a scaled generator
\[ A_r f(l, u, n) = rf_1(u)Qf_0(l) + f(l, u, n)\sum_{i=1}^{n} 2a(l) \int_{u_i}^{r} (g(v) - 1) dv \]
\[ + f(l, u, n)\sum_{i=1}^{n} (a(l)u_i^2 - \sqrt{rb(l)u_i}) \frac{g'(u_i)}{g(u_i)}, \]
which, as in (2.2), corresponds to a process with generator
\[ C_r \hat{f}(l,n) = rQ \hat{f}(l,n) + a(l)rn(\hat{f}(l,n+1) - \hat{f}(n)) \]
\[ + (ra(l) - \sqrt{rb(l)})n(\hat{f}(l,n-1) - \hat{f}(l,n)), \]
where \( \hat{f}(l,n) = f_0(l)e^{-\lambda g_n} \). The process corresponding to \( C_r \) is a branching process in a random environment determined by \( \xi \). Writing the process corresponding to \( A_r \) as
\[ (\xi(rt), U_1(t), \ldots, U_{N_r(t)}) \]
the process corresponding to \( C_r \) is \((\xi(rt), N_r(t))\).

Note that in this example, the levels satisfy
\[ \dot{U}_i(t) = a(\xi(rt)U_i^2(t)) - \sqrt{rb(\xi(rt))}U_i(t). \]

Let \( \pi \) be the stationary distribution for \( Q \), and assume that \( \sum l \pi(l)b(l) = 0 \). Then, by Theorem 2.1 or [3], for example,
\[ Z^{(r)}(t) = \sqrt{r} \int_0^t b(\xi(rs)) \, ds \]
converges to a Brownian motion \( Z \) with variance parameter
\[ \sum k \sum i \pi(k)q_{kl}(h_0(l) - h_0(k))^2 = -2 \sum l \pi(l)h_0(l)b(l) \equiv 2\alpha, \]
where \( h_0(l) \) is a solution of \( Qh_0(l) = b(l) \). In the limit, by Theorem 5.10 of [33] (applying a truncation argument to extend the boundedness assumption), the levels will satisfy
\[ dU_i(t) = (\pi U_i(t)^2 + \pi U_i(t)) \, dt + \sqrt{2\alpha U_i(t)} \, dW(t), \]
where \( \alpha = \sum l \pi(l)a(l) \).

Applying ideas from [28], we can obtain convergence for the full system by considering the asymptotic behavior of the generator. Setting
\[ h_1(l,u,n) = h_0(l)f_1(u,n)\sum_{i=1}^n u_i \frac{g'(u_i)}{g(u_i)}, \]
we have
\[ A_r \left( f_1 + \frac{1}{\sqrt{r}}h_1 \right)(l,u,n) \]
\[ = f_1(u,n)\sum_{i=1}^n 2a(l) \int_{u_i}^r (g(v) - 1) \, dv + f_1(u,n)\sum_{i=1}^n a(l)u_i^2 \frac{g'(u_i)}{g(u_i)} \]
\[ + \frac{1}{\sqrt{r}}h_0(l)f_1(u,n) \left( \sum_{i=1}^n u_i \frac{g'(u_i)}{g(u_i)} \right) \sum_{i=1}^n 2a(l) \int_{u_i}^r (g(v) - 1) \, dv \]
\[+ \frac{1}{\sqrt{r}} \sum_{i=1}^{n} h_0(l) f_1(u, n) \int_{u_i}^{r} v g'(v) dv \]

\[+ \frac{1}{\sqrt{r}} h_0(l) f_1(u, n) \sum_{j=1}^{n} (a(l) u_j^2 - \sqrt{r} b(l) u_j) \]

\[\times \left( \sum_{i \neq j} u_i g'(u_i) g'(u_j) + \frac{g'(u_j) + u_j g''(u_j)}{g(u_j)} \right),\]

and passing to the limit as \( r \to \infty \), \( A_r(f_1 + \frac{1}{\sqrt{r}} h_1) \) converges to

\[\tilde{A} f_1(u, l)\]

\[= f_1(u) \sum_{i} 2a(l) \int_{u_i}^{\infty} (g(v) - 1) dv + f_1(u) \sum_{i} a(l) u_i^2 \frac{g'(u_i)}{g(u_i)} \]

\[\quad - h_0(l) b(l) f_1(u) \sum_{j} \left( \sum_{i \neq j} u_j u_i g'(u_i) g'(u_j) + \frac{u_j g'(u_j) + u_j^2 g''(u_j)}{g(u_j)} \right).\]

Finally, we can find an additional perturbation \( h_2 \) so that \( A_r(f_1 + \frac{1}{\sqrt{r}} h_1 + \frac{1}{r} h_2) \) converges to

\[A f_1 = f_1(u) \sum_{i} 2\alpha \int_{u_i}^{\infty} (g(v) - 1) dv + f_1(u) \sum_{i} \alpha u_i^2 \frac{g'(u_i)}{g(u_i)} \]

\[+ \tilde{c} f_1(u) \sum_{j} \left( \sum_{i \neq j} u_j u_i g'(u_i) g'(u_j) + \frac{u_j g'(u_j) + u_j^2 g''(u_j)}{g(u_j)} \right).\]

This convergence assures convergence of the finite models to an infinite particle model. The particle birth process is the same as in Section 2.3, but the levels satisfy (2.7) where the Brownian motion \( W \) is the same for all levels.

Let \( \alpha \) and \( \beta_g \) be as in Section 2.3, and note that

\[\beta_g = \int_{0}^{\infty} (1 - g(z)) dz = \int_{0}^{\infty} z g'(z) dz \]

\[= -\frac{1}{2} \int_{0}^{\infty} z^2 g''(z) dz.\]

We have from Lemma A.3

\[\alpha A f(y) = e^{-y \beta_g} \left( 2\pi y \int_{0}^{\infty} g(z) \int_{z}^{\infty} (g(v) - 1) dv dz + y \int_{0}^{\infty} (\pi z^2 + \pi z) g'(z) dz \right)\]
\[ + \beta y^2 \left( \int_0^\infty z g'(z) \, dz \right)^2 + \beta y \int_0^\infty z^2 g''(z) \, dz \]
\[ = e^{-y \beta} \left( (\beta y + \gamma y^2) \beta_y^2 - \beta y \beta_y \right) \]
\[ = C \hat{f}(y), \]
where
\[ C \hat{f}(y) = (\beta y + \gamma y^2) \hat{f}''(y) + \beta y \hat{f}'(y), \]
which identifies the diffusion limit for \( r^{-1} N_r \).

Theorem A.15 can be extended to cover models with non-Markovian environments, that is, the process \( \xi \) is specified directly rather than through a generator. The diffusion limit is then obtained by verifying convergence of the level processes and applying Theorem A.12.

For early work on diffusion approximations for branching processes in random environments, see [18, 26, 29] and also [9], Section 9.3.

3. Representations of measure-valued branching processes.

3.1. Branching Markov processes. We now consider particles with both a level \( u_i \) and a location \( x_i \) in a complete, separable metric space \( E \). Since the indexing of the particles is not important, we identify a state \((x, u, n)\) of our process with the counting measure \( \mu_{(x, u)} = \sum_{i=1}^n \delta_{(x_i, u_i)} \). Let
\[ f(x, u, n) = \prod_{i=1}^n g(x_i, u_i) = e^{\int \log g \, d\mu_{(x, u)}}, \]
where \( g : E \times [0, \infty) \to (0, 1] \). We assume that as a function of \( x \), \( g \) is in the domain \( D(B) \) of the generator of a Markov process in \( E \), \( g \) is continuously differentiable in \( u \) and \( g(x, u) = 1 \) for \( u \geq r \). We set
\[ A_r f(x, u, n) = f(x, u, n) \sum_{i=1}^n \frac{B g(x_i, u_i)}{g(x_i, u_i)} \]
\[ + f(x, u, n) \sum_{i=1}^n 2a(x_i) \int_{u_i}^r (g(x_i, v) - 1) \, dv \]
\[ + f(x, u, n) \sum_{i=1}^n (a(x_i) u_i^2 - b(x_i) u_i) \frac{\partial u_i g(x_i, u_i)}{g(x_i, u_i)}. \]

Each particle has a location \( X_i(t) \) in \( E \) and a level \( U_i(t) \) in \( [0, r] \). The locations evolve independently as Markov processes with generator \( B \); the levels satisfy
\[ \dot{U}_i(t) = a(X_i(t)) U_i^2(t) - b(X_i(t)) U_i(t); \]
particles give birth at rates $2a(X_i(t))(r - U_i(t))$; the initial location of a new particle is the location of the parent at the time of birth; and the initial level is uniformly distributed on $[U_i(t), r]$. Particles that reach level $r$ die. Setting $e^{-\lambda_0(x_i)} = \tilde{g}(x_i) = r^{-1} \int_0^r g(x_i, z) \, dz$ and $\widehat{f}(x, n) = \prod_{i=1}^n \tilde{g}(x_i) = e^{-\sum_{i=1}^n \lambda_0(x_i)}$, calculating as in Section 2.2, we have

$$C_r \widehat{f}(x, n) = \sum_{i=1}^n B_{x_i} \widehat{f}(x, n) + \sum_{i=1}^n ra(x_i)(\widehat{f}(b(x|x_i), n + 1) - \widehat{f}(x, n))$$

$$+ \sum_{i=1}^n (ra(x_i) - b(x_i))(\widehat{f}(d(x|x_i), n - 1) - \widehat{f}(x, n)),$$

where $B_{x_i}$ is the generator $B$ applied to $\widehat{f}(x, n)$ as a function of $x_i$, $b(x|x_i)$ is the collection of $n + 1$ particles in $E$ obtained from $x$ by adding a copy of the $i$th particle $x_i$, and $d(x|x_i)$ is the collection of $n - 1$ particles obtained from $x$ by deleting the $i$th particle, that is, if $\mu_x$ denotes $\sum_{i=1}^n \delta_{x_i}$, then for $z \in E$,

$$\mu_{b(x|z)} = \delta_z + \sum_{i=1}^n \delta_{x_i}, \quad \mu_{d(x|x_i)} = \sum_{i=1}^n \delta_{x_i} - \delta_{x_j}.$$

If $ra(z) - b(z) \geq 0$ for all $z \in E$, then $C$ is the generator of a branching Markov process with particle motion determined by $B$, the birth rate for a particle at $z \in E$ given by $ra(z)$ and the death rate given by $ra(z) - b(z)$.

With Theorem A.15 in mind, we make the following assumptions on $B, a, b$ and $r$. $C(E)$ is the space of continuous functions on $E$, $\overline{C}(E)$ the space of bounded continuous functions on $E$ and $M(E)$ the space of Borel measurable functions on $E$.

**Condition 3.1.**

(i) $B \subset \overline{C}(E) \times C(E), \mathcal{D}(B)$ is closed under multiplication and is separating.

(ii) $f \in \mathcal{D}(A)$ satisfies $f(x, u, n) = \prod_{i=1}^n g(x_i, u_i)$, where $g(z, v) = \prod_{l=1}^m (1 - g_1(z)g_2(v))$ for $g_1 \in \mathcal{D}(B), g_2$ differentiable with support in $[0, r]$ and $0 \leq g_1(z)g_2(v) \leq \rho_g < 1$ for all $l, z$ and $v$.

(iii) There exists $\psi_B \in C(E), \psi_B \geq 0$ and constants $c_g \geq 0$, for each $g$ in (ii), such that

$$\sup_u |B g(x, u)| \leq c_g \psi_B(x), \quad x \in E.$$

(iv) Defining $B_0 = \{(g, (\psi_B \vee 1)^{-1} B g) : g \in \mathcal{D}(B)\}$, $B_0$ is graph separable (see Section A.5).

(v) $a, b \in M(E), a \geq 0, r > 0$ and $ra - b \geq 0$. 
We have the following generalization of the results of Section 2.2.

**Theorem 3.2.** Assume Condition 3.1. For \( x \in E^n \) and \( u \in [0, \infty)^n \), let
\[
\psi(x, u) = 1 + \sum_{i=1}^{n} (\psi_B(x_i) + a(x_i) + |b(x_i)|) e^{-u_i}
\]
and
\[
\tilde{\psi}(x) = 1 + \sum_{i=1}^{n} (\psi_B(x_i) + a(x_i) + |b(x_i)|)(1 - e^{-r}).
\]

If \( X \) is a solution of the martingale problem for \( C \) satisfying
\[
E \left[ \int_0^t \tilde{\psi}(X(s)) \, ds \right] < \infty \quad \text{for all } t \geq 0,
\]
then there is a solution \((\tilde{X}, \tilde{U})\) of the martingale problem for \( A_r \) such that \( X \) and \( \tilde{X} \) have the same distribution.

**Remark 3.3.** For many models, \( \psi_B, a \) and \( b \) will be uniformly bounded, and the moment conditions (3.3) will hold as long as \( E[X(0)] < \infty \).

**Proof of Theorem 3.2.** Note that
\[
|A_r f(x, u, n)| \leq (2r + (1 + r^2 + r)d_g) e^{r\psi}(x, u),
\]
where \( d_g \) depends on the \( g_{1,l}, g_{2,l}, \partial g_{2,l} \) and \( B \prod g_{1,k}^{l_k} \) for all choices of \( \{l_1, \ldots, l_j\} \subset \{1, \ldots, m\} \). The result then follows by application of Theorem A.15.

Theorem 3.2 applies to finite branching Markov processes. Similar results also hold for locally finite processes.

**Theorem 3.4.** In addition to Condition 3.1, assume that
\[
\int_0^\infty |g(x, u) - 1| \, du + \sup_u (u + u^2) \partial_a g(x, u) \leq c_g \psi_B(x).
\]
For \( x \in E^n \) and \( u \in [0, \infty)^n \), let
\[
\psi(x, u) = 1 + \sum_{i=1}^{\infty} \psi_B(x_i)(1 + a(x_i) + |b(x_i)|) e^{-u_i}
\]
and
\[
\tilde{\psi}(x) = 1 + \sum_{i=1}^{\infty} \psi_B(x_i)(1 + a(x_i) + |b(x_i)|)(1 - e^{-r}).
\]
If $X$ is a solution of the martingale problem for $C$ satisfying
\[
E \left[ \int_0^t \tilde{\psi}(X(s)) \, ds \right] < \infty \quad \text{for all } t \geq 0,
\]
then there is a solution $(\tilde{X}, \tilde{U})$ of the martingale problem for $A_r$ such that $X$ and $\tilde{X}$ have the same distribution.

**Proof.** Note that $A_r f(x, u, n) \leq 2c g \psi(x, u)$. The result then follows by application of Theorem A.15. □

**Example 3.5.** Suppose that $a$ and $b$ are bounded, and $B$ is a diffusion operator with bounded drift and diffusion coefficients. Then we can take $D(B)$ to be the collection of nonnegative $C^2$-functions with compact support and $\psi_B(z) = \frac{1}{(1+|z|^2)}$, for $\beta > 0$. If $E[\sum \psi_B(X_i(0))] < \infty$, then there exists a solution of the martingale problems for $C$ satisfying $\sup_{s \leq t} E[\sum \psi_B(X_i(s))] < \infty$ and hence $E[\int_0^t \tilde{\psi}(X(s)) \, ds] < \infty$.

3.2. Basic limit theorem. As in Section 2.3, if $r \to \infty$, $Af$ given by (3.1) becomes
\[
Af(x, u) = f(x, u) \sum_i B g(x_i, u_i) \frac{g(x_i, u_i)}{g(x_i, u_i)}
\]
\[
+ f(x, u) \sum_i 2a(x_i) \int_{u_i}^{r_g} (g(x_i, v) - 1) \, dv
\]
\[
+ f(x, u) \sum_i (a(x_i) u_i^2 - b(x_i) u_i) \frac{\partial_v g(x_i, u_i)}{g(x_i, u_i)},
\]
where $g: E \times [0, \infty) \to (0, 1]$ has the property that there exists $r_g$ such that $g(z, v) = 1$ for $v > r_g$, and $f(x, u) = \prod_i g(x_i, u_i)$. We can identify the state space of the corresponding process with a subset of $(E \times [0, \infty))^{\infty}$ or, since order is not important, with a subset of $N(E \times [0, \infty))$, the counting measures on $E \times [0, \infty)$. Define
\[
N_f(E \times [0, \infty)) = \{ \mu \in N(E \times [0, \infty)) : \mu(E \times [0, u]) < \infty \forall 0 < u < \infty \},
\]
where the topology for $N_f(E \times \infty)$ is given by the requirement that $\mu_n \to \mu$ if and only if $\int f \, d\mu_n \to \int f \, d\mu$ for all $f \in C(E \times [0, \infty)$ for which there exists $u_f > 0$ such that $f(x, u) = 0$ for $u \geq u_f$. (See Section A.3 for a discussion of the appropriate topology to use in the infinite measure setting.)
As \( r \to \infty \), the particle process converges to a process in which particle locations evolve as independent Markov processes with generator \( B \), levels satisfy (3.2), a particle with level \( U_i(t) \) gives birth to new particles at its location \( X_i(t) \) and level in the interval \([U_i(t) + c, U_i(t) + d]\) at rate \( 2a(X_i(t))(d - c) \). A particle dies when its level hits \( \infty \). The level of a particle born at time \( t_0 \) (or in the initial population, if \( t_0 = 0 \)) with initial level \( U_i(t_0) \) satisfies

\[
U_i(t) = \frac{U_i(t_0) e^{-\int_0^t b(X_i(s)) \, ds}}{1 - U_i(t_0) \int_0^t e^{-\int_0^s b(X_i(v)) \, ds} a(X_i(v)) \, dv},
\]

until it hits infinity. If \( b \leq 0 \) and \( a \) is bounded away from zero, then \( U_i \) will hit infinity in finite time.

If we extend the path \( X_i \) back along its ancestral path to time zero, we would have

\[
U_i(t) \geq \frac{u_0 e^{-\int_0^t b(X_i(s)) \, ds}}{1 - u_0 \int_0^t e^{-\int_0^s b(X_i(v)) \, ds} a(X_i(v)) \, dv},
\]

where \( u_0 \) is the level of the particle’s ancestor at time zero, and \( X_i(s) \) is the position of the ancestor at time \( s \leq t \). Since we are assuming that the initial position of an offspring is that of the parent, \( X_i \) is a solution of the martingale problem for \( B \).

**Proposition 3.6.** Let \((X, U)\) be a solution of the martingale problem for \( A \) given by (3.5). Let \((X^r, U^r)\) consist of the subset of particles for which \( U_i < r \), that is,

\[
\sum \delta_{(X_i^r(t), U_i^r(t))} = \sum \delta_{(X_i(t), U_i(t))} \mathbf{1}_{[0, r)}(U_i(t)).
\]

If \( a(z)r - b(z) \geq 0 \) for all \( z \in E \), then \((X^r, U^r)\) is a solution of the martingale problem for \( A_r \) given by (3.1).

**Remark 3.7.** The condition \( a(z)r - b(z) \geq 0 \) for all \( z \in E \) ensures that any particle that is above level \( r \) at time \( t \) will stay above level \( r \) at all future times.

**Proof of Proposition 3.6.** The proposition follows by the observation that \( A_r \) can be obtained from \( A \) by restricting the domain to \( f(x, u) = \prod_i g(x_i, u_i) \) for which \( g(z, v) = 1 \) for \( v \geq r \). \( \square \)
3.3. The genealogy. Assume for the moment that \( a \) and \( b \) do not depend on \( x \). If the location process has the property that at the time of a birth only the offspring has the same location as the parent (e.g., if the location process is Brownian motion), then the full genealogy can be recovered from knowledge of the levels and locations. The collection of ancestors at time \( t < T \) of the particles alive at time \( T \) is \( \{ (X_i(t), U_i(t)) : U_i(t) < u_T(t) \} \), where \( u_T(t) \) is given by (2.6). The number of particles in this collection is non-decreasing in \( t \) and increases only by jumps of +1. The parent of the new particle is identifiable by the fact that only the parent and the offspring will be at the same location.

If \( a \) and \( b \) depend on \( x \), the full genealogy is still determined by the locations and levels of the particles, but recovering the genealogy is more complicated since it may not be possible to tell whether or not a particle \( (X_i(t), U_i(t)) \) has descendants alive at time \( T > t \) just from information available at time \( t \). However, some easy observations can be made. For example, if \( \inf_x a(x) > 0 \) and \( \sup_x b(x) < \infty \), then for \( t < T \), all particles alive at time \( T \) are descendants of finitely many particles alive at time \( t \).

3.4. The measure-valued limit. The generator for a Dawson–Watanabe superprocess is typically of the form

\[
C\hat{f}(\mu) = \exp\{-\langle h, \mu \rangle\} \int_E (-Bh(y) - F(h(y), y)) \mu(dy),
\]

for \( \hat{f}(\mu) = \exp\{-\langle h, \mu \rangle\} \), where \( \langle h, \mu \rangle = \int_E h(y) \mu(dy) \) and \( h \) is an appropriate function in \( \mathcal{D}(B) \) (see, e.g., Theorem 9.4.3 of \([9]\)). For superprocesses arising from branching models with offspring distributions having finite variances, \( F \) should be of the form \( F(h(y), y) = -a(y)h(y)^2 + b(y)h(y) \).

For \( \mu \in \mathcal{M}_f(E) \), let \( \alpha(\mu, dx \times du) \) be the distribution of a Poisson random measure on \( E \times [0, \infty) \) with mean measure \( \mu \times \Lambda \). Then setting \( h(y) = \int_0^\infty (1 - g(y, v)) dv \),

\[
\tilde{f}(\mu) = \alpha f(\mu) = \int f(x, u) \alpha(\mu, dx \times du)
\]

\[
= \exp\left\{ \int_E \int_0^\infty (g(y, v) - 1) dv \mu(dy) \right\}
\]

\[
= \exp\{-\langle h, \mu \rangle\}.
\]

Using Lemma A.3, we have

\[
\alpha Af(\mu) = \int_E \int_0^\infty Bg(y, v) dv \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]

\[
+ \int_E \int_0^\infty 2a(y)g(y, z) \int_z^\infty (g(y, v) - 1) dv \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
+ \int_E \int_0^\infty (a(y)v^2 - b(y)v) \partial_v g(y, v) \, dv \, \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
= \int_E \int_0^\infty B g(y, v) \, dv \, \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
+ \int_E \int_0^\infty 2a(y)g(y, z) \int_z^\infty (g(y, v) - 1) \, dv \, dz \, \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
- \int_E \int_0^\infty (2a(y)v - b(y))(g(y, v) - 1) \, dv \, \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
= \int_E \int_0^\infty B g(y, v) \, dv \, \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
+ \int_E \int_0^\infty 2a(y)g(y, z) \int_z^\infty (g(y, v) - 1) \, dv \, dz \, \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
- \int_E \int_0^\infty 2a(y) \int_z^\infty (g(y, v) - 1) \, dv \, \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
+ \int_E \int_0^\infty b(y)(g(y, v) - 1) \, dv \, \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
= \int_E \int_0^\infty B g(y, v) \, dv \, \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
+ \int_E a(y) \left( \int_0^\infty (g(y, v) - 1) \, dv \right)^2 \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
+ \int_E \int_0^\infty b(y)(g(y, v) - 1) \, dv \, \mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
= \int_E (-Bh(y) + a(y)h(y)^2 - b(y)h(y)) \mu(dy) \exp\{-\langle h, \mu \rangle\} = C \hat{f}(\mu).
\]

But \(C\) is the generator for a superprocess, so for each \(\mu \in \mathcal{M}_f(E)\), there exists a solution \(Z\) of the martingale problem for \(C\) with \(Z(0) = \mu\) and hence a solution \((X, U)\) of the martingale problem for \(A\) with initial distribution \(\alpha(\mu, \cdot)\).

The mapping \(\gamma : \mathcal{N}_f(E \times [0, \infty)) \to \mathcal{M}_f(E)\) used in the application of Theorem A.15 is given by

\[
\gamma \left( \sum \delta_{(x_i, u_i)} \right) = \begin{cases} 
\lim_{r \to \infty} \frac{1}{r} \sum_{u_i \leq r} \delta_{x_i}, & \text{if the measures converge in the weak topology,} \\
\mu_0, & \text{otherwise,}
\end{cases}
\]

where \(\mu_0\) is a fixed element of \(\mathcal{M}_f(E)\). The solution \(\sum \delta_{(X(t), U(t))}\) of the martingale problem for \(A\) is a conditionally Poisson random measure (see
Section A.2) with Cox measure \( Z(t) \). Consequently, the particles determine \( Z \) by

\[
Z(t) = \lim_{r \to \infty} \frac{1}{r} \sum_{U_i(t) \leq r} \delta_{X_i(t)}.
\]

Since by Proposition 3.6 and Theorem 3.2, \( Z^r(t) = \frac{1}{r} \sum_{U_i(t) \leq r} \delta_{X_i(t)} \) is the normalized empirical measure for a branching Markov process, (3.6) gives the convergence of the normalized branching Markov process to the corresponding Dawson–Watanabe superprocess (cf. [4, 49]).

4. Examples and extensions.

4.1. A model with immigration. The simplest immigration process assumes that the space–time point process giving the arrival times and locations of the immigrants is a Poisson process. Assuming temporal homogeneity, immigration is introduced by adding the generator of a space–time-level Poisson random measure. Let \( \nu \) be the intensity of immigration, that is, \( \nu(A) \Delta t \) is approximately the probability that an individual immigrates into \( A \subset E \) in a time interval of length \( \Delta t \). The generator becomes

\[
Af(x, u) = f(x, u) \sum_i \frac{Bg(x_i, u_i)}{g(x_i, u_i)}
+ f(x, u) \sum_i 2a(x_i) \int_{u_i}^{r_g} (g(x_i, v) - 1) \, dv
+ f(x, u) \int_{0}^{r_g} \int_{E} (g(z, v) - 1) \nu(dz) \, dv
+ f(x, u) \sum_i (a(x_i) u_i^2 - b(x_i) u_i) \frac{\partial g(x_i, u_i)}{g(x_i, u_i)}.
\]

(4.1)

Noting that the generator for finite \( r \) is obtained from \( A \) by restricting the domain to the collection of \( g \) with \( r_g \leq r \), if \( ra(x) - b(x) \geq 0 \), for all \( x \), the generator of the corresponding branching Markov process with immigration is

\[
C_{r} \tilde{f}(x, n) = \sum_{i=1}^{n} B_{x_i} \tilde{f}(x, n) + \sum_{i=1}^{n} ra(x_i)(\tilde{f}(b(x|x_i), n + 1) - \tilde{f}(x, n))
+ \sum_{i=1}^{n} (ra(x_i) - b(x_i))(\tilde{f}(d(x|x_i), n - 1) - \tilde{f}(x, n))
+ \int_{E} (\tilde{f}(b(x|z), n + 1) - \tilde{f}(x, n)) \nu(dz).
\]
For \( r = \infty \), setting \( h(x) = \int_{0}^{\infty} (1 - g(x,v)) \, dv \) as before, the generator for the measure-valued process is

\[
C\hat{f}(\mu) = \alpha Af(\mu) = (\langle -Bh + ah^2 - bh, \mu \rangle - \langle h, \nu \rangle) \exp\{-\langle h, \mu \rangle\},
\]

for \( \hat{f}(\mu) = \exp\{-\langle h, \mu \rangle\} \).

Early results on branching Markov processes with immigration include \([19, 27]\). Work on limiting measure-valued processes with immigration includes \([8, 37–39, 48]\).

4.2. Conditioning on nonextinction. In the limiting model considered in Section 3.2, let \( a \) and \( b \) be constant and \( b < 0 \). Let \( \tau \) be the time of extinction and let \( U_s(0) \) be the minimum of the initial levels. Then \( \tau \) is the solution of

\[
1 - U_s(0)a^{-b} (1 - e^{-b\tau}) = 0,
\]

so \( \tau = -\frac{1}{b} \log \frac{U_s(0)a - b}{U_s(0)a} \).

If \( Z(0) = \mu_0 \), then \( U_s(0) \) is exponentially distributed with parameter \( \mu_0(E) \) and

\[
P\{\tau > T\} = P\left\{ U_s(0) < \frac{b}{a(1 - e^{-bT})} \right\} = 1 - \exp\left\{ -\frac{b\mu_0(E)}{a(1 - e^{-bT})} \right\}.
\]

The case \( b = 0 \) is obtained by passing to the limit so that \( P\{\tau > T\} = 1 - \exp\{-\mu_0(E)/(aT)\} \).

As in Section 2.2.1, conditioning on \( \{\tau > T\} \) and letting \( T \to \infty \) is equivalent to conditioning on the initial Poisson process having a level at zero. The resulting generator becomes

\[
Af(x,u) = f(x,u) \sum_i \frac{B g(x_i, u_i)}{g(x_i, u_i)} + f(x,u) \sum_{u_i > 0} 2a \int_{u_i}^{r_q} (g(x_i, v) - 1) \, dv
\]

\[
+ f(x,u) \sum_{u_i > 0} 2a \int_{u_i}^{r_q} (g(x_0, v) - 1) \, dv + f(x,u) 2a \int_{0}^{r_q} (g(x_0, v) - 1) \, dv
\]

\[
+ f(x,u) \sum_{u_i > 0} (au_i^2 - bu_i) \frac{\partial u_i g(x_i, u_i)}{g(x_i, u_i)},
\]

where the \( u_i \) are the nonzero levels, and the generator for the conditioned measure-valued process is given by setting

\[
\alpha_0 f(\mu) = \int f(x,u)\alpha_0(\mu, dx \times du)
\]

\[
= \frac{1}{|\mu|} \int_E g(z,0)\mu(dz) \exp\{-\langle h, \mu \rangle\}
\]
and

\[ \alpha_0 Af(\mu) = \langle -Bh(y) + ah(y)^2 - b(y)h(y), \mu \rangle \]

\[ \times \frac{1}{|\mu|} \int_E g(z,0)\mu(dz) \exp\{-\langle h,\mu \rangle \} \]

\[ + \frac{1}{|\mu|} \int_E (Bg(z,0) - 2ag(z,0)h(z))\mu(dz) \exp\{-\langle h,\mu \rangle \}. \]

Note that \( \alpha_0 \) is the distribution of \( \xi = \delta_0, Z_0 + \sum_{i=1}^{\infty} \delta(U_i, Z_i) \), where \( \{U_i, i \geq 1\} \) is a Poisson process with intensity \( \mu(E) \), and \( Z_0, Z_1, \ldots \) are i.i.d. with distribution \( \mu(\cdot)/\mu(E) \).

For earlier work, see [10, 12, 20, 36, 40]. In particular, the particle at level zero in the construction above is the “immortal particle” of Evans [10].

4.3. Conditioning on extinction. As in Section 2.2.2, if \( a \) and \( b \) are constant and \( b > 0 \), then conditioning on extinction is equivalent to conditioning on \( U_i(0) > \frac{b}{a} \). Defining \( V_i(t) = U_i(t) - \frac{b}{a} \), the generator for the conditioned process is

\[ Af(x,v) = f(x,v) \sum_i \frac{Bg(x_i, v_i)}{g(x_i, v_i)} \]

\[ + f(x,v) \sum_{i>0} 2a \int_{v_i}^{r_0} (g(x_i, v) - 1) dv \]

\[ + f(x,v) \sum_{i>0} (av_i^2 - bv_i) \frac{\partial_v g(x_i, v_i)}{g(x_i, v_i)}, \]

and the generator of the measure-valued process is

\[ C \hat{f}(\mu) = \int_E (-Bh(y) + ah(y)^2 + bh(y))\mu(dy) \exp\{-\langle h,\mu \rangle \}, \]

for \( \hat{f}(\mu) = \exp\{-\langle h,\mu \rangle \} \). In other words, conditioning a supercritical process on extinction replaces the supercritical process by a subcritical one. This result is originally due to Evans and O’Connell [11].

4.4. Models with multiple simultaneous births. We now consider continuous-time, branching Markov processes with general offspring distributions. The general theory of branching Markov processes was developed by Ikeda, Nagasawa and Watanabe in a long series of papers [21–24] following earlier work by several authors. The particle representation is substantially more complicated and passage to the infinite population limit more delicate.
As above, the particles move independently in $E$ according to a generator $B$. A particle at position $x \in E$ with level $u$ gives birth to $k$ offspring at rate $(k+1)a_k^{(r)}(x)(r-u)^{k-1}$. New particles have the location of the parent, but their levels are uniformly distributed on $[u,r)$. Then for $f(x,u,n) = \prod_{i=1}^n g(x_i,u_i)$,

$$A_r f(x,u,n) = f(x,u,n) \sum_{i=1}^n \frac{B g(x_i,u_i)}{g(x_i,u_i)} + f(x,u,n) \sum_{i=1}^n \sum_{k=1}^{\infty} \frac{(k+1)a_k^{(r)}(x_i)}{r^{k-1}}$$

(4.4)

$$+ f(x,u,n) \sum_{i=1}^n \left( \sum_{k=1}^{\infty} r^2 a_k^{(r)}(x_i) \left[ \left(1 - \frac{u_i}{r} \right)^{k+1} - 1 + (k+1)\frac{u_i}{r} \right] - b(x_i) \frac{\partial}{\partial u_i} g(x_i,u_i) \right).$$

Now, the levels satisfy the equation

$$\dot{U}_i(t) = \sum_{k=1}^{\infty} r^2 a_k^{(r)}(X_i(t)) \left[ \left(1 - \frac{U_i(t)}{r} \right)^{k+1} - 1 + (k+1)\frac{U_i(t)}{r} \right] - b(X_i(t)) U_i(t).$$

(4.5)

Defining $g(x) = \frac{1}{r} \int_0^r g(x,v) \, dv$ and integrating (4.4) with respect to $\alpha(n,du)$, the uniform measure on $[0,r]^n$, we have that

$$\int A_r f(x,u,n) \alpha(n,du) = C_r f(x,n)$$

(4.6)

$$= f(x,n) \sum_{i=1}^n \frac{B g(x_i)}{g(x_i)}$$

$$+ f(x,n) \sum_{i=1}^n \sum_{k=1}^{\infty} r a_k^{(r)}(x_i)[g(x_i)^k - 1]$$
which is the generator of a branching process with multiple births with
birth rates \( r a_k(x) \), death rate \( r \sum_{k=1}^{\infty} k a_k(x) \) (provided this expression is nonnegative) and particles moving according to the generator \( B \). The analog of Theorem 3.2 holds with \( a(x) \) replaced by \( \sum_{k=1}^{\infty} k a_k(x) \) in the
definition of \( \psi \) and \( \tilde{\psi} \).

We define

\[
\Lambda^{(r)}(x, u) = \sum_{k=1}^{\infty} r(k + 1) a_k^{(r)}(x) \left[ 1 - \left( 1 - \frac{u}{r} \right)^k \right]
\]

and assume that

\[
\lim_{r \to \infty} \Lambda^{(r)}(x, u) = \lim_{r \to \infty} \sum_{k=1}^{\infty} r(k + 1) a_k^{(r)}(x) \left[ \sum_{l=1}^{k} \binom{k}{l} (-1)^{l+1} \left( \frac{u}{r} \right)^{l} \right]
\]

exists uniformly for \( x \in E \) and \( u \) in bounded intervals. This condition is
essentially (9.4.36) of [9].

Observe that

\[
\int_{0}^{u} \Lambda^{(r)}(x, v) \, dv = \sum_{k=1}^{\infty} r^2 a_k^{(r)}(x) \left[ \left( 1 - \frac{u}{r} \right)^{k+1} - 1 + (k + 1) \frac{u}{r} \right],
\]

so that (4.5) becomes

\[
\dot{U}_i(t) = \int_{0}^{U_i(t)} \Lambda^{(r)}(X_i(s), v) \, dv - b(X_i(t)) U_i(t)
\]

and

\[
\int_{0}^{r} \Lambda^{(r)}(x, v) \, dv = \sum_{k=1}^{\infty} r^2 k a_k^{(r)}(x),
\]

so that the death rate for the branching process can be written as \( r^{-1} \int_{0}^{r} \Lambda^{(r)}(x, v) \, dv - b(x) \).

As in [31],

\[
\partial^m \Lambda^{(r)}(x, u) \equiv \frac{\partial^m}{\partial u^m} \Lambda^{(r)}(x, u)
\]
\[
(4.9) \quad (-1)^{m+1} \sum_{k=m}^{\infty} a_k^{(r)}(x) \frac{(k+1)\cdots(k-m+1)}{r^{m-1}} \times \left(1 - \frac{u}{r}\right)^{k-m}.
\]

Each of the derivatives is a monotone function of \(u\), and since
\[
\partial_{m-1}^{(r)}(x, b) - \partial_{m-1}^{(r)}(x, a) = \int_a^b \partial_{m}^{(r)}(x, u) \, du,
\]

it follows by the convergence of \(\Lambda^{(r)}\) and induction on \(m\) that each \(\partial_{m}^{(r)}(x, u)\) converges uniformly in \(u\) on bounded intervals that are bounded away from zero. Consequently, \(\Lambda\) is infinitely differentiable in \(u\), and for \(0 < u_1 < u_2 < \infty\),
\[
\lim_{r \to \infty} \sup_{u_1 \leq u \leq u_2} |\partial_{m}^{(r)}(x, u) - \partial_{m}^{(r)}(x, u)| = 0.
\]

The fact that the derivatives alternate in sign implies that \(\partial^1 \Lambda(x, \cdot)\) is completely monotone and hence can be represented as
\[
\partial^1 \Lambda(x, u) = \int_0^\infty e^{-uz\hat{\nu}(x, dz)}
\]
for some \(\sigma\)-finite measure \(\hat{\nu}(x, \cdot)\). Writing \(\hat{\nu}(x, \cdot) = 2a_0(x)\delta_0 + \nu(x, \cdot)\) with \(\nu(x, \{0\}) = 0\),
\[
\Lambda(x, u) = 2a_0(x)u + \int_0^\infty z^{-1}(1 - e^{-uz})\nu(x, dz).
\]

Let \(g\) satisfy \(g(x, v) = 1\), for \(v \geq u_g\), and define
\[
h(x, u) = \int_u^{u_g} (1 - g(x, v)) \, dv.
\]

If \(r > u_g\) and there are \(n\) particles below level \(r\), then (4.4) may be written as
\[
A_r f(x, u, n) = f(x, u, n) \sum_{i=1}^n \frac{Bg(x_i, u_i)}{g(x_i, u_i)}
+ f(x, u, n) \times \sum_{i=1}^n \sum_{k=1}^\infty r(k+1)
\]

\[
\times \left(1 - \frac{u}{r}\right)^{k-m}.
\]
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\[ \times a_k^r(x_i) \left\{ \left( 1 - \frac{u_i + h(x_i, u_i)}{r} \right)^k - \left( 1 - \frac{u_i}{r} \right)^k \right\} \]

\[ + f(x, u, n) \sum_{i=1}^n \left( \int_0^{u_i} \Lambda^r(x_i, v) \, dv - b(x_i) u_i \right) \frac{\partial g(x_i, u_i)}{g(x_i, u_i)}. \]

Then, by (4.7) and the definition of \( h \), we have

\[ Af(x, u) \]

\[ = \lim_{r \to \infty} A_r f(x, u) \]

\[ = f(x, u) \sum_i \frac{B g(x_i, u_i)}{g(x_i, u_i)} \]

\[ + f(x, u) \sum_i (\Lambda(x_i, u_i) - \Lambda(x_i, u_i + h(x_i, u_i))) \]

\[ + f(x, u) \sum_i \left( \int_0^{u_i} \Lambda(x_i, v) \, dv - b(x_i) u_i \right) \frac{\partial g(x_i, u_i)}{g(x_i, u_i)} \]

\[ = f(x, u) \sum_i \frac{B g(x_i, u_i)}{g(x_i, u_i)} \]

\[ + f(x, u) \sum_i 2a_0(x_i) \int_0^{u_i} (g(x_i, v) - 1) \, dv \]

\[ + f(x, u) \sum_i \int_0^{\infty} \left( e^{\int_0^{u_i} (g(x_i, v) - 1) \, dv} - 1 \right) e^{-z u_i} \nu(x_i, dz) \]

\[ + f(x, u) \sum_i \left( a_0(x_i) u_i^2 - b(x_i) u_i \right) \]

\[ + \int_0^{\infty} z^{-1} (u_i - z^{-1} (1 - e^{-u_i z})) \nu(x_i, dz) \frac{\partial g(x_i, u_i)}{g(x_i, u_i)}. \]

Note that the second term on the right-hand side has the same interpretation as the second term on the right-hand side of (3.5). To understand the third term, recall that if \( \xi = \sum_i \delta_{\tau_i} \) is a Poisson process on \([0, \infty)\) with parameter \( \lambda \), then

\[ E \left[ \prod g(\tau_i) \right] = e^{\lambda \int_0^{\infty} (g(v) - 1) \, dv}. \]

Consequently, the third term determines bursts of simultaneous offspring at the location \( x_i \) of the parent and with levels forming a Poisson process with intensity \( z \) on \([u_i, \infty)\).
Setting \( h(x) = h(x, 0) = \int_0^\infty (1 - g(x, v)) \, dv \) and \( \hat{f}(\mu) = \exp\{-\langle h, \mu \rangle\} \),

\[
C \hat{f}(\mu) = \alpha A f(\mu)
\]

\[
= \int_E \left( -B h(y) + \int_0^{h(y)} \Lambda(y, z) \, dz - \int_0^{h(y)} B h(y) \right) \mu(dy) \exp\{-\langle h, \mu \rangle\}.
\]

Based on the above calculations, we have the following theorem.

**Theorem 4.1.** Let \( B \subset \overline{C}(E) \times \overline{C}(E) \) satisfy Condition 3.1, and let the martingale problem for \( B \) be well posed. Assume that for \( r \geq r_0 \),

\[
\inf_{x} \left( \sum_{k=1}^{\infty} k a_k^{(r)}(x) - b(x) \right) \geq 0
\]

and that the convergence in (4.7) is uniform in \( x \). Let \( K(0) \) be a finite random measure on \( E \), and let \( \xi^r(0) \) be a solution of the martingale problem for \( A_r \), such that \( \xi^r(0) \) is conditionally Poisson on \( E \times [0, r] \) with mean measure \( K(0) \times \Lambda \). Then \( \xi^r \Rightarrow \xi \) where \( \xi \) is a solution of the martingale problem for \( A \).

**Proof.** For \( r > q \), let \( \xi^{(q),r} \) denote the restriction of \( \xi^r \) to \( E \times [0, q] \) and similarly for \( \xi^{(q)} \). It is enough to prove that \( \xi^{(q),r} \Rightarrow \xi^{(q)} \) for each \( q > r_0 \). The generator for \( \xi^{(q),r} \) is the restriction of \( A_r \) to functions \( f \in D(A_r) \) such that the corresponding branching Markov process has generator \( C_{r,q} f = A_r f \) satisfies

\[
A_{r,q} f(x, u, n)
\]

\[
= \sum_{i=1}^{n} \frac{B g(x, u_i)}{g(x, u_i)}
\]

\[
+ \sum_{i=1}^{n} \sum_{m=1}^{\infty} \frac{1}{m!} (-1)^{m+1} \partial^{m} \Lambda^{(r)}(x_i, q)
\]

\[
\times \int_{[u_i, q]^m} \left[ \prod_{l=1}^{m} g(x_i, v_l) \right] - 1 \, dv_1 \cdots dv_m
\]

\[
+ \sum_{i=1}^{n} \left( \int_0^{u_i} \Lambda^{(r)}(x, v) \, dv - \int_0^{x_i} \Lambda^{(r)}(x, u) \, du \right) \frac{\partial g(x_i, u_i)}{g(x_i, u_i)}
\]

and the corresponding branching Markov process has generator

\[
C_{r,q} f(x, n)
\]
\[
= f(x, n) \sum_{i=1}^{n} \frac{B g(x_i)}{g(x_i)} \\
+ f(x, n) \sum_{i=1}^{n} \sum_{m=1}^{\infty} \frac{1}{(m+1)!} (-1)^{m+1} \partial^{m} \Lambda^{(r)}(x, q) q^{m}[g(x)^{m} - 1] \\
+ f(x, n) \sum_{i=1}^{n} \left( \frac{1}{q} \int_{0}^{q} \Lambda^{(r)}(x, v) dv - b(x_i) \right) \left[ \frac{1}{g(x_i)} - 1 \right].
\]

The convergence of \(\xi^{(q,r)}\) follows by the convergence assumptions on \(\Lambda^{(r)}\).
\(\square\)

The measure \(\nu(x, \cdot)\) is nonzero only if the offspring distribution has a "heavy tail." If \(a_{r}^{(r)}(x) = a_k(x)\) and

\[
\sum_{k=1}^{\infty} (k+1)ka_k(x) < \infty,
\]

then

\[
\Lambda(x, u) = \lim_{r \to \infty} \sum_{k=1}^{\infty} r(k+1)a_k(x) \left[ 1 - \left( 1 - \frac{u}{r} \right)^{k} \right] = \sum_{k=1}^{\infty} (k+1)ka_k(x)u
\]

and

\[
Af(x, u) = f(x, u) \sum_{i} \frac{B g(x_i, u_i)}{g(x_i, u_i)} \\
+ f(x, u) \sum_{i} \sum_{k=1}^{\infty} (k+1)ka_k(x_i) \int_{u_i}^{u} [g(x_i, v) - 1] dv \\
+ f(x, u) \sum_{i} \left( \sum_{k=1}^{\infty} (k+1)ka_k(x_i) \frac{2}{u_i^2} u_i^2 - b(x_i)u_i \right) \frac{\partial u_i g(x_i, u_i)}{g(x_i, u_i)},
\]

which is essentially \((3.5)\).

For scalar branching processes with general offspring distributions, convergence to possibly discontinuous continuous state branching processes was proved by Grimvall [16] (see [9], Section 9.1). Convergence in the measure-valued setting is given in [49] and [4] for offspring distributions with finite second moment and more generally in [9], Theorem 9.4.3. Fitzsimmons [13] gives a very general construction of these processes.

If \(\nu\) is not zero, then the genealogy of the process is much more complicated than that described in Sections 2.4 and 3.3. Assume that \(\Lambda\) and \(b\) do
not depend on $x$, and define
\[
\hat{\Lambda}(u) \equiv \int_0^u \Lambda(v) \, dv - bu = 2a_0 u^2 - bu + \int_0^\infty z^{-2} (zu - 1 + e^{-uz}) \nu(dz).
\]
If $u_T$ satisfies
\[
\dot{u}_T(t) = \hat{\Lambda}(u_T(t)),
\]
$u_T(t) < \infty$ for $t < T$ and $\lim_{t \to T^-} u_T(t) = \infty$, then it is still the case that the collection of ancestors at time $t < T$ of the population alive at time $T$ is $\{(X_i(t), U_i(t)) : U_i(t) < u_T(t)\}$, but $u_T$ may not exist. In fact, since if $\dot{u} = \hat{\Lambda}(u)$
\[
\int_{u(t_1)}^{u(t_2)} \frac{1}{\hat{\Lambda}(v)} \, dv = t_2 - t_1,
\]
$u_T$ exists if and only if
\[
\int_u^\infty \frac{1}{\hat{\Lambda}(v)} \, dv < \infty
\]
for $u$ sufficiently large, which always holds if $a_0 > 0$. In the critical and subcritical cases, this condition is equivalent to extinction with probability one as was noted by Bertoin and Le Gall ([2], page 167).

This finite ancestry property or coming down from infinity of the genealogy has been studied for a variety of population models. See [47] and [1] for results in the Fleming–Viot setting. The equivalence of the conditions for Fleming–Viot and Dawson–Watanabe processes is given in ([2], page 171).

The argument in Section 2.2.3 can undoubtedly be extended to the present setting. This development will be carried out elsewhere.

4.5. Model with exponentially distributed levels. The discrete models that we have considered have been formulated with levels that are uniformly distributed on an interval. That is not necessary, and other distributions may be convenient in other contexts. We illustrate this flexibility by formulating a model for a simple branching process with levels that are exponentially distributed. The dynamics of the levels change, and the correct dynamics are determined by essentially working backwards from the answer.

As before, let $f(u, n) = \prod_{i=1}^n g(u_i)$ where $0 \leq g \leq 1$ and $g(u_i) = 1$ for $u_i \geq u_g$. Let
\[
A_r f(u, n) = f(u, n) \sum_{i=1}^n 2a \int_{u_i}^{\infty} e^{-v/r} (g(v) - 1) \, dv + f(u, n) \sum_{i=1}^n G_r(u_i) \frac{g'(u_i)}{g(u_i)},
\]
where $G_r$ will be determined below. Note that a particle at level $u_i$ is giving birth at rate $2are^{-u_i/r}$, and the levels satisfy
\[
\dot{U}_i(t) = G_r(U_i(t)).
\]
Let $\alpha_r(n,du)$ be the distribution of $n$ independent exponential random variables with mean $r$, and define $e^{-\lambda_g} = r^{-1} \int_0^\infty g(v)e^{-v/r} \, dv$ so
\[ \hat{f}(n) = \int f(u,n)\alpha_r(n,du) = e^{-\lambda_g n}. \]

To calculate $\int A_r f(u,n)\alpha_r(n,du)$, observe that
\[
\begin{align*}
-1\int_0^\infty e^{-z/r}G_r'(z)g'(z)dz &= -r^{-1}\int_0^\infty e^{-z/r}(G_r'(z) - r^{-1}G_r(z))(g(z) - 1)dz \\
&= -r^{-1}\int_0^\infty e^{-z/r}(G_r'(z) - r^{-1}G_r(z))g(z)dz \\
&\quad + r^{-1}\int_0^\infty e^{-z/r}(G_r'(z) - r^{-1}G_r(z))dz.
\end{align*}
\]

Then for
\[ G_r'(z) - r^{-1}G_r(z) = e^{z/r} \frac{d}{dz}(e^{-z/r}G_r(z)) = 2ar(1 - e^{-z/r}) - b, \]
we have
\[ e^{-z/r}G_r(z) = 2ar \left( r(1 - e^{-z/r}) - \frac{r}{2}(1 - e^{-2z/r}) \right) - br(1 - e^{-z/r}) \]
and
\[
\begin{align*}
\int A_r f(u,n)\alpha_r(n,du) &= n e^{-\lambda_g(n-1)} \left( are^{-2\lambda_g} - r^{-1}\int_0^\infty e^{-z/r}(G_r'(z) - r^{-1}G_r(z) \\
&\quad + 2are^{-z/r})g(z)dz \\
&\quad + r^{-1}\int_0^\infty e^{-z/r}(G_r'(z) - r^{-1}G_r(z))dz) \right) \\
&= C_r \hat{f}(n),
\end{align*}
\]
where
\[ C_r \hat{f}(n) = \text{ran}(\hat{f}(n+1) - \hat{f}(n)) + (ra - b)n(\hat{f}(n-1) - \hat{f}(n)) \]
is the generator of a branching process.

Note that as \( r \to \infty \), \( G_r(z) \) converges to \( az^2 - bz \), and hence, \( A_r \) converges to \( A \) given by (2.4).

4.6. Multitype branching processes. We now consider a branching particle system with \( m \) possible types, \( S = \{1, 2, \ldots, m\} \). We assume that a particle of type \( \zeta_1 \in S \) gives birth to a particle of type \( \zeta_2 \in S \) at rate \( ra^{(r)}(\zeta_1, \zeta_2) \) and dies at rate \( ra^{(r)}(\zeta_1) - b^{(r)}(\zeta_1) \), where \( a^{(r)}(\zeta_1) = \sum_{j \in S} a^{(r)}(\zeta_1, j) \).

The fact that the ordered representations constructed for the previous examples give the correct measure-valued processes depends on the fact that observing a birth event in the measure-valued process gives no information about the levels of the particles after the birth event. That, in turn, depends on the offspring being indistinguishable from the parent. Since in the current model, the type of an offspring may differ from the type of the parent, we need to find a way to “preserve ignorance” about the levels when the type of the offspring is different. We accomplish this goal by randomizing the assignment of the parent and offspring to the original level of the parent and a new level. Let \( f(\zeta, u, n) \) be of the form
\[ f(\zeta, u, n) = \prod_{i=1}^{n} g(\zeta_i, u_i). \]
Then the generator of the ordered representation of the branching process described above is given by
\[
A_r f(\zeta, u, n) = f(\zeta, u, n) \sum_{i=1}^{n} \sum_{j \in S} 2a^{(r)}(\zeta_i, j) \\
\times \int_{u_i} \left[ \frac{1}{2} \left( \frac{g(\zeta_i, u_i)g(\zeta, v)g(\zeta_i, v)g(\zeta, u_i)}{g(\zeta_i, u_i)} \right) - 1 \right] dv \\
+ f(\zeta, u, n) \sum_{i=1}^{n} [a^{(r)}(\zeta_i)u_i^2 - b^{(r)}(\zeta_i)u_i] \frac{\partial u_i g(\zeta_i, u_i)}{g(\zeta_i, u_i)},
\]
where as before, each level satisfies
\[
\frac{d}{dt} U^{(r)}_i(t) = a^{(r)}(X_i(t))U^2_i(t) - b^{(r)}(X_i(t))U_i(t).
\]
Let $Q^{(r)} h(\zeta) = \sum_{j \in S} a^{(r)}(\zeta, j) [h(j) - h(\zeta)]$. Because of the randomization of the level assignments at each birth event, it follows that

$$h(X_i(t)) - \int_{\tau_i}^t (r - U_i(s)) Q^{(r)} h(X_i(s)) \, ds$$

is a martingale.

Taking $\alpha_r(n, du)$ as before, we have that

$$\int A_r f(\zeta, u, n) \alpha(n, du) = C_r \bar{f}(\zeta, n)$$

where $\bar{f}(\zeta, n) = \prod_{i=1}^n g(\zeta_i)$ and $g(\zeta_i) = \frac{1}{r} \int_0^r g(\zeta_i, v) \, dv$. Hence, $C_r \bar{f}(\zeta, n)$ is the generator of a multitype branching process.

Assume that

$$a(\zeta, j) = \lim_{r \to \infty} a^{(r)}(\zeta, j),$$

$$a(\zeta) = \lim_{r \to \infty} a^{(r)}(\zeta) = \sum_{j \in S} a(\zeta, j),$$

$$b(\zeta) = \lim_{r \to \infty} b^{(r)}(\zeta)$$

and that

$$Q h(\zeta) = \sum_{j \in S} a(\zeta, j) [h(j) - h(\zeta)]$$

is the generator of an irreducible, finite state Markov chain. Let $\pi$ denote the unique stationary distribution for $Q$. It is clear from the ergodicity of the Markov chain that in the limit, the levels must satisfy

$$\frac{d}{dt} U_i(t) = \bar{a} U_i^2(t) - \bar{b} U_i(t),$$

where $\bar{a} = \sum_j \pi(j) a(j)$ and $\bar{b} = \sum_j \pi(j) b(j)$.

We can make this observation precise by analyzing the asymptotic behavior of the generator. Taking $g(\zeta, u) = \exp(-h_0(u) + \frac{1}{r} h(\zeta, u))$, where $h(\zeta, u)$ and $h_0(u)$ are equal to zero if $u \geq u_g$, and letting $r \to \infty$, we have that

$$\lim_{r \to \infty} f(\zeta, u) = \lim_{r \to \infty} \exp\left( - \sum_i h_0(u_i) + \frac{1}{r} \sum_i h(\zeta_i, u_i) \right)$$
\[\exp\left(-\sum_i h_0(u_i)\right) = f(u)\]

and since

\[g(\zeta, u_i)g(j, v) + g(\zeta, v)g(j, u_i) = e^{-h_0(v)}(e^{r-1}h(j, v) + e^{r-1}(h(\zeta, v) + h(j, u_i) - h(\zeta, u_i)))\]

\[
\lim_{r \to \infty} A_r f(\zeta, u) = f(u) \sum_i \left\{2a(\zeta_i) \int_{u_i}^{u_0} [e^{-h_0(v)} - 1] dv \right. \\
+ \sum_{j \in S} a(\zeta_i, j)[h(j, u_i) - h(\zeta_i, u_i)] \\
- \left. [a(\zeta_i)u_i^2 - b(\zeta_i)u_i] \partial_{u_i} h_0(u_i) \right\}.
\] (4.11)

If \(\sum \pi(j) G(j, u) \equiv 0\) for all \(u\), then there exists \(h\) such that

\[\sum_{j \in S} a(\zeta, j)[h(j, u) - h(\zeta, u)] = G(\zeta, u).\]

Consequently, there exists \(h\) such that the right-hand side of (4.11) becomes

\[A f(u) = f(u) \sum_i \left\{2a(\zeta_i) \int_{u_i}^{u_0} [e^{-h_0(v)} - 1] dv - [\pi u_i^2 - \pi u_i] \partial_{u_i} h_0(u_i) \right\},\]

which is just a rewriting of (2.4), and hence we have convergence of the normalized total population to the Feller diffusion.

For earlier work, see [14, 25, 29] and Section 9.2 of [9].

4.7. Models with catastrophic death. Now consider

\[A_r f(x, u, n) = f(x, u, n) \sum_{i=1}^n \frac{Bg(x_i, u_i)}{g(x_i, u_i)} \]

\[+ f(x, u, n) \sum_{i=1}^n 2a(x_i) \int_{u_i}^{u_0} (g(x_i, v) - 1) dv \]

\[+ f(x, u, n) \sum_{i=1}^n (a(x_i)u_i^2 - b(x_i)u_i) \partial_{u_i} g(x_i, u_i) \]

\[+ \int_V (f(x, e(u, x, v), n) - f(x, u, n)) \gamma(dv),\]

(4.12)
where $\gamma$ is a $\sigma$-finite measure on a measurable space $(V, \mathcal{V})$,
\[
c(u, x, v) = (u_1 \rho(x_1, v), u_2 \rho(x_2, v), \ldots)
\]
and $\rho(x_i, v) \geq 1$. Then as in Section 3.1
\[
C_r \hat{f}(x, n) = \sum_{i=1}^{n} B_x(i) \hat{f}(x, n) + \sum_{i=1}^{n} ra(x_i)(\hat{f}(b(x|x_i), n + 1) - \hat{f}(x, n))
\]
\[
+ \sum_{i=1}^{n} (ra(x_i) - b(x_i))(\hat{f}(d(x|x_i), n - 1) - \hat{f}(x, n))
\]
\[
+ \int_V \left( \prod_{i=1}^{n} (\rho^{-1}(x_i, v) g(x_i) + (1 - \rho^{-1}(x_i, v))) - \hat{f}(x, n) \right) \gamma(dv).
\]
For simplicity, assume that $\gamma(V) < \infty$. Then at rate $\gamma(V)$ an event occurs in which an element $v$ is selected from $V$, and given $v$, particles are independently killed, with the probability that a particle at $x_i$ survives being $\rho^{-1}(x_i, v)$.

Letting $r \to \infty$ to obtain $A$ and integrating,
\[
\alpha Af = \int_E (-Bh(y) + a(y)h(y)^2 - b(y)h(y))\mu(dy) \exp\{-\langle h, \mu \rangle\}
\]
\[
+ \int_V \left( \exp\{-\langle \rho^{-1}(\cdot, v)h, \mu \rangle\} - \exp\{-\langle h, \mu \rangle\} \right) \gamma(dv)
\]
\[
= C \hat{f}(\mu).
\]
Branching processes with catastrophes have been considered in a series of papers by Pakes [41–46] and by Grey [15].

APPENDIX

A.1. Poisson random measures. Let $(S, \mathcal{S})$ be a measurable space, and let $\nu$ be a $\sigma$-finite measure on $S$. $\xi$ is a Poisson random measure with mean measure $\nu$ if:

(a) $\xi$ is a random counting measure on $S$;
(b) for each $A \in \mathcal{S}$ with $\nu(A) < \infty$, $\xi(A)$ is Poisson distributed with parameter $\nu(A)$;
(c) for $A_1, A_2, \ldots \in \mathcal{S}$ disjoint, $\xi(A_1), \xi(A_2), \ldots$ are independent.

**Lemma A.1.** If $H : S \to S_0$ is Borel measurable and $\hat{\xi}(A) = \xi(H^{-1}(A))$, then $\hat{\xi}$ is a Poisson random measure on $S_0$ with mean measure $\hat{\nu}$ given by $\hat{\nu}(A) = \nu(H^{-1}(A))$. 

Remark A.2. \( \hat{\nu} \) need not be \( \sigma \)-finite even if \( \nu \) is, but the meaning of the lemma should still be clear. \( \sigma \)-finite or not, \( \hat{\nu}(A) = \infty \) if and only if \( \hat{\xi}(A) = \infty \) a.s.

Proof of Lemma A.1. The lemma follows from the fact that \( A_1, A_2, \ldots \) disjoint implies \( H^{-1}(A_1), H^{-1}(A_2), \ldots \) are disjoint. \( \square \)

Lemma A.3. If \( \xi \) is a Poisson random measure with mean measure \( \nu \) and \( f \in L^1(\nu) \), then
\[
E[\int f(z)\xi(dz)] = e^{\int f(z)\xi(dz)} - 1, \\
\text{Var}(\int f(z)\xi(dz)) = \int f^2 \nu.
\]
allowing \( \infty = \infty \).

Letting \( \xi = \sum_i \delta_{Z_i} \), for \( g \geq 0 \) with \( \log g \in L^1(\nu) \),
\[
E\left[\prod_i g(Z_i)\right] = e^{\int g_i \nu}.
\]
Similarly, if \( hg, g - 1 \in L^1(\nu) \), then
\[
E\left[\sum_j h(Z_j)\prod_i g(Z_i)\right] = \int h g \nu e^{\int g_i \nu} - 1,
\]
and
\[
E\left[\sum_{i \neq j} h(Z_i)h(Z_j)\prod_k g(Z_k)\right] = \left(\int h g \nu\right)^2 e^{\int g_i \nu} - 1.
\]

Proof. The independence properties of \( \xi \) imply (A.1) for simple functions. The general case follows by approximation. The other identities follow in a similar manner. Note that the integrability of the random variables in the expectations above can be verified by replacing \( g \) by \( (|g| \wedge a)1_A + 1_{A^c} \) and \( h \) by \( (|h| \wedge a)1_A \) for \( 0 < a < \infty \) and \( \nu(A) < \infty \) and passing to the limit as \( a \to \infty \) and \( A \in \mathcal{F} \). \( \square \)

Lemma A.4. If \( \xi_0 = \sum_i \delta_{U_i} \) is a Poisson random measure on \([0, \infty)\) with mean measure \( \lambda, \lambda \) Lebesgue measure, and \( \{X_i\} \) are i.i.d. positive random variables, independent of \( \xi_0 \), then
\[
\xi = \sum_i \delta_{(X_i, U_i)}
\]
is a Poisson random measure on \([0, \infty)^2\) with mean measure \( \lambda \mu_X \times \lambda \), were \( \mu_X \) is the law of \( X_1 \).
If $\kappa = E[\frac{1}{X_i}] < \infty$, then
\[
\hat{\xi} = \sum \delta_{X_iU_i}
\]
is a Poisson random measure on $[0, \infty)$ with mean measure $\lambda \kappa \Lambda$.

**Proof.** By Lemma A.1, $\hat{\xi}$ is a Poisson random measure with mean given by
\[
\hat{\nu}[0,c] = \lambda \mu_X \times \Lambda\{(x,u): xu \leq c\} = \lambda \int_0^\infty P\{X^{-1} \geq uc^{-1}\} \, du
\]
\[
= \lambda c E[X^{-1}]. \quad \square
\]

### A.2. Conditionally Poisson systems.

We begin by considering general conditionally Poisson systems or Cox processes. Consider $(S,d)$ a metric space, and let $\xi$ be a random counting measure on $S$ and $\Xi$ be a locally finite random measure on $S$. [A measure $\nu$ on $S$ is locally finite if for each $x \in S$, there exists an $\epsilon > 0$ such that $\nu(B_\epsilon(x)) < \infty.$] We say that $\xi$ is conditionally Poisson with Cox measure $\Xi$ if, conditioned on $\Xi$, $\xi$ is a Poisson random measure with mean measure $\Xi$. This requirement is equivalent to
\[
E[e^{-\int_S f \, d\xi}] = E[e^{-\int_S (1-e^{-f}) \, d\Xi}],
\]
for all nonnegative $f \in M(S)$, where $M(S)$ is the set of all Borel measurable functions on $S$. Since the collection of functions $F_f(\mu) = e^{-\int_S f \, d\mu}$ is closed under multiplication and separates points in the space of locally finite measures, the distribution of $\Xi$ determines the distribution of $\xi$.

We are actually interested in the conditionally Poisson system on $S \times [0, \infty)$ with Cox measure $\Xi \times \Lambda$, where $\Lambda$ is Lebesgue measure. Then for nonnegative $f \in M(S)$, we have
\[
E[e^{-\int_{S \times [0,K]} f \, d\xi}] = E[e^{-K \int_{S \times [0,K]} (1-e^{-f}) \, d\Xi}],
\]
and the distribution of $\xi$ determines the distribution of $\Xi$, where we consider $f \in M(S)$ to be a function on $S \times [0,K]$ satisfying $f(x,u) = f(x)$. In particular,
\[
\Xi(f) = \lim_{K \to \infty} \frac{1}{K} \int_{S \times [0,K]} f \, d\xi \quad \text{a.s.}
\]

**Lemma A.5.** Suppose $\xi$ is a conditionally Poisson random measure on $S \times [0, \infty)$ with Cox measure $\Xi \times \Lambda$, and let $f \in M(S)$, $0 \leq f \leq 1$. Then for $C,D > 0$,
\[
P\left\{ \int_{S \times [0,K]} f \, d\xi \geq C \right\} \leq \frac{KD}{C} + P\left\{ \int_S f \, d\Xi \geq D \right\}
\](A.3)
and

\begin{equation}
\mathbb{P}\left\{ \int_S f \, d\Xi \geq C \right\} \leq \frac{E\left[ 1 - e^{-C - 1} \int_{S \times [0,K]} f \, d\xi \right]}{1 - e^{-K e^{-C - 1}}},
\end{equation}

(A.4)

Let \( \{\xi_\alpha, \alpha \in A\} \) be a collection of conditionally Poisson random measures on \( S \times [0,\infty) \) with Cox measures \( \Xi_\alpha \times \Lambda \), and let \( f \in M(S) \), \( 0 \leq f \leq 1 \). Then \( \{\int_{S \times [0,K]} f \, d\xi_\alpha, \alpha \in A\} \) is stochastically bounded if and only if \( \{\int_S f \, d\Xi_\alpha, \alpha \in A\} \) is stochastically bounded.

**Proof.** Since 
\begin{equation}
E\left[ \int_{S \times [0,K]} f \, d\Xi \right] = K \int_S f \, d\Xi,
\end{equation}

\begin{equation}
\mathbb{P}\left\{ \int_{S \times [0,K]} f \, d\xi \geq C \right\} \leq \frac{KD}{C} \land 1 \leq \frac{KD}{C} + 1_{\{\int_S f \, d\Xi \geq D\}},
\end{equation}

and taking expectations gives (A.3).

By (A.1)
\begin{equation}
E[1 - e^{-\int_{S \times [0,K]} f \, d\xi}] = E[1 - e^{-K \int_S (1 - e^{-f(x)}) \, d\Xi}]
\geq E[1 - e^{-Ke^{-C}f}]
\geq (1 - e^{-Ke^{-C}})P\left\{ \int_S f \, d\Xi \geq C \right\},
\end{equation}

and taking \( \varepsilon = C^{-1} \) gives (A.4).

The final statement follows from the two inequalities. □

Let \( \hat{\xi} = \sum \delta_{X_i} \) be a point process on \( S \), and let \( \{U_i\} \) be independent random variables, uniformly distributed on \( [0,r] \) and independent of \( \hat{\xi} \). Define

\begin{equation}
\xi = \sum \delta_{(X_i, U_i)}, \quad \Xi_r = r^{-1} \hat{\xi}.
\end{equation}

(A.5)

Then for \( f \geq 0 \) on \( S \times [0,r] \),
\begin{equation}
E[\epsilon^{-\int_{S \times [0,r]} f \, d\xi} | \Xi_r] = \prod_i \left( r^{-1} \int_0^r e^{-f(x,u)} \, du \right) = e^{-\int_S F_f(x) \, \Xi_r(dx)},
\end{equation}

(A.6)

where
\begin{equation}
F_f(x) = -r \log \frac{1}{r} \int_0^r e^{-f(x,u)} \, du = -r \log \left( 1 - \frac{1}{r} \int_0^r (1 - e^{-f(x,u)}) \, du \right).
\end{equation}

We have the following analog of Lemma A.5.

**Lemma A.6.** Suppose \( \xi \) and \( \Xi_r \) are given by (A.5), and let \( f \in M(S) \), \( 0 \leq f \leq 1 \). Then for \( C,D > 0 \) and \( K \leq r \),
\begin{equation}
P\left\{ \int_{S \times [0,K]} f \, d\xi \geq C \right\} \leq \frac{KD}{C} + P\left\{ \int_S f \, d\Xi_r \geq D \right\}
\end{equation}

(A.7)
and

\[ P \left\{ \int_{S} f \, d\Xi_r \geq C \right\} \leq \frac{E[1 - e^{-C^{-1}\int_{S \times [0,K]} f \, d\xi}]}{1 - e^{-K e^{-C^{-1}}}}. \]  

**Proof.** Since \( E\left[ \int_{S \times [0,K]} f \, d\xi \mid \Xi_r \right] = K \int_{S} f \, d\Xi_r, \)

\[ P \left\{ \int_{S \times [0,K]} f \, d\xi \geq C \mid \Xi_r \right\} \leq \frac{K \int_{S} f \, d\Xi_r}{C} \wedge 1 \leq \frac{K D}{C} + 1 \{ \int_{S} f \, d\Xi_r \geq D \}, \]

and taking expectations gives (A.7).

Defining

\[ G^r_{K,\varepsilon,f}(x) = -r \log \left( 1 - \frac{K}{r} (1 - e^{-\varepsilon f(x)}) \right) \geq \varepsilon K e^{-\varepsilon} f(x), \]

by (A.6)

\[ E[1 - e^{-\int_{S \times [0,K]} \varepsilon f \, d\xi}] = E[1 - e^{-\int_{S} G^r_{K,\varepsilon,f} \, d\Xi_r}] \]

\[ \geq E[1 - e^{-\varepsilon K e^{-\varepsilon} \int_{S} f \, d\Xi_r}] \]

\[ \geq (1 - e^{-\varepsilon K e^{-\varepsilon} C}) P \left\{ \int_{S} f \, d\Xi_r \geq C \right\}, \]

and taking \( \varepsilon = C^{-1} \) gives (A.8). \( \square \)

**Lemma A.7.** Suppose \( \xi \) is a conditionally Poisson random measure on \( S \times [0, \infty) \) with Cox measure \( \Xi \times \Lambda \). If \( \Xi(S) < \infty \) a.s., then we can write \( \xi = \sum_{i=1}^{\infty} \delta_{(X_i,U_i)} \) with \( U_1 < U_2 < \cdots \) a.s. and \( \{X_i\} \) exchangeable.

**Proof.** Let \( \{\tilde{X}_i\} \) be exchangeable with de Finetti measure \( \tilde{\Xi} \), and let \( Y \) be a unit Poisson process with jump times \( \{S_i\} \) independent of \( \{\tilde{X}_i\} \) and \( \Xi \). Define \( \tilde{\xi} = \sum_{i=1}^{\infty} \delta_{(\tilde{X}_i,\Xi^{-1}S_i)} \), and note that

\[ E[e^{-\int f \, d\tilde{\xi}}] = E\left[ \prod_{i} e^{-f(\tilde{X}_i,\Xi^{-1}S_i)} \right] \]

\[ = E\left[ \prod_{i} \int e^{-f(z,\Xi^{-1}S_i)|\Xi^{-1}\Xi(z)} \right] \]

\[ = E\left[ \exp \left\{ - \int_0^{\infty} \left( 1 - \int e^{-f(z,|\Xi^{-1}\Xi(z)} ds \right) du \right\} \right] \]

\[ = E\left[ \exp \left\{ - \int_0^{\infty} \int (1 - e^{-f(z,u)}) \Xi(dz) du \right\} \right]. \]
Consequently, $\tilde{\xi}$ is conditionally Poisson with Cox measure $\Xi \times \Lambda$, and $\xi$ and $\tilde{\xi}$ have the same distribution. □

As in Lemma A.4, we have the following.

**Lemma A.8.** Suppose $\xi$ is a conditionally Poisson random measure on $S \times [0, \infty)^2$ with Cox measure $\Xi \times \Lambda$, where $\Xi$ is a random measure on $S \times [0, \infty)$. Suppose

$$\hat{\Xi}(A) = \int_{S \times [0, \infty)} \frac{1}{y} 1_A(x) \Xi(dx \times dy)$$

defines a locally finite random measure on $S$. Then writing $\xi = \sum_i \delta_{(X_i,Y_i,U_i)}$, $\hat{\xi} = \sum_i \delta_{(X_i,Y_i,U_i)}$ is a conditionally Poisson random measure on $S \times [0, \infty)$ with Cox measure $\hat{\Xi} \times \Lambda$, and hence

$$\int_{S \times [0, \infty)} y^{-1} f(x) \Xi(dx \times dy) = \hat{\Xi}(f) = \lim_{K \to \infty} \frac{1}{K} \int_{S \times [0,K]} f d\hat{\xi} \quad \text{a.s.}$$

A.3. Convergence results. Let $\{h_k, k = 1, 2, \ldots\} \subset \overline{C}(S)$ satisfy $0 \leq h_k \leq 1$ and $\bigcup_k \{x : h_k(x) > 0\} = S$, where $\overline{C}(S)$ denotes the space of bounded continuous functions on $S$, and let $\mathcal{M}_{\{h_k\}}(S)$ be the collection of Borel measures on $S$ satisfying $\int_S h_k d\nu < \infty$, for all $k$, topologized by the requirement that $\nu_n \to \nu$ if and only if $\int_S fh_k d\nu_n \to \int_S fh_k d\nu$ for all $f \in \overline{C}(S)$ and $k$; that is, the measures $d\nu_n^k = h_k d\nu_n$ converge weakly for each $k$. Similarly, let $\mathcal{M}_{\{h_k\}}(S \times [0, \infty))$ be the space of Borel measures on $S \times [0, \infty)$ satisfying $\int_{S \times [0,K]} h_k d\mu < \infty$ for all $k = 1, 2, \ldots$ and $K > 0$, topologized by the requirement that $\mu_n \to \mu$ if and only if

$$\int_{S \times [0,\infty)} fh_k d\mu_n \to \int_{S \times [0,\infty)} fh_k d\mu,$$

for all $k$ and $f \in \overline{C}(S \times [0, \infty))$ such that the support of $f$ is contained in $S \times [0,K]$ for some $K > 0$. Note that in both cases, $\mathcal{M}_{\{h_k\}}$ is metrizable. To simplify notation, let

$$\mathcal{C}_{\{h_k\}}(S) = \{f \in \overline{C}(S) : |f| \leq c h_k \text{ for some } c > 0 \text{ and } h_k\}.$$ 

Then convergence in $\mathcal{M}_{\{h_k\}}(S)$ is equivalent to convergence of $\int_S f d\nu_n$ for all $f \in \mathcal{C}_{\{h_k\}}(S)$.

**Theorem A.9.** Let $\{\xi^n\}$ be a sequence of conditionally Poisson random measures on $S \times [0, \infty)$ with Cox measures $\{\Xi^n \times \Lambda\}$. Then $\xi^n \Rightarrow \xi$ in $\mathcal{M}_{\{h_k\}}(S \times [0, \infty))$ if and only if $\Xi^n \Rightarrow \Xi$ in $\mathcal{M}_{\{h_k\}}(S)$. If the limit holds, then $\xi$ is conditionally Poisson with Cox measure $\Xi \times \Lambda$. 
bounded and by Lemma A.9, \(\xi\) exists. Since \(\xi\) and we see that \(\Xi\) in independent of \(\Sigma\) in distribution, and the unique limit \(\Xi\) is determined by the fact that is stochastically bounded and by Lemma A.5, \(\{h_k d\Xi^n\}\) must be stochastically bounded. Tightness follows similarly. Consequently, \(\{\Xi^n\}\) is relatively compact in \(\mathcal{M}_{(h_k)}(S)\) in distribution, and the unique limit \(\Xi\) is determined by the fact that exists. Since \(\xi^n \Rightarrow \xi\) in \(\mathcal{M}_{(h_k)}(S \times [0, \infty))\), \(\{\int_{S \times [0, K]} h_k d\xi^n\}\) is stochastically bounded and by Lemma A.5, \(\{h_k d\Xi^n\}\) must be stochastically bounded.

For \(g \geq 0\) and \(K\) satisfying \(\sup_x K^{-1}g(x)h_k(x) < 1\), let 

\[
f(x) = \begin{cases} 
  -h_k^{-1}(x) \log(1 - K^{-1}g(x)h_k(x)), & h_k(x) > 0, \\
  K^{-1}g(x), & h_k(x) = 0,
\end{cases}
\]

and we see that 

\[
\lim_{n \to \infty} E\left[ e^{-\int_{S \times [0, K]} fh_k d\xi^n} \right] = E\left[ e^{-\int_{S \times [0, K]} fh_k d\xi} \right]
\]

for \(g\) and \(f\) related as above. The proof of the converse is similar. \(\square\)

**Theorem A.10.** For each \(n = 1, 2, \ldots\), let \(r_n > 0\) and \(\xi^n\) be a point process on \(S \times [0, r_n]\), and define 

\[
(\text{A.9}) \quad \Xi^n(dx) = \frac{1}{r_n} \xi^n(dx \times [0, r_n]).
\]

Suppose for \(f \geq 0\), 

\[
E\left[ e^{-\int f(x,u)\xi^n(dx \times du)} \right] = E\left[ e^{-\int F^n_f(x)\Xi^n(dx)} \right],
\]

where 

\[
F^n_f(x) = -r_n \log \frac{1}{r_n} \int_0^{r_n} e^{-f(x,u)} du = -r_n \log \left(1 - \frac{1}{r_n} \int_0^{r_n} (1 - e^{-f(x,u)}) du\right),
\]

that is, the \([0, r_n]\) components are independent, uniformly distributed, and independent of \(\Xi^n\). Then assuming \(r_n \to \infty\), \(\xi^n \Rightarrow \xi\) in \(\mathcal{M}_{(h_k)}(S \times [0, \infty))\) if and only if \(\Xi^n \Rightarrow \Xi\) in \(\mathcal{M}_{(h_k)}(S)\). If the limit holds, then \(\xi\) is conditionally Poisson with Cox measure \(\Xi \times \Lambda\).

**Proof.** For \(g_0, f_0 \geq 0\), \(g_0 \in C_c([0, \infty))\), \(f_0 \in \overline{C}(S)\) and \(f(x,u) = h_k(x) \times f_0(x)g_0(u)\), 

\[
F^n_f(x) \to f_0(1 - e^{-f(x,u)}) du,
\]

and the remainder of the proof is similar to that of Theorem A.9. \(\square\)
These convergence theorems apply only to the one-dimensional distributions of the models considered in this paper. To address convergence as processes, note that for finite $r$ and $\Xi_r(t,dx) = r^{-1}\xi(t,dx \times [0,r])$, the models satisfy
\[
E[e^{-\int_{S \times [0,r]} f(x,u)\xi(t,dx \times du)} | F_t] = e^{-\int F^r_t(x)\Xi_r(t,dx)} ,
\]
where
\[
F^r_t(x) = -r \log \frac{1}{r} \int_0^r e^{-f(x,u)} du = -r \log \left( 1 - \frac{1}{r} \int_0^r (1 - e^{-f(x,u)}) du \right),
\]
and the $r = \infty$ models satisfy
\[
E[e^{-\int_{S \times [0,K]} f d\xi(t)} | F_t] = e^{-K \int_{S}(1-e^{-f}) d\xi(t)} ,
\]
for $f \in C_{\{h_k\}}(S)$. The following estimates imply that convergence of the finite-dimensional distributions for $\xi^n$ imply convergence of the finite-dimensional distributions for $\Xi^n$ (or $\Xi^n_{r_n}$, assuming $r_n \to \infty$); however, convergence of the finite-dimensional distributions of $\Xi^n$ may not imply convergence of the finite-dimensional distributions of $\xi^n$.

**Lemma A.11.** Suppose $\xi$ is a conditionally Poisson random measure on $S \times [0,\infty)$ with Cox measure $\Xi \times \Lambda$, $\Xi$ with values in $\mathcal{M}_{\{h_k\}}(S)$. Then for each $f \in C_{\{h_k\}}(S)$ and $\delta, K, K' > 0$,
\[
P \left( \left| K^{-1} \int_{S \times [0,K]} f d\xi - \int_S f d\Xi \right| \geq \delta \right)
\leq \frac{C}{K \delta^2} + P \left( \int f^2 d\Xi > C \right)
\leq \frac{C}{K \delta^2} + \frac{E[1 - e^{-C^{-1} \int_{S \times [0,K']} f^2 d\xi}]}{1 - e^{-K' e^{-C^{-1}}}}.
\]

Suppose $\xi$ satisfies (A.10). Then for each $f \in C_{\{h_k\}}(S)$, $\delta > 0$ and $0 < K, K' < r$
\[
P \left( \left| K^{-1} \int_{S \times [0,K]} f d\xi - \int_S f d\Xi_r \right| \geq \delta \right)
\leq \frac{(r - K)C}{rK \delta^2} + P \left( \int f^2 d\Xi_r > C \right)
\leq \frac{(r - K)C}{rK \delta^2} + \frac{E[1 - e^{-C^{-1} \int_{S \times [0,K']} f^2 d\xi}]}{1 - e^{-K' e^{-C^{-1}}}}.
\]
Proof. By (A.2) and the Chebyshev inequality,

\[ P\left\{ \left| K^{-1} \int_{S \times [0,K]} f \, d\xi - \int_S f \, d\Xi \right| \geq \delta \right\} \leq \frac{\int f^2 \, d\Xi}{K \delta^2} \wedge 1 \leq \frac{C}{K \delta^2} + 1 \{ f^2 \, d\Xi > C \}, \]

and taking expectations gives the first inequality in (A.12). The second inequality follows by (A.4).

Similarly, for the second part,

\[ P\left\{ \left| K^{-1} \int_{S \times [0,K]} f \, d\xi - \int_S f \, d\Xi_r \right| \geq \delta \right\} \leq \int (1 - K/r) f^2 \, d\Xi_r \leq \frac{(r - K)C}{r K \delta^2} + 1 \{ f^2 \, d\Xi_r > C \}, \]

and taking expectations gives the first inequality in (A.13). The second inequality follows by (A.8). □

The estimates in Lemma A.11 allow verifying convergence of measure-valued processes satisfying (A.11) or (A.10) by verifying convergence of the corresponding particle representations.

Theorem A.12. Let \{ξ^n\} be a sequence of cadlag \( \mathcal{M}_{\{h_k\}}(S \times [0,\infty)) \)-valued processes satisfying (A.11) for cadlag \( \mathcal{M}_{\{h_k\}}(S) \)-valued processes \{Ξ^n\}. If the finite-dimensional distributions of ξ converge to the finite-dimensional distributions of ξ, then the finite-dimensional distributions of Ξ^n converge to the finite-dimensional distributions of Ξ satisfying

\[ E[ e^{-\int_{S \times [0,K]} f \, d\xi(t)} | \mathcal{F}_t ] = e^{-K \int_S (1-e^{-t}) \, d\Xi(t)}. \]

For \( n = 1, 2, \ldots \), let \( ξ^n \) be a cadlag \( \mathcal{M}_{\{h_k\}}(S \times [0,r_n]) \)-valued process satisfying (A.10) for cadlag \( \mathcal{M}_{\{h_k\}}(S) \)-valued processes \{Ξ^n\}. If \( r_n \to \infty \) and the finite-dimensional distributions of ξ^n converge to the finite-dimensional distributions of ξ, then the finite-dimensional distributions of Ξ^n converge to the finite-dimensional distributions of Ξ satisfying

\[ E[ e^{-\int_{S \times [0,K]} f \, d\xi(t)} | \mathcal{F}_t ] = e^{-K \int_S (1-e^{-t}) \, d\Xi(t)}. \]

Proof. Convergence of the finite-dimensional distributions follows easily from the estimates in Lemma A.11. □

A.4. Martingale lemmas.

Lemma A.13. Let \( \{ \mathcal{F}_t \} \) and \( \{ \mathcal{G}_t \} \) be filtrations with \( \mathcal{G}_t \subset \mathcal{F}_t \). Suppose that \( E[|X(t)| + \int_0^t |Y(s)| \, ds] < \infty \) for each \( t \), and

\[ M(t) = X(t) - \int_0^t Y(s) \, ds \]
is an \( \{F_t\} \)-martingale. Then
\[
\hat{M}(t) = E[X(t)|G_t] - \int_0^t E[Y(s)|G_s] \, ds
\]
is a \( \{G_t\} \)-martingale.

**Proof.** Let \( D \in G_t \subset F_t \). Then
\[
E[(\hat{M}(t + r) - \hat{M}(t))1_D]
= E\left[\left( E[X(t + r)|G_{t+r}] - E[X(t)|G_t] - \int_t^{t+r} E[Y(s)|G_s] \, ds \right)1_D \right]
= E\left[\left( X(t + r) - X(t) - \int_t^{t+r} Y(s) \, ds \right)1_D \right]
= 0,
\]
giving the martingale property. \( \square \)

**Lemma A.14.** Let \( \{F_n\} \) be an increasing sequence of \( \sigma \)-algebras and \( \{X_n\} \) a sequence of random variables satisfying \( E[\sup_n |X_n|] < \infty \) and \( \lim_{n \to \infty} X_n = X \) a.s. Then
\[
\lim_{n \to \infty} E[X_n|F_n] = E\left[ X \bigg| \bigvee_n F_n \right].
\]

**Proof.** By the martingale convergence theorem, we have
\[
E\left[ \inf_{k \geq m} X_k \bigg| \bigvee_n F_n \right] \leq \liminf_{n \to \infty} E[X_n|F_n] \leq \limsup_{n \to \infty} E[X_n|F_n] \leq E\left[ \sup_{k \geq m} X_k \bigg| \bigvee_n F_n \right],
\]
and the result follows by letting \( m \to \infty \). \( \square \)

**A.5. Markov mapping theorem.** The following theorem (extending Corollary 3.5 from [30]) plays an essential role in justifying the particle representations and can also be used to prove uniqueness for the corresponding measure-valued processes. Let \((S,d)\) and \((S_0,d_0)\) be complete, separable metric spaces, \(B(S) \subset M(S)\) be the Banach space of bounded measurable functions on \(S\), with \( \|f\| = \sup_{x \in S} |f(x)| \) and \( C(S) \subset B(S)\) be the subspace of bounded continuous functions. An operator \( A \subset B(S) \times B(S) \) is **dissipative** if \( \|f_1 - f_2 - \varepsilon (g_1 - g_2)\| \geq \|f_1 - f_2\| \) for all \( (f_1,g_1),(f_2,g_2) \in A \) and \( \varepsilon > 0 \); \( A \) is a **pre-generator** if \( A \) is dissipative and there are sequences of functions \( \mu_n : S \to \mathcal{P}(S) \) and \( \lambda_n : S \to [0,\infty) \) such that for each \( (f,g) \in A \)

\[
g(x) = \lim_{n \to \infty} \lambda_n(x) \int_S (f(y) - f(x)) \mu_n(x,dy)
\]
for each \( x \in S \). \( A \) is graph separable if there exists a countable subset \( \{g_k\} \subset D(A) \cap C(S) \) such that the graph of \( A \) is contained in the bounded, pointwise closure of \( \{(g_k,Ag_k)\} \). [More precisely, we should say that there exists \( \{(g_k,h_k)\} \subset A \cap C(S) \times B(S) \) such that \( A \) is contained in the bounded pointwise closure of \( \{(g_k,h_k)\} \), but typically \( A \) is single-valued, so we use the more intuitive notation \( Ag_k \).] These two conditions are satisfied by essentially all operators \( A \) that might reasonably be thought to be generators of Markov processes. Note that \( A \) is graph separable if \( A \subset L \times L \), where \( L \subset B(S) \) is separable in the sup norm topology, for example, if \( S \) is locally compact, and \( L \) is the space of continuous functions vanishing at infinity.

A collection of functions \( D \subset \bar{C}(S) \) is separating if \( \nu, \mu \in \mathcal{P}(S) \) and \( \int_S f d\nu = \int_S f d\mu \) for all \( f \in D \) imply \( \mu = \nu \).

For an \( S_0 \)-valued, measurable process \( Y \), \( \tilde{F}_t^Y \) will denote the completion of the \( \sigma \)-algebra \( \sigma(Y(0),\int_0^t h(Y(s))ds,r \leq t,h \in B(S_0)) \). For almost every \( t \), \( Y(t) \) will be \( \tilde{F}_t^Y \)-measurable, but in general, \( \tilde{F}_t^Y \) does not contain \( F_t^Y = \sigma(Y(s):s \leq t) \). Let \( T^Y = \{ t: Y(t) \) is \( \tilde{F}_t^Y \) measurable\}. If \( Y \) is cadlag and has no fixed points of discontinuity [i.e., for every \( t \), \( Y(t) = Y(t-) \) a.s.,] then \( T^Y = [0, \infty) \). \( D_S[0, \infty) \) denotes the space of cadlag, \( S \)-valued functions with the Skorohod topology, and \( M_S[0, \infty) \) denotes the space of Borel measurable functions, \( x: [0, \infty) \to S \), topologized by convergence in Lebesgue measure.

**Theorem A.15.** Let \( (S,d) \) and \( (S_0,d_0) \) be complete, separable metric spaces. Let \( A \subset \bar{C}(S) \times C(S) \) and \( \psi \in C(S), \psi \geq 1 \). Suppose that for each \( f \in D(A) \) there exists \( c_f > 0 \) such that

\[
|Af(x)| \leq c_f \psi(x), \quad x \in A,
\]

and define \( A_0f(x) = Af(x)/\psi(x) \).

Suppose that \( A_0 \) is a graph-separable pre-generator, and suppose that \( D(A) = D(A_0) \) is closed under multiplication and is separating. Let \( \gamma: S \to S_0 \) be Borel measurable, and let \( \alpha \) be a transition function from \( S_0 \) into \( S \) \([y \in S_0 \to \alpha(y, \cdot) \in \mathcal{P}(S) \) is Borel measurable\] satisfying \( \gamma \circ \alpha(y,dz) = h(y), y \in S_0, h \in B(S_0), \) that is, \( \alpha(y, \gamma^{-1}(y)) = 1 \). Assume that \( \bar{\psi}(y) \equiv \int_S \psi(z)\alpha(y,dz) < \infty \) for each \( y \in S_0 \), and define

\[
C = \left\{ \left( \int_S f(z)\alpha(\cdot,dz), \int_S Af(z)\alpha(\cdot,dz) \right) : f \in D(A) \right\}.
\]

Let \( \mu_0 \in \mathcal{P}(S_0) \), and define \( \nu_0 = \int \alpha(y, \cdot)\mu_0(dy) \).

(a) If \( \tilde{Y} \) satisfies \( \int_0^t E[\bar{\psi}(\tilde{Y}(s))]ds < \infty \) for all \( t \geq 0 \), and \( \tilde{Y} \) is a solution of the martingale problem for \( (C,\mu_0) \), then there exists a solution \( X \) of the martingale problem for \( (A,\nu_0) \) such that \( \tilde{Y} \) has the same distribution on \( M_{S_0}[0, \infty) \) as \( Y = \gamma \circ X \). If \( Y \) and \( \tilde{Y} \) are cadlag, then \( Y \) and \( \tilde{Y} \) have the same distribution on \( D_{S_0}[0, \infty) \).
(b) For $t \in T^Y$,
\[
P\{X(t) \in \Gamma \mid \mathcal{F}_t^Y\} = \alpha(Y(t), \Gamma), \quad \Gamma \in \mathcal{B}(S).
\] (A.16)

(c) If, in addition, uniqueness holds for the martingale problem for $(A, \nu_0)$, then uniqueness holds for the $M_{S_0}[0, \infty)$-martingale problem for $(C, \mu_0)$.

If $\tilde{Y}$ has sample paths in $D_{S_0}[0, \infty)$, then uniqueness holds for the $D_{S_0}[0, \infty)$-martingale problem for $(C, \mu_0)$.

(d) If uniqueness holds for the martingale problem for $(A, \nu_0)$, then $Y$ restricted to $T^Y$ is a Markov process.

**Remark A.16.** Theorem A.15 can be extended to cover a large class of generators whose range contains discontinuous functions. (See [30], Corollary 3.5 and Theorem 2.7.) In particular, suppose $A_1, \ldots, A_m$ satisfy the conditions of Theorem A.15 for a common domain $\mathcal{D} = \mathcal{D}(A_1) = \cdots = \mathcal{D}(A_m)$, and $\beta_1, \ldots, \beta_m$ are nonnegative functions in $M(S)$. Then the conclusions of Theorem A.15 hold for
\[
Af = \beta_1 A_1 f + \cdots + \beta_m A_m f.
\]

**Proof of Theorem A.15.** Theorem 3.2 of [30] can be extended to operators satisfying (A.15) by applying Corollary 1.12 of [34] (with the operator $B$ in that corollary set equal zero) in place of Theorem 2.6 of [30]. Alternatively, see Corollary 3.3 of [32]. □

**A.6. Uniqueness for martingale problems.** Assume that $B \subset \overline{C}(E) \times \overline{C}(E)$, that $\mathcal{D}(B)$ is closed under multiplication and is separating, and that existence and uniqueness hold for the $D_E[0, \infty)$ martingale problem for $(B, \nu)$ for each initial distribution $\nu \in \mathcal{P}(E)$. Without loss of generality, we can assume $g \in \mathcal{D}(B)$ satisfies $0 \leq g \leq 1$.

By Theorem 4.10.1 of [9], existence and uniqueness then follows for the $n$-particle motion martingale problem with generator
\[
B^n = \left\{ \left( f(x), f(x) \sum_{i=1}^n \frac{Bg_i(x_i)}{g_i(x_i)} \right) : f(x) = \prod_{i=1}^n g_i(x_i) \right\}.
\] (A.17)

Actually, the cited theorem implies uniqueness for the ordered $n$-particle motion with generator
\[
\tilde{B}^n = \left\{ \left( f(x), f(x) \sum_{i=1}^n \frac{Bg_i(x_i)}{g_i(x_i)} \right) : f(x) = \prod_{i=1}^n g_i(x_i), g_i \in \mathcal{D}(B) \right\},
\]
but Theorem A.15 can be applied to obtain uniqueness for $B^n$ from uniqueness for $\tilde{B}^n$. Define $\gamma(x) = \sum_{i=1}^n \delta_{x_i}$ and let $\alpha(y, \cdot)$ average over all permutations of the $x_i$ in $y = \sum_{i=1}^n \delta_{x_i}$.
Now consider a generator for a process with state space
\[ S = \bigcup_n \left\{ \sum_{i=1}^n \delta_{x_i} : x_i \in E \right\}, \]
where we allow \( n = 0 \), that is, no particles exist.

For \( f(x,n) = \prod_{i=1}^n g(x_i) \), let
\[
Af(x,n) = B^n f(x,n) + f(x,n) \sum_k \lambda_k(x) \int_{E^k} \left( \prod_{i=1}^k g(z_i) - 1 \right) \eta_k(x,dz_1,\ldots,dz_k) + f(x,n) \sum_{(z_1,\ldots,z_l) \subset \{x_1,\ldots,x_n\}} \mu(x,z_1,\ldots,z_l) \left( \frac{1}{\prod_{i=1}^l g(z_i)} - 1 \right),
\]
where \( \lambda_k, \mu \geq 0 \) and \( \eta_k \) is a transition function from \( S \) to \( E^k \). The generator has the following simple interpretation: in between birth and death events the particles move independently with motion determined by \( B \). At rate \( \lambda_k(x) \), \( k \) new particles are created with locations in \( E \) determined by \( \eta_k \). At rate \( \mu(x,z_1,\ldots,z_l) \), the particles at \( z_1,\ldots,z_l \) are removed.

Let
\[
\beta(x) = \sum_k \lambda_k(x) + \sum_{(z_1,\ldots,z_l) \subset \{x_1,\ldots,x_n\}} \mu(x,z_1,\ldots,z_l).
\]

Then for each initial distribution \( \nu_0 \) and each \( m > 0 \), a localization argument and Theorem 4.10.3 of [9] imply existence and uniqueness of the martingale problem for \((A,\nu_0)\) up to the first time the solution leaves \( \{x : \beta(x) < m\} \). Consequently, existence and uniqueness hold provided that there is a solution \( X \) satisfying \( \sup_{s \leq t} \beta(X(s)) < \infty \) a.s. for each \( t > 0 \).

Essentially the same argument gives existence and uniqueness for generators of the form (3.1) provided \( \inf_x (a(x)r - b(x)) > 0 \) and there exists a solution satisfying \( \sup_{s \leq t} \sum a(X_i(s)) < \infty \) a.s. for each \( t > 0 \).
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