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Abstract
This paper prescribes a distance between learning tasks modeled as joint distributions on data and labels. Using tools in information geometry, the distance is defined to be the length of the shortest weight trajectory on a Riemannian manifold as a classifier is fitted on an interpolated task. The interpolated task evolves from the source to the target task using an optimal transport formulation. This distance, which we call the “coupled transfer distance” can be compared across different classifier architectures. We develop an algorithm to compute the distance which iteratively transports the marginal on the data of the source task to that of the target task while updating the weights of the classifier to track this evolving data distribution. We develop theory to show that our distance captures the intuitive idea that a good transfer trajectory is the one that keeps the generalization gap small during transfer, in particular at the end on the target task. We perform thorough empirical validation and analysis across diverse image classification datasets to show that the coupled transfer distance correlates strongly with the difficulty of fine-tuning.

1. Introduction
A part of the success of Deep Learning stems from the fact that deep networks learn features that are discriminative yet flexible. Models pre-trained on a particular task can be easily adapted to perform well on other tasks. The transfer learning literature forms an umbrella for such adaptation techniques, and it works well, see for instance Mahajan et al. (2018); Dhillon et al. (2020); Kolesnikov et al. (2019); Joulin et al. (2016) for image classification or Devlin et al. (2018) for language modeling, to name a few large-scale studies. There are also situations when transfer learning does not work well, e.g., a pre-trained model on ImageNet is a poor representation to transfer to MRI data (Merkow et al., 2017).

It stands to reason that if source and target tasks are “close” to each other then we should expect transfer learning to work well. It may be difficult to transfer across tasks that are “far away”. We lack theoretical tools to characterize the difficulty of adapting a model training on a source task to the target task. While there are numerous candidates in the literature (see Related Work in Sec. 6) for characterizing the distance between tasks, a unified understanding of these domain-specific methods is missing.

Desiderata. Our desiderata for a task distance are as follows. First, it should be a distance between learning tasks, i.e., it should explicitly incorporate the hypothesis space of the model that is being transferred and accurately reflect the difficulty of transfer. For example, it is often observed in practice that transferring larger models is easier, we would like our task distance to capture this fact. Such a distance is different than discrepancy measures on the input, or the joint input-output space, which do not consider the model.

Second, we would like a theoretical framework to prescribe this distance. Task distances in the literature often depend upon quantities such as the number of epochs of fine-tuning to reach a certain accuracy, where different hyperparameters may result in different conclusions. Also, as the present paper explores at depth, there are mechanisms for transfer other than fine-tuning that may transfer easily...
We are interested in the supervised learning problem in this paper. Consider a source dataset $D_s = \{(x_i^s, y_i^s)\}_{i=1}^{N_s}$ and a target dataset $D_t = \{(x_i^t, y_i^t)\}_{i=1}^{N_t}$, where $x_i^s, x_i^t \in X$ denote input data and $y_i^s, y_i^t \in Y$ denote ground-truth annotations. Training a parameterized classifier, say a deep network with weights $w \in \mathbb{R}^p$, on the source task involves minimizing the cross-entropy loss $\ell_s(w) = -\frac{1}{N_s} \sum_{i=1}^{N_s} \log p_w(y_i^s | x_i^s)$ using stochastic gradient descent (SGD):

$$ w(\tau + d\tau) = w(\tau) - \hat{\nabla} \ell_s(w(\tau)) \, d\tau; \ w(0) = w_s; \ (1) $$

The notation $\hat{\nabla} \ell_s(w)$ indicates a stochastic estimate of the gradient using a mini-batch of data. The parameter $\tau$ is the learning rate. Let us define the distribution $\tilde{p}_s(x, y) = \frac{1}{N_s} \sum_{i=1}^{N_s} \delta_{x_i^s}(x)\delta_{y_i^s}(y)$ and its input-marginal $\tilde{p}_s(x) = \frac{1}{N_s} \sum_{i=1}^{N_s} \delta_{x_i^s}(x)$; distributions $\tilde{p}_t(x, y), \tilde{p}_t(x)$ are defined analogously.

**Contributions.** We formalize a “coupled transfer distance” between learning tasks as the length of the shortest trajectory on a Riemannian manifold (statistical manifold of parametrized conditional distributions of labels given data) that the weights of a classifier travel on when they are adapted from the source task to the target task. At each instant during this transfer, weights are fitted on an interpolating task that evolves along the optimal transportation (OT) trajectory between source and target tasks. Evolution of weights and the interpolated task is coupled together. In particular, we set the ground metric which defines the cost of transporting unit mass in OT to be the Fisher-Rao distance.

We give an algorithm to compute the coupled transfer distance. It alternately updates the OT map and the weight trajectory; the former uses the latest ground metric computed as the length of the weight trajectory under the Fisher Information Metric (FIM) whereas the weight trajectory is updated to fit to a new sequence of interpolated tasks given by the updated OT. We develop several techniques to scale up this algorithm and show that we can compute the coupled transfer distance between standard benchmark datasets.

We study this distance using Rademacher complexity. We show that given an OT between tasks, the Fisher-Rao distance between the initial and final weights, which our coupled transfer distance computes, corresponds to finding a weight trajectory that keeps the generalization gap small on the interpolated tasks. The coupled transfer distance thus captures the intuitive idea that a good transfer trajectory is the one that keeps the generalization gap small during transfer, in particular at the end on the target task.

We perform thorough empirical validation and analysis of the coupled transfer distance across diverse image classification datasets (MNIST (LeCun et al., 1998), CIFAR-10, CIFAR-100 (Krizhevsky & Hinton, 2009) and Deep Fashion (Liu et al., 2016)).

**2. Theoretical setup**

We are interested in the supervised learning problem in this paper. Consider a source dataset $D_s = \{(x_i^s, y_i^s)\}_{i=1}^{N_s}$ and a target dataset $D_t = \{(x_i^t, y_i^t)\}_{i=1}^{N_t}$, where $x_i^s, x_i^t \in X$ denote input data and $y_i^s, y_i^t \in Y$ denote ground-truth annotations. Training a parameterized classifier, say a deep network with weights $w \in \mathbb{R}^p$, on the source task involves minimizing the cross-entropy loss $\ell_s(w) = -\frac{1}{N_s} \sum_{i=1}^{N_s} \log p_w(y_i^s | x_i^s)$ using stochastic gradient descent (SGD):

$$ w(\tau + d\tau) = w(\tau) - \hat{\nabla} \ell_s(w(\tau)) \, d\tau; \ w(0) = w_s; \ (1) $$

The notation $\hat{\nabla} \ell_s(w)$ indicates a stochastic estimate of the gradient using a mini-batch of data. The parameter $\tau$ is the learning rate. Let us define the distribution $\tilde{p}_s(x, y) = \frac{1}{N_s} \sum_{i=1}^{N_s} \delta_{x_i^s}(x)\delta_{y_i^s}(y)$ and its input-marginal $\tilde{p}_s(x) = \frac{1}{N_s} \sum_{i=1}^{N_s} \delta_{x_i^s}(x)$; distributions $\tilde{p}_t(x, y), \tilde{p}_t(x)$ are defined analogously.

2.1. Fisher-Rao metric on the manifold of probability distributions

Consider a manifold $\mathcal{M} = \{p_w(z) : w \in \mathbb{R}^p\}$ of probability distributions. Information Geometry (Amari, 2016) studies invariant geometrical structures on such manifolds. For two points $w, w' \in \mathcal{M}$, we can use the Kullback-Leibler (KL) divergence $\text{KL}[p_w, p_{w'}] = \int dp_w(z) \log (p_w(z)/p_{w'}(z))$ to obtain a Riemannian structure on $\mathcal{M}$. This allows the infinitesimal distance $ds^2$ on the manifold to be written as

$$ ds^2 = 2\text{KL}[p_w, p_{w+dw}] = \sum_{i,j=1}^{p} g_{ij} \, dw_i dw_j \ (2) $$

where

$$ g_{ij}(w) = \int dp_w(z) (\partial_{w_i} \log p_w(z)) (\partial_{w_j} \log p_w(z)) \ (3) $$

are elements of the Fisher Information Matrix (FIM) $g$.

Weights $w$ play the role of a coordinate system for computing the distance. The FIM is the Hessian of the KL-divergence; we may think of the FIM as quantifying the amount of information present in the model about the data it was trained on. The FIM is the unique metric on $\mathcal{M}$ (up to scaling) that is preserved under diffeomorphisms (Bauer et al., 2016), in particular under representation of the model.

Given a continuously differentiable curve $\{w(\tau)\}_{\tau \in [0,1]}$ on the manifold $\mathcal{M}$ we can compute its length by integrating the infinitesimal distance $|ds|$ along it. The shortest length curve between two points $w, w' \in \mathcal{M}$ induces a metric on $\mathcal{M}$ known as the Fisher-Rao distance (Rao, 1945)

$$ d_{\text{FR}}(w, w') = \min_{w(0)=w} \int_0^1 \sqrt{\langle \dot{w}(\tau), g(w(\tau)) \dot{w}(\tau) \rangle} \, d\tau. \ (4) $$

Shortest paths on a Riemannian manifold are geodesics, i.e., they are locally “straight lines”.

**Computing the Fisher-Rao distance by integrating the KL-divergence.** Let us focus on the conditional distribution $p_w(y|x)$. For the factorization $p(x, y) = p(x)p(y|x)$ where only the latter is parametrized, the FIM in (3) is given by

$$ g_{ij}(w) = \mathbb{E}_{x \sim p(x), \ y \sim p_w(y|x)} \left[ \frac{\partial_{w_i} \log p_w(y|x) \partial_{w_j} \log p_w(y|x)}{\partial_{w_i} \log p_w(y|x) \partial_{w_j} \log p_w(y|x)} \right]; $$

here the input distribution $p(x)$ and the weights $w$ will be chosen in the following sections. The FIM is difficult to compute for large models and approximations often work poorly (Kunstner et al., 2019). For our purposes, we only need to compute the infinitesimal distance $|ds|$ in (2) and
can thus rewrite (4) as

\[ d_{FR}(w, w') = \min_{w: w(0) = w'} \int_0^1 \sqrt{2KL[p_w(y|x), p_{w+dw}(y|x)]}. \]

(5)

2.2. Transporting the data distribution

We next focus on the marginals on the input data \( \hat{x} \) can be written explicitly as a sum of Dirac-delta distributions interpolation for the discrete case with \( C \) that accelerates the solution of the OT problem. McCann’s coupling is given by the constant-speed geodesic for discrete measures \( p \) that transports probability mass using displacement interpolation (9). For example, for the Wasserstein metric, \( \gamma \) is a constant-speed geodesic, i.e., if \( p_t \) is the distribution at an intermediate time instant \( \tau \in [0, 1] \) then its distance from \( p_s \) is proportional to \( \tau \)

\[ W_2(p_s, p_\tau) = \tau W_2(p_s, p_t). \]

OT for continuous measures. Let \( \Pi(p_s, p_t) \) be the set of joint distributions (also known as couplings or transport plans) with first marginal equal to \( p_s(x) \) and second marginal \( p_t(x) \). The Kantorovich relaxation of OT solves for the best coupling \( \gamma^* \in \Pi \) to compute the coupling of cost \( c(x, x') \in \mathbb{R}_+ \) is called the ground metric. It gives the cost of transporting unit mass from \( x \) to \( x' \). The popular squared-Wasserstein metric \( W_2^2(p_s, p_t) \) uses \( c(x, x') = \|x - x'\|^2 \). Given the optimal coupling \( \gamma^* \), we can compute the trajectory that transports probability mass using displacement interpolation (?). For example, for the Wasserstein metric, \( \gamma^* \) is a constant-speed geodesic, i.e., if \( p_t \) is the distribution at an intermediate time instant \( \tau \in [0, 1] \) then its distance from \( p_s \) is proportional to \( \tau \)

\[ W_2(p_s, p_\tau) = \tau W_2(p_s, p_t). \]

(6)

OT for discrete measures. We are interested in computing the constant-speed geodesic for discrete measures \( \hat{p}_s \) and \( \hat{p}_t \). The set of transport plans in this case is \( \Pi(\hat{p}_s, \hat{p}_t) = \{ \Gamma \in \mathbb{R}_{N_s \times N_t} : \Gamma_{N_s, *}, \Gamma^\top_{*, N_t} = \hat{p}_s, \hat{p}_t \} \) and the optimal coupling is given by

\[ \Gamma^* = \arg \min_{\Gamma \in \Pi(\hat{p}_s, \hat{p}_t)} \{ (C, \Gamma) - cH(\Gamma) \}; \]

(6)

here \( C_{ij} \) is a matrix that defines the ground metric in OT. For instance, \( C_{ij} = \|x_i - x_j\|^2 \) for the Wasserstein metric. The first term above measures the total cost \( \sum_{i,j} \Gamma_{ij} C_{ij} \) incurred for the transport. The second term is an entropic penalty \( H(\Gamma) = -\sum_{i,j} \Gamma_{ij} \log \Gamma_{ij} \) popularized by \( \hat{p}_t \). This forces the weights to take a longer trajectory in information space, i.e., as measured by the Fisher-Rao distance in (5). If changes in data were synchronized with the evolving weights, the weight trajectory would be necessary shorter in information space because the KL-divergence \( \tau \) is the distribution at an

\[ \hat{p}_t(x, y) = \sum_{i=1}^{N_s} \sum_{j=1}^{N_t} \Gamma_{ij} \delta_{(1-\tau)x_j + \tau x_i}(x). \]

(7)

We can also create pseudo labels for samples from \( p_\tau \) by a linear interpolation of the one-hot encoding of their respective labels to get

\[ \hat{p}_\tau(x, y) = \sum_{i=1}^{N_s} \sum_{j=1}^{N_t} \Gamma_{ij} \delta_{(1-\tau)x_j + \tau x_i}(x). \]

(8)

3. Coupled Transfer Distance

We next combine the development of Sec. 2.1–2.2 to transport the marginal on the data and modify the weights on the statistical manifold simultaneously. We call this method the “coupled transfer process” and the corresponding task distance as the “coupled transfer distance”. We also discusses techniques to efficiently implement the process and make it scalable to large deep networks.

3.1. Uncoupled Transfer Distance

We first discuss a simple transport mechanism instead of OT and discuss how to compute a transfer distance. For \( \tau \in [0, 1] \), consider the mixture distribution

\[ \hat{p}_\tau(x, y) = (1 - \tau)\hat{p}_s(x, y) + \tau \hat{p}_t(x, y). \]

(9)

Samples from \( \hat{p}_\tau \) can be drawn by sampling an input-output pair from \( \hat{p}_s \) with probability \( 1 - \tau \) and sampling it from \( \hat{p}_t \) otherwise. At each time instant \( \tau \), the uncoupled transfer process updates the weights the classifier using SGD to fit samples from \( \hat{p}_\tau \)

\[ w(\tau + d\tau) = w(\tau) - \nabla \ell_\tau(w(\tau)) \, d\tau; \quad w(0) = w_s. \]

(10)

Weights \( w(\tau) \) are thus fitted to each task \( p_\tau \) as \( \tau \) goes from 0 to 1. In particular for \( \tau = 1 \), weights \( w(1) \) are fitted to \( \hat{p}_t \). As \( d\tau \to 0 \), we obtain a continuous curve \( \{w(\tau) : \tau \in [0, 1]\} \). Computing the length of this weight trajectory using (5) gives a transfer distance.

Remark 1 (Uncoupled transfer distance entails longer weight trajectories). For uncoupled transfer, although the task and weights are modified simultaneously, their changes are not synchronized. We therefore call this the “uncoupled transfer distance”. To elucidate, changes in the data using the mixture (9) may be unfavorable to the current weights \( w(\tau) \) and may cause the model to struggle to track the distribution \( \hat{p}_\tau \). This forces the weights to take a longer trajectory in information space, i.e., as measured by the Fisher-Rao distance in (5). If changes in data were synchronized with the evolving weights, the weight trajectory would be necessarily shorter in information space because the KL-divergence in (2) is large when the conditional distribution changes quickly to track the evolving data. We therefore expect the task distance computed using the mixture distribution to be larger than the coupled transfer distance which we will discuss next; our experiments in Sec. 5 corroborate this.
3.2. Modifying the task and classifier synchronously

Our coupled transfer distance that uses OT to modify the task and updates the weights synchronously to track the interpolated distribution is defined as follows.

**Definition 2 (Coupled transfer distance).** Given two learning tasks \(D_s\) and \(D_t\) and a \(w\)-parametrized classifier trained on \(D_s\) with weights \(w_s\), the coupled transfer distance between the tasks is

\[
\min_{\Gamma,w(\cdot) \sim \hat{d}_\tau(\cdot)} \mathbb{E}_{x \sim \hat{d}_\tau(x)} \int_0^1 \sqrt{2KL[p_w(\cdot | x), p_w + dw(\cdot | x)]} \, \mathrm{d}\tau
\]

(11)

where and couplings \(\Gamma \in \Pi(\hat{p}_s(x), \hat{p}_t(x))\) and \(w(\cdot)\) is a continuous curve which is the limit of

\[
w(\tau + d\tau) = w(\tau) - \nabla \ell_x(w(\tau)) \, d\tau; \quad w(0) = w_s.
\]

as \(d\tau \to 0\). The interpolated distribution \(\hat{p}_\tau(x, y)\) at time instant \(\tau \in [0, 1]\) for a coupling \(\Gamma\) is given by (8) and the loss \(\ell_x\) is the cross-entropy loss of fitting data from this interpolated distribution.

The following remarks discuss the rationale and the properties of this definition.

**Remark 3 (Coupled transfer distance is asymmetric).** The length of the weight trajectory for transferring from \(\hat{p}_s\) to \(\hat{p}_t\) is different from the one that transfers from \(\hat{p}_t\) to \(\hat{p}_s\). This is a desirable property, e.g., it is easier to transfer from ImageNet to CIFAR-10 than in the opposite direction.

**Remark 4 (Coupled transfer distance can be compared across different architectures).** An important property of the task distance in (11) is that it is the Fisher-Rao distance, i.e., the shortest geodesic on the statistical manifold, of conditional distributions \(p_w(\cdot | x_s)\) and \(p_w(\cdot | x_t)\) with the coupling \(\Gamma\) determining the probability mass that is transported from \(x_s\) to \(x_t\). Since the Fisher-Rao distance does not depend on the embedding dimension of the manifold \(M\), the coupled transfer distance does not depend on the architecture of the classifier; it only depends on the capacity to fit the conditional distribution \(p_w(y | x)\). This is a very desirable property: given the tasks, our distance is comparable across different architectures. Let us note that the uncoupled transfer distance in Sec. 3.1 also shares this property but coupled transfer has the benefit of computing the shortest trajectory in information space; weight trajectories of uncoupled transfer may be larger; see Rem. 1.

3.3. Computing the coupled transfer distance

We first provide an an informal description of how we compute the task distance. Each entry \(\Gamma_{ij}\) of the coupling matrix determines how much probability mass from \(x_s^i\) is transported to \(x_t^j\). The interpolated distribution (8) allows us to draw samples from the task at an intermediate instant.

For each coupling \(\Gamma\), there exists a trajectory of weights \(w(\cdot) := \{w(\tau) : \tau \in [0, 1]\}\) that tracks the interpolated task. The algorithm treats \(\Gamma\) and the weight trajectory as the two variables and updates them alternately as follows. At the \(k\)th iteration, given a weight trajectory \(w^k(\cdot)\) and a coupling \(\Gamma^k\), we set the entries of the ground metric \(C_{ij}^{k+1}\) to be the Fisher-Rao distance between distributions \(p_w(\cdot | x_s^i)\) and \(p_w(\cdot | x_t^j)\). An updated \(\Gamma^{k+1}\) is calculated using this ground metric to result in a new trajectory \(w^{k+1}(\cdot)\) that tracks the new interpolated task distribution (8) for \(\Gamma^{k+1}\).

More formally, given an initialization for the coupling matrix \(\Gamma^0\) we perform the updates in (12). Computing the coupled transfer distance is a non-convex optimization problem and we therefore include a proximal term in (12a) to keep the coupling matrix close to the one computed in the previous step \(\Gamma^k\). This also indirectly keeps the weight trajectory \(w^{k+1}(\cdot)\) close to the trajectory from the previous iteration. Proximal point iteration (Bauschke & Combettes, 2017) is insensitive to the step-size \(\lambda\) and it is therefore beneficial to employ it in these updates.

\[
\Gamma^k = \arg\min_{\Gamma \in \Pi} \{ \langle \Gamma, C^k \rangle - \epsilon H(\Gamma) + \lambda \|\Gamma - \Gamma^{k-1}\|_F^2 \},
\]

(12a)

\[
C_{ij}^k = \int_0^1 \sqrt{2KL[p_w(\cdot | x_s^i) || p_w(\cdot | x_t^j)]},
\]

(12b)

\[
w^k(\tau + d\tau) = w^k(\tau) - \nabla \ell_x(w^k(\tau)) \, d\tau; \quad w(0) = w_s.
\]

(12c)

\[
\hat{p}_\tau(x, y) = \sum_{i=1}^{N_s} \sum_{j=1}^{N_t} \Gamma_{ij}^{k-1} \delta((1-\tau)x_i + \tau x_j) \delta((1-\tau)y_i + \tau y_j),
\]

(12d)

\[
x_t^j, y_t^j \sim \hat{p}_\tau(x, y).
\]

(12e)

3.4. Practical tricks for efficient computation

The optimization problem formulated in (12) is conceptually simple but computationally daunting. The main hurdle is to compute the ground metric \(C_{ij}^k\) for all \(i \leq N_s, j \leq N_t\) pairs in a dense transport coupling \(\Gamma\). The coupling matrix can be quite large, e.g., it has \(10^8\) entries for a relatively small dataset of \(N_s = N_t = 10,000\). We therefore introduce the following techniques that allow us to scale to large problems.

**Block-diagonal transport couplings.** Instead of optimizing \(\Gamma\) in (11) over the entire polytope \(\Pi(\hat{p}_s, \hat{p}_t)\), we only consider block-diagonal couplings. Depending upon the source and target datasets, we use blocks of size up to \(30 \times 30\). At each time instant \(\tau \in [0, 1]\), we sample a block from the transport coupling. SGD in (12c) updates weights using multiple samples from the interpolated task restricted to this block. The integrand for \(C_{ij}^k\) in (12b) is also computed only on this mini-batch. Experiments in Sec. 5 show that the weight trajectory converges using this technique. We can compute the coupling transfer distance for source and target datasets of size up to \(N_s = N_t = 19,200\). Other approaches for handling large-scale OT problems such as
hierarchical methods (Lee et al., 2019) or greedy computation (Carlier et al., 2010) could also be used for our purpose but we chose this one for sake of simplicity.

**Initializing the transport coupling.** The ground metric $C_{ij} = \|x_i^s - x_i^t\|_2^2$ is widely used in the OT literature. We are however interested in computing distances for image-classification datasets in this paper and such a pixel-wise distance is not a reasonable ground metric for visual data that have strong local/multi-scale correlations. We therefore set $\Gamma^0$ to be the block-diagonal approximation of the transport coupling for the ground metric $C_{ij} = \|\varphi(x_i^s) - \varphi(x_i^t)\|_2^2$ where $\varphi$ is some feature extractor. The feature space is much more Euclidean-like than the input space and this gives us a good initialization in practice; similar ideas are employed in the metric learning literature (Snell et al., 2017; Hu et al., 2015; Qi et al., 2018). We use a ResNet-50 (He et al., 2016) pre-trained on ImageNet to initialize $\Gamma^0$ for all our experiments. To emphasize, we use the feature extractor only for initializing the transport coupling further updates are performed using (12a). We have computed the coupling transfer distance for MNIST without this step and our results are similar.

**Using mixup to interpolate source and target images.** The interpolating distribution (8) has a peculiar nature: sampled data $x_{ij}^\tau = (1 - \tau)x_i^s + \tau x_i^t$ from this distribution are a convex combination of source and target data. This causes artifacts for natural images for $\tau$ away from 0 or 1; we diagnosed this as a large value of the training loss while executing (10). We therefore treat the coefficient of the convex combination in (8) as if it were a sample from a Beta-distribution Beta($\tau$, 1 $-$ $\tau$). This keeps the samples $x_{ij}^\tau$ similar to the source or the target task and avoids visual artifacts. This trick is inspired by Mixup regularization (Zhang et al., 2017); we also use Mixup for labels $y_{ij}^\tau$.

### 4. An alternative perspective using Rademacher complexity

We have hitherto motivated the coupled transfer distance using ideas in information geometry. In this section, we study the weight trajectory under the lens of learning theory. We show that we can interpret it as the trajectory that minimizes the integral of the generalization gap as the weights are adapted from the source to the target task. We consider binary classification tasks in this section. Rademacher complexity (Bartlett & Mendelson, 2001)

$$\mathcal{R}_N(\tau) = \mathbb{E}_{p \sim P} \left[ \mathbb{E}_{w \in A(\tau)} \frac{1}{N} \sum_{i=1}^N \sigma^2(\ell(w; x_i^s, y_i^s)) \right], \quad (13)$$

is the average over draws of the dataset $\hat{p} \sim p$ and iid random variables $\sigma^2$ uniformly distributed over $\{-1, 1\}$ of the worst case average weighted loss $\sigma^2(\ell(w; x_i^s, y_i^s))$ for $w$ in the set $A(\tau)$. We assume here that $|\ell(w; x_i^s, y_i^s)| < M$ and $\ell(w; x, y)$ is Lipschitz continuous. Classical bounds bound the generalization gap of all hypotheses $h$ in a hypothesis class $\mathcal{H}$ by $\mathcal{R}_2N(\mathcal{H}) + 2 \sqrt{\log(1/\delta)}$ with probability at least $1 - \delta$. We build upon this result to get the following theorem under the assumption that weights $w(\tau)$ predict well on the interpolated task $\hat{p}_\tau(x, y)$ at all times $\tau$.

**Theorem 5.** Given a weight trajectory $\{w(\tau)\}_{\tau \in [0, 1]}$ and a sequence $0 = \tau_0 \leq \tau_1 < \tau_2 < \ldots < \tau_K \leq 1$, for all $\epsilon > 2 \sum_{k=1}^K (\tau_k - \tau_{k-1}) \mathbb{E}_{x \sim p_r} |\Delta(\ell(w(\tau_{k-1})))|$, the probability that

$$\frac{1}{K} \sum_{k=1}^K \mathbb{E}_{(x, y) \sim p_r} [\ell(w(\tau_k), x, y)] - \frac{1}{N} \sum_{(x, y) \sim \hat{p}_r} \ell(w(\tau_k), x, y)$$

is greater than $\epsilon$ is upper bounded by

$$\exp \left\{ -\frac{2K}{M^2} \left( \epsilon - 2 \sum_{k=1}^K \Delta(\tau_k) \mathbb{E}_{x \sim p_r} \left[ \sqrt{\ell(w(\tau_k), g(w(\tau_k)))}^2 \right] \right) \right\}. \quad (14)$$

We have defined $\Delta(\tau_k) = \tau_k - \tau_{k-1}$ and $\Delta(\ell(w(\tau)) = \ell(w(\tau + d\tau); x, y_\tau(x)) - \ell(w(\tau); x, y_\tau(x))$.

Sec. C gives the proof. As $\Delta(\tau_k) \to 0$

$$\sum_{k=1}^K \Delta(\tau_k) \mathbb{E}_{x \sim p_r} \left[ \sqrt{\ell(w(\tau_k), g(w(\tau_k)))^2} \right] \to \int_0^1 \mathbb{E}_{x \sim \hat{p}_\tau} \left[ \sqrt{\ell(w, g(w))} \right] \, d\tau$$

which is the length of the trajectory on the statistical manifold with inputs drawn from the interpolated distribution at each instant.

We can thus think of the coupled transfer distance as the length of the trajectory on the statistical manifold that starts at the given model $w_s$ on the source task and ends with the model $w(1)$ fitted to the target task, as the task is simultaneously interpolated using an optimal transport whose ground metric between samples $x_i^s$ and $x_i^t$ is

$$C_{ij} = \int_0^1 \sqrt{2KL \left[ p_{w(\tau)}(\cdot|x_i^s), p_{w(\tau + d\tau)}(\cdot|x_i^t) \right]} \, d\tau$$

which is the length of the trajectory under the FIM. This result is a crisp theoretical characterization of the intuitive idea that if one finds a weight trajectory that transfers from the source to the target task while keeping the generalization gap small at all time instants, then the length of the trajectory is a good indicator of the distance between tasks.

### 5. Experiments

#### 5.1. Setup

We use the MNIST, CIFAR-10, CIFAR-100 and Deep Fashion datasets for our experiments. Source and target tasks consist of subsets of these datasets, each task with one or more of the original classes inside it. We show results using
an 8-layer convolutional neural network with ReLU non-
linearities, dropout, batch-normalization with a final fully-
connected layer along with a larger wide-residual-network
WRN-16-4 (Zagoruyko & Komodakis, 2016). Sec. A gives
details about pre-processing, architecture and training.

5.2. Baseline methods to estimate task distances

The difficulty of fine-tuning is the gold standard of dis-
tance between tasks. It is therefore very popular, e.g.,
Kornblith et al. (2019) use the number of epochs during transfer as the distance. We compute the length of the weight tra-
jectory, i.e., \( \int_0^1 |dw| \) and call this the fine-tuning distance.
The trajectory is truncated when validation accuracy on the target task is 95% of its final validation accuracy. No trans-
port of the task is performed and the model directly takes SGD updates on the target task after being pre-trained on the source task.

The next baseline is Task2Vec (Achille et al., 2019a) which embeds tasks using the diagonal of the FIM of a model trained on them individually. Cosine distance between these vectors is defined as the task distance.

We also compare with the uncoupled transfer distance developed in Sec. 3.1. This distance computes length of the weight trajectory on the Riemannian distance and also interpolates the data but does not do them synchronously.

Discrepancy measures on the input space are a popular way to measure task distance. We show task distance computed as the Wasserstein \( W^2 \) metric on the the pixel-
space, the Wasserstein \( W^2 \) metric on the embedding space and also method that we devised ourselves where we transfer a variational autoencoder (VAE (Kingma & Welling, 2014)) from the source to the target task and compute the length of weight trajectory on the manifold. We transfer the VAE in two ways, (i) by directly fitting the model on the target task, and (ii) by interpolating the task using a mixture distribution as described in Sec. 3.1.

5.3. Quantitative comparison of distance matrices

Metrics are not unique. We would however still like to com-
pare two task distances across various pairs of tasks. In addition to showing these matrices and drawing qualitative interpretations, we use the Mantel test (Mantel, 1967) to ac-
cept/reject the null hypothesis that variations in two distance matrices are correlated. We will always compute corr
relations with the fine-tuning distance matrix because it is a prac-
tically relevant quantity and task distances are often designed to predict this quantity. We report \( p \)-values and the
normalized test statistic \( r = 1/(n^2 - n - 1) \sum_{i,j=1}^n (a_{ij} - \bar{a})(b_{ij} - \bar{b})/(\sigma_a \sigma_b) \) where \( a, b \in \mathbb{R}^{n \times n} \) are distance matrices for \( n \) tasks, \( \bar{a}, \bar{b}, \sigma_a, \sigma_b \) denote mean and standard deviation of entries respectively. Numerical values of \( r \) are usually small for all data (Ape; Goslee et al., 2007) but the pair \((r, p)\) are
a statistically sound way of comparing distance matrices; large \( r \) with small \( p \) indicates better correlation.

5.4. Transferring between subsets of benchmark
datasets

CIFAR-10 and CIFAR-100. We consider four tasks (i) all vehicles (airplane, automobile, ship, truck) in CIFAR-10, (ii) the remainder, namely six animals in CIFAR-10, (iii) the entire CIFAR-10 dataset and (iv) the entire CIFAR-100 dataset. We show results in Fig. 2 using \( 4 \times 4 \) distance matrices where numbers in each cell indicate the distance between the source task (row) and the target task (column).

![Figure 2](image)

Figure 2. (a) shows coupled transfer distance (\( r = 0.428 \), \( p = 0.13 \)), Fig. 2b shows distances estimated using Task2Vec (\( r = 0.03, p = 0.98 \)), Fig. 2c shows fine-tuning distance (\( r = 0.61, p = 0.09 \) with itself). The numerical values of the distances in this figure are not comparable with each other. Coupled transfer distances satisfy certain sanity checks, e.g., transferring to a subset task is easier than transferring from a subset task (CIFAR-10-vehicles/animals), which Task2Vec does not.

Coupled transfer shows similar trends as fine-tuning, e.g., the tasks animals-CIFAR-10 or vehicles-CIFAR-10 are close to each other while CIFAR-100 is far away from all tasks (it is closer to CIFAR-10 than others). Task distance is asym-
metric in Fig. 2a, Fig. 2c. Distance from CIFAR-10-animals is smaller than animals-CIFAR-10; this is expected because animals is a subset of CIFAR-10. Task2Vec distance esti-
mates in Fig. 2b are qualitatively quite different from these two; the distance matrix is symmetric. Also, while fine-
tuning from animals-vehicles is relatively easy, Task2Vec estimates the distance between them to be the largest.

This experiment also shows that our approach can scale to medium-scale datasets and can handle situations when the source and target task have different number of classes.

Transferring between subsets of CIFAR-100. We con-
struct five tasks (herbivores, carnivores, vehicles-1, vehicles-
2 and flowers) that are subsets of the CIFAR-100 dataset. Each of these tasks consists of 5 sub-classes. The distance matrices for coupled transfer, Task2Vec and fine-tuning are shown in Fig. 3a, Fig. 3b and Fig. 3c respectively. We also show results using uncoupled transfer in Fig. 3d.

Coupled transfer estimates that all these subsets of CIFAR-
100 are roughly equally far away from each other with herbi-
vores-carnivores being the farthest apart while vehicles-
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Figure 3. Fig. 3a shows coupled transfer distance \((r = 0.14, p = 0.05)\), Fig. 3b shows Task2Vec distance \((r = 0.07, p = 0.17)\), Fig. 3c shows fine-tuning distance \((r = 0.36, p = 0.03)\), and Fig. 3d shows uncoupled transfer distance \((r = 0.12, p = 0.47)\). Numerical values in the first and the last sub-plot can be compared directly. Coupled transfer broadly agrees with fine-tuning except for carnivores-flowers and herbivores-vehicles-1. For all tasks, uncoupled transfer overestimates the distances compared to Fig. 3a.

1-vehicles-2 being closest. This ordering is consistent with the fine-tuning distance although fine-tuning results in an extremely large value for carnivores-flowers and vehicles-1-herbivores. This ordering is mildly inconsistent with the distances reported by Task2Vec in Fig. 3b the distance for vehicles-1-vehicles-2 is the highest here. Broadly, Task2Vec also results in a distance matrix that suggests that all tasks are equally far away from each other. As has been reported before (Li et al., 2020), this experiment also demonstrates the fragility of fine-tuning.

Recall that distances for uncoupled transfer in Fig. 3d can be compared directly to those in Fig. 3a for coupled transfer. Task distances for the former are always larger. Further, distance estimates of uncoupled transfer do not bear much resemblance with those of fine-tuning; see for example the distances for vehicles-2-carnivores, flowers-carnivores, and vehicles-1-vehicles-2. This demonstrates the utility of solving a coupled optimization problem in (12) which finds a shorter trajectory on the statistical manifold.

Experiments on transferring between subsets of Deep Fashion are given in Sec. B. We also computed task distances for tasks with different input domains. For transferring from MNIST to CIFAR-10, the coupled transfer distance is 0.18 (0.06 in the other direction), fine-tuning distance is 554.2 (20.6 in the other direction) and Task2Vec distance is 0.149 (same in the other direction). This experiment shows that can robustly handle diverse input domains and yet again, the coupled transfer distance correlates with the fine-tuning distance.

5.5. Further analysis of the coupled transfer distance

Convergence of coupled transfer. Fig. 4a shows the evolution of training and test loss as computed on samples of the interpolated distribution after \(k = 4\) iterations of (12). As predicted by Thm. 5 the generalization gap is small throughout the trajectory. Training loss increases towards the middle; this is expected because the interpolated task is far away from both source and target tasks there. The interpolation (12d) could also be a cause for this increase.

We typically require 4–5 iterations of (12) for the task distance to converge; this is shown in Fig. 4b for a few instances. This figure also indicates that computing the transport coupling in (6) independently of the weights and using this coupling to modify the weights, as done in say (Cui et al., 2018), results in a larger distance than if one were to optimize the couplings along with the weights. The coupled transfer finds shorter trajectories for weights and will potentially lead to better accuracies on target tasks in studies like (Cui et al., 2018) because it samples more source data.

Models with a larger capacity are easier to transfer. We next show that using a model with higher capacity results in smaller distances between tasks. We consider a wide residual network (WRN-16-4) of (Zagoruyko & Komodakis, 2016) and compute distances on subsets of CIFAR-100 in Fig. 5. First note that task distances for coupled transfer in Fig. 5a are consistent with those for fine-tuning in Fig. 5b. Coupled transfer distances in Fig. 5a are much smaller than those in Fig. 3a.

Roughly speaking, a high-capacity model can learn a rich set of features, some discriminative and others redundant not relevant to the source task. These redundant features are useful if target task is dissimilar to the source. This experiment also demonstrates that the information-geometric distance computed by coupled transfer, which is independent of the dimension of the statistical manifold, leads to a constructive strategy for selecting architectures for transfer learning. Most methods to compute task distances instead only inform which source target is best suited to pre-train with for the target task.

Does coupled transfer lead to better generalization on the target? It is natural to ask whether the generalization performance of the model after coupled transfer is better than the one after standard fine-tuning (which does not transport the task). Fig. 6 compares the validation loss and the validation accuracy after coupled transfer and after standard
fine-tuning for pairs of CIFAR-100 tasks. It shows that broadly, the former improves generalization. This is consistent with existing literature (Gao & Chaudhari, 2020) which employs task interpolation for better transfer. Let us note that improving fine-tuning is not our goal while developing the task distance. In fact, we want the task distance to correlate with the difficulty of fine-tuning.

Figure 5. Fig. 5a shows coupled transfer distance \( (r = 0.15, p = 0.01) \) and Fig. 5b shows fine-tuning distance \( (r = 0.39, p = 0.01) \) with itself and \( r = 0.21, p = 0.20 \) with fine-tuning distance in Fig. 3c). Numbers in Fig. 5a can be directly compared to those in Fig. 3a. WRN-16-4 model has a shorter trajectory for all task pairs compared to the CNN in Fig. 3a with fewer parameters.

Comparison with other task discrepancy measures. Fig. 7a shows task distances computed using the Riemannian length of the weight trajectory for the VAE (see Sec. 5.2) when task is interpolated using a mixture distribution, Fig. 7b shows the same quantity when the VAE is directly fitted to the target task after initialization on the source. Fig. 7c and Fig. 7d show the Wasserstein distance on the pixel-space and feature-space respectively. We find that although the four distance matrices in Fig. 7 agree with each other very well \((r \approx 0.15, p < 0.08)\) for all pairs, except the VAE with uncoupled transfer, they are very different from the fine-tuning distance in Fig. 3c. This shows that task distances computed using discrepancy measures on the input space are not reflective of the difficulty of fine-tuning, after all images in these tasks are visually quite similar to each other. Coupled transfer distance explicitly takes the hypothesis space into account and correctly reflects the difficulty of transfer, even if the input spaces are similar.

6. Related Work

Domain-specific methods. A rich understanding of task distances has been developed in computer vision, e.g., Zamir et al. (2018) compute pairwise distances when different tasks such as classification, segmentation etc. are performed on the same input data. The goal of this work, and others such as (Cui et al., 2018), is to be able to decide which source data to pre-train to generalize well on a target task. Task distances have also been widely discussed in the multi-task learning (Caruana, 1997) and meta/continual-learning (Liu et al., 2019; Pentina & Lampert, 2014; Hsu et al., 2018). The natural language processing literature also prevents several methods to compute similarity between input data (Mikolov et al., 2013; Pennington et al., 2014).

Most of the above methods are based on evaluating the difficulty of fine-tuning, or computing the similarity in some embedding space. It is difficult to ascertain whether the distances obtained thereby are truly indicative of the difficulty of transfer; fine-tuning hyper-parameters often need to be carefully chosen (Li et al., 2020) and neither is the embedding space unique. For instance, the uncoupled transfer process that modifies the input data distribution will lead to a different estimate of task distance.

Information-theoretic approaches. We build upon a line of work that combines generative models and discriminatory classifiers (see Jaakkola & Haussler, 1999; Perronnin et al., 2010) to name a few) to construct a notion of similarity between input data. Modern variants of this idea include Task2Vec (Achille et al., 2019a) which embeds the task using the diagonal of the FIM and computes distance between tasks using the cosine distance for this embedding. The main hurdle in Task2Vec and similar approaches is to design the architecture for computing FIM: a small model will indicate that tasks are far away. Achille et al. (2019b, c) use the KL divergence between the posterior weight dis-
tribution and a prior to quantify the complexity of a task; distance between tasks is defined to be the increase in complexity when the target task is added to the source task. This is an elegant formalism but it is challenging to compute it accurately and it has not yet been demonstrated for a broad range of datasets.

**Learning-theoretic approaches.** Learning theory typically studies out-of-sample performance on a single task using complexity measures such as VC-dimension (Vapnik, 1998). These have been adapted to address the difficulty of domain adaptation (Ben-David et al., 2010; Zhang et al., 2012; Redko et al., 2019) which gives a measure of task distance that incorporates the complexity of the hypothesis space. In particular, Ben-David et al. (2010) train on a fixed mixture of the source and target data to minimize which is similar to our interpolated distribution (12d). Theoretical results here corroborate (actually motivate) our experimental result that transferring between the same tasks with a higher-capacity model is easier. A key gap in this literature is that this theory does not consider how the model is adapted to target task. For complex models such as deep networks, hyper-parameters during fine-tuning play a crucial role (Li et al., 2020). Our work fundamentally exploits the idea that the task need not be fixed during transfer, it can also be adapted. Further, our coupled transfer distance is invariant to the particular parametrization of the deep network, which is difficult to achieve using classical learning theory techniques.

**Coupled transfer of data and the model.** Transporting the task using optimal transport is fundamental to how our coupled transfer distance is defined. This is motivated from two recent studies. Gao & Chaudhari (2020) develop an algorithm that keeps the classification loss unchanged across transfer. Their method interpolates between the source and target data using the mixture distribution from Sec. 3.1. We take this idea further and employ optimal transport (Cui et al., 2018) to modulate the interpolation of the task using the Fisher–Rao distance. Coupled transport problems on the input data are also solved for unsupervised translation (Alvarez-Melis & Jaakkola, 2018). The idea of modifying the task during transfer using optimal transport is also exploited by Alvarez-Melis & Fusi (2020a) to prescribe task distances and for data augmentation/interpolation and transfer (Alvarez-Melis & Fusi, 2020b).

7. Discussion

Our work is an attempt to theoretically understand when transfer is easy and when it is not. An often over-looked idea in large-scale transfer learning is that the task need not remain fixed to the target task during transfer. We heavily exploit this idea in the present paper. We develop a “coupled transfer distance” between tasks that computes the shortest weight trajectory in information space, i.e., on the statistical manifold, while the task is optimally transported from the source to the target. The most important aspect of our work is that both task and weights are modified synchronously. It is remarkable that this coupled transfer distance is not just strongly correlated with the difficulty of fine-tuning but also theoretically captures the intuitive idea that a good transfer algorithm is the one that keeps generalization gap small during transfer, in particular at the end on the target task.
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A. Details of the experimental setup

A.1. Architecture and training.

We show results using an 8-layer convolutional neural network with ReLU nonlinearities, dropout, batch-normalization with a final fully-connected layer. The larger model used for experiments in Fig. 5 is a wide-residual-network (WRN-16-4 architecture of (Zagoruyko & Komodakis, 2016)).

A.2. Transferring between CIFAR-10 and CIFAR-100

We consider four tasks: (i) all vehicles (airplane, automobile, ship, truck) in CIFAR-10, consisting of 20,000 32\times32-sized RGB images; (ii) the remainder, namely six animals in CIFAR-10, consisting of 30,000 32\times32-sized RGB images; (iii) the entire CIFAR-10 dataset and (iv) the entire CIFAR-100 dataset, consisting of 50,000 images and spread across 100 classes.

We pre-train model on source tasks using stochastic gradient descent (SGD) for 60 epochs, with mini-batch size of 20, learning rate schedule is set to $10^{-3}$ for epochs 0 – 40 and $8 \times 10^{-4}$ for epochs 40 – 60. When CIFAR-100 is the source dataset, we train for 180 epochs with the learning rate set to $10^{-3}$ for epochs 0 – 120, and $8 \times 10^{-4}$ for epochs 120 – 180.

We chose a slightly smaller version of the source and target datasets to compute the distance, each of them have 19,200 images. The class distribution on all source and target classes is balanced. We did this to reduce the size of the coupling matrix $\Gamma$ in (12a). The coupling matrix connecting inputs in the source and target datasets is $\Gamma \in \mathbb{R}^{19200 \times 19200}$ which is still quite large to be tractable during optimization. We therefore use a block diagonal approximation of the coupling matrix; 640 blocks are constructed each of size 30\times30 and all other entries in the coupling matrix are set to zero at the beginning of each iteration in (12a) after computing the dense coupling matrix using the linear program. This effectively entails that the set of couplings over which we compute the transport is not the full convex polytope in Sec. 2.2 but rather a subset of it. We sample a mini-batch of 20 images from the interpolated distribution corresponding to this block-diagonal coupling matrix for each weight update of (12c). We run 40 epochs, i.e., with 19200/20 = 960 weight updates per epoch for computing the weight trajectory at each iteration $k$ in (12). The learning rate is fixed to $8 \times 10^{-4}$ in the transfer learning phase.

A.3. Transferring among subsets of CIFAR-100

The same 8-layer convolutional network is used to show results for transfer between subsets of CIFAR-10 and CIFAR-100. CIFAR-10 is split into the two tasks animals and vehicle again. We construct five tasks (herbivores, carnivores, vehicles-1, vehicles-2 and flowers) that are subsets of the CIFAR-100 dataset. Each of these tasks consists of 5 sub-classes.

We train the model on the source task using SGD for 400 epochs with a mini-batch size of 20. Learning rate is set to $10^{-3}$ for epochs 0 – 240, and to $8 \times 10^{-4}$ for epochs 240 – 400.

Tasks that are subsets of CIFAR-100 in the experiments in this section have few samples (2500 each) so we select 2400 images from source and target datasets respectively; we could have chosen a larger source dataset when transferring from CIFAR-10 animals or vehicles but we did not so for sake of simplicity. The number 2400 was chosen to make the block diagonal approximation of the coupling matrix have 120\times120 entries in each block; this was constrained by the GPU memory. The coupling matrix $\Gamma$ therefore has 2400\times2400 entries with 20 blocks on the diagonal.

Again, we use a mini-batch size of 20 for 240 epochs (2400/20 = 120 weight updates per epoch) during the transfer from the source dataset to the target dataset. The learning rate is fixed to $8 \times 10^{-4}$ in the transfer learning phase.

A.4. Training setup for wide residual network

We pre-train WRN-16-4 on source tasks using SGD for 400 epochs with a mini-batch size of 20. Learning rate is $10^{-1}$ for epochs 0 – 120, $2 \times 10^{-2}$ for epochs 120 – 240, $4 \times 10^{-3}$ for epochs 240–320, and $8 \times 10^{-4}$ for epochs 320 – 400. Other experimental details are the same as those in Sec. A.3.

B. Experiments on the Deep Fashion dataset

For the Deep Fashion dataset (Liu et al., 2016), we consider three binary category classification tasks (upper clothes, lower clothes, and full clothes) and five binary attribute classification tasks (floral, print, sleeve, knit, and neckline). We show results in Fig. 8 using $3 \times 5$ distance matrices where numbers in each cell indicate the distance between the source task
We first prove a simpler theorem.

**Theorem 6.** Given a trajectory of the weights \( \{ w(\tau) \} \) \( \tau \in [0, 1] \) and a sequence \( 0 \leq \tau_1 < \tau_2 < \ldots < \tau_K \leq 1 \), then for all \( \epsilon > \frac{2}{K} \sum_{k=1}^{K} \mathcal{R}_N(\|w(\tau_k)\|_{FR}) \), the probability that

\[
\frac{1}{K} \sum_{k=1}^{K} \left( \mathbb{E}_{(x,y) \sim p_{\tau_k}} \ell(w(\tau_k), x, y) - \frac{1}{N} \sum_{(x,y) \sim \hat{p}_{\tau_k}} \ell(w(\tau_k), x, y) \right)
\]

is greater than \( \epsilon \) is upper bounded by

\[
\exp \left\{ -\frac{2K}{M^2} \left( \epsilon - \frac{2}{K} \sum_{k=1}^{K} \mathcal{R}_N(\|w(\tau_k)\|_{FR}) \right)^2 \right\}.
\]

**Proof.** For each moment \( \tau_k \), by taking supremum

\[
\mathbb{E}_{(x,y) \sim p_{\tau_k}} \ell(w(\tau_k), x, y) - \frac{1}{N} \sum_{(x,y) \sim \hat{p}_{\tau_k}} \ell(w(\tau_k), x, y) \leq \sup_{\|w\|_{\text{FR}} \leq \|w(\tau_k)\|_{\text{FR}}} \left( \mathbb{E}_{(x,y) \sim p_{\tau_k}} \ell(w, x, y) - \frac{1}{N} \sum_{(x,y) \sim \hat{p}_{\tau_k}} \ell(w, x, y) \right),
\]

where \( \| \cdot \|_{FR} \) denotes Fisher-Rao norm (Liang et al., 2019). The right hand side of inequality(16) is a random variable that depends on the drawn sampling set \( \hat{p}_{\tau_k} \) with size \( N \). Denoting

\[
\phi(\hat{p}_{\tau_k}) := \sup_{\|w\|_{\text{FR}} \leq \|w(\tau_k)\|_{\text{FR}}} \left( \mathbb{E}_{(x,y) \sim p_{\tau_k}} \ell(w, x, y) - \frac{1}{N} \sum_{(x,y) \sim \hat{p}_{\tau_k}} \ell(w, x, y) \right),
\]

We would like to bound the expectation of \( \phi(\hat{p}_{\tau_k}) \) in terms of the Rademacher complexity. In order to do this, we introduce a “ghost sample” with size \( N, \hat{p}'_{\tau_k} \), independently drawn identically from \( p_{\tau_k}(x, y) \), we rewrite the expectations.
where $\sigma = (\sigma^1, \sigma^2, \ldots, \sigma^N)$ are independent random variables drawn from the Rademacher distribution, the last equality is followed by the definition of Rademacher Complexity within $||w(\tau_k)||_{FR}$-ball in the Fisher-Rao norm. By Hoeffding’s lemma, for $\lambda > 0$

$$\mathbb{E} \exp \left\{ \lambda \left( \mathbb{E}_{(x,y) \sim \tilde{p}_{\tau_k}} \ell(w(\tau_k), x, y) - \frac{1}{N} \sum_{(x,y) \sim \tilde{p}_{\tau_k}} \ell(w(\tau_k), x, y) \right) \right\} = \mathbb{E} e^{\lambda \phi(\tilde{p}_{\tau_k})}$$

$$\leq e^{\lambda \mathbb{E}_{\tilde{p}_{\tau_k}} \phi(\tilde{p}_{\tau_k}) + \frac{\lambda^2 M^2}{8}}$$

For each moment $\tau_k$, we have inequality (18), which implies

$$\mathbb{E}_{\tilde{p}_{\tau_k}}: 1 \leq k \leq K \exp \left\{ \lambda \sum_{k=1}^{K} \left( \mathbb{E}_{(x,y) \sim \tilde{p}_{\tau_k}} \ell(w(\tau_k), x, y) - \frac{1}{N} \sum_{(x,y) \sim \tilde{p}_{\tau_k}} \ell(w(\tau_k), x, y) \right) \right\}$$

$$= \prod_{k=1}^{K} \mathbb{E}_{\tilde{p}_{\tau_k}} \exp \left\{ \lambda \left( \mathbb{E}_{(x,y) \sim \tilde{p}_{\tau_k}} \ell(w(\tau_k), x, y) - \frac{1}{N} \sum_{(x,y) \sim \tilde{p}_{\tau_k}} \ell(w(\tau_k), x, y) \right) \right\}$$

$$\leq \exp \left\{ \sum_{k=1}^{K} \left[ 2\mathcal{R}_N(||w(\tau_k)||_{FR}) + \frac{\lambda^2 M^2}{8} \right] \right\}.$$

Finally for all $K \epsilon > 2 \sum_{k=1}^{K} \mathcal{R}_N(||w(\tau_k)||_{FR})$, by Markov’s inequality

$$\mathbb{P} \left\{ \sum_{k=1}^{K} \left( \mathbb{E}_{(x,y) \sim \tilde{p}_{\tau_k}} \ell(w(\tau_k), x, y) - \frac{1}{N} \sum_{(x,y) \sim \tilde{p}_{\tau_k}} \ell(w(\tau_k), x, y) \right) > K \epsilon \right\}$$

$$\leq \exp \left\{ -\lambda K \epsilon + \sum_{k=1}^{K} \left[ 2\mathcal{R}_N(||w(\tau_k)||_{FR}) + \frac{\lambda^2 M^2}{8} \right] \right\}$$

Put $\lambda = \frac{4K(\epsilon - \frac{1}{K} \sum_{k=1}^{K} \mathcal{R}_N(||w(\tau_k)||_{FR}))}{M^2}$ in right hand side of inequality (19), then we finish the proof.

**Proof of Thm. 5**

The upper bound in (19) above states that we should minimize the Rademacher complexity of the hypothesis space in order to ensure that the weight trajectory has a small generalization gap at all time instants. For linear models, as discussed in the
main paper (Liang et al., 2019), the Rademacher complexity can be related to the Fisher-Rao norm \( \langle w, gw \rangle \). The Fisher-Rao distance on the manifold, namely
\[
\begin{aligned}
\int_0^1 \mathbb{E}_{x \sim p_r(x)} \left[ 2 \text{KL} \left( p_{w(\tau)}(\cdot|x), p_{w(\tau+d\tau)}(\cdot|x) \right) \right] \, d\tau &= \int_0^1 \mathbb{E}_{x \sim p_r(x)} \left[ \langle w(\tau), g(w(\tau)) w'(\tau) \rangle \right] \, d\tau \\
\end{aligned}
\] (20)
is only a lower bound on the integral of the Fisher-Rao norm along the weight trajectory. We therefore make some additional assumptions in this section to draw out a crisp link between the Fisher-Rao distance and generalization gap along the trajectory.

Let \( \ell(w; x, y) = -\log p_{w(x)}(y|x) \) be the cross-entropy loss on sample \((x, y)\). We assume that at each moment \( \tau \in [0, 1] \), our model \( p_{w(\tau)}(y|x) \) predicts on the interpolating distribution \( p_r(y|x) \) well, that is
\[
p_{w(\tau)}(y|x) \approx p_r(y|x)
\]
for all input \( x \); this is a reasonable assumption and corresponds to taking a large number of mini-batch updates in (12c). We approximate the FIM using the empirical FIM, i.e., we approximate the distribution \( p_r(y|x) \) as a Dirac-delta distribution on the interpolated labels \( y_r(x) \).

Observe that
\[
\begin{aligned}
\langle w(\tau), g(w(\tau)) w'(\tau) \rangle &= \left\langle w(\tau), \mathbb{E}_{y \sim p_r} \partial_y \ell(w(\tau))(y|x) \partial_y \ell(w(\tau))(y|x)^\top w'(\tau) \right\rangle \\
&\approx \left\langle w(\tau), \partial_y \ell(w(\tau); x, y_r(x)) \partial_y \ell(w(\tau); x, y_r(x))^\top w'(\tau) \right\rangle \\
&= \frac{\partial \ell(w(\tau + d\tau); x, y_r(x)) - \partial \ell(w(\tau); x, y_r(x))}{d\tau}^2 \\
&= \frac{\Delta \ell(w(\tau))^2}{d\tau},
\end{aligned}
\] (21)
where we use the shorthand
\[
\Delta \ell(w(\tau)) := \partial \ell(w(\tau + d\tau); x, y_r(x)) - \partial \ell(w(\tau); x, y_r(x)),
\]
and plug (21) in the integration in (20)
\[
\begin{aligned}
\int_0^1 \mathbb{E}_{x \sim p_r(x)} \left[ 2 \text{KL} \left( p_{w(\tau)}(\cdot|x), p_{w(\tau+d\tau)}(\cdot|x) \right) \right] \, d\tau &= \int_0^1 \mathbb{E}_{x \sim p_r(x)} \left[ \langle w(\tau), g(w(\tau)) w'(\tau) \rangle \right] \, d\tau \\
&\approx \int_0^1 \mathbb{E}_{x \sim p_r(x)} \left[ |\Delta \ell(w(\tau))| \right].
\end{aligned}
\] (22)

On the other hand, for moment \( \tau \) let \( \Omega_\tau \ni w(\tau) \) be a compact neighborhood of \( w(\tau) \) in weights space, Rademacher complexity of the class of loss function is upper bounded as following
\[
\begin{aligned}
\mathcal{R}_N(\Omega_\tau) &= \mathbb{E}_{\hat{p} \sim p^N} \mathbb{E}_{\sigma} \left[ \sup_{w \in \Omega_\tau} \frac{1}{N} \sum_{i=1}^{N} \sigma^i \ell(w; x^i, y^i) \right] \\
&\leq \mathbb{E}_{\hat{p} \sim p^N} \mathbb{E}_{\sigma} \left[ \frac{1}{N} \sum_{i=1}^{N} \sigma^i \ell(w(\tau); x^i, y^i) + \sup_{w \in \Omega_\tau} \frac{1}{N} \sum_{i=1}^{N} \left| \ell(w; x^i, y^i) - \ell(w(\tau); x^i, y^i) \right| \right] \\
&= 0 + \mathbb{E}_{\hat{p} \sim p^N} \left[ \sup_{w \in \Omega_\tau} \frac{1}{N} \sum_{i=1}^{N} \left| \ell(w; x^i, y^i) - \ell(w(\tau); x^i, y^i) \right| \right] \\
&\rightarrow \sup_{w \in \Omega_\tau, x \sim p_r} \left| \ell(w; x, y_r(x)) - \ell(w(\tau); x, y_r(x)) \right|
\end{aligned}
\] (23)
as $N$ goes to infinity. The last step in (23) is followed by the compactness of $\Omega_\tau$ and the Lipschitz continuity of the loss function. Let

$$\Omega_\tau := \{ w \mid \mathbb{E}_{x \sim p_{\tau}} [\ell(w; x, y_\tau(x)) - \ell(w; y_\tau(x); x, y_\tau(x))] \leq \mathbb{E}_{x \sim p_{\tau}} [\ell(w(\tau + d\tau); x, y_\tau(x)) - \ell(w(\tau); x, y_\tau(x))],$$

be the neighborhood of $w(\tau)$ within which the loss function changes less than $|\Delta\ell(w(\tau))|$. Compare this with (22), the Rademacher complexity of $\Omega_\tau$ is exactly upper bounded by integration increments appearing in the expression for the Fisher-Rao distance. If we substitute $||w(\tau)||_{\text{FR}}$-ball in (15) with this modified $\Omega_\tau$, we have the following theorem.

**Theorem 7.** Given a trajectory of the weights $\{w(\tau)\}_{\tau \in [0, 1]}$ and a sequence $0 = \tau_0 < \tau_1 < \ldots < \tau_K = 1$, for all $\epsilon > 2 \sum_{k=1}^{K} (\tau_k - \tau_{k-1}) \mathbb{E}_{x \sim p_{\tau_k}} |\Delta\ell(w(\tau_{k-1}))|$, the probability that

$$\frac{1}{K} \sum_{k=1}^{K} \left( \mathbb{E}_{(x,y) \sim p_{\tau_k}} [\ell(\omega(\tau_k), x, y)] - \frac{1}{N} \sum_{(x,y) \sim p_{\tau_k}} \ell(\omega(\tau_k), x, y) \right)$$

is greater than $\epsilon$ is upper bounded by

$$\exp \left\{ -\frac{2K}{M^2} \left( \epsilon - 2 \sum_{k=1}^{K} (\tau_k - \tau_{k-1}) \mathbb{E}_{x \sim p_{\tau_k}} |\Delta\ell(w(\tau_{k-1}))| \right) \right\}. \quad (25)$$

**Proof.** The proof is as same as in (15) except for substituting $\mathcal{R}_N(||w(\tau_k)||_{\text{FR}})$ with $\mathcal{R}_N(\Omega_{\tau_k})$ and using upper bounds (23), and

$$\Omega_{\tau_k} = \{ w \mid \mathbb{E}_{x \sim p_{\tau_k}} [\ell(w; x, y_{\tau_k}(x)) - \ell(w; y_{\tau_k}(x); x, y_{\tau_k}(x))] \leq K (\tau_k - \tau_{k-1}) \mathbb{E}_{x \sim p_{\tau_k}} |\ell(w(x); x, y_{\tau_k}(x)) - \ell(w(x); y_{\tau_k}(x); x, y_{\tau_k}(x))| \}. \quad (26)$$

We can now relate the Fisher-Rao distance (20) and the generalization bound in Thm. 7. For instance, if $\frac{d}{d\tau} \ell(w(\tau); x, y_\tau(x))$ is Riemann integrable over $\tau$, then as $K$ goes to infinity, there exists a sequence $0 = \tau_0 \leq \tau_1 < \tau_2 < \ldots < \tau_K = 1$ such that

$$\sum_{k=1}^{K} (\tau_k - \tau_{k-1}) \mathbb{E}_{x \sim p_{\tau_k}} |\ell(w(\tau_k); x, y_{\tau_k}(x)) - \ell(w(\tau_{k-1}); x, y_{\tau_k}(x))| \rightarrow \int_0^1 \mathbb{E}_{x \sim p_{\tau}(x)} |\ell(\tau + d\tau); x, y_\tau(x)) - \ell(\tau); x, y_\tau(x))|$$

$$\approx \int_0^1 \mathbb{E}_{x \sim p_{\tau}(x)} \left[ \sqrt{2KL(p_{\tau}(\cdot|x), p_{\tau + d\tau}(\cdot|x))} \right] d\tau. \quad (27)$$

This shows that computing the Fisher-Rao distance between two points on the statistical manifold results in a weight trajectory that minimizes the the generalization gap of weights trained on the interpolated distribution along the trajectory. In other words, one may either think of our coupled transfer process as computing the Fisher-Rao distance or as finding a weight trajectory that connects weights with a small generalization gap.

**D. Frequently Asked Questions (FAQs)**

1. **How is this distance better than methods such as Wasserstein distance, Maximum Mean Discrepancy (MMD), Hellinger distance or other $f$-divergences to measure distances between probability distributions?**

   Measuring distance between learning tasks is different than measuring distances between the respective data distributions. The above concepts can only measure distances between data distributions, they do not consider the hypothesis class used to transfer across the two distributions and therefore do not reflect the true difficulty of transfer. The experiment in Fig. 7 demonstrates this. This point in fact is the central motivation of our paper. Also see the discussion of related work in Sec. 6.

2. **Why do your distances range from small to large values?**
We discuss this in Rem. 4. The scale of distances can be quite different for different hypothesis spaces but this is not a problem if they can be compared across architectures for the same task pair. Since the coupled transfer distance measures the length of the trajectory on the statistical manifold which is invariant to the specific parameterization of the model, the numerical value of the distance has a sound grounding in theory and not on some arbitrary scale. Further, just like the cosine distance scales with the inner product and can be normalized using the $\ell_2$ norm of the respective vectors, we envision that our distance can be normalized using the coupled transfer distance to some “canonical” task (say, actual vs. fake source/target images) to get a better dynamic range. We are currently studying which tasks are good canonical tasks for this purpose.

3. **The coupled transfer distance trains the model multiple times between source and target tasks to estimate the distance. How is this useful in practice to select, say, a good source dataset to pre-train from? Interesting formulation, but too complex to use in practice.**

   We think of our work as a first step towards the challenging problem of understanding distances between learning tasks. Our final goal is indeed to use the tools developed here for practical applications, e.g., to design methods that can select the best source task to transfer from while fitting a given task or the best architecture to transfer between a given set of tasks, but we are not there yet. The practical utility of this work is to identify that typical methods in the literature for measuring task distances (see related work discussed in Sec. 6) leave a lot on the table. Theoretically they do not explicitly characterize the hypothesis class being transferred. Empirically, distances estimated by typical methods do not correlate strongly with the difficulty of fine-tuning (see Figures 2 and 3). Our development provides concrete theoretical tools to understand other task distances that correlate well with the coupled transfer distance, and thereby the difficulty of fine-tuning.

   For the same reason, we do not think the technical complexity of formalizing and computing the coupled transfer distance should take anything away from its intellectual metric. Our goal is to develop theoretical tools to understand when transfer between tasks is easy and when it is not, it is not to develop a good fine-tuning algorithm.

4. **Does coupled transfer obtain better generalization error on the target task than standard fine-tuning?**

   Coupled transfer explicitly modifies the task while standard fine-tuning does not, so this is a natural question. We have explored it in Fig. 6. Our experiment shows that, broadly, the coupled transfer improves generalization. This is consistent with existing literature, e.g., Gao & Chaudhari (2020), which employs task interpolation for better transfer learning. We however note that improving fine-tuning is not our goal in this paper; in fact, we want our task distance to correlate with the difficulty of fine-tuning.

5. **Feature extractor $\phi$ for initializing $\Gamma^0$ is trained on a generic task, how is this task related to source/target?**

   We discuss this on Lines 198–215 (right column) in the main paper. The feature extractor is only used to initialize the coupling $\Gamma^0$, couplings in successive iterations $\Gamma^k$ are computed using the ground metric in (12b) and do not use the feature extractor.

   Using a feature extractor to compute OT distances is quite common in the literature, e.g., (Cui et al., 2018). We use a ResNet-50 pre-trained on ImageNet as the feature generator to compute the initialization $\Gamma^0$ for all experiments in this paper. ImageNet is a different task than the ones considered in this paper (subsets of MNIST, CIFAR-10, CIFAR-100 and Deep Fashion). If the feature generator’s task is closely related to only one of the source/target tasks but not the other, the task distance will require more iterations to converge. For our experimental setup, ImageNet is, roughly speaking, a superset of the tasks we analyze, this enables the coupled transfer distance in our experiments to converge within 4–5 iterations. Note that each iteration of (12) is quite non-trivial and takes a few GPU-hours; it performs multiple epochs of weight updates and estimates $C_{ij}$ along the trajectory to update all the blocks of the coupling matrix $\Gamma^k$.

6. **The expression for the interpolated distribution in (8) is for the quadratic ground metric $C_{ij} = ||x^s_i - x^t_j||_2^2$ but the ground metric in (12b) is different.**

   The interpolation in (8) McCann’s displacement convexity (McCann, 1997) for the space of probability measures under the Wasserstein metric. This result identifies when functionals on the space of probability measures are convex along geodesics. More formally, if $F : \mathcal{P}(\Omega) \to \mathbb{R}$ is $\lambda$-geodesically-convex functional, then

   $$(1 - \tau)F(\rho_0) + tF(\rho_1) \geq F(\rho_\tau) + \frac{\lambda}{2}(1 - \tau)W_2^2(\rho_0, \rho_1)^2;$$
here $\rho_0, \rho_1 \in \mathcal{P}(\Omega)$ are two probability measures supported on the set $\Omega$ and $\rho_\tau$ is the interpolant at time $\tau$ along the geodesic in $W_2$ metric joining them. Computing displacement interpolation for general ground metrics, even analytically, is difficult; see Villani (2008, Chapters 16–17). It is therefore very popular in the optimal transport literature to study interpolation under the quadratic ground metric. In order to keep the implementation simple and focus on the main idea of coupled transfer, we use the expression for displacement interpolation $p_\tau$ in (8) for the quadratic ground metric $C_{ij} = \|x_i^s - x_i^t\|_2^2$ but compute the optimal coupling $\Gamma$ using the Fisher-Rao distance $C_{ij} = d_{FR}(p_{w(0)}(\cdot | x_i^s), p_{w(1)}(\cdot | x_i^t))$ as the tasks are interpolated using the coupling of the previous iteration $\Gamma^{k-1}$; see (12b). Note that this does not change the fact that $p_\tau$ is an interpolation, it is however not a displacement interpolation anymore for our particular chosen ground metric $C_{ij}$. This is a pragmatic choice which keeps our theoretical development tractable.

7. Why use Beta($\tau, 1 - \tau$) to interpolate?

We discuss this on Lines 217–228 in the main paper. Mathematically, employing this technique really means that we use some other ground metric than the quadratic cost in the OT problem; this is a minor modification with a big benefit of keeping the interpolated task within the manifold of natural images.

8. How do you compute the integral in (12b)?

Integral on $\tau$ in (12b) is computed using its Riemann approximation along the weight trajectory $\{w(\tau) : t \in [0, 1]\}$ given by (12c).

9. Why do Thm. 5 and Thm. 6 do not use the standard PAC-learning analysis?

PAC analysis without ground-truth labels for the data from the interpolated distribution is difficult. We therefore bound the generalization gap in terms of the loss $\ell(w, x, y)$ where the label generating mechanism is a simple linear interpolation between one-hot labels of the source and target tasks. Let us note that a PAC-Bayes bound between the source and target posterior weight distributions is given in Achille et al., 2019c.

10. Why should a larger model have a smaller coupled transfer distance in Fig. 5 compared to Fig. 3?

We discuss this on Lines 374–383 in the main paper.