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Abstract

Intention sharing is crucial for efficient cooperation under partially observable environments in multi-agent reinforcement learning (MARL). However, message deceiving, i.e., a mismatch between the propagated intentions and the final decisions, may happen when agents change strategies simultaneously according to received intentions. Message deceiving leads to potential miscoordination and difficulty for policy learning. This paper proposes the leader-follower forest (LFF) to learn the hierarchical relationship between agents based on interdependencies, achieving one-sided intention sharing in multi-agent communication. By limiting the flowings of intentions through directed edges, intention sharing via LFF (IS-LFF) can eliminate message deceiving effectively and achieve better coordination. In addition, a two-stage learning algorithm is proposed to train the forest and the agent network. We evaluate IS-LFF on multiple partially observable MARL benchmarks, and the experimental results show that our method outperforms state-of-the-art communication algorithms.

1 Introduction

Communication between agents is key to improving the efficiency of coordination by exchanging messages, particularly in complex real-world applications under partially observable environments, such as multi-robot exploration (Matignon, Jeannée, and Mouaddib 2012) and autonomous vehicles (Cao et al. 2012). Recently, learning communication protocols instead of pre-designed protocols has become an active area in multi-agent reinforcement learning (Hernandez-Leal, Kartal, and Taylor 2019).

Previous studies mainly focus on learning when and whom to share local observations, improving coordination compared to independent learning (Sukhbaatar, Szlam, and Fergus 2016; Jiang and Lu 2018; Das et al. 2019). However, the learning suffers from the environment non-stationarity, which is caused by the changing of agents’ policies during learning procedure (Li et al. 2021b). Modelling others has been put forward to alleviate the non-stationarity by predicting others’ behaviours or goals (Raileanu et al. 2018; Rabnowitz et al. 2018). From the perspective of communication, agents can benefit from intention sharing and know others’ intentions directly instead of inference (Qu et al. 2020; Kim, Park, and Sung 2020). However, the agents may change their actions simultaneously after intention sharing, resulting in message deceiving, which is defined as the mismatch between the propagated intentions and the final decisions. Message deceiving could degrade coordination and impair learning stability. For instance, two agents arrive at a crossroad where both of them send their intentions “wait” to the other. After knowing that the other would make way, they simultaneously change their actions from “wait” to “move”. In this case, agents are misled into making wrong decisions based on deceptive messages, resulting in a collision. A simple yet effective method to address message deceiving is one-sided intention sharing, i.e., only one agent has access to the other plans to do (Xie, Dibangoye, and Buffet 2020), which ensures that the intention from the agent is consistent with its final decision.

The key to one-sided intention sharing in multi-agent systems is learning appropriate hierarchical relationships amongst agents. Recent works use attention mechanisms to build the relationships between agents by graph models (Liu et al. 2020; Li et al. 2021a). However, they focus on the undirected graphs and cannot learn the leader-follower relationship between agents.

In this paper, we propose a new communication scheme called intention sharing via leader-follower forest (IS-LFF) that explicitly models the observation-dependent leader-follower relationships to constrain the flowings of intentions through directed edges. We adopt an attention module to learn the interdependencies between agents and generate a leader-follower forest (LFF) based on Minimum Spanning Tree (Prim 1957). LFF eliminates message deceiving and alleviates non-stationarity in multi-agent systems. In addition, we propose a two-stage learning algorithm to train the proposed intention sharing scheme. We list the main contributions as follows:

• By introducing directed acyclic graphs into multi-agent systems, we propose a novel intention sharing scheme based on LFF, ensuring one-sided intention sharing and addressing message deceiving.

• We adopt deep deterministic policy gradient with a communication reward for the dynamically generated LFF, and linear value decomposition for the agent network.
Based on LFF, the joint state-action value function is decomposed to dependent value functions, alleviating environment non-stationarity in training.

- We evaluate our method on partially observable MARL benchmarks predator-prey and unit micromanagement tasks in StarCraft II. The results demonstrate that IS-LFF outperforms state-of-the-art communication algorithms and achieves better learning stability.

## 2 Background

### Decentralised Partially Observable Markov Decision Process (Dec-POMDP)

A communication-based multi-agent fully cooperative task in the partially observable setting can be formulated as a Dec-POMDP [Oliehoek and Amato, 2016], consisting of a tuple $G = \langle I, S, \Omega, O, M,F,U,R, n, \gamma \rangle$, where $I \equiv \{1, \ldots, n\}$ describes the set of agents, $S$ denotes true state of the environment, $\Omega$ denotes the set of joint observations. At each time step, due to partially observability, an agent obtains its observation $o$ based on the observation function $O(s, u) : S \times U \rightarrow \Omega$, where $U \equiv U^n$ is the set of joint actions. Each agent has an action-observation history $\tau \in T \equiv (\Omega \times U)^\tau$. The message $m \in M$ is produced by the message function $F(\tau) : T \rightarrow M$ and then propagated to others in the communication. Each agent $i$ chooses an action $u_i \in U$ by a stochastic policy $\pi_i(u_i|\tau_i, m_i) : (T \times M)^\tau \times U \rightarrow [0, 1]$, forming a joint action $u \in U$, which leads to a shared reward according to the reward function $r(s, u) : S \times U \rightarrow \mathbb{R}$ and a transition on the environment through the state transition function $P(s'|s, a) : S \times U \rightarrow S$. The goal of the task is to learn the decentralised action-value by maximising the total expected return $R^t = \sum_{t=0}^{T} \gamma^t r^t$, where $T$ is the length of the episode and $\gamma \in [0, 1]$ is a discount factor.

### Directed acyclic graph (DAG)

A graph is represented as $G = (N, E)$, where $N$ is the set of nodes, and $E \subseteq \{(x, y) \mid (x, y) \in N^2, x \neq y\}$ is the set of edges. A directed graph is a graph with all edges directed from one node to another, indicating a parent-child relationship between nodes. A path is a sequence of edges, where the ending node of each edge is the starting node of the next edge in the sequence. A DAG is a graph that has no cycles in its paths. A root is a node with no parents, and a leaf is a node with no children. A directed acyclic graph denotes a directed rooted tree if there is only one root node. In a directed rooted tree, the level of a node is the length of the path to the root node. For node $v_i$, ancestors are defined as nodes on the path from the root to $v_i$. The adjacent matrix of $A$ is a $|N| \times |N|$ binary asymmetric matrix with $A_{ij} = 1$ if $e_{ij} \in E$, and $A_{ij} = 0$ if $e_{ij} \notin E$.

### 3 One-sided intention sharing

Compared with a single-agent environment, it is difficult to learn an optimal distribution of joint actions for agents due to the partial observability and the non-stationarity in multi-agent systems. Intention sharing is a natural way to mitigate this problem. We investigate three different intention sharing patterns, i.e., no sharing (NS), full sharing (FS), and one-sided sharing (OS). Examples are shown in Figure 1. Assuming that the intentions of Agent 1 and Agent 2 are $\tilde{u}_1 = \pi(o_1)$ and $\tilde{u}_2 = \pi(o_2)$. In FS, agents fully share intentions and change their decisions to $u_1 = \pi(o_1, \tilde{u}_2)$ and $u_2 = \pi(o_2, \tilde{u}_1)$ based on the received messages. The message deceiving would happen if $\tilde{u}_1 \neq u_1$ or $\tilde{u}_2 \neq u_2$. In this case, the receiver is misled by the deceptive intention message, leading to potential miscoordination if $Q(u_1, u_2) < Q(\tilde{u}_1, \tilde{u}_2)$. By contrast, the leader-follower architecture does not suffer from message deceiving. The leader Agent 1 selects its action independently $u_1(o_1)$ and propagates it to the follower Agent 2, where Agent 2 makes a decision.
involved two agents, where Agent \text{1} and Agent \text{2} cooperate to solve a task. As shown in Figure 3, each agent \text{i} makes a decision \(\pi_i\) for each agent \(\pi_i\) by a dependency encoder (D-ENC), respectively. The intentions followed the order based on the dependency weights and the self-attention is not used, we have \(\sum_{d} d_{ij} \neq 0\). In this way, a flow network is obtained where each edge represents the value of the dependency flow. The value for each agent \(i\) is defined as the difference between the ingoing and outgoing flows, \(\rho_i = -\sum_{(i,u) \in E} w^{d}_{iu} + \sum_{(v,i) \in E} w^{d}_{vi}\) where \(u\) and \(v\) denote agents other than the given agent \(i\). Since we apply soft attention to generate dependency weights and the self-attention is not used, we have \(\sum_{(i,u) \in E} w^{d}_{iu} = 1\). As a result, the agent with a greater \(\rho_i\) is more likely to locate at a higher level. Inspired by Minimum Spanning Tree (Prim [1957]), we propose the LFF generator to build the leader-follower relationship between agents. First, we initialise an adjacency matrix \(w^d\) and add the root node of the greatest \(\rho_i\) to a new set \(N_{new}\). Next, we choose a candidate node \(i\) that has the edge of the maximum flow value \(w_{ir}\), where \(r \in (N\setminus N_{new})\) and \(r \in N_{new}\). The candidate node will be included to \(N_{new}\) if \(w_{ir}\) is greater than any flow value outgoing from it. Meanwhile, the directed edge \(e_{ir}\) will be recorded. Otherwise, it indicates that there are no suitable leaders for the candidate node in \(N_{new}\), and then we reject this node and construct another tree based on \(\rho_i\). We repeat the processes until all agents are included in \(N_{new}\) and finally obtain the
Algorithm 1: Leader-follower forest generator

Input: A dependency matrix \( w^d \)
Output: A leader-follower forest \( w^f \)

1: Initialise an agent set \( N = \{a_1, \ldots, a_n\} \), a new agent set \( N_{new} = \{\} \).
2: Calculate \( \rho_i \) for each agent based Equation 2.
3: if Use Top(k) selection then
4:   Include agents of the top \( k \) value of \( \rho_i \) to \( N_{new} \).
5: else
6:   Include the agent of the greatest value of \( \rho_i \) to \( N_{new} \).
7: end if
8: while \( N_{new} \neq N \) do
9:   Find the agent \( i \) that has the edge of maximum weight \( w_{ij} \), where \( i \in N_r = (N \setminus N_{new}) \) and \( j \in N_{new} \).
10: if Use Top(k) selection then
11:   Include \( i \) to \( N_{new} \), restore \( e_{ij} \).
12: else
13:   Find the maximum weight \( w_{ir} \) of edges outgoing from the agent \( i \).
14: if \( w_{ij} = w_{ir} \) then
15:   Include \( i \) to \( N_{new} \), restore \( e_{ij} \).
16: else
17:   Include the agent in \( N_r \) of the greatest value of \( \rho_i \) to \( N_{new} \).
18: end if
19: end if
20: end while
21: Build \( w^f \) based on recorded edges.
22: return \( w^f \).

Learning algorithm based on LFF

IS-LFF is divided into two parts: (i) the agent network parametrised by \( \theta_o \), consisting of an encoder, a self-attention module, and a decision module; (ii) the leader-follower forest determined by \( w^d \). Inspired by SchedNet (Kim et al. 2018), we propose a two-stage learning algorithm to train LFF-IS.

For the agent network, the linear value decomposition (Sunehag et al. 2018) is applied to deduce the contribution of each agent in the presence of only a group reward. Since followers make decisions based on their leaders’ intentions in IS-LFF, we decompose the joint action-value function into dependent individual value functions, i.e., \( Q_{tot} = \sum_{i=1}^{n} Q_i(h_i, \text{aggr}_i) \). For each agent, the individual value function is conditioned on its leader’s actions, alleviating the environment non-stationarity due to the agents’ changing policies.

In addition, the forest controls the message flows and thus plays a vital role in the decision-making process. Finding the dependency matrix \( w^d \) is an ill-posed problem if the leader-follower forest \( w^f \) is given. To make full use of the state information and improve training stability, we treat the value function \( V(s, w^f) \) instead of \( V(s, w^d) \) as a bias, where \( s \) denotes the state information. We omit \( f \) in \( w^f \) for simplicity. The loss function for the agent network is,

\[
L(\theta_a, \theta_v) = \sum_{b=1}^{B} \sum_{t=1}^{T} [(y^b_t - Q_{tot}(o^b_t, h^b_t^{-1}; \theta_a))^2] - V(s^b_t, w^f_t; \theta_v)
\]

where \( B \) denotes the batch sampled from replay buffer \( R_t \) and \( T \) denotes the length of the episode. \( y^b_t = r^b_t + \gamma(Q_{tot}(o^{t+1}_b, h^{t+1}_b; \theta_a) + V(s^{t+1}_b, w^{t+1}_b; \theta_v)) \) is the target value. \( \theta_a \) and \( \theta_v \) are the parameters of target networks, which are updated by periodically copying the parameters from the source network.

On the other hand, we design a communication reward \( r_c \) and apply DDPG (Lillicrap et al. 2016) to learn the leader-follower forest. First, inspired by VBC (Zhang, Zhang, and Lin 2019), we use the variance between the largest and the second-largest action values to model the confidence of agent \( i \)’s decision. Therefore, an intrinsic reward for the improvement of decision confidence is formulated as,

\[
r_{int}^i(t) = \sum_{i \in N} [v_i(h^t_i, \text{aggr}^t_i) - v_i(h^t_i, 0)]
\]

where \( v_i(h^t_i, c^t_{-i}) \) and \( v_i(h^t_i, 0) \) denote the confidence of agent \( i \)’s decisions before and after communication, respectively. We use \( V(s^t_b, w^f_b) \) from Equation 5 to evaluate the performance of the forest. Therefore, the communication reward for the leader-follower forest is,

\[
r_{c}^t = V(s^t_b, w^f_b) + \alpha r_{int}^t
\]

where \( \alpha \) denotes the coefficient of the intrinsic reward. We treat the dependency matrix \( w^d \) as an action \( a = \varphi(o) \), where \( \varphi(o) \) is a mapping from the observations to the agents’ dependencies on others. The dependency matrix is updated based on DDPG.
\begin{equation}
L(\theta_c) = \mathbb{E}_{o,s,a,o',s' \sim R}(Q(s,a;\theta_c) - y)^2
\end{equation}
\begin{equation}
\nabla_{\theta_c} J(\varphi) = \mathbb{E}_{o,s,a,o' \sim R}(\nabla_{\theta_c} \varphi(o) \nabla_a Q(s,a;\theta_c)|_{o'=\varphi(o)})
\end{equation}
where $y = r_c + \gamma Q(s',a';\theta'_c)|_{o'=\varphi(o')}$ is the target value, and $\theta'_c$ denotes the parameters of target critic network.

**Depth-bounded reconstruction**

In practice, the communication time may be strictly limited, leading to the depth boundary of the forest. In this situation, we reconstruct the forest according to the given depth boundary $d$, i.e., we prune out nodes located in layers deeper than $d$, and then reassign new parent nodes from the top $d-1$ layer for these isolated nodes layers based on the dependency matrix $u^d$. In this way, we convert the leader-follower forest to the depth-bounded forest to meet the communication time requirements.

## 5 Related work

Learning communication protocols to solve cooperative tasks is one of the desired emergent behaviours of agent interactions and has become an active area in multi-agent reinforcement learning (Lazaridou, Peyshakhovich, and Baroni 2017; Hernandez-Leal, Kartal, and Taylor 2019). Several algorithms have been put forward to help agents share information through differential protocols in recent years, and we classify them into three categories. The first category focuses on effectively sharing observation information to solve partially observable problems. RIAL and DIAL (Foerster et al. 2016) use discrete communication channels to demonstrate end-to-end learning of protocols. By contrast, CommNet (Sukhbaatar, Szlam, and Fergus 2016) uses continuous channels, averaging message vectors and sending them to each agent. IC3Net (Singh, Jain, and Sukhbaatar 2018) controls when to communicate by a gate and can be applied to both cooperative and competitive scenarios. ATOC (Jiang and Lu 2018) proposes a communication model based on the hard attention mechanism to learn when to communicate and integrate information from others. TarMAC (Das et al. 2019) applies a soft attention matrix to learn the relationship and aggregate messages based on the attention weights. VBC (Zhang, Zhang, and Lin 2019) enables the agents to send communication requests and reply to others adaptively based on their confidence about local decisions, reducing unnecessary information exchange. SchedNet (Kim et al. 2018) schedules the agents by a weight generator, and only a few agents are allowed to broadcast messages. NDQ (Wang et al. 2019) uses message entropy and mutual information to shorten the message and reduce the uncertainty of the receiver’s state-action value.

The second category models the relationships between agents by graphs and propagates messages through the edges. Graph Neural Network (Battaglia et al. 2018) learns message passing over the edges and the joint state-action value, which requires additional losses and might not be feasible in practice. Coordination Graph (Guestrin, Lagoudakis, and Parr 2002) is proposed to decompose the individual state-action value into a utility function and a payoff function based on the messages of connected agents. Deep Coordination Graph (Böhmer, Kurin, and Whiteson 2020) applies deep neural networks and parameter sharing to deal with large state and action spaces. However, the graph is usually pre-defined in these methods. DICG (Li et al. 2021a) uses the attention mechanism to learn the appropriate message-dependent coordination graph structure with soft edge weights. GA-Comm argues (Liu et al. 2020) that soft attention makes the agent still rely on irrelevant agents’ messages and proposes a game abstraction mechanism to extract relationships.

The third category includes intentions into messages and allow agents to negotiate during communication, reducing the non-stationarity caused by the uncertainty of agents’ policies. Some non-communication methods solve this problem by modelling others, i.e., predicting others’ behaviours or goals (Raileanu et al. 2018; Rabinowitz et al. 2018; Li et al. 2021b). By contrast, communication allows agents to share their intentions directly with others instead of inference. NeurComm (Chu, Chinchali, and Katti 2019) takes policy fingerprints into communication to reduce information loss and non-stationarity. Intention propagation (Qu et al. 2020) allows agents to spread out initial decisions to their neighbours, converging to the mean-field approximation of the joint policy. In IS (Kim, Park, and Sung 2020), the agents model the environment dynamics to predict their imaginary paths and share intentions with others by an attention module. Although intentions are helpful in coordination, agents may change their decisions after communication simultaneously in these methods. In this way, the shared intentions cannot reflect agents’ final actions, leading to potential message deceiving and miscoordination.

The most related works to this paper are IS and GA-Comm. We consider that message deceiving may occur in full or attentional intention sharing. On the other hand, the existing graph methods cannot generate leader-follower relationships to ensure one-sided intention sharing. In comparison, our approach uses trainable leader-follower forests to constrain intentions to flow through directed edges, avoiding message deceiving and improving the performance of joint policy. In addition, our method decomposes the joint state-action value function into dependent value functions, alleviating the environment non-stationarity.

## 6 Results

We evaluate our proposed method on predator-prey and StarCraft II Multi-agent Challenge, which have recently become popular benchmarks in multi-agent reinforcement learning under partially observable settings (Rashid et al. 2018; Samvelyan et al. 2019; Son et al. 2019; Böhmer, Kurin, and Whiteson 2020; Zhang, Zhang, and Lin 2019; Rashid et al. 2020). We compare the performance of LFP with a variety of state-of-the-art communication algorithms, including CommNet (Sukhbaatar, Szlam, and Fergus 2016), TarMAC (Das et al. 2019), NDQ (Wang et al. 2019), GA-Comm (Liu et al. 2020), and IS (Kim, Park, and Sung 2020). For fairness, we combine our baselines with VDNS since most of them do not deal with credit assignment problems (except for NDQ). We also conduct ablation studies to answer the
Figure 4: Reward of IS-LFF against baselines during training on predator-prey with different penalties.

The partially observable predator-prey environment consists of 8 predators and 8 prey in a $10 \times 10$ grid world. The predator can only observe a $5 \times 5$ sub-grid around it. A successful catch is defined as that two adjacent agents perform catch operation simultaneously, which is rewarded with a global reward $r = 10$. The miscoordination, i.e., only one agent attempts to catch, is punished by a penalty $p \leq 0$. It is proved that the stronger penalty causes failures in many non-communication algorithms (Böhmer, Kurin, and Whiteson 2020; Rashid et al. 2020).

Figure 5 shows the median test win rate for our proposed algorithm and baselines. We use an $\epsilon$-greedy policy in which $\epsilon$ decreases from 1 to 0.05 over 0.5 million timesteps in $3s$ vs $5z$ and $2c$ vs $64zg$, and over 1 million timesteps in $3s5z$ vs $3s6z$ and corridor for all algorithms. We can see that LFF significantly outperforms baselines, indicating that sharing intention via the leader-follower forest can improve learning speed and achieve better coordination in practice. To further demonstrate the effectiveness of our method, we also combine communication protocols with QMIX (Rashid et al. 2018), which is a popular credit assignment algorithm. In this setting, LFF-IS still outperforms our baselines. The results can be found in Appendix.

Ablation

Finally, we present the results of ablation studies to demonstrate the effectiveness of our algorithm. First, we investigate the necessity of learning observation-dependent LFF com-
Figure 6: Comparison of winning rates between our method and other topologies.

pared to the pre-defined topologies and existing graph methods. We choose two pre-defined topologies, i.e., line and random patterns, where agents share their intentions one by one or followed the order given by a random forest, respectively. We also design two intention-sharing schemes based on existing graph methods, i.e., attentional intention sharing (AIS) and game abstraction intention sharing (GA-IS). AIS allows each agent to propagate intentions via a soft attention module and change their strategies based on received messages. In GA-IS, we integrate intention information into messages based on GA-Comm. To ensure fairness, we set the depth boundary $d$ equals the number of communication rounds in AIS and GA-IS, which is 3 in all scenarios.

Figure 6 demonstrates that our method outperforms the intention sharing through pre-defined topologies or graphs generated by existing methods. The poor performance of AIS and GA-IS indicates that the message deceiving is widespread, and it is unlikely to achieve one-sided intention sharing based on attention modules. Line and random patterns benefit from one-sided information sharing and improve the performance compared to VDN. We can see that the line pattern outperforms the random because it keeps leaders’ intentions and provides sufficient information for followers. However, the line pattern is time-consuming and cannot represent the proper relationship between agents. By contrast, our method learns faster and achieves the best performance, verifying the effectiveness of intention sharing via leader-follower forest.

Second, we compare the performance and cost time of LFF with different trees $k$ and depth boundaries $d$ in Figure 7. We can see the communication time reduces considerably with decreasing $d$. However, if $d$ is too low, the leader-forest tree degenerates to the no intention sharing structure, leading to message deceiving and potential miscoordination. The reasonable $k$ and $d$ balance the performance and communication time because they reduce the variety of leader-forest trees and thus cut exploration time, leading to faster converging and better performance. In practice, we can determine the optimal values for $k$ and $d$ by the trial-and-error method based on the given task-specific constraints.

Figure 7: The influence of the number of trees $k$ and the depth boundary $d$. $k = 0$ represents the leader-follower forest without Top($k$) selection. $n$ denotes the number of agents in the scenario.

Second, we compare the performance and cost time of LFF with different trees $k$ and depth boundaries $d$ in Figure 7. We can see the communication time reduces considerably with decreasing $d$. However, if $d$ is too low, the leader-forest tree degenerates to the no intention sharing structure, leading to message deceiving and potential miscoordination. The reasonable $k$ and $d$ balance the performance and communication time because they reduce the variety of leader-forest trees and thus cut exploration time, leading to faster converging and better performance. In practice, we can determine the optimal values for $k$ and $d$ by the trial-and-error method based on the given task-specific constraints.

7 Conclusion and future work

This paper proposes intention sharing via leader-follower forest, allowing agents to share their intentions through observation-dependent leader-follower forests to solve cooperative tasks in multi-agent systems. The leader-follower forest is built based on the interdependency between agents, ensuring one-sided intention sharing and eliminating message deceiving. To train the proposed communication scheme, we design a two-stage learning algorithm: DDPG with a communication reward for the forest and VDN for the agent network. In addition, we propose the depth-bounded LFF to reduce communication time. The results on predator-prey and SMAC show that IS-LFF benefits from one-sided intention sharing and outperforms state-of-the-art communication algorithms. The ablation studies demonstrate that IS-LFF outperforms intention sharing based on pre-defined topological structures and other graph methods. The number of trees and the depth boundary affect the performance and the communication time of LFF, where the optimal values are task-specific.

We apply DDPG to learn the leader-follower forest, which is effective but cannot guarantee to find the optimal structure of the forest. The agents could learn directed acyclic graphs more flexibly and efficiently by introducing rein-
forcement learning algorithms in combinatorial optimisation. We would investigate it in future work.
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**A Appendix**

**Pseudo Code**

**Algorithm 2: IS-LFF**

1: Initialise actor parameters $\theta_a$, LFF parameters $\theta_d$, critic parameters $\theta_c$, target networks parameters $\theta'_a$, $\theta'_d$, $\theta'_c$, and a replay buffer $R$.
2: for episode = 1, 2, ..., $M$ do
3:   for $t = 1, 2, ..., T$ do
4:     Obtain the observation encoding $h_t^i$ and initial decision $u_t^i$ for each agent.
5:     Calculate dependency matrix $w^d_i$ and build LFF $w^f_i$ based on LFF generator.
6:     Each agent $i$ selects an action $u_t^i$ based on the aggregated message $agg^f_i$, and propagates it to followers through directed edges in LFF.
7:     Execute $U^t = (u_1^t, ..., u_n^t)$, obtain next observation $o_t^{i+1}$ for each agent and a global reward $r^t$.
8:     Store transition $(o_t^i, s_t^i, a_t^i, r^t, o_t^{i+1}, s_t^{i+1})$ in $R$.
9:   end for
10: Update $\theta_a$ by minimise the loss presented in Equation 5.
11: Update $\theta_c$ by minimise the loss presented in Equation 8.
12: Update $\theta_d$ using sampled policy gradients based on Equation 9.
13: Update $\theta'_a$, $\theta'_d$, and $\theta'_c$ periodically copied from $\theta_a$, $\theta_c$, and $\theta_d$.
14: end for

**Additional results**

We compare the performance of communication methods combined with another credit assignment algorithm, i.e., QMIX. In Figure 8, we can see that QMIX helps our baselines achieve better winning rates compared to the VDNS. However, LFF still outperforms them, suggesting the effectiveness of intention sharing via leader-follower forest. Figure 9 shows the results of the comparison between IS-LFF and other topologies when the penalty for miscoordination is $\rho = 2.25$. Random pattern and GA-ISComm perform poorly (we can see a considerable fluctuation), and AIS and VDN fail to solve the task. By contrast, the line pattern and IS-LFF learn steadily and can solve the task. We also can see that the line learns faster than IS-LFF in the early stage, suggesting the difficulties in learning certain observation-dependent relationships between agents. However, the final performance of our method is greater than the line, indicating that learning dynamically generated leader-follow forests is necessary to achieve better coordination.

**StarCraft II environment**

StarCraft Multi-Agent Challenge is a partially observable reinforcement learning benchmark. An individual agent with parameter sharing controls each allied unit, and a hand-coded built-in StarCraft II AI controls enemy units. The difficulty of the game AI is set to the “very difficult” level. At each time step, agents have access to their local observations within the field of view. The feature vector contains attributes of both allied and enemy units: distance, relative x, relative y, health, shield, and unit_type. In addition, agents can observe the last actions of allied units and the terrain features surrounding them.
The global state vector includes the coordinates of all agents relative to the centre of the map and other features present in the local observation of agents. In addition, the state stores the energy of Medivacs, the cooldown of the rest of the allied units and the last actions of all agents. Note that the global state information is only available to agents during centralised training. All features both in state and local observations are normalised by their maximum values.

After receiving the observations, each agent is allowed to take action from a discrete set which consists of move[direction], attack[enemy_id], stop and no-op. Move direction includes north, south, east, and west. Note that the dead agents can only take no-op action while live agents cannot. For health units, Medivacs use heal[agent_id] actions instead of attack[enemy_id]. The maximum number of actions varies between 7 and 70 depending on different scenarios. Note that agents can only perform the attack[enemy_id] action when the enemy is within its shooting range.

At each time step, agents take actions and receive a positive global reward based on the total damage dealt on the enemy units. In addition, they can receive an extra reward of 10 points after killing each enemy unit and 200 points after killing all enemy units. The rewards are scaled to around 20 so that the maximum cumulative reward achievable in each scenario.

**Experimental setup**

The detailed implementations of the communication baselines and our method are as follows. We use RMSProp with a learning rate of $5 \times 10^{-4}$ and $\alpha = 0.99$, buffer size 5000, mini-batch size 32, discount factor $\gamma = 0.99$ for all algorithms. We combine all baselines with VDNS (unless specified otherwise), which uses a 64-dim hyper network to generate a state-dependent bias to deal with the credit assignment problem. The dimension of each agent’s encoder hidden state is set to 64.

TarMAC, GA-Comm, IS, and our method share the same soft attention network to aggregate messages. The message signature/query dim is 32, and the message dim is 64. We also use another attention network, which has the same number of parameters as the soft one, to build the dependency matrix as the input for the LFF module. The architecture of the DDPG critic is a feed-forward network with 3 hidden layers of dim $\{128, 64\}$ and ReLU non-linearities. We do not use Top(k) selection, the depth boundary is set to 3, and the relative weight of intrinsic reward is set to 0.1 in all scenarios.

Note that we use a Bi-GRU of dim 64 in GA-Comm to achieve hard attention.

In NDQ, we use two 20-dim hyper networks with ReLU activation for the posterior estimator and do not cut messages in the training process.

For multi-round communication, CommNet and TarMAC use the same communication round as 3.

In IS, the length of the imagined trajectory is set to 3.

In AIS, we apply a soft attention matrix similar to TarMAC to help agents learn the targets they need to receive or send intention information. The number of communication rounds for AIS is set to 3. In GA-IS, we use the same architecture as GA-Comm and only add intentions into messages.