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SUMMARY

Three-field Fluid-Structure Interaction (FSI) formulations for fluid and solid are applied and compared to the standard two field-one field formulation for fluid and solid, respectively. Both formulations are applied in a non-linear setting for a Newtonian fluid and a neo-Hookean solid in an updated Lagrangian form, both approximated using finite elements and stabilized by means of the Variational Multiscale (VMS) Method to permit the use of arbitrary interpolations. It is shown that this type of coupling leads to a more stable solution. Even though the new formulation poses the necessity of additional degrees of freedom, it is possible to achieve the same degree of accuracy as standard FSI by means of coarser meshes, thus making the method competitive. We enhance the stability of the formulation by assuming that the sub-grid scales of the model evolve through time. Benchmarking of the formulation is carried out. Numerical results are presented for semi-stationary and a fully transient cases for well known benchmarks for 2D and 3D scenarios. Copyright © 0000 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The term ‘mixed methods’ in mechanics is generally applied to a formulation that approximates separately different variables, for example stress and displacement fields. In our case we apply the term to deal with the splitting of the stress tensor into its corresponding deviatoric and spherical parts, leading to a displacement–stress–pressure formulation approximated by the finite element (FE) method. This kind of stress splitting techniques are by no means new and have been shown to work properly for both solid mechanics and fluid dynamics. In [15] it was shown that it is possible to approximate successfully the Stokes problem by means of a three-field splitting and a stabilization of the Galerkin formulation using a Variational Multiscale (VMS) approach, in particular assuming that the sub-grid scales of the model belong to a space orthogonal to the space of the FE scale. Later, [14] applied this same three-field splitting technique to a linear solid mechanics setting, comparing it with a displacement–pressure splitting. This is the basis of our work in terms of solid mechanics; however there are other types of approximations to the elastic problem, for example [35] explores a velocity–stress splitting that proves to be convenient and robust for time evolution settings. The assumptions and approximations made to develop stress–displacement and strain–displacement formulations are detailed in [12] and applied in [11] to approximate compressible and incompressible plasticity by...
means of a VMS method, producing a method with enhanced stability and convergence properties in comparison to the displacement based—or irreducible—formulation. In the context of geometrically nonlinear solid mechanics, a formulation accounting for the incompressible limit using a total Lagrangian approach is proposed in [7].

In the field of fluid dynamics the spectrum is wider. In [8, 9] a FE velocity–stress–pressure formulation is applied to flows with non-linear viscosity, stabilized again by means of a VMS method. In [10] the same method is shown to behave better than velocity–pressure approximations for high Weissenberg number flows of viscoelastic fluids. Later, [31] would expand this work, reformulating into a logarithmic version of the problem able to cope with higher elastic effects.

Both in solids and in fluids, a major reason for using stabilized FE methods is that the Galerkin method is only stable for certain choices of the interpolating spaces for the unknowns, which turn out to be very restrictive. There are two inf-sup conditions to be met (see e.g. [32]), one between the displacement and the pressure space to yield stable pressures and another one between the stresses and the displacements in order to have control on the displacement gradients. In the case of fluids, there is also the need of using stabilized FE methods when convection dominates. The inf-sup conditions require complex interpolations, one of the first being the element proposed in [30] and analyzed in [23]; see also [33, 34]. Stabilized FE methods allow one to use arbitrary interpolations [15], thus simplifying enormously the implementation.

In terms of the interaction problem, research can be broadly grouped into two categories based on how the FE mesh is treated, namely, conforming and non conforming methods. Essentially, conforming mesh methods consider interface conditions as physical boundary conditions, thus treating the interface as part of the solution. In this approach, the mesh reproduces or conforms to the interface; when the interface is moved it is also necessary to displace the mesh, which carries on all related problems of mesh recalculation and inherent instabilities of the method, be it staggered or monolithic, see [1, 21, 22, 6, 4, 29]. On the other hand, non-conforming methods treat the interface and boundary as constraints imposed on the governing equations, which makes it possible to use meshes that do not reproduce the interface. The main problems in this case is the treatment of the interface conditions and the complexity of the formulation, see for example [4, 24] for further reading. For a general review of significant Fluid-Structure Interaction (FSI) advances and developments, see [25].

As far as we know, no attempt has been made to treat FSI using a three-field approach for both the solid and the fluid. The benefits of mixed formulations applied to either fluid or solid are evident, from the extension to different applications to better convergence properties. Our assumption is that the interaction problem can ‘inherit’ these properties. Moreover, taking advantage of an equal matching of the unknowns (velocity/stress/pressure-displacement/stress/pressure), or field to field coupling, may lead to a more accurate solution. We show in this paper that this is in fact the case, and the gain in accuracy and the better behavior of coupling schemes may compensate the increase in the number of degrees of freedom (DOFs) with respect to irreducible formulations.

The paper is organized as follows. In Section 2 we present the numerical approximation employed for the solid. Being this a non-standard three-field formulation, allowing to reach the incompressible limit, we describe it in some detail. The point of departure is an updated Lagrangian statement of the finite strain solid mechanics problems, assuming the solid to behave as a neo-Hookean material. We describe the splitting of the stress tensor that leads to the three-field formulation employed, the linearization, time integration and FE approximation using a VMS formulation. The next ingredient is the three-field formulation for the fluid, assumed to be Newtonian and incompressible, described in Section 3. The FSI problem is then described in Section 4, using as building blocks the solid and the fluid numerical models. No attempt has been made to design a particularly robust and efficient iterative scheme, and in this work we have restricted ourselves to the classical Dirichlet-Neumann coupling (the fluid uses the motion of the interface determined by the solid and the solid is computed.
with the stresses on the interface provided by the fluid). Numerical results are then presented in Section 5, and concluding remarks close the paper in Section 6.

2. THREE-FIELD ELASTO-DYNAMIC SOLID EQUATIONS

In this section we give an overview of the three-field elasto-dynamic solid equations, their manipulation to obtain the governing equations we use in this work and the way to approximate them using a stabilized FE formulation.

The conservation of momentum for a solid can be written as:

\[
\rho_s \partial_t \partial_t d_i - \partial_i \sigma_{ij} = \rho_s f_{sl,i} \quad \text{in } \Omega_{sl}, \quad t \in [0, t_f],
\]

where \( \Omega_{sl} \) is the domain of \( \mathbb{R}^{n_d} \) where the solid moves during the time interval \([0, t_f]\), \( n_d = 2 \) or 3 being the number of space dimensions, \( \partial_t \) denotes the partial time derivative (and thus \( \partial_{tt} \) is the second derivative with respect to time), and \( \partial_i \) the derivative with respect to the \( i \)th Cartesian coordinate \( x_i, i = 1, \ldots, n_d \). The unknowns of the problem are the displacement field and the Cauchy stress tensor, with Cartesian components \( d_i \) and \( \sigma_{ij} \), respectively, \( i, j = 1, \ldots, n_d \). Here and in what follows, vectors and tensors are assumed to be represented by their Cartesian components. In particular, \( f_{sl,i} \) is the vector of external forces acting on the solid. Its density is given by \( \rho_{sl} \). Finally, in Eq. (1) and below repeated indexes imply summation over the number of space dimensions.

Eq. (1) will be expressed in an updated Lagrangian reference system, and therefore we will need the constitutive law to be given in terms of the Cauchy stress \( \sigma_{ij} \). If the expression of the stress in terms of the displacement is inserted into Eq. (1), we will call irreducible the resulting problem posed for \( d_i \) alone. Initial and boundary conditions have to be appended to this equation.

2.1. Split of the stress tensor and field equations

We can define the pressure and the deviatoric component of the stress tensor as:

\[
p_{sl} = \frac{1}{n_d} \sigma_{kk}, \quad s_{sl,ij} = \sigma_{ij} - p_{sl} \delta_{ij},
\]

where \( \delta_{ij} \) is Kronecker’s delta. This split can be used both in an updated Lagrangian and in a total Lagrangian framework (see [7] for the latter). Since we will restrict ourselves to the first option, the range of constitutive equations is more restrictive. In particular, we will consider the solid to behave as a neo-Hookean material, with constitutive law:

\[
\sigma_{ij} = \frac{1}{J} \left[ (\lambda \ln(J) - \mu_{sl}) \delta_{ij} + \mu_{sl} b_{ij} \right],
\]

where \( J \) is the determinant of the displacement gradient \( F_{i,j} \), \( \lambda \) and \( \mu_{sl} \) are Lame’s parameters, \( b_{ij} \) is the left Cauchy tensor and \( b_{ii} \) its trace. These are defined as follows:

\[
J = \det(F_{i,j}), \quad F_{i,j} = \frac{\partial x_i}{\partial X_j}, \quad b_{ij} = F_{iK} F_{jK},
\]

where \( x_i \) are the coordinates defined in the spatial frame of reference and \( X_I \) are the coordinates defined in the material frame of reference. Note also that here and below we will use lower case letters for spatial indexes and upper case for material ones.

Eq. (2a) can be expressed as:

\[
p_{sl} = \frac{1}{J} \left[ (\lambda \ln(J) - \mu_{sl}) + \frac{\mu_{sl} b_{ii}}{n_d} \right],
\]
and the deviatoric part of the stress, Eq. (2b), as:

\[ s_{sl,ij} = \frac{\mu_{sl}}{J} \left( b_{ij} - \frac{b_{il}}{n_d} \delta_{ij} \right). \]  

(6)

Finally we can write the resulting system of equations as an alternative to Eq. (1) as:

\[ \rho_d \partial_t d_i - \partial_j s_{sl,ij} - \partial_i p_d = \rho_d f_{sl,i}, \]

\[ \frac{J}{2\mu_{sl}} s_{sl,ij} = \frac{1}{2} \left( b_{ij} - \frac{b_{il}}{n_d} \delta_{ij} \right), \]

\[ \frac{J}{\lambda} p_d = \ln(J) + \frac{\mu_{sl}}{\lambda} \left( \frac{b_{il}}{n_d} - 1 \right). \]  

(7)

This is the three-field form of the solid mechanics equations we shall consider, the unknowns being \( d_i, s_{sl,ij}, \) and \( p_d. \) We shall write these unknowns as \( y_d = [d, s_{sl}, p_d], \) and denote by \( \mathcal{A}(y_d) \) the spatial nonlinear operator associated to Eq. (7), so that these equations can be written as

\[ \mathcal{M} \partial_t y_d + \mathcal{A}(y_d) = F_{sl}, \]  

(8)

where \( \mathcal{M} := \text{diag}([\rho_d I_{n_d}, 0, 0]), I_{n_d} \) being the identity on vectors and \( F_{sl} := [\rho_d f_{sl}, 0, 0]. \)

2.2. Linearization

In order to linearize the problem, we can re-write Eq. (7) by approximating our variables in terms of their increment \( \delta y_d = [\delta d, \delta s_{sl}, \delta p_d] \) in the following form:

\[ y_d = \dot{y}_d + \delta y_d, \]  

(9)

where \( \dot{y}_d = [\dot{d}, \dot{s}_{sl}, \dot{p}_d] \) is the vector consisting of previously known values of \( y_d. \) The Newton-Raphson linearization is obtained inserting this split in the equations to be solved and neglecting quadratic terms of the increments. Eq. (7) can be re-written as (see the Appendix for the linearization of \( J \) and of its logarithm):

\[ \rho_d \partial_t \delta d_i - \partial_j \delta s_{sl,ij} - \partial_i \delta p_d = \rho_d f_{sl,i} + \partial_j \delta s_{sl,ij} + \partial_i \delta \dot{p}_d - \rho_d \partial_t \dot{d}_i, \]  

\[ \frac{\dot{J}}{2\mu_{sl}} \delta s_{sl,ij} - \frac{1}{2} \left( \frac{\partial \delta d_i}{\partial X^K} \dot{F}^{-1}_{JK} + \dot{F}^{-1}_{JK} \frac{\partial \delta d_i}{\partial X^K} \right) + \frac{1}{n_d} \left( \dot{F}^{-1}_{JK} \frac{\partial \delta d_i}{\partial X^K} \right) \delta_{ij} \]

\[ + \frac{\dot{J}}{2\mu_{sl}} \left( \dot{F}^{-1}_{JK} \frac{\partial \delta d_i}{\partial X^K} \right) \delta_{sl,ij} = \frac{1}{2} \left( \dot{b}_{ij} - \frac{\dot{b}_{il}}{n_d} \delta_{ij} \right) - \frac{\dot{J}}{2\mu_{sl}} \delta s_{sl,ij}, \]  

\[ \frac{\dot{J}}{\lambda} \delta p_d + \left( \frac{\dot{J}}{\lambda} \frac{b_{il}}{n_d} - 1 \right) \dot{F}^{-1}_{JK} \frac{\partial \delta d_i}{\partial X^K} = \frac{\dot{J}}{\lambda} \dot{p}_d + \ln(\dot{J}) + \frac{\mu_{sl}}{\lambda} \left( \frac{b_{il}}{n_d} - 1 \right). \]  

(10a)

(10b)

(10c)

Let us denote by \( \mathcal{L}_s(\dot{y}_d; \delta y_d) \) the spatial linear operator on \( \delta y_d, \) for given \( \dot{y}_d, \) appearing in the left-hand-side (LHS) of these equations. Using the notation in Eq. (8), we may write

\[ \mathcal{M} \partial_t \delta y_d + \mathcal{L}_s(\dot{y}_d; \delta y_d) = F_{sl} - \mathcal{M} \partial_t \dot{y}_d - \mathcal{A}(\dot{y}_d). \]  

(11)

In this way, upon convergence \( \delta y_d \approx 0 \) and \( \dot{y}_d \) is the solution of Eq. (8).

2.3. Initial and boundary-value problem

The problem to be solved consists in finding \( y_{sl} : \Omega_{sl} \times [0, t_f] \rightarrow \mathbb{R}^{n_d} \times \mathbb{R}^{n_d} \otimes \mathbb{R}^{n_d} \times \mathbb{R} \) as the solution to Eq. (8) and such that

\[ \begin{align*}
    d_i &= d_{i,D} \quad \text{on } \Gamma_{sl,D}, \quad t \in [0, t_f], \\
    n_{sl,j} \sigma_{ij} &= t_{sl,i} \quad \text{on } \Gamma_{sl,N}, \quad t \in [0, t_f]
\end{align*} \]
where \( \mathbf{d}^0 \) is a prescribed initial displacement, \( \mathbf{d}^0 \) is a prescribed initial velocity, \( \mathbf{d}_D \) is a prescribed displacement on the boundary \( \Gamma_{sl,D} \), \( t_{sl} \) is a prescribed traction on the boundary \( \Gamma_{sl,N} \), and \( n_{sl} \) is the normal to the solid domain. Here it is assumed that \( \Gamma_{sl,D} \) and \( \Gamma_{sl,N} \) are a partition of \( \partial \Omega_{sl} \), although later we will also introduce the interface boundary with the fluid.

### 2.4. Weak form

Let us denote by \( \langle \cdot, \cdot \rangle_\omega \) the integral of the product of two functions in a domain \( \omega \), with the subscript omitted when \( \omega = \Omega_{sl} \). When the two functions belong to \( L^2 \), we will replace this symbol by \( \langle \cdot, \cdot \rangle \).

Let also \( Y_{sl} \) be the space where the unknown \( y_{sl} \) must belong for each time \( t \), satisfying the Dirichlet boundary conditions, and let \( Y_{sl,0} \) be the space of functions satisfying the homogeneous counterpart of these Dirichlet conditions.

The weak form of the three-field elasto-dynamic solid equations consists in finding \( y_{sl} = [\mathbf{d}, s_{sl}, p_{sl}] : [0, t_1] \rightarrow Y_{sl} \), such that

\[
\begin{align*}
\langle \rho_{sl} \partial_t \delta \mathbf{d}_i, e_i \rangle + \langle \frac{\partial e_i}{\partial x_j}, \delta s_{sl,ij} \rangle + \langle \frac{\partial e_i}{\partial x_i}, \delta p_{sl} \rangle &= \langle e_i, \rho_{sl} f_{sl,i} \rangle + \langle e_i, t_{sl,i} \rangle_{\Gamma_{sl,N}} - \langle \rho_{sl} \partial_t \tilde{d}_i, e_i \rangle \\
&- \left( \frac{\partial e_i}{\partial x_j}, \tilde{s}_{sl,ij} \right) - \left( \frac{\partial e_i}{\partial x_i}, \tilde{p}_{sl} \right), \\
\langle \xi_{sl,ij}, \frac{j}{2 \mu_{sl}} \delta s_{sl,ij} \rangle - \langle \xi_{sl,ij}, \frac{1}{2 \tilde{n}_{sl}} \left( \tilde{F}_{\tilde{k}lK} \frac{\partial \delta d_i}{\partial X_K} + \tilde{F}_{lK} \frac{\partial \delta d_i}{\partial X_K} \right) \rangle \\
&+ \langle \xi_{sl,ij}, \frac{1}{2 \tilde{n}_{sl}} \left( \tilde{F}_{lK} \frac{\partial \delta d_i}{\partial X_K} \delta_{ij} \right) \rangle + \langle \xi_{sl,ij}, \frac{j}{2 \mu_{sl}} \tilde{F}_{lK} \frac{\partial \delta d_i}{\partial X_K} \tilde{s}_{sl,ij} \rangle \\
&= \langle \xi_{sl,ij}, \frac{1}{2 \tilde{n}_{sl}} \left( \tilde{F}_{lK} \frac{\partial \delta d_i}{\partial X_K} \delta_{ij} \right) \rangle - \langle \xi_{sl,ij}, \frac{j}{2 \mu_{sl}} \tilde{s}_{sl,ij} \rangle,
\end{align*}
\]

\[
\begin{align*}
\langle q_{sl}, \frac{j}{\lambda} \tilde{p}_{sl} \rangle + \langle q_{sl}, \left( \frac{j \tilde{p}_{sl}}{\lambda} - 1 \right) \tilde{F}_{\tilde{k}lK} - 2 \mu_{sl} \tilde{F}_{lK} \frac{\partial \delta d_i}{\partial X_K} \rangle \\
= \langle q_{sl}, \frac{j}{\lambda} \tilde{p}_{sl} \rangle + \ln(\tilde{J}) + \frac{\mu_{sl}}{\lambda} \left( \frac{\tilde{b}_{il}}{\tilde{n}_{sl}} - 1 \right),
\end{align*}
\]

for all \( z_{sl} = [e, \xi_{sl}, q_{sl}] \in Y_{sl,0}, t \in [0, t_1] \), and satisfying initial conditions in a weak sense.

Let us define the form \( B_{sl} \) as:

\[
B_{sl}(y_{sl}; y_{sl}, z_{sl}) = \left( \frac{\partial e_i}{\partial x_j}, \delta s_{sl,ij} \right) + \left( \frac{\partial e_i}{\partial x_i}, \delta p_{sl} \right)
\]

\[
+ \langle \xi_{sl,ij}, \frac{j}{2 \mu_{sl}} \delta s_{sl,ij} \rangle - \langle \xi_{sl,ij}, \frac{1}{2 \tilde{n}_{sl}} \left( \tilde{F}_{\tilde{k}lK} \frac{\partial \delta d_i}{\partial X_K} + \tilde{F}_{lK} \frac{\partial \delta d_i}{\partial X_K} \right) \rangle
\]

\[
+ \langle \xi_{sl,ij}, \frac{1}{2 \tilde{n}_{sl}} \left( \tilde{F}_{lK} \frac{\partial \delta d_i}{\partial X_K} \delta_{ij} \right) \rangle + \langle \xi_{sl,ij}, \frac{j}{2 \mu_{sl}} \tilde{F}_{lK} \frac{\partial \delta d_i}{\partial X_K} \tilde{s}_{sl,ij} \rangle
\]

\[
+ \langle q_{sl}, \frac{j}{\lambda} \tilde{p}_{sl} \rangle + \langle q_{sl}, \left( \frac{j \tilde{p}_{sl}}{\lambda} - 1 \right) \tilde{F}_{\tilde{k}lK} - 2 \mu_{sl} \tilde{F}_{lK} \frac{\partial \delta d_i}{\partial X_K} \rangle,
\]

and a form \( L_{sl} \) as,

\[
L_{sl}(y_{sl}; z_{sl}) = \langle e_i, \rho_{sl} f_{sl,i} \rangle + \langle e_i, t_{sl,i} \rangle_{\Gamma_{sl,N}} - \left( \frac{\partial e_i}{\partial x_j}, \tilde{s}_{sl,ij} \right) - \left( \frac{\partial e_i}{\partial x_i}, \tilde{p}_{sl} \right)
\]
discretized in time, at each time step the problem to be solved until convergence is.

Differences scheme (BDF2) will used:

\[ n^{n+1} = \frac{1}{\delta t^2} \left( 2d^{n+1} - 5d^n + 4d^{n-1} - d^{n-2} \right), \]

which enable us to write Eq. [12] in the following simplified form:

\[ (\rho_d \partial_t^2 \delta d_i; e_i) + B_d(\tilde{y}_d; \delta y_d, z_d) = L_{a_d}(\tilde{y}_d; z_d) - (\rho_d \partial_t \tilde{d}_i; e_i), \]

for all \( z_d := [e, \xi_d, q_d] \in Y_{d,0} \). Initial conditions have to added to this variational equation.

2.5. Time discretization

Let us consider a uniform partition of the time interval \([0, t_f]\) of size \( \delta t \), and let us denote with superscript \( n \) the time level. For the temporal discretization the following second order Backward Differences scheme (BDF2) will used:

\[ a^{n+1} = \frac{1}{\delta t^2} \left( 2d^{n+1} - 5d^n + 4d^{n-1} - d^{n-2} \right), \]

where \( d^{n+1} \) and \( a^{n+1} \) are approximations to the position and acceleration (\( \partial_t d \)) vectors at time \( t^{n+1} = (n+1)\delta t \). Note that it is possible to use any other time integration scheme.

2.6. Galerkin spatial discretization

Let \( \mathcal{P}_d \) denote a FE partition of the solid domain \( \Omega_d \). The diameter of an element domain \( K \in \mathcal{P}_d \) is denoted by \( h_K \) and the diameter of the FE partition by \( h = \max \{ h_K \mid K \in \mathcal{P}_d \} \). As usual, a subscript \( h \) is used to refer to FE functions and spaces. In particular, we can construct the approximating space for the unknown and the test functions, \( Y_{d,h} \) and \( Y_{d,h,0} \), respectively, in the usual manner. We consider here conforming approximations.

The Galerkin FE approximation to the problem can be written as: find \( y_{d,h} = [d_h, s_{d,h}, p_{d,h}] : [0, t_f] \rightarrow Y_{d,h} \) such that

\[ (\rho_d \partial_t \delta d_h, e_h) + B_d(\tilde{y}_{d,h}; \delta y_{d,h}, z_{d,h}) = L_{a_d}(\tilde{y}_{d,h}; z_{d,h}) - (\rho_d \partial_t \tilde{d}_h; e_h), \]

in \([0, t_f] \) for all \( z_{d,h} \in Y_{d,h,0} \), and satisfying the initial conditions weakly. Considering the problem discretized in time, at each time step the problem to be solved until convergence is

\[ (\rho_d \partial a_{h}^{n+1}, e_h) + B_d(\tilde{y}_{d,h}^{n+1}; \delta y_{d,h}^{n+1}, z_{d,h}) = L_{a_d}(\tilde{y}_{d,h}^{n+1}; z_{d,h}) - (\rho_d \tilde{a}_{h}^{n+1}, e_h), \]

for \( n = 1, 2, \ldots \) and for all \( z_{d,h} \in Y_{d,h,0} \), \( d_0 \) and \( d_1 \) being given by the initial conditions and \( a^2 \) properly initialized (for example using a first order BDF scheme).

2.7. A VMS method for an abstract stationary linear problem

Problem [17] is unstable, unless stringent requirements are met for the interpolating spaces of the variables in play (see, e.g., [32] [15]). In order to be able to use arbitrary interpolations, a stabilized FE method is required. Here we describe the VMS approach we follow, first for an abstract linear stationary problem. This summary is required to extend it to second order problems in time, a class of problems not considered previously.

Let us consider a generic bilinear form \( B(y, z) \) and a linear form \( L(z) \), where \( y \) is a vector of \( n \) unknowns and \( z \) is the vector of test functions of the problem \( B(y, z) = L(z) \) for all \( z \). Let \( Z \) be the functional space where the continuous problem is posed (for simplicity, the same for unknowns and test functions) and \( Z_h \subset Z \) the FE approximation. The idea of VMS methods is to split our unknowns into a FE part and a sub-grid scale (or simply sub-scale) that needs to be modelled [27] [16]. Thus, let \( Z = Z_h \oplus Z_h \), where \( Z_h \) is the complement of \( Z_h \) in \( Z \). This split will
cause associated splittings $y = y_h + y$ and $z = z_h + z$ and, due to the linearity of $B$, we can write the problem as:

$$B(y_h, z_h) + B(\dot{y}, z_h) = L(z_h) \quad \forall z_h \in Z_h, \quad (18a)$$
$$B(y_h, \dot{z}) + B(\dot{y}, \dot{z}) = L(\dot{z}) \quad \forall \dot{z} \in \dot{Z}. \quad (18b)$$

It is possible to express the generic form $B(y, z)$ as:

$$B(y, z) = \sum_K [\langle L(y), z \rangle_K + \langle F(y), z \rangle_{\partial K}] = \sum_K [\langle y, L^* z \rangle_K + \langle y, F^* (z) \rangle_{\partial K}], \quad (19a)$$

where $L(\cdot)$ is now the linear operator of the problem being solved and $F(\cdot)$ is the associated flux operator acting on the inter-elemental boundaries $\partial K$, whereas $L^*$ and $F^*$ are the corresponding formal adjoints (see [16] for details).

Using Eq. (19) we can avoid computing derivatives of the sub-scale in Eq. (18a) and write problem (18) as

$$B(y_h, z_h) + \sum_K [\langle \dot{y}, L^*(z_h) \rangle_K + \langle \dot{y}, F^*(z_h) \rangle_{\partial K}] = L(z_h) \quad \forall z_h \in Z_h, \quad (20a)$$
$$\sum_K [\langle \dot{z}, L(\dot{y}) \rangle_K + \langle \dot{z}, F(\dot{y}) \rangle + \langle F(y_h) \rangle_{\partial K}] = L(\dot{z}) \quad \forall \dot{z} \in \dot{Z}. \quad (20b)$$

If we assume that the inter-elemental fluxes across the element are continuous, the second term on the LHS of equation Eq. (20b) vanishes. We can express this equation as:

$$L(\dot{y}) = \tilde{\Pi}(r), \quad (21)$$

in the space of sub-scales, where we have defined the residual $r = f - L(y_h)$, $L(y) = f$ is the linear equation being approximated and $\tilde{\Pi}$ is the projection onto the space of sub-grid scales. We favor the option of taking this space as $L^2$ orthogonal to the FE space (what we call orthogonal sub-grid scales), which yields $\tilde{\Pi} = \Pi_h^* = I - \Pi_h$, $I$ being the identity operator and $\Pi_h$ the $L^2$ projection onto the FE space. However, in order to simplify the exposition, in this paper we will consider the classical option in residual-based stabilized formulations $\tilde{\Pi} = I$. See [16] and references therein for further discussion.

Assuming that $\tilde{\Pi} = I$, one can now use different arguments (see [16]) to approximate the solution of Eq. (21) within each element $K$ as

$$\dot{y} = \tau_K r, \quad (22)$$

where $\tau_K$ is the matrix of stabilization parameters. It is problem dependent, the particular expression we use for the FSI problem is presented later.

For simplicity, in the following we shall omit the element boundary term in Eq. (20a), although it would be necessary if discontinuous pressure and stress interpolations are used (see [15]). Thus, the final problem is obtained inserting Eq. (22) in Eq. (20a); this problem is posed in terms of the FE unknowns only.

2.8. Dynamic sub-grid scales for second order equations in time

Let us consider now the time evolution version of the previous linear problem, considering second order time derivatives, i.e., the problem to be solved is now

$$\partial_{tt} y + L(y) = f,$$

with adequate initial and boundary conditions. In our particular FSI problem, we only have time derivatives of the displacement; the final equations to be solved are described in the next subsection.
The time evolution counterpart of Eq. (20a), neglecting the element boundary term, is
\[
(\partial_{tt}y_h, z_h) + \sum_K (\partial_{tt}\bar{y}, z_h)_K + B(y_h, z_h) + \sum_K (\bar{y}, \mathcal{L}^*(z_h))_K = L(z_h) \quad \forall z_h \in Z_h, \quad (23)
\]
whereas the counterpart of approximation (22) is
\[
\partial_{tt}\bar{y} + \tau_K^{-1}\bar{y} = r - \partial_{tt}y_h.
\quad (24)
\]
This equation is approximated using finite differences in time. Suppose that the finite difference scheme employed leads to the following approximation at time \(t^n+1\):
\[
\partial_{tt}\bar{y}|_{t^n+1} \approx \frac{\gamma_1 y^{n+1}}{\delta t^2} - \frac{\bar{y}^0}{\delta t^2},
\quad (25)
\]
where \(y^0\) is the collection of terms belonging to the previous time steps in our time integration scheme and \(\gamma_1\) is the coefficient multiplying the variable at step \(n+1\). In this way, for a BDF2 scheme \(\gamma_1 = 2\) and \(\bar{y}^0 = 5y^n - 4y^{n-1} + y^{n-2}\). Substituting Eq. (25) into Eq. (24) and regrouping all unknowns from the current time step \(n+1\) on the LHS and all known terms of time step \(n\) into the right-hand-side (RHS) we obtain:
\[
\frac{\gamma_1 y^{n+1}}{\delta t^2} + \tau_K^{-1}y^{n+1} = R^{n+1} + \frac{\bar{y}^0}{\delta t^2},
\quad (26)
\]
where \(R^{n+1}\) includes all time discretized terms of the RHS of Eq. (24). We thus have:
\[
\bar{y}^{n+1} = \tau_t \left( R^{n+1} + \frac{\bar{y}^0}{\delta t^2} \right), \quad \tau_t := \left( \frac{\gamma_1}{\delta t^2} I_n + \tau_K^{-1} \right)^{-1},
\quad (27)
\]
where \(I_n\) is the \(n \times n\) identity matrix. From Eq. (24) we also have that
\[
\langle \partial_{tt}\bar{y}, z_h \rangle_K = \langle R - \tau_K^{-1}\bar{y}, z_h \rangle_K,
\quad (28)
\]
Then, after time discretization and substituting Eq. (27) into Eq. (28) we have:
\[
\langle \partial_{tt}\bar{y}|_{t^n+1}, z_h \rangle_K \approx \langle (I_n - \tau_t^{-1}) R^{n+1}, z_h \rangle_K = - \langle \tau_K^{-1} \tau_t \frac{\bar{y}^0}{\delta t^2}, z_h \rangle_K. \quad (29)
\]
The final time discrete problem for the FE unknown \(y_h^{n+1}\) is obtained by replacing Eq. (29) and Eq. (27) into the time discrete form of Eq. (23). Note that both in Eq. (29) and in Eq. (27) we need \(\bar{y}^0\), i.e., the sub-scales of previous time steps need to be stored at the numerical integration points. They will act as internal variables in a solid mechanics problem.

The idea presented is the same as for first order problems in time (see (19)), the main difference being that now the sub-scales need to be stored in more previous time steps to allow computing an approximation to the second derivative. Even though it is not the purpose of this paper to study dynamic sub-scales for second order problems in detail, we have found them crucial to improve the behavior of iterative schemes. In particular, most of our FSI cases shown later would not converge without the use of dynamic sub-grid scales, their effect has been found critical in these cases.

2.9. Stabilization of the non-linear three-field solid problem

Following the development from the previous section we can express in particular the forms and operators for our stabilized three-field solid problem. If we consider the splitting of the unknown in the FE component and the sub-scale, instead of Eq. (17) we obtain:
\[
\langle \rho_d \delta a_h, e_h \rangle + \sum_K \langle \rho_d \delta a, e_h \rangle_K + B_d(\delta y_{d,h}; \delta y_{d,h}, [e_h, 0, 0])
\]
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the first being a vector, the second a tensor and the third a scalar, given by:

\[ L_{sl}(\tilde{y}_{sl,h}; [e_h, 0, 0]) - (\rho_d A_h, e_h), \quad (30a) \]

where the sub-scale at the current time step is \( \tilde{y}_{sl} = [\tilde{d}, \tilde{s}_d, \tilde{p}_{sl}] \) and \( \tilde{a} = \partial_{t, \tilde{d}} \tilde{d} \). In these equations, we have made use of the fact that tensors \( s \) are evaluated at \( t \) to be introduced in Eq. (31), as well as the expression of \( \langle \cdot \rangle \) (see Eq. (20a)).

As explained before, we shall neglect the second term, although this approximation can be relaxed. Concerning the first term, we have made use of the fact that tensors \( s \) are evaluated at \( t \) to be introduced in Eq. (31), as well as the expression of \( \langle \cdot \rangle \) (see Eq. (20a)).

This version of the problem is unfeasible as it deals with gradients of the sub-scales for which we only have time derivatives of the displacements. Therefore, we have to apply the general expressions obtained in the previous section, taking into account that we have to apply the general expressions obtained in the previous section, taking into account that we have made use of the fact that tensors \( s \) and \( \xi_{sl,h} \) are symmetric, and it is understood that all terms are evaluated at \( t^{n+1} \), the variables with a tilde being guesses to the unknowns (from a previous iteration step, for example). Observe that the problem is linear in \( \delta y_{sl,h} \).

As explained before, we shall neglect the second term, although this approximation can be relaxed. Concerning the first term, operator \( \mathcal{L}^+_{sl}(\tilde{y}_{sl}; z_{sl,h}) \) has three components:

\[ \mathcal{L}^+_{sl}(\tilde{y}_{sl}; z_{sl,h}) = \begin{bmatrix} \mathcal{L}^+_{sl,1}(\tilde{y}_{sl}; z_{sl,h}) \\ \mathcal{L}^+_{sl,2}(\tilde{y}_{sl}; z_{sl,h}) \\ \mathcal{L}^+_{sl,3}(\tilde{y}_{sl}; z_{sl,h}) \end{bmatrix}, \]

the first being a vector, the second a tensor and the third a scalar, given by:

\[ \mathcal{L}^+_{sl,1}(\tilde{y}_{sl}; z_{sl,h}) = \begin{bmatrix} \partial_{\tilde{d}, i} \xi_{sl,h,i} - \frac{\tilde{d}}{\rho_d} \xi_{sl,h,i} - \frac{\tilde{d}}{\rho_d} \xi_{sl,h,i} - \frac{\tilde{d}}{\rho_d} \xi_{sl,h,i} \\ \frac{\tilde{d}}{\rho_d} \xi_{sl,h,i} + \frac{\tilde{d}}{\rho_d} \xi_{sl,h,i} + \frac{\tilde{d}}{\rho_d} \xi_{sl,h,i} + \frac{\tilde{d}}{\rho_d} \xi_{sl,h,i} \end{bmatrix} \]

To obtain the final expression of the stabilized problem, we need the expression of the sub-scales to be introduced in Eq. (31), as well as the expression of \( \langle \rho_d \tilde{a}, e_h \rangle \) in Eq. (30a). For that, we just have to apply the general expressions obtained in the previous section, taking into account that we only have time derivatives of the displacements.

Using the same arguments as in [15], we will take the matrix of stabilization parameters within each element \( K \) as

\[ \tau_{sl,K} = \text{diag} \left[ \tau_{sl,1,K} I_{n_d}, \tau_{sl,2} I_{n_d \times n_d}, \tau_{sl,3} \right], \]

where

\[ \tau_{sl,1,K} = \text{diag} \left[ \tau_{sl,1,k} I_{n_d}, \tau_{sl,2} I_{n_d \times n_d}, \tau_{sl,3} \right], \]
\[ \tau_{sl,1,K} := \left( c_{sl,1} \frac{\mu_{sl}}{h_K^2} \right)^{-1}, \quad \tau_{sl,2} := c_{sl,2} \mu_{sl}, \quad \tau_{sl,3} := c_{sl,3} \mu_{sl}, \]  

(34)

where \( I_{n_d \times n_d} \) is the identity on second order tensors and \( c_{sl,1} = 4.0, c_{sl,2} = 0.1 \) and \( c_{sl,3} = 0.1 \) are numerical constants defined in the same way as in \([8]\) for linear elements, \( h_K \) being divided by the polynomial order for higher order interpolations.

Using Eq. (33), from expression (27) we now have, within each element \( K \):

\[ d^{n+1} = \tau_{sl,1,t} \left( R^{n+1}_{sl,1} + \rho_{sl} \frac{d^0}{\delta t^2} \right), \quad \tau_{sl,1,t} := \left( \frac{\rho_{sl} \gamma_1}{\delta t^2} + \tau_{sl,1,K}^{-1} \right)^{-1}, \]  

(35a)

\[ \bar{s}^{n+1} = \tau_{sl,2} R^{n+1}_{sl,2}, \]  

(35b)

\[ \bar{p}^{n+1} = \tau_{sl,3} R^{n+1}_{sl,3}, \]  

(35c)

where

\[ R^{n+1}_{sl} = [R^{n+1}_{sl,1}, R^{n+1}_{sl,2}, R^{n+1}_{sl,3}]^T = F^{n+1} - [\rho_{sl} \bar{a}^{n+1}, 0, 0]^T - \delta \mathcal{A} (y^{n+1}) \]  

(36)

is the residual of the equation being solved at time step \( n + 1 \), as it appears in Eq. (11).

From expression (29) we have:

\[ \langle \rho_{sl} \bar{a}^{n+1}, e_h \rangle_K = \left\langle (1 - \tau_{sl,1,K}^{-1}) R^{n+1}_{sl,1}, e_h \right\rangle_K - \left\langle \tau_{sl,1,K}^{-1} \rho_{sl} \frac{d^0}{\delta t^2}, e_h \right\rangle_K. \]  

(37)

It is seen from this expression that for the solid we have decided to approximate the acceleration of the sub-scales with the same kind of time integrator as for the FE scale, this is, a BDF2 scheme.

The fully discrete and stabilized problem is now completely defined. It is given by equations (30), with the terms involving the subgrid scales given by the first term in Eq. (31), the adjoint operator given in Eqs. (32), the matrix of stabilization parameters in Eq. (33), the sub-scales in Eqs. (35) and the acceleration of the sub-scales appearing in (30) given in Eq. (37).

3. THREE-FIELD NAVIER-STOKES EQUATIONS

In this section we present a short review of the three-field Navier-Stokes equations and the FE approximation we use, as it is explained for example in \([8]\).
where $\nabla^s u$ is the symmetrical part of the velocity gradient, $\rho_\Omega$ is the fluid density, $f_\Omega$ is the force vector, $u^0$ is a prescribed initial velocity, $u_\partial$ is a prescribed velocity on the boundary $\Gamma_{\Omega,\partial}$, $t_\Omega$ is a prescribed traction on the boundary $\Gamma_{\Omega,N}$, and $n_\Omega$ is the normal to the boundary of the fluid domain. As for the solid, $\Gamma_{\Omega,\partial}$ and $\Gamma_{\Omega,N}$ are assumed to be a partition of $\partial\Omega_{\Omega}$, but later we will introduce the interface with the solid. Note that the sign of $\rho_\Omega$ is positive in compression, whereas the sign of $p_\Omega$ is positive in traction.

3.2. Weak form

We will use in the following a notation analogous to that of the solid. Thus, let $Y_\Omega$ be the space where the unknown $y_\Omega$ must belong for each time $t$, satisfying the Dirichlet boundary conditions, and let $Y_{\Omega,0}$ be the space of functions satisfying the homogeneous counterpart of these conditions. The weak form of the three-field Navier-Stokes problem consists in finding $y_\Omega : [0, t_\Omega] \rightarrow Y_\Omega$ solution of the variational problem:

\begin{align}
\langle \rho_\Omega \partial_t u, v \rangle + \langle s_\Omega, \nabla^s v \rangle + \langle \rho_\Omega u \cdot \nabla u, v \rangle & - \langle p_\Omega, \nabla \cdot v \rangle = \langle \rho_\Omega f_\Omega, v \rangle + \langle t_\Omega, v \rangle_{\Gamma_{\Omega,N}} \\
\frac{1}{2\mu_\Omega} \langle s_\Omega, \xi_\Omega \rangle - \langle \nabla^s u, \xi_\Omega \rangle &= 0 \\
\langle \nabla \cdot u, q_\Omega \rangle &= 0
\end{align}

for all $z_\Omega := [v, \xi_\Omega, q_\Omega] \in Y_{\Omega,0}$, and satisfying the initial conditions in a weak sense. We may now define a form $B_\Omega$ as:

$$ B_\Omega(u; y_\Omega, z_\Omega) = \langle s_\Omega, \nabla^s v \rangle + \langle \rho_\Omega u \cdot \nabla u, v \rangle - \langle p_\Omega, \nabla \cdot v \rangle + \langle \nabla \cdot u, q_\Omega \rangle + \frac{1}{2\mu_\Omega} \langle s_\Omega, \xi_\Omega \rangle - \langle \nabla^s u, \xi_\Omega \rangle, $$

and a form,

$$ L_\Omega(z_\Omega) = \langle \rho_\Omega f_\Omega, v \rangle + \langle t_\Omega, v \rangle_{\Gamma_{\Omega,N}}, $$

which enable us to write Eq. (39) as:

$$ \langle \rho_\Omega \partial_t u, v \rangle + B_\Omega(u; y_\Omega, z_\Omega) = L_\Omega(z_\Omega) \quad \forall z_\Omega \in Y_{\Omega,0}, $$

with the initial conditions holding in a weak sense.

3.3. Time discretization

For the temporal discretization, we consider classical finite difference schemes. In particular, we have used the second order Backward Difference (BDF2) scheme in the applications, which has the following form:

$$ \frac{\partial u_h}{\partial t} \bigg|_{t^{n+2}} \approx \frac{3u_h^{n+1} - 4u_h^n + u_h^{n-1}}{\delta t} =: \delta_t u_h^{n+1}, $$

with the notation inherited from the problem for the solid.

3.4. Galerkin spatial discretization

Let us consider now a FE partition of the fluid domain, for which we will use the same notation as for the solid domain. From this we may construct FE spaces $Y_{\Omega,h} \subset Y_\Omega$ and $Y_{\Omega,0,h} \subset Y_{\Omega,0}$ in the usual manner. Again, only conforming approximations will be considered.

The spatial discretization for the Navier-Stokes problem can be written as: find $y_{\Omega,h} : [0, t_\Omega] \rightarrow Y_{\Omega,h}$ as the solution to the problem:

$$ \langle \rho_\Omega \partial_t u_h, v_h \rangle + B_\Omega(u_h; y_{\Omega,h}, z_{\Omega,h}) = L_\Omega(z_{\Omega,h}), $$
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for all $z_{\text{fl}, h} \in Y_{\text{fl},0,h}$, and satisfying the initial conditions weakly. As it is well known, this problem is unstable for two main reasons: the need of having compatible velocity-pressure and stress-velocity interpolations, similar to those of the solid problem, and the possibility to encounter convection dominated flows. Both are overcome using the following stabilized formulation.

### 3.5. VMS stabilization

For the fluid problem we employ the same VMS strategy as for the solid. Now, instead of linearizing the equations using a Newton-Raphson strategy and solving for the incremental unknowns at each iteration, we employ a fixed-point strategy, assuming known the transport velocity of the convective term, $\tilde{u}_h$. Thus, let us introduce the linearized Navier-Stokes operator and its formal adjoint:

\[
L_{\text{fl}}(\bar{u}_h; \bar{y}_{\text{fl}, h}) := \begin{bmatrix} L_{\text{fl},1}(\bar{u}_h; \bar{y}_{\text{fl}, h}) \\ L_{\text{fl},2}(\bar{y}_{\text{fl}, h}) \\ L_{\text{fl},3}(\bar{y}_{\text{fl}, h}) \end{bmatrix} = \begin{bmatrix} -\nabla \cdot \bar{s}_{\text{fl}, h} + \nabla \rho_{\text{fl}} \bar{u}_h + \rho_{\text{fl}} \bar{u}_h \cdot \nabla \bar{u}_h \\ \frac{1}{2\mu_{\text{fl}}} \bar{s}_{\text{fl}} - \nabla^\ast \bar{v}_{\text{fl}} \\ \nabla \cdot \bar{v}_{\text{fl}} & \nabla \cdot \bar{v}_{\text{fl}} - \nabla \cdot \bar{s}_{\text{fl}} \end{bmatrix},
\]

We define the matrix of stabilization parameters within each element $\tau_{\text{fl}, K}$ as:

\[
\tau_{\text{fl}, K} = \text{diag} [\tau_{\text{fl},1,K} I_{n_d \times n_d}, \tau_{\text{fl},2} I_{n_d \times n_d}, \tau_{\text{fl},3}], \tag{44}
\]

\[
\tau_{\text{fl},1,K} := \left( c_{\text{fl},1} \mu_{\text{fl}} h_K^2 + c_{\text{fl},2} \rho_{\text{fl}} |\bar{u}_h|_K \right)^{-1}, \quad \tau_{\text{fl},2} := c_{\text{fl},3} 2 \mu_{\text{fl}}, \quad \tau_{\text{fl},3} := c_{\text{fl},4} 2 \mu_{\text{fl}}, \tag{45}
\]

where, when using linear elements, $c_{\text{fl},1} = 4.0$, $c_{\text{fl},2} = 1.0$, $c_{\text{fl},3} = 0.1$ and $c_{\text{fl},4} = 0.1$ are numerical constants, as defined in [3]. For higher order interpolations the element size $h_K$ needs to be divided by the polynomial order. In Eq. (45), $|\tilde{u}_h|_K$ can be taken as the maximum of the Euclidian norm of $u_h$ in element $K$.

With these ingredients we can already write down the stabilized VMS-based formulation we employ for the fluid. Considering all terms evaluated at time $t^{n+1}$, it consists of finding $\bar{y}_{\text{fl}, h} = [\bar{u}_h, \bar{s}_{\text{fl}, h}, \bar{p}_{\text{fl}}] \in Y_{\text{fl}, h}$ such that:

\[
(\rho_{\text{fl}} \delta_t \bar{u}_h, \bar{v}_h) + \sum_K (\rho_{\text{fl}} \delta_t \bar{u}, \bar{v}_h)_K + B_{\text{fl}}(\bar{u}_h; \bar{y}_{\text{fl}, h}, z_{\text{fl}, h}) + \sum_K (\bar{y}_h, L_{\text{fl}}(\bar{u}_h; z_{\text{fl}, h}))_K = L_{\text{fl}}(z_{\text{fl}, h}),
\]

for all $z_{\text{fl}, h} \in Y_{\text{fl},0,h}$, where $\bar{y}_h = [\bar{u}, \bar{s}_{\text{fl}}, \bar{p}_{\text{fl}}]$ is obtained from:

\[
\rho_{\text{fl}} \delta_t \bar{u} + \tau_{\text{fl},1,K}^{-1} \bar{u} = \rho_{\text{fl}} f_{\text{fl}} - L_{\text{fl},1}(\bar{u}_h; \bar{y}_{\text{fl}, h}), \quad \bar{s}_{\text{fl}} = -\tau_{\text{fl},2} L_{\text{fl},2}(\bar{y}_{\text{fl}, h}), \quad \bar{p}_{\text{fl}} = -\tau_{\text{fl},3} L_{\text{fl},3}(\bar{y}_{\text{fl}, h}).
\]

### 4. THREE-FIELD FLUID-STRUCTURE INTERACTION

Once the problems for solid and for the fluid and their approximation have been described, we may proceed to write the FSI problem. In what follows, we shall assume that there is common moving boundary $\Gamma_f(t)$ between the solid and the fluid, so that the boundary of the solid domain $\Omega_s(t)$ is $\partial \Omega_s(t) = \Gamma_{s,D} \cup \Gamma_{s,N} \cup \Gamma_f$, whereas the boundary of the fluid domain $\Omega_{\text{fl}}(t)$ is $\partial \Omega_{\text{fl}} = \Gamma_{\text{fl},D} \cup \Gamma_{\text{fl},N} \cup \Gamma_f$, with void intersection between boundary components. Again, subscript $D$ refers to Dirichlet boundary conditions and subscript $N$ to Neumann boundary conditions, the same as described in previous sections.
4.1. Problem setting

To write the equations to be solved, we consider the problem discretized in time, but still continuous in space, to simplify the writing. The FE approximation can be done as explained in the previous sections. We will comment on specific aspects of the FE approximation in the next subsection.

The solid equations are those introduced in Section 2, written in an updated Lagrangian reference. However, to cope with the time dependency of the fluid domain we need to slightly modify the equations for the fluid introduced in Section 3. To this end we use the Arbitrary Lagrangian Eulerian (ALE) approach (see for example [20]). Let $u_{\text{dom}}$ be the velocity assigned to the points of the fluid domain, which needs to match the velocity of $\partial \Omega_{\text{fl}}$, i.e., to match the velocity of the moving boundary $\Gamma_I$ and vanish on the rest of $\partial \Omega_{\text{fl}}$. Using the ALE reference, the only modification with respect to the purely Eulerian formulation is to replace the transport velocity $u$ of the advective term by $c := u - u_{\text{dom}}$, so that this advective term becomes $c \cdot \nabla u$. If $c = 0$ we would obtain an updated Lagrangian formulation for the fluid as well.

The problem to be solved is the following:

Loop over the number of time steps:

At each time step, iterate until convergence, $(k)$ being the iteration counter:

- Solve the equations for the fluid, i.e., find $y_{\text{fl}}^{(k)} \in \mathcal{Y}_{\text{fl}}$ such that:
  $$(\rho_{\text{fl}} \delta_t u^{(k)}(v) + B_{\text{fl}} (u^{(k-1)} - u_{\text{dom}}; y_{\text{fl}}^{(k)}; z_{\text{fl}}) = L_{\text{fl}}(z_{\text{fl}}) \quad \forall z_{\text{fl}} \in \mathcal{Y}_{\text{fl},0}.$$  

- Solve the equations for the solid (written in terms of the iterative increments of the unknown), i.e., find $\delta y_{\text{sl}}^{(k)} \in \mathcal{Y}_{\text{sl},0}$ such that:
  $$(\rho_{\text{sl}} \delta_t a^{(k)}(e) + B_{\text{sl}} (y_{\text{sl}}^{(k-1)}; \delta y_{\text{sl}}^{(k)}; z_{\text{sl}}) = L_{\text{sl}}(y_{\text{sl}}^{(k-1)}; z_{\text{sl}}) - (\rho_{\text{sl}} a^{(k-1)}(e); \delta y_{\text{sl}}^{(k-1)}; z_{\text{sl}}) \quad \forall z_{\text{sl}} \in \mathcal{Y}_{\text{sl},0}.$$  

- Prescribe the transmission conditions:
  $$u^{(k)} - \delta_t d^{(k)} = 0 \quad \text{on } \Gamma_I,$$
  $$n_{\text{fl}} \cdot (-p_{\text{fl}}^{(k)} I_{\text{nd}} + s_{\text{fl}}^{(k)}) + n_{\text{sl}} \cdot (p_{\text{sl}}^{(k)} I_{\text{nd}} + s_{\text{sl}}^{(k)}) = 0 \quad \text{on } \Gamma_I,$$

- Check convergence and update unknowns: $y_{\text{fl}}^{(k-1)} \leftarrow y_{\text{fl}}^{(k)}$ and $y_{\text{sl}}^{(k-1)} \leftarrow y_{\text{sl}}^{(k-1)} + \delta y_{\text{sl}}^{(k)}$.

End iterative loop.

En loop over the number of time steps.

This is the monolithic version of the problem, in which all unknowns are solved at once, in a fully coupled way. It is understood that the initial conditions are prescribed at the first time step.

4.2. Block-iterative coupling and comments on the fully discrete problem

Rather than solving the monolithic version of the problem, the most popular approach is probably a block-iterative coupling, in which the solid and the fluid mechanics problems are solved sequentially. Using the also classical approach of prescribing Dirichlet conditions on $\Gamma_I$ coming from the solid when solving for the fluid, and Neumann conditions coming from the fluid when solving for the solid, the algorithm to solve the problem is:

Loop over the number of time steps:

At each time step, iterate until convergence, $(k)$ being the iteration counter:

- Solve the equations for the fluid, i.e., find $y_{\text{fl}}^{(k)} \in \mathcal{Y}_{\text{fl}}$ such that:
  $$(\rho_{\text{fl}} \delta_t u^{(k)}(v) + B_{\text{fl}} (u^{(k-1)} - u_{\text{dom}}; y_{\text{fl}}^{(k)}; z_{\text{fl}}) = L_{\text{fl}}(z_{\text{fl}}) \quad \forall z_{\text{fl}} \in \mathcal{Y}_{\text{fl},0}.$$  

This is the monolithic version of the problem, in which all unknowns are solved at once, in a fully coupled way. It is understood that the initial conditions are prescribed at the first time step.
using the boundary condition:

\[ u^{(k)} - \delta t d^{(k-1)} = 0 \quad \text{on } \Gamma_f. \]  

(49)

- Solve the equations for the solid (written in terms of the iterative increments of the unknown), i.e., find \( \delta y_{a_{sl}}^{(k)} \in Y_{a,0} \) such that:

\[
\begin{align*}
(\rho_{sl} \delta a_{sl}, e) + B_{sl}(y_{sl}^{(k-1)}; \delta y_{a_{sl}}^{(k)}, z_{sl}) \\
= L_{sl}(y_{sl}^{(k-1)}; z_{sl}) - (\rho_{sl} a_{sl}^{(k-1)}, e) \quad \forall z_{sl} \in Y_{a,0}.
\end{align*}
\]

using the boundary condition:

\[ n_{sl} \cdot (-p_{sl}^{(k)} I_{n_{sl}} + s_{sl}^{(k)}) + n_{sl} \cdot (p_{sl}^{(k)} I_{n_{sl}} + s_{sl}^{(k)}) = 0 \quad \text{on } \Gamma_f. \]

- Check convergence and update unknowns: \( y_{fl}^{(k-1)} \leftarrow y_{fl}^{(k)} \) and \( y_{sl}^{(k-1)} \leftarrow y_{sl}^{(k-1)} + \delta y_{a_{sl}}^{(k)}. \)

End iterative loop

En loop over the number of time steps

Note that we have used the current pressure and stress values in the fluid when solving for the solid, but also those of the previous iteration could have been employed.

The FE approximation in space of the equations to be solved follows directly from what has been explained in the paper. However, there are a few aspects of the space discretization that are particular of the FSI problem:

- The particular way the velocity \( u_{dom} \) is computed depends strongly on the FE approximation, since what is needed in fact is the value of this velocity at the nodes of the FE mesh. The values at the nodes of \( \Gamma_f \) are determined by imposing Eq. (49) for \( u_{dom} \), implying that \( c = 0 \) on \( \Gamma_f \), i.e., this boundary is a material one. To obtain \( u_{dom} \) at the interior nodes of \( \Omega_f \), the mesh movement algorithm has been taken from \([13]\), which has proven simple, robust and reliable.

- We have described the most classical Dirichlet-Neumann iteration-by-subdomain coupling, which suffices for the purposes of this paper to present a three-field approach for both the solid and the fluid. However, this coupling may suffer convergence difficulties when the solid is very soft or when the densities of the fluid and the solid are similar. In these situations, one might resort to more sophisticated coupling strategies (see for example \([17]\)), including a Nitsche’s-type method to prescribe conditions \([47]-[48]\). There are then numerous ways to segregate iteratively the calculation of \( y_{fl}^{(k)} \) and \( y_{sl}^{(k)} \) and to design an iteration-by-subdomain algorithm. However, we shall not pursue this analysis in this paper.

- A particularly relevant aspect of the three-field approach in FSI is the implementation of transmission conditions. Suppose first that the meshes for the solid and the fluid match at \( \Gamma_f \), and that stresses from the fluid need to be transferred to the solid. Suppose also that a nodal Lagrangian interpolation is used. In a classical velocity-pressure approach, one should transmit normal stresses at the numerical integration points, which should be computed from pressures interpolated from the nodes to the integration points and velocity gradients at these same points. In a three-field approach, stresses are directly available at the nodes. If the meshes for the solid and the fluid do not match at \( \Gamma_f \), there is an additional interpolation step. In a velocity-pressure approach, normal stresses at the integration points of the fluid have to be transferred to the nodes of the solid, and from these to the integration points of the solid. In a three-field approach, normal stresses at the nodes of the fluid have to be transferred to the nodes of the solid; the number of operations involved in this case is significantly smaller than in the former. In both cases, the transfer of information can be used using the standard Lagrangian interpolation, as done in our implementation, or by imposing restrictions, as explained in \([25]\).
In the iterative process described, relaxation of the transmitted quantities is very often required if not mandatory. This allows one to minimize the number of block (fluid and solid) iterations. In this respect, we have used a relaxation of the position and velocity of the interface boundary that the solid solver transmits to the fluid solver. We denote this position as $d_{\Gamma_1}$; from it, one may compute the velocity of the fluid boundary and $u_{\text{dom}}$, as explained above. We have implemented an Aitken relaxation scheme, in particular Aitken $\Delta^2$, detailed in [28], which we describe now in our context. Suppose that from values at the $k$th iteration, the solid is solved, obtaining the boundary displacements $d_{\Gamma_1}^{(k+1)}$. Then, the fluid is solved from the boundary displacements $d_{\Gamma_1}^{(k+1)}$ computed as

$$d_{\Gamma_1}^{(k+1)} = d_{\Gamma_1}^{(k)} + \omega^{(k+1)} r_{\Gamma_1}^{(k+1)},$$

where

$$r_{\Gamma_1}^{(k+1)} := d_{\Gamma_1}^{(k+1)} - d_{\Gamma_1}^{(k)}, \quad \omega^{(k+1)} = -\omega^{(k)} \frac{(r_{\Gamma_1}^{(k)})^T (r_{\Gamma_1}^{(k+1)} - r_{\Gamma_1}^{(k)})}{|r_{\Gamma_1}^{(k+1)} - r_{\Gamma_1}^{(k)}|^2}.$$

5. NUMERICAL RESULTS

In this section, numerical results are shown for stationary and dynamic cases, first for the solid in order to benchmark the new formulation, and followed by some well known FSI benchmarks in order to compare with the traditional standard coupling.

5.1. Three-field elasto-dynamic benchmarking

We will compare in what follows the behavior of the irreducible formulation, in which the only unknown is the displacement field, with the stabilized three-field formulation proposed in this paper, both in static and in dynamic cases. In all cases, equal continuous interpolations will be used for displacements, pressures and stresses in the case of the three-field formulation.

5.1.1. Cook’s membrane

The following example is a typical benchmark for solid mechanics. A tapered beam is subjected to a shearing load on one of its sides. In our case the shear traction is taken as 30 GN. Fig. 1 shows the geometry of the beam.

The properties of the material for all tests in these benchmarks are shown in Table 1. For the irreducible formulation the Poisson coefficient was taken as $\nu = 0.49$, so as to have a material with low compressibility but without locking. For the three-field formulation we deal with an incompressible material ($\nu = 0.5$).
Table I. Physical parameters

| Parameter | Value |
|-----------|-------|
| $\rho_{sl}$ | 7850.0 [Kg/m$^3$] |
| $\mu_{sl}$ | $80 \times 10^9$ [Pa] |
| $\lambda_{sl}$ | $\infty$ |
| Model | Neo-Hookean |

Convergence tests were run for different mesh sizes. Figs. 2a and 2b show examples for quadrilateral (4 node bilinear) and triangular (3 node linear) elements. The notation for the results is detailed in Table II.

Table II. Case parameters

| Name  | Formulation | Type of elem |
|-------|-------------|--------------|
| irr_tri | irreducible | linear triangle |
| irr_sq | irreducible | bi-linear square |
| sup_tri | three-field | linear triangle |
| sup_sq | three-field | bi-linear square |

As it is a bending dominated test, it is of interest to see the displacement at the tip of the beam (point A) both in $x$ and $y$ directions. Fig. 3 shows the convergence for different mesh sizes in comparison with a solution obtained with a very fine mesh, shown in black.

Fig. 4 shows the evolution of the error for the results shown previously in terms of number of elements; it can be seen that the convergence for the three-field is better, although a fairer comparison can be seen from Fig. 5 which shows error in terms of number of DOFs. Results are in agreement with [14], keeping in mind that their results are shown for the linear case. Both the irreducible and the three-field formulation show good convergence upon mesh refinement, with the three-field model being more precise and having faster convergence overall. For the three-field formulation, bi-linear square elements and triangular elements show very similar convergence properties; however, in the irreducible case triangular elements appear to be more precise than squares.

Fig. 6 shows the stress and pressure distribution for the beam using the three-field formulation. It can be seen that smooth and continuous fields have been obtained, without any oscillation in spite of using equal interpolation for all fields.
5.1.2. Dynamic oscillation of a cantilever bar In this section we analyze the time evolution of a clamped beam under the effect of gravity. As in the previous case, we compare our results against the same case for the irreducible formulation. Fig. 7 shows the geometry of the beam and an example
of a mesh used. For the initial conditions, the bar starts at rest and then suddenly gravity is applied, so the bar falls in the direction shown.

The properties of the material and parameters for all tests in this benchmark are shown in Table III. Note that for the irreducible formulation the Poisson coefficient was taken as $\nu = 0.499$, whereas for the three-field formulation we deal with an incompressible material. The time interval of analysis is $[0, 1]$, with a time step $\delta t = 10^{-3}$.

| Physical parameters | Value |
|---------------------|-------|
| $\rho_{\text{sl}}$ | 100.0 [Kg/m$^3$] |
| $\mu_{\text{sl}}$ | $2.135 \times 10^7$ [Pa] |
| $\lambda_{\text{sl}}$ | $\infty$ |
| Model | Neo-Hookean |
| Gravity | 2.0 [m/s$^2$] |
Fig. 8 shows the time evolution of the displacements for different cases run. Solutions were compared for both the three-field and the irreducible formulation for different mesh sizes and elements (linear or quadratic); only squares were used in this example. The notation for the results is detailed in Table IV.

Table IV. Case parameters

| Name     | formulation | # elems length wise | # elems height | type of elem |
|----------|-------------|---------------------|----------------|--------------|
| 30_3     | three-field | 30                  | 3              | linear square|
| 30_3_irr | irreducible | 30                  | 3              | linear square|
| 80_8_irr | irreducible | 80                  | 8              | linear square|
| quad_30_3| three-field | 30                  | 3              | quadratic square|
| quad_30_3_irr | irreducible | 30                  | 3              | quadratic square|
| quad_80_8 | three-field | 80                  | 8              | quadratic square|

From Fig. 8 it can be seen that there are marked differences between the two formulations for a dynamic case. This is better observed in Fig. 9, which shows a zoom of a portion of the time interval. The three-field formulation approximates a much finer reference solution obtained with linear elements, while the irreducible one is over-diffusive both in time and space. When quadratic elements are used, the irreducible formulation performs more accurately but the three-field is always more precise, in conserving both phase and amplitude.

5.2. Three-field fluid-structure interaction tests

In this section we show the benchmarking of the FSI problem by means of two well known test cases. The first one is a dynamic problem that converges to a stationary solution, and the second one is a fully transient case.

5.2.1. Semi-stationary bending of a beam  This semi-stationary problem, taken from [2], consists of a supported beam perpendicular to a fluid stream. Once the flow starts from the left wall it will bend the beam. For the particular conditions of the test, a force balance between the tractions imposed by the fluid and the stress on the beam will be achieved, in which the beam will then remain bent without significant oscillation. The test conditions are shown in Table V.

Fig. 10 shows the geometry and mesh for the test, where $H = 20$, $L = 80$, $h = 1$, $l = 10$. Table VI shows important mesh parameters and Table VII the boundary conditions. To improve readability, results are assigned a suffix that corresponds to Table VIII; all element used are quadratic triangles. “Three-field” formulation refers to fully coupled three-field interaction, which means that both fluid
and solid use the three-field approach. On the other hand “standard” refers to the usual coupling methodology, in which a displacement formulation is used for the solid and a velocity-pressure formulation for the fluid. The last column in Table VIII shows the number of DOFs used for each case. Note that even though cases A and B have different amount of DOFs, these cases have been run with the same mesh. Case C uses a much coarser mesh.

Table VI. Mesh parameters

|                | Fluid     | Solid     |
|----------------|-----------|-----------|
| Element type   | Quadratic | Quadratic |
| Nodes per element | 6        | 6         |
| # of elements  | 14,308    | 78        |
| # of nodes     | 29,057    | 201       |

In the next figures we compare cases A and B for velocity and pressure around the top of the beam for the fluid, and displacement and acceleration at the top of the beam for the solid.
Table VII. Boundary conditions

| Fluid | Solid |
|-------|-------|
| $x = 0$: $u_x = 1, u_y = 0$ | $y = 0$: $d_x = d_y = 0$ |
| $y = 0, H$: Free slip | Other boundaries: fluid tractions |
| $x = L$: Free | Other boundaries: solid velocities |

Table VIII. Case parameters

| Name    | FSI formulation | time step | Degrees of freedom |
|---------|-----------------|-----------|--------------------|
| dt_0075_A | three-field     | 0.075     | 175 548            |
| dt_01_A   | three-field     | 0.01      | 175 548            |
| dt_02_A   | three-field     | 0.02      | 175 548            |
| dt_03_A   | three-field     | 0.03      | 175 548            |
| dt_0075_B | Standard        | 0.075     | 87 573             |
| dt_01_B   | Standard        | 0.01      | 87 573             |
| dt_02_B   | Standard        | 0.02      | 87 573             |
| dt_03_B   | Standard        | 0.03      | 87 573             |
| dt_0075_C | three-field     | 0.075     | 58 320             |
| dt_01_C   | three-field     | 0.01      | 58 320             |
| dt_02_C   | three-field     | 0.02      | 58 320             |
| dt_03_C   | three-field     | 0.03      | 58 320             |

Fig. 11 shows the velocity around the top of the beam for the fluid. It can be seen that both formulation are able to capture higher frequency modes at lower time steps and show very similar behavior, specially for the pressure, shown in Fig. 12. Even though the initial transient has some differences, the solution tends to converge to a stationary solution. Overall similar responses can be seen from the fluid for both formulations, except for the initial transient.

For the solid the standard formulation tends to be over-dissipative in the initial transient with regard to the displacements, as seen in Fig. 13 while the three-field is much less dissipative thus capturing more frequencies of the response. While the stationary solution appears to be achieved faster for the standard method, the three-field approach would need longer time sampling to achieve a possible steady state. Both formulations appear to converge to the same stationary value.

In order to make a correct comparison between methods, a similar number of DOFs should be used. In the following results we explore the effect of a reduction of DOFs in the solution by comparing...
cases A and C, this is, for the same three-field formulation we explore the effect of reducing more than three times the amount of DOFs.

Figs. 14 and 15 show the displacement and acceleration evolution, respectively, over the selected time frame. It can be seen that the solution does not appear to change importantly for a significant change in time step or mesh size. For a coarser mesh and a higher time step there is a slight loss of amplitude. Regardless of the mesh size, a finer time step captures successfully higher frequency modes of the solution.

Figs. 16 and 17 show the evolution of deviatoric stress and pressure at the top of the beam. It can be seen that the solution is continuous and stable. Overall a coarser mesh produces a slightly higher magnitude for the stresses \(S_{xx}\) and \(S_{yy}\). The case is opposite for the shear stress \(S_{xy}\) where the finer mesh produces more pronounced maxima and minima during the first ten seconds of simulation. Approximation of the solution seems to be accurate enough for both tests.

5.2.2. 3D Flow around a plate The following example is a 3D version of the one shown in Section 5.2.1. The test conditions are shown in Table IX.

The geometry is shown in Fig. 18. Table X shows important mesh parameters, geometrical parameters are shown in Table XI and Table XII shows the boundary conditions.
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The next series of graphs in Figs. 19, 20 and 21 show a comparison between the solution obtained by means of the three-field formulation (labeled ‘sup’) and using the displacement based one (labeled ‘irr’).
Figure 17. Deviatoric stress and pressure at the tip of the beam

Table IX. Physical parameters

|       | Fluid | Solid |
|-------|-------|-------|
| \( \rho_f \) | 100.0 | 1000.0 |
| \( \nu_f \) | 1.0   | 0.48  |
| Young model | Newtonian | NeoHookean |

Figure 18. Case geometry

Table X. Mesh parameters

|       | Fluid   | Solid   |
|-------|---------|---------|
| Element type | Linear Tetrahedra | Linear Tetrahedra |
| Nodes per element | 4         | 4       |
| # of elements    | 87941    | 10833   |
| # of nodes       | 16785    | 2491    |

Notice how the overall behavior of the standard displacement based formulation is over-diffusive and tends to over-dampen the motion of the plate, see Fig. 19. In turn, the velocities and accelerations of the plate in the three-field formulation have a higher amplitude, see Figs. 20.
Table XI. Channel dimensions and flow parameters

| Dimension | Value |
|-----------|-------|
| Height (H) | 0.5   |
| Width     | 1.0   |
| Length    | 3.0   |
| Inlet mean velocity ($\overline{U}$) | 1.0 |

Table XII. Boundary conditions

| Component | Fluid | Solid |
|-----------|-------|-------|
| Flow inlet| $1.5\overline{U} \cdot y (0.5 - y) \cdot z (1.0 - z) (\frac{4}{H^2})$ | No slip |
| Flow outlet| Free |Fluid tractions |
| Channel walls| No slip | Fluid tractions |
| Plate sides| Solid velocities | Fixed |
| Plate bottom| Fixed | Fixed |

Figure 19. Displacement at the tip of the plate

(a) Displacement in $x$
(b) Displacement in $y$
(c) Displacement in $z$

Figure 20. Velocity at the tip of the plate

(a) Velocity in $x$
(b) Velocity in $y$
(c) Velocity in $z$

and [21] The displacement based formulation reaches a stationary state earlier than the three-field formulation, and it also produces a result with lower frequency, which leads to important phase differences.

Even if we do not have any reference for comparison, it is important to note that the stress and pressure fields shown in Figs. [22] [23] and [24] are smooth and continuous and decay to reach a stationary state, as the displacement field.

Finally, and in order to visualize the solution to this problem, Figs. [25] [26] and [27] show contours of velocity norm, pressure contours in the fluid and of stress magnitude in the solid, and velocity vectors, respectively, of the solution obtained.
Figure 21. Acceleration at the tip of the plate

(a) Acceleration in $x$
(b) Acceleration in $y$
(c) Acceleration in $z$

Figure 22. Normal stresses at the tip of the plate

(a) Stress in $xx$
(b) Stress in $yy$
(c) Stress in $zz$

Figure 23. Normal stresses for the tip of the plate

(a) Stress in $yz$
(b) Stress in $xz$
(c) Stress in $xy$

Figure 24. Pressure
6. GENERAL CONCLUSIONS

This work first presents a displacement-stress-pressure formulation for a neo-Hookean solid using an updated Lagrangian formulation, followed by a new three-field FSI formulation stabilized by means of a VMS approach using time dependent sub-grid scales on both the fluid and the solid regions. Benchmarking was done for the solid formulation under static and dynamic scenarios; on itself the solid three-field formulation proves to be more accurate and less time step dependent than its irreducible counterpart.

The three-field formulation has proved to be robust and precise under all cases analyzed. Compared to the irreducible formulation, it preserves phase and amplitude in time with fewer elements and even with linear elements. This formulation proves to be accurate and efficient, as it is possible to use a coarser mesh that produces more accurate results than its standard irreducible counterpart with a finer mesh.

In conclusion, a new solid elasto-dynamic formulation has been benchmarked and coupled with the previously developed three-field fluid to produce a robust and accurate FSI formulation that is stable and efficient.
Figure 27. Fluid: Velocity vectors show pressure; Solid: Stress magnitude contours
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APPENDIX: LINEARIZATION OF $J$ AND $\ln(J)$

The determinant $J$ of $F_{iJ}$ can be obtained as follows:

$$J = \det F_{iJ} = \det \left( \tilde{F}_{iJ} + \frac{\partial \delta d_i}{\partial X_j} \right),$$

$$= \det \left[ \tilde{F}_{iK} \left( \delta_{KJ} + \tilde{F}^{-1}_{Kl} \frac{\partial \delta d_l}{\partial X_j} \right) \right],$$

where by means of the multiplicative property of determinants we can express the previous expression as

$$J = \tilde{J} \det \left( \delta_{KJ} + \tilde{F}^{-1}_{Kl} \frac{\partial \delta d_l}{\partial X_j} \right),$$

If we construct this determinant we notice that by discarding higher order terms we are left with:

$$J = \tilde{J} \left( 1 + \tilde{F}^{-1}_{ji} \frac{\partial \delta d_i}{\partial X_j} \right),$$

Finally, using the previous result we can linearize the logarithm of the determinant of the displacement gradient:

$$\ln(J) = \ln \left[ \tilde{J} \left( 1 + \tilde{F}^{-1}_{ji} \frac{\partial \delta d_i}{\partial X_j} \right) \right],$$

$$= \ln(\tilde{J}) + \ln \left( 1 + \tilde{F}^{-1}_{ji} \frac{\partial \delta d_i}{\partial X_j} \right),$$
whereby using the fact that for small $x$ there holds $\ln(1 + x) = x + O(x^2)$, we can express the previous result as:

$$\ln(J) = \ln(\tilde{J}) + \tilde{F}^{-1} \frac{\partial \tilde{d}_i}{\partial \tilde{X}_j}.$$
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