Multi-Compound Transformer for Accurate Biomedical Image Segmentation
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Abstract. The recent vision transformer (i.e. for image classification) learns non-local attentive interaction of different patch tokens. However, prior arts miss learning the cross-scale dependencies of different pixels, the semantic correspondence of different labels, and the consistency of the feature representations and semantic embeddings, which are critical for biomedical segmentation. In this paper, we tackle the above issues by proposing a unified transformer network, termed Multi-Compound Transformer (MCTrans), which incorporates rich feature learning and semantic structure mining into a unified framework. Specifically, MCTrans embeds the multi-scale convolutional features as a sequence of tokens, and performs intra- and inter-scale self-attention, rather than single-scale attention in previous works. In addition, a learnable proxy embedding is also introduced to model semantic relationship and feature enhancement by using self-attention and cross-attention, respectively. MCTrans can be easily plugged into a UNet-like network, and attains a significant improvement over the state-of-the-art methods in biomedical image segmentation in six standard benchmarks. For example, MCTrans outperforms UNet by 3.64%, 3.71%, 4.34%, 2.8%, 1.88%, 1.57% in Pannuke, CVC-Clinic, CVC-Colon, Etis, Kavirs, ISIC2018 dataset, respectively. Code is available at https://github.com/JiYuanFeng/MCTrans.

1 Introduction

Medical image segmentation, which aims to automatically delineate anatomical structures and other regions of interest from medical images, is essential for modern computer-assisted diagnosis (CAD) applications, such as lesion detection [6,1,2,17,11] and anatomical structure localization [8]. Recent advances in segmentation accuracy are primarily driven by the power of convolution neural networks (CNN) [18,10]. However, due to the local property of the convolutional kernels, the traditional CNN-based segmentation models (e.g. FCN [13]) lack the ability for modeling long-term dependencies. To address such an issue, various approaches have been exploited for powerful relation modeling. For example, the spatial pyramid based methods [5,23,9] adopt various sizes of convolutional kernels to aggregate contextual information from different ranges in a single layer (Fig. 1 (a)). The U-Net [16] based encoder-decoder networks [16,24,12] merge
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In contrast to (a-c), MCTrans models pixel-wise relationships between multiple scales features, enabling more consistent and effective context encoding. The Prussian blue grids denote the target pixel while other color grids represent the support pixels. For simplicity, we only show a subset of the pathways between target pixels and support pixels.

Fig. 1. Conceptual comparison of various mechanisms for context modeling for segmentation. The coarse-grained deep features and fine-grained shallow features with the same scales by applying skip-connection. Although these methods achieved great success in dense prediction, it is still limited by the inefficient non-local context modeling among arbitrary positions, making it bleak for further promoting the accuracy of complex views.

Recently, the Vision Transformer [19], which is built upon learning attentive interaction of different patch tokens, has achieved much attention in various vision tasks [7,25,3,21]. For medical image segmentation, Chen et al. firstly propose TransUNet [4], which adopts the self-attention mechanism to compute global context at the highest-level CNN features, ensuring various ranges dependencies in a specific scale (Fig. 1 (c)). However, such a design is still sub-optimal for medical image segmentation for the following reasons. First, it only uses the self-attention mechanism for context modeling on a single scale but ignores the cross-scale dependency and consistency. The latter usually plays a critical role in the segmentation of lesions with dramatic size changes. Second, beyond the context modeling, how to learn the correlation between different semantic categories and how to ensure the feature consistency of the same category region are still not taken into account. But both of them have become critical for CNN-based segmentation scheme design [22].

In this paper, attempting to overcome the limitations mentioned above, we propose the Multi-Compound Transformer (MCTrans), which incorporates rich context modeling and semantic relationship mining for accurate biomedical image segmentation. As illustrated in Fig. 2, MCTrans overcomes the limitations of conventional vision transformers by: (1) introducing the Transformer-Self-Attention (TSA) module to achieve cross-scale pixel-level contextual modeling via the self-attention mechanisms, leading to a more comprehensive feature enhancement for different scales. (2) developing the Transformer-Cross-Attention (TCA) to automatically learn the semantic correspondence of different semantic categories by introducing the proxy embedding. We further use such proxy embedding to interact with the feature representations via the cross-attention mechanism. By introducing auxiliary loss for the updated proxy embedding, we find that it could effectively improve feature correlations of the same category and the feature discriminability between different classes.

In summary, the main contributions of this paper are three folds. (1) We propose the MCTrans, which constructs cross-scale contextual dependencies and appropriates se-
mantic relationships for accurate biomedical segmentation. (2) A novel learnable proxy embedding is introduced to build category dependencies and enhance feature representation through self-attention and cross-attention, respectively. (3) We plug the designed MCTrans into a UNet-like network and evaluate its performance on the six challenging segmentation datasets. The experiments show that MCTrans outperforms state-of-the-art methods by a significant margin with a slight computation increase in all tasks. These results demonstrate the effectiveness of all proposed network components.

2 Related Work

Attention Mechanisms. Attention mechanisms have recently been used to construct pixel-level contextual representations. In specific, Oktay et al. [15] introduce an attention-based gate function to focus on the target and suppress irrelevant background. Lei et al. [14] further incorporate the feature-channel attention to model contextual dependencies in a more comprehensive manner. Moreover, Wang et al. [20] propose the non-local operations to connect each pair of pixels to accurately model their relationship. These methods establish context by modeling the semantic and spatial relationships between pixels in a single scale but neglect more rich information presented in other scales. In this paper, we utilize the transformer’s power to construct pixel-level contextual dependencies between multiple-scale features, enabling flexible information exchange across different scales and producing more appropriate visual representations.

Transformer. The Transformer was proposed by Vaswani et al. [19] and first applied in the machine translation, which performs information exchange between all pairs of the inputs via the self-attention mechanism. Recently, Transformer has been proven its power in many computer vision tasks, including image classification [7], semantic segmentation [21], object detection and tracking [25,3], and so on. For medical image segmentation, our concurrent work TransUnet [4] employs Transformer-Encoder
on the highest-level feature of UNet to collect long-range dependencies. Nonetheless, the methods mentioned above are not specifically designed for medical image segmentation. Our work focuses on carefully developing a better transformer-based approach, thoroughly leveraging the attention mechanism’s advantages for medical image segmentation.

3 Multi-Compound Transformer Network

As illustrated in Fig. 2, we introduce the MCTransformer between the classical UNet encoder and decoder architectures, which consists of the Transformer-Self-Attention (TSA) module and Transformer-Cross-Attention (TCA) module. The former is introduced to encode the contextual information between the multiple features, yielding rich and consistent pixel-level context. And the latter introduces learnable embedding for semantic relationship modeling and further enhances feature representations.

In practice, given an image $I \in \mathbb{R}^{H \times W}$, a deep CNN is adopted to extract multi-level features with different scales $\{X_i \in \mathbb{R}^{\frac{H}{2^i} \times \frac{W}{2^i} \times C_i}\}$. For level $i$, features are unfolded with patch size of $P \times P$, where $P$ is set to 1 in this paper, that is, each location of the $i$-th feature map will be considered as the "patch", yielding total $L_i = \frac{HW}{2^{2i} \times P^2}$ patches. Next, different level of split patches are passed through to individual projection heads (i.e. $1 \times 1$ convolution layer) with the same output feature dimension $C_e$ and attain the embedded tokens $T_i \in \mathbb{R}^{L_i \times C_e}$. In this paper, we concatenate the features of $i = 2, 3, 4$ level and form overall tokens $T \in \mathbb{R}^{L \times C_e}$, where $L = \sum_{i=2}^{4} L_i$. To compensate for missing position information, positional embedding $E_{pos} \in \mathbb{R}^{L \times C}$ is supplemented to the tokens to provide information about the relative or absolute position of the feature in the sequence, which can be formulated as $T = T + E_{pos}$. Next, we feed the tokens into the TSA module for multi-scale context modeling. The output enhanced tokens are further pass through the TCA module and interact with the proxy embedding $E_{pro} \in \mathbb{R}^{M \times C}$, where $M$ is the number of categories of the dataset. Finally, we fold the encoded tokens back to pyramid features and merge them in a bottom-up style to obtain the final feature map for prediction.

3.1 Transformer-Self-Attention

Given the 1D embedding tokens $T$ as input, the TSA modules are employed to learn pixel-level contextual dependencies among multiple-scale features. As illustrated in...
Fig. 2, the TSA module consists of $K_s$ layers, each of which consists of multi-head self-attention (MSA) and feed forward networks (FFN) (see Fig. 3 (a)), layer normalization (LN) is applied before every block and residual connection after every block. The FFN contains two linear layers with a ReLU activation. For the $l$-th layers, the input to the self-attention is a triplet of (query, key, value) computed from the input $T_{l-1}$ as:

$$\text{query} = T_{l-1}W_Q^l, \text{key} = T_{l-1}W_K^l, \text{value} = T_{l-1}W_V^l$$

where $W_Q^l \in \mathbb{R}^{C \times d_q}$, $W_K^l \in \mathbb{R}^{C \times d_k}$, $W_V^l \in \mathbb{R}^{C \times d_v}$ is the parameter matrices of different linear projections heads of $l$-th layer, and the $d_q, d_k, d_v$ is the dimensions of three inputs. Self-Attention (SA) is then formulated as:

$$\text{SA} (T_{l-1}) = T_{l-1} + \text{Softmax} \left( \frac{T_{l-1}W_Q^l (T_{l-1}W_K^l)^\top}{\sqrt{d_k}} \right) (T_{l-1}W_V^l)$$

MSA is an extension with $h$ independent SA operations and project their concatenated outputs as:

$$\text{MSA}(T_{l-1}) = \text{Concat}(\text{SA}_1, \ldots, \text{SA}_h)W_O^l$$

where $W_O^l \in \mathbb{R}^{hd_k \times C}$ is a parameter of output linear projection head. In this paper, we employ $h = 8$, $C = 128$ and $d_q, d_k, d_v$ are equal to $C/h = 32$. As depicted in Fig. 3 (a), the whole calculation can be formulated as:

$$T_l = \text{MSA} (T_{l-1}) + \text{FFN} (\text{MSA} (T_{l-1})) \in \mathbb{R}^{L \times C}$$

We omitted the LN in the equation for simplicity. It should be noted the token $T$ (flatten from multi-scale features) has an extremely long sequence length, and the quadratic computation complexity of MSA makes it not possible to handle. To this end, in this module, we use the Deformable Self Attention (DSA) mechanism proposed in [25] to replace the SA. As data-dependent sparse attention, which is not all-pairwise, DSA only attends to a sparse set of elements from the whole sequence regardless of its sequence length, which largely reduces computation complexity and allows the interactions of multi-level feature maps. For more details please refer to [25].

### 3.2 Transformer-Cross-Attention

As figured in Fig. 2, beside the enhanced tokens $T^{K_s}$, a learnable proxy embedding $E_{pro}$ is proposed to learn the global semantic relationship (i.e. intra-/inter-class) between categories. Like the TSA module, the TCA module consists of $K_c$ layers but contains two multi-head self-attention blocks. In practice, for the $j$-th layer, the proxy embedding $E_{pro}^{j-1}$ is transformed by various linear projection heads to yield inputs (query, key, value) of the first MSA block. Here, the MSA block’s self-attention mechanism connects and interacts with each pair of categories, thus modeling the semantic correspondence of various labels. Next, the learned proxy embedding extracts and interacts with the features of the input tokens $T^{K_s}$ via the cross attention in another MSA block, where the
Table 1. Ablation studies of core components of MCTrans. The performance is evaluated on Pannuke dataset. We estimate Flops and parameters by using $[1 \times 3 \times 256 \times 256]$ input. Note that, UNet+VIT-Enc network is equivalent to TransUNet.

| Method | Params (M) | GFlops | Neo | Inflam | Conn | Dead | Epi | Ave |
|--------|-------------|--------|-----|--------|------|------|-----|-----|
| UNet [16] | 7.853 | 14.037 | 82.86 | 66.16 | 62.45 | 38.10 | 75.02 | 64.92 |
| UNet [16]+NonLocal [20] | 8.379 | 14.172 | 82.67 | 67.48 | 62.63 | 40.44 | 76.41 | 65.93 |
| UNet [16]+VIT-Enc [7] | 27.008 | 18.936 | 83.34 | 68.33 | 63.18 | 38.11 | 77.25 | 66.04 |
| MCTrans w/o TCA | 6.167 | 11.589 | 83.39 | 67.82 | 63.94 | 44.35 | 76.31 | 67.16 |
| MCTrans w/o TSA | 7.115 | 18.061 | 83.87 | 68.54 | 64.68 | 44.25 | 78.30 | 67.93 |
| MCTrans w/o Aux-Loss | 7.642 | 18.065 | 83.92 | 67.92 | 64.22 | 45.16 | 78.14 | 67.87 |
| MCTrans | 7.642 | 18.065 | 83.99 | 68.24 | 64.95 | 46.39 | 78.42 | 68.40 |

query input is the proxy embedding, key, and value inputs are the tokens $T^K_s$. Through the cross-attention, the features of tokens communicate with the learned global semantic relationship, comprehensively improving intra-class consistency and the inter-class discriminability of feature representation, yielding updated proxy embedding $E^j_{pro}$. Noted that the calculation of procedure two MSA block is equal to Eq. 2. Moreover, we introduce an auxiliary loss $Loss_{aux}$ to promote proxy embedding learning. In particular, the output $E^k_{pro}$ of the last layer of the TCA module is further passed to a linear projection head and yields a multi-class prediction $Pred_{aux} \in \mathbb{R}^M$. Base on the ground-truth segmentation mask, we find the unique elements to compute classification labels for supervision. In this way, the proxy embedding is driven to learn appropriate semantic relationship, and help to improve feature correlations of the same category and the feature discriminability between different categories. Finally, the encoded tokens $T^K_s$ is fold back to 2D features and append the uninvolved features to form the pyramid features $\{X_0, X_1, X'_2, X'_3, X'_4\}$. We merge them progressively in regular bottom-up style with a $2 \times$ upsampling layer and a $3 \times 3$ convolution to attain the final feature map for segmentation. For more details of the construction of multi-scale feature maps, please refer to Appendix.

4 Experiments

4.1 Datasets and Settings

The proposed MCTrans was evaluated on six segmentation datasets of three types. (1) Cell Segmentation [8]: Pannuke dataset (pathology, 7,904 cases, 6 classes), (2) PolyP Segmentation [1,2,17,11]: CVC-Clinic dataset (colonoscopy, 612 cases, 2 classes), CVC-ColonDB dataset (380 cases, 2 classes), ETIS-Larib dataset (196 cases, 2 classes), Kvasir dataset (1,000 cases, 2 classes), (3) Skin Lesion Segmentation [6]: ISIC2018 dataset (dermoscopy, 2,594 cases, 2 classes). Each task has different data modalities, data sizes, and foreground classes, making them suitable for evaluating the effectiveness and generalization of the MCTrans. For cell segmentation, we report the results of the officially divided 3-fold cross-validation. For other tasks, since the annotation of test set is not publicly available, we report the 5-fold cross-validation results. Below, we mainly evaluate our approach on the Panunke dataset to show the effectiveness of different network components. Finally, we compare our MCTrans with the top methods on all of the datasets. We report all results in terms of the Dice Similarity Coefficient (DSC), and a better score indicates a better result.
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We construct the MCTrans with the PyTorch toolkit. We adopt conventional CNN backbone networks, including VGG-Style [18] encoder and ResNet-34 [10], to extract multi-scale feature representations. For network optimization, we use the cross-entropy loss and dice loss to penalize the training error of segmentation and a cross-entropy loss with a weight of 0.1 for auxiliary supervision. We augment the training images with simple flipping. We use the Adam optimizer with an initial learning rate of 3e-4 to train the network. The learning rate is decayed linearly during the training. All models are trained on 1 V100 GPU. Please refer to the Appendix for more training details of specific datasets.

4.2 Ablation Studies

Analysis of the Network Components  We evaluate the importance of the core modules of MCTrans by the segmentation accuracy. We use the VGG-style network as the backbone. Compared to the UNet baseline which achieves a 64.92% dice score on the Pannuke dataset, MCTrans use TSA and TCA’s power to achieve the accuracy of 68.40%. In Table. 1, the performance is promoting to 67.93% by adding the TSA module to the Unet. To demonstrate the effectiveness of constructing multiple-scale pixel-level dependency, we employ the Non-local operation and Transformer-Encoder [7] on UNet’s highest levels features to enable single-scale context propagation, yielding accuracies far behind our method. We further evaluate the influence of the TCA module. After adding the TCA, the learned semantic prior help to construct identified context dependencies and improve the score of Baseline and MCTrans to 67.16% and 68.40%, respectively. It indicates the effectiveness of learning semantic relationships to enhance the feature representations. We also investigate the case of removing auxiliary loss. Here, we only model semantic relationships among categories implicitly. This strategy degrades the performance to 67.87%.

| $N_s$ | 2  | 4  | 6  | 8  | $N_c$ | 2  | 4  | 6  | 8  |
|-------|----|----|----|----|-------|----|----|----|----|
| DSC   | 67.25 | 67.67 | **67.95** | 67.30 | -    | 68.15 | **68.40** | 68.31 | 68.11 |

Table 2. Sensitivity to the number of the TSA and TCA module.
Table 3. Comparisons with other conventional methods on the Pannuke dataset.

| Method           | Params (M) | Flops (G) | Neo | Inflam | Conn | Dead | Epi | Ave  |
|------------------|------------|-----------|-----|--------|------|------|-----|------|
| UNet [16]        | 7.853      | 14.037    | 82.86 | 66.16  | 62.45 | 38.10 | 75.02 | 64.92 |
| UNet++ [24]      | 9.163      | 34.661    | 82.14 | 66.01  | 61.61 | 38.47 | 76.54 | 64.97 |
| CENet [9]        | 17.682     | 18.779    | 83.05 | 66.92  | 62.41 | 38.96 | 75.45 | 64.27 |
| AttentionUNet [15]| 8.382     | 15.711    | 81.85 | 65.37  | 63.79 | 38.60 | 76.02 | 64.97 |
| MCTrans          | 7.642      | 18.065    | 83.99 | 68.24  | 63.95 | 47.39 | 78.42 | 68.40 |
| UNet [16]        | 24.563     | 38.257    | 82.85 | 65.48  | 62.29 | 40.11 | 75.57 | 65.26 |
| UNet++ [24]      | 25.094     | 84.299    | 82.03 | 67.58  | 62.79 | 40.79 | 77.21 | 66.08 |
| CENet [9]        | 34.368     | 41.389    | 82.73 | 68.25  | 63.15 | 41.12 | 77.27 | 66.50 |
| AttentionUNet [15]| 25.094    | 40.065    | 82.74 | 65.42  | 62.09 | 38.60 | 76.02 | 64.97 |
| MCTrans          | 23.787     | 39.71     | 84.22 | 68.21  | 65.04 | 48.30 | 78.70 | 68.90 |

Table 4. Comparisons with other top methods on the five lesion segmentation datasets.

| Method           | CVC-Clinic | CVC-Colon | ETIS | Kavars | ISIC2018 |
|------------------|------------|-----------|------|--------|----------|
| UNet [16]        | 88.59      | 82.24     | 80.89 | 84.32  | 88.78    |
| UNet++ [24]      | 89.30      | 82.86     | 80.77 | 84.95  | 88.85    |
| CENet [9]        | 91.53      | 83.11     | 75.03 | 84.92  | 89.53    |
| AttentionUNet [15]| 90.57     | 83.25     | 79.68 | 80.25  | 88.95    |
| MCTrans          | 92.30      | 86.58     | 83.69 | 86.20  | 90.35    |

Sensitivity to the Setting We change the number of TSA and TCA modules and study the effect on the segmentation accuracy. We first increase the number $N_s$ of the TSA module gradually to enlarge the modeling capacity. As shown in Table. 2, we can see that when the size of TSA increases, the DSC score first increases and then decreases. After fixing $N_s$, we further plug the TCA and enlarge its size. We also discover that it reaches the top at $N_c = 4$ and then decreases. This indirectly shows that the capacity of transformer-based model is not as large as better when training on a small dataset.

4.3 Comparisons with State-of-the-art Methods

In Table. 3, we compare the MCTrans with the state-of-the-art methods on the Pannuke dataset. In the first group, we adopt a conventional VGG-Style network as feature extractor. Compared to other modeling mechanisms, our MCTrans achieves significant improvement by investing pixel-level dependencies across multiple-levels features. For a more comprehensive comparison, in the second group, we adopt a stronger features extractor (e.g., ResNet-34). Again, we achieve better accuracies than other methods. We provide the examples of the segmentation results in Fig. 4. In Table. 4. We also report the results on five lesion segmentation, respectively. The results of our method still outperform other top methods by a significant margin. Such results demonstrate the versatility of the proposed MCTrans on various segmentation tasks.

We provide more details of the computational overheads (i.e. floating-point operations per second (Flops) and the number of parameters). As shown in Table. 3, MCTrans achieves better results at the cost of reasonable computational overheads. Compared to the UNet baseline, MCTrans with almost identical parameters and a slight computation increase achieves a significant improvement of 3.64%. Note that the other top methods, such as UNet++, surpass MCTrans over much computation while yielding lower performance.
5 Conclusions

In this paper, we propose a powerful transformer-based network for medical image segmentation. Our method incorporates rich context modeling and semantic relationship mining via powerful attention mechanisms, effectively address the issues of cross-scale dependencies, the semantic correspondence of different categories, and so on. Our approach is effective and outperforms the state-of-the-art method such as TransUnet on several public datasets.
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