Photodissociation dynamics of methyl iodide probed using femtosecond extreme ultraviolet photoelectron spectroscopy
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Femtosecond pump–probe photoelectron spectroscopy measurements using an extreme ultraviolet probe have been made on the photodissociation dynamics of UV (269 nm) excited CH3I. The UV excitation leads to population of the $^3Q_0$ state which rapidly dissociates. The dissociation is manifested as shifts in the measured photoelectron kinetic energy that map the extending C–I bond. The increased energy available in the XUV probe relative to a UV probe means the dynamics are followed over the chemically important region as far as C–I bond lengths of approximately 4 Å.

1 Introduction

Photoelectron spectroscopy is a highly effective probe of dynamic molecular structure, showing sensitivity to both the electronic and nuclear degrees of freedom. The evolution in geometric structure manifests itself in the photoelectron spectrum as changes in the distribution of vibrational states populated in the ion, due to changing Franck–Condon (FC) factors, and, for larger scale motions like those associated with dissociation, as shifts in the measured binding energy.

The geometry information contained within the photoelectron spectrum is, however, indirect, meaning identification of specific structures relies on careful calculation of the geometry dependent photoelectron spectrum, something that is still a challenge to modern theoretical methods. Obtaining sensitivity to large scale geometry changes also often requires high probe energies in order to ionise along a large portion of the reaction coordinate. Recent experiments based on XUV probes generated from high harmonic generation (HHG) and free electron laser sources have demonstrated this capability, producing full maps of the reaction path in a few molecular systems. Experiments using high harmonic radiation have shown the transition between molecular and atomic orbitals in Br2 observed large geometry dependent changes in ionisation potential in CS2 measured internal conversion and intersystem crossing dynamics in CS2 and observed internal conversion and dissociation in NO2. Here we present the results of recent femtosecond HHG-based XUV photoelectron spectroscopy experiments on the dissociation dynamics of UV excited methyl iodide.

The UV driven dissociation of methyl iodide following excitation into the A-band has been extensively studied by numerous techniques and stands as a benchmark system against which new chemical dynamics methods are often tested. The dynamics of the system following excitation on the red side of the A-band can be reasonably well explained with reference to the cuts through the potential energy surfaces along the dissociative coordinate, as plotted in Fig. 1. Upon absorption of light around 266 nm, population is transferred from the tightly bound ground state predominantly into the strongly dissociative $^3Q_0$ state. The absorption leads to a $\sigma^*(C–I) \leftrightarrow \pi(I)$ transition, where promotion of a non-bonding electron from the iodine atom into an antibonding orbital associated with the C–I bond causes a weakening of this C–I bond. The large gradient along the dissociative C–I coordinate leads to rapid extension of the C–I bond and dissociation of the molecule within approximately 100 fs. Along the dissociative coordinate, the wavepacket passes a crossing between the $^3Q_0$ and $^1Q_1$ states where population transfer can occur, leading to formation of both the ground I($^3P_{1/2}$) and excited I($^3P_{1/2}$) spin–orbit states of atomic iodine, in conjunction with the ground state methyl radical. This relatively simple picture of the dynamics has been shown to be consistent along a reasonable
range of energies on the red side of the A-band,\textsuperscript{10,11,15–22} although recent photoelectron spectroscopy measurements suggest the dynamics on the blue side may not be so straightforward.\textsuperscript{22} To date there have been surprisingly few measurements of the excited state dynamics of the A-band when compared with measurements of the product state distributions. The dynamics have been probed using Coulomb explosion imaging,\textsuperscript{10,23,24} XUV transient absorption spectroscopy\textsuperscript{11,25} and multiphoton ionisation photoelectron spectroscopy.\textsuperscript{22} The CEI experiments show strong sensitivity to geometry changes at extended bond lengths, but struggle to capture the early time (<100 fs) dynamics due to limited temporal resolution and/or strong field effects in the probe process.\textsuperscript{10,23,24} The XUV transient absorption experiments, meanwhile, are sensitive to the multiphoton ionisation photoelectron transition through this region, but they do not show structural sensitivity.\textsuperscript{11} The multiphoton ionisation photoelectron spectroscopy experiments provide timeframes for exiting the Franck–Condon region but the limited ionisation energy means the reaction cannot be followed to extended bond lengths.\textsuperscript{22} Here we report new XUV photoelectron spectroscopy measurements of the photodissociation dynamics of methyl iodide towards the red side of the A-band, following excitation at 269 nm. The experimental results show energy shifts in the photoelectron spectrum that provide a sensitive measure of the instantaneous geometry at early times, mapping out the C–I bond length during dissociation, which we subsequently compare to a classical 1D model of the dynamics.

2 Experiment

The time resolved photoelectron spectroscopy experiments presented follow the same method as outlined in Smith et al.\textsuperscript{2} with very small differences. Briefly, a UV pump at 269 nm (4.6 eV) with pulse energies around 3.7 $\mu$J is generated \textit{via} second harmonic generation of the sum-frequency generated output of an OPA (HE-TOPAS) pumped by an amplified Ti:sapphire system (Red Dragon, KMLabs). This pump pulse predominantly populates the $^3Q_0$ state of the A-band in methyl iodide. The residual ground state and excited state populations are subsequently ionised by a time delayed XUV pulse at a photon energy of 22.6 eV. As in ref. 2, this XUV probe is generated \textit{via} high harmonic generation, using approximately 450 $\mu$J of 395 nm light produced \textit{via} second harmonic generation of the fundamental output of the Red Dragon laser. The 7th harmonic of the 395 nm light is isolated using a time preserving monochromator, and is subsequently reflection focused with a toroidal mirror to the centre of the interaction chamber. The CH$_3$I beam is created \textit{via} an effusive expansion of the room temperature vapour of CH$_3$I through a 200 $\mu$m diameter nozzle. The nozzle is located a few centimetres away from the interaction region where the molecular beam and laser beams cross at the entrance to an electron time-of-flight spectrometer (Kaesdorf ETF11). The electron spectrometer has a AE/E resolution of approximately 2% in the 13.5–18.0 eV electron kinetic energy range. The pump and probe beams are linearly polarised along the time-of-flight axis, with a pump–probe cross-correlation duration of approximately 60 fs (full width at half maximum), and cross at a small angle of approximately 3$^\circ$. The maximum overlap between the pump and probe pulses, defined as time zero, is taken from a fit to the sum of the time profiles across the region of the strong initial $^2E_{3/2}$ and $^2E_{1/2}$ features in the spectrum observed at binding energies between 4.96–6.14 eV. The time offsets presented later in the manuscript are therefore relative to the time zero obtained here.

3 Results and discussion

The photoelectron spectra associated with ionisation of the ground and initially excited states of CH$_3$I are plotted in Fig. 2. For both spectra, and throughout this paper, the binding energy is calculated as: $BE = h\nu_{\text{probe}} - eKE$. The ground state spectrum is plotted in blue with the intensity scale shown on the right-hand axis. Each feature is labelled with the asymptotic dissociation products as assigned from the calculations of Marggi-Poullain et al.,\textsuperscript{26} while the lower binding energy features are also identified with $C_{3v}$ symmetry labels to aid comparison to earlier work. Of most importance to the time resolved analysis
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**Fig. 1** 1D slices through the multidimensional potential energy surfaces of methyl iodide along the C–I dissociation pathway. The energies plotted have been taken from Alekseyev et al.\textsuperscript{13} for the neutral curves and from Marggi-Poullain et al.\textsuperscript{26} for the ion states, and have been calculated such that they allow for relaxation of the CH$_3$ pyramidal structure during dissociation. The relative position of the ion states has been set by the measured vertical ionisation limits.
is the ionisation into the two lowest spin–orbit states of the CH$_3$I$^+$ ion, the X$^2E_{3/2}$ and X$^2E_{1/2}$, which lie at binding energies of 9.54 eV and 10.16 eV respectively. Using Mullikens analogy between the alkyl halides and HI,$^{14}$ these ion states result from the removal of a non-bonding electron from the ground state electronic configuration of ($\sigma$)$^2$(n)$^4$ to form a doublet with configuration ($\sigma$)$^2$(n)$^3$. Both ion states adiabatically lead to the production of ground state CH$_3$+ ions and the ground spin–orbit state of neutral I($^2P_{3/2}$) at extended C–I distances. The broad feature at 12.5 eV is a result of removing one of the C–I bonding electrons from the HOMO–1 level, giving a configuration of (\(\pi\))$^2$(\(n\))$^1$. The higher lying ion states accessible with the probe photon correlate with higher energy fragments and are in good agreement with the theoretical predictions of ref. 26. The assignments are based on the vertical ionisation energies obtained from ref. 26 and are labelled with the dissociation limits as used in the reference.

UV excitation drives an \(\sigma^*$(C–I) \rightarrow \(n$(I) transition and leads to an electronic configuration of ($\sigma$)$^2$(n)$^3$(\(\pi^*\)). Ionisation of the excited states at a delay of 7 fs (the measured data point closest to time zero) leads to the spectrum plotted in red in Fig. 2, with the intensity scale on the left of the figure. The transient signal is a factor of 2000 times smaller than the ground state signal, due to the limited excited state population and low ionisation cross-section with the XUV probe. The absence of any XUV background and low noise levels mean the excited state signal-to-noise ratio is sufficiently high to allow the dynamics of the excited state to be determined.

The lowest binding energy features in the excited-state photoelectron spectrum result from the removal of the \(\sigma^*\) electron, giving the same electronic terms, X$^2E_{3/2}$ and X$^2E_{1/2}$, for the ion states as obtained from ionisation of the ground state. These two X ion states sit at binding energies of 5.2 eV and 5.7 eV respectively. Features from ionisation into the X$^2E_{3/2}$ and X$^2E_{1/2}$ ion states are again labelled in Fig. 2 by the symmetry of the final ion states and the asymptotic dissociation limit. As observed in previous UV photoionisation of the excited state, the cross-section into the upper spin–orbit state of the X state of the CH$_3$I$^+$ cation is higher than that of the lower spin–orbit state.$^{23}$

The broad feature in the excited state spectrum at a binding energy of 8 eV is reminiscent of the feature in the ground state spectrum at 12.5 eV that corresponds to ionisation to the A-state of the ion, having a similar difference in energy to the lowest ion state. Ionisation from the neutral excited state into the A ion state would, however, be a 2 electron transition, meaning this is strongly forbidden. The origin of the feature at 8 eV is therefore quite different and corresponds to removal of one of the non-bonding electrons localised on the iodine atom. The resulting ion state electronic configuration$^{14}$ is therefore ($\pi^*$)$^2$(\(\sigma\))$^3$, which leads to a lowest energy term of quartet character. Based on the electronic configuration, we therefore assign the feature at 8 eV as this quartet state, which to the best of our knowledge has not been observed or calculated previously, and is labelled in Fig. 2 with a *.

The time-dependent photoelectron spectra associated with the excited-state dynamics are plotted in Fig. 3. While our probe
energy of 22.6 eV is high enough to ionise from both the ground state of CH$_3$I and the CH$_3$ and I products, the low excitation fractions mean that it is not possible to isolate any features associated with ground-state depletion or product formation. We therefore show the time-dependent spectra only in the region where the spectrum is not dominated by features associated with the residual ground-state population.

At delays close to time zero, the excited-state spectrum is dominated by three photoelectron bands corresponding to ionisation to the $X^3E_{1/2}$, $X^3E_{3/2}$ and quartet states, with binding energies of 5.2 eV, 5.7 eV and 8 eV respectively. The peaks associated with ionisation into the $X$ states shift to higher binding energies as a function of pump–probe delay, leading to a rapid decay in intensity at the initially observed binding energies. The shift of the peaks to higher binding energies forms a continuum starting at the features associated with ionisation from the FC geometry into the $X$ states and moving towards the ionisation limits associated with the dissociation products as the pump–probe delay increases.

To show this shift in binding energy more clearly, we take the measured photoelectron intensity as a function of delay for four different binding energy regions (indicated by the shaded blocks at the side of Fig. 3), and fit the data to a single exponential decay convolved with a Gaussian instrument response function:

$$I(t) = Ae^{-\lambda(t-t_{\text{offset}})} \left[ 1 + erf \left( \frac{(t-t_{\text{offset}}) - \sigma \lambda}{\sqrt{2} \sigma} \right) \right]$$  \hspace{1cm} (1)$$

where the amplitude ($A$), decay rate ($\lambda = 1/\tau$, where $\tau$ is the observation time constant), cross-correlation width ($\sigma$), and time offset ($t_{\text{offset}}$) are parameters whose values are found from the fit, which is calculated independently for each binding energy region. At the highest binding energy considered, the measured signal corresponds to ionisation of the molecule at the FC geometry into the quartet state at early times, but is due to ionisation of the molecule into the $X$ ion states at extended C-I bond lengths at later times. This energy region is therefore fitted to the sum of two time separated components, each with the form of eqn (1), and will be described in more detail later in this paper.
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leave the observation window defined by the photoelectron energy range, and no further significance of these is implied.

The energy regions are selected to provide four discrete bands, below the onset of the ground state spectrum, where we can observe the changing intensity profile with time. This allows us to capture the time required to reach the geometries that maximise signal in these regions, which can be compared to the dynamics calculations presented later. The lowest and highest binding energy regions are selected to overlap with the main features in the FC spectrum, while the two intermediate energies are selected to minimise overlap with the FC features while highlighting the shift to later times. The data and fits for the four energy regions considered are plotted in Fig. 4, with the values for the fitted observation time constant and time offset given in Table 1. The time profiles plotted in Fig. 4 have been individually normalised and vertically offset to allow for an easier comparison. This is necessary due to the much higher ionisation cross sections observed at the Franck-Condon (FC) geometry when compared with those at extended bond lengths. For each energy region the data points are plotted along with the corresponding fits, and with red lines indicating the obtained temporal offset, $t_{\text{offset}}$. The error bars on the data points and the $t_{\text{offset}}$ lines are calculated using a bootstrapping analysis of the data. They show one standard deviation either side of the bootstrapping mean values. The plots are presented in binding energy order to highlight the shift in $t_{\text{offset}}$ to later times as the binding energy increases.

The lowest energy region covers the features between 5.0–6.0 eV, corresponding to ionisation of CH₃I in its initial FC geometry into the $X^2E_{3/2}$ and $X^2E_{1/2}$ ion states. The fitted $t_{\text{offset}}$ is $0 \pm 5$ fs, as expected for the initial excited state geometry. The next two higher energy regions plotted cover the range of binding energies between the two early time features associated with ionisation at the FC geometries into the $X$ and quartet ion states. The first of these energy regions covers a binding energy of 6.6–7.0 eV, just beyond the bright features associated with ionisation of the FC geometry into the $X$ states, while the second covers higher binding energies between 7.0–7.4 eV, just before the signal starts to overlap with the feature from ionisation at the FC geometry into the quartet ion state. These two energy regions therefore correspond to ionisation of the molecule at extended C–I bond lengths where the wavepacket has left the Franck-Condon region and has started to travel down the dissociative $^3Q_0$ excited state potential shown in Fig. 1 en route to dissociation. In both energy regions, the ionisation propensity is much lower than that associated with the FC geometry, presumably due to weaker vibrational overlap between the neutral and ion states. The fits of the data to eqn (1) give values for $t_{\text{offset}}$ of $15 \pm 10$ fs and $37 \pm 10$ fs for the 6.6–7.0 eV and 7.0–7.4 eV regions respectively.

The upper plot shows the temporal profile in the 7.7–8.5 eV region, where the shifting feature associated with ionisation into the $X$ ion states at geometries with extended C–I bond lengths overlaps in binding energy with the feature from ionisation to the quartet ion state at FC geometries. Here, the data has been fitted to a sum of two exponentially decaying functions convolved with a Gaussian, as given by eqn (1), with different parameters for the two components of the total fit. The first component is an amplitude-scaled copy of the fit in the 5.0–6.0 eV region. This provides a measure of the ionisation from FC geometries and is shown by the dot-dashed line in Fig. 4. The second component, which relates to the shifting

| Energy region (eV) | Time offset (fs) | Observation time constant (fs) |
|-------------------|-----------------|-------------------------------|
| 5.0–6.0           | $0 \pm 5$       | $23 \pm 6$                    |
| 6.6–7.0           | $12 \pm 10$     | $<20$                         |
| 7.0–7.4           | $35 \pm 10$     | $<20$                         |
| 7.7–8.5           | $71 \pm 10$     | $<20$                         |
feature, is subsequently fitted in the same way as in the other energy regions, with an associated time offset. The resulting total fit is represented by the dashed line, while the contribution of the secondary feature alone is shown by the solid line. The assumption that the quartet state ionisation feature has the same temporal profile as the ionisation to the $\tilde{X}^2E_{1/2}$ and $\tilde{X}^2E_{3/2}$ states enables the signal due to the shifting feature in this region to be isolated, despite the domination of the quartet state signal. The fit to the shifting feature shows a continuation of the progression to later times at higher binding energies, with a calculated $t_{\text{offset}}$ of $73 \pm 10$ fs as marked by the red line in Fig. 4.

The increase in $t_{\text{offset}}$ with increasing binding energy provides a measurement of the excited-state wavepacket as it travels down the $^3Q_0$ potential energy surface after excitation, mapping the transition from the bound FC geometry to the dissociation fragments, I, I* and CH$_3$, which have much higher ionisation potentials, as seen in Fig. 1. The fits also include an observation time constant that gives a measure of how long the excited state wavepacket takes to move out of the energy window considered. While we can confidently assign a time constant of $23 \pm 6$ fs to the region between 5.0–6.0 eV, the constants obtained from the fit for the other regions [16 fs, 10 fs and 9 fs for the 6.6–7.0, 7.0–7.4 eV, and 7.7–8.5 eV energy regions respectively] are below our experimental resolution, such that we simply provide an upper bound of 20 fs in Table 1.

As mentioned earlier, the low excited state population means we cannot isolate the dynamic signals out to the final energies associated with the dissociation products, as they strongly overlap with the much stronger ground state signals. However, the time profiles in Fig. 4 map the increase in binding energy due to the lengthening of the C–I bond from its initial 2.2 Å out to almost 4 Å (as calculated from the potentials shown in Fig. 1), which is well beyond the region of the conical intersection and close to the neutral state asymptotic limit, but still within the bound well of the ground ion state potential. Subsequent changes in the measured ionisation potential are therefore largely driven by the changes in the ion state potential.

To further characterise the dissociative increase in C–I bond length and the accompanying increase in binding energy with time after excitation, we perform classical 1D trajectory calculations on the $^3Q_0$ potential shown in Fig. 1 and calculate approximate binding energies based on the separation between the neutral and ion states involved. The large energy gradient of the $^3Q_0$ state along the C–I bonding coordinate means that extension of the C–I bond dominates the dynamics of the system. Detailed trajectory calculations on full dimensional potential energy surfaces$^{16}$ show that during this rapid dissociation process, the ICH bond angle, $\theta_{\text{ICH}}$, decreases from that associated with the pyramidal Franck–Condon structure ($\theta_{\text{ICH}} \sim 110^\circ$), towards the planar CH$_3$ geometry associated with the dissociation product. We therefore perform a classical dynamics simulation of the dissociation processes using the 1D cuts through the potentials of ref. 13 that include the $\theta_{\text{ICH}}$ relaxation.

Our simulation starts on the $^3Q_0$ state at an initial C–I bond length of 2.27 Å. This initial bond length is chosen by comparing the binding energy observed upon initial excitation with the calculated binding energy obtained for a range of internuclear separations. The dynamics along the $^3Q_0$ surface are subsequently propagated using the classical velocity Verlet algorithm, with an initial velocity of 0, and with the resultant acceleration calculated from the potential energy surface in ref. 13. As the dissociation dynamics at this energy are dominated by the production of the spin–orbit excited $^1\Pi(^2P_{1/2})$ product,$^{27}$ we only consider the dynamics on the $^3Q_0$ surface and ignore any small contribution that may come from a non-adiabatic transition onto the $^1Q_1$. For each time delay following excitation we therefore have a time dependent C–I bond length for trajectories that dissociate on the $^3Q_0$ potential. To check the validity of the 1D model, we calculate fragment appearance times as defined in ref. 12, and find good agreement between our 1D model calculations (127 fs) with those obtained on both 4D (114 fs) and 9D (108 fs) surfaces as well as from experiment (114 fs).$^{12}$

To calculate an approximate binding energy for each internuclear separation, we take the energy difference between the dissociative neutral surface upon which the dynamics proceed and the $\tilde{X}$ ion state surfaces these will project on to. The ion state potentials are taken from ref. 26 and account for the relaxation of $\theta_{\text{CH}_3}$ as with the neutral surfaces. This angle relaxation reduces the ionisation potential relative to keeping the $\theta_{\text{CH}_3}$ angle constant; using the relaxed potentials therefore provides a lower limit for the measured binding energy of the two ion states considered. The neutral and ion state potentials therefore allow us to convert the energy ranges measured in the experiment and presented in Fig. 4 to their equivalent bond length ranges. The bond lengths for each region are presented in Table 2, and show that each energy region corresponds to a sub-Angstrom range of bond lengths. If we assume ionisation into the $\tilde{X}^2E_{1/2}$ state dominates the spectrum at all C–I bond lengths (as it does at the FC geometry) we can see that following excitation it takes approximately 15 fs for the C–I bond to reach bond lengths between 2.50–2.64 Å, 40 fs to reach 2.64–2.78 Å, and 70 fs to reach 2.91–3.42 Å. The decrease in ionisation cross section across these ranges makes providing more accurate measurements difficult, but the ranges chosen provide approximate values of extending bond length.

Combining the calculated bond lengths from the classical dynamics calculations with the binding energy calculation described allows us to generate a time dependent spectrum.

| Energy region (eV) | Bond length $\tilde{X}^2E_{1/2}$ (Å) | Bond length $\tilde{X}^2E_{1/2}$ (Å) |
|-------------------|-----------------------------------|-----------------------------------|
| 5.0–6.0           | 2.24–2.31                         | 2.06–2.33                         |
| 6.6–7.0           | 2.71–2.85                         | 2.50–2.64                         |
| 7.0–7.4           | 2.85–3.03                         | 2.64–2.78                         |
| 7.7–8.5           | 3.20–3.89                         | 2.91–3.42                         |
To aid comparison with the experimentally measured equivalent, the calculated time-dependent spectrum is convolved with energy and temporal widths of 0.7 eV and 60 fs (FWHM) respectively, taken from those observed for the initial $\tilde{X}$ features in the experiment. The relative intensities of the features from ionisation to the $\tilde{X}^2E_{1/2}$ and $\tilde{X}^2E_{3/2}$ states are taken from the relative intensities experimentally observed at time zero, and these are maintained throughout the rest of the simulation.

The resulting simulated time resolved photoelectron spectrum is shown in Fig. 5b, with the intensity normalised according to the maximum value for each energy slice, since the geometry-dependent ionisation propensity is not known. Superimposed on the colourmap we plot a pair of lines to highlight the underlying details of the simulation. These show the calculated binding energies associated with ionisation to the lowest two ion states, before convolution with the experimental temporal and spectral response functions. Fig. 5a shows the same experimental spectrum as in Fig. 3, this time normalised to the maximum intensity at each energy, and with a cubic spline interpolation in time, to aid comparison with the simulated spectrum. In Fig. 5a, as well as the consistent shift to higher binding energies, the renormalisation can make it appear that the signal associated with ionisation into the $\tilde{X}^2E_{1/2}$ and $\tilde{X}^2E_{3/2}$ states around 5.2 eV initially experiences a slight shift to a lower binding energy. Any such shift is, however, below the resolution of our measurements and does not show the same clear and consistent trend as seen at higher binding energies, such that this is not considered significant. This is supported by comparison to earlier multiphoton ionisation photoelectron spectroscopy experiments at the same pump energy which also show no shifts to lower binding energy at this pump wavelength.\textsuperscript{22}

Since we do not have a potential energy surface for the quartet ion state, we are unable to include ionisation to this state in the simulated spectrum. We therefore divide the plots in Fig. 5 into a region below around 7.3 eV where we expect a good match between the experimental and simulated spectra, and a region of higher binding energy where ionisation to the quartet state starts to contribute strongly to the signal, and only the less intense shifting feature is expected to correspond between the spectra.

As with the experimental spectrum, the simulated spectrum shows the shifting binding energy associated with the extending C–I bond length. At early times the agreement is good, with population in the binding energy region between 6.6–7 eV reaching a maximum between 15–25 fs, in good agreement with the experimentally measured profile. As the propagation continues, however, the higher energy bands are populated much more rapidly than seen in the experiment. While the simulations therefore show the same trend as the experiment over the full range, the 1D potentials appear to overestimate the acceleration, meaning higher binding energies are reached much more rapidly. This is perhaps unsurprising, as for a 1D classical model, all of the excitation energy is projected along the dissociation coordinate, meaning the bond length will increase faster than in the full system where energy can go into any of the other degrees of freedom.

To obtain precise values for the associated bond lengths, an accurate route to calculating the full photoelectron spectrum over a range of geometries and electronic states is required. This is a highly challenging problem such that our analysis remains, for the moment, qualitative, limited by the noise on the measurement and our ability to accurately calculate the expected photoelectron energy. Routes to accurate calculations...
of experimental observables are now key to the future analysis of modern time-resolved spectroscopy experiments.

4 Summary

We have measured the dissociation dynamics of CH$_3$I following UV excitation using an XUV photoelectron spectroscopy probe. The measurements show features in the spectrum that undergo large shifts in binding energy with time, which map the extending C-I bond as the molecule dissociates. The shifts are analysed using a simple 1D classical model that allows us to extract approximate bond lengths. Fully exploiting the capabilities of XUV probe photoelectron spectroscopy to monitor changes in both electronic and geometric structure clearly requires highly accurate routes to calculating the full photoelectron spectrum, and accurate full dimensional potentials upon which to propagate the dynamics. In this sense CH$_3$I remains an extremely challenging system. The complexity of the highly spin–orbit coupled potential energy surfaces, with dynamics and ionisation into multiple non-adiabatically coupled states, makes this a real challenge. If we compare the timeframes measured here with those obtained in previous XUV transient absorption spectroscopy measurements of Attar et al.,$^{11}$ we note that the intermediate signals in their XUV measurements reached a maximum around 40 fs and returned to baseline levels by delays of 90–100 fs. This is strikingly similar to the transient signal we have measured between 7–7.4 eV corresponding to bond lengths between 2.64–2.8 Å. The significance of this region to the transient absorption experiments is difficult to understand, but covers geometries after the traversal of the conical intersection as the neutral dissociative potential begins to level off. For modern chemical dynamics experiments, accurate calculations of observables are now vital for the analysis of photoelectron spectroscopy measurements where the observation of multiple reaction pathways project onto multiple ion states.

The data presented also highlights many of the challenges associated with the time resolved photoelectron spectroscopy experiments with lab based XUV sources. Low excitation and ionisation cross sections, and signals that overlap with ground state features, combined with the necessarily small excitation fractions required to avoid multiphoton excitation, mean that further improvements are required to obtain good statistics across the full reaction pathway. This requires the continued development of high flux sources or the use of coincidence techniques that can be used to deconvolve the photoelectron spectrum into its constituent parts. Developments are ongoing at our lab and at many others that can provide high flux at high repetition rates that should allow for measurements to move beyond the relatively simple systems studied here.
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