Bayesian Parameter Determination of a CT-Test Described by a Viscoplastic-Damage Model Considering the Model Error
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Abstract: The state of materials and accordingly the properties of structures are changing over the period of use, which may influence the reliability and quality of the structure during its lifetime. Therefore identification of the model parameters of the system is a topic which has attracted attention in the content of structural health monitoring. The parameters of a constitutive model are usually identified by minimization of the difference between model response and experimental data. However, the measurement errors and differences in the specimens lead to deviations in the determined parameters. In this article, the Chaboche model with a damage is used and a stochastic simulation technique is applied to generate artificial data which exhibit the same stochastic behavior as experimental data. Then the model and damage parameters are identified by applying the sequential Gauss-Markov-Kalman filter (SGMKF) approach as this method is determined as the most efficient method for time consuming finite element model updating problems among filtering and random walk approaches. The parameters identified using this Bayesian approach are compared with the true parameters in the simulation, and further, the efficiency of the identification method is discussed. The aim of this study is to observe whether the mentioned method is suitable and efficient to identify the model and damage parameters of a material model, as a highly non-linear model, for a real structural specimen using a limited surface displacement measurement vector gained by Digital Image Correlation (DIC) and to see how much information is indeed needed to estimate the parameters accurately even by considering the model error and whether this approach can also practically be used for health monitoring purposes before the occurrence of severe damage and collapse.
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1. Introduction

In order to predict the behavior of mechanically loaded metallic materials, constitutive models are applied, which present a mathematical frame for the description of elastic and inelastic deformation. The models by Miller, Krempl, Korhonen, Aubertin, Chan, and Bodner are well-known constitutive models for isotropic materials [1–5] which describe the inelastic behavior. In 1983, Chaboche [6,7] put
forward what is now known as the unified Chaboche viscoplasticity constitutive model, which has been widely accepted.

All inelastic constitutive models contain parameters which have to be identified for a given material from experiments. In the literature only few investigations can be found dealing with identification problems using stochastic approaches.

Only few investigations were carried out on enriched material models such as a viscoelastic model to identify the few parameters by employing the Metropolis-Hastings technique and the classical Markov Chain Monte Carlo method. Bayesian inference is applied to estimate only the elasticity modulus by applying an adaptive Metropolis-Hastings technique. An et al. [8] investigated a crack model by a classical Markov Chain Monte Carlo method in order to estimate the parameters of a model which represent the size and position of the crack in the Bayesian setting. Also Hernandez et al. [9] applied a Markov Chain Monte Carlo method on a viscoelastic model in order to update its model parameters in a Bayesian setting, but the posterior distributions of the parameters are not updated properly. In fact, the parameters are not identified properly. Mahnken [10] has also applied a Markov Chain Monte Carlo method to estimate few parameters of a plasticity model. The damage parameters of a truss structure under model uncertainties are studied by Zheng et al. [11], where a multi-level Markov Chain Monte Carlo method is applied and the true values are not well estimated. Further, this approach suffers from high computation time. Another damage detection approach is applied by Nichols et al. [12] by applying a modified version of the Markov Chain Monte Carlo method.

There are other investigations in the Bayesian setting using the Markov Chain Monte Carlo method, and Madireddy et al. [13], Wang and Zabaras [14], and Oh et al. [15] which have carried out an investigation on the identification of a material model by using its modified method. In studies carried out by Alvin [16], Marwala and Sibusiso [17], Daghia et al. [18], Abhinav and Manohar [19], Gogu et al. [20,21], and Koutsourelakis [22,23], the elastic parameters of the model are estimated stochastically. Fitzenz et al. [24], Most [25], and Sarkar et al. [26] investigated elastoplastic materials and thermodynamical material models to identify their model parameters. Other studies on viscoelastic models are carried out by Zhang et al. [27], Mehrez et al. [28], and Miles et al. [29]. Further investigations on viscoelastic models to estimate a higher number of model parameters are studied by Zhao and Pelegri [30], and by Kenz et al. [31]. The estimation of fatigue parameters using Markov Chain Monte Carlo methods is also studied by An et al. [32]. Wang et al. [33] has also investigated some mechanical material problems by employing some stochastic approaches.

Few investigations in which the Kalman filter and its modifications are employed to identify the material model parameters can be found in literature. Hoshi et al. [34] have estimated the Young’s Modulus and Poisson’s ratio parameters of an organ model by an extended version of Kalman filter. The same study on an elastic model is carried out to identify the elastic constants of anisotropic materials using Kalman filter by Furukawa et al. [35]. Conte et al. [36] applied some modifications of Kalman filter on a nonlinear structural model to identify its parameters. Hendriks [37] investigated the possibility of identification of few parameters on a viscoelastic model representing the behavior of solid materials by using Kalman filter. Few parameters to identify on the crack path is carried out by Bolzon et al. [38] by employing Kalman filter. Mahmoudi et al. [39,40] applied an extended Kalman filter on an elastoplastic model to identify the model parameters. Wall and Holst [41] and Nakamura and Gu [42] also applied a modification of Kalman filter on a viscoplastic model to determine its model parameters probabilistically. Further, Agmell et al. [43] have determined the Johnson-Cook constitutive model constants for an orthogonal cutting process by using the Kalman filter. Also Sevieri et al. [44–46] investigated the parameter identification of structural models in the framework of structural health monitoring and Marsili et al. [47–51] investigated the update of a finite element model using functional approximation of the system response. Further, Hariri-Ardebili et al. [52–54] and Pouraminian et al. [55–57] studied the finite element updating of mechanical models and reliability analysis for the concrete structures by using
the functional approximation. Also Kourehli et al. and Gharehbaghi et al. [58–60] employed stochastic approaches for this purpose.

Elastic–plastic graded materials are observed by Bocciarelli et al. [61] and Gu et al. [62] in order to identify their model parameters by employing Kalman filter. The parameters of an elastic-damage interface model are also identified by Corigliano et al. [63,64] where the extended Kalman filter method is applied. Further, Ebrahimian et al. [65–68] investigated the damage parameter identification in the framework of structural health monitoring by using an extended version of Kalman filter. Damage detection for the purpose of health monitoring is also done by Yan et al. [69] by using the Kalman filter. Yaghoubi et al. and Silani et al. [70–75] have also studied the finite element updating by employing functional approximation to reduce the cost of computations. Further, Mashayekhi et al. [76] studied the material properties of a viscoelastic model by considering the uncertainty.

Although these discussed research into the identification of mechanical material models has been carried out, most of these previous research did not identify many parameters e.g., hardening and damage parameters of the complex mechanical material models, did not quantify mostly the modeling uncertainties, did not properly deal with the ill-conditioning inherent based on the available data, and the methods employed have a high computation time even for the simplest material model considering a very few uncertain parameters. However, the uncertainty associated with the material model predictions can have a significant impact on the decision-making process in design, control, and health monitoring process. Following the other paper of the authors [77] where random walk approach methods, in specific transitional Markov Chain Monte Carlo method, and Gauss Markov Kalman filter (GMKF) approach are thoroughly compared on the simple academic examples, in this paper using the outcome of the previous paper of the authors, the sequential GMKF (SGMKF) is selected to apply on real structure examples to not only evaluate the efficiency the method on real structure examples, but also to check if this method is applicable for the very time consuming finite element updating models. Furthermore, the authors would have wanted to check if the combination of SGMKF and functional approximation, in specific polynomial chaos expansion (PCE), could be a possible approach as a tool for the purpose of health monitoring of real structures and also to check if the proposed method is able to detect the damage before any collapsing damages happen and to prevent them.

In this paper, a viscoplastic model of Chaboche with damage is studied. The model contains five material parameters and three damage parameters which have to be determined from experimental data by using a modified version of Gauss-Markov-Kalman filter approach [78,79] so-called sequential Gauss-Markov-Kalman filter approach [77,80]. The results of this method is discussed and different aspects of method’s efficiency are evaluated. It should be noted that virtual data are employed instead of real experimental data. In addition, a cyclic tension-compression test is applied in order to extract the virtual data. A cyclic test is employed since the hardening equations as well as the damage equation could get involved so that the information from these equations can be observed.

Section 3 explains how to propagate the uncertainty in the model. The probabilistic model is reformulated from the deterministic model, and once the forward model is provided, the model parameters are updated using the mentioned stochastic approach.

In Section 4 the desired parameters are identified from the measured data and the methods efficiency is studied. In fact, the parameters which have been considered as uncertain parameters are updated and their uncertainties are narrowed using Bayesian techniques. The results are thoroughly studied and the identified parameters as well as the corresponding model responses are analyzed. Finally the prediction of the models is then compared with the measured data. In the end, the possibility of applying the sequential Gauss-Markov-Kalman filter approach from pure surface measurement of strain which is practically possible in the form of Digital Image Correlation (DIC) is evaluated.
2. Model Problem

For viscoplasticity, the dissipation potential is given by

$$\phi_{vp}(\tilde{\sigma}) = \frac{k}{n+1} \left( \frac{\tilde{\sigma}_{ex}}{k} \right)^{n+1}$$

with $\tilde{\sigma}_{ex} = \tilde{\sigma}_{eq} - \sigma_y - R$ and $\langle \cdot \rangle = \max(0, x)$ (1)

in terms of the effective equivalent stress $\tilde{\sigma}_{eq}$ and the isotropic hardening $R$ as time-varying variables. On the contrary, the yield stress $\sigma_y$, as well as $k$ and $n$ are further model parameters constant in time.

Based on the von-Mises yield-criterion, the effective equivalent stress

$$\tilde{\sigma}_{eq} = \sqrt{3 I_2 (\tilde{\sigma} - \chi)^d + D (I_1 (\tilde{\sigma} - \chi))^2}$$

is described by the second Invariant

$$I_2 (\tilde{\sigma} - \chi)^d = \frac{1}{2} tr \left( (\tilde{\sigma} - \chi)^d \cdot (\tilde{\sigma} - \chi)^d \right)$$

applied to the deviatoric part of the effective stress tensor $\tilde{\sigma}_{ef}$ incorporating the kinematic hardening tensor $\chi$. The second term in Equation (2) takes into account that the elastic capacity is reduced when the material is damaged. Note that the first invariant

$$I_1 (\tilde{\sigma} - \chi) = \frac{1}{3} tr (\tilde{\sigma} - \chi)$$

is equivalent with the hydrostatic stress. The partial derivative of the dissipation potential $\phi_{vp}$ with respect to $\tilde{\sigma}$ leads to the equation for the effective viscoplastic strain

$$\dot{\tilde{\epsilon}}_{vp} = \frac{\partial \phi_{vp}}{\partial \tilde{\sigma}} = \left\langle \frac{\tilde{\sigma}_{ex}}{k} \right\rangle n \frac{\partial \tilde{\sigma}_{ex}}{\partial \tilde{\sigma}}.$$ (5)

given in rate formulation. More details are given in this paper [77]. The Chaboche model allows for isotropic and kinematic hardening, which is considered in order to describe the Bauschinger effect observed at steel material under high cyclic loadings, see Simo and Hughes [81]. The evolution of the isotropic and kinematic hardening is described by the following ordinary differential equations.

$$\dot{R} = b_R (H_R - R) \dot{p}$$

and

$$\dot{\chi} = b_\chi \left( \frac{2}{3} H_\chi \frac{\partial \tilde{\sigma}_{eq}}{\partial \tilde{\sigma}} - \chi \right) \dot{p}$$

respectively, depending on the rate of accumulated equivalent viscoplastic strain

$$\dot{p} = \left\langle \frac{\tilde{\sigma}_{ex}}{k} \right\rangle^n,$$ (8)

using the McAuley bracket. The parameter $b_R$ affects the speed of evolution, whereas the value of the parameter $H_R$ is the threshold for the isotropic hardening. With the same influence and meaning, the parameters $b_\chi$ and $H_\chi$ control the kinematic hardening.

The evolution equation for the local damage proposed by Kowalsky et al. [82] reads:

$$\dot{D} = \left( c_1 + c_2 e^{-c_3 p^+} \right) \dot{p}^+ + c_4 (c_5 - D) \left\langle tr \left( \frac{\partial \tilde{\sigma}_{eq}}{\partial \tilde{\sigma}} \dot{p}^+ \right) \right\rangle.$$ (9)

It is regularized by the model parameter $c_1$ up to $c_5$ and only activated if the threshold $\epsilon_{eq}^{ep}$ for the viscoplastic strain is reached, thus $\sqrt{2/3} \epsilon_{eq}^{ep} : \epsilon_{eq}^{vp} > \epsilon_{eq}^{ep}$. Achieving a model where damage only
accumulates with positive hydrostatic stress, Equation (9) is formulated by the active accumulated plastic strain \( p^+ \), an internal variable increasing with

\[
\dot{p}^+ = \dot{p} \left( \frac{I_1}{|I_1|} \right),
\]

see Pirondi and Bon [83]. For the parameter identification the initial conditions \( R(0) = 0, \chi(0) = 0 \) and \( D(0) = 0 \) are assumed. The complete material model is summarized in Table 1.

Table 1. Chaboche-type material with hardening and damage.

| Elastic strains | \( \dot{\varepsilon}_{el}(t) = C^{-1} : \dot{\varepsilon}(t) \) with \( C(G, \kappa) \) |
|-----------------|-----------------------------------------------|
| Viscoplastic strains | \( \dot{\varepsilon}_{vp}(t) = \left( \frac{\bar{\sigma}_{eq}(t) - \sigma_y - R(t)}{k} \right)^n \frac{\partial \bar{\sigma}_{eq}}{\partial \bar{\sigma}} \) |
| Isotropic and kinematic hardening | \( \dot{R} = b_R \left( H_R - R \right) \dot{p} \) |
| \( \dot{\chi} = b_\chi \left( \frac{2}{3} H_\chi \frac{\partial \bar{\sigma}_{eq}}{\partial \bar{\sigma}} - \chi \right) \dot{p} \) |
| Local damage | \( D = \bar{D} - c_2 \nabla^2 \bar{D} \) |
| \( \dot{D} = \left( c_1 + c_2 e^{-c_3 p^+} \right) \dot{p}^+ + c_4 \left( c_5 - \dot{D} \right) \left( \text{tr} \left( \frac{\partial \sigma_{eq}}{\partial \sigma} \right) \right) \) |

Initial conditions

\( \dot{\varepsilon}_{el}(0) = 0, \dot{\varepsilon}_{vp}(0) = 0, R(0) = 0, \chi(0) = 0 \) and \( D(0) = 0 \)

Parameters and their units

| \( G \) [N/mm\(^2\)], \( \kappa \) [N/mm\(^2\)] | (elastic strains) |
| \( \sigma_y \) [N/mm\(^2\)], \( k \) [N/mm\(^2\)] | (viscoplastic strains) |
| \( b_R \) [-], \( H_R \) [N/mm\(^2\)], \( b_\chi \) [-], \( H_\chi \) [N/mm\(^2\)] | (hardening) |
| \( c_1 \) [-], \( c_2 \) [-], \( c_3 \) [-], \( c_4 \) [-], \( c_5 \) [-] | (local damage) |

The governing equations above are numerically solved using the space-time finite element method (ST-FEM), see Hughes and Hulbert [84]. The ST-FEM is the consistent extension of the finite element method [85] with a time integration scheme following the Galerkin method, thus both, in space and time, the differential equations of the structure are approximately solved with the same numerical method.

By gathering all the desired material parameters to identify into the vector \( q = [\bar{G} b_R b_\chi \sigma_y c_1 c_2 c_3] \), where \( \bar{G} \) and \( G \) are bulk modulus and shear modulus respectively, the goal is to estimate \( q \) given measurement displacement data, i.e.,

\[
u = Y(q) + \epsilon
\]

in which \( Y(q) \) represents the measurement operator and \( \epsilon \) the measurement (also possibly the model) error. Being an ill-posed problem, the estimation of \( q \) given \( u \) is not an easy task and requires regularization. This can be achieved either in a deterministic or probabilistic setting. Here, the latter one is taken into consideration as further described in the text.
3. Gauss-Markov-Kalman Filter Using Functional Approximation

Some methods used for estimation of Bayes’s theorem unlike Monte Carlo methods do not use all information but only part of information as approximations are considered. Hence the balance between time consumption, considered amount of information and the accuracy of approximations can be achieved. Incidentally, this leads to Kalman filter (KF) [86–88] method as it was related to Gauss-Markov theorem which is developed without any reference to Bayes’s theorem. Moreover the polynomial chaos expansion is also used along with the ensemble Kalman filter (EnKF) [78,89] in order to be completely independent from any time consuming computational implementations such as Monte Carlo method. This leads to the Gauss-Markov-Kalman filter [78,79] which is discussed in this section and more details are provided in this paper [77].

3.1. The Linear Filter

The minimization problem is to be solved and it lies in infinite dimensional space. Hence it is to be approximated using Galerkin method in finite dimensional subspaces. The chosen desired subspace to solve the problem is \( \mathcal{Q}_1 \subset \mathcal{Q}_\infty \subset \mathcal{Q} \). Hence the desired subspace is shown in Equation (12) where the affine maps \( \Phi \) are certainly measurable [78,90].

\[
\mathcal{Q}_1 = \{ z : z = \Phi(y) = L(y(\omega)) + b, L \in \mathcal{L}(\mathcal{Y}, \mathcal{Q}), b \in \mathcal{Q} \} \subset \mathcal{Q}_\infty \subset \mathcal{Q} \tag{12}
\]

The Equation (13) is obtained from the minimization problem as given by the equation above where the optimal affine map is introduced via so-called Kalman gain \( K \in \mathcal{L}(\mathcal{Y}, \mathcal{Q}) \). The Kalman gain is represented as

\[
K := \text{cov}(q, y)\text{cov}(y)^{-1}
\]

where \( \text{cov}(q, y) \) is the covariance of \( q \) and \( y \), \( \text{cov}(y) \) is the auto-covariance of \( y \) and \( a \in \mathcal{Q} \) read as

\[
|| q - (K(y) + a) ||_2^2 = \min_{L,b} || q - (L(y) + b) ||_2^2
\]

Equation (13)

\[
q_{n+1} = q_n + K(\hat{y}_{n+1} - (Y(q_n) + \varepsilon)) = q_n - K(Y(q_n) + \varepsilon) + K(\hat{y}_{n+1}) \tag{15}
\]

Equation (16) is determined from the Equation (14) by introducing the Kalman gain and by considering the random variables as the argument. By considering the error the Kalman gain is defined as \( K := \text{cov}(q_f, y)(\text{cov}(y) + \text{cov}(\varepsilon))^t \).

\[
q_\alpha(\omega) = q_f(\omega) + K(\hat{y} - y(\omega)) \tag{16}
\]

The Gauss-Markov-Kalman filter as described in Equation (16) needs to be discretized in order to implement numerically as it is related with the random variables.

3.2. Sequential Gauss-Markov-Kalman Filter

The process of updating can be done several times on the whole time interval. Once a high non-linear system is divided to very small time steps, the problem turns to plenty of continuous linear
systems so that the GMKF approach can update the model parameters in a much better way if it is applied several times to update the model parameters on each time step. Eventually this approach helps to update the uncertain parameters of a non-linear system. Therefore the Gauss-Markov-Kalman filter as in Equation (16) can be written as like in Equation (17) on the k-th time step for the n total time steps, where the Kalman gain reads $K(k) = \text{cov}(q_f(k), y(k))(\text{cov}(y(k)) + \text{cov}(\epsilon))^{-1}$.

$$q_a^{(k)}(\omega) = q_a^{(k-1)}(\omega) + K(k)(\hat{y}(k) - y(k)(\omega))$$ (17)

The Equation (17) is called sequential Gauss-Markov-Kalman filter. Schematically the process of sequential Gauss-Markov-Kalman filter is shown in Figure 1 where the posterior of one update is the prior of the next update.

![Figure 1. Sequential GMKF method.](image)

3.3. Numerical Realization

The approaches such as sampling and spectral approximation or functional approximations to compute the linear filter approximations are discussed in this section.

3.3.1. Sampling

Considering $N$ random variables an ensemble of sampling points $\omega = [\omega_1, ..., \omega_N]$ are taken into account [89]. The Gauss-Markov-Kalman filter as shown in Equation (16) for the considered ensemble of sampling points results in Equation (18).

$$\forall \ell = 1, ..., N : q_a(\omega_\ell) = q_f(\omega_\ell) + C_qf y + C_\epsilon (\hat{y} - y(\omega_\ell))$$ (18)

The Equation (18) is the basis of ensemble Gauss-Markov-Kalman filter where $C_qf y = \text{cov}(q_f, y)$, $C_y = \text{cov}(y)$ and $C_\epsilon = \text{cov}(\epsilon)$. $q_f(\omega_\ell)$ and $q_a(\omega_\ell)$ are shown as particles in the extended version.

3.3.2. Functional Approximation

The discretization of the random variables are performed by spectral or functional approximations instead of sampling [91,92]. Hence the desired random variables are described as functions of known random variables $\{\theta_1(\omega), ..., \theta_n(\omega)\}$. As only finite random variables can be dealt, a finite vector random variables in functional representation $\theta(\omega) = [\theta_1(\omega), ..., \theta_n(\omega)]$ can be considered where $n$ random variables $\theta$ are taken into account.

The polynomial chaos expansion [93,94] is chosen as system of functions but also other possibilities exist. It should be noted that the finite set of linear independent Hermite functions $\{H_\alpha\}_{\alpha \in J_M}$ of variables $\theta(\omega)$ should include all the linear functions of $\theta$ with polynomials such as polynomial chaos expansion [78]. The multi-index is represented by $\alpha$ and the set $J_M$ is a finite set with cardinality $M$. The functional approximation of a random variable $q(\omega)$ is shown in Equation (19).

$$q(\omega) = \sum_{\alpha \in J_M} q_\alpha H_\alpha(\theta(\omega)) = \sum_{\alpha \in J_M} q_\alpha H_\alpha(\theta) = q(\theta)$$ (19)
The argument $\omega$ is neglected in the Equation (19) because the probability measure $\mathbb{P}$ on $\Omega$ is transported to $\Theta = \Theta_1 \times \ldots \times \Theta_n$. The range of $\theta$ showing $\mathbb{P}_\theta = \mathbb{P}_1 \times \ldots \times \mathbb{P}_n$ as a product measure, where $\mathbb{P}_\ell = (\theta_\ell)$, $\mathbb{P}$ is the distribution measure of the random variable $\theta_\ell$ and it is noted that the random variables $\theta_\ell$ are independent. Therefore all computations are performed on $\Theta$ which is typically a subset of $\mathbb{R}^n$. Hence the Gauss-Markov-Kalman filter as shown in Equation (16) for the considered expansion results in Equation (20) which is known as spectral Gauss-Markov-Kalman filter.

$$q_\ell(\theta) = q_f(\theta) + C_{q_f}(\mathbf{y} + \mathbf{C}_\ell)^T(\mathbf{y} - y(\theta)) = q_f(\theta) + K(\mathbf{y} - y(\theta))$$ (20)

It should also be noted that in spectral approximation the Gauss-Markov-Kalman filter as shown in the Equation (16) has the same form as of the sampling approach but the only difference is the functional approximation of random variables, i.e., the Hermite functions are used to calculate the covariance matrices. For instance $C_{q_f}$ can be easily computed as given in Equation (21).

$$C_{q_f} = \sum_{\alpha > 0} \alpha! \langle q_f(\theta) \rangle \langle y(\theta) \rangle^T$$ (21)

While the Equation (16) is applied on samples or particles in sampling approach, in spectral approximations it is applied on the coefficients as shown in Equation (19) which are the functional approximation of the random variables.

4. Numerical Results

The identification of the material constants in the Chaboche unified viscoplasticity model with damage is a reverse process based on virtual data. The aim of the parameter estimation is to find a parameter vector $q$ introduced in the previous section. The bulk modulus ($\sigma_b$), the shear modulus ($G$), the isotropic hardening coefficient ($b_R$), the kinematic hardening coefficient ($b_\chi$) and the yield stress ($\sigma_y$) as well as damage parameters ($c_1$, $c_2$ and $c_3$) are considered as uncertain parameters of the constitutive model.

As both kinds of hardenings are taken into account and the studied model is a damaged material model one appropriate way of the identification of parameters is to use the results of the cyclic tests as observation, since more information can be obtained from virtual data rather than from creep and relaxation tests, especially information regarding hardening and damage parameters as the hardening and damage equations are involved in this case.

CT-Test

In the following of our previous studies [77,95–97], a very well-known Compact Tension Test (CT-Test) [98] is carried out on a notched sample. The Dirichlet boundary condition is applied by assigning two reference points at the center of two holes of the specimen as seen in Figure 2. The reference points are kinematically coupled with the corresponding holes. The displacement of the reference point at upper hole is constrained in $x$ and $z$ directions and the displacement of reference point at the lower hole is constrained in $x$, $y$ and $z$ directions. Moreover, to depict a soft transition of the constraints in the specimen the first layer of the elements around the holes are defined with much softer material than the rest of the elements. The first layer of the elements around the holes are shown in green color in Figure 2. As a Neumann boundary condition, a cyclic load in $y$-direction is applied on the reference point of the upper hole as shown with a yellow arrow in Figure 2.

The load is applied in such a way that the damage parameter does not exceed relatively small amount, so that it will not probably result in a severe damage or collapsing damage. The minor damage or light cracking is only developed to identify the model parameters in the Bayesian setting so that it can be later used for health monitoring purpose where identifying the model parameters and detecting the damage before collapsing the specimen is a crucial issue.
From the above discussion, considered boundary conditions and the parameters as seen in Table 2, the related displacement graph as shown in Figure 3 was obtained where green, red and blue colors represent the displacement of the node in $x$, $y$, and $z$ directions respectively at the notch start point indicated by point A in Figure 2.

The mesh generated for the CT-Test model is shown in Figure 4, where the meshes are generated in such a way that the very fine meshes are considered near the notch and at far away from the notch coarser meshes are generated. Further, Figure 5 shows the damaged specimen.

The displacement of the nodes on the external surface close to the notch which is seen in Figure 6 are recorded. Some Gaussian white noise like the observed displacement over time is added to the output data to have a perturbed virtual data. In order to consider the model error, data is determined for a full damage model introduced in Section 2 but the parameters are identified for a model with different damage equation as shown in Equation (22).

$$\dot{D} = (c_1 + c_2 e^{-c_3 p^+}) p^+$$ (22)

These mentioned changes not only results in a very ill-posed problem but proves the applicability of the Gauss-Markov-Kalman filter method on different studied models, i.e., the data model and the identification model, which indeed represents an artificial model error.

Table 2. The model parameters.

| Parameter | $H_R$ | $b_R$ | $b_\lambda$ |
|-----------|-------|-------|-------------|
| $H_k$     | $c_1$ | $c_2$ | $c_3$ | $c_4$ | $c_5$ | $b_R$ | $H_R$ | $b_\lambda$ |
|-----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 150       | 1.66 $\times 10^5$ | 7.69 $\times 10^4$ | 266   | 1     | 23,500 | 298.6 | 117.2 | 100   |

Figure 2. Boundary conditions of CT-Test.

Figure 3. Displacement of point A in $x$, $y$ and $z$ directions according to time.
Figure 4. Mesh generation.

Figure 5. Damaged specimen.

Figure 6. Measurement observed- Case 2.
Applying stochastic identification which is fully discussed in Section 3, the probability density function of prior and posterior of the identified parameters can be seen in Figure 7.

![Figure 7. PDF of identified parameters.](image)

Summarizing the results, the true values and the mean and variance of the estimated parameters are compared in Table 3.

| Parameters | $q_{\text{true}}$ | $q_{\text{est}}$ (Mean) | $q_{\text{est}}$ (Standard Deviation) |
|------------|------------------|----------------------|----------------------------------|
| $\kappa$   | $1.66 \times 10^5$ | $1.66 \times 10^5$ | 255.73                           |
| $G$        | $7.69 \times 10^4$ | $7.69 \times 10^4$ | 34.55                            |
| $c_1$      | 266              | 265.99               | 0.51                             |
| $b_R$      | 298.6            | 298.57               | 0.51                             |
| $b_X$      | 100              | 100.0                | 1.19                             |
| $c_1$      | 4.5              | 4.46                 | 0.21                             |
| $c_2$      | 5                | 5.04                 | 0.20                             |
| $c_3$      | $-11$            | $-10.97$             | 0.25                             |
5. Discussion and Comparison

The parameters such as bulk modulus ($\kappa$), shear modulus ($G$) and yield stress ($\sigma_y$) are even identified after updating once as the effect of these parameters on the equation of the displacement are much higher than the rest of the parameters and it is very expensive to update the uncertainty distribution on each time step. Hence the parameters are updated not in elastic states but only in the plastic states where the bulk modulus ($\kappa$), shear modulus ($G$), yield stress ($\sigma_y$), hardening parameters ($b_R$ and $b_\chi$) and damage parameters ($c_1$, $c_2$ and $c_3$) can be updated as updating in the elastic states increases the cost. The evaluation of hardening and local damage on the top node at the notch start point representing the plasticity are shown in Figure 8. In order to reduce the time of computation, the displacements of nodes are sequentially updated only in the time intervals $[0.4, 2.2]$, $[3.5, 5.0]$ and $[6.6, 8.2]$. Although all the nodes do not have the same evaluation of hardening and local damage but with a good approximation the nodes considered on the mentioned surfaces for the both cases have the quite close hardening and damage behaviors on the determined time interval and therefore updating is only done within these time intervals.

![Figure 8. Isotropic and kinematic hardenings- and local damage evaluation.](image)

The other fact that should be emphasized is that the observed displacement is directly influenced by the bulk modulus ($\kappa$), shear modulus ($G$), and yield stress ($\sigma_y$) as in $u \propto f(\kappa, G, \sigma_y)$, i.e., these parameters have a direct strong effect on the measured displacement. The rest of the parameters affect the displacement as in $u \propto f(g(k(b_R, b_\chi, c_1, c_2, c_3)))$, i.e., the displacement is proportional to these parameters through some more functions. Accordingly, the information received from the constitutive equation from the latter parameters are less and therefore they can not be generally estimated as good as the first group of parameters. However the hardening parameters for both cases are also updated well as a lot of nodes’ displacements are observed and considered as the measurement data.

The bulk modulus, shear modulus and yield stress are updated much easier than the hardening and damage parameters as enough information from the virtual data are received and this was observed from the sharpness of posterior probability density function of bulk modulus ($\kappa$), shear modulus ($G$), and yield stress ($\sigma_y$). However the hardening parameters ($b_R$ and $b_\chi$) are also very well updated for this case study as large numbers of measurements are considered which provide good enough information to estimate hardening parameters using sequential Gauss-Markov-Kalman filter approach. It also can be inferred that number of observation data which is here the number of nodes that their output displacements are considered as the measurement data plays a very significant role. In other words, by having more measurement data a good enough identification is possible, as the standard deviations of the residual uncertainties are below 5% of their mean values, even if the data and identification model are different.

The identified parameters of the CT-Test are also compared with the updated parameters of a 8 node element as in [77] and it is found that since for CT-Test more nodes are observed and their
displacements are measured but for the 8 node element only one node is observed, the parameters are identified better especially the damage parameters \((c_1), (c_2)\) and \((c_3)\) for the CT-Test. Moreover, for the CT-Test, the standard deviation of parameters representing the uncertainty are updated more than the one element test and their probability density functions are narrowed much more for the CT-Test.

6. Summary

In this paper, a sequential Gauss-Markov-Kalman filter approach is applied on a viscoplastic-damage model on a well-known test, so-called CT-Test in order to identify its model parameters. The conclusion from the discussions and comparisons are classified below.

- The sequential Gauss-Markov-Kalman filter approach can be applied to update the model parameters by considering the surface displacement as the measurement data. The better identification and better reduction in uncertainties of the parameters is achieved by considering more number of nodes.
- The number of updating can be reduced to reduce the computation time when more information from the large number of nodal displacement is available. The CT-Test with a very fine mesh takes a lot of time to solve the system of PDE, therefore updating is performed only at few certain time steps and these time steps should be chosen smartly in a way as discussed in Section 4. The sequential Gauss-Markov-Kalman filter approach updates the model parameters properly where updations are done on some specified time steps by considering a large observation data available from the surface strain.
- Considering the model error by taking into account different data model and identification model, the sequential Gauss-Markov-Kalman filter approach can still be employed to identify the model parameters by considering the large number of measurement data determined from the surface displacement of a different data model as the parameters are identified properly. The estimated parameters are very close to the true values as shown in Table 3.

Considering the above mentioned comparisons, observations, discussions and results, it can be concluded that identification of model parameters is possible using sequential Gauss-Markov-Kalman filter approach from pure surface measurement of strain which is practically possible in the form of Digital Image Correlation (DIC). Hence this approach can also be used for the health monitoring purposes as the model parameters can be estimated before the occurrence of severe damage and collapse [80].
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