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Industrielle autonome Systeme: ein Überblick über Definitionen, Merkmale und Fähigkeiten

Abstract: Autonomous systems are increasingly discussed in the domain of industrial automation. However, there is no consensus in the literature about the definition of industrial autonomous systems, what characteristics do they possess and how to distinguish them from intelligent industrial automation systems. Another important aspect is the comparison between the degree of automation and autonomy. Addressing this confusion, this paper starts with an analysis of the historical development of the term autonomy. Based on the similarities in the definitions, that were identified in a literature review, a comprehensive definition of industrial autonomous systems is presented, and four main characteristics of an industrial autonomous system are derived. Consequently, the characteristics for the realization of an industrial autonomous system (1) systematic process execution, (2) adaptability, (3) self-governance and (4) self-containedness are described in detail. Another objective of this contribution is to assist the developers of industrial autonomous systems to take the above-mentioned characteristics into account. Furthermore, the developer is advised which abilities can be used to achieve the corresponding essential characteristics of industrial autonomous systems. To illustrate the characteristics and abilities of an industrial autonomous system, this paper gives a detailed description of three realized cases of application in industry.
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Zusammenfassung: Autonome Systeme werden im Bereich der industriellen Automatisierung zunehmend diskutiert. Allerdings gibt es in der Literatur keinen Konsens über die Definition von industriellen autonomen Systemen, darüber, welche wesentlichen Merkmale sie besitzen und wie man sie von intelligenten industriellen Automatisierungssystemen abgrenzt. Ein weiterer wichtiger Aspekt ist der Unterschied zwischen dem Grad der Automatisierung und der Autonomie. Um dieser Verwirrung entgegenzuwirken, beginnt dieser Beitrag mit einer Analyse der historischen Entwicklung des Begriffs Autonomie. Ausgehend von den Ähnlichkeiten in bestehenden Definitionen, welche in einer Literaturrecherche identifiziert wurden, werden eine umfassende Definition von industriellen autonomen Systemen vorgestellt sowie vier Merkmale eines industriellen autonomen Systems abgeleitet. Anschließend werden die abgeleiteten Merkmale: (1) systematische Prozessausführung, (2) Anpassungsfähigkeit, (3) Selbstverwaltung und (4) Abgeschlossenheit, welche für die Realisierung eines industriellen autonomen Systems wesentlich sind, ausführlich beschrieben. Ein weiteres Ziel dieses Beitrags ist es, die Entwickler von industriellen autonomen Systemen bei der Umsetzung der oben genannten Merkmale zu unterstützen. Dazu werden die Entwickler beraten, welche Fähigkeiten dazu beitragen können, die entsprechenden wesentlichen Merkmale industrieller autonomer Systeme zu realisieren. Zur Veranschaulichung der Merkmale und Fähigkeiten eines industriellen autonomen Systems, wird eine detaillierte Beschreibung von drei realisierten industriellen Anwendungsfällen gegeben.
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1 Introduction

Advances in the domain of industrial automation systems and artificial intelligence research have brought autonomous systems into the focus of industrial automation research. However, as Hrabia et al. state, there is no common understanding of what autonomous systems are and what characterizes them: “there is still a lack of a widely accepted concept of autonomous systems or robots that contains a detailed definition according to different aspects and a clear distinction to other system concepts” [1]. They conclude “the capability of adapting to the environment is strongly interconnected with autonomy” [1]. However, they do not derive a comprehensive definition. On the one hand, some systems are advertised as autonomous systems, although they are only highly automated systems. On the other hand, some autonomous systems are not labeled as such. In addition, a number of different properties have emerged that characterize an autonomous system as well as abilities attributed to autonomous systems. In order to provide a differentiated view on this topic, the relevant literature in the domain of industrial automation systems was investigated for this survey. The methodology of the investigation is described in Section 2. Starting with the historical development of the term autonomy, in Section 3, various definitions of autonomy are compared, and a summarizing definition is elaborated. From the definition in the narrow sense, the characteristics of industrial autonomous systems are derived (Section 3.1) and a distinction from intelligent industrial automation systems and classic automation systems is proposed (Section 3.2). Reviewing the abilities attributed to industrial autonomous systems in the literature, the abilities are categorized according to the characteristics (Section 4). In order to provide an example for the classification of systems as industrial autonomous systems based on the four derived characteristics, their manifestation is explored by three real-world examples (Section 5). Finally, Section 6 provides a conclusion and an outlook.

2 Methodology

Autonomous systems are of high research interest in different domains like aerospace, avionics, automotive and manufacturing etc. A search on Google Scholar, with the search terms “autonomic”, “autonomous system”, and “autonomy” resulted in more than 200,000 publications contributing to the topic of autonomous systems. In order to get a representative view on autonomous systems in industrial automation, the sorted by relevance-criterion of the Google Scholar search engine was used. Afterwards, it was sampled from the results and checked for the presence of the following: (1) a clear definition of an autonomous system (2) ascribed attributes, abilities or characteristics of autonomous systems (3) differentiations or a critical position towards the definition of autonomous systems and their characteristics. The focus was on the concept of autonomy rather than on methodologies for implementing autonomy. The investigation was proceeded until a set of at least 100 papers was investigated and in a set of 10 further papers no conceptually new aspects of autonomy were found. Using this policy, the investigation was stopped with about 200 contributions studied. Within this survey 50 of the investigated papers are cited.

Based on the contributions that provide a definition, a backward search was conducted to reveal the historical development of the term autonomy. Hence, the definitions of autonomy in the broad and the narrow sense are provided in the following section.

3 Definitions of autonomy

In this section, the historical development of the term autonomy is shortly described in the context of industrial automation systems (Subsection 3.1). A more detailed description can be found in [2]. Subsequently, a definition of autonomy is synthesized from historical development and the more recent contributions from other authors. Furthermore, the distinction between autonomous systems, classic automation systems, and intelligent systems is discussed in Subsection 3.2.

3.1 Historical development of the term autonomy

Historically, the term autonomy is derived from the Greek terms autos and nomos, which means self-governing. Originally, the term was rather juridical-philosophical and denoted the right of an individual or a nation to make decisions and to organize itself independently without external interference [2]. In the second half of the twentieth century, when the question of the division of labor between man and machine and the role of machines in society was increasingly the subject of scientific debate, the concept of autonomy was transferred to industrial automation technologies [2]. In the course of this, the concept of autonomy
changed from a right to a property. The underlying question was: “What capabilities must a system possess in order to act meaningfully without external interference?”

Following this guiding question, Sheridan and Verplank defined the level of automation (LoA) in 1978. The LoAs are applied to (industrial) automation systems which are defined as systems that work automatically [3], i.e., according to DIN 19233, they systematically execute stepwise predetermined decision rules or continuously execute processes over time according to defined relationships. The highest LoA was designated as “where the computer does [the] whole job if it decides it should be done, and if so tells the human, if it decides he should be told” [4].

This was defined as autonomy. Inspired by Sheridan and Verplank’s approach of LoAs, several taxonomies were developed (e.g., [5–10]). In this context, autonomy is limited to the absence of human intervention. Intelligence or task entropy, i.e., the property of a task to be not pre-programmable, were seen as an orthogonal dimension [4, 11]. The definition of autonomy in a broad sense originated from this mindset: the absence of (human) intervention.

But the definition of autonomy in the broad sense was later criticized as too simple and the usefulness of the LoAs was doubted (e.g., by the US Department of Defense) [12, 13]. For example, Bradshaw et al. claimed in 2013 that autonomy is a complex, elusive, multidimensional property including a certain part of intelligence [14]. More people agreed on this view [8, 15] adding more attributes to the term of autonomy and therefore narrowing down the definition.

Aspects of artificial intelligence are now often included in the definitions: e.g., solving tasks without being programmed for it [1, 12], reaching goals without being told step by step how to accomplish them [8, 12, 16, 17], and the ability of making decisions despite incomplete information [12, 18].

Since the aspects of artificial intelligence are more often included within autonomy definitions, these aspects are also relevant for industrial autonomous systems. According to the survey on definitions of (artificial) intelligence by Legg and Hutter, three aspects cover the most popular properties of artificial intelligence.

The ability of interaction with the environment, the ability to succeed or profit with respect to goals and the ability to adapt to different environments [19].

A list of definitions of autonomy is given in Table 1, where characteristics are highlighted.

In addition to recognizing that autonomy contains the ability to make independent decisions, some of these definitions also imply uncertainties in the environment. Summing up the investigated literature, the authors of this contribution provide the following definition of an industrial autonomous system in the narrow sense:

An industrial autonomous system is a delimited technical system, which systematically and without external intervention, achieves its set objectives despite uncertain environmental conditions.

Note that, despite having predefined set objectives, an industrial autonomous system has the possibility to vary its instrumental goals [30] in order to achieve the overriding set objectives. However, they may not change the overriding objectives.

This definition captures the four characteristics that are more or less explicitly mentioned in most definitions and are therefore considered essential for an industrial autonomous system:

(1) systematic process execution
(2) adaptability to uncertain environmental conditions

| SRCs | Definition |
|------|------------|
| [8, 21–23] | Autonomy is the ability to perform given tasks based on the system’s perception without human intervention. |
| [24–26] | Autonomy is an entity’s ability of structuring its own actions and its environment without unwanted external interference, i.e., it decides completely self-determined. |
| [10, 12, 25] | Autonomy is the ability of an autonomous system to make decisions and justify its actions based on its sensor measurements. The ultimate goal is to adapt to changes, which occur within the system itself, other systems it interacts with, its operation environment, or in the given task. |
| [2, 12, 16, 27] | A system is autonomous if it is able to reach a predefined goal according to the current situation without recourse to human control or detailed programming. Such systems can perceive their environment via sensors, proactively create a plan of action according to the situation-related constraints and execute the planned actions safely and reliably via actuators. |
| [12, 16, 28, 29] | A system, which makes independent decisions and adapts to new conditions in order to achieve a predetermined goal, acts autonomous. |
Table 2: Characteristics of industrial autonomous systems.

| Characteristic               | SRCs       | Definition                                                                 |
|-----------------------------|------------|---------------------------------------------------------------------------|
| Systematic process          | [5, 29]    | Ability to execute modeled processes.                                    |
| execution                   |            |                                                                           |
| Adaptability                | [31–35]    | Ability of a system to change its shape or behavior automatically to reach |
|                             |            | its goals with respect to changes in its environment.                    |
| Self-governance             | [13, 36–38]| Ability of a system to manage the system’s resources, without external    |
|                             |            | interference, to make use of them concerning reaching the predefined goals |
|                             |            | of the system, i.e., enabling the adaptability property through           |
|                             |            | administrative tasks and context-awareness. Note that in the authors’      |
|                             |            | opinion, self-governance and self-management have a similar meaning.      |
| Self-containedness          | [12, 39]   | The goals and scope of the system are formulated precisely and in a       |
|                             |            | holistic manner. This includes, e.g., the time or state the system does   |
|                             |            | not rely on human intervention, a set of services and warranties.         |

(3) self-governance
(4) self-containedness of the system.

The characteristics are defined in Table 2. Moreover, sources supporting these characteristics are given.

3.2 Distinction from classic industrial automation systems and intelligent industrial automation systems

Based on the definition established in Section 3.1, a differentiation of industrial autonomous systems from classic industrial automation systems and intelligent industrial automation systems is discussed in the following subsection.

As industrial autonomous systems emerged from industrial automation systems and represent the highest LoA in most taxonomies, every industrial autonomous system is highly automated. However, highly automated systems are operated by humans. According to the LoAs, the need of intervention decreases with higher automation but only systems with the highest LoA, industrial autonomous systems, are completely independent from the help of the operator and other systems. Therefore, industrial automation systems focus on a fixed set of repeated tasks that can be preprogrammed rather than problems with unpredictable challenges [6]. The ability of (classic) industrial automation systems is to execute a pre-defined process systematically [40]. These systems are normally not capable to adapt to an uncertain environment without external intervention. A more detailed explanation can be found in [40, 41].

In short, industrial autonomous systems extend industrial automation systems by the intelligence to deal with uncertainty and the confidence to act without the explicit consent of a human operator.

The ability to solve problems without being especially programmed for them is generally achieved through intelligence. Therefore, any industrial autonomous system in the narrow sense is somehow an intelligent industrial automation system. However, there are intelligent industrial automation systems that are not autonomous. Within the literature, there is no consent about the term intelligence [37]. Similarities are listed in [19, 20, 37]. For our focus, we choose the definition of Legg and Hutter: “Intelligence measures an agent’s ability to achieve goals in a wide range of environments” [19]. According to this definition, and consistent with the recent investigation of Monett and Winkler [20], one essential characteristic of an intelligent system is adaptability. This adaptability may be achieved either with or without the intervention of a human operator or knowledge engineer. An intelligent industrial automation system is only called an industrial autonomous system if no human intervention is required. Two further characteristics are used to distinguish intelligent industrial automation systems and industrial autonomous systems: self-governance and self-containedness. Both characteristics are discussed in more detail in Section 4. Only if a system possesses these characteristics, the intelligent industrial automation system is considered as an industrial autonomous system. Therefore, currently there are many intelligent industrial automation systems that are not autonomous:

“It has been argued that, currently, many kinds of intelligent artifacts—autonomous agents, systems, and robots—are not truly autonomous, capable of dealing with complex, uncertain, and unpredictable environments independently, that is, truly autonomously” [28].
Figure 1: Differences between (classic) industrial automation systems, intelligent industrial automation systems and industrial autonomous systems.

Note that this distinction highly depends on the definition of autonomy. For example, having in mind the definition of autonomy in the broad sense, Hrabia et al. distinguish automation systems, autonomous systems and intelligent systems differently:

“So we state that an automation system is autonomous but is usually not an intelligent system. Another important subcategory of autonomous systems are autonomic systems [...], whose focus is self-management, with the goal of configuring, healing, optimizing, and protecting itself in order to recover from failures or optimize for changed conditions.” [1].

The essence of the differences between (classic) industrial automation systems (a), intelligent industrial automation systems (b), and industrial autonomous systems (c) is summarized in Fig. 1.

4 Abilities of industrial autonomous systems

The intent of using autonomous systems is mainly (a) to tame the complexity of a system of systems by using autonomous components [42], (b) to make the system robust concerning fundamental uncertainties [12], (c) to reduce the workload of human operators [43] or (d) to operate in hostile environments [36] where teleoperation is not feasible. As the intent of using autonomy and the understanding of autonomy vary (cf. Section 3), the abilities ascribed to industrial autonomous systems vary as well. Nevertheless, the abilities may be linked to the found characteristics and may be structured. The approach of structuring the characteristics and abilities is visualized in Fig. 2.

The industrial autonomous system is divided into the characteristics (rectangles) systematic process execution, adaptability, self-governance, self-containedness and the corresponding abilities (rounded rectangles) as denoted in Fig. 2. The precise definitions of the abilities and the references to the literature are listed in Table 3.

Referring to the Cambridge Dictionary, an ability is “the mental or physical power or skill needed to do something”. Transferring this definition to industrial autonomous systems, an ability describes the power or skill of the system to do something.

The abilities are structured into two layers where the sub-abilities contribute to the main abilities. In some cases sub-abilities contribute to several main abilities, e.g., reactivity contributes to both, goal-orientation and self-directedness. The abilities that are necessary to give the system the essential characteristics of an autonomous system differ from case to case.
| Ability                | SRCs             | Definition                                                                                       |
|-----------------------|------------------|-------------------------------------------------------------------------------------------------|
| Control of uncertainty| [36]             | Ability to solve problems for which no solution path is pre-programmed.                         |
| Learning ability      | [36]             | Ability to supplement one’s own knowledge base based on empirical data and observations. Moreover, it is the ability to optimize problem-solving behavior. |
| Cooperability         | [36]             | Ability to cooperate with other people or machines.                                              |
| Self-directedness     | [1, 36, 39]      | Ability to pursue given goals independently. This includes automatic planning.                  |
| Self-organization     | [12, 13, 35, 38, 44] | The ability of a self-managing system that offers adaptability by modifying its own structure. Note that for the term self-organizing there are different understandings, which may have arisen from the different fields of research. |
| Self-explanation      | [36]             | Ability to explain the decisions/actions taken in an understandable and rational way.           |
| Affiliation           | [12]             | Ability to locate itself in an overall system or environment.                                   |
| Goal-orientation      | [1, 12, 31]      | Ability of a system to select the action based on given objectives.                             |
| Robustness            | [1, 31]          | Ability to deal with environmental uncertainties i.e., the impossibility to foresee future actions or conditions. |
| Self-optimization     | [30, 45, 46]     | Ability of a system to improve itself regarding certain goals.                                  |
| Curiosity             | [12]             | Ability to explore new ways and gain new knowledge.                                             |
| Goal-generation       | [12, 38]         | The ability to formulate instrumental goals in order to reach final goals.                      |
| Decision-making       | [36, 47]         | Ability to select one option from a given set that achieves the given objective best.           |
| Capacity              |                  | Note that decision-making extends goal-orientation by aspects of artificial intelligence. For example, this ability includes specialization ability and generalization ability as described in [48]. |
| Resilience            | [12, 36]         | “Persistence […] to the hardships that the environment acts upon the agent” [12].            |
| Self-motivation       | [12, 49]         | “the system’s own internally-generated representations and goals, instead of relying on those provided by a teacher or designer outside the system according to some specific task to be learned”[49]. |
| Skepticism            | [12]             | Ability to check external factors influencing the system to prevent abuse.                     |
| Self-perception       | [13, 38]         | Ability to evaluate the own situation.                                                          |
| External perception   | [38]             | Ability to perceive the actors in the environment.                                              |
| Self-assessment       | [1]              | Ability to assess the degree of independence or the problem-solving capacity.                  |
| Reactivity            | [36]             | Ability to respond to environmental conditions.                                                 |
| Proactivity           | [36, 50]         | Ability to plan and execute actions without an external trigger. This may even include to predict the future development of its environment and to act accordingly. |

5 Application of the characteristics on industrial autonomous systems

To illustrate the characteristics and abilities of an industrial autonomous system based on industrial use cases, this paper gives a detailed description of three realized use cases applied in industry: (1) autonomous automated guided vehicles in a flexible manufacturing system, (2) autonomous power grids, and (3) autonomous roadside infrastructure.

In order to realize a use case for an industrial autonomous system, the Institute of Industrial Automation and Software Engineering at the University of Stuttgart in cooperation with industrial partners, KUKA, TRUMPF and Siemens has built a flexible manufacturing system in the ARENA2036, Active Research Environment for the Next Generation of Automotive, see Fig. 3. In [51] the authors give a detailed description of the flexible manufacturing system structure.

The flexible manufacturing system consists of four automated systems with decentralized control (welding machine, a mobile robot (KMR iiwa) as an autonomous au-
Automated guided vehicle, an intelligent warehouse, and a control cabinet as a head control system), which produce a model car from four metal sheet parts. The automated systems are not arranged in a fixed, conventional line system. Instead, the mobile robot connects them as a driverless transport vehicle. The intelligent warehouse is used as a warehouse for the pre-produced sheet metal parts, which are made available to the mobile robot. The sheet metal parts are grouped together in different workpiece carriers for better handling. The position of the intelligent warehouse is flexible due to its movable structure and the robot can detect its position by communication via WLAN and using detection sensors, integrated on the robot. Furthermore, the mobile robot can automatically recognize and access the necessary metal sheets for assembling various model car variants in the intelligent warehouse using an integrated camera.

The mobile robot is an example of an industrial autonomous system because it exhibits the four characteristics of autonomy. The property of the mobile robot to respond to the environmental conditions with classic control loops corresponds to the characteristic of systematic process execution. Due to integrated sensors on its system and developed data analysis algorithms on its control system, it has the ability to detect a new position of the intelligent warehouse. This demonstrates the characteristic adaptability to uncertain environmental conditions. According to the evaluation algorithms integrated on the robot to evaluate the gripping, the robot has the ability to evaluate its own situation. Based on the robot’s situation the resources like battery level are managed providing the self-organization ability. Managing that the right part gets to the welding machine in time uses the abilities: cooperativity, self-directedness and decision-making. Therefore, the robot has the characteristic of self-governance. Having an Intelligent Digital Twin as proposed in [52], the robot has a detailed view on itself, namely, it knows about its interfaces and the services it provides. Moreover, knowledge about its surrounding systems and the way to communicate with them is given by the co-simulation interface. Thus, the self-containedness characteristic is achieved.

The second use case considers distributed autonomous power electric micro-grids [53]. This kind of system aims to intelligently manage customer-owned, loosely coupled, distributed energy resources. In case of a blackout, the system gradually stabilizes and restarts the electricity net. Moreover, it automatically balances the electrical energy based on a bulletin board market place. This system is an industrial autonomous system, because the four criteria are met. The described system systematically monitors the demand and production of the electricity and balances it by the control strategy of the underlying electricity resources. Therefore, it displays the characteristic of systematic process execution. Moreover, the agent-based approach adapts pricing and balances the load without human intervention. This concept manages the environmental uncertainties about the needs and production of electricity and therefore meets the characteristic of adaptability. The energy resources are managed by the agent system itself managing dynamic switch-on-switch-off scenarios. The abilities of resilience and self-optimization are used to handle these scenarios and therefore implement the characteristic of self-governance. Finally, the scope of this application is delimited. The provided services are load balancing and pricing, the system is aware of its components and its interfaces reflecting self-perception. External perception is demonstrated by monitoring of the coupled grid. Therefore, the characteristic of self-containedness is met.

The third use case considers an autonomous roadside infrastructure. This infrastructure enables highly automated driving functions and supports the logistics. The scope of this infrastructure is to perform automatic sensor calibration [54], provide accurate traffic information and automatically detect and exclude misbehaving infrastructure elements [55].
In this case, the characteristic of systematic process execution refers to the process loop of acquiring the sensor data, processing them and providing them to the connected road users. The challenge of providing constantly high-quality information despite uncertain environmental conditions like fog, different light conditions, etc., is met through self-calibration algorithm based on subjective logic. This algorithm provides the learning ability and self-optimization, thus realizing the characteristic of adaptability. Moreover, the system may be considered self-governing as it automatically manages its resources by excluding misbehaving elements and fusing the information from different parts of the infrastructure. This behavior is based on the abilities of resilience and skepticism. Because the scope of this infrastructure is well delimited, the characteristic of self-containedness is met. The abilities of self-explanation and affiliation are provided by the communication protocol identifying the infrastructure, its parameters (e.g., quality information and trust level) and the relationship to the road user. Note that in contrast to the infrastructure, most vehicles are considered intelligent automated systems but not autonomous ones. This is due to the fact that the scope of the vehicles lack self-containedness.

6 Conclusion and outlook

The term industrial autonomous system has not clearly been defined within the literature so far. To address this confusion, a literature review was conducted in order to identify the common essential characteristics of industrial autonomous systems.

Starting with an investigation of the historical development of the term autonomy, different definitions were compared and finally a concluding concept of autonomy was derived for the application domain of industrial automation systems. Based on this definition, four essential characteristics of industrial autonomous systems were identified: systematic process execution, adaptability, self-governance and self-containedness. Subsequently, industrial autonomous systems were distinguished from classic industrial automation systems and intelligent industrial automation systems. Furthermore, the abilities which, according to the literature, can be possessed by industrial autonomous systems, were examined and set in relation to the four mentioned characteristics. In order to examine the relations between the characteristics and abilities by means of industrial examples, three use case scenarios of industrial autonomous systems were described in detail. It was shown how systems can be classified as industrial autonomous systems based on the derived four characteristics.

In this paper, the essential characteristics and their implementation by means of abilities were shown. The mentioned aspects are particularly focused on the engineering phase. Based on this, it remains to be investigated how the mentioned characteristics can be safeguarded within the operational phase. Another open research question is how an appropriate reconfiguration management of industrial autonomous systems during operation can be applied in order to enable the system to react to dynamic changes in requirements. Therefore, further research is required within the fields of safeguarding and self-management of industrial autonomous systems.
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