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Abstract

We present a direct proof of asymptotic consensus in the non-linear Hegselmann–Krause model 
with transmission-type delay, where the communication weights depend on the particle distance 
in phase space. Our approach is based on an explicit estimate of the shrinkage of the group diam-
eter on finite time intervals and avoids the usage of Lyapunov-type functionals or results from 
non-negative matrix theory. It works for both the original formulation of the model with commu-
nication weights scaled by the number of agents, and the modification with weights normalized 
a’la Motsch–Tadmor. We pose only minimal assumptions on the model parameters. In particular,
we only assume global positivity of the influence function, without imposing any conditions on 
its decay rate or monotonicity. Moreover, our result holds for any length of the delay.

1. Introduction

In this paper we study asymptotic behavior of the Hegselmann–Krause [7] model with 
transmission-type time delay. The Hegselmann–Krause model describes the evolution of \( N \in \mathbb{N} \) agents who adapt their opinions to the ones of other members of the group. Agent \( i \)'s opinion is represented by the quantity \( x_i = x_i(t) \in \mathbb{R}^d \), with \( d \in \mathbb{N} \) the space dimension, which is a 
function of time \( t \geq 0 \), and evolves according to

\[
\dot{x}_i(t) = \sum_{j=1}^{N} \psi_{ij}(t)(x_j(t) - x_i(t)), \quad i = 1, \ldots, N. 
\]

The communication weights \( \psi_{ij} = \psi_{ij}(t) \) measure the intensity of the influence between agents 
depending on the dissimilarity of their opinions. In the classical setting [7] the communication 
weights are given by

\[
\psi_{ij}(t) = \frac{1}{N} \psi(|x_j(t) - x_i(t)|), \quad (2)
\]

where the non-negative continuous influence function \( \psi : [0, \infty) \to [0, \infty) \), also called communication rate, measures how strongly each agent is influenced by others depending on their “opinion distance.” Without loss of generality we may impose the global bound \( \psi \leq 1 \) (this can be always achieved by an eventual rescaling of time).

For many applications in biological and socio-economical systems [13] or control problems 
(for instance, swarm robotics [5]), it is natural to include a time delay in the model reflecting 
the time needed for each agent to receive information from other agents. We therefore assume 
that agents’ communication takes place subject to a time delay \( \tau > 0 \), that is, agent \( i \) with 
opinion \( x_i(t) \) receives at time \( t > 0 \) the information about the opinion of agent \( j \) in the form
The opinions evolve then according to the following variant of (1):
\[
\dot{x}_i(t) = \sum_{j \neq i} \psi_{ij}(t)(x_j(t - \tau) - x_i(t)), \quad i = 1, \ldots, N, \tag{3}
\]
where in the right-hand side we exclude the unjustified “self-interaction” term \(x_i(t - \tau) - x_i(t)\), that is, the summation runs over all \(j \in \{1, 2, \ldots, N\} \setminus \{i\}\). The system (3) is subject to the initial datum
\[
x_i(s) = x^0_i(s), \quad i = 1, \ldots, N, \quad s \in [-\tau, 0], \tag{4}
\]
with prescribed trajectories \(x^0_i \in C([-\tau, 0]), \quad i = 1, \ldots, N\). Clearly, the presence of the delay shall be also reflected in the expression for the communication weights \(\psi_{ij}\). We thus introduce the following modification of (2):
\[
\psi_{ij}(t) := \frac{1}{N-1} \psi(|x_j(t - \tau) - x_i(t)|). \tag{5}
\]
As pointed out in [9] for the second-order version of (3), aka the Cucker–Smale system, the scaling by \(1/(N-1)\) in (5) has the drawback that the dynamics of an agent is modified by the total number of agents even if its dynamics is only significantly influenced by a few nearby agents. Therefore, [9] proposed to normalize the communication weights relative to the influence of all other agents, without involving explicit dependence on their number. In the context of the delay system (3), the normalized weights are given by
\[
\psi_{ij}(t) := \frac{\psi(|x_j(t - \tau) - x_i(t)|)}{\sum_{l \neq i} \psi(|x_l(t - \tau) - x_i(t)|)}. \tag{6}
\]
However, since we excluded unjustified the “self-interaction” term \(x_i(t - \tau) - x_i(t)\) from the right-hand side of (3), it seems appropriate to exclude the term \(\psi(|x_i(t - \tau) - x_i(t)|)\) from the normalization as well, leading to
\[
\psi_{ij}(t) := \frac{\psi(|x_j(t - \tau) - x_i(t)|)}{\sum_{l \neq i} \psi(|x_l(t - \tau) - x_i(t)|)}. \tag{7}
\]
However, our methods and results apply to any of the formulae (5)–(7). In fact, the crucial property of the communication weights \(\psi_{ij} = \psi_{ij}(t)\) that we impose for the rest of the paper is the following upper bound:
\[
\sum_{j \neq i} \psi_{ij}(t) \leq 1 \quad \text{for all } i = 1, \ldots, N \text{ and } t \geq 0. \tag{8}
\]
This fairly general assumption is obviously verified by the “classical” weights (5), recalling that, without loss of generality, \(\psi \leq 1\). Clearly, it also holds for the normalized weights (6) and, with equality, for (7).

The phenomenon of consensus finding in the context of (3) refers to the (asymptotic) emergence of one or more opinion clusters formed by agents with (almost) identical opinions [8]. Global consensus is the state where all agents have the same opinion, that is, \(x_i = x_j\) for all \(i, j \in \{1, \ldots, N\}\). Global asymptotic consensus for the system (3) is then defined as the property
\[
\lim_{t \to \infty} |x_i(t) - x_j(t)| = 0 \quad \text{for all } i, j \in \{1, \ldots, N\}. \tag{9}
\]
The goal of this paper is to provide a proof of asymptotic global consensus for the system (3) with an arbitrary delay length \(\tau > 0\) by explicitly estimating the shrinkage of the group diameter in time. The proof requires global positivity of the influence function,
\[
\psi(s) > 0 \quad \text{for all } s \geq 0, \tag{10}
\]
which, for instance, includes the generic choice \( \psi(s) = 1/(1 + s^2)^\beta \) with \( \beta \geq 0 \) typically considered in consensus and flocking models. Let us note that the global positivity property (10) is obviously necessary for global consensus to be reached in general. Indeed, if \( \psi \) was allowed to vanish even pointwise, that is, \( \psi(s) = 0 \) for some \( s > 0 \), then one would have steady states formed by two clusters of particles at distance \( s \) apart. Let us note that we do not require any monotonicity properties of \( \psi \).

For the proof we take a direct approach, avoiding the usage of any Lyapunov-type functionals or results from non-negative matrix theory. We first consider the spatially one-dimensional setting and derive a uniform bound on the group diameter in terms of the initial datum. Then, we obtain an explicit estimate on the diameter shrinkage on finite time intervals. By an iterative argument we then conclude asymptotic convergence of the group diameter to zero, that is, consensus finding. Finally, we extend the result to the multi-dimensional setting by observing that the method applies for arbitrary one-dimensional projections of the system. The disadvantage of our method is that it does not provide convergence rates. However, as the diameter shrinkage estimate is uniform with respect to the number of agents, we are able to provide an extension of the consensus result to the mean-field limit of the discrete system (3).

Indeed, letting \( N \to \infty \) in (3) leads to the conservation law

\[
\partial_t f + \nabla_x \cdot (F[f]f) = 0,
\]

for the time-dependent probability measure \( f = f(t,x) \) which describes the probability of finding an agent at time \( t \geq 0 \) located at \( x \in \mathbb{R}^d \); we refer to [2] for details. For the “classical” communication weights (5), the operator \( F = F[f] \) is defined as

\[
F[f](t,x) := \int_{\mathbb{R}^d} \psi(|x-y|)(y-x)f(t-\tau,y)dy,
\]

while for the normalized weights (6) or (7) we have

\[
F[f](t,x) := \frac{\int_{\mathbb{R}^d} \psi(|x-y|)(y-x)f(t-\tau,y)dy}{\int_{\mathbb{R}^d} \psi(|x-y|)f(t-\tau,y)dy}.
\]

The system is equipped with the initial datum \( f(t) = f^0(t), \ t \in [-\tau,0], \) with \( f^0 \in C([-\tau,0],\mathbb{P}(\mathbb{R}^d)) \), where \( \mathbb{P}(\mathbb{R}^d) \) denotes the set of probability measures on \( \mathbb{R}^d \). We shall assume that the initial datum is uniformly compactly supported, that is,

\[
\sup_{s \in [-\tau,0]} d_x[f^0(s)] < \infty,
\]

where the diameter \( d_x[h] \) for a probability measure \( h \in \mathbb{P}(\mathbb{R}^d) \) is defined as

\[
d_x[h] := \sup\{|x-y|, \ x, y \in \text{supp } h\}.
\]

Convergence to global consensus as \( t \to \infty \) for the system (3), both with (5) or (7), has been proved in [4] under a set of conditions requiring smallness of the maximal time delay in relation to the fluctuation of the initial datum. In contrast to this work, our paper offers a global consensus result under significantly weaker assumptions — namely, for any time delay length, without restrictions on the decay of the influence function (only assuming global positivity) and without smallness of the fluctuation of the initial datum. In [6] a simple proof of global consensus was given for the system (3), however, exclusively with the normalized communication weights (7). This is because the method of proof is based on a geometric argument, exploiting the convexity property of the weights (7), namely, that \( \sum_{j \neq i} \psi_{ij} = 1 \) for all \( i = 1, \ldots, N \). Consequently, it does not apply to the “classical” case (5).

Models of consensus finding and flocking with delay have been extensively studied in the engineering community, see, for example, [1, 10, 11], typically based on tools from matrix theory, algebraic graph theory, and control theory. For linear problems, where the
communication weights $\psi_{ij}$ are fixed, stability criteria based on the frequency approach and on Lyapunov–Krasovskii techniques were derived in [12]. We note that although our approach focuses on the non-linear setting with $\psi_{ij}$ non-linearly depending on the agent configuration in phase space, it, of course, could be easily modified to apply to the linear setting as a special case. A simple proof of delay-independent consensus and flocking in non-linear networks with multiple time-varying delays under similarly mild assumptions as ours was provided in [14].

This approach is based on fundamental concepts from the non-negative matrix theory and a Lyapunov–Krasovskii functional. In contrast, our method estimates directly the shrinkage of the group diameter, avoiding the use of Lyapunov-type functionals and non-negative matrix theory.

The paper is organized as follows. In Section 2 we formulate our asymptotic consensus results for the discrete model (3) and its mean-field limit (11). In Section 3 we provide the proof for the discrete model, and in Section 4 for the mean-field limit.

2. Main results

Our main result regarding the global consensus behavior of the discrete Hegselmann–Krause model with delay (3)–(4) is as follows.

**Theorem 1.** Let the influence function $\psi \leq 1$ be continuous and strictly positive on $[0, \infty)$, and let the weights $\psi_{ij}$ verify (8). Then all solutions of (3)–(4) reach global asymptotic consensus as defined by (9).

An extension of the above consensus result for the mean-field limit (11) is given by the following theorem, which is a direct consequence of a stability estimate in terms of the Monge–Kantorovich–Rubinstein distance, combined with the fact that the consensus estimates derived in Section 3 are uniform with respect to the number of agents $N \in \mathbb{N}$.

**Theorem 2.** Let the influence function $\psi \leq 1$ be continuous and strictly positive on $[0, \infty)$. Then all solutions $f = f(t)$ of (11) with $F = F[f]$ given either by (12) or (13), subject to the compactly supported initial datum (14), reach global asymptotic consensus in the sense

$$\lim_{t \to \infty} d_x[f(t)] = 0,$$

with the diameter $d_x[\cdot]$ defined in (15).

3. Proof of Theorem 1

The proof of Theorem 1 is based on the following three lemmata. We first restrict to the spatially one-dimensional setting $d = 1$, that is, $x_i(t) \in \mathbb{R}$. Having established the result for the one-dimensional setting, it is easily generalized to the multi-dimensional situation by considering arbitrary one-dimensional projections, as explained at the end of this section.

We start by proving the following result, showing that the agent group remains uniformly bounded for all times, the bound being given by the initial datum.

**Lemma 1.** Let $d = 1$ and denote

$$m := \min_{i=1, \ldots, N} \min_{t \in [-r, 0]} x_i(t), \quad M := \max_{i=1, \ldots, N} \max_{t \in [-r, 0]} x_i(t).$$

Then, along the solutions of (3),

$$m \leq x_i(t) \leq M$$

for all $i \in \{1, \ldots, N\}$ and all $t \geq 0$. 
Proof. Let us fix any \( i \in \{1, \ldots, N\} \). Using (3) and (16), we have for \( t \in (0, \tau) \),
\[
\dot{x}_i(t) = \sum_{j=1}^{N} \psi_{ij}(t)(x_j(t) - x_i(t)) \leq \sum_{j=1}^{N} \psi_{ij}(t)(M - x_i(t)).
\]

Therefore, choosing any \( \varepsilon > 0 \), we obviously have
\[
\dot{x}_i(t) \leq \sum_{j=1}^{N} \psi_{ij}(t)((1 + \varepsilon)M - x_i(t)) \tag{18}
\]
for \( t \in (0, \tau] \). Since \( x_i(0) \leq M \), there exists \( T \in (0, \tau] \) such that \( x_i(t) < (1 + \varepsilon)M \) for all \( t \in [0, T) \). Assume, for contradiction, that \( T < \tau \). Then by continuity \( x_i(T) = (1 + \varepsilon)M \). But, using (8) in (18) gives
\[
\dot{x}_i(t) \leq (1 + \varepsilon)M - x_i(t)
\]
for \( t \in [0, T) \), and integration gives
\[
x_i(T) \leq x_i(0)e^{-T} + (1 - e^{-T})(1 + \varepsilon)M \leq Me^{-T} + (1 - e^{-T})(1 + \varepsilon)M < (1 + \varepsilon)M,
\]
a contradiction. Taking the limit \( \varepsilon \to 0 \) we conclude that \( x_i(t) \leq M \) on the interval \([0, \tau] \). The lower bound \( x_i(t) \geq m \) on \([0, \tau] \) is obtained analogously. Applying this argument inductively on consecutive time intervals of length \( \tau \), the claim follows. \( \square \)

Having established the uniform bound (17), and observing that the system (3) is translation invariant, we may without loss of generality adopt the assumption
\[
0 < m \leq M
\]
in the sequel. Lemma 1 provides also a uniform bound on the particle speeds \(|\dot{x}_i|\). Indeed, with \( x_i(t) \geq m > 0 \) and (8) we have
\[
\dot{x}_i(t) = \sum_{j \neq i} \psi_{ij}(t)(x_j(t) - x_i(t)) \leq \sum_{j \neq i} \psi_{ij}(t)x_j(t) - \sum_{j \neq i} \psi_{ij}(t)m \leq M,
\]
and
\[
\dot{x}_i(t) = \sum_{j \neq i} \psi_{ij}(t)(x_j(t) - x_i(t)) \geq -\sum_{j \neq i} \psi_{ij}(t)x_i(t) \geq -\sum_{j \neq i} \psi_{ij}(t)m \geq -M,
\]
so that
\[
|\dot{x}_i| \leq M \quad \text{for all } t \geq 0 \text{ and } i \in \{1, \ldots, N\}. \tag{20}
\]
Moreover, Lemma 1 implies that, for all \( t \geq 0 \) and any \( i, j \in \{1, \ldots, N\} \),
\[
|x_j(t) - x_i(t)| \leq |x_j(t - \tau)| + |x_i(t)| \leq 2M.
\]
Consequently,
\[
\psi(|x_j(t - \tau) - x_i(t)|) \geq \min_{s \in [0, 2M]} \psi(s).
\]
Let us denote
\[
\psi := \frac{1}{N - 1} \min_{s \in [0, 2M]} \psi(s), \tag{21}
\]
and note that \( \psi > 0 \) due to the assumption (10) of global positivity of \( \psi \). Then for both (5) and (7) we obviously have (for (7) recall that \( \psi \leq 1 \)),

\[
\psi_{ij}(t) \geq \psi \text{ for all } t \geq 0 \text{ and } i, j \in \{1, \ldots, N\}. \tag{22}
\]

In the sequel we shall use the following simple auxiliary lemma.

**Lemma 2.** Let \( t_0 < t_1 \) and \( y \in C^1([t_0, t_1]) \) satisfy, for some \( \kappa \in \mathbb{R} \) and \( \lambda > 0 \),

\[
\dot{y}(t) \leq \lambda (\kappa - y(t)) \text{ for all } t \in (t_0, t_1) \text{ such that } y(t) > \kappa. \tag{23}
\]

Then for all \( t \in [t_0, t_1] \),

\[
y(t) \leq \max(\kappa, y(t_0))e^{-\lambda(t-t_0)} + \left(1 - e^{-\lambda(t-t_0)}\right)\kappa. \tag{24}
\]

We distinguish the following two cases.

**Proof.**

1. If \( y(t_0) \leq \kappa \), then by continuity we have \( y(t) \leq \kappa \) for \( t \in [t_0, T] \) for some \( T \geq t_0 \). Let us choose \( T \) to be maximal with this property. If \( T < t_1 \), then \( y(T) = \kappa \) and there exists \( \varepsilon > 0 \) such that \( y(t) > \kappa \) for \( t \in (T, T + \varepsilon) \). An integration of (23) on the interval \((T, t)\) gives

\[
y(t) \leq y(T)e^{-\lambda(T-t)} + \left(1 - e^{-\lambda(T-t)}\right)\kappa = \kappa
\]

for \( t \in (T, T + \varepsilon) \), which is a contradiction to the choice of \( T \). We conclude by noting that for \( y(t_0) \leq \kappa \) the claim (24) reduces to \( y(t) \leq \kappa \).

2. If \( y(t_0) > \kappa \), then, by continuity, there exists \( T > t_0 \) such that \( y(t) > \kappa \) for \( t \in [t_0, T] \). Let us again choose \( T \) to be maximal with this property. Then, by (23) we have \( y(t) \leq \lambda (\kappa - y(t)) \) for \( t \in (t_0, T) \) and by integration we recover (24) for \( t \in [t_0, T] \). If \( T < t_1 \), then \( y(T) = \kappa \) and an application of the previous case gives \( y(t) \leq \kappa \) for \( t \in [T, t_1] \), so that (24) holds on the whole interval \([t_0, t_1]\). \( \square \)

The following result is fundamental for our method of proof. It shows that the spatial diameter of the agent group shrinks on time intervals of length \( 6\tau \) by the explicit multiplicative factor \( 1 - \Gamma \), with

\[
\Gamma := (1 - e^{-\overline{\tau}})^2(1 - e^{-\overline{\sigma}})e^{-6\tau\overline{\psi}}, \tag{25}
\]

where \( \overline{\psi} \) is given by (21) and

\[
\overline{\sigma} := \min\left\{\tau, \frac{M - m}{2M}\right\}. \tag{26}
\]

**Lemma 3.** Let \( m \) and \( M \) be given by (16) and assume (19). Then, along the solutions of (3), we have for all \( i \in \{1, \ldots, N\} \) and \( t \in [5\tau, 6\tau] \),

\[
m + \frac{\Gamma}{2}(M - m) \leq x_i(t) \leq M - \frac{\Gamma}{2}(M - m), \tag{27}
\]

with \( \Gamma \) defined by (25).

**Proof.** The proof shall be carried out in two steps.

**Step 1.** Due to (16), there exists an index \( L \in \{1, \ldots, N\} \) such that \( x_L(s) = m \) for some \( s \in [-\tau, 0] \). The speed limit \( |\dot{x}_i| \leq M \) given by (20) then implies that there exists a closed
interval $[\alpha_L, \omega_L] \subset [-\tau, 0]$ of length $\sigma$ given by (26), such that
\[
m \leq x_L(t) \leq \frac{m + M}{2}
\]
for all $t \in [\alpha_L, \omega_L]$.

Then we have for any $i \in \{1, \ldots, N\} \setminus \{L\}$ and $t \in [\alpha_L + \tau, \omega_L + \tau]$,
\[
\dot{x}_i(t) = \sum_{j \neq i, j \neq L} \psi_{ij}(t)(x_j(t - \tau) - x_i(t)) + \psi_{iL}(t)(x_L(t - \tau) - x_i(t))
\]
\[
\leq \sum_{j \neq i, j \neq L} \psi_{ij}(t)(M - x_i(t)) + \psi_{iL}(t)\left(\frac{m + M}{2} - x_i(t)\right)
\]
\[
\leq (1 - \psi_{iL}(t))(M - x_i(t)) + \psi_{iL}(t)\left(\frac{m + M}{2} - x_i(t)\right),
\]
where we used (8) in the last inequality. With $\psi_{iL}(t) \geq \bar{\psi}$ due to (22), we have
\[
(1 - \psi_{iL}(t))M + \psi_{iL}(t)\frac{m + M}{2} = M - \psi_{iL}(t)\frac{M - m}{2} \leq M - \bar{\psi}\frac{M - m}{2}.
\]

Consequently,
\[
\dot{x}_i(t) \leq \left[\frac{M - \bar{\psi}\frac{M - m}{2}}{2}\right] - x_i(t),
\]
for $t \in [\alpha_L + \tau, \omega_L + \tau]$. Integration on the time interval $[\alpha_L + \tau, \omega_L + \tau]$, recalling that $\sigma = \omega_L - \alpha_L$, gives
\[
x_i(\omega_L + \tau) \leq e^{-\sigma}x_i(\alpha_L + \tau) + (1 - e^{-\sigma})\left[M - \bar{\psi}\frac{M - m}{2}\right]
\]
\[
\leq e^{-\sigma}M + (1 - e^{-\sigma})\left[M - \bar{\psi}\frac{M - m}{2}\right]
\]
\[
= M - \bar{\psi}(1 - e^{-\sigma})\frac{M - m}{2}.
\]

Inspecting the second line of the above formula, we note that the right-hand side is a convex combination of $M$ and $[M - \bar{\psi}\frac{M - m}{2}]$. Therefore, introducing the notation
\[
\gamma_- := \frac{1}{2}\bar{\psi}(1 - e^{-\sigma})\left(1 - \frac{m}{M}\right),
\]
we conveniently put the above estimate into the form
\[
x_i(\omega_L + \tau) \leq (1 - \gamma_-)M.
\]

Now, for $t \in [\omega_L + \tau, 6\tau]$ we have $x_j(t - \tau) \leq M$ by Lemma 1, and thus
\[
\dot{x}_i(t) = \sum_{j \neq i} \psi_{ij}(t)(x_j(t - \tau) - x_i(t))
\]
\[
\leq \sum_{j \neq i} \psi_{ij}(t)(M - x_i(t))
\]
\[
\leq M - x_i(t),
\]
where in the last estimate we used \( x_i(t) \leq M \) and (8). Then, integration of the inequality 
\[
\dot{x}_i(t) \leq M - x_i(t)
\]
on the time interval \([\omega_L + \tau, \tau]\), with \( t \in [\omega_L + \tau, 6\tau] \), gives
\[
x_i(t) \leq e^{-(t - \omega_L - \tau)}x_i(\omega_L + \tau) + \left(1 - e^{-(t - \omega_L - \tau)}\right)M,
\]
and (29) gives
\[
x_i(t) \leq e^{-(t - \omega_L - \tau)}(1 - \gamma_{-})M + \left(1 - e^{-(t - \omega_L - \tau)}\right)M
\]
\[
= \left(1 - e^{-(t - \omega_L - \tau)}\right)\gamma_{-}M.
\]
Since by definition \( \omega_L \geq -\tau \), we have \( t - \omega_L - \tau \leq t \leq 6\tau \), so that finally
\[
x_i(t) \leq \left(1 - e^{-6\tau}\gamma_{-}\right)M, \tag{30}
\]
for all \( t \in [\omega_L + \tau, 6\tau] \) and \( i \in \{1, \ldots, N\} \setminus \{L\} \).

Also, again due to (16), there exists an index \( R \in \{1, \ldots, N\} \) such that \( x_R(s) = M \) for some \( s \in [-\tau, 0] \). Consequently, due to the speed limit (20),
\[
m + M \frac{1}{2} \leq x_R(t) \leq M \quad \text{for} \quad t \in [\alpha_R, \omega_R],
\]
with an interval \([\alpha_R, \omega_R] \subset [-\tau, 0]\) of length \( \sigma \) given by (26). Following an analogous procedure as above, we derive the lower bound
\[
x_i(t) \geq \left(1 + e^{-6\tau}\gamma_{+}\right)m, \tag{31}
\]
for all \( t \in [\omega_R + \tau, 6\tau] \) and \( i \in \{1, \ldots, N\} \setminus \{R\} \), with
\[
\gamma_{+} := \frac{1}{2}e^{-6\tau}\left(1 - e^{-\sigma}\right)\left(\frac{M}{m} - 1\right). \tag{32}
\]

**Step 2.** In the second step we derive estimates for \( x_L \) and \( x_R \), which have to be treated separately. We note that we do not exclude the possibility that \( L = R \), that is, it may happen that \( x_L \) and \( x_R \) represent the same agent. With (30), we have for \( t \in [2\tau, 6\tau] \),
\[
\dot{x}_L(t) = \sum_{j \neq L} \psi_{L_j}(t)(x_j(t - \tau) - x_L(t))
\]
\[
\leq \sum_{j \neq L} \psi_{L_j}(t)((1 - e^{-6\tau}\gamma_{-})M - x_L(t)).
\]
Therefore, due to (22), \( x_L = x_L(t) \) on \([2\tau, 6\tau]\) satisfies
\[
\dot{x}_L(t) \leq \psi\left((1 - e^{-6\tau}\gamma_{-})M - x_L(t)\right) \quad \text{if} \quad x_L(t) > (1 - e^{-6\tau}\gamma_{-})M.
\]
Applying Lemma 2 for \( t \in [2\tau, 6\tau] \), with \( \lambda := \psi \) and \( \kappa := (1 - e^{-6\tau}\gamma_{-})M \), we obtain
\[
x_L(t) \leq e^{-\psi(t - 2\tau)}\max\left\{x_L(2\tau), (1 - e^{-6\tau}\gamma_{-})M\right\} + (1 - e^{-6\tau}\gamma_{-})M \left(1 - e^{-\psi(t - 2\tau)}\right)
\]
\[
\leq \left[1 - \left(1 - e^{-\psi(t - 2\tau)}\right)e^{-6\tau}\gamma_{-}\right]M.
\]
For the second inequality we used \( x_L(2\tau) \leq M \), which gives \( \max\left\{x_L(2\tau), (1 - e^{-6\tau}\gamma_{-})M\right\} \leq M \). Restricting to \( t \in [3\tau, 6\tau] \), so that \( t - 2\tau \geq \tau \), we have
\[
x_L(t) \leq \left[1 - (1 - e^{-\psi(t - 2\tau)})e^{-6\tau}\gamma_{-}\right]M. \tag{33}
\]
Similarly, using (31), we derive the lower bound for \( x_R \),
\[
x_R(t) \geq [1 + (1 - e^{-2\tau}) e^{-6\tau} \gamma_+] m,
\]
for \( t \in [3\tau, 6\tau] \).

To derive a lower bound for \( x_L \), we again write
\[
\dot{x}_L(t) = \sum_{j \neq L} \psi_{L_j}(t)(x_j(t - \tau) - x_L(t)),
\]
this time for \( t \in [4\tau, 6\tau] \). To estimate the terms \( x_j(t - \tau) \) on right-hand side, we use (31) for \( j \in \{1, \ldots, N\} \setminus \{R\} \), while for \( j = R \) we use (34); in the case \( L = R \) we only need (31). Since the right-hand side of (34) is smaller than the right-hand side of (31), we conveniently estimate
\[
\dot{x}_L(t) \geq \sum_{j \neq L} \psi_{L_j}(t)((1 + (1 - e^{-2\tau}) e^{-6\tau} \gamma_+) m - x_L(t)),
\]
and with (22),
\[
\dot{x}_L(t) \geq \psi((1 + (1 - e^{-2\tau}) e^{-6\tau} \gamma_+) m - x_L(t)) \quad \text{if} \quad x_L(t) < [1 + (1 - e^{-2\tau}) e^{-6\tau} \gamma_+] m,
\]
for \( t \in [4\tau, 6\tau] \). An application of an obvious modification of Lemma 2 on this time interval, with \( \lambda := \psi \) and \( \kappa := [1 + (1 - e^{-2\tau}) e^{-6\tau} \gamma_+] m \), gives
\[
x_{\lambda}(t) \geq e^{-\psi(t-4\tau)} \min\{x_{\lambda}(4\tau), [1 + (1 - e^{-2\tau}) e^{-6\tau} \gamma_+] m\}
\]
\[
+ [1 + (1 - e^{-2\tau}) e^{-6\tau} \gamma_+] m (1 - e^{-\psi(t-4\tau)}).
\]

With the estimate \( x_{\lambda}(4\tau) \geq m \) we have
\[
\min\{x_{\lambda}(4\tau), [1 + (1 - e^{-2\tau}) e^{-6\tau} \gamma_+] m\} \geq m,
\]
so that
\[
x_{\lambda}(t) \geq [1 + (1 - e^{-2\tau}) (1 - e^{-\psi(t-4\tau)}) e^{-6\tau} \gamma_+] m,
\]
and restricting to \( t \in [5\tau, 6\tau] \), so that \( t - 4\tau \geq \tau \),
\[
x_{\lambda}(t) \geq [1 + (1 - e^{-2\tau})^2 e^{-6\tau} \gamma_+] m.
\]
(35)

Analogously, we derive
\[
x_R(t) \leq [1 - (1 - e^{-2\tau})^2 e^{-6\tau} \gamma_-] M,
\]
(36)
for \( t \in [5\tau, 6\tau] \).

We can finally summarize the estimates (30) and (31) of Step 1 and (33)–(36) of Step 2 as
\[
[1 + (1 - e^{-2\tau})^2 e^{-6\tau} \gamma_+] m \leq x_i(t) \leq [1 - (1 - e^{-2\tau})^2 e^{-6\tau} \gamma_-] M,
\]
for \( t \in [5\tau, 6\tau] \) and all \( i \in \{1, \ldots, N\} \). Recalling the formulae (28) and (32) for \( \gamma_- \), \( \gamma_+ \), we obtain the claim (27). \( \square \)

We are now in position to provide a proof of Theorem 1. Let us first consider the onedimensional setting \( d = 1 \). We apply Lemma 3 iteratively on time intervals of total lengths \( 7\tau \).

Let us for \( k \in \mathbb{N} \) denote \( I_k := [(6k - 1)\tau, 6k\tau] \) and
\[
m_k := \min_{i=1,\ldots,N} \min_{t \in I_k} x_i(t), \quad M_k := \max_{i=1,\ldots,N} \max_{t \in I_k} x_i(t).
\]
Clearly, \( m_0 = m \) and \( M_0 = M \), with \( m \) and \( M \) given by (16). Moreover, let us introduce the notation \( D_k := M_k - m_k \) and
\[
\Gamma_k := (1 - e^{-\bar{\sigma} t})^2 (1 - e^{-\sigma_k t}) e^{-6t \psi},
\]
with \( \sigma_k := \min\{\tau, \frac{M_k - m_k}{2M_k}\} \). Note that \( \Gamma_k \in (0, 1) \) as long as \( M_k > m_k \).

An application of Lemma 3 gives
\[
m_0 + \frac{\Gamma_0}{2} (M_0 - m_0) \leq x_i(t) \leq M_0 - \frac{\Gamma_0}{2} (M_0 - m_0) \quad \text{for } t \in \mathcal{I}_4.
\]
We thus have
\[
D_1 = M_1 - m_1 \leq (1 - \Gamma_0)(M_0 - m_0) = (1 - \Gamma_0)D_0.
\]
Iterating Lemma 3 gives
\[
D_{k+1} \leq (1 - \Gamma_k)D_k \quad \text{for all } k \in \mathbb{N}.
\]
Due to Lemma 1 we have \( M_k \leq M \) for all \( k \in \mathbb{N} \), so that denoting \( \bar{\sigma}(D) := \min\{\tau, \frac{D}{2M}\} \), we have \( \sigma_k \geq \bar{\sigma}(D_k) \) for all \( k \in \mathbb{N} \). Then, with
\[
\tilde{\Gamma}(D) := (1 - e^{-2\bar{\sigma} t})^2 (1 - e^{-\bar{\sigma}(D) t}) e^{-6t \psi},
\]
we have \( \Gamma_k \geq \tilde{\Gamma}(D_k) \) for all \( k \in \mathbb{N} \) and
\[
D_{k+1} \leq \left( 1 - \tilde{\Gamma}(D_k) \right) D_k.
\]
Clearly, the sequence \( \{D_k\}_{k \in \mathbb{N}} \) is a non-negative decreasing sequence, and denoting its limit \( D \), the limit passage \( k \to \infty \) in the above inequality gives \( \tilde{\Gamma}(D) \leq 0 \), which immediately implies \( D = 0 \). To conclude the proof of Theorem 1 in the one-dimensional setting, we apply the uniform bound of Lemma 1, that is, if the agent group is contained in the spatial interval \([m_k, M_k]\) for \( t \in \mathcal{I}_k \), then it remains contained in the same interval for all future times.

Finally, generalization of the proof to the spatially multi-dimensional setting is facilitated by the observation that the claims of both Lemma 1 and Lemma 3 can be trivially adapted to projections of the trajectories \( x_i = x_i(t) \) to arbitrary one-dimensional subspaces of \( \mathbb{R}^d \). Indeed, for an arbitrary fixed vector \( \xi \in \mathbb{R}^d \), we replace (3) with the projected system
\[
\frac{d}{dt} (x_i(t) \cdot \xi) = \sum_{j \neq i} \psi_{ij}(t) (x_j(t - \tau) - x_i(t)) \cdot \xi, \quad i = 1, \ldots, N,
\]
and by a simple adaptation of the above proofs we obtain
\[
\lim_{t \to \infty} (x_i(t) - x_j(t)) \cdot \xi = 0,
\]
for all \( i, j \in \{1, \ldots, N\} \). We conclude by choosing the vectors \( \xi \) as basis vectors of \( \mathbb{R}^d \).

4. Proof of Theorem 2

Our result for the mean-field limit system (11) with the operator \( F = F[f] \) given either by (12) or (13) is based on a straightforward modification of the well-posedness theory in measures developed in [3, Section 3], in particular, the existence, uniqueness and continuous dependence on the initial datum for measure-valued solutions of (11). The proof uses the framework developed in [2] and is based on local Lipschitz continuity of the operators (12) and (13). Let us provide here the stability result in Wasserstein distance [3, Theorem 3.6], which is essential for our proof of asymptotic consensus.
THEOREM 3. Let $f_1, f_2 \in C([0, T]; \mathbb{P}(\mathbb{R}^d))$ be two measure-valued solutions of either (11), (12) or (11), (13) on the time interval $[0, T]$, subject to the compactly supported initial data $f_1^0, f_2^0 \in C([−τ, 0]; \mathbb{P}(\mathbb{R}^d))$. Then there exists a constant $L = L(T)$ such that

$$W_1(f_1(t), f_2(t)) \leq L \max_{s \in [−τ, 0]} W_1(f_1^0(s), f_2^0(s)) \quad \text{for} \quad t \in [0, T],$$

where $W_1(f_1(t), f_2(t))$ denotes the 1-Wasserstein (or Monge–Kantorovich–Rubinstein) distance [15] of the probability measures $f_1(t), f_2(t)$.

We are now in position to provide a proof of Theorem 2.

Proof. Fixing an initial datum $f_0^0 \in C([−τ, 0], \mathbb{P}(\mathbb{R}^d))$, uniformly compactly supported in the sense of (14), we construct $\{f_N^0\}_{N \in \mathbb{N}}$ a family of $N$-particle approximations of $f_0^0$, that is,

$$f_N^0(s, x) := \frac{1}{N} \sum_{i=1}^{N} \delta(x - x_i^0(s)) \quad \text{for} \quad s \in [−τ, 0],$$

where the $x_i^0 \in C([−τ, 0]; \mathbb{R}^d)$ are chosen such that

$$\max_{s \in [−τ, 0]} W_1(f_N^0(s), f_0^0(s)) \to 0 \quad \text{as} \quad N \to \infty.$$

Denoting then $x_i^N = x_i^N(t)$ the solution of the discrete Hegselmann–Krause system (3) subject to the initial datum $x_i^0 = x_i^0(s)$, $i = 1, \ldots, N$, it is easy to check that the empirical measure

$$f^N(t, x) := \frac{1}{N} \sum_{i=1}^{N} \delta(x - x_i^N(t))$$

is a measure valued solution of (3), see [2]. The proof of Theorem 1 gives asymptotic convergence to global consensus, that is, $d_x[f^N(t)] \to 0$ as $t \to \infty$, with the diameter $d_x[\cdot]$ defined in (15). Going back to the proof of Theorem 1, note that the shrinkage estimate (37)–(38) does not depend on the number of particles $N \in \mathbb{N}$. Consequently, the convergence speed of $d_x[f^N(t)] \to 0$ depends on the initial datum $f_0^N$ only through the size of its support, which is uniformly bounded due to (14).

For any fixed $T > 0$, Theorem 3 provides the stability estimate

$$W_1(f(t), f^N(t)) \leq L \max_{s \in [−τ, 0]} W_1(f_0^0(s), f_N^0(s)) \quad \text{for} \quad t \in [0, T],$$

where $f \in C([0, T]; \mathbb{P}(\mathbb{R}^d))$ is a tight limit of $f^N$ as $N \to \infty$ and the constant $L > 0$ is independent of $N$. Thus, fixing $T > 0$ and letting $N \to \infty$ implies $d_x[f(t)] = \lim_{N \to \infty} d_x[f^N(t)]$ for $t \in [0, T)$, and, consequently,

$$\lim_{t \to \infty} d_x[f(t)] = 0.$$
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