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Abstract—In this letter, we design passive beamforming in an intelligent reflecting surface (IRS) assisted multiple-user wireless network. Two different scenarios are considered, namely, multicasting and multi-user downlink transmission. We optimize the passive beamforming vector of the IRS to maximize the smallest signal-to-noise ratio of the users in both scenarios. Based on the alternating direction method of multipliers algorithm, a low complexity method is designed to iteratively solve the established problem. In each iteration of the proposed method, the solution is in closed form, and thus the computational complexity is low. Numerical results are presented to show the efficiency of the proposed method.

Index Terms—Intelligent reflecting surface, passive beamforming, signal-to-noise ratio balancing.

I. INTRODUCTION

Recently, intelligent reflecting surface (IRS), improving the wireless environment by reflecting incident electromagnetic waves in a controllable manner, has gained considerable research attention [1], [2]. Intuitively, if the reflecting coefficients (RCs) of the IRS, namely, passive beamforming, are properly designed, then the signal reflected by the IRS can be coherently superimposed on the signal from other propagation paths at the intended receiver, which significantly enhances the signal strength.

To make full use of the IRS, some recent efforts have been devoted to design and optimization for IRS-aided wireless communications [3]–[7]. In [3], transmissions from a multiple-antenna transmitter to multiple receivers were considered. The authors minimized the transmit power by optimizing the transmit beamforming at the transmitter and the passive beamforming at the IRS. Theoretically, [3] showed that with the help of an IRS, the transmit power can be reduced by a factor of $\frac{1}{N}$, where $N$ is the number of the reflecting elements. In [4], energy efficiency maximization problem in an IRS-aided wireless system was studied, and the authors alternatingly optimized the power allocation at the transmitter and the passive beamforming at the IRS. The numeric results in [4] reveal that with the aided of an IRS, the system achieves higher energy efficiency compared to the case where the IRS is replaced by an amplify-and-forward relay. In [5], passive beamforming is designed in wireless powered communication networks, wherein the IRS not only improves the quality of the information-carrying signal but also helps the receivers harvesting wireless energy. In [6], an IRS-aided cognitive radio communication system was studied, and it was shown that using passive beamforming, the communication performance of a secondary user can be significantly improved. In [7], the IRS is used to improve the security of wireless systems.

Though IRS has been applied to many different scenarios (as introduced above), the method to obtain a good passive beamforming vector has not been well studied. In general, optimizing the passive beamforming involves solving an non-convex problem, which is usually hard to handle. Existing works usually tackle the non-convexity by using the technique of semidefine relaxation (SDR) and transforming the optimization problem into a convex semidefine programming (SDP), see e.g., [3], [5]. However, in general, the computational complexity of the SDR-based method is very high. Specifically, using the SDR-based method, $O(N^2)$ variables need to be optimized, and thus does not apply to the case with massive reflecting elements. Besides, the SDR-based method may not generate rank-one solution, meaning that techniques, such like Gaussian randomization, is required to recover a feasible solution, which further increases the computational burden. There are indeed some low complexity designs [4], [6], which are, however, restricted to some special scenarios, for example, when direct links are absent [4] and when only one secondary user are considered [6].

Motivated by the observations above, in this letter, we aim at designing low complexity method to obtain good passive beamforming vector for IRS-aided multiple-user wireless networks. Two different communication scenarios, namely, multicasting and multi-user downlink transmission, are considered. For both cases, we maximize the smallest signal-to-noise ratio (SNR) of the users, and low complexity methods are designed based on the alternating direction method of multipliers (ADMM) algorithm [8]. In the following, we first introduce the system model, and then discuss the proposed methods.

II. SYSTEM MODEL

We consider that a base station (BS), equipped with $M$ antennas, transmits to $K$ single-antenna users under the help of an IRS that consists of $N$ reflecting elements. Denote by $f_k \in \mathbb{C}^{M \times 1}$, $h_k \in \mathbb{C}^{N \times 1}$, $G \in \mathbb{C}^{N \times M}$ the channels from the BS to the $k$-th user, from the IRS to the $k$-th user, and from the BS to the IRS, respectively. The channel are assumed to be static and are known to the BS.

We consider two communication scenarios, i.e., multicasting and multi-user downlink transmission. In the case of multicasting, the BS transmits a common message to all users. Denote by $b$ the beamforming vector of the BS. The signal-to-noise ratio (SNR) of the $k$-th user is

$$
\text{SNR}_{k}^{\text{SNR}} = \frac{\| h_k^H \Phi H + f_k^H \| b^2 }{\sigma_k^2},
$$

where $\sigma_k^2$ is the noise power of the $k$-th user and $\Phi = \text{diag}(\phi)$ consists of the RCs of the IRS with $\phi = [\phi_1, \phi_2, \cdots, \phi_N]^T$.
and $|\phi_n| \leq 1$ for $1 \leq n \leq N$. In the case of multi-user downlink transmission, the BS transmits different messages to different users. Denote by $b_k$ the beamforming vector for the $k$-th user. Treating the interference as noise, the SNR of the $k$-th user is

$$\text{SNR}_k^{(d)} = \frac{|(h_k^H \Phi^H G + f_k^H) b_k|^2}{\sigma_k^2 + \sum_{k' \neq k} |(h_k^H \Phi^H G + f_k^H) b_{k'}|^2}. \quad (2)$$

In this letter, we aim to optimize the passive beamforming vector $\phi$ to improve the communication performance. Note that in practice, the transmit beam of the BS and the passive beam of the IRS can be jointly optimized. However, in this letter, we only focus on the sub-problem of optimizing $\phi$. This is because such a joint optimization problem is usually treated in an alternating manner, and when $\phi$ is fixed, the problem degrades to conventional transmit beamforming problem which has been extensively investigated. In this letter, we focus on the following max-min problem,

$$\max_{\phi} \min_k \text{SNR}_k^{(s)}(\phi), \quad (3a)$$

s.t. $|\phi_n|^2 \leq 1$, for $\forall n$, \quad (3b)

where $s = m$ stands for the multicasting scenario, and $s = d$ stands for the multi-user downlink transmission scenario. In this letter, $b$ and $\{b_k\}_{k=1}^K$ are assumed to be fixed, and thus the formulated optimization problem (3) is irrespective of the active beamforming scheme adopted by the BS.

By (3b), we consider ideal IRS with continuous RCs. We note that for implementation simplicity, some literature assumed that the amplitude of the RCs are fixed as 1, meaning that the RCs are subject to the following constraints

$$|\phi_n| = 1, \quad \text{for } \forall n. \quad (4)$$

However, (4) is not a convex constraint and is generally hard to handle directly. In this letter, we focus on optimizing $\phi$ under constraint (4). Though we do not directly handle constraint (4), we will check the communication performance under constraint (4) by directly projecting the solution to (3) into the set of $\phi$ defined by (4). In the following two sections, we present our method to solve (3) in the multicasting and the multi-user downlink transmission scenarios, respectively.

**Remark:** Problem (3) differs from the SNR balancing problem in [12] and cannot be solved by the method in [12]. Specifically, in [3], a single passive beam is designed for all users, while in [12], different users are associated with different beamforming vectors. As a result, (3) cannot be transformed into a generalized eigenvalue problem as in [12].

### III. Multicasting

In this section, we present a low complexity method for optimizing the passive beamforming vector. Before presenting our method, we first introduce the widely used SDR-based method, which will be used as a benchmark for comparison.

**A. Benchmark SDR-based method**

We reformulate $\text{SNR}_k^{(m)}$ as,

$$\text{SNR}_k^{(m)} = |\alpha_k^H \phi + \beta_k|^2 - \phi^H \bar{\alpha}_k^H \bar{\phi} = \text{Tr}(\Phi \Xi_k), \quad (5)$$

where $\alpha_k \triangleq \frac{1}{\sigma_k} h_k^H G b_k$, $H_k \triangleq \text{diag}(h_k)$, $\beta_k \triangleq \frac{1}{\sigma_k} b_k^H f_k$, $\bar{\phi} \triangleq |\phi|^2$, $\bar{\alpha}_k \triangleq |\alpha_k|^2$, $\bar{\beta}_k \triangleq |\beta_k|^2$, $\Phi \triangleq \phi \phi^H - \bar{\alpha}_k \bar{\beta}_k$. Then, by using the technique of SDR, i.e., namely, neglecting the rank-one constraint on $\Phi$, (3) becomes

$$\max_{\Psi \succeq 0; \gamma} \gamma, \quad \text{s.t.} \quad \text{Tr}(\Phi \Xi_k) \geq \gamma, \quad \text{for } \forall k, \quad (6a)$$

$$|\Psi|_{n,n} \leq 1, \quad \text{for } \forall 1 \leq n \leq N, \quad (6b)$$

$$|\Psi|_{N+1,N+1} = 1. \quad (6c)$$

This is a standard convex SDP, and can be solved by mathematic tool such as CVX [14]. Note that if constraint (4) is considered in replacement of (3b), the resulting optimization problem can still be transformed into an SDP in the form of (6) except that the inequality constraint (6b) is replaced by $|\Psi|_{n,n} = 1$ for $\forall 1 \leq n \leq N$. We point out that such an SDP is actually equivalent to (6) in viewing the fact that the left-hand-side of (6a) is increasing with $|\Psi|_{n,n}$ for $\forall n$, and thus all the inequality constraints in (6b) are active at the optimal point. Note that due to the neglected rank-one constraint on $\Psi$, (6) is not equivalent to (3), and if the optimal solution to (6) is not rank-one, then technique such as Gaussian randomization is required to generate a rank-one solution.

**B. The proposed ADMM-based method**

By introducing a slack variable $\gamma$, (3) is equivalent to,

$$\max_{\phi, \gamma} \gamma, \quad \text{s.t.} \quad \left\{ \begin{array}{l} \text{SNR}_k^{(m)}(\phi) \geq \gamma, \\ |\phi_n|^2 \leq 1, \quad \text{for } \forall n. \end{array} \right. \quad (7)$$

Now, we focus on problem (7). In fact, the difficulty of solving (7) lies in the non-convexity of $\text{SNR}_k^{(m)}(\phi)$. To tackle this problem, we follow the principle of successive convex approximation (SCA), see, e.g., [13]. In brief, the SCA method handles non-convex optimization problem by replacing the non-convex part with some properly selected convex approximations. In our case, $\text{SNR}_k^{(m)}(\phi)$ can be approximated by its the first order Taylor expansion at some feasible point $\phi_c$, denoted by $\text{SNR}_k^{(m)}(\phi, \phi_c)$, i.e.,

$$\text{SNR}_k^{(m)}(\phi) \geq \text{SNR}_k^{(m)}(\phi, \phi_c) \triangleq 2 \Re\{t_k^H \phi\} + s_k. \quad (8)$$

where $t_k \triangleq (\alpha_k^H \phi_c + \beta_k) \alpha_k$ and $s_k \triangleq |\beta_k|^2 - |\alpha_k^H \phi_c|^2$. And we obtain the following convex problem,

$$\max_{\phi, \gamma} \gamma, \quad \text{s.t.} \quad \left\{ \begin{array}{l} 2 \Re\{t_k^H \phi\} + s_k \geq \gamma, \quad \text{for } \forall k, \\ |\phi_n|^2 \leq 1, \quad \text{for } \forall n. \end{array} \right. \quad (9)$$

By repeatedly solving (9), and setting the point for expansion, i.e., $\phi_c$, in each iteration as the optimal solution obtained in the previous iteration, the whole procedure generates a sequence of solution that converge to a Karush-Kuhn-Tucker (KKT) solution of (6) [13] Theorem 1. For more details about the convergence of the SCA method, please refer to [14].
Now, we present an efficient method to solve (9). The main idea is to use the ADMM algorithm to decompose (2) into multiple parallel sub-problems, each of which is simple and can be solved in closed form. To do so, we first reformulate (9) as the following equivalent form

$$\min_{x, y, z, \tau} g(x_k, z_k) \leq 0, \quad \text{for all } k,$$

$$\min_{y, n} \|y\|^2 \leq 1, \quad \text{for all } n,$$

$$z = \gamma 1,$$

where $\chi \triangleq \{x, y, z, \tau, \gamma\}$, $g(x_k, z_k) \triangleq z_k - 2R\{x_k\} - s_k$, $T \triangleq [t_1, t_2, \ldots, t_K]$, and $1$ is a column vector with all of its elements being one. For notational simplicity, we omit the index of iteration $(m)$. Note that the iterations in (11) involves solving two variables corresponding to the three equality constraints in the ADMM algorithm consists of the following steps:

1. Solution to (11a): Based on (12), (11b) becomes the following unconstrained convex quadratic problem

$$\min_{\phi, \gamma} \frac{\rho}{2} \|\tau_4 - T^H \phi\|^2 + \frac{\rho}{2} \|\tau_5 - \phi\|^2 + \frac{\rho}{2} \|\tau_6 - \gamma 1\|^2 - \gamma,$$

where $\tau_4 \triangleq x + u$, $\tau_5 \triangleq y + v$, and $\tau_6 \triangleq z + w$. By letting the first order derivative to be zero, and the optimal solution to (11b) is given by

$$\gamma = 1 + \rho T^T \tau_6, \quad \phi = (I + TT^H)^{-1}(\tau_5 + T \tau_4).$$

In summary, in this section, we have presented a method to solve (9). The proposed method repeatedly solving (9) by using the closed-form iterations in (11). We note that for different value of $k$ (in), updating $\{x_k, z_k\} (\{y_n\})$ can be implemented in a parallel manner which potentially reduces the time consumption for computation. Besides, by carefully checking the iteration process in (11), the computational complexity (evaluated through the number of float multiplications) is $J_1 \times (O(N^3) + J_2 \times (O(N^2) + O(K)))$, where $J_3$ is the number of the iterations that are required for (11) to converge and $J_1$ is the number of times for which we repeatedly solve (2). Note that the computation complexity of the SDR-based method in Section III-A is $O(N^6)$.

IV. MULTI-USER DOWNLINK TRANSMISSION

In this section, we design passive beamforming for the case where the BS sends individual messages for different users. For all $k$, $K$, define $\alpha_{k,k'} \triangleq \frac{1}{\sqrt{2}} H_k^H G_{k,k'}$, $\beta_{k,k'} \triangleq \frac{1}{\sqrt{2}} b_{k,k'} f_k$, $A_k \triangleq [\alpha_{k,1}, \cdots, \alpha_{k,k-1}, \alpha_{k,k+1}, \cdots, \alpha_{k,K}]$, and $\beta_k \triangleq [\beta_{k,1}, \cdots, \beta_{k,k-1}, \beta_{k,k+1}, \cdots, \beta_{k,K}]^T$. Define $d_k(\phi, \gamma) \triangleq \frac{|\alpha_k^H \phi + \beta_k|^2}{\gamma}$. Based on (2), (3) can be rewritten as

$$\max_{\phi, \gamma} \gamma,$$

s.t. $1 + \|A_k^H \phi + \beta_k\|^2 - d_k(\phi, \gamma) \leq 0, \forall k,$$

$$|\phi_n|^2 \leq 1, \forall n$$

The difficulty of solving (16) lies in the fact that $-d_k(\phi, \gamma)$ in (16b) is non-convex. In fact, $d_k(\phi, \gamma)$ is a convex quadratic-over-linear function, meaning that $-d_k(\phi, \gamma)$ is a concave function of $(\phi, \gamma)$. Following the principle of SCA [13], we replace $-d_k(\phi, \gamma)$ with its first order Taylor expansion at some feasible point $(\phi_c, \gamma_c)$, which constitutes an upper bound on $-d_k(\phi, \gamma)$, and obtain the following convex constraint,

$$2R\{\hat{t}_k^H \phi\} + \hat{s}_k \geq \gamma_c \phi + \|A_k^H \phi + \beta_k\|^2, \forall k,$$

where $\hat{t}_k \triangleq \frac{1}{\gamma_c} (A_k^H \phi_c + \beta_k)$, $\gamma_c \triangleq 2|\alpha_k^H \phi_c + \beta_k|^2 - 2R\{\hat{t}_k^H \phi_c + \beta_k^2\}, \hat{s}_k \triangleq 0$.

Based on (17), we obtain the convex problem below

$$\max_{x, \gamma, \phi} \gamma,$$

s.t. $|\phi_n|^2 \leq 1, \forall n,$$

$$x = T_k^H \phi, \forall k,$$

$$y = \phi, \gamma = \gamma_c,$$

where $\hat{X} = \{x_k\}_{k=1}^K$, $y = \{y_n\}$, $\hat{g}(x, z) \triangleq 2R\{x_{k}\} + \hat{s}_k - q_k z_k - \|x_{k}\|^2 + \beta_k^2$, and $T_k \triangleq [\hat{t}_k, A_k]$ for all $k$. Note that
in [13], we have introduced slack variables \( \{ (x_k)_{k=1}^K, y, z \} \), which is similar to what we have done in [10].

Based on (13), the augmented Lagrangian function is

\[
L_{\rho}^{(b)} = -\gamma + \frac{\rho}{2} \sum_{k=1}^K \| x_k - T_k^H \phi + u_k \| + \frac{\rho}{2} \| y - \phi + v \|^2 + \frac{\rho}{2} \| z - \gamma 1 + w \|^2.
\]

(19)

where \( u_k \) is the dual variable corresponding to the constraint \( x_k = T_k^H \phi \) for \( 1 \leq k \leq K \). By dividing \( x \) into two groups, i.e., \( x_1 = \{(x_k)_{k=1}^N, y, z\} \) and \( x_2 = \{(\phi, \gamma)\} \), we now use ADMM algorithm solve (13). In fact, to solve (13), the ADMM iteration process is essentially the same as (11), and the differences appear only when we update \( x_k, z_k \) and \( \phi \), which we present below.

The update of \( x_k, z_k \) for \( k = 1, 2, \cdots, K \): according to (19), the update of \( x_k, z_k \) involves solving the following optimization problem,

\[
\min_{x_k, z_k} \| x_k - T_1^H(\phi - u_k) \| + (z_k - \tau_2, z_k)^2, \ s.t. \ \tilde{g}(x_k, z_k) \geq 0, (20)
\]

where \( \tau_1^{(k)} = T_k^H \phi - u_k \). By checking the KKT condition of (20), we obtain the optimal solution of (20) as

\[
(x_k, z_k) = \begin{cases} (x_k(0), z_k(0)), & \text{if } \tilde{g}(x_k(0), z_k(0)) \leq 0 \\ (x_k(\mu k), z_k(\mu k)), & \text{else} \end{cases}
\]

where \( x_k(\mu k) = \frac{1}{\tau_1^{(k)}} + \mu x_k(\mu) = (1 + \mu)^{-1}(\tau_1^{(k)} - \mu \tilde{g}(\mu k), z_k(\mu) = \frac{-\mu x_k(\mu) + \tau_2k}{\mu x_k(\mu) + \tau_2 k}, \quad \tau_1^{(k)} = T_k^H \phi - u_k, \quad \mu k \) is the root of equation \( \tilde{g}(x_k(\mu), z_k(\mu)) = 0 \) in (0, \infty). Note that based on the expressions of \( x_k(\mu) \) and \( z_k(\mu) \), \( \tilde{g}(x_k(\mu), z_k(\mu)) = 0 \) is actually a cubic equation with respect to \( \mu \). Therefore \( \mu k \) can be written in a closed form, which we omit due to the space limitation.

The update of \( \phi \): Based on (19), the update of \( \phi \) is given by

\[
\phi = \arg \min \phi \left\{ \sum_{k=1}^K \| T_k^H \phi + u_k \|^2 \right\} = \frac{1}{\tau_5 + \sum_{k=1}^K T_k^H T_k} \tau_5^{(k)}.
\]

(21)

In summary, in this section, we have proposed a method to solve \( \hat{x} \) for the multi-user downlink transmission scenario. The computational complexity of the method in this section is higher than that in the Section III due to the fact that more slack variables are introduced. However, the update of \( \{ x_k, z_k \}_{k=1}^K \) and \( \{ y_n \}_{n=1}^N \) can be implemented in parallel manner, which is helpful to reduce the computing time.

V. NUMERICAL RESULT

In this section, numerical results are presented to show the performance of the IRS-aided wireless networks. Unless specified, we set \( \sigma^2 = \cdots = \sigma_K^2 = -40 \text{ dBm} \), the transmit power of the BS as \( P_B = 10 \text{ dBm} \), \( M = 30 \), and \( K = 15 \). The path-loss exponents are set to be \( 3 \) for the channels from the BS to the IRS and to the users, and are set to be \( 2 \) for the channels from the IRS to the users. The locations of the BS and the IRS are \((-50, 0)\) and \((0, 30)\), respectively. The locations of the users are uniformly and randomly generated within \((-20, 20) \times (-20, 20)\).

To demonstrate the computational efficiency of the proposed ADMM-based method, we compare it with the benchmark SDR-based method introduced in Section III-A in terms of: 1) the average CPU time (ACT), and 2) the obtained communication performance, i.e., \( \min_k \text{SNR}_k \). We run both methods using software MATLAB R2016b. For the ADMM-based method, we set the maximum iteration number of (11) as 200, and we repeatedly solve (9) using the iteration in (11) for 5 times. For the SDR-based method, we use CVX with solver SDPT3 for implementation [14], and if the solution is not rank-one, we consider the following two schemes to recover a feasible solution. For notational simplicity, we use \( \Psi \) to denote the optimal solution to problem (6) and \( \phi = [\phi_1, \cdots, \phi_n] \) to denote the recovered solution.

Scheme 1: Denote \( \phi \in \mathbb{C}^{(N+1) \times 1} \) as a randomly generated vector using Gaussian distribution \( \mathcal{N}(0, \Psi) \). Let \( \hat{\phi} \in \mathbb{C}^{N \times 1} \) with \( \hat{\phi}_n = \hat{\phi}_n/|\hat{\phi}_{N+1}| \) for \( 1 \leq n \leq N \). Then, we set \( \hat{\phi}_n = \hat{\phi}_n/|\hat{\phi}_n| \) for \( 1 \leq n \leq N \). Note this scheme is also used in existing works, see e.g., [13, 11].

Scheme 2: Denote \( \hat{\phi} \in \mathbb{C}^{(N+1) \times 1} \) as the eigenvector of \( \Psi \) that corresponds to the largest eigenvalue. Let \( \hat{\phi} \in \mathbb{C}^{N \times 1} \) with \( \hat{\phi}_n = \hat{\phi}_n/|\hat{\phi}_{N+1}| \) for \( 1 \leq n \leq N \). Then, we set \( \hat{\phi}_n = \hat{\phi}_n/|\hat{\phi}_n| \) for \( 1 \leq n \leq N \).

Note that the solutions generated by Scheme 1 and Scheme 2 are feasible to both constraints (35) and (4). In our simulation, if Scheme 1 is used, we randomly generate \( 10^4 \) solutions and pick the best one. For the proposed ADMM-based method, if constraint (35) is considered, we directly compute the solution by using the methods presented in the previous sections. If constraint (4) is considered, we directly normalize all the RCs obtained by the using proposed ADMM-based method so that the solution is feasible to (4). The ACTs are obtained by using the timing instructions of MATLAB, i.e., ‘tic’ and ‘toc’, and are averaged across 50 random channel realizations. We summarize the comparison results in Table I.

| Method         | ACT (secs) | min_k SNR_k |
|----------------|------------|-------------|
| SDR, Scheme 1  | 5.21       | 4.9239      |
| SDR, Scheme 2  | 5.21       | 5.2342      |
| ADMM, subject to (35) | 0.49    | 5.4905      |
| ADMM, subject to (4) | 0.49    | 5.3901      |

Note that if Scheme 1 is used, the CPU time for the randomization process is not taken into account, and thus the results in Table I in fact, underestimate the time consumed by the SDR-based method with Scheme 1. From Table I we can see that the proposed ADMM-based method runs much faster and achieves better performance than the benchmark SDR-based method.

In Fig. 1 we plot the smallest SNR of the users versus the number of reflecting elements, \( N \). In our simulation, for the case of multicasting, we use the method in [9] to optimize the beamforming vector of the BS, i.e., \( b \), and for
the multi-user downlink transmission scenario, we use the method in [10] to optimize the beamforming matrix of the BS, i.e., \([b_1, b_2, \cdots, b_K]\). The results in Fig. 1 are obtained by alternatingly optimizing the active beamforming at the BS and the passive beamforming at the IRS, and are averaged over 50 random channel realizations. Note that in Fig. 1, \(N = 0\) stands for the case where there is no IRS in the system. Based on the results in Fig. 1, we can see that due to the deployment of the IRS, SNRs of the users can be significantly improved, especially for the scenario of multicasting.

In Fig. 2, we plot the smallest SNR of the users versus the number of the users \(K\), where we set \(P_2 = 10\) dBm in Fig. 2(a) and \(P_2 = 15\) dBm in Fig. 2(b). In Fig. 2(a), the optimal value of problem (3b) is plotted, which constitutes an upper bound on the optimal value of (3) due to the neglected rank-one constraint. First of all, Fig. 2(a) reveals that the performance of the ADMM-based method approaches the upper bound, which indicates that the solution obtained by the ADMM-based method is nearly optimal. Besides, from Fig. 2, we can see that by using the ADMM-based method, the performance loss is relatively small when the RCs are subject to (4). In fact, through extensive numeric experiments, we find that using the ADMM-based method, the amplitudes of most RCs are equal to one after optimization. Note that the non-convex constraint (4) is generally hard to handle, and Fig. 2 inspires us that if \(\Phi\) is subject to (4), we can replace (4) with (4b) to optimize \(\Phi\) and recover a feasible solution by a simple projection operation, which does not cause much performance loss. In Fig. 2(a), we can also see that for the SDR-based method, Scheme 1 achieves better performance than Scheme 2. This is because given that \(\Phi\) is not rank-one, the solution generated by Scheme 2 is sub-optimal, but in Scheme 1, due to the fact that multiple solutions are randomly generated, it is possible that a few of the solutions are close to the optimal solution, which leads to a good performance. It is important to note that in Fig. 2(a), the proposed ADMM-based method exhibits better performance than the SDR-based method no matter Scheme 1 or Scheme 2 is used to recover a feasible solution, which demonstrates the superiority of the ADMM-based method.

VI. CONCLUSIONS

We investigated the passive beamforming design problem in IRS-aided multi-user systems. We maximized the smallest SNR of the multiple users. Low complexity methods based on ADMM algorithm were proposed to solve the established optimization problems. Simulation results demonstrated the efficiency of the proposed ADMM-based method.
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