DID SEQUENCE DEPENDENT GEOMETRY INFLUENCE THE EVOLUTION OF THE GENETIC CODE?
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ABSTRACT. The genetic code is the function from the set of codons to the set of amino acids by which a DNA sequence encodes proteins. Since the codons also influence the shape of the DNA molecule itself, the same sequence that encodes a protein also has a separate geometric interpretation. A question then arises: How well-duplexed are these two “codes”? In other words, in choosing a genetic sequence to encode a particular protein, how much freedom does one still have to vary the geometry (or vice versa)? A recent paper by the first author addressed this question using two different methods. After reviewing those results, this paper addresses the same question with a third method: the use of Monte Carlo and Gaussian sampling methods to approximate a multi-integral representing the mutual information of a variety of possible genetic codes. Once again, it is found that the genetic code used in nuclear DNA has a slightly lower than average duplexing efficiency as compared with other hypothetical genetic codes. A concluding section discusses the significance of these surprising results.

The first author’s talk at the AMS Special Session on the Topology of Biopolymers explored the mathematical relationship between two different roles that a DNA sequence serves in living cells: encoding proteins to be produced and influencing the shape of the DNA molecule itself. Those results were subsequently published as a journal article [5]. After briefly summarizing the main results of that published paper, this article takes them a step further using a more sophisticated approach to the numerical computation of the mutual information. By combining Gaussian and Monte Carlo sampling methods with a new geometric inversion formula for computing the geometries, this new approach provides a more reliable result which strengthens and reconfirms the previously announced conclusions.

1. MEASURING THE EFFICIENCY OF DUPLEXED CODES

1.1. A Motivating Example. Consider the following unlikely situation: You will soon need to send a text message conveying a two letter word to your friend Georgina and you also have to send a two letter word by text message to your friend Fred. However, because of your restrictive data plan, you must achieve this by sending a single two character message to both of them at the same time.

You can hope to achieve this by teaching Fred one of the two functions $f_i$ and teaching Georgina the function $g$ shown in Table 1. Each of those functions turns one of the integers from 0 to 5 into a letter and can therefore be used as a simple “code”. For example, since Georgina knows the function $g$ you can send her the
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numerical message “24” and she would interpret it as “\(g(2)g(4) = \text{NO}\)”. Alternatively, she would interpret the message “53” as the exclamation “\(\text{OH}\)”. Similarly, using either of the two functions \(f_1\) or \(f_2\), Fred could recognize the signal “04” as the greeting “\(\text{HI}\)”.  

The really interesting thing is that you could send the same two digit message to both Georgina and Fred and they would interpret it differently. That is the defining characteristic of **duplexed codes**, that the same signal has two different interpretations.

Let us first suppose that Fred has memorized \(f_1\) and Georgina knows the code \(g\). If you wanted to send Georgina a message that will be interpreted as “\(\text{NO}\)”, you have four different choices of signal which would convey that message to her and each one would mean something different to Fred. For instance, you could send “04” which Fred will interpret as “\(\text{HI}\)” or you could send “25” which has the same interpretation for Georgina but which Fred will interpret as “\(\text{OH}\)”. In this scenario, you have the freedom to send different messages to Fred while still sending the desired message to Georgina at the same time.  

In contrast, things would be different if Fred had learned \(f_2\) as his code instead. Even though you would still have a choice of four signals to send Georgina that would be interpreted as “\(\text{NO}\)”, you would have not be able to separately control the message that was sent to Fred because all four of the signals that mean “\(\text{NO}\)” under the code \(g\) would be interpreted as “\(\text{HI}\)” using code \(f_2\). There would be no way to send Fred the message “\(\text{OH}\)” or any other message besides “\(\text{HI}\)” if Georgina’s message is to be interpreted as “\(\text{NO}\)”. Even though there is nothing wrong with the code \(f_2\) on its own, there is something unfortunate about its relationship to \(g\) which creates an obstruction to sending the message “\(\text{NO}\)” to Georgina while simultaneously sending the message “\(\text{OH}\)” to Fred.

Loosely speaking, we say that two codes are **well-duplexed** if such obstructions to encoding two messages simultaneously are rare. Conversely they are **poorly-duplexed** if the choice of a message for one recipient severely restricts the messages that can be sent to the other recipient with the same signal. A more rigorous and quantifiable method of determining whether two codes are well-duplexed or poorly duplexed is by using the concept of **mutual information** that is part of the branch of mathematics knowns as information theory.

1.2. **Duplexed Codes and Mutual Information.** Let us say that \(f\) and \(g\) are **duplexed codes** whenever \(f : C \rightarrow X\) and \(g : C \rightarrow Y\) are two functions with the same domain. The terminology makes sense when one imagines sending a single “signal” \(c \in C\) to two recipients each of whom knows one of those two codes. The goal of this
section is to introduce a number associated to any duplexed codes which measures how much freedom you have to send different messages to one recipient even after the message for the other recipient is fixed.

For a randomly selected element \( c \in C \), let \( P_f(x) \) denote the probability that \( f(c) = x \in X \), \( P_g(y) \) be the probability that \( g(c) = y \), and \( P_{f,g}(x \text{ and } y) \) be the probability that both \( f(c) = x \) and \( g(c) = y \).

For example, using the functions defined in Table I with domain \( C = \{0, 1, 2, 3, 4, 5\} \), we see \( f_1(c) = N \) is true for two of the six possible values of \( c \) and so \( P_{f_1}(N) = 2/6 = 1/3 \). Moreover, \( P_{f_1,g}(H,N) = 1/6 \) since the only way that \( f_1(c) = H \) and \( g(c) = N \) could both be true is if \( c = 0 \). However, \( P_{f_2,g}(H,N) = 1/3 \) since both \( c = 0 \) and \( c = 2 \) satisfy \( f_1(c) = H \) and \( g(c) = N \).

The mutual information (measured in bits) of the duplexed codes \( f : C \rightarrow X \) and \( g : C \rightarrow Y \) is defined to be

\[
M(f, g) = \sum_{y \in Y} \sum_{x \in X} P_{f,g}(x \text{ and } y) \log_2 \left( \frac{P_{f,g}(x \text{ and } y)}{P_f(x)P_g(y)} \right).
\]

It is easy to see that \( 0 \leq M(f, g) \) is true for any two codes \( f \) and \( g \). The minimum possible value of 0 occurs when \( P_{f,g}(x \text{ and } y) = P_f(x)P_g(y) \) for all choices of \( x \) and \( y \). A familiar fact from probability theory is that the joint probability is equal to the product of the two probabilities precisely when the events are independent. Indeed, the same idea applies here, although we now interpret it in terms of the independence of the two codes. If the mutual information of two codes is zero then this tells us that the codes are very well-duplexed in that the selection of a message to one recipient does not restrict the message that can be sent to the other.

Since a mutual information of 0 represents the best possible duplexing of codes, larger mutual information means that the codes are not as well-duplexed. For example, we can compute that

\[
M(f_1, g) \approx 0.584963 \quad \text{and} \quad M(f_2, g) \approx 1.58496.
\]

for the codes \( f_1, f_2 \) and \( g \) from Table I in the previous section. The combination of functions \( f_2 \) and \( g \) is a bad choice for duplexing since if we were using those as codes for message to send Fred and Georgina then we could not separately choose a message for each recipient. In contrast, \( f_1 \) and \( g \) work better as a combination because even after we have chosen the message for one of the intended recipients we still have a choice of message that can be sent to the other. This is reflected here in the fact that \( M(f_1, g) < M(f_2, g) \); the mutual information when using \( f_1 \) is closer to zero and therefore closer to being optimal for duplexing.

1.3. Comparisons with Expected Values. Let \( F : S \rightarrow \mathbb{R} \) be a real-valued function on the finite set \( S = \{\sigma_1, \ldots, \sigma_n\} \). Then define the expected value \( E_S(F(\sigma)) \) by the familiar formula

\[
E_S(F(\sigma)) = \frac{1}{n} \sum_{\sigma \in S} F(\sigma).
\]

You will probably notice that this is nothing other than the mean of the values that \( F \) takes. The terminology “expected value” taken from probability theory is a notion analogous to the average in the context of random variables. The way

\[\text{When } P_{f,g}(x \text{ and } y) = 0 \text{ it is understood that } P_{f,g}(x \text{ and } y) \log_2 \left( \frac{P_{f,g}(x \text{ and } y)}{P_f(x)P_g(y)} \right) = 0.\]
to interpret it here is to imagine an experiment in which you randomly select an element $\sigma$ from $S$ and make a measurement of it to find the value $F(\sigma)$. Then $E_S(F(\sigma))$ is the expected value in the sense that it would be the average of the measurements after a large number of experiments. In particular, if for a particular $\hat{\sigma} \in S$ one has

$$F(\hat{\sigma}) < E_S(F(\sigma))$$

then one can say that the value of $F(\hat{\sigma})$ is lower than the value one would expect for a randomly selected element of $S$.

For example, using the functions $f_1$, $f_2$ and $g$ from the motivating example above, we can consider the mutual information $M(f_\sigma, g)$ as a real-valued function on the index set $S = \{1, 2\}$. Then

$$0.584963 \approx M(f_1, g) < E_S(M(f_\sigma, g)) \approx \frac{0.584963 + 1.58496}{2} \approx 1.0849615,$$

tells us that the duplexing of the code $f_1$ with $g$ is better than average for codes selected from $\{f_1, f_2\}$. Although we already knew that in this case simply by comparing the individual mutual information values, this notation will prove useful below where we will be doing something similar but with a very large index set.

2. A Natural Example of Duplexed Codes Associated to DNA

2.1. The Genetic Code. Let $B = \{A, C, G, T\}$ be the set of DNA bases. Because DNA sequences of length 2 and 3 will play special roles in this paper, let us introduce the following terminology and notation: The set of dimers (length two sequences) is $D = \{b_1b_2 : b_i \in B\}$, and the set of codons (length three sequences) is $C = \{b_1b_2b_3 : b_i \in B\}$.

A genetic code is simply a function $f_I$ from the set $C$ of codons to the set $X$ of amino acids (and the word “stop”):

$$X = \{I, L, V, F, M, C, A, G, P, T, S, Y, W, Q, N, H, E, D, K, R, Stop\}.$$ The genetic code used by the nuclear DNA in humans is shown in Table 2, and this is the same genetic code used by nearly all known living organisms [8, 9]. We will refer to the particular genetic code given in Table 2 as “the natural genetic code” so as to distinguish it from other hypothetical codes that are not found in biology but will be used for comparison later in the paper.

However, it is important to realize that there are other genetic codes that are used by biological organisms (notably, mitochondria use a different genetic code) and that scientists have also introduced artificial genetic codes which nevertheless seem to function well enough to support life [2, 6, 7, 10, 12, 13, 14]. So, there is no physical law requiring this to be the genetic code. In theory, the genetic code could have been different and it is reasonable to ask the question “Why do nearly all living organisms use this particular genetic code?”

There is evidence to support the hypothesis that the natural genetic code is the result of a combination of coincidences and evolutionary pressures (see [13] and references therein). For example, two codons for the same amino acid differ only in the third base much more frequently than would be predicted by chance if the genetic code was to be constructed entirely randomly. This has evolutionary advantages in that it decreases the likelihood that a mutation or mis-pairing of mRNA and tRNA will produce a different protein [3, 11]. It is therefore presumed
that this feature is not a coincidence but an example of the effect of natural selection on the formation of the genetic code.

2.2. **Sequence Dependent DNA Geometry.** When shown in illustrations, DNA often looks like a perfectly straight double-helix, a twisted ladder with “rungs” that are the base pairs carrying the genetic sequence. However, real DNA is not straight; it is bent and twisted into compact shapes that fit into living cells.

It is perhaps not surprising that the way that a DNA molecule bends is affected by the sequence of bases which make it up. After all, \( A, C, G, \) and \( T \) in \( B \) are not just abstract mathematical symbols. They represent actual chemical structures that form the base pairs in a DNA molecule. Hence, the electrical repulsion and attraction between successive “rungs” in the DNA ladder will vary with that sequence.

Olson et all \[11\] experimentally determined the geometry of each of the 16 dimers \( d \in D \) by repeatedly measuring the configurations of DNA strands that were two base pairs long. They computed the average and standard deviation of each of the six Hassan-Calladine dimer step parameters (see \[4, 5\]). Their results are shown in Table 3.

Assuming that the geometric configuration of each dimer in a longer sequence has the same expected values and standard deviations as the isolated dimers in those experiments, it is possible to make a similar table for the geometric configurations associated to each of the 64 codons in \( C \). The function

\[
\tilde{g}: C \rightarrow \mathbb{R}^3
\]

shown in Table 4 which associates to each codon \( c \in C \) a 3-tuple of numbers \( \tilde{g}(c) \) which gives the location of the center of the top of the codon in Angstroms if its base is located at the origin and if each of the dimers takes exactly the expected geometry according to Olson et al. (Note: In \[5\], this role is played by a function \( \tilde{\Gamma}: C \rightarrow \mathbb{R}^6 \) whose image has six components because it has angular information as well, but
DNA sequences with very different expected geometries is in some ways similar to the experiments of Olson et al. if each of the dimer step parameters takes its expected values in agreement with their third rung they are in slightly different positions. In particular, the points parameters depend on the particular bases involved, by the time they get up to a codon and they all start out at the origin, but because the expected dimer step for simplicity in this note we are considering only the first three components which encode the location of the center of the third rung and not the way it is tilted.)

As you can see, the different codons do have slightly different expected geometries. It is important to realize that these small differences can combine in dramatic ways when considering longer sequences made up of many successive codons. For instance, Figure 2 shows the expected geometry for two different DNA sequences. Clearly, the sequence

\[ S_1 = \text{AAAAACGGGCAAAACGGGCACG} \]

bends significantly more than sequence

\[ S_2 = \text{AAGAATGGCCAGAAGGCACG} \]

So, geometrically they are quite different. But, consider how each of these two sequences is translated into a protein according to the natural genetic code. The first codon in \( S_1 \) (AAA) and the first codon in \( S_2 \) (AAG) both encode the amino acid K. Similarly, the second codon in each encode the amino acid N.

In fact, the corresponding codons in each sequence always are mapped by the natural genetic code to the same amino acid. So, \( S_1 \) and \( S_2 \) encode exactly the same protein according to the natural genetic code, according to the function \( \tilde{g} \), one of them exhibits a much greater curvature than the other.

2.3. The Geometric Pressure Hypothesis. Note that the last example of two DNA sequences with very different expected geometries is in some ways similar to
the opening example of a simple duplexed code. Just as Fred and Georgina can have different interpretations of the same signal of numbers, a sequence of codons can be interpreted either as encoding a protein or as influencing the shape of the DNA molecule.

The shape of a DNA molecule is relevant to its biological function. It must bend in the right places and be straight in the right places in order for the enzymes and RNA responsible for transcription to be able to occur. This gives biological importance to the question of how well duplexed the genetic and geometric codes discussed in the previous two sections are. For instance, if they are very poorly duplexed, then it could often be the case that a DNA molecule cannot encode the protein that a creature needs unless it bends in a bad way. Conversely, it would be to a creature’s advantage for the codes to be well duplexed because then it
Figure 1. This graphic shows the $x$ and $y$-coordinates of the images of the function $\tilde{g}(c)$ (Table 4) for each codon $c \in \mathcal{C}$. They show the ways that the DNA molecule carrying that sequence would likely bend. If one was looking down at all 64 codons, each with its bottom rung fixed at the origin and with each dimer exhibiting its expected geometry (see Table 3) as it comes up out of the page towards you, the projections of the centers of the top rungs would be located at the locations indicated (with axes measured in Angstroms).

would always be able to simultaneously encode whatever protein and geometry are optimal.

The geometric code was not something that evolution could act upon since it is determined by the laws of physics and chemistry. However, as we have seen, the genetic code could have been different and likely was influenced by natural selection.
In [5], it was hypothesized that one of the factors that influenced that selection was pressure to ensure that the genetic and geometric codes were well-duplexed.

3. HOW WELL DUPLEXED IS THE REAL GENETIC CODE AS COMPARES WITH ALTERNATIVES?

To test the “Geometric Pressure Hypothesis” (GPH), two different measures of duplexing efficiency were developed in [5]. Then, the duplexing efficiency of the geometric code with the natural genetic code was compared with its average duplexing efficiency with a large set of reasonable alternative genetic codes.

3.1. Alternative Genetic Codes. Let $\text{Sym}(\mathcal{C})$ be the group of permutations on the set $\mathcal{C}$ of codons. Then for any $\sigma \in \text{Sym}(\mathcal{C})$, $f_\sigma = f_I \circ \sigma$ is the function from $\mathcal{C}$ to $\mathcal{X}$ which first replaces the codon $c \in \mathcal{C}$ with its image $\sigma(c)$ and then applies the natural genetic code function $f_I$ to that. (In other words, the function $f_\sigma$ would be represented by a table very much like Table 2 for the natural genetic code above, but the codons would be rearranged according to the permutation $\sigma$.)

Notice that no matter which permutation $\sigma$ is selected, the alternative genetic code $f_\sigma$ has in common with the natural genetic code $f_I$ not only that it is a map from $\mathcal{C}$ to $\mathcal{X}$ but also that for each amino acid $a \in \mathcal{X}$ the preimages are of the same size:

$$|f_I^{-1}(a)| = |f_\sigma^{-1}(a)|.$$

However, not all of those alternative genetic codes are realistic. For most choices of permutation $\sigma$, the alternative genetic code $f_\sigma$ will not have the property that two codons are more likely to encode the same amino acid (or chemically similar amino acids) when their first two bases are equal, which will have already noted is a
property of the real genetic code which has evolutionary advantages. Since we only want to consider alternative codes that also have this property, the permutations considered in [5] were further restricted: we considered not arbitrary permutations but only ones with the property that the first two bases in the codons $\sigma(c_1)$ and $\sigma(c_2)$ are equal if and only if the first two bases of $c_1$ and $c_2$ are equal. Let $S$ be the set of such permutations. Symbolically, we can define the restricted set $S \subset \text{Sym}(C)$ of permutations using the map $d(b_1b_2b_3) = b_1b_2$ which projects a codon onto its initial dimer as follows:

$$S = \{ \sigma \in \text{Sym}(C) : \forall c, c' \in C \; d(\sigma(c)) = d(\sigma(c')) \iff d(c) = d(c') \}.$$  

To test the GPH in [5], the duplexing efficiency of the natural genetic code with the geometric code was compared with the expected value for the duplexing efficiency of the alternatives indexed by the set $S$. Since there are $(4^2)!/(4!)^{16}$ permutations in $S$, this is a very large set of permutations to consider.

3.2. **Total Network Length.** The natural genetic code is shown in Table 2 and the expected geometries of the codons is shown in Figure 1. One way to combine this information is to draw an edge on the figure between any two codons that encode the same amino acid, turning it into a graph with vertices and edges. Thus, for instance, an edge would be drawn between the vertices labeled TAT and TAC because they both encode the amino acid Y, while the vertex labeled ATG would not be connected to any other vertices.

Each connected component of the graph corresponds to an amino acid. If there are only short edges or no edges in the component associated to an amino acid that you wish to encode in a sequence, then that means you have almost no geometric choice in the DNA molecule’s expected geometry at that point. On the other hand, if there are long edges in the connected component, then you would have a choice of different codons that encode that same amino acid but which would cause a very different geometric configuration of the DNA molecule.

One could do the same for an alternative genetic code $f_\sigma$. That graph would have the same number of edges as the graph for the natural genetic code, but they would not have the same lengths.

With all of this in mind, we define the “total network length” of the genetic code $f_\sigma$ for any $\sigma \in S$ to be the sum of the lengths of the edges in the graph $G$:

$$T_\sigma = \sum_{a \in X} \left( \sum_{c, c' \in f_\sigma^{-1}(a)} |\bar{g}(c) - \bar{g}(c')| \right).$$

In the case of the natural genetic code, $T_I$ was found to be 45.4238 Å. Because a larger total network length indicates more geometric freedom within the genetic code, if the GPH was true, one might expect the total network length for the natural genetic code to be large as compared with the total network length for the alternative codes which are not found in nature.

Disappointingly, that is not what was found in [5]. A 95% confidence interval was constructed for the expected value of the total network length over all permutations.

---

2The second sum is over all distinct, unordered pairs in the pre-image $f_\sigma^{-1}(a)$ and the length denotes the ordinary metric on $\mathbb{R}^3$ (i.e. $|(a, b, c)| = \sqrt{a^2 + b^2 + c^2}$).
in $S$. It was found that the average total network length $E_S(T_\sigma)$ is probably between 45.7655 and 45.9639 Å. If so, then

$$45.4238 = T_I < 45.7655 < E_S(T_\sigma) < 45.9639$$

Contrary to the predictions of the GPH, the total network length $T_I$ for the natural genetic code is apparently a bit smaller than average rather than being especially large.

3.3. Mutual Information with a Discretized Geometric Code. The previous paper [5] also uses the concept of mutual information to quantify the mutual information of DNA’s geometric and genetic codes. Using mutual information as a measure of duplexing efficiency has two big advantages over the use of total network length as described in the previous section:

- Firstly, it is a well-known measure of duplexing efficiency which is widely studied and used, whereas total network length is an ad hoc approach developed only for this particular project.
- Total network length was based only on the expected values in Table 3 and therefore ignored the standard deviations that represented the flexibility of the dimers. Of course, once that flexibility is taken into account, the “geometric code” is no longer a function since there is more than one possible configuration for each codon. Because the definition of mutual information in 1.1 involves probabilities, it is well suited to address this situation.

In [5], the geometry of a codon was represented by a point in $\mathbb{R}^6$ where the first three numbers (like the image of $\bar{g}$ above) indicate the location of the center of the last “rung” of the codon relative to the first and the other three were angles indicating how it was tilted and twisted relative to the first. Then, $\mathbb{R}^6$ was divided into 4096 (= $4^6$) subsets called ‘bins’. If each bin is indexed by an element of $Y=\{1,2,\ldots, 4095,4096\}$ then the geometric information is encoded into a map $g : C \rightarrow Y$.

Unlike any of the maps discussed earlier, $g$ is not a function since given codon can be in many different possible geometric configurations due to its flexibility. Although it is more likely to be in certain configurations than others, and so $g(c)$ is a random variable for any given codon $c$. In order to compute the mutual information of the genetic codes $f_\sigma$ with this geometric map $g$, we need to be able to compute the associated probabilities. In [5] that was done by running a computer program which looped through a large number of different configurations and recorded the number of the ‘bin’ in which they ended up. In other words, the probabilities were computed empirically, using the assumption that the dimer step parameters for are normally distributed with the mean and standard deviation shown in Table 3.

Using this information it is now possible to compute (or, perhaps it would be better to say “approximate”) the mutual information of any of the genetic codes $f_\sigma$ with this geometric code $g$. When this was done in [5], was found that the mutual information of the natural genetic code $f_I$ with the geometric code $g$ is about $M(f_I, g) \approx 0.154144$ bits. However, when the same computation was repeated for randomly selected alternative genetic codes $f_\sigma$ for $\sigma \in S$ a 95% confidence interval found that the average mutual information is probably between 0.14286 and 0.148569. It it is, then

$$0.14286 \leq E_S(M(f_\sigma, g)) \leq 0.148569 < M(f_I, g) \approx 0.154144.$$
Since a smaller mutual information (closer to the ideal value of 0) represents better duplexed codes, this means that the duplexing of the real genetic code \( f_1 \) is worse than average. This, again, is the opposite of what would have been predicted by the GPH.

4. New Results: Mutual Information via a Monte-Carlo style discretization

Since the geometric parameters take values in a continuous space, the functions \( P_{f,g} \) and \( P_g \) which appear in the formula for the mutual information are actually probability distribution functions whose values only become probabilities when integrated over regions of that space. In the previous paper this computation was discretized in a rigid way by “binning” the data into fixed and pre-determined subsets of equal size.

That approach is plausible, but not uniquely so. A more standard approach in numerical analysis is to consider a discretization based on choosing a suitable random sample \( Y_N \) of \( N \) geometries that are chosen taking into account the Gaussian distributions in Table 3, and replace the usual discrete mutual information by

\[
M_N(f,g) = \frac{1}{W} \sum_{y \in Y_N} \sum_a P_{f,g}(a,y) \log_2 \left( \frac{P_{f,g}(a,y)}{P_f(a)P_g(y)} \right)
\]

with \( W = \sum_{y \in Y_N} \sum_a P_{f,g}(a,y) \),

where \( y \) is a codon geometry, \( a \) is an amino acid, \( f = f_\sigma \) is one of the genetic codes mapping codons to amino acids. The normalization by factor \( 1/W \) is the volume element for approximate integration over the probability density \( \sum_a P_{f,g}(a,y) \). It normalizes the sum appropriately, in the sense of \( M_N(f,g) \) approaching a common value \( M(f,g) \) as \( N \) increases.

The randomness of the sample \( Y_N \) is one of the main differences between the prior results and this new approach. Another difference is the randomness used in the approximation of the values of the probability distributions themselves. Unlike the previous approach in which the probabilities were estimated by using rigidly chosen deviations from the expected values, this time a Monte Carlo approach will be utilized. In particular, here we construct random choices for \( N = 64n \) geometry samples as the union of a set of \( n \) sample points for each codon, with the samples for each codon constructed from \( n \) sets of random values for the twelve Hassan-Calladine parameters for the two dimers; the randomness based on assuming that these parameters are all independent and that each is normally distributed with mean and standard deviation as in Table 3.

The final, and perhaps most interesting, difference between the previous approach and the one taken in this section is an inversion of the geometric data which directly computes the probability that a given codon will take on a given geometric conformation. The basic quantity needed is the probability distribution \( P_d(\sigma) \) for the values of the dimer step \( \sigma \) for dimer \( d \) with Hassan-Calladine parameters \( \Delta_1, \Delta_2, \Delta_3, \theta_1, \theta_2, \theta_3 \). As above, this is based on the assumption that these parameters are independent and each is normally distributed, so:

\[
(4.1)
\]

\[
P_d(\sigma) = \frac{1}{2\pi} \exp \left( -\frac{(\Delta_1 - \bar{\Delta}_1(d))^2}{2\Delta_1(d)^2} \right) \frac{1}{\theta_j(d)\sqrt{2\pi}} \exp \left( -\frac{(\theta_j - \bar{\theta}_j(d))^2}{2\theta_j(d)^2} \right)
\]
Consider codon $C$ consisting of dimers $d_1$ and $d_2$, and for a choice of their dimer steps $\sigma_1$ and $\sigma_2$, denote the resulting codon geometry $y$ as the “step product” $\sigma_1 \ast \sigma_2$. Then $P_C(y)$, the probability density of the codon $C$ having geometry $y$, is given by an integral over all paths to $y$:

$$P_C(y) = \int_{\sigma_1} \left[ \sum_{\sigma_2 \mid \sigma_1 \ast \sigma_2 = y} P_{d_2}(\sigma_2) \right] P_{d_1}(\sigma_1) \, d\sigma_1$$

For each pair of values for $y$ and $\sigma_1$, we must solve for all possible values $\sigma_2$; fortunately this can be done explicitly, and generically there are only two such paths; this is detailed in the next subsection.

For each path the quantity $P_{d_2}(\sigma_2)$ will be evaluated using Eq. (4.1). The outer integral over a six dimensional space is instead dealt with by a Monte-Carlo method: noting that it is the integral w.r.t. a probability measure, we approximate by choosing a sample of $m$ random sets of values for the Hassan-Calladine parameters, in turn determining a set $\Sigma_m$ of values for $\sigma_1$, and averaging:

$$P_C(y) \approx \frac{1}{m} \sum_{\sigma_1 \in \Sigma_m} \sum_{\sigma_2 \mid \sigma_1 \ast \sigma_2 = y} P_{d_2}(\sigma_2)$$

Then we assemble the pieces:

$$P_g(y) = \frac{1}{64} \sum_C P_C(y)$$

$$P_{f,g}(y) = \frac{1}{64} \sum_{C \mid f(C) = a} P_C(y)$$

and the easy one, the fraction of codons that give a specified amino acid:

$$P_f(a) = \frac{1}{64} |\{C \mid f(C) = a\}|$$

4.1. **Reconstructing the second dimer step.** What remains is to solve $\sigma_1 \ast \sigma_2 = y$ for the second dimer step $\sigma_2$; that is, find the corresponding Hassan-Calladine angles $\theta_1$ and then the lengths $\Delta_i$.

Except for one case noted below (of negligible probability), the angles $\theta_i$, $i = 1–3$ are determined up to negation of the pair $\theta_1, \theta_2$. This comes from the formula

$$T = MR_3(\theta_3/2 - \phi)R_2(\eta)R_3(\theta_3/2 + \phi)$$

as in Section 2.2 of [3] (See also Eq’s (9) of [4]). The matrices $M$ and $T$ are the frames respectively for the end of the first dimer and the end of the codon, $R_2$ and $R_3$ are the familiar matrices for rotations about $y$ and $z$ axes

$$R_2(\eta) = \begin{bmatrix} \cos \eta & 0 & -\sin \eta \\ 0 & 1 & 0 \\ -\sin \eta & 0 & \cos \eta \end{bmatrix} \quad R_3(\theta) = \begin{bmatrix} \cos \theta & -\sin \theta & 0 \\ \sin \theta & \cos \theta & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

and $\eta = \text{sign}(\theta_2)\sqrt{\theta_1^2 + \theta_2^2}$, $\text{sin } \phi = \theta_1/\eta$ with $-\pi \leq \phi \leq \pi$.

From this,

$$\theta_2 = \text{sign}(\theta_2)\sqrt{\eta^2 - \theta_1^2} = \eta \cos \phi$$

Let $R = M^{-1}T = R_3(\theta_3/2 - \phi)R_2(\eta)R_3(\theta_3/2 + \phi)$ be the combined rotation.

$$R_{33} = (R_3(\theta_3/2 - \phi)e_3^T R_2(\eta)(R_3(\theta_3/2 - \phi)e_3) = e_3^T R_2(\eta)e_3 = (R_2(\eta))_{33} = \cos \eta,$$
\[ \eta = \pm \arccos R_{33} \in [0, \pi] \]

**Case 1 (Generic):** \(-1 < R_{33} < 1, \text{ so } 0 < |\eta| < \pi.\)

Defining \(\alpha = \theta_3/2 + \phi\) and \(\beta = \theta_3/2 - \phi,\) \(\alpha\) is determined in \((-\pi, \pi]\) by

\[
\cos \alpha = -R_{31}/\sin \eta, \quad \sin \alpha = R_{32}/\sin \eta
\]

and likewise \(\beta\) by

\[
\cos \beta = R_{13}/\sin \eta, \quad \sin \beta = R_{23}/\sin \eta
\]

\(\sin \eta \neq 0,\) so no problems here.

Then \(\theta_3 = \alpha + \beta, \phi = (\alpha - \beta)/2, \theta_1 = \eta \sin \phi, \theta_2 = \eta \cos \phi.\)

The two choices for \(\eta\) likewise negate \(\theta_1\) and \(\theta_2,\) but only shift \(\theta_3\) by an irrelevant increment of \(2\pi.\)

**Case 2.** \(R_{33} = 1, \text{ so } \eta = 0.\)

\(\theta_1 = \theta_2 = 0,\) and \(R = R_3(\theta_3)\) so \(\theta_3\) is determined easily.

**Case 3: \(R_{33} = -1, \text{ so } \eta = \pm \pi.\)**

This is the problem case, as \(R\) now depends only on \(\phi,\) not \(\theta_3,\) so the latter is not constrained at all. However, the value \(\eta = \pm \pi\) is extremely unlikely: \(\eta^2 = \theta_1^2 + \theta_2^2,\)

and as seen in Table 3, the values for the later two angles are far too small.

Reconstructing the remaining Hassan-Calladine parameters \(\Delta_i\) is now straightforward; they are related to the known positions of the ends of each dimer and the Hassan-Calladine by a system of linear equations, as seen in the formulas

\[
T = (v_1^\top v_2^\top v_3^\top) = MR_3 \left( \frac{\theta_3}{2} - \phi \right) R_2 \left( \frac{\eta}{2} \right) R_3 (\phi).
\]

with the (known) positions \(p_2\) and \(p_3\) of the ends of the second and third bases related by

\[
p_3 = p_2 + \Delta_1 v_1 + \Delta_2 v_2 + \Delta_3 v_3
\]

from [5]; see also Eq’s (10,11) of [4].

### 4.2. Numerical Results

The most accurate calculation so far for the true genetic code is with \(N = 4096\) samples and \(m = 2048\) samples for each evaluation of \(P_C(y).\)

This gives \(M_N(f_I, g) \approx 0.1834,\) with standard error of the mean estimated at 0.003.

Comparisons to alternative genetic codes have been done with 16 randomly generated codes, each with \(N = 2048\) and \(m = 1024;\) the random codes then give a mean \(E_S(M_N(f_\sigma, g))\) value of 0.1776 with 95% confidence interval [0.1708, 0.1844].

With those same sample size parameters for the true genetic code the result was 0.1877. Much as seen in Section 3.3, this is slightly out of the 95% confidence interval, in the opposite direction to that suggested by the Geometric Pressure Hypothesis:

\[
0.1708 \leq E_S(M_N(f_\sigma, g)) \leq 0.1844 < M_N(f_I, g) \approx 0.1877.
\]

### 5. Conclusions

A given genetic sequence can be interpreted as encoding a protein and also as influencing the geometry of the DNA molecule that carries it. This is therefore a situation like the one in the Introduction where Georgina and Fred are each interpreting the same signal differently. It is therefore of interest to understand how well-duplexed these two “codes” are.
Combining the results of the previous paper [5] with the new results in Section [3] this has now been done in three different ways. Disappointingly, each time the answer has turned out to be “about what you’d expect if the real genetic code was just selected randomly, but maybe a little worse”. In other words, contrary to the predictions of the Geometric Pressure Hypothesis (GPH), the natural genetic code does not appear to be especially well-duplexed. In other words, even if one replaced the natural genetic code with a random alternative, it is likely that there would be more freedom in the geometry of the DNA molecule while encoding any given protein.

It is interesting to speculate about what that tells us about the evolution of the genetic code. On the one hand, it could simply imply that there is not much evolutionary advantage in having the ability to alter the shape of the DNA molecule without changing the protein it encodes. However, that is not the only possible explanation. Another intriguing possibility, which was raised during the discussion after the talk in the session for which this volume serves as the proceedings, is that the code became fixed before the molecules became large enough for it to matter. In particular, it does seem likely that the geometry of the molecule is not very important when the chromosome is very short. So, if the genetic code that we are familiar with was shaped during an early period in evolution when the genome of living creatures were all very small, the GPH might not have applied. And, since the genetic code is no longer very malleable (as demonstrated by its near ubiquity), it might no longer have been able to change once the molecules grew large enough for their geometry and topology to matter.

In any case, whatever the explanation may be, the new computations have only re-confirmed the answer found previously to the question of the title. Since the natural genetic code appears only slightly less well-duplexed with the geometric code than an average alternative, it does not appear that the evolution of the genetic code was shaped by any pressure to optimize it.
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