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Structural node embeddings, vectors capturing local connectivity information for each node in a graph, have many applications in data mining and machine learning, e.g., network alignment and node classification, clustering and anomaly detection. For the analysis of directed graphs, e.g., transactions graphs, communication networks and social networks, the capability to capture directional information in the structural node embeddings is highly desirable, as is scalability of the embedding extraction method. Most existing methods are nevertheless only designed for undirected graph. Therefore, we present DIGRAPHWAVE – a scalable algorithm for extracting structural node embeddings on directed graphs. The DIGRAPHWAVE embeddings consist of compressed diffusion pattern signatures, which are twice enhanced to increase their discriminate capacity. By proving a lower bound on the heat contained in the local vicinity of a diffusion initialization node, theoretically justified diffusion timescale values are established, and DIGRAPHWAVE is left with only two easy-to-interpret hyperparameters: the embedding dimension and a neighbourhood resolution specifier. In our experiments, the two embedding enhancements, named transposition and aggregation, are shown to lead to a significant increase in macro F1 score for classifying automorphic identities, with DIGRAPHWAVE outperforming all other structural embedding baselines. Moreover, DIGRAPHWAVE either outperforms or matches the performance of all baselines on real graph datasets, displaying a particularly large performance gain in a network alignment task, while also being scalable to graphs with millions of nodes and edges, running up to 30x faster than a previous diffusion pattern based method and with a fraction of the memory consumption.
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1 INTRODUCTION

Node embeddings, i.e., vector representations of each node in a graph, are ubiquitous for solving generic machine learning and data mining tasks on graph structured data, e.g., node classification [14, 20, 24, 44, 45, 53], clustering [14, 23, 28, 30], regression [11, 19] and anomaly detection [2, 3, 35]. The information captured in the embeddings is determined by the extraction method used to obtain them, which exist in a large variety. One may narrow down...
available methods by distinguishing between those aimed at graphs with additional node attributes, which are then often incorporated into the embeddings, versus methods aimed at plain graphs, i.e., graphs without additional node attributes. In this work, we focus on extracting node embeddings for plain graphs, and we refer the reader to other works on extracting node embeddings on attributed graphs, e.g., [1, 21, 32, 49, 54, 58, 62].

For plain graphs, node embeddings can generally be divided into two complementary types: positional embeddings and structural embeddings [50, 63]. Methods for extracting positional embeddings follow the axiom that nodes in proximity, or which are well-connected, should have similar embeddings. Extraction techniques involve skip-gram models using random walks [20, 43], matrix factorization of similarity matrices capturing multi-hop similarities [46], explicit modelling of first and second order proximity [53] and mixed approaches [45]. These embeddings are particularly useful for machine learning tasks aimed at inferring node properties which are homophilous, i.e., when connected nodes tend to share similar properties, and for link prediction [20, 61].

However, for inference of node properties which are not homophilous, or for applications like network alignment [22] and node similarity search [44] where nodes in disconnected graphs are to be compared, structural embeddings are more suitable. Structural embeddings aim to capture the local connectivity patterns around each node, e.g., a centre of a star pattern, leaf node pattern or bridge node pattern. Such patterns are generic to graphs, which is why structural embeddings can be compared between disconnected components of the same graph, or even different graph datasets, something which would be meaningless using positional embeddings without some additional processing.

The node degrees are the most basic structural features, and some structural embedding extraction methods [22, 24, 29] use these as a building blocks to construct more advanced handcrafted features, e.g., via recursive feature concatenation or by building degree histograms over k-hop neighbourhoods. Additionally, dimensionality reduction via matrix factorization is commonly applied to obtain the final embeddings [22, 23, 29]. Other approaches combine handcrafted similarities with self-supervised learning [48], avoid handcrafted features by pretraining graph neural networks using contrastive learning [44], or construct embeddings using the heat kernel [14].

Unfortunately, many existing structural embedding extraction algorithms are only defined for undirected graphs [14, 36, 39, 44, 48, 56]. While it is always possible to treat a directed graph as undirected to extract the embeddings, doing so is undesirable if the direction information of the edges is important, as it commonly is for distinguishing follower and followee in social networks, citer and citee in citation networks and sender and receiver in a communication or transaction network. Furthermore, due to the large size of these types of graph datasets, scalability, both in terms of space and time complexity, is always important for embedding extraction methods. This motivates our work in which we present Digraphwave, a structural node embedding extraction algorithm for directed graphs, possibly weighted, which scales to graphs with millions of nodes and edges.

The Digraphwave algorithm consists of two parts: the extraction of the core embeddings, and two enhancements. The extraction of the core embeddings is itself composed of two steps: (1) definition and calculation of node reachability value signatures via the heat diffusion equation, and (2), compression of these signatures into fixed-sized vector embeddings using the empirical characteristic function. The two enhancements, transposition and aggregation, address two observed issues with the representational capacity of the core embeddings. Specifically, the core embeddings are insufficient to distinguish the local structure of nodes with no out-edges, and similarly, some nodes with distinct local structures share similar symmetries, also making them indistinguishable using the core embeddings. The transposition enhancement resolves the first issue by extracting core embeddings both from the original graph and the transpose graph, i.e., the graph with all edge directions reversed, and the aggregation enhancement addresses the second issue via aggregations of each node’s neighbours’ embeddings. The algorithm is visualized in Figure 1, albeit without the
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Fig. 1. Overview of the Digraphwave structural embedding extraction algorithm. Reachability values are computed via diffusion, and these values are compressed into vectors using the empirical characteristic function. With the transposition enhancement, this process is repeated for the transposed graph and the extracted embeddings are concatenated. The final scatter plot shows actual Digraphwave embeddings extracted from the input graph projected into 2D using PCA. The colours and shapes of the scatter points and input graph nodes correspond to automorphic equivalence identities. Edges without arrowheads mean that both edges directions are present.

Aggregation enhancement. As visible in the rightmost plot, Digraphwave produces embeddings where the different automorphic node identities are distinguishable.

The mentioned reachability values are calculated on multiple neighbourhood resolutions by evaluating the diffusion process on a range of timescales. As these timescales should neither be too small nor too large, we develop a theoretical analysis of the diffusion process on directed graphs to aid in the choice of timescale values, specifically proving a lower bound on the diffusion heat contained in the local vicinity of an initialization node. Using this analysis, the choice is reduced to a single integer hyperparameter, $R$, which can be interpreted as an effective radius of the largest neighbourhood to consider for the extraction of the embeddings. Empirically, we find $R = 2$ or $R = 3$ to work well for real-world graphs, which commonly have small characteristic path lengths [60].

Computation of the reachability values is the main computational challenge to overcome to apply Digraphwave to large graphs. This is because it involves the matrix exponential, which is known to be numerically challenging to compute [38], and for which naive implementations will suffer from quadratic space complexity. We address this challenge by (1) employing truncated Taylor series approximation with a numerical error bound, and (2) computing the embeddings in batches to circumvent the quadratic space complexity. The resulting implementation is easy to parallelize over multiple CPUs and GPUs, and thereby scales to large graphs.

To demonstrate the ability of the Digraphwave embeddings to capture various local connectivity patterns, we construct a synthetic dataset of directed graph with known automorphic equivalence relationships. Our dataset is based on a previously suggested structural embedding benchmark for undirected graphs [31]. Furthermore, real-world graph datasets are used to show the practical applicability of Digraphwave for node classification and network alignment tasks. In all the experiments, Digraphwave outperforms recent structural embedding methods for directed graphs, often by a wide margin. A new implementation [10] of an older method, ReFeX [24], does match the performance of Digraphwave in some experiment settings, which is surprising given its simplicity and that it has been ignored in recent benchmarks [14, 22, 29, 31, 36, 39, 44, 48].
The main contributions of our paper can be summarized as (1) the Digraphwave algorithm for extracting structural node embeddings for directed graphs with a scalable implementation released via our project page\(^1\), (2) a lower bound on the diffusion heat contained in the \(R\)-hop neighbourhood of initialization node, which is used to rigorously justify the hyperparameter values of Digraphwave, (3) a benchmark dataset of directed graphs with node labels based on automorphic identities, and (4) empirical evidence of the quality of the Digraphwave embeddings compared to other embedding methods.

The rest of the paper is structured as follows. Mathematical notation and background concepts related to diffusion on graphs are introduced in Section 2, followed by the detailed presentation of the Digraphwave algorithm in Section 3. Section 4 is devoted to the theoretical analysis used to determine appropriate timescale hyperparameter values, and Section 5 treats the relation between Digraphwave and other structural embedding methods for directed graphs. Section 6 contains all details of the performed experiments and their results. Section 7 concludes the paper with an outlook into future research directions. Several minor and major proofs are found in the Appendix A.1-B, as well as some additional experiments results in Appendix C.

2 DIFFUSION ON GRAPHS

This section establishes background information on diffusion on graphs, starting with mathematical definitions and notation in Section 2.1, see Table 1 for an overview. In Section 2.2, the diffusion equation on graphs is introduced together with important concepts and properties, and in Section 2.3 the numerical computation of the matrix exponential, the general solution to the diffusion equation, is discussed.

2.1 Notation and Definitions for Graph Concepts

Let \(G = (V, E)\) be a directed graph without self-loops, with \(n = |V|\) and \(m = |E|\) edges. The graph may have positive, nonzero, edge weights, i.e., \(w_{j \rightarrow i} \in \mathbb{R}_{>0}\) denotes the weight of the edge \(j \rightarrow i \in E\). For an unweighted graph, \(w_{j \rightarrow i} = 1\) for all edges. We define the weighted adjacency matrix \(A\) and the diagonal weighted out-degree matrix \(D\) as

\[
A_{ij} = A_{j \rightarrow i} = \begin{cases} w_{j \rightarrow i} & \text{if } j \rightarrow i \in E \\ 0 & \text{otherwise} \end{cases},
\]
\[
D_{jj} = \sum_{i \in V} A_{j \rightarrow i} = \sum_{i \in \mathcal{N}_{\text{out}}(j)} w_{j \rightarrow i}.
\]

Note that \(A_{ij}\), the element of \(A\) in row \(i\) and column \(j\), corresponds to an edge \(j \rightarrow i\). In (1), we used the notation \(\mathcal{N}_{\text{out}}(j) = \{i | j \rightarrow i \in E\}\) for the out-neighbourhood of the node \(i\), and we similarly define \(\mathcal{N}_{\text{in}}(j) = \{i | i \rightarrow j \in E\}\) as the in-neighbourhood, and \(\mathcal{N}(j) = \mathcal{N}_{\text{out}}(j) \cup \mathcal{N}_{\text{in}}(j)\) as the joint neighbourhood.

The weighted and directed graph Laplacian is a central object for studying diffusion on graphs, and we define it in accordance with previous work as \(L = D - A [6, 57]\). This work focuses on the out-degree normalized version of the Laplacian, since it has more convenient numerical stability properties than its unnormalized counterpart. We define the out-degree normalized graph Laplacian as

\[
\mathcal{L} = L \tilde{D}^{-1} = \tilde{I} - A \tilde{D}^{-1},
\]

where \(I\) and \(\tilde{D}^{-1}\) are defined as

\[
\tilde{I}_{ij} = \begin{cases} 1 & \text{if } i = j \text{ and } | \mathcal{N}_{\text{out}}(j) | > 0 \\ 0 & \text{otherwise} \end{cases},
\]
\[
\tilde{D}_{ij}^{-1} = \begin{cases} \frac{1}{D_{jj}} & \text{if } i = j \text{ and } | \mathcal{N}_{\text{out}}(j) | > 0 \\ 0 & \text{otherwise} \end{cases}.
\]

\(^1\)https://ciwanceylan.github.io/digraphwave-project/
Table 1. Major symbols and their definitions.

| Symbol | Definition |
|--------|------------|
| $G = (V, E)$ | A directed graph without self-loops with node set $V$ and edge set $E$, where an edge $j \to i$ has weight $w_{j\to i} > 0$. |
| $n = |V|$ | Number of nodes in $G$. |
| $m = |E|$ | Number of edges in $G$. |
| $w_{j\to i}$ | The weight of edge $j \to i$. |
| $A$ | The $n \times n$ weighted adjacency matrix of $G$, with the element at row $i$ and column $j$ corresponding to the edge $j \to i$. That is $A_{ij} = A_{j\to i}$. |
| $[A]_{ij}$ | Bracket notation for an element in a matrix or vector. |
| $\Delta$ | The $n \times n$ diagonal weighted out-degree matrix, see (1). |
| $N_{\text{out}}(j)$ | The out-neighbourhood of node $j$, i.e., $\{i | j \to i \in E\}$. |
| $N_{\text{in}}(j)$ | The in-neighbourhood of node $j$, i.e., $\{i | i \to j \in E\}$. |
| $N(j)$ | The joint neighbourhood of node $j$, i.e., $N_{\text{out}}(j) \cup N_{\text{in}}(j)$. |
| $L = \Delta - A$ | The $n \times n$ directed graph Laplacian. |
| $\bar{D}$ | The “inverse” of $\Delta$ but with elements corresponding to nodes with no out-neighbours set to zero, see (3). |
| $\bar{D}^{-1}$ | The “inverse” of $\Delta$ but with elements corresponding to nodes with no out-neighbours set to zero, see (3). |
| $\mathcal{L} = \bar{I} - A \bar{D}^{-1}$ | The $n \times n$ out-degree normalized Laplacian. |
| $\omega_{j\to i}$ | The out-degree normalized weight of edge $j \to i$. |
| $\alpha_{j\to i}$ | Element $ij$ in $A \bar{D}^{-1}$. The probability to transition from $j$ to $i$ under a random walk on the graph. See (5). |
| $u(\tau)$ | A length $n$ vector and the solution to the differential equation (6) for a given initial condition. |
| $\Psi(\tau) = \exp(-\tau \mathcal{L})$ | The $n \times n$ reachability value matrix. |
| $\Psi_{j\to *}(\tau)$ | Column $j$ of $\Psi(\tau)$ and the solution to the diffusion equation (6) at time $\tau$ with all heat initialized at node $j$. |
| $\mathcal{X}_j$ | The Digraphwave embedding for node $j$. |
| $R$ | The main hyperparameter of Digraphwave. Determines the largest scale used for the structural embeddings in terms of numbers of hops. See Sections 3.1 and 4. |
| $d_{sp}(j, i)$ | Directed shortest path distance from node $j$ to node $i$. |
| $N_b(j, r)$ | The set of nodes within $r$-hops from $j$, i.e., $\{i | d_{sp}(j, i) \leq r\}$. |
| $N_p(j, r)$ | The set of nodes which cannot be reached with $r$-hops from $j$, i.e., $V - N_b(j, r)$. |
| $C(j, r)$ | The set of nodes exactly $r$-hops from $j$, i.e., $\{i | d_{sp}(j, i) = r\}$. |

i.e., diagonal elements corresponding to nodes with no out-neighbours are set to zero. The elements of $\mathcal{L}$ can thus be expressed as

$$
\mathcal{L}_{ij} = \mathcal{L}_{j\to i} = \begin{cases} 
1 & \text{if } i = j \text{ and } |N_{\text{out}}(j)| > 0 \\
-\omega_{j\to i} & \text{if } i \neq j \text{ and } j \to i \in E \\
0 & \text{otherwise,}
\end{cases}
$$

(4)
where $\omega_{j \rightarrow i}$ are out-degree normalized weights,

$$\omega_{j \rightarrow i} = \frac{w_{j \rightarrow i}}{\sum_{k \in N_{\text{out}}(j)} w_{j \rightarrow k}} = \frac{w_{j \rightarrow i}}{D_{jj}}.$$  

Another related and useful definition is

$$\mathcal{A} = \mathbf{A} \mathbf{D}^{-1}, \quad \alpha_{j \rightarrow i} = [\mathcal{A}]_{ij} = \begin{cases} \omega_{j \rightarrow i} & \text{if } j \rightarrow i \in E \\ 0 & \text{otherwise}, \end{cases}$$

where each $\alpha_{j \rightarrow i}$ is interpreted as the transition probability from node $j$ to node $i$ under a random-walk on $G$.

### 2.2 The Diffusion Equation and its Properties

The heat diffusion equation on $G$ with an initial heat distribution $b \in \mathbb{R}_+^n$ is defined as:

$$\frac{du}{d\tau}(\tau) = -\mathcal{L} u(\tau) = (\mathcal{A} - \mathbf{I}) u \quad u(\tau = 0) = b, \quad \tau \geq 0,$$

where $u(\tau)$ is the heat distribution over all nodes in $G$ at time $\tau$. The Laplacian $\mathcal{L}$ has the key property that the sum over its rows is zero,

$$\sum_{i \in V} \mathcal{L}_{ij} = \sum_{i \in V} \mathcal{L}_{j \rightarrow i} = \sum_{i \in V} 1 = 1 \quad \sum_{i \in V} \alpha_{j \rightarrow i} = \sum_{i \in V} \alpha_{j \rightarrow i} = \begin{cases} 0 & \text{if } |N_{\text{out}}(j)| = 0 \\ 1 - \frac{\sum_{k \in N_{\text{out}}(j)} w_{kj}}{\sum_{k \in N_{\text{out}}(j)} w_{kj}} & \text{otherwise} \end{cases} \Rightarrow \sum_{i \in V} \alpha_{j \rightarrow i} = 0.$$

This property directly implies a conservation property for the heat distribution, namely that the total heat, i.e., the sum of elements $u_i(\tau)$, is constant with respect to the diffusion time $\tau$:

$$\frac{d}{d\tau} \sum_{i \in V} u_i(\tau) = \sum_{i \in V} \frac{du_i}{d\tau}(\tau) = -\sum_{i \in V} \sum_{j \in V} \mathcal{L}_{ij} u_j(\tau) = -\sum_{j \in V} u_j(\tau) \sum_{i \in V} \mathcal{L}_{ij} = 0.$$

Consequently, the sum of the elements of the initial condition is preserved throughout the diffusion process,

$$\sum_{i \in V} u_i(\tau) = \sum_{i \in V} u_i(0) = \sum_{i \in V} b_i. \quad \sum_{i \in V} u_i(\tau) = \sum_{i \in V} b_i,$$

The general solution to the diffusion equation (6) is given by the matrix exponential $\exp(\tau \mathcal{L})$:

$$u(\tau) = \exp(\tau \mathcal{L}) b = \Psi(\tau) b,$$

where we introduce $\Psi(\tau) = \exp(\tau \mathcal{L})$ as a more compact notation. Following [25], the matrix exponential itself can be defined for any complex $n \times n$ matrix $X$ as the Taylor polynomial

$$\exp(X) = \mathbf{I} + X + \frac{X^2}{2!} + \frac{X^3}{3!} + \cdots = \sum_{k=0}^{\infty} \frac{X^k}{k!}.$$

An important property of $\exp(\tau \mathcal{L})$ is that all its elements are nonnegative, $[\exp(\tau \mathcal{L})]_{ij} \geq 0$. This follows from the fact that $-\mathcal{L}$ is an essentially nonnegative matrix, i.e., its off-diagonal elements are nonnegative, and Theorem 10.29 in [25]. Consequently, if a nonnegative initial condition is used, $b_i \geq 0$, we also have $u_i(\tau) \geq 0$.  
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By combining the nonnegativity property with the conservation property \((8)\), and by using a one-hot initial condition,
\[
b_i = \begin{cases} 
1 & \text{if } i = j \\
0 & \text{otherwise,}
\end{cases}
\]
two intuitive interpretations of the elements of the heat distribution emerge. The first interpretation is that each \(u_i(\tau)\) is the proportion of heat which has been transferred from the initial node \(j\) to node \(i\) at time \(\tau\), which is why we will refer to elements \(u_i(\tau)\) as heat coefficients. The second interpretation is that \(u_i(\tau)\) is the probability of a random walk process initialized at the node \(j\) to reside at the node \(i\) after a number of steps sampled from a Poisson distribution with parameter \(\tau\), see the Appendix A.1 for the mathematics of this interpretation. This second interpretation motivates the use of the term reachability values for the elements \(u_i(\tau)\).

We will use the terms heat coefficients and reachability values interchangeably in this work, depending on which interpretation the best suites the context. Moreover, since the column \(j\) of \(\Psi(\tau)\) exactly corresponds to the heat distribution \(u(\tau)\) resulting from a one-hot initialization at the node \(j\), the terminology of heat coefficients and reachability values will likewise be used for elements of the matrix exponential \(\Psi(\tau)\) and its columns \(\Psi_{j\rightarrow*}(\tau) = \Psi(\tau)b\).

A final property of the diffusion equation relevant for the design of Digraphwave is the existence of stationary solutions and the behaviour of \(u(\tau)\) for large \(\tau\). In the undirected case, any heat distributions proportional to the degree of each node in a weakly connected component of the graph is stationary, see Appendix A.2 for a short proof. Detailed analysis of stationary solutions for directed graphs requires additional theoretical machinery, and is beyond the scope of this work. We refer interested readers to other sources \([6, 57]\). Important for this work is that the heat will eventually get trapped in sinks made up from strongly connected components in the graph.

### 2.3 Numerical Computation of the Matrix Exponential

Numerical computation of the matrix exponential is a well-studied subject and there exist several methods, both general and for matrices with specific characteristics \([38]\). For nondefective matrices, the exponential can be computed accurately via the eigenvalue decomposition,
\[
\exp(X) = U \exp(\Lambda) U^T
\]
where \(U\Lambda U^T = X\) is the eigenvalue decomposition of \(X\). The Laplacian matrix for directed graphs, however, may be defective, and thus the eigenvalue decomposition is not guaranteed to exist or be numerically unstable. While alternative decomposition methods, e.g., Jordan canonical form or Schur, can be used \([27, 38]\), decomposition methods generally fail to scale to large graphs since the outer matrix factors, i.e., \(U\), are dense \(n \times n\) matrices and can thus not be stored in the computer memory. Quadratic space complexity is not only an issue for decomposition methods. It is a general difficulty caused by \(\exp(X)\) typically being dense even for sparse \(X\), meaning that any method attempting to compute the entire matrix \(\exp(X)\) at once will not be scalable. In Section 3.2, we address this issue via batch computation.

Batched computation of \(\exp(X)\) can be implemented via series approximation, for which there exist different choices. Chebyshev series approximation have previously been used in the context of machine learning on graphs \([13, 14]\). This is a good choice for matrices with eigenvalues constrained to an interval on the real line, e.g., \([0, 2]\) for the normalized Laplacian of an undirected graph \([12, 59]\), since Chebyshev approximation can be made “near-best” on such intervals \([55]\). However, for matrices with eigenvalues containing imaginary components, the Chebyshev approximation error is not guaranteed to converge to zero \([38]\), which is the case for the Laplacian matrices of directed graphs. 
Faber series approximation [15] is a natural replacement, since they generalize the near-minimax property of Chebyshev approximation from an interval on the real line to a general elliptical region in the complex plane [18]. Faber series approximation have also previously been used to compute the solution to the directed diffusion equation on a 2D lattice [8]. However, to use the Faber series approximation, one first needs to find an ellipse which bounds the eigenvalues of the matrix in the complex plane, e.g., by computing the eigenvalues with the largest real and imaginary parts respectively, which, in our experience, becomes a computational bottleneck for large matrices.

Explicit computation of eigenvalues can be avoided by instead using a general bound. Specifically, the eigenvalues of $L$ for any graph lie in a unit circle in the complex plane centred at 1 [6, 37]. Applying this bound, Faber series approximation is reduced to Taylor series approximation [18]. Thus, while Digraphwave can be implemented using Faber series in general, we only consider truncated Taylor series approximation in this work.

3 DIGRAPHWAVE

In this section, the Digraphwave algorithm is described in detail. The core algorithm consists of two parts: computation of reachability values for various timescales and compression of these into structural node embeddings using the empirical characteristic function. To aid the explanation, we use an example graph shown in Figure 2a. Each node in the graph is labelled with its node index and the shape and colour indicates automorphic equivalence, i.e., nodes with the same shape and colour share all graph theoretic properties (e.g., in-/out-degree, centralities etc.) [31].

In Section 3.1, we discuss the reachability values’ relation to local connectivity patterns, as well as the timescale parameters and how to choose them appropriately. Then, in Section 3.2, the scalable computation of the reachability values is described, followed by the compression into node embeddings using the empirical characteristic function, Section 3.3. The two enhancements to the core embeddings, transposition and aggregation, are motivated and detailed in Section 3.4. Finally, in Section 3.5, the appropriate values for the remaining hyperparameters of Digraphwave are discussed, and the full algorithm is presented as pseudocode, see Algorithms 1-5.

3.1 Reachability Values and Timescales

In Section 2, we defined the matrix of reachability values $\Psi(\tau)$ as the general solution to the directed diffusion equation (6) using the matrix exponential

$$\Psi(\tau) = \exp(-\tau L).$$

(12)

In Figures 2c-(e), we visualize the column vectors $\Psi_{j \rightarrow *}(\tau)$ for nodes 0, 19 and 20 in the example graph, Figure 2a. Again, the values on each node can be interpreted either as the proportion of transferred heat, or as the probability of a random walk ending on that node. Moreover, when treated as sets, each column vector $\Psi_{j \rightarrow *}(\tau)$ provides a signature of the topology of the neighbourhood surrounding the node $j$, with $\tau$ determining the neighbourhood resolution. The signatures for the nodes 0, 19 and 20 are visualized as histograms in Figures 2c-(e). It is clear that any nodes which are automorphically equivalent will share signatures $\Psi_{j \rightarrow *}(\tau)$ for any timescale $\tau$. Moreover, for a correctly chosen timescale, the signatures can also capture distinct local structures.

This raises the question of which timescale value $\tau$ to use. Since real-world graphs often display a hierarchical structure [47], different patterns may appear at different neighbourhood resolutions. Therefore, to capture these different resolutions, we use $k_\tau$ evenly-spaced values for $\tau$ in an interval $[\tau_{min}, \tau_{max}]$, reminiscent of the heat kernel signature used for shape recognition in computer graphics [52]. The next question, then, is to find appropriate values for $\tau_{min}, \tau_{max}$ and $k_\tau$. 
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Fig. 2. (a) shows an example graph with nodes labelled by their node index and with colours and shapes corresponding to their automorphic identity. (c)–(e) show the reachability values for nodes 0, 19 and 20 for $\tau = 1$ as heat distributions over the graph nodes. (f)–(h) show the same reachability values as histograms. (b) shows a visualization of the reachability values after compression using the empirical characteristic function in the complex plane for $t \in [0.5\pi, \pi \ldots 5\pi]$. Here we use $\Delta t = 0.5\pi$ instead of $\Delta t = \pi$ for visual clarity. See Section 3.3 for the ECF details.
As can be discerned from the discussion about stationary solutions in Section 2.2, the values of \( \tau_{\text{min}} \) and \( \tau_{\text{max}} \) are crucial for the reachability values to contain local structural information, as \( \tau \) should be neither too small nor too large. For large values of \( \tau \), the signatures \( \Psi_{j \rightarrow \ast}(\tau) \) will converge to uninformative stationary distributions. For undirected graph, this distribution will be identical for all nodes in the same weakly connected component, while the signal will eventually get trapped in sets of sink nodes for directed, see [6, 57] for details. Additionally, at \( \tau = 0 \), \( \Psi \) will equal the \( n \times n \) identity matrix, which is also uninformative. The cases of too small and too large timescales are illustrated for a small graph on three nodes in Figure 3. In the figure, the entire evolution of the reachability values over time \( \tau \) for nodes A and B is shown. For \( \tau = 0 \) the signatures are identical and by \( \tau = 4 \) the two heat distributions are close to the convergence to stationary solution and can no longer be distinguished. Around \( \tau = 1 \) the signatures are the most different.

From this example, we conclude that we desired guarantees on \( \tau_{\text{min}} \) and \( \tau_{\text{max}} \) such that \( \tau \in [\tau_{\text{min}}, \tau_{\text{max}}] \) are neither too small nor too large to produce informative signatures. To provide such guarantees, we formulate and prove Theorem 1 in Section 4. Using the heat diffusion interpretation of \( \Psi(\tau) \), the theorem says that the proportion of heat remaining at most \( R \) hops away from the initialization node is bounded from below by the normalized upper incomplete gamma function, see [41] for its definition. Mathematically, this is expressed as:

\[
\sum_{i \in \mathcal{N}_R(j, R)} \Psi_{j \rightarrow i}(\tau) \geq Q(R+1, \tau) = \frac{\Gamma(R+1, \tau)}{\Gamma(R+1)}.
\] (13)

We plot \( Q(R+1, \tau) \) as a function of \( \tau \) for several values of \( R \) in Figure 4. Since the function \( Q(R+1, \tau) \) is invertible with respect to \( \tau \), one may choose a desirable proportion of heat, \( a_{\text{to}} \), to be contained in \( R \)-egonet of the initialization node, and use a \( \tau_{\text{max}} = Q^{-1}(R+1, a) \) to guarantee this. For DiGRAPHiWAVE, we simplify the choice even further by using the bound \( Q(R+1, R) > 0.5 \) [40], that is, by setting \( \tau_{\text{max}} = R \) we are always guaranteed that at least half of the total heat remains within \( R \) hops from the initialization node.

For the lower bound of the interval, we use \( \tau_{\text{min}} = 1 \). This has two motivations. First, Figure 3 shows that \( \tau = 1 \) provides a good signal to distinguish nodes A and B, and already for \( \tau = 2 \) the signal is much weaker. Second, with the random-walk interpretation of \( \Psi_{j \rightarrow \ast}(\tau) \), see Appendix A.1, \( \tau \) marks the mean walk length, meaning that \( \tau = 1 \) is the smallest timescales to use for a random walk to leave the initial node on average.

Thus, the timescale interval is \([1, R]\) and we have replaced the unintuitive timescale hyperparameter with the new hyperparameter \( R \): the radius of the largest neighbourhood scale to consider. It might be possible to choose \( R \) automatically through consideration of different graph statistics, e.g., based on the characteristic path distance or diameter, but we leave exploration of such schemes to future work. The remaining hyperparameter, \( k_{\tau} \), the number of timescales to use, is address in Section 3.5.

### 3.2 Scalable Computation of the Reachability Values

Scalable computation of the reachability values requires the space complexity to be manageable. As explained in Section 2.3, the matrix exponential \( \exp(-\tau \mathbf{L}) \) is typically dense even if \( \mathbf{L} \) is sparse, resulting in \( O(n^2) \) space complexity for naive implementations. We address this issue by computing the columns of \( \Psi(\tau) \), i.e., the signatures \( \Psi_{j \rightarrow \ast}(\tau) \), in batches using truncated Taylor series approximation. Since our implementation permits parallelism, the computation can be scaled and performed on large graphs.
The reachability values for nodes A and B in the three node graph. For $\tau = 0$ the signatures are identical, and again for $\tau > 4$ the signatures are not distinguishable. The largest signature discrepancy is observed for $\tau = 1$.

Fig. 3. The reachability values for nodes A and B in the three node graph.

Fig. 4. Visualisation of the bound (13). Each curve shows the minimal amount of heat contained in the $R$-egonet of any directed graph under the diffusion process (6). The dashed curve shows the case when $R = \tau$ and never drops below 0.5.

Fig. 5. The error bound for the truncated Taylor series approximation of the matrix exponential $\exp(-\tau L)$, with $K$ as the order of the Taylor polynomial. The bound includes both the Taylor approximation error and the rounding error due to double-precision floating point arithmetic. The point where the approximation error bound exceeds the rounding error bound is seen as a steep increase.

The $K$th order truncated Taylor series approximation of $\Psi(\tau)$ expanded in the identity matrix $I$ is

$$T_K(L, \tau) = \sum_{k=0}^{K} a_k(\tau) (L - I)^k,$$

where

$$a_k(\tau) = (-\tau)^k e^{-\tau} / k!.$$
Given a list of \( n_{\text{batch}} \) node indices \( B = (v_0, \ldots, v_{n_{\text{batch}}-1}) \), we can express the corresponding columns of \( \Psi(\tau) \) as

\[
\Psi_{B \rightarrow s}(\tau) = \exp(-\tau \mathcal{L}) B,
\]

where \( B \) is a \( n \times n_{\text{batch}} \) matrix of one-hot columns,

\[
[B]_{ij} = \begin{cases} 
1 & \text{if } i = v_j \in B \\
0 & \text{otherwise}.
\end{cases}
\]

Thus, \( \Psi_{B \rightarrow s}(\tau) \) is also a \( n \times n_{\text{batch}} \) matrix, as each term in the corresponding Taylor series:

\[
T_K(\mathcal{L}, \tau) B = \sum_{k=0}^{K} a_k(\tau) (\mathcal{L} - I)^k B.
\]

Computing a batch of \( n_{\text{batch}} \) signatures thus only requires \( O(n n_{\text{batch}}) \) memory. By slightly increasing the space complexity of a batch to \( O(k_r n n_{\text{batch}}) \), the monomials \( (\mathcal{L} - I)^k B \) can be reused for several values of \( \tau \), since \( \tau \) only affects the coefficients in (17).

The monomials \( (\mathcal{L} - I)^k B \) are computed using sparse-dense matrix multiplication, meaning that the time complexity for a batch of reachability values is \( O(k_r K m n_{\text{batch}}) \). The matrix multiplications are easily parallelized over both over \( m \) and \( k_r \) through a GPU supported implementation using pytorch_sparse, part of the PyG framework [16]. Furthermore, separate batches can be parallelized over multiple GPUs, further improving the scalability. The computation of the Taylor series coefficients \( a_k \) is implemented using the Fast Fourier transform. Readers not familiar with this technique may consult the Appendix A.3 for a short derivation. Algorithm 1 shows pseudocode for the full computation of a batch of reachability values.

A remaining question is which order of the Taylor approximation, \( K \), to use. Generally, a low \( K \) value is desirable for a lower computational cost. However, a too low value will result in a high Taylor approximation error, and a too large error will render the embeddings senseless. To ensure that \( K \) is large enough, we use the following the error bound, derived in Appendix A.4 based on Theorem 4.5 and Theorem 4.8 in [25],

\[
\| \exp(-\tau \mathcal{L}) - \hat{T}_K(\mathcal{L}, \tau) \|_1 \leq \left( \frac{\exp(\tau) c K^{n+1}}{(K+1)!} + \bar{y}_{Kn} \right) \exp(\tau), \quad \bar{y}_{Kn} = c K n u / (1 - c K n u),
\]

where \( \hat{T}_K(\mathcal{L}, \tau) \) is the approximation (14) with rounding errors from floating point arithmetic included, and \( \| \cdot \|_1 \) is the maximum column sum matrix norm,

\[
\|X\|_1 = \max_{1 \leq j \leq n} \sum_{i=1}^{n} |x_{ij}|.
\]

The first term in the bound is the Taylor approximation error bound, and the second term a bound on the rounding error. For the rounding error bound, \( c \) is a small integer constant whose precise value does not matter, \( u = 2^{-53} \approx 1.11 \times 10^{-16} \) for IEEE double precision arithmetic and \( u = 2^{-24} \approx 5.96 \times 10^{-8} \) for IEEE single precision arithmetic.

In Figure 5, the error bound is shown as a function of \( \tau \) for several values of \( K \) using \( n = 10^7 \) and double precision. Single precision is not shown, since \( \bar{y}_{Kn} > 1 \) for \( n = 10^7 \). The error generally grows with \( \tau \), and the growth rate increases drastically once the Taylor approximation error surpasses the rounding error. Thus, we want to choose \( K \) so that the rounding error dominates for the largest timescale used, i.e., \( \tau_{\text{max}} = R \). For this work, \( K = 40 \) and double precision is used to guarantee small errors even for \( R = 8 \).
where each \( \theta \) which may be dominated by numerical errors, see Section 3.2, and reduces the time complexity of applying the ECF to a

\[ \phi_j(t, \tau) = \frac{1}{n} \sum_{k=0}^{n-1} e^{i\tau \Psi_{j+k}(\tau)} \] *(20) for \( k \Delta \) different \( t \) values, \( t = (t_0, \ldots, t_{k\Delta-1}) \). The \( k \Delta \) complex ECF values are then concatenated into \( 2k \Delta \) dimensional embeddings,

\[ X_j(\tau) = \left[ \text{Re}(\phi_j(t, \tau)), \text{Im}(\phi_j(t, \tau)) \right]_{t \in \Delta} \] *(21) for each timescale. These are then further concatenated into the final core embeddings:

\[ X_j = \left[ X_j(\tau_s) \right]_{s \in \{0, \ldots, k\Delta-1\}} \] *(22)

As far as we can tell, [14] is the first work to use the ECF compression this way, with [63] following suit. For the sampling points \( t \), both [14] and [63] use \( t_0 = 0 \) and \( t_{k\Delta-1} = 100 \), and then sample equally spaced values with step size \( \Delta t = 100/(k\Delta - 1) \). Since we have not been able to discern the motivation for these values, we instead propose to use

principles from signal processing to choose the sampling points. We observe that \( \phi_j(t, \tau) \) is a band-limited signal in \( t \), with maximum frequency \( f_{\text{max}} = 1/2\pi \) since \( \Psi_{j-k}(\tau) \in [0, 1] \). Thus, Shannon’s sampling theorem [51] applies, and the signal is completely determined given a series of ordinates spaced \( 1/2f_{\text{max}} = \pi \) apart. Consequently, we use \( \Delta t = \pi \). Moreover, since \( \phi_j(0, \tau) = 1 \) irrespective of \( \Psi(\tau) \), we use \( t_0 = \Delta t = \pi \), and thus \( t_{k\Delta-1} = k\Delta \pi \).

In Figure 2b, the core embeddings for nodes 0, 19 and 20 in the example graph are visualized in the 2D plane by plotting the points \((\cos(\tau \Psi_{j-k}(\tau)), \sin(\tau \Psi_{j-k}(\tau)))\) using \( \tau = 1 \) and step size \( \Delta t = \pi/2 \). The three nodes produce distinct patterns reflecting their different local structure in the example graph.

Next, we look at the practical implementation of the ECF compression. For large graphs, it is likely that many

reachability values are very small and can well be approximated by zeros in (20). Doing so both removes small elements which may be dominated by numerical errors, see Section 3.2, and reduces the time complexity of applying the ECF to a batch of reachability values. For a dense \( \Psi_{B \to \tau}(\tau) \), the time complexity of the compression is \( O(k\Delta^2 \text{nnz}) \), which can be reduced \( O(k\Delta^2 \text{nnz}(\Psi_{B \to \tau}(\tau))) \) by using a sparse \( \Psi_{B \to \tau}(\tau) \). Thus, we apply thresholding to the reachability values as

\[ \Psi_{j \to \tau}(\tau) = \begin{cases} \Psi_{j \to \tau}(\tau) & \text{if } \Psi_{j \to \tau}(\tau) > \theta_j(R) \\ 0 & \text{otherwise,} \end{cases} \] *(23)

where each \( \theta_j(R) \) is a threshold specific per node. By using node specific threshold values, \( \Psi_{B \to \tau}(\tau) \) can be made sparser compared to using a global threshold value.
To obtain threshold values, we use the theory developed in Section 4. Specifically, we consider the extreme case defined in Lemma 5 where initial heat spreads maximally over the graph, and set the threshold values to the smallest reachability value in an $R$-egonet surrounding node $j$. That is, we set

$$\tilde{\theta}_j(R) = \min_{\tau \in [\tau_{\min}, \tau_{\max}], l \in [0, R]} \left[ \exp(-\tau L_{ss}(d_j, \beta_j, R+1)) \right]_{0 \to l},$$

where $\left[ \exp(-\tau L_{ss}(d_j, \beta_j, R+1)) \right]_{0 \to l}$ are the reachability values from node 0 to nodes at distance $l$ away in a source-star graph – see Section 4.4 – constructed using the same out-degree $d_j$ as node $j$, and a corresponding branch factor

$$\beta_j = \frac{1}{n-1} \sum_{k \in V, k \neq j} d_k.$$  

Evaluation of (24) using the $\tau_{\min} = 1$ and $\tau_{\max} = R$ gives

$$\tilde{\theta}_j(R) = \min \left( \exp(-R), \frac{R \exp(-R)}{d_j} \right) \frac{\exp(-1)}{d_j^{R-1} R!}.$$ 

Since $\tilde{\theta}_j(R)$ may be very small for nodes with large out-degrees, we also use a global threshold to remove elements judged to be dominated by numerical inaccuracies. The final thresholds are thus given by $\theta_j(R)$

$$\theta_j(R) = \max(\tilde{\theta}_j(R), 10^{-6}).$$ 

Pseudocode for the compression of a reachability value batch into core embeddings is shown in Algorithm 2. As input, the algorithm takes the reachability values batch and the number of ECF sample points $k_\phi$, which how to choose in Section 3.5.

3.4 Enhancements to the Core Embeddings

The core DIGRAPHWAVE embeddings, as described above, are able to capture several distinct local structure, as can be seen in Figure 2. However, not all different structures can be captured. The core embedding of a node $j$ only receives information about the nodes which can be reached from $j$, meaning that the structure of its in-neighbourhood may be lost. A consequence is that all nodes with no out edges, e.g., nodes 8-12 in the example graph or any isolated node, will have the exact same core embeddings, regardless of the structure of their in-neighbourhood.

We call our solution to this issue the transposition enhancement. This enhancement consists of a second set of core embeddings computed from the transposed graph, i.e., the graph with all edge directions reversed. Mathematically, this is easily done by replacing $L$ with its in-degree normalized counterpart in Section 3.2, and programmatically, one simply inputs the transposed adjacency matrix to the core embedding extraction, Algorithm 3. The core embeddings for the normal and the transposed graph are then concatenated into a joint embedding space, visualized in Figure 1.

Another observed issue with the core embeddings is that they may fail to capture different structures which share similar symmetries. This is the case for nodes 1 and 13 in the example graph, Figure 2a, as well as nodes 7 and 19, which pairwise have the exact same reachability values, i.e., $\Psi_{1 \to s} = \Psi_{13 \to s}$, and $\Psi_{7 \to s} = \Psi_{19 \to s}$.

To resolve this issue, we take inspiration from [24], namely the idea that the structural embedding of a node should be influenced by the structural embeddings of its neighbours. That is, given the core embeddings for each node, possibly with the transposition enhancements, we calculate, for each node, the mean embedding among all the neighbours, both in and out, and concatenate this aggregation to the original embedding. Mathematically, if $\chi_j$ is the core embedding
vector for a node $j$, we create the aggregation embedding as

$$\bar{\mathbf{x}}_j = \frac{1}{|N(j)|} \sum_{k \in N(j)} \mathbf{x}_k,$$  \hspace{1cm} (26)

and then create the enhanced embedding as

$$\hat{\mathbf{x}}_j = [\mathbf{x}_j, \bar{\mathbf{x}}_j].$$ \hspace{1cm} (27)

We judge that the cases where the transposition and aggregation enhancements are insufficient to produce distinguishable embeddings for noes with distinct structural identities to be rare, since we have yet to encounter such a case empirically. However, if one would encounter such a rare case, it is possible to repeat the aggregation enhancement iteratively until any symmetries are broken. In practice, this would have to be combined with feature pruning, as done in [24], to avoid the embedding dimension doubling for each iteration. We leave exploration of such schemes to future work.

3.5 Finalizing Digraphwave

There are three input parameters left to address, $k_\tau$, $k_\phi$ and $n_{\text{batch}}$. The batch size $n_{\text{batch}}$ does not affect the embeddings, only the time and space complexity, and can therefore be set based on the available computer memory.

To set $k_\tau$ and $k_\phi$, we assume that there is a desirable final embedding dimension $k_{\text{emb}}$. Given $k_\tau$ and $k_\phi$, and two Boolean variables $f_T$ and $f_A$ indicating if the transposition and aggregation enhancements are used, the final Digraphwave embedding dimensionality is

$$\tilde{k}_{\text{emb}} = k_f k_\tau k_\phi,$$  \hspace{1cm} (28)

We set $k_\tau$ and $k_\phi$ so that $\tilde{k}_{\text{emb}}$ is as close as possible, but smaller than, the desired dimension $k_{\text{emb}}$. Furthermore, we assume that $k_\phi$ should be larger than $k_\tau$ since in practice the range for $\tau$, i.e., $[1, R]$, will likely be small, e.g., $R = 3$ and not many values for $\tau$ should therefore be needed. These assumptions are implemented as the heuristic formulae

$$k_\tau = \lfloor (k_{\text{emb}}/k_f)^{1/3} \rfloor,$$  \hspace{1cm} $k_\phi = \lfloor k_{\text{emb}}/k_\tau \rfloor.$$

In Table 2, the resulting dimensions are shown for a few values of $k_{\text{emb}}$ using $f_T = 1$ and $f_A = 1$. Future work will determine if a more principled approach can be used for setting $k_\tau$ and $k_\phi$, but our experience is that this heuristic works well in practice.

With this, Digraphwave is fully specified. The pseudocode for Digraphwave is shown in Algorithms 1-4, and Algorithm 5 shows how the hyperparameters are set. Only $R$ and $k_{\text{emb}}$ are left to the practitioner to decide. For our experiments, $R = 3$ or $R = 2$, and $k_{\text{emb}} = 128$ have generally worked well.

4 THEORETICAL ANALYSIS OF DIFFUSION TIMESCALES

In this section, the theoretical analysis used in Section 3 to determine appropriate values for $\tau_{\min}$ and $\tau_{\max}$ is produced. Specifically, the analysis studies the speed at which the diffusion signal propagates away from the neighbourhood of the initialization node in a directed graph. By considering one worst case scenario, in which the heat signal leaves the neighbourhood of the initialization node the fastest and thus lose the local structural information, we find Theorem 1 which provides a lower bound on the total heat contained in the $R$-egonet of the initialization node at time $\tau$. Several

\begin{table}[h]
\centering
\begin{tabular}{cccc}
\hline
$k_{\text{emb}}$ & $k_\tau$ & $k_\phi$ & $\tilde{k}_{\text{emb}}$ \\
\hline
32 & 1 & 4 & 32 \\
64 & 2 & 4 & 64 \\
128 & 2 & 8 & 128 \\
256 & 3 & 10 & 240 \\
512 & 4 & 16 & 512 \\
\hline
\end{tabular}
\caption{Dimension values $k_\tau$ and $k_\phi$ obtained from a desired embedding dimension $k_{\text{emb}}$.}
\end{table}
Algorithm 1: Calculating a batch of reachability values

```python
def expm_batch(L, B, \( \{ \tau_s \}_{s=0}^{k-1} \), K = 40):
    B ← Eq. (16)  # Create batch matrix */
    F ← 1B
    for s in range(k):
        \( a_{sk}(\tau) \) ← FFT \( \left( \exp - \tau s k_0 \right) \)  # Fast fourier transform */
        \( \Psi_{B \rightarrow s}(\tau) \) ← a_{sk}F
    for k in range(1, K + 1):
        F ← (L - 1)F
    return \( \{ \Psi_{B \rightarrow s}(\tau) \}_{s=0}^{k-1} \)
```

Algorithm 2: Compressing reachability values to core embeddings

```python
def reachability2embeddings(\( \{ \Psi_{B \rightarrow s}(\tau) \}_{s=0}^{k-1} \), \( \{ \tau_k \}_{k=0}^{k-1} \)):
    XB ← empty(len(B), 0)  # Initialise the core embeddings. */
    for s in range(k):
        \( \xi_B \) ← numzeros(\( \Psi_{B \rightarrow s}(\tau) \))/n;  # Fraction zeros for each node in batch */
        \( \chi_B \) ← sthresh(\( \Psi_{B \rightarrow s}(\tau) \))  # The below sums are applied only to nonzero elements of \( \Psi_{B \rightarrow s}(\tau) \); */
        for k in range(k):
            \( X_{B, 2k}(\tau) \) ← \( \xi_B + \sum_{j: \Psi_{B \rightarrow j}(\tau) > 0} \cos(\tau_k \Psi_{B \rightarrow j}(\tau)) \)
            \( X_{B, 2k+1}(\tau) \) ← \( \sum_{j: \Psi_{B \rightarrow j}(\tau) > 0} \sin(\tau_k \Psi_{B \rightarrow j}(\tau)) \)
        return XB
```

Algorithm 3: Digraphwave core

```python
def digraphwave_core(G, \( \{ \tau_j \} \), \( \{ \tau_k \} \), n_batch):
    A ← adj(G)  # Get the (weighted) adjacency matrix */
    D_{ij} ← \( \{ \sum_i A_{j \rightarrow i} \} \)  # Calculate out-degrees */
    L ← I - \( \Delta \)\( \Delta \)\(^{-1} \)  # Initialise the core embeddings. */
    X ← empty(0, 2k \( \delta \))
    for j in range(0, n, n_batch):
        B ← \{ j, j+1, \ldots, j + n_batch - 1 \}
        \( \{ \Psi_{s, B}(\tau) \}_{s=0}^{k-1} \) ← expm_batch(L, B, \( \{ \tau_s \}_{s=0}^{k-1} \))
        \( \{ \Psi_{s, B}(\tau) \}_{s=0}^{k-1} \) ← threshold(\( \{ \Psi_{s, B}(\tau) \}_{s=0}^{k-1} \), \( \tau_j \))
        \( \chi_B \) ← reachability2embeddings(\( \{ \Psi_{s, B}(\tau) \}_{s=0}^{k-1} \), \( \{ \tau_k \} \))
        X ← vstack(X, XB)
    return X
```

Additional lemmas are also presented as part of the proof of Theorem 1. Lemma 5 is particularly useful since it provides analytical expressions for the heat coefficients of all nodes in the used worst case graph. Throughout this section, the heat diffusion terminology will be used to help concretize the theory.
As before, \( G = (V, E) \) is the directed graph. Throughout this section, the differential equation (6) with a unit of heat initialized at a node \( j \) in a directed graph \( G = (V, E) \) is studied:

\[
\dot{u}(\tau) = \frac{d}{dr} u(\tau) = -L u(\tau)
\]

As before, \( \tau \in \mathbb{R}_+ \) is the time variable, and \( \mathbb{R}_+ \) is the set of real and nonnegative numbers. The heat variable \( u(\tau) \in \mathbb{R}_+^n \) is a compact notation for the reachability values \( \Psi_{j \to i}(\tau) \), which was used in Section 3. Furthermore, the dot notation \( \dot{u} \) is used for the derivative with respect to the diffusion time \( \tau \).

We here consider the edge set \( E \) as a variable over which functions can be maximized or minimized, and we use \( \mathcal{A} \) – the normalized adjacency matrix, see (5) – to represent the variable edges. That is, a positive value of \( \alpha_{j \to i} = [\mathcal{A}]_{j \to i} > 0 \) implies \( j \to i \in E \), and conversely, \( \alpha_{j \to i} = 0 \) implies \( j \not\to i \notin E \). Note that \( u \) is also a function of \( \mathcal{A}, u(\tau, \mathcal{A}) \), though we suppress dependence and use \( u(\tau) \) for brevity.

### 4.1 Preliminaries

Throughout this section, the differential equation (6) with a unit of heat initialized at a node \( j \) in a directed graph \( G = (V, E) \) is studied:

\[
\dot{u}(\tau) = \frac{d}{dr} u(\tau) = -L u(\tau)
\]

As before, \( \tau \in \mathbb{R}_+ \) is the time variable, and \( \mathbb{R}_+ \) is the set of real and nonnegative numbers. The heat variable \( u(\tau) \in \mathbb{R}_+^n \) is a compact notation for the reachability values \( \Psi_{j \to i}(\tau) \), which was used in Section 3. Furthermore, the dot notation \( \dot{u} \) is used for the derivative with respect to the diffusion time \( \tau \).

We here consider the edge set \( E \) as a variable over which functions can be maximized or minimized, and we use \( \mathcal{A} \) – the normalized adjacency matrix, see (5) – to represent the variable edges. That is, a positive value of \( \alpha_{j \to i} = [\mathcal{A}]_{j \to i} > 0 \) implies \( j \to i \in E \), and conversely, \( \alpha_{j \to i} = 0 \) implies \( j \not\to i \notin E \). Note that \( u \) is also a function of \( \mathcal{A}, u(\tau, \mathcal{A}) \), though we suppress dependence and use \( u(\tau) \) for brevity.
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Moreover, we define the \((j, r)\)-ball in \(G\) as the set of nodes which can be reached with \(r\) or fewer hops from \(j\), and denote it mathematically as \(N_b(j, r) = \{i \mid \text{d}_{\text{dp}}(j, i) \leq r\}\), where \(\text{d}_{\text{dp}}(j, i)\) is the directed shortest path distance from \(j\) to \(i\). Conversely, we denote the set of nodes which cannot be reached with \(r\)-hops from \(j\) as \(N_p(j, r) = \mathcal{V} - N_b(j, r)\), and refer this set as the \((j, r)\)-periphery in \(G\). Furthermore, the notation \(C(j, r) = \{i \mid \text{d}_{\text{dp}}(j, j) = r\} = N_b(j, r) - N_b(j, r - 1)\) is used for the set of nodes exactly \(r\)-hops away from node \(i\). These three definitions are visualized in Figure 7a, where nodes belonging to the \((0, 2)\)-ball are encircled and marked with green, while nodes in the \((0, 2)\)-periphery reside outside the dashed circle and are marked with orange. The nodes in \(C(0, 1)\) are labelled with 1, the nodes in \(C(0, 2)\) with 2, etc.

Using these definitions, we further define \(u_b(j, r, \tau)\) as the total heat contained in a \((j, r)\)-ball at time \(\tau\), and likewise \(u_p(j, r, \tau)\) as the total heat contained in the \((j, r)\)-periphery:

\[
  u_b(j, r, \tau) = \sum_{i \in N_b(j, r)} u_i(\tau), \quad u_p(j, r, \tau) = \sum_{i \in N_p(j, r)} u_i(\tau).
\]

It is clear from these definitions and the heat conservation in (8) that

\[
  u_b(j, r, \tau) + u_p(j, r, \tau) = \sum_{i \in \mathcal{V}} u_i(\tau) = 1.\tag{30}
\]

**4.2 Heat Containment Theorem**

The main result of the theoretical analysis is stated in the following theorem:

**Theorem 1.** For any directed graph \(G = (\mathcal{V}, E)\) with a heat diffusion process as defined by (29), the total heat in the \((j, R)\)-ball \(N_b(j, R)\) at time \(\tau\) is greater or equal to \(Q(R + 1, \tau)\), the normalized upper incomplete gamma function [41]:

\[
  u_b(j, R, \tau) = \sum_{i \in N_b(j, R)} u_i(\tau) \geq Q(R + 1, \tau) = \frac{\Gamma(R + 1, \tau)}{\Gamma(R + 1)}.
\]
Theorem 1 is completed.

In other words, the normalized upper incomplete gamma function $Q(R + 1, \tau)$ provides a lower bound for the amount of heat which can leave the $R$-hop neighbourhood of the heat initialization node. In Figure 4, $Q(R + 1, \tau)$ is shown as a function over $\tau$ for a set of $R$ values. The behaviour is as expected, the bound for the contained heat eventually reaches zero as $\tau$ grows and the proportion of contained heat for a given $\tau$ grows with $R$.

The rest of this section is devoted to completing the proof of Theorem 1, in particular by establishing Lemma 4 and 5.1. To summarize, this is done in three steps. First, three criteria on the graph edges for when the heat leaves the $(j, R)$-ball the fastest are established, Section 4.3. These criteria are then used to create the source-star graph for which the heat contained in $(j, R)$-ball is minimal, Section 4.4. Finally, we find that $Q(R + 1, \tau)$ provides the lower bound by calculating the analytical expression of the matrix exponential for all nodes in the source-star graph, and the proof of Theorem 1 is completed.

4.3 Heat Transport Maximality

**Definition 4.1.** Given a node $j \in V$ and a radius $R \in \{0, 1, 2, \ldots\}$, we call a set of directed edges $A$, and the corresponding directed graph $G = (V, E)$, $(j, R)$-heat transport maximal over the node set $V$ if the function

$$f(A, \tau) = \int_0^\tau \frac{d}{d\tau}(u_p(j, R, s) - u_b(j, R, s)) \, ds$$

is maximal for every time $\tau$. That is, $f(A, \tau) \geq f(\tilde{A}, \tau)$ for every $\tau$ and every set of edges $\tilde{A}$.

Such a set of heat transport maximal edges $A$ is guaranteed to exist since the time derivatives are bounded, which follows from the differential equation (29), and the fact that the set of all $A$ for a given $V$ is closed. Furthermore, it is easy to show that $(j, R)$-heat transport maximality is equivalent to $u_b(j, R, \tau)$ being minimal:

**Lemma 2.** A directed graph is $(j, R)$-heat transport maximal iff $u_b(j, R, \tau)$ is minimal.

**Proof.** Using $u_b(j, R, 0) = 1$ and $u_p(j, R, 0) = 0$ and (30),

$$f(A, \tau) = \int_0^\tau \frac{d}{d\tau}(u_p(j, s) - u_b(j, s)) \, ds \equiv u_p(j, \tau) - u_b(j, \tau) + 1 = 1 - u_b(j, \tau) - u_b(j, \tau) + 1 = 2 - 2u_b(j, \tau).$$

So when $f(A, \tau)$ is maximal, $u_b(j, \tau) = 0$ is minimal, vice-versa. \qed

Intuitively, the set of edges which are heat transport maximal should all point away from the initialization node, as edges pointing towards it only serve to contain the heat. This intuition is formalized through the three criteria in the following lemma, and visualized in Figure 7b.

**Lemma 3.** A graph for which the following three criteria are fulfilled for every $r \leq R$ is $(j, R)$-heat transport maximal.

1. There exist no edges going from $N_p(j, r)$ to $N_b(j, r)$.
2. All nodes in $C(j, r)$ have at least one outgoing edge.
3. All outgoing edges from nodes in $C(j, r)$ go to $N_p(j, r)$.

**Proof.** See Appendix B.1. \qed
4.4 The Source-Star Graph

The three criteria in Lemma 2 can be used to construct a set of graphs which are heat transport maximal for all radii for a specific node. We these graphs source-star graphs, and an example is visualized in Figure 7c. A source-star graph is defined by our nonnegative integer parameters, \( G^{(ss)}(d, \beta, \ell, n_{\text{isolated}}) \). The parameter \( d \geq 1 \) is the out-degree of the centre node, which has node index 0. Each of these \( d \) mutually disconnected neighbour nodes is the root node of a \( \beta \)-tree, where \( \beta \geq 1 \) is the tree branch factor. The leaf nodes of each branch lie \( \ell \geq 0 \) steps away from the centre node. The final parameter \( n_{\text{isolated}} \geq 0 \) specifies a number of isolated nodes which can be included in the graph.

These are needed merely for proof technical reasons, and no isolated nodes are used unless otherwise specified, i.e., \( G^{(ss)}(d, \beta, \ell) = G^{(ss)}(d, \beta, \ell, 0) \). All the edges of \( G^{(ss)} \) are directed away from the centre node, and thus the three criteria in Lemma 3 are easy to verify for \( j = 0 \) and each \( R \leq \ell - 1 \).

The number of nodes in \( G^{(ss)}(d, \beta, \ell, n_{\text{isolated}}) \) is
\[
|V^{(ss)}| = n = n_{\text{isolated}} + 1 + d \sum_{k=0}^{\ell-1} \beta^k, \quad \text{and} \quad |N_b(0,R)| = 1 + d \sum_{k=0}^{R-1} \beta^k.
\]
Moreover, the non-isolated nodes of \( G^{(ss)} \) can be indexed for \( i > 0 \) as
\[
i = v_l + d \sum_{k=0}^{l-2} \beta^k,
\]
where \( v_l \in \{1, \ldots, d\beta^{l-1}\} \) is an index in each layer \( C(0, l) \). The inversion formula for (31), i.e., going from \( i \) to \( l \) and \( v_l \), can be found in the Appendix B.2 together with a block-matrix representation of \( L \) for \( G^{(ss)}(d, \beta, \ell) \).

The next question to answer is how the heat diffusion on a source-star graph can be compared with the diffusion on another graph. The answer is provided in this next lemma.

**Lemma 4.** For any directed graph \( G = (V, E) \) and node \( j \in V \), with out-degree \( d_j \geq 1 \) and with \( \ell \) being the distance to the furthest away, but reachable, node from \( j \), i.e., \( \ell = \max_{k \in V} |d_{jp}(j,k)| d_{jp}(j,k) < \infty \), there exists a source-star graph \( G^{(ss)}(d_j, \beta, \ell, n_{\text{isolated}}) = (V^{(ss)}, E^{(ss)}) \), with \( N_b^{(ss)}(0,R) \subseteq V^{(ss)} \) such that \( |N_b^{(ss)}(0,R)| \geq |N_b(j,R)| \) and \( u_b(j,R,\tau) \geq u_b^{(ss)}(0,R,\tau) \), where
\[
\sum_{i \in N_b(j,R)} u_i(\tau) \geq \sum_{i \in N_b^{(ss)}(0,R)} u_i(\tau),
\]
for any \( R \leq \ell - 1 \) and all \( \tau \in \mathbb{R}_+ \).

**Proof.** See Appendix B.3. \( \square \)

This lemma completes the first part of the proof for Theorem 1, i.e., the source-star graph provides a lower bound for the heat contained in the neighbourhood of the initialization node for all graphs. It is left to show that this bound is given by \( Q(R+1,\tau) \). To do so, we expand the first column of the matrix exponential to express the heat coefficients for all nodes in a source-star graph when the heat is initialized at the centre node:

**Lemma 5.** Given a source-star graph \( G^{(ss)}(d, \beta, \ell) \) with out-degree normalized Laplacian \( L_{ss} \) as in (41) and a diffusion process as defined by (29) with \( j = 0 \), we have
\[
u_i^{(ss)}(\tau) = [\exp(-\tau L_{ss}) b]_i = \begin{cases} \exp(-\tau) & \text{if } i = 0 \\ \frac{d^{-1} + \ell}{\beta^{-1}} \exp(-\tau) & \text{if } i \in \{1, \ldots, n - d\beta^{\ell - 1} - 1\} \\ \frac{d^{-1} \beta^{\ell}}{\beta^{-1}} p(\ell, \tau) & \text{if } i \in \{n - d\beta^{\ell - 1}, \ldots, n - 1\}. \end{cases}
\]
where \( P(\ell, \tau) \) is the normalized version of the lower incomplete gamma function [41].

**Proof.** See Appendix B.4. \( \square \)

Using Lemma 5, it is straightforward to show the following corollary, which completes the proof of Theorem 1.

**Corollary 5.1.** For any source-star graph \( G_{\text{source-star}}(d, \beta, \ell) \), at time \( \tau \), the total heat within in the \((0, R)\)-ball \( N_b(0, R) \), where \( R < \ell \), is \( \Gamma(R + 1, \tau)/\Gamma(R + 1) \), i.e.

\[
  u_b^{(ss)}(\tau, 0) = \sum_{i \in N_b^{(ss)}(0, R)} u_i(\tau) = \frac{\Gamma(R + 1, \tau)}{\Gamma(R + 1)}.
\]

**Proof.** See Appendix B.4. \( \square \)

5 RELATED WORKS

5.1 Relation to Graphwave

This work is markedly inspired by the Graphwave algorithm for extracting structural node embeddings [14], and we indeed recognize this by naming our algorithm Digraphwave. Nevertheless, there are considerable differences between Digraphwave and Graphwave which motivates as an independent work.

Foremost, Digraphwave is applicable to directed graphs, unlike Graphwave. Graphwave is formulated using the eigenvalue decomposition of the Laplacian, which, as explained in Section 2.3, does not generalize to directed graphs. We instead use the diffusion equation (6) and its matrix exponential solution to formulate Digraphwave, which directly generalizes to directed graphs. Practically, Graphwave uses Chebyshev series approximation to compute its reachability values, which, again, does not generalize to directed graphs, see Section 2.3. As detailed in Section 3.2, Digraphwave uses Taylor series approximation with a provable error bounds for any directed and weighted graph.

Furthermore, disparate methods for setting the hyperparameters are used. While the intuition for setting timescales is shared between this work and [14], i.e., \( \tau_{\text{min}} \) should be large for the diffusion signal to differ from the initialization, and \( \tau_{\text{max}} \) small enough to avoid reaching an uninformative stationary distribution, the proposed expressions are not similar. Through theoretical motivation, Graphwave proposes \( \tau_{\text{min}} = -\log(0.95/\sqrt{\lambda_1\lambda_{n-1}}) \) and \( \tau_{\text{max}} = -\log(0.85/\sqrt{\lambda_1\lambda_{n-1}}) \), where \( \lambda_1 \) is the smallest non-zero eigenvalue of the normalized Laplacian and \( \lambda_{n-1} \) is its largest eigenvalue. In practice, however, the official Graphwave implementation uses the approximations \( \lambda_1 = 1/n \) and \( \lambda_{n-1} = 2 \), likely due to the eigenvalues being expensive to compute. However, with these approximations, \( \tau_{\text{min}} \) and \( \tau_{\text{max}} \) grow with \( \sqrt{n} \), resulting in \( \tau_{\text{min}} \approx 3.6 \) and \( \tau_{\text{max}} \approx 11.5 \) for a graph with 10k nodes, and \( \tau_{\text{min}} \approx 36 \) and \( \tau_{\text{max}} \approx 115 \) for a graph with 1M nodes. At such large timescales, not only will the heat diffusion have reached an uninformative stationary distribution, but it is also likely that the polynomial approximation of the matrix exponential has large errors, see Figure 5. For Digraphwave, \( \tau_{\text{min}} = 1 \) and \( \tau_{\text{max}} = R \) are used, where \( R \), in our experiments, is no larger than 3 even for graphs with 100k nodes.

Another minor hyperparameter difference is the evaluation of the empirical characteristic function, with sample points \( \text{linspace}(0, 100, k_\delta) \) being used for Graphwave and \( \text{linspace}(\pi, \pi k_\delta, k_\delta) \) for Digraphwave, as motivated in Section 3.3.

In this work, we also present the transposition and aggregation embedding enhancements, Section 3.4. The transposition enhancement addresses an issue specific for directed graphs while the aggregation enhancement is equally useful for undirected graphs, meaning that Graphwave would also benefit from it.
Finally, with the use of batching and parallelism, our implementation of Digraphwave scales to much larger graphs than the official implementation of Graphwave, which runs into memory bottlenecks even for medium-sized graphs, see Figure 8.

5.2 Other Structural Embedding Extraction Methods for Directed Graphs

The ReFeX algorithm [24] is a seminal work on structural node embedding extraction, and which is applicable to both directed and weighted graphs. In the algorithm, each node is initialized with a set of handcrafted features, i.e., node degrees and counts of the incoming/outgoing edges to each node’s egonet, which are then enhanced through recursive concatenation of aggregations of the features of each node’s neighbours. The resulting exponential growth in embedding dimension is remedied by feature pruning. In [24], the proposed feature pruning is a combination of logarithmic binning and correlation measurements. However, no official implementation of ReFeX is available online, and various custom implementations all use different versions of the pruning. In our experiments, our own implementation of ReFeX, which performs pruning via QR-factorization [10], is used as a baseline. The main hyperparameter of this implementation is the pruning tolerance.

EMBER is a recently proposed method for extracting structural embeddings [29], and an extension to the xNetMF algorithm [22] for applicability to large and directed graphs. xNetMF produces embedding in two steps. First, structural signatures are extracted as sets of weighted node degrees for in all nodes in the K-egonet each node. These sets are made fixed length using logarithmic binning. In the second step, these signatures are compressed to embeddings using matrix factorization. In [29], EMBER is applied for node classification on large email datasets, and in [22] xNetMF is used for network alignment.

Though both xNetMF and Digraphwave consist of signature extraction and compression, each of these steps are significantly different. In xNetMF, the neighbourhood used to extract the signatures is defined by the hyperparameter K. Unlike R in Digraphwave, K is a hard cut-off, meaning that no nodes further away than K are considered for the signature. In practice, K = 2 is used [22, 29], meaning that only small neighbourhoods are considered. In Digraphwave R is a soft constrained, meaning that even if R = 2 is used, all reachability values in the entire network are contained in the signature. The number of terms of the Taylor series approximation, indecently also K, does constitute a hard threshold for the neighbourhood size considered. However, we set it to 40, which includes the entire graph for real-world graphs with small diameters [60]. For the signature compression, xNetMF relies on matrix factorization, which is an iterative procedure learned per graph. Consequently, projection matrices need to be stored to repeat the same embedding extraction on a new graph. Digraphwave instead uses the empirical characteristic function, which is deterministic and thus does not require any information to be stored in order to repeat the embedding extraction on a new graph.

In [17], Furutani et al. propose to apply Graphwave to the hermitian Laplacian of a graph – a matrix with complex elements where the connection strengths and directions of edges are separately encoded using the magnitude and phase of the matrix elements – to extract structural embeddings. The advantage of this representation is that the eigenvalue decomposition is guaranteed to exist for the hermitian Laplacian, which enables theoretical analysis using tools from the signal processing literature. In addition to the Graphwave hyperparameters, this approach has one hyperparameter associated with the hermitian Laplacian matrix, q, which the authors set to 0.02 for their experiments.

Both [29] and [17] also applied Graphwave to directed graphs as a baseline in their experiments, but without any modifications to the algorithm.
6 EXPERIMENTS

In this section, Digraphwave is evaluated in terms of embedding quality and scalability and compared to other structural node embedding methods applicable to directed graphs. The baseline methods and a description of the general experiment settings is found in Section 6.1. The scalability experiment is detailed, and the results are presented in Section 6.2.

We evaluate quality of the Digraphwave embeddings both on synthetic and real graph datasets. The synthetic dataset is an adopted and modified version of a previously suggested benchmark dataset for undirected graphs [31], and it is described in Section 6.3. Using the synthetic dataset, an ablation study of the transposition and aggregation enhancements is performed, Section 6.4, and a comparison to other embedding methods, Section 6.5. On real graph datasets, the embeddings are evaluated using node classification, Section 6.6, and network alignment Section 6.7.

6.1 Specification of Embedding Methods and Computational Environment

We compare Digraphwave to the other structural embedding methods discussed in Section 5: ReFeX [10, 24], EMBER [29], Graphwave from 2018 [14] and Graphwave using the Hermitian Laplacian by Furutani et al. [17]. Additionally, a trivial baseline is included where the embeddings consist of the in and out node degrees, both unweighted and weighted if edge weights are available.

The embedding dimensions are set to be as similar as possible for each method. For the scalability experiments 64 dimensions are used, while 128 dimensions are used otherwise. ReFeX automatically determines the embedding dimension from the data, and only a maximum embedding dimension may be specified. By setting the maximum dimension to twice that specified for the other methods, and the prune tolerance to $10^{-6}$, the automatically determined ReFeX dimensions were generally close to those of the other methods.

For EMBER, we use the default hyperparameters $K = 2$, $\gamma = 1$ and discount factor $0.1$, and likewise for Graphwave, the default hyperparameters described in Section 5.1 are used with $k_T = 2$. Furutani et al. appear to use 3620 dimensions for their embeddings [17], which we reduce to match the other methods by using fewer timescales while keeping the other hyperparameter values. Importantly, once extracted, all embeddings are standardized, zero mean and unit standard deviation, before being applied in the experiment tasks. Forgoing standardization may result in significantly worse performance in our experience.

All experiments were performed using Intel Xeon Gold 6230 CPUs @ 2.10 GHz, with 8 cores for the scalability experiment and synthetic data, and 16 cores for the real data. For Digraphwave, the only method with GPU support, one Nvidia RTX 2080Ti 11 GB was used in the scalability experiments, and three for the experiments on real data. The memory requirements are very different between the methods, and some experimentation was required to avoid out-of-memory issues. In the end, 64 GB was used for the scalability experiments, 32 GB for the synthetic data experiments and 148 GB for the experiments using real data. it is worth noting that for Digraphwave, 32 GB was enough to have memory left-to-sparse in all experiments.

6.2 Scalability

To measure the scalability, random graphs of successively increasing size were generated and the embedding computation time for each graph was measured. The Barabási-Albert preferential attachment model [5] was used for the generation, chosen since it produces graphs exhibiting power law degree distributions, similar to many real graphs. The experiment
Fig. 8. The scalability experiment results. The lines show the mean runtime in second vs number of nodes in the Barabási-Albert graph. Standard deviations are shown as shaded areas around each line, though these are hard to distinguish due to being insignificantly small.

was performed using 1, 5 and 10 edges per node\(^2\), and for each graph size, 5 different graphs were sampled over which the mean and standard deviation were calculated. For methods where an out-of-memory error was raised, or when the timeout limit of 8 hours was reached, were aborted. DIGRAPHWAVE used \(R = 3\) and both transposition and aggregation enhancements.

In Figure 8, the mean computation time in seconds for 1 and 10 edges per node are shown on log-log axes, with standard deviations barely distinguishable as shaded areas around the lines. See Appendix C.1 5 edges per node. ReFeX is by far the fastest method with close to linear time complexity. The intercept observed for small graph sizes is caused by JIT compilation, and could be removed by instead using an implementation with ahead-of-time compilation. Similarly, for DIGRAPHWAVE, reported as “Our”, the intercept of the CPU implementation is caused by JIT compilation, while CUDA initialization overhead is the main cause when GPU is used.

The performance of CPU-DIGRAPHWAVE and EMBER are similar, and on large graphs both are outperformed by GPU-DIGRAPHWAVE, which is the only method, in addition to ReFeX, able to complete the embedding extraction for a graph with 1M nodes. The main bottleneck for EMBER is its memory consumption, with out-of-memory errors terminating the experiment after 100K nodes for 1 and 5 edges per node, and already after 10K nodes when 10 edges per node is used. Neither GRAPHWAVE nor the method by Furutani et al. are scalable with their current implementations, and the experiments were terminated even for moderately sized graph.

6.3 The Synthetic Dataset and Experiments Setup

In [31], a synthetic dataset of undirected graphs with known automorphic equivalence identities was proposed for evaluation of structural node embedding methods, and we here adopt this dataset as well as their extrinsic evaluation experiment. That is, the node equivalence identities are used as node labels to train and test classification and clustering models with the embeddings as input, and the classification and clustering scores are used as measures of the embedding quality. Since our focus is directed graphs, we modify the dataset accordingly, manually defining two directed graphs

\(^2\)More specifically, these numbers are the degrees of nodes added to the graph during the generation process.

Manuscript submitted to ACM
Fig. 9. Synthetic dataset of directed graphs based on the undirected dataset proposed in [31]. The numbers, colours, and shapes of the nodes show the automorphic identity of the node within its component. No automorphic identity is shared between disconnected components, with a total of 102 distinct identities present. Edges where both directions are present are shown as undirected edges. For each undirected graphs in the original dataset. Importantly, the directed graphs were defined so that no automorphic identity is between the different graphs. Moreover, we introduce a new graph named D5, while the larger composed graphs and the graphs for regular equivalence testing were excluded. The full set of directed graphs, along with their names, is shown in Figure 9. The colour, shape, and number of each node indicates it automorphic identity in the context of its component. Note again that no automorphic identity is shared between the different graphs.

We also modify experiment setup used in [31]. Instead of only treating the synthetic dataset graphs as disconnected components, we also evaluate the embeddings’ robustness to noise in the local structures by randomly connecting them to a common circular graph. The number of connecting noise edges per graph is gradually increased from zero to five. An example using three connecting edges for the C8 and W5 graphs is shown in Figure 10. In the experiments, all graphs are included and repeated 10 times, each connected with different edges to the common circular graph. For the classification evaluation, five of these are included in the train set and the other five in the test set. The number of nodes in the circular graph is scaled so that each inserted graph receives its own segment to which it is connected. In Figure 10, the C8 and W5 graphs are only repeated two times for visual clarity. Moreover, for each number of connecting edges, five different composed graphs are created to measure the means and standard deviations of the classification and clustering performance.
Each of these graphs consists of 3240 nodes, out of which 1100 are in the circular graph and not included in the classification or clustering, with 102 distinct automorphic identity classes. The whole dataset is available through the project page\footnote{https://ciwanceylan.github.io/digraphwave-project/}.

Macro F1 score is used to measure the classification performance, and adjusted mutual information for the clustering. The classification model used for all embedding methods is a multinomial logistic regression model with $\ell_2$ penalty $C = 1.0$ and class weighted loss function, and $k$-means with 102 clusters, i.e., the number of ground truth automorphic identities, is used for the clustering, which is the same models as used in [31].

### 6.4 Ablation Study

Our first usage of the synthetic dataset is an ablation study of the two enhancements, transposition (T) and aggregation (A). We set $R = 3$ and $k_{emb} = 128$, meaning that $k_T = 4$ and $k_{\phi} = 16$ when no enhancements were applied, $k_T = 3$ and $k_{\phi} = 10$ when one enhancement was applied, and $k_T = 2$ and $k_{\phi} = 8$ when both were applied. The results are shown in Figure 11. For all noise levels, the aggregation enhancement provides large classification performance gains, 10-20\% higher F1, with even higher gains from the transposition enhancement, 20-30 higher F1. Using both yields the best results. The result is similar for the clustering, but with the performance gain from aggregation being even smaller than that from transposition. Regardless, it is easy to conclude that the benefits of using the two enhancements outweigh any detriments from using lower values of $k_T$ and $k_{\phi}$. Consequently, both enhancements are used for all later experiments.

By analysing the confusion matrices from the classification experiment in the noise free case, we see that there is a large overlap between the two enhancements for which automorphic identities the classification accuracy improves, e.g., both improve the distinguishability of identity 3 in B5:1 and identity 3 in L5:1. We also find that only two pairs of automorphism identities require both transposition and aggregation to be distinguishable: identity 0 in B5:0 and identity 0 in DB55:0, and identity 0 in B5:1 and identity 3 in DB55:0.

As a point of reference, the result where the graphs are treated as undirected is also included in Figure 11. Some automorphic identities are distinguishable without consideration of the edges directions, but overall performance is poor, as expected. The small increase in classification performance after the addition of a few noise edges is a consequence of how the logistic regression model handles overlapping data points with disparate class labels.

### 6.5 Embedding Quality Comparison

In the second experiment on the synthetic dataset, the quality of different structural node embedding algorithms are compared with DigraphWave using $R = 3$ and both enhancements. The results are shown in Figure 12. When no noise edges are added, both DigraphWave and the method by Furutani et al. achieve perfect classification performance, meaning that all different automorphic identities can be represented by the embeddings, which, conversely, is not the case for the other methods, with 0.88 macro F1 for ReFeX, 0.76 for EMBER and 0.7 for Graphwave. Once noise edges
are added, Digraphwave performs similarly to ReFeX, whose classification performance is the most robust to the noise edges, while the performance of the method by Fututani et al. drops fast.

For noise levels 1-5, Graphwave performs similarly to Digraphwave without enhancements in the ablation study, see Figure 11, but receive 8% lower F1 score in the noise free case. The similar performance is expected, since the two methods are, in this case, very similar. The synthetic graphs are not large enough for the numerical imprecision resulting from the Chebyshev approximation in Graphwave to make a difference. Thus, the main difference is the used timescales and ECF sample points: \( \tau_{\text{min}} \approx 2, \tau_{\text{max}} \approx 6.5, k_\tau = 2 \) and \( k_\phi = 32 \) for Graphwave, and \( \tau_{\text{min}} = 1, \tau_{\text{max}} = 3, k_\tau = 4 \) and \( k_\phi = 16 \) for Digraphwave. Since the range of the timescales quite similar, the difference in number of timescales used is likely the explanation for the observed performance discrepancy in the noise free case.

The most surprising results are ReFeX’s robustness to noise and the poor performance of EMBER. Though both methods use aggregations of node degrees as their core features, classification performance only drops around 10% for ReFeX while the performance of EMBER is reduced to close to trivial performance once the maximum amount of noise edges have been added. Conversely, a similarity between ReFeX and EMBER is revealed by analysing the confusion matrices. Both struggle to distinguish the identities in the C8 graphs, while these not presenting a challenge for the other embedding methods. The reason is likely that ReFeX and EMBER focus on node degrees as signatures for their embeddings, which are homogenous between C8 graphs. By instead extracting signatures via diffusion, the cyclic patterns of C8 graphs are revealed and can be used to distinguish the different nodes.

The results for the clustering are again similar in terms of method ranking. All methods, except Graphwave, perform similar in the noise free case, and the performance of EMBER and the method by Furutani et al. drops fast as noise edges are added. Here, Digraphwave is the most robust to the noise, and it is the only method which achieves a higher score than the trivial node degree baseline in the presence of all five noise edges.

6.6 Enron Node Classification

To evaluate how the embeddings perform on a node classification task on a real directed graph, a dataset with ground truth node labels which correlates with the nodes’ local structures is required. To this end, we use the Enron email
communication corpus [33], a well-known dataset which contains all the email communication from the Enron corporation, and which was made public as a result of legal action. An email communication graph can be extracted from the corpus by considering each email address a node, and with edges between node $i$ and $j$ meaning that at least one email has been sent from address $i$ to address $j$.

While many graphs extracted from the Enron corpus exist online, we have been unable to locate a version which includes node labels, or even the email address of each node. However, a file specifying nine different company roles – employee, manager, vice president etc. – for a few email addresses is available online. Thus, by extracting the communication graph from the corpus, and thereby matching email addresses to nodes, this ground truth role information can be used to define a node classification task. Our extracted graph consists of 91685 nodes and 367995 edges, and edge weights are the number of emails sent between the respective nodes. The graph includes nodes of both Enron and non-Enron emails addresses, but not any edges between non-Enron nodes.

Unfortunately, the obtained file only contains 130 node labels and the nine classes are unbalanced. To make good use of these few labels, and to avoid the classification result being dominated by the performance on the very rare classes, we create a simplified and more balanced set of labels: Employee (53 nodes), Manager (17 nodes) and Upper-management (60 nodes). Moreover, we create another, larger, set of node labels based on the type of each email address: Enron (33561 nodes), External (51558 nodes) and Bot (6566 nodes). These labels are extracted by first applying a heuristic to find any addresses which are likely controlled by an algorithm. The remaining addresses are then assigned the Enron label if an Enron domain is used, and otherwise they are considered to be external.

Thus, we have two node label sets and two corresponding node classification tasks: company role classification and email type classification. The experiment is performed both with and without the edge directions, and with and without node weights. As for the synthetic dataset, a multinomial logistic regression model with $\ell_2$ penalty $C = 1.0$ and class weighted loss function is used on top of the embeddings, and the performance is measured using the macro F1 score. To obtain means and standard deviation estimates, 3-fold stratified cross validation repeated 5 times is used. Due to their scalability issues, see Section 6.2, Graphwave and the method of Furutani et al. are not used in this experiment. For

---

https://dsg.tuwien.ac.at/team/dschall/email/enron-employees.txt
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Table 3. The node classification results on the Enron email communication graph. The models are sorted by classification performance and the best performing model is highlighted, as are all models within one standard deviation of the same result.

(a) Company role

| Directed | Weights | Embedding algorithm | F1 (macro) |
|----------|---------|---------------------|------------|
| Yes      | No      | Our                 | 0.49 ± 0.07 |
| Yes      | No      | ReFeX               | 0.46 ± 0.06 |
| Yes      | Yes     | ReFeX               | 0.46 ± 0.08 |
| No       | Yes     | Our                 | 0.45 ± 0.06 |
| No       | Yes     | ReFeX               | 0.45 ± 0.07 |
| No       | No      | ReFeX               | 0.45 ± 0.06 |
| Yes      | No      | In/out-degrees      | 0.41 ± 0.07 |
| No       | No      | Our                 | 0.41 ± 0.05 |
| Yes      | Yes     | Our                 | 0.41 ± 0.04 |
| Yes      | No      | EMBER               | 0.40 ± 0.06 |
| Yes      | Yes     | In/out-degrees      | 0.40 ± 0.06 |
| No       | Yes     | In/out-degrees      | 0.40 ± 0.06 |
| No       | No      | EMBER               | 0.33 ± 0.06 |
| No       | No      | In/out-degrees      | 0.31 ± 0.09 |
| No       | Yes     | EMBER               | 0.11 ± 0.06 |
| Yes      | Yes     | EMBER               | 0.09 ± 0.04 |

(b) Email type

| Directed | Weights | Embedding algorithm | F1 (macro) |
|----------|---------|---------------------|------------|
| Yes      | No      | ReFeX               | 0.50 ± 0.00 |
| Yes      | Yes     | ReFeX               | 0.48 ± 0.00 |
| Yes      | No      | Our                 | 0.48 ± 0.00 |
| Yes      | Yes     | Our                 | 0.47 ± 0.00 |
| No       | No      | ReFeX               | 0.46 ± 0.00 |
| No       | Yes     | ReFeX               | 0.46 ± 0.00 |
| No       | No      | Our                 | 0.45 ± 0.00 |
| No       | No      | In/out-degrees      | 0.44 ± 0.01 |
| Yes      | No      | In/out-degrees      | 0.28 ± 0.00 |
| Yes      | Yes     | In/out-degrees      | 0.28 ± 0.00 |
| No       | Yes     | In/out-degrees      | 0.22 ± 0.00 |
| No       | No      | EMBER               | 0.22 ± 0.01 |
| No       | No      | EMBER               | 0.22 ± 0.00 |
| No       | No      | In/out-degrees      | 0.22 ± 0.00 |
| No       | Yes     | EMBER               | 0.04 ± 0.00 |
| Yes      | Yes     | EMBER               | 0.04 ± 0.00 |

**DIGRAPHWAVE**, we use $R = 2$, as it works better than $R = 3$. This is likely due to the short average path length for the Enron graph, $\sim 4.5$.

The results are presented in Table 3. **DIGRAPHWAVE** and RePeX achieve similar classification performance, with **DIGRAPHWAVE** coming out slightly ahead on the company roles and vice-versa for the email types. Both methods perform better when edge directions are considered, but including the weights does not necessarily improve the results.

**EMBER** performs similar to, or even worse, than the trivial baseline, and when edge weights are used it seems to completely fail. We have not found any mention of required weight normalization in either [29] or the associated repository, and are unsure of the cause of this failure.

### 6.7 Network Alignment

Network alignment is the task of finding a matching correspondence between the nodes of two graphs, and solutions to this task has many applications within biology, computer vision and social network analysis [7, 22]. It has been shown in previous work [22] that structural node embeddings can be used to partially address this task. Specifically, [22] proposes to extract structural node embeddings for the two graphs and then use greedy matching, i.e., each node gets matched with the node in the other graph with the most similar embedding, measured using the Euclidean distance. While this approach ignore constrains which may improve performance, e.g., that two nodes should not be matched to the same node, it is exceedingly fast using KD-trees. The results in [22] also indicate that this greedy approach can outperform more computationally expensive approaches which use message-passing and linear programming.

We thus adopt the experiment setup of [22] to evaluate the embedding methods. Specifically, given two graphs, $G_1 = (V_1, E_1)$ and $G_2 = (V_2, E_2)$, for which we know the node correspondences, and assuming $|V_1| \geq |V_2|$, we create a KD-tree of from the structural node embeddings of $G_1$ and then compute the $k$ closest embedding in the tree for each embedding extracted from $G_2$. The top-$k$ accuracy is then the proportion of nodes in $G_2$ which contain the correct node correspondence among these $k$ most similar embeddings. Additionally, the embeddings’ robustness to noise is tested by repeating the above procedure for eight different noise levels, $p \in \{0, 0.01, 0.02, 0.03, 0.04, 0.05, 0.075, 0.1\}$. For each
Fig. 13. Results of the network alignment experiments. The noise level is the fraction of randomly inserted noise edges, and the lines show the mean result over five different sets of noise edges. Standard deviations are shown as bands, but these are barely visible due to their small magnitude, $10^{-4} - 10^{-3}$. The top-1 accuracy is the proportion of nodes in $G_2$ having themselves in $G_1$ as closest neighbor in the embedding space. Random change would score $\sim 5 \cdot 10^{-3}$ on the arXiv graph, and $\sim 10^{-5}$ on the Enron graph.

noise level, $p(|E_1| + |E_2|)$ noise edges are inserted into the graphs at random. Five different sets of sampled edges per noise level are used to obtain mean and standard deviation estimates.

As datasets, one graph from [22] – an undirected collaboration graph of the arXiv astrophysics category with 18772 nodes and 396100 edges – is used with the same setup, i.e., $G_1$ is the original graph and $G_2$ is the same graph but with all node indices randomly permuted. Since all graphs used in [22] are undirected, we additionally perform the experiment on the Enron graph. However, instead of simply randomly permuting the node indices, we use the email type node labels from Section 6.6 and create $G_2$ as a subgraph of $G_1$. Specifically, we take $G_2$ to be the induced subgraph of the 33561 Enron internal nodes. Unlike the arXiv graph, the Enron graph has edge weights, and the experiment is performed both with and without these. To associate weights with the noise edges, the empirical distribution of the observed weights is used for sampling. The embedding algorithms are set up as before, with $R = 2$ for Digraphwave for both datasets, since, similarly to the Enron graph, the average path distance in the arXiv graph is short, $\sim 4$.

Top-1 accuracy results are shown in Figure 13, and top-10 accuracy results can be found in the Appendix C.2. For the undirected and unweighted arXiv graph, the three embedding methods all reach close to 80% accuracy in the noise free case, with EMBER being less robust to added noise, with 2.6% accuracy for noise level $p = 0.1$, compared to around 8.7% for Digraphwave and ReFeX.

For the more difficult setting using the unweighted Enron dataset, Digraphwave outperforms the other methods for all noise levels, with 40% top-1 accuracy in the noise free case, compared to 15% for ReFeX and 2.7% for EMBER, and 8.5% at noise level $p = 0.1$ with 6.5% for ReFeX and 0.7% for EMBER. When edge weights are used, ReFeX has a distinct advantage over Digraphwave since its embeddings include features from both the weighted and unweighted graph, while the current version of Digraphwave uses either the weighted or unweighted graph. The same is true for the in and out-degree baseline. Thus, we see large improvements for these methods, with accuracies more than doubling in Figure 13c compared to Figure 13b. The accuracies for Digraphwave also improves, around 30 – 50% relative to the accuracies for the unweighted graphs, but the improvement is likely to be larger if embeddings from both the weighted and unweighted graph would be combined, as for ReFeX. Similar to the experiment in Section 6.6, EMBER seem to completely fail when edge weights are used.
7 CONCLUSION AND OUTLOOK

In this work, we present Digraphwave, a scalable structural node embedding extraction algorithm based on the diffusion equation, and which is applicable to both directed and undirected graphs, with or without edge weights. We also prove a lower bound on the heat contained in the local vicinity of a diffusion initialization node, and use this bound to determine appropriate hyperparameters for Digraphwave. Our experiments show that Digraphwave vastly outperforms recent structural node embedding methods, both for identifying automorphic identities, and for node classification and network alignment tasks on the Enron email dataset. We also discover that an early, yet often overlooked, structural embedding method, ReFeX [10, 24], an older structural embedding method, performs surprisingly well on our benchmark tasks while being very scalable. Digraphwave does achieve 13% better macro F1 score in our automorphism identification task, and more than twice the accuracy in the network alignment task on the unweighted Enron graph. Still, we encourage readers working in this field to include ReFeX in their future benchmarks, given its performance and good scalability.

Despite its excellent performance on our benchmarks, we have ideas which we believe would further improve Digraphwave, both in terms of embedding quality and scalability. For the quality, more distinct structural signatures can be created by considering the tuples \((\Psi_{j \rightarrow i}, d_{sp}(j, i))\), instead of only the reachability values \(\Psi_{j \rightarrow i}\), and then using the multidimensional generalization of the ECF for compression. Such signature enrichment would be particularly beneficial for unsupervised applications, e.g., clustering, anomaly detection and network alignment, where the performance is largely determined by the node representations, and an increased computational cost could be warranted.

In this work, the matrix exponential was computed using double precision and \(K = 40\) for the Taylor approximation based on the error bound in (18). However, it is likely that the numerical precision can be reduced without much affecting the quality of the embeddings. Preliminary tests indicate that lowering \(K\) to 20 and using single precision would result in more than 4x speed up, though further experiments are needed to establish the effect on the embedding quality.

An interesting machine learning research avenue is to exploit that Digraphwave is differentiable with respect to the elements of the adjacency matrix. Learning edge weights to improve downstream task performance is one possible use, and learned graph generation another. Similarly, differentiation with respect to the Taylor coefficients is also possible, meaning that these could also be optimized for downstream task performance, as previously been done for certain convolutional graph neural networks on undirected graphs [13].

It would also be interesting to see how the diffusion equation and matrix exponential could be generalized to extract different structural signatures. For example, a nonlinear term \(g(\tau, u(\tau))\) may be added to the diffusion equation and the solution can still be formulated using the matrix exponential [4], meaning that the Taylor series approximation can still be used to compute the solution. Moreover, several node properties, e.g., subgraph centrality, communicability and betweenness, can be expressed as matrix functions of the adjacency matrix [26, Sec. 3], suggesting that applying the same matrix functions to the Laplacian or normalized adjacency matrix \(\mathcal{A}\) may yield other interpretable node properties.

Finally, recent work has suggested a unifying framework for structural and positional node embeddings [63], where both embedding types can be extracted by first creating a proximity matrix, and applying the ECF for structural embeddings, and matrix factorization for positional embeddings. Since this framework currently only considers undirected graphs, it will be interesting to see how it can be generalized to directed graphs and if the Digraphwave reachability values also can be used to extract positional embeddings.
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We here show how the matrix exponential $\exp(-\tau L)$ can be interpreted from a random walk perspective. First, we define $P$ as

$$ P = I + L = I + \bar{I} + A\bar{A}^{-1}, $$
and note that it is a column-stochastic transition matrix. This means that \( P(i|j,k) = [p^k]_{ij} \) is the probability of transitioning from \( j \) to \( i \) in \( k \) steps. Second, the Poisson probability distribution with parameter \( \tau \) is given by \( p(k) = \tau^k e^{-\tau}/k! \).

Now we consider the Taylor series of \( \exp(-\tau L) \) expanded in \( L \):
\[
\exp(-\tau L) = \sum_{k=0}^{\infty} \frac{(-\tau)^k e^{-\tau}}{k!} (L - I)^k = \sum_{k=0}^{\infty} \frac{(-\tau)^k e^{-\tau}}{k!} (-P)^k = \sum_{k=0}^{\infty} \frac{(\tau)^k e^{-\tau}}{k!} p^k = \sum_{k=0}^{\infty} p(k)p^k.
\]

From the last step, we see that \( \exp(-\tau L) \) is the marginalization of the joint distribution \( P(i,k|j) = p(k)p^j \) over the number of walk steps \( k \). This has the interpretation of transitioning from node \( j \) to node \( i \) under a random walk with the number of steps being sampled from \( \text{Pois}(\tau) \).

### A.2 Stationary Solution to Diffusion Equation for an Undirected Graph

Here, we prove that \( u_j(\tau) = cd_j \) is a stationary solution to the diffusion equation (6) for an undirected graph, and where \( d_j = \sum_{k \in V} A_{k-j} = \sum_{k \in V} A_{j-k} \) is the weighted degree of the node \( j \) and \( c \) is a normalization constant. Stating from (6), we have
\[
d\frac{du_j}{dr}(\tau) = -[L u(\tau)]_i = \sum_{j \in V} L_{j-i} u_j(\tau) = \sum_{j \in V} (\alpha_{j-i} - \tilde{I}_{ij}) u_j(\tau).
\]

Inserting \( u_j(\tau) = cd_j \) on the RHS,
\[
c \sum_{j \in V} (\alpha_{j-i} - \tilde{I}_{ij}) d_j = c \sum_{j \in V} \alpha_{j-i} d_j - c \sum_{j \in V} \tilde{I}_{ij} d_j = c \sum_{j \in V} \alpha_{j-i} d_j - cd_i = c \sum_{j \in V} \omega_{j-i} d_j - cd_i = cd_i - cd_i = 0.
\]

### A.3 FFT for Taylor Coefficients

Here, we show that the Taylor series coefficients can be calculated using the discrete Fourier transform. Interested readers may turn to [8, 15] to see how this can be generalized to Chebyshev and Faber coefficients.

For a holomorphic function \( f(z) \) with a convergent power series expanded in \( \alpha \in \mathbb{C} \),
\[
f(z) = \sum_{k=0}^{\infty} a_k (z - \alpha)^k
\]
\[
a_k = \frac{f^{(k)}(\alpha)}{k!},
\]
Cauchy’s integral formula states that
\[
\frac{f^{(k)}(\alpha)}{k!} = \frac{1}{2\pi i} \oint_{\gamma} \frac{f(z)}{(z-\alpha)^{k+1}} dz,
\]
where \( \gamma \) is the circular boundary of a disc, oriented counterclockwise, in the complex plane which contains \( \alpha \). On this boundary, we can choose the parameterization \( z = \alpha + e^{2\pi i \theta} \) with \( \theta \in [0, 1) \):
\[
\frac{f^{(k)}(\alpha)}{k!} = \int_0^1 f(\alpha + e^{2\pi i \theta})e^{-2\pi i k \theta} d\theta.
\]
By discretizing this formula using $M$ steps, $\theta = \frac{\tau}{M}$ with $k \in \{0, \ldots, M-1\}$, we obtain

$$
\frac{f^{(k)}(\alpha)}{k!} = \frac{1}{M} \sum_{k=0}^{M-1} f(\alpha + e^{2\pi i \frac{k}{M}}) e^{-2\pi i \frac{k}{M}}
$$

which is the discrete Fourier transform.

### A.4 Error Bound

We here prove the error bound (18) using [25, Ch. 4] as guidance. For unfamiliar readers, all matrix norms, including $\|f\|$ with $f$ being the discrete Fourier transform.

Theorem 4.5 in the same text to obtain the bound on the rounding error term.

Consequently,

$$
\text{error bound is}
$$

Moreover, since

$$
\|e\| \leq \|e\| + \|Y\|
$$

and the rightmost factor can be simplified by using (37) and (35):

Using (36) we get

$$
\|\exp(-\tau L) - \tilde{T}_K(L, \tau)\|_1 \leq \gamma_K \exp(\tau \|L - I\|_1).
$$

For the Taylor approximation error, we use Theorem 4.8 in [25, Ch. 4],

$$
\left\| f(X) - \sum_{k=0}^{K} a_k (X - I)^k \right\|_1 \leq \frac{1}{(K + 1)!} \max_{0 \leq t \leq 1} \| (X - I)^{K+1} f^{(K+1)}(1 + t(X - I)) \|_1,
$$

with $f(L) = \exp(-\tau L)$,

$$
\|\exp(-\tau L) - T_K(L)\|_1 \leq \frac{1}{(K + 1)!} \max_{0 \leq t \leq 1} \| (L - I)^{K+1} (-\tau)^{K+1} \exp(-\tau(1+t(L - I))) \|_1.
$$

Using (36) we get

$$
\|\exp(-\tau L) - T_K(L)\|_1 \leq \frac{\gamma^{K+1} \| L - I \|_1^{K+1}}{(K + 1)!} \max_{0 \leq t \leq 1} \| \exp(-\tau(1+t(L - I))) \|_1,
$$

and the rightmost factor can be simplified by using (37) and (35):

$$
\max_{0 \leq t \leq 1} \| \exp(-\tau(1+t(L - I))) \|_1 \leq \max_{0 \leq t \leq 1} \exp(\tau + \tau t \|L - I\|_1) \leq \exp(\tau + \tau \|L - I\|_1).
$$

Moreover, since $\|L - I\|_1 \leq 1$ by the definition of $L$, $\|L - I\|_1^{K+1} \leq 1$ and $\exp(\tau) \|L - I\|_1 \leq \exp(\tau)$, so the Taylor error bound is

$$
\|\exp(-\tau L) - T_K(L)\|_1 \leq \frac{\gamma^{K+1} \| L - I \|_1^{K+1}}{(K + 1)!} \exp(2\tau).
$$
We can decompose the first double sum based on the source nodes as

\[\sum_{i \in \mathcal{N}_p(j,R)} \sum_{k \in \mathcal{V}} \alpha_{k \rightarrow i} \hat{u}_k(\tau) = \sum_{i \in \mathcal{N}_p(j,R)} \sum_{k \in \mathcal{V}} \alpha_{k \rightarrow i} \hat{u}_k(\tau) + \sum_{i \in \mathcal{N}_p(j,R)} \sum_{k \in \mathcal{C}(j,R)} \alpha_{k \rightarrow i} \hat{u}_k(\tau) + \sum_{i \in \mathcal{N}_p(j,R)} \sum_{k \in \mathcal{C}(j,R)} \alpha_{k \rightarrow i} \hat{u}_k(\tau).

\]

B ADDITIONAL THEORY DETAILS AND PROOFS

B.1 Heat Transport Maximality Criteria

**Lemma 3.** A graph for which the following three criteria are fulfilled for every \(r \leq R\) is \((j, R)\)-heat transport maximal.

1. There exist no edges going from \(\mathcal{N}_p(j, r)\) to \(\mathcal{N}_p(j, r)\).
2. All nodes in \(\mathcal{C}(j, r)\) have at least one outgoing edge.
3. All outgoing edges from nodes in \(\mathcal{C}(j, r)\) go to \(\mathcal{N}_p(j, r)\).

**Proof.** For the proof, we use the fact that

\[u_b(j, \tau, r) = \int_0^\tau \hat{u}_b(j, s, r) ds + u_0(j, 0, r) = \int_0^\tau \hat{u}_b(j, s, r) ds + 1.
\]

Thus, proving that \(u_b(j, \tau, r)\) is minimal with respect to \(\mathcal{A}\) implies that \(u_b(j, \tau, r)\) is minimal. We use proof by induction over \(R\).

**Base case:** For \(R = 0\) we have

\[\hat{u}_b(j, \tau, 0) = \sum_{i \in \mathcal{N}_0(j, 0)} \hat{u}_i(\tau) = \hat{u}_j(\tau).
\]

We expand the RHS using the diffusion equation (29),

\[\hat{u}_j(\tau) = \sum_{k \in \mathcal{V}} -L_{k \rightarrow j} u_k(\tau) = \sum_{k \in \mathcal{N}_p(j, r)} \alpha_{k \rightarrow j} u_k(\tau) - \hat{I}_{jj} u_j(\tau).\]

Since \(u_k(\tau) \geq 0\) and \(\alpha_{k \rightarrow j} \geq 0\), see Section 2, it is clear that the sum should be minimized and \(\hat{I}_{jj} u_j(\tau)\) maximized for \(\hat{u}_j(\tau)\) to be minimal. This is achieved exactly by setting all \(\alpha_{k \rightarrow j}\) in the sum to 0, which is criteria (1) in the lemma. Second, for \(\hat{I}_{jj} = 1\), node \(j\) needs to have at least one outgoing edge, criteria (2). Since we do not allow self-loops, the target node must be in \(\mathcal{N}_p(j, r)\), criteria (3). By this, (40) reduces to

\[\hat{u}_j(\tau) = -u_j(\tau),
\]

which together with the initial condition \(u_0(j) = 1\) fully determines \(u_j(\tau)\). Thus, the three criteria implies that a graph is \((j, 0)\)-heat transport maximal.

**Induction case:** For the induction case, we use the induction assumption that the graph is \((j, R - 1)\)-heat transport maximal from fulfilling the three criteria.

Again, we consider the derivative of heat in \(\mathcal{N}_b(j, R)\) and expand it using the diffusion equation (29):

\[\hat{u}_b(j, R, \tau) = \sum_{i \in \mathcal{N}_b(j, R)} \hat{u}_i(\tau) = \sum_{i \in \mathcal{N}_b(j, R)} \sum_{k \in \mathcal{V}} -L_{k \rightarrow i} u_k(\tau) = \sum_{i \in \mathcal{N}_b(j, R)} \sum_{k \in \mathcal{V}} \alpha_{k \rightarrow i} u_k(\tau) - \sum_{i \in \mathcal{N}_b(j, R)} I_{ii} u_i(\tau).
\]

We can decompose the first double sum based on the source nodes as

\[\sum_{i \in \mathcal{N}_b(j, R)} \sum_{k \in \mathcal{V}} \alpha_{k \rightarrow i} u_k(\tau) = \sum_{i \in \mathcal{N}_b(j, R)} \sum_{k \in \mathcal{N}_b(j, R-1)} \alpha_{k \rightarrow i} u_k(\tau) + \sum_{i \in \mathcal{N}_b(j, R)} \sum_{k \in \mathcal{C}(j, R)} \alpha_{k \rightarrow i} u_k(\tau) + \sum_{i \in \mathcal{N}_b(j, R)} \sum_{k \in \mathcal{C}(j, R)} \alpha_{k \rightarrow i} u_k(\tau).
\]
The first term in this decomposition accounts for edges with the source node \( k \in \mathcal{N}_b(j, R - 1) \) and target node \( i \in \mathcal{N}_b(j, R) \). Per definition, all edges with a source in \( \mathcal{N}_b(j, R - 1) \) will have all their targets in \( \mathcal{N}_b(j, R) \), and since \( \mathcal{L} \) is normalized \( \sum_{i \in \mathcal{N}_b(j, R)} \alpha_{k \to i} = 1 \). Thus, we can rewrite the first term as
\[
\sum_{i \in \mathcal{N}_b(j, R)} \sum_{k \in \mathcal{N}_b(j, R-1)} \alpha_{k \to i} u_k(\tau) = \sum_{k \in \mathcal{N}_b(j, R-1)} u_k(\tau) \sum_{i \in \mathcal{N}_b(j, R)} \alpha_{k \to i} = \sum_{k \in \mathcal{N}_b(j, R-1)} 1_{jk} u_k(\tau).
\]

We can now express \( \dot{u}_b(j, R, \tau) \) using the decomposition and simplify it to three terms
\[
\dot{u}_b(j, R, \tau) = \sum_{k \in \mathcal{N}_b(j, R-1)} 1_{jk} u_k(\tau) + \sum_{i \in \mathcal{N}_b(j, R)} \alpha_{k \to i} u_k(\tau) + \sum_{i \in \mathcal{N}_b(j, R) \cap C(j, R)} \alpha_{k \to i} u_k(\tau) - \sum_{i \in \mathcal{N}_b(j, R) \setminus C(j, R)} \alpha_{k \to i} u_k(\tau) - \sum_{i \in C(j, R)} 1_{ii} u_i(\tau).
\]

Similar to the base case, the positive terms (\( A \)) and (\( B \)) should be maximized while the negative term (\( C \)) should be minimized. Setting all \( \alpha_{k \to i} = 0 \) in (\( B \)) implements criteria (1), and if each \( i \in C(j, R) \) have at least one outgoing edge \( 1_{ii} = 1 \) for all \( i \) in (\( C \)), criteria (2). Finally, if all of these outgoing edges go to \( \mathcal{N}_p(j, R) \), criteria (3), term (\( A \)) is zero.

This result in the differential equation,
\[
\dot{u}_b(j, R, \tau) = - \sum_{i \in C(j, R)} u_i(\tau),
\]
where we can rewrite the RHS as
\[
- \sum_{i \in C(j, R)} u_i(\tau) = u_b(j, R - 1, \tau) - u_b(j, R, \tau) - \sum_{i \in C(j, R)} u_i(\tau) = u_b(j, R - 1, \tau) - u_b(j, R, \tau).
\]

Together with the initial condition \( u_b(j, R, 0) = 1 \), and the induction assumption that \( u_b(j, R - 1, \tau) \) is minimal, the differential equation \( \dot{u}_b(j, R, \tau) = u_b(j, R - 1, \tau) - u_b(j, R, \tau) \) implies that \( u_b(j, R, \tau) \) is also minimal.

\[\square\]

### B.2 Additional Source-Star Graph Details

The index of the source-star graph (31) can be inverted using the equations
\[
l = \begin{cases} 
\lceil i/d \rceil & \text{if } \beta = 1 \\
\log_\beta \left( 1 + \frac{i - 1}{\beta - 1} \right) & \text{if } \beta > 1 
\end{cases}
\quad \text{and} \quad
v_l = \begin{cases} 
0 & \text{if } i = 0 \\
\frac{i - d(l - 1)}{\beta - 1} & \text{if } \beta = 1 \\
\frac{i - d(l - 1)}{\beta - 1} & \text{if } \beta > 1.
\end{cases}
\]

Furthermore, \( \lceil v_l/\beta - 1 \rceil \in \{1, \ldots, d\} \) can be used to determine in which of the \( d \) branches a node in a source-star graph resides on.
We can express out-degree normalized Laplacian of a source-star graph as a block matrix

\[
\mathbf{L}_{ss}(d, \beta, \ell) = \begin{pmatrix}
1 & 0_{1 \times d} & 0_{1 \times \beta d} & 0_{1 \times \beta^2 d} & \cdots & 0_{1 \times \beta^{\ell-1} d} \\
-d^{-1} \mathbf{I}_{d \times d} & 0_{d \times d} & 0_{d \times \beta d} & 0_{d \times \beta^2 d} & \cdots & 0_{d \times \beta^{\ell-1} d} \\
0_{\beta d \times d} & -\beta^{-1} \mathbf{I}_{\beta d \times d} & 0_{\beta d \times \beta d} & 0_{\beta d \times \beta^2 d} & \cdots & 0_{\beta d \times \beta^{\ell-1} d} \\
0_{\beta^2 d \times d} & 0_{\beta^2 d \times \beta d} & -\beta^{-1} \mathbf{I}_{\beta^2 d \times \beta d} & 0_{\beta^2 d \times \beta^2 d} & \cdots & 0_{\beta^2 d \times \beta^{\ell-1} d} \\
0_{\beta^{\ell-1} d \times d} & 0_{\beta^{\ell-1} d \times \beta d} & 0_{\beta^{\ell-1} d \times \beta^2 d} & -\beta^{-1} \mathbf{I}_{\beta^{\ell-1} d \times \beta^{\ell-1} d} & 0_{\beta^{\ell-1} d \times \beta^{\ell-1} d} \\
\end{pmatrix},
\]

(41)

where \(0_{a \times b}\) contains all zeros entries, \(\mathbf{I}_{a \times a}\) is the identity matrix and \(\mathbf{I}_{\beta a \times a}\) is a matrix of \(\beta\) row stacked \(\mathbf{I}_{a \times a}\) identity matrices.

### B.3 Source Graph Minimal Heat

**Lemma 4.** For any directed graph \(G = (V, E)\) and node \(j \in V\), with out-degree \(d_j \geq 1\) and with \(\ell\) being the distance to the furthest away, but reachable, node from \(j\), i.e. \(\ell = \max_{k \in V} \{d_p(j, k) | d_p(j, k) < \infty\}\), there exists a source-star graph \(G^{(ss)}(d_j, \beta, \ell, n_{isolated}) = (V^{(ss)}, E^{(ss)})\), with \(N_b^{(ss)}(0, R) \subseteq V^{(ss)}\) such that \(|N_b^{(ss)}(0, R)| \geq |N_b(j, R)|\) and \(u_b(j, R, \tau) \geq u_b^{(ss)}(0, R, \tau)\), i.e.

\[
\sum_{i \in N_b(j, R)} u_i(\tau) \geq \sum_{i \in N_{b}^{(ss)}(0, R)} u_i(\tau),
\]

for any \(R \leq \ell - 1\) and all \(\tau \in \mathbb{R}_+\).

**Proof.** We first construct the source-star graph \(G^{(ss)} = (V^{(ss)}, E^{(ss)})\) to have the property, \(|N_b^{(ss)}(0, R)| \geq |N_b(j, R)|\) for all \(R \leq \ell - 1\), then we show that \(u_b(j, R, \tau) \geq u_b^{(ss)}(0, R, \tau)\) hold for this graph.

Let \(n = |V|\) be the number of nodes in \(G\), \(n_\infty = |V| - |N_b(j, \ell)|\) be the number of nodes not reachable from \(j\). To fully specify \(G^{(ss)}\), \(\beta\) and \(n_{isolated}\) need to be determined, which we do as follows:

1. Choose \(\beta \in \{1, 2, \ldots\}\) such that \(|N_b(v, r)| \leq |N_b^{(ss)}(0, r)| = 1 + d_j \sum_{\ell=0}^{R-1} \beta^{\ell-1} \quad \forall \ r \in \{1, \ldots, \ell\}.
2. Set \(n_{isolated} = n_\infty\).

From (1), \(|N_b^{(ss)}(0, R)| \geq |N_b(j, R)|\) is ensured for all \(R \geq \ell - 1\), and (2) ensures \(n^{(ss)} = |V^{(ss)}| \geq n\), which we use next to show that \(G^{(ss)}\) fulfills the second stipulation.

To do so, we construct an intermediate graph \(\tilde{G} = (\tilde{V}, E)\), which share edge set with \(G\) and \((j, R)\)-balls \(N_b(j, R)\). The only difference is that \(\tilde{V}\) contains an additional \((n^{(ss)} - n)\) isolated nodes, \(N_\infty = \{k\}_{k=n}^{n^{(ss)}-1}\), compared to \(V\), i.e., \(\tilde{V} = V \cup N_\infty\), meaning that \(|\tilde{V}| = n^{(ss)}\). We use these additional nodes to construct sets \(M(j, R) = N_b(j, R) \cup \{k\}_{k=n}^{n+\Delta n - 1}\), where \(\Delta n = |N_b^{(ss)}(0, R)| - |N_b(j, R)|\). With this construction, \(|M(j, R)| = |N_b^{(ss)}(0, R)|\) for all \(R \leq \ell - 1\), and since the added isolated nodes do not participate in the diffusion process, we have

\[
\text{sum}_{i \in M(j, R)} u_i(\tau) = \sum_{i \in N_b(j, R)} u_i(\tau) = u_b(\tau, R)
\]

for each \(R \leq \ell\) and \(\tau\).

Now, since \(|\tilde{V}| = |V^{(ss)}|\), and \(|M(j, R)| = |N_b^{(ss)}(0, R)|\), there exists an isomorphism between \(\tilde{V}\) and \(V^{(ss)}\) which maps each node in \(M(j, R)\) to a node in \(N_b^{(ss)}(0, R)\) for each \(R \leq \ell - 1\), including mapping \(j\) to \(0 \in V^{(ss)}\). Then,
by Lemma 2 and the fact that the source-star graph is \((0, R)\)-heat transport maximal over \(G^{(ss)}\) for every \(R \leq t - 1\), we have
\[
\sum_{i \in M(I, R)} u_i(\tau) \geq \sum_{i \in N_b^{(ss)}(0, R)} u_i(\tau) = u_b^{(ss)}(0, R, \tau)
\]
for all \(R \leq t - 1\) and \(\tau\), which completes the proof.

\[\square\]

### B.4 Source Star Graph Analytical Expression

**Lemma 5.** Given a source-star graph \(G^{(ss)}(d, \beta, I)\) with out-degree normalized Laplacian \(L_{ss}\) as in (41) and a diffusion process as defined by (29) with \(j = 0\), we have
\[
u_i^{(ss)}(\tau) = [\exp(-\tau L_{ss})b]_i = \begin{cases} 
\exp(-\tau) & \text{if } i = 0 \\
\frac{d^{-1} \beta^{l-1}}{\beta^{l-1}} \exp(-\tau) & \text{if } i \in \{1, \ldots, n - d \beta^{l-1} - 1\} \\
\frac{d^{-1}}{\beta^{l-1}} P(\nu, \tau) & \text{if } i \in \{n - d \beta^{l-1}, \ldots, n - 1\},
\end{cases}
\]
where \(P(\nu, \tau)\) is the normalized version of the lower incomplete gamma function [41].

**Proof.** For the proof, we use \(L = L_{ss}(d, \beta, I)\). From the definition of the matrix exponential (10) we have
\[
\exp(-\tau L) b = \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} L^k b,
\]
\[
[\exp(-\tau L) b]_i = \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} b_{\nu}(l, k)
\]
where \(b_{\nu}(l, k) = [L^k b]_i\).

From the structure of the source-star graph Laplacian in (41), the recurrence relation \(L^k b = L(L^{k-1} b)\) can be expressed as a system of recurrence relations using \(b_{\nu}(l, k)\):
\[
b_{\nu}(0, k) = 1 \quad k \geq 0 \quad (44)
\]
\[
b_{\nu}(I, k) = b_{\nu}(1, k - 1) - d^{-1} \quad k \geq 1 \quad (45)
\]
\[
b_{\nu}(I, k) = b_{\nu}(l, k - 1) - \beta^{-1} b_{\nu}(l - 1, k - 1) \quad k \geq 1, l \in \{2, \ldots, I - 1\} \quad (46)
\]
\[
b_{\nu}(l, k) = -\beta^{-1} b_{\nu-1}(l-1, k-1) \quad k \geq 1, l = I \quad (47)
\]
with \(\nu_l \in \{1, \ldots, d \beta^{l-1}\}\) and the initial condition \(b_{\nu}(l, 0)\) for \(l > 0\). The solution to the recurrence relation (45) is \(b_{\nu}(1, k) = -kd^{-1}\). Using this as initial condition to the two variable recurrence (46), we find the following solution, see Appendix B.5,
\[
b_{\nu}(l, k) = \begin{cases} 
\tau^{-l} (l-1) \left(\frac{k}{l}\right) (-1)^l & \text{if } l \leq k \\
0 & \text{otherwise},
\end{cases}
\]
for \(l \in \{1, \ldots, t - 1\}\), and consequently (47) is solved by
\[
b_{\nu}(l, k) = \begin{cases} 
\tau^{-l} (l-1) \left(\frac{k}{l-1}\right) (-1)^l & \text{if } l \leq k \\
0 & \text{otherwise}.
\end{cases}
\]
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Inserting these solutions back into (43), we get for $i = 0$

$$[\exp(-\tau L) b]_0 = \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} b_0(0, k) = \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} = \exp(-\tau),$$

and for $i \in \{1, \ldots, n - d\beta^{\ell-1} - 1\}$ we get

$$[\exp(-\tau L) b]_i = \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} b_j(l, k)$$

$$= \frac{d-1}{\beta^{\ell-1}} (-1)^l \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} \binom{k}{l}$$

$$= \frac{d-1}{\beta^{\ell-1}} (-1)^l \sum_{k=0}^{\infty} \frac{(-\tau)^{k+1}}{(k+l)!} \binom{k+l}{l}$$

$$= \frac{d-1}{\beta^{\ell-1}} \frac{\tau^l}{l!} \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} = \frac{d-1}{\beta^{\ell-1}} \frac{\tau^l}{l!} \exp(-\tau),$$

and for $i \in \{(l-1)d + 1, \ldots, ld\}$

$$[\exp(-\tau L) b]_i = \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} b_j(l, k)$$

$$= \frac{d-1}{\beta^{\ell-1}} (-1)^l \sum_{k=0}^{\infty} \frac{(-\tau)^k}{k!} \frac{k}{(l-1)}$$

$$= \frac{d-1}{\beta^{\ell-1}} (-1)^l \sum_{k=0}^{\infty} \frac{(-\tau)^k}{(k+\ell)!} \frac{k+\ell}{\ell-1}$$

$$= \frac{d-1}{\beta^{\ell-1}} \frac{\tau^l}{l!} \sum_{k=0}^{\infty} \frac{(-\tau)^k}{(k+\ell)!} \frac{(k+\ell)}{k!}$$

$$= \frac{d-1}{\beta^{\ell-1}} \frac{\tau^l}{l!} \sum_{k=0}^{\infty} \frac{(-\tau)^k}{(k+\ell)!} \frac{(k+\ell)}{k!}$$

$$= \frac{d-1}{\beta^{\ell-1}} \frac{\tau^l}{l!} \frac{\gamma(l, \tau)}{\Gamma(l)} = \frac{d-1}{\beta^{\ell-1}} P(l, \tau).$$

For the two equalities in the last step, we first used the identity

$$\gamma(l, \tau) = \frac{\tau^l}{l!} \sum_{k=0}^{\infty} \frac{(-\tau)^k}{(k+\ell)!},$$

from [9, Eq. 2.3], where $\gamma(l, \tau)$ is the lower incomplete gamma function, and then the definition for the normalized lower incomplete gamma function [41]

$$P(l, \tau) = \frac{\gamma(l, \tau)}{\Gamma(l)}.$$

□
Corollary 5.1.1. For any source-star graph $G_{\text{source-star}}(d, \beta, \ell)$, at time $\tau$, the total heat within in the $(0,R)$-ball $N_b(0,R)$, where $R < \ell$, is $\Gamma(R + 1, \tau)/\Gamma(R + 1)$, i.e.

$$u_b^{(ss)}(\tau, R, 0) = \sum_{i \in N_b(0,R)} u_i(\tau) = \frac{\Gamma(R + 1, \tau)}{\Gamma(R + 1)}.$$  \hspace{1cm} (50)

Proof. First we observe that

$$\sum_{i \in N_b(0,R)} u_i(\tau) = \left[ \exp(-\tau \mathcal{L}) b \right]_0 + \sum_{l=1}^{R} \sum_{\nu=1}^{d \beta - 1} \left[ \exp(-\tau \mathcal{L}) b \right]_{l, \nu}$$

$$= \exp(-\tau) + \sum_{l=1}^{R} \sum_{\nu=1}^{d \beta - 1} \frac{\tau^l}{\nu!} \exp(-\tau)$$

$$= \exp(-\tau) + \sum_{l=1}^{R} \frac{\tau^l}{\nu!} \exp(-\tau)$$

$$= \sum_{l=0}^{R} \frac{\tau^l}{l!} \exp(-\tau)$$

Using the Taylor expansion of $\exp(\tau)$ we have

$$\sum_{l=0}^{R} \frac{\tau^l}{l!} = \sum_{l=0}^{\infty} \frac{\tau^l}{l!} - \sum_{l=R+1}^{\infty} \frac{\tau^l}{l!} = \exp(\tau) - \sum_{l=R+1}^{\infty} \frac{\tau^l}{l!}.$$ 

Thus

$$\sum_{l=0}^{R} \frac{\tau^l}{l!} \exp(-\tau) = 1 - \exp(-\tau) \sum_{l=0}^{\infty} \frac{\tau^l}{l!} = 1 - \exp(-\tau) \sum_{l=R+1}^{\infty} \frac{\tau^{l+R+1}}{(l+R+1)!} = \frac{\Gamma(R + 1, \tau)}{\Gamma(R + 1)}$$

where the last equality follows from [42].
B.5 Recursion Relation

**Lemma 5.** The recurrence relation

\[
F(n, m) = F(n, m - 1) - bF(n - 1, m - 1) \quad 1 \leq n \leq m \tag{51}
\]

\[
F(0, m) = -am \quad 1 \leq m \tag{52}
\]

\[
F(n, 0) = 0 \quad 1 \leq n \tag{53}
\]

\[
F(0, 0) = 0, \tag{54}
\]

with \(a \in \mathbb{R}_+\) and \(b \in \mathbb{R}_+\), is solved by

\[
F(n, m) = \begin{cases} 
ab^{n} \binom{m}{n+1} (-1)^{n+1} & \text{if } n < m \\
0 & \text{otherwise.}
\end{cases} \tag{55}
\]

**Proof.** Proof by induction.

**Base case** for \(n = 0\), (55) gives

\[
F(0, m) = \begin{cases} 
ab^{0} \binom{m}{1} (-1)^{1} & \text{if } m > 0 \\
0 & \text{otherwise.}
\end{cases} = \begin{cases} 
-am & \text{if } m > 0 \\
0 & \text{otherwise,}
\end{cases}
\]

which agrees with (52) and (54). For \(m = 0\) (55) gives \(F(n, 0) = 0\), which agrees with (53) and (54).

**Induction step:** The induction assumptions are:

\[
F(n, m - 1) = \begin{cases} 
ab^{n} \binom{m-1}{n+1} (-1)^{n+1} & \text{if } n < m - 1 \\
0 & \text{otherwise.}
\end{cases} \tag{56}
\]

\[
F(n - 1, m - 1) = \begin{cases} 
ab^{n-1} \binom{m-1}{n} (-1)^n & \text{if } n - 1 < m - 1 \\
0 & \text{otherwise.}
\end{cases} \tag{57}
\]

If \(n \geq m\), both (51) and (55) is zero, so this case it OK. If \(n = m - 1\), we have, starting from (51),

\[
F(n, m) = F(n, m - 1) - bF(n - 1, m - 1) = 0 - bab^{n-1} \binom{m-1}{n} (-1)^n = ab^n (-1)^{n+1} \binom{m}{n+1},
\]

which equals (55). Note that we in the last equality used that \(\binom{m-1}{n} = \binom{m}{n+1} = 1\) when \(n = m - 1\). The final case is \(n < m - 1\), for which

\[
F(n, m) = F(n, m - 1) - bF(n - 1, m - 1)
= ab^n \binom{m}{n+1} (-1)^{n+1} - bab^{n-1} \binom{m-1}{n} (-1)^n
= ab^{n} (-1)^{n+1} \binom{m}{n+1} + ab^{n-1} \binom{m-1}{n}
= ab^{n} (-1)^{n+1} \binom{m}{n+1},
\]

where the last step follows from Pascal’s triangle, and which again equals (55).\end{proof}
C ADDITIONAL RESULTS

C.1 Scalability

Here, we show the results from the scalability experiment described in Section 6.2 for 5 edges per node in the Barabási-Albert graph.

![Scalability Experiment Results](image)

Fig. 14. The scalability experiment results using 5 edges per node in a Barabási-Albert graph. The lines show the mean runtime in second vs number of nodes in the graph. Standard deviations are shown as shaded areas around each line, though these are hard to distinguish due to being insignificantly small.

C.2 Network Alignment

Here, we show additional results from the network alignment experiment on the Enron dataset. In Figure 15, when the Enron graphs are treated as undirected. As visible, the accuracies are generally lower than when edge directions are used, as is to be expected.

In Figure 16, the top-10 accuracies for the same experiment is shown. Qualitatively, the results are similar to the top-1 results. Again, the increased performance of ReFeX and the in and out degree baseline increases much more in the weighted setting compared to DIGRAPHWAVE since these methods includes the structure of both the weighted and unweighted graph in their embeddings.
Fig. 15. Top-1 accuracy for the network alignment task on the Enron dataset when edge directions are ignored.

Fig. 16. Top-10 accuracies for the network alignment experiment on the Enron dataset.