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Abstract: Salt marshes are increasingly recognized as resilient and sustainable supplements to traditional engineering structures for protecting coasts against flooding. Nevertheless, many salt marshes face severe erosion. There is a consensus that providing structures that create sheltered conditions from high energetic conditions can improve the potential for salt marsh growth. However, little proof is provided on the explicit influence of structures to promote salt marsh growth. This paper investigates how artificial structures can be used to steer the morphological development of salt marshes. A morphological model (Delft3D Flexible Mesh) was applied, which enabled the analysis of various artificial structures with realistic representation. A salt marsh in the Wadden Sea which has seen heavy erosion (lateral retreat rate of 0.9 m/year) served as case study. We simulate both daily and storm conditions. Hereby, vegetation is represented by an increased bed roughness. The model is able to simulate the governing processes of salt marsh development. Results show that, without artificial structures, erosion of the salt marsh and tidal flat continues. With structures implemented, results indicate that there is potential for salt marsh growth in the study area. Moreover, traditional structures, which were widely implemented in the past, proved to be most effective to stimulate marsh growth. More broadly, the paper indicates how morphological development of a salt marsh can be steered by various configurations of artificial structures.
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1. Introduction

Salt marshes are vegetated foreshores which occur at sheltered muddy coastlines in temperate latitudes. These vegetated foreshores have the ability to attenuate waves and stabilize the bed [1,2]. Furthermore, research has indicated that they are able, within limits, to keep up with a rising sea level [3]. Vuik et al. [4] showed that stimulating marsh growth can reduce initial costs for improving coastal safety by a factor 10 compared to dike heightening. However, stimulating marsh growth does bring about maintenance costs. In addition to providing coastal-safety benefits, they also provide ecological benefits by supporting more diverse biota [5]. Moreover, they are able to sequester carbon with 2.1 Mg ha⁻¹ yr⁻¹ on average [6] compared to 0.2–0.6 Mg ha⁻¹ yr⁻¹ for grasslands [7]. In addition, they are able to treat waste with a factor 75 compared to grasslands and forests which makes salt marshes among the most valuable ecosystems on earth [8]. In light of these characteristics, stimulation of salt marsh growth can offer a resilient and sustainable supplement to traditional engineering structures for protecting coasts against flooding.
Though the benefits of vegetated foreshores are increasingly recognized, many foreshores, including salt marshes, suffer erosion [9,10]. While the erosion rate of a salt marsh cliff (typically tens of centimeters in height) exhibits a linear relation with wave power [11], the start of erosion is linked to having a stable marsh next to a dynamic tidal flat. Consequently, a cliff can develop at the marsh front which is attacked by wave action resulting in erosion [12].

Conversely, the start of salt marsh expansion is characterized by seedling establishment or clonal shoots. Hereby, vegetation stabilizes the bed and functions as a sediment trap. For seedling establishment to succeed, conditions should be such that uprooting or burying of the seedlings is prevented [13]. The indicating parameters for these conditions are the bed elevation in relation to water level (influencing inundation frequency and period), and bed level change. Clonal expansion is affected mainly by inundation period and wave and flow energy at the tidal flat [14]. The start of salt marsh growth can thus be stimulated by improving the aforementioned conditions at the tidal flat in front of the marsh, for either clonal shoots or seedling establishment.

Thus, creating an area sheltered from high energy conditions can improve the potential for vegetation establishment and hence for salt marsh growth [15]. However, little research is performed on how human interventions can be applied to promote salt marsh growth. Van Loon-Steensma and Slim [16] investigated the biodiversity that occurs on salt marshes which are restored with the aid of groynes. In addition, the long-term cost effectiveness of ecological engineering methods for vegetated foreshores are assessed by Vuik et al. [4]. In this study, bed level changes on the foreshore are based on spatially uniform accretion scenarios. Dao et al. [17] investigated the wave-damping effect of brushwood groynes, structures often applied to stimulate salt marsh growth. However, research on implementing artificial structures to influence morphological development of salt marshes is still lacking. Recently, Vona et al. [18] analyzed the hydrodynamics and morphodynamics on and around a salt marsh after the implementation of breakwaters. Their research indicates the potential of wave damping to protect shorelines, but also that structures can block sediment transport, negatively affecting marsh growth.

Research on the morphological development of vegetated foreshores is performed by field or modeling studies. While field studies can give detailed insight into the conditions that cause bed level change [2,19], this method can be expensive and does not lend itself well for the study of long-term morphological developments. Morphological models can be used to study these long-term developments. Moreover, with the ability to alter input characteristics, the impact of individual processes and varying scenarios can be analyzed efficiently [15,20]. Similarly, modeling also offers the possibility to assess a range of configurations of artificial structures as well.

The aim of this paper is to investigate how artificial structures can be applied to steer the morphological development of salt marshes. This will be achieved by, (1) analyzing the dynamic processes motivating morphological development on and around a salt marsh and (2) studying the impact of human interventions on these processes. A process-based numerical model is developed in Delft3D Flexible Mesh (D3D-FM), in which accurate bed levels and hydrodynamic forcing are applied to simulate a month with both daily conditions and storm conditions. A small salt marsh in the Wadden Sea is selected as the case study. This marsh has suffered heavy erosion (lateral retreat rate of 0.9 m/year) since maintenance of its sedimentation fields and groyne was halted. In addition, based on local flow and sediment characteristics, salt marsh stimulation here is expected to require large efforts within the area [21].

The outline of this paper is as follows. Section 2 describes the study area and the setup of the morphological model applied within this study. In Section 3, the hydrodynamic results are presented and validated after which the morphological results are presented. Next, results including human interventions are presented. Consequently, in Section 4, the assumptions and uncertainties within the model setup are discussed, after which we will discuss the results. The applicability of this paper is also addressed. In Section 5, the conclusions are presented.
2. Materials and Methods

2.1. Study Area and Field Observations

The study area is located in the Wadden Sea, south of the tidal inlet between Ameland and Schiermonnikoog (Figure 1b). The study area contains a salt marsh and the tidal flat in front of the marsh, up to 1 km seawards (Figure 1c). Hereby, and throughout this paper, the salt marsh is denoted as the part of the study area with a bed level above 0.7 m N.A.P., the marsh front is the area of the marsh with a bed level between 0.7–1.2 m N.A.P. (Amsterdam Ordnance Datum or Normaal Amsterdams Peil). The tidal flat includes the rest of the study area, up to 1 km away from the shore.

![Figure 1. (a) The study area’s location within Europe. (b) The area of the model domains and their main characteristics. The arrow indicates the location of the study area, which is the salt marsh near Wierum, the Netherlands. (c) The location of the tidal flat, salt marsh, and marsh front within the study area. The marsh front is also part of the salt marsh itself. The arrow indicates the dominant direction of tidal flow and alongshore transport. (d) Observed bed level change between the spring of 2008 and the spring of 2014 [22]. The erosion in dark blue displays the erosion of the marsh edge.](image)

Tides in the area are predominantly semi-diurnal with an averaged amplitude of 1.1 m. The amplitude of a spring-neap cycle, on top of the average amplitude, is 0.35 m. Local flow velocities of up to 1.2 m/s are observed [23]. In this paper, the month of October 2017 is simulated which contains both storm conditions and daily conditions. Observed water levels and wind velocities and directions within this period are displayed in (Figure 2). Relatively calm conditions occurred between days 9–22 and two storms occurred on days 5–6 and 28–29. During these storms, water levels reach up to 2.5 m N.A.P. and wind speeds reach 23 m/s. On average, based on local observations of the past 30 years, these water levels are exceeded 1.5 times annually [24]. The wind speeds are exceeded once per year [25]. Since two of these storms occur within the month of October 2017, our model setting could be classified as a rough simulation period.

Measurements of local bed material show median grain sizes ($D_{50}$) ranging from 100–180 $\mu$m [26] and 5–18% of the sediment consists of mud ($p_{sd}$) [23]. The salt marsh was growing during most of the 19th century after a groyne and sedimentation field were constructed. These sedimentation fields are a human intervention used to stimulate salt marsh growth. They consist of brushwood groynes (Figure 3c–e) which enclose areas of a marsh and tidal flat with the exception of small openings. This limits flow and wave energy within the area. Consequently, local sedimentation increases lead to marsh growth. However, after maintenance of these structures was halted, and the brushwood in
between the vertical poles started to wash away (Figure 3d), the salt marsh started to erode. Observed bed level changes between 2008 and 2014 are visualized (Figure 1d) [22]. The data exhibit an erosion rate of the salt marsh, the area with a bed level above 0.7 m N.A.P., of 1.1 m³/m/year averaged along the marsh width. This erosion is mostly in the form of cliff erosion at the marsh front. The data additionally show a retreat rate of the marsh edge due to the cliff erosion of 0.9 m/year averaged along the marsh width.

Figure 3. (a, b) Ground level view at the study site. The cliff height at the marsh front ranges from 0.2 to 1 m. (c) A degraded brushwood groyne where brushwood in between the vertical poles have washed away (Photo’s: R. Siemes). (d) A schematization of a traditional sedimentation field. Openings in between the brushwood groynes are to allow sediment supply. (e) A maintained brushwood groyne, part of a traditional sedimentation field [4] and (f) a conceptual visualization of artificial structures proposed by local authorities [27]. The figure displays a combination of a large groyne at the bottom right, and brushwood groynes.

Figure 2. Observed hydrodynamic conditions during the simulated period nearby the study area. Displaying (a) wind velocities and directions at measurement station ‘Wierumerwad’ over time, (b) a wind rose of wind data at measurement station ‘Wierumerwad’, and (c) observed water level at measurement station ‘Lauwersoog’ over time. The time series show that two storms occur on days 5–6 and 28–29.
2.2. Delft3D Flexible Mesh Description

A model is developed for the study area and its surroundings (Figure 1b). The purpose of the model is twofold. First, it is used (1) to study the processes that influence bed level change on an eroding marsh and, consequently, (2) to determine how configurations of artificial structures can be applied to improve hydrodynamic conditions and stimulate salt marsh growth.

A process-based numerical model was developed with Delft3D Flexible Mesh (v. 2019.2) in which both a flow and a wave module were applied. Within the flow module, the hydrodynamics are solved by using the 2D depth-averaged unsteady shallow-water equations. For the impact of wind on the flow module, the Charnock formulation was applied [28]. Within the wave module, waves are described based on the third-generation SWAN wave model, which considers wave propagation, wave breaking, diffraction, refraction, wind growth, and frequency shifting [29].

Sediment transport and bed level change is determined based on the formulation of Van Rijn (1993). The formulation distinguishes bed-load and suspended-load transport. Sediment advances through the flow based on a computed reference concentration. The method initially determines the magnitude of total bed-load transport, which is assumed to be comprised of two parts—current- and flow-related—which are subsequently computed based on total bed-load transport. Their directions are equal to the directions of the near-bed current and wave propagation, respectively [30]. For suspended sediment transport, the wave-related component is computed [31]. Based on the sediment transport, bed level change is determined. This is performed with source and sink terms where the erosive fluxes are due to the upward diffusivity of sediment and depositional fluxes are based on the settling of sediment.

To improve understanding of how the processes interact with each other, a diagram is made (Figure 4). A detailed model setup is available (Appendix A). Here, the model domain and timeframe and the setup of the hydrodynamics and sediment dynamics are mentioned. Input parameters are chosen which are typical for a Wadden Sea location. Table A1 shows an overview of these parameters (Appendix A).

![Figure 4](image-url). Schematization of processes introduced in Sections 2.2 and 2.3 and how these processes interact with each other in Delft3D Flexible Mesh. Arrows indicate the flow of data. The computational time step within the wave module is hourly. For the flow module, this is equal to the numerical time step. Arrows through the ‘hourly coupling’ section indicate the communication of data between the modules, which is performed hourly.
2.3. Addition of Artificial Structures

Artificial structures are geometrically implemented in the model to analyze their impact on the hydrodynamics and the morphological development. They are implemented in both the flow and wave modules, and they are represented as structures placed onto the model’s grid lines. The structures affect the flow such that they simulate energy loss and redirect the flow. Within the wave module, the structures can attenuate waves with a transmission coefficient. This coefficient is either constant or it depends on the incident wave conditions, the height and shape of an artificial structure. Sediment transport, erosion, and deposition are only affected indirectly, due to the altered hydrodynamic conditions. Figure 5 visualizes the location of the various structures, and the specific structures implemented are described in brief in Table 1.

The structure named Short represents a small groyne of 2.5 m N.A.P. and reduces wave heights such that it represents a dam with a slope of 1:3/2 [32]. Long represents an extended version of Short with the same characteristics. These groynes represent the large groyne in Figure 3f.

Sedimentation fields are implemented in combination with the groynes. These sedimentation fields are constructed of brushwood groynes (Figure 3e) and have the specific purpose to reduce flow velocities and attenuate waves on, and in front of, a salt marsh to stimulate local sedimentation [33]. Short + Traditional is a combination of the short groyne and a sedimentation field with a traditional shape (Figure 3c,e) representing the structures present at the study area in the past. Long + Alternative is a combination of the long groyne with a configuration of an alternative sedimentation field proposed by local authorities (Figure 3f). This configuration is presumed to stimulate natural salt marsh morphology.

Within the flow module, the artificial structures applied for the sedimentation field have a height of 0.7 m above the initial bed level, with a maximum height of 1.45 m N.A.P. similar to sedimentation fields currently present in the Wadden Sea [33]. The same heights are applied for the implementation of Short + Traditional within the wave module, where the groynes represent a thin sheet. Wave attenuation for the sedimentation field of Long + Alternative is performed with a transmission coefficient of 0.55 [17]. It should be noted that, due to the resolution of the wave grid, the openings in between groynes of the sedimentation field are not present in the wave module. An overview of the specific input parameters applied for the various structures are available in Appendix B.

![Figure 5](image_url)

Figure 5. Visualization of the locations and shapes of the structures implemented within the model. The arrow indicates the dominant direction of tidal flow and alongshore transport.
Table 1. An overview of the artificial structure configurations.

| Name                | Structure Shape(s); as Referred to in Figure 5 | Description                                                                 |
|---------------------|-----------------------------------------------|-----------------------------------------------------------------------------|
| Short               | 1                                             | A short groyne of 2.5 m high representing a structure such as large groyne in Figure 3f. |
| Long                | 2                                             | A long groyne of 2.5 m high, similar as Short above.                        |
| Long + Alternative  | 2 + 4                                          | Combination of Long and an alternative sedimentation field, representing a conceptual design (Figure 3f). |
| Short + Traditional | 1 + 3                                          | Combination of Short and a traditional sedimentation field. This configuration of sedimentation fields is often used in the past (Figure 3c). |

3. Results

3.1. Hydrodynamics

In order to improve simulation of the significant wave heights, calibration is performed for the bed friction coefficient of the wave module. This resulted in a Jonsswap bed friction coefficient of $0.058 \, m^2 \, s^{-3}$. Subsequently, simulated water levels and the calibrated significant wave heights are validated at all measurement stations with available data. Results showed that the flow module performed well in simulating water levels (Figure 6). The wave module performed well for simulating wave heights (Figure 6). However, the highest wind waves are underestimated. Comparisons of observed and simulated data over time are shown in Appendix C.

Figure 6. Validation of the hydrodynamics for all measurement stations within the model domain for which data are available. This is performed for the Nash Sutcliffe coefficient (NS) and index of agreement (Skill) for validation of the water levels in the flow module (flow). Similarly, it is performed for the NS and the root mean square error (RMSE) for the significant wave heights in the wave module (wave).

3.2. Morphodynamics

3.2.1. Salt Marsh Development without Human Interference

Based on these hydrodynamics, morphological development is simulated. The volumetric change over time within the study area is analyzed (Figure 7). Both the tidal flat and salt marsh show, when
inundated, erosion during ebb and accretion during flood. The figure also displays a dynamic tidal flat which undergoes both erosion and sedimentation. The salt marsh mostly displays a steady net erosion, almost entirely due to erosion of the marsh front.

![Figure 7](image-url) Simulated width averaged volumetric change ($m^3/m$) over time within the study area (top) and the wind speeds during the simulation period (m/s) (bottom). The storms are during 4–5 October and 28–29 October. A relatively calm period is simulated from 9 to 22 October.

Results show that the tidal flat erodes during periods with heavy weather (Figure 7). However, in the middle of the simulated period, when conditions are calmer, the tidal flat exhibits net accretion for several tidal cycles. This accretion is strongest for the tidal cycles of 9 and 19 October. The part of the tidal flat close to the marsh undergoes net erosion, while areas with lower bed levels undergo net accretion (Figure 8).

![Figure 8](image-url) Total simulated bed level change (m) at the study area during October 2017. The arrow indicates the dominant direction of tidal flow and alongshore transport.

Furthermore, most of the erosion of the salt marsh can be observed along the marsh edge, representing cliff erosion. This erosion occurs along the first 25–50 m of the marsh front. The marsh front displays an increased erosion rate during storm periods (Figure 7). The figure also demonstrates...
that total erosion of the marsh front is larger than the total salt marsh erosion, as accretion occurs on the marsh when inundated (Figure 8), which is mostly during storms. The total volumetric change on the salt marsh, modeled within the simulated month, is \(-0.36 \text{ m}^3 / \text{m} (\text{Figure 7}).\)

### 3.2.2. Impact of Artificial Structures

Within the default simulation setting, the artificial structures are added. The structures named Short and Long cause set-up of the water level on the wind side and set-down on the lee side. Additionally, they attenuate waves and reduce flow velocities on their lee side. The short groyne shows little impact towards the hydrodynamics within the study area (Figure 9), since its area of effect is fairly small. The longer groyne affects a larger area and reduces waves and flow velocities to a larger degree. The groynes display a larger impact on the mean flow velocities during storms relative to calm weather, while the opposite is true for the mean wave heights.

Due to the changes in hydrodynamics caused by the groynes, morphological development is altered (Figure 9). The figure illustrates that both groynes reduce erosion of the marsh front. Accretion on the marsh is reduced as well. Erosion on the tidal flat directly in front of the marsh is reduced. However, the long groyne also causes net erosion further seawards. In addition, holes and depositional lobes develop at the tip of the groynes (Figure 10).

![Figure 9. Difference in simulated bed level change compared to the default model for the structures (a) Short and (b) Long. Hard structures in the simulation are depicted by black lines. The arrow indicates the dominant direction of tidal flow and alongshore transport. The lee side is on the right of the structures.](image)

For the scenario’s Long + Alternative and Short + Traditional, sedimentation fields are added to the groynes. Due to the addition of the sedimentation fields to the long groyne (Long + Alternative), wave heights and flow velocities are further reduced (Table 2), further reducing erosion of the marsh edge and accretion on the marsh (Figure 11a,b). On the tidal flat, compared to the long groyne, the sedimentation field generally reduces local flow velocities during storms, while flow velocities remain similar during the calm period (Table 2). Consequently, net erosion on the tidal flat during storms is decreased, while net erosion during calm periods increases (Figure 11c).

### Table 2. Comparison of hydrodynamics within the whole study area for the various configurations of artificial structures. Based on data with a two-hour interval. Storm refers to the average conditions during the storms of 4–5 October and 28–29 October. The calm period is from 9 to 22 October. Total is for the whole simulated month.

| Simulation         | Mean Flow Velocity (cm/s) | Mean Wave Height (cm) |
|--------------------|----------------------------|-----------------------|
|                    | Storm | Calm | Total | Storm | Calm | Total |
| Default            | 18.7  | 8.2  | 10.3  | 20.5  | 3.0  | 6.2   |
| Short              | 17.5  | 7.9  | 9.9   | 19.9  | 2.8  | 5.9   |
| Long               | 11.3  | 6.4  | 7.5   | 17.6  | 2.3  | 5.1   |
| Long + Alternative | 10.3  | 6.3  | 7.1   | 14.7  | 2.1  | 4.4   |
| Short + Traditional| 12.9  | 5.5  | 6.8   | 9.7   | 0.6  | 2.6   |
The artificial structures used for the scenario Short + Traditional display substantial impact for the whole study area. The sedimentation field reduces wave heights to a larger degree than for the scenario Long + Alternative. The structures Short + Traditional generate a constant attenuation of the flow velocity, both during calm weather and storms (Table 2). As a result, erosion on the tidal flat during storms is significantly reduced and sedimentation is observed during the calm period, resulting in net accretion for the whole simulated period (Figure 11c). On the tidal flat, in between the openings of the sedimentation fields, tidal channels are starting to form (Figure 10). The salt marsh itself undergoes almost no morphological development (Figure 11a).

Outside of the study area, all structures cause reduced erosion on the lee side. On the wind side, accretion is reduced. This effect is stretched out over 1 km along the coast on both sides and no differences larger than 1 cm are observed relative to the default simulation (Figure 9).

---

**Figure 10.** Simulated change in bed level within the study area for the structures (a) Short, (b) Long, (c) Long + Alternative, and (d) Short + Traditional. Hard structures in the simulation are depicted by black lines. The arrow indicates the dominant direction of tidal flow and alongshore transport. The lee side is on the right of the structures.

---

**Figure 11.** Daily and width averaged simulated volumetric change (a) on the salt marsh, (b) on the salt marsh front, and (c) on the tidal flat. The storm period is the combined bed level change during the storms of 4–5 October and 28–29 October. The calm period is from 9 to 22 October. The whole period is for the whole simulated month. “Reference” displays results of the simulation without artificial structures.
4. Discussion

This paper reports on the first research application of the Delft3D Flexible Mesh modeling software in which a coupled flow-wave module and morphodynamics simulate salt marsh development. Both boundary and surface forcing are applied to successfully simulate daily and storm conditions. Based on the hydrodynamic forcing, bed level change on and around an eroding salt marsh is simulated. Due to the combination of boundary and surface forcing and by applying a flexible mesh, we are able to study both small- and large-scale morphological processes within the same simulation, while computation times can be kept relatively low (6 days on one computational core on a standard laptop). In addition, artificial structures are implemented in the model. These structures have shapes that represent structures used, or proposed, for marsh stimulation. The model provides the possibility to assess their impact on salt marsh dynamics within the study area.

4.1. Assumptions and Uncertainties

To improve analysis and present results clearly, the area of interest is divided in three sections: the salt marsh, salt marsh front, and tidal flat (Figure 1c). While the boundaries for the salt marsh and salt marsh front are rather straightforward, the tidal flat is stated to end 1 km away from the coast, an assumption which is disputable. While altering the area of the tidal flat might change results quantitatively, qualitative results are expected to remain the same.

In addition, the model was run in 2DH, as solving the equations in 3D showed very similar results in comparative modeling studies [2,34] but it significantly increased computation time.

The model’s sensitivity towards the wave height along the wave boundary \( (\text{H}_{s,BC}) \) is assessed (Figure 12). This demonstrates that salt marsh development is not affected much by the \( \text{H}_{s,BC} \). This indicates that wind waves within the study area, or more broadly within the Wadden Sea, depend almost entirely on the surface forcing within the simulation. This is also observed in practice by Oost [35]. Moreover, the limited model sensitivity towards the \( \text{H}_{s,BC} \) also shows that the method applied to estimate a wave boundary is sufficient for the purpose of this paper.

The surface forcing is simulated based on ‘High Resolution Limited Area Model’ (HiRLAM) data, which has a resolution of 11 by 11 km. Since the barrier islands of the Wadden Sea have similar dimensions, the impact of those islands on the wind velocities and directions are probably not considered well. Consequently, wave generation by wind on the lee side of the barrier islands may be overestimated. Nonetheless, wave heights are calibrated for local conditions, and the influence of overestimating wind velocities will thus be compensated for within the study area.

Within the flow module, vegetation is represented by using an increased bed roughness on the salt marsh. The impact of this bed roughness is included in the sensitivity analysis (Figure 12) where the model displays a high sensitivity towards the bed roughness on the marsh. The sensitivity analysis demonstrates that, due to an increase in bed roughness, marsh erosion is reduced. Vegetation is known to reduce marsh erosion [2]. Hence, this indicates that representing vegetation by an increased bed roughness achieves the anticipated effect of reduced marsh erosion. The ability of vegetation to function as sediment trap is not considered in the simulation, nor is the wave attenuating ability of the vegetation. However, salt marsh growth initiates with accretion of the tidal flat. Since vegetation is not likely to be present on the tidal flat within the simulated period, the simplified implementation of vegetation will not directly affect the analysis of salt marsh growth. However, it will reduce accretion and increase wave heights on the marsh itself.
Figure 12. A sensitivity analysis with the width-averaged volumetric change of the salt marsh as indicator. The default case (0% change in variable) is the same simulation as in Section 3.2.1. The analysis is performed for the median grain size ($D_{50}$), mud fraction ($p_m$), calibration factor for wave-related roughness ($RWAVE$), Manning coefficient ($n$), and significant wave height along the open boundary ($H_s, bc$). Further information on the parameters is available in Appendix A (Table A1).

The sediment transport formulation of van Rijn (1993) is used to derive morphological development based on the hydrodynamic conditions. This formulation has reduced accuracy for bed material with $D_{50} < 200 \mu m$. In addition, the magnitude of sediment transport is sensitive towards wave-related bed-form roughness, an input parameter of which little data are available [31]. The wave-related bed-form roughness, as well as the $D_{50}$ and $p_m$, input parameters of which no accurate data are available, are included in the sensitivity analysis (Figure 12). The model displays a high sensitivity towards these input parameters.

The applied sediment transport formulation is for non-cohesive sediments only. However, in reality, cohesive sediment is present as well [23]. The impact of cohesive sediment is simulated in a simplified manner, with a mud fraction. However, actual transport of cohesive sediment is not implemented, though this transport can lead to different morphological patterns [36]. Most notably, mud moves—to a larger extend than sand—to areas having lower energy such as a tidal flat and salt marsh [37]. The addition of mud transport is thus likely to result in increased sediment deposition in the higher regions of the study area.

Nonetheless, throughout the sensitivity analysis, differences in bed level change occurred mostly in the rate of erosion or accretion. Spatial morphological patterns remained similar throughout. Moreover, the simulation captures the governing processes for morphological development, such as accretion of the tidal flat and salt marsh during flood and erosion hereof during ebb. In addition, it displays a retreat of the marsh edge due to wave attacks, which increases with increasing wave heights (Figures 7 and 8), similar to what previous research indicated [11,12]. As observed by Oost [35], simulations show accretion on the marsh during storms as well (Figure 8). In addition, simulations display a stable marsh next to a dynamic tidal flat (Figure 7), as observed by Willemsen et al. [2]. This demonstrates the spatial robustness of the simulated morphological patterns. Similarly, Van der Wegen and Roelvink [38] also showed that model results do not change fundamentally when sediment characteristics are varied within a reasonable range.

4.2. Default Simulation

Validation of the hydrodynamic conditions is performed for both the water levels and wave heights. While water levels are generally modeled well, differences are observed at low water levels at
some measurement stations. This is caused by differences in bed level, since the local bathymetry data originate from 2012 while the model simulates a period in 2017. The significant wave heights were simulated reasonably well. However, low wave heights were underestimated, which is most likely also caused by the differences in bed level. High waves are underestimated as well, which may be caused by a wave-breaking parameter which is too low (Appendix C).

Validation of the simulated morphological development is performed by a comparison with the observed long-term morphological development. Besides that, several morphological processes are identified in literature as well. For instance, results indicate that almost all morphological development on the tidal flat and salt marsh occur due to wind waves. This is supported by literature, which indicates that wind waves are directly related to both sediment supply and erosion rates for salt marshes [11,20]. In addition, both the tidal flat and salt marsh show, when inundated, erosion during ebb and accretion during flood (Figure 7). This is supported by basic theory on salt marsh evolution [39]. Results also demonstrate a dynamic tidal flat next to a relatively stable marsh (Figure 7), which is observed by Willemsen et al. [2]. At the marsh front, an increased erosion rate is observed during storm periods, when waves are higher, which is supported by theory on salt marsh cliff erosion [11]. During these storms, accretion on the salt marsh is observed. This process is identified in literature as well, where Oost [35] reports up to several decimeters of accretion after a storm.

Observed bed level data exhibited annual volumetric change averaged along the width of the salt marsh of $-1.1 \text{ m}^3/\text{m}/\text{year}$ (Figure 1d). Applying the same method of data analysis for the simulation exhibits a volumetric change of $-0.36 \text{ m}^3/\text{m}/\text{month}$ (Figure 7). Morphological development of a marsh mainly occurs within the period of October till February [35]. Assuming all bed level change on a marsh occurs within these 5 months, and erosion during those months is equal, results in an estimated simulated erosion of $1.8 \text{ m}^3/\text{m}/\text{year}$. This is an overestimation of 64%. One could argue that two storms are present within the simulated month, with water levels and wind speeds which have a reoccurrence frequency of 1.5 times [24] and 1 time per year [25], respectively. Consequently, erosion rates within the simulated month will be higher. However, during the storms, slight net accretion is simulated on the salt marsh (Figure 7), refuting this argument. While storms do not increase net erosion of the marsh, the storms do increase erosion of the salt marsh front. Therefore, large erosion rates are simulated here.

Salt marsh growth is initiated by accretion of the tidal flat. The observed bed level data already shows accretion of the tidal flat (Figure 1d), which suggests that the study area has potential for salt marsh growth. In the simulation, that same area shows net erosion (Figure 8). The cause hereof is the heavy weather that is simulated, since accretion is simulated during relatively calm weather (Figure 7), indicating that the potential for marsh growth is present in the simulation as well.

The simulated erosion along the marsh front occurs due to wave energy, similar to realistic erosion of a marsh cliff [12]. However, the model does not simulate a retreating marsh due to actual cliff erosion as displayed in the observed data (Figure 1d). Hence, simulated erosion of the marsh occurs along 25–50 m of the marsh front’s length (Figure 8). The cause of this limitation is that the processes required to accurately describe cliff erosion are not part of D3D-FM [40]. In addition, due to the absence of a marsh cover with increased cohesiveness and vegetation, the marsh front will undergo additional erosion [41]. These limitations should be considered when interpreting the results.

4.3. Artificial Structures

The results with artificial structures indicate that, while the groynes are able to reduce energy within the study area, sedimentation fields show larger potential to steer morphological development of the marsh and tidal flat. Not only do the sedimentation fields depend less on the wind direction to effectively attenuate waves, they are also able to consistently and considerably reduce flow velocities (Table 2).

The groynes do display the ability to stimulate salt marsh growth by reducing wave heights and flow velocities. Consequently, local bed shear stresses and thus erosion rates are reduced. In addition, sediment in the water column has more time to settle due to reduced flow velocities [40]. However,
several processes limit their potential. During the simulated storms, waves come from a northern direction, limiting their area of effect and thus their effectiveness. In addition, Long causes increased net erosion on parts of the tidal flat (Figure 9) which is caused by the structure blocking alongshore sediment transport, limiting sediment supply. This process affects the configurations with sedimentation fields as well.

The potential of sedimentation fields to stimulate salt marsh development is most notably in Short + Traditional. Both flow velocities and wave heights are substantially reduced due to the addition of the sedimentation field to the short groyne (Table 2). As a consequence thereof, erosion is minimal during the entire simulated period (Figure 11). In addition, on the tidal flat, Short + Traditional is the only configuration which results in net accretion for the whole period (Figure 11).

In Long + Alternative, the addition of a sedimentation field to the long groyne does not reduce flow velocities and wave heights to such an extent as the traditional sedimentation field of Short + Traditional does (Table 2). Moreover, the impact of Long + Alternative on bed level change is not as substantial as for Short + Traditional (Figure 11), though the structures implemented for these sedimentation fields have a similar total length. This indicates that, while sedimentation fields can have a large impact, a proper configuration of the structure should be implemented to be efficient and effective.

Four different morphological developments of salt marshes or tidal flats are identified which are likely the crucial indicators for policy makers when steering salt marsh development (Table 3). The artificial structures are ranked on how well they performed in impacting these specific morphological developments. Accretion of the marsh and erosion of the marsh front display a negative relationship. Namely, wave attenuation results in reduced erosion of the marsh front. However, less sediment is transported onto the marsh as well, reducing marsh accretion. To assess which structure performs best to stimulate salt marsh growth, there are two indicators. When a tidal flat is not sufficiently high—relative to the water level—for vegetation to establish, accretion of the tidal flat is the crucial indicator. When a tidal flat has sufficiently accreted for vegetation establishment, the stability of the tidal flat is of key importance, since large perturbation of the bed level will cause burying or toppling of pioneer vegetation [13,15].

Table 3. Qualitative ranking of how well the artificial structures can steer specific morphological development.

| Structure Name                    | Short | Long | Long + Alternative | Short + Traditional |
|-----------------------------------|-------|------|--------------------|---------------------|
| Allowing accretion salt marsh     | 1     | 2    | 3                  | 4                   |
| Reduced erosion marsh front       | 4     | 3    | 2                  | 1                   |
| Accretion tidal flat              | 3     | 2    | 4                  | 1                   |
| Stability tidal flat              | 4     | 3    | 2                  | 1                   |

It should be considered that the impact of structures is assessed for an eroding marsh. When a salt marsh is healthy, and no cliff erosion occurs, the same analysis may provide different results. In addition, although the results show clear erosion and accretion trends, only the initial impact after structure implementation is simulated. The impact of the structures and of initial bed level changes on long-term morphological development is left for further study. Similarly, outside of the study area, little differences in bed level change were observed due to the structures. However, this may be different when a longer period is simulated. Furthermore, permeable structures could not be implemented within the model. Since results indicate that the restriction of flow has both pros and cons, by reducing flow velocities but blocking alongshore sediment transport as well, permeable groynes may prove to an effective tool for steering salt marsh development.

In this paper, we looked at four structure configurations. For future work, a larger range of structures can be studied. Such research can be particularly useful to optimize the design of a structure. Hereby, optimization should not only focus on stimulating salt marsh growth, but also take into account the interest of the various stakeholders, such as Natura2000 or local authorities.
4.4. General Applicability

Within this paper, morphological development of a salt marsh is simulated. The methods used to set up the model can be applied to create a similar model focusing on other salt marshes. This can be within the Wadden Sea, or more widely, within the area encompassed within the DCSM-FM model, since the used surface forcing from the HiRLAM dataset covers this area as well. The model setup can be adapted such that it can be used for long-term modeling as well. However, the simplified implementation of vegetation will probably not suffice since vegetation establishment is not being explicitly accounted for [13,15].

Results show that there is potential for salt marsh growth within the study area. Not only does the tidal flat already show slight accretion (Figure 1d), the implemented structures, and most notably Short + Traditional, are able to reduce salt marsh erosion and stimulate its growth by increasing accretion on the tidal flat (Figure 11).

More broadly, the simulations show that the salt marsh accretes during storm events (Figure 11). This demonstrates that salt marsh systems may provide a resilient supplement to hard structures to improve coastal safety in the face of the increasing storminess [42].

Moreover, results with artificial structures indicate that morphological development of a salt marsh can be steered by implementing various structures. Groynes can reduce erosion rates of the marsh front and are able to increase accretion of the tidal flat during calm weather. However, their potential impact on morphological development is not as substantial as sedimentation fields. The sedimentation fields, and most notably the traditional configuration, have the potential to further reduce marsh erosion and cause accretion on the tidal flat in front of the entire salt marsh, proving to be a viable tool for stimulating salt marsh growth.

5. Conclusions

This paper shows how artificial structures can be used to steer the morphological development of salt marshes. This is performed with a morphological model (Delft3D-FM) which is set up for an eroding marsh. Daily conditions and two storms with a reoccurrence of 1–1.5 times annually are simulated. Additionally, artificial structures with shapes representing reality are implemented to analyze how they affect morphological development.

Our results show that the governing processes for morphological development of salt marshes are well captured within the simulations. Simulations show potential for artificial structures to reduce erosion and stimulate salt marsh growth. Most notably, traditional sedimentation fields perform substantially better than the other configurations. This structure minimalizes erosion and generates sufficiently calm conditions for sediment to settle.

It should be considered that the simulation demonstrates how the study area is affected directly after structure implementation (1 month). However, morphological processes often occur on a time scale of years or decades. In addition, processes related to cliff erosion are not accounted for. Future research on development of the marsh cliff and on the impact of various structures on long-term morphological development is advised.
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Appendix A. Model Setup

Appendix A.1. Domain and Timeframe

The model consists of separate domains for the wave and flow modules. The flow domain includes an area of 80 by 50 km in which the study area is centered. At the outer edge of the domain, the resolution is 800 by 800 m and the grid is refined in four steps towards the study area. The first and fourth refinement steps are with a factor 4 and the second and third with a factor 2, for a total refinement of factor 64. This results in a grid size of 12.5 by 12.5 m within the area of interest, which is 5 by 2 km. The grid is made up of mostly squares, with triangles along the refinements. Within the wave module, a curvilinear grid is applied. The grid has a resolution of 2 by 3 km at the northern edges which reduces towards the study area where grid sizes are 150 by 150 m. The domain areas and their main characteristics are visualized in Figure 1b. In both domains diked areas, including the dikes themselves, are flow and wave restricted.

The area encompassed by the outer refinement step of the flow domain has bathymetry data obtained from the publicly available Open Earth dataset [43]. Bathymetric data for the remaining domain area originate from the Netherlands Hydrographic Office [44]. Within the flow domain, a spatially varying Manning coefficient is used for the bed-roughness. Most of the domain has a Manning coefficient of 0.021 s m$^{-1/3}$, as derived by Zijl et al. [45]. However, on the salt marsh, vegetation is present in the form of a grassy top which increases the bed-roughness. This vegetation is represented with a Manning coefficient of 0.04 s m$^{-1/3}$ [46]. The bed-roughness applied within the wave module is determined through calibration (discussed in Appendix A.3).

Furthermore, eddy viscosity and diffusivity are implemented for the flow module’s turbulence model. The horizontal eddy viscosity varies throughout the domain based on the local grid size [32,47] which is performed by applying a Smagorinsky factor with a typical value of 0.15 [48]. Based on this factor, a local horizontal eddy viscosity is derived. For the horizontal eddy diffusivity, a value of 1 m$^2$/s is implemented which is suitable for the grid size in and around the area of interest [32].

Two different time steps are applied. While the wave module computes wave conditions with an hourly interval, the flow module applies a numerical time step which is based on a maximum Courant number of 0.7. This time step is also applied for morphological computations. Communication between the modules is performed hourly. An appropriate hydrological spin-up period of two days is used, which is necessary for the currents to adapt to the water level forcing.

| Parameter | Value | Definition | Source |
|-----------|-------|------------|--------|
| $n$       | 0.021 s m$^{-1/3}$ | Manning coefficient | [45] |
| $n_{marsh}$ | 0.04 s m$^{-1/3}$ | Manning coefficient on the salt marsh | [46] |
| $C_{bottom}$ | 0.058 m$^2$ s$^{-3}$ | Jonswap bed friction coefficient | |
| $C_S$ | 0.15 | Smagorinsky factor | [48] |
| $K$ | 1 m$^2$ s$^{-1}$ | Horizontal eddy diffusivity | [47] |
| $C_{max}$ | 0.7 | Maximum courant number | [32] |

Sediment dynamics

| Parameter | Value | Definition | Source |
|-----------|-------|------------|--------|
| $\rho_{sed}$ | 2650 kg m$^{-3}$ | Specific sediment density | [32] |
| $P_{bed}$ | 1600 kg m$^{-3}$ | Dry bed density | [32] |
| $D_{50}$ | 180 µm | Median grain size | ii |
| $p_m$ | 0.15 (-) | Mud fraction | ii |
| $RWAVE$ | 1.25 (-) | Calibration factor for wave-related bed-form roughness | i |

i Determined based on calibration of hydrodynamics. ii Determined based on initial model testing, performed to improve simulated morphological development (Appendix A.3).
Appendix A.2. Hydrodynamics

To derive boundary conditions for the flow module, the Dutch continental shelf model is used (DCSM-FM Model). The DCSM-FM model was developed in-house at Deltares and is able to simulate the effect of tides and storm surges. At the open boundary of the DCSM-FM model, a forcing of the water level is implied using astronomical components. These astronomical components are derived from the tidal model, FES2012 [49]. Furthermore, meteorological surface forcing is included, which enables the simulation of storm surging. This is performed by adding time- and space-varying wind velocities and air pressure. From this DCSM-FM model, water levels and flow velocities vectors are extracted with a time step of five minutes along the open boundary of the flow domain.

Input for the wave module’s boundary condition is estimated, since insufficient data are available along this boundary. The wave heights are estimated based on measured wave heights at the ‘Eierlandse Gat boei’ [24] and expected wave heights based on observed wind velocities according to Wright et al. [50]. This results in wave heights along the boundary between 0.5 to 9 m occurring with wind velocities between 1 to 23 m/s. Wave periods are based on the relation between wave height and period [51]. Furthermore, the wave direction is assumed to be equivalent to the wind direction. Since all this data is hourly, the wave-boundary condition has hourly data as well.

Due to the dimensions of both domains, surface forcing is required. For this purpose, data from the ‘High Resolution Limited-Area Model’ (HiRLAM) are applied, which contain hourly wind vectors and air pressure data with a resolution of 11 by 11 km [52]. For both the flow and wave modules, wind data are applied, which accommodates both the wind velocity and direction. Within the flow module, air-pressure data are used as well.

Research indicates that wind waves are an important factor for salt marsh development, both for accretion by sediment supply and for erosion by wave action [12,19]. Therefore, optimization of wind wave modeling is desirable. This will be performed by calibrating the bed friction coefficient within the wave module for both the Jonswap and Madsen formulation [53,54].

At measurement station ‘Wierummerwad’ (see Figure 6 for measurement location), which is nearest to the area of interest, observed and measured wave heights will be compared to identify the optimal bed friction coefficient. The optimum will be determined based on the Nash Sutcliffe coefficient (NS) [55]. This coefficient is chosen because high values have a comparatively higher impact, which is also true for erosion by wind waves [11].

In addition, the simulated hydrodynamics will be validated by comparing the output with observed historical water levels at all available measurement stations within the model domain. For validation of the water levels, this will be performed using the ‘index of agreement’ (Skill) focusing on mean values [56,57] and with the NS, which focuses on extremes [55]. The data will be compared with a five-minute interval. Validation at the location nearest to the area of interest is performed for November 2017 due to data availability. The wave module will be validated similarly, based on the wave heights. This will be performed with the NS and the root mean square error (RMSE). This comparison will be based on hourly data.

Appendix A.3. Sediment Dynamics

Within the model, the bed consists of uniform and homogeneous sand with a single median grain size. The specific and dry-bed density are 2650 kg/m³ and 1600 kg/m³, respectively, which are in agreement with literature [58]. For the sediment-transport formulation of Van Rijn [30], default D3D-FM settings were used [40]. Additionally, a Neumann boundary condition is set for the sediment transport. With this option, flow entering the system carries sediment at equilibrium concentration profiles. This effectively limits bed level change at the open boundaries.

The sediment transport formulation is for non-cohesive sediments, though in reality, cohesive sediment is also present within the Wadden Sea [23,26]. When an increasing fraction of mud is present in the sediment, the bed gradually approaches a cohesive regime, which leads to altered erosion
patterns [36]. To simulate the presence of cohesive sediment, a mud fraction \((p_m)\) is used. This is implemented such that:

\[ \tau_{e,cr} = \tau_{s,cr}(1 + p_m)\beta, \quad (A1) \]

where \(\tau_{e,cr}\) is the critical bed shear stress for erosion (Pa), \(\tau_{s,cr}\) is the critical bed shear stress for sand (Pa), \(p_m\) is the mud fraction (-), and \(\beta\) is the empirical constant for critical bed shear stress for erosion (-), which is 3 [59].

To improve the simulated salt marsh erosion rate, initial model testing is performed. This was performed in comparison to the observed annual erosion rate of the marsh (Section 2.1). Based on this initial model testing, a \(D_{50}\) of 180 \(\mu m\) and a \(p_m\) of 0.15 are determined. These values are within the bandwidth in which they are observed nearby the study area as identified by Deltas [26] and Zwarts et al. [23], respectively. Similarly, the wave-related roughness is lowered from its default setting which is performed by setting the calibration factor hereof (\(RWAVE\)) at 1.25, which is within the advised range for this calibration factor of 1–3 [40].

The morphological development simulated with the above-mentioned settings is validated. Unfortunately, repeated bathymetric data measurements are scarce worldwide, and also unavailable within the model domain. Consequently, bed level change is validated qualitatively using the observed long-term bed level data (6-year interval; Section 2.1) and literature on the morphological evolution of salt marshes.

**Appendix B. Input Parameters Structure Implementation**

| Parameter | Value | Definition | Module | Source |
|-----------|-------|------------|--------|--------|
| \(H\)    | 2.5 m | Height structure | Flow | \(^i\) |
| \(H_D\)  | 2.5 m | Dam height | Wave | \(^i\) |
| \(\alpha_D\) | 2.6 (-) | Alpha of dam | Wave | [32] |
| \(B_D\)  | 0.15 (-) | Beta of dam | Wave | [32] |

**Long + Alternative**

| Parameter | Value | Definition | Module |
|-----------|-------|------------|--------|
| \(H\)    | Max 0.75 m above bed level -or- 1.45 m N.A.P. | Height structure | Flow | [33] |
| \(K_{bg}\) | 0.55 (-) | Transmission coefficient of brushwood groyne | Wave | [17] |

**Short + Traditional**

| Parameter | Value | Definition | Module | Source |
|-----------|-------|------------|--------|--------|
| \(H\)    | Max 0.75 m above bed level -or- 1.45 m N.A.P. | Height structure | Flow | [33] |
| \(\alpha_G\) | 1.8 (-) | Alpha of brushwood groyne | Wave | [32] |
| \(B_G\)  | 0.10 (-) | Beta of brushwood groyne | Wave | [32] |

\(^i\) Equal to other groynes in the Wadden Sea [22].

**Appendix C. Comparison Hydrodynamics**

**Appendix C.1. Flow Module**

The observed and modeled water levels at measurement station ‘Lauwersoog’ are compared (Figure A1). The figure displays that the model performs well for both the extreme and mean water levels.
Figure A1. Comparison of observed and modeled water levels at measurement station ‘Lauwersoog’ (a) over time and (b) in a scatter plot with identity line (black solid line).

Appendix C.2. Wave Module

The wave module is calibrated on the significant wave height. The calibration, with an optimization for the NS, resulted in a Jonsswap bed friction coefficient of 0.058 m² s⁻³. A comparison of the wave heights for an advised Jonsswap bed friction coefficient of 0.038 m² s⁻³ [60] and the optimal value is displayed for the measurement station ‘Wierummerwad’ (Figure A2). Although the peak wave height is simulated less accurately with the optimized bed friction, the model exhibits improved performance for most wave heights, thereby resulting in an improved NS.

The model performs well for the measurement station ‘Wierummerwad’. In general, it underestimates extreme values, and mid-range values are overestimated. At measurement station ‘Nes’, the high waves are simulated worse compared to station ‘Wierummerwad’, while low- and mid-range values are modeled similarly.

Figure A2. Comparison of observed and modeled significant wave heights with the advised and calibrated bed friction at measurement station ‘Wierummerwad’ (a) over time and (b) in a scatter plot with an identity line (black solid line).
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