Game-based learning environments affect frontal brain activity
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Abstract

Inclusion of game elements in learning environments to increase motivation and learning outcome is becoming increasingly popular. However, underlying mechanisms of game-based learning have not been studied sufficiently yet. In the present study, we investigated effects of game-based learning environments on a neurofunctional level. In particular, 59 healthy adults completed a game-based version (including game elements such as a narrative and virtual incentives) as well as a non-game-based version of a number line estimation task, to improve fractional knowledge, while their brain activity was monitored using near-infrared spectroscopy. Behavioral performance was comparable across the two versions, although there was a tendency that less errors were made in the game-based version. However, subjective user experience differed significantly between versions. Participants rated the game-based version as more attractive, novel, and stimulating but less efficient than the non-game-based version. Additionally, positive affect was reported to be higher while engaging in the game-based as compared to the non-game-based task version. Corroborating these user reports, we identified increased brain activation in areas associated with emotion and reward processing while playing the game-based version, which might be driven by rewarding elements of the game-based version. Moreover, frontal areas associated with attention were also more activated in the game-based version of the task. Hence, we observed converging evidence on a user experience and neurofunctional level indicating that the game-based version was more rewarding as well as emotionally and attentionally engaging. These results underscore the potential of game-based learning environments to promote more efficient learning by means of attention and reward up-tuning.

Introduction

In recent years, game elements have been incorporated into learning tasks in education with increasing frequency [1–3]. Game-based learning environments are assumed to increase interest, motivation, adherence to instructions, and, consequently, the learning outcome [2–4].
Game elements may include game mechanics (e.g., core activities repeated by the learner throughout the game), visual aesthetics, narrative of a game (storyline), incentives such as scores (points), stars, badges, trophies, power-ups, or any other rewards, or sounds [5]. Generally, games or game elements are assumed to be rewarding [2, 6–11]. For instance, King et al. (2011) [12] found that game elements such as incentives (earning points) were rated as the most enjoyable and important aspects of video game playing. Moreover, providing concise, real-time feedback of actual performance by means of game elements such as rewards was found to lead to stronger engagement of the learner [5, 9, 13, 14]. As such, there is already evidence that game-based learning environments lead to improved learning outcomes compared to conventional educational approaches [3, 4]. However, there is also consensus that more studies in terms of large randomized control trials are necessary to better understand underlying working mechanisms in game-based learning tasks and to draw a meaningful conclusion [2, 3]. Although the number of studies investigating behavioral effects of game-based learning is increasing, effects of game-based learning environments on brain activation patterns, which are associated with learning processes, are investigated only scarcely still.

In this context, we investigated neuronal correlates of playing a game-based and a non-game-based version of a number line estimation task which requires participants to indicate the correct location of a given target number on a number line of which only start and endpoint are given. Importantly, this task was found to assess and train number magnitude understanding [15, 16]. The game-based and non-game-based number line estimation solutions of the current study were developed with the Semideus research engine which allows for customization of game elements and was originally developed to improve conceptual fractional knowledge in children [17]. In both versions, participants performed the number line estimation task, in which they had to indicate the position of fractions (e.g., 3/7) on a horizontal line ranging from 0 to 1. In contrast to the non-game-based version, the game-based version included game elements such as a narrative and virtual incentives. Positive/negative feedback was presented in both task versions.

Behavioral studies showed that game-based versions of the number line estimation task can be used to effectively train and assess fractional knowledge in children [17–20]. To examine whether the inclusion of game elements affects brain activation patterns when performing the number line estimation task, we used near-infrared spectroscopy (NIRS). NIRS measures changes in the hemodynamic response (relative concentration changes of oxygenated and deoxygenated hemoglobin in the outer layer of the cortex; oxy- and deoxy-Hb) of the brain. Generally, neuronal activation in specific brain areas leads to a localized vascular response that causes an influx of oxygen-rich blood to the active area and its surrounding tissue. Consequently, this leads to an increase in oxy-Hb and a decrease in deoxy-Hb in active brain regions [21]. NIRS is a non-invasive, portable, easy-to-use, and inexpensive neurofunctional method that does not restrict participants’ movements or natural behavior while performing a task as compared to other methods (e.g. the electroencephalogram -EEG- or functional magnetic resonance imaging -fMRI-) [22].

The majority of studies investigating neuronal correlates of gaming used EEG or fMRI. According to a review article by Palaus et al. (2017), 8 studies used NIRS to investigate neuronal correlates of gaming. In these NIRS studies, different types of games were used such as action games, ego-shooters, puzzle games, strategy games, rule learning games, or racing games [10]. Therefore, reported changes in brain activity due to gaming were rather heterogeneous. Some studies reported a global decrease of oxy-Hb over frontal brain areas during gaming [23–27]. However, differences in task complexity, cognitive load, expertise, or subjective user experience during playing may have added to these different brain activation patterns [28–32].

Effects of game-based learning environments on brain activation patterns have hardly been investigated so far. In a pilot study, Baker et al. (2015) investigated neuronal correlates during
playing a computer-based fraction learning game called *Refraction* using NIRS. *Refraction* requires the player to combine math (i.e., fractions) and spatial (i.e., screen navigation) skills to complete a series of game stages successfully. Beside the combined math and spatial tasks, the authors also added two control conditions in which participants either performed only math or spatial tasks. They found stronger activation within parietal and prefrontal brain regions when participants performed the combined tasks in the game *Refraction* compared to solely spatial activities or math tasks. They interpreted the observed increased activation over prefrontal areas when playing *Refraction* as a sign of increased working memory load and attentional demands when playing the game *Refraction* [33].

In the present study, our primary aim was to investigate a larger sample of adults and directly compare brain activation patterns associated with playing a game-based (including game elements) and a content-wise equivalent non-game-based version [17]. Game elements are assumed to increase engagement in the task, positive affect, motivation, and consequently the learning outcome [5, 10, 11, 14]. In particular, there is empirical evidence that such game elements can activate the reward system in the brain [6, 10, 34–38]. On a general level, previous fMRI studies showed that reward and emotion processing can increase prefrontal brain activation, which was associated with working memory and attention [36, 39–45] [for general reviews on prefrontal function and location see 46, 47]. Furthermore, previous fMRI studies indicated that spatial-numerical tasks in general [48–50] and the number line estimation task in particular [51], lead to neuronal activation in a fronto-parietal brain network. Therefore, we also focused specifically on changes in brain activation patterns over prefrontal areas during gaming. As in the current study, task content and complexity were held constant across the game-based and the non-game-based version, differences in brain activation patterns between versions should be related to the incorporation of game elements. We expected the game elements to be rewarding and emotionally engaging [7, 8, 14] and thus to lead to stronger prefrontal brain activation compared to the non-game-based version.

Beside our main research question concerning effects of a game-based learning environment on brain activation patterns, we also investigated behavioral effects as secondary research question. Concerning task performance, there are heterogeneous results reported in the literature. Some studies reported beneficial effects of game-based tasks on behavioral performance, other studies argued that game elements might induce cognitive overload and distract learners from the actual task [3–5, 9, 11, 52–57]. Therefore, we also analyzed possible differences in task performance between the two versions.

In a tertiary and more exploratory research question, we focused on subjective user experience including flow and affective state, when performing both versions of the task. Prior studies showed that a game-based version of a task can lead to a stronger flow experience and higher user experience ratings than a non-game-based version of the same task [14, 58–61]. Flow is defined as a positive emotional state of optimal performance [62]. Generally, flow experience seems positively related with learning outcomes and playing performance in game-based learning approaches [58–60, 63, 64] and was often associated with positive user experience [58, 65]. However, there are also studies that found no differences in flow experience between game-based and non-game-based versions of the same task [9]. Therefore, we also investigated the subjective user experience, flow, and affective state while playing both task versions in the present study.

**Methods**

**Participants**

Fifty-nine right-handed healthy adults (29 female, 30 male, mean age = 22.85 yrs., SD = 3.60; all were Caucasian) took part in this study. Fifty-one were students, eight were employees.
(lawyers, medical doctors, software engineers). They had normal or corrected-to-normal vision. Participants were recruited via fliers and advertisements, personal recruitment, as well as via mailing lists of the University of Graz. They did not get any financial compensation. Psychology students got a partial course credit. Participants gave written informed consent prior to testing. The study was approved by the Ethics Committee of the University of Graz, Austria (reference number GZ. 39/86/63 ex 2017/18) and is in accordance with the ethical standards of the Declaration of Helsinki.

Task–game-based vs. non-game-based task

All participants performed a game-based and a non-game-based version of a number line estimation task. Half of the participants started with the game-based version, the other half with the non-game-based version. In the number line estimation task, participants had to locate a given target fraction (e.g., 3/7) on a number line ranging from 0 to 1. In each version (game-based vs. non-game-based) 48 fractions involving single- (e.g., 3/7) and double-digit (e.g., 19/25) numerators and denominators were presented. The game-based version of the number line estimation task (see Fig 1A) was realized with the Semideus research game engine, which allows for easy inclusion of several game elements [17, 19]. The non-game-based version of the number line estimation consisted of a stripped version of the task without any game elements (Fig 1B) but maintained positive/negative feedback. It corresponds to the conventional number line estimation task [e.g., 15]. Both versions were comparable regarding task difficulty as they involved the same target fraction as well as number of levels (i.e., 6 levels, each including 8 tasks/fractions).

In both versions, a target fraction to-be-located on the number line was displayed in the upper left part of the screen. Participants could move a cursor (white bar in the non-game-based version) or the game character Semideus (in the game-based version) on the number line with the left and right arrow keys on a standard QWERTZ keyboard and confirm their estimates by pressing the space bar. Feedback was provided immediately after each estimation. In the non-game-based version, positive feedback was given by showing a green check mark.

![Fig 1. Examples scenes of the game-based and non-game-based task version. Exemplary screenshots of the game-based version (A) and the non-game-based version (B) of the number line estimation task when receiving positive feedback after correct estimation.](https://doi.org/10.1371/journal.pone.0242573.g001)
above the cursor in case the target fraction was estimated accurately (i.e., estimated location no more than ±5% away from the correct location) and at the same time the absolute correct location was shown by a green marker on the number line. Negative feedback was given in the form of a red cross in case the estimated location was more than ±5% away from the correct location. The same negative feedback mechanic was shown when the estimation took too long (>10 seconds).

In the game-based version, positive feedback was provided through gestures of Semideus (e.g. lifting hands up and cheering) when estimations were correct (i.e., estimated location no more than ±5% away from the correct location). Additionally, participants earned virtual coins for accurate estimations (i.e., over 98% = 500 coins; 97%–98% = 300 coins; 96%–95% = 100 coins). For inaccurate estimates (i.e., estimates more than ±5% away from the correct location) the game character Semideus was struck by lightning and the player lost 10 units of virtual energy (displayed by an orange bar on the right side of the screen, see Fig 1A) on the first error in a trial, 5 units of energy for the second error on the same trial, and 2.5 units of energy for any further error on that same trial/item. The same negative feedback mechanic (loss of energy and lightning) was used when players took too long to make their estimation (i.e., pressing the space bar, >10 seconds). This time limit was visualized by a cloud getting darker with passing time and a numerical countdown within the cloud.

In general, the game-based version employed typical characteristics of games (Plass et al., 2015) such as narrative elements (story line: Semideus tries to find gold coins that a goblin has stolen from Zeus and hidden along the trails of Mount Olympus), appealing visual aesthetics, virtual incentives in the form of points and stars earned depending on the performance of participants, as well as positive/negative feedback. A comprehensive description of the game elements used in the game-based version and the rational of using them can be found in Ninaus et al. (2019) [14].

The number of estimation attempts on each task was not limited and participants had to estimate the location of the fraction correctly before they were allowed to proceed to the next task. After correct estimations, participants were asked to press the Enter-key to proceed to the next task.

In both versions, the absolute number of errors, mean estimation accuracy, and mean duration per task/fraction were used as dependent variables for statistical analysis.

NIRS-recordings and -analysis

To measure relative concentration changes of oxygenated (oxy-Hb) and deoxygenated hemoglobin (deoxy-Hb) over frontal areas during the game-based and non-game-based version of the line estimation task, measurements were performed on a continuous wave system (ETG-4000, Hitachi Medical Co., Japan) using two 3x5 optode probe sets (consisting of 7 photo-detectors and 8 light emitters) resulting in a total of 22 channels (see Fig 2). The ETG-4000 uses two different wavelengths (695±20 nm and 830±20 nm). Distance between optodes was 3 cm when mounted. Sampling rate of the NIRS system was set to 10 Hz. Channel configuration of the NIRS probe set is given in Fig 2. It was positioned over the forehead. In accordance with the international 10–20 placement system, we used Fz (emitter 7) as marker position to place the probe set. The 22 NIRS channels were merged to regions of interest (ROI) for statistical analysis (Fig 2B).

The MNI coordinates of the NIRS channels were determined using AtlasViewer [66]. In Table 1, the anatomic labels are listed for each NIRS channel.

For offline analyses of the NIRS signal, we investigated changes in oxy-Hb and deoxy-Hb separately using the Homer2 NIRS Processing package [67] based on MATLAB (Mathworks, MA USA). The following NIRS signal processing steps were performed [68]:
The raw optical intensity data series were converted into changes in optical density (OD). Channels with very low optical intensity where discarded from the analysis using the function enPruneChannels. Then an automatic motion correction was applied using a wavelet transform method (function hmrMotionCorrectWavelet, iqr = 0.1) [69]. Additionally, artifacts, which were still in the signal were identified (function hmrMotionArtifact, signal change greater than std_threshold of 10 or amp_treshold of 5). The signal was filtered with a low-pass filter of 0.5 Hz. Then optical density data were converted into concentration changes (function hmrOD2Conc, ppf = 6.0 6.0). Marked artifacts were rejected (tRange -10 to 10 seconds).

The time courses of oxy-Hb and deoxy-Hb (hemodynamic response) of the remaining levels were averaged task-related separately for both versions (game-based and non-game-based version, average across 6 levels each) in each individual separately. Task-related concentration changes of oxy-Hb and deoxy-Hb were referred to a 5s baseline interval prior to level onset (seconds -5 to 0). For statistical analyses, oxy-Hb and deoxy-Hb was averaged for the time period during the task (0–50 s after level onset).

**Questionnaires**

To assess subjective experience of participants, they had to fill in the Flow Short Scale (FKS) [70], the User Experience Questionnaire (UEQ) [71], and the German version of the Positive and Negative Affect Schedule (PANAS) [72] once after the game-based and the non-game-based version of the number line estimation task each.
The Flow Short Scale (FKS) [70] assesses flow experience using 10 items. Six of the items measure “fluency of performance” (e.g., “I have no difficulty concentrating”) and four items measure “absorption by activity” (e.g., “I don’t notice time passing”) on a 7-point scale (1 = “not at all” - 7 = “very much”). Additionally, 3 items measure perceived importance or perceived outcome importance (concern, e.g., “I must not make any mistakes here”) and 3 further items assess demand, skills, and the perceived fit of demands and skills (e.g., “Compared to all other activities which I partake in, this one is...” - answers are possible on a 9-point scale ranging from 1 = “easy” to 9 = “difficult”). The mean of each component was used as dependent variable in the analyses.

The User Experience Questionnaire (UEQ) is generally used to assess interaction quality of certain design variations of (software) products and whether these catch the user’s attention and interest [73]. Accordingly, this questionnaire assesses conventional usability aspects or (goal-directed) pragmatic quality (efficiency, transparency/perspicuity, controllability/dependability), user experience or (non-goal-directed) hedonic quality (novelty, stimulation), as well as attractiveness by using bipolar ratings, such as “unpleasant—pleasant” or “appealing—repelling”. The subscale attractiveness describes the overall impression of the task, whether participants like or dislike it. Transparency/perspicuity describes the easiness to get familiar with the task and to learn how to use it. Controllability/dependability is related to the users’ feeling of control of the interaction and whether it is secure and predictable. The subscale efficiency reflects whether the user can solve the tasks without unnecessary effort and whether it reacts fast. Novelty describes whether participants find the design of the task creative and whether it catches their interest. The subscale stimulation reflects whether the task is exciting and

Table 1. Anatomic labeling of NIRS channel positions (MNI coordinates) and merged regions of interests (ROI).

| Ch nr. | Emitter | Detector | Label name              | Ch coord. MNI      |
|--------|---------|----------|-------------------------|-------------------|
| RO1    | 1       | 1        | Orbitofrontal cortex left | -29 64–2          |
|        | 2       | 1        |                         | -11 64 0          |
| RO2    | 3       | 2        | Orbitofrontal cortex right | 15 70–2          |
|        | 4       | 2        |                         | 26 51 2           |
| RO3    | 5       | 1        | Middle frontal cortex left | -42 61 4         |
|        | 10      | 4        |                         | -19 50 8          |
|        | 14      | 6        | Inferior frontal cortex left | -29 41 16       |
| RO4    | 6       | 4        | Superior frontal cortex left | -14 52 4        |
|        | 15      | 4        |                         | -10 45 20         |
| RO5    | 7       | 2        | Medial superior frontal cortex | 0 55 14         |
|        | 11      | 4        |                         | -9 69 23          |
|        | 12      | 5        |                         | 12 51 18          |
|        | 16      | 7        |                         | 2 50 32           |
| RO6    | 8       | 5        | Superior frontal cortex right | 19 52 4        |
|        | 17      | 5        |                         | 21 57 28          |
| RO7    | 9       | 3        | Middle frontal cortex right | 37 48 2         |
|        | 13      | 5        |                         | 21 46 10          |
|        | 18      | 8        | Inferior frontal cortex right | 37 40 18       |
| RO8    | 19      | 6        | Middle frontal cortex left | -14 39 26       |
|        | 20      | 7        | Superior frontal cortex left | -8 55 44       |
| RO9    | 21      | 7        | Superior frontal cortex right | 13 55 48       |
|        | 22      | 8        | Middle frontal cortex right | 22 41 30       |

Ch: Channel; MNI: Montreal Neurological Institute; ROI: Region of interest.

https://doi.org/10.1371/journal.pone.0242573.t001
motivating and whether it is fun to use. Transformed values range from -3 to +3, where +3 represents the most positive and -3 the most negative value [74].

To measure affective responses (mood and emotion), we used the German version of the Positive and Negative Affect Schedule (PANAS) [72]. The PANAS comprises 20 items, with 10 items measuring positive affect (e.g., excited, inspired) and 10 items measuring negative affect (e.g., upset, afraid). Each item is rated on a five-point scale, ranging from 1 = “Not at all” to 5 = “Extremely”, to measure the extent to which the respective affect has been experienced in a specified time frame. The items can be split up to four subscales: joy, activity/interest, afraid, upset.

Procedure
Participants were tested individually. After providing informed consent and reading the instructions, NIRS optodes were mounted on their heads and quality of the NIRS signals being recorded was checked. Then, half of the participants started with the game-based version and the other half started with the non-game-based version of the number line estimation task. Counterbalancing of the task versions was done in a pseudo-randomized order so that the same number of male and female participants started with the same task version. Before each task, one practice trial (1 level including 8 tasks) had to be performed. After completing the first version (6 levels, each including 8 tasks), participants completed the FKS, UEQ, and PANAS questionnaires to assess their subjective experience during the previously completed task. Then, the second version had to be performed before completing the FKS, UEQ, and PANAS questionnaires again. Overall, the experiment took about one hour.

Statistical analysis
To identify NIRS channels that showed the strongest NIRS signal change (oxy- and deoxy-Hb) due to the game-based vs. non-game-based version (average of second 0 to 50 after level onset), we used the False Discovery Rate (FDR) method to control the proportion of false positives among the channels that are detected as significant [75]. Therefore, one sample t-tests against 0 were calculated per channel and version to reveal whether relative NIRS signal changes differ from 0. Significant differences from 0 in oxy- and deoxy-Hb were then determined by using the FDR method.

To compare NIRS signal change between the game-based and non-game-based task version statistically, analyses of variances (ANOVAs) for repeated measures were applied including the within-subject factors TASK-VERSION (game-based vs. non-game-based version) and HEMISPHERE (left vs. right), separately for oxy- and deoxy-Hb. In particular, separate ANOVAs for different regions of interest (ROIs) were performed. Therefore, the 22 NIRS channels were merged to 9 ROIs (ROI1: channels 1 & 2; ROI2: channels 3 & 4; ROI3: channels 5, 10, and 14; ROI4: channels 6 & 15; ROI5: channels 7, 11, 12, and 16; ROI6: channels 8 & 17; ROI7: channels 9, 13, and 18; ROI8: channels 19 & 20; ROI9: channels 21 & 22; see also Table 1 and Fig 2). One ANOVA was performed for ROIs over the left vs. right orbitofrontal cortex (ROI 1 vs. ROI 2), one ANOVA was performed for ROIs over the left vs. right middle and inferior frontal cortex (ROI 3 vs. ROI 7), one for ROIs over the left vs. right superior frontal cortex (ROI 4 vs. ROI 6), one for ROIs over the left vs. right middle/superior frontal cortex (ROI 8 vs. ROI 9), and one ANOVA with the within-subject factor TASK-VERSION over the medial superior frontal cortex (ROI 5).

To test performance differences in the number line estimation task, we ran paired t-tests on error rate, mean estimation accuracy, and mean duration per task comparing game-based and non-game-based version. To evaluate differences between game-based and non-game-based version in the questionnaire data, we also ran paired sample t-tests.
For statistical analyses, the probability of a Type I error was maintained at 0.05. For the paired \(t\)-tests and multiple ANOVAs, Bonferroni-Holm corrections for multiple comparisons were applied [76]. To detect outliers, data were \(z\)-transformed per version. Values larger or smaller +/- 3 SD were rejected from statistical analysis (7% of NIRS data).

**Results**

**NIRS-signal: Topographical distribution**

As illustrated in Table 2, oxy-Hb significantly increased over channels 5, 8, and 17 for the game-based version, whereas no significant increase or decrease could be observed for the non-game-based version. Deoxy-Hb significantly decreased over 15 of the recorded 22 channels in the game-based version. In the non-game-based version, deoxy-Hb significantly decreased over channel 13, but increased over channel 5. The topographical distribution of oxy- and deoxy-Hb per version is depicted in Fig 3.

**NIRS-signal: Game-based vs. non-game-based task**

To analyze differences in brain activation patterns between the game-based and the non-game-based task version, different ANOVAs with the within-subject factors TASK-VERSION and HEMISPHERE (left vs. right) were calculated separately for oxy- and deoxy-Hb. Fig 4

Table 2. Results of topographical analysis after FDR correction.

| Oxy-Hb Game-based task | Oxy-Hb Non-game-based task | Deoxy-Hb Game-based task | Deoxy-Hb Non-game-based task | Critical \(p\)-value FDR |
|------------------------|---------------------------|--------------------------|-----------------------------|----------------------|
| Ch. Nr. | \(p\)-value | Ch. Nr. | \(p\)-value | Ch. Nr. | \(p\)-value | Ch. Nr. | \(p\)-value | Ch. Nr. | \(p\)-value | Ch. Nr. | \(p\)-value | Ch. Nr. | \(p\)-value | Ch. Nr. | \(p\)-value | Ch. Nr. | \(p\)-value |
| Ch5  | 8.98E-05* | Ch7  | 0.0289 | Ch13 | 2.27E-05* | Ch13 | 1.38E-05* | 0.0045 |
| Ch17 | 0.0037* | Ch6  | 0.0529 | Ch4  | 3.8E-05* | Ch5  | 0.0020* | 0.0091 |
| Ch8  | 0.0109* | Ch19 | 0.0673 | Ch12 | 5.53E-05* | Ch17 | 0.0362 | 0.0136 |
| Ch22 | 0.0221 | Ch13 | 0.0757 | Ch18 | 0.0001* | Ch18 | 0.0400 | 0.0182 |
| Ch14 | 0.0227 | Ch4  | 0.0899 | Ch11 | 0.0006* | Ch8  | 0.0410 | 0.0227 |
| Ch18 | 0.0254 | Ch8  | 0.1160 | Ch19 | 0.0006* | Ch4  | 0.0826 | 0.0273 |
| Ch9  | 0.0268 | Ch10 | 0.1347 | Ch10 | 0.0007* | Ch14 | 0.0884 | 0.0318 |
| Ch21 | 0.0480 | Ch3  | 0.1765 | Ch14 | 0.0008* | Ch22 | 0.1059 | 0.0364 |
| Ch15 | 0.0700 | Ch15 | 0.1950 | Ch21 | 0.0013* | Ch19 | 0.1147 | 0.0409 |
| Ch7  | 0.0734 | Ch12 | 0.2103 | Ch3  | 0.0025* | Ch6  | 0.1187 | 0.0455 |
| Ch6  | 0.1037 | Ch5  | 0.2982 | Ch1  | 0.0033* | Ch7  | 0.1223 | 0.0500 |
| Ch11 | 0.1152 | Ch20 | 0.4103 | Ch20 | 0.0044* | Ch12 | 0.1293 | 0.0545 |
| Ch12 | 0.1280 | Ch18 | 0.4513 | Ch22 | 0.0085* | Ch21 | 0.1486 | 0.0591 |
| Ch16 | 0.2110 | Ch2  | 0.4587 | Ch15 | 0.0136* | Ch10 | 0.2168 | 0.0636 |
| Ch13 | 0.2147 | Ch21 | 0.4714 | Ch17 | 0.0247* | Ch15 | 0.2239 | 0.0682 |
| Ch20 | 0.2354 | Ch16 | 0.5124 | Ch16 | 0.1215 | Ch16 | 0.3460 | 0.0727 |
| Ch10 | 0.2526 | Ch22 | 0.7056 | Ch8  | 0.1672 | Ch9  | 0.4599 | 0.0773 |
| Ch3  | 0.5623 | Ch1  | 0.7432 | Ch9  | 0.2064 | Ch11 | 0.4793 | 0.0818 |
| Ch4  | 0.6094 | Ch14 | 0.8166 | Ch6  | 0.3190 | Ch1  | 0.5635 | 0.0864 |
| Ch19 | 0.7074 | Ch11 | 0.9463 | Ch5  | 0.3276 | Ch20 | 0.5974 | 0.0909 |
| Ch1  | 0.7613 | Ch17 | 0.9957 | Ch2  | 0.8083 | Ch3  | 0.6601 | 0.0955 |
| Ch2  | 0.8987 | Ch9  | 0.9968 | Ch7  | 0.9686 | Ch2  | 0.7786 | 0.1000 |

*p*-values of the one sample \(t\)-tests again 0 are listed in ascending order per channel and task version (game-based vs. non-game-based version), presented separately for oxy- and deoxy-Hb values. Additionally, critical \(p\)-values as determined by the FDR correction are shown. Significant results are marked with asterisks. Ch: Channel; FDR: False discovery rate.

https://doi.org/10.1371/journal.pone.0242573.t002
illustrates mean oxy-Hb values for each ROI and task version. In Fig 5, mean deoxy-Hb values per ROI and task are shown.

Oxy-Hb orbitofrontal cortex (ROI 1 vs. ROI 2): The ANOVA revealed no significant results.

Oxy-Hb middle and inferior frontal cortex (ROI 3 vs. ROI 7): The main effect TASK-VERSION ($F(1,58) = 10.90$, $p < 0.01$, $\eta^2_p = 0.18$) was significant. Activation was stronger in the game-based than in the non-game-based version (Fig 4).

![Fig 3. NIRS topography. Topographical distribution of oxy- and deoxy-Hb during the game-based and non-game-based version.](https://doi.org/10.1371/journal.pone.0242573.g003)

![Fig 4. ANOVA results for oxy-Hb.](https://doi.org/10.1371/journal.pone.0242573.g004)
Oxy-Hb superior frontal cortex (ROI 4 vs. ROI 6): The main effect TASK-VERSION ($F(1,58) = 8.51, p < 0.01, \eta^2_p = 0.14$) was significant indicating that activation was stronger in the game-based than in the non-game-based version (Fig 4).

Oxy-Hb middle/superior frontal cortex (ROI 8 vs. ROI 9): The interaction effect TASK-VERSION x HEMISPHERE was significant ($F(1,58) = 8.40, p < 0.01, \eta^2_p = 0.14$). The game-based version led to a stronger oxy-Hb increase than the non-game-based version over the right hemisphere (ROI 9), whereas no differences were observed over the left hemisphere (ROI 8, Fig 4).

Oxy-Hb medial superior frontal cortex (ROI 5): The ANOVA revealed no significant results.

Deoxy-Hb orbitofrontal cortex (ROI 1 vs. ROI 2): The main effect TASK-VERSION ($F(1,58) = 5.36, p < 0.05, \eta^2_p = 0.10$) was significant. Deoxy-Hb showed a stronger decrease in the game-based than in the non-game-based version (Fig 5). However, this effect was not significant any more after Bonferroni-Holm correction. Additionally, the significant main effect HEMISPHERE ($F(1,58) = 8.62, p < 0.01, \eta^2_p = 0.15$) indicated that the deoxy-Hb decrease was stronger over the right (ROI 2) than over the left orbitofrontal cortex (ROI 1, Fig 5).

Deoxy-Hb middle and inferior frontal cortex (ROI 3 vs. ROI 7): The significant main effect HEMISPHERE ($F(1,58) = 12.04, p < 0.01, \eta^2_p = 0.20$) indicated that the deoxy-Hb decrease was stronger over the right (ROI 7) than over the left middle/inferior frontal cortex (ROI 3, Fig 5).

Deoxy-Hb superior frontal cortex (ROI 4 vs. ROI 6): The ANOVA revealed no significant results. The main effect TASK-VERSION ($F(1,58) = 3.62, p = 0.06, \eta^2_p = 0.07$) only showed a trend that deoxy-Hb showed a stronger decrease during the game-based than during the non-game-based version (Fig 5).

Deoxy-Hb middle/superior frontal cortex (ROI 8 vs. ROI 9): The ANOVA revealed no significant results.

Deoxy-Hb medial superior frontal cortex (ROI 5): The decrease in deoxy-Hb was by trend ($F(1,58) = 3.12, p = 0.08, \eta^2_p = 0.06$) more pronounced during the game-based than during the non-game-based version (Fig 5).
In Fig 6, the NIRS times courses of oxy- and deoxy-Hb are presented, separately for each of the 9 ROIs.

**Behavioral results and user experience**

In Table 3, means and SE of behavioral and user experience data are summarized as well as results of the statistical comparison between the game-based and non-game-based task version.

In the game-based version, less errors were made than in the non-game-based version (Table 3), although this difference was statistically no longer significant after Bonferroni-Holm correction. Accuracy and mean duration per task were comparable between versions. Flow experience did not differ between task versions (Table 3). There was only a non-significant trend that the perceived importance to be successful is higher in the game-based than in the non-game-based version. Additionally, the perceived fit of demands and skills seems to be descriptively higher in the game-based than in the non-game-based version. Results of the UEQ revealed that participants rated the game-based version to be more attractive, novel, and stimulating than the non-game-based version (Table 3). In contrast, participants experienced the non-game-based version as more efficient than the game-based version (Table 3). According to the results of the PANAS, participants experienced more joy during the game-based than during the non-game-based version (Table 3).

![Fig 6. NIRS time courses](https://doi.org/10.1371/journal.pone.0242573.g006)
The primary aim of the present study was to investigate neuronal correlates of game-based learning by contrasting brain activation patterns while performing a game-based and a non-game-based version of a number line estimation task. We expected the game-based version to be more rewarding and emotionally engaging leading to a stronger activation in the prefrontal cortex. Possible differences in behavioral parameters such as task performance and user experience including flow and affect were examined in secondary and tertiary research questions, too. Since prior studies reported on heterogenous results concerning the effects of game-based learning tasks on user performance and experience, we did not formulate directed hypotheses in this context.

Concerning our main research question, we found stronger activation of prefrontal brain areas when participants performed the game-based as compared to the non-game-based version. Generally, prior fMRI studies showed that a network of fronto-parietal brain areas seems to be involved in number line estimation including the superior and middle frontal gyrus and dorsolateral prefrontal cortex [51]. However, while the role of parietal areas in number processing is well established [i.e., subserving actual processing of number magnitude information; 77, 78], the role of frontal areas is less well understood and often considered to reflect also non-numerical mechanisms such as attention [for a meta-analysis see 79].

Prefrontal brain areas were also strongly activated in the present study, especially in the game-based version (relative increase in oxy-Hb and decrease in deoxy-Hb). Moreover, in a fMRI study by Vogel et al. (2013), number line estimation led to strong activation of bilateral prefrontal cortices, which was more pronounced for the right than on the left hemisphere in

### Table 3. Behavioral and user experience data (means and SE) and results of the statistical comparison between the game-based and non-game-based task version.

|                          | Game-based task          | Non-game-based task          | p-values of t-tests |
|--------------------------|--------------------------|-----------------------------|---------------------|
|                          | Mean (SE)                | Mean (SE)                   |                     |
| **Estimation performance** |                          |                             |                     |
| Error rate               | 24.98 (1.69)             | 28.76 (1.97)                | 0.02                |
| Mean Accuracy (%)        | 94.76 (0.20)             | 94.52 (0.21)                | 0.21                |
| Mean duration per task (ms) | 8109.07 (264.44)         | 7930.53 (266.13)            | 0.49                |
| **Flow**                 |                          |                             |                     |
| Overall                  | 4.50 (0.12)              | 4.43 (0.13)                 | 0.49                |
| Fluency                  | 4.72 (0.14)              | 4.70 (0.15)                 | 0.84                |
| Absorption               | 4.18 (1.10)              | 4.04 (0.16)                 | 0.35                |
| Perceived importance     | 2.24 (0.14)              | 1.96 (0.14)                 | 0.04                |
| Perceived fit of demands and skills | 4.18 (0.15) | 3.99 (0.16) | 0.05 |
| **User experience**      |                          |                             |                     |
| Attractiveness           | 0.98 (0.12)              | 0.07 (0.15)                 | <0.001*             |
| Efficiency               | 1.04 (0.09)              | 1.30 (0.10)                 | 0.007*              |
| Transparency/Perspicuity | 1.95 (0.10)              | 2.12 (0.10)                 | 0.11                |
| Controllability/Dependability | 0.97 (0.11) | 1.11 (0.10) | 0.21 |
| Novelty                  | 0.64 (0.15)              | -0.78 (0.18)                | <0.001*             |
| Stimulation              | 0.53 (0.16)              | -0.09 (0.17)                | 0.002*              |
| **Positive/ negative affect** |                      |                             |                     |
| Joy                      | 2.51 (0.09)              | 2.30 (0.09)                 | 0.01*               |
| Activity/ Interest       | 3.35 (0.08)              | 3.25 (0.10)                 | 0.24                |
| Afraid                   | 1.29 (0.04)              | 1.26 (0.03)                 | 0.32                |
| Upset                    | 1.27 (0.38)              | 1.17 (0.29)                 | 0.07                |

Significant results are marked with asterisks.

https://doi.org/10.1371/journal.pone.0242573.t003
the superior and middle frontal gyrus. Results of the present study also indicate that activation patterns were bilaterally distributed, but in some ROIs, with stronger signal changes observed over the right hemisphere than over the left hemisphere. For instance, deoxy-Hb showed a stronger decrease over the right orbitofrontal cortex and middle and inferior frontal cortex than over the left orbitofrontal cortex and middle and inferior frontal cortex. However, analysis of activation changes over single channels revealed also strong activation patterns over the left hemisphere, such as a strong increase in oxy-Hb over the left inferior / middle frontal cortex. Generally, these results are well in line with the findings by Vogel et al. (2013). In summary, brain activation patterns observed are comparable with previous neuroimaging evidence on the neuronal correlates of number line estimation. These prefrontal brain activation patterns (increase in oxy- and decrease in deoxy-Hb) were more pronounced for the game-based as compared to the non-game-based version and might indicate that participants paid more attention in the game-based version [79].

Moreover, the game-based version might have been more rewarding than the non-game-based version leading to increased attention towards the more rewarding environment and associated stronger prefrontal activation in turn. Playing computer games was observed to be able to activate the reward system of the brain [6, 10, 34–38]. Neuroimaging studies reported a positive association between increased prefrontal brain activity and reward processing [36, 39–43]. For instance, the orbitofrontal cortex (together with anterior cingulate cortex, ACC) was argued to be involved in providing a motivational value of cue-inducing stimuli [6, 80]. Activation in the orbitofrontal cortex was found to decrease in the absence of an expected reward [6, 10]. The game elements included in the game-based version, such as the more pronounced positive feedback for successful performance (earning reward points, gestures of the game character, etc.), are assumed to be rewarding [7, 8]. This is backed by subjective ratings of the participants that also indicated the game-based version to be experienced as more rewarding than the non-game-based version. Hence, game elements might have led to stronger reward processing, which was associated with prefrontal brain activation, previously.

Another explanation for the stronger prefrontal activation in the game-based as compared to the non-game-based version might be that the emotional appeal was stronger in the game-based than in the non-game-based version [5]. In particular, we found increased activation (stronger decrease in deoxy-Hb) in the orbitofrontal cortex which is amongst other areas involved in emotion regulation and reliably activated by feelings of pleasure [for a review see 44]. In fact, recent studies indicated that game elements may well influence emotional states [5, 14, 81, 82]. Our neurofunctional results are in line with this idea, which is further corroborated by participants’ subjective ratings with positive affect (joy) rated higher in the game-based as compared to the non-game-based version. Generally, it was observed that emotional processing, whether positive or negative, lead to increased activation in prefrontal brain regions [83–85]. This indicates that the increased prefrontal activation in the game-based version might be caused by increased emotional processing or emotional engagement in the gaming task.

Moreover, previous neurofunctional studies found increased frontal brain activation during game-based task versions with higher flow experience [28, 32, 86]. Using NIRS, de Sampaio Barros et al. (2018) investigated neuronal correlates of flow experience during gaming. They found that oxy-Hb was highest in an optimal state of task demands experienced to balance player resources. In the present study, we also found higher levels of oxy-Hb in the game-based version, for which participants reported that their perceived fit of demands and skills was higher (although statistically not significant) than in the non-game-based version. However, as we did not find any statistically significant differences in the subjective flow experience between task versions, differences in flow experience may not explain the differences in prefrontal activation.
Differences in task difficulty or cognitive load [10, 29, 31, 33, 87–89] can also not explain differences in prefrontal activation patterns between the two task versions because task difficulty was comparable between the game-based and non-game-based version of the present study (with even a trend towards better performance in the game-based version as reflected in errors committed). However, although differences in game elements between the two versions did not lead to significant differences in behavioral performance, one cannot exclude that the need of processing the richer input (i.e., added game elements) in the game-based version led to increased frontal activation [90].

**Behavioral performance**

Behavioral performance was comparable between the two task versions. Although participants made fewer errors in the game-based as compared to the non-game-based version, this difference in behavioral performance was statistically no longer significant after controlling for multiple comparisons. The observed comparable behavioral performance in both task versions shows on the one hand, that game elements did not interfere with participants’ task performance, as suggested by literature on seductive details [55–57]. In turn, this might indicate that game elements were integrated in a coherent and meaningful way and connected to the task [55, 91]. On the other hand, adding game elements to a learning task—here to the number line estimation task—did not lead to a statistically significant performance improvement as found in previous studies [for a meta-analysis see 4].

However, it has to be noted that the majority of previous studies used interventions, in which participants performed the game-based learning task over repeated and/or longer training sessions. In the present study, we acquired neurofunctional data and therefore participants completed only one session. Hence, one may not assume that fraction knowledge was fostered significantly within this single session. Moreover, the estimation accuracy of the participants was already high and thus clear improvements were not even expected. Taken together, our results indicate that adding game elements to a number line estimation task had neither significant beneficial nor negative effects on task performance within one session.

**User experience, affect, and flow**

In contrast to behavioral performance, subjective user experience differed significantly between task versions. Participants rated the game-based version as more attractive, novel, and stimulating than the non-game-based version. Hence, they seemed to like the game-based version more than the non-game-based version (subscale attractiveness), experienced the game-based version as more exciting and motivating (subscale stimulation), and found the game-based version more creative, so that it caught their interest more than the non-game-based version (subscale novelty) [74]. Additionally, positive affect was higher during the game-based than the non-game-based task. This is in line with prior findings. For instance, Heidig et al. (2015) found that the perceived aesthetics of a game learning task positively affects the emotional states of the learners. While the emotional states had a minor impact on learning outcomes, they had a larger impact on intrinsic motivation, including motivation to continue working with the material [81]. Kiili, Lindstedt, and Ninaus (2018) also found that intrinsically motivated students showed higher positive affect when playing Semideus over a longer time period [61]. In a similar study, Ninaus et al. (2019) [14] found overall increased emotional engagement in a game-based compared to a non-game-based version of a number line estimation task utilizing both conventional paper-pencil questionnaires as well as automatic facial emotion detection. Hence, adding game elements to the task increased the attractiveness of the task and increased positive affect, which might positively affect motivation and the time...
learners spent with the learning environment. However, it has been suggested, that beneficial aspects of game elements require careful balancing of emotional features as these features might also overstrain individual’s emotional regulation capabilities [92, 93].

Furthermore, it needs to be mentioned that even though participants rated the game-based version as attractive, novel, and stimulating, they also rated the game-based version of the task as less efficient than the non-game-based version. However, this subjective user experience was not reflected by the behavioral performance because both task versions led to comparable performance in the number line estimation task.

We also assessed flow experience, because flow is one the most popular motivational constructs assessed in gaming studies and suggested to positively affect learning outcomes [58]. We did not find any statistically significant differences in the flow experience between the two task versions. There was only a non-significant trend that the perceived importance to be successful was higher in the game-based than in the non-game-based version. Additionally, the perceived fit of demands and skills was descriptively higher in the game-based as compared to the non-game-based version. In a similar study, Ninaus et al. (2019) observed higher levels of flow in a game-based version compared to a non-game-based version of a number line estimation task [14]. However, the authors used a larger sample and thus were able to identify even smaller effects. Kiili and Ketamo (2018) [59] also found increased flow experience in a game-based number line estimation task when compared to its paper based non-game-based equivalent. Accordingly, not only game elements but also the medium (digital vs. paper-based) differed between the two conditions, which makes a clear interpretation rather difficult. Future studies will need to further investigate the effects of game elements on flow experience.

Subjective flow experience is often associated with increased performance and learning gains, because flow constitutes a state of optimal balance between challenge and skill [60, 63, 64]. Probably, we did not find any differences in flow experience between task versions because of the lack of performance differences between the game-based and non-game-based version. That is, the game-based and non-game-based task versions were equally challenging. However, there are also prior studies that found significant performance differences between a game-based and a non-game-based task version but no differences in flow experience [9]. Interindividual differences in flow experience might also contribute to the non-significant results [94, 95].

Limitations
Performing only one fraction estimation session (7 minutes on average per task) was too short to reveal any significant differences in learning effects. Future studies investigating changes in neuronal correlates when performing this learning task over a longer time period comparing a game-based and a non-game-based task version are necessary to evaluate differential learning effects.

Concerning the increased frontal brain activation in the game-based task version, we cannot exclude that the need of processing the richer input (i.e., added game elements) in the game-based version led to a higher cognitive or mental workload and consequently to increased frontal activation patterns as already discussed before [90]. However, we did not observe significant differences in behavioral performance between the two task versions, which one might expect in case of high cognitive or mental workload due to the inclusion of game elements.

Conclusions and implications
The present study investigated neuronal correlates of adding game elements to a number line estimation task. We compared frontal activation patterns between a game-based and a non-
game-based version of the same task. Additionally, possible differences in user performance and subjective user experience between task versions were investigated. Results showed that adding game elements to a learning task such as number line estimation lead to stronger activation of brain areas, which were previously observed to be involved in a non-game-based number line estimation task.

Within one session we observed that prefrontal brain areas were activated more strongly in the game-based version, including game elements, as compared to the non-game-based version. This might reflect higher demands on reward and emotional processing as well as stronger attention towards the learning material when game elements are added. Hence, game-based learning tasks might also lead to a superior learning outcome in future training studies. In particular, the association between neurofunctional activity in game-based learning and learning outcomes need to be investigated further.

In this context, adding game elements to traditional learning tasks used at school (e.g., verbal tasks, math tasks, natural science) might have beneficial effects, too. Additionally, game elements might be used to design learning tasks, which have to be performed at home. Recently, the COVID-19 epidemic caused a school lockdown and a switch to digital learning. Many students were forced to perform their learning tasks at home with remote supervision of their teachers. This turned out to be challenging for students, teachers, as well as parents [96, 97]. Here, using game-based learning environments might potentially improve home-based, digital learning outcomes and students' motivation in the future. Summing up, results of the present study underscore the potential of game-based learning to promote more efficient learning by means of attention and reward up-tuning.

Author Contributions

**Conceptualization:** Silvia Erika Kober, Guilherme Wood, Kristian Kiili, Korbinian Moeller, Manuel Ninaus.

**Data curation:** Silvia Erika Kober.

**Formal analysis:** Silvia Erika Kober, Guilherme Wood, Manuel Ninaus.

**Funding acquisition:** Manuel Ninaus.

**Investigation:** Silvia Erika Kober, Manuel Ninaus.

**Methodology:** Silvia Erika Kober, Kristian Kiili, Korbinian Moeller, Manuel Ninaus.

**Project administration:** Silvia Erika Kober, Guilherme Wood.

**Resources:** Silvia Erika Kober, Guilherme Wood, Kristian Kiili, Manuel Ninaus.

**Software:** Silvia Erika Kober, Guilherme Wood, Kristian Kiili, Korbinian Moeller, Manuel Ninaus.

**Supervision:** Silvia Erika Kober, Guilherme Wood, Manuel Ninaus.

**Validation:** Silvia Erika Kober.

**Visualization:** Silvia Erika Kober.

**Writing – original draft:** Silvia Erika Kober, Manuel Ninaus.

**Writing – review & editing:** Silvia Erika Kober, Guilherme Wood, Kristian Kiili, Korbinian Moeller, Manuel Ninaus.
References

1. Sailer M, Homner L. The Gamification of Learning: a Meta-analysis. Educ Psychol Rev 2020; 32(1): 77–112. [https://doi.org/10.1007/s10648-019-09498-w]

2. Boyle EA, Hainey T, Connolly TM, et al. An update to the systematic literature review of empirical evidence of the impacts and outcomes of computer games and serious games. Computers & Education 2016; 94: 178–92. [https://doi.org/10.1016/j.compedu.2015.11.003]

3. Clark DB, Tanner-Smith EE, Killingsworth SS. Digital Games, Design, and Learning: A Systematic Review and Meta-Analysis. Rev Educ Res 2016; 86(1): 79–122. [https://doi.org/10.3102/0034654315582065]

4. Wouters P, van Nimwegen C, van Oostendorp H, van der Spek ED. A meta-analysis of the cognitive and motivational effects of serious games. Journal of Educational Psychology 2013; 105(2): 249–65. [https://doi.org/10.1037/a0031311]

5. Plass JL, Homer BD, Kinzer CK. Foundations of Game-Based Learning. Educational Psychologist 2015; 50(4): 258–83. [https://doi.org/10.1080/00461520.2015.1122533]

6. Mathiak KA, Klasen M, Weber R, Ackermann H, Shergill SS, Mathiak K. Reward system and temporal pole contributions to affective evaluation during a first person shooter video game. BMC Neurosci 2011; 12(1): 66. [https://doi.org/10.1186/1471-2202-12-66]

7. Phillips C, Johnson D, Wyeth P, Hides L, Klarkowski M. Redefining videogame Reward Types. In: Plass JL, editor. Foundations of Game-Based Learning. Educational Psychologist 2015; 50(4): 258–83. [https://doi.org/10.1080/00461520.2015.1122533]

8. Hallford N, Hallford J. Swords and Circuitry: A Designer’s Guide to Computer Role-Playing Games. Boston, Independence: Course Technology; CENGAGE Learning Distributor July 2002.

9. Ninaus M, Pereira G, Steffitz R, et al. Game elements improve performance in a working memory training task. IJSG 2015; 2(1). [https://doi.org/10.17083/ijsg.v2i1.60]

10. Palaus M, Marron EM, Viejo-Sobera R, Redolar-Ripoll D. Neural Basis of Video Gaming: A Systematic Review. Front Hum Neurosci 2017; 11: 248. [https://doi.org/10.3389/fnhum.2017.00248]

11. Howard-Jones PA, Jay T, Mason A, Jones H. Gamification of Learning Deactivates the Default Mode Network. Front Psychol 2015; 6: 1891. [https://doi.org/10.3389/fpsyg.2015.01891]

12. King DL, Delfabbro PH, Griffiths MD. The Role of Structural Characteristics in Problematic Video Game Play: An Empirical Study. Int J Ment Health Addiction 2011; 9(3): 320–33. [https://doi.org/10.1007/s11469-010-9289-y]

13. Mathiak KA, Klasen M, Weber R, Ackermann H, Shergill SS, Mathiak K. Reward system and temporal pole contributions to affective evaluation during a first person shooter video game. BMC Neurosci 2011; 12(1): 66. [https://doi.org/10.1186/1471-2202-12-66]

14. Ninaus M, Kiili K, McMullen J, et al. Assessing fraction knowledge by a digital game. Computers in Human Behavior 2017; 70: 197–206. [https://doi.org/10.1016/j.chb.2017.01.004]

15. Fazio LK, Kennedy CA, Siegler RS. Improving Children’s Knowledge of Fraction Magnitudes. PLoS ONE 2016; 11(10): e0165243. [https://doi.org/10.1371/journal.pone.0165243]

16. Matthews F, Pearlmutter BA, Wards TE, Soraghan C, Markham C. Hemodynamics for Brain-Computer Interfaces. IEEE Signal Processing Magazine 2008; 25(1): 87–94. [https://doi.org/10.1109/MSP.2008.4408445]

17. Ninaus M, Witte M, Kober SE, et al. Neurofeedback and Serious Games. In: Connolly TM, editor. Psychology. Hershey, Pennsylvania: Information Science Reference 2013; 82–110.
23. Matsuda G, Hiraki K. Prefrontal Cortex Deactivation During Video Game Play. In: Shiratori R, Arai K, Kato F, editors. Gaming, simulations, and society: Research scope and perspective. Tokyo, New York: Springer 2005; 101–9.

24. Matsuda G, Hiraki K. Sustained decrease in oxygenated hemoglobin during video games in the dorsal prefrontal cortex: a NIRS study of children. Neuroimage 2006; 29(3): 706–11 https://doi.org/10.1016/j.neuroimage.2005.08.019 PMID: 16230030

25. Nagamitsu S, Nagano M, Yamashita Y, Takashima S, Matsuishi T. Prefrontal cerebral blood volume patterns while playing video games—a near-infrared spectroscopy study. Brain Dev 2006; 28(5): 315–21 https://doi.org/10.1016/j.braindev.2005.11.008 PMID: 16481139

26. Liu T, Saito H, Oi M. Online monitoring of the social presence effects in a two-person-like driving video game using near-infrared spectroscopy. Jpn Psychol Res 2015; 57(3): 242–53 [https://doi.org/10.1111/jpr.12080]

27. Calhoun VD, Pekar JJ, McGinty VB, Adali T, Watson TD, Pearlson GD. Different activation dynamics in multiple neural systems during simulated driving. Hum Brain Mapp 2002; 16(3): 158–67 https://doi.org/10.1002/hbm.10032 PMID: 12112769

28. Sampaio Barros MF de, Araujo-Moreira FM, Trevelin LC, Radel R. Flow experience and the mobilization of attentional resources. Cogn Affect Behav Neurosci 2018; 18(4): 810–23 https://doi.org/10.3758/s13415-018-0606-4 PMID: 29736679

29. Hattahara S, Fuji N, Nagae S, Kazai K, Katayose H. Brain activity during playing video game correlates with player level. Proceedings of the International Conference on Advances in Computer Entertainment Technology, ACE 2008, Yokohama, Japan, December 3–5 2008: 360–3.

30. Liu T, Saito H, Oi M. Distinctive activation patterns under intrinsically versus extrinsically driven cognitive loads in prefrontal cortex: a near-infrared spectroscopy study using a driving video game. Neurosci Lett 2012; 506(2): 220–4 https://doi.org/10.1016/j.neulet.2011.11.009 PMID: 22101357

31. Witte M, Ninaus M, Kober SE, Neuper C, Wood G. Neuronal Correlates of Cognitive Control during Gaming Revealed by Near-Infrared Spectroscopy. PLoS ONE 2015; 10(8): e0134816 https://doi.org/10.1371/journal.pone.0134816 PMID: 26244781

32. Yoshida K, Sawamura D, Inagaki Y, Ogawa K, Ikoma K, Sakai S. Brain activity during the flow experience: a functional near-infrared spectroscopy study using a driving video game. Neurosci Lett 2012; 506(2): 220–4 https://doi.org/10.1016/j.neulet.2011.11.009 PMID: 22101357

33. Savine AC, Beck SM, Edwards BG, Chiew KS, Braver TS. Enhancement of cognitive control by approach and avoidance motivational states. Cogn Emot 2010; 24(2): 338–56 https://doi.org/10.1080/02699930903381564 PMID: 20390042

34. Gilbert AM, Fiez JA. Integrating rewards and cognition in the frontal cortex. Cognitive, Affective, & Behavioral Neuroscience 2004; 4(4): 540–52. https://doi.org/10.3758/cabn.4.4.540 PMID: 15849896
44. Berridge KC, Kringelbach ML. Neuroscience of affect: brain mechanisms of pleasure and displeasure. Curr Opin Neurobiol 2013; 23(3): 294–303 https://doi.org/10.1016/j.conb.2013.01.017 PMID: 23375169

45. Plass JL, Homer BD, Hayward EO. Design factors for educationally effective animations and simulations. J Comput High Educ 2009; 21(1): 31–61 [https://doi.org/10.1007/s12528-009-9011-x]

46. Dixon ML, Thiruchselvam R, Todd R, Christoff K. Emotion and the prefrontal cortex: An integrative review. Psychol Bull 2017; 143(10): 1033–81 https://doi.org/10.1037/bul0000096 PMID: 28616997

47. Fuster JM. The prefrontal cortex—an update: time is of the essence. Neuron 2001; 30(2): 31–61 https://doi.org/10.1016/s0896-6273(01)00285-9 PMID: 11394996

48. Fink GR, Marshall JC, Shah NJ, et al. Line bisection judgments implicate right parietal cortex and cerebellum as assessed by fMRI. Neurology 2000; 54(6): 1324–31 https://doi.org/10.1212/wnl.54.6.1324 PMID: 10746605

49. Fink GR, Marshall JC, Weiss PH, Zilles K. The neural basis of vertical and horizontal line bisection judgments: an fMRI study of normal volunteers. Neuroimage 2001; 14(1 Pt 2): S59–67 https://doi.org/10.1006/nimg.2001.0819 PMID: 11373134

50. Liu D, Zhou D, Li M, et al. The Neural Mechanism of Number Line Bisection: A fMRI study. Neuropsychologia 2019; 129: 37–46 https://doi.org/10.1016/j.neuropsychologia.2019.03.007 PMID: 30885641

51. Vogel SE, Grabner RH, Schneider M, Siegler RS, Ansari D. Overlapping and distinct brain regions involved in estimating the spatial position of numerical and non-numerical magnitudes: an fMRI study. Neuropsychologia 2013; 51(5): 979–89 https://doi.org/10.1016/j.neuropsychologia.2013.02.001 PMID: 23416146

52. Lumsden J, Edwards E, Lawrence NS, Coyle D, Munafò M. Gamification of cognitive assessment and cognitive training: A systematic review of applications, approaches and efficacy. Front. Public Health 2016; 4 https://doi.org/10.3389/fpubh.2016.00004 PMID: 26870722

53. Hainey T, Connolly TM, Boyle EA, Wilson A, Razak A. A systematic literature review of games-based learning empirical evidence in primary education. Computers & Education 2016; 102: 202–23 [https://doi.org/10.1016/j.compedu.2016.09.001]

54. Prins PJM, Dovis S, Ponsioen A, Brink E ten, van der Oord S. Does computerized working memory training with game elements enhance motivation and training efficacy in children with ADHD? Cyberpsychol Behav Soc Netw 2011; 14(3): 115–22 https://doi.org/10.1089/cyber.2009.0206 PMID: 20649448

55. Rey GD. A Review of Research and a Meta-Analysis of the Seductive Detail Effect. Educational Research Review 2012; 7(3): 216–37.

56. Rey GD. Seductive details and attention distraction–An eye tracker experiment. Computers in Human Behavior 2014; 32: 133–44 [https://doi.org/10.1016/j.chb.2013.11.017]

57. Ninaus M, Kiili K, Wood G, Moeller K, Kober SE. To Add or Not to Add Game Elements? Exploring the Effects of Different Cognitive Task Designs Using Eye Tracking. IEEE Transactions on Learning Technologies in press.

58. Perttula A, Kiili K, Lindstedt A, Tuomi P. Flow experience in game based learning–a systematic literature review. ISJG 2017; 4(1) [https://doi.org/10.17083/isjg.v4i1.151]

59. Kiili K, Ketamo H. Evaluating Cognitive and Affective Outcomes of a Digital Game-Based Math Test. IEEE Transactions on Learning Technologies 2018; 11(2): 255–63.

60. Kiili K. Content creation challenges and flow experience in educational games: The IT-Emperor case. The Internet and Higher Education 2005; 8(3): 183–98 [https://doi.org/10.1016/j.iheduc.2005.06.001]

61. Kiili K, Lindstedt A, Ninaus M. Exploring characteristics of students’ emotions, flow, and motivation in a math game competition. In: Koivisto J., Hamari J., editor. Proceedings of the 2nd International GamFIN Conference. Pori: CEUR Workshop Proceedings 2018, 20–9.

62. Cziksentmihalyi M. Flow: The Psychology of Optimal Experience. Harper & Row 1990.

63. Barzilai S, Blau I. Scaffolding game-based learning: Impact on learning achievements, perceived learning, and game experiences. Computers & Education 2014; 70: 65–79 [https://doi.org/10.1016/j.compedu.2013.08.003]

64. Kiili K, Lainema T. Foundation for Measuring Engagement in Educational Games. Journal of Interactive Learning Research 2008; 19(3): 469–88.

65. Nagalingam V, Ibrahim R. User Experience of Educational Games: A Review of the Elements. Procedia Computer Science 2015; 72: 423–33 [https://doi.org/10.1016/j.procs.2015.12.123]

66. Aasted CM, Yücel MA, Cooper RJ, et al. Anatomical guidance for functional near-infrared spectroscopy: AtlasViewer tutorial. Neurophotonics 2015; 2(2): 20801 https://doi.org/10.1117/1.NPh.2.2.020801 PMID: 26157991
67. Huppert TJ, Diamond SG, Franceschini MA, Boas DA. HomER: a review of time-series analysis methods for near-infrared spectroscopy of the brain. Appl Opt 2009; 48(10): D280–98 https://doi.org/10.1364/ao.48.00d280 PMID: 19340120
68. Brigadoi S, Ceccherini L, Cutini S, et al. Motion artifacts in functional near-infrared spectroscopy: a comparison of motion correction techniques applied to real cognitive data. Neuroimage 2014; 85 Pt 1: 181–91 https://doi.org/10.1016/j.neuroimage.2013.04.082 PMID: 23639260
69. Molavi B, Dumont GA. Wavelet-based motion artifact removal for functional near-infrared spectroscopy. Physiol Meas 2012; 33(2): 259–70 https://doi.org/10.1088/0967-3334/33/2/259 PMID: 22273765
70. Rheinberg F, Vollmeyer R, Engeser S. FKS—Flow-Kurzska. ZPID (Leibniz Institute for Psychology Information)—Testarchiv 2019.
71. Laugwitz B, Schrepp M, Held T. Konstruktion eines Fragebogens zur Messung der User Experience von Softwareprodukten. In: Heinecke AM, Paul H, editors. Mensch und Computer 2006: Mensch und Computer im StrukturWandel. Oldenbourg: Oldenbourg Wissenschaftsverlag 2006; 125–34. https://doi.org/10.1016/j.cell.2006.10.029 PMID: 17123592
72. Janke S, Glückner-Rist A. Deutsche Version der Positive and Negative Affect Schedule (PANAS). ZIS—GESIS Leibniz Institute for the Social Sciences; 2012.
73. Schrepp M, Hinderks A, Thomaschewski J. Design and Evaluation of a Short Version of the User Experience Questionnaire (UEQ-S). IJIMAI 2017; 4(6): 103 [https://doi.org/10.9781/ijimai.2017.09.001]
74. Laugwitz B, Schrepp M. Construction and Evaluation of a User Experience Questionnaire. In: Holzinger A, editor. HCI and Usability for Education and Work. Berlin, Heidelberg: Springer Nature 2008; 63–76.
75. Singh AK, Dan I. Exploring the false discovery rate in multichannel NIRS. Neuroimage 2006; 33(2): 542–9 https://doi.org/10.1016/j.neuroimage.2006.06.047 PMID: 16959498
76. Holm S. A Simple Sequentially Rejective Multiple Test Procedure. Scandinavian Journal of Statistics 1979; 6(2): 65–70.
77. Dehaene S, Cohen L. Mathematical cognition. Mathematical cognition 1995; 1: 83–120.
78. Dehaene S, Piazza M, Pinel P, Cohen L. Three parietal circuits for number processing. Cogn Neuropsychol 2003; 20(3): 487–506 https://doi.org/10.1080/02643290244000239 PMID: 20957581
79. Sokolowski HM, Fias W, Mousa A, Ansari D. Common and distinct brain regions in both parietal and frontal cortex support symbolic and nonsymbolic number processing in humans: A functional neuroimaging meta-analysis. Neuroimage 2017; 146: 376–94 https://doi.org/10.1016/j.neuroimage.2016.10.026 PMID: 27769786
80. Heinz A, Beck A, Grüsser SM, Grace AA, Wrase J. Identifying the neural circuitry of alcohol craving and relapse vulnerability. Addict Biol 2009; 14(1): 108–18 https://doi.org/10.1111/j.1369-1600.2008.00136.x PMID: 18855799
81. Heidig S, Müller J, Reichelt M. Emotional design in multimedia learning: Differentiation on relevant design features and their effects on emotions and learning. Computers in Human Behavior 2015; 44: 81–95 [https://doi.org/10.1016/j.chb.2014.11.009]
82. Plass JL, Heidig S, Hayward EO, Homer BD, Um E. Emotional design in multimedia learning: Effects of shape and color on affect and learning. Learning and Instruction 2014; 29: 128–40 [https://doi.org/10.1016/j.learninstruc.2013.02.006]
83. Kim SH, Hamann S. Neural correlates of positive and negative emotion regulation. J Cogn Neurosci 2007; 19(5): 776–98 https://doi.org/10.1162/jocn.2007.19.5.776 PMID: 17488204
84. Machado L, Cantilino A. A systematic review of the neural correlates of positive emotions. Braz J Psychiatry 2017; 39(2): 172–9 https://doi.org/10.1590/1516-4446-2016-1986 PMID: 27901215
85. Li F, Yin S, Feng P, Hu N, Ding C, Chen A. The cognitive up- and down-regulation of positive emotion: Evidence from behavior, electrophysiology, and neuroimaging. Biological Psychology 2018; 136: 57–66 https://doi.org/10.1016/j.biopsycho.2018.05.013 PMID: 29787789
86. Ulrich M, Keller J, Hoenig K, Waller C, Grön G. Neural correlates of experimentally induced flow experiences. Neuroimage 2014; 86: 194–202 https://doi.org/10.1016/j.neuroimage.2013.08.019 PMID: 23959200
87. Verner M, Herrmann MJ, Troche SJ, Roebers CM, Rammsayer TH. Cortical oxygen consumption in mental arithmetic as a function of task difficulty: a near-infrared spectroscopy approach. Front Hum Neurosci 2013; 7: 217 https://doi.org/10.3389/fnhum.2013.00217 PMID: 23734120
88. Brookings J, Wilson GF, Swain CR. Psychophysiological responses to changes in workload during simulated air traffic control. Biological Psychology 1996; 42: 361–77. https://doi.org/10.1016/0301-0511(95)01567-6 PMID: 8652753
89. Izzetoglu K, Bunce S, Onaral B, Pourrezaei K, Chance B. Functional Optical Brain Imaging Using Near-Infrared During Cognitive Tasks. International Journal of Human-Computer Interaction 2004; 17(2): 211–27.

90. Ayaz H, Shewokis PA, Bunce S, Izzetoglu K, Willems B, Onaral B. Optical brain monitoring for operator training and mental workload assessment. Neuroimage 2012; 59(1): 36–47 [https://doi.org/10.1016/j.neuroimage.2011.06.023 PMID: 21722738]

91. Habgood MPJ, Ainsworth SE. Motivating Children to Learn Effectively: Exploring the Value of Intrinsic Integration in Educational Games. Journal of the Learning Sciences 2011; 20(2): 169–206 [https://doi.org/10.1080/10508406.2010.508029]

92. Greipl S, Moeller K, Ninaus M. Potential and limits of game-based learning. International Journal of Technology Enhanced Learning 2020; 12(4): 363 [https://doi.org/10.1504/IJTEL.2020.10028417]

93. Plass JL, Kaplan U. Chapter 7—Emotional Design in Digital Media for Learning. In: Tettegah SY, Gartmeier M, editors. Emotions, technology, design, and learning. Amsterdam, Boston, Heidelberg, London, New York, Oxford, Paris, San Diego, San Francisco, Singapore, Sydney, Tokyo: Academic Press 2016; 131–61.

94. Kiili K, Freitas S de, Arnab S, Lainema T. The Design Principles for Flow Experience in Educational Games. Procedia Computer Science 2012; 15: 78–91 [https://doi.org/10.1016/j.procs.2012.10.060]

95. László H, Ørsted Andersen F, Ullén F, Wright J, Sadlo G. Flow Experience: Empirical Research and Applications. Cham: Springer International Publishing 2016.

96. Rasmitadila R, Aliyyah RR, Rachmadullah R, et al. The Perceptions of Primary School Teachers of Online Learning during the COVID-19 Pandemic Period: A Case Study in Indonesia. J Ethn Cult Stud 2020; 7(2): 90 [https://doi.org/10.29333/ejecs/388]

97. Huber SG, Helm C. COVID-19 and schooling: evaluation, assessment and accountability in times of crises-reacting quickly to explore key issues for policy, practice and research with the school barometer. Educ Assess Eval Account 2020: 1–34 [https://doi.org/10.1007/s11092-020-09322-y PMID: 32837626]