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Abstract

It is important for electronic commerce companies to understand the service quality of their systems, such as, the response time for users’ interactions, the service delay zone and the number of appropriate users accessing the systems concurrently. The accurate and prompt management of the service quality can greatly help build and operate systems more efficiently. In this paper we present a methodology for the service quality measurement and the user capacity modeling for electronic commerce systems. While most previous researches on this issue have been based on the closed-LAN environment, we conduct experiments under real network environment using sample e-Commerce systems. Specifically, we measure the response times for e-Commerce transactions under Cable, DSL, and wireless networks, and analyze the delay zones in processing the users’ service requests. The discrete event simulation and hybrid simulation are performed to estimate the maximum number of users using a response time limit as the service quality criterion. We also investigate the self-similar characteristics on the response time and the number of users, and the extensive results of the experiment and the simulations are described.
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1 Introduction

Since 1990s Internet e-business services have advanced and spread out tremendously. In these past years e-business solutions for enterprises have made rapid strides along with the growth of the Internet, and e-business computer systems have been upgraded or replaced with new systems in very short life cycles. Consequently, one of the main interests of e-business enterprises has been to make effective investments in building and operating electronic commerce services. How will the companies provide adaptable services accommodating more users in end-to-end electronic commerce systems? How much will the new services be better than existing ones? Where will be the major delay zones in communication and/or computation with the increased number of concurrent users of e-Commerce systems? If the answers to these questions can be predicted priorly before building actual systems or if they can be obtained promptly and precisely during system operations, electronic commerce companies will be able to build and manage their systems more effectively.

There has been a lot of previous work on this issue under the closed-Local Area Network (LAN) system environment [9], [10], [19], [23]. But the research on measurement and prediction of service quality considering business transactions in a real-life network environment is hard to find in the literature. In this paper, we try to measure the Quality of Service (QoS) of end-to-end high-speed Internet service on specific service areas. We analyze the maximum capacity of concurrent users from the source to the destination by performing various experiments on client response time using discrete event and hybrid simulations. This analysis is based on the actual measurement under end-to-end high-speed Internet service. We have also investigated the exponential distribution of self-similarity traffic characteristics, the pattern variations about traffic characteristics of Pareto distribution, the impact of variations on traffic rate, Hurst parameters, average response time, etc. The contribution of this research includes: firstly, we describe detailed methodology and procedure to measure QoS and to identify service delay zones for electronic commerce systems; secondly, we show how to analyze the impact of the number of users upon the service quality so as to provide services adaptively; finally, the paper contains various experiment results conducted under real network environment for sample e-Commerce systems.

The paper is organized as follows. Section 2 introduces the related work and background of end-to-end QoS measurement and self-similarity traffic. Section 3 describes sample e-Commerce systems and end-to-end QoS measurement. In Section 4 we define QoS parameters and prediction methodology, and analyze discrete event and hybrid simulations. Section 5 compares and analyzes various experiment results. Finally, in Section 6 we conclude the paper.

2 Related Work

2.1 End-to-end QoS Measurement

End-to-end QoS measurement and its prediction have been very interesting issues in the area such as network bandwidth of service provider, capacity design for application server, resource design for users, etc. One of the largest projects on this issue includes INTERMON [13]. The INTERMON defines an advanced architecture for inter-domain QoS analysis framework development. The advanced architecture encompasses the measurement of end-to-end resource control, traffic control between routers, and admission control from Communication Measurement (CM) toolsets. The CM toolsets support the QoS monitoring of application flows using the agent software, which is configured between end-to-end hosts. That is, the source and the destination hosts are interconnected into CM toolsets. The traffic control between routers is used to analyze protocol types and recognition of pattern behavior [1], [11], [12]. In addition, the integration of the INTERMON Toolkit User Interface and Policy Based Control Tool Interaction provides inter-domain QoS monitor, which provides an analysis function using databases access measurements. The architecture for the INTERMON Toolkit and the end-to-end QoS under inter-domain environment measurement configuration is shown in Figure 1.

The INTERMON Toolkit has simulation and prediction capabilities. The simulation function makes it possible to analyze Internet packets from routers after information is collected from traffic sources [4]. The prediction function estimates QoS parameters in the communication network of Autogressive Integrated Moving Average (ARIMA) model [20]. The traffic prediction forecasts future traffic QoS based on the pattern analysis of the past QoS behavior of abnormal traffic (e.g., route failures, fault operations, protocol variations, Denial of Service (DoS) attacks, configuration failures, etc) for the inter-domain network zone.

Another related study includes the prediction for data transmission performance of Wide Area Network (WAN), in which collected log data are analyzed and the performance evaluation is predicted from WAN [24]. In the study end-to-end performance information is collected from the past transmission, and the system provides prediction data
results as the measurement of data transmission. Then the prediction framework is configured for users, and prediction data can be obtained from data transmission infrastructure.

Although both INTERMON and the data transmission performance study of WAN support prediction capabilities, the issue of the maximum capacity of concurrent users under the end-to-end real-life network environment has not been taken into account sufficiently. Our paper proposes a prediction methodology for estimating the allowable number of users, and describes in detail the simulation results for various QoS parameters. Also explained is the self-similarity traffic analysis for the average response time with respect to the number of the concurrent users and the comparison of the Hurst parameter with the Pareto distribution.

2.2 Self-Similarity Distribution

Telephone network mostly relies on the Poisson and exponential distribution because of the characteristics voice traffic. Until now, many experimental research have been based on the Poisson distribution, in which, however, it is hard to express the traffic characteristics for modern networks accurately. An alternative is to generate traffic with self-similarity characteristics. The self-similarity traffic is the property associated with one type of the fractal, an object whose appearance is unchanged regardless of the scale at which it is viewed. In the case of stochastic objects like time series, self-similarity is used in the distributional sense: when viewed at varying scales, the object’s correlational structure remains unchanged. As a result, such time series exhibit bursts-extended periods above the mean at a wide range of time scales [5], [22], [25]. For this reason self-similarity has been suitable for analyzing Ethernet network traffics, the nature of World Wide Web (WWW) traffics, and the benchmark of network traffics. The self-similarity has intrinsic properties of a network system subject to self-similarity traffic conditions. For instance, self-similarity bursty network traffic comes about as a consequence of one of the most innocuous network activities - the transfer of files in a networked client/server system by a number of concurrent connections/sessions. However, the self-similarity traffic tends to get more variation when observed for a long time about overlapped traffic under small groups in a backbone network. Difference between self-similarity and Poisson are depicted in Figure 2.

When network designer plans network infrastructure, he/she must consider enough capacity by the burstiness. That is, the design must provide sufficient requirement levels for customer satisfaction. The various researches for self-similarity of data network have been performed. Crovella proposed measurement methods about the major parameters for heavy-tailed distribution in Web traffic [6]. The heavy-tailed distribution is appropriate to estimate tail weight in Web data (e.g., images, audio, video, text, archives, preformatted text and compressed files). A distribution is heavy-tailed if its tail asymptotically follows a power law. That is,
\[ P_x \{ X > x \} \sim x^{-\alpha}, \quad \text{as} \quad x \to \infty, \quad 0 < \alpha < 2 \quad (1) \]

The expression (1) implies that a random variable \( X \) follows a heavy-tailed distribution. One of the simplest heavy-tailed distributions is the Pareto distribution whose probability density function is given by

\[ p(x) = ak^{-\alpha}x^{-\alpha-1} \quad (2) \]

where \( \alpha \) is the shape parameter, \( k > 0 \) is the location parameter, and \( x \geq k \). The distribution function has the form

\[ F(x) = P_x \{ X \leq x \} = 1 - (k/x)^{\alpha} \quad (3) \]

Heavy-tailed distributions have a number of properties that are qualitatively different from distributions more commonly encountered in networking research, in particular, the exponential distribution. If \( \alpha \leq 2 \), the distribution has infinite variance, and if \( \alpha \leq 1 \), the distribution has also infinite mean. Thus, as \( \alpha \) decreases, a large portion of the probability mass resides in the tail of the distribution. In practical terms (also relating to our network model) a random variable that follows a heavy-tailed distribution can give rise to extremely large file size requests with non-negligible probability.

The measure of self-similarity can be expressed by Hurst parameter (H) with the range of \( \frac{1}{2} < H < 1 \). The Hurst parameter value close to 1 means high self-similarity.

\[ H = (3 - \alpha) / 2 \quad (4) \]

where the range of \( \alpha \) is \( 1 < \alpha < 2 \). Detailed description of the formulas can be found at [6].

Willinger presented in his study a physical explanation for the self-similar nature of today’s packet network traffic [26]. Willinger provided mathematical results and validated his findings with detailed statistical analyses of two representative sets of high time-resolution traffic measurements from two different Ethernet LAN’s. Traditional ON/OFF transmission models were assumed to execute exponential or geometric distributions, but each transmission source extended its range to get Noah Effect. The Noah Effect has characteristics about a wide range of time scales (“high-variability sources”), which is consistent with measured network traffic, thus, exhibiting the same self-similar or fractal properties as can be observed in the data.

It is argued that the self-similarity occurs because of the characteristics of traffic source generation [22]. The discrete event simulation and hybrid simulation conducted in our research may be in a sense confined to the limited data traffic generated by users’ transactions in WAN environment. For this reason we investigate the self-similar characteristics on the response time and the number of maximum concurrent users of sample e-Commerce systems. We apply the Hurst parameter value for our simulation such that the Pareto distribution has the scale parameter value of 1 to get the heavy-tailed distribution.

![Figure 2: Self-similarity vs. Poisson](image)
3 QoS Measurement Model for Electronic Commerce

3.1 Electronic Commerce Systems and Transaction Model

In order to investigate the end-to-end QoS measurement under real network environment we built a sample e-Commerce system. Since the transaction processing patterns play important roles in network and system performance, two kinds of Web systems are implemented: a shopping mall system and a ticketing system. We reflect the characteristics of e-Commerce systems and those two types are supposed to be most representative ones. The model for the e-Commerce transaction traffics in our research is based on the Layered Queuing Model (LQM), which is an extended concept of the Queuing Network Model (QNM) to estimate the response time between client and server computers in distributed systems [17]. The parameters and configuration of LQM are extended for user transactions under WAN environment instead of closed-LAN environment. A user transaction consists of a sequence of interactions between a user and the e-Commerce system from the web site connection through the end of an entire transaction.

Shopping mall users are assumed to follow the eight steps: connection to the main Web page, shopping items search, shopping items selection, putting the items into a shopping basket, deletion of items from the basket, addition of other shopping items into the basket, filling up an order sheet, and payment process. Each step involves transactional, non-transactional, or both types of works. A non-transactional work means the access of the http pages containing the static images and texts without requiring the database interactions. A transactional work means the access of the http pages that require the database interactions. For example, a shopping customer may put items into the shopping basket after filling up his/her customer ID and password into an http page. If the customer decides to purchase the items, all the shopping information, including that of the products and the customer, will be stored into the database. The ratio of non-transactional versus transactional works in the shopping mall system is configured as 20:80. The ratio might not exactly represent real shopping mall systems but it is meant to reflect database-centric applications. Likewise, the websites interactions for the ticketing system are assumed to be seven steps: connection to the main web page, searching movies, choosing a movie, deciding a theater, date and time selection, payment, and confirmation for the reservation. The ratio of non-transactional versus transactional works is configured as 60:40, which is to reflect more navigation-centric applications.

We make some additional assumptions for user interactions. A client is supposed to randomly select shopping items (or tickets) from the shopping mall (or the ticketing site) and the thinking time between the users’ interactions is not considered. The thinking time may be incorporated safely without making serious impact on the methodology and result of our research. We exclude the process of the certification for the electronic payments (e.g., bank/card systems). Therefore, if a user’s request for the shopping mall or the ticketing site is successfully done, these transactions are assumed to be stored safely in the database. Otherwise, the transactions will reset to the initial values without updating the database. The sample Web systems were built using the Active Server Page (ASP) under Windows 2000 servers. The databases for the shopping mall and the ticketing systems are maintained by the Microsoft Access 2003 and the Oracle 8.0.5, respectively.

3.2 Response Time Measurement

We conducted an experiment to measure the client response time for the shopping mall and the ticketing systems using the high-speed Internet services: Wireless LAN, ADSL, Cable, and VDSL. In the experiment Wireless LAN offers 11Mbps bandwidth (IEEE 802.11b) and the other services (ADSL, Cable, and VDSL) offer 100Mbps bandwidth each. The measurement configuration is shown in Figure 3.
We divide end-to-end (i.e., between client and server computers) delay zones into three regions: the subscriber zone, the network zone, and the server zone. The subscriber zone is from the personal computer of an e-Commerce user to modem, the network zone is from the back of the modem to the front of backbone router, and the server zone is from the back of backbone router to the server computer. The subscriber zone may show different delay time in each high-speed Internet service because of the differences in the equipments of the users' computers and the network environment. The three zones will be useful to identify the QoS responsibility among e-Commerce service providers and Internet Service Providers (ISPs).

As a measurement tool we use the IT Guru, version 10.5 of OPNET, with Application Characterization Environment (ACE) and ACE Decode Module [2], [14], [21]. The experiment steps for the end-to-end response time measurement are summarized in the following:

- **Step 1**: The agent software is installed at target servers to measure the response time.
- **Step 2**: High-speed Internet at a user’s home is connected to the client computer.
- **Step 3**: Business transactions are submitted 10 times repeatedly.
- **Step 4**: Average response time is collected and analyzed.
- **Step 5**: Analyze and identify the delay zone of the end-to-end network.
- **Step 6**: Analyze the cause of the bottleneck.
- **Step 7**: Diagnose for the improvement.

We measure the response time for a whole (in another word, end-to-end) business transaction, which includes all the steps of interactions for the shopping mall and ticketing systems. The measurement results are shown in Figure 4. The packet information can be collected by the agents using the passive method. The results of packet analysis shows the major delay zones in the experiment are in the order of the subscriber zone > the network zone > the server zone for Wireless LAN, ADSL, and Cable connections. On the other hand, under VDSL, the order is the network zone > the server zone > the subscriber zone.

![Figure 4: Measurement Results for End-to-end Business Transactions](image)

The experiment results imply that the end-to-end QoS response time measurement can be used to find delay zones using the passive method between agents. While it is known that the delay zones for the case of LQM on closed-LAN were on the network and server zones, our experiment result indicates the subscriber zone as a major bottleneck. The reason is supposedly because the e-Commerce system is strongly based on a bi-directional packet transmission.

## 4 QoS Prediction and Analysis

### 4.1 QoS Parameters for Electronic Commerce

We define the parameters for QoS prediction as in Table 1, which are applied to our model for each high-speed Internet service. The simulation experiment for the maximum capacity of concurrent users consists of the discrete event simulation and the hybrid simulation. In the case of the discrete event simulation, input variables include the transaction type, the number of users, the system specification, the point-to-point bandwidth, etc. The hybrid simulation has additional variables for the LAN background utilization, the CPU background utilization, the link background utilization, the traffic flow (bi-directional), the device control, and so on. The dependent variables are the

![Table 1: QoS Parameters for Electronic Commerce](image)
CPU utilization (server and/or client), the throughput, the client response time, the LAN delay, the LAN inbound/outbound traffic, the traffic sent/received, the delay, the packet loss rate, etc.

| Types       | Parameters       | Definition                                                                 |
|-------------|------------------|-----------------------------------------------------------------------------|
| Server      | CPU Utilization  | The utilization rate for the server’s CPU                                  |
|             | Response Time    | Total response time from the subscriber zone to the server zone for a whole business transaction. |
|             | CPU              | The utilization rate for client’s CPU                                      |
|             | LAN Delay        | Total transmission delay time for LAN on the network                      |
|             | Inbound Traffic  | Total amount of the traffic generated on LAN                                |
|             | Outbound Traffic | Total amount of the traffic sent on LAN                                     |
| Network     | Traffic Sent     | Total amount of sent bytes per second                                       |
|             | Traffic Received | Total amount of received bytes per second                                   |
|             | Queuing Delay    | The queuing delay rate between each zone                                   |
|             | Packet Loss Rate | Bi-directional packet loss rate between source and destination             |
| Commonness  | Throughput       | The network transmission rate between each zone                            |
|             | Utilization      | The network utilization rate between each zone                             |

| Types       | Parameters       | Definition                                                                 |
|-------------|------------------|-----------------------------------------------------------------------------|
|             |                  |                                                                             |

Table 1: QoS Parameters for Electronic Commerce

4.2 The Number of Users Prediction

The procedure for predicting the number of users consists of the following steps:

- **Step 1**: Each electronic commerce service defines the transaction type.
  - The shopping mall system and the ticketing system have eight and seven processes, respectively.
- **Step 2**: Business transactions are applied 10 times repeatedly from the end-to-end network environment.
- **Step 3**: Calculate the average response time.
  - Average response time is measured as 87 sec for the end-to-end Internet environment (See the Figure 4 for details).
- **Step 4**: Perform the discrete event simulation and the hybrid simulation.
  - Workload parameters are initialized.
  - Select a high-speed Internet service.
  - Measure the response time for business transactions.
  - Import the measurement values from the business transactions.
  - Measure the simulation time.
- **Step 5**: Simulate the assignment of the additional resources with respect to the average response time.
  - If the average response time doesn’t meet the Service Level Agreements (SLA) criterion, additional resource (e.g., devices, nodes, and links) allocation is considered.
  - The input values for the parameters are re-set appropriately.
- **Step 6**: Prediction for the number of users
  - While the client response time is within the value of the criterion scope, the number of concurrent users at that moment is assumed suitable.
  - If the client response time is beyond the criterion scope, the input values are re-established.
- **Step 7**: Simulation finished when client response time is satisfied within the criterion scope.

The discrete event simulation and hybrid simulation allow estimating the delay zone and the maximum number of concurrent users. The previous research has considered various parameters to predict the number of users, including the response time, the throughput, the packet loss, the path-oriented differentiated service, etc [3], [7], [16], [18]. IBM initiated the Web Service Level Agreements (WSLA) project, which aimed at the creation and monitoring of SLAs in a Web services environment. The distributed monitoring framework can possibly manage to provide a different service with the service level agreements. Using the framework, service providers can manage their resources efficiently and flexibly to optimize the customer satisfaction [15]. These prediction capabilities include the extension of an abstract forecast type and new domain specific predicates [8]. We attempt to investigate the average response time with respect to the number of concurrent users with varying a criterion value, and the research on this aspect has not been published in the literature to our knowledge.

The QoS parameters are very important to predict the number of users. Predicting the number of users from the end-to-end environment requires considering the whole zones (the subscriber zone, the network zone, and the server zone). For instance, shopping customers want to process quickly and accurately. If it takes long delay time to
purchase goods, the customers will leave the e-Commerce site. Therefore, our research focuses on the maximum capacity of concurrent users with respect to the average response time. The experiment under closed-LAN environment appears that the 100Mbps network equipment may not reach its full capacity in the network throughput. That is, a service of 100Mbps bandwidth can support at most up to 70 ~ 80 Mbps bandwidth only. Also, the same is true for the 10/1000Mbps network equipments. Furthermore, ISP companies are not willing to disclose the detailed information about their network bandwidths for specific regions and sub-nets. For this reason, while the network bandwidths of client and server zones can be measured, that of the other zone (i.e., network zone) is assumed to be unknown in our experiment.

4.3 Discrete Event and Hybrid Simulations

Discrete event simulation can predict various application performances, and generate the network model from the ACE module. For this purpose we exploit the model library of the IT Guru. On the other hand, the hybrid simulation combines with the explicit and background traffics. The processing in hybrid simulation is very similar to a real-life environment configuration because of the bi-directional traffic flow between the client and the application server. Specifically, the explicit traffic using the discrete event simulation is comprised of two parts: (1) the passive method based on device/node/link/traffic flow and (2) the use of the measured data from the ACE module. We choose the second method because it allows analyzing the maximum capacity of concurrent users under each high-speed Internet service. The background traffic is established in the passive method under the device link topology. These types include the router, the server, the workstation, and the LAN (designate group of clients). Moreover, the traffic flow is set up in the passive method with bi-directional traffics. The passive configuration and the workload parameters for simulation configuration are given in Table 2 and Table 3.

| Time (sec) | Background Utilization (%) | Time (sec) | Background Utilization (%) | Time (sec) | Background Utilization (%) |
|-----------|-----------------------------|-----------|-----------------------------|-----------|-----------------------------|
| 10        | 10                          | 10        | 10                          | 10        | 90                          |
| 20        | 20                          | 20        | 20                          | 20        | 80                          |
| 30        | 30                          | 30        | 30                          | 30        | 80                          |
| 40        | 40                          | 40        | 40                          | 40        | 70                          |
| 50        | 50                          | 50        | 50                          | 50        | 80                          |
| 60        | 60                          | 60        | 60                          | 60        | 90                          |

Table 2: Background Traffic Configuration
4.4 Experiment Model

The experiment models are shown in Figure 5. In the Case 1, the wireless LAN is connected with 10Mbps bandwidth between the client and the remote switch, and ADSL, Cable, and VDSL are set up with 100Mbps bandwidth each. All high-speed Internet services are assumed to have 1.5Mbps bandwidth between the remote and the local routers. Delay zones are divided into three: the subscriber zone is from the user’s PC to the remote switch; the network zone is from the back of the remote switch to the local router; and the server zone is supposed from the back of local router to the server computer.

The Case 2 in Figure 5 shows the hybrid simulation, which is done under 10Mbps bandwidth with two switches between the client and the server. The delay zones are also divided into three: the subscriber zone is from the user’s PC to the previous switch; the network zone is from the switch to the switch 1; and the server zone is from the back of the switch1 to the server. Figure 6 shows the experiment results of the response time by increasing the number of concurrent users. In the case of shopping mall, the client response time has increased according to the increased number of concurrent users from the discrete event and the hybrid simulations. In the case of ticketing system, results are similar to the shopping mall in that the client response time is analyzed to be increasing with the increased users. The capacity of the concurrent users has shown much more overhead in the shopping mall system than in the ticketing system. The experiment results for the maximum capacity of the concurrent users for both systems are attached at Appendix 1. The parameters regarding the maximum capacity of concurrent users are summarized below.

1. Queuing delay
   - In Case 1 (the experiment results of the discrete event simulation), Each delay zone for the shopping mall and the ticketing systems has been analyzed to be the network zone.
   - In Case 2 (the experiment results of the hybrid simulation), all delay zones except ADSL of the shopping mall system have been on the network and the server zones.

2. Throughput
   - In Case 1, all of the Internet services of the ticketing system have shown more throughput in the server zone. But, the ADSL of the shopping mall system showed more throughput in the subscriber and the network zones.
   - In Case 2, the network and the server zones showed more throughput except for the ADSL of the shopping mall system and the Cable and the VDSL of the ticketing system.

3. Utilization
   - In Case 1, both shopping mall and ticketing systems showed more utilization in the network zone.
   - In Case 2, all the Internet services, except the ADSL of the shopping mall system and the VDSL of the ticketing system, have shown more utilization of the network and the server zones.

The other parameters are omitted due to the limited space. In Case 1, the maximum capacity of concurrent users in the shopping mall system is 70 in ADSL only. However, the other Internet services aren’t satisfied for the given average response time. On the other hand, the maximum users of Wireless LAN, ADSL, Cable and VDSL for the...
ticketing system are 645, 250, 440, and 340, respectively. The maximum capacity of concurrent users in the ticketing system in Case 2 are 950, 580, and 500 with the order of ADSL > VDSL > Cable, respectively. But the wireless LAN did not satisfy the given criterion scope. In the case of the ticketing system, the maximum capacity of concurrent users for Cable, VDSL, and ADSL are 2900, 2800, 2300, and 1800, respectively. In brief, the shopping mall system is supposed to have more business transactions according to the depth and the ratio of transactions. Therefore, the maximum capacity of concurrent users has decreased. The result implies that the application server and the network have shown higher utilization with the increased number of concurrent users. Delay zones are found to be the network and the server zones with the increased number of concurrent users.

5 Self-similarity Traffic

5.1 Traffic Modeling

As mentioned in the section 2.2, the discrete event simulation and the hybrid simulation allow estimating the maximum number of users using the transaction measurement done in a limited range of time. In order to analyze the experiment for larger time scale, we try to exploit the self-similarity characteristics of the network traffics for WAN environment. Figure 7 shows a configuration to support the Web services from users. The experiment compares Pareto and exponential distributions about the http method of the discrete event simulation. To assure the end-to-end network environment, we rely on empirically measured distributions for both client traces and the WWW server. Overall scenario is as follows.

1) The generation of the traffic rate from 10 to 100%
2) Comparison according to the variation of the Hurst parameter value in the major parameter of the Pareto distribution

| Internet Services Types | Simulation Type | Number of Users | Client Response Time |
|-------------------------|-----------------|----------------|---------------------|
| Wireless LAN            | Discrete-Event Simulation | 25 | 133.69 |
|                        | Hybrid Simulation | 50 | 138.03 |
|                        | ADSL            | 25 | 106.54 |
|                        | Hybrid Simulation | 50 | 116.76 |
|                        | Cable           | 25 | 207.75 |
|                        | Hybrid Simulation | 200 | 321.19 |
|                        | VDSL            | 1000 | 321.19 |

Figure 6: Client Response Time with Respect to the Number of Concurrent Users
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3) Comparison of the average response time with respect to the number of concurrent users

![Experiment Configuration](image)

### 5.2 Analysis

#### The Pattern Variations about Traffic Characteristics of Pareto Distribution

The traffic characteristics show a certain difference between the Pareto distribution and the exponential distribution. At Figure 8(a), in the case of the Pareto characteristics, there occurs a large deviation from the exponential distribution. That is, the burstiness appears absolutely different. We fixed the Hurst parameter to be 0.82 in the analysis. Note that the Whittle estimator for the dataset yields an estimate of $H=0.82$ with a 95% confidence interval of $(0.77, 0.87)$.

![Simulation Result](image)

#### The Average Response Time

The Pareto characteristics reached over 80% utilization rate, which shows the increase in the average response time. The result is shown in Figure 8(b).

#### The Hurst Parameter

As a major parameter of the Pareto function, the Hurst parameter has the range of $0.5< H <1$ and the self-similarity increases up to nearly 1 (one). Figure 8(c) shows the result of the average response time when the parameter value changes between 0.55 and 0.90.
Comparison of the Average Response Time According to Pareto and Exponential Distributions

Figure 8(d) shows the average response time about the number of concurrent users under the Pareto and the exponential distributions. In the case of a single user with the same value of both distributions, the average response time has increased for the Pareto distribution with increasing the number of concurrent users. When the number of concurrent users reaches about 1000, the response time is measured to be less than one second. We recognize through the experiment that it is hard to allow more capacity against the number of concurrent users.

6 Conclusion

The measurement and the prediction of the service quality are very important issues for the efficient implementation and the operation of e-Commerce systems. In this paper, we proposed a methodology for the measurement of the response time, identification of delay zones, and the user capacity modeling under real high-speed Internet environment instead of closed-LAN environment. We conducted extensive experiments by constructing sample e-Commerce systems and by using various simulation techniques. The experiment and simulation results indicate followings: firstly, the service delay zone with small number of users is mostly confined with the subscriber zone, and is shifting to the network and the server zones with the increasing number of concurrent users; secondly, we observe that the response time of each high-speed Internet services depends heavily on the sequence and the depth of the business transactions of e-Commerce systems and also on the ratio of their transactional versus non-transactional operations; finally, the result of the response time and the user capacity simulation is consistent with the self-similarity characteristics, leading the Hurst parameter value close to 1 (one).

Further work would include the investigation of various scenarios of e-Commerce systems with considering more advanced networking infrastructure and software packages, the analysis and the optimization for the link utilization between routers for the improvement of QoS, and the integration and the exploitation of advanced monitoring agents. We hope that the methodology and the experiment/simulation results in this paper be an aid for the future research on the QoS of more diverse types of e-Commerce systems, also serving as a useful data for the ISPs, the Internet Data Centers (IDCs), and e-Commerce companies.
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### Appendix 1: Results for the Maximum Capacity of Concurrent Users

#### Case 1: Discrete Event Simulation for Shopping Mall System

| IST | NoU | CPU Utilization | Client Response Time | Throughput |
|-----|-----|----------------|----------------------|------------|
|     |     | Client | Server | Client | Server | Client | Server | Client | Server | Client | Server | Client | Server |
|     |     | Avg % | Max % | Avg % | Max % | Avg % | Max % | Avg % | Max % | Avg % | Max % | Avg % | Max % |
| IST | 70  | 90.52% | 92.03% | 111.40% | 111.69% | 99.32% | 106.18% | 33.694% | 49.067% | 33.694% | 49.067% | 26.254% | 48.067% |

#### Case 2: Hybrid Simulation for Shopping Mall System

| IST | NoU | Traffic Sent (eV/S) | Traffic Received (eV/S) | Client R | Server R | Client R | Server R | Client R | Server R | Client R | Server R | Cloud R | Cloud R |
|-----|-----|---------------------|------------------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
|     |     | Avg (%) | Avg (%) | Avg (%) | Avg (%) | Avg (%) | Avg (%) | Avg (%) | Avg (%) | Avg (%) | Avg (%) | Avg (%) | Avg (%) |
| IST | 70  | 2208 | 68398 | 68394 | 2208 | 0.336 | 48.10 | 6238 | 4.10 | 1709 | 31.35 | 1709 | 3.036 | 48.10 |

### Case 1: Discrete Event Simulation for Ticketing System

| IST | NoU | CPU Utilization | Client Response Time | Throughput |
|-----|-----|----------------|----------------------|------------|
|     |     | Client | Server | Client | Server | Client | Server | Client | Server | Client | Server | Client | Server |
|     |     | Avg % | Max % | Avg % | Max % | Avg % | Max % | Avg % | Max % | Avg % | Max % | Avg % | Max % |
| IST | 64  | 66.98 | 69.03 | 144.87 | 145.32 | 144.87 | 145.32 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 |
|      | 250 | 66.81 | 69.03 | 144.87 | 145.32 | 144.87 | 145.32 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 |
|      | 440 | 66.71 | 69.03 | 144.87 | 145.32 | 144.87 | 145.32 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 |

### Case 2: Hybrid Simulation for Ticketing System

| IST | NoU | Traffic Sent (eV/S) | Traffic Received (eV/S) | Client R | Server R | Client R | Server R | Client R | Server R | Client R | Server R | Cloud R | Cloud R |
|-----|-----|---------------------|------------------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|
|     |     | Avg % | Avg % | Avg % | Avg % | Avg % | Avg % | Avg % | Avg % | Avg % | Avg % | Avg % | Avg % |
| IST | 64  | 66.98 | 69.03 | 144.87 | 145.32 | 144.87 | 145.32 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 |
|      | 250 | 66.81 | 69.03 | 144.87 | 145.32 | 144.87 | 145.32 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 |
|      | 440 | 66.71 | 69.03 | 144.87 | 145.32 | 144.87 | 145.32 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 | 152.68 |
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### Appendix 1: Results for the Maximum Capacity of Concurrent Users (2)

#### Case 2: Hybrid Simulation for Ticketing System

| IST | NoU | CPU Utilization | Client Response Time | Client/Switch | Switch/Switch | Switch/Switch/WG | Traffic Sent (by users) | Traffic Received (by users) | LAN | QoS | Packet Loss Rate |
|-----|-----|-----------------|----------------------|---------------|---------------|------------------|------------------------|----------------------------|-----|-----|------------------|
|     |     | Web Server      | DB Server            | Avg. (%)      | Avg. (%)      | Avg. (%)         | Avg. (jitter)         | Avg. (jitter)              | Delay | Inbound Traffic | Outbound Traffic |
|     |     | Avg. (max)      | Avg. (min)           | Avg. (jitter) | Avg. (jitter) | Avg. (jitter)    | Avg. (jitter)         | Avg. (jitter)              |      |                |                  |
|     |     |                 |                      |               |               |                  |                       |                           |      |                |                  |
| IIAU | 1800 | 93.064          | 93.064               | 100.00       | 100.00        | 100.00           | 100.00                | 100.00                    | 100.00 | 100.00       | 100.00          |
| IIAU | 2200 | 94.275          | 94.275               | 100.00       | 100.00        | 100.00           | 100.00                | 100.00                    | 100.00 | 100.00       | 100.00          |
| IIAU | 2600 | 94.462          | 94.462               | 100.00       | 100.00        | 100.00           | 100.00                | 100.00                    | 100.00 | 100.00       | 100.00          |

**Note:** IST: Internet Service Types, NoU: Number of Users, WLAN: Wireless LAN, RS: Remote Switch, RR: Remote Router, LR: Local Router, LS: Local Switch, WS: Web Server, DB: Database Server
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