ShareTrace: Contact Tracing with the Actor Model
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Abstract—Proximity-based contact tracing relies on mobile-device interaction to estimate the spread of disease. ShareTrace is one such approach that improves the efficacy of tracking disease spread by considering direct and indirect forms of contact. In this work, we utilize the actor model to provide an efficient and scalable formulation of ShareTrace with asynchronous, concurrent message passing on a temporal contact network. We also introduce message reachability, an extension of temporal reachability that accounts for network topology and message-passing semantics. Our evaluation on both synthetic and real-world contact networks indicates that correct parameter values optimize for algorithmic accuracy and efficiency. In addition, we demonstrate that message reachability can accurately estimate the risk a user poses to their contacts.
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I. INTRODUCTION

ShareTrace is a privacy-preserving contact-tracing solution [1]. Unlike other approaches that rely on device proximity to detect human interaction, ShareTrace executes iterative message passing on a factor graph to estimate a user’s marginal posterior infection probability (MPIP). To indicate its similarity to belief propagation, we refer to the ShareTrace algorithm as risk propagation. By considering direct and indirect contacts, [1] demonstrates that risk propagation is more effective than other proximity-based methods that only consider the former.

Building upon the efforts by [1], we provide an efficient and scalable formulation of risk propagation that utilizes asynchronous, concurrent message passing on a temporal contact network [2], [3]. Our application of message passing on a temporal network differs from previous epidemiological works. Notably, we use a temporal network to infer a user’s infection risk, unlike its typical usage for modeling the spreading dynamics of the infection itself [4]–[10]. We also introduce message reachability, an extension of temporal reachability that accounts for network topology and message-passing semantics. Our formulation of risk propagation aligns with its distributed extension [1], which has connections to the actor model [11], [12] and the “think-like-a-vertex” model of graph-processing algorithms [13]. Our evaluation aims to quantify the efficiency and scalability of this new formulation of risk propagation, as well as validate the accuracy of message reachability. To keep the scope of this work focused, we defer to [1] on the privacy and security aspects of ShareTrace.

II. RELATED WORK

Since the beginning of the COVID-19 pandemic, there has been a copious amount of research in mobile contact tracing solutions, most notably being the joint effort by Apple and Google [14]. External reviews and surveys provide extensive comparison of existing solutions through the lenses of privacy, security, ethics, adversarial models, data management, scalability, interoperability, and more. References [15], [16] provide thorough reviews of existing contact tracing solutions with discussion of the techniques, privacy, security, and adversarial models. The former offers additional detail on the system architecture (i.e., centralized, decentralized, and hybrid), data management, and user concerns of existing solutions. Other notable reviews with similar discussion include [17]–[21]. Reference [22] provides a formal framework for defining aspects of privacy for proximity-based contact tracing.

III. PROPOSED SCHEME

A. Preliminaries

We assume a system model in which each user owns a mobile device that has device-proximity detection (e.g., Bluetooth); and that proximal interactions between devices subsequently allow them, or a digital proxy thereof, to exchange messages over several days.

In risk propagation, computing infection risk is an inference problem in which the task is to estimate a user’s MPIP. We derive prior infection probability from user symptoms [23], so we refer to it, along with the time of its computation, as a symptom score. Because the posterior infection probability accounts for contact with other users, we call it an exposure score. In general, a risk score \((r, t)\) is a timestamped infection probability where \(r \in [0, 1]\) is the value of the risk score and \(t \geq 0\) is the time of its computation.

Computing the full joint probability distribution is intractable as it scales exponentially with the number of users. To circumvent this challenge, risk propagation uses message passing on a factor graph to efficiently compute the MPIP. Formally, let \(G = (\mathcal{V}, \mathcal{F}, \mathcal{E})\) be a factor graph where \(\mathcal{V}\) is the...
set of variable vertices, \( \mathcal{F} \) is the set of factor vertices, and \( \mathcal{E} \) is the set of edges incident between them [24]. A variable vertex \( v \in \mathcal{V} \) is a random variable that represents the probability of infection for a user. For this reason, we use “user” and “variable vertex” interchangeably in this work. A factor vertex \( f(u, v) \in \mathcal{F} \) represents contact between users \( u, v \in \mathcal{V} \) such that \( f(u, v) \) is adjacent to them. While belief propagation aims to maximize the full joint distribution [25], risk propagation aims to maximize individual MPIPs [1].

A message \( m_{u \rightarrow v} = \{(v, t), \ldots\} \) sent from vertex \( u \) to vertex \( v \) is a nonempty set of risk scores. We assume that contact has a nondecreasing effect on a user’s infection probability. Thus, risk propagation is similar to the max-sum algorithm in that each variable vertex maintains the value of the maximum risk score it receives [25].

The only purpose of a factor vertex is to compute and relay messages between variable vertices. Thus, we can apply one-mode projection such that variable vertices \( u, v \) are adjacent if the factor vertex \( f(u, v) \) exists [26]. To send a message to variable vertex \( v \), variable vertex \( u \) applies the computation that was associated with the factor vertex \( f(u, v) \). This modification differs from the distributed extension of risk computation that was associated with the factor vertex \( f \) that we apply the partitioning algorithm [27]. Formally, we apply a surjective partitioning algorithm [27]. Formally, we apply a surjective partitioning function \( \sigma \) : \( \mathcal{V} \rightarrow \mathcal{G} \) that maps each user to a subnetwork \( \mathcal{G} \) of users that is induced by a factor vertex \( f(u, v) \). This topology is important for each variable vertex to maintain the value of its maximum risk score, scaled by \( \alpha \), and to compute \( \sigma(u) \) for each \( u, \sigma(u) \in \mathcal{G} \). We utilize the actor model to achieve scalable performance [11], [12]. Let \( K \) be the number of actors, where each actor is a subnetwork \( G_k \in \mathcal{G} \) of users that is induced by a partitioning algorithm [27]. Formally, we apply a surjective function \( \sigma \) : \( \mathcal{V} \rightarrow \mathcal{G} \) that maps each user to a subnetwork actor. Actors communicate via message passing. Typically, due to the underlying implementation, inter-actor communication is slower than intra-actor communication, so using an algorithm that minimizes communication complexity between actors is key to maximizing performance.

We associate with each actor an identifier, its mailing address, and a buffer, its remote mailbox, for storing received messages. In practice, each actor also has a local mailbox that is used to manage communication between its own users. This local mailbox incurs less overhead than the remote mailbox since the latter typically involves the usage of concurrent primitives. To send a message, an actor must know the mailing address of the receiving actor and the identity of the receiving user. If the mailing address of the sending actor is the same as the receiving actor, then the message is placed in its local mailbox. Otherwise, the message is placed in the remote mailbox of the receiving actor. In addition to maintaining the state of its subnetwork, an actor also keeps a mapping between mailing addresses and remote mailboxes for all other actors, because it is unknown with which actors it needs to communicate before partitioning the network.

### B. Algorithms

Algorithm 1 defines the main message-passing procedure. We constrain the set of initial risk scores \( S \) (resp. contacts \( C \)) to those that were computed (resp. occurred) within the last \( L = 14 \) days, which assumes that a risk score (resp. contact) has finite relevance. Note that the initial risk scores of a user \( u \), denoted \( S(u) \), includes the exposure scores from the last \( L \) days and its most recently computed symptom score.

**Algorithm 1 Risk Propagation, Main.**

1. Create the network \( G \): for each contact \((u, v, t) \in C\), add an edge between users \( u, v \) and store the contact time \( t \).
2. Partition \( G \) into \( K \) disjoint actor subnetworks w.r.t. a partitioning function \( \sigma \).
3. Partition the initial risk scores \( S \) w.r.t. \( \sigma(G) \).
4. Send \( S_k \) to \( G_k \) for each \( k = 1, 2, \ldots, K \).
5. Collect all exposure scores: \( R = \cup_k R_k \).

Algorithm 2 describes the behavior of an actor. As in [1], we assume that risk transmission is incomplete by applying a transmission rate of \( \alpha = 0.8 \in (0, 1) \) [28]. Step 3c follows from belief propagation in that we marginalize over the factor \( f(u, v) \) [1]. Because message passing is concurrent and asynchronous, we cannot rely on a global iteration or an inter-iteration difference threshold as stopping criteria, as in [1]. While convenient, such criteria require synchronization which can degrade performance [29].

**Algorithm 2 Risk Propagation, Actor (Main).**

1. Upon receiving \( S_k \), for each user \( u \in G_k \), let
   a) \( m_0(u) = (r_0(u), t_0(u)) \) be its initial message, i.e., its maximum risk score, scaled by \( \alpha \); and
   b) \( r(u) \) be its current value; initially, \( \max(S(u)) \).
2. For each user \( u \in G_k \), compute and send the message \( m_{u \rightarrow v} \) using \( S(u) \), for each neighbor \( v \in ne(u) \).
3. While a message has been received within \( T \) seconds,
   a) Receive \( m_{v \rightarrow u} \), s.t. \( u \in G_k \) and \( v \in ne(u) \).
   b) Update user \( u \): \( r(u) \leftarrow \max(r_{v \rightarrow u}, r(u)) \).
   c) For each \( v' \in ne(u) \setminus v \), compute and send \( m_{u \rightarrow v'} \).
4. Collect exposure scores: \( R_k = \{ (r(u), t_{now}) \mid u \in G_k \} \).

Algorithm 3 describes how to compute and send a message. As indicated by step 2 of Algorithm 2, the message \( m_{u \rightarrow v} \) in step 1 is initially the risk scores of user \( u \). Thus, we do not apply step 1 for these “self-messages.” For all subsequent messages, \( u \neq v \) and \( m_{u \rightarrow v} \) is a singleton that contains the risk score sent from neighbor \( v \). For a singleton message \( m_{v \rightarrow u} \), we refer to the value (resp. time) of the contained risk score as \( r_{v \rightarrow u} \) (resp. \( t_{v \rightarrow u} \)). Furthermore, we use “risk score” and “message” interchangeably.
In step 1, we include a time buffer of $\beta = 2 \geq 0$ days to account for the disease incubation period or delayed symptom reporting. We assume that all risk scores with a time later than the buffered contact time are irrelevant. Assuming that we run risk propagation at least every $\beta$ days, it is unnecessary to persist contacts older than $\beta$ days. For a given user $u$ and neighbor $v$, it is impossible for $u$ to send $v$ a risk score higher in value than what it previously sent if it has been more than $\beta$ days after their most recent contact time. In other words, the MPIP of user $u$ will already account for any risk score of user $u$ after $\beta$ days of coming in contact. In this way, we can further improve the efficiency of risk propagation by reducing the communication overhead.

The final aspect of Algorithm 3 is to determine if we should send the computed message. Because we only use contact time as a filter to determine which risk scores to consider, we only need to compare the most recent contact time in step 1. That is, given contact times $t_1 \leq t_2$ and risk score time $t \leq t_1 + \beta$, it follows that $t \leq t_2 + \beta$. This avoids storing and comparing multiple contact times, as suggested by [1].

The intent of sending a message is to update the value of other users in the network. Previous work [1] would send a “null” message with a value of 0 if $m_{u\rightarrow v} = \emptyset$ in step 1. However, sending a risk score to a user that has a lower value is neither useful nor efficient. It also holds that for a sufficiently old risk score, propagating it may affect the value of an indirect contact, even if the risk score is relatively low. We combine both of these aspects into a heuristic that allows us to parametrize the trade-off between accuracy and efficiency in an asynchronous, concurrent setting. Let $\gamma \in [0,1]$ be the send coefficient such that we only send a message $m_{u\rightarrow v}$ if $r_{u\rightarrow v} \geq \gamma \cdot r_0(u)$. In addition to comparing the value, we must also compare its time to the initial message. Assuming a message satisfies the value condition, then a newer message is less likely to be propagated. Hence, it is only useful to send a message if it is at least as old as the initial message. This send condition is expressed in step 5. Because we scale the value of a risk score by the transmission rate, it exponentially decreases as it propagates away from the source user with a rate constant of $\log(\alpha)$. Assuming a finite number of users, a positive send coefficient guarantees that we will propagate a risk score finitely many times. Therefore, for $\gamma > 0$, the send condition will eventually cause actors to stop passing messages, thus terminating risk propagation.

C. Message Reachability

A fundamental concept in reachability analysis on a temporal network is a time-respecting path: a contiguous sequence of contacts with nondecreasing time. Thus, vertex $v$ is temporally reachable from vertex $u$ if there exists a time-respecting path from $u$ to $v$ [2]. Generally, a message-passing algorithm defines a set of constraints that determine when a vertex sends a message. Even if operating on a temporal network, those constraints may not require temporal reachability. As a dynamic process, message passing on a time-varying network necessitates a more general definition of reachability that can account for network topology and message-passing semantics [30]. Formally, the message reachability from vertex $u$ to vertex $v$ is the number of edges along the shortest path $P = u \rightarrow v$ that satisfy the message-passing constraints,

$$m(u,v) = \sum_{(i,j) \in P} f_c(i,j) \cdot f_r(i) \cdot f_t(u,i),$$

where $f_c(i,j) = 1$ if all constraints are satisfied and $f_c(i,j) = 0$ otherwise. Vertex $v$ is message reachable from vertex $u$ if there exists a shortest path $P = u \rightarrow v$ such that $m(u,v) = |P|$; such a path is message respecting.

The message reachability of vertex $u$ is the maximum message reachability from vertex $u$: $m(u) = \max\{m(u,v) \mid v \in V\}$. Temporal reachability concepts, such as the influence set, source set, and reachability ratio [2], can be extended to message-passing contexts by defining them in terms of a message-respecting path, rather than a time-respecting path.

For risk propagation, the message reachability of a user is the length of the longest shortest path over which their initial risk score can be passed. Using the Heaviside step function $H(x) = 1_{x \geq 0}$, message reachability is defined as

$$m(u) = \max_P \left\{ \sum_{(i,j) \in P} f_c(i,j) \cdot f_r(i) \cdot f_t(u,i) \right\},$$

where users are enumerated $0,1,\ldots,|P| - 1$; and

$$f_c(i,j) = H(t_{ij} + \beta - t_0(u)) \quad (2)$$

$$f_r(i) = H(\alpha^t \cdot r_0(u) - \gamma \cdot r_0(i)) \quad (3)$$

$$f_t(u,i) = H(t_0(i) - t_0(u)) \quad (4)$$

are the contact-time, value, and time constraints, respectively. Because we constrain risk scores to be at most $L \geq \beta$ days old, $m(u) \geq 1$ for any non-isolated user $u$. We can find the value of (1) by applying an augmented shortest-path algorithm [31] such that we start at user $u$ and iteratively propagate its initial message $m_0(u)$. By relaxing (2) and (4), we can define an upper bound on (1) with (3). For some reachable user $v$, the estimated message reachability of vertex $u$ to vertex $v$ is

$$\hat{m}(u,v) = \log_{\alpha} \left\{ \gamma \cdot \frac{r_0(v)}{r_0(u)} \right\}.$$
Equation (1) helps quantify the communication complexity of a given message-passing algorithm on a temporal network. Specific to risk propagation, message reachability estimates the size of the induced subnetwork (i.e., set of users) that is impacted by a user’s infection risk. Equation (5) indicates that a lower send coefficient will typically result in higher message reachability, at the cost of computing and passing redundant messages (i.e., messages that do not change the exposure score of another user). It also allows us to quantify the effect of the transmission rate. However, unlike the send coefficient that should be optimized, the transmission rate should be derived from epidemiology to quantify infectivity.

IV. Evaluation

A. Experimental Design

Risk propagation requires a partitioning algorithm, as described in Algorithm 1. We configured the METIS algorithm [32] to use k-way partitioning with a load imbalance factor of 0.2 and to attempt contiguous partitions that have minimal inter-partition connectivity. We applied 10 iterations of refinement during each stage of the uncoarsening process and used the best of 3 cuts.

1) Synthetic Networks: We evaluated the scalability and efficiency of risk propagation on random geometric graphs (RGGs) [33], benchmark graphs (LFRGs) [34], and clustered scale-free graphs (CSFGs) [35]. Together, these graphs demonstrate some aspects of community structure [36] which ensured a fair performance measurement. When constructing a RGG, we set the radius to \( r(n) = \min(1, 0.25 \log_{10}(n) - 1) \), where \( n \) is the number of users. This allowed us to scale the size of the network while maintaining reasonable density.

To generate LFRGs, we used the following parameter values: mixing parameter \( \mu = 0.1 \), degree power-law exponent \( \gamma = 3 \), community-size power-law exponent \( \beta = 2 \), degree bounds \( (k_{\min}, k_{\max}) = (3, 50) \), and community-size bounds \( (s_{\min}, s_{\max}) = (10, 100) \). These align with the suggestions by [34] in that \( \gamma \in [2, 3], \beta \in [1, 2], k_{\min} < s_{\min}, \) and \( k_{\max} < s_{\max} \). To build CSFGs, we added \( m = 2 \) edges for each new user and used a triad-formulation probability of \( P_t = 0.95 \). For all networks, we removed self-loops and isolated vertices.

The following describes our data generation process. Let \( p \) be the probability of a user being “high risk” (i.e., \( r \geq 0.5 \)). Then, with probability \( p = 0.2 \) (resp. \( p = 0.8 \)), we sampled \( L + 1 \) values from the uniform distribution \( U(0, 5, 1) \) (resp. \( U(0, 0.5) \)). This assumed risk scores are computed daily and includes the present day. We generated \( L + 1 \) times of these risk scores by sampling a time offset \( t_{\text{off}} \sim U(0; 86, 400) \) for each user such that \( t_d = t_{\text{now}} + t_{\text{off}} - d \) days, where \( d \in [0, L] \). To generate contact times, we followed the same procedure for risk scores, except that we randomly sampled one of the \( L + 1 \) times and used that as the contact time.

We evaluated various transmission rates and send coefficients: \( (\gamma, \alpha) \in \{0.1, 0.2, \ldots, 1\} \times \{0.1, 0.2, \ldots, 0.9\} \). For all \( (\gamma, \alpha) \) pairs, we used \( n = 5,000 \) and \( K = 2 \). To measure the scalability of risk propagation, we considered \( n \in [10^2, 10^3] \) users in increments of 100 and collected 10 iterations for each \( n \). The number of actors we used depended on \( n \) such that \( K(n) = 1 \) if \( n < 10^3 \) and \( K(n) = 2 \) otherwise. Increasing \( K \) for our choice of \( n \) did not improve the performance due to the communication overhead.

2) Real-World Networks: We analyzed the efficiency of risk propagation on the following real-world contact networks that were collected through the SocioPatterns collaboration: a high school (Thiers13) [37], a workplace (InVS15), and a scientific conference (SFHH) [38]. Because of the limited availability of real-world, large-scale contact networks, we only evaluated risk-propagation scalability on synthetic networks.

To ensure that all initial risk scores were propagated, we shifted contact times forward by \( t_{\text{now}} \) and used \( t_{\text{now}} - 1 \) day when generating risk-score times. In this way, we ensured that the most recent risk score was still older than the first contact time. Risk-score values were generated in the same manner as described in Section IV-A1 with the exception that we only generated one score. Lastly, we repeated each experiment 10 times and report the average of the results.

B. Results

1) Efficiency: Prior to measuring scalability and real-world performance, we observed how the send coefficient \( \gamma \) and transmission rate \( \alpha \) affect risk-propagation efficiency. As ground truth for a given \( \alpha \), we used the maximum update count. Fig. 1 indicates that \( \gamma = 0.6 \) permitted 99% of the possible updates. Beyond \( \gamma = 0.6 \), however, the transmission rate had considerable impact, regardless of the network. As noted in Section III-C, the send coefficient quantifies the trade-off between accuracy and efficiency; \( \gamma = 0.6 \) optimized for both criteria. Herein, “default parameters” refers to \( \alpha = 0.8 \) and \( \gamma = 0.6 \).

Unlike the update count, Fig. 1 shows a more variable relationship with respect to runtime and message count. While, in general, \( \alpha \) (resp. \( \gamma \)) had a direct (resp. inverse) relationship with runtime and message count, the network topology seems to have an impact. Namely, LFRGs displayed less variability across \( \alpha \) and \( \gamma \) values than RGGs and CSFGs, which is the cause for the large interquartile ranges. Therefore, it is useful to consider the lower quartile \( Q_1 \), the median \( Q_2 \), and the upper quartile \( Q_3 \). With default parameters, risk propagation is more efficient with \( (Q_1, Q_2, Q_3) = (0.13, 0.13, 0.46) \) normalized runtime and \( (Q_1, Q_2, Q_3) = (0.13, 0.15, 0.44) \) normalized message count.

2) Message Reachability: To validate the accuracy of (5), we collected values of (1) and (5) for real-world and synthetic contact networks. For the latter set of networks, we observed reachability while sweeping across values of \( \alpha \) and \( \gamma \).

To measure the accuracy of (5), let the message-reachability ratio (MRR) be defined as

\[
\text{mrr}(u) = \frac{m(u)}{m(u)}.
\]

Overall, (5) is a good estimator of (1). Across all synthetic networks, (5) modestly underestimated (1) with MRR quartiles...
(Q₁, Q₂, Q₃) = (0.71, 0.84, 0.98). For α = 0.8 and γ = 0.6, (Q₁, Q₂, Q₃) = (0.52, 0.77, 1.12) and (Q₁, Q₂, Q₃) = (0.79, 0.84, 0.93), respectively. Table I provides mean values of (6) for both synthetic and real-world networks. Fig. 2 indicates that a moderate γ produces a more stable MRR, with low (resp. high) γ values underestimating (resp. overestimating) (1). For values of α, (6) tends to decrease with increasing α, but also exhibits larger interquartile ranges.

Because (5) does not account for the temporality constraints (2) and (4), it does not perfectly estimate (1). With lower (resp. higher) γ (resp. α), (5) suggests higher message reachability. However, because a message is only passed under certain conditions (see Algorithm 3), this causes (5) to overestimate (1). While (5) is a theoretical upper bound on (1), it is possible for it to underestimates the true value of r₀(v). When computing (6) for Fig. 2, we used the mean value of r₀(v) across all users, so mrr(u) > 1 in some cases.

Because (5) does not account for the temporality constraints (2) and (4), it does not perfectly estimate (1). With lower (resp. higher) γ (resp. α), (5) suggests higher message reachability. However, because a message is only passed under certain conditions (see Algorithm 3), this causes (5) to overestimate (1). While (5) is a theoretical upper bound on (1), it is possible for it to underestimate (1) if the chosen value of r₀(v) overestimates the true value of r₀(v). When computing (6) for Fig. 2, we used the mean value of r₀(v) across all users, so mrr(u) > 1 in some cases.

### Table I

|                  | Synthetic | LFR | RGG | CSFG |
|------------------|-----------|-----|-----|------|
| mrr(0) ± SE      | 0.85 ± 0.08 | 0.88 ± 0.14 | 0.74 ± 0.12 | 0.90 ± 0.14 |

#### Fig. 3

![Runtime of risk propagation on synthetic networks containing 100–10,000 users and approximately 200–38,000 contacts.](image)

A linear regression fit explains (R² = 0.52) the runtime of LFRGs and RGGs with a slope m = (1.1 ± 0.1) · 10⁻³ s/contact and intercept b = 4.3 ± 1.6s (±1.96 · SE).

### V. Conclusions

Despite the improved formulation of risk propagation that this work provides, limitations still exist regarding its design. Unlike its proposed distributed extension [1], this work still assumes risk propagation is an offline algorithm, which has communication complexity and privacy drawbacks. In a centralized setting, whether colocated or distributed, we must...
retrieve all user data to construct the contact network, but centralized data aggregation has inherent privacy issues [1]. Also different from its distributed extension is that this work associates an actor with a set of users. Because the message-passing semantics are at the user level, subnetwork actors introduces unnecessary design complexity, especially in an online setting in which the network is dynamic.

As future work, we will develop a form of risk propagation that is online, decentralized, and asynchronous. Such a design will align with the principles of self-sovereign identity [39] and mobile-crowdsensing applications [40] that incentivize user engagement in exchange for personal utility (e.g., cryptocurrency, knowledge of infection risk). Additionally, we will study how concurrency, network topology, and the distributions of risk-score values, risk-score times, and contact times affect risk propagation behavior. This line of evaluation aims to understand how temporal-network dynamics relate to concurrency, topology, and message passing [41]. While the current urgency of digital contact tracing may be low, it remains important to consider effective, privacy-preserving solutions that will help mitigate future pandemics.
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