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ABSTRACT
Rough sleeping is a chronic problem faced by some of the most disadvantaged people in modern society. This paper describes work carried out in partnership with Homeless Link, a UK-based charity, in developing a data-driven approach to assess the quality of incoming alerts from members of the public aimed at connecting people sleeping rough on the streets with outreach service providers. Alerts are prioritised based on the predicted likelihood of successfully connecting with the rough sleeper, helping to address capacity limitations and to quickly, effectively, and equitably process all of the alerts that they receive. Initial evaluation concludes that our approach increases the rate at which rough sleepers are found following a referral by at least 15% based on labelled data, implying a greater overall increase when the alerts with unknown outcomes are considered, and suggesting the benefit in a trial taking place over a longer period to assess the models in practice. The discussion and modelling process is done with careful considerations of ethics, transparency and explainability due to the sensitive nature of the data in this context and the vulnerability of the people that are affected.
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1 INTRODUCTION
Homelessness and rough sleeping comprise a pressing and worsening global issue that negatively affects a population through a host of societal and health-related pressures spanning poverty, illness and abuse [3]. The United Nations Human Settlements Program estimates that 1.1 billion people are living in inadequate housing, and the available data suggests that more than 100 million people have no housing at all [5]. Homelessness affects people in every region of the world, developed and developing, and in the absence of government-level coordinated action it is likely to continue growing [9].

Rough sleeping is defined by the UK government as a category of homelessness referring to the act of sleeping in the open air or other places not designed for human habitation; carried out by people who do not have access to permanent, consistent shelter [7]. A rough sleeper is vulnerable even relative to the homeless population as a whole; they are more likely to experience violence, health-related issues, sexual exploitation, and substance abuse [6]. Female rough sleepers are especially disadvantaged as they tend to be younger in age, require more mental health support than men, and are more likely to be victims of domestic violence. Because of this, female rough sleepers are anecdotally known to hide themselves for safety reasons, something that is shown to be true in Homeless Link’s data. This behaviour decreases the known number of female rough sleepers in the UK and means it is often harder for them to find support [10]. On any given night in England, there are an estimated 4,700 people sleeping rough on the streets; this represents a 169% increase in the rough sleeper population from 2010 to 2019 [9, 16]. Additionally, when censused, 60% of those sleeping rough in London were new to the streets that night, further evidencing the transient and often spontaneous nature of homelessness.

Data-based approaches aimed at tackling and properly quantifying these issues are severely lacking; it has been shown that existing statistics disproportionately affect minorities and exhibit gender biases [13, 14]. Homeless Link (HL) is a UK membership charity organisation working to end homelessness in England and Wales. One way HL seeks to achieve this mission is by operating a platform called StreetLink that serves as a conduit for communication between members of the public and over 300 local service
providers (LSPs) spread across the UK. The platform allows for members of the public, as well as rough sleepers themselves, to submit an alert via phone, web, or mobile app regarding someone who is potentially sleeping rough.

The alerts are passed on to a team of volunteers at StreetLink who manually review them for quality before dispatching them as referrals to local service providers, who then attempt outreach and report on the outcome. This review process is based on the information contained in the alerts such as descriptions of the person and their location. Due to the resource constraints seen at the LSP level, only alerts that have sufficient information are turned into referrals. The review process is non-trivial and takes a significant amount of time, which can have a detrimental effect on the scale and speed of service that charities are able to provide. This is because much of the information in an alert will not necessarily be valid more than a day after it was submitted as rough sleepers move around or have their situations change at short notice. Moreover, the volume of alerts can become overwhelming during periods of extreme weather and at the peak of winter. The high volume of alerts means that they cannot effectively be processed despite the urgency of rough sleepers’ needs, especially during these potentially more dangerous and difficult times.

The success of StreetLink depends on whether the local outreach teams can successfully find rough sleepers based on the information contained in referred alerts. According to StreetLink’s historical data from 2012 to 2019, only 14% of received alerts resulted in successfully connecting with a rough sleeper. Although this percentage has increased over time, it is still only around 20% in 2019.

2 CONTRIBUTIONS
In collaboration with HL, our objective was to improve StreetLink by building a recommendation system based on the use of machine learning classifiers to automatically identify quality alerts as they arrive. In this case, a quality alert is one that includes sufficient information for LSPs to locate the rough sleeper in question. Without sufficient resources to review alerts in a timely manner, the quality of an alert decays as the information on the rough sleeper’s location loses relevance over time. The majority of the alerts received by StreetLink originate in London, amounting to 65% of all alerts; resources are especially constrained here making the problem all the more relevant.

If StreetLink volunteers and local service providers could focus their limited time, resources, and expertise on higher quality alerts, more rough sleepers could be connected with outreach services to alleviate their situations. Our solution ensures the quality of referrals as well as minimising any resource wastage by providing a clear ranking for StreetLink to follow in review. To achieve this, several machine learning classification algorithms were applied to two problems: identifying alerts that led to a referral being made, and of these referrals which ones resulted in a positive outcome. To summarise, our main contributions are:

1. A novel approach to prioritising incoming alerts to maximise the chance that a rough sleeper is connected with, validating our models equitably using a bi-model approach to ensure that referrals and suggestions are made fairly across demographics.

2. We identify a set of characteristics that could facilitate the establishment of a connection between rough sleepers and outreach teams. Previously untapped insights from HL’s data could incite policy change and longer term positive impact.

2.1 Overview of the Existing Manual Approach
StreetLink manages a phone line, website and mobile application which all feed alerts into a centralised system. The majority of these alerts are subsequently reviewed by volunteers for quality and the potential for duplication with existing alerts. Following discussions with volunteers, we can define their process as a search for the following three characteristics:

1. A location that is accessible for an outreach team and not near a known hotspot for street activity where regular outreach is done regardless.
2. Evidence that the rough sleeper has bedded down or is likely to bed down in that location.
3. Sufficiently helpful descriptions about the rough sleeper’s appearance and location.

These criteria are heuristic and based on the experiences of the outreach teams that StreetLink works with and represent a baseline decision making process for comparison. This process aims to ensure that the limited resources will go to individuals who have no choice but to sleep on the street instead of those who engage in street activities but already have a place in a shelter. In addition, StreetLink apply a naive rule-based algorithm to check for potential duplicated alerts prior to manual review (based on whether another alert was raised within 500 metres in the past week). StreetLink volunteers then confirm these duplicated cases during their review.

2.2 Data-Driven Approach
The problem was formulated as: how can incoming alerts be best prioritised based on if they have sufficient information for outreach workers to connect with a rough sleeper, and whether the eventual outcome will be positive. Whilst duplicate alerts present a problem for volunteers by increasing their workload, we expect our models to utilise information in duplicate alerts co-operatively to gain a greater understanding of which features lead to positive outcomes. Additionally, it was necessary to build models to better understand the referral process carried out by StreetLink so as to ensure equity in the services delivered. These two components are classification problems with binary labels corresponding to whether a referral ends in a positive outcome (i.e. whether a rough sleeper will be found or not) and whether a referral was made, respectively.

Data provided by StreetLink was used to train a pair of models to be used in the review process shown in Fig 1:

1. Positive Outcome Model: trained on binary labels indicating whether or not a person was found within a week following a referral; alerts that did not turn into referrals were therefore excluded from the training data for this model.
2. Referral Model: trained on binary labels indicating whether or not an alert was turned into a referral by StreetLink.

The Referral Model’s purpose lies in emulating the current process of reviewing incoming alerts at StreetLink, and can be used
alongside the Positive Outcome Model to highlight alerts that should have been turned into referrals as they were likely to have led on to positive outcomes. This system can be leveraged by StreetLink in the following way:

1. Alerts with a high enough score from the Positive Outcome Model can automatically be sent to local service providers without manual review at the discretion of StreetLink. This frees up resources for volunteers to spend more time on reviewing and following up on the more nuanced and challenging alerts.

2. All other incoming alerts should be ranked based on the Positive Outcome Model’s scoring so that StreetLink volunteers review the most promising alerts first in order to best use the information that they contain by quickly turning these alerts into referrals.

3 DATA

3.1 Primary Data

Data was collected through StreetLink’s alert reporting process from 2012 to 2019. The primary dataset contains 281,000 alerts, of which 167,000 are relevant to London and 114,000 are for non-London regions. 170,000 alerts were turned into referrals and of these 39,000 resulted in a positive outcome in which a person was found. Figure 2 shows the number of alerts, referrals and positive outcomes per month from 2012 to 2019. There is a strong seasonal effect on the volumes due to the public’s increased awareness of rough sleepers during winter and the strain placed on service providers during this time. There was a significant operational change in December 2017 that altered the way in which StreetLink collected data; for the remainder of this paper we define our dataset to be the alerts from December 2017 to March 2019 (the end of the full dataset).

The raw data contains 43 fields that fall into the following five categories:

- Demographics (age and gender)
- Outcomes and labels (signifying whether a person was found or not, or if a referral was created, as well as a number of other possibilities)
- Temporal information (time of alert creation and resolution, time a rough sleeper was seen at the location described)
- Location data (latitude and longitude provided by the user placing a pin on Google maps, full street address)
- Free text data (appearance description, location description, immediate concerns about the rough sleeper)

3.2 External Data

In addition to the data provided by StreetLink, we retrieved historical weather data for London (latitude: 51.50, longitude: 0.1278) through DarkSky’s API. The weather data ranges from 2012 to 2019, and includes hourly information about the temperature, wind speed and precipitation.

3.3 Data Storage and Integration

The data was stored in a PostgreSQL database in a Tier 3 Secure Environment hosted by The Alan Turing Institute, which helps prevent data loss and security breaches, see [1]. Multiple schema were created to store the data, features, and model results.
Table 1: Examples of label mappings for the Referral and Positive Outcome Models

| Outcome                        | Referral Label | Pos. Outcome Label |
|--------------------------------|----------------|-------------------|
| Person Found                   | Yes            | Yes               |
| LSP Did Not Respond            | Yes            | NULL              |
| Person Not Found               | Yes            | No                |
| Not Enough Information         | No             | NULL              |

3.4 Data Preparation

Cleaning the primary dataset. The historical data used throughout is an extract from StreetLink’s Salesforce database. We renamed and formatted the variables for consistency, standardised text strings to lowercase, ensured empty values were recorded as NULLs, and standardised the format of temporal variables.

Labels. We created two levels of labels corresponding to each model discussed above. The first of which is a binary categorical variable capturing whether an alert was turned into a referral. The second label is also a binary categorical variable representing whether the outcome was positive, albeit one that can take NULL values in certain scenarios: where a referral was not made and the outcome is essentially unknown. The data originally contained 24 different outcome values that were mapped appropriately in order to define these binary labels. A number of alerts did not have clear outcomes, including alerts that were not handled by local authorities due to a lack of resources or that were still open following a referral; ee removed these alerts from the training dataset. Examples of some non-sensitive mappings are provided in Table 1.

3.5 Features

270 features were created in total that can be split into five groups. All of the categorical variables representing demographic information were converted into dummy variables. Date-time features were created in 2 dimensions using sine and cosine functions to ensure consistent spacing between the last day of one month and the first day of the next, etc. Word counts of each field text were also included.

3.5.1 Spatio-Temporal Features.

Distances from Known Hotspots. Known hotspots (places where StreetLink will not send alerts for as they know regular outreach is already carried out) were extracted using one of the outcomes in the data. Following this, a set of spatial variables was created to indicate if an alert was raised within x meters of a known hotspot, x ∈ X := \{50, 100, 250, 500, 1000, 5000, 10000\}.

Alerts, Referrals, and People Found by Geographic Location, Time, and Source. Similarly to the features described above, we generated spatio-temporal aggregate features to identify the number of alerts, referrals and positive outcomes within x ∈ X metres, within the last y ∈ Y days and for z ∈ Z sources of alerts, Y := \{7, 28, 60, 360\} and Z := \{Phone, Website, Mobile App\}. One example of this is the count of alerts received via phone within the last 28 days and within 100 metres of a given alert.

LSP-level Features. Additionally, a set of features was created to represent the response statistics for different local service providers, including the average response time (based on the time between receipt of a referral and an outcome being reported), alert count, referral count, positive outcome count, and person found rates for each LSP. These features were again created over various y ∈ Y temporal windows to capture trends in efficacy and activity at different resolutions.

3.5.2 Other Features.

Weather. The aforementioned weather data was aggregated by day to create the following features:

- Temperature (maximum, minimum, average)
- Precipitation probability (maximum, minimum)
- Binary flag for the presence of any snow accumulation
- Wind (average speed, maximum gust)

Missing values were imputed by carrying forward the most recent observations in these cases.

Topic Features. Alerts that provide more information on the location and activity of a rough sleeper are in general more useful to local service providers. Location and activity-related entities were extracted using pre-trained entity embeddings from the Python package SpaCy [4]. These entities were then grouped via an unsupervised learning technique — Latent Dirichlet Allocation (LDA) (using the Gensim package in Python [11]). LDA is a generative statistical model to identify groups of topics in the free text fields. In this application, each field was viewed as containing a mixture of location and verb-related topics [2]. The algorithm estimates a score to represent the likelihood of an alert’s fields belonging to a certain topic. These probability scores were then used as feature variables in the models.

LDA was carried out with various numbers of topics and it was found that the 10 topic solution was most representative of the extracted entities. The location topics encompassed entities including names of parks, hotels, train stations, streets, and so on. The same technique was used to extract 10 topics from the activity descriptions, hoping to separate alerts into those that described someone sleeping rough explicitly and those that described other street activity. These extracted activity-related topics included begging and sleeping, but many of the topics included the same activities. Therefore, we opted to also manually define two sets of topics to identify the activities of the rough sleepers: one containing sleep-related words ("tent", "duvet", etc.) and another including words related to begging behaviors ("beg", "small change", etc.). Word counts for all of these entities and LDA topics were used as features.

4 MODELLING

Due to the temporal dependencies present in the data, a month forward-chaining temporal cross-validation approach [12, 15] was adopted to ensure our model error estimates were robust across the entirety of the dataset. The alerts were split by month into folds of increasing length, beginning with the first month as training/validation data and the following month as test data for evaluation. Each subsequent fold’s training data is defined as the concatenation of the previous fold’s test and training data; it then uses the next month in sequence as test data, and so on. Model performance was
then calculated as summary statistics of the performance across all folds. This idea generalises to varying periodicities but was carried out as described for a balance in robustness and model performance.

Additionally, there is a time span between an alert’s creation and an outcome being provided. Therefore, for each train and test subset within a fold we needed to define a period within which an outcome would be accepted; removing other alerts that were open as of the date defining the endpoint of the training set. In our experiment we set this to be a week. This was necessary in order to avoid a clairvoyant model that could be trained on alerts that had outcomes which occurred during the period defined by its test set. As such, a week long buffer was maintained between the train and test sets as well as at the end of the test set, to allow for the final alerts in each subset to also have outcomes within our defined period of a week.

A grid search of parameters was carried out for a series of classification algorithms, including ensemble models (Random Forest, Extra Trees), gradient boosting models (Adaptive Boosting), Decision Trees and dummy classifiers picking at random in a stratified manner consistent with the training data labels.

## 5 Evaluation

Thousands of classification models were trained and evaluated for the two classification tasks. The models generate lists of alerts ranked according to their predicted likelihood of a positive outcome, or of a referral being made. Models can then be evaluated at varying $k$ by supposing that the model’s top $k$ alerts by score are its suggested referrals. Then the metrics evaluated on these alerts can be compared to the real statistics from StreetLink (when $k =$ the number of referrals made by Homeless Link that fold / month) and with other models. It is impossible to calculate true precision and recall for the Person Found Model due to the presence of NULL labels in the data where referrals were not made; we opt instead for the altered metrics defined in Table 2. Since each model involves training a set of nested models through the aforementioned cross validation technique, the metric values reported in the results tables are the averaged values across all folds. Our objective is to choose a model which maximises all of the metrics, but with a particular focus on recall due to the implications of missing a positive outcome that StreetLink did not.

### 5.1 Defining the Baseline

For the Referral Model, there is no meaningful baseline to compare against as it is impossible to beat StreetLink’s human review process whilst using the labels defined by them. However, the number of referrals made by Homeless Link on a monthly basis can still provide some insight on how well our models emulate their referral process.

For the Positive Outcome Model, we can consider metrics at $k$ as defined in Table 2 and define two baselines:

1. StreetLink’s manual review process, where we can compare our models’ found rates to that of StreetLink by observing the models at $k$’s matching the monthly referrals by StreetLink shown in Table 3. The ability to also look at our models’ found rate and precision at lower values of $k$ for each month is compelling in justifying the partial automation of referral for the alerts that the models assign high scores to. However, it is difficult to formulate any rigorous comparisons with the baseline at lower $k$ due to the fact that StreetLink do not currently rank the referrals they send in a meaningful way.

2. In order to compare precision and recall more clearly, a somewhat trivial baseline was formulated using a stratified dummy classifier that predicts based on the distribution of training labels. This baseline can be used for both referrals and alerts.

### 5.2 Model Comparisons and Choices

The chosen Positive Outcome Model was a Random Forest Classifier with 10,000 trees and a maximum tree depth of 5 (see Table 4). The chosen Referral Model was a Random Forest Classifier with 10,000 trees and a maximum tree depth of 10 (see Table 5). To arrive at these choices we compared models on the averaged metrics defined in Table 2 and shown in Figure 4, as well as through a number of other means described below.

Monthly statistics for StreetLink shown in Table 3 were used to compare found rates for the Positive Outcome Models and the

| Fold / Month | Positive Outcomes | Referrals | Found Rate |
|--------------|-------------------|-----------|------------|
| January 2018 | 741               | 2707      | 0.2737     |
| February 2018| 1573              | 5421      | 0.2533     |
| March 2018   | 1706              | 6442      | 0.2648     |
| April 2018   | 625               | 2279      | 0.2742     |
| May 2018     | 524               | 1909      | 0.2745     |
| June 2018    | 467               | 1972      | 0.2368     |
| July 2018    | 599               | 2373      | 0.2524     |
| August 2018  | 582               | 2332      | 0.2500     |
| September 2018| 646               | 2407      | 0.2684     |
| October 2018 | 970               | 3448      | 0.2813     |
| November 2018| 1199              | 4532      | 0.2646     |
| December 2018| 1639              | 5334      | 0.3073     |
| January 2019 | 2323              | 8867      | 0.2620     |
| February 2019| 1521              | 6331      | 0.2402     |

### Table 2: Metric Definitions

| Metric           | Description                                                                                                                                 |
|------------------|---------------------------------------------------------------------------------------------------------------------------------------------|
| Precision at $k$ | Total number of people found in the top $k$ alerts sorted by the model output scores and divided by the total number of people found or not found in the top $k$ alerts (excluding NULL labelled alerts) |
| Found Rate at $k$| Number of people found in the top $k$ alerts sorted by the model output scores and divided by $k$ (including NULL labelled alerts)                                         |
| Recall at $k$    | Number of people found in the top $k$ alerts sorted by the model output and divided by the total number of people found in that period’s alerts |

### Table 3: Baseline Homeless Link Statistics by Fold / Month.

| Fold / Month | Positive Outcomes | Referrals | Found Rate |
|--------------|-------------------|-----------|------------|
| January 2018 | 741               | 2707      | 0.2737     |
| February 2018| 1573              | 5421      | 0.2533     |
| March 2018   | 1706              | 6442      | 0.2648     |
| April 2018   | 625               | 2279      | 0.2742     |
| May 2018     | 524               | 1909      | 0.2745     |
| June 2018    | 467               | 1972      | 0.2368     |
| July 2018    | 599               | 2373      | 0.2524     |
| August 2018  | 582               | 2332      | 0.2500     |
| September 2018| 646               | 2407      | 0.2684     |
| October 2018 | 970               | 3448      | 0.2813     |
| November 2018| 1199              | 4532      | 0.2646     |
| December 2018| 1639              | 5334      | 0.3073     |
| January 2019 | 2323              | 8867      | 0.2620     |
| February 2019| 1521              | 6331      | 0.2402     |
Table 4: Results table for the best Positive Outcome Model. All values are averages across all of the temporal folds that the model was trained on.

| k   | Precision | Recall | Found Rate | NULL Count |
|-----|-----------|--------|------------|------------|
| 50  | 0.7978    | 0.02679| 0.5871     | 13         |
| 100 | 0.7757    | 0.04932| 0.5443     | 30         |
| 150 | 0.7487    | 0.0708 | 0.5162     | 47         |
| 200 | 0.7233    | 0.09118| 0.4968     | 63         |
| 300 | 0.7004    | 0.1283 | 0.4650     | 102        |
| 400 | 0.6760    | 0.1591 | 0.4343     | 145        |
| 500 | 0.6615    | 0.1867 | 0.4137     | 189        |
| 750 | 0.6404    | 0.2560 | 0.3807     | 305        |
| 1000| 0.6209    | 0.3193 | 0.3606     | 419        |
| 1500| 0.5833    | 0.4406 | 0.3325     | 643        |
| 2000| 0.5548    | 0.5550 | 0.3129     | 870        |
| 3000| 0.5423    | 0.6830 | 0.3031     | 1309       |
| 4000| 0.5683    | 0.6785 | 0.3030     | 1847       |
| 5000| 0.5785    | 0.6615 | 0.3063     | 2308       |
| 6000| 0.5816    | 0.6668 | 0.2911     | 2950       |
| 7000| 0.5660    | 0.7373 | 0.2757     | 3531       |

Table 5: Results table for the best Referral Model. All values are averages across all of the temporal folds that the model was trained on.

| k   | Precision | Recall |
|-----|-----------|--------|
| 50  | 0.9457    | 0.01474|
| 100 | 0.9450    | 0.02947|
| 250 | 0.9406    | 0.07357|
| 500 | 0.9386    | 0.1467 |
| 750 | 0.9381    | 0.2200 |
| 1000| 0.9348    | 0.2921 |
| 1500| 0.9204    | 0.4294 |
| 2500| 0.8688    | 0.6275 |
| 5000| 0.8115    | 0.6663 |
| 7500| 0.6975    | 0.7584 |
| 10000| 0.5664   | 0.8156 |

Figure 3 is an example of a type of plot used for evaluation in which scores from each of the chosen models are plotted against each other and points are coloured according to the true Positive Outcome labels. The black lines are representative of the baseline in that there are a number of points to the right of the vertical line equal to the real number of people found in that month / fold. Similarly, there are an equal number of points above the horizontal line to the real number of referrals made in that month / fold. It can be seen that the majority of NULL-labelled points fall into the Positive Outcome score range of 0.45 to 0.5, whilst a lot of the alerts with a positive label are found in the top right quadrant of the graph. Interestingly, there are a significant number of alerts (approximately 20%) within the bottom right quadrant that were not made into referrals per our Referral Model or the true label, but that our Positive Outcome Model suggests would have led to positive outcomes with reasonable certainty. One of the initial objectives of this work was to increase StreetLink’s efficiency so that they are able to process more referrals and potentially explore different types of referrals than they usually would; this quadrant would be a good place to start.

Further analysis by quadrant reveals that the top quadrants for Figure 3 and similar graphs for each fold contain alerts with higher word counts in the free text fields than the average. The top right quadrant tends to include alerts that fulfil the criteria initially outlined in the Overview of the Existing Manual Approach section, as well as more alerts that have an unknown gender and age label. This is a different property to alerts that are missing these labels, as it explicitly suggests that whoever made the alert could not determine the rough sleeper’s age or gender, possibly indicating that the person is sleeping and covered up. Moreover, there are a higher proportion of alerts corresponding to females in the bottom right quadrant than in any other, which further highlights the potential of this quadrant for exploration should Homeless Link have extra resources to spare in order to tackle the biases mentioned in the introduction. The chosen models all show promise in these areas and were otherwise minimal in the biases that they exhibit.

When comparing the two chosen models for each classification task, it can be seen that the Referral Model performs a lot better than the Positive Outcome Model at comparable k. This is likely due to the fact that the referral process underlying the labels for the former is much simpler than the distribution defining whether
Figure 4: The average precision, recall and found rate across all folds for the best examples of each classifier type. Points of seeming discontinuity arise due to the nature of our temporal nested cross validation; each fold and its corresponding test set spanning a month contains a different number of alerts.

an outcome of a referral will be positive or not. This is due to the complexity and number of factors that go into determining whether a person will be found when outreach is attempted.

Jaccard similarities were calculated for the label predictions made across different classifier types and configurations to assess whether different classifiers were better at predicting the outcomes of certain alerts. The results of this analysis were largely inconclusive with very few significant differences between lists of predictions; implying that some alerts are consistently more difficult to predict the outcomes of.

5.3 Feature Importance

One reason for the eventual model choices over the similarly performing AdaBoost classifiers is the ease with which their feature importances can be extracted. Figure 5 shows the log-scaled feature importance scores for each feature group. Both of the top two features could feasibly represent seasonal effects and extreme weather, which often results in increased levels of demand and subsequently more outreach. Intuitively, word counts in the free text descriptions are likely to be indicative of the overall usefulness of an alert.

Different feature groups were included and excluded in various combinations to investigate the importances and interactions between features across repeated experiments. It was deemed justifiable to include all of the created feature groups in the training of the final models as many of the groups help to expose and illustrate potential biases in the recommendation system as well as carrying fairly intuitive real world interpretations.

Figure 5: Log-Scaled Feature Group Importances from each fold for the chosen Random Forest models. Temporal Aggregates includes all of the features generated by counting positive outcomes, referrals and total number of alerts received in varying time windows; Spatial Aggregates is similar but with varying proximities; LDA Topics include location and activity topics extracted from free text; Manual Topics are ones defined manually as important key words to count; Platform includes the features that indicate whether the alert originated from the web, mobile app or via a phone call.
6 DISCUSSION

This paper introduces a novel approach to assist StreetLink in connecting rough sleepers with local service provider outreach teams. Our Positive Outcome model generates a list of prioritised alerts that can be used by StreetLink staff to accelerate the existing manual review process and potentially augment it through automation. We also find that weather is the most essential characteristic in identifying the outcome of an alert; weather has the potential to be used as part of a forecasting system to help assess the need for rough sleeper outreach in anticipation of extreme weather across the country.

The bi-model approach suggests that some of the alerts are currently unlikely to become a referral but have a high likelihood of having a positive outcome. These predictions are in conflict with the existing review process employed by StreetLink; we found that a majority of these alerts were not labelled as referrals in the manual review process. Part of the reason could be that some of these alerts were identified as duplicates; the existing system does not update the outcome of duplicated alerts. Furthermore, high quality alerts may not be sent as referrals during peak season due to an increased volume of alerts and associated resource constraints. Therefore, the manually assigned labels pose a significant challenge to the training and evaluation of our models due to the uncertainty present in a lot of the outcomes. The models will facilitate the collection of better data to begin filling these label gaps following deployment.

6.1 Ethical Considerations

The project was given a favourable opinion by the Alan Turing Institute’s Ethics Advisory group. Potential disclosure concerns were mitigated through the use of the aforementioned Tier 3 secure computational environment. Moreover, all reported results conform to the UK’s Office for National Statistics (ONS) disclosure risk mitigation guidance [8]. For example, aggregate values are not presented for any group smaller than 5 distinct individuals due to the risk of re-identification of specific individuals.

We find that a large number of alerts regarding female rough sleepers are also characterised by this trend of a low referral score but a high positive outcome score. This reinforces the initial discussion on the trend of female rough sleepers being less likely to be connected with services as a result of hiding away from the public due to safety concerns. This amongst the other biases between the quadrants of Figure 3 present opportunities for HL to examine whether they reach all demographics as equitably as possible.

Future work could focus on investigating whether rough sleepers within these demographics are willing to be contacted by outreach teams. If they also require help from local service providers, the existing process should be improved in order to reach people who do not feel safe to exist openly in public spaces. These biases in general pose ethical concerns about excluding certain groups of people from the current outreach support system.

Due to many of the alerts received by StreetLink containing information about the description and location of vulnerable people sleeping rough, ethical concerns were raised throughout the project and we discussed this issue as a team with Homeless Link and StreetLink volunteers. It is important to note that:

- All alerts and outcome information was created with the consent of the alert author and the local service provider in the StreetLink application.
- Individuals contacted by local service providers have the ability to refuse any service or action at any time.
- To protect the sensitive information in the dataset, all of the data was hosted in a Tier 3 secure environment by The Alan Turing Institute with access limited to approved individuals and in line with data privacy regulations [1].
- The primary goal of the partnership with HL was to positively impact the lives of rough sleepers in the UK by improving Homeless Link and StreetLink’s process connecting people sleeping rough with local service providers.
- Concerns such as inappropriate use of the proposed models for harassment or tracking purposes of individual rough sleepers was discussed and is considered a strict violation. As such, use of these models is restricted to StreetLink staff and a small team of approved researchers and maintainers.
- Concerns were also raised that the models may learn any unknown biases in the existing human-centered process. For this reason, bias metrics were evaluated for the various demographics present in the data.

6.2 Further Development

The Positive Outcome Model’s precision falls off beyond a \(k\) of 1000 to 2000. This shows a potential for improvement of this model by leveraging more complex NLP and spatio-temporal modelling approaches. Additionally, future work could pursue the issue of duplicates more explicitly by investigating whether unsupervised machine learning techniques can be used to cluster incoming alerts in spatial and temporal dimensions to give a better indication as to whether they might be duplicates with previous alerts: an issue which can only become increasingly critical as the use of StreetLink grows alongside public concern for the homeless.

Future work can also focus on engineering additional features from external data sources such as census and demographic data. As shown in our evaluation, the feature importances of weather related features ranked relatively high despite our limited integration of weather data into the pipeline. This data could be collected at a more granular level provided an appropriate data service was discovered.

More experimentation is required to fully iterate through our features and the algorithms that are available and appropriate for the task. Further tweaking may yield better results. For example, we could sacrifice explainability in the case of an XGBoost or similar model being experimented with in the name of achieving stronger results. From an applied standpoint, concerns about transparency in the model’s decision making would then lead to a requirement for further investigation over whether a black box model could feasibly replace the models chosen in this paper.

6.3 Deployment and Further Evaluation

Deployment of the project is already underway and is being carried out in a way that is conscious of Homeless Link’s technical and financial capacity. The work done so far has led to various collaborations and the provision of resources to support the project in the mid to long-term, especially in overcoming some of the difficulties...
in ensuring that the models can work in real-time and be retrained at reasonable intervals. Homeless Link’s status as a charitable organisation ensures eligibility for Microsoft’s NGO Programme and so all of the work is to be hosted in an Azure environment and set up so that it can survive with a minimal requirement for expertise and maintenance.

Following deployment, it is necessary to ensure that the system has a positive impact in practice. This will take the form of a series of randomised control trials and observational studies to assess the impact that the work has on StreetLink’s process over a year or more. These trials will be to test for significant changes in the positive outcome rate either directly, in terms of the alerts that are referred or not, and indirectly, by assessing whether the system shortens the time taken to make a decision and whether this has a positive impact on the outcomes of alerts following the assumption that the data will remain more relevant.

6.4 Reproducibility

The code, experiment definitions, and documentation are all available publicly at https://github.com/alan-turing-institute/DSSG19-HomelessLink-PUBLIC so that other organisations facing similar problems are able to use it as a starting point for similar projects. As previously stated, the data used by these models is sensitive in potentially identifying vulnerable individuals which means that trained models and the original historical data cannot be released. To try and mitigate the barrier this raises to furthering the research presented and to remain within the spirit of the conference, we have provided a synthetic dataset conforming to the shape and requirements of the code, as well as to the security and privacy-related requirements of Homeless Link. The broader problem of prioritisation and recommendation is common in social and outreach services, not just those tackling the issues of homelessness; we want other NGOs and government agencies to benefit from these findings through open sourcing this solution.

7 CONCLUSIONS

We present a valuable use case for machine learning in the area of social good via an approach to recommendation and risk classification comprised of two machine learning models. The Positive Outcome Model is for predicting whether an alert will result in a positive outcome within the next week, whilst the Referral Model is used for validation of the first and to ensure biases in the recommendations of the first are minimised or at least apparent. The model outperforms both of the defined baselines significantly and the current manual process at StreetLink by at least 15% when compared to StreetLink’s average person found rate for the past year. This translates to over 350 more rough sleepers being connected with per month during the busiest winter period. When smaller $k$ is considered, the performance improvement over the current manual process is significantly greater, suggesting that the top few received alerts could immediately be referred to alleviate some of Homeless Link’s resource constraints.

The Positive Outcome Model returns a ranked list of alerts allowing StreetLink staff to prioritise and augment their review process so as to more quickly and successfully deliver much needed aid to rough sleepers. Additionally, alerts sharing certain characteristics are shown to be currently underrepresented in the referrals made, but have predicted scores that suggest a positive outcome. Further work in trialling the solution will evaluate the impact of this prioritisation system on freeing up more resources and whether this exploration of currently underrepresented alerts leads to significant increases in the person found rate. Risk classification and prioritisation in this context allows organisations like Homeless Link to make better decisions on resource allocation, ensures StreetLink staff are dedicating their specialised training effectively, and maximises the overall positive impact that they can have on vulnerable people. The data-driven, evidential nature of our approach could also lead to positive policy change and longer-term impact.
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A EXPERIMENTAL DETAILS

The following supplementary material details what is required to reproduce our results as closely as possible. Note again that for legal and privacy reasons we can only release a privatised version of the dataset (scrubbed free text fields due to the possibility of personally identifiable information being present, and with anonymised outcomes) meaning results may vary. The experiments used in running the pipeline to generate our results are defined in YAML files that are also provided on the aforementioned public GitHub repository. The repository also includes a more in-depth description of running the pipeline and the requirements of a system to do so.

A.1 MODEL TRAINING

Grid searches of the following pairings of parameter spaces and Scikit-Learn implementations of algorithms were carried out:

- Random Forest, Extra Trees using the Gini Impurity criterion and setting the maximum number of features to be the square root of the total:
  - Number of Estimators: 100, 250, 500, 1000, 2500, 5000, 7500, 10000
  - Maximum Tree Depth: 1, 2, 3, 4, 5, 10 and None
- AdaBoost:
  - Number of Estimators: 100, 250, 500, 1000, 2500, 5000, 7500, 10000
  - Learning Rate: 0.01, 0.05, 0.1, 0.25, 0.5, 1.0
- Decision Trees:
  - Max Depth: 1, 2, 3, 4, 5, 6, 7, 8, 9 and None

A.2 Cross Validation Configuration

Month forward-chaining temporal cross validation was used in all of our final experiments with the following parameters:

- Data Start Point: 2017-12-01
- Data End Point: 2019-02-28
- Training Data Label Span: 1 Week
- Test Data Label Span: 1 Week
- Training Data Span: 2 Years
- Training Frequency: 1 Day
- Test Data Span: 1 Month
- Testing Frequency: 1 Day
- Model Update Frequency: 1 Month

A.3 FEATURES

All of the generated and extracted features were used in the final experiments in order to also get a full view of feature importance in our final models.