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Abstract
Answering a question of Conway and Guy (SIAM Rev. 11:78-82, 1969), Lángi (Bull. Lond. Math. Soc. 54: 501-516, 2022) proved the existence of a monostable polyhedron with $n$-fold rotational symmetry for any $n \geq 3$, and arbitrarily close to a Euclidean ball. In this paper we strengthen this result by characterizing the possible symmetry groups of all mono-monostatic smooth convex bodies and convex polyhedra. Our result also answers a stronger version of the question of Conway and Guy, asked in the above paper of Lángi.
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1 Introduction

1.1 Monostatic shapes

Not only was the general study of the relationship between geometric shape and the number of static balance points initiated by Archimedes [13], his design of ship hulls immediately highlighted the special role of monostatic shapes, i.e. bodies having just one stable or one unstable orientation of static equilibrium. In the context of objects resting over a horizontal hard surface in a uniform gravitational field, the most common monostable objects are weeble toys. They always roll to their single stable orientation, no matter how we release them. However, they achieve this property not exclusively by their geometry, rather, by an added bottom weight. If we do not admit such an added weight, i.e. if we require that the object should be homogeneous, then the determination of the shape becomes an intriguing geometrical question. This question becomes even more challenging if we require that the shape should be a convex polyhedron. This idea was re-visited in 1966 by Conway and Guy [1] who conjectured that there is no homogeneous tetrahedron which can stand in rest only on one of its faces when placed on a horizontal plane (i.e. homogeneous, monostable tetrahedra do not exist), but there is a homogeneous convex polyhedron with the same property (i.e. homogeneous, monostable polyhedra do exist). The full proof of the first conjecture was published by Dawson [3] who credited Conway with the idea. The second conjecture was resolved in [12] by an explicit monostable polyhedral construction with $D_2$-symmetry, which has been dubbed the Conway-Guy polyhedron. In the same paper Guy presented some problems regarding monostable polyhedra, stating that three of them are due to Conway. These three questions (which we list below) appear also in the problem collection of Croft, Falconer and Guy [2] as Problem B12, as well as in the collection of Klamkin [14]. Problem 1 and some other problems for monostable polyhedra appear in a 1968 collection of geometry problems of Shephard [17], who described these objects as "a remarkable class of convex polyhedra" whose properties "it would probably be very rewarding and interesting to make a study of".

**Problem 1** Can a monostable polyhedron in the Euclidean 3-space $\mathbb{R}^3$ have an n-fold axis of symmetry for $n > 2$?

Before the next problem, recall that the girth of a convex body in $\mathbb{R}^3$ is the minimum perimeter of an orthogonal projection of the body onto a plane [9].

**Problem 2** What is the smallest possible ratio of diameter to girth for a monostable polyhedron?

**Problem 3** What is the set of convex bodies uniformly approximable by monostable polyhedra, and does this contain the sphere?

The second-named author of the current paper answered in [15] the first two questions by showing Theorem 1, where $d_H(\cdot, \cdot)$ and $B^3$ denotes the Hausdorff distance of convex bodies, and the closed unit ball in $\mathbb{R}^3$ centered at the origin $o$, respectively.
Theorem 1 (Lángi, 2021) For any $n \geq 3$, $n \in \mathbb{Z}$ and $\varepsilon > 0$ there is a homogeneous monostable polyhedron $P$ such that $P$ has an $n$-fold rotational symmetry and $d_H(P, B^3) < \varepsilon$.

We remark that among all convex bodies in $\mathbb{R}^3$, the ratio of diameter to girth is minimal for the Euclidean ball (see, e.g. [15]), hence Theorem 1 implies that the answer to Problem 2 is $\frac{1}{\pi}$.

1.2 Mono-monostatic shapes

While the class of monostatic polyhedra already appears to have intriguing geometric properties, the study of an even more elusive class of convex bodies was initiated by Arnold [4] who conjectured that smooth, homogeneous, convex bodies with just two static balance points (one stable, one unstable) may exist. In two dimensions, stable and unstable equilibria occur in pairs, so monostability implies the mono-monostatic property and it is relatively easy to prove that among homogeneous two-dimensional discs no such objects exist [8]. Mono-monostatic objects are, in some respects, rather simple: for example, the gradient flow, induced by the scalar distance measured from the center of mass, has just one sink and one source. In this sense, Arnold’s conjecture expressed the fact that three-dimensional bodies may be simpler than two-dimensional ones. His conjecture was proven in [18] where this class of bodies was dubbed mono-monostatic and an explicit construction with $D_2$-symmetry was presented. On the other hand, the general symmetry properties of smooth mono-monostatic shapes have not been explored. Little is known about the polyhedral case either. In [15], the author asked the following question, as a stronger version of Problem 1.

Question 1 (Lángi, 2021) What are the positive integers $n \geq 2$ such that there is a mono-monostatic convex polyhedron with an $n$-fold axis of symmetry?

In this paper we answer a more general question which goes beyond Question 1 and also encompasses the smooth case: our aim is to characterize all the possible symmetry groups of mono-monostatic bodies, both smooth and polyhedral.

1.3 Basic concepts

Before formally stating our main result, we recall some basic concepts from the theory of equilibrium points.

Let $K \subset \mathbb{R}^3$ be a smooth convex body, i.e. having $C^1$-class boundary, and let the center of mass of $K$ be $p$ (assuming that $K$ has uniform density). Let $\delta_K : \text{bd}(K) \to \mathbb{R}$ be the Euclidean distance function measured from the point $p$, where $\text{bd}(K)$ denotes the boundary of $K$, i.e. let $\delta_K(q) = \|q - p\|$ for any $q \in \text{bd}(K)$, where $\|\cdot\|$ denotes the Euclidean norm. The critical points of $\delta_K$ are called equilibrium points of $K$. To avoid degeneracy, it is usually assumed that $\delta_K$ is a Morse function; i.e. it has finitely many critical points, $\text{bd}(K)$ is twice continuously differentiable at least in a neighborhood of each critical point, and at each such point the Hessian of $\delta_K$ is nondegenerate. Depending on the number of negative eigenvalues of the Hessian, we distinguish
between stable, unstable and saddle-type equilibrium points, corresponding to the local minima, maxima and saddle points of \( \delta_K \), respectively. The Poincaré-Hopf Theorem implies that under these conditions, the numbers \( S, \ U \) and \( H \) of the stable, unstable and saddle points of \( K \), respectively, satisfy the equation \( S - H + U = 2 \). For any \( S, \ U \geq 1 \) we define the set \( (S, U)_c \) as the family of smooth convex bodies \( K \) having \( S \) stable and \( U \) unstable equilibrium points, where \( K \) has no degenerate equilibrium point, and at each such point \( \text{bd}(K) \) has a positive Gaussian curvature.

We define the class \( (S, U)_p \) analogously for convex polyhedra. More specifically, let \( P \) be a convex polyhedron in \( \mathbb{R}^3 \) with \( p \) as its center of mass (assuming that \( P \) has uniform density). A point \( q \in \text{bd}(P) \) is called an equilibrium point of \( P \) if the plane through \( q \) with normal vector \( q - p \) supports \( P \). Note that in this case there is a unique vertex, edge or face of \( P \) that contains \( q \) in its relative interior, where by the relative interior of a vertex we mean the vertex itself. Let \( F \) denote this vertex, edge or face, and let \( H \) be the supporting plane of \( P \) through \( q \) that is perpendicular to \( q - p \). Observe that \( F \subset P \cap H \). We say that \( q \) is nondegenerate if \( F = P \cap H \), and \( P \) is nondegenerate if all its equilibrium points are nondegenerate. A nondegenerate equilibrium point \( q \) is called a stable, saddle-type or unstable point of \( P \) if the dimension of \( F \) is 2, 1 or 0, respectively [6]. Again, we may apply the Poincaré-Hopf Theorem and obtain that if \( P \) is nondegenerate, then the numbers \( S, \ U \) and \( H \) of the stable, unstable and saddle points of \( K \), respectively, satisfy the equation \( S - H + U = 2 \). Thus, for any \( S, \ U \geq 1 \), we define the class \( (S, U)_p \) as the family of nondegenerate convex polyhedra with \( S \) stable and \( U \) unstable points (see also [6] or [15]). We remark that by [18] and [15], the classes \( (1, 1)_c \) and \( (1, 1)_p \) are not empty.

For \( x \in \{c, p\} \), elements of the classes \( (1, U)_x \) and \( (S, 1)_x \), where \( S, \ U \geq 1 \), are called monostable and mono-unstable, respectively. A body which is both monostable and mono-unstable is called mono-monostatic. Finally, we call a convex body \( K \subset \mathbb{R}^3 \) centered if its center of mass is the origin \( o \).

### 1.4 Main result

Using the concepts of Subsect. 1.3, we formulate our main result about the possible symmetry groups of mono-monostatic bodies as

**Theorem 2** Let \( \mathcal{F} = (1, 1)_c \) or \( \mathcal{F} = (1, 1)_p \). Then

(i) the symmetry group of any element of \( \mathcal{F} \) is a discrete 2-dimensional point group and

(ii) for any discrete 2-dimensional point group \( G \) and any \( \varepsilon > 0 \), there is an element \( K \in \mathcal{F} \) whose symmetry group is \( G \) and which satisfies \( d_H(K, B^3) < \varepsilon \).

**Remark 1** We remark that any discrete 2-dimensional point group is either a dihedral group \( D_n \) for some \( n \geq 1 \), or a rotation group \( C_n \) for some \( n \geq 1 \); here the latter group is isomorphic to the \( n \)-element cyclic group \( \mathbb{Z}_n \) (see e.g. [11]).

The proof of Theorem 2 has two parts. In the first part, contained in Sect. 2, we show that for any \( \varepsilon > 0 \) and \( n \geq 2 \), the family \( (1, 1)_c \) contains an element \( K \) with symmetry group \( D_n \) and satisfying \( d_H(K, B^3) < \varepsilon \). In the second part we show how the existence of such a body implies Theorem 2.
Fig. 1 Basic steps of the construction for \( n = 4 \). A: a sphere is degenerate. B: a shifted sphere is non-degenerate but non-centered. C: the object becomes centered by adding materials in regions around points \( A_1, A_2, A_3, A_4 \) on the southern hemisphere (only two of these points are visible in the figure) and by removing material in the neighborhood of points \( R_1, R_2, R_3, R_4 \) on the northern hemisphere.

2 The construction of a smooth mono-monostatic convex body with \( D_n \) symmetry

In this section we fix \( n \geq 2 \). Our construction roughly follows the construction in [18] with suitable modifications to obtain a mono-monostatic convex body with \( D_n \) as its symmetry group, and belonging to class \( C_2^\pm \), i.e. having \( C^2 \)-class boundary and positive Gaussian curvature at every boundary point (cf. e.g. [16]).

The core idea behind our construction is illustrated by the following steps. As first step, we consider a sphere of radius \( R \) with homogeneous mass density as well as a spherical coordinate system \((r, \theta, \phi)\) with its origin \( O \) at the center of the sphere (Fig. 1A). This object is degenerate because the distance function of the sphere is constant \( \delta_{\text{sphere}}(\theta, \phi) = R \). Next, we shift the entire boundary of the sphere towards the North Pole of the coordinate system by \( 0 < t < R \) (Fig. 1B). The perturbed object is no more centered, because the center of mass is not in the origin. The distance function with respect to \( O \) becomes \( \delta_{\text{shifted}}(\theta, \phi) = t \cos \theta + (R^2 - t^2 \sin^2 \theta)^{1/2} \), which is non-degenerate, with one single maximum point at the North Pole (\( \theta = 0 \)) and one single minimum point at the South Pole (\( \theta = \pi \)). If the object was centered, such a distance function would imply the mono-monostatic property. As third step we push back the center of mass of the object to the origin by adding some more material to the southern hemisphere and by removing material from the northern hemisphere. The addition and removal of material are centered around \( n \) points of the sphere, which results in an object with \( D_n \) symmetry (Fig. 1C). At the same time, the spatial distribution of material addition and removal of material ensure that neither new critical points of the distance function not concave parts are created. The curve separating regions of the sphere subject to material addition and those subject to removal resembles the curve on the surface of a tennis ball (Fig. 1C).

Technically, the construction process consists of the following steps. First, we define a two-parameter family \( F_n \) of star-shaped bodies \( K_n(c, d) \) such that for any choice of the parameters

(A) the symmetry group of \( K_n(c, d) \) is \( D_n \);
(B) \( K_n(c, d) \) has \( C^2 \)-class boundary;
(C) \( K_n(c, d) \) has exactly one stable and one unstable point with respect to \( o \).

In the next part of the construction, we show that for any \( \varepsilon > 0 \), there is a suitable choice of the parameters \( c, d \) such that
(D) $K_n(c, d)$ has positive Gaussian curvature at every boundary point, implying also that it is convex;

(E) the center of mass of $K_n(c, d)$ is $o$;

(F) $d_H(K_n(c, d), B^3) < \varepsilon$.

We note that a convex body satisfying the properties (A–F) also satisfies the conditions in (ii) of Theorem 2 in the case $\mathcal{F} = (1, 1)_c$ and $G = D_n$.

We describe the construction of the family $\mathcal{F}_n$ in Subsect. 2.1. Then we prove that the properties (A–C) are satisfied for all members of this family in Subsect. 2.2. In Subsect. 2.3 we show that a suitable member of this family also satisfies the properties (D–F).

2.1 Construction of $\mathcal{F}_n$

Let us define the function $F_c : [0, 1] \to \mathbb{R}$,
\[
F_c(x) = \frac{cx^2 + (1 - c)(1 - x)^2}{cx + (1 - c)(1 - x)^2} \cdot \frac{cx}{c + x},
\tag{1}
\]
where $0 < c \leq 1$ (see Fig. 2).

In the next lemma, we collect some properties of $F_c$.

Lemma 1 For any $c \in (0, 1)$,

(a) $F_c$ is smooth.

(b) $F_c$ is strictly increasing on its domain.

(c) $F_c(0) = 0$ and $F_c(1) = 1$.

(d) $(F_c)'_+(0) = (F_c)'_-(1) = 1$.

Furthermore,

(e) $F_1(x) = x$ for all $x \in [0, 1]$.

(f) $\lim_{c \to 0+0} F_c(x) = 0$ for all $x \in [0, 1]$.

Proof To show (a), it is sufficient to show that the denominator of the fraction in (1) is not zero. But this fact follows from the observation that the denominator is
clearly nonnegative for any \( x, c \in [0, 1] \), and it is zero if and only if \( xc = 0 \) and \((1 - x)(1 - c) = 0\) are satisfied simultaneously. The solution for this system of equations is \( x = 0 \) and \( c = 1 \), or \( x = 1 \) and \( c = 0 \), neither of which satisfies the conditions in the lemma.

To prove (b), we show that \( F_c'(x) > 0 \) for any \( x \in (0, 1) \) and \( c \in (0, 1) \), and remark that for \( c = 1 \) (b) follows from (e) in a straightforward way. Note that \( F_c(x) \) can be recast as a weighted average of two functions

\[
F_c(x) = w(x)F_1(x) + (1 - w(x))F_2(x)
\]

with \( F_1(x) = x, \ F_2 = (c^{-1} + x^{-1})^{-1}, \) and

\[
w(x) = \left(1 + \frac{(1-c)(1-x^2)}{cx}\right)^{-1}.
\]

Then, we have

\[
F_c'(x) = w(x)F_1'(x) + (1 - w(x))F_2'(x) + w'(x)(F_1(x) - F_2(x))
\]

It is straightforward to show that the terms \( w(x), 1 - w(x), F_1'(x), F_2'(x), F_1(x) - F_2(x) \) are positive, which proves (b).

The statements in (c), (d), (e) and (f) can be obtained by substituting into \( F_c \) and its derivative, and in case of (f), also by using the continuity of elementary functions. □

We remark that by Lemma 1, the range of \( F_c \) is \([0, 1]\) for all \( c \in (0, 1) \).

In the next step, we define \( f_c : \left[-\frac{\pi}{2}, +\frac{\pi}{2}\right] \rightarrow \left[-\frac{\pi}{2}, +\frac{\pi}{2}\right] \) by

\[
f_c(\theta) = \pi F_c \left(\frac{\theta}{\pi} + \frac{1}{2}\right) - \frac{\pi}{2}.
\]

Note that for any \( 0 < c < 1 \), \( f_c \) is a linear image of \( F_c \).

Now, set \( g_c(\theta) = -f_c(-\theta) \). Clearly, the domain and the range of \( g_c \) is \([-\frac{\pi}{2}, \frac{\pi}{2}]\).

In Remark 2 we summarize the elementary properties of \( f_c \) and \( g_c \).

**Remark 2** For any \( 0 < c \leq 1 \), we have \( f_c \left(\frac{\pi}{2}\right) = g_c \left(\frac{\pi}{2}\right) = \pi/2 \), \( f_c \left(-\frac{\pi}{2}\right) = g_c \left(-\frac{\pi}{2}\right) = -\pi/2 \), \( (f_c)'_\mp \left(\pm \frac{\pi}{2}\right) = (g_c)'_\mp \left(\pm \frac{\pi}{2}\right) = 1 \), \( (f_c)'_\pm \left(\frac{\pi}{2}\right) = \frac{-2(1-c)}{\pi c(1+c)} \), \( (g_c)'_\pm \left(\frac{\pi}{2}\right) = \frac{2}{\pi c} \), \( (f_c)''_\mp \left(\frac{\pi}{2}\right) = \frac{2}{\pi^2 c} \), \( (g_c)''_\pm \left(\frac{\pi}{2}\right) = \frac{-2(1-c)}{\pi^2 c(1+c)} \).

For any \( 0 < c \leq 1, 0 \leq \theta \leq 2\pi \) and \( \varphi \in \mathbb{R} \), we set

\[
a_c(\theta, \varphi) = \frac{\cos^2 \frac{n\varphi}{2} \cos^2 f_c(\theta)}{\cos^2 \frac{n\varphi}{2} \cos^2 f_c(\theta) + \sin^2 \frac{n\varphi}{2} \cos^2 g_c(\theta)},
\]

as illustrated by Fig. 3. Note that if \( \cos \frac{n\varphi}{2} \neq 0 \) (i.e. if \( \varphi \) is not an integer multiple of \( \frac{2\pi}{n} \)), then \( a_c(\theta, \varphi) = \frac{1}{1 + \tan^2 \frac{n\varphi}{2} \frac{\cos^2 g_c(\theta)}{\cos^2 f_c(\theta)}} \).
Using polar coordinates on the unit sphere $S^2$, we define the function $\rho_c: S^2 \to \mathbb{R}$ by

$$\rho_c(u) = a_c(\theta, \varphi) \sin f_c(\theta) + (1 - a_c(\theta, \varphi)) \sin g_c(\theta),$$

for any $u = (\cos \theta \cos \varphi, \cos \theta \sin \varphi, \sin \theta) \in S^2$ (see Figs. 4 and 5) and set

$$R_{c,d}(u) = 1 + d \rho_c(u).$$

Observe that by Remark 2, both $\rho_c$ and $R_{c,d}$ are well-defined at the two poles, with parameters $\theta = \pm \frac{\pi}{2}$.

Finally, we define the star-shaped set $K_n(c, d)$ (see Fig. 6) as

$$K_n(c, d) = \left\{ \lambda u : u \in S^2, 0 \leq \lambda \leq R_{c,d}(u) \right\},$$

and note that by definition, for any value of the parameters we have $0 \leq a_c(\theta, \varphi) \leq 1$, and thus, $\rho_c(u)$ is a convex combination of $f_c(\theta)$ and $g_c(\theta).$ This, by Lemma 1, implies that $-1 \leq \rho_c(u) \leq 1$ and $1 - d \leq R_{c,d}(u) \leq 1 + d$. Thus, $K_n(c, d)$ exists for all $0 \leq d < 1$.

### 2.2 Proof of properties (A–C)

In this subsection we prove that the properties described in (A–C) are satisfied for $K_n(c, d)$ for all $0 < d < 1$ and $0 < c \leq 1$.

First, observe that by its definition, the symmetry group of $K_n(c, d)$ is the group $D_n$, and thus, (A) is satisfied. To show (B), first we state Lemma 2, which plays a crucial role in the proof of (B). The proof of this lemma requires a tedious calculation and elementary calculus, which we present in the Appendix at the end of the paper.
Fig. 4 Diagram of $\rho_c(\theta, \varphi)$ versus $\theta$ for $c = 1, 0.1, 10^{-6}$.
Note that $\rho_c(\theta, 0) = f_c(\theta)$ and $\rho_c(\theta, \pi/n) = g_c(\theta)$

Lemma 2 Let $\theta_0 \in \left\{ \frac{\pi}{2} - 0, \frac{\pi}{2} + 0 \right\}$. Then, as $\theta \to \theta_0$, we have

$$\left(\frac{\rho_c}'\right)_{\theta \theta} \to 1, \text{ and } \left(\frac{\rho_c}'\right)_{\varphi \varphi} \cos^2 \theta, \frac{\rho_c}''}{\cos \theta}, \frac{\rho_c}''}{\cos^2 \theta} \to 0.$$

Furthermore,

$$\lim_{\theta \to \frac{\pi}{2} - 0} \left(\rho_c''\right)_{\theta \theta} = -\lim_{\theta \to \frac{\pi}{2} + 0} \left(\rho_c''\right)_{\theta \theta} = -1.$$

Now we can prove property (B) via the following statement:
Fig. 5 Contour plot of $\rho_0(\theta, \varphi)$ for $n = 3$ and $c = 1$ (top) or $c = 0.1$ (bottom). In the first case, $\rho_0$ has the same sign as $\theta$, which yields $H(1, d) > 0$ in Eq. (10) below. In the second case, note large areas with positive values of $\rho_0$ for $\theta < 0$ as well as areas with negative values for $\theta > 0$. These values explain $H(c, d) < 0$ for sufficiently small values of $c$ and $d$. 
Lemma 3  For any $0 < c < 1$ and $0 < d < 1$, the function $R_{c,d} : S^2 \rightarrow \mathbb{R}$ is $C^2$-class differentiable.

Proof  Clearly, by (5), it is sufficient to prove that the function $\rho_c : S^2 \rightarrow \mathbb{R}$ is $C^2$-class differentiable. Furthermore, since the function $\rho_c$ is defined by smooth functions of the polar coordinates $\theta$ and $\varphi$ in (4), we need to prove its differentiability properties at the two poles $u_N = (0, 0, 1), u_S = (0, 0, -1) \in S^2$, associated to the parameter values $\theta = \frac{\pi}{2}$ and $\theta = -\frac{\pi}{2}$ of the polar coordinate system, respectively. We do it only for the North Pole $u_N$, as the proof in the other case is analogous.

Let $U$ be a neighborhood of $u_N$ contained in the open hemisphere defined by the inequality $\theta > 0$ (i.e. the northern hemisphere), and let $\pi_{xy} : U \rightarrow H_{xy}$ denote the orthogonal projection onto the $(x, y)$-plane $H_{xy}$. Then $\pi_{xy}$ is a bijection between $U$ and $\tilde{V} = \pi_{xy}(U)$, and for any $u \in U$ with $u = (\cos \theta \cos \varphi, \cos \theta \sin \varphi, \sin \theta)$, the image of $u$ is

$$\pi_{xy}(u) = (\cos \theta \cos \varphi, \cos \theta \sin \varphi, 0).$$

For simplicity, we identify the $(x, y)$-plane $H_{xy}$ by $\mathbb{R}^2$, and ignore the $z$-coordinate of the above point. Let $h : \mathbb{R}^2 \rightarrow \mathbb{R}^2$ be defined by $h(\theta, \varphi) = (\cos \theta \cos \varphi, \cos \theta \sin \varphi)$, and note that the Jacobian of $h$ is

$$J_h(\theta, \varphi) = \begin{bmatrix} -\sin \theta \cos \varphi & -\sin \theta \sin \varphi \\ -\cos \theta \sin \varphi & \cos \theta \cos \varphi \end{bmatrix},$$
which is invertible if $\theta \neq \frac{k\pi}{2}$ for some $k \in \mathbb{Z}$, and in this case its inverse is

$$J_h^{-1}(\theta, \varphi) = \begin{bmatrix} -\cos \varphi & -\sin \varphi \\ \sin \theta & \cos \theta \\ -\sin \varphi & -\cos \varphi \end{bmatrix}$$

(6)

Thus, if we reparameterize $U$ with the $(x, y)$-coordinates of the points in $\pi_{xy}(U)$, then, by the chain rule, for any $u \in U \setminus \{u_N\}$ with $u(\cos \theta \cos \varphi, \cos \theta \sin \varphi, \sin \theta)$, the partial derivatives of $\rho_c$, as functions of $\theta$ and $\varphi$, can be computed by

$$\begin{bmatrix} (\rho_c)_x'(u) \\ (\rho_c)_y'(u) \end{bmatrix} = J_h^{-1}(\theta, \varphi) \begin{bmatrix} (\rho_c)_\theta'(u) \\ (\rho_c)_\varphi'(u) \end{bmatrix}.$$ (7)

To prove the $C^1$-class differentiability of $\rho_c$ at $u_N$, we show that as $u \to u_N$, we have $(\rho_c)_x'(u), (\rho_c)_y'(u) \to 0$. Indeed, from (7), we have

$$\begin{aligned} (\rho_c)_x'(u) &= -\frac{\cos \varphi}{\sin \theta} (\rho_c)_\theta'(u) - \frac{\sin \varphi}{\cos \theta} (\rho_c)_\varphi'(u), \\
\end{aligned}$$

(8)

and the limit $\lim_{\theta \to \frac{\pi}{2} - 0} (\rho_c)_x'(u) = 0$ follows from Lemma 2; the fact that $(\rho_c)_y'(u) \to 0$ as $u \to u_N$ follows similarly. On the other hand, by the definition of one-sided partial derivatives, we have

$$((\rho_c)_x')_+(u_N) = \lim_{\theta \to \frac{\pi}{2} - 0} \frac{\rho_c(u) - 1}{\cos \theta} = 0$$

by Lemma 2, where $u = (\cos \theta, 0, \sin \theta)$, and we may obtain similarly that

$$((\rho_c)_x')_-(u_N) = ((\rho_c)_y')_+(u_N) = ((\rho_c)_y')_-(u_N) = 0.$$ (9)

This yields that $\rho_c$ is $C^1$-class differentiable at $u_N$.

To examine the second partial derivatives of $h$, we can apply the same idea using the partial derivatives $(\rho_c)_x'$ and $(\rho_c)_y'$ playing the role of $\rho_c$. In particular, for any $u \in U \setminus \{u_N\}$ with $u = (\cos \theta \cos \varphi, \cos \theta \sin \varphi, \sin \theta)$, we have

$$\begin{bmatrix} (\rho_c)''_{xx}(u) \\ (\rho_c)''_{xy}(u) \end{bmatrix} = J_h^{-1}(\theta, \varphi) \begin{bmatrix} (\rho_c)''_{x\theta}(u) \\ (\rho_c)''_{x\varphi}(u) \end{bmatrix},$$

where $(\rho_c)''_{x\theta}(u)$ and $(\rho_c)''_{x\varphi}(u)$ can be computed, as functions of $\theta$ and $\varphi$, by differentiating the right-hand side of (8). From this, we obtain that

$$\begin{aligned} (\rho_c)''_{xx}(u) &= \left(-\frac{\cos^2 \varphi \cos \theta}{\sin^2 \theta} - \frac{\sin^2 \varphi}{\sin \theta \cos \theta}\right) (\rho_c)_\theta'(u) + \frac{2 \cos \varphi \sin \varphi}{\cos^2 \theta} (\rho_c)_\varphi'(u) \\
&\quad + \frac{\cos^2 \varphi}{\sin^2 \theta} (\rho_c)''_{\theta\theta}(u) + \frac{2 \cos \varphi \sin \varphi}{\sin \theta \cos \theta} (\rho_c)''_{\theta\varphi}(u) + \frac{\sin^2 \varphi}{\sin^2 \theta} (\rho_c)''_{\varphi\varphi}(u). \\
\end{aligned}$$

\(\square\) Springer
Using this formula, Lemma 2 yields that \( \lim_{u \to u_N} (\rho_c)^{''}_{xx}(u) = -1 \). On the other hand, using the definition of partial derivatives and the fact that \((\rho_c)^{'}_x = 0\), if \( u = (\cos \theta, 0, \sin \theta) \), then Lemma 2 implies that

\[
(((\rho_c)^{'}_x)^{'}_x)_{u_N} = \lim_{\theta \to \frac{\pi}{2}} \frac{(\rho_c)^{'}_x(u)}{\cos \theta} = -1,
\]

and \(((\rho_c)^{'}_x)^{'}_x(u_N) = -1\) follows similarly. This yields that \((\rho_c)^{''}_{xx}\) exists and is continuous at \( u_N \). To prove the same for the functions \((\rho_c)^{''}_{xy}\) and \((\rho_c)^{''}_{yy}\), we may apply a similar consideration, and obtain, in particular, that \((\rho_c)^{''}_{xy}(u_N) = 0\) and \((\rho_c)^{''}_{yy}(u_N) = -1\). \(\square\)

**Remark 3** Our computation also shows that the surface defined in polar form by \( R_{c,d} : S^2 \to \mathbb{R} \) has umbilic points at the two poles, and the principal curvatures at \( u_N \) and \( u_S \) are equal to \( \frac{1+2d}{\sqrt{1+d}} \) and \( \frac{1-2d}{\sqrt{1-d}} \), respectively.

Finally, we prove (C) in Lemma 4.

**Lemma 4** For any \( 0 < c, d < 1 \), the only equilibrium points of \( K_n(c, d) \) with respect to \( o \) are \( R_{c,d}(u_N)u_N \) and \( R_{c,d}(u_S)u_S \).

**Proof** Note that by the symmetry of \( K_n(c, d) \) (and also by the computations in the proof of Lemma 3), the points \( R_{c,d}(u_N)u_N \) and \( R_{c,d}(u_S)u_S \) are equilibrium points with respect to \( o \). To show that no other point satisfies this property it is sufficient to show that if \(-\frac{\pi}{2} < \theta < \frac{\pi}{2}\) and \( u = (\cos \theta \cos \varphi, \cos \theta \sin \varphi, \sin \theta) \), then \((\rho_c)^{'}_o(u) \neq 0\) or \((\rho_c)^{'}_o(u) \neq 0\).

First, we investigate \((\rho_c)^{'}_o(u)\). Since \( \rho_c(u) = a_c(\theta, \varphi)(\sin f_c - \sin g) + \sin g_c \), we have \((\rho_c)^{'}_o(u) = (a_c)^{'}_o(\theta, \varphi)(\sin f_c - \sin g)\). On the other hand,

\[
(a_c)^{'}_o(\theta, \varphi) = \frac{-n \sin \frac{n \varphi}{2} \cos \frac{n \varphi}{2} \cos^2 f_c \cos^2 g_c}{(\cos^2 \frac{n \varphi}{2} \cos^2 f_c + \sin^2 \frac{n \varphi}{2} \cos^2 g) \frac{n \varphi}{2}^2},
\]

which is zero only if \( \sin \frac{n \varphi}{2} \cos \frac{n \varphi}{2} = \frac{1}{2} \sin(n \varphi) = 0 \), implying that \( \varphi \) is an integer multiple of \( \frac{\pi}{n} \).

Assume that \( \varphi \) is an integer multiple of \( \frac{\pi}{n} \). This yields that \( \rho_c(u) = \sin f_c(u) \) or \( \rho_c(u) = \sin g_c(u) \). On the other hand, since \( x \mapsto \sin x, f_c \) and \( g_c \) are strictly increasing on \( \left[-\frac{\pi}{2}, \frac{\pi}{2}\right] \) (cf. Lemma 1 and the definition of \( f_c \) in (2)), in this case \((\rho_c)^{'}_o(u) < 0\) follows. \(\square\)

### 2.3 Proving properties (D–F) for a suitable element of \( \mathcal{F}_n \)

In this subsection we show that the properties in (D–F) are satisfied (simultaneously) for some star-shaped body \( K_n(c, d) \) with a suitable choice of \( c \) and \( d \). For this purpose, we set some arbitrary positive constant \( \varepsilon > 0 \), and observe that the definition of \( \rho_c \) implies that \( \max(\rho_c(u) : u \in S^2) = 1 \), and hence, if \( 0 < d < \varepsilon \), then \((1-d)B^3 \subseteq K_n(c, d) \subseteq (1+d)B^3 \) and \( d_H(K_n(c, d), B^3) < \varepsilon \).

First, in Lemma 5 we examine (E).

\(\square\) Springer
Lemma 5 There exist constants $0 < c_1 < c_2 < 1$, $0 < d_0 < 1$ and a function $F : (0, d_0) \rightarrow [c_1, c_2]$ such that for any $d \in (0, d_0)$ the center of mass of $K_n(F(d), d)$ is $o$.

Proof We start the proof with the observation that as the symmetry group of $K_n(c, d)$ is $D_n$ for some $n \geq 2$, the center of mass of $K$ lies on the $z$-axis. Thus, the center of mass of $K_n(c, d)$ is $o$ if and only if the first moment of $K_n(c, d)$ with respect to the $(x, y)$-plane is 0.

Changing to spherical coordinates, the first moment of $K_n(c, d)$ with respect to the $(x, y)$-plane can be computed as

$$M_{xy}(K_n(c, d)) = \int_{v \in K_n(c, d)} z \, dv = \int_{-\pi/2}^{\pi/2} \int_{0}^{2\pi} \frac{(1 + d \rho_c(\theta, \varphi))^4}{4} \cos \theta \sin \theta \, d\varphi \, d\theta$$

(9)

Expanding the integrand, we obtain that the above moment is $M_{xy}(K_n(c, d)) = dH(c, d)$, where

$$H(c, d) = \int_{-\pi/2}^{\pi/2} \int_{0}^{2\pi} \left( \rho_c(\theta, \varphi) + \frac{3}{2} d \rho_c^2(\theta, \varphi) + d^2 \rho_c^3(\theta, \varphi) + \frac{d^3}{4} \rho_c^4(\theta, \varphi) \right) \sin \theta \cos \theta \, d\varphi \, d\theta.$$ 

(10)

Here, since the integrand is continuous on the domain for every $0 < c \leq 1$ and $0 \leq d \leq 1$, $H(c, d)$ is also continuous in this region.

Recall that $f_1(\theta) = g_1(\theta) = \theta$ by Lemma 1 and Equation (2). Thus, $\rho_1(\theta, \varphi) = \sin \theta$, and for $c = 1$ we have

$$H(1, d) = 2\pi \int_{-\pi/2}^{\pi/2} \left( \sin^2 \theta + \frac{3}{2} d \sin^3 \theta + d^2 \sin^4 \theta + \frac{d^3}{4} \sin^5 \theta \right) \cos \theta \, d\theta$$

$$= 2\pi \int_{-1}^{1} x^2 + \frac{3}{2} dx^3 + d^2 x^4 + \frac{1}{4} d^3 x^5 \, dx = \frac{4\pi}{5} d^2 + \frac{4\pi}{3},$$

which is strictly positive if $0 \leq d \leq 1$ (see Fig. 5). Thus, by compactness, there is a value $0 < c_2 < 1$, arbitrarily close to 1, such that $M_{xy}(K_n(c_2, d)) > 0$ for all $d \in (0, 1]$.

Next, we examine the case $d = 0$, and we show that if $c > 0$ is sufficiently small, then $H(c, 0) < 0$ (see also Fig. 5). Note that we have

$$H(c, 0) = \int_{-\pi/2}^{\pi/2} \int_{0}^{2\pi} \rho_c(\theta, \varphi) \cos \theta \sin \theta \, d\varphi \, d\theta.$$
For any $-\frac{\pi}{2} < \theta < \frac{\pi}{2}$, an elementary computation, using the well-known limit $\lim_{x \to 0} \frac{\sin x}{x} = 1$ and (3), yields that if $\varphi \neq \frac{(1+2k)\pi}{n}$ for some $k \in \mathbb{Z}$, then
\[
\lim_{c \to 0^+} a_c(\theta, \varphi) = \lim_{c \to 0^+} \frac{1}{1 + \tan^2 \frac{n\varphi}{2} \cos^2 (f_c(\theta))}
= \frac{\left( \frac{\pi}{2} + \theta \right)^4 \cos^2 \frac{n\varphi}{2} \cos \left( \frac{\pi}{2} - \theta \right)^4 \sin^2 \frac{n\varphi}{2}}{\left( \frac{\pi}{2} + \theta \right)^4 \cos^2 \frac{n\varphi}{2} + \left( \frac{\pi}{2} - \theta \right)^4 \sin^2 \frac{n\varphi}{2}},
\]
and a similar computation for $\lim_{c \to 0^+} (1 - a_c(\theta, \varphi))$ yields the same limit if $\varphi \neq \frac{2k\pi}{n}$ for some $k \in \mathbb{Z}$. Thus, we have
\[
\lim_{c \to 0^+} a_c(\theta, \varphi) = \frac{\left( \frac{\pi}{2} + \theta \right)^4 \cos^2 \frac{n\varphi}{2} \cos \left( \frac{\pi}{2} - \theta \right)^4 \sin^2 \frac{n\varphi}{2}}{\left( \frac{\pi}{2} + \theta \right)^4 \cos^2 \frac{n\varphi}{2} + \left( \frac{\pi}{2} - \theta \right)^4 \sin^2 \frac{n\varphi}{2}},
\]
for any $-\frac{\pi}{2} < \theta < \frac{\pi}{2}$. This implies that $\lim_{c \to 0^+} r(\varphi, \theta, c) = (1 - 2 \lim_{c \to 0^+} a(\varphi, \theta, c)) = \left( \frac{\pi}{2} - \theta \right)^4 \sin^2 \frac{n\varphi}{2} - \left( \frac{\pi}{2} + \theta \right)^4 \cos^2 \frac{n\varphi}{2}$ for any $-\frac{\pi}{2} < \theta < \frac{\pi}{2}$. We define this quantity as $\rho_0(\theta, \varphi)$. Note that $|\rho_c(\theta, \varphi)| \leq 1$ for all values $0 < c \leq 1$, $0 \leq \varphi \leq 2\pi$, $-\frac{\pi}{2} < \theta < \frac{\pi}{2}$, and the constant function $(\theta, \varphi) \mapsto 1$ is integrable on $[0, 2\pi] \times \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]$. Thus, by Lebesgue’s dominated convergence theorem [10], we have
\[
\lim_{c \to 0^+} H(c, 0) = \int_{-\pi/2}^{\pi/2} \int_0^{2\pi} \rho_0(\theta, \varphi) \cos \theta \sin \theta d\varphi d\theta = -2.3168 \ldots,
\]
which is negative. This yields that there are some values $0 < c_1 < c_2$ and $0 < d_0$ such that for any $0 \leq d \leq d_0$, $H(c, \d) < 0$, and the assertion follows from the continuity of $H$. \hfill \Box

Our next lemma takes care of Property (D). Recall [16] that $C^2_+ \mathbb{R}^\mathbb{R}$ denotes the family of convex bodies whose boundary is $C^2$-class differentiable at every point, and has strictly positive Gaussian curvature everywhere.

**Lemma 6** Let $[c_1, c_2]$ be defined as in Lemma 5. Then there is a value $0 < d^* < 1$ such that for any $0 < d < d^*$ and $c \in [c_1, c_2]$, we have $K_n(c, d) \in C^2_+ \mathbb{R}^\mathbb{R}$.

**Proof** First, we remark that by Lemma 3, it is sufficient to prove that under the conditions in the lemma, the principal curvatures at any point of the surface defined by $R_{c,d} : S^2 \to \mathbb{R}$ are strictly positive.

Note that by Lemma 3, $R_{c,d}(u)$ is a $C^2$-class function of $u$ and for any fixed $u \in S^2$, it is a continuous function of $c$ and $d$ with $(c, d) \in [c_1, c_2] \times [0, 1]$. Furthermore, as $d \to 0 + 0$, the principal curvatures of the surface $S(c, d) = \{R_{c,d}(u)u, u \in S^2\}$ defined by this function tend to 1. Thus, for any $(u, c) \in S^2 \times [c_1, c_2]$ there is some $\delta(u, c)$ such that for any $(u', c', d') \in S^2 \times [c_1, c_2] \times [0, 1]$, if $\|u' - u\| < \delta(u, c)$,
|c' - c| < \delta(u, c) and 0 \leq d' < \delta(u, c), then the principal curvatures of \( \partial S(c', d') \) at \( R_{c',d'}(u') \) are strictly positive.

Let us call the set of points \( (u', c') \in \mathbb{S}^2 \times [c_1, c_2] \) satisfying the inequalities \( \|u' - u\| < \delta \) and \( |c' - c| < \delta \) the \( \delta \)-neighborhood of \( (u, c) \), and note that this set is open in \( \mathbb{S}^2 \times [c_1, c_2] \). Hence, by the compactness of \( \mathbb{S}^2 \times [c_1, c_2] \), there are finitely many points \( (u^i, c^i) \in \mathbb{S}^2 \times [c_1, c_2] \), where \( i = 1, 2, \ldots, m \), such that the \( \delta(u^i, c^i) \)-neighborhoods of \( (u^i, c^i) \) cover \( \mathbb{S}^2 \times [c_1, c_2] \). Let \( d^* = \min\{\delta(u^i, c^i) : i = 1, 2, \ldots, m\} \). Then, for any \( c \in [c_1, c_2] \) and \( 0 < d < d^* \), the principal curvatures of the boundary of \( K_n(c, d) \) at any point are strictly positive, implying that \( K_n(c, d) \in C^2_+ \).

We note that numerical solution of the equation \( \lim_{d \to 0^+} H(c_0, d) = 0 \) for \( n = 3 \) yields \( c_0 = 0.056 \ldots \), furthermore \( K_3(c_0, d) \) is convex if \( d < d^* = 0.0013 \ldots \). Due to the fact that \( d^* \ll 1 \), the set \( K_3(c_0, d^*) \) is an almost perfect sphere which is illustrated with level sets in Fig. 7.

3 The proof of Theorem 2

3.1 The proof of (i) of Theorem 2

Let \( K \) be a nondegenerate, mono-monostatic convex body with symmetry group \( G \), and assume that the center of mass of \( K \) is \( o \). First, we recall Lemma 1 from [15], and remark that the fact that there is no rotationally symmetric nondegenerate convex body can be found in [5] in more detail.

**Lemma 7** The symmetry group of any nondegenerate convex body \( K \) is finite.

By Lemma 7, \( G \) is a discrete subgroup of \( \mathcal{O}(3) \). On the other hand, since \( K \) has a unique stable and unstable point, every element of \( G \) leaves also these points fixed.
This implies that there is a 1-dimensional linear subspace of $\mathbb{R}^3$ fixed under every element of $G$. Thus, $G$ is isomorphic to a 2-dimensional point group.

### 3.2 The proof of (ii) of Theorem 2

First, we investigate the case that $\mathcal{F} = (1, 1)_c$. In Sect. 2, we have shown that for any $n \geq 2$, there is an element $K$ of $(1, 1)_c$ whose symmetry group is $D_n$. From this, (ii) for $(1, 1)_c$ follows from the next two simple observations.

Before stating Lemma 8, we recall that a convex body $K$ in $\mathbb{R}^d$ is called smooth if for every boundary point of $K$ there is a unique hyperplane supporting $K$ at $p$, or equivalently, the boundary of $K$ is $C^1$-class differentiable (cf. [16]).

**Lemma 8** If $K_1, K_2 \subset \mathbb{R}^d$ are smooth convex bodies, then so is $\text{conv}(K_1 \cup K_2)$.

**Proof** Clearly, $K = \text{conv}(K_1 \cup K_2)$ is compact, convex, and it has nonempty interior, i.e., it is a convex body. Let $p \in \text{bd}(K)$. We show that there is a unique hyperplane supporting $K$ at $p$. If $p \in K_i$ for some $i = 1, 2$, then this statement follows from the facts that $K_i$ is smooth, and any hyperplane supporting $K$ at $p$ supports also $K_i$. Thus, assume that $p \in \text{bd}(K) \setminus (K_1 \cup K_2)$. Then there are distinct points $p_1 \in K_1$ and $p_2 \in K_2$ and some $t \in (0, 1)$ such that $p = tp_1 + (1 - t)p_2$. Let $L$ be the straight line through $p_1$ and $p_2$. Observe that any hyperplane supporting $K$ at $p$ contains $L$. Hence, if $H_1$ and $H_2$ are distinct hyperplanes supporting $K$ at $p$, then they support $K_i$ at $p_i$ for all $i = 1, 2$, which contradicts the condition that $K_1$ and $K_2$ are smooth. □

**Proposition 1** Let $K$ be an element of $(S, U)_c$ for some $S, U \geq 1$, and let $G$ denote the symmetry group of $K$. Then for every $\varepsilon > 0$ and every subgroup $H$ of $G$, there is an element $K'$ of $(S, U)_c$ such that $d_H(K, K') < \varepsilon$, and the symmetry group of $K'$ is $H$.

**Proof** Without loss of generality, assume that the center of mass of $K$ is $o$, and let the equilibrium points of $K$ be $p_1, \ldots, p_N$, with $N = 2S + 2U - 2$. For any $i = 1, 2, \ldots, N$, let $U_i$ be an open neighborhood of $p_i$ in $\text{bd}(K)$ such that the eigenvalues of Hessian of the Euclidean distance function from $o$ do not change signs in $U_i$. By the nondegeneracy of $K$, $o$ has an open neighborhood $U$ such that $K$ has the same number of equilibrium points with respect to any point $c \in U$, and each $U_i$ contains exactly one equilibrium point with respect to any $c \in U$, and the type of this point coincides with the type of $p_i$.

Let $B$ be a closed ball, and let $K_B = \text{conv}(K \cup \bigcup_{\sigma \in H} \sigma(B))$. Clearly, by Lemma 8, $K_B$ is a smooth convex body for all choices of $B$. On the other hand, if the radius of $B$ is sufficiently small and its center is sufficiently close to a boundary point of $K$ outside the closures of all the $V_i$s, then $\text{bd}(K_B) \cap \text{bd}(K)$ contains all $V_i$s, and the center of mass of $K_B$ is contained in $U$. Let $K'$ be chosen as such a convex body $K_B$.

Then $K'$ has $S$ stable and $U$ unstable points, each equilibrium point of $K'$ has a $C^2$-class neighborhood in $\text{bd}(K')$, and $\text{bd}(K')$ has strictly positive principal curvatures at any equilibrium point. In other words, in this case $K' \in (S, U)_c$. As the symmetry group of $K'$ is clearly $H$, $K'$ satisfies the conditions in the lemma. □
Until now, we have proved (ii) of Theorem 2 for $\mathcal{F} = (1, 1)_c$. The proof for $\mathcal{F} = (1, 1)_p$ readily follows from Theorem 2 of [15], stated as follows.

**Theorem 3** Let $\varepsilon > 0$, $S, U \geq 1$ be arbitrary, and let $G$ be any subgroup of the orthogonal group $O(3)$. Then for any centered, $G$-invariant convex body $K \in (S, U)_c$, there is a centered $G$-invariant convex polyhedron $P \in (S, U)_p$ such that $d_H(K, P) < \varepsilon$.

### 4 Additional remarks

**Remark 4** In the proof of Theorem 2 we have shown that for any discrete 2-dimensional point group $G$ and any $\varepsilon > 0$, there is an element $K \in \mathcal{F}$ whose symmetry group is $G$ and which satisfies $d_H(K, B^3) < \varepsilon$. Nevertheless, Lemma 4 of [7], and the observation that the smoothing subroutine described in its proof preserves the symmetry group of the body, yield that the statement in (ii) of Theorem 2 for $\mathcal{F} = (1, 1)_c$ holds under the additional requirement that the body $K$ has a $C^\infty$-class differentiable boundary.

**Remark 5** Clearly, the proof of (i) of Theorem 2 in Subsect. 3.1 holds for convex bodies with a single stable or a single unstable point, implying that for any $S, U \geq 1$, the symmetry group of any representative of any of the classes $(S, 1)_c, (S, 1)_p, (1, U)_c, (1, U)_p$ is a discrete 2-dimensional point group.

Finally, we recall a related open question from [6]: The mechanical complexity of a nondegenerate convex polyhedron $P$ is $C(P) = n(P) - N(P)$, where $N(P)$ denotes the total number of equilibrium points of $P$, and $n(P)$ denotes the total number of vertices, edges and faces of $P$, and furthermore, the mechanical complexity $C(S, U)$ of a class $(S, U)_p$ is defined as the minimum mechanical complexity of the elements of $(S, U)_p$. Here, despite the fact that the existence of a mono-monostatic convex polyhedron was shown in [15] (and follows also from Theorem 2), presently we have no explicit upper bound on the mechanical complexity of the class $(1, 1)_p$. To motivate research in this direction, a prize has been offered in [6] establishing the mechanical complexity $C(1, 1)$, the amount $p$ of which is given in US dollars as

$$p = \frac{10^6}{C(1, 1)}. \quad (11)$$

For more details of this prize, the interested reader is directed to [6].
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5 Appendix

Let $0 < c \leq 1$ be arbitrary. Our aim in this part is to prove that as $\theta \to \theta_0$ with $\theta_0 \in \{\pi/2 - 0, -\pi/2 + 0\}$, then

$$\frac{(\rho_c')_\theta'}{\cos \theta} \to 1,$$

and

$$\frac{(\rho_c')_\varphi'}{\cos^2 \varphi}, \frac{(\rho_c')_\theta \varphi'}{\cos \theta}, \frac{(\rho_c')_\varphi \varphi'}{\cos^2 \varphi}, \frac{(\rho_c')_\varphi \varphi'}{\cos^2 \varphi} \to 0,$$

and

$$\lim_{\theta \to \pi/2 - 0} (\rho_c')_\theta = - \lim_{\theta \to -\pi/2 + 0} (\rho_c')_\theta = -1,$$

stated in Lemma 2. We do it only for $\theta_0 = \pi/2 - 0$, since if $\theta_0 = -\pi/2 + 0$, then the same consideration can be applied with some trivial modifications.

First, observe that by definition (see (4)), $\rho_c(\theta, \varphi) = a_c(\theta, \varphi)(\sin f_c - \sin g_c) + \sin g_c$. Furthermore, $g_c$ is independent of $\varphi$, and by Remark 2 an elementary computation shows that if $\theta \to \theta_0 (= \pi/2 - 0)$, then $\frac{(\sin g_c')'}{\cos \theta} \to 1$ and $(\sin g_c'') \to -1$. Thus, letting $\Psi(\theta, \varphi) = \rho_c(\theta, \varphi) - \sin g_c = a_c(\theta, \varphi)(\sin f_c - \sin g_c)$, it is sufficient to show that as $\theta \to \theta_0$, we have

$$\frac{\Psi'}{\cos \theta}, \frac{\Psi'}{\cos^2 \theta}, \frac{\Psi''}{\cos \theta}, \frac{\Psi''}{\cos^2 \theta}, \Psi'' \to 0. \tag{12}$$

To verify these limits, we first compute the derivatives of $a_c = \frac{\cos^2 \frac{n\varphi}{2} \cos^2 f_c}{\cos^2 \frac{n\varphi}{2} \cos^2 f_c + \sin^2 \frac{n\varphi}{2} \cos^2 g_c}$, defined in (3). By letting $A = \cos^2 \frac{n\varphi}{2} \cos f_c + \sin^2 \frac{n\varphi}{2} \cos g_c$, we obtain that

$$(a_c')_\theta = \frac{2 \cos^2 \frac{n\varphi}{2} \sin^2 \frac{n\varphi}{2} (\tan g_c g_c' - \tan f_c f_c')}{A^2};$$

$$(a_c')_\varphi = -\frac{n \sin(n\varphi)}{2A^2};$$

$$(a_c'')_\theta = \frac{\tan g_c g_c'' - \tan f_c f_c'' + \frac{(g_c')^2}{\cos^2 g_c} - \frac{(f_c')^2}{\cos^2 f_c}}{A^2} +$$
By L’Hospital’s rule and Remark 2, we have \( \lim_{\theta \to \theta_0} \frac{\cos f_c}{\cos g_c} = \lim_{\theta \to \theta_0} \frac{\cos f_c}{\cos \frac{f_c}{2}} = 1 \). In particular, this yields that \( \lim_{\theta \to \theta_0} A = 1 \). In the same way one can verify also that \( \lim_{\theta \to \theta_0} \left( \tan g_c - \tan f_c \right) = 0 \). From these limits, we readily obtain that the functions \((a_c)''_0\cos \frac{f_c}{2}+g_c, (a_c)'_{\theta \phi} \cos \frac{f_c}{2}+g_c\) and \((a_c)'_{\varphi \varphi} = 0\). The first limit can be deduced similarly to the previous ones. We prove the second one. First, let us rewrite our function as

\[
\frac{(g_c')^2}{\cos^2 g_c} - \frac{(f_c')^2}{\cos^2 f_c} = (g_c')^2 \left( \frac{1}{\cos^2 g_c} - \frac{1}{\cos^2 f_c} \right) + \frac{(g_c')^2}{\cos^2 g_c} - \frac{(f_c')^2}{\cos^2 f_c}.
\]

Note that by L’Hospital’s rule and Remark 2, we have \( \frac{\sin f_c - \sin g_c}{\cos^2 g_c} \to 0 \) as \( \theta \to \theta_0 \). Furthermore, \( \left( \frac{1}{\cos^2 g_c} - \frac{1}{\cos^2 f_c} \right) \) \( \left( \sin f_c - \sin g_c \right) = \left( \frac{\cos f_c}{\cos g_c} - \frac{\cos g_c}{\cos f_c} \right) \) \( \frac{\sin f_c - \sin g_c}{\cos^2 g_c} \to 0 \) by the previous limits. Thus, we have shown that \( \lim_{\theta \to \theta_0} (a_c)'_{\theta \theta} (\sin f_c - \sin g_c) = 0 \).

As the final step, we show that the limits in (12) hold. For the first one, note that

\[
\Psi'_{\theta} = \frac{(a_c)'_{\theta}(\sin f_c - \sin g_c) + a_c f_f f_c' - \cos g_c g_c'}{\cos \theta}.
\]

Here \((a_c)'_{\theta}(\sin f_c - \sin g_c) = 2(a_c)'_{\theta} \cos \frac{f_c}{2}+g_c \sin \frac{f_c}{2}+g_c\), where \((a_c)'_{\theta} \cos \frac{f_c}{2}+g_c\) is bounded, and \( \frac{\sin f_c - \sin g_c}{\cos \theta} \to 0 \) as \( \theta \to \theta_0 \). This implies the first limit in (12).

To prove the second limit, we rewrite the function \( \frac{\Psi'}{\cos^2 \theta} \) as

\[
\frac{\Psi'}{\cos^2 \theta} = \frac{(a_c)'_{\theta}(\sin f_c - \sin g_c) + a_c f_f f_c' - \cos g_c g_c'}{\cos^2 \theta}.
\]
where \((a_c)_{\phi} \)' is bounded. Furthermore, 
\[
\frac{\sin f_c - \sin g_c}{\cos^2 \theta} = 2 \frac{\sin \frac{f_c - g_c}{2}}{\cos \theta} \cdot \frac{\cos \frac{f_c + g_c}{2}}{\cos \theta},
\]
in which
\[
\lim_{\theta \to \theta_0} \cos \frac{f_c + g_c}{2} = \lim_{\theta \to \theta_0} \frac{1}{2} \sin \frac{f_c + g_c}{2} (f_c' + g_c') = 1,
\]
implying the second limit in (12).

To prove the third one, we expand the function as
\[
\frac{\Psi_{\theta \phi}''}{\cos \theta} = \frac{(a_c)_{\phi}''(\sin f_c - \sin g_c) + (a_c)_{\phi}'(\cos f_c f_c' - \cos g_c g_c')}{\cos \theta}.
\]
We examine the parts of this expression using the same tools as in the previous paragraphs. Recall that \((a_c)_{\phi}'\) \(\cos \frac{f_c + g_c}{2}\) and \((a_c)_{\phi}''\) are bounded functions, and \(\frac{\sin f_c - \sin g_c}{\cos \theta} \to 0\) as \(\theta \to \theta_0\). Thus, we need to show that \(\lim_{\theta \to \theta_0} \cos \frac{f_c f_c' - \cos g_c g_c'}{\cos \theta} = 0\), which can be carried out using L’Hospital’s rule and Remark 2.

For the fourth limit in (12), we have
\[
\frac{\Psi_{\phi \phi}'}{\cos^2 \theta} = \frac{(a_c)_{\phi}''(\sin f_c - \sin g_c)}{\cos^2 \theta},
\]
where \((a_c)_{\phi}''\) is bounded, and \(\frac{\sin f_c - \sin g_c}{\cos^2 \theta} \to 0\) as \(\theta \to \theta_0\).

Finally, to prove that \(\Psi_{\theta \theta}'' \to 0\), after expanding the function, we can use the facts that \((a_c)_{\theta}''(\sin f_c - \sin g_c) \to 0\), the functions \((a_c)_{\phi}'\) \(\cos \frac{f_c + g_c}{2}\) and \(a_c\) are bounded, and apply the tools in the proof of the first four limits.
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