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Abstract

Is a quantum algorithm capable of implementing an if-clause? Given a black-box subroutine, a d-dimensional unitary \( U \in U(d) \), a quantum if-clause would correspond to applying it to an input qudit if and only if the value of a control qubit is 1. It was previously only known that implementations using single access to the oracle \( U \) are impossible [TGMV13, AFCB14]. Our main result is a strong generalization of this impossibility result: we prove that there is no unitary oracle algorithm implementing control \( \phi(U) = |0\rangle\langle 0| \otimes 1 + e^{i\phi(U)} |1\rangle\langle 1| \otimes U \), for some \( U \)-dependent phase \( \phi(U) \), even if allowed any finite number of calls to \( U \) and \( U^\dagger \), and even if required to only approximate the desired operator control \( \phi(U) \). Even further, there is no such postselection oracle algorithm, i.e. a unitary oracle algorithm followed by a binary success/fail measurement, that reports success and implements control \( \phi(U) \) with a nonzero probability for each \( U \in U(d) \).

Our proof relies on topological arguments which can be viewed as a modification of the Borsuk-Ulam theorem. Combining the topological arguments with the algorithm of [DNSM19] in fact leads to an interesting dichotomy: implementing control \( \phi(U_m) \) in our model is possible if and only if the integer \( m \) is a multiple of the oracle’s dimension \( d \).

Our impossibility no longer holds if the model is relaxed, either by dropping the worst-case requirement that the algorithm works for all \( U \in U(d) \), or, remarkably, by allowing measurements more general than a binary postselection measurement. We observe that for both relaxations, inefficient algorithms exist, and it remains open whether efficient ones do.

1 Introduction

Many important quantum algorithms make use of the quantum if clause, a primitive which given a unitary \( U \in U(d) \) builds control \( \phi(U) = |0\rangle\langle 0| \otimes 1 + |1\rangle\langle 1| \otimes U \). For example, the famous algorithms for factoring integers [Sho94], solving linear systems of equations [HHL09], solving semidefinite programs [BS17, VAGGdW20], or characterising quantum many-body systems [TOV+11, WBAG11] all use quantum phase estimation [Kit95, CEMM98], which, in turn, requires calls to control \( \phi(U) \). If a classical description of \( U \) is available, as is the case in the fast algorithms mentioned above, there is the following general, implementation-independent way to build control \( \phi(U) \) from \( U \): Given its classical description, find \( U \)'s decomposition to elementary gates and add a control to each of them, then run the controlled elementary gates to implement control \( \phi(U) \) [BBC+95].

It is a very natural question whether a quantum circuit can implement control \( \phi(U) \) when treating \( U \) as an oracle [AK07]. One solution is immediately available; call \( U \) sufficiently many
times to apply process tomography [CN97, PCZ97], providing a classical description of $e^{i\alpha}U$ for some $\alpha \in [0, 2\pi]$ (the procedure must be insensitive to the global phase of $U$), then continue as described above - implementing control($e^{i\alpha}U$). Much simpler solutions exist in specific physical implementations; in optics [ZRK+11], computation with trapped ions [KDDB14] or superconducting qubits [FMKB15]. For example in optics, since the oracle gate $U$ occupies a certain physical space, an interferometer with polarising beamsplitters can control whether a photon passes through the gate $U$ or not depending on the polarisation degree of freedom. This implementation-dependent solution does not require measurements. We ask whether a unitary solution exists in a quantum circuit. Our answer is in the negative: A unitary quantum circuit implementing control($e^{i\alpha}U$) is impossible. Equivalently, in any quantum circuit with measurements that does implement control($e^{i\alpha}U$) (as the one corresponding to the process tomography approach), the measurements are necessary for disentangling the gained phase $\alpha$ from ancilla registers.

First we introduce the notion of task to simplify the discussion of preceding works and the formulation of our result. Several works studied the possibility of using oracle access to $U$ for implementing functions of $U$: the control function [TGMV13, AFCB14, DNSM19], but also complex conjugation [MSM19], transpose and inverse [QDS+19a, QDS+19b], raising $U$ to some fractional power [SMM09, GSLW19], and more. In all these works, one is interested in viewing the access to the subroutines $U$ as an oracle access, and treating the process achieving the desired function of $U$, $t(U)$, as an algorithm. Treating subroutines $U$ as oracles has a great deal of flexibility; replacing the subroutines by different ones (different $U$’s) preserves the functionality of the algorithm (namely, the function $t$). Since the algorithm itself may be used as a subroutine, the $t(U)$ it should achieve is an operator - i.e. the algorithm should implement $t(U)$. At the same time, it makes sense to specify what ways to access the oracle $U$ are available to the algorithm. To this end we define:

Definition 1 (Task). A task is a pair $(t, \Sigma)$, where

1. The task function $t : U(d) \rightarrow L(H_i)$ indicates that given an oracle $U \in U(d)$, we wish to implement the operator $t(U)$ to the task Hilbert space $H_i$.
2. The query alphabet $\Sigma$ is a set of functions on $U(d)$, such that if the oracle is $U \in U(d)$ and $\sigma \in \Sigma$, then the algorithm is allowed to query $\sigma(U)$. The set $\Sigma$ usually contains the identity $id : U \rightarrow U$.

where $L(H)$ is the set of linear operators from the finite-dimensional Hilbert space $H$ to itself.

Roughly, we say that an algorithm achieves the task $(t, \Sigma)$, if it implements $t(U)$ while accessing $U$ only via the functions in the query alphabet $\Sigma$. See Definitions 4 and 8 for more rigour. We distinguish worst-case algorithms, which implement $t(U)$ for all $U \in U(d)$, and average-case algorithms, which can fail for some $U \in U(d)$. All the algorithms we mention throughout this paper are worst-case unless we explicitly indicate otherwise.

We restate some of the previous works in this ‘task’ $(t, \Sigma)$ terminology. First of all, phase estimation is concerned with a task whose query alphabet contains control. Miyazaki et al. [MSM19] presented an algorithm for the task of complex conjugation $(t, \Sigma) = (U \mapsto U^*, \{id\})$. This was followed by algorithms by Quintino et al. [QDS+19b, QDS+19a] for transpose $(U \mapsto U^T, \{id\})$ and inversion $(inv : U \mapsto U^{-1}, \{id\})$. Sheridan et. al. [SMM09] presented the $q$-th power algorithm, an average-case algorithm achieving $(U \mapsto U^q, \{id, inv\})$ for any fixed $q \in \mathbb{R}$.

The specific question of implementing control($U$) for all $U \in U(d)$, and some variations of this question, have already been studied quite extensively before. Thompson et al. [TGMV13] observed that the (control, $\{id\}$) task is impossible; any algorithm that can implement control($U$) from calls to $U$ is unphysical - if applied to the correct input and followed by the correct measurement, it would give a physical process distinguishing $U$ from $-U$, contradicting the fact that a difference in global phase is physically indistinguishable. Araújo et al. [AFCB14] asked about implementing control up to a global phase on $U$, i.e. about the task (control$_\phi$, $\{id\}$)
with $\text{control}_\phi(U) = |0\rangle \langle 0| \otimes 1 + e^{i\phi(U)} |1\rangle \langle 1| \otimes U$ for any real function $\phi$. They proved that with one call to $U \in U(2)$ this task is impossible for a quantum circuit. Dong et al. [DNSM19] found an algorithm for $(U \mapsto \text{control}_\phi(U^d), \{\text{id}\})$ for $d$ the dimension of $U$. Together with the $\frac{1}{d}$-th power algorithm of Sheridan et al. [SMM09] these two results compose to an algorithm for $(\text{control}_\phi, \{\text{id}, \text{inv}\})$. Unfortunately, due to its [SMM09] component, this algorithm fails for some $U \in U(d)$.

1.1 Overview of Main Result

The main result of this paper is concerned with the worst-case achievability of the task $c-U := (\text{control}_\phi, \{\text{id}, \text{inv}\})$. We generalise the impossibility of Araújo et al. [AFCB14] to oracles of any fixed dimension $d$, $U \in U(d)$ and to any finite number of $\text{id}$ and $\text{inv}$ queries, and show that for any such unitary circuit $c-U$ is impossible. It remains impossible also if we add postselection, calling the resulting model postselection oracle algorithm. Most importantly, the impossibility holds even when one allows only approximate implementation of $\text{control}_\phi(U)$. This impossibility result should be contrasted with the above mentioned combination of the algorithms of Sheridan et al. [SMM09] and Dong et al. [DNSM19] which achieves the $c-U$ task for most $U$'s. We will also contrast it with the process tomography strategy. To get our impossibility, we prove a stronger result, regarding a more general task: $c-U^m := (U \mapsto \text{control}_\phi(U^m), \{\text{id}, \text{inv}\})$ for $m \in \mathbb{Z}$. We phrase our result as a dichotomy theorem regarding the possibility of this task, as a function of the relation between $m$ and $d$:

**Theorem 1 (The Exact Dichotomy).** Let $m \in \mathbb{Z}$ and let $d \in \mathbb{N}$ be the dimension of the oracle, $U \in U(d)$.
- If $d|m$ there exists a postselection oracle algorithm exactly achieving the task $c-U^m := (U \mapsto |0\rangle \langle 0| \otimes 1 + e^{i\phi(U)} |1\rangle \langle 1| \otimes U^m, \{\text{id}, \text{inv}\})$, for some $\phi : U(d) \to \mathbb{R}$.
- If $d \nmid m$ no such algorithm exists.

Since the $m = 1$ case of the task $c-U^m$, is the task $c-U$, the following impossibility, which is our main result, follows from our Dichotomy theorem:

**Corollary 1 (Main: Impossibility of Controlled $U$).** The task $c-U$ is impossible in the postselection oracle algorithm model.

**Theorem 2 (Roughly) (Impossibility of Approximate Controlled $U$).**

Theorem 1 and Corollary 1 can be generalized for the approximate setting.

The $d|m$ part of Theorem 1 is a corollary of Dong et al.’s [DNSM19] construction of the algorithm that achieves $c-U^d$. Our main contribution is the $d \nmid m$ direction, for which we prove the following topological lemma:

**Lemma 1.** Let $d \in \mathbb{N}$ and $m \in \mathbb{Z}$ such that there exists a function $f : U(d) \to S^1$ which is continuous and $m$-homogeneous, i.e. $f(\lambda U) = \lambda^m f(U)$ for each $\lambda \in S^1$. Then $m$ is a multiple of $d$.

Note that Lemma 1 is closely related to the Borsuk-Ulam theorem [Bor33]. For comparison, in Appendix A we use the Borsuk-Ulam theorem instead of Lemma 1 to prove Corollary 1 for even-dimensional oracles.
1.2 Corollaries of the dichotomy

Our results have interesting consequences for other tasks. For some corollaries, the exact dichotomy is enough. We have mentioned \[\text{QDS}^+19b, \text{QDS}^+19a\] who presented families of exact postselection oracle algorithms for the transpose and the inversion tasks. Our exact dichotomy implies that some of those algorithms implement \(U\)-dependent operations to their ancilla and are therefore less useful as subroutines. Another corollary deals with exact neutralisation, a task mentioned in [DNSM19]. The approximate dichotomy, on the other hand, can provide a new proof, in addition to the one of [SMM09], that a worst-case alternative to their fractional power algorithm is impossible.

1.3 Structure of the paper

The paper is structured as follows. Sections 2.1 to 2.4 define our model of computation and describe some of its properties. The remainder of Section 2 is needed only for the corollaries of the main result: Section 2.5 reviews Kitaev’s [Kit95] controlled-swap trick and its use in the \(q\)-th power algorithm [SMM09]. Section 2.6 reviews Dong et al.’s [DNSM19] algorithm for \(c\cdot U^d\), defining neutralisation along the way. In Section 3 we prove the main result - the exact dichotomy (Theorem 1). Then we discuss its consequences on neutralisation, inversion and transpose tasks. In Section 4 we generalise our dichotomy to the approximate case (Theorem 2). Section 5 discusses a corollary for the \(q\)-th power task, contrasting our worst-case impossibility with the average-case possibility. We also comment on the open question of an efficient average-case \(c\cdot U\) algorithm. Section 6 explains the remarkable fact that our model, while being quite natural, excludes the (worst-case) process-tomography strategy for \(c\cdot U\).

2 Preliminaries

The main subject of this work is the achievability of a certain task in a certain computational model. As we have already defined what a task is (Definition 1), we will now define the model - the postselection oracle algorithm - and what it means for a postselection oracle algorithm to achieve a task. We also review some existing algorithms.

2.1 Postselection oracle algorithm

In our definitions of oracle algorithms we follow the spirit of [BBC+01, BDW02], but in addition to the direct queries \(id(U) = U\) to the oracle \(U\), we allow for other types of queries, specified by functions on \(U(d)\), for example \(inv\) queries, i.e. queries to \(inv(U) = U^\dagger\).

**Definition 2 (Unitary oracle algorithm).** Let \(\Sigma\) be a collection of functions that map any \(U \in U(d)\) to a unitary. A unitary oracle algorithm making queries from \(\Sigma\) is a sequence of unitary transformations

\[V_0, \sigma_1(U), V_1, \sigma_2(U), \ldots, V_{N-1}, \sigma_N(U), V_N.\]

The string \(s = \sigma_1 \sigma_2 \ldots \sigma_N \in \Sigma^*\), called the query sequence, is fixed for the algorithm; the number of queries the algorithm makes is the length of the string \(|s| = N\) and the \(i\)-th letter of \(s\) determines the \(i\)-th query made by the algorithm, \(\sigma_i(U)\). Denote by \(\mathcal{H}_i\) the Hilbert space that \(\sigma_i(U)\) acts on, then the algorithm implements the operator

\[V_N(\sigma_N(U) \otimes 1_{K_N}) \ldots V_2(\sigma_2(U) \otimes 1_{K_2}) V_1(\sigma_1(U) \otimes 1_{K_1}) V_0 \in L(\mathcal{Z}),\]

to some Hilbert space \(\mathcal{Z}\), where \(1_{K_i} \in L(K_i)\) is the identity operator and the Hilbert space \(K_i\) is such that \(\mathcal{H}_i \otimes K_i = \mathcal{Z}\). Since it depends on the query, this decomposition of \(\mathcal{Z}\) to subsystems
may vary for different $i \in [N]$. The algorithm comes with two additional decompositions; $\mathcal{Z} = \mathcal{H} \otimes \mathcal{K}$ at the outset, and $\mathcal{Z} = \mathcal{H}' \otimes \mathcal{K}'$ at the end of the algorithm, where $\mathcal{K}$ and $\mathcal{K}'$ label the input and output ancilla registers.

We illustrate the fact that the query sequence is fixed for each algorithm by an example: Suppose that an algorithm is allowed to make calls to $U$ and $U^\dagger$, i.e. $\Sigma = \{id, inv\}$, and suppose that its query sequence is $s = \sigma_1\sigma_2 \ldots \sigma_N$ with $\sigma_i = inv$. The fact that $s$ is fixed means that at the $i$-th step the algorithm will always make a $U^\dagger$ query, independently of its current oracle $U$ and its current input.

**Definition 3 (Postselection oracle algorithm).** A postselection oracle algorithm making queries from $\Sigma$ and acting on the Hilbert space $\mathcal{Z}$ consists of

- a unitary oracle algorithm making queries from $\Sigma$, implementing an operator in $L(\mathcal{Z})$,
- a binary measurement $\{|\Pi, 1 - \Pi\rangle\}$, with $\Pi \in L(\mathcal{Z})$ a projector corresponding to ‘success’.

In other words, upon getting the ‘success’ outcome a postselection oracle algorithm implements $A(U) = \Pi V_N(\sigma_N(U) \otimes I_{K_N}) \ldots V_2(\sigma_2(U) \otimes I_{K_2}) V_1(\sigma_1(U) \otimes I_{K_1}) V_0,$ (1)

to the Hilbert space $\mathcal{Z}$. Moreover, the algorithm satisfies the following postselection condition: If $\mathcal{Z} = \mathcal{H} \otimes \mathcal{K}$ is the decomposition at the outset of the algorithm, i.e. $\mathcal{K}$ is the ancilla input register, then

$$||A(U)(|\xi\rangle \otimes |0\rangle_{\mathcal{K}})||^2 > 0$$

for all $U \in U(d)$ and for all $|\xi\rangle \in \mathcal{H}$. In other words, if the ancilla input Hilbert space is initialised to the all-zero state, then the probability of ‘success’ is always nonzero$^1$.

Figure 1 depicts a postselection oracle algorithm. Note that a unitary oracle algorithm is a postselection oracle algorithm with $\Pi = 1$. From now on we assume that the input and output decompositions of the total Hilbert space are the same: $\mathcal{H}' = \mathcal{H}$ and $\mathcal{K}' = \mathcal{K}$. Then we will often represent a postselection oracle algorithm by the function $A : U(d) \rightarrow L(\mathcal{H} \otimes \mathcal{K})$.

### 2.2 Achieving a task

We say that a postselection oracle algorithm $A$ achieves the task $(t, \Sigma)$ exactly, if it makes queries from $\Sigma$ and if, with the properly initialised ancilla, it implements $t(U)$ to $\mathcal{H}$. Formally:

**Definition 4 (Exactly achieving a task).** A postselection oracle algorithm $A : U(d) \rightarrow L(\mathcal{H}_A \otimes \mathcal{K})$ making queries from $\Sigma_A$ exactly achieves a task $(t : U(d) \rightarrow L(\mathcal{H}_t), \Sigma)$ if $\mathcal{H}_A = \mathcal{H}_t$, $\Sigma_A \subseteq \Sigma$ and if there exists some $U$-dependent ‘garbage’ operator $G_U \in L(\mathcal{K})$ such that the operator equation

$$A(U)(|1_{\mathcal{H}_t} \otimes |0\rangle_{\mathcal{K}}) = t(U) \otimes G_U$$

is satisfied.

$^1$Such a condition is standard in postselection models - see for example the definition of PostBQP in [Aar05]. Here the condition ensures our model is worst-case.
Equation (3) guarantees that algorithm $A$ implements $t(U)$ to the task register, if two conditions are met: The ancilla input to the algorithm is the all-zero state and the postselection measurement yields 'success'. These conditions are imposed by the $|0\rangle|0\rangle_K$ projector and by the presence of the $\Pi$ projector inside $A(U)$ (see eq. (1)). Moreover, observe that if eq. (3) holds for some unitary $t(U)$, then the algorithm’s postselection probability equals $||G_U|0\rangle||^2$.

2.3 Achieving a task when the query sequence is fixed

We remark that sometimes it is meaningful to first fix a query sequence $s \in \Sigma^*$ and then look for an algorithm associated with this query sequence which achieves a specific task. One is then effectively looking only for the unitaries $\{V_i\}_{0 \leq i \leq |s|}$ and the projector $\Pi$. This is the case in the impossibility due to Araújo et al. [AFCB14], where $|s| = 1$, $s = id$, or in the neutralisation task we will discuss in Definition 6.

2.4 Properties of postselection oracle algorithms

Since any postselection oracle algorithm is built as a product of operators of eq. (1), the following properties are immediate:

**Property 1 (Continuity).** Let $\Sigma$ be a set of continuous functions. Any postselection oracle algorithm $A : U(d) \rightarrow L(H \otimes K)$ making queries from $\Sigma$ must be a continuous function.

For example, any algorithm for a task with $\Sigma = \{id, inv\}$ must be continuous, while there may exist a discontinuous algorithm for a task with $\Sigma = \{U \mapsto U^q\}_{q \in \mathbb{Q}}$.

Another property that a postselection oracle algorithm inherits from the letters of its query alphabet is homogeneity:

**Definition 5.** A function $h : U(d) \rightarrow L(H)$ is called $m$-homogeneous if for every $U \in U(d)$ and $\lambda \in S^1$ we have $h(\lambda U) = \lambda^m h(U)$.

**Property 2 (Homogeneity).** Let $\Sigma$ be a set of homogeneous functions. Denote by $m_\sigma$ the degree of homogeneity of the function $\sigma \in \Sigma$. Any postselection oracle algorithm $A : U(d) \rightarrow L(H \otimes K)$ making queries from $\Sigma$ must be $(\sum_{\sigma \in \Sigma} \#_\sigma(s) m_\sigma)$-homogeneous, where $\#_\sigma(s)$ is the number of occurrences of the letter $\sigma$ in $A$’s query sequence $s$.

For example, any algorithm making queries from $\{id\}$ is $|s|$-homogeneous, and an algorithm making queries from $\{id, inv\}$ is $\Delta$-homogeneous, with $\Delta = \#_{id}(s) - \#_{inv}(s)$.

2.5 Review of the controlled-swap subroutine and its use in the $q$-th power task

The controlled-swap algorithm of Kitaev [Kit95] makes one call to $U \in U(d)$ and implements $A^1_t(U) = |0\rangle|0\rangle \otimes 1 \otimes U_{K_2} + |1\rangle|1\rangle \otimes U \otimes 1_{K_2}$ using controlled-swap gates (see Figure 2). It implements control$_\sigma(U)$ only if the last qudit $K_1$ is considered an ancilla and is initialised to an eigenvector of $U$. Since the eigenvector of $U$ is $U$-dependent, $A^1_t : U(d) \rightarrow L(H \otimes K_2)$ does not exactly achieve $c\cdot U$.

However, in some applications $A^1_t$ can replace control queries. An example is the average-case $q$-th power algorithm of Sheridan et al. [SMM09]. The first version of their algorithm makes control and inv$\circ$control queries and implements an operator which, for most $U \in U(d)$, is close to $U^q \otimes 1_{K_2}$. How close it is, depends on the dimension of the ancilla Hilbert space $K_q$, to which it (approximately) implements the garbage operator $1_{K_q}$ (See also Gilányi et al. [GSLW19] for an alternative algorithm which assumes control queries). In Appendix A of [SMM09] Sheridan et al. modify their algorithm to the version we are interested in - corresponding to the task $(U \mapsto U^q, \{id, inv\})$: They replace the control and inv$\circ$control queries by $A^1_t(U)$ and $A^1_t(U)^\dagger$. 
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subroutines, adding a qudit register $K_\uparrow$ to the ancilla. This version implements an operator close to $U^q \otimes U_\uparrow^{-q} \otimes 1_{K_\downarrow}$ for most $U \in U(d)$, the garbage operator now being $U$-dependent. Indeed, since this second version uses only $id$ and $inv$ queries, the total implemented operator must be insensitive to the global phase of the oracle $U$.

2.6 Review of the c-$U^d$ algorithm via neutralisation

In this section we review the c-$U^d$ algorithm of Dong et al. [DNSM19]. Suppose we want to check for what $m \in \mathbb{Z}$ we can exactly achieve c-$U^m$ taking the following approach: (i) query $U$ in sequence $m$ times if the control is $|1\rangle$ and if the control is $|0\rangle$, 'move' the $m$ queries to an ancilla register via controlled-swap gates as in Figure 2 and (ii) if the control is $|0\rangle$, run a subroutine on the ancilla which makes the 'moved' queries have no effect other than giving its input a phase (and possibly multiplying its norm by a constant). Dong et al. say that the subroutine of step (ii) neutralizes the 'moved' queries. Fitting neutralisation into our framework we define:

**Definition 6 (Neutralising a query sequence).** Given a query sequence $s$, a postselection oracle algorithm $A_\emptyset : U(d) \rightarrow L(\mathbb{Z})$ neutralises $s$, if its query sequence is $s$ and if the following operator equation

$$A_\emptyset(U) |0\rangle\langle 0| = r e^{i\phi(U)} |0\rangle\langle 0|$$

is satisfied, where $|0\rangle\langle 0| \in L(\mathbb{Z})$ is the projection of the entire Hilbert space onto the all-zero vector, $\phi(U)$ is some real function of $U$, and $r \in (0,1]$.

Observe that this exactly corresponds to our requirement of the subroutine in step (ii). If such an $A_\emptyset$ exists, then we have an algorithm exactly achieving c-$U^m$ (it only remains to add rescaling by $r$ to the control-$|1\rangle$ case). Dong et al. [DNSM19] noted that Shur-Weyl duality implies that parallel $id$ queries can be neutralised if and only if their number is a multiple of the oracle’s dimension $d$. They presented a unitary oracle algorithm neutralising $s = (id)^d$ and used it to build the algorithm of Figure 3.

**Construction 1 (due to [DNSM19]).** A unitary $V$ exists such that the unitary oracle algorithm of Figure 3 exactly achieves the task c-$U^d = (U \mapsto \text{control}_\emptyset(U^d), \{id, inv\})$.

In particular, their algorithm $A : U(d) \rightarrow L(\mathcal{H}_\uparrow \otimes \mathcal{K})$ makes $d$ $id$ queries, and if its $d$ ancilla qudits are all initialised to zero, it implements

$$A(U) \left( 1_{\mathcal{H}_\uparrow} \otimes |0\rangle\langle 0|_\mathcal{K} \right) = \left( |0\rangle\langle 0| \otimes 1 + \frac{1}{\det(U)} |1\rangle\langle 1| \otimes U^d \right) \otimes \left( \det(U) |0\rangle\langle 0|_\mathcal{K} \right).$$

Figure 2: The controlled-swap subroutine $A_\uparrow$ of [Kit95].
Figure 3: The unitary oracle algorithm for the $c$-$U^d$ task due to [DNSM19].

Proof. First note that we can write the determinant as

$$
\det (U) = \sum_{\pi \in S_d} \sgn (\pi) \prod_{i=1}^{d} \langle i | U | \pi(i) \rangle
$$

$$
= \frac{1}{d!} \sum_{\pi, \tau \in S_d} \sgn (\tau) \sgn (\pi) \prod_{i=1}^{d} \langle \tau(i) | U | \pi(i) \rangle
$$

(5)

$$
= \langle \chi_d | U \otimes | \chi_d \rangle,
$$

where $| \chi_d \rangle = \frac{1}{\sqrt{d}} \sum_{\pi \in S_d} \sgn (\pi) | \pi(1) \rangle \otimes \cdots \otimes | \pi(d) \rangle \in \mathcal{K}$. For a proof of eq. (5) see Appendix C. Observe that $| \chi_d \rangle$ is normalised and therefore there exists a unitary $V \in \mathcal{L}(\mathcal{K})$ such that $V | 0 \rangle = | \chi_d \rangle$. Define the unitary oracle algorithm $A_\phi(U) := V^\dagger U \otimes | \chi_d \rangle$. Since $| \langle \chi_d | U \otimes | \chi_d \rangle | = 1$, the unitary $A_\phi(U)$ on input $| 0 \rangle$ outputs $| 0 \rangle$ with probability 1 for all $U \in U(d)$. Therefore $A_\phi$ neutralises its queries with $r = 1$, the corresponding equation being $A_\phi(U) | 0 \rangle | 0 \rangle = \det(U) | 0 \rangle | 0 \rangle$. Observe that the algorithm of Figure 3 implements $| 0 \rangle | 0 \rangle \otimes \mathbb{I} \otimes A_\phi(U) \mathbb{I} + | 1 \rangle | 1 \rangle \otimes U^d \otimes \mathbb{I} \mathbb{I}$, from which eq. (4) follows.

3 The Exact Dichotomy

Now we are ready to prove the dichotomy regarding the $c$-$U^m$ task. In this section we will prove the exact version:

**Theorem 1 (The Exact Dichotomy).** Let $m \in \mathbb{Z}$ and let $d \in \mathbb{N}$ be the dimension of the oracle, $U \in U(d)$.

- If $d | m$ there exists a postselection oracle algorithm exactly achieving the task
  
  $$
  c-U^m := (U \mapsto | 0 \rangle | 0 \rangle \otimes \mathbb{I} + e^{i\phi(U)} | 1 \rangle | 1 \rangle \otimes U^m, \{id, \text{inv}\}),
  $$

  for some $\phi : U(d) \to \mathbb{R}$.

- If $d \nmid m$ no such algorithm exists.

The existence in Theorem 1 is satisfied by the $c$-$U^d$ algorithm of [DNSM19]:

**Proof of Theorem 1 ($d | m$ case).** For positive $m$ which is an integer multiple of $d$, one can simply apply [DNSM19] algorithm (see Figure 3) $\frac{m}{d}$ times, for $m$ negative also replace the oracle calls to $U$ by oracle calls to $U^\dagger$. □
We prove the $d \nmid m$ case or the impossibility direction of Theorem 1 here, and then de facto again in Section 4 in the approximate dichotomy. In each proof, we use a different way to reduce a $c\cdot U^m$ algorithm to a continuous $m$-homogeneous function from $U(d)$ to the circle $S^1$, after which we apply the following topological lemma:

**Lemma 1.** Let $d \in \mathbb{N}$ and $m \in \mathbb{Z}$ such that there exists a continuous $m$-homogeneous function $f : U(d) \rightarrow S^1$. Then $m$ is a multiple of $d$.

The following reduction has an operational meaning; the function $U(d) \rightarrow S^1$ we will build from the assumed $c\cdot U^m$ algorithm is itself a postselection oracle algorithm (implementing a 1-dimensional operator). For the approximate dichotomy of Section 4, we will use a reduction with no operational meaning for the sake of obtaining a stronger error bound.

**Proof of Theorem 1 ($d \nmid m$ case).** Let $m \in \mathbb{Z}$ and let $A : U(d) \rightarrow L(\mathcal{H} \otimes \mathcal{K})$ be a postselection oracle algorithm exactly achieving $c\cdot U^m$. We will show that $d \mid m$.

Any postselection oracle algorithm making queries from $\Sigma = \{id, inv\}$

- is by Property 1 continuous,
- is by Property 2 $\Delta$-homogeneous for some $\Delta \in \mathbb{Z}$.

Define the functions

$$h(U) := \langle 0 | p(U(U^m \otimes 1) | 0 \rangle \left( | 1 \rangle \langle A(U) | 1 \rangle \right) \langle 0 | A(U) | 0 \rangle \langle 0 | \rangle,$$

$$p_0(U) := \langle 0 | A(U)^\dagger A(U) | 0 \rangle,$$

where $| 0 \rangle$ is the all-zero state over all registers, $| 0 \rangle \_c$ and $| 1 \rangle \_c$ are the computational basis states of the first qubit and $| 0 \rangle \_c$ the all-zero state on what is left (i.e. $| 0 \rangle \_c \otimes | 0 \rangle \_c = | 0 \rangle$). From the listed properties of $A$ it follows that $h$ is continuous and $(m - \Delta + \Delta = m)$-homogeneous (since $U \mapsto A(U)^\dagger$ is $(-\Delta)$-homogeneous), and $p_0$ is continuous and 0-homogeneous. Note that $p_0$ is the postselection probability of $A(U)$ applied to the all-zero ancilla and task input, $| 0 \rangle$.

Next we use the fact that $A$ exactly achieves the $c\cdot U^m$ task, i.e. there is a real function $\phi$ and a $U$-dependent ancilla operator $G_U \in L(\mathcal{K})$ such that

$$A(U) (1 \otimes | 0 \rangle \_c) = t(U) \otimes G_U = \left( | 0 \rangle \langle 0 \| \_c \otimes 1 + e^{i\phi(U)} | 1 \rangle \langle 1 \| \_c \otimes U^m \right) \otimes G_U.$$

Substituting this into $p_0$, the unitarity of $t(U)$ gives $p_0(U) = \langle 0 | \_c G_U^\dagger G_U | 0 \rangle \_c$. Substituting eq. (6) into $h$, we obtain

$$h(U) = \langle 0 | p(U(U^m \otimes 1) | 0 \rangle \left( | 1 \rangle \langle A(U) | 1 \rangle \right) \langle 0 | A(U) | 0 \rangle \langle 0 | \rangle,$$

$$= e^{-i\phi(U)} \langle 0 | \_c G_U^\dagger G_U | 0 \rangle \_c.$$

Because of the postselection condition $p_0(U) = | h(U) |$ is never zero and the function $f(U) := h(U)/|h(U)|$ is well-defined. Moreover, it is continuous $m$-homogeneous and extracts the relative phase, i.e. $f : U(d) \rightarrow S^1$. Then from Lemma 1 we deduce that $m$ is a multiple of $d$. □

Note that in the above we refer to the specific task function $t(U) = control_\phi(U^m)$ quite late in the proof. This is to emphasise the versatility of our method: algorithms achieving other tasks may as well reduce to continuous homogeneous functions between spaces with a nontrivial fundamental group (which, as we show next, is the key to Lemma 1). See the direct proof of Corollary 2 for another application of this method.

Our proof of Lemma 1 uses the algebraic topology machinery of fundamental groups. The background needed to understand the proof, all of which is covered in Chapter 9 of [Mun00], is just the basics of fundamental groups (paths, homotopies, time reparametrization etc.) together with the description of the fundamental group of the circle $S^1$ as infinite cyclic and
generated by the homotopy class of the loop $t \mapsto e^{2\pi it}$. Throughout the proof, we will use the notation $\pi_1 (X, p)$ for the fundamental group of the topological space $X$ based at $p$. For a path $\gamma : [0, 1] \to X$, we will denote by $[\gamma]$ its homotopy class, and for another path $\gamma'$ such that $\gamma (1) = \gamma' (0)$ we will denote by $\gamma * \gamma'$ their composition.

**Lemma 2.** Let $\gamma : [0, 1] \to U (d)$ be the loop $\gamma (t) = e^{2\pi it} \mathbb{I}$, where $\mathbb{I} \in U (d)$ is the identity matrix. Then its homotopy class $[\gamma]$ is a $d$-th power in the fundamental group $\pi_1 (U (d), \mathbb{I})$, i.e. there exists some other loop $\gamma' : [0, 1] \to U (d)$ based at $\mathbb{I}$ such that $[\gamma']^d = [\gamma]$.

We provide two proofs: the first is shorter whereas the second is self-contained.

**First proof.** We use the fact (see Proposition 2.2.6 of [MS17]) that the determinant map $\det : U (d) \to S^1$ induces an isomorphism on the corresponding fundamental groups $\det_* : \pi_1 (U (d), \mathbb{I}) \to \pi_1 (S^1, 1)$. The fundamental group $\pi_1 (S^1, 1)$ is isomorphic to $\mathbb{Z}$ and generated by the homotopy class of the loop $\nu : [0, 1] \to S^1$ defined by $\nu (t) = e^{2\pi it}$. Since $\text{det} \circ \gamma : [0, 1] \to S^1$ is the loop $t \mapsto e^{2\pi it d}$ which winds $d$ times around the circle, it is homotopic to the composition of $\nu$ with itself $d$ times (as both loops are equal up to reparametrization of time). Thus,

$$\text{det}_* ([\gamma]) = [\text{det} \circ \gamma] = \left[ \nu \ast \nu \ast \ldots \ast \nu \right]_{\text{d times}} = [\nu] \cdot [\nu] \cdot \ldots \cdot [\nu] = [\nu]^d.$$  

(7)

Since $\text{det}_* ([\gamma])$ is a $d$-th power in $\pi_1 (S^1, 1)$ and $\text{det}_*$ is a group isomorphism, we deduce that $[\gamma]$ is also a $d$-th power (to see this, apply the inverse of $\text{det}_*$ to both sides of eq. (7)).

**Second proof.** We will give an explicit element in $\pi_1 (U (d), \mathbb{I})$ such that its $d$-th power is $[\gamma]$. For every $1 \leq j \leq d$, set $\gamma_j (t)$ to be the diagonal matrix having 1 along the diagonal except the $j$-th entry which is $e^{2\pi it}$. We first note that the loops $\{\gamma_j\}_{j=1}^d$ are all homotopic: an explicit homotopy between $\gamma_1$ and $\gamma_j$ is given by

$$H_j (s, t) = R_j (s) \gamma_1 (t) R_j (s)^\dagger,$$

where

$$R_j (s) = \begin{pmatrix}
\cos \left( \frac{\pi}{2} s \right) & i \sin \left( \frac{\pi}{2} s \right) \\
1 & 1 \\
\vdots & 1
\end{pmatrix}.$$ 

So we can now deduce that $[\gamma_1]^d = [\gamma_1] \cdot [\gamma_2] \cdot \ldots \cdot [\gamma_d] = [\gamma_1 * \gamma_2 * \ldots * \gamma_d]$. It remains to show that $\gamma_1 * \gamma_2 * \ldots * \gamma_d$ is homotopic to $\gamma$. To that end, let $f, g : [0, 1] \to [0, 1]^d$ be defined by $f (t) = (t, t, \ldots, t)$ and

$$g (t) = \begin{cases}
(t d, 0, 0, \ldots, 0), & t \leq \frac{1}{d} \\
(1, td - 1, 0, \ldots, 0), & \frac{1}{d} \leq t \leq \frac{2}{d}, \\
\vdots \\
(1, 1, \ldots, 1, td - (d - 1)), & \frac{d-1}{d} \leq t \leq 1
\end{cases}.$$ 

Note that both $f$ and $g$ are paths inside the $d$-dimensional cube from $(0, 0, \ldots, 0)$ to $(1, 1, \ldots, 1)$, and while $f$ moves linearly along the cube’s diagonal, $g$ takes a path along the sides of the cube.
Since the cube $[0,1]^d$ is convex, it is simply connected and so $f$ and $g$ are homotopic paths. Define $\varphi : [0,1]^d \to U(d)$ by

$$\varphi(x_1,x_2,\ldots,x_d) = \begin{pmatrix}
  e^{2\pi i x_1} \\
  e^{2\pi i x_2} \\
  \vdots \\
  e^{2\pi i x_d}
\end{pmatrix},$$

and note that $\varphi \circ f$ and $\varphi \circ g$ are homotopic (a homotopy between them can be obtained from a homotopy between $f$ and $g$ by composing with $\varphi$). Observing that $\varphi \circ f = \gamma$ and that $\varphi \circ g$ is equal to $\gamma_1 \ast \gamma_2 \ast \ldots \ast \gamma_d$ up to reparametrization of time, we finish the proof as

$$[\gamma] = [\varphi \circ f] = [\varphi \circ g] = [\gamma_1 \ast \gamma_2 \ast \ldots \ast \gamma_d] = [\gamma_1]^d.$$

\[\square\]

\textbf{Proof of Lemma 1.} Without the loss of generality we may assume that $h(1) = 1$, since otherwise we may replace $h$ with its rotation $U \mapsto h(1)^{-1}h(U)$. Let $\gamma : [0,1] \to U(d)$ be the loop $\gamma(t) = e^{2\pi i t}1$. By Lemma 2, the homotopy class $[\gamma]$ is a $d$-th power in $\pi_1(U(d),1)$, and so must map to a $d$-th power under any group homomorphism. In particular, $h_*([\gamma]) = [h \circ \gamma]$ is a $d$-th power in $\pi_1(S^1,1)$, and so we can write $[h \circ \gamma] = [\gamma']^d$ for some loop $\gamma' : [0,1] \to S^1$. Since the fundamental group of the circle $\pi_1(S^1,1)$ is (infinite) cyclic and generated by the homotopy class of the loop $\nu(t) = e^{2\pi i t}$, we can write $[\gamma'] = [\nu]^k$ for some $k \in \mathbb{Z}$, and so we have $[h \circ \gamma] = [\nu]^kd$. On the other hand, the $m$-homogeneity of $h$ allows us to derive an explicit formula for $h \circ \gamma$:

$$h \circ \gamma(t) = h(e^{2\pi i t}1) = (e^{2\pi i t})^m \cdot h(1) = e^{2\pi imt}.$$

The loop $t \mapsto e^{2\pi imt}$, which winds $m$ times around the circle, is homotopic to the composition of $\nu$ with itself $m$ times (as both loops are equal up to reparametrization of time) and so $[h \circ \gamma] = [\nu]^m$. Combining the two expressions we got for $[h \circ \gamma]$ in terms of $[\nu]$, we deduce that $[\nu]^{kd} = [\nu]^m$. Since the order of $[\nu]$ in $\pi_1(S^1,1)$ is infinite, the two powers must be equal and $m = kd$.\[\square\]

\subsection{Consequences for neutralisation}

Dong et al. [DNSM19] observed that parallel \textit{id} queries cannot be neutralised if their number is not a multiple of the oracle’s dimension. Here we show that this remains impossible also when the parallel assumption is dropped. Our first proof, a reduction to Theorem 1, is similar to their construction of $c-U^d$ algorithm (Section 2.6).

\textbf{Corollary 2.} Let $d \in \mathbb{N}$ be the dimension of the oracle, $U \in U(d)$, and $\text{id}$ represent a query sequence $\text{id} = \text{id}\text{id} \ldots \text{id}$, where $\text{id}(U) = U$. If $d \nmid |\text{id}|$ then there is no neutralising algorithm for this query sequence.

\textbf{Proof 1 (via Theorem 1).} Let $A_\emptyset$ be a neutralising algorithm for $\text{id}$, with the corresponding constant $r \in (0,1]$ (see Definition 6). Construct a new algorithm which runs $A_\emptyset$ if a control qubit is $|0\rangle$ and makes the $|\text{id}|$ oracle calls in sequence if the control is $|1\rangle$. If $r \neq 1$, lower the probability of postselection in the control-$|1\rangle$ case to match $r$ for example by adding a tuned $|1\rangle$-controlled rotation of the ancilla state before the final projection of the ancilla. We obtain an algorithm exactly achieving $c-U^{|\text{id}|}$. By Theorem 1 $|\text{id}|$ is a multiple of $d$.\[\square\]
Proof 2 (direct). Assume \( A_\varnothing \) is a neutralising algorithm for \( \text{id} \). This \( A_\varnothing : U(d) \rightarrow L(\mathcal{Z}) \) is by Property 1 continuous and by Property 2 \( |\text{id}| \)-homogeneous and so is

\[
|\langle 0 | A_\varnothing(U) | 0 \rangle| = |\langle 0 | A_\varnothing(U)^\dagger A_\varnothing(U) | 0 \rangle| = e^{i\phi(U)},
\]

which maps from \( U(d) \) to the circle. Then by Lemma 1, \( |\text{id}| \) is a multiple of \( d \).

3.2 Consequences for the transpose and inversion tasks

In this section we show how Theorem 1 precludes transpose and inversion algorithms with certain numbers of oracle calls from being clean. A clean algorithm implements (up to a global phase) a constant operator to the ancilla. Formally,

Definition 7. [Clean postselection oracle algorithm]

Let \( A : U(d) \rightarrow L(\mathcal{H}_t \otimes K) \) be a postselection oracle algorithm that exactly achieves the task \( (t : U(d) \rightarrow L(\mathcal{H}_t), \Sigma) \), i.e. \( A(U)(1 \otimes |0\rangle) = t(U) \otimes G_U \) for some \( G_U \in L(\mathcal{K}) \). We call \( A \) clean if we can write the garbage operation as \( G_U = e^{ig(U)}G \) for some constant \( G \in L(\mathcal{K}) \) and some \( g : U(d) \rightarrow \mathbb{R} \).

Cleanness might be useful if the algorithm is to be composed coherently as a subroutine inside a larger algorithm. A subroutine with a \( U \)-dependent ancilla operator \( G_U \) would prevent interference (since \( U \) is unknown).

For every \( k \in \mathbb{N} \), Quintino et al. [QDS19a, QDS19b] presented a \( k \)-query postselection oracle algorithm exactly achieving the transpose task \( (U \rightarrow U^T, \{\text{id}\}) \) and a \( (k(d-1)) \)-query postselection oracle algorithm exactly achieving the inverse task \( (\text{inv}, \{\text{id}\}) \). The success probability of these grows with \( k \). As we show next, they can be clean only at specific \( k \)-values. (See Appendix B for a review of the clean \( k = 1 \) algorithms.)

Corollary 3. If there is a clean algorithm making \( N \) oracle calls and exactly achieving

1. the inverse task \( (t : U \rightarrow U^\dagger, \Sigma = \{\text{id}\}) \), then \( N = -1 \mod d \).
2. the transpose task \( (t : U \rightarrow U^T, \Sigma = \{\text{id}\}) \), then \( N = 1 \mod d \).

Proof of 1. If a clean algorithm with \( N \) calls to \( \text{id}(U) \) implements \( U^\dagger \) on \( \mathcal{H}_t \), then with another \( \text{id} \) query implemented to \( \mathcal{H}_t \) it is a clean algorithm making \( N + 1 \) calls and implementing the identity, i.e. it neutralises \( N + 1 \) calls. Formally, call \( A_{\text{inv}} : U(d) \rightarrow L(\mathcal{H}_t \otimes K) \) the clean \( N \)-query algorithm exactly achieving the inverse task, \( A_{\text{inv}}(U)(1 \otimes |0\rangle) = e^{ig(U)}U^\dagger \otimes G \) as in Definition 7. Then

\[
(U \otimes |0\rangle)A_{\text{inv}}(1)^\dagger A_{\text{inv}}(U)(1 \otimes |0\rangle) = r e^{i(g(U)-g(1))} 1 \otimes |0\rangle|0\rangle
\]

with \( r = \langle 0 | G^1G | 0 \rangle \), is a neutralisation algorithm for the string \( (\text{id})^N+1 \) (since eq. (2) holds for \( A_{\text{inv}} \), \( r \) is nonzero). Corollary 2 tells us that \( d \) must divide \( N + 1 \), therefore \( N = -1 \mod d \).

Proof of 2. Assume there is a clean algorithm making \( k \) calls and exactly achieving the transpose task. Compose it with the clean unitary oracle algorithm for complex conjugation by Miyazaki, Soeda and Murao [MSM19] (reviewed in Appendix B.1) to obtain clean inversion algorithm making \( k(d-1) \) oracle calls. Then by the above argument \( k(d-1) + 1 \) is a multiple of \( d \) and it follows that \( k = 1 \mod d \).

4 The Approximate Dichotomy

In this section we show that the dichotomy of Theorem 1 holds also if we ask only for an approximation of the desired task operator. To state this precisely, we need to replace the notion of exactly achieving a task (Definition 4) by a notion that allows for some error.
4.1 Approximating a task

Here we define a weaker version of Definition 4. So far we have used pure states formalism and represented computations by operators on pure states. To be able to discuss approximations, we now switch to the density matrix formalism. In the following, we denote by $\mathcal{D}(\mathcal{H}) \subset L(\mathcal{H})$ the set of density operators on $\mathcal{H}$.

**Definition 8 ($\epsilon$-approximating a task).**

A postselection oracle algorithm $A : U(d) \to L(\mathcal{H}_A \otimes \mathcal{K})$ making queries from $\Sigma_A$ $\epsilon$-approximates the task $(t : U(d) \to L(\mathcal{H}_t), \Sigma)$ if $\mathcal{H}_A = \mathcal{H}_t$, $\Sigma_A \subseteq \Sigma$ and if for all $U \in U(d)$, and for all task input states $\rho \in \mathcal{D}(\mathcal{H}_t)$ the renormalised output on the task register is close to the task output, i.e.

$$\sup_{\rho \in \mathcal{D}(\mathcal{H}_t)} \left\| \frac{A_U(\rho)}{tr[A_U(\rho)]]} - t(U)\rho t(U)\right\|_{tr} \leq \epsilon,$$

(8)

where $\| \cdot \|_{tr}$ is the trace norm, and the superoperator $A_U : L(\mathcal{H}_t) \to L(\mathcal{H}_t)$ defined as $A_U(\rho) = tr_K [A(U)(\rho \otimes |0\rangle\langle 0|_K)] A(U)^\dagger$ captures how the postselection oracle algorithm acts on the task register.

Note that in this formalism the postselection condition of eq. (2) can be reformulated as $tr[A_U(\rho)] > 0$ for all $\rho \in \mathcal{D}(\mathcal{H}_t)$ and $U \in U(d)$, therefore inequality (8) is well-defined.

We note that there is a subtlety in the left-hand side of inequality (8) - the output of $A_U$ is renormalised, making the expression inside the trace norm nonlinear in $\rho \in \mathcal{D}(\mathcal{H})$. This is unavoidable, given the fact that we are handling postselection.

Observe furthermore, that the left-hand side of (8) is reminiscent of the trace induced distance of two superoperators (except for the difference of the renormalization). We could have also worked with a similar modification of the diamond distance, studied in [Gav20], which would correspond to taking the supremum in (8) over a larger set. We prefer not to do so, since first, this would have made the discussion more cumbersome technically, and second, our main result is an impossibility of certain upper bounds, namely of all $\epsilon < \frac{1}{2}$, for a certain task. In other words, we show that for this task the supremum in (8) must be large, which is a stronger claim when the supremum is over the smaller set.

By the next claim Definitions 4 and 8 are consistent.

**Claim 1.** Let the task $(t : U(d) \to L(\mathcal{H}_t), \Sigma)$ be such that $t(U)$ is unitary for all $U \in U(d)$. Then a postselection oracle algorithm exactly achieves $(t, \Sigma)$ if and only if it $0$-approximates $(t, \Sigma)$.

**Proof.** For the if direction, substitute eq. (3) into $A_U(\rho)$. For the only if assume $A$ $\epsilon$-approximates $(t, \Sigma)$. By Theorem 2.3 of [Gav20] for all $U \in U(d)$ there exists $|g_U\rangle \in \mathcal{K}$, such that

$$\|A(U)(1_{\mathcal{H}_t} \otimes |0\rangle\langle 0|_K) - t(U) \otimes |g_U\rangle\rangle_{op} \leq O(\sqrt{\epsilon}),$$

(9)

where $\| \cdot \|_{op}$ is the operator norm. Equation (3) follows by substituting $\epsilon = 0$ and taking $G_U = |g_U\rangle\langle 0|_K$. \[ \]

4.2 The Approximate Dichotomy Theorem

In this section we extend the exact dichotomy of Theorem 1 to errors as large as $\epsilon < \frac{1}{2}$. To obtain the bound of $\frac{1}{2}$ we use a new reduction to Lemma 1 which, as opposed to the reduction in Section 3, does not have a simple operational meaning.
Theorem 2 (The Approximate Dichotomy). Let \( m \in \mathbb{Z} \) and let \( d \in \mathbb{N} \) be the dimension of the oracle, \( U \in U(d) \). Let \( \epsilon \in [0, \frac{1}{2}] \).

- If \( d \mid m \) there exists a postselection oracle algorithm \( \epsilon \)-approximating the task
  \[
  c U^m := (U \mapsto |0\rangle\langle 0| \otimes 1 + e^{i\phi(U)} |1\rangle \otimes U^m, \{id, inv\}),
  \]
  for some \( \phi : U(d) \to \mathbb{R} \).
- If \( d \nmid m \) no such postselection oracle algorithm exists.

In particular, we obtain an impossibility of an approximate \( c U \):

Corollary 4 (Impossibility of Approximating Controlled \( U \)). In the postselection oracle algorithm model \( \epsilon \)-approximating the task \( c U \) is impossible for any \( \epsilon \in [0, \frac{1}{2}] \).

Proof of Theorem 2. The \( d \mid m \) direction follows from the fact that the algorithm of [DNSM19] exactly achieves \( c U^d \) and therefore also \( \epsilon \)-approximates it for any \( \epsilon \). For the \( d \nmid m \) direction, assume there exists a postselection oracle algorithm, \( A : U(d) \to L(H \otimes K) \), \( \epsilon \)-approximating \( c U^m \) for some \( \epsilon < \frac{1}{2} \). We will show that Lemma 1 again implies that \( m \) must be a multiple of \( d \).

Define the following functions \( U(d) \to \mathbb{C} \):

-  
  \[
  h_+(U) := (0)_c \langle + |_c A(U)^\dagger | 1\rangle_c (U^m \otimes 1_K)(0)_c A(U) | _+ \rangle_c | 0\rangle_\varphi
  \]
  \[
  p_+(U) := \langle + |_c \otimes (0)_\varphi A(U)^\dagger A(U) \langle _+ |_c \otimes | 0\rangle_\varphi
  \]
  \[
  f_+(U) := \frac{h_+(U)}{p_+(U)}
  \]

which are modifications of the functions defined in the proof of Theorem 1. In particular, the subscript \( c \) again denotes the first qubit, and the subscript \( \varphi \) the remaining qubits of all the registers (so that \( |0\rangle_c \otimes |0\rangle_\varphi \in H \otimes K \)). Note again that \( h_+ \) and \( f_+ \) are continuous and \( m \)-homogeneous and \( f_+ \) is well defined since \( p_+(U) = \text{tr} [A_U(\rho^*)] \) is the postselection probability on the task input \( \rho^* = |+\rangle c \otimes |0\rangle 0 \in L(H_c) \) and is therefore never zero. Moreover note that

-  
  \[
  \text{tr} [A_U(\rho^*) (|1\rangle_c \otimes U^m)] = h_+(U)
  \]
  \[
  \text{tr} [t(U) \rho^* t(U)^\dagger (|1\rangle_c \otimes U^m)] = \frac{1}{2} e^{-i\phi(U)},
  \]

for \( t(U) = |0\rangle\langle 0| \otimes 1 + e^{i\phi(U)} |1\rangle \otimes U^m \). We get

-  
  \[
  f_+(U) - \frac{1}{2} e^{-i\phi(U)} = \frac{\text{tr} [A_U(\rho^*) (|1\rangle_c \otimes U^m)]}{p_+(U)} - \text{tr} [t(U) \rho^* t(U)^\dagger (|1\rangle_c \otimes U^m)]
  \]
  \[
  \leq \left| \frac{A_U(\rho^*) (|1\rangle_c \otimes U^m)}{p_+(U)} - t(U) \rho^* t(U)^\dagger (|1\rangle_c \otimes U^m) \right|_{tr}
  \]
  \[
  \leq \left| \frac{A_U(\rho^*) - t(U) \rho^* t(U)^\dagger}{\text{tr} [A_U(\rho^*)]} \right| \left| |1\rangle_c \otimes U^m \right|_{op} \leq \epsilon
  \]

where \( \| \cdot \|_{op} \) is the operator norm. The first and the second inequality are applications of the general inequalities \( \text{tr}(X) \leq \|X\|_{tr} \) and \( \|XY\|_{tr} \leq \|X\|_{tr} \|Y\|_{op} \) which hold for any operators \( X, Y \in L(H_c) \) (see Lemma 10 of [AKN98]) and the last is the assumption that the algorithm \( \epsilon \)-approximates \( c U^m \). We got that

-  
  \[
  |f_+(U)| \geq \frac{1}{2} - \epsilon > 0,
  \]

for all \( U \in U(d) \) since we had \( \epsilon < \frac{1}{2} \). This lets us define \( f(U) := f_+(U)/|f_+(U)| \) which is a continuous \( m \)-homogeneous function \( U(d) \to S^1 \). By Lemma 1, \( m \) is a multiple of \( d \). \( \square \)
5 Worst-case versus average-case

We have noted before that our model is worst case. Specifically, we require that the task operator is (approximately) implemented whenever the algorithm outputs ‘success’ and, at the same time, that the probability of ‘success’ is always nonvanishing. Therefore, the task operator \( t(U) \) is (approximately) implemented with nonzero probability for all oracles \( U \in U(d) \).

In this section we compare our impossibility result to the algorithms of [SMM09] and [DNSM19] which, when combined, give an average-case \( c-U \) algorithm. First we show an impossibility of a worst-case version of [SMM09], then we ask about variations of the [DNSM19] algorithm, which would render the composed average-case \( c-U \) algorithm efficient.

5.1 A fractional power task

We use the example of the \( \frac{1}{d} \)-th power task to emphasise that our model is worst-case. Approximately implementing \( U^\frac{1}{d} \) within any error \( \epsilon > 0 \) can be done by the average-case algorithm of [SMM09] (\( \epsilon \) determines the algorithm’s complexity), while we prove next that for a small enough \( \epsilon \) this becomes impossible within our model. The algorithm of [SMM09] is outside our model because it fails for some \( U \in U(d) \). Their Lemma 1 implies that this is necessary. So does the following corollary of Theorem 2, but without any reference to the algorithm’s oracle complexity.

**Corollary 5.** Let the \( \frac{1}{d} \)-th power task be \( (t, \{\text{id, inv}\}) \), where the function
\[
t : U(d) \to U(d) \\
t(U) = U^\frac{1}{d}
\]
for each \( U \in U(d) \) outputs a specific \( d \)-th root of \( U \) (as there could be several). If some postselection oracle algorithm \( \epsilon \)-approximates this task, then \( \epsilon = \Omega(d^{-2}) \).

We remark that the lower bound on \( \epsilon \) scales as \( d^{-2} \) and not \( d^{-1} \) due to our relatively weak notion of \( \epsilon \)-approximating, (see the discussion under Definition 8). Note that intuitively, the worst-case impossibility is not surprising: we are trying to approximate the discontinuous function \( t \) by some continuous postselection oracle algorithm.

**Proof.** Assume there exists a postselection oracle algorithm \( A : U(d) \to L(H \otimes K) \), which \( \epsilon \)-approximates the \( \frac{1}{d} \)-th power task. Use \( A(U) \) \( d \) times as a subroutine in the \( c-U^d \) algorithm of Dong et al. [DNSM19] (see Figure 3 and eq. (4)). In other words, replace its \( \text{id} \) queries by \( A \) queries. The result is illustrated in Figure 4. The intuition is that \( A(U) \) is close to \( U^\frac{1}{d} \otimes G_U \) for some garbage operator \( G_U \) on the ancilla, and therefore the postselection oracle algorithm of Figure 4 should be appropriately close to implementing
\[
\left( |0\rangle_0 \otimes 1 + \frac{1}{\det(U^\frac{1}{d})} |1\rangle_1 \otimes U \right) \otimes (G_U |0\rangle)^\otimes d \otimes \det(U^\frac{1}{d}) |0\rangle |0\rangle^\otimes d,
\]
which corresponds to the task operator of the task \( c-U \). Indeed, by Theorems 2.1 and 2.2 of [Gav20], the algorithm of Figure 4 with its \( d \) subroutines \( de' \)-approximates \( c-U \), where \( e' = O(\sqrt{\epsilon}) \). Since by Theorem 2 we must have \( de' > \frac{1}{2} \), we get \( \epsilon = \Omega(d^{-2}) \). \( \square \)
where $U$.

![Figure 4: The c-U$^d$ algorithm of [DNSM19] with the query sequence $s = (id)^d$ replaced by $s' = A^d$, where $A(U)$ approximately implements $U^\pi \otimes G_U$.]

### 5.2 An efficient average-case c-U algorithm?

If we substitute the average-case $1/k$-th power algorithm of [SMM09] for $A(U)$ in Figure 4 we obtain an average-case c-U algorithm. The [SMM09] algorithm approximately implements $U^\pi \otimes U^{-\pi} \otimes 1$ for most $U \in U(d)$ (see Section 2.5) and its oracle complexity is constant in $d$. However, it is used in Figure 4 $d$ times so the resulting algorithm is exponential in $n := \lceil \log(d) \rceil$, the number of qubits $U \in U(d)$ acts on.

It remains open whether an efficient average-case algorithm for c-U exists. A naive idea is to go through the $1/k$-th power instead of the $1/d$-th power for some $k = poly(n)$ and to replace the c-U$^d$ algorithm of Dong et al. by an algorithm that makes only $k$ calls to the $1/k$-th power subroutine. However, Theorem 2 implies that a worst-case $c-U^k$ algorithm for such $k$ is impossible, so we have to find a different candidate for replacing Dong et al.’s algorithm.

Interestingly, such a candidate may exist and may even still be worst-case. Our impossibility of $c-U^k = (U \mapsto control_\phi(U^k), \{id, inv\})$ for $k = poly(n)$, $k \neq 1$ does not imply the impossibility of, for example, the task $(control_\phi, \{root_k\})$, where $\text{root}_k(U) = U^{\frac{\pi}{k}}$ picks some $k$-th root of $U$. Intuitively, an algorithm could achieve the new task by exploiting the additional knowledge of being given $k$-th roots of $U \in U(d)$. In any case, as we argue next, Theorem 2 cannot be extended to exclude such an algorithm. Note that any algorithm $A$ whose query sequence is $s = (\text{root}_k)^k$ can be decomposed as $A = A' \circ \text{root}_k$ where $A'$ is an algorithm with the query sequence $(id)^k$.

We could try to derive an impossibility for either $A$ or $A'$ by reducing to a function $f_A$ or $f_{A'}$ respectively, which meets the conditions of Lemma 1. However, an $f_A$ derived from $A$ is not necessarily continuous since $\text{root}_k$ is not continuous. On the other hand, an $f_{A'}$ derived from $A'$ has $\text{Domain}(f_{A'}) = \text{Domain}(A') = \text{Im}(\text{root}_k) \subseteq U(d)$ because any $\text{root}_k : U(d) \to U(d)$ picking some $k$-th root of $U$ cannot be onto. Therefore this simple example of a route towards an efficient average-case c-U remains open, as do many others.

### 6 Discussion: Limitation of our model

One may ask whether our postselection oracle algorithm (defined in Section 2.1) is the most general model one can define, for an algorithm making use of an unknown unitary. The answer, surprisingly, is quite subtle. It turns out that one can conceive of a more general model: one in which the postselection measurements have more than one success possibility. We call those non-binary postselection measurements. We will see that for many tasks, this generalization does not make any difference. However, in relation to c-U, it does!

We represent a postselection oracle algorithm by a function $A$ from the set of unitary oracles
$U(d)$ to the set of operators the algorithm implements conditioned on getting 'success'. The function is deterministic and continuous (Property 1). This picture is appropriate for computations that include the following two measurement scenarios

I. measure and accept only a specific 'success' outcome (project$^2$),
II. measure and forget the outcome (trace out).

The function $A$ includes a multiplication by a projector whenever a type I measurement occurs and ignores all type II measurements. However, a third measurement scenario exists - the non-binary postselection measurement scenario:

III. measure and accept any outcome from the 'success set', remembering$^3$ which of them was actually obtained.

This scenario reduces to scenario I if the success set has one element. Otherwise, a computation with a measurement of type III is outside our deterministic model. We argue next that the process-tomography strategy to approximate $c-U$ is an example. Afterwards we explain why this distinction does not make any difference for some other tasks, such as the complex conjugation, transpose and the inverse tasks.

6.1 $c-U$ via process tomography uses a type III measurement

The process tomography strategy to approximate $c-U$, like any quantum-classical algorithm, can in principle be made all unitary with a measurement at the end. The measurement is without loss of generality of the form $\{|x\rangle \langle x|\}_{x \in \text{dim}(K_m)}$, where $K_m$ is the measured register and the integers $x$ label vectors in a fixed orthonormal basis of $K_m$. Assume for simplicity that in this $c-U$ algorithm all outcomes $x$ are in the 'success set'. Then, before the measurement the algorithm must be close$^4$ to implementing the following operator in $L(H_t \otimes K_{\text{rest}} \otimes K_m)$:

$$\sum_{x \in \text{dim}(K_m)} (|0\rangle \langle 0| \otimes 1 + e^{i\phi_x(U)} |1\rangle \langle 1| \otimes U) \otimes G_{U,x} \otimes |x\rangle |0\rangle,$$

(10)

provided that the ancilla Hilbert spaces $K_{\text{rest}} \otimes K_m$ were initialised to the all-zero state at the onset of the algorithm. Then $||G_{U,x} |0\rangle||^2$ is the probability of outcome $x$. So far the algorithm, seen as a function from oracles $U(d)$ to the implemented operators, is continuous (Property 1).

Our claim that the process tomography strategy must contain a type III measurement is equivalent to the following

Claim 2. The process tomography strategy for $c-U$ corresponds to an operator (10) with at least two terms in the sum.

Proof and intuition. Assume towards contradiction that there is only one term ($x = 1$) in the sum. Then the measurement can be omitted. We have reduced the $c-U$ algorithm to a continuous (postselection oracle) algorithm!

By Theorem 2 this is impossible.

We can choose not to invoke Theorem 2, and instead try to find how the above contradicts the process tomography strategy in particular. This will, in turn, give us some intuition for Theorem 2. Let's go back to the process tomography strategy before we reduced it to a fully quantum algorithm without intermediate measurements. There the measurements of the process-tomography step yield the matrix elements of some representative of $U$ disregarding the global phase. The assumption of the sum (10) having only one, $x = 1$ term translates to this 'picking of representative' being close to a deterministic function of $U$, namely to the function $\text{rep}(U) = e^{i\phi(U)} U$. At the same time, the insensitivity to the global phase imposes

---

$^2$after possibly adding some ancillae and appropriate rotations, to account for a general POVM
$^3$otherwise this would just be a combination of scenarios I and II.
$^4$Equation (9) justifies the use of operators here instead of superoperators.
that \( \text{rep}(U) = \text{rep}(e^{i\alpha}U) \) for all \( \alpha \in [0, 2\pi) \). An example of such a \( \text{rep} \) function is the one with its \( e^{i\phi(U)} \) tuned to make the first nonzero matrix element encountered, when going over them in some fixed order, real positive. This example of a \( U \mapsto e^{i\phi(U)} \) map (and a \( \text{rep} \) map) is discontinuous. Is there a continuous one? By Lemma 1 there isn’t! \( \text{rep}(U) = \text{rep}(e^{i\alpha}U) \) imposes that \( U \mapsto e^{i\phi(U)} \) be \((-1)\)-homogeneous. Therefore, a continuous algorithm approximates a discontinuous function with an arbitrarily small approximation error \(^5\). This is impossible! The inconsistency can only be removed by letting \( ||G_{U,1}|0\rangle||^2 \) go to zero for \( U \)'s at the discontinuity. However, since the algorithm is worst-case, a new term’s \( ||G_{U,x}|0\rangle||^2 \) must increase, hence the claim.

### 6.2 For some tasks our model is general enough

The crucial difference between the \( c-U \) task and the complex conjugation, transpose and inverse tasks is that \( c-U = \{\text{control}, \{\text{id, inv}\}\} \) has some freedom in its task function. In the sum (10) each term has a different phase function, i.e. \( \phi_x \neq \phi_{x'} \) for \( x \neq x' \), while each term on its own 'succeeds'. To see this, note that if \( \phi_x = \phi_{x'} \), then without loss of generality the terms \( x \) and \( x' \) can be grouped into one term. Similarly, if any type III measurement is present in, for example, an inverse algorithm, then, since the inverse is a unique function, we are left with a single ('success') term

\[
\sum_{x} U^\dagger \otimes G_{U,x} \otimes |x\rangle\langle 0| = U^\dagger \otimes \sum_{x} G_{U,x} \otimes |x\rangle\langle 0| = U^\dagger \otimes G'_U
\]

and the measurement \( \{|x\rangle\langle x|\}_x \) can be skipped. Thus the algorithms of [MSM19, QDS+19a, QDS+19b] are postselection oracle algorithms, as any other algorithms achieving those tasks would be. Interestingly, the algorithm of [DNSM19] is also within our model and the [SMM09] algorithm differs only by being average-case, while the corresponding tasks, the \( c-U^d \) and the \( q\)-th power task, do have freedom in their task functions. Therefore, solutions outside our model may exist as well. We leave this as an open question, together with an efficient, type-III algorithm for \( c-U \).
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Appendices

A Special-case impossibility via the Borsuk-Ulam theorem

Here we prove the impossibility of \( c-U \) for even-dimensional oracles from the notorious result of algebraic topology: the Borsuk-Ulam theorem \cite{Bor33}. This shows that our Lemma 1 can be seen as a variant of the Borsuk-Ulam theorem.

**Borsuk-Ulam theorem.** If \( f : S^n \to \mathbb{R}^n \) is a continuous function, then there exists \( x \in S^n \) such that \( f(x) = f(-x) \).

**Proof of Corollary 1 (d even).** Assume \( A : U(d) \to L(\mathcal{H} \otimes \mathcal{K}) \) is a postselection oracle algorithm exactly achieving \( c-U \). In fact, any postselection oracle algorithm making queries from \( \Sigma = \{id, inv\} \)
- is continuous (see Property 1),
- is an odd (even) function if the total number of queries \( |s| \) is odd (even).

Define \( h(U) := \langle 0_c | (U \otimes 1_K) \left( (|1_c \rangle A(U) \langle 1_c |)^\dagger (\langle 0_c | A(U) | 0_c \rangle) | 0 \rangle \right| \),
where \( |0_c \rangle \) and \( |1_c \rangle \) are the computational basis states of the first qubit and \( |0 \rangle \) the all-zero state on what is left (i.e. if \( |0 \rangle \) is the all-zero state over all registers, then \( |0_c \rangle \otimes |0 \rangle = |0 \rangle \)). From the listed properties of \( A \) it follows that \( h \) is a continuous odd function, i.e. \( h(-U) = -h(U) \).

Next we use the fact that \( A \) exactly achieves the \( c-U \) task, i.e. there is a real function \( \phi \) and a \( U \)-dependent ancilla operator \( G_U \in L(\mathcal{K}) \) such that
\[
A(U) \left( \mathbf{1}_{\mathcal{H}} \otimes |0 \rangle \langle 0 | \right) = \left( |0 \rangle |0_c \rangle \otimes \mathbf{1} + e^{i\phi(U)} |1 \rangle |1_c \rangle \otimes U \right) \otimes G_U.
\]
Substituting this into the definition of \( h \), we get
\[
h(U) = e^{-i\phi(U)} |0_c \rangle G_U |0 \rangle |0 \rangle = e^{-i\phi(U)} |0 \rangle A(U)^\dagger A(U) |0 \rangle,
\]
i.e., the amplitude of \( h(U) \) is the postselection probability when the input is \( |0 \rangle \in \mathcal{H} \otimes \mathcal{K} \) and therefore is nonzero for all \( U \in U(d) \). In other words, \( \text{Im}(h) \subseteq \mathbb{C} \setminus \{0\} \). Now, since \( d \) is even we can define the following continuous function \( g : S^3 \to U(d) \) such that given a vector \( x = (x_1, x_2, x_3, x_4)^T \) on the 3-sphere
\[
g(x) = \begin{pmatrix}
x_1 + ix_2 \\
\vdots \\
x_3 + ix_4
\end{pmatrix}
\begin{pmatrix}
x_1 + ix_2 \\
x_3 + ix_4
\end{pmatrix}^T
\begin{pmatrix}
x_1 + ix_2 \\
x_3 + ix_4
\end{pmatrix}
\]
where the dots denote that the elements are repeated across the diagonal and the antidiagonal, and there are zeroes everywhere else. Note that \( g \) is odd, \( g(-x) = -g(x) \). By Borsuk-Ulam theorem, since \( h \circ g : S^3 \to \mathbb{C} \subseteq \mathbb{R}^3 \) is continuous, there exists \( x \in S^3 \) such that \( h \circ g(x) = h \circ g(-x) = -h \circ g(x) \), where the last equality holds because \( h \circ g \) is odd. Therefore there exist \( x \in S^3 \) such that \( h \circ g(x) = 0 \). This is in contradiction with \( \text{Im}(h) \subseteq \mathbb{C} \setminus \{0\} \).

In this appendix we decided to discuss the impossibility of \( c-U \) i.e. the \( m = 1 \) case of Theorem 1, but note that only minor modifications of the above proof are needed to generalise it to \( c-U^m \) for \( m \) odd.
B \(c-U^d\) from the simplest inversion algorithm

In this section we present an algorithm for \(c-U^d\) built from the simplest of the family of inversion algorithms due to [QDS+_19b]. This may serve as an alternative proof of the existence direction of Theorems 1 and 2, as well as an illustration of the construction used in the proof of Corollary 3. First, we review the results leading to the simplest inversion algorithm, then we present the \(c-U^d\) construction.

B.1 Review of the complex conjugation algorithm

Here we review the complex conjugation algorithm of Miyazaki et al. [MSM19] with an alternative proof of its correctness.

**Construction 2 (due to [MSM19]).** There exists a unitary \(V_{\text{conj}}\) such that the dashed box in Figure 5 represents a clean unitary oracle algorithm exactly achieving the complex conjugation task \((U \mapsto U^*, \{id\})\).

In particular, the dashed box corresponds to \(A_* : U(d) \mapsto L(\mathcal{H}_t \otimes \mathcal{K}_s)\) with a single qudit task register \(\mathcal{H}_t\) and a \((d-2)\)-qudit ancilla register \(\mathcal{K}_s\), such that

\[
A_* (U) \left( 1 \otimes |0\rangle \langle 0| ^{\otimes d-2} \right) = U^* \otimes \det(U) |0\rangle \langle 0| ^{\otimes d-2} \tag{11}
\]

**Proof.** Cramer’s rule for matrix inversion reads \(U^{-1} = \det(U)^{-1} C(U)^T\), where \(C(U)\) is the cofactor matrix of \(U\). We define it presently, but first note that from Cramer’s rule \(C(U) = \det(U) U^*\), so \(C(U)\) is unitary and it is enough to show that the algorithm implements \(C(U)\). Cofactor matrix of \(U\) is the matrix of minors of \(U\), \(C(U)_{i,j} = (-1)^{i+j} \det(U_{\cdot \cdot})\), or in the quantum notation (with the first basis vector labeled by 1):

\[
C(U) = \sum_{i,j=1}^{d} (-1)^{i+j} \det(U_{\cdot \cdot}) |i\rangle \langle j| ,
\]

where \(\det(U_{\cdot \cdot})\) is the \((i,j)\)-th minor, defined as the determinant of the matrix \(U\) with the \(i\)-th
row and \( j \)-th column deleted, which can be expressed as

\[
\det(U_{\rightarrow j}) = \frac{(-1)^{i+j}}{(d-1)!} \sum_{\pi \in S_d} \operatorname{sgn}(\pi) \prod_{k=2}^{d} \langle \tau(k) | U | \pi(k) \rangle.
\] (12)

See Appendix C for the proof. Substituting this into the cofactor matrix definition we get

\[
C(U) = E^\dagger U^\otimes (d-1) E
\]

where \(|v_j\rangle := E |j\rangle\). Note that \(\{|v_j\rangle\}_{j \in [d]}\) is an orthonormal basis of the \((d-1)\)-qudit Hilbert space. To avoid conflation next, let’s go back the the traditional labelling of basis vectors, which starts with \(j = 0\). Choose a unitary \(V_{\text{conj}}\) such that \(V_{\text{conj}}(|j⟩ \otimes |0⟩^\otimes (d-2)) = |v_j⟩ = E |j⟩\), which implies \(V_{\text{conj}}(1 \otimes |0⟩^\otimes (d-2)) = E\). Because of the orthonormality of \(\{|v_j\rangle\}_{j \in \{0,1,...,d-1\}}\) such a unitary exists. The dashed box in Figure 5 then implements \(A_o(U) := V_{\text{conj}} U^\otimes (d-1) V_{\text{conj}}\), which on input \(|ξ⟩ \otimes |0⟩^\otimes (d-2)\) for any \(|ξ⟩ \in H_t\) outputs the all-zero state on the ancilla with probability

\[
p = \left|\left|E^\dagger U^\otimes (d-1) |ξ⟩\right|\right|^2 = ||C(U) |ξ⟩||^2 = 1.
\]

Therefore projecting the ancilla output onto the all-zero state has no effect and

\[
A_o(U) \left(1 \otimes |0⟩^\otimes (d-2)\right) = \left(1 \otimes |0⟩^\otimes (d-2)\right) V_{\text{conj}}^\dagger U^\otimes (d-1) V_{\text{conj}} (1 \otimes |0⟩^\otimes (d-2))
\]

\[
= C(U) \otimes |0⟩^\otimes (d-2) = U^* \otimes \det(U) |0⟩^\otimes (d-2),
\]

confirming eq. (11). \(\square\)

### B.2 Review of the simplest transpose and inverse algorithms

Quintino et al. [QDS+19b, QDS+19a] presented a family of postselection oracle algorithms exactly achieving the transpose task and, when composed with the complex conjugation algorithm of [MSM19], the inverse task. Here we review the simplest transpose algorithm which, making only one query, succeeds with the lowest probability.

**Construction 3.** The algorithm of Figure 5, with the dashed box replaced by one \(\{\text{id}\}\) query to \(U \in U(d)\) is (up to the initialisation of the ancilla) a postselection oracle algorithm exactly achieving the transpose task \((U \mapsto U^T, \{\text{id}\})\).

This construction together with Construction 2 give

**Construction 4.** The algorithm of Figure 5 is (up to the initialisation of the ancilla) a postselection oracle algorithm exactly achieving the inverse task \((U \mapsto U^\dagger, \{\text{id}\})\).

**Proof of Construction 3.** Note that if the dashed box is replaced by the identity, Figure 5 corresponds to the generalised teleportation, which succeeds with probability \(\frac{1}{d^2}\). In other words
\[ ((\psi^+ \otimes \mathbb{1}) (\mathbb{1} \otimes |\psi^\rangle)) = \frac{1}{\sqrt{d}} \mathbb{1}, \] which is easy to check by substituting for the generalised Bell state \(|\psi^\rangle\) = \( \frac{1}{\sqrt{d}} \sum_{i=0}^{d-1} |ii\rangle \). Next, for any complex \( d \times d \) matrix \( M \),

\[
(M \otimes \mathbb{1}) \sum_{i=0}^{d-1} |ii\rangle = \mathbb{1} \otimes M^T \sum_{i=0}^{d-1} |ii\rangle.
\]

which can be verified by writing \( M \) in terms of its matrix elements. Combining the two observations we get that the algorithm of Figure 5 with the dashed box replaced by \( U \) implements

\[
((\psi^+ \otimes \mathbb{1}) (\mathbb{1} \otimes U \otimes \mathbb{1}) (\mathbb{1} \otimes |\psi^\rangle)) = ((\psi^+ \otimes \mathbb{1}) (\mathbb{1} \otimes U^T) (\mathbb{1} \otimes |\psi^\rangle)) = U^T ((\psi^+ \otimes \mathbb{1}) (\mathbb{1} \otimes |\psi^\rangle)) = \frac{1}{d} U^T
\]
as claimed.

B.3 The c-\( U^d \) construction

Theoretically, any clean \( k \)-query exact inversion algorithm could be used to build an algorithm exactly achieving c-\( U^{k+1} \). The general construction is described in the proof of Corollary 3.1. As an example, we compose the clean \( d - 1 \)-query inversion algorithm of Figure 5 coherently into the larger algorithm of Figure 6. Note that the algorithm of Figure 6 is reminiscent of the Hahn spin echo trick [Hah50], because when the control is \(|0\rangle\) it "corrects" the first query to \( U \).

Construction 5. Figure 6 represents a postselection oracle algorithm exactly achieving the task c-\( U^d \) = \((U \mapsto \text{control}_\phi(U^d), \{id, inv\})\).

Proof. Observe that the dashed box inside fig. 6 implements \(|0\rangle\langle 0| \otimes \mathbb{1} \otimes A_s(U) + |1\rangle\langle 1| \otimes U^\otimes d-1 \otimes \mathbb{1}\), where \( A_s \) satisfies eq. (11). The initialisation of the ancilla and the postselection measurements at the end transpose a part of the dashed box resulting in the operator \( \frac{1}{d} (|0\rangle\langle 0| \otimes \det(U)U^T + |1\rangle\langle 1| \otimes U^\otimes d-1) \). Together with the initial query to \( U \) the algorithm exactly achieves c-\( U^d \).

C Symmetric equations for the determinant and the minors

In the following we first prove the symmetric formula for the determinant of eq. (5), then we use it to prove Lemma 4, the symmetric formula for the minors of eq. (12).
Lemma 3. The determinant of $M \in \text{Mat}_{n \times n} (\mathbb{C})$ is given by the formula:

$$
\det (M) = \frac{1}{n!} \sum_{\pi, \tau \in S_n} \text{sgn} (\tau) \text{sgn} (\pi) \prod_{i=1}^{n} M_{\tau(i), \pi(i)}.
$$

Proof. By the usual Leibniz formula, we have $\det (M) = \sum_{\pi \in S_n} \text{sgn} (\pi) \prod_{i=1}^{n} M_{\pi(i)}$. For each $\tau \in S_n$, set $M^\tau$ to be the matrix obtained from $M$ by permuting the rows of $M$ according to $\tau$, i.e. $M^\tau_{ij} = M_{\tau(i), \tau(j)}$. On the one hand, by the properties of the determinant function we have $\det (M^\tau) = \text{sgn} (\tau) \det (M)$, and on the other hand by the Leibniz formula:

$$
\det (M^\tau) = \sum_{\pi \in S_n} \text{sgn} (\pi) \prod_{i=1}^{n} M^\tau_{\pi(i)} = \sum_{\pi \in S_n} \text{sgn} (\pi) \prod_{i=1}^{n} M_{\tau(i), \pi(i)}.
$$

Combining the two expressions for $\det (M^\tau)$ and multiplying by $\text{sgn} (\tau)$ gives

$$
\det (M) = \sum_{\pi \in S_n} \text{sgn} (\pi) \text{sgn} (\tau) \prod_{i=1}^{n} M_{\tau(i), \pi(i)}.
$$

Summing this equality over all $\tau \in S_n$ and dividing by $n!$ gives the desired result. \hfill \Box

Lemma 4. The $(i, j)$ minor a matrix $M \in \text{Mat}_{n \times n} (\mathbb{C})$ is given by

$$
\det (M_{i,j}) = \frac{(-1)^{i+j}}{(n-1)!} \sum_{\pi, \tau \in S_n} \text{sgn} (\tau) \text{sgn} (\pi) \prod_{k=2}^{n} M_{\tau(k), \pi(k)}.
$$

Proof. We think of $S_{n-1}$ as the subset of $S_n$ of permutations fixing $n$, i.e. $S_{n-1} = \{ \alpha \in S_n \mid \alpha (n) = n \}$.

For each $m \in \{ i, j \}$ set $X_m = \{ \alpha \in S_n \mid \alpha (1) = m \}$, and let $T_m : X_m \to S_{n-1}$ be the mapping $T_m (\alpha) = (n \, n-1 \, ... \, m) \circ \alpha \circ (1 \, 2 \, 3 \, ... \, n-1 \, n)$. Note that $T_m (\alpha)$ lies in $S_{n-1}$ since it fixes $n$, that $T_m$ is a bijection (since $T_m \alpha$ it is obtained from $\alpha$ by composing on both sides with fixed permutations), and finally that by the multiplicativity of $\text{sgn}$ we have

$$
\text{sgn} (T_m (\alpha)) = (-1)^{n-m} \cdot \text{sgn} (\alpha) \cdot (-1)^{n-1} = (-1)^{1-m} \cdot \text{sgn} (\alpha).
$$

One can now verify that for all $k \in \{1, 2, ..., n-1\}$ and for every $\tau \in X_i$ and $\pi \in X_j$ we have:

$$(M_{i,j})_{T_i \tau(k), T_j \pi(k)} = M_{\tau(k+1), \pi(k+1)}.
$$

Indeed, if $\tau (k+1) < i$ then deleting the $i$-th row from $M$ doesn’t change the index of the $\tau (k+1)$-th row, and correspondingly $(n \, n-1 \, ... \, i)$ fixes $\tau (k+1)$ and so $(T_i \tau) (k) = \tau (k+1)$. If $\tau (k+1) > i$ then then deleting the $i$-th row from $M$ decreases the index of the $\tau (k+1)$-th row by one, and correspondingly $(n \, n-1 \, ... \, i)$ does the same thing to $\tau (k+1)$. A similar argument for $\pi$ shows the validity of the last equality. Now, by Lemma 3:

$$
\det (M_{i,j}) = \frac{1}{(n-1)!} \sum_{\pi', \tau' \in S_{n-1}} \text{sgn} (\tau') \text{sgn} (\pi') \prod_{k=1}^{n-1} (M_{i,j})_{\tau'(k), \pi'(k)} =
$$

$$
= \frac{1}{(n-1)!} \sum_{\pi \in X_i} \sum_{\tau \in X_j} \text{sgn} (T_i \tau) \text{sgn} (T_j \pi) \prod_{k=1}^{n-1} (M_{i,j})_{T_i \tau(k), T_j \pi(k)} =
$$

$$
= \frac{1}{(n-1)!} \sum_{\pi \in X_i} \sum_{\tau \in X_j} (-1)^{1-i} \text{sgn} (\tau) (-1)^{1-j} \text{sgn} (\pi) \prod_{k=1}^{n-1} M_{\tau(k+1), \pi(k+1)} =
$$

$$
= \frac{(-1)^{i+j}}{(n-1)!} \sum_{\pi \in X_i} \sum_{\tau \in X_j} \text{sgn} (\tau) \text{sgn} (\pi) \prod_{k=2}^{n} M_{\tau(k), \pi(k)}.
$$

\hfill \Box
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