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Abstract. Let $G$ be a unipotent group scheme defined in terms of a nilpotent Lie lattice over the ring $\mathcal{O}$ of integers of a number field. We consider bivariate zeta functions of groups of the form $G(\mathcal{O})$ encoding, respectively, the numbers of isomorphism classes of irreducible complex representations of finite dimensions and the numbers of conjugacy classes of congruence quotients of the associated groups. We show that the domains of convergence and meromorphic continuation of these zeta functions of groups $G(\mathcal{O})$ are independent of the number field $\mathcal{O}$ considered, up to finitely many local factors.

1 Introduction and statement of main results

In [8] we introduced two bivariate zeta functions which generalise the (univariate) zeta functions counting the following data of a group $G$:

\[ r_n(G) = |\{\text{isomorphism classes of } n\text{-dimensional irreducible complex representations of } G\}|, \]

\[ c_n(G) = |\{\text{conjugacy classes of } G \text{ of cardinality } n\}|. \]

In the context of topological groups, we only consider continuous representations. If all numbers $r_n(G)$, respectively, $c_n(G)$ are finite—for instance if $G$ is a finite group—one can define the following zeta functions encoding these data.

Definition 1.1. Let $s$ be a complex variable. The representation and the conjugacy class zeta functions of the group $G$ are, respectively,

\[ \zeta_{irr}^G(s) = \sum_{n=1}^{\infty} r_n(G) n^{-s} \text{ and } \zeta_{cc}^G(s) = \sum_{n=1}^{\infty} c_n(G) n^{-s}. \]

We are, however, interested in finitely generated, torsion-free nilpotent groups ($T$-groups for short) and the data above is not finite for such groups. We consider bivariate zeta functions encoding these data for the congruence quotients of the $T$-group considered; one of the variables concerns the congruence quotients, while the other variable concerns the respective data of these quotients.

Before we recall these bivariate zeta functions, we explain the groups of interest in this work, which are obtained from nilpotent Lie lattices, constructed as follows. Denote by $\mathcal{O}$ the ring of integers of a number field $K$. An $\mathcal{O}$-Lie lattice is a free and finitely generated $\mathcal{O}$-module $\Lambda$ together with an antisymmetric bi-additive form $[,]$ which satisfies the Jacobi identity. Denote by $\Lambda' = [\Lambda, \Lambda]$ the derived Lie sublattice of $\Lambda$.

For each $\mathcal{O}$-algebra $R$, set $\Lambda(R) := \Lambda \otimes_{\mathcal{O}} R$. If $\Lambda$ has nilpotency class $c$ and satisfies $\Lambda' \subseteq c! \Lambda$, the Campbell-Baker-Hausdorff formula defines a group operation $*$ in $\Lambda(R)$, so that the group $(\Lambda(R), *)$ is nilpotent with same nilpotency class $c$ as $\Lambda$. This defines a unipotent group scheme $G = G_\Lambda$ over $\mathcal{O}$; see [18, Section 2.1.2]. In case of nilpotency class 2, there is a different construction of such $G$ which does not
require $\Lambda' \subseteq 2\Lambda$, but in case this condition is satisfied, the unipotent group schemes obtained via this construction coincide with the latter ones; see [13, Section 2.4.1].

The group $\mathbf{G}(\mathcal{O})$ is a $\mathcal{T}$-group of nilpotency class $c$. If $R$ is a finitely generated pro-$p$ ring, for instance the completion $\mathcal{O}_p$ of $\mathcal{O}$ at some nonzero prime ideal $p$, then the group $\mathbf{G}(R)$ is a finitely generated nilpotent pro-$p$ group of nilpotency class $c$.

**Definition 1.2.** The bivariate representation and the bivariate conjugacy class zeta functions of $\mathbf{G}(\mathcal{O})$ are, respectively,

$$Z^\text{irr}_{\mathbf{G}(\mathcal{O})}(s_1, s_2) = \sum_{(0) \neq I \subseteq \mathcal{O}} c^\text{irr}_{\mathbf{G}(\mathcal{O}/I)}(s_1) |I|^{-s_2}$$

and

$$Z^\text{cc}_{\mathbf{G}(\mathcal{O})}(s_1, s_2) = \sum_{(0) \neq I \subseteq \mathcal{O}} c^\text{cc}_{\mathbf{G}(\mathcal{O}/I)}(s_1) |I|^{-s_2},$$

where $s_1$ and $s_2$ are complex variables.

All $\mathcal{T}$-groups are virtually of the form $\mathbf{G}(\mathbb{Z})$, as explained in [8, Section 5] and [18, Remark 2.4]. In [8, Remark 3.1], we give a possible definition of bivariate representation and bivariate conjugacy class zeta functions of abstract $\mathcal{T}$-groups in terms of finite-index subgroups of the form $\mathbf{G}(\mathbb{Z})$. Although this definition does depend on the chosen subgroup, two distinct subgroups yield bivariate zeta functions which coincide for all but finitely many local factors. By ‘local factor’ we mean the functions

$$Z^*_{\mathbf{G}(\mathcal{O}_p)}(s_1, s_2) = \sum_{N=0}^{\infty} c_{\mathbf{G}(\mathcal{O}_p)}^n(\mathfrak{o}) |p|^{-Ns_2},$$

where $\mathfrak{o} \in \{\text{irr}, \text{cc}\}$ and $\mathcal{O}_p$ denotes the completion of $\mathcal{O}$ at the nonzero prime ideal $p$. According to [8, Proposition 2.1],

$$Z^*_{\mathbf{G}(\mathcal{O})}(s_1, s_2) = \prod_{p \in \text{Spec}(\mathcal{O}) \setminus \{(0)\}} Z^*_{\mathbf{G}(\mathcal{O}_p)}(s_1, s_2).$$

The zeta functions of Definition 1.2 are not defined only formally, they converge for $s_1$ and $s_2$ with sufficiently large real part; cf. [8, Proposition 2.4].

Our main result concerns the domain of convergence and meromorphic of these bivariate zeta functions; see Section 2.3 for definitions. We show that there exists a finite set $Q$ of prime ideals of $\mathcal{O}$ such that, for each $* \in \{\text{irr}, \text{cc}\}$, the domains of convergence and meromorphicity of the bivariate function

$$Z^*_Q(Z^*_\mathbf{G}(\mathcal{O})}(s_1, s_2) = \prod_{p \notin Q} Z^*_{\mathbf{G}(\mathcal{O}_p)}(s_1, s_2),$$

are independent of the ring of integers $\mathcal{O}$. This means that, for each finite extension $L/K$ with ring of integers $\mathcal{O}_L$, the domains of convergence and meromorphic continuation of $Z^*_Q(Z^*_\mathbf{G}(\mathcal{O}_L})$(s_1, s_2), up to finitely many local factors, are the same as the ones of $Z^*_Q(Z^*_\mathbf{G}(\mathcal{O})}(s_1, s_2)$.

**Theorem 1.** Denote by $\mathcal{D}^*_\mathbf{G}(\mathcal{O})$ the domain of convergence of $Z^*_Q(Z^*_\mathbf{G}(\mathcal{O})}(s_1, s_2)$. This function admits meromorphic continuation to a domain $\mathcal{M}^*_\mathbf{G}(\mathcal{O}) \subset \mathbb{C}^2$ and for each finite extension $L/K$ with ring of integers $\mathcal{O}_L$ there exists a finite subset $Q_L \subset \text{Spec}(\mathcal{O}_L)$ such that the bivariate function

$$Z^*_Q(Z^*_\mathbf{G}(\mathcal{O}_L})}(s_1, s_2) = \prod_{p \notin Q_L} Z^*_{\mathbf{G}(\mathcal{O}_{L,p})}(s_1, s_2),$$

where $\mathcal{O}_{L,\mathfrak{P}}$ is the completion of $\mathcal{O}_L$ at the nonzero prime ideal $\mathfrak{P}$, satisfies:

(1) The domain convergence of $Z^*_Q(Z^*_\mathbf{G}(\mathcal{O}_L})}(s_1, s_2)$ coincides with $\mathcal{D}^*_\mathbf{G}(\mathcal{O})$ and

(2) $Z^*_Q(Z^*_\mathbf{G}(\mathcal{O}_L})}(s_1, s_2)$ admits meromorphic continuation to $\mathcal{M}^*_\mathbf{G}(\mathcal{O})$. 
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In particular, the domains $D_{G\!R}^\ast $ and $\mathcal{M}_{G\!R} $ are independent of $\mathcal{O}$. We hence write simply $D_G = D_{G\!R}^\ast $ and $\mathcal{M}_G = \mathcal{M}_{G\!R} $. The proof of Theorem 1 may be found in Section 4.

1.1 Class number zeta functions

The class number of a group $G$ is the total number $k(G)$ of its conjugacy classes. If $G$ is finite, the number $k(G)$ coincides with the total number of its irreducible complex characters, and hence $k(G) = \zeta_G^c(0) = \zeta_{G\!R} ^c(0)$.

According to [12, Section 1.2], the bivariate zeta functions of Definition 1.2 associated to $G(\mathcal{O})$ specialise to the (univariate) class number zeta function of $G(\mathcal{O})$, that is, the generating function

$$\zeta_{G\!R} ^c(s) := \sum_{\{0\} \neq I \subseteq \mathcal{O}} k(G(O/I))|O : I|^{-s} = \mathcal{Z}_{G\!R} ^{cc}(0, s) = \mathcal{Z}_G ^{cc}(0, s),$$

where $s$ is a complex variable. This specialisation applied to Theorem 1 yields the following.

Corollary 1.3. Up to finitely many local factors, the class number zeta function of $G(\mathcal{O})$ converges on a domain $D_{G,k} \subseteq \mathbb{C}$, and admits meromorphic continuation to a larger domain $\mathcal{M}_{G,k} $ with both $D_{G,k} $ and $\mathcal{M}_{G,k} $ independent of $\mathcal{O}$.

The term ‘conjugacy class zeta function’ is sometimes used for what we call ‘class number zeta function’; see for instance [2, 12, 13, 14].

1.2 Related research

Domains of convergence of zeta functions of groups $G(\mathcal{O})$ being independent of the ring of integers $\mathcal{O}$ is not a general property. The normal subgroup zeta function of the Heisenberg group $H(\mathcal{O})$ of the $3 \times 3$-unitriangular matrices of $\mathcal{O}$, for instance, has abscissa of convergence depending on the degree of the extension $[K : \mathbb{Q}]$; see [16, Theorem 1.2] and [17, Theorems 3.2 and 3.8].

In [18, Corollary 1.3], Stasinski and Voll show that the twist representation zeta functions of three infinite families of nilpotent groups of the form $G(\mathcal{O})$ of class 2 generalising the Heisenberg group $H(\mathcal{O})$ of the $3 \times 3$-unitriangular matrices of $\mathcal{O}$ have domains of convergence which are independent of $\mathcal{O}$ and admit meromorphic continuation to the whole $\mathbb{C}$. This is the zeta function counting the numbers $\tilde{r}_n(G(\mathcal{O}))$ of irreducible complex characters of dimension $n$ of $G(\mathcal{O})$ up to tensoring by one-dimensional characters. That is,

$$\zeta_{G\!R} ^{\text{tr}}(s) = \sum_{n=1}^{\infty} \tilde{r}_n(G)n^{-s},$$

where $s$ is a complex variable.

Based on this corollary, Stasinski and Voll asked whether the abscissae of convergence of the twist representation zeta functions of all groups of the form $G(\mathcal{O})$ are independent of $\mathcal{O}$ and whether they admit meromorphic continuations; cf. [18, Question 1.4]. This question was answered by Dung and Voll [4]. In [4, Theorem A], they show that the twist representation zeta function of $G(\mathcal{O})$ has rational abscissa of convergence $\alpha(G)$, which is independent of $\mathcal{O}$, and can be meromorphically continued to a domain $\{s \in \mathbb{C} \mid \text{Re}(s) > \alpha(G) - \delta(G)\}$, for some $\delta(G) \in \mathbb{Q}_{>0}$ depending only on $G$. They also showed that, for each (abstract) $T$-group $G$, the abscissa of convergence $\alpha(G)$ of its twist representation zeta function is rational and that this zeta function admits meromorphic continuation to a half-plane of the form $\{s \in \mathbb{C} \mid \text{Re}(s) > \alpha(G) - \delta\}$, for some $\delta > 0$; see [4, Theorem B].

We remark that in case of nilpotency class 2, bivariate representation zeta functions specialise to twist representation zeta functions; see [8, Section 4.3].
In [3, Theorems 1.4 and 1.6], formulae are given for the bivariate representation and for the bivariate conjugacy class zeta functions of the three infinite families investigated in [18]. These formulae show that the domains of convergence and meromorphy of these zeta functions are independent of the ring of integers considered, which suggested that analogous phenomena to the one observed by Dung and Voll in [4, Theorem A] also hold for bivariate representation and bivariate conjugacy class zeta functions.

1.3 Structure of the paper

In the preliminary Section 2, we recall basic concepts and results about functions on two complex variables, double series and convergence and meromorphy of nonuniform Euler products on two variables.

Section 3 is divided in two parts: in Section 3.1, we recall from [8] how to write most local factors of the bivariate zeta functions of Definition 1.2 in terms of $p$-adic integrals and, in Section 3.2, we show the above mentioned $p$-adic integrals may be described in terms of formulae of Denef type (3.1), which will be used in Section 4 to determine the domains of convergence and meromorphy of the bivariate zeta functions.

In Section 4, we prove the main theorem, giving the proof of Theorem 1(1) in Section 4.1 and of Theorem 1(2) in Section 4.2.

2 Background

2.1 Two complex variables

In this section, we recall briefly the meaning of holomorphy and meromorphy for complex functions on two variables. We refer the reader to [5, 6] for further information about functions on several complex variables. We call domain a connected open subset of $\mathbb{C}^2$ (with the usual topology).

**Definition 2.1.** Let $U \subseteq \mathbb{C}^2$ be an open set. A continuous function $f : U \to \mathbb{C}$ is **holomorphic** if it is holomorphic in each variable. Equivalently, $f$ is holomorphic if it satisfies the system of homogeneous equations $\frac{\partial f}{\partial z_j} = 0$, for $j = 1, 2$, where for $\text{Re}(z_j) = x_j$ and $\text{Im}(z_j) = y_j$,

$$\frac{\partial}{\partial z_j} = \frac{1}{2} \left( \frac{\partial}{\partial x_j} + i \frac{\partial}{\partial y_j} \right).$$

**Example 2.2.** The function $f : \mathbb{C}^2 \to \mathbb{C}$ given by $f(z_1, z_2) = az_1 + bz_2 + c$, where $a$ and $b$ are nonzero real numbers and $c \in \mathbb{R}$, is holomorphic on the whole $\mathbb{C}^2$. Its zero set is $V(f) = \{(z_1, z_2) \in \mathbb{C}^2 \mid az_1 + bz_2 = -c\}$. In particular, the function $g = \frac{1}{f}$ has set of poles $V(f)$.

In the one variable case, a function is meromorphic on a certain domain if it is locally the quotient of two holomorphic functions such that the denominator is nonzero. In particular, a meromorphic function may only have finite-order isolated poles. In the example above, we see that the rational function $g$ has infinitely many poles and none of them is isolated. However, we shall see that $g$ is a meromorphic function on the whole $\mathbb{C}^2$. This is because meromorphy on several complex variables allows for set of (non-isolated) poles, as long as this set is sufficiently “small”. More precisely, we call a subset $M$ of a domain $\Omega \subset \mathbb{C}^2$ **thin** if it is relatively closed on $\Omega$, that is, an intersection of a closed subset with any set, and if for each $z = (z_1, z_2) \in \mathbb{C}^2$ there is a neighbourhood $U_z$ of $z$ and a holomorphic function $f_z$ such that $M \cap U_z \subset V(f_z)$. Particularly, if $f : \Omega \to \mathbb{C}$ is holomorphic, then $V(f) := \{z \in \mathbb{C}^2 \mid f(z) = 0\}$ is a thin set.
Definition 2.3. A meromorphic function on a domain $\Omega \subset \mathbb{C}^2$ is a function $f : \Omega \to \mathbb{C}$ such that there exists a thin set $M \subset \Omega$ for which $f$ is holomorphic on $\Omega \setminus M$ and, for each $z_0 \in \Omega$, there exist a neighbourhood $U_{z_0}$ of $z_0$ in $\Omega$ and holomorphic functions $g, h : U_{z_0} \to \mathbb{C}$ with $g \not\equiv 0$ such that $V(h) \subset M$ and

$$f(z) = \frac{g(z)}{h(z)}, \text{ for } z \in U \setminus M.$$  

In particular, we see that if $f(z) = \frac{g(z)}{h(z)}$ with $g, h : \Omega \to \mathbb{C}$ holomorphic and $h \not\equiv 0$, then, since $V(h)$ is thin, $f$ is meromorphic on $\Omega$.

The following result states that the complement of a thin set in a domain is also a domain.

Proposition 2.4. A meromorphic function on a domain $\Omega \subset \mathbb{C}^2$. Then $\Omega \setminus M$ is connected.

2.2 Double series

In this section, we recall some properties of double series which are needed. We refer the reader to [5, Section 11] for further results and definitions on double sequences and double series. For simplicity we write $(a_{m,n}) = (a_{m,n})_{m,n \in \mathbb{N}}$.

We observe that a (single) series $(a_n)_{n \in \mathbb{N}}$ can be regarded as a double series $(a_{m,n})$ by defining $a_{1,n} = a_n$, and $a_{m,n} = 0$, for all $n \in \mathbb{N}$ and $m \in \mathbb{N}_{>1}$. In particular, the results on double series also hold for (single) series. The converse does not hold. For instance, in contrast with single sequences, a convergent double sequence need not be bounded. An example in which this property fails is the double sequence of terms $a_{n,1} = n$ and $a_{n,m} = 1$, for $n \in \mathbb{N}$ and $m \in \mathbb{N}_{>1}$.

However, a double series $\sum \sum (a_{m,n})_{m,n} b_{m,n}$ with nonnegative coefficients is convergent if and only if the double sequence $(A_{m,n})$ of its partial sums $A_{m,n} := \sum_{k=1}^{m} \sum_{l=1}^{n} a_{k,l}$ is bounded above; [5, Proposition 7.4]. Also, a monotonic double sequence is convergent if and only if it is bounded; see [5, Proposition 7.4].

For the sake of completeness, we show the following Lemmata, which are analogous to similar results on single series.

Lemma 2.5. Let $(a_{m,n})$ be a bounded double sequence and let $\sum \sum (m,n) b_{m,n}$ be an absolutely convergent double series. Then $\sum \sum (m,n) a_{m,n} b_{m,n}$ converges absolutely.

Proof. There exists $M > 0$ such that $|a_{m,n}| < M$ for all $m, n \in \mathbb{N}$. Since the monotonically non-decreasing double sequence $(\sum_{k=1}^{m} \sum_{l=1}^{n} |a_{k,l}|)_{m,n}$ converges, it is bounded by a positive real number $N$. Therefore,

$$\sum_{k=1}^{m} \sum_{l=1}^{n} |a_{k,l}| b_{k,l} < M \sum_{k=1}^{m} \sum_{l=1}^{n} |b_{k,l}| < MN. \tag*{\square}$$

Lemma 2.6. A double series $\sum \sum (m,n) a_{m,n}$ converges absolutely if and only if the product $\prod \prod (m,n) a_{m,n}$ converges absolutely.

Proof. Denote by $P_{m,n}$ the partial product $\prod_{k=1}^{m} \prod_{l=1}^{n} (1 + |a_{k,l}|)$ and by $S_{m,n}$ the partial sum $\sum_{k=1}^{m} \sum_{l=1}^{n} |a_{k,l}|$. The double sequences $(P_{m,n})$ and $(S_{m,n})$ are positive non-decreasing double sequences and hence they converge if and only if they are bounded. One the one hand, since $1 + x \leq e^x$ for all $x \in \mathbb{R}_{\geq 0}$, it follows that

$$P_{m,n} = \prod_{k=1}^{m} \prod_{l=1}^{n} (1 + |a_{k,l}|) < \prod_{k=1}^{m} \prod_{l=1}^{n} e^{a_{k,l}} = e^{S_{m,n}}.$$  

On the other hand, it is easy to see that $P_{m,n} \geq 1 + S_{m,n}$. Therefore, $(P_{m,n})$ is bounded if and only if $(S_{m,n})$ is bounded. \tag*{\square}
2.3 Convergence of bivariate Euler products

In this section we recall from [3] Theorem 2.7 the domains of convergence and meromorphy of the Euler products on several variables. In that article, Delabarre deals with nonuniform Euler products on \( n > 1 \) variables \( s_1, \ldots, s_n \). We observe that Delabarre’s main results admit straightforward generalisations to products over prime ideals of \( \mathcal{O} \), but we illustrate this just for the case \( n = 2 \).

For each nonzero prime ideal \( \mathfrak{p} \) of \( \mathcal{O} \), denote by \( q_\mathfrak{p} \) the cardinality of the residue field \( \mathcal{O}/\mathfrak{p} \). We are interested in the domains of convergence and meromorphy of the Euler products

\[
Z_c(s_1, s_2) = \prod_{\mathfrak{p} \notin P} h(q_\mathfrak{p}^{-s_1}, q_\mathfrak{p}^{-s_2}, q_\mathfrak{p}^{-c}),
\]

where \( c \) is a fixed nonzero integer and \( h(X_1, X_2, X_3) \in \mathbb{Z}[X_1, X_2, X_3] \) is a polynomial

\[
h(X_1, X_2, X_3) = 1 + \sum_{j=1}^{r} a_j X_1^{\alpha_{1,j}} X_2^{\alpha_{2,j}} X_3^{\alpha_{3,j}},
\]

with \( a_j \neq 0 \) and \( \alpha_j = (\alpha_{1,j}, \alpha_{2,j}, \alpha_{3,j}) \in \mathbb{Z}^3 \setminus \{0\} \), for each \( j \in [r] \), where for each \( n \in \mathbb{N}, [n] \) denotes the set \( \{1, \ldots, n\} \). Denote \( \alpha_j = (\alpha_{1,j}, \alpha_{2,j}) \).

The polynomial \( h(X_1, X_2, X_3) \) is called cyclotomic if there exists a finite set \( I \subset \mathbb{N}^{n+1} \setminus \{0\} \) such that

\[
h(X_1, X_2, X_3) = \prod_{\lambda = (\lambda_1, \lambda_2, \lambda_3) \in I} (1 - X_1^{\lambda_1} X_2^{\lambda_2} X_3^{\lambda_3})^{\gamma(\lambda)},
\]

where the \( \gamma(\lambda) \) are nonzero positive integers. If \( h \) is cyclotomic, then \( Z_c(s_1, s_2) \) can be meromorphically continued to the whole \( \mathbb{C}^2 \). For this reason, from now on, we assume that \( h \) is not constant and does not contain cyclotomic factors.

For each \( \delta \geq 0 \), set

\[
W_c(\delta) = \{(s_1, s_2) \in \mathbb{C}^2 \mid \Re(a_{1,j} s_1 + a_{2,j} s_2) > \delta - \alpha_{3,j}, \ j \in [r]\}.
\]

**Proposition 2.7.** [3]. Theorem 2.7/ The product \( (s_1, s_2) \mapsto Z_c(s_1, s_2) \) converges absolutely in the domain \( W_c(1) \) and admits meromorphic continuation to \( W_c(0) \).

Set \( \hat{h}(X_1, X_2, X_3) = \sum_{j=1}^{r} a_j X_1^{\alpha_{1,j}} X_2^{\alpha_{2,j}} X_3^{\alpha_{3,j}} = h(X_1, X_2, X_3) - 1 \). Lemma 2.6 then yields that the sum

\[
S_c(s_1, s_2) = \sum_{\mathfrak{p} \notin P} \hat{h}(q_\mathfrak{p}^{-s_1}, q_\mathfrak{p}^{-s_2}, q_\mathfrak{p}^{-c})
\]

converges absolutely in the domain \( W_c(1) \).

**Remark 2.8.** Let \( P \subseteq \Spec(\mathcal{O}) \setminus \{(0)\} \) be a finite set of prime ideals of \( \mathcal{O} \). Since

\[
\prod_{\mathfrak{p} \notin P} \hat{h}(q_\mathfrak{p}^{-s_1}, q_\mathfrak{p}^{-s_2}, q_\mathfrak{p}^{-c})
\]

is analytic, the infinite product

\[
p(s_1, s_2) := \prod_{\mathfrak{p} \notin P} h(q_\mathfrak{p}^{-s_1}, q_\mathfrak{p}^{-s_2}, q_\mathfrak{p}^{-c}) = \frac{Z_c(s_1, s_2)}{\prod_{\mathfrak{p} \notin P} \hat{h}(q_\mathfrak{p}^{-s_1}, q_\mathfrak{p}^{-s_2}, q_\mathfrak{p}^{-c})}
\]

also admits meromorphic continuation to \( W_c(0) \). It converges on \( W_c(1) \) if the set of zeros \( V(p) \) of \( p(s_1, s_2) \) is not contained in this domain. It follows that Proposition 2.7 holds if we consider \( Z_c(s_1, s_2) \) as a product over almost all nonzero prime ideals of \( \mathcal{O} \), as long as the zeros of the corresponding \( \hat{h}(q_\mathfrak{p}^{-s_1}, q_\mathfrak{p}^{-s_2}, q_\mathfrak{p}^{-c}) \) do not lie in \( W_c(1) \).

3 p-adic integrals

Almost all local factors of bivariate representation and conjugacy class zeta functions can be written in terms of p-adic integrals which are special cases of the general integrals defined in [19, Section 2]. In [19, Theorem 2.2] and [1, Proposition 3.3],
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for almost all nontrivial prime ideals \( p \), these general \( p \)-adic integrals are described in terms of formulae of Denef type, from which the domains of convergence can be read off. By a formula of Denef type we mean a finite sum of the form

\begin{equation}
\sum_{i=1}^{n} |V_i(\mathcal{O}/p^{i})|W_i(q,q^{\ast_1},q^{\ast_2}),
\end{equation}

where \(|V_i(\mathcal{O}/p^{i})|\) denotes the \( \mathcal{O}/p^{i}\)-rational points of reductions modulo \( p \) of a suitable algebraic variety \( V_i \) defined over \( \mathcal{O} \) and \( W_i(X,Y,Z) \) is a rational function.

In Section 3 we use these descriptions to prove Theorem 1. In preparation for this, we recall from [8, Section 4.2] how to write the local factors of the bivariate \( p \)-adic integrals in Section 3.1 and recall the general integrals of [19, Section 2], as well as [19, Theorem 2.2] and [1, Proposition 3.3], in Section 3.2.

3.1 Poincaré series and \( p \)-adic integration

Fix a prime ideal \( p \) of \( \mathcal{O} \) and write \( \mathcal{O} = \mathcal{O}_p \). Set \( \mathfrak{g} = \Lambda(\mathcal{O}) = (\Lambda \otimes \mathcal{O}) \otimes \mathcal{O} \). Write \( \mathfrak{h} \) for the centre of \( \mathfrak{g} \) and denote by \( \mathfrak{g}' \) its derived Lie sublattice. Set also

\begin{align*}
\mathfrak{h} &= \text{rk}_{\mathcal{O}}(\mathfrak{g}), \\
\mathfrak{a} &= \text{rk}_{\mathcal{O}}(\mathfrak{h}), \\
b &= \text{rk}_{\mathcal{O}}(\mathfrak{g}').
\end{align*}

Fix an ordered set \( e = (e_1, \ldots, e_n) \) of elements of \( \mathfrak{g} \) such that \( \mathfrak{g} = (\mathfrak{e}_1, \ldots, \mathfrak{e}_n) \) is an ordered set of \( \mathcal{O} \)-module generators of \( \mathfrak{g}'/\mathfrak{h} \), where \( {\mathfrak{e}} \) denotes the canonical map \( \mathfrak{g} \rightarrow \mathfrak{g}'/\mathfrak{h} \). Let also \( \mathfrak{f} = (f_1, \ldots, f_b) \) be an ordered set of \( \mathcal{O} \)-module generators of \( \mathfrak{g}' \).

Recall the notation \([n] = \{1, \ldots, n\} \) for \( n \in \mathbb{N} \). For \( i, j \in [a] \) and \( l \in [b] \), consider the structure constants \( \lambda_{ij}^l \) with respect to the bases \( e \) and \( f \), given by

\[ \lambda_{ij}^l = \sum_{k=1}^{b} \lambda_{ij}^l f_k. \]

Definition 3.1. [7, Definition 2.1] The \( A \)-commutator matrix and the \( B \)-commutator matrix of \( \mathfrak{g} \) with respect to \( \alpha \) and \( \mathfrak{f} \) are, respectively,

\begin{align*}
A(X_1, \ldots, X_a) &= \left( \sum_{k=1}^{a} \lambda_{ij}^k X_k \right)_{ij} \in \text{Mat}_{a \times b}(\mathcal{O}[X]), \quad \text{and} \\
B(Y_1, \ldots, Y_b) &= \left( \sum_{k=1}^{b} \lambda_{ij}^k Y_k \right)_{ij} \in \text{Mat}_{a \times a}(\mathcal{O}[Y]),
\end{align*}

where \( X = (X_1, \ldots, X_a) \) and \( Y = (Y_1, \ldots, Y_b) \) are independent variables.

Suppose that \((p, c) \neq (2, 3) \). In [8, Section 4.2], the bivariate conjugacy class zeta functions of groups of the form \( G(\mathcal{O}) \) are described in terms of Poincaré series encoding the elementary divisor type of the \( A \)-commutator matrix for some bases \( e \) and \( f \) as above, whilst the bivariate representation zeta function of \( G(\mathcal{O}) \) is described in terms of Poincaré series encoding the elementary divisor type of the \( B \)-commutator matrix. As a consequence, the local factors of the bivariate zeta functions can be written in terms of \( p \)-adic integrals, which we now recall. For a given matrix \( R(Y) = R(Y_1, \ldots, Y_b) \) of polynomials \( R(Y)_{ij} \in \mathcal{O}[Y] \), define

\begin{equation}
\mathcal{Z}_{\mathfrak{g},R}(\mathcal{O},t) = \frac{1}{1-q^{-1}} \int_{(x,y) \in \mathfrak{p} \times \mathbb{W}^n} |x|_p^{t-n-1} \prod_{k=1}^{u_R} \frac{\|F_k(R(y)) \cup xF_{k-1}(R(y))\|_p^n}{\|F_{k-1}(R(y))\|_p^n} d\mu,
\end{equation}

where \( R = (r_1, \ldots, r_s) \) is a vector of variables, \( \mathbb{W}^n := \mathcal{O}^n \setminus \mathfrak{p}^n \), and \( \mu \) is the additive Haar measure on \( \mathcal{O}^{n+1} \), normalised so that \( \mu(\mathcal{O}^{n+1}) = 1 \). Moreover, \( u_R = \max \{rk_{\text{Frac}(\mathcal{O})}R(z) \mid z \in \mathcal{O}^n \} \), and \( F_j(R(y)) \) denotes the set of \((j \times j)\)-minors of \((R(y)).\)
Proposition 3.2. For \( (p, c) \neq (2, 3) \),
\begin{equation}
Z_{G_\varphi}(s_1, s_2) = \frac{1}{1 - q^{s_1 - s_2}} \left( 1 + \mathcal{Z}_{A, B} \left( \frac{s_1 - s_2}{2}, u_B s_1 + s_2 + 2u_B - h - 1 \right) \right),
\end{equation}
\begin{equation}
Z_{G_\varphi}(s_1, s_2) = \frac{1}{1 - q^{s_1 - s_2}} \left( 1 + \mathcal{Z}_{A, B} \left( -s_1 - 1, u_A s_1 + s_2 + u_A - h - 1 \right) \right),
\end{equation}
where \( h = \text{rk}_p(g), \ r = \text{rk}_q(g'/q') = h - b, \ z = \text{rk}_q(g) = h - a \), and
\begin{align*}
u_A &= \max \{ \text{rk}_{\text{Frac}(\varphi)} A(z) \mid z \in \mathfrak{o}^d \}, \\
u_B &= \max \{ \text{rk}_{\text{Frac}(\varphi)} B(z) \mid z \in \mathfrak{o}^d \}.
\end{align*}

When determining the domains of convergence and meromorphic continuation of the bivariate zeta functions, it suffices to determine the respective domains of convergence of the following functions:
\begin{align}
Z_{G_\varphi}(s_1, s_2) &= 1 + \mathcal{Z}_{A, B} \left( \frac{s_1 - s_2}{2}, u_B s_1 + s_2 + 2u_B - h - 1 \right), \\
Z_{G_\varphi}(s_1, s_2) &= 1 + \mathcal{Z}_{A, B} \left( -s_1 - 1, u_A s_1 + s_2 + u_A - h - 1 \right).
\end{align}
In fact, the products \( \prod_{p \in \mathcal{O}} (1 - q^{s_1 - s_2})^{-1} \) and \( \prod_{p \in \mathcal{O}} (1 - q^{s_1 - s_2})^{-1} \) converge, respectively, for \( \text{Re}(s_2) > 1 - r \) and \( \text{Re}(s_2) > 1 - z \), and both admit meromorphic continuation to the whole \( \mathbb{C}^2 \). We call the functions \( (3.5) \) and \( (3.6) \) the main terms of the bivariate representation, respectively, of the bivariate conjugacy class zeta functions of \( G(\mathfrak{o}) \).

3.2 Formulae of Denef type

Firstly, we recall some notation from [19, Section 2]. Fix \( d, l \in \mathbb{N} \) and set
\begin{enumerate}
\item \( J_k \), a finite index set, for each \( k \in \mathbb{N} \),
\item \( e_k, \mathcal{Z}_{\geq 0} \), for each \( k \in \mathbb{N} \) and \( \iota \in J_k \),
\item \( F_{\kappa}(Y) = F_{\kappa}(Y_1, \ldots, Y_m) \in \mathcal{O}[Y] \), for all \( \kappa \in \mathcal{L} \) \( \iota \in J_k \).
\end{enumerate}
Let also \( \mathcal{W}(\mathfrak{o}) \subseteq \mathfrak{o}^d \) be a union of cosets modulo \( \mathfrak{o}^d \). Define
\begin{equation}
Z(\mathfrak{x}) = \int_{\mathcal{F} \times \text{GL}_d(\mathfrak{o})} \left( \prod_{k=1}^l \left( \bigcup_{\iota \in J_k} X^{e_k} F_{\kappa}(Y) \right) \right)^{d\mathfrak{x}} d\mu,
\end{equation}
where \( \mathfrak{x} = (s_1, \ldots, s_l) \) is a vector of complex variables and \( X \) and \( Y = (Y_1, \ldots, Y_d) \) are independent integration variables. The numbers \( d, l \), as well as the data \( J_k, e_k, \mathcal{Z}_{\geq 0}, \) and \( F_{\kappa}(Y) = F_{\kappa}(Y_1, \ldots, Y_m) \in \mathcal{O}[Y] \) will be referred to as the data associated to the integral \( Z(\mathfrak{x}) \). The term \( d\mu \) denotes the additive Haar measure on \( \mathfrak{o}^{d+1} \), normalised so that
\begin{equation}
d\mu(p \times \text{GL}_d(\mathfrak{o})) = q^{-1} d\frac{1}{\theta - 1} (1 - q^{-\theta}).
\end{equation}

Assume further that the ideals \( (F_{\kappa}) \) are invariant under the natural action of the standard Borel subgroup \( B \subseteq \text{GL}_d \).

Although the integral \( (3.7) \) is a \( p \)-adic integral, that is, a “local” object, its integrand is defined globally, in contrast with the integrals of expressions \( (3.3) \) and \( (3.4) \), whose integrands are defined in terms of the commutator matrices \( B(\lambda) \) and \( A(\lambda) \), respectively. These matrices are defined with respect to the bases \( e \) and \( f \), which are defined only locally. A global source of local bases \( e \) and \( f \)—such as the ones of [1]—is: we choose an \( \mathcal{O} \)-basis \( f \) for a free \( \mathcal{O} \)-submodule of finite index of the isolate \( i(\Lambda) \) of the derived \( \mathcal{O} \)-Lie subalattice of \( \Lambda \). By [18, Lemma 2.5], \( f \) can be extended to an \( \mathcal{O} \)-basis \( e \) for a free finite-index \( \mathcal{O} \)-submodule of \( \Lambda \), which we denote by \( M \). If the residue characteristic \( p \) of \( \mathfrak{p} \) does not divide \( |\Lambda : M| \) or \( |\iota(\Lambda) : \Lambda| \), this basis \( e \) may be used to obtain an \( \mathfrak{o} \)-basis for \( \Lambda(\mathfrak{o}) \), by tensoring the elements of \( e \) with \( \mathfrak{o} \).
In [8, Section 4.4], it is shown that, for each \( * \in \{ \text{irr}, \text{cc} \} \), there are vectors \( a_1^*, a_2^*, b^* \), and certain choices of data associated to \( Z(x) \) such that

\[
Z_{G(x)}^{\text{irr}}(s_1, s_2) = \frac{1}{\prod_{n=1}^{d-1}(1-q^{-n})} Z(a_1^{\text{irr}} s_1 + a_2^{\text{irr}} s_2 + b^{\text{irr}}),
\]

\[
Z_{G(x)}^{\text{cc}}(s_1, s_2) = \frac{1}{\prod_{n=1}^{d-1}(1-q^{-n})} Z(a_1^{\text{cc}} s_1 + a_2^{\text{cc}} s_2 + b^{\text{cc}}).
\]

Consequently, given a nonzero prime ideal \( p \) with residue field of characteristic \( p \nmid \lvert \mathfrak{A} : M\lvert \mathfrak{A}' : \mathfrak{A}' \rvert \), for any extension \( D/\mathfrak{o} \) with degree of inertia \( f = f(D/\mathfrak{o}) \), the main term \( Z_{G(x)}^{\text{irr}}(s_1, s_2) \) is given by

\[
Z_{G(x)}^{\text{irr}}(s_1, s_2) = \frac{1}{\prod_{n=1}^{d-1}(1-q^{-n})} Z(a_1^{\text{irr}} s_1 + a_2^{\text{irr}} s_2 + b^{\text{irr}}).
\]

We now want to write the main terms of the bivariate representation and the bivariate conjugacy class zeta functions in terms of formulae of Denef type such as [3.1]. To state these results, we introduce some notation.

Consider the \( \mathcal{O} \)-ideal

\[
\mathcal{I} = \prod_{\kappa=1}^{l} \prod_{i \in J_\kappa} (F_{\kappa i}),
\]

where \( F_{\kappa i}(Y) = F_{\kappa i}(Y_1, \ldots, Y_d) \in o[Y] \) are the functions appearing in the integrand of (3.7). Fix a principalization \( (Y, h) \) of \( \mathcal{I} \) such that \( h : Y \to \text{GL}_d/\mathcal{B} \).

Let \( T \) denote a finite set indexing the irreducible components \( E_{\kappa i} \) of the pre-image of \( h \) of the subvariety of \( \text{GL}_d/\mathcal{B} \) defined by \( \mathcal{I} \). The numerical data associated to \( (Y, h) \) is \((N_{\kappa i}, \nu_{\kappa i})_{\kappa i} \), where \( N_{\kappa i} \) denotes the multiplicity of the irreducible component \( E_{\kappa i} \) in the pre-image under \( h \) of the variety defined by the ideal \((F_{\kappa i})\) and \( \nu_{\kappa i} - 1 \) denotes the multiplicity of \( E_{\kappa i} \) in the divisor \( h^*(d\mu(Y)) \).

When rewriting the main terms of the bivariate zeta functions in terms of Denef formulae (3.1), the rational functions \( W_i(X, Y, Z) \) are the functions \( \Xi_{U_i(d_{\kappa i})}^N \) defined below in terms of the numerical data \((N_{\kappa i}, \nu_{\kappa i})_{\kappa i} \) associated to \((Y, h)\).

**Definition 3.3.** Let \( N \in \mathbb{N}, U \subseteq T, (d_{\kappa i}) \in \mathbb{N}^{\prod_{\kappa=1}^{l} J_\kappa} \), and write \( m = ((m_{\kappa i})_{\kappa i} U, m_{t+1}) \in \mathbb{N}^{U[1]} \times \mathbb{N} \). Define

\[
\Xi_{U_i(d_{\kappa i})}^N(q, z) = (1 - q^{-1})^{d_{\kappa i} + 1} q^{-N/2} \sum_{\mathbf{m} \in \mathbb{N}^{[U]} \times \mathbb{N}} q^{c(m) - \sum_{\kappa=1}^{l} \nu_{\kappa i} \min(L_{\kappa i}(m), d_{\kappa i})} ,
\]

where

\[
L_{\kappa i}(m) = m_{t+1} + \sum_{u \in U} \nu_{\kappa i} m_u,
\]

\[
L_{\kappa i}(m) = c_{\kappa i} m_{t+1} + \sum_{u \in U} N_{\kappa i} m_u, \text{ for } \kappa \in [l], i \in J_\kappa.
\]

For the special case \( N = 1 \) and \( (d_{\kappa i}) = (0) \), denote \( \Xi_U(q, z) := \Xi_{U, (0)}^1(q, z) \).

**Proposition 3.4.**

1. (1) \cite{12}, Theorem 2.2 If \((Y, h)\) has good reduction modulo \( p \), then

\[
Z(x) = \frac{(1 - q^{-1})^{d_{\kappa i} + 1}}{q^{N/2}} \sum_{U \subseteq T} c_U(\mathfrak{o}/p)(q - 1)^{[U]} \Xi_U(q, z).
\]

2. (2) \cite{4}, Proposition 3.3 If \((Y, h)\) has bad reduction modulo \( p \), there exist \( N \in \mathbb{N}, \) finite sets \( J \subseteq \mathbb{N}_0, \) and \( \Delta \subseteq \mathbb{N}^{\prod_{\kappa=1}^{l} J_\kappa} \) such that

\[
Z(x) = \frac{(1 - q^{-1})^{d_{\kappa i} + 1}}{q^{N/2}} \sum_{U \subseteq T, J \subseteq J_\kappa} c_U(\mathfrak{o}/p)(q^N - q^{N-1})^{[U]} q^{-j} \Xi_{U, (d_{\kappa i})}^N(q, z).
\]
Here, \( c_U(\mathfrak{o}/\mathfrak{p}) \) and \( c_{U,j,d_{\mathfrak{m}}} (\mathfrak{o}/\mathfrak{p}) \) denote the numbers of \( \mathfrak{o}/\mathfrak{p} \)-rational points of certain varieties over \( \mathfrak{o}/\mathfrak{p} \).

4 Convergence and meromorphic continuation

Throughout Section 4 we use the notation introduced in Section 3.2.

4.1 Convergence – proof of Theorem 1

The principalization \((Y, h)\) has good reduction modulo \( \mathfrak{p} \) for all but finitely many nonzero prime ideals \( \mathfrak{p} \) of \( \mathcal{O} \). We denote by \( Q_1 \) the set of all nonzero prime ideals \( \mathfrak{p} \) such that \((Y, h)\) has bad reduction modulo \( \mathfrak{p} \), and by \( Q_2 \) the set of all nonzero prime ideals \( \mathfrak{p} \) of \( \mathcal{O} \) with residue field of characteristic \( p \) satisfying:

1. \( p \) divides \( |\mathcal{A} : M||z(\mathcal{A}') : \mathcal{A}'| \), or
2. \( (p, c) = (2, 3) \).

Denote by \( Q \) the finite set \( Q_1 \cup Q_2 \) of ‘bad primes’. We divide the proof of Theorem 1 into the cases \( \mathfrak{p} \notin Q \) and \( \mathfrak{p} \in Q_1 \). The primes belonging to \( Q_2 \) are the primes excluded in this theorem.

4.1.1 Good reduction

We now determine the maximal domain of convergence \( G_{\mathcal{G}(\mathcal{O})}^* \) of

\[
G_{\mathcal{G}(\mathcal{O})}^*(s_1, s_2) = \prod_{\mathfrak{p} \notin Q} \mathbb{Z}_{\mathcal{G}(\mathcal{O})}^*(s_1, s_2).
\]

In [4, Section 3.1], the authors rewrite the functions \( \Xi_U(q, s) \)—given in (3.3)—in terms of zeta functions of polyhedral cones in a fan, allowing them to deduce a formula for the integral \( Z(\mathcal{Z} (s_1 + a_1^* s_2 + b^*) \) appearing in (3.10)—in (3.11) to determine the domain of convergence of \( \Xi_U(q, s) \). We recall from [4, Section 3.1] the notation needed.

Let \( t \) be the cardinality of the set \( T \) defined in Section 3.2. Let \( \{ R_i \}_{i \in [w]} \) be a finite triangulation of \( \mathbb{R}^{t+1}_0 \) consisting of pairwise disjoint cones \( R_i \) such that each of them is a relatively open simple rational polyhedral cone with the property of eliminating the “min-terms” in the exponent of \( q \) in \( \Xi_U(q, s) \). Assume that \( R_0 = \{ 0 \} \) and that \( R_1, \ldots, R_z \) are the one-dimensional cones (also called rays) in this triangulation. Denote by \( r_j \in \mathbb{N}_0^{t+1} \) the shortest integral vector on the cone \( R_j \), for each \( j \in [z] \). Then \( R_j \in \mathbb{R}_{\geq 0} r_j \).

All cones \( R_i \) are generated by rays, so that for each \( i \in [w] \) there exists a set \( M_i \subseteq [z] \) such that \( R_i \) is the direct sum of monoids

\[
R_i = \bigoplus_{j \in M_i} \mathbb{R}_{> 0} r_j.
\]

Since \( R_i \in \mathbb{R}_{> 0} r_i \), exactly when \( i \in [z] \), it follows that \( |M_i| = 1 \) if and only if \( i \in [z] \).

Because the \( R_j \) are simple,

\[
R_i \cap \mathbb{N}_0^{t+1} = \bigoplus_{j \in M_i} \mathbb{N} r_j.
\]

For \( U \subseteq T \), the domain of summation of \( \Xi_U(q, s) \) is

\[
\Xi_U = \{ m \in \mathbb{N}_0^z \times \mathbb{N} \mid m_0 = 0 \text{ if and only if } u \in T \setminus U \}.
\]

Denote by \( W_U \) the (unique) subset of \([w]\) such that

\[
\Xi_U = \bigcup_{u \in W_U} R_i \cap \mathbb{N}_0^{t+1},
\]

and by \( W' \) the union of all \( W_U' \), that is, \( W' \subseteq [w] \) is the set of index of cones which do not lie in the boundary component \( \mathbb{R}_{\geq 0} \times \{ 0 \} \) of \( \mathbb{R}^{t+1}_{\geq 0} \).
Given $i \in W'$, denote by $U_i$ the unique subset $U \subseteq T$ such that $i \in W'_U$, and $c_i(o/p) := c_i(o/p)$.

**Proposition 4.1.** [Proposition 3.2] For $p \notin Q$, there exist $\mathcal{A}_{jk} \in \mathbb{N}_0$ and $\mathcal{B}_j \in \mathbb{N}$ for each $j \in [z]$ and $\kappa \in [I]$ such that

$$Z(s) = \frac{(1 - q^{-1})^d}{q^d} \sum_{i \in W'} c_i(o/p)(q - 1)^{|U_i|} \prod_{j \in M_i} q^{-\left(\sum_{\kappa=1}^d \mathcal{A}_{jk} + \mathcal{B}_j\right)}.$$  

Proposition 4.1 applied to (3.10) gives the following result.

**Proposition 4.2.** For $p \notin Q$, there exist $A^{*}_{1j}, A^{*}_{2j}, B^{*}_j \in Q$, for each $j \in [z]$, such that $\overline{Z}_{G(o)}(s_1, s_2)$ is given by

$$1 + \frac{(1 - q^{-1})d q^{-\left(\frac{d}{2}\right)}}{\prod_{i \in W'} (1 - q^{-\theta})} \prod_{j \in M_i} c_i(o/p)(q - 1)^{|U_i|} \prod_{j \in M_i} q^{-\left(A^{*}_{1j} s_1 - A^{*}_{2j} s_2 - B^{*}_j\right)}.$$  

**Remark 4.3.** The numbers $\mathcal{A}_{jk}$ of Proposition 4.1 are constructed so that $\mathcal{A}_{jk} = 0$ if and only if the cone $R_i$ lies in the boundary component $R_{j2} \times \{0\}$, that is, if and only if $i \notin W'$. Moreover, all the $\mathcal{B}_j$ are nonnegative; see their construction in [4, Section 3.1] and [4, Remark 3.6]. Similar arguments show that $A^{*}_{1j}$, $A^{*}_{2j}$ of Proposition 4.2 are such that $\sum_{j \in M_i} A^{*}_{1j}$ and $\sum_{j \in M_i} A^{*}_{2j}$ are zero if and only if $i \notin W'$ and, moreover, all $B^{*}_j$’s of Proposition 4.2 are nonnegative.

The numbers $c_i(o/p)$ are all divisible by

$$q^{\left(\frac{d-1}{2}\right)}(1 - q^{-1})^{d-1} \prod_{\theta=1}^{d-1} (1 - q^{-\theta}),$$

because of the way of construction of the relevant integrals; see [4, Remark 3.4].

Proposition 4.2 shows that the poles of the main terms of the bivariate zeta functions are the ones occurring in the terms

$$(1 - q^{A^{*}_{1j} s_1 - A^{*}_{2j} s_2 - B^{*}_j})^{-1},$$

for $j \in M_i$ and $i \in W'$ such that $(A^{*}_{1j}, A^{*}_{2j}) \neq (0, 0)$. Since $(A^{*}_{1j}, A^{*}_{2j}) \neq (0, 0)$ exactly when $j \in W'$, it follows that the poles of $\overline{Z}_{G(o)}(s_1, s_2)$ are unions of sets

$$P^{*}_j = \{(s_1, s_2) \mid A^{*}_{1j} s_1 + A^{*}_{2j} s_2 = B^{*}_j\}, j \in [z] \cap W'.$$

Consequently, the domain of convergence of $\overline{Z}_{G(o)}(s_1, s_2)$ is a finite intersection of sets of the following form.

**Definition 4.4.** For each $\delta \geq 0$ and each $i \in W' \cap [z]$, set

$${\mathcal{D}}_{i, \delta} = \{(s_1, s_2) \in \mathbb{C}^2 \mid \text{Re}(A^{*}_{1i}s_1 + A^{*}_{2i}s_2) > 1 - B^{*}_i - \delta\}.$$

Proposition 4.2 shows that the generating function $\overline{Z}_{G(o)}^{*}(s_1, s_2)$ converges at least on the domain $\bigcap_{[z] \cap W'} {\mathcal{D}}_{i, 1}$. 

For each $i \in W'$, let

$$\overline{Z}_{i,p}^{*}(s_1, s_2) = \frac{(1 - q^{-1})d q^{-\left(\frac{d}{2}\right)}}{\prod_{i=1}^{d-1} (1 - q^{-\theta})} c_i(o/p)(q - 1)^{|U_i|} \prod_{j \in M_i} q^{-\left(A^{*}_{1j} s_1 - A^{*}_{2j} s_2 - B^{*}_j\right)}.$$  

The $\overline{Z}_{i,p}^{*}(s_1, s_2)$ are ordinary generating functions in $q$, $q^{-s_1}$, and $q^{-s_2}$ with nonnegative coefficients. By Proposition 4.2,

$$\overline{Z}_{G(o)}^{*}(s_1, s_2) = 1 + \sum_{i \in W'} \overline{Z}_{i,p}^{*}(s_1, s_2).$$

Then,

$$\overline{Z}_{G(o)}^{*}(s_1, s_2) = \prod_{p \notin Q} \left(1 + \sum_{i \in W'} \overline{Z}_{i,p}^{*}(s_1, s_2)\right).$$
We now determine the domain of absolute convergence $\mathcal{D}_t$ of $\prod_{p \notin Q} (1 + \bar{Z}_{t,p}^{-1}(s_1, s_2))$, that is, of the sum $\sum_{p \notin Q} \bar{Z}_{t,p}^{-1}(s_1, s_2)$. Since $W'$ is a finite set, $\mathcal{D}'_{G(O)}(s_1, s_2)$ converges absolutely on $\bigcap_{t \in W'} \mathcal{D}_t$.

In preparation for that, we need some notation. In the set-up of Section 4.2, $T$ is the finite set of irreducible components $E_n$ of the pre-image under $h$ of the variety defined by $I$, and $E_U := \bigcap_{u \in U} E_u$. Denote by $d_U$ the dimension of $E_U$. For each $U \subseteq T$, it holds $d_U = (d_{\theta}) - |U|$; see [15, Proposition 4.13]. The family of the irreducible components over $K$ of $E_U$ of maximal dimension $d_U$ is denoted $\{F_{U,b}\}_{b \in I_U}$, where $I_U$ is a finite set of indices. For $b \in I_U$, $l_p(F_{U,b})$ denotes the number of irreducible components of $F_{U,b}$ over $\mathfrak{a}/\mathfrak{p}^N$ which are absolutely irreducible over an algebraic closure of $\mathfrak{a}/\mathfrak{p}^N$.

We record a useful consequence of the Lang-Weil estimate given in [15, Proposition 8.9].

**Lemma 4.5.** [15, Proposition 8.9] There exists $C > 0$ such that for all $U \subseteq T$ and $p \notin Q$,

$$\left| c_U(\mathfrak{a}/\mathfrak{p}) - \sum_{b \in I_U} l_p(F_{U,b})q^{d_U} \right| < Cq^{d_U} - \frac{1}{2},$$

and $l_p(F_{U,b}) > 0$ for a set of prime ideals with positive density. This means that, for any sequence $(r_p)_{p \notin Q}$ of rational numbers, a sum of the form $\sum_{p \notin Q} c_{U,b}(\mathfrak{a}/\mathfrak{p})r_p$ converges absolutely if and only if $\sum_{p \notin Q} r_p q^{-d_U}$ converges absolutely.

In [15, Proposition 4.9], it is shown that, for each $b \in I_U$, the number $l_p(F_{U,b})$ is positive for a set of prime ideals of positive density. We remark that the finitely many prime ideals excluded are elements of $Q$; see the proof of [15, Lemma 4.7].

**Proposition 4.6.** For each $i \in W'$, the domain of absolute convergence of the product $\prod_{p \notin Q} (1 + \bar{Z}_{i,p}^{-1}(s_1, s_2))$ is

$$\mathcal{D}_i := \{(s_1, s_2) \in \mathbb{C}^2 \mid \sum_{j \in M_i} \text{Re}(A_{1_j}^{s_1} + A_{2_j}^{s_2}) > 1 - \sum_{j \in M_i} B_j, \quad \text{Re}(A_{1_j}^{s_1} + A_{2_j}^{s_2}) > -B_j, \forall j \in M_i \cap W'\}.$$

**Proof.** If $j \in M_i \cap W'$, then each term $\frac{q^{-A_{1_j}^{s_1} + A_{2_j}^{s_2} - n_j}}{1 - q^{-A_{1_j}^{s_1} - A_{2_j}^{s_2} - n_j}}$ converges absolutely if and only if $(s_1, s_2) \in \mathcal{D}_{j,1}$, for each $j \in M_i$. If $j \in M_i \setminus W'$, the corresponding term $\frac{q^{-A_{1_j}^{s_1} + A_{2_j}^{s_2} - n_j}}{1 - q^{-A_{1_j}^{s_1} - A_{2_j}^{s_2} - n_j}}$ has no poles and converges on the whole $\mathbb{C}^2$.

For $(s_1, s_2) \in \mathcal{D}_{j,1}$, the convergent sequence $((1 - q^{-A_{1_j}^{s_1} - A_{2_j}^{s_2} - B_j})^{-1})$ is a decreasing sequence when $q$ increases, and hence it is bounded. The sequence $(\prod_{i=1}^{n-1}(1 - q^{-\theta})^{-1})$ is also bounded when $q$ increases. Therefore, to determine where the series $\sum_{p \notin Q} \bar{Z}_{i,p}^{-1}(s_1, s_2)$ converges absolutely, it suffices to determine the domain of absolute convergence of the series

$$\sum_{p \notin Q} (1 - q^{-1})q^{-j} c_i(\mathfrak{a}/\mathfrak{p})(q - 1)^{|U_i|} q^{-\sum_{j \in M_i} (A_{1_j}^{s_1} + A_{2_j}^{s_2} + B_j^*)}.$$

The Lang-Weil estimate of Lemma 4.5 guarantees that the series above converges absolutely if and only if so does the following series:

$$\sum_{p \notin Q} (1 - q^{-1})q^{-j} d_{\theta} q^{-\sum_{j \in M_i} (A_{1_j}^{s_1} + A_{2_j}^{s_2} + B_j^*)},$$

which in turn converges absolutely for $(s_1, s_2) \in \mathbb{C}^2$ satisfying

$$\text{Re} \left( \sum_{j \in M_i} A_{1_j}^{s_1} + A_{2_j}^{s_2} \right) > 1 - \sum_{j \in M_i} B_j + |U_i| - \left( \frac{d}{2} \right) + d_U = 1 - \sum_{j \in M_i} B_j^*.$$
because of the identity $d_{U_i} = \binom{|s_i|}{2} - |U_i|$ and Proposition 2.7. It follows that the domain of absolute convergence of the series $\sum_{p \not\in Q} \tilde{Z}^*_p(s_1, s_2)$, and hence of the product $\prod_{p \not\in Q}(1 + \tilde{Z}^*_p(s_1, s_2))$ is $\mathcal{D}_i$, as desired. \hfill \Box

If $i \in W \cap [z]$, since $M_i = \{i\}$, the set $\mathcal{D}_i$ is given simply by
\begin{equation}
\mathcal{D}_i = \{(s_1, s_2) \in \mathbb{C}^2 \mid \text{Re}(A_{i_1}^*s_1 + A_{i_2}^*s_2) > 1 - B_i^*\} = \mathcal{D}_{i,0}.
\end{equation}

We now show that the domain of absolute convergence of $\mathcal{G}^*_0(s_1, s_2)$ is given by an intersection of such sets.

**Corollary 4.7.** The product $\mathcal{G}^*_0(s_1, s_2)$ converges on the domain
\begin{equation}
\mathcal{G}^*_0(s_1, s_2) = \mathcal{G}^*_0 := \bigcap_{i \in [z] \cap W'} \mathcal{D}_i,
\end{equation}
which is independent of the ring of integers $\mathcal{O}$.

**Proof.** It is clear that $\mathcal{G}^*_0$ is independent of $\mathcal{O}$, since so are the sets $\mathcal{D}_i$. Proposition 4.6 shows that $\mathcal{G}^*_0(s_1, s_2)$ converges absolutely on $\bigcap_{i \in W'} \mathcal{D}_i$. We claim that
\begin{equation}
\bigcap_{i \in W'} \mathcal{D}_i = \bigcap_{i \in [z] \cap W'} \mathcal{D}_i.
\end{equation}

Let $(s_1, s_2) \in \bigcap_{i \in [z] \cap W'} \mathcal{D}_i$. Given $k \in W'$
\begin{equation}
\sum_{j \in M_k} \text{Re}(A_{ij}^*s_1 + A_{ij}^*s_2) = \sum_{j \in M_k \cap W'} \text{Re}(A_{ij}^*s_1 + A_{ij}^*s_2) > \sum_{j \in M_k \cap W'} (1 - B_j^*) \geq 1 - \sum_{j \in M_k} B_j^*.
\end{equation}

The equality is justified by the fact that $(A_{ij}^*, A_{ij}^*) = (0,0)$ if and only if $j \notin W'$, and the second inequality follows from the fact that $B_j^* \geq 0$ for all $j \in W'$. We have shown that $(s_1, s_2) \in \mathcal{D}_k$ for each $k \in W'$. Therefore, $\bigcap_{i \in [z] \cap W'} \mathcal{D}_i \subseteq \bigcap_{k \in W'} \mathcal{D}_k$. \hfill \Box

### 4.1.2 Bad reduction

For each $p \in Q_1$, denote by $\mathcal{G}_p$ the domain of convergence of the local factor $Z^*_0(\mathcal{O}_p)(s_1, s_2)$. We now show that $\mathcal{G}_p \supseteq \mathcal{G}^*_0$. A consequence is that
\begin{equation}
\mathcal{G}^*_0(s_1, s_2) = \prod_{p \not\in Q_2} \tilde{Z}_p(s_1, s_2)
\end{equation}
converges absolutely on $\mathcal{G}^*_0$ because $Q_1$ is a finite set.

Recall that the main terms of the bivariate zeta functions are given in (3.10) in terms of the p-adic integrals $Z_+(\mathcal{O}_p)$ of (3.7) at the points $(a_1^*s_1 + a_2^*s_2 + b^*)$. The poles of $Z_+(a_1^*s_1 + a_2^*s_2 + b^*)$, in turn, are the poles of functions $\Xi^*_N(U, (d_{k},)) (q, a_1s_1 + a_2s_2 + b)$, by Proposition 3.3.2).

The next proposition is analogous to [1]. Proposition 4.5] and is proven in the same way.

**Proposition 4.8.** Given $q, N \in \mathbb{N}$, a family of integers $(d_{k_{\gamma}})$ for $\gamma \in [l]$ and $c \in J_{k_{\gamma}}$, and $a_1, a_2, b \in \mathbb{Z}^l$, the set of poles of $\Xi^*_N(U, (d_{k_{\gamma}})) (q, a_1s_1 + a_2s_2 + b)$ is independent of $q, N$ and $(d_{k_{\gamma}})$, for all $U \subseteq T$.

Since $\Xi^*_N(U, (d_{k_{\gamma}})) (q, a_1s_1 + a_2s_2 + b)$ may be written as
\begin{equation}
q\sum_{\nu \in T} (-1)^{N-\nu_{\gamma}} \Xi^*_N(U, (d_{k_{\gamma}}) + \sum_{\nu \in T} N_{\gamma_{\nu}}(N-\nu)) (q, a_1s_1 + a_2s_2 + b),
\end{equation}
it follows from Proposition 4.8 that the functions $\Xi^*_N(U, (d_{k_{\gamma}})) (q, a_1s_1 + a_2s_2 + b)$ and $\Xi^*_N(U, (q, a_1s_1 + a_2s_2 + b)) = \Xi^*_U(q, a_1s_1 + a_2s_2 + b)$ have the same poles.

In particular, the function $Z_+(a_1^*s_1 + a_2^*s_2 + b^*)$ converges absolutely on the domain $\bigcap_{i \in [z] \cap W'} \mathcal{D}_i \supseteq \mathcal{G}^*_0$ as in the good reduction case. This concludes the proof of Theorem 4.11.
4.2 Meromorphic continuation

We start by showing that the bivariate function $\mathcal{G}_{(x,y)}(s_1, s_2)$ admits meromorphic continuation to a domain $\mathcal{M}_{\mathcal{G}_{(x,y)}} \supseteq \mathcal{D}_G^*$; see Definition 4.3. Recall that a domain here means a connected open subset of $\mathcal{O}^2$.

For each $i \in W$, set $R_i = \{j \in W' \mid \mathcal{D}_j = \mathcal{D}_i\}$, where $\mathcal{D}_i$ is the set defined in (4.3). Set also

$$\mathcal{R} = \left\{ i \in W' \cap [z] \mid \bigcap_{j \in W' \setminus R_i} \mathcal{D}_j \neq \mathcal{D}_G \right\}.$$ 

In other words, $\mathcal{R}$ is the set of indices $i$ such that the boundary $\partial \mathcal{D}_i$ of $\mathcal{D}_i$ shares infinitely many points with the boundary $\partial \mathcal{D}_G^*$ of $\mathcal{D}_G^*$.

For each $p \notin \mathcal{Q}$, define

$$V_p^*(s_1, s_2) = \prod_{i \in \mathcal{R}} (1 - c_i (\varphi/p)q^{-d_i}q^{-A_i s_1 - A_i s_2 - B_i^*}).$$

Recall from (4.2) that $\mathcal{G}_{(x,y)} (s_1, s_2) = \prod_{p \notin \mathcal{Q}} (1 + \sum_{i \in W'} Z_i(p)(s_1, s_2))$. Then, for $(s_1, s_2) \in \mathcal{D}_G^*$,

$$\mathcal{G}_{(x,y)} (s_1, s_2) = \frac{\prod_{p \notin \mathcal{Q}} (1 + \sum_{i \in W'} Z_i(p)(s_1, s_2))V_p^*(s_1, s_2)}{\prod_{p \notin \mathcal{Q}} V_p^*(s_1, s_2)},$$

provided that numerator and denominator converge. In the following, we show that

1. The product $\prod_{p \notin \mathcal{Q}} V_p^*(s_1, s_2)$ is meromorphic on a domain $\mathcal{M}_{\mathcal{G}_{(x,y)}} \supseteq \mathcal{D}_G^*$, which is independent of $\mathcal{O}$, and

2. The product $\prod_{p \notin \mathcal{Q}} (1 + \sum_{i \in W'} Z_i(p)(s_1, s_2))V_p^*(s_1, s_2)$ is meromorphic on a domain $\mathcal{M}_{\mathcal{G}_{(x,y)}} \supseteq \mathcal{D}_G^*$ which is independent of $\mathcal{O}$.

4.2.1 Proof of (1)

For $i \in \mathcal{R}$, we define the following functions, which are analogous to the $V_i(s)$ of [4, Section 4.2].

$$V_i^*(s_1, s_2) := \prod_{p \notin \mathcal{Q}} (1 - c_i (\varphi/p)q^{-d_i}q^{-A_i s_1 - A_i s_2 - B_i^*}).$$

It suffices to show that each $V_i^*(s_1, s_2)$ admits meromorphic continuation to $\mathcal{D}_{i, \Delta}$, for some $\Delta > 0$. Then, since $\mathcal{R}$ is finite, it will follow that

$$\prod_{i \in \mathcal{R}} V_i^*(s_1, s_2) = \prod_{p \notin \mathcal{Q}} V_p^*(s_1, s_2)$$

admits meromorphic continuation to $\mathcal{M}_{\mathcal{G}_{(x,y)}} := \bigcap_{i \in \mathcal{R}} \mathcal{D}_{i, \Delta}$.

The following proposition is analogous to [13, Lemma 4.6].

Proposition 4.9. For each $i \in W$ and $b \in I_{U_i}$, the function

$$V_{b,i}(s_1, s_2) = \prod_{p \notin \mathcal{Q}} (1 - l_p(F_{U_i,b})q^{-A_i^* s_1 - A_i^* s_2 - B_i^*})$$

converges absolutely on $\mathcal{D}_i$. Moreover, there exists $\delta_i > 0$ such that $V_{b,i}(s_1, s_2)$ admits meromorphic continuation to $\mathcal{D}_{i, \delta_i}$.

Proof. For each $i \in \mathcal{R}$ and $b \in I_{U_i}$, the convergence of $V_{b,i}(s_1, s_2)$ follows from the fact pointed out in the proof of [13, Lemma 4.6] that $l_p(F_{U_i,b})$ is bounded by the number of absolutely irreducible components of $F_{U_i,b}$. Then, for a sufficiently large $C > 0$, the sum $\sum_{p \notin \mathcal{Q}} l_p(F_{U_i,b})q^{-A_i^* s_1 - A_i^* s_2 - B_i^*}$ is majorized by $C \sum_{p \notin \mathcal{Q}} q^{-A_i^* s_1 - A_i^* s_2 - B_i^*}$, which converges for $\text{Re}(A_i^* s_1 + A_i^* s_2) > 1 - B_i^*$.

Let $L/K$ be a finite Galois extension and denote by $S$ the finite set of prime ideals $p$ of $\mathcal{O}$ which are unramified and of the prime ideals $p$ such that the reduction
of $F_{U,\lambda}$ mod $\mathfrak{p}$ is smooth. Denote by $\text{Frob}_p$ (p unramified) the conjugacy class in the Galois group of $L/K$ consisting of Frobenius elements. Given $a_1, a_2, b \in \mathbb{R}$ with $(a_1, a_2) \neq (0, 0)$ and a representation $\rho$ of the Galois Group of $L/K$, one can show that the Artin $L$-function

$$L_{F_{U,\lambda}}(a_1s_1 + a_2s_2 + b) = \prod_{\mathfrak{p}} \det(1 - \rho(\text{Frob})_{\mathfrak{p}}q^{-a_1s_1-a_2s_2-b})^{-1}$$

converges for $\text{Re}(a_1s_1 + a_2s_2) > 1 - b$ and admits meromorphic continuation to the whole $\mathbb{C}^2$, the same way that $L_{F_{U,\lambda}}(s)$ does; see [10, Section 10 of Chap. VII]. This is due essentially to the facts that, although we are considering two variables, the function $L_{F_{U,\lambda}}(a_1s_1 + a_2s_2 + b)$ is being taken over values on $\mathbb{C}$ given by the entire function $\omega: \mathbb{C}^2 \to \mathbb{C}$ defined by $\omega(s_1, s_2) = a_1s_1 + a_2s_2 + b$.

In particular, the second part of this proposition follows from similar arguments as the ones of [15, Lemma 4.6].

For each $i \in \mathcal{R}$, define

$$V_i^+(s_1, s_2) = \prod_{b \in \mathcal{I}_i, \mathfrak{p} \notin Q} (1 - l_p(F_{U,\lambda})q^{-A_i; s_1 - A_i; s_2 - B_i}) = \prod_{b \in \mathcal{I}_i} \mathcal{V}_{b,i}(s_1, s_2).$$

Since $L_{U,i}$ is finite, Proposition [3,9] assures that $\mathcal{V}_i^+(s_1, s_2)$ converges on $\mathcal{R}_i$ and admits meromorphic continuation to $\mathcal{R}_{i,\lambda}$ for some $\lambda > 0$. Moreover, for each $b \in \mathcal{I}_i$, the sum $\sum_{\mathfrak{p} \notin Q} l_p(F_{U,\lambda})q^{-A_i; s_1 - A_i; s_2 - B_i}$ converges absolutely on $\mathcal{R}_i$ and admits meromorphic continuation to $\mathcal{R}_{i,\lambda}$. Consequently, the sum

$$\sum_{\mathfrak{p} \notin Q} \left( c_i(\mathfrak{p}/\mathfrak{p}) - \sum_{b \in \mathcal{I}_i} l_p(F_{U,\lambda})q^{d_{b,i}} \cdot \left( q^{-d_{b,i} A_i s_1 - A_i s_2 - B_i} \right) \right)$$

converges on $\mathcal{R}_{i,\lambda}$, for some $\lambda > 0$, by the Lang-Weil estimate of Lemma [4,5]. It follows that $V_i^+(s_1, s_2)$ is a meromorphic function on $\mathcal{R}_{i,\min\{|\lambda, \lambda_i\}}$, and therefore $\prod_{\mathfrak{p} \notin Q} V_i^+(s_1, s_2)$ is meromorphic on $\bigcap_{i \in \mathcal{R}} \mathcal{R}_{i,\lambda}$, for $\lambda = \min\{|\lambda, \lambda_i\} | i \in \mathcal{R}\}$.  

4.2.2 Proof of (2) 

We now introduce some notation which will be convenient while proving that the product $\prod_{\mathfrak{p} \notin Q} (1 + \sum_{i \in \mathcal{W}} Z_i^+(s_1, s_2))V_p^+(s_1, s_2)$ is meromorphic on a domain $\mathcal{M}_Q = \mathcal{R}_G$ which is independent of $\mathcal{O}$.

Definition 4.10. Given families $(f_p(s_1, s_2))_{p \in Q}$ and $(g_p(s_1, s_2))_{p \in Q}$ of bivariate complex functions and a domain $\mathcal{D}$, we write

$$\prod_{p \notin Q} f_p \equiv_D \prod_{p \notin Q} g_p$$

to indicate that $\sum_{p \notin Q} (f_p(s_1, s_2) - g_p(s_1, s_2))$ is absolutely convergent on $\mathcal{D}$.

This is a modification of the relations $\equiv$ of [15 Section 4] and $\equiv_\Delta$ of [4, Definition 4.4]. The following Lemmata state convenient properties of $\equiv_D$ which will be used.

Lemma 4.11. Let $(f_p(s_1, s_2)), (g_p(s_1, s_2))$, and $(h_p(s_1, s_2))$ be families of bivariate complex functions indexed by $p \notin Q$, and let $\mathcal{D}$ and $\mathcal{D'}$ be domains of $\mathbb{C}^2$. If $\prod_{p \notin Q} f_p \equiv_D \prod_{p \notin Q} g_p$ and $\prod_{p \notin Q} g_p \equiv_{D'} \prod_{p \notin Q} h_p$, then

$$\prod_{p \notin Q} f_p \equiv_{D \cap D'} \prod_{p \notin Q} h_p.$$ 

In particular, if $\prod_{p \notin Q} g_p(s_1, s_2)$ converges absolutely on the domain $\mathcal{D'}$ and $\prod_{p \notin Q} f_p \equiv_D \prod_{p \notin Q} g_p$, then $\prod_{p \notin Q} f_p(s_1, s_2)$ converges absolutely on the domain $\mathcal{D} \cap \mathcal{D'}$. 
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Proof. The first claim follows from the fact that
\[ \sum_{p \not\in Q} |f_p(s_1, s_2) - h_p(s_1, s_2)| \leq \sum_{p \not\in Q} (|f_p(s_1, s_2) - g_p(s_1, s_2)| + |g_p(s_1, s_2) - h_p(s_1, s_2)|). \]
By definition, \( \prod_{p \not\in Q} g_p(s_1, s_2) \) being absolutely convergent on \( D' \) is equivalent to \( \prod_{p \not\in Q} g_p \equiv D' \). The second claim then follows from the first part of Lemma 4.11. \( \square \)

**Lemma 4.12.** Let \((f_p(s_1, s_2), (g_p(s_1, s_2)), (X_p(s_1, s_2))\) be families of bivariate complex functions indexed by \( p \not\in Q \), and let \( D \) and \( D' \) be domains of \( C^2 \). If \( \prod_{p \not\in Q} f_p \equiv D \prod_{p \not\in Q} g_p \) and \((X_p(s_1, s_2))\) is bounded on \( D' \), then
\[ \prod_{p \not\in Q} f_p X_p \equiv D \cap D' \prod_{p \not\in Q} g_p X_p. \]

Proof. This is clear, as the partial sums \( \sum |f_p(s_1, s_2) - g_p(s_1, s_2)||X_p(s_1, s_2)| \) are bounded on \( D \cap D' \). \( \square \)

In the following, we denote \( D_{\mathbb{A}, \delta} = \bigcap_{i \in \mathbb{A}} D_{i, \delta} \) for each \( \delta > 0 \).

**Proposition 4.13.** There exists a domain \( D_1 \) which is independent of \( \mathcal{O} \) satisfying the following condition: for each \( \delta > 0 \) the intersection \( D_1 \cap D_{\mathbb{A}, \delta} \) is a domain strictly containing \( D_G \) and such that
\[ \prod_{p \not\in Q} \left( 1 + \sum_{i \in W'} Z_{i, p}^* \right) \equiv_{D_1} \prod_{p \not\in Q} \left( 1 + \sum_{i \in \mathbb{A}} Z_{i, p}^* \right). \]

Proof. The domain \( D_1' := \bigcap_{i \in W' \setminus \mathbb{A}} D_i \) strictly contains \( D_G \), by choice of \( \mathbb{A} \), and is independent of \( \mathcal{O} \), since so are the domains \( D_i \), for all \( i \in W' \).

The domain \( D_1' \) has the property that, for each \( \delta > 0 \), the intersection \( D_1' \cap D_{\mathbb{A}, \delta} \) is an open domain strictly containing \( D_G \). In fact, if \( D_1' \cap D_{\mathbb{A}, \delta} = D_G \), then since \( D_{\mathbb{A}, \delta} \) is a translation of \( D_G \) which strictly contains the latter, we must have \( D_1' = D_G \).

The definition of \( \equiv_{D_1} \) yields
\[ \prod_{p \not\in Q} \left( 1 + \sum_{i \in W'} Z_{i, p}^* \right) \equiv_{D_1} \prod_{p \not\in Q} \left( 1 + \sum_{i \in \mathbb{A}} Z_{i, p}^* \right). \]

Since the sequence \( (V^*_p(s_1, s_2))_{p \not\in Q} \) is positive monotonically non-increasing on \( D_{\gamma} := \bigcap_{i \in \mathbb{A}} D_{i, d_i, +1} \), Lemma 4.12 assures that (4.6) holds for \( D_1 := D_1' \cap D_{\gamma} \).

Clearly, given \( \gamma, \gamma' > 0 \), the intersection \( D_{\mathbb{A}, \gamma} \cap D_{\mathbb{A}, \gamma'} \) is \( D_{i, \min(\gamma, \gamma')} \). Thus, for each \( \delta > 0 \), and for \( \gamma := \min\{d_{U_i} \mid i \in \mathbb{A}\} \),
\[ D_1 \cap D_{\mathbb{A}, \delta} \supseteq D_1' \cap D_{\mathbb{A}, \min(\delta, \gamma + 1)} \supseteq D_G. \]

We now use Lemma 4.11 and the auxiliary functions \( Z_{i, p}^*(s_1, s_2) = c_i(0/p)q^{-d_i, q^{-A_i, s_1 - A_i, s_2 - B_i', i \in \mathbb{A}}, \) to show that there exists \( \delta > 0 \) such that
\[ \prod_{p \not\in Q} \left( 1 + \sum_{i \in \mathbb{A}} Z_{i, p}^* \right) \equiv_{D_{\mathbb{A}, \delta}} 1. \]
Then (4.7) and Proposition 4.13 together imply
\[ \prod_{p \not\in Q} \left( 1 + \sum_{i \in W'} Z_{i, p}^* \right) V^*_p(s_1, s_2) \equiv_{D_{\mathbb{A}(o)}} 1, \]
where \( D_{\mathbb{A}(o)} := D_1 \cap D_{\mathbb{A}, \delta} \), which is independent of the ring of integers \( \mathcal{O} \). In preparation for this, we need three lemmata.
Lemma 4.14. There exist $\delta_2 > 0$ and a domain $D_2 \supseteq D_{\delta,\delta_2}$ such that
\[
\prod_{p \not\in Q} V_p^* \equiv_{D_2} \prod_{p \not\in Q} \left(1 - \sum_{i \in R} \frac{1}{Z_{i,p}^*}\right).
\]

Proof. We first notice that
\[
\sum_{p \not\in Q} |V_p^*(s_1, s_2) - (1 - \sum_{i \in R} \frac{1}{Z_{i,p}^*}(s_1, s_2))| = \sum_{p \not\in Q} \left|\prod_{i \in R} \left(1 - \frac{1}{Z_{i,p}^*}(s_1, s_2)\right) - \prod_{i \in R} \left(1 - \frac{1}{Z_{i,p}^*}(s_1, s_2)\right)\right|.
\]
(4.8)

By applying successively the Lang-Weil estimate of Lemma 4.5 to (4.8), we obtain that $\sum_{p \not\in Q} |V_p^*(s_1, s_2) - (1 - \sum_{i \in R} \frac{1}{Z_{i,p}^*}(s_1, s_2))|$ converges if and only if the series
\[
\sum_{p \not\in Q} \left|\sum_{l \subseteq R} (-1)^l \prod_{i \in l} \frac{1}{Z_{i,p}^*}(s_1, s_2)\right|
\]
converges, which in turn converges on the domain
$\mathcal{D}_2 := \left\{(s_1, s_2) \in \mathbb{C}^2 \mid \sum_{i \in I} \Re(A_{i,1}s_1 + A_{i,2}s_2) > 1 - \sum_{i \in I} B_i, I \subseteq R \text{ with } |I| \geq 2\right\}$.

Finally, if $(s_1, s_2) \in \mathcal{D}_{\delta,\delta_2}$, then for each $I \subseteq R$ with $|I| \geq 2$,
\[
\sum_{i \in I} \Re(A_{i,1}s_1 + A_{i,2}s_2) > \sum_{i \in I} \left(\frac{1}{2} - B_i^*\right) \geq 1 - \sum_{i \in I} B_i^*,
\]
that is, $\mathcal{D}_{\delta,\delta_2} \subseteq \mathcal{D}_2$. \qed

Lemma 4.15. There exist $\delta_3 > 0$ and a domain $D_3 \supseteq D_{\delta,\delta_3}$ such that
\[
\prod_{p \not\in Q} \left(1 + \sum_{i \in R} \frac{1}{Z_{i,p}^*}\right) \equiv_{D_3} \prod_{p \not\in Q} \left(1 + \sum_{i \in R} \frac{1}{Z_{i,p}^*}\right).
\]

Proof. For each $p \not\in Q$ and $i \in R$, denote
\[
S_{p,i}(s_1, s_2) = (1 - q^{-1})^{d-1}(q - 1)^{|U_i|}q^{-d_{U_i}} - (1 - q^{-A_{i,1}s_1 - A_{i,2}s_2 - B_i^*}) \prod_{\theta=1}^{d-1}(1 - q^{-\theta}).
\]

For each $i \in R$ the sequences $\prod_{\theta=1}^{d-1}(1 - q^{-\theta})^{-1}$ and $(1 - q^{-A_{i,1}s_1 - A_{i,2}s_2 - B_i^*})^{-1}$ are positive and monotonically non-increasing for $\Re(A_{i,1}s_1 + A_{i,2}s_2) > -B_i^*$ when $q$ increases. Thus, if the series
\[
\sum_{p \not\in Q, i \in R} \left|S_{p,i}(s_1, s_2)\right|^{\frac{d-1}{|U_i|}}q^{-d_{U_i}}q^{-A_{i,1}s_1 - A_{i,2}s_2 - B_i^*}
\]
converges absolutely on $D_3$, then the series
\[
\sum_{p \not\in Q, i \in R} \left|\frac{1}{Z_{i,p}^*}(s_1, s_2) - \frac{1}{Z_{i,p}^*}(s_1, s_2)\right|
\]
also converges absolutely on $D_3 \cap \mathcal{D}_{\delta,\delta_3}$.\qed
The claim of Lemma 4.15 then follows from the fact that the series
\[
\sum_{p \notin \mathfrak{D}} \sum_{i \in \mathcal{A}} \left( c_i(o/p)q^{-2A_i^*s_1-2A_i^*s_2-B_i^*} \prod_{\theta=1}^{d-1} (1 - q^{-\theta}) \right)
\]
converges absolutely on $\mathfrak{D}_{\mathfrak{D}, \frac{1}{2}}$, because of the Lang-Weil estimate of Lemma 4.5 and Proposition 2.7.

**Lemma 4.16.** The product
\[
\prod_{p \notin \mathfrak{D}} \left( 1 + \sum_{i \in \mathcal{A}} Z_{i,p}^*(s_1, s_2) \right) \left( 1 - \sum_{i \in \mathcal{A}} Z_{i,p}^*(s_1, s_2) \right)
\]
converges absolutely on the domain $\mathfrak{D}_{\mathfrak{D}, \frac{1}{2}}$.

**Proof.** Let us show that
\[
\prod_{p \notin \mathfrak{D}} \left( 1 + \sum_{i \in \mathcal{A}} Z_{i,p}^*(s_1, s_2) \right) \left( 1 - \sum_{i \in \mathcal{A}} Z_{i,p}^*(s_1, s_2) \right) \equiv_{\mathfrak{D}_{\mathfrak{D}, \frac{1}{2}}} 1.
\]
In fact,
\[
\sum_{p \notin \mathfrak{D}} \left| 1 - (1 + \sum_{i \in \mathcal{A}} Z_{i,p}^*(s_1, s_2))(1 - \sum_{i \in \mathcal{A}} Z_{i,p}^*(s_1, s_2)) \right|
= \sum_{p \notin \mathfrak{D}} \sum_{i \in \mathcal{A}} \sum_{j \in \mathcal{A}} |Z_{i,p}^*(s_1, s_2)Z_{j,p}^*(s_1, s_2)|
= \sum_{p \notin \mathfrak{D}} \sum_{i \in \mathcal{A}} \sum_{j \in \mathcal{A}} c_i(o/p)c_j(o/p)q^{-d_p(i,j)}q^{-(A_i^*+A_j^*)s_1-(A_i^*+A_j^*)s_2-(B_i^*+B_j^*)},
\]
which, by Lemma 4.5, converges if and only if the following series converges:
\[
\sum_{p \notin \mathfrak{D}} \sum_{i \in \mathcal{A}} \sum_{j \in \mathcal{A}} |q^{-(A_i^*+A_j^*)s_1-(A_i^*+A_j^*)s_2-(B_i^*+B_j^*)}|.
\]
Proposition 2.7 assures that the latter series converges on $\mathcal{D}_4 := \{(s_1, s_2) \in \mathbb{C}^2 \mid \Re((A_i^*+A_j^*)s_1+(A_i^*+A_j^*)s_2) > 1-B_i^*-B_j^*, \ i, j \in \mathbb{R}\}$. In particular, if we choose $i = j$ in $\mathcal{D}_4$, we see that for each $(s_1, s_2) \in \mathcal{D}_4$,
\[
\Re(A_i^*s_1+A_j^*s_2) > \frac{1-2B_i^*}{2} = 1-B_i^*-\frac{1}{2}.
\]
In other words, $\mathcal{D}_4 \subseteq \mathfrak{D}_{\mathfrak{D}, \frac{1}{2}}$. The equality $\mathcal{D}_4 = \mathfrak{D}_{\mathfrak{D}, \frac{1}{2}}$ holds, since $(s_1, s_2) \in \mathfrak{D}_{\mathfrak{D}, \frac{1}{2}}$ implies
\[
\Re((A_i^*+A_j^*)s_1+(A_i^*+A_j^*)s_2) > \frac{1-2B_i^*}{2} + \frac{1-2B_j^*}{2} = 1 - B_i - B_j. \quad \square
\]

There is $\delta > 0$ such that the domains $\mathcal{D}_2$ and $\mathcal{D}_3$ of Lemmata 4.14 and 4.15 satisfy
\[
\mathcal{D}_2 \cap \mathcal{D}_3 \cap \mathfrak{D}_{\mathfrak{D}, \delta} \supseteq \mathfrak{D}_{\mathfrak{D}, \delta} \cap \mathcal{D}_2 \cap \mathcal{D}_3 \cap \mathfrak{D}_{\mathfrak{D}, \delta} = \mathfrak{D}_{\mathfrak{D}, \delta}.
\]
It then follows from Lemmata 4.11, 4.14, 4.15, and 4.16 that
\[
\prod_{p \notin \mathfrak{D}} (1 + \sum_{i \in \mathcal{A}} Z_{i,p}^*)W_p^* \equiv_{\mathfrak{D}_{\mathfrak{D}, \delta}} \prod_{p \notin \mathfrak{D}} (1 + \sum_{i \in \mathcal{A}} Z_{i,p}^*)(1 - \sum_{i \in \mathcal{A}} Z_{i,p}^*)
\equiv_{\mathfrak{D}_{\mathfrak{D}, \delta}} \prod_{p \notin \mathfrak{D}} (1 + \sum_{i \in \mathcal{A}} Z_{i,p}^*)(1 - \sum_{i \in \mathcal{A}} Z_{i,p}^*) \equiv_{\mathfrak{D}_{\mathfrak{D}, \delta}} 1,
\]
which confirms (4.17).

**4.2.3 Proof of Theorem 11.2**

It follows from the results of Sections 4.2.1 and 4.2.2 that $G_{\mathfrak{D}, \mathfrak{D}}^*(s_1, s_2)$ is meromorphic on the domain $\mathcal{M}_{\mathfrak{D}, \mathfrak{D}}^* \cap \mathcal{M}_{\mathfrak{D}, \mathfrak{D}}^*$, which is independent of $\mathfrak{O}$. Moreover,
4 Convergence and meromorphic continuation

\[ \mathcal{M}_{\mathbb{G}(c)} = \mathcal{D}_{R,\Delta} \] for some \( \Delta > 0 \) and the intersection of \( \mathcal{M}_{\mathbb{G}(c)}^2 \) with a domain of the form \( \mathcal{D}_{\mathbb{G}(c)}^\ast \delta \) with \( \delta > 0 \) is a domain strictly containing \( \mathcal{D}_{\mathbb{G}} \).

In Section 4.1.2, we have shown that, for \( p \in Q_1 \), the domain of convergence \( C_p \) of \( \tilde{Z}_{\mathbb{G}(c)}^\ast (s_1, s_2) \) is a domain of the form \( \bigcap_{i \in [z] \cap W'} \mathcal{D}_{i,\delta} \). Denote by \( C_{Q_1} \) the intersection of all \( C_p \) with \( p \in Q_1 \).

Since the function

\[ \prod_{p \notin Q_2} \tilde{Z}_{\mathbb{G}(c)}^\ast (s_1, s_2) \]

is meromorphic on \( \mathcal{M}_{\mathbb{G}} = \mathcal{M}_{\mathbb{G}(c)}^1 \cap \mathcal{M}_{\mathbb{G}(c)}^2 \), it is left to show that \( \mathcal{M}_{\mathbb{G}} \) is a domain strictly containing \( \mathcal{D}_{\mathbb{G}} \).

In fact, for each \( i \in [z] \cap W' \) the domain \( \mathcal{D}_{i,\delta} \) is a translation of the domain \( \mathcal{D}_i \). Thus, \( R \) is also the set of all indices \( i \in [z] \cap W' \) such that the boundary \( \partial \mathcal{D}_{i,\delta} \) shares infinitely many points with the boundary \( \partial \left( \bigcap_{i \in [z] \cap W'} \mathcal{D}_{i,\delta} \right) \). In other words, \( \bigcap_{i \in [z] \cap W'} \mathcal{D}_{i,\delta} = \bigcap_{i \in R} \mathcal{D}_{i,\delta} = \mathcal{D}_{R,\delta} \). Therefore, the domains of convergence \( C_p \) for \( p \in Q_1 \) are domains of the form \( \mathcal{D}_{\mathbb{G},\delta} \) with \( \delta > 0 \), and hence \( C_{Q_1} = \mathcal{D}_{R,\gamma} \) for some \( \gamma > 0 \).

This concludes the proof of Theorem 1(2).
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