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Abstract
This paper proposes a self-organizing hierarchical particle swarm optimization (SOHPSO) with time-varying acceleration coefficients (TVAC) for solving security constrained optimal power flow (SCOPF) problem. The SCOPF is to minimize a total generation cost while satisfying generator operational constraints and network security constraints in which the minimum severity index is used to alleviate line loading. The proposed SOHPSO-TVAC re-initializes particle velocities whenever the population stagnates at local optima during the search and TVAC is used to enhance convergence to the global optimum solution. Test results on the IEEE 30 and 118 bus systems indicate that the proposed SCOPF renders a lower total generation cost in a faster convergence rate than the other heuristic methods, which is favorable for online implementation.
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List of Symbols and Abbreviations

- Cost function coefficients of unit i, $/h, $/MWh, and $/(MW)²h, respectively, $a_i, b_i, c_i$
- Line loading (MVA), $S_i$
- Line loading limit (MVA), $S_i, S_i^\text{max}$
- Number of generating units, $NB$
- Number of load buses, $N LB$
- Number of transformers, $NT$
- Number of buses, $NL$
- Population size, $p$
- Inertia weight factor, $\omega$
- Cognitive and social coefficients, respectively, $c_{ci}, c_{si}$
- Uniformly distributed random numbers between 0 and 1, $\text{rand}_i$
- Real and reactive power injection at the ith bus, $P_i, Q_i$
- Total real and reactive power load at the ith bus, $P_{di}, Q_{di}$
- Voltage magnitudes at bus i and bus j, $V_i, V_j$
- Voltage angle of bus i and bus j, $\delta_i, \delta_j$
- Angle of element i,j of bus admittance matrix, $\theta_{ij}$
- Current iteration number, $k$
- Maximum number of iterations, $k_{\text{max}}$
- Maximum and minimum values of the inertia weight, $\omega_{\text{max}}, \omega_{\text{min}}$
- Initial and final values of cognitive acceleration factors, respectively, $c_{ci}^{\text{init}}, c_{ci}^{\text{final}}$
- Initial and final values of social acceleration factors, respectively, $c_{si}^{\text{init}}, c_{si}^{\text{final}}$
- Maximum velocity limit in the dth dimension, $V_{d,\text{max}}$
- Chosen number of intervals in the dth dimension, $R$
- Minimum operating limits of the variable on each dimension, $x_{d,\text{min}}$
- Minimum operating limits of the variable on each dimension, $x_{d,\text{max}}$
- Penalty weight of real power output of generator at slack bus, $K_p$
- Penalty weight of reactive power output, $K_q$
- Penalty weight of line or transformer loading, $K_i$
- Penalty weight of load bus voltage magnitude, $K_v$
- Vector of the ith particle of a d-dimensional search space, $V_d$
- Position vectors of the ith particle of a d-dimensional search space, $x_{d}^{i}$
- Best previous position of a particle of a d-dimensional search space, $p_{\text{best}}$
- Best among all particles in the group of d-dimensional search space, $g_{\text{best}}$
- Vector of dependent variables consisting of slack bus power, load bus voltages, reactive power outputs, and transmission line loadings, $x$
- Vector of independent variables consisting of generator voltages, real power outputs except at the slack bus, and transformer tap settings, $u$
- Total generator cost, $F_T$
- ith generating unit's generation cost which is a function of real power generation output, $F(P_{ci})$
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Introduction
Optimal power flow (OPF) has been widely used for economic and secure power system operation. OPF function is to determine the optimal settings for control variables such as active power outputs and voltages, shunt capacitors/reactors, and transformer tap-settings which minimize total generator fuel cost while satisfying generator operating and network constraints.

OPF is generally a large-dimension nonlinear and highly-constrained optimization problem. Several techniques have been proposed to solve the OPF problem including Newton-based techniques, nonlinear programming, quadratic programming, linear programming and interior point methods [1]. These methods rely on convex and continuous fuel-cost function to obtain the optimum solution. Therefore, they may face some difficulty when non-convex characteristics of generator fuel-cost function are considered [2]. To overcome these barriers, many heuristic algorithms such as genetic algorithm (GA), tabu search (TS), hybrid tabu search and simulated annealing (TS/SA) and evolutionary programming (EP), which are used to solve security-constrained optimal power flow (SCOPF) problems, have been proposed to solve the OPF problem. The improved PSO-based contingency constrained ELD (CCCEL) solution gives the optimal setting of all controllable variables for a static power setting loading condition [3]. In addition, GA-based algorithm has been proposed for OPF problem for security enhancement and line overload is removed by means of generation re-dispatching and adjustment of phase shifter transformer [4]. For EP-based security constrained economic load dispatch (ELD), the contingency constraints are not taken into account [5].

In this paper, the SOHPSO with TVAC is proposed to solve the SCOPF problem. SOHPSO with TVAC is designed to avoid premature convergence during the early stages of the search and is capable of determining the global optimum solution for a range of constraints and objective functions [6]. The particle velocities are reinitialized whenever the population stagnates at a local minimum during the search. The proposed method is tested on IEEE 30-bus and 118-bus systems and compared to those of evolutionary programming (CEP) with Gaussian mutation with scaled cost [2], basic particle swarm optimization (BPSO), PSO with Time-Varying Inertia Weight (CEP) with Gaussian mutation with scaled cost [2], basic particle swarm optimization (BPSO), PSO with Time-Varying Inertia Weight (TVIW), PSO with Time-Varying Acceleration Coefficients (PSO-TVAC), and Self-Organizing Hierarchical PSO with TVAC (SOHPSO-TVAC).

Problem Formulation
Objective function
The objective function of the SCOPF problem is to minimize
\[ F_T = \sum_{i=1}^{NG} f_i(P_{G,i}) \text{ (S / h)} \] (1)

Constraints
(1) Power balance equations
\[ P_{G,i} = P_{G,i} - P_{D,i} = \sum_{j=1}^{NLB} |V_{i,j} Y_{i,j}| \cos(\theta_i - \delta_j + \delta_i) \] (2)

(2) Generation operating constraints
\[ |V_{G,i} - V_{G,min}| \leq |V_{G,i} - V_{G,max}|, i \in NG \] (4)

(3) Network constraints
\[ t_i^{min} \leq t_i \leq t_i^{max}, i \in NL \] (7)

PSO Algorithms for SCOPF Problem
Basic PSO
Particle swarm optimization (PSO) provides a population-based search procedure in which individuals called particles change their position (state) with time. In a PSO system, particles fly around in a multidimensional search space. During the flight, each particle adjusts its position according to its own experience (personal best: pbest), and according to the experience of a neighboring particle (global best: gbest), leading to the best position encountered by itself and its neighbor. The modified velocity and position of each particle are calculated:
\[ v_i^{k+1} = w \times v_i^k + c_1 \times rand \times (pbest_i - x_i^k) + c_2 \times rand \times (gbest_i - x_i^k) \] (11)
\[ x_i^{k+1} = x_i^k + v_i^{k+1} \] (12)

PSO with Time-Varying Inertia Weight (TVIW)
The modified velocity of each particle is calculated:
\[ v_i^{k+1} = C \times \left( w \times v_i^k + c_1 \times rand \times (pbest_i - x_i^k) + c_2 \times rand \times (gbest_i - x_i^k) \right) \] (13)

The concept of time varying inertia weight (TVIW) was introduced in [6]. The use of linearly decreasing inertia weight factor (w) is to improve performance in searching for optimal solution. Its value is decreased linearly from wmax to wmin during the iteration. Its value is set as:
\[ w = \left( w_{max} - w_{min} \right) \times \frac{k_{max} - k}{k_{max}} + w_{min} \] (14)

To improve the convergence rate, the constriction factor (C) is analyzed by the Eigen value analysis expressed as:
\[ C = \frac{2}{2 - \Phi - \sqrt{\Phi^2 - 4 \Phi}}, \text{where } 4.1 \leq \Phi \leq 4.2 \] (15)

The convergence characteristics of the system are controlled by \( \Phi \). As \( \Phi \) increases, the factor C decreases leading to slower convergence rate because population diversity is reduced.

PSO with Time-Varying Acceleration Coefficients (TVAC)
Even though the TVIW-PSO can determine a better solution in a fast convergence rate, its ability to fine tune the optimal solution
is lacking because of diversity at the end of the search [6]. TVAC enhances the global search in the early stage and persuades the particles to converge toward the global optimum at the end of the search. By changing the acceleration coefficients $c_1$ and $c_2$ with TVAC, the cognitive component is reduced while the social component increases as the search proceeds. A large cognitive component and a small social component allow the particles to move around the search space instead of moving toward the population best during early stages [7]. By contrast, the particles are allowed to converge to the global optimum in the latter part of optimization. Mathematically, the acceleration coefficients can be formulated as follow:

$$c_1 = \left( c_1^{\text{init}} - c_1^{\text{opt}} \right) \left( \frac{k_{c_1}}{k_{\text{max}}} \right) + c_1^{\text{opt}}$$

$$c_2 = \left( c_2^{\text{init}} - c_2^{\text{opt}} \right) \left( \frac{k_{c_2}}{k_{\text{max}}} \right) + c_2^{\text{opt}}$$

### Proposed SOHPSO with TVAC

The proposed SOHPSO-TVAC is a novel concept of PSO that effectively finds the global optima. Here the previous velocity term is made to zero and particles may rush to a local optimal solution. With this modification, particles stagnate due to lack of momentum to find the global optimal solution. To overcome the limitation, the velocity vector of a particle is reinitialized with a random velocity whenever it stagnates during the search. This modification is represented by the concept of reinitialized velocity. The updating velocity each particle can be mathematically represented using the current velocity and the distance from pbestid and gbestgd as follows [8]:

$$v_{id}^{k+1} = c_1 \times \text{rand} \times (p_{\text{best},id} - x_{id}) + c_2 \times \text{rand} \times (g_{\text{best},gd} - x_{id})$$

The pseudocode for the SOHPSO-TVAC method is as follows:

**Initialize the population**

**Velocity updating using Eq. (11)**

If $v_{ij} = 0$

if $r < 0.5$

$v_{id} = -r \times v_{d_{\text{max}}}$

else $v_{id} = -r \times v_{d_{\text{max}}}$

endif if

$v_{id} = \text{sign}(v_{ij}) \times \min(\text{abs}(v_{ij}, v_{d_{\text{max}}}))$

**Position updating using Eq. (12)**

in which, $\text{sign}(v_{ij}) = 1$ if $v_{ij} \geq 0$ and $\text{sign}(v_{ij}) = -1$ otherwise. The maximum velocity limit for the $d_{th}$ dimension is computed as following:

$$v_{d_{\text{max}}} = \frac{(x_{d_{\text{max}}} - x_{d_{\text{min}}})}{R}$$

### Selection of parameter

Based on empirical studies on a number of mathematical benchmarks [6], an improved optimum solution has reported the best range of variation as 2.5-0.5 for $c_1$ and 0.5-2.5 for $c_2$. Note that a maximum initial value of the cognitive coefficient $c_1$ is intended to diversify the search whereas an initial minimum social coefficient $c_2$ is to avoid the premature convergence. Local search space is reduced as $c_1$ decreases and $c_2$ increases to accelerate the solution towards the global convergence as shown in Figure 1.

### Procedure of the proposed SOHPSO with TVAC algorithm for SCOPF problem

The procedure of the proposed SOHPSO algorithm can be described in the following steps:

**Step 1:** Compute load flow analysis with each single line outage and calculate the corresponding severity index by using Eq. (10).

**Step 2:** Select the two highest severity index cases for running SCOPF by SOHPSO with TVAC.

**Step 3:** Initialize randomly the particles according to the limit of each unit (except slack bus) including individual dimension, searching points and velocities. The new velocity strategy equation has been formulated and the maximum and minimum velocity limits of each variable are calculated using Eq. (20) and Eq. (21) as follows:

$$v_{d_{\text{max}}} = \frac{(x_{d_{\text{max}}} - x_{d_{\text{min}}})}{R}$$

**Step 4:** Set an iteration counter $k = 0$ and generate random particles, then generated random initial velocities of all particles.

**Step 5:** Evaluate each particle using fitness functions and determines $p_{\text{best}}$ and $g_{\text{best}}$.

**Step 6:** Update the iteration counter $k = k + 1$.

**Step 7:** Update velocity of each particle and re-initialization of velocity and check the limits on velocity. To control excessive roaming of particles, velocity is made to lie between $-V_{d_{\text{max}}}$ and $V_{d_{\text{max}}}$.

**Step 8:** Update position of each particle by using Eq. (12) and check the operating limits of generator.

**Step 9:** Update $p_{\text{best}}$ and $g_{\text{best}}$. If the evaluation value of each particle is better than the previous $p_{\text{best}}$, the current value is set to be $p_{\text{best}}$. If the best $p_{\text{best}}$ is better than $g_{\text{best}}$, the value is set to be $g_{\text{best}}$.

**Step 10:** The objective function from Eq. (1) is extended by the

![Figure 1: Characteristic of cognitive and social coefficients for TVAC.](image-url)
penalty function of real power generation of generator at slack bus, line and transformer loading, and load bus voltage magnitude and total operating cost is augmented by non-negative penalty terms \(K_1, K_2, K_3, K_4\), and \(K_5\). Thus, augmented fitness function is:

\[
F_p = F_f + K_1 \left( P_{um} - P_{umin} \right)^2 + K_2 \left( Q_{um} - Q_{umin} \right)^2 + K_3 \sum_{j=1}^{n} \left( S_{j} - S_{j}^{\text{lim}} \right)^2 + K_4 \sum_{i=1}^{m} \left( V_{i} - V_{i}^{\text{lim}} \right)^2 + K_5 \sum_{i=1}^{n} \left( V_{i}^{\text{slack}} - V_{i}^{\text{lim}} \right)^2
\]  \(22\)

Step 11: Maximum number of iterations is taken as the stopping criterion. If one of the stopping criteria is satisfied, then stop; else go to step 4.

Step 12: gbest of the best solution is the best particle which obtains the optimum objective function value and satisfying all the constraints (Figure 2).

Numerical Results

The proposed SOHPSO-TVAC for SCOPF problem is tested on the IEEE 30-bus system [7] and IEEE 118-bus system [8]. The IEEE 30-bus system has six generators and 41 transmission lines and the IEEE 118-bus system has 54 generator buses and 186 transmission lines. The contingency analysis is made under the base load conditions to identify the severe contingencies. In this paper, the first two severe contingencies are considered for security assessment. If the algorithm relieves overload under any severe contingencies, the algorithm can relieve overload on other lines. The power on the overloaded lines and the calculated value of severity index for each contingency are given in Table 4. Two-line outages 1-3 and 3-4 result in overload in other lines. The power on the overloaded lines and the calculated value of severity index for each contingency are given in Table 4. Two-line outages 1-3 and 3-4 are the most severity. Table 5 shows all results obtained in 50 trial runs and giving zero-severity indices but the minimum fuel cost and CPU time are obtained by the proposed SOHPSO-TVAC based SCOPF. The results have shown that the SOHPSO-TVAC algorithm achieves the lower total generator fuel cost with zero-severity indices when compared with other methods.

SCOPF on IEEE 30-bus system

From the contingency analysis on IEEE 30-bus system, it is found that each line outage from line 1-3 and line 3-4 result in overload in other lines. The power on the overloaded lines and the calculated value of severity index for each contingency are given in Table 4. Two-line outages 1-3 and 3-4 are the most severity. Table 5 shows all results obtained in 50 trial runs and giving zero-severity indices but the minimum fuel cost and CPU time are obtained by the proposed SOHPSO-TVAC based SCOPF. The results have shown that the SOHPSO-TVAC algorithm achieves the lower total generator fuel cost with zero-severity indices when compared with other methods.

SCOPF on IEEE 118-bus system

In this case, the proposed algorithm is used for corrective control under a contingency state. The proposed method is applied to alleviate the lines overload under contingency condition on the IEEE 118-bus system. From the contingency analysis, it is found that line outages 8-5 and 64-65 result in overload on other lines. The power flow on the overloaded line and the calculated value of severity index for each contingency are given in Table 6. The IEEE 118-bus test system consists of 54 generator buses and 186 transmission lines [8,15-17]. Contingency analysis is performed on the system and the top two-severe contingencies

| Approach          | No. of particles | \(k_{max}\) | \(w\)        | \(c_1\) | \(c_2\) |
|-------------------|------------------|-------------|--------------|--------|--------|
| BPSO              | 50               | 50          | 0.5          | 2      | 2      |
| PSO-TVW           | 50               | 50          | 0.9-0.4 (decreasing) | 2      | 2      |
| PSO-TVAC          | 50               | 50          | 0.9-0.4 (decreasing) | 2.5-0.5 (increasing) | 0.5-2.5 (increasing) |
| SOHPSO-TVAC       | 50               | 50          | 0           | 2.5-0.5 (decreasing) | 0.5-2.5 (increasing) |

Table 1: Simulation parameters of PSO algorithms.
cases are shown in Table 6 along with the overloaded lines and the severity index. The CEP, FEP, MFEP, CPSO, PSO-TV1W, PSO-TVAC and SOHPSO-TVAC based SCOPF are applied to reschedule the generator output to minimize generator fuel cost with the least severity index. Table 7 shows from 50 independent trail runs and the proposed SOHPSO with TV AC method obtains the best total fuel cost than the other methods.

**Conclusion**
In this paper, a self-organizing hierarchical particle swarm optimization with time-varying acceleration coefficients has been efficiently solving SCOPF problem. The proposed SOHPSO-TVAC method reinitializes the velocity vector when it stagnates and properly balances between the local and global exploration. Test results on the IEEE 30-bus and 118-bus systems indicate that the proposed SCOPF method can find better solutions than the other methods in a faster convergence. Therefore, the proposed SOHPSO with TVAC is potentially suitable for online SCOPF implementation.
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