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1. Introduction

In [14] we solve the functional equation

$$\frac{\beta + 1}{2\beta^2} f(\beta x) = \frac{\beta - 1}{2\beta^2} f(-\beta x) + f(x)$$

(1)

for an integer \( \beta > 1 \), where \( f \) is a function from a group uniquely divisible by \( \beta \) to a family of nonempty compact and convex subsets of a locally convex linear metric space with an invariant metric. The form of solutions of this single variable equation helped us to find solutions of a number of set-valued functional equations in several variables.

The idea for studying (1) and all the computations leading to this equation are described in [11]. There are also several applications concerning stability considerations presented there. The ranges of functions in the mentioned papers were Banach spaces (which in fact could easily be generalized to complete linear metric spaces or sequentially complete linear topological spaces) or hyperspaces of nonempty compact and convex subsets of a locally convex linear metric space.
A natural question, particularly after studying the latter case, is whether similar results can be obtained for functions with values in arbitrary semigroups.

In the present paper we solve (1) for functions with values in abstract convex cones which seem to be a good generalization of a family of nonempty compact and convex subsets of a normed space.

Besides questions concerning solutions of (1), one may state questions connected with the approximation of a function satisfying (1) or its stability. In the paper, we address a question about the stability of (1) and its equivalent form.

2. Preliminaries

Let \((S, +)\) be a commutative semigroup with zero satisfying the cancelation law:

\[
(s + u = t + u \Rightarrow s = t) \quad \text{for all } s, t, u \in S.
\]

We call \(S\) an abstract convex cone if a mapping \((\lambda, s) \mapsto \lambda s\) from \([0, \infty) \times S\) into \(S\) satisfies the conditions

\[
\lambda(\mu s) = (\lambda \mu) s, \quad \lambda(s + t) = \lambda s + \lambda t, \quad (\lambda + \mu) s = \lambda s + \mu s, \quad 1 \cdot s = s
\]

for all \(s, t \in S\) and \(\lambda, \mu \geq 0\) (see, e.g., [3, 10]).

We will consider an abstract convex cone with a metric \(\varrho: S \times S \to [0, \infty)\). We say further that \(\varrho\) is translation invariant or positively homogeneous provided that

\[
\varrho(s + u, t + u) = \varrho(s, t) \quad \text{for all } s, t, u \in S,
\]

or

\[
\varrho(\lambda s, \lambda t) = \lambda \varrho(s, t) \quad \text{for all } s, t \in S, \lambda > 0,
\]

respectively.

In 1952, Rådström [10] showed that such a cone can be embedded isometrically and isomorphically into a normed space.

Examples of abstract convex cones:

1° an arbitrary normed vector space \((X, \| \cdot \|)\) with the induced metric \(\varrho(s, t) = \|s - t\|\), \(s, t \in X\), and the operations + and \(\cdot\) from \(X\). If \(S \subset X\) is a convex cone (i.e., \(s + t, \lambda s \in S\) for all \(s, t \in S\) and \(\lambda \geq 0\)) then \(S\) is an abstract convex cone. It is complete whenever \(X\) is a Banach space and \(S\) is closed in \(X\);

2° a collection of nonempty, compact and convex subsets of a real normed linear space \(Y\) (denoted \(cc(Y)\)) with the Hausdorff distance and operations:

\[
A + B = \{a + b : a \in A, b \in B\}, \quad \lambda A = \{\lambda a : a \in A\}
\]
(for some details see, e.g., [2]);

3° a collection of nonempty, closed, bounded and convex subsets of a real normed linear space \(Y\) (denoted \(\text{bcl}(Y)\)) with the Hausdorff distance and operations:

\[
A +^* B = \text{cl}(A + B), \quad \lambda A = \{ \lambda a : a \in A \}.
\]

Let \(S\) be a semigroup with the cancelation law. For elements \(s, t, u \in S\) we say that \(u\) is an abstract \(S\)-difference of \(s\) and \(t\), i.e., \(u = s - t\) if and only if \(s = u + t\). If this difference exists, then it is unique. In the space \(\text{cc}(Y)\) (see 2° above) such a difference is known as the Hukuhara difference (see [6]).

The following lemmas will be useful in the next part of the paper.

**Lemma 2.1.** Let \(S\) be an abstract convex cone and let \(\varrho\) be a translation invariant, positively homogeneous and complete metric on \(S\). Assume that for \(s, t, s_n, t_n \in S, n \in \mathbb{N}\), we have \(s_n \to s, t_n \to t\) and for every \(n \in \mathbb{N}\) there exists an abstract \(S\)-difference \(s_n - t_n\). Then there exists an abstract \(S\)-difference \(s - t\) and \(s_n - t_n \to s - t\).

The proof of the above lemma goes along the same lines as in [9, Lemma 1]. In particular cases of abstract convex cones we do not need to assume the completeness of the space (see [14, Lemma 2.6] for the case of the family of nonempty, compact and convex subsets of a locally convex linear metric space with an invariant metric). Also, if our cone is a closed proper subset of a metric space, we obtain the same assertion as in Lemma 2.1.

**Lemma 2.2.** Let \((X, \varrho)\) be a metric space and let \(S \subset X\) be an abstract convex cone with the metric inherited from \(X\), which is translation invariant and positively homogeneous in \(S\). Assume that the cone \(S\) is closed in \(X\). If for \(s, t, s_n, t_n \in S, n \in \mathbb{N}\), we have \(s_n \to s, t_n \to t\) and for every \(n \in \mathbb{N}\) there exists an abstract \(S\)-difference \(s_n - t_n\), then there exists an abstract \(S\)-difference \(s - t\) and \(s_n - t_n \to s - t\).

**Proof.** By the assumptions, for every \(n \in \mathbb{N}\) there exists \(u_n := s_n - t_n\) which means that \(s_n = u_n + t_n\). We have

\[
\varrho(u_n + t, s) = \varrho(u_n + t + t, s + t_n) = \varrho(s_n + t, s + t_n) \leq \varrho(s_n, s) + \varrho(t, t_n),
\]

whence,

\[
u_n + t \to s,
\]

that is, the sequence \((u_n + t)_{n \in \mathbb{N}}\) is convergent in \(S\). On the other side, \(u_n + t \in S + t\) for all \(n \in \mathbb{N}\) and \(s \in S + t\), since \(S + t\) is closed. Consequently, \(s = u + t\) for some \(u \in S\), there exists the abstract \(S\)-difference \(s - t\) and, finally, \(u_n \to u\).

**Remark 2.1.** It is worth observing that the abstract convex cone \(\text{cc}(Y)\), where \(Y\) is a normed linear space, is closed in \(\text{bcl}(Y)\) or in the space of all nonempty subsets of \(Y\) (cf., Lemma 2.6 in [14]).
The following easy example shows that we may not omit the assumption about the completeness or closedness of $S$.

**Example 2.1.** Take an abstract convex cone $S = \{(x, y) \in \mathbb{R}^2 : x, y > 0\} \cup \{(0, 0)\}$ or $S = \{(x, y) \in \mathbb{R}^2 : x, y \geq 0 \text{ and } (x = 0 \Rightarrow y = 0)\}$ with the usual addition and scalar multiplication and with the euclidean distance, and define $s_n = (1 + \frac{2}{n}, 2 + \frac{2}{n})$ and $t_n = (1 + \frac{1}{n}, 1 + \frac{1}{n})$ for $n \in \mathbb{N}$. We have $s = (1, 2) \in S$, $t = (1, 1) \in S$, and $s_n - t_n = (\frac{1}{n}, 1 + \frac{1}{n}) \in S$, $n \in \mathbb{N}$, but there does not exist $s - t$ in $S$.

3. Solutions of the equation

We start this section with presenting the main result concerning solutions of the equation in a single variable introduced at the beginning of the paper.

**Theorem 3.1.** Let $\beta$ be a positive integer different from 1, $(G, +)$ be a commutative group uniquely divisible by $\beta$, and let $S$ be an abstract convex cone with a translation invariant, positively homogeneous and complete metric. Assume that $f : G \to S$ satisfies (1). Then there exist uniquely determined functions $a, q : G \to S$ such that

$$a(x) + a(-x) = 0, \quad x \in G, \quad \text{and} \quad q \text{ is even.} \quad (2)$$

Moreover,

$$a(\beta x) = \beta a(x), \quad q(\beta x) = \beta^2 q(x), \quad x \in G. \quad (3)$$

Conversely, each function $f$ of the form $a + q$, where $a, q : G \to S$ are such that (2) and (3) hold, satisfies (1).

**Proof.** By induction, we get from (1)

$$\frac{\beta^n + 1}{2^{\beta^2 n}} f(\beta^n x) = \frac{\beta^n - 1}{2^{\beta^2 n}} f(-\beta^n x) + f(x), \quad x \in G, \ n \in \mathbb{N},$$

that is,

$$\frac{\beta^n (\beta^n + 1)}{2^{\beta^2 n}} f(x) = \frac{\beta^n (\beta^n - 1)}{2^{\beta^2 n}} f(-x) + \beta^n f \left( \frac{x}{\beta^n} \right), \quad x \in G, \ n \in \mathbb{N}.$$ 

From Lemma 2.1 we derive that for every $x \in G$ there exists the abstract $S$-difference $\frac{1}{\beta} f(x) - \frac{1}{\beta} f(-x)$. Define $a(x) := \frac{1}{\beta} f(x) - \frac{1}{\beta} f(-x), \ x \in G$. Then

$$\frac{1}{\beta} f(x) = a(x) + \frac{1}{\beta} f(-x) = a(x) + a(-x) + \frac{1}{\beta} f(x),$$

so $a(x) + a(-x) = 0$. We also have

$$a(x) + \frac{1}{\beta} f(-x) + \frac{1}{\beta} f(x) = \frac{1}{\beta} f(x) + \frac{1}{\beta} f(x) = f(x).$$
If now we define \( q(x) := \frac{1}{2}f(x) + \frac{1}{2}f(-x) \) for all \( x \in G \) then \( f(x) = a(x) + q(x) \), \( x \in G \), and \( q \) is even.

Both \( a \) and \( q \) satisfy (1), whence \( a(\beta x) = \beta a(x) \) and \( q(\beta x) = \beta^2 q(x) \).

The proof of the converse is immediate. \( \square \)

**Remark 3.1.** Instead of the completeness of \( S \) in Theorem 3.1 (and in the following Theorem 3.2), on account of Lemma 2.2 we may assume that \( S \) is a proper closed subset of a metric space.

Theorem 3.1 brings a number of immediate applications in solving equations in several variables for abstract convex cone-valued functions. We present here a few of them (cf., e.g., [4,7,8,12,14,15]):

(a) the Drygas equation: \( f(x + y) + f(x - y) = 2f(x) + f(y) + f(-y) \) (Theorem 3.1 applied with \( \beta = 2 \));

(b) the Fréchet equation: \( f(x + y + z) + f(x) + f(y) + f(z) = f(x + y) + f(y + z) + f(z + x) \) (\( \beta = 2 \));

(c) the equation of orthogonal additivity: \( x \perp y \Rightarrow f(x + y) = f(x) + f(y) (\beta = 2) \);

(d) \( 9f\left(\frac{x+y+z}{3}\right) + f(x) + f(y) + f(z) = 4 \left[ f\left(\frac{x+y}{2}\right) + f\left(\frac{y+z}{2}\right) + f\left(\frac{z+x}{2}\right)\right] (\beta = 3) \);

(e) \( f(x + \beta y) + \beta f(x - y) = f(x - \beta y) + \beta f(x + y) \) (arbitrary \( \beta \));

(f) \( f(2x + y) + f(2x - y) + 2f(x) = f(x + y) + f(x - y) + 2f(2x) \) (\( \beta = 2 \)).

In all the above examples we obtain solutions of the form \( f = a + q \) (in (d)–(f) up to a constant) with \( a \) and \( q \) having properties as in the assertion of the mentioned theorem. In the last three cases we assume additionally that for every \( x \in G \) there exists the abstract \( S \)-difference \( f(x) - f(0) \). The forms of equations (a)–(f) imply additionally that \( a \) is additive (i.e., \( a(x + y) = a(x) + a(y) \) for all \( x, y \in G \)) and \( q \) is quadratic (i.e., \( q(x+y) + q(x-y) = 2q(x) + 2q(y) \) for all \( x, y \in G \)).

As an example we show such an application for the Drygas equation.

**Theorem 3.2.** Let \( (G, +) \) be a commutative group uniquely divisible by 2, and let \( S \) be an abstract convex cone with a translation invariant, positively homogeneous and complete metric. Assume that \( f : G \to S \) satisfies

\[
f(x + y) + f(x - y) = 2f(x) + f(y) + f(-y), \quad x, y \in G.
\]

Then there exist an additive function \( a : G \to S \) and a quadratic function \( q : G \to S \) such that \( f = a + q \) and such a representation is unique. Moreover, each function of the form \( a + q \), where \( a : G \to S \) is additive and \( q : G \to S \) is quadratic, is a solution of (4).

**Proof.** Setting \( y = x \) in (4) we get

\[
f(2x) = 3f(x) + f(-x), \quad x \in G.
\]
Small rearrangements lead to

$$\frac{3}{8}f(2x) = f(x) + \frac{1}{8}f(-2x), \quad x \in G,$$

which means that (1) is satisfied with $\beta = 2$. By Theorem 3.1, there exist functions $a, q: G \to S$ such that $f = a + q$ and

$$a(2x) = 2a(x), \quad a(x) + a(-x) = 0, \quad x \in G,$$

$$q(2x) = 4q(x), \quad q(x) = q(-x), \quad x \in G.$$

Using the form of $f$ in (4), writing it also for $-x$ instead of $x$ and $-y$ instead of $y$, and finally adding both equations side by side, we conclude that $q$ is quadratic, and consequently, $a$ satisfies

$$a(x + y) + a(x - y) = 2a(x), \quad x, y \in G.$$

Since $a(0) = 0$, it follows from the above that $a$ is additive. The rest is proved in a standard way. \hfill \square

4. Stability considerations

In what follows we answer the question whether for a function $f: G \to S$ satisfying inequality

$$\varrho \left( f(x) + \frac{\beta - 1}{2\beta^2} f(-\beta x), \frac{\beta + 1}{2\beta^2} f(\beta x) \right) \leq \varphi(x), \quad x \in G, \quad (5)$$

with some control function $\varphi: G \to [0, \infty)$, there exists a function $g: G \to S$ which satisfies (1) and which is close (with respect to the metric $\varrho$) to $f$. In case of a positive answer we say that (1) is stable (the reader interested in learning more on stability is referred, e.g., to [1,5]).

We will show, however, that without any additional assumption imposed on the class of functions for which (5) is considered, the equation is not stable (cf., [13]).

To see this, consider $S = cc(\mathbb{R})$, the family of nonempty, closed and bounded intervals. It is easy to see that for $A = [\alpha_1, \alpha_2], B = [\beta_1, \beta_2]$ the Hausdorff distance

$$\varrho(A, B) = \max \{ |\alpha_1 - \beta_1|, |\alpha_2 - \beta_2| \}.$$  

Consequently, if $f: G \to cc(\mathbb{R})$ is of the form

$$f(x) = [p(x), q(x)], \quad x \in G \quad (6)$$

for some functions $p, q: G \to \mathbb{R}, p \leq q$, then the condition

$$\varrho \left( f(x) + \frac{\beta - 1}{2\beta^2} f(-\beta x), \frac{\beta + 1}{2\beta^2} f(\beta x) \right) \leq \varepsilon, \quad (7)$$

for all $x \in G$ and some $\varepsilon > 0$.
with some $\varepsilon \geq 0$ (i.e., we have (5) in the simplest case where $\varphi(x) \equiv \varepsilon$), is equivalent to the system of conditions

$$
\left\{
\begin{align*}
p(x) + \frac{\beta - 1}{2\beta^2}p(-\beta x) - \frac{\beta + 1}{2\beta^2} p(\beta x) & \leq \varepsilon \\
q(x) + \frac{\beta - 1}{2\beta^2}q(-\beta x) - \frac{\beta + 1}{2\beta^2} q(\beta x) & \leq \varepsilon.
\end{align*}
\right.
$$

(8)

Example 4.1. Fix $\varepsilon > 0$ and define functions $p, q : \mathbb{R} \to \mathbb{R}$,

$$
p(x) = \frac{1}{2}\varepsilon \left(x^2 + x + 1\right) > 0 \quad \text{and} \quad q(x) = \varepsilon \left(x^2 + x + 1\right) > 0.
$$

Then $p < q$ and functions $p$ and $q$ satisfy system (8). Consider $f : \mathbb{R} \to cc(\mathbb{R})$ of the form (6). As a consequence, $f$ satisfies (7).

However, there does not exist a function $g : \mathbb{R} \to cc(\mathbb{R})$ satisfying (1) and such that

$$
g\left(f(x), g(x)\right) \leq M, \quad x \in \mathbb{R},
$$

with some constant $M$ depending on $\varepsilon$. Indeed, suppose to the contrary that such $g$ does exist. Then $g = a + b$, where $a : \mathbb{R} \to cc(\mathbb{R})$ is such that $a(x) + a(-x) = \{0\}$ for all $x \in \mathbb{R}$ and $b : \mathbb{R} \to cc(\mathbb{R})$ is even. It follows that $a$ is single-valued and odd. If we denote $b = [b_1, b_2]$ with $b_1, b_2 : \mathbb{R} \to \mathbb{R}$, $b_1 \leq b_2$, then $g(x) = [a(x) + b_1(x), a(x) + b_2(x)]$ for all $x \in \mathbb{R}$.

It follows from (8) and [11, Corollary 2.2] that there exist uniquely determined functions $\tilde{p}, \tilde{q} : \mathbb{R} \to \mathbb{R}$ satisfying (1) and such that

$$
|p(x) - \tilde{p}(x)| \leq \frac{\beta\varepsilon}{\beta - 1} \quad \text{and} \quad |q(x) - \tilde{q}(x)| \leq \frac{\beta\varepsilon}{\beta - 1},
$$

(9)

for all $x \in \mathbb{R}$. It is easy to verify that in our case $\tilde{p}(x) = \frac{1}{2}\varepsilon \left(x^2 + x\right)$ and $\tilde{q}(x) = \varepsilon \left(x^2 + x\right)$ for all $x \in \mathbb{R}$.

Since the function $g\left(f(x), g(x)\right) = \max \{|p(x) - a(x) - b_1(x)|, |q(x) - a(x) - b_2(x)|\}$, $x \in \mathbb{R}$ is bounded, by the uniqueness of $\tilde{p}$ and $\tilde{q}$, it follows that

$$
\tilde{p}(x) = a(x) + b_1(x) \quad \text{and} \quad \tilde{q}(x) = a(x) + b_2(x) \quad \text{for all} \quad x \in \mathbb{R}.
$$

This is impossible since the odd parts of $\tilde{p}$ and $\tilde{q}$ equal to $\frac{1}{2}\varepsilon x$ and $\varepsilon x$, respectively, are different.

Remark 4.1. The above non-stability result shows that, in general, all the (sometimes called 'additive-quadratic' in the literature) functional equations in several variables for functions with values in abstract convex cones, while considering the control function $\varphi(x) \equiv \varepsilon$ or, more generally, $\varphi$ satisfying $\sum_{n=0}^{\infty} \frac{1}{\beta^n} \varphi(\beta^n x) < \infty$ (with $\beta > 1$), are not stable either.
As we have just seen, (1) is in general not stable. However, considering again $S = cc(\mathbb{R})$ and making some additional assumptions on $p$ and $q$, we obtain some positive stability results.

**Theorem 4.1.** Let $\beta$ be a positive integer different from 1, $(G, +)$ be a group uniquely divisible by $\beta$, and let $f: G \to cc(\mathbb{R})$ of the form (6) satisfy (7) with some $\varepsilon > 0$. If $q(x) - p(x) > \frac{2\beta \varepsilon}{\beta - 1}$ for all $x \in G \setminus \{0\}$, then there exists a unique function $g: G \to cc(\mathbb{R})$ satisfying (1) and such that

$$\varrho(f(x), g(x)) \leq \frac{\beta \varepsilon}{\beta - 1}, \quad x \in G.$$ 

**Proof.** By the assumption, functions $p$ and $q$ satisfy (8) and from [11, Corollary 2.2] it follows that there exist functions $\tilde{p}, \tilde{q}: G \to \mathbb{R}$ which satisfy (1) and (9) for all $x \in G$. As a result,

$$\tilde{p}(x) \leq p(x) + \frac{\beta \varepsilon}{\beta - 1} < q(x) - \frac{\beta \varepsilon}{\beta - 1} \leq \tilde{q}(x), \quad x \in G \setminus \{0\}.$$ 

Since $\tilde{p}(0) = \tilde{q}(0) = 0$, $\tilde{p}(x) \leq \tilde{q}(x)$ for all $x \in G$.

Surely, the function $g: G \to cc(\mathbb{R})$ defined by

$$g(x) := [\tilde{p}(x), \tilde{q}(x)], \quad x \in G,$$ 

satisfies (1) and, moreover,

$$\varrho(f(x), g(x)) = \max\{|p(x) - \tilde{p}(x)|, |q(x) - \tilde{q}(x)|\} \leq \frac{\beta \varepsilon}{\beta - 1}, \quad x \in G.$$ 

To prove the uniqueness, let $\tilde{g}$ be another function satisfying (1) and such that the (Hausdorff) distance between $f$ and $\tilde{g}$ is bounded, that is, $\varrho(f(x), \tilde{g}(x)) \leq M$ for all $x \in G$ and some $M > 0$. Hence,

$$\varrho(g(x), \tilde{g}(x)) \leq \frac{\beta \varepsilon}{\beta - 1} + M, \quad x \in G.$$ 

By Theorem 3.1, $g = a_1 + b_1$ and $\tilde{g} = a_2 + b_2$ with some functions $a_1, a_2: G \to cc(\mathbb{R})$ such that $a_i(\beta x) = \beta a_i(x)$ for $i \in \{1, 2\}$, and $b_1, b_2: G \to cc(\mathbb{R})$ such that $b_i(\beta x) = \beta^2 b_i(x)$ for $i \in \{1, 2\}$. Therefore,

$$\varrho(a_1(x) + b_1(x), a_2(x) + b_2(x)) \leq \frac{\beta \varepsilon}{\beta - 1} + M, \quad x \in G,$$ 

and

$$\varrho(a_1(\beta^n x) + b_1(\beta^n x), a_2(\beta^n x) + b_2(\beta^n x)) \leq \frac{\beta \varepsilon}{\beta - 1} + M, \quad x \in G, \quad n \in \mathbb{N},$$ 

$$\varrho(\beta^n a_1(x) + \beta^2 b_1(x), \beta^n a_2(x) + \beta^2 b_2(x)) \leq \frac{\beta \varepsilon}{\beta - 1} + M, \quad x \in G, \quad n \in \mathbb{N}.$$ 

Dividing by $\beta^{2n}$ and letting $n$ tend to infinity we obtain $b_1 = b_2$. Now, it is easy to see that $a_1 = a_2$, and the proof is complete. □
Theorem 4.2. Let $\beta$ be a positive integer different from 1, $(G,+)$ be a group uniquely divisible by $\beta$, and let $f : G \to cc(\mathbb{R})$ of the form (6) satisfy (7) with some $\varepsilon \geq 0$. If $M := \sup \{ |q_o(x) - p_o(x)| : x \in G \} < \infty$, where $p_o, q_o$ stand for the odd parts of $p$ and $q$, respectively, then there exists a uniquely determined function $g : G \to cc(\mathbb{R})$ satisfying (1) and such that

$$g(f(x), g(x)) \leq \frac{\beta \varepsilon}{\beta - 1}, \quad x \in G.$$ 

**Proof.** On account of (8), $d_o := q_o - p_o$ satisfies

$$\left| d_o(x) + \frac{\beta - 1}{2\beta^2} d_o(-\beta x) - \frac{\beta + 1}{2\beta^2} d_o(\beta x) \right| \leq 2\varepsilon, \quad x \in G.$$ 

Moreover,

$$|d_o(x)| \leq M, \quad x \in G. \quad (10)$$

By [11, Corollary 2.2], there exists a uniquely determined function $\tilde{d}_o$ satisfying (1) and such that

$$\left| d_o(x) - \tilde{d}_o(x) \right| \leq \frac{2\beta \varepsilon}{\beta - 1}, \quad x \in G. \quad (11)$$

In fact, function $\tilde{d}_o$ is given by (see [12, Corollary 2.1, Remark 2.3])

$$\tilde{d}_o(x) = \lim_{n \to \infty} \left( \frac{\beta^n + 1}{2} \frac{\beta^{2n} d_o(\beta^n x) - \beta^n - 1}{\beta^{2n}} \frac{\beta^n d_o(-\beta^n x)}{2} \right), \quad x \in G,$$

which on account of (10) yields $\tilde{d}_o = 0$. Since $\tilde{d}_o$ is uniquely determined, we have $\tilde{p}_o = \tilde{q}_o$, where $\tilde{p}_o$ and $\tilde{q}_o$ are approximations for $p_o$ and $q_o$, respectively.

The even parts $p_e, q_e$ of $p$ and $q$, respectively, satisfy (8) and since $p(x) \leq q(x)$, we also have $p_e(x) \leq q_e(x)$ for all $x \in G$. Hence, their even counterparts $\tilde{p}_e$ and $\tilde{q}_e$ satisfy (1) and

$$\tilde{p}_e(x) = \lim_{n \to \infty} \frac{1}{\beta^{2n}} p_e(\beta^n x) \leq \lim_{n \to \infty} \frac{1}{\beta^{2n}} q_e(\beta^n x) = \tilde{q}_e(x), \quad x \in G.$$ 

Consequently, the function $G \ni x \mapsto b(x) := [\tilde{p}_e(x), \tilde{q}_e(x)]$, satisfies (1).

Define $g(x) := \{ \tilde{p}_o(x) \} + b(x)$ for all $x \in G$. Then $g$ satisfies (1) and on account of the uniqueness of approximations, we have

$$g(f(x), g(x)) = g([p(x), q(x)], [\tilde{p}_o(x) + \tilde{p}_e(x), \tilde{q}_o(x) + \tilde{q}_e(x)]) \leq \frac{\beta \varepsilon}{\beta - 1}, \quad x \in G.$$

For the uniqueness of $g$, we use the same argument as in the proof of the previous theorem.

Assume $(G,+)$ is a group uniquely divisible by $\beta$. Substitute $\frac{x}{\beta}$ and $-\frac{x}{\beta}$ in the place of $x$ in (1). After small rearrangements we get

$$f(x) = \frac{\beta^2 + \beta}{2} f\left(\frac{x}{\beta}\right) + \frac{\beta^2 - \beta}{2} f\left(-\frac{x}{\beta}\right). \quad (12)$$
We have seen that Eq. (1) is, in general, not stable. However, in what follows we will show a positive stability result for its equivalent form (12).

**Theorem 4.3.** Let $\beta$ be a positive integer different from 1, $(G,+)$ be a group uniquely divisible by $\beta$, let $S$ be an abstract convex cone with a translation invariant, positively homogeneous and complete metric $\varrho$ and let $\varphi : G \to [0,\infty)$ be such that $\sum_{n=0}^{\infty} \beta^{2n} \varphi \left( \frac{x}{\beta^n} \right)$ is convergent for all $x \in G$. Assume that $f : G \to S$ satisfies

$$
\varrho \left( f(x), \frac{\beta^2 + \beta}{2} f\left( \frac{x}{\beta} \right) + \frac{\beta^2 - \beta}{2} f\left( -\frac{x}{\beta} \right) \right) \leq \varphi(x), \quad x \in G.
$$

Then there exists a uniquely determined function $g : G \to S$ satisfying (12) and such that

$$
\varrho \left( f(x), g(x) \right) \leq \sum_{n=0}^{\infty} \left[ \frac{\beta^{2n} + \beta^n}{2} \varphi \left( \frac{x}{\beta^n} \right) + \frac{\beta^{2n} - \beta^n}{2} \varphi \left( -\frac{x}{\beta^n} \right) \right], \quad x \in G.
$$

**Proof.** By induction, for all $x \in G$ and $n \in \mathbb{N},$

$$
\varrho \left( f(x), \frac{\beta^{2n} + \beta^n}{2} f\left( \frac{x}{\beta^n} \right) + \frac{\beta^{2n} - \beta^n}{2} f\left( -\frac{x}{\beta^n} \right) \right) \leq \sum_{i=0}^{n-1} \left[ \frac{\beta^{2i} + \beta^i}{2} \varphi \left( \frac{x}{\beta^i} \right) + \frac{\beta^{2i} - \beta^i}{2} \varphi \left( -\frac{x}{\beta^i} \right) \right].
$$

Define

$$
g_n(x) := \frac{\beta^{2n} + \beta^n}{2} f\left( \frac{x}{\beta^n} \right) + \frac{\beta^{2n} - \beta^n}{2} f\left( -\frac{x}{\beta^n} \right), \quad x \in G, \quad n \in \mathbb{N}.
$$

It is easy to see that $(g_n)_{n \in \mathbb{N}}$ satisfies the Cauchy condition, and so, it is convergent in $S$. It is enough now to define $g(x) := \lim_{n \to \infty} g_n(x)$ for all $x \in G$ and the rest of the proof goes in a standard way. \[\square\]

**Remark 4.2.** By Theorem 4.3 we can prove that all functional equations in several variables from which we get a single variable functional equation of the form (12), while considering the control function $\varphi$ such that $\sum_{n=0}^{\infty} \beta^{2n} \varphi \left( \frac{x}{\beta^n} \right) < \infty$, are stable (cf., Remark 4.1).

We finish the paper with the following.

**Problem 4.1.** The metric structure of an abstract convex cone while looking for the solutions of (1) does not seem to be natural. Is it possible to avoid this assumption?
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