Abstract

Extraction of event causality and especially implicit causality from text data is a challenging task. Causality is often treated as a specific relation type and can be considered as a part of relation extraction or relation classification task. Many causality identification-related tasks are designed to select the most plausible alternative of a set of possible causes and consider multiple-choice classification settings.

Since there are powerful Question Answering (QA) systems pretrained on large text corpora, we investigated a zero-shot QA-based approach for event causality extraction using a Wikipedia-based dataset containing event descriptions (articles) and annotated causes. We aimed to evaluate to what extent reading comprehension ability of the QA-pipeline can be used for event-related causality extraction from plain text without any additional training. Some evaluation challenges and limitations of the data were discussed. We compared the performance of a two-step pipeline consisting of passage retrieval and cause candidate retrieval based on QA with QA-only pipeline on event-associated articles and mixed ones. Our systems achieved average cosine semantic similarity scores of 44 – 45% in different settings.
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1 Introduction

The aim of the work was to exploit the reading comprehension of pre-trained Question Answering (QA) models to address zero-shot event causality extraction from text. Since implicit causality can be expressed in various, potentially infinite number of ways, and causality expressions can be distributed throughout sentences, identification of event causality remains a challenging task.

Many related data resources are designed for binary statement classification, multiple-choice QA, or relation classification. For our experiments we used a semantic similarity search-based dataset obtained from annotated Wikipedia articles. The dataset was designed for event-related causality extraction from plain text. However, the data had some limitations discussed in the related section.

We compared a two-step extraction pipeline consisting of relevant text passage retrieval based on semantic similarity search and cause candidate retrieval based on QA. The experiments were performed in two different settings: related documents and mixed documents subsets.

The paper is structured as follows: Section 2 overviews related work on causality identification, including some question-driven approaches. Section 3 describes our data, experiments and evaluation metrics, and Section 4 presents the results.

2 Related work

2.1 Causality identification: resources and approaches

Resources, approaches, and problems in causal relation identification in NLP are discussed by (Han and Wang, 2021). The authors distinguish causal relation classification and causal relation extraction and the classification level (word-, sentence- or passage-level). Causality is often treated as a specific type of entity relations. Some datasets combine event causality and temporal relations, e.g., (Caselli and Vossen, 2017). There are some domain-specific resources, e.g., (Kyriakaki et al., 2019), (Mariko et al., 2020). Others, e.g., (Huang et al., 2019), (Ponti et al., 2020), are designed for commonsense multiple-choice causal QA. There
are also knowledge bases containing causal relations or lexical markers.

Causality expressions can be explicit (e.g., “because”) or implicit, the latter are more common but more difficult to recognize. Open class lexical markers, AltLexes (Prasad et al., 2008), are somewhere in the middle due to their linguistic variety (Hidey and McKeown, 2016).

Since existing labelled event causality detection datasets are limited in size, data augmentation techniques used, such as synonym substitution (Staliūnaitė et al., 2021) or external causal knowledge (Dalal et al., 2021). (Zuo et al., 2020) suggested a data augmentation framework based on lexical and causal commonsense knowledge. (Ruan et al., 2019) used WHY-type question-answer pairs from QA datasets and Question-Statement Conversion for training set expansion.

(Han and Wang, 2021) summarize methods for causal relation identification. While unsupervised methods are mainly based on predefined rules and patterns, supervised methods use feature engineering, global optimization, or deep learning approaches on labelled data. Despite the achieved good performance in many causal relation identification tasks, extracting implicit causal knowledge from the free text is still an unsolved task.

(Doan et al., 2019) used dependency parsing on lemmatized POS-tagged tweets to extract cause-effect relations for several health-related effects (e.g., “headache”). (Kyriakaki et al., 2019) used transfer learning to detect causal sentences in commonsense datasets and in BioCausal data and experimented with the BIGRUATT layer. (Kadowaki et al., 2019) investigated ensemble approaches based on individual judgements of three annotators and exploiting background context knowledge for binary classification of statement pairs. (Mariko et al., 2020) fine-tuned BERT for binary sentence classification in financial news. (Liang et al., 2022) proposed a novel model that exploits the advantages of both feature engineering and neural model-based approaches. (Zhao et al., 2021) proposed a document-level context-based graph inference mechanism to identify event causality.

2.2 Question-driven approaches

Event causality identification can be considered as a part of automated story generation. (Castricato et al., 2021) proposed a novel approach that reconstructs the story backwards by iteratively generating “why”-questions to find the preceding event from the given one. (Zhou et al., 2021) used QA to identify nested causality in traffic accident data.

Zero-shot methods aim to overcome the limitations of predefined relation set-based approaches towards extracting new unseen types of relations or facts. (Levy et al., 2017) used QA to perform zero-shot relation extraction by associating natural-language questions with each relation type and demonstrated the generalization ability of the approach on unseen relation types. (Goodwin et al., 2020) applied multi-task fine-tuning for zero-shot conditional summarization that selects the most salient points based on a question or a topic of interest. (Chakravarti et al., 2020) addressed a zero-shot industrial QA task introducing the model GAAMA with improved attention mechanisms. (Zhou et al., 2021) proposed a novel method for automatic transfer of explanatory knowledge in zero-shot science QA.

3 Experimental setup

3.1 Data

To address event-related causality identification from free text, we obtained a dataset from the Wikipedia List of protests in the 21st century¹. The dataset language was English. We extracted human-annotated “caused by” attributes from “infobox” sections (Figure 1).

Since extractive methods require annotations to appear in text, we looked for annotated causes in text. Some annotations were matched exactly in the related article, others had to be searched for by their paraphrased appearances, e.g., “authoritarianism” could be found as “authoritarian rule”.

We created two dataset versions: using fuzzy string-matching functions from thefuzz ² package and using semantic similarity search with Sentence Transformers ³ introduced by (Reimers and Gurevych, 2019). While the first

¹https://en.wikipedia.org/wiki/List_of_protests_in_the_21st_century
²https://github.com/seatgeek/thefuzz
³https://www.sbert.net/
approach is based purely on token similarity, the second one uses embeddings produced by the all-mpnet-base-v2\(^4\) model to compute the cosine similarity of two sequences. Thus, it can capture the semantic content, even if it is expressed with different words. As many annotated causes appear as paraphrased expressions, we used the second version of the dataset for our experiments.

The minimum threshold of cosine similarity score was set to 0.70 to obtain a subset with better appearances of original annotations. The final subset contained 905 annotated causes linked to 297 unique articles; 245 causes were matched exactly (score 1.00), and 660 causes with similar phrases.

The data has the following limitations:

- **Objectivity:** authors of the Wikipedia articles may be biased. One may argue whether such annotations should be used as ground truth labels.

- **Completeness:** causal reasons may appear in the text without being annotated and therefore cannot be evaluated reliably.

- **Unlinked and inconsistently structured annotations:** firstly, annotations are not linked to their appearance in the text. For reliable evaluation, approximatively matched causes should be confirmed manually. Secondly, authors use different separators and list styles. Splitting the annotations into single cause items may break sentences into parts unevaluable for causality.

3.2 Question-driven cause candidate extraction

We used a question-driven two-step extraction approach to identify the cause candidates for an event of interest. To extract causality of a specific event, we constructed a question using the event title – in our case the Wikipedia article title – to complete the following simple question template:

*What caused \(<EVENT\_TITLE>\)\?*

We split articles into smaller passages, with a maximum of 200 WordPiece\(^5\) tokens, retaining the text structure, i.e., sentences and paragraphs. We exploited embeddings from multi-qa-mpnet-base-dot-v1\(^6\), a model designed for semantic search to compute the dot similarity score of the question and passages and extract relevant ones (Figure 2).

In the next step we used xlm-roberta-large-squad2\(^6\), a model designed for extractive QA, to retrieve answers from three most relevant passages (Figure 3). Since one article usually had multiple annotations, we retrieved several answer candidates from each passage and then selected two best ranked answers more than the number of annotations. Answer candidates were selected based on their probability of being an answer for the asked questions, which was calculated by the QA model.

Once several cause candidates for the article had been extracted, we had to match them with the annotations. We computed pairwise cosine similarity scores based on all-mpnet-base-v2

---

\(^4\)https://huggingface.co/sentence-transformers/all-mpnet-base-v2

\(^5\)https://huggingface.co/sentence-transformers/multi-qa-mpnet-base-dot-v1

\(^6\)https://huggingface.co/deepset/xlm-roberta-large-squad2
embeddings. For each annotation, the best match was selected and then used for the evaluation (Figure 4).

We compared the two-step extraction with the QA-only approach which has no passage retrieval step and just retrieves answer candidates from each text passage.

We experimented with two settings: extracting cause candidates only from a related article and from mixed documents, which is more realistic. In the second case, for each article we created a subset of 10 documents: the article itself and 9 random articles.

### 3.3 Evaluation metrics

To evaluate the retrieved answer candidates, we used the semantic similarity score (cosine similarity) computed based on all-mpnet-base-v2 embeddings during best answer matching, F1-score, and exact match (EM). We removed punctuation and stop-words and compared two lowercased sets of tokens to obtain
the F1-score. For EM, we compared two lowercased phrases without punctuation.

The F1-score is based on the lexical overlap of two token sequences, and EM just indicates whether the sequences are identical or not. Since more than 70% of entries in our data cannot be found exactly in the related articles, the semantic similarity score is more useful for evaluation. One could also use cross-encoder model-based scoring, as proposed by (Risch et al., 2021). For measuring lexical overlap, ROUGE metric (Lin, 2004) can be useful.

4 Results and discussion

| Metric          | Rel.: 2-step | Rel.: QA-only |
|-----------------|--------------|---------------|
| Cos. similarity, avg. | 0.4451       | 0.4588        |
| F1-score, avg.   | 0.1516       | 0.1666        |
| Exact match, n   | 7            | 9             |
| No answer, n     | 0            | 0             |

Table 3: Evaluation results on related articles.

| Metric          | Mixed: 2-step | Mixed: QA-only |
|-----------------|---------------|----------------|
| Cos. similarity, avg. | 0.4397       | 0.4386        |
| F1-score, avg.   | 0.1489       | 0.1513        |
| Exact match, n   | 7            | 8             |
| No answer, n     | 3            | 0             |

Table 2: Evaluation results on mixed articles.

The evaluation results are summarized in Table 1 (related articles) and Table 2 (mixed articles).

The number of exact matches is very low (< 1%) in all cases. There is no significant difference between the two approaches, judging by the metrics. However, QA-only is more time-intensive because it processes all text chunks.

The QA-only approach provided two and one more exact matches than passage retrieval + QA in related document- and mixed document-settings, respectively, as well as slightly higher F1-scores. In the mixed setting QA-only was able to find candidates for all annotations while the two-step approach missed candidates for three causes, i.e., some salient text passages were ignored during passage retrieval. This issue can be addressed by increasing the number of passages and/ or improving the quality of passage ranking techniques. However, we still think that the passage extraction step can have advantages when dealing with large text collections. Further experiments are needed to prove this.

The results could be improved by additional domain-specific model training and increasing the number of retrieved passages and answer candidates. Generative summarization could be a better choice than using only extractive methods.

Table 3 contains some examples of extracted cause candidates. The top half refers to the dataset: the “True cause” column contains original annotations, “Best match” presents the most similar phrase found in the article, and “Matching score” shows their similarity score. In the bottom half, “Best answer” contains the best candidate for the “True cause” and the appropriate “Answer matching score”.

| #      | Example 1                                      | Example 2                                      | Example 3                                      |
|--------|------------------------------------------------|------------------------------------------------|------------------------------------------------|
| True cause | Mexican Drug War                                | 2017 wealth tax repeal                          | religious nationalism                           |
| Best match | Mexican Drug War                               | to reinstate a wealth tax                       | nationalism                                     |
| Matching score | 1.00                                              | 0.76                                      | 0.85                                              |
| Best answer | Mexican Drug War, Their principal concern was tax justice. | mobs attacking Muslims.                 |
| QA score | 0.02                                              | 0.22                                      | 0.79                                              |
| Answer matching score | 0.97                                      | 0.44                                      | 0.41                                              |

Table 1: Examples of results. Top half: True cause, Best match, Matching score refer to the dataset. Bottom half: Best answer, QA-score, Answer matching score refer to extracted causes.

The first example demonstrates a large gap between the low probability of being an answer to the asked question and the high score of matching with the ground truth annotation. In a real-world
application, relying on the QA score, this answer would be low-ranked. The second example can be considered satisfactory by human judgement. Although the best answer conveys the main idea of the true annotation, its answer matching score is relatively low, as well as its QA score. The third example illustrates a cause candidate scored highly by the QA model but having a relatively low answer matching score. These examples demonstrate the need to define a sufficient level of similarity, because even similarity scores under 0.5 may still indicate adequate matches.

5 Conclusions and future work

In this work, we conducted experiments to evaluate the zero-shot event causality identification with semantic search-based passage retrieval and QA on a dataset obtained from Wikipedia. We compared the two-step and the QA-only approaches on related and mixed documents and demonstrated their similar performance in the experimental settings. While the two-step approach could not find any candidates for a few ground truth annotations in the mixed document setting, QA-only was able to find candidates in all cases. QA-only also performed slightly better on related documents, however, it required more computational time. Further experiments are necessary to identify whether the passage retrieval step brings other advantages when processing large document collections. Our systems achieved average cosine semantic similarity scores of 44—45% in different settings.

We think that the reading comprehension of QA models can be used to address the challenge of event causality extraction. In the future work, both passage and answer retrieval can be improved by using models with domain-specific knowledge, as well as increasing the number of retrieved passages and candidate. Using other or multiple question templates could help to retrieve more various cause candidates.
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