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ABSTRACT
This paper investigates the dynamics of a COVID-19 stochastic model with isolation strategy. The white noise as well as the Lévy jump perturbations are incorporated in all compartments of the suggested model. First, the existence and uniqueness of a global positive solution are proven. Next, the stochastic dynamic properties of the stochastic solution around the deterministic model equilibria are investigated. Finally, the theoretical results are reinforced by some numerical simulations.

Introduction
Infectious diseases modeling has captivated the interest of many research works during the last recent years [1,6,2–5,7]. The basic SIR model representing the dynamics behavior of the three main populations that represent the susceptible (S), the infected (I) and the recovered (R), was firstly proposed in 1927 by Kermack and McKendricks [8]; the suggested model has played an important role in starting different research works in disease dynamics field. Understanding the interaction dynamics between the different infection components becomes then an important issue to prevent many serious infectious disease outbreaks. For instance, several mathematical models have been used to better understand the behavior of various viral infections, such as the hepatitis B virus (HBV) [6,10,9,11,12] human immunodeficiency virus (HIV) [1,14,2,13,15,3,4] or hepatitis C virus (HCV) [16,19,18,17].

COVID-19 is a recent pandemic disease that was behind a great disaster worldwide. Since there is still no efficient vaccine against COVID-19, substantial number of researches are undertaken in order to understand the disease mechanism, reduce the disease spread and find some solutions to this serious infection. As it was established, COVID-19 is the recent form of coronavirus infection induced by the already known severe acute respiratory syndrome SARS-CoV-2 [20–23]. This recently discovered disease can be transmitted from an infected to any close unprotected person; likewise the susceptible can become an infected individual when touching any contaminated area [24]. Hence, isolating infected persons from the other susceptible population becomes more and more an important mean to reduce and overcome COVID-19 propagation.

Recently, different models have been investigated to study COVID-19. For instance, the risk estimation, the infection evolution and the prediction of COVID-19 infection is studied [25–28]; the authors concludes that for ensuring a quick ending of the epidemic, the interventions strategy and self-protection measures should always be maintained. The meteorological role and policy measures on COVID-19 spread were studied in [29,30]; it was concluded that the policy strategy has reduced the infection and the meteorological role can be considered as an important factor in controlling COVID-19. The effect of quarantine on coronavirus was discussed in [31]; the results confirm the importance of reducing contact between the infected and other individuals.

Since the isolation strategy is an important tool to reduce the infection, adding another component representing the isolated in-
individuals (\( \mathcal{E} \)) to the classical SIR model becomes primordial; and the new epidemiological model will be under SIQR abbreviation [32].

To investigate the dynamics of COVID-19 in this paper, we subdivide the total population into four different epidemiological classes in which their descriptions are defined later. The parameters used in the co-infection model are summarized in Table 1,2, and the schematic diagram of the compartmental COVID model is shown in Fig. 1.

The SIQR deterministic system of equations may take the following form:

\[
\begin{align*}
\frac{d\mathcal{S}(t)}{dt} &= \lambda \mathcal{S}(t) - \beta \mathcal{S}(t)\mathcal{I}(t) dt + \sigma_1 \mathcal{S}(t) \mathcal{D}(t) dt + \int_{\mathcal{U}} \mathcal{p}_1(u) \mathcal{S}(t-\tau) \mathcal{D}(t) d\tau,
\frac{d\mathcal{I}(t)}{dt} &= \beta \mathcal{S}(t)\mathcal{I}(t) - (\zeta + \nu + \delta) \mathcal{I}(t) dt + \sigma_2 \mathcal{I}(t) \mathcal{D}(t) dt + \int_{\mathcal{U}} \mathcal{p}_2(u) \mathcal{I}(t-\tau) \mathcal{D}(t) d\tau,
\frac{d\mathcal{E}(t)}{dt} &= (\nu + \delta) \mathcal{I}(t) dt + \sigma_3 \mathcal{E}(t) \mathcal{D}(t) dt + \int_{\mathcal{U}} \mathcal{p}_3(u) \mathcal{E}(t-\tau) \mathcal{D}(t) d\tau,
\frac{d\mathcal{R}(t)}{dt} &= \delta \mathcal{I}(t) dt + \sigma_4 \mathcal{R}(t) \mathcal{D}(t) dt + \int_{\mathcal{U}} \mathcal{p}_4(u) \mathcal{R}(t-\tau) \mathcal{D}(t) d\tau,
\end{align*}
\]

\[\text{where } \lambda \text{ is the birth average of the susceptibles, their mortality rate is denoted by } \zeta \mathcal{I}. \text{ The susceptible become infected at a rate } \beta \mathcal{S} \mathcal{I}, \text{ the death rate of infected population is denoted by } \zeta \mathcal{I}; \text{ the infected become isolated at rate } \nu \mathcal{I}. \text{ The death rate of the isolated individuals due to the infection is represented } d\mathcal{E} \text{ and due to others means is } \zeta \mathcal{E}. \text{ Finally, the isolated become recovered at rate } \kappa \mathcal{E}; \text{ the death rate of the recovered is denoted by } \zeta \mathcal{R}. \]

On the hand, stochastic quantification of several real life phenomena have been much helpful in understanding the random nature of their incidence or occurrence. This also helped in finding solutions to such problems arising from them either in form of minimization of their undesirability or maximizing their rewards. Besides, the infectious diseases are exposed to randomness and uncertainty in terms of normal infection progress. Therefore, the stochastic modeling are more appropriate comparing to the deterministic models; considering the fact that the stochastic systems do not take into account only the variable mean but also the standard deviation behavior surround it. Moreover, the deterministic systems generate similar results for initial fixed values, but the stochastic ones can give different predicted results. Several stochastic infectious models describe the effect of white noise on viral dynamics have been deployed [33,37,34]. Recently and in the same context, a stochastic SIQR model is studied in [35], the authors introduce the Brownian perturbation to the four components of the model and study the different conditions of extinction and persistence of the infection. Both of white and telegraph noises were taken into consideration to study SIQR model [36], sufficient different conditions to establish persistence in mean were studied.

In addition to the cited random noises, \( \text{Lévy jumps} \) present an important tool to model many real dynamical phenomena [37,38]. Indeed, because of the unpredictable stochastic properties of the disease progression, infection dynamical model may know sudden significant perturbations in the disease process [39]. Then, it will be more reasonable to illustrate these sudden fluctuations through an introduction of the \( \text{Lévy jumps} \) behavior into the infection model. For instance, Berrhazi et al. [40] studied, recently, a stochastic SIRS model under \( \text{Lévy jumps} \) fluctuations and considering bilinear function describing the infection. The uniqueness of global solution was established, also through suitable Lyapunov functions, it was demonstrated that the stochastic stability of steady states depends on some sufficient conditions for persistence or extinction of the studied infection. Motivated by the previous works, we will consider in this paper the following stochastic SIQR model driven by \( \text{Lévy noise} \):

\[
\begin{align*}
\frac{d\mathcal{S}(t)}{dt} &= \lambda \mathcal{S}(t) - \beta \mathcal{S}(t)\mathcal{I}(t) dt + \sigma_1 \mathcal{S}(t) \mathcal{D}(t) dt + \int_{\mathcal{U}} \mathcal{p}_1(u) \mathcal{S}(t-\tau) \mathcal{D}(t) d\tau,
\frac{d\mathcal{I}(t)}{dt} &= \beta \mathcal{S}(t)\mathcal{I}(t) - (\zeta + \nu + \delta) \mathcal{I}(t) dt + \sigma_2 \mathcal{I}(t) \mathcal{D}(t) dt + \int_{\mathcal{U}} \mathcal{p}_2(u) \mathcal{I}(t-\tau) \mathcal{D}(t) d\tau,
\frac{d\mathcal{E}(t)}{dt} &= (\nu + \delta) \mathcal{I}(t) dt + \sigma_3 \mathcal{E}(t) \mathcal{D}(t) dt + \int_{\mathcal{U}} \mathcal{p}_3(u) \mathcal{E}(t-\tau) \mathcal{D}(t) d\tau,
\frac{d\mathcal{R}(t)}{dt} &= \delta \mathcal{I}(t) dt + \sigma_4 \mathcal{R}(t) \mathcal{D}(t) dt + \int_{\mathcal{U}} \mathcal{p}_4(u) \mathcal{R}(t-\tau) \mathcal{D}(t) d\tau,
\end{align*}
\]

\[\text{where } \lambda \text{ is the birth average of the susceptibles, their mortality rate is denoted by } \zeta \mathcal{I}. \text{ The susceptible become infected at a rate } \beta \mathcal{S} \mathcal{I}, \text{ the death rate of infected population is denoted by } \zeta \mathcal{I}; \text{ the infected become isolated at rate } \nu \mathcal{I}. \text{ The death rate of the isolated individuals due to the infection is represented } d\mathcal{E} \text{ and due to others means is } \zeta \mathcal{E}. \text{ Finally, the isolated become recovered at rate } \kappa \mathcal{E}; \text{ the death rate of the recovered is denoted by } \zeta \mathcal{R}. \]
where $W_t(t)$ is a standard Brownian motion defined on a complete probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t\geq 0}, \mathbb{P})$ with the filtration $(\mathcal{F}_t)_{t\geq 0}$ satisfying the usual conditions. We denote by $\mathcal{F}(t -)$, $\mathcal{C}(t -)$ and $\mathcal{A}(t -)$ the left limits of $\mathcal{F}(t)$, $\mathcal{C}(t)$ and $\mathcal{A}(t)$ respectively.

The present work will be organized as follows. The next section is devoted to establish the existence and uniqueness of the global positive solution to the studied model (2). We calculate the basic reproduction number and the different problem equilibria in Section "The basic reproduction number and equilibria". The stochastic behavior of the solution of the disease-free equilibrium is studied in Section "The stochastic property around the endemic equilibrium". The dynamics of the solution of the endemic equilibrium is studied in Section "The stochastic property around the endemic equilibrium". The sensitivity analysis is presented in Section "Sensitivity analysis". The final part of this paper is dedicated to some numerical results in order to support the theoretical findings.

The existence and uniqueness of the global positive solution

The existence and uniqueness of the problem (2) global positive solution is guaranteed by the next following theorem.

**Theorem 1.** For any initial condition in $\mathbb{R}_+^4$, the model (2) has a unique global solution $(\mathcal{F}(t), \mathcal{C}(t), \mathcal{A}(t)) \in \mathbb{R}_+^4$ almost surely.

**Proof.** First, we know that the diffusion and the drift are locally Lipschitz functions, therefore for any initial condition $(\mathcal{F}(0), \mathcal{C}(0), \mathcal{A}(0)) \in \mathbb{R}_+^4$, we have the existence of a unique local solution $(\mathcal{F}(t), \mathcal{C}(t), \mathcal{A}(t))$ for $t \in [0, t_e)$, where $t_e$ is the time of explosion.

In order to demonstrate that this solution is globally defined, we need to check that $t_e = \infty$ a.s. Firstly, we will demonstrate that $(\mathcal{F}(t), \mathcal{C}(t), \mathcal{A}(t))$ do not tend to infinity for a bounded time. Let $m_0 > 0$, be sufficiently a large number, in such manner that $(\mathcal{F}(0), \mathcal{C}(0), \mathcal{A}(0))$ be within the interval $[0, m_0]$. We define, for each integer $m \geq m_0$, the stopping time

$$t_m = \inf\left\{ t \in [0, t_e) : \begin{array}{ll} \mathcal{F}(t) \notin \left( \frac{1}{m}, \frac{1}{m} \right) \cap \mathcal{C}(t) \notin \left( \frac{1}{m}, \frac{1}{m} \right) \cap \mathcal{A}(t) \notin \left( \frac{1}{m}, \frac{1}{m} \right) \end{array} \right\},$$

where $t_m$ is an increasing number when $m \to \infty$. Let $t_m = \lim_{m \to \infty} t_m$, where $t_m \leq t_e$ a.s. We need to show that $t_m = \infty$ which means that $t_e = \infty$ and $(\mathcal{F}(t), \mathcal{C}(t), \mathcal{A}(t)) \in \mathbb{R}_+^4$ a.s. Assume the opposite case is verified, i.e. $t_m < \infty$ a.s. Therefore, there exist two constants $0 < \varepsilon < 1$ and $T > 0$ such that $P(t_m \leq T) > \varepsilon$.

Therefore, there exists an integer $m_1 \geq m_0$ such that $P(t_m \leq T) > \varepsilon$ for all $m_0 \geq m_1$.

Let’s now consider the following functional

$$\begin{align*}
\bar{V}(\mathcal{F}(t), \mathcal{C}(t), \mathcal{A}(t)) &= \left( \mathcal{F} - a - \log \left( \frac{\mathcal{F}}{a} \right) \right) + \left( \mathcal{C} - 1 - \log(\mathcal{C}) \right) \\
&+ \left( \mathcal{A} - 1 - \log(\mathcal{A}) \right),
\end{align*}$$

with $a$ is a positive constant.

Let $m \geq m_0$ and $T > 0$ be arbitrary. For any $0 \leq t \leq t_m \wedge T = \min(t_m, T)$.

From Itô’s formula, we will have

$$\begin{align*}
d \bar{V}(\mathcal{F}(t), \mathcal{C}(t), \mathcal{A}(t)) &= LV dt + \sigma_1(\mathcal{F} - a) dW_1 + \sigma_2(\mathcal{C} - 1) dW_2 + \sigma_3(\mathcal{A} - 1) dW_3 + \sigma_4 d\langle \mathcal{A} \rangle dt \\
&+ \int_0^t \left[ \frac{\sigma_1}{2} (\mathcal{F} - a)^2 + \frac{\sigma_2}{2} (\mathcal{C} - 1)^2 + \frac{\sigma_3}{2} (\mathcal{A} - 1)^2 \right] ds \\
&+ \int_0^t \left[ \frac{1}{2} (\mathcal{F} - a)^2 + \frac{1}{2} (\mathcal{C} - 1)^2 + \frac{1}{2} (\mathcal{A} - 1)^2 \right] d\langle M \rangle dt,
\end{align*}$$

where

$$L = \left( 1 - \frac{a}{\mathcal{F}} \right) \left( \lambda - \zeta \mathcal{F}(t) - \beta \mathcal{F}(t) \mathcal{C}(t) \right) + \frac{a \sigma_1^2}{2} + \left( 1 - \frac{1}{\mathcal{F}} \right) \left( \beta \mathcal{F}(t) \mathcal{C}(t) - (\zeta + \nu) \mathcal{C}(t) \right) + \frac{\sigma_2^2}{2} + \left( 1 - \frac{1}{\mathcal{C}} \right) (\nu \mathcal{F}(t) - (\zeta + \kappa) \mathcal{A}(t)) + \frac{\sigma_3^2}{2} \mathcal{C}(t) + \frac{\sigma_4^2}{2} \mathcal{A}(t) \mathcal{A}(t) + \int_0^t \frac{\sigma_1}{2} (\mathcal{F}(t) - a)^2 ds + \int_0^t \frac{\sigma_2}{2} (\mathcal{C}(t) - 1)^2 ds + \int_0^t \frac{\sigma_3}{2} (\mathcal{A}(t) - 1)^2 ds + \int_0^t \frac{\sigma_4}{2} d\langle M \rangle dt.$$
Integrating both sides of the Eq. (3) between 0 and $t_m \wedge T$, we get

$$ I_m^{t_m \wedge T} F(\mathcal{X}(t), \mathcal{Y}(t), \mathcal{E}(t), \mathcal{R}(t)) dt \geq \int_0^{t_m \wedge T} M dt + \alpha_1 \int_0^{t_m \wedge T} (\mathcal{X} - \frac{\zeta}{\beta}) dW_1(t) + \alpha_2 \int_0^{t_m \wedge T} (\mathcal{Y} - 1) dW_3(t) $$

$$ + \alpha_1 \int_0^{t_m \wedge T} (\mathcal{E} - 1) dW_5(t) + \alpha_2 \int_0^{t_m \wedge T} (\mathcal{R} - 1) dW_4(t) $$

$$ + \int_0^{t_m \wedge T} \int_0^T [g_1(u) \mathcal{X} - \frac{\zeta}{\beta} \log(1 + g_1(u))] N(dt, du, dt) $$

$$ + \int_0^{t_m \wedge T} \int_0^T [g_2(u) \mathcal{Y} - \log(1 + g_2(u))] N(dt, du, dt) $$

$$ + \int_0^{t_m \wedge T} \int_0^T [g_3(u) \mathcal{E} - \log(1 + g_3(u))] N(dt, du, dt) $$

$$ + \int_0^{t_m \wedge T} \int_0^T [g_4(u) \mathcal{R} - \log(1 + g_4(u))] N(dt, du, dt). $$

This leads to

$$ 0 \in \mathbb{E}(F(\mathcal{X}(t_m \wedge T), \mathcal{Y}(t_m \wedge T), \mathcal{E}(t_m \wedge T), \mathcal{R}(t_m \wedge T))) $$

$$ \in \mathbb{E}(F(\mathcal{X}(0), \mathcal{Y}(0), \mathcal{E}(0), \mathcal{R}(0)) + M(T \wedge T) + MT) $$

$$ \in \mathbb{E}(F(\mathcal{X}(0), \mathcal{Y}(0), \mathcal{E}(0), \mathcal{R}(0)) + M(T \wedge T). $$

Set $\Omega_m = \{ t_m \leq T \text{ for all } m \geq m_1 \}$. From (3), we obtain $\mathbb{P}(\Omega_m) \geq \epsilon$. Noting that for every $\omega \in \Omega_m$, there exists $S(t_m, \omega)$ or $I(t_m, \omega)$ or $R(t_m, \omega)$ or $Q(t_m, \omega)$ equals to either $m$ or $1/m$,

$$ \mathcal{F}(\mathcal{X}(t_m, \omega), \mathcal{Y}(t_m, \omega), \mathcal{E}(t_m, \omega), \mathcal{R}(t_m, \omega)) $$

is not less than either

$$ m - 1 - \log(\frac{1}{m}) \text{ or } 1 - \log(\frac{1}{m}). $$

This fact implies that,

$$ \mathbb{P}(\mathcal{X}(t_m, \omega), \mathcal{Y}(t_m, \omega), \mathcal{E}(t_m, \omega), \mathcal{R}(t_m, \omega)) \geq m - 1 - \log(m) \wedge \left( \frac{1}{m} - 1 + \log(m) \right). $$

It follows from (4) that

$$ \mathbb{P}(\mathcal{X}(0), \mathcal{Y}(0), \mathcal{E}(0), \mathcal{R}(0)) + MT \geq \mathbb{E}(I_{\Omega_m}(\omega)) \mathbb{P}(\mathcal{X}(t_m, \omega), \mathcal{Y}(t_m, \omega), \mathcal{E}(t_m, \omega), \mathcal{R}(t_m, \omega)) $$

$$ \geq \mathbb{P}(t_m \leq T) \left[ (m - 1 - \log(m)) \wedge \left( \frac{1}{m} - 1 + \log(m) \right) \right]. $$

where $I_{\Omega_m}$ denotes the indicator function of $\Omega_m$, letting $m \to \infty$, we will have

$$ \lim_{m \to \infty} \mathbb{P}(t_m \leq T) = 0. $$

Since $T > 0$ is arbitrary, then

$$ \mathbb{P}(t_m < \infty) = 0. $$

So,

$$ \mathbb{P}(t_m = \infty) = 1. $$

Therefore, the model has a unique global solution $(\mathcal{X}(t), \mathcal{Y}(t), \mathcal{E}(t), \mathcal{R}(t))$ a.s. □
The basic reproduction number and equilibria

The model basic reproduction number (1) is given by $R_0 = \frac{\beta}{s_0 + \sigma_0 + \omega}$. Its biological meaning stands for the average number of secondary infected individuals generated by only one infected person at the start of the infection process. The problem (1) has a unique free-infection equilibrium $\mathcal{E}_f = (\zeta, 0, 0, 0)$ and an endemic equilibrium $\mathcal{E}^* = (\mathcal{X}^*, \mathcal{Y}^*, \mathcal{Z}^*, \mathcal{R}^*)$ given as follows

$$\mathcal{X}^* = \frac{\beta + \zeta}{\beta},$$

$$\mathcal{Y}^* = \frac{\beta \zeta (\mu + \zeta)}{\mu (\beta + \zeta)},$$

$$\mathcal{Z}^* = \frac{\mathcal{R}_0 (\beta + \zeta (\mu + \zeta))}{\nu \beta \lambda},$$

$$\mathcal{R}^* = \frac{\mathcal{R}_0 (\beta + \zeta (\mu + \zeta))}{\nu \beta \lambda}.$$

Following the same reasoning as in [41,32] concerning the equilibria stability of the deterministic SIR model, we can establish that $\mathcal{E}_f$ is globally asymptotically stable when $R_0 < 1$. Besides, when $R_0 > 1$, $\mathcal{E}_f$ loses its stability and the other equilibrium $\mathcal{E}^*$ becomes stable.

The stochastic property around the free-infection equilibrium

Around the free-infection equilibrium $\mathcal{E}_f$, we have the following stochastic property.

**Theorem 2.** If $R_0 < 1$ and

$$l_i = 2\zeta - 2\sigma_i^2 - 3 \int_0^1 \frac{\mathcal{Y}^*}{u} \nu (du) > 0,$$

$$l_i = 2\zeta - 2\sigma_i^2 - 3 \int_0^1 \mathcal{Y}^* u (du) > 0,$$

$$l_i = \frac{2\zeta (16\alpha - (\zeta + \kappa + d))}{4\omega} > 0,$$

then,

$$\lim_{t \to +\infty} \frac{1}{t} \mathbb{E} \left\{ \frac{1}{2} \mathcal{F}_t (\mathcal{X}^*) - \frac{1}{2} \mathcal{F}_t (\mathcal{Y}^*) + \mathcal{Z}^* (\mathcal{Z}^* - \mathcal{F}_t (\mathcal{R}^*)) \right\} \leq M_1 \rho_1,$$

where

$$M_1 = \left( \frac{\sigma_1^2}{6} + 6 \int_0^1 \frac{\mathcal{Y}^*}{u} \nu (du) \right) \left( \frac{\sigma_1}{\nu} \right)^2$$

and

$$\rho_1 = \min\{l_1, l_2, l_3, l_4\}.$$

**Proof.** We set $\mathcal{F}_t (t) = \mathcal{F} (t) - \frac{1}{2} \mathcal{Y}^* (t) = \mathcal{F} (t)$, $\mathcal{Z}^* (t) = \mathcal{F} (t)$ and $\mathcal{R} (t) = \mathcal{Z} (t)$, then the model (2) becomes

$$d\mathcal{X} (t) = \left( -\zeta \mathcal{X} (t) - \beta \mathcal{X} (t) \mathcal{Y} (t) - \frac{\beta^2}{2} \mathcal{Y}^2 (t) \right) dt + \sigma_1 \left( \mathcal{X} (t) + \frac{\beta}{2} \mathcal{Y}^2 (t) \right) dW_1 (t) + \int_0^t g_1 (u) \mathcal{X} (t-u) + \frac{\beta}{2} \mathcal{Y}^2 (t-u) N (dt, du),$$

$$d\mathcal{Y} (t) = \left( \beta \mathcal{X} (t) \mathcal{Y} (t) + \frac{\beta^2}{2} \mathcal{Y}^2 (t) - (\zeta + \nu) \mathcal{Y} (t) \right) dt + \sigma_2 \mathcal{Y} (t) dW_2 (t) + \int_0^t g_2 (u) \mathcal{Y} (t-u) N (dt, du),$$

$$d\mathcal{Z} (t) = \left( \nu \mathcal{Y}^2 (t) - \zeta \mathcal{Z} (t) \right) dt + \sigma_3 \mathcal{Z} (t) dW_3 (t) + \int_0^t g_3 (u) \mathcal{Z} (t-u) N (dt, du),$$

$$d\mathcal{R} (t) = \left( (\zeta + \kappa + d) \mathcal{Y} (t) + \sigma_1 \mathcal{X} (t) \mathcal{Y} (t) \right) dt + \int_0^t g_4 (u) \mathcal{R} (t-u) N (dt, du).$$

We consider the following functional

$$F(\mathcal{X}, \mathcal{Y}, \mathcal{Z}, \mathcal{R}) = (\mathcal{X} + \mathcal{Y} + \mathcal{Z})^2 + c_1 \mathcal{Y} + c_2 \mathcal{R} + c_3 \mathcal{Z},$$

where $c_1, c_2$ and $c_3$ are three constants that will be determined later.

By using Ito’s formula, we have

$$dF = LF dt + 2(\mathcal{X} + \mathcal{Y} + \mathcal{Z}) \left( \sigma_1 (\mathcal{X} + \frac{\beta}{2} \mathcal{Y}^2) dW_1 + \sigma_2 \mathcal{Y} dW_2 + \sigma_3 \mathcal{Z} dW_3 + \int_0^t g_1 (u) \left( (\mathcal{X} + \frac{\beta}{2} \mathcal{Y}^2) + g_2 (u) \mathcal{Y} + g_3 (u) \mathcal{Z} \right) N (dt, du) + 2(\mathcal{X} + \mathcal{Y} + \mathcal{Z}) \int_0^t g_4 (u) (\mathcal{X} + \frac{\beta}{2} \mathcal{Y}^2) N (dt, du) + c_1 \int_0^t g_2 (u) N (dt, du) + c_2 \int_0^t g_3 (u) N (dt, du) + c_3 \int_0^t g_4 (u) N (dt, du).$$

Therefore, the model (2) is said to be stable in the sense of stochastic stability.
\[ LF = 2(\mathcal{X} + \mathcal{Y} + \mathcal{Z}) ( -\xi \mathcal{X} - \xi \mathcal{Y} - (\xi + \kappa + d) \mathcal{Z}) + \sigma_1^2 (\mathcal{X} + \frac{1}{\xi})^2 \]
\[ + c_1 (\beta \mathcal{X} + \beta \mathcal{Y} - (\xi + \kappa) \mathcal{Y} + \sigma_2^2 \mathcal{Y}^2) \]
\[ + c_2 (\nu \mathcal{Y} - (\xi + \kappa + d) \mathcal{Z}) + \sigma_1^2 \mathcal{X}^2 + c_3 (\kappa \mathcal{X} - \xi \mathcal{Z}) \]
\[ + \int_0^\infty \left( \rho_1 (u) \left( \mathcal{X} + \frac{1}{\xi} \right)^2 + \rho_2 (u) \mathcal{Y}^2 + \rho_3 (u) \mathcal{Z}^2 \right)^2 \, du \]
\[ = -2\xi \mathcal{X}^2 - 2\xi \mathcal{Y}^2 - 2(\xi + \kappa + d) \mathcal{X}^2 + (c_1 \beta - 4\xi) \mathcal{Y} + (4\xi + \kappa + d)(\mathcal{X}^2 + \mathcal{Y}^2) \]
\[ + (c_2 \nu - c_1 \left( \xi + \nu - \beta \xi \right) + (c_3 \kappa - c_2 \left( \xi + \kappa + d \right)) \mathcal{Y} - c_3 \xi \mathcal{Z} + \sigma_1^2 \left( \mathcal{X} + \frac{1}{\xi} \right)^2 \]
\[ + \sigma_2^2 \mathcal{Y}^2 + \sigma_3^2 \mathcal{Z}^2 + \int_0^\infty \left( \rho_1 (u) \left( \mathcal{X} + \frac{1}{\xi} \right)^2 + \rho_2 (u) \mathcal{Y} + \rho_3 (u) \mathcal{Z} \right)^2 \, du. \]

Now, we choose \( c_1 = \frac{16\kappa}{\xi} \) and \( c_2 = \frac{16\kappa - (\xi + \kappa + d)}{4\kappa} \) and \( c_3 = \frac{16\kappa - (\xi + \kappa + d)}{4\kappa} \). We get \( c_1 \beta - 4\xi = 0 \), \( c_2 \nu - c_1 \left( \xi + \nu - \beta \xi \right) = \frac{16\kappa}{\xi}(R_0 - 1) \) and \( c_3 \kappa - c_2 \left( \xi + \kappa + d \right) = 0 \), since \( R_0 \leq 1 \), \( 2ab \leq a^2 + b^2 \) and \( (a + b + c)^2 \leq 3a^2 + 3b^2 + 3c^2 \). We will obtain

\[ LF \leq -l_1 \mathcal{X}^2 - l_2 \mathcal{Y}^2 - l_3 \mathcal{Z}^2 - l_4 \mathcal{X} + M_1, \]

where

\[ M_1 = \left( \sigma_1^2 + 6 \int_0^\infty \rho_1^2 (u) \, du \right) \left( \frac{1}{\xi} \right)^2. \]

Therefore

\[ LF \leq -l_1 \mathcal{X}^2 - l_2 \mathcal{Y}^2 - l_3 \mathcal{Z}^2 - l_4 \mathcal{X} + M_1, \]

Integrating both sides of the Eq. (5) between 0 and t and taking into account expectation, we have

\[ 0 \leq E \left( F(\mathcal{X}(t), \mathcal{Y}(t), \mathcal{Z}(t), \mathcal{X}(t)) \right) \]
\[ \leq E \left( \int_0^t \left( -l_1 (\mathcal{X}(\tau) - \frac{1}{\xi})^2 - l_2 (\mathcal{Y}(\tau))^2 - l_3 (\mathcal{Z}(\tau))^2 - l_4 (\mathcal{X}(\tau))^2 \right) \, d\tau \right) \]
\[ + \int_0^t F(\mathcal{X}(0), \mathcal{Y}(0), \mathcal{Z}(0), \mathcal{X}(0)) \, dt + M_1 t, \]

let \( \rho_1 = \min(l_1, l_2, l_3, l_4) \), then

\[ E \left( \int_0^t \left( (\mathcal{X}(\tau) - \frac{1}{\xi})^2 + (\mathcal{Y}(\tau))^2 + (\mathcal{Z}(\tau))^2 \right) \, d\tau \right) \leq \frac{F(\mathcal{X}(0), \mathcal{Y}(0), \mathcal{Z}(0))}{\rho_1} M_1 t, \]

we conclude that

\[ \lim_{t \to +\infty} \sup \frac{1}{t} \left\{ \int_0^t \left( \mathcal{Z}(\tau) - \frac{1}{\xi} \right)^2 + \mathcal{Y}(\tau)^2 + \mathcal{Z}(\tau)^2 + \mathcal{X}(\tau) \, d\tau \right\} \leq \frac{M_1}{\rho_1}. \]

Remark 1. From our last result, one can conclude that when \( R_0 \leq 1 \), the solution fluctuates around the free steady state \( \mathcal{X}_f \).

The stochastic property around the endemic equilibrium

The infection steady state \( \mathcal{X}_f \) has the following stochastic property.

Theorem 3. If \( R_0 > 1 \),

\[ l_1 = \frac{(8\xi - d)(8\xi + 2d)}{16\xi + 2d} - \sigma_1^2 - 4 \int_0^\infty \rho_1^2 (u) \, du \geq 0, \]
\[ l_2 = \frac{(8\xi - d)(8\xi + 2d)}{16\xi + 2d} - \sigma_2^2 - 4 \int_0^\infty \rho_2^2 (u) \, du \geq 0, \]
\[ l_3 = \frac{d}{2} - \sigma_3^2 - 4 \int_0^\infty \rho_3^2 (u) \, du \geq 0, \]
\[ l_4 = \frac{(8\xi - d)(8\xi + 2d)}{16\xi + 2d} - \sigma_1^2 - 4 \int_0^\infty \rho_1^2 (u) \, du \geq 0 \]

and

\[ 8\xi - d \geq 0, \]

then,
\[
\lim_{t \to \infty} \frac{1}{t} \left\{ \int (S(t) - S^*)^2 + ((\mathcal{R}(t) - \mathcal{R}^*))^2 + ((\mathcal{E}(t) - \mathcal{E}^*))^2 + ((\mathcal{F}(t) - \mathcal{F}^*))^2 + ((\mathcal{D}(t) - \mathcal{D}^*))^2 \right\} \leq \frac{M_3}{\rho_2}
\]

where
\[
M_3 = \sigma_1^2 \mathcal{R}^2 + \sigma_2^2 \mathcal{R}^2 + \sigma_3^2 \mathcal{E}^2 + \sigma_4^2 \mathcal{E}^2 + 3 \int \mathcal{H}_1(u) \mathcal{R}^2 + \mathcal{H}_2(u) \mathcal{R}^2 + \mathcal{H}_3(u) \mathcal{R}^2 du
\]

Since
\[
\lambda = \zeta(\mathcal{F}^* + \mathcal{R}^* + \mathcal{E}^* + \mathcal{F}^* - d\mathcal{E}^*)
\]

therefore,
\[
\rho_2 = \min\{l_1, b_1, h_1, l_1\}.
\]

\[
L_G = (\mathcal{F} - \mathcal{F}^* + \mathcal{F} - \mathcal{F}^* + \mathcal{E} - \mathcal{E}^* + \mathcal{R} - \mathcal{R}^*) - d(\mathcal{E} - \mathcal{E}^* - d\mathcal{E}^*) (\mathcal{F} - \mathcal{F}^*)
\]

and
\[
\rho_2 = \min\{l_1, b_1, h_1, l_1\}.
\]

Using the inequalities \(2ab \leq a^2 + b^2, (a + b + c + d)^2 \leq 4a^2 + 4b^2 + 4c^2 + 4d^2\) and \(2ab \leq a^2 + b^2\) with \(\epsilon = \frac{b_1 + d}{a}\), we will obtain

**Proof.** First, let the following function:
\[
G(\mathcal{F}, \mathcal{R}, \mathcal{E}, \mathcal{R}) = \frac{1}{2} (\mathcal{F} - \mathcal{F}^* + \mathcal{F} - \mathcal{F}^* + \mathcal{E} - \mathcal{E}^* + \mathcal{R} - \mathcal{R}^*)^2.
\]

By using Itô’s formula, we will have

\[
dG = L_G dt + (\mathcal{F} - \mathcal{F}^* + \mathcal{F} - \mathcal{F}^* + \mathcal{E} - \mathcal{E}^* + \mathcal{R} - \mathcal{R}^*) (\sigma_1 \mathcal{F} dW_1 + \sigma_2 \mathcal{F} dW_2 + \sigma_3 \mathcal{E} dW_3)
\]

\[
+ (\mathcal{F} - \mathcal{F}^* + \mathcal{F} - \mathcal{F}^* + \mathcal{E} - \mathcal{E}^* + \mathcal{R} - \mathcal{R}^*) (\sigma_1 \mathcal{F} dW_1 + \sigma_2 \mathcal{F} dW_2 + \sigma_3 \mathcal{E} dW_3)
\]

\[
+ (\mathcal{F} - \mathcal{F}^* + \mathcal{F} - \mathcal{F}^* + \mathcal{E} - \mathcal{E}^* + \mathcal{R} - \mathcal{R}^*) (\sigma_1 \mathcal{F} dW_1 + \sigma_2 \mathcal{F} dW_2 + \sigma_3 \mathcal{E} dW_3)
\]

\[
+ (\mathcal{F} - \mathcal{F}^* + \mathcal{F} - \mathcal{F}^* + \mathcal{E} - \mathcal{E}^* + \mathcal{R} - \mathcal{R}^*) (\sigma_1 \mathcal{F} dW_1 + \sigma_2 \mathcal{F} dW_2 + \sigma_3 \mathcal{E} dW_3) N \left( dt, du \right)
\]

with

\[
L_G = (\mathcal{F} - \mathcal{F}^* + \mathcal{F} - \mathcal{F}^* + \mathcal{E} - \mathcal{E}^* + \mathcal{R} - \mathcal{R}^*) (\lambda - \zeta (\mathcal{F} + \mathcal{E} + \mathcal{R} - d\mathcal{E}^*)
\]

\[
+ \frac{1}{2} \sigma_1^2 \mathcal{F}^2 + \frac{1}{2} \sigma_2^2 \mathcal{F}^2 + \frac{1}{2} \sigma_3^2 \mathcal{E}^2 + \frac{1}{2} \sigma_4^2 \mathcal{E}^2 + \int \mathcal{H}_1(u) \mathcal{F}^2 + \mathcal{H}_2(u) \mathcal{F}^2 + \mathcal{H}_3(u) \mathcal{F}^2 du
\]
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\[ LG \xi - \left( \frac{(8\xi - d)(8\xi + 2d)}{16\xi + 2d} \right) - \sigma_1^2 - 4 \int \varphi_1(u) \mu(du) \left( I - I^* \right)^2 \]
\[ - \left( \frac{(8\xi - d)(8\xi + 2d)}{16\xi + 2d} \right) - \sigma_2^2 - 4 \int \varphi_2(u) \mu(du) \left( I - I^* \right)^2 \]
\[ - \left( \frac{d}{2} - \sigma_2^2 - 4 \int \varphi_2(u) \mu(du) \right) \left( \mathcal{E} - \mathcal{E}^* \right)^2 \]
\[ + \sigma_3^2 \mathcal{E}^* + \sigma_4^2 \mathcal{E}^2 + 3 \int \varphi_3(u) \left( I^* \right) \mathcal{E}^2 + 3 \int \varphi_3(u) \mathcal{E}^2 + \varphi_4(u) \mathcal{E}^2 + \varphi_4(u) \mathcal{E}^2 \mu(du). \]

Since \( 8\xi - d > 0 \), therefore \( (8\xi - d)(8\xi + 2d) > 0 \), which implies
\[ LG \xi - \left( \frac{(8\xi - d)(8\xi + 2d)}{16\xi + 2d} \right) - \sigma_1^2 - 4 \int \varphi_1(u) \mu(du) \left( I - I^* \right)^2 - \sigma_2^2 - 4 \int \varphi_2(u) \mu(du) \left( I - I^* \right)^2 + M_1, \]
where
\[ M_1 = \sigma_1^2 \mathcal{E}^2 + \sigma_2^2 \mathcal{E}^2 + \sigma_3^2 \mathcal{E}^2 + \sigma_4^2 \mathcal{E}^2 + 3 \int \varphi_3(u) \left( I^* \right) \mathcal{E}^2 + 3 \int \varphi_3(u) \mathcal{E}^2 + \varphi_4(u) \mathcal{E}^2 \mu(du). \]

Integrating both sides of the Eq. (6) between 0 and \( t \) and taking expectation, we will get
\[ 0 \leq \mathbb{E} \left\{ \int_0^t \left( - \frac{\mathcal{R}(\tau) - \mathcal{R}^*}{\mathcal{R}^*} - \sigma_1^2 \mathcal{E}^2 + \sigma_2^2 \mathcal{E}^2 + \sigma_3^2 \mathcal{E}^2 + \sigma_4^2 \mathcal{E}^2 + 3 \int \varphi_3(u) \left( I^* \right) \mathcal{E}^2 + 3 \int \varphi_3(u) \mathcal{E}^2 + \varphi_4(u) \mathcal{E}^2 \mu(du) \right) d\tau \right\} \]
\[ \leq \frac{M_1}{\rho_2}. \]

let \( \rho_2 = \min\{l_4, l_5, l_6, l_7\} \), then
\[ \mathbb{E} \left\{ \int_0^t \left( \frac{\mathcal{R}(\tau) - \mathcal{R}^*}{\mathcal{R}^*} + \left( \mathcal{R}(\tau) - \mathcal{R}^* \right)^2 + \left( \mathcal{E}(\tau) - \mathcal{E}^* \right)^2 + \left( \mathcal{I}(\tau) - \mathcal{I}^* \right)^2 \right) d\tau \right\} \leq \frac{M_1}{\rho_2}. \]

\[ \lim_{t \to \infty} \mathbb{E} \left\{ \int_0^t \left( \frac{\mathcal{R}(\tau) - \mathcal{R}^*}{\mathcal{R}^*} + \left( \mathcal{R}(\tau) - \mathcal{R}^* \right)^2 + \left( \mathcal{E}(\tau) - \mathcal{E}^* \right)^2 + \left( \mathcal{I}(\tau) - \mathcal{I}^* \right)^2 \right) d\tau \right\} \leq \frac{M_1}{\rho_2}. \]

\[ \square \]

**Remark 2.** From our last finding, one can conclude that when \( R_0 > 1 \) the solution will fluctuate around the steady state \( \mathcal{R}^* \).

Sensitivity analysis

The sensitivity analysis is used principally to determine which model parameter can change significantly infection dynamics. This allows to detect the parameters that have a high impact on the basic reproduction number \( R_0 \). To perform such analysis we will need the following normalized sensitivity index of \( R_0 \) with respect to any given parameter \( \theta \):
\[ \varphi_0 = \frac{\partial R_0}{\partial \theta} \frac{\theta}{R_0} \]

therefore, we obtain

\[ \varphi_0 = \frac{1}{1 + \frac{\xi}{\xi + d}} \]

\[ \varphi_0 = \frac{-d}{\xi + d + \kappa} \]

\[ \varphi_0 = \frac{-\kappa}{\xi + d + \kappa} \]
and
\[ \psi_t = \frac{\eta(\zeta + \upsilon)(\zeta + d + \kappa) + \xi(\zeta + d + \kappa) + \zeta(\zeta + \upsilon)}{(\zeta + \upsilon)(\zeta + d + \kappa)}. \]

From Table 1, we observe that the parameters \( \lambda, \beta \) and \( \upsilon \) are positive sensitivity indices and the other remaining parameters \( \zeta, \kappa \) and \( d \) are negative sensitivity indices. We remark that the parameters \( \lambda, \beta \) and \( \upsilon \) have large magnitude, in their absolute values, which means that they are the most sensitive parameters of our model equations. This indicates that any increase of the parameters \( \lambda, \beta \) and \( \upsilon \) will cause an increase of the basic reproduction number, which have as consequence of an increase of the infection. Oppositely, an increase of the parameters \( \zeta, d \) and \( \kappa \) will decrease \( R_0 \) which leads to a reduce of the infection.

Fig. 2 illustrates the contour plot of \( R_0 \) depending on \( \beta \) and \( \upsilon \). The last contour plot of \( R_0 \) in illustrated in Fig. 4. We observe that when \( \beta = 1 \) and \( d = 0 \) the value of \( R_0 \) reaches its maximal value of \( 5.74 \times 10^2 \). By decreasing \( \beta \) from 1 to 0 and increasing \( d \) from 0 to 1, we observe that the value of \( R_0 \) gradually decreases and tends towards \( 8.75 \times 10^{-3} \) (corresponding to \( \beta = 0; d = 1 \)). This confirm the impact of the \( \beta \) and \( d \) in controlling the progression of the infection.

**Numerical simulations and discussion**

This section will illustrate our mathematical results by different numerical simulations. To this end, we will apply the algorithm given in [42] to solve the system (2). The parameters of our model representing the infection and the recovery rates are estimated from COVID-19 Morocco case [43]. The different used values of our parameters in our numerical simulations are given in Table 1.

Figure 5 shows the dynamics of COVID-19 infection during the period of observation for the case of the disease extinction. From this figure, we clearly observe that the curves representing to the deterministic model converge towards the endemic-free equilibrium \( E_I = (5.1 \times 10^2, 0, 0, 0) \). The curves that represent the stochastic model
fluctuate around the curves representing the deterministic ones. Moreover, it will be worthy to notice that in this case, the susceptible increase to reach their maximum and the other SIQR components that are the infected, the quarantined (the isolated) and the recovered vanish which means that the disease dies out. Within the used parameters in this figure (see Table 1), we have $R_0 = 0.95 < 1$ which indicates the die out of the infection. This is consistent with our theoretical findings concerning the extinction of SIQR infection.

The evolution of the infection for both the deterministic model and the stochastic with Lévy jumps model is illustrated in Fig. 6 in the case of the disease persistence. Regarding the depicts of this figure, we can see that the plots corresponding to the deterministic model converge towards the endemic equilibrium $E^* = (4.34 \times 10^3, 117.17, 83.69)$. The fluctuation around the endemic equilibrium $E^*$ is clearly remarked for the stochastic numerical results. We note that in this epidemic situation,
all the four SIQR compartments, i.e. the susceptible, the infected, the quarantined (the isolated) and the recovered remain at constant level which means that the disease persists. Within the used parameters in this figure (see Table 1), we have $R_0 = 31.12 > 1$ which indicates the persistence of the infection. This is consistent with our theoretical findings concerning the infection persistence.

**Conclusion**

In this present work, a stochastic coronavirus model with Lévy noise is presented and analyzed. We have given a four compartments SIQR model representing the interaction between the susceptible, the infected, the quarantined (the isolated) and the recovered. A white noise as well as a Lévy jump perturbations are incorporated in all model compartments. We have proved the existence and the uniqueness of the global positive solution for the stochastic COVID-19 epidemic model which ensures the well-posedness of our mathematical model. By using some appropriate functionals, we have shown that the solution fluctuates around the steady states under sufficient conditions. Different numerical results support our theoretical findings. Indeed, the extinction of the disease is observed for the basic reproduction number less than unity. However, the persistence of the disease is observed for the basic reproduction number greater than one. Moreover, the fluctuation of the stochastic solution around the disease-free equilibrium is observed for the extinction case and the fluctuation of the stochastic solution around the endemic equilibrium is observed for the persistence case.
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