A Soft Clustering Approach to Detect Socio-Ecological Landscape Boundaries Using Bayesian Networks
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Abstract: Detecting socio-ecological boundaries in traditional rural landscapes is very important for the planning and sustainability of these landscapes. Most of the traditional methods to detect ecological boundaries have two major shortcomings: they are unable to include uncertainty, and they often exclude socio-economic information. This paper presents a new approach, based on unsupervised Bayesian network classifiers, to find spatial clusters and their boundaries in socio-ecological systems. As a case study, a Mediterranean cultural landscape was used. As a result, six socio-ecological sectors, following both longitudinal and altitudinal gradients, were identified. In addition, different socio-ecological boundaries were detected using a probability threshold. Thanks to its probabilistic nature, the proposed method allows experts and stakeholders to distinguish between different levels of uncertainty in landscape management. The inherent complexity and heterogeneity of the natural landscape is easily handled by Bayesian networks. Moreover, variables from different sources and characteristics can be simultaneously included. These features confer an advantage over other traditional techniques.
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1. Introduction

Most of the rural areas of Europe have been transformed by humans and can be considered cultural landscapes. Cultural landscapes are the result of slow, long-term complex interactions between social and natural systems [1]. They are adaptive socio-ecological systems [2–4], having properties of complex systems [3]: cross-scale linkages, uncertainty, nonlinear dynamics, system memory, and heterogeneity (these landscapes are frequently a mosaic with different degrees of ecological maturity [6]). Cultural landscapes are multi-functional heterogeneous systems, where traditional agriculture, with extensive and semi-extensive land-uses, is an essential part. Traditionally, mapping cultural landscapes has been an important task for planning and conservation.

The characterization and mapping of cultural landscapes, as socio-ecological systems, need to take its whole complexity into account [7], considering both biophysical and socio-economic variables. In this way, the maps should show socio-ecological units, assigning clear spatial boundaries [8,9]. These socio-ecological maps can be used in the study of scenarios of change and, therefore, in the management of the sustainability. The drivers of change (e.g., emigration, aging or land-use changes, including intensification) [10,11] will transform the socio-ecological landscape, modifying not only spatial units but also spatial boundaries, affecting the delivery of ecosystem services.
To obtain these maps, objective classification methods have been applied, using remote sensing, GIS software and statistics [12,13]. Moreover, many methods have been proposed for boundary detection in spatial analysis. These methods can be classified according to the nature of the data [14]: when data are qualitative, ordinal or nominal, Wombling [15] can be applied. If data are quantitative and contiguous, two kinds of methods can be used: (i) local boundary detectors using window approaches [16] or kernel filters [17,18]; (ii) hierarchical boundary detectors using wavelets [19]. Finally, if data are not contiguous, triangulation-Wombling or spatial clustering methods can be applied [13].

Boundary detection techniques consist of computing the rate of change of one or more variables according to a spatial direction. The boundary corresponds to the spatial location where high rates of change occur [13]. On the other hand, spatial clustering methods consist of finding areas of relative homogeneity, in such a way that the objects in one area are similar to each other and dissimilar to the objects belonging to other areas [20,21], so that boundaries between different zones can be drawn. The major drawback of boundary detection techniques is to decide the level at which to consider rates of change as candidate boundary elements. Likewise, for spatial clustering methods, the level of similarity or number of clusters have to be decided by the researcher, which can involve a certain degree of subjectivity [13]. Moreover, spatial clustering methods usually find only sharp boundaries between adjacent units [18], which are unable to convey the uncertainty associated with boundaries.

A probabilistic approach to clustering could overcome the latter issue. In this regard, Bayesian Networks (BNs) provide a well-founded approach capable of dealing with uncertainty in complex systems [22,23]. Roughly speaking, BNs are compact representations of the joint probability distribution over a set of variables, whose independence relationships are encoded by a directed acyclic graph [24]. BNs have increasingly been applied in ecology and environmental sciences, as several reviews and position papers point out [25–30], to solve a variety of problems, including clustering. BNs are valid tools for solving probabilistic clustering problems which, in contrast to traditional clustering, assign each object the probability of belonging to each cluster [31]. This approach is referred to as soft-clustering. We propose a new method to detect landscape boundaries, in terms of probabilistic clustering, using hybrid Bayesian networks. The probabilistic clustering algorithm based on hybrid BNs developed in [31] has been applied to a Mediterranean cultural landscape, where both environmental and socio-economic information are used to find the clusters. As a novelty, we have taken advantage of the probabilistic nature of the method to find the boundary zones. In our case study, boundary zones are detected as areas whose socio-ecological characteristics make them sufficiently different from any other identified cluster. Moreover, our method allows to determine the level at which a grid cell is considered either a boundary zone or a part of a sector.

2. Methodology

This section describes the study area and the method proposed. Since there is an extensive literature about the use of BNs in environmental sciences, only information appropriate to our study is described, and relevant references are provided.

2.1. Study Area

The study area is the Andarax catchment, a region in the south-easternmost part of Andalusia (Spain) that covers an area of 598 km$^2$ (Figure 1). It borders with Sierra de los Filabres in the North, Sierra Nevada in the West, Sierra de Gádor in the Southwest and Sierra Alhamilla in the Southeast. The Andarax river arises in the easternmost part of Sierra Nevada, joins its main tributary (the Nacimiento river) in its middle course and, finally, flows into the Mediterranean Sea.

The altitude of the study area ranges from 0 to 2500 m above the sea level. Its orographic diversity enables a wide variation in volume of rainfall and temperature, with rainier and colder areas being located in the mountain ranges, whereas drier and hotter
regions lie on the inner depressions among the ranges. Thus, the climatic conditions
determine a wide variety of landscapes, from alpine (Sierra Nevada) to semi-arid (Tabernas
desert), with fuzzy transitions between them in some cases.

Concerning the land-use and land cover, natural vegetation is predominant, with
more than 50% of the study area being occupied by shrubland and more than 20% by
forest. On the one hand, large areas of pine trees (*Pinus* sp.) and some relict areas of
Mediterranean forest with oak are found in the slopes of the mountain ranges, whereas
more than 40 different species of shrub occupy lower areas, with esparto grass (*Stipa
tenacissima*) being the most frequent one. On the other hand, plains located along the rivers
and streams are mainly used as croplands.

Regarding the socio-economy, the catchment is occupied by 51 municipalities, with
those located at low altitudes boasting greater wealth and higher levels of education, as
well as greater work opportunities and higher immigration rate. By contrast, municipalities
in the high mountains are characterized by depopulation and aging population.
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**Figure 1.** Geographic location (a); elevation above the sea level (b), along with the municipality limits (black) and the main river courses (blue); and land-uses (c) of the study area.

### 2.2. Data Collection and Preprocessing

The dataset comprises a set of social, economic and environmental variables selected
according to literature and expert knowledge [32]. Two different sources of information were used: the Andalusian Environmental Information Network provided the environmental information (retrieved 10 October 2014, from [http://www.juntadeandalucia.es/medioambiente/site/rediam](http://www.juntadeandalucia.es/medioambiente/site/rediam)), while the Andalusian Institute of Statistics and Cartography provided social and economic data (retrieved 19 October 2014, from [http://www.](http://www.)
and juntadeandalucia.es/institutodeestadisticaycartografia/sima/index2-en.htm) per municipality (Tables A1 and A2, in Appendix A).

In order to keep the number of variables relatively low, the basic levels of categorization were used for the ground-related variables, i.e., land-use, soil, geomorphology and lithology variables (Table A1). Moreover, these variables were discretized into 3 intervals with equal frequency to avoid problems related to zero-inflation. In the cases of extremely high concentration of values at 0, the discretization into equal frequency bins was carried out for the non-zero values, so that all zero values fall into the first interval.

All variables were expressed at the 1 km$^2$ grid scale. In the case of the environmental variables, the information was rasterized (if needed) and their averages were computed for each grid cell. On the other hand, the socio-economic variables were originally expressed at the municipality scale, therefore they had to be computed at the grid scale. In particular, grid cells falling inside a single municipality take the municipal values for the socio-economic variables, whereas grid cells falling between two or more municipalities take the weighted mean of the socio-economic variable, calculated according to the percentage of grid cell occupied by each municipality included in the cell. In this way all the information was expressed using the same 1 x 1 km grid. Finally, the complete dataset was composed of 44 variables (22 discretized) taking values over 23,061 km$^2$ cells.

2.3. Hybrid Bayesian Networks

A Bayesian network [24] is a statistical multivariate model for a set of variables $X = \{X_1, \ldots, X_n\}$, whose independence relations are encoded by the structure of an underlying Directed Acyclic Graph (DAG). More specifically, the DAG is composed of nodes that represent random variables ($X_i$) and links between pairs of nodes, representing statistical dependence between them. Each node $X_i$ has a conditional probability distribution $p(x_i | pa(x_i))$ attached, where $pa(x_i)$ represents the parents of $X_i$ in the DAG.

The main advantage of BNs is that the DAG structure provides information about the relationships between variables and makes it possible to identify which variables are relevant (or irrelevant) for some other variable of interest, based on the d-separation concept [24]. This allows us to simplify the Joint Probability Distribution (JPD) of the variables necessary to specify the model. Thus, BNs provide a compact representation of the JPD over all variables, defined as the product of the conditional distributions attached to each node, so that:

$$p(x_1, \ldots, x_n) = \prod_{i=1}^{n} p(x_i | pa(x_i)).$$

where $pa(x_i)$ is the set of parents of variable $x_i$ according to the DAG.

A hybrid BN is a BN that contains both discrete and continuous variables simultaneously. Dealing with hybrid data is not an easy task and various solutions have been proposed. In this paper, the Mixture of Truncated Exponential model (MTE) [33] has been applied. This solution proposes to divide the support of a continuous variable into several intervals and approximate its probability density within the interval by an exponential function, rather than by a constant, unlike in discretization methods. As a result, the more intervals used to divide the domain of the continuous variables, the higher the accuracy of the MTE model, but also its complexity, in terms of number of parameters. On the other hand, unlike conditional linear Gaussian Bayesian networks, MTEs do not impose restrictions on the model structure and are able to approximate any kind of distribution thanks to its high fitting power. More details about MTE models can be found in [34–36].

2.4. Unsupervised Classification Using Hybrid BNs

BNs have been successfully used for classification tasks. The simplest BN classifier is the Naive Bayes (NB) [37], a fixed structure whose class variable $C$ is the parent of all remaining variables $X_1, \ldots, X_n$, and these are considered independent of each other given
C (Figure 2). This strong independence assumption is compensated by the reduction in the number of parameters to be estimated from data, since in this case, it holds that:

\[
p(c | x_1, \ldots, x_n) \propto p(c) \prod_{i=1}^{n} p(x_i | c),
\]

which means that, instead of one \(n\)-dimensional conditional distribution, \(n\) one-dimensional conditional distributions are estimated. Despite this extreme independence assumption, the results are highly accurate in many cases, and for this reason, it has become a widespread Bayesian network classifier in the literature.

![Figure 2. Naive Bayes structure. Feature variables \(X_1, \ldots, X_n\) are independent given the value of the class variable \(C\).](image)

Classification tasks can be divided into two broad categories: supervised and unsupervised. Supervised classification consists in predicting the value of a discrete variable of interest, called the class \(C\), given the values of a set of predictive or feature variables, \(X_1, \ldots, X_n\). In other words, given a class variable \(C\), with \(k\) possible values, the goal of a supervised classifier is to obtain the probability that an object with observed features \(x_1, \ldots, x_n\) belongs to each class \(C = c_k\) and returns the most likely one.

On the other hand, unsupervised classification [21] is performed taking into account that no information about class variable \(C\) is given. In this regard, the goal of an unsupervised classifier is to find groups of elements based on their similarities. In this work, we follow the methodology proposed in [31,38] (Algorithm 1), which details the specific steps and algorithms, implemented in Elvira software [39]. In this approach, the class variable \(C\) is replaced by a hidden variable, \(H\), whose values are initially missing. \(H\) is included in the dataset to represent the membership of each case to the different clusters. In the first step, an initial model is learned with 2 clusters (\(k = 2\) for variable \(H\)) and the a priori probability distribution for \(H\) is defined as uniform (Algorithm 2). Using the data augmentation method [40] the initial model is refined to return the 2-clusters model with higher likelihood. This algorithm is an iterative procedure, similar to the Expectation Maximization algorithm [41], in which (i) the values for the \(H\) variable are simulated for each case in the dataset according to the probability distribution for \(H\); (ii) the parameters of the probability distribution of the variables in the model are re-estimated according to the new simulated data. This process is repeated until no improvement in likelihood is achieved. During this iterative process a validation is carried out by dynamically dividing the dataset into training and test sets (Algorithm 3). Once the best model for two clusters is obtained, the next step is to add a new cluster (Algorithm 4), by splitting one of the existing ones into two (increasing the number of states of variable \(H\)), and to perform the data augmentation again to optimize the parameters. If this new model improves the previous one in terms of likelihood it is accepted, and the process is repeated until the likelihood value of the model with \(k\) clusters does not improve with respect to the previous one. In that case, \(k - 1\) is the optimal number of clusters.

In this study, an unsupervised classification based on hybrid BNs with NB structure was carried out, where the class is a hidden variable, \(H\), that represents the socio-ecological sectors, and the features are the remaining 44 variables (Tables A1 and A2). As a result, the classifier returns the probability of each observation (grid cell) belonging to each socio-
ecological sector. This is in contrast with the so-called hard clustering methods like $k$-means and hierarchical clustering, which yield rules that assign each individual to a single group, therefore producing classes with sharp bounds.

**Algorithm 1:** Probabilistic clustering based on hybrid Bayesian networks for the landscape data set.

**Input:** The data set containing 2306 samples for the 44 variables $X = \{\text{Forest land}, \text{Homogeneous cropland}, \ldots, \text{Tertiary sector employment}\}$.

**Output:** A model $M$ to carry out the clustering.

1. Divide the data set into two parts: $\text{train}$ (80%) and $\text{test}$ (20%).
2. $M_0 \leftarrow \text{LearnInitialModel} (\text{train})$ (see Algorithm 2).
3. Let's denote the cluster variable as $H$ (hidden).
4. Add a data column $H$ with 0s to the $\text{train}$ data set.
5. $M_0 \leftarrow \text{DataAugmentation} (M_0, \text{train})$ (see Algorithm 3).
6. Add a hidden variable $H$ to $\text{test}$ by simulating values in $M_0$ from $f(h \mid d_i)$.
7. $L_0 \leftarrow \log$-likelihood $(M_0, \text{test})$.
8. repeat
   9. $L \leftarrow L_0$.
   10. $M_0 \leftarrow \text{AddCluster} (M_0)$ (see Algorithm 4).
   11. $M_0 \leftarrow \text{DataAugmentation} (M_0, \text{train})$ (see Algorithm 3).
   12. Update $H$ in $\text{test}$ by simulating values in $M_0$ from $f(h \mid d_i)$.
   13. $L_0 \leftarrow \log$-likelihood $(M_0, \text{test})$.
   14. if $L_0 > L$ then
      15. $M \leftarrow M_0$.
   16. until $L_0 < L$.
17. return $M$.

**Algorithm 2:** LearnInitialModel.

**Input:** The $\text{train}$ database with variables $X$.

**Output:** A model $M$ with variables $X$ and a hidden one $H$.

1. foreach $X_i$ in $X$ do
2. Learn an MTE potential $f(x_i)$ from $\text{train}$.
3. $f(x_i \mid h) \leftarrow f(x_i)$.
4. $P(h_0) \leftarrow 0.5$.
5. $P(h_1) \leftarrow 0.5$.
6. Let $M$ a naive Bayes model with distributions $P(H)$ and $f(x_i \mid h), \forall X_i \in X$.
7. return $M$.

Another advantage of the model that we use in this work (i.e., NB with MTE distributions) with respect to its natural competitor (NB with Gaussian distributions estimated using the EM algorithm) is that the resulting number of clusters is significantly lower for similar goodness of fit [38]. It means that the risk of spurious divisions between the socio-ecological sectors found is lower.
Algorithm 3: DataAugmentation.

Input: A model $M_0$ with hidden variable $H$ and a database $D$.
Output: The new model $M$ after refining it.
1 Divide $D$ into two datasets: train and test.
2 $L_0 \leftarrow$ log-likelihood ($M_0$, test).
3 $M \leftarrow M_0$.
4 repeat
5 $L \leftarrow L_0$
6 Update $H$ in train and test by simulating values in $M_0$ from $f(h | d_i)$.
7 $L_0 \leftarrow$ log-likelihood ($M_0$, test).
8 if $L_0 > L$ then
9 $M \leftarrow M_0$.
10 until $L_0 < L$;
11 return $M$.

Algorithm 4: AddCluster.

Input: A model $M_0$ with $n$ states in the hidden variable $H_0$.
Output: A new model $M$ with $n + 1$ states in the hidden variable $H$.
1 $M \leftarrow M_0$.
2 Let $h_1, \ldots, h_n$ be the states of the hidden variable $H$ in $M$.
3 Add a new state, $h_{n+1}$ to $H$.
4 Update the probability distribution of $H$ by re-computing the probability of $h_n$ and $h_{n+1}$ as follows:
5 $a \leftarrow p(h_n)/2$.
6 $p(h_n) \leftarrow a$.
7 $p(h_{n+1}) \leftarrow a$.
8 foreach feature $X_i$ in $M$ do
9 $f(x_i | h_{n+1}) \leftarrow f(x_i | h_n)$.
10 return $M$.

2.5. Boundary Detection

In spatial analysis, clustering or unsupervised classification means dividing the territory into several sectors whose members share common characteristics [21]. Following the methodology explained above, the model returns the probability of any grid cell belonging to each sector. Two possible approaches can be followed to determine which sector an observation belongs to: (i) the hard clustering approach, i.e., classify each observation into the sector with the highest probability value or (ii) the soft clustering approach, i.e., specify a minimum probability value to classify an observation as belonging to a sector; if no sector surpasses the threshold, the observation is classified as a boundary zone.

Table 1 shows an example of the results obtained from the model using each approach. If the first one is followed, each grid cell is classified as belonging to the sector $h$ with highest probability. In the example, the grid cell 1 is classified into Sector 1, with $P(H = 1) = 0.5$, and the grid cell 2 into Sector 3, with $P(H = 3) = 0.82$. In this way, no boundary zones are detected since all the observations are assigned to a sector. On the other hand, the second approach allows to identify observations that do not clearly belong to any sector. In the example, for a threshold value $t = 0.8$, the grid cell 1 is now classified as boundary, whilst the grid cell 2 is still assigned to Sector 3.

Our proposal follows the second approach by setting a probability threshold, $t$, so that an observation with $P(H = h) \geq t$ will be classified as belonging to sector $h$ (with $h = 1, \ldots, k - 1$). If this condition is not fulfilled for any sector, the observation will be classified as a boundary zone. In other words, boundary zones are not similar enough to the elements of any sector and, thus, they do not belong to any of them. Note that the
number of grid cells classified as boundary zones depends on the value chosen for $t$, i.e., the higher the value $t$ is, the higher the number of boundary cells obtained.

In this paper, different thresholds, $t = \{0.70, 0.75, 0.80, 0.85, 0.90, 0.95\}$ were adopted for boundary detection. Afterwards, the boundaries obtained were grouped in zones, according to the sectors they split. To identify whether or not these zones behave as boundaries, the Wilcoxon rank-sum hypothesis test was used to compare the boundary zone to each of the sector it separates. The original (non-discretized) data was used to perform the hypothesis tests.

Table 1. An example of the results obtained from the model, in which the probability of belonging to each of three sectors ($P(H = h)$, with $h = 1, 2, 3$) is presented. Max. Prob. refers to a classification based on the highest probability value. In contrast, the last column shows the probability threshold method for $t = 0.8$.

| Grid Cell | $P(H = 1)$ | $P(H = 2)$ | $P(H = 3)$ | Max. Prob. | $t = 0.8$ |
|-----------|------------|------------|------------|------------|-----------|
| 1         | 0.5        | 0.25       | 0.25       | 1          | Boundary  |
| 2         | 0.05       | 0.13       | 0.82       | 3          | 3         |
| ...       | ...        | ...        | ...        | ...        | ...       |
| 2306      | 0.71       | 0.18       | 0.11       | 1          | Boundary  |

3. Results and Discussion

The methodology applied yielded six socio-ecological sectors. The characteristics of each sector will be described in Section 3.1 and the boundaries found will be analyzed in Section 3.2.

3.1. Socio-Ecological Sectors

Figure 3 shows the identified socio-ecological sectors, where each observation is classified into the sector that returns the highest probability, i.e., no threshold is applied to find boundaries. A spatial longitudinal pattern from the upper to the lower river course was found, as well as an altitudinal gradient from the riverbed to the mountain peaks. The defining characteristics of each sector are outlined below, with the mean values of the most relevant variables, in standardized scores:

- Sector 1 comprises grid cells located at the upper river courses. This cluster is characterized by a high percentage of homogeneous crops ($z = 1.45$, i.e., it is 1.45 standard deviations above the mean, on average) and high percentage of luvisols ($z = 1.19$). The presence of shrubland is scarce in this region ($z = -0.7$), occupying less than 15% of the sector.

- Sector 2 comprises inner lowland grid cells, characterized by the predominance of the sedimentary material, which occupies more than 90% of the sector ($z = 1.27$). Furthermore, the annual temperature, the minimum temperature of the coldest month and the evapotranspiration (ETP) take higher-than-average values ($z > 1$). In this sector shrubs and homogeneous crops (mainly extensive areas of olive crops) coexist.

- Sector 3 comprises grid cells located in Sierra de Gádor, the southernmost mountain range on the study area. This sector is characterized by a high percentage of karst landscape ($z = 2.02$) and high percentage of lithosols ($z = 2.05$). In terms of land-use, this sector presents the lowest percentage of land occupied by both heterogeneous and homogeneous crops ($\leq 3\%$).

- Sector 4 comprises grid cells located in the uppermost parts of Sierra Nevada and Sierra de los Filabres. This sector is characterized by low temperatures (both, annual and minimum of coldest month, with $z < -1$) and ETP ($z = -1.13$), and high rainfall, especially summer rainfall and summer rainy days ($z > 1$). In terms of land-uses, this sector presents the highest percentage of land occupied by forest ($>72\%$) in comparison with the remaining sectors ($z = 0.93$).
• Sector 5 comprises grid cells at the lowest elevation and is mainly characterized by the socio-economic and climatic variables. More specifically, the Income Per Capita (IPC) is two standard deviations above the mean; moreover, the population growth is higher than in the remaining sectors ($z = 1.62$) whereas the proportion of population over 65 years old is lower ($z < -1.5$). Regarding the climatic variables, this sector shows high temperatures and ETP ($z > 1$) and low amount of rainfall and rainy days ($z < -1$).

• Sector 6 is mainly located at the foothills of Sierra de los Filabres, Sierra Nevada and Sierra Alhamilla. This sector is characterized by a population with lower IPC ($z = -0.69$), higher proportion of older people ($z = 0.62$) and higher emigration rate ($z = 0.6$).

Figure 3. Observations classified into the sector that returns the highest probability, along with the municipality limits and the main river courses of the study area.

The distribution of the socio-ecological variables in each sector can be seen in Figure A1 in Appendix B. The mean z-score of some relevant socio-ecological variables are shown in Table 2.
Table 2. Mean standardized scores of some socio-ecological variables by sector. For each variable, the highest mean is shown in green and the lowest in red.

| Variable             | Sector 1 | Sector 2 | Sector 3 | Sector 4 | Sector 5 | Sector 6 |
|----------------------|----------|----------|----------|----------|----------|----------|
| IPC                  | −0.2     | −0.04    | 0.37     | −0.25    | 2.05     | −0.69    |
| Primary SE           | 0.05     | −0.09    | 0.34     | 0.21     | −0.77    | −0.16    |
| Aging                | 0.14     | −0.33    | 0.09     | 0.21     | −1.57    | 0.62     |
| No studies           | −0.38    | 0.27     | −0.04    | −0.21    | −0.96    | 0.7      |
| Emigration           | 0.05     | −0.2     | −0.1     | −0.28    | 0.14     | 0.6      |
| Forest               | −0.47    | −0.43    | −0.08    | 0.95     | −0.24    | −0.29    |
| Homogeneous crops    | 1.45     | 0.33     | −0.44    | −0.44    | −0.04    | −0.37    |
| Heterogeneous crops  | 0.41     | 0.18     | −0.29    | −0.16    | −0.23    | 0.06     |
| Annual temperature   | 0.06     | 1.01     | −0.41    | −1.17    | 1.37     | 0.11     |
| Annual rainfall      | 0.18     | −0.68    | 0.36     | 0.94     | −1.21    | −0.37    |

3.2. Socio-Ecological Boundary Areas

Figure 4 shows the boundary zones found using different thresholds, \( t = \{0.70, 0.75, 0.80, 0.85, 0.90, 0.95\} \). The boundary zones are already visible from the lowest threshold \( t = 0.7 \), and they get thicker as the threshold gets higher, i.e., as \( t \) increases, so does the size of the boundary area. This is due to adding additional observations to the ones previously classified as boundary. Further analyses were performed for the boundaries found with \( t = 0.95 \), as they are larger.

Figure 5 shows the boundary areas classified in groups according to the sectors they separate. The boundary zones have been named after the sectors they split, for instance, \( B_{16} \) refers to the boundary area that is in between Sectors 1 and 6. Figures A2–A7 show the boxplots of the socio-ecological variables within each boundary zone and their adjacent sectors, indicating whether or not significant differences are found between them. The description of each boundary zone is presented below.

- **\( B_{16} \):** This boundary zone separates Sectors 1 (upper river area) and 6 (foothills) and is mainly located along the middle course of the Nacimiento river, at a lower elevation than the other two sectors. From the socio-economic point of view, the boundary zone seems to be more similar to Sector 6 than 1, as the medians of most variables are closer and no statistically significant differences are found in many cases (Figure A2). In terms of lithology, while Sector 1 is predominantly sedimentary and Sector 6 is metamorphic, the boundary zone is mixed, showing statistically significant differences with both sectors. Concerning land-uses, Sector 1 is largely covered by herbaceous crops and Sector 6 by shrubland. However, the boundary zone is predominantly covered by forest, showing statistically significant differences with both sectors. Finally, regarding the climate variables, the lower elevation at which the boundary zone is located determines its hotter and drier conditions, with the hypothesis test performed yielding significant differences between the boundary and both sectors, in most cases.

- **\( B_{25} \):** This boundary zone divides Sectors 2 (inner lowlands) and 5 (wealthier land). In general, the statistical test yielded significant differences regarding the socio-economic and climate variables (Figure A3). In terms of the economic variables (unemployment, IPC and sector employment), the boundary zone is more similar to Sector 5 than 2. Regarding the remaining social and climate variables, the boundary zone takes intermediate values between the two sectors, yielding statistically significant differences, in most cases.

- **\( B_{26} \):** This boundary zone divides Sectors 2 (inner lowlands) and 6 (foothills). The transition in altitude is reflected in the climatic conditions of the boundary area, as it shows intermediate values between both sectors, showing statistically significant
differences between the boundary zone and each sector, in most cases (Figure A4). In terms of land-uses, significant differences were not found between the boundary zone and Sector 6, whereas Sector 2 and the boundary zone present significant differences regarding, homogeneous crops, shrubland and built-up land. Regarding the socio-economic variables, significant differences were found between the boundary zone and Sector 2 in five out of 13 variables and between the boundary area and Sector 6 in 10 out of 13 variables. Therefore, this boundary zone is more similar to Sector 2 from the socio-economic point of view and more similar to Sector 6 from the land-use point of view, but with warmer and drier climate conditions.

• **B46**: This boundary zone is located between Sectors 4 (high mountain) and 6 (foothills). As occurred in boundary B26, the transition in altitude causes a shift in the climate variables, with the boundary zone taking intermediate values with respect to the two sectors (Figure A5). Regarding land-uses, the boundary zone shows differences with the two sectors, presenting a higher coverage of homogeneous and heterogeneous crops, a coverage of forest similar to Sector 6 and a coverage of shrubland intermediate between the two sectors. Concerning the socio-economic variables, significant differences were found between the boundary zone and Sector 4 in all variables and between the boundary zone and Sector 6 in five out of 13 variables.

• **B146**: This boundary zone divides Sectors 1 (upper river courses), 4 (high mountains) and 6 (foothills). From the socio-economic point of view, it completely lies within one municipality, and therefore, the values of these variables in this zone hardly vary (Figure A6). Regarding land-uses, this boundary is more similar to Sector 6, due to its dominance of shrubland, and shows significant differences with the other two sectors in most variables. Concerning the climate variables, the boundary zone takes intermediate values between Sectors 4 and 6, with the statistical test yielding significant differences in all cases.

• **B12346**: Finally, this boundary zone is a highly heterogeneous a complex area that divides a total of five sectors. It is located between two mountain ranges, Sierra de Gádor and Sierra Nevada, and covers part of the middle course of the main river of the catchment (Figure A7).

Our results show a set of grid cells classified as boundaries according to the probabilistic threshold 0.95, but maps with other thresholds can also be obtained (Figure 4). The catchment studied is a cultural landscape (a socio-ecological system) that can be considered a nested system, so it can be studied and analyzed from local to regional to global scales [42]. We consider this cultural landscape at the regional scale and socio-ecological sectors or units at the local scale. Therefore, every socio-ecological sector or unit is the result of the interactions between natural and socioeconomic components (variables) at the local scale. At the regional scale, the spatial structure of units or sectors defines socio-ecological tendencies that can change due to internal or external drivers of change. Our study identifies two ecological tendencies or gradients, the altitudinal (Sectors or Units 3, 4 and 6) and the river gradients (Sectors or Units 1, 2 and 5) and one socioeconomic tendency, from Sector or Unit 6 (higher emigration rate and older people) to Sector or Unit 5 (younger people and high IPC), that defines the catchment structure. Some authors [43,44] argue that characterizing these gradients provides a more realistic representation of the spatial heterogeneity [45] and the manner in which organisms perceive and interact with the landscape mosaic.
The importance of boundaries has been emphasized in the literature [46,47]. Ecological boundaries usually behave as interface areas between adjacent ecosystems or communities over which significant transfers of nutrients and energy take place [14], while social boundaries respond to different aspects of society and hardly ever coincide with the ecological ones [48]. In the context of the socio-ecological system, it is necessary to define homogeneous areas that respond to both the social and ecological characteristics of a territory. Nevertheless, the literature shows that more often than not only ecological or social boundaries are detected, instead of the socio-ecological ones [49]. Our methodological approach allows both qualitative and quantitative data to be included in the same model, making it possible to properly manage the socio-ecological complexity. It means that both sectors and boundary areas were detected based on natural and social characteristics, instead of climatic conditions or political limits only. These boundaries respond to natural forces but, also, are determined by social structures, which make them a mixture of both investigative and tangible boundaries [46].
Figure 5. Boundary zones according to the sector they separate (marked in different colors).

Several methods have been proposed for boundary detection in spatial analysis, including Wombling [50], GIS-based approaches [51,52] or spatial clustering methods [53–56]. Spatial clustering methods are very valuable approaches in spatial analysis [57,58]. However, some authors [13,14] identify certain problems related to most of these methods: (i) the researcher needs to select the level of similarity for the agglomerative algorithms or the number of clusters a priori (k-means); (ii) the observations have a known cluster membership but all boundaries are identified as sharp ones without taken uncertainty into account [32,49], i.e., the location of transitional boundaries between spatial clusters are unknown. Our approach is framed within the latter group and solves both problems, as the optimal number of clusters is obtained in an iterative process during the model-learning step, and the probability of an observation belonging to each sector is returned, which allows the identification of transitional boundaries. Moreover, a remarkable advantage of our approach over other methods is that the model learning is completely independent of the threshold applied to find boundaries, i.e., once the probabilities are computed, experts can decide which threshold is most appropriate to their specific problem. To our knowledge, the applicability of BNs for spatial identification of socio-ecological sectors and boundaries had not been studied so far.

The methodology proposed allows the identification of socio-ecological boundaries as transitional zones. A transition can be defined as a gradual process of system change in which the structural characteristics of the system transforms [59]. Humans influence the process of system change through climate change [60,61], intensification [11] or rural abandonment [62], changing the direction, size and speed of change, disrupting the socio-ecological structure of the cultural landscape. Therefore, a proper catchment planning needs both the spatial structure and the spatial location of the socio-ecological boundaries, which can play an essential role as “alert systems”.

4. Conclusions

The catchment selected as a case study comprises a complex socio-ecological system, whose main characteristic is its heterogeneity, which was easily handled by the method proposed. In this sense, the obtained sectors identified the socio-ecological spatial structure of the catchment through (i) its altitudinal gradient, comprising Sector 3 (medium-high mountains with scarce crops), Sector 4 (high mountains with high dominance of pine tree
forest) and Sector 6 (foothills, with high emigration rate and aging population); (ii) its main river gradient, comprising Sector 1 (corresponding to the headwaters of the main rivers, with high presence of homogeneous crops), Sector 2 (middle course of the rivers, with rainfed olive groves and Mediterranean shrubs) and Sector 5 (low course of the Andarax river, corresponding to the wealthiest region of the catchment); and (iii) a socioeconomic tendency, from Sector 6 (higher emigration rate and older people) to Sector 5 (younger people and high IPC). Furthermore, the probabilistic model allowed the identification of boundaries between different sectors, which behave as socio-ecological transition zones. Identifying these boundary zones is utterly important for landscape planning since they can act as alert systems for climate, land-use or socio-economic changes, which may affect the socio-ecological structure of the landscape and, therefore, its functions and provision of benefits to society.

It is worth noting that the sectors and boundaries identified do not coincide with municipal limits, but instead answer to the natural and social characteristics of the territory. This realistic classification could have multiple applications in landscape management, since the management should consider the socio-ecological limits and not only the administrative ones, and also in ecosystem services modeling, where these socio-ecological sectors and boundaries could be used as units for data sampling since they are provider and beneficiary units of ecosystem services.

The case study proposed demonstrated that BN models are able to efficiently manage the complexity and heterogeneity in a territory, providing decision-makers with a new methodological approach to understand and solve real problems, which contributes to the advancement of sustainable land-use management. The probabilistic nature of the proposed methodology would allow experts and stakeholders to distinguish different levels of uncertainty in their process of decision-making in managing a landscape. Moreover, the ability to include variables from different sources and characteristics (units, ranges, continuous and discrete) makes it possible to include social, economic and natural variables in the model.

This paper can be regarded as an initial step in boundary detection using BNs. Accordingly, some further research can now be identified. In this respect, boundaries exist not only in space, but also over time. BNs allow scenarios of change to be studied, which means that information relating to climate change, land-use change or even political decisions can be included in the model in order to predict the behavior of the territory (including the boundaries). This approximation is widely used in environmental modeling using BNs. However, the predictions made cannot be pinned down to any specific moment in time. For that reason, the so-called dynamic BNs were proposed, which are able to handle time-series data directly and make predictions for a specific moment in time. Therefore, as future work, the presented methodology could be adapted to model changes over time.

Another limitation of our approach was the NB structure, meaning that we did not really take advantage of the potential relations between the study variables. Hence, another path for future work is the development of more complex models using other classifier structures like the so-called Tree Augmented Naive Bayes (TAN) [37] and k-dependence Bayesian classifiers (kdB) [63]. One advantage of using the MTE framework within these models is that it is allowed to define a conditional distribution over a discrete variable with continuous parents, which is forbidden in the case of the Gaussian model, and thus, the exploration of such more complex structures is theoretically possible.
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Appendix A. Description of Variables

| Group       | Variable            | Definition                                                                 | Range                                |
|------------|---------------------|---------------------------------------------------------------------------|--------------------------------------|
| Land use   | Forest land         | % of land occupied by forest trees or pastures, sometimes combined with shrubs | 0 = [0, 11] (n = 768) 1 = (11, 52] (n = 770) 2 = (52, 100] (n = 768) |
| Land use   | Homogeneous cropland| % of land occupied by herbaceous or woody monocultures                    | 1 = (0, 15] (n = 505) 2 = (15, 100] (n = 502) |
| Land use   | Heterogeneous cropland| % of the land occupied by mixtures of herbaceous and woody crops or mixtures of crops and natural vegetation | 0 = 0 (n = 1538) 1 = [0, 7] (n = 385) 2 = (7, 100] (n = 383) |
| Land use   | Shrubland           | % of land occupied by shrubs with absence of trees                         | 0 = [0, 11] (n = 768) 1 = (11, 63] (n = 768) 2 = (63, 100] (n = 770) |
| Land use   | Human infrastructure| % of urban, industrial and commercial areas, landfills, mining deposits and communication infrastructures | 0 = 0 (n = 1851) 1 = [0, 5] (n = 228) 2 = (5, 100] (n = 227) |
| Land use   | Greenhouse          | % of high yield irrigated crops under controlled conditions               | 1 = (0, 2] (n = 75) 2 = (2, 100] (n = 73) |
| Soil       | Cambisols           | % of cambisols                                                             | 0 = 0 (n = 1092) 1 = [0, 99] (n = 361) 2 = (99, 100] (n = 853) |
| Soil       | Fluvisols           | % of fluvisols                                                             | 0 = 0 (n = 1867) 1 = [0, 57] (n = 220) 2 = (57, 100] (n = 219) |
| Soil       | Lithosols           | % of lithosols                                                             | 0 = 0 (n = 1809) 1 = [0, 99] (n = 228) 2 = (99, 100] (n = 269) |
| Soil       | Luvisols            | % of luvisols                                                              | 0 = 0 (n = 2182) 1 = [0, 45] (n = 63) 2 = (45, 100] (n = 61) |
| Soil       | Regosols            | % of regosols                                                              | 0 = 0 (n = 1719) 1 = [0, 88] (n = 294) 2 = (88, 100] (n = 293) |
| Soil       | Xerosols            | % of xerosols                                                              | 0 = 0 (n = 2088) 1 = [0, 76] (n = 150) 2 = (76, 100] (n = 148) |
| Geomorphology | Anthropic       | % of anthropic geomorphological type                                       | 0 = 0 (n = 2284) 1 = [0, 9] (n = 12) 2 = [9, 45] (n = 10) |
| Geomorphology | Gravitational | % of gravitational geomorphological type                                  | 0 = 0 (n = 1921) 1 = [0, 29] (n = 193) 2 = (29, 100] (n = 192) |
| Geomorphology | Denudational | % of denudational geomorphological type                                   | 0 = 0 (n = 1674) 1 = [0, 64] (n = 317) 2 = (64, 100] (n = 315) |
Table A1. Cont.

| Group           | Variable    | Definition                              | Range                        |
|-----------------|-------------|-----------------------------------------|------------------------------|
| Geomorphology   | Structural  | % of structural geomorphological type   |                              |
|                 |             | 0 = 0 \( (n = 830) \)                  |                              |
|                 |             | 1 = (0, 99] \( (n = 740) \)            |                              |
|                 |             | 2 = (99, 100] \( (n = 736) \)          |                              |
|                 |             | 0 = 0 \( (n = 1598) \)                 |                              |
| Geomorphology   | Fluvial     | % of fluvial geomorphological type      |                              |
|                 |             | 0 = 0 \( (n = 2264) \)                 |                              |
|                 |             | 1 = (0, 23] \( (n = 22) \)             |                              |
|                 |             | 2 = (23, 100] \( (n = 2100) \)         |                              |
| Geomorphology   | Glacial     | % of glacial geomorphological type      |                              |
|                 |             | 0 = 0 \( (n = 20) \)                   |                              |
|                 |             | 1 = (0, 22] \( (n = 22) \)             |                              |
|                 |             | 2 = (22, 100] \( (n = 2100) \)         |                              |
| Geomorphology   | Karst       | % of karst geomorphological type        |                              |
|                 |             | 0 = 0 \( (n = 20) \)                   |                              |
|                 |             | 1 = (0, 74] \( (n = 321) \)            |                              |
| Lithology       | Metamorphic | % of metamorphic rock                  |                              |
|                 |             | 0 = (0, 55] \( (n = 769) \)            |                              |
|                 |             | 1 = (55, 99] \( (n = 2264) \)          |                              |
| Lithology       | Sedimentary | % of sedimentary rock                  |                              |
|                 |             | 0 = (0, 99] \( (n = 22) \)             |                              |
|                 |             | 1 = (99, 100] \( (n = 2100) \)         |                              |
| Lithology       | Plutonic    | % of plutonic rock                     |                              |
|                 |             | 0 = (0, 22] \( (n = 22) \)             |                              |

Table A2. Description of the socio-economic and climatic variables.

| Group          | Variable                   | Definition                                                                 | Range                        |
|----------------|----------------------------|----------------------------------------------------------------------------|------------------------------|
| Social         | Population natural growth | Growth of the population, computed as the difference between the number of births and deaths | \([-25, 782]\)               |
| Social         | Aging                      | % of people older than 65 years                                             | \([6.73, 48.91]\)            |
| Social         | No studies                 | % of people who do not have any level of educational attainment, including illiterates (computed from people over 16) | \([2.67, 72.06]\)            |
| Social         | Primary studies            | % people whose maximum level of education attained is elementary school (computed from people over 16) | \([4.51, 49.25]\)            |
| Social         | Secondary studies          | % people whose maximum level of education attained is high school (computed from people over 16) | \([16.18, 56.59]\)           |
| Social         | Tertiary studies           | % people whose maximum level of education attained is a university degree (computed from people over 16) | \([1.63, 16.33]\)            |
| Social         | Emigration                 | % of emigrants                                                             | \([1.37, 21.45]\)            |
| Social         | Immigration                | % of immigrants                                                            | \([1.42, 15.33]\)            |
| Economic       | Income per capita          | Average net income declared (€)                                             | \([5178, 18184]\)           |
| Economic       | Unemployment               | % of workforce that is unemployed                                           | \([3.97, 43.48]\)            |
| Economic       | Primary sector employment  | % of people working in the primary sector                                   | \([0.59]\)                   |
| Economic       | Secondary sector employment| % of people working in the secondary sector                                  | \([7.69, 43.95]\)            |
| Economic       | Tertiary sector employment | % of people working in the tertiary sector                                   | \([0.26, 26.92]\)            |
| Climate        | Coldest month temperature  | Minimum temperature of the averages of the minimum daily temperatures (°C) over the period 1961–2000 | \([0.7, 12.58]\)            |
| Climate        | Annual temperature         | Average annual mean temperature (°C) over the period 1961–2000              | \([7.32, 18.93]\)            |
| Climate        | Spring rainfall            | Average spring total rainfall (mm) over the period 1961–2000                | \([16.94, 56.56]\)           |
| Climate        | Summer rainfall            | Average summer total rainfall (mm) over the period 1961–2000                | \([3.32, 14.37]\)            |
| Climate        | Annual rainfall            | Average annual total rainfall (mm) over the period 1961–2000                | \([172, 639.49]\)            |
| Climate        | Annual number of rainfall days | Average number of annual rainy days over the period 1961–2000           | \([8.21, 26.65]\)            |
| Climate        | Spring number of rainfall days | Average number of vernal rainy days over the period 1961–2000           | \([2.08, 5.38]\)            |
| Climate        | Summer number of rainfall days | Average number of estival rainy days over the period 1961–2000         | \([1.48, 6.12]\)            |
| Climate        | Evapotranspiration rate    | Average annual evapotranspiration of reference (mm) over the period 1961–2000 | \([541.99, 951.20]\)       |
Appendix B. Socio-Ecological Variables by Sector

Figure A1. Boxplots of the socio-ecological variables per socio-ecological sector. IPC, Income Per Capita; Pop. growth, population growth; geomorph., geomorphology; ETP, evapotranspiration rate; T, temperature; Tmin, minimum temperature.
Appendix C. Comparison Sector-Boundary

Figure A2. Comparison of the socio-ecological variables between Sectors 1 and 6 and the boundary between them (B16). Statistical significance is shown as: ns: \( p \)-value > 0.05; *: \( p \)-value ≤ 0.05; **: \( p \)-value ≤ 0.01; ***: \( p \)-value ≤ 0.001; ****: \( p \)-value ≤ 0.0001.
Figure A3. Comparison of the socio-ecological variables between Sectors 2 and 5 and the boundary between them (B25). Statistical significance is shown as: ns: $p$-value > 0.05; *: $p$-value ≤ 0.05; **: $p$-value ≤ 0.01; ***: $p$-value ≤ 0.001; ****: $p$-value ≤ 0.0001.
Figure A4. Comparison of the socio-ecological variables between Sectors 2 and 6 and the boundary between them (B26). Statistical significance is shown as: ns: $p$-value > 0.05; *: $p$-value $\leq$ 0.05; **: $p$-value $\leq$ 0.01; ***: $p$-value $\leq$ 0.001; ****: $p$-value $\leq$ 0.0001.
Figure A5. Comparison of the socio-ecological variables between Sectors 4 and 6 and the boundary between them (B46). Statistical significance is shown as: ns: p-value > 0.05; *: p-value ≤ 0.05; **: p-value ≤ 0.01; ***: p-value ≤ 0.001; ****: p-value ≤ 0.0001.
Figure A6. Comparison of the socio-ecological variables between Sectors 1, 4 and 6 and the boundary among them (B146). Statistical significance is shown as: ns: p-value > 0.05; *: p-value \leq 0.05; **: p-value \leq 0.01; ***: p-value \leq 0.001; ****: p-value \leq 0.0001.
Figure A7. Comparison of the socio-ecological variables between sectors 1, 2, 3, 4 and 6 and the boundary among them (B12346). Statistical significance is shown as: ns: p-value > 0.05; *: p-value ≤ 0.05; **: p-value ≤ 0.01; ***: p-value ≤ 0.001; ****: p-value ≤ 0.0001.
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