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Abstract

Variable selection is a classic problem in statistics. In this paper, we consider a Bayes variable selection problem based on spike-and-slab prior with mixed normal distribution proposed by Roˇcková and George (2014). Motivated by Ormerod and You (2017, 2023), we use the variational inference and collapsed variational inference method to solve the Bayesian problem instead of MCMC. Like Ormerod and You (2017, 2023), we also explain how the sparsity estimator is induced, and under certain mild assumptions, we also prove the consistent and asymptotic results.
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1 Introduction

Variable selection is an important part of statistical analysis and inference, the methods of variable selection mainly include criteria method [23, 2], penalty method [22, 6] and Bayesian method [5]. Overviews of recent developments in variable selection are [1, 13]. Bayesian methods have many advantages, the penalty method has a corresponding Bayesian interpretation, such as Ridge regression corresponding to the normal prior of the regression coefficient, and lasso corresponding to the Double Exponential prior of the regression coefficient. A good choice of prior could induce closed form expressions for a given model. When extracting information from the posterior to identify promising subset models, the Markov chain Monte Carlo (MCMC) [4] stochastic search or SSVS (Stochastic Search Variable Selection) [8] approach is often used to identify high probability models. However, MCMC and SSVS are too slow when p is large.

A popular scalable alternative is variational Bayesian (VB) [7], which approximates the posterior by solving an optimization problem. It is computationally efficient for Bayesian inference [14]. The mean-field [16] is usually used for the variational family. This sparse variational family has been employed in various settings [19, 20, 31]. Furthermore, in recent researches, some theoretical properties and guarantees are proposed, which shows that VB is useful in Bayesian analysis [27, 28, 29, 32, 10, 3, 25].

In this paper, we consider the Bayesian variable selection problem with the continuous conjugate version of the “spike-and-slab” normal mixture prior proposed by Roˇcková and George (2014) [21]. Motivated by Ormerod et al. (2017, 2023) [15, 30], we use the variational inference method to solve the Bayesian problem, and we also get the similar properties and results as Ormerod et al. (2017, 2023). Our main contributions are as follows:

(i) we show how the sparsity estimator is induced;
(ii) we prove the consistence of the estimator and variable selection in our algorithm.
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Jin Wang (2016) also considers the same prior proposed by Roˇckov´a and George (2014), and also uses the VB to solve the problem, but this paper is different from the following points:

(i) Part of the prior is different. The prior of the regression coefficient in this paper is not related to the variance of the random error term, but [26] is the opposite. In addition, we treat some parameters as hyperparameters, while [26] treats them as random variable.

(ii) The algorithm is different. We only use VB to solve the Bayesian problem, but [26] uses VB and EM algorithm to solve the Bayesian problem.

(iii) The assumptions and some theoretical results are different. We analyze the changes of parameters in the iterative process of the algorithm and explain the reasons for the sparsity; but [26] has no corresponding results. In addition, [26] assumes that the observation value $x_i \in \mathbb{R}^p (1 \leq i \leq n)$ of each independent variable is a non-random variable, but some assumptions are required for the design matrix $X$, and the consistency result of variable selection is proved under this assumption; However, we assume that the observed value $x_i \in \mathbb{R}^p (1 \leq i \leq n)$ of each independent variable is a random variable and independent and identically distributed. Under this assumption, we not only prove the consistency result of variable selection, but also prove consistency results for the estimation of the regression coefficient and the variance of the random error term.

2 Linear Regression Model Setup

Suppose there are $n$ independent and identically distributed samples $(y_i, x_i), 1 \leq i \leq n$, where $y_i$ is the response variable, $x_i \in \mathbb{R}^p$ is an independent variable, let $y = (y_1, y_2, \cdots, y_n)^T$, the design matrix $X \in \mathbb{R}^{n \times p}$, the $i$-th row element is $x_i^T$ and

$$y | \beta, \sigma^2 \sim N_n(X\beta, \sigma^2 I_n)$$

(1)

where $\beta = (\beta_1, \beta_2, \cdots, \beta_p)^T \in \mathbb{R}^p$, $\beta$ is the regression coefficient, $\sigma^2 > 0$.

We consider the spike-and-slab prior of $\beta$ in [21]

$$\pi(\beta_j | \sigma, \gamma_j) = \begin{cases} N(0, v_0), & \text{if } \gamma_j = 0 \\
N(0, v_1), & \text{if } \gamma_j = 1 \end{cases}$$

where $\gamma = (\gamma_1, \gamma_2, \cdots, \gamma_p)^T$, $\gamma_j \in \{0, 1\}$ is the indicator variable, When $\gamma_j = 1$, it means that the $j$-th variable should be included in the model (1). And $v_1 > v_0 > 0$. This prior is different from Ormerod et al. (2017), in Ormerod et al. (2017) [15], $\beta$’s distribution is not related with $\gamma$. For $\gamma$, this paper assumes that $\gamma_j (1 \leq j \leq p)$ are independent and all obey the binomial distribution with mean $\rho$. Without any other prior information, we take $\rho = 0.5$. For $\sigma^2$, we consider its conjugate distribution: Inverse gamma distribution, that is, $\sigma^2 \sim IG(A, B)$, same as [8], we take $A = B = 0.5$. Therefore, the hierarchical model in this paper can be expressed as

$$\pi(y | \beta, \sigma^2) \sim N_n(X\beta, \sigma^2 I_n), \quad \pi(\sigma^2) \sim IG(A, B)$$

$$\pi(\beta | \gamma, v_0, v_1) \sim N_p(0, C\gamma), \quad \pi(\gamma | \rho) \propto \rho^\sum_{j=1}^p \gamma_j \cdot (1 - \rho)^{p - \sum_{j=1}^p \gamma_j}$$

(2)
where \( C_{\gamma} = \text{diag}(c_1, c_2, \ldots, c_p) \), \( c_j = (1 - \gamma_j)v_0 + \gamma_jv_1 \), \( 1 \leq j \leq p \), and \( \rho \in (0, 1) \). \( A > 0, B > 0, v_1 > v_0 > 0 \) are all hyperparameters. So the joint distribution is

\[
\pi(\beta, \sigma^2, \gamma, y) \\
\propto \pi(y|\beta, \sigma^2) \cdot \pi(\beta|\gamma, v_0, v_1) \cdot \pi(\sigma^2) \cdot \pi(\gamma|\rho)
\]

\[
\propto (\sigma^2)^{-\frac{n}{2}} \cdot \exp \left\{ -\frac{1}{2\sigma^2} \|y - X\beta\|^2 \right\}
\]

\[
\cdot \prod_{j=1}^{p} [(1 - \gamma_j) v_0 + \gamma_j v_1]^{-\frac{1}{2}} \cdot \exp \left\{ -\frac{1}{2} \beta^T C_{\gamma}^{-1} \beta \right\}
\]

\[
\cdot \rho^{\sum_{j=1}^{p} \gamma_j} \cdot (1 - \rho)^{p - \sum_{j=1}^{p} \gamma_j} \cdot (\sigma^2)^{A-1} \cdot \exp \left\{ -\frac{B}{\sigma^2} \right\}
\]

where \( \| \cdot \| \) is the vector’s 2-norm. Henceforth

\[
\ln \pi(y, \beta, \sigma^2, \gamma) = \left( -A - \frac{n}{2} - 1 \right) \ln \sigma^2 - \frac{1}{2\sigma^2} \|y - X\beta\|^2
\]

\[
-\frac{1}{2} \sum_{j=1}^{p} \ln[(1 - \gamma_j) v_0 + \gamma_j v_1] - \frac{1}{2} \beta^T C_{\gamma}^{-1} \beta
\]

\[
-\frac{B}{\sigma^2} + \sum_{j=1}^{p} \gamma_j \ln \left( \frac{\rho}{1 - \rho} \right) + \text{constant}
\]

Next, we consider the variational inference method to solve this problem. The choices for the factorization of \( q(\beta, \sigma^2, \gamma) \) is \( q(\beta)q(\sigma^2) \prod_{j=1}^{p} q(\gamma_j) \). The density \( q(\beta) \) is given by:

\[
q(\beta) \propto \exp \left\{ E_{-q(\beta)} \left[ -\frac{1}{2\sigma^2} \|y - X\beta\|^2 - \frac{1}{2} \beta^T C_{\gamma}^{-1} \beta \right] \right\}
\]

\[
\propto \exp \left\{ \frac{1}{2} \beta^T \left( \tau X^T X + \frac{1}{v_0} I_p + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W \right) \beta + \tau \beta^T X^T y \right\}
\]

\[
= N(\mu, \Sigma)
\]

where \( \Sigma = (\tau X^T X + D)^{-1}, D = \frac{1}{v_0} I_p + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W, \mu = \tau \Sigma X^T y, \tau = \mathbb{E}_q \left[ \frac{1}{\sigma^2} \right], w = \mathbb{E}_q \gamma, W = \text{diag}(w) \).

The density \( q(\sigma^2) \) is given by

\[
q(\sigma^2) \propto \exp \left\{ E_{-q(\sigma^2)} \left[ -\frac{n}{2} \log (\sigma^2) - \frac{1}{2\sigma^2} \|y - X\beta\|^2 \right. \right.
\]

\[
\left. \left. - (A + 1) \log (\sigma^2) - \frac{B}{\sigma^2} \right] \right\}
\]

Henceforth \( q(\sigma^2) = \text{IG}(A_1, B_1) \) where \( A_1 = A + \frac{n}{2} \),

\[
B_1 = B + E_{-q(\sigma^2)} \left[ \frac{1}{2} \|y - X\beta\|^2 \right]
\]

\[
= B + \frac{1}{2} \left[ \|y - X\mu\|^2 + \text{tr} (X^T X \Sigma) \right].
\]
So \( \tau = \frac{1}{E_{q(\tau)} \left[ \frac{1}{\tau} \right]} = \frac{A}{B} \).
Let \( \expit(x) = \exp(x) / (1 + \exp(x)) \), \( \forall 1 \leq j \leq p \). The density \( q(\gamma_j) \) is given by
\[
q(\gamma_j) \propto \exp \left\{ \gamma_j \mathbb{E}_{q(\gamma_j)} \left[ \frac{1}{2} \ln \frac{v_0}{v_1} + \ln \frac{\rho}{1-\rho} + \frac{1}{2} \beta_j^2 \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \right] \right\}
\]
\[
\propto \exp \left\{ \gamma_j \left[ \frac{1}{2} \ln \frac{v_0}{v_1} + \ln \frac{\rho}{1-\rho} + \frac{1}{2} (\beta_j^2 + \Sigma_{jj}) \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \right] \right\} \tag{7}
\]
So \( q(\gamma_j) = \mathcal{B}(1, w_j) \) where \( w_j = \expit(\eta_j) \), and
\[
\eta_j = \frac{1}{2} \ln \frac{v_0}{v_1} + \ln \frac{\rho}{1-\rho} + \frac{1}{2} (\beta_j^2 + \Sigma_{jj}) \left( \frac{1}{v_0} - \frac{1}{v_1} \right).
\]
Combining (5)-(7), using the coordinate descent method, the specific algorithm of the hierarchical Bayes model (2) can be seen in Algorithm 1.

**Algorithm 1** linear regression Bayes estimation

**input:** \((X, y, v_0, v_1, A, B, \rho)\) where \(X \in \mathbb{R}^{n \times p}, y \in \mathbb{R}^n, v_0 > 0, v_1 > v_0, A > 0, B > 0, \rho \in (0, 1)\)

1. initial parameter value: \(w^{(0)} = \frac{1}{2} 1_p, \tau^{(0)} = 1\)
2. \(t = 1\) \(\lambda = \ln \frac{\rho}{1-\rho}\)
3. while not converge do
   4. \(W^{(t)} = \text{diag} (w^{(t-1)}) \); \(D^{(t)} = \frac{1}{v_0} \mathbf{I}_p + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W^{(t)} \)
   5. \(\Sigma^{(t)} = \left[ \tau^{(t-1)} X^T X + D^{(t)} \right]^{-1} \); \(\mu^{(t)} = \tau^{(t-1)} \Sigma^{(t)} X^T y \)
   6. \(B_1 = B + \frac{1}{2} \left[ \| y - X \mu^{(t)} \|_2^2 + \text{tr} \left( X^T \Sigma^{(t)} \right) \right] \)
   7. \(\tau^{(t)} = (A + n/2) / B_1 \)
   8. for \(j = 1, 2, ..., p\) do
      9. \(\eta_j^{(t)} = \lambda + \frac{1}{2} \ln \frac{v_0}{v_1} + \frac{1}{2} \left( \beta_j^2 + \Sigma_{jj} \right) \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \)
     10. \(w_j^{(t)} = \expit(\eta_j^{(t)}) \)
   end for
11. \(t = t + 1\)
end while

**output:** \((\mu, w, \tau)\) where \(\mu \in \mathbb{R}^p, w \in \mathbb{R}^p, \tau > 0\)

### 3 Theoretical Results

In this section, we will analyze the limit properties of each parameter estimation from one iteration to the next in Algorithm 1. The proof is shown in Appendix 1.2.

**Proposition 1.** Given observations \(X, y\), if \(p \leq n, X\) is full Rank, then in the iterative process of algorithm 1
\[
\lim_{v_0 \to 0} \lim_{w_j^{(t-1)} \to 0} \mu_j^{(t)} = 0. \quad (j = 1, 2, \cdots, p)
\]
Proposition 2. Given observations $\mathbf{X}, \mathbf{y}$, if $p \leq n, \mathbf{X}$ is full Rank, and $v_0$ is fixed, then $\forall j = 1, 2, \ldots, p, if w_j^{(t-1)} << 1$, then in the iterative process of algorithm 1

$$w_j^{(t)} \leq \exp \left[ M_j + \frac{1}{2} \ln \frac{v_0}{v_1} + O(w_j^{(t-1)}) \right]$$

where $M_j$ is a constant independent of $v_1$.

Lemma 1. (Proof is in Appendix 2.1) if $x > 0$, we have the quantities \( \exp(-x) = \exp(-x) + O(\exp(-2x)) \) and \( \exp(x) = 1 - \exp(-x) + O(\exp(-2x)) \).

Remark: From Proposition 1, we can see that in the iterative process, when $w_j^{(t-1)}$ is close to 0, by selecting a suitable $v_0$ and making $v_0$ small enough, the estimated value of $\beta_j$ in the next iteration process $\mu_j^{(t)} \approx 0$. Similarly, it can be known from Proposition 2 and Lemma 1 that when $w_j^{(t-1)}$ takes a small value, then

$$\exp \left[ M_j + \frac{1}{2} \ln \frac{v_0}{v_1} + O(w_j^{(t-1)}) \right] \approx \exp(M_j + \frac{1}{2} \ln \frac{v_0}{v_1})$$

When $v_0$ is fixed and $v_1$ is large enough, it can be seen that the above formula is approximately 0, so $w_j^{(t)} \approx 0$. This explains how Algorithm 1 induces the sparsity of the inclusion probability $\mathbf{w}$ and regression coefficient $\beta$.

In order to establish the consistency results of this paper, we consider the same assumptions in [15, 29, 30].

Assumption 1. For $1 \leq i \leq n$ the $x_i$ | $\mathbf{x}_i = \mathbf{x}_i^T \beta_0 + \epsilon_i$ where $\epsilon_i$ and $\epsilon_j$ are independent if $i \neq j, \mathbb{E}(\epsilon_i) = 0, \text{Var}(\epsilon_i) = \sigma_0^2$ and $0 < \sigma_0^2 < \infty, \beta_0$ are the true values of $\beta$ and $\sigma^2$ with $\beta_0$ being element-wise finite;

Assumption 2. for $1 \leq i \leq n$ the random variables $\mathbf{x}_i \in \mathbb{R}^p$ are independent and identically distributed.

Assumption 3. the $p \times p$ matrix $\mathbf{S} \equiv \mathbb{E}(\mathbf{x}_i \mathbf{x}_i^T)$ is element-wise finite and $\mathbf{X} = [\mathbf{X}_1, \ldots, \mathbf{X}_n]$ where rank($\mathbf{X}$) = $p$;

Assumption 4. for $1 \leq i \leq n$ the random variables $\mathbf{x}_i$ and $\epsilon_i$ are independent.

The first four assumptions are the same as [29, 15, 30].

Assumption 5. The number of variables $p$ increases as $n$ increases and satisfies $p = O_p(n^{1/2})$.

Assumption 6. $v_0$ satisfies

(i)$0 < v_0 < \min(v_1 \exp(-2\lambda), v_1);$ 

(ii)Let $S^* = \{j : \beta_{0,j} \neq 0, 1 \leq j \leq p\}, \mathbf{S}_n = \{j : w_j > 0.5, 1 \leq j \leq p\}$, if $S^*$ is not empty set, let $l_0 = \min\{ |\beta_{0,j}| : j \in S^* \}, \delta > 0, v_0$ satisfies

$$0 < v_0 < l_0^2, \frac{l_0^2}{v_0} + \ln v_0 \geq \ln v_1 + \frac{l_0^2}{v_1} - 2\lambda + 2\delta.$$ 

Remark: When $0 < v_0 < l_0^2, f(v_0) = \frac{l_0^2}{v_0} + \ln v_0$ decreases monotonously with respect to $v_0$, while $v_0 \to 0$, $f(v_0) \to +\infty$, as long as $v_0$ takes a smaller value, the condition (ii) of assumption 6 can be satisfied, so assumption 6 The conditions (i) and (ii) of can be satisfied at the same time and are not contradictory. We will construct the following consistency results based on the above assumptions. The proof is shown in Appendix 2.
Theorem 1. (Consistency of Coefficient Estimates) Under assumptions 1 - 4, $\mu$ and $1/\tau$ obtained by Algorithm 1 are consistent estimates of the true value of the regression coefficient $\beta_0$ and the variance of the random error term $\sigma_0^2$.

Theorem 2. (Consistency of Variable Selection) Under assumptions 1 - 5, we have

$$P \left( \hat{S}_n = S^* \right) \to 1 \quad (n \to +\infty).$$

4 Collapsed Variational Inference

4.1 Model setup

$$\pi(y|\beta, \sigma^2) \sim N_n(X\beta, \sigma^2 I_n), \quad \pi(\sigma^2) \sim IG(A, B)$$

$$\pi(\beta|\gamma, \sigma^2) \sim N_p(0, \sigma^2 C_{\gamma}), \quad \pi(\gamma) \propto \rho^{\sum_{j=1}^{p} \gamma_j} \cdot (1 - \rho)^{p - \sum_{j=1}^{p} \gamma_j} \quad (8)$$

Note: The difference between this model and (2) lies in the prior variance of $\beta$. Using the collapsed variational inference, we have

$$\pi(y, \gamma) \propto \int_{\beta, \sigma^2} \pi(y|\beta, \sigma^2) \cdot \pi(\beta|\gamma, \sigma^2) \cdot \pi(\sigma^2) \cdot \pi(\gamma) \, d\beta \, d\sigma^2$$

$$\propto \pi(\gamma) \cdot \prod_{j=1}^{p} \left( 1 - \gamma_j \right) v_0 + \gamma_j v_1 \right)^{-\frac{1}{2}}$$

$$= \left. \prod_{j=1}^{p} \left( 1 - \gamma_j \right) v_0 + \gamma_j v_1 \right)^{-\frac{1}{2}} \cdot \left( \left| (X^T X + C_\gamma^{-1}) \right|^{-1/2} (\sigma^2)^{-A-n/2-1} \cdot \exp \left[ -\frac{1}{\sigma^2} \left( B + \frac{1}{2} \| y \|^2 - \frac{1}{2} y^T X (X^T X + C_\gamma^{-1})^{-1} X^T y \right) \right] \right) d\sigma^2$$

$$\propto \pi(\gamma) \cdot \prod_{j=1}^{p} \left( 1 - \gamma_j \right) v_0 + \gamma_j v_1 \right)^{-\frac{1}{2}} \cdot \left( B + \frac{1}{2} \| y \|^2 - \frac{1}{2} y^T X (X^T X + C_\gamma^{-1})^{-1} X^T y \right)^{-A-n/2}.$$
\[ E_{-q(\gamma_j)} \log |X^T X + C_{\gamma_j}^{-1}| \]
\[ \approx E_{-q(\gamma_j)} \left\{ |\gamma_j| \log(n) - (p - |\gamma_j|) \log(v_0) + \log \left| S_{\gamma_j, \gamma} + O^m_p \left( n^{-1/2} \right) \right| \right\} \]
\[ = \left( \sum_{k \neq j} w_k + \gamma_j \right) \log(n) - \left( p - \sum_{k \neq j} w_k - \gamma_j \right) \log(v_0) + \left( \sum_{k \neq j} w_k + \gamma_j \right) O_p(1), \]

Set \( k \in \{0, 1\}, \) then when \( \gamma_j = k, \) there is
\[ E_{-q(\gamma_j)} \log \left( B + \frac{1}{2} \|y\|^2 - \frac{1}{2} y^T X (X^T X + C_{\gamma_j}^{-1})^{-1} X^T y \right) \]
\[ \approx \log \left( B + \frac{1}{2} \|y\|^2 - \frac{1}{2} y^T X \left( X^T X + \frac{1}{v_0} I + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W^{(jk)} \right)^{-1} X^T y \right) \]

Where \( W^{(jk)} \) represents the matrix obtained by replacing the \( j \)th diagonal element of the diagonal matrix \( W \) with \( k. \) So
\[ q(\gamma_j = k) \propto \exp \left[ k \log(\rho) + \frac{k}{2} \log \frac{v_0}{v_1} - \frac{k}{2} \log(n) - \frac{k}{2} \log(v_0) \right] + kO_p(1) - \left( A + \frac{n}{2} \right) \log \left( B + \frac{n}{2} \sigma^2_{jk} \right) \]
\[ \propto \exp [-B_{jk} + k\alpha + O_p(1)] \]

where \( B_{jk} = \left( A + \frac{n}{2} \right) \log \left( B + \frac{n}{2} \sigma^2_{jk} \right), \sigma^2_{jk} = \frac{1}{n} \left( \|y\|^2 - y^T X \mu^{(jk)} \right), \mu^{(jk)} = \left( X^T X + \frac{1}{v_0} I + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W^{(jk)} \right)^{-1} X^T y, \alpha = \log(\rho) - \frac{1}{2} \log n - \frac{1}{2} \log v_1, k \in \{0, 1\}. \]

Therefore
\[ w_j \approx \left[ 1 + \exp (-B_{j0} + B_{j1} - \alpha) \right]^{-1}. \]

**Algorithm 2** Collapsed Variational Inference

**input:** \((X, y, v_0, v_1, A, B, \rho)\) where \(X \in \mathbb{R}^{n \times p}, y \in \mathbb{R}^n, v_0 > 0, v_1 > v_0, A > 0, B > 0, \rho \in (0, 1)\)

1. **initial value:** \( w^{(0)} = \frac{1}{2} I_p \)
2. **t = 1 ; \alpha = \log(\rho) - \frac{1}{2} \log n - \frac{1}{2} \log v_1**
3. **while** The convergence condition is not met **do**
4. \( W = \text{diag} \left( w^{(t-1)} \right) \)
5. **for** \( j = 1, 2, ..., p \) **do**
6. \( \mu^{(0)} = \left( X^T X + \frac{1}{v_0} I + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W^{(0)} \right)^{-1} X^T y \)
7. \( T_{j0} = - \left( A + \frac{n}{2} \right) \log \left( B + \frac{1}{2} \|y\|^2 - \frac{1}{2} y^T X \mu^{(0)} \right) \)
8. \( \mu^{(1)} = \left( X^T X + \frac{1}{v_0} I + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W^{(1)} \right)^{-1} X^T y \)
9. \( T_{j1} = - \left( A + \frac{n}{2} \right) \log \left( B + \frac{1}{2} \|y\|^2 - \frac{1}{2} y^T X \mu^{(1)} \right) + \alpha \)
10. \( w^{(t)} = 1/ \left( 1 + \exp \left( T_{j0} - T_{j1} \right) \right) \)
11. **end for**
12. \( t = t + 1 \)
13. **end while**

**output:** \( w \in \mathbb{R}^p \)
Theorem 3. (Variable selection consistency) Under the assumption of $1 - 5$, $v_0 = O(n^{\frac{1}{2}})$, $w$ obtained by algorithm 2 satisfies

$$w_j = \begin{cases} 1 - \left(1 + \exp\left|O_p(n^{\frac{1}{2}})\right|\right)^{-1}, & j \in \gamma_0, \\ O_p\left(n^{-1}\right), & j \notin \gamma_0. \end{cases}$$

where $\gamma_0$ is all non-zero regression A collection of coefficient subscripts.

The proof is in appendix 3.

5 Quantile Regression Model Setup

In this section, we will consider the Bayes quantile regression. For a given quantile $\tau$, quantile regression is often represented by the following model

$$Q_{y_i}(\tau) = x_i^T \beta, \quad i = 1, \ldots, n \quad (11)$$

Where the observed data $(x_i, y_i)$ is independent, $x_i = (x_{i1}, \ldots, x_{ip})^T \in \mathbb{R}^p$ is the independent variable, $y_i$ is the dependent variable, $\beta = (\beta_1, \ldots, \beta_p)^T$ is $p$ dimensional parameter. The parameter $\beta$ can be obtained by minimizing the following objective function:

$$\sum_{i=1}^{n} \rho_{\tau}(y_i - x_i^T \beta) \quad (12)$$

where $\rho_{\tau}(y) = y(\tau - I\{y < 0\})$ is the test function, $I\{\cdot\}$ is the indicative function.

In the Bayes problem, the model is usually expressed as $y_i = x_i^T \beta + \epsilon_i$, where $\epsilon_i$ obeys the asymmetric Laplace distribution (asymmetric Laplace distribution ALD), the ALD distribution is determined by three parameters, and its probability density function is as follows

$$\pi(y|\mu, \sigma, \tau) \propto \exp\left\{-\frac{1}{\sigma} \rho_{\tau}(y - \mu)\right\} \quad (13)$$

Based on this distribution, the probability density function of $y_i$ is as follows

$$\pi(y_i|x_i, b, \beta, \sigma, \tau) \propto \exp\left\{-\frac{1}{\sigma} \rho_{\tau}(y_i - x_i^T \beta)\right\} \quad (14)$$

Through simple calculations, it can be found that maximizing the likelihood function of $(y_1, \ldots, y_n)$ is equivalent to minimizing the objective function (2). When $y \sim \text{ALD}(\mu, \sigma, \tau)$, $y$ has the following hierarchical representation

$$y|x, e, \mu, \sigma, \tau \sim N(\mu + c_1 e, c_2 \sigma e)$$

$$e|\sigma \sim \text{Exp}\left(\frac{1}{\sigma}\right) \quad (15)$$

where $c_1 = \frac{1-2\tau}{\tau(1-\tau)}$, $c_2 = \frac{2}{\tau(1-\tau)}$. Now consider the Bayes problem under (12) based on the spike-and-slab prior, each prior setting is similar to the model (2),
then its Bayes layered model is

\[
\pi(y_i|c_i, \beta, \sigma, \tau) \propto \frac{1}{\sqrt{2\pi\sigma e_i}} \exp\left\{ -\frac{(y_i - x_i^T \beta - c_i e_i)^2}{2\sigma e_i} \right\},
\]

\[
\pi(e_i|\sigma) \propto \frac{1}{\sigma} \exp\left\{ -\frac{e_i}{\sigma} \right\}, \quad i = 1, 2, \ldots, n,
\]

\[
\pi(\beta|\gamma, v_0, v_1) \sim N_p(0, C_\gamma), \quad \pi(\sigma|\nu, \lambda) \propto \sigma^{-A-1} \exp\left\{ -\frac{B}{\sigma} \right\},
\]

\[
\pi(\gamma|\rho) \propto \rho \sum_{j=1}^p \gamma_j (1 - \rho)^{p - \sum_{j=1}^p \gamma_j}.
\]

where \( C_\gamma = \text{diag}(c_1, c_2, \ldots, c_p) \), \( e_j = (1 - \gamma_j)v_0 + \gamma_j v_1, 1 \leq j \leq p \), and \( \rho \in (0, 1), A > 0, B > 0, v_1 > v_0 > 0 \) are hyperparameters. Let \( e = (e_1, e_2, \ldots, e_n)^T \),

Henceforth

\[
\pi(\beta, \sigma, \rho, \gamma, e, y) \propto \prod_{i=1}^n \frac{1}{\sqrt{2\pi\sigma e_i}} \exp\left\{ -\frac{(y_i - x_i^T \beta - c_i e_i)^2}{2\sigma e_i} \right\} \prod_{j=1}^p [(1 - \gamma_j)v_0 + \gamma_j v_1]^{-\frac{1}{2}} \cdot \exp\left\{ \frac{1}{2} \beta^T C_\gamma^{-1} \beta \right\} \cdot \sigma^{-A-1} \exp\left\{ -\frac{B}{\sigma} \right\} \cdot \prod_{i=1}^n \frac{1}{\sigma} \exp\left\{ -\frac{e_i}{\sigma} \right\} \cdot \rho \sum_{j=1}^p \gamma_j (1 - \rho)^{p - \sum_{j=1}^p \gamma_j}.
\]

so

\[
\ln \pi(\beta, \sigma, \rho, \gamma, e, y) = -\frac{1}{\sigma} \left[ \sum_{i=1}^n \frac{(y_i - x_i^T \beta - c_i e_i)^2}{2\sigma e_i} + \sum_{i=1}^n e_i + B \right] - \frac{3n + 2A + 2}{2} \ln \sigma - \frac{1}{2} \sum_{j=1}^p \ln [(1 - \gamma_j)v_0 + \gamma_j v_1] - \frac{1}{2} \beta^T C_\gamma^{-1} \beta + \sum_{j=1}^p \gamma_j \ln \left( \frac{\rho}{1 - \rho} \right) - \frac{1}{2} \sum_{i=1}^n \ln e_i.
\]

We also consider using the variational inference method to solve the problem, and the choices for the factorization of \( q(\beta, \sigma^2, \gamma) \) is the same as linear regression. The density \( q(\beta) \) is given by:

\[
q(\beta) \propto \exp\left\{ \mathbb{E}_{-q(\beta)} \left[ -\frac{1}{2\sigma e_i} (y - X \beta - c_i e)^T \text{diag}(e)^{-1} (y - X \beta - c_i e) - \frac{1}{2} \beta^T C_\gamma^{-1} \beta \right] \right\} \propto \exp\left\{ -\frac{1}{2} \beta^T \left( X^T E X + \frac{1}{v_0} I_p + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W \right) \beta + \frac{1}{2} \beta^T X^T y_0 \tau / c_2 \right\} = N(\mu, \Sigma)
\]

\[
(17)
\]
where $\Sigma = \left( X^T E X / c_2 + D \right)^{-1}$, $E = \mathbb{E}_q \left[ \text{diag}(e)^{-1} \right]$, $D = \frac{1}{v_0} I_n + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) \mathcal{W}$, $\mu = \Sigma X^T y_0 / c_2, y_0 = E \cdot y - c_1 I_n, \tau = \mathbb{E}_q \left[ \frac{1}{\tau} \right], w = \mathbb{E}_q \gamma, \mathcal{W} = \text{diag}(w)$.

The density $q(\sigma)$ is given by:

$$
q(\sigma) \propto \exp \left\{ \mathbb{E}_{-q(\sigma)} \left[ \frac{3n + 2A + 2}{2} \ln \sigma - \frac{1}{\sigma} \left( \sum_{i=1}^{n} e_i + B \right) \right] - \frac{1}{\sigma} \sum_{i=1}^{n} \left( \frac{y_i - x_i^T \beta - c_1 e_i}{2c_2 e_i} \right)^2 \right\}
$$

(18)

Henceforth $q(\sigma) = \text{IG}(A_1, B_1)$, where $A_1 = A + \frac{3n}{2}$.

$$
B_1 = B + \mathbb{E}_q \left[ \sum_{i=1}^{n} c_1 + \sum_{i=1}^{n} \left( \frac{y_i - x_i^T \beta - c_1 e_i}{2c_2 e_i} \right)^2 \right]
$$

(19)

$$
= B + \sum_{i=1}^{n} \left\{ \left[ 1 + \frac{c_1^2}{2c_2} \right] \mathbb{E}_q [e_i] - \frac{c_1 e_i}{c_2} \Delta_{1,i} \right\} + \frac{1}{2c_2} \Delta_{2,i} \cdot \mathbb{E}_q [e_i^{-1}]
$$

and

$$
\Delta_{1,i} = \mathbb{E}_q [y_i - x_i^T \beta] = y_i - x_i^T \mu
$$

$$
\Delta_{2,i} = \mathbb{E}_q \left[ (y_i - x_i^T \beta)^2 \right] = (y_i - x_i^T \mu)^2 + x_i^T \Sigma x_i.
$$

(20)

So

$$
\tau = \mathbb{E}_q \left[ \frac{1}{\sigma} \right] = \frac{A_1}{B_1}.
$$

V1 $\leq i \leq n$, the $q(e_i)$ is given by:

$$
q(e_i) \propto \exp \left\{ \mathbb{E}_{-q(e_i)} \left[ - \frac{1}{\sigma} \left( e_i + \frac{y_i - x_i^T \beta - c_1 e_i}{2c_2 e_i} \right)^2 \right] - \frac{1}{2} \ln e_i \right\}
$$

$$
= \exp \left\{ \mathbb{E}_{-q(e_i)} \left[ - \frac{1}{2\sigma} \left( 2 + \frac{c_1^2}{c_2} \right) e_i + \frac{y_i - x_i^T \beta}{c_2 e_i} \right]^2 - \frac{1}{2} \ln e_i \right\}
$$

(19)

$$
= e_i^{\frac{-1}{2}} \exp \left\{ \frac{1}{2} \left[ \tau \Delta_{2,i} \frac{1}{c_2 e_i} + \frac{\tau (2c_2 + c_1^2)}{c_2 e_i} e_i \right] \right\}
$$

$$
= \text{GIG} \left( \frac{1}{\tau}, \lambda_1, \lambda_2 \right).
$$

(20)

where $\Delta_{2,i}$ is as (17), $\lambda_1 = \frac{\tau \Delta_{2,i}}{c_2 e_i}, \lambda_2 = \frac{\tau (2c_2 + c_1^2)}{c_2 e_i}$, GIG $(\lambda_0, \lambda_1, \lambda_2)$ is the Generalized Inverse Distribution. If $\hat{X} \sim \text{GIG} (\lambda_0, \lambda_1, \lambda_2)$, then its probability density function has the form

$$
p(x) \propto x^{\lambda_0 - 1} \exp \left\{ - \frac{1}{2} (\lambda_1 x^{-1} + \lambda_2 x) \right\}, (x > 0)
$$

and the calculation formula of each order moment is

$$
E[X^\alpha] = \left( \frac{\lambda_1}{\lambda_2} \right)^{\frac{\alpha}{2}} \frac{K_{\lambda_0 + \alpha / 2}(\sqrt{\lambda_1} \lambda_2)}{K_{\lambda_0}(\sqrt{\lambda_1} \lambda_2)}
$$

(21)
where $K_v(\cdot)$ is the third kind of modified Bessel function, satisfying

$$K_v(z) = K_{-v}(z)$$
$$K_{v+1}(z) - K_{v-1}(z) = \frac{2v}{z}K_v(z)$$ (22)

so

$$\frac{K_{\frac{3}{2}}(z)}{K_{\frac{1}{2}}(z)} = 1 + \frac{1}{z}$$ (23)

Henceforth

$$\mathbb{E}_q[e_i^{-1}] = \left(\frac{\lambda_1}{\lambda_2}\right)^{-\frac{1}{2}}, \mathbb{E}_q[e_i] = \left(\frac{\lambda_1}{\lambda_2}\right)^{-\frac{1}{2}} \left[1 + (\lambda_1\lambda_2)^{-\frac{1}{2}}\right]$$ (24)

And $\forall 1 \leq j \leq p$, the probability density of $q(\gamma_j)$ is given by

$$q(\gamma_j) \propto \exp \left\{ \gamma_j \mathbb{E}_{-q(\gamma_j)} \left[ \frac{1}{2} \ln \frac{v_0}{v_1} + \ln \frac{\rho}{1 - \rho} + \frac{1}{2} \beta_j^2 \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \right] \right\}$$

$$\propto \exp \left\{ \gamma_j \left[ \frac{1}{2} \ln \frac{v_0}{v_1} + \ln \frac{\rho}{1 - \rho} + \frac{1}{2} \left( \mu_j^2 + \Sigma_{jj} \right) \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \right] \right\}$$ (25)

So $q(\gamma_j) = B(1, w_j)$, where $w_j = \expit(\eta_j)$, and

$$\eta_j = \frac{1}{2} \ln \frac{v_0}{v_1} + \ln \frac{\rho}{1 - \rho} + \frac{1}{2} \left( \mu_j^2 + \Sigma_{jj} \right) \left( \frac{1}{v_0} - \frac{1}{v_1} \right)$$

Similarly, using the coordinate descent method, the specific algorithm of the Bayes quantile model can be seen in Algorithm 2.
6 Logistic regression

In this section, we will consider the logistic regression. Consider a logistic regression model, assuming there are \( n \) groups of independent observation samples \((x_i, y_i), \quad i = 1, \ldots, n\), where \( x_i = (x_{i1}, \ldots, x_{ip})^T \in \mathbb{R}^p \) is the independent variable, \( y_i \in \{0,1\} \) is the dependent variable, \( \beta = (\beta_1, \ldots, \beta_p)^T \) is \( p \) dimension parameter. Under the logistic regression model, the likelihood function is

\[
p(y \mid X, \beta) \propto \prod_{i=1}^{n} \frac{\exp (y_i x_i^T \beta)}{1 + \exp (x_i^T \beta)}
\]  

(26)

Also, consider the spike-and-slab of \( \beta \) and the prior of the prior hidden variable \( \gamma \). Under the Bayesian framework, the likelihood function of (23) has no prior distribution. We consider the data enhancement method [18] in the literature and introduce hidden variables \( v \) to make the full log-likelihood of \( \beta \) be a normal
distribution.

\[
p(y, v \mid X, \beta) = \prod_{i=1}^{n} p(y_i \mid v_i, x_i, v_i, \beta) g(v_i \mid m_i, 0)
\]

where

\[
g(v_i \mid m_i, 0) \propto \exp \left\{ \left( y_i - \frac{1}{2} \right) (x_i^T \beta) - \frac{1}{2} \left( x_i^T \beta \right)^2 \right\}
\]

and \( g(v \mid b, c) \) is the probability density function of the Pólya-Gamma distribution. According to [18], the Pólya-Gamma distribution has the following properties.

If \( V \sim PG(b, c) \), then its probability density function satisfies:

\[
g(w \mid b, c) \propto \exp \left\{ -c^2 w \right\} g(v \mid b, 0)
\]

where \( g(v \mid b, 0) \) is the probability density function of \( PG(b, 0) \) distribution; and its expectation is

\[
\mathbb{E}(V) = \frac{b}{2c} \tanh \left( \frac{c}{2} \right).
\]

And

\[
\frac{(e^\psi)^n}{1 + e^\psi} = 2^{-b} e^{\kappa \psi} \int_{0}^{\infty} e^{-v \psi^2/2} g(v \mid 1, 0) dv
\]

where \( a \in \mathbb{R}, v \sim PG(1, 0), k = a - \frac{1}{2} \). So the complete log-likelihood function of logistic regression model has the form

\[
p(y, v \mid \beta) \propto \prod_{i=1}^{n} \exp \left\{ \left( y_i - \frac{1}{2} \right) (x_i^T \beta) - \frac{v_i}{2} \left( x_i^T \beta \right)^2 \right\} g(v_i \mid 1, 0) \tag{27}
\]

Therefore, \( \beta \) has the form of normal distribution, and the spike-and-slab prior is its conjugate prior. According to the formula(24), the Bayesian hierarchical model of logistic regression is

\[
p(y \mid v, \beta) \propto \prod_{i=1}^{n} \exp \left\{ \left( y_i - \frac{1}{2} \right) (x_i^T \beta) - \frac{v_i}{2} \left( x_i^T \beta \right)^2 \right\}
\]

\[
\pi(v) \propto \prod_{i=1}^{n} g(v_i \mid 1, 0), \quad \pi(\beta \mid \gamma, v_0, v_1) \sim N_p(0, C_\gamma)
\]

\[
\pi(\gamma \mid \rho) \propto \rho^{\sum_{j=1}^{p} \gamma_j} \cdot (1 - \rho)^{p - \sum_{j=1}^{p} \gamma_j}
\]

The definitions of the coefficients are the same as in the linear regression, so

\[
\pi(\beta, \rho, \gamma, v, y)
\]

\[
\propto \prod_{i=1}^{n} \exp \left\{ \left( y_i - \frac{1}{2} \right) (x_i^T \beta) - \frac{v_i}{2} \left( x_i^T \beta \right)^2 \right\}
\]

\[
\cdot \prod_{j=1}^{p} \left[ (1 - \gamma_j) v_0 + \gamma_j v_1 \right]^{-\frac{1}{2}} \cdot \exp \left\{ -\frac{1}{2} \beta^T C_\gamma^{-1} \beta \right\}
\]

\[
\cdot \prod_{i=1}^{n} g(v_i \mid 1, 0) \cdot \rho^{\sum_{j=1}^{p} \gamma_j} (1 - \rho)^{p - \sum_{j=1}^{p} \gamma_j}.
\]
Similarly, consider solving this problem with variational inference, we can get

\[ q(\beta) \propto N(\mu, \Sigma) \]

where \( \Sigma = (X^T EX + D)^{-1} \), \( E = E_q[\text{diag}(v)] \), \( D = \frac{1}{v_0} I_p + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W \),

\( \mu = \Sigma X^T y_0, y_0 = y - \frac{1}{2} 1_n, \tau = E_q \left[ \frac{1}{v_1} \right] \), \( w = E_q \gamma, W = \text{diag}(w) \).

And

\[ q(v_i) = PG(1, c_i) \quad \forall 1 \leq i \leq n \]

where \( c_i = E_q \left[ \beta_i^T x_i x_i^T \beta \right] = x_i^T \sigma x_i + \mu_i^T x_i \sigma \mu_i \), \( \sigma \) so, \( E_q [v_i] = \frac{1}{v_0} \tanh \left( \frac{v_0}{v_1} \right) \).

Similarly, \( q(\gamma_j) = B(1, w_j) \), where \( w_j = \exp(\eta_j) \), and

\[ \eta_j = \frac{1}{2} \ln \frac{v_0}{v_1} + \ln \frac{\rho}{1 - \rho} + \frac{1}{2} (\mu_j^2 + \Sigma_{jj}) \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \]

Therefore, the algorithm for solving the logistic model is algorithm 3.

**Algorithm 4** logistic regression Bayes estimation

**input:** \((X,y, v_0, v_1, \rho)\) where \(X \in \mathbb{R}^{n \times p}, y \in \mathbb{R}^p, v_0 > 0, v_1 > v_0, \rho \in (0,1)\)

1. initial parameter \( : w^{(0)} = \frac{1}{2} 1_p, v^{(0)} = 1_n \)
2. \( t = 1 \quad ; \quad \lambda = \ln \frac{\rho}{1 - \rho} \quad ; \quad y_0 = y - \frac{1}{2} 1_n \)
3. while not converge do
4. \( W^{(t)} = \text{diag}(w^{(t-1)}) \quad ; \quad E^{(t)} = \text{diag}(v^{(t-1)}) \)
5. \( D^{(t)} = \frac{1}{v_0} I_p + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W^{(t)} \)
6. \( \Sigma^{(t)} = [X^T E^{(t)} X + D^{(t)}]^{-1} \quad ; \quad \mu^{(t)} = \Sigma^{(t)} X^T y_0 \)
7. for \( i = 1, 2, \ldots, n \) do
8. \( c_i = x_i^T \Sigma^{(t)} x_i + \mu^{(t)}^T x_i x_i^T \mu^{(t)} \)
9. \( v_i^{(t)} = \frac{1}{v_0} \tanh \left( \frac{v_0}{v_1} \right) \)
10. end for
11. for \( j = 1, 2, \ldots, p \) do
12. \( \eta_j^{(t)} = \lambda + \frac{1}{2} \ln \frac{v_0}{v_1} + \frac{1}{2} \left( \mu_j^{(t)} + \Sigma_{jj}^{(t)} \right) \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \)
13. \( w_j^{(t)} = \exp(\eta_j^{(t)}) \)
14. end for
15. \( t = t + 1 \)
16. end while

**output:** \((\mu, w, \tau)\) where \( \mu \in \mathbb{R}^p, w \in \mathbb{R}^p, \tau > 0 \)
7 Conclusion

In this paper, we investigate a scalable and interpretable mean-field variational approximation of the spike-and-slab with mixture normal distribution in linear regression, and we promote it to the quantile regression and logistic regression. We derive some theoretical results in our approach, (1) explaining how to achieve the sparsity estimator; (2) proving the estimator’s consistency; (3) proving the variable selection’s consistency.

The method in this paper can be promoted to some more complex models such as composite model, mixed model, a model with censored data. And also we can consider some other priors such as horseshoe[17], negative-exponential-gamma[24], g priors[11].

In addition, for the rapid selection of hyperparameters $v_0$ and $v_1$, most of the current research is to use empirical methods[12] to give a specific selection formula or use the grid search method, but they have not given some corresponding theoretical guarantees. How to quickly select a hyperparameter with the theoretically guaranteed $v_0$ and $v_1$ is also a research direction in the future.

Appendix 1

Appendix 1.1

Lemma 1 proof. See [15]Appendix B.

Appendix 1.2

Before proving the proposition 1, 2, some lemmas are given first. First, some basic conclusions of matrices.

Lemma 2. If $A, B$ are positive definite matrices of order $p$, then $\text{tr}(AB) > 0$. $A \leq B \iff B - A$ positive semi-definite, but When $A \leq B$, there is $B^{-1} \leq A^{-1}$; And the diagonal elements satisfy $A_{j,j} \leq B_{j,j}, 1 \leq j \leq p$.

Lemma 3.

\[
\begin{bmatrix}
    A & B \\
    B^T & C
\end{bmatrix}^{-1} = \begin{bmatrix}
    I & 0 \\
    -C^{-1}B^T & I
\end{bmatrix} \begin{bmatrix}
    \tilde{A} & 0 \\
    0 & C^{-1}
\end{bmatrix} \begin{bmatrix}
    I & -BC^{-1} \\
    0 & I
\end{bmatrix}
\]

\[
= \begin{bmatrix}
    \tilde{A} & -\tilde{ABC}^{-1} \\
    -C^{-1}B^T\tilde{A} & C^{-1} + C^{-1}B^T\tilde{ABC}^{-1}
\end{bmatrix}
\]

where $\tilde{A} = (A - BC^{-1}B^T)^{-1}$.

Lemma 4. Let $\Sigma$ be the definition of (5), and $D_0$ be a diagonal matrix whose diagonal elements are greater than 0, then we have

\[0 < \text{tr} (X^T X \Sigma), 0 < \text{tr} \left[ X^T X (X^T X + D_0)^{-1} \right] < p.\]

Proof. By definition $\tau > 0$ and $\Sigma, D_0$ is positive definite, and $n \geq p$ and $X$ is full rank, so also $X^T X$ is positive definite, then by Lemma 2 $\text{tr} (X^T X \Sigma) > 0$. Similarly,

\[\text{tr} \left[ X^T X (X^T X + D_0)^{-1} \right] > 0, \text{tr} \left[ D_0 (X^T X + D_0)^{-1} \right] > 0.\]
Therefore
\[
\text{tr} \left[ X^T X (X^T X + D_0)^{-1} \right] = \text{tr} \left[ I_p - D_0 (X^T X + D_0)^{-1} \right] \\
= p - \text{tr} \left[ D_0 (X^T X + D_0)^{-1} \right] \\
< p
\]

Next, we will give the conclusion of the parameter changes in the iterative process, because the least squares estimation is needed properties, so the following lemmas assume that the observation matrix \( X \) is full rank, and \( n \geq p \).

**Lemma 5.** Take \( \mu \) as (5), then \( \| X \mu \|^2 \leq y^T X (X^T X)^{-1} X^T y \).

**Proof.** Because \( \mu = \tau \Sigma X^T y = (X^T X + D/\tau)^{-1} X^T y \), from lemma 2,

\[
(X^T X + D/\tau)^{-1} X^T X (X^T X + D/\tau)^{-1} \\
= (X^T X + D/\tau)^{-1} \left[ I_p - (D/\tau) (X^T X + D/\tau)^{-1} \right] \\
= (X^T X + D/\tau)^{-1} - (X^T X + D/\tau)^{-1} (D/\tau) (X^T X + D/\tau)^{-1} \\
\leq (X^T X + D/\tau)^{-1} \\
\leq (X^T X)^{-1}
\]

So
\[
\| X \mu \|^2 = y^T X (X^T X + D/\tau)^{-1} X^T X (X^T X + D/\tau)^{-1} X^T y \\
\leq y^T X (X^T X)^{-1} X^T y.
\]

**Lemma 6.** There is constant \( \tau_R > \tau_L > 0 \), that in the iterative process of the algorithm 1, \( \forall t \geq 1, \tau_L \leq \tau^{(t)} \leq \tau_R \), where

\[
\tau_L = \frac{2A + n - p}{2B + 2\| y \|^2 + 2y^T X (X^T X)^{-1} X^T y + p\frac{2A + n - p}{(2A + n)\tau^{(0)}}} \\
\tau_R = \frac{2A + n}{2B + \| y - X (X^T X)^{-1} X^T y \|^2}
\]

**Proof.** From algorithm 1,

\[
\tau^{(t)} = \frac{2A + n}{2B + \| y - X \mu^{(t)} \|^2 + \text{tr} \left( X^T X \Sigma^{(t)} \right)}
\]

From the properties of least squares estimation
\[
\| y - X \mu^{(t)} \|^2 \geq \| y - X (X^T X)^{-1} X^T y \|^2
\]
from lemma 2, we have tr \((X^TX)\Sigma^{(t)}\) > 0, therefore

\[
\tau^{(t)} \leq \frac{2A + n}{2B + \|y - X(X^TX)^{-1}X^Ty\|^2} = \tau_R.
\]

From lemma 5,

\[
\|X\mu^{(t)}\|^2 \leq y^TX(X^TX)^{-1}X^Ty.
\]

then the rest proof is the same as \([15]\) Appendix B result 3’s proof. \(\square\)

To simplify the proof, some notations are given first, let the index vector \(\gamma \in \{0, 1\}^p\), the related symbol’s definition is the same as \([15]\). Now given the indicator vector \(\gamma\), consider the matrix \(\Sigma^{(t)}\) is rewritten as

\[
\begin{bmatrix}
\Sigma^{(t)}_{\gamma, \gamma} & \Sigma^{(t)}_{\gamma, \gamma} \\
\Sigma^{(t)}_{\gamma, \gamma} & \Sigma^{(t)}_{\gamma, \gamma}
\end{bmatrix} = \begin{bmatrix} 
\tau^{(t)}X^TX + D^{(t)}_\gamma & \tau^{(t)}X^TX - \gamma \\
\tau^{(t)}X^TX - \gamma & \tau^{(t)}X^TX - \gamma + D^{(t)}_\gamma
\end{bmatrix}^{-1}
\]

Because \(D^{(t)}\) is a diagonal matrix whose diagonal elements are greater than 0, and 0 < \(\tau_L \leq \tau^{(t)} \leq \tau_R\), Therefore, by the lemma 2,

\[
\Sigma^{(t)}_{\gamma, \gamma} \leq \begin{bmatrix} 
\tau_LX^TX + D^{(t)}_\gamma \\
\tau_LX^TX - \gamma
\end{bmatrix}^{-1} \overset{\text{def}}{=} \Omega^{(t)}
\]

**Lemma 7.** Take \(\Sigma^{(t)}\) as (14), let

\[
s_j = \tau_LX_j^TX_j - \tau_LX_j^TX_{-j}(X_{-j}X_{-j})^{-1}X_{-j}X_j
\]

then \(s_j > 0\) and

\[
\Sigma^{(t)}_{j,j} \leq \left[ \frac{1}{v_0} + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) w_j^{(t-1)} + s_j \right]^{-1}
\]

**Proof.** From the formula (15) and the lemma 2, it is only necessary to prove that \(\Omega^{(t)}_{\gamma, \gamma}\) is less than or equal to the right side of (16).

\[
\Omega^{(t)}_{\gamma, \gamma} = \begin{bmatrix} 
\tau_LX^TX + D^{(t)}_\gamma \\
\tau_LX^TX - \gamma
\end{bmatrix}^{-1} = \begin{bmatrix} 
\tau_LX^TX + \frac{1}{v_0}I_\gamma + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W^{(t-1)}_\gamma \\
-\tau_LX^TX - \gamma (X^TX - \gamma)^{-1}X^TX_\gamma
\end{bmatrix}^{-1}
\]

When the index vector \(\gamma\) only has the \(j\)th element non-zero, we get

\[
\Omega^{(t)}_{j,j} = \begin{bmatrix} 
\tau_LX_j^TX_j + \frac{1}{v_0} + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) w_j^{(t-1)} \\
-\tau_LX_j^TX_{-j} (X_{-j}X_{-j})^{-1}X_{-j}X_j
\end{bmatrix}^{-1}
\]

\[
\overset{\text{def}}{=} \left[ \frac{1}{v_0} + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) w_j^{(t-1)} + s_j \right]^{-1}
\]
By the Cauchy-Schwartz inequality and

$$\gamma$$

Proof. From (14), using the formula of Lemma 3, we can know

such that

Similarly, from Lemma 3, we can see that

Therefore

Proposition 1

Proof. From (14), using the formula of Lemma 3, we can know

and

Similarly, when the index vector $$\gamma$$ only has the jth element non-zero

By the Cauchy-Schwartz inequality

$$X_j^T X_{-j} \left( X_j^T X_{-j} + D_{-j}^{(t)}/\tau(t) \right)^{-1} X_j^T y$$

$$\leq \left[ X_j^T X_{-j} \left( X_j^T X_{-j} + D_{-j}^{(t)}/\tau(t) \right)^{-1} X_j^T X_j \right]^{1/2}$$

$$\times \left[ y^T X_{-j} \left( X_j^T X_{-j} + D_{-j}^{(t)}/\tau(t) \right)^{-1} X_j^T y \right]^{1/2}$$

$$\leq \left[ X_j^T X_{-j} \left( X_j^T X_{-j} \right)^{-1} X_j^T X_j \right]^{1/2} \left[ y^T X_{-j} \left( X_j^T X_{-j} \right)^{-1} X_j^T y \right]^{1/2} \overset{\text{def}}{=} c_0.$$ 

So let $$c_j = \tau_0 (X_j^T y + c_0)$$, then $$\mu_j^{(t)} \leq c_j \Sigma_{jj}^{(t)}.$$ 

The following will prove the proposition 1, 2 based on the above lemma.

**Proposition 1 Proof.** By (17), 

$$\lim_{w_j^{(t-1)} \to 0} \frac{1}{\tau_0 + s_j} = 0$$

Therefore

$$\lim_{w_j^{(t-1)} \to 0} \Sigma_{jj}^{(t)} = 0$$
By Lemma 8 we get
\[ \lim_{v_0 \to 0} \lim_{w_j^{(t-1)} \to 0} \mu_j^{(t)} = 0. \]

**Proposition 2.** Proof. When \( w_j^{(t-1)} < 1 \), because \( v_0 \) is fixed and \( v_1 > v_0 > 0 \), so \(-\frac{1}{v_0} < \frac{1}{v_1} < \frac{1}{v_0} < 0\), and by Lemma 8, \( s_j > 0 \), so

\[
\left[ \frac{1}{v_0} + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) w_j^{(t-1)} + s_j \right]^{-1} = \left( \frac{1}{v_0} + s_j \right)^{-1} + O(w_j^{(t-1)})
\]

Let \( h_j = \left( \frac{1}{v_0} + s_j \right)^{-1} \), Then by Lemma 7 and Lemma 8 we get

\[
\Sigma_j \leq h_j + O(w_j^{(t-1)}), \quad \mu_j^{(t)} \leq h_j c_j + O(w_j^{(t-1)})
\]

So

\[
\Sigma_j + \left( \mu_j^{(t)} \right)^2 \leq h_j^2 c_j^2 + h_j + O(w_j^{(t-1)}).
\]

Let \( M_j = \lambda + \frac{1}{2} \ln \left( h_j^2 c_j^2 + h_j \right) \). From the definition of \( h_j, c_j \), it can be seen that \( M_j \) is not related to \( v_1 = v_0 \),

\[
w_j^{(t)} = \exp \left[ \lambda + \frac{1}{2} \ln \frac{v_0}{v_1} + \frac{1}{2} \left( \mu_j^{(t)} \right)^2 + \Sigma_j \right] \left( \frac{1}{v_0} - \frac{1}{v_1} \right)
\]

\[
\leq \exp \left[ \lambda + \frac{1}{2} \ln \frac{v_0}{v_1} + \frac{1}{2} \left( \mu_j^{(t)} \right)^2 + \Sigma_j \right] \frac{1}{v_0}
\]

\[
\leq \exp \left[ M_j + \frac{1}{2} \ln \frac{v_0}{v_1} + O(w_j^{(t-1)}) \right].
\]

**Appendix 2**

In this section, we will consider the proof of theorem 1, 2 under the assumption 1 – 5. Because it is assumed that \( X, y \) are all random variables, first define some random sequences

\[
A_n = n^{-1} X^T X, \quad b_n = n^{-1} X^T y
\]

\[
c_n = \text{tr} \left[ A_n \left( A_n + n^{-1} \tau^{-1} D \right)^{-1} \right], \quad \beta_{LS} = (X^T X)^{-1} X^T y
\]

From lemma 4-6 in [30], we can get

\[
A_n \xrightarrow{P} S, \quad A_n^{-1} \xrightarrow{P} S^{-1}, \quad n^{-1} \| \epsilon \|^2 \xrightarrow{P} \sigma_0^2, \quad n^{-1} X^T \epsilon \xrightarrow{P} 0, \quad \beta_{LS} = (X^T X)^{-1} X^T y
\]

From lemma 4-6 in [30], we can get

\[
A_n \xrightarrow{P} S, \quad A_n^{-1} \xrightarrow{P} S^{-1}, \quad n^{-1} \| \epsilon \|^2 \xrightarrow{P} \sigma_0^2, \quad n^{-1} X^T \epsilon \xrightarrow{P} 0, \quad \beta_{LS} = (X^T X)^{-1} X^T y
\]

In order to get the consistency estimate of \( \mu \), First prove that \( \forall t \geq 1, \tau^{(t)} \) is bounded by probability.
Lemma 9. Under the condition of assumption 1 – 4,
\[ \tau^{(t)} = O_p(1), \quad \frac{1}{\tau^{(t)}} = O_p(1) \quad (\forall t \geq 1) \]
The proof is in [15] Appendix B result 5.

Theorem 1 proof. We will first prove the consistency of \( \mu^{(t)} \), because
\[
\mu^{(t)} = \left[ \tau^{(t-1)}X^T X + D^{(t)} \right]^{-1} X^T y
\]
\[
= \left[ \frac{1}{n}X^T X + \frac{1}{n\tau^{(t-1)}}D^{(t)} \right]^{-1} \times \frac{1}{n}X^T y
\]
\[
= \left[ \frac{1}{n}X^T X + \frac{1}{n\tau^{(t-1)}}D^{(t)} \right]^{-1} b_n
\]
from (31), \( \frac{1}{n}X^T X \xrightarrow{P} S, b_n \xrightarrow{P} S\beta_0 \), but the lemma 10, \( \frac{1}{\tau^{(t-1)}} = O_p(1) \), therefore
\[ \mu^{(t)} \xrightarrow{P} S^{-1} S\beta_0 = \beta_0, \]
we will next prove the consistency of \( \frac{1}{\tau^{(t)}} \),
\[
\frac{1}{\tau^{(t)}} = \frac{2B + \|y - X\mu^{(t)}\|^2 + \text{tr} \left( X^T X\Sigma^{(t)} \right)}{2A + n}
\]
\[
= \frac{2B/n + n^{-1}\|y - X\mu^{(t)}\|^2 + n^{-1}\text{tr} \left( X^T X\Sigma^{(t)} \right)}{2A/n + 1}
\]
From lemma 6, \( \text{tr} \left( X^T X\Sigma^{(t)} \right) \leq p/\tau^{(t-1)} \), from lemma 9
\[ n^{-1}\text{tr} \left( X^T X\Sigma^{(t)} \right) \xrightarrow{P} 0. \]
And \( y = X\beta_0 + \epsilon \), so
\[
n^{-1}\|y - X\mu^{(t)}\|^2 = n^{-1}\|\epsilon\|^2 + 2(\beta_0 - \mu^{(t)})^T (n^{-1}X^T \epsilon)
\]
\[
+ (\beta_0 - \mu^{(t)})^T (n^{-1}X^T X) (\beta_0 - \mu^{(t)})
\]
From (31), \( n^{-1}\|\epsilon\|^2 \xrightarrow{P} \sigma_0^2, n^{-1}X^T \epsilon \xrightarrow{P} 0, n^{-1}X^T X \xrightarrow{P} S \). And \( S \) has finite elements, and \( \mu^{(t)} \xrightarrow{P} \beta_0 \), So \( 1/\tau^{(t)} \xrightarrow{P} \sigma_0^2 \).

Because in the iterative process of algorithm 1, it contains probability \( w_j^{(t)} \) and covariance matrix \( \Sigma^{(t)} \) is related, so before proving theorem 2, we will give Asymptotic properties of \( \Sigma^{(t)} \).

Lemma 10. Under the condition of assumption 1 – 4, \( \forall t \geq 1 \),
\[ \Sigma^{(t)} \xrightarrow{P} 0 \quad (n \to +\infty) \]
proof. From the definition

\[ \Sigma^{(t)} = \left[ \tau^{(t-1)} X^T X + D^{(t)} \right]^{-1} = \frac{1}{n} \left[ \frac{1}{n} X^T X + \frac{1}{n \tau^{(t-1)}} D^{(t)} \right]^{-1} \]

From (31), \( \frac{1}{n} X^T X \xrightarrow{p} S \), by the lemma 9, \( \frac{1}{\tau^{(t-1)}} = O_p(1) \), while the matrix \( S, D^{(t)} \)'s element is finite, so \( \Sigma^{(t)} \xrightarrow{p} 0 \). \( n \to +\infty \)

Next, we will prove theorem 2.

**Theorem 2 proof.** From the definition, we only need to prove \( n \to +\infty \),

(i) \( \forall j \in S^*, P \left( w_j^{(t)} > 0.5 \right) \to 1; \)

(ii) \( \forall j \notin S^*, P \left( w_j^{(t)} \leq 0.5 \right) \to 1. \)

We will first prove (ii) \( \forall j \notin S^* \), then \( \beta_{0,j} = 0 \), by the theorem 1, \( \mu_j^{(t)} \xrightarrow{p} 0. \)

Suppose \( \eta_j^{(t)} \) is defined in algorithm 1, then by assumption 5 and theorem 1,

\[
\eta_j^{(t)} = \lambda + \frac{1}{2} \ln \frac{v_0}{v_1} + \frac{1}{2} \left[ \left( \mu_j^{(t)} \right)^2 + \Sigma_j^{(t)} \right] \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \\
\leq \lambda + \frac{1}{2} \ln \frac{v_0 \exp(-2\lambda)}{v_1} + \frac{1}{2} \left[ \left( \mu_j^{(t)} \right)^2 + \Sigma_j^{(t)} \right] \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \\
\leq \frac{1}{2} \left[ \left( \mu_j^{(t)} \right)^2 + \Sigma_j^{(t)} \right] \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \xrightarrow{p} 0 \quad (n \to +\infty)
\]

Then \( P \left( \eta_j^{(t)} \leq 0 \right) \xrightarrow{p} 1 \), so

\[ P \left( w_j^{(t)} \leq 0.5 \right) = P \left( \expit(\eta_j^{(t)}) \leq 0.5 \right) = P \left( \eta_j^{(t)} \leq 0 \right) \to 1 \quad (n \to +\infty) \]

Therefore, (ii) is proved, and we will consider the proof of (i).

\( \forall j \in S^* \), by the assumption 5, then \( |\beta_{0,j}| \geq l_0, \frac{l_0^2}{v_0} + \ln v_0 \geq \ln v_1 + \frac{l_0^2}{v_1} - 2\lambda + 2\delta \), so

\[
\eta_j^{(t)} = \lambda + \frac{1}{2} \ln \frac{v_0}{v_1} + \frac{1}{2} \left[ \left( \mu_j^{(t)} \right)^2 + \Sigma_j^{(t)} \right] \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \\
\geq \lambda + \frac{1}{2} \ln \frac{v_0}{v_1} + \frac{1}{2} \frac{l_0^2}{v_1} \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \\
\geq \delta > 0
\]

Henceforth

\[ P \left( w_j^{(t)} > 0.5 \right) = P \left( \expit(\eta_j^{(t)}) > 0.5 \right) = P \left( \eta_j^{(t)} > 0 \right) \to 1 \quad (n \to +\infty) \]

Therefore

\[ P \left( \hat{S}_n = S^* \right) \to 1 \quad (n \to +\infty) \]
Appendix 3

Lemma 11.

\[
y^\top X \left( X^\top X + \frac{1}{v_0} I + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W^{(j1)} \right)^{-1} X^\top y \\
- y^\top X \left( X^\top X + \frac{1}{v_0} I + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W^{(j0)} \right)^{-1} X^\top y \\
= \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \mu_j^{(j0)} \mu_j^{(j1)}
\]

Proof. Consider the general situation first, let \( \Sigma = \left( X^\top X + \frac{1}{v_0} I + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W \right)^{-1} \), \( D = \frac{1}{v_0} I + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W \), also consider rewriting \( \Sigma \) as

\[
\begin{bmatrix}
\Sigma_{j,j} & \Sigma_{j,-j} \\
\Sigma_{-j,j} & \Sigma_{-j,-j}
\end{bmatrix} = \begin{bmatrix}
X_j^\top X_j + \frac{1}{v_0} + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) w_j & X_j^\top X_{-j} \\
X_{-j}^\top X_j & X_{-j}^\top X_{-j} + D_{-j}
\end{bmatrix}^{-1}
\]

Let \( C_j = (X_j^\top X_j + D_{-j})^{-1} \), from Lemma 3 we get

\[
\begin{align*}
\Sigma_{j,j} & = \left( X_j^\top X_j + \frac{1}{v_0} + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) w_j - X_j^\top X_{-j} C_j X_{-j}^\top X_j \right)^{-1} \\
\Sigma_{j,-j} & = -\Sigma_{j,j} X_j^\top X_{-j} C_j \\
\Sigma_{-j,j} & = -\Sigma_{j,j} C_j X_{-j}^\top X_j \\
\Sigma_{-j,-j} & = (X_{-j}^\top X_{-j} + D_{-j})^{-1} + \Sigma_{j,j} C_j X_{-j}^\top X_j X_{-j} + D_{-j}
\end{align*}
\]

Set \( k \in \{ 0, 1 \} \), let \( \Sigma^{(jk)} = \left( X^\top X + \frac{1}{v_0} I + \left( \frac{1}{v_1} - \frac{1}{v_0} \right) W^{(jk)} \right)^{-1} \), replace \( w_j \) with \( k \), get from (45),

\[
\Sigma^{(jk)}_{j,j} = \left( X_j^\top X_j + \frac{1}{v_0} - X_j^\top X_{-j} C_j X_{-j}^\top X_j \right)^{-1}
\]

Let \( d_j = \Sigma^{(j1)}_{j,j} - \Sigma^{(j0)}_{j,j} \), then \( d_j = \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \Sigma^{(j1)}_{j,j} \Sigma^{(j0)}_{j,j} \), and

\[
\Sigma^{(j1)} - \Sigma^{(j0)} = \begin{bmatrix}
d_j X_{-j}^\top X_{-j} C_j & -d_j X_j^\top X_{-j} C_j \\
-\Sigma^{(j1)}_{j,j} C_j X_{-j}^\top X_j & \Sigma^{(j0)}_{j,j} C_j X_{-j}^\top X_{-j} X_{-j} + D_{-j}
\end{bmatrix}
\]

Empathy rewrite \( X^\top y \)

\[
y^\top X \left( \Sigma^{(j1)} - \Sigma^{(j0)} \right) X^\top y \\
= d_j \left( X_j^\top y \right)^2 - 2 \left( X_j^\top y \right) \left( X_j^\top X_{-j} C_j X_{-j}^\top y \right) + \left( X_j^\top X_{-j} C_j X_{-j}^\top y \right)^2 \\
= \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \Sigma^{(j1)}_{j,j} \Sigma^{(j0)}_{j,j} \left( X_j^\top y - X_j^\top X_{-j} \left( X_{-j}^\top X_{-j} + D_{-j} \right)^{-1} X_{-j}^\top y \right)^2
\]

22
So
\[ y^\top X \left( \Sigma^{(j1)} - \Sigma^{(j0)} \right) X^\top y = \left( \frac{1}{v_0} - \frac{1}{v_1} \right) \mu_j^{(j0)} \mu_j^{(j1)}. \]

\[ \square \]

**Theorem 3 proof.** Firstly, it is proved by theorem 1 and the formula (44), because the assumptions are the same, it can be obtained in the same way
\[ \mu^{(jk)} = \beta_0 + O_p \left( p^3 n^{-\frac{1}{2}} \right), k \in \{0, 1\} \]  

and
\[ T_{j0} - T_{j1} = - \left( A + \frac{n}{2} \right) \log \left( 1 + \frac{1}{B + \frac{1}{2} \|y\|^2 - \frac{1}{2} y^\top X \mu^{(j1)} } \right) \]
\[ - \logit(\rho) + \frac{1}{2} \log n + \frac{1}{2} \log v_1 \]
\[ = - \left( A + \frac{n}{2} \right) \log (1 + c_j) - \logit(\rho) + \frac{1}{2} \log n + \frac{1}{2} \log v_1 \]  

From \( y = X\beta_0 + \epsilon \) and (36) can get \( B + \frac{1}{2} \|y\|^2 - \frac{1}{2} y^\top X \mu^{(j1)} = O_p(n) \), and because of \( v_0 = O(n^{\frac{1}{2}}) \), if \( j \in \gamma_0 \), \( c_j = O_p(n^{-\frac{1}{2}}) \),
\[ \left( A + \frac{n}{2} \right) \log (1 + c_j) = O_p(n^{\frac{1}{2}}), \]
at this time \( T_{j0} - T_{j1} = - \left| O_p(n^{\frac{1}{2}}) \right| \), so \( w_j = 1 - \left( 1 + \exp \left| O_p(n^{\frac{1}{2}}) \right| \right)^{-1} \).

If \( j \notin \gamma_0 \), then \( c_j = O_p(p^3 n^{-\frac{1}{2}}) \), And because \( p = O(n^{\frac{1}{2}}) \), In the same way,
\[ \left( A + \frac{n}{2} \right) \log (1 + c_j) = O_p(p^3 n^{-\frac{1}{2}}) = O_p(1), \]

So at this time \( T_{j0} - T_{j1} = O_p(\log n) \), So \( w_j = O_p(n^{-1}) \).  

\[ \square \]
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