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Abstract

Deep convolutional networks have achieved great success for object recognition in still images. However, for action recognition in videos, the improvement of deep convolutional networks is not so evident. We argue that there are two reasons that could probably explain this result. First the current network architectures (e.g. Two-stream ConvNets [12]) are relatively shallow compared with those very deep models in image domain (e.g. VGGNet [13], GoogLeNet [15]), and therefore their modeling capacity is constrained by their depth. Second, probably more importantly, the training dataset of action recognition is extremely small compared with the ImageNet dataset, and thus it will be easy to over-fit on the training dataset.

To address these issues, this report presents very deep two-stream ConvNets for action recognition, by adapting recent very deep architectures into video domain. However, this extension is not easy as the size of action recognition is quite small. We design several good practices for the training of very deep two-stream ConvNets, namely (i) pre-training for both spatial and temporal nets, (ii) smaller learning rates, (iii) more data augmentation techniques, (iv) high drop out ratio. Meanwhile, we extend the Caffe toolbox into Multi-GPU implementation with high computational efficiency and low memory consumption. We verify the performance of very deep two-stream ConvNets on the dataset of UCF101 and it achieves the recognition accuracy of 91.4%.

1. Introduction

Human action recognition has become an important problem in computer vision and received a lot of research interests in this community [12, 16, 19]. The problem of action recognition is challenging due to the large intra-class variations, low video resolution, high dimension of video data, and so on.

The past several years have witnessed great progress on action recognition from short clips [8, 9, 12, 16, 17, 18, 19]. These research works can be roughly categorized into two types. The first type of algorithm focuses on the hand-crafted local features and Bag of Visual Words (BoVWs) representation. The most successful example is to extract improved trajectory features [16] and employ Fisher vector representation [11]. The second type of algorithm utilizes deep convolutional networks (ConvNets) to learn video representation from raw data (e.g. RGB images or optical flow fields) and train recognition system in an end-to-end manner. The most competitive deep model is the two-stream ConvNets [12].

However, unlike image classification [7], deep ConvNets did not yield significant improvement over these traditional methods. We argue that there are two possible reasons to explain this phenomenon. First, the concept of action is more complex than object and it is relevant to other high-level vision concepts, such as interacting object, scene context, human pose. Intuitively, the more complicated problem will need the model of higher complexity. However, the current two-stream ConvNets are relatively shallow (5 convolutional layers and 3 fully-connected layers) compared with those successful models in image classification [13, 15]. Second, the dataset of action recognition is extremely small compared the ImageNet dataset [1]. For example, the UCF101 dataset [14] only contains 13,320 clips. However, these deep ConvNets always require a huge number of training samples to tune the network weights.

In order to address these issues, this report presents very deep two-stream ConvNets for action recognition. Very deep two-stream ConvNets contain high modeling capacity and are capable of handling the large complexity of action classes. However, due to the second problem above, training very deep models in such a small dataset is much challenging due to the over-fitting problem. We propose several good practices to make the training of very deep two-stream ConvNets stable and reduce the effect of over-fitting. By carefully training our proposed very deep ConvNets on the action dataset, we are able to achieve the state-of-the-art performance on the dataset of UCF101. Meanwhile, we extend the Caffe toolbox [4] into multi-GPU implementation.


with high efficiency and low memory consumption.

The remainder of this report is organized as follows. In Section 2, we introduce our proposed very deep two-stream ConvNets in details, including network architectures, training details, testing strategy. We report our experimental results on the dataset of UCF101 in Section 3. Finally, we conclude our report in Section 4.

2. Very Deep Two-stream ConvNets

In this section, we give a detailed description of our proposed method. We first introduce the architectures of very deep two-stream ConvNets. After that, we present the training details, which are very important to reduce the effect of over-fitting. Finally, we describe our testing strategies for action recognition.

2.1. Network architectures

Network architectures are of great importance in the design of deep ConvNets. In the past several years, many famous network structures have been proposed for image classification, such as AlexNet [7], ClarifaiNet [22], GoogLeNet [15], VGGNet [13], and so on. Some trends emerge during the evolution of from AlexNet to VGGNet: smaller convolutional kernel size, smaller convolutional strides, and deeper network architectures. These trends have turned out to be effective on improving object recognition performance. However, their influence on action recognition has not been fully investigated in video domain. Here, we choose two latest successful network structures to design very deep two-stream ConvNets, namely GoogLeNet and VGGNet.

**GoogLeNet.** It is essentially a deep convolutional network architecture codenamed *Inception*, whose basic idea is Hebbian principle and the intuition of multi-scale processing. An important component in Inception network is the Inception module. Inception module is composed of multiple convolutional filters with different sizes alongside each other. In order to speed up the computational efficiency, 1 × 1 convolutional operation is chosen for dimension reduction. GoogLeNet is a 22-layer network consisting of Inception modules stacked upon each other, with occasional max-pooling layers with stride 2 to halve the resolution of grid. More details can be found in its original paper [15].

**VGGNet.** It is a new convolutional architecture with smaller convolutional size (3 × 3), smaller convolutional stride (1 × 1), smaller pooling window (2 × 2), deeper structure (up to 19 layers). The VGGNet systematically investigates the influence of network depth on the recognition performance, by building and pre-training deeper architectures based on the shallower ones. Finally, two successful network structures are proposed for the ImageNet challenge: VGG-16 (13 convolutional layers and 3 fully-connected layers) and VGG-19 (16 convolutional layers and 3 fully-connected layers). More details can be found in its original paper [13].

**Very Deep Two-stream ConvNets.** Following these successful architectures in object recognition, we adapt them to the design of two-stream ConvNets for action recognition in videos, which we called very deep two-stream ConvNets. We empirically study both GoogLeNet and VGG-16 for the design of very deep two-stream ConvNets. The spatial net is built on a single frame image (224 × 224 × 3) and therefore its architecture is the same as those for object recognition in image domain. The input of temporal net is 10-frame stacking of optical flow fields (224 × 224 × 20) and thus the convolutional filters in the first layer are different from those of image classification models.

2.2. Network training

Here we describe how to train very deep two-stream ConvNets on the UCF101 dataset. The UCF101 dataset contains 13,320 video clips and provides 3 splits for evaluation. For each split, there are around 10,000 clips for training and 3300 clips for testing. As the training dataset is extremely small and the concept of action is relatively complex, training very deep two-stream ConvNets is quite challenging. From our empirical explorations, we discover several good practices for training very deep two-stream ConvNets as follows.

**Pre-training for Two-stream ConvNets.** Pre-training has turned out to be an effective way to initialize deep ConvNets when there is not enough training samples available. For spatial nets, as in [12], we choose the ImageNet models as the initialization for network training. For temporal net, its input modality are optical flow fields, which capture the motion information and are different from static RGB images. Interestingly, we observe that it still works well by pre-training temporal nets with ImageNet model. In order to make this pre-training reasonable, we make several modifications on optical flow fields and ImageNet model. First, we extract optical flow fields for each video and discretize optical flow fields into interval of [0, 255] by a linear transformation. Second, as the input channel number for temporal nets is different from that of spatial nets (20 vs. 3), we average the ImageNet model filters of first layer across the channel, and then copy the average results 20 times as the initialization of temporal nets.

**Smaller Learning Rate.** As we pre-trained the two-stream ConvNets with ImageNet model, we use a smaller learning rate compared with original training in [12]. Specifically, we set the learning rate as follows:

- For temporal net, the learning rate starts with 0.005, decreases to its 1/10 every 10,000 iterations, stops at 30,000 iterations.
• For spatial net, the learning rate starts with 0.001, decreases to its 1/10 every 4,000 iterations, stops at 10,000 iterations.

In total, the learning rate is decreased 3 times. At the same time, we notice that it requires less iterations for the training of very deep two-stream ConvNets. We analyze that this may be due to the fact we pre-trained the networks with the ImageNet models.

More Data Augmentation Techniques. It has been demonstrated that data augmentation techniques such as random cropping and horizontal flipping are very effective to avoid the problem of over-fitting. Here, we try two new data augmentation techniques for training very deep two-stream ConvNets as follows:

• We design a corner cropping strategy, which means we only crop 4 corners and 1 center of the images. We find that if we use random cropping method, it is more likely select the regions close to the image center and training loss goes quickly down, leading to the over-fitting problem. However, if we constrain the cropping to the 4 corners or 1 center explicitly, the variations of input to the network will increase and it helps to reduce the effect of over-fitting.

• We use a multi-scale cropping method for training very deep two-stream ConvNets. Multi-scale representations have turned out to be effective for improving the performance of object recognition on the ImageNet dataset [13]. Here, we adapt this good practice into the task of action recognition. But we present an efficient implementation compared with that in object recognition [13]. We fix the input image size as 256 x 340 and randomly sample the cropping width and height from {256,224,192,168}. After that, we resize the cropped regions to 224 x 224. It is worth noting that this cropping strategy not only introduces the multi-scale augmentation, but also aspect ratio augmentation.

High Dropout Ratio. Similar to the original two-stream ConvNets [12], we also set high drop out ratio for the fully connected layers in the very deep two-stream ConvNets. In particular, we set 0.9 and 0.8 drop out ratios for the fully connected layers of temporal nets. For spatial nets, we set 0.9 and 0.9 drop out ratios for the fully connected layers.

Multi-GPU training. One great obstacle for applying deep learning models in video action recognition task is the prohibitively long training time. Also the input of multiple frames heightens the memory consumption for storing layer activations. We solve these problems by employing data-parallel training on multiple GPUs. The training system is implemented with Caffe [4] and OpenMPI. Following a similar technique used in [3], we avoid synchronizing the parameters of fully connected (fc) layers by gathering the activations from all worker processes before running the fc layers. With 4 GPUs, the training is 3.7x faster for VGGNet-16 and 4.0x faster for GoogLeNet. It takes 4x less memory per GPU. The system is publicly available 1.

2.3. Network testing

For fair comparison with the original two-stream ConvNets [12], we follow their testing scheme for action recognition. At the test time, we sample 25 frame images or optical flow fields for the testing of spatial and temporal nets, respectively. From each of these selected frames, we obtain 10 inputs for very deep two-stream ConvNets, i.e. 4 corners, 1 center, and their horizontal flipping. The final prediction score is obtained by averaging across the sampled frames and their cropped regions. For the fusion of spatial and temporal nets, we use a weighted linear combination of their prediction scores, where the weight is set as 2 for temporal net and 1 for spatial net.

3. Experiments

Datasets and Implementation Details. In order to verify the effectiveness of proposed very deep two-stream ConvNets, we conduct experiments on the UCF101 [14] dataset. The UCF101 dataset contains 101 action classes and there are at least 100 video clips for each class. The whole dataset contains 13,320 video clips, which are divided into 25 groups for each action category. We follow the evaluation scheme of the THUMOS13 challenge [5] and adopt the three training/testing splits for evaluation. We report the average recognition accuracy across classes over these three splits. For the extraction of optical flow fields, we follow the work of TDD [19] and choose the TVL1 optical flow algorithm [21]. Specifically, we use the OpenCV implementation, due to its balance between accuracy and efficiency.

Results. We report the action recognition performance in Table 1. We compare three different network architectures, namely ClarifaiNet, GoogLeNet, and VGGNet-16. From these results, we see that the deeper architectures obtain better performance and VGGNet-16 achieves the best performance. For spatial nets, VGGNet-16 outperform shallow network by around 5%, and for temporal net, VGGNet-16 is better by around 4%. Very deep two-stream ConvNets outperform original two-stream ConvNets by 3.4%.

It is worth noting in our previous experience [20] in THUMOS15 Action Recognition Challenge [2], we have tried very deep two-stream ConvNets but temporal nets with deeper structure did not yield good performance, as shown in Table 2. In this THUMOS15 submission, we train the very deep two-stream ConvNets in the same way as the original two-stream ConvNets [12] without using these

1https://github.com/yjxiong/caffe/tree/action_recog
proposed good practices. From the different performance of very deep two-stream ConvNets on two datasets, we conjecture that our proposed good practices is very effective to reduce the effect of over-fitting due to (a) pre-training temporal nets with the ImageNet models; (b) using more data augmentation techniques.

Comparison. Finally, we compare our recognition accuracy with several recent methods and the results are shown in Table 3. We first compare with Fisher vector representation of hand-crafted features like Improved Trajectories (iDT) [16] or deep-learned features like Trajectory-Pooled Deep-Convolutional Descriptors (TDD) [19]. Our results is better than all these Fisher vector representations. Second, we perform comparison between the very deep two-stream ConvNets with other deep networks such as DeepNets [6] and two-stream ConvNets with recurrent neural networks [9]. We see that our proposed very deep models outperform previous ones and are better than the best result by 2.8%.

4. Conclusions

In this work we have evaluated very deep two-stream ConvNets for action recognition. Due to the fact that action recognition dataset is extremely small, we proposed several good practices for the training very deep two-stream ConvNets. With our carefully designed training strategies, the proposed very deep two-stream ConvNets achieved the recognition accuracy of 91.4% on the UCF101 dataset. Meanwhile, we extended the famous Caffe toolbox into Multi-GPU implementation with high efficiency and low memory consumption.
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