Properties of the density of shear transformations in driven amorphous solids

To cite this article: Ezequiel E Ferrero and Eduardo A Jagla 2021 J. Phys.: Condens. Matter 33 124001

View the article online for updates and enhancements.
Properties of the density of shear transformations in driven amorphous solids

Ezequiel E Ferrero\textsuperscript{1,*} and Eduardo A Jagla\textsuperscript{2}

\textsuperscript{1} Instituto de Nanociencia y Nanotecnología, CNEA–CONICET, Centro Atómico Bariloche, (R8402AGP) San Carlos de Bariloche, Río Negro, Argentina
\textsuperscript{2} Centro Atómico Bariloche, Instituto Balseiro, Comisión Nacional de Energía Atómica, CNEA, CONICET, UNCuyo, Av E Bustillo 9500 R8402AGP S C de Bariloche, Río Negro, Argentina

E-mail: ferrero@cab.cnea.gov.ar

Received 7 October 2020, revised 17 December 2020
Accepted for publication 29 December 2020
Published 12 January 2021

Abstract

The strain load $\Delta \gamma$ that triggers consecutive avalanches is a key observable in the slow deformation of amorphous solids. Its temporally averaged value $\langle \Delta \gamma \rangle$ displays a non-trivial system-size dependence that constitutes one of the distinguishing features of the yielding transition. Details of this dependence are not yet fully understood. We address this problem by means of theoretical analysis and simulations of elastoplastic models for amorphous solids. An accurate determination of the size dependence of $\langle \Delta \gamma \rangle$ leads to a precise evaluation of the steady-state distribution of local distances to instability $x$. We find that the usually assumed form $P(x) \sim x^\theta$ (with $\theta$ being the so-called pseudo-gap exponent) is not accurate at low $x$ and that in general $P(x)$ tends to a system-size-dependent finite limit as $x \to 0$. We work out the consequences of this finite-size dependence standing on exact results for random-walks and disclosing an alternative interpretation of the mechanical noise felt by a reference site. We test our predictions in two- and three-dimensional elastoplastic models, showing the crucial influence of the saturation of $P(x)$ at small $x$ on the size dependence of $\langle \Delta \gamma \rangle$ and related scalings.
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mulation and release of energy then implies that if the system size is doubled, the average load increase that has to be applied to generate a new avalanche is halved. While this is the case for most stick-slip phenomena (e.g., friction, depinning, wetting, etc), the behavior of amorphous solids under deformation deviates this logic. In the deformation of amorphous materials, if we double the system size, the rate at which we observe slip events does not double. It increases, but less; it is sub-extensive in the system size. In other words, to trigger the next slip one needs to load more than expected. As a consequence, when the system finally yields, the slip of a single block is not enough to compensate the load excess and system spanning avalanches of plastic events emerge. Therefore, the plastic activity is rarely confined to localized plastic events and, instead, it is mostly originated in large structures [6]. This points clearly to the non-extensiveness of the problem. In fact, if we consider conversely that the dynamics of the problem produces system size spanning avalanches, then a doubling in the system size would not duplicate the number of avalanches.

It is now well established that the statistics of the mean strain load \( \langle \Delta \gamma \rangle \) needed to trigger consecutive avalanches in the steady state of quasistatically driven amorphous solids has profound consequences on the criticality of the yielding transition [7–9]. In particular, its finite-size scaling is expected to be a manifestation of the distribution of putative shear transformation zones \( P(x) \equiv \Sigma_{gb} - \Sigma \) stands for the local ‘stress distance’ to the local yielding threshold \( \Sigma_{gb} \) and bounds through scaling relations the possible exponents governing the avalanche size distribution [5, 10–14]. While consensus on this scaling being sub-extensive prevails, i.e., \( \langle \Delta \gamma \rangle \sim N^{-\alpha} \), with \( 0 < \alpha < 1 \), there have been conflicting views on the value of \( \alpha \) and its justification. On one hand molecular dynamics (MD) simulations [7–9] of model glasses under quasistatic deformation support an universal value of \( \alpha \simeq 2/3 \), valid both in \( d = 2 \) and \( d = 3 \) dimensions. On the other hand, elastoplastic (EP) models for amorphous solids [10, 11] display dimension-dependent values of \( \alpha \).

Despite large advances in the field, theoretical arguments have not taken yet in full account the statistical significance of the \( \langle \Delta \gamma \rangle \) sub-extensivity in the steady state. Such a scaling has been well accounted as a justification for system-spanning avalanches of plastic activity in the system; but the fact that it also implies an inherent discrete evolution for the ‘local distances to threshold’ \( x \) was disregarded. In this work, we address this issue, presenting an alternative and consistent picture for the finite-size scaling of \( x_{\min} \equiv \text{min} \ x_i \). Standing on the ground provided by previous works [15–18], we interpret the evolution of the stress (and thus also \( x \)) in a generic region of the system as an effective stochastically-driven random walk. Working out the finite-size scaling of the relevant discrete jump in this walk we derive a generic scaling law \( \langle x_{\min} \rangle \sim N^{-\alpha} \) with \( \alpha = 2/3 \). In doing so, we revisit the significance and shape of the distribution \( P(x) \), which shows a finite limit \( P_0 = \lim_{\gamma \rightarrow 0} P(x) \) that scales as \( P_0 \sim N^{1-\alpha} \) in the thermodynamic limit. This scaling occurs independently of the eventual value of \( \theta \) observed at intermediate values of \( x \) where \( P(x) \sim x^\theta \) can be fitted.

In section 1 we refresh the subject under discussion in a mini-review. In section 2 we motivate and perform an analysis in terms of simple random-walkers problems with exact solutions to understand the effect of discrete steps. In section 3 we rationalize the collective effect of plastic events during avalanches as an effective mechanical noise with a discrete step effect on the ‘walks’ of local stresses. In section 4 we test our hypothesis in extensive simulations of 2D and 3D elastoplastic models, presenting rigorous finite size analysis for \( \langle x_{\min} \rangle \) and \( P(x) \) in different cases. Finally, in section 5 we summarize our results, that we believe allow to construct a consistent scenario for what seemed a priori contrasting results in literature.

1. Overview of the subject

Let us start by briefly reviewing the main concepts and literature results on this topic. In essence, one can think of a yielding material as a fully-connected set of elastoplastic blocks characterized by a local stress \( \Sigma_i \) or, equivalently, a local distance to the stress threshold \( x_i = \Sigma_{gb} - \Sigma_i \). These blocks evolve according to a global load that drives the \( x_i \) values towards zero. When a particular \( x_j \) reaches zero, the block yields, reaching a new equilibrium position (at some new, positive value of \( x_i \)) while at the same time producing (via elastic interactions) a modification of the values of other \( x_i \) all across the system. We say that these are ‘mechanical kicks’ given to the blocks each time one of the blocks yields. The yielding of block \( j \) may produce (due to the mechanical kicks) the yielding of other blocks in cascade. This is the origin of avalanches in the system that characterize the dynamics. Because of this avalanche-dominated dynamics, the stress–strain evolution in the system has a qualitative form as depicted in figure 1. Once in its steady state, a driven amorphous solid performs an interspersed sequence of load periods and slip events when the relevant stress component is monitored. A stationary average value is expected for the stress on a steady state. On top of this average value, stress fluctuations contain information on the physics of the problem. In particular, the average strain increase of the loading periods (referred to as \( \langle \Delta \gamma \rangle \)) and the average stress-drop during the slip events \( \langle \Delta \Sigma \rangle \) must be proportional in a stationary situation (see figure 1), namely

\[
\langle \Delta \Sigma \rangle = B \langle \Delta \gamma \rangle
\]

with \( B \) an elastic constant.

In a quasistatic athermal dynamics, the stress increment that needs to be applied to trigger a new avalanche is nothing but the minimum \( x_j \) across the system, namely \( x_{\min} \). Then,

\[
\langle x_{\min} \rangle = \langle \Delta \Sigma \rangle.
\]
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compatibleresults. In reference [8], when thinking on the distribution of possible plastic events, an ansatz was introduced. Arguing that the distribution of energy barriers felt in a quasistatic loading protocol should grow as a power-law, it was proposed for the distribution of local distances to instabilities (x is the generic value of all xi across the system) the expression

P(x) \sim x^\theta, (4)

for small x and with \theta > 0. Then the distribution of \(x_{\text{min}}\) follows a Weibull distribution

\[ \langle x_{\text{min}} \rangle \sim x_{\text{min}}^{-\theta} \exp \left( -N x_{\text{min}}^{\theta+1} \right), \] (5)

with its mean value scaling as

\[ \langle x_{\text{min}} \rangle \sim N^{-1/(1+\theta)}, \] (6)

which provides a justification for the scaling of equation (3), linking \(\alpha\) and \(\theta\):

\[ \alpha = \frac{1}{1+\theta}. \] (7)

Yet, notice that equation (6) does not imply \(P(x) \sim x^{\theta}\). The small argument power-law form of the Weibull distribution for \(P(x_{\text{min}})\) was verified in the statistics of the ‘as-quenched’ state or isotropic solid state, both in \(d = 2\) and \(d = 3\) dimensions [7–9]. And it is in fact for this case that the ansatz (4) was proposed [8]. Nevertheless, these pioneer MD simulations could not easily access the whole distribution \(P(x)\), and results where only presented for \(P(x_{\text{min}})\) or for \(P(\Delta \gamma)\).Luckily, soon after, the problem was addressed by EP model simulations measuring the full \(P(x)\) distribution [10]. In there, a plausible law \(P(x) \sim x^{\theta}\) was found not only in the ‘as-quenched’ state but also at the critical stress. The \(P(x) \sim x^{\theta}\) ansatz was subsequently extended to describe also the critical steady state in EP simulations [11]; and furthermore, also the transient regime [20] where a statistics of extended avalanches was equally observed. It was concluded that \(\theta\), and therefore \(\alpha\) according to the construction, should be dimension and system parameter dependent, which was formalized in an analytic mean-field approach [21]. This theory has the virtue of formally catching a strain-dependence of \(\theta\), a feature that is observed in the transient regime both in EP [20, 21] and MD [22–25] simulations. In such transient, the values of \(\theta\) observed are highly non-universal, depending on system preparation, system parameters and dimension [21, 23, 26].

In the construction summarized in [21], \(\alpha\) is expected to follow the same trend as \(\theta\) all the way from the ‘as-quenched’ state to the steady-state, keeping the relation \(\alpha = 1/(1 + \theta)\), and binding \(\alpha\) to be also highly non-universal. Nevertheless, one naturally expects \(\theta\) and \(\alpha\) to stop depending on strain in the steady-state, and indeed the literature has collected from the beginning evidence for such expectation [8, 10, 11]. Moreover, we have recently showed that in that limit those exponents are model-independent [15] for a large set of EP model rules; they do depend on dimension though. So, at some point the variation of \(\alpha\) and \(\theta\) with strain should vanish. How that happens, may be a matter of theoretical discussion itself. For the time being, we will focus on the limit of large strains where a self-consistent and stationary stick-slip phenomenon is expected to occur.

Interestingly, in contrast with the case of ‘as-quenched’ systems, the relation \(\alpha = 1/(1 + \theta)\) does not seem to hold so well in the numerical results of the steady-state in EP models. For example, in [11] \(\theta\) is reported to be \(\sim 0.57\) and \(\sim 0.35\) respectively in \(d = 2\) and \(d = 3\), while \(\alpha\) results form the \(x_{\text{min}}\) scaling in \(\sim 0.67\) and \(\sim 0.79\) for those cases [27]. More recent EP simulations [28] show \(\alpha \approx 0.675\) combined with \(\theta \approx 2/3\) in \(d = 2\). And in [15] we have observed \(\alpha \approx 2/3\) and \(\theta \approx 0.75\) for six different \(d = 2\) EP models, pushing the relation \(\alpha = 1/(1 + \theta)\) even further away from validity. The apparent violation of such relation in the steady state is accompanied by two related observations. First, it is well known from the beginning of this discussions that \(P(x_{\text{min}}) \sim (x_{\text{min}})^{\theta}\) does not show up in the steady-state [8, 10]; in fact that law, valid for the ‘as-quenched’ state, is rapidly suppressed as soon as the applied stress is finite [22, 23]. Secondly, recent numerical results in both MD simulations [25] and EP models [15, 28] have consistently made evident that in the steady state \(P(x)\) displays a plateau at small values of \(x\) (a non-zero base value, unmistakable in a double logarithmic plot \(P(x)\) vs \(x\)), and suggested that the finite-size scaling of \(\langle x_{\text{min}} \rangle\) can be dominated by the behavior with system size of the finite asymptotic value of \(P(x)\) at vanishing \(x\) rather than by the exponent \(\theta\).

What seems to be clear, at least, is that the plain assumption \(P(x) \sim x^{\theta}\), which was somehow inherited from the ‘as-quenched’ phenomenology and carried by for all values of strain, is insufficient in the steady state. Nevertheless, for instance, a scaling relation based on equation (7), and linking the exponents \(\tau, \delta\), that describe the distribution of avalanche sizes with the exponent \(\theta\) (namely, \(\tau = 2 - \frac{\theta}{1+\theta}, \delta\)) has been largely adopted in the EP models literature [5, 12, 14, 29], always accepted without further justification and relying sometimes on generous error bars for the exponents. Something is
missing in the understanding of what controls $\alpha$, which might cause that even the latter relation among exponents should be revised. In this work we address the issue, admittedly limiting ourselves to the steady-state case, were we expect universal values of $\alpha$ [8, 15, 22].

1.1. A mean-field approach to yielding

In [21], Lin and Wyart extending a work by Lemaitre and Caroli [30] presented a mean-field approach which is based in the assumption that the mechanical kicks produced by yielding sites on every other site can be taken from a given distribution defined once and for all, independently of the state of the system, and, more importantly, that this distribution is heavy-tailed. Based in the instantaneous values of the local ‘stress-distances’ to threshold $x_i = \Sigma_{\text{dist}} - \Sigma_i$, the mean-field dynamics can be described as follows. If at time $t$ the block $j$ yields (reaches $x_j \leq 0$), it is re-injected at a positive value of $x_j$ (e.g. $x_j = 1$) and the rest of the blocks suffer mechanical kicks $\xi_i$ taken from a distribution $w(\xi)$ (see equation (9)) with zero mean $\langle \xi_i \rangle = 0$,

$$x_j(t + 1) = 1,$$
$$x_i(t + 1) = x_i(t) + \xi_i - \frac{1 - x_j(t)}{N - 1}, \quad \text{(8)}$$

where the last term grants stress conservation and in this case the re-injection point has been chosen to be $x = 1$.

A highly distinctive feature of yielding phenomena lays in the fact that the mechanical noise distribution $w(\xi)$ comprises both positive and negative values. This feature has its roots in the Eshelby response observed upon plastic events in amorphous materials and described in appendix A. Once this is guaranteed, these mean-field models behave qualitatively like elastoplastic models of amorphous solids [5]: there is a global yield stress $\Sigma_Y$ such that for $\Sigma < \Sigma_Y$ the dynamics eventually stops, corresponding to the solid phase. For, $\Sigma > \Sigma_Y$ the dynamics does not stop and is characterized by a global strain rate. The dynamics therefore can be rationalized as ‘random walks’ of the elastoplastic blocks in the $x$-coordinate, with an absorbing boundary at $x = 0$ [21], as qualitatively depicted in figure 2. This representation of the yielding phenomenon allows us to start by analyzing simple random-walk processes and extrapolate conclusions from there, see section 2.

The signed nature of the mechanical noise gives rise to a density depletion of $P(x)$ close to the absorbing boundary [11, 15]. In contrast to the case of a purely positive interaction among sites where each destabilized block tends to destabilize the others, the signed kicks allow some blocks to escape the boundary and survive longer without yielding. This is the hand-waving argument for the existence of a pseudo-gap $P(x) \sim x^\theta$ with $\theta > 0$. Formally solving the stochastic problem of equation (8), Lin and Wyart concluded that $\theta$ depends continuously on the applied shear stress, non-monotonically and without signs of universality at the yield stress. The latter observation leaves little room for the expectation of universal exponents among different EP models, not to talk about MD simulations. We will contrast this view.

Figure 2. Schematic wandering of the $x_i$ values. The external drive pushes everyone towards zero $\circlearrowleft$. When $x_i$ yields, it is re-injected $\circlearrowleft$ at a positive value of $x$ and all the remaining $x_i$ receive kicks $\xi_i \circlearrowright$. These kicks can be either positive or negative and of different intensities (as illustrated by the arrows’ different colors and lengths), according to the prescribed distribution $w(\xi)$. The signed nature of the mechanical noise allows the system to ‘forecast’ the boundary [11] and creates a density depletion of $P(x)$ close to $x = 0$.

1.2. Alternative views

The mean field construction in [21] is based on the assumption of a mechanical noise $w(\xi)$ of the form

$$w(\xi) \sim \frac{1}{|\xi|^{\mu + 1}} \quad \text{(9)}$$

in the particular case of $\mu = 1$, that the authors claim is the only value with ‘physical meaning’ to be expected to occur.

The necessity of the particular value $\mu = 1$ has been recently questioned [15–17]. In particular, it was argued the assumption $\mu = 1$ in equation (9) is not in agreement with the observation of sub-extensive avalanches dominating the plastic activity in the quasistatic limit [15, 16]. Other values of $\mu$ with $1 < \mu < 2$ acquire physical meaning after the mechanical noise is properly redefined (see section 3). And, in fact, a value of $\mu \simeq 3/2$ was found to be consistent with the mechanical noise sensed numerically in six different EP models in two dimensions [15]. Recently, the physical case of $1 < \mu < 2$ has been also addressed in [31] both for the aging and steady regimes, finding no reasons to discard it. Interestingly, the mean field theory of [21] yields a well defined value of $\theta = \mu/2$ when $1 < \mu < 2$, independent on other parameters. Yet, a uniquely-defined value of $\theta = \mu/2$ would still fail to explain through equation (7) the value of $\alpha$ observed in both MD and EP simulations. Remarkably, it has been recently observed quite clearly in both EP [15, 28] and MD [25] simulations that the true shape of $P(x)$ at small values of $x$ deviates from a pure power-law $\sim x^\theta$, and has a finite limit

$$P_0 \equiv \lim_{x \to 0} P(x) \neq 0. \quad \text{(10)}$$

Namely, for any finite system size, $P(x)$ has a plateau [when $P(x)$ is presented in a logarithmic plot] at small enough $x$. As we will argue in the following, the plateau in $P(x)$ is originated in the discrete nature of the mechanical noise that produces the ‘kicks’ felt by $x_i$. These kicks (that we consider to be generated by extended plastic avalanches elsewhere in the system) push each $x_i$ to perform a (non-Gaussian) random walk. In this scenario, it is the system size scaling of $P(x)$ that dominates the scaling of $\langle x_{\text{min}} \rangle$ and controls the values of $\alpha$ and $\delta$ in equation (3), which now turn to be compatible with the independent exponent $\theta = \mu/2$. 


2. Simple random walks and the $P(x)$ plateau

We analyze first a simple case. Consider a variable $x_i$ performing a random walk in the interval $[0, 1]$, with absorbing boundary conditions. When $x_i$ moves out of the interval, it is ‘absorbed’ and re-injected in some random way [27]. In the case of a continuous time random walk (a Wiener process), and when the re-injection is done proportionally to the local value of the probability, the form of the distribution of $x_i$ values observed along time in the steady state can be analytically computed to be $P(x) = \frac{1}{2} \sin(\pi x)$. For small $x$ it behaves as $P(x) \sim x$, i.e. $\theta = 1$. If we consider $N$ variables ($N \gg 1$) performing the same random walk, the minimum among them will be in the region in which $P(x)$ is linear, and we will have $P(x_{\min}) \sim x_{\min} \exp(-N^{1/2}x_{\min}^2)$, and $(x_{\min}) \sim N^{-1/2}$.

The random walks that we introduced in the previous section to describe the phenomenological dynamics of yielding are inherently discrete, and one needs to investigate the consequences of this fact on $P(x)$. In fact, for a finite step random walk, although the overall form of $P(x)$ is the same as before, there is a small correction at small $x$ that depends on the step size, and has a strong effect on the value of $x_{\min}$. Let us think for a moment of a particle performing a discrete random walk characterized by a step that is Gaussian-distributed, with a dispersion $\sigma$. Assuming the particle is at some position $x_0$ at a given step, the next jump makes $x$ to be distributed as $P(x) = \Theta(x)\Theta(1-x) \exp[-(x-x_0)^2/2\sigma^2]$, where the Heaviside functions $\Theta$ appear because of the absorbing boundary conditions. We note that the value of $P(0^+)$ is finite. It turns out that this effect remains in the full solution for the stationary form of $P(x)$. So, the discrete nature of the steps taken by $x_i$ is also expected to be finite limit of $P(x)$ as $x \to 0$. In figure 3 we see the distribution of $P(x)$ for Gaussian random walks with different magnitudes of the average elementary step, namely, different width $\sigma$ of the Gaussian ‘kicks’. Figure 3(a) shows the stationary distributions in lin–lin scale, figure 3(b) shows them in log–log scale, and the scaling proposed in figure 3(c) shows that the value of $P_0$ is proportional to $\sigma$.

The situation is conceptually identical in the case in which we consider generalized RWs with a non-trivial Hurst exponent $H$: this is, random walks generated by jumps $\xi$ drawn from a heavy-tails distribution of the form

$$w(\xi) \sim \frac{1}{|\xi|^{H+1}}, \quad (11)$$

for large $|\xi|$ with $1/2 < H < 1$. Note first of all that in this case, the ‘typical jump’ or distribution width $\sigma$ cannot be defined as being variance of the distribution because of its heavy tails, but it can be alternatively defined as $\sigma \equiv \langle |\xi| \rangle$. As it was the case for a Gaussian variable, in the limit of vanishingly small jumps (i.e., $\sigma \to 0$) RWs, the form of $P(x)$ for $x$ close to zero is still expected to be $P(x) \sim x^H$, where now $\theta = 1/(2H)$ [21]. Yet, for finite $\sigma$, a finite value for $P_0$ appears, as shown in figure 4 for $H = 2/3$. For concreteness, in this numerical example we have taken the distribution $w(\xi)$ to be given by equation (11) if $|\xi| > \xi_0$, and $w(\xi) = 0$ if $|\xi| < \xi_0$. This distribution has a width $\sigma = \langle |\xi| \rangle = \xi_0/(1-H)$. We see that the limiting value of $P_0$ as a function of $\sigma$ scales as $P_0 \sim \sigma^{3/2}$ (figure 4(c)). In the generic case with $1/2 < H < 1$, $P_0$ scales as

$$P_0 \sim \sigma^{1/(2H)} \sim \sigma^\theta \quad (12)$$

This can be justified by noticing that close to $x = 0$, $\sigma$ is the only possible scaling quantity with the same dimension as $x$. Then we can write

$$P(x) = P_0 f(x/\sigma) \quad (13)$$

with $f(u) \simeq 1$ for $u \ll 1$. On the other hand, for $x \gg \sigma$ (but still ‘small’) we must have $P(x) \simeq C x^\theta$ with $C$ independent of $\sigma$, therefore implying equation (12). In other words, $\sigma$ marks a scale crossover below which the distribution of $x$ values tends to a constant [32].

Finally, notice that everything we have said for the steady state distribution $P(x)$ populated along time is also true if we populate the distribution with the $x_i$ values of many independent walks in their steady state.
Let us consider then $N$ independent random walkers subject to the following protocol. Now, starting form a condition where every $x_i$ is in the interval $(0,2)$ we look for the minimum $x_j$, that we indicate as $x_{\text{min}}$. Every site is shifted by an amount $-x_{\text{min}}$. The site resulting with $x_j = 0$ is re-injected in the box at $x_j = 1$ and everyone updated by a (randomly) signed random quantity $\xi$ taken from a distribution similar to equation (11) ($\mu = 1/H$)

\[
w(\xi) = \frac{A}{M_N} \frac{1}{|\xi|^{|\mu|+1}},
\]

but with upper and lower cutoffs set to $\xi_{\mu \text{p}} = (2A/\mu)^{\frac{1}{\mu}}$ and $\xi_{\mu \text{s}} = (2A/\mu)^{\frac{1}{\mu}}M_N^{\frac{1}{\mu}}$ for it to be normalized [21]. Importantly, here $M_N$ is a $N$-dependent parameter, frequently chosen as $N$ itself (see [21]). In the simulations of this toy model we will use $M_N = 1/x_{\text{min}}$ for reasons that will be clearer later on [33]. Every site resulting in $x_j \leq 0$ (and eventually in $x_j \geq 2$) after the random kicks is also re-injected at $x_j = 1$ (but not producing further kicks). The $N$ walkers feel these kicks independently, yet they are drifted globally by $-x_{\text{min}}$ after each kick update. In order to clearly identify the effect of such global drift, we will also analyze the case where we avoid the global drift step and simply: re-inject the site with the minimum $x_j$, give random kicks to everyone and further re-inject those that go out of the box.

**Figure 5.** Probability distribution populated by $N$ variables $x_i$ subject to a dynamics of random kicks taken from a heavy tailed distribution like the one in equation (14), with Hurst exponent $H = 2/3$ and $A = 0.1$. Sites absorbed at the boundaries are re-injected in $x = 1$. Different curves correspond to different $\sigma \sim M_N^{-1/3} \sim N^{-4/9}$ left: without drift: (a) raw-data, (c) rescaled with $\sigma$ to show $P_0 \sim \sigma^{-1/2H}$. Right: with drift. (b) Raw-data, (d) rescaled with $\sigma$.

In both protocols, with and without drift, a steady state is established after a transient and the resulting $P(x)$ distributions are shown in figure 5. We can see that the drift couples the dynamics of the walkers and produces the effect of a ‘belly’ on the curves that delays the decrease of $P(x)$ as we sense $x$ decreasing. The choice of the parameter $A$ now becomes relevant. If $A$ is small, the drift effect overtakes good part of the $P(x)$ distribution and it masks the power-law regime which gets difficult to determine, forcing us to simulate very large systems (or very small $\sigma$). If instead $A$ is big enough (closer to 1) the drift effect is much diminished (data not shown). In any case, when a reasonably large power-law region is granted, the $\theta$ exponent is preserved for any $A$, $\theta = \mu/2$ provided that $1 < \mu < 2$. Notice that, despite this ‘belly’ effect, the existence of a plateau at small $x$ is unchanged, and the predictions $P_0 \sim \sigma^\theta$ still holds, as can be seen in the data collapse of figures 5(b) and (d).

The dynamics that we have just described can be though as a mean-field model for a system of EP blocks with local thresholds where each of them feels an external drive and a noise represented in $w(\xi)$. We will now analyze a spatially extended system of driven interacting blocks in this context.

### 3. Effective mechanical noise of an interacting system and the $P(x)$ distribution

Let us imagine a coarse-grained representation of an amorphous material under deformation, represented by a scalar stress $\Sigma$ on each block and local yielding thresholds $\Sigma_{\text{th}}$. The variables of interest will be the local distances to threshold $x_j = \Sigma_{\text{th}} - \Sigma_i$. Our argumentation line is based on the analysis of the mechanical noise felt by a given site of such a system, caused by the plastic activity elsewhere and governing the ‘wandering’ of $x_j$.

For the results of the previous section to be applicable to the present case, this noise must consist ideally of independent, uncorrelated kicks. As previously mentioned, references...
[21, 26] present a mean-field model considering kicks of a mechanical noise generated by single Eshelby events. We will refer to these kicks generated by single sites as ‘elementary’ kicks. The approximation of reference [21, 26] describes qualitatively well the overall phenomenology observed in numerical simulations, but fails in predicting the exponents observed, at least below $d = 4$. This discrepancy was indeed ascribed to the presence of ‘dimensional effects’ or correlations between the elementary kicks produced in different positions of the system. We believe that the quantitative power of this kind of analysis can be improved, still keeping the ‘mean-field’ character of the approach, by noticing and taking into account that elementary kicks are not independent. Elementary kicks produced by sites that participate of the same avalanche are highly correlated among them, but those from different avalanches are not. This fact allows us to build a mean-field approach based on independent non-elementary kicks. One possible choice is to define them as the integrated kicks given by avalanches, that in the quasistatic limit are by definition uncorrelated events.

The fact that the uncorrelated mechanical noise under consideration is produced by avalanches as a whole is the reason why now $\mu = 1$ that was obtained considering the effect of hypothetical uncorrelated elementary kicks instead [21]. Actually, this alternative approach of avalanche-level noise was already followed in [15, 17]. Simulations of different EP models in two dimensions produce in a test site a noise characterized by a Hurst exponent $H \simeq 2/3$; which from the point of view of the mechanical noise is equivalent to consider that such noise is taken randomly from a distribution like equation (14) with $\mu \simeq 3/2$. With that being proved to be effectively the case for a fully interacting system [15, 17], we cannot expect anything different for its full distribution $P(x)$ than the features discussed in previous sections.

### 3.1. Finite size scaling of the $P(x)$ plateau

The mechanical noise represented by equation (14) contains as a fundamental parameter the value of $\mu$ (or $H \equiv 1/\mu$). A second property of the distribution that has an important physical impact is its ‘width’ $\sigma$. In particular, we are interested in how it scales with system size $N$. The lower cutoff of the distribution $\xi_{10} = (2A/\mu)^{1/2}M_N^{1/\mu}$ is related to the system size and fixed by

$$\sigma \sim M_N^{-1/\mu}.$$  

It will be the finite-size behavior of the lower cutoff in $w(\xi)$, the noise produced by the far away plastic activity, what will dominate the scaling of interest. There is also an upper cutoff for the kick distribution, $\xi_{\text{up}}$, but that is related with the strongest, nearest plastic events, and independent on the system size [21, 26].

We have shown in the previous section that any finite step random walk process of a variable $x$ with absorbing boundaries, subject to such a random noise with $1 < \mu < 2$ implies that in the steady state

$$P(x) \sim x^\theta \quad \text{for } x \gtrsim \sigma$$  
$$P(x) \sim \sigma^\theta \quad \text{for } x \rightarrow 0.$$

where $\theta = \mu/2$, and $\sigma$ is the ‘width’ of the distribution $w(\xi)$, as previously defined. For instance, possible functional forms for $P(x)$ at small $x$ are $P(x) \simeq \sigma^\theta + x^\theta$ or $P(x) \simeq (\sigma + x)^\theta$. Furthermore, we have shown that $N$ random walkers, coupled by a common global drift generate the same limiting form of $P(x)$ as $x \rightarrow 0$.

The missing ingredient to make connection with the actual mechanical noise felt by a given block in an amorphous solid is to work out the explicit dependence of $M_N$ in equation (14) on the system size $N$, and use it to calculate the scaling of $\sigma$ (equation (15)) and thus the $N$-dependence of $(\Delta \xi_{\text{min}})$. Note that the approach of [21, 26] uses $M_N = N$ which implicitly considers that each of the $N$ sites produces independent kicks on the generic block $i$, perturbing $x_i$. We would like to stress here that this is clearly not realistic. Furthermore, in careful consideration, it goes itself against the basic feature of yielding phenomena displaying size-spanning avalanches and sub-extensive scaling for the rate of plastic events. Using $M_N = N$ and $\mu = 1$ in equation (14) implies somehow extensivity if kicks are supposed to be independent. Instead, we think on the total noise produced by one avalanche. Among the marginal kicks that a site receives (the ones that it almost fail to catch because of working in a finite system $N$), the dominant one is not the kick coming from a single site at the maximum possible distance, but the largest possible kick coming from such a distance. That is, a kick coming from the largest avalanche at the largest distance. If equation (14) represents the distribution of kicks generated by individual avalanches in the system, the value of $M_N$ must be chosen in accordance with this interpretation.

The dependence of $M_N$ on system size $N$ can be worked out as follows. Consider two systems with different sizes $N_1$ and $N_2 > N_1$, and suppose that we want to compare the number of kicks of intensity $\xi$ produced onto some reference site when a fixed (long) deformation strain is applied to the system. The Eshelby interacting kernel decays in space as $\sim 1/r^d$, and this implies that increasing the system size from $N_1$ to $N_2$ does not produce new large kicks [34], but instead increases the number of small ones, those generated at large distances in the system with $N_2$ sites. This means that if we plot the density number of kicks observed at a given site as a function of the kick magnitude, we would obtain a plot as the one qualitatively depicted in figure 6(a). The portion of these curves following the $1/|\xi|^{|+1}$ law will be mostly indistinguishable for the two system sizes. Now, in order to plot the probability distribution $w(\xi)$, as shown in figure 6(b), it is clear that we have to divide by the total number of avalanches (kicks) that occurred in each case. This is why $N_M$ in equation (14) must be considered to be proportional to such a number. In other words, $M_N$ and the average size of avalanches in the system, noted $\bar{S}$, must be related through

$$M_N \sim N\bar{S}^{-1} \sim \langle \Delta \Sigma \rangle^{-1}.$$
Now, collecting the results of equations (2), (15) and (18) we arrive at the important result [35]

\[ \sigma \sim \langle x_{\text{min}} \rangle^{1/\mu}. \]  

Introducing this into equation (17) we get

\[ P_0 \sim \sigma^d \sim \langle x_{\text{min}} \rangle^{1/\mu}. \]  

since, for \( 1 < \mu < 2, \theta/\mu = 1/2 \) [21]. Remarkably, this result is independent of \( \mu \) in such range.

We are now only one step away from our general scaling results. As mentioned before, recent results in simulations of different EP models [15, 28] and also in MD simulations [25] have shown that (i) a plateau exists for \( P(x) \) at vanishing \( x \), but also that (ii) \( \langle x_{\text{min}} \rangle \) shifts towards the plateau region of \( P(x) \) as the system size \( N \) is increased. This can now be analytically justified: from (16) and (17) the crossover between the plateau and the power-law region is expected at \( x_{\text{cross}} \propto \sigma \). Combined with equation (19), this provides \( x_{\text{cross}} \sim \langle x_{\text{min}} \rangle^{1/\mu} \). For any \( \mu > 1 \), this tells that \( \langle x_{\text{min}} \rangle \) becomes lower than \( x_{\text{cross}} \) for large \( N \). In practice, crossovers can be very broad, yet, in the limit \( N \to \infty \) the following relation holds

\[ \langle x_{\text{min}} \rangle P_0 \simeq 1/N. \]  

Using equations (20) and (21) we finally obtain the two important predictions:

\[ \langle x_{\text{min}} \rangle \sim N^{-2/3}. \]  

and

\[ P_0 \sim N^{-1/3}. \]  

Notice further that if we assume \( P(x) \simeq P_0 + x^\theta \), using equation (20): \( P(\langle x_{\text{min}} \rangle) \simeq \langle x_{\text{min}} \rangle^{1/2} + \langle x_{\text{min}} \rangle^\theta \). And, provided \( \theta = \mu/2 > 1/2 \), the second term becomes negligible over the first when \( \langle x_{\text{min}} \rangle \) is small enough. We then could also expect a good ansatz to be:

\[ P(\langle x_{\text{min}} \rangle) \simeq \langle x_{\text{min}} \rangle^{1/2}. \]  

Followed up from equation (20), the latter would interchange \( P_0 \) by \( P(\langle x_{\text{min}} \rangle) \) in every subsequent expression. In the limit \( N \to \infty \) both formulations are equivalent, since we expect \( P(\langle x_{\text{min}} \rangle) \) to be part of the plateau and identical to \( P_0 \). Notice nevertheless that equation (24) (and the ones derived from it) may work well even before reaching that limit.

The scalings provided by equations (22) and (23) (or alternatively \( P(\langle x_{\text{min}} \rangle) \sim N^{-1/2} \)) is quite generic, as it does not depend on the actual value of \( \mu \) neither on the dimension of the problem. Even more, it is highly stimulating, since it agrees with the original observations of the \( \langle x_{\text{min}} \rangle \) scaling in MD simulations [7, 8] both in \( d = 2 \) and \( d = 3 \). Yet, there are assumptions implicitly made in their deduction that can limit their validity. For instance, our construction does not account for anisotropy effects on the dimensions composing the system, which could affect the scaling of any observable with the global system size \( N \). Such an effect appears clearly when considering three dimensional systems, as we discuss below. In addition, equations (22) and (23) do not apply in the case of a model with a (quenched) random kernel, that we describe in appendix B, mainly due to the failure of the argument about the scaling of \( \sigma \) with \( N \). In the next section we test the predictions of equations (22) and (23) in EP models in dimensions \( d = 2 \) and \( d = 3 \).

4. Elasto-plastic models in 2 and 3 dimensions

We now present results of quasistatic simulations of spatially extended EP models. We will limit ourselves in particular to the Picard’s model [37]. Details about model definition and simulation protocols can be found in the appendix A, and data was produced with essentially the same codes used in [15].

4.1. Two-dimensional systems (2D)

We start with the \( d = 2 \) case. Figure 7 shows the distribution \( P(x) \) for different system sizes \( N = L \times L \). We have collected the values of \( x \equiv \Sigma_{\text{th}} - \Sigma \) (see appendix A for parameters definitions) from every block in the system for several configurations in the steady state right after an avalanche has finished and before loading the system to the next avalanche. As discussed in previous sections, \( P(x) \) displays—also in this fully spatial model—an excess of probability at \( x = 0 \), evidencing the occurrence of a naturally emerging discrete step for the wandering of the \( x \) values. Already from the upper panel (figure 7(a)) it is evident the settling of a system-size dependent plateau at \( x \to 0 \). This plateau occurs systematically at smaller values of \( x \) as \( L \) increases. The form of \( P(x) \) has more structure than in the random-walk experiments of section 2. Now the crossover region between the power-law regime and the plateau is broader, the power law range is shrunk due to the natural existence of a global drift, and for small systems \( P(x) \) even displays an ‘S’ shape before cutting-off when \( x \) becomes order 1. Yet, we can identify for the largest system size a power-law regime spanning two orders of magnitude in \( x \) (\( \sim 8.10^{-4}, \sim 8.10^{-2} \)) in excellent agreement with \( x^\theta \) with \( \theta = 0.75 \) (the value expected when \( \mu = 3/2 \) in the discussion of section 3). Let us now check the validity of our predictions in equations (22) and (23). In figure 7(b) the same data of panel...
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Figure 7. Distribution of local distances to threshold P(x) in the
quasistatic driven steady state of Picard’s 2D model. (a) The P(x)
distributions. Different linear system sizes L = xN are represented
with different colors/symbols as declared in the label. Pink crosses
indicate the location of ⟨x_{min}⟩ for the different system sizes.
(b) P(x)N^{1/3} vs xN^{2/3} testing the scalings of equations (22) and (23).
(c) P(x)N^{1/3} vs xN^{1/3}/N^{1/3}) to preserve the power-law regime ∼ x^θ
with θ = 0.75 observed in the main plot at intermediate values of x.
the non-trivial scaling of $P_d$ distributions. Different linear system sizes $L = \sqrt[3]{N}$ are represented with different colors/symbols as declared in the label. Pink crosses indicate the location of $\langle x_{\text{min}} \rangle$ for the different system sizes. (b) $P(x) N^{2/9} \text{vs} x N^{2/3}$ testing the scalings of equations (22) and (23). (c) $P(x) N^{2/9} \text{vs} x N^{2/3}$ to preserve the power-law regime $\sim x^\theta$ with $\theta = 0.37$ observed in the main plot at intermediate sizes of $x$.

obtain figure 9(b). Again, notice that as in the case of $d = 2$ the collapse of the points $\{\langle x_{\text{min}} \rangle, P(\langle x_{\text{min}} \rangle)\}$ (equations (22) and (24)) is better than the scaling of the plateaus, which are even hard to define. If we further consider the power-law regime with an exponent $\theta \approx 0.37$ we can do as in the $d = 2$ case and produce figure 9(c), for completeness.

In figure 10 we show the values of $\langle x_{\text{min}} \rangle$, $P(\langle x_{\text{min}} \rangle)$ and $P_0$ (estimated from figure 9) as a function of $N = L^3$ for $d = 3$. Dashed straight lines simply display the power laws $\sim N^{-2/3}$ and $\sim N^{-7/9}$, they are not fits. The measured values shown in figure 10 follow these trends very well. These values do not coincide with the predictions of equations (22) and (23). We believe the main reason is that our argumentation in the previous section implicitly assumed that all spatial dimensions of the system participate on the same footing. As we already stressed, while the $d = 2$ Eshelby propagator (equation (A2)) is in fact symmetric against exchange of axis, this is not the case for the $d = 3$ propagator (equation (A7)).

We can provide a partial explanation for the values found for the $N$ dependence of $\langle x_{\text{min}} \rangle$ and $P(\langle x_{\text{min}} \rangle)$ (or $P_0$) in 3D in the following way. First of all, notice that for $q = 0$ the three dimensional kernel (equation (A7)) reduces to the two dimensional one (equation (A2)). We will make the assumption that the non-trivial scaling of $\langle x_{\text{min}} \rangle$ is still governed by the finite-kick walk analysis that we did in section 3, but in which the $z$ coordinate has to be treated as a ‘dumb’ independent dimension. This is, let us think on the $d = 3$ case as a collection of several $d = 2$ systems stacked in the $z$ direction, and evolving in parallel. If we take, $L_z$ systems of size $L \times L$ and choose after each avalanche the minimum $x$ among all of them, we would have a $\langle x_{\text{min}} \rangle$ scaling as

$$\langle x_{\text{min}} \rangle \sim L^{-4/3} L_z^{-1}$$

(note that $P_0$ turns out to be independent of $L_z$). When $L_z = L$ this leads to the scaling $\langle x_{\text{min}} \rangle \sim N^{-7/9}$ and $P_0 \sim N^{-2/9}$ (with $N = L^3$) that we observe in figure 8. In fact, simulations in systems with different $L_z = L_x = L_y$ show that equations (26) and (27) are very well satisfied, as we will see in the following.

Figure 11 shows the scaling of $\langle x_{\text{min}} \rangle$ for different cases. First, the $N = L^3$ case is reproduced from figure 10 for comparison. Then, we increase the system size while fixing $L_x = L_y$ and varying only $L_z$ (the dimension perpendicular to the shear plane, that enters in a ‘different’ way than the other two in the propagator (A7)). This yields a scaling $\langle x_{\text{min}} \rangle \sim N^{-1}$ controlled by $\langle x_{\text{min}} \rangle \sim L_z^{-1}$ since the system size in the other two dimensions is fixed. Finally, we do inversey and we increase the system size by growing $L_x = L_y$ and keeping $L_z$ fixed. This yields a scaling $\langle x_{\text{min}} \rangle \sim N^{-2/3}$ controlled by a scaling of $\langle x_{\text{min}} \rangle \sim L_z^{-4/3}$ (equation (26)) for both $L_x$ and $L_y$. Notice that when the system size is increased in this way (at a fix perpendicular direction to the shear plane) we recover the scaling observed in the MD simulations of [7–9], that shows no exponent difference between $d = 2$ and $d = 3$.

In figure 12 we take a look to the $P(x)$ distributions in these asymmetric boxes for different aspect ratios. On one hand, we have fixed $L_x = L_y = 64$ and vary $L_z$ between 8 and 384. On the other hand, we have fixed $L_z = 64$ and vary $L_x = L_y$ between 16 and 512. Notice first that, when $L_z$ is the only changing dimension, the plateau level actually increases, with a small positive power, and it seems to saturate for large sizes around $P_0 \sim 0.12$. So, the strong $\langle x_{\text{min}} \rangle$ scaling decreasing as $1/N$, is accompanied by a barely changing $P_0$ with $N$, as we could have expected from equation (20). These curves for $P(x)$ have the particularity that they only show a power-law regime at ‘large’ values of $x$, and they correspond to an ‘abnormally small’ value of $\theta$, coincident with the many times reported [11, 14] but never truly justified $\theta \approx 0.35–0.37$ in 3D. This $\theta$ value would point to $\mu < 1$, beyond the assumptions used for the derivation of our scaling arguments.

$$P_0 \sim L^{-2/3}$$

Figure 10. Dependence of $\langle x_{\text{min}} \rangle$, $P_0$ and $P(\langle x_{\text{min}} \rangle)$ with system size $N$ for (cubic box) 3D Picard’s model.
5. Summary and discussion

In this paper we have considered the problem of the strain load $\Delta \gamma$ needed to trigger consecutive avalanches in the steady state of quasistatically deformed amorphous solids. In particular, we studied the finite-size scaling of its mean value $\langle \Delta \gamma \rangle$. The values of $\Delta \gamma$ are intimately related to the distribution $P(x)$ of local distances to instability $x$; $\langle \Delta \gamma \rangle$ is simply proportional to the average value of the minimum $x$ across the system, namely $\langle \Delta \gamma \rangle \sim \langle x_{\min} \rangle$. We have built a theoretical argument starting by simple random walks of $x$ with an absorbing boundary to show how the effect of a discrete step induces a finite value of $P(x)$ at the boundary. Then, we stood on an alternative mean-field modeling approach for the yielding phenomena [15, 17], considering as the physically relevant case the one in which the mechanical noise is generated by extended and collective plastic events, leading to a fat tail noise distribution $w(\xi) \sim |\xi|^{-(\mu+1)}$ with $1 < \mu < 2$. The mechanical noise generated by these avalanches has indeed a discrete nature, and therefore the distribution of $P(x)$ is expected to acquire a finite value as $x \to 0$, namely $P(x \to 0) = P_0 \neq 0$. More importantly, the discreetness in the mechanical kicks is not the trivial $\sim 1/N$ finite-system effect, but one that has to do also with the mean avalanche size in the system (e.g., see equation (18)). This holds for any $1 < \mu < 2$ and we explicitly derive the $P_0$ vs $N$ scaling in that case. The scenario is confirmed by extensive numerical simulations of a classical elastoplastic model in 2 and 3 dimensions.

Even though the value of $P_0$ decreases to zero as $N \to \infty$, and therefore it could be naively considered a finite-size effect, its behavior with system size happens to be precisely what governs the scaling of $\langle x_{\min} \rangle$, and thus of $\langle \Delta \gamma \rangle$, our quantity of interest. Our theoretical analysis is able to justify a universal dependence $\langle \Delta \gamma \rangle \sim N^{-\alpha}$, with $\alpha = 2/3$, independent of spatial dimension and system parameters, as is actually found in MD simulations [7, 8]. Moreover, we have no need to assume a particular shape for the energy barriers [8] in doing so. It is worth mentioning nevertheless, that, as most of the numerical literature on the field, our construction assumes so far an athermal system. In this case the dynamics is dominated by the minimal value of distance to instability, $x_{\min}$, at every loading step. A finite temperature in a thermodynamic system ($N \to \infty$) may blur this (otherwise strictly) extremal dynamics. It might be an interesting problem for future works to analyze how our predictions are impacted by a finite temperature.

In the numerical results presented here for EP models in $d = 2$ the value $\alpha = 2/3$ is clearly obtained. However, the corresponding results in symmetric (i.e., cubic) $d = 3$ systems display a different value $\alpha \approx 7/9$. We have identified a possible reason for this discrepancy in $d = 3$: in an unforeseen $(x_{\min})$ scaling dependence with the linear size of the sample along different directions relative to the externally applied shear. In contrast with the $d = 2$ case, the interaction kernel in $d = 3$ is not symmetric in all coordinates. Growing the system in the direction perpendicular to the shear plane has an effect markedly different on $(x_{\min})$, than growing it in the other directions. By studying $d = 3$ systems of different aspect ratio we addressed these multiple scalings, showing that in the case

---

Figure 11. Dependence of $x_{\min}$ with system size $N$ for the 3D Picard’s model with different aspect ratios. The sketch of the inset represents the 3D simulation box with its dimensions $L_x$, $L_y$ and $L_z$, and arrows indicating the strain deformation that gives rise to the propagator that we use for $d = 3$ in this work (equation (A7)).

Figure 12. $P(x)$ for Picard’s 3D model with different aspect ratios. For the largest system size of each size grow scheme (varying $L_x = L_y$ or varying $L_z$), the power-law regime visible at the smallest values of $x$ is marked by a straight line to guide the eye.

Now, if we analyze the curves when varying $L_x = L_y$ at fix $L_z$, things change dramatically. First, the plateau level is ‘well behaved’ decreasing as $N$ increases. In fact, a reasonable $P_0 \sim N^{-0.3}$ accompanies the scaling of $x_{\min}$ shown in figure 11 for this case. Secondly, the larger system sizes clearly display a different power-law at intermediate $x$ values, with $P(x) \sim x^{0.66}$ in such range. As it stands closer to the boundary $x = 0$, that will be the power-law dominating the system’s dynamics close to the transition (e.g., the value of the flowcurve exponent $\beta$ [15, 16]). In fact, in $d = 3$, $H = 1/(2\theta) \approx 0.75$–0.77 is expected [16], consistent with $\theta \approx 0.65$–0.66. Moreover, $\theta \approx 0.66$ suggests a value of $\mu = 2\theta \approx 1.33$ in $d = 3$, which brings the problem back into the range of validity of our general assumptions for the derivation of the scalings ((22) and (23)).

It needs to be stressed that the occurrence of these two clearly different finite size scalings in 3D—(i) growing the system in the direction perpendicular to the shear plane or (ii) growing the system in the directions of the shear plane—remains as an open issue (see discussion below).
in which the dimension perpendicular to the shear plane is kept fixed, \( \alpha \approx 2/3 \) is recovered even in \( d = 3 \) EP systems. The different scalings of \( \langle x_{\min} \rangle \) and \( P_0 \) with the different linear dimensions of a 3D system can be rationalized by a Gedanken problem in which the 3D system behaves as a collection of independent 2D systems. However, there is no basis to expect that this is actually the way in which a 3D system behaves and we know that the dynamics of interactions is more complex than that. The kernel asymmetry might be a weakness of the EP simplification and non-physically dominant at the end of the day. This is what one could interpret from the fact that classical MD results [7–9] maintain the \( \text{EP simplification and non-physically dominant at the end of the day.} \) This is what one could interpret from the fact that classical MD results [7–9] maintain the \( \langle x_{\min} \rangle \sim N^{-2/3} \) scaling. Moreover, a recent proposal of ‘augmented’ elastoplastic models tries to incorporate (among other things) the fact that shear strain in any direction due to a rearrangement can trigger the next rearrangement equally well. Successive rearrangements observed in MD are ‘isotropically distributed’ and not concentrated in the strain direction prescribed by the imposed deformation [40]. If the interaction kernel is symmetrized somehow our predictions equations (22) and (24), turn to be valid in the elastoplastic 3D case as well. We have checked this so far for synthetic, non-physical, kernels only (data not shown).

In any case, a definite value of \( \alpha \) implies additional predictions on other critical exponents of the yielding transition. For instance, the avalanche distribution exponent \( \tau \) and the fractal dimension of avalanches \( d_t \) are linked to \( \alpha \) through \( [11, 15] 
\[
d\alpha = d - d_t(2 - \tau),
\]
(note that this relation is usually written using \( \theta \) instead of \( \alpha \), by applying the extra assumption \( \alpha = 1/(1 + \theta) \), that we consider not justified in the steady state). A unique value \( \alpha = 2/3 \) in \( d = 2 \) implies \( d_t(2 - \tau) = 2/3 \). Most of the values reported in the literature satisfy this relation. In particular, we have tested for six different EP models [15] \( d_t \approx 1 \) and \( \tau \approx 1.33 \). For \( d = 3 \), we must still understand which is the value of \( \alpha \) that we should expect, but \( d_t \) and \( \tau \) could also suffer from an asymmetry effect if equation (28) is expected to hold.

Finally, all this picture should be compatible with known results for the as-quenched state; with rigorous power-laws for \( P(x_{\min}) \) and \( P(x) \) at small arguments. We believe that the effective mechanical noise governing the distribution \( P(x) \) and its properties, like the one that defines the finite-size scaling of \( \langle x_{\min} \rangle \), must display systematic biases in the non-universal transient. While we will not venture to link transient values of \( \mu \) (or \( H \)) with \( \theta \) in such a regime (which, furthermore, is only measurable on a given system size for certain ranges of initial annealing), our guess is that avalanches progressively build up and their geometry—encoded in \( d_t \) [11, 20]—varies with strain, therefore modifying the effective noise, until it reaches a steady distribution governed by \( 1 < \mu < 2 \).

6. Conclusion

In conclusion, we have provided a novel interpretation of the finite size scaling of \( \langle \Delta \gamma \rangle \) in the steady state of amorphous systems under deformation. This interpretation seems to conciliate MD simulation results and EP constructions, otherwise in contradiction in this limit. While the hypothesis of a marginal stability behavior, rooted in the celebrated \( P(x) \sim x^\mu \) pseudo-gap, has been proved to hold in the as-quenched isotropic state of model glasses [7, 8] and still renders important outcomes in the transient [20, 24], it does not seem to apply ‘as-is’ to the steady state case. There, at least, the system dynamics is correlated at the level of avalanches and this naturally produces a finite value of \( P(x) \) as \( x \to 0 \), when observing the \( P(x) \) distribution in the quasistatic limit, justified on a discrete step for the effective dynamics of the \( x \) values. This behavior of \( P(x) \) does not invalidate the essence of the yielding transition, anchored in the sub-extensive scaling of \( \langle \Delta \gamma \rangle^{-1} \); since the level of such asymptotic plateau at small \( x \) is itself dependent on \( N \) and is shown to govern the behavior of \( \langle \Delta \gamma \rangle \sim N^{-\alpha} \), independently on \( \theta \).

Some questions remain open, and we hope they will motivate further endeavors on the subject. But we believe that this is a first step in shedding light on a probable misconstruction in the field, based in a wrong extrapolation of arguments valid in the early deformation regime to the steady state case.
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Appendix A. Elastoplastic model and simulation protocol

EP models are intended to describe amorphous materials at a coarse-grained-level, laying in between the particle-based simulations and the continuum-level description [5]. In short, the amorphous solid is represented by a coarse-grained scalar stress field \( \Sigma(r, t) \), at spatial position \( r \) and time \( t \) under an externally applied shear strain. Space is discretized in blocks (e.g., square lattice). At a given time, each block can be ‘inactive’ or ‘active’ (i.e., yielding). This state is defined by the value of an additional variable: \( n(r, t) = 0 \) (inactive), or \( n(r, t) = 1 \) (active). An over-damped dynamics is imposed for the stress on each block, following some basic rules: (i) the stress loads locally in an elastic manner while the block is inactive. (ii) When the local stress overcomes a local yield stress, a plastic event occurs with a given probability, and the block becomes ‘active’ (\( n(r) \) is set to one). Upon activation, dissipation occurs locally, and this is expressed as a progressive drop of the local stress, together with a redistribution of the stresses in the rest of the system in the form of a long-range elastic
perturbation. A block ceases to be active when a prescribed criterion is met. The auxiliary binary field \( n(r, t) \) shows up in the equation of motion for the local stress \( \Sigma(r, t) \), defining a dynamics that is typically non-Markovian. While the structure of the equation of motion for the local stresses is almost unique in the literature, both its parameters and the rules governing the transitions of \( n(r) \) (0 \( \rightarrow \) 1) show a variety of choices.

We define our EP model as a 3D-dimensional scalar field \( \Sigma(r, t) \), with typically \( d = 2 \) or 3, and \( r \) discretized on a square/cubic lattice and each block \( \Sigma_i \) subject to the following evolution in real space

\[
\frac{\partial \Sigma_i(t)}{\partial t} = \mu \dot{\gamma}^{ext} + \sum_j G_{ij} n_j(t) \frac{\Sigma_j(t)}{\tau} \tag{A1}
\]

where \( \dot{\gamma}^{ext} \) is the externally applied strain rate, and the kernel \( G_{ij} \) is the Eshelby stress propagator [41].

It is sometimes convenient to explicitly separate the \( i = j \) term in the previous sum, as

\[
\frac{\partial \Sigma_i(t)}{\partial t} = \mu \dot{\gamma}^{ext} - g_0 n_i(t) \frac{\Sigma_i(t)}{\tau} + \sum_{j \neq i} G_{ij} n_j(t) \frac{\Sigma_j(t)}{\tau} \tag{A2}
\]

where \( g_0 \equiv -G_{ii} > 0 \) (no sum) sets the local stress dissipation rate for an active site. The form of \( G \) is \( G(r, r') \equiv \frac{1}{4\pi} \cos(4\varphi) \) in polar coordinates, where \( \varphi \equiv \arccos((r - r') \cdot \hat{r}) \cdot r_{\text{ext}}(t) \) and \( r \equiv \| r' \|. \) For our simulations we obtain \( G_{ij} \) from the values of the propagator in Fourier space \( G_{q} \), defined as

\[
G_{q} = \frac{-4q_{x}q_{y}}{(q_{x}^2 + q_{y}^2)^2}, \tag{A3}
\]

for \( q \neq 0 \) and

\[
G_{q=0} = -\kappa \tag{A4}
\]

with \( \kappa \) a numerical constant (see below). Note that in our square numerical mesh of size \( L \times L \), \( q_x^2, q_y^2 \) must be understood as

\[
q_{x,y}^2 = 2 - 2 \cos \left( \frac{\pi m_{x,y}}{L} \right) \tag{A5}
\]

with \( m_{x,y} = 0, \ldots, L - 1 \).

The elastic (e.g. shear) modulus \( \mu = 1 \) defines the stress unit, and the mechanical relaxation time \( \tau = 1 \), the time unit of the problem. The last term of \( (A2) \) constitutes a mechanical noise acting on \( \Sigma_i \) due to the instantaneous integrated plastic activity over all other blocks (\( j \neq i \)) in the system.

The picture is determined by a dynamical law for the local state variable \( n_i = \{ 0, 1 \} \). We define hereafter the rule corresponding to the Picard’s model [37] that we use:

\[
n_i: \begin{cases} 0 \rightarrow 1 & \text{at rate } \tau_{\text{on}}^{-1} \text{ if } \Sigma_i > \Sigma_{\text{crit}}, \\ 0 \leftarrow 1 & \text{at rate } \tau_{\text{off}}^{-1}, \end{cases} \tag{A6}
\]

where \( \tau_{\text{on}} \) and \( \tau_{\text{off}} \) are parameters and \( P(\Sigma_{\text{crit}}) = \delta(\Sigma_{\text{crit}} - 1) \).

In \( d = 3 \), the Eshelby kernel for one scalar component of the deviatoric strain in Fourier space can be written as

\[
G_{q}^{3D} = \frac{-4q_{x}q_{y}q_{z}^2}{(q_{x}^2 + q_{y}^2 + q_{z}^2)^2} \tag{A7}
\]

and the dimensional extension of the dynamics is straightforward.

A.1. Quasistatic protocol

For the analysis of avalanche statistics, it is convenient to have a protocol that allows for the triggering and unperturbed evolution (no driving) of avalanches until they stop, guaranteed by a degree of stress non-conservation \( \kappa > 0 \) (we use \( \kappa = 1 \), as in previous strain-controlled EP models implementations [14, 42, 43], unless otherwise specified). This is the quasistatic protocol described here.

Starting from any stable configuration, i.e., no site is active and no site stress is above its local threshold (\( n_i = 0 \) and \( \Sigma_i < \Sigma_{\text{crit}} \) for all sites), the next avalanche of plastic activity is triggered by globally increasing the stress by the minimum amount necessary for a site to reach its local threshold. That site (the weakest) is activated at threshold with no stochastic delays; it perturbs the stress values of other sites and the rest of the avalanche evolves without any external drive following the dynamics prescribed by equation (A2) (and the corresponding activation rule) with \( \dot{\gamma} = 0 \). The avalanche stops once there are no more active sites and all stresses are below their corresponding thresholds again. At this point the loading process is repeated. For each simulation run, data is collected only in the steady-state.

Appendix B. Model with a quenched random kernel

In this section we analyze the properties of a model with a different form of the interaction kernel. Instead of using the appropriate interaction to describe the properties of yielding, namely the Eshelby kernel presented in equation (A3), we consider a model in which the \( G_{q} \) kernel takes random values. In concrete, we use

\[
G_{q} = -\text{RND}(q), \tag{B1}
\]

where \( \text{RND}(q) \) stands for an independent random number chosen from a flat distribution between 0 and 1 for each value of \( q \). Note that this is a ‘quenched’ random kernel, since the form of \( G_{q} \) is chosen once and for all at the beginning of the simulation [46].

Although this is probably not a realistic model to describe any physical situation, there are a few reasons that make the study of this model interesting. The first one concerns its relation with another version of a ‘random’ yielding model, namely the Hébraud–Lequeux (HL) model [44, 45]. In its essence, the HL model for a system with \( N \) sites considers that every time a single site performs a plastic re-accommodation, it produces a random kick of finite variance \( \sigma \) (with \( \sigma \sim N^{-1/2} \)) on every other site. Note however that in this case the values of the random kicks are refreshed at every plastic event [38]. From its very definition the mechanical noise in the HL model is a standard random walk, corresponding to a value of \( \mu = 2 \). In the quenched random case we are examining, we must first understand what are the properties of the uncorrelated mechanical noise felt by a particular target site. The quenched random
kernel $G_q$ generates values $G_i$ that are mostly uncorrelated spatially, and distributed with a finite variance $\sigma$. This is enough to guarantee that we will find a value $\mu = 2$ (and therefore $\theta = 1$) as in the HL model. In addition, the dependence of $\sigma$ on the number of sites $N$ in the system is $\sigma \sim 1/\sqrt{N}$, as in the HL model. Then we can write down the scaling of $P_0$ with $N$ from the limit of validity of equation (12), which is independent of the details of the kernel, as

$$P_0 \sim N^{-1/2} \quad (B2)$$

and also

$$\langle x_{\text{min}} \rangle \sim N^{-1/2} \quad (B3)$$

thus finding in the present case a different scaling that the one given by equations (22) and (23). The arguments that led to equations (22) and (23) fail here because the scaling of $\sigma$ with $N$ obtained in equation (19) was based in the conservation of the number of large kicks when system size is increased (see figure 6), something that does not occur here because of the assumed non-decaying nature of the interactions.

We performed simulations with a quenched random kernel and evaluated the distribution $P(x)$ and the value of $\langle x_{\text{min}} \rangle$. The simulations shown here were done in two spatial dimensions, but we verified that exactly the same results are obtained in three dimensions if the number of sites in the system is maintained. This is of course related to the fact that in a randomly interacting model dimensionality plays no relevant role.

Figure 13 shows the results of simulations with the random kernel. The upper panel shows the form of $P(x)$ for different values of $N$ and we can see that the value $\theta = 1$ for $P(x) \sim x^\theta$ in an intermediate range of $x$ is well established as $N$ increases.

The lower panel shows the scaling of $P_0$ and $\langle x_{\text{min}} \rangle$ with $N$, where we observe clearly the expected $\sim N^{-1/2}$ dependence.
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In the simulations presented here the reinjection is made randomly and uniformly in the full interval (0, 1).
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Note that instead of using at each step the latest $x_{\text{min}}$ to define the distribution $u(\xi)$, one could use the self-tuned mean value $x_{\text{min}}$ and the conclusions are identical.

In fact the largest kicks are produced by neighbor avalanches, the coarse-grained lattice description imposes the upper cut-off of the kick distribution, the minimal distance.

See appendix B for the discussion of a case in which the assumptions made to derive this result do not apply, and then equation (19) does not hold.

$x_{\text{min}}$ is independently computed for each system size as the arithmetic average of the minimum $x$ values (in the $L \times L$ system) for each after-avalanche configuration in the steady state.

It has to be emphasized that when using a quenched kernel as in this case, there is a stability condition expressed in the fact that $G_q$ has to be non-positive, otherwise we would obtain exponentially growing modes. This is why we define the random kernel in $q$ space. If we define a random kernel in real space instead, the negativity of $G_q$ cannot be easily fulfilled.