An exactly solvable model for anyons with non-Abelian flux
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We present an exactly solvable model for synthetic anyons carrying non-Abelian flux. The model corresponds to a two-dimensional electron gas in a magnetic field with a specific spin interaction term, which allows only fully aligned spin states in the ground state; the ground state subspace is thus two-fold degenerate. This system is perturbed with identical solenoids carrying a non-Abelian gauge potential. We explore dynamics of the ground state as these solenoids are adiabatically braided and show they behave as anyons with a non-Abelian flux. Such a system represents a middle ground between the ordinary Abelian anyons and the fully non-Abelian anyons.
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I. INTRODUCTION

One of the peculiarities of two-dimensional (2D) quantum systems is the existence of particles which are neither bosons nor fermions, but whose exchange statistics interpolates between the two. Since these particles can have any statistical phase, they were termed anyons [1]. Anyons are a direct consequence of the fact that the process of exchanging two identical particles is not merely a permutation of their quantum numbers, but an adiabatic interchange of the positions of the particles. The dimension of a quantum system determines the possible indistinguishable particles it can support [2] [3]. The topology of 2D systems, unlike the more familiar 3D systems, makes the interchange of two indistinguishable quantum particles nontrivial, leading to the very existence of anyons. For two identical noninteracting anyons whose energy spectrum is nondegenerate, the exchange phase is a special case of the geometrical (Berry) phase [4]. In this case, the Berry phase is not only geometrical, but is also topological in nature. These type of anyons are called Abelian anyons. On the other hand, a prerequisite for non-Abelian anyons is a degenerate ground state manifold [5], such that braiding of anyons corresponds to a unitary transformation (rotation) within the subspace manifold. This rotation is described by a unitary Wilczek-Zee matrix [6], which is a direct generalization of the Berry phase.

Although anyons do not exist (or at least they were not found) as elementary particles, they have been experimentally realized as emergent quasiparticle excitations in condensed matter systems. The most notable phenomenon in which anyons appear as emergent quasiparticles is the Fractional Quantum Hall Effect (FQHE) [7] [11]. Anyons are found, as well, in Kitaev spin systems [12] [15] and Majorana zero modes [16] [17]. Both the FQHE and the Kitaev model, together with other approaches including synthetic gauge potentials, have been proposed as routes for experimental realizations of anyons in ultracold atomic gases [18] [24]. Alternative schemes have been proposed to achieve FQH states of light [25] [26]. Anyonic statistics has been simulated in photonic quantum simulators [27] [28], superconducting quantum circuits [29], and with the use of nuclear magnetic resonance [30]. Scanning tunneling microscopy (STM) has been proposed for imaging anyons [31], and it plays a key role in the experimental search for Majorana zero modes [32]. Novel ideas have also been put forward [33] according to which anyons could be experimentally realized on a non-trivial 2D surface (a sphere), using molecular impurities. Recently, successful experiments were carried out in which FQH states were observed to be anyonic using interferometry [34] and in a particle collision in the beamsplitter [35]. Also, direct braiding of anyons was achieved using photonic waveguides [36].

The most attractive property of (non-Abelian) anyons is their topological stability which makes them a highly desirable platform for fault tolerant quantum computing. [3] [12]. However, an experimental implementation of this idea still evades effective realization [3] [16] [37]. Recent progress in synthesizing and observing non-Abelian gauge fields [38] invites further research in this and related directions. The conventional scheme of anyons appearing only as a result of an interaction between constituents of a system has been challenged and other ideas have also been put forward, in which anyons would appear as a result of coupling noninteracting (or weakly interacting) electrons to either a topologically nontrivial background, or a topologically nontrivial external perturbations. In this regard, anyons were proposed to be realized in a system of an artificially structured type-II superconducting film [39] [40] adjacent to a 2D electron gas (2DEG) in the Integer Quantum Hall Effect (IQHE) [41] [42], in IQHE magnets [43], in topological defects in graphene [44], and by sandwiching a charged magnetic dipole between two semi-infinite blocks of a high permeability metamaterial [45]. Recently, a theoretical model for synthetic Abelian anyons in a noninteracting system was proposed along these lines [46], in
which specially tailored localized probes are brought into the IQHE setup and shown to have anyonic properties. It should be pointed out that these synthetic Abelian anyons are not emergent quasiparticles (see Refs. [46, 47] and the commentary on Refs. [39, 40] therein).

In this paper we follow the aforementioned model [46] and generalize it in two aspects. First, we introduce the spin interaction between the electrons in such a way to produce a degenerate ground state, the arena for non-Abelian physics, and second, we equip the probes with a non-Abelian gauge potential. For the model to remain exactly solvable, it is necessary that the non-Abelian features of the gauge potential are as simple as possible. The price we pay for this simplicity is that the anyons that form are not fully non-Abelian, but merely carry the non-Abelian flux. However, this is an important step in reaching the goal of true non-Abelian anyons.

II. THE SYSTEM UNDER CONSIDERATION

We consider a system consisting of $N_e$ identical charged particles of mass $\mu$ and charge $q$. Each particle has two internal degrees of freedom. For clarity of the presentation, we will call the particles electrons, and the internal degree of freedom spin, having in mind that both the "charge" and "spin" of the "electron" could be of synthetic origin in the sense that the pertinent Hamiltonian could be experimentally realized on a different platform (e.g., ultracold atomic gases). The electrons are confined to move in the $xy$ plane with the uniform magnetic field $B_0 = B_0 \hat{z}$, with $B_0 > 0$, normal to the plane. We will use the vector potential in a symmetric Coulomb gauge to describe this magnetic field, $A_0 = \frac{1}{2}B_0 \times \vec{r}$, where $\vec{r}$ is a 2D position vector taken from some origin in the plane. In addition to the uniform magnetic field, the plane is pierced by $N$ identical thin solenoids located at positions $\vec{\eta}_k$, as sketched in Fig. 1. The standard Abelian solenoid located at $\vec{\eta}_k$ produces a vector potential

$$A_k = \frac{\Phi}{2\pi} \frac{\hat{z} \times (\vec{r} - \vec{\eta}_k)}{(\vec{r} - \vec{\eta}_k)^2},$$

where $\Phi$ is the magnetic flux through the solenoid. In comparison to the system studied in [46], the novel ingredient here is that the vector potential of the solenoids is non-Abelian. We write it in the form

$$A_k = -\frac{\hbar}{q} \frac{\hat{z} \times (\vec{r} - \vec{\eta}_k)}{(\vec{r} - \vec{\eta}_k)^2} \mathcal{M} \equiv \bar{A}_k \mathcal{M},$$

where $\mathcal{M}$ is a constant, dimensionless $2 \times 2$ Hermitian matrix operating on the spin degrees of freedom. The potential having this form was first introduced in [48], and a physical realization of it has recently been discussed in [49]. The matrix $\mathcal{M}$ can be readily diagonalized in the form

$$\mathcal{M} = \begin{pmatrix} \alpha & 0 \\ 0 & \beta \end{pmatrix},$$

with real entries $\alpha$ and $\beta$. The matrix $\mathcal{M}$ is a linear combination of the unit matrix $I$ and the third Pauli matrix $\sigma_3$, $\mathcal{M} = I (\alpha + \beta)/2 + \sigma_3 (\alpha - \beta)/2$. In this basis, the spin-up electron sees the solenoid carrying magnetic flux proportional to $\alpha$, while the spin-down electron similarly sees the magnetic flux of the solenoid to be proportional to $\beta$. Therefore, different spin orientations couple differently to the solenoids. However, we keep the external magnetic field $B_0$ Abelian, so that both spin orientations couple to it the same way. Having said that, we are in position to write a single particle Hamiltonian of the $j$-th electron in the form

$$H_{1,j} = \frac{1}{2\mu} \left\{ I \left[ \vec{p}_j - q \bar{A}_0(\vec{r}_j) \right] - \mathcal{M} \sum_{k=1}^{N} q \bar{A}_k(\vec{r}_j) \right\}^2. \quad (3)$$

The total Hamiltonian $H = H_0 + V$ consists of $H_0$, describing $N_e$ noninteracting electrons in an external non-Abelian vector potential, which is just the sum of single particle Hamiltonians

$$H_0 = \sum_{j=1}^{N_e} H_{1,j}, \quad (4)$$

and $V$ describes the spin interaction between electrons.

Here we assume that $V$ acts on the spin states as follows. For the state with all spins up, $V \vert \uparrow \rangle = \epsilon_0 \vert \uparrow \rangle$, and equivalently for the state with all spins down, $V \vert \downarrow \rangle = \epsilon_0 \vert \downarrow \rangle$; we take $\epsilon_0 = 0$ without losing any generality. At the same time, any state with two or more unaligned spins is much higher in energy. Therefore, all unaligned spin states are excluded from further analysis.

This form of the interaction $V$ assures that there is a gap between the two spin states, $\vert \uparrow \rangle$ and $\vert \downarrow \rangle$, and the other $2N_e-1$ spin states. In simple words, the spin interaction term $V$ selects only two spin states from the Hilbert space to form a twofold degenerate ground state manifold, which provides a possibility for the non-Abelian dynamics. With this in mind, we may write $V$ in the form

$$V = \Delta (\mathbb{1} - \vert \uparrow \rangle \langle \uparrow \vert - \vert \downarrow \rangle \langle \downarrow \vert), \quad (5)$$

where $\mathbb{1}$ is the identity operator and $\Delta > 0$ is an energy defect, much greater than the ground state energy. We neglect the Zeeman splitting between the $\vert \uparrow \rangle$ and $\vert \downarrow \rangle$ states. Finally, we do not consider the effect of Coulomb repulsion between the electrons. This formally means that we are considering the limit $q \rightarrow 0$, with $\alpha$ and $\beta$, as well as the magnetic length $l_B = \sqrt{\hbar / |q| B_0}$ and cyclotron frequency $\omega_c = |q| B_0 / \mu$ held constant. While this model may be difficult to experimentally realize in a realistic setting, we proceed with the analysis as it will provide a useful information on the possibility to obtain synthetic non-Abelian anyons following the proposed scheme.
where the wavefunctions \( \psi \) and the Hamiltonian \( H \) are implicitly depending on the positions of the solenoids. It should be noted, for later convenience, that the energies of excited states in general depend on \( \alpha \) (or \( \beta \)), which makes simultaneously solving Eqs. (7) and (8) much more difficult. However, for our purposes, it is sufficient to consider the simpler, ground state case.

After explicitly solving the SE in the case of a single solenoid, we move on to the case of multiple solenoids. Now the complexity of the SE is such that we have to resort to some educated guesswork to obtain the ground state solution. From the form of Eq. (8), it seems that, at least for \( N = 1 \), the effect of the solenoid is to multiply the LLL for the IQHE with the factor \( (\bar{z} - \eta)/|z - \eta|^\alpha \), and this also turns out to work for multiple solenoids, as the ansatz

\[
\psi_{LLL}(z) = \prod_{k=1}^{N} \left( \frac{\bar{z} - \eta_k}{|z - \eta_k|^\alpha} \right) z^m \exp(-|z|^2/4l_B^2) \tag{10}
\]

satisfies the single particle SE for \( N \) solenoids located at \( \eta_k \). The ground state energy is unchanged by the introduction of multiple solenoids, while the excited states remain unobtainable by this method.

Having solved the single particle problem for arbitrary number of solenoids, we can construct the many-body wavefunction by forming a Slater determinant with the solutions in (10). We assume that there are only \( N_e \) states in the LLL and that electrons fill all of them. The determinant obtained in this manner is of Vandermonde form and can be explicitly calculated. With this, we arrive at the solution for the ground state of Eq. (7)

\[
\psi_1 = \frac{1}{\sqrt{Z}} \prod_{j=1}^{N_e} \prod_{k=1}^{N} \left( \frac{z_j - \eta_k}{|z_j - \eta_k|^\alpha} \right) \times \prod_{1<j}^{N_e} (z_i - z_j) \exp\left( -\sum_{j=1}^{N_e} \frac{|z_j|^2}{4l_B^2} \right), \tag{11}
\]

with the ground state energy \( E_0 = N_e \hbar \omega_B/2 \), independent of \( \alpha \). For Eq. (8), the result is similar, with the substitution \( \alpha \rightarrow \beta \). Here, \( Z \) is the normalization constant, implicitly depending on the positions of the solenoids. It should be noted, for later convenience, that \( \psi_{1,2} \) are single valued functions of both the variables \( z_j \), as well as the parameters \( \eta_k \).
IV. GEOMETRIC PHASES IN THE SYSTEM

In the previous section, we have found the ground state for the Hamiltonian $H = H_0 + V$, which is twofold degenerate. Now we study the evolution of GS as the solenoids are adiabatically moved around in the plane. Therefore, we study the time-dependent SE $H(t)|\Psi(t)\rangle = i\hbar \dot{|\Psi(t)\rangle}$, limited to the GS subspace. The Hamiltonian $H(t)$ becomes time-dependent due to the time dependence of the positions of the solenoids $\eta_k \rightarrow \eta_k(t)$. At any moment $t$, we can diagonalize the Hamiltonian according to $H(t)|\psi_n(t)\rangle = E_\eta(t)|\psi_n(t)\rangle$, with $|\psi_1(t)\rangle = \psi_1(t)|\uparrow\rangle$ and $|\psi_2(t)\rangle = \psi_2(t)|\downarrow\rangle$. By construction, this basis is orthonormal. Note that the energy eigenvalue $E_\eta$ does not have any time dependence because it does not depend on the positions of the solenoids. Now, let us track the evolution of two orthogonal states $|\Psi_n\rangle$, $n = 1, 2$, that were, initially, a specific linear combination of the energy basis eigenstates, $|\Psi_n(0)\rangle = C_{nm}|\psi_m(0)\rangle$ for some unitary matrix $C_{nm}$ (summation over repeated indices is implied). By hypothesis, the evolution is adiabatic so that, at any time, we can write $|\Psi_n(t)\rangle \approx U_{nm}(t)|\psi_m(t)\rangle$. Substituting this ansatz into the time dependent SE, we find that the unitary operator $U_{nm}(t)$ has to satisfy the differential equation

$$\dot{U}_{nm} = U_{nm} \left( -i\frac{E_\eta}{\hbar} \delta_{mk} - iA_{mk} \right),$$  \hspace{1cm} (12)

with the initial condition $U_{nm}(0) = C_{nm}$. Here we have defined the Hermitian non-Abelian Berry connection as $A_{mk} = -i\langle \psi_m | \dot{\psi}_m \rangle$. The solution of the differential equation \[\text{\[12\]}\] is

$$U_{nm}(t) = \exp \left( -i\frac{E_\eta t}{\hbar} \right) C_{nm} \mathcal{P} \exp \left( -i \int_0^t A_{mk}(t') dt' \right),$$  \hspace{1cm} (13)

where $\mathcal{P}$exp is a path ordered exponential operator. Now we are in the position to calculate the overlap of the evolved state with the initial state

$$\Gamma_{nm}(t) = \langle \Psi_m(0) | \Psi_n(t) \rangle = \bar{C}_{mr} U_{np}(t) \langle \psi_r(0) | \psi_p(t) \rangle.$$  \hspace{1cm} (14)

In general, $\langle \psi_r(0) | \psi_p(t) \rangle$ is not a unitary matrix, and neither is $\Gamma_{nm}(t)$. However, if we consider cyclic evolution of parameters $\eta_k$, so that after some time $t = \tau$, the Hamiltonian returns to its initial form, $H(\tau) = H(0)$, and so the eigenstates $\{ |\psi_p(\tau)\rangle \}$ span the same subspace as $\{ |\psi_p(0)\rangle \}$. Therefore, we may introduce the unitary matrix $\Delta_{pr} = |\langle \psi_r(0) | \psi_p(\tau) \rangle|$ which measures the degree of rotation of the eigenbasis after a complete cycle. With this, we finally arrive at the Wilczek-Zee matrix

$$\Gamma_{nm} \equiv \Gamma_{nm}(\tau) = U_{np}(\tau) \Delta_{pr} \bar{C}_{mr},$$  \hspace{1cm} (15)

which contains all the information about the geometrical phases encoded in the system.

For the system at hand, the Wilczek-Zee matrix is greatly simplified in comparison to its most general form. First of all, the basis eigenstates $\{ |\psi_n(t)\rangle \}$ are, by construction, single valued function of the positions of the solenoids $\eta_k$, so that a cyclic evolution $\eta_k(\tau) = \eta_k(0)$ implies $|\psi_n(\tau)\rangle = |\psi_n(0)\rangle$, which means that the matrix $\Delta_{pr} = \delta_{pn}$ is a unit matrix. Even greater simplification occurs due to the fact that, due to carefully chosen spin basis, the connection is diagonal

$$A_{mk} = \begin{pmatrix} -i \int d^2N_z \bar{\psi}_1 \psi_1 & 0 \\ 0 & -i \int d^2N_z \bar{\psi}_2 \psi_2 \end{pmatrix},$$  \hspace{1cm} (16)

with entries that correspond to the Abelian Berry connections for two different couplings $\alpha$ and $\beta$ to the solenoid vector potential. In other words, our connection is a double copy of the Abelian Berry connection that was studied in [46]. Because of the diagonal form of the connection, the evolution operator can be explicitly calculated as

$$U_{nk}(\tau) = \exp \left( -i\frac{E_\eta \tau}{\hbar} \right) C_{nm} \times \begin{pmatrix} \exp \left[ -\int d^2N_z \bar{\psi}_1 \psi_1 \right] & 0 \\ 0 & \exp \left[ -\int d^2N_z \bar{\psi}_2 \psi_2 \right] \end{pmatrix} \delta_{pn},$$  \hspace{1cm} (17)

Therefore, the Wilczek-Zee matrix for our system is of the form

$$\Gamma = \exp \left( -i\frac{E_\eta \tau}{\hbar} \right) CBC^\dagger,$$  \hspace{1cm} (18)

where the $B$ matrix is the diagonal matrix describing the cyclic adiabatic evolution and $C$ matrix contains the information about initial conditions. In what follows, we will omit the dynamical phase factor $\exp \left( -iE_\eta \tau/\hbar \right)$ so that we are left with purely geometric phase.

Before moving on to the main results of this paper, let us comment on some details regarding the adiabatic assumption. For this assumption to hold, the solenoids should move around slow enough so that their motion does not introduce additional energy to the system. The next available energy state, after the ground state, is the first excited state of the reduced Schrödinger equation $H_0|\psi\rangle = E_1|\psi\rangle$. Therefore, one can say that the adiabatic assumption holds as long as the kinetic energies of the solenoids are less than $E_1 - E_0$. To give a more precise answer, one should know the energy of the first excited state $E_1$. This is, however, unobtainable by the methods we use to solve the ground state case. On the other hand, if the adiabatic assumption does not hold, the evolution of the system is no longer exclusively geometric in character and the desired anyonic interpretation of its behavior is lost.

V. RESULTS AND DISCUSSION

Having calculated the Wilczek-Zee matrix for the system, let us now investigate the possibility of interpreting
the solenoids as non-Abelian anyons. (This was successfully done for the Abelian case in Ref. [46].) At first, the idea seems promising since the geometric phase of a system is described by the nontrivial Wilczek-Zee matrix. First of all, we calculate the trace of an arbitrary Wilczek-Zee matrix, i.e., the Wilson loop. Using the cyclic property of the trace, we find that the unitary matrix $C$ makes no contribution to the trace and therefore

$$\text{Tr} \Gamma = \text{Tr} B. \quad (19)$$

Earlier we have shown that $B$ is a diagonal $2 \times 2$ matrix with different phases as its elements. Therefore, we have $|\text{Tr} \Gamma| < 2$. This is a necessary but not a sufficient condition for the presence of non-Abelian anyons in the system $50, 51$. A sufficient condition is the existence of two different loops in the parameter space, $\gamma_1$ and $\gamma_2$, which share the starting point and give rise, via adiabatic evolution, to Wilczek-Zee matrices $\Gamma_1$ and $\Gamma_2$, respectively, that do not commute, $[\Gamma_1, \Gamma_2] \neq 0$. However, the Wilczek-Zee matrices obtained earlier fail this condition. Even though $\Gamma_{1,2}$ are not diagonal themselves, they are unitarily equivalent to the diagonal matrices $B_{1,2}$, i.e., $\Gamma_{1,2} = CB_{1,2}C^\dagger$. This makes the commutator trivial

$$[\Gamma_1, \Gamma_2] = C[B_1, B_2]C^\dagger = 0, \quad (20)$$

because the diagonal matrices always commute, $[B_1, B_2] = 0$. Therefore, there are no non-Abelian excitations in the system under consideration. Rather, there are two different kinds of Abelian anyons, which mix and carry a non-Abelian flux. A few comments are in order.

First, the diagonal nature of matrix $B$ is a direct consequence of the diagonal matrix $M$ in the Hamiltonian. This would imply that systems of the type described by the Hamiltonian in Eqs. 6 and 1 with a constant $M$ do not contain non-Abelian anyons. In order to have a nonvanishing commutator $[\Gamma_1, \Gamma_2]$, one needs to have a nondiagonal matrix $B$, which requires the matrix $M$ to be both (a) nondiagonal and (b) position dependent so that at each point in space, the diagonalization is performed by a different matrix. This means that, in the class of systems we are investigating, there would have to be a coupling between spin and position for the non-Abelian anyons to appear.

Second, it would certainly be possible to obtain the nonvanishing commutator for the two $\Gamma$ matrices if we chose different initial conditions $C$ for two different paths. However, such a commutator would lack any physical interpretation.

Third, we can deduce the statistical phase obtained when we exchange the two solenoids, according to the procedure developed in Ref. 52. To calculate this phase, we use the two different loops $\gamma_1$ and $\gamma_2$, shown in Fig. 2, corresponding to unswapping and swapping of solenoids, respectively. If the corresponding Wilczek-Zee matrices are $\Gamma_1$ and $\Gamma_2$, then the statistical phase is contained in the matrix $S$ given by

$$\Gamma_2 = S\Gamma_1. \quad (21)$$

Due to the commuting nature of $\Gamma_1$ and $\Gamma_2$, and using the methods of Ref. 46, it can be verified that the matrix $S$ is simply given by

$$S = -\begin{pmatrix} e^{i\pi\alpha} & 0 \\ 0 & e^{i\pi\beta} \end{pmatrix}.$$ 

(22)

This result also confirms that the system carries non-Abelian flux and transforms simply, but nontrivially under the exchange of solenoids.

Finally, having discussed the theoretical predictions of our model, let us comment on its possible experimental implementation. Two most important features of our model can be realized in ultracold atomic gases 53: (1) the particles need to be confined in two spatial dimensions, and (2) they experience synthetic non-Abelian gauge potentials of external probes. The first one has been successfully implemented in numerous experiments (e.g., see 53 and references therein). As for the second feature, the first proposals for non-Abelian gauge potentials date more than fifteen years ago 54-56; however, non-Abelian gauge potentials have been successfully engineered only recently 57-60. Therefore, ultracold atomic gases seem like a promising platform for the experimental implementation of the Hamiltonian discussed here. For example, fine-tuned laser beams piercing the 2D ultracold atomic gas could be used in principle to create synthetic gauge potentials 53, 59, 62. However, at present, we are unable to propose a way to manipulate laser beams in order that they generate the specific form of the potential 4. Another viable route towards realization of non-Abelian vector potential in our model could be in specifically designed ion traps, as already presented recently in Ref. 49: there, a toroidal trap simulates the motion of a planar rotor for a charged spin-$\frac{1}{2}$ ion, and an additional current and background magnetic field are present. In closing, we stress that, in this paper, we studied a model of synthetic anyons, rather than a concrete physical system with such properties.

**VI. CONCLUSION**

In conclusion, we have presented an exactly solvable model of synthetic anyons in a many-body quantum system by employing external perturbations in the form solenoids carrying a non-Abelian flux. The model is
fine-tuned so that each spin component of the electrons couples differently to the solenoids. To keep the model exactly solvable, we chose the simplest form of the non-Abelian potential of the solenoids that gives a non-Abelian flux and found the behavior to be similar to a double copy of the corresponding Abelian model. Although this model does not show the characteristic non-Abelian anyonic behavior under the adiabatic exchange of solenoids, it is, nevertheless, a convenient stepping stone in reaching such a model. Furthermore, similar Abelian systems with non-Abelian flux have recently sparked interest in their own right. It would be interesting to see how much information on the fully non-Abelian system can be extracted using this type of intermediate systems which are in between Abelian and non-Abelian anyons.
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