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1 Introduction

This paper belongs to a series devoted to numerical evaluation of the multi-loop, multi-leg Feynman diagrams that appear in any renormalizable quantum field theory. In [1] (hereafter I) the general strategy has been designed and in [2] (hereafter II) a complete list of results has been derived for two-loop functions with two external legs, including their infrared divergent on-shell derivatives. Results for one-loop multi-leg diagrams have been shown in [3] and additional material can be found in [4]. Two-loop three-point functions for infrared convergent configurations have been considered in [5] (hereafter III), two-loop tensor integrals in [6].

Many mass scales appear in the computation of physical observables within the Standard Model, generating serious difficulties for the familiar analytical approach. Our purpose is to overcome these problems through a numerical approach. The application of our techniques has recently contributed to the evaluation of the two-loop fermionic correction to the effective electroweak mixing angle and of the full Higgs-mass dependence of the bosonic ones [7].

The approach described in [1] is primarily intended for evaluation of multi-loop diagrams with internal massive lines. However, QED and QCD are integral part of any realistic calculation and they lead to infrared singularities. Therefore, any method aimed to a numerical evaluation of diagrams must be able to handle the infrared problem and infrared/collinear configurations should be treatable within the same class of algorithms used for the non-infrared cases or within some simple extension of the latter.

For one-loop diagrams we have seen that our methods allow us to extract the infrared pole in dimensional regularization with a residue and a finite part that can be treated numerically [3]. The procedure has been extended in II to cover the on-shell derivative of two-point functions which are needed in the treatment of external legs.

It is the purpose of this paper to extend the study of infrared divergencies to two-loop three-point functions. All diagrams are computed within the scheme of dimensional regularization [8] with space-time dimensionality $n = 4 - \epsilon$. Each loop in a diagram contributes at most one soft (zero gauge-boson mass) and one collinear (for zero fermion mass) $1/\epsilon$ term but the global order of the pole at $\epsilon = 0$ can be greater than two due to simultaneous occurrence of ultraviolet poles which are removed by the introduction of counter-terms.

To accomplish our goals we need an automatized procedure for handling infrared (and collinear) configurations: Landau equations [9] represent the proper tool since a necessary condition for the presence of infrared divergencies is that the Landau equations are fulfilled. Therefore, for each topology we build individual diagrams by filling all the lines with the line content of the theory, disregarding those configurations with vertex content not allowed by the theory itself. The generated result is examined and Landau equations studied for those diagrams that contain massless gauge-boson: if they are fulfilled then we have an infrared divergent configuration. The residue of the infrared pole(s) and the corresponding infrared finite part are then computed numerically.

This part of the procedure is relatively easy while the difficult task is connected to the numerical evaluation of residues and of finite parts. They will be given in terms of multi-dimensional integrals over Feynman parameters with integrands that are not positive defined and, according to our strategy, their evaluation requires introduction of smoothness algorithms.

Smoothness requires that, after suitable manipulations, the kernel in the integral representation and its first $N$ derivatives be continuous functions and, ideally, $N$ should be as large as possible. However, in most of the cases we will be satisfied with absolute convergence, e.g. logarithmic singularities of the kernel. This is particularly true when the large number of terms required by obtaining continuous derivatives of higher order leads to large numerical cancellations.

There is a general approach for extracting infrared poles which goes under the name of sector decomposition [10]. We have examined this technique which, despite its great intrinsic possibilities, has its own problems: to name one it has been applied (so far) mainly to unphysical kinematics where infrared residues and finite parts are given in terms of positive definite integrands, i.e. it will not work properly around thresholds where the Feynman integrands are known to change their sign and imaginary parts show up. For recent developments see, however, ref. [11].

In our experience the form of the integrand, after many iterations of the sector decomposition technique,
is such that one can hardly imagine to design adequate smoothness algorithms. For this reason we have, quite often, privileged algorithms that keep under control the smoothness of the Feynman integrand at each step of the extraction of the infrared singularities. Usage of the whole machinery of hypergeometric functions has shown particularly useful in this respect.

One may wonder why to devote additional efforts to the problem of computing infrared divergent diagrams, given the spectacular success of analytical evaluation in QED/QCD: here we refer, in particular to the results by [12], by [13] and by [14] but also to [10].

The actual reason for pursuing this line of research is that QED and QCD are embedded in a more general theory, e.g. the standard model of fundamental interactions; from this point of view their handling is much more complicated. For instance there will be more than one mass scale for infrared divergent configurations, like in the decay of charged gauge-bosons and, with few exceptions, the analytical approach works only for very few scales or in the approximation where the scales themselves are arranged according to some fixed hierarchy, \( m \ll M \) etc.

We are not claiming that a purely numerical approach is the final solution, rather one should carefully mix (semi) analytical extraction of dominant corrections (e.g. leading and sub-leading collinear logarithms) with numerical evaluation of sub-dominant, process-dependent, terms; the latter should be transformed in a way that allows for a safe, stable, integration where apparent singularities of the integrand are absent or limited to a minimum amount. Whenever a cancellation of dominant terms is foreseen we have to organize the calculation in such a way that these terms drop out before any numerical integration is attempted. From this point of view the technique of reduction of an arbitrary diagram to generalized scalar integrals is not always the best choice; master integrals quite often are individually more divergent (e.g. in the collinear limit) than the complete answer. Our technique does not grant any privilege to master integrals – from a computational point of view – and, therefore, seems more appropriate in handling the problem.

The outline of the paper will be as follows: in Section 2 we define our conventions. In Section 3 we review some of the tools that have been introduced to study infrared divergencies in quantum field theory. The connection between infrared divergent configurations and Landau equations is described in Section 3.1, in Section 3.2 and 3.3 we present the procedure of sector decomposition while an alternative technique for extracting ultraviolet (if any) and infrared poles, based on properties of the hypergeometric function is given in Section 3.5. In Section 3.6 we present a discussion of threshold singularities. Starting with Section 4 we present our results for all configurations, from Section 5.1 to Section 5.7. In Section 5.9 we present an explicit example of our procedure for classifying infrared divergent diagrams. Numerical results are summarized in Section 7. In Appendix we give a collection of technical details.

2 Notations and Conventions

Our conventions for dealing with arbitrary two-loop diagrams have been introduced in Sect. 2 of II. Conventions that are specific for three-point functions have been introduced in Sect. 2 of III; also the various families of two-loop vertex diagrams have been classified in III but, for the reader’s convenience, they are repeated in Figs. 3–11.

2.1 Integrals and integration measures

In particular, to keep our results as compact as possible, we introduce the following notations where \( x_0 = y_0 = 1 \):

\[
\int dS_n(x) f(x_1, \ldots, x_n) \equiv \prod_{i=1}^{n} \int_0^{x_i-1} dx_i f(x_1, \ldots, x_n),
\]

\[
\int dC_n(x) f(x_1, \ldots, x_n) \equiv \int_0^1 \prod_{i=1}^{n} dx_i f(x_1, \ldots, x_n),
\]

(1)
Also, the so-called ‘+’-distribution will be extensively used, e.g.

\[ \int dC_n(z) \int_0^1 dx \frac{f(x,\{z\})}{x} = \int dC_n(z) \int_0^1 dx \frac{f(x,\{z\}) - f(0,\{z\})}{x}, \]

\[ \int dC_n(z) \int_0^1 dx \frac{f(x,\{z\})}{x - 1} = \int dC_n(z) \int_0^1 dx \frac{f(x,\{z\}) - f(1,\{z\})}{x - 1}, \]

\[ \int dC_n(z) \int_0^1 dx \frac{f(x,\{z\})}{x} \ln^n x = \int dC_n(z) \int_0^1 dx \frac{f(x,\{z\}) - f(0,\{z\})}{x} \ln^n x. \]  

The last relation in Eq. \((2)\) is used for evaluating integrals of the following type:

\[ \int_0^1 dx \frac{f(x)}{x \epsilon} = \frac{\ln \epsilon}{\epsilon} + \int_0^1 dx \frac{f(x)}{x} + \epsilon \int_0^1 dx \frac{f(x) \ln x}{x} + O(\epsilon^2). \]  

Since we will have to split integrals during the evaluation of diagrams we have introduced a special notation:

\[ \int_{a,c}^{c,b} dx F_1 \oplus 2; A(x) = \int_a^c dx F_1; A(x) + \int_c^b dx F_2; A(x). \]  

In other cases we have to integrate over a triangle, for which we introduce the special notation \((X = 1 - X)\)

\[ \int_{(0, X, x_1)} dx_2 dx_3 = \int_0^{X x_1} dx_2 \int_0^{x_2/X} dx_3 + \int_0^{X x_1} dx_2 \int_0^{(x_1-x_2)/X} dx_3, \]

2.2 Alphameric classification of Feynman diagrams

In our conventions any scalar two-loop diagram is identified by a capital letter \((S, V\) etc., for self-energies, vertices etc.) indicating the number of external legs and by a triplet of numbers \((\alpha, \beta, \gamma)\) giving the number of internal lines (in the \(q_1, q_2\) and \(q_1 - q_2\) loops respectively). There is a compact way of representing this triplet: assume that \(\gamma \neq 0\), i.e. that we are dealing with non-factorizable diagrams, then we introduce \(\kappa = \gamma_{\max} [\alpha_{\max} (\beta - 1) + \alpha - 1] + \gamma\) for each diagram. Furthermore, we can associate a letter of the alphabet to each \(\kappa\): for \(G = V\) we have \(\alpha_{\max} = 2\) and \(\gamma_{\max} = 2\), therefore, the following correspondence holds:

\(121 \rightarrow E, \ 131 \rightarrow I, \ 141 \rightarrow M, \ 221 \rightarrow G, \ 231 \rightarrow K, \ 222 \rightarrow H. \)

For \(G = S\) we have \(\alpha_{\max} = 2\) and \(\gamma_{\max} = 1\), therefore

\(111 \rightarrow A, \ 121 \rightarrow C, \ 131 \rightarrow E, \ 221 \rightarrow D. \)

This classification is extensively used throughout the paper where we omit the suffix 0 for scalar diagrams.

2.3 Basic quadratic forms

An \(x\)-dependent mass is always defined as

\[ m_x^2 = \frac{m_1^2}{x} + \frac{m_2^2}{1 - x}. \]  

In the following we introduce some quadratic forms that are widely used throughout the paper.

\[ \chi(x; P^2; m, M) = -P^2 x^2 + (P^2 - m^2 + M^2) x + m^2 = -P^2 (x - X_\chi)^2 + B_\chi, \]

where we define

\[ B_\chi = \frac{1}{4 P^2} \lambda(-P^2, m^2, M^2), \]

\[ X_\chi = \frac{P^2 - m^2 + M^2}{2 P^2}, \]

\[ \overline{X}_\chi = 1 - X_\chi. \]
Here $\lambda(x, y, z) = x^2 + y^2 + z^2 - 2(xy + xz + yz)$ is the usual Källen lambda - function. If no ambiguity will arise we will simply write $\chi(x)$. Furthermore, we introduce

$$\chi(x; P^2; m, M) \equiv \chi(1 - x; P^2; m, M) = - P^2 x^2 + (P^2 - M^2 + m^2) x + M^2 = - P^2 (x - X_\chi)^2 + B_\chi,$$  \hspace{1cm} (11)

$$\beta(x; P^2; m, M) \equiv - P^2 x^2 + (P^2 - m^2 + M^2) x y + m^2 y^2 = - P^2 (x - X_\chi y)^2 + B_\chi y^2,$$  \hspace{1cm} (12)

$$\overline{\beta}(x; P^2; m, M) \equiv - P^2 x^2 + (P^2 - M^2 + m^2) x y + M^2 y^2 = - P^2 (x - X_\chi y)^2 + B_\chi y^2.$$  \hspace{1cm} (13)

Once again, we will drop irrelevant arguments if no ambiguity may arise. These quadratic forms will play a major role in the evaluation of the diagrams considered in this paper.

3 Tools for virtual infrared divergencies

Before starting a comprehensive study of two-loop, infrared divergent, vertices we collect in this Section a set of tools which are relevant for the general analysis of infrared divergencies in a spontaneously broken quantum field theory.

First, we recall the classification of infrared configurations based on the study of Landau equations; we then move to a short review of the techniques which go under the general name of sector decomposition; the use of these techniques for handling integrable singularities in the evaluation of Feynman diagrams is also discussed. Alternative techniques based on a representation of infrared divergent diagrams through hypergeometric functions will be illustrated by means of simple examples. Mellin - Barnes techniques will be introduced to study infrared configurations around their normal thresholds and to extract collinear limits. Finally, we will present some of our new techniques which represent an extension of the Bernstein - Sato functional relations\cite{17}.

3.1 Infrared singularities and Landau equations

As explained in the Introduction, the classification of infrared divergent Feynman diagrams is most conveniently based on the use of Landau equations\cite{9}. The whole procedure is better illustrated in terms of a simple scalar one-loop triangle. Consider the following Feynman parametric representation of the diagram:

![Diagram](image)

Figure 1: The scalar one-loop, three-point Green function with one massless internal line. All momenta are flowing inwards.

$$C_0 \left( p_1^2, p_2^2, P^2; m, 0, m \right) = \frac{\mu^\epsilon}{i \pi^2} \int_0^1 dx \int_0^1 dy V_C^{-1-\epsilon/2}(x, y),$$

$$V_C(x, y) = - p_2^2 x^2 - p_1^2 y^2 - 2 p_1 \cdot p_2 x y + \left( p_2^2 - m^2 \right) x - \left( p_1^2 - P^2 - m^2 \right) y + m^2.$$  \hspace{1cm} (14)

To regularize infrared divergencies we use the scheme of dimensional regularization, with the space-time dimensionality $n = 4 - \epsilon$ and where $\mu$ is the ‘t Hooft unit of mass. In principle one should carefully
distinguish between ultraviolet and infrared regulators \((\epsilon > 0 \text{ or } \epsilon < 0)\) but for a comprehensive discussion we refer to [18].

It is important to recall that a necessary condition for the presence of infrared divergencies is that the Landau equations are fulfilled. A proper solution of the set of Landau equations for the one-loop vertex of Fig. 1 requires that

\[
P^2 = - \frac{1}{2 m^2} \left\{ 2 m_2^2 (m_1^2 + m_3^2) - (m_1^2 + m_2^2 + p_1^2) (m_3^2 + m_2^2 + p_2^2) \pm \left[ \lambda(-p_1^2, m_1^2, m_3^2) \lambda(-p_2^2, m_2^2, m_3^2) \right]^{1/2} \right\},
\]

which, for \(m_2 = 0\) and \(m_1 = m_3 = m\) is satisfied if \(p_1^2 = p_2^2 = -m^2\) and \(P^2\) is unconstrained. The corresponding \(V_c\) reads

\[
V_c(x, y) = m^2 (1 - x)^2 + m^2 y^2 + (P^2 + 2 m^2) (1 - x) y,
\]

showing that \(V_c = 0\) for \(x = 1\) and \(y = 0\). The parametrization in Eq. (14) is certainly not the most convenient one to evaluate the residue of infrared pole but this choice has been made deliberately, having in mind the more complex two-loop cases.

In any software package designed to compute (automatically) physical observables the classification of the infrared cases must be a built-in procedure. The study of the Landau equations for a given family of diagrams is the most elegant way to classify its infrared divergent configurations. Again we refer to the one-loop vertex for illustration. The Landau equations are

\[
\begin{align*}
\alpha_1 (q^2 + m_1^2) &= 0, \quad \alpha_2 ((q + p_1)^2 + m_2^2) = 0, \quad \alpha_3 ((q + p_1 + p_2)^2 + m_3^2) = 0, \\
\alpha_1 q_\mu + \alpha_2 (q + p_1)_\mu + \alpha_3 (q + p_1 + p_2)_\mu &= 0.
\end{align*}
\]

A solution of the system with \(\alpha_i \neq 0, \forall i\) gives the leading singularity.

Let us multiply Eq. (13) by \(q\), by \(p_1\) and by \(p_2\) to obtain an homogeneous system of three equations where we use \(q^2 = -m_1^2\) etc, from Eq. (17). A necessary and sufficient condition to have a proper solution, i.e. not all the \(\alpha_i = 0\), requires the determinant of coefficients to be zero, thus fixing a relation between internal and external masses. Any configuration that satisfy this constraint is a Landau singularity for the diagram which, however, does not necessarily imply that the diagram itself diverges at that configuration. For the \(C_0\) function this corresponds to the well-known anomalous threshold.

Consider the following case: \(p_{1,2}^2 = -m^2, m_{1,3} = m\) and \(m_2 = 0\). It is easily found that the anomalous threshold condition is satisfied, therefore the configuration is a Landau singularity; however, the question is of which kind. Let us insert the above values into the homogeneous system, what we obtain is

\[
m^2 \alpha_1 + \left( \frac{1}{2} P^2 + m^2 \right) \alpha_2 = 0, \quad \left( \frac{1}{2} P^2 + m^2 \right) \alpha_1 + m^2 \alpha_3 = 0.
\]

First of all we observe that it is not either \(\alpha_1 = 0\) or \(q^2 = -m_1^2\), etc; it can be both. Secondly, our configuration, where \(P^2 = (p_1 + p_2)^2\) is unconstrained, is a singularity. Finally these is a special case of the general configuration discussed \((P^2 \text{ free})\) which is even more singular giving, in the infrared case, the true leading Landau singularity. To have \(\alpha_{1,3} \neq 0\) we must require \(P^2 = -4 m^2\) which gives, in the annihilation channel, the well-known threshold singularity on top of the infrared one. This condition emerges also from the following argument: inserting \(p_{1,2}^2 = -m^2\) in the anomalous threshold condition one obtains \(m_2^2 P^2 = 0\), and \(m_2^2 (m_3^2 - P^2 - 4 m^2) = 0\), corresponding to the two signs of Eq. (15). In a certain sense the constraint \(p^2 = -4 m^2\) is buried inside the anomalous threshold condition. To summarize: that all the propagators in a diagram are on-shell and that the consistency relation is satisfied does not necessarily imply that all \(\alpha_i\) are different from zero: the infrared case is a clear example. Note the presence of a potential singularity also at \(P^2 = 0\) which, however, is not physical, i.e. is not lying on the physical Riemann sheet. The latter fact can be seen by inspecting the explicit analytical result,

\[
C_0^{\text{IR}} = \frac{2}{\beta P^2} \ln \frac{\beta + 1}{\beta - 1} + \text{IR finite, } \beta^2 = 1 + 4 \frac{m^2}{P^2}.
\]

\(^1\)In our metric spacelike \(p\) implies positive \(p^2\). Further \(p_4 = i p_0\) with \(p_0\) real for a physical four-momentum.
Our strategy for the general classification of infrared divergent configurations will be on a diagram-by-diagram basis; we assume a certain number of zero internal masses with at least one unconstrained external momentum. Then we fix the remaining parameters to satisfy the consistency relation for the Landau equations. Finally, we return to the original set of Landau equations and look for additional constraints that are necessary in order to generate the true leading singularity. The presence of a threshold-like singularity on top of the infrared poles is the sign that, after extracting these poles, we still have complications for the residual integrations that cannot be solved with a naive use of the method to be described in the next subsection.

### 3.2 Sector decomposition

Once a diagram has been identified as infrared divergent we must proceed with the extraction of the infrared pole(s) and with the evaluation of the infrared residue(s) of the finite part.

To continue our discussion we reconsider Eq. (14) and change variables, \( x = 1 - x' \) and \( y = (1 - x') y' \). Next we split the integration by using \( 1 = \theta(x - y) + \theta(y - x) \), remap the two integrals into \([0, 1]^2\) and obtain

\[
C_0^{IR} = \frac{\mu^c}{i \pi^2} \int_0^1 dx \int_0^1 dy \left[ (x^{-1-\epsilon} - x^{-\epsilon}) \chi_x^{-1-\epsilon/2} + (y^{-1-\epsilon} - y^{-\epsilon}) \chi_y^{-1-\epsilon/2} \right],
\]

\[
\chi_x = m^2 \left( (1 + y)^2 + xy(x y - 2 - 2 y) \right) + P^2 y (1 - x),
\]

\[
\chi_y = m^2 \left( (1 + x)^2 + xy(x y - 2 - 2 x) \right) + P^2 x (1 - x y).
\]

The infrared pole can now be extracted, giving \( C_0^{IR} = P_{IR} + F_{\text{fin}} \),

\[
P_{IR} = 2 \frac{\mu^c}{i \pi^2} \int_0^1 dx \int_0^1 dy x^{-1-\epsilon} \left[ m^2 (1 + y)^2 + P^2 y \right]^{-1-\epsilon/2} = -2 \frac{\mu^c}{\epsilon i \pi^2} \int_0^1 dy \left[ m^2 (1 + y)^2 + P^2 y \right]^{-1-\epsilon/2}.
\]

This procedure of extracting infrared poles, known as sector decomposition \([10]\), cannot be applied in its naive version to three-point functions. The reason is that the residue of the infrared pole(s) is now given by an integral where the integrand is not positive defined over the parametric hyper-cube and, therefore, we cannot perform a straightforward numerical integration, at least if we want to avoid brute force and time consuming methods. Note that in our procedure we will use the van der Bij - Veltman parametrization \([19]\) of two-loop integrals and not the more familiar Cvitanovic - Kinoshita one \([20]\).

To summarize the complete algorithm of sector decomposition, we perform the following steps (for each family of diagrams): At first, infrared and eventually collinear divergent configurations are selected by using the corresponding set of Landau equations which have been derived, diagram-by-diagram in III. Examples for two-loop vertices are given in Figs. \([5]\)\([12]\). For a similar classification in QED with a massive regulator we refer to \([21]\), sector decomposition is applied to a graph \( G \) leading to an expression

\[
G = \sum_{l=0}^L g_l(\epsilon) = \sum_{l=0}^L \frac{G_l}{\epsilon^l}, \quad G_l = \frac{1}{B_l^2} \int_s dx G_l(x),
\]

since each loop contributes at most one soft and collinear \( 1/\epsilon^2 \) term (\( \epsilon \) being the dimensional regulator) the highest value for \( L \) in a two-loop diagram is four; higher values in the Laurent expansion are only possible if ultraviolet divergencies are also present. In those cases the proper procedure is: ultraviolet poles are removed by local counter-terms, analytical continuation in \( \epsilon \) is performed and infrared poles are extracted. Smoothness algorithms are derived for each component \( G_l \), as indicated in Eq. \([23]\), where \( x \) is a vector of Feynman parameters, \( S \) is some simplex, \( G_l \) is an integrable function (in the limit \( \delta \to 0 \)) and \( B_l^2 \) is a function of masses and external momenta whose zeros correspond to true singularities of \( G \), if any. Smoothness requires that the kernel in Eq. \([23]\) and its first \( N \) derivatives be continuous functions and, ideally, \( N \) should be as large as possible. However, in most of the cases we will be satisfied with absolute convergence, e.g. logarithmic singularities of the kernel. This is particularly true around the zeros of \( B_l^2 \) where the large number of terms required by obtaining continuous derivatives of higher order leads to large numerical cancellations.
3.3 Integrable singularities and sector decomposition

As it will become evident in the following sections, where we explicitly evaluate the diagrams, most of our integral representations will have the form

\[ G = \int dx \frac{1}{A(x)} \ln \left[ 1 + \frac{A(x)}{B(x)} \right], \quad \text{or} \quad G(x) = \int dx \frac{1}{A(x)} \text{Li}_n \left( \frac{A(x)}{B(x)} \right), \tag{24} \]

where \( x \) is a vector of Feynman parameters, \( S \) is some simplex and \( A, B \) are multivariate quadratic forms. Eq. (24) generalizes the Nielsen-Goncharov family of polylogarithms \(^{26}\) based on monomials in one variable, see Appendix 15. Our integral representations are well-behaved around \( A(x) \approx 0 \) but numerical instabilities could arise when simultaneously \( A(x) \approx B(x) \approx 0 \) as it will always be the case for collinear singularities. A nice solution to this problem \(^{21}\) is to adopt a sector decomposition to factorize their common zero. Eventually, for some special configuration of internal masses and external invariants, this procedure will create new integrands with polynomials of very high degree, the two-loop cases sector decomposition has drawbacks: first of all the number of generated sectors tends to increase considerably and then the procedure creates new integrands with polynomials of very high degree, see Appendix B. Our integral representations are well-behaved around \( A(x) \approx 0 \) as it will always be the case for collinear singularities.

Before continuing the discussion on the evaluation of infrared divergent configurations it is convenient to introduce the concept of infrared power-counting. Given any parametric representation of a Feynman diagram we perform transformation of variables such that \( 0 \leq x_i \leq 1 \) with \( \chi_N = 0 \), for \( x_i = 0, \forall i, \) with \( L \geq 1 \). After introducing polar coordinates the integral can be written as

\[ G = \int d\Omega_{n-1} \int_{0}^{R(\Omega)} dr r^{n-1} L^{-1} \chi_{N, \text{red}}^{-\mu}(r, \Omega), \tag{27} \]

with \( \chi_{N, \text{red}}(0, \Omega) \neq 0 \). Define \( A, B \) such that \( n - \mu L - 1 = A - B \epsilon \). If \( A \geq 0 \) the integration does not lead to an \( \epsilon \)-pole and the corresponding diagram is infrared safe. A typical example is represented by \( V^E \) of Fig. 3 where, although \( \chi_E = 0 \) at the hedge of the integration region, power-counting shows that no infrared pole arises.

3.4 Infrared power-counting

Before continuing the discussion on the evaluation of infrared divergent configurations it is convenient to introduce the concept of infrared power-counting. Given any parametric representation of a Feynman diagram we perform transformation of variables such that \( 0 \leq x_i \leq 1 \) with

\[ G = \int dC_N \chi_N^{-\mu}, \quad \chi_N = \sum_{l_1, \ldots, l_n} a_{l_1, \ldots, l_n} \prod_{i=1}^{n} x_i^{l_i} \theta \left( \sum_{i=1}^{n} l_i - L \right) \tag{26} \]

and \( \chi_N = 0 \), for \( x_i = 0, \forall i \), with \( L \geq 1 \). After introducing polar coordinates the integral can be written as

\[ G = \int d\Omega_{n-1} \int_{0}^{R(\Omega)} dr r^{n-1} L^{-1} \chi_{N, \text{red}}^{-\mu}(r, \Omega), \tag{27} \]

with \( \chi_{N, \text{red}}(0, \Omega) \neq 0 \). Define \( A, B \) such that \( n - \mu L - 1 = A - B \epsilon \). If \( A \geq 0 \) the integration does not lead to an \( \epsilon \)-pole and the corresponding diagram is infrared safe. A typical example is represented by \( V^E \) of Fig. 3 where, although \( \chi_E = 0 \) at the hedge of the integration region, power-counting shows that no infrared pole arises.

3.5 Infrared singularities and hypergeometric functions

We have seen in the previous sections that a general method for extracting the infrared poles (within dimensional regularization) of Feynman diagrams is based on sector decomposition. However, in most of the two-loop cases sector decomposition has drawbacks: first of all the number of generated sectors tends to increase considerably and then the procedure creates new integrands with polynomials of very high degree, the higher the number of iterations the higher the degree. The consequence is that one cannot find an adequate smoothness algorithm to handle the final integration. We give a second, alternative, procedure once again illustrated in terms of a \( C_0 \) function.

The polynomial \( V_C \) of Eq. (17) can be rewritten \((P^2 = -s, \, p_i^2 = -m_i^2)\) as

\[ V_C(x, y) = m^2 x^2 + m^2 y^2 + (s - 2 m^2) xy - 2 m^2 x - (s - 2 m^2) y + m^2, \tag{28} \]
and we perform the transformation $y = y' + \alpha x$ with $m^2 \alpha^2 + (s - 2m^2) \alpha + m^2 = 0$. This transformation is designed to make $V$ linear in $x$ and, whenever possible we always seek for a transformation that makes the Feynman integrand linear in one of the variables. After some straightforward manipulation we obtain $i \pi^2 C_0 = \mu^\epsilon (C_0^1 + C_0^2)$ where
\[
C_0^1 = (1 - \alpha) \int_0^1 dy \int_0^y dx \frac{V_1^{1-\epsilon/2}(x, y)}{\epsilon}, \quad C_0^2 = \alpha \int_0^1 dy \int_0^y dx V_2^{1-\epsilon/2}(x, y),
\]
with $V$-polynomials given by
\[
V_1 = \left[s(1 + \alpha)y - s + 2(1 - \alpha)m^2\right]x - \alpha s y^2 - 2(1 - \alpha)m^2 y + m^2,
\]
\[
V_2 = \left[\alpha s + 2(1 - \alpha)m^2\right]x y - \left[\alpha s - (2\alpha - 1)m^2\right]y^2.
\]

In Eq. (29) the $x$-integration has the general form
\[
I_i(y) = \int_0^y dx \left[ B_i(y) - A_i(y) x \right]^{1-\epsilon/2} = y B_i^{1-\epsilon/2} 2F_1(1 + \epsilon/2, 1; 2; \frac{A_i}{B_i} y). \quad i = 1, 2.
\]

Using well-known properties of the hypergeometric function we obtain, for $|\arg(-z)| < \pi$,
\[
2F_1(1 + \frac{\epsilon}{2}, 1; 2; z) = \frac{2}{\epsilon} \left[ -2F_1(1, 1 + \frac{\epsilon}{2}; 1 + \frac{\epsilon}{2}; 1 - z) + (1 - z)^{-\epsilon/2} 2F_1(1, 1 - \frac{\epsilon}{2}; 1 - \frac{\epsilon}{2}; 1 - z) \right],
\]
from which we derive
\[
I_i(y) = -\frac{2}{A_i \epsilon} B_i^{-\epsilon/2} \left[ 1 - \left(1 - \frac{A_i}{B_i} y\right)^{-\epsilon/2} \right].
\]

Given the form of $A_1$ in Eq. (30) we can simply expand around $\epsilon = 0$ obtaining
\[
C_0^1 = (\alpha - 1) \int_0^1 dy \frac{1}{A_1(y)} \ln \left[ 1 - \frac{A_1(y)}{B_1(y)} \right],
\]
which is well-behaved for $A_1(y) = 0$. However, for $i = 2$, we find
\[
A_2(y) = a(s, m^2) y, \quad B_2(y) = b(s, m^2) y^2,
\]
\[
a(s, m^2) = -\alpha s + 2(\alpha - 1)m^2 = \frac{1}{4} \beta(\beta + 1)^2 m^2, \quad b(s, m^2) = -\alpha s + (2\alpha - 1)m^2 = \frac{1}{16} (\beta + 1)^4 m^2.
\]
Therefore, $C_0^2$ is infrared divergent and we get
\[
C_0^2 = \frac{\alpha}{a(s, m^2)} b^{-\epsilon/2}(s, m^2) \int_0^1 dy y^{-1-\epsilon} \ln \left[ 1 - \frac{a(s, m^2)}{b(s, m^2)} \right] \left\{ 1 - \frac{\epsilon}{4} \ln \left[ 1 - \frac{a(s, m^2)}{b(s, m^2)} \right] \right\}
\]
\[
= 2 \frac{\alpha}{a(s, m^2)} \ln \frac{\beta - 1}{\beta + 1} \left[ \frac{1}{\epsilon} - \frac{1}{2} \ln \frac{\beta - 1}{\beta + 1} - \frac{1}{2} \ln b(s, m^2) \right],
\]
with $\beta^2 = 1 - 4m^2/s$. The infrared pole has been isolated and infrared residue and finite part are already in a form that allows for direct numerical integration. For a general diagram they are rational functions of the residual Feynman parameters and we have been able to derive adequate smoothness algorithms for their integration.

### 3.6 Threshold behavior and Mellin-Barnes transforms

In computing infrared residues and finite parts of diagrams we face one additional complication: in general we end up with integrands which are not positive definite. Therefore, around those configurations of the external parameters where threshold singularities occur the algorithm has to be modified. The general
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introduced in I. Most of two-loop infrared convergent diagrams can be computed by following the same strategy. However, some extension has to be introduced to deal with the general case. To derive new algorithms, we recall the definition of Bernstein - Sato polynomials [17]: if V(x) is a polynomial in several variables then there is a non-zero polynomial b(µ) and a differential operator P(µ) with polynomial coefficients such that

\[ P(µ) V^{n+1}(x) = b(µ) V^n(x). \]

The Bernstein-Sato polynomial is the monic polynomial of smallest degree amongst such b(µ). If V(x) is a non-negative polynomial then V^n(x), initially defined for µ with non-negative real part, can be analytically continued to a meromorphic distribution-valued function of µ by repeatedly using the functional equation

\[ V^µ(x) = \frac{1}{b(µ)} P(µ) V^{n+1}(x). \]
The Bernstein - Sato - Tkachov theorem \[25\] tells us that for any finite set of polynomials \(V_i(x)\), where \(x = (x_1, \ldots, x_n)\) is a vector of Feynman parameters, there exists an identity of the following form (hereafter a BST identity):

\[
\mathcal{P}(x, \partial) \prod_i V_i^{\mu_i+1}(x) = B_v \prod_i V_i^{\mu_i}(x).
\]  

(45)

where \(\mathcal{P}\) is a polynomial of \(x\) and \(\partial_i = \partial / \partial x_i\); \(B_v\) and all coefficients of \(\mathcal{P}\) are polynomials of \(\mu_i\) and of the coefficients of \(V_i(x)\). Furthermore, if the polynomial \(V\) is of second degree we have a master formula, due to F. V. Tkachov \[25\]. We write the polynomial as \(V(x) = x^t H x + 2 K^t x + L\), where \(x^t = (x_1, \ldots, x_n)\), \(H\) is an \(n \times n\) matrix, \(K\) is an \(n\) vector. The solution to the problem of determining the polynomial \(\mathcal{P}\) is as follows:

\[
\mathcal{P} = 1 - \frac{(x - X_v)^t \partial_x}{2(\mu + 1)}, \quad B_v = L - K^t H^{-1} K, \quad X_v = -H^{-1} K.
\]  

(46)

Therefore we have:

\[
V^\mu(x) = \frac{1}{B_v} \left[ 1 - \frac{(x - X_v)^t \partial_x}{2(\mu + 1)} \right] V^{\mu+1}(x), \quad V^{-1}(x) = \frac{1}{B_v} \left[ 1 - \frac{1}{2} (x - X_v)^t \partial_x \ln V(x) \right].
\]  

(47)

The list of BST relations must be extended to cover infrared singular cases. It often happens that \(V(x)\) is not complete and so other BST relations, originally defined in Eq. (45), are needed. A typical example is when \(V\) is linear in one variable \(V(x, y) = h(x - x_0)^2 + cy + b\). For this polynomial the \(H\) matrix is singular and it can be easily shown that the following relations hold:

\[
V^\mu = \frac{1}{b} \left[ 1 - \frac{(x - x_0)^t \partial_x + 2y \partial_y}{2(\mu + 1)} \right] V^{\mu+1}, \quad V^{-1} = \frac{1}{c} \frac{1}{\mu + 1} \partial_y V^{\mu+1}.
\]  

(48)

A better way to proceed without loss of generality is to introduce a \(\mathcal{P}_0\) and a \(\mathcal{P}_1\) with the property that

\[
\mathcal{D}_+ = \mathcal{P}_0 \pm \mathcal{P}_1 \partial_x, \quad \mathcal{D}_+ V(x) = B_v.
\]  

(49)

BST relations can be written as

\[
V^\mu(x) = \frac{1}{B_v} \left[ \mathcal{P}_0 + \frac{1}{\mu + 1} \mathcal{P}_1 \partial_x \right] V^{\mu+1}(x), \quad \text{for } \mu \neq -1; \quad V^{-1}(x) = \frac{1}{B_v} \left[ \mathcal{P}_0 + \mathcal{P}_1 \partial_x \ln V(x) \right].
\]  

(50)

A first extension of Eq. (49) is given by the following example:

\[
V^{-1}(x) \ln^n V(x) = \frac{1}{B_v} \left[ \mathcal{P}_0 + \frac{1}{n + 1} \mathcal{P}_1 \partial_x \ln V(x) \right] \ln^n V(x).
\]  

(51)

Eq. (51) can be easily generalised to arbitrary powers of \(V\):

\[
V^\mu(x) \ln^n V(x) = \frac{1}{B_v} \left\{ \mathcal{P}_0 \ln^n V(x) + \sum_{k=0}^{n} \frac{n!}{(n-k)!} (\mu + 1)^k+1 \mathcal{P}_1^k \partial_x \ln^{n-k} V(x) \right\} V^{\mu+1}(x).
\]  

(52)

As a next step we seek for similar relations, holding for Nielsen polylogarithms \[26\] and for the hypergeometric function \[27\]. These new relations can be obtained with the help of the following formulæ:

\[
\frac{d}{dx} \text{Li}_{n+1}(x) = \frac{1}{x} \text{Li}_n(x), \quad \frac{d}{dx} 2F_1(a - 1, b; c; x) = \frac{a - 1}{x} \left( 2F_1(a, b; c; x) - 2F_1(a - 1, b; c; x) \right).
\]  

(53)

Given a generic polynomial \(A(x)\), it is easily verified that

\[
\frac{1}{V} \text{Li}_n \left( \frac{A}{V} \right) = \frac{1}{B_v} \left[ \frac{1}{A} \text{Li}_n \left( \frac{A}{V} \right) \mathcal{D}_+ A + \mathcal{P}_1 \partial_x \text{Li}_{n+1} \left( \frac{A}{V} \right) \right],
\]  

(54)
\[ V^{-a} F_1(a, b; c; \frac{A}{V}) = \frac{1}{B_V} \left\{ \frac{V^{1-a}}{A} \left[ 2 F_1(a, b; c; \frac{A}{V}) D_+ A - 2 F_1(a-1, b; c; \frac{A}{V}) P^i_1 \partial_x A \right] + \frac{P^i_1}{1-a} \partial_x \left[ V^{1-a} F_1(a-1, b; c; \frac{A}{V}) \right] \right\}. \] (55)

In particular for \( n = 0, 1 \), we have \( \text{Li}_0(x) = x/(1-x) \) and \( \text{Li}_1(x) = -\ln(1-x) \), for which the corresponding relations are

\[ \frac{1}{V} A \frac{A}{V - A} = \frac{1}{B_V} \left[ \frac{1}{V - A} D_+ A + P^i_1 \partial_x \ln \left( 1 - \frac{A}{V} \right) \right], \] (56)

\[ \frac{1}{V} \ln \left( 1 - \frac{A}{V} \right) = \frac{1}{A} \left[ \frac{1}{V} \ln \left( 1 - \frac{A}{V} \right) D_+ A + P^i_1 \partial_x \text{Li}_2 \left( \frac{A}{V} \right) \right]. \] (57)

When the BST factor, \( B_V \), vanishes we have:

\[ \frac{1}{V - A} D_+ A = -P^i_1 \partial_x \ln \left( 1 - \frac{A}{V} \right), \quad \text{for} \quad B_V = 0. \] (58)

Another set of (new) relations is obtained starting from known properties of polylogarithms,

\[ \frac{d}{dx} \frac{\text{Li}_{n+1}(x)}{x} = \frac{1}{x} \left[ \text{Li}_n(x) - \text{Li}_{n+1}(x) \right]. \] (59)

For \( x = A/V \), when \( n = 1 \), we easily obtain:

\[ \frac{A}{V^2} \ln \left( 1 - \frac{V}{A} \right) = \frac{1}{B_V} \left[ A D_+ \frac{1}{V} \ln \left( 1 - \frac{V}{A} \right) + P^i_1 \partial_x \ln \left( 1 - \frac{A}{V} \right) \right]. \] (60)

Using Eq. (60) for \( n = 2 \), we obtain:

\[ \frac{A}{V^2} \text{Li}_2 \left( \frac{V}{A} \right) = \frac{1}{B_V} \left\{ A D_+ \frac{1}{V} \text{Li}_2 \left( \frac{V}{A} \right) + P^i_1 \partial_x \left[ \frac{A}{V} \ln \left( 1 - \frac{V}{A} \right) - \ln \left( 1 - \frac{A}{V} \right) \right] \right\}. \] (61)

The same procedure can be iterated to get a similar relation for \( A/V^2 \text{Li}_n (V/A) \).

One can derive other relations of this type but here we have restricted our attention to those which are actually used in this paper. Their application in computing Feynman integrals is based on the integration by parts of the terms containing \( P^i_1 \partial_x \) (when it is not applied just on \( A \)).

After applying BST relations we end up with integrands which show a less divergent behaviour with respect to the original one; in most cases the integrand is smooth enough to allow for a stable numerical integration. When this is not the case we reiterate the use of BST functional relations; they are followed by a second integration by parts, etc.

A typical example of smoothness algorithm corresponds to apply a BST functional relation to Eq. (22). In this case we obtain

\[ i \pi^2 m^2 P_{ir} = -\frac{2}{c} \left( \frac{m}{m} \right)^c \int_0^1 dy v^{-1-t/2}(y), \quad v(y) = y^2 + (z + 2) y + 1, \quad z = \frac{P^2}{m^2}, \] (62)

\[ \int_0^1 dy v^{-1-t/2}(y) = -\frac{4}{z(z+4)} \left[ 1 - \frac{1}{4} (z + 4) \ln (z + 4) + \frac{1}{2} \int_0^1 dy \ln v(y) + O(e) \right], \] (63)

showing the additional threshold singularity at \( P^2 = -4 m^2 \). Note the absence of a singularity at \( P^2 = 0 \) on the first Riemann sheet.
4 Derivatives of two-loop self-energies and infrared poles.

In II we have defined the on-shell derivative of a two-point function, where possibly some of the internal masses are zero, as the $\frac{\partial}{\partial p^2}$ derivative evaluated at the mass shell of one of the non-zero internal masses. These derivatives are used to construct wave function renormalization factors and a complete list of results has been shown in II.

Here, we briefly review the subject; consider the on-shell derivative of $S^C$ (for the simplest topology $S^A$ the on-shell derivative is infrared finite). Once again, a necessary condition for the presence of infrared divergencies is that the Landau equations are fulfilled: for $S^C$, we see that $s = (m_1 + m_2 \pm m_4)^2$ and $m_3^2 = (m_1 + m_2)^2$ are satisfied by $m_2 = m_4 = 0$, $m_1 = m_3 = m$ and $s = m^2$. It is easily seen that $S^C$ is not infrared divergent but its derivative with respect to $p^2$ shows an infrared pole when computed on-shell. To continue our discussion we consider the case $m_2 = m_4 = 0$ and $m_1 = m_3 = m$, a typical example of which is shown in Fig. 2. After a straightforward calculation we obtain

\[
S_p^C = \frac{1}{m^2} \left( \frac{\mu^2}{\pi m^2} \right)^{\epsilon} \left[ -\frac{2}{\epsilon^2} - 2 (2 - \gamma) \frac{1}{\epsilon} - 7 + \gamma (4 - \gamma) - \frac{1}{2} \zeta(2) + O(\epsilon) \right].
\]

(64)

Results for $S_p^C \equiv S_{p131}$ have been derived in Sect 7.4 of II; results for $S_p^D \equiv S_{p221}$ have been derived in Sect 7.9 of II; $\gamma$ is the Euler constant and $\zeta$ the Riemann zeta function.

5 Infrared divergent two-loop vertices

Starting with this section we present a detailed discussion, diagram-by-diagram, of two-loop infrared divergent vertices. Once again, evaluating a specific diagram means to derive a set of algebraic manipulations that return a multi-dimensional integral representation of the diagram for which numerical methods can be safely applied. For infrared configurations this means evaluating both the residues of the infrared poles and the finite parts. Special limits always require additional refinements of the procedure. The key ingredients in our derivation are: BST functional relations, the whole machinery of hypergeometric functions and Mellin-Barnes transforms.

Several diagrams belong to the general $G^{1N1}$ family which is specified in terms of a set of momenta $k_i$ which are linear combinations of the external momenta $p_j$; $k_i = p_1 + \ldots + p_i$. Our parametrization is as follows:

\[
G^{1N1} = -\left( \frac{\mu^2}{\pi} \right)^{\epsilon} \Gamma(N - 2 + \epsilon) \int_0^1 dx \int dS_N(y, u_1, \ldots, u_{N-1}) \left[ x(1-x) \right]^{-\epsilon/2} (1-y)^{\epsilon/2-1} \frac{\lambda_{1N1}^{2-N-\epsilon}}{\chi_{1N1}}.
\]

\[
\chi_{1N1} = u^i \mathcal{H} u + 2 \mathcal{K}^i u + (m_2^2 - m_3^2) (1-y) + m_3^2,
\]

(65)

where we have introduced the following quantities:

\[
\mathcal{H}_{ij} = -p_i \cdot p_j, \quad \mathcal{K}_i = \frac{1}{2} (k_i^2 - k_{i-1}^2 + m_{i+3}^2 - m_{i+2}^2), \quad i, j = 1, \ldots, N - 1
\]

(66)

and where the $x$-dependent mass is defined in Eq. (8). Three out of six of the non-trivial two-loop vertex families can be described in terms of the representation of Eq. (65).
5.1 The $V^E$ diagram

The $V^E$ diagram of Fig. 3 is representable as

$$\pi^4 V^E = \mu^{2e} \int d^n q_1 d^n q_2 \frac{1}{[1]_e[2]_e[3]_e[4]_e}, \quad (67)$$

where

$$[1]_e = q_1^2 + m_1^2, \quad [2]_e = (q_1 - q_2)^2 + m_2^2, \quad [3]_e = (q_2 - p_2)^2 + m_3^2, \quad [4]_e = (q_2 - P)^2 + m_4^2. \quad (68)$$

Although $V^E$ does not exhibit infrared poles it is simple enough to illustrate our procedure. A necessary condition for the presence of infrared singularities is that the corresponding Landau equations are fulfilled. For $V^E$ this requires the condition $A P^4 + 2 B P^2 + C = 0$, with coefficients

$$A = m_3^2, \quad B = -\left[ p_2^2 + (m_1 + m_2)^2 - m_3^2 \right] \left( p_1^2 - m_3^2 + m_4^2 \right) - 2 m_3^2 (p_1^2 + p_2^2),$$

$$C = \frac{1}{4 m_3^2} \left[ B^2 - \lambda(-p_1^2, m_3^2, m_4^2) \lambda(-p_2^2, (m_1 + m_2)^2, m_3^2) \right]. \quad (69)$$

Let us concentrate on infrared divergencies due to photons. Then any tri-linear vertex has at most one photon line and any quadri-linear one has at most two photon lines. We are looking for solutions of the Landau equations where two external momenta are on some mass-shell and the third one is unconstrained. The procedure will be as follows:

Let $m_1 = 0$ and $P^2$ be a free parameter. We immediately find that Landau equations admit a solution with $C = 0$, $p_1^2 = -m_4^2$, $p_2^2 = -m_2^2$.

Let $m_1 = 0$ and $p_1^2$ be free, we find $m_2 = 0$, $P^2 = -m_4^2$, $p_2^2 = -m_3^2$.

Let $m_1 = 0$ and $p_2^2$ be free, we find $m_4 = 0$, $P^2 = -m_2^2$, $p_1^2 = -m_3^2$.

Another possibility is to start with $m_3 = 0$. We proceed as follows:

Let $m_3 = 0$ and $P^2$ be free. We obtain $p_1^2 = -m_4^2$, $p_2^2 = -(m_1 + m_2)^2$, which is of no interest since we do not expect a theory with such a peculiar relation among masses.

Let $m_3 = 0$ and $p_1^2$ be free. We obtain $m_1 + m_2 = 0$, which is of no interest because it requires three photon lines in the same vertex.

Let $m_3 = 0$ and $p_2^2$ be free. We obtain $m_1 + m_2 = 0$, again of no interest.

Because of the symmetry of the diagram the $m_2 = 0$ and $m_4 = 0$ cases are already covered. Consider $m_1 = m_3 = 0$ and $p_1^2 = -m_4^2, p_2^2 = -m_2^2$. Using Eq. (69) we obtain

$$\chi_e (x, y, z) = -m_2^2 \frac{1 - y}{1 - x} - m_4^2 (1 - y)^2 - m_2^2 z^2 - (P^2 + m_2^2 + m_4^2) (1 - y) z + m_2^2 (1 - y), \quad (70)$$

Figure 3: The irreducible two-loop vertex diagrams $V^E$. External momenta are flowing inwards.
showing that $\chi_E = 0$ for the specified configuration at $y = 1$ and $z = 0$. However, $\chi_E$ appears with exponent $-\epsilon$ in the parametric representation for $V^E$ so that no infrared pole will show up. To continue our analysis we consider the following cases:

$m_1 = m_3 = 0$ and $P^2$ free. We obtain $p_1^2 = -m_1^2$, $p_2^2 = -m_2^2$. 

$m_1 = m_3 = 0$ and $p_1^2$ or $p_2^2$ free. We obtain that $m_2 = 0$ and the case is of no interest because it requires three photon lines in a vertex.

The last case is $m_1 = m_3 = m_4 = 0$ which requires either $p_1^2 = 0$ or $m_2^2 = 0$, i.e. more than two photon lines in a vertex.

5.2 The $V^I$ diagram

The $V^I$ family of diagrams, shown in Fig. 4, is representable as

$$\pi^4 V^I = \mu^{2\epsilon} \int d^aq_1 d^nq_2 \frac{1}{[1]_i[2]_i[3]_i[4]_i[5]_i},$$

(71)

with propagators

$$[1]_i = q_1^2 + m_1^2, \quad [2]_i = (q_1 - q_2)^2 + m_2^2, \quad [3]_i = q_2^2 + m_3^2,$$

$$[4]_i = (q_2 + p_1)^2 + m_4^2, \quad [5]_i = (q_2 + P)^2 + m_5^2.$$

(72)

Referring to Section 5.1 we see that the leading Landau singularity for $V^I$ is equivalent to the sub-leading one, with $\alpha_1 = \alpha_2 = 0$, when the peculiar condition $m_3 = m_1 + m_2$ is added. Therefore we discuss first those infrared configurations that correspond to sub-leading Landau singularities, and postpone the special case $m_3 = m_1 + m_2$.

If $\alpha_3 = 0$ the reduced diagram, i.e. the one where the third propagator is shrunk to a point, corresponds to a $V^E$ topology which is free from infrared poles, as explicitly shown in Section 5.1.

If $\alpha_1 = \alpha_2 = 0$ the reduced diagram is a one loop three-point function and the classification of the infrared singularities is simpler. We obtain: 1) $m_3 = 0$, $P^2 = -m_5^2$, $p_1^2 = -m_3^2$, or 2) $m_4 = 0$, $p_1^2 = -m_5^2$, $p_2^2 = -m_3^2$, or 3) $m_5 = 0$, $P^2 = -m_3^2$, $p_2^2 = -m_4^2$. They correspond to the configurations shown in Fig. 5 (the first and the third are actually the same).

5.2.1 Extraction of UV and IR poles

For both configurations 1) $\equiv$ 3) and 2) we perform the transformation $y = 1 - y'$; the diagram reads as follows:

$$V^I_i = -\left(\frac{\mu^2}{\pi}\right)^\epsilon \Gamma(1 + \epsilon) \int_0^1 dx \int dS_2\{\{z\}\} \int_0^{1-z_i} dy [x(1-x)]^{-\epsilon/2} y^{\epsilon/2-1} (a_{i,i}y + Z_{i,i})^{-1-\epsilon}$$

(73)
where \( i = a, b \), and \( a_{a;i} = m_1^2 \), \( a_{b;i} = m_2^2 - M^2 \), with \( m_2^2 \) defined in Eq. (3), and
\[
Z_{a;i} = \beta \left( z_2, z_1 ; P^2, m_1^2, M^2 \right) \quad Z_{b;i} = \beta \left( 1 - z_1, 1 - z_2 ; P^2, m_2^2 M^2 \right)
\]
and \( \beta \) defined in Eq. (12). \( V^i \) is also ultraviolet divergent and we look first for a procedure that extracts the ultraviolet pole. Consider the innermost integral appearing in Eq. (73)
\[
\gamma_{i;i} = Z_{i;i}^{-1-\epsilon} \int_0^{1-z_1} dy \left( y^{1/2-1} \left( 1 + \frac{a_{i;i}}{Z_{i;i}} y \right)^{-1-\epsilon} \right).
\]
It is convenient to evaluate this integral in terms of an hypergeometric function [27]:
\[
\gamma_{i;i} = \frac{2}{\epsilon} Z_{i;i}^{-1-\epsilon} z_1^{1/2} \left( 1 + \epsilon, \frac{\epsilon}{2}; 1 + \frac{\epsilon}{2}; -\frac{1}{\zeta_{i;i}} \right), \quad \zeta_{i;i} = \frac{Z_{i;i}}{a_{i;i} (1 - z_1)}.
\]
Using a well-known property of hypergeometric functions (see appendix [C]) we obtain
\[
\gamma_{i;i} = \frac{2}{\epsilon} \Gamma^2 \left( 1 + \frac{\epsilon}{2} \right) a_{i;i}^{-\epsilon/2} Z_{i;i}^{-1-\epsilon/2} - \frac{2}{2 + \epsilon} a_{i;i}^{-1-\epsilon} \left( 1 - z_1 \right)^{-1-\epsilon/2} \left( 1 + \epsilon, 1 + \frac{\epsilon}{2}; 2 + \frac{\epsilon}{2}; -\zeta_{i;i} \right),
\]
with the result that the ultraviolet pole has been extracted. The second term in Eq. (77) is finite, so we can set \( \epsilon = 0 \), obtaining for \( V^i \):
\[
V^i = -\left( \frac{\mu^2}{\pi} \right)^{\epsilon} \frac{2}{\epsilon} \Gamma^2 \left( 1 + \frac{\epsilon}{2} \right) \mathcal{X}_{i;i} Z_i + \int_0^1 dx \int dS_2(\{z\}) \ln(1 + \zeta_{i;i}) Z_i + O(\epsilon),
\]
\[
\mathcal{X}_{i;i} = \int_0^1 dx \left[ x(1 - x) \right]^{-\epsilon/2} a_{i;i}^{\epsilon/2}, \quad Z_i = \int dS_2(\{z\}) Z_i^{1-\epsilon/2}.
\]
In the last expression we have dropped out the index \( i \) for \( Z_i \), since both cases produce the same result (it is easily seen by transforming \( z_1 \rightarrow 1 - z_1, z_2 \rightarrow 1 - z_2 \) and \( z_1 \leftrightarrow z_2 \), for the case b).

The second term in Eq. (78) is well-behaved when integrated over \( x, z_1 \) and \( z_2 \) and additional manipulations are not needed. As far as the first term is concerned we can write, after some straightforward manipulation,
\[
\mathcal{X}_{i;i} = 1 - \frac{\epsilon}{2} \int_0^1 dx \ln V_{i;i} + \frac{\epsilon^2}{8} \int_0^1 dx \ln^2 V_{i;i}
\]
where the two new quadratic forms are
\[
V_{a;i} = m_1^2 (1 - x) + m_2^2 x, \quad V_{b;i} = \chi \left( x ; -M^2, m_1^2, m_2^2 \right).
\]
For $Z_i$ we map the integration region into the square $[0,1]^2$ obtaining:

$$Z_i = \int dS_2((z)) \beta^{1-\epsilon/2} (z_2, z_1; P^2; m_i^2, M^2) = \int dC_2((z)) z_1^{-1-\epsilon} \chi^{-1-\epsilon/2}(z_2) = \frac{1}{\epsilon} \int_0^1 dz \chi^{-1-\epsilon/2}(z). \quad (82)$$

where $\beta$ has been defined in Eq. (12). For the $z_2$-integral we use one BST iteration, integrate by parts and expand in $\epsilon$ obtaining:

$$Z_i = R_i^1 \epsilon^{-1} + R_i^2 + R_i^3 \epsilon, \quad (83)$$

where the coefficients in the $\epsilon$ expansion are

$$R_i^\ell = \frac{(-1)^n}{2^n n! B_n} \left\{ \int_0^1 dz \ln^{n-1}(z) \left[ \ln(z) + 2n \right] - L_n^\ell \right\} \quad L_n^\ell = \sum_n \ln^n(1 + \chi) \ln^n \chi(0). \quad (84)$$

The BST factor $B_n$ and co-factor $X_n$ are collected in Eq. (10). Of course, the BST method fails when masses and external momenta are such that $B_n$ is very small. The general solution to this problem is based on the method of Mellin-Barnes transforms. For this particular diagram, however, the situation is very easy. Referring to Eq. (32) we have integrals of the form

$$Z_i = -\frac{1}{\epsilon} H_i, \quad H_i = \int_0^1 dz \chi_j^{-1-\epsilon/2}(z), \quad \chi_j(z) \equiv \chi(z; p^2; m_i^2, m_0^2) \quad (85)$$

which we want to evaluate in the limit $B_n \to 0$ ($\chi$ is defined in Eq. (9)). The integral in Eq. (85) is a $B_\alpha$ function of Eq. (38) and can be evaluated for an arbitrary value of the exponent $\alpha$. Setting $\alpha = 1 + \epsilon/2$ in Eq. (38) we obtain

$$B_{1+\epsilon/2} (p^2; m_i^2, m_0^2) = \left\{ B \left( \frac{1}{2}, \frac{3}{2} \right) \frac{1}{\pi} \rho^{(1+\epsilon)/2} - \frac{1}{\pi} \sum_{X=a}^{1-n} \frac{X^{-1-\epsilon}}{1 + \epsilon} + O(\rho^{-1}) \right\} s^{-1-\epsilon/2} \chi_i(\chi), \quad (86)$$

where $B$ is the Euler beta function and where we have introduced

$$p^2 = -s, \quad \rho = -\frac{4s^2}{\lambda - i \delta}, \quad a = \frac{s + m_i^2 - m_0^2}{2s}, \quad \lambda = \lambda(s, m_i^2, m_0^2), \quad (87)$$

where $\lambda(x, y, z)$ is the Källen function and where we assume $s > 0$. Collecting all pieces together, we get:

$$\overline{V_i^e} = -\left( \frac{\mu^2}{\pi} \right) \beta^{-1} \left( 1 + \epsilon \right) \left( \frac{1}{\epsilon^2} V_i^{1 i} + \frac{1}{\epsilon} V_i^{2 i} + V_i^{0 i} \right) \quad (88)$$

$$V_i^{1 i} = 2 R_i^1, \quad V_i^{2 i} = 2 R_i^2 - R_i^1 \int_0^1 dx \ln V_i^{1 i}, \quad V_i^{0 i} = 2 R_i^0 - \frac{\zeta(2)}{2} R_i^1 \int_0^1 dx \left[ \frac{R_i^1}{2} \ln V_i^{1 i} - \frac{R_i^1}{4} \ln^2 V_i^{1 i} - \int dS_2((z)) \frac{\ln(1 + \zeta(z))}{Z_i^{1 i}} \right]. \quad (89)$$

### 5.3 The $V^M$ diagram

The $V^M$ family of diagrams, given in Fig. (4) is representable as

$$\pi^4 V^M = \mu^{2\epsilon} \int d^n q_1 d^n q_2 \frac{1}{M_1 M_2 M_3 M_4 M_5 M_6}, \quad (90)$$

$$[1]_M = q_1^2 + m_1^2, \quad [2]_M = (q_1 - q_2)^2 + m_2^2, \quad [3]_M = q_2^2 + m_3^2.$$
In general Landau equations are the same for $V_i$ where the ultraviolet pole. Consider the innermost integral in Eq.(93) and we obtain that:

$$\int dx \int dS_2\{\{z\}\} \int_0^{1-z_1} dy [x(1-x)]^{-\epsilon/2} y^{\epsilon/2-1} (1 - z_1 - y) (a_{i,M} y + Z_{i,M})^{-2-\epsilon}$$

(91)

If $m_3 \neq m_6$ then $V^M$ is the difference of two $V^I$ diagrams,

$$V^M = \frac{1}{m_6^2 - m_3^2} \left[ V^I(P^2; m_1, m_2, m_3, m_4, m_5) - V^I(P^2; m_1, m_2, m_6, m_4, m_5) \right].$$

(92)

In general Landau equations are the same for $V^M$ and for $V^I$ so that the classification of potentially infrared singular $V^M$ vertices follows closely the discussion presented in the previous section (see Fig. 7), the main difference being in the exponent of the integrand. Configuration c) is a special case of configuration b) and will be treated in a second step.

5.3.1 Evaluation of $V^M$, cases a) and b)

For the first two configurations of Fig. 7, we have

$$V^M_i = -\left(\frac{\mu^2}{\pi}\right)^\epsilon \Gamma (2 + \epsilon) \int_0^1 dx \int dS_2\{\{z\}\} \int_0^{1-z_1} dy [x(1-x)]^{-\epsilon/2} y^{\epsilon/2-1} (1 - z_1 - y) (a_{i,M} y + Z_{i,M})^{-2-\epsilon}$$

(93)

where $i = a, b$, $a_{a,M} = m_2^2$, $a_{b,M} = m_2^2 - M^2$, with $m_2^2$ defined in Eq. 8 and with

$$Z_{a,M} = \beta (z_2, z_1; P^2; m^2, M^2) \quad Z_{b,M} = \beta (1 - z_1, 1 - z_2; P^2; m^2, M^2)$$

(94)

and $\beta$ defined in Eq. 12. $V^M$ is also ultraviolet divergent and we need, once more, a procedure for extracting the ultraviolet pole. Consider the innermost integral in Eq. 93

$$V^M_i = -\left(\frac{\mu^2}{\pi}\right)^\epsilon \Gamma (2 + \epsilon) \int_0^1 dx \int dS_2\{\{z\}\} \int_0^{1-z_1} dy [x(1-x)]^{-\epsilon/2} \mathcal{Y}_{i,M},$$

$$\mathcal{Y}_{i,M} = Z_{i,M}^{1-\epsilon/2} \int_0^{1-z_1} dy y^{\epsilon/2-1} (1 - z_1 - y) (1 + a_{i,M} Z_{i,M})^{-2-\epsilon}.$$

(95)

The integral of Eq. 95 is expressible in terms of hypergeometric functions,

$$\int_0^b dy y^{s-1} (1 + \alpha y)^{-\nu} = \frac{1}{s} b^{s} \text{F}_1(\nu, s; s + 1; -\alpha b), \quad \Re s > 0, \ |\arg(1 + \alpha b)| < \pi.$$  

(96)

The result is further transformed according to well-known properties (see appendix C) and we obtain that:

$$\mathcal{Y}_{i,M} = \frac{1}{\Gamma (2 + \epsilon)} Z_{i,M}^{1-\epsilon/2} a_{i,M}^{-\epsilon/2} \left[ \Gamma \left( 2 + \frac{\epsilon}{2} \right) \Gamma \left( \frac{\epsilon}{2} \right) (1 - z_1) Z_{i,M}^{1-\epsilon/2} - \Gamma^2 \left( 1 + \frac{\epsilon}{2} \right) a_{i,M}^{-1} \right] + \Phi_{i,M},$$

(97)
where the function $\Phi_{i;M}$ is defined by the following relation:

$$\Phi_{i;M} = \frac{\Gamma(1 - \epsilon)}{\Gamma(1 + \epsilon) a_{i;M}^{2 - \epsilon} (1 - z_1)^{-1 - \epsilon/2}} \left[ -\frac{2}{4 + \epsilon} {}_2F_1(2 + \epsilon, 2 + \frac{\epsilon}{2}; 3 + \frac{\epsilon}{2}; -\zeta_{i;M}) + \frac{2}{2 + \epsilon} {}_2F_1(2 + \epsilon, 1 + \frac{\epsilon}{2}; 2 + \frac{\epsilon}{2}; -\zeta_{i;M}) \right] = \frac{1}{a_{i;M} Z_{i;M}} \left[ 1 - \frac{\ln(1 + \zeta_{i;M})}{\zeta_{i;M}} \right],$$

(98)

where we used $\zeta_{i;M} = Z_{i;M}/a_{i;M}(1 - z_1)$. In Eq.(98) we have put $\epsilon = 0$ and the last result follows after using the well-known relations for the hypergeometric function collected in appendix C.

After inserting these relations in Eq.(98) we obtain

$$V_{i}^{M} = -\left(\frac{\mu^2}{\pi}\right)^{\frac{\epsilon}{2}} \Gamma^2 \left(1 + \frac{\epsilon}{2}\right) \left[\frac{2}{\epsilon} + 1\right] X_{i;M}^{1} Z_{i;M}^{1} - X_{i;M}^{2} Z_{M}^{2} - J_{i;M},$$

(99)

where we have introduced

$$X_{i;M}^{n} = \int_{0}^{1} dx \left[x(1 - x)^{-\epsilon/2} a_{i;M}^{1-n-\epsilon/2}\right], \quad Z_{i;M}^{1} = \int dS_2(\{z\}) (1 - z_1) Z_{i;M}^{2-\epsilon/2},$$

$$Z_{M}^{2} = \int dS_2(\{z\}) Z_{M}^{-1-\epsilon/2}, \quad J_{i;M} = \int dS_2(\{z\}) \int_{0}^{1} dx \Phi_{i;M},$$

(100)

Note that $X_{i;M}^{1}$ has been already computed while analyzing the $V'$ diagram, Eq.(80) and Eq.(81); therefore

$$X_{i;M}^{1} = X_{i;I}, \quad V_{a,b;i} = V_{a,b;i},$$

(101)
For $\mathcal{X}_{i,M}^2$ we distinguish between the two cases a) and b). The computation of $\mathcal{X}_{i,M}^2$ is straightforward, since $a_{i,M}$ is positive definite in $x \in [0, 1]$, and gives

$$\mathcal{X}_{i,M}^2 = \mathcal{X}_{i,M}^{2,0} + \mathcal{X}_{i,M}^{2,1} \epsilon, \quad i = a, b; \quad \mathcal{X}_{i,M}^{2,n} = \frac{(-1)^n}{2^n n!} \int_0^1 dx \frac{x(1-x)}{V_{a,M}} \ln^n V_{a,M}$$  \hspace{1cm} (102)

For $\mathcal{X}_{b,M}^2$ instead we use the BST-method to increase the power of $V_{b,M}$ and obtain:

$$\mathcal{X}_{b,M}^{2,0} = -\frac{1}{2B_M} \int_0^1 dx \left( a_m \ln V_{b,M} - \frac{1}{3} \right), \quad \mathcal{X}_{b,M}^{2,1} = -\frac{1}{2B_M} \int_0^1 dx \left\{ \ln V_{b,M} \left[ x(1-x) - \frac{m_0}{4} \ln V_{b,M} \right] \right\}$$  \hspace{1cm} (103)

where we use

$$a_m = 3x^2 - 2(1 + X_m) x + X_m, \quad M_m = \frac{M^2 + m_0^2 - m_0^2}{2 M^2} \quad B_m = -\frac{\lambda(S_{11}^0, m_0^2)}{4 M^2}$$  \hspace{1cm} (104)

The case $B_M = 0$ requires $M = m_1 \pm m_2$ which in all realistic situations means $m_1(m_2) = 0$ and $m_2(m_1) = M$. This is equivalent to configuration c) which will be treated in the next subsection.

When examining $Z_{i,M}^1$ we transform $z_2 \to z_1 z_2$ for $i = a$ and $z_1 \to 1 - z_1$, $z_2 \to 1 - z_2$, $z_1 \leftrightarrow z_2$, $z_2 \to z_1 z_2$ for $i = b$. In both cases the $z_1$ integration can be performed, giving

$$Z_{i,M}^1 = \mathcal{Z}_{i,M}^1 = \int dC_2 \left( 1 - z_1 \right) z_1^{-3/2} \chi(z_2)^{-2-\epsilon/2} = \frac{1}{(1+\epsilon)(2+\epsilon)} \int_0^1 dz_2 \chi(z_2)^{-2-\epsilon/2}.$$  \hspace{1cm} (105)

For the $z_2$-integration we use twice the BST-method followed by integration by parts and expand around $\epsilon = 0$ obtaining:

$$Z_{i,M}^1 = \frac{1}{4 B_M} (\mathcal{R}_{0,i,M}^{i,M} + \mathcal{R}_{1,i,M}^{i,M} \epsilon) \quad i = a, b$$  \hspace{1cm} (106)

$$\mathcal{R}_{0,i,M}^{a,M} = \frac{1}{2 B_M} \left[ S_{X_0}^0 - X_0 \ln M^2 - X_0 \ln m^2 + 2 \right] - \frac{X_0}{M^2} + \frac{X_0}{m^2}$$

$$\mathcal{R}_{0,i,M}^{b,M} = -\frac{1}{8 B_M} \left( S_{X_0}^{00} + 8 S_{X_0}^{01} + 8 \right) - \frac{1}{8 X_0} \left( \frac{\ln M^2}{B_M} - \frac{4}{M^2} \right) \ln M^2 + 4 + \frac{1}{8 X_0} \left( \frac{\ln m^2}{B_M} - \frac{4}{m^2} \right) \ln m^2 + 4$$

$$\mathcal{R}_{1,i,M}^{b,M} = -\frac{X_0}{B_M} \left( S_{X_0}^{01} - X_0 \ln M^2 - X_0 \ln m^2 + 2 \right) - \frac{X_0}{M^2} (107)

For $Z_{i,M}^2$ we can follow the derivation given for $V^i$:

$$Z_{i,M}^2 = \mathcal{R}_{1,i,M}^{a} \epsilon^{-1} + \mathcal{R}_{2,i,M}^{a}, \quad \mathcal{R}_{n}^{a} = \mathcal{R}_{n}^{b},$$  \hspace{1cm} (108)

with $\mathcal{R}_n^i$ given in Eq. (104). One expression remains to be computed:

$$J_{i,M} = \int dS_2 \left( \{z\} \right) \int_0^1 dx \frac{1}{a_{i,M} Z_{i,M}} \left[ 1 - \frac{1}{\zeta_{i,M}} \right].$$  \hspace{1cm} (109)

Here there is an additional problem, namely the integrand is well-behaved in the limit $Z_{i,M} \to 0$ but not when $a_{i,M} \to 0$.  
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For case a), \(a_{a,M} \) never vanishes in the integration interval and we can simply write:

\[
J_{a;M} = \int dC_2(\{z\}) \int_0^1 dx \frac{\chi(z_2)}{m_2 z_1 (z_2)} \left[ 1 - \frac{\ln(1 + \eta a_{a,M})}{\eta a_{a,M}} \right], \quad \eta a_{a,M} = \frac{z_2^2 \chi(z_2)}{m_2^2 (1 - z_1)}. \tag{110}
\]

On the contrary, to compute \(J_{b;M} \) is more convenient to reexamine Eq.\( \text{[35]} \). Setting \(\epsilon = 0\) we have:

\[
J_{b;M} = -\int dS_2(\{z\}) \int_0^1 dx a_{b,M} (1 - z_1)^{-1} \left[ \int \frac{z_2^2 f(2; 3; -\alpha; b_{b;M}) - f(2; 1; 2; -\alpha; b_{b;M})}{m_2^2 (1 - z_1)} \right] \tag{111}
\]

As the next step we use the BST relation of Eq.\( \text{[53]} \) which, in the present case, reads:

\[
V_{b,M}^{-2} F_1(2, b; c; \frac{A_{b,M}}{V_{b,M}}) = \frac{1}{B_M} \left\{ V_{b,M}^{-2} F_1(2, b; c; \frac{A_{b,M}}{V_{b,M}}) + \frac{x - X_M}{2} \frac{\partial_x}{\partial_x} \left[ V_{b,M}^{-2} F_1(1, b; c; \frac{A_{b,M}}{V_{b,M}}) \right] \right\} - \frac{x - X_M}{2} \frac{\partial_x}{\partial_x} \left[ V_{b,M}^{-2} F_1(1, b; c; \frac{A_{b,M}}{V_{b,M}}) \right] \tag{112}
\]

where \(B_M\) and \(X_M\) are defined in Eq.\( \text{[113]} \) and \(A_{b,M} = -x (1 - x) Z_{b,M}/(1 - z_1)\). After integration by parts we get:

\[
J_{b;M} = \frac{1}{2 B_M} \int dS_2(\{z\}) \int_0^1 dx \frac{1}{Z_{b,M}} \left\{ 3 x (1 - x) \left[ 1 - \frac{\ln(1 + \alpha/\alpha; b_{b;M})}{\alpha/\alpha; b_{b;M}} \right] + a_{a,M} \ln(1 + \alpha/\alpha; b_{b;M}) \right\} \tag{113}
\]

where \(a_{a,M} = 3 x^2 - 2 (1 + X_M) x + X_M\) as defined in Eq.\( \text{[113]} \). To obtain the last formula we have used the explicit expression for the hypergeometric functions given in appendix \(C\).

The case where masses and momenta are such that \(B_\alpha\) is vanishing small must be treated separately. In the following we will show how Mellin-Barnes techniques can be used in this kinematical situation (for the cases under discussion). For case a) the situation is particularly simple: from Eq.\( \text{[114]} \) we see that when \(B_\alpha\) is very small we have to evaluate \(B_{2+\epsilon/2}(P^2; m^2, M^2)\), which is of the general form of Eq.\( \text{[83]} \). With \(\alpha = 2 + \epsilon/2\) in Eq.\( \text{[38]} \) and discarding the terms with positive powers of \(\lambda(-P^2, m^2, M^2)\) we have:

\[
B_{2+\epsilon/2} = \left[ B \left( \frac{1}{2} \frac{3 + \epsilon}{2} \right) \rho \right]^{3/2+\epsilon/2} - \frac{1}{3 + \epsilon} \left[ a^{-\epsilon} (1 - a)^{-3-\epsilon} \right] + O(\rho^{-1}) \tag{114}
\]

where we have introduced \(P^2 = -s, \rho = -(4 s^2)/s\) and \(a = (s + m^2 - M^2)/2 s\). It suffices to expand the result of Eq.\( \text{[113]} \) in powers of \(\epsilon\) and to retain the first two terms in the expansion:

\[
B_{2+\epsilon/2} = [I^{(0)} + I^{(1)} \epsilon + O(\epsilon^2) + O(\rho^{-1})] \tag{115}
\]

\[
I^{(0)} = \frac{\pi}{2} \rho^{3/2} - \frac{1}{3} \sum_{X=a}^{1-a} \frac{1}{X^3}, \quad I^{(1)} = \frac{\pi}{4} \rho^{3/2} \left( 1 + \ln \frac{\rho}{4 s} \right) + \frac{1}{18} \sum_{X=a}^{1-a} 3 \ln X^2 s + 2 X^3 \tag{116}
\]

The case b) is quite similar; consider the integral

\[
Y_\alpha = \int_0^1 dx \chi(x - i \delta)^{-\alpha} = \int_0^1 dx (x - a) \chi(x)^{-\alpha} + a B_\alpha, \tag{117}
\]

Since \(\chi(x) = s \left[ (x - a)^2 + \rho^{-1} \right]\), the integral in Eq.\( \text{[117]} \) gives:

\[
Y_\alpha = \frac{M^{2(1-\alpha)} + m^{2(1-\alpha)}}{2 s (1 - \alpha)} + a B_\alpha. \tag{118}
\]

Setting \(\alpha = 2 + \epsilon/2\) and expanding in \(\epsilon\) we get:

\[
Y_{2+\epsilon/2} = -\frac{1}{2 s} \left\{ \frac{1}{M^2} - \frac{1}{m^2} - \frac{\epsilon}{2} \left[ \ln \frac{M^2 + 1}{M^2} - \ln \frac{m^2 + 1}{m^2} \right] \right\} + a B_{2+\epsilon/2}, \tag{119}
\]
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which conclude our discussion. Collecting all pieces together, we get:

\[
\begin{align*}
V_{i}^{a} &= -\left(\frac{\mu^{2}}{\pi}\right)^{\epsilon} \Gamma (1 + \epsilon) \left(\frac{1}{\epsilon} V_{i}^{a;M} + V_{0}^{a;M}\right), \\
V_{0}^{a;M} &= \frac{R_{0}^{a;M}}{2 B_{c} x} - \lambda_{c;M}^{2} R_{c;M}, \\
V_{1}^{a;M} &= \frac{R_{1}^{a;M}}{2 B_{c} x} - \frac{R_{1}^{a;M}}{4 B_{c}} \left(\int_{0}^{1} dx \ln V_{a;M} - 1\right) - \lambda_{c;M}^{2} R_{c;M} - \lambda_{c;M}^{2} R_{1;M} + J_{i;M}.
\end{align*}
\]  

(120)

5.3.2 Evaluation of \(V_{c}^{M}\)

Configuration c) of Fig. 4 is a special case of b). For this case the polynomial \(V_{c}^{M}\) (see Eq. (122)) takes the form

\[V_{c;M}(x) = x^{2} M^{2}\]  

giving \(a_{c;M}(x) = \frac{x}{1 - x} M^{2}\).  

(122)

\(V_{c;M}(x)\) has a double zero for \(x = 0\) and the corresponding BST factor is therefore zero. As a consequence the diagram acquires an extra infrared pole, confirming the presence of a leading Landau singularity. To evaluate this special case, we reconsider Eq. (123), which in the present configuration reads:

\[
V_{c}^{M} = -\left(\frac{\mu^{2}}{\pi}\right)^{\epsilon} \Gamma (2 + \epsilon) \left(\frac{1}{\epsilon} V_{c}^{M} + V_{0}^{M}\right), \\
V_{0}^{M} &= -\frac{R_{0}^{a;M}}{2 B_{c} x} - \lambda_{c;M}^{2} R_{c;M}, \\
V_{1}^{M} &= \frac{R_{1}^{a;M}}{2 B_{c} x} - \frac{R_{1}^{a;M}}{4 B_{c}} \left(\int_{0}^{1} dx \ln V_{a;M} - 1\right) - \lambda_{c;M}^{2} R_{c;M} - \lambda_{c;M}^{2} R_{1;M} + J_{i;M}.
\]  

(121)

We perform the following set of transformations: \(y = (1 - z_{1}) y'\), and \(z_{1} = 1 - z_{1}'\), \(z_{2} = 1 - z_{2}'\), obtaining:

\[
V_{c}^{M} = -\left(\frac{\mu^{2}}{\pi}\right)^{\epsilon} \Gamma (2 + \epsilon) \int dC_{a}(x, y, \{z\}) \left(\frac{z_{1}}{z_{2}} \frac{y}{x(1 - x)}\right)^{\epsilon/2} \frac{1 - y}{y} z_{1} \left[\frac{y z_{1} M^{2}}{1 - x} + z_{2} \chi(z_{1})\right]^{-2 - \epsilon},
\]  

(123)

where \(\chi(z_{1}) \equiv \chi(z_{1}; P^{2}; m^{2}, M^{2})\) of Eq. (4). Integrating over \(z_{2}\) gives an hypergeometric function and we use its properties (see appendix C) to get:

\[
V_{c}^{M} = -\left(\frac{\mu^{2}}{\pi}\right)^{\epsilon} \frac{2}{2 - \epsilon} \Gamma (2 + \epsilon) \int dC_{a}(x, y, z) x^{2 - 3\epsilon/2} (1 - x)^{2 + \epsilon/2} z^{-1 - \epsilon/2} \\
\times y^{-3 - \epsilon/2} (1 - y)(M^{2})^{-2 - \epsilon/2} 2 F_{1}(2 + \epsilon, 1 - \epsilon; 2 - \epsilon; - (1 - x) \chi(z)) \\
= -\left(\frac{\mu^{2}}{\pi}\right)^{\epsilon} \int dC_{a}(x, y, z) \left[\Gamma \left(1 - \frac{\epsilon}{2}\right) \Gamma \left(1 + \frac{3 - \epsilon}{2}\right) x^{1 - 2\epsilon} (1 - x)^{1 + \epsilon} z^{-\epsilon}\right] \\
\times y^{-2 - \epsilon} (1 - y)(M^{2})^{-1 - 3\epsilon/2} \chi^{-1 - \epsilon/2}(z) - \frac{2}{2 + 3 \epsilon} \Gamma (2 + \epsilon) \left[x (1 - x)\right]^{-\epsilon/2} z^{1 + 2\epsilon/2} \\
\times y^{-1 + 2\epsilon} (1 - y) \chi^{-2 - \epsilon}(z) 2 F_{1}(2 + \epsilon, 1 + \frac{3 - \epsilon}{2}; 2 + \epsilon; - (1 - x) \chi(z))
\]  

(124)

In the first term of Eq. (124) the integrations over \(x\) and \(y\) are trivial and generate the double pole in \(\epsilon\). The second term of Eq. (124) shows a single pole, hidden in the \(y\) integration, which can be extracted as in Eq. (8). We obtain:

\[
V_{c}^{M} = -\left(\frac{\mu^{2}}{\pi}\right)^{\epsilon} \left(V_{c,0}^{M} + V_{c,1}^{M} + V_{c,2}^{M}\right)
\]  

(125)

\[
V_{c,0}^{M} = \Gamma \left(1 + \frac{3 - \epsilon}{2}\right) B(-2 \epsilon, 2 + \epsilon) B(-1 - \epsilon, 2)(M^{2})^{-1 - 3\epsilon/2} \Gamma (2 + \epsilon) \left[x (1 - x)\right]^{-\epsilon/2} z^{1 + 2\epsilon/2} \\
V_{c,1}^{M} = -\frac{2}{2 + 3 \epsilon} \Gamma (2 + \epsilon) \left[x (1 - x)\right]^{-\epsilon/2} z^{1 + 2\epsilon/2} \\
V_{c,2}^{M} = \int dC_{a}(x, y, z) \frac{z}{\chi(1 - x) + x z M^{2}}.
\]  

(126)

\[
V_{c,0}^{M} = \Gamma \left(1 + \frac{3 - \epsilon}{2}\right) B(-2 \epsilon, 2 + \epsilon) B(-1 - \epsilon, 2)(M^{2})^{-1 - 3\epsilon/2} \int_{0}^{1} dz \chi^{-1 + 2\epsilon/2}(z),
\]  

(127)

\[V_{c,1}^{M} = -\frac{2}{2 + 3 \epsilon} \Gamma (2 + \epsilon) \left[x (1 - x)\right]^{-\epsilon/2} z^{1 + 2\epsilon/2},
\]  

(128)

\[V_{c,2}^{M} = -\frac{2}{2 + 3 \epsilon} \Gamma (2 + \epsilon) \left[x (1 - x)\right]^{-\epsilon/2} z^{1 + 2\epsilon/2}.
\]  

(129)
For $V_{c,0}^M$ we perform a Laurent expansion in $\epsilon$ which gives:

$$
V_{c,0}^M = -\frac{1}{2 M^2} \Gamma (1 + \epsilon) \left( \mathcal{R}^{c,M}_{-2} \epsilon^{-2} + \mathcal{R}^{c,M}_{-1} \epsilon^{-1} + \mathcal{R}^{c,M}_0 \right),
$$

(129)

\[ \mathcal{R}^{c,M}_{-2} = J_0^c, \quad \mathcal{R}^{c,M}_{-1} = \left(1 - \frac{3}{2} \ln M^2 \right) J_0^c + \frac{1}{2} J_1^c - J_0^c, \]

\[ \mathcal{R}^{c,M}_0 = \left(\frac{9}{8} \ln^2 M^2 - \frac{3}{2} \ln M^2 + \frac{11}{4} \zeta(2) + 1 \right) J_0^c + \left(1 - \frac{3}{2} \ln M^2 \right) \left(\frac{1}{2} J_0^c - J_0^c \right) + \frac{1}{8} J_0^c - \frac{1}{2} J_1^c + \frac{1}{2} J_2^c, \]

where $J_n^c$ is defined by:

$$
J_n^c = \int_0^1 dz \ln^n z \frac{\ln^k \chi(z)}{\chi(z)}
$$

(130)

This class of integrals can be treated by using Eq. (51), which, in the present case, reads as follows:

$$
\chi^{-1} \ln \chi(z) = \frac{1}{B_\chi} \left[ \ln^k \chi(z) - \frac{z - X}{2 (k + 1)} \partial_z \ln^k \chi(z) \right].
$$

(131)

After integration by parts, we get:

$$
J_0^c = \frac{1}{2 B_\chi} \left[ \int_0^1 dz \ln^{n-1} z \left( n \frac{z - X}{z} + \ln z \right) \ln \frac{\chi(z)}{\chi(0)} + 2 (-1)^n \Gamma (n + 1) \right], \quad n \geq 1,
$$

$$
J_1^c = \frac{1}{4 B_\chi} \int_0^1 dz \left\{ 4 \ln^n z \ln \chi(z) + \ln^{n-1} z \left( n \frac{z - X}{z} + \ln z \right) \ln \frac{\chi(z)}{\chi(0)} \left[ \ln \chi(z) + \ln \chi(0) \right] \right\}, \quad n \geq 1,
$$

$$
J_{k-1}^c = \frac{1}{2 B_\chi} \frac{k}{k} \left\{ \int_0^1 dz \ln^{k-1} \chi(z) \left[ \ln \chi(z) + 2 k \right] - I_{k-1}^c \right\},
$$

(132)

with $I_{k}^c$ given in Eq. (53). The same strategy is adopted for the second integral, thus obtaining:

$$
V_{c,1}^M = \Gamma (1 + \epsilon) \left( -2 I_0^c \epsilon^{-1} - I_1^c - I_0^c + 2 I_0^c \right)
$$

(133)

where $I_n^c$ is now defined by:

$$
I_n^c = \int_0^1 dz \ln^n z \frac{\ln^k \chi(z)}{\chi^2(z)}
$$

(134)

This class of integrals can be treated by using Eq. (52) which, in the present case, becomes:

$$
\chi^{-2} \ln^k \chi(z) = \frac{1}{B_\chi} \left[ \chi^{-1} \ln^k \chi(z) - \frac{z - X}{2} \sum_{l=0}^k \frac{k!}{l!} \partial_z \chi^{-1} \ln^l \chi(z) \right].
$$

(135)

After integration by parts, we repeat the whole procedure for $I_n^c$; the BST relation to be used in this second step is:

$$
\chi^{-1} \ln^k \chi(z) = \frac{1}{B_\chi} \left[ \ln^k \chi(z) - \frac{z - X}{2 (k + 1)} \partial_z \ln^k \chi(z) \right].
$$

(136)

The second integration by parts gives:

$$
I_0^c = \frac{1}{4 B_\chi^2} \left\{ \int_0^1 dz \left[ \frac{X}{k + 1} \ln^{k+1} \chi(z) - (4 z - 5 X) \ln^k \chi(z) - (8 z - 5 X) k! \mathcal{L}_{k-1}(z) \right] \right. \\
- \frac{X}{k + 1} \ln^{k+1} \chi(1) - (2 - X) k! \mathcal{L}_k(1) \left\} - \frac{k!}{2 B_\chi} \frac{1 + \mathcal{L}_k(1)}{\chi(1)} \\
I_1^c = \frac{1}{4 B_\chi^2} \left\{ \left( X \ln z - 2 z + 3 X \right) \ln \chi(z) - \frac{X^2}{z} \ln \frac{\chi(z)}{\chi(0)} + \frac{X^2}{\chi(1) - \chi(0) - 1} \right\},
$$

(137)
where \( L_k(z) = \sum_{l=1}^{k} \ln^l \chi(z)/l! \). Finally we evaluate \( V^{c^M}_{c,2} \). First the integration over \( y \) is performed:

\[
V^{c^M}_{c,2} = \int_0^1 dx \int_0^1 dz \left[ \frac{1-x}{x M^2 \chi(z)} + \frac{z}{\chi^2(z)} \right] \ln \left( 1 + \frac{x z M^2}{(1-x) \chi(z)} \right). \tag{138}
\]

In the second term of Eq. (138) we transform the argument of the logarithm to get

\[
V^{c^M}_{c,2} = \int_0^1 dx \int_0^1 dz \left[ \frac{1-x}{x M^2 \chi(z)} \ln \left( 1 + \frac{x z M^2}{(1-x) \chi(z)} \right) + \frac{z}{\chi^2(z)} \ln \left( 1 + \frac{(1-x) \chi(z)}{x z M^2} \right) \right] + \ln M^2 I_0^0 + I_0^0 - I_1^0, \tag{139}
\]

where \( I_n^k \) is given by Eq. (137). The first two terms in Eq. (139) are treated according to Eq. (57) and Eq. (60) which in the present case, become

\[
\frac{1}{\chi(z)} \ln \left( 1 - \frac{a z}{\chi(z)} \right) = \frac{1}{B_x} \left[ \frac{1}{2} \left( 1 + \frac{X}{z} \right) \ln \left( 1 - \frac{a z}{\chi(z)} \right) \right],
\]

\[
\frac{z}{\chi^2(z)} \ln \left( 1 - \frac{\chi(z)}{a z} \right) = \frac{1}{B_x} \left[ \left( 1 - \frac{z - X}{2} \right) \ln \left( 1 - \frac{\chi(z)}{a z} \right) \right].
\]

where \( a = -x M^2/(1-x) \). After integration by parts, we finally obtain:

\[
V^{c^M}_{c,2} = \frac{1}{2 B_x} \int_0^1 dx \int_0^1 dz \left[ \frac{X}{z} \ln \left( 1 + \frac{x z M^2}{(1-x) \chi(z)} \right) + \ln M^2 B_x \zeta(3) + \ln M^2 I_0^0 + I_1^0 - I_1^1 \right]. \tag{141}
\]

Collecting all pieces together, we get:

\[
\sqrt{V^{c^M}} = \left( \frac{\mu^2}{\pi} \right)^{\epsilon} (1 + \epsilon) \left( \frac{1}{c^M} V^{c^M}_{-2} + \frac{1}{c^M} V^{c^M}_{-1} + V^{c^M}_0 \right) \tag{142}
\]

\[
V^{c^M}_{-2} = \frac{R^{c^M}_{-2}}{2 M^2}, \quad V^{c^M}_{-1} = \frac{R^{c^M}_{-1}}{2 M^2} - 2 I_0^0, \quad V^{c^M}_0 = -\frac{R^{c^M}_0}{2 M^2} - I_0^0 + 2 I_1^0 + V^{c^M}_{c,2}. \tag{143}
\]

### 5.4 The \( V^\alpha \) diagram

This family of diagrams, corresponding to Fig. 8, can be written as

\[
\pi^4 V^\alpha = \mu^{2\epsilon} \int d^n q_1 d^n q_2 \frac{1}{[1]_{\alpha}[2]_{\alpha}[3]_{\alpha}[4]_{\alpha}[5]_{\alpha}}, \tag{144}
\]

where we have introduced the following notation:

\[
[1]_{\alpha} = q_1^2 + m_1^2, \quad [2]_{\alpha} = (q_1 + p_1)^2 + m_2^2, \quad [3]_{\alpha} = (q_1 - q_2)^2 + m_3^2, \quad [4]_{\alpha} = (q_2 + p_1)^2 + m_4^2, \quad [5]_{\alpha} = (q_2 + P)^2 + m_5^2. \tag{145}
\]

The leading Landau singularity corresponds to the following four solutions:

\[
P^2 = -\frac{1}{4 m_3^2 m_4^2} \left( m_2^2 - m_3^2 + m_4^2 \right) \left( p_1^2 + m_1^2 - m_2^2 \right) \left( p_2^2 + m_4^2 - m_3^2 \right) - 4 m_3^2 m_4^2 \left( p_1^2 + p_2^2 \right) \tag{146}
\]

\[
-\eta (p_2^2 + m_3^2 \lambda_{12})^{1/2} + \sigma (p_2^2 + m_1^2 - m_2^2) (\lambda_{13})^{1/2} + \sigma \eta (m_2^2 - m_3^2 + m_4^2) (\lambda_{23})^{1/2},
\]

\[
\lambda_{ij} = \lambda_i \lambda_j, \quad \lambda_1 = \lambda (m_2^2, m_3^2, m_4^2), \quad \lambda_2 = \lambda (-p_1^2, m_1^2, m_2^2), \quad \lambda_3 = \lambda (-p_2^2, m_3^2, m_5^2). \tag{147}
\]

where \( \eta \sigma = \pm 1 \). From a study of these conditions it follows that \( V^\alpha \) is free from QED-like infrared divergent configurations.
5.5 The $V^K$ diagram

This family of diagrams, depicted in Fig. 8, can be written as

$$\pi^4 V^K = \mu^{2\varepsilon} \int d^n q_1 d^n q_2 \frac{1}{[1]_\kappa [2]_\kappa [3]_\kappa [4]_\kappa [5]_\kappa [6]_\kappa},$$

where we have introduced the following notation for propagators:

- $[1]_\kappa = q_1^2 + m_1^2$
- $[2]_\kappa = (q_1 + P)^2 + m_2^2$
- $[3]_\kappa = (q_1 - q_2)^2 + m_3^2$
- $[4]_\kappa = q_2^2 + m_4^2$
- $[5]_\kappa = (q_2 + p_1)^2 + m_5^2$
- $[6]_\kappa = (q_2 + P)^2 + m_6^2$

The leading Landau singularity for $V^K$ is given in Eq. (321) of III. Our strategy will be to search for solutions of the Landau equations where two external momenta are on some mass-shell and the third one is unconstrained. Suppose that $P^2$ is unconstrained, then we must have $m_3 = 0$ and, moreover, the first condition of Eq. (321) of III requires $m_4 = m_1$ and $m_6 = m_2$. The second condition will be written as

$$4 m_3^2 m_4^2 p_2^2 = (m_2^2 - m_3^2 - m_4^2)(m_2^2 - m_3^2 - m_4^2)(p_2^2 + m_4^2 + m_6^2) - 4 m_3^2 m_4^2 (m_2^2 + m_6^2) + \eta_1 (m_2^2 - m_3^2 - m_4^2) \lambda_{13}^{1/2} - \eta_2 (m_2^2 - m_3^2 - m_6^2) \lambda_{13}^{1/2} + \eta_3 (p_1^2 + m_4^2 + m_6^2) \lambda_{12}^{1/2},$$

where $\eta_i = \pm 1, i = 1, \ldots, 3$. With $m_4 = m_1$ and $m_6 = m_2$ we obtain $\lambda_1 = m_3^2 (m_3^2 - 4 m_1^2)$ and $\lambda_2 = m_3^2 (m_3^2 - 4 m_2^2)$, so that $m_3^2$ can be factorized on both sides of Eq. (150). Next, by putting $m_3 = 0$ we obtain

$$m_1^2 (p_2^2 + m_2^2 + m_6^2) + s_4 m_1 m_2 (p_1^2 + m_1^2 + m_5^2) = 0,$$

where $s_4 = \pm 1$. The solutions are

$$\lambda_1 = m_3^2 (m_3^2 - 4 m_1^2), \quad \lambda_2 = m_3^2 (m_3^2 - 4 m_2^2).$$
from which we recognize the familiar infrared configuration with $p_1^2 = -m_1^2$, $p_2^2 = -m_2^2$, and $m_4 = m_1$, $m_6 = m_2, m_3 = m_5 = 0$. which corresponds to configuration b) in Fig. 10. If $p_3^2$ is unconstrained (the case with $p_1^2$ leads to the same configuration because of the symmetry of the diagram), we must have $m_4 = 0$. Searching for configurations with two photons, there is only one possibility compatible with the standard model, $m_2 = 0$. Inserting these conditions in the second relation of Eq. (321) of III we obtain $m_1 = m_3 = m_6$ and $p_1^2 = -m_3^2$. Then the first relation of Eq. (321) requires $P^2 = m_6^2$, leading to configuration d) of Fig. 10. In the following we classify the sub-leading singularities. For the sub-leading singularity corresponding to $\alpha_1 = \alpha_2 = \alpha_3 = 0$ the reduced diagram is a one-loop three-point function where the classification of infrared singular configurations is already known: we obtain three solutions which correspond to the two configurations shown in Fig. 10: The first is $m_4 = 0$, $p_1^2 = -m_4^2$, $p_2^2 = -m_6^2$, with a third one given by $m_6 = 0$, $P^2 = -m_4^2$, $p_2^2 = -m_5^2$.

5.6 Evaluation of the $V^K$ cases

In order to evaluate infrared configurations for this family of diagrams we use the parametrization of Eq.(149). At first we combine propagators $|1\rangle_{K} - |3\rangle_{K}$ with Feynman parameters $x_1, x_2$,

$$\pi^4 V^K = \mu^{2\epsilon} \Gamma(3) \int d^nq_1 d^nq_2 \int dS_2(|x\rangle) \frac{1}{[4\rangle_{K}[5\rangle_{K}[6\rangle_{K}} \frac{1}{(q_1^2 + 2 R_x \cdot q_1 + Q_x^2)^3}. \quad (152)$$

where $x$-dependent quantities are

$$R_x = (1 - x_1) P - x_2 q_2, \quad Q_x^2 = x_1 (m_1^2 - m_2^2) + x_2 (m_2^2 + m_3^2 - m_1^2) + m_2^2 + (1 - x_1) P^2. \quad (153)$$

![Figure 10: The $V^K$ infrared configurations. The photon line represents a general massless particle while dashed and solid lines refer to different massive particles. The mass of the three particles in the internal triangle are $m_1, m_2$ and $m_3$.](image)
Integration over $q_1$ gives
\[ \pi^2 V^\kappa = i \mu^2 \frac{\Gamma (1 + \epsilon/2)}{\pi^{\epsilon/2}} \int dS_2(\{x\}) \left[ x_2(1 - x_2) \right]^{1-\epsilon/2} \int d^n q_2 \frac{\left( q_2^2 + 2 P_x \cdot q_2 + M_x^2 \right)^{1+\epsilon/2}}{[4 \kappa]_{[5 \kappa]} [6 \kappa]_{[5 \kappa]}} \] (154)
with new auxiliary quantities defined by
\[ P_x = \frac{1 - x_1}{1 - x_2} P = X P, \quad M_x^2 = \frac{x_1 (P^2_2; m_2^2, m_1^2) + x_2 (m_3^2 - m_1^2)}{x_2 (1 - x_2)} \] (155)

Secondly, we combine the remaining propagators with Feynman parameters $y_i$, $i = 1, \ldots, 3$: it follows
\[ \pi^2 V^\kappa = i \mu^2 \pi^{-\epsilon/2} \Gamma \left( 4 + \frac{\epsilon}{2} \right) \int dS_2(\{x\}) \left[ x_2 (1 - x_2) \right]^{1-\epsilon/2} \int dS_3(\{y\}) y_3^{\epsilon/2} \times \int d^n q_2 \left[ y_3 [123]_\kappa + (y_2 - y_3) [4 \kappa] + (1 - y_1) [5 \kappa] + (y_1 - y_2) [6 \kappa] \right]^{-\epsilon/2}, \] (156)
where $[123]_\kappa = q_2^2 + 2 P_x \cdot q_2 + M_x^2$. After performing the $q_2$-integration we obtain the following result:
\[ V^\kappa = - \left( \frac{\mu^2}{\pi} \right)^\epsilon \Gamma \left( 2 + \epsilon \right) \int dS_2(\{x\}) \left[ x_2 (1 - x_2) \right]^{1-\epsilon/2} \int dS_3(\{y\}) y_3^{\epsilon/2} U_\kappa^{-\epsilon}, \] (157)
where the quadratic form $U_\kappa$ is given by
\[ U_\kappa = -[p_2 y_1 - P (y_2 - X y_3) + p_1^2 + (P^2 - p_1^2 + m_2^2 - m_1^2) y_1 - (p_2^2 + m_2^2 - m_1^2) y_2 + (M_x^2 - m_1^2) y_3 + p_1^2 + m_2^2] \] (158)

To proceed in our derivation we introduce $X = 1 - X$ (with $X$ given in Eq. (160)) and perform a change of variables, $y_2 = y_2' + X y_3$, obtaining
\[ V^\kappa = - \left( \frac{\mu^2}{\pi} \right)^\epsilon \Gamma \left( 2 + \epsilon \right) \int dS_2(\{x\}) \left[ x_2 (1 - x_2) \right]^{1-\epsilon/2} \int_0^1 dy_1 \int_{0, X y_1}^X y_3^{\epsilon/2} (A_\kappa y_3 + B_\kappa)^{-1-\epsilon}, \quad a_1 = \frac{y_2'}{X}, \quad a_2 = \frac{y_1 - y_2'}{X} \] (159)
where $A_\kappa$ and $B_\kappa$ are defined by
\[ A_\kappa = M_x^2 - X m_2^2 - (P^2 + m_1^2) X \]
\[ B_\kappa = -(p_2 y_1 - P y_2 + p_1^2) + (P^2 - p_1^2 + m_2^2 - m_1^2) y_1 - (p_2^2 + m_2^2 - m_1^2) y_2 + p_1^2 + m_2^2 \] (160)
The $Y_{i;\kappa}$ functions of Eq. (160) can be expressed in terms of an hypergeometric function,
\[ Y_{i;\kappa} = \frac{\Gamma^2 \left( 1 + \frac{\epsilon}{2} \right)}{2 \Gamma \left( 2 + \epsilon \right)} (A_\kappa B_\kappa)^{-1-\epsilon/2} - \frac{2}{2 + \epsilon} (a_i A_\kappa^2)^{-1-\epsilon/2} \] (161)
The first term in Eq. (161) does not depend on $a_i$; therefore, we obtain,
\[ V^\kappa = - \left( \frac{\mu^2}{\pi} \right)^\epsilon \int dS_2(\{x\}) \left[ x_2 (1 - x_2) \right]^{1-\epsilon/2} \times \left[ \Gamma^2 \left( 1 + \frac{\epsilon}{2} \right) \int dS_2(\{y\}) (A_\kappa B_\kappa)^{-1-\epsilon/2} - \frac{2 \Gamma \left( 2 + \epsilon \right)}{2 + \epsilon} \int_0^1 dy_1 \int_{0, X y_1}^X y_3^{\epsilon/2} dS_2(\{y\}) y_3^{\epsilon/2} J_{1;\kappa} \right], \] (162)
where $J_{i;\kappa}$ is defined by
\[ J_{i;\kappa} = (a_i A_\kappa^2)^{-1-\epsilon/2} \] (163)
Having derived the general result of Eq. (162) we proceed with separate evaluations of the four cases of Fig. (11)
5.6.1 Evaluation of $V_a^K$

For the configuration a) of Fig. 10 we have:

$$A_{a;K} = \frac{V_{a;K}(x_1, x_2)}{x_2 (1 - x_2)}, \quad B_{a;K} = \beta (y_2, y_1; P^2, M^2, \mu^2),$$

$$V_{a;K} = -P^2 x_1^2 + (P^2 - \mu^2 + M^2) x_1 x_2 + (m_1^2 - m_3^2 - M^2) x_1 - (P^2 + M^2 - m_1^2 + m_3^2) x_2 + m_3^2.$$  

(164)

After a transformation of variable, $y_2 \to y_1 y_2$, in the first integral of Eq. (162) the $y_1$-integration can be carried out giving rise to the infrared pole. After that we put $\epsilon = 0$ in $I_{1;K}$ and $I_{2;K}$, thus obtaining:

$$V_a^K = \left(\frac{\mu^2}{\pi}\right)^\epsilon \Gamma^2 \left(1 + \frac{\epsilon}{2}\right) \int dS_2(x) \left\{ \frac{1}{\epsilon} \int_0^1 dy_2 \left[ V_{a;K} \chi(y_2) \right]^{-1-\epsilon/2} + V_{a;K}^{-1} \int_0^1 dy_1 \int_0^{\mathcal{X}} dy_2 C_{1;2;K}^{-1} \right\},$$

(165)

where $C_{i;K} = a_i A_{a;K} + B_{a;K}$ and $\chi$ is defined in Eq. (108). Henceforth we change variables in the last two integrals, $y_2 = y_1 y_2'$; the $y_1$-integration can be performed, giving

$$V_a^K = \left(\frac{\mu^2}{\pi}\right)^\epsilon \Gamma^2 \left(1 + \frac{\epsilon}{2}\right) \int dS_2(x) \left\{ \frac{1}{\epsilon} \int_0^1 dy_2 \left[ V_{a;K} \chi(y_2) \right]^{-1-\epsilon/2} + \sum_{i=1}^{2} \frac{1}{\alpha_i(y_2) V_{a;K}} \ln \left[ 1 + \frac{x_2 (1 - x_2) b_i \alpha_i(y_2)}{y_2 V_{a;K}} \right] \right\},$$

(166)

where we have introduced

$$\alpha_1(y_2) = \mathcal{X}(y_2), \quad \alpha_2(y_2) = \chi(y_2), \quad b_1 = \mathcal{X}, \quad b_2 = X.$$  

(167)

In the last two integrals of Eq. (160) we change, once again, variables:

$$x_1 = x'_1 + x_2, \quad x_2 = 1 - x'_2, \quad x_1 \leftrightarrow x_2, \quad \text{for} \quad i = 1,$$

$$x_1 = 1 - x_1', \quad x_2 = 1 - x_2', \quad x_1 \leftrightarrow x_2', \quad \text{for} \quad i = 2,$$

(168)

thus obtaining

$$V_a^K = \frac{1}{\epsilon} \left(\frac{\mu^2}{\pi}\right)^\epsilon \Gamma^2 \left(1 + \frac{\epsilon}{2}\right) X_{a;K} Y_K + J_{a;1;K} + J_{a;2;K},$$

(169)

where the various ingredients are defined by

$$X_{a;K} = \int dS_2(x) V_{a;K}^{-1-\epsilon/2}(x_1, x_2), \quad Y_K = \int_0^1 dy_2 \chi^{-1-\epsilon/2}(y_2),$$

$$J_{a;1;K} = \int dS_2(x) \int_0^{x_2/x_1} dy_2 \frac{1}{\alpha_1(y_2) V_{a;1;K}} \ln \left[ 1 + \frac{x_2 (1 - x_1) \alpha_1(y_2)}{y_2 V_{a;1;K}} \right].$$

(170)

The quadratic forms introduced in Eq. (160) are:

$$V_{a;1;K}(x_1, x_2) = x^t H_{a,i} x + 2 K_{a,i}^t x + L_{a,i}, \quad i = 1, 2;$$

(171)

$$V_{a;2;K} = M^2 x_1^2 + (P^2 - M^2 + m^2) x_1 x_2 - P^2 x_2^2 + (m_1^2 - m_3^2 - M^2) x_1 + (m_1^2 - m_3^2 + M^2 - m^2) x_2 + m_3^2,$$

$$V_{a;2;K} = m^2 x_1^2 + (P^2 - M^2 + M^2) x_1 x_2 - P^2 x_2^2 + (m_1^2 - m_3^2 - M^2) x_1 + (m_1^2 - m_3^2 + m^2 - M^2) x_2 + m_3^2.$$  

To compute $X_{a;K}$ and $Y_K$, defined in Eq. (168), we use a BST relation. Given $V_{a;K} = x^t H_a x + 2 K_a^t x + L_a$ we introduce $X_{a;K}^i = 1$, $X_{a;K} = 0$ and also

$$B_{a;K} = L_a - K_a^t H_a^{-1} K_a, \quad X_{a;K}^i = -\left( K_a^t H_a^{-1} \right)^i \quad i = 1, 2;$$

(172)
we obtain for \( X_{a;K} = X_{a;K}^1 + X_{a;K}^2 \epsilon \)

\[
X_{a;K}^n = \frac{(-1)^{n+1}}{2^n n! B_{a;K}} \left[ 2 \int dS_2 \ln^{n-1} V_{a;K} \left( \ln V_{a;K} + n \right) - \sum_{i=0}^{2} (X_{a;K}^i - X_{a;K}^{i+1}) \int_0^1 dx \ln^n V_{a;K}^i \right],
\]

where the \( V_{a;K}^i \) quadratic forms are

\[
V_{a;K}^1 = V_{a;K}(1, x), \quad V_{a;K}^2 = V_{a;K}(x, x), \quad V_{a;K}^3 = V_{a;K}(x, 0).
\]

Similarly, for \( Y_{a;i;K} \), we get

\[
Y_{a;i;K} = Y_{a;i;K}^1 + Y_{a;i;K}^2 \epsilon,
\]

\[
Y_{a;i;K}^n = \frac{(-1)^{n+1}}{2^n n! B_{a;i;K}} \left\{ \int_0^1 dy \ln^{n-1} \chi(y) \left[ \ln \chi(y) + 2n \right] - L_{a;i;K}^n \right\},
\]

where BST factor and co-factor are defined in Eq.(10) and \( L_{a;i;K}^n \) in Eq.(31). To compute \( J_{a;i;K} \) we use Eq.(57) which in the present case reads:

\[
\frac{1}{V_{a;K}} \ln \left( 1 - \frac{A_{a;K}}{V_{a;K}} \right) = \frac{1}{B_{a;K}} \left\{ \frac{1}{A_{a;K}} \ln \left( 1 - \frac{A_{a;K}}{V_{a;K}} \right) \left[ 1 - \frac{1}{2} \sum_{j=1}^2 (x_j - X_{a;K}^j) \partial x_j \right] A_{a;K} \right.

- \frac{1}{2} \sum_{j=1}^2 (x_j - X_{a;K}^j) \partial x_j \left. \frac{A_{a;K}}{V_{a;K}} \right\}.
\]

where \( A_{a;K} = -x_2 (1 - x_1) \alpha_i/y_2 \) and BST factor and co-factors are

\[
B_{a;K} = L_{a;1} - K_{a;1} H_{a;1}^{-1} K_{a;1} = L_{a;2} - K_{a;2} H_{a;2}^{-1} K_{a;2} = L_{a} - K_{a} H_{a}^{-1} K_{a}, \quad X_{a;K} = -K_{a;1} H_{a;1}^{-1}.
\]

After integration by parts we obtain

\[
J_{a;i;K} = \frac{1}{B_{a;K}} \int_0^1 dy_2 \left\{ \int_0^1 dx_1 \int_{x_1 y_2}^{x_1} dx_2 \frac{1}{\alpha_i(y_2)} \left[ \frac{1}{2} \left( \frac{1 - x_1}{1 - x_1} + \frac{x_2^2}{2 x_2} \right) \ln(1 + \eta_{a;i;K}) + \text{Li}_2 \left( -\eta_{a;i;K} \right) \right]

- \frac{1}{2} \int_0^1 dx \left[ \frac{X_{a;K}^1 - X_{a;K}^2}{\alpha_i(y_2)} \text{Li}_2 \left( -\eta_{a;i;K} \right) - \frac{y_2 x_1}{2 \alpha_i(y_2)} \text{Li}_2 \left( -\eta_{a;i;K}^2 \right) \right] \right\}.
\]

where the \( \eta \)-functions are defined by

\[
\eta_{a;i;K} = \frac{x_2 (1 - x_1) \alpha_i(y_2)}{y_2 V_{a;K}(x_1, x_2)}, \quad \eta_{a;K}^1 = \frac{x (1 - x) \alpha_i(y_2)}{y_2 V_{a;K}(x, x)}, \quad \eta_{a;K}^2 = \frac{x (1 - x) \alpha_i(y_2)}{V_{a;K}(x, x y_2)}.
\]

Collecting all pieces together, we get:

\[
\left[ V_{a;K}^K \right] = - \left( \frac{\mu^2}{\pi} \right)^\epsilon \Gamma (1 + \epsilon) \left( \frac{1}{\epsilon} V_{a;K}^0 + \frac{V_{a;K}^1}{V_{a;K}^0} \right)
\]

\[
V_{a;K}^0 = -X_{a;K}^1 Y_{K}^1, \quad V_{a;K}^1 = -X_{a;K}^2 Y_{K}^1 - X_{a;K}^1 Y_{K}^0 - J_{a;1;K} - J_{a;2;K}.
\]

In the following section we will consider the b) configuration of Fig.10

5.6.2 Evaluation of \( V_b^K \)

Configuration b) of Fig.10 is a special case of a). Here the polynomial \( V \) takes the form (\( \beta \) is defined in Eq.(12))

\[
V_{b;K}(x_1, x_2) = \beta (1 - x_1, 1 - x_2; P^2; m^2, M^2)
\]

(182)
which has a double zero at \( x_1 = x_2 = 1 \). The BST factor for the polynomial \( V_{b,K} \) is zero, revealing again the presence of a new infrared pole. For this reason we cannot put \( \epsilon = 0 \) from the beginning; instead we reexamine Eq. (159) which, in the present configuration, reads:

\[
V_{b,K} = -\left( \frac{\mu^2}{\pi} \right)^{\epsilon} \Gamma(2 + \epsilon) \int dS_2(\{x\}) \frac{\partial \{x\}}{\partial \{x\}'} \left[ 2 (1 - x_2) \right]^{1 - \epsilon/2} \int_0^1 dy_1 \times \int_{(0,-x_1+y_1)} dy_2 \frac{\partial y_3}{\partial y_3'} \left[ \frac{\beta(1-x_1,1-x_2)}{x_2 (1-x_2)} y_3 + \beta(y_2,y_1) \right]^{-2-\epsilon},
\]

(183)

In the first(second) integral of Eq. (183) we change variables according to:

\[
x_1 \to x_1 + x_2, \quad x_2 \to 1 - x_2, \quad x_1 \to x_1 x_2 \quad (x_1 \to 1 - x_1, \quad x_2 \to 1 - x_2, \quad x_1 \to x_1 x_2),
\]

(184)

thus obtaining

\[
V_{b,K} = -\left( \frac{\mu^2}{\pi} \right)^{\epsilon} \Gamma(2 + \epsilon) \int dC_3(\{x\}, y_1) \frac{\partial \{x\}}{\partial \{x\}'} \left[ 2 (1 - x_2) \right]^{1 - \epsilon/2} \sum_{i=1}^2 \int_{a_i}^{b_i} dx_i \int_0^{x_i} dy_2 \frac{\partial y_3}{\partial y_3'} \left[ x_2 \alpha_i(x_1) \right]^{1 - \epsilon/2} \left[ 1 - x_2 - y_3 + \beta(y_2,y_1) \right]^{-2-\epsilon},
\]

(185)

where the functions \( \alpha_i \) are defined in Eq. (167). We also transform the integration domain of \( y_2 \) and \( y_3 \) in the first(second) integral of Eq. (183) according to:

\[
y_3 \to y_2 y_3/x_1, \quad y_2 \to y_1 y_2, \quad (y_3 \to (y_1 - y_2) y_3/x_1, \quad y_2 \to y_1 (1 - y_2)).
\]

(186)

After this transformation we obtain

\[
V_{b,K} = -\left( \frac{\mu^2}{\pi} \right)^{\epsilon} \Gamma(2 + \epsilon) \sum_{i=1}^2 \int dC_3(\{x\}, y_1) \frac{\partial \{x\}}{\partial \{x\}'} \left[ 2 (1 - x_2) \right]^{1 - \epsilon/2} \left( \frac{y_3}{x_2} \right)^{1 + \epsilon/2} \int_0^1 dy_1 \frac{\partial y_3}{\partial y_3'} \left[ x_2 y_2 y_3 \alpha_i(x_1) + x_1 (1 - x_2) y_1 \alpha_i(y_2) \right]^{-2-\epsilon}.
\]

(187)

\( \mathcal{Y}_{b,i,K} \) is then expressed in terms of an hypergeometric function:

\[
\mathcal{Y}_{b,i,K} = \frac{1}{x_1 (1 - x_2) \alpha_i(y_2)} \times \left( x_1 (1 - x_2) \alpha_i(y_2) \right)^{-1 - \epsilon/2} \left( x_1 (1 - x_2) \alpha_i(y_2) \right)^{-1 + \epsilon/2}
\]

(188)

Substituting this partial result in the expression for \( V_{b,K} \) and setting \( \epsilon = 0 \) where possible, we get:

\[
V_{b,K} = -\left( \frac{\mu^2}{\pi} \right)^{\epsilon} \Gamma \left( 1 + \frac{\epsilon}{2} \right) \left( 1 + \frac{3}{2} \epsilon \right) \left( V_{b,e} + V_{b,0} \right)
\]

(189)

where we have defined

\[
V_{b,e} = \sum_{i=1}^2 \int dC_3(\{x\}, y_1) \frac{\partial \{x\}}{\partial \{x\}'} \left[ 2 (1 - x_2) \right]^{1 - \epsilon/2} \left( 1 - x_2 \right)^\epsilon y_2^{-\epsilon} y_3^{-1-\epsilon} \left( 2 + \epsilon \right) \left( 1 + \frac{3}{2} \epsilon \right) \alpha_i(x_1) \alpha_i(y_2)
\]

(190)
After some straightforward integration the function of Eq. (190) become:

\[
V_{b,\epsilon}^K = \frac{1}{2\pi^2} \frac{\Gamma(1 - 2\epsilon)}{\Gamma(1 - \epsilon)} \frac{1}{2} \sum_{i=1}^2 \int_0^1 dx \int_0^x dy \, x^y \, y^{-\epsilon} \alpha_i^{-1 - 3/2\epsilon}(x) \alpha_i^{-1 + \epsilon/2}(y)
\]

\[
V_{b,0}^K = -2 \sum_{i=1}^2 \int dC_2(x_1, x_2) \int_0^{x_1} dy \, \frac{\ln(1 + \eta_{b,i,K})}{\alpha_i(x_1) \alpha_i(y)} x_2 \frac{y_0 \alpha_i(x_1)}{x_1 (1 - x_2)} \alpha_i(y)
\]

(191)

After a Laurent expansion in \(\epsilon\), \(V_{b,\epsilon}^K\) has the following form:

\[
V_{b,\epsilon}^K = \frac{1}{2} \sum_{n=-2}^0 R_{b,K} \epsilon^n,
\]

(192)

\[
R_{b,K} = \left[ \int_0^1 dx \, \chi^{-1}(x) \right]^2 = [J_0^2]^2 \quad R_{0,K} = -J_0^1 J_0^1 + \sum_{i=1}^2 \left[ J_{10}^0(i) - J_{01}^0(i) \right]
\]

\[
J_{00}^0(i) + J_{02}^0(i) - 3 J_{10}^{10}(i) + J_{11}^{10}(i) + 3 J_{01}^{10}(i) - J_{01}^{01}(i)
\]

(193)

In Eq. (190) we have introduced \(J_n^k\) and \(J_{n,m}^{kh}\) defined by:

\[
J_n^k = \int_0^1 dx \ln^n x \ln^k \chi(x) \quad J_{n,m}^{kh} = \int_0^1 dx \int_0^x dy \ln^n x \ln^m y \frac{\ln \alpha_i(x)}{\alpha_i(x)} \frac{\ln \alpha_i(y)}{\alpha_i(y)}
\]

(194)

\[
J_{00}^0(i) = J_{02}^0(i) - 3 J_{10}^{10}(i) + J_{11}^{10}(i) + 3 J_{01}^{10}(i) - J_{01}^{01}(i)
\]

(195)

The general analysis of \(J\) is reported in appendix D here it is enough to say that for \(J\) we are always able to find a smooth integral representation. Finally, note that the residue of the double pole is exactly one half of the residue for the single pole in the one-loop case. For \(V_{b,0}^K\) we apply Eq. (192):

\[
\frac{1}{\alpha_i(y)} \ln \left( 1 - \frac{by}{\alpha_i(y)} \right) = \frac{1}{B_x} \left\{ \left( 1 - \frac{y - Z_i}{2y} \right) \ln \left( 1 - \frac{by}{\alpha_i(y)} \right) - \frac{y - Z_i}{y} \partial_y \operatorname{Li}_2 \left( \frac{by}{\alpha_i(y)} \right) \right\},
\]

(196)

where \(b = -x_2 \alpha_i(x_1)/x_1 -(1 - x_2)\), \(Z_1 = X_x\) and \(Z_2 = X_x\). After integrating by parts, we obtain:

\[
V_{b,0}^K = -\frac{1}{2B_x} \sum_{i=1}^2 \int dC_2(x) \int_0^{x_1} dy \frac{1}{x_2 \alpha_i(x_1)} \left[ \left( 1 + \frac{Z_i}{y} \right) \ln \left( 1 + \eta_{b,i,K} \right) + \operatorname{Li}_2 \left( -\eta_{b,i,K} \right) \right]
\]

(197)

Collecting all pieces together, we get:

\[
\nabla V^K = -\left( \frac{\mu^2}{2\pi} \right) \Gamma(1 + \epsilon) \left( \frac{1}{\epsilon^2} V_{-2}^K + \frac{1}{\epsilon} V_{-1}^K + V_0^K \right)
\]

\[
V_{-2}^K = \frac{1}{2} R_{-2}^K \quad V_{-1}^K = \frac{1}{2} R_{-1}^K \quad V_0^K = \frac{1}{2} R_0^K + \frac{3}{8} \zeta(2) R_{-2}^K + V_{b,0}^K
\]

(198)

(199)
5.6.3 Evaluation of $V_c^K$

For configuration c) of Fig. 10, we have

$$A_{c,K} = V_{c,K}(x_1, x_2), \quad V_{c,K}(x_1, x_2) = \chi(x_1; -M^2; m_2^2, m_1^2) + x_2 (m_3^2 - m_1^2)$$

$$B_{c,K}(y_1, y_2) = \beta (y_1 - y_2, 1 - y_2; P^2; m_2^2, M^2).$$  \hfill (200)

For this configuration we transform variables according to $y_1 = y_1' + y_2$ and $y_2 = 1 - y_2'$ in the first integral of Eq. (162) which will have the same form as the similar integral in case a) and we obtain:

$$V_c^K = \left(\frac{\mu^2}{\pi}\right)^{\frac{1}{2}} \frac{\Gamma^2}{2} \left(1 + \frac{\epsilon}{2}\right) X_{c,K} Y_{c,K} + J_{c,1;K} + J_{c,2;K},$$ \hfill (201)

where the various components are defined by

$$X_{c,K} = \int dS_2(\{x\}) V_{c,K}^{1-\epsilon/2}(x_1, x_2), \quad Y_{c,K} = \int_0^1 dy_2 \chi_1^{-1-\epsilon/2}(y_2),$$ \hfill (202)

$$\sum_i J_{c,i,K} = \int dS_2(\{x\}) \int_0^1 dy_1 \int_0^1 dy_2 C_{i,1}^{-1}_{c,K}, \quad C_{i,c,K} = a_i A_{c,K} + B_{c,K}.$$ \hfill (203)

and $\chi(x)$ is defined in Eq. 9. $Y_{c,K}$ has already been computed in Eq. (165), while for computing $X_{c,K}$ we can use the following BST relations:

$$V_{c,K}^\mu = \frac{1}{m_3^2 - m_1^2} \frac{1}{\mu + 1} \partial_{x_2} V_{c,K}^{\mu + 1}, \quad V_{c,K}^{\mu} = \frac{1}{b_{c,K}} \left(1 - \frac{1}{\mu + 1} \left[\frac{1}{2} (x_1 - X_{c,K}) \partial_{x_1} + x_2 \partial_{x_2}\right]\right) V_{c,K}^{\mu + 1},$$ \hfill (204)

$$b_{c,K} = -\frac{\lambda(M^2, m_1^2, m_2^2)}{4M^2}, \quad X_{c,K} = \frac{M^2 - m_1^2 + m_2^2}{2M^2}, \quad \chi_{c,K} = 1 - X_{c,K}.$$ \hfill (205)

After integration by parts, we obtain the following two results:

$$X_{c,K}^{\mu} = \frac{1}{m_3^2 - m_1^2} \left(\chi_{c,K}^{11} - \frac{\epsilon}{4} \chi_{c,K}^{12}\right) \quad \text{if} \quad m_1 \neq m_3, \quad X_{c,K}^{\nu} = \frac{1}{2 b_{c,K}} \left(\chi_{c,K}^{21} - \frac{\epsilon}{4} \chi_{c,K}^{22}\right) \quad \text{if} \quad b_{c,K} \neq 0.$$ \hfill (206)

$$X_{c,K}^{\mu n} = \int_0^1 dx \left[\ln^n V_{c,K}(x, x) - \ln^n V_{c,K}(x, 0)\right];$$ \hfill (207)

$$X_{c,K}^{2n} = \int dS_2 \ln^{n-1} V_{c,K} \left(3 \ln V_{c,K} + 2 n\right) - \int_0^1 dx \left[\chi_{c,K} \ln^n V_{c,K}(1, x) + (x + X_{c,K}) \ln^n V_{c,K}(x, x)\right].$$ \hfill (208)

Therefore, our result is also valid when $m_1 = m_3$ or $\lambda(M^2, m_1^2, m_2^2) = 0$, but not when the two conditions occur simultaneously. In the standard model this can actually happen only when $m_1 = m_3 = M$ and $m_2 = 0$ which corresponds to configuration d) to be analyzed in the next subsection.

In order to compute $J_{c,1;K}$ and $J_{c,2;K}$, we change variables according to:

$$x_1 = x_1' + x_2, \quad x_2 = 1 - x_2', \quad x_1 \leftrightarrow x_2, \quad y_2 = y_1 y_2', \quad \text{for} \quad i = 1,$$

$$x_1 = 1 - x_1', \quad x_2 = 1 - x_2', \quad x_1 \leftrightarrow x_2, \quad y_2 = y_1 (1 - y_2'), \quad \text{for} \quad i = 2.$$ \hfill (209)

thus obtaining

$$J_{c,i;K} = \int dS_2(\{x\}) \int_0^1 dy_1 \int_0^1 dy_2 \frac{1}{V_{c,i;K}} \frac{x_2 (1 - x_1) y_1}{y_1 y_2 V_{c,i;K} + x_2 (1 - x_1) B_{c,i;K}},$$ \hfill (210)
where we have introduced new quadratic forms $V_{c,i;K}$:

$$V_{c,1;K} = \chi(1 - x_1 + x_2; -M^2; m_1^2, m_2^2) + (1 - x_1)(m_3^2 - m_1^2), \quad B_{c,1;K} = B_{c;K}(y_1, y_1 y_2)$$

$$V_{c,2;K} = \chi(1 - x_2; -M^2; m_2^2, m_1^2) + (1 - x_1)(m_3^2 - m_1^2), \quad B_{c,2;K} = B_{c;K}(y_1, y_1(1 - y_2)).$$

For $V_{c,1;K}$ and $V_{c,2;K}$ two BST relations are available. Looking at the expression for $J_{c,i;K}$, we immediately see that the required BST relations are of the form of Eq. (210). We have

$$\begin{align*}
\frac{1}{V_{c,i;K}} \frac{A}{V_{c,i;K} - A} &= \frac{1}{V_{c,i;K} - A} \left[ \frac{1}{V_{c,i;K} - A} \mathcal{P}_{i,1} A + \mathcal{P}_{i,1} \ln \left( 1 - \frac{A}{V_{c,i;K}} \right) \right], \\
\frac{1}{V_{c,i;K}} \frac{A}{V_{c,i;K} - A} &= \frac{1}{V_{c,i;K} - A} \left[ \frac{1}{V_{c,i;K} - A} (1 + \mathcal{P}_{i,2}) A + \mathcal{P}_{i,2} \ln \left( 1 - \frac{A}{V_{c,i;K}} \right) \right],
\end{align*}$$

where the explicit form of $\mathcal{P}_{i,j}$ is

$$\begin{align*}
\mathcal{P}_{i,1} &= -\partial_{x_1} - \partial_{x_2}, \\
\mathcal{P}_{i,2} &= (1 - x_1) \partial_{x_1} + \frac{1}{2}(1 - x_1 - x_2 + X_{c;K}) \partial_{x_2},
\end{align*}$$

$$\begin{align*}
\mathcal{P}_{2,1} &= -\partial_{x_1}, \\
\mathcal{P}_{2,2} &= (1 - x_1) \partial_{x_1} + \frac{1}{2}(1 - x_2 - X_{c;K}) \partial_{x_2}.
\end{align*}$$

In our case it is $A = -x_2(1 - x_1) B_{c,i;K} / (y_1 y_2)$, and we can define $a_{i,j}$ such that

$$\begin{align*}
\mathcal{P}_{i,1} A &= a_{i,1} \frac{B_{c,i;K}}{y_1 y_2} \\
&= \frac{\mathcal{P}_{i,2} A}{2} = \frac{B_{c,i;K}}{y_1 y_2}
\end{align*}$$

For $a_{i,j}$ we obtain:

$$\begin{align*}
a_{1,1} &= 1 - x_1 - x_2, \\
a_{1,2} &= (x_1 + x_2 - X_{c;K} - 1)(1 - x_1), \\
a_{2,1} &= -x_2, \\
a_{2,2} &= -(1 - x_2 - X_{c;K})(1 - x_1).
\end{align*}$$

After integration by parts the $J_{c,i;K}$ can be expressed as

$$J_{c,i;K} = \frac{1}{m_3^2 - m_1^2} \sum_{A=0}^{d} J_{i,1}^{A}, \quad \text{if } m_1 \neq m_3, \\
J_{c,i;K} = \frac{1}{2 b_{c;K}} \sum_{A=0}^{d} J_{i,2}^{A}, \quad \text{if } b_{c;K} \neq 0.$$
All the quantities in Eq. (218) but $J_{i,j}$ are stable under numerical integration. For this integral we perform back the transformations of Eq. (209) and get:

$$J_{i,j}^a = \int dS_2(x) a'_{i,j} J_i^a$$

where the new coefficients $a'_{i,j}$ are

$$a'_{1,1} = x_1 - 2x_2, \quad a'_{1,2} = (2x_2 - x_1 + X_{c,K}) x_2, \quad a'_{2,1} = x_1 - x_2, \quad a'_{2,2} = (X_{c,K} - x_1 + x_2) x_2.$$  \hfill (221)

The new integrals $J_i^a$ are defined by

$$J_1^a = \int_0^1 dy_1 \int_0^{y_1} \frac{1}{y_2 V_{c,K} + x_2 (x_1 - x_2) B_{c,K}},$$

$$J_2^a = \int_0^1 dy_1 \int_0^{y_1} dy_2 \frac{1}{(y_1 - y_2) V_{c,K} + x_2 (1 - x_1) B_{c,K}}.$$  \hfill (223)

We transform according to $y_1 = y'_1 + y_2, y_2 = 1 - y'_2, y_1 \leftrightarrow y_2$, obtaining

$$J_1^a = \int_0^1 dy_1 \int_0^{y_1} \frac{1}{(y_1 - y_2) V_{c,K} + x_2 (x_1 - x_2) \beta(y_2, y_1)},$$

$$J_2^a = \left[ \int_0^1 dy_1 \int_0^{y_1} dy_2 - \int_0^1 dy_1 \int_0^{y_1} \frac{1}{x_2 V_{c,K} + x_2 (1 - x_1) \beta(y_2, y_1)} \right]$$  \hfill (225)

where the quadratic form $\beta$ given in Eq. (12). For $J_2^a$ we further transform $y_2 = y_1 y'_2$; as a consequence the $y_1$ integration becomes trivial giving:

$$J_2^a = \int_0^1 dy \frac{1}{x_2 (1 - x_2) \chi(y)} \ln \left\{ 1 + \frac{x_2 (1 - x_1)^2 \chi(y)}{y |1 - x_1 + (x_1 - x_2) y| V_{c,K}} \right\}.$$  \hfill (226)

The $\chi$ function is defined in Eq. (9). For $J_1^a$ we can use the fact that the $B$ factor of the polynomial $\beta$ is zero. In this way we can use Eq. (208):

$$\frac{1}{V - A} \left( P_0 + P_1 \partial_x \right) A = - P_1 \partial_x \ln \left( 1 - \frac{A}{V} \right).$$

To derive $J_1^a$ we replace

$$V \rightarrow \beta(y_2, y_1), \quad A \rightarrow - \frac{(1 - y_1) V_{c,K}}{x_2 (x_1 - x_2)}, \quad P_0 \rightarrow 2, \quad P_1 \partial_x \rightarrow - (y_1 \partial_{y_1} + y_2 \partial_{y_2}).$$  \hfill (228)

and obtain the equation

$$\left( P_0 + P_1 \partial_x \right) A = - \left( 2 - y_1 \right) \frac{V_{c,K}}{x_2 (x_1 - x_2)}.$$  \hfill (229)

Substituting in the expression for $J_1^a$, Eq. (224), after integration by parts, we get the final result for $J_1^a$,

$$J_1^a = \frac{1}{V_{c,K}} \int_0^1 dy_1 \int_0^{y_1} \frac{4 - y_1}{(2 - y_1)^2} \ln \left\{ 1 + \frac{(1 - y_1) V_{c,K}}{x_2 (x_1 - x_2) \beta(y_2, y_1)} \right\}$$

$$+ \frac{1}{V_{c,K}} \int_0^1 dy \frac{X}{1 + X y} \ln \left\{ 1 + \frac{y X V_{c,K}}{x_2 (x_1 - x_2) \beta(X y, 1 - X y)} \right\}.$$  \hfill (230)

Collecting all pieces together, we get:

$$\sqrt{V_{c,K}^a} = - \left( \frac{\mu^2}{\pi} \right)^\epsilon \Gamma (1 + \epsilon) \left( \frac{1}{\epsilon} V_{c,K} + V_{c,K}^a \right).$$  \hfill (231)
\[ V_{-1}^{c;K} = -\frac{1}{m_3^2 - m_1^2} \lambda_{c,K}^{11} \gamma_{K}^{1} \quad V_{0}^{c;K} = -\frac{1}{m_3^2 - m_1^2} \left( \lambda_{c,K}^{11} \gamma_{K}^{2} + \lambda_{c,K}^{12} \gamma_{K}^{1} + \sum_{i=1}^{d} \sum_{A=a} J_{i,1}^{A} \right) \quad \text{if} \quad m_1 \neq m_3, \]
\[ V_{-1}^{2;K} = -\frac{1}{2 b_{c,K}} \lambda_{c,K}^{21} \gamma_{K}^{1} \quad V_{0}^{2;K} = -\frac{1}{2 b_{c,K}} \left( \lambda_{c,K}^{21} \gamma_{K}^{2} + \lambda_{c,K}^{22} \gamma_{K}^{1} + \sum_{i=1}^{d} \sum_{A=a} J_{i,1}^{A} \right) \quad \text{if} \quad b_{c,K} \neq 0. \]

5.6.4 Evaluation of \( V_d^K \)

Configuration d) of Fig. 119 is a special case of c). In fact the polynomial \( V_d \) takes the form \( V_{d;K} = M^2 x_1^2 \), which has a double zero for \( x_1 = 0 \). The BST factor for the polynomial \( V_{d;K} \) is also zero revealing the presence of a new infrared pole; we are not allowed to put \( \epsilon = 0 \) but reexamine instead Eq. (159) which now is:

\[ V_d^K = -\left( \frac{\mu^2}{\pi} \right)^\epsilon (2 + \epsilon) \int dS_2(\{x\}) \left[ x_2 (1-x_2) \right]^{1+\epsilon/2} \int dy_1 \int_{0,\bar{X} y_1}^{x_1, y_1} dy_2 \mathcal{Y}_{1;\epsilon;K}, \]
\[ = -\frac{2}{2 + \epsilon} \left[ x_2 (1-x_2) \right]^{-2-\epsilon} \left( \frac{a_i}{B_{d;K}^2} \right)^{1+\epsilon/2} 2F1 \left( -\frac{a_i M^2 x_1^2}{x_2 (1-x_2) B_{d;K}} \right). \]

where \( a_1 = y_1/\bar{X}, \quad a_2 = (y_1 - y_2)/X \) and \( B_{d;K}(y_1, y_2) = \beta(y_1 - y_2, 1 - y_2, 1 - y_2, P^2, m_1^2, M^2) \), with \( \beta \) defined in Eq. (12). We have also defined the shorthand notation \( 2F1(x) \equiv 2F1(2 + \epsilon, 1 + \epsilon/2; 2 + \epsilon/2; x) \). Now we split the integration region, \( [X y_1, y_1] = [0, y_1] \cap \bar{X} y_1 \), and use the properties of the hypergeometric functions to obtain

\[ V_d^K = \left( \frac{\mu^2}{\pi} \right)^\epsilon \left( J_{d,0;K} + J_{d,1;K} + J_{d,2;K} \right) \]

\[ J_{d,0;K} = -\frac{\Gamma(2 + \epsilon)}{1 + \epsilon/2} \int dS_2(\{x\}) \int dS_2(\{y\}) \left[ \frac{y_1 - y_2}{x_2 (1-x_1) B_{d;K}^2} \right]^{1+\epsilon/2} 2F1 \left( -\frac{M^2 x_1^2 (y_1 - y_2)}{x_2 (1-x_1) B_{d;K}} \right), \]
\[ J_{d,1;K} = \frac{1}{M^2} \int dS_2(\{x\}) \int_{0}^{\bar{X} y_1} dy_1 \int_{0}^{x_2 (1-x_2) x_1^2} dy_2 \frac{1}{M^2 x_1^2 y_2 + x_2 (1-x_2) B_{d;K}^2}, \]
\[ J_{d,2;K} = -\frac{1}{M^2} \int dS_2(\{x\}) \int_{0}^{\bar{X} y_1} dy_1 \int_{x_1}^{x_2 (1-x_1) x_1^2} dy_2 \frac{1}{M^2 x_1^2 (y_1 - y_2) + x_2 (1-x_1) B_{d;K}^2}. \]

We make the transformations \( x_2 = x_1 x_2', y_1 = y_1' + y_2, y_2 = 1 - y_2', y_1 \leftrightarrow y_2 \), obtaining

\[ J_{d,0;K} = -\frac{\Gamma(2 + \epsilon)}{1 + \epsilon/2} \int dC_2(\{x\}) \int dC_2(\{y\}) \left[ \frac{y_2}{x_2 (1-x_1) \beta^2(y_2, y_1)} \right]^{1+\epsilon/2} 2F1 \left( -\frac{M^2 x_1 y_2}{x_2 (1-x_1) \beta(y_2, y_1)} \right), \]
\[ J_{d,1;K} = \frac{1}{M^2} \int dC_2(\{x\}) \int_{X'}^{y_1} dy_1 \int_{(1-y_1) X' x_1}^{1} dy_2 \frac{1}{M^2 (1-y_1) + x_2 (1-x_2) \beta(y_2, y_1)}, \]
\[ J_{d,2;K} = -\frac{1}{M^2} \int dC_2(\{x\}) \int_{X'}^{y_1} dy_1 \int_{(1-y_1) X' x_1}^{1} dy_2 \frac{1}{M^2 x_1 y_2 + x_2 (1-x_1) \beta(y_2, y_1)}, \]

where \( \beta \) is defined in Eq. (12) and

\[ X' = \frac{1 - x_1}{1 - x_1 x_2}, \quad \bar{X}' = 1 - X' = \frac{x_1 (1-x_2)}{1 - x_1 x_2}. \]
For $J_{d,1;K}$ ($J_{d,2;K}$), we apply the same technique already used in the previous subsection to treat $J_{1}^{r}$ ($J_{2}^{r}$). We obtain

$$J_{d,1;K} = \frac{1}{M^2} \int_0^1 dx_2 \int dS_2(y) \frac{4 - y_1}{(2 - y_1)^2} x_2 (1 - x_2) \ln \left(1 + \frac{(1 - x_2) y_2}{1 - y_1}\right) \ln \left(1 + \frac{(1 - y_1) M^2}{x_2 (1 - x_2) \beta(y_2, y_1)}\right)$$

$$+ \frac{1}{M^2} \int dC_3(\{x\}, y) x_2 (1 - x_2) \frac{x_1 y M^2}{1 + \frac{X y}{y_2}} \ln \left(1 + \frac{x_1 y M^2}{x_2 (1 - x_2) \beta (x' y, 1 - \frac{X y}{y_2})}\right),$$

$$J_{d,2;K} = \frac{1}{M^2} \int dC_3(\{x\}, y) \frac{1}{x_1 \chi(y)} \ln \left(1 - \frac{1}{1 - x_1 + 1 (1 - x_2) y} \left[\frac{M^2 x_1 y + x_2 (1 - x_2) \chi(y)}{x_2 (1 - x_2) \chi(y)}\right]\right).$$

To extract the infrared poles from $J_{d,0;K}$ of Eq. (236) we first transform according to $y_2 = y_1 y'_{2}$ and then perform a sector decomposition of the unit square in $x_1$ and $y_1$: $[0, 1] \subset [0, 1] \subset [0, 1]$. Each sector is then mapped back into the unit square giving $J_{d,0;K} = J_{i,1} + J_{i,2}$, with

$$J_{i,1} = - (M^2)^{1-\epsilon/2} \Gamma^2 \left(1 + \frac{\epsilon}{2}\right) \int dC_3(\{x\}, \{y\}) x_1^{1-\epsilon} \chi(y_2)^{1-\epsilon/2}$$

$$+ \frac{\Gamma(2 + \epsilon)}{1 + \epsilon/2} \int dC_4(\{x\}, \{y\}) x_1^{1-\epsilon} \chi(y_2)^{1+\epsilon/2} \left[\frac{x_2 (1 - x_1)}{y_2 M^2}\right]^{1+\epsilon/2} 2F_1 \left(- \frac{x_2 (1 - x_1) \chi(y_2)}{M^2 y_2}\right),$$

$$J_{i,2} = - \frac{\Gamma(2 + \epsilon)}{1 + \epsilon/2} \int dC_4(\{x\}, \{y\}) x_1^{1-\epsilon} \chi(y_2)^{1-\epsilon} \left[\frac{x_2 (1 - x_1) \chi(y_2)}{y_2 x_2 (1 - x_1) y_2 \chi(y_2)}\right]^{1+\epsilon/2} 2F_1 \left(- \frac{M^2 x_1 y_2}{x_2 (1 - x_1) \chi(y_2)}\right).$$

For $J_{i,1}$ we have used the properties of the hypergeometric functions of related arguments (see app. D). In the first term of $J_{i,1}$, the integration over $x_1$ and $y_1$ is trivially performed giving the double infrared pole. The two terms containing the hypergeometric function are also divergent for $\epsilon \to 0$. The corresponding pole can be extracted as in Eq. (39). Setting $\epsilon = 0$ when possible, we get:

$$J_{d,0;K} = - \frac{1}{2} \frac{1}{M^2} (M^2)^{1-\epsilon/2} \Gamma^2 \left(1 + \frac{\epsilon}{2}\right) \int dC_4(\{x\}, \{y\}) \hat{J}_{d,0;K},$$

$$\hat{J}_{d,0;K} = \frac{1}{2} \epsilon \left[\frac{y_2}{y_2 \chi(y_2)}\right] 2F_1 \left(- \frac{x_2 y_1 \chi(y_2)}{M^2 y_2}\right) - \frac{1}{x_1 \chi(y_2)} \left[\frac{x_2 (1 - x_1)}{y_2 M^2}\right]^{1+\epsilon/2} 2F_1 \left(- \frac{M^2 x_1 y_2}{x_2 (1 - x_1) \chi(y_2)}\right).$$

$\chi_{K}$ has already been considered in section 5.6.1. The coefficients of its expansion $\chi_{K} = \chi_{K}^{1} + \chi_{K}^{2} + \chi_{K}^{3}$ are given in Eq. (174). Now we expand the hypergeometric functions around $\epsilon = 0$ according to Eq. (320) and perform everywhere the $x_1$ and $y_1$ integrations. Using properties of the dilogarithm we obtain:

$$\hat{J}_{d,0;K} = \frac{\Gamma(1 + \epsilon)}{M^2} \int_0^1 dx dy \left( - \frac{1}{2} \chi(y) \ln \eta_{d;K} + \frac{1}{2} \chi(y) \ln \eta_{d;K}\right)$$

$$- \text{Li}_2(\eta_{d;K}) - \ln \eta_{d;K} \ln (1 - \eta_{d;K}) + \frac{\zeta(2)}{2} \right),$$

$$\eta_{d;K} = \frac{x \chi(y)}{y M^2}.$$

The result of Eq. (241) can be cast in a form suited for numerical evaluation, by introducing the integrals $J_{n}^{K}$ already treated in section 5.3.2 (see Eq. (132)). Combining all terms together we finally write $J_{d,0;K}$ as

$$\vec{V}_{d}^{K} = - \frac{1}{M^2} \left(\frac{3}{2} \ln M^2 + 1\right) J_{0}^{d;K} - \frac{1}{2} J_{1}^{d} + J_{0}^{d;K},$$

$$J_{d,0;K} = - \frac{1}{M^2} \left(\frac{3}{2} \ln M^2 + 1\right) J_{0}^{d;K} - \frac{1}{2} J_{1}^{d} + J_{0}^{d;K}.$$
\[ V_0^{b_0} = \frac{1}{2M^2} \left\{ \frac{1}{8} (\ln^2 M^2 - 4 \ln M^2 - 10 \zeta(2) - 8) J_0^0 + \frac{1}{4} (5 \ln M^2 + 6) J_0^1 - \frac{1}{2} (\ln M^2 + 2) J_0^0 \right\} + \frac{3}{2} J_1^1 - \frac{7}{8} J_0^2 - \frac{1}{2} J_0^0 + 2 \int_0^1 dx \, dy \frac{1}{\chi(y)} \left[ \text{Li}_2(\eta_{d,k}) + \ln \eta_{d,k} \ln(1 - \eta_{d,k}) \right] \} - J_{d,1;k} - J_{d,2;k}. \]

### 5.7 The \( V^H \) diagram

Finally, we consider the \( V^H \)-family given in Fig. 11 which is representable as

\[ \pi^4 V^H = \mu^{2g} \int d^n q_1 d^n q_2 \frac{1}{[1]_H[2]_H[3]_H[4]_H[5]_H[6]_H}, \]

with propagators

\[ [1]_H = q_1^2 + m_1^2, \quad [2]_H = (q_1 - p_2)^2 + m_2^2, \quad [3]_H = (q_1 - q_2 + p_1)^2 + m_3^2, \]

\[ [4]_H = (q_1 - q_2 - p_2)^2 + m_4^2, \quad [5]_H = q_2^2 + m_5^2, \quad [6]_H = (q_2 - p_1)^2 + m_6^2, \]

This diagram has only one infrared configuration (shown in Fig. 12) which corresponds to \( m_1 = m_5 = 0 \), and \( p_1^2 = -m_3^2 = -m_6^2 = -m^2 \) \( p_2^2 = -m_2^2 = -m_4^2 = -M^2 \) At first we combine propagators \([1]_H - [4]_H \) with

![Image of the irreducible two-loop vertex diagrams \( V^H \). External momenta are flowing inwards.](image1)

Figure 11: The irreducible two-loop vertex diagrams \( V^H \). External momenta are flowing inwards.

![Image of the \( V^H \) infrared configurations.](image2)

Figure 12: The \( V^H \) infrared configurations. The photon line represents a general massless particle while dashed and solid lines refer to different massive particles.
Feynman parameters $x_1, x_2, x_3$,

$$\pi^4 V'' = \mu^{2\epsilon} \Gamma(4) \int d^n q_1 d^n q_2 \int dS_3(\{x\}) \frac{1}{[5]_\mu [6]_\mu} \frac{1}{(q_1^2 + 2 R_x \cdot q_1 + Q_x^2)^{1}},$$

where $x$-dependent quantities are

$$R_x = -x_2 q_2 - x_1 p_2 + x_3 P, \quad Q_x^2 = x_2 q_2^2 + 2 x_2 p_2 \cdot q_2 - 2 x_3 P \cdot q_2 \quad (248)$$

Integration over $q_1$ gives

$$\pi^2 V'' = \frac{\mu^{2\epsilon}}{\pi^{\epsilon/2}} \Gamma \left(2 + \frac{\epsilon}{2}\right) \int dS_3(\{x\}) \int dS_2(\{y\}) \frac{d^n q_2}{(q_2^2 + 2 P_x \cdot q_2 + M_x^2)^{2+\epsilon/2}}, \quad (249)$$

with new auxiliary quantities defined by

$$P_x = \frac{1}{x_2 (1 - x_2)} \left[ x_2 (1 - x_1) p_2 - x_3 (1 - x_2) P \right], \quad M_x^2 = \frac{1}{x_2 (1 - x_2)} \left[ x_1 p_2 - x_3 P \right]^2.$$ \quad (250)

Secondly, we combine the remaining propagators with Feynman parameters $y_1, y_2$: it follows

$$\pi^2 V'' = \frac{\mu^{2\epsilon}}{\pi^{\epsilon/2}} \Gamma \left(2 + \epsilon\right) \int dS_3(\{x\}) \int dC_2(\{y\}) \frac{d^n q_2}{(q_2^2 + 2 R_y \cdot q_2 + Q_y^2)^{2+\epsilon/2}},$$

where $y$-dependent quantities are $R_y = y_2 P_x - (y_1 - y_2) p_1$ and $Q_y^2 = y_2 M_x^2$. Integration over $q_2$ followed by a transformation $y_2 = y_1 y_2'$, gives

$$V'' = - \left( \frac{\mu^2}{\pi} \right)^\epsilon \Gamma(2 + \epsilon) \int dS_3(\{x\}) \int dC_2(\{y\}) \frac{d^n q_2}{(q_2^2 + 2 R_y \cdot q_2 + Q_y^2)^{1+\epsilon/2}}, \quad (252)$$

where $A_{n}$ and $B_{n}$ are

$$A_n = M_x^2 y_2 = \frac{y_2}{x_2 (1 - x_2)} \bar{\beta}(x_3, x_1), \quad B_n = - \left[ P_x y_2 - p_1 (1 - y_2) \right]^2 \bar{\bar{\beta}} \left( 1 - \frac{x_2 - x_3}{x_2} y_2, 1 - \frac{x_1 - x_2}{1 - x_2} y_2 \right). \quad (253)$$

and the quadratic $\bar{\bar{\beta}}$ is defined in Eq. (13). To proceed in the evaluation of the diagram we perform the following changes of variables

$$x_3 \rightarrow x_2 x_3, \quad x_2 \rightarrow x_1 x_2, \quad x_1 \rightarrow \frac{x_1}{1 - (1 - x_1) x_2}, \quad y_2 \rightarrow x_1 y_2, \quad (254)$$

and derive

$$V'' = - \left( \frac{\mu^2}{\pi} \right)^\epsilon \Gamma(2 + \epsilon) \int dC_2(\{x\}, y_2) x_2^{-\epsilon/2} \left[ x_2 (1 - x_1) x_2 \right]^{-1-\epsilon/2} x_2^{1+\epsilon/2} \bar{\bar{\beta}}$$

$$\bar{\bar{\gamma}}_n = \int_0^1 dy_2 \frac{y_2^{-\epsilon/2}}{A_n} (A_n + B_n y_1)^{-2-\epsilon} = \frac{2}{2 - \epsilon} A_n^{-2-\epsilon} F_1(2 + \epsilon, 1 + \frac{\epsilon}{2} ; 2 - \epsilon; \frac{B_n}{A_n}) \quad (255)$$

where $A_{n}, B_{n}$ factors are

$$A_n = \frac{x_1 y_2}{x_2 (1 - x_2)} \bar{\bar{\beta}}(x_3, x_3), \quad B_n = \bar{\bar{\beta}} \left( 1 - (1 - x_3) y_2, 1 - x_1 y_2 \right). \quad (256)$$

The quadratic form $\bar{\bar{\gamma}}$ is defined in Eq. (11). Using properties of the hypergeometric function and setting $\epsilon = 0$ whenever possible, we obtain:

$$V'' = \left( \frac{\mu^2}{\pi} \right)^\epsilon \Gamma \left( 1 - \frac{\epsilon}{2} \right) \Gamma \left( 1 + \frac{3}{2} \epsilon \right) \int dC_2(\{x\}, y_2) B_n^{1+\epsilon/2} \bar{\bar{\gamma}} \quad (257)$$
\[
V^\nu = x_1^{-1-2\epsilon} \left[ \frac{1 - (1 - x_1) x_2}{y_2} \right]^\epsilon [x_2 (1 - x_2)]^\nu \chi^{-1-3\epsilon/2}(x_2 x_3) + \frac{y_2}{x_1 y_2 \chi(x_2 x_3) + x_2 (1 - x_2) B^\nu}. \]

(258)

The first term in Eq. \(255\) is an integral of the type shown in Eq. \(3\) and the \(V^\nu\) diagram can be rewritten as

\[
V^\nu = \left( \frac{\mu^2}{\pi} \right)^\epsilon \Gamma \left( 1 - \frac{\epsilon}{2} \right) \Gamma \left( 1 + \frac{3}{2} \right) \left[ \frac{1}{2\epsilon} \int_0^1 dx_3 J_x J_y - J \right] \]

(259)

\[
J_x = \int_0^1 dx_2 x_2^2 (1 - x_2)^{2\epsilon} \chi^{-1-3\epsilon/2}(x_2 x_3), \quad J_y = \int_0^1 dy_2 y_2^{-\epsilon} \chi^{-1+\epsilon/2}(1 - (1 - x_3) y_2),
\]

(260)

\[
J = \int dC_4(x), y_2 \frac{1}{x_1 \chi(x_2 x_3)} \left[ \frac{x_2 (1 - x_2)}{x_1 y_2 \chi(x_2 x_3) + x_2 (1 - x_2) B^\nu - \frac{1}{B^0}} \right].
\]

(261)

Here we define \(B^0 = B^\nu(x_1 = 0) = \chi(1 - (1 - x_3) y_2)\). The quadratic forms corresponding to \(J_x\) and \(J_y\) can be treated according to:

\[
\chi^\nu(x_2 x_3) = \frac{1}{B^\nu} \left[ 1 - \frac{1}{2 (\mu + 1)} \left( x_2 - \frac{X}{x_3} \right) \right] \chi^{\nu+1}(x_2 x_3)
\]

\[
\chi^\nu(1 - (1 - x_3) y_2) = \frac{1}{B^\nu} \left[ 1 - \frac{1}{2 (\mu + 1)} \left( y_2 - \frac{X}{1 - x_3} \right) \right] \chi^{\nu+1}(1 - (1 - x_3) y_2).
\]

(262)

After integration by parts we write \(J_{x,y}\) as

\[
J_x = \frac{1}{2 B^\nu} \int_0^1 dx_2 [I_x^0 + I_x^1 \epsilon] \quad J_y = \frac{1}{2 B^\nu} \int_0^1 dy_2 [I_y^0 + I_y^1 \epsilon]
\]

(263)

\[
I_x^0 = \ln \chi(x_2 x_3) + \frac{X}{x_3} \ln \frac{\chi(x_3)}{\chi(0)} - \ln \chi(x_3) + 2
\]

\[
I_x^1 = -\frac{3}{4} \ln^2 \chi(x_2 x_3) + (\ln x_2 + 2 \ln(1 - x_2)) \ln \chi(x_2 x_3) - \frac{X}{x_2 x_3} \ln \frac{\chi(x_2 x_3)}{\chi(0)}
\]

\[
- \frac{2}{1 - x_2} \left( 1 - \frac{X}{x_3} \right) \ln \frac{\chi(x_2 x_3)}{\chi(0)} - \frac{3}{4} X \ln \frac{\chi(x_3)}{\chi(0)} \left[ \ln \chi(x_3) + \ln \chi(0) \right] + \frac{3}{4} \ln^2 \chi(x_3) - 6
\]

\[
I_y^0 = \ln \chi(1 - (1 - x_3) y) + \frac{X}{1 - x_3} \ln \frac{\chi(x_3)}{\chi(1)} - \ln \chi(x_3) + 2
\]

\[
I_y^1 = \frac{1}{4} \ln^2 \chi(1 - (1 - x_3) y) - \ln y \ln \chi(1 - (1 - x_3) y) + \frac{X}{y(1 - x_3)} \ln \frac{\chi(1 - (1 - x_3) y)}{\chi(1)}
\]

\[
+ \frac{1}{4} X \ln \frac{\chi(x_3)}{\chi(1)} \left[ \ln \chi(x_3) + \ln \chi(1) \right] - \frac{1}{4} \ln^2 \chi(x_3) + 2
\]

(264)

The computation of \(J\), Eqs. \(259\)–\(261\), is actually more involved. First of all we transform variables according to \(x_1’ = y_2 x_1\). For the term proportional to \(B^\nu\) we write \(1/x_1 = (1 - x_1)^2/x_1 + (2 - x_1)\). Now \(J\) is given by:

\[
J = \int dC_3(x) \int_{x_1}^{x_1'} dy_2 \chi \left\{ \frac{1}{x_1} \left[ \frac{x_2 (1 - x_2) (1 - x_1)^2}{x_1 \chi + x_2 (1 - x_2) \bar{\beta}_x} - \frac{1}{\bar{\beta}_x_1} \right] + \frac{x_2 (1 - x_2) (2 - x_1)}{x_1 \chi + x_2 (1 - x_2) \bar{\beta}_x} \right\}
\]

(265)

We have introduced shorthand notations:

\[
\chi = \chi(x_2 x_3), \quad \bar{\beta} = \bar{\beta}(1 - (1 - x_3) y_2, 1 - x_1), \quad \bar{\beta}_{x_1} = \chi(1 - (1 - x_3) y_2.
\]

(266)
Both terms of Eq. (205) are split, i.e.

\[ J = J_{11} + J_{12} + J_{21} + J_{22}, \quad J_{ij} = \int dC_3(\{x\}) J'_{ij}, \]

\[
J'_{11} = \int_{x_1}^{1} dy_2 \frac{1}{x_1 \chi} \left[ \frac{(1 - x_1)^2}{\beta} - \frac{1}{\beta x_1} \right], \quad J'_{12} = - \int_{x_1}^{1} dy_2 \frac{1}{\beta} \frac{1}{x_1 \chi + x_2 (1 - x_2) \beta},
\]

\[
J'_{21} = \int_{x_1}^{1} dy_2 \frac{1 - x_3}{\chi} \frac{x_2 (1 - x_2) (2 - x_1)}{x_1 \chi + x_2 (1 - x_2) \beta}, \quad J'_{22} = \int_{x_1}^{1} dy_2 \frac{x_3}{\chi} \frac{x_2 (1 - x_2) (2 - x_1)}{x_1 \chi + x_2 (1 - x_2) \beta}.
\] (267)

In order to compute \( J_{11} \), we use Eq. (202) to increase the power of \( \chi \) by one unit, while for \( \beta \) and \( \beta x_1 \) we use:

\[
\frac{(1 - x_1)^2}{\bar{\beta}} - \frac{1}{\bar{\beta} x_1} = - \frac{1}{2 B x} \left[ (y_2 - \frac{1 - (1 - x_1) \chi}{1 - x_3}) \frac{1}{\chi} \partial y_2 \ln \beta - (y_2 - \frac{1 - \chi}{1 - x_3}) \partial y_2 \ln \beta x_1 \right].
\] (268)

The presence of \((1 - x_1)^2\) is crucial in preventing spurious singularities at \( x_1 = 1 \). This is the reason of our splitting \( 1/x_1 = (1 - x_1)^2/x_1 + (2 - x_1) \). After integration by parts we get:

\[
J_{11} = \frac{1}{4 B^2 x} \int dC_4(\{x\}, y_2) I^0_x I_{11}
\]

\[
I_{11} = \frac{1 - x_1}{x_1} \left[ \ln \frac{\beta_0}{\beta_{00}} - \ln \frac{\beta_2}{\beta_{20}} \right] + \frac{x_3 - \chi}{x_1 (1 - x_3)} \ln \frac{\beta_0}{\beta_{10}} + \frac{\chi}{1 - x_3} \ln \frac{\beta_{00}}{\beta_0}
\] (270)

where \( I^0_x \) is given in Eq. (264) and the new quadratic forms are given by

\[
\beta_0 = \beta(x_3 + (1 - x_1) (1 - x_3) y, 1 - x_1), \quad \beta_{00} = \chi(x_3 + (1 - x_1) (1 - x_3) y),
\]

\[
\beta_1 = \beta(x_3, 1 - x_1), \quad \beta_{10} = \chi(x_3),
\]

\[
\beta_2 = \beta(1 - (1 - x_3) x_1, 1 - x_1), \quad \beta_{20} = \chi(1 - (1 - x_3) x_1).
\] (271)

It can be easily seen that the logarithms vanish when the denominator of the corresponding factor is zero. The result is then smooth enough to be integrated numerically.

For \( J_{12} \), we use Eq. (56) which in the present case reads as follows:

\[
12 \frac{(1 - x_1)^2}{\bar{\chi}} = \frac{1}{B x} \left[ \frac{1}{\chi} + \frac{1}{2 x_1 \chi} (y_2 - \frac{1 - (1 - x_1) \chi}{1 - x_3}) \partial y_2 \ln \left( 1 + \frac{x_1 \chi}{x_2 (1 - x_2) \beta} \right) \right].
\] (272)

\[
\bar{\chi} = x_1 \chi(x_2 x_3) + x_2 (1 - x_2) \beta(1 - (1 - x_3) y_2, 1 - x_1).
\] (273)

Now we integrate by parts, obtaining:

\[
J_{12} = \frac{1}{2 B x} \int dC_4(\{x\}, y_2) I_{12} - \frac{1}{B x} J_{s1}, \quad J_{s1} = \int dC_3(\{x\}) \int_{x_1}^{1} dy_2 \bar{\chi}^{-1},
\] (274)

\[
I_{12} = \frac{1 - x_1}{x_1 \chi} \left[ \ln \left( 1 + \frac{x_1 \chi}{x_2 (1 - x_2) \beta_0} \right) - \ln \left( 1 + \frac{x_1 \chi}{x_2 (1 - x_2) \beta_2} \right) \right]
\]

\[
+ \left( \chi \chi + \frac{x_3 - \chi}{x_1} \right) \frac{1}{(1 - x_3) \chi} \left[ \ln \left( 1 + \frac{x_1 \chi}{x_2 (1 - x_2) \beta_1} \right) - \ln \left( 1 + \frac{x_1 \chi}{x_2 (1 - x_2) \beta_2} \right) \right].
\] (275)

To compute \( J_{s1} \) we perform the change of variable \( y_2 \to (1 - y_2)/(1 - x_3) \), i.e.

\[
\int_0^1 dx_3 \int_0^1 dy_2 \to \left[ \int_0^1 dy_2 \int_0^{y_2} dx_3 - \int_0^1 dy_2 \int_0^{1 - (1 - y_2)/x_1} dx_3 \right] \frac{1}{1 - x_3}
\] (276)
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and obtain:
\[
J_{s1} = \int dC_3(\{x\}) \int_{x_3}^{1-(1-x_3)x_1} \frac{dy_2}{(1-x_3)\xi_s}, \quad \xi_s = x_1 \chi + x_2 (1-x_2) \beta_s, \quad \beta_s = \beta(y_2, 1-x_1).
\]

For \(\xi_s\) we have the following BST relation:
\[
\xi_s^{-1} = \frac{1}{B\chi \rho} \left\{ -\frac{1}{1} \left[ \left( x_3 - \frac{\chi}{x_2} \right) \partial_{x_3} + \left( y_2 - (1-x_1) \frac{\chi}{x_2} \right) \partial_{y_2} \right] \ln \xi_s \right\}, \quad \rho = x_1 + x_2 (1-x_2) (1-x_1)^2.
\]

Integration by parts gives:
\[
J_{s1} = \frac{1}{2 B\chi} \int dC_4(\{x\}, y_2) \frac{I_{s1}}{\rho}
\]

where the new quadratic forms, \(\xi_0\) etc, are given by
\[
\begin{align*}
\xi_0 &= x_1 \chi + x_2 (1-x_2) \beta_0, \\
\xi_1 &= x_1 \chi + x_2 (1-x_2) \beta_1, \\
\xi_2 &= x_1 \chi + x_2 (1-x_2) \beta_2, \\
\xi_3 &= x_1 \chi (0) + x_2 (1-x_2) \beta_3,
\end{align*}
\]

For \(J_{s1}\) we perform the same change of variable made for \(J_{s1}\) (Eq. 276), obtaining
\[
J_{s1} = \int_0^1 dx_1 dx_2 \left[ \int_0^{y_2} dy_2 \int_{1-x_1}^{1-(1-y_2)/x_1} dx_3 \right] \frac{x_2 (1-x_2) (2-x_1)}{\chi \xi_s}.
\]

Secondly, we use Eq. 350
\[
\frac{x_2 (1-x_2)}{\chi \xi_s} = \frac{1}{B\chi} \left[ \frac{x_2 (1-x_2)}{\xi_s} + \frac{1}{2 \beta_s} \left( x_3 - \frac{\chi}{x_2} \right) \partial_{x_3} \ln \left( 1 + \frac{x_2 (1-x_2)}{x_1 \chi} \right) \right],
\]

Similarly for \(J_{s2}\) we use:
\[
\frac{x_2 (1-x_2)}{\chi \xi} = \frac{1}{B\chi} \left[ \frac{x_2 (1-x_2)}{\xi} + \frac{1}{2 \beta_s} \left( x_2 - \frac{\chi}{x_3} \right) \partial_{x_2} \ln \left( 1 + \frac{x_2 (1-x_2)}{x_1 \chi} \right) \right].
\]

After integration by parts, we collect the results obtaining:
\[
J_2 = J_{s1} + J_{s2} = \frac{1}{2 B\chi} \int dC_4(\{x\}, y_2) \frac{(2-x_1) I_2}{2} + \frac{1}{2 B\chi} J_{s3},
\]

\[
I_2 = -\frac{1-x_1}{\beta_0} \ln \left( 1 + \frac{x_2 (1-x_2)}{x_1 \chi} \right) + \left( x_3 - \frac{\chi}{x_2} \right) \frac{1}{\beta_1} \ln \left( 1 + \frac{x_2 (1-x_2)}{x_1 \chi} \right)
\]

\[
- \left( x_3 - \frac{\chi}{x_2} \right) \frac{x_1}{\beta_2} \ln \left( 1 + \frac{x_2 (1-x_2)}{x_1 \chi} \right) + \frac{\chi}{x_2} \frac{1-x_1}{\beta_3} \ln \left( 1 + \frac{x_2 (1-x_2)}{x_1 \chi(0)} \right),
\]
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In this term the stability around $x$ is vanishing, i.e. in the collinear region. Next we combine \[ 5.8 \] Collinear limits of $V^\mu$. To compute $J_{s2}$ we use the same techniques already used for $J_{s1}$ and obtain
\[
J_{s2} = \frac{1}{2 B^x} \int dC_4(\{x\}, y_2) (2 - x_1) \left[ \frac{x_2 X_\chi + (1 - x_2) \overline{X}_\chi}{\rho} I_{s1} + \frac{1 - 2 x_2}{\rho} I_{s2} \right],
\]
\[
I_{s2} = 2 x_2 (1 - x_1) (1 - x_3) \ln \xi_0 + \left[ 1 - (1 - x_1) x_2 \right] \overline{X}_\chi \ln \xi_1
\]
\[- \left[ x_2 (1 - x_1) X_\chi + x_1 \overline{X}_\chi \right] \ln \xi_2 - (1 - x_1) \overline{X}_\chi \ln \xi_3 + 2 x_2 (1 - x_1) (1 - x_3)
\]

Summarying, we write the result for $V^\mu$ as
\[
\left[ V^\mu \right] = - \left( \frac{\mu^2}{\pi} \right)^{\epsilon} (1 + \epsilon) \left( \frac{1}{\epsilon} V^\mu_{21} + V^\mu_0 \right)
\]

\[
V^\mu_{21} = - \frac{1}{8 B^2} \int dC_4(\{x\}, y_2) I^0_x I^0_y,
\]
\[
V^\mu_0 = \int dC_4(\{x\}, y_2) \left\{ \frac{1}{2 B^x} \left[ I_{12} + (2 - x_1) I_2 \right] + \frac{1}{4 B^2} \left[ - \frac{1}{2} (I^0_x I^0_y + I^2_x I^0_y) \right.ight.
\]
\[ \left. + I^0_x I_1 + \frac{(2 - x_1) [2 x_2 X_\chi + (1 - x_2) \overline{X}_\chi] - 2}{\rho} I_{s1} + (2 - x_1) \frac{1 - 2 x_2}{\rho} I_{s2} \right] \}
\]

5.8 Collinear limits of $V^\mu$

In the previous section we have derived a suitable integral representation for the $V^\mu$ diagram in a generic infrared configuration and for arbitrary value of the masses. The resulting representation is stable and can be computed numerically even if it contains several polynomial denominators depending on the integration variables. This is made possible because each denominator is multiplied by a logarithm or a polylogarithm which vanishes exactly at the zeros of the denominator. However it can happen that, for some values of the masses, this compensation is delayed and there we encounter numerical instabilities, revealing a region where the integrand has strong peaks. This is always the case when one of the two masses in the diagram (or both) is vanishing, i.e. in the collinear region.

For example, if we consider the expression of $I^0_x$ of Eq.\[ 214 \] the second term is proportional to:
\[
\frac{1}{x_3} \ln \frac{\overline{X}(x_3)}{\overline{X}(0)} = \frac{1}{x_3} \ln \left( 1 + \frac{P^2 x_3 + P^2 - M^2 + m^2}{M^2} x_3 \right)
\]

In this term the stability around $x_3 = 0$ is at stake when $M^2$ is small compared to $|P^2|$. In all these cases one has to compute explicitly the leading behaviour of the diagram, leaving a stable remainder. We have considered the following collinear limits of $V^\mu$: a) $m^2 = M^2 \ll |P^2|$ and b) $m^2 \ll M^2 \ll |P^2|$. In both cases, we have found that it is better to change Feynman parametrization and proceed in the following way (see also \[ 5 \] section 12.2 ). Starting from Eq.\[ 214 \], we first combine propagators $[1]_{\mu} - [2]_{\mu}$ with parameter $z_1$, propagators $[3]_{\mu} - [4]_{\mu}$ with $z_2$ and $[5]_{\mu} - [6]_{\mu}$ with $z_3$:
\[
\pi^4 V^\mu_{0} = \mu^2 \int dC_3(\{z\}) \int d^n q_{1} d^n q_{2} \frac{1}{[12]_{\mu}^{2} [34]_{\mu}^{2} [56]_{\mu}^{2}},
\]
\[
[12]_{\mu} = [1]_{\mu} (1 - z_1) + [2]_{\mu} z_1, \quad [34]_{\mu} = [4]_{\mu} (1 - z_2) + [3]_{\mu} z_2, \quad [56]_{\mu} = [5]_{\mu} (1 - z_3) + [6]_{\mu} z_3.
\]

Next we combine $[12]_{\mu} - [34]_{\mu}$ with parameter $x$ and integrate in $q_1$, obtaining:
\[
\pi^2 V^\mu_{0} = \mu^2 \Gamma \left( 2 + \frac{\epsilon}{2} \right) \frac{1}{2} \int_0^1 dx \int dC_3(\{z\}) \left[ x (1 - x) \right]^{1 - \epsilon/2} \int d^n q_{2} \frac{1}{[1234]_{\mu}^{2 + \epsilon/2} [56]_{\mu}^{2}},
\]
\[ [1234]_{n} = [q_2 + (1 - z_1) p_2 - z_2 P]^2 + \frac{\chi(z_1; p_2^2; m_1^2, m_2^2)}{x} + \frac{\chi(z_2; P^2; m_3^2, m_3^2)}{1 - x}, \]  
with \( \chi \) defined in Eq. (43). Finally we introduce the parameter \( y \) for the remaining two denominators and integrate in \( q_2 \):

\[ V_0'' = - \left( \frac{\mu^2}{p^2 \pi} \right)^\epsilon \Gamma (2 + \epsilon) \int_0^1 \int_0^1 \int dC_3 \{ \chi \} \left[ x y (1 - x) \right]^{1+\epsilon/2} (1 - y) U_n^{-2-\epsilon} \]

\[ U_n = x y (1 - x) (1 - y) \left[ - P^2 (z_2 - z_3) (1 - z_1 - z_2) + p_1^2 (z_2 - z_3) (1 - z_1 - z_3) + p_2^2 (1 - z_1 - z_3) (1 - z_1 - z_2) \right] + y (1 - x) \chi(z_1; p_2^2; m_1^2, m_2^2) + x y \chi(z_2; P^2; m_3^2, m_3^2) + x (1 - x) (1 - y) \chi(z_3; p_2^2; m_3^2, m_3^2) \]

Inserting the values corresponding to the infrared configuration of Fig. 12 we get (after the change of variable \( z_3 \to 1 - z_3 \)):

\[ V_0'' = - \left( \frac{\mu^2}{p^2 \pi} \right)^\epsilon \Gamma (2 + \epsilon) \int_0^1 \int dC_5 \{ x, y, \{ z \} \} \left[ x y (1 - x) \right]^{1+\epsilon/2} (1 - y) \left( a_0 + a_m \epsilon_m + a_M \epsilon_M \right)^{-2-\epsilon} \]

\[ a_0 = x y \left\{ (1 - x) (1 - y) \{ z_1 z_2 z_3 + (1 - z_1) (1 - z_2) (1 - z_3) \} + (x + y - x y) z_2 (1 - z_2) \right\} \]

\[ a_m = x \left\{ y (1 - x) (1 - y) \{ z_1 z_2 + z_2 (1 - z_3) + (1 - z_1) (1 - z_4) \} + (1 - x) (1 - y) z_2^2 + y (x + y - x y) z_2 \right\} \]

\[ a_M = y \left\{ x (1 - x) (1 - y) \{ z_1 z_3 + z_1 (1 - z_2) + (1 - z_2) (1 - z_3) \} + (1 - x + x y) z_2^2 + (x + y - x y) (1 - z_2) \right\} \]

We have also introduced the (small) ratios \( \epsilon_m = m^2 / P^2 \) and \( \epsilon_M = M^2 / P^2 \). The polynomials \( a_0, a_1 \) and \( a_2 \) are positive definite in the integration region, but vanish at the hedge. These zeros are responsible for the infrared pole and the collinear divergencies.

At first we perform a Mellin-Barnes splitting, once for case a) and twice for case b):

\[ a) \quad V_0'' = - \left( \frac{\mu^2}{p^2 \pi} \right)^\epsilon \Gamma (2 + \epsilon) \frac{1}{2 \pi i} \int_{-i\infty}^{+i\infty} ds \ B (s, 2 + \epsilon - s) \]

\[ \times \int dC_5 \{ x, y, \{ z \} \} \left[ x y (1 - x) \right]^{1+\epsilon/2} (1 - y) \ a_0^{-s} (a_m + a_M)^{s-2-\epsilon} \epsilon_m^{s-2-\epsilon} \]

\[ b) \quad V_0'' = - \left( \frac{\mu^2}{p^2 \pi} \right)^\epsilon \Gamma (2 + \epsilon) \frac{1}{2 \pi i} \int_{-i\infty}^{+i\infty} ds dt \ B (s, 2 + \epsilon - s) B (t, s - t) \]

\[ \times \int dC_5 \{ x, y, \{ z \} \} \left[ x y (1 - x) \right]^{1+\epsilon/2} (1 - y) \ a_0^{-t} (a_m \epsilon_m)^{s-2-\epsilon} (a_M \epsilon_M)^{t-s} \]

where \( 0 < \Re s < 2 + \epsilon \) and \( 0 < \Re t < \Re s \). For the \( s \) and \( t \) integrations we close the integration contour in the positive real half-plane and compute the residues at the poles of \( s \) and \( t \) (which are \( t \sim s \sim n + \alpha \epsilon \), \( n \geq 2 \)). Since we are interested in the leading behaviour in \( \epsilon_m \to 0 \) and \( \epsilon_M \to 0 \), we restrict our attention to the poles at \( n = 2 \) (higher values of \( n \) would lead to terms proportional to \( \epsilon_m^{n-2} \) or \( \epsilon_M^{n-2} \)).

A problem connected to case b) is the appearance of poles at \( t = 2 + \epsilon \) together with poles at \( t = s \) and \( s = 2 + \epsilon \). The residue of these poles in \( t \) generates terms containing all powers of \( \epsilon_m / \epsilon_M \); without an assumption on the value of the ratio \( \epsilon_m / \epsilon_M \), we would be forced to consider all poles at \( s = n + \alpha \epsilon \) (\( n \geq 2 \)) and to resum the series. For this reason we limit our analysis to \( m^2 \ll M^2 \) and neglect in this way all contributions proportional to \( m^2 / M^2 \).

The poles in \( s \) and \( t \) come from the integration over Feynman parameters and are, obviously, related to the zeros of \( a_0, a_1 \) and \( a_2 \). These three polynomials can vanish only at the end point of the integration region; in order to bring all the zeros to the origin, we first split the integration domain of each variable (for \( x \) and \( y \) this is actually not necessary) according to the following rule:

\[ \int_0^1 dz f(z) = \left[ \int_0^{1/2} dz + \int_{1/2}^1 dz \right] f(z) = \frac{1}{2} \int_0^1 dz \left[ f\left(\frac{z}{2}\right) + f\left(\frac{2-z}{2}\right) \right] . \]
In this way we disentangle $z = 0$ from $z = 1$; then we remap each sector into $[0, 1]$, moving all end-point singularities in $z = 0$. Applying this decomposition to the $z_i$ integrals we obtain eight new integrals. Consider one of the integrals generated in case a) where the poles are at $s = 2 + \alpha \epsilon$,

$$I(s) = \int dC_5(x, y, \{z\}) (xy)^{1-s+\epsilon/2} (1-x)^{1+\epsilon/2} (1-y) \, \mathcal{A}_{a1}^{-s} (B_{a1} \epsilon_m)^{s-2-\epsilon}$$

$$A_{a1} = (1-x) (1-y) [z_1 z_2 z_3 + (2-z_1)(2-z_2)(2-z_3)] + 2 (x + y - x y) z_2 (2-z_2)$$

$$B_{a1} = (1-x) [2 xy (1-y)(4-2z_3 + z_1 z_3) + y (1-x + x y) z_1^2 + x (1-y)^2 (2-z_3)^2] + 4 x y (x + y - x y)$$

To extract the proper behavior around $x = y = 0$, we apply a sector decomposition (see section 3.2):

$$I(s) = \int dC_5(x, y, \{z\}) (xy)^{1-s} (1-x) [y^{\epsilon/2} (1-x)^{1+\epsilon/2} A_{a1}^{-s} B_{a1}^{s-2-\epsilon}$$

$$+ x^{\epsilon/2} (1-y)^{\epsilon/2} (1-y) \mathcal{A}_{a1,1}^{-s} B_{a1,1}^{s-2-\epsilon}] \epsilon_m^{s-2-\epsilon}$$

$$A_{a1,1} = (1-x) (1-y) [z_1 z_2 z_3 + (2-z_1)(2-z_2)(2-z_3)] + 2 x (1+x-y) z_2 (2-z_2)$$

$$B_{a1,1} = 2 xy (1-x)(1-y)(4-2z_3 + z_1 z_3) + y (1-x + x y) z_1^2 + (1-x)(1-y)^2 (2-z_3)^2] + 4 x y (1+x-y) z_2 (2-z_2)$$

$$B_{a1,2} = 2 xy (1-x)(1-y)(4-2z_3 + z_1 z_3) + (1-x)(1-y + x y + y^2) z_1^2 + x (1-x) y (1-y)^2 (2-z_3)^2] + 4 x y^2 (1+x-y)$$

The poles are at $s = 2 + \epsilon/2$ and $s = 2$ (both $B_{a1,1}$ and $B_{a1,2}$ are not vanishing at $x = y = 0$). And we use Eq. (302) to extract the poles. All integrals that appear in the evaluation of the diagram have been analyzed according to this strategy. The coefficients of the collinear logarithms are computed with a numerical integration with a result that agrees with all analytical expansions which have been presented in the literature.

Our numerical findings can be summarized by means of the following formulas:

$$V'' = - \left( \frac{\mu^2}{P^2 \pi} \right)^\epsilon \Gamma (1+\epsilon) \left[ V''_{-1} \epsilon^{-1} + V''_0 \right],$$

For case a) we obtain

$$V''_i = -\frac{1}{P^2} \sum_{n=0}^i \frac{a_n^{(i)} \ln m^2 P^2 + O \left( \frac{m^2}{P^2} \right) + O \left( \frac{m^2 - M^2}{m^2 + M^2} \right)}{P^2}, \quad i = -1, 0$$

$$a_0^{(-1)} = -2.40409(3), \quad a_1^{(-1)} = -3.289868(2), \quad a_2^{(-1)} = 0, \quad a_3^{(-1)} = -\frac{2}{3}, \quad a_4^{(-1)} = 0,$$

$$a_0^{(0)} = -10.007(2), \quad a_1^{(0)} = 1.2020(2), \quad a_2^{(0)} = 4.934802(8), \quad a_3^{(0)} = 0, \quad a_4^{(0)} = \frac{1}{8}.$$ 

For case b)

$$V''_i = -\frac{1}{P^2} \sum_{n,k=0}^i b_n^{(i)} \ln m^2 P^2 \ln k M^2 P^2 + O \left( \frac{m^2}{P^2} \right) + O \left( \frac{m^2}{P^2} \right), \quad i = -1, 0$$

$$b_0^{(-1)} = -2.40411(3), \quad b_1^{(-1)} = 0, \quad b_2^{(-1)} = 0, \quad b_3^{(-1)} = -1.648384(1), \quad b_4^{(-1)} = 0,$$

$$b_0^{(0)} = 0.8118(3), \quad b_1^{(0)} = 3.00514(3), \quad b_2^{(0)} = -4.20720(5), \quad b_3^{(0)} = 1.23370(1), \quad b_4^{(0)} = 0,$$

$$b_0^{(1)} = \frac{1}{24}, \quad b_1^{(1)} = \frac{1}{12}, \quad b_2^{(1)} = 0, \quad b_3^{(1)} = -\frac{1}{12}, \quad b_4^{(1)} = \frac{1}{8}.$$ 

(310)
5.9 A detailed study of the $V^H$ configurations

We use $V^H$ as a prototype for discussing the classification of configurations that, for each family of diagrams, are infrared divergent (at least the QED-like). The tools are the corresponding Landau equations and a necessary condition for some configuration to be infrared divergent is that the Landau equations are satisfied. At first we enumerate internal masses and internal vertices of $V^H$, as done in Fig. 13. Then we look for a non-trivial solution of the Landau equations where $P^2$ or $p_i^2$ are unconstrained and one or two internal masses are zero, according to the rules of the standard model: there is no tri-linear vertex with two photon lines. In this operation particular care must be devoted in recognizing topologically equivalent diagrams. An example is illustrated in Fig. 14 where it would be enough to compute our standard definition for $V^H$ and to perform a permutation of its arguments. The equivalence can be shown by simply enumerating the internal vertices and corresponds to $(12345) \leftrightarrow (34521)$. A second example is given in Fig. 15 where the equivalence is $(12345) \leftrightarrow (14325)$. For all diagrams but $V^H$ we can solve the set of Landau equations, looking for the leading or the sub-leading singularities, in the general case and we have an explicit condition on internal masses and external momenta which express the singular configurations. For $V^H$ there is no known general expression and the set of eight equations that we can write must be examined configuration by configuration. For instance, given propagators $[i]_H$, $i = 1 \cdots 6$, the standard configuration with $p_2^2 = -M^2$, $p_3^2 = -m^2$, $m_1 = m_3 = m$, and $m_4 = m_5 = M$, $m_2 = m_6 = 0$, has a solution with $P^2$ unconstrained, $\alpha_2, \alpha_6 \neq 0$ and $\alpha_1 = \alpha_3 = \alpha_4 = \alpha_5 = 0$. Clearly, this has to be put in correspondence with a non-leading singularity; we stress that to have a non-trivial solution is the necessary condition for a singularity, but the
Figure 15: Equivalence of two configurations of the $V^H$-type containing two internal photonic lines.

The final presence of the singularity follows from infrared power-counting. Indeed, this configuration of $V^H$ has a single pole at $\epsilon = 0$, as well-known.

The configuration where $m_1 = m_5 = 0$ needs not to be considered, given the equivalence of Fig. 15. This exhausts the configurations where we have two internal photons, no tri-linear couplings with two photonic legs and both photons attached to a current with one external, on-shell, line. If the last condition is relaxed we can consider a configuration $m_1 = m_4 = 0$, $m_3 = m_6 = m$, $m_2 = m_5 = M$ where we only require that both lines attached to a photon have the same mass. From the system of Landau equations we observe a possible solution with only $\alpha_1 \neq 0$ which requires $p_2^2 = -M^2$ (on-shell condition) and some peculiar relation between $P^2$ and $p_1^2$, namely $p_1^2 = -2 \left(-Mm + 1/2 M^2 - 1/2 P^2\right)$. Finally, we consider the case of only one internal photon. The typical configuration has $p_1^2 = -M^2$, $p_2^2 = -m^2$, and $m_1 = m_3 = m$, $m_4 = m_5 = M_1$, $m_2 = 0$, $m_6 = M_2$. This is a non-trivial solution but infrared power counting shows that it does not correspond to a singularity. One starts from some parametrization of the diagram, performs sector decomposition and obtains expressions of the form given in Eq. 27 with $A \geq 0$.

6 Behaviour of two - loop vertices in the collinear limit

All results derived in this paper have a common property: diagrams are given in terms of integral representations where integrands are smooth functions thus allowing for a stable numerical integration. These integral representations have been obtained in several ways: we have used BST functional relations which force the appearance of $\chi$ factors in the denominator; their zeros correspond to anomalous (normal) thresholds of the diagram. Far from threshold we register very good stability in the numerical integration, but even near threshold we have been able to find quite stable results.

For those cases where we have not been able to find the proper BST algorithm we, nevertheless, succeeded in writing an integral representation of the following form:

$$\int dC_k(\{x\}) \frac{1}{A} \ln \left(1 + \frac{A}{B}\right) \quad \text{or} \quad \int dC_k(\{x\}) \frac{1}{A} \text{Li}_n \left(\frac{A}{B}\right)$$

(312)

where $A, B$ are multivariate polynomials in the Feynman parameters. These representations generalize the class of Nielsen polylogarithms where we only deal with monomials in one variable. In a word, two - loop diagrams are always reducible to combinations of integrals of the type given in Eq. 312 where the usual monomials that appear in the integral representation of Nielsen - Goncharov generalized polylogarithms are replaced by multivariate polynomials of arbitrary degree. We have made no attempt towards an analytical classification of these new transcendental functions; rather, we compute them numerically, possibly after the elimination of apparent singularities by means of sector decomposition techniques.

Problems with numerical integration arise whenever $A$ and $B$ become small in the same region of Feynman parameters and this usually occurs when some mass is much smaller then the largest scale of the diagram,
In the collinear regions. In order to have a better understanding of the collinear limit, we consider the case of Eq. (243); here one of the terms in our representation is

$$\int_0^1 dx \, dy \, \frac{1}{\chi(y)} \ln 2 \left( \frac{x \chi(y)}{y M^2} \right)$$

where $\chi(y) = y \left[ -P^2 y^2 + (P^2 - m^2 + M^2) y + m^2 \right]$, $B \equiv M^2 y$. (313)

Here numerical instabilities may arise from two specific regions: $M^2$ is much smaller than $A$ which means that $B$ is always small, $m^2$ is much smaller than $|P^2|$ so that one zero of $A$ is near $y = 0$, where also $B$ vanishes. Both regions are indeed of collinear nature. To conclude this section we list some useful expansions of one-dimensional integrals which occur in our results. The following formulae are used to extract collinear logarithms in order to obtain numerical stability in the collinear regions.

The expansions have been implemented in the procedure of numerical integration which decides if we need to compute the diagram in the collinear region or not and uses the collinear expansion or the initial integral representation.

All collinear divergencies occur at the border of the integration domain which, for one-dimensional integrals means $x = 0$ or $x = 1$. The latter case can always be eliminated with a change of variable, $x \to 1 - x$. Therefore, all integrals in collinear regions which occur in our results can be cast in one of the following forms, where $Q(x) = ax^2 + bx + c - i \delta$, with $\delta \to 0_+$ and $R(x) = Q(x)/(d x)$:

$$I_0^{k,n} = \int_0^1 dx \, \ln^k \frac{Q(x)}{d x}, \quad I_1^1 = \int_0^1 dx \, \ln \left( 1 + \frac{1}{R(x)} \right), \quad I_1^n = \int_0^1 dx \, \ln \left( -\frac{1}{R(x)} \right),$$

$$I_2^2 = \int_0^1 dx \, \ln (1 + R(x)), \quad I_2^n = \int_0^1 dx \, \ln \left( -R(x) \right), \quad I_3 = \int_0^1 dx \, \ln R(x) \ln(1-R(x)).$$

In our example we find a $I_2^2$ and the two unstable cases correspond respectively to $d \to 0$ and $c \to 0$.

When $d \to 0$, the behaviour of $I_0^{k,n}$ is trivial and $I_1^1$ is regular. Furthermore, to extract the divergency for $I_2^2$ and $I_3$ it is enough to use well-known relations among (poly)logarithms of argument $z$ and $1/z$ and then apply the BST method (Eq. (57) and Eq. (54)). After integration by parts, the logarithmic behaviour in $d$ arises naturally without any expansion. The results, collected in appendix B are therefore valid everywhere. In order to extract the divergent behaviour for $c \to 0$, we proceed in the following way:

$$\int_0^1 dx \, f(x, Q(x)) = \int_0^1 dx \, [f(x, Q(x)) - f(x, bx)] + \int_0^1 dx \, f(x, bx + c) + \int_0^1 dx \, [f(x, bx) - f(x, bx + c)],$$

where $f$ is one of the (poly)logarithms of Eq. (8110). Only the second integral in Eq. (8110) is divergent when $c \to 0$, we can set $c = 0$ in the first (subtracted) term and the third one is $O(c)$. The results for the expansion are again listed in appendix E.

### 7 Numerical Results

In this section we present numerical results for infrared configurations corresponding to two-loop three-point scalar functions. All results are computed numerically using the analytical expressions given in this paper. A particular attention has been devoted to collinear regions where the mass of the outgoing particles is small compared to the incoming momentum.

In our general program, aimed to a numerical evaluation of multi-loop, multi-leg Feynman diagrams we have developed a set of FORTRAN/77 codes which go from standard $A_0, \ldots, D_0$ functions to diagrams presented in this paper. This new ensemble of programs which includes the treatment of complex poles will succeed to the corresponding Library of TOPAZO.

The whole collection of codes is heavily based on the NAG-library; while completing the analysis it became natural to consider a migration of the whole set of programs to a stand-alone, FORTRAN/95 version. The outcome of our decision is a brand-new version of our numerical code, LoopBack, which is fully based on quasi-Monte Carlo methods (with a possible extension to a parallelized version) and is presently
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under construction. Our FORTRAN/95 version has been adapted from the automatic multi-dimensional integration subroutine DKBVRC, written by Alan Genz; DKBVRC uses randomized Korobov rules. In the migration to FORTRAN/95 we have experienced huge gains in CPU-time, a better numerical precision and we foresee a future release of the code, although the numbers produced for this paper still rely on the (by now) old version. For present numerical results all the vertices are evaluated using the routine D01GDF or D01EAF. The first routine is based on the Korobov-Conroy number theoretic method with a Monte-Carlo error estimate, while the second one uses an adaptive subdivision strategy.

For those configurations where we could compare with analytical results we have adapted our setup to match the known examples. Alternatively we have considered few physically relevant cases, selected among those not presented in the literature, and extracted from processes like $Z^* \to f f$, $H^* \to W^+W^-$, $t \to W^+b$, etc. In this paper we use the following input parameter set:

\[
M_W = 80.380 \text{ GeV}, \quad M_Z = 91.1875 \text{ GeV}, \quad M_H = 150 \text{ GeV}
\]

\[
m_t = 174.3 \text{ GeV}, \quad m_b = 4 \text{ GeV}, \quad m_e = 0.510999 \text{ MeV}
\]

Comparisons have been performed with and the results are shown in Tab. 1 Tab. 3 Tab. 5 Tab. 8 Tab. 10 and Tab. 12 with and the results are shown in Tab. 13 with and the results are shown in Tab. 14. In the comparison with the work of Bonciani - Mastrolia - Remiddi, the evaluated finite part is defined through the following expansion 2:

\[
V_{a;i} = V_{a;i}^{-1} \frac{1}{c^2} + V_{a;i}^{-1} \frac{1}{\epsilon} + V_{0;i}, \quad \text{etc.}
\]

For the comparison with the work of Davydychev - Kalmykov we use $V_a^K$ of Fig. 30 with $m_1 = m_2 = m_3 = 180 \text{ GeV}$, $m_i = 0, i \geq 4$ and $p_t^2 = 0$ (which is related to $H^* \to gg$). We compute

\[
V_a^K = \left( \frac{\mu^2}{\pi} \right)^{\epsilon} \Gamma^2 \left( 1 + \frac{\epsilon}{2} \right) \left( V_{-2,K} \frac{1}{c^2} + V_{-1,K} \frac{1}{\epsilon} + V_{0,K} \right).
\]

Note that the presence of a double pole in Eq. 318 reflects a collinear singularity besides the infrared one.

For all comparisons performed in this paper we have found an excellent agreement with analytical calculations, therefore signaling a satisfactory status of the overall goodness of our numerical algorithms. Needless to say, we have been able to produce results having no counter-examples in the literature.

In Tab. 10 we give a sample of results for the numerical integration of tensor integrals. The relevant message is that all analytical expressions which have been implemented in our code for tensor integrals has been derived using the same techniques already used for scalar configurations.

The topology chosen for tensor integrals is $V_{c;K}$, which enters in the computation of the fermionic corrections to $\sin^2 \theta_{\text{eff}}$ and these results have been already used in [4]; this emphasizes the overall relevance of our results.

The tensor structure considered in this brief example is:

\[
V_{c;K} = \frac{\mu^2}{\pi^4} \int \prod_{l=1}^{d-1} \frac{d^n q_l d^n q_2}{[l]_K} \int d^n q_1 d^n q_2 \prod_{l=1}^{d-1} \frac{q_{l\mu}}{[l]_K} = \left( \frac{\mu^2}{\pi} \right)^\epsilon \prod_{l=1}^{d-1} \frac{q_{l\mu}}{[l]_K} \int \prod_{l=1}^{d-1} \frac{d^n q_l d^n q_2}{[l]_K} = \sum_{j=1}^{2} V_{c;K}[i_j] p_j^{\mu},
\]

where $[l]_K$ has been defined in Eq. 148. The $\epsilon$ expansion for the coefficients is $V_{c;K} = V_{c;K}^{-1} \epsilon + V_{c;K}^0$.

\[\text{Note that these authors define } n = 4 - 2 \epsilon. \text{ Therefore the } \epsilon \text{ of the following formula corresponds to } 2 \epsilon \text{ of [15].}\]

\[\text{In several cases we had to code the analytical results since the authors did not present explicit numerical results.}\]
8 Conclusions

In this paper we have analyzed a special component of our project aimed to a numerical evaluation of physical observables at the two-loop level: since QED/QCD are an integral part of any realistic theory and they are characterized by the exchange/emission of massless gauge-bosons leading to infrared divergent parts we had to prove that infrared and also collinear configurations can be treated within the same class of algorithms which we have used for massive configurations or, at least, within some simple extension of them.

The main result, therefore, has been to assemble relatively simple expressions for scalar two-loop vertices in a systematic and coherent manner so that they can be used for practical calculations. Our results introduce integral representations which are well suited for numerical integration and represent a generalization of the familiar Nielsen - Goncharov multivariate polylogarithms.

Confining most of the paper to scalar configurations should not be confused with a limitation of the method. Tensor integrals that arise in any non-trivial theory, due to the spin structure, simply add extra polynomials of Feynman parameters in the integral representations of the diagrams. One can easily see, for instance from Eq. (73), that these additional polynomials can only change the numerator structure inside Eq. (76) which is at the basis of our results: we simply get an hypergeometric function with a different list of arguments and the whole derivation can be carried through along the same lines used for a scalar integrand.

Another important issue that has been addressed in this paper concerns the systematization of any procedure for implementing infrared divergent graphs in a realistic calculation, at least when using a modern language and when considering QED (and also QCD) as embedded into a larger theory. Indeed, QED alone with a massive regulator has been treated long ago in a seminal paper by Cvitanovic and Kinoshita [24].

In the final stage of our project we will generate diagrams with the help of GraphShot [31]: each diagram where an internal photon (or gluon) line appears will be subjected to a special investigation, namely the corresponding Landau equations will be examined. As soon as they are fulfilled by the kinematical configuration that we are scanning and as soon as the filter of infrared power-counting is passed we know that the configuration is infrared singular and the appropriate subroutine will be initialized returning numerical answers for the residues and the finite part. Understanding these motivations will hopefully explain our preference for extending the numerical treatment to infrared divergent configuration despite the recent, spectacular, progress in analytical evaluation.

For instance, one of our configurations, $V^K$, has been already computed by Davydychev and Smirnov [15] in the limit $m^2 \ll M^2, |P^2|$; we have found excellent agreement and have able to extend the numerical results to all values of $m$, therefore allowing for QCD corrections to the top quark decay without approximations for internal masses. For another setup of the same $V^K$ configuration we have another result by Davydychev and Kalmykov [12] which is relevant for Higgs decay into two photons or two gluons; again we found excellent agreement and are able to produce numerical results for the same diagram embedded into the standard model, e.g. also with W-lines and not only gluons outside the inner massive quark loop. Furthermore, we have been able to perform a numerical test of several analytical results by Bonciani, Mastrolia and Remiddi [15] corresponding to the whole set of two-loop topologies.

To summarize, we have been able to present all formulas that form the basis for numerical evaluation of infrared residues and infrared finite parts of arbitrary infrared configurations of two-loop vertices. The language may sound unfamiliar but our results have far reaching consequences; for instance, some of the results presented here have already been used for computing two - loop electroweak pseudo - observables [7].
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A  Taylor and Laurent expansion of Euler’s functions

Here we collect results needed in expanding Euler’s functions; $\gamma$ is the Euler constant and $\zeta(x)$ is the Riemann zeta function.

\[
\Gamma(1 + z) = 1 + \sum_{n=1}^{\infty} G_n z^n, \quad \Gamma(z) = \frac{\Gamma(1 + z)}{z} = \frac{1}{z} + \sum_{n=0}^{\infty} G_{n+1} z^n,
\]

\[
G_1 = -\gamma, \quad G_2 = \frac{\zeta(2)}{2}, \quad G_3 = -\frac{1}{6} [\zeta(3) - \zeta(2) \gamma + 2 \zeta(3)].
\]

\[
G_4 = \frac{1}{24} \gamma^4 + \frac{1}{4} \zeta(2) \gamma^2 + \frac{1}{8} \zeta^2(2) + \frac{1}{3} \zeta(3) \gamma + \frac{1}{4} \zeta(4).
\]

(B) Nielsen polylogarithms

Throughout the paper we have used $(n, p$ are positive integers)

\[
S_{n,p}(z) = \frac{(-1)^{n+p-1}}{(n-1)! p!} \int_0^1 dx \frac{dx}{x} \ln^{n-1} x \ln^p(1-z x), \quad S_{n-1,1}(z) = \text{Li}_n(z)
\]

(C) Properties of the hypergeometric function

The Gauss hypergeometric function \cite{27} is defined by:

\[
2F_1(a, b; c; x) = \frac{\Gamma(c)}{\Gamma(b) \Gamma(c-b)} \int_0^1 dz z^{b-1} (1-z)^{c-b-1} (1-x z)^{-a}, \quad \text{Re } b > \text{Re } c > 0.
\]

The special case $c = b + 1$ frequently occurs in this paper. Sometimes the Gauss hypergeometric series is used (circle of convergence $|x| = 1$):

\[
2F_1(a, b; b+1; x) = \sum_{n=0}^{\infty} \frac{\Gamma(a+n)}{\Gamma(a)} \frac{b}{b+n} \frac{x^n}{\Gamma(n+1)}.
\]

An important property of $2F_1$ used in our paper is $(1-c, b-a, c-b-a$ are not integers):

\[
2F_1(a, b; b+1; x) = \frac{b}{b-a} (-x)^{-a} 2F_1(a, a-b; a-b+1; \frac{1}{x}) + \frac{\Gamma(b+1) \Gamma(a-b)}{\Gamma(a)} (-x)^{-b},
\]

where $|\text{arg}(-x)| < \pi$. In other cases we need an expansion around a vanishing $c$; few examples are listed below (see also \cite{35}):

\[
2F_1(1+\alpha \epsilon, 1+\beta \epsilon; 2+\beta \epsilon; x) = (1+\beta \epsilon) \left\{ -\frac{\ln(1-x)}{x} + \epsilon \left[ \frac{\alpha}{2} \frac{\ln^2(1-x)}{x} - \beta \frac{\text{Li}_2(x)}{x} \right] \right\},
\]

\[
2F_1(2+\alpha \epsilon, 1+\beta \epsilon; 2+\beta \epsilon; x) = \frac{1+\beta \epsilon}{1+\alpha \epsilon} \left\{ \frac{1}{1-x} + \epsilon \left[ (\beta-\alpha) \frac{\ln(1-x)}{x} - \alpha \frac{\ln(1-x)}{1-x} \right] \right\},
\]

\[
2F_1(2+\alpha \epsilon, 2+\beta \epsilon; 3+\beta \epsilon; x) = \frac{2+\beta \epsilon}{1+\alpha \epsilon} \left\{ \frac{1}{x} \left[ \frac{1}{x} \ln(1-x) + \frac{1}{1-x} \right]
\right.
\]

\[
+ \epsilon \left[ \beta \frac{\text{Li}_2(x) + \ln(1-x)}{x^2} - \alpha \frac{\ln^2(1-x)}{2 x^2} - \alpha \frac{\ln(1-x)}{x(1-x)} \right] \right\},
\]

\[
2F_1(2+\alpha \epsilon, \beta \epsilon; 1+\beta \epsilon; x) = \frac{1}{1+\alpha \epsilon} \left\{ 1 + \epsilon \left[ (\alpha-\beta) \frac{\ln(1-x)}{1-x} + \frac{\beta}{1-x} \right] + \epsilon^2 \beta \left[ (\alpha-\beta) \frac{\text{Li}_2(x)}{1-x} + \frac{\alpha}{2} \ln^2(1-x) - (\alpha-\beta) \ln(1-x) - \alpha \frac{\ln(1-x)}{1-x} \right] \right\}.
\]
In several cases the hypergeometric function (with integer arguments) leads to elementary transcendental functions:

\[ 2F_1(1, 2; 3; z) = -\frac{2}{z} \left[ \frac{1}{z} \ln(1 - z) + 1 \right], \quad 2F_1(1, 1; 2; z) = -\frac{1}{z} \ln(1 - z), \quad (327) \]
\[ 2F_1(2, 2; 3; z) = \frac{2}{z} \left[ \frac{1}{z} \ln(1 - z) + 1 \right] + \frac{2}{1 - z}, \quad 2F_1(2, 1; 2; z) = \frac{1}{1 - z}. \quad (328) \]

**D Computation of the integral** $J_{nm}^{kh}(i)$

The function $J_{nm}^{kh}(i)$ is defined by:

\[ J_{nm}^{kh}(i) = \int_0^1 \int_0^x dx \, dy \ln^n x \ln^m y \frac{\ln^k \alpha_i(x)}{\alpha_i(x)} \frac{\ln^h \alpha_i(y)}{\alpha_i(y)}, \quad \alpha_1(z) = \chi(z), \quad \alpha_2(z) = \chi(z), \quad (329) \]

where $\chi$ and $\chi$ are defined in Eq. (30) and Eq. (11), respectively. The integral in Eq. (329) can be computed by using BST functional relations. We first use the following relation:

\[ \alpha_i^{-1}(y) \ln^k \alpha_i(x) = \frac{1}{B_x} \left[ \ln^k \alpha_i(x) - \frac{y - Z_i}{2(k + 1)} \partial_y \left( \ln^{k+1} \alpha_i(y) - \ln^{k+1} \alpha_i(0) \right) \right], \quad (330) \]

where $Z_1 = \chi \chi$ and $Z_2 = X_\chi$ (see, once again, Eq. (31)). With respect to the usual BST relation (see Eq. (31)) with have added a term, $\partial_y \ln^{k+1} \alpha_i(0)$, which is actually zero. After the integration by parts, we treat the $x$-integral through another BST relation:

\[ (x - Z_i) \alpha_i^{-1}(x) \ln^k \alpha_i(x) = -\frac{1}{2} \frac{\partial_x}{k + 1} \ln^{k+1} \alpha_i(x). \quad (331) \]

The second integration by parts gives:

\[ J_{nm, h-1}^{k-1, h-1}(i) = \frac{1}{4 B_x h} \left[ \frac{B_{nm, h-1}^{k-1, h-1}(i)}{B_x k} + \frac{H_{nm, h-1}^{k-1, h-1}(i)}{P^2(k + h)} \right], \quad (332) \]

where, new, auxiliary quantities have been introduced:

\[ B_{nm, h-1}^{k-1, h-1}(i) = \int_0^1 \int_0^x dx \, dy \ln^m L_i^{k-1}(y) \ln^{n-1} x \left\{ \ln x l_i^{k-1}(x) \frac{l_i(x)}{x} + n (x - Z_i) \frac{l_i(x)}{x} \right\} 
- \sum_{p=0}^{m} m! (-1)^{m-p} l_i^p(0) \int_0^1 dx \ln^{n+p} x l_i^{k-1}(x) \frac{l_i(x) + 2 k}{x} 
+ (\ln x + n + p) (x - Z_i) \ln^{n+p-1} x l_i^k(x) \right\} - \int_0^1 dy L_i^{k-1}(y) 
\times \left[ \delta_{n,0} (1 - Z_i) \frac{l_i^p(1)}{y} - (y - Z_i) \ln^p y l_i^p(0) \right] + \delta_{n,0} (-1)^m m! (1 - Z_i) \frac{l_i^p(1)}{y} l_i^p(0) \]

\[ H_{nm, h-1}^{k-1, h-1}(i) = (n + m) \int_0^1 dx \ln^{n+m-1} x \left[ \frac{l_i^{k+h}(x)}{x} \right]_+ - \left( 1 + \frac{h}{k} \right) l_i^h(0) \frac{l_i^h(x)}{x} \right|_+ 
+ \delta_{n,0} \delta_{m,0} \left[ \frac{l_i^{k+h}(1)}{y} - \left( 1 + \frac{h}{k} \right) l_i^h(1) l_i^h(0) + \frac{h}{k} l_i^{k+h}(0) \right]. \quad (333) \]

Furthermore, we have defined:

\[ l_i(x) = \ln \alpha_i(x), \quad L_n^{k-1}(y) = \ln^n y l_i^{k-1}(y) \frac{l_i(y) + 2 k}{y} + n (y - Z_i) \ln^{n-1} y \frac{l_i^k(y)}{y} \]
E Useful expansions

Here we discuss various expansions of $I^{k,n}_0$ (defined in Section 3) for $c \to 0$ in terms of polylogarithms (Eq. (322)). Let $Q(x) = a x^2 + b x + c$ and $e = a + b + c$; we have

$$I_0^{k,n}(a, b, c, d) = \int_0^1 dx \frac{\ln^k x}{x} \ln^{n-h} Q(x) \frac{d}{dx} \bigg|_+ = \sum_{h=1}^n (-1)^{k+h} n! \left( \sum_{l=0}^{n-h} \frac{(-1)^l (k+l)!}{l! (n-h-l)!} \ln^{n-h-l} \left( \frac{b}{d} \right) S_{k+l+1,h} \left( -\frac{a}{b} \right) \right) + \frac{k!}{(n-h)} \ln^{n-h} \left( \frac{c}{d} \right) S_{k+1,h} \left( -\frac{b}{c} \right) + \mathcal{O}(c). \tag{335}$$

Then we consider a class of integrals which generalizes Eq. (130):

$$J_n^k(a, b, c, d) = \int_0^1 dx \frac{\ln^k x}{Q(x)} \ln^{n} \frac{Q(x)}{d}. \tag{336}$$

They can be computed by using the BST relation Eq. (311) which in the present case reads as follows:

$$\frac{1}{Q(x)} \ln^k \frac{Q(x)}{d} = \frac{1}{B} \left[ \ln^k \frac{Q(x)}{d} - \frac{X - X}{2(k+1)} \partial_X \ln^{k+1} \frac{Q(x)}{d} \right], \quad X = -\frac{b}{2a}, \quad B = -\frac{b^2 - 4ac}{4a}. \tag{337}$$

After integration by parts, we get:

$$J_n^0 = \frac{1}{2B} \left\{ \int_0^1 dx \left( \ln^{n-1} x + n \ln x \right) \ln \frac{Q(x)}{c} - n X J_0^{n-1,1} + 2 (-1)^n \Gamma(n+1) \right\},$$

$$J_n^{k-1} = \frac{1}{2B} \left\{ \int_0^1 dx \left[ 2 \ln^k x \ln^{k-1} \frac{Q(x)}{d} + (n \ln^{n-1} x + n \ln x) \ln^k \frac{Q(x)}{d} \right] - n X J_0^{n-1,k} \right\},$$

$$J_n^{k-1} = \frac{1}{2B} \left\{ \int_0^1 dx \ln^k \frac{Q(x)}{d} \left[ \ln \frac{Q(x)}{d} + 2 k \right] - (1 - X) \ln^k \frac{c}{d} - X \ln^k \frac{c}{d} \right\}. \tag{338}$$

where for the first two results $n \geq 1$. Now we give the expansion of $I_1^n$ for $c \to 0$:

$$I_1^1 = \left\{ \int_0^1 dx \ln \left( 1 + \frac{Q(x)}{d} \right) + \ln \left( 1 + \frac{x}{b} \right) + \ln \left( 1 + \frac{b}{d} \right) + \mathcal{O}(c), \right\}$$

$$I_1^n = \int_0^1 dx \ln \left( 1 + \frac{Q(x)}{d} \right) - \ln \left( 1 + \frac{x}{b} \right) - \ln \left( 1 + \frac{b}{d} \right) + \mathcal{O}(c), \tag{339}$$

with $n \geq 2$. Next we give the results for $I_1^2$ and $I_2^2$ for $d \to 0$. The final expression has been derived following the strategy sketched in Section 3 and is valid also for $d$ far from zero.

$$I_2^1 = \int_0^1 dx \frac{\ln \left( 1 + \frac{Q(x)}{d} \right)}{Q(x)} \ln \left( 1 + \frac{x}{d} \right) = -\frac{1}{2B} \left\{ \int_0^1 dx \ln \left( 1 + \frac{Q(x)}{d} \right) + \ln \left( 1 + \frac{d}{x} \right) - \ln \frac{Q(x)}{d} \right\}$$

$$- (1 - X) \ln \left( 1 + \frac{d}{x} \right) X I_1^0 \right\} - J_1^0 + J_0^1,$$

$$I_2^2 = \int_0^1 dx \frac{\ln \left( 1 + \frac{Q(x)}{d} \right) - \ln \frac{Q(x)}{d}}{Q(x)} \ln \left( 1 + \frac{d}{x} \right) = -\frac{1}{2B} \left\{ \int_0^1 dx \ln \left( 1 + \frac{Q(x)}{d} \right) - \ln \frac{Q(x)}{d} \right\}$$

$$+ (1 - X) \ln \left( 1 + \frac{d}{x} \right) X I_2^1 \right\} - \zeta(2) J_0^0 - \frac{1}{2} J_0^2 - \frac{1}{2} J_0^0 + J_1^2. \tag{340}$$

Finally, expanding $I_2^2$ for $c \to 0$ we obtain:

$$I_2^1 = \frac{1}{b} \left\{ - \ln \left( 1 + \frac{Q(x)}{d} \right) - \ln \left( 1 + \frac{d}{x} \right) + \ln \frac{d}{c} \ln \left( 1 + \frac{b}{d} \right) + \frac{1}{2} \ln^2 \left( 1 + \frac{b}{d} \right) - 2 \ln \left( 1 + \frac{b}{d} \right) + \mathcal{O}(c) \right\},$$

$$I_2^2 = \frac{1}{b} \left\{ \int_0^1 dx \ln \left( 1 + \frac{Q(x)}{d} \right) - \ln \frac{d}{c} \ln \left( 1 + \frac{b}{d} \right) + \ln \frac{d}{c} \ln \left( 1 + \frac{b}{d} \right) + \ln \frac{d}{c} \ln \left( 1 + \frac{b}{d} \right) + \ln \frac{d}{c} \ln \left( 1 + \frac{b}{d} \right) + \mathcal{O}(c) \right\}$$

$$+ n \geq 2$$

$$+ \ln \frac{d}{c} \ln \left( 1 + \frac{b}{d} \right) + \ln \frac{d}{c} \ln \left( 1 + \frac{b}{d} \right) + \ln \frac{d}{c} \ln \left( 1 + \frac{b}{d} \right) + \ln \frac{d}{c} \ln \left( 1 + \frac{b}{d} \right) + \mathcal{O}(c) \right\}. \tag{341}$$
F  Tables of numerical results

In this section we collect a sample of our numerical results, based on the setup of Eq. (316).

| Process | $s$ | $M$, $m$ | $m_1$, $m_2$ | Re $V^0_{a,i}$ | Im $V^0_{a,i}$ |
|---------|-----|----------|--------------|----------------|----------------|
| $Z^* \to e^+e^-$ | $[500 \text{ GeV}]^2$ | $m_e, m_e$ | $m_b, m_b$ | $-4.7574(4) \times 10^{-2}$ | $2.55694(6) \times 10^{-2}$ |
| $Z \to e^+e^-$ | $M_Z^2$ | $m_e, m_e$ | $m_t, m_t$ | $-1.147833(1) \times 10^{-2}$ | $4.303633(8) \times 10^{-3}$ |
| $Z^* \to e^+e^-$ | $100 m_e^2$ | $m_e, m_e$ | $m_b, m_b$ | $-5.665645 \times 10^{6}$ | $9.745030 \times 10^{5}$ |
| $W \to e^+\nu_e$ | $M_W^2$ | $m_e, m_{\nu}$ | $m_t, m_t$ | $-0.7168993$ | $0.1227244$ |
| $W^* \to \bar{t}b$ | $[200 \text{ GeV}]^2$ | $m_t, m_b$ | $m_b, m_b$ | $-7.158(2) \times 10^{-3}$ | $3.3638(2) \times 10^{-2}$ |
| $t \to W^+b$ | $m_t^2$ | $m_b, M_W$ | $M_W, M_W$ | $-2.709610(3) \times 10^{-2}$ | $3.182718(2) \times 10^{-2}$ |

Table 1: Diagram $V_{a,l}$. Comparison with the results of [15] (BMR). The setup for Fig. 5 is: $m_1 = m_2 = m = M = m_e$. The unit of mass $\mu$ is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-2}$. Unless indicated our relative error is below 10$^{-7}$.

Table 2: Diagram $V_{a,l}$. The setup refers to the diagram of Fig. 5. The neutrino mass has been arbitrarily set to $m_\nu = 0.1$ eV. The unit of mass $\mu$ is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-2}$. Unless indicated our relative error is below 10$^{-7}$.
Table 3: **Diagram V_{b1,1}**. Comparison with the results of [15] (BMR). The setup for the diagram of Fig. 4 is: \( m_1 = m = M = m_e, \ m_2 = 0 \). The unit of mass \( \mu \) is 1 GeV. Only the infrared finite part is shown. The results are in GeV\(^{-2} \). Unless indicated our relative error is below 10\(^{-7} \).

| Process \( Z^* \to e^+e^- \) | \( s \) | \( s \) | \( M, m \) | \( m_1, m_2 \) | \( \text{Re} V_{b1,i}^0 \) | \( \text{Im} V_{b1,i}^0 \) |
|---|---|---|---|---|---|---|
| \([500 \text{ GeV}]^2\) | \( m_e, m_e \) | \( m_e, M_Z \) | \( -8.675940 \times 10^{-3} \) | \( 4.466520 \times 10^{-3} \) |

| Process \( Z \to e^+e^- \) | \( s \) | \( s \) | \( M^2_Z \) | \( m_e, m_e \) | \( m_e, M_Z \) | \( -0.1618863 \) | \( 7.892145 \times 10^{-2} \) |
|---|---|---|---|---|---|---|---|
| \([500 \text{ GeV}]^2\) | \( M^2_Z \) | \( m_e, m_e \) | \( m_e, M_Z \) | \( -0.1618863 \) | \( 7.892145 \times 10^{-2} \) |

| Process \( Z^* \to e^+e^- \) | \( s \) | \( s \) | \( M^2_Z \) | \( m_e, m_e \) | \( m_e, M_Z \) | \( -5.936619 \times 10^5 \) | \( -9.349849 \times 10^4 \) |
|---|---|---|---|---|---|---|---|
| \([200 \text{ GeV}]^2\) | \( 100 \ m^2_e \) | \( m_e, m_e \) | \( m_e, M_Z \) | \( -5.936619 \times 10^5 \) | \( -9.349849 \times 10^4 \) |

Table 4: **Diagram V_{b1,1}**. The setup refers to the diagram of Fig. 4. The neutrino mass has been arbitrarily set to \( m_\nu = 0.1 \text{ eV} \). The unit of mass \( \mu \) is 1 GeV. Only the infrared finite part is shown. The results are in GeV\(^{-2} \). Unless indicated our relative error is below 10\(^{-7} \).

| Process \( W^* \to tb \) | \( s \) | \( s \) | \( M^2 \) | \( m_t, m_b \) | \( m_t, M_W \) | \( -2.383592 \times 10^{-2} \) | \( 5.899083 \times 10^{-3} \) |
|---|---|---|---|---|---|---|---|
| \([200 \text{ GeV}]^2\) | \( M^2 \) | \( m_t, m_b \) | \( m_t, M_W \) | \( -2.383592 \times 10^{-2} \) | \( 5.899083 \times 10^{-3} \) |

| Process \( H^* \to W^+W^- \) | \( s \) | \( s \) | \( M^2 \) | \( m_w, m_w \) | \( m_w, M_H \) | \( -7.102816 \times 10^{-3} \) | \( 3.303713 \times 10^{-2} \) |
|---|---|---|---|---|---|---|---|
| \([200 \text{ GeV}]^2\) | \( M^2 \) | \( m_w, m_w \) | \( m_w, M_H \) | \( -7.102816 \times 10^{-3} \) | \( 3.303713 \times 10^{-2} \) |
Table 5: **Diagram V_{a,M}**. Comparison with the results of [15] (BMR). The setup refers to the diagram of Fig. 7. The unit of mass is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-4}$. Unless indicated our relative error is below 10$^{-7}$.

| Process       | $s$          | $M, m$          | $m_1, m_2$ | Re $V_{a,M}^{0}$ | Im $V_{a,M}^{0}$ |
|---------------|--------------|-----------------|------------|------------------|------------------|
| $Z^* \to e^+ e^-$ | [500 GeV]$^2$ | $m_{e}, m_{e}$ | $m_{b}, m_{b}$ | 91.02032         | 1.5233(1) $\times 10^{-6}$ |
| $Z \to e^+ e^-$  | $M_Z^2$      | $m_{e}, m_{e}$ | $m_{t}, m_{t}$ | -24.61950        | -9.6641(1) $\times 10^{-10}$ |
| $Z^* \to e^+ e^-$ | $100 m_e^2$  | $m_{e}, m_{e}$ | $m_{b}, m_{b}$ | 8.061021 $\times 10^{11}$ | 3.308893 $\times 10^{10}$ |
| $W^* \to t\bar{b}$ | [200 GeV]$^2$ | $m_{t}, m_{b}$ | $m_{t}, m_{t}$ | -6.5246(4) $\times 10^{-5}$ | 3.5182(7) $\times 10^{-5}$ |
| $H^* \to W^+ W^-$ | [200 GeV]$^2$ | $M_W, M_W$ | $M_W, M_W$ | -1.493808(2) $\times 10^{-7}$ | -3.513014(2) $\times 10^{-7}$ |
| $t \to W^+ b$   | $m_t^2$      | $M_W, m_b$ | $m_b, m_b$ | -3.5328(2) $\times 10^{-5}$ | 1.5688(4) $\times 10^{-5}$ |
|               | $m_t^2$      | $M_W, m_b$ | $M_W, M_W$ | -2.341537 $\times 10^{-5}$ | -2.486382(2) $\times 10^{-7}$ |

Table 6: **Diagram V_{a,M}**. The setup refers to the diagram of Fig. 7. The unit of mass is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-4}$. Unless indicated our relative error is below 10$^{-7}$.
| Process | $s$ | $M, m$ | $m_1, m_2$ | Re $V_{b,M}^0$ | Im $V_{b,M}^0$ |
|---------|-----|--------|------------|----------------|----------------|
| $Z^* \rightarrow e^+ e^-$ | $[500 \text{ GeV}]^2$, $m_e, m_e$ | $m_e, M_Z$ | $-25.86641$ | $2.008353 \times 10^{-8}$ |
| | $[500 \text{ GeV}]^2$, $m_e, m_e$ | $m_e, M_Z$ | $-29.73137$ | $2.488703 \times 10^{-8}$ |
| $Z \rightarrow e^+ e^-$ | $M_Z^2$ | $m_e, m_e$ | $-7.776883 \times 10^2$ | $2.316778 \times 10^{-6}$ |
| | $M_Z^2$ | $m_e, m_e$ | $-8.938906 \times 10^2$ | $2.416842 \times 10^{-6}$ |
| $Z^* \rightarrow e^+ e^-$ | $100 m_e^2$ | $m_e, m_e$ | $-2.171299 \times 10^{11}$ | $8.580100 \times 10^9$ |
| | $100 m_e^2$ | $m_e, m_e$ | $-2.520681 \times 10^{11}$ | $6.108271 \times 10^9$ |
| $W^* \rightarrow tb$ | $[200 \text{ GeV}]^2$, $m_t, m_b$ | $m_t, M_W$ | $-2.248708 \times 10^{-7}$ | $1.048569 \times 10^{-6}$ |
| | $[200 \text{ GeV}]^2$, $m_t, m_b$ | $m_t, M_W$ | $-4.763299 \times 10^{-7}$ | $1.548612 \times 10^{-6}$ |
| $H^* \rightarrow W^+ W^-$ | $[200 \text{ GeV}]^2$, $M_W, M_W$ | $M_W, M_W$ | $1.109640 \times 10^{-7}$ | $4.589289 \times 10^{-7}$ |
| $t \rightarrow W^+ b$ | $m_t^2$ | $M_W, m_b$ | $3.567051 \times 10^{-7}$ | $-2.586087 \times 10^{-7}$ |
| | $m_t^2$ | $M_W, m_b$ | $-1.412470 \times 10^{-7}$ | $3.224342 \times 10^{-7}$ |

**Table 7:** Diagram V$_{b,M}$. The setup refers to the diagram of Fig. 7. The neutrino mass has been arbitrarily set to $m_\nu = 0.1$ eV. The unit of mass $\mu$ is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-4}$. Unless indicated our relative error is below $10^{-7}$.

| $s$ | Re $V_{c,M}^0$ | Im $V_{c,M}^0$ |
|-----|----------------|----------------|
| Our | $[500 \text{ GeV}]^2$ | $-1.819980 \times 10^5$ | $4.273610 \times 10^4$ |
| | | $-1.820011 \times 10^5$ | $4.273685 \times 10^4$ |
| BMR | $M_Z^2$ | $-4.191432 \times 10^6$ | $1.086325 \times 10^6$ |
| | | $-4.191412 \times 10^6$ | $1.086325 \times 10^6$ |
| Our | $100 m_e^2$ | $-9.234450 \times 10^{13}$ | $8.726096 \times 10^{13}$ |
| | | $-9.234450 \times 10^{13}$ | $8.726096 \times 10^{13}$ |
| BMR | $4.0001 m_e^2$ | $1.449091 \times 10^{20}$ | $-1.754699 \times 10^{21}$ |
| | | $1.449091 \times 10^{20}$ | $-1.754699 \times 10^{21}$ |
| Our | $m_e^2$ | $1.377881 \times 10^{15}$ | 0 |
| | | not available | 0 |
| BMR | $-100 m_e^2$ | $1.038162 \times 10^{14}$ | 0 |
| | | $1.038162 \times 10^{14}$ | 0 |

**Table 8:** Diagram V$_{c,M}$. Comparison with the results of [13] (BMR). The setup referring to the diagram of Fig. 4 is: $m = M = m_e$. The unit of mass $\mu$ is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-4}$. Our relative error is everywhere below $10^{-7}$.
Table 9: **Diagram V_{a,k}**. The setup refers to the diagram of Fig. 10. The neutrino mass has been arbitrarily set to $m_\nu = 0.1$ eV. The unit of mass $\mu$ is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-4}$. Unless indicated our relative error is below 10$^{-7}$.

| Process | $s$ | $M, m$ | $m_1, m_2, m_3$ | Re $V_{a,k}^0$ | Im $V_{a,k}^0$ |
|---------|-----|--------|-----------------|----------------|----------------|
| $Z \to e^+e^-$ | [500 GeV]$^2$ | $m_e, m_e$ | $m_e, m_e, M_Z$ | $-8.6239(5) \times 10^{-9}$ | $4.86523(5) \times 10^{-8}$ |
| $Z \to e^+e^-$ | [500 GeV]$^2$ | $m_e, m_e$ | $M_W, M_W, m_\mu$ | $-1.706(4) \times 10^{-8}$ | $7.109(3) \times 10^{-8}$ |
| $Z^* \to e^+e^-$ | $M_Z^2$ | $m_e, m_e$ | $m_e, m_e, M_Z$ | $5.11313(2) \times 10^{-6}$ | $5.05886(2) \times 10^{-6}$ |
| $Z^* \to e^+e^-$ | $M_Z^2$ | $m_e, m_e$ | $M_W, M_W, m_\mu$ | $4.552503(7) \times 10^{-6}$ | $-1.269944(6) \times 10^{-6}$ |
| $W^* \to t\bar{b}$ | [200 GeV]$^2$ | $m_t, m_b$ | $m_t, m_t, M_Z$ | $1.0060(2) \times 10^{-6}$ | $-6.2131(5) \times 10^{-7}$ |
| $H^* \to W^+W^-$ | [200 GeV]$^2$ | $M_W, M_W$ | $m_t, m_t, m_b$ | $1.894547(1) \times 10^{-7}$ | $-3.017159(7) \times 10^{-7}$ |
| $t \to W^+b$ | $m_t^2$ | $M_W, m_b$ | $M_W, m_b, m_t$ | $3.4389(8) \times 10^{-7}$ | $6.082(2) \times 10^{-8}$ |
| $t \to W^+b$ | $m_t^2$ | $M_W, m_b$ | $m_b, M_W, M_Z$ | $6.3629(3) \times 10^{-7}$ | $3.0576(8) \times 10^{-7}$ |

Table 10: **Diagram V_{b,k}**. Comparison with the results of [15] (BMR). The setup referring to the diagram of Fig. 10 is: $m = M = m_e$. The unit of mass $\mu$ is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-4}$. Unless indicated our relative error is below 10$^{-7}$.

| $s$ | Re $V_{b,k}^0$ | Im $V_{b,k}^0$ |
|-----|----------------|----------------|
| Our | $[500 GeV]^2$ | $-2.6228(2) \times 10^{-4}$ | $8.7973(7) \times 10^{-5}$ |
| BMR | $-2.622920 \times 10^{-4}$ | $8.797302 \times 10^{-5}$ |
| Our | $M_Z^2$ | $-1.64386(8) \times 10^{-3}$ | $5.8676(7) \times 10^{-4}$ |
| BMR | $-1.6438612 \times 10^{-3}$ | $5.867706 \times 10^{-4}$ |
| Our | $100 m_e^2$ | $-3.8356(4) \times 10^{12}$ | $7.7519(4) \times 10^{12}$ |
| BMR | $-3.835560 \times 10^{12}$ | $7.751602 \times 10^{12}$ |
| Our | $4.0001 m_e^2$ | $1.844(3) \times 10^{20}$ | unstable |
| BMR | $1.842500 \times 10^{20}$ | unstable |
| Our | $m_e^2$ | $-1.177792 \times 10^{15}$ | 0 |
| BMR | not available | 0 |
| Our | $-100 m_e^2$ | $-5.682692 \times 10^{12}$ | 0 |
| BMR | $-5.682692 \times 10^{12}$ | 0 |
Table 11: **Diagram V**. The setup refers to the diagram of Fig. 10. The unit of mass $\mu$ is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-4}$. Unless indicated our relative error is below 10$^{-7}$.

| Process | $s$ | $M$, $m$ | $m_1$, $m_2$, $m_3$ | Re $V^0_{c,K}$ | Im $V^0_{c,K}$ |
|---------|-----|----------|----------------|----------------|----------------|
| $Z \rightarrow e^+e^-$ | $[500 \text{GeV}]^2$ | $m_e$, $m_e$ | $m_e$, $M_Z$, $m_e$ | $-2.1336(8) \times 10^{-6}$ | $6.87(2) \times 10^{-7}$ |
| $Z \rightarrow e^+e^-$ | $m_Z^2$ | $m_e$, $m_e$ | $m_t$, $m_t$, $m_t$ | $-5.0064(3) \times 10^{-5}$ | $1.862(2) \times 10^{-6}$ |
| $Z \rightarrow e^+e^-$ | $100 m_e^2$ | $m_e$, $m_e$ | $m_e$, $M_Z$, $m_e$ | $-7.19834(2) \times 10^{-3}$ | $3.73760(1) \times 10^{-3}$ |
| $W^* \rightarrow tb$ | $[200 \text{GeV}]^2$ | $m_t$, $m_b$ | $m_t$, $M_Z$, $m_t$ | $1.43046(3) \times 10^{-7}$ | $-2.256417(8) \times 10^{-7}$ |
| $H^* \rightarrow WW^+$ | $[200 \text{GeV}]^2$ | $M_W$, $M_W$ | $m_t$, $m_b$, $m_t$ | $3.62055(7) \times 10^{-8}$ | $-1.075947(8) \times 10^{-7}$ |
| $t \rightarrow W^+b$ | $m_t^2$ | $M_W$, $m_b$ | $m_t$, $m_t$, $m_t$ | $1.22769(4) \times 10^{-7}$ | $-1.084614(6) \times 10^{-7}$ |

Table 12: **Diagram V**. Comparison with the results of [19] (BMR). The setup referring to the diagram of Fig. 10 is: $m = M = m_e$. The unit of mass $\mu$ is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-4}$. Unless indicated our relative error is below 10$^{-7}$.

| | $s$ | Re $V^0_{d,K}$ | Im $V^0_{d,K}$ |
|---|-----|----------------|----------------|
| Our BMR | $[500 \text{GeV}]^2$ | $1.58634(5) \times 10^5$ | $-3.868(8) \times 10^4$ |
| | | $1.586339 \times 10^5$ | $-3.878825 \times 10^4$ |
| Our BMR | $M_Z^2$ | $3.61488(4) \times 10^6$ | $-9.75(2) \times 10^5$ |
| | | $3.614876 \times 10^6$ | $-9.774586 \times 10^5$ |
| Our BMR | $100 m_e^2$ | $6.7595(2) \times 10^{13}$ | $-7.0650(4) \times 10^{13}$ |
| | | $6.759415 \times 10^{13}$ | $-7.065317 \times 10^{13}$ |
| Our BMR | $4.0001 m_e^2$ | $-1.680564(3) \times 10^{17}$ | $1.1570(6) \times 10^{17}$ |
| | | $-1.680565 \times 10^{17}$ | $1.156966 \times 10^{17}$ |
| Our BMR | $m_e^2$ | $-7.979054 \times 10^{14}$ | 0 |
| | | not available | 0 |
| Our BMR | $-100 m_e^2$ | $-7.782868 \times 10^{13}$ | 0 |
| | | $-7.782868 \times 10^{13}$ | 0 |
|        | $s$         | Re $V_{H0}^{\text{I}}$                  | Im $V_{H0}^{\text{I}}$ |
|--------|-------------|----------------------------------------|------------------------|
| Our    | $500^2 \text{GeV}^2$ | $-1.342815 \times 10^{-6}$ | $1.052948 \times 10^{-6}$ |
| BMR    |             | $-1.342815 \times 10^{-6}$ | $1.052948 \times 10^{-6}$ |
| Our    | $M_Z^2$     | $-4.562983 \times 10^{-4}$ | $5.478876 \times 10^{-4}$ |
| BMR    |             | $-4.552983 \times 10^{-4}$ | $5.478876 \times 10^{-4}$ |
| Our    | $100 m_e^2$ | $2.801(1) \times 10^{11}$ | $-2.0846(8) \times 10^{12}$ |
| BMR    |             | $2.801721 \times 10^{11}$ | $-2.084294 \times 10^{12}$ |
| Our    | $4.01 m_e^2$| $-1.87(1) \times 10^{16}$ | $2.185(32) \times 10^{16}$ |
| BMR    |             | $-1.866708 \times 10^{16}$ | $2.152803 \times 10^{16}$ |
| Our    | $m_e^2$     | $1.424912 \times 10^{14}$ | 0 |
| BMR    |             | not available | 0 |
| Our    | $-100 m_e^2$| $1.21504(6) \times 10^{12}$ | 0 |
| BMR    |             | $1.214934 \times 10^{12}$ | 0 |

Table 13: Diagram $V_H$. Comparison with the results of [15] (BMR). The setup referring to the diagram of Fig. 12 is: $m = M = m_e$. The unit of mass $\mu$ is 1 GeV. Only the infrared finite part is shown. The results are in GeV$^{-4}$. We have found numerical instabilities for values of $s$ too close to the normal threshold, Unless indicated our relative error is below $10^{-7}$.

|        | $\sqrt{s}$ [GeV] | Re $V_{0,K}$ [GeV$^{-4}$] | Im $V_{0,K}$ [GeV$^{-4}$] |
|--------|------------------|----------------------------|---------------------------|
| Our    | 400              | $5.1343(1) \times 10^{-8}$ | $1.94009(8) \times 10^{-8}$ |
| DK     |                  | $5.13445 \times 10^{-8}$  | $1.94008 \times 10^{-8}$  |
| Our    | 300              | $5.68801 \times 10^{-8}$  | $-1.61218 \times 10^{-8}$ |
| DK     |                  | $5.68801 \times 10^{-8}$  | $-1.61218 \times 10^{-8}$ |
| Our    | 200              | $9.36340 \times 10^{-8}$  | $-2.84232 \times 10^{-8}$ |
| DK     |                  | $9.36340 \times 10^{-8}$  | $-2.84232 \times 10^{-8}$ |
| Our    | 100              | $2.94726 \times 10^{-7}$  | $-9.74218 \times 10^{-8}$ |
| DK     |                  | $2.94726 \times 10^{-7}$  | $-9.74218 \times 10^{-8}$ |
|        | $\sqrt{-t}$ [GeV] | Re $V_{0,K}$ [GeV$^{-4}$] | Im $V_{0,K}$ [GeV$^{-4}$] |
| Our    | 100              | $-2.85709 \times 10^{-7}$ | 0 |
| DK     |                  | $-2.85709 \times 10^{-7}$ | 0 |
| Our    | 200              | $-7.61695 \times 10^{-8}$ | 0 |
| DK     |                  | $-7.61695 \times 10^{-8}$ | 0 |
| Our    | 300              | $-3.29938 \times 10^{-8}$ | 0 |
| DK     |                  | $-3.29938 \times 10^{-8}$ | 0 |
| Our    | 400              | $-1.74228 \times 10^{-8}$ | 0 |
| DK     |                  | $-1.74228 \times 10^{-8}$ | 0 |

Table 14: Comparison with the results of [12] (DK) in the setup of Eq. (318). Only the infrared finite part is shown. Unless indicated our relative error is below $10^{-5}$.
Our \( s \) [GeV\(^2\)] | Re \( V_{0,K} \) [GeV\(^{-4}\)] | Im \( V_{0,K} \) [GeV\(^{-4}\)]
---|---|---
Our | 10.2 | 16.346(5) | -18.059(4) 
DS | | 16.3459 | -18.0590 
Our | 9.2 | 19.928(6) | -22.175(4) 
DS | | 19.9189 | -22.1755 
Our | 8.2 | 24.898(8) | -27.980(4) 
DS | | 24.9015 | -27.9753 
Our | 7.2 | 32.185(8) | -36.547(8) 
DS | | 32.1805 | -36.5550 
Our | 6.2 | 43.51(1) | -50.114(8) 
DS | | 43.4927 | -50.1010 
Our | 5.2 | 62.62(2) | -73.51(2) 
DS | | 62.6575 | -73.5359 
Our | 4.2 | 99.58(3) | -120.09(2) 
DS | | 99.6039 | -120.086 
Our | 3.2 | 188.04(5) | -237.07(5) 
DS | | 188.017 | -237.028 

Table 15: Comparison with the results of [13] (DK) in the setup of Eq.(319). Only the infrared finite part is shown.

| Tensor coeff. | Real part | Imaginary part |
|---|---|---|
| \( V_{c,K}^0 \) | \( 6.8986(3) \times 10^{-6} \) | \( -6.3053(4) \times 10^{-6} \) |
| \( V_{c,K|11}^0 \) | \( -4.210(2) \times 10^{-6} \) | \( 3.423(3) \times 10^{-6} \) |
| \( V_{c,K|12}^0 \) | \( -2.9453(4) \times 10^{-6} \) | \( 2.4067(6) \times 10^{-6} \) |
| \( V_{c,K|11|11}^0 \) | \( 3.043(2) \times 10^{-6} \) | \( -2.372(3) \times 10^{-6} \) |
| \( V_{c,K|11|12}^0 \) | \( 2.1699(3) \times 10^{-6} \) | \( -1.7005(4) \times 10^{-6} \) |
| \( V_{c,K|12|12}^0 \) | \( 1.7392(2) \times 10^{-6} \) | \( -1.5014(2) \times 10^{-6} \) |

Table 16: Tensor Diagrams. Results for the tensor coefficients of rank 0, 1 and 2 for the diagram \( V_{c,K} \), see Eq.(320), with setup \( m_1 = m_2 = m_3 = m_b, M \) = \( M_Z \), \( m = m_e \) and \( s = M_Z^2 \) (see Fig.10). The unit of mass \( \mu \) is 1 GeV. Only the infrared finite part is shown. The results are in GeV\(^{-4}\).
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