Abstract—In this article, we consider the massive nonorthogonal multiple access (NOMA) with a hybrid automatic repeat request (HARQ) for short packet communications. To reduce the latency, each user can perform one retransmission provided that the previous packet was not decoded successfully. The system performance is evaluated for both coordinated and uncoordinated transmissions. We first develop a Markov model (MM) to analyze the system dynamics and characterize the packet error rate (PER) and throughput of each user in the coordinated scenario. The power levels are then optimized for two scenarios, including the power constrained and reliability constrained scenarios. A simple yet efficient dynamic cell planning is also designed for the uncoordinated scenario. Numerical results show that both coordinated and uncoordinated NOMA-HARQ with a limited number of retransmissions can achieve the desired level of reliability with the guaranteed latency using a proper power control strategy. The results also show that NOMA-HARQ achieves a higher throughput compared to the orthogonal multiple access scheme with HARQ under the same average received power constraint at the base station.
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I. INTRODUCTION

WIRELESS cellular communications have been historically concentrated on human-centric communications to mainly increase the spectral efficiency [1]. The fifth generation (5G) of mobile standards expands its focus into three usage scenarios, including enhanced mobile broadband (eMBB), massive machine-type communication (mMTC) tailored for many Internet-of-Things (IoT) applications, and ultrareliable low-latency communications (URLLCs) for mission-critical applications [2]. URLLC poses two conflicting performance requirements: 1) low latency and 2) ultrahigh reliability. That is, a target packet error rate (PER) of less than $10^{-5}$ should be reached within a user plane latency of 1 ms [3]. On the other hand, mMTC requirements are massive connectivity, high-energy efficiency, and low cost. In mMTC, the system design should be flexible to provide various requirements of latency and reliability [4] for a large number of devices, which is expected to increase to 50 billion by 2030 [5]. To address these challenging requirements, 5G new radio (NR) explores several novel access mechanisms such as nonorthogonal multiple access (NOMA) [1].

A. Related Works

Due to massive connectivity and demand growth for various IoT services, the implementation of 5G systems necessitates more effective radio access technologies. NOMA has recently emerged as a solution to improve the spectral efficiency compared to orthogonal multiple access (OMA) and showed significant improvements in terms of throughput and system capacity in both mMTC and URLLC [6], [7]. In NOMA, multiple users share the same resources, e.g., time, frequency, and space, by applying power-domain multiplexing or code-domain multiplexing [8], [9]. Compared to OMA, NOMA was shown to exploit the channel diversity more effectively through successive interference cancellation (SIC) [10], [11]. NOMA has been mainly designed [6]–[8], [12]–[16] based on the classical Shannon capacity formula, which is accurate when the block length is asymptotically long. These works provide useful insights into the effectiveness of NOMA for many potential applications and its advantages in terms of throughput and scalability. However, there is not much known about the performance of NOMA for short packet communications, which is the scenario of interest for many mMTC and URLLC applications. In the finite block length regime, due to the finite number of channel observations, the coding gain is reduced and the gap to Shannon’s limit is increased [17], [18]. Short packet communication is necessary for URLLC and mMTC to minimize latency when the available resources are limited [18], [19]. Recently, NOMA with short packet communications has been investigated for both uplink (e.g., [20]–[23]) and downlink (e.g., [24]–[28]) scenarios.

In [11] and [29]–[34], the authors studied NOMA in the finite block length regime and compared it with OMA in...
terms of latency and reliability. The results of these findings make the foundation for potential applications of NOMA in URLLC and mMTC scenarios. Retransmission techniques were also considered in conjunction with NOMA in the finite block length regime [35]. In particular, mMTC benefits from retransmissions as it provides time diversity to increase reliability and accordingly the coverage. This is mainly because many mMTC applications have to deal with sporadic traffic of small payloads from each device; therefore, a packet can be retransmitted several times to be successfully delivered at the base station (BS) [6]. The concept was mainly adopted in the long-term evolution (LTE) release 13 to 15, e.g., LTE-M and NB-IoT [36], to address the fast-expanding market for low-power wide-area connectivity. However, the access technology is still orthogonal, where the devices need to be identified and allocated orthogonal resources for their transmissions. On the other hand in URLLC, the retransmission will improve reliability when other diversity resources are not available. However, due to critical latency requirements, the number of retransmissions must be kept low [18], [19].

Wireless networks usually adopt automatic repeat request (ARQ) and its variants, including hybrid ARQ (HARQ), for retransmissions when required. A feedback message is sent from the receiver to inform the transmitter whether retransmission is required or not. In Chase combining (CC) HARQ, the entire codeword is sent in each retransmission and repeated packets are combined using the maximum ratio combining (MRC) approach to increase the effective signal-to-noise ratio (SNR). In incremental redundancy (IR) HARQ, the original codeword is divided into multiple subcodewords, which are sent in subsequent retransmissions to increase the coding gain. Both subclasses are being actively investigated in the finite block length regime [37], [38]. HARQ was recently considered for downlink NOMA with two users [39]–[42], where the power allocation, rate selection, and outage performance were analyzed in the infinite block length regime. Kotaba et al. [43] proposed a NOMA-based retransmission strategy for uplink NOMA, where the freshly generated packets can share the same radio resources with the retransmitted packets. The results show that a significant latency reduction can be achieved, which makes it a suitable retransmission technique for URLLC. In [44], a novel retransmission scheme was proposed for two-user downlink NOMA employing HARQ, where the power level of users is adjusted in the retransmission to potentially reduce the number of attempts. The results showed that the proposed approach can increase the cell throughput. The analysis and design are based on the infinitely long block length assumption.

The two-user downlink NOMA with HARQ under the finite block length assumption was also considered in [10], [11], [45], and [46], where the throughput and PER were analyzed and power-level optimization was carried out. While these papers shed light on the overall performance of NOMA with retransmissions in the finite block length regime, NOMA with HARQ for short packet communications in the uplink of cellular systems has not been thoroughly investigated.

B. Contributions

In this article, we take steps toward understanding the performance of multiuser uplink NOMA with HARQ in the finite block length regime and shed light on its application in massive IoT with guaranteed delay and reliability performance. The main contributions of this article are as follows.

1) We propose a Markov model (MM) to understand the dynamics of the uplink NOMA-HARQ with one retransmission for an arbitrary number of active users. We characterize the SIC and its decoding order and accordingly the state transition probabilities.

2) Using the proposed MM, the PER, packet delivery delay, and throughput for each user are analyzed. Two different optimization problems are defined and solved numerically for the power-constrained and reliability constrained scenarios. We show that using NOMA-HARQ with a limited number of retransmissions, the desired level of reliability and throughput can be maintained for all active users.

3) We propose a dynamic cell planning scheme for the uncoordinated scenario, where the users that are randomly located in the cell adjust their power levels according to cell planning information sent by the BS. We show that the proposed cell planning scheme can effectively accommodate a large number of active users in an uncoordinated manner.

4) We finally shed light on the application of the NOMA-HARQ for grant-free access [47], [48], where each user randomly chooses a subband and a power level according to its location and transmits its message using HARQ with one retransmission. Although the number of active users in each subband is random, we show that using the proposed cell planning with a proper number of cell segments and power levels, the desired level of reliability and throughput can be achieved for all users.

C. Paper Organization

The remainder of this article is organized as follows. Section II presents the system model and some preliminaries on NOMA and finite block length analysis. In Section III, we propose an MM to analyze the performance of the uplink NOMA-HARQ scheme and characterize the PER and throughput. The optimization of the power-splitting ratios is presented in Section IV. Then, we present the proposed dynamic cell planning for the uncoordinated transmission using NOMA-HARQ in Section V. The numerical results are presented in Section VI followed by concluding remarks in Section VII.

II. SYSTEM MODEL AND PRELIMINARIES

A. Channel Model

We consider an uplink NOMA cellular system employing HARQ with a limited number of retransmissions. It is assumed that users and the BS are equipped with a single antenna each. The BS is located at the origin of the cell and devices are randomly deployed in the cell in fixed locations.
Similar to [49], the channel between the $i$th user and the BS, denoted by $g_i$, is characterized by small-scale Rayleigh fading and large-scale path loss. We assume block fading under which the channel gain is constant over a time block and varies independently between the blocks. In particular, the received power $P_i$ from the $i$th user located at distance $d_i$ from the BS is given by

$$P_i = |g_i|^2 P_{t,i}$$

where $P_{t,i}$ is the transmit power of user $i$, $|g_i|^2 = h_i d_i^{-ho}$, $h_i$ is the small-scale fading with exponential distribution, i.e., $h_i \sim \exp(1)$, and $\rho$ is the path-loss exponent. A summary of notations commonly used in this article is listed in Table I.

### B. NOMA Transmission With HARQ

Unlike the OMA, where BS allocates to each user a designated radio resource depending on its priority to transmit its packets, NOMA allows multiple users to share the same radio resources. In particular, the received signal at the BS at time instance $t$, denoted by $y(t)$, is represented by

$$y(t) = \sum_{i=1}^{N} g_i x_i(t) + w(t)$$

where $N$ is the number of active devices who shared the same radio resource via NOMA, $x_i(t)$ is the message transmitted by user $i$, where we assume that $\mathbb{E}(|x_i(t)|^2) = 1$, and $w(t)$ is a circular symmetric white Gaussian noise with unit variance, i.e., $w(t) \sim \mathcal{CN}(0,1)$.

Similar to [50], we assume the channel between the BS and each user is reciprocal, which is considered to be valid in time-division duplexing (TDD) systems. The BS can send a beacon signal at the beginning of a time slot to synchronize uplink transmissions, which can be used as a pilot signal to allow each user to estimate its channel to the BS. The users can then perform power control so that their received power at the BS is at a certain level. In fact, the BS allocates the power levels to cell segments. Then, according to this power level, the users in that cell segment will adjust their transmit power in such a way that their received power at the BS is at the level of the allocated power. How to allocate power levels to each cell segment by the BS is explained in more detail in Section V. In particular, we assume that the $i$th user performs power control such that its received power at the BS is $P_i = \alpha_i P_0$, where $\alpha_i$ is the power-splitting ratio and $P_0$ is the desired total received power at the BS. The BS determines the power-splitting ratios and broadcasts them to the users. We later show how the power-splitting ratios can be determined for coordinated and uncoordinated strategies.

The BS performs SIC to decode each active user’s message. Without loss of generality, we assume $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_N$, therefore, the BS first decodes user 1’s message by considering other users’ signals as noise. If the decoding is successful, user 1’s signal will be removed from the received signal and the BS proceeds with the decoding of user 2. This will continue until all users are decoded or the decoding failed for a user. The BS sends an individual instantaneous acknowledgment (ACK) to each user to inform it about the decoding status.\(^\dagger\)

If the decoding succeeds and the user received an ACK, it will send a new packet in the next time slot. Otherwise, the user will receive a negative acknowledgment (NACK) and it retransmits the previous packet. We consider the CC HARQ (CC-HARQ), where the transmitter sends the exact same packet as the original packet when the retransmission is requested. We assume that the BS performs MRC to combine received copies of the same packet. It is important to note that due to MRC the decoding order may change. The BS always performs decoding in the descending order of an effective signal-to-interference-plus-noise ratio (SINR).

#### C. Packet Error Rate in the Finite Block Length Regime

We use normal approximation [17] to characterize PER in the finite block length regime. Let $m$ denote the number of copies of a packet at the BS, and $\gamma_i$ denote the SINR of the $i$th copy of the packet. The PERs for CC-HARQ and IR-HARQ in the finite block length regime are then given by [17]

$$\epsilon_{cc}(\gamma_{cc}) \approx Q\left(\sqrt{n} V(\gamma_{cc})\right)$$

$$\epsilon_{ir}(\Gamma) \approx Q\left(\sqrt{n} V(\Gamma)\right)$$

where $\Gamma = (\gamma_1, \ldots, \gamma_m)$ is the vector of SINR of $m$ copies of the packet, $\gamma_{cc} = \sum_{i=1}^{m} \gamma_i$ is the overall SINR after performing MRC at the BS, $Q(x) = (1/\sqrt{2\pi}) \int_{x}^{\infty} e^{-(u^2/2)} du$ is the standard $Q$-function, $V(\gamma) = (1 - (1 + \gamma)^{-2}) \log^2(\gamma)$ is the channel distortion [17], $n$ is the packet length, and $k$ is the information block length. In these formulations, we refer to the ratio $R = k/n$ as the channel code rate.\(^\ddagger\)

For the simplicity of analysis, we assume that all the packets, including the retransmission ones, have the same length $n$.

### III. RELIABILITY AND THROUGHPUT ANALYSIS

Fig. 1 shows the NOMA-HARQ with one retransmission when three users are sharing the same radio resource. As the

\(^\dagger\)The analysis presented in this article can be easily extended to consider delayed feedback.

\(^\ddagger\)In practice, we need to employ channel codes, such as BCH, Polar, or Reed–Muller codes, which are shown to perform close to the normal approximation benchmark [18].

---

**Table I**

**List of Notations**

| Notation | Description |
|----------|-------------|
| $\epsilon_t$ | The target packet error rate |
| $\eta_i$ | Throughput of the $i^{th}$ user |
| $\epsilon_i$ | PER of the $i^{th}$ user |
| $d_i$ | The distance between the $i^{th}$ user and the BS |
| $g_i$ | The gain of the channel between the $i^{th}$ user and the BS |
| $P_{t,i}$ | The transmit power of the $i^{th}$ user |
| $k$ | The information block length of each user |
| $\epsilon$ | The power level of the $i^{th}$ user |
| $\rho$ | Path loss exponent |
| $N$ | The total number of active users |
| $N_r$ | The set of active users |
| $P_0$ | The total received power at the BS |
| $R_c$ | The outer radius of the cell |
| $r_i$ | The radius of the $i^{th}$ cell ring in the dynamic cell planning |

---
B. Successive Interference Cancellation at the BS

In the rest of this article, we consider that \( L = 2 \). That is, each user is allowed to retransmit the failed packet only once. This is mainly to keep the latency at a minimum, which is also aligned with the recent proposals for communication among machines and robots in Industry 4.0 use cases [51].

Let \( N \) denote the set of all active users who are sharing the same radio resource via NOMA. Before starting SIC at the BS at the end of each time slot, we form two sets, where \( \mathcal{R}(J) = \{ j \in N | J_j = R \} \) denotes the set of users who are currently at state \( R \) and \( \mathcal{F}(J) = \{ j \in N | J_j = F \} \) denotes the set of users who are currently at state \( F \). It is then easy to show that the overall SINR for the \( i \)th user after transiting from its current state will be given by

\[
\gamma_i = \begin{cases} 
\sum_{j \in \mathcal{R}(J)} \frac{P_i}{P_j} & J_i \in \{ F, S \} \\
\sum_{j \in \{ \mathcal{R}(J) \cup \mathcal{F}(J) \}} \frac{P_i}{P_j} + \sum_{j \in \mathcal{F}(J)} \frac{P_i}{P_j} & J_i = R 
\end{cases}
\]

(5)

where for the user at state \( R \), the BS will have two copies of its packet, therefore it performs MRC. The BS then finds the user with the highest SINR as follows:

\[
I_1 = \arg \max_i \gamma_i.
\]

(6)

The BS then attempts decoding the user with index \( I_1 \) in the first stage of SIC. Let \( I_\ell \), for \( 1 < \ell \leq N \), denote the user index with the highest SINR after completing the \((\ell-1)\)th stage of SIC; that is all the previous \((\ell-1)\)th stages of SIC led to a successful decoding. Let \( \mathcal{N}_\ell(J) := \{ I_1, \ldots, I_{\ell} \} \) denote the set of \( \ell \) users that have been decoded in the first \( \ell \)th stages of SIC. After completing the \((\ell-1)\)th stage of SIC, the SINR of the remaining users, i.e., for \( j \in N_{\ell-1} \setminus I \), where \( N_{\ell}^c(J) = N \setminus \mathcal{N}_\ell(J) \), can be calculated as follows:

\[
\gamma_j^{(\ell)} = \begin{cases} 
\sum_{\ell \setminus \mathcal{N}_{\ell-1}(J)} \frac{P_i}{P_j} & J_j \in \{ F, S \} \\
\sum_{k \in \mathcal{N}_{\ell-1}(J)} \frac{P_i}{P_j} + \sum_{k \in \mathcal{N}_{\ell-1} \setminus \mathcal{N}_{\ell-1}(J)} \frac{P_i}{P_j} & J_j = R 
\end{cases}
\]

(7)

where \( \mathcal{R}_{\ell-1}(J) := \mathcal{F}(J) \cup \{ \mathcal{R}(J) \setminus \mathcal{N}_{\ell-1}(J) \} \). It is important to note that when \( J_j = R \), there would be two copies of the packet at the BS. For the retransmitted packet, users’ packets that have not been decoded yet, i.e., \( N_{\ell-1}^c(J) \setminus j \) will interfere with it. For the original packet, all users that are currently at state \( F \) and those at state \( R \) that have not been decoded yet, will interfere with it. In other words, all users in \( \mathcal{F}(J) \cup \{ \mathcal{R}(J) \setminus \mathcal{N}_{\ell-1}(J) \} \setminus j \) will interfere with the original packet. As the BS performs MRC, the overall SINR for the user \( j \) currently at state \( R \) can be calculated as in (7). The BS then finds the index of the user to be decoded in the \( \ell \)th stage of SIC as follows:

\[
I_\ell = \arg \max_j \gamma_j^{(\ell)}.
\]

(8)

The BS performs SIC and proceeds to the next stage, only if the decoding succeeded in the previous stage. Otherwise, it terminates and the BS will send NACK to the remaining users. It is important to note that the BS can uniquely determine the SIC decoding order at each stage \( J \), that is \( \mathcal{N}_\ell(J) = \{ I_1, I_2, \ldots, I_N \} \), is known at the BS and calculated by (7).

C. State Transition Probabilities

The following lemma characterizes the probability of transitioning from state \( J \) to state \( J' \), denoted by \( \pi_{J \rightarrow J'} \).

**Lemma 1:** For the NOMA-HARQ with maximum one retransmission, the probability of transitioning from state \( J \) to

\[
\pi_{J \rightarrow J'} = \begin{cases} 
\frac{1}{N} & J' \in \{ S, F \} \\
\frac{1}{N} & J' \in \{ R \} \\
0 & \text{otherwise}
\end{cases}
\]
J', denoted by $\pi_{J\rightarrow J'}$, can be calculated as follows:
$$
\pi_{J\rightarrow J'} = \begin{cases} 
0, & \text{if } i : J_i \in \{S, F\}, J'_i = F \\
0, & \text{if } i, j : I_i < I_j, J'_i \in \{ F, R \}, J'_j = S \\
\prod_{w=1}^{m} q_{t_w}, & \text{otherwise}
\end{cases}
$$
(9)

where $[I_1, \ldots, I_N]$ is the SIC decoding order at state $J$

$$
m = \min \left\{ i | J'_i \in \{ R, F \} \right\}
$$
(10)

and

$$
q_{t_w} = \begin{cases} 
1 - e^{(\gamma_i^{(w)})}, & J'_i = S \\
e^{(\gamma_i^{(w)})}, & J'_i = \{ R, F \}
\end{cases}
$$
(11)

where $e^{(\gamma_i^{(w)})}$ can be calculated by (3) for CC-HARQ.

Proof: See Appendix A for the proof.

Let $J = \{ J_1, \ldots, J_N \}$ denote the set of all states for NOMA-HARQ with one retransmission and let $\Pi$ denote the state transition matrix for NOMA-HARQ with one retransmission, then it can be constructed as follows:

$$
\Pi = \left[ \begin{array}{cccc}
\pi_{1,1} & \pi_{1,2} & \cdots & \pi_{1,3^N} \\
\pi_{2,1} & \pi_{2,2} & \cdots & \pi_{2,3^N} \\
\vdots & \vdots & \ddots & \vdots \\
\pi_{3^N,1} & \pi_{3^N,2} & \cdots & \pi_{3^N,3^N}
\end{array} \right]
$$
(12)

where $\pi_{i,j}$ is the probability of transitioning from state $i$ to $j$ and can be calculated according to Lemma 1. The state stationary distribution, denoted by $P_{\text{stat}}$, can be calculated explicitly by obtaining the eigen vector associated with the unity eigenvalue of matrix $\Pi^T$ as follows:

$$
\Pi^T P_{\text{stat}} = P_{\text{stat}}
$$
(13)

where superscript $T$ is the matrix transpose operation.

D. Packet Error Rate

The following lemma characterizes the PER for the NOMA-HARQ with one retransmission.

Lemma 2: Let $J = \{ J_1, \ldots, J_N \}$ denote the set of all states for NOMA-HARQ with one retransmission and $P_{\text{stat}} = [p_1, \ldots, p_N]^T$ denote the state stationary distribution of the respective MM, where $p_w$ denote the state stationary probability of $J_w$. Then, the PER for the $i$th user, denoted by $\epsilon_i$, is given by

$$
\epsilon_i = \sum_{w \in F_i} p_w + \sum_{w \in R_i} p_w \left( \sum_{j \in F_i} p_{w,j} \right)
$$
(14)

where $F_i = \{ J \in J | J_i = F \}$ and $R_i = \{ J \in J | J_i = R \}$.

Proof: See Appendix B.

E. Throughput Analysis

The following lemma characterizes the delay distribution for each user in the NOMA-HARQ with one retransmission.

Lemma 3: Let $D^{(i)}$ denotes the number of packets (including retransmissions) that user $i$ needs to transmit to deliver $M$ information packets. The probability mass function (pmf) of $D^{(i)}$ is given by

$$
\text{Prob}\{ D^{(i)} = 2M - j \} = \binom{M}{j} p_s^{(i)} (1 - p_s^{(i)})^{M-j}
$$
(15)

where $j \in \{ 0, \ldots, M \}$ and

$$
p_s^{(i)} = \sum_{w \in S_i} \sum_{j \in S_i} \pi_{w,j}
$$
(16)

and $S_i = \{ J \in J | J_i = S \}$.

Proof: See Appendix C.

Using Lemmas 2 and 3, the throughput for user $i$, denoted by $\eta_i$, can be calculated as follows:

$$
\eta_i = R \frac{1 - e_i}{p_s^{(i)} + 2(1 - p_s^{(i)})}
$$
(17)

where $R = k/n$ is the code rate.

IV. OPTIMIZATION OF POWER-SPLITTING RATIOS FOR NOMA-HARQ

In this section, we define two different optimization problems. We first consider a power-constrained scenario, in which we jointly minimize the maximum PER among users and the total received power at the BS. This scenario is mainly suitable for mMTC. Second, we consider the throughput maximization problem for the reliable transmission of packets, in which each user’s PER must satisfy a reliability constraint. This will be mostly suitable for the URLLC scenario.

A. Power-Constrained Scenario

We consider a biobjective optimization problem, where we jointly minimize the maximum PER among all users and the required total received power at the BS, $P_0$. In particular, for the information block length $k$, codeword length $n$, and the number of active users $N$, the optimization problem is summarized as follows:

$$
\min \left\{ a_1, \ldots, a_N \right\} \left\{ \max_{i \in \{1, N \}} \left\{ \epsilon_i \right\}, P_0 \right\}
$$
(18)
s.t. $\sum_{i=1}^{N} a_i = 1.$

The constraint specifies that the total delivered power at the receiver is $P_0$. It is important to note that for such a non-trivial multiobjective optimization problem, no single solution exists that simultaneously optimizes both objectives. This optimization problem can be numerically solved for different value of $k$, $n$, $P_0$, and $N$. In this article, we apply the genetic algorithm inspired by evolutionary biology and introduced by Holland et al. [52] in solving optimization problems. This algorithm utilizes selection, crossover, and mutation operators to come as close as possible to the optimal solution [53]. Table II shows the optimal power-splitting ratios and the respective optimal PER for different values of $N$, code rate $R$, and received power $P_0$ when $n = 100$.

The Pareto Front obtained for optimization problem (18) for different values of $N$ and code rates is shown in Fig. 3. As
can be seen, the system achieves a higher power efficiency at the given target PER when a lower code rate is chosen. It is also clear from Fig. 3 that when the number of active users increases, the system can achieve the same level of PER with the same code rate $R$ at the expense of increased delivered power at the receiver.

Fig. 4 shows the PER of both NOMA-HARQ and OMA-HARQ schemes versus the received SNR at the BS for all users. The optimal power-splitting ratios for the NOMA-HARQ scheme were obtained from Table II for the target error probability of $10^{-2}$. As can be seen in Fig. 4(a), when $N = 3$, all the users with the NOMA-HARQ scheme achieve the desired level of reliability with only a slight difference in the required SNR. This property persists when a higher code rate is chosen. This is consistent with the results shown in Fig. 4(b) for $N = 4$ and Fig. 4(c) for $N = 5$. It is important to note that when the number of users increases and when a higher code rate is chosen, the PER curve shows an error floor that is mainly due to the error propagation effect in SIC. For the sake of comparison, we also consider OMA-HARQ and show its PER performance in Fig. 4. In OMA-HARQ, each time slot will be occupied by one user only. We further assume that the users allow to perform one retransmission provided that their original transmission failed. We also assume that the average total received power at the BS per information packet is the same as that for NOMA-HARQ in order to have a fair comparison. As can be seen in Fig. 4, OMA-HARQ outperforms NOMA-HARQ in terms of PER, which is obvious since in OMA-HARQ only one user uses the channel and there is no interference among users. However, in the NOMA-HARQ scheme, users share the same channel and the user interference will degrade the PER performance.

We show the throughput performance of both NOMA-HARQ and OMA-HARQ schemes in Fig. 5 for different code rates and the number of users when the target error probability is set to $10^{-2}$. As can be seen in this figure, for medium SNRs, the user with a higher power ratio achieves a higher throughput in the NOMA-HARQ scheme while for high SNRs, the throughput of all users converges to the maximum throughput. It is important to note that by using NOMA-HARQ with only one retransmission, all users can achieve the desired level of reliability or throughput when the power-splitting ratios are well chosen. When the number of users is high, for example, $N = 5$, the desired level of PER may not be achieved when the code rate is high [see Fig. 4 (c)]; therefore, one needs to decrease the code rate at the expense of reduced throughput. It should be also noted that under the same rate and average received power at the BS, NOMA-HARQ outperforms OMA-HARQ in terms of throughput. This is mainly because in OMA-HARQ, users are transmitting separately and need to wait for the other users to complete their transmissions, which might also include retransmission. As reflected in this figure, even if the rate $R$ increases, which increases the PER, OMA-HARQ cannot generally achieve the same throughput.

Table II: Optimum Power-Splitting Ratios for the Energy Constrained Scenario, i.e., Optimization Problem (18) When $n = 100$

| $\min_{\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5} \alpha_i$ | $P_0$ [dB] | $R = \frac{A}{n}$ |
|-----------------|--------------|-----------------|
| $7.5 \times 10^{-8}$ | 0.29 0.35 0.36 - - | 2.02 0.25 |
| $10^{-8}$ | 0.29 0.35 0.36 - - | 0.77 0.5 |
| $10^{-7}$ | 0.28 0.34 0.38 - - | 0.07 0.25 |
| $8.85 \times 10^{-6}$ | 0.27 0.34 0.39 - - | 0.09 0.5 |
| $10^{-5}$ | 0.27 0.32 0.41 - - | 1.85 0.25 |
| $10^{-4}$ | 0.25 0.33 0.42 - - | 2.85 0.25 |
| $10^{-3}$ | 0.24 0.33 0.43 - - | 3.63 0.25 |
| $8.97 \times 10^{-6}$ | 0.23 0.32 0.45 - - | 4.38 0.25 |
| $10^{-6}$ | 0.20 0.24 0.25 0.31 - | 0 0.25 |
| $9 \times 10^{-5}$ | 0.20 0.23 0.25 0.32 - | 1.36 0.25 |
| $9.24 \times 10^{-5}$ | 0.19 0.22 0.26 0.33 - | 2.24 0.25 |
| $8.97 \times 10^{-6}$ | 0.18 0.22 0.25 0.35 - | 3.18 0.25 |
| $10^{-6}$ | 0.17 0.21 0.27 0.34 - | 4.33 0.5 |
| $8.8 \times 10^{-5}$ | 0.15 0.22 0.28 0.35 - | 5.59 0.5 |
| $9.974 \times 10^{-5}$ | 0.14 0.21 0.28 0.37 - | 6.57 0.5 |
| $10^{-5}$ | 0.13 0.21 0.28 0.38 - | 7.66 0.5 |
| $9.8 \times 10^{-5}$ | 0.15 0.17 0.19 0.23 0.26 | 1.76 0.5 |
| $9.3 \times 10^{-5}$ | 0.14 0.16 0.19 0.24 0.27 | 3.09 0.5 |
| $10^{-5}$ | 0.13 0.16 0.19 0.24 0.27 | 4.04 0.5 |
| $9.96 \times 10^{-5}$ | 0.13 0.15 0.19 0.24 0.29 | 5.12 0.5 |
| $10^{-4}$ | 0.11 0.15 0.2 0.24 0.3 | 6.78 0.5 |
| $9.1 \times 10^{-5}$ | 0.1 0.14 0.21 0.24 0.31 | 8.54 0.5 |
| $9.5 \times 10^{-5}$ | 0.07 0.09 0.15 0.18 0.51 | 9.83 0.5 |
| $9.55 \times 10^{-5}$ | 0.07 0.1 0.14 0.18 0.51 | 11.22 0.5 |
as NOMA-HARQ, especially in low-to-moderate SNRs. For high SNRs, one can also choose a higher rate for NOMA-HARQ, so it can achieve higher throughput while satisfying the desired level of reliability.

### B. Reliability Constrained Scenario

The problem of finding the minimum required block length \( n \), which guarantees the target maximum PER among all users at the given SNR, can be formulated as follows:

\[
\min_{\{\alpha_1, \ldots, \alpha_N\}} \quad n
\]
\[
\text{s.t.} \quad \sum_{i=1}^{N} \alpha_i = 1
\]
\[
\max_{i \in [1,N]} \{\epsilon_i\} \leq \epsilon_t
\]  

where \( \epsilon_t \) is the target PER.

This optimization problem is solved using an iterative algorithm. In particular, for a given target maximum PER \( \epsilon_t \) among all users at a given SNR, the algorithm is started with \( n = k + 1 \) and uses the genetic algorithm to find the optimum values of \( \{\alpha_1, \ldots, \alpha_N\} \), which minimizes \( \max_{i \in [1,N]} \{\epsilon_i\} \). If the maximum PER is larger than the target PER \( \epsilon_t \), \( n \) is increased by 1 and we run the genetic algorithm again to find the optimum values of \( \{\alpha_1, \ldots, \alpha_N\} \). The block length \( n \) will be increased if the PER constraint cannot be met. The algorithm will stop once the PER constraint is met and the block length will be reported as the minimum required block length.

Table III shows the optimal power-splitting ratios for different target PERs and their respective minimum required block length. As can be seen in this table, when the block length \( n \) is larger, a larger number of users can simultaneously achieve the desired level of reliability.

Fig. 6 shows the PER versus the block length \( n \), for different number of active users, when the total received SNR at the BS is 0 dB and the information block length \( k \) is 50. As can be seen in this figure, one can easily control the maximum PER among all the users by choosing the proper power-splitting ratios and the block length. In particular, for
TABLE III
OPTIMUM POWER-SPLITTING RATIOS FOR THE RELIABILITY
CONSTRAINT SYSTEM (19), WHEN SNR = 0 DB AND k = 50

| $\epsilon_i$ | Power Splitting ratios | Blocklength(n) |
|-------------|------------------------|----------------|
| $9.7 \times 10^{-3}$ | 0.28 0.33 0.39 - - | 130 |
| $10^{-3}$ | 0.28 0.33 0.39 - - | 149 |
| $10^{-4}$ | 0.28 0.34 0.38 - - | 166 |
| $10^{-5}$ | 0.28 0.34 0.38 - - | 181 |
| $10^{-6}$ | 0.20 0.27 0.3 - - | 176 |
| $10^{-7}$ | 0.20 0.27 0.29 - - | 203 |
| $10^{-8}$ | 0.51 0.24 0.36 0.39 - | 227 |
| $10^{-9}$ | 0.20 0.27 0.29 - - | 248 |
| $10^{-10}$ | 0.16 0.20 0.22 0.24 | 223 |
| $9.7 \times 10^{-4}$ | 0.16 0.18 0.20 0.22 0.24 | 259 |
| $10^{-4}$ | 0.16 0.18 0.20 0.22 0.23 | 289 |
| $10^{-5}$ | 0.16 0.18 0.20 0.22 0.24 | 316 |

V. NOMA-HARQ FOR GRANT-FREE ACCESS

In many mMTC scenarios, the BS may not be able to identify the active MTC devices, and therefore allocate the optimal power ratios. This becomes very challenging when the number of devices is very large but the number of active devices in each particular time instant is relatively low. In this case, the BS cannot identify and authenticate the active devices at the beginning of each transmission attempt. To solve this problem and in lieu of recent advancements in grant-free multiple access [47], we propose a grant-free multiple access strategy that can effectively accommodate a large number of devices.

In the coordinated strategy, the active users first contend for radio resources. Once the users are identified, they will be clustered into several NOMA clusters, in which each cluster has $N_c$ users. The BS then allocates the optimum power ratios obtained for $N_c$ users from (18) to the users in each cluster. The users then adjust their transmit powers through the power control algorithm such that the received power at the BS is at the desired level. In the uncoordinated NOMA, the power-splitting ratios cannot be optimally assigned to the users, which will lead to performance degradation even though the BS can estimate the number of active users. We assume that the BS can still estimate the number of active users in each time slot by the load estimation strategy proposed in [54]. The details of load estimation algorithms are beyond the scope of this article and interested readers are referred to [54]–[56] and the references therein for more information.

We propose a dynamic cell planning for the uncoordinated NOMA-HARQ, where each user performs transmit power control according to its segment in the cell. In particular, we assume that the BS performs load estimation and can estimate the number of active users. It then performs cell planning and assigns optimal power-splitting ratio to each cell segment. Let $\hat{N}$ denote the number of active users estimated at the BS. The BS then virtually divides the cell area into $\hat{N}^2$ regions. In particular, the cell coverage area is partitioned into $\hat{N}$ annuli and $\hat{N}$ sectors with the same angles so that the area of all regions is equal. Let $R_o$ denote the cell radius. Then, it is easy to show that the radius of the $i$th ring, denoted by $r_i$, is given by

$$r_i = \sqrt{\frac{i}{\hat{N}}} R_o.$$  

Fig. 7 shows the cell planning for different numbers of active users. The BS then assigns the optimal power-splitting ratios to each segment such that the summation of all power-splitting ratios in each annulus and each sector is 1. In order to ensure that the proposed cell planning does not lead to excessive power usage for users in a particular segment, the BS will rotate the power allocation in each time slot. This makes the average power consumption of users over all cell segments the same. The BS broadcasts the cell planning and power allocation to the users. We assume that the users can determine which segment they are in according to their locations and channel estimation; therefore, they know their power ratios for their transmission. The BS can also determine the configuration of the power levels received at each time slot.

It is important to note that in the uncoordinated scenario, more than one user may select the same power level. Fig. 8 shows a cell partitioned into 16 segments and four users are simultaneously active. As can be seen in this figure, two users are located in the same sector and ring; therefore, they will choose the same power level. This will lead to slight performance degradation.

VI. NUMERICAL RESULTS

We assume that users are randomly deployed at fixed locations within a cell with an outer radius of $R_o = 1500$ m. In what follows, we show the PER and throughput performance of NOMA-HARQ with one retransmission employing CC under the perfect and imperfect load estimation for both coordinated and uncoordinated scenarios with the proposed dynamic cell planning.
A. Results Under Perfect Load Estimation

We first consider the perfect load estimation, where the BS performs load estimation at the beginning of each time slot. This can be achieved by sending a few training symbols by all active users at the specific power level, so the BS can estimate the number of active users, and then performs cell planning and broadcasts the optimized power for each cell segment to all user. Details of load estimation algorithms are beyond the scope of this article and interested readers are referred to [54] and the references therein for further detail. The power-splitting ratios for each SNR are obtained from Table II for the target PER of $10^{-2}$.

Fig. 9 shows the PER versus SNR for NOMA-HARQ with one retransmission at different channel loads when the power-splitting ratios are obtained at the target error probability of $10^{-2}$. As can be seen, when the number of active users and the code rate is low, the uncoordinated scenario performs very close to the coordinated one. However, when the channel load or the code rate increases, the uncoordinated NOMA-HARQ will experience worse performance compared with the coordinated scenario. This is mainly due to the fact that when the channel load increases, the probability that more than one user is active in each cell segment in each time slot increases, which leads to a degradation of the PER performance. In fact, in the coordinated scenario, the active users are always transmitting with the optimal power-splitting ratios as the BS can identify and allocate each user with the optimal power ratio. However, in the uncoordinated scenario, the users are choosing their transmit power according to their location and cell segment; therefore, they are not necessarily transmitting with the optimal configuration of power ratios. When a lower code rate is chosen, the gap will diminish in high SNRs. Therefore, one needs to choose a lower code rate to properly support a large number of active devices and guarantee the desired level of reliability and throughput. It is important to note that OMA-HARQ will perform poorly in the uncoordinated scenario as the devices will randomly transmit and the performance will be significantly degraded due to collision between packets. One may consider some backoff strategies or class-barring techniques [6] to improve the performance of OMA; however, these will lead to poor throughput performance.

B. Results Under Imperfect Load Estimation

As mentioned earlier, the load estimation at the BS may not be accurate. The load estimation also adds extra overhead as devices need to send pilots at the beginning of each time slot, so the BS can perform load estimation. This significantly reduces the throughput and increases the latency. Therefore, such approaches may not be suitable for delay-sensitive applications. In the absence of accurate load estimation, the BS, however, can obtain a statistical channel load profile from the output of the receiver in previous time slots. In this case, the BS will perform cell planning based on inaccurate load estimation. Let $\hat{N}$ denote the estimated load, then the BS divides the cell into $\hat{N}^2$ segments and broadcasts the information regarding the optimized power ratios for each segment to all users.
Fig. 9. PER versus SNR performance of three users for $n = 100$ and two different values of channel code rate, $R = 0.25$ and $R = 0.5$, where we set the same target PER for all users, $e_t = 10^{-2}$. (a) $N = 3$. (b) $N = 4$. (c) $N = 5$.

Fig. 10. Throughput versus SNR for NOMA-HARQ when $n = 100$ with two different code rates, $R = 0.25$ and $R = 0.5$. The target PER for all users is $e_t = 10^{-2}$. Solid and dashed lines show the result for the coordinated and uncoordinated NOMA-HARQ with one retransmission, respectively. (a) $N = 3$. (b) $N = 4$. (c) $N = 5$.

Fig. 11. Average PER versus SNR for the uncoordinated NOMA-HARQ with one retransmission when $R = 0.5$ and $n = 100$.

The number of active users in each time slot, denoted by $N$, may be larger than, equal to, or less than $\hat{N}$. In this part, we are interested in cases where $N > \hat{N}$ or $N < \hat{N}$. The case where $N = \hat{N}$ was previously discussed in Section VI-A.

Fig. 11 shows the average PER of active users versus the average received SNR at the BS for different numbers of active users and cell segments. The power-splitting ratios for each SNR are obtained from Table II for the target PER of $10^{-2}$. As can be seen, when the cell is partitioned into nine segments, i.e., $\hat{N} = 3$, and the number of active users is $N = 5$, the average PER is very close to the optimal case when $N = \hat{N} = 5$. In this case, more than one user have always selected the same power ratio and the overall received power at the BS may exceed $P_0$. This might be an indicator for the BS to slightly adjust its load estimation. It is important to note that when more than one user select the same power level, the BS may fail decoding both users. This, however, can be resolved by using powerful channel codes with sufficiently low code rates.

When the estimated load is $\hat{N} = 5$ and the number of active users $N = 3$, the average PER is close to the optimal case when $N = \hat{N} = 3$. This is because, the users are now sending with smaller power levels, and the total received power at the BS is less than $P_0$. The BS, then needs to adjust the load estimation or increase the reference power $P_0$. The results shown in Fig. 11 indicate that the proposed scheme is not very sensitive to the load estimation algorithm and can achieve
the desired level of PER for all active users. The BS may, however, prefer overestimation rather than underestimation of the load in order to achieve higher reliability. This is very important for multichannel grant-free NOMA, where each user randomly chooses a channel (or a subband) for its transmission and chooses the power level according to its location in the cell. The BS may also consider different cell planning over each channel.

It is important to note that the BS needs to determine the power levels selected by active users when performing the SIC. This can be achieved by first estimating the number of active users and then estimating the selected powers. As the power levels for each $\mathcal{N}$ and the desired level of reliability are unique, the BS can easily find the number of active users and the desired level of reliability are unique, the BS can easily find the number of active users and selected power levels by testing all possible cases of choosing a set of power levels with repetition. One can also design a more sophisticated estimation technique, which is beyond the scope of this article.

VII. Conclusion

We considered an uplink NOMA-HARQ system, where multiple active users share the same radio resources and are allowed to retransmit their packets only once to minimize the latency. We analyzed the dynamics of NOMA-HARQ with one retransmission using an MM and the PER and throughput were accordingly characterized. We then formulated and numerically solved two different optimization problems: 1) in a power-constrained scenario and 2) in a reliability constrained scenario, to find the optimal power-splitting ratios. We further proposed a dynamic cell planning for the uncoordinated transmission, where the users choose their power levels according to their location in the cell. Numerical results show that both coordinated and uncoordinated NOMA-HARQ with a limited number of retransmissions can achieve the desired level of reliability with the guaranteed latency using a proper power control strategy. The results also show that NOMA-HARQ achieves a higher throughput compared to the OMA scheme with HARQ under the same average received power constraint at the BS.

Appendix A

Proof of Lemma 1

As we allow a maximum of one retransmission, a user at state $F$ or $S$ will not directly transit to state $F$. Therefore, $\pi_{\text{transmit}} = 0$ when the transition indicates that there is a user $i$ that transmits from $J_i \in \{F, S\}$ to $J_i' = F$. This proves the first line of (9).

Since $I_i$ denotes the user with the highest SINR at the $i$th stage of SIC, it is clear that all the remaining users will either fail or transit to the state $R$, if user $I_i$ transit to state $F$ or $R$. This is because the SIC only proceeds to the next stage when the decoding succeeds in the current stage. Therefore, if the transition from state $J$ to $J'$ indicates that the user $I_j$ goes to state $S$ when there is a user $I_i$ with $i < j$ that transmits to state $F$ or $R$, then $\pi_{\text{transmit}} = 0$. This proves the second line of (9).

If the system transits from state $J$ to state $J'$ and none of the above-mentioned conditions hold, the BS will decode the users using SIC according to the decoding order in each stage, i.e., $I_i$. That is, the BS first decodes user $I_1$, and if successful then moves to decode user $I_2$, and so forth. The SIC stops whenever the decoding failed, say at stage $m$. All the remaining users will transit to either state $F$ or $R$ depending whether they have already performed the retransmission or not. All users from $I_1$ to $I_{m-1}$ are transiting to state $S$ while user $I_m$ will transit to state $F$ or $R$. For the user transiting from state $F$ or $S$ to state $S$, the BS has only one copy of its packet; therefore, the transition probability for user $I_i$ will be given by $q_i = 1 - \epsilon(\gamma_i^{(0)})$, where $\gamma_i^{(0)}$ is given by (7). For the user transiting from state $F$ or $S$ to state $F$, the transition probability for user $I_i$ will be given by $q_i = \epsilon(\gamma_i^{(0)})$. For the user transiting from state $R$ to state $S$, the BS has two copies of its packet; therefore, the transition probability for user $I_i$ will be given by $q_i = \epsilon(\gamma_i^{(0)})$. The probability of transiting from state $J$ to state $J'$ can be easily calculated by multiplying the state transition probability for users $I_1$ to $I_m$.

Appendix B

Proof of Lemma 2

The packet of the $i$th user is declared as failed in one of the following two cases: 1) when the $i$th user is at state $F$ and 2) when the $i$th user is at state $R$ and transits to state $F$. Let $F_i$ denote the set of all the states that the $i$th user is at state $F$, then the probability that case 1 occurs is given by $\sum_{w \in F_i} p_w$. Let $R_i$ denote the set of all the states that the $i$th user’s state is $R$, then the probability that it transits to state $F$ is given by $\pi_{w,j}$, where $w \in R_i$ and $j \in F_i$. By taking the sum over all $w$ and $j$, the probability that case 2 occurs is given by $\sum_{w \in R_i} p_w (\sum_{j \in F_i} \pi_{w,j})$. This completes the proof.

Appendix C

Proof of Lemma 3

When a user is at either state $F$ or state $S$ and transits to state $S$, only one transmission is required to deliver the packet. The probability that a packet will be successfully decoded is given by (16). Each information packet of user $i$ will be decoded with only one transmission with probability $p_i^{(0)}$; otherwise, user $i$ needs to retransmit the packet, which will happen with probability $1 - p_i^{(0)}$. The number of packets that user $i$ needs to send to potentially deliver each information packet is a Bernoulli random variable with success probability $p_i^{(0)}$, where the success and fail events, respectively, correspond to one packet and two packets delay. The total number of packets to be sent to deliver $M$ information packets is then a Binomial random variable with the distribution given in (15).
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