Abstract The paper develops no arbitrage results for trajectory based models by imposing general constraints on the trading portfolios. The main condition imposed, in order to avoid arbitrage opportunities, is a local continuity requirement on the final portfolio value considered as a functional on the trajectory space. The paper shows this to be a natural requirement by proving that a large class of practical trading strategies, defined by means of trajectory based stopping times, give rise to locally continuous functionals. The theory is illustrated, with some detail, for two specific trajectory models of practical interest. The implications for stochastic models which are not semimartingales are described. The present paper extends some of the results in [1] by incorporating in the formalism a larger set of trading portfolios.
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1 Introduction

There have been a few attempts to propose alternative, non probabilistic, approaches to financial market models. As examples that we are aware of, we mention [3] and [17]. The probabilistic framework requires several basic assumptions such as its reliance on sets of measure zero that, besides their technical role in the theory, have an unclear meaning in applications (to say the least). We refer to [11] for a discussion of the implications of probabilistic assumptions in finance and, in particular, the section on Knightian Uncertainty.

Reference [1] introduced a non probabilistic (NP) point of view that relies on trajectory based models and allows to prove no arbitrage results for such models. Hedging is understood as a trajectory based approximation in the case of incomplete markets; reference [1] outlines a minmax setting that allows for trajectory
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based pricing in incomplete markets. A detailed analysis of this pricing methodology in the context of discrete markets is presented in [8].

We believe a trajectory based approach should illuminate and complement the stochastic approach, in particular, and following the work in [1], we provide examples of applications of our main results to non-semimartingale models. See Sections 5.3 and 6.2.

A key problem faced by a trajectory based approach is to be able to integrate with respect to functions of unbounded variation given that portfolio values, in the limit of short time intervals, are represented by such integrals. There is an array of possible integrals that can fulfill such a role (depending on the given trajectory space), we just mention [10] and [7] as examples.

The main ingredient in [1], was to place continuity restrictions on the allowed final portfolio value considered as a functional on the trajectory space. The trajectory space being treated as a topological space instead of a probability space. The present paper extends results from [11] by introducing a larger class of practical portfolios for the proposed market models. This is achieved by incorporating trajectory based stopping times which, in turn, requires the weakening of the continuity assumptions to local continuity hypothesis (we borrow the idea of local continuity from [2]). The notion of trajectory based stopping times is implicit in the usual stopping times (i.e. the formulation based on filtrations) and both notions are related ([13]); differences between the two concepts are highlighted in [4] and [12].

The paper develops results on NP-arbitrage free models and apply them to two realistic NP-market models. One of these models includes trajectories with jumps, while another one provides trajectory dependent volatility; each such trajectory class contains a large class of practical portfolios providing arbitrage free markets. In turn, each of these NP-market models can be used to obtain no arbitrage results for related non-semimartingale stochastic models.

Simple portfolios are included in the above mentioned market models; moreover, portfolios which allow for continuous re-balancing in between trajectory based stopping times are included as well. For all these portfolios, we are required to study the joint strong local continuity property of a sequence of trajectory based stopping times as a sufficient condition leading to arbitrage free NP-market models. A main technical contribution of the paper is to show that a large class of practically relevant NP-portfolios defined by means of trajectory based stopping times are locally continuous and this is achieved in different topological settings.

Fundamental results by Delbaen and Schachermayer on non-semimartingale models (see, for example, [9]) imply the existence of arbitrage strategies in the class of simple portfolios. The proposed NP-models can be applied to several non-semimartingale models indicating that local continuity is a natural sufficient condition on the allowed portfolios in order to avoid arbitrage. More details of the possible applications to non-standard stochastic frameworks can be found in [1].

The paper is organized as follows. Section 2 introduces our main definitions, in particular we provide the definition of NP-market and trajectory based stopping time and draw some basic consequences from this last concept. Section 3 introduces a notion of local continuity for a general metric space; under general assumptions, simple portfolios defined through a sequence of trajectory based stopping times are shown to define portfolios with an associated locally continuous value functional. Section 4, following [1], provides a result linking the usual (probabilistic)
notion of arbitrage with NP-arbitrage. This connection is achieved by assumptions of local continuity and small balls allowing to transfer results, back and forth, between NP-market models and stochastic market models. Section 5 constructs a NP-jump-diffusion arbitrage free market and shows how the result can be used to prove that several non-semimartingale market models are arbitrage free. Section 6 constructs a trajectory dependent volatility arbitrage free market and also draws implications to related non-semimartingale market models. Finally, Section 7 provides an overall perspective on the trajectory based approach and concludes. The Appendix contains statements and proofs of technical results used in the paper.

2 Non Probabilistic Framework

2.1 Non Probabilistic Market

Most of the definitions and ideas in this brief section were already introduced in [1], we include them here to make the paper as self-contained as possible. Let \( x \) be a real valued function on \([0, T]\) which is right continuous and has left limits (RCLL for short), the space of such functions will be denoted by \( D[0, T] \).

We assume the existence of a non risky asset evolving with constant interest rate \( r \geq 0 \) and, for simplicity, we will take \( r = 0 \) for most of our arguments. The risky asset is modeled by trajectories of functions \( x \) belonging to certain class \( J(x_0) \), which we will write simply as \( J \), where \( x(0) = x_0 \) for all \( x \in J \).

We also assume that, for every trajectory \( x \in J(x_0) \subset D[0, T] \), the integrals

\[
\int_0^t y(s, x) dx_s
\]

are well defined for all \( t \in [0, T] \) under appropriate conditions on the integrand \( y \). The sense in which these integrals exist is not specified yet but a general property will be assumed at this point. In the case that \( y(\cdot, x) \) is piecewise constant, namely for any \( t \in [0, T] \):

\[
y(t, x) = 1_{[0, t_1]}(t) c_0(0, x) + \sum_{i=1}^{n(x)-1} 1_{(t_i, t_{i+1})}(t) c_i(t_i, x),
\]

where \( 0 = t_0 < t_1(x) < ... < t_n(x)(x) = T \) is a finite, \( x \)-dependent partition, we will require that for all \( t \in [0, T] \)

\[
\int_0^t y(s, x) dx_s = \sum_{i=0}^{k(x)-2} c_i(t_i, x) [x_{t_{i+1}} - x_{t_i}] + c_{k-1}(t_{k-1}, x) [x_t - x_{t_{k-1}}].
\]

where \( k(x) \) is the smallest integer such that \( t \leq t_{k(x)} \).

A NP-portfolio \( \Phi \) is a function \( \Phi: [0, T] \times J(x_0) \to \mathbb{R}^2, \Phi = (\psi, \phi) \), satisfying \( \Phi(0, x) = \Phi(0, x') \) for all \( x, x' \in J(x_0) \). This common value will be denoted \( \Phi(0, x_0) \). We will also consider the associated projections \( \Phi_x: [0, T] \to \mathbb{R}^2 \) and \( \Phi_t: J(x_0) \to \mathbb{R}^2 \), for fixed \( x \) and \( t \) respectively.

The value of a NP-portfolio \( \Phi \) is the function \( V_\Phi: [0, T] \times J(x_0) \to \mathbb{R} \) given by:

\[
V_\Phi(t, x) \equiv \psi(t, x)e^{rt} + \phi(t, x) x(t).
\]
Definition 1 Consider a class $\mathcal{J}(x_0)$ of trajectories starting at $x_0$ and consider a NP-portfolio $\Phi$:

i) $\Phi$ is said to be NP-predictable if $\Phi_t(x) = \Phi_t(x')$ for all $x, x' \in \mathcal{J}(x_0)$ such that $x(s) = x'(s)$ for all $0 \leq s < t$ and $\Phi_x(\cdot)$ is left continuous and has right limits (LCRL for short) for all $x \in \mathcal{J}(x_0)$.

ii) $\Phi$ is said to be NP-self-financing if the integrals $\int_0^t \psi(s, x) \, ds$ and $\int_0^t \phi(s, x) \, dx_s$ exist for all $x \in \mathcal{J}(x_0)$ in the senses of Stieltjes and expression (1) respectively and

$$V_\Phi(t, x) = V_0 + \int_0^t \psi(s, x) \, r \, ds + \int_0^t \phi(s, x) \, dx_s, \quad \forall x \in \mathcal{J}(x_0),$$

where $V_0 = V_\Phi(0, x) = \psi(0, x) + \phi(0, x) \, x(0)$ for any $x \in \mathcal{J}(x_0)$.

Remark 1 Consider $r = 0$ and function $\phi(\cdot, \cdot)$ given; define $\Phi = (\psi, \phi)$ where $\psi(t, x) \equiv V_\Phi(t^-, x) - x(t^-) \psi(t, x)$ and $V_\Phi(t^-, x)$ is given by (3) with $r = 0$. For all the family of functions $\phi$ considered in this paper, and under the working assumption $r = 0$, these portfolios $\Phi$ will satisfy all the properties listed in Definition 1. We will not prove this fact in each instance but refer to Proposition 4 as a typical example.

Definition 2 A NP-market model $\mathcal{M}$ is a pair $\mathcal{M} = (\mathcal{J}, A)$ where $\mathcal{J}$ represents a class of possible trajectories for a risky asset and $A$ is a class of NP-portfolios.

For some of our results, we will need to require the following stronger hypothesis of admissibility.

Definition 3 A NP-portfolio $\Phi$ is said to be NP-admissible if $V_\Phi(t, x) \geq -A$, for a constant $A = A(\Phi) \geq 0$, for all $t \in [0, T]$ and all $x \in \mathcal{J}(x_0)$.

The following definition provides the notion of arbitrage in a non probabilistic framework.

Definition 4 A NP-portfolio $\Phi$ defined on a trajectory space $\mathcal{J}$ is a NP-arbitrage if:

- $V_0 = 0$ and $V_\Phi(T, x) \geq 0$, $\forall x \in \mathcal{J}$.
- $\exists x^* \in \mathcal{J}$ satisfying $V_\Phi(T, x^*) > V_\Phi(0, x^*)$.

We will say that the NP-market $\mathcal{M} = (\mathcal{J}, A)$ is arbitrage free if $\Phi$ is not a NP-arbitrage, for each $\Phi \in A$.

2.2 Trajectory Based Stopping Times

The usual stopping times depend on a given filtration but a much related notion can be defined in a trajectory based sense.

Definition 5 Let $\mathcal{J}$ be a class of trajectories, a functional $\tau : \mathcal{J} \to [0, T]$ is a trajectory based stopping time on $\mathcal{J}$ if for every pair of trajectories $x, y \in \mathcal{J}$, with $x(s) = y(s)$ for all $s \in [0, \tau(x)]$, it follows that $\tau(y) = \tau(x)$.
Remark 2 Unless indicated otherwise, when proving a certain functional to be a trajectory based stopping time, its domain $J$ will be taken to be the whole set of RCLL functions ($D([0,T])$.) This approach provides more general results because, once the result is obtained on $D([0,T])$, it applies to any arbitrary subset.

It will take a separate study to derive systematically the consequences following from Definition 5, we content ourselves with providing some basic results, some of them will be used in the remaining of the paper. We also refer to [4] and [12] for closely related developments.

It is well known that the usual stopping times (i.e. the a filtration based formulation) can be equivalently recast in terms of trajectories. See Theorem 7 in [19] (this is sometimes referred to as Galmarino’s test). As an illustration, we formulate here a particular version of this type of result. Define, for each $s \in [0,T]$, the functions $X_s : J \to \mathbb{R}$ by $X_s(x) = x(s)$ and the associated canonical filtration on a given trajectory space $J$:

$$F_t^J = \sigma(X_s : 0 \leq s \leq t),$$

where we have considered $\mathbb{R}$ with the Borel sigma algebra. We then have the following result (see Problem 2.2 from [13]):

**Proposition 1** A stopping time $\tau$ relative to the filtration $\{F_t^J\}$ is also a trajectory based stopping time.

**Proposition 2** The following are trajectory based stopping times on $D([0,T])$:

1. $\tau(x) = c$ if $c \in [0,T]$.
2. $\tau(x) = (\tau_1(x) + \tau_2(x)) \wedge T$ where $\tau_1, \tau_2$ are trajectory based stopping times on $D([0,T])$.
3. Let $A \subset \mathbb{R}$ be a closed set. For all $x \in J$, define $\tau(x) = \inf\{t \in [0,T] : x_t \in A\}$. Then $\tau$ is a trajectory based stopping time.
4. $\tau(x) = \inf_t \{x(t) \geq a\}$.
5. Consider $\delta > 0$, the following functional is a trajectory based stopping time:

$$\tau_\delta(x) = \inf_{t \in [0,T]} \{|x(t) - x(t^-)| > \delta\}.$$

6. Consider a function $g : \mathbb{R}^N \to \mathbb{R}$ satisfying $g(a_1, \ldots, a_N) \leq a_i$, $i = 1, \ldots, N$ and assume that $\tau_i$, $i = 1, \ldots, N$, are trajectory based stopping times. Then, $\tau(x) \equiv g(\tau_1(x), \ldots, \tau_N(x))$ is a trajectory based stopping time. It follows then, that the minimum of a finite collection of trajectory based stopping times is also a trajectory based stopping time.
7. Let $\tau_t$ be a collection of trajectory based stopping times indexed by $t \in I$, where $I$ is an arbitrary index set. Then $\tau(x) = \sup_{t \in I} \tau_t(x)$ is a trajectory based stopping time.
Definition 6

Let \( \tau \) be a trajectory based stopping time on \( X \) such that \( x(\tau(x)) \in A \) for all \( x \in [0, \tau(x)] \). In the case that \( x(\tau(x)) \in A \) we have that \( y(\tau(x)) \in A \) and \( y(s) \notin A \) for all \( s \in [0, \tau(x)] \). Hence \( \tau(y) = \tau(x) \). The case \( x(\tau(x)) \notin A \) is not possible as we argue next; for each \( \epsilon_n > 0 \) there exists \( t_n \) satisfying \( \tau(x) \leq t_n \) \( \tau(x) + \epsilon_n \) with \( t_n(x) \in A \). Then, this implies, by right continuity and the fact that \( A \) is closed, that \( \lim_{\epsilon_n \searrow 0} x(t_n) = x(\tau(x)) \in A \).

The result follows from Proposition 2 (see the Appendix).

Proof Items 1 and 2 have immediate proofs. To prove 3 consider \( x, y \in D([0, T]) \) such that \( x(s) = y(s) \) for all \( s \in [0, \tau(x)] \). In the case that \( x(\tau(x)) \in A \) we have that \( y(\tau(x)) \in A \) and \( y(s) \notin A \) for all \( s \in [0, \tau(x)] \). Hence \( \tau(y) = \tau(x) \). The case \( x(\tau(x)) \notin A \) is not possible as we argue next; for each \( \epsilon_n > 0 \) there exists \( t_n \) satisfying \( \tau(x) \leq t_n \) \( \tau(x) + \epsilon_n \) with \( t_n(x) \in A \). Then, this implies, by right continuity and the fact that \( A \) is closed, that \( \lim_{\epsilon_n \searrow 0} x(t_n) = x(\tau(x)) \in A \).

The result follows from Proposition 2 (see the Appendix).

To prove 4 assume \( x, y \) to be RCLL functions satisfying \( x(s) = y(s) \) for all \( s \in [0, \tau(x)] \). We analyze two cases: Case i) when \( |x(\tau(x)) - x(\tau(x)^-)\rangle > \delta \), it follows that \( |y(\tau(x)) - y(\tau(x)^-)\rangle > \delta \) as well. Moreover, \( |y(t) - y(t^-)\rangle > \delta \) for \( t \in [0, \tau(x)] \) is impossible as it will contradict the definition of \( \tau(x) \) as an infimum. It follows then, that for this case, \( \tau(y)(x) = \tau(x)(y) \). We will now argue that case ii), namely, \( |x(\tau(x)) - x(\tau(x)^-)\rangle \leq \delta \) does not occur, this will conclude the proof. Consider \( \epsilon_n \searrow 0 \), then there exists \( \tau_n(x) \leq t_n \leq \tau(x) + \epsilon_n \) such that \( |x(t_n) - x(t_n^-)| > \delta \). These last statements contradict Lemma 2 (see the Appendix).

Items 3, 4, and 7 have direct proofs.

Corollary 1

Consider \( J \) to be a fixed subset of \( D([0, T]) \) such that each \( x \in J \) has a finite number of jumps. Then,

\[
\tau(x) = \inf_{t \in [0, T]} \{x(t) - x(t^-)\rangle \neq 0\} = \inf_{\delta > 0} \inf_{t \in [0, T]} \{|x(t) - x(t^-)| > \delta\},
\]

is a trajectory based stopping time on \( J \).

Proof

Clearly, from the hypothesis on finite number of jumps, \( \inf_{t \in [0, T]} \{x(t) - x(t^-)\rangle \neq 0\} \geq \inf_{\delta > 0} \inf_{t \in [0, T]} \{|x(t) - x(t^-)| > \delta\} \). The reverse inequality follows by noticing that \( \inf_{t \in [0, T]} \{|x(t) - x(t^-)| > 0\} \leq \inf_{t \in [0, T]} \{|x(t) - x(t^-)| > \delta\} \) for all \( \delta > 0 \). So, \( \tau(x) = \inf_{\delta > 0} \tau_\delta(x) \) and each \( \tau_\delta \) is a trajectory based stopping time according to Proposition 2 Item 4. Again, from the hypothesis on finite number of jumps, for a fixed \( x \), there exists \( \beta = \delta(x) \) such that \( \tau(x) = \tau_\beta(x) \), therefore, for such fixed \( x \), consider \( y \) such that \( x(s) = y(s) \) for all \( s \in [0, \tau(x)] \). It follows that \( \tau_\beta(x) = \tau_\beta(y) \) and so \( \tau(x) = \tau(y) \).

For simplicity, and for lack of a better abbreviation, trajectory based stopping times will be referred to as NP-stopping times.

3 Locally Continuous Portfolios

In 2 the concept of local continuity is introduced as follows.

Definition 6

Let \( X \) and \( Y \) be metric spaces. A function \( f : X \rightarrow Y \) is locally continuous if for all \( x \in X \) there exists an open \( U_x \subset X \) such that \( x \in U_x \) and \( f(x_n) \rightarrow f(x) \) whenever \( x_n \rightarrow x \) in \( U_x \).

The notion of local continuity is equivalent, at least in the setting of metric spaces, to quasicontinuity, a notion developed in the literature (see 11). Locality continuity is a natural topological property for NP-stopping times, this is in contrast to the stronger property of continuity. As an example we mention that the stopping time given in item 4 of Proposition 2 is not continuous with respect to the uniform metric but it is easily seen to be locally continuous relative to that metric.
In our framework, we will not only need locally continuous NP-stopping times but we will also require they satisfy the following stronger continuity property.

**Definition 7** Let \( J \) be a class of trajectories provided with metric \( d \). A stopping time \( \tau \) on \( J \) is said to be strongly locally continuous if for all \( x \in J \) there exists an open set \( U_x \subset J \) such that \( x \in U_x \) and whenever \( x_n \to x \) in \( U_x \):

1. \( \tau(x_n) \to \tau(x) \) (local continuity).
2. \( x_n(\tau(x_n)) \to x(\tau(x)) \).

The next proposition shows that condition 2 in Definition 7 follows from local continuity in the case of the uniform metric.

**Proposition 3** Let \( J \) be a class of continuous trajectories provided with the topology induced by the uniform norm. If \( \tau \) is a locally continuous stopping time on \( J \) then \( \tau \) is strongly locally continuous on \( J \).

**Proof** As \( \tau \) is locally continuous on \( J \), for all \( x \in J \) there exists an open \( U_x \subset J \) such that \( x \in U_x \) and \( \tau(x_n) \to \tau(x) \) whenever \( x_n \to x \) in \( U_x \). Let \( (x_n)_{n=1,2,...} \) be such a sequence, then:

\[
|x_n(\tau(x_n)) - x(\tau(x))| = |x_n(\tau(x_n)) - x(\tau(x_n)) + x(\tau(x_n)) - x(\tau(x))| \\
\leq |x_n(\tau(x_n)) - x(\tau(x_n))| + |x(\tau(x_n)) - x(\tau(x))| \\
\leq \sup_s |x_n(s) - x(s)| + |x(\tau(x_n)) - x(\tau(x))| \\
= \|x_n - x\| + |x(\tau(x_n)) - x(\tau(x))|.
\]

(4)

It is obvious that \( \|x_n - x\| \to 0 \) as \( n \to \infty \). On the other hand, \( \tau(x_n) \to \tau(x) \) and \( x \) is a continuous function, then \( x(\tau(x_n)) \to x(\tau(x)) \). This analysis implies that expression in (4) converges to 0, therefore \( x_n(\tau(x_n)) \to x(\tau(x)) \) as \( n \to \infty \) and the strong locally continuity property is satisfied. \( \square \)

**Definition 8** Let \( (J,\mathcal{A}) \) be a NP-market. A NP-portfolio \( \Phi \in \mathcal{A} \) is said to be locally \( V \)-continuous with respect to \( d \) if the functional \( V_\Phi(T,\cdot):J \to \mathbb{R} \) is locally continuous with respect to the topology induced on \( J \) by the distance \( d \).

In contrast to the use of \( V \)-continuity in [1], we will consider locally \( V \)-continuous portfolios. The reason for this is that, in general, typical NP-stopping times will generate NP-portfolios that are only locally \( V \)-continuous. The following proposition provides an example of a simple portfolio, defined by a constant NP-stopping time, that is locally \( V \)-continuous but not \( V \)-continuous. This example was considered in Propositions 4 and 5 from [1]. We briefly recall the definition of the required trajectory class \( J^{a,\mu}(x_0) \) from [1].

Denote by \( \mathcal{N}([0,T]) \) the collection of all functions \( n(t) \) such that there exists a non negative integer \( m \) and positive numbers \( 0 < s_1 < \ldots < s_m < T \) such that

\[
n(t) = \sum_{n_i \leq t} 1_{[0,t]}(s_i).
\]

The function \( n(t) \) is considered as identically zero on \( [0,T] \) whenever \( m = 0 \).

- Given constants \( \mu, a \in \mathbb{R}, \mu a < 0 \) and \( x_0 > 0 \), let \( J^{a,\mu}(x_0) \) to be the class of all functions \( x \) for which exists \( n(t) \in \mathcal{N}([0,T]) \) such that:

\[
x(t) = x_0 e^{\mu t} (1 + a)^{n(t)}.
\]

(5)
The function $n(t)$ counts the number of jumps present in the path $x$ until, and including, time $t$.

**Proposition 4** Consider $T = 1$ and the NP-portfolio with initial value $x_0$ defined by:
- $\phi(t, x) = 1$, $\psi(t, x) = 0$, for all $x \in J^{a, \mu}(x_0)$ if $0 \leq t < 1$.
- $\phi(t, x) = 0$, $\psi(t, x) = x_1$ for all $x \in J^{a, \mu}(x_0)$ if $1/2 < t \leq 1$.

Then, $\Phi = (\psi, \phi)$ is a NP-admissible portfolio that is locally $V$-continuous but not continuous with respect to the Skorohod’s topology on $J^{a, \mu}(x_0)$.

**Proof** It is easy to see that $\Phi$ is NP-admissible, the fact that it is not $V$-continuous is proven in Proposition 4 of [1]. Let $x \in J^{a, \mu}(x_0)$. If $x(1/2) - x(1/2^-) = 0$ (meaning that $x$ doesn’t jump at $t = 1/2$) then $V_\Phi(T, \cdot)$ is continuous at $x$, hence locally continuous at $x$.

If $x(1/2) - x(1/2^-) \neq 0$ then consider

$$U_x^\epsilon = \{ y \in J^{a, \mu}(x_0) : 0 < d_\mathbb{S}(y, x) < \epsilon, \; y(1/2) = x(1/2) \} .$$

Then: (i) $x \in U_x^\epsilon$ and (ii) $V_\Phi(t, x_n) = V_\Phi(t, x)$ if $x_n \to x$ in $U_x^\epsilon$. \qed

A basic class of portfolios is defined through sequences of NP-stopping times; these sequences are introduced in the following definition and the associated portfolios are introduced in Definition [11].

**Definition 9** (Unbounded Finite Sequence of Stopping Times) Let $\mathcal{J}$ be a class of trajectories and consider a non decreasing sequence $\tau = \{\tau_n\}$ of NP-stopping times $0 = \tau_0 \leq \tau_1 \leq \tau_2 \leq \cdots \leq T$ such that, for each $x \in \mathcal{J}$, there is a smallest integer $M(x)$ satisfying $\tau_{M(x)}(x) = T$. Such a sequence is said to be a finite sequence of stopping times.

The case of a bounded number of stopping times $0 = \tau_0 \leq \tau_1 \leq \cdots \leq \tau_N = T$ is covered by the above definition by taking $M(x) = N$ for all $x$.

**Definition 10** (Joint Strong Locally Continuity) Let $\mathcal{J}$ be a class of trajectories provided with metric $d$. Consider a finite sequence of NP-stopping times $\tau = \{\tau_n\}$ as per Definition [11]. Such a sequence is said to be jointly strong locally continuous on $\mathcal{J}$, with respect to $d$, if for all $x \in \mathcal{J}$ there exists an open set $U_x \subset \mathcal{J}$ such that $x \in U_x$ and whenever $x_n \to x$ in $U_x$:

- i) $\lim_{n \to \infty} \tau_i(x_n) = \tau_i(x)$ for all $i$.
- ii) $\lim_{n \to \infty} x_n(\tau_i(x_n)) = x(\tau_i(x))$ for all $i$.
- iii) $\lim_{n \to \infty} M(x_n) = M(x)$.

Definition [11] indicates that all stopping times $\tau_i$ are strongly locally continuous, not only individually, but jointly in the sense that the open subset $U_x \subset \mathcal{J}$ is common to all stopping times.

**Remark 3** In the case of a finite number of stopping times $M(x) = N$ for all $x$, and so item iii) in Definition [11] holds for any $\mathcal{J}$ and $d$. Moreover, when $N = 2$, which represents the case of a single NP-stopping time, Definition [11] coincides with Definition [7] and so, the requirement of joint strong local continuity reduces to strong locally continuity.
Definition 11 (Simple Portfolios) Assume as given: \( \tau = \{ \tau_n \} \) a finite sequence of stopping times as per Definition\([9]\) functions \( \phi_0(\cdot), \phi_1(\cdot), ... \) defined on \( \mathcal{F} \) satisfying \( \phi_i(x) = \phi_i(\hat{x}) \) for any \( x, \hat{x} \in \mathcal{F} \) satisfying \( x(s) = \hat{x}(s), 0 \leq s \leq \tau_i(x) \), and a real number \( V_0 \). Fix \( x \in \mathcal{F}, t \in [0, T] \) and define:

\[
\phi(t, x) \equiv \phi_0(x) \mathbb{1}_{[0, \tau_1(x)]}(t) + \sum_{k \geq 1} \phi_k(x) \mathbb{1}_{[\tau_k, \tau_{k+1}]}(t).
\]

For fixed \( x \) and \( t \in (\tau_j(x), \tau_{j+1}(x)] \), define:

\[
V(t, x) = V_0 + \sum_{k=0}^{j-1} \phi_k(x) \left[ x(\tau_{k+1}(x)) - x(\tau_k(x)) \right] + \phi_j(x) \left[ x(t) - x(\tau_j(x)) \right]
\]

and \( V(0, x) = V_0 \). Finally, define: \( \psi(t, x) = V(t-, x) - \phi(t, x) x(t-) \) and NP-portfolio strategy \( \Phi = (\psi, \phi) \). \( \Phi \) will be said to be a NP-simple portfolio associated to the sequence \( \tau = \{ \tau_n \} \).

Proposition 5 Consider the simple portfolio \( \Phi \) associated to a sequence \( \{ \tau_n \} \) as in Definition\([10]\). Then, \( \Phi \) is a NP-portfolio that is NP-predictable and NP-self-financing.

Proof Notice that \( \phi(0, x) = \phi_0(0, x) \) and the dependency of \( \phi_0(0, x) \) on \( x \) is only through \( x(0) \), it follows that \( \Phi(0, x) = \Phi(0, x') \) for any \( x, x' \in \mathcal{F} \). To prove NP-predictability of \( \Phi \) consider \( t \in (0, T] \) and \( x = y(s), 0 \leq s < t, \ x, y \in \mathcal{F} \). Let \( n \) be the largest integer such that \( \tau_n(x) < t \), such an integer exists because \( \tau_0(x) = 0 \), \( \tau_M(x) = T \) and \( \tau_1 \leq \tau_{i+1} \). It follows that \( \tau_n(x) = \tau_1(y), \phi(t, x) = \phi_n(x) \) and \( \tau_{n+1}(x) \geq t \). Also \( \tau_{n+1}(y) \geq t \) otherwise \( \tau_{n+1}(y) = \tau_{n+1}(x) < t \) which contradicts our selection of \( n \). It follows then that \( \phi(t, y) = \phi_n(y) = \phi_n(x) = \phi(t, x). \) This reasoning also shows \( \tau_{k}(x) = \tau_{k}(y) \) and so \( x(\tau_k(x)) = y(\tau_k(y)) \) for all \( 0 \leq k \leq n \); therefore:

\[
V(t, x) - V(t, y) = \phi(t, x)(x(t) - y(t)).
\]

From the definition it follows that \( \phi(t-, x) = \phi(t, x) \) and notice that \( V(t-, x) \) exists because \( x(t-) \) exists. It is also straightforward to check that \( V(t, x) - V(t-, x) = \phi(t, x)(x(t) - x(t-)) \) which gives \( \psi(t-, x) = \psi(t, x) \). Using \([8]\) we obtain \( \psi(t, x) = \psi(t, y) \). It is also straightforward to prove that right limits exist for \( \phi \) and \( \psi \) as well. Summarizing, we have argued that \( \Phi = (\psi, \phi) \) is NP-predictable. From the definition of \( \psi \) it follows that \( V_\Phi(t, x) = V(t, x) \) for all \( t \in [0, T] \) and all \( x \in \mathcal{F} \). Therefore, by means means of \([2]\), we obtain

\[
V_\Phi(t, x) = V(t, x) = V_\Phi(0, x_0) + \int_0^t \phi(s, x) \, dx \text{ for all } x \in \mathcal{F},
\]

where \( V_\Phi(0, x_0) = V_0 \), hence \( \Phi \) is NP-self-financing.

\[\square\]

Theorem 1 Let \( \tau = \{ \tau_n \} \) be as in Definition\([10]\) and consider the associated simple portfolio \( \Phi \) as in Definition\([11]\) and further assume that the functions \( \phi_k \) appearing in \([6]\) are continuous functions. Then, \( \Phi \) is a NP-portfolio that is NP-predictable, NP-self-financing and locally \( V \)-continuous.
Consider the setting of Theorem 1 and assume Corollary 2. The same proof can also be adapted to establish the following corollary.

Remark 4. The proof of Theorem 1 can also be adapted to cover the case of \( x \) such that if \( x_n \to x^* \), with \( x_n \in U_{x^*} \), then \( x_n(\tau_{i+1}(x_n)) - x_n(\tau_i(x_n)) \to x^*(\tau_{i+1}(x^*)) - x^*(\tau_i(x^*)) \) for all \( 0 \leq i \). Moreover, as \( M(\cdot) \) is integer valued, \( M(x_{n}) = M(x^*) \) for \( n \) large enough by Definition 10. Given that the functions \( \phi_0, \ldots, \phi_{M(x^*)} \) are continuous there are neighborhoods \( W_i \) of \( x^* \) such that if \( x_n \to x^* \), with \( x_n \in W_i \), then \( \phi_i(x_n) \to \phi_i(x^*) \) for all \( 0 \leq i \leq M(x^*) \). Let \( W = \cap_{i=0}^{M(x^*)} W_i \) and \( V_{x^*} = W \cap U_{x^*} \). It follows that \( x^* \in V_{x^*} \) and hence \( V_{x^*} \neq \emptyset \), moreover if \( x_n \to x^* \), with \( x_n \in V_{x^*} \), then \( V_{\Phi}(T, x_n) \to V_{\Phi}(T, x^*) \). Therefore portfolio \( \Phi \) is locally \( V \)-continuous. \( \square \)

The same proof can also be adapted to establish the following corollary.

Corollary 2. Consider the setting of Theorem 1 and assume \( \phi_i(x) = \hat{\phi}(x(\tau_i(x))) \) where \( \hat{\phi} : \mathbb{R}^+ \to \mathbb{R} \) is continuous. Then, the conclusions of Theorem 1 hold.

Arbitrage

This section provides a high level theorem that allows to transfer no arbitrage results from a standard, i.e. probabilistic, setting to a NP setting and vice-versa. Most of the technical details are implicit in the hypothesis which will need careful consideration in specific instances. The general approach links probabilistic and NP-portfolios therefore, at this point, we need to introduce some precisions about the hypotheses on the probabilistic models that fall under the scope of our results.

The notion of probabilistic market that we use throughout the paper is similar to the one in \([2]\). Assume a filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{\geq 0}, P)\) is given. Let \( Z \) be a RCLL adapted stochastic process modelling asset prices defined on this space. A portfolio strategy \( \Phi^Z \) is a pair of stochastic processes \( \Phi^Z = (\psi^Z, \phi^Z) \). The value of a portfolio \( \Phi^Z \) at time \( t \) is a random variable given by:

\[
V_{\Phi^Z}(t) = \psi^Z_t e^{rt} + \phi^Z_t Z_t.
\]

A portfolio \( \Phi^Z \) is self-financing if the integrals \( \int_0^t \psi^Z_s(\omega)ds \) and \( \int_0^t \phi^Z_s(\omega)dZ_s(\omega) \) exist \( P \)-a.s. as a Stieltjes integral and a Föllmer stochastic integral respectively and

\[
V_{\Phi^Z}(t) = V_{\Phi^Z}(0) + r \int_0^t \psi^Z_s ds + \int_0^t \phi^Z_s dZ_s, \quad P - a.s.
\]

From now on, and without further comments, all (stochastic) portfolios \( \Phi^Z \) will be assumed to be self-financing and predictable.
\textbf{Definition 12} A portfolio $\Phi^z$ is admissible if $\Phi^z$ is self-financing, predictable, and there exists $A^z = A^z(\Phi^z) \geq 0$ such that $V_{\Phi^z}(t) \geq -A^z \ P\text{-a.s. } \forall t \in [0,T]$.

\textbf{Definition 13} A stochastic market defined on a filtered probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, P)$ is a pair $(Z, A^Z)$ where $Z$ is an adapted stochastic process modeling asset prices and $A^Z$ is a class of admissible portfolio strategies.

\textbf{Remark 5} We assume $\mathcal{F}_0$ is the trivial sigma algebra, furthermore, without loss of generality, we will assume that the constant $z_0 = Z(0, w)$ is fixed, i.e. we assume the same initial value for all paths. The constant $V_{\Phi^z}(0, w)$ will also be denoted $V_{\Phi^z}(0, z_0)$.

The notion of arbitrage in a probabilistic market is standard (in this paper will be referred simply as \textit{arbitrage}). Given a process $Z$ as above, a portfolio $\Phi^z$ is an arbitrage opportunity if: $V_{\Phi^z}(0) = 0$ and $V_{\Phi^z}(T) \geq 0$, $P\text{-a.s.}$, and $P(V_{\Phi^z}(T) > 0) > 0$. $(Z, A^Z)$ is arbitrage free if $\Phi^z$ is not an arbitrage, for all $\Phi^z \in A^Z$.

Given a stochastic process $Z$ and a trajectory space $\mathcal{J}$ as above, consider the map $Z : \Omega \rightarrow \mathbb{R}^{[0,T]}$ defined by $Z(w)(t) = Z_t(w)$ and introduce the following two conditions:

$C_0 : \quad Z(\Omega) \subseteq \mathcal{J}\text{ a.s.}$

$C_1 : \quad Z$ satisfies a small ball property with respect to the metric $\delta$ and the space $\mathcal{J}$, namely for all $\epsilon > 0$ and for all $x \in \mathcal{J}$:

$$P(\delta(Z, x) < \epsilon) > 0.$$

\textbf{Definition 14} Let a trajectory space $\mathcal{J}$ and a stochastic process $Z$ be given such that condition $C_0$ holds. A NP-portfolio $\Phi$ defined on $\mathcal{J}$ and a stochastic portfolio $\Phi^z$ are said to be isomorphic if:

$$P(\Phi^z(t, \omega) = \Phi(t, Z(\omega)) \text{ for } 0 \leq t \leq T) = 1.$$ 

\textbf{Theorem 2} Let a trajectory space $\mathcal{J}$ and a stochastic process $Z$ be given such that conditions $C_0$ and $C_1$ hold. Assume $\Phi$ and $\Phi^z$ are isomorphic, and that, furthermore, $\Phi$ is locally $V$-continuous, then:

i) If $\Phi^z$ is not an arbitrage, then $\Phi$ is not a NP-arbitrage portfolio.

ii) If $\Phi$ is not a NP-arbitrage, then $\Phi^z$ is not an arbitrage portfolio.

\textbf{Proof} We proceed to prove i) by contradiction. Suppose then, that $\Phi$ satisfies: $V_{\Phi}(0, z_0) = 0$, $V_{\Phi}(T, x) \geq 0$ for all $x \in \mathcal{J}$ and there is also $x^* \in \mathcal{J}$ such that $V_{\Phi}(T, x^*) > 0$. Therefore, given that $\Phi^z$ is isomorphic to $\Phi$, there exists $\Omega_1 \subset \Omega$ with $P(\Omega_1) = 1$ such that $V_{\Phi^z}(0, z_0) = V_{\Phi}(0, x_0) = 0$ and $V_{\Phi^z}(T, w) = V_{\Phi}(T, Z(w))$ for all $w \in \Omega_1$. Define $\Omega_2 = \{w \in \Omega : Z(w) \in J\}$. Condition $C_0$ implies that $P(\Omega_2) = 1$, hence $P(\Omega_1 \cap \Omega_2) = 1$. Consider $w \in \Omega_1 \cap \Omega_2$; then it follows that $V_{\Phi^z}(T, \omega) \geq 0$, therefore $V_{\Phi^z}(T) \geq 0$ holds $P$-a.s.

Consider $f(x) \equiv V_{\Phi^z}(T, x)$ and $\hat{x} \in V_{x^*}$, where $V_{x^*}$ is given as in Proposition 9 (see Appendix). Given that $V_{x^*}$ is a nonempty open set, there exists $\epsilon > 0$ such that $B_{\epsilon} = \{w : d(Z(w), \hat{x}) < \epsilon \} \subseteq V_{x^*}$ a.s. and $P(B_{\epsilon}) > 0$. Therefore $V_{\Phi^z}(T, \omega) > 0$ on $B_{\epsilon} \cap \Omega_1 \cap \Omega_2$ and this last set has non zero measure; this concludes the proof.
The proof of ii) is similarly achieved by contradiction. Assume \( \Phi^z \) is an arbitrage portfolio while \( \Phi \) is not. Notice that \( V_{\Phi^z}(0, z_0) = V_{\Phi}(0, z_0) \) and \( V_{\Phi^z}(T, w) = V_{\Phi}(T, Z(w)) \) a.s. Assume now that \( V_{\Phi}(T, \hat{x}) < 0 \) for some \( \hat{x} \in J \), local continuity of \( V_{\Phi}(T, \cdot) \), an application of Proposition 13 and the small balls property gives \( V_{\Phi}(T, Z(w)) < 0 \) for all \( w \) in a set of nonzero measure. This gives, as \( \Phi^z \) is isomorphic to \( \Phi \), a contradiction, hence \( V_{\Phi}(T, x) \geq 0 \) for all \( x \in J \). Moreover, using the isomorphism relationship once more, the fact that \( \Phi^z \) is an arbitrage and \( Z(\Omega) \subseteq J \) a.s. it follows that there exists \( x^* \in J \) such that \( V_{\Phi}(T, x^*) > 0 \). This is a contradiction and concludes our proof. \( \square \)

5 A Non Probabilistic Jump Diffusion Class

This section defines a realistic trajectory space, denoted \( J^\sigma,C_\tau(x_0) \), and proves that a large collection of practical NP-portfolios, acting on \( J^\sigma,C_\tau(x_0) \), are no arbitrage portfolios. Implications to non semimartingale stochastic models are also developed.

Denote by \( Z_\tau([0, T]) \) the collection of all continuous functions \( z(t) \) such that \( [z]_t^T = t \) for \( 0 \leq t \leq T \) and \( z(0) = 0 \). Notice that \( Z_\tau([0, T]) \) includes a.s. paths of Brownian motion if \( \tau \) is a refining sequence of partitions (see [15]). In the sequel we will assume that \( \tau \) is refining and that the notion of integral used in [13] is the Ito-F\"{o}llmer integral (see [10]).

Fix \( \sigma > 0 \) and \( C \) a non empty set of real numbers such that \( \inf(C) > -1 \). Define \( J^\sigma,C_\tau(x_0) \) as the class of real valued functions \( x \) on \([0, T]\) such that there exits \( z \in Z_\tau([0, T]) \), \( n(t) \in \mathcal{N}([0, T]) \) (this last class has been introduced in Section [9]), and real numbers \( a_i \in C, i = 1, 2, \ldots, m \), verifying:

\[
x(t) = x_0 e^{\sigma z(t)} \prod_{i=1}^{n(t)} (1 + a_i),
\]

where \( n(t) \) was introduced in [5].

5.1 Locally V-Continuous Portfolios on \( J^\sigma,C_\tau(x_0) \)

The technical Lemma 1, the proof of which can be found in the Appendix, implies that for \( n \) large enough, the number of jumps in trajectory \( x_n \) between two consecutive stopping times \( \tau_i(x_n) \) and \( \tau_{i+1}(x_n) \) is the same as the number of jumps in trajectory \( x^* \) between two consecutive stopping times \( \tau_i(x^*) \) and \( \tau_{i+1}(x^*) \). This result will be used in the following theorem.

**Theorem 3** Let \( 0 = \tau_0 \leq \tau_1 \leq \tau_2 \leq \cdots \leq T \) be a jointly strong locally continuous sequence of NP-stopping times (as per Definition [16]) defined on \( J^\sigma,C_\tau(x_0) \) with respect to the Skorohod’s metric. Assume that \( \inf_{c \in C} |c| > 0 \). Let \( \Phi_0(\cdot, \cdot), \Phi_1(\cdot, \cdot), \ldots \in C^{1,1}([0, T] \times \mathbb{R}) \) and consider the portfolio strategy given by \( \Phi_t = (\psi_t, \phi_t) \) where the amount invested in the stock \( \phi_t \) is such that

\[
\phi(t, x) = 1_{[\tau_0, 1]}(t) \phi_0(t, x(t-)) + \sum_{i=1}^{M(x)-1} 1_{(\tau_i, \tau_{i+1})}(t) \phi_i(t, x(t-))
\]
Proof Using similar arguments to the ones used in Proposition 5 one can prove that a portfolio $\Phi$ is also locally $V$-continuous.

For $i = 0, 1, ...$ define the functions $U^i_{\phi} : \mathbb{R}^2 \to \mathbb{R}$ as:

$$U^i_{\phi}(t, y) = \int_{y_0}^y \phi_i(t, \xi)d\xi.$$ 

Let

$$u_{\phi}(x) = \sum_{i=0}^{M(x)-1} u^i_{\phi}(x),$$

where the functionals $u^i_{\phi} : \mathcal{J}^{\sigma, C} \to \mathbb{R}$ are defined as:

$$u^i_{\phi}(x) = U^i_{\phi}(\tau_{i+1}(x), x(\tau_{i+1}(x))) - U^i_{\phi}(\tau_i(x), x(\tau_i(x))) - \int_{\tau_i(x)}^{\tau_{i+1}(x)} \frac{\partial U^i_{\phi}}{\partial x}(s, x(s-))ds - \frac{1}{2} \int_{\tau_i(x)}^{\tau_{i+1}(x)} \frac{\partial^2 U^i_{\phi}}{\partial x^2}(s, x(s-))d(s)^T$$

$$- \sum_{\tau(x) < s \leq \tau_{i+1}(x)} \left[ U^i_{\phi}(s, x(s)) - U^i_{\phi}(s, x(s-)) - \frac{\partial U^i_{\phi}}{\partial x}(s, x(s-))\Delta x(s) \right].$$

The Itô-Föllmer formula from [10] allows us to obtain:

$$\dot{u}^i_{\phi}(x) = \int_{\tau_i(x)}^{\tau_{i+1}(x)} \frac{\partial U^i_{\phi}}{\partial x}(s, x(s-))dx(s) = \int_{\tau_i(x)}^{\tau_{i+1}(x)} \phi_i(s, x(s-))dx(s),$$

then

$$u_{\phi}(x) = \sum_{i=0}^{M(x)-1} u^i_{\phi}(x) = \int_0^T \phi(s, x(s-))dx(s).$$

For all $x \in \mathcal{J}^{\sigma, C}$, $d(s)^T_x = \sigma^2 s^2(s-)^{ds}$, therefore:

$$u^i_{\phi}(x) = U^i_{\phi}(\tau_{i+1}(x), x(\tau_{i+1}(x))) - U^i_{\phi}(\tau_i(x), x(\tau_i(x))) - I^i_{\phi}(x) - S^i_{\phi}(x)$$

where

$$I^i_{\phi}(x) = \int_{\tau_i(x)}^{\tau_{i+1}(x)} \frac{\partial U^i_{\phi}}{\partial x}(s, x(s-))ds + \frac{1}{2} \int_{\tau_i(x)}^{\tau_{i+1}(x)} \frac{\partial^2 U^i_{\phi}}{\partial x^2}(s, x(s-))\sigma^2 s^2(s-)^{ds}$$

and

$$S^i_{\phi}(x) = \sum_{\tau(x) < s \leq \tau_{i+1}(x)} \left[ U^i_{\phi}(s, x(s)) - U^i_{\phi}(s, x(s-)) - \frac{\partial U^i_{\phi}}{\partial x}(s, x(s-))\Delta x(s) \right].$$

Fix $x^* \in \mathcal{J}_T^{\sigma, C}(x_0)$; as $0 = \tau_0 \leq \tau_1 \leq \tau_2 \leq \cdots \leq T$ is a jointly strong locally continuous sequence of NP-stopping times, there exists an open set $U_{x^*} \subset \mathcal{J}_T^{\sigma, C}(x_0)$
such that $x^* \in U_{x^*}$ and whenever $x_n \to x^*$ in $U_{x^*}$, then, properties i), ii) and iii) from Definition 10 hold. Let $\{x_n\}_{n \geq 1}$ be such a sequence. We have the following:

1) Using that $U^i_\Phi$ is continuous for all $i$, and the jointly strong local continuity property of $\{\tau_n\}_{n=0,1,...}$ we can check that

$$U^i_\Phi(\tau_{i+1}(x_n), x_n(\tau_{i+1}(x_n))) - U^i_\Phi(\tau_i(x_n), x_n(\tau_i(x_n)))$$

converges to

$$U^i_\Phi(\tau_{i+1}(x^*), x^*(\tau_{i+1}(x^*))) - U^i_\Phi(\tau_i(x^*), x^*(\tau_i(x^*)))$$

as $n$ approaches infinity.

2) Also, $I^i_\Phi(x_n) \to I^i_\Phi(x^*)$ as $n$ approaches infinity. This can be proved using the same technique as in the proof of Proposition 7 in \[1\].

3) Along the lines of the proof of Proposition 7 in \[1\] we can also prove that $S^\Phi_i(x_n) \to S^\Phi_i(x^*)$ as $n$ approaches infinity. The only new element in the proof is the use of Lemma 1 in order to establish a correspondence between the jumps of $x_n$ and those of $x^*$ for $n$ large enough.

Combining 1), 2) and 3) above we get that for all $i$,

$$u^i_\Phi(x_n) \text{ converges to } u^i_\Phi(x^*)$$

therefore $u_\Phi(x_n)$ converges to $u_\Phi(x^*)$.

This implies that

$$V_\Phi(T,x_n) = V_0 + \int_0^T \phi(s,x_n(s-))dx_n(s) \to V_0 + \int_0^T \phi(s,x^*(s-))dx^*(s) = V_\Phi(T,x^*)$$

therefore $\Phi$ is locally V-continuous on $\mathcal{J}^\sigma_{\tau,C}$ relative to the Skorohod’s topology. 

The following proposition provides examples of sequences of NP-stopping times that are jointly strong locally continuous on $\mathcal{J}^\sigma_{\tau,C}(x_0)$.

**Proposition 6** Let $\{K_i\}_{i=1,2,...}$ be an increasing sequence of real numbers with $K_i \to \infty$, and $K_i > x_0$ for all $i$. If $\inf_{c \in C} |c| > 0$ then the following sequences of NP-stopping times are jointly strong locally continuous on $\mathcal{J}^\sigma_{\tau,C}(x_0)$ with respect to the Skorohod’s metrics:

- 1) $\tau_i(x) = \min\left(\frac{N}{i}, T\right)$, for $i = 0, 1, \ldots$, and $N \geq 1$ an arbitrary integer.
- 2) $\tau_i(x) = \min\left(\inf_t : x_t \geq K_i, T\right)$, for $i = 1, 2, \ldots$
- 3) $\tau_i(x) = \min\left(\inf_t : \sum_{s \leq t} 1_{[\{0\}]}(x(s) - x(s-)) \geq i, T\right)$, for $i = 1, 2, \ldots$

**Proof** See the Appendix.
5.2 Arbitrage-Free NP-Portfolios for Jump Diffusion Class $J_{\sigma,C}$

This section proves a class of NP-portfolios to be NP-arbitrage free for the trajectory space $J_{\sigma,C}$. Towards this end we will make use of Theorem 2 which, in turns, requires the introduction of an appropriate stochastic market model.

**Definition 15** For any $x_0 > 0$ consider, in a probability space $(\Omega, \mathcal{F}, (\mathcal{F}_t)_{t\geq 0}, P)$, an exponential jump diffusion processes, starting at $x_0$ given by:

$$Z_t = x_0 e^{(\mu - \frac{1}{2}\sigma^2)t + \sigma W_t} \prod_{i=1}^{N_t} (1 + X_i),$$

where $W = \{W_t\}$ is a standard Brownian motion, $N = \{N_t\}$ is a homogeneous Poisson Process with intensity $\lambda > 0$, and the $X_i$ are independent random variables, also independent of $W$ and $N$, with common probability distribution $F_X$.

Let $A_{ZJD}$ be the class of admissible strategies (as in Definition 12) for the process $Z$.

The following theorem makes use of notation introduced above.

**Theorem 4** Let $J_{\sigma,C}^t$ be the trajectory class introduced in (9) endowed with the Skorohod’s topology. Assume the random variables $X_i$ to be integrable with common probability distribution $F_X$ satisfying:

1) $P(X_i \subset C) = 1$.

2) For any $a \in C$ and for all $\epsilon > 0$, $F_X(a + \epsilon) - F_X(a - \epsilon) > 0$.

Let $\Phi$ denote one of the portfolios considered in Corollary 2 or Theorem 3 defined through the NP-stopping times from Proposition 6. These are NP-portfolios which we require to be NP-admissible (see Definition 3). Then, such a $\Phi$ is not a NP-arbitrage portfolio.

**Proof** We will apply Theorem 2 to $Z$ and $J_{\sigma,C}^t$. Note that $P(w \in \Omega : Z(w) \in J_{\sigma,C}^t) = 1$, this follows from our assumption 1). Therefore, hypothesis $C_0$ in Theorem 2 is fulfilled. Our assumption 2) allows for the application of Proposition 6 in [1], therefore, we conclude that the process $Z$ satisfies a small ball property with respect to Skorohod’s metric and trajectory space $J_{\sigma,C}^t$. It follows then that hypothesis $C_1$ in Theorem 2 is fulfilled as well.

Let $\Phi$ be one of the portfolios described in the statement of the theorem and define

$$\Phi^z(t, w) = \Phi(t, Z(w)),$$

notice that (11) is well defined in a set of full measure. We will argue below that $\Phi^z \in A_{ZJD}$, notice that (11) shows $\Phi$ to be isomorphic to $\phi^z$. Our hypothesis on the process $Z$ allow to apply Proposition 9.9 from [6], this result establishes the existence of a probability $Q$ such that $e^{-rt} Z_t$ is a martingale and so the probabilistic market $(Z, A_{ZJD})$ is arbitrage free. Therefore, elements of $A_{ZJD}$ are not arbitrage portfolios. It then follows from Theorem 2, statement i), that $\Phi$ is not a NP-arbitrage portfolio.

To complete the argument it remains to prove that $\Phi^z \in A_{ZJD}$, this is equivalent to proving that $\Phi^z$, as given by (11), is admissible as per Definition 12. Notice that
$\Phi^z$ is LCRL because $\Phi$ is LCRL. Given that $\Phi$ is a NP-portfolio, assumed to be NP-admissible, it then follows that to show admissibility of $\Phi^z$ it is enough to show that $\Phi^z_t$ is a predictable process. We provide the proof of this fact only for the stock component $\phi^z_t$; because of the left continuity property, $\phi^z_t$ will be predictable if it is adapted to the given filtration $\mathcal{F} = \{\mathcal{F}_t\}$, we prove this next. Let $\tau$ denote one of the NP-stopping times considered in the statement of the theorem and define $\hat{\tau}(w) = \tau(Z(w))$, this maps is defined on a set of full measure and it is easy to show that they are stopping times with respect to $\{\mathcal{F}_t\}$. In particular, the simple portfolios have the form:

$$
\phi^z(t, w) \equiv \hat{\phi}^z_0(w) 1_{[0, \hat{\tau}_1(w)]}(t) + \sum_{k \geq 1} \hat{\phi}_k(Z_{\hat{\tau}_k(w)}(w)) 1_{(\tau_{\hat{\tau}_k(w)}, \tau_{\hat{\tau}_{k+1}}(w))}(t),
$$

(12)

where $\hat{\phi} : \mathbb{R}_+ \to \mathbb{R}$ is continuous and hence $\hat{\phi}_k(Z_t(w))$ is $\mathcal{F}_t$-measurable. It follows that (12) is $\mathcal{F}_t$-measurable. A similar argument also can be used for the stochastic portfolios isomorphic to the continuing re-balancing portfolios from Theorem 3.

A more general result can actually be proven as well.

**Corollary 3** Assume the same hypothesis as in Theorem 4 but now consider the following class of portfolios:

$$
A \equiv \{ \Phi : \Phi \text{ is a NP-portfolio, locally } V\text{-continuous and } \exists \Phi^z \in A_{JD} \text{ isomorphic to } \Phi \}.
$$

Then, the NP-market $(J, A)$ is NP-arbitrage free.

The proof of Corollary 3 is exactly the same as the one of Theorem 4; the point of the specialized Theorem 4 is to explicitly establish membership to $A$ for the portfolios considered in our paper. Theorem 7 from [1] provides further examples of portfolios belonging to $A$.

### 5.3 Implications to Stochastic Frameworks

Theorem 2, item ii), in conjunction with Corollary 3 can be used to prove that certain stochastic models are arbitrage free. A main point to emphasize is that many of these stochastic models are not semi-martingales, moreover, the NP-portfolios defined through NP-stopping-times considered in the present paper define isomorphic stochastic portfolios in such models. Below, we provide the main steps required to obtain these type of results and refer to [1] for more details.

**Example 1 (Jump-diffusion related models)** Consider the following stochastic process, defined on a filtered space $(\Omega, \{\mathcal{F}_t\}, P)$,

$$
Y_t = e^{(\mu - \sigma^2/2)t + \sigma Z^G_t} \prod_{i=1}^{N^R_t} (1 + Y_i),
$$

where $Z^G$ is a continuous process satisfying $\langle Z^G \rangle_t = t$. Assume also that $Z^G$ satisfies a small ball property on $Z_T([0, T])$ with respect to the uniform norm. Examples of such processes $Z^G$ are the processes $Z^F$, $Z^R$ and $Z^w$ introduced in
Section 5 of [1]. The process \( N^R \) is a renewal process and the random variables \( Y_i \) are independent and also independent of \( Z^G \) and \( N^R \) with common distribution \( F \).

Consider the arbitrage free NP-market \((J_{\sigma,C},A)\) introduced in Corollary 3 and define the following set of portfolios (defined on \((\Omega,\{\mathcal{F}_t\},P)\)),

\[
A^Y \equiv \{ \Phi^y : \text{admissible and } \exists \Phi \in A \text{ isomorphic to } \Phi^y \}.
\]

We argue next that, under appropriate conditions, the stochastic market \((Y,A^Y)\) is arbitrage free. Assume the hypothesis in Corollary 3 are satisfied hence \((J_{\sigma,C},A)\) is NP-arbitrage free. Furthermore, under the assumptions:

1) \( P(Y_i \subseteq C) = 1 \),
2) For any \( a \in C \) and for all \( \epsilon > 0 \), \( F_Y(a + \epsilon) - F_Y(a - \epsilon) > 0 \).

One can use the same arguments as in the proof of Theorem 4 to show that hypothesis \( C_0 \) and \( C_1 \) in Theorem 2 hold; therefore, using ii) from that latter theorem one concludes that \((Y,A^Y)\) is arbitrage free.

6 Variable Volatility Models

Analogously to the developments in Section 5, the present section defines a class of trajectories \( J_{\Sigma}^T(x_0) \). The set \( J_{\Sigma}^T(x_0) \) exhibits different volatilities for different trajectories, that is, the volatility curve/function is trajectory-dependent. A new metric is introduced that allows to prove that a large class of practical NP-portfolios are arbitrage free. Moreover, we draw some no-arbitrage implications for modified stochastic Heston models which include non-semimartingale processes.

Let \( \Sigma \subset C[0,T] \) be a class of functions representing the possible volatility functions which we keep as general as possible for a good part of the developments. Section 6.1 requires to specify a definite class \( \Sigma \). Also, let \( NQV[0,T] \subset C[0,T] \) as the class of all continuous functions \( d : [0,T] \to \mathbb{R} \) that have null quadratic variation on \([0,T]\) and satisfy \( d_0 = 0 \).

Define

\[
J_{\Sigma}^T(x_0) = \left\{ x \in C[0,T] : x(t) = x_0e^{\int_0^t \sigma(s)dz(s)} , \sigma \in \Sigma, z \in \mathcal{Z}_T([0,T]), d \in NQV[0,T] \right\}
\]

We assume that the integral that appears in the previous expression exists. In particular, in the examples that we discuss in this section we will assume that \( \sigma \) has finite variation, which is a sufficient condition for the existence of the integral. For a more detailed discussion on the existence of these integrals see [18].

Consider now a metric on \( J_{\Sigma}^T(x_0) \) given by

\[
d_{QV}(x,y) = \| x - y \| + \left\| \frac{\partial}{\partial t} \langle x \rangle_t - \frac{\partial}{\partial t} \langle y \rangle_t \right\|,
\]

where \( \| \cdot \| \) stands for the supremum norm on \( C[0,T] \).
from the modeling point of view, it is not desirable that \( \sigma \) assuming independence between \( \sigma \). Then, from Proposition 8

Let \( \sigma \) be a stochastic volatility model on \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, P)\) given by \( Z_t = x_0 e^{h_t + \int_0^t \sigma_s \, ds} \), where \( W, h \) and \( \sigma \) are stochastic processes. The stochastic process \( h \) is also assumed to have null quadratic variation and \( h_0 = 0 \). Assume that \( P (\sigma(\omega) \in \Sigma) = 1 \), and \( \sigma \) satisfies a small balls property on \( \Sigma \) with respect to the uniform norm. Assume also that \( P (W(\omega) \in \mathcal{Z}(\{0, T\})) = 1 \), and there exists \( 0 < \alpha \leq 1 \) such that \( W = \alpha B + Y \) where \( B \) is a Brownian motion independent of \( Y \), \( \sigma \) and \( h \). Then:

i) \( P \left( Z(\cdot, \omega) \in J^\Sigma_T(x_0) \right) = 1 \).

ii) For all \( y \in J^\Sigma_T(x_0) \) and for all \( \epsilon > 0 \), \( P (d_{QV} (Z(\omega), y) < \epsilon) > 0 \).

Proof The proof of i) is immediate from the construction of \( Z \). To prove statement ii), notice that

\[ \{ \omega : d_{QV} (Z(\cdot, \omega), y) < \epsilon \} \supset A \cap B \]

where \( A \) and \( B \) are defined as

\[ A = \left\{ \omega : \| Z(\cdot, \omega) - y \| < \frac{\epsilon}{2} \right\} \]

and

\[ B = \left\{ \omega : \left\| \frac{\partial}{\partial t} (Z(\cdot, \omega))_t - \frac{\partial}{\partial t} (y)_t \right\| < \frac{\epsilon}{2} \right\} \]

The probability \( P(A) > 0 \) as consequence of Theorem 3.1 in [10] (see also Remark 4.3 in [16]). The conditional probability \( P(B|A) \) is also positive as consequence of the small balls property of \( \sigma \) on \( \Sigma \) with respect to the uniform norm. Then, from \( P(A \cap B) = P(B|A) P(A) \), we conclude that \( P(A \cap B) > 0 \), therefore \( P (\omega : d_{QV} (Z(\cdot, \omega), y) < \epsilon) > 0 \), for all \( y \in J^\Sigma_T(x_0) \) and for all \( \epsilon > 0 \).

Remark 7 Similar results using a general integrator \( W \) could be obtained by assuming independence between \( \sigma \) and \( W \), see [16] for some related results. However, from the modeling point of view, it is not desirable that \( \sigma \) and \( W \) are independent.

Proposition 8 Let \( \{K_i\}_{i=1,2,\ldots} \) be an increasing sequence of real numbers with \( K_i \to \infty \). The following sequences of NP-stopping times are jointly strong locally continuous in \( J^\Sigma_T \) with respect to the metric \( d_{QV} \):

1) \( \tau_i(x) = \min(\frac{K_i}{m}, T) \), for \( i = 0, 1, \ldots \)
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is strong locally continuous is an obvious consequence of the uniform convergence of \(\{x^{(n)}\}\) to \(x^*\) and the continuity of trajectory \(x^*\).

2) Consider the sequence \(x^{(n)} \in U_{x^*}^{1,\epsilon} \) converging to \(x^*\). Let us first prove iii) from Definition 10. Consider that \(M(x^*) = L^*\), this is equivalent to say that

$$K_{L^*} \leq \sup_{t \in [0, T]} x_t^{(n)} < K_{L^*+1}.$$  

As \(x^{(n)} \in U_{x^*}^{2,\epsilon}\), it clearly follows that

$$\sup_{t \in [0, T]} x_t^{(n)} \geq \sup_{t \in [0, T]} x_t^* \geq K_{L^*}.$$  

On the other hand, as \(x^{(n)}\) converges uniformly to \(x^*\), for \(n\) large enough

$$\sup_{t \in [0, T]} x_t^{(n)} < K_{L^*+1}.$$  

too. Then we conclude that

$$K_{L^*} \leq \sup_{t \in [0, T]} x_t^{(n)} < K_{L^*+1}.$$  

Therefore for \(n\) large enough \(M(x^{(n)}) = L^*\) so iii) has been proven.

Let us prove i) from Definition 10. As \(x^{(n)} \in U_{x^*}^{2,\epsilon}\) we have that

$$\tau_i(x^{(n)}) \leq \tau_i(x^*)$$

for all \(i\). Now fix \(\epsilon > 0\), then \(x^*(t) < K_i\) if \(t \leq \tau_i(x^*) - \epsilon\). As \(x^{(n)}\) converges uniformly to \(x^*\) we also have that \(x^{(n)}(t) < K_i\) if \(t \leq \tau_i(x^*) - \epsilon\) for \(n\) large enough, which implies that

$$\tau_i(x^{(n)}) > \tau_i(x^*) - \epsilon$$

for \(n\) large enough. Then

$$\tau_i(x^*) - \epsilon < \tau_i(x^{(n)}) \leq \tau_i(x^*).$$  

As \(\epsilon\) can be chosen as small as wanted then

$$\lim_{n \to \infty} \tau_i(x^{(n)}) = \tau_i(x^*)$$

for all \(i\), thus i) is proven.

In order to prove ii) from Definition 10 notice that:

$$\left| x^{(n)}(\tau_i(x^{(n)})) - x^*(\tau_i(x^*)) \right| \leq \left| x^*(\tau_i(x^{(n)})) - x^*(\tau_i(x^*)) \right| + \left| x^{(n)}(\tau_i(x^{(n)})) - x^*(\tau_i(x^{(n)})) \right|. $$
The first term in the previous sum converges to 0 because $x^*$ is continuous and $\tau_i(x^{(n)}) \to \tau_i(x^*)$. The second term also converges to 0 as consequence of the uniform convergence of $x^{(n)}$ to $x^*$. Then we can conclude that $x^{(n)}(\tau_i(x^{(n)})) \to x^*(\tau_i(x^*))$ as $n \to \infty$, therefore ii) is proven.

**Theorem 5** Let $0 = \tau_0 \leq \tau_1 \leq \tau_2 \leq \cdots \leq T$ be a jointly strong locally continuous sequence of NP-stopping times in $J_F^T(x_0)$ with respect to the metric $d_{QV}$. Let $\phi_0(\cdot, \cdot), \phi_1(\cdot, \cdot), \ldots \in C^{1,1}([0, T] \times \mathbb{R})$ and consider the portfolio strategy given by $\Phi_t = (\psi_t, \phi_t)$ where the amount invested in the stock $\phi_t$ is such that

$$\phi(t, x) = 1_{[\tau_0, \tau_i]}(t)\phi_0(t, x(t-)) + \sum_{i=1}^{M(x)-1} 1_{(\tau_i, \tau_{i+1})}(t)\phi_i(t, x(t-))$$

and $\psi_t$ is given as described in Remark \[7\]. Then, the portfolio $\Phi$ is NP-predictable, NP-self-financing and locally $V$-continuous on $J_F^T(x_0)$ relative to the metric $d_{QV}$.

**Proof** Using similar arguments to the ones used in Proposition 5, one can prove that a portfolio $\Phi$ as above is NP-predictable and NP-self-financing. Next we will prove that it is also locally $V$-continuous.

For $i = 0, 1, \ldots$ define the function $U^{\Phi}_i : \mathbb{R}^2 \to \mathbb{R}$ as:

$$U^{\Phi}_i(t, y) = \int_{y_0}^{y} \phi_i(t, \xi)d\xi$$

Let

$$u^{\Phi}(x) = \sum_{i=0}^{M(x)-1} \ u^{\Phi}_i(x)$$

where the functionals $u^{\Phi}_i : J_F^T(x_0) \to \mathbb{R}$ are defined as:

$$u^{\Phi}_i(x) = U^{\Phi}_i(\tau_{i+1}(x), x(\tau_{i+1}(x))) - U^{\Phi}_i(\tau_i(x), x(\tau_i(x)))$$

- $\int_{\tau_i(x)}^{\tau_{i+1}(x)} \frac{\partial U^{\Phi}_i}{\partial t}(s, x(s-))ds - \frac{1}{2}\int_{\tau_i(x)}^{\tau_{i+1}(x)} \frac{\partial^2 U^{\Phi}_i}{\partial x^2}(s, x(s-))d(x)_{s}^T$

From Itô-Föllmer formula

$$u^{\Phi}_i(x) = \int_{\tau_i(x)}^{\tau_{i+1}(x)} \frac{\partial U^{\Phi}_i}{\partial x}(s, x(s-))dx(s) = \int_{\tau_i(x)}^{\tau_{i+1}(x)} \phi_i(s, x(s-))dx(s)$$

Then

$$u^{\Phi}(x) = \sum_{i=0}^{M(x)-1} u^{\Phi}_i(x) = \int_{0}^{T} \phi(s, x(s-))dx(s)$$

Now fix $x^* \in J_F^T(x_0)$. As $0 = \tau_0 \leq \tau_1 \leq \tau_2 \leq \cdots \leq T$ is a jointly strong locally continuous sequence of NP-stopping times, there exists an open $U_{x^*} \subset J_F^T(x_0)$ such that $x^* \in \overline{U_{x^*}}$ and whenever $x_n \to x^*$ in $U_{x^*}$, i), ii) and iii) of Definition \[11\] hold.

Using that $U(\cdot, \cdot) \in C^{1,2}([0, T] \times \mathbb{R})$, the continuity of $x_n$ and $x^*$, and also that
6.1 Arbitrage-Free NP-Portfolios for Heston-Type Trajectory Space

This section introduces a specific volatility class $\Sigma$ and $\int \Phi$ or equivalently $x$ leading to an associated trajectory space $J^\Sigma$; it also describes a class of NP-portfolios that are NP-arbitrage free on this trajectory space. This is achieved by making use of Theorem 2 which, in turns, requires the introduction of a proper stochastic market model. This model is given by a Heston-type stochastic volatility process which is also used to define the class of volatility functions $\Sigma$.

$$Z_t = z_0 \exp \left( \int_0^t (\mu - \sigma_s^2/2) ds + \int_0^t \alpha \sigma_s dB_s^{(1)} + \int_0^t \sqrt{1 - \alpha^2} \sigma_s dB_s^{(2)} \right)$$

$$\sigma_s^2 = \bar{V}_s$$

$$\bar{V}_s = \frac{1}{h} \int_{s-h}^s V_t dt, \ h > 0$$

$$dV_s = k(\theta - \bar{V}_s) + \xi \sqrt{\bar{V}_s} dB_s^{(2)}, \ V_0 = v_0.$$
where \( B^{(1)} \) and \( B^{(2)} \) are independent Brownian motions and \( 0 < \alpha < 1 \). In order for \( \bar{V}_s \) to be defined when \( s < h \) we will assume that \( V_t = v_0 \) for \( t \in [-h, 0] \). To guarantee that the CIR process \( V \) remains strictly positive we will also assume that \( 2k\theta \geq \xi^2 \).

The model described in (18) is very similar to the classical Heston model. The main modification is the regularization of the volatility process \( \sigma^2 \), which is usually defined as \( \sigma^2_s = V_s \). If \( h \) is small, \( V_s \) and \( \bar{V}_s \) will be close, meaning that if the Heston model fits empirical returns data, the regularized model also does. Similar arguments have been used previously in order to establish the practical validity of a model, see for example [5].

Let \( S_\sigma \) be the topological support of process \( \sigma \), i.e. the minimal closed subset \( A \) of \( C[0,T] \) (equipped with the uniform norm topology) such that \( P(\sigma(\omega) \in A) = 1 \). Consider now the set \( \Sigma = \{ x \in S_\sigma : x \text{ has finite variation}\} \). It can be easily checked, that almost surely the trajectories of the volatility process \( \sigma \) are differentiable therefore have finite variation, which implies that \( P(\sigma(\omega) \in \Sigma) = 1 \). In particular, \( \Sigma \) is non-empty, but also that almost surely the trajectories of the price process \( Z \) belong to \( J^Z_{\bar{F}}(z_0) \), therefore Condition \( C_0 \), in Theorem 2, is satisfied.

That the process \( \sigma \) satisfies a small ball property on \( \Sigma \) with respect to the uniform norm is consequence of the fact that \( \Sigma \) is a subset of \( S_\sigma \), the topological support of process \( \sigma \). Then a direct application of Proposition 7 implies that Condition \( C_1 \) is also satisfied.

By conveniently changing the drift, it can be checked that the Heston type model above is arbitrage free. Now we will transfer the no arbitrage property from this model to the NP-model \( J^Z_{\bar{F}}(z_0) \).

Let \( \Phi \) be a NP-admissible portfolio strategy defined on \( J^Z_{\bar{F}}(z_0) \) that is given as described in Theorems 1 or 5. The sequence of stopping times that defines \( \Phi \) is considered as in Proposition 8. This guarantees that \( \Phi \) is locally \( V \)-continuous on \( J^Z_{\bar{F}}(z_0) \) under the metric \( d_{QV} \).

As the trajectories of the Heston model \( Z(\omega) \) belong a.s. to \( J^Z_{\bar{F}}(z_0) \) then we can consider the isomorphic portfolio \( \Phi^Z \) on \( Z \), defined a.s. by

\[
\Phi^Z(t, \omega) = \Phi(t, Z(\omega))
\]

(19)

Portfolio \( \Phi^Z \) is admissible on \( Z \), therefore \( \Phi^Z \) is not an arbitrage for this Heston model. Directly applying Theorem 2 we then conclude that \( \Phi \) is not a NP-arbitrage portfolio on \( J^Z_{\bar{F}}(z_0) \).

6.2 Implications to Modified Stochastic Heston Volatility Model

Let us consider a modified Heston stochastic volatility model similar to (18), the only difference is the addition of a new stochastic term \( Y_t \) as follows.
The stochastic process \( Y_t \) is assumed to be continuous, with null quadratic variation and independent of \( B_t^{(1)} \) and \( B_t^{(2)} \). Analogously to the Heston model in (18), it can be proven that the modified process in (20) satisfies the conditions \( C_0 \) and \( C_1 \), from Theorem 2, relative to the set of trajectories \( J_{T}^{X}(z_0) \) and the metric \( d_{QV} \).

We already argued for the fact that NP-portfolios \( \Phi \) as described in Theorems 1 or 5 do not constitute NP-arbitrage opportunities. The no arbitrage property will be transferred now to the modified Heston model in (20).

We consider now the isomorphic portfolio \( \Phi^{Z} \) defined almost surely as by (19). As \( \Phi \) is not an arbitrage on \( J_{T}^{X}(z_0) \), then Theorem 2 can be applied to conclude that \( \Phi^{Z} \) is not an arbitrage for the modified Heston model.

It is worth noticing that the conditions imposed on \( Y \) are not very strong, so the model becomes very flexible. For example, if \( Y = B^{H} \) is a fractional Brownian motion with \( 1/2 < H \leq 3/4 \), the price process \( Z \) would not be a semimartingale.

7 Overview

The publication [1] proposes a trajectory based modeling of financial markets. The main strategy put forward in order to establish no arbitrage results is to connect the proposed trajectory based models with a classical stochastic reference market model. This connection is achieved through imposing continuity hypothesis and a density condition in the form of small balls. The present paper continues and strengthens this line of research by incorporating a richer class of practical portfolios defined through NP-stopping times. In the case of complete markets one can also establish trajectory per trajectory hedging results and define a natural minmax based pricing methodology that covers the incomplete market case as well (as described in [1]). Reference [8] contains a detailed development of this pricing technique in the discrete case for incomplete market models. Moreover, this last reference establishes a no arbitrage result, for discrete trajectory based markets, that does not require any reference to a stochastic market model.

Appendix. Technical Results and Proofs.

**Lemma 1** Let \( 0 = \tau_0 \leq \tau_1 \leq \tau_2 \leq \cdots \leq T \) be a jointly strong locally continuous sequence of NP-stopping times (as per Definition [17] defined on \( J_{T}^{X,C}(x_0) \) with respect to the Skorohod’s metric. Assume that \( \inf_{c \in C} |c| > 0 \). Fix \( x^* \in J_{T}^{X,C}(x_0) \). Then, there exists an open set \( U_{x^*} \subset J_{T}^{X,C}(x_0) \) such that \( x^* \in U_{x^*} \) and whenever \( x_n \to x^* \) in \( U_{x^*} \), we have that:

\[
\sum_{s \in (\tau_i(x_n), \tau_{i+1}(x_n)] \cap \Omega} 1_{\Omega \setminus \{0\}}(x_n(s) - x_n(s-))
\]
converges to 
\[ \sum_{s \in \tau(x^*), \tau_{i+1}(x^*)} 1_{\mathbb{E}\setminus\{n\}}(x^*(s) - x^*(s-)) \]
as \( n \) approaches infinity for all \( i \geq 0 \).

**Proof** Fix \( x^* \in \mathcal{J}^\sigma_C(x_0) \). As \( 0 = \tau_0 \leq \tau_1 \leq \tau_2 \leq \cdots \leq T \) is jointly strongly locally continuous, there exists an open set \( U_{x^*} \subset \mathcal{J}^\sigma_C(x_0) \) as in Definition 11. Let \( \{x_n\}_{n \geq 1} \) be any sequence of elements in \( U_{x^*} \) converging to \( x^* \) in the Skorohod’s topology. Now we will consider two possible cases:

Case 1: Consider that \( x^* \) jumps at the points \( y_1 < y_2 \cdots \leq y_m \) in the open interval \( (\tau_i(x^*), \tau_{i+1}(x^*)) \). As \( x_n \to x^* \) in the Skorohod’s topology, there exists an increasing function \( \lambda_n : [0, T] \to [0, T] \) with \( \lambda_n(0) = 0 \) and \( \lambda_n(T) = T \) such that both \( \lambda_n(t) - t \to 0 \) and \( x_n(\lambda_n(t)) - x^*(t) \to 0 \) uniformly in \( [0, T] \). We know from Lemma 2 in [1] that for \( n \) large enough the trajectory \( x_n \) jumps at the points \( \lambda_n(y_1) < \lambda_n(y_2) < \cdots < \lambda_n(y_m) \). As the sequence \( \{\tau_n\}_{n=0,1,...} \) is jointly strongly locally continuous, we have that \( \tau_i(x_n) \to \tau_i(x^*) \) and \( \tau_{i+1}(x_n) \to \tau_{i+1}(x^*) \) as \( n \) approaches infinity. On the other hand we know that \( \lambda_n(t) \to t \) for \( t \in [0, T] \) as \( n \) approaches infinity. Then we can conclude that
\[ \tau_i(x_n) < \lambda_n(y_1) < \lambda_n(y_2) < \cdots < \lambda_n(y_m) < \tau_{i+1}(x_n) \]
meaning that if \( n \) is large enough, for every jump of \( x^* \) in the open interval \( (\tau_i(x^*), \tau_{i+1}(x^*)) \) there is a jump of \( x_n \) in \( (\tau_i(x_n), \tau_{i+1}(x_n)) \).

Case 2: Now suppose that \( x^* \) jumps exactly at the point \( \tau_{i+1}(x^*) \). We know that for \( n \) large enough \( x_n \) will jump at the point \( \lambda_n(\tau_{i+1}(x^*)) \). The triangular inequality implies that
\[ |x_n(\tau_{i+1}(x_n)) - x_n(\lambda_n(\tau_{i+1}(x^*))))| \leq |x_n(\tau_{i+1}(x_n)) - x^*(\tau_{i+1}(x^*))| + |x_n(\lambda_n(\tau_{i+1}(x^*)) - x^*(\tau_{i+1}(x^*))| \]

The first term in the right hand side converges to 0 as \( n \) approaches infinity because the sequence \( \{\tau_n\}_{n=0,1,...} \) is jointly strongly locally continuous. The second term in the right hand side converges to 0 because \( x_n \to x^* \) in the Skorohod’s topology. Then we conclude that \( |x_n(\tau_{i+1}(x_n)) - x_n(\lambda_n(\tau_{i+1}(x^*))))| \) approaches 0 as \( n \) approaches infinity, meaning that the point \( \tau_{i+1}(x_n) \geq \lambda_n(\tau_{i+1}(x^*)) \). Then we can conclude that if \( x^* \) jumps exactly at the point \( \tau_{i+1}(x^*) \), then for \( n \) large enough, the trajectory \( x_n \) jumps at \( \lambda_n(\tau_{i+1}(x^*)) \), and this point satisfies that \( \tau_i(x_n) < \lambda_n(\tau_{i+1}(x^*)) \leq \tau_{i+1}(x_n) \).

Cases 1 and 2 imply that
\[ \sum_{s \in \tau(x_n), \tau_{i+1}(x_n)} 1_{\mathbb{E}\setminus\{n\}}(x_n(s) - x_n(s-)) \]
converges to
\[ \sum_{s \in \tau(x^*), \tau_{i+1}(x^*)} 1_{\mathbb{E}\setminus\{n\}}(x^*(s) - x^*(s-)) \]
as \( n \) approaches infinity for all \( i \geq 0 \). \( \square \)
Lemma 2 Consider $x$ to be in $\mathcal{D}([0,T])$ and $t \in [0,T]$. Given any sequence $t_n \rightarrow t$; then, $\lim_{n \rightarrow \infty}(x(t_n) - x(t_n)) = 0$.

Proof Using right continuity, given $\epsilon > 0$ there exists $N$ such that $|x(t) - x(s)| \leq \epsilon/3$ for all $s$ satisfying $s < t_n$ and all $n$ such that $n \geq N$. Then,

$$|x(t_n) - x(t_n^-)| \leq |x(t_n) - x(s)| + |x(s) - x(t_n^-)| \leq |x(t_n) - x(t)| + |x(t) - x(s)| + |x(s) - x(t_n^-)| \leq \epsilon,$$

where $s$ satisfies $s < t_n$ and $|x(s) - x(t_n^-)| \leq \epsilon/3$. □

Proposition 9 Let $f : \mathcal{X} \rightarrow \mathbb{R}$ be a locally continuous function. Consider $x^* \in \mathcal{X}$ and an arbitrary open interval $I$ such that $f(x^*) \in I$. Then, there exists an open set $U_{x^*} \subset \mathcal{X}$, with $x^* \in \overline{U_{x^*}}$, such that $f(x) \in I$ for all $x \in U_{x^*}$.

Proof Consider $x^* \in \mathcal{X}$ is such that $f(x^*) \in I$ for a fixed open interval $I$. As $f$ is locally continuous there exists an open set $U_{x^*}$ such that $x^* \in U_{x^*}$, and $f(x) \rightarrow f(x^*)$ whenever $x_n \rightarrow x^*$ with $x_n \in U_{x^*}$. Consider now a decreasing sequence of real positive numbers $\epsilon_n$ with $\epsilon_n \rightarrow 0$ as $n \rightarrow \infty$. Let $B(x, \epsilon)$ stand for the ball of radius $\epsilon$ centered at $x$ and define the (nonempty) open sets $U_n = U_{x^*} \cap B(x^*, \epsilon_n)$. Suppose that, for an arbitrary $N > 0$, and all $n \geq N$ there exists at least one $x_n \in U_n$ such that $f(x_n) \notin I$. It follows then, that the sequence $x_1, x_2, \ldots \in U_{x^*}$, which also converges to $x^*$, satisfies $f(x_n) \not\rightarrow f(x^*) \in I$. This last statement is a contradiction with the local continuity property of $f$. It follows that there is natural number $n$ such that for all $x \in U_n$ we have $f(x) \in I$. Taking $V_{x^*} = U_n$, and noticing $x^* \in \overline{U_{x^*}}$, the proposition is proven. □

Proof of Proposition 8

Proof Fix $x^* \in \mathcal{J}_{\mathcal{R}}^{\sigma,C}(x_0)$, then $x^*(t) = x_0 e^{\sigma z^*(t)} \prod_{i=1}^{n^*(t)} (1 + a_i^*)$ for some $z^* \in \mathcal{Z}_\mathcal{R}([0,T])$, $n^*(t) = \sum_{i=1}^{A} \mathbb{1}_{[0,T]}(s_i^*) \in \mathcal{N}([0,T])$, and real numbers $a_i^* \in \mathcal{C}$, $i = 1, 2, \ldots, n^*(T)$. The proof of this proposition strongly relies on finding the appropriate open sets $U_{z^*}$ for each case. Before constructing these sets let us introduce some notation. Considering that any element $y \in \mathcal{J}_{\mathcal{R}}^{\sigma,C}(x_0)$ has the form $y(t) = e^{\sigma z^*(t)} \prod_{i=1}^{n^*(t)} (1 + a_i^*)$ with $z^* \in \mathcal{Z}_\mathcal{R}([0,T])$, $n^*(t) = \sum_{i=1}^{A} \mathbb{1}_{[0,T]}(s_i^*) \in \mathcal{N}([0,T])$, and $a_i^* \in \mathcal{C}$, define:

$$U_{x^*}^{1,\epsilon} = \left\{ y \in \mathcal{J}_{\mathcal{R}}^{\sigma,C}(x_0) : 0 < d_{\mathcal{C}}(y, x^*) < \epsilon \right\},$$

$$U_{x^*}^{2,\epsilon} = \left\{ y \in \mathcal{J}_{\mathcal{R}}^{\sigma,C}(x_0) : s_i^y < s_i^* \text{ for } i \leq n^*(T) \right\},$$

$$U_{x^*}^{3,\epsilon} = \left\{ y \in \mathcal{J}_{\mathcal{R}}^{\sigma,C}(x_0) : z^*(t) - z^y(t) < 0 \text{ for } \epsilon \leq t \leq T \right\},$$

$$U_{x^*}^{4,\epsilon} = \left\{ y \in \mathcal{J}_{\mathcal{R}}^{\sigma,C}(x_0) : a_i^* - a_i^y < 0 \text{ for } i \leq n^*(T) \right\},$$

$$U_{x^*}^{5,\epsilon} = \left\{ y \in \mathcal{J}_{\mathcal{R}}^{\sigma,C}(x_0) : (s_i^y - s_i^*) a_i^* < 0 \text{ for } i \leq n^*(T) \right\}.$$

The fact that $U_{x^*}$ for each of the three cases is an open set is a consequence of Lemma 2 in [1].
For each of the previous sequences of NP-stopping times, consider $U_{x*}$ respectively as:

1) $U_{x*} = U_{x*}^{1,\epsilon} \cap U_{x*}^2$.  
2) $U_{x*} = U_{x*}^{1,\epsilon} \cap U_{x*}^3 \cap U_{x*}^4 \cap U_{x*}^5$.  
3) $U_{x*} = U_{x*}^{1,\epsilon}$.

In these three cases, a sequence $\{x^{(n)}\}$ converging to $x^*$ will be considered. As $\{x^{(n)}\}$ converges to $x^*$ in the Skorohod’s metric, then there exists a sequence of increasing functions $\lambda_n(t)$ satisfying $\lambda_n(0) = 0$, $\lambda_n(T) = T$ such that:

$$|x^*(t) - x^{(n)}(\lambda_n(t))| \to 0$$

uniformly on $[0, T]$ as $n \to \infty$  \hspace{1cm} (21)

and

$$|\lambda_n(t) - t| \to 0$$

uniformly on $[0, T]$ as $n \to \infty$  \hspace{1cm} (22)

Case 1):

Consider a sequence of trajectories $\{x^{(n)}\}$ in $U_{x*}^{1,\epsilon} \cap U_{x*}^2$ converging to $x^*$ in the Skorohod’s topology.

Given that the NP-stopping times $\tau_i(x) = \min(iT/N, T)$ do not depend on the trajectory $x$, properties i) and iii) in Definition 10 are clearly satisfied.

Now let us prove ii). Consider any $s \in [0, T]$. Then

$$|x^{(n)}(s) - x(s)| = |x^{(n)}(s) - x^*(\lambda_n^{-1}(s)) + x^*(\lambda_n^{-1}(s)) - x^*(s)|$$

$$\leq |x^{(n)}(s) - x^*(\lambda_n^{-1}(s))| + |x^*(\lambda_n^{-1}(s)) - x^*(s)|.$$  \hspace{1cm} (23)

The term $|x^{(n)}(s) - x^*(\lambda_n^{-1}(s))|$ converges to 0 as $n$ goes to infinity as consequence of (21).

From (22) we get that $\lambda_n^{-1}(s) \to s$ as $n$ goes to infinity, therefore if $x^*$ is continuous at $s$, we obtain that $|x^*(\lambda_n^{-1}(s)) - x^*(s)| \to 0$ as $n$ goes to infinity.

If $x^*$ has a jump at $s$, meaning that $s = s_i^*$ for some $i$, we have from Lemma 2 in [1] that there exists an integer number $N_0$ such that if $n > N_0$, $\lambda_n(s_i^*) = s_i^{(n)}$. Moreover, as $x^{(n)} \in U_{x*}^2$, we have that $s_i^{(n)} < s_i^*$, therefore $\lambda_n(s_i^*) < s_i^*$ and $s_i^* < \lambda_n^{-1}(s_i^*)$. This means that $\lambda_n^{-1}(s_i^*)$ converges to $s_i^*$ from the right. As $x^*$ is right continuous and $s = s_i^*$, we have that $|x^*(\lambda_n^{-1}(s)) - x^*(s)|$ also converges to 0 if $x^*$ has a jump at $s$.

From (23) we conclude that $|x^{(n)}(s) - x(s)| \to 0$ for any $s \in [0, T]$. In particular this will be true for $s = \tau_i(x)$, thus ii) is proven.

Case 2:

Consider a sequence of trajectories $\{x^{(n)}\}$ in $U_{x*}^{1,\epsilon} \cap U_{x*}^3 \cap U_{x*}^4 \cap U_{x*}^5$ converging
We will first prove iii) in Definition 10. Consider that $M(x^*) = L^*$. This is equivalent to say that $K_{L^*} \leq \sup_{t \in [0,T]} x^*_t < K_{L^*+1}$. As $\{x^{(n)}\} \to x^*$ in the Skorohod’s topology, it is easy to check that there exists $N_0 \in \mathbb{N}$, depending on $x^*$ such that if $n > N_0$ then $\sup_{t \in [0,T]} x^{(n)}_t \leq K_{L^*+1}$.

As trajectories $\{x^{(l)}\}$ belong to $U^{l,\epsilon}_x$, from Lemma 2 in [1] we know that there exists $N_1$ such that if $l > N_1$, then $n(x^{(l)})(T) = n^*(T)$, meaning that for $l$ large enough, trajectory $x^{(l)}$ has exactly the same number of jumps as $x^*$, moreover, the jump times of $x^{(l)}$ are close to the jump times of $x^*$. Additionally, as trajectories $\{x^{(l)}\}$ belong simultaneously to $U^{l,\epsilon}_x$ and $U^{L^*}_x$, it can be verified that if $l > N_1$, then for all $t \in [0,T]$: \[
\prod_{i=1}^{n(x^{(l)})(t)} \left( 1 + a_i^{(l)} \right) \geq \prod_{i=1}^{n^*(t)} \left( 1 + a_i^* \right). \tag{24}
\]

Given that $\{x^{(l)}\}$ belongs to $U^{l,\epsilon}_x$, we also have that: \[
e^{\sigma z(x^{(l)})(t)} > e^{\sigma z^*(t)} \tag{25}\]
for $\epsilon \leq t \leq T$. Combining expressions (24) and (25), we can see that if $l > N_1$ holds, then:
\[
x^{(l)}(t) = x_0 e^{\sigma z(x^{(l)})(t)} \prod_{i=1}^{n(x^{(l)})(t)} \left( 1 + a_i^{(l)} \right) > x_0 e^{\sigma z^*(t)} \prod_{i=1}^{n^*(t)} \left( 1 + a_i^* \right) = x^*(t), \tag{26}
\]
for all $t \in [\epsilon, T]$. Therefore, for $l$ large enough
\[
\sup_{t \in [0,T]} x^{(l)}_t \geq \sup_{t \in [0,T]} x^*_t \geq K_{L^*},
\]
so $K_{L^*} \leq \sup_{t \in [0,T]} x^{(l)}_t < K_{L^*+1}$ which is equivalent to say that $M(x^{(l)}) = L^*$ for $l$ large enough so
\[
\lim_{l \to \infty} M(x^{(l)}) = L^* = M(x^*)
\]
and hence iii) in Definition 10 has been proven.

Now let us prove i) in Definition 10. From (26) we know that for $l$ large enough it holds $x^{(l)}(t) > x^*(t)$ for all $t \in [\epsilon, T]$, therefore $\tau_i(x^{(l)}) \leq \tau_i(x^*)$, for $i = 1, 2, \ldots, M(x^*)$. Fix now $\epsilon > 0$, for any $t$ such that $\tau_i(x^*) - \epsilon < t < \tau_i(x^*)$, the definition of $\tau_i$ implies that $x^*(s) < K_i$ for all $0 \leq s \leq t$. Then, the convergence of $x^{(l)}$ to $x^*$ in the Skorohod’s metric implies that for $l$ large enough, $x^{(l)}(s) < K_i$ for all $0 \leq s \leq \lambda_l(t)$, meaning that for $l$ large enough $\lambda_l(t) < \tau_i(x^{(l)})$. On the other hand, as $\lambda_l$ is strictly increasing, we have $\lambda_l(\tau_i(x^*) - \epsilon) < \lambda_l(t)$. All this implies that for $l$ large enough
\[
\lambda_l(\tau_i(x^*) - \epsilon) < \lambda_l(t) < \tau_i(x^{(l)}) \leq \tau_i(x^*) \tag{27}
\]
therefore
\[ \lambda_l(\tau_l(x^*) - \epsilon) - \tau_l(x^*) < \tau_l(x^{(l)}) - \tau_l(x^*) \leq 0. \]

When \( l \) approaches infinity the expression in the left hand side approaches \(-\epsilon\).
As \( \epsilon \) can be chosen as small as we want, then the Squeeze Theorem implies that \( \tau_l(x^{(l)}) \to \tau_l(x^*) \) as \( l \) approaches infinity, thus i) is proven.

In order to prove ii) in Definition 10, notice that the triangle inequality gives
\[
|x^*(\tau_l(x^*)) - x^{(l)}(\tau_l(x^{(l)}))| \leq |x^*(\tau_l(x^*)) - x^*(\lambda_l^{-1}(\tau_l(x^{(l)})))| + |x^*(\lambda_l^{-1}(\tau_l(x^{(l)}))) - x^{(l)}(\tau_l(x^{(l)}))| \tag{28}
\]

As a consequence of (27) we obtain
\[ \tau_l(x^*) - \epsilon < \lambda_l^{-1}(\tau_l(x^{(l)})) \]
As \( \epsilon \) can be chosen as small as wanted, it follows that \( \lambda_l^{-1}(\tau_l(x^{(l)})) \) approaches \( \tau_l(x^*) \) from the right as \( l \) approaches infinity. Then, the right continuity of \( x^* \) implies that
\[ |x^*(\tau_l(x^*)) - x^*(\lambda_l^{-1}(\tau_l(x^{(l)})))| \to 0 \text{ as } l \to \infty \]
On the other hand
\[ |x^*(\lambda_l^{-1}(\tau_l(x^{(l)}))) - x^{(l)}(\tau_l(x^{(l)}))| \to 0 \text{ as } l \to \infty \]
as a consequence of the convergence of \( x^{(l)} \) to \( x^* \) in the Skorohod’s metric.

As both terms in the right hand side of (28) converge to 0, then the left hand side also converges to 0, so ii) is proven.

Case 3):

From Lemma 2 in [1] it follows that for any sequence \( x^{(n)} \) converging to \( x^* \):

i) \( \lim_{n \to \infty} M(x^{(n)}) = M(x^*) \).
ii) \( \lim_{n \to \infty} \tau_l(x^{(n)}) = \tau_l(x^*) \).

Again, as a consequence of Lemma 2 in [1], there exists an integer number \( N_0 \) such that if \( n > N_0 \), \( \lambda_n(s^*) = s^{(n)}_t \). Therefore, if \( n > N_0 \) we have:
\[ |x^*(s^*) - x^{(n)}(\lambda_n(s^*))| = |x^*(s^*_t) - x^{(n)}(s^{(n)}_t)| \]
Using (27) we have that \( |x^*(s^*_t) - x^{(n)}(s^{(n)}_t)| \to 0 \), so:
iii) \( \lim_{n \to \infty} x_n(\tau_l(x_n)) = x^*(\tau_l(x^*)) \).
Therefore, the joint strong local continuity property has been proven. \( \square \)
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