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Abstract

In this paper, we propose a novel decentralized framework for optimizing the transmission strategy of Irregular Repetition Slotted ALOHA (IRSA) protocol in sensor networks. We consider a hierarchical communication framework that ensures adaptivity to changing network conditions and does not require centralized control. The proposed solution is inspired by the reinforcement learning literature, and, in particular, Q-learning. To deal with sensor nodes’ limited lifetime and communication range, we allow them to decide how many packet replicas to transmit considering only their own buffer state. We show that this information is sufficient and can help avoiding packets’ collisions and improving the throughput significantly. We solve the problem using the decentralized partially observable Markov Decision Process (Dec-POMDP) framework, where we allow each node to decide independently of the others how many packet replicas to transmit. We enhance the proposed Q-learning based method with the concept of virtual experience, and we theoretically and experimentally prove that convergence time is, thus, significantly reduced. The experiments prove that our method leads to large throughput gains, in particular when network traffic is heavy, and scales well with the size of the network. To comprehend the effect of the problem’s nature on the learning dynamics and vice versa, we investigate the waterfall effect, a severe degradation in performance above a particular traffic load, typical for codes-on-graphs and prove that our algorithm learns to alleviate it.

I. INTRODUCTION

The scenery of Internet of Things (IoT) technology is rapidly evolving, both in terms of opportunities and needs, and is expanding its outreach to a wide spectrum of daily life applications. Communication in IoT networks and wireless sensor networks (WSNs) is in general challenging, as IoT devices and sensors have limited capabilities, such as limited battery capacity and
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communication range. To coordinate the access of the shared wireless resources, a MAC protocol is employed. MAC design aims at optimizing the performance of communication by formulating the strategies IoT or sensor nodes use to access the common channel. Communication protocols, such as Slotted ALOHA [1], offer efficient random access mechanisms, but face problems for networks of increased size and channels with varying noise conditions and network load. Thus, there is still an urgent need to redesign ALOHA so that it optimally uses the available bandwidth and users can obtain the demanded content with fewer transmissions and without imposing coordination between the nodes. Such optimization of Slotted ALOHA will lead to prolonging the life of the sensors as fewer transmissions will be required for the communication.

MAC protocol design is often studied as a distributed resource allocation problem, where sensors attempt transmission of packets to a shared channel, and therefore, compete for the restricted bandwidth resources. There exist two diametrical families of MAC protocols, namely: (a) Time–Division Multiple Access (TDMA) based, where allocation of slots is static and performed a-priori, and (b) contention-based, where nodes randomly select time slots to transmit. TDMA has been successfully applied in VANETS [2] due to its ability to provide deterministic access time without collisions in real-time applications. Conversely, contention-based methods are more appropriate for adaptive scenarios where resources and communication load change over time and energy consumption is limited [3], despite the fact that in these methods packet collisions occur because of the random packet transmission decisions made.

Slotted ALOHA, belonging to the family of contention-based protocols, is widely used for designing random multiple access mechanisms, but suffers from low throughput due to packet collisions that lead to packet loss. Diversity Slotted ALOHA (DSA) [4] significantly improves upon it by introducing a burst repetition rate, that allows network nodes to transmit a pre-defined number of replicas of the original messages. The introduction of the repetition rate enables Contention Resolution Slotted ALOHA (CRDSA) [5], that helps exploiting interference cancellation (IC) for the retrieval of collided packets. To further improve the performance of [4], [5], Irregular Repetition Slotted ALOHA (IRSA), introduced in [6], allows for a variable number of replicas for each user. The work in [6] relates the process of successive interference cancellation applied to colliding users to the process of iterative belief-propagation (BP) erasure-decoding of codes-on-graphs. The number of replicas in IRSA is decided by sampling from a probability distribution, which is designed such as to decrease packet loss. IRSA shows that diversity in the behavior of individual nodes, in the form of selecting the number of replicas,
results in better overall throughput.

Further improvements of IRSA can be found in the work of [7], which extends IRSA by introducing Coded Slotted ALOHA (CSA), where coding is performed between the packets available at the nodes. In [8], a frameless variant of CRDSA is introduced, which limits delays, as sensor nodes are not obliged to wait for the next frame to transmit their messages. Frame asynchronous Coded ALOHA [9] combines methods in [7] and [8] and shows an improvement both in achieved error floor and observed delay. Although these are interesting research directions, computational complexity introduced because of the coding procedure compared to the non-coding variants may limit their use in the sensor networks under study. For this reason, we do not explore this direction, but we leave it as a future work. However, we should note that our scheme is generic and can be extended for the coded variants of IRSA.

IRSA performance depends on the optimization scheme used to derive the degree distribution function, i.e., the probability distribution used to decide the number of replicas. This distribution can be optimized using differential evolution, which is used to asymptotically analyze the transmission policy, i.e., the number of replicas. More recently in [10], the use of Multi-armed Bandits (MABs) was introduced, as a remedy for inaccurate asymptotic analysis in non-asymptotic settings and as an alternative to computationally expensive finite length block analysis.

This work has been proposed for an IRSA variant that incorporates users’ prioritization [11]. The main drawback of this formulation is that it leads to a continuous action space, an intractability addressed through discretization, that has been proven to significantly degrade performance [12]. Another disadvantage of MABs is that their framework is not expressive enough as they are stateless. This renders MABs inappropriate for sensor networks, where operations are constrained by sensor nodes’ characteristics, such as battery level, memory size, etc., valuable information that MABs fail to incorporate in the decision-making process.

In this paper, we investigate the optimization of the transmission strategy of sensor networks following the Markov Decision Process (MDP) [13] framework. In particular, in our scheme sensor nodes are capable of independently and distributively learning the optimal number of replicas to transmit in a slotted IRSA protocol. Guided by the nature of the problem under consideration, we design a distributed, model-free, off-line learning algorithm that deals with partial observability, which refers to the inability of a sensor node to observe information that requires global access to the network. Hence, under partial observability nodes act on information only local to them, for example the state of their buffer, i.e., the number of packets in it.
This approach has successfully been applied in the domain of sensor networks [14] and draws from its need for scalable, efficient, decentralized optimization algorithms. To deal with partial observability we employ decentralized POMDP (Dec-POMDP) algorithms, that are associated with high complexity, as they are NEXP-Complete [15]. Hence, to overcome this problem, we explore realistic variations of it that exploit the problem’s nature, in particular independence of agents in terms of learning. Distributed optimization in sensor networks has been extensively studied in [16] and successful applications have mainly been offered in the areas of packet routing [17] and object tracking [18]. Machine learning concepts have been explored in [3], where an actor-critic algorithm to optimally schedule active times in an Timeout-MAC protocol is presented and [19], where a multi-state sequential learning algorithm is proposed, that learns the number of existing critical messages and reallocates resources in a contention-free MAC protocol. However, none of these works addresses decentralized resource allocation under a random access MAC mechanism. Our solution leverages techniques from the multi-agent reinforcement learning literature to design transmission strategies for agents that optimally manage the available time slots and maximize packet throughput. To the best of our knowledge, this is the first attempt to formulate a decentralized and adaptive solution for MAC design in the context of Slotted ALOHA. Our main contributions consists in:

- the design of an intelligent sensor network that adapts to communication conditions and optimizes its behavior in terms of packet transmission, using reinforcement learning;
- the derivation of an algorithm from the family of Dec-POMDP that employs virtual experience concepts to accelerate the learning process [20];
- the investigation of the impact of the waterfall effect on the learning dynamics and the ability of our proposed algorithm to alleviate it.

Section II describes the problem under investigation, introduces the suggested framework and models the problem highlighting underlying assumptions. In Section III, we provide the necessary theoretical background by outlining the vanilla IRSA protocol in order to derive the goal of optimization. In Section IV, we formulate our proposed decentralized reinforcement learning based POMDP IRSA protocol, henceforth referred to as Dec-RL IRSA. Finally, Section V exhibits the experiments performed to configure and evaluate our optimization technique.
II. INTELLIGENT SENSOR NETWORK FRAMEWORK

A. Sensor network description

Let us consider a network of $M$ sensor nodes collecting measurements from their environment and transmitting them to a core network for further process. The main bottleneck of the operation of the network is the transmission of the packets nodes possess through a common communication medium, as it is also used by neighboring sensor nodes that transmit their packets over it. Abiding to the vanilla Slotted ALOHA framework and its variants, in our work time is divided into frames of fixed duration, each one consisting of $N$ time slots. At the beginning of each frame each sensor randomly chooses one of the $N$ available slots to transmit its packet. ALOHA transmission protocol is depicted in Fig. 1. In this paper, a contention-based approach is used, and, therefore, collisions occur due to the fact that sensors may choose to transmit simultaneously in a slot. This results in a degradation of the observed throughput.

B. Proposed communication framework

The design of an efficient MAC protocol requires sensor nodes to be equipped with the capability of independently deciding upon their transmission strategy. Traditional approaches solve the MAC optimization centrally, assuming that all problem-related information will become available to a central node. This introduces a communication overhead that is needed to exchange the information required to make the optimal transmission decisions. This communication is expensive for large-sized networks, and, in general, does not scale well with the size of the network. Further, centralized algorithms fail to exploit the underlying network structure, which can facilitate the optimization of transmission strategies by exhibiting characteristics such as locality of interaction. Here, we aim at designing a protocol that can be easily applied in large-sized networks, as well as to optimize its functionality in a distributed way, considering sensor nodes as the basic building block. In Fig. 2, we illustrate the overall structure of our communication model. This resulted from the following desired characteristics:

a) Hierarchical structure: It has been often argued that intelligent behavior of complex systems should be pursued through the adoption of hierarchical structures that support the emergence of collective intelligence [21]. Early in the pursuit of artificial intelligence [21] collective intelligence was recognized as a means of achieving intelligent behavior in complex systems based on interaction in populations of agents instead of sophisticated units. Inspired by [22], the network
is organized into clusters, based on features such as proximity, common characteristics, e.g., priority or common behavior, e.g. packet content. Each cluster in Fig. 2, illustrated with a dashed ellipsis, is formed by the sensors in it, one of which is the cluster-head. The latter is responsible to collect the packets from all the sensor nodes in a cluster and then transmit them to the core network. Therefore, cluster-heads serve as intermediate nodes between the sensor nodes and the core network. This design enables scalability of the network architecture. It also presents the opportunity of forming clusters based on common characteristics that affect optimization, e.g., requests for the same content can be addressed by optimizing locally the cached content in the cluster-heads. In the rest of the paper, we do not deal with the cluster formation problem but we assume that this has already taken place. Thus, we focus on the optimization of the transmission strategies of the cluster-heads.

b) Adaptivity: Sensor networks that employ reinforcement learning to adjust to changes of their environment have been shown to be a promising approach that can ensure real-time, optimal allocation of resources in non-stationary environments [3]. Motivated by this, our protocol is based on Q-learning, a model-free algorithm that learns optimal policies through interaction with its environment, and, thus, adapts to its changes.

c) Decentralization: Here, we aim at designing a decentralized solution that exploits the ad hoc, time-varying and heterogeneous nature of the network. By removing the need for a centralized point of control, our solution leverages locality of information and interaction to create nodes that contribute to the optimal overall throughput following computationally efficient policies.
C. Preliminaries

This section will present our formulation and assumptions made regarding the physical layer, sensor nodes’ buffers’ models and packets’ arrival process. Tables I and II summarize the notation used regarding system-related and node-related variables, respectively.

1) Physical layer: We consider frequency, non-selective channels, which are characterized at the beginning of each time frame by the traffic $G_t$, where $t$ is the time index indicating the beginning of a frame. A set of slots form a frame. We assume that the traffic can be estimated perfectly in light of the number of nodes $M$ and size of frame $N$ and that it remains constant during a frame, similar to the work in [7], [23], where $G$ also stays constant for all frames. Although traffic imposes some central knowledge about the network condition, it can be easily derived by the cluster-head if we assume group-wise observability, as in the work of [14], which denotes the ability of an agent to fully determine global information based only on observations of its cluster.

Note that the proposed framework is oblivious to the underlying modulation and coding schemes. Similar to the work in [24], our only assumption is that the packet throughput and number of transmitted packets can be expressed as

$$T_t = T(G_{t-1}, K_{t-1}, PLR_{t-1})$$  \hspace{1cm} (1) \\

$$K_t = K(G_t, T_t, PLR_t, C_t)$$  \hspace{1cm} (2)

where $K_t$ represents the number of packets transmitted by all nodes during the particular
frame, $PLR_t$ is the packet loss rate and $C_t$ is a node’s condition. Nodes’ condition can in general depend on the buffer state, battery level and, in general, any information that should potentially affect their behavior. Our work considers only the buffer state of the network nodes, as incorporating more variables in $C_t$ will increase computational requirements. However, our framework is general, and, depending on the application of interest, can easily incorporate additional characteristics to $C_t$.

There are three sources of packet loss, i.e., packet collisions, imperfect interference cancellation and bit-level channel noise, that depends on nodes’ transmission and noise power. In the rest of our work, and without loss of generality, we will assume that interference cancellation is perfect and that noise power is zero. Successful transmission will therefore be guaranteed if the iterative BP erasure-decoding algorithm, used for SIC, succeeds to recover the original packets. Thus, in our approach, (1) and (2) will be oblivious to $PLR_t$.

As suggested by (1), we assume that the channel throughput can be calculated in terms of the channel state, the number of transmitted packets and the packet loss probability. From (1), we can see that $T_t$ is a non-deterministic function of its arguments, as nodes randomly select the
2) Buffer and traffic model: We assume that the transmission buffer of a node is modeled as a first-in first-out queue. The source injects $F_t$ packets of size $F$ bits into the transmission buffer in each time frame according to an independent and identically distributed (i.i.d) distribution $p^f(f)$. The packets arriving to a node are stored in a finite-length buffer, of capacity $B$. Therefore, the buffer state $b^i \in \mathcal{B} = \{0, 1, ..., B\}$ of a sensor node $i$ evolves, recursively, as follows:

$$
\begin{align*}
    b^i_0 &= b^i_{\text{init}} \\
    b^i_{t+1} &= \min\{b^i_t - T^i_t(PLR_t, K_t, G_t) + F^i_t, B^i\}
\end{align*}
$$

where $b^i_{\text{init}}$ denotes the initial buffer state and $T^i_t(PLR_t, K_t, G_t)$ is the packet goodput, representing the number of successfully transmitted packets in a frame for node $i$. The packets arriving after the beginning of frame $t$ cannot be transmitted until frame $t+1$ and unsuccessfully transmitted packets stay in the transmission buffer for later retransmission.

In the following sections, we will formulate MAC optimization as a multi-agent problem and propose an efficient reinforcement learning based algorithm that enables sensor nodes to maximize the overall packet throughput of the network.

### III. IRSA Overview

In this section, we briefly overview the IRSA protocol [6]. IRSA has been proposed to deal with the case where $M$ nodes attempt to transmit their packets into a number of transmission slots over the same communication channel. We assume that there are $N$ time slots per frame. The channel is fully characterized by its normalized traffic, defined as $G = M/N$, which represents the average number of attempted packet transmissions by all nodes per time slot. The objective of IRSA is to optimize the normalized throughput $T$, defined as the probability of successful packet transmission per slot. At the beginning of each time frame a user attempts transmission of a message by randomly choosing one of the $N$ slots to transmit a packet. In a vanilla Slotted ALOHA protocol, a transmission is successful only if no other user transmits in the same slot. The resulting throughput is a function of the normalized traffic, in particular it is $T(G) = Ge^{-G}$. In an IRSA protocol, however, a user has the capability of transmitting a variable number of replicas of the original message in the available time slots, a strategy that improves throughput due to interference cancellation. The throughput in this case is governed by the degree distribution,
a polynomial probability distribution describing the probability $\Lambda_l$ that each user transmits $l$ replicas of its message at a particular time frame. This probability distribution is expressed as

$$\Lambda(x) \triangleq \sum_{l=1}^{d} \Lambda_l x^l$$

where $d$ is the maximum number of replicas a sensor node is allowed to send. The objective of a MAC optimization algorithm is to select the values $\Lambda_l$ in (4) so that overall network throughput is maximized. Formally, the optimization objective can be cast as

$$\text{Find: } (\Lambda^*) : \arg \max_{\Lambda} T(\Lambda)$$

subject to

$$\sum_{i=1}^{d} \Lambda_i(x) = 1.$$  

The optimization in (5) can be performed using any linear programming or gradient-based optimization algorithm, but differential evolution is usually performed [6], [11]. In asymptotic settings ($M \to \infty$) iterative IC convergence analysis can be used to formulate how collision resolution probability evolves with decoding time [6] and a stability condition can be formed, which defines the maximum channel load, $G^*$, for which the probability of unsuccessful transmissions is negligible. Section IV presents the proposed approach that allows users to learn their transmission strategies in a distributed manner for non-asymptotic scenarios.

IV. DEC-RL MAC PROTOCOL DESIGN

The discussion will proceed with the adoption of the MDP model for the design of an efficient MAC optimization strategy abiding to the framework defined in Section II. Our method employs ideas and tools from reinforcement learning and DCOP to satisfy the desired traits of the considered network setting.

A. MDP formulation

Recall from (1) and (2) that there are two parameters affecting the state of the environment: i.e., the current channel load $G$ and a node’s condition $C$. We first assume that the sensor network is a single agent that interacts with its environment, which includes the channel and itself. This concept is depicted in Fig. 3. We model the problem as an MDP and define the state as

$$S = \times_{1 \leq i \leq m} S_i \times S_u$$  

(6)
Fig. 3: Intelligent sensor network as an MDP: three sensors \((s_1, s_2, s_3)\) transmit their chosen number of replicas \(a_1, a_2, a_3\) to the common medium, which responds with a common reward \(r\) and the MDP’s next state \(s'\).

where \(S \in \mathcal{S}\) is the state of the agent, \(\mathcal{S}\) is the set of all states, \(S_i\) represents the state of sensor node \(i\) and \(S_u\) stands for the part of the environment that is uncontrolled by the sensor nodes and corresponds to \(G\) in our formulation.

The transition probabilities of the defined MDP can be formulated as

\[
P(S_u' | S_u, \times_{1 \leq i \leq n} S_i, K) = P(S_u' | S_u) \tag{7}
\]

\[
P(S_i' | S_u, \times_{1 \leq i \leq n} S_i, K, F_i) \propto T_i(K, G) + F_i \tag{8}
\]

where \(T_i(\cdot)\) is the individual packet goodput of sensor node \(i\) that depends on the current values \(K_t\) and \(G_t\). Note that we dropped time index \(t\) for simplicity of notation.

From (7), we can see that the transitions of the uncontrollable state \(S_u\) are independent of the transmission strategy and the states of individual nodes. Please note here that we assume that the channel probabilistically and stochastically switches states based on the arrival and departure of sensor nodes in the network, changes to noise conditions, etc. Further, from (8), we observe that individual transitions of sensor nodes depend on the states and actions of other nodes, channel load, noise conditions and packet throughput. Therefore, transition independence for sensor nodes does not hold.

The action of the agent \(A \in \mathcal{A}\), with \(\mathcal{A}\) being the action space, consists in the joint actions of all the sensor nodes in the network. These actions represent the values of the coefficients \(\Lambda_i\) of the probability distribution function in (4), that is

\[
A = A_1 \times \cdots \times A_m, \quad \text{with} \quad A_i = \{\Lambda_{1,i}, \cdots, \Lambda_{d,i}\} \tag{9}
\]

Recall that \(d\) is the maximum number of replicas a sensor node is allowed to send. The above MDP formulation, although genuinely modeling the MAC optimization problem, leads to a
continuous action space, that scales exponentially with the number of sensor nodes. This renders learning of the optimal action infeasible for large-sized problems. To circumvent this drawback, we redefine the actions as the number of replicas to send. Therefore

\[ A = A_1 \times \cdots \times A_m, \quad \text{with} \quad A_i = l, \quad l \in \{1, \cdots, d\} \]  

(10)

During the learning phase the agent finds a deterministic policy \( \pi(a|s) \), with \( s \in S \) and \( a \in A \), by choosing the optimal \( A_i \) for each sensor node (except for exploratory moves in the learning process where a random action is preferred). After learning has completed, the probability distribution \( \Lambda(x) \) is computed using the information of visited state-action pairs. Therefore, upon implementation of our protocol the policy is probabilistic with \( \pi(a|s) = \Lambda_a \), where \( \Lambda_a \) is the appropriate coefficient in \( \Lambda(x) \). This technique allows us to leverage the benefits of maintaining a small action space, while using a stochastic policy. The latter is important in multi-agent scenarios, where existence of an optimal deterministic policy is not guaranteed due to an agent’s uncertainty regarding the behavior of other agents [25].

The choice of the reward function is guided by our aim to design active, self-interested agents attempting to improve overall packet throughput, while lacking access to a global performance measure, i.e., the channel load. We define the immediate reward of an agent as

\[
R^i_t(s, a) = \begin{cases} 
  b^i_{t-1} - b^i_t, & \text{if } B \to \infty \\
  -b^i_t, & \text{otherwise}
\end{cases}
\]  

(11)

where \( b^i_t \) is the number of messages in the buffer of sensor node \( i \) at time \( t \). This reward makes the nodes eager to transmit when their buffers are full, instead of making the decisions purely based on the outcome of the current transmission.

The formulated MDP is episodic with \( E \) episodes and \( L_E \) learning iterations per episode. At the beginning of an episode each agent can be in a random state \( s \in S \). Experience, in the form of the Q-table and visits to state-action pairs, carries over episodes. Solving the formulated MDP requires finding the optimal transmission policy \( \pi \) which is the one that maximized the expected discounted reward starting in state \( s \) and then following policy \( \pi \). The reward takes into consideration immediate and delayed rewards, and is represented as

\[
V_\pi(s) = E_\pi[\rho_t|S_t = s] = E_\pi\left[\sum_{k=0}^{\infty} \gamma^k R_{t+k+1}|S_t = s\right]
\]  

(12)

where \( \rho_t \) is the expected return, \( R_t \) is the immediate return and \( 0 \leq \gamma < 1 \) is the discount factor that evaluates the effect of future rewards in the current state (a value of \( \gamma \) closer to zero means
that the agent is myopic, while when $\gamma$ is close to 1 the agent is farsighted). Equation (12) can be rewritten as a Bellman equation [13]

$$V_\pi(s) = \sum_a \pi(a|s) \sum_{s', r} p(s', r|s, a)[r + \gamma V_\pi(s')]$$  \hspace{1cm} (13)

The main drawback of MDPs is that in many practical scenarios, as in our case, the transition probability $p(s', r|s, a)$ and the reward function that generates the reward $R$ are unknown, which makes hard to evaluate policy $\pi$. To this aim, we adopt Q-learning [26] that allows to learn from delayed rewards and determine the optimal policy, in absence of the transition probability and reward function. In Q-learning, policies and the value function are represented by a two-dimensional lookup table indexed by state-action pairs $(s, a)$. Formally, for each state $s$ and action $a$, the $Q(s, a)$ value under policy $\pi$, represents the expected discounted reward starting from $s$, taking the action $a$, and thereafter following policy $\pi$. $Q(s, a)$ is defined as follows

$$Q_\pi(s, a) = E_\pi \left[ \sum_{k=0}^{\infty} \gamma^k R_{t+k+1} | S_t = s, A_t = a \right]$$  \hspace{1cm} (14)

We define the optimal policy as the one that maximizes the expected reward for all states

$$\pi^*(s) = \arg \max_{a \in A} (Q^*(s, a)) \quad \text{with} \quad s \in S$$  \hspace{1cm} (15)

Bellman’s optimality equation for $Q$ allows to define $Q^*$ independently from any specific policy

$$Q^*(s, a) = E[R_{t+1} + \gamma \max_{a'} Q^*(S_{t+1}, a') | S_t = s, A_t = a]$$  \hspace{1cm} (16)

$$= \sum_{s', r} p(s', r|s, a)[r + \gamma \max_{a'} Q^*(s', a')]$$  \hspace{1cm} (17)

Using the Q-learning algorithm, a learned action value function $Q$ directly approximates $Q^*$ through value iteration. Correspondingly, the Q-value iterative formula is given by

$$Q(S_t, A_t) = (1 - \alpha)Q(S_t, A_t) + \alpha[R_t + \gamma \max_a Q(S_{t+1}, a)]$$  \hspace{1cm} (18)

where $\alpha$ is the learning rate, which determines to what extent newly acquired information overrides old information. The above solution is guaranteed to converge to the optimal solution under the Robbins-Monro conditions:

$$\sum_t \alpha_t(s, a) = \infty \quad \text{and} \quad \sum_t \alpha_t^2(s, a) < \infty \quad \forall (s, a) \in S \times A$$  \hspace{1cm} (19)

As noted earlier, a state consists of all the information necessary for the network to choose the optimal action $a \in A$. This necessity urges us to encompass in a state $s$ information about
nodes’ condition and the uncontrolled state, which includes battery level, buffer size, number of packets to transmit, the channel’s noise, load, etc. Clearly, this information cannot be available as it would impose huge communication load, while a MAC protocol should prevent channel congestion and be unintrusive. To alleviate this drawback of MDPs and Q-learning, in the next section we present a novel framework, based on partially-observable MDPs, which has been successfully used in solving problems in resource optimization problems in sensor networks [27].

B. Dealing with partial observability

POMDPs [28] acknowledge the inability of an MDP to observe its state, which they remedy by introducing the notion of observations. Observations contain information that is relevant but insufficient to describe the actual state on their own. In our case, the network and the sensor nodes cannot observe $S_u = G$, as this requires global knowledge of the environment, which is hard to achieve. We, therefore, constrain observability to information only locally available to the sensor nodes. Following our description in Section II-C regarding a sensor node condition $C$, we assume that the only state-related information a node has access to is the number of messages stored in the buffer of each sensor node, that is

$$\Omega(s) = \Omega_1 \times \cdots \times \Omega_M, \quad \text{with} \quad \Omega_i = b_i$$  \hspace{1cm} (20)

POMDPs can be optimally solved using the framework of Belief MDPs [28], but this renders learning intractable, as it is performed in continuous state spaces. We adopt a fixed horizon of observations, which is a common approach that, however, has no convergence guarantees. Nevertheless, it has been successfully employed in object tracking problems due to its simplicity and expressive power [14].

Through the adoption of a fixed history window $w$, the observation tuple of each sensor node is defined as

$$H_t = \{\Omega_{t-w+1}, \ldots, \Omega_{t-1}, \Omega_t\}$$  \hspace{1cm} (21)

and $\Omega$ defined as in (20).

The Belief MDP, whose states correspond to the beliefs over states, is assumed to satisfy the Markov property. Histories of observations serve as an approximation to beliefs, therefore Q-learning can be applied as in the general MDP case.
The distributed nature of the problem has so far been purposely neglected in order to focus on the decision process formulation. Following the observations made in Section II-B regarding the need for decentralization, next we proceed by formulating a distributed representation of the problem under the Dec-POMDP framework, introduced in [15].

C. Dec-POMDP Formulation

Decentralized Partially-observable MDPs offer a powerful framework for designing solutions that take into account partial observability and are controlled in a distributive way. Here, the aim is to design a model-free solution that can help achieve improved overall throughput. The state of the environment includes information about the number of agents and number of slots per time frame, both expressed through $G$. Recall that each agent can only observe its own buffer and thus deduce if its transmission was successful. Fig. 4 depicts the sensor network as a Dec-POMP.

Definition 1. Dec-POMDP A decentralized partially observable Markov decision process is defined as a tuple $\langle \mathcal{M}, S, \mathcal{A}, T, R, \Omega, O, w, I \rangle$, where
- $\mathcal{M}$ is the set of agents
- $S$ is a finite set of states $s$ in which the environment can be
- $\mathcal{A}$ is the finite set of joint actions
- $T$ is the transition probability function
- $R$ is the immediate reward function
- $\Omega$ is the finite set of joint observations
- $O$ is the observation probability function
- $w$ is the history window
- $I$ is the initial state distribution at time $t = 0$

Definition 1 extends the single-agent POMDP model by considering joint actions and observations. In our case $A_i \in \{1, 2, \cdots, d\}$, $\Omega_i \in \{0, 1, \cdots, B\}$ and $R_i = -b_i$ is the individual reward agent $i$ observes. As regards the initial distribution $I$, we assume a uniform distribution taking values in the range $[0, 1, \cdots, B]$. Note that our algorithm does not need an external, i.e. provided by the environment, common reward function $R$, but agents individually measure their rewards based on their observations.
As we mentioned in Section I, the decentralization property of the POMDP framework changes the nature of the problem to NEXP-complete, a class of problems too complicated to provide any real-time solution. Nevertheless, the theoretical properties of this family of problems have been studied and efficient algorithms have been developed in [28]. For example, the Witness algorithm is introduced in [28] as a polynomial time alternative to value iteration in policy trees. As these algorithms suffer from extreme memory requirements due to the continuous nature of the problem, locality of interaction has been leveraged in the Networked Distributed POMDP setting [18], where LID-JESP and GOA are introduced for planning in Dec-POMDPs. Contrarily to the above, we will use model-free remedies to circumvent the inherent intractability, an approach that will benefit from lower complexity, both in terms of computation and time.

To learn the optimal policy using a model-free approach one can apply simple single-agent Q-learning. This is performed as follows

$$Q(H_t, A_t) = (1 - \alpha)Q(H_t, A_t) + \alpha[R_t + \gamma \max_a Q(H_{t+1}, a)]$$

(22)

Although this approach leads to an optimal policy, it is inappropriate in the Dec-POMDP framework as adopting a centralized point of control creates a large state space and demands global access to information. In [29] independent learning, in which each agent learns its own Q-value function ignoring other agents’ actions and observations, is studied. By ignoring the effect of interaction among agents this approach may converge to local optimal policies or oscillate. Nevertheless, independent learning offers a distributed, tractable solution that has proven adequate in relevant applications [14]. Motivated by the encouraging results in [29], we formulate the problem as a population of agents which make decisions independently of each other on how to handle common resources in order to maximize social welfare, i.e., the overall throughput. Our adoption of the powerful framework of Dec-POMDP is justified by the realistic nature of MAC.
protocol design, as its success will depend on the achievement of low complexity. The work in [16] strained the importance of realistic modeling in networking applications, as specific characteristics have a significant, algorithm-specific impact on the solution. In Section V, we will experimentally investigate the performance of independent learning under various learning settings in order to draw qualitative conclusions about the appropriate behaviors of sensor agents and design a MAC protocol that surpasses the performance of vanilla IRSA.

D. Virtual experience

Q-learning is a model-free learning approach, however due to its conceptual simplicity proves to be inefficient for real-time applications, as extensive interaction with the environment is required. Leveraging past experience is a technique that has successfully been used in demanding RL tasks due to its effectiveness and its respect to the structural properties of Q-learning [20]. Key intuition behind it, is that an agent can update the Q-values of states it has previously visited. These batch updates can significantly decrease convergence time, provided that the agent avoids acting on outdated information. A related notion is that of virtual experience [24], [30], where an agent “imagines” state visits instead of “remembering” them. The work in [24] separated the effect of the environment into “known” and “unknown” dynamics and introduced the notion of virtual experience in their attempt to extrapolate experience of actual rewards to states that do not affect the unknown dynamics and are, therefore, equivalent in the light of new information. Virtual experience was applied to post-decision states, and not to actual states. Next, we will proceed by formulating virtual experience in the observational histories of our own learning setting.

As defined in (21), an agent’s history of observations is a tuple of past buffer states. Based on this information, an agent chooses the preferred number of replicas to send. The unknown environment dynamics in this case include the arrival and collision model, take place after the selection of replica’s number, and determine the reward the agent experiences as well as the next observation $\omega$. Although agent’s $i$ observation vector $h_i$ is essential for determining the optimal action, we should point out that the unknown dynamics do not directly depend on $h_i$. In particular, if the observation tuple is $H_t^i = \{b_{t-w+1}^i, \ldots, b_{t-1}^i, b_t^i\}$, then the collision model
Frame $t$ \hspace{2cm} Frame $t + 1$

\[ h_1 \hspace{1cm} \uparrow \hspace{1cm} h \hspace{1cm} \downarrow \hspace{1cm} h' \]

$Q^*(h, a) \leftarrow Q^*(\tilde{h}, a) \leftarrow Q^*(h', a)$

Fig. 5: Virtual experience: $h_1$, $h_2$ and $h_3$ are different states of the Dec-POMDP that are mapped to the same $\tilde{h}$ through the transformation $\mathcal{T}$. After common action $\alpha$ is performed and the next $h'$ is observed, the Q-table is updated for all of them.

cannot discern any difference in states of the following form

$$H^v_t = \{b^v_{t-w+1}, \ldots, b^v_{t-1}, b^v_t\} = \{b^v_{t-w+1}, \ldots, b^v_{t-2} - c^v_{t-1}, b^v_{t-1} - c^v_t\},$$

with

$$c^v_t = b^v_{t-1} - b^v_t$$

(24)

where $c^v_t$ is the difference in observations between two consecutive states.

Virtual experience can be viewed as applying the transformation formulated in (25) on visited states and then updating all states that have the same representation. We call $\tilde{h}$ a virtual state, as it is neither visited nor directly used in the Q-learning update, but serves as an intermediate state in order to acknowledge states equivalent towards the unknown environment dynamics. We illustrate this in Fig. 11.

$$H_t = \{b_{t-w+1}, \ldots, b_{t-2} - c_{t-1}, b_{t-1} - c_t\} \xrightarrow{\mathcal{T}} \tilde{H} = \{c_{t-w+2}, \ldots, c_t\}$$

(25)

The reason for the above formulation is that collisions should intuitively depend on the relative buffer states $\tilde{h}$, as they determine the channel congestion. The actual values are useful in shaping the eagerness of agents to transmit data. Formally and according to [31] a pair $(\tilde{s}, \tilde{a})$ is equivalent to a pair $(s, a)$ if $p(s'|s, a) = p(s'|\tilde{s}, \tilde{a}), \forall s' \in S$ and $R(\tilde{s}, \tilde{a})$ can be derived from $R(s, a)$. Following the above observation for each move of an agent a batch update on all pairs $(s_j, a_j)$ with $T(s_j) = \tilde{h}$ and $a_j = a$ will be performed. Note that we cannot extrapolate experience to states with different actions, as the collision dynamics depend on the action performed. Equipping Q-learning with virtual experience increases computational complexity, as instead of updating
one entry of the Q-table in each learning iteration, all \((h, a)\) pairs with the same \(\tilde{h}\) are updated. This complexity increase is equal to the number of those pairs, which we denote by \(|\tilde{H}|\) and can be bounded as

\[
0 \leq |\tilde{H}| \leq \min\{B + 1 - B_{\text{min}}, B_{\text{max}}\}
\]

where \(B_{\text{min}} = \arg\min_b \{b - \sum_{t=w-1}^{\tau} c_t \geq 0\}\) and \(B_{\text{max}} = \arg\max_b \{b - \sum_{t=w-1}^{\tau} c_t \leq B\}\) \(\forall \tau \in [0, w - 2)\) (26) \(\text{(27)}\) \(\text{(28)}\)

\(B_{\text{min}}\) and \(B_{\text{max}}\) are used to avoid considering virtual states with numbers of packets in their buffers that are either negative or exceed the maximum capacity \(B\).

The conception of virtual experience in [31] was not accompanied by its theoretical properties regarding convergence time, we therefore conclude this section with some remarks on the effect of virtual experience on it. Inspired by the work in [32], where convergence time of Q-learning was studied in relation to its parameters, e.g., the learning rate and discount factor, and lower bounds were computed for synchronous and asynchronous learning using polynomial and linear learning rates, we study how virtual experience affects convergence time and derive a similar bound. We limit ourselves to asynchronous learning using a polynomially decreasing learning rate, as is the current case, and extend it by considering multiple updates in each iteration.

We first study how virtual experience affects coverage time \(L\), i.e., the learning iterations necessary to visit all state action pairs at least once and then proceed to bounding convergence time. Our remarks will be based on Lemma 33 from [32].

**Lemma 1.** Assume that \(P\) is the probability of visiting all state action pairs in an interval \(k\), where an interval corresponds to a time period of \(L\) iterations. Then, using virtual experience, the probability \(P^v\) of visiting all state-action pairs \(P\) in an interval \(k\) is \(|\tilde{H}|P\).

**Proof.** The probability \(P\) can also be interpreted as the percentage of unique pairs visited, i.e., \(P = L_u/(|S| \times |A|)\), where \(L_u\) is the number of iterations where the pair was visited for the first time and the denominator represents the size of the state-action space. We assume that states are sampled with replacement from an i.i.d. probability distribution. As noted earlier, virtual experience increases the number of states updated in a learning iteration by \(|\tilde{H}|\), with \(|\tilde{H}|\) defined in (26). It follows then that \(L_u^v = |\tilde{H}|L_u\), where \(L_u^v\) is the number of iterations where the visited pair was unique using virtual experience. Thus, \(P^v = |\tilde{H}|P\). \(\square\)
Lemma 2. Assume that from any start state we visit all state-action pairs with probability $|\tilde{H}|P$ in $L$ steps. Then with probability $1 - \delta$ from any initial state we visit all state-action pairs in $L \frac{\log_2(\delta)}{\log_2(1-|\tilde{H}|P)}$ steps for a learning period of length $\left[\frac{\log_2(\delta)}{\log_2(1-|\tilde{H}|P)}\right]$.

Proof. The probability of not visiting all state-action pairs in $k$ consecutive intervals is $(1 - |\tilde{H}|P)^k$. If we define $k$ as $\log_{1-|\tilde{H}|P}(\delta)$, then this probability equals $\delta$ and $L \log_{1-|\tilde{H}|P}(\delta) = L \frac{\log_2(\delta)}{\log_2(1-|\tilde{H}|P)}$ steps will be necessary to visit all state-action pairs.

Corollary 2.1. Virtual experience alters coverage time $L$ by a factor of $\frac{\log_2(1-P)}{\log_2(1-|\tilde{H}|P)}$.

According to [32], convergence time depends on the covering time based on the following theorem.

Theorem 3. Let $Q_\tau$ be the value of the asynchronous Q-learning algorithm using polynomial learning rate at time $\tau$. Then, with probability at least $1 - \delta$, we have $\|Q_\tau - Q^*\| \leq \epsilon$, given that

$$\tau = \Omega\left(L^{3+1/\phi} + L^{1/(1-\phi)}\right)$$

where $\phi$ is a parameter that determines how fast the learning rate converges to zero, i.e, $\alpha = 1/t^\phi$.

Proof. The proof is identical with Theorem 4 in [32].

Combining Theorem 3 and Lemma 2 we conclude that the lower bound for convergence time is reduced to $\left(L \frac{\log_2(\delta)}{\log_2(1-|\tilde{H}|P)}\right)^{3+1/\phi} + \left(L \frac{\log_2(\delta)}{\log_2(1-|\tilde{H}|P)}\right)^{1/(1-\phi)}$.

E. Computational complexity

The proposed protocol is a computationally attractive alternative to transmission strategies that are based on finite length analysis [23], which has exponential complexity. In our framework, at each learning iteration an agent has to choose its transmission strategy and then update its local Q-table. In contrast to the work in [10], in the proposed scheme the action space is discrete and increases linearly with $d$. The size of the observation space, which coincides with the size of the Q-table, is $(B + 1)^w$, where $B$ is the size of sensor nodes’ buffer and $w$ is the history window. The observation space scales exponentially with $w$ and linearly with $B$. Finally, the complexity associated with the number of agents is $O(1)$, as each agent learns independently.
V. SIMULATION RESULTS

This section begins with a performance comparison of the proposed Dec-RL IRSA protocol and vanilla IRSA. It subsequently studies the effect of different learning schemes on the performance of independent learning with the two-fold goal of drawing conclusions about the behavior of agents and providing a guideline for configuring system parameters to determine the optimal strategy. Finally, we evaluate the proposed scheme advanced with the virtual experience concept to show the reduced convergence time.

A. Simulation Setup

The following experiments are performed on a toy network with frames of size 10 and channel loads $G \in [0.1, \cdots, 1]$, which remain constant throughout the learning and simulation of communication time. Unless stated otherwise, performance is averaged over 1000 Monte Carlo trials, the number of sensor nodes is determined by $M = G \cdot N$, learning requires 1500 iterations and confidence intervals are calculated based on 20 independent experiments with 97.5% confidence level. As regards configuration of learning, we experimentally validated that e-greedy exploration with a constant exploration rate $e = 0.05$, a decreasing learning rate following $\alpha = 1.111 \cdot 0.9^{\text{iter}}$ formula, where $\text{iter}$ is the number of times the current state-action pair has been visited, and a constant discount factor $\gamma = 0.98$ offer the optimal policy. As a baseline method for our comparisons we use IRSA with $\Lambda(x) = 0.25x^2 + 0.60x^3 + 0.15x^8$, which was experimentally evaluated in the work of [6] and proved superior to other commonly used distributions derived in [33].

B. Protocol Comparison

Based on the observations of the work in [16], a protocol orchestrating a multi-agent system should be examined in the regard of the following properties: completeness, i.e., its ability to find the optimal solution, if any, rate of convergence, complexity and scalability. Of these, completeness is a requirement often dropped in real-time, non-stationary environments, as convergence to a good solution is more valued than exhausting one’s resources, i.e., CPU power, time and memory, in the vain pursuit of the optimal one. As regards scalability, our method is invariant to the number of agents due to independent learning, while the complexity scales exponentially with the size of the observation history. Nevertheless, as we show later, our scheme gets most of the
Fig. 6: Achieved throughput comparison of IRSA and Dec-RL IRSA on a toy network for varying channel loads. Confidence intervals were calculated on 20 independent experiments, each one with 250 Monte Carlo trials.

Fig. 7: Average rewards of Dec-RL IRSA for different channel loads $G$ and the $25^{th}$ episode of its learning time in a run of 50 episodes.

benefits from the history consideration by adopting a short history window. Hence, complexity is not an issue for our solution.

Fig. 6 performs a statistical analysis on the performances of the two protocols under consideration by presenting confidence intervals. From this figure, it is obvious that Dec-RL IRSA is superior to vanilla IRSA in all cases with the difference gap becoming wider for channel loads above 0.6.

We also observe that performance has higher variations in high channel loads. Fig. 7 illustrates convergence time for independent learning in different channel loads. From this figure, we can see that convergence is guaranteed and is fast for low channel loads. For $G = 0.2$ only four learning iterations are necessary, while for $G = 0.4$ seven iterations are needed. In the case of high channel loads Dec-RL IRSA fails to transmit messages faster than their arrival rate, the node’s buffer thus saturates fast to $r_i = -B$ for $G = 1$ and tends to saturate at the end of the episode for $G = 0.8$. Based on this observation, we design a mechanism for agents to detect “bad” episodes and reset the POMDP to an arbitrary state. We classify an episode as “bad” if the rewards deteriorate for three consecutive iterations.

Fig. 8 illustrates how Dec-RL IRSA and vanilla IRSA achieved throughput changes with different frame sizes ($G = 0.6, 0.8, 1$). As regards scalability of Dec-RL IRSA, it appears robust and its performance increases with bigger frame sizes. This can be attributed to the fact that learning is more effective in more complex networks, where collisions occur more often, thus, learning
to avoid other agents has a more profound impact on the overall throughput. Vanilla IRSA also improves its performance for increased frame sizes, as it provingly works better in asymptotic settings. This is attributed to the fact that the probability distribution $\Lambda(x)$ is computed using asymptotic analysis and is therefore closer to optimal for frames that exceed 200 time slots. Nevertheless, the performance gap of the observed throughput of Dec-RL IRSA compared with vanilla IRSA remains high in heavy channel loads ($G = 1$), due to the waterfall effect of vanilla IRSA. To conclude scalability analysis, the slight superiority of vanilla IRSA manifested for low $G$ in asymptotic settings is irrelevant to practical scenarios, as the assumption of very large frame size $N$ leads to inefficient implementations, in particular in sensor and IoT networks, that require a complex receiver and introduce delay.

C. Effect of state space size

The size of the state space, i.e., the number of possible states for an agent, depends on the length of the history of observations, as well as the maximum value of the observations, which is equal to $B+1$, the size of the buffers of agents. Increasing $B$ has a two-fold effect. Firstly, it increases the size of the state space, thus making learning harder due to the need for longer exploration. Secondly, it dilates the range of rewards, thus agents are made more eager to transmit. Assuming buffer sizes of constant size, constrained by characteristics of the sensor nodes, one anticipates to improve performance of learning by increasing the history window, as that will lead to better approximation of actual states. Nevertheless, letting memory constraints aside, this will lead to an exponential increase of the world size leading either to intractable problems or high time requirements. Thus, it is crucial to determine the minimum amount of information necessary for agents to derive efficient policies. Note that for the sake of a fair comparison learning iterations were also increased to 3000 for increased history window and buffer size. Fig. 9 demonstrates that using a value of $B = 1$, i.e., only one packet is kept in the buffer, leads to lower throughput for channel loads above 0.6, as agents are not made eager enough to transmit. On the other hand, increased buffer size improves the perceived throughput for loads above 0.8, but it slightly degrades it for the rest.

Regarding history size, Fig. 10 reveals that the effect of increased world size is more profound. This results from the fact that, according to Section IV-E, size scales exponentially with $w$ and linearly with $B$. We observe that by decreasing the window to $w = 2$, a severe degradation in performance is observed, suggesting that the information provided to the agents through
the observation tuples is not substantial. Increasing the learning iterations for $w = 8$ has a counterintuitive effect, as performance is degraded, whereas we would expect that an increased world size would benefit from larger training times. In this case, 800 learning iterations perform optimally, so we can assume that by equipping agents with larger memory leads to learning of better actions. Still, considering the current parameterization, $w = 4$ is the best performing choice.

D. Virtual experience

Virtual experience was introduced to reduce convergence time, which we experimentally measure using the weighted percent error metric and $\epsilon$-convergence time, similar to the work in [24]. Fig. 11 shows how throughput varies for different number of learning iterations and suggests that, using virtual experience, the optimal number of iterations was reduced from 1500 to 500. Fig. 12 performs a statistical analysis on $\epsilon$-convergence time for different channel loads using a 95% confidence level on 40 independent experiments and $\epsilon = 0.5$. We observe that convergence is fast for low loads regardless of the use of virtual experience. For $G \geq 0.6$, however, we observe that virtual experience exhibits an improvement of around 80%, which can be attributed to increasing the number of batch updates by a factor of $\tilde{H}$. Also, vanilla Dec-IRSA usually fails to converge for high channel loads, although throughput remains close to optimal. This observation suggests that, in this case, there are different policies that lead to optimal behavior, so vanilla Dec-RL IRSA is less biased to the optimal one. Note that the degradation in performance with increasing
learning iterations, observed in Fig. 11 and manifested at around 1500 iterations for vanilla Dec-RL IRSA and 500 using virtual experience, is attributed to over-training.

E. Waterfall effect

The performance of IRSA has been proven to be governed by a stability condition [6] which leads to a waterfall effect similar to the one observed in the decoding of LDPC codes [34]. From a learning perspective, this profoundly changes the nature of the problem and thus the learning objective. As described in Section IV-C, the problem is one of agents competing for a pool of common resources. This formulation resembles the El Farol bar problem, a well-studied scenario in the reinforcement learning literature, but this description is not rich enough to illustrate the learning objectives of individual agents. In the realm of low channel loads \((G < G^*)\), where resources are abundant, agents must learn to coordinate their actions, as there is a number of replicas to transmit that optimizes packet throughput. Note that for low channel loads \((G \leq 0.5)\) even a random strategy is appropriate, so learning is of no practical interest. In the realm of high channel loads \((G \geq G^*)\) however we can acknowledge the task as a Dispersion game [35], where agents need to cooperate in order to avoid congesting the channel by exploiting it in different time frames. Different problem nature urges for different learning behavior, thus we expect that parameterization of learning should vary with \(G\). Fig. 13 illustrates the performance of three different parameterizations, each one optimal for a different range of values for \(G\).

The random strategy was implemented by sampling the number of replicas \(l\) uniformly from \(\{1, \cdots, d\}\) at each node’s transmission. Note that \(G\) and \(G^{\text{low}}\) stand for the threshold below which the probability of unsuccessful transmission is negligible and a random strategy is optimal, respectively. We observe that by optimizing the parameters for a particular range of \(G\) values, we obtain significant gains in the region of interest \((G > 0.6)\).

VI. CONCLUSION

We have examined the problem of decentralized MAC design through a reinforcement learning perspective and proved that learning transmission strategies can be beneficial even under the assumption of sensor nodes’ independent learning. Our experiments suggest that the “waterfall effect” of the problem, common in social games where agents compete for common resources, leads to different learning dynamics that demand adaptive solutions. Our method’s superiority is manifested especially in high channel loads, where the need for adaptivity is more eminent.
Fig. 10: Comparison of achieved throughput for different history windows.

Fig. 11: Comparison of throughput of virtual and vanilla Dec-RL IRSA for different number of learning iterations and $G = 0.7$.

Fig. 12: Statistical comparison of $\epsilon$-convergence times for vanilla Dec-RL IRSA and Dec-RL IRSA using virtual experience, with $\epsilon = 0.5$.

Fig. 13: Performance comparison Dec-RL IRSA, a random strategy, Dec-RL IRSA, L optimized for low $G$ and Dec-RL IRSA, H optimized for high values of $G$, and the vanilla IRSA scheme. The solid line indicates the throughput when considering the optimal scheme for each value of $G$.

and agents benefit from short-sightedness and increased exploration, which implicitly ensures better coordination. From the results we can conclude that in order to make learning tractable for online application scenarios, it is essential to achieve fast convergence. We observed that even maintaining a small observation space, by restricting the history window to 2, the performance
remains satisfactory. Finally, the results show that we significantly reduced convergence time by introducing virtual experience into learning.
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