Near-surface InAs 2DEG on a GaAs substrate: characterization and superconducting proximity effect
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We have studied a near-surface two-dimensional electron gas based on an InAs quantum well on a GaAs substrate. In devices without a dielectric layer we estimated large electron mobilities on the order of $10^5$ cm$^2$/Vs. We have observed quantized conductance in a quantum point contact, and determined the g-factor. Using samples with an epitaxial Al layer, we defined multiple Josephson junctions and found the critical current to be gate tunable. Based on multiple Andreev reflections the semiconductor-superconductor interface is transparent, with an induced gap of 125 µeV. Our results suggest that this InAs system is a viable platform for use in hybrid topological superconductor devices.

I. INTRODUCTION

Near-surface two-dimensional electron gases (2DEGs) combined with an epitaxially grown superconducting layer have relatively high mobility, strong spin-orbit coupling and a high-quality superconductor-semiconductor interface, leading to a proximity effect with a hard superconducting gap[1–3]. They represent great promise in the search for a suitable platform for quantum computing[4–7], and have gathered strong interest over the last few years. The most commonly used material for these quantum wells (QW) is InAs which, in nanowire form[8], is already established as a potential material for hosting Majorana states. However, a 2D system allows more flexibility in device geometry[9, 10].

InAs 2DEGs grown on a GaSb or InP wafer are already well studied and characterized[11–13]. Compared to GaSb, InP and GaAs are more preferable from a technological point of view, however, an InP substrate is more expensive than GaAs, and less resistive. This is a drawback for quantum computing applications where high-frequency readout and operation of qubits is a major consideration. Superconducting resonators on a highly resistive substrate with low power loss are advantageous, making GaAs a prime candidate. The thickness of InAs QW’s based on InP and GaAs is generally limited by strain[14–16], which in turn limits the quality via interface and alloy scattering.

In this paper we discuss InAs near-surface 2DEGs grown on a GaAs substrate with epitaxial Al on top. The strain is relieved by InAlAs buffer layers[17, 18] between the substrate and the InAs. This allows a QW thickness of 7 nm and, with a 10 nm top InGaAs layer, results in mobilities on the order of $10^5$ cm$^2$/Vs, larger than equivalent (not gated) near-surface 2DEGs grown on InP[13, 19–21]. We present the structure of the 2DEG system and the fabrication of devices (Sec. II), as well as low-temperature transport measurements on Hall bars (Sec. IIIA) for basic characterization. We demonstrate the operational building blocks required for quasi one-dimensional hybrid nanostructures, such as a quantum point contact (QPC) exhibiting conductance quantization (Sec. IIIB) and a Josephson junction (JJ) with tunable supercurrent (Sec. IIIC).

II. GROWTH, FABRICATION, AND EXPERIMENTAL SETUP

The semiconductor heterostructure was realized using solid source molecular beam epitaxy. It was grown on a GaAs (001) substrate, with a strain-relieving step graded buffer of In$_x$Al$_{1-x}$As terminated by a 300 nm thick In$_{0.84}$Al$_{0.16}$As layer for optimal mobility[18], as illustrated in Figure 1a. The quantum well was a 7 nm thick InAs layer separated from the wafer surface by a 10 nm thick In$_{0.81}$Ga$_{0.19}$As barrier. Fig. 1b shows a 1D Poisson-Schrödinger simulation[22] of the conduction and valence band edges and the 3D electron density $n_{3D}$: the electrons are mainly confined into the local conduction band minimum of InAs. The small thickness of the top InGaAs layer enables finite $n_{3D}$ on the surface and therefore forming Ohmic or superconducting contacts to the InAs. To achieve strong superconducting coupling, the heterostructure was covered by 10 nm of Al evaporated in-situ. Following semiconductor growth, the MBE system was idled for about 24 hours to pump residual arsenic, after which the wafer was cooled down to about -50°C, followed by Al deposition at a rate of 0.5 Å/s. Figs. 1c,d show optical dark field and atomic force mi
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FIG. 1. a) Schematic of the layer structure. b) Poisson-Schrödinger simulation of the conduction and valence band edges relative to the Fermi level ($E_c$, $E_v$, black) as a function of depth measured from the surface, and the simulated 3D electron density $n_{3D}$ (blue). Dotted lines represent the layer boundaries from panel a, without Al. For the calculation, a background density [17] of $4 \cdot 10^{16}$ cm$^{-3}$ was assumed in the In$_{0.81}$Ga$_{0.19}$As and In$_{0.81}$Al$_{0.19}$As layers.

c) Optical dark field and d) AFM image of the wafer surface. The $x$ and $y$ axes are parallel with the [110] and [110] crystallographic directions, respectively. The RMS surface roughness based on the AFM image is 3.1 nm.

III. RESULTS AND DISCUSSION

A. Magnetotransport

Here we discuss magnetotransport on Hall bars, including the estimation of the mobility and scattering times. The results on Hall bars without and with top gates are laid out in separate subsections.

1. Non-gated Hall bars

First we performed measurements at 1.5 or 4 K temperature on Hall bars made of wafers without and with an original epitaxial Al layer, in order to determine how the epitaxy and later removal of the Al affects the transport characteristics. The layer structure in these wafers was the same, while the Si $\delta$-doping was varied.

In both sets of devices we measured the longitudinal ($R_{xx}$) and Hall ($R_H$) resistance as a function of an out of plane magnetic field $B$. An example is shown in Figure 2a of a Hall bar (device #04) that had originally been covered by Al but which was removed during fabrication. We determined the charge carrier density $n$ and mobility $\mu = \sigma/ne$ from low-field Hall data. Here $e$ is the elementary charge, and $\sigma$ is the conductivity calculated from the resistance $R_{xx}$. Hall bar length $L$ and width $W$ via $\sigma = 1/\rho_{xx} = L/W R_{xx}$, where $\rho_{xx}$ is the resistivity.

In all samples, $n$ and $\mu$ values were consistently around $(4-6) \cdot 10^{11}$ cm$^{-2}$ and $(0.9-1.3) \cdot 10^5$ cm$^2$/Vs, respectively. No significant difference was observed in mobility between Hall bars oriented parallel with the $x$ or $y$ direc-
tions in Figs. 1c,d. The mean free path \( l = h\sqrt{2m\mu/e} \) was on the order 1 \( \mu \)m; here \( h \) is the reduced Planck’s constant. Moreover, as demonstrated in Fig. 2a, Shubnikov-de Haas oscillations (SdHO) could be observed from approximately \( B = 1 \) T which develop into a quantum Hall effect with spin-split 1st and sometimes 2nd Landau levels. These results are irrespective of whether the wafer had an epitaxial Al layer, therefore we conclude that (i) this near-surface 2DEG has a remarkably high mobility, and (ii) the removal process of Al does not perceptively affect its quality, unlike in Ref. 25.

In order to gain further information on the properties of these 2DEG devices, we measured the temperature-dependence of the SdHO, as illustrated in Figure 2b for device #04. We collectively fit all the curves in a \( B \) range below the onset of the quantum Hall effect using the Lifshitz-Kosevich formula up to the first harmonic[26],

\[
\delta R = A \frac{xe^{-x}}{\sinh(x)} \cos\left(2\pi \frac{B_F}{|B|} + 0.5\right),
\]

with \( x = 2\pi^2 k_B T/\hbar\omega_c \) and \( x_D = 2\pi^2 k_B T_D/\hbar\omega_c \). Here \( A \) is the amplitude, \( k_B \) is Boltzmann’s constant, \( T \) is the absolute temperature, and \( \omega_c = eB/|m| \) is the cyclotron frequency with the effective mass \( m \). \( T_D \) is the so-called Dingle temperature, proportional to the disorder broadening of the Landau levels, and \( B_F \) is the frequency of the oscillations on the 1/\( B \) axis, related to the area of the Fermi surface and the density via \( B_F = nh/2e \) due to spin-degeneracy. In general, the effective mass \( m \) determines the oscillations’ decay with increasing temperature via the ratio \( x \) of the thermal and cyclotron energy, \( m \) and \( T_D \) determine the oscillations’ decay with increasing \( x_D \propto 1/B \) due to the overlap of Landau levels with ever smaller spacing. When fitting the curves of \( R_{xx}(B) \) at the various temperatures, \( A, m \) and \( T_D \) were shared parameters, but \( B_F \) was allowed to vary. For each temperature a 3rd order polynomial was also included to account for the background magnetoresistance.

For the measurements shown in Figure 2b, the fit produced an average \( B_F = (10.24 \pm 0.10) \) T, which is consistent with the density estimated from the classical Hall effect, \( n = 4.95 \times 10^{11} \) cm\(^{-2} \). The effective mass in units of the free electron mass \( m_e \) was \( m/m_e = 0.0281 \pm 0.0001 \), which is larger than the bulk value[27] of 0.023. This may be due to strain or the wavefunction extending into the InGaAs layers which have a larger \( m \) (Ref. 28 and Fig. 1b). The Dingle temperature was \( T_D = (17.5 \pm 0.1) \) K, from which we can calculate the elastic scattering time, i.e. the lifetime of the Bloch waves[29]: \( \tau_e = \hbar/2\pi k_B T_D \approx 0.069 \) ps. In contrast, the transport lifetime related to backscattering which appears in the mobility is \( \tau_{tr} = \mu m_e/\hbar \approx 1.37 \) ps, approximately 20 times larger. This indicates that backscattering is rare, and long-range scatterers dominate: a further sign of the high quality of the 2DEG. In similar measurements over seven other samples, we consistently found values of \( m/m_e \) in the range 0.025-0.03, while \( T_D \) was between 17-28 K, with one outlier of 53 K. These values of \( m \) and \( T_D \) are lower than in a similar quantum well structure[12], which is likely due to the thicker InAs well (7 nm here instead of 4 nm), the additional barriers between the step graded buffer and the well, and the lack of a gate dielectric.

2. Hall bars with a global top gate

Next we studied the transport properties of Hall bars equipped with a 50 nm thick Al\(_2\)O\(_3\) dielectric layer and a global top gate electrode, as a function of a perpendicular magnetic field and top gate voltage \( V_{TG} \). The first device we discuss is #11, of which Figs. 3a,b present colormaps of the longitudinal resistance \( R_{xx} \) and the Hall conductivity \( |\sigma_H| = |R_H|/(R_H^2 + R_{xx}^2) \), respectively. The voltage threshold where the 2DEG is depleted is approximately around \( V_{th} = -5.1 \) V (not shown). A Landau fan can be observed up to \(-3.5 \) V as lines of \( R_{xx} \) maxima originating in \( V_{th} \) and \( B = 0 \) T. On these resistance ridges the Landau levels (LLs) are half filled, i.e. the filling factor \( \nu \) is odd or (if spin-split) half-integer. As we follow a ridge, when increasing \( B \) by a small amount, \( \nu \) must remain constant: we keep pace with the increasing degeneracy of the LLs by increasing \( n \) via \( V_{TG} \) with a rate of \( dB/dV_{TG} = C_{TG}/h/\nu \) where \( C_{TG} \) is the capacitance in units of \( [\text{m}^{-2}/\text{V}] \). In Fig. 3b, the resistance maxima
are represented by orange dots.

However, around -3.5 V and $n \approx 6 \cdot 10^{11} \text{ cm}^{-2}$, the lines of the fan seem to break at low fields and continue with different slopes $dB/dV_{TG}$. Moreover, a second Landau fan appears, which corresponds to $\nu$LLs of a 2nd subband[30, 31]. Fig. 1b shows the calculated conduction band edge at a slightly lower density of $n = 5 \cdot 10^{11} \text{ cm}^{-2}$: here the Fermi-energy ($E = 0$) is already close to the top of the InAs quantum well. Therefore we attribute the 2nd subband to the ground state in the 26 nm wide secondary quantum well formed by the InGaAs and InAs layers and bordered by InAlAs.

In the quantum Hall regime the physics of a two-subband system can be understood from the union of the two sets of $\nu$LLs[32]. If the Fermi level $E_F$ is far from any LL, i.e. the individual filling factors of the subbands $\nu_{1,2}$ are both near integers, $R_{xx}$ is zero, while in $\sigma_{xx}$ there is a quantum Hall plateau at $\nu_{tot} e^2/h$ using the total filling factor $\nu_{tot} = \nu_1 + \nu_2$. The white numbers in Fig. 3b denote $\nu_1 + \nu_2$, which correspond well to the experimentally observed plateau values. Nevertheless, the resistance and Hall conductivity in the two-subband regime ($V_{TG} > -3.5$ V in Fig. 3) are not simple superpositions of two Landau fans and their sets of quantum Hall plateaus, and the determination of $\nu_{1,2}$ is not straightforward. Near expected LL crossings at high $B$ the resistance ridges follow curved lines. The most visible examples are highlighted by pairs of dashed lines: they follow the 1st subband’s spin-split first LL (green) and the 2nd subband’s spin-split zeroth LL (red). We denote a spin-split Landau level of subband $(j)$ with quantum number $n \geq 0$ by $E_n^{(j)} = h\omega_c^{(j)}(n + 1/2) \pm E_{ceman} + E^{(j)}$ where the + and - represent spin orientation relative to $B$, $E^{(j)}$ is a subband-dependent offset, and $\omega_c^{(j)}$ is the subband-dependent effective cyclotron frequency: $\omega_c^{(1)} > \omega_c^{(2)}$ is expected due to the larger $m$ in InGaAs. Then these four lines correspond to the half-filled levels $E_{1\pm}^{(1)}$ (green: $\nu_1 = 2.5, 3.5$) and $E_{2\pm}^{(2)}$ (red: $\nu_2 = 0.5, 1.5$).

To understand why the lines curve, let us follow the points highlighted by white stars along the lower green dashed line: $E_F = E_{1\pm}^{(1)}$ and $\nu_1 = 3.5$ if we neglect the overlap with its spin-split pair $E_{1\pm}^{(1)}$. As illustrated by the LL peaks in the density of states in Fig. 3c, point (i) is far from a crossing, therefore $\nu_2 = 0$ and $E_F < E_{2\pm}^{(2)}$, and this resistance ridge has a slope of $dB/dV_{TG} = C_{TG}h/\nu_{tot}$. As we increase $B$, $E_{1\pm}^{(1)}$ increases with a higher rate than $E_{2\pm}^{(2)}$ due to the larger quantum number and cyclotron frequency, and the spin orientation. Therefore, nearing point (ii), $E_F = E_{1\pm}^{(1)}$ approaches the disorder-broadened $E_{0\pm}^{(2)}$. Following the line while increasing $B$ now requires more density input as we must simultaneously fill both LLs. This corresponds to a smaller slope $dB/dV_{TG}$, as can be observed in panels a,b: $\nu_{tot}$ increases from approximately 3.5 (i) to 4 (ii). After crossing both red dashed lines, $E_F = E_{1\pm}^{(1)} > E_{2\pm}^{(2)}$ and the resistance ridge becomes linear again but with a smaller slope (point (iii)), since $\nu_{tot}$ has increased to 5.5. In contrast, following either red dashed line while increasing $B$ would mean a decrease in $\nu_{tot}$: emptying a LL produces a nearly vertical trend here, possibly with a negative slope. If the disorder-related broadening of a LL was smaller, the crossings on a $V_{TG}$–$B$ map would be sharper[11, 30]. The indicated values of $\nu_1 + \nu_2$ in Fig. 3b were chosen to be consistent with
plateaus in $|\sigma_H|$ and the observed crossings.

In the following, we will discuss top gated device #14 which we studied more extensively, but in lower magnetic fields compared to #11. It was first cooled down before ALD and measured at 1.5 K: the results of low-field magnetotransport ($n, \sigma, \mu$) and Lifshitz-Kosevich analysis of SdHO ($m, T_D$) are shown as single datapoints in Fig. 4a,b, respectively. After ALD but before top gate deposition it was cooled down again for measurement, however, it was found to be insulating. This suggests that the Al$_2$O$_3$ deposition effectively p-doped the sample, possibly by pinning the Fermi level mid-gap. After top gate fabrication, the sample was again conductive at $V_{TG} = 0$ V. We measured a $V_{TG}$-B map of the resistance up to 8 T (not shown), which is qualitatively similar to sample #11 in Fig. 3, including the onset of a 2nd Landau fan around $V_{TG} = -4.4$ V. The depletion threshold is around $V_{th} = -5.3$ V.

The curves of $n, \sigma$, and $\mu$ based on low-B data as a function of $V_{TG}$ are shown in Fig. 4a. Compared to the pre-ALD values at $n = 5.65 \cdot 10^{11}$ cm$^{-2}$, the ALD process and top gate fabrication has significantly reduced the conductivity and mobility. If we extrapolate the left ends of the $n(V_{TG})$ and $\sigma(V_{TG})$ curves in Fig. 4a, they intersect the horizontal axis at different points (not shown), similarly to Ref. 31. Moreover, based on two-terminal conductance curves for all possible contact pairings, we found that the threshold voltages where individual contacts open differ by several tenths of Volts. These suggest that doping is inhomogeneous, and that the mobilities, calculated either as $\mu = e^{-1}\sigma/n$ or $\mu = e^{-1}\sigma/dn$, are effectively average values.

We also studied the temperature-dependence of SdHO at several gate voltages in the single-subband regime for Lifshitz-Kosevich analysis. The Dingle temperatures shown by the connected red dots in Fig. 4b are larger than before ALD (single red dot), confirming the increased disorder. The effective mass (black) was only weakly affected by ALD. There is no significant trend in the density dependence of either $m$ or $T_D$. Therefore we can estimate the lowest energy of the second subband relative to the first: at its onset of $-4.4$ V, $n \approx 6.5 \cdot 10^{11}$ cm$^{-2}$, and using $m/m_e = 0.028$ we get $E(2) - E(1) = \hbar^2 \pi n/m \approx 56$ meV. This is comparable to the approximately 70 meV between the bottom of the InAs quantum well and the minimum of the conduction band near $z = 26$ nm in Fig. 1b. For a more accurate comparison, the zero-point energies of the size quantized states in the primary and secondary quantum wells should also be taken into account.

From the onset of the 2nd subband, $V_{TG} > -4.4$ V, the slope of $n(V_{TG})$ increases (see Fig. 4a), while the slope of $\sigma(V_{TG})$ decreases, corresponding to a drop in the mobility $\mu(V_{TG}) = e^{-1}\sigma/n$. We attribute the change in the slope of $n(V_{TG})$ to the wavefunction of the 2nd subband extending well into the InGaAs barriers on the sides of the InAs QW (Fig. 1b), leading to an increased geometrical capacitance. We note that with multiple-carrier conduction as is the case here, the plotted density $n$ based on the classical Hall effect is not necessarily the total of the subband densities $n_{1,2}$, while $\mu$ calculated from $n$ is not the mobility of electrons in either subband ($\mu_{1,2}$), unless the latter are close[33], $\mu_1 \approx \mu_2$. Based on the constant slope of $R_H(B)$ in the low-B regime, $\mu_1 \approx \mu_2 \approx \mu$ is a good assumption, therefore $n \approx n_1 + n_2$, and its increased slope can indeed be explained as above. As for the behavior of $\sigma$ and $\mu$, the open 2nd subband makes inter-subband scattering possible[31–33]: this is expected to reduce $\mu$ and decrease the slope of $\sigma(V_{TG})$, which is in accordance with our observations. Even so, we estimate that the mean free path $l$ is over 200 nm for most of the gate voltage range. We also performed Lifshitz-Kosevich analysis of 1st-subband SdHO in the two-subband regime, which failed due to the interference of a few oscillations from the 2nd subband.

We studied further top gated Hall bars, all of which exhibited similar trends in $\sigma, n$ and $\mu$ as a function of $V_{TG}$, with a peak $\mu = e^{-1}\sigma/n$ around $(1.5-2) \cdot 10^4$ cm$^2$/Vs, and a large density at $V_{TG} = 0$ V. The behavior of device #11 of Fig. 3 was also comparable, though $\sigma$ and $\mu$ (and therefore $l$) were approximately twice as large as those of sample #14 in Fig. 4, with $\mu$ reaching $5 \cdot 10^4$ cm$^2$/Vs and $l \approx 0.65$ $\mu$m.

To summarize this section, the removal of the epitax-
Figure 5. Transport in a quantum point contact. a) Four-point conductance $G_{4p}$ as a function of split gate voltages $V_{sg1,2}$ at 1.5 K and 0 T. The grey curve is the conductance along the diagonal $V_{sg1} = V_{sg2}$ (see the right vertical axis). Insets: optical microscope image of the sample (left), and scanning electron micrograph of a similar pair of split gates (right). b) An equivalent map of $G_{4p}(V_{sg1}, V_{sg2})$ at $B = 8$ T. The grey curve is a diagonal cut. c) Bias spectroscopy along the diagonal of the gate-gate map at 8 T, showing the numerical derivative $dG_{4p}/dV_{sg1,2}$. $V_{dc \text{ corr}}$ is the estimated DC voltage drop on the QPC. Inset: half-size $\Delta V$ of the 1 $e^2/h$ plateau as a function of $B$.

B. Quantum point contact measurements

Here we discuss measurements on a Hall bar device equipped with a pair of top split gates (sg) that were prepared in the middle to define a constriction, as shown by the optical micrograph in the left inset of Figure 5a. The separation of the split gates is estimated to be 140 nm. For the measurements, an AC bias voltage $V_{2p} = 100 \mu$V was applied between the ends of the Hall bar (source and drain), the four-point voltage $V_{4p}$ was measured between side contacts, while the AC current $I$ was measured between the source and the drain contacts.

Figure 5a shows the four-point differential conductance $G_{4p} = I/V_{4p}$ at 1.5 K as a function of the gate voltages $V_{sg1,2}$. In the bottom left region $G_{4p} = 0$: the constriction and the areas under the split gates are all insulating. Increasing either voltage while leaving the other a constant $-10$ V opens conduction in the area under the corresponding gate. In the vicinity of the diagonal $V_{sg1} = V_{sg2}$ (see also the grey curve) a plateau of $G_{4p} \approx 2$ $e^2/h$ can be observed. On the gate-gate map the outline of this feature has a negative slope, $dV_{sg1}/dV_{sg2} < 0$, indicating that it is tuned by both gates and confirming that it originates in the constriction. As we follow the diagonal, higher order plateaus cannot be observed since the areas under the split gates become conductive. This suggests the potential well is shallow, which we attribute to the narrowness of the constriction. The plateau value is smaller than $2$ $e^2/h$ due to the serial resistance contribution of the diffusive 2DEG areas on the left and right of the QPC (see insets). We have mentioned in Section III A 2 that areas covered by Al$_2$O$_3$ but without a top gate were insulating. In contrast, this Hall bar was conductive, which we attribute to using a PMMA mask at a mesa etching step instead of Al. The etching solution crept under the mask, leading to the discoloration in the left inset in Fig. 5a and an apparent n-doping of the 2DEG.

Figure 5b shows the same conductance map at 8 T out of plane magnetic field, well inside the quantum Hall regime: here QPC physics is expected to be overshadowed by Landau levels and edge states. On the diagonal cut (grey curve), plateaus of $G_{4p}$ can be observed near 1 and 2 $e^2/h$. Based on Hall measurements, the filling factor of the outside regions at this field is $\nu \approx 4$. Therefore, as long as the filling factor in the QPC (tuned by $V_{sg1,2}$) is smaller, not all edge states are transmitted, and this is effectively a two-terminal quantum Hall measurement, hence the finite plateaus in $G_{4p}$.

We have determined the effective g-factor $g_{\perp}$ in an out of plane magnetic field $B$ by performing bias spectroscopy on the first plateau, $G_{4p} = 1$ $e^2/h$ with $V_{sg1} = V_{sg2}$, at multiple values of $B$. An example is shown in Fig. 5c, where we plot $dG_{4p}/dV_{sg1,2}$ for better visibility. Here the DC and AC voltage biases were applied simultaneously. To get the DC voltage drop on the QPC, $V_{dc}$ was corrected for a serial resistance contribution. This resistance originates in the contacts and potentially in the regions outside the QPC as well, since the filling factor outside the QPC is not necessarily an integer at arbitrary $B$. We estimated the serial resistance contri-
bution $R_c$ at each $B$ field by comparing the zero-bias plateau values in $G_{2p} = I/V_{2p} = 1/R_{2p}$ to 1 and 2 $\epsilon^2/\hbar$. The corrected voltage drop was calculated at each point of the map using a smoothed zero-bias $R_{2p}$ ($V_{sc1} = V_{sc2}$) curve via $V_{dc\, corr} = V_{dc} \cdot (R_{2p} - R_c)/R_{2p}$. For instance, in the regime where the QPC is closed, all of the voltage drops on it and $R_{2p}$ diverges, therefore the voltage drop is the applied voltage. At maximum voltage, this means $V_{dc\, corr} = V_{dc} = 30$ mV. In contrast, when on the 1st plateau, the maximum is $V_{dc\, corr} \approx 20$ mV due to $R_c \approx 17 \, k\Omega$.

The 1st plateau on the gate-bias map in Figure 5c is shaped like a diamond, as highlighted by the dashed lines. Since the spin-split Landau levels have the same orbitals, its half-size $\Delta V$ is equal to the Zeeman energy in $eV$’s, which is plotted in the inset for a set of $B$ fields. For decreasing $B$ the splitting decreases, but the diamonds become less well-defined, and eventually become indiscernible from a smooth background. Since $\epsilon \Delta V = |g_z| \mu_B B$ where $\mu_B$ is the Bohr-magneton, with a linear fit that crosses the origin (red line in the inset) we get $|g_z| = 15.8 \pm 0.4$. This is closer to the InAs bulk value \cite{34,35} of $\approx 15$ than those reported in similar structures on InP or GaSb substrates in Refs. 19 and 36.

### C. Josephson junction measurements

We fabricated multiple Josephson junctions by removing a thin line of Al across a stretch of 2DEG mesa. Here we present data on a $L = 0.3 \, \mu m$ long and $W = 9 \, \mu m$ wide Josephson junction (JJ) equipped with a global top gate, collected in a dilution refrigerator with a base temperature of $20 \, \text{mK}$. Over a range of gate voltages, we measured a hundred $V(I)$ curves at each $V_{TG}$ by sweeping the DC current bias $I$, where $V$ is the voltage drop on the JJ. After averaging at each $V_{TG}$, we plot the numerical derivative $dV/dI$ in Fig. 6a. Panel b of the same figure shows a zoom at low gate voltages. We define the critical current $I_c$ as the point of maximal resistance $dV/dI$ on either side of the zero-resistance (black) region. The critical current is clearly tunable with the gate voltage: it quickly increases from zero then, after reaching $1.1 \, \mu A$ around $V_{TG} = -2.6 \, \text{V}$, it is only weakly affected by $V_{TG}$. This point approximately coincides with a change in the slope of the normal state conductance $G_N = dI/dV$ (estimated at $I = -1.8 \, \mu A$, not shown). Similarly to our other top gated samples such as device #14 in Fig. 4, this is probably the point where the 2nd subband opens, and inter-subband scattering becomes possible. While $I_c$ varies over a wide range and reaches up to $1.5 \, \mu A$, the product $I_c \cdot R_N$ (using the normal state resistance $R_N$, calculated at $I = -1.8 \, \mu A$) is practically independent of the gate voltage, and varies around $30 \, \mu V$.

In Fig. 6b, a zoom of panel a, local maxima can be observed for $|I| > |I_c|$, such as highlighted by the red circle at $V_{TG} = -2.7 \, \text{V}$. When we plot horizontal resistance cuts as a function of $V$ instead of $I$, as is demonstrated in Fig. 6c, the positions of local maxima coincide between the curves. We attribute these to multiple Andreev reflections (MAR). Normally, for a superconductor-insulator-superconductor junction, one can observe dips in the resistance due to MAR at points defined by $V = 2\Delta/n e$ with $n = 1, 2, 3, ...$ where $\Delta$ is the superconducting gap induced in InAs by the proximity effect. However, in junctions with a normal metal or semiconductor, high transmission probability can be achieved\cite{37}, leading to local maxima in $dV/dI$, as is the case here. We denote these points by numbers and dashed lines in Fig. 6c. Therefore, our results suggest that the superconductor-semiconductor interface here is relatively transparent, and estimate the induced gap: $\Delta = (125 \pm 3) \, \mu eV$. In comparison, the gap of bulk Al is $\Delta_{Al} \approx 170 \, \mu eV$\cite{38}, while the gap of thin Al films can vary between $200-240 \, \mu eV$\cite{19,21,25,37}. The discrepancy between $\Delta$ estimated from MAR and $\Delta_{Al}$ is due to the fact that the wafer is contacted by the Al layer from the top, resulting in a smaller, induced gap $\Delta$ in the 2DEG underneath, and MAR processes at the edges of the JJ are sensitive to the latter\cite{37,39}.

Another characteristic value of a JJ is the excess current $I_{exc}$, which reflects the conductance enhancement of the junction via Andreev processes. We define it as the $V = 0$ axis intercept of linear fits to the section of a $V(I)$ curve where $|V| \gg \Delta/e$. Such a fit is illustrated in the inset of Fig. 6a by the dotted line. We chose sections above $|V| = 300 \, \mu V$ which, together with the current bias range of $\pm 2 \, \mu A$, limited us to $V_{TG} < -3.07 \, \text{V}$. The results are plotted in purple in Fig. 6b for both positive and negative $I_{exc}$. Denoting the slopes of the high-$|V|$ fits as $R_{Ne}$, we have calculated the product $I_{exc} \cdot R_{Ne}$: it fluctuates between $60-100 \, \mu V$ and is roughly independent of $V_{TG}$.

Considering that in other similar top gated samples the mean free path $l$ rarely exceeded $250 \, \text{nm}$, this JJ is in the diffusive regime. For diffusive junctions, the superconducting coherence length within InAs can be calculated using $\xi = \sqrt{\hbar D/\Delta}$ where $D = \sigma/e^2\hbar\xi$ is the diffusion constant\cite{40}. For example, at $V_{TG} = -3.8 \, \text{V}$ the normal state conductivity ($\sigma \propto R_{Ne}^{-1}$) is approximately $14.5 \, \text{mS}$ and, using $m/m_e = 0.03$ in the density of states $g = m/\pi\hbar^2$ of the 1st subband, we get $D \approx 0.72 \, \text{m}^2/\text{s}$ and $\xi \approx 2 \, \mu m$, which increases with $V_{TG}$. Consequently, the JJ is shorter than $\xi$. In such a device with transparent interfaces, we expect\cite{20,25} $I_cR_N \approx 1.32\pi \Delta/2e \approx 259 \, \mu V$ and $I_{exc}R_{Ne} = (\pi^2/4 - 1)\Delta/e \approx 183 \, \mu V$ using the value of $\Delta$ calculated from MAR. The experimental values of the two products ($30$, and $60$ to $100 \, \mu V$, respectively) are smaller, which may be caused by less than perfect transmission on the interface. We should note, however, that $R_N$ was always calculated at $I = -1.8 \, \mu A$, where the value of $|V|$ is well inside the superconducting gap in almost the full range of $V_{TG}$, therefore $R_N$ and $I_c \cdot R_N \approx 30 \, \mu V$ are likely underestimated.

Lastly, we discuss the periodicity of the Fraunhofer pattern of the device at $V_{TG} = 2 \, \text{V}$ as a function of an out of plane magnetic field, as shown in Fig. 6d. In the
FIG. 6. Measurements on a top gated Josephson junction. a) The resistance $dV/dI$ on a logarithmic scale as a function of the applied (DC) current $I$ and $V_{TG}$. Inset: an example $V(I)$ curve (solid line) at $V_{TG} = -3.11$ V. The dotted line is the fit to the high-$V$ part. Red and purple arrows denote the critical current $I_c$ and excess current $I_{exc}$, respectively. b) A zoom of the low-density region as highlighted by the blue rectangle in panel a. Purple curves plot the estimated $I_{exc}$. c) Smoothed $dV/dI$ data plotted versus $V$ at a series of gate voltages increasing from $V_{TG} = -3.1$ V (purple line) with 0.05 V step size to $V_{TG} = -2.5$ V (dark red). The red circle is equivalent to the point highlighted in panel b) at $V_{TG} = -2.7$ V. d) Fraunhofer pattern as a function of out of plane magnetic field $B$ at $V_{TG} = 2$ V.

The simplest approach, one expects nodes at $B = n \cdot \Delta B_0$ for $n = 1, 2, 3, \ldots$ and spacing $\Delta B_0 = \phi_0/WL \approx 765 \mu\text{T}$, using the flux quantum $\phi_0 = h/2e = 2.07 \cdot 10^{-15}$ Wb. In contrast, the first node can be found at $B_1 \approx 17 \mu\text{T}$, and the subsequent nodes $B_n$ have a slowly increasing spacing $\Delta B$. As a possible explanation, one may consider flux focusing due to the Meissner effect: the magnetic field does not penetrate into the bulk of the wide Al contacts, and is concentrated in and around the JJ, leading to an effective field $B_{eff} > B$ and a node spacing $\Delta B < \Delta B_0$. Its effect has been estimated in Ref. 41, based on the effective out of plane magnetic field around a thin and infinitely long superconducting strip[42]. However, the latter model only applies if $\Lambda \ll W$ where $\Lambda$ is the penetration depth of the magnetic field into the superconductor and $2W$ is the width of the strip. As we shall explain below, this is not the case.

We need to consider two effects. Firstly, due to disorder in the Al layer, the London penetration depth is increased to $\lambda = \lambda_{Al} \sqrt{T} + \xi_{Al}/t_{Al} \approx 203$ nm. Here we used $\lambda_{Al} = 16 \text{ nm}$ and $\xi_{Al} = 1.6 \text{ nm}$ as the London penetration depth and Pippard coherence length[43] for bulk Al. $t_{Al}$ is the mean free path[44] in the superconductor which we approximated[41] by the Al film thickness $d = 10 \text{ nm}$. Secondly, in a thin film the effective penetration length[45] is $\Lambda = \lambda \coth(d/\lambda)$ which, in the thin film limit $d \ll \lambda$, is the Pearl length[46] $\Lambda = \lambda^2/d \approx 4.1 \text{ nm}$. This is comparable to the size of the Al leads, consequently, the magnetic field penetrates on a large scale into the superconductor, and flux focusing only weakly contributes to the decreased node spacing. We rather attribute it to the effective lengthening of the junction $L_{eff} = L + 2\Lambda \approx 8.5 \mu\text{m}$, from which we expect a node spacing on the order of $27 \mu\text{T}$, which is comparable to the observed values. We attribute the discrepancy to the fact that $W$ is not much larger than $\Lambda$. As seen in another JJ of $W = 4.5 \mu\text{m}$ ($L = 0.5 \mu\text{m}$, $B_1 = 224 \mu\text{T}$, not shown) or in Ref. 41 of $W = 1.5 \mu\text{m}$ ($L = 0.45 \mu\text{m}$, $B_1 = 970 \mu\text{T}$), where $W$ is comparable to or smaller than the Pearl length, this approach gives qualitatively wrong predictions to $B_1$: 53 $\mu\text{T}$ and 159 $\mu\text{T}$, respectively. The reason is that the screening currents near the edges of the superconducting leads parallel to the applied current direction, with a characteristic width $\Lambda$, can no longer be neglected. In the extreme 2D limit[39, 47] $W \ll \Lambda$, the periodicity of short junctions ($L \ll W$) is expected to be proportional to $W^{-2}$[48, 49].

IV. CONCLUSIONS

We have fabricated several Hall bar and Josephson junction devices of a near-surface 2DEG based on InAs. From low-temperature magnetotransport measurements we have calculated that their mobility and mean free path without a dielectric layer are on the order of $10^6$ cm$^2$/Vs and 1 $\mu\text{m}$, respectively. This result is relatively high among near-surface 2DEGS, and is independent of the removal of an epitaxial Al layer. We have determined the effective mass and the elastic and transport scattering times. In top gated samples the mobility was consistently reduced and the Dingle temperature increased, indicating increased backscattering and disorder due to the fabrication of the Al$_2$O$_3$ dielectric and the top gate. We have observed conductance quantization in a quantum point contact, and determined the out of plane g-factor:
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Author contributions: growth was optimized and carried out by M. K and G. B. Fabrication was done by M. S. Calculated that the induced gap is $\Delta = 125 \mu eV$, a similar value to Ref. 39. We estimated that the semiconductor-superconductor interface is relatively transparent, and that the junction is in the short diffusive limit. We studied the Fraunhofer pattern in an out of plane magnetic field, and found that the periodicity is reduced due to the effective lengthening of the junction on the order of the Pearl length.

Our results indicate that these InAs 2DEGs are of high quality for the fabrication of quantum point contacts and Josephson junctions with transparent interfaces, and can serve as a platform for realizing nanostructures in future quantum computing applications.
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