The implementation of an object detection algorithm on the FT processor
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Abstract: With the continuous development of automatic drive and neural networks, it is possible to use neural network algorithm to carry out object detection in unmanned driving. Usually, the computation of neural network algorithm is huge. How to efficiently compute the algorithm and meet the real-time requirement is a challenge. In this paper, a sparse neural network algorithm is proposed, which can improve the utilization rate of processors. The object detection algorithm YOLO is implemented on the processor. Its performance is equivalent to the current best processor performance.

1 INTRODUCTION

The deep neural network is now the foundation of many artificial intelligence applications. Because of the breakthrough application of DNN in speech recognition and image recognition, the use of DNN has increased explosively. These DNN are deployed from a variety of applications, such as autopilot, cancer detection to complex games, etc. The object detection recognition technology based on convolutional neural network has made breakthroughs. It has been widely used in image recognition, speech recognition, natural language processing and other fields. The vision based automatic driving scheme is becoming a possibility. The specific realization needs the object detection algorithm for multi-target recognition of the scene. The object detection algorithm based on deep learning is fast, accurate and feasible.

2 OBJECT DETECTION

Object detection in the image need to pinpoint the locations of objects, and marked object categories. The position of an object is usually marked with a border. There may be several borders in an image. The target detection needs to give the category and probability of the object in the frame.

The YOLO algorithm solves the object detection as a regression problem. Based on a single end-to-end network, the output from the input of the original image to the position and category of the object is completed. Training and testing are carried out in a single network. The input image can get the location of all objects and their categories and corresponding confidence probability after inference.

YOLOV2 proposes a joint training method that can train target detectors at the same time by using detection data sets and classified data sets. The specific idea is to use the target detection data set to learn the accurate location of the target, and increase the number of detected targets and the robustness of the detector with the classification data set.

On the basis of YOLOV2, YOLO9000 is trained by COCO target detection dataset and ImageNet image classification dataset, which can detect more than 9000 kinds of targets in real time.

This article implements tiny-YOLOV2 on the processor, a simplified version of YOLOV2, with a total of 15 layers. There are 9 convolutional layers and 6 pooling layers. The amount of calculation is very large. The tiny-YOLOV2 structure diagram is shown in Figure 1.

3 ARCHITECTURE

The normalization operation of convolution and pooling in neural network will greatly improve the efficiency if it is implemented by a vectorization method. With the real-time applications emerging, computer architecture have changed greatly, some new architecture emerged, such as many-core architecture of GPU, heterogeneous multi-core architecture and vector processor architecture.
The new architecture integrates multiple processor cores on a single chip, each core contains rich processing components, and thus greatly improve the computational performance of the chip. A new architecture of vector processor is one of the common, including vector processor unit (VPU) and scalar processing unit (SPU), vector processing components usually contain multiple parallel vector processing unit (VPE). Data interaction between VPE can be done by protocol and shuffle. All VPE performs the same operation based on SIMD. The processor used in this paper is the FT 7002 processor, which is a vector processor, which can perform vectorization operations. There are 2 cores, each core has 16 PE, and each PE has three MAC. FT-7002 uses 2DSP core low power mode, which greatly reduces power consumption. At the same time, it has many compatible external fast communication interfaces (such as RIO, PCIe, I2C, etc.), and has strong real-time communication capability. The general processing capability of the above processor is very suitable for embedded computing in automatic driving platform. Its architecture has been very good support for typical algorithms in deep learning, such as convolution operation and matrix operation.

The processor has the following two features:

1. Multiple cores of the processor can be operated in parallel. In the process of calculation, we need to share all the computation to 2 cores. Each core computation is almost the same, to improve efficiency. There are two key ways, one is that all cores calculate a graph together, and the amount of computation of a graph is allocated to each core, which is suitable for many situations with large number of weights and large amount of computation. The other is to calculate one graph for each core, and all cores are calculated independently. It can be adjusted flexibly according to the scale of the program and the actual situation. A multi core division method for large-scale matrix convolution calculation can be constructed based on the architecture characteristics of multi-core processors and the computation of mass matrix convolution. The input feature graph and convolution kernel are divided at the same time, so that the calculation of the matrix convolution calculation which has the calculated correlation is transformed into a completely independent matrix convolution calculation. The calculation efficiency of the mass matrix convolution increases with the increase of the computing core. The method is simple and convenient to operate, and it can fully excavate the parallelism of each layer of multi core processor. In this paper, the second method is used, and each kernel performs a single graph calculation alone.

2. For a single kernel, all the PE perform the same operation. The calculation of the convolution neural network can be efficiently processed. When the parallelism of the processor is fully excavated, there will be a lot of convolutions in the calculation, and many different weights can be calculated at the same time. The number of channels can be grouped to make it a multiple of PE, which is calculated according to the group, so that it is convenient for the unified and parallel operation.

4 SPARSE MODE

The convolution matrix is a computationally intensive and memory intensive computation. The convolution operation in convolution neural network usually takes up more than 85% of a convolution neural network model, so how to accelerate the matrix convolution operation is an important and difficult point of current research.

In order to improve the performance, it is necessary to excavate the parallelism of calculation, improve the operation efficiency, reduce the repeated operation, reduce the energy consumption, and take a reasonable calculation method. The feature of CNN is that there are many convolutional layers, and when the input of each layer is convolution, there are multiple sets of weights convolution with the input feature.

In this paper, tiny-YOLO object detection algorithm is implemented on FT 7002 processor. It is applied to automatic driving applications. It has high requirement for real-time. Sparse mode can be used to reduce multiplication times and speed up data processing. The activation function used in the convolutional layer in tiny-YOLO is leaky, as follows:

\[
f(x) = \begin{cases} 
ax & (x < 0) \\
0 & (x = 0) \\
nx & (x > 0)
\end{cases}
\]

When the eigenvalue is activated, the multiplication operation is required when the eigenvalue is less than zero. Based on the fault tolerance of the neural network, in the original network, we improved the activation function of the first 3 convolutional layers to Relu. That is, after data entry, the number of output greater than 0 is the number itself, and the output less than 0 is 0. This can save the multiplication operation resulting from the calculation of the leaky function.

Using pytorch to test tiny-YOLO on PC, changing the activation function of 3 convolutional layers to Relu, the time consumed by program operation is significantly reduced, and the consumption time on the FT processor will also decrease. As a result, see Table 1.

![tiny-YOLOV2 structure diagram](https://doi.org/10.1051/matecconf/201817303081)
The multiplication operation is reduced without reducing the accuracy of the network, and the output value has a large number of zero, which can make use of the sparsity of the network.

When the output results are broadcast for the next layer of calculation, it is judged that if the input data is 0, the operation unit will be closed and output automatically 0. If the data is nonzero, then continue to calculate. This method reduces the multiplication times greatly, not only reduces the invalid 0 multiplier operation to reduce the power consumption, but also improves the computing efficiency.

5 CONCRETE REALIZATION

5.1 ADDRESS REALIZATION

YOLO is a multi-layer convolutional neural network. After calculating the results of the convolutional layer, the calculation of the pooling can be carried out directly. There is no need to wait for all the results to be calculated. The pooling layer calculates all the results to calculate the convolution, so it needs to wait for all the data to be calculated and then carry out the next operation.

The weight and input feature are imported into DDR in advance, and the weights are first introduced into the core in the calculation, and the different cores can calculate the different channels in parallel. The input feature is broadcast to the core, and then the result is introduced into the DDR after the result is calculated.

Because of the huge volume of data and the complex structure of neural network, the address assignment is rather complicated. We need to address the partition, use the parameterized representation method to facilitate the call, and improve efficiency when programming. The processor is divided into DDR addresses and internal addresses. For DDR addresses, a block address is used to store weights, and a corresponding address for each core is used to input and output results, which facilitates parallel operation. In multi core debugging, All the subfunctions that are called are the same. It is very convenient to change the address parameters corresponding to the multi core.

Ping-pong structure is used for the division of the address in the core. The address space inside the kernel is limited, and the intra core space is divided into two parts. Input feature map stored in an area, the calculation results are stored in another piece. After all the calculations are completed, the calculation results are used as new inputs to participate in the next calculation. So alternately, in the process of convolution and pooling, the efficiency can be greatly improved.

5.2 SINGLE BROADCAST MULTI COMPUTING

For a space sensitive architecture such as FT, we discusses how data flow can be invoked from memory at low cost and efficiently reuse data to reduce energy consumption.

Due to the limited address space in the kernel, the input feature graph in DDR is sent to each core by broadcasting. However, the broadcast consumes a lot of time.

In order to improve the efficiency, the input feature is broadcast, at the same time, it is calculated with multiple groups of weights, one broadcast, and multiple calculations. The number of broadcasting times of the input feature graph is reduced, and the efficiency is greatly improved.

After testing, the single core calculated results required 110ms, and the processor could reach a speed of 36 frames per second.

6 CONCLUSION

In this paper, a general and efficient method to deal with convolutional neural networks is proposed, which is applied to the general convolutional neural network. And it can get very high performance. The object detection algorithm YOLO is implemented on the FT processor. Finally, the speed of 36 frames per second can be processed to meet the needs of auto driving car.
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