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ABSTRACT

In this work, we addressed the issue of improving the classification quality of label pairwise ensembles. Our goal is to improve the classification quality achieved by the ensemble via modification of the base classifiers that constitute the ensemble. To achieve this goal, a correction procedure that computes the measures of competence and cross-competence of a single classifier is proposed. These measures are used to modify the prediction of a base classifier. The measures are calculated using a dynamic confusion matrix. Additionally, we provide a weighting scheme that promotes the base classifiers that are the most susceptible to the correction based on the fuzzy confusion matrix. During the experimental study, the proposed approach was compared to two reference methods. The comparison was made in terms of eight different quality criteria. The result shows that the proposed method is able to improve classification quality when compared to baseline methods.
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1. Introduction

Under the traditional, supervised classification framework, an object is assigned to only one class. However, many real-world datasets contain objects that are assigned to different categories at the same time. All of these concepts constitute a full description of the object and the omission of one of these tags induces a loss of information. For example, an image may be described using such tags as sea, beach and sunset. The classification process in which such kind of data is involved is called multi-label (ML) classification \[1\]. In the last 15 years, multi-label learning has been employed in a wide range of practical applications, including text classification \[2\], multimedia classification \[3\] and bioinformatics \[4\], to name a few.

Multi-label classification algorithms can be broadly partitioned into two main groups i.e. dataset transformation algorithms and algorithm adaptation approaches \[1\].

The method that belongs to the group of algorithm adaptation approaches provides a generalisation of an existing multi-class algorithm. The generalised algorithm is able to solve the multi-label classification problem in a direct way. Among the other methods, the most known approaches from this group are: multi label Nearest Neighbours algorithm \[2\], the ML Hoeffding trees \[5\], the structured output support vector machines \[6\] or deep-learning-based algorithms \[7\].

On the other hand, methods from the former group decompose a multi-label problem into a set of single-label classification tasks. During the inference phase, outputs of the underlying single-label classifiers are combined in order to create a multi-label prediction. An example of this is the binary relevance (BR) approach that decomposes a multi-label classification task into a set of one-vs-rest binary classification problems \[8\]. This approach assumes that labels are conditionally independent, however the assumption does not hold in most real-life recognition problems and the BR framework is considered to be one of the most widespread multi-label classification methods \[9\], due to its excellent scalability and acceptable classification quality.

An alternative technique of decomposing the multi-label classification task into a set of binary classifiers, which
is studied in depth throughout this article, is the label-pairwise (LPW) scheme \[10\]. Under this framework, each pair of labels is assigned with a one-vs-one binary classifier. The outcome of the classifier is interpreted as an expression of pairwise preference in a label ranking \[11\]. In contrast to the previously mentioned decomposition technique, the pairwise method considers the paired-inter-label dependencies. Contrary to the BR approach, this kind of decomposition produces a significantly larger number of base classifiers that must be built. The transformed datasets are, in general, less imbalanced than datasets produced using one-vs-rest transformation. What is more, the resulting base classifiers tend to produce simpler models than one-vs-rest classifiers \[10\].

This study is conducted with the aim of assessing the results of the application of an information-theory-based competence measure when improving the classification quality obtained by label-pairwise multi-label classifiers. Focus is especially put on investigating the impact of the aforementioned quality criterion on a classifier that is corrected using a procedure based on the fuzzy confusion matrix (FCM) \[12\] and Random Reference classifier (RRC) \[13\]. The procedure corrects predictions of the classifiers constituting the LPW ensemble. The outcome of each of the LPW members is individually modified according to the confusion pattern obtained during the validation stage. The members are then combined using a combination method driven by the information-theoretic competence measure.

The concept of the fuzzy confusion matrix was first introduced in research aimed at improving the classification quality of systems that recognise hand gestures \[11, 12\]. In the above-mentioned research, the FCM-based system was used because it possesses the ability to utilise soft class-assignment. Its ability to improve the response of base classifiers was also seen to be noteworthy. The fuzzy-confusion matrix-based approach was also employed under a multi-label classification framework \[13\]. Namely, it was used to improve the quality of Binary Relevance classifiers. Experiments confirmed the validity of its use, but also showed sensitivity to the unbalanced class distribution in a binary problem. This study focuses on addressing this issue via the employment of the LPW technique, which produces more balanced single-label problems than the BR approach. This work is an extension another paper that is yet to be published \[16\]. In the mentioned paper, the application of imbalance reduction procedures on the FCM-based LPW classifier is investigated. In this work, on the other hand, the impact of employing the information-theoretic measure of correction ability is investigated. What is more, in comparison to the previously conducted research, the experimental design has changed significantly in that feature selection and thresholding procedures are employed (For more details see Section \[8\].

During the prediction phase, a weight function based on information theory is employed. The decision theoretic measures have proven to be effective methods of assessing the competence of a single-label classifier \[14, 18\]. The main motivation was that the information-theoretic measures hold a few properties that make them very reliable indicators of the competence of an FCM-corrected classifier. That is, these criteria assess mutual dependence between random variables \[17\].

The main motivation of employing an information-theory-based measure was that it allows us to determine if the correction procedure will provide a valuable result. To be more precise, the previously conducted research showed that although the FCM model is able to correct a random guessing classifier, the correction is most effective when the underlying base classifier makes a systematic error \[12\]. The information-theoretic competence criterion allows such a situation to be detected, and more weight to be put on classifiers with higher correction ability.

This paper is organized as follows. Section \[2\] provides the formal notation used throughout the article, and introduces the FCM correction algorithm and its weighted version. Section \[3\] contains a description of the experimental setup. In section \[4\] the experimental results are presented and discussed and section \[5\] concludes the paper.

## 2. Proposed method

### 2.1. Preliminaries

Under the Multi-label formalism, a \(d\) - dimensional object \(\vec{x} = [x_1, x_2, \ldots, x_d] \in \mathcal{X} = \mathbb{R}^d\) is assigned to a set of labels indicated by a binary vector of length \(L\): \(\vec{y} = [y_1, y_2, \ldots, y_L] \in \mathcal{Y} = \{0, 1\}^L\), where \(L\) denotes the number of labels. Each element of the binary vector corresponds to a single label. In this study, a multi-label classifier \(\psi\) is built in a supervised learning procedure using the training set \(S_N\) containing \(N\) pairs of feature vectors \(\vec{x}\) and corresponding label vectors \(\vec{y}\).

The proposed classification method follows the statistical classification framework. As a consequence, vectors \(\vec{x}\) and \(\vec{y}\) are assumed to be realisations of random variables \(\vec{X}\) and \(\vec{Y}\), respectively.

### 2.2. Pairwise Transformation

The label-pairwise (LPW) transformation builds the multi-label classifier \(\psi\), using an ensemble of binary classifiers \(\Psi\) and a single binary classifier is assigned to each pair of labels:

\[
\Psi = \{\psi_m, m = 1, 2, \ldots, L(L - 1)/2\}. \tag{1}
\]

During the training phase of a binary classifier \(\psi_m\) only learning objects belonging to either the \(m_1\)-th or \(m_2\)-th label are used. Examples that appear in both classes are ignored. Instances assigned to other labels are also ignored because they hold no information that can be used by the binary classifier \[11\].

During the inference stage, a binary classifier \(\psi_m(\vec{x})\), at the continuous-valued output level, produces a 2-dimensional vector of label supports \([d_m^1(\vec{x}), d_m^2(\vec{x})] \in \mathbb{R}^2\).
[0,1]^2. Without loss of generality it is assumed that the output vector is normalised, that is the label specific outputs sum up to one: \( d_{m1}^1(x) + d_{m2}^2(x) = 1 \). Label support \( d_m^m \) expresses the degree of confidence that the classifier \( \psi_m(x) \) gives to the hypothesis that \( m1 \) is a true class. Higher support stands for better confidence.

The final decision of the LPW ensemble is obtained by combining the continuous-valued outputs of the binary classifiers that constitute the ensemble. Thus, the final support for the \( i \)-th label \( d^{(i)} \) is calculated using the weighted average of the soft outputs of adequate binary classifiers \( d_{m1}^m(x) \):

\[
d^{(i)}(x) = \frac{\sum_{m:m_1=i} w_m^m(x) d_{m1}^m(x)}{\sum_{m:m_1=i} w_m^m(x)}, \tag{2}
\]

where \( w_m^m(x) \) is a weight calculated in a dynamic way for the input vector \( x \) that is assigned to a pair-specific binary classifier.

The final response of the multi-label classifier \( \psi(x) \) is the binary vector obtained as a result of the thresholding procedure that is applied to the soft outputs, which are calculated using formula (2):

\[
\psi(x) = \left[ [d^{(1)}(x) > \theta_1], [d^{(2)}(x) > \theta_2], \ldots, [d^{(L)}(x) > \theta_L] \right], \tag{3}
\]

where \( \theta_i \in \{1, 2, \ldots, L\} \) are label-specific thresholds that can be set manually or determined using SCut or RCut procedures [19].

2.3. Proposed Correction Method

The proposed correction method is based on an assessment of the probability of classifying an object \( x \) to the class \( h_m \in \{m1, m2\} \) using the binary classifier \( \psi_m \). The proposed approach provides an extension of the Bayesian model defined in the previous section. Namely, the above-mentioned Bayesian model requires that the object description \( x \) and its true label \( s_m \in \{m1, m2\} \) are realizations of random variables \( X \) and \( S_m \), respectively. Our method, on the other hand, assumes that the prediction of the classifier \( \psi_m \) is made in a random way according to the probabilities \( P(\psi_m(x) = h_m) = P(h_m|x) \in [0,1] \). As a result the classification result \( h_m \) is a realization of the random variable \( H_m \).

The extended Bayesian model allows the posterior probability \( P(s_m|x) \) of label \( s_m \) to be defined as:

\[
P(s_m|x) = \sum_{h_m \in \{m1, m2\}} P(h_m|x)P(s_m|h_m, x). \tag{4}
\]

where \( P(s_m|h_m, x) \) denotes the probability that an object \( x \) belongs to the class \( s_m \) given that \( \psi_m(x) = h_m \).

Unfortunately, assuming that the base classifier assigns labels in a stochastic way is rather impractical, because most real-life classifiers are deterministic. This issue was dealt with by employing deterministic binary classifiers in which their statistical properties were modelled using the RRC procedure [13].

2.4. Confusion Matrix

During the inference process of the proposed approach, the probability \( P(s_m|h_m, x) \) is estimated using a local, fuzzy confusion matrix. An example of such a matrix for a binary classification task is given in Table 1. The rows of the matrix correspond to the ground-truth classes, whereas the columns match the outcome of the classifier. The confusion matrix becomes a soft/fuzzy one because the decision regions of the random classifier are expressed in terms of fuzzy set formalism [21]. Thus, the membership function of a point is proportional to the probability of assigning the point to a given class by the randomised model of the classifier.

To provide an estimation of \( P(s_m|h_m, x) \) that depends on the description of the instance \( x \), a confusion matrix that is built using the concept of the neighbourhood of the instance is defined. The neighbourhood of the instance is also defined using the fuzzy set formalism. The fuzzy neighbourhood is employed in order to utilize all the points included in the validation set.

The local fuzzy confusion matrix is estimated using a validation set:

\[
\mathcal{V} = \{(\hat{x}^1, \hat{y}^1), (\hat{x}^2, \hat{y}^2), \ldots, (\hat{x}^M, \hat{y}^M)\}, \tag{5}
\]

where \( \hat{x}^k \in \mathcal{X} \) and \( \hat{y}^k \in \mathcal{Y} \) denotes the description of the \( k \)-th instance and the corresponding vector that indicates label assignment, respectively. On the basis of this set, pairwise subsets of the validation set, the fuzzy decision region of \( \psi_m \) and the neighbourhood of \( \hat{z} \) were defined, respectively:

\[
\mathcal{V}_m^m = \left\{ (\hat{x}^k, \hat{y}^k^k, 1) : (\hat{x}^k, \hat{y}^k^k) \in \mathcal{V}, \hat{y}^k_{m1} + \hat{y}^k_{m2} = 1, \hat{y}^k_{s_m} = 1 \right\}, \tag{6}
\]

\[
\mathcal{D}_{h_m}^m = \left\{ (\hat{x}^k, \hat{y}^k, \mu_{D_{h_m}^m}(\hat{x}^k)) : (\hat{x}^k, \hat{y}^k) \in \mathcal{V} \right\}, \tag{7}
\]

\[
\mathcal{N}(\hat{z}) = \left\{ (\hat{x}^k, \hat{y}^k, \mu_{N}(\hat{z}(\hat{x}^k))) : (\hat{x}^k, \hat{y}^k) \in \mathcal{V} \right\}, \tag{8}
\]

where each triplet \( (\hat{x}^k, \hat{y}^k, \zeta) \) defines the fuzzy membership value \( \zeta \) of instance \( (\hat{x}^k, \hat{y}^k) \), and \( \mu_{D_{h_m}^m}(x) = P^{(RRC)}(h_m|x) \) indicates the fuzzy decision region of the stochastic classifier.

Additionally, \( \mu_{\mathcal{N}_{\mathcal{Z}}}(\hat{z}) \) denotes the fuzzy neighbourhood of the instance \( \hat{z} \). The membership function of the neighbourhood was defined using the Gaussian potential function:

\[
\mu_{\mathcal{N}(\hat{z})}(\hat{z}) = \exp(-\beta \delta(\hat{z}, \hat{x})^2), \tag{9}
\]

where \( \beta \in R_+ \) and \( \delta(\hat{z}, \hat{x}) \) is a distance function between two vectors from the input space \( \mathcal{X} \).

The above-defined fuzzy sets are employed to approximate \( P(s_m|h_m, x) \): The following fuzzy sets are employed to approximate entries of the local confusion matrix:

\[
\mathcal{E}_{s_m, h_m}(\hat{z}) = \frac{|\mathcal{V}_{s_m} \cap \mathcal{D}_{h_m}^m \cap \mathcal{N}(\hat{z})|}{|\mathcal{N}(\hat{z})|}, \tag{10}
\]

where \( |\cdot| \) is the cardinality of a fuzzy set [22]. Finally, the approximation of \( P(s_m|h_m, x) \) is calculated as follows:

\[
P(s_m|h_m, x) \approx \frac{\mathcal{E}_{s_m, h_m}(\hat{z})}{\sum_{\hat{z}} u_{s_m, h_m}(\hat{z})}. \tag{11}
\]
Table 1. The confusion matrix for a binary classification problem.

|    | estimated | $h_{m} = m_{1}$ | $h_{m} = m_{2}$ |
|----|-----------|------------------|------------------|
| true $s_{m} = m_{1}$ | $e_{m_{1}, m_{1}}$ | $e_{m_{2}, m_{1}}$ |
| true $s_{m} = m_{2}$ | $e_{m_{2}, m_{2}}$ | $e_{m_{2}, m_{2}}$ |

2.5. Weighting Scheme

In this section, the weighting approach that is used during the prediction phase to promote the base classifiers is defined.

Considering the confusion matrix (Table 1), let us define the boundary distributions within the neighbourhood of $\mathcal{z} \in \mathcal{X}$, of the true class and classifier response, respectively:

$$f_{s_{m}}(\mathcal{z}) = \sum_{u \in \{m_{1}, m_{2}\}} e_{s_{m}, u}(\mathcal{z}),$$

$$g_{h_{m}}(\mathcal{z}) = \sum_{u \in \{m_{1}, m_{2}\}} e_{u, h_{m}}(\mathcal{z}).$$

These are used to compute the mutual information and joint entropy of the above-mentioned random variables:

$$ICM_{m}(\mathcal{z}) = \sum_{u,v \in \{m_{1}, m_{2}\}} \frac{e_{m,u}(\mathcal{z})}{f_{m}(\mathcal{z})g_{m}(\mathcal{z})} \log_{2} \left( \frac{e_{m,u}(\mathcal{z})}{f_{m}(\mathcal{z})g_{m}(\mathcal{z})} \right),$$

$$HCM_{m}(\mathcal{z}) = \sum_{u,v \in \{m_{1}, m_{2}\}} e_{m,u}(\mathcal{z}) \log_{2} \left( \frac{e_{m,u}(\mathcal{z})}{f_{m}(\mathcal{z})g_{m}(\mathcal{z})} \right).$$

Finally, the classifier-specific weight is proportional to normalised mutual information [22]:

$$w_{m}(\mathcal{z}) = \left( \frac{ICM_{m}(\mathcal{z})}{HCM_{m}(\mathcal{z})} \right)^{\gamma},$$

where $\gamma \in (0, 1)$ is a factor which decides how uniform the weight is. Thus, for $\gamma$ equals to zero the weights are uniform. For values close to zero, only the classifiers that have a low correction ability are assigned with a low weight. The value of the $\gamma$ coefficient is tuned individually for each classifier during the experimental phase.

2.6. System Architecture

The detailed description of learning and inference phases are provided in Figures 1 and 2, respectively.

3. Experimental Setup

The conducted experimental study provides an empirical evaluation of the classification quality of the proposed method and compares it to reference methods. Namely, our experiments were conducted using the following algorithms:

1. An unmodified LPW classifier [11].
2. An LPW classifier corrected using a confusion matrix.

3. The LPW classifier corrected using FCM with fusion performed using information theoretic weight.

In the following sections of the paper, the investigated algorithms will be referred to using the above-said numbers.

The following base single-label classifiers were employed: the J48 Tree classifier, which is a weka implementation of C4.5 algorithm [24]; the Naive Bayes classifier [25] combined with attribute selection using the CSF Subset method [26]; the voted perceptron algorithm [27].

The thresholds responsible for computing the final prediction vector (see equation (3)) were computed using the SCut algorithm that was tailored to optimise the macro-averaged $F_1$ loss.

The $\beta \in \{1, 2, \cdots, 10\}$ and $\gamma \in \{2^{-7}, 2^{-6}, \cdots, 2^{-1}\}$ coefficients were determined using grid search and internal 3-CV cross-validation.

Base classifiers implemented in WEKA framework [28] were utilised. The classifier parameters were set to its defaults. All multi-label algorithms were implemented using the MULAN framework [29].

The experiments were conducted using 33 multi-label benchmark sets. The main characteristics of the datasets are summarized in Table 2.
The extraction of training and test datasets was conducted using 10 fold cross-validation. The proportion of the training set $\mathcal{T}$ was fixed at $t = 0.6$ of the original training set $\mathcal{S}_y$ (see Fig. 1). Some of the employed sets needed some preprocessing. Thus, multi-label multi-instance sets were used (No.1,3,4,13,14,24,25), which were transformed to single-instance multi-label datasets according to the suggestion made by Zhou et al. [30]. Two of the used datasets are synthetic ones (No. 27,28) and they were generated using the algorithm described in [31]. To reduce the computational burden, only a subset of original Tmc2007 set was used.

Datasets were used from the sources abbreviated as follows: A – [32]; M – [29]; W – [4]; X – [33]; Z – [34]; T – [31]; S – [35].

The algorithms were compared in terms of 8 different quality criteria coming from three groups: Ranking-based; Instance-based (Hamming, Zero-One, $F_1$); Label-based. The last group contains the following measures: Macro Averaged (False Discovery Rate (FDR, 1-Precision), False Negative Rate (FNR, 1-Recall), $F_1$) and Micro Averaged ($F_1$).

Statistical evaluation of the results was performed using the Wilcoxon signed-rank test [36, 37] and the family-wise error rates were controlled using the Holm procedure [38]. For all statistical tests, the significance level was set to $\alpha = 0.05$. Additionally, the Friedman [39] test was also applied, followed by the Nemenyi post-hoc procedure [36].

To provide a more detailed look at the properties of the proposed approach, the relations between the classification quality obtained by the investigated algorithms and the chosen dataset characteristics were also analysed. The above-mentioned assessment allows determination of how the investigated classifiers respond to changes in the vital properties of datasets. In order to assess the relations in a quantitative way, the Spearman correlation coefficient was used [40]. The significance of the obtained correlations was tested using two-tailed t-test [41]. As in the experiments related to classification quality, the significance level was also set to $\alpha = 0.05$ and the Holm method was employed to adjust p-values [30, 38].

4. Results and Discussion

This section shows the results obtained during the conducted experimental study. The following subsections provide a detailed description of the outcome related to classification quality and the dependencies between results obtained by investigated algorithms and the set characteristics, respectively.

4.1. Classification quality

During our study, three different base classifiers were studied for the pairwise ensemble. As can be seen in Figures 3 and 5 ensembles built using different base classifiers follow the same pattern. Thus, the relation between the investigated multi-label classifiers is quite similar for all base classifiers.

Table 2. Summarised properties of the datasets employed in the experimental study. Sr denotes the source of the dataset, No. is the ordinal number of a set, $N$ is the number of instances, $d$ is the dimensionality of input space and $L$ denotes the number of labels. LC, LD, avIR and AVs are label cardinality, label density, average imbalance ratio and label scumble, respectively [33, 42].

| Name               | Sr | No. | N | d | LC | LD | avIR | AVs |
|--------------------|----|-----|---|---|----|----|------|-----|
| Azotobacter        |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Birds              |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Caenorhabditis     |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Drosophila         |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Eclipse-churn      |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Eclipse-ent        |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Emotions           |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Enron              |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Equinox-churn      |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Equinox-ent        |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Flats              |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Genbase            |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Geobacter          |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Halocereus         |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Human              |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Lucene-ent         |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Munilings          |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Mylyn-churn        |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Pde-churn          |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Pde-ent            |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Plant              |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Pyrococcus         |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Sarcomyces         |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Scene              |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| SimpleHC           |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| SimpleHS           |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Slashdot           |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Stackex            |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Stackex_churn      |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Stackex_chemical   |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|
| Tmc2007            |    | M   | 2 | 2 | 14409| 743 | 0.010| 0.000|

Due to the page limit in this paper, only the results for the J48 classifier are investigated in a detailed way. The results are shown in Tables 3 and 4. Full results are presented online [43].

First of all, it is worth noting that the results reveal that the methods based on FCM correction significantly outperform the unmodified pairwise algorithms in terms of any quality criterion except for Ranking loss.

What is more, the weighted algorithm outperforms the unweighted FCM approach in terms of the macro averaged $F_1$ measure. This result indicates that the proposed weighting scheme allows the FCM classifier to achieve a better performance for rare labels. This phenomenon can be explained by the fact that the weighting scheme assigns lower weights to the FCM classifiers that are biased towards the majority class, since those classifiers cannot be successfully corrected using the FCM approach. As a consequence, the outcome for a given label is produced using base classifiers that were built for more balanced binary sub-problems. The reported property reduces the tendency of the original FCM algorithm to increase the bias towards the majority class [15] and allows the FCM-based algorithms to be successfully employed in the task of multi-label imbalance classification. This property is also confirmed by the outcomes under macro-averaged FDR and FNR. Thus, the average ranks show that there is almost no difference in terms of the FDR criterion (precision). On the other hand, the average ranks under macro-averaged FDR and FNR suggest that the weighted approach is not so biased towards the majority class as its unweighted counterpart.
Table 3. p-values for the Friedman test.

| Loss   | pValue  | Loss   | pValue |
|--------|---------|--------|--------|
| Hamming | .000048 | Macro FDR | .000064 |
| Zero-One | .000006 | Macro FNR | .000118 |
| EX_F1  | .005555 | Micro F1 | .000384 |
| Ranking | .023006 | Micro F1 | .012779 |

What is more, the classification quality expressed using the micro-averaged $F_1$ criterion does not differ significantly between the FCM and its weighted version. It demonstrates that the increase of classification quality for rare labels is not followed by an improvement of classification quality for frequent labels.

The weighting procedure also causes no significant difference in classification quality under example-based $F_1$ loss. Moreover, in the case of micro-averaged and example-based $F_1$ measures, the approaches based on the idea of the fuzzy confusion matrix significantly outperform the base label pairwise algorithm. On the other hand, no significant improvement for frequent labels shows that the proposed methods offer almost no improvement when the LPW ensemble is built using label-balanced datasets. However, the base binary classifiers are competent for those datasets. Nonetheless, these competent classifiers tend to commit systematic errors. As a result, the utilisation of the FCM-based approach allows us to improve classification quality when compared with uncorrected label pairwise ensemble for frequent labels.

The proposed algorithm does not improve the unweighted one in terms of the zero-one quality criterion. The lack of significant improvement under this criterion shows that the proposed method does not achieve a significantly greater number of exact match results among the investigated procedures. When combining these results with the performance achieved under macro-averaged $F_1$ loss, it can be concluded that the increase in the perfect match ratio is a consequence of the improved classification of rare labels. However, the increase in the perfect match ratio is not followed by an improvement in terms of zero-one loss.

The experiments show that assessed classifiers do not differ in a significant way when we consider their ability to produce label ranking instead of a simple binary response.

The results under the Hamming loss follow the general trends under other loss functions in that the methods based on FCM outperform the base binary-relevance approach. However, the weighting approach does not allow the classification quality to be increased under this criterion.

4.2. Impact of dataset properties

In this section, we assess the relations between the classification quality obtained by a classifier employed on a given multi-label dataset and the properties of this set. At the beginning of the correlation analysis, it is worth mentioning that the lack of a significant correlation between the multi-label dataset characteristics and the classification quality obtained by an algorithm, under specific circumstances, can be interpreted as an advantage of the classifier. The algorithm can be seen to be more elastic, as it offers a possibility of being employed in order to solve multi-label classification problems for data sets that significantly differ in terms of characteristics. However, the classifier can only be said to be elastic when it offers an acceptable classification quality for a wide range of data sets. Achieving a satisfactory quality is an important condition, since it is easy to build a classifier that is both completely independent of the set characteristics and that also achieves a low classification quality.

In general, it can be observed in Table 5 that if label density (LD) increases, the classification quality also increases. What is more, in most cases, correlations are significant. This strong correlation is a result of the employment of label pairwise decomposition of the multi-label task. Thus, when LD is high, the instances are better utilised during training and validation phases. In other words, an instance that is relevant to many categories simultaneously more often becomes a member of a training or validation set.

In general, it can be observed in Table 5 that if label density (LD) increases, the classification quality also increases. What is more, in most cases, correlations are significant. This strong correlation is a result of the employment of label pairwise decomposition of the multi-label task. Thus, when LD is high, the instances are better utilised during training and validation phases. In other words, an instance that is relevant to many categories simultaneously more often becomes a member of a training or validation set. As a consequence, the underlying binary classifiers is built using a larger number of training instances. The
Table 4. Wilcoxon test – p-values for paired comparisons of investigated algorithms. Algorithms are numbered according to Section 3. The last row of the table presents the average ranks achieved over the test sets.

| Algorithm | Hamming | Zero-one | Ranking | Macro FDR | Example F1 | Macro FPR | Macro FNR |
|----------|---------|----------|---------|-----------|------------|-----------|-----------|
| 1        | 0.000   | 0.000    | 1.000   | 0.640     | 0.000      | 0.999     | 0.000     |
| 2        | 0.008   | 0.000    | 0.148   | 0.012     | 0.050      | 0.005     | 0.000     |

Fig. 5. Base classifier – Voted Perceptron. Radar plot.

main exception to this rule is the Ranking loss criterion. It can also be seen that the classification quality decreases when the imbalance ratio increases. However, this fact is a widely known observation for machine learning [14], or particularly for under the multi-label classification framework [42]. Exceptions to this trend are the results obtained in terms of ranking loss. However, no correlations under this criterion can be considered significant.

Similarly, no consistent tendency for the average Scambler measure can be observed.

5. Conclusion

During this study, the issue of eliminating the drawbacks of the previously proposed correction algorithm based on the fuzzy confusion matrix was successfully tackled. To reach this goal, we proposed an information theoretic competence measure that assesses if the base binary classifier can take benefits from correction based on the FCM model.

During the experimental study, interesting results were obtained such as the proposed approach is being able to improve classification quality for rare labels (macro-averaged $F_1$ loss) and under zero-one loss. What is more, the proposed weighting scheme does not achieve a significantly lower quality in terms of any criterion. In addition, the approach reduces the impact of changing set-specific characteristics. As a consequence, the improved version of the FCM-based algorithm is recommended for use instead of the original one.

Since the obtained results are promising, we are willing to continue the development of FCM-based algorithms.
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