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Abstract—In this paper, we propose a deep learning-based signal detector called DualIM-3DNet for dual-mode index modulation-based three-dimensional (3D) orthogonal frequency division multiplexing (DM-IM-3D-OFDM). Herein, DM-IM-3D-OFDM is a subcarrier index modulation scheme which conveys data bits via both dual-mode 3D constellation symbols and indices of active subcarriers. Thus, this scheme obtains better error performance than the existing IM schemes when using the conventional maximum likelihood (ML) detector, which, however, suffers from high computational complexity, especially when the system parameters increase. In order to address this fundamental issue, we propose the usage of a deep neural network (DNN) at the receiver to jointly and reliably detect both symbols and index bits of DM-IM-3D-OFDM under Rayleigh fading channels in a data-driven manner. Simulation results demonstrate that our proposed DNN detector achieves near-optimal performance at significantly lower runtime complexity compared to the ML detector.

Index Terms— DualIM-3DNet, deep learning, bit error rate, DNN, dual mode, index modulation, DM-IM-3D-OFDM.

I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) with index modulation OFDM-IM [1], [2] has recently materialized as a promising multicarrier modulation candidate to substitute the traditional OFDM. In contrast to OFDM, only a portion of subcarriers are activated in OFDM-IM, where additional information bits are virtually carried using the indices of activated sub-carriers, while other information bits are physically conveyed on the classical M-ary symbols modulated over these activated subcarriers. As a result, OFDM-IM outperforms the conventional OFDM in terms of reliability and energy efficiency, particularly a promising trade-off between reliability and spectral efficiency for enhancing diversity was investigated in [6]. Since then, a range of techniques has been applied to either increase the spectral efficiency (SE) or reduce the BER of the OFDM-IM system. In particular, in order to improve SE, the IM concept is applied to both in-phase and quadrature (I/Q) parts for doubling the number of index bits. A low-complexity ML detector and the performance analysis for this system were also reported. Additionally, the dual mode OFDM (DM-OFDM), which employs several constellations to transmit data bits using inactive subcarriers of OFDM-IM, was proposed in [7]. It was demonstrated that at the penalty of degraded error performance, DM-OFDM can attain higher SE than OFDM-IM. In [8], a generalized variant of DM-OFDM that vastly improves the SE over the original version was proposed. Other methods for increasing diversity of OFDM-IM were reported in [9]–[11], which considerably improve BER performance, especially in high signal-to-noise ratio (SNR) regions.

Aiming at improving the error performance of the classical OFDM, three-dimensional (3D) constellation and OFDM were combined to form 3D-OFDM in [12]. With 3D-OFDM, data bits are mapped into a 3D constellation and the 3D signals are divided into sub-carriers, which are modulated using the 2D inverse fast Fourier transform (IFFT). In comparison with OFDM with the 2D mapper, the 3D mapper considerably increases the minimum Euclidean distance (MED) between the various constellations, leading to improved error performance. In [13] and [14], the theoretical SEP analysis and the peak-to-average power ratio (PAPR) reduction method of the 3D-OFDM were respectively presented. However, when the constellation order, SE of 3D-OFDM is only one-third that of traditional OFDM [15]. Inspired by dual-mode OFDM [7], a novel IM-based scheme called dual-mode index modulation assisted 3D-OFDM (DM-IM-3D-OFDM) was proposed in [16] to improve SE of 3D-OFDM. In this scheme, subcarriers are separated into several sub-blocks and subcarriers in each sub-block are partitioned into two groups, then modulated by designed dual-mode 3-D constellations based on the floor of the Poincare sphere [17]. Compared to 3D-OFDM, DM-IM-3D-OFDM provides better BER performance at high SNRs under fading channels when the optimal ML detector is employed.
However, this conventional detector suffers from high computational complexity, especially when the system parameters increase. This paper appears to address this fundamental issue.

In particular, we propose a deep learning-based detector called DualIM-3DNet for DM-IM-3D-OFDM. More particularly, we design a novel deep neural network (DNN) structure for DualIM-3DNet which consists of two sub-networks called IndexNet and SymbolNet for detecting active sub-carrier indices and 3D constellation symbols. The outputs of these two sub-networks are then concatenated to be fed into a final DNN transmitted bits using Sigmoid function as the activation of the output layer. Note that before entering the DNN architecture of our proposed DualIM-3DNet, the received signal and channel state information (CSI) are pre-processed based on the domain knowledge such as zero-forcing (ZF) channel equalizer and energy detection [18]. DualIM-3DNet is trained offline using simulated dataset to minimize BER. Then, the trained model can be deployed as an online detector for promptly detecting transmitted data bits. Finally, our simulation results demonstrate that our DualIM-3DNet detector can provide a near-optimal error performance at much lower runtime complexity in comparison with the ML detector.

Note that deep learning [19] in conjunction with DNNs has been widely adopted to wireless communication systems, particularly in physical layer issues. For example, deep learning was applied for detecting signals of OFDM-IM in [18]. Then, a range of studies, which apply deep learning to either improve the error performance or reduce the complexity of OFDM-based multicarrier schemes [20]–[23]. Some other applications of deep learning to channel coding as well as successive interference cancellation receivers of non-orthogonal downlink can be found in [24] and [25], respectively.

The remaining parts of this paper are structured as follows. The DM-IM-3D-OFDM system model is discussed in Section II, while Section III introduces the proposed DualIM-3DNet detector. Section IV provides simulation results and discussion. Finally, Section V concludes our paper.

II. DM-IM-3D-OFDM SYSTEM MODEL

First, we briefly describe a DM-IM-3D-OFDM system [16]. In DM-IM-3D-OFDM, the information bits are mapped into two different types of 3-D constellations and sub-carrier indices. Assume that \( m \) information bits are divided into \( u \) sub-blocks. Each sub-block contains \( n \) sub-carriers and \( u \) bits, i.e. \( u = m/p = N/n \), where \( N \) is the total number of subcarriers. Then, \( p \) bits will be divided into two components. The first one consisting of \( p_1 \) bits is to map the sub-carrier indices. The second component with \( p_2 \) bits is mapped by two different constellations of type A and type B, denoted by \( C_A \) and \( C_B \), respectively, \( C_A \cap C_B = \emptyset \). The number of signal points of \( C_A \) and \( C_B \) are presented by \( c_A \) and \( c_B \), respectively. We also assume that \( k \) stands for the number of sub-carriers mapped to \( C_A \), so the number of sub-carriers mapped to \( C_B \) will be \( n - k \). Then, \( p_1 \) and \( p_2 \) are calculated as follows

\[
p_1 = \lfloor \log_2 C_n^k \rfloor, \quad p_2 = \log_2((c_A)^k) + \log_2((c_B)^{n-k}),
\]

where \( C_n^k \) is the binomial coefficient and \( \lfloor . \rfloor \) denotes the integer floor operator. The number of information-carrying bits in each sub-block is \( p = p_1 + p_2 \). An example of the index mapping process is illustrated in Table I.

| Index Bits | Indices for \( C_A \) | Sub-block |
|------------|----------------------|-----------|
| [0, 0]     | 1, 2                 | \( [A^{(1)}, A^{(2)}, B^{(1)}, B^{(2)}] \) |
| [0, 1]     | 2, 3                 | \( [B^{(1)}, A^{(1)}, A^{(2)}, B^{(2)}] \) |
| [1, 0]     | 3, 4                 | \( [B^{(1)}, B^{(2)}, A^{(1)}, A^{(2)}] \) |
| [1, 1]     | 4, 5                 | \( [A^{(1)}, B^{(1)}, B^{(2)}, A^{(2)}] \) |

Fig. 1 depicts the design for a basic DM-IM-3D-OFDM system with a block of sub-carriers. The symbols transmitted in a block are expressed as the matrix \( X \in \mathbb{C}^3 \times n \), which is represented in the frequency domain as \( X = [X(1), X(2), ..., X(n)] \), where \( X(\varphi) \in \{C_A, C_B\}, 1 \leq \varphi \leq n \). Note that the design of 3-D constellations for constructing the symbol matrix \( X \) is detailed in [16]. The look-up table in Table I may be used to create an \( X \) block. For each sub-block, the channel impulse response (CIR) matrix of the Rayleigh fading channel is shown in the frequency domain as follows

\[
H = \begin{pmatrix}
H_{11} & H_{12} & \ldots & H_{1n} \\
H_{21} & H_{22} & \ldots & H_{2n} \\
H_{31} & H_{32} & \ldots & H_{3n}
\end{pmatrix} = \begin{pmatrix}
H_1 \\
H_2 \\
H_3
\end{pmatrix},
\]

where \( H = [H_1; H_2; H_3]^T \in \mathbb{C}^{3 \times n} \) is matrix of size \( 3 \times n \). and the components \( H_i \in \mathbb{C}^{1 \times n} \), \( 1 \leq i \leq 3 \), have the identical and independent distribution with zero mean and unit variance.

![Diagram of simple DM-IM-3D-OFDM](image)

The received signal matrix \( Y \in \mathbb{C}^{3 \times n} \) is performed as follows

\[
Y = HX + Z,
\]

where \( Z \) denotes the additive white Gaussian noise (AWGN), \( Z \in \mathbb{C}^{3 \times n} \), \( Z = [Z_1, Z_2, Z_3]^T \) and the components \( Z_j \in \mathbb{C}^{1 \times n} \), \( 1 \leq j \leq 3 \), have the identical and independent distribution with zero-mean and variance of \( \sigma^2 \).
III. PROPOSED DUAIM-3DNET

This section describes the training process and online deployment of the proposed DUAIM-3DNet detector and the neural network structure for our detector is also presented.

A. Structure of DUAIM-3DNet

The proposed DUAIM-3DNet structure is illustrated in Fig. 2 which consists of two identical parallel sub-nets, namely IndexNet and SymbolNet. First, we use a zero-forcing (ZF) channel equalizer to obtain the equalized received signal as $Y = YH^{-1}$. The channel matrix $H$ and the received signal matrix $Y$ are known at the receiver. The IndexNet is responsible for extracting index state characteristics of carriers whose input is a vector, by flattening the received signal’s energy matrix represented as $Y_E$. The SymbolNet is used for demapping the symbol modulation, whose input is the real imaginary part vector by flattening the equalized signal matrix $Y$, $Y_R$ and $Y_I$, respectively. In the second step, outputs of the two sub-nets are concatenated and flattened into a new one-dimensional feature, and then the two FC layers are used to recover the transmitted message $b$.

Fig. 2. Structure of the proposed DUAIM-3DNet.

Each sub-net, i.e., IndexNet and SymbolNet, in DUAIM-3DNet consists of two hidden layers. The number of nodes in the output layer is equal to the number of predicted bits in each sub-block, i.e., $n_{out} = p$. Details of IndexNet and SymbolNet parameters are shown in the Table II. In the hidden layer, the Tanh function is used as the activation function $f_{tanh}(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}}$. The sigmoid function $f_{sig}(x) = \frac{1}{1+e^{-x}}$ is used to map outputs in the interval $(0, 1)$. The IndexNet contains two FC layers that use the Tanh function, as illustrated in Fig. 3(a). The numbers of nodes of two hidden layers are $n_{I1}$ and $n_{I2}$, where $n_{I2}$ is the number of output nodes of the network and the output of the network is performed by $z_{index}$. Similarly, the SymbolNet contains two FC layers whose activation function is Tanh, as depicted in Fig. 3(b). It can be seen from the figure that $n_{S1}$ and $n_{S2}$ are the numbers of nodes of the FC layers. In particular, $n_{S2}$ is the number of output nodes of the network, given that the output of the network is performed as $z_{sym}$. The output of IndexNet and SymbolNet will be used as input of OutNet block.

Therefore, the final output can be performed as follows

$$\hat{b} = f_{Sig}(W_{out}[f_{tanh}(W_1[z_{index}, z_{sym}] + b_1)] + b_{out}), \quad (5)$$

where $W_1$, $W_{out}$, $b_1$, $b_{out}$ denote the weights and biases of the two output FC layers.

B. Model Training

Training the DUAIM-3DNet network is implemented by Tensorflow which requires a large amount of training data. Before using the proposed DUAIM-3DNet detector, it is necessary to offline train the DUAIM-3DNet model using the simulation data. To get a corresponding set of transmitted matrix $X = f_{DM-IM-3D-OFDM}(b)$, multiple sequences of $p$ bits denoted by $b$ are randomly generated. Then, under the influence of the Rayleigh fading channel and AWGN, these matrices are transmitted to the receiver. In accordance with their established statistical models, the channel matrix and noise matrix are also randomly created and changed from one bit sequence to another. A block of $Y$ received signal values is referred to as a data sample. The SymbolNet and IndexNet are learned simultaneously from any data sample. The inputs of the IndexNet and SymbolNet are $(n_{sample}, 3n)$ and $(n_{sample}, 6n)$, respectively, where $n_{sample}$ is the sample size.

The DUAIM-3DNet model is trained to reduce the BER, through reducing the discrepancy between sequence $b$ and its predicted sequence $\hat{b}$. We use a loss function that is often employed in regression models, namely, mean-squared error (MSE), as follows:

$$\chi(b, \hat{b}; \alpha) = \frac{1}{p} \|b - \hat{b}\|^2, \quad (6)$$

where $\alpha = \{(W_1, W_{out}, |b_1|, |b_{out}|)$ are the weights and biases of model, respectively. We use Adam optimizer [26] and the learning rate is represented by $\eta$. In order to train DUAIM-3DNet efficiently, the training SNR level (referred to as $\beta_{train}$) used for training must be chosen properly, since the performance of the trained model is very sensitive to the training SNR. Note that it is crucial to choose the best $\beta_{train}$ so that the model trained by this training SNR performs well for any other testing SNR of interest. For instance, the noise impact will not be included in the training if $\beta_{train}$ is too large,
which will result in a poor performance of the DNN model in the testing phase. We will demonstrate the justification for choosing a suitable training SNR based on experiments in Section IV - Simulation Results.

C. Online Deployment

After offline training, the DualIM-3DNet model with optimized parameter $\alpha$ is used for online delivery of detection of DM-IM-3D-OFDM signals with SNRs and channels of interest. The proposed method, in particular, may be used in real-time to estimate data bits over a variety of channel fading situations without the need for extra training for $\alpha$. By feeding the received DualIM-3DNet signal and the corresponding channel information, our detector quickly and autonomously outputs the predicted bits.

IV. SIMULATION RESULTS

In this section, we provide simulation results in terms of BER and detection runtime. The ML detector is used as the baseline. For training, we use a training data size of $5 \times 10^4$ for each epoch with a batch size of 100 and the number of epochs is set to 500. During training, data samples are randomly generated with each batch. Therefore, we have a total of $25 \times 10^6$ different data samples. The learning rate $\eta$ is set to 0.001. Meanwhile, other parameters of DualIM-3DNet and parameters of DM-IM-3D-OFDM are detailed in Table III. Although the proposed model considers only Rayleigh fading channels in the experiments, the DualIM-3DNet detector still performs well under other channel models.

A. BER Performance

In Fig. 4, we demonstrate the BER performance obtained by the DualIM-3DNet scheme at different training SNRs, where simulation parameters are provided in Table III. It can be seen that the BER performance of our proposed detector significantly varies when changing the training SNR. More specifically, when training with low training SNRs such as 7 dB, our DualIM-3DNet detector achieves the best BER performance at low SNR regions, while using higher training SNRs such as 15 dB, our proposed DualIM-3DNet tends to achieve better performance at high SNRs. Moreover, if the training SNR is too large, such as $\beta_{\text{train}} = 20$ dB, the BER performance of the proposed DualIM-3DNet significantly degrades. Based on this observation, in order to achieve the best performance in a wide range of testing SNRs, we propose to train our DNN detector using two training SNRs, namely 7 dB and 15 dB, as shown in the following.

Based on the results observed from Fig. 4, we found that in order to effectively train the DNN model, we can train our detector with two training SNRs at the same time, denoted as $\beta_{\text{train}}^{(1)}$ and $\beta_{\text{train}}^{(2)}$. More specifically, for each epoch, which is determined by epoch $\equiv 0 \mod 2$, is trained with $\beta_{\text{train}}^{(1)}$, and the remaining epochs are trained with $\beta_{\text{train}}^{(2)}$. Each training SNR will be trained with the same number of samples, which are different from each other. We train the model with two training SNRs, namely, $\beta_{\text{train}}^{(1)} = 7$ dB and $\beta_{\text{train}}^{(2)} = 15$ dB. Using such the proposed training strategy, we compare the BER performance between the proposed DualIM-3DNet and the ML detector in Fig. 5, where the system parameters of DM-IM-3D-OFDM and the DNN parameters of DualIM-3DNet are highlighted in Table III. It is shown from Fig. 5 that the proposed DualIM-3DNet achieves the BER performance very close to that of the ML. More specifically, the performance gap between our detector and the baseline is less than 1 dB across all SNRs.

B. Runtime Complexity

We transform the DualIM-3DNet model developed in the Tensorflow environment to the MATLAB environment and compute its runtime to assess the complexity of DualIM3DNet. Since the ML detector is also run by the MATLAB using the same computer in order to guarantee a fair comparison. The runtime is measured in seconds for both our DualIM-3DNet and the ML benchmark. The system parameters and DNN model parameters are illustrated in Table IV. It is shown from Table IV that the runtime complexity of both detectors is compared in Table III. The runtime complexity of both detectors is compared in Table IV. It is shown via this table that the runtime of the ML is 0.001 seconds, which is significantly higher than that of the proposed DualIM-3DNet, which consumes only 0.0003 seconds. This
confirms the benefit of our proposed DNN detector in terms of runtime complexity compared to the traditional ML detector.

\begin{table}[!h]
\centering
\begin{tabular}{|c|c|c|}
\hline
$\{n, k, c, g_p\}$ & ML & DuaIM-3DNet \\
\hline
$\{4,2,2,2\}$ & 0.001 & 0.0003 \\
\hline
\end{tabular}
\caption{Runtime of proposed DuaIM-3DNet and ML detector in seconds}
\end{table}

V. CONCLUSIONS

In this paper, we proposed the DuaIM-3DNet detector for the DM-IM-3D-OFDM system. In particular, we designed a novel DNN structure for DuaIM-3DNet. Our proposed consists of three sub-neural networks, namely IndexNet for estimating active indices, SymbolNet for estimating 3D-constellation symbols, both relying on the pre-processed data of the received signal and CSI, and then the final DNN called OutNet that combines both IndexNet and SymbolNet for recovering data bits. Once trained with simulated dataset, the proposed detector can be deployed for detecting data bits in an online manner with very low runtime. Our simulation results showed that the proposed DuaIM-3DNet detector can achieve near-optimal BER performance at remarkably lower runtime complexity compared to the conventional ML detector.
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