We study Hamiltonian truncation in boosted frames. We consider the thermal and magnetic field deformations of the 2d Ising model using TCSA at finite momentum. We find that even with moderate momenta, the spectrum and time-dependent correlation functions become significantly less dependent on the volume of the system. This allows for a more reliable determination of infinite volume observables.
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1 Introduction

Hamiltonian truncation [1–3] is a promising numerical technique for computing the non-perturbative data of a QFT\(^1\). It provides both the energy spectrum as well as the Hamiltonian eigenstates, making it a natural approach for calculating the evolution of states in time, and thus of various time-dependent observables. It also expresses all quantities solely in terms of the degrees of freedom of the QFT itself. Due to the need to discretize the QFT data, traditionally, Hamiltonian truncation is formulated in finite volume. This is also sensible given Haag’s theorem, which states that eigenstates of an interacting theory are orthogonal to the eigenstates of a free theory at infinite volume. However, a relic of Haag’s theorem persists even at finite volume because, in practice, one finds that the states can have significant sensitivity to the volume. If observables have too much sensitivity to the volume, then it can become difficult in practice to robustly extract their infinite volume limit.

On the other hand, it has long been known that lightcone quantization can be formulated directly in the infinite volume limit, and so while it might be too strong to say that it solves the problems of volume sensitivity, it at least converts them into a rather different form. In this case, discretization is achieved by introducing some basis of discrete functions to parameterize the wavefunction. The basis is labeled by

\(^1\)For some recent development and applications of Hamiltonian truncation, see [4–25] and the references of [26].
a dimensionless discrete parameter. Crucially, in lightcone quantization, the Fock vacuum state does not mix with any other states, even in the presence of interactions. It thus remains trivial, and old-fashioned perturbation theory on the lightcone closely resembles calculations using Feynman diagrams. Indeed, bubble diagrams are excluded and therefore there is no sensitivity to the volume at all. However, there is a price for keeping the vacuum trivial: the naive lightcone Hamiltonian needs to be corrected by integrating out lightcone zero modes. In some cases, this correction is simple to calculate and is perturbative in the couplings, but in some other cases, the correction can be non-perturbative [27]. In particular, if the theory undergoes a phase transition, the corrections are generally expected to be non-perturbative, and therefore it is not always possible to apply lightcone quantization without having already solved the theory.\(^2\)

The goal of this work is to point out a practical approach to get the best of both worlds. Specifically, we want to obtain approximate volume independence and thus reliable results for correlation functions, while still accommodating a phase transition. The idea is to take the standard equal-time quantization Hamiltonian truncation in finite volume, but consider states with a finite boost, or with a finite momentum. We will show that even with moderate momenta one can already achieve volume independence over a large range of couplings.

In order to understand the effect of boosts, we first study one of the classic systems considered in the original Truncated Conformal Space Approach (TCSA) [2, 28]: the Ising model deformed by thermal and magnetic field operators. This system is an ideal toy model as it conveniently has both integrable and non-integrable limits, a phase transition in the thermal deformation, as well as universal features that are generic to any case of a CFT deformed by relevant operators. We first begin with the two integrable deformations - deformation with only the thermal operator and deformation with only the magnetic operator. In both cases, we study the volume-dependence in standard TCSA (at zero momentum) of the two-point function of the trace of the stress tensor, also known as the $c$-function. We show that even with $O(30000)$ basis states, the $c$-function is strongly dependent on the volume outside of at most a narrow range of couplings. In the case of the thermal deformation by the $\varepsilon$ operator, the dependence is so strong that no reliable determination of the infinite volume limit is possible. In the case of the magnetic deformation $\sigma$, the contributions of some bound states also have a considerable variation with volume.

We then show in section 3 that with even moderate boosts, the volume-dependence of the $c$-function can be drastically reduced, yielding stable results which agree well with

---

\(^2\)In some cases, though non-perturbative, the corrections simply amount to a change in the bare parameters.
integrability. Next, we consider generic non-integrable cases, both on the symmetry preserving and on the symmetry broken side. In contrast to standard TCSA, in all cases observables in the boosted frame display volume independence over a range of couplings, producing a universal volume-independent extrapolation curve. For small explicit breaking (i.e. for a small magnetic field), we also examine the spectrum of the Hamiltonian, which is expected to undergo a phase transition as a function of the thermal deformation parameter. This phase transition is more clearly visible at finite momentum. Indeed, the spectra on each side of the phase transition appear nearly independent of volume while at the same time being very distinct from each other, as shown in Fig. 11.

We conclude in section 4 with a brief examination of the connection between the boosted Hamiltonian and the lightcone quantization approach. In particular, in the numerical spectrum of the lightcone Hamiltonian $P_+$, one can see the appearance of a clear low-energy sector accumulating near $P_+ = 0$ as the boost is increased. This sector suggests that one can, with a proper definition of an effective Hamiltonian, $P_+^{\text{eff}}$, restrict the theory entirely to a chiral basis which has $P_+ = 0$ before turning on the deformations. Such a formulation will not have any volume dependence.

2 TCSA in the Rest Frame

In this paper, we consider the example of the thermal deformation and magnetic deformation of the 2d Ising CFT, one of the classic systems studied by TCSA. In TCSA, we put a CFT Hamiltonian $H_0$ on a cylinder of radius $R$, and deform it by CFT relevant operators to reach the target QFT in the IR. The Hamiltonian we are interested in is given by

$$H = H_0 + \frac{1}{2\pi} \int_0^{2\pi R} dx \left( m \epsilon(x) + g \sigma(x) \right).$$

with

$$H_0 = \frac{1}{2\pi} \int_0^{2\pi R} dx (\bar{\psi} \partial \psi + \bar{\psi} \partial \bar{\psi}).$$

The infinite volume limit is reached via taking $R \to \infty$, or equivalently $m, g \to \infty$ in units of $R = 1$. In the continuum limit, the theory depends only on the dimensionless parameter

$$\eta = \frac{m}{\hbar^{8/15}}, \quad \text{with } g = 2\pi \hbar.$$

The Ising CFT with the Hamiltonian given in (2.2) is described by a massless free fermion, and the $\epsilon$ deformation is just the fermion mass term. So the $g = 0$ case is integrable and can be used to check the numerical result. The $m = 0$ case is also well
understood because the $\sigma$ deformation is integrable. In this section, we study these two cases using TCSA in the rest frame, as baselines for improvement in the next section.

We provide the details of TCSA for the Ising model in appendix A. The idea of TCSA is simply to express IR physics in terms of the UV CFT states. In practice, in order to be able to perform the computation on a computer, we truncate the basis such that it only includes states that satisfy $E \leq \Lambda$, where $E$ here is the energy of a CFT basis state (i.e., its $H_0$ eigenvalue) and $\Lambda$ is an energy cutoff. In this paper, the results are mostly obtained with $\Lambda \approx 40$ (in units where $R = 1$). For reference, for the rest frame TCSA that we are considering in this section, there are 26223 states for $\Lambda = 40$, including both the Neveu-Schwarz sector and the Ramond sector.

We will be interested in the Zamolodchikov $c$-function, which can be computed by integrating (or summing over) the spectral density of the trace of the stress-energy tensor $\Theta$. Specifically, the trace of the stress-energy tensor for the Hamiltonian (2.1) is given by

$$\Theta = \frac{1}{2\pi} ((2 - \Delta_\varepsilon) m\varepsilon + (2 - \Delta_\sigma) g\sigma),$$

(2.4)

where $\Delta_\varepsilon = 1$ and $\Delta_\sigma = 1/8$. In TCSA, the spectral density is computed by

$$\rho_\Theta (\mu^2) = \sum_{i \geq 1} |\langle \Omega | \Theta | E_i \rangle|^2 \delta (\mu^2 - \mu_i^2), \quad \text{with} \quad \mu_i \equiv E_i - E_0$$

(2.5)

where $|\Omega\rangle$ is the vacuum state and $|E_i\rangle$ is the $i+1$-th eigenstate ($i \geq 1$) of the Hamiltonian (2.1) with eigenvalue $E_i$ (in this convention, $|\Omega\rangle \equiv |E_0\rangle$)$^3$. Using $\rho_\Theta$, we can then compute the $c$-function via

$$c(\mu) = 12\pi \int_0^{\mu^2} d\mu'^2 \rho_\Theta (\mu'^2) \frac{\mu'^2}{\mu^4}. $$

(2.6)

In this section, we will focus on computing the mass gaps ($m_{\text{gap}} = E_1 - E_0$) and the $c$-functions of the $\sigma$ deformation and the $\varepsilon$ deformation of the Ising model.

### 2.1 Thermal deformation of the Ising model

For the $\varepsilon$ deformation, to minimize the finite-volume corrections, we need to take $m$ large. However, for the truncation to be precise, we need $\Lambda \gtrsim m$, which causes the number of states required to grow exponentially. This is a numerical manifestation of Haag’s theorem in finite volume. Whether a good truncation result is reached, depends on the existence of a Goldilocks regime where $m$ is sufficiently large to suppress the

---

$^3$Here, we are assuming that the states are orthogonal and normalized to have norms $\langle E_i | E_i \rangle = 4\pi\mu_i$ for $i \geq 1$ and $\langle E_0 | E_0 \rangle = 1$. 

---
Figure 1. **Left panel:** The mass gap $m_{\text{gap}}$ measurement in the rest frame. The plot shows the dependence of $m_{\text{gap}}$ as a function of $m/\Lambda$. For $m R \geq 1.0$, the results at different $\Lambda$ and $m$ form a universal behavior. $m R = 0.5$ sits outside of the universal fit, indicating that the finite-volume effect is significant. **Right panel:** Measurement of the $c$-function in the rest frame. Because truncation always renders a discrete spectrum, the resulting $c$-function is a series of steps. For $m R = 1$, the truncation result roughly agrees with the theoretical result (black line) given in equation (2.7). The truncation result for $m R = 0.5$ deviates from the theoretical result because of finite-volume effects. For $m R = 2$ and $m R = 4$, the deviation from the theoretical result is due to truncation error, as can be seen by comparing the results at $\Lambda R = 20$ and $\Lambda R = 42$.

finite volume correction while the truncation error is still under control. The numerical result of measuring the mass gap $m_{\text{gap}} = E_1 - E_0$ using the first two eigenvalues of the Hamiltonian is shown in the left panel of Figure 1. The nice agreement between various $m$ can be used to obtain an extrapolation to the infinite volume, infinite truncation limit that agrees with the known result at better than 0.1% accuracy. It seems to suggest that the truncation is accurate for a wide range of $m$.

However, if we take a step further to measure the Zamolodchikov $c$-function\(^4\), as shown in the right panel of Figure 1, we see that we do not have a stable measurement, consistent over a range of $m$. Essentially, we get a numerical result that roughly matches the correct answer only if we tune close to $m R = 1$, and without a priori knowledge of the exact answer, we would have no way to know this. In a generic situation where we do not know the answer ahead of time, to extract the $c$-function from truncation results it is necessary for them to be stable over a range of $m$. Note that, as shown in the right

\(^4\)In this case, the $c$-function is simply given by

$$c(\mu) = \frac{1}{2} \left( \frac{\mu^2 - 4m^2}{\mu^2} \right)^{3/2}.$$ (2.7)
panel of Figure 1, at $mR = 1$, the $c$-function has roughly converged as a function of $\Lambda$ by $\Lambda = 20$, but for larger values of $mR$ it has not and is moving significantly. Thus $mR = 1$ is at a kind of sweet spot for the value of $m$ in that finite volume corrections are suppressed, but truncation effects have not yet started to grow significantly. We expect that the main truncation effects at large $m$ are due to the orthogonality catastrophe. We will see that at both $mR < 1$, where finite-volume effects dominate, and $mR > 1$, where truncation effects dominate, going to a boosted frame drastically improves the results for the $c$-function.

### 2.2 Magnetic deformation of the Ising model

In this subsection, we study the $\sigma$ deformation of the Ising model, and will find that the situation is similar to what we found for the $\varepsilon$ deformation in the previous subsection. That is, while one can obtain a precise measurement of the mass gap from TCSA in the rest frame, the measurement of the $c$-function suffers from much more volume dependence which makes it more challenging to robustly extract the infinite volume behavior.

As mentioned above, the magnetic deformation of the Ising model by the $\sigma$ operator is also integrable. The spectrum consists of eight bound states whose masses $m_i$ are related by an $E_8$ symmetry. Each bound state has a finite contribution to the Zamolodchikov $c$-function. These are all known analytically, see [29] for the derivation. We present the lowest spectrum and their contributions to the $c$-function that are relevant to the discussion in this paper in the following table for later reference:

| index $i$ | $m_i$ | $c_i$ |
|-----------|-------|-------|
| $i = 1$   | $Ch^{8/15} = (4.40490858...) h^{8/15}$ | 0.472038282 |
| $i = 2$   | $2 m_1 \cos \frac{\pi}{5} = (1.6180339887...) m_1$ | 0.019231268 |
| $i = 3$   | $2 m_1 \cos \frac{\pi}{30} = (1.9890437907...) m_1$ | 0.002557246 |
| $i = 4$   | $2 m_1 \cos \frac{7\pi}{30} = (2.4048671724...) m_1$ | 0.000700348 |

**Table 1.** Masses and contributions to the $c$-function from the first several bound states of the $\sigma$ deformation of the Ising model [29].

The constant $C$ in the above table is given by

$$C = \frac{4\sin \frac{\pi}{5} \Gamma \left( \frac{1}{5} \right)}{\Gamma \left( \frac{3}{5} \right) \Gamma \left( \frac{3}{15} \right)} \left( \frac{4\pi^2 \Gamma \left( \frac{3}{4} \right) \Gamma^2 \left( \frac{13}{16} \right)}{\Gamma \left( \frac{1}{4} \right) \Gamma^2 \left( \frac{3}{16} \right)} \right)^{4/15}. \tag{2.8}$$

Our task in this subsection is to compute these observables in TCSA in the rest frame and compare them to the theoretical results. Note that the first three bound states
Figure 2. The relationship between the mass gap and the coupling constant $g = 2\pi h$ can be obtained using integrability, which gives $m_1/h^{8/15} = 4.40490857$. From truncation, we can determine this number by finding the range in $g$ where $(E_1 - E_0)/h^{8/15}$ is constant, such as $1 \lesssim gR^{15/8} \lesssim 32$ in the above plot. Simply picking $gR^{15/8} = 5$, we have $(E_1 - E_0)/h^{8/15} = 4.404921$, which is in good agreement with the theoretical result.

The magnetic deformation of the Ising model is one of the first several models studied using TCSA in the literature [2]. The computation done in this subsection is exactly the same as in [2], except that we go to higher truncation (we use $\Lambda = 40$ with 26223 states compared to $\Lambda = 11$ with 39 states in [2]). The result for the mass gap $m_{\text{gap}} = E_1 - E_0$ is given in Figure 2. One can see that in the range $1 \lesssim gR^{15/8} \lesssim 32$, the mass gap is basically given by $^5 m_1 = C' \left( \frac{g}{2\pi} \right)^{8/15}$ with $C' \simeq 4.404921$, which is very close to the integrability result (2.8). In fact, the dominant finite volume corrections to the mass gap are the so-called “$\mu$” terms, from the production of virtual particles going ‘around the world’ [30]. We will see that this leading correction is suppressed in a boosted frame.

However, if we measure the contributions to the $c$-function from the first three bound states, shown in Figure 3, we see that the range where the truncation result agrees with the theoretical result shrinks as we go from $c_1$ to $c_3$. The result is especially bad for $c_3$, where it only roughly agrees with the theoretical result for a small range of $g$. Therefore, the situation here is similar to the $\varepsilon$ deformation case that we discussed in the last subsection, that is, the measurement of the mass gap is accurate in TCSA in the rest frame, but not so for other more complicated observables.

$^5$Here we simply pick the value measured at $gR^{15/8} = 5$, since the result is stable over a large range of $g$. 

in the above table are below the two-particle continuum of the first bound state, and these will be our focus in this subsection.
Figure 3. Contributions to $c$-function from the first three $E_8$ states computed using TCSA in the rest frame, with $\Lambda R = 40$. The last plot is an aggregation of the first three plots. The black dashed lines are the theoretical results from integrability given in Table 1 for comparison.

3 TCSA in Boosted Frames

In the last section, we have studied TCSA in the rest frame. Although the mass gap measurement is accurate in a range of volumes, the $c$-function suffers from strong volume dependence, and no reliable measurement can be extracted, especially for the $\varepsilon$ deformation. In this section, we aim to improve the truncation results by going to boosted frames.

In a boosted frame with momentum $p$, the TCSA basis consists of CFT states with momentum $p$, but otherwise the Hamiltonian truncation calculation follows the traditional rest frame computation. The Hilbert space is truncated by only including states that satisfy $E^2 - p^2 \leq \Lambda^2$. In Table 2, we provide a comparison of the basis sizes for different values of $\Lambda$ and $p$. One can see that for the cases considered in this paper, the basis size does not depend on $p$ much, and boosting actually decreases the basis.
Table 2. Number of states for different values of $p$ and $\Lambda$ that are used in this paper.

| $\Lambda R = 40$ | $pR = 0$ | $pR = 2$ | $pR = 4$ | $pR = 6$ | $pR = 8$ | $pR = 10$ | $pR = 12$ |
|------------------|----------|----------|----------|----------|----------|----------|----------|
| 26223            | 26067    | 25841    | 25211    | 24593    | 25810    | 24764    |
| $\Lambda R = 42$ | 37104    | 36998    | 36501    | 35956    | 34862    | 36906    | 35222    |

size slightly\(^6\). For more details, see appendix A.

One subtlety about doing TCSA in a boosted frame is that the vacuum is not included in the boosted sector of the Hilbert space, which has two consequences. First, we still need to use the rest frame vacuum state $|\Omega\rangle$ when computing vacuum expectation values or spectral densities. Second, the effective vacuum energy seen by the boosted frame spectrum also needs to be measured from the rest frame data. Practically, we have found that the best procedure for determining the vacuum energy in a boosted frame is to require that the mass gaps measured in a boosted frame and the rest frame are the same\(^7\). To be concrete, let us denote the eigenstates of the Hamiltonian (2.1) in a boosted frame with momentum $p$ by $|E^p_i\rangle$ (with $i \geq 1$, since the first eigenstate is a single-particle state instead of the vacuum), where $E^p_i$’s are the corresponding eigenvalues. We compute the vacuum energy in this boosted frame by the following formula\(^8\)

$$E^p_{\text{vac}} = E^p_1 - \sqrt{m^2_{\text{gap}} + p^2},$$

(3.1)

where $E^p_1$ is the first eigenvalue of the Hamiltonian in this boosted frame, and $m_{\text{gap}}$ is measured in the rest frame as we did in the last section. Then, the invariant mass of a boosted frame eigenstate with eigenvalue $E^p_i$ is given by

$$\mu_i = \sqrt{(E^p_i - E^p_{\text{vac}})^2 - p^2}.$$  

(3.2)

The spectral density of the trace of the stress-energy tensor $\Theta$ is given by

$$\rho_\Theta (\mu^2) = \sum_{i \geq 1} |\langle \Omega | \Theta | E^p_i \rangle|^2 \delta(\mu^2 - \mu_i^2),$$

(3.3)

\(^6\)This is not the case if we continue to increase $p$. For example, for $pR = 14$ and $\Lambda R = 40$, there are 30763 states. The point is that the dependence of the basis size on $p$ is weak in the regime that we are considering, compared to exponential dependence on $\Lambda$.

\(^7\)Interestingly, this procedure works better than directly using the vacuum energy measured in the rest frame as the boosted frame vacuum energy. This is likely due to the breaking of Lorentz invariance due to finite volume effects, leading the vacuum energy to have a weak dependence on the inertial frame.

\(^8\)For the $\varepsilon$ deformation case, we restrict to the NS sector, and $m_{\text{gap}}$ means the two-particle threshold, since in this case the first non-vacuum state is a two-particle state.
where $|\Omega\rangle$ is the rest frame vacuum and the states are normalized to have norms 
$\langle E^p_i | E^p_j \rangle = 4\pi \sqrt{\mu^2_i + p^2} \delta_{ij}$. Note that this is very similar to the rest frame formula given in (2.5) except that the normalization of the states is different. The $c$-function in the boosted frame is again given by equation (2.6).

The procedure outlined here is used to compute the $c$-function from the boosted frame TCSA data in the rest of this section.

3.1 Obtaining accurate $c$-functions from TCSA in boosted frames

In this subsection, we use the procedure outlined above to compute the $c$-functions for the two integrable deformations of the Ising model, and show that the results obtained this way are much more accurate than those given in section 2.

![Figure 4](image)

**Figure 4.** Measurement of the $c$-function for the $\varepsilon$ deformation. **Top left panel:** The $c$-functions for $mR = 2.0$ measured in the boosted frames with different values of $p$. **Top right panel:** The $c$-functions for different values of $m$ measured in the boosted frame with large momentum $pR = 12$. **Bottom panels:** Smooth interpolations of the top panels, obtained by first taking a Padé approximant of the momentum space time-ordered correlator $\langle \Theta(p)\Theta(-p) \rangle$ in the variable $z$, where $p^2 = 16m^2/(z + z^{-1} + 2)$, and then taking the imaginary part. The details of this interpolation method are discussed in [31]. The insets are the differences between the Padé approximation results and the theoretical result.
Figure 5. Measurement of the spacial correlator $G_\Theta(r)$. **Top Left:** Ratio of the truncation data $G_\Theta(r)$ to the theoretical result $G_{\Theta,\text{theo}}(r)$, as a function of the space-like separation $r$. The rest frame result (green) never reaches a stable plateau at any values of $r$, while the boosted frame results are accurate for some range of $r$, and the range increases as we take higher boost. **Top Right:** $G_\Theta(r = R)$ at a fixed separation $r = R$, as a function of the system’s volume $mR$. Again, the rest frame result (green) is never consistent for any range of $m$, while the boosted result stay within a few percent error for the range $1.0 < mR < 2.0$. **Bottom Left:** Convergence of the truncation result for $G_\Theta(r = R)$ as a function of cutoff $\Lambda$, measured at $mR = 1.0$. Compared to the rest frame result (green), the boosted frame result typically has a smaller error for a fixed $\Lambda$. Higher boost $pR = 8$ result (red) has a better extrapolated result than the lower boost $pR = 4$ result (magenta), while requiring a higher $\Lambda$ to reach the linear regime. **Bottom Right:** Same as the bottom left plot, but at $mR = 2.0$, which corresponds to a larger volume. The rest-frame result (green) is significantly worse than that of $mR = 1.0$, while the boosted results remain accurate.
For the $\varepsilon$ deformation, we take the universal fit of the mass gap in the left panel of Figure 1 as the $m_{gap}$ in equation (3.1) to obtain the vacuum energy in the boosted frame. Then, we use equation (3.2) to compute the center-of-mass energies of the spectrum, and the rest frame vacuum state to compute the spectral density of $\Theta$, which is then used to compute the $c$-function. We present the result of the $c$-functions obtained this way in Figure 4. From the top-left panel of Figure 4, one can see that for a specific value of $m$, the $c$-functions obtained from the TCSA data in boosted frames with different values of $p$ agree much better with the theoretical result than the rest frame one. In the top-right panel of the Figure 4, we show that the $c$-function is accurate for a significantly larger window of mass $m$ and energy scale $\mu$ in the boosted frame. Note that in the rest frame result shown in the right panel of Figure 1, only the $m = 1$ $c$-function is close to the theoretical result. Therefore, the boosted frame result shown in Figure 4 is a significant improvement compared to that of the rest frame. In the bottom panels of Figure 4, we used the Padé approximation trick of [31] to get smooth interpolation of the plots in the top panels, which again confirmed that boosting gives better results.

It is also useful to look at the position space correlators $G_{\Theta}(r) \equiv R^4 \langle \Theta(x)\Theta(0) \rangle$ for a space-like separation $|x| = r$, which can be obtained from the spectral density $\rho_{\Theta}$ as an integral

$$G_{\Theta}(r) = R^4 \int d\mu^2 \rho_{\Theta}(\mu) \int \frac{dp^2}{2\pi} \delta(p^2 - \mu^2) e^{ip \cdot x} = R^4 \int d\mu^2 \rho_{\Theta}(\mu) \frac{1}{2\pi} K_0(\mu r).$$

The advantage of this measurement is that it also smooths out the discrete truncation result for $\rho_{\Theta}$, so we can see the details of $\rho_{\Theta}$ hidden by the discrete jumps. The position space correlator results are shown in Figure 5. The boosted frame results have significantly less volume dependence, and remain accurate across a wide range of $m$ and $r$. A larger boost improves the accuracy at higher $m$ provided that the cutoff $\Lambda$ is sufficiently large.

For the $\sigma$ deformation, the mass gap measured in the rest frame is given in Figure 2. We then use the procedure outlined at the beginning of this section to compute the contributions to the $c$-function from the first three $E_8$ states in boosted frames. We compare the result of $c_i$ with $i = 1, 2, 3$ in a boosted frame with those of the rest frame in Figure 6. One can see again that boosting improves the accuracy of the measurements significantly. In all three cases, the ranges of $g$ where the result is accurate are extended, especially in the small $g$ direction. The improvement is most striking for $c_3$. For the rest frame, $c_3$ only roughly agrees with the theoretical result for a small range of $g$ (specifically, $10 \lesssim gR^{15/8} \lesssim 30$), however, for the boosted frame
with \( pR = 10 \), the agreement is good down to \( gR^{15/8} \sim 0.2 \). We also see that all three \( c_i \)s agree with the theoretical results in roughly the same range of \( g \).

**Figure 6.** Contributions to \( c \)-function from the first three \( E_8 \) states of the \( \sigma \) deformation, computed using TCSA in the rest frame \( pR = 0 \) and in a boosted frame with \( pR = 10 \). The black dashed lines are the theoretical results in Table 1 from integrability for comparison.

### 3.2 Ising model deformed by the \( \sigma \) and \( \varepsilon \) operators

So far, in this section, we have considered the two integrable limits \( g = 0, m \neq 0 \) and \( g \neq 0, m = 0 \), and compared the spectra and \( c \)-functions from truncation with those of the exact solution. In this subsection, we consider the Ising field theory (IFT), where both deformations are turned on, that is, \( g \neq 0 \) and \( m \neq 0 \). For convenience, we parametrize the theory in terms of \( \eta \) and \( t \) defined as follows:

\[
\eta = \frac{m}{h^{8/15}}, \quad t = \sqrt{m^2 + h^{16/15}}, \quad \text{with} \quad g = 2\pi h
\]

(3.5)

where \( \eta \) determines the physics in the infinite volume limit, and \( t \) can be considered as the volume of the system (in the units with \( R = 1 \)). Since the theory is not integrable,
the general strategy of obtaining reliable infinite-volume measurement is by checking the consistency across a range of $\Lambda$ and $t$. For fixed $\eta$, $t$ controls the balance between convergence and finite-volume corrections. For small $t$, the result converges very quickly as $\Lambda$ gets big, but the $\Lambda \to \infty$ limit has a significant finite volume correction. On the other hand, for large $t$, the finite volume correction is exponentially suppressed, but the result is still varying at the values of $\Lambda$ that we are able to go up to, making it more difficult to extrapolate to $\Lambda \to \infty$.

![Figure 7](image_url)

**Figure 7.** Measurement of the relative mass gap $\frac{m_{\text{gap}}}{t}$ at $\eta = 1$ as a function of $t$. Each point is obtained by fitting the data of certain $t$ as a quadratic polynomial of $\frac{1}{\Lambda R}$, and extrapolating to $\Lambda \to \infty$. The error bar is estimated by the difference between the extrapolated values from fitting models that are quadratic and cubic in $\frac{1}{\Lambda R}$. In the infinite volume $t \to \infty$ limit, $\frac{m_{\text{gap}}}{t}$ should approach a constant, but large $t$ data are subject to larger truncation errors. This constant (represented by black dashed line) is estimated from intermediate $t$ data where the values are consistent (with small errors) for a range of $t$.

For a non-perturbative example, we take $\eta = 1$. In Figure 7, we plot the mass gap obtained from TCSA in the rest frame. Similar to the previous sections, the measured mass gap is stable for a range of $t$ that is wide enough to convince us that we have measured the infinite-volume mass gap quite accurately. Using this fit for the mass gap $\frac{m_{\text{gap}}}{t} = 2.38$, we can compute the spectrum and the $c$-function using TCSA in boosted frames. Like the $\eta = 0$ case, the lowest energy eigenstate is a bound state and has a stable finite contribution to the $c$-function in the infinite volume limit, denoted as $c_1$. In Figure 8, we compare measurements of $c_1$ in the rest frame and the $pR = 8$ boosted frame. We see interesting universal behavior in the boosted frame results, with the convergence of $c_1$ following the same function of $\frac{1}{\Lambda}$. We have seen this behavior in the mass gap fit of the $\eta \to \infty$ (that is, $g \to 0$) result in Figure 1. We may interpret this universal behavior as the disappearance of the volume dependence at a large boost. In this case, the convergence only depends on the dimensionless ratio of the UV cutoff $\Lambda$. 
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Figure 8. Measurements of $c_1$, the contribution to the $c$-function from the lowest bound state at $\eta = 1$, as a function of the rescaled inverse cutoff $t/\Lambda$. The rest frame measurement is shown as circles, and the boosted result is shown as diamonds. The circles/diamonds represent the $c_1$ measurements made at different $t$ and $\Lambda$, and data at different $t$ are represented by different colors. The solid curves are obtained by fitting the data with a model of quadratic polynomial in $t/\Lambda$. For the rest frame result, while for $Rt > 0.5$, the curves extrapolate to approximately the same point, for finite $\Lambda$, the results of different $t$ (different colors) converge at different rates. In contrast, at $pR = 8$, the results at different $t$ all join into a universal function of $t/\Lambda$.

and the deformation scale $t$. By contrast, at $p = 0$, there is likely additional volume dependence that changes the rate of convergence.

3.3 Phase transition across $m = 0$

Spontaneous symmetry breaking and phase transitions are interesting phenomena to study with truncation. In this subsection, we explore the phase transition of the Ising field theory in boosted frames and see if there is any improvement. At $g = 0$, the theory has a $\mathbb{Z}_2$ symmetry under which $\sigma \rightarrow -\sigma$ and $\varepsilon \rightarrow \varepsilon$. At $m < 0$, the symmetry is spontaneously broken, and two vacua are formed with $\langle \sigma \rangle \neq 0$. From the broken phase, if we turn on a small $\sigma$ deformation, the symmetry will be explicitly broken and the false vacuum will be lifted with $E_{\text{false}} - E_{\text{true}}$ proportional to the volume. We thus have an interesting phase transition. At $\eta \gg 1$, the IFT is in the "high-temperature" phase containing weakly coupled massive fermions [32], while at $-\eta \gg 1$ (i.e. $\eta < 0$ and $|\eta| \gg 1$) the IFT is in the low energy phase, where fermions are shown to confine
into a tower of mesons [33]. It is challenging to study the $-\eta \gg 1$ regime because it is difficult to resolve the various bound states at finite truncation. Moreover, lifting the false vacuum requires the volume factor $t$ to be large, which in turn requires much higher truncation $\Lambda$.

**Figure 9.** The contribution to $c$-function from the lowest bound state, $c_1$. **Left panel:** the rest frame measurement. The result is still converging, and has a strong dependence on volume. **Right panel:** the boosted frame measurement with $pR = 6$.

**Figure 10.** The $c$-function as a function of the invariant mass $\mu$ at $\eta = -4$. **Left panel:** The rest frame measurement. **Right panel:** The boosted frame measurement with $pR = 10$. In this case, the discrete steps are at the locations of the masses of stable particles that exist in the infinite volume limit, and we see little dependence on $\mu$ as expected.

To give an example of how difficult it is to study the $-\eta \gg 1$ regime in the rest

---

9In the dual bosonic picture, the low energy phase is a double-well potential for a scalar $\phi$, and the fermions are kink and anti-kink solitons that interpolate between the two vacua. In this picture, the $\sigma$ deformation is a linear term $\sim \phi$ that splits the two vacua in energy and therefore causes kink and anti-kink solitons to confine.
frame, in the left panel of Figure 9, we compute $c_1$ at $\eta = -4$. Indeed, the measurement in the rest frame has a strong dependence on the $t$ which measures the volume, making it difficult to extract a stable result. In contrast, the $pR = 6$ boosted frame result in the right panel of Figure 9 is consistent for $1.0 \leq tR \leq 2.0$. Therefore, in the $-\eta \gg 1$ regime, measuring the $c$-function in the rest frame is difficult, but it is still feasible with a sufficiently large boost. We also observe a big improvement in the shape of the $c$-function in boosted frames, shown in Figure 10. In the $-\eta \gg 1$ regime, we expect a series of stable bound states, whose masses $m_i$ and contributions to the $c$-function are expected to not change much for converged, volume-independent truncation. In Figure 10, we see that the behavior of the boosted frame measurement agrees with this expectation, while the rest frame measurement still depends significantly on the volume.

![Graph of the low-lying spectrum of $|\eta| = 4$ IFT as a function of $m$. The lowest and second-lowest eigenvalues are colored blue and red, respectively. Left panel: The rest-frame spectrum. On the $m > 0$ side, there is a stable single-particle state, followed by the multi-particle continuum states. On the $m < 0$ side, the lowest eigenvalue scales with $m$, indicating it is the false vacuum state; the rest of the states shown in the plot are stable bound states. Right panel: The boosted $pR = 8$ spectrum. On the $m > 0$ side the physics is qualitatively the same as the $pR = 0$ case, with less dependence on volume. On the $m < 0$ side, the false vacuum state disappears, and the rest of the states have much less volume dependence.]

To study the phase transition, we fix $|\eta| = 4$ and scan $m \approx t$ from $mR \ll -1$ to $mR \gg 1$. The volume is controlled by $m$, so these two limits correspond to the infinite volume results in each phase. In Figure 11, we show the low-lying spectrum as a function of $m$. We see the correct physics in both the rest frame measurement and the $pR = 10$ boosted frame measurement. At $mR \gg 1$, the spectrum contains a single-particle state

---

$^{10}$This value of $\eta$ is chosen such that the explicit $Z_2$ breaking is small, but not too small to allow a finite-truncation measurement. For more negative $\eta$, the volume required for sufficiently lifting the false vacuum is significantly larger, which in turn requires significantly larger truncation $\Lambda$ to converge.
and a number of two-particle states, forming a quasi-continuum with an accumulation point at $2m_{gap}$. When $m$ is reduced, the spectrum goes through a transition region, where the finite volume effect is significant. At $-mR \gg 1$, the spectrum completely reshuffles into bound states. However, there are significant differences between the $p = 0$ and the $pR = 10$ measurements. At $p = 0$, we see the lowest eigenvalue is proportional to the volume $m$, and this behavior indicates that the corresponding state is the false vacuum, which is being lifted. At $pR = 10$, the false vacuum state disappears from the beginning. Moreover, the volume dependence of the $pR = 10$ results is much weaker than that in the rest frame.

![Figure 12](image1.png)

**Figure 12.** The $P_+ = H - p$ spectra for the $\sigma$ deformation for different values of $g$ and $p$. Each point in the plots represents one eigenvalue of the corresponding $P_+$. We used $\Lambda = 40$ when making these plots.

![Figure 13](image2.png)

**Figure 13.** The $c$-function for the $\epsilon$ deformation at small values of $m$. The truncation results (red and blue) measured in a boosted frame with $pR = 12$ agree with the Discrete Lightcone Quantization (DLCQ) result (green), which is the answer expected at infinite boost.
4 Discussion

In this work we have seen that boosting can improve the results and lessen the dependence on volume, thereby coming closer to approximating the infinite volume answer. At the same time, lightcone (LC) quantization is an approach that keeps the vacuum trivial and therefore has no dependence on the volume. This suggests that even at finite moderate boosts, there is a set of low-energy effective degrees of freedom that are increasingly behaving as if they were quantized on the lightcone. Examining the spectrum of the LC Hamiltonian $P_+ \equiv H - p$ for the $\sigma$ deformation, which we show in Figure 12, we see states accumulating near $P_+ = 0$. Indeed, this is the behavior on the lightcone ($p \to \infty$), where $P_+^{(n)} = m_+^2/(2p)$. The naive expectation is that the $P_+$ low-energy degrees of freedom are simply the chiral modes, that is the multi-particle states which have $P_+ = 0$ before adding the $\sigma$ deformation. In other words, the effective theory is generated by integrating out all states which had $P_+ > 0$ before adding the relevant deformation. The induced LC effective Hamiltonian $P_+^{\text{eff}}$, then acts solely on the chiral states and should have approximately the same spectrum as the low energy spectrum of the full $P_+$ that acts on the whole Hilbert space. This interpretation is consistent with the phenomena we observe upon boosting. In particular, we find that the results become worse if $p \gtrsim \Lambda$, which follows from the fact that the induced LC Hamiltonian is obtained from integrating out modes with $P_+ \sim p$, which thus must be included in the truncation to obtain the correct induced terms. In addition, we can understand the difference in the range of $m$ vs. $g$ needed to obtain good results.

The $\varepsilon$ deformation induces an effective Hamiltonian at $O(m^2)$, and therefore even if $mR \to 0$, so that perturbation theory in $m$ is reliable, one gets the correct LC behavior (see Figure 13). On the other hand, for the $\sigma$ deformation, the LC Hamiltonian must necessarily be non-perturbative in the coupling by dimensional analysis (since the mass dimension of $g$ is $[g] = 15/8$), which implies that when $g$ is small enough for perturbation theory to be valid, the LC effective Hamiltonian will not be properly induced (note the small coupling behavior in Figure 6).

Given the above indirect evidence for an effective LC Hamiltonian, a natural question is whether there is a direct formula for computing it from boosted TCSA data? We will provide an explicit non-perturbative prescription for computing $P_+^{\text{eff}}$ in a future paper [34]. Note, that such a $P_+^{\text{eff}}$, which in general depends non-perturbatively on the relevant couplings, does not mix the Fock vacuum with any chiral states. Formally, it thus has no volume dependence, and is invariant under boosts. However, in practice, if it is non-perturbative in the couplings (such as for the $\sigma$ deformation), it will only be possible to numerically compute it for some range of volumes at finite truncation. Finally, let us note that since the spectrum of $P_+^{\text{eff}}$ approximately matches the spectrum
of the full $P_+$, it will also be able to accommodate a phase transition. In fact, it will be discontinuous across the phase transition, in a manner similar to the right panel of Figure 11.
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A Technical Details of TCSA for the Ising Field Theory

In this paper, we studied the thermal and magnetic deformations of the 2d Ising CFT (free fermion) using TCSA. In this appendix, we provide some technical details about how to compute the $\sigma$ and $\varepsilon$ matrices.

To be specific, the Hamiltonian that we are studying on a cylinder of radius $R$ is given by

$$H = H_0 + \frac{1}{2\pi} \int_0^{2\pi R} dx \left( m\varepsilon(x) + g\sigma(x) \right). \quad (A.1)$$

where $H_0$ is the free fermion Hamiltonian

$$H_0 = \frac{1}{2\pi} \int_0^{2\pi R} dx (\bar{\psi}\partial \psi + \psi\partial \bar{\psi}) \quad (A.2)$$

The Hilbert space of $H_0$ is a direct sum of the Neveu-Schwarz (NS) and Ramond (R) sectors,

$$\mathcal{H}^\text{free} = \mathcal{H}_\text{NS} \oplus \mathcal{H}_\text{R}. \quad (A.3)$$

The NS sector has a unique vacuum $|0\rangle$ and states are built up by acting on the vacuum with fermionic operators $a_{n+1/2}$ and $\bar{a}_{n+1/2}$ ($n \in \mathbb{Z}$). The R sector has degenerate vacua $|\sigma\rangle$ and $|\mu\rangle$, and the exited states are obtained by acting with even number of the fermionic operators $a_n$ and $\bar{a}_n$ ($n \in \mathbb{Z}$) on the corresponding vacua (odd number of fermionic operators switches the vacua). These fermionic operators are the coefficients in the mode expansions of the $\psi$ and $\bar{\psi}$ (for more details, see equations (2.3) and (2.4) of [2]), and they obey the usual anti-commutation relation $\{a_i, a_j\} = \delta_{i+j}$, and similarly for $\bar{a}_i$.

For the interest of this paper, we consider the NS vacuum $|0\rangle$ and the R sector $|\sigma\rangle$ vacuum, and states generated with even number of fermionic operators acting on these
vacua. Specifically, we have

\[ a_{n_1} \ldots a_{n_N} |0\rangle, \quad \text{with} \ n_i, \pi_i \in \mathbb{Z} + 1/2, \quad (A.4) \]

\[ a_{\pi_1} \ldots a_{\pi_N} a_{n_1} \ldots a_{n_N} |\sigma\rangle, \quad \text{with} \ n_i, \pi_i \in \mathbb{Z} \]

where \( n_i, \pi_i \leq 0 \) and \( N + \overline{N} \in 2\mathbb{Z} \). From a 2d CFT point of view, these would correspond to the Virasoro primary states \( |0\rangle, |\varepsilon\rangle, |\sigma\rangle \), and their Virasoro descendants. These states are the eigenstates of \( H_0 \), and their eigenvalues (which are their energies) are given by

\[ E = E_0 + \sum_{i=1}^{N} \frac{n_i}{R} + \sum_{i=1}^{\overline{N}} \frac{\overline{n}_i}{R}, \quad (A.5) \]

where \( E_0 = 0 \) in the NS sector and \( E_0 R = 1/8 \) in the Ramond sector. Therefore, the \( H_0 \) matrix in this basis is simply a diagonal matrix with matrix elements given by the above formula. The momenta of these states are

\[ p = \sum_{i=1}^{N} \frac{n_i}{R} - \sum_{i=1}^{\overline{N}} \frac{\overline{n}_i}{R}. \quad (A.6) \]

For TCSA in the rest frame that is studied in section 2, we simply include only states with \( p = 0 \) and \( E \leq \Lambda \) where \( \Lambda \) is some energy cutoff of our choice. For TCSA in a boosted frame with momentum \( p \) studied in section 3, the basis consists of states with momentum \( p \) and satisfying \( E^2 - p^2 \leq \Lambda^2 \).

In terms of the fermionic fields, \( \varepsilon \) is given by

\[ \varepsilon = \tilde{\psi} \psi \quad (A.7) \]

and its matrix elements in the states (A.4) can be simply computed by contractions of the fermionic generators. Note that the OPE coefficient of \( \sigma \varepsilon \) is 1/2, and this fixes \( R^{1/8} \langle \sigma | \tilde{a}_0 a_0 \sigma | 0 \rangle \) to be equal to \(-i/2\) (in [2], they only considered the \( \sigma \) deformation, and they used the convention that \( R^{1/8} \langle \sigma | \tilde{a}_0 a_0 \sigma | 0 \rangle = 1/2 \)). The computation of the \( \varepsilon \) matrix is straight forward in the NS sector, while in the R section, there are some subtiles involving \( a_0 \) and \( \tilde{a}_0 \) that need to be taken care of.

The matrix elements for the \( \sigma \) operator are a little bit more complicated. One way to compute it is by taking the massless limit of the formula of the \( \sigma \) matrix elements in

\[ ^{11}\text{Note that in the states in the R sector, if } a_0 \text{ or } \tilde{a}_0 \text{ appears, then it should be understood that each } a_0 \text{ or } \tilde{a}_0 \text{ comes with a factor of } \sqrt{2}, \text{ such that the states in (A.4) all have norm equal to 1. This is implicit in equation (A.8).} \]
the massive fermion basis \[28\], and the result is given by (for the holomorphic part)\(^{12}\)

\[
\langle \sigma | a_{n_1} \ldots a_{n_K} \sigma(0,0)a_{n_{K+1}} \ldots a_{n_{K+N}} | 0 \rangle = \frac{i^K \sqrt{-i}^{(K+N) \mod 2}}{\sqrt{2\pi}^{N+K} R^{1/8}} \prod_{i=1}^{K} \kappa(n_i)/n_i \prod_{i=1}^{N} \kappa([n_{K+i}]) \left( \prod_{i=2}^{K+N} \prod_{j=1}^{i-1} n_j - n_i \right)
\]

(A.8)

where \(n_i \geq 0\) and \(n_i \in \mathbb{Z}\) for \(1 \leq i \leq K\), while \(n_i < 0\) and \(n_i \in \mathbb{Z} + 1/2\) for \(K < i \leq K + N\). The function \(\kappa(n)\) is given by\(^{13}\) \(\kappa(n) = \frac{\Gamma(n + 1/2)}{\Gamma(n)}\). The anti-holomorphic part of the \(\sigma\) matrix is given similarly, with one extra minus sign for each \(\overline{a}_n\) for \(n \in \mathbb{Z}\) (that is, for each anti-holomorphic mode of the Ramond sector). And when computing the full matrix elements, there may be an extra minus sign coming from anti-commuting the \(a_n\)s and \(\overline{a}_n\)s such that the full matrix elements factorize into a product of holomorphic and anti-holomorphic parts. A Mathematica notebook containing some simple code for computing the TCSA Hamiltonian of the IFT in the rest frame and boosted frames using the formulas given in this appendix is attached along with this paper.

However, a faster way of computing the \(\sigma\) matrix elements in the states (A.4) is to transform the fermionic generators \(a_n\) and \(\overline{a}_n\) to the periodicity-switching basis that is developed in [2], in which the \(\sigma\) matrix is simple to compute. We attached a Mathematica package making use of the periodicity-switching basis for computing the \(\sigma\) matrix, and a demo notebook about how to use it. This package is significantly faster than the simple code using formulas (i.e., (A.8)) in this appendix, and it is used to compute all the results in this paper.
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