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DECISION SUPPORT SYSTEM FOR ENERGY SOURCE SELECTION BASED ON CREDIBILITY FUZZY INFORMATION.

SALEEM ABDULLAH* AND MUHAMMAD YAHYA

Abstract. This main objective of this work is to define some new operations of credibility fuzzy numbers using Hamacher t-norm and t-conorm. These operations are more generalized operations for credibility fuzzy numbers, we apply these operations to aggregation operators for credibility fuzzy numbers. Furthermore, using the basic operational laws of Hamacher t-norm and t-conorm, we develop a series of credibility fuzzy Hamacher aggregation operators like credibility fuzzy Hamacher weighted averaging (CFHWA) and credibility fuzzy Hamacher geometric (CFHWG) aggregation operators. We also explained some of the proposed Hamacher aggregation operators properties like commutativity, idempotency and monotonicity. In order to validate the proposed Hamacher aggregation operators for credibility fuzzy numbers, we develop general algorithm for decision making technique under credibility fuzzy numbers and using these operators. The proposed algorithm is apply to electricity crises in Pakistan problems. Finally a comparison with other existing methods is done to check the accuracy and validation of the proposed methods. At rest the proposed method is verified by other well known methods.

1. Introduction

Multi criteria decision making is method to decision making in which the best alternative is to find from the optimal decision in comparison to finite possibilities given a collection of many attributes. The MADM approach is gaining popularity among specialists since it can be used to a variety of fields, including operations research, engineering technology, management sciences and so on. Aggregation operators (AOs) play a critical role in solving MADM challenges by integrating data into a single useful form. Decision makers (DMs) employ various assessment techniques, like crisp numbers or interval numbers, to rate the attributes in real-world decision-making. It got more difficult for the decision maker to using the real numbers (crisp number) as the data became more ambiguous and uncertain.

To address this issue, Zadeh [1] proposed fuzzy set (FS) having membership degree that membership degree belong to the close interval zero and one. With Zadeh’s proposition of FS, DMs were able to tackle DMs issues involving less knowledge and errors with greater precision other than fuzzy set. Since, several aggregation operators in a fuzzy information were introduced to handle DMs issues. To defined and discussed various properties using fuzzy set the Song et al. [40] explained its idea in which main operational laws about fuzzy set were discussed. The induced generalized AOs and its application for solving the DMs issues using fuzzy set were introduced by Merigó and Gil-Lafuente [39].

Due to the ambiguity and difficulties of human conceptions for hard DM situations, current fuzzy DM approaches merely indicate fuzzy ways to support and lack degrees of credibility concerning the fuzzy provides strategic in the successful
assessment of alternatives across variables. The majority of DM issues are made up of human realistic evaluations and ambiguous evaluations in uncertain and unclear settings. As a result, when DMs are more comfortable with certain measures but not with everyone, they might use varied degrees of credibility to generate more ambiguous evaluation values. In some research methodology frameworks, for example, each expert/reviewer is supposed to give each item an objective evaluation and related credibility score numbered from zero to 10. For example, the expert can choose any value between 5 (equivalent to 0.5 fuzzy number) and 6 (equal to 0.6 fuzzy number), so it’s obvious that value 0.6 is more credible (correct) than value 0.5. (0.5,0.6). In this condition, they have fuzzy strategical assets as well, but they always decide their credibility degrees to maintain the credibility levels/degrees of the fuzzy evaluation values, because human decisions in uncertain and unspecified circumstances are never completely credible and correct. In an unclear context, the credibility measure of a fuzzy evaluation value must be closely tied to the fuzzy evaluation value, leading in more available and accurate assessment setting. As a result, this study develops the concept of a fuzzy credibility number (FCN), which is a new interpretation of the fuzzy concept in which a pair of fuzzy numbers represents both a fuzzy value and a credibility degree. So far, we’ve defined a series of proposed aggregation operators like CFHWA, CFHOWA, CFHHWA, CFHWG, CFHOWG and CFHHG.

Originally developed by Deng’s concept, the grey relational analysis (GRA) approach is used to vast types of MADM issues. GRA’s basic method entails converting the effectiveness of all alternatives into a series of comparisons. Grey system theory is an approach for studying uncertainty that excels at mathematical modeling of systems with incomplete data. A system is called white, black respectively if the system is completely understood and unknown and incompletely unknown and understood respectively. Grey prediction, grey relational analysis (GRA), grey decision, grey programming and grey control are the five major aspects of the grey system theory. GRA is a type of grey system theory that can be used to resolve issues with complicated interactions among various components and variables. As a result, the GRA technique is commonly used to tackle ambiguity problems involving discrete data and unclear instructions. Furthermore, the GRA technique is one of the most widely used approaches for analyzing diverse relationships among discrete data sets and making decisions in circumstances with multiple attributes. The GRA technique has several advantages, including the fact that the conclusions are based on original data, the calculation steps is easy, and it is one of the greatest approaches for making business decisions.

The TODIM (interactive and multicriteria decision making) approach was explained by Gomes and Lima, and it was based on prospect theory. The TODIM approach is used to determine the expected function, which calculates correct number information to determine the degree to which one alternative is preferable to another. Gomes and Rangel were the first to effectively apply the TODIM method to the MADM, which is an easy and lowest step method for solving DMs issues. The TODIM approach was applied by Krohling and De Souza to the criteria values, which are particularly stated as the IFS. Furthermore,
the TODIM approach has proven to be quite useful in solving real-world situations. Fan et al. [47] improved the TODIM algorithm. TODIM algorithms will be able to deal with three forms of data in the future: real numbers, interval numbers, and triangular fuzzy numbers [32].

Fuzzy information aggregation operators are suitable and relevant in attractive research areas and are given strong consideration by researchers. There are different forms of t-norm and t-conorm which is like Archimedean T-norms and T-conorms, Hamacher T-norms and T-conorms, Algebraic T-norms and T-conorms, Einstein T-norms and T-conorms, Frank T-norms and T-conorms and Dombi T-norms and T-conorms. Zhou and Chen [33] created a new distance measure for PFSs as well as several new similarity measures. Mohagheghi et al. [34] looked at several novel aggregation operators in PFSs and looked at how they could be used in MCGDM situations. The Hamacher T-conorm and T-norm, which are extensions of algebraic and Einstein T-conorm and T-norm, are more valid and flexible [35]. The value of study on aggregation operators using Hamacher operations and their applications to MADM issues is considerable. Augustine [36] max-min composition was established for PFSs and used in field of study placement based on academic ability. For multi-attribute decision-making, Tan et al. [37] developed hesitant fuzzy Hamacher aggregation operations. Senapati and Yager [38] Fermatean fuzzy weighted average (FFWA) operator, Fermatean fuzzy weighted geometric (FFWG) operator, Fermatean fuzzy weighted power average (FFWPA) operator, and Fermatean fuzzy weighted power geometric (FFWPG) operator are four new types of weighted aggregation operators for FFS.

For carrying out the combination process, all of the following operators are based on the algebraic operational laws of FCNs, which are incompatible with the limiting case of regular fuzzy sets. However, these operators are incapable of aggregating the fuzzy credibility data. As a result, figuring out how to extend the Hamacher operations to aggregate fuzzy credibility data is a worthwhile project, which is also the topic of this study. Due to the fact that there are many scholars working in the subject of fuzzy sets, he used all forms and generalizations in his research. The basic Hamacher t-norm and t-conorm can be used to generate fuzzy credibility numbers and their basic working principles. The following is a summary of one of the paper’s key goals.

- As in the proposed work we have taken the data in the form FCNs which will provide us that numbers which is actually a fuzzy number and its degree of credibility(accurateness) which is also taken from the close interval zero to one. The other thing is that there is no further need that its total or combination be equal to one. There are no conditions for fuzzy numbers, so we can take them as we choose. We can also take the degree of credibility, which indicates how accurate the associated fuzzy number is in comparison to others.

- We may take the Hamacher t-norm and t-conorm, which we will describe as the core operational laws, and create a series of aggregation operators based on their Hamacher operational laws, which will provide a high and broad range for decision making issues. Another feature is that the Hamacher t-norm and t-conorm are used to organize data in a certain format while also assisting in the removal of ambiguity and vagueness in operational laws.

- The third and most significant purpose is to establish a solid connection between the proposed model and MCGDM difficulties. Under the influence of the
suggested model’s operator estimate approaches, we offer novel operators for determining MCGDM concerns. To illustrate the usefulness and effectiveness of the desired solution, a useful example applicable to select and study the electricity crises in Pakistan.

In section II of the article, we explained a score function and accuracy function for FCNs. And in section III we have explained the Hamacher operation, Hamacher operation for FCNs. We also suggested average and geometric aggregation operators including CFHWA, CFHOWA, CFHHWA, CFHWG, CFHOWG and CFHHG in sections IV, V VI, VII, VIII, IX and X. We have explained an extended GRA and TODIM approach frameworks for MCGDM, as well as their step-by-step algorithms and a numerical model using the extended GRA and TODIM methods for studying the electricity crises in Pakistan is presented in section XI. A comparison of the essential approach is to verify with such previous approaches is presented lastly, implying that the proposed model is also more successful than the existing works.

2. Preliminaries

The basic concepts about the FS and FCNs are presented in this section, which will be useful in certain studies.

Let \( X \neq \emptyset \). Then, the FS \( A \) in \( X \) is defined as [1],

\[
A = \{ (x, u_A(x)) \mid x \in X \},
\]

where \( u_A(x) \) show the degree of membership and also \( u_A(x) \) contain to the close interval zero and one.

Let \( N \neq \emptyset \). Then, the FCNs \( \tilde{I} \) is defined as [2],

\[
\tilde{I} = \{ (x, \tilde{u}(t), v(s)) \mid x \in X \},
\]

where \( \tilde{u}(t) \rightarrow [0, 1] \), \( v(s) \rightarrow [0, 1] \) are the membership function of \( x \) in \( \tilde{I} \) and the degree of credibility related to \( \tilde{u}(t) \) respectively, Then the pair \((x, \tilde{u}_t, v_x)\) are called fuzzy credibility numbers (FCNs). Consider \( s_1 = (u_1, c_1) \) and \( s_2 = (u_2, c_2) \) are FCNs then we have,

1. \( s_1 \geq s_2 \iff u_1 \geq u_2, c_1 \geq c_2 \)
2. \( s_1 = s_2 \iff s_1 \geq s_2, s_2 \geq s_1 \)
3. \( s_1 \cup s_2 = (u_1 \lor u_2, c_1 \lor c_2) \)
4. \( s_1 \cap s_2 = (u_1 \land u_2, c_1 \land c_2) \)
5. \( (s_1)^\complement = (1 - u_1, 1 - c_1) \)

In [2] defined the operational laws but here we define another operational laws for fuzzy credibility numbers.

Consider three FCNs \( \alpha_j, \alpha_1, \alpha_2 \) Then we have,

1. \( \alpha_1 \oplus^\ast \alpha_2 = (u_1 + u_2 - u_1u_2, c_1 + c_2 - c_1c_2) \)
2. \( \alpha_1 \oslash^\ast \alpha_2 = (u_1u_2, c_1c_2) \)
3. \( \lambda \alpha^\ast = (1 - (1 - u_1)^\lambda, c^\lambda) \), for \( \lambda > 0 \).
4. \( \alpha^\lambda = ((u^\lambda, 1 - (1 - c)^\lambda) \), for \( \lambda > 0 \).

Consider \( s_i = (u_i, c_i) \) is a FCNs then the score function is defined as follow,

\[
S(s_i) = [u_i + (u_i + c_i)/2]/2
\]
3. Hamacher Operators

The terms t-norm and t-conorm are used in fuzzy set theory to construct a generalized union and intersection of fuzzy sets [41]. The definitions and explanation of t-norm and t-conorm were given by Roychowd Hury and Wang [42]. Deschrijver and Kerre [43] proposed a generalized union and a generalized intersection of IFSs based on a t-norm and t-conorm. Hamacher is a basically more generalized form of t-norm and t-conorm. Also using the Hamacher t-norm and t-conorm we developed various types of Hamacher operations which is presented in the below section of the paper. The Hamacher product ⊗ is a t-norm and Hamacher sum ⊕ is a t-conorm which can be written as,

\[
T(a_i, b_i) = a \otimes b = \frac{ab}{\lambda + (1 - \lambda)(a + b - ab)}
\]

\[
T \ast (a_i, b_i) = a \oplus b = \frac{a + b - ab - (1 - \lambda)ab}{1 - (1 - \lambda)ab}
\]

4. Hamacher Aggregation Operators For Credibility Fuzzy Numbers

This section provide the new work on fuzzy credibility numbers. First we define the Hamacher operational laws for FCNs. These operational law will use to define some aggregation operator for FCNs. We developed fuzzy credibility Hamacher averaging and geometric aggregation operators.

4.1. Hamacher Operators For Credibility Fuzzy Set. In this subsection we can defined the Hamacher operational laws which are used further in this study. On the basis of these operational laws of Hamacher t-norm and t-conorm we can proposed a series of aggregation operators. And also by using these aggregation operators (Aops) we can select the good (best) option (alternatives).

In the previous work the basic properties of Hamacher aggregation operators using different form of fuzzy set. But in this paper we have define the new basic properties for FCNs using Hamacher operational laws which is as under.

1. \(a_1 \oplus^* a_2 = \left(\frac{a_1a_2+a_1a_2-a_1a_2(1-\lambda)a_1a_2}{1-(1-\lambda)a_1a_2}, \frac{b_1b_2}{1-(1-\lambda)b_1b_2}\right)\).

2. \(a_1 \otimes^* a_2 = \left(\frac{a_1a_2}{1+(1-\lambda)(a_1+a_2-a_1a_2)}, \frac{b_1b_2}{1+(1-\lambda)(b_1+b_2-b_1b_2)}\right)\).

3. \(\beta.a_1^x = \left(\frac{(1+a_1)^x-(1-a_1)^x}{(1+a_1)^x+(1-a_1)^x}, \frac{2b_1^x}{(2-b_1)^x+b_1^x}\right) (\beta > 0)\).

4. \(a_1^y = \left(\frac{2a_1^y}{(2-a_1)^y+a_1^y}, \frac{(1+b_1)^y-(1-b_1)^y}{(1+b_1)^y+(1-b_1)^y}\right) (\beta > 0)\).

5. Credibility Fuzzy Hamacher Averaging Aggregation Operator

This subsection provide us the detail discussion of new designed credibility fuzzy Hamacher averaging operator, By using the Hamacher operational law (1) and (3), We can developed credibility fuzzy averaging operator. Assume that \(s_i (i = 1, ..., n)\) is a set of FCNs in \(\hat{U} \neq \phi\). Then the mapping \(\alpha^n \rightarrow \alpha\), is said to be CFHWA operator.

\[
CFHWA(s_1, s_2, ..., s_n) = \oplus_{i=1}^{n} s_i w_i
\]

The weight vector is represented by \(w = (w_1, w_2, ..., w_n)^T\), with \(\Sigma_{i=1}^{n} w_i = 1\) and \(w_i \in [0, 1]\). Using the CFHWA operator, the aggregated value of \(s_i\) becomes an
FCNs, which can be described as:

\[ CFHWA(s_1, s_2, \ldots, s_n) = \{ \bigoplus_{i=1}^{n} s_i w_i \} \]

Using mathematical induction we have to proof the above theorem,

**Proof.** Using mathematical induction we have to proof the above theorem,

\[
\begin{align*}
    CFHWA(s_1, s_2) & = \{ \bigoplus_{i=1}^{2} s_i w_i \} \\
    & = \left\{ \begin{array}{l}
    \Pi_{i=1}^{2} (1 + (\lambda - 1) a_i) w_i - \Pi_{i=1}^{2} (1 - a_i) w_i \\
    \Pi_{i=1}^{2} (1 + (\lambda - 1) a_i) w_i + (\lambda - 1) \Pi_{i=1}^{2} (1 - a_i) w_i \\
    \Pi_{i=1}^{2} (1 + (\lambda - 1) (1-b_i)) w_i + (\lambda - 1) \Pi_{i=1}^{2} b_i w_i
    \end{array} \right\}
\end{align*}
\]

Let \( n = 2 \), then,

\[
\begin{align*}
    CFHWA(s_1, s_2) & = \{ \bigoplus_{i=1}^{2} s_i w_i \} \\
    & = \left\{ \begin{array}{l}
    \Pi_{i=1}^{2} (1 + (\lambda - 1) a_i) w_i - \Pi_{i=1}^{2} (1 - a_i) w_i \\
    \Pi_{i=1}^{2} (1 + (\lambda - 1) a_i) w_i + (\lambda - 1) \Pi_{i=1}^{2} (1 - a_i) w_i \\
    \Pi_{i=1}^{2} (1 + (\lambda - 1) (1-b_i)) w_i + (\lambda - 1) \Pi_{i=1}^{2} b_i w_i
    \end{array} \right\}
\end{align*}
\]

Which will prove that the for \( n=2 \) we have true the statement and now for \( n=k \) we have to check.

\[
\begin{align*}
    CFHWA(s_1, s_2, \ldots, s_k) & = \{ \bigoplus_{i=1}^{k} s_i w_i \} \\
    & = \left\{ \begin{array}{l}
    \Pi_{i=1}^{k} (1 + (\lambda - 1) a_i) w_i - \Pi_{i=1}^{k} (1 - a_i) w_i \\
    \Pi_{i=1}^{k} (1 + (\lambda - 1) a_i) w_i + (\lambda - 1) \Pi_{i=1}^{k} (1 - a_i) w_i \\
    \Pi_{i=1}^{k} (1 + (\lambda - 1) (1-b_i)) w_i + (\lambda - 1) \Pi_{i=1}^{k} b_i w_i
    \end{array} \right\}
\end{align*}
\]
Further, we check for $n = k + 1$, we have,

\begin{align}
(5.4) \quad CFHWA(s_1, s_2, \ldots, s_{k+1}) & = \begin{cases}
\frac{\prod_{i=1}^{n} (1 + (\lambda - 1) a_i)^{w_i} - \prod_{i=1}^{n} (1 - a_i)^{w_i}}{\prod_{i=1}^{n} (1 + (\lambda - 1) a_i)^{w_i} + \prod_{i=1}^{n} (1 - a_i)^{w_i}}, \\
\frac{\prod_{i=1}^{k+1} (1 + (\lambda - 1) a_{k+1})^{w_{k+1}} + \prod_{i=1}^{k+1} (1 - a_{k+1})^{w_{k+1}}}{\prod_{i=1}^{k+1} (1 + (\lambda - 1) a_{k+1})^{w_{k+1}} + \prod_{i=1}^{k+1} (1 - a_{k+1})^{w_{k+1}}}, \\
\frac{\prod_{i=1}^{n} (1 + (\lambda - 1) a_i)^{w_i}}{\prod_{i=1}^{n} (1 + (\lambda - 1) a_i)^{w_i} + \prod_{i=1}^{n} (1 - a_i)^{w_i}}, \\
\frac{\prod_{i=1}^{n} (1 + (\lambda - 1) (1 - b_i))^{w_i} + \prod_{i=1}^{n} (1 - b_i)^{w_i}}{\prod_{i=1}^{n} (1 + (\lambda - 1) (1 - b_i))^{w_i} + \prod_{i=1}^{n} (1 - b_i)^{w_i}}.
\end{cases}
\end{align}

The result is true for $n = k + 1$ and hence true for $n \geq 1$. \hfill \Box

In the next theorem we discuss some characteristic of the CFHWA operator. Here also the basic properties like monotonicity, boundedness and idempotency using FCNs and Hamacher t-norm and t-norm.

**Theorem 2.** Consider a collection of $\mathcal{V} = \{s_i, i = 1, 2, \ldots, n\}$ is a FCNs having weight vector $w = (w_1, w_2, \ldots, w_n)^T$. Then we have following properties.

1. *(The idempotency):* If $s_i = s = (u, c) \forall i = 1, \ldots, n$. Then,

\begin{align}
(5.5) \quad CFHWA(s_1, s_2, \ldots, s_n) = s
\end{align}

2. *(Boundedness):* If $s_i (i = 1, \ldots, n)$ is a group of FCNs then a set $s_{\text{min}} = \left( \min_{i} u_i, \max_{i} c_i \right)$ and $s_{\text{max}} = \left( \max_{i} u_i, \min_{i} c_i \right)$ are the maximum and minimum FCNs. Then,

\begin{align}
(5.6) \quad s_{\text{min}} \leq CFHWA(s_1, s_2, \ldots, s_n) \leq s_{\text{max}}
\end{align}

3. *(Monotonicity):* Let $s_i (i = 1, \ldots, n), s_{i}^*(i = 1, \ldots, n)$ are the family of FCNs such that $s_i \leq s_{i}^*$. Thus,

\begin{align}
(5.7) \quad CFHWA(s_1, s_2, \ldots, s_n) \leq CFHWA(s_{1}^*, s_{2}^*, \ldots, s_{n}^*)
\end{align}

**Proof.** (1). We have $s_i = s = (u, c) (i = 1, \ldots, n)$, which give the results.

\begin{align}
CFHWA(s_1, s_2, \ldots, s_n) & = \langle \prod_{i=1}^{n} s_i^{w_i} \rangle \\
& = \begin{cases}
\frac{\prod_{i=1}^{n} (1 + (\lambda - 1) a_i)^{w_i} - \prod_{i=1}^{n} (1 - a_i)^{w_i}}{\prod_{i=1}^{n} (1 + (\lambda - 1) a_i)^{w_i} + \prod_{i=1}^{n} (1 - a_i)^{w_i}}, \\
\frac{\prod_{i=1}^{n} (1 + (\lambda - 1) a_i)^{w_i}}{\prod_{i=1}^{n} (1 + (\lambda - 1) a_i)^{w_i} + \prod_{i=1}^{n} (1 - a_i)^{w_i}}, \\
\frac{\prod_{i=1}^{n} (1 + (\lambda - 1) (1 - b_i))^{w_i}}{\prod_{i=1}^{n} (1 + (\lambda - 1) (1 - b_i))^{w_i} + \prod_{i=1}^{n} (1 - b_i)^{w_i}}.
\end{cases}
\end{align}
For all \( i \). Therefore,

\[
\text{(5.8)} \quad \left\{ \begin{array}{l}
\Pi_{i=1}^{n}(1+(\lambda-1)\alpha_i)^{w_i} - \Pi_{i=1}^{n}(1-\alpha_i)^{w_i}, \\
\Pi_{i=1}^{n}(1+(\lambda-1)\alpha_i)^{w_i} + (\lambda-1)\Pi_{i=1}^{n}(1-\alpha_i)^{w_i}, \\
\Pi_{i=1}^{n}(1+(\lambda-1)(1-bi))^{w_i} + (\lambda-1)\Pi_{i=1}^{n} b_{wi} 
\end{array} \right\}
\]

\[
= \left\{ \left(1 - (1 - u)\sum_{k=1}^{n} p_k\right), \left(1 - (1 - c)\sum_{k=1}^{n} p_k\right) \right\}
\]

\[
= (1 - (1 - u), 1 - (1 - c)) = (u, c) = s
\]

Thus we get,

\[
CFHWA(s_1, s_2, ..., s_n) = s
\]

\( \text{(2).} \) We have \( s_{\text{min}}, s_{\text{max}} \) are the maximum and minimum FCNs, as \( s_{\text{min}} \leq s_i \leq s_{\text{max}} \). Then,

\[
\oplus_{i=1}^{n} s_{\text{min}} p_i \leq \oplus_{i=1}^{n} s_i p_i \leq \oplus_{i=1}^{n} s_{\text{max}} p_i
\]

is exist and now we have,

\[
s_{\text{min}} \leq \oplus_{i=1}^{n} s_i p_i \leq s_{\text{max}}
\]

which implies that,

\[
s_{\text{min}} \leq CFHWA(s_1, s_2, ..., s_n) \leq s_{\text{max}}
\]

\( \text{(3).} \) If we have \( s_i \leq s_i^* \), \( \oplus_{i=1}^{n} s_i p_i \leq \oplus_{i=1}^{n} s_i^* p_i \). Then,

\[
CFHWA(s_1, s_2, ..., s_n) \leq CFHWA(s_1^*, s_2^*, ..., s_n^*)
\]

Which is the required prove. \( \square \)

6. CREDIBILITY FUZZY HAMACHER ORDERED WEIGHTED AVERAGE AGGREGATION OPERATOR

In this subsection we developed CFHOWA operator by using Hamacher operational laws and discus some fundamental properties. And in this subsection of the paper first we have to find all the score value or accuracy values of the given criteria and then we have to apply our proposed work to the given alternatives to check and find the best option.

Consider a collection of FCNs \( \vartheta = \{s_i, i = 1, 2, ..., n\} \) having weight vector \( w = (w_1, w_2, ..., w_n)^T \). Then the mapping \( \alpha^n \rightarrow \alpha_j \), is said to be CFHOWA operator, which is mathematically represented by the following equation.

\[
\text{(6.1)} \quad CFHWA(s_1, s_2, ..., s_n) = \{ \oplus_{i=1}^{n} s_i w_i \}
\]

In the next theorem we prove that the equation 6.1 is also a FCNs and the aggregated value of FCNs \( \vartheta = \{s_i, i = 1, 2, ..., n\} \) is also a FCNs.

**Theorem 3.** Consider a collection of \( \vartheta = \{s_i, i = 1, 2, ..., n\} \) is a FCNs having weight vector \( w = (w_1, w_2, ..., w_n)^T \). So we can define CFHOWA operator as,

\[
\text{(6.2)} \quad CFHWA(s_1, s_2, ..., s_n) = \{ \oplus_{i=1}^{n} s_i w_i \}
\]

\[
= \left\{ \begin{array}{l}
\Pi_{i=1}^{n}(1+(\lambda-1)\alpha_i)^{w_i} - \Pi_{i=1}^{n}(1-\alpha_i)^{w_i}, \\
\Pi_{i=1}^{n}(1+(\lambda-1)\alpha_i)^{w_i} + (\lambda-1)\Pi_{i=1}^{n}(1-\alpha_i)^{w_i}, \\
\Pi_{i=1}^{n}(1+(\lambda-1)(1-bi))^{w_i} + (\lambda-1)\Pi_{i=1}^{n} b_{wi} 
\end{array} \right\}
\]
The maximum permutation values from the set of FCNs are denoted by $s_i$.

**Proof.** The proof of this theorem is like the previous one. \qed

In the following theorem, some characteristics of CFHOWA were investigated and explained as under.

**Theorem 4.** Consider a collection of $\vartheta = \{s_i, i = 1, 2, \ldots, n\}$ is a FCNs having weight vector $w = (w_1, w_2, \ldots, w_n)^T$. Then we have some properties.

1. (The idempotency): If $s_i = s = (u, c) \forall i = 1, \ldots, n$. Then,

   $$CFHOWA(s_1, s_2, \ldots, s_n) = s$$

2. (Boundedness): If $s_i(i = 1, \ldots, n)$, is a group of FCNs then a set $s_{\text{min}} = \left(\min_i u_i, \max_i c_i\right)$ and $s_{\text{max}} = \left(\max_i u_i, \min_i c_i\right)$ are the maximum and minimum FCNs. Then,

   $$s_{\text{min}} \leq CFHOWA(s_1, s_2, \ldots, s_n) \leq s_{\text{max}}$$

3. (Monotonicity): Let $s_i(i = 1, \ldots, n), s_i^*(i = 1, \ldots, n)$ be the collection of FCNs such that $s_i \leq s_i^*$. Thus,

   $$CFHOWA(s_1, s_2, \ldots, s_n) \leq CFHOWA(s_1^*, s_2^*, \ldots, s_n^*)$$

**Proof.** The proof of this theorem is like the previous one. \qed

7. **Credibility Fuzzy Hamacher Hybrid Weighted Average Aggregation Operator**

The CFHHWA operator evaluates a fuzzy reports value as well as its arranged condition. In this section of the paper, the CFHHWA and its basic properties were explained. Also the extra work is that in these proposed aggregation operators that we have to multiply a corresponding weight to each of criteria or alternatives and then to apply our new aggregation operators to select the best option from a given set of option or alternatives.

Assume that $s_i(i = 1, \ldots, n)$ is a set of FCNs in $\hat{U} \neq \emptyset$ having weight vector as $w = (w_1, w_2, \ldots, w_n)^T$, with $\Sigma_{i=1}^n w_i = 1$ and $0 \leq w_i \leq 1$. Then the mapping $\alpha^n \rightarrow \alpha$, is said to be CFHHWA operator.

$$CFHHWA(s_1, s_2, \ldots, s_n) = \left(\sum_{i=1}^n s_i^* w_i\right)$$

In the next theorem we prove that the equation 7.1 is also a FCN and also we discuss the hybrid weighted averaging operator and also the various cases about the weight and its conversion of various aggregation operators may be explained in detail. If we put the values of weight $w = \left(\frac{1}{n}, \frac{1}{n}, \ldots, \frac{1}{n}\right)^T$, The CFHHWA operator would become an CFHOWA operator.

**Theorem 5.** Consider a collection of $\vartheta = \{s_i, i = 1, 2, \ldots, n\}$ is a FCNs having weight vector and the associated weight $w = (w_1, w_2, \ldots, w_n)^T$, $\hat{w} = (\hat{w}_1, \hat{w}_2, \ldots, \hat{w}_n)^T$. Then we have some properties.
respectively. As a result, the CFHHWA operator can be described as,

\[ CFHHWA(s_1, s_2, \ldots, s_n) = \left\{ \left( \frac{\prod_{i=1}^{n} \left(1+(\lambda-1)a_i^*\right)^{w_1} - \prod_{i=1}^{n} \left(1-a_i^*\right)^{w_i}}{\prod_{i=1}^{n} \left(1+(\lambda-1)a_i^*\right)^{w_1} + (\lambda-1)\prod_{i=1}^{n} \left(1-a_i^*\right)^{w_i}} \right)^{\prod_{i=1}^{n} \left(1+(\lambda-1)(1-b_i^*)\right)^{w_1} + (\lambda-1)\prod_{i=1}^{n} b_i^*} \right\} \]

Where \( s_i^* \) represent the highest permutation values form the collection of FCNs. 

Proof. The proof of this theorem is like the previous one.

Theorem 6. Consider a collection of \( \vartheta = \{s_i, i = 1, 2, \ldots, n\} \) is a FCNs having weight vector and the associated weight \( w = (w_1, w_2, \ldots, w_n)^T \), \( \tilde{w} = (\tilde{w}_1, \tilde{w}_2, \ldots, \tilde{w}_n)^T \) respectively. As a result, the CFHHWA operator can be described as, then we have some basic properties.

1. (The idempotency): If \( s_i = s = (u, c) \) \( \forall k = 1, \ldots, n \). Then,

\[ CFHHWA(s_1, s_2, \ldots, s_n)^* = s \]

2. (Boundedness): If \( s_i (i = 1, \ldots, n) \) be the collection of FCNs so the set \( s_{\min}^* = \left( \min_i u_i, \max_i c_i \right) \) and \( s_{\max}^* = \left( \max_i u_i, \min_i c_i \right) \) are the maximum and minimum FCNs. Then,

\[ s_{\min}^* \leq CFHHWA(s_1, s_2, \ldots, s_n)^* \leq s_{\max}^* \]

3. (Monotonicity): Let \( s_i (i = 1, \ldots, n) \), \( s_i^* (i = 1, \ldots, n) \) be another collection of FCNs such that \( s_i \leq s_i^* \). Thus,

\[ CFHHWA(s_1, s_2, \ldots, s_n)^* \leq CFHHWA(s_1^*, s_2^*, \ldots, s_n^*) \]

Proof. The proof of this theorem is like the previous one.

8. CREDIBILITY FUZZY HAMACHER WEIGHTED GEOMETRIC AGGREGATION OPERATOR

In this subsection we developed CFHWG operator by using Hamacher operational laws and discuss some fundamental properties. Using the properties which is written as above (i) and (iv) we can proposed a new aggregation operator which is in a series way like CFHWG, CFHOWG and CFHHG.

Consider a collection of FCNs \( \vartheta = \{s_i, i = 1, 2, \ldots, n\} \) having weight vector \( w = (w_1, w_2, \ldots, w_n)^T \). Then the mapping \( \vartheta^n \rightarrow \vartheta_j \), is said to be CFHWG operator. which is mathematically represented by the following equation.

\[ CFHWG(s_1, s_2, \ldots, s_n) = \bigotimes_{i=1}^{n} s_i \]
Theorem 7. Consider a collection of \( \vartheta = \{s_i, i = 1, 2, \ldots, n\} \) is a FCNs having weight vector \( w = (w_1, w_2, \ldots, w_n)^T \). Then we have a mapping \( \alpha^n \to \alpha_j \), is said to be CFHWG operator.

\[
\text{CFHWG}(s_1, s_2, \ldots, s_n) = \left\{ \left( \bigotimes_{i=1}^{n} s_i \right)^{x_i} \right\}
= \left\{ \frac{\lambda^1 \prod_{i=1}^{n} a_i^{x_i}}{\prod_{i=1}^{n} \frac{1+(\lambda-1)|1-a_i|^{\alpha_i}}{1+(\lambda-1)|b_i|^{\alpha_i}} + (\lambda-1)\prod_{i=1}^{n} \frac{1-\alpha_i}{1- \alpha_i^{x_i}} \right\}
\]

Proof. The proof is same as above. \( \square \)

We must investigate it on the support of a brief analysis, assuming that \( s_i \) is FCNs. So, by Definition, \( \left\{ \bigotimes_{i=1}^{n} s_i \right\}^{x_i} \) and is also FCNs. Therefore, CFHWG \( (s_1, s_2, \ldots, s_n) \) is also an CFHWG under fuzzy credibility environment.

In the next theorem we discuss some characteristic of proposed CFHWG operator.

Theorem 8. Consider a collection of \( \vartheta = \{s_i, i = 1, 2, \ldots, n\} \) is a FCNs having weight vector \( w = (w_1, w_2, \ldots, w_n)^T \). Then we defined some properties as follows.

1. (Idempotency): If \( s_i = s = (u, c) \forall i = 1, \ldots, n \). Then,

\[
\text{CFHWG}(s_1, s_2, \ldots, s_n) = s
\]

2. (Boundedness): If \( s_i (i = 1, \ldots, n) \) be the collection of FCNs so the set \( s_{\min} = \left( \min u_i, \min c_i \right) \) and \( s_{\max} = \left( \max u_i, \max c_i \right) \) are the maximum and minimum FCNs. Then,

\[
s_{\min} \leq \text{CFHWG}(s_1, s_2, \ldots, s_n) \leq s_{\max}
\]

3. (Monotonicity): Let \( s_i (i = 1, \ldots, n) \), \( s_i^* (i = 1, \ldots, n) \) are the collection of FCNs implies that \( s_i \leq s_i^* \). Thus,

\[
\text{CFHWG}(s_1, s_2, \ldots, s_n) \leq \text{CFHWG}(s_1^*, s_2^*, \ldots, s_n^*)
\]

Proof. The proof is same as above. \( \square \)

9. Credibility Fuzzy Hamacher Ordered Weighted Geometric Operator

In this subsection we develop CFHOWG operator by using Hamacher operational laws and discuss some fundamental properties. In this we have to find a score and accuracy function and then we have to apply our proposed work (aggregation operators) to select the best option from a set of options.

Consider a collection of FCNs \( \vartheta = \{s_i, i = 1, 2, \ldots, n\} \) having weight vector \( w = (w_1, w_2, \ldots, w_n)^T \). Then the mapping \( \alpha^n \to \alpha_j \), is said to be CFHOWG operator, which is mathematically represented by the following equation.

\[
\text{CFHOWG}(s_1, s_2, \ldots, s_n) = \{ \bigotimes_{i=1}^{n} s_i \}^{x_i} \}
\]

In the next theorem we prove that the equation 9.1 is also a FCN and the aggregated value of FCNs \( \vartheta = \{s_i, i = 1, 2, \ldots, n\} \) is also a FCNs.
Theorem 9. Consider a collection of $\mathcal{V} = \{s_i, i = 1, 2, ..., n\}$ is a FCNs having weight vector $w = (w_1, w_2, ..., w_n)^T$. So CFHOWG operator is written as,

\[
\text{CFHOWG}(s_1, s_2, ..., s_n) = \left\{ \underset{i=1}{\overset{n}{\otimes}} s_i w_i \right\} = \left\{ \frac{\Pi_{i=1}^{n} w_i}{\Pi_{i=1}^{n} (1+(\lambda-1)(1-a_{si}))^{w_i} + (\lambda-1)\Pi_{i=1}^{n} a_{si}^{w_i} \Pi_{i=1}^{n} (1+(\lambda-1)b_{si})^{w_i} + (\lambda-1)\Pi_{i=1}^{n} b_{si}^{w_i}} \right\}
\]

\[
\left\{ \underset{i=1}{\overset{n}{\otimes}} s_i w_i \right\} \text{ show the largest number of permutation for the collection of FCNs.}
\]

Proof. The proof of this theorem is like the previous one. \hfill \Box

In the next theorem we discuss some characteristic of FCHOWG operators.

Theorem 10. Consider a collection $s_i (i = 1, ..., n)$ of FCNs and the weight vector is denoted by $w = (w_1, w_2, ..., w_n)^T$, with $\sum_{i=1}^{n} w_i = 1$ and $0 \leq w_i \leq 1$.

1. (The idempotency): If $s_i = s = (u, c) \forall k = 1, ..., n$. Then,

\[
\text{FCHOWG}(s_1, s_2, ..., s_n) = s
\]

2. (Boundedness): If $s_i (i = 1, ..., n)$ be the collection of FCNs then a set $s_{\text{min}} = (\min_i u_i, \min_i c_i)$ and $s_{\text{max}} = (\max_i u_i, \max_i c_i)$ are the maximum

\[
\text{and minimum FCNs. Then,}
\]

\[
s_{\text{min}} \leq \text{CFHOWG}(s_1, s_2, ..., s_n) \leq s_{\text{max}}
\]

3. (Monotonicity): Let $s_i (i = 1, ..., n), s_i^* (i = 1, ..., n)$ are the family of FCNs implies that $s_i \leq s_i^*$. Thus,

\[
\text{CFHOWG}(s_1, s_2, ..., s_n) \leq \text{CFHOWG}(s_1^*, s_2^*, ..., s_n^*)
\]

Proof. The proof of this theorem is like the previous one. \hfill \Box

10. Credibility Fuzzy Hamacher Hybrid Geometric Aggregation Operator

In this section we can explained the basic properties of developed aggregation operators especially CFHHG. On the basic operational laws of Hamacher t-norm and Hamacher t-conorm we can explained the CFHHG operators. And here firstly an associated weight vectors is multiply to the given alternatives or criteria and then our new aggregation is applied to select the best option.

Let $s_i (i = 1, ..., n)$ be the collection of FCNs and the weight vector and associated vector is denoted by $w = (w_1, w_2, ..., w_n)^T$, such that $\sum_{i=1}^{n} w_i = 1$ and $0 \leq w_i \leq 1$, $\hat{w} = (\hat{w}_1, \hat{w}_2, ..., \hat{w}_n)^T$, with $\sum_{i=1}^{n} \hat{w}_i = 1$ and $0 \leq \hat{w}_i \leq 1$ respectively then we can write CFHHG operator as,

\[
\text{CFHHG}(s_1, s_2, ..., s_n) = \left\{ \overset{n}{\underset{i=1}{\otimes}} s_i^* \hat{w}_i \right\} = \left\{ \frac{\Pi_{i=1}^{n} (1+(\lambda-1)(1-a_{si}^*))^{w_i} + (\lambda-1)\Pi_{i=1}^{n} a_{si}^{w_i} \Pi_{i=1}^{n} (1+(\lambda-1)b_{si}^*)^{w_i} + (\lambda-1)\Pi_{i=1}^{n} b_{si}^{w_i}} \right\}
\]
In the next theorem we prove that the equation 10.1 is also a FCN and the aggregated value of FCNs \( \vartheta = \{s_i, i = 1, 2, ..., n\} \) is also a FCNs.

**Theorem 11.** Let \( s_i (i = 1, ..., n) \) be the collection of FCNs and the weight vector is denoted by \( w = (w_1, w_2, ..., w_n)^T \), such that \( \Sigma_{i=1}^{n} w_i = 1 \) and \( 0 \leq w_i \leq 1 \). Let \( \hat{w} = (\hat{w}_1, \hat{w}_2, ..., \hat{w}_n)^T \), with \( \Sigma_{i=1}^{n} \hat{w}_i = 1 \) and \( 0 \leq \hat{w}_i \leq 1 \) having associated weight then we can write CFHHG operator as,

\[
(10.2) \quad CFHHG(s_1, s_2, ..., s_n) = \left\{ \sum_{i=1}^{n} s_i^* \right\}
\]

where \( s_i^* \) denotes the highest permutation values from the collection of FCNs . where \( n \) show the balancing coefficient.

\[
s_i^* = n\hat{w}_i s_i^*
\]

**Proof.** The proof is same as above. \( \square \)

The special cases of various aggregation operators were discuss by having different values of weights. So when we used the weight as as special case like \( w = (\frac{1}{n}, \frac{1}{n}, ..., \frac{1}{n})^T \) then the CFHHG is converted in to the form of CFHOWG operators.

**Theorem 12.** Let \( s_i (i = 1, ..., n) \) be the collection of FCNs having associated weight \( \hat{w} = (\hat{w}_1, \hat{w}_2, ..., \hat{w}_n)^T \), such that \( \Sigma_{i=1}^{n} \hat{w}_i = 1 \) and \( 0 \leq \hat{w}_i \leq 1 \). Consider the weight vector for FCNs is denoted by \( w = (w_1, w_2, ..., w_n)^T \), with \( \Sigma_{i=1}^{n} w_i = 1 \) and \( 0 \leq w_i \leq 1 \). Then we define CFHHG operator as,

\[
(10.3) \quad CFHHG(s_1, s_2, ..., s_n)^* = s^*
\]

(1) (Idempotency): If \( s_i = s = (t, c) \) \( \forall k = 1, ..., n \). Then,

(2) (Boundedness): If \( s_i (i = 1, ..., n) \) be the collection of FCNs then a set \( s_{\min} = \left( \min s_i, \min c_i \right) \) and \( s_{\max} = \left( \max s_i, \max c_i \right) \) are the maximum and minimum FCNs. Then,

\[
(10.4) \quad s_{\min} \leq CFHHG(s_1, s_2, ..., s_n)^* \leq s_{\max}
\]

(3) (Monotonicity): Let \( s_i (i = 1, ..., n) \), \( s_i^* (i = 1, ..., n) \) are the family of FCNs implies that \( s_i \leq s_i^* \). Thus,

\[
(10.5) \quad CFHHG(s_1, s_2, ..., s_n)^* \leq CFHHG(s_1^*, s_2^*, ..., s_n^*)
\]

**Proof.** The proof of this theorem is like the previous one. \( \square \)

11. MCGDM Problems On Credibility Fuzzy Hamacher Aggregation Operators

As the social atmosphere warms, the importance of DM issues grows in this real-world situation. As a result, in this situation, an expert’s capacity to make a reasonable and knowledgeable conclusion is disturbed. In real-world situations, group decision-making systems rely on the feedback of a group of trained specialists.
to arrive at an effective solution. As a result, MCGDM has a defined ability and regulatory structure to improve and assess various competing criteria in all areas of DMs in order to achieve the most effective and practical DMs outcomes. We also explored and suggested an Extended GRA-method and TODIM methodology using FCNs, in which the experts introduced their FCNs provides strategic. When using the established model with CFHWA/CFHWG aggregation operators, we must discuss the various phases.

Assume that \( m \) is represented by a set of alternatives, and that \( m = \{ p_1, p_2, ..., p_m \} \) defines a set of decision alternatives respectively. The alternatives and criteria were represented by \( P(i = 1, 2, ..., m), c_j(j = 1, 2, ..., n) \) which is used in the proposed techniques also there is also a group decision maker and the decision matrix having data in the form of FCNs is denoted by \( D = \{ D_1, D_2, ..., D_t \} \). So after that we have to find the best option from a given possible option having weight vector which play an important rule in this process. The further description of the proposed algorithm is as under.

11.1. **Algorithm-I.** In the algorithm-I we can explained some steps which is apply for further selection of best alternatives. And also the step is described and calculated as follows.

11.2. **Representation Of Data.**

**Step-1:** The first step of the proposed method is that we have represent the data in the form of matrix shape having alternatives and criteria. which will be written as.

\[
M = [\tau(k_{ij})]_{m \times n}
\]

\[
D = \begin{bmatrix}
A_1 & \begin{bmatrix} c_1 & c_2 & c_3 & \cdots & c_m \end{bmatrix} \\
A_2 & \begin{bmatrix} k_{11}^1 & k_{12}^1 & k_{13}^1 & \cdots & k_{1m}^1 \end{bmatrix} \\
& \vdots \\
A_n & \begin{bmatrix} k_{n1}^1 & k_{n2}^1 & k_{n3}^1 & \cdots & k_{nm}^1 \end{bmatrix}
\end{bmatrix}
\]

Here using the FCNs also the decision maker is denoted by \( D_i \). And also \( (k_{ij}^1) \) represent the DM values having alternatives and criteria.

11.3. **Representation of Aggregated Matrix.**

**Step-2:** The second step is about to aggregate all the DM, which will give us a collective DM. For the aggregation of all DM using the proposed aggregation operators having its corresponding weights.

\[
M = [\tau(k_{ij})]_{m \times n}'
\]

and using these proposed aggregation operators to collect all the decision matrix into one single decision matrix.

\[
CFHWG(s_1, s_2, ..., s_n)
\]

\[
= \left\{ \sum_{i=1}^{n} s_i w_i \right\}^{\lambda_{w_i}}
\]

\[
= \left\{ \frac{\lambda \Pi_{i=1}^{n} a_{w_i}^{\lambda_{w_i}}} {\Pi_{i=1}^{n}(1+\lambda(1-a_i))^{\lambda_{w_i}}+(\lambda-1)\Pi_{i=1}^{n} a_{w_i}^{\lambda_{w_i}}} \right\}
\]

\[
= \left\{ \frac{\lambda \Pi_{i=1}^{n} b_{w_i}^{1-\lambda_{w_i}}} {\Pi_{i=1}^{n}(1+\lambda(1-b_i))^{1-\lambda_{w_i}}+(\lambda-1)\Pi_{i=1}^{n} b_{w_i}^{1-\lambda_{w_i}}} \right\}
\]
Or

\[ CFHWA(s_1, s_2, ..., s_n) \]
\[ = \left\{ \begin{array}{l}
\prod_{i=1}^{n} s_i w_i \\
\prod_{i=1}^{n} (1 + (\lambda - 1)a_i)^{w_i} - \prod_{i=1}^{n} (1 - a_i)^{w_i} \\
\prod_{i=1}^{n} (1 + (\lambda - 1)a_i)^{w_i} + (\lambda - 1)\prod_{i=1}^{n} (1 - a_i)^{w_i}, \\
\prod_{i=1}^{n} (1 + (\lambda - 1)(1 - b_i))^{w_i} + (\lambda - 1)\prod_{i=1}^{n} b_i^{w_i}
\end{array} \right. \]

11.4. Determination of score function and Ranking Results.

**Step-3:** The third step of the proposed method is to find the score function and due to the score function we have to rank all the alternatives to get the best options. Further higher values of the score function will arranged as first and do it for all the other alternatives to get the required results.

11.5. Flow Chart For Algorithm-I

11.6. Algorithm II. In this subsection we have proposed a second algorithm-II in which there is some steps which is discus as under. On the basis of Hamacher t-norm and t-conorm we have introduce various aggregation operators like CFHWA, CFHOWA, CFHHWA, CFHWG, CFHOWG and CFHHG. And further we have apply this aggregation operators to solve MCGDM issue to select the best option from a given data. Further the detail description of this algorithm were explained as follows.

11.7. Representation Of Data.

**Step-1:** The first step of the proposed method is that we have represent the data in the form of matrix shape having alternatives and criteria. which will be written as.

\[ M = [\tau(k_{ij})]_{m \times n} \]
Here using the FCNs also the decision maker is denoted by $D_i$. And also $(k_{ij}^l)$ represent the DMs fuzzy credibility values having alternatives and criteria.

\[
D = \begin{bmatrix}
  c_1 & c_2 & c_3 & \cdots & c_m \\
  k_{11}^l & k_{12}^l & k_{13}^l & \cdots & k_{1m}^l \\
  k_{21}^l & k_{22}^l & k_{23}^l & \cdots & k_{2m}^l \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  k_{n1}^l & k_{n2}^l & k_{n3}^l & \cdots & k_{nm}^l 
\end{bmatrix}
\]

11.8. Representation of Aggregated Matrix.

**Step-2:** The second step is about to aggregate all the DM, which will give us a collective DM. For the aggregation of all DM using the proposed aggregation operators having its corresponding weights.

\[
CFHWA(s_1, s_2, \ldots, s_n) = \left\{ \frac{\lambda \Pi_{i=1}^n a_i}{\Pi_{i=1}^n (1+\lambda(1-a_i))^{w_i} - \Pi_{i=1}^n (1-a_i)^{w_i}}, \frac{\lambda \Pi_{i=1}^n b_i}{\Pi_{i=1}^n (1+\lambda(1-b_i))^{w_i} - \Pi_{i=1}^n (1-b_i)^{w_i}} \right\}
\]

Or

\[
CFHWG(s_1, s_2, \ldots, s_n) = \left\{ \frac{\Pi_{i=1}^n (1+\lambda(1-a_i))^{w_i}}{\Pi_{i=1}^n (1+\lambda(1-a_i))^{w_i} - \Pi_{i=1}^n (1-a_i)^{w_i}}, \frac{\Pi_{i=1}^n (1+\lambda(1-b_i))^{w_i}}{\Pi_{i=1}^n (1+\lambda(1-b_i))^{w_i} - \Pi_{i=1}^n (1-b_i)^{w_i}} \right\}
\]

11.9. Determination Of PIS and NIS.

**Step-3:** Find the similarity measured from FCNs-PIS (solution of fuzzy credibility positive ideal solution) and FCNs-NIS (solution of fuzzy credibility negative ideal solution). In order to find the similarity measure between each alternatives we have to use the below equations.

\[
PIS\{\vartheta = \{s_i, i = 1, 2, \ldots, n\}\} = \max_i (u_a(x_i), v_a(x_i))
\]

\[
NIS\{\vartheta = \{s_i, i = 1, 2, \ldots, n\}\} = \min_i (u_a(x_i), v_a(x_i))
\]

\[
S(A, B) = 1 - \frac{1}{2n} \sum_{i=1}^n |s_a(x_i) - s_b(x_i)|
\]

OR

\[
S(A, B) = 1 - \frac{1}{2n} \sum_{i=1}^n |(u_a(x_i) - v_a(x_i)) - (u_b(x_i) - v_b(x_i))|
\]

where $a$ and $b$ are the FCNs then $s_a(x_i) = u_a(x_i) - v_a(x_i)$ and $s_b(x_i) = u_b(x_i) - v_b(x_i)$ is also the FCNs.
11.10. Determination of Grey Relational Coefficient.

**Step -4:** Find the Grey relational coefficient of alternatives. We have to use the following formula to find the Grey relational coefficient between each alternative and FCNs-PIS.

\[
V_{ij}^+ = V(B_j^+, B_{ij}) = \frac{\min_i \min_j S(B_j^+, B_{ij}) + \rho \max_i \max_j S(B_j^+, B_{ij})}{S(B_j^+, B_{ij}) + \rho \max_i \max_j S(B_j^+, B_{ij})}
\]

where \( \rho \) is the recognition coefficient \( \rho \in [0, 1] \), let \( \rho = 0.5 \) and \( i = 1, 2, ..., m \) and \( j = 1, 2, ..., n \).

We have to use the following formula to find the Grey relational coefficient between each Alternative and FCNs-NIS.

\[
V_{ij}^- = V(B_j^-, B_{ij}) = \frac{\min_i \min_j S(B_j^-, B_{ij}) + \rho \max_i \max_j S(B_j^-, B_{ij})}{S(B_j^-, B_{ij}) + \rho \max_i \max_j S(B_j^-, B_{ij})}
\]

11.11. Determination Of Grey Relational Grade.

**Step -5:** Find the Grey relational grade of alternatives.

\[
u_i^+ = \sum_{j=1}^{n} V_{ij}^+ \times w_j \text{ and } \sum_{j=1}^{n} w_j = 1
\]

\[
u_i^- = \sum_{j=1}^{n} V_{ij}^- \times w_j \text{ and } \sum_{j=1}^{n} w_j = 1
\]

11.12. Determination Of Relative Closeness Coefficient.

**Step -6:** Find the relative Grey relational grade with regards to FCNs-PIS. The relative grey relational grade of an alternative \( A_i \) with regard to the fuzzy credibility positive-ideal solution (FCNs-PIS) \( A^+ \) can be find as:

\[
SI_i = \frac{SI_i^+}{SI_i^++SI_i^-}
\]

11.13. Ranking Of alternatives.

**Step -7:** Sorting the alternatives.

After finding the relative grey relational grade of each alternatives are listed in descending order of \( cI_{(a)} \). The larger value relative grey relational grade of some alternative represents that it is close to FCNs-PIS. As a result the most appropriate choice should be the alternatives with the higher value of closeness.

11.14. Ending of Algorithm.

**Step -8:** This is last step of proposed method in which the final result will be shown. And where all the ranking position is shown.
11.15. **Flow Chart For Algorithm-II**

![Flow Chart For Algorithm-II](image)

11.16. **Case study.** The economic development of the country is effected by the energy crises. Among the various energy sources, electricity is the most important energy source that is in popular by various economic sectors. There are many electricity crises which is faced at different condition or level in Pakistan. There are many issues which is created by the electricity shortage as well as affect the economy level of Pakistan. The absence of planning and policy formulation is
wholly responsible for this electricity shortage. By providing a good policy and having a best planning by the government to improve the electricity demands. So the various sources and the factor affecting these sources are discussed further. For this we have to define and discussed our step wise approach to select the best option for energy crises. Further we have a set of four alternatives \{A_1, A_2, A_3, A_4\} which is the causes of electricity and the description of these alternatives is as,

- \(A_1\) is For Hydro Power,
- \(A_2\) is For Solar Energy,
- \(A_3\) is For Fuel Energy,
- \(A_4\) is Wind Energy.

Also the detail of criteria is as follows and denoted by \{c_1, c_2, c_3, c_4, c_5\}.

- \(c_1\) is For Environmental Factor,
- \(c_2\) is For Economic Factor,
- \(c_3\) is For Technical Factor,
- \(c_4\) is For Socio-political Factor,
- \(c_5\) is For Mechanical Factor.

11.17. **Proposed Methodology.** To apply and verify our own proposed methods we have taken a collection of three DMs which is denoted as (DM_1, DM_2, DM_3) having weight vectors \(w = (0.2, 0.3, 0.5)^T\). However we have used these weight to aggregate these DMs into a collective matrix. Further also we have criteria weight vector which is denoted by \(\zeta = (0.21, 0.24, 0.22, 0.15, 0.18)^T\) while using proposed aggregation operators. And also to choose the good option from all the other alternatives so we will used score and accuracy function respectively. Further the detail of alternatives and criteria were explained as above and here we have to use only the proposed aggregation operators like CFHWA/CFHWG to get the best results.

11.18. **Illustrative Example Based on Algorithm-I.** Here the steps of proposed method were apply as on the numerical example which is discus as under. The detail of alternatives, criteria and weight vectors were discussed in detail. Also the steps is calculated and the results is tabulated as under. But here we can take the data in the form of FCNs and the developed aggregation operators like CFHWA/CFHWG operators were apply to get the best results. Also the steps of algorithm-I were find as under.

**Step-1:** The first step of the proposed method is that we have to represent the data in the form of matrix shape having alternatives and criteria in the form of FCNs. Here the \(M = [\tau(k_{ij})]_{(m \times n)}\) matrix form is presented as by Table-1, Table-2 and Table-3.

| Alternatives | \(c_1\) | \(c_2\) | \(c_3\) | \(c_4\) | \(c_5\) |
|--------------|--------|--------|--------|--------|--------|
| \(p_1\)      | (0.8, 0.1) | (0.5, 0.4) | (0.2, 0.5) | (0.5, 0.4) | (0.2, 0.7) |
| \(p_2\)      | (0.1, 0.8) | (0.6, 0.2) | (0.1, 0.9) | (0.4, 0.3) | (0.2, 0.6) |
| \(p_3\)      | (0.6, 0.1) | (0.2, 0.6) | (0.1, 0.9) | (0.7, 0.1) | (0.4, 0.3) |
| \(p_4\)      | (0.7, 0.2) | (0.6, 0.3) | (0.6, 0.2) | (0.1, 0.8) | (0.5, 0.2) |
Table-2: FCNs information by $D_2$

| Alternatives | $c_1$      | $c_2$      | $c_3$      | $c_4$      | $c_5$       |
|--------------|------------|------------|------------|------------|-------------|
| $p_1$        | (0.2, 0.5) | (0.5, 0.4) | (0.8, 0.1) | (0.5, 0.4) | (0.2, 0.5)  |
| $p_2$        | (0.1, 0.9) | (0.6, 0.2) | (0.1, 0.8) | (0.6, 0.2) | (0.1, 0.9)  |
| $p_3$        | (0.1, 0.9) | (0.2, 0.6) | (0.6, 0.1) | (0.2, 0.6) | (0.1, 0.9)  |
| $p_4$        | (0.6, 0.2) | (0.6, 0.3) | (0.7, 0.2) | (0.6, 0.3) | (0.6, 0.2)  |

Table-3: FCNs information by $D_3$

| Alternatives | $c_1$      | $c_2$      | $c_3$      | $c_4$      | $c_5$       |
|--------------|------------|------------|------------|------------|-------------|
| $p_1$        | (0.8, 0.1) | (0.5, 0.4) | (0.2, 0.7) | (0.5, 0.4) | (0.2, 0.5)  |
| $p_2$        | (0.1, 0.8) | (0.4, 0.3) | (0.2, 0.6) | (0.6, 0.2) | (0.1, 0.9)  |
| $p_3$        | (0.6, 0.1) | (0.7, 0.1) | (0.4, 0.3) | (0.2, 0.6) | (0.1, 0.9)  |
| $p_4$        | (0.7, 0.2) | (0.1, 0.8) | (0.5, 0.2) | (0.6, 0.3) | (0.6, 0.2)  |

**Step-2:** The second step is about to aggregate all the DM, which will give us a collective DM using the developed aggregation operators CFHWA/CFHWG which is presented in Table-4.

Table-4: The aggregated matrix using proposed aggregation operators.

| Alternatives | $c_1$      | $c_2$      | $c_3$      | $c_4$      | $c_5$       |
|--------------|------------|------------|------------|------------|-------------|
| $p_1$        | (0.08, 0.01) | (0.06, 0.02) | (0.01, 0.02) | (0.06, 0.02) | (0.003, 0.03) |
| $p_2$        | (0.0004, 0.05) | (0.12, 0.01) | (0.0004, 0.04) | (0.04, 0.01) | (0.001, 0.01) |
| $p_3$        | (0.003, 0.30) | (0.003, 0.03) | (0.002, 0.01) | (0.06, 0.02) | (0.07, 0.008) |
| $p_4$        | (0.18, 0.012) | (0.13, 0.02) | (0.14, 0.012) | (0.002, 0.02) | (0.08, 0.01) |

**Step-3:** The score values of each alternatives is $s(p_1) = .013$, $s(p_2) = .015$, $s(p_3) = .018$, $s(p_4) = .032$. So we have ranked as follow which give us the overall result of each alternatives, which is in th form of Table-5.

Table-5: The ranking results of the suggested techniques Using Algorithm -I.

| Proposed Methods | $p_1$ | $p_2$ | $p_3$ | $p_4$ | Ranking     |
|------------------|-------|-------|-------|-------|-------------|
| CFHWA            | 0.013 | 0.015 | 0.018 | 0.032 | $p_4 > p_3 > p_2 > p_1$ |
| CFHWG            | 0.012 | 0.014 | 0.024 | 0.034 | $p_4 > p_3 > p_2 > p_1$ |
Illustrative Example Based on Extended GRA Method. Here the steps of proposed method were apply as on the numerical example which is discuss as under. The detail of alternatives, criteria and weight vectors were discussed in detail as above. Also the steps is calculated as under.

**Step-1:** The first step of the proposed method is that we have to represent the data in the form of matrix shape having alternatives and criteria in the form of FCNs. which is represented in the form of Table-I, Table-2 and Table-3 as above in the algorithm-I.

**Step -2:** The second step is about to aggregate all the DM, which will give us a collective DM using the CFHWA/CFHWG which is presented in the form of Table-4 as in the algorithm-I.

**Step-3:** The third step of the developed method is to find the PIS and NIS solution by using the formula as above and the result is discuss as in the form of Table-6 and Table-7.

| Alternatives | $c_1$ | $c_2$ | $c_3$ | $c_4$ | $c_5$ |
|--------------|------|------|------|------|------|
| $p_1$        | (0.990, 0.983) | (0.988, 0.984) | (0.983, 0.984) | (0.988, 0.984) | (0.982, 0.985) |
| $p_2$        | (1.000, 1.005) | (1.012, 1.001) | (1.000, 1.004) | (1.004, 1.001) | (1.000, 1.001) |
| $p_3$        | (0.997, 0.999) | (0.999, 1.005) | (0.997, 0.998) | (1.002, 0.099) | (1.003, 0.997) |
| $p_4$        | (1.017, 1.005) | (1.002, 1.002) | (1.014, 1.005) | (0.999, 1.001) | (1.007, 1.005) |

| Alternatives | $c_1$ | $c_2$ | $c_3$ | $c_4$ | $c_5$ |
|--------------|------|------|------|------|------|
| $p_1$        | (1, 0.992) | (0.998, 0.993) | (0.993, 0.992) | (0.998, 0.993) | (0.992, 0.994) |
| $p_2$        | (1, 1.005) | (1.012, 1.001) | (1.001, 1) | (1.004, 1.001) | (1.000, 1.001) |
| $p_3$        | (1, 1.002) | (1.006, 1.003) | (1.003, 0.999) | (1.005, 1.002) | (1.006, 1.004) |
| $p_4$        | (1, 0.983) | (0.994, 0.996) | (0.984, 0.996) | (0.982, 0.984) | (0.990, 0.983) |

**Step-4:** In this step we have determined the results of Grey Relational Coefficient which is presented in the Table-8 and Table-9.

| PIS⁺ | $c_1$ | $c_2$ | $c_3$ | $c_4$ | $c_5$ |
|------|------|------|------|------|------|
| (2.004, 2.008) | (2.005, 2.007) | (2.008, 2.007) | (2.005, 2.007) | (2.008, 2.007) |
| (1.999, 1.996) | (1.993, 1.998) | (1.999, 1.997) | (1.997, 1.998) | (1.999, 1.998) |
| (2.001, 1.999) | (2.001, 1.999) | (2.001, 2.000) | (1.998, 1.999) | (1.997, 2.008) |
| (1.990, 1.999) | (1.993, 1.998) | (1.992, 1.999) | (1.999, 1.998) | (1.995, 1.999) |
Table-9: The result of Grey Relational Coefficient.

| NIS− | c1       | c2       | c3       | c4       | c5       |
|------|----------|----------|----------|----------|----------|
| (1.994, 1.998) | (1.995, 1.997) | (1.998, 1.999) | (1.995, 1.996) | (1.998, 1.997) |
| (1.994, 1.992) | (1.988, 1.994) | (1.994, 1.992) | (1.992, 1.992) | (1.994, 1.993) |
| (2.001, 1.999) | (1.994, 1.993) | (1.994, 1.992) | (1.991, 1.992) | (1.991, 1.994) |
| (1.994, 2.003) | (1.997, 2.002) | (1.996, 2.003) | (2.004, 2.002) | (2.001, 2.003) |

**Step-5:** In this step we have determined the result of Relative Closeness Coefficient which is listed in the Table-10.

Table-10: The result of Grey Relational Grade.

| Alternatives | \( u_i^+ \) | \( u_i^- \) |
|--------------|-------------|-------------|
| \( p_1 \)   | 0.4209      | 0.4189      |
| \( p_2 \)   | 0.4812      | 0.4789      |
| \( p_3 \)   | 0.4417      | 0.4396      |
| \( p_4 \)   | 0.5013      | 0.2993      |

**Step-6:** In this step we have to find the ratio of Relative Closeness Coefficient which is denoted by Table-11.

Table-11: The result of Ratio of Grey Relational Coefficient.

| Alternatives | \( S_i \) |
|--------------|----------|
| \( p_1 \)   | 0.4552   |
| \( p_2 \)   | 0.4649   |
| \( p_3 \)   | 0.5012   |
| \( p_4 \)   | 0.5240   |

The score values of each alternatives is \( s(p_1) = 0.4552, s(p_2) = 0.4649, s(p_3) = 0.5012, s(p_4) = 0.5240 \). So we have ranked as follow which give us the overall result of each alternatives, which is in the form of Table-12.

Table-12: The ranking results of the suggested technique Using Algorithm -II.

| Proposed Methods | \( p_1 \) | \( p_2 \) | \( p_3 \) | \( p_4 \) | Ranking     |
|------------------|----------|----------|----------|----------|-------------|
| FCNs-GRA Approach| 0.4552   | 0.4649   | 0.5012   | 0.5240   | \( p_4 > p_3 > p_2 > p_1 \) |

11.20. **Verification By TODIM Method.** In this subsection we have to verify our proposed approach to check the accuracy and correctness. Here we have taken the data (values) in the form of FCNs and using the Hamacher t-norm and t-conorm, we developed a series of aggregation operator which is CFHWA and CFHWG that is apply to choose the best optimal solution for the given alternatives (selection). So in verification section we have to verify our proposed method with a known
approach (TODIM approach) and here also to check the results of our proposed method to this known TODIM approach. which give us the result that is the same as using another methods and also which is presented in the Table-20.

11.21. Representation of data.

**Step-1:** The first step of the proposed method is that we have represent the data in the form of matrix shape having alternatives and criteria. which will be written as.

\[ M = \tau(k^i_{ij})_{m \times n} \]

Here using the FCNs also the decision maker is denoted by \( D_i \). And also \( k^i_{ij} \) represent the DMs values having alternatives and criteria.

| Alternatives | \( A_1 \) | \( A_2 \) | ... | \( A_n \) |
|--------------|----------|----------|-----|----------|
| \( D \)      | \( c_1 \) | \( c_2 \) | ... | \( c_m \) |
|              | \( k^1_{11} \) | \( k^1_{12} \) | ... | \( k^1_{1n} \) |
|              | \( k^2_{21} \) | \( k^2_{22} \) | ... | \( k^2_{2n} \) |
|              | ...       | ...       | ... | ...       |
|              | \( k^n_{ni} \) | \( k^n_{n2} \) | ... | \( k^n_{nm} \) |

11.22. Aggregated Decision matrix.

**Step-2:** The second step of the proposed methods is to collect DM using proposed aggregation formula which is CFHWA or CFHWG. In this step a DM is to write as a one (collective matrix) which have an alternative and criteria. And give us an aggregated matrix.

\[
CFHWG(s_1, s_2, ..., s_n) = \left\{ \bigotimes_{i=1}^{n} s_i w_i \right\}^{s_i} = \frac{\sum_{i=1}^{n} a_{ij}^{w_i}}{\prod_{i=1}^{n} (1+\lambda(1-a_{ij}))^{w_i} + (\lambda-1)\prod_{i=1}^{n} b_{ij}^{w_i}}
\]

Or

\[
CFHWA(s_1, s_2, ..., s_n) = \left\{ \bigotimes_{i=1}^{n} s_i w_i \right\} = \frac{\sum_{i=1}^{n} a_{ij}^{w_i}}{\prod_{i=1}^{n} (1+\lambda(1-a_{ij}))^{w_i} + (\lambda-1)\prod_{i=1}^{n} b_{ij}^{w_i}}
\]

11.23. Normalization Of Data.

**Step-3:** The third step is to normalize the data in the following way. Also in this step we have to convert the cost criteria into benefit criteria to select the best ranked valued and also to make the data uniform. Another case is that if the data is in the form of benefit type then there is no need of normalization process.

\[
a_{ij} = \left\{ \begin{array}{l}
a_{ij} = (u_{ij}, v_{ij}) \\
a_{ij}' = (v_{ij}, u_{ij})
\end{array} \right.
\]
11.24. Determination Of Highest weight Values.

**Step-4:** In this step we have to find the highest weight \( w_r = \max\{w_j | j = 1, 2, ..., n \} \) to the reference criterion. Then we have to find the relative weight \( w_{jr} \) of the criterion \( c_j \) to the reference criterion as.

\[
w_{jr} = w_j / w_r
\]

11.25. Computation Of Dominance Degree Over Other Alternatives.

**Step-5:** In this step we have to find the dominance degree of alternative over other alternative \( p_k \) having the criterion \( c_j \).

\[
\Phi(p_i, p_k) = \begin{cases} 
\sqrt{S(a_{ij} - a_j)w_{jr} / \left( \sum_{j=1}^{n} w_{jr} \right)}(a_{ij} - a_j) > 0, \\
0, S(a_{ij} - a_j) = 0, \\
-\frac{1}{\theta} \sqrt{S(a_{ij} - a_j)(\sum_{j=1}^{n} w_{ij})/w_{jr}, (a_{ij} - a_j) < 0.}
\end{cases}
\]

Where the attenuation factor of the losses is denoted by \( \theta \). If \( S(a_{ij} - a_j) > 0 \), \( \Phi(p_i, p_k) \) represent the gain of \( p_i \) over \( p_k \) with respect to the criterion \( c_j \). If \( S(a_{ij} - a_j) < 0 \), Then \( \Phi(p_i, p_k) \) represent the loss. If \( S(a_{ij} - a_j) = 0 \), Then \( \Phi(p_i, p_k) \) represent the nil.

11.26. Determination Of Dominance Degree Of Each Alternatives.

**Step-6:** In this step we have to find the dominance degree of each alternatives \( p_i \) over one of the remaining alternatives \( p_k \).

\[
\Phi(p_i, p_k) = \sum_{j=1}^{n} \Phi_j(p_i, p_k)
\]

11.27. Determination Of Overall Dominance Degree.

**Step-7:** In this step we have to find the overall dominance degree of each alternatives \( p_i \).

\[
\zeta(p_i) = \frac{\sum_{k=1}^{m} \Phi(p_i, p_k) - \min_i \{ \sum_{k=1}^{m} \Phi(p_i, p_k) \}}{\max_i \{ \sum_{k=1}^{m} \Phi(p_i, p_k) \} - \min_i \{ \sum_{k=1}^{m} \Phi(p_i, p_k) \}}
\]

Where the \( 0 \leq \zeta(p_i) \leq 1 \). The ranking will be find according to the higher values of \( \zeta(p_i) \).

11.28. Ending Of Algorithm.

**Step-8:** This is last step of algorithm.
11.29. Flow Chart For Algorithm-III

**Step-1:** The first step of the proposed method is to present the data in the form matrix having alternatives and criteria. The data is presented in the form of Table-1, Table-2 and Table-3 which is given above Algorithm-I.

**Step -2:** The second step is about to aggregated all the DMs into one collective matrix using the proposed aggregation operators like CFHWA/CFHWG. The result of this step is also given above as we have used these operators to get the required collective DMs, which is represented in the Table-4.

**Step -3:** There is no need of normalization because we have taken the data in the form of benefit and uniform shape. So we have to find the further results (calculation).
Step -4: In this step of the proposed method we have to find highest weight values. Which is as,

0.875, 1, 0.916, 0.625, 0.75

Step -5: In this step we have to find the dominance degree of alternative over other alternative \( p_k \) having the criterion \( c_j \). which is listed in the form of Table-13, Table-14, Table-15, Table-16 and Table-17.

Table-13: The result Of Dominance Degree For \( c_1 \).

| Alternatives | \( c_1 \) | \( c_2 \) | \( c_3 \) | \( c_4 \) | \( c_5 \) |
|--------------|-----------|-----------|-----------|-----------|-----------|
| \( p_1 \)    | (0, 0)    | (0.076, 0.03) | (0.077, 0.28) | (0.12, 0.008) | (0.1, 0.018) |
| \( p_2 \)    | (0.076, 0.04) | (0, 0)    | (0.001, 0.26) | (0.176, 0.002) | (0.176, 0.002) |
| \( p_3 \)    | (0.077, 0.29) | (0.001, 0.02) | (0, 0)    | (0.0)      | (0.177, 0.004) |
| \( p_4 \)    | (0.1, 0.002)  | (0.03, 0.177) | (0.177, 0.288) | (0.008) | (0)       |

Table-14: The result Of Dominance Degree For \( c_2 \).

| Alternatives | \( c_1 \) | \( c_2 \) | \( c_3 \) | \( c_4 \) | \( c_5 \) |
|--------------|-----------|-----------|-----------|-----------|-----------|
| \( p_1 \)    | (0, 0)    | (0.06, 0.02) | (0.067, 0.240) | (0.1, 0.03) | (0.17, 0.012) |
| \( p_2 \)    | (0.06, 0.03) | (0, 0)    | (0.01, 0.126) | (0.16, 0.02) | (0.13, 0.021) |
| \( p_3 \)    | (0.07, 0.39) | (0.02, 0.03) | (0, 0)    | (0, 0)    | (0.16, 0.042) |
| \( p_4 \)    | (0.23, 0.01)  | (0.04, 0.15) | (0.10, 0.18) | (0.05) | (0)       |

Table-15: The result Of Dominance Degree For \( c_3 \).

| Alternatives | \( c_1 \) | \( c_2 \) | \( c_3 \) | \( c_4 \) | \( c_5 \) |
|--------------|-----------|-----------|-----------|-----------|-----------|
| \( p_1 \)    | (0, 0)    | (0.13, 0.10) | (0.37, 0.68) | (0.13, 0.006) | (0.012, 0.018) |
| \( p_2 \)    | (0.26, 0.14) | (0, 0)    | (0.013, 0.24) | (0.296, 0.123) | (0.163, 0.021) |
| \( p_3 \)    | (0.37, 0.29) | (0.26, 0.14) | (0, 0)    | (0, 0)    | (0.134, 0.014) |
| \( p_4 \)    | (0.14, 0.25)  | (0.013, 0.27) | (0.227, 0.123) | (0.234, 0.017) | (0)       |

Table-16: The result Of Dominance Degree For \( c_4 \).

| Alternatives | \( c_1 \) | \( c_2 \) | \( c_3 \) | \( c_4 \) | \( c_5 \) |
|--------------|-----------|-----------|-----------|-----------|-----------|
| \( p_1 \)    | (0, 0)    | (0.076, 0.03) | (0.077, 0.28) | (0.11, 0.008) | (0.1, 0.017) |
| \( p_2 \)    | (0.016, 0.02) | (0, 0)    | (0.001, 0.26) | (0.176, 0.002) | (0.176, 0.002) |
| \( p_3 \)    | (0.123, 0.096) | (0.001, 0.02) | (0, 0)    | (0, 0)    | (0.177, 0.003) |
| \( p_4 \)    | (0.1, 0.002)  | (0.03, 0.14) | (0.177, 0.288) | (0.008) | (0)       |

Table-17: The result Of Dominance Degree For \( c_5 \).

| Alternatives | \( c_1 \) | \( c_2 \) | \( c_3 \) | \( c_4 \) | \( c_5 \) |
|--------------|-----------|-----------|-----------|-----------|-----------|
| \( p_1 \)    | (0, 0)    | (0.056, 0.03) | (0.097, 0.28) | (0.16, 0.08) | (0.12, 0.016) |
| \( p_2 \)    | (0.06, 0.04) | (0, 0)    | (0.01, 0.16) | (0.16, 0.003) | (0.16, 0.028) |
| \( p_3 \)    | (0.027, 0.29) | (0.01, 0.03) | (0, 0)    | (0, 0)    | (0.147, 0.046) |
| \( p_4 \)    | (0.15, 0.002)  | (0.032, 0.16) | (0.15, 0.24) | (0.09, 0.08) | (0)       |
Step-6: In this step we have to find the dominance degree of each alternatives \( p_i \) over one of the remaining alternatives \( p_k \), which is given in the Table-18.

| Alternatives | \( c_1 \)   | \( c_2 \)   | \( c_3 \)   | \( c_4 \)   | \( c_5 \)   |
|--------------|-------------|-------------|-------------|-------------|-------------|
| \( p_1 \)    | (0, 0)      | (0.398, 0.021) | (0.688, 1.48) | (0.62, 0.132) | (0.502, 0.081) |
| \( p_2 \)    | (0.472, 0.27) | (0, 0)     | (0.035, 1.04) | (0.908, 0.15) | (0.805, 0.074) |
| \( p_3 \)    | (0.667, 1.356) | (0.292, 0.24) | (0, 0)      | (0, 0)      | (0.795, 0.136) |
| \( p_4 \)    | (0.72, 0.266) | (0.145, 0.89) | (0.831, 1.11) | (0.324, 0.163) | (0, 0)      |

Step-7: In this step we have to find the overall dominance degree of each alternatives \( p_i \). And also the ranking is find out through proper proposed methods. which is as follow.

\[ p_4 > p_3 > p_2 > p_1 \]

11.30. Comparative Study. In this subsection we have to compare our proposed method with other existing methods. In the proposed method we have taken the values in the form of FCNs and also using the concept of Hamacher t-norm and t-conorm we have proposed some aggregation operators like CFHWA/CFHWG. Further more we have to select the best alternatives (option) from given alternatives (options) we can used the score and accuracy function. Now to check the validity and accuracy of the proposed method we have to compare our results with other results. Due to this series of aggregation operators we have solve a numerical example which give us the best results. Also we have explained the modified GRA methods.

But in this paper we have to compare our proposed methods with other existing methods in two way (form) of comparison which is as to compare with aggregation operators like IFWA, IFWG, IFDWA and IFDWG. And the second way (form) of comparison is to compare our results with other results is the fuzzy techniques (approaches) like IF-TOPSIS methods etc. [44, 45, 46, 47]. So a comparison with
these types of data we can see that our proposed method is best and accurate. The results and comparison analysis details as under.

11.31. **Comparison with IFWA.** In this subsection we can compare our new proposed work with the existing methods. In this existing methods the basic idea were IFS and their basic aggregation operators like IFWA, [44] IFOWA [44] and IFHWA [44]. But here in this paper we can take the data in the form of FCNs and basic operation of Hamacher t-norm and t-conorm. Further we can also extend and proposed the new aggregation operators like CFHWA, CFHOWA and CFHHWA to aggregate the MAGDM issues and new score and accuracy function were also defined which can help in the final ranking of the object which is in the best position. As in existing methods Z.S et al. [44] take the values in the form IFSs which contain membership degree and non membership degree and also fulfilled the condition that sum of its lies between zero and one. But here in this paper we have taken the values as FCNs and by comparing this proposed work with the existing we can see that our proposed work is more accurate and more applicable than existing methods. The results is shown as follows.

| Approaches | Score values   | Ranking         |
|------------|----------------|-----------------|
| IFWA [44]  |                | $p_4 > p_3 > p_2 > p_1$ |
| CFHWA      | 0.013 0.015 0.018 0.032 | $p_4 > p_3 > p_2 > p_1$ |

11.32. **Comparison with IFWG.** We can compare our new proposed work with the existing methods in this subsection. In this existing methods the basic idea were IFS and their basic aggregation operators like IFWG, [45] IFOWG [45] and IFHWG [45]. But here in this paper we can take the data in the form of FCNs and basic operation of Hamacher t-norm and t-conorm. Further we an also extend and proposed the new aggregation operators like CFHWG, CFHOWG and CFHHG to aggregate the MAGDM issues and a score and accuracy function were also defined which can help in the final ranking of the object which is in the best position. As in existing methods Z.S et al. [45] take the values in the form IFSs which contain membership degree and non membership degree and also fulfilled the condition that sum of its lies between zero and one. But here in this paper we have taken the values as FCNs and by comparing this proposed work with the existing we can see that our proposed work is more accurate and more applicable than existing methods. The results is shown as follows.

| Approaches | Score values   | Ranking         |
|------------|----------------|-----------------|
| IFWG [45]  |                | $p_4 > p_3 > p_2 > p_1$ |
| CFHWG      | 0.012 0.014 0.024 0.034 | $p_4 > p_3 > p_2 > p_1$ |

11.33. **Comparison with IFDWA/IFWDG.** We can compare our new proposed work with the existing methods in this subsection. In this existing methods the basic idea were IFS and their basic aggregation operators like IFDWA, [46] IFDOWA [46] and IFDHWA [46] IFDHWG [46], IFDOWG [46] and IFDHWG [46] using the basic concept of Dombi t-norm and t-conorm. But here in this paper we can take the data in the form of FCNs and basic operation of Hamacher t-norm and t-conorm. Further we an also extend and proposed the new aggregation operators like CFHWA, CFHOWA and CFHHWA, CFHWG, CFHOWG and CFHHG to aggregate the MAGDM issues and a score and accuracy function were also defined which can help in the final ranking of the object which is in the best position.
As in existing methods M. R. Seikh et al. [46] take the values in the form IFSs which contain membership degree and non-membership degree and also fulfilled the condition that sum of its lies between zero and one. But here in this paper we have taken the values as FCNs and by comparing this proposed work with the existing we can see that our proposed work is more accurate and more applicable than existing methods. The results is shown as follows.

| Approaches   | Score values | Ranking   |
|--------------|--------------|-----------|
| IFDWA [46]   | p_4 > p_3 > p_2 > p_1 |
| IFDWG [46]   | p_4 > p_3 > p_2 > p_1 |
| CFHWA        | 0.013 0.015 0.018 0.032 | p_4 > p_3 > p_2 > p_1 |
| CFHWG        | 0.012 0.014 0.024 0.034 | p_4 > p_3 > p_2 > p_1 |

11.34. **Comparison with IF-TOPSIS Method.** We can compare our new proposed work with the existing methods in this subsection. In this existing methods a generalized IFRSs and its basic aggregation operators will discussed as well as the rough set and its upper and lower approximation is also presented. But here in this paper we can take the data in the form of FCNs and basic operation of Hamacher t-norm and t-conorm. Further we an also extend and proposed the new aggregation operators like CFHWA, CFHOWA and CFHHWA, CFHWG, CFHOWG and CFHHG to aggregate the MAGDM issues and a score and accuracy function were also defined which can help in the final ranking of the object which is in the best position. As in existing methods Z. Zhang [47] proposed IFSs, rough set and also the lower and upper approximation space using these basic operational laws of FCNs were presented. But here in this paper we have taken the values as FCNs and by comparing this proposed work with the existing we can see that our proposed work is more accurate and more applicable than existing methods. The results is shown as follows

| Approaches       | Score values | Ranking   |
|------------------|--------------|-----------|
| IF-TOPSIS [47]   | × × × ×      | p_4 > p_3 > p_2 > p_1 |
| FCNs-TODIM Approach | 0.10 0.472 0.667 0.72 | p_4 > p_3 > p_2 > p_1 |
| FCNs-GRA Approach | 0.455 0.46 0.501 0.52 | p_4 > p_3 > p_2 > p_1 |

Table-20. The comparison analysis with other existing methods.

| Suggested Techniques | Score values | Ranking   |
|----------------------|--------------|-----------|
| IFWA                 | Invisible    | p_4 > p_3 > p_2 > p_1 |
| IFWG                 | Invisible    | p_4 > p_3 > p_2 > p_1 |
| IFDWG                | Invisible    | p_4 > p_3 > p_2 > p_1 |
| IFDWA                | Invisible    | p_4 > p_3 > p_2 > p_1 |
| IF-TOPSIS approach   | Invisible    | p_4 > p_3 > p_2 > p_1 |
| FCNs-TODIM Approach  | 0.10 0.47 0.66 0.72 | p_4 > p_3 > p_2 > p_1 |
| FCNs-GRA Approach    | 0.45 0.46 0.50 0.52 | p_4 > p_3 > p_2 > p_1 |
| CFHWA Proposed       | 0.013 0.015 0.018 0.032 | p_4 > p_3 > p_2 > p_1 |
| CFHWG Proposed       | 0.012 0.014 0.024 0.034 | p_4 > p_3 > p_2 > p_1 |

11.35. **Result and discussion.** The result and outcome of our proposed work is that we have taken the data in the form of FCNs and also using the Hamacher t-norm and t-conorm basic operational laws we have developed a series of aggregation...
operators like CFHWA and CFHWG operators. Furthermore we have applied these aggregation operators to a MCGDM issues to select the best option from a given data. Also here in this paper we have developed and explained a stepwise algorithm in which some steps is defined and also calculated for the numerical case like a practical example of electricity crises in Pakistan. Further the discussion of this paper is that we have also compare our proposed work to other existing methods to check the accuracy and accurateness of the proposed methods. And in lastly we have verified our proposed work by the other existing approach to study the correctness of the new proposed approach.

12. Conclusion And Future Work

Normally there are many types of decision making problems but we have focused only two types which are multi criteria decision making problems(MCDM) and other is multi criteria group decision making problems(MCGDM) during any decision problems. But here in this paper we have taken the MCGDM problems and get the best results on the basis of our proposed work which is also define on the basis of Hamacher t-norm and t-conorm and as a result we achieve a series of aggregation operators like CFHWA and CFHWG. Also more in this paper we have to defined and explained the modified GRA and TODIM method using the FCNs and the detail description of our proposed method is also explained in the section of paper. Finally a comparison with other methods is done to check the accuracy of our new work. And a numerical example is solved and verify by a known (exists) method, which give us the same and best result which is achieve by our proposed work. Also in this paper using the FCNs the main benefit is that its provide a credible and accurate degree to the DM problems. In future work this study may be applied to the many practical applications like Dombi t-norm and t-conorm and Yager t-norm and t-conorm to select the best possible outcome using the FCNs.
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