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Abstract

We define and establish the conditions for ‘equivalent neural networks’ - neural networks with different weights, biases, and threshold functions which result in the same associated function. We prove that, given a neural network \( N \) with piece-wise linear activation, the space of coefficients describing all equivalent neural networks is given by a semialgebraic set. This result is obtained by studying different representations of a given piece-wise linear function using the Tarski-Seidenberg theorem.

1 Introduction

Neural networks are a critical component of AI research and industry. They are a prominent part of modern research in self-driving cars [1], fraud detection [2], medical diagnostics [3], and recommendation systems for popular destinations on the web [4]. The prevalence of these techniques necessitates a stronger understanding of their inner workings to better harness their potential and ensure their correct use.

The power of neural networks and the desire for an understanding of these tools have fostered a field of study surrounding ‘explainable AI’. Explainable AI is useful for examining ML results in a scientific context [5] and for explaining ML results to stakeholders in enterprise contexts [6]. Machine learning engineers looking to debug their work also benefit from research into explainable ML, which has been a partial motivation behind the development of tools such as LIME [7].

In addition to creating tools for explainable AI, there has been an increase in research into understanding the mathematics of neural networks. One direction of this research is examining neural networks with piecewise linear activation functions [8]. The other being Zhang et. al [9], which draws an explicit connection between tropical rational functions and feed-forward neural networks with piecewise linear activation functions.
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In this paper we study the space of coefficients of a feedforward neural network with piece-wise linear activation functions. The key idea is that one might have different weights, biases, and thresholds for a neural architecture, yet resulting in the same associated function. This leaves the question of characterizing the space of coefficients of a neural network whose associated function is fixed. We answer this question by deducing that the space of such coefficients is given by a semialgebraic subset of $\mathbb{R}^N$, for some $N$.

In section 2 we begin by recalling some basic aspects of semialgebraic sets necessary for the main result. This consists of a version of the Tarski-Seidenberg theorem and an application relevant to the key theorem. In section 3, we define the notion of a feed-forward neural network. Unlike in some other sources what we mean by a neural network is the data of weights, biases, and threshold vectors on a neural architecture i.e., a directed acyclic graph. We associate a function to the neural network by composing the activation functions as done in say [9]. We say that two neural networks are equivalent if their associated functions are identical. In section 4, we study the algebraic nature of these equivalence classes. In particular, using the Tarski-Seidenberg theorem we deduce that each equivalence class is given by a semialgebraic set.
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2 Semialgebraic Sets

A semialgebraic set is a subset of $\mathbb{R}^n$ satisfying a finite number of polynomial equations and inequations with coefficients in $\mathbb{R}$ [10]. Note that unlike algebraic sets the class of semialgebraic sets form a Boolean algebra, i.e., they are closed under union, intersection and complement in $\mathbb{R}^n$. Now we build the set-up necessary to state a version of Tarski-Seidenberg theorem [11].

Definition 2.1. A first-order formula is constructed in the following manner, as defined in [10]:

1. If $P \in \mathbb{R}[X_1, ..., X_n]$ then $P = 0$ and $P > 0$ are first-order formulae.
2. If $\Phi$ and $\Psi$ are first-order formulae, then “$\Phi$ and $\Psi$”, “$\Phi$ or $\Psi$”, “not $\Phi$” (often denoted by $\Phi \land \Psi$, $\Phi \lor \Psi$ and $\neg \Phi$, respectively) are first-order formulae.
3. If $\Phi$ is a formula and $X$, a variable ranging over $\mathbb{R}$, then $\exists X \Phi$ and $\forall X \Phi$ are first-order formulae.

The following version of Tarski-Seidenberg theorem allows us to eliminate quantifiers from first-order formulae. We apply this theorem to a first-order formula involving
linear inequalities. These inequalities arise naturally in our study of feed forward neural networks with ReLu activation as shown in section 4.

**Theorem 2.2** (Tarski-Seidenberg Theorem). If $\Phi(X_1, \ldots, X_n)$ is a first-order formula, the set of $(x_1, \ldots, x_n) \in \mathbb{R}^n$ which satisfy $\Phi(x_1, \ldots, x_n)$ is semialgebraic.

Let $\{Q_k(x) := \sum_{l=1}^{n} q_{kl}x_l + q_{k0} : 1 \leq k \leq m\}$, be a set of affine-linear functions with $q_{ij} \in \mathbb{R}$. A straightforward application of the Tarski-Seidenberg theorem tells us that the set equality

$$\mathbb{R}^n = \bigcup_{k=1}^{m} \{x \in \mathbb{R}^n : Q_k(x) \geq 0\},$$

is equivalent to $(\ldots, q_{kl}, \ldots)|_{0 \leq l \leq n, 1 \leq k \leq m} \in \mathbb{R}^{m(n+1)}$ satisfying a semialgebraic set. Indeed, the set equality can be interpreted as saying that the first-order formula

$$\Phi(\ldots, q_{kl}, \ldots) := \forall x \in \mathbb{R}^n[(Q_1(x) \geq 0) \lor \ldots \lor (Q_k(x) \geq 0)]$$

is true. So the set of all $(\ldots, q_{kl}, \ldots)|_{0 \leq l \leq n, 1 \leq k \leq m}$ such that $\Phi(\ldots, q_{kl}, \ldots) = T$ is a semialgebraic set by the Tarski-Seidenberg theorem. To summarize this discussion, we have

**Proposition 2.3.** Let $Q_k(x) := \sum_{l=1}^{n} q_{kl}x_l + q_{k0} : 1 \leq k \leq m$, be a collection of affine linear functions whose coefficients are in $\mathbb{R}$. The set $\{(q_{kl}) \in \mathbb{R}^{m(n+1)} :$ for every $x \in \mathbb{R}^n, Q_1(x) \geq 0 \lor \ldots \lor Q_k(x) \geq 0\}$ is semialgebraic.

We illustrate the above proposition with an example

**Example 2.4.** Let $Q_1(x) = x + y - c$ and $Q_2(x) = -x - y + d$. The regions defined by $Q_1(x) \geq 0$ and $Q_2(x) \geq 0$ cover $\mathbb{R}^2$ (see figure 1) if and only if $d \geq c$. Therefore the set $\{(c, d) \in \mathbb{R}^2 :$ for every $x \in \mathbb{R}^2, Q_1(x) \geq 0 \lor Q_2(x) \geq 0\}$ is semialgebraic.
3 Neural Networks

In this section we give a formal definition of a feedforward neural network with piece-wise linear activation function. We simply call it a neural network throughout this paper. Except for slight differences, most of the material in this section is well-known or easily deduced from existing literature.

Definition 3.1. A neural network is a tuple $\mathcal{N} = (W^{(k)}, b^{(k)}, t^{(k)})_{1 \leq k \leq L}$, where $W^{(k)} = (w^{(k)})$ are $m_k \times n_k$-matrices and, $b^{(k)} = (b^{(k)_i})$ and $t^{(k)} = (t^{(k)_i})$ are vectors of size $m_k$, all with real entries. We require that $m_k = n_{k+1}$ for $1 \leq k \leq L - 1$. We call $W = \{W^{(k)}\}$ the weight matrices, $b = \{b^{(k)}\}$ the bias vectors, and $t = \{t^{(k)}\}$ the threshold vectors of the neural network. For a given $k$ we call the data $(W^{(k)}, b^{(k)}, t^{(k)})$ the $k$-th layer of the neural network $\mathcal{N}$.

Let $\rho_k : \mathbb{R}^{n_k} \rightarrow \mathbb{R}^{m_k}$ and $\sigma_k : \mathbb{R}^{m_k} \rightarrow \mathbb{R}^{m_k}$ be the affine linear transformations and the threshold functions given by $\rho_k(x) = W^{(k)}x + b^{(k)}$ and $\sigma_k(x) = \max\{x, t^{(k)}\}$ respectively. We may associate a function $\nu : \mathbb{R}^d \rightarrow \mathbb{R}^p$, where $d = n_1$ and $p = m_L$ to the neural network (see [9]) as follows $\nu = \sigma_L \circ \rho_L \circ \sigma_{L-1} \circ \rho_{L-1} \circ \ldots \circ \sigma_1 \circ \rho_1$.

We can consider a simple neural network, such as an Autoencoder [12], depicted in Figure 1, to clarify our neural network definition. This Autoencoder corresponds to the function $\nu = \sigma_2 \circ \rho_2 \circ \sigma_1 \circ \rho_1$ as follows

$\sigma_2 = \max\{x, t^{(2)}\}, t^2 = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix}$

$\rho_2 = W^{(2)}x + b^{(2)}, W^{(2)} = \begin{bmatrix} 3 & 4 & -5 \\ 1/2 & -3/4 & 6 \end{bmatrix}, b^2 = \begin{bmatrix} 1/3 & 1/3 & 1/3 \end{bmatrix}$

$\sigma_1 = \max\{x, t^{(1)}\}, t^1 = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix}$

$\rho_1 = W^{(1)}x + b^{(1)}, W^{(1)} = \begin{bmatrix} 1 & 3 & -7 \\ -1/3 & 3/8 & -6 \end{bmatrix}, b^1 = \begin{bmatrix} 2 & 2 & 2 \end{bmatrix}$

Note that this neural network has two layers by our definition but three layers in the classical sense, as depicted in the figure.

Remark 3.2. A neural network may have different weight matrices, biases and thresholds but may have identical associated functions. In such a case we want to identify different neural networks with the same associated functions.

Definition 3.3 (Neural Network Equivalence). We say that two neural networks $\mathcal{N}_1$ and $\mathcal{N}_2$ are equivalent if their associated functions $\nu_1$ and $\nu_2$, respectively, are identically equal.

In the rest of this section we demonstrate how we can write a function associated to a neural network as difference between two piece-wise linear functions in a recursive way.
Remark 3.4. (1) Let $W$ be a matrix with non-negative entries and let

$$T(x) = \max\{T_1(x), \ldots, T_m(x)\}$$

be a piece-wise linear function, i.e., $T_i : \mathbb{R}^n \to \mathbb{R}^m$’s are coordinate wise affine-linear functions. For any vector $b \in \mathbb{R}^m$, the function $g(x) = \max\{W.T(x) + b, t\}$ is a piece-wise linear function. Indeed, we can show that $W.T(x) = \max\{T_{ij}(x)\}$, where $T_{ij}(x)$’s are affine-linear functions described as follows.

For simplicity we assume $n = m = 2$. We calculate

$$W \max_i \{a^{(i)}(x)\},$$

where $a^{(i)}(x) = \begin{pmatrix} a_1^{(i)}(x) \\ a_2^{(i)}(x) \end{pmatrix}$ are coordinate-wise affine-linear functions (may be constant) and the max is taken coordinate-wise. We have

$$W \max_i \{a^{(i)}(x)\} = \begin{pmatrix} w_{11} & w_{12} \\ w_{21} & w_{22} \end{pmatrix} \cdot \max_i \left\{ \begin{pmatrix} a_1^{(i)}(x) \\ a_2^{(i)}(x) \end{pmatrix} \right\}$$

$$= \max_{i,j} \left\{ \begin{pmatrix} w_{11}a_1^{(i)}(x) + w_{12}a_2^{(j)}(x) \\ w_{21}a_1^{(i)}(x) + w_{22}a_2^{(j)}(x) \end{pmatrix} \right\}$$

Here the matrix product commutes with the max operation since we assumed that the $w_{ij}$’s are non-negative.

(2) When the $w_{ij}$’s are arbitrary real numbers, there exists a decomposition $w_{ij} = (w_{ij})_+ - (w_{ij})_-$, where $(w_{ij})_+ = \max\{w_{ij}, 0\}$ and $(w_{ij})_- = \max\{-w_{ij}, 0\}$. This lets us write $W = W_+ - W_-$, where $W_+ = ((w_{ij})_+)$ and $W_- = ((w_{ij})_-)$. So we have

$$W.T(x) = W_+T(x) - W_-T(x)$$

a difference between two piece-wise linear functions.
Lemma 3.5. The function \( \nu_L(x) \) associated to a neural network \( N \) can be written as

\[
(\nu_L)(x) = (\nu_L)_+(x) - (\nu_L)_-(x),
\]
where \((\nu_L)_+ \) and \((\nu_L)_- \) are piece-wise linear functions called the positive part and negative part of \( \nu_L \) respectively.

Proof. We proceed by induction on \( L \), the number of layers. The base case is trivial. For the inductive step we may assume

\[
(\nu_L - 1) = (\nu_L - 1)_+ - (\nu_L - 1)_-,
\]
where \((\nu_L - 1)_+ \) and \((\nu_L - 1)_- \) are piece-wise linear. On the other hand, we have \( W^{(L)} = W^{(L)}_+ - W^{(L)}_- \), where the entries of \( W^{(L)}_+ \) and \( W^{(L)}_- \) are non-negative. In the following simplification we drop the indices to make it more readable

\[
\nu_L(x) = \max\{W^{(L)}\nu_{L-1}(x) + b^{(L)}, t^{(L)}\} = \max\{(W_+ - W_-)(\nu_+(x) - \nu_-(x)) + b, t\} = \max\{W_+\nu_+(x) + W_-\nu_-(x) + b, t + W_-\nu_+(x) + W_+\nu_-(x)\} - (W_-\nu_+(x) + W_+\nu_-(x))
\]

By Remark 3.4, both \((\nu_L)_+ \) and \((\nu_L)_- \) are piece-wise linear. Hence the lemma.

\[\square\]

To summarize, \( \nu_L(x) = (\nu_L)_+(x) - (\nu_L)_-(x) \), where

\[
(\nu_L)_+(x) = \max\{W^{(L)}_+(\nu_{L-1})_+(x) + W^{(L)}_-(\nu_{L-1})_-(x) + b^{(N)}, t^{(N)} + W^{(L)}_+(\nu_{L-1})_+(x) + W^{(L)}_+(\nu_{L-1})_-(x)\}
\]

\[
(\nu_L)_-(x) = (W_-\nu_+(x) + W_+\nu_-(x))
\]

The base case (single layer) is given by

\[
\nu_1(x) = \sigma_1 \circ \rho_1(x) = \max\{W^{(1)}_x + b^{(1)}, t^{(1)}\}
\]

Remark 3.6. (1) Note that the recursive formulae for \( \nu_L \), along with Remark 3.4 allows us to compute \( \nu_L \) explicitly in terms of the coefficients of the neural network. More explicitly, we may write

\[
(\nu_L)_+(x) = \max_{k \in S}\{A_k(x)\}
\]

and

\[
(\nu_L)_-(x) = \max_{k \in T}\{B_k(x)\},
\]
where $A_k(x) = \sum_{i=1}^{d} a_{ik}x_i + a_{0k}$ and $B_k(x) = \sum_{i=1}^{d} b_{ik}x_i + b_{0k}$ are affine linear functions whose coefficients are polynomial expressions in the entries of the weight matrices $\{W^{(i)}_+, W^{(i)}_-\}_{1 \leq i \leq L}$. A formal proof of this is a straightforward application of induction to the recursive formulae above. The recursive formulae also allows us to write these coefficients explicitly.

(2) We may treat the coefficients $a_{ik}$ and $b_{ik}$ as formal polynomials whose variables are the entries of the weight matrices $\{W^{(i)}_+, W^{(i)}_-\}_{1 \leq i \leq L}$. This immediately implies that the indices $S$ and $T$ in Remark 3.6 (1) are dependent only on the network architecture, i.e., the number of layers and the number of nodes in each layer of the neural network.

4 Characterizing Equivalent Neural Networks

In this section we introduce a few notions related to piece-wise linear functions and prove our main theorem. Given a neural architecture, we reduce the problem of characterizing the neural networks $N$ equivalent to a given neural network $N_0$ to that of a cancellation problem for piece-wise linear functions. More precisely, it amounts to finding conditions for coefficients of affine linear functions $\{A_k(x)\}_k$ and $P(x)$ such that

$$f(x) := \max_k \{A_k(x), P(x)\} \equiv \max_k \{A_k(x)\}$$

We call affine linear terms such as $P(x)$ redundant for the function $f(x)$. In theorem 4.4 we give a criterion for $P(x)$ to be redundant. We further observe that the set of relevant terms, i.e., the terms which are not redundant, are unique for a given piece-wise linear function, see theorem 4.8. Using these results we prove that the set of neural networks equivalent to a given neural network $N_0$ is given by a semialgebraic set, see theorem 4.13.

Definition 4.1 (Redundant index). Let $S$ be a finite set, $P_k : \mathbb{R}^d \to \mathbb{R}$, for $k \in S$ be distinct affine-linear functions given by $P_k(x) = \sum_{i=1}^{d} a_{kix_i} + a_{k0}$ and $f(x) = \max_{k \in S} \{P_k(x)\}$, a piece-wise linear function. We say that an index $j \in S$ is redundant if the following identical equality of functions is valid

$$f(x) = \max_{k \in S} \{P_k(x)\} \equiv \max_{k \in S, k \neq j} \{P_k(x)\}.$$

The indices in $S$ which are not redundant are called relevant indices of $f$. We say that a set $J \subset S$ is a full set of relevant indices if all the indices in $J$ are relevant and all those in $J^c$ are redundant. In the case where $S$ is a full set of relevant indices we say that $f(x) = \max_{k \in S} \{P_k(x)\}$ is a minimal representation of $f$.

Remark 4.2. With the notation in definition 4.1 observe that $j \in S$ is a redundant index for $f(x) = \max_{k \in S} \{P_k(x)\}$ if and only if for every $x \in \mathbb{R}^d$ there exists an index...
k \in S \setminus \{j\} \text{ such that } P_k(x) \geq P_j(x). \text{ Fix an index } j \in S \text{ and let } T_{jk} := \{x \in \mathbb{R}^d : P_j(x) \leq P_k(x)\}. \text{ We denote by } S_j \text{ the set of coefficients } (a_{kl}) \in \mathbb{R}^{(d+1) \times |S|} \text{ such that } j \in S \text{ is a redundant index for } f(x) = \max_{k \in S} \{P_k(x)\}. \text{ In other words } j \in S \text{ being redundant is equivalent to the following set equality }
\mathbb{R}^d = \bigcup_{k \in S, k \neq j} T_{jk}.

Example 4.3. Consider the piece-wise linear function \( f(x) = \max \{x, 2x, ax\} \). The term \( ax \) in \( f(x) \) is redundant if and only if \( 1 < a < 2 \). Similarly, we can find conditions for parameters \( a_3 \) and \( b_3 \) such the term \( a_3x + b_3 \) in \( f(x) = \max \{a_1x + b_1, a_2x + b_2, a_3x + b_3\} \) is redundant. These conditions are necessarily semialgebraic relations by the following theorem. For an explanation of this fact in general, see figure 4.

Theorem 4.4. Let \( h(x) = \max_{k \in S} \{P_k(x)\} \) be a piece-wise linear function, i.e. the pieces \( P_k(x) \) are affine linear for \( k \in S \). An affine-linear piece \( P_j(x) \) of \( h(x) \) is redundant if and only if the space of coefficients \( S_j \) is a semialgebraic set.

Proof. A term \( P_j(x) \) is redundant if and only if for every \( x \in \mathbb{R}^d \) there exists an index \( k \neq j \) such that \( P_j(x) \leq P_k(x) \). Therefore, \( P_j(x) \) is redundant if and only if \( \mathbb{R}^d = \bigcup_{k \in I, k \neq j} T_{jk} \). In other words,
\[ S_j = \{(a_{kl}) : \mathbb{R}^d = \bigcup_{k \in I \setminus \{j\}} T_{jk}\}. \]

Therefore, by proposition 2.3, \( S_j \) is a semialgebraic set.

Remark 4.5. (1) A linear term in a PL function is either redundant or relevant. Since semialgebraic sets form a Boolean algebra, the complement of \( S_j \) gives
Figure 4: The figure represents a piece-wise linear function $f(x) = \max\{p_1, p_2, p_3, p_4\}$ in $\mathbb{R}^2$. All the pieces are relevant terms in this piece-wise linear representation for $f$. $Q$ is a redundant term for $f(x)$ iff the line represented by $Q$ does not pass through the convex region $D$.

Fix a point $p$ in the complement of $D$. A line $Q$ passing through $p$ is redundant for $f(x)$ iff $Q$ does not cut the convex hull $<D, P>$ spanned by $D$ and $p$. This easily shows that the slope $m$ of $Q$ for which $Q$ is redundant satisfies a semialgebraic set. Moreover, as we vary $p$ in the complement of $D$ we get another semialgebraic relation involving the intercepts of $Q$. Hence $Q$ is redundant iff the coefficients of $Q$ satisfy a semi-algebraic relation.

Conditions for a term $P_j$ to be relevant as well. More explicitly, $j \in S$ is relevant if and only if $N \in S_j^c$.

(2) As the coefficients of the linear terms in theorem 4.4 varies, a given linear term $P_k(x)$ may change its status from being relevant to redundant and vice-versa. As a result the number of relevant terms in $h(x)$ may vary with its coefficients.

**Lemma 4.6.** With the notation in theorem 4.4 a subset $K \subset S$ is a full set of relevant indices for $h(x)$ if and only if $N \in S_K := (\cap_{k \in K} S_k) \cap (\cap_{k \in K} S_k^c)$.

**Proof.** By remark 4.5 we know that $k \in I$ is a relevant index if and only if $N \in S_k^c$. Therefore, every $k \in K$ is a relevant index if and only if $N \in \cap_{k \in K} S_k^c$. Similarly, by theorem 4.4 every $k \in K^c$ is redundant if and only if $N \in \cap_{k \in K^c} S_k^c$.

By definition $K$ is a full set of relevant indices if and only if every index in $K$ is relevant and every index in $K^c$ is redundant. Therefore, $K$ is a full set of relevant indices if and only if $N \in (\cap_{k \in K} S_k^c) \cap (\cap_{k \in K^c} S_k^c)$. \hfill $\square$

**Definition 4.7** (Corner). A corner of a piecewise linear function $f(x) = \max_{k \in S} \{P_k(x)\}$ is some $x_0 \in \mathbb{R}^d$ such that $f(x_0) = P_i(x_0) = P_j(x_0)$ for some $i \neq j$.

**Theorem 4.8.** Every piecewise linear function has a unique minimal representation.
Figure 5: This figure represents a piece-wise linear function. The upper pieces represent the relevant terms and the lower dotted lines represent two redundant terms. The circled points are the corners. Note that the point of intersection of the redundant pieces is not a corner.

Proof. Let \( f(x) = \max_{k \in S} \{ P_k(x) \} = \max_{k \in T} \{ Q_k(x) \} \) be minimal representations of \( f \).

In particular, this means that \( S \) and \( T \) are full set of relevant indices of \( f \). Let \( D_k := \{ x \in \mathbb{R}^n \mid f(x) = P_k(x) \} \) and \( D'_k := D_k \setminus \{ \text{corners} \} \). Since every index is relevant, \( D'_k \subset \mathbb{R}^d \) is a non-empty open subset. Similarly \( f(z) = Q_l(z) \) in some open subset \( E'_l \subset \mathbb{R}^d \) containing \( x \).

Therefore, for all \( x \in D'_k \) there exists a neighbourhood \( B_x \) such that \( P_k(z) = Q_l(z) \) for some \( k \in S, l \in T, \forall z \in B_x \). Since \( B_x \) is an open neighbourhood and \( P_k \) and \( Q_l \) are affine-linear functions in \( \mathbb{R}^d \), \( P_k(z) = Q_l(z) \), \( \forall z \in \mathbb{R}^d \).

Example 4.9. For a single layer neural network each equivalence class has a unique neural network. This is a consequence of Theorem 4.8. The piecewise linear interpretation of this is the observation that if \( \max \{ ax + b, t \} = \max \{ cx + d, s \} \) for all \( x \in \mathbb{R}^n \) then \( a = c, b = d, \) and \( t = s \).

For the rest of this section, fix a neural network \( \mathcal{N}_0 = (W^{(k)}_0, b^{(k)}_0, t^{(k)}_0)_{1 \leq k \leq L} \), where \( W^{(k)}_0 = ((w^{(k)}_{ij})) \), with associated function \( f_0 \). We also assume that all the neural networks appearing in this section have the same neural architecture, i.e., the number of layers \( L \) and the number of nodes in each layer remain the same. We denote the space of all neural networks \( \mathcal{N} = (W^{(k)}, b^{(k)}, t^{(k)})_{1 \leq k \leq L} \) equivalent to \( \mathcal{N}_0 \) by \( \text{NN}_{f_0} \). Suppose \( f \) is the function associated to a \( \mathcal{N} \in \text{NN}_{f_0} \), then by definition \( f \equiv f_0 \).

Using lemma 3.5 we have \( f_+ - f_- \equiv (f_0)_+ - (f_0)_- \) and hence

\[
(2) \quad f_+ + (f_0)_- \equiv f_- + (f_0)_+.
\]
where \( f_+(x) = \max\{P_k(x)\} \), \( f_-(x) = \max\{Q_k(x)\} \) and \( (f_0)_+(x) = \max\{N_k(x)\} \), \( (f_0)_-(x) = \max\{M_k(x)\} \) are piece-wise linear functions. By equations ?? in section 3 the affine linear functions \( P_k, Q_k, N_k \) and \( M_k \) have coefficients in terms of the data \( \mathcal{N} = (W^{(k)}, b^{(k)}, t^{(k)})_{1 \leq k \leq L} \) and \( \mathcal{N}_0 = (W_0^{(k)}, b_0^{(k)}, t_0^{(k)})_{1 \leq k \leq L} \). It is easy to see that equation ?? can be rewritten as

\[
\max_{(k,l) \in I} \{A_{k,l}(x)\} = \max_{(k,l) \in J} \{B_{k,l}(x)\}
\]

(3)

where \( A_{k,l}(x) = P_k(x) + N_l(x) \) and \( B_{k,l}(x) = Q_k(x) + M_l(x) \).

**Remark 4.10.** The indices \( I \) and \( J \) are determined by the neural architecture. In other words, for a given neural architecture the number of linear pieces in both sides of equation ?? is independent of \( \mathcal{N} \).

From the above discussion a neural network \( \mathcal{N} \) is equivalent to \( \mathcal{N}_0 \) if and only if equation ?? is satisfied. In other words, finding the space of neural networks \( \mathcal{N} \) equivalent to a given neural network \( \mathcal{N}_0 \) is the same as finding conditions on the coefficients of \( A_{k,l}(x) \) and \( B_{k,l}(x) \) such that equation ?? is satisfied. In what follows we prove that the coefficients of \( A_{k,l}(x) \) and \( B_{k,l}(x) \) are given by a semialgebraic set using the Tarski-Seidenberg theorem.

By theorem 4.8 for any given \( \mathcal{N} \) the minimal representations of both sides of equation ?? coincide. Therefore, there could be redundant terms among \( \{A_{k,l}(x)\} \) and \( \{B_{k,l}(x)\} \). The possibility of such redundancy is the crux of the argument behind the main theorem.

**Remark 4.11.** Considering Eq. (3), for a given \( \mathcal{N} \), theorem 4.8 implies that there exists subsets \( K \subset I \), \( K' \subset J \), and a bijection \( \sigma : K \rightarrow K' \) such that \( A_k(x) \equiv B_{\sigma(k)}(x) \) for every \( k \in K \). These \( K, K' \) and \( \sigma \) vary as \( \mathcal{N} \) varies, see remark 4.5.

**Lemma 4.12.** Let \( P(x_1, \ldots, x_n) \) be a polynomial over \( \mathbb{R} \). The set

\[
S_P := \{(a_1, \ldots, a_n) \in \mathbb{R}^n : P(\max\{a_1, 0\}, \ldots, \max\{a_n, 0\}) \geq 0\}
\]

is semialgebraic.

**Proof.** Let \( m_1, \ldots, m_n \in \{0, 1\} \) and \( R(m_1, \ldots, m_n) := \{(a_1, \ldots, a_n) \in \mathbb{R}^n : a_i > 0 \text{ if } m_i = 1 \text{ and } a_i \leq 0 \text{ if } m_i = 0\} \). Notice that \( R(m_1, \ldots, m_n) \subset \mathbb{R}^n \) are the orthants of \( \mathbb{R}^n \). Observe that \( S_P \cap R(m_1, \ldots, m_n) \) is semialgebraic for any choice of \( m_i \in \{0, 1\} \). Therefore, \( S_P = \bigcup_{m_1, \ldots, m_n \in \{0, 1\}^n} (S_P \cap R(m_1, \ldots, m_n)) \) is semialgebraic. \( \Box \)

**Theorem 4.13.** The space of coefficients of neural networks equivalent to a given neural network \( \mathcal{N}_0 \) is given by a semialgebraic set denoted by \( S_{\mathcal{N}_0} \).

**Proof.** If \( \mathcal{N} \) and \( \mathcal{N}_0 \) are equivalent we argued that Eq. (3) is true. By lemma 4.6 \( K \subset I \) is a full set of relevant indices of the LHS of Eq. (3) if and only if \( \mathcal{N} \in S_K \). Similarly, \( K' \subset J \) is a full set of relevant indices of the RHS if and only if \( \mathcal{N} \in S_{K'} \). Further, by remark 4.11 if \( A_k(x) = \sum_{i=1}^d a_{ki}x_i + a_{k0} \) and \( B_k(x) = \sum_{i=1}^d b_{ki}x_i + b_{k0} \) then

[11]
\( a_{kl} = b_{\sigma(k)l} \) for every \( k \in K \). This implies that \( N \in V(K, K', \sigma) := \{ N : a_{kl} = b_{\sigma(k)l}, \text{ for every } k \in K \} \). Therefore, \( N \in S_{K, K', \sigma} := S_K \cap S_{K'} \cap V(K, K', \sigma) \).

Conversely, suppose \( N \) is such that there exists \( K \subset I, K' \subset J \), and a bijection \( \sigma : K \to K' \) so that \( K \) and \( K' \) are the full set of relevant indices for the LHS and RHS of Eq. (3) respectively. Also suppose that the coefficients of the linear terms corresponding to \( K \) and \( K' \) coincide with respect to the ordering given by \( \sigma \), i.e., \( N \in V_{K, K', \sigma} \). Then Eq. (3) is valid.

We denote

\[ S_{N_0} := \bigcup_{K \subset I, K' \subset J, \sigma} S_{K, K', \sigma} \]

which is evidently a semialgebraic set. By the above discussion Eq. (3) is valid if and only if \( N \in S_{N_0} \).

Now, remark that \( S_{N_0} \) is a semialgebraic set defined by polynomials whose variables are entries of the matrices \( W_+(k), W_-(k), b(k), t(k) \), for each layer \( k \). By lemma 4.12 we may conclude that the defining polynomials for \( S_{N_0} \) have in fact the entries of \( W_+(k), t(k) \) and \( b(k) \) as variables.

5 Conclusion and Further Study

In this article we defined a neural network on a given neural architecture as the set of coefficients, i.e., weight matrices, bias and threshold vectors with real number entries. In other words a neural network for us is a tuple of matrices and vectors, essentially a point in \( \mathbb{R}^N \) for some appropriate \( N \). We introduced a natural equivalence relation between two neural networks on a given neural architecture by saying that they are equivalent if their associated functions are identically equal. We were able to show that the equivalence classes of neural networks with a fixed neural architecture are given by semialgebraic sets.

One natural computational question is to find a set of defining polynomials for \( S_{N_0} \) in the main theorem. We believe that a modified version of cylindrical algebraic decomposition can be used to compute such polynomials. By construction the semialgebraic set obtained in the end only depends on the coefficients of \( f_0 \) and the network architecture. We may use quantifier elimination algorithms already existing in computer algebra for a given neural architecture. We intend to pursue this in the near future.

Another direction of study is how \( S_{N_0} \) varies in families, i.e., if we allow the coefficients of \( f_0 \) to vary then the \( S_{N_0} \) vary as families of semialgebraic sets parameterized by coefficients of \( f_0 \). One invariant we may compute is the dimension of \( S_T \) (and see how it varies in families), although computing analogues of Hilbert polynomials for semialgebraic sets would be more general.
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