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Abstract—Deep Convolutional Neural Networks (CNNs) have been successfully deployed on robots for 6-DoF object pose estimation through visual perception. However, obtaining labeled data on a scale required for the supervised training of CNNs is a difficult task - exacerbated if the object is novel and a 3D model is unavailable. To this end, this work presents an approach for rapidly generating real-world, pose-annotated RGB-D data for unknown objects. Our method not only circumvents the need for a prior 3D object model (textured or otherwise) but also bypasses complicated setups of fiducial markers, turntables, and sensors. With the help of a human user, we first source minimalistic labelings of an ordered set of arbitrarily chosen keypoints over a set of RGB-D videos. Then, by solving an optimization problem, we combine these labels under a world frame to recover a sparse, keypoint-based representation of the object. The sparse representation leads to the development of a dense model and the pose labels for each image frame in the set of scenes. We show that the sparse model can also be efficiently used for scaling to a large number of new scenes. We demonstrate the practicality of the generated labeled dataset by training a CNN based 6-DoF object pose estimator.

I. INTRODUCTION

Object manipulation tasks performed by autonomous robots require the robot to recognize and locate the object in the 3D space, typically through visual perception. Precise grasping tasks necessitate an estimation of the full 6-DoF pose of task-relevant objects from the input visual data. In the past few years, powerful CNNs have been successfully employed for this purpose enabling object pose estimation under difficult circumstances [1], [2]. However, the performance of most CNN based state-of-the-art methods is dependent on the availability of large sets of real-world data — labeled with the ground-truth pose for each object instance — to supervise the training of the involved neural networks. This training dataset may easily consist of tens of thousands or more labeled data points per object in varying backgrounds and environments [2], [3], [4]. In such cases, manual labeling of raw samples becomes unreasonable and impractical. Other pose estimation methods that claim to use artificially generated synthetic data are either still partially dependent on real data for fine-tuning or require very high quality textured 3D object models [5]. Nevertheless, real-world annotated data is indispensable for a meaningful and comprehensive evaluation of any pose estimator.

Techniques for (semi-) automating the process of training data generation has gained research interest in recent years [6], [7], [8], [9], [10]. However, their reliance on additional hardware such as multi-sensor rigs, turntables with markers, or motion capture systems limits their application in arbitrary environments. Besides, hardware setup and sensor calibration may in itself be time-consuming.

We address these problems by proposing a technique to produce large amounts of pose-annotated, real-world data for rigid objects that uses minimal human input and does not require any previously built 3D shape or texture model of the object. Our method also simplifies the capture of raw (unlabeled, unprocessed RGB-D) data due to independence from turntables, marker fields, motion capture setups, and manipulator arms. The key idea is to use sparse annotations provided manually and systematically by a human user over multiple scenes, and combine them under geometrical constraints to produce the labels. We define “pose labels” as the 2D bounding-box labels, 2D keypoint labels and the pixel-wise mask labels (although other types of labels can be deduced too). Hence, our method can effectively be used for generating large training datasets – for 2D/3D object detection, 2D/3D keypoint estimation, 6-DoF object pose estimation, and semantic segmentation – for novel objects in real scenarios outside of popular datasets such as LineMOD [9] and T-LESS [8].

We demonstrate the effectiveness of our method by generating keypoint labels, pixel-wise mask labels, and bounding-box labels for more than 150,000 RGB images of 11 unique objects (7 in-house + 4 YCB-Video [2] objects) in a total of 80 (single and multi-object) scenes — in only a few minutes of manual annotation for each object. We evaluate the accuracy of the generated labels and the sparse model using ground-truth CAD models. Subsequently, we train and evaluate a keypoint-based 6-DoF pose estimation pipeline using the resulting labeled dataset. Our proposed tool with the graphical user-interface are published as a public GitHub repository †.

II. RELATED WORK

Various works on developing open-source 6-DoF pose labeled datasets have adopted different approaches for automating the process of labeling RGB-D data [9], [8], [6], [11], [12]. The popular Rutger’s dataset [6] was generated by mounting a Kinect sensor to the end joint of a Motoman robot arm. The annotation was done by a human to align
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the 3D model of the objects in the corresponding RGBD point cloud scene. This approach does produce high quality ground-truth data albeit at the cost of laborious manual involvement. The T-LESS dataset [8], containing about 50K RGB-D images of 30 textureless objects, was developed with an arguably complicated setup involving a turntable with marker-field and a triplet of sensors attached to a jig. The method for dataset generation described in [3] works through background subtraction, first recording data in a scene without the object and then with the object. This can produce pixel-wise segmentation labels even for model-less objects, but cannot be used for 6-DoF pose labels. SegICP [7] used a labeled set of 7500 images in indoor scenes, produced with the help of a motion capture (MoCap) based automated annotation system, which inevitably limits the types of environments in which data is acquired. An interesting method of collecting data through the robot in a lifelong self-supervised learning fashion was presented in [13]. Here the robot learns pose estimation and simultaneously generates new data for improving pose estimation by itself, although in a very limited environment.

The complications involved in acquisition of real-world training data have inspired methods such as [5], [14] which are trained only on synthetic or photo-realistic simulated data. Although demonstrating very promising results, they present an additional requirement of the availability of a very high quality textured 3D model, which may be hard to obtain in itself without dedicated special hardware. Marion et. al. presented LabelFusion [15] – a method for generating ground-truth labels for RGB-D data minimizing the human effort involved. They perform a dense 3D reconstruction of the scene using ElasticFusion, and then ask the user to manually annotate 3 points in the 3D scene space to initiate an ICP-based registration to align a previously built 3D model to the scene point cloud. For sidestepping the need for a prior object model, Suchi et. al. proposed EasyLabel [16] wherein scenes are incrementally built and depth changes are exploited to obtain object masks. This however limits the scale at which data can be generated and so, their method is presented primarily for evaluation purposes – as opposed to training of deep CNNs.

Our method outperforms the current state-of-the-art in regard to the above-mentioned problems. It is capable of labeling large scales of datasets, suitable for supervised training of deep networks and, as stated earlier, it is not dependent on the availability of a prior 3D object model.

III. APPROACH

We consider the case of generating training data for a single object-of-interest. The human user collects a set of $N_s$ RGB-D videos (alternatively referred to as scenes) by moving a hand-held RGB-D sensor around the relevant object — placed in varying orientations, positions, backgrounds, and lighting conditions. This set of unlabeled videos or scenes is denoted by $\mathcal{U} = \{\mathcal{U}_1, \mathcal{U}_2, \ldots, \mathcal{U}_{N_s}\}$. The duration and frame rate of each video $\mathcal{U}_s$ can be variable (2-5 minutes and 30fps in our experiments). Mathematically, a scene consisting of $t_s$ frames is defined as $\mathcal{U}_s = \{(I_{\mathcal{U}_s}^{(t)}, D_{\mathcal{U}_s}^{(t)})\}_{t=1}^{t_s}$, where $I_{\mathcal{U}_s}^{(t)}$ and $D_{\mathcal{U}_s}^{(t)}$ are the RGB and depth images respectively at time instance $t \in \{1, \ldots, t_s\}$ in the scene $s \in \{1, \ldots, N_s\}$. Our final objective is to generate the labeled dataset $\mathcal{L} = \{\mathcal{L}_1, \mathcal{L}_2, \ldots, \mathcal{L}_{N_s}\}$, i.e. associate each frame in each scene with a pose label.

System Overview. Figure 1 illustrates the overview of the process. Given $\mathcal{U}$, our system initiates by performing dense scene reconstructions using a third-party software to obtain scene meshes and recover camera trajectories (Section III-A). Next, we obtain the manual labels with the help of our GUI tool (Section III-B). The key idea in this step is to ask the human annotator to first choose an arbitrary but ordered set of $N_k$ landmark points on the object (called the keypoints). And, then, sequentially mark a subset of these keypoints set on any randomly selected RGB image in each scene. This produces fragments of the sparse, keypoint-based object representation, where each fragment is defined in the respective scene’s frame of reference. If there is enough overlap between the fragments, we can piece them together into one frame. This will simultaneously recover: (1) the full, 3D keypoint-based sparse model $Q \in \mathbb{R}^{3 \times N^V}$ and (2) the relative transformations between the scenes, explaining the annotations provided by the user. We achieve this by formulating and solving an optimization problem on the user-annotated point sets constrained on 3D space rigidity (Section III-C). The resulting output of a successful optimization is (optionally, if mask labels are required) used to build a dense model of the object by segmenting out the corresponding points from all scene meshes and combining them together (Section III-D). Finally, the produced sparse and dense models can be projected back to all the 2D image planes in $\mathcal{U}$ to obtain the desired type of labels (Section III-E).

A. Dense Scene Reconstruction

Each scene $\mathcal{U}_s$ is a sequence of image pairs where the camera trajectory through time is unknown. Obtaining this trajectory is valuable as it can be used to automatically propagate labels through all instances in the scene. We rely on an existing technique (ElasticFusion [17]) which provides camera pose tracking along with a dense 3D reconstruction, to avoid dependence on fiducial markers or robotic manipulators. With this, the dataset $\mathcal{U}$ is now altered to become $\mathcal{U} = \{(I_{\mathcal{U}_s}^{(t)}, D_{\mathcal{U}_s}^{(t)}, C_{\mathcal{U}_s}^{(t)})\}_{t=1}^{t_s}$, where $C_{\mathcal{U}_s}^{(t)} \in \mathbb{R}^{4 \times 4}$ is the homogeneous transformation matrix giving the camera pose $\mathcal{F}_{\mathcal{U}_s}^{(t)}$ at instance $t$ in the scene $s$ relative to the initial camera pose $\mathcal{F}_{\mathcal{U}_s}^{(1)}$ of the same scene. It is worthwhile to mention here that while recording the video, an individual scene $\mathcal{U}_s$ does not necessarily need to consist of a full scan of the object from all views. Our method combines different object views from all scenes in $\mathcal{U}$ to produce final output.

B. Manual Annotation

Keeping in line with our desire to reduce the involved human effort and time to as low as possible, our system sources minimal annotations from the human user. The user
first chooses a set of arbitrary but well-distributed, ordered, and uniquely identifiable landmark keypoints on the physical object. Then, with the help of our user-interface, the user sequentially labels the location of these keypoints in each scene. The labeling is done on the RGB image. As all faces of the object may not be visible in a scene, labeling is done only for the visible subset of the keypoints on the RGB image. The non-visible keypoints are skipped. Moreover, the annotations can be distributed over multiple images of the same scene.

For each user-annotated keypoint \( k' \in \{1, \ldots, N_k\} \) on the RGB image \( I_{s'}^{(t')} \) in scene \( s' \in \{1, \ldots, N_s\} \) and at time instance \( t' \in \{1, \ldots, t_s\} \), using camera intrinsics of the RGB sensor and the depth image \( D_{s'}^{(t')} \), we obtain the 3D point position \( k' \hat{d}_{s'}^{(t')} = [tx, ty, tz]^T \) of the labeled pixel. Then, we transform this point \( k' \hat{d}_{s'}^{(t')} \) to the coordinate frame \( F_s^{(1)} \) (i.e. in the camera frame at time \( t = 1 \) in scene \( s = s' \)):

\[
\begin{bmatrix}
  k' \hat{d}_{s'}^{(t')} \\
  1
\end{bmatrix} = C_{s'(t')} \begin{bmatrix}
  k' \hat{d}_{s'}^{(t')} \\
  1
\end{bmatrix}.
\]

For each scene \( s \), this gives us the matrix \( W_s \in \mathbb{R}^{3 \times N_k} \), where the columns hold the 3D position \( k' \hat{d}_{s}^{(1)} \) of the keypoint \( k \) if it was manually annotated and \( 0^3 \) otherwise. Doing so for all scenes, we obtain \( W = \{W_1, W_2, \ldots, W_{N_s}\} \).

**Selection of Keypoints.** Although the selection of keypoints is arbitrary, there are some constraints on the manual annotation which must be kept in mind by the user while choosing them. To ensure existence of a unique solution to the optimization problem, the marked keypoints should rigidly connect all the scenes together. For example, for two scenes, mutual sharing of 3 or more non-collinear keypoints rigidly “ties” them. This prevents the system to suffer underdetermination in the produced constraints for the scene relative poses. Hence, we recommend choosing 6–12 adequately spaced points that are more susceptible to be shared in multiple scenes, such as on the edge shared by two faces of an object.

**C. Optimization**

Thus far, we have localized subsets or fragments of the object’s keypoint model \( Q \) in each scene of \( U \). The subsets do not exist in one common frame of reference. Instead, the fragment \( W_s \) is defined in the coordinate frame \( F_s^{(1)} \) and the relative transformations between scenes are yet unknown. In this step we find the relative transformations and combine the fragments in a common space to recover \( Q \). Let us represent the set of relative transformations by \( T = \{T_1, T_2, \ldots, T_{N_s}\} \) where \( T_s = [q_s, t_s] \) is the rigid transformation of the local frame \( F_s^{(1)} \) with respect to the world frame \( F_w \). \( q_s \in \mathbb{R}^4 \) represents the rotation quaternion and \( t_s \in \mathbb{R}^3 \) is the 3D position of the camera center. We set \( F_w = F_s^{(1)} \) (i.e. origin of scene 1). We formulate the following nonlinear optimization problem:

\[
\begin{align*}
Q^*, T^* &= \arg\min_{Q, T} ||S \cdot f(T, Q) - W||^2, \\
\text{s.t.} \quad &q_s^T \cdot q_s = 1, \\
&\forall s \in \{0, \ldots, N_s - 1\}.
\end{align*}
\]
selects from the vector \( f(T, Q) \) only those keypoints whose reference is available in \( W \), that is, the keypoints which were manually annotated. The solution is given by \( Q^* \) - representing the optimized keypoint representation of the object model defined in the frame \( F_w \) - and the set \( T^* \) - representing the optimized relative scene transformations.

Intuitively, solving Eq. 2 is equivalent to bringing together the subsets in \( W \), defined in their local frames, into one common world frame of reference (as illustrated in Figure 2). This is possible because the user has inputted mutually overlapping annotations, and the solution to Eq. 2 provides a consistent explanation of all the observations.

We used the scipy.optimize library in Python with the Sequential Least Squares Programming solver [18] to minimize Eq. 2. We initialized the iterations by setting all elements of \( f(T, Q) \) to 0 except for the real part of the rotation quaternion which is set to 1.

D. Segmentation of Dense Object Model

In this step, we use the sparse object model and the scene transformations produced above to segment out the 3D points corresponding to the object from each of the dense scenes, thereby producing a dense model of the object. A dense object model is necessary to obtain pixel-wise mask labels and is also useful for planning robotic grasp poses. We modify Point Cloud Library’s (PCL) region-growing-segmentation algorithm such that the individual points of the sparse model act as seeds and the regions are grown and spread outwards from the seeds. All segmented regions from each scene are then combined using the relative transformations to create the dense model. The output may occasionally have holes in the geometry or contain points from the background scenes which require manual cropping, yet, as our experiments indicate, it remains a practical approximation for the object shape.


eq \text{Problem description.} \text{ An example dataset with 3 scenes ‘1’, ‘2’ and ‘3’ with trajectory lengths } t_1, t_2 \text{ and } t_3 \text{ respectively are shown. The left-side shows 4 keypoints annotated on an image of Scene ‘2’ at time } t = t’, \text{ projected to get the 3D positions. This is done for each scene (with some amount of mutually shared keypoints). The 3D point fragments are then transformed to the origin of their respective scene trajectories, giving us } W_1, W_2 \text{ and } W_3, \text{ on the right. The intention of the optimization, essentially, is to find } T_1, T_2, T_3 \text{ such that all fragments can be represented in world frame } F_w. \text{ Keypoint overlapping ensures existence of a unique solution (eg: keypoints 2,3,4 are annotated in scene ‘1’ and ‘2’ both).}

E. Generation of Pose Labels

Having obtained the object sparse model, the dense model (both defined in \( F_w \) and the set \( T \) of scene transformations w.r.t. \( F_w \), the labeled dataset \( L = \{L_1, L_2, \ldots, L_N\} \) can be generated through back projection to the RGB image planes. For the purpose of training the 6-DoF pose estimation pipeline adopted by us [1], we define \( \mathcal{L} = \{(I_s^{(t)}, L_s^{(t)}, b_s^{(t)})_{t=1}^{N_t}) \) where \( L_s^{(t)} \in \mathbb{R}^{2 \times N_k} \) is the 2D keypoint annotation in the image \( I_s^{(t)} \) for the \( N_k \) keypoints chosen on the object and \( b_s^{(t)} \in \mathbb{R}^3 \) represents the \( x, y \) pixel coordinates of the center and side length \( h \) of an upright bounding-box square around the object in the image.

Computation of the label for the \( k^{th} \) keypoint at time instance \( t \) of the scene \( s \), \( k^{(t)} \), can be done simply by transforming the point \( Q_s,k \) to the camera frame \( F_s^{(t)} \) to obtain the 3D point \( k^{(t)} \) to get \( s^{(t)} \) onto the 2D image plane to get \( k^{(t)} = [u_x, u_y]^T \).

\[
\begin{bmatrix}
\mathbf{C}^{-1}(s) \\
T_s^{-1} \odot Q_s,k
\end{bmatrix}
\]

The per-pixel mask label can also be obtained similarly once the dense model has been generated - by transformation and back projection of each point of the 3D dense model onto the 2D RGB images.

The bounding-box label \( b_s^{(t)} \) can be obtained by finding the up-right bounding rectangle of the mask points or taking the bounding-box of all points in \( L_s^{(t)} \) and scaling up by a factor of 1.5 to avoid cropping out of the object itself.

IV. EXPERIMENTS

We employ our proposed system to generate the sparse models, dense models and labeled datasets for two separate sets of objects for quantitative analysis (refer to Figure 3). The first set consists of 4 objects from the YCB-Video dataset [2] which already provides us with multi-object RGB-D video scenes and the object CAD models. The second is a set of 7 in-house “everyday” objects for which we manually collected the RGB-D scenes with an RGB-D sensor. The CAD models of the 7 in-house objects were either sourced from the manufacturer or drawn manually prior to the experiments (denoted by GT-CAD). Nevertheless, the CAD
models for all objects and experiments were used only for evaluation purposes, as a key advantage of our system is its independence from prior object models.

From the YCB-Video dataset, we selected 25 (20 single-object + 5 multi-object) scenes, with each of the 4 chosen objects appearing in 9 unique scenes. For the in-house objects, we recorded 55 (43 single-object + 12 multi-object) RGB-D scenes using the Intel RealSense D435 sensor at 640 x 480 resolution. The dataset $\mathcal{U}$ for each object was carved out of these 55 + 25 scenes.

A. 3D Sparse Model and Label Generation

To evaluate the accuracy of the predicted sparse model, we align it to the corresponding GT-CAD model using ICP (with manual initialization) and find the closest points on the CAD model from each of the points in the sparse model. The set of closest points acts as the ground-truth for the sparse model (denoted by GT-SPARSE). We report the mean Euclidean distance between the corresponding points as an estimate of the sparse-model's accuracy. Next, as the primary motivation of our system is to enable automated generation of training data, we also evaluate the accuracy of the generated labels (keypoint + pixel-wise labels). To get the ground-truth for the keypoint and mask labels, we align (manual initialization followed by ICP fine tuning) the GT-CAD to the scene reconstructions, and project back GT-SPARSE and GT-CAD respectively to the RGB images using the camera trajectories (estimated by ElasticFusion or provided in YCB-Video dataset). Note that this approach is similar to the method of label generation in [1], [15].

Errors in keypoints labels are computed as the mean 2D distance between the predicted pixel coordinates and the ground-truth. For the pixel-wise mask labels, we use the popular Intersection-over-Union (IoU) metric. Table I lists the results of this quantitative analysis for each object along with the number of scenes and number of keypoints chosen for this set of experiments.

The errors in the mask labels also give an indication of the accuracy of the dense model. As explained earlier, the dense model requires manual cropping (2-3min), but our system reduces the overall time in creating labeled datasets by several orders of magnitude as compared to the completely manual approach. We note that any ground-truth (produced either by this approach or through hand-labeling of each instance) will contain impurities in itself on a large dataset, hence the reported quantities capture the accuracy of our method only to a certain extent. However, the low errors (6.56 pixels and 81.2% IoU on average) approximately quantify the practicality of our method. Our mean IoU metric remains at par with the 80% IoU reported in LabelFusion while completely eliminating the need for a prior 3D model.

B. Application to 6-DoF Object Pose Estimation

As we expect the proposed approach to be primarily used for deployment of DL based 6-DoF pose estimation, we evaluate the performance of such a pipeline trained on the labeled dataset generated through our method for Dewalt Cut-out Tool (OBJ1), Facom Wrench (OBJ2), Hitachi Screw Gun (OBJ3). We adopt a keypoint-based pose estimation approach [1], [19], where a stacked-hourglass network is used for keypoint predictions on RGB images cropped by an object bounding-box detector network (such as SSD [20], YOLO [21]). Predictions from the hourglass module along with the 3D model correspondences (from Q) are fed through a PnP module to obtain the final pose.

We trained the YOLO and the stacked-hourglass networks for each of the 3 objects from scratch on images sampled from the RGB-D videos of all scenes at 3Hz with a 90-10 split for training and testing respectively. The YOLO network was trained on the default hyperparameters while the stacked-hourglass network was trained on mostly the same hyperparameters as [1]. After the keypoint detection stage, we computed the 6-DoF object pose using OpenCV's E-
### TABLE I

**Accuracy Analysis of Generated Sparse Model and Labels.**

| Object                  | # KPs ($N_k$) | # scenes ($N_s = \text{len}(U)$) | Mean KP Error (3D) (in mm) | Mean KP Error (2D) (in pixels) | Mean IoU (sampled@3Hz) | # labels |
|-------------------------|---------------|----------------------------------|----------------------------|-------------------------------|------------------------|----------|
| 01 Dewalt Cut-out Tool  | 8             | 11                               | 1.00                       | 4.23                          | 81.09                  | 3043     |
| 02 Facom Electronic Wrench | 6           | 10                               | 2.09                       | 6.66                          | 71.54                  | 2188     |
| 03 Hitachi Screw Gun    | 9             | 9                                | 5.29                       | 6.08                          | 75.73                  | 2172     |
| 04 Cup Noodle           | 10            | 6                                | 0.5                        | 3.97                          | 88.95                  | 860      |
| 05 Lipton               | 11            | 6                                | 2.1                        | 8.02                          | 83.19                  | 1029     |
| 06 Mt. Rainier Coffee   | 11            | 8                                | 1.6                        | 7.40                          | 82.49                  | 1036     |
| 07 Oolong Tea           | 11            | 5                                | 1.1                        | 3.65                          | 83.6                   | 850      |
| 08 Mustard Bottle       | 7             | 5                                | 1.17                       | 7.15                          | 83.29                  | 947      |
| 09 Potted Meat Can      | 10            | 8                                | 1.02                       | 8.83                          | 83.49                  | 1391     |
| 10 Bleach Cleaner       | 8             | 9                                | 3.27                       | 9.73                          | 81.5                   | 1525     |
| 11 Power Drill          | 12            | 9                                | 1.52                       | 6.43                          | 78.25                  | 1346     |
| **Mean**                | **-**         | **-**                            | **1.94**                   | **6.56**                      | **81.2**               | **-**    |

---

![Generated dense models of the experiment objects on the left and the sparse representations overlayed on the CAD models on the right. The dense models are produced by growing regions on the scene meshes, seeded by the points of the sparse-representation.](image)

**Fig. 6.**

The median errors in rotation and translation for the 3 objects for the pipeline, trained on the generated dataset (OURS) and ground-truth dataset (MANUAL), are consolidated in Table II. The results indicate that our proposed approach, while reducing the human time required for the entire procedure by several orders of magnitude, can be used to generate labeled datasets for training pose estimation pipelines to remarkable accuracy (comparable to that trained on manually generated dataset).

### V. CONCLUSION

Through this paper, we have presented a technique for rapidly generating large datasets of labeled RGB images that can be used for training of deep CNNs for various applications. Our pipeline is highly automated — we gather input from the human user for a few keypoints in only one RGB per scene. We do not require any complicated hardware setups like robot manipulators and turntables or sophisticated calibration procedures. In fact, the only hardware requirements are – a calibrated RGB-D sensor and the object itself – consequently, making it easier for the user to acquire the dataset in different environments.

We validated the effectiveness of the proposed method by using it to rapidly produce more than 150,000 labeled RGB images for 11 objects and subsequently, using the dataset to train a CNN based pose estimation pipeline. We evaluated the accuracy of the trained network to establish practicality and applicability of the labeled datasets as a solution to grasping and manipulation tasks.

Future work in this direction would focus on making the sparse model of an object to be used as a canonical representation of the object’s class to help class-specific pose estimation.

---

**Table II**

**Errors (Median) in Object Pose Estimation**

| Position (in mm) | Orientation (in degrees) |
|------------------|--------------------------|
| OURS             | MANUAL                   |
| OURS             | MANUAL                   |

| OBJ1 | OBJ2 | OBJ3 |
|------|------|------|
| 9.93 | 8.75 | 6.77 |
| 9.23 | 4.75 | 7.52 |
| 0.78 | 1.75 | 4.46 |
| 0.69 | 1.23 | 4.80 |
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