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ABSTRACT
Solving the indefinite Helmholtz equation is not only crucial for the understanding of many physical phenomena but also represents an outstandingly-difficult benchmark problem for the successful application of numerical methods. Here we introduce a new approach for evolving efficient preconditioned iterative solvers for Helmholtz problems with multi-objective grammar-guided genetic programming. Our approach is based on a novel context-free grammar, which enables the construction of multigrid preconditioners that employ a tailored sequence of operations on each discretization level. To find solvers that generalize well over the given domain, we propose a custom method of successive problem difficulty adaption, in which we evaluate a preconditioner’s efficiency on increasingly ill-conditioned problem instances. We demonstrate our approach’s effectiveness by evolving multigrid-based preconditioners for a two-dimensional indefinite Helmholtz problem that outperform several human-designed methods for different wavenumbers up to systems of linear equations with more than a million unknowns.
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1 INTRODUCTION
Automated algorithm design is a long-standing challenge in artificial intelligence (AI) and has two essential goals: Generalization and efficiency. Thus, the designed algorithm should not only produce the correct output for arbitrary inputs, but the goal is also to achieve better performance than methods designed by a human expert. In this work, we aim to demonstrate that this goal is attainable for the indefinite Helmholtz equation, an important benchmark problem from the domain of numerical mathematics. The Helmholtz equation frequently arises in the study of physical phenomena, such as electromagnetics [47] and acoustics [41], and is given by the linear partial differential equation (PDE)
\[ -\nabla^2 u - k^2 u = f, \]
where \( \nabla^2 \) is the Laplace operator, \( k \) the wavenumber, and \( f \) the source term. In general, the analytic solution \( u \) of this equation is unknown, which necessitates the use of numerical methods. Unfortunately, for large wavenumbers, the system of linear equations that arises from the resulting discretization becomes indefinite and highly ill-conditioned, which means that even small perturbations, for instance due to numerical inaccuracies, have a dramatic effect on the overall error of the computed approximation. As a consequence, the efficient solution of the indefinite Helmholtz equation is still an open challenge in numerical mathematics [1, 12, 14]. Even though various methods for solving this equation have been proposed, many of them fail to generalize over different ranges of wavenumbers and are, thus, only limited to certain problem instances. Therefore, the design of an efficient Helmholtz solver is not only of great significance for many real-world problems [4, 20, 36, 54] but also represents a challenging benchmark for the application of AI-based methods.

Data-driven [28, 32] and physics-informed [25, 43] machine learning models have recently achieved significant progress in solving PDEs. While these approaches have shown competitive or even improved performance compared to classical solvers, their behavior on unseen problems is often difficult to predict, and hence generalization is only possible to a limited degree [33]. Additionally, many of these models require an enormous amount of training data, whose generation still depends on the utilization of conventional numerical methods. An alternative approach is the application of AI-based optimization methods to improve the efficiency of an existing solver. In contrast to a trained machine learning model, numerical methods can be formulated in the language of mathematics in a problem-independent manner, which significantly facilitates their generalizability. Furthermore, as this formulation can be understood by a human expert, it is possible to profoundly analyze their behavior based on existing domain knowledge and expertise. A numerical method that has achieved considerable success in solving Helmholtz problems [12, 18, 40], as well as many other complex PDEs [3], is the acceleration of a slowly converging iterative method with the application of a so-called preconditioner \( M \).
This approach is based on the idea of considering the modified system of linear equations

\[ AM^{-1} \hat{u} = f, \]  

(2)

where \( A \) represents the discretized operator of the original system. The main requirement is then to have an efficient method for solving the system

\[ Mu = \hat{u}, \]  

(3)

such that \( u \approx M^{-1} \hat{u} \). Multigrid methods are a class of numerical methods for solving discretized PDEs that can fulfill this requirement [6, 22, 53]. If properly constructed, these methods achieve \( h \)-independent convergence while only requiring \( O(n) \) operations, which means that the number of iterations required for solving a system of linear equations with \( n \) unknowns is independent of the discretization width \( h \). While a suitable preconditioning matrix \( M \) can often be obtained by analyzing the properties of the system matrix \( A \), constructing an efficient multigrid method for its inversion is usually less intuitive and can, thus, be considered a problem of optimal algorithm design. Since their invention by Federenko and Brandt [5, 16], multigrid solvers have been designed predominantly by hand. Only in recent decades, the automated optimization of these methods has become an active field of research.

**Related Work on Multigrid Solver Design.** In principle, a multigrid method is characterized by a finite number of components and design choices that determine its computational structure: The choice of the smoother, prolongation and restriction operator, coarse grid solver and cycle type [6, 53]. A common approach to automate multigrid solver design is to formulate the task as a discrete optimization problem, which is then solved, for instance, using an evolutionary algorithm [39], branch-and-bound [52], or minimax approach [7]. A different direction is the application of machine learning methods either to optimize the individual components of a multigrid solver, as the prolongation operator [21, 26, 35] and smoother [15, 24], or by replacing certain steps within the method altogether by a machine learning system [51]. All these approaches have in common that they consider a multigrid method’s algorithmic structure immutable. Each step of the method employs a fixed sequence of operations in the form of a particular cycle. Multigrid cycles are commonly classified into three different categories, V-, W-, and F-cycles, where each cycle type exhibits a distinct computational pattern that represents a compromise between the amount of work performed and the expected speed of convergence [53]. In [49, 50] we have proposed a context-free grammar that allows alternating each step of a multigrid solver independently. Consequently, the search space produced by this grammar includes methods that do not fit into any of the known categories. While until recently, solvers of such unconventional structure have not been considered, in [50] it could be demonstrated that multigrid methods evolved by a grammar-based genetic programming approach can achieve higher efficiency in solving certain PDEs than traditional variants. However, in contrast to the indefinite Helmholtz equation, the PDEs considered in this work can already be efficiently solved with standard multigrid cycles without requiring any further optimization. Furthermore, while we have demonstrated that the solvers obtained by this approach can also function for larger problem instances than those considered within the search, a systematic approach to generalize a multigrid method to a family of problem instances that share common characteristics is still missing. To overcome these limitations and extend the context-free grammar introduced in [49, 50] to the domain of multigrid preconditioners, we make the following contributions.

**Our Contributions.** We introduce a multi-objective grammar-guided evolutionary search method for finding multigrid preconditioners that generalize well over a sequence of increasingly difficult problem instances and demonstrate its effectiveness by evolving preconditioners for the discretized Helmholtz equation with increasingly high wavenumbers.

- To apply our evolutionary search method to the domain of multigrid preconditioners, we adapt the class of context-free grammars presented in [49, 50] such that the generated methods can be integrated into an existing iterative solver as a preconditioner. To our knowledge, this is the first formal system that enables the application of grammar-guided genetic programming (GGGP) [37, 55] to the design of preconditioned iterative solvers in a generalizable way.
- Since our grammar-based representation of multigrid preconditioners is problem-size independent, each method can be ported and applied to similar problem instances without the need to adapt its internal structure.
- Our evolutionary search method is based on classical tree-based GGGP but copes with the high computational demands for solving PDEs numerically by combining multi-objective optimization with a custom method of successive problem difficulty adaption based on the \( h \)-independent convergence of multigrid methods.
- We demonstrate that our implementation of GGGP can be scaled up to recent clusters and supercomputers by running our experiments on multiple nodes of SuperMUC-NG, currently one of the largest supercomputing systems in Europe.
- The multigrid preconditioners evolved with our method outperform all common multigrid cycles [6, 53] with optimized relaxation factors for representative instances of the indefinite Helmholtz equation with different wavenumbers. Furthermore, a subset of these methods yields a converging solver for a problem of higher difficulty and size than those considered within the optimization and for which all common multigrid cycles fail to achieve convergence.

2 A FORMAL GRAMMAR FOR GENERATING MULTIGRID PRECONDITIONERS

We can derive a formal grammar for generating multigrid preconditioners from the one formulated in [49, 50] by replacing the system matrix \( A \) with the respective preconditioning matrix \( M \) and the right-hand side \( f \) with \( \hat{u} \). Table 1a contains the resulting productions for generating a multigrid preconditioner that operates on a hierarchy of three grids, where a spacing of \( h \) is used on the finest grid and the only operation allowed on the coarsest grid is the application of a direct solver, denoted by the multiplication with the inverse of \( M_{4h} \). Each rule then defines the set of expressions by which a certain variable, denoted by \( \langle \cdot \rangle \), can be replaced. Starting with the symbol \( \langle S \rangle \), each expression can be substituted recursively.
Table 1: Context-free grammar for generating three-grid preconditioners.

(a) Productions

\[
\begin{align*}
\langle S \rangle & \rightarrow \langle s_h \rangle \\
\langle s_h \rangle & \rightarrow \text{ITERATE}(\omega, (P), \text{APPLY}((B_{shh}), (c_{shh}))) \mid \text{ITERATE}(\omega, \lambda, \text{COCY}(I_{2sh}, \langle c_{2sh} \rangle)) \mid (u_{sh}, \hat{u}_h, \lambda, \lambda) \\
\langle c_{shh} \rangle & \rightarrow \text{RESIDUAL}(M_{hh}, \langle s_{shh} \rangle) \\
\langle B_{shh} \rangle & \rightarrow \text{INVERSE}(M_{shh}^T) \text{ with } M_{shh} = M_{shh}^T + M_{shh}^{-} \\
\langle c_{2sh} \rangle & \rightarrow \text{RESIDUAL}(M_{2sh}, \langle s_{2sh} \rangle) \mid \text{COCY}(M_{2sh}, u_{2sh}, \text{APPLY}(I_{2sh}, \langle c_{2sh} \rangle)) \\
\langle s_{2sh} \rangle & \rightarrow \text{ITERATE}(\omega, (P), \text{APPLY}((B_{2sh}), \langle c_{2sh} \rangle)) \mid \text{ITERATE}(\omega, \lambda, \text{APPLY}(I_{2sh}, \langle c_{2sh} \rangle)) \\
\langle B_{2sh} \rangle & \rightarrow \text{INVERSE}(M_{2sh}^T) \text{ with } M_{2sh} = M_{2sh}^T + M_{2sh}^{-} \\
\langle c_{4sh} \rangle & \rightarrow \text{APPLY}(M_{4sh}^{-1}, \text{APPLY}(I_{2sh}, \langle c_{2sh} \rangle)) \\
\langle P \rangle & \rightarrow \text{PARTITIONING} \mid \lambda
\end{align*}
\]

(b) Semantics

```c
function ITERATE(\omega, (u, \hat{u}, \delta, state))
    \hat{u} \leftarrow u + \omega \cdot \delta \text{ with } P
    \text{return } (u, \hat{u}, \delta, \text{state})
end function

function APPLY(B, (u, \hat{u}, \delta, state))
    \delta \leftarrow B \cdot \delta
    \text{return } (u, \hat{u}, \delta, \text{state})
end function

function RESIDUAL(M, (u, \hat{u}, \lambda, \text{state}))
    \delta \leftarrow \hat{u} - MU
    \text{return } (u, \hat{u}, \delta, \text{state})
end function

function COCY(M_{H}, u_{H}, \hat{u}_{H}, (u_{H}, \hat{u}_{H}, \delta_{H}, \text{state}_{H}))
    u_{H} \leftarrow \hat{u}_{H}
    \hat{u}_{H} \leftarrow \delta_{H}
    \delta_{H} \leftarrow \hat{u}_{H} - M_{H}u_{H}
    \text{state}_{H} \leftarrow (u_{H}, \hat{u}_{H}, \lambda, \text{state}_{H})
    \text{return } (u_{H}, \hat{u}_{H}, \delta_{H}, \text{state}_{H})
end function

function COCY(I_{H}, \hat{u}_{H}, \lambda, \text{state}_{H}))
    \delta_{H} \leftarrow I_{H} \cdot u_{H}
    \text{return } (u_{H}, \hat{u}_{H}, \delta_{H}, \text{state}_{H})
end function
```

Diagram 1: Visualization of the process of mapping the grammar derivation tree of a three-grid V-cycle with a single step of Jacobi post-smoothing on the second finest level (2h) to an algorithmic representation.

The resulting derivation tree uniquely represents a multigrid preconditioner on the specified hierarchy of grids. To obtain a grammar for generating multigrid preconditioners that operate on an extended hierarchy, for instance a four or five-grid method, we have to replicate the production rules formulated on the second finest level (2h) in Table 1a for each subsequent one. Similar as in [49, 50] we can then formulate semantic evaluation rules, which are shown in Table 1b. These rules guide the derivation of the corresponding sequence of multigrid operations obtained in form of a directed acyclic graph (DAG). Figure 1 illustrates the resulting process of algorithm generation with the example of a three-grid V-cycle that performs a single underrelaxed Jacobi post-smoothing step on the second finest discretization level. The resulting algorithm is formulated in Figure 1c, while Figure 1a shows the corresponding derivation tree based on the productions formulated in Table 1a. Through recursive application of the rules in Table 1b the computational DAG shown in Figure 1b is obtained. Note that the recursive application of these rules in the end always returns a tuple of the form \((u_{sh}, \hat{u}_{sh}, \lambda, \text{state}_{sh})\), whereas \(u_{sh}\) is the resulting computational graph. Based on this intermediate representation, we can obtain an algorithmic formulation of the corresponding multigrid preconditioner by introducing variables for the approximate solution \(u_{sh}\), right-hand side \(\hat{u}_{sh}\) and residual \(r_{sh}\) on each discretization level, which, again, leads to Figure 1c. By making use of recent code generation techniques, it is then possible to automate the generation of optimized C++ code for a given multigrid-based solver specified in an algorithm-like fashion [27, 31].

Finally, note that while Table 1a fixes the number of coarsening steps until the respective problem can be solved directly, all operations are formulated relative to the discretization width \(h\). As a
consequence, the computational structure of the resulting preconditioner is independent of the actual size of the grid. It is, therefore, possible to translate a multigrid preconditioner formulated on a hierarchy of grids with a certain depth to another one consisting of different-sized grids of the same depth. For this purpose, we only have to replace the initial approximate solution \( u_h^0 \), operator \( M_h \) and right-hand side \( u_h \) in Table 1a by their counterparts and reformulate each operator on the respective grid within the new hierarchy. For instance, the derivation tree in Figure 1a can be translated to the computational DAG of a structurally similar multigrid preconditioner for a different problem discretized on a hierarchy of three grids. Consequently, every multigrid method produced by a grammar formulated on a particular hierarchy of grids is generalizable over the set of all structurally equivalent grammars that employ the same number of coarsening steps. We can thus apply a multigrid preconditioner obtained on a specific instance of the Helmholtz equation to similar problems. In the following, we utilize this principle to evolve efficient multigrid-based preconditioners that can be generalized to a whole class of Helmholtz problems.

3 EVOLUTIONARY SEARCH METHOD

After establishing a generalizable representation for multigrid preconditioners of arbitrary structure, the next task is to formulate a search method that can identify those leading to an efficient solver for different Helmholtz problem instances. While the branching factor of the productions formulated in Table 1a may seem small at first, it has already been shown in [50] that, in practice, the resulting search space exceeds any size for which a simple exhaustive search is applicable. In [50] we have provided \( 3 \cdot 10^{14} \) as a lower bound for the size of the search space of a three-grid method with a limited number of choices for smoothing on each level. Since the construction of a multigrid preconditioner comprises a similar number of choices, this lower bound also applies in the present case, rendering a mere brute-force search unfeasible. Search heuristics can often find an acceptable approximation for the global optimum when the search space is too large to evaluate all possible solutions. In principle, the quality of a preconditioner can be assessed by considering two objectives. First of all, preconditioning aims to minimize the condition number of the matrix \( AM^{-1} \). Since, in practice, the inverse \( M^{-1} \) is not computed explicitly, the effectiveness of a preconditioner depends on its approximation accuracy, which directly affects the number of iterations required by an iterative method to achieve a certain error reduction. On the other hand, a method that achieves the same quality of approximation but can be executed faster on modern computer architectures achieves a lower execution time per iteration. The task of finding an optimal multigrid preconditioner can thus be considered as a multi-objective search problem.

**Fitness Evaluation and Generalization.** As shown in [12] the number of iterations required for solving Equation (1) using a preconditioned solver grows with the wavenumber \( k \). This work aims to obtain multigrid methods that can be generalized over different problem instances. Therefore, before evaluating a given preconditioner on problems with a large wavenumber, we first consider an instance of the same problem with a smaller wavenumber and hence lower difficulty. When we start with a random initialization, the probability of generating multigrid methods that do not represent effective preconditioners is high, even for a problem instance that is, in principle, comparably easy to solve. As the search progresses, the average quality of the obtained preconditioners is expected to improve. Hence, the probability that they can also be successfully applied to instances with higher difficulty increases. On the other hand, most multigrid methods that are efficient in preconditioning a problem instance with a large wavenumber can be expected to function also on a problem with a smaller wavenumber. We, therefore, propose a stepwise adaption of the difficulty of the evaluated problem. To perform the actual search, we employ a multi-objective GGGP-based algorithm that operates on a population of derivation trees [37, 55]. Each tree represents a certain point in the search space considered at the current step of the method. In every new step, the search progresses by creating a new population of trees based on the current one. The resulting procedure is summarized in Algorithm 1, in which the difficulty of the problem considered for evaluation is adjusted in every \( m \)th iteration of the search.

The question that remains to be answered is how a new population \( P_{i+1} \) should be generated in each step of Algorithm 1 based on the current one. In principle, the current population \( P_i \) represents the subspace of possible multigrid preconditioners considered within step \( i \) of the search. Accordingly, the generation of \( P_{i+1} \) represents moving the search to a new subspace, which is expected to contain solutions that, according to both objectives, correspond to multigrid methods representing more efficient preconditioners for the given problem than those located in the current subspace. Consequently, we need to evaluate the quality of a subspace represented by the current population in terms of its potential to obtain efficient preconditioners from it. In principle, the number of iterations required to achieve a particular error reduction with a preconditioned iterative method could be predicted with local Fourier analysis [9]. However, there has been only a limited amount of research on the accuracy of this method for evaluating nonstandard multigrid methods. In particular, the experiments performed in [49] indicate that the predictions obtained with this method are not always consistent with experimentally determined behavior. Alternatively, we can obtain all relevant performance characteristics of a solver through its direct application to a representative test problem. For this purpose,
it is necessary to automatically generate an implementation based on the algorithmic representation of those multigrid preconditioners obtained through semantical evaluation of the derivation trees produced by the respective grammar. ExaStencils [31] is a framework that has been specifically designed for the automatic generation of scalable multigrid implementations based on a tailored domain-specific language (DSL) called ExaSlang [48]. It enables the specification of solvers in a discretization level-independent manner. At the same time, the actual size of the problem can be controlled utilizing simple configuration files, which grants us the possibility to automatically generate implementations for a specific solver that are executable on a wide range of different computer architectures. These can then be evaluated on the target platform for the two objectives, i.e., number of iterations and execution time per iteration.

**Implementation of Grammar-Guided Genetic Programming.** In each iteration of the search, we create a new population based on the existing one using GGGP, where each individual represents a derivation tree of the form of Figure 1a. To apply this method to the grammar formulated in Table 1a, we first need to consider its unique structure. Note that except for the variables \( \langle \psi \rangle \), \( \langle B \rangle \), \( \langle b \rangle \) and \( \langle P \rangle \) none of the expressions generated by any of the productions of a variable exclusively consists of terminals. Consequently, the grammar does not permit the construction of a derivation tree with branches of equal length. We, therefore, employ the grow strategy as described in [29, 42] to initialize the population. A derivation tree is extended by randomly choosing a production from the combined set of terminal and non-terminal productions until the longest path within the tree exceeds a certain depth. Since the grammar comprises an even branching factor of two for all non-terminal productions, there is no need to adapt the probability of selecting a particular production, but choosing uniformly from the combined set already results in a sufficient diversity in the population.

To create new individuals based on an existing population, we employ mutation and recombination. For this purpose, we first select several individuals using a binary tournament selection based on the dominance relation and crowding distance between individuals, as described in [11]. Mutation is performed by randomly selecting a variable node within the given derivation tree. The subtree for which this variable represents the root node is then replaced by a new randomly generated tree, which is created using the grow initialization operator. However, we also permit the insertion of the replaced subtree as a branch within the new one. Note that this insertion, which is only allowed once, is only possible if the variable that represents the root node of the original subtree occurs within the new one. Consequently, if this condition is never fulfilled, the original subtree is replaced without insertion. Therefore, our mutation operator can either perform subtree replacement or insertion in case the newly generated subtree can connect the original one to its root node. While mutation is performed on a single individual, within recombination we create two new individuals by combining the derivation trees of two individuals selected as parents. For this purpose, we employ standard subtree crossover as described in [42], whereby we choose the crossover point uniformly among all possible nodes within both trees. Finally, after the creation and evaluation of a certain number of novel solutions, we employ the sorting procedure described in [17] to identify the non-dominated solutions in the combined set of the newly created and existing ones. These individuals then form the new population \( P_{i+1} \) in the next step of Algorithm 1.

### 4 Experimental Evaluation

To evaluate the effectiveness of our evolutionary search method in finding multigrid methods that act as efficient preconditioners, we consider the two-dimensional Helmholtz equation on a unit square with Dirichlet boundary conditions at the top and bottom, and Robin radiation conditions at the left and right, as defined by

\[
(-\nabla^2 - k^2)u = f \quad \text{in } (0, 1)^2 \\
u = 0 \quad \text{on } (0, 1) \times \{0, 1\} \\
\partial_n u - ik u = 0 \quad \text{on } \{0\} \times (0, 1), \{1\} \times (0, 1) \\
f(x, y) = \delta(x - 0.5, y - 0.5),
\]

where \( \delta(x) \) represents the Dirac delta function. We discretize this equation on a uniform Cartesian grid using the classical five-point stencil

\[
\begin{pmatrix}
1/k^2 & -1 & & \\
-1 & 4 - (k^2)h^2 & -1 & \\
& -1 & & \\
\end{pmatrix}
\]

while the Dirac delta function is approximated with a second-order Zenger correction [30]. The step size \( h \) of the grid is chosen to fulfill the second-order accuracy requirement \( \hbar = 0.625 \) as suggested in [13]. Since the analytic solution of this equation is not known in advance, we consider an approximate solution to be sufficient if the initial residual has been reduced by a factor of \( 10^{-7} \) for \( k \leq 160 \) and \( 10^{-6} \) for all larger wavenumbers. The resulting complex-valued system of linear equations is indefinite, and the required number of iterations for solving it with a non-preconditioned Krylov subspace method increases drastically with the wavenumber \( k \). As a solver, we, therefore, employ a biconjugate gradient stabilized method (BiCGSTAB) [46], right-preconditioned with a shifted Laplacian

\[
M = -\nabla^2 - (k^2 + 0.5i k^2),
\]

which is among the suggested solvers in [12]. In each step of this iterative scheme, it is necessary to compute an approximate solution for two systems of linear equations of the form \( Mu = u \), each of which is achieved through the application of a single multigrid iteration.

#### 4.1 Optimization Settings

To evaluate the behavior of our GGGP-based search method, we perform a total number of ten randomized optimization runs. While we are aware that this number is insufficient for a reasonable statistical evaluation of an evolutionary algorithm’s behavior, it still enables us to demonstrate that our method is capable of repeatedly evolving generalizable preconditioners for the given test problem. Even though a more accurate assessment of our method’s behavior would be desirable, the high computational and temporal costs of each run, which each take between 24 and 48 hours, put a strict limit on the number of experiments. Within all optimization runs, we choose a step size of \( h = 1/2^l \) on each level \( l \), whereby we employ a range of \( l \in [l_{\text{max}} - 4, l_{\text{max}}] \). Accordingly, our goal is to construct
an optimal five-grid preconditioner for the given problem. For this purpose, we consider the following components:

**Smoothers:** Pointwise and block Jacobi with rectangular blocks up to a maximum number of six terms, red-black Gauss-Seidel

**Restriction:** Full weighting restriction

**Prolongation:** Bilinear interpolation

**Coarse-grid solver:** BiCGSTAB for

**Relaxation factors:** Bilinear interpolation

**Prolongation:**

To generate block Jacobi smoothers, we define a splitting $M_h = L_h + D_h + U_h$ where $D_h$ is a block diagonal matrix, such that we have to solve a local system whose size corresponds to the size of a block at every grid point. For a more detailed treatment of block relaxation methods, the reader is referred to [46, 53]. The relaxation factor $\omega$ for each smoothing and coarse-grid correction step is chosen from the above sequence. By employing the same code generation-based optimizations for each component of a solver, we ensure that the resulting measurements are comparable for all multigrid variants considered in this work. All experiments are performed on the SuperMUC-NG cluster, where each node represents an Intel Skylake Xeon Platinum 8174 processor that consists of eight islands, each with six physical cores. While within the optimization, we evaluate each individual’s fitness on a single island, the final evaluation is performed on a full node of the system with 48 cores. We employ GCC 7.5 as a compiler, using the -O3 optimization level and an OpenMP-based parallelization in both cases. To assess each preconditioner’s generalizability, we consider the three different wavenumbers 160, 320, and 640, together with a discretization width of $h = 0.625/k$.

### 4.2 Reference Methods

To establish a baseline, we consider several well-known and commonly used multigrid cycles [53] that are all based on the application of a certain smoother for a fixed number of times. The resulting solver is translated to ExaStencils’ DSL, based on which a multi-threaded C++ implementation is generated and executed on a full SuperMUC-NG node using 48 OpenMP threads. To optimize each multigrid cycle’s effectiveness as a preconditioner, we experimentally obtain the optimum relaxation factor for $k = 320$ from the mentioned interval. While in [8, 12] a damped Jacobi is employed as a smoother, in the given case, it does not result in a convergent solver for $k > 80$. We have verified this assumption by considering every possible relaxation factor value from the given interval. In contrast, red-black Gauss-Seidel represents an effective smoother for the considered range of $k$. The second column of Table 2 contains the optimum red-black Gauss-Seidel relaxation factor ($\omega$) for each cycle. For instance, $V(2, 1)$ represents a V-cycle that performs two pre- and one post-smoothing step on each discretization level. Using the same relaxation factor, we employ each cycle as a preconditioner for the three wavenumbers considered. For consistent measurements, each solver is executed ten times to compute the average solving time of all runs, which reduces the deviations to a negligible level. The results are shown in the remaining columns of Table 2. Here omitted values imply that the corresponding preconditioned BiCGSTAB method did not achieve the required error reduction within 20,000 iterations. Additionally, we have evaluated each resulting cycle on a problem with wavenumber $k = 640$, which did not yield a convergent solver in any of the cases. For the other two wavenumbers considered, the $W(3, 3)$-cycle represents the most effective preconditioner and therefore leads to the lowest number of iterations, while the $V(0, 1)$-cycle yields the overall fastest solving time on the given platform.

| $k$  | $\omega$ | Iterations | Solving Time (s) |
|------|----------|------------|------------------|
| 160  | 0.15     | 1060       | 3213             |
| 320  | 0.15     | 1060       | 3213             |
| 640  | 0.15     | 1060       | 3213             |

**Table 2: Reference methods - Optimum relaxation factors $\omega$ for $k = 320$, number of iterations and average time required for solving a problem with the particular wavenumber.**

| $k$  | Iterations | Solving Time (s) |
|------|------------|------------------|
| 160  | 2848       | 65.7             |
| 320  | 2848       | 65.7             |
| 640  | 2848       | 65.7             |

**Table 3: Best preconditioners according to the product of both objectives - Number of iterations and average time required for solving a problem with the particular wavenumber.**
4.3 Implementation Details

We have implemented the evolutionary search procedure summarized in Algorithm 1 by extending the approach described in [50]. For this purpose, we generate a new grammar for constructing complex-valued multigrid preconditioners adapted to the respective problem instance in every mth iteration. For evaluating each method’s fitness, it is first translated into an ExaStslng [48] representation, which is then automatically integrated into an existing Krylov Subspace method as a preconditioner. Finally, based on the DSL representation of each solver, a multi-threaded C++ implementation is generated, as described in Section 3. To cope with the cost of running a code generation pipeline for each evaluation, together with the growing execution time required for solving the increasingly difficult problem instances, we employ a distributed parallelization using the Message Passing Interface (MPI) library. The resulting implementation is freely available as part of the open-source library EvoStencils.

For each experiment, we perform an evolutionary search with a total population size of 128 on eight nodes of SuperMUC-NG using 64 MPI processes, whereby each process is executed on a separate island of the system. As an initial problem, we choose \( k = 80 \) with a maximum level \( l_{\text{max}} = 7 \), discretized with a step size \( h = 1/2^7 \). A problem instance with greater difficulty is then constructed by doubling the wavenumber. Note that due to the requirement \( bk = 0.625 \), this results in a step size half as large as the original one and, in total, a four times larger grid. The relaxation factor for each smoothing and coarse-grid correction step is chosen from the interval specified above. Each preconditioner is evaluated on the respective island using 12 threads. A solver is considered convergent for all wavenumbers if it can reduce the initial residual by \( 10^{-7} \) in less than 10,000 iterations. The initial population is obtained through the non-dominated sorting of a randomly generated set of 1024 individuals. The search is then performed for 150 iterations, whereby the difficulty is adjusted every 50 iterations. New derivation trees are created through recombination with a probability of 2/3 or by mutation. In the latter, a terminal symbol is chosen with a probability of 1/3. To evaluate the consistency of the obtained results, we perform ten experiments with a random initialization. At the end of each experiment, we identify the ten best preconditioners according to the product of both objectives and evaluate them under the same conditions as the reference methods, i.e., by executing each solver ten times on a full SuperMUC-NG node using 48 OpenMP threads.

5 RESULTS AND DISCUSSION

Table 3 contains the results for each preconditioner from the set of non-dominated solutions of the respective experiment that achieves the fastest solving time for a wavenumber of \( k = 640 \). Note that, similar to all reference methods, in four of the ten cases, EP-1, EP-6, EP-7, and EP-9, none of the evaluated solvers could achieve convergence for the largest wavenumber \( k = 640 \). In these cases, we have selected the preconditioner, which leads to the fastest solving time for \( k = 320 \). Additionally, Figure 2 shows a direct comparison of the best-performing preconditioners from both groups for different wavenumbers. For better comparability of the results achieved on different grid sizes, we measure the solving time per grid point instead of the total time required for solving each problem. Note that all solvers have been evaluated using the same number of measurements on the target platform. All three evolved preconditioners included in this plot represent more efficient methods for \( k \geq 320 \) than the best of the reference methods, the V(0, 1)-cycle, while remaining competitive for lower wavenumbers. The most efficient preconditioner (EP-5) leads to a consistent improvement of about 20% compared to the V(0, 1)-cycle for all wavenumbers. Furthermore, while none of the evolved preconditioners has been evaluated on wavenumbers greater than 320 within the search, in six of the ten experiments they lead to a converging solution method for the case of a wavenumber of 640, for which all standard methods fail. In the remaining four experiments, the search still finds competitive preconditioners that generalize well for \( k \leq 320 \), whereby only in one case (EP-9) preconditioning leads to an inefficient solver for a wavenumber of 160. Therefore, we have demonstrated that our evolutionary search method could find generalizable and efficient methods in the majority of the experiments performed. In addition, our GGGP-based approach was able to evolve methods that surpass the capabilities of standard multigrid cycles in preconditioning Helmholtz problems, which could be demonstrated by solving a problem instance with \( k = 640 \).

To further investigate our evolutionary algorithm’s behavior, Figure 3 shows the distribution of the non-dominated solutions at the end of all ten experiments, whereby the red line represents the non-dominated front of the combined set of solutions. From this distribution, we can conclude that the method can consistently find preconditioners of equal quality for iteration numbers of 4000 or more. For lower iteration numbers, the spread between the solutions increases and, in individual experiments, leads to suboptimal preconditioners in the left part of the solution space. Reducing the number of iterations requires more smoothing and coarse-grid corrections steps with an effective combination of relaxation factors,

\[ \text{Solving Time per Grid Point (µs)} \]

\[ \begin{aligned}
\text{EP-2} & & \text{EP-5} & & \text{EP-10} & & \text{V(0, 1)} & & \text{V(1, 1)} & & \text{F(0, 1)} \\
\end{aligned} \]

\[ \begin{aligned}
\text{EP-2} & & \text{EP-5} & & \text{EP-10} & & \text{V(0, 1)} & & \text{V(1, 1)} & & \text{F(0, 1)} \\
\end{aligned} \]

---

1EvoStencils: https://github.com/jonas-schmitt/evostencils
which results in a growth of the size of the corresponding grammar derivation tree. This effect impedes the search algorithm’s ability to find the right combination of productions that leads to the same Pareto-optimal preconditioner in every experiment.

While the efficiency and generalizability of the evolved preconditioners could be demonstrated, we have not yet analyzed how these methods function algorithmically. For this purpose, we consider the two evolved preconditioners, EP-5 and EP-2, that perform best for wavenumbers $k \geq 320$. Figure 4 contains a graphical representation of each method’s computational structure, including all relaxation factors. These figures illustrate that, in each of the two cases, our grammatical representation of a multigrid preconditioner has enabled the construction of a unique sequence of computations, whose complexity exceeds those obtained by classical parameter optimization methods such as [7, 39, 52]. While both algorithms resemble a V-cycle, as the coarse-grid solver is only employed once, they include additional smoothing-based coarse-grid correction steps. In contrast to classical multigrid cycles, these corrections are obtained from intermediate discretization levels without traversing the complete hierarchy down to the coarsest grid. Furthermore, in both preconditioners, pre- and post-smoothing steps are omitted on certain levels, while the amount of smoothing is increased on others. In EP-5 the number of smoothing steps is substantially higher on the coarser grids. Since the computational cost of smoothing is significantly decreased with each coarsening step, this greatly reduces the overall execution time of the resulting preconditioned solver. While EP-2 performs more smoothing on the second finest level, only a single step of red-black Gauss-Seidel is employed on the finest level. In both preconditioners, red-black Gauss-Seidel is predominantly used for smoothing. However, especially EP-5 also includes intermediate Jacobi smoothing steps or a combination of both methods. Finally, as shown in Figure 4, both preconditioners combine a wide range of different relaxation factors within their computation.

Figure 3: Distribution of non-dominated solutions at the end of all ten experiments for $k = 320$. The red line denotes the combined front.

Figure 4: Computational structure of the evolved multigrid preconditioners. The color of the node denotes the type of operation. Black: Coarse-grid solver, Blue: Pointwise Jacobi smoothing, Red: Red-black Gauss-Seidel smoothing, White: No operation. The relaxation factor of each smoothing step is included in each node, while for coarse-grid correction, it is attached to the respective edge.

6 CONCLUSION AND FUTURE WORK

This work demonstrates how grammar-guided genetic programming (GGGP) can evolve multigrid preconditioners for Helmholtz problems that outperform known methods for different wavenumbers and even handle problems for which those methods fail. Despite this accomplishment, further research is needed to investigate under which circumstances the presented approach can achieve consistent results. We also aim to apply our approach to other multigrid variants, such as algebraic multigrid methods [56], and the solution of more challenging and complicated PDEs, such as nonlinear [23] and saddle point problems [3]. Furthermore, the resulting implementation is mainly limited by the compute resources required to evaluate a sufficient number of preconditioners. As a remedy, one could train a machine learning system to learn a model for predicting multigrid preconditioner performance based on the respective grammar representation. Another promising research direction, which has been already mentioned in the introduction, is the grammar-based construction of a multigrid method from those components obtained by a machine learning-based optimization such as [21, 24]. In addition, our approach could be utilized to accelerate the generation of training data for data-driven PDE solvers [28, 32, 33]. Finally, we aim to extend our implementation of GGGP to incorporate alternative initialization, crossover, and mutation operators, such as [10, 19, 44]. Also, while the implementation presented here employs tree-based GGGP, grammatical evolution (GE) [38, 45] represents a promising alternative, which could be as well integrated into our grammar-based approach for multigrid preconditioner design.
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