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ABSTRACT

Technology advancements made it easy to measure non-invasive and high-quality electroencephalograph (EEG) signals from human’s brain. Hence, development of robust and high-performance AI algorithms becomes crucial to properly process the EEG signals and recognize the patterns, which lead to an appropriate control signal. Despite the advancements in processing the motor imagery EEG signals, the healthcare applications, such as emotion detection, are still in the early stages of AI design. In this paper, we propose a modular framework for the recognition of vowels as the AI part of a brain computer interface system. We carefully designed the modules to discriminate the English vowels given the raw EEG signals, and meanwhile avoid the typical issues with the data-poor environments like most of the healthcare applications. The proposed framework consists of appropriate signal segmentation, filtering, extraction of spectral features, reducing the dimensions by means of principle component analysis, and finally a multi-class classification by decision-tree-based support vector machine (DT-SVM). The performance of our framework was evaluated by a combination of test-set and resubstitution (also known as apparent) error rates. We provide the algorithms of the proposed framework to make it easy for future researchers and developers who want to follow the same workflow.
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1 Introduction

Communicating through external links, like wires and computers, has turned to be an interesting research area since after successful investigation of brain’s electrical activities, known as electroencephalography (EEG), by German neurologist Hans Berger [1]. Today, this communication system is called Brain Computer Interface (BCI) and is involved with the measurement and assessment of EEG around an individual’s brain. In particular, non-invasive EEG recording has recently become more popular due to the advancements in wireless technologies and electrical sensors as well as low cost and ease of use. To this end, it becomes crucial to develop AI algorithms and machine learning models that process the EEG measurements and discover the potential patterns that may eventually lead to an appropriate control signal.

Throughout the past couple of decades, extensive researches have been conducted on different aspects and applications of EEG-based BCIs. In 2019, [2] studied the history of some successful EEG experiments and discussed discoveries about electrode placements as well as some EEG-based BCI paradigms. In the same year, [3], provided a comprehensive analysis of the advantages and disadvantages of the previously proposed EEG-based BCIs, with regards to the population under the study, utilization of algorithms, classification methods, and generation of control signals. They also provided suggestions to address the potential issues that may happen with each of the EEG-based BCI systems in the aforementioned categories. Recently, [4] highlighted the most popular EEG recording devices and signal/image
processing methods, including filters, feature extractors, and classification rules, particularly those that originate from multi-layer perceptrons and neural networks classifiers. Although deep neural networks and transfer learning techniques have shown success in many other classification tasks, their performance is still unpredictable in some data-poor BCI applications, as opposed to the traditional methods [5].

Despite the EEG-based BCI advancements in some applications like controls, robotics, games and entertainment, the hardware and software seem to be not yet fully developed for healthcare, where the patients are the direct users of the BCI systems and EEG recording sessions are more challenging to set up. As a natural consequence, healthcare BCI applications face the lack of available EEG data while highly variable between participants. Accordingly, it remains an active research to design effective and efficient pattern recognition algorithms that suits the healthcare applications such as assessments of mental disorders, consciousness, emotions, communication impairments, and speech recognition [6, 7, 8, 9, 10].

Along the line of communication and emotion detection [9, 10, 11], our research mainly contributes towards the potential BCI designs for vocal prosthesis by focusing on recognition of English vowels /a/, /e/, /i/, /o/, /u/. This will be particularly helpful for severely disabled people who do not have spontaneous reflexes in response to unexpected stimulation. The impulsive reactions, which are typically expressed in sounds, are the natural human response to environmental stimulation, and without this ability paralyzed people may suffer from excess pain. In addition, a tool that reports the impulsive emotions, like surprise, grief, joy, and pain can be beneficial for both healthcare providers and patients during the treatment or a peak moment. Readers are referred to [12] for more on the frequency and dominant vowels in expressing different emotions are.

The EEG-based BCIs for vowel recognition have been under studies with a variety of perspectives. Some examples are as follows: [13] developed a Bayesian network to detect phonemes with vowels /a/ and /u/. [14] studied the imagery speech of vowels /a/ and /u/. [15] demonstrated that the ability of BCI for motor imaging can be enhanced by integrating motor imaging and speech imaging. [11] did a study on the Mandarin tone in two visual-only and audio-visual conditions, and showed that the latter condition resulted in a more accurate classification of imaginary Mandarin tones.

In this paper, we present a modular framework for the processing of the EEG signals that had been previously recorded in the national university of Colombia. The whole model consists of pre-processing, feature extraction, dimensionality reduction, and classification modules. Our framework deals with the small sample size situation by carefully extracting only a few features and keeping the degrees of freedoms (i.e. unknown parameters) as low as possible. The former is recommended to avoid the curse of dimensionality [16, 17], whereas the latter is required to avoid over (or under) fitting. In section 2 we briefly talk about the source of the data of this work and the experimental conditions for the EEG recording sessions. Section 3 explains the methods of this project. Results and discussions are presented in section 4, and finally section 5 gives the concluding remarks.

2 data acquisition

The bio-electric traits of brain neurotransmitters are extensively described in [18, 19]. For this work, we used the raw EEG data that had been recorded in controlled noise Clinical Electrophysiology Laboratory at National University of Colombia. The data collection experiments was described in [20], but we give a brief illustration here. The EEG signals were captured with a sampling frequency of 500 Hz, through 21 electrodes placed on the Wernicke and Broca areas, a.k.a language perception area [21]. The EEG signals were recorded from 20 subjects (17 men and 3 women) while intending/imagining a vowel without moving the oral cavity or jaws. Each recording session consisted of 10 trials, each of which include 3 seconds of relaxation and 3 seconds of imagination, for a total of 6 seconds per trial and one minute per session. A period of half-second was assumed to be the transition state between relaxation and imagination, and was later removed from the signals during the preprocessing step. For each trial, the data from all 21 channels together was imported to MatLab.

3 Methods

In contrast to many other pattern recognition studies, we apply a few simple, though effective, preprocessing steps, and extract as few as possible features. In pattern recognition problems, where the system is trained without any prior information, the simplicity of preprocessing and lack of features may cause week classification performance. However, for this EEG study, we were able to incorporate the prior biological and experimental knowledge, and consequently, design our preprocessing and feature extraction steps accordingly. Algorithms [1, 2, 3] summarize the workflow of the proposed AI module of the EEG-based BCI system.
3.1 Preprocessing

The preprocessing steps were similar to those in [20, 22] and were as follows. The signal from each channel was separated from the rest, and then was broken into trials. The relaxation and transition states were removed from each trial and the remaining piece of signal was stored as a data sample. The stored signals from all sessions created a data set \( X \) with total of 200 samples (for 10 trials per subject, and 20 subjects). A response variable \( y \in \{1, 2, 3, 4, 5\} \) was generated to refer to vowels /a/, /e/, /i/, /o/, /u/, respectively. Then the potential noise and artifacts were filtered out of the signal by applying a band-pass filter (BPF) with cut-off frequencies 2 and 50 hertz. We set lower band frequency to 2 to remove cardiac and ocular artifacts as well as muscle and electrode movements that may have been recorded during the sessions. The upper band frequency of 50 hertz filters the noise originating from the electrical power supply of devices in the recording room, which are in the range of 50-60 Hertz. Finally, the signals of all participants for each trial were normalize around mean and standard deviation.

3.2 Feature Extraction

In this part, we carried a two-step feature extraction: the first step to extract the dominant spectral information, and the second one to reduce the dimensionality. Since the EEG recordings were done in short trials, in controlled situation and subjects were focused on the task, we assumed that the EEG signals in each trial is stationary (i.e. does not depend on time), and therefore expect the transformations based on Fourier transform carry important information to the frequency domain.

The Fourier transform of the signal’s auto-correlation function, known as power spectral Density (PSD) is a measure of the strength of a signal over a range of frequencies[23], and is defined as

\[
S_{xx}(\omega) = \int_{-\infty}^{+\infty} R_{xx}(\tau)e^{-i\omega \tau} d\tau
\]

where \( x \) represents the signal, \( f \) is the frequency, \( \omega = 2\pi f \), and \( R_{xx}(\tau) \) is the auto-correlation function. Since the form of signal \( x \) is not known, we empirically estimated the PSD with \( \hat{S}_{xx}(\omega) \) using the periodogram with rectangular windows.

Let’s assume signal \( x \) is discretized into \( x_n \) by rectangular windows with size \( \Delta t \). Then \( x_n = x(n\Delta t) \) for \( n = 0, 1, \ldots, N - 1 \), and \( \hat{S}_{xx}(\omega) \) can be estimated by:

\[
\hat{S}_{xx}(\omega) = \frac{\Delta t}{T} \left| \sum_{n=0}^{N-1} x_n e^{-i\omega n\Delta t} \right|^2
\]

3.3 Dimensionality Reduction

Once the power spectral densities were extracted, we applied principle component analysis (PCA) to map the data into \( d \) orthogonal dimension, a.k.a. principle components (PCs). PCA is a dimensionality reduction method, originally proposed by [24], with proven applications across many disciplines [25, 26, 27]. The PCs are linear combination of original dimensions, and are sorted from the highest to the lowest ability in retaining the information of the original data. We took only the first two PCs ( total explained variance > %75) for each channel, and then vectorized the features. Therefore, the feature space was reduced to 40 dimensions. Note that among 21 EEG electrodes, one was the reference electrode, and 40 dimensions was the result of the first two PCs of PSD of the other 20 channels.

3.4 Classification

Support Vector Machines (SVM) has been widely used for BCI applications, in particular for binary class problems. In 2007, [28] highlighted that in terms of performances, SVM often outperformed other classifiers. Still after 10 years, SVM is one of the state of the art classification algorithms due to its flexibility and optimality, particularly in small sample sized data. SVM is a binary-class classification algorithm. We used a dendrogram-based algorithm [29] to extend the SVM to our multi-class BCI, and a created decision tree based multi-class SVM (DT-SVM). This was advantageous to one-against-one and one-against-all approaches [30, 31], at least in terms of computational time. To distinguish N classes, the one-against-one approach requires to train a binary classifier on every combination of 2 classes, which makes total of \( N(N-1)/2 \) classifiers, whereas in a one-against-all approach, each class is separated from the rest by a single binary classifier and therefore total of \( N \) classifiers are required.
Takahashi and Abe [29] proposed four alternatives to create the dendrogram for a multi-class problem: at each step, separating one class (or some classes) from the rest using either Euclidean distance or Mahalanobis distance. We used type 2, which is, at each step, separating some classes from the rest using the Euclidean distance. We put this method in algorithm algorithm 2 for easier future implementation. The number of required classifiers depends on the separability of the classes, and is at most $N - 1$. This is similar to the agglomerative hierarchical clustering (the bottom-up strategy), which groups the similar observations as it moves from the bottom to top of the dendrogram.

### 3.5 Performance Evaluation

The performance of the system can be assessed by computing the classification error, which is the probability of misclassification. When the distribution of the data is not known, the error should be estimated by empirical measures. In the rest of this section, we propose using a convex combination of test-set error and resubstitution-like error to evaluate the performance of the system, experimentally.

In general, a test-set error on a large enough test set $S^{(t)} = (X^{(t)}, Y^{(t)})$ is regarded as the true error rate, and is a measure of generalization ability of the system. In binary classification problems, the test-set error is the sum of false negative and false positive. Ideally, the train and test data sets ($S_n$ and $S^{(t)}$, respectively) should be from the same distributions, but disjoint (i.e. $S_n \cap S^{(t)} = \emptyset$) and independent (i.e. $P(S_n \cap S^{(t)}) = P(S_n)P(S^{(t)})$).

Due to the lack of data samples, and non-linearity of the SVM classifiers, it was not feasible to set aside a sufficiently large test data set. Indeed, as much data as possible should be used for training of the system. In such data-poor environments we need to train and test the system on the same data set. Resubstitution and re-sampling methods are two well-known families of error estimators that test the system based on the training data. Resubstitution is computationally fast and not randomized, but is optimistically biased. On the other hand, re-sampling methods like cross validation are almost unbiased, but are randomized, and therefore not robust for small-sample-size situations (i.e. high variance) [32, 33].

To deal with this situation, we set aside a small test set and estimated the error as a convex combination of an small test set error and a resubstitution-like error, when the resubstitution-like error. This is equivalent to creating a new test-like set $S^* = ((X^{(t)}, Y^{(t)}) \cup (X^*, Y^*))$, where $(X^*, Y^*) \subset S_n$. The test-like error can be computed as:

$$\hat{\xi}(S^*) = \frac{1}{m + n'} \sum_{(x, y) \in S^*} \left( I_{\psi(x)=1}I_{y=0} + I_{\psi(x)=0}I_{y=1} \right)$$

(3)

where $I_A$ is an indicator function defined as $I_A = 0$ if condition $A$ is false and $I_A = 1$ otherwise. $m$ is the size of the original $S^{(t)}$, and $n' << n$ is the size of sample pairs $(X^*, Y^*)$. We suggest $n' \approx m$ to keep the balance between contribution of the test-like and the resubstitution-like error rates.

---

**Algorithm 1:** Pre-processing, feature extraction (PSD), and dimensionality reduction (PCA)

**Input:** Raw EEG signals
1. $n_s = \text{total number of recording sessions}$
2. $n_t = \text{total number of trials per session}$
3. $n_{ch} = \text{total number channels}$

4. **foreach** $s \in \{1, 2, \ldots, n_s\}$, **do**
5. \hspace{1em} **foreach** $j \in \{1, 2, \ldots, n_t\}$, **do**
6. \hspace{2em} $\text{trial}_j = j^{th} \text{ trial in session } s$
7. \hspace{2em} **foreach** $i \in \{1, 2, \ldots, n_{ch}\}$, **do**
8. \hspace{3em} $E = \text{EEG portion of } \text{trial}_j$ (i.e. removing relaxation and transition states)
9. \hspace{3em} $E^{(t)} = BPF(s)$
10. \hspace{3em} $\hat{S} = \text{periodogram-PSD}(E^{(t)})$ (eq. 2)
11. \hspace{3em} $PC_S = PCA(\hat{S})$
12. \hspace{3em} $x[i, i+1] = [PC_1, PC_2]$
13. \hspace{2em} $X_{ch}[j, :] = x$ (set of signals per channel)
14. \hspace{1em} $X[s, :] = X_{ch}$

**Output:** $X \in \mathbb{R}^{(n_s \times n_t) \times 2n_{ch}}$. 

---


Algorithm 2: Finding the dendrogram based on the Euclidean distance

Input: $X \subset R^{n \times d}$, $y \in \{0, \ldots, K - 1\}$
1 foreach class $i, i \in \{1, 2, \ldots, K - 1\}$, do
2 $n_i = I_{y=i}$
3 $X_i = (X|y = i)$
4 $c_i = \frac{1}{n_i} \sum_{x \in X_i} x$
5 $C = \{(0), (1), \ldots, (K - 1)\}$
6 $L = \emptyset$ (set of group of classes in the dendrogram.)
7 foreach class $j \in C$ do
8 $i = \arg\min_{i \in C, i \neq j} ||c_i - c_j||_2$
9 $L = L \cup \{j, i\}$
10 $C = C \setminus \{j\} \cup \{i, j\}$
11 $X_i = [X_i, X_j]$
12 $c_i = \frac{1}{n_i} \sum_{x \in X_i} x$

Output: $L$

Algorithm 3: DT-SVM

Input: $X \subset R^{n \times d}$, $y \in \{0, \ldots, K - 1\}$
1 $L = \text{output from algorithm 2}$
2 $\psi^{(DT)} = \emptyset$ (set of trained classifiers)
3 foreach $i \in \{0, \ldots, \text{length}(L)\}$, do
4 $l_i = L[i]$
5 train $\psi_i$ on groups $l_i[0]$ and $l_i[1]$
6 $\psi^{(DT)} = \psi^{(DT)} \cup \psi_i$

Output: $\psi^{(DT)}$

4 Results and Discussion

In this section, we describe step by step implementation of the algorithms and methods of this paper.

The data includes total of $n_s = 100$ recording sessions, for 5 vowels and 20 subjects. Each session’s data was imported into MatLab in the form of a three dimensional matrix, with dimensions being time, electrode channel, and measured voltage. For each matrix, we separated the sessions into $n_t = 10$ trials, removed the non-brain artifacts including low-frequency components and high frequency noise (see figure 1), as well as the relaxation and transition states, and retained only the 1000 samples that were captured between the remaining two seconds of active vowel imagination (see figure 2). (Note that the sampling frequency of the recording was 500Hz). Subsequently, we followed steps 7 through 12 of algorithm 1, using the BPF, and the periodogram-PSD default setting in MatLab.

The output of the algorithm was the feature matrix $X \in R^{(n_s \times n_t) \times d}$ containing the $d = 40$-dimensional feature vectors from $n_s = 20$ sessions, with $n_t = 10$ trials per session. We removed the first and last trials (trials 1 and 10) from all subject, because a large difference with other trials was observed within some subject, potentially because of not-fully-relaxed starting and fatigued ending. Then among the remaining 8 trials per session, we extracted the data

Figure 1: The range of frequency that was present in the EEG signals, which can be attributed to brain waves ($\delta, \theta, \alpha, \beta, \gamma$) or the non-brain sources (artifacts with low frequencies like muscle and cardiac or high frequencies like electrical noise). Since the experiments were done with subjects being awake and fully relaxed, we expect the vowel-related signals be in $\alpha$ and $\beta$ ranges.
Figure 2: The relaxation (rest) and imagination (active) phases in one session: subjects were asked to repeatedly for 10 times do relax for 3 seconds and then start imagining a pre-specified vowel (active). The first and last half second of each active trial was removed, and the rest was taken as the signal of interest for later processings.

Figure 3: Left: steps of dendrogram construction that was implemented as algorithm 2: a) original classes of the data, where labels /a/, /e/, /i/, /o/, and /u/ changed to integers 1, 2, 3, 4, and 5, respectively. b) Classes 4 and 5 (equivalently /o/ and /u/) were found to have the lowest Euclidean distance. c) next, comparing the Euclidean distance between classes 1, 2, 2, and the merged group of 4,5, classes 2 and 3 were found to be closest. d) similarly, class 1 was merged to the joint group of 2 ,3. e) the final (and only left) branch completes the tree.

Right: Each $\psi_i$ represents a binary SVM classifier at the $i^{th}$ level of the tree from top to bottom. As moving tho the bottom, $\psi_i$ becomes more specific about discriminating the pure classes.

from trial 4 and set it aside as the test data, which made a test data set with $m = 100$ samples. The rest (700 samples) was considered as the train data $S_n$. Then we shuffled the training data once, picked the first $n' = 100$ first samples, and created the test-like data set $S^*$ with size $m + n' = 200$.

The training data $S_n$ was sent to algorithm 3 where algorithm 2 is called in the first line. Algorithm 2 takes the feature-labeled data set, constructs the dendrogram, and returns the structure of the dendrogram in the form of a set $L$. Figure 3 left, shows the steps of the dendrogram construction on our training data set. The corresponding set $L$ from algorithm 2 was $L = \{\{4, 5\}, \{2, 3\}, \{2, 3, \{1\}\}, \{\{2, 3, \{1\}\}, \{4, 5\}\}\}$, where the $i^{th}$ element of $L$ corresponds to the $i^{th}$ level of the dendrogram. For example, let’s show the $i^{th}$ element of $L$ by $l_i$, then $l_4 = \{\{2, 3\}, \{1\}\}$ shows that the groups of $\{4, 5\}$ and $\{2, 3\}, \{1\}$ are merged in the $4^{th}$ and last level. Proceeding with algorithm 3, a binary SVM classifier was trained to separate the two branches at each level of the tree, as illustrated by figure 3 right. We used radial basis function (RBF) kernels for the SVM classifiers. The RBF kernel for sample $i$ and $j$ is defined as $k(x_i, x_j)$ in equation 4 where $\sigma$ is a hyper-parameter that allows to optimize the classifier given the data

$$k(x_i, x_j) = \exp\left(\frac{|x_i - x_j|^2}{2\sigma^2}\right)$$

We evaluated the performance of the system by predicting the class label $y$ for the test-like data set $S^*$, and computed the test-like error rate by equation 3. Table 1 is the confusion matrix that represents the result of the performance evaluation. The diagonal elements of the confusion matrix show the correctly classified rates, whereas the non-diagonal elements represent the misclassification rates. Let’s use $M_{ij}$ to refer to the element on the $i^{th}$ row and $j^{th}$ column of the confusion matrix. The value of $M_{ij}$ represents the percentage that a sample from class $i$ was mistakenly placed by the classifier to class $j$. For example, $M_{12} = 0.05$ means that 5% of the samples from class 1 (/a/) were predicted to be from class 2 (/e/).
\( \psi = /a/ \) 
\( \psi = /e/ \) 
\( \psi = /i/ \) 
\( \psi = /o/ \) 
\( \psi = /u/ \)

Table 1: Confusion matrix: \( y \) is the true label of the test samples \( \{x^* \in S^*\} \), and \( \psi \) is the predicted label by the proposed BCI framework on samples \( \{x^* \in S^*\} \).

| \( y = /a/ \) | \( /a/ \) | \( /e/ \) | \( /i/ \) | \( /o/ \) | \( /u/ \) |
|-------------|-----------|-----------|-----------|-----------|-----------|
| \( y = /e/ \) | 0.9       | 0.05      | 0.05      | 0.00      | 0.00      |
| \( y = /i/ \) | 0.00      | 0.125     | 0.05      | 0.025     | 0.00      |
| \( y = /o/ \) | 0.00      | 0.05      | 0.15      | 0.8       | 0.00      |
| \( y = /u/ \) | 0.05      | 0.15      | 0.00      | 0.125     | 0.675     |

Overall prediction error rate is 0.23 (equivalent to accuracy of 76.6%). The highest and lowest accuracy was associated with vowel /a/ (90%) and /i/ (65.5%), respectively, as shown in Table 2. Vowel /e/ was the most incorrectly predicted label for the data samples that came originally from classes /u/, /i/, and /a/, as can be seen in Table 3. The vowel /e/ itself was mostly incorrectly placed in class \( \psi = /a/ \), with 12.5% misclassification. Interestingly, none of the vowels were incorrectly classified as \( \psi = /u/ \), whereas vowel \( y = /u/ \) itself was the second lowest accurately classified group (i.e. \( y \neq \psi \)).

One hypothesis is that our EEG signals contain the components with sources other than language-related ones. This may be because of the inevitable components that originate from non-language-related areas, such as vowel imagery (when the subjects think about the shape of vowels) or emotions (when subjects experience a slight feeling with specific vowels) [34, 35]. For example, vowel /a/ is a reminder of joy or anger moments but not a grief moment. A grief feeling is often be accompanied with /e/. More studies are required to test this hypothesis experimentally.

5 Conclusion

We have studied the suitability of the state of the art machine learning algorithms for recognition of English vowels in EEG data as potentially part of a future BCI system. In this work several steps was taken to deal with the complexity of the EEG signals while keeping the system as simple as possible, due to the small sample size. To generalize the binary-class classification rule SVM, a dendrogram was constructed based on the Euclidean distance between group means and then used as the decision tree for a multi-class DT-SVM. DT-SVM was superior to the commonly used methods one-vs-one and one-vs-all in terms of number of required classifiers. We experimented with different distance metrics of dendrogram construction and included the one with the lowest classification error rate in this paper. We believe that this work has potentials in significantly helping people with vocal impairments, as well as automatic and easy communication of emotions between patients and healthcare providers. The experimental results showed that the vowels contribute to the accuracy of the system differently, which brought up the hypothesis that the subjects may have had incorporated unconscious tasks other than pure vowel imagination, such as imagining the shape of the vowels or experiencing a slight emotion. Further researches are needed to properly leverage the components that are inevitably included in such EEG signals, and report the ones that need to be taken into consideration. In addition, another research direction can be to evaluate the generalization of the proposed framework on a larger data set, possibly from other EEG-based BCI applications, which may pave the road for transfer learning from the well-developed domains to the poor-data domains.

| \( y = /a/ \) | 5 (/e/) | 5 (/i/) | 0 (/o/) | 0 (/u/) |
|-------------|--------|--------|--------|--------|
| \( y = /e/ \) | 12.5 (/a/) | 5 (/i/) | 2.5 (/o/) | 0 (/u/) |
| \( y = /i/ \) | 0 (/a/) | 15 (/e/) | 12 (/o/) | 7.5 (/u/) |
| \( y = /o/ \) | 0 (/a/) | 5 (/e/) | 15 (/i/) | 0 (/u/) |
| \( y = /u/ \) | 5 (/a/) | 15 (/e/) | 0 (/i/) | 12.5 (/o/) |

Table 3: Percentage of confusion with other vowels. Inside parenthesis is the computed \( \psi \), i.e. the The predicted vowel by the proposed BCI.
| Distance metric | description | $\varepsilon_{S^*}$ |
|-----------------|-------------|------------------|
| Euclidean       | the metric used in this paper | 0.23 |
| Seuclidean      | Standardized Euclidean | 0.3 |
| Cosine          | $1 - \cos(\phi)$ | 0.32 |
| Spearman        | $1 - \rho$ | 0.32 |

Table 4: The error rate for alternative configuration of the decision tree, which were constructed by a variety of distance metrics $\varepsilon_{S^*}$ is the error rate on the test-like data set $S^*$, $\phi$ is the angle between averaged feature vectors of classes, $\rho$ is the Spearman’s rank correlation between classes.
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