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Abstract: A drive to reduce costs, carbon emissions, and the number of required personnel in the offshore energy industry has led to proposals for the increased use of autonomous/robotic systems for many maintenance tasks. There are questions over how such missions can be shown to be safe. A corollary exists in the manned aviation world for helicopter–ship operations where a test pilot attempts to operate from a ship under a range of wind conditions and provides subjective feedback on the level of difficulty encountered. This defines the ship–helicopter operating limit envelope (SHOL). Due to the cost of creating a SHOL there has been considerable research activity to demonstrate that much of this process can be performed virtually. Unmanned vehicles, however, have no test pilot to provide feedback. This paper therefore explores the possibility of adapting manned simulation techniques to the unmanned world to demonstrate that a mission is safe. Through flight modelling and simulation techniques it is shown that operating envelopes can be created for an oil rig inspection task and that, by using variable performance specifications, these can be tailored to suit the level of acceptable risk. The operating envelopes produced provide condensed and intelligible information regarding the environmental conditions under which the UAS can perform the task.
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1. Introduction

With more than five decades of production and supply chain experience, exporting around the world, the oil and gas sector is a UK industrial success story [1]. Nevertheless, it is facing a number of significant challenges over both the short and long term, including ageing infrastructure, declining production rates, reduced drilling exploration success rates, and an ageing workforce [2]. More recently, these have been compounded by low oil prices and the demand to shift to more renewable energy sources. All of this has led to a drive to increase competitiveness by reducing the overall cost of the operation of existing energy fields. One of the solutions being explored to achieve this is the increased use of unmanned and autonomous robotic platforms.

Autonomous systems are systems which decide for themselves what to do [3]. Typically, these decisions are made using computer software, which controls the system(s) in question and performs operations that might otherwise be performed by a human—in essence, the cognitive element of performing a task. For example, an autonomous unmanned aerial system (UAS, aka “drone”), the focus of this paper, will need to contain computer systems that can replace the function of a human pilot operating the UAS by remote control when operating beyond visual line of sight [4].
In this paper, an autonomous system is defined as the following:

An unmanned system (UMS) wherein the UMS receives its mission from the human and accomplishes that mission with or without further human–robot interaction [5].

Traditionally, autonomous robotic systems are considered to be well suited for tasks carried out in hazardous environments; the so-called dull, dirty, and/or dangerous missions (commonly referred to as the “three Ds”). More recently, however, the need to use such systems within demanding, distant, and distributed missions has also been established [6]. This is a result of their increasing capability and desirability in terms of reduced cost and increased safety. Offshore energy field operations, such as unmanned inspection and maintenance of oil platforms and wind farms, are prime examples of these latter “three Ds”. This makes unmanned aerial autonomous systems strong candidates for these missions.

In all environments, but in particular in hazardous environments, autonomous systems must operate safely and be safe to operate. Operating safely in this context means that the system should not carry out acts or behave in a manner that would be considered to be hazardous, such as colliding with an asset or a person. An autonomous system that is safe to operate is one where operating procedures and/or onboard software/systems have been developed to minimize the risk of the system causing damage or harm. This paper illustrates a method intended to contribute to both of these aspects of safety.

One means to ascertain where it is safe to operate the system would be by the definition of an operational envelope for the offshore asset-autonomous system combination in question (e.g., UAS and oil rig), inside of which the confidence in the safety of the mission is, in some sense, “high”, although perhaps not “guaranteed”.

In one sense, this is not a new problem. A closely related task is the clearance of aircraft operating onto and from a ship. Here, aerial vehicles are operating in the presence of bluff body structures that give rise to local unsteady flows which can be hazardous to the operation. In the UK military, this maritime problem is addressed as follows. To provide helicopter operators with guidance as to which environmental conditions are safe for take-off and landing operations from ships, a ship–helicopter operating limit (SHOL) is created for each helicopter–ship combination [7]. This is generally constructed via what are known as first of class flight trials (FOCFTs). The SHOL indicates to the ship/helicopter operator both the wind speeds and directions (relative to the ship) for which it has been demonstrated that helicopter operations are safe to carry out to that class of ship during the FOCFT. The larger the SHOL envelope, the greater the operational capability of a specific helicopter type operating from a given ship. An example of such an envelope can be seen in Figure 1.

First of class flight trials are performed at sea. They are, inevitably, expensive and it can typically take weeks to construct a full SHOL envelope. The full range of wind and sea conditions may not be available during the trials, resulting in the published SHOL being more conservative than would otherwise be necessary [8].

In addition to the operational piloting limits being established during the FOCFT, pilots use the Deck Interface Pilot Effort Scale (DIPES) [9]. This is a 5-point rating scale where the test pilot awards a rating for the landing. It is based on the amount of effort the pilot has to expend to remain in control based on workload (or pilot compensation), performance, accuracy, and consistency. The pilot then makes a subjective assessment of the landing as to whether or not the average pilot would be able to make the landing. This assessment then appears in the DIPES scale as a numerical value, where a 3 or less indicates a safe landing. A rating that is higher therefore indicates the contrary. The SHOL envelope thus indicates the transition in environmental conditions between the safe and unsafe landing of the helicopter to a particular ship.
As per the oil and gas sector, the global military community is under pressure to reduce the costs of their operations. To try to achieve this for the FOCFT, they have turned to modelling and simulation [10–12], not as a means to completely replace at-sea trials, but as a means to inform the most effective conditions for live testing. In its most common form, the use of modelling and simulation for SHOL development has been the use of pilot-in-the-loop testing to derive helicopter/ship operational guidelines and to construct preliminary simulated SHOL envelopes [13,14]. Of particular note, piloted flight simulation was used extensively to prepare for the F-35B Lightning II FOCFTs on the UK’s new aircraft carrier, HMS Queen Elizabeth [15].

The autonomous systems problem, of course, differs in that there is no pilot on board to provide either the pilotage or the subjective feedback as to any deficiencies encountered that might provide information pertinent to the construction of an operational limit. This has started to be addressed, for example, in [16] where a pilot model is used. Whilst the model developed was demonstrated to show that it could predict a SHOL accurately, the limitation of this approach is that no equivalent to the DIPES rating could be provided, i.e., it was not able to diagnose why the limit was reached.

For an autonomous system to be used in a real-world environment, the safety of its operation needs to be agreed with the regulator of that environment [17]. In the UK, there is not yet a standard method to assess whether or not an autonomous UAS operation is safe. Each request for a particular operation is reviewed by the Civil Aviation Authority (CAA) on a case-by-case basis, using a submitted safety case/risk assessment for the planned operation [4].

To demonstrate this safety case, for an autonomous system, therefore means that the decisions being made by the system, the reasons why they have been made, and the actions that result from these decisions need to be verified for all practical operating conditions. For a safety case, this must be demonstrable and underpinned by evidence. This evidence also needs to be understandable, holistic, and repeatable. It is argued that a system is not verified, or proven to be safe, if only a few physical or simulation tests have been carried out; or if only part of the system’s autonomy has been tested. It is expected that a rigorous and systematic method for assessing the autonomous behavior is required.

It is, however, clear that if the tools and techniques developed for and implemented by the manned aviation SHOL testing community (both simulated and live) can be adapted to the needs of the autonomous oil and gas sector, then there is the potential for it to assist in achieving the goal of cost savings whilst maintaining safe operational capability. This paper...
describes the first attempt at the development of such a simulation system to demonstrate how this can be achieved.

Thus, the question asked in this paper is as follows:

*Using manned SHOL simulation techniques as the inspiration, how can an autonomous UAS be analyzed to determine the conditions under which it fails and to also indicate why it failed?*

The paper is arranged as follows:

- The simulation environment is described and followed by the method to analyze the response.
- The experimental setup, including the cases simulated and under what condition, is given.
- The resultant operating envelopes are shown for a single case and for a range of performance specifications.
- Extracted responses for a selection of points on the operating envelope are shown.
- The discussion and conclusion are given, drawing out the implications and future works.

2. Method
2.1. The Mission

For the purposes of this paper, “the offshore environment” means the environment around an offshore energy generation asset, such as an oil rig or a wind turbine. As for the manned case, a potentially significant source of operational difficulty for such tasks will be when flying in the disturbed/turbulent air flow near such structures, as characterized in Figure 2. A typical hazard might be where the vehicle does not possess sufficient control authority to maintain a desired position. This could lead to a collision with the asset or its associated personnel [17].

![Figure 2. UAS operating environment for the selected mission scenario [17].](image)

The mission scenario considered in this paper is some form of inspection task for the UAS on the leg of an oil platform. The UAS starts some distance away from the oil rig and is tasked with flying to a location near one of the legs. This task is sufficiently complex to allow the methodology to be rigorously tested and demonstrated for the purposes of this paper.
It is assumed that for this mission, just like for the manned case, a set of wind speeds and directions will exist in which the UAS will no longer be able to operate. The operator of the UAS, oil rig, and regulators would need to know the safe wind speed and direction operating envelope (OE) before any task could be authorized to proceed.

Of course, the advantage of using simulation is that many variables that could affect the safe operation of the UAS can be tested (given suitable simulation fidelity). Typically, these could include, but are not limited to:

- Initial mission position and goal;
- Geometry of the environment;
- UAS performance capability, e.g., turn rate, climb rate, bank angle, etc.;
- Actuator/sensor performance/degradation;
- Other environmental conditions, e.g., ambient light, sea state, etc. [17]

For the purposes of this paper, and for the sake of brevity, the study of this mission has been limited to a relatively small number of start and goal locations, a single, fixed environment geometry, but with varying UAS performance specifications and wind conditions (speeds and directions).

2.2. Simulation Environment

2.2.1. Simulation Architecture

The overall architecture of the simulation environment is shown in Figure 3. The sub-system groupings are shown in different colors. These are as follows:

- Stitched Linear Vehicle Model (blue): the air vehicle flight model used for the work described in this paper is a linear model derived from a more complex nonlinear one. To account for changes in vehicle dynamics throughout the flight envelope, these individual linear models are “stitched” together. This process is described in more detail later in the paper.
- Stabilization and Tracking Controller (red): this controller stabilizes the aircraft (a necessary function for the conventional helicopter configuration used) and provides a means for the vehicle model to follow the velocity and heading commands provided by the guidance system.
- Guidance System (green): this system calculates the required velocities and headings to follow the ground track received from the navigation system.
- Navigation System (orange): the navigation system creates a route for the aircraft to follow to achieve the mission, taking into account areas of risk (e.g., turbulent flow in the lee of the structure) and closest point of approach to the asset.
- Mission Management (yellow): in the form reported in this paper, this system is a fairly simple algorithm that decides when to switch to the next waypoint on the route and, once the final mission position has been achieved, when to bring the vehicle to a halt in a hover.
- Dynamics (white): this part of the simulation updates the state of the aircraft from the previous time step based upon the current control inputs.
- Wind Model (cyan): this element of the simulation updates the steady wind speed and direction to be used.
Each of these systems is described in more detail within the remainder of this subsection. The system was built to be modular, to aid future development and the inclusion of additional features, such as sense and avoid functions or more complex vehicle or environment dynamics. The definition of the notation and the axis systems used in Figure 3 can be found in Appendix A.

2.2.2. Vehicle Dynamics Linear Model

A wide range of unmanned aircraft configurations and airframes can potentially be used in offshore surveying tasks. For the initial development of the system reported in this paper, a conventional helicopter configuration aerial platform that was already available to the authors has been used.

The University of Liverpool maintains a large library of aircraft simulation models across several software packages, covering many configurations and scales. For this paper, the most appropriate aircraft model available was the Align T-Rex 700E. The T-Rex is a small aerobatic “3D” helicopter, typically used as a remotely piloted aircraft (RPA) for sport flying, see Figure 4. The T-Rex model was generated by appropriately scaling a version of an R-MAX model also available at the University of Liverpool. The R-MAX model has had limited validation against flight test data provided by the NRC [18].
The T-Rex has a 1.582 m diameter rotor with 2 blades, has a maximum takeoff weight of approximately 5.2 kg, and can be easily retrofitted with additional systems to enable autonomous operations. The T-Rex model used in this study was created using FLIGHTLAB, a state-of-the-art, component-based, selective fidelity modelling and analysis software package [19]. The nonlinear T-Rex model used to generate the linear models comprises a blade-element main rotor model with a Peters-He inflow model, a Bailey rotor for the tail rotor, and aerodynamic lookup tables to represent the forces from the fuselage. The aircraft also has a stability bar which is modelled as a rate feedback gain in the roll and pitch axes.

FLIGHTLAB is specifically designed to enable real-time piloted simulation, but the models it produces can be computationally expensive to run. For the purposes of this paper, it was advantageous to simplify the flight model by linearizing it into a typical 9-state state-space aircraft model using FLIGHTLAB’s built-in linearization analysis tools. The state-space model was then integrated into MATLAB/Simulink to enable rapid prototyping and testing in a multithreaded, faster than real-time environment. It is acknowledged that this linearization process necessarily eliminates some of the detail present in the full nonlinear FLIGHTLAB model, since all linear models are strictly valid for a particular operating point.

To partially mitigate this loss of modelling detail, a set of linear models were produced for a range of test points covering different flight speeds, wind speeds, and wind directions. The resulting state-space matrices were used as data points to interpolate between, to create an acceptable analogue to the nonlinear model even when operating conditions varied.

To obtain a linear model for a given flight condition, the nonlinear aircraft model was first trimmed on a northerly heading at a particular groundspeed, using the enhanced Newton trim method provided by FLIGHTLAB. The FLIGHTLAB linearization routine was then used to generate the relevant state and control (A and B) matrices for that condition. This procedure was followed for groundspeeds from $-20$ to 40 knots in 5 knot increments. A 5 knot wind from a 0° heading was then introduced at each ground speed and the trim and linearization procedure repeated. The wind speed was incremented in 5 knot steps until the trim procedure failed to return a stable trim point, and hence the edge of the wind envelope was found for that particular wind direction. The wind direction was then
changed by 30° in a clockwise direction, and the wind speed again incremented to find the aircraft’s trim limit for that environmental condition.

This procedure yielded a set of 1134 linear models to create a model space approximately bounded by the nonlinear model’s trim envelope. The limits of that trim envelope for the T-Rex model for varying groundspeed are shown in Figure 5.

![Figure 5. Trim envelope for the T-rex FLIGHTLAB model.](image)

A comparison between the stitched linear models and the nonlinear models is made in Appendix B. It was found that for the on-axis responses, the linear models gave a good approximation to their nonlinear counterparts. For the off-axis responses, it was found that the agreement was reasonable while not as good as for the on-axis cases. This is a typical situation for helicopter modelling and simulation.

### 2.2.3. Vehicle Dynamics Stitching

To create the “full” vehicle dynamics model, each individual linear model was stitched to the next, based on their respective operating points. As stated previously, the stitching allows some of the nonlinear effects available in the FLIGHTLAB model to be approximated, without the extra computational effort of modelling the full nonlinear model, e.g., rotor blade aerodynamics.

To achieve this, the A and B matrices are organized into a 5-dimensional matrix, where 2 dimensions are for the row and columns of the A and B matrices and the other 3 dimensions are for the operating points. The operating points are forward flight speed in the horizontal plane, $U$, the wind direction, $\psi_w$, and the wind speed, $V_w$. This is shown in Table 1 alongside the ranges of operating points included.

| Operating Condition   | Range of Values (Min:Delta:Max) |
|-----------------------|---------------------------------|
| Forward Velocity $U$  | $-20:5:40$                      |
| Wind Speed $V_w$      | $0:5:40$                        |
| Wind Direction $\psi_w$ | $0:30:330$                   |
The stitching is performed by interpolating each element of the matrices at query points. Further details about this process can be found in Appendix C. A cubic spline interpolation was used to ensure the gradients at the sample points were smooth.

One issue of note that arose with the stitching process was that of the need to deal with nonuniform grids. Since the A and B matrices are derived from the linearization of a model that is trimmed at a set operating point, if the FLIGHTLAB model did not trim, then that operating point would be missing. Interpolation with nonuniform grids when close to the edge of the data set created some large gradients, overfitting, and large deviations from the expected value, due to missing data points for the interpolation. This was fixed by reconstructing the A and B matrices for the untrimmed operating points by fitting a surface to the trimmed points and extrapolating the untrimmed A and B matrices at the failed operating points. A check was then made to ensure the trim values for the controls were between their 0% and 100% limits. This prevented any anomalies at the boundary of the trim envelope whilst retaining realistic control trim values.

2.2.4. Stabilization and Tracking Controller Tuning

Conventional helicopter configurations are typically dynamically unstable in both hover and forward flight, [20] (except for yaw in the latter case). It has already been noted that the real aircraft on which the model is based has a mechanical means to try to artificially increase the stability of the airframe. However, in the absence of a pilot to provide further stabilization, a stability augmentation system had to be developed for the aircraft model. In addition, a tracking controller needed to be added to the model control system to allow it to “follow” the planned mission routes.

The required stabilization and tracking functions were developed using an LQR optimization method, augmented to allow the guidance variable to be tracked to be included (such that the gains for the tracking loop could also be tuned). The weightings required for the LQR tuning process were obtained manually via trial and error. Once the appropriate gains were achieved for each flight condition, they were gain-scheduled using the stitching process described in Section 2.2.3. Further details on the controller development can be found in Appendix D.

2.2.5. Guidance Command Algorithm

For the initial system proof-of-concept, the intent was to demonstrate that the system could follow a planned route in the presence of a steady wind component. The controller briefly described in Section 2.2.4 would therefore need to provide desired heading- and ground speed-following functions in the presence of this wind. Velocity and heading reference values are calculated using a path following guidance algorithm. The details of the algorithm developed can be found in Appendix E.

2.2.6. Vehicle Performance Limits

The maximum velocity of the UAS, \( V_{\text{max}} \), was restricted by either the heading difference between actual and desired Figure 6a, or the distance to the waypoint Figure 6b; the more restrictive of the two was used. This prevented the UAS from moving until it had reached its desired heading and ensured that it reduced its speed as it approached a waypoint, to prevent overshoot.

Restrictions were imposed upon the guidance commands to prevent accelerations and turn rates from becoming either too large and hence over controlling the system, and/or unrealistic for a vehicle of this size. This was imposed upon the values generated in two ways by the guidance system (see Section 2.2.5): first, saturation on the magnitude difference between the reference, \( u_r, v_r, w_r \), and actual states, \( u, v, w \) (see Figure 7); second, a second-order transfer function to smooth the transitions from one state to another. This was done on both the velocity reference and the heading reference.
2.2.7. Route Planning

For the guidance algorithm to function, a planned path for the vehicle model to follow had to be generated. To achieve this, the plan-view geometry of the oil rig was broken down into a grid using cellular decomposition. This resulted in a set of grid points around the legs of the platform and an adjacency matrix defining the connections between each of these grid points. The path planning for the UAS mission was then performed using an A* route finding algorithm [21], but where the heuristic was adapted to include a risk model to emulate the presence of an unsteady air wake. An example of such a risk model is shown in Figure 8. In this instance the risk was set to be analogous to the turbulence intensity of the velocity field and therefore the difficulty that the aircraft might encounter in maintaining controlled flight within it. The intent here is to eventually replace this heuristic risk model with one derived using computational fluid dynamics-derived wake and nonlinear simulations of the aircraft interacting with that wake. Further details of the cost function for the A* heuristic can be found in Appendix F.

2.2.8. Mission Management

The mission is currently managed with a simple logic system. The intention is that, in future iterations of the simulation, these logic systems will be replaced by verifiable rational agents. The current waypoint is switched to the next waypoint when the UAS is either within a certain distance of the waypoint or has passed the waypoint and the next one is ahead of it. This prevents the UAS from overshooting a particular waypoint and then doubling back to try to reach it when the next planned waypoint is closer. The transition from waypoint-follow to hover is determined by the proximity of the UAS to the last waypoint and its velocity. This allows the UAS to slow to a near stop before trying to hold its current location.
Restrictions were imposed upon the guidance commands to prevent accelerations and turn rates from becoming either too large and hence over controlling the system, and/or unrealistic for a vehicle of this size. This was imposed upon the values generated in two ways by the guidance system (see Section 2.2.5): first, saturation on the magnitude difference between the reference, $\mathbf{v}_r$, $\mathbf{v}_x$, $\mathbf{v}_y$, and actual states, $\mathbf{v}, \mathbf{v}_x, \mathbf{v}_y$ (see Figure 7); second, a second-order transfer function to smooth the transitions from one state to another. This was done on both the velocity reference and the heading reference.

Figure 7. Restrictions to limit accelerations and turn rates.

2.2.7. Route Planning

For the guidance algorithm to function, a planned path for the vehicle model to follow had to be generated. To achieve this, the plan-view geometry of the oil rig was broken down into a grid using cellular decomposition. This resulted in a set of grid points around the legs of the platform and an adjacency matrix defining the connections between each of these grid points. The path planning for the UAS mission was then performed using an A* route finding algorithm [21], but where the heuristic was adapted to include a risk model to emulate the presence of an unsteady air wake. An example of such a risk model is shown in Figure 8. In this instance the risk was set to be analogous to the turbulence intensity of the velocity field and therefore the difficulty that the aircraft might encounter in maintaining controlled flight within it. The intent here is to eventually replace this heuristic risk model with one derived using computational fluid dynamics-derived wake and nonlinear simulations of the aircraft interacting with that wake. Further details of the cost function for the A* heuristic can be found in Appendix F.

Figure 8. Contours of the risk map for NE wind. Risk is normalized between 0 and 1.

2.3. Performance Metrics

Section 2.2 describes a fairly conventional simulation set-up from an engineering methods perspective. The main purpose of this work was to investigate how operational envelopes might be derived from it, both for operational design, clearance, and mission rehearsal purposes. This section describes how this was achieved in the current work.

2.3.1. Causes of Mission Failure

Inspired by the DIPES rating scale methodology, described in Section 1, it was envisaged that, as well as providing an estimate for the limit of operations of the UAS via an envelope similar to a SHOL, the nature of the failure that caused the limit for that flight condition should also be discoverable. The concept adopted is illustrated in Figure 9. This shows the results of a series of different hypothetical mission simulations showing which element of the system fails for different wind speeds and directions (Figure 9a). From these, a composite operational envelope can be constructed using the most restrictive failure mode per condition (Figure 9b). In order to understand the cause of the failure, however, a series of system-specific objective functions were required.

Figure 9. Illustration of how the subsystems can be combined and therefore allow the explanation of why a system failed to operate safely; (a) individual subsystems; and (b) envelope when limited by worst performing subsystem. [17].
2.3.2. Objective Functions for Each Component

To be able to create the operational envelopes described in the previous section, three continuous components of the system were considered. For a real system, this would likely be many more, but three was considered sufficient, in this case, to prove the concept. The responsibility of each component in the mission determines the definition of the cost function. These are defined as follows:

- **Actuator**: to create the required control response output while leaving a margin of error as a contingency to allow reactions to unforeseen disturbances.
- **Controller**: to ensure that the current vehicle states follow the commanded states within a user-defined tolerance, defined as the difference between the actual and reference values, while maintaining controlled flight.
- **Guidance**: to cause the system to follow the desired path to within a desired separation distance.

A point to note here is that the above definitions are not meant to be the ultimate definitions of the subsystem, but rather an example of what the “user” may wish the subsystem to achieve. Different systems and applications may require different definitions of the subsystem’s role.

The idea of successful or failed missions for a given start/end point over all of the possible wind conditions is illustrated in Figure 9. In the manned aviation world, the center of the SHOL represents the target landing spot on the ship’s deck. For this work, the center of the plot represents the start point for the mission.

The cost functions for each of the subsystems described above will be dealt with in turn. They are taken from a previously published paper by the authors [17]. The cost function for defining the actuator’s performance, \( F_A \), is shown in Equation (1) and illustrated in Figure 10.

\[
F(x) = F_A = \max \left( \frac{1}{t_m} \int_0^{t_m} \sqrt{(x_{\text{actuator}_i} - 0.5)^2} \, dt \right)
\]

where \( n_A \) is the number of actuators, \( t_m \) is the segment simulation time, \( x_{\text{actuator}_i} \) is the \( i \)th actuator output at time \( t \), \( S_{\text{actuator}_i} \) the specified margin of error, and \( d_t \) the time step of the simulation.

![Figure 10. Definition of the cost function for the analysis of the actuator’s performance [17].](image)

Here, the zero deflection point for the actuator is defined as 50%. This could also be considered to be the (unlikely) ideal case and is essentially a situation where no control input is required. The function is, in essence, a time average of the deviation from the midpoint normalized by the margin of error. The performance of all the actuators is averaged over time and the largest value from the four actuators is taken.

This function aims to create a single measure for all of the actuators over the time period of operation between 0 and 1. The cost function gives a gradual increase in the
failure to meet specification. If an actuator reaches either 100% or 0%, this results in the failure to meet specification of the system being set to 1. This can be considered a critical failure since controlled flight beyond the actuators’ motion limits would not be possible.

The guidance controller’s performance, $F_C$, is defined in Equation (2) and shown in Figure 11.

$$F(\bar{\theta}) = F_C = \max \left( \frac{1}{t_m} \int_{0}^{t_m} \sqrt{\left( \bar{x}_{\text{reference}} - \bar{x}_i \right)^2} dt \right)$$

where $n_r$ is the number of controlled states, $\bar{x}_{\text{reference}}$ is the command reference, $\bar{x}_i$ the measured state of the system, and $S_{\text{controller}}$ the specified maximum difference between the actual and reference values.

![Figure 11. Definition of the cost function for the analysis of the controller’s performance [17].](image1)

It is essentially the same as the cost function used in linear quadratic regulator controllers. The difference between the reference and controlled state is normalized by a desired maximum distance. It is then averaged over both time and the largest failure to meet specification taken. A discontinuity exists when the system becomes unstable.

Lastly, the guidance performance, $F_G$, is defined by both Equation (3) and Figure 12.

$$F(\bar{\theta}) = F_G = \frac{1}{t_m} \int_{0}^{t_m} \frac{d_g}{S_{\text{guidance}}} dt$$

where $d_g$ is the perpendicular distance from the actual position to the desired path and $S_{\text{guidance}}$ is the specified maximum deviation from the path.

![Figure 12. Definition of the cost function for the analysis of the guidance performance [17].](image2)

This guidance performance measure is the length of the vector perpendicular to the nearest point on the desired path from the system’s current location normalized by the specification, the desired maximum deviation from the path. A discontinuity does not explicitly exist for this function.
2.3.3. Segmenting the Mission

The methods of the previous subsection could be applied to the entire mission. However, because of the nature of the cost functions, it is easy to conceive of situations where false positive or negative results would be provided as a result of the poor performance being averaged out. A simple solution to this was to break the mission up into shorter elements, in this case the segments between the waypoints. For a mission with only straight elements, as opposed to a mission using Dubins curves, which have straight and curved elements, this results in two types of segments, straight and turning, see Figure 13. This results in the straight segments overlapping the turn segments and turn segments overlapping each other. The performance metrics are then applied to each segment in a mission and the operating limit of the mission is given as the segment with the worst performance.

Figure 13. Segmenting of mission to allow the analysis of distinct sections.

2.4. Experimental Test Matrix

With the simulation environment set up as described in Section 2.2 and the means to measure the operation limits of the air system in place, as described in Section 2.3, the concept was tested using the mission described in Section 2.1. The possible instances of the missions tested are shown in Figure 14. Possible start locations of the inspection task are shown in green and the final inspection hover points in red. The black boxes represent the legs of the oil rig. The UAS is tasked, for a given start location, with planning a route and flying safely to a designated inspection point (one of the red dots). This must be accomplished for a range of (steady) wind conditions (speeds and directions). The geometry is based on an open source example of an oil rig geometry [22], where the measurements in Figure 14 are specific to this geometry.

The conditions tested are shown in Table 2, where the range, calculation step increments, and number of variations are given. A total of 2880 combinations of wind speed and wind direction were tested. Simulations comprising 4 different combinations of start and goal locations were attempted. These are shown in Table 3. The 2880 variations of the wind speed and wind direction were tested for each start and goal combination. This resulted in a total of 11,520 simulations of the UAS flying around an oil rig under a range of environmental conditions.
Figure 14. Plan view of the environment with the start and goal locations highlighted in green and red dots.

Table 2. Variables tested for each task.

| Variable                  | Range       | Step | Total Variations | Total Combinations |
|---------------------------|-------------|------|------------------|--------------------|
| Wind Speed (knots)        | $5 \geq V_w \leq 40$ | $\Delta 1$ | 40               | 2880               |
| Wind Direction (deg)      | $0 \geq \psi_w \leq 355$ | $\Delta 5$ | 72               |                    |

Table 3. Table of the four cases shown in the paper.

| Case Number | Start          | Goal          | Num Sims |
|-------------|----------------|---------------|----------|
| 1           | [55 55]        | [128 117]     | 2880     |
| 2           | [165 83]       | [70 117]      | 2880     |
| 3           | [165 151]      | [81 70]       | 2880     |
| 4           | [55 179]       | [139 138]     | 2880     |
|             | Total          |               | 11,520   |

The performance specifications applied were varied to determine the sensitivity of the different specifications and to make sure that the results were consistent with the idea that more strict specifications should result in a more restrictive operating envelope. The variations in the specifications are shown in Table 4.

Table 4. Sensitivity study performance specification variations.

| Performance Specification | Range                      | Step | Total Variations |
|----------------------------|----------------------------|------|------------------|
| Actuator (%)               | $25 \geq S_{Actuator} \geq 5$ | $\Delta 5$ | 5                |
| Controller Heading (°)     | $0.75 \leq S_{Controller} \leq 1.75$ | $\Delta 0.25$ | 5                |
| Controller Velocity (m/s)  | $0.25 \leq S_{Controller} \leq 0.45$ | $\Delta 0.05$ | 5                |
| Guidance (m)               | $1 \leq S_{Guidance} \leq 5$ | $\Delta 1$ | 5                |
3. Results

This section presents the key results of the simulation exercise described above. It is, of course, not possible to sensibly show all of the results for all of the test points. As such, where necessary, for a selection of the cases of Table 3 above, results achieved with the performance specifications defined in Table 5 will be used.

Table 5. Selected performance specifications.

| Specification | Value |
|---------------|-------|
| $S_{Actuator}$ | 15%   |
| $S(1)_{Controller}$ | 1.25$^\circ$ |
| $S(2 : 4)_{Controller}$ | 0.35 m/s |
| $S_{Guidance}$ | 3 m   |

3.1. Simulation Performance

The specification of the PC used for the simulations is given in Table 6. The simulations were run using MATLAB’s parallel computing toolbox using 32 workers. Simulations, including the start-up and data saving steps, took on average $\sim$4 s each to complete. Therefore, for the results shown in this paper a total of $\sim$12 h 48 min simulation time was used. For the analysis and postprocessing of the results, it took 11 min to apply the cost functions and generate the operating envelopes for a given specification.

Table 6. Simulation PC specifications.

| Specification        | Value                        |
|----------------------|------------------------------|
| Processor            | AMD Ryzen 9 3950X            |
| Cores                | 16                           |
| Speed                | 3.5 GHz                      |
| Logical Processors   | 32                           |
| RAM                  | Corsair 32GB Vengeance LPX DDR4 3200MH |
| Memory               | 64 GB                        |

It should be noted that the total simulation time is dependent on the batch size, the number of workers, and the range of conditions tested. Smaller batch sizes have a higher proportion of computational overheads, a smaller number of workers results in a lower CPU time being used, and for some conditions, the missions are naturally longer based upon the planned route geometry.

3.2. Route Planning Results

Figure 15 illustrates the basic output of the route planner, i.e., all of the planned routes for Case 3. The green lines show where the system has achieved mission success, whilst the blue lines show the missions where results were discarded from multiple simulations; these colors correspond to results shown in Section 3.3. The black arrow indicates the straight-line direction of travel from the mission-start to the mission-end location, ignoring any obstacles in the path, and corresponds to the arrow that appears on subsequent plots. This figure is shown to illustrate the number of missions tested and then used to form an Operating Envelope for a given case. For the purposes of discussion, four test points from Case 3 have been selected to illustrate the method’s results. The wind conditions for each of these test points are shown in Table 7.
Table 7. Conditions for the selected responses shown.

| Test Point | Wind Speed | Wind Direction |
|------------|------------|----------------|
| A          | 7          | 30             |
| B1         | 6          | 10             |
| B2         | 7          | 10             |
| C          | 8          | 330            |

The plan view and routes taken for the three selected test points are shown in Figure 16. To aid ease of reference, the colors of the lines are consistent with the same conditions through the plots in Section 3.4.

3.3. Simulated Mission Success or Failure

Figure 17 shows a typical output for one of the test cases listed in Table 3. The dots represent all of the test points attempted:

- The green dots represent the contiguous sets of wind conditions for which the mission was completed successfully, i.e., all performance specifications were met.
- The gray dots represent the test points where the mission “failed”; a failed simulation means that the UAS encountered a situation, or was attempting a maneuver, that resulted in a response of the system that exceeded one or more specifications.
- The blue dots are interesting in that they represent test points that resulted in mission “success”, but that were discarded because there was a gap between those points and the contiguous set of successful mission simulations. It has been assumed that the envelope for a given wind direction must have an unbroken, contiguous set of wind speeds from the zero wind speed condition to the edge of the envelope. This naturally removes the possibility of exclaves of successful simulations or enclaves of failed simulations within the envelope. It also removes possible gaps in the envelope if viewed along a line of increasing wind speed; for example, at a wind direction of 240° in Figure 17. It would not be a safe operation if it had to rely on the wind speed not dropping below a particular value for the mission to succeed.
Figure 16. Bird’s-eye-view of the extracted results.

Figure 17. Full test matrix with failed and successful missions.
The straight-line direction of travel between the start and the end point is illustrated by the black dotted line and arrow. So, for example, in Figure 17, the “average” direction of travel between the start and the end point is south westerly. Note that, as is common practice, the wind direction indicates where the wind is coming from. As such, the wind direction is always pointing towards the center of the circular diagram.

3.4. Test Point Time History Data

This section presents time histories from each of the test points A, B1, B2, and C to contextualize the predicted operating envelopes shown later in Section 3. They are presented to demonstrate how a failure in a subsystem identified in the envelope manifests itself within the full operating envelope of the system. These test points were selected from the results in Case 3 because they represent failures of different systems.

Test point A was highlighted as the operating limit where the failure subsystem was the actuators. The demands made of the four controls of the helicopter are shown in Figure 18. The solid black line denotes the maximum and minimum actuator demand available and the dotted black line denotes the specified performance limit. The vertical gray dashes show the different segments that the cost functions have been applied to. It can be seen that all of the control actuators are within the specified limits except the lateral control actuator. For the lateral control actuator, the performance specification limit is exceeded between 60–70 s into the mission. Despite the exceedance appearing to be small, it should be noted that this is the defined edge between failure and success. The actuator has failed to satisfy the specification whereas, for this test point, all other specifications for all other systems have been met. This information is useful to the user as they may decide to relax the specification to increase the available envelope or simply live with the restriction.

A guidance failure was flagged for test point B1 in the simulation and the relevant parameters are shown in the top half of Figures 19 and 20. The deviation from the path
clearly exceeds the specified allowed deviation at numerous points during the mission. Conversely, the proximity to a nearby object specification only comes close to being exceeded near the end of the mission where the UAS is reaching an inspection point close to the leg of the oil rig.

Figure 19. Deviation from path for test point B1, $V_w = 6 \; \psi_w = 10$.

![Image of deviation from path for test point B1](image1.png)

Figure 20. Proximity to object for test point B1 $V_w = 6 \; \psi_w = 10$.

![Image of proximity to object for test point B1](image2.png)

Test point B1 is on the edge of the envelope, which is the conditions under which the system is about to fail to meet specifications. As a comparison, the same plot is shown in Figure 21, but where the wind speed has been increased by 1 knot. The cost function as it is calculated along a mission segment (blue line) and the final evaluation of the cost function for a mission segment (red marker) are shown in the bottom half of Figures 19 and 21.

Figure 21. Deviation from path for test point B2, $V_w = 7 \; \psi_w = 10$.

![Image of deviation from path for test point B2](image3.png)

The controller was flagged as the failing system in test point C. The controller tracking errors are shown in Figure 22. It is clear that for the heading error, lateral error, and forward velocity error, the specified performance has been exceeded on numerous occasions.
An important thing to note is that small breeches in performance are allowable in the method developed, should this be desirable for the user. This is to allow flexibility in the analysis and to not create a hard limit where one is not necessary. The exception to this is the proximity and stabilization performance metrics. For the former, a hard limit must be employed as breaching the limit is equivalent to a collision between the aircraft and the asset. For the latter, if a limit is reached, the aircraft would become unstable, potentially resulting in a loss of the airframe.

### 3.5. Operating Envelope Creation

The previous section showed the results for three separate individual missions, each with their own wind speed and direction. This section shows the operating envelope that is generated by combining the results of all of the wind conditions tested, including those already shown.

Individual subsystem envelopes are superimposed on one another in Figure 23, for a case using the specifications of Table 5. It can be seen that, for a given set of specifications, different subsystems provide the most restrictive operating envelope for the range of wind conditions tested.

Figure 24 then shows the “final” envelope that results from plotting the most restrictive subsystem limitation, irrespective of which one caused it. The black crosses on these two figures indicate where on the envelope test points A, B1, B2, and C from Section 3.3 correspond to. Figure 24 is the net result of the process described in this paper, where all of the information in the previously presented response plots for every wind condition has been distilled down to a single, hopefully understandable plot.
A key element of the proposed process is for the easy identification of the subsystem that is the cause of a mission failure for a particular condition. This might be useful, for example, at the design stage of such a system, by allowing the designer to explore solutions to maximize the operational envelope of the vehicle.

A feature of note is the “peninsula effect” that occurs in some of the plots for a particular wind condition. This is a simple result of the direction of travel, largely aligning with the wind direction for a large proportion of the flown missions. The UAS is more capable flying into the wind than it is across the wind, for a given ground track. Since the planner takes into account all of the possible locations of an air wake via the dummy risk model, and therefore tries to plan around it, each dot in Figure 17 can result in a
slightly different route being planned. The range of routes planned for each case is shown in Figure 15. Therefore, the “peninsulas” occur when the “average” planned route happens to align more closely with the wind direction. A slight change in the wind direction may mean that an entirely different route plan is selected, with different combinations of into- and crosswind segments. This may have a segment that causes the UAS to fail to meet one or more of the performance specifications.

3.6. Performance Specification Sensitivity Study

Figure 25 shows sample results from the investigation into the results obtained for a variation in the values of the subsystem specifications used. The specifications used for the middle value are given in Table 5, where the increases or decreases in its value are given in the legend of the plots. The sensitivity of the envelope to the specification can be clearly seen. The strictest specification results are shown in red. This varies through green, blue, and pink, with the least restrictive specification results being shown in cyan. As would be expected, in general, a more restrictive specification leads to a more restrictive operating envelope limit.

Figure 25. Variations in operating envelopes resulting from a range of performance specifications for the (a) actuator (b) controller heading (c) controller velocity and (d) guidance.
4. Discussion

4.1. Helicopter Operating Limit Envelope for an Offshore Asset Inspection Mission

The activity presented in this paper set out to investigate whether or not manned SHOL simulation techniques could be applied to UAS autonomous operations to demonstrate an inspection mission’s operating limits and the reason that the limit is achieved. Figure 24 illustrates that this is the case. For the selected mission, Figure 24 presents an “at-a-glance” method either for a UAS designer to understand which subsystem(s) might need to be improved to increase operational capability or for a mission planner (either human or silicon) to make a “go” “no-go” decision either before or during a particular flight (assuming wind conditions are known).

Upon inspection of Figure 25, it is clear that a large range of envelopes for each subsystem can be drawn, depending on the performance specifications used. For the actuator and guidance, reasonably large changes in the specification of the subsystem cause reasonable large changes in the envelope. However, for the controller, the range is far smaller for the heading and velocity tracking. This implies a high sensitivity to the specification. Knowledge about the operating limits’ sensitivity to the various subsystem specifications is, of course, useful information. An operating limit sensitivity to a particular performance specification implies that effort must be expended on setting the specification correctly and ensuring that the simulation fidelity for that subsystem is sufficiently high to generate confidence in the results achieved.

It has been previously noted that the simulation system has been built in a modular fashion to allow for more complex components to be substituted for the simpler ones currently in use. For the system presented in this paper, the decision-making capability was very primitive. The intention is to replace these with, for example, rational agents. The rational agents can be formally verified using techniques such as those described in [23,24]. The techniques presented in this paper thus find a place between the formal verification of autonomous system decisions, for example, that the correct/safe decisions are made given what the vehicle perceives about its world, and physical testing of real systems in a practical environment. It is argued that the techniques described here will provide a much more realistic assessment of operating boundaries than we see with aggressive abstractions used in formal methods, while providing more confidence (across a range of parameter changes) than we see during individual physical tests.

The work presented in this paper is a proof-of-concept and, as such, subject to a number of limitations, which will be discussed in what follows.

4.2. Limitations

Whilst the paper presents the desired operating limit for a particular mission alongside the limiting subsystem, it is based upon simulations that use stitched linear models operating in steady wind conditions. The veracity of the results will be dependent on how representative both the vehicle and environment models are of their real counterparts. For example, the environment around such an offshore asset is unlikely to be “steady”. Unsteady perturbations need to be included in the simulation environment to assess their effect. Beyond this, to increase confidence in their validity, the simulation results would need to be validated using real-world testing.

The operating envelopes presented in this paper represent a “brute force” approach to the problem, i.e., all test points in the test matrix are “flown” and their success or failure measured. The large number of “mission failure” test points shown in Figure 17 implies significant wasted computation time. Similarly, the benign cases well within the operating envelope represent cases that need not necessarily have to be tested. The areas of interest are the conditions around the envelope itself, the edge cases. Therefore, a strategy for searching for only the edge cases would reduce the time taken to find the envelope.

The results presented in this paper are task-, vehicle- and offshore asset-specific. The method, however, is task independent and therefore applicable to other vehicles, scenarios, and offshore asset geometries. This, in part, mirrors the manned aviation world where
the SHOL is specific to the ship and the helicopter. There is also a specific maneuver that is performed to land the helicopter on the ship, for example. The difference between the offshore mission presented here and the helicopter–ship operation is that the complexity is increased for the offshore case given that there are many more possible start and end locations. For practical (and computational time) purposes, there may need to be an operational procedure that limits the possible missions to a single start location. There may also only ever be specific locations that need to be inspected, again, limiting the number of possible mission end locations. All of this would limit the number of simulations that would need to be conducted and hence the time required to obtain an operating envelope.

4.3. General Application

The system presented in this paper is specific to a particular mission but the architecture is generic. For a different mission, the problem geometry would need to be changed such that the planner could plan routes around different structures and obstacles. If the sensor platform were to change, then the vehicle model would need to be changed, alongside the model of its guidance and control system. The allowable performance specifications might also need to be changed to suit the vehicle/mission/operator tolerance to risk and so on. The intention of the paper is to try to illustrate the potential of modelling and simulation in helping to create safe unmanned system operations through a specific example. It is left to the reader to take this methodology and apply it to their specific needs.

5. Conclusions and Future Work

5.1. Concluding Remarks

A modelling and simulation approach has been presented to address the problem of assuring safe operation of an autonomous UAS performing an inspection mission around an offshore energy asset. The following conclusions can be drawn:

- Using both real and simulated manned helicopter–ship operations as an inspiration, operating limit envelopes for the specified vehicle/offshore asset combination can be generated.
- The operating limit envelopes produced provide a condensed, intelligible information regarding the capability of the UAS in the presence of the offshore asset and its corresponding wake. They provide useful information for both system designers and inspection service operators (and onboard flight management systems) alike.
- The use of operating limit techniques for the offshore inspection mission are more complex than the manned helicopter-to-ship case due to the larger number of mission profiles that could potentially be flown.

The work described in this paper provides a useful start point for assessing the operational safety of a UAS performing an inspection mission around an offshore asset. However, the method needs to be developed further, as described in the following section.

5.2. Future Work

5.2.1. Nonlinear Dynamics of UAS

Quasi nonlinear helicopter vehicle dynamics are used in the current simulations, where the nonlinear effects are partially included through the model stitching process. However, the effect of the linearization on the size and shape of the resultant operating envelope is not clear and needs to be established. This can be achieved by replacing the stitched linear model with the full nonlinear model from which it was derived.

5.2.2. Unsteady Wind

The current simulation uses a steady wind component in combination with a risk model to represent the unsteady wake in the lee of the structure. The manned aviation world has experimented with the use of inserting an unsteady wake model into the simulation environment. Repeating this for the unmanned case will be a useful next step for this work.
5.2.3. Search Algorithm to Find Operating Limit

As previously noted, the gray dots of Figure 17 represent wasted computational effort. This is especially true if a single “mission failure” simulation is computationally expensive or there are many possible combinations of failure conditions. This implies that a search algorithm to only look for and around the edge cases is needed. The cost functions presented in this paper allow a parameter space to be formed. This parameter space can then be searched for the edge cases and thus allow the operating envelope to be found more quickly. The algorithm would not only need to be able to search through multiple dimensions, but also to search for multiple maxima/minima. The operating envelope is not only defined by a single point in the parameter space, but by multiple points. It is posited that a nature-inspired algorithm would be applicable to this type of problem due to their flexibility and robustness when applied to multivariate problems.

5.2.4. Optimization of Autonomous System Parameters

Since the area of the operating envelope can be considered to be the maximum performance of the system for a given set of performance specifications, an interesting question lies in the idea of using the envelope as a means to automatically tune the system’s performance. If the simulation and envelope creation algorithm can be wrapped within an optimization algorithm, it could be asked to maximize the size of the envelope within the best performance capabilities of each of the subsystems under investigation.

5.2.5. Simulation Validation through Real-World Testing

The results presented in this paper are generated using modelling and simulation with models of the aerial sensor platform and its environment. The resulting SHOL is therefore subject to the uncertainty contained within all of the models used and the assumptions made in creating them. Sections 5.2.1 and 5.2.2 outline how the fidelity of the modelling can be increased by introducing further modelling complexity. However, it is recognized that, in the end, the SHOLs produced will need to be validated by real-world testing. This testing forms part of the future plans of the work and will involve laboratory-scale experimentation in the first instance.
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Appendix A

Figure A1. Axes system and variables for the simulator.

Table A1. Nomenclature.

| Symbol       | Definition                                         | Units       | Symbol       | Definition                                         | Units       |
|--------------|----------------------------------------------------|-------------|--------------|----------------------------------------------------|-------------|
| $x, y, z$    | Position components in world frame cartesian axes | m           | $p, q, r$    | Aircraft angular body rates                        | rad         |
| $x_a, y_a, z_a$ | Aircraft actual position components               | m           | $U$         | Aircraft groundspeed in horizontal plane           | m/s         |
| $x_b, y_b, z_b$ | Aircraft body axes                                | m           | $V$         | Aircraft true airspeed                             | m/s         |
| $x_s, y_s, z_s$ | Aircraft start position components                | m           | $V_w, \psi_w$ | Wind speed and wind direction                     | m/s, rad    |
| $x_g, y_g, z_g$ | Aircraft goal position components                 | m           | $u_W, v_W$  | Wind speed components in the inertial frame        | m/s         |
| $u, v, w$    | Aircraft body indicated velocity components in $x$, $y$, and $z$ directions, respectively | m/s        | $\delta_x, \delta_y, \delta_z, \delta_p$ | Aircraft lateral, longitudinal, collective, and pedal control inputs, respectively | % |
| $u_g, v_g, w_g$ | Aircraft body ground velocity components in $x$, $y$, and $z$ directions, respectively | m/s        | $\Pi, \nabla W, W$ | Vectors of aircraft groundspeed, wind speed, and wind direction that models were produced at | knots, knots, rad |
| $\psi, \theta, \phi$ | Aircraft orientation in heading, pitch and roll Euler angles, respectively | rad        | $U_q, V_{w_q}, \psi_{w_q}$ | Query points for groundspeed, wind speed, and wind directions | knots, knots, rad |
| Symbol      | Definition                                                                 | Units | Symbol      | Definition                                                                 | Units |
|-------------|---------------------------------------------------------------------------|-------|-------------|---------------------------------------------------------------------------|-------|
| **Controller**                                      |                                               |       | **Q, R**    | LQR method weighting matrices                                            |       |
| **A, B**    | Linear model state and control matrices                                  |       |             |                                                                           |       |
| **A_{aug}, B_{aug}**                               | Augmented state and control matrices                                |       |             |                                                                           |       |
| **L**       | A filler matrix used to produce the augmented output matrix              |       | **k_{base}** | Database of LQR tuned control gains                                       |       |
| **I**       | An identity matrix                                                      |       |             |                                                                           |       |
| **Symbol**  | **Definition**                                                            |       | **Symbol**  | **Definition**                                                            |       |
| **f, f_a, f_b**                                   | Generic function identifiers                                            |       | **a**       | Unit vector between aircraft start and goal states                       |       |
| **f_{aV, f_{a\psi}, f_{bV, f_{b\psi}}** | Partial derivatives of equations f_a and f_b with respect to V and \psi |       | **r**       | Cross tracking error                                                     |       |
| **i, j**    | Step or iteration count                                                  |       | **u_{r}, v_{r}, w_r, \psi_r** | Reference values for aircraft body velocities and heading |       |
| **\pi, \beta, \varphi, \delta**                  | Vectors between the various aircraft position states                    |       |             |                                                                           |       |
| **a, \beta**                                     | Cost function weightings                                                |       | **R**       | Risk metric                                                              |       |
| **g, h**                                            | The Euclidean distance between grid points, and the straight line distance between a grid point and goal |       |             | Aggregate risk between two points                                        |       |
| **F()**                                             | An objective function                                                   |       | **T**       | Error specification for a subsystem cost function                       |       |
| **G()**                                             | A penalty function                                                      |       | **t_m**     | Maximum simulation time                                                  |       |
| **\theta**                                         | A set of parameters                                                     |       | **x**       | A system state                                                           |       |
| **d_p, d_l**                                       | Distance from nearest successful point and perpendicular distance from line between nearest success points |       | **m, n, n_a, n_r** | Number of subsystems, actuators, and controller loops, respectively |       |
| **d_g**                                             | Perpendicular distance from the path                                    |       | **P_{actual}** | Actual proximity to an obstacle                                         |       |
| **P()**                                             | A Pareto function                                                       |       |             |                                                                           |       |
| **F_A, F_C, F_G, F_N**                            | Objective functions for the actuator, controller, guidance and navigation, respectively |       |             |                                                                           |       |
Appendix B

Figure A2. Nonlinear (blue) vs. linear (red) response for a 2% doublet input on the lateral control. Top row is for hover and bottom row for forward flight at 20 Kts.

Figure A3. Nonlinear (blue) vs. linear (red) response for a 2% doublet input on the longitudinal control. Top row is for hover and bottom row for forward flight at 20 Kts.
Appendix C

![Diagram](image)

**Figure A4.** Stitching method to interpolate between the different linear models based on the changing operating points.

Equations (A1)–(A4) provide the basis for this stitching process:

\[ \begin{align*}
A_{ij} &= f(U_q, V_{wq}, \psi_{wq}, U_w, V_w, A_{base}) \quad \text{for } i = 1 : 9 \text{ and } j = 1 : 9 \\
B_{ij} &= f(U_q, V_{wq}, \psi_{wq}, U_w, V_w, B_{base}) \quad \text{for } i = 1 : 9 \text{ and } j = 1 : 4 \\
k_{ij} &= f(U_q, V_{wq}, \psi_{wq}, U_w, V_w, k_{base}) \quad \text{for } i = 1 : 4 \text{ and } j = 1 : 13 \\
trim_i &= f(U_q, V_{wq}, \psi_{wq}, U_w, V_w, trim_{base}) \quad \text{for } i = 1 : 6
\end{align*} \]  

Appendix D

The matrices used in the LQR tuning process are shown in Equations (A5)–(A7):

\[ L = \begin{bmatrix}
0_{4 \times 2} & I_{4 \times 4} & 0_{4 \times 3}
\end{bmatrix}_{4 \times 9} \]  

\[ A_{aug} = \begin{bmatrix}
A_{9 \times 9} & 0_{9 \times 4} \\
L_{4 \times 9} & 0_{4 \times 4}
\end{bmatrix}_{13 \times 13} \]  

\[ B_{aug} = \begin{bmatrix}
B_{9 \times 4} \\
0_{4 \times 4}
\end{bmatrix}_{13 \times 4} \]  

The weightings achieved for the LQR tuning, \( W \), are given in Equations (A8)–(A12):

\[ \begin{align*}
\bar{W}_{\phi, \theta, \psi} &= [10, 10, 10000] \\
\bar{W}_{u, v, q} &= [100, 100, 100] \\
\bar{W}_{p, q, r} &= [10, 10, 10] \\
\bar{W}_{u, v, w, \psi} &= [100, 100, 100, 100] \\
\bar{W}_{\delta_b, \delta_a, \delta_c, \delta_p} &= [0.1, 0.1, 0.1, 0.1]
\end{align*} \]
The tuning was then done on all the models at the operating points following Equations (A13)–(A15):

\[ Q = \begin{bmatrix} W_{\phi,\phi} & W_{u,\phi} & W_{r,\phi} & W_{v,\psi} & W_{q,r} & W_{u,v} & W_{u,q} & W_{r,\psi} \\ \end{bmatrix} I_{13 \times 13} \] (A13)

\[ R = \begin{bmatrix} W_{\delta_b,\delta_b} & W_{\delta_a,\delta_a} & W_{\delta_c,\delta_c} & W_{\delta_p,\delta_p} \\ \end{bmatrix} I_{4 \times 4} \] (A14)

\[ k_{\text{base}}(U_t, V_w, \psi_w) = \text{LQR}(A_{\text{aug}}, B_{\text{aug}}, Q, R) \] (A15)

**Appendix E**

The heading of the UAS is calculated by taking into account the wind, desired ground speed, and the direction of travel toward the waypoint, see Figure A5. This allows the UAS to crab into the wind and still travel to the waypoint. By asserting that the ground speed of the UAS toward the waypoint, \( u_{r} \), should be \( V_{\text{max}} \) and that the side slip ground speed, \( v_{r} \), should be zero, the following equations can be formed:

\[ f_a(V, \psi_r) = u_r = V \cos(\psi_t - \psi_r) \pm V_w \cos(\psi_W - \psi_t) - V_{\text{max}} = 0 \] (A16)

\[ f_b(V, \psi_r) = v_r = V \sin(\psi_t - \psi_r) \pm V_W \sin(\psi_W - \psi_t) = 0 \] (A17)

**Figure A5.** Calculation of UAS heading while tacking into the wind.

This creates two simultaneous nonlinear equations, which are then solved using a multidimensional Newton–Raphson method. The Jacobian matrix is formed, as per Equations (A19)–(A23), using backward difference to estimate the gradient. These equations are then iterated until a tolerance is met:

\[ f_{av} = \frac{f_a(V_{i-1}, \psi_{r_{i-1}}) - f_a(V_i, \psi_{r_i})}{V_{i-1} - V_i}, \] (A18)

\[ f_{av} = \frac{f_a(V_i, \psi_{r_{i-1}}) - f_a(V_i, \psi_{r_i})}{\psi_{r_{i-1}} - \psi_{r_i}} \] (A19)

\[ f_{av} = \frac{f_b(V_{i-1}, \psi_{r_i}) - f_b(V_i, \psi_{r_i})}{V_{i-1} - V_i}, \] (A20)
\[ f_{b\psi} = \frac{f_b(V_i, \psi_{r_{i-1}}) - f_b(V_i, \psi_{r_i})}{\psi_{r_{i-1}} - \psi_{r_i}} \]  
(A21)

\[
\begin{bmatrix}
V_{i+1} \\
\psi_{r_{i+1}}
\end{bmatrix} = \begin{bmatrix}
V_i \\
\psi_{r_i}
\end{bmatrix} - h_b \begin{bmatrix}
f_{aV} & f_{a\psi} \\
f_{bV} & f_{b\psi}
\end{bmatrix}^{-1} \begin{bmatrix}
f_a(V_i, \psi_{r_i}) \\
f_b(V_i, \psi_{r_i})
\end{bmatrix}
\]  
(A22)

It can be seen that, using these equations with an increasing crosswind, the result will be for a demand to turn increasingly into the wind, as would be expected. In the extreme case, this would lead to the desired heading being perpendicular to the required direction of travel. Whilst this might be possible with a helicopter, it is undesirable behavior. To prevent it, a limit on the difference between the heading of the aircraft while tacking into the wind and the desired direction of travel is applied.

The ground velocity of the aircraft is calculated using simple waypoint following with cross-tracking error [25], see Figure A6. This is done by first calculating the vector toward the next waypoint from the previous using the following equations:

\[
\vec{a} = \begin{bmatrix}
x_s \\
y_s \\
z_s
\end{bmatrix} - \begin{bmatrix}
x_g \\
y_g \\
z_g
\end{bmatrix}
\]  
(A23)

\[
\vec{\alpha} = \vec{a} / |\vec{a}|
\]  
(A24)

Then the vector to the goal from the UAS current location using the following:

\[
\vec{b} = \begin{bmatrix}
x_a \\
y_a \\
z_a
\end{bmatrix} - \begin{bmatrix}
x_g \\
y_g \\
z_g
\end{bmatrix}
\]  
(A25)

The perpendicular vector to the path can then be calculated via:

\[
\vec{d} = \vec{b} - (\vec{\alpha} \cdot \vec{b}) \vec{\alpha}
\]  
(A26)

The goal vector then combines the goal vector with the cross-tracking vector to get the resulting vector:

\[
\vec{e} = \vec{b} + \vec{d} = \begin{bmatrix}
u_r \\
v_r \\
w_r
\end{bmatrix}
\]  
(A27)

Figure A6. Calculation of velocity using waypoint following and cross-tracking error.

These vector components are then rotated from the inertial axis to the body axis to form the reference values for the controller to follow.
Appendix F

The cost function for the A* heuristic is as follows:

\[
Cost_i = ((Cost_{i-1} + g_i)(1 - \alpha) + h_i \beta_t) \frac{\beta_D}{\beta_t} + ((Cost_{t-1} + R_t \alpha)(1 - \alpha) + A_t \alpha) \frac{\beta_R}{\beta_t} \tag{A28}
\]

\[
\beta_t = \beta_D + \beta_R \tag{A29}
\]

\[
R_i = R_{object} + R_{wake} \tag{A30}
\]

where \(\beta_R\) and \(\beta_D\) are weightings between the risk and distance; \(\alpha\) is the weight between cumulative cost and heuristic cost; \(R_i\) is the combined risk from the object proximity risk, \(R_{object}\), and wake risk, \(R_{wake}\), modelled at the grid point; \(g_i\) is the Euclidean distance between the grid points; \(h_i\) is the straight line distance from the grid point to the goal; and \(A_t\), the aggregate risk of moving from one grid point to another calculated as the integral between one grid point and another.
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