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ABSTRACT

In this paper, we propose a personalized seizure detection and classification framework that quickly adapts to a specific patient from limited seizure samples. We achieve this by combining two novel paradigms that have recently seen much success in a wide variety of real-world applications: graph neural networks (GNN), and meta-learning. We train a Meta-GNN based classifier that learns a global model from a set of training patients such that this global model can eventually be adapted to a new unseen patient using very limited samples. We apply our approach on the TUSZ-dataset, one of the largest and publicly available benchmark datasets for epilepsy. We show that our method outperforms the baselines by reaching 82.7% on accuracy and 82.08% on F1 score after only 20 iterations on new unseen patients.
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1. INTRODUCTION

Epilepsy affects between 60 and 70 million people worldwide and about 3 million are diagnosed with this disease every year [1, 2, 3]. It is estimated that up to 70% of people suffering from epilepsy could control their illness if they are properly diagnosed and treated with anti-epileptic drugs [4]. In the rest of the cases where the patients do not respond to drugs, constant monitoring is crucial. The monitoring is usually done through measurements of brain signals using electroencephalograms (EEG) that record the electrical signals produced by different brain regions through electrodes placed over the head. Monitoring is done manually using the knowledge and experience of experts based on visual inspection of the EEG recordings. Given that this process tend to be extremely resource and time-intensive, researchers are increasingly interested in the development of automated approaches. It has been shown recently that deep learning based models can help achieve fairly impressive performances in seizure detection [5, 6, 7, 8] and classification tasks [9, 10, 11, 12].

A vast majority of these previous works use deep learning systems in the form of Convolutional Neural Networks (CNN) to extract relevant features from the EEG signals and to perform the detection or classification tasks. However, CNNs are usually agnostic to the inherent geometry of the multi-channel brain signals and do not actively exploit any structural information in the data. In particular, the different EEG electrodes share a lot of information functionally or structurally due to their close positions on the head. It is known that in such cases where there is inherent geometry involved, graph-based convolutions or graph neural networks can supersede CNNs in performance [13]. Recently, Tang et al. [14] proposed a self-supervised approach to seizure detection in the form of graph neural networks that actively use the underlying graph structure of the EEG channels networks. By applying their approach to Temple University Hospital EEG Seizure Corpus (TUSZ) [15, 16], one of the largest public datasets on adult seizures known to have a lot of diversity in terms of seizures and patient types, they showed that graph-based modelling approaches can significantly improve the performance of seizure detection and classification models. Nevertheless, this approach learns one single model for all patients, which may cause in some cases a degradation on new unseen patients, due to individual differences. Moreover, the approach is not directly applicable to settings where we have to learn from limited seizure data, which is closer to the realistic settings in hospitals.

Since our motivation is to develop a personalization approach, we use relatively simpler GNNs for our experiments unlike the ones used in Tang et al. In particular, we use two of the most popular GNN architectures: graph convolution networks (GCN) [13] and graph attention networks (GAT) [17]. Unlike the GCNs, which inherently work with the fixed initial graph structure, GATs extract a new functional graph for every data sample using attention. We personalize the GNN to the different patients using the popular meta-learning approach called MAML (Model-Agnostic Meta-Learning [18]) that extracts a single global model from a set of training patients which is then fine-tuned and personalized to new patients using very limited new samples. We propose a new updated loss function in order to overcome the overfitting issues encountered in the original MAML. We apply our approach to both seizure detection (a binary classification of non seizures versus seizures) and classification (between three classes of focal seizure, generalized seizure, and non-seizure) tasks. We evaluate our model on TUSZ [15, 16], and show that our model outperforms both a single GNN model per patient, and
one single GNN model for all the patients and achieves comparable results to Saab et al. [6] model (one of the state-of-the-art model for seizure detection) but in less training time. In other words, we show that using one Meta-GNN that adapts to patients offers great potential.

2. PRELIMINARIES

2.1. Modelling EEGs as a graph signal

Following the modelling in a previous study [14], we represent a segment of EEG (that we later refer to as ‘clip’) as a signal on a graph \( G = \{ V, \mathcal{E}, W \} \), where \( V \) is the set of vertices (i.e. EEG electrodes/channels), \( \mathcal{E} \) the set of edges and \( W \) the graph adjacency matrix. We compute the edge weights \( W_{ij} \) by applying a thresholded Gaussian kernel to the pairwise Euclidean distance between the nodes (electrodes) \( v_i \) and \( v_j \) according to the standard 10-20 EEG electrode placement [19];

\[
W_{ij} = \exp \left( -\frac{\text{dist}(v_i, v_j)^2}{\sigma^2} \right) \quad \text{if dist}(v_i, v_j) \leq \kappa, \quad \text{else} \ 0.
\]

The parameter \( \sigma \) is the standard deviation of the distances, and \( \kappa \) is a threshold for sparsity. We choose the same threshold as [14], \( \kappa = 0.9 \). Each node (electrodes) incorporates a feature vector composed by Fourier coefficients of the corresponding recorded signal.

2.2. Graph neural networks

GNNs are well known architectures that deal with data which has non-trivial topology like graphs. Different deep learning techniques are extended to graph structured data such as graph convolution (GCN) [13] and also graph attention (GAT) [17].

**Graph Convolution Networks (GCN):** there are different types of GCNs. In our architecture we focused on GCN introduced by Kipf et al. [13]. For this model, the goal is to learn a function of features on a graph \( G \), which takes as input:

- \( \mathbf{X} \) : which is a node feature matrix \((N, F)\), where every raw represents a node feature.
- \( \mathbf{A} \) : The adjacency matrix of the graph \( G \),

and outputs \( \mathbf{X}' = \mathbf{D}^{-1/2} \hat{\mathbf{A}} \mathbf{D}^{-1/2} \mathbf{X} \Theta \), where \( \hat{\mathbf{A}} = \mathbf{A} + \mathbf{I} \) denotes the adjacency matrix with inserted self-loops and \( \mathbf{D} \) is the degree matrix.

**Graph Attention Networks (GAT):** these are neural network architectures that operate on graph-structured data, leveraging masked self-attentional layers [20]. The GAT output \( x'_i \) for a target node \( x_i \) can be described as follows:

\[
x'_i = \alpha_i \Theta x_i + \sum_{j \in \mathcal{N}(i)} \alpha_{i,j} \Theta x_j,
\]

where \( \Theta \) is a learnable matrix of the model that is used to transform the input features into higher-level features, \( \mathcal{N}(i) = \{ j \in V | e_{ij} \neq 0 \} \) is the neighbourhood of the node \( i \) and the \( \alpha_{i,j} \) are the attention coefficients. The attention mechanism in GAT is a single-layer feedforward neural network parameterized by a vector \( a \) as follows:

\[
\alpha_{i,j} = \frac{\exp(\text{LeakyReLU}(a^\top [\Theta x_i | [\Theta x_j])))}{\sum_{k \in \mathcal{N}(i) \cup \{ i \}} \exp(\text{LeakyReLU}(a^\top [\Theta x_i | [\Theta x_k])))},
\]

where LeakyReLU refers to the Leaky Rectified Linear activation [21] that is a learnable variant of the regular ReLU.

2.3. Meta learning

We used the MAML model [18]. We consider every patient as a different task, that is, we consider learning a seizure detector/classifier for a given patient from their data as the task. We train our architecture by using the MAML training procedure that uses a set of training tasks or patients. The meta learning approach learns a global model that can rapidly adapt to new tasks using only few iterations. One of the popular meta-learning models is MAML [18] and its particularity is that it can learn the parameters of any model in order to prepare it for fast adaptation. The models are optimized using gradient descent algorithm, and leverage this gradient-based learning rule to make a rapid progress on new tasks drawn from the distribution over tasks. Mathematically, we consider a global model \( f_0 \) parameterized by \( \theta \), the MAML training process proceeds by two steps:

1. **Adaptation (task-specific update):** For every task \( \mathcal{T}_q \) drawn from a set of tasks \( \Gamma \), we sample two data sets; (a) the support set (training data) \( \mathcal{D}_s = \{(x_1^1, y_1^1), ..., (x_n^s, y_n^s)\} \) and (b) the query set (validation data) \( \mathcal{D}_q = \{(x_1^q, y_1^q), ..., (x_n^q, y_n^q)\} \) where \( n_s \) and \( n_q \) are the numbers of data points in the support and query sets, and \( (x, y) \) denote an input-output pair. In order to adapt the global model \( f_0 \) to the task \( \mathcal{T}_q \), MAML proceeds by one or multiple gradient descent steps by using only the \( \mathcal{D}_s \) as follows:

\[
\theta'_i = \theta - \alpha \nabla_{\theta} \mathcal{L}(\theta, \mathcal{D}_s(\mathcal{T}_q)),
\]

where \( \alpha \) is the inner learning rate, which is an hyper parameter that should be defined beforehand and \( \mathcal{L} \) is the chosen loss for our problem.

2. **Meta optimization (Global update):** After deriving \( \theta'_i \) for each task, we compute the gradients of the \( f_{\theta'_i} \) models using the data \( \mathcal{D}_q \) and optimize \( \theta \) as follows:

\[
\theta = \theta - \beta \nabla_{\theta} \sum_{\mathcal{T}_q \in \Gamma} \mathcal{L}(\theta'_i, \mathcal{D}_q(\mathcal{T}_q)),
\]

where \( \beta \) is the meta steps size. Using one or few gradient descent steps on \( \theta \) produces \( \theta'_i \) which is specific and efficient for the task \( i \). MAML training phase involves multiple iterations of performing both adaptation and meta-optimization that is obtained using a set of training tasks, training to convergence.

3. META-GNN MODEL

We propose to combine meta-learning ideas and GNNs to solve the detection and classification tasks. Our model takes the channel-wise features \( \mathbf{X} \) for a given EEG segment or clip, and the distance graph \( G \) as input, and predicts the label \( \hat{y} = f_0(\mathbf{X}, G) \) for the segment. We then use MAML [18] described...
in Section 2 for personalization of the prediction to the different patients. In our case, every patient corresponds to a different task, and we perform meta-learning using a set of training patients. The global model \( f_0 \) is thus learnt from meta-training and eventually personalized using few samples of the patient’s data to obtain the personalized or patient-specific model \( f_0' \). The performance is then evaluated on a set of new unseen test patients.

However, it is known that meta-learning model, particularly MAML, suffers from one of two types of over-fitting:

(a) **Memorization over-fitting**, in which the model is able to predict well the query set without relying on the support set but fails to generalize to new unseen task, and

(b) **Learner over-fitting**, in which the learner over-fits to the training set and does not generalize to the test set.

In our case, the patients represent non-mutually-exclusive tasks [22], which is confirmed by the performance of previous works that treated all the patient as a single task [5, 6, 7, 8]. This mutual exclusivity causes a problem of memorization over-fitting. In our experiments, we noticed that the memorization overfitting strongly affects the test performance. In order to reduce memorization over-fitting, we propose the following modified MAML outer loop (Eq. 2):

\[
\theta \leftarrow \theta - \beta \nabla_{\theta} \left\{ \sum_{T_i \in \Gamma} \mathcal{L}(\theta', D_q(T_i)) + \gamma \mathcal{L}(\theta', D_s(T_i)) \right\},
\]

where \( \gamma \) is an hyper-parameter that controls the amount of information that we want to keep from the support set gradient directions. We want our model to succeed to classify well the query set but while relying also on the support set. The objective is to reduce the over-fitting on the query set of the training patients without impacting the performances on the query set. Minimizing the over-fitting will also enhance the performances of our model on new unseen patients.

4. EXPERIMENTS

4.1. Dataset and Statistics

Following the work in [14], we use the public Temple University Hospital EEG Seizure Corpus (TUSZ). We include 19 EEG channels in the standard 10-20 system [19]. To train our architecture, we filter TUSZ dataset and we keep only patients with more than 4 seizures, but for testing we reduce the number to only 2 seizures. After this filtering process, we have 97 patients for training our model and 26 new patients (unseen) for testing.

**Data preprocessing.** We split every EEG recording to 10 seconds clips (windows) and compute their fast Fourier transform. Though potentially the size of the window also has a role to play, we restrict our analysis to 10 second windows, and shall be reporting the results of the experiments on different window-sizes in the journal version of the work. In order to remove the artifacts, we perform a hard thresholding by keeping only the coefficients smaller than 40Hz and dropping all the others. Finally, we normalize these coefficients for every clip, by removing the mean over all channel and dividing by the standard deviation of the same clip, and use them as node features.

**Training and testing procedure.** During the training phase, we consider all the available recordings from the training patients. During test time, we use limited data for the unseen test patients for fine-tuning (1 seizure of 1 minute duration which will be divided into 6 clips of 10 seconds i.e 12 samples of 6 seizures and 6 backgrounds). This is to simulate a more realistic setting where we want to quickly adapt existing global model to new patient in an efficient manner reducing the amount of time the new patients need to be under monitoring. The fine-tuned models are then evaluated based on the performance on the remaining data (about 1600 clips per test patient).

**Tasks.** For the detection problem we use all the seizures that verify the aforementioned filtering condition and we have only 2 classes, the first one belongs to seizures and the second one to backgrounds (non seizures). In the other hand, for the seizure classification problem, we keep only two kinds of seizures the focal and the generalized seizure because these two are the most frequent classes in our dataset. We also keep the backgrounds, hence our model tries to distinguish between 3 different classes. The numbers of clips per class (either in detection or classification) are imbalanced, so, we over-sample the seizure clips by repeating them \( N \) times

where: \( N = \frac{\text{Number of background clips}}{\text{Number of seizure clips}} \).

**Baselines.** In the literature, there is no available baseline on few-shots learning settings. To compare our models GAT-Meta Learning (GAT-ML) and GCN-Meta Learning (GCN-ML) with other baselines, these two models share the same architecture (Figure 1 but with two different layers, we choose to build and train the following models:

1. **Global GAT model (Glob-GAT):** we train one GAT model using all the data available from training patients and test on test patients.

2. **Dense-CNN from Saab et al. per patient (CNN-PPAT):** we train one single Dense-CNN model described in [6] for every test patient.
Fig. 2. Training accuracy versus number of iterations. Blue line - accuracy of the updated MAML on the support set; while the Green – accuracy of the original MAML on the same set; Orange – accuracy of both model on query set.

(3) **GCN per patient (GCN-PPAT):** we train one single GCN model for every test patient.

(4) **GAT per patient (GAT-PPAT):** we train one single GAT model for every test patient.

We compare our models with GAT-PPAT and GCN-PPAT, that are models with the same architecture as ours but without prior knowledge which clarify the contribution of meta-learning approach. The comparison with Glob-GAT aims to highlight the importance of personalized models over global models. We also compare the performance against CNN-PPAT which is a state-of-the-art non-graph model.

### 4.2. Experimental results

We compute all the metrics (Accuracy and Macro F1 score) we use in this paper via averaging the same metrics over the patients (either for training or testing). To see the effect of our training procedure, Figure 2 shows that our updated version of MAML reduces the memorization overfitting by enhancing the accuracy on the support set across all training patients, without impacting the accuracy on the query set. Table 1 summarizes the results: First we can notice that for detection task, CNN-PPAT achieves 85.71% (which is the best accuracy on this task), GAT-ML and GCN-ML outperform the GAT-PPAT and GCN-PPAT. Notably, GAT in both meta learning framework or training single models without prior knowledge achieves better scores than GCN. The meta learning models (GAT-ML and GCN-ML) outperform GAT-PPAT with only 20 iterations while the GAT-PPAT is trained for 90 iterations with personalized early stopping (different early stopping for every patient). Figure 3 shows the results for more fine tuning iterations, the average accuracy over the patients enhanced when we fine tune the meta learning models for more iterations and the difference between (GAT or GCN) -ML and GAT-PPAT increases. GAT-ML also reaches 82.71% with a small model and also in less training time compared to CNN-PPAT (training time: around 60 hours). Since CNN-PPAT is both a memory intensive and computationally expensive, we report only the CNN-PPAT accuracy metric for detection in the current manuscript and shall report the remaining scores in a journal version. We notice the same behaviour for the F1 score metric. We do not plot it due to space limitation. For the classification task, the GAT-ML fine-tuned with 20 iterations outperforms the GAT-PPAT. However the 20 iterations were not enough for GCN-ML to outperform GAT-PPAT in a more complex setup than the detection setup. From the Figure 3, GCN-ML needs more than 50 iterations to outperform the GAT-PPAT. GAT tries to learn different edge weights for different clips which enhances the performance on the classification task. This shows that Assuming a static graph and relying only on node features to detect seizures seems to be feasible for classification, unlike for distinguishing between seizure types which is a more complicated task.

| Model (number of iterations) | Detection | Classification |
|-----------------------------|-----------|----------------|
| Glob-GAT (90)               | 73.33     | 60.33          |
| CNN-PPAT (90)               | **85.71** | **63.54**      |
| GCN-PPAT (90)               | 80.58     | 77.04          |
| GAT-PPAT (90)               | 80.71     | 79.19          |
| GCN-ML (20)                 | 81.59     | 77.63          |
| GAT-ML (20)                 | **82.70** | **79.80**      |
| GCN-ML (90)                 | 83.22     | 80.43          |
| GAT-ML (90)                 | **83.72** | **81.77**      |

**Table 1.** Comparison between the baselines and our model in detection and classification setting using accuracy (Acc.) and Macro F1 metrics on test data (unseen patients).

Fig. 3. Average accuracy on test data with training iterations for detection (left) and classification (right).

5. **CONCLUSION**

We presented a method that uses graph neural networks combined with meta learning techniques for epilepsy detection and classification tasks. We showed how our approach achieves personalized diagnosis on new patients at test time using only a few new samples from the patient and within a few iterations. We showed that our Meta-GNN model outperforms graph-based models that are trained per patient and also the single GNN model that is trained on all the patients. Furthermore, our experiments indicate that that personalized graphs learnt from the data are better than static (distance) based graphs for distinguishing between seizure types. In the future, we plan to study these aspects in more detail.
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