Long-Term Observations of Microwave Brightness Temperatures over a Metropolitan Area: Comparison of Radiometric Data and Spectra Simulated with the Use of Radiosonde Measurements
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Abstract: Ground-based microwave radiometers are increasingly used in operational meteorology and nowcasting. These instruments continuously measure the spectra of downwelling atmospheric radiation in the range 20–60 GHz used for the retrieval of tropospheric temperature and water vapor profiles. Spectroscopic uncertainty is an important part of the retrieval error budget, as it leads to systematic bias. In this study, we analyze the difference between observed and simulated microwave spectra obtained from more than four years of microwave and radiosonde observations over Nizhny Novgorod (56.2° N, 44° E). We focus on zenith-measured and elevation-scanning data in clear-sky conditions. The simulated spectra are calculated by a radiative transfer model with the use of radiosonde profiles and different absorption models, corresponding to the latest spectroscopy research. In the case of zenith-measurements, we found a systematic bias (up to ~2 K) of simulated spectra at 51–54 GHz. The sign of bias depends on the absorption model. A thorough investigation of the error budget points to a spectroscopic nature of the observed differences. The dependence of the results on the elevation angle and absorption model can be explained by the basic properties of radiative transfer and by cloud contamination at elevation angles.
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1. Introduction

Today, the improvement of weather forecasting and the increasing predictability of high-impact weather remain the most pressing problems, especially in a changing climate. To address these problems, the new weather forecast models require detailed initial data on three-dimensional spatial distributions of tropospheric characteristics (in particular, temperature, water vapor, and wind) with a relatively high (up to 0.5–1 km) resolution, especially in the low troposphere where satellite data are not suitable. Recently, it became apparent [1,2] that the problem of obtaining such data can be solved by a fairly dense observational network, equipped with cost-effective means to provide continuous measurements of vertical profiles of the thermodynamic characteristics. From the point of view of data quality, the radiosonde data are most applicable. However, radiosounding is performed quite rarely (usually twice a day), and each launch uses consumables, which are then lost and pollute the environment. One of the most promising candidates to feed the weather forecast models is passive microwave remote sensing.
For the last ~2 decades, ground-based microwave radiometers (GBMRs) [3–7] and their data have been tested for many purposes of operational meteorology and nowcasting, for example, in airports and for meteorological support of major international events [8–10]. These devices measure the spectra of the downwelling atmospheric radiation (brightness temperatures) in the range from 20 to 60 GHz. The profiles of temperature and water vapor density in the altitude range of 0–10 km are retrieved with high spatial (up to several tens of meters) and temporal (several minutes) resolution. The important features of GBMRs include: (1) passive mode of operation with relatively low power consumption, i.e., they can be located, in principle, everywhere; (2) automatic continuous measurements and profiles retrieval without human participation; (3) automatic calibration of received signals with the use of internal electrically-controlled references (see, for example, [11]); (4) no constant use of consumables and no regular maintenance, except for periodical (approximately twice a year), absolute calibration using liquid nitrogen; (5) a relatively good data quality under nearly all weather conditions. Typically, retrieval procedures are based on a radiative transfer model with the use of linear/quadratic regression or neural network. Another common approach is to use retrieval based on the optimal estimation method [12] and a priori information from weather forecast models.

In some studies [13–17], the convective instability indices obtained from microwave data were compared with the values of these characteristics from radiosonde data. The analysis of specific events led to the conclusion that microwave indices and some primary microwave data (in particular, the standard deviation of brightness temperature at 22 GHz) could be considered as a useful tool for ultra-short-term forecasting of thunderstorms, showers, wind shear and others. Another research [18] assessed the thunderstorm prediction skills over a metropolis for different radiosonde and microwave indices and revealed the better effectiveness of microwave data.

There were a few attempts to assimilate microwave data into numerical weather forecast models. In particular, Martinet et al. [19] showed that assimilating primary microwave data (brightness temperatures spectra) through a 1D-Var procedure into the French convective scale model AROME (the Application of Research to Operations at Mesoscale) improved the temperature forecasts at the altitudes of the boundary layer. Moreover, Caumont et al. [20] assimilated the microwave temperature and humidity data obtained from the GBMRs network into a convective-scale model. The impact was found to be weak for almost all the analyzed characteristics except precipitation in specific cases. The authors concluded that a denser GBMRs network and removing errors in the retrieved humidity and temperature data improve the impact.

The error budget of atmospheric temperature measurements by GBMR includes radiometric and spectroscopic errors. These errors are of high practical significance as they lead to systematic errors in the retrievals. The statistics of the differences between observations (GBMRs spectra) and the corresponding simulations is the commonly used method to evaluate the joint radiometric and spectroscopic error [6,19,21–24]. The simulated spectra are calculated by the radiative transfer model with the use of the temperature and humidity profiles taken from radiosonde measurements or numerical weather forecast models. Several case studies used this approach by analyzing data from different locations. Almost in all cases, the pronounced bias (up to several K at ~52 GHz) at zenith observations was found. The uncertainties of simulated brightness temperatures in the range from 20 to 60 GHz due to all known uncertainties of spectroscopic parameters for different atmospheric climatology conditions were quantified in the paper [25]. The calculated uncertainty covariance matrix shows that the total uncertainty has strong frequency dependence and reaches a maximum (~3 K) at ~51–52 GHz.

In this work, we use the same approach to analyze the data obtained during long-term simultaneous microwave and radiosonde observations over a metropolitan area. In our simulations, we employ different absorption models that correspond to the latest spectroscopic research.
The paper has the following structure. Section 2 contains a description of the observation setup and the radiative transfer model used in simulation. The difference between the absorptions models used in the simulations is explained in separate subsection. The results, i.e., the difference between measured and simulated data, are described in Section 3. Section 4 contains the detailed analysis of the error budget of the results, as well as the explanation of certain features observed in the results. The conclusion section ends the manuscript.

2. Materials and Methods

2.1. Observations

We employ the data of commercially available microwave profiler HATPRO-G3 (Humidity and Temperature Profiler) by RPG-Radiometer Physics GmbH (Gesellschaft mit beschränkter Haftung) Werner-von-Siemens-Str. 4 53340 Meckenheim Germany [26]. The device started its operation in the autumn of 2013. It was regularly calibrated and well maintained until the end of 2018. The instrument is lodged at the balcony of the last floor of IAPRAS (Institute of Applied Physics of the Russian Academy of Sciences) main building (~180 m above the sea level), which is located in the center of the metropolis of Nizhny Novgorod, Russia. The instrument continuously measures the spectra of the brightness temperature at 22–32 GHz (7 channels with a width of 0.23 GHz) and 51–60 GHz (7 channels with a width of 0.23–2 GHz) spectral bands. The stated accuracy [27] of the measurements is 0.1 K in the 22–32 GHz band and 0.2 K in the 51–60 GHz band while the absolute accuracy is 0.5 K. It provides zenith-measured spectra with a sampling rate up to 1 s. Every 20 min, the device performs an elevation scan. The resulting elevation angles in the scan are 90.0, 42.0, 30.0, 19.2, 10.2, and 5.4°. The software provides the retrieval via linear and quadratic [27] regression models which were made by the Radiometer Physics GmbH using preexisting statistic of radiosonde profiles, cloud models and radiative transfer calculations. The retrieval provides a wide range of atmospheric characteristics including temperature profile, humidity profile, boundary layer height, and liquid water path (LWP).

The nearest aerological station (“Nizhny Novgorod”, No.27459) is 7 km away from the HATPRO site and launches radiosondes twice a day (00:00 and 12:00 UTC). Typically, the profiles are measured by radiosondes AK2-02m [28] with an uncertainty of 1 K in temperature and 7–15% in water vapor density. The vertical resolution varies from 200 to 700 m depending on the altitude and launch.

Using the data described we have created a dataset of simultaneous measurements. For zenith measurements, the microwave data are averaged over 12-min intervals (6 min before and after a radiosonde launch). For scanning measurements, we pick the closest scan to the ascension.

2.2. Radiative Transfer Model

Our goal is to simulate the microwave spectra of self-radiation of the atmosphere with the use of temperature and humidity profiles taken from radiosonde measurements. For that, we employ a simple model that calculates frequency dependent brightness temperatures of the atmospheric thermal emission:

$$T_b(\nu, \theta) = T_{b0} \exp(-\tau(z_\infty, \nu, \theta)) + \int_{z_0}^{z_\infty} \frac{A(\nu, z)}{\sin \theta} \cdot T(z) \cdot \exp(-\tau(z, \nu, \theta)) dz$$ (1)

where $T_b(\nu, \theta)$ is the brightness temperature at frequency $\nu$ and elevation angle $\theta$, $T_{b0}$ is the effective brightness temperature of cosmic background radiation, $T(z)$ is the physical
temperature at height $z$, $z_{\infty}$ is the upper boundary of the atmosphere, $\alpha$ is the frequency-dependent absorption coefficient, and $\tau$ is the opacity. The opacity is defined as

$$\tau(z, \nu, \theta) = \int_{z_0}^{z} \frac{\alpha(\nu, z')}{\sin \theta} dz'$$

(2)

Model (1) describes the pencil-beam solution of the radiative transfer equation without scattering in the Rayleigh–Jeans approximation ($h\nu/kT << 1$). It is worth mentioning that the use of “effective” $T_{b0}$, (1) is correct to the first order in $h\nu/kT$ rather than zero (see part 1.2.4 [29]). The effective background radiation $T_{b0}$ is defined as:

$$T_{b0} = \frac{h\nu}{2k} \left( \frac{\exp(h\nu/kT_0) + 1}{\exp(h\nu/kT_0) - 1} \right)$$

(3)

where $T_0 = 2.725$ K is the temperature of the cosmic microwave background radiation.

The absorption coefficient $\alpha$ is determined by the atmospheric characteristics, namely temperature, pressure and composition. In the context of the simulations, we consider absorption only by O$_2$, N$_2$, and H$_2$O (vapor). As the mixing ratios of O$_2$ and N$_2$ are constant up to 80 km, for our analysis $\alpha$ is a function of temperature ($T$), pressure ($P$) and absolute humidity ($w$). To calculate $\alpha$ we use the modifications of the microwave propagation model [30–32], which will be described later in Section 2.3. The model allows calculating of liquid water (in clouds) absorption, but we lack cloud data to simulate the cloud influence with sufficient precision. Thus, we limit ourselves to clear sky simulations as in the previous works [6,19,21–24].

Note that HATPRO measurements are determined mostly by the troposphere state but higher layers of the atmosphere should also be taken into account, when the simulation accuracy one wants to achieve is higher. Our preliminary calculations of Equation (1) with radiosonde profiles reaching 25 km showed that the impact of the atmosphere above 15 km is still large enough (up to 1 K in brightness temperature) but has little variance (<0.15 K). The impact of the atmosphere between 10–15 km is larger (~4 K) but most importantly, it has a much higher variance (1.2 K). Unfortunately, the relative amount of radiosonde profiles reaching the specific altitude decreases with an increase of this altitude. Thus, to achieve high precision of simulated brightness temperature spectra, we consider only radiosonde profiles that reach up to 15 km. Each profile is smoothly merged with a corresponding profile at 15-80 km taken from the empiric atmospheric model NRLMSISE-00 [33]. The merging is done using a cosine function with a 3 km half period. Numerical integration in (1) is done using the trapezoid rule with fixed partitioning. There are 1840 steps in the partitioning grid with the steps increasing with altitude to provide high accuracy (<0.01 K) in calculations needed for the stability of numerical derivatives and error budget estimations.

2.3. Absorption Models

We use three modifications of the microwave propagation model (MPM) by Rosenkranz and Liebe [31]. The first of them is the default version provided in [32]. The model is widely known [30–32] and used in radiation transfer modeling and retrieval. We refer to this version ([32]) as to MPM1. In this version, the resulting absorption coefficient is a sum of absorption coefficients for water vapor, nitrogen and oxygen. The versions differ only by the molecular oxygen absorption. To explain the difference some intricacies of the MPM need to be explained first. In remote sensing applications, MPM is often utilized only as a reference (precise) model and rarely used directly in retrieval because it is rather expensive computationally, but from the spectroscopic perspective the model has a fair share of approximations.

The microwave oxygen spectrum is formed by a large number of the spectral lines corresponding to the so-called “fine structure transitions”. Most of these lines are observed
in the 40–80 GHz range. Under tropospheric conditions, the lines form an irregularly shaped band with maximum absorption near 60 GHz. The main feature of the oxygen absorption in this band is the strong influence of the collisional coupling (or line mixing) effect [34]. The shape of the band depends on the collisional-relaxation operator matrix $W$. The size of the matrix is equal to the number of the transitions taken into account, the diagonal elements contain pressure broadening (real part) and pressure shifting (imaginary part) of the corresponding spectral line. Off-diagonal elements show the “strength” of the coupling between the respective lines. The elements of the matrix $W$ can be calculated ab initio [35], through analytically derived collisional cross sections or basic rates [36], or derived by numerical methods from the observed absorption profiles as it was done for the MPM [37–39], in these cases, a priori experimentally measured line parameters are used. A more thorough explanation of this is far beyond the scope of the paper but it could be found in the paper [40]. The exact expression for the absorption coefficient [36,41] includes inversion of the matrix expression where the only non-diagonal term is $PW$ (the discussed matrix $W$ multiplied by the gas pressure $P$). If there is no collisional coupling between the lines, $W$ is diagonal and the spectra turns into a sum of Van Vleck—Weisskopf shapes [42,43]. When collisional coupling takes place, i.e., when off-diagonal $W$ elements are nonzero, the resulting absorption profile can be significantly different.

Matrix inversion can be treated by using a perturbation approach. As a result, it allows us to use convenient and easy to compute analytical expressions for the absorption coefficient. These analytical expressions are used in the corresponding ill posed problem of the estimation of the $W$ elements (or rather the values derived from them, so called mixing-coefficients which are used in the absorption calculations directly). In MPM1 [32] the perturbation up to the first order is assumed. The first-order terms are responsible for the major part of the collisional coupling effect on the 60 GHz band shape, which is near 18% of the maximum absorption in surface level conditions.

In [40], corrections up to the second-order were given. Even at 1000 mBar pressure, the magnitude of the contribution of the second order terms is only 1–2% of the maximum absorption. In [44], the second order coefficients were obtained. This was done by the modified Twomey-Tikhonov method (ill-posed problem treatment), previously used only for the first-order coefficients [37]. Note two important features of mixing coefficients:

- They are a self-consistent set (i.e., one cannot just change only first- or only second-order coefficients as they are all calculated from the relaxation matrix).
- They are strongly connected with the primary parameters such as lines’ broadening coefficients and central frequencies, which are measured independently [31,45].

The most precise and up-to-date values of the first- and second-order coefficients together with their dependences on temperature are given in [46]. This version we will denote as MPM2. Besides the mixing coefficients defining the shape of the band, the question of the band intensity value was also raised in the study [46]. According to the analysis of the measurements data for the oxygen line at 118 GHz, the band intensity should be scaled to a factor of 1.00433. So, we denote the model with the oxygen absorption coefficient scaled this way as MPM2a.

At the current stage of the development, the models MPM2 and MPM2a are up 40 times more computationally expensive than MPM1. This is probably due to lack of optimization. That is why auxiliary computations (see Discussion section) are made using MPM1. The code of the models was altered to enhance the precision of the operations, i.e., 4-byte representation of floats was changed to 8byte.

2.4. Data Filtering

As was noted, we consider only those pairs of simultaneous microwave and radiosonde measurements when radiosonde profiles reach 15 km. We also apply a routine quality control, sanity and rain checks to microwave data. To distinguish clear-sky cases we use microwave data. First, we filter out the cases with retrieved LWP values more than 25 g/m². Second, we reject the cases when the standard deviation of brightness
temperature in the 31.4 GHz channel exceeds 0.5 K [47]. As a result, only 664 cases satisfy the clear sky criteria out of total 2235. After the simulation, we post-process the difference between the simulated and measured brightness temperatures. Following [24], in order to remove outliers (e.g., possible obstructions, undetected radome problems) we filter out the cases when this difference is larger than three standard deviations with respect to the mean difference. As a result of the post-processing, the dataset consists of 642 cases.

3. Results

The main result of the presented work is the database of simulated and observed spectra. The scatter plot of the database is shown in Figure 1. It compares the measured brightness temperatures with the simulation results. The MPM2 results are not presented in the plot as they are close to the MPM2a results. Figure 2 demonstrates the mean differences between the spectra observed (at zenith measurements) and the simulated spectra corresponding to different absorption models. The standard deviation (SD) of each difference is plotted in Figure 3. Note that the SDs for different models are almost indistinguishable on the scale of the graph.

From Figure 2 one can see little difference between the models in the 22–32 GHz band because they differ only in oxygen absorption, whereas water vapor absorption is dominant in this band. At these frequencies, the mean difference (MD) varies in the range (−0.6 K, +0.8 K). Being opaque, the channels at 55–58 GHz show low values |MD| < 0.2 K for all models (see Discussion). The main difference between the models can be seen in the first 3 channels on the slope of the oxygen line (51.26, 52.28, and 53.86 GHz). These channels represent the less opaque part of the band. The absolute values of mean differences in these channels (in Figure 2) are higher than the corresponding standard deviations of the differences (in Figure 3) for all the models. Thus, we can conclude that the MPM1 simulations overestimate $T_b$, while MPM2 and MPM2a underestimate it. Note also that the SD values of the differences for all the models are almost indistinguishable by at least 3 times the standard deviation of the measured brightness temperature shown in Figure 3. This shows that the simulation is viable. The SDs of the differences in Figure 3 are caused by the random error in the atmospheric profile. The nature of the error includes the objective difference (due to 7 km distance between the sites) between the profiles measured by the microwave instrument and the radiosonde and the uncertainty in radiosonde measurements.

Following [24] we calculated the excess kurtosis and skewness [48] for the difference between the measured and simulated $T_b$. Those are the fourth and the third standardized moments correspondingly, which quantify if a random variable distribution is close to normal distribution. For a normal distribution, both values are 0. Table 1 lists kurtosis and skewness for the $T_b$ difference at zenith measurements. We do not specify the model here, as the difference between the models is less than 0.01 for any value. According to the criteria in [24], if the kurtosis and skewness are within the [−1, +1] interval, one can consider the distribution of the variable to be a fair approximation of the normal distribution. All the channels in Table 1 satisfy this criterion.
Figure 1. The scatter plot of measured and simulated brightness temperature. Each marker represents one clear sky case. Blue x-markers correspond to MPM1 simulations, while red +-markers depict MPM2a simulations.
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Figure 2. The mean difference between measured and simulated brightness temperature in clear sky conditions. The simulations use different absorption models (MPM1, MPM2, MPM2a).

Figure 3. The corresponding standard deviation of the difference between measured and simulated spectra. Standard deviation of measured brightness temperature in clear-sky cases (black squares).

Table 1. Kurtosis and skewness for the Tb difference at zenith measurements.

| Channel (GHz) | 22.24 | 23.04 | 23.84 | 25.44 | 26.24 | 27.84 | 31.4 |
|---------------|-------|-------|-------|-------|-------|-------|------|
| Kurtosis      | 0.62  | 0.7   | 0.59  | 0.55  | 0.35  | -0.15 | -0.41|
| Skewness      | -0.15 | -0.13 | -0.21 | -0.15 | -0.22 | -0.1  | 0.07 |

| Channel (GHz) | 51.26 | 52.28 | 53.86 | 54.94 | 56.66 | 57.3  | 58   |
|---------------|-------|-------|-------|-------|-------|-------|------|
| Kurtosis      | 0.39  | 0.22  | -0.06 | 0.12  | 0.23  | 0.21  | 0.29 |
| Skewness      | -0.29 | -0.05 | -0.01 | -0.17 | -0.21 | -0.21 | -0.26|

Figure 4 shows the MD values in scanning results for all but the lowest elevation angle (5.4°). This angle was excluded as we suspect a contamination of the beam (some anomalies in the 2016 data) of the device at this angle. The results for MPM2 are not shown as they are very similar to the MPM2a results. The scanning data for zenith direction (blue markers in Figure 4) is almost the same as the zenith measured data (Figure 2). This demonstrates constancy between two modes of measurements. With the decrease of the elevation angle, the 22–32 GHz band becomes more underestimated. The same tendency can be observed in the 51–60 GHz band but the behavior is more complex. In particular, opaque channels are influenced much less. The absolute value of MD in the 53.86 GHz
channel decreases with angle while the sign of the value doesn’t change. For the MPM1 results, the decrease in the angle leads to lower overestimation although the 51.26 GHz channel becomes underestimated at low angles. The MPM2a results do not show a clear tendency concerning angle change.

**Figure 4.** The mean difference between measured and simulated brightness for elevation scanning data (in clear sky conditions). The simulations use different absorption models.

The SD of the $T_b$ differences in scanning results is shown in Figure 5. Apparently, there is no difference between the MPM1 and the MPM2a results. In the 22–32 GHz band, the decrease of the elevation angle leads to an increase in the standard deviation. For the 51–60 GHz band the same tendency can be observed for all the channels except the first two but the relative increase is smaller. Overall, it is clear that the simulation of the elevation scanning is a challenge for the simulation.
Figure 5. Standard deviation of the difference between measured and simulated spectra for elevation scanning data (in clear sky conditions). The simulations use different absorption models.

4. Discussion

The above results are straightforward but raise some questions: What causes the observed MDs at 51–54 GHz? Are they due to spectroscopic error or other factors? Thus, before discussing the results, we consider the error budget and give the corresponding estimates.

First, there may be a systematic bias between the temperature profiles above HATPRO and radiosonde profiles due to, for example, the distance (7 km) between the HATPRO site and the aerological station. Nevertheless, the possible changes in the profile cannot cause the disturbance of $T_b$ at 51–60 GHz in the form shown in Figure 2. To demonstrate this in a more formal manner one should consider the linearized model (1) for the channels in the 51–60 GHz band. Here, we will limit ourselves to the analysis of simulations using the MPM1 model. To consider (1) as a function, we parametrize the temperature profile as a piecewise-linear function on an altitude grid, so that the values at the knots determine the profile. We make use of the HATPRO retrieval grid with an addition of 5 more knots (one knot per km up to 15 km). Thus, we have 44 knots in the grid. It is important to note that the number of knots is not high (i.e., less than 100) to simplify the demonstration. We linearize the model (1) near the mean atmospheric profile. The resulting derivatives form a $7 \times 44$ matrix $K$ (7 channels and 44 grid
knots). The singular value decomposition of that matrix \( K = U \Sigma V^T \) where \( U (7 \times 7) \) and \( V (44 \times 44) \) are orthogonal matrices, and \( \Sigma \) is a rectangular diagonal matrix \( (7 \times 44) \) with singular values at main diagonal. The columns of \( U \) are left-singular vectors while the columns of \( V \) are right-singular vectors. The decomposition helps us to see how and which disturbances in the spectra (left-singular vectors) are caused by the disturbances in the profile (right-singular vectors) \[49\]. The singular values of \( K \) are listed in Table 2. One can see that the smallest value is more than \( 10^3 \) times smaller than the largest one. Let’s consider the observed spectral difference in the basis consisting of left-singular vectors of \( K \). The left-singular vectors corresponding to small singular values are the spectral distortions the temperature profile cannot produce (in a practical sense). One can see (Table 2) that the projection onto the directions corresponding to the smallest singular values is significant.

Table 2. Singular values of \( K \) in descending order and the corresponding components of MPM1 spectral difference in left-singular vector basis.

| Index | 1       | 2       | 3       | 4       | 5       | 6       | 7       |
|-------|---------|---------|---------|---------|---------|---------|---------|
|       | Singular values \([K/\degree C]\) | 0.43    | 0.14    | 0.04    | 0.01    | \(4.41 \times 10^{-3}\) | \(6.87 \times 10^{-4}\) | \(1.6 \times 10^{-4}\) |
|       | MPM1 difference in the basis of left-singular vectors \([K]\) | 0.63    | −1.21   | −0.86   | −0.087  | −1.61   | 0.58    | 0.39    |

So, to produce such a projection (0.39 K) on the left-singular vector, the projection on the corresponding right-singular vector should be \(0.39/1.60 \times 10^{-4} = 2437.5 \degree C\). Using the properties of orthogonal transformations, we can conclude that such a projection means at least \(2437.5 \degree C/\sqrt{44} = 367.4 \degree C\) deviation in temperature at some altitude level. Which is far beyond possible uncertainties in the temperature profiles. Thus, a possible bias between the temperature profiles above HATPRO and radiosonde profiles cannot cause the disturbance of \( T_b \) at 51–58 GHz in the form shown in Figure 2.

Second, let us consider the model defects that are primarily caused by the approximations in (1). Below, we investigate the influence of bandwidth and beamwidth on \( T_b \) simulations. The topic in general is well covered in \[49\]. The work makes the estimates of the influences depending on elevation angle, bandwidth and channel’s central frequency. However, the figures in the paper are aimed to represent the extreme values, while the HATPRO configuration values lie in the “green” area, so it is hard to determine exact values. Therefore, below make estimates for the special case of the HATPRO measurements. The estimation is performed using the MPM1 model as enables relatively fast simulations (using 20 core workstation). We assume the estimations for the other propagation models are roughly the same, as the relative difference between the models is small.

The half power beamwidth (HPBW) of the HATPRO antenna system is 3.7° for 22–32 GHz and 2.2° for 51–60 GHz (see \[27\]). The finite antenna resolution should be taken into account for simulations at very low elevation angles \[50\]. To assess the influence of the beam width in our simulations, we estimate the difference between the pencil beam model (1) and the model taking the beamwidth into consideration as:

\[
T_b(v, \theta) - \int T_b(v, \theta) \psi(\theta) d\theta \approx -\frac{\partial^2 T_b}{\partial \theta^2} \frac{\Delta \theta^2}{16 \ln 2}
\]

where \(-\partial^2 T_b / \partial \theta^2\) is the second derivative of (1) with respect to the elevation angle (obtained numerically) and \(\Delta \theta\) is antenna’s HPBW. In the derivation of (4) we consider the integral of \( T_b \) with antenna gain function \( \psi \) while \( T_b \) is approximated via a 2th Taylor polynomial. The gain function is assumed to be Gaussian with the variance \( \Delta \theta / \sqrt{8 \ln 2} \). Figure 6 shows the mean and standard deviation of the estimate (4) for the angles used in the current work. The model defect causes noticeable underestimation (up to 1.4 K) of the results in Figure 4 in the 22–32 GHz band at 10.2° elevation angle while at 19.2° the underestimation is less than 0.4 K. Nevertheless, it doesn’t change the overall picture. As for the 51–60 GHz band simulations, the pencil beam calculations are accurate up to 0.12 K for all angles.
The influence of receiver bandwidth is estimated by a straightforward numerical integration. Without information about the precise filter shape of the channels we consider them to be rectangular. Our calculations show that the accuracy of monochromatic simulation is 0.15 K due to the HATRPO design. The latter is especially relevant for the 51–60 GHz band due to the presence of multiple narrow absorption peaks in the band. Figure 7 depicts mean and standard deviation of the difference (defined following [49]) between the monochromatic and the model with the bandwidth taken into account.

Figure 6. Means and standard deviations of estimation (4) for different elevation angles in clear-sky conditions. The estimation made using MPM1 absorption model.

Figure 7. Means and standard deviations of the difference (defined following [50]) between monochromatic and the model taking the bandwidth into consideration for clear-sky conditions. The estimation was made using MPM1 absorption model. The stars depict the placement of HATPRO channels. The star is placed on the curve corresponding to the channel width.

Thus, the error budget estimated above cannot explain the results shown in Figure 1. The main reason of MDs at 51–54 GHz seems to be due to the spectroscopic error.

Figures 2 and 4 have channels with small MDs in the 51–60 GHz band. This, however, does not mean that the mismatch of the absorption coefficient in these channels is small compared to the other channels. The difference in absorption coefficients between MPM2a and MPM1 models at 1000 mBar is demonstrated in Figure 8. The absorption difference is even larger for the 56–60 GHz channels. These channels are opaque, which means that the value of opacity (2) at the upper boundary $z_\infty$ is high. The behavior of the opaque
channels is governed by the fundamental properties of (1). There exists a mathematical fact following from basic properties of integration:

\[
\int_{z_0}^{z_\infty} \frac{\alpha}{\sin \theta} \cdot T(z) \cdot \exp(-\tau(z, \theta))dz = T^* \cdot \int_{z_0}^{z_\infty} \frac{\alpha}{\sin \theta} \cdot \exp(-\tau(z, \theta))dz = T^* \cdot [1 - \exp(-\tau(z_\infty, \theta))]
\]

where \(T^*\) is a value in the temperature profile, i.e., \(T^* = T(z^*)\), while \(z^*\) belongs to the \([z_0, z_\infty]\) interval. For the opaque channel, the exponent in the right-hand side of (5) is almost zero. Thus, for the channel, (1) is equivalent to the weighted average of the atmospheric profile. The largest contribution to the integral in the second term in (1) is made by the atmospheric layer, for which the opacity (2) is low. Therefore, \(T_b\) in the opaque channel is average of the near surface layer. The characteristic height of this layer corresponds to the altitude with high enough opacity.

![Figure 8. The difference in absorption coefficients between MPM2a and MPM1 models at 1000 mBar. Red dots indicate the frequencies of HATPRO channels.](image)

Note that for opaque channels, the change in absorption manifests itself in \(T_b\) only if there is altitude dependence in the temperature profile, which is always the case in troposphere. The more opaque (the thinner the layer) the channel, the less sensitive it is to a change in absorption. The small (relative) mismatch in absorption causes small relative changes in the effective height of the layer. However, the fact that the layer is thin makes the change in \(T_b\) even smaller, as the change of the temperature in the layer with a change in altitude is small. This can be illustrated by a purely artificial example where the absorption is constant and temperature steadily declines with altitude. In this case, (1) takes the form:

\[
\int_{0}^{z_\infty} \alpha \cdot (T_s - g \cdot z) \cdot \exp(-\alpha z)dz \approx T_s \cdot \frac{\Delta \alpha}{\Delta},
\]

where \(T_s\) is the surface temperature, and \(g\) is the rate of temperature decline. In (6) all exponents with opacity at the \(z_\infty\) level are neglected. A small change in the absorption coefficient \(\Delta \alpha\) will lead to \(-\Delta \alpha \cdot g/\alpha^2\) change in the brightness temperature. Thus, a more opaque case (a greater \(\alpha\)) demonstrates a smaller change in \(T_b\).

Let us discuss the results presented in Figures 4 and 5. At lower elevation angles, some channels are opaque. To refrain from speculation, we estimated the altitude at which the opacity reaches 3 depending on frequency (see Figure 9). This opacity value means that the atmospheric signal coming from above this altitude, is attenuated approximately 20 times when it reaches the receiver. The estimation is made with the MPM1 model using average atmospheric profiles for clear-sky cases. The estimate shows that the channels 54–60 GHz are opaque regardless of the elevation angle. These channels demonstrate lower
MDs in Figures 2 and 4. The channel at 53.86 GHz is opaque for all angles except 90°. The channel at 52.28 GHz is opaque only at 10°. Note the significant decrease in the SD of the difference in this channel at 10° in Figure 5. When the absorption increases with the decrease of the angle, the absolute value of MD gradually decreases. This can be observed in the 52.28 GHz and 53.86 GHz channels.

![Figure 9](image_url) The altitude that correspond to \( \tau = 3 \) versus on the frequency and elevation angle. Black dots indicate the frequency of HATPRO channels.

The results presented in Figures 2 and 4 are impacted by systematic error in atmosphere profiles. It is reasonable to expect that the error is the most pronounced in near surface layers. The MD in the most opaque channel (58 GHz) should point to this error. However, the MD in this channel is less than 0.3 K, which is below the stated absolute radiometric accuracy of HATPRO [27]. So, we can conclude that the systematic error in temperature does not exceed 0.3 K at least at lower altitudes, although the SD of the difference in opaque channels shown in Figure 5 is up to 1.5 K. This indicates random error in temperature that is localized at lower altitudes. The SD increases with the decrease of the angle as the effective layer becomes thinner and the error affects the simulations more.

It is apparent from Figure 4 that the mismatch in the absorption profile changes with the angle. Namely the MDs in the 51.26 and 52.28 GHz channels seem to shift towards underestimation (“upwards” in Figure 4). This can be explained by cloud contamination. Unfortunately, we are unable to detect cloudy conditions during the angle-scanning mode. The contamination is hard to characterize. The number of cloud cases may not increase with the decrease of the elevation angle. However, it is likely to shift the MDs only in the direction of underestimation. The effect simulating cloud contamination in the 51–60 GHz band is shown in Figure 10. The cloud was simulated as a layer with certain LWC (liquid water content) that corresponds to 50 g/m² LWP. The contamination is most likely the cause of the increase of MDs with an angle decrease in the 22–32 GHz band as the presence of a cloud also brings humidity, which may be absent in radiosonde data.

We can conclude that due to possible cloud contamination the results presented in Figures 4 and 5 are less valuable in terms of representing spectroscopic error. Moreover, at lower elevation angles, the channels are more opaque, hence they are less sensitive to the mismatch in absorption model. However, these results further demonstrate the validity of the simulation, as the behavior observed falls within the expectations.
The obtained results demonstrate that there is no systematic difference more than 0.3 K between the radiosonde measurements and the real temperature profile on the line of sight of the HATPRO, at least at low altitudes.
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**Figure 10.** The difference between simulation with cloud and without it. Red circles indicate the frequencies of HATPRO channels.

5. Conclusions

Thus, we have analyzed the difference between the observed and the simulated microwave spectra obtained from more than 4 years of microwave and radiosonde observations over Nizhny Novgorod (56.2° N, 44° E). In the case of zenith-measurements in clear-sky conditions, we found a systematic bias (up to ~2 K) of the simulated spectra at 51–54 GHz frequency band. The sign of the bias depends on the absorption model. A thorough investigation of the error budget points to a spectroscopic nature of the observed differences. It is important to understand that possible spectroscopic error is not localized in the 51–54 GHz band, we are only capable to see its manifestation in this band.

The scanning results proved to be less valuable for investigation of the spectroscopic error for two reasons. First, with the decrease of the elevation angle, more channels become opaque, which makes them less sensitive to the manifestation of spectroscopic error. Second, there is possible cloud contamination in this data, as we cannot control the presence of clouds in scanning data.

The obtained results demonstrate that there is no systematic difference more than 0.3 K between the radiosonde measurements and the real temperature profile on the line of sight of the HATPRO, at least at low altitudes.
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