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Abstract
With the rapid development of data centers in smart cities, how to reduce energy consumption and how to raise economic benefits and network performance are becoming an important research subject. In particular, data center networks do not always run at full load, which leads to significant energy consumption. In this article, we focus on the energy-efficient routing problem in software-defined network-based data center networks. For the scenario of in-band control mode of software-defined data centers, we formulate the dual optimal objective of energy-saving and the load balancing between controllers. In order to cope with a large solution space, we design the deep Q-network-based energy-efficient routing algorithm to find the energy-efficient data paths for traffic flow and control paths for switches. The simulation result reveals that the deep Q-network-based energy-efficient routing algorithm only trains part of the states and gets a good energy-saving effect and load balancing in control plane. Compared with the solver and the CERA heuristic algorithm, energy-saving effect of the deep Q-network-based energy-efficient routing algorithm is almost the same as the heuristic algorithm; however, its calculation time is reduced a lot, especially in a large number of flow scenarios; and it is more flexible to design and resolve the multi-objective optimization problem.
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Introduction
With the rapid development of modern information technologies such as cloud computing, big data, Internet of things, and edge computing, more and more studies about smart city have emerged. It emphasizes the cooperation and coordination of urban management and achieves the deep integration of industrialization and informationization. As the physical carrier of cloud computing and big data, data centers play an important role in smart cities. The data center network undertakes the function of data transfer and exchange in the data center.

Data center networks target high performance and high reliability which often have numerous redundant links and excessive link bandwidth. Network devices typically operate 24/7 at full capacity, consuming a large amount of energy. However, the utilization of network equipment is low for the most time, resulting in extremely low network energy efficiency. Therefore, there is an urgency to study an efficient data center network energy-saving mechanism to save energy while ensuring network performance.
The energy-saving mechanisms of the current data center networks can be divided into two types: device sleep (DS)\(^4\)\(^{-11}\) and adaptive link rate (ALR)\(^12,13\). The DS-based energy-saving mechanism is based on the point that dynamically sleeping the switches and links are not needed to be active, whereas the ALR-based energy-saving mechanism can dynamically assign the bandwidth for flows and it is through minimizing the link rates to save the energy. The switches account for the majority of energy consumption of data center network. This article focuses on the DS-based energy-efficient routing technology. For example, Heller et al.\(^4\) presented Elastic Tree method, which dynamically adjusts the set of active nodes and links. While minimizing the energy consumption, it can handle traffic surges and have a good ability of fault tolerance. After software-defined network (SDN) technology is applied in the Data Center Networks, new performance needs will come together.

In order to better manage data center network resources and improve energy consumption and service quality and network performance, more and more data center networks are beginning to adopt SDN technology. SDN decouples the control plane and data plane of the network device. The control plane uses a dedicated controller to provide unified and flexible control over the network. The forwarding device of the data plane is simplified and only needs to forward data according to the flow table sent by the controller. Therefore, SDN can greatly simplify network management and improve network resource utilization. Obviously, within the SDN-enabled network, the controller is responsible for the issuing of the switch flow table, which is very important in the network.

There is a dedicated control path between the switch and the controller. The control path can be divided into two modes: out-of-band\(^14\) and in-band control modes.\(^15\)\(^{-17}\) The out-of-band control mode has a special control link, which does not require the special calculation of the control path. In the in-band control mode, the control information and the data information can share the links, so the control path needs to be calculated. Although out-of-band control mode has less latency and better fault tolerance than in-band control mode, it requires an additional budget to create additional paths. At the same time, the switches still need to add new ports and protocols. So in this article, we choose the in-band control mode. Considering the control delay problem, the switch generally selects the shortest paths as the alternative control path. The control path needs to share the links with data path. Therefore, when studying the energy-saving routing problem, it is necessary to coordinate the data path and the control path energy consumption.

Besides, when the size of network is large, one controller’s ability may not support it to process the request information of the switches in a timely manner, so the control plane can be composed of multiple controllers. Then, every switch can select one from controllers, the corresponding control path will be different, and the load of the controllers may be different. So in order to guarantee the performance of the control plane while saving energy, we use the load balancing of the controllers as another network optimization objective.

In summary, it is needed to design an algorithm to choose the appropriate data path for every flow and control path for every switch to obtain the dual goals of energy savings and load balancing between controllers.

The energy-saving routing problem is usually modeled as a mixed-integer linear programming problem. There is a large number of network flows and switches, and there are several optional paths for each flow and switch, so the solution set of the optimization problem is very large. The existing literature separately calculates the data path and control path. Wu\(^17\) proposes an energy-efficient routing strategy, which uses a heuristic algorithm to coordinatively calculate the paths for the switches and data traffic. However, the proposed dual optimal problem has a very large solution space, and heuristic algorithms are close to traversal and they will need a certain time. Moreover, there are many bursts on the network, and the actual network paths need to be calculated in time.

During the last few years in the academic field, much attention has been paid to deep reinforcement learning (DRL). This combines the perception ability of deep learning (DL) with the decision-making ability of reinforcement learning (RL) to achieve complementary advantages, and it is used in many fields,\(^7,18\)\(^{-20}\) such as language processing,\(^19,20\) vehicle,\(^21\) traffic signal time planning,\(^22\) resource management,\(^23\) energy efficiency,\(^24\) and communications and networking.\(^7,18\)

DeepMind’s deep Q-network (DQN) algorithm (2013, 2015)\(^27\) is the first successful algorithm of DRL for combining DL and RL. It uses a deep network to represent the value function, which is based on Q-Learning, to provide target values for deep networks, and to constantly update the network until convergence. DQN algorithm can get a good result just through training part of the states. Therefore, we attempt to solve this energy-saving problem using a DRL algorithm with high-dimensional data processing capability.

In summary, for the software-defined data center network in the in-band control mode, we mainly study the problem of energy-saving routing. Our main contributions are twofold:

1. We propose a dual objective optimization problem of energy-saving routing and load balancing between controllers.
2. We model the optimization problem as a Markov decision process (MDP) and propose a deep Q-network-based energy-efficient routing (DQN-EER) algorithm. It only trains part of the states to collaboratively obtain the optimal data path and control path, and simultaneously processes the traffic in batches instead of sorting sequentially. The computation efficiency and timeliness are greatly improved.

The rest of the article is organized as follows: Section “Related work” analyses related works. Then, the dual-objective optimization problem is presented in section “Model of network system,” and we propose the DQN-EER algorithm to solve the problem in section “DQN-based energy-efficient routing algorithm.” The simulation results are presented to verify the feasibility and effectiveness of the proposed approach in section “Simulation and results.” Finally, the conclusion is given in section “Conclusion and future work.”

Related work

This article focuses on energy-saving routing problems based on the DS-based energy-saving mechanism. In the existing studies, the network flows are aggregated in the subset T of the network topology G with constraints of network performance. The devices and links in the T/G are dormant, thereby achieving energy-saving effects. The routing problem can be modeled as a multi-commodity flow problem, and the complexity of the solution is NP-hard. This problem can be solved using the optimization problem-solving tool. However, the tool is very expensive. When the network size is slightly larger, and it takes 10 h or more, hence most of the existing feasible solutions are solved by heuristic methods. Most of the current works model the problem as a mixed-integer linear programming problem and propose a heuristic algorithm. The elastic tree-based routing method proposed in Heller et al. and the routing method based on energy consumption characteristic curve generally calculate energy-saving routing according to network load. Chen et al. proposed a time-efficient energy-aware routing algorithm, which reduced the number of used links, and considered the temporal variation in demand. Al-Tarazi and Chang considered the load balance of network. After SDN technology is applied in the Data Center Networks, new performance needs will come together. The above references do not consider the case when the control paths and the forwarding traffic routing share the physical network resources. Shang et al. formulated the network in the in-band control mode and proposed a heretical method for the energy efficiency. Wu proposed a heuristic energy-efficiency routing algorithm based on dynamic weight of nodes, in which data plane control paths and data traffic routing were coordinated. The energy-saving working path was obtained by iteratively updating the dynamic weights, thereby reducing the energy consumption of the network.

Currently, there are many attempts to solve such kind of problem in addition to heuristic algorithms. Moreover, DQN is value-based and can be updated in a single step. This structure only needs to input a state and then output the Q-value of all actions, which is suitable for scenes with small action spaces. Other DRL algorithms, such as A3C and deep deterministic policy gradient (DDPG), are both strategy and value algorithms, suitable for continuous action space. In the routing algorithm in this article, we can design a few actions. Therefore, we apply DQN to solve the routing problem of the data center network to achieve energy savings and improve the network performance.

Model of network system

Model of data center network

The data center network is an undirected graph and can be modeled as $G(V, E, C)$, where $V$ is the set of switches, $E$ is the set of links, and $C$ is the set of controllers. The set of traffic that needs to be transmitted is defined as $K = \{k_1, k_2, \ldots, k_i, \ldots, k_m\}$, where each flow $k_i \in K$ includes the following parameter $k_i = (s_i, d_i, bi)$, $s_i, d_i$ indicate the source and destination nodes separately, and $bi$ indicates bandwidth requirements, which need to be guaranteed.

The energy consumption of SDN network equipment with a small load impact is similar to that of traditional network equipment. Therefore, the impact of traffic load parameters on energy consumption can be neglected in a high-bandwidth and low-latency data center network. This simplifies the network energy consumption (NEC) model. The total NEC is directly related to the number of active switches and the number of links. The calculation formula for NEC is shown in equation (1)

$$NEC = E_{base} \sum_{v \in V} x_v + E_{link} \sum_{e \in E} y_e$$

where $x_v$ represents the state of the switch $v$, and $y_e$ indicates the state of the link $e$, both of which have two values: 1 or 0, where 1 means active, 0 means dominant. $E_{base}$ and $E_{link}$ are separately the energy consumption of the device and the energy consumption of the link resource configuration. Since current “rich-connected” data center network topologies typically use homogeneous switch interconnect servers, it is assumed that the SDN switches used by the data center network have inherent energy consumption $E_{base}$ and all link...
energy consumption is $E_{\text{link}}$. Based on the NEC model, an energy-efficient routing algorithm is designed to control the number of devices and links to achieve an ideal energy consumption state.

Suppose there are $l$ flows, the set of flows is $K = \{k_1, k_2, \ldots, k_i, \ldots, k_l\}$. In order to facilitate subsequent data center network routing optimization, we first use depth-first traversal (DFS) or breadth-first traversal (BFS) for each flow to find all their shortest paths, represented by a set with $p_i \in P_i(i = 1, 2, \ldots, l)$, where $p_i$ represents one possible path of the flow $k_i$, where the start and end points are, respectively, $s_i$ and $d_i$.

\[ P_i = \begin{pmatrix}
    s_1 & \cdots & d_i \\
    s_i & \cdots & d_i \\
    \vdots & \ddots & \vdots \\
    s_i & \cdots & d_i
\end{pmatrix} \]  

(2)

The possible control path for each switch $v_i \in V$ which choose the controller $c_j$ is represented as $v p_{i,j} \in VP_{i,j}$.

**Problem formulation**

The topology design of the data center network has high redundancy. In this article, we calculate the traffic-aware energy-saving routing by considering both the transmission paths of flows and the control paths of switches. In addition, the influence of the load balancing between the controllers in the in-band control mode is also considered. The weighted sum of NEC and controller load balancing is the objective function of the optimization strategy

\[ s^* = \arg \min_{s} (\alpha \text{NEC}' + \beta \text{AB}') \]  

(3)

\[ \text{NEC}'_{c_j} = \frac{\text{NEC}_{s_j} - \min_{1 \leq j \leq n} \{\text{NEC}_{s_j}\}}{\max_{1 \leq j \leq n} \{\text{NEC}_{s_j}\} - \min_{1 \leq j \leq n} \{\text{NEC}_{s_j}\}} \]  

(4a)

\[ \text{AB}'_{c_j} = \frac{\min_{1 \leq j \leq n} \{\text{AB}_{s_j}\}}{\max_{1 \leq j \leq n} \{\text{AB}_{s_j}\} - \min_{1 \leq j \leq n} \{\text{AB}_{s_j}\}} \]  

(4b)

\[ \text{AB} = \sqrt{\sum_{c=1}^{[C]} \left( \sum_{v \in V} \lambda_{v,c} - |V|/|C| \right)^2 / |C|} \]  

(4c)

With constraints

\[ \sum_{c \in C} \lambda_{v,c} = 1, \forall v \in V \]  

(5a)

\[ \lambda_{v,c} = \begin{cases} 
    1 & \text{if } c \text{ is selected to control } v \\
    0 & \text{else}
\end{cases} \]  

(5b)

\[ \sum_{p_i \in P_i} \gamma_{p_i} = \sum_{v \in V} \gamma_{vp_{i,j}} = \sum_{c \in C} \gamma_{sp_{i,j}} = 1, \forall k_i \in K \]  

(6a)

\[ \gamma_{p_i} = \begin{cases} 
    1 & \text{if } p_i \text{ is selected to route } k_i \\
    0 & \text{else}
\end{cases} \]  

(6b)

\[ \sum_{c \in C, v p_{i,j} \in VP_{i,j}} \gamma_{vp_{i,j}} = 1, \forall v_i \in V \]  

(7a)

\[ \gamma_{vp_{i,j}} = \begin{cases} 
    1 & \text{if } v p_{i,j} \text{ is selected to connect } c \text{ and } v \\
    0 & \text{else}
\end{cases} \]  

(7b)

\[ \sum_{n \in V} \sum_{k \in E} f_k^{uv} \leq \delta C_{uv}, \forall uv \in E \]  

(8)

\[ x_u x_v y_{uv} = 1, \forall uv \in E, \forall f_k^{uv} > 0 \]  

(9)

where in the objective function (3) and (4a)–(4c), AB is a standard deviation used to measure the load balancing effect between the controllers, and the variables $\text{NEC}'$ and $\text{AB}'$ are the normalized ones, and $\alpha$ and $\beta$ represent the ratio between the energy consumption and the load balancing, respectively, and $s$ represents one feasible solution of data paths and control paths, and will be included in the $S$ as one row of the solution matrix, which will be given in section “DQN-based energy-efficient routing algorithm.” Equation (5a) indicates that only one controller can be connected per switch. The symbol $\lambda_{v,c}$ represents the connection between the switch and the controller. Equations (6a) and (7a) indicate that only one path can be selected for each flow and control information of each switch, and equations (6b) and (7b) describe the selection relation between the flow and route, and selection relation between the switch and the controller. Formula (8) is the constraints of link capacity, that is, the bandwidth used by network traffic cannot exceed the available bandwidth of the link. In order to ensure the availability of the link, the available bandwidth of the link is $\delta$ times the link bandwidth capacity, and $(1 - \delta)$ times the link bandwidth needs to be reserved for the emergency. Equation (9) is a traffic deployment restriction. It indicates that the corresponding switch $uv$ and link $uv$ are active when the network flow is assigned to the link $uv$. The symbols $uv$ indicate the working state of switch, which are binary values, 1 means active, 0 means sleep; and $uv$ means the working state of the link, which is also a binary value, 1 means active, 0 means sleep.

Since the solution space of the network topology optimization problem is very large, it is not advisable to use a method that is close to traversal. The DRL algorithm only trains some state data to get better results. Therefore, for this problem, the DRL method can not only approximate the optimal solution well but also greatly improve the computational efficiency.
DQN-based energy-efficient routing algorithm

For the energy-saving routing optimization model established above, the DQN is adopted to seek the most energy-saving data path and control path for each flow from the network as much as possible while maintaining the load balancing between the controllers. We will describe these in two parts. First, we propose a DQN-EER algorithm architecture and describe the components and the interaction between them in the architecture where the design of the state, action, and reward are outlined. Second, the process of the DQN-EER is presented.

DQN-EER algorithm architecture

DQN-EER algorithm architecture is shown in Figure 1. RL algorithm mainly includes two parts: environment and agent. Moreover, the problem can be modeled as an MDP with a state space, action space, and reward function, which will be designed in the next part.

Although the RL algorithm can learn from the surrounding environment itself, it still needs to design the corresponding features manually for it to be able to converge. In practical applications, the number of states may be large and in many cases, the features are difficult to be designed manually. The neural network happens to have very good processing for massive data, so the neural network is considered to replace the matrix $Q$ of the Q-Learning algorithm. DQN algorithm is modified on the basis of Q-Learning, and it has been improved on three aspects: (1) using deep convolutional neural networks (CNNs) to approximate value functions, (2) using empirical replay to train the agent, and (3) setting up independent target networks to determine target values. Therefore, the architecture includes two components as indicated below.

Environment. As shown in the architecture of Figure 1, SDN-enabled data center network consists of switches, controllers, and the links. Our goal is to reduce energy consumption and improve network performance, such as load balancing between the controllers. Data center network is modeled as the environment of the RL algorithm. The state is used to describe the situation of the SDN-enabled data center network, which covers two elements that include the paths of the traffic and the controlling paths of the switches. It will be designed in the next part.

Agent. When the DQN is used in the system, the overall SDN controller 0 has a global view of the network and can collect the environment state. So it can be seen as the agent. Based on the observation, it can carry out an action to react to the current state and offer a flexible way of policy deployment. There are three main parts as below.

MainNet. The DQN algorithm model is a combination of a multi-layer neural network model and an RL model. A CNN is used to approximate the action value function. The value function is the cumulative discount bonus when the action $a$ is performed in the state $s$. The approximation method of the action value function uses a parametric nonlinear approximation as shown. For a $n$-dimensional state space $S$, the action space has $m$ actions, and the neural network is a function that maps it from the $n$-dimensional space to $m$-dimension. Given state $s$ as an input, vector $Q(s, a; \theta)$ of action values output, where the parameters of the network are $\theta$.

Replay buffer. The concept of experience replay in the RL algorithm is used when extracting training samples during neural network training. Replay buffer means that the observed state transition process is first stored. After the sample has accumulated to a certain extent, it is randomly sampled from it to update the network. The main reason is that the samples obtained by randomly exploring the surrounding environment by different flows are a sequence associated with time and have a correlation. Due to the temporal correlation, if the data are directly used as a sample for training and updating the $Q$-value, the system convergence will be greatly affected, thereby the random sampling method solves the time correlation problem. This random extraction approach disrupts the correlation between experiences and makes neural network updates more efficient. In summary, the replay buffer is a very
important part of DRL method, which greatly improves the system performance of DRL.

**TargetNet.** The DeepMind team proposed to set up a separate target network called TargetNet, which is the same as the current network model. As represented in Figure 1, the output of the current network MainNet is \( Q(s, a; \theta) \) used to evaluate the value function of the current state action pair; \( \hat{Q}(s, a; \theta^-) \) represents the output of TargetNet, where the Target\( Q \) value is obtained by Formula (10)

\[
TargetQ = r + \gamma \max_a \hat{Q}(s', d'; \theta^-) \tag{10}
\]

And the calculation formula of the loss function in the neural network is

\[
L(\theta) = E \left[ (TargetQ - Q(s, a; \theta))^2 \right] \tag{11}
\]

The MainNet parameters are updated according to the Loss Function and then the MainNet parameters are copied to TargetNet every \( C \) iteration. Therefore, the current network model is updated once every time it interacts with the environment, and the target network is updated once every several times, which reduces the correlation between the current \( Q \) value and the target \( Q \) value to some extent, thereby improving the stability of the algorithm.

**The interaction between environment and agent.** The problem can be modeled as a MDP with a state space, action space, and reward function. An agent is used to interact with the environment. Based on the observations, it learns to alter the behavior and action in response to the received reward. In this part, we construct three elements for the interaction between the Environment and Agent.

**State.** For the traffic \( K = \{k_1, k_2, \ldots, k_i, \ldots, k_l\} \), all possible data paths and the resulting control paths are calculated by the DFS algorithm under the constraints of Formulas (5)-(7). When each flow \( k_i (i = 1, 2, \ldots, l) \) selects different paths \( p_i \), the networks can be combined into different topologies. Let \( dp, dp \in DP \) represents one of the topological states, with a set \( DP \) representing all possible topological states

\[
dp = [p_1, \ldots, p_i, \ldots, p_l]
\]

\[
DP = [P_1, \ldots, P_i, \ldots, P_l]
\]

Define \( W, W \subseteq V \) as the set of all the switches that need to be activated in each possible topology \( dp \), with the number of activated switches as \( m \). One possible corresponding control path of \( w_j \) is represented as \( wp_j \). The corresponding control path of all the \( w_j \in W \) can

| Table 1. | The pseudo-code of constructing the state space. |
|----------|-----------------------------------------------|
| **Input:** | \( G(V, E, C) \), \( K \) |
| **Output:** | \( S \) |
| 1. for \( k_i \) in \( K \) | 2. Compute the path set \( P_i \) using the DFS algorithm. |
| 3. end for | 4. Get the possible path combination \( dp \). |
| 5. Get the set of possible path combinations \( DP \). | 6. for \( dp_i \) in \( DP \) |
| 7. Get the corresponding set of switches \( W \). | 8. for \( w_i \) in \( W \) |
| 9. Compute the control path \( wp_i \) using the DFS algorithm. | 10. end for |
| 11. Get the possible control path combination \( cp \). | 12. Get the set of possible path combinations \( CP \). |
| 13. for \( cp_j \) in \( CP \) | 14. \( s \leftarrow dp_i \cup cp_j \) |
| 15. \( S \leftarrow S \cup s \) | 16. end for |
| 17. end for | 18. return \( S \) |

be placed in a set of \( cp \). Each \( dp \) corresponds to several states \( cp \)

\[
cp = [wp_1, \ldots, wp_i, \ldots, wp_m]
\]

\[
CP = [CP_1, \ldots, CP_i, \ldots, CP_m]
\]

Then there may be more switches to be activated. For a newly activated switch, because it is the switch that is open on the control path, the same control path can be selected without having to activate other switches. We then update the collections of switches \( N \) and the set of corresponding control paths \( CP \).

Let \( s \) represent the set of one possible data path for every flow and one possible control path for every associated switch. And it is used as input to CNN in the DQN algorithm. \( s \) is stored in the set \( S \) in rows

\[
s = [p_1, \ldots, p_i, \ldots, p_l, wp_1, \ldots, wp_i, \ldots, wp_m]
\]

\[
S = [DP, CP]
\]

In order to better define the action space, we first sort all the data paths of the path space of each data stream and the corresponding control paths by row. The pseudo-code of constructing the state space of the environment is shown in Table 1.

**Action.** The agent focuses on mapping out the space of state to the space of action and in identifying the optimal policy. The action space for each possible combined state can be defined as \( a_i \). The size of the entire action space is 3, that is, there are three optional actions for each state.
where $-1$ indicates that the state $s$ moves up one line, 1 means move down, and 0 means unchanged.

**Reward.** The immediate reward is defined by analyzing the objective function

$$ r = \begin{cases} \frac{1}{\text{NEC}} + \frac{1}{\text{BEP}}, & \text{if meet the constraints} \\ 0, & \text{otherwise} \end{cases} \quad (12) $$

Since the objective function is to find the minimum energy consumption, and the smaller the energy consumption, the larger the reward, so the reciprocal of energy consumption can be immediately used as an immediate reward. For those that do not satisfy the bandwidth constraints (8) and (9), the immediate reward is 0.

**DQN-EER algorithm process**

DQN algorithm includes offline construction of the network phase and online DL phase.\(^2\)

The offline network construction phase. CNN is used to obtain the relationship between the pair of state action $(s, a)$ and the value function $Q(s, a; \theta)$, which is the cumulative discount reward when performing the action $a$ in the state $s$. Offline construction requires the accumulation of sufficient value estimates and corresponding samples $(s, a)$ and uses relay memory to smooth the training process.

The online DL phase. The $\epsilon$ greedy strategy is used to select actions $a, \epsilon$ of which randomly select actions, and $(1-\epsilon)$ of which choose the action with the largest estimated value $Q$. In the interaction with the environment, the immediate reward $r$ and the next state $s'$ are observed. Then the state transition $(s, a, r, s')$ is stored in the replay buffer, and finally some of which are sampled from the replay buffer to update the CNN parameters.

Then, the implementation process of DQN-EER algorithm in software-defined data center network is given in this part. The flow chart of DQN-EER algorithm is shown in Figure 2, and the steps are as follows:

1. Initialize the replay buffer and set the minibatch (the number of samples collected in a training session);
2. Initialize state $s$ randomly;
3. On the basis of the current state $s$ select an action $a$, then obtain the corresponding reward value $r$, and the state $s'$;
4. Then save the relevant parameters $(s, a, r, s')$ in the replay buffer;
5. Check whether the amount of data stored in the memory pool exceeds minibatch. If not, go to 6; otherwise, perform the following steps:
   a. Randomly select some samples from the replay buffer;
   b. Use the randomly taken sample state $(s, a)$ as a training sample of MainNet, and obtain the $Q$ value in the corresponding state;
   c. Calculate the $TargetQ$ value corresponding to the $Q$ value according to the Formula (12);
   d. Train the neural network using the $Q$ value and the $TargetQ$ value using Formula (13);
   6. $Update Q = Q$ every $C$ steps.
   7. Determine whether the search process ends or not (set the maximum number of search steps before searching). If the maximum number of search steps is reached, perform step 8; otherwise, update the current state $s$ to $s'$, and return to step 3;
   8. Determine whether the training number reaches a certain Maximum. If it reaches, return to step 2; otherwise, end the whole training.

**Simulation and results**

To verify the effectiveness of the proposed DQN-EER algorithm, simulation is conducted in a Fat-Tree SDN-enabled data center network. We build a simulator by Python.

**Simulation environment**

Under the Windows 10 system, the Python language is used to program the algorithm. The hardware platform is configured as a 2.4 GHz CPU and 64 GB memory. This work selects the commonly used Fat-Tree data center network topology which consists of 20 four-point switches, 16 hosts and 48 links. In order to simulate the load balancing between the controllers and considering the numbers of switches and the ability of controllers, we design three controllers 0, 1, and 2. The controller 0, the overall controller, is connected with controller 1 and 2, which respectively connects with switch 0 and 2, and, as shown in Figure 1.

**Simulation results and analysis**

In order to verify the validity and performance of the proposed DQN-EER algorithm, we mainly design the simulation from two parts. First, we chose a small number of flows and the DQN-EER algorithm is applied to solve the dual optimal objectives problem. It is verified that the algorithm effectively achieves the dual goals of energy-saving and load balancing between controllers. We mainly use the network energy-saving percentage $P$
as the evaluation matrix of energy-saving effectiveness, that is, the NEC saved by using the method \( A \) accounts for the percentage of the total NEC when all the switches are active without using any method. The specific definition is as shown in Formula (13)

\[
P = 1 - \frac{NEC_A}{NEC_{full}}
\]  

(13)

Then, we will describe the experimental design and the results in two parts.

First, in order to verify the effectiveness of the algorithm, we design eight flows, which belong to four different pods and any two of them do not belong to the same edge switch; and there are four flows that need to go through the core switch. There are two or four alternative paths for each flow, and the magnitude of the state is between \( 2^8 \) and \( 4^8 \). In addition to the control paths for the switches to be activated, the state level is between \( 4^8 \) and \( 8^8 \). Our goal is to find the data path and the corresponding control path from the alternate paths for the eight flows to make the objective function minimized.

In order to achieve a better energy-saving effect and more reserved bandwidth is conducive to dealing with emergencies and failure recovery, the parameter of redundancy \( \delta \) is taken as 0.8 in our experiment.

**Figure 2.** The flow chart of DQN-EER algorithm.
Through learning and constantly adjusting various parameters, we finally obtain the actual parameters in the stable convergence algorithm. The parameters in the algorithm are given in Table 2.

After the training of DQN-EER algorithm is completed, the model is saved and then tested, and the network will find a relatively ideal path. For the test results, every 100 steps, the energy consumption of data path plus control path and the load balancing between controllers are counted, which are shown in Figure 3. It is found that before the 1600 steps, the rate of decline is very fast. After reaching 2300 steps, the algorithm approaches convergence and the objective function tends to be stable. At this time, the solution tends to the optimal solution. Therefore, the algorithm is stopped at around 2300 steps. The paths of the eight flows are regarded as the optimal ones.

Table 3 gives the optimal data path for the eight flows obtained using the DQN-EER algorithm, along with the activated switches and links (which include the links of control paths). The number of all activated switches is 17, including switches (0, 1, 2, 4, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19), and the number of all active links in green is 18, including links (0, 1, 3, 5, 8, 9, 12, 14, 15, 16, 18, 20, 21, 24, 25, 26, 30, 31), except the two links which are used to directly connect the switches and controllers and the two links between the controllers with the overall controller 0. And the link 21 is the added one when calculating the control path.

And we evaluate the effectiveness of the load balancing between the controllers by comparing both cases: first consider the optimization goal of the load balancing between controllers and second, no consideration. Both of them are calculated by the DQN-EER algorithm. The experimental results are shown in Figures 4 and 5. The switches controlled by controller 1 are marked blue, and the ones controlled by controller 2 are marked green. All the activated links are marked green. Obviously, the load balancing performance of the DQN-EER algorithm considering load balancing between controllers is better.

Second, in order to evaluate the energy-saving effect of using the DQN-EER algorithm, we select the CPLEX solver and the control-path-based energy-aware routing algorithm (CERA) greedy algorithm as the comparison algorithms. Since CERA does not consider the problem of load balance between controllers, we will use the DQN algorithm to compare energy savings without considering the load balance problem. The experimental results verify the network energy-saving percentage of the three methods under different network traffic strengths. As shown in Figure 6, we mainly use the network energy-saving percentage $P$ as an evaluation index of the energy-saving effect.

We use the energy cost when the full network element is in the opening state as the benchmark of

### Table 2. The parameters of DQN-EER algorithm.

| Parameters | Values |
|------------|--------|
| Parameter in the objective function, $\alpha, \beta$ | 0.8, 0.2 |
| Learning rate, $\lambda$ | 0.0, 0.2 |
| Discount factor, $\gamma$ | 0.8 |
| Greedy value, $\epsilon$ | 0.01–1 |
| Buffer update iterations, $t$ | 150 |
| Number of observation steps, $s$ | 200 |
| Buffer unit size, $D$ | 800 |
| Training round, $e$ | 2300 |

DQN-EER: deep Q-network-based energy-efficient routing.

### Table 3. The result of DQN-EER algorithm.

| Flows | Switches (resource-target) | Flow path | Activated switches | Activated links |
|-------|----------------------------|-----------|-------------------|-----------------|
| 1     | 12-13                      | 8-9       | 0, 1, 2, 4, 6, 7, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 19 | 0, 1, 3, 5, 8, 9, 12, 14, 15, 16, 18, 20, 21, 24, 25, 26, 30, 31 |
| 2     | 12-14                      | 8-0-1-14  | 14, 15, 16, 17, 18, 19 | 16, 18, 20, 21, 24, 25, 26, 30, 31 |
| 3     | 14-15                      | 14-15     |                   |                 |
| 4     | 13-16                      | 9-0-16-26 |                   |                 |
| 5     | 16-17                      | 24-25     |                   |                 |
| 6     | 14-16                      | 12-3-18-26|                   |                 |
| 7     | 18-19                      | 30-31     |                   |                 |
| 8     | 14-17                      | 12-5-20-25|                   |                 |

DQN-EER: deep Q-network-based energy-efficient routing.
comparison in the network energy saving percentage. We can see that under the same load conditions, the energy-saving effect of the optimal solution obtained by CPLEX is better than that of the CERA method and DQN-EER method. By comparing the energy-saving effects of CERA and DQN-EER algorithm, it is found that both methods give appreciable results.

Then, we compare the computation time of the above algorithms, as shown in Figure 7. The state scale of the horizontal axis indicates the number of states,
from 10,000 states to 200,000 states. The vertical axis indicates the time taken by the algorithms when the objective function is reached.

It can be seen that when the number of states is small, the time of the DQN-EER algorithm is the longest because it requires certain training traffic to support. The other two algorithms are solved in a manner, which is close to traversal. When the state quantity is small, it is desirable to select these two methods. When the number of states gradually becomes larger, the time of the solver increases almost linearly, and the one of DQN-EER algorithm tends to be stable. Because it only needs some data for training to draw the model, it can predict the situation corresponding to most states. In addition, it can be seen that CPLEX costs more than 6000 s to get the optimal solution, DQN takes about no more than 700 s, and CERA method only takes less than 10 s. The DQN-EER algorithm only counts the training time here. The training process time of DQN-EER does not have an effect on the decision, and it will give the result timely. And compared with CERA method, the design of DQN-EER is more flexible, especially for multi-objective optimization problems. So it will be satisfactory to use the proposed DQN-EER algorithm.

**Conclusion and future work**

SDN is proposed as a promising technology in data center networks, and it can provide centralized network management and traffic control. In this article, in the in-band control mode, we proposed the dual optimization goals of the energy-saving and load balancing between controllers, and design the DQN-EER algorithm to solve it, which learns directly from experience and make decisions quickly. The energy-saving routing is selected for the arriving flows, and the energy-saving control path is coordinatively selected at the same time. Compared to other heuristic algorithms, it is easy to design and implement dual optimization goals using the DQN algorithm. The effectiveness of the proposed DQN algorithm is verified by simulation.
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