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\textbf{Abstract.} This paper addresses the problem of short-term traffic prediction for signalized traffic operations management. Specifically, we focus on predicting sensor states in high-resolution (second-by-second). This contrasts with traditional traffic forecasting problems, which have focused on predicting aggregated traffic variables, typically over intervals that are no shorter than 5 minutes. Our contributions can be summarized as offering three insights: first, we show how the prediction problem can be modeled as a matrix completion problem. Second, we employ a block-coordinate descent algorithm and demonstrate that the algorithm converges in sub-linear time to a block coordinate-wise optimizer. This allows us to capitalize on the “bigness” of high-resolution data in a computationally feasible way. Third, we develop an ensemble learning (or adaptive boosting) approach to reduce the training error to within any arbitrary error threshold. The latter utilizes past days so that the boosting can be interpreted as capturing periodic patterns in the data. The performance of the proposed method is analyzed theoretically and tested empirically using both simulated data and a real-world high-resolution traffic dataset from Abu Dhabi, UAE. Our experimental results show that the proposed method outperforms other state-of-the-art algorithms.
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1 Introduction

Governments worldwide expend considerable effort and investment to manage the day-to-day operations of urban networks. Today’s urban road networks are highly complex interacting systems of technologies that include sensory devices, communications technologies, and monitoring tools. These serve a diverse set of operational objectives, from rapid response to incidents (safety) to managing emergencies and special events (security) to the day-to-day operation of traffic lights and congestion (efficiency). Adaptive control systems, namely traffic lights [21] and ramp meters [66] are key technologies employed by operators to achieve these objectives. According to the Federal Highway Administration (FHWA), adaptive signal control technologies can improve travel time by more than 10% and such improvements can exceed 50% when they replace outdated controls [12]. Decision-making in these systems occurs at a very fine time cadence, e.g., actuated/adaptive traffic controllers update their controls every time a vehicle is detected by one of the sensors in the system. The control logic employed by adaptive controllers involves coordination among the controllers at different locations (e.g., adjacent intersections or consecutive ramp meters). Coordination essentially entails one controller informing another to anticipate vehicle arrivals, and then producing a coordinated response. In other words, coordination involves the use of short-term predictions of vehicle arrivals to sensor stations. In practice, this is done using rudimentary techniques, namely assuming uniform vehicle speeds between sensor locations. But such assumptions are only valid in low-volume traffic and prediction in high-volume traffic is more challenging.

Prediction problems in traffic have focused on applications that do not require the fine temporal resolutions needed for adaptive control. They almost exclusively use data that is aggregated at the 5-15 minute level. Numerous studies have investigated the impact of data aggrega-
tion level on prediction accuracy [20, 27, 74] These studies generally agree that prediction accuracies drop as the aggregation levels get finer. [60] further demonstrated that data-driven techniques like neural networks tend to produce more accurate predictions than conventional statistical models (like time series) as the data aggregation levels get finer (from 10 minutes down to 1 minute). But they argued that finer aggregations are not necessary for the applications they considered. [79] argued that aggregation may result in bias, even for applications that do not necessarily operate on disaggregated data. They specifically pointed to non-stationarity, long-run memory, and structural change as features that are lost upon aggregation but that can be of extreme importance, particularly in traffic management. This is especially the case for traffic signal operations and adaptive control.

The collection and archival of disaggregated traffic data is a growing trend in U.S. cities, but it is also emerging in other parts of the world. The first such system appeared in northern California for highway traffic operations [58, 59, 67]. Various traffic operations tools were developed using these data [85], two notable examples that require disaggregated data are vehicle re-identification [11] and vehicle classification [81]. Similar systems were subsequently deployed for purposes of monitoring the performance of signalized arterials in real-time, in Texas [1], Indiana [68], and Minnesota [50]. These systems have dubbed the disaggregated sensor data high-resolution data or event-based data. These datasets consist of on/off sensor states over time, typically recorded on a second-by-second basis (which is the control cadence). The datasets also include the status of traffic signal heads (green, orange, red) over time and the signal switch times. It is notable that these data do not typically correspond to raw sensor states; in the case of inductive loop detectors, the raw sensor states are inductance drops that the controller interprets as vehicle presence depending on controller sensitivity settings. In this paper, we will use the nomenclature “high-resolution data” to refer to these types of datasets, pertaining to traffic signal systems. The literature includes numerous examples of applications that utilize high-resolution data for traffic operations applications, including vehicle classification in interrupted traffic [49], detection of over-saturated traffic conditions [86], signal timing optimization [24, 25], and estimating red-light running frequencies [10].

Existing traffic data analysis methods are either model-based or data-driven. Techniques that are geared towards the estimation of traffic densities or speeds from both fixed and mobile sensors are examples of the former [28–31, 52, 61–63, 65, 88, 90]. Data-driven techniques are becoming more popular with the increasing availability of traffic data. For traffic prediction, data-driven methodologies fall in one of two major categories: parametric approaches and non-parametric approaches. Time series models dominate the category of parametric techniques. For example, auto-regressive integrated moving average (ARIMA) [9, 39, 41, 42, 72, 83] and vector variants (VARIMA) [18, 35–37, 71] have been widely used and demonstrated to be successful. These models assume a parametric linear relationship between the label and a finite number of past states of the label itself. Another class of methods combine partial likelihood inference with generalized linear modeling (GLM) techniques to generalize both the linear relationship between predictors (past states) and the predictions and the Gaussian noise assumption. An example of this class of models is the generalized auto-regressive moving average model (GARMA) [3], but we will refer to them more generally as time series following generalized linear models. [15] demonstrated how the basic ideas of exponential distribution families and monotone link functions used in GLMs generalize directly to the case of time series data. This readily provides an apparatus for generalizing linear time series to binary time series data (in a manner similar to logistic regression). To the best of our knowledge, these models have not been applied to traffic prediction problems. We will, nonetheless, test them alongside other techniques in our experiments.

Non-parametric methods, on the other hand, do not assume any functional model forms and are typically data-driven. The basic idea behind non-parametric techniques is that they learn a general form from the historical data and use it to predict future data. Non-parametric methods can be divided into two types: non-parametric regression such as support vector regression (SVR) [26, 34, 84] and artificial neural networks (ANN) [38, 51, 53–55, 57]. Compared with time series models in the traffic prediction literature which typically assume that traffic data vary linearly over time, SVR and ANN techniques can capture nonlinear variations in traffic data. The advantage of SVR models is that they can learn representative features by using various kernels. For this reason, SVR has been successfully applied to predict traffic data such as flow [26, 34], headway [80], and travel time [13, 32, 84]. [34] further proposed an online version of SVR, which can efficiently update the model when new data is added. Alternatively, ANNs are among the first non-parametric methods that have been applied to traffic prediction, and there is a wealth of literature on the subject, from simple multilayer perceptrons (MLPs) [53] to more complicated architectures such as recurrent neural networks (RNNs) [38, 54, 57], convolutional neural networks (CNNs) [4, 55, 75, 76], and even combinations of
transductive in that we leverage statistical information in
dated with ease. The model can be described as being
dependence of the labels on the inputs can be accommo-
dated off-line. These two ingredients (large volumes of
data and online estimation) are key aspects of the pro-
posed techniques. The main challenge is, thus, computa-
tional/algorithmic in nature and the central theme of this
paper is addressing the algorithmic aspects of the problem.
To address these challenges, we propose a matrix com-
pletion formulation and block coordinate descent method.
Our contributions are threefold: First, we present a novel
formulation of traffic prediction as a matrix completion
problem. Our formulation extends traditional modeling
approaches applied in this context in that the nonlinear
dependence of the labels on the inputs can be accommo-
dated with ease. The model can be described as being transductive in that we leverage statistical information in
the testing data (e.g., correlations in the inputs). This, in
turn, allows for a dynamic implementation that can adapt
to streaming high-resolution data. We consider (and lever-
age), for the first time, the natural sparsity and “bigness”
of high-resolution traffic data, in a way that is intrinsic to
our formulation. Second, we develop a block coordinate
descent technique to solve the matrix completion problem
and analytically demonstrate that the algorithm converges
to a block coordinate-wise minimizer (or Nash point). We
also demonstrate analytically that the convergence rate
is sub-linear, meaning that each iteration (which only in-
volves a series of algebraic manipulations) produces an or-
der of magnitude reduction in the distance from optimality.
This means that only few iterations are required to
solve the problem, allowing for real-time implementation.
Third, the performance of the model is further boosted by
forming an ensemble of matrix completion problems using
datasets from past days. The merits of the proposed en-
semble learning approach are twofold: training errors can
be reduced to arbitrarily small numbers while capturing
and exploiting trends in the data from past days. This
also offers interpretability that is usually sacrificed with
most large-scale machine learning tools (e.g., deep neural
nets).

The remainder of this paper is organized as follows: Sec. 2 formulates the traffic prediction problem as a ma-
trix completion problem. The block-coordinate descent
algorithm is presented in Sec. 3 along with all convergence
results. Sec. 4 develops the ensemble learning extension,
prevents an analysis of the training error, and brief analy-
ises of generalization and sample complexity followed by the
time complexity of the overall approach. Sec. 5 presents
three sets of numerical experiments, which include both
simulated and real-world data and Sec. 6 concludes the
paper.

2 Traffic Prediction as a Matrix Completion

Problem: Problem Formulation

2.1 Notation and Preliminaries

Let \( \mathbf{x}(t) \in \{0,1\}^n \) represent a set of \( n \) network detector
states at time \( t \in \mathbb{Z}_+; \) an element of the vector \( \mathbf{x}(t) \) is 0 if
the corresponding detector is unoccupied at time \( t \) and is
equal to 1, otherwise. We consider as input at time step \( t \)
the present detector state, and previous states up to a lag
of size \( L \). The parameter \( L \) depends on temporal corre-
lations in the data, and has been comprehensively discussed
in previous work, e.g., \([5, 80]\). It plays a similar role to that of
the order of a vector autoregressive model, where the
standard approach involves testing different orders and us-
ing information criteria (IC) (such as the Akaike Informa-
tion Criterion, or AIC) to select an “optimal” order. The
selected order is the one with the lowest IC score. IC scores
generally consist of two terms, one that represents a train-
ing error that decreases with increasing model order, and
a penalty term that increases with model order. It is well
known that there does not exist an optimal selection rule
that is applicable to all problems \([5]\). For systems that ex-
hibit periodic patterns, such as ours (due to traffic lights),
the Nyquist-Shannon Theorem suggests a sampling rate
that is twice the highest frequency in the signal. The peri-
odicity in the sensor states does not necessarily correspond
to the cycle lengths of the traffic signals as movements can
be active in different traffic signal phases and due to the
varying durations of the phases in adaptive traffic control
systems. In our experiments, we test the predictive accu-
racies of our approach using different values of \( L \) and select
the lag \( L \) with the best prediction performance.

We represent the input at time \( t \) by applying a backshift
operator up to order \( L \), \( \mathbf{B}_L : \mathbb{R}^n \rightarrow \mathbb{R}^{nL} \), which is given by

\[
\mathbf{B}_L \mathbf{x}(t) = \begin{bmatrix} \mathbf{x}(t - L + 1) \\
\vdots \\
\mathbf{x}(t) \end{bmatrix}. 
\]
The output of the prediction, performed at time $t$, which we denote by $y(t) \in \mathbb{R}^n$, is simply the state of the $n$ network detectors at some prediction horizon $H \in \mathbb{Z}_+$ time steps later, that is $y(t) = x(t + H)$. Let $T_{tr}$ denote the number of training samples. The inputs in the training sample cover the interval $t \in \{1, \ldots, T_{tr}\}$, which we denote by $\{B_{L,t}(t), y_{tr}(t)\}_{t=1}^{T_{tr}}$. As in (1)

$$B_{L,t}(t) = \begin{bmatrix} x_{tr}(t - L + 1) \\ \vdots \\ x_{tr}(t) \end{bmatrix}$$

is the input associated with the sample at time $t$ and the corresponding output vector is $y_{tr}(t) = x_{tr}(t + H) \in \mathbb{R}^n$. The inputs and outputs at a single time step $t$ are illustrated in Fig. 1

![FIGURE 1: An Illustration of Training Inputs and Outputs at a Single Time Step](image)

### 2.2 Traffic Prediction and Matrix Rank Minimization

Assuming a linear relationship between the input and output (which will be relaxed below), we may write

$$\tilde{y}_{tr}(t) = \langle \mathbf{W}, B_{L,t}(t) \rangle = \mathbf{W}^\top B_{L,t}(t),$$

where $\mathbf{W} \in \mathbb{R}^{n \times nL}$ is the (regression) coefficients matrix, $\tilde{y}_{tr}(t)$ is an estimate of $y_{tr}(t)$, and $\langle \cdot, \cdot \rangle$ is the inner product. Let $T_{te}$ be the number of testing samples. We denote the set of testing data over the prediction interval $t \in \{T_{tr} + 1, \ldots, T_{tr} + T_{te}\}$ by $\{B_{L,t}(t), y_{te}(t)\}_{t=T_{tr}+1}^{T_{tr}+T_{te}}$ and write their (linear) relationship as

$$\tilde{y}_{te}(t) = \langle \mathbf{W}, B_{L,t}(t) \rangle = \mathbf{W}^\top B_{L,t}(t).$$

To set the prediction problem up as a matrix completion problem, we first define the input data matrices

$$X_{tr} = [B_{L,t}(1), \ldots, B_{L,t}(T_{tr})] \in \mathbb{R}^{nL \times T_{tr}}$$

and

$$X_{te} = [B_{L,t}(T_{tr} + 1), \ldots, B_{L,t}(T_{tr} + T_{te})] \in \mathbb{R}^{nL \times T_{te}}.$$
where \( K \) is a kernel (a weighted distance measure). We note that not all known kernel functions have known mapping functions (e.g., the widely used Gaussian kernels). We shall prescribe a kernel and treat the mapping function as an unknown. Specifically, we shall adopt a radial basis function with periodical patterns (RBFP), which appends a component that captures potential periodic patterns to traditional radial basis functions [48]:

\[
K_P(x_1(t_1), x_2(t_2)) = \exp(-\gamma\|B_L x_1(t_1) - B_L x_2(t_2)\|^2 - \gamma_p d_P(t_1, t_2)^2),
\]

where \( P \) is the period in the data (e.g., one signal cycle), \( \gamma \) and \( \gamma_p \) are weights associated with the radial basis function and the periodicity, respectively, and

\[
d_P(t_1, t_2) = \min\{|(t_1 - t_2) \mod P\}, |P - |(t_1 - t_2) \mod P\|\}
\]

is a temporal distance (modulo periodicity). The testing samples are related, similar to the training samples, as follows:

\[
\hat{y}_{te}(t) = \langle W, \phi(B_L x_{te}(t)) \rangle = W^\top \phi(B_L x_{te}(t)),
\]

and the joint matrix in this kernelized setting is defined as:

\[
Z = \begin{bmatrix} Y_tr & Y_{te} \\ \Phi(X_tr) & \Phi(X_{te}) \end{bmatrix} \in \mathbb{R}^{(n+h)\times(T_{tr}+T_{te})},
\]

where \( \Phi : \mathbb{R}^{nL \times t} \to \mathbb{R}^{h^t \times t} \) simply applies \( \phi \) to each column of its argument. That is

\[
\Phi(X_{tr}) \equiv [\phi(B_L x_{tr}(1)) \cdots \phi(B_L x_{tr}(T_{tr}))]
\]

and \( \Phi(X_{te}) \) is defined in a similar way. To further simplify notation, we define the matrices \( \Phi_{tr} = \Phi(X_{tr}) \in \mathbb{R}^{h^t \times T_{tr}} \) and \( \Phi_{te} = \Phi(X_{te}) \in \mathbb{R}^{h^t \times T_{te}} \). The inner products of these matrices define the kernels that we will use below. For example, we define the kernel \( K_{tr,te} \) as:

\[
K_{tr,te} \equiv \langle \Phi(X_{tr}), \Phi(X_{te}) \rangle = \begin{bmatrix} K_P(x_{tr}(1), x_{te}(T_{tr})) & \cdots & K_P(x_{tr}(1), x_{te}(T_{tr}+T_{te})) \\ \vdots & \ddots & \vdots \\ K_P(x_{tr}(T_{tr}), x_{te}(T_{tr})) & \cdots & K_P(x_{tr}(T_{tr}), x_{te}(T_{tr}+T_{te})) \end{bmatrix}.
\]

From (11) and (15), we have that

\[
\begin{bmatrix} Y_{tr} & Y_{te} \end{bmatrix} = \langle W, [\phi(X_{tr}) \phi(X_{te})] \rangle,
\]

which (again) implies that \( Z \) is a low-rank matrix and that the prediction problem can be formulated as a low-rank matrix completion problem.

### 2.4 The Matrix Completion Problem

Our matrix completion problem seeks to find an estimate of the matrix \( Z \) in (16), denoted \( \hat{Z} \). We seek to match \( Z \) on the kernelized training and testing inputs \( \Phi(X_{tr}) \) and \( \Phi(X_{te}) \), and the training outputs \( Y_{te} \). There are many ways to accomplish this; we will invoke the principle of parsimony. This results in a simple solution, one that is easy to interpret and extract insights from. To this end, our matrix completion problem seeks to find a low-rank approximation \( \hat{Z} \) of the matrix \( Z \). Let \( P_{\Omega} : \mathbb{R}^{p \times q} \to \mathbb{R}^{p \times q} \) be a binary mask operator:

\[
[P_{\Omega}(M)]_{ij} = \mathbb{I}\{(i,j) \in \Omega\} M_{ij},
\]

where \( \mathbb{I}\{(i,j) \in \Omega\} \) is the indicator function, taking the value 1 if the condition \( (i,j) \in \Omega \) is true and 0 otherwise. We utilize the binary mask to exclude the output testing matrix from \( Z \). That is, we define \( \Omega \) as the set of indices corresponding to non-testing outputs, that is

\[
\Omega \equiv \{(i,j) : 1 \leq i \leq n + h, 1 \leq j \leq T_{tr}\}
\]

\[
\cup \{(i,j) : n + 1 \leq i \leq n + h, T_{tr} + 1 \leq j \leq T_{tr} + T_{te}\}.
\]

Consequently,

\[
P_{\Omega}(Z) = \begin{bmatrix} Y_{tr} & 0 \\ \Phi(X_{tr}) & \Phi(X_{te}) \end{bmatrix}.
\]

The matrix completion problem is then formulated as a rank minimization problem:

\[
\hat{Z} = \arg \min_{M \in \mathbb{R}^{(n+h)\times(T_{tr}+T_{te})}} \{ \text{rank}(M) : P_{\Omega}(M - Z) = 0 \}.
\]

The solution \( \hat{Z} \) is interpreted as the lowest-rank matrix that matches \( Z \) exactly (via the constraint) in the entries.
corresponding to the training data, \( \mathbf{Y}_{\text{tr}} \) and \( \Phi(\mathbf{X}_{\text{tr}}) \), and the input testing data, \( \Phi(\mathbf{X}_{\text{te}}) \). Rank minimization (23) is generally NP-hard but it was demonstrated in [7] that (23) can be solved exactly if certain sparsity conditions on \( \mathbf{Z} \) hold by using convex optimization techniques (via convex relaxation of the rank objective as shown below).

The sparsity condition required is that \( \mathbf{Z} \) be sufficiently incoherent, which is achieved when the number of observed entries in the matrix, \(|\Omega|\) is \( O(N^{1/2}\text{rank}(\mathbf{Z})\log N) \), where \( N \equiv \max\{n + h, T_{\text{tr}} + T_{\text{te}}\} \) in our context. This ensures faithful reconstruction. In our context, increasing the number of observations \(|\Omega|\) can be accomplished by using longer lags and more training/testing data or more sensors. A more useful application of this bound is to produce upper bound estimates of the rank of \( \mathbf{Z} \), which will be needed to set up the problem (25) below. Henceforth, we will focus on solving a convex relaxation of the problem and refer readers to [7, 8] for further information on these bounds.

The main difficulty lies in minimizing the matrix rank. This can be observed by noting that \( \text{rank}(\mathbf{M}) = ||\sigma(\mathbf{M})||_0 \), where \( \sigma(\mathbf{M}) \) is a vector of the singular values of \( \mathbf{M} \) and \( || \cdot ||_0 \) is the \( \ell_0 \) pseudo-norm which counts the number of non-zero elements of its argument. We relax the objective function via a convex surrogate using the nuclear norm \( ||\cdot||_\text{tr} \) which one expects to see in traffic flow patterns, particularly in high-resolution traffic data.

where \( \mu > 0 \) is (the inverse of) a Lagrange multiplier. Here, we treat \( \mu \) as a penalty parameter with the aim of mitigating over-fitting (similar to ridge regression). There are many techniques that can be employed for the selection of \( \mu \); see, e.g., [77].

Another simplification can be achieved by dividing each of the two matrices \( \mathbf{U} \) and \( \mathbf{V} \) into two blocks, a training block and a testing block:

\[
\mathbf{U} = \begin{bmatrix} \mathbf{U}_{\text{tr}} \\ \mathbf{U}_{\text{te}} \end{bmatrix} \quad \text{and} \quad \mathbf{V} = \begin{bmatrix} \mathbf{V}_{\text{tr}} \\ \mathbf{V}_{\text{te}} \end{bmatrix},
\]

where \( \mathbf{U}_{\text{tr}} \in \mathbb{R}^{n \times r}, \mathbf{V}_{\text{tr}} \in \mathbb{R}^{T_{\text{tr}} \times r}, \mathbf{U}_{\text{te}} \in \mathbb{R}^{h \times r}, \) and \( \mathbf{V}_{\text{te}} \in \mathbb{R}^{T_{\text{te}} \times r} \) This decomposition allows us to bypass use of the binary mask \( P_\Omega \), simplifying the formulation further. We obtain the following optimization problem:

\[
\begin{align*}
\{\hat{\mathbf{U}}, \hat{\mathbf{V}}\} &\equiv \arg\min_{\mathbf{U}_{\text{tr}}, \mathbf{U}_{\text{te}}, \mathbf{V}_{\text{tr}}, \mathbf{V}_{\text{te}}} \frac{1}{2} \| \mathbf{U}_{\text{tr}} \mathbf{V}_{\text{tr}}^\top - \mathbf{Y}_{\text{tr}} \|^2_F \\
&\quad + \| \mathbf{U}_{\text{te}} \mathbf{V}_{\text{te}}^\top - \Phi_{\text{te}} \|^2_F + \mu (\| \mathbf{U}_{\text{tr}} \|^2_F + \| \mathbf{V}_{\text{tr}} \|^2_F + \| \mathbf{U}_{\text{te}} \|^2_F + \| \mathbf{V}_{\text{te}} \|^2_F).
\end{align*}
\]

Again, we do not prescribe the mapping functions, but shall prescribe kernels. For this purpose, we define \( \mathbf{K}_{\text{tr, tr}} \equiv \langle \Phi_{\text{tr}}, \Phi_{\text{tr}} \rangle, \mathbf{K}_{\text{tr, te}} \equiv \langle \Phi_{\text{tr}}, \Phi_{\text{te}} \rangle, \mathbf{K}_{\text{te, tr}} \equiv \langle \Phi_{\text{te}}, \Phi_{\text{tr}} \rangle, \mathbf{K}_{\text{te, te}} \equiv \langle \Phi_{\text{te}}, \Phi_{\text{te}} \rangle \) and \( \mathbf{K}_{\text{te, tr}} \equiv \langle \Phi_{\text{te}}, \Phi_{\text{tr}} \rangle \)

To summarize, the key features of the proposed formulation (28), as they relate to traffic prediction, are:

1. The formulation inherits all the merits of conventional vector time series prediction methods, namely, vector auto-regressive models (VARs) [18, 71]. Specifically, our approach is capable of capturing and leveraging spatio-temporal dependencies.

2. The use of kernels allows us to capture non-linearities (not possible with the VAR models in the literature), which one expects to see in traffic flow patterns, particularly in high-resolution traffic data.

3. The low rank approximation allows for insights to be easily extracted from the solution. The predictions produced are \( \hat{\mathbf{Y}}_{\text{te}} = \hat{\mathbf{U}}_{\text{tr}} \hat{\mathbf{V}}_{\text{te}}^\top \), where the \( n \) rows of \( \hat{\mathbf{U}}_{\text{tr}} \) capture the relationship between sensors (space) and \( r \) latent features, while the \( T_{\text{te}} \) rows of \( \hat{\mathbf{V}}_{\text{te}} \) capture the
relationship between the prediction time steps and the r latent features. One can mine these matrices to find spatio-temporal correlations between different sensor and different times; see, e.g., [6].

Mathematically, the matrix completion problem (28) is not (in general) convex in all of its block coordinates \{U_{tr}, U_{te}, V_{tr}, V_{te}\} simultaneously but it is convex in each of the blocks separately. (For intuition, readers may consider—as an exercise—convexity of the function \(f(x, y) = (xy - 1)^2\). Such problems are referred to as block multi-convex [87].) Let \(F(U_{tr}, U_{te}, V_{tr}, V_{te})\) denote the objective function in (28):

\[
F(U_{tr}, U_{te}, V_{tr}, V_{te}) \equiv \|U_{tr}V_{tr}^T - Y_{tr}\|_F^2 + \|U_{te}V_{te}^T - \Phi_{te}\|_F^2 + \mu(\|U_{tr}\|_F^2 + \|U_{te}\|_F^2 + \|V_{tr}\|_F^2 + \|V_{te}\|_F^2). \tag{29}
\]

We seek a solution \(\{U_{tr}, U_{te}, V_{tr}, V_{te}\}\) for which the following variational inequalities hold for all \(U_{tr} \in \mathbb{R}^{n \times r}\), all \(U_{te} \in \mathbb{R}^{k \times r}\), all \(V_{tr} \in \mathbb{R}^{r \times t_r}\), and all \(V_{te} \in \mathbb{R}^{r \times t_e}\):

\[
\langle \partial U_{tr}, F(U_{tr}, U_{te}, V_{tr}, V_{te}) \rangle, U_{tr} - U_{tr} \rangle \geq 0, \tag{30}
\]

\[
\langle \partial U_{te}, F(U_{tr}, U_{te}, V_{tr}, V_{te}) \rangle, U_{te} - U_{te} \rangle \geq 0, \tag{31}
\]

\[
\langle \partial V_{tr}, F(U_{tr}, U_{te}, V_{tr}, V_{te}) \rangle, V_{tr} - V_{tr} \rangle \geq 0, \tag{32}
\]

and

\[
\langle \partial V_{te}, F(U_{tr}, U_{te}, V_{tr}, V_{te}) \rangle, V_{te} - V_{te} \rangle \geq 0, \tag{33}
\]

where \(\partial U_{tr}\) denotes the partial derivative operator with respect to the matrix \(U\). This type of solution is referred to as a block coordinate-wise minimizer or a Nash point in the sense that one cannot further minimize \(F\) by changing any of the four block coordinates separately.

### 3 Block Coordinate Descent Algorithm

#### 3.1 Block Coordinate Descent and Thresholding

The proposed block coordinate descent algorithm first updates the two \(U\) blocks, \(U_{tr}\) and \(U_{te}\), and then updates the two \(V\) blocks, \(V_{tr}\) and \(V_{te}\). The objective functions of the four sub-problems in iteration \(k\) are stated as

\[
F_{3}^k(U_{tr}) \equiv \|\hat{V}_{tr}^{[k-1]} - Y_{tr}\|_F^2 + 2\mu\|U_{tr}\|_F^2, \tag{34}
\]

\[
F_{4}^k(U_{te}) \equiv \|\hat{V}_{te}^{[k-1]} - \Phi_{te}\|_F^2 + \|U_{te}\|_F^2, \tag{35}
\]

\[
F_{3}^k(V_{tr}) \equiv \|\hat{U}_{tr}^{[k]}V_{tr}^T - Y_{tr}\|_F^2 + \|\hat{U}_{tr}^{[k]}V_{tr}^T - \Phi_{tr}\|_F^2,
+ 2\mu\|V_{tr}\|_F^2, \tag{36}
\]

\[
F_{4}^k(V_{te}) \equiv \|\hat{U}_{te}^{[k]}V_{te}^T - \Phi_{te}\|_F^2 + 2\mu\|V_{te}\|_F^2. \tag{37}
\]

The factors of two in the regularizers are unnecessary but we use them here to reduce clutter later on. The updates are obtained in closed form; the updated \(U\) blocks are given by:

\[
\hat{U}_{tr}^{[k]} = \arg\min_{U_{tr} \in \mathbb{R}^{n \times r}} F_{3}^k(U_{tr}) = Y_{tr}\hat{V}_{tr}^{[k-1]}(\hat{V}_{tr}^{[k-1]^T}\hat{V}_{tr}^{[k-1]} + 2\mu I)^{-1} \tag{38}
\]

and

\[
\hat{U}_{te}^{[k]} = \arg\min_{U_{te} \in \mathbb{R}^{k \times r}} (\Phi_{tr}\hat{V}_{tr}^{[k-1]} + \Phi_{te}\hat{V}_{te}^{[k-1]}),
\cdot (\hat{V}_{tr}^{[k-1]^T}\hat{V}_{tr}^{[k-1]} + \hat{V}_{te}^{[k-1]^T}\hat{V}_{te}^{[k-1]} + 2\mu I)^{-1}. \tag{39}
\]

The updated \(V\) blocks are then given by:

\[
\hat{V}_{tr}^{[k]} = \arg\min_{V_{tr} \in \mathbb{R}^{r \times t_r}} F_{3}^k(V_{tr}) = (Y_{tr}\hat{U}_{tr}^{[k]} + \hat{V}_{tr}^{[k-1]}\hat{V}_{tr}^{[k-1]^T},
\cdot (\hat{V}_{tr}^{[k-1]^T}\hat{U}_{tr}^{[k]} + 2\mu I)^{-1}. \tag{40}
\]

and

\[
\hat{V}_{te}^{[k]} = \arg\min_{V_{te} \in \mathbb{R}^{r \times t_e}} F_{4}^k(V_{te}) = (\Phi_{te}\hat{U}_{te}^{[k]}(\hat{U}_{te}^{[k]}\hat{V}_{te}^{[k-1]} + 2\mu I)^{-1}. \tag{41}
\]

Since \(\Phi_{tr}\) and \(\Phi_{te}\) are unknown, \(\hat{U}_{te}^{[k]}\) cannot be calculated explicitly. However, this calculation is not required to produce a prediction: \(\hat{Y}_{te} \equiv \hat{U}_{tr}^{[k]}\hat{V}_{te}^{[k-1]}\). To produce this estimate, in each iteration \(k\) we need to be able to calculate \(\hat{U}_{tr}^{[k]}\) and \(\hat{V}_{te}^{[k]}\). To calculate these quantities, we need (i) \(\hat{V}_{tr}^{[k-1]}\), (ii) \(\Phi_{te}\hat{U}_{te}^{[k]}\), and (iii) \(\hat{U}_{te}^{[k]}\hat{V}_{te}^{[k-1]}\). We start with (iii): assuming that all required calculations have been performed for iteration \(k - 1\), we have from (39) that

\[
\hat{U}_{te}^{[k]} = (\hat{V}_{tr}^{[k-1]^T}\hat{V}_{tr}^{[k-1]} + \hat{V}_{te}^{[k-1]^T}\hat{V}_{te}^{[k-1]} + \mu I)^{-1}
\cdot (\hat{V}_{tr}^{[k-1]^T}\hat{V}_{tr}^{[k-1]} + \hat{V}_{te}^{[k-1]^T}\hat{V}_{te}^{[k-1]} + \mu I)^{-1}, \tag{42}
\]

which only involves known quantities. Similarly, for (ii) we have from (39) that

\[
\Phi_{te}\hat{U}_{te}^{[k]} = (\hat{U}_{te}^{[k]}\hat{V}_{te}^{[k-1]} + \hat{V}_{te}^{[k-1]^T}\hat{V}_{te}^{[k-1]} + \mu I)^{-1}, \tag{43}
\]

\[
\hat{V}_{tr}^{[k]} = (\hat{V}_{tr}^{[k-1]^T}\hat{V}_{tr}^{[k-1]} + \hat{V}_{te}^{[k-1]^T}\hat{V}_{te}^{[k-1]} + \mu I)^{-1}, \tag{44}
\]

\[
\hat{U}_{tr}^{[k]} = (\hat{V}_{tr}^{[k]}\hat{V}_{tr}^{[k-1]} + \hat{V}_{te}^{[k]}\hat{V}_{te}^{[k-1]} + \mu I)^{-1}, \tag{45}
\]

\[
\hat{V}_{te}^{[k]} = (\hat{V}_{tr}^{[k]}\hat{V}_{tr}^{[k]} + \hat{V}_{te}^{[k]}\hat{V}_{te}^{[k]} + \mu I)^{-1}. \tag{46}
\]
which also only involves known quantities. For (i), we need to be able to calculate $\Phi^{[k]}_t \hat{U}_{te}^{[k]-1}$ and $\hat{U}_{te}^{[k]-1} \hat{U}_{te}^{[k]-1}$. These quantities also only involve known quantities; they are the same as (43) and (42), respectively (since $k$ is arbitrary).

Note that this also allows for calculating training estimates $\hat{Y}_t \equiv \hat{U}_{tr}^{[k]} \hat{V}_{te}^{[k]-1}$ in each iteration, which we will need in our ensemble approach presented below. The steps involved in performing a single update are summarized in Alg. 1.

**Algorithm 1: Block Coordinate Descent**

**Data:** $Y_{tr}$, $K_{tr,te}$, $K_{tr,te}$, $K_{te,te}$, $\hat{U}_{tr}^{[0]}$, $\hat{V}_{te}^{[0]}$, $\hat{V}_{te}^{[0]}$

**Result:** $\hat{Y}_{tr}$, $\hat{Y}_{te}$

1. **Initialize:** $k \leftarrow 1$
2. **while** stopping criterion not met **do**
3. $\hat{U}_{tr}^{[k]} \leftarrow Y_{tr} \hat{V}_{te}^{[k]-1} \hat{V}_{te}^{[k]-1} + 2\mu I_1^{-1}$
4. $C_1 \leftarrow (\hat{V}_{te}^{[k]-1} \hat{V}_{te}^{[k]-1} + \hat{V}_{te}^{[k]-1} + 2\mu I_1^{-1})^{-1}$
5. $C_2 \leftarrow \hat{V}_{te}^{[k]-1} \hat{K}_{te,te} \hat{V}_{te}^{[k]-1} + \hat{V}_{te}^{[k]-1} + 2\mu I_1^{-1}$
6. $C_3 \leftarrow \hat{K}_{te,te} \hat{V}_{te}^{[k]-1} + \hat{V}_{te}^{[k]-1} + 2\mu I_1^{-1}$
7. $\Phi_{te} \leftarrow \hat{K}_{te,te} \hat{V}_{te}^{[k]-1} + \hat{K}_{te,te} \hat{V}_{te}^{[k]-1}$
8. $\hat{U}_{te}^{[k]} \leftarrow \hat{K}_{te,te} \hat{V}_{te}^{[k]-1} + \hat{K}_{te,te} \hat{V}_{te}^{[k]-1} C_1$
9. $C_4 \leftarrow (\hat{U}_{te}^{[k]} \hat{U}_{te}^{[k]} + \hat{U}_{tr}^{[k]} \hat{U}_{tr}^{[k]} + 2\mu I_1^{-1})^{-1}$
10. $\hat{V}_{te}^{[k]} \leftarrow (Y_{te} \hat{U}_{te}^{[k]} + \Phi_{te} \hat{U}_{te}^{[k]} C_1$
11. $\hat{V}_{te}^{[k]} \leftarrow \hat{U}_{te}^{[k]} \hat{U}_{te}^{[k]} \hat{U}_{tr}^{[k]} + 2\mu I_1^{-1}$
12. $k \leftarrow k + 1$
13. **end**
14. $\hat{Y}_{tr} \leftarrow \hat{U}_{tr}^{[k]} \hat{V}_{tr}^{[k]-1}$ and $\hat{Y}_{te} \leftarrow \hat{U}_{tr}^{[k]} \hat{V}_{te}^{[k]-1}$

**Soft thresholding:** The predictions $\hat{Y}$ produced by Algorithm 1 will produce values that are not necessarily restricted to $\{0,1\}$. For traffic signal operations, whether a vehicle is present or not needs to be decided before the control decisions can be made. For this reason, we employ the thresholding procedure given in Algorithm 2. Since our approach is data-driven, it can be applied to prediction problems involving continuous data; in such cases, thresholding is not required. Our thresholding procedure can simply be described as one that produces cut-offs for each of the $n$ network sensors separately. This resembles the operation performed by intersection controllers, which translate inductance drops at the sensors to on-off signals and this is tuned for each of the sensors separately. Our thresholding algorithm chooses cut-offs, denoted $\{\tau_j\}_{j=1}^n$ that result in the lowest training error. We note that thresholding as a post-processing step is common in classification and prediction problems in neural networks [56] and logistic regression based methods [19, 22] to project non-binary solutions to binary values.

**Algorithm 2: Threshold Learning**

**Data:** Predicted output matrices $\hat{Y}_{tr}$ and $\hat{Y}_{te}$, true training output $Y_{tr}$

**Result:** Set of thresholds, one per row $\{\tau_j\}_{j=1}^n$

1. **for each row $j$ of $\hat{Y}_{tr}$ do**
2. Store row $j$ of $\hat{Y}_{tr}$ in a separate vector $y \leftarrow \hat{Y}_{j,tr}$
3. Sort $y$ in ascending order $y \leftarrow \text{sort}(y)$
4. $c_j \leftarrow ||y||_0$ // number of non-zero elements in $y$
5. **for** $i \geq c_j$ **do**
6. $\tau_{ji} \leftarrow y_i$
7. $\hat{Y}_{j,m,tr} \leftarrow 1 \{\hat{Y}_{j,m,tr} \geq \tau_{ji}\}$ for all $m \geq 1$
8. Calculate the error $e_{j,i} \leftarrow ||\hat{Y}_{tr} - Y_{tr}||_0$
9. **end**
10. Set $\tau_j \leftarrow \tau_{j,i^*}$, where $i^* \leftarrow \text{arg min}_{i \geq c_j} e_{j,i}$
11. **end**

### 3.2 Sublinear Convergence to a Block Coordinate-Wise Minimizer

In this section, we demonstrate that the block coordinate descent algorithm above converges to a coordinate-wise minimizer (a Nash point). The convergence follows from the strong convexity of the objective functions of the sub-problems as we demonstrate in Lemma 1 below. We will also prove that the convergence rate is sub-linear. We will require estimates for the Lipschitz bounds on the gradients of our objective functions. Hence, before stating our results formally and proving them, we will next demonstrate that the sub-problems have strongly convex objective functions and provide Lipschitz bounds on their gradients.

**Strong Convexity:** A function $f : \mathbb{R}^{p \times q} \to \mathbb{R}$ is $\lambda$-strongly convex, for some $\lambda > 0$, if for all $G_1, G_2 \in \mathbb{R}^{p \times q}$

$$f(G_1) - f(G_2) \geq \langle \partial G f(G_2), G_1 - G_2 \rangle + \frac{\lambda}{2}||G_1 - G_2||_F^2$$

or, equivalently,

$$\langle \partial G f(G_1) - \partial G f(G_2), G_1 - G_2 \rangle \geq \lambda ||G_1 - G_2||_F^2.$$ (45)

We will use definition (45) to demonstrate the strong convexity of $F^{[k]}_1$, $F^{[k]}_2$, $F^{[k]}_3$, and $F^{[k]}_4$, defined above, for any $k \geq 1$. We begin with $F^{[k]}_1$: for any $U_1, U_2 \in \mathbb{R}^{n \times r}$, we have that

$$\langle \partial U F^{[k]}_1(U_1) - \partial U F^{[k]}_1(U_2), U_1 - U_2 \rangle$$

$$= \langle 2(U_1 - U_2)(\hat{V}_{te}^{[k]-1} \hat{V}_{te}^{[k]-1} + \mu I_1), U_1 - U_2 \rangle$$

$$= \text{trace}(2(\hat{V}_{te}^{[k]-1} \hat{V}_{te}^{[k]-1} + \mu I_1)(U_1 - U_2)^\top (U_1 - U_2)).$$ (46)
Since $\mu > 0$, we have that $2\hat{V}_{tr}^{[k-1]T} \hat{V}_{tr}^{[k-1]} + 2\mu I$ is positive definite with positive eigenvalues. In particular the smallest eigenvalue, defined as

$$\lambda_1[k] = \min_{1 \leq i \leq r} \lambda(2\hat{V}_{tr}^{[k-1]T} \hat{V}_{tr}^{[k-1]} + 2\mu I) \tag{47}$$

is positive, i.e., $\lambda_1[k] > 0$, where $\lambda(M)$ is a vector of eigenvalues of $M$. It follows immediately that (see, e.g., [14])

$$\langle \partial U F_1[k](U_1) - \partial U F_1[k](U_2), U_1 - U_2 \rangle \geq \lambda_1[k] \|U_1 - U_2\|^2_F \tag{48}$$

Hence, $F_1[k]$ is $\lambda_1[k]$-strongly convex. Similarly,

$$\langle \partial U F_2[k](U_1) - \partial U F_2[k](U_2), U_1 - U_2 \rangle \geq \lambda_2[k] \|U_1 - U_2\|^2_F \tag{49}$$

for any $U_1, U_2 \in \mathbb{R}^{h \times r}$, where

$$\lambda_2[k] \equiv \min_{1 \leq i \leq r} \lambda(2\hat{V}_{te}^{[k-1]T} \hat{V}_{te}^{[k-1]} + 2\mu I) \tag{50}$$

is the smallest eigenvalue of the matrix $2\hat{V}_{tr}^{[k-1]T} \hat{V}_{tr}^{[k-1]} + 2\hat{V}_{te}^{[k-1]T} \hat{V}_{te}^{[k-1]} + 2\mu I$ and $\lambda_2[k] > 0$. Hence, $F_2[k]$ is $\lambda_2[k]$-strongly convex. It can be similarly shown that $F_3[k]$ and $F_4[k]$ are $\lambda_3[k]$-strongly convex and $\lambda_4[k]$-strongly convex, respectively, where

$$\lambda_3[k] \equiv \min_{1 \leq i \leq r} \lambda(2\hat{U}_{tr}^{[k]T} \hat{U}_{tr}^{[k]} + 2\hat{U}_{te}^{[k]T} \hat{U}_{te}^{[k]} + 2\mu I) \tag{51}$$

and

$$\lambda_4[k] \equiv \min_{1 \leq i \leq r} \lambda(2\hat{F}_{tr}^{[k]T} \hat{F}_{tr}^{[k]} + 2\hat{F}_{te}^{[k]T} \hat{F}_{te}^{[k]} + 2\mu I) \tag{52}$$

Lipschitz Bounds: We will now establish that the Lipschitz constants for $\partial U F_1[k]$, $\partial U F_2[k]$, $\partial U F_3[k]$, and $\partial U F_4[k]$ are the largest eigenvalues of the matrices above. For any $U_1, U_2 \in \mathbb{R}^{n \times r}$

$$\|\partial U F_1[k](U_1) - \partial U F_1[k](U_2)\|^2_F = \|2(U_1 - U_2)(\hat{V}_{tr}^{[k-1]T} \hat{V}_{tr}^{[k-1]} + \mu I)\|^2_F \leq (\lambda_1[k])^2 \|U_1 - U_2\|^2_F \tag{53}$$

where

$$\lambda_1[k] = \max_{1 \leq i \leq r} \lambda(2\hat{V}_{tr}^{[k-1]T} \hat{V}_{tr}^{[k-1]} + 2\mu I). \tag{54}$$

The inequality (53) follows from the bounds in [14] and we have the Lipschitz condition:

$$\|\partial U F_1[k](U_1) - \partial U F_1[k](U_2)\|^2_F \leq (\lambda_1[k])^2 \|U_1 - U_2\|^2_F. \tag{55}$$

We can similarly establish the Lipschitz conditions

$$\|\partial U F_2[k](U_1) - \partial U F_2[k](U_2)\|^2_F \leq (\lambda_2[k])^2 \|U_1 - U_2\|^2_F, \tag{56}$$

$$\|\partial U F_3[k](V_1) - \partial U F_3[k](V_2)\|^2_F \leq (\lambda_3[k])^2 \|V_1 - V_2\|^2_F, \tag{57}$$

and

$$\|\partial U F_4[k](V_1) - \partial U F_4[k](V_2)\|^2_F \leq (\lambda_4[k])^2 \|V_1 - V_2\|^2_F, \tag{58}$$

where the constants are given by

$$\lambda_2[k] \equiv \max_{1 \leq i \leq r} \lambda(2\hat{V}_{tr}^{[k-1]T} \hat{V}_{tr}^{[k-1]} + 2\hat{V}_{te}^{[k-1]T} \hat{V}_{te}^{[k-1]} + 2\mu I), \tag{59}$$

$$\lambda_3[k] \equiv \max_{1 \leq i \leq r} \lambda(2\hat{U}_{tr}^{[k]T} \hat{U}_{tr}^{[k]} + 2\hat{U}_{te}^{[k]T} \hat{U}_{te}^{[k]} + 2\mu I), \tag{60}$$

and

$$\lambda_4[k] \equiv \max_{1 \leq i \leq r} \lambda(2\hat{F}_{tr}^{[k]T} \hat{F}_{tr}^{[k]} + 2\hat{F}_{te}^{[k]T} \hat{F}_{te}^{[k]} + 2\mu I). \tag{61}$$

The smallest eigenvalues, $\{\lambda_1[k]\}_{k=1}^4$ are all bounded from below by $2\mu$ for all $k$, which we need in the sequel. We can also produce estimates of the largest eigenvalues, $\{\lambda_3[k]\}_{k=1}^4$, by appeal to the Perron-Frobenius theorem. We denote these upper bounds by $L_1 \geq \lambda_1[k]$,$L_2 \geq \lambda_2[k]$, $L_3 \geq \lambda_3[k]$, and $L_4 \geq \lambda_4[k]$ (for all $k$) and define the upper bound $L_{max} \equiv \max\{L_1, L_2, L_3, L_4\}$.

**Lemma 1 (Algorithm Convergence).** Let $F$, $F_1[k]$, $F_2[k]$, $F_3[k]$, and $F_4[k]$ be as defined in (29) and (34)–(37), and let the block updates $\hat{U}_{tr}^{[k]}$, $\hat{U}_{te}^{[k]}$, $\hat{V}_{tr}^{[k]}$, and $\hat{V}_{te}^{[k]}$ be as given in (38)–(41). Assume that the initial solution $(\hat{U}_{tr}^{[0]}, \hat{U}_{te}^{[0]}, \hat{V}_{tr}^{[0]}, \hat{V}_{te}^{[0]})$ is such that $F(\hat{U}_{tr}^{[0]}, \hat{U}_{te}^{[0]}, \hat{V}_{tr}^{[0]}, \hat{V}_{te}^{[0]}) < \infty$. Then

$$\lim_{K \to \infty} \sum_{k=1}^{K} \left(\|\hat{U}_{tr}^{[k-1]} - \hat{U}_{tr}^{[k]}\|^2_F + \|\hat{U}_{te}^{[k-1]} - \hat{U}_{te}^{[k]}\|^2_F + \|\hat{V}_{tr}^{[k-1]} - \hat{V}_{tr}^{[k]}\|^2_F + \|\hat{V}_{te}^{[k-1]} - \hat{V}_{te}^{[k]}\|^2_F\right) < \infty. \tag{62}$$

**Proof.** Noting that $\hat{U}_{tr}^{[k]}$ and $\hat{U}_{te}^{[k]}$ minimize $F_1[k]$ and $F_2[k]$, respectively, we readily have that

$$2F(\hat{U}_{tr}^{[k-1]}, \hat{U}_{te}^{[k-1]}, \hat{V}_{tr}^{[k-1]}, \hat{V}_{te}^{[k-1]}) - F_1[k](\hat{U}_{tr}^{[k-1]})$$

and

$$2F(\hat{U}_{te}^{[k-1]}, \hat{U}_{tr}^{[k-1]}, \hat{V}_{tr}^{[k-1]}, \hat{V}_{te}^{[k-1]}) - F_2[k](\hat{U}_{te}^{[k-1]}) \geq 0. \tag{63}$$
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Similarly, since \( \tilde{V}^{[k]}_{tr} \) and \( \tilde{V}^{[k]}_{te} \) minimize \( F_3^{[k]} \) and \( F_4^{[k]} \), respectively, we have that

\[
2F(\tilde{U}^{[k]}_{tr}, \tilde{U}^{[k]}_{te}, \tilde{V}^{[k]}_{tr}, \tilde{V}^{[k]}_{te}) - F_1^{[k]}(\tilde{U}^{[k]}_{tr}) - F_2^{[k]}(\tilde{U}^{[k]}_{te}) - F_3^{[k]}(\tilde{V}^{[k]}_{tr}) - F_4^{[k]}(\tilde{V}^{[k]}_{te}) \leq 0. \tag{64}
\]

Then, for all \( k \geq 1 \)

\[
F(\tilde{U}^{[k-1]}_{tr}, \tilde{U}^{[k-1]}_{te}, \tilde{V}^{[k-1]}_{tr}, \tilde{V}^{[k-1]}_{te}) - F(\tilde{U}^{[k]}_{tr}, \tilde{U}^{[k]}_{te}, \tilde{V}^{[k]}_{tr}, \tilde{V}^{[k]}_{te}) \\
\geq \frac{1}{2} F_1^{[k]}(\tilde{U}^{[k-1]}_{tr}) - F_1^{[k]}(\tilde{U}^{[k]}_{tr}) + F_2^{[k]}(\tilde{U}^{[k-1]}_{te}) - F_2^{[k]}(\tilde{U}^{[k]}_{te}) \\
+ F_3^{[k]}(\tilde{V}^{[k-1]}_{tr}) - F_3^{[k]}(\tilde{V}^{[k]}_{tr}) + F_4^{[k]}(\tilde{V}^{[k-1]}_{te}) - F_4^{[k]}(\tilde{V}^{[k]}_{te}). \tag{65}
\]

Since \( F_1^{[k]} \) is strongly convex, we have that

\[
\frac{1}{2} (F_1^{[k]}(\tilde{U}^{[k-1]}_{tr}) - F_1^{[k]}(\tilde{U}^{[k]}_{tr})) \geq \frac{1}{2} \langle \partial U F_1^{[k]}(\tilde{U}^{[k]}_{tr}), \tilde{U}^{[k-1]}_{tr} - \tilde{U}^{[k]}_{tr} \rangle \\
+ \frac{\mu}{4} \| \tilde{U}^{[k-1]}_{tr} - \tilde{U}^{[k]}_{tr} \|_F^2. \tag{66}
\]

Since \( \partial U F_1^{[k]}(\tilde{U}^{[k]}_{tr}) = 0 \) and \( \frac{\mu}{4} \geq 2 \mu \) in accord with the definition (47), we have that

\[
\frac{1}{2} (F_1^{[k]}(\tilde{U}^{[k-1]}_{tr}) - F_1^{[k]}(\tilde{U}^{[k]}_{tr})) \geq \frac{\mu}{2} \| \tilde{U}^{[k-1]}_{tr} - \tilde{U}^{[k]}_{tr} \|_F. \tag{67}
\]

Similarly,

\[
\frac{1}{2} (F_2^{[k]}(\tilde{U}^{[k-1]}_{te}) - F_2^{[k]}(\tilde{U}^{[k]}_{te})) \geq \frac{\mu}{2} \| \tilde{U}^{[k-1]}_{te} - \tilde{U}^{[k]}_{te} \|_F, \tag{68}
\]

\[
\frac{1}{2} (F_3^{[k]}(\tilde{V}^{[k-1]}_{tr}) - F_3^{[k]}(\tilde{V}^{[k]}_{tr})) \geq \frac{\mu}{2} \| \tilde{V}^{[k-1]}_{tr} - \tilde{V}^{[k]}_{tr} \|_F, \tag{69}
\]

and

\[
\frac{1}{2} (F_4^{[k]}(\tilde{V}^{[k-1]}_{te}) - F_4^{[k]}(\tilde{V}^{[k]}_{te})) \geq \frac{\mu}{2} \| \tilde{V}^{[k-1]}_{te} - \tilde{V}^{[k]}_{te} \|_F. \tag{70}
\]

Combining (65) with (67)-(70) and summing over \( k \) from \( k = 1 \) to \( K \), we get the following inequality:

\[
\frac{2}{\mu} \left( F(\tilde{U}^{[0]}_{tr}, \tilde{U}^{[0]}_{te}, \tilde{V}^{[0]}_{tr}, \tilde{V}^{[0]}_{te}) - F(\tilde{U}^{[K]}_{tr}, \tilde{U}^{[K]}_{te}, \tilde{V}^{[K]}_{tr}, \tilde{V}^{[K]}_{te}) \right) \\
\geq \sum_{k=1}^{K} \left( \| \tilde{U}^{[k-1]}_{tr} - \tilde{U}^{[k]}_{tr} \|_F + \| \tilde{U}^{[k-1]}_{te} - \tilde{U}^{[k]}_{te} \|_F \right) \\
+ \| \tilde{V}^{[k-1]}_{tr} - \tilde{V}^{[k]}_{tr} \|_F + \| \tilde{V}^{[k-1]}_{te} - \tilde{V}^{[k]}_{te} \|_F. \tag{71}
\]

Noting that \( F(U_{tr}, U_{te}, V_{tr}, V_{te}) \geq 0 \) for any \( \{ U_{tr}, U_{te}, V_{tr}, V_{te} \} \) and taking \( K \rightarrow \infty \) completes the proof.
and
\[
\Delta^{[k]} \equiv \|\partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]})\|^2_F + \|\partial_U F_2^{[k]}(\hat{U}_{te}^{[k-1]})\|^2_F \\
+ \|\partial_V F_3^{[k]}(\hat{V}_{tr}^{[k-1]})\|^2_F + \|\partial_V F_4^{[k]}(\hat{V}_{te}^{[k-1]})\|^2_F \tag{78}
\]

Then there exists a positive constant \(0 < \mathcal{C}_0 < \infty\), which only depends on the initial solution \((\hat{U}_{tr}^{[0]}, \hat{U}_{te}^{[0]}, \hat{V}_{tr}^{[0]}, \hat{V}_{te}^{[0]}))\) such that
\[
\mathcal{C}_0 \geq 1 + \frac{\mathcal{C}_2 \Sigma^{[k]}}{\Delta^{[k]}} \tag{79}
\]
for any positive constant \(0 < \mathcal{C} < \infty\) and all \(k \geq 1\).

**Proof.** Define a constant \(\mathcal{C}_1\) so that \(\mathcal{C}_1 \geq F_1^{[0]}(\hat{U}_{tr}^{[0]}) + F_2^{[0]}(\hat{U}_{te}^{[0]}) + F_3^{[0]}(\hat{V}_{tr}^{[0]}) + F_4^{[0]}(\hat{V}_{te}^{[0]})\). Then from (63), (64), and Corollary 1, we have that \(\mathcal{C}_1 \geq F_1^{[k]}(\hat{U}_{tr}^{[k]}) + F_2^{[k]}(\hat{U}_{te}^{[k]}) + F_3^{[k]}(\hat{V}_{tr}^{[k]}) + F_4^{[k]}(\hat{V}_{te}^{[k]})\) for all \(k \geq 1\). Next, define
\[
\mathcal{K} \equiv \{ k : \partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]}) \neq 0, \partial_U F_2^{[k]}(\hat{U}_{te}^{[k-1]}) \neq 0, \partial_V F_3^{[k]}(\hat{V}_{tr}^{[k-1]}) \neq 0, \partial_V F_4^{[k]}(\hat{V}_{te}^{[k-1]}) \neq 0 \} \tag{80}
\]
We immediately have that there exists constants \(0 < \mathcal{C}_2^{[k]} < \infty\) so that
\[
\mathcal{C}_2^{[k]} \leq \|\partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]})\|^2_F + \|\partial_U F_2^{[k]}(\hat{U}_{te}^{[k-1]})\|^2_F \\
+ \|\partial_V F_3^{[k]}(\hat{V}_{tr}^{[k-1]})\|^2_F + \|\partial_V F_4^{[k]}(\hat{V}_{te}^{[k-1]})\|^2_F \tag{81}
\]
for all \(k \in \mathcal{K}\). Define the lower bound
\[
\bar{C}_2 = \inf_{k \in \mathcal{K}} \mathcal{C}_2^{[k]} \tag{82}
\]
Letting \(\mathcal{C}_0 = 1 + \bar{C}_2^{-1} \mathcal{C} \bar{C}_2^2\) completes the proof. \(\square\)

The set \(\mathcal{K}\) defined in (80) is the set of iteration indices before convergence is achieved. It follows immediately from Lemma 3 that before the algorithm converges (i.e., for \(k \in \mathcal{K}\)) there exists a positive constant \(0 < \mathcal{C}_0 < \infty\) such that
\[
\mathcal{C}_0 \left(\|\partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]})\|^2_F + \|\partial_U F_2^{[k]}(\hat{U}_{te}^{[k-1]})\|^2_F \\
+ \|\partial_V F_3^{[k]}(\hat{V}_{tr}^{[k-1]})\|^2_F + \|\partial_V F_4^{[k]}(\hat{V}_{te}^{[k-1]})\|^2_F \right) \\
\geq \|\partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]})\|^2_F + \|\partial_U F_2^{[k]}(\hat{U}_{te}^{[k-1]})\|^2_F \\
+ \|\partial_V F_3^{[k]}(\hat{V}_{tr}^{[k-1]})\|^2_F + \|\partial_V F_4^{[k]}(\hat{V}_{te}^{[k-1]})\|^2_F \\
\geq \|\partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]})\|^2_F + \|\partial_U F_2^{[k]}(\hat{U}_{te}^{[k-1]})\|^2_F \\
+ \|\partial_V F_3^{[k]}(\hat{V}_{tr}^{[k-1]})\|^2_F + \|\partial_V F_4^{[k]}(\hat{V}_{te}^{[k-1]})\|^2_F \\
+ \bar{C}_1 (F_1^{[k]}(\hat{U}_{tr}^{[k-1]}) + F_2^{[k]}(\hat{U}_{te}^{[k-1]}) + F_3^{[k]}(\hat{V}_{tr}^{[k-1]}) + F_4^{[k]}(\hat{V}_{te}^{[k-1]}))^2 \tag{83}
\]

We next prove our first main result related to the speed of convergence of Algorithm 1. Specifically, we prove that the distance from the final solution shrinks in inverse proportion to the number of iterations, that is, few iterations are required to achieve convergence and the number of iterations can be specified beforehand.

**Theorem 3.1 (Sub-linear Convergence Rate).** Let \(F, F_1^{[k]}, F_2^{[k]}, F_3^{[k]}, \text{ and } F_4^{[k]}\) be as defined in (29) and (34) – (37), and let the block updates \(\hat{U}_{tr}^{[k]}, \hat{U}_{te}^{[k]}, \hat{V}_{tr}^{[k]}, \text{ and } \hat{V}_{te}^{[k]}\) be as given in (38) – (41). Then, there exists two positive constants \(0 < B < \infty\) and \(0 < C < \infty\) such that, for any \(k \geq 0\),
\[
|F(\hat{U}_{tr}^{[k]}, \hat{U}_{te}^{[k]}, \hat{V}_{tr}^{[k]}, \hat{V}_{te}^{[k]}) - F(\hat{U}_{tr}, \hat{U}_{te}, \hat{V}_{tr}, \hat{V}_{te})| \leq \frac{C}{B + k} \tag{84}
\]

**Proof.** The case \(k = 0\) is trivial so we will focus on \(k \geq 1\). From (65), (67) - (70), and the Lipschitz bounds (55) - (56), we have that
\[
F(\hat{U}_{tr}^{[k-1]}, \hat{U}_{te}^{[k-1]}, \hat{V}_{tr}^{[k-1]}, \hat{V}_{te}^{[k-1]}) - F(\hat{U}_{tr}, \hat{U}_{te}, \hat{V}_{tr}, \hat{V}_{te}) \leq \frac{\mu}{2T_{\max}} \left( \|\partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]})\|^2_F + \|\partial_U F_2^{[k]}(\hat{U}_{te}^{[k-1]})\|^2_F \\
+ \|\partial_V F_3^{[k]}(\hat{V}_{tr}^{[k-1]})\|^2_F + \|\partial_V F_4^{[k]}(\hat{V}_{te}^{[k-1]})\|^2_F \right) \\
+ \|\partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]})\|^2_F + \|\partial_U F_2^{[k]}(\hat{U}_{te}^{[k-1]})\|^2_F \\
+ \|\partial_V F_3^{[k]}(\hat{V}_{tr}^{[k-1]})\|^2_F + \|\partial_V F_4^{[k]}(\hat{V}_{te}^{[k-1]})\|^2_F \tag{85}
\]
By convexity of \(F_1^{[k]}\) and the Cauchy-Schwartz inequality, we have that
\[
F_1^{[k]}(\hat{U}_{tr}^{[k-1]}) - F_1^{[k]}(\hat{U}_{te}^{[k-1]}) \leq \langle \partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]}), \hat{U}_{tr}^{[k-1]} - \hat{U}_{tr}^{[k]} \rangle \\
\leq \|\partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]})\| F \| \hat{U}_{tr}^{[k-1]} - \hat{U}_{tr}^{[k]} \|^2_F \tag{86}
\]
Then
\[
\|\partial_U F_1^{[k]}(\hat{U}_{tr}^{[k-1]})\|^2_F \geq \frac{1}{C_0} (F_1^{[k]}(\hat{U}_{tr}^{[k-1]}) - F_1^{[k]}(\hat{U}_{tr}^{[k]}))^2 \tag{87}
\]
where \(C_0\) is the positive constant of Corollary 1. We can
write similar bounds for $F_2^k, F_3^k,$ and $F_2^k$ to obtain
\[
\frac{1}{4C_0} \left( F_1^k(\hat{\mathbf{U}}_{tr}^{[k-1]}), F_2^k(\hat{\mathbf{U}}_{te}^{[k-1]}), F_3^k(\hat{\mathbf{V}}_{tr}^{[k-1]}), \hat{\mathbf{V}}_{te}^{[k-1]} \right) + F_4^k(\hat{\mathbf{V}}_{te}^{[k-1]}) \leq \|\partial_u F_1^k(\hat{\mathbf{U}}_{tr}^{[k-1]})\|^2_P + \|\partial_u F_2^k(\hat{\mathbf{U}}_{te}^{[k-1]})\|^2_P + \|\partial_u F_3^k(\hat{\mathbf{V}}_{tr}^{[k-1]})\|^2_P + \|\partial_u F_4^k(\hat{\mathbf{V}}_{te}^{[k-1]})\|^2_P .
\]
where the left hand side follows from the triangle inequality. Applying the reverse triangle inequality, we get
\[
\frac{1}{4C_0} \left( F_1^k(\hat{\mathbf{U}}_{tr}^{[k-1]}), F_2^k(\hat{\mathbf{U}}_{te}^{[k-1]}), F_3^k(\hat{\mathbf{V}}_{tr}^{[k-1]}), \hat{\mathbf{V}}_{te}^{[k-1]} \right) + F_4^k(\hat{\mathbf{V}}_{te}^{[k-1]}) \leq \frac{1}{4C_0} \left( F_1^k(\mathbf{U}_{tr}^{[k-1]}), F_2^k(\mathbf{U}_{te}^{[k-1]}), F_3^k(\mathbf{V}_{tr}^{[k-1]}), \mathbf{V}_{te}^{[k-1]} \right) + F_4^k(\mathbf{V}_{te}^{[k-1]})
\]
It can be easily shown that
\[
F(\hat{\mathbf{U}}_{tr}^{[k-1]}, \hat{\mathbf{U}}_{te}^{[k-1]}, \hat{\mathbf{V}}_{tr}^{[k-1]}, \hat{\mathbf{V}}_{te}^{[k-1]}) \leq F_1^k(\mathbf{U}_{tr}^{[k-1]}), F_2^k(\mathbf{U}_{te}^{[k-1]}), F_3^k(\mathbf{V}_{tr}^{[k-1]}), F_4^k(\mathbf{V}_{te}^{[k-1]}).
\]
Hence,
\[
\frac{1}{4C_0} \left( F(\mathbf{U}_{tr}^{[k-1]}, \mathbf{U}_{te}^{[k-1]}, \mathbf{V}_{tr}^{[k-1]}, \mathbf{V}_{te}^{[k-1]}) \right)^2 \leq \frac{1}{4C_0} \left( F_1^k(\mathbf{U}_{tr}^{[k-1]}), F_2^k(\mathbf{U}_{te}^{[k-1]}), F_3^k(\mathbf{V}_{tr}^{[k-1]}), \mathbf{V}_{te}^{[k-1]} \right) + \frac{1}{4C_0} \left( F_4^k(\mathbf{V}_{te}^{[k-1]}), \mathbf{V}_{te}^{[k-1]} \right) \leq \frac{1}{4C_0} \left( F_1^k(\mathbf{U}_{tr}^{[k-1]}), F_2^k(\mathbf{U}_{te}^{[k-1]}), F_3^k(\mathbf{V}_{tr}^{[k-1]}), \mathbf{V}_{te}^{[k-1]} \right) + \frac{1}{4C_0} \left( F_4^k(\mathbf{V}_{te}^{[k-1]}), \mathbf{V}_{te}^{[k-1]} \right).
\]
From (83) (and Lemma 3) we have that there exists a positive constant $C_0$ which only depends on the initial solution so that (91) implies that
\[
\frac{1}{4C_0} \left( F(\mathbf{U}_{tr}^{[k-1]}, \mathbf{U}_{te}^{[k-1]}, \mathbf{V}_{tr}^{[k-1]}, \mathbf{V}_{te}^{[k-1]}) \right)^2 \leq \frac{\mu}{8L_{\text{max}}C_0} \left( F(\mathbf{U}_{tr}^{[k-1]}, \mathbf{U}_{te}^{[k-1]}, \mathbf{V}_{tr}^{[k-1]}, \mathbf{V}_{te}^{[k-1]}), \mathbf{V}_{te}^{[k-1]} \right)^2.
\]
Since $F(\mathbf{U}_{tr}^{[k]}, \mathbf{U}_{te}^{[k]}, \mathbf{V}_{tr}^{[k]}, \mathbf{V}_{te}^{[k]}), \mathbf{V}_{te}^{[k]} \geq F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te})$ for all $k$, (93) implies that
\[
F(\mathbf{U}_{tr}^{[k-1]}, \mathbf{U}_{te}^{[k-1]}, \mathbf{V}_{tr}^{[k-1]}, \mathbf{V}_{te}^{[k-1]}), \mathbf{V}_{te}^{[k-1]} \geq F(\mathbf{U}_{tr}^{[k]}, \mathbf{U}_{te}^{[k]}, \mathbf{V}_{tr}^{[k]}, \mathbf{V}_{te}^{[k]}), \mathbf{V}_{te}^{[k-1]} \geq \frac{\mu}{8L_{\text{max}}C_0} \left( F(\mathbf{U}_{tr}^{[k-1]}, \mathbf{U}_{te}^{[k-1]}, \mathbf{V}_{tr}^{[k-1]}, \mathbf{V}_{te}^{[k-1]}), \mathbf{V}_{te}^{[k-1]} \right)^2.
\]
We next add and subtract $F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te})$ on the left hand side, and we invoke Lemma (2) with
\[
q_k = F(\mathbf{U}_{tr}^{[k]}, \mathbf{U}_{te}^{[k]}, \mathbf{V}_{tr}^{[k]}, \mathbf{V}_{te}^{[k]}), \mathbf{V}_{te}^{[k-1]} - F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te})
\]
and note that $\{q_k\}_{k \geq 0}$ is a non-negative sequence by the first assertion of Corollary 1. Letting $B = 16L_{\text{max}}C_0\mu^{-2}$ and $C = 8L_{\text{max}}C_0\mu^{-1}$ completes the proof.

The result in Theorem 3.1 suggests that one can determine a number of iterations as a stopping criterion for Algorithm 1. More importantly, the theorem says that this number need not be large in order to get close to the limit. The next theorem provides our second main result. It demonstrates that the limiting solution $\{\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}\}$ implied by Lemma 1 is a block coordinate-wise minimizer of the matrix completion problem (28).

**Theorem 3.2 (Block Coordinate-Wise Minimizer).** Under the assumptions of Lemma 1, the variational inequalities (30)-(33) hold for all $\mathbf{U}_{tr} \in \mathbb{R}^{n \times r}$, all $\mathbf{U}_{te} \in \mathbb{R}^{h \times r}$, all $\mathbf{V}_{tr} \in \mathbb{R}^{r \times r}$, and all $\mathbf{V}_{te} \in \mathbb{R}^{r \times r}$.

**Proof.** In the limit, we have that
\[
\mathbf{U}_{tr} = \arg \min_{\mathbf{U}_{tr} \in \mathbb{R}^{n \times r}} \|\mathbf{Y}_{tr} - \mathbf{U}_{tr}\|^2_F + 2\mu \|\mathbf{U}_{tr}\|^2_F.
\]
Hence, for all $\mathbf{U}_{tr} \in \mathbb{R}^{n \times r}$
\[
F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}) \geq F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}).
\]
In particular, consider the matrix $\mathbf{U}_{tr} + h(\mathbf{U}_{tr} - \mathbf{U}_{te})$, where $h$ is a scalar and $\mathbf{U}_{tr}$ is any $\mathbb{R}^{n \times r}$ matrix. From (97), we have for each $h > 0$ that
\[
\frac{1}{h} \left( F(\mathbf{U}_{tr} + h(\mathbf{U}_{tr} - \mathbf{U}_{te}), \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}) \right) \geq \frac{1}{h} \left( F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}) \right) \geq \frac{\mu}{8L_{\text{max}}C_0} \left( F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}) \right)^2.
\]
\( \mathbf{U}_{tr} - \mathbf{U}_{tr} \) and since the inequality is true for all \( h \), it is true in the limit. Then, since the directional derivative is simply the inner product of the derivative and the direction, it follows that the first variational inequality,

\[
\langle \partial_{\mathbf{U}_{tr}} F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}), \mathbf{U}_{tr} - \mathbf{U}_{tr} \rangle \geq 0, \tag{99}
\]

is true for all \( \mathbf{U}_{tr} \in \mathbb{R}^{n \times r} \). The same reasoning can be used to demonstrate that the variational inequalities (31), (32), and (33) also hold for \( \mathbf{U}_{te}, \mathbf{V}_{tr} \), and \( \mathbf{V}_{te} \), respectively. \( \square \)

The interpretation of the solution as a Nash point (an equilibrium) can be seen immediately upon examining the inequalities

\[
F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}) \geq F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}), \tag{100}
\]

\[
F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}) \geq F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}), \tag{101}
\]

\[
F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}) \geq F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}), \tag{102}
\]

and

\[
F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}) \geq F(\mathbf{U}_{tr}, \mathbf{U}_{te}, \mathbf{V}_{tr}, \mathbf{V}_{te}), \tag{103}
\]

for all \( \mathbf{U}_{tr} \in \mathbb{R}^{n \times r} \), \( \mathbf{U}_{te} \in \mathbb{R}^{h \times r} \), \( \mathbf{V}_{tr} \in \mathbb{R}^{T_{tr} \times r} \), and \( \mathbf{V}_{te} \in \mathbb{R}^{T_{te} \times r} \). The inequalities (101), (102), and (103) can be established in the same way that (100) was established in the proof of Theorem 3.2.

4 Ensemble Learning, Sample Complexity, and Time Complexity

4.1 Incorporating Day-to-Day Historical Patterns

Ensemble learning, a.k.a. adaptive boosting, is a technique that is used to enhance the performance of a learning task by combining the predictions of an ensemble of “weak learners”. The weak learners can include a variety of algorithms designed to perform the same prediction task. The prediction performance of the individual algorithms can be weak (hence the nomenclature “weak learners”) but the predictions produced by ensemble learning, which are weighted sums of the individual predictions, are guaranteed to have lower errors on the training data. Our proposed ensemble learning implementation considers data from past days as the ensemble. In other words, each of our weak learners solves a matrix completion problem (using Algorithms 1 and 2) with training data covering the same time periods but from different days. In this way, we can interpret our ensemble learning approach as one that learns and utilizes day-to-day historical patterns.

Without loss of generality, let \( \mathcal{D} \) be set of indices representing the weak learners; each element of \( \mathcal{D} \) corresponds to a day in the past with lower indices representing more recent days, in particular, \( d = 1 \) corresponds to the ‘present’. The set \( \mathcal{D} \) can be chosen to include 4-5 weeks of past data and either week days or week ends are chosen based on whether the present day is a week day or weekend. Let \( \theta(t,d) \) denote the weight associated with time step \( t \) in ensemble \( d \). The joint matrix is now given by

\[
\mathbf{Z}(\Theta) \equiv \begin{bmatrix} \mathbf{Y}_{[\mathcal{D}],tr} & \cdots & \mathbf{Y}_{1,tr} \end{bmatrix} \Theta \circ \Phi(\mathbf{X}_{[\mathcal{D}],tr}) \Theta_{te}, \tag{104}
\]

where \( \mathbf{Y}_{d,tr} \equiv [\mathbf{y}_{d,1}(1) \cdots \mathbf{y}_{d,T_{tr}}(T_{tr})] \) and \( \mathbf{X}_{d,tr} \equiv [\mathbf{B}_{L} \mathbf{x}_{d,tr}(1) \cdots \mathbf{B}_{L} \mathbf{x}_{d,tr}(T_{tr})] \) are the output and input matrices, respectively, corresponding to day \( d \). \( \Phi \) applies the (unknown) mapping function to each of the columns of its argument,

\[
\Theta_{d} \equiv [\theta(1,d) \mathbf{e} \cdots \theta(T_{tr},d) \mathbf{e}] \in \mathbb{R}^{h \times T_{tr}} \tag{105}
\]

is a matrix of weights corresponding to day \( d \), \( \mathbf{e} \) is vector of 1s of dimension \( h \), and \( \circ \) is the component-wise (or Hadamard) product. Given \( \{\theta(t,d)\}_{1 \leq t \leq T_{tr}, d \in \mathcal{D}} \), the prediction problem is simply a matrix completion problem, which is solved by block coordinate descent. Here, the training data are given by the augmented matrices

\[
\mathbf{Y}_{tr} \equiv [\mathbf{Y}_{[\mathcal{D}],tr} \cdots \mathbf{Y}_{1,tr}] \in \mathbb{R}^{n \times |\mathcal{D}|T_{tr}} \tag{106}
\]

and

\[
\tilde{\mathbf{F}}_{tr}(\Theta) \equiv [\Theta_{[\mathcal{D}]} \circ \Phi(\mathbf{X}_{[\mathcal{D}],tr}) \cdots \Theta_{1} \circ \Phi(\mathbf{X}_{1,tr})] \in \mathbb{R}^{h \times |\mathcal{D}|T_{tr}}. \tag{107}
\]

The joint matrix is given by

\[
\mathbf{Z}(\Theta) \equiv \begin{bmatrix} \tilde{\mathbf{Y}}_{tr} & \mathbf{Y}_{te} \end{bmatrix} \tilde{\mathbf{F}}_{tr}(\Theta) \tilde{\mathbf{F}}_{te} \in \mathbb{R}^{(n+h) \times (|\mathcal{D}|T_{tr}+T_{te})}. \tag{108}
\]

The overall prediction algorithm is depicted in Fig. 2. The procedure begins with an initial set of weights, which can chosen in a variety of ways, e.g., equal weights: \( \theta_{0}(t,d) \propto 1 \) for all \( t \in \{1, \ldots, T_{tr}\} \) and \( d \in \mathcal{D} \), or weights that favor more recent days: \( \theta_{0}(t,d) \propto d^{-1} \). (In our experiments, we use the former.) We then solve the matrix completion problem using Algorithm 1 and use the results to calculate the normalized training error, which is given as

\[
\varepsilon^{[k]} = \frac{\sum_{(t,d)} \theta^{[k]}(t,d) \mathbb{1}[\mathbf{y}_{d,tr}^{[k]}(t) \neq \mathbf{y}_{d,tr}(t)]}{\sum_{(t,d)} \theta^{[k]}(t,d)}, \tag{109}
\]
The logarithm in (110) is used to mitigate potential com-
which is used to update the weight as

\[ \beta[k] = \log \frac{1 - \varepsilon[k]}{\varepsilon[k]}, \quad (110) \]

which is used to update the weight as

\[ \theta[k+1](t,d) = \theta[k](t,d) \exp \left( \beta[k] I\{\hat{Y}[k]_{d,tr}(t) \neq y_{d,tr}(t)\} \right). \quad (111) \]

The logarithm in (110) is used to mitigate potential computa-
tional instabilities due to large values. As \( \varepsilon[k] \to 0 \), \( \beta[k] \to \infty \) and the limit corresponds to the case where \( I\{\hat{Y}[k]_{d,tr}(t) \neq y_{d,tr}(t)\} = 0 \) for all \((t,d)\) pairs (i.e., a perfect match) so that the exponential function on the right-hand side of (111) is 1. This means that in the case of a perfect match, the weights do not change. On the other hand, as \( \varepsilon[k] \to 1 \), \( \beta[k] \to -\infty \) and \( \theta[k+1](t,d) \to 0 \) in this case.

Finally, the test predictions produced over the \( K \) it-
ations are combined to produce the final prediction. Let \( \alpha[k] \) denote the weight assigned to the prediction produced in iteration \( k \) and let it be defined as follows:

\[ \alpha[k] = \frac{\beta[k]}{\sum_{j=1}^{K} \beta[j]}. \quad (112) \]

The combined predictions are given by

\[ \hat{Y}_{tr} = \sum_{k} \alpha[k] \hat{Y}_{tr}(\theta[k]) \quad (113) \]

and

\[ \hat{Y}_{te} = \sum_{k} \alpha[k] \hat{Y}_{te}(\theta[k]). \quad (114) \]

This is followed by a thresholding step to translate the predictions to labels in \([0,1]\). The prediction algorithm is summarized in Algorithm 3 below. Theorem 4.1 provides a bound on the training error (expressed as the number of mis-matched columns in \( \hat{Y}_{tr} \)). The error bound given in the theorem illustrates the fast reduction in error with number of iterations. The bound we give is a specialization of the well known result in [16, Theorem 6] to our context.

### Algorithm 3: Prediction with Ensemble Learning

**Data:** Joint matrix \( Z(\theta[0]) \) and \( K \) (maximum number of iterations)

**Result:** \( \hat{Y}_{tr} \) and \( \hat{Y}_{te} \)

1. **Initialize:** \( k \leftarrow 0 \) and initial weights
   \( \Theta[0] \equiv [\Theta[0] | D|, \cdots, \Theta[1] | D|] \)

2. **while** \( k < K \) **do**
   3. \( \hat{Y}_{tr}(\theta[k]) \leftarrow \hat{Y}_{tr}(\theta[k]) \cap \Phi(X[|D|,tr]) \cdots \Theta[1] | D| \Phi(X[1, tr]) \)
   4. **Calculate** \( \hat{Y}_{tr}(\theta[k]) \) and \( \hat{Y}_{te}(\theta[k]) \) using Algorithm 1
   5. **Calculate** \( \varepsilon[k] \) and \( \beta[k] \) using (109) and (110), respectively
   6. \( k \leftarrow k + 1 \) and update \( \Theta[k] \) using (111)

7. **end**

8. **Calculate** the weighted majority predictions using (113)-(114) and apply thresholding (Algorithm 2).

#### Theorem 4.1 (Training Error of Algorithm 3). Assume that \( \theta[k](t,d) = 1 \) for all \((t,d)\)-pairs and let \( \tau \in \mathbb{R}^n \) denote a vector of thresholds. Let

\[ \varepsilon(K) = \frac{\{ (t,d) : \hat{Y}[k]_{d,tr}(t) \neq y_{d, tr}(t) \} }{|D| |T|}. \quad (115) \]

denote the training sample error at the end of step \( K \).

Then

\[ \varepsilon(K) \leq 2K \prod_{k=0}^{K} (1 - \varepsilon[k]) \frac{n - 1 + \frac{\| \tau \|_1}{n}}{\frac{\| \tau \|_1}{n}}. \quad (116) \]

**Proof.** Let \( (t,d) \) be such that \( I\{\hat{Y}[k]_{d,tr}(t) \neq y_{d, tr}(t)\} = 1 \). Since \( \sum_{k=0}^{K} \alpha[k] = 1 \) we have that \( y_{d, tr}(t) = \)

\[ \hat{Y}_{tr} = \sum_{k} \alpha[k] \hat{Y}_{tr}(\theta[k]) \]

and

\[ \hat{Y}_{te} = \sum_{k} \alpha[k] \hat{Y}_{te}(\theta[k]). \]
\[ \sum_{k=0}^{K} \alpha[k] y_{d, tr}(t), \text{ thus} \]
\[ \sum_{k=0}^{K} \alpha[k] \|\hat{y}_{d, tr}(t) - y_{d, tr}(t)\|_1 \geq \|\tau\|_1. \tag{117} \]

Multiplying both sides by \( n^{-1} \sum_{j=0}^{K} \beta[j] \), we get the inequality
\[ \sum_{k=0}^{K} \beta[k] n \|\hat{y}_{d, tr}(t) - y_{d, tr}(t)\|_1 \geq \sum_{j=0}^{K} \beta[j] \|\tau\|_1. \tag{118} \]

Since \( I \{ R_{d, tr}(t) \neq y_{d, tr}(t) \} \geq n^{-1} \|\hat{y}_{d, tr}(t) - y_{d, tr}(t)\|_1 \) for all \( k \), we have that
\[ \sum_{k=0}^{K} \beta[k] I \{ \hat{y}_{d, tr}(t) \neq y_{d, tr}(t) \} \geq \sum_{k=0}^{K} \beta[j] \|\tau\|_1. \tag{119} \]

Define \( M[k] = \{ (t, d) : \hat{y}_{d, tr}(t) \neq y_{d, tr}(t) \} \). It follows from (119) that
\[ \sum_{(t, d) \in M[k]} \theta[k](t, d) \geq \sum_{(t, d) \in M[k]} \theta[0](t, d) \exp \left( \sum_{k=0}^{K} \beta[k] n^{-1} \|\tau\|_1 \right) \]
\[ = |D| T \epsilon(K) \prod_{k=0}^{K} \exp(\beta[k] n^{-1} \|\tau\|_1), \tag{120} \]

where \( |D| T \epsilon(K) = \sum_{(t, d) \in M[k]} \theta[0](t, d) \) follows from the initialization assumption. Next, we have that
\[ \sum_{(t, d)} \theta[k+1](t, d) \]
\[ = \sum_{(t, d)} \theta[k](t, d) \left( 1 - \frac{\epsilon[K]}{\epsilon[K]} \right) I \{ \hat{y}_{d, tr}(t) \neq y_{d, tr}(t) \} \]
\[ = \sum_{(t, d)} \theta[k](t, d) \left( 1 - \frac{1 - \epsilon[K]}{\epsilon[K]} \right) I \{ \hat{y}_{d, tr}(t) \neq y_{d, tr}(t) \} \]
\[ = \sum_{(t, d)} \theta[k](t, d) - \sum_{(t, d)} \theta[k](t, d) \epsilon[K] \left( 1 - \frac{1 - \epsilon[K]}{\epsilon[K]} \right) \]
\[ = \sum_{(t, d)} 2 \theta[k](t, d) (1 - \epsilon[K]), \tag{121} \]

where the second to last equality follows from (109). This implies that
\[ \sum_{(t, d)} \theta[k+1](t, d) = 2^K |D| T \prod_{k=0}^{K} (1 - \epsilon[K]). \tag{122} \]

Combining (120) with (122) and utilizing the definition of \( \beta[k] \), (110), completes the proof.

4.2 Generalization and Training Sample Complexity

Theorem 4.1 provides a bound on the in-sample error. To study how this generalizes to out-of-sample data, we can think of \( (\hat{\Phi}_t(\theta), \hat{Y}_t) \) as random samples of sensor states. The in-sample error \( \epsilon(K) \) is representative of the true error insofar as the sample \( (\hat{\Phi}_t(\theta), \hat{Y}_t) \) is representative of the true underlying phenomenon that generates the data. Let \( \epsilon_{\text{true}} \) denote the true error, i.e., over the entire (unknown) data generating process (not just the sample). A fundamental result by [78] states that, for any tolerance threshold \( 0 < \delta < 1 \), we have with probability \( 1 - \delta \) that
\[ \epsilon_{\text{true}} \leq \epsilon(K) + \sqrt{\frac{\log_{e}(2|D| T \epsilon(K)/d_{\text{VC}})}{|D| T \epsilon(K)^{\frac{1}{2}}}}, \tag{123} \]

where \( d_{\text{VC}} \) is the Vapnik-Cheronekis (VC) dimension of the set of solutions of the adaptive boosting algorithm (Algorithm 3). The second term (under the square root) can be made arbitrarily small by appropriate choice of the “sample size” \( |D| T \epsilon(K) \) (provided that \( d_{\text{VC}} \) is finite). This says that the true error \( \epsilon_{\text{true}} \) can be made as arbitrarily small as the training error \( \epsilon(K) \), which can be made arbitrarily small by increasing \( K \) in accord with Theorem 4.1. A similar bound can be stated for the matrix completion problem providing guidance into the selection of \( T \epsilon(K) \). Let \( d_{\text{VC}}^{\text{BCD}} \) denote the VC-dimension of the matrix completion problem. Theorem 8 in [16] demonstrates how \( d_{\text{VC}}^{\text{BCD}} \) can be determined from \( d_{\text{VC}} \). Determination of the VC-dimension of our matrix completion problem, \( d_{\text{VC}}^{\text{BCD}} \), is beyond the scope of this paper. However, we note that it has been demonstrated that \( d_{\text{VC}}^{\text{BCD}} \) is finite for matrix completion problems that aim to minimize rank; we refer to [70] for deeper analytical insights into generalization errors for low-rank matrix completion problems. In our experiments, we compare training and testing errors experimentally using a real-world dataset.

4.3 Time Complexity Analysis

In each iteration, the block-coordinate descent algorithm (Algorithm 1) solves four least-squared (LS) problems but the solutions are given in closed form. The complexity of calculating \( \hat{V}_t[k] \) using (38), is \( O(r^2 T_{tr}) \) (the complexity of matrix multiplication and inversion of a symmetric positive definite matrix). The complexity of updating \( \hat{V}_t[k] \), using (40), is \( O(\max\{r^3, T_{tr}^2, T_{te} r, T_{te} r\}) \), which is typically equal to \( O(T_{tr}) \) as \( T_{tr} > T_{te} > r \) will be the case in most settings. Similarly, updating \( \hat{V}_t[k] \) has a time complexity of \( O(\max\{r^3, T_{te}^2 r, T_{tr} T_{te} r\}) \), which is typically \( O(T_{tr} T_{te} r) \).

Therefore, the complexity in each iteration of Algorithm 1
is $O(\max\{r^3, T_{tr}^2 r, T_{te}^2 r, T_{tr} T_{te} r\}) = O(T_{tr}^2 r)$. Let $K_{BCD}$ denote a the number of block-coordinate descent iterations, which can be determined a priori in accord with Theorem 3.1. Then, the overall complexity of Algorithm 1 is $O(K_{BCD} T_{tr}^2 r)$.

The analysis above implies that the time complexity of a single iteration of Algorithm 3 is $O(K_{BCD} |D|^2 T_{tr}^2 r)$. The time complexity of the soft-thresholding algorithm is $O(|D|^2 T_{tr}^2 n)$. The training error bound given in Theorem 4.1 can be used to estimate a number of iterations needed to get the training error to within a pre-specified error bound. Let $K_{AB}$ be the number of iterations of Algorithm 3 to be performed. The overall complexity of our proposed approach is then $O(K_{AB} K_{BCD} T_{tr}^2 r + |D|^2 T_{tr}^2 n)$. In most cases, we will have that $r > n$ so that the total complexity can be simply be stated as $O(K_{AB} K_{BCD} T_{tr}^2 r)$. One can further reduce the computational complexity of Algorithm 1 by utilizing more efficient matrix multiplication and inversion techniques, our time complexity bounds assume standard matrix algebra techniques are used.

### 5 Experimental Results

#### 5.1 Network Descriptions and Performance Metrics

**Simulated Data:** We test the proposed methods using both reproducible toy examples with simulated data and a real-work high-resolution dataset. For the former, we generated synthetic data using a microscopic simulation model of a hypothetical network of four 4-leg intersections, depicted in Fig. 3. The model was developed using the open-source simulator SUMO (Simulation of Urban MO-bility) [40]. The intersections are operated using a fixed-time controller with a cycle length of 90 seconds. All approaches are 200 meters long and have two lanes with point sensors capable of recording high-resolution data located at the stop lines. We, thus, have 32 sensors in total. The simulation time horizon is 2 days (172,000 seconds). The average occupancy of these 32 sensors over the two day period is around 15%, hourly averaged occupancy profiles of two of the sensors are shown in Fig. 4. The experiments and results are presented in Sec. 5.3.

![FIGURE 3: Layout of the Synthetic Network](image3)

**Real-World Dataset:** The second dataset is a real-world dataset provided by the Abu Dhabi Department of Transportation. The dataset was obtained for Al Zahiyah in downtown Abu Dhabi and consists of two corridors with eleven intersections as shown in Fig. 5. These intersec-

![FIGURE 5: Layout of the Downtown Abu Dhabi Network](image5)

![FIGURE 4: Occupancy Profiles of Two Sensors](image4)
jumps. We refer to [82] for a more detailed description of the metric. In our context, it is chosen for its ability to compare high-resolution signals.

Finally, we set \( \mu = 0.01 \) unless otherwise specified and run all tests on a 2.7 GHz Intel Core i7 Processor with 16 GB of RAM.

### 5.2 Small Illustrative Example

Our first example utilizes a single sensor station from the real-world dataset to illustrate the proposed techniques. The three sensors located at intersection 2 in Fig. 5 are used in this example, and we denote the occupancies of the three sensors at time \( t \) by \( s_1(t) \), \( s_2(t) \), and \( s_3(t) \) for lanes 1, 2, and 3, respectively. We set the lag to \( L = 3 \) seconds and the prediction horizon to \( H = 2 \) seconds. We wish to predict the occupancies of sensor 2 in time steps \( t + 12, \ldots, t + 16 \) utilizing past data from all three sensors. The structure of the joint matrix \( Z \) in (9) (without kernels) for this problem is

\[
Z = \begin{bmatrix}
\begin{array}{cccc}
Y_{tr} = [s_2(t + 2) & \cdots & s_2(t + 11)] \\
\vdots & \ddots & \vdots \\
[1 \cdots 1]
\end{array}
\end{bmatrix}
\]

The entries of this matrix are provided in Fig. 7, and color coded according to whether the occupancy is 0 or 1. Note that the difference in the occupancy profiles corresponding to sensors 1 and 2 (\( s_1 \) and \( s_2 \)) from times \( t - 1 \) to \( t + 13 \) (rows 6 and 7 in Fig. 7). Over the entire 15 second period, the aggregated occupancies are the same but the traffic patterns are different.

To solve the prediction problem, we set \( \mu = 10^{-6} \) and \( r = 1 \) and list the training results of the (unkernalized) problem without adaptive boosting in Table 1 and those with adaptive boosting in Table 2. The corresponding testing results are summarized in Tables 3 and 4, respectively. The convergence criterion used is \( \epsilon^{rel}(k) < 10^{-4} \), where \( \epsilon^{rel}(k) \) is the relative error in iteration \( k \), calculated as

\[
\epsilon^{rel}(k) \equiv \max \left\{ \frac{||U^{[k]}_{tr} - U^{[k-1]}_{tr}||_F}{||U^{[k-1]}_{tr}||_F}, \frac{||V^{[k]}_{te} - V^{[k-1]}_{te}||_F}{||V^{[k-1]}_{te}||_F} \right\}.
\]

Note from Table 1 that beyond iteration \( k = 5 \), changes in the results are small. This illustrates the fast convergence rate of the algorithm. Convergence of the Block-Coordinate Descent (BCD) algorithm is illustrated in Fig. 8 for this example. We also see that the algorithm misclassified the sensor state at time \( t + 13 \) in the testing sample in Table 3. The boosting procedure corrects this as depicted in Tables 2 and 4 below. Note that the iterations in the tables below are the outer iterations of the boosting procedure: the first outer iteration produces the results observed above (without boosting).
TABLE 1: Training Results Without Adaptive Boosting (G.T. = Ground Truth)

| k   | t+2 | t+3 | t+4 | t+5 | t+6 | t+7 | t+8 | t+9 | t+10 | t+11 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|------|
| Ŷ_{tr}[k] |     |     |     |     |     |     |     |     |      |      |
|     | 1   | -0.0915 | 0.0884 | 0.1208 | 0.8682 | 0.7644 | -0.1001 | 0.5218 | 0.8142 | 0.0580 |
|     | 5   | 0.0209 | 0.0535 | 0.1454 | 1.0242 | 1.0542 | 0.9922 | 1.287 | 0.951 | 0.9304 |
|     | 10  | 0.0208 | 0.0531 | 0.1439 | 1.0224 | 1.0520 | 0.9908 | 1.278 | 0.952 | 0.9330 |
| end | 0.0205 | 0.0523 | 0.1421 | 1.0218 | 1.0513 | 0.9908 | 1.2611 | 0.9464 | 0.9354 | 0.0686 |
| G.T. | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   | 1    | 0    |

TABLE 2: Training Results With Adaptive Boosting (A.T. = After Thresholding, G.T. = Ground Truth)

| k   | t+2 | t+3 | t+4 | t+5 | t+6 | t+7 | t+8 | t+9 | t+10 | t+11 |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|------|
| Ŷ_{tr}(\Theta^{[k]}) |     |     |     |     |     |     |     |     |      |      |
|     | 1   | 0.0205 | 0.0523 | 0.1421 | 1.0218 | 1.0513 | 0.9908 | 1.2611 | 0.9464 | 0.9354 |
|     | 2   | 0.0222 | 0.0568 | 0.1545 | 1.0192 | 1.0482 | 0.9865 | 1.4084 | 0.949 | 0.9368 |
|     | 3   | 0.0247 | 0.0635 | 0.1655 | 1.0136 | 1.0432 | 0.9798 | 1.804 | 0.9486 | 0.9324 |
|     | 4   | 0.0272 | 0.0711 | 0.1670 | 1.0045 | 1.0371 | 0.9715 | 2.112 | 0.9527 | 0.9349 |
| end | 0.0229 | 0.0587 | 0.1531 | 1.0169 | 1.0466 | 0.9844 | 1.581 | 0.9479 | 0.9341 | 0.0814 |
| A.T. | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   | 1    | 0    |
| G.T. | 0   | 0   | 0   | 1   | 1   | 1   | 0   | 1   | 1    | 0    |

TABLE 3: Testing Results Without Adaptive Boosting (A.T. = After Thresholding, G.T. = Ground Truth)

| k   | t+12 | t+13 | t+14 | t+15 | t+16 |
|-----|------|------|------|------|------|
| Ŷ_{te}[k] |     |     |     |     |     |
|     | 1    | 0.4694 | 0.4454 | 0.4194 | 0.2675 | 0.2434 |
|     | 5    | 0.1098 | 0.1289 | 0.1143 | 0.0635 | 0.0770 |
|     | 10   | 0.2360 | 0.2351 | 0.1254 | 0.0651 | 0.0391 |
| end  | 0.2613 | 0.2626 | 0.1418 | 0.0730 | 0.0407 |
| A.T. | 1    | 1    | 0    | 0    | 0    |
| G.T. | 1    | 0    | 0    | 0    | 0    |

TABLE 4: Testing Results With Adaptive Boosting (A.T. = After Thresholding, G.T. = Ground Truth)

| k   | t+12 | t+13 | t+14 | t+15 | t+16 |
|-----|------|------|------|------|------|
| Ŷ_{te}[k] |     |     |     |     |     |
|     | 1    | 0.2613 | 0.2626 | 0.1418 | 0.0730 | 0.0407 |
|     | 2    | 0.2583 | 0.2472 | 0.1293 | 0.0639 | 0.0345 |
|     | 3    | 0.2546 | 0.2246 | 0.1120 | 0.0522 | 0.0268 |
|     | 4    | 0.2609 | 0.2068 | 0.0984 | 0.0437 | 0.0211 |
| end  | 0.1781 | 0.1597 | 0.0811 | 0.0389 | 0.0204 |
| A.T. | 1    | 0    | 0    | 0    | 0    |
| G.T. | 1    | 0    | 0    | 0    | 0    |

FIGURE 8: Convergence of BCD

5.3 Simulation Experiments

Description of Experiments: We test the proposed method using the simulated data described in Sec. 5.1. Specifically, we test the approach under varying horizons and lags, \(H \in \{1, 10, 60, 120\}\) and \(L \in \{10, 30, 60, 120\}\) seconds. The historical data used for boosting consists of \(|D|=2\) consecutive days in each experiment, and the number of training and testing time steps are \(T_{tr}=540\) and \(T_{te}=60\) seconds, respectively.

Impact of Choice of Lag (L) and Horizon (H): Since all entries in both \(\hat{Y}_{te}\) and \(Y_{te}\) are binary, we have that \(\epsilon_{MAE} \in [0, 1]\) and \(d_{M_1}(\hat{Y}_{te}, Y_{te}) \in [0, 1]\). We can hence measure accuracy using \(1 - \epsilon_{MAE}\) and \(1 - d_{M_1}\), where we have dropped the arguments from the latter where no confusion may arise. Mean accuracy and standard deviations (calculated over the 32 sensors) are summarized in Table 5 and Table 6 using different lags and prediction horizons. The entries in bold are those with the highest accuracy for each prediction horizon.

The average testing accuracy in Table 5 is no lower than 91.78% and reaches 95.22%, while the greatest standard deviation does not exceed 0.0761. The worst case prediction accuracy (when \(|D| \times L \times H = 2 \times 120 \times 60\)) is greater than 76.9% with probability 97.5% (calculated as \(0.9178 - 1.96 \times 0.0761\) corresponding to an accuracy that is 1.96 standard deviations below the mean). In other words, 97.5% of the cases have an accuracy that exceeds 76.9%. However, with a proper choice of the lag parameter (in this case \(L=60\) seconds), the worst case accu-
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TABLE 5: Testing Accuracy Using MAE \((1 - \epsilon_{\text{MAE}} \, : \, \text{Mean} \pm \text{Std})\)

| \(|D| \times L\) | \(H = 1\) | \(H = 10\) | \(H = 60\) |
|------------------|----------|-----------|----------|
| \(2 \times 30\)  | 0.9395 ± 0.0340 | 0.9317 ± 0.0304 | 0.9268 ± 0.0268 |
| \(2 \times 60\)  | **0.9522 ± 0.0211** | **0.9378 ± 0.0313** | **0.9325 ± 0.0125** |
| \(2 \times 120\) | 0.9448 ± 0.0311 | 0.9319 ± 0.0455 | 0.9178 ± 0.0761 |

TABLE 6: Testing Accuracy Using the Skorokhod M\(_1\) Metric \((1 - d_{M_1} \, : \, \text{Mean} \pm \text{Std})\)

| \(|D| \times L\) | \(H = 1\) | \(H = 10\) | \(H = 60\) |
|------------------|----------|-----------|----------|
| \(2 \times 30\)  | **0.9557 ± 0.0520** | 0.9259 ± 0.0429 | 0.9111 ± 0.0457 |
| \(2 \times 60\)  | 0.9464 ± 0.0385 | **0.9378 ± 0.0313** | **0.9269 ± 0.0381** |
| \(2 \times 120\) | 0.9387 ± 0.0401 | 0.9292 ± 0.0349 | 0.9155 ± 0.0977 |

TABLE 7: Paired \(t\)-test for Different Lags and Horizons (Significance Level = 0.05)

| \((H, |D| \times L)\) | \((1,2 \times 30)\) | \((1,2 \times 60)\) | \((1,2 \times 120)\) |
|---------------------|------------------|------------------|------------------|
| \((H, |D| \times L)\) | \((1,2 \times 30)\) | 0 | 1 | 1 |
| \((H, |D| \times L)\) | \((1,2 \times 60)\) | 1 | 0 | 1 |
| \((H, |D| \times L)\) | \((1,2 \times 120)\) | 1 | 1 | 0 |
| \((H, |D| \times L)\) | \((1,2 \times 30)\) | 0 | 1 | 1 |
| \((H, |D| \times L)\) | \((10,2 \times 30)\) | 1 | 0 | 1 |
| \((H, |D| \times L)\) | \((60,2 \times 30)\) | 1 | 1 | 0 |

Accuracy is greater than 87.6% with probability 97.5% (when \(|D| \times L \times H = 2 \times 60 \times 10\)). We see the same results when measuring accuracy using \(1 - d_{M_1}\) in Table 6. The worst case prediction accuracy (when \(|D| \times L \times H = 2 \times 120 \times 60\)) is greater than 72.4% with probability 97.5% but with a proper choice of the lag parameter, the worse case accuracy is greater than 85.2% with probability 97.5%. For both accuracy metrics used in Tables 5 and 6, we observe that the accuracy tends to decrease as \(H\) gets larger. However, increasing the lag \(L\) is not observed to improve the accuracy; a lag of \(L = 60\) seconds seems to be the best choice in our experiment.

We further perform paired \(t\)-tests for different lags and horizons to check whether \(H\) and \(L\) play a significant role in the resulting predictions. We summarize the results in Table 7, where \(H\) is fixed and \(L\) is varied in the top part of the table, and \(H\) is varied and \(L\) is fixed in the bottom part of the table. The test result is either 1 or 0 indicating whether a hypothesis that the two models being compared are the same can be rejected (1) or not (0) at a 0.05 significance level. The results consistently suggest that the difference is significant in all cases when either \(L\) is varied or \(H\) is.

We provide an illustration of the resulting predictions for all 32 sensors in Figures 9 and 10, for a high-demand scenario and a low demand scenario, respectively. These are the resulting 10 second forecasts produced over a 60-second horizon. The figures illustrate the results before thresholding, after thresholding, and include the ground truth for comparison. These figures provide an illustration of how our method captures the sensor state dynamics.

Impact of Rank Parameter \((r)\) and Algorithm Convergence: We next investigate the performance of our approach for different choices of the input \(r\) in (25) and (28). We do so for the case \(L = 60\) and \(H = 10\) seconds. The objective values achieved when the algorithm converges for different values of \(r\) are depicted in Fig. 11. We see that the lowest objective value is achieved when \(r = 60\) indicating a highly sparse matrix (an order of magnitude smaller than both \(n h\sim |D|L n = 3,840\) and \(|D|T_{te} + T_{te} = 1,140\)). Fig. 12 further illustrates the sublinear convergence rate when \(r = 15\).

Comparison with Other Techniques: We benchmark our approach against the following prediction techniques:

1. Time series following generalized linear models (TS-GLM): We use the framework described in [15] to generalize a linear vector auto-regressive time series to binary data. We implement the method using the MATLAB implementation of the glmnet package\(^1\).[17], using the binomial family option, used to perform logistic regression, i.e., employing a logit link function for binary outcomes. The glmnet package solves a regularized problem with a penalty parameter \((\lambda)\).

\(^1\)Available at: http://www.stanford.edu/~hastie/glmnet_matlab/
our experiments, we fine-tune $\lambda$ by means of a grid search. Finally, we employ thresholding with a 0.5 cutoff to translate the outcomes to 0s and 1s (typical for logistic regression).

2. Support vector regression (SVR): We choose the SVR

FIGURE 9: Example Comparison Under High Demands

FIGURE 10: Example Comparison Under Low Demands
model with the standard RBF kernels for comparison. The parameters in SVR, i.e., the error penalty parameter \( C \) and the margin bound parameter \( \epsilon \) are tuned during the training phase by means of a grid search. We also employ a 0.5 cutoff to translate the outputs into binary 0-1 variables. We utilize the package \texttt{sklearn} in python for implementation.

3. Recurrent neural networks (RNN): RNNs are powerful tools for time series. In our experiments, we employ a long short-term memory (LSTM) architecture [23], similar to the neural network architecture used in [57] to predict traffic flows; we use four layers (input, LSTM layer, fully-connected layer and output). The parameters, i.e., number of hidden units \( N_H \) and learning rate \( \alpha \), are also fine-tuned using a grid search.

Moreover, for all the benchmark algorithms, the lag and horizon parameters, \( L \) and \( H \), used in the proposed algorithm are optimized (using a grid search). The best performance is obtained at \( L = 60 \) and \( H = 1 \). We summarize the selected parameters of these three techniques in Table \ref{tab:8}, and we illustrate the performance of the three benchmark algorithms under varying parameter settings in Fig. \ref{fig:13}.

\begin{table}[h]
\centering
\caption{Parameter Settings of Three Benchmark Algorithms.}
\begin{tabular}{|l|l|}
\hline
Method & Parameters \\
\hline
TS-GLM & \text{binomial, 10-fold } \lambda=\lambda_{\text{max}}, \ L = 60, \ H = 1 \\
SVR & \text{ } \quad C = 0.5, \ \epsilon = 0.01, \ L = 60, \ H = 1 \\
RNN & \text{ } \quad N_H = 50, \ \alpha = 0.1, \ L = 60, \ H = 1 \\
\hline
\end{tabular}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure11.png}
\caption{Relationship Between \( r \) and Objective Function Value at Convergence}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure12.png}
\caption{Sublinear Convergence Rate}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure13.png}
\caption{Prediction Performance with Varying Parameter Settings}
\end{figure}
We compare these three techniques with two implementations of the proposed approach, the first employs block coordinate descent (BCD) without boosting, Algorithm 2, and the boosted-BCD (B-BCD) in Algorithm 3. The accuracy results are summarized in Table 9. The results indicate that our B-BCD outperforms the other methods under both metrics, matched only by the RNN. The differences in accuracy are also significant at the 0.05 level, as per the paired t-tests shown in Tables 10 and 11. The two tables show that we can reject the hypothesis that the accuracy achieved by B-BCD or RNN can be achieved by any of the other methods. It is not surprising that the RNN performs so well as a result of the sophisticated representations afforded by deep neural networks. It is, however, notable that RNNs are not amenable to real-time implementation due to the heavy computational costs required to train them. Moreover, interpreting the results is not straightforward with deep neural networks in general. These are the key advantages of our approach: B-BCD can achieve the performance accuracy of a deep neural network, but can be implemented in real-time, it is also easy to extract insights from the results.

### 5.4 Real World Example

**Description of Experiments:** The experiments conducted in this section are meant to test the performance of the proposed approach on the larger real-world dataset described in Sec. 5.1. We use seven weeks of high-resolution data, 49 days, from the beginning of the first week of December, 2018 to the end of the third week of January, 2019. We do not distinguish workdays from weekends (as inputs) in our experiments as the proposed method is essentially a dynamic learning approach that is adaptive to time-varying changes and within-week patterns. The horizons and lags tested in these experiments are $H \in \{1, 10, 60, 120\}$ and $L \in \{10, 30, 60, 120\}$ seconds, and the historical data used for boosting consists of $|D| = 20$ consecutive days in each experiment. The number of training and testing time steps are $T_{tr} = 500$ and $T_{te} = 100$ seconds, respectively. We benchmark our approach against the same prediction techniques described in Sec. 5.3 at the end of this section, specifically, we compare both BCD and B-BCD against TS-GLM, SVR, and RNN.

**Impact of Choice of Lag (L) and Horizon (H):** Again, we measure accuracy using $1 - \epsilon_{\text{MAE}}$ and $1 - \epsilon_{\text{M}}$, and we report mean accuracy and standard deviations (calculated over the 31 sensors) in Table 12 and Table 13 using different lags and prediction horizons. The entries in bold are those with the highest accuracy for each prediction horizon. We see roughly the same pattern in both tables and similar results to those we observed in Sec. 5.3, namely, that the accuracy decreases as $H$ increases and that longer lags ($L$) do not necessarily mean improved accuracy. The mean accuracies (taken over all 31 sensors) is no lower than 79.01% and reaches 90.91%, while the corresponding standard deviations do not exceed 2.52%. The lowest accuracies under $1 - \epsilon_{\text{MAE}}$ and $1 - \epsilon_{\text{M}}$, respectively, exceed 75.07% and 76.94% in 97.5% of the cases.

We also conduct pair t-tests to investigate the impact of the variables $H$ and $L$ and present the results in Table 14 below. The top part of the table summarizes the results of changing $L$, the bottom part summarizes the effect of changing $H$. All results suggest that the differences between the different models are significant at the 0.05 level.

**Choice of Rank Parameter (r) and Algorithm Convergence:** We select the case $L = 30$ and $H = 10$ seconds to test the impact of the rank parameter ($r$). The objective values achieved when the algorithm converges under different values of $r$ are depicted in Fig. 14. We see that the lowest objective value is achieved when $r = 95$ indicating a highly sparse matrix (two orders of magnitude smaller than both $nh \sim |D|Ln = 18,600$ and $|D|T_{tr} + T_{te} = 10,100$). Figures 15 and 16 illustrate the
TABLE 12: Testing Accuracy Using MAE for Real-World Example with 31 sensors \((1 - \epsilon_{\text{MAE}}) : \text{Mean} \pm \text{Std}\)

| \(|\mathcal{D}| \times L\) | \(H = 1\) | \(H = 10\) | \(H = 60\) | \(H = 120\) |
|---|---|---|---|---|
| 20 \(\times\) 10 | 0.8758 \pm 0.0205 | 0.8609 \pm 0.0225 | 0.8475 \pm 0.0255 | 0.8138 \pm 0.0199 |
| 20 \(\times\) 30 | 0.9021 \pm 0.0210 | 0.9012 \pm 0.0269 | 0.8539 \pm 0.0215 | 0.8432 \pm 0.0197 |
| 20 \(\times\) 60 | 0.8764 \pm 0.0252 | 0.8631 \pm 0.0215 | 0.8353 \pm 0.0192 | 0.8155 \pm 0.0197 |
| 20 \(\times\) 120 | 0.8443 \pm 0.0217 | 0.8401 \pm 0.0145 | 0.8178 \pm 0.0278 | 0.7901 \pm 0.0201 |

TABLE 13: Testing Accuracy Using the Skorokhod \(M_1\) Metric for Real-World Example with 31 sensors \((1 - \epsilon_{\text{MAE}}) : \text{Mean} \pm \text{Std}\)

| \(|\mathcal{D}| \times L\) | \(H = 1\) | \(H = 10\) | \(H = 60\) | \(H = 120\) |
|---|---|---|---|---|
| 20 \(\times\) 10 | 0.8618 \pm 0.0197 | 0.8509 \pm 0.0215 | 0.8453 \pm 0.0221 | 0.8124 \pm 0.0203 |
| 20 \(\times\) 30 | 0.8858 \pm 0.0213 | 0.8719 \pm 0.0235 | 0.8419 \pm 0.0225 | 0.8332 \pm 0.0257 |
| 20 \(\times\) 60 | 0.8517 \pm 0.0201 | 0.8438 \pm 0.0211 | 0.8359 \pm 0.0197 | 0.8158 \pm 0.0211 |
| 20 \(\times\) 120 | 0.8313 \pm 0.0227 | 0.8398 \pm 0.0195 | 0.8268 \pm 0.0218 | 0.8108 \pm 0.0211 |

TABLE 14: Paired \(t\)-test for Different Lags and Horizons Using Real-World Data (Significance Level = 0.05)

| \((H, |\mathcal{D}| \times L)\) | \((1, 20 \times 10)\) | \((1, 20 \times 30)\) | \((1, 20 \times 60)\) | \((1, 20 \times 120)\) |
|---|---|---|---|---|
| \((1, 20 \times 10)\) | 0 | 1 | 1 |
| \((1, 20 \times 30)\) | 1 | 0 | 1 | 1 |
| \((1, 20 \times 60)\) | 1 | 1 | 0 | 1 |
| \((1, 20 \times 120)\) | 1 | 1 | 1 | 0 |

| \((H, |\mathcal{D}| \times L)\) | \((1, 20 \times 10)\) | \((10, 20 \times 30)\) | \((60, 20 \times 30)\) | \((120, 20 \times 30)\) |
|---|---|---|---|---|
| \((1, 20 \times 30)\) | 0 | 1 | 1 |
| \((10, 20 \times 30)\) | 1 | 0 | 1 | 1 |
| \((60, 20 \times 30)\) | 1 | 1 | 0 | 1 |
| \((120, 20 \times 30)\) | 1 | 1 | 1 | 0 |

FIGURE 14: Relationship Between \(r \geq \text{rank}(Z)\) and Objective Function Value at Convergence

FIGURE 15: Convergence Rate

sub-linear convergence rate of the algorithm for the same inputs \((L = 30\) seconds, \(H = 10\) seconds, and \(r = 95\)). Fig. 16 also includes the testing accuracy, which also converges fast. Note the small gap between the two curves in Fig. 16, which suggests that the model generalizes well.

Comparisons: We now show the results of our comparisons. We first provide the accuracy results for all of the methods that we apply, averaged over all 31 sensors along with standard deviations in Table 15. The results suggest that our B-BCD outperforms all other methods except for the RNN. Paired \(t\)-tests were carried out under both accuracy metrics, and the results are listed in Tables 16 and 17. Under both metrics, we see that the differences between B-BCD and all other approaches (excluding RNN) are significant. Again, RNN is a good benchmark for comparison, but not implementation due to the heavy computational costs that come with fitting them. Our B-BCD approach can achieve accuracy that is comparable to a well-trained
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FIGURE 16: Sub-Linear Convergence of both Training and Testing Accuracies

RNN, but offers computational advantages.

TABLE 15: Accuracy Comparisons for Real-World Problem

| Method | 1 − d_M | 1 − ϵ_{MAE} |
|--------|---------|-------------|
| BCD    | 0.8101 ± 0.0219 | 0.8589 ± 0.0215 |
| B-BCD  | 0.8858 ± 0.0213 | 0.9091 ± 0.0211 |
| TS-GLM | 0.8058 ± 0.0328 | 0.8215 ± 0.0329 |
| SVR    | 0.7867 ± 0.0161 | 0.8015 ± 0.0135 |
| RNN    | 0.8703 ± 0.0305 | 0.9127 ± 0.0192 |

TABLE 16: Paired t-test for the Different Methods Under the Accuracy Metric 1 − ϵ_{MAE} (Significance Level = 0.05)

| Method | BCD | B-BCD | TS-GLM | SVR | RNN |
|--------|-----|-------|--------|-----|-----|
| BCD    | 0   | 1     | 1      | 1   | 1   |
| B-BCD  | 1   | 0     | 1      | 1   | 0   |
| TS-GLM | 1   | 1     | 0      | 0   | 1   |
| SVR    | 1   | 1     | 0      | 0   | 1   |
| RNN    | 1   | 0     | 1      | 1   | 0   |

TABLE 17: Paired t-test for the Different Methods Under the Accuracy Metric 1 − d_M (Significance Level = 0.05)

| Method | BCD | B-BCD | TS-GLM | SVR | RNN |
|--------|-----|-------|--------|-----|-----|
| BCD    | 0   | 1     | 1      | 1   | 1   |
| B-BCD  | 1   | 0     | 1      | 1   | 0   |
| TS-GLM | 1   | 1     | 0      | 1   | 1   |
| SVR    | 1   | 1     | 1      | 0   | 1   |
| RNN    | 1   | 0     | 1      | 1   | 0   |

6 Conclusions

Our contribution can broadly be described as specializing contemporary convex optimization techniques to traffic prediction. These techniques have revolutionized a variety of applications that involve large volumes of data, from image processing to online recommender systems. However, they seem to have found little or no application in transportation science and traffic management. Our analysis demonstrates that one can solve large prediction problems in real-time (sub-linear convergence rate) and that the solutions obtained are block coordinate-wise minimizers. We also demonstrated that training error can be made arbitrarily small with ensemble learning. The latter are typically used to amalgamate results from heterogeneous techniques. Our implementation uses historical data as predictors. We elected to perform ensemble learning in this way for the sake of interpretability of our results.

The analysis in this paper culminates in a bound on the training error and a brief discussion on how this generalizes. The training error bound is a specialization of a well known bound that comes with the AdaBoost algorithm. Our bound allows for any type of thresholding. The generalization errors analysis is not complete without an analysis of the VC-dimensions of our models, although our empirical results suggest that the out-of-sample errors are similar to the training error, with differences in accuracy that do not exceed 10%. Future work can be conducted along two separate lines: The first is an in-depth analysis of how these methods generalize, analyzing VC-dimension and other approaches. The VC-dimension gives worst-case bounds, which may or may not be useful in practice. It would also be useful to consider kernels inspired by traffic physics and how this affects sample complexity. The second involves investigations of what should be considered an acceptable level of error. This will depend on the application; for example, for signal timing optimization a lag of three seconds in a sensor actuation prediction can trigger a signal status decision that results in unwanted congestion. We leave these questions to future research.
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