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The term "Umbra" has been initially proposed by S. Roman and G.C. Rota \cite{121, 122} to stress, in an (at the time) emerging field of operational calculus, the common practice of replacing a series of the type
\[ \sum_{n=0}^{\infty} c_n \frac{x^n}{n!}, \] representing a certain function $f(x)$ (with its $x$ domain), with the formal exponential series
\[ \sum_{n=0}^{\infty} \hat{c}^n \frac{x^n}{n!} = e^{\hat{c}x}. \]

The "promotion" of the index $n$ in $c_n$ to the status of a power exponent of the operator $\hat{c}$, namely the umbral operator, is the essence of "umbra", since it is a kind of projection of one into the other. Even though we adopt the same starting point, the conception of umbra and of the associated technicalities developed in this thesis are different. We will see that the possibility of replacing a function by a conveniently chosen formal series expansion provides significant advantages, among which that of treating special functions as the "umbral image" of elementary functions. We will prove, for example, that Bessel Functions are the umbral images of the Gaussian. Albeit an apparently sterile exercise, such a point of view offers a wealth of new perspectives, based on a wise combination of "umbra", either for the study of the properties of old and new special functions and for the introduction of novel computational methods, differential operational calculus and algebraic manipulations.

In Fig. 1 we have provided an iconographic idea of the concept of umbra according to Rota and coworkers.

The thesis is aimed at a thorough exposition of the method, relevant in the
theory of special functions, for the solution of ordinary and partial differential equations, including those of fractional nature. It will provide an account of the theory and applications of Operational Methods allowing the “translation” of the theory of special functions and polynomials into a “different” mathematical language. The language we are referring to is that of symbolic methods, largely based on a formalism of umbral type which provides a tremendous simplification of the derivation of the associated properties, with significant advantages from the computational point of view, either analytical or to derive efficient numerical methods to handle integrals, ordinary and partial differential equations, special functions and physical problems solutions. The strategy we will follow is that of establishing the rules to replace higher transcendental functions in terms of elementary functions, taking advantage from such a recasting.

Albeit the point of view discussed here is not equivalent to that developed by Rota and coworkers, we emphasize that it deepens its root into the Heaviside operational calculus [101] and into the methods introduced by the operationalists (Sylvester, Boole, Glaisher, Crofton and Blizard [30, 44, 43, 20]) of the second half of the XIX century.

Going back to the seminal paper by Heaviside in 1887, we quote the statement [80], [101]

”There is a universe of mathematics lying in between the complex differentiation and integration”.

The Heaviside breakthrough in the theory of electric circuits was that of finding a way to treat resistance, capacitor and inductor as the same mean,
by the introduction of a specific operator, treated as an ordinary algebraic quantity. Within the framework of the Heaviside operational calculus, the analysis of whatever complex electric network can be reduced to straightforward algebraic manipulations.

The method has opened new avenues to deal with rational, transcendental and higher order transcendental functions, by the use of the same operational forms. The technique had been formulated in general enough terms to be readily extended to the fractional calculus. The starting point of our theory is the use of the Borel transform methods to put the relevant mathematical foundation on rigorous grounds.

Our target is the search for a common thread between special functions, the relevant integral representation, the differential equations they satisfy and their group theoretical interpretation, by embedding all the previously quoted features within the same umbral formalism.

The procedure we envisage allows the straightforward derivation of (not previously known) integrals involving e.g. the combination of special functions or the Cauchy type partial differential equations (PDE) by means of new forms of solution of evolution operator, which are extended to fractional PDE. It is worth noting that our methods allow a new definition of fractional forms of Poisson distributions different from those given in processes involving fractional kinetics.

A noticeable amount of work has been devoted to the rigorous definition of the evolution operator and in particular the problem of its hermiticity properties and more in general of its invertibility. Much effort is devoted to the fractional ordering problem, namely the use of non-commuting operators in fractional evolution equations and to time ordering.

We underscore the versatility and the usefulness of the proposed procedure by presenting a large number of applications of the method in different fields of Mathematics and Physics.

In the following we provide the detailed layout of the thesis, along with an account of the topics which have been treated and of the new obtained results.

The thesis consists of six chapters. Each chapter contains a general overview of the topic we introduce and new findings based on articles published or submitted to peer review journals.
In Chapter 1 we fix the rules underlying our point of view to umbral methods. We define the concept of umbral image function and develop a case study regarding the Bessel functions which, within the present context, are Gaussian functions. For this purpose, we define an umbral version of Gauss-Weierstrass integral and of Laplace transform, based on rigorous mathematical methods such as the Ramanujan Master Theorem and the Principle of Permanence of Formal Properties. We provide the first examples of how such an identification is helpful to derive all the relevant properties including the computation of infinite integrals. A great deal of effort is devoted to the theory of Mittag-Leffler functions, with different umbral images provided by an exponential function, a rational function or an integral form which allow us to treat fractional evolution problems including time-fractional diffusive equation. The method we propose is shown to be of noticeable importance to obtain the solution of fractional evolution equations of Schrödinger (FSE) type and are naturally suited to develop methods allowing the extension to the fractional calculus of disentanglement theorems. In particular we study the FSE ruling the process of photon absorption/emission and introduce the associated probability distribution, which results to be a fractional Poisson type distribution.

The original parts of the Chapter, containing an adequate bibliography to the relevant scientific literature, are included in the papers specified below.

* G. Dattoli, E. Di Palma, E. Sabia, S. Licciardi; ”Products of Bessel Functions and Associated Polynomials”; Applied Mathematics and Computation, vol. 266, Issue C, September 2015, pages 507-514, Elsevier Science Inc. New York, NY, USA.

* D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Mathematical Methods for Physics”, invited Monograph by World Scientific, Singapore, 2017, in press.

* G. Dattoli, K. Gorska, A. Horzela, S. Licciardi, R.M. Pidatella; “Comments on the Properties of Mittag-Leffler Function”, arxiv.org/abs/1707.01135 [math-ph], submitted for publication to European Physical Journal, 2017.

* G. Dattoli, S. Licciardi; “Book on Bessel Functions and Umbral Calculus”, work in progress.
Chapter 2 consists of two parts. In the first one we discuss new aspects of operational calculus theory and outline its evolution into differintegral and umbral calculi and introduce further umbral rules associated with the properties of negative and fractional derivatives. The reliability and the usefulness of the formalism we propose is benchmarked by a "revisitation" of the theory of Hermite polynomials, which are considered in view of their twofold role of orthogonal polynomials and of solution of heat type equations. Due to the remarkable versatility of these polynomials and to the particular exponential expression of their generating function, they are a powerful tool for numerous applications, calculus of not known integrals, PDE and ODE, fractional too. We show how the method we develop are naturally suited to study physical problems associated with the definition of the Galilei group and to study the solutions (analytical and numerical) of problems occurring in applications. We study e.g. the evaluation of the so called Pearcey integral, often occurring in problems of wave propagation and diffraction, the solution of equations of pivotal importance in the theory of Free Electron Laser and the computing of the propagation of Super Gaussian beams. The complex of rules emerging from this new handling of Hermite polynomials is shown to evolve in an autonomous system of calculus (which we call Hermite Calculus), whose rules are carefully described along with the introduction of the associated integral transforms. In the second part of the chapter, we show how the conceptions underlying the definition of Hermite calculus can be extended to other families of orthogonal polynomials, like those belonging of the Laguerre type.

The Chapter is based on the following original papers.

⋆ G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “Hermite Calculus”; Modeling in Mathematics, Atlantis Transactions in Geometry, vol 2. pp. 43-52, J. Gielis, P. Ricci, I. Tavkhelidze (eds), Atlantis Press, Paris, Springer 2017.

⋆ M. Artioli et al; “A 250 GHz Radio Frequency CARM Source for Plasma Fusion”, Conceptual Design Report, ENEA, pp. 154, 2016, ISBN: 978-88-8286-339-5.

⋆ E. Di Palma, E. Sabia, G. Dattoli, S. Licciardi and I. Spassovsky; “Cyclotron auto resonance maser and free electron laser devices: a unified point of view”, Journal of Plasma Physics, Volume 83, Issue 1, February 2017.

⋆ D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Math-
ematical Methods for Physics”, invited Monograph by World Scientific, Singapore, 2017, in press.

* M. Artioli, G. Dattoli, S. Licciardi, S. Pagnutti; “Fractional Derivatives, Memory kernels and solution of Free Electron Laser Volterra type equation”, Mathematics 2017, 5(4), 73; doi: 10.3390/math5040073.

* G. Dattoli, S. Licciardi, E. Sabia; “Operator Ordering and Solution of Umbral and Fractional Differential Equations”, work in progress.

Chapter 3 contains an application of the methods described in the previous two Chapters to the theory of special polynomials. The content of the Chapter is essentially a recasting in umbral terms of the relevant properties and it is shown that this point of view allows the derivation of the relevant properties in a straightforward and unified way. We show that the properties of Gegenbauer, Laguerre, Legendre, Jacobi and Chebyshev polynomials are derived from those of Hermite type. We use the proposed formalism to finally derive the properties of Voigt functions, used in spectroscopy.

The original reference papers of this Chapter are:

* G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “On an umbral treatment of Gegenbauer, Legendre and Jacobi polynomials”, International Mathematical Forum, vol. 12, 2017, no. 11, pp. 531-551.

* M. Artioli, G. Dattoli, S. Licciardi, R.M. Pidatella; “Hermite and Laguerre Functions: a unifying point of view”, work in progress.

* D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Mathematical Methods for Physics”, invited Monograph by World Scientific, Singapore, 2017, in press.

* C. Cesarano, G. Dattoli, S. Licciardi; “Generating Functions for Lacunary Legendre and Legendre-like Polynomials”, work in progress.

In Chapter 4 we show how the use of our techniques can be used to re-
define and treat classic and "new trigonometries”. We provide a recasting in umbral terms of ordinary circular functions. The recasting procedure allows new and unsuspected links with either special functions and special polynomials, thus providing the introduction of new polynomial families. We introduce special functions like pseudo hyperbolic functions, Hermite Bessel functions and Laguerre Bessel functions. The procedure we propose for the introduction of generalized forms of "Trigonometries" is based on two different points of view. The first is aimed at finding a thread between ordinary circular and trigonometric functions. It is indeed shown that the umbral form of the ordinary trigonometric functions allows a natural transition from the circular to Bessel functions, while the inclusion of further umbral generalization yields important consequences on a more general definition of the semi-group property, along with the possibility of defining a new point of view to the Laguerre Bessel addition theorems. The second way we envisage to present a generalization of the trigonometry, is a revisitation of the Euler exponential formula. The latter benefits from non standard form of imaginary numbers, realized using different types of matrices. The importance in application is also stressed. We discuss in particular the generalization of the Courant-Snyder method, used in accelerator Physics to treat the beam transport in magnetic lenses and the solution of problems involving the Pauli equations.

The original parts of the Chapter, with their adequate bibliography, are contained in the papers specified below.

* G. Dattoli, S. Licciardi, E. Di Palma, E. Sabia; “From circular to Bessel functions: a transition through the umbral method”, Fractal Fract 2017, 1(1), 9; doi:10.3390/fractalfract1010009.

* G. Dattoli, S. Licciardi, E. Sabia; "Generalized Trigonometric Functions and Matrix Parameterization"; Int. J. Appl. Comput. Math 2017, https://doi.org/10.1007/s40819-017-0427-0, pp. 1-14.

* G. Dattoli, S. Licciardi, F. Nguyen, E. Sabia; “Evolution equations involving Matrices raised to non-integer exponents”; Modeling in Mathematics, Atlantis Transactions in Geometry, vol 2. pp. 31-41, J. Gielis, P. Ricci, I. Tavkhelidze (eds), Atlantis Press, Paris, Springer 2017.

* G. Dattoli, S. Licciardi, R.M. Pidatella; “Theory of Generalized Trigonometric functions: From Laguerre to Airy forms“;
Chapter 5 deals with an umbral reformulation of the theory of Bessel functions. We study the relevant properties by means of their umbral image, introduced in the first and second Chapter. We show that the relevant theory (including differential equations, recurrences, generating functions of linear and quadratic type...) can all be reduced to straightforward elementary calculus computations. Such a re-elaboration aims at providing a unified treatment of the various Bessel type forms, widely documented in the mathematical literature.

This Chapter is based on the following originals papers.

⋆ Giuseppe Dattoli, Elio Sabia, Emanuele Di Palma, Silvia Licciardi; “Products of Bessel functions and associated polynomials”; Applied Mathematics and Computation, Vol 266 Issue C, September 2015, pages 507-514, Elsevier Science Inc. New York, NY, USA.

⋆ D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Lectures on Mathematical Methods for Physics”, invited Monograph by World Scientific, Singapore, 2017, in press.

⋆ G. Dattoli, S. Licciardi; “Book on Bessel Functions and Umbral Calculus”, work in progress.

In Chapter 6 deals with the umbral treatment of the theory of harmonic and Motzkin numbers. The Chapter contains topics of different nature with respect to those treated in the previous parts of the thesis. It has been added to prove the flexibility and the generality of the methods we have proposed and to show how our point of view provides a simple way to get results (like the generating functions of harmonic numbers) hardly achievable with conventional means.

The original parts of the Chapter, containing an adequate bibliography to the relevant scientific literature, are included in the papers specified below.
At the end of the thesis, two Appendices are also provided. We treat extensions of arguments presented in the main body of the Chapters or specific demonstrations which are required but not necessary in the main subject.

Finally, we want underline the idea put forward in this thesis, where the meaning of the umbra and of the associated umbral calculus deepens its roots into a phylosophical conception tracing back to a platonic view of the Mathematics itself. For this reason we have referred to the myth of cave and conceive the functions in an abstract sense as a convenient image of a given reference form, like summarized in Fig. 2.
Figure 2: The "Platonic" conception of UMBRA according to the point of view developed in this thesis (imagine by www.multytheme.com/cultura/multimedia/didattmultitema/scuoladg/filosofia/mitocaverna.htm and modified by the author).
Chapter 1

Operator Theory and Umbral Calculus

In Chapter [I] we give, at the beginning, an introduction to the umbral calculus, definition and operational rules. We define the concept of umbral image function and develop a case study regarding the Bessel functions which, within the present context, are Gaussian functions. In the second part we provide some examples of versatility of the method, in particular a great deal of effort is devoted to the theory of Mittag-Leffler functions, with umbral image provided by an exponential function. We present a solution of fractional evolution equations of Schrödinger (FSE) type which is extensible to the fractional case. We study the FSE ruling the process of photon absorption/emission and introduce the associated probability distribution, which results to be a fractional Poisson type distribution.

The original parts of the Chapter, containing their adequate bibliography, are based on the following original papers.

[SL7] G. Dattoli, E. Di Palma, E. Sabia, S. Licciardi; ”Products of Bessel Functions and Associated Polynomials”; Applied Mathematics and Computation, vol. 266, Issue C, September 2015, pages 507-514, Elsevier Science Inc. New York, NY, USA.

[SL5] D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Mathematical Methods for Physics”, invited Monograph by World Scientific, Singapore, 2017, in press.

[SL12] G. Dattoli, K. Gorska, A. Horzela, S. Licciardi, R.M. Pidatella; “Comments on the Properties of Mittag-Leffler Function”, arxiv.org/abs/
According to our procedure, the **Bessel and Gaussian** are reciprocal images of one function onto the other.

The understanding of the methods we will develop along the course of this and forthcoming Chapters needs of a few introductory remarks clarifying the notation we are going to use throughout the text.

We will make large use, e.g., of the **Euler Gamma Function**, defined by the following integral representation [1]:

$$
\Gamma(z) = \int_{0}^{\infty} e^{-\xi} \xi^{z-1} d\xi , \\
Re(z) > 0 .
$$

(1.0.1)

and, more in general, by [1]

$$
\Gamma(z) = \lim_{n \to \infty} \frac{n! n^z}{\prod_{r=0}^{n} (z + r)} , \quad z \in \{ \mathbb{C} \setminus \mathbb{Z}^- \} .
$$

(1.0.2)

It is well known that this function, for natural values of the variable $z$, reduces to the ordinary factorial, it can accordingly be viewed as a generalization of such operation.

The well known following identities are easily derived

$$
\Gamma(n+1) = \int_{0}^{\infty} e^{-\xi} \xi^n d\xi = n! , \quad \forall n \in \mathbb{N} ,
$$

(1.0.3)

$$
\Gamma \left( \frac{1}{2} \right) = \int_{0}^{\infty} e^{-\xi} \xi^{-\frac{1}{2}} d\xi = \sqrt{\pi} .
$$

(1.0.4)

The eq. (1.0.3) is proved by repeated integration by parts and eq. (1.0.4) is proved after setting $\xi = \mu^2$ and reducing the integral to a standard Gaussian integration.
The relevant plot in the complex plane is given in Fig. 1.1 which shows the poles for negative integer values of the argument.

Along with the Euler Gamma, another function (also introduced by Euler) will often be exploited here, namely the **Beta-Function** defined in terms of the Gamma function as

\[
B(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x + y)} \tag{1.0.5}
\]

which reads, for \(Re(x), Re(y) > 0\),

\[
B(x, y) = \int_0^1 t^{x-1}(1-t)^{y-1}dt \tag{1.0.6}
\]

Most of the functions we will discuss in the following are expressed in terms of the Gamma function.

## 1.1 From Special Function to its Umbral Image

We illustrate the "transition" from a *Special Function* to its umbral image by using a fairly straightforward example. The series \[1.1.1\] defines the **Bessel-Wright (BW)** function \[145\]
\[ W^\alpha_\beta(x) = \sum_{r=0}^{\infty} \frac{x^r}{r! \Gamma(\alpha r + \beta + 1)}, \quad \forall x \in \mathbb{R}, \forall \alpha, \beta \in \mathbb{R}_0^+. \] (1.1.1)

For \( \alpha = 1 \) and \( x \to -x \), the above function is known as the Tricomi-Bessel (TB) function of order \( \beta \).

\[ C_\beta(x) = \sum_{r=0}^{\infty} \frac{(-x)^r}{r! \Gamma(r + \beta + 1)}, \quad \forall x, \beta \in \mathbb{R}. \] (1.1.2)

The Umbral Formalism, which we use, relies on the simple assumption that functions of the type (1.1.1) can be treated as an ordinary exponential function, provided that we adopt the following notation for the BW function of 0-order.

Example 1.

\[ W^\alpha_0(x) = e^{\hat{c}x} \varphi_0, \quad \forall x, \alpha \in \mathbb{R}. \] (1.1.3)

To proof this statement we define the following.

Definition 1. The function \[ \varphi(\mu) := \varphi_\mu = \frac{1}{\Gamma(\mu + 1)}, \quad \forall \mu \in \mathbb{R}, \] (1.1.4)
is called umbral "vacuum".

This term, borrowed from physical language, is used to stress that the action of the operators \( \hat{c} \), raised to some power, is that of acting on an appropriate set of functions (in this case the Euler Gamma function), by ”filling” the initial ”state” \( \varphi_0 = \frac{1}{\Gamma(1)} \).

Definition 2. We define the Operator \( \hat{c} \), called Umbral,

\[ \hat{c} = e^{\partial_z}, \] (1.1.5)

the vacuum shift operator, being \( z \) the domain’s variable of the function on which the operator acts.

Theorem 1. The umbral operator, \( \hat{c}^\mu, \forall \mu \in \mathbb{R} \), is the action of the operator \( \hat{c} \) on the vacuum \( \varphi_0 \) such that

\[ \hat{c}^\mu \varphi_0 := \varphi_\mu = \frac{1}{\Gamma(\mu + 1)}. \] (1.1.6)

*We remind that the inverse \( \Gamma \)-function is an entire function.*
Proof. \( \forall \mu \in \mathbb{R} \), applying eqs. (1.1.5) and (1.1.4), we obtain
\[
\hat{c}^\mu \varphi_0 = e^{\mu \partial_x} \varphi_x \big|_{z=0} = \varphi_{x+\mu} \big|_{z=0} = \frac{1}{\Gamma(z + \mu + 1)} \bigg|_{z=0} = \frac{1}{\Gamma(\mu + 1)}.
\]

The umbral operator so defined satisfies the following

Properties 1. \( \forall \mu, \nu \in \mathbb{R} \)

i) \( \hat{c}^{\pm \mu} \hat{c}^\nu = \hat{c}^{\pm \mu + \nu} \), \hspace{1cm} (1.1.7)

ii) \( (\hat{c}^{\pm \mu})^\nu = \hat{c}^{\pm \mu \nu} \). \hspace{1cm} (1.1.8)

Proof. \( \forall \mu \in \mathbb{R} \)

i) \( \hat{c}^\mu \hat{c}^\nu = e^{\mu \partial_x} e^{\nu \partial_x} = e^{(\mu + \nu) \partial_x} = \hat{c}^{\mu + \nu} \), \hspace{1cm} (1.1.9)

ii) analogous.

We underline that the action of the operator on the vacuum cannot be separated, it has to work in a unique action.

We now provide the proof of Example 1

Proof. We give a meaning to eq. \( W_0^\alpha(x) = e^{\hat{c}^\alpha x} \varphi_0 \), \( \forall x, \alpha \in \mathbb{R} \), by treating the r.h.s. as the exponential function of the operator \( \hat{c} \) and thus, using an ordinary Mac Laurin expansion, we end up with (see (1.1.8))
\[
e^{\hat{c}^\alpha x} \varphi_0 = \sum_{r=0}^{\infty} \frac{\hat{c}^{\alpha r}}{r!} x^r \varphi_0. \tag{1.1.10}
\]

The operator \( \hat{c} \) acts on \( \varphi_0 \) only, leaving \( x \)-unaffected, then \( \hat{c} \) and \( x \) commute and we can cast the r.h.s. of eq. (1.1.10) in the form
\[
e^{\hat{c}^\alpha x} \varphi_0 = \sum_{r=0}^{\infty} \frac{x^r}{r!} (\hat{c}^{\alpha r} \varphi_0), \tag{1.1.11}
\]
therefore, by applying the rule (1.1.6), we end up with
\[
e^{\hat{c}^\alpha x} \varphi_0 = \sum_{r=0}^{\infty} \frac{x^r}{r! \Gamma(\alpha r + 1)} = W_0^\alpha(x), \hspace{1cm} \forall x, \alpha \in \mathbb{R}. \tag{1.1.12}
\]
It is also easily understood that, within such a formalism, the $\beta$-order $BW$ function can be written as
\[
W_\beta^n(x) = \hat{c}_\beta e^{\alpha x} \varphi_0, \quad \forall x \in \mathbb{R}, \forall \alpha, \beta \in \mathbb{R}_+^+.
\]
(1.1.13)

In the forthcoming part of the thesis, we will take the freedom of treating $\hat{c}$-like operator as ordinary algebraic quantities and, in the following section, we will see how the "associated" calculus finds its formal justification on the properties of the Borel Transform.

1.1.1 Borel Transform

The theory of integral transforms is one of the fundamentals of the operational calculus. We therefore make a further step in this direction, by providing a more rigorous environment to formulate the umbral technicalities established in the previous sections using as support the formalism underlying the theory of Borel Transform (BT) [SL7].

We show that, for the present purposes, the Borel transform can be conveniently expressed in terms of Gamma function and of simple differential operators. Therefore, before proceeding further, we remind the identity [SL7], \( \forall \lambda \in \mathbb{R}, \forall x \in f's \text{ domain}, \)
\[
e^{\lambda x} \hat{D}_x f(x) = f(e^{\lambda} x),
\]
\[
\hat{D}_x = \frac{\partial}{\partial x},
\]
whose proof is easily obtained after setting \( x = e^\zeta \) and noting that [SL5]
\[
e^{\lambda x} \hat{D}_x f(x) = e^{\lambda \hat{D}_\zeta} f(e^{\zeta}) = f(e^{\lambda} e^{\zeta}) = f(e^{\lambda} x).
\]
(1.1.15)

As a consequence, the further identity [SL5]
\[
l^{x \hat{D}_x} f(x) = f(tx)
\]
(1.1.16)
holds true. Furthermore it is also important to stress that the monomial \( x^n \) is an eigenfunction of the operator \( x \hat{D}_x \) in the sense that
\[
(x \hat{D}_x)x^n = nx^n.
\]
(1.1.17)

Or, in alternative way, by setting \( (\alpha)^x \partial_x = e^{\ln(\alpha) x} \partial_x \) and by making the change of variables \( x = e^y \), we get \( (\alpha)^x \partial_x f(x) = e^{\ln(\alpha) \partial_x} f(e^y) = f(e^y + \ln(\alpha)) \), finally going back to the original variable we end up with eq. (1.1.16).
According to the previous discussion, the BT [69], expressed by the integral
\[ f_B(x) = \int_{0}^{\infty} e^{-t} f(tx) dt, \] (1.1.18)
can be recast in the operational form [SL7]
\[ f_B(x) = \hat{B} (f(x)), \]
\[ \hat{B} = \int_{0}^{\infty} e^{-t} t^{D_x} dt = \Gamma(x \hat{D}_x + 1). \] (1.1.19)

A paradigmatic example, displaying how the \( \hat{B} \) operator acts on a specific function, is provided by the 0-order Tricomi-Bessel function (eq. (1.1.2)) [133], as showed in the following

**Example 2.**
\[ C_0(x) = \sum_{r=0}^{\infty} (-1)^r \frac{x^r}{(r!)^2}, \quad \forall x \in \mathbb{R}. \] (1.1.20)

The use of the identities (1.1.19) and (1.1.17) yields, \( \forall x \in \mathbb{R}, \)
\[ \hat{B} (C_0(x)) = \Gamma(x \hat{D}_x + 1) (C_0(x)) = \sum_{r=0}^{\infty} (-1)^r \Gamma(r + 1) \frac{x^r}{(r!)^2} = \]
\[ = e^{-x} = \sum_{r=0}^{\infty} (-1)^r \frac{x^r}{(r!)^2} \int_{0}^{\infty} e^{-t} dt = \int_{0}^{\infty} e^{-t} C_0(tx) dt. \] (1.1.21)

The \( \hat{B} \) operator has evidently acted on the Bessel type function \( C_0(x) \) by providing a kind of “downgrading” from higher transcendental function to the “simple” exponential.

**Example 3.** The successive application of the Borel operator to the same previous function produces the further result reported below:
\[ \hat{B}^2[C_0(x)] = \hat{B}[e^{-x}] = \sum_{r=0}^{\infty} (-1)^r \Gamma(r + 1) \frac{x^r}{r!} = \frac{1}{1 + x}, \quad |x| < 1. \] (1.1.22)

Again, we notice the same behaviour: the exponential function has been reduced to a rational function.

The further application of \( \hat{B} \) yields a diverging series, namely
Example 4.

\[ \hat{B}^3[C_0(x)] = \sum_{r=0}^{\infty} (-1)^r r! x^r, \quad \forall x \in \mathbb{R}. \]  

(1.1.23)

We have interchanged Borel operators and series summation without taking too much caution. In the case of eq. (1.1.21) such a procedure is fully justified, in eq. (1.1.22) the method is limited to the convergence region, while in the case of eq. (1.1.23) the procedure is not justified since it gives rise to a diverging series. In the following we will take some freedom in handling these problems and include in our treatment also the case of diverging series.

Since the repeated application of \( BT \) is associated with the Borel operator raised to some integer power, we extend the definition to a fractional \( BT \) and, more in general, to a real positive and negative power \( BT \).

We introduce indeed the operator

\[ \hat{B}_\alpha = \int_0^\infty e^{-\tau} \tau^{\alpha} d\tau = \Gamma(\alpha \tau + 1), \quad \alpha \in \mathbb{R}^+, \]  

(1.1.24)

which will be referred as the \( \alpha \)-order Borel transform.

Example 5. By using the cylindrical Bessel Special Function [SL3] (which will have a dedicated wide discussion in Chapter 3) \( \forall x \in \mathbb{R} \)

\[ J_0(x) = \sum_{r=0}^{\infty} \frac{(-1)^r (\frac{x}{2})^{2r}}{(r!)^2}, \]  

(1.1.25)

we find that the \( \frac{1}{2} \)-order BT applied to the 0-order Bessel yields

\[ \hat{B}_{\frac{1}{2}}[J_0(x)] = \Gamma(\frac{1}{2} x \partial_x + 1) \sum_{r=0}^{\infty} \frac{(-1)^r (\frac{x}{2})^{2r}}{(r!)^2} = \sum_{r=0}^{\infty} \frac{(-1)^r (\frac{x}{2})^{2r}}{r!} = e^{-\left(\frac{x}{2}\right)^2}. \]  

(1.1.26)

By assuming that \( \alpha > 0 \), exists an operator \( \left( \hat{B}(\alpha)^{-1} \right) \) such that

\[ \left( \hat{B}_\alpha \right)^{-1} \hat{B}_\alpha = \hat{1}, \]  

\[ \left( \hat{B}_\alpha \right)^{-1} = \frac{1}{\Gamma(\alpha x \partial_x + 1)}, \]  

(1.1.27)
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then we can invert eq. (1.1.26) and write
\[
\left( \hat{B}_{\frac{1}{2}} \right)^{-1} \left[ e^{-\left( \frac{t}{2} \right)^2} \right] = J_0(x). \tag{1.1.28}
\]

**Osservation 1.** The extension of eq. (1.1.27) to negative \( \alpha \) yields
\[
\hat{B}(-\alpha) = \Gamma(-\alpha x \partial_x + 1) = \frac{1}{\Gamma(\alpha x \partial_x) \sin(\alpha \pi x \partial_x)} \frac{\pi}{\alpha} \sin\left( \alpha \pi x \partial_x \right) \tag{1.1.29}
\]
and it is worth stressing that [SL7]
\[
\hat{B}(-\alpha) \neq \left[ \hat{B}(\alpha) \right]^{-1}. \tag{1.1.30}
\]

A definition of the inverse of the operator \( \hat{B}_\alpha \) may be achieved through the use of the Hankel contour integral, namely
\[
\frac{1}{\Gamma(z)} = -\frac{i}{2\pi} \int_C (-t)^z dt, \quad |z| < 1, \tag{1.1.31}
\]
which can be exploited to write
\[
\left( \hat{B}_\alpha \right)^{-1} f(x) = -\frac{i}{2\pi} \int_C e^{-t} \frac{f \left( \frac{x}{(t)^\alpha} \right)}{t} dt. \tag{1.1.32}
\]

After the previous remarks we can state the following Theorem.

**Theorem 2.** Let \( f(x) \) a function such that \( \int_{-\infty}^{+\infty} f(x) dx = k, \forall k \in \mathbb{R} \), then
\[
\int_{-\infty}^{+\infty} \hat{B}_\alpha[f(x)] dx = k \Gamma(1 - \alpha), \quad |\alpha| < 1. \tag{1.1.33}
\]

**Proof.** The proof is fairly straightforward by applying eq. (1.1.18) and the variable change \( t^\alpha x = \sigma \). \( \forall k \in \mathbb{R}, |\alpha| < 1, \) we find
\[
\int_{-\infty}^{+\infty} \hat{B}^{(\alpha)}[f(x)] dx = \int_{-\infty}^{+\infty} \left( \int_{0}^{+\infty} e^{-t} f(t^\alpha x) dx \right) dt = \int_{-\infty}^{+\infty} e^{-t} \left( \int_{0}^{+\infty} f(t^\alpha x) dx \right) dt = \int_{-\infty}^{+\infty} e^{-t} t^{-\alpha} \left( \int_{0}^{+\infty} f(\sigma) d\sigma \right) dt = \int_{-\infty}^{+\infty} f(\sigma) \left( \int_{0}^{+\infty} e^{-t} t^{-\alpha} dt \right) d\sigma = k \Gamma(1 - \alpha).
\]
\[\square\]
The same procedure can be exploited for cases involving the inverse transform.

These remarks provide a more sounded basis for the formalism we are discussing and which will be further developed and applied in the forthcoming parts. We will corroborate our conclusions using extensions of the concepts developed in this section.

1.2 The Gaussian Function in Umbral Calculus

In the following, we exploit the properties of the Gaussian function in an umbral context and, in particular, we see that families of Special Functions like Bessel functions can be viewed as Umbral "representation" of the Gaussian itself. To this aim, it is worth reminding the properties of the function \( e^{-x^2} \) which are listed below [SL5].

We start with the well known **Gaussian Integral**

\[
\int_{-\infty}^{\infty} e^{-x^2} \, dx = \sqrt{\pi} \quad (1.2.1)
\]

and remind the **Gauss-Weierstrass integral** (GWI), which will often be exploited in the following,

\[
\int_{-\infty}^{\infty} e^{-ax^2+bx} \, dx = \sqrt{\frac{\pi}{a}} \, e^{\frac{b^2}{4a}}, \quad \forall b \in \mathbb{R}, \forall a \in \mathbb{R}^+. \quad (1.2.2)
\]

A particularly useful result, strictly related to (1.2.2), is given below by the **Gaussian integral identity** (GII)

\[
e^{-b^2} = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\xi^2-2ib\xi} \, d\xi, \quad \forall b \in \mathbb{R}. \quad (1.2.3)
\]

Along with the Gaussian function, we introduce an associated family of special polynomials, which plays a crucial role for the topics treated in this and in the forthcoming chapters. We remind therefore that, according to the **Rodriguez formula** [2], we obtain the following

**Proposition 1.** Let

\[
H_n(\xi, \mu) = n! \sum_{r=0}^{\lfloor \frac{n}{2} \rfloor} \frac{\xi^{n-2r} \mu^r}{r!(n-2r)!}, \quad \forall \xi, \mu \in \mathbb{R}, \forall n \in \mathbb{N}, \quad (1.2.4)
\]
two variable polynomials often referred as Hermite-Kampé de Fériét polynomials, obtained by repeated derivatives of a Gaussian or also defined through the generating function \[4, SL5\]

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(x, y) = e^{xt+y\sqrt{t^{2}}}, \quad \forall x, y \in \mathbb{R}.
\] (1.2.5)

Then, \(\forall a \in \mathbb{R}\),

\[
\partial_x^a e^{-ax^2} = H_n(-2ax, -a)e^{-ax^2} = (-1)^nH_n(2ax, -a)e^{-ax^2},
\] (1.2.6)

is a generalized form of Hermite Polynomials.

We remind also the link between two variable Hermite polynomials and one variable Hermite polynomials \[SL5\].

Properties 2. \(\forall x, y \in \mathbb{R}, \forall n \in \mathbb{N}^\dagger\)

i) \(H_n(x, y) = (-i)^n y^{n/2}H_n\left(\frac{i x}{2\sqrt{y}}\right)\),

or also

ii) \(H_n(x, y) = (-y)^{n/2}H_n\left(\frac{x}{2\sqrt{-y}}\right)\),

then

iii) \(H_n(x) = H_n(2x, -1)\),

furthermore

iv) \(H_n(x, y) = y^{\frac{n}{2}}H_n\left(\frac{x}{\sqrt{y}}, 1\right)\).

1.2.1 Umbral Bessel Function

To give a first idea of how powerful the umbral representation is, we consider the cylindrical Bessel function of 0-order \[1.1.25\] \[SL5\], and note that

Lemma 1. By using the operator definition \[1.1.6\] and the property of \(\Gamma\)-function \[1.0.3\], we find, \(\forall x \in \mathbb{R}\),

\[
H_n(x) = (-1)^n e^{x^2} \partial_x^n e^{-x^2}.
\] (1.2.7)
\[
J_0(x) = \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r}}{(r!)^2} = \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r}}{r!} \varphi_0 = e^{-\hat{c}(\frac{x}{2})^2} \varphi_0, \tag{1.2.9}
\]

obtaining in this way a new formulation of Bessel function.

We notice also that

**Lemma 2.** The 0-order Tricomi-Bessel \((1.1.2)\) is expressible in the 0-order cylindrical Bessel as

\[
C_0(x) = J_0(2\sqrt{x}) , \quad \forall x \in \mathbb{R}. \tag{1.2.10}
\]

**Proof.** \(\forall x \in \mathbb{R},\) by using \((1.0.3)\) and algebraic manipulations

\[
C_0(x) = \sum_{r=0}^{\infty} \frac{(-x)^r}{r!} \frac{\Gamma(r+1)}{r!} \varphi_0 = \sum_{r=0}^{\infty} \frac{(-1)^r (\sqrt{x})^{2r}}{r!^2} = J_0(2\sqrt{x}). \tag{1.11.11}
\]


---

**Corollary 1.** We can write the umbral 0-order Tricomi-Bessel function

\[
C_0(x) = e^{-\hat{c}x} \varphi_0, \quad \forall x \in \mathbb{R}. \tag{1.2.12}
\]

**Example 6.** Using the GWI \((1.2.2)\), the operator definition \((1.1.6)\) and the \(\Gamma\)-function property \((1.0.4)\), we obtain

\[
\int_{-\infty}^{\infty} J_0(x) dx = \int_{-\infty}^{\infty} e^{-\hat{c}(\frac{x}{2})^2} dx \varphi_0 = 2 \sqrt{\frac{\pi}{c}} \varphi_0 = 2 \sqrt{\pi} e^{-\frac{1}{2}} \varphi_0 = 2 \sqrt{\pi} \frac{1}{\Gamma \left( -\frac{1}{2} + 1 \right)} = 2. \tag{1.2.13}
\]

We end up with \(\text{SL6}\)

**Lemma 3.** By the use of the GII \((1.2.3)\) and eq. \((1.1.3)\), we obtain, \(\forall x \in \mathbb{R},\)

\[
J_0(x) = e^{-\hat{c}(\frac{x}{2})^2} \varphi_0 = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-\xi^2 - i\hat{c} \frac{1}{2} x \xi} d\xi \varphi_0 =
\]

\[
= \frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-\xi^2} \left[ e^{-i\hat{c} \frac{1}{2} x \xi} \varphi_0 \right] d\xi = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-\xi^2} W_0^z (-i x \xi) d\xi, \tag{1.2.14}
\]

which realizes a new integral representation of 0-order Bessel function in terms of 0-order BW function.
Now it is clear what is the meaning of umbral image of a function. Whenever two functions share the same formal series by means of the introduction of an appropriate umbral operator, they are reciprocal images.

1.2.2 \( \hat{b} \) - Operator

To make the previous remark even more effective, it is important to stress that not only the exponential formal series is useful, but other series can be exploited too. Introducing for example, with the same procedure of section 1.1, the operator \( \hat{b} \), with its opportune vacuum \( \Phi \), we provide

**Definition 3.**

\[
\hat{b}^r \Phi_0 := \Phi_r = \frac{1}{(\Gamma(r+1))^2}, \quad \forall r \in \mathbb{R}.
\]  

(1.2.15)

Then we can set

**Lemma 4.** By using an ordinary Mac Laurin expansion we get, \( \forall x \in \mathbb{R} \),

\[
J_0(x) = \frac{1}{1 + \hat{b} \left( \frac{x}{2} \right)^2 \Phi_0} = \sum_{r=0}^{\infty} (-1)^r \left( \frac{x}{2} \right)^{2r} \left( \hat{b}^r \Phi_0 \right) =
\]

\[
= \sum_{r=0}^{\infty} \frac{(-1)^r}{(r!)^2} \left( \frac{x}{2} \right)^{2r},
\]

thus expressing Bessel function in another way, according to operator \( \hat{b} \).

The use of the integral formula

\[
\int_{-\infty}^{\infty} \frac{1}{1 + a x^2} dx = \frac{\pi}{\sqrt{a}}, \quad \forall a \in \mathbb{R},
\]  

(1.2.17)

yields, for example,

**Corollary 2.** By applying the operator \((1.2.15)\)

\[
\int_{-\infty}^{\infty} J_0(x) dx = 2 \frac{\pi}{\sqrt{\hat{b}}} \Phi_0 = 2 \pi \hat{b}^{-\frac{1}{2}} \Phi_0 = 2 \frac{\pi}{(\Gamma \left( \frac{1}{2} \right))^2} = 2.
\]  

(1.2.18)

The use of a rational function instead of an exponential as umbral image of a Bessel is therefore equally useful.

A conclusion to be drawn from the previous examples is that, **choosing an elementary function as the umbral image of another, the properties of the first can be ”transferred” to the second**, provided that a set of formal rules be applied. Such a statement is referred as **"Principle of Permanence of the Formal Properties"**.
1.2.3 Principle of Permanence of the Formal Properties

Such a “principle”, a close consequence of the RMT (A.2) and of the umbral formalism, can be worded as follows.

**Proposition 2.** If an umbral correspondence between two different functions is established, such a correspondence can be extended to other operations including integrals.

We illustrate such a statement with the following example.

**Example 7.** Suppose we want to calculate the integral

\[ I_T(a, b) = \int_{-\infty}^{\infty} C_0(bx)e^{-ax^2}dx, \quad \forall b \in \mathbb{R}, \forall a \in \mathbb{R}^+, \quad (1.2.19) \]

where the subscript \( T \) stands for Tricomi. According to the umbral definition of 0-order Tricomi-Bessel function (1.2.10) and reminding (1.2.9) \( C_0(bx) = J_0(2\sqrt{bx}) = e^{-\hat{c}bx}\varphi_0 \), we can write

\[ I_e(a, b) = \int_{-\infty}^{\infty} e^{-\hat{c}bx}e^{-ax^2}dx \varphi_0, \quad \forall b \in \mathbb{R}, \forall a \in \mathbb{R}^+, \quad (1.2.20) \]

the subscript \( e \) stands for exponential. Since (see (1.2.2))

\[ I(a, b) = \int_{-\infty}^{\infty} e^{bx}e^{-ax^2}dx = \sqrt{\frac{\pi}{a}} e^{\frac{b^2}{4a}}, \quad \forall b \in \mathbb{R}, \forall a \in \mathbb{R}^+, \quad (1.2.21) \]

we “invoke” the previous principle and assume that the same relation holds under the correspondence

\[ I_T(a, b) = I_e(a, b) = I(a, -b\hat{c})\varphi_0 = \sqrt{\frac{\pi}{a}} W^{(2)}_0 \left( \frac{b^2}{4a} \right), \quad \forall b \in \mathbb{R}, \forall a \in \mathbb{R}^+. \quad (1.2.22) \]

In the following part of this Chapter, we will provide further examples of the importance of the properties of Gaussian (and non Gaussian as well) umbral forms. In the next section we see how the method, we have so far envisaged, is tailor suited to treat problems in the theory of fractional derivatives.
1.3 Mittag-Leffler Function: an Umbral Point of View

In this section we explore the consequence of the umbral restyling of the Mittag-Leffler (ML) function \[95\]-\[139]\n
\[ E_{\alpha,\beta}(x) = \sum_{r=0}^{\infty} \frac{x^r}{\Gamma(\alpha r + \beta)}, \quad \forall x \in \mathbb{R}, \forall \alpha, \beta \in \mathbb{R}^+, \quad (1.3.1) \]

which has become a pivotal tool of the fractional calculus \[105\], namely of the branch of calculus employing derivatives or integrals of fractional order as further discussed later in this Chapter.

(a) $\beta = 1$ and different $\alpha$ values. \hspace{1cm} (b) $\alpha = \frac{3}{2}$ and different $\beta$ values.

Figure 1.2: Mittag Leffler Functions $E_{\alpha,\beta}(x)$ for different $\alpha$ and $\beta$ values.

According to the assumptions of the previous sections, we can cast the ML function in the following form \[SL12\].

**Proposition 3.** \( \forall x \in \mathbb{R}, \forall \alpha, \beta \in \mathbb{R}^+ \)

\[ E_{\alpha,\beta}(x) = \hat{c}^{\beta-1} \frac{1}{1 - \hat{c}^{\alpha} x} \varphi_0. \quad (1.3.2) \]

**Proof.** We have, \( \forall x \in \mathbb{R}, \forall \alpha, \beta \in \mathbb{R}^+, \) (see \[1.1.6\])

\[
E_{\alpha,\beta}(x) = \sum_{r=0}^{\infty} \frac{x^r}{\Gamma(\alpha r + \beta)} = \sum_{r=0}^{\infty} \hat{c}^{\alpha r + \beta - 1} x^r \varphi_0 = \hat{c}^{\beta-1} \sum_{r=0}^{\infty} (\hat{c}^{\alpha} x)^r \varphi_0 = \hat{c}^{\beta-1} \frac{1}{1 - \hat{c}^{\alpha} x} \varphi_0. \quad (1.3.3)
\]

\[ \square \]
We have formally reduced the transcendental function \((1.3.1)\) to a rational form.

In deriving the previous results, we have not paid any attention to the radius of convergence of the series in \((1.3.3)\) since the expansion holds only in formal sense, being it an operator expansion. The convergence must be checked for the final function obtained via the action of the umbral operator on the vacuum and will be defined in terms of the variable \(x\) only.

By the same procedure, namely by treating \(\hat{c}\) as an ordinary constant, we can recast the ML function in terms of an integral representation. We write indeed \([SL12]\)

**Corollary 3.** \(\forall x \in \mathbb{R}, \forall \alpha, \beta \in \mathbb{R}^+\), by the use of the Laplace Transform identity

\[
\frac{1}{A} = \int_0^\infty e^{-sA} ds,
\]

which holds independently of the nature of \(A\) (be it a number or an operator), we get

\[
E_{\alpha, \beta}(x) = \hat{c}^{\beta - 1} \frac{1}{1 - \hat{c}^\alpha x} \varphi_0 = \hat{c}^{\beta - 1} \int_0^\infty e^{-s} e^{\hat{c}^\alpha x s} ds \varphi_0.
\]

**Corollary 4.** According to eq. \((1.1.13)\) and to the previous discussion, we recognize that \(\forall x \in \mathbb{R}, \forall \alpha, \beta \in \mathbb{R}^+\)

\[
\hat{c}^{\beta - 1} e^{\hat{c}^\alpha x} \varphi_0 = W_{\beta-1}^\alpha(x) = \sum_{r=0}^{\infty} \frac{x^r}{r! \Gamma(\alpha r + \beta)},
\]

therefore we end up with (see \((1.3.5)\))

\[
E_{\alpha, \beta}(x) = \int_0^\infty e^{-s} W_{\beta-1}^\alpha(xs) ds,
\]

which states that the ML is the Borel transform of the BW function (see eq. \((1.1.18)\) \([SL12]\)).

In order to provide a further flavour of the flexibility of the method we are proposing, we consider the problem of evaluating the following integral \([SL12]\).

**Example 8.** \(\forall \alpha, \beta \in \mathbb{R}^+\)

\[
I_{\alpha, \beta} = \int_{-\infty}^{\infty} E_{\alpha, \beta}(-x^2) dx,
\]
which can be easily computed provided that, in the integration process, we treat as ordinary constants the operators appearing in it. We find therefore, using eq. (1.3.2),

\[ I_{\alpha, \beta} = \hat{c}^{-1} \frac{1}{1 + \hat{\alpha} x^2} \int_{-\infty}^{\infty} \varphi_0 \, dx, \quad (1.3.9) \]

and, exploiting the integral result (1.2.17) and the rule (1.1.6), we obtain

\[ i) \quad I_{\alpha, \beta} = \hat{c}^{-1} \frac{\pi}{\sqrt{\hat{\alpha}}} \varphi_0 = \pi \hat{c}^{-\frac{3}{2}} \varphi_0 = \frac{\pi}{\Gamma\left(\beta - \frac{3}{2}\right)} \quad (1.3.10) \]

or, by using the integral representation in terms of BW function (see Appendix A, proof (A.3.1)) we end up with the same result, namely

\[ ii) \quad I_{\alpha, \beta} = \left( \sqrt{\pi} \hat{c}^{-\frac{3}{2}} \int_{0}^{\infty} e^{-s} s^{-\frac{1}{2}} ds \right) \varphi_0 = \sqrt{\pi} \Gamma\left(\frac{1}{2}\right) \hat{c}^{-\frac{3}{2}} \varphi_0 = \frac{\pi}{\Gamma\left(\beta - \frac{3}{2}\right)}. \quad (1.3.11) \]

The exponential umbral image of the ML can be realized by the use of the following representation.

**Definition 4.** We introduce, \( \forall \alpha, \beta \in \mathbb{R}^+ \), the umbral vacuum

\[ \psi_\kappa := \frac{\Gamma(\kappa + 1)}{\Gamma(\alpha \kappa + \beta)} \quad \forall \kappa \in \mathbb{R}. \quad (1.3.12) \]

**Definition 5.** We define the shift operator \( \alpha, \beta \hat{d} \), \( \forall \alpha, \beta \in \mathbb{R}^+ \), such that, \( \forall \kappa \in \mathbb{R} \), by using the same procedure of Theorem 3 we get

\[ \alpha, \beta \hat{d}^\kappa \psi_0 = \frac{\Gamma(\kappa + 1)}{\Gamma(\alpha \kappa + \beta)}. \quad (1.3.13) \]

Then we obtain

**Proposition 4.** \( \forall \alpha, \beta \in \mathbb{R}^+, \forall x \in \mathbb{R} \), the exponential umbral image of the ML-function can be realized by

\[ E_{\alpha, \beta}(x) = e^{\alpha, \beta \hat{d} x} \psi_0. \quad (1.3.14) \]
Proof. \( \forall \alpha, \beta \in \mathbb{R}^+, \forall x \in \mathbb{R} \), using known results of geometrical series, the operator definition \((1.3.13)\) and the \(\Gamma\)-function property \((1.0.3)\) we obtain

\[
e^{\alpha,\beta \hat{d} x} \psi_0 = \sum_{r=0}^{\infty} \frac{x^r}{r!} (\alpha,\beta \hat{d})^r \psi_0 = \sum_{r=0}^{\infty} \frac{x^r}{\Gamma(\alpha r + \beta)} = E_{\alpha,\beta}(x). \tag{1.3.15}
\]

Now, we can obtain the same previous result \((1.3.10)-(1.3.11)\) exploiting \(\alpha,\beta \hat{d}\)-operator, namely

Example 9. It is enough to use eqs. \((1.3.14)-(1.2.2)-(1.3.13)-(1.0.4)\) to get \(\forall \alpha, \beta \in \mathbb{R}^+\)

\[
I_{\alpha,\beta} = \int_{-\infty}^{\infty} E_{\alpha,\beta}(-x^2) dx = \int_{-\infty}^{\infty} e^{-\alpha,\beta \hat{d} x^2} dx \psi_0 = \sqrt{\pi} (\alpha,\beta \hat{d})^{-\frac{1}{2}} \psi_0 = \frac{\sqrt{\pi}}{\Gamma\left(\beta - \frac{\alpha}{2}\right)}. \tag{1.3.16}
\]

Then, as already noted, there is no reason to privilege exponential or the rational image function, which are easily shown to be equivalent for the derivation of results of practical interest.

After these remarks we can appreciate the importance of \(ML\) function in the theory of \textit{fractional calculus} we are going to introduce.

1.3.1 The Properties of Mittag-Leffler and Fractional Calculus

The fractional calculus, namely the formalism relevant to the use of derivative operators raised to a fractional exponent, will be further discussed in the forthcoming chapters of the thesis. Here we provide some introductory tools involving the use of \(ML\) type function and, to this aim, we note that \(E_{n,1}(\lambda x^n)\) is an eigenfunction of the \(\partial^n_x\) operator \(\forall x, \lambda \in \mathbb{R}, \forall n \in \mathbb{N}\), therefore \cite{SL12}.

Lemma 5.

\[
\partial^n_x E_{n,1}(\lambda x^n) = \lambda E_{n,1}(\lambda x^n), \quad \forall n \in \mathbb{N}, \forall x, \lambda \in \mathbb{R}. \tag{1.3.17}
\]
An analogous identity can be extended also to the case of real order \(ML\) functions. In this case derivatives of non-integer order should be considered.

**Corollary 5.** Using the Euler-Riemann-Liouville definition \([105]\) for real order derivative \([SL12]\)

\[
\partial_x^\alpha x^\nu = \frac{\Gamma(\nu + 1)}{\Gamma(\nu - \alpha + 1)} x^{\nu - \alpha}, \quad \forall x, \alpha, \nu \in \mathbb{R},
\]

we find

\[
\partial_x^\alpha E_{\alpha,1}(\lambda x^\alpha) = \lambda E_{\alpha,1}(\lambda x^\alpha) + \frac{x^{-\alpha}}{\Gamma(1 - \alpha)} f(x), \quad \forall x, \lambda \in \mathbb{R}, \forall \alpha \in \mathbb{R}^+. \tag{1.3.19}
\]

(See the proof in Appendix A.3 - eq. (A.3.3))

The ML function, \(E_{\alpha,1}(\lambda x^\alpha)\), is an eigenfunction of the \(\partial_x^\alpha\) operator \(\forall \alpha \in \mathbb{R}^+\), this result can be used for various kind of applications in different fields, as e.g. for the solution of the following fractional evolution problem \([76]\).

**Example 10.** The following fractional evolution problem, \(\forall x \in \mathbb{R}, \forall \alpha \in \mathbb{R}^+, \forall t \in \mathbb{R}^+_0\),

\[
\begin{cases}
\partial_t^\alpha F(x,t) = \partial_x^2 F(x,t) + \frac{t^{-\alpha}}{\Gamma(1 - \alpha)} f(x), \\
F(x,0) = f(x),
\end{cases} \tag{1.3.20}
\]

defines a time-fractional diffusive equation. According to the previous discussion, to the fact that the ML "\(E_{\alpha,1}(t^\alpha)\)" is an eigenfunction of the fractional derivative operator, according to the definition \([1.3.19]\) and considering the formalism developed so far, we can obtain the relevant solution in the form \([SL12]-[76]\)

\[
F(x,t) = E_{\alpha,1}(t^\alpha \partial_x^2) f(x), \tag{1.3.21}
\]

where, for the problem under study, we have that

**Definition 6.** \(\forall \alpha \in \mathbb{R}^+, \forall t \in \mathbb{R}^+_0, E_{\alpha,1}(t^\alpha \partial_x^2)\) is the pseudo-evolution operator (PEO).
The relevant action on the initial function can be expressed as

$$F(x,t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} E_{\alpha,1}(-t^\alpha k^2) \tilde{f}(k) e^{ikx} dk,$$  \hspace{1cm} (1.3.22)

where $\tilde{f}(k)$ is the Fourier transform of $f(x)$.

**Proof.** \(\forall x \in \mathbb{R}, \forall \alpha \in \mathbb{R}^+, \forall t \in \mathbb{R}_0^+\), the action of the PEO $E_{\alpha,1}(t^\alpha \partial_x^2)$ on the initial function $f(x)$, is easily obtained by defining $f(x)$ through the Fourier transform and anti-transform,

$$\tilde{f}(k) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(x) e^{-ikx} dx,$$

$$f(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \tilde{f}(k) e^{ikx} dk;$$  \hspace{1cm} (1.3.23)

therefore, using the eqs. (1.3.23) and the theorem of series integration, we have

$$E_{\alpha,1}(t^\alpha \partial_x^2) f(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} E_{\alpha,1}(t^\alpha \partial_x^2) \tilde{f}(k) e^{ikx} dk,$$

then, using ML definition (1.3.1) we obtain

$$F(x,t) = E_{\alpha,1}(t^\alpha \partial_x^2) f(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} E_{\alpha,1}(t^\alpha \partial_x^2) \tilde{f}(k) e^{ikx} dk = \frac{1}{\sqrt{2\pi}} \cdot \int_{-\infty}^{\infty} \sum_{r=0}^{\infty} t^{\alpha r} \partial_x^{2r} \tilde{f}(k) e^{ikx} dk = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \sum_{r=0}^{\infty} \frac{t^{\alpha r}}{\Gamma(\alpha r + 1)} (ik)^{2r} \tilde{f}(k) e^{ikx} dk =$$

$$= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \sum_{r=0}^{\infty} \frac{t^{\alpha r}(-k^2)^r}{\Gamma(\alpha r + 1)} \tilde{f}(k) e^{ikx} dk;$$

thus finally getting

$$F(x,t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} E_{\alpha,1}(-t^\alpha k^2) \tilde{f}(k) e^{ikx} dk.$$

\[\square\]

\*\*We observe that eq. (1.3.22) can be recast in terms of Levy distribution according to ref. [76].\*
Examples of solutions (1.3.22) are reported in Figs. 1.3 at different times for different $\alpha$ values, which clearly display a behaviour which is not simply diffusive but also anomalous.

Figure 1.3: Solution $F(x,t)$ of eq. (1.3.20) for $f(x) = e^{-x^2} \rightarrow \tilde{f}(k) = \frac{e^{-\frac{k^2}{4t}}}{\sqrt{2}}$ at different times for different $\alpha$ values.

As already stressed, eq. (1.3.20) is a fractional diffusive equation. This type of equations have played an increasingly important role in the description of processes called super or sub-diffusive, regarding the evolution of distributions whose mean square exhibits a dependence on time provided by a power law (faster than linear for the super diffusive case and vice-versa for the sub-diffusive counterpart).

To better appreciate how these effects emerge from the previous formalism, we consider the ordinary heat diffusion equation.

**Example 11.** $\forall x \in \mathbb{R}, \forall t \in \mathbb{R}^+_0$, let

$$
\begin{align*}
\frac{\partial F(x,t)}{\partial t} &= \frac{\partial^2 F(x,t)}{\partial x^2} \\
F(x,0) &= f(x)
\end{align*}
$$

(1.3.24)

the ordinary heat diffusion equation, whose solution can be expressed in terms of the Gauss-Weierstrass transform (1.2.2) (a direct consequence of the Fourier transform method, (1.3.23)), namely (SL5)

$$
F(x,t) = \frac{1}{2\sqrt{\pi t}} \int_{-\infty}^{+\infty} e^{-\frac{(\xi-x)^2}{4t}} f(\xi) \, d\xi,
$$

(1.3.25)

where the distribution $f(x)$ is assumed to be normalized to unit with momenta
\[ m_n(0) = \int_{-\infty}^{+\infty} x^n f(x) \, dx, \quad \forall n \in \mathbb{N}. \]  

(1.3.26)

The moments associated with the distribution \( F(x,t) \) are therefore specified by

\[ m_n(t) = \int_{-\infty}^{+\infty} x^n F(x,t) \, dx = \int_{-\infty}^{+\infty} e^{-\frac{x^2}{4t}} f(\xi) I_n(\xi) \, d\xi, \]
\[ I_n(\xi) = \frac{1}{2\sqrt{\pi} t} \int_{-\infty}^{+\infty} x^n e^{-\frac{x^2}{4t}} e^{\frac{x^2}{4t}} \, dx. \]  

(1.3.27)

The integral \( I_n(\xi) \) can be evaluated using the generating function method [SL3], theorem of the series integration and the GWI (1.2.2), in fact

\[ \sum_{n=0}^{\infty} \frac{u^n}{n!} I_n(\xi) = \frac{1}{2\sqrt{\pi} t} \int_{-\infty}^{+\infty} \sum_{n=0}^{\infty} \frac{(ux)^n}{n!} e^{-\frac{x^2}{4t}} e^{\frac{x^2}{4t}} \, dx = \frac{1}{2\sqrt{\pi} t} \int_{-\infty}^{+\infty} e^{(u+\frac{\xi^2}{4t})x - \frac{x^2}{4t}} \, dx = e^{\frac{u^2}{4t} + \frac{u^2}{4t}} \]

(1.3.28)

and, by the use of the generating function of two variable Hermite polynomials (1.2.5) yields

\[ I_n(\xi) = e^{\frac{u^2}{4t}} H_n(\xi, t), \]

(1.3.29)

thus finally getting, by using eq. (1.3.26),

\[ m_n(t) = \int_{-\infty}^{+\infty} H_n(\xi, t) f(\xi) \, d\xi = H_n(\hat{m}, t) \mu_0, \]
\[ H_n(\hat{m}, t) = n! \sum_{r=0}^{\left\lfloor \frac{n}{2} \right\rfloor} \frac{\hat{m}^{n-2r} t^r}{(n-2r)! r!}. \]  

(1.3.30)

In eq. (1.3.30) we have assumed that \( \hat{m} \) is a kind of umbral operator acting on the vacuum \( \mu_0 \) and defining the momenta as

\[ \hat{m}^n \mu_0 = m_n(0). \]

(1.3.31)

In conclusion, we find

39
\[ m_n(t) = n! \sum_{r=0}^{\lfloor \frac{n}{2} \rfloor} \frac{m_{n-2r}(0)t^r}{(n-2r)!r!}, \]  
\[ (1.3.32) \]

where \( m_2(t) \) shows a linear dependence on time.

The formalism we have developed so far yields the possibility of evaluating the momenta associated with the distribution \((1.3.21)-(1.3.22)\) by the use of the following substitution

\[ H_n(\hat{m}, t) \rightarrow H_n(\hat{m}, \alpha, 1\hat{d}t\alpha). \]  
\[ (1.3.33) \]

The second momentum is, in this case, non-linear and, reminding eqs. \((1.3.13)-(1.3.14)\), we get

**Definition 7.** \( \forall x, y \in \mathbb{R}, \forall \alpha \in \mathbb{R}^+, \) the family of polynomials

\[ aH_n(x, y) := H_n(x, 1\hat{d}y) \psi_0 = n! \sum_{r=0}^{\lfloor \frac{n}{2} \rfloor} \frac{x^{n-2r}(\alpha, 1\hat{d}y)^r}{(n-2r)!r!} \psi_0 = n! \sum_{r=0}^{\lfloor \frac{n}{2} \rfloor} \frac{x^{n-2r}y^r}{(n-2r)!\Gamma(\alpha r + 1)}, \]  
\[ (1.3.34) \]

is called **Mittag-Leffler-Hermite (MLH).**

Its properties will be discussed later (see \[1.4\]).

The introduction of the \( PEO \) (Definition \[6\]) \( E_{\alpha, 1}(t^\alpha \partial_x^2) \), is of central importance for our forthcoming discussion, its role and underlying computational rules will be therefore carefully explored in the following.

In order to provide further elements allowing to appreciate the flexibility of the procedure employing the umbral methods, we consider the **fractional Poisson distribution (FPD)**, discussed in ref. \[SL12\], within the context of non Markovian stochastic processes with a non-exponential distribution of inter-arrival times.

**Example 12.** Without entering into the phenomenology of the fractional Poisson processes, we note that the equation governing the generating function of the distribution itself is given, \( \forall \alpha \in \mathbb{R}^+, \forall s \in \mathbb{R}, \forall t \in \mathbb{R}_0^+ \), by \([90]\)
\( G_\alpha(s, t) = E_{\alpha,1} (- (1 - s) \Omega t^\alpha), \) \hspace{1cm} (1.3.35)

\( \Omega \) has physical dimension \([\Omega] = \frac{1}{T^\alpha}\), where \( T \) is the time.

By the use of the umbral notation \((1.3.14)\) we can expand the previous generating function as

\[ G_\alpha(s, t) = \sum_{m=0}^\infty s^m \alpha P(m, t), \] \hspace{1cm} (1.3.36)

where

\[ \alpha P(m, t) = \frac{(\Omega t^\alpha)^m}{m!} \sum_{n=0}^\infty \frac{(n + m)!}{n!} \frac{(-\Omega t^\alpha)^n}{\Gamma(\alpha(n + m) + 1)} \] \hspace{1cm} (1.3.37)

is the FPD, introduced in ref. [135].

**Proof.** We use the framework of the umbral formalism and the eqs. \((1.3.35)-(1.3.14)-(1.1.7)\) exponential series expansion \((1.3.13)\)

\[
\begin{align*}
G_\alpha(s, t) &= E_{\alpha,1} (- (1 - s) \Omega t^\alpha) = e^{\alpha,1\hat{d}(- (1 - s)\Omega t^\alpha)} \psi_0 = \\
&= e^{\alpha,1\hat{d}(\Omega t^\alpha)} e^{-\alpha,1\hat{d}(\Omega t^\alpha)} \psi_0 = \sum_{m=0}^\infty \frac{s^m \alpha \hat{d}^m}{m!} (\Omega t^\alpha)^m \sum_{n=0}^\infty \frac{(-\Omega t^\alpha)^n}{n!} \frac{\psi_0}{\Gamma(\alpha(n + m) + 1)} = \\
&= \sum_{m=0}^\infty \frac{s^m (\Omega t^\alpha)^m}{m!} \frac{(-\Omega t^\alpha)^n}{n!} \frac{\alpha \hat{d}^m \psi_0}{\Gamma(\alpha(n + m) + 1)} = \\
&= \sum_{m=0}^\infty \frac{s^m (\Omega t^\alpha)^m}{m!} \frac{(-\Omega t^\alpha)^n}{n!} \frac{(n + m)!}{\Gamma(\alpha(n + m) + 1)} = \\
&= \sum_{m=0}^\infty s^m \alpha P(m, t),
\end{align*}
\]

According to the methods we have envisaged, to calculate average and r.m.s. values we use the following

**Corollary 6.** By setting, \( \forall \alpha, \Omega \in \mathbb{R}^+, \forall t \in \mathbb{R}^+, \forall m \in \mathbb{N}, \)

\[ \alpha P(m, t) = \frac{\left( \alpha \hat{d} \Omega t^\alpha \right)^m}{m!} e^{-\alpha,1\hat{d}\Omega t^\alpha} \psi_0, \] \hspace{1cm} (1.3.38)
we find, for the first order moment,

\[ i) \langle a m_t \rangle = \frac{(\Omega t^\alpha)}{\Gamma(\alpha + 1)} \]  

(1.3.39)

and, for the variance,

\[ ii) \sigma_t^2 = \frac{2 (\Omega t^\alpha)^2}{\Gamma(2\alpha + 1)} + \frac{(\Omega t^\alpha)}{\Gamma(\alpha + 1)} - \frac{(\Omega t^\alpha)^2}{(\Gamma(\alpha + 1))^2}, \]  

(1.3.40)

in agreement with the results obtained in refs. [90, 135].

**Proof.** \( \forall \alpha, \Omega \in \mathbb{R}^+, \forall t \in \mathbb{R}^+, \forall m \in \mathbb{N} \), by using eqs. (1.3.14) (1.3.13) and algebraic manipulation, we obtain

\[ i) \langle a m_t \rangle = \sum_{m=0}^{\infty} m \frac{(a \hat{d} \Omega t^\alpha)^m}{m!} e^{-a \hat{d} \Omega t^\alpha} \psi_0 = \]

\[ = \sum_{m=1}^{\infty} \frac{(a \hat{d} \Omega t^\alpha)^{m-1}}{(m-1)!} e^{-a \hat{d} \Omega t^\alpha} \psi_0 = \]

\[ = (a \hat{d} \Omega t^\alpha) e^{a \hat{d} \Omega t^\alpha} e^{-a \hat{d} \Omega t^\alpha} \psi_0 = \]

\[ = e^{a \hat{d} \Omega t^\alpha} \psi_0 = \frac{(\Omega t^\alpha)}{\Gamma(\alpha + 1)}. \]
\begin{align*}
\alpha \sigma_t^2 &= \sum_{m=0}^{\infty} m^2 \alpha P(m, t) - \left( \sum_{m=0}^{\infty} m \alpha P(m, t) \right)^2 \\
&= \sum_{m=1}^{\infty} \frac{(m-1+1)}{(m-1)!} \alpha^\alpha \partial_t m \partial_t \psi_0 - \left( \frac{\Omega t^\alpha}{\Gamma(\alpha+1)} \right)^2 \\
&= \sum_{m=1}^{\infty} \frac{(m-1+1)}{(m-1)!} \alpha^\alpha \partial_t m \partial_t \psi_0 - \left( \frac{\Omega t^\alpha}{\Gamma(\alpha+1)} \right)^2 \\
&= \left[ \left( \alpha \partial_t t^\alpha \right)^2 \sum_{m=2}^{\infty} \frac{\alpha^\alpha \partial_t (m-2)!}{(m-2)!} + \left( \alpha \partial_t t^\alpha \right) \sum_{m=1}^{\infty} \frac{\alpha^\alpha \partial_t (m-1)!}{(m-1)!} \right] \\
&\cdot e^{-\alpha \partial_t t^\alpha} \psi_0 - \left( \frac{\Omega t^\alpha}{\Gamma(\alpha+1)} \right)^2 \\
&= \left( \alpha \partial_t t^\alpha \right)^2 \psi_0 + \left( \alpha \partial_t t^\alpha \right) \psi_0 - \left( \frac{\Omega t^\alpha}{\Gamma(\alpha+1)} \right)^2 \\
&= \frac{2 (\Omega t^\alpha)^2}{\Gamma(2\alpha+1)} + \frac{(\Omega t^\alpha)}{\Gamma(\alpha+1)} - \frac{(\Omega t^\alpha)^2}{\Gamma(\alpha+1)^2}.
\end{align*}

\begin{proof}
In these introductory sections we have shown how the formalism we are going to propose and develop in this thesis is particularly useful and flexible, to frame old and new problems within a general and easily manageable context. Further comments will be provided in the concluding parts of this Chapter devoted to applications.
\end{proof}

\subsection{1.4 Mittag-Leffler Hermite Polynomials}

In eq. (1.3.34) we have introduced a family of polynomials that we have called MLH. They play, within the context of fractional diffusion heat equation (FDHE), the same role of the heat polynomials [144] in the case of the ordinary heat equation, therefore

**Proposition 5.** Let us consider the fractional evolution problem (1.3.20) with initial condition \( F(x, 0) = x^n, \forall n \in \mathbb{N} \), the relevant solution can accordingly be written as

\[ \alpha H_n(x, t^\alpha) = \left( e^{\alpha t^\alpha \partial_x x^n} \right) \psi_0. \]
Proof. By the use of eq. (1.3.34) we can write, \( \forall x \in \mathbb{R}, \forall \alpha \in \mathbb{R}^+, \forall t \in \mathbb{R}_0^+\), \( \forall n \in \mathbb{N} \),

\[
aH_n(x, t^{\alpha}) = H_n \left( x, a_1 \hat{t}^\alpha \right) \psi_0 = n! \sum_{r=0}^{\lfloor \frac{n}{2} \rfloor} \frac{x^{n-2r} t^{\alpha r}}{(n-2r)! \Gamma(\alpha r + 1)}
\]

but, on the other side, expanding the exponential, acting the successive derivatives on \( x^n \) and applying the umbral operator (1.3.13) we find

\[
\left( e^{a_1 \hat{t}^\alpha \partial^2_{x, x}} \right) \psi_0 = \sum_{r=0}^{\infty} \frac{a_1 \hat{t}^\alpha \partial^{2r}}{r!} x^n \psi_0 = \sum_{r=0}^{\lfloor \frac{n}{2} \rfloor} \frac{n! x^{n-2r} t^{\alpha r} \partial^r}{(n-2r)! r!} \psi_0 = n! \sum_{r=0}^{\lfloor \frac{n}{2} \rfloor} \frac{x^{n-2r} t^{\alpha r}}{(n-2r)! \Gamma(\alpha r + 1)}.
\]

The MLH belong to the Appel polynomial family [4] and are easily shown to satisfy, in its domain, the recurrences (see [SL5] where the relevant properties have been touched on and proved.)

Properties 3.

i) \( \partial_x \alpha H_n(x, t^{\alpha}) = n \alpha H_{n-1}(x, t^{\alpha}); \quad (1.4.2) \)

ii) \( \partial_t \alpha H_n(x, t^{\alpha}) = n(n-1) \alpha H_{n-2}(x, t^{\alpha}) + \frac{t^{-\alpha}}{\Gamma(1-\alpha)} x^n. \quad (1.4.3) \)

The generating function can be obtained from eq. (1.4.1) as follows

**Corollary 7.** In the hypothesis of Proposition 3 by eqs. (1.2.5)-(1.3.13)-(1.3.14).

\[
\sum_{n=0}^{\infty} \frac{\xi^n}{n!} aH_n(x, t^{\alpha}) = \sum_{n=0}^{\infty} \frac{\xi^n}{n!} H_n \left( x, a_1 \hat{t}^\alpha \right) \psi_0 = \left( e^{x \xi} e^{a_1 \hat{t}^\alpha \xi^2} \right) \psi_0 = E_{\alpha, 1} \left( t^{\alpha} \xi^2 \right) e^{x \xi}.
\]

In order to write eq. (1.4.4) in a more convenient form for our purposes, we note the following identity [76] [17].
\[
\int_0^\infty n_\alpha(s, t) \frac{s^n}{n!} ds = \frac{t^{\alpha n}}{\Gamma(\alpha n + 1)}, \quad \forall n \in \mathbb{N}, \forall \alpha \in \mathbb{R}^+, \forall t \in \mathbb{R}_0^+,
\]
\[n_\alpha(s, t) := \frac{1}{\alpha} \frac{1}{s^{1/\alpha}} g_\alpha \left( \frac{t}{\sqrt{s}} \right).\]  

with \(g_\alpha(x)\) being the one sided \textbf{Lévy} stable distribution.

**Example 13.** From the previous identities we may draw at least two conclusions (see ref. [76]):

i) \(\alpha H_n(x, t^\alpha) = \int_0^\infty n_\alpha(s, t) H_n(x, s) ds,\) \hspace{1cm} (1.4.6)

ii) \(E_{\alpha, 1}(b t^\alpha) = \int_0^\infty n_\alpha(s, t) e^{b s} ds.\) \hspace{1cm} (1.4.7)

The eq. (1.4.7) can be exploited to cast the PEO (Definition 6) associated to the fractional evolution problem (1.3.20) in the form

\[E_{\alpha, 1}(t^\alpha \partial^2_x) = \int_0^\infty n_\alpha(s, t) e^{s \partial^2_x} ds.\]  

Being \(e^{s \partial^2_x}\) the evolution operator for the ordinary diffusion problem, we can write the solution (1.3.21) of problem (1.3.20) as

\[F(x, t) = \int_0^\infty n_\alpha(s, t) \left( e^{s \partial^2_x} f(x) \right) ds\]  

and, in the case in which \(f(x) = e^{-x^2}\), by the use of eq. (1.2.2) we obtain the Glaisher identity [52]

\[e^{s \partial^2_x} e^{-x^2} = \frac{1}{\sqrt{1 + 4s}} e^{-\frac{x^2}{1 + 4s}}, \quad \forall x, s \in \mathbb{R},\]  

which yields

\[F(x, t) = \int_0^\infty n_\alpha(s, t) \frac{1}{\sqrt{1 + 4s}} e^{-\frac{x^2}{1 + 4s}} ds.\]  

A further important conclusion which may be drawn from the previous formalism concerns the question whether the family of polynomials \(MLH\) (1.3.34) can be considered orthogonal. The question can be settled out in a fairly simple way by assuming that an expansion of the type
\[ G(x, \xi) = \sum_{n=0}^{\infty} a_n H_n(x, \xi^\alpha), \quad \forall x, \xi \in \mathbb{R}, \forall \alpha \in \mathbb{R}^+. \quad (1.4.12) \]

be allowed. According to eq. (1.4.6) we find

\[ G(x, \xi) = \sum_{n=0}^{\infty} a_n \int_{0}^{\infty} n_\alpha(s, \xi) H_n(x, s) ds. \quad (1.4.13) \]

We can therefore state the following Theorem.

**Theorem 3.** If, \( \forall x, s \in \mathbb{R} \), the series \( \sum_{n=0}^{\infty} a_n H_n(x, s) \) is uniformly converging to a function \( g(x, s) \) then, by MLH-definition, the expansion \( (1.4.12) \) does exist and the expansion coefficients are the same as for the ordinary expansion.

Further comments and use of this last result will be presented later in this thesis.

## 1.5 Applications

### 1.5.1 Fractional Schrödinger Equation, Coherent States and Associated Probability Distribution

In section 1.3.1 we have introduced the FPD \( (1.3.37) \) as a mere consequence of the definition of the ML function. In this section we derive a different form of FPD by solving the fractional Schrödinger equation (FSE) for a physical process implying the emission and absorption of photons. We assume that the relevant dynamics is ruled by the ML-Schrödinger equation\( ^{[91]} \) \( (1.10) \)

\[ i^\alpha \frac{\partial}{\partial t} | \Psi \rangle = \hat{H} | \Psi \rangle + i^\alpha \frac{t^{-\alpha}}{\Gamma(1-\alpha)} | \Psi(0) \rangle, \]

\[ \hat{H} = i^\alpha \Omega (\hat{a} - \hat{a}^+) \quad 0 \leq \alpha \leq 1, \forall t \in \mathbb{R}^+ \]

where \( \hat{a}, \hat{a}^+ \) are annihilation, creation operators \( [91] \) satisfying the commutation relation

\[ [\hat{a}, \hat{a}^+] = \hat{1} \quad (1.5.2) \]

\( ^{[91]} \)According to Dirac notation we write the state \( | \Psi \rangle \) to indicate the function \( \Psi(t) \).
and the constant $\Omega$ in eq. (1.5.1) has the dimension of $t^{-\alpha}$.

If we work in a Fock basis \cite{91} and choose the ”physical” vacuum (namely the state of the quantized electromagnetic field with no photons) as the initial state of our process \cite{1.5.1} namely

$$| \Psi(t) \rangle |_{t=0} = | 0 \rangle,$$

we can understand how the field ruled by a FSE evolves from the vacuum.

The comparison with the ordinary Schrödinger counterpart is interesting, because the field evolves into a coherent state, displaying an emission process in which the photon counting statistics follows a Poisson distribution \cite{91}.

The formal solution of the evolution problem provided by eq. (1.5.1) is formally obtained, using the eqs. (1.3.14)-(1.3.21) as \cite{SL12}

$$| \Psi \rangle = e^{\alpha \hat{d} \Omega (\hat{a} - \hat{a}^+)} | 0 \rangle,$$

in which the evolution operator

$$\hat{U}(t) = e^{\alpha \hat{d} \Omega t^\alpha (\hat{a} - \hat{a}^+)}$$

cannot be straightforwardly disentangled (namely written as product of exponential operators) since the creation and annihilation operators are not commuting.

To this aim we remind the Weyl \cite{47} disentanglement rule

$$e^{\hat{A} + \hat{B}} = e^{\hat{A}} e^{\hat{B}} e^{-\frac{\hat{k}}{2}},$$

$$[\hat{A}, \hat{B}] = AB - BA = \hat{k},$$

$$[\hat{A}, \hat{k}] = [\hat{k}, \hat{B}] = 0,$$

which holds if $\hat{A}, \hat{B}$ are not commuting each other, but their commutator “commutes” either with $\hat{A}$ and $\hat{B}$.

According to the previous prescription we set

$$\alpha \hat{A} = \alpha \hat{d} \Omega t^\alpha \hat{a},$$

$$e^{\alpha \hat{d} \Omega t^\alpha (\hat{a} - \hat{a}^+)} = e^{\alpha \hat{A} - \alpha \hat{A}^+}.$$  

We note that

**Here we omit the $\omega \hat{d}$-vacuum $| \psi_0 \rangle$ (1.3.12).**

††To simplify the writing we substitute $\omega \hat{d}$ with $\hat{d}$. 
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\[
\left[ \alpha \hat{A}, \alpha \hat{A}^+ \right] = \alpha \hat{d}^2 (\Omega t^\alpha)^2. \tag{1.5.8}
\]

**Proof.** By the use of the second eq. of (1.5.6), eq. (1.5.2) and algebraic rules we get

\[
\left[ \alpha \hat{A}, \alpha \hat{A}^+ \right] = \alpha \hat{A} \alpha \hat{A}^+ - \alpha \hat{A} \hat{A}^+ \alpha = \alpha \hat{d} \Omega t^\alpha \hat{a} \alpha \hat{d} \Omega t^\alpha \hat{a}^+ \alpha \hat{d} \Omega t^\alpha \hat{a} = (\alpha \hat{d} \Omega t^\alpha)^2 (\hat{a} \hat{a}^+ - \hat{a}^+ \hat{a}) = (\alpha \hat{d} \Omega t^\alpha)^2 [\hat{a}, \hat{a}^+] = \alpha \hat{d}^2 (\Omega t^\alpha)^2.
\]

Being the umbral operator \(\alpha \hat{d}\) independent of the creation annihilation counterparts, we end up with the following exponential disentanglement

\[
e^{\alpha \hat{A} - \alpha \hat{A}^+} = e^{(\Omega t^\alpha)^2 \alpha \hat{d}^2} e^{-\alpha \hat{A}^+} e^{-\alpha \hat{A}}. \tag{1.5.10}
\]

The solution of our FSE therefore writes [SL12]

\[
|\Psi\rangle = e^{\alpha \hat{d} t^\alpha \Omega (\hat{a} - \hat{a}^+)} |0\rangle =
= e^{-\frac{(\alpha \hat{d} t^\alpha \Omega)^2}{2}} e^{-(\alpha \hat{d} t^\alpha \Omega) \hat{a}^+} e^{(\alpha \hat{d} t^\alpha \Omega) \hat{a}} |0\rangle. \tag{1.5.11}
\]

The use of the identities [91]

\[
(\hat{a}^+)^n |0\rangle = \sqrt{n!} |n\rangle,
\]

\[
\hat{a} |0\rangle = 0,
\]

finally yields the solution in the form [SL12]

\[
|\Psi\rangle = e^{-\frac{(\alpha \hat{d} t^\alpha \Omega)^2}{2}} e^{-(\alpha \hat{d} t^\alpha \Omega) \hat{a}^+} |0\rangle = e^{-\frac{(\alpha \hat{d} t^\alpha \Omega)^2}{2}} \sum_{n=0}^{\infty} \frac{(\alpha \hat{d} t^\alpha \Omega)^n}{\sqrt{n!}} |n\rangle. \tag{1.5.13}
\]

‡‡We remind that the Weyl identity provides

\[
\left[ \hat{A}, \hat{B} \right] = \hat{k} \Rightarrow \left[ \hat{B}, \hat{A} \right] = -\hat{k};
\]

\[
e^{\hat{A} + \hat{B}} = \begin{cases} e^{A} e^{B} e^{-\frac{1}{2}}, & \text{if } e^{A} e^{B} e^{B} e^{A} \in C \times C, \\ e^{B} e^{A} e^{A} e^{B}. & \text{if } e^{A} e^{B} e^{B} e^{A} \in C \times F. \end{cases} \tag{1.5.9}
\]
The use of the orthogonality properties of the number photon states $|m\rangle$, namely $\langle n | m \rangle = \delta_{n,m}$, yields probability amplitude of finding the state $|\Psi\rangle$ in a photon number state $|m\rangle$. It is just according to the identity [SL12]

$$\langle m | \Psi\rangle = e^{-\frac{(a^\dagger t^\alpha \Omega)^2}{2}} \cdot \frac{(-a^\dagger t^\alpha \Omega)^m}{\sqrt{m!}},$$ (1.5.14)

which is formally equivalent to a Poisson probability amplitude [1.3.38].

The probability distribution is then found as [SL12]

$$\alpha p(m,t) = |\langle m | \Psi\rangle|^2 = e^{-\frac{(a^\dagger t^\alpha \Omega)^2}{2}} \cdot \frac{(a^\dagger t^\alpha \Omega)^{2m}}{m!} = \frac{X^m}{m!} \psi_0^{(\alpha,2)}(-X),$$

$$X = (t^\alpha \Omega)^2,$$

$$\psi_0^{(\alpha,2)}(-X) = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} \frac{\Gamma(2(r + m) + 1)}{\Gamma(2(r + m)\alpha + 1)} X^r,$$ \quad $\forall X, m, \alpha \in \mathbb{R}_0^+, \alpha \leq 1,$

(1.5.15)

which is similar, but not equivalent, to the FPD derived in [1.3.37].

**Proof.**

$$\alpha p(m,t) = e^{-\frac{(a^\dagger t^\alpha \Omega)^2}{2}} \cdot \frac{(a^\dagger t^\alpha \Omega)^{2m}}{m!} \psi_0 = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} \frac{(t^\alpha \Omega)^{2r+2m}}{m!} \alpha^\dagger 2r+2m \psi_0 =$$

$$= \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} \frac{(t^\alpha \Omega)^{2(r+m)}}{m!} \frac{\Gamma(2(r + m) + 1)}{\Gamma(2(r + m)\alpha + 1)}$$

It is however evident that the probability (1.5.15) is properly normalized and indeed

$$\sum_{m=0}^{\infty} \alpha p(m) = 1.$$ (1.5.16)

Furthermore, regarding the evaluation of the average number of emitted photons, we proceed as in proof of [1.3.39].
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\begin{align}
\langle m \rangle &= \sum_{m=0}^{\infty} m \alpha p(m) = \sum_{m=0}^{\infty} \frac{X^m m!}{m!} e^{(\alpha, 2)}(-X) = \\
&= \sum_{m=1}^{\infty} \frac{X^m}{(m-1)!} \sum_{r=0}^{\infty} \frac{(-1)^r r!}{(m-1)!} \alpha d^2 (r+m) X^r \psi_0 = \\
&= e^{-(\alpha d^2 X)} \sum_{m=1}^{\infty} \frac{(\alpha d^2 X)^m}{(m-1)!} \psi_0 = \alpha d^2 X \psi_0 = \frac{2X}{\Gamma(2\alpha + 1)}
\end{align}
(1.5.17)

and the analogous procedure \cite{1.3.40} allows the evaluation of the r.m.s. of the emitted photons, namely

\begin{align}
\sigma_m^2 &= \langle m^2 \rangle - \langle m \rangle^2 = \alpha d^4 X^2 + \alpha d^2 X - \left( \frac{2X}{\Gamma(2\alpha + 1)} \right)^2 = \\
&= 2X \left[ 2X \left( \frac{6}{\Gamma(4\alpha + 1)} - \frac{1}{(\Gamma(2\alpha + 1))^2} \right) \right].
\end{align}
(1.5.18)

We define the \textbf{Mandel parameter}

\begin{align}
Q_\alpha &= \frac{\sigma_m^2 - \langle m \rangle}{\langle m \rangle} = 2X \left( \frac{6}{\Gamma(4\alpha + 1)} - \frac{1}{(\Gamma(2\alpha + 1))^2} \right) \Gamma(2\alpha + 1). \quad (1.5.19)
\end{align}

The behaviour of $Q_\alpha$ vs. $\alpha$, for different values of $t$, is shown in Fig. 1.4. The understanding of the relevant physical meaning requires a discussion going beyond the scope of this thesis. We note however that a process of photon emission ruled by a fractional Schrödinger equation is fixed by a power law (recall that $X = (t^\alpha \Omega)^2$), furthermore the presence of a region with $Q_\alpha < 0$ indicates the possibility of photon bunching. These are clearly pure speculations since the physical process ruled by eq. (1.5.1) has not been defined. The photon emission probability vs. $X$ and different $\alpha$ is given in Figs. 1.5.
Figure 1.4: Mandel Parameter $Q_\alpha$ vs $\alpha$, for different values of $t$.

(a) $m = 1$.  
(b) $m = 2$.  
(c) $m = 4$.  

Figure 1.5: Probability distribution "$\alpha p(m)$" vs $(\Omega t^\alpha)^2$, for different values of $\alpha$ and $m$. 
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Chapter 2

Operator, Differintegral and Umbral Calculi

In this Chapter we discuss new aspects of Operational Calculus Theory and of its evolution into Differintegral and Umbral calculi. We extend the umbral theory by the use of special polynomials as Hermite polynomials and provide several examples and physical applications showing the versatility of the method.

The original parts of the Chapter, containing their adequate bibliography, are based on the following original papers.

[SL9] G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “Hermite Calculus”; Modeling in Mathematics, Atlantis Transactions in Geometry, vol 2. pp. 43-52, J. Gielis, P. Ricci, I. Tavkhelidze (eds), Atlantis Press, Paris, Springer 2017.

[SL4] M. Artioli et al; “A 250 GHz Radio Frequency CARM Source for Plasma Fusion”, Conceptual Design Report, ENEA, pp. 154, 2016, ISBN: 978-88-8286-339-5.

[SL16] E. Di Palma, E. Sabia, G. Dattoli, S. Licciardi and I. Spassovsky; “Cyclotron auto resonance maser and free electron laser devices: a unified point of view”, Journal of Plasma Physics, Volume 83, Issue 1 , February 2017.

[SL5] D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Mathematical Methods for Physics”, invited Monograph by World Scientific, Singapore, 2017, in press.
The theoretical framework we are going to describe is relevant to a series of papers which have been developed during the last years and deepen their roots in the so called Quasi-Monomial (QM) treatment of special polynomials [41, 20].

According to such a point of view, we recall the following definition.

**Definition 8.** A family of polynomials $p_n(x)$, $\forall n \in \mathbb{N}$, $\forall x \in \mathbb{R}$, is said to be a Quasi-Monomial if a couple of operators, $\hat{M}$ and $\hat{P}$, hereafter called Multiplicative and Derivative operators respectively, do exist and act according to the rules

\[
\hat{M} p_n(x) = p_{n+1}(x), \quad (2.0.1)
\]
\[
\hat{P} p_n(x) = n p_{n-1}(x). \quad (2.0.2)
\]

The previous identities clarify the role and, hence, the names of the two operators and can be exploited to derive the relevant properties.

**Corollary 8.** The combinations of the two identities, $\forall n \in \mathbb{N}$, $\forall x \in \mathbb{R}$, yields

\[
\hat{M} \hat{P} p_n(x) = n p_n(x) \quad (2.0.3)
\]

and

\[
\hat{P} \hat{M} p_n(x) = (n + 1) p_n(x), \quad (2.0.4)
\]

which eventually allows the conclusion that the commutator of the multiplicative and derivative operators is

\[
[\hat{P}, \hat{M}] = \hat{P} \hat{M} - \hat{M} \hat{P} = \hat{1}. \quad (2.0.5)
\]
It is therefore evident that \( \hat{P}, \hat{M}, \hat{I} \) can be viewed as the generators of a Weyl algebra [SL5]. Furthermore, for a specific differential realization of the aforementioned operators, eqs. (2.0.3) and (2.0.4) provide the eigenvalue equation of the \( p_n(x) \) polynomials.

**Proposition 6.** Assuming that the “vacuum” is such that \( p_0(x) = 1 \), we infer, from eq. (2.0.1), that \( \forall n \in \mathbb{N}, \forall x \in \mathbb{R} \), we can generate our family of polynomials \( p_n(x) \) according to the “rule”

\[
\hat{M}^n 1 = p_n(x).
\] (2.0.6)

**Corollary 9.** The relevant generating function straightforwardly follows from eq. (2.0.6), namely

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} p_n(x) = \sum_{n=0}^{\infty} \frac{t^n \hat{M}^n}{n!} 1 = e^{t\hat{M}} 1.
\] (2.0.7)

The previous remarks are a nutshell content of the QM theory of special polynomials. The formalism will be further elaborated in the forthcoming part of the chapter but, in the remaining of this section, we see how some “popular” families of special polynomials can be ascribed to such a general context.

**Example 14.** In (1.2.4) we have introduced the two variable Hermite polynomials \( (HP) H_n(x, y) \) which are shown to satisfy the recurrences [SL5]

\[
\begin{align*}
(x + 2y \partial_x) H_n(x, y) &= H_{n+1}(x, y), \\
\partial_x H_n(x, y) &= nH_{n-1}(x, y),
\end{align*}
\] (2.0.8)

\( \forall x, y \in \mathbb{R}, \forall n \in \mathbb{N} \). It is accordingly evident that Hermite polynomials are QM and that

\[
\begin{align*}
\hat{M} &= x + 2y \partial_x, \\
\hat{P} &= \partial_x.
\end{align*}
\] (2.0.9) (2.0.10)

The second order differential equation satisfied by \( H_n(x, y) \) can therefore be written in terms of the relevant product, namely

\[
\hat{M} \hat{P} = (x + 2y \partial_x) \partial_x,
\] (2.0.11)
yielding

\[ x \partial_x H_n(x, y) + 2y \partial_x^2 H_n(x, y) = nH_n(x, y). \]  

(2.0.12)

Regarding the generating function, by using eqs. \((2.0.7)-(2.0.9)\), we find

\[ \sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(x, y) = e^{(x+2y\partial_x)}1. \]  

(2.0.13)

The use of the Weyl rule \((1.5.9)\) \cite{57} yields

\[ e^{(x+2y\partial_x)}1 = e^{-\frac{1}{2}[tx, 2yt\partial_x]} e^{tx} e^{2yt\partial_x}1 = e^{xt+y^2}, \]  

(2.0.14)

thus providing the quoted generating function \((1.2.5)\).

In eq. \((2.0.14)\) the last exponential operator disappears because

\[ e^{2yt\partial_x}1 = 1. \]  

(2.0.15)

We may however ask how the previous operator identities should be modified if, instead of a constant, it acts on a generic function of the variable \(x\).

We have noted \((2.0.6)-(2.0.9)\) that

\[ (x + 2y\partial_x)^n 1 = H_n(x, y) \]  

(2.0.16)

but, if we relax the assumption that the operator on the left is acting on unity, the result is however slightly more complicated.

We first note that (series expansions \((1.2.5)\))

\[ \sum_{n=0}^{\infty} \frac{t^n}{n!} (x + 2y\partial_x)^n = e^{y^2+xt} e^{2yt\partial_x} = \sum_{m=0}^{\infty} \frac{t^m}{m!} H_m(x, y) \sum_{s=0}^{\infty} (2t)^s s! \partial_x^s = \]  

\[ = \sum_{n=0}^{\infty} \frac{t^n}{n!} \hat{N}_n, \]

\[ \hat{N}_n = \sum_{s=0}^{n} \binom{n}{s} (2y)^s H_{n-s}(x, y) \partial_x^s. \]  

(2.0.17)

Equating the same like power \("t\) terms, we end up with the so called **Burchnall identity** \cite{57}

\[ (x + 2y\partial_x)^n = \sum_{s=0}^{n} \binom{n}{s} (2y)^s H_{n-s}(x, y) \partial_x^s. \]  

(2.0.18)

*We remind that \([x, \partial_x] = -1.\)
Accordingly we obtain

\[(x + 2 y \partial_x)^n f(x) = \sum_{s=0}^{n} \binom{n}{s} (2y)^s H_{n-s}(x, y) f^{(s)}(x), \quad (2.0.19)\]

where \(f^{(s)}(x)\) denotes the \(s^{th}\)-derivative of the function \(f(x)\) and therefore eq. (2.0.19) reduces to eq. (2.0.16) if \(f(x)\) is a constant.

In the forthcoming sections we provide a description of the orthogonal properties of \(HP\) within the so far developed operational framework.

### 2.1 Hermite Polynomial Orthogonal Properties and the Operational Formalism

In this section we discuss the orthogonal nature of the two-variable \(HP\) using the rules we have established in the previous section. The point of view we describe is slightly different from the conventional treatment and is developed to obtain a more general definition of the concepts, underlying the orthogonal nature of different polynomial families, we will employ in the course of this thesis.

**Lemma 6.** Along with the definition of QM, we can also introduce functions expanded on quasi monomials, according to the rule (we omit the vacuum 1, for conciseness)

\[ f(\hat{M}) = \sum_{n=0}^{\infty} a_n \hat{M}^n = \sum_{n=0}^{\infty} a_n p_n(x), \quad (2.1.1)\]

which can be understood as an expansion over the quasi monomial basis \(p_n(x), \forall x \in \mathbb{R}\).

The meaning of eq. (2.1.1) can be worded as it follows.

**Proposition 7.** Any function having a Mac Laurin expansion on the ordinary monomial basis, can be associated to a corresponding function which can be expanded basis on its QM counterpart.

Therefore, once we have established a correspondence between \(f(\hat{M})\) and a function of \(x\), we have found the expansion of that function on the QM basis. In terms of \(HP\) we find
Example 15. \(\forall x, y \in \mathbb{R}\) (see [SL5] and (2.0.16))

\[
e^{y\partial_x^2}e^x = \sum_{n=0}^{\infty} \frac{e^{y\partial_x^2}x^n}{n!} = \sum_{n=0}^{\infty} \frac{(x + 2y\partial_x)^n}{n!} = \sum_{n=0}^{\infty} \frac{H_n(x, y)}{n!} = e^{x+y}, \quad (2.1.2)
\]

or (see below (2.1.15) for further details)

\[
e^{y\partial_x^2}e^{-x^2} = \sum_{n=0}^{\infty} \frac{(-1)^n e^{y\partial_x^2}x^{2n}}{n!} = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} H_{2n}(x, y) = \frac{1}{\sqrt{1+4y}}e^{-\frac{x^2}{4y}}. \quad (2.1.3)
\]

The second serie has a limited convergence radius \(|y| < \frac{1}{4}\) as further discussed later.

It must be now clarified that the previous statements does not allow us to conclude that QM polynomials are “naturally” orthogonal. It must be stressed that the previous analysis does not allow any conclusion on the Orthogonality properties of the \(H_n(x, y)\) polynomials. To get general statements within such a respect, we develop a more elaborated treatment reported below. We clarify this point by discussing a specific example.

Example 16. Let us accordingly assume that a function \(f(x)\) can be expanded as

\[
f(x) = \sum_{n=0}^{\infty} a_n H_n(x, y), \quad (2.1.4)
\]

where \(a_n\) are the coefficients of the expansion. It is evident that, being \(f\) a function of one variable only, \(y\) should be regarded as a parameter. Let us note that, since \(H_n(x, y) = e^{y\partial_x^2}x^n\) [SL5], we find, from eqs. (2.1.1)-(2.1.2)

\[
e^{-y\partial_x^2}f(x) = \sum_{n=0}^{\infty} a_n x^n. \quad (2.1.5)
\]

To ensure the existence of a Gauss-Weierstrass transform (1.2.2) of \(f(x)\), we assume that \(y\) be a negative defined parameter by setting \(y = -|y|, \forall y \in \mathbb{R}\), thus, writing eq. (2.1.5) (by applying (1.2.2) at eq. (2.1.5) and through a variable change) as

\[
\sum_{n=0}^{\infty} a_n x^n = \frac{1}{2\sqrt{\pi |y|}} \int_{-\infty}^{\infty} e^{-\frac{|x-\xi|^2}{4|y|}} f(\xi) d\xi. \quad (2.1.6)
\]
It is therefore evident that

\[
\sum_{n=0}^{\infty} a_n x^n = \frac{1}{2\sqrt{\pi |y|}} \int_{-\infty}^{\infty} e^{\frac{\xi^2}{2|y|} - \frac{x^2}{4|y|}} \left( e^{-\frac{x^2}{4|y|}} f(\xi) \right) d\xi = \\
= \frac{1}{2\sqrt{\pi |y|}} \sum_{m=0}^{\infty} \frac{x^m}{m!} \int_{-\infty}^{\infty} H_m \left( \frac{\xi}{2|y|}, -\frac{1}{4|y|} \right) \left( e^{-\frac{x^2}{4|y|}} f(\xi) \right) d\xi
\]

and, by equating \( x \)-like power, we obtain for the expansion coefficients

\[
a_m = \frac{1}{2m! \sqrt{\pi |y|}} \int_{-\infty}^{\infty} H_m \left( \frac{\xi}{2|y|}, -\frac{1}{4|y|} \right) e^{-\frac{x^2}{4|y|}} f(\xi) d\xi.
\] (2.1.7)

It is accordingly evident that the function

\[
u_m (x, -|y|) = \frac{1}{2m! \sqrt{\pi |y|}} H_m \left( \frac{x}{2|y|}, -\frac{1}{4|y|} \right) e^{-\frac{x^2}{4|y|}}
\]

is bi-orthogonal to \( H_m (x, -|y|) \), namely

\[
\int_{-\infty}^{\infty} u_m (x, -|y|) H_n (x, -|y|) dx = \delta_{m,n}. \] (2.1.10)

We note that, within the present context, \(|y|\) is only a parameter and that, setting e.g. \(|y| = \frac{1}{2}\), we obtain the ordinary Hermite functions of quantum harmonic oscillator.

It is worth noting that, to ensure the condition \(\{2.1.10\}\), it is necessary that the \( \text{Re} \) \((-|y|)\) be positive.

Even though trivial, we provide a further example of expansion associated with the \emph{shifted HP} following defined.

**Example 17.** Let the operational rule (either \( y \) and \( z \) are parameters) \([SL5]\)

\[
H_n(x, y; z) := H_n(x - z, y) = e^{-z\partial_x + y\partial_x^2} x^n.
\] (2.1.11)

The conditions for the expansion on this family of polynomials occurs through the same procedure as before, we set therefore (the conditions on the sign of \( z \) are not influent)
\[ f(x) = \sum_{n=0}^{\infty} a_n H_n(x, -|y|; z) \]  

and therefore

\[ e^{y\partial_x^2 + z\partial_x} f(x) = \sum_{n=0}^{\infty} a_n x^n. \]

Using the same procedure of example 16 we end up with the following family of bi-orthogonal functions to the shifted \( \mathrm{HP} \)

\[ u_n(x, -|y|; z) = \frac{1}{2m! \sqrt{\pi |y|}} H_m \left( \frac{x - z}{2|y|}, -\frac{1}{4|y|} \right) e^{-\frac{(x-z)^2}{4|y|}}, \]

which provides the Hermite functions of the shifted harmonic oscillator.

The expansion (2.1.3) on the light of the previous discussion, can be explained as it follows.

**Proof.** of eq. (2.1.3). By expanding \( e^{-x^2} \), we get

\[ e^{y\partial_x^2} e^{-x^2} = e^{y\partial_x^2} \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} x^{2r}, \]

interchanging the summation index and the exponential operator, we get

\[ e^{y\partial_x^2} e^{-x^2} = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} e^{y\partial_x^2} x^{2r} = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} H_{2r}(x, y). \]

From the other side, by using the \( \text{GWI} \) (1.2.2) we easily infer again the Glaisher identity (1.4.10)

\[ e^{y\partial_x^2} e^{-x^2} = \frac{1}{\sqrt{1 + 4y}} e^{-\frac{x^2}{1 + 4y}}, \]

which justifies what is reported in eq. (2.1.3). It is important to stress that, while the transform integral of \( e^{y\partial_x^2} e^{-x^2} \) converges for any \( y > -\frac{1}{4} \), the expansion in terms of two variable Hermite has a limited range of convergence (see later (2.2.10)). The reasons are subtle and rely on the fact that the interchanging of the summation and the exponential is not always admitted.

**Remark 1.** Before closing this section let us note that the expansion of a monomial in terms of \( \mathrm{HP} \) is fairly straightforward and is expressed as
\[ x^n = \sum_{r=0}^{\left\lfloor \frac{n}{2} \right\rfloor} a_{n,r} H_{n-2r}(x,y), \]  

which yields the condition

\[ a_{n,r} = \frac{n!}{(n-2r)!r!} (-y)^r, \]

which, being a finite sum, does require the condition \( y = -|y| \).

We can further stress the role of the \( y \) parameter in the theory of two variable Hermite by noting that

a) Being \( H_n(x, y) \) solutions of the heat equation \([144]\), they play the role of the so called heat polynomials, introduced by Widder in ref. \([144]\), where \( y \) is associated with the evolution time;

b) A more subtle meaning can be inferred from the plots reported in Fig. \[2.1\] in which we have shown the polynomials in an \( x, y, z \) space. Within this context, the operational rule \( H_n(x, y) = e^{y\partial_x^2}x^n \) \([SL5]\) can be understood in a geometrical sense. The exponential operator transforms an ordinary monomial into a Hermite type special polynomial. The “evolution” from an ordinary monomial to the corresponding Hermite is shown by moving the cutting plane orthogonal to the \( y \) axis. For a specific value of the polynomial degree \( n \), the polynomials lie on the cutting plane, as shown in the figures.

It is worth stressing that only for negative values of \( y \) do the polynomials exhibit zeros, in accordance with the fact that in this region they realize an orthogonal set.
(a) $H_6(x, y)$ cutted by the plane $y = 2$.

(b) $H_6(x, 2)$.

(c) $H_3(x, y)$ cutted by the plane $y = 2$.

(d) $H_3(x, 2)$.

(e) $H_4(x, y)$ cutted by the plane $y = -2$.

(f) $H_4(x, -2)$.

Figure 2.1: Geometrical representation of two-variable Hermite polynomials in 3D and 2D, for different $n$ and $y$ values [SL1].
The discussions and the examples we have developed so far show operational point of view on the theory of special polynomials and open many new possibilities of interpretations on the nature of the polynomials themselves as will be further discussed in the forthcoming sections of this chapter.

2.2 An Umbral Point of View on Hermite Polynomials

In this section we consider the transition from Monomiality to Umbral interpretation of $HP$. We noted e.g., in eqs. (1.2.9)-(1.2.16), that the Gaussian function is the umbral image of the cylindrical Bessel function, now we see that the Newton binomial realizes the umbral image of $HP$.

Definition 9. We introduce

$$\theta(z) := \theta_z = y^z \left( \frac{\Gamma(z + 1)}{\Gamma(\frac{z}{2} + 1)} \left| \cos \left( \frac{\pi}{2} z \right) \right| \right), \quad \forall z \in \mathbb{R},$$

(2.2.1)

the Hermite function vacuum.

Then

Proposition 8. The umbral operator $y^z \hat{h}^r$ acts on the vacuum $\theta_0$ according to the rule

$$y^z \hat{h}^r \theta_0 := \theta_r, \quad \forall r \in \mathbb{R},$$

$$\theta_r = \frac{y^z r!}{\Gamma \left( \frac{1}{2} + 1 \right)} \left| \cos \left( \frac{\pi}{2} z \right) \right| = \begin{cases} 0 & r = 2s + 1 \\ y^z \frac{(2s)!}{s!} & r = 2s \end{cases}, \quad \forall s \in \mathbb{Z}. \quad (2.2.2)$$

Proof. $\forall s \in \mathbb{Z}, \forall r, y, z \in \mathbb{R}$, by using the shift operator $y^z h = e^{y^z z}$, we get

$$y^z \hat{h}^r \theta_0 = y^z \hat{h}^r \theta(z) \big|_{z=0} = e^{r \partial_z} \theta(z) \big|_{z=0} = \theta(z + r) \big|_{z=0} = \theta(z + r) \big|_{z=0} =$$

$$= y^z \left( \frac{\Gamma(z + r)}{\Gamma \left( \frac{1}{2} (z + r) + 1 \right)} \left| \cos \left( \frac{\pi}{2} (z + r) \right) \right| \right) \big|_{z=0} =$$

$$= \frac{y^z r!}{\Gamma \left( \frac{1}{2} + 1 \right)} \left| \cos \left( \frac{\pi}{2} r \right) \right| = \begin{cases} 0 & r = 2s + 1 \\ y^z \frac{(2s)!}{s!} & r = 2s \end{cases}, \quad \forall s \in \mathbb{Z}.$$
The numbers \(\frac{(2s)!}{s!} = 1, 2, 12, 120, 1680, \ldots\) are recognized as the \textit{quadraphal factorial numbers}, reported in \textit{OEIS} sequence \texttt{A001813}.

We remind the following Proposition already stated in \cite{50}.

\textbf{Proposition 9.} The Newton bynomial umbral version of Hermite polynomials is accordingly obtained from eq. \((2.2.2)\)

\[
H_n(x, y) = \left( x + y\hat{h} \right)^n \theta_0, \quad \forall x, y \in \mathbb{R}, \forall n \in \mathbb{N}.
\]

\textbf{Proof.} \(\forall x, y \in \mathbb{R}, \forall n \in \mathbb{N}, \forall s \in \mathbb{Z}\), by the use of Newton bynomial and eq. \((2.2.2)\)

\[
\left( x + y\hat{h} \right)^n \theta_0 = \sum_{r=0}^{n} \binom{n}{r} x^{n-r} y^r \theta_0 = \sum_{r=0}^{n} \binom{n}{r} x^{n-r} y^r \frac{(2s)!}{s!} = \frac{n!}{(n-2s)!s!} = H_n(x, y)
\]

\(
\square
\)

\textbf{Corollary 10.} The correspondence between umbral \((2.2.3)\) and monomiality operators (Definition 8) is

\[
\hat{M} \leftrightarrow \left( x + y\hat{h} \right).
\]

The generating function of \(HP\) is straightforwardly inferred (in according to \((2.0.7)\) too)

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(x, y) = \sum_{n=0}^{\infty} \frac{t \left( x + y\hat{h} \right)^n}{n!} = e^{xt} e^{y\hat{h} \theta_0}, \quad \forall t \in \mathbb{R},
\]

which yields the ordinary expression \((1.2.5)\) by noting that

\textbf{Observation 2.}

\[
e^{y\hat{h} \theta_0} = \sum_{r=0}^{\infty} \frac{t^r}{r!} y^r \theta_0 = e^{yt^2}, \quad \forall y, t \in \mathbb{R}.
\]
Proof. \( \forall y, t \in \mathbb{R}, \theta_0 \) the vacuum of the \( y\hat{h} \)-operator, by using series expansion and eq. (2.2.2) we obtain

\[
e^{y\hat{h}}\theta_0 = \sum_{r=0}^{\infty} \frac{t^r}{r!} y^r \hat{h}^r \theta_0 = \sum_{r=0}^{\infty} \frac{t^r}{r!} y^r (2s)! \frac{s^r}{s!} = \sum_{s=0}^{\infty} \frac{t^{2s}}{s!} y^s = e^{yt^2}. \tag{2.2.7}
\]

The umbral point of view to HP is particularly useful for a straightforward derivation of the relevant properties. We provide some examples through which we establish some of these properties and give an idea of the implication offered by the present formalism.

We note that

Corollary 11. Regarding the derivation of generating function involving even index HP, the following identity holds (applying (2.2.3))

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} H_{2n}(x, y) = e^{t(x+y\hat{h})^2} \theta_0. \tag{2.2.8}
\]

Furthermore, on account of the GII (1.2.3) and eq. (2.2.6), we can write

\[
e^{t(x+y\hat{h})^2} \theta_0 = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\xi^2 + 2\sqrt{t} (x+y\hat{h}) \xi} d\xi \theta_0 = \\
= \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\xi^2} e^{2\sqrt{t} \xi} \left( e^{2\sqrt{t} \xi} \theta_0 \right) d\xi = \\
= \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} e^{-\xi^2} e^{2\sqrt{t} \xi e^{4yt} \xi^2} d\xi = \frac{1}{\sqrt{1 - 4yt}} e^{\frac{x^2}{4yt}}, \tag{2.2.9}
\]

thus getting

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} H_{2n}(x, y) = \frac{1}{\sqrt{1 - 4yt}} e^{\frac{x^2}{4yt}}, \tag{2.2.10}
\]

which is a result analogous to that already viewed in eq. (2.1.3) within the framework of the orthogonal properties of two variable Hermite.
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Example 18. By exploiting eq. (2.2.6) we get
\[ e^{-yx^4} = e^{-i_y h x^2} \theta_0, \quad \forall x \in \mathbb{R}, \forall y \in \mathbb{R}_0^+. \quad (2.2.11) \]

According to this identity, the super-Gaussian of order 4 can be treated as an ordinary Gaussian. It is, accordingly, instructive to note that
\[ \int_{-\infty}^{\infty} e^{-yx^4} dx = \int_{-\infty}^{\infty} e^{-i_y h x^2} dx \theta_0 = \sqrt{\frac{\pi}{i_y h}} \theta_0 \quad (2.2.12) \]

and, being the integral a real integral (to use ”i” is an artifice), we calculate
\[ \sqrt{\pi} \left| \left( i^{-\frac{1}{2}} \right) \right| y^{\frac{1}{2}} \theta_0 = \sqrt{\frac{\pi}{2}} \frac{y^{-\frac{1}{2}} \Gamma \left( \frac{1}{2} \right)}{\Gamma \left( \frac{3}{4} \right)} = \frac{1}{2 \sqrt{y}} \Gamma \left( \frac{1}{4} \right), \quad (2.2.13) \]

obtaining, therefore, the correct (well known) result integral of the super-gaussian in eq. (2.2.11).

Example 19. Let
\[ I(\alpha, \beta) = \int_{-\infty}^{\infty} e^{-\alpha x^2 - \beta x^4} dx, \quad \forall \alpha \in \mathbb{R}, \forall \beta \in \mathbb{R}_0^+, \quad (2.2.14) \]

which can be written as
\[ I(\alpha, \beta) = \int_{-\infty}^{\infty} e^{-x^2(\alpha + \beta \hat{h})} dx \theta_0, \quad \hat{H}(\alpha, \beta) = (\alpha + \beta \hat{h}), \quad (2.2.15) \]

which yields
\[ I(\alpha, \beta) = \sqrt{\frac{\pi}{H(\alpha, \beta)}} \theta_0 = \sqrt{\pi \hat{H}^{-\frac{1}{2}}(\alpha, \beta)} \theta_0. \quad (2.2.16) \]

The previous identity suggests the possibility of defining negative order HP, in which the index is not constrained to integers but may keep any real value, so we give
Definition 10. According to eq. (2.2.3) we define, \( \forall \nu \in \mathbb{R}^+, \forall x, y \in \mathbb{R} \), the **Negative Order Hermite (NOH)**

\[
H_{-\nu}(x, y) = \left( x + y \hat{h} \right)^{-\nu} \theta_0.
\]  

(2.2.17)

They are no more polynomials but Hermite functions.

Proposition 10. The relevant NOH-function integral representation can be written as

\[
H_{-\nu}(x, y) = \frac{1}{\Gamma(\nu)} \int_0^\infty s^{\nu-1}e^{-sx}e^{-ys^2}ds, \quad \forall x \in \mathbb{R}, \forall y, \nu \in \mathbb{R}^+.
\]  

(2.2.18)

**Proof.** \( \forall x \in \mathbb{R}, \forall y, \nu \in \mathbb{R}^+ \), by the use of Laplace transform and eq. (2.2.6) we obtain

\[
H_{-\nu}(x, y) = \frac{1}{\Gamma(\nu)} \int_0^\infty e^{-sx}s^{\nu-1}e^{-ys^2}ds \theta_0 =
\]

\[
= \frac{1}{\Gamma(\nu)} \int_0^\infty s^{\nu-1}e^{-xs} \left( e^{-ys} \theta_0 \right) ds =
\]

\[
= \frac{1}{\Gamma(\nu)} \int_0^\infty s^{\nu-1}e^{-xs}e^{-ys^2}ds.
\]

\( \square \)

The use of the same procedure leads to the derivation of the infinite integral \( \forall y \in \mathbb{R} \)

\[
I_{\nu}(x, y \mid m) = \int_0^\infty e^{-s^m(x+ys^m)} s^{\nu-1}ds
= \int_0^\infty e^{-s^m(x+|y|\hat{h})} s^{\nu-1}ds \theta_0 =
\]

\[
= \frac{\Gamma\left( \frac{\nu}{m} \right)}{m} H_{-\frac{\nu}{m}}(x, y).
\]  

(2.2.19)

In these two last sections we have presented the theory of HP in terms of a non standard procedure, which allows significant degrees of freedom from the computational point of view and opens new possibilities for the solution of practical problems. In the next section we extend this wide range of properties linked to Hermite polynomials/functions by providing various examples of applicability of the method, which we re-assume by calling it Hemite Calculus.
2.3 Hermite Calculus

The Hermite calculus investigated so far, useful to treat computations involving Hermite polynomials and their generalizations as well, can be expanded as follows.

Example 20. \(\forall \alpha, \beta \in \mathbb{R} : \alpha + \beta > 0, \forall \gamma \in \mathbb{R}\), we consider the integral

\[
I(\alpha, \beta, \gamma) = \int_{-\infty}^{\infty} e^{-(\alpha+\beta)x^2-\gamma x} \, dx.
\]  

(2.3.1)

which can be evaluated through the GWI (1.2.2), thus getting

\[
I(\alpha, \beta, \gamma) = \sqrt{\pi} e^{\frac{\gamma^2}{4(\alpha+\beta)}}.
\]  

(2.3.2)

We restyle eq. (2.3.1) in umbral way

\[
I(\alpha, \beta, \gamma) = \int_{-\infty}^{\infty} e^{-\alpha x^2-h_{(\gamma,-\beta)}x} \, dx \eta_0,
\]  

(2.3.3)

where we have introduced the notation

\[
e^{-h_{(\gamma,-\beta)}x} \eta_0 = \sum_{r=0}^{\infty} \frac{(-x)^r}{r!} H_r(\gamma,-\beta) \eta_0 = \sum_{r=0}^{\infty} \frac{(-x)^r}{r!} H_r(\gamma,-\beta),
\]  

(2.3.4)

based on the use of the umbral identity ([137], [50])

\[
\hat{h}_{(\gamma,-\beta)}\eta_0 = \eta_r = H_r(\gamma,-\beta).
\]  

(2.3.5)

In the integral in eq. (2.3.3) we have treated the term which can be expended in terms of Hermite polynomials as a single block and we have enucleated the variable \(x\) raised to the first power.

According to (1.2.2) we can write [50] [120]

\[
I(\alpha, \beta, \gamma) = \sqrt{\frac{\pi}{\alpha}} e^{\frac{h^2_{(\gamma,-\beta)}}{4\alpha}} \eta_0 = \sqrt{\frac{\pi}{\alpha}} \sum_{r=0}^{\infty} \frac{1}{r!} \left( \frac{\hat{h}^2_{(\gamma,-\beta)}}{4\alpha} \right)^r \eta_0,
\]  

(2.3.6)

which provides us with the correct result for the problem we are studying. The application of the previous prescription yields, indeed, if \(\left| \frac{\beta}{\alpha} \right| < 1\)
\[
\sqrt{\frac{\pi}{\alpha}} \sum_{r=0}^{\infty} \frac{1}{r!} \left( \frac{\hat{h}^2}{4\alpha} \right)^r \eta_0 = \sqrt{\frac{\pi}{\alpha}} \sum_{r=0}^{\infty} \frac{1}{r!} \frac{1}{(2\sqrt{\alpha})^{2r}} H_{2r}(\gamma, -\beta) = \\
= \sqrt{\frac{\pi}{\alpha}} \sum_{r=0}^{\infty} \frac{1}{r!} H_{2r} \left( \frac{\gamma}{2\sqrt{\alpha}} - \frac{\beta}{4\alpha} \right) = \sqrt{\frac{\pi}{\alpha + \beta}} e^{\frac{\gamma^2}{4(\alpha + \beta)}},
\]

[†] which is obtained after using the identity (2.2.10).

**Properties 4.** The umbral operator defined in eq. (2.3.5) satisfies the identity‡ (see (1.1.7))

\[
\hat{h}^m \hat{h}^r = \hat{h}^{m+r},
\]

\forall m, r \in \mathbb{R}. It is also fairly natural to set

\[
\partial_\hat{h} \hat{h}^r \eta_0 = r \hat{h}^{r-1} \eta_0 = r H_{r-1}(\gamma, -\beta).
\]

Reminding the recurrence \((2.0.8)\) \(\partial_\gamma H_r(\gamma, -\beta) = r H_{r-1}(\gamma, -\beta)\), the ”derivative” operator can be identified with

\[
\partial_\hat{h} \to \partial_\gamma.
\]

Furthermore since

\[
\hat{h} \hat{h}^r \eta_0 = \hat{h}^{r+1} \eta_0 = H_{r+1}(\gamma, -\beta)
\]

and, on account of the recurrence \((2.0.8)\),

\[
H_{r+1}(\gamma, -\beta) = \gamma H_r(\gamma, -\beta) - 2 \beta r H_{r-1}(\gamma, -\beta),
\]

we can also conclude that \(\hat{h}\) itself can be identified with the differential operator

\[
\hat{h} = \gamma - 2 \beta \partial_\gamma.
\]

in according to \(\hat{M}\)-operator \((2.0.9)\).

It is also worth noting that

†We remind that \(a^n H_n(x, y) = H_n(ax, a^2y)\) \([5]\).

‡The subscript \((\gamma, -\beta)\) has been omitted because the identity holds for \(\hat{h}\) operators with the same basis, hereafter it will be included whenever necessary.
Lemma 7. \( \forall x, r, \gamma, \beta \in \mathbb{R} \),

\[
\partial^r e^{-hx} \eta_0 = (-1)^r \hat{h}^r e^{-hx} \eta_0 = (-1)^r \sum_{n=0}^{\infty} \frac{(-x)^n}{n!} \hat{h}^{n+r} \eta_0 = (-1)^r \sum_{n=0}^{\infty} \frac{(-x)^n}{n!} H_{n+r} \gamma, -\beta
\]

(2.3.14)

and, according to the identity \([SL5]\)

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} H_{n+t}(x, y) = H_t(x + 2yt, y)e^{xt+y^2},
\]

(2.3.15)

we can establish the “rule”

\[
\hat{h}^r e^{-hx} \eta_0 = H_r(\gamma + 2 \beta x, -\beta)e^{-(\gamma x + \beta x^2)}.
\]

(2.3.16)

We can now make a step further through the

Example 21. Let

\[
I(\gamma, \beta) = \int_{-\infty}^{\infty} e^{-hx^2} \eta_{\gamma} x \in \mathbb{R}, \forall \beta \in \mathbb{R}_0^+, \forall \alpha \in \mathbb{R}, \forall \beta \in \mathbb{R}_0^+,
\]

(2.3.17)

which, after applying the GWI \([1.2.2]\) writes

\[
I(\gamma, \beta) = \sqrt{\pi} \hat{h}^{-\frac{1}{2}} \eta_0,
\]

(2.3.18)

which makes sense only if we can provide a meaning for \(\hat{h}^{-\frac{1}{2}}\). The most natural conclusion is that they can be understood as fractional order Hermite, which for our purposes can be defined as it follows \([81]\)

\[
H_\nu(x, -y) = \frac{y^2}{\sqrt{\pi}} \int_0^{\infty} e^{-\frac{t^2}{4}} \cos \left( \frac{x}{2\sqrt{y}} t - \frac{\pi}{2} \nu \right) dt, \forall \nu \in \mathbb{R},
\]

(2.3.19)

or as

\[
H_\nu(x, -y) = \Gamma(\nu + 1) \sum_{r=0}^{\infty} \frac{x^{\nu-2r}(-y)^r}{\Gamma(\nu + 1-2r)r!}, \quad x \gg y,
\]

(2.3.20)

which has however a limited range of convergence.

The correctness of eq. \([2.3.18]\) can be readily proved involving either the definitions \([2.3.19]\) and the \([2.3.20]\) (and it confirm the result obtained in example 19 through another operator).
We will comment in examples 22 and 23 on the extension of the Hermite polynomials to non-integer index.

**Lemma 8.** Let us now consider the following repeated derivatives

\[ \partial^n_x e^{-hx^2} \eta_0 = (-1)^n H_n(2 \hat{h} x, -\hat{h}) e^{-hx^2} \eta_0 = \]

\[ = (-1)^n n! \sum_{r=0}^{\left\lfloor \frac{n}{2} \right\rfloor} \frac{(-1)^r (2x)^{n-2r}}{(n-2r)! r!} \left( \hat{h}^{n-2r} e^{-hx^2} \right) \eta_0. \]

(2.3.21)

Thus getting, on account of eq. (2.3.16),

\[ \partial^n_x e^{-hx^2} \eta_0 = (-1)^n n! \sum_{r=0}^{\left\lfloor \frac{n}{2} \right\rfloor} \frac{(-1)^r (2x)^{n-2r}}{(n-2r)! r!} H_n(\gamma + 2 \beta x^2, -\beta) e^{-(\gamma x^2 + \beta x^4)}, \]

(2.3.22)

in accordance with

\[ \partial^n_x e^{-(\gamma x^2 + \beta x^4)} = H_n^{(4)}(-2 \gamma x - 4 \beta x^3, -\gamma - 6 \beta x^2, -4 \beta x, -\beta) e^{-(\gamma x^2 + \beta x^4)}. \]

(2.3.23)

**Example 22.** In ref. [27] the following integral

\[ J(a, b, c) = \int_{-\infty}^{\infty} e^{-(ax^4 + bx^2 + cx)} dx, \quad \forall b, c \in \mathbb{R}, \forall \alpha \in \mathbb{R}_0^+, \quad \text{Re}(a) > 0, \]

(2.3.24)

has been considered, within the framework of problems regarding the non-perturbative treatment of the anharmonic oscillator. A possible perturbative treatment is that of setting

\[ J(a, b, c) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} g_n(a) [H_n(c, -b) + H_n(-c, -b)], \]

(2.3.25)

\[ g_n(a) = \int_{0}^{\infty} x^n e^{-ax^4} dx = \frac{1}{4} a^{-\frac{n+1}{4}} \Gamma \left( \frac{n+1}{4} \right), \]

which, as noted in [27], is an expansion with zero radius of convergence in spite of the fact that \( J(a, b, c) \) is an entire function for any real or complex
value of $b, c$.

The use of our point of view allows to write

$$J(a, b, c) = \int_{-\infty}^{\infty} e^{-\hat{h}(b-a)x^2} dx \eta_0 = \sqrt{\frac{\pi}{h}} e^{\frac{c^2}{4h}} \eta_0 = \sqrt{\pi} \sum_{s=0}^{\infty} \frac{1}{s!} \left( \frac{c}{2} \right)^{2s} \hat{h}^{-(s+\frac{1}{2})} \eta_0.$$  

(2.3.26)

We have omitted the subscript $(b-a)$ in the r.h.s. of eq. (2.3.26) to avoid a cumbersome notation. The meaning of the operator $\hat{h}$ raised to a negative exponent is easily understood as

$$\hat{h}^{-(s+\frac{1}{2})} \eta_0 = H_{-(s+\frac{1}{2})}(b-a),$$

(2.3.27)

where the negative index Hermite polynomials are expressed in terms of the parabolic cylinder functions $D_n$ according to the identity [1]

$$H_{-(s+\frac{1}{2})}(x, -y) = (2y)^{-\frac{s}{2}} e^{\frac{x^2}{8y}} D_{-(s+\frac{1}{2})} \left( \frac{x}{\sqrt{2y}} \right).$$

(2.3.28)

The use of eq. (2.3.28) in eq. (2.3.26) finally yields the same series expansion obtained in ref. [27]

$$J(a, b, c) = \sqrt{\pi} \sum_{s=0}^{\infty} \frac{1}{s!} \left( \frac{c}{2} \right)^{2s} (2a)^{-\frac{1}{2}(s+\frac{1}{2})} e^{\frac{b^2}{8a}} D_{-(s+\frac{1}{2})} \left( \frac{b}{\sqrt{2a}} \right),$$

(2.3.29)

which is convergent for any value of $b, c$ and $a > 0$.

Example 23. Regarding the use of non-integer Hermite polynomials it is evident that the definition adopted in eq. (2.3.19) can be replaced by the use of the parabolic cylinder function, it is therefore worth noting that the use of the properties of the $D_n$ functions allows the following alternative form for eq. (2.3.18) (see ref. [142] and eq. (2.3.28))

$$I(\gamma, \beta) = \sqrt{\pi} (2\beta)^{-\frac{1}{4}} e^{\frac{\gamma^2}{8\beta}} K_{\frac{1}{4}} \left( \frac{\gamma^2}{8\beta} \right),$$

(2.3.30)

where $K_\nu(z)$ is a modified Bessel function of the second kind (see Chapter [3]).
A further example of application of the method developed so far is provided by Example 24.

\[
\int_0^\infty e^{-\beta x^2n+\gamma x^n} dx = \int_0^\infty e^{-\hat{h}_{(\gamma,-\beta)}x^n} dx \eta_0 = \frac{1}{n} \Gamma \left( 1 \right) \eta_0 = \frac{1}{n} \Gamma \left( \frac{1}{n} (2\beta)^{-\frac{1}{2n}} e^{\frac{x^2}{2\beta}} \right). \tag{2.3.31}
\]

The use of this family of polynomials allows to cast the integral in eq. (2.3.26) in the form

\[
J(a, b, c) = \int_{-\infty}^{\infty} e^{\hat{h}_{(-c,-a)}x-bx^2} dx \epsilon_0 = \sqrt{\frac{\pi}{b}} e^{\left( \frac{\hat{h}_{(-c,-a)}}{4n} \right)^2} \epsilon_0, \tag{2.3.32}
\]

where

\[
\left( \hat{h}_{(-c,-a)} \right)^n \epsilon_0 := \epsilon_n = H_n^{(4)}(-c,-a) = (-1)^n n! \sum_{r=0}^{\left[ \frac{n}{4} \right]} \frac{c^{n-4r}(-a)^r}{(n-4r)!r!}, \tag{2.3.33}
\]

with \( H_n^{(4)}(c,-a) \) being a **fourth order** Hermite Kampé de Fériét [4] polynomial.

The series expansion of the right hand side of eq. (2.3.32) in terms of fourth order Hermite converges in a much more limited range than the series (2.3.29) and has been proposed to emphasize the possibilities of the method we have proposed so far.

The binomial umbral procedure emphasized so far can be extended to **Higher Order Hermite Polynomials** as shown in Appendix B.1.

**Example 25.** According to our formalism the Pearcey integral, widely studied in optics, is easily reduced to a particular case of eq. (2.3.24), within the framework of diffraction problems [92], namely

\[
J(1, x, -iy) = \int_{-\infty}^{\infty} e^{-(t^4+xt^2)+iyt} dt = \sqrt{\frac{\pi}{\hat{h}_{(x,-1)}}} e^{-\frac{y^2}{\hat{h}_{(x,-1)}}} \eta_0, \quad \forall x, y \in \mathbb{R} \tag{2.3.34}
\]
and can be expressed in terms of parabolic cylinder functions, as indicated in example [23]. It is perhaps worth stressing that, in the literature a converging series for the Pearcey integral is given in the form [23]

\[ J(1, x, -iy) = \int_{-\infty}^{\infty} e^{-t^4 - \hat{h}(iy, -x)t} dt \eta_0 = \int_{0}^{\infty} e^{-t^4} \left( e^{\hat{h}(iy, -x)t} + e^{\hat{h}(-iy, -x)t} \right) dt \eta_0 = 2 \sum_{n=0}^{\infty} (-1)^n g_{2n}(1) a_{2n}(x, y), \]

(2.3.35)

with

\[ a_0(x, y) = 1, \]
\[ a_1(x, y) = y, \]
\[ a_n(x, y) = \frac{1}{n} \left( y a_{n-1}(x, y) + 2x \ a_{n-2}(x, y) \right), \]

(2.3.36)

which is reconciled with our previous result, in terms of two variable Hermite polynomials, provided that one recognizes

\[ J(1, x, -iy) = \sum_{n=0}^{\infty} \frac{(-1)^n}{n!} g_n(1) [H_n(-iy, -x) + H_n(iy, -x)]. \]

(2.3.37)

In this section we have provided some hint on the use of the Hermite calculus to study integral forms with specific application in different field of research. In Chapter 3 we will show how the method can be extended to a systematic investigation of the Voigt functions and to their relevant generalizations [109].

A further important application is the use of the method within the framework of evolutive PDE. In order to start, we consider the following straightforward example.

**Example 26.** Let, \( \forall x, \alpha, \beta \in \mathbb{R}, \forall t \in \mathbb{R}_0^+ \),

\[
\begin{cases}
\partial_t F(x, t) = (\alpha \partial_x + \beta \partial_x^2) F(x, t) \\
F(x, 0) = f(x),
\end{cases}
\]

(2.3.38)

whose (formal) solution is easily obtained as
\[ F(x,t) = e^{(\alpha t)\partial_x + (\beta t)\partial_x^2} f(x). \]  

(2.3.39)

The use of the formalism developed so far allows to write the rhs of eq. (2.3.39) in the form

\[ F(x,t) = e^{\hat{h}(\alpha t, \beta t)}\partial_x f(x) \eta_0, \]  

(2.3.40)

by the use of standard exponential rules we obtain

\[ F(x,t) = f( x + \hat{h}(\alpha t, \beta t)) \eta_0, \]  

(2.3.41)

which is still a formal solution unless we provide a meaning for the rhs of eq. (2.3.41). Let us therefore use the Fourier transform method to write

\[
\begin{align*}
  f \left( x + \hat{h}(\alpha t, \beta t) \right) \eta_0 &= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \tilde{f}(k) e^{ikx + ik\hat{h}(\alpha t, \beta t)} dk \eta_0 \\
  &= \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \tilde{f}(k) e^{ik(x+\alpha t)} - k^2 \beta t dk,
\end{align*}
\]  

(2.3.42)

which is a kind of Gabor transform \([71]\). It is evident that the same result can be obtained with ordinary means, we have used this example to prove the correctness and flexibility of the method we propose.

Let us now specialize the result to the case \( f(x) = x^n \) and write

\[
\begin{align*}
  f \left( x + \hat{h}(\alpha t, \beta t) \right) \eta_0 &= (x + \hat{h}(\alpha t, \beta t))^n \eta_0 = \sum_{s=0}^{n} \binom{n}{s} x^{n-s} \hat{h}_s(\alpha t, \beta t) \eta_0, \\
  &= H_n(x + \alpha t, \beta t)
\end{align*}
\]  

(2.3.43)

which is just the derivation from a different point of view of the following operational identity \([SL3]\)

\[ e^{\kappa \partial_x + \lambda \partial_x^2} x^n = H_n(x + \kappa, \lambda), \quad \forall x, \kappa, \lambda \in \mathbb{R}. \]  

(2.3.44)

The possibilities for the applicability of the integration method discussed in this section arise if, inside the integrand, an exponential generating function is recognized.

To clarify this point we note that the integral
\begin{equation}
\int_{-\infty}^{\infty} e^{-ax^2+\sqrt{x^2+bx+c}} dx,
\end{equation}

\begin{equation}
b^2 - 4c < 0,
\end{equation}

\begin{equation}
a > 1,
\end{equation}

can be written as

\begin{equation}
f(a, b, c) = \sqrt{\pi} e \frac{b^2}{\pi} = \sqrt{\pi} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{1}{4a} \right)^n R_{2n}(b, c),
\end{equation}

provided that

\begin{equation}
e^{\sqrt{x^2+bx+c}} = e^{\hat{R}x} = \sum_{n=0}^{\infty} \frac{x^n}{n!} \hat{R}^n,
\end{equation}

where \( R_{2n}(b, c) \) are polynomials of the parameter \( b, c \).

Even though such a polynomials expansion can be obtained using different procedure, we have tested the validity of our ansatz using the following integral definition

\begin{equation}
R_{2n}(b, c) = \frac{m!}{2\pi} \int_{0}^{2\pi} e^{-im\phi} e^{\sqrt{e^{2i\phi}+be^{i\phi}+c}} d\phi,
\end{equation}

which has been used to benchmark the identity (2.3.46) with the full numerical integration of (2.3.45).

### 2.4 The Negative Derivative Operator Method and the Associated Technicalities

We have already stressed that the theory of fractional derivatives has very venerable roots. More than two centuries ago Euler started his studies on this subject \[105\] and his achievements provided a powerful and universal frame for the solution of problems, involving fractional derivatives either in pure and applied mathematics.

We have also underscored that, to date, the fractional derivative studies have been merged within a wider context, including the wealth of knowledge of
the special functions and with such a comprehensive tool as the operational
method.

Even though we have already presented the formalism of fractional derivative
operator, in which the exponent is any positive or negative real number, we
devote this section to the properties of derivative operators with negative in-
teger exponents, whose relevant formalism has been sporadically discussed in
the mathematical literature in relation with various problems, ranging from
integral equations to applications in laser physics \[35, 87\]. We will see, in
the following, that such a formalism, originated by \[117\], is fairly rich and
has interesting consequences, when merged with the umbral procedure we
are developing here.

Operational methods, expanded within the context of the fractional deriva-
tive formalism, have opened new possibilities in the application of Calculus.
Even classical problems, with well-known solutions, may acquire a different
flavor, if viewed within such a perspective which, if properly pursued, may
allow further progresses disclosing new avenues for their study and general-
izations.

It is indeed well known that the operation of integration is the inverse of that
of derivation; however such a statement, by itself, does not enable a formal-
ism to establish rules to handle integrals and derivatives on the same footing.

An almost natural environment to place this specific issue is the formalism of
real order derivatives, in which the distinction between integrals and deriv-
atives becomes superfluous.

The use of the formalism associated with the fractional order operators offers
new computational tools as e.g. the extension of the concept of integration
by parts. Within such a context we get

**Proposition 11.** The integral of a function \(f \in C^\infty\) can be written in terms
of the series \[117\]

\[
\int_0^x f(\xi) d\xi = \sum_{s=0}^{\infty} (-1)^s \frac{x^{s+1}}{(s+1)!} f^{(s)}(x), \quad \forall x \in \mathbb{R},
\]  

(2.4.1)

where \(f^{(s)}(x)\) denotes the \(s\)th-derivative of the integrand function.

To prove eq. (2.4.1) we give the following
Definition 11. \( \forall x \in \mathbb{R}, \forall f \in C^\infty, \) let

\[
\int_0^x g(\xi)f(\xi)d\xi = a\hat{D}^{-1}_x (g(x)f(x)),
\]

\[
a\hat{D}^{-1}_x s(x) = \int_0^x s(\xi)d\xi,
\]

\[
g(x) = 1.
\]

\( a\hat{D}^{-1}_x \) is the negative derivative operator.

Then

Proof. We rewrite eq. \((2.4.1)\) according to Definition 11 and by the use of a slightly generalized form of the Leibniz formula, written as

\[
0\hat{D}^{-1}_x (g(x)f(x)) = \sum_{s=0}^{\infty} \left( -1 \right)^s (x)^{(s)}(x) f^{(s)}(x),
\]

(2.4.3)

we provide the proof after taking \( g(x) = 1 \) and after noting that

\[
\left( -1 \right)^s (x)^{(s)}(x) = \frac{x^{s+1}}{(s + 1)!},
\]

(2.4.4)

The interesting element of such an analytical tool is that it allows the evaluation of the primitive of a function in terms of an automatic procedure, analogous to that used in the calculus of the derivative of a function. At the same time it marks the conceptual, even though not formal, difference between the two operations. The integrals give rise to a computational procedure involving, most of the times, an infinite number of steps. Eq. \([2.4.3]\) becomes useful if e.g. the function \( f(x) \) has peculiar properties under the operation of derivation, like being cyclical, vanishing after a number of steps or other.

The formalism, we have just envisaged can be combined, e.g., with the properties of the special polynomials to find useful identities. In the case of two variable \( HP, H_n(x, y) \), satisfying the property \([SL5]\)
Properties 5.

\[
\begin{align*}
\partial_x^n H_n(x, y) &= \frac{n!}{(n-s)!} H_{n-s}(x, y), \\
\partial_y^n H_n(x, y) &= \frac{n!}{(n-2s)!} H_{n-2s}(x, y),
\end{align*}
\]  

(2.4.5)

we obtain the following definite integrals

Example 27. \(\forall x, y \in \mathbb{R}\), we get

\[
\begin{align*}
\int_0^x H_n(\xi, y) d\xi &= \sum_{s=0}^{n} (-1)^s \frac{x^{s+1}}{(s+1)!} \frac{n!}{(n-s)!} H_{n-s}(x, y) = \\
&= \sum_{s=0}^{n} \frac{x}{(s+1)} \binom{n}{s} (-x)^s H_{n-s}(x, y), \\
\int_0^y H_n(x, \eta) d\eta &= \sum_{s=0}^{n} (-1)^s \frac{y^{s+1}}{(s+1)!} \frac{n!}{(n-2s)!} H_{n-2s}(x, y)
\end{align*}
\]

(2.4.6)

and

\[
\begin{align*}
\int_0^x H_n(\xi, y) \cos(\xi) d\xi &= \sum_{s=0}^{n} (-1)^s \frac{\cos \left( x + s \frac{\pi}{2} \right)}{(s+1)!} \frac{n!}{(n-s)!} H_{n-s}(x, y), \\
\int_0^y H_n(x, \eta) \cos(\eta) d\eta &= \sum_{s=0}^{n} (-1)^s \frac{\cos \left( y + s \frac{\pi}{2} \right)}{(s+1)!} \frac{n!}{(n-2s)!} H_{n-2s}(x, y).
\end{align*}
\]

(2.4.7)

Furthermore, by taking into account that (generalization of eq. (1.2.6))

\[
\partial_x^n e^{ax^2 + bx} = H_n(2ax + b, a)e^{ax^2 + bx}, \quad \forall a, b, x \in \mathbb{R}
\]

(2.4.8)

and reminding that \((-1)^n H_n(x, y) = H_n(-x, y)\) \[\text{SL5}\], we find

Example 28.

\[
\int_0^x e^{a\xi^2 + b\xi} d\xi = \sum_{s=0}^{\infty} \frac{x^{s+1}}{(s+1)!} H_s(-2ax - b, a)e^{ax^2 + bx}
\]

(2.4.9)

and
\[ \int_0^x e^{ax^2 + bx} \cos(\xi) d\xi = \sum_{s=0}^{\infty} \frac{\cos \left( x + \frac{s\pi}{2} \right)}{(s+1)!} H_s(-2ax - b, a) e^{ax^2 + bx}. \quad (2.4.10) \]

The right hand side of eq. (2.4.9) can be viewed as the primitive of the \textit{erfc} function (see Chapter 3).

We can now merge umbral and negative derivative methods to get further results.

The use of the properties of the Gaussian functions under repeated derivatives, as e.g. the generalized form of \( HP \) \[ (1.2.6) \partial_x^n e^{ax^2} = H_n(2ax, a) e^{ax^2}, \]

allows the derivation of its \textit{Bessel} umbral counterpart identity (see later Chapter 5), namely

**Example 29.** Let \( J_0(x) \) the 0-order Bessel function \( \forall x \in \mathbb{R} \), by using eq. \[ (1.2.9) \] and the \( J_n(x) \)-umbral image \[ (5.1.10) \] (proved in Chapter 5) we get

\[
\partial^n_x J_0(x) = \partial^n_x e^{-c(\hat{z})^2} \varphi_0 = H_n \left( -\frac{c}{2}, -\frac{c}{4} \right) e^{-c(\hat{z})^2} \varphi_0 =
\]

\[
= (-1)^n n! \sum_{r=0}^{\left\lfloor \frac{n}{2} \right\rfloor} \frac{(-1)^r x^{n-2r} \hat{c}^{n-r}}{2^{n-2r} r!(n-2r)!} \sum_{s=0}^{\infty} \frac{(-1)^s \left( \frac{x}{2} \right)^{2s}}{s!} \hat{c}^s \varphi_0 =
\]

\[
= (-1)^n n! \sum_{r=0}^{\left\lfloor \frac{n}{2} \right\rfloor} \frac{(-1)^r \left( \frac{x}{2} \right)^{n-r}}{2^{n-2r} r!(n-2r)!} \sum_{s=0}^{\infty} \frac{(-1)^s \left( \frac{x}{2} \right)^{2s+(n-r)}}{s!(s+(n-r))!} =
\]

\[ (2.4.11) \]

We can therefore “translate” the identity \[ (2.4.9) \] as

\[
\int_0^x J_0(\xi) d\xi = \sum_{s=0}^{\infty} \frac{x^{s+1}}{(s+1)!} \left( s! \sum_{r=0}^{\left\lfloor \frac{s}{2} \right\rfloor} \frac{(-2)^{-r} x^{-r}}{r!(s-2r)!} \right) J_{s-r}(x). \quad (2.4.12)
\]

Further integral transforms can be framed within the same context.

**Example 30.** The well-known identities \[ \Pi \forall x \in \mathbb{R}^+ \]
\[
\int_0^\infty J_0(2\sqrt{ux}) \sin(u) du = \cos(x), \\
\int_0^\infty J_0(2\sqrt{ux}) \cos(u) du = \sin(x),
\]
(2.4.13)
can be proved by following the method illustrated so far. They can indeed be easily stated as follows

\[
\int_0^\infty J_0(2\sqrt{ux}) e^{iu} du = \int_0^\infty e^{-(cx-i)u} \varphi_0 = \frac{1}{cx-i} \varphi_0 = i \sum_{r=0}^{\infty} (-i\hat{c}x)^r \varphi_0 = -ie^{-ix}.
\]
(2.4.14)

Furthermore,

**Example 31.** Reminding the Lemma [2], which provides \( J_0(2\sqrt{x}) = C_0(x) = \sum_{r=0}^{\infty} \frac{(-x)^r}{r!^2} \), where \( C_0(x) \) is the 0-order Tricomi-Bessel function, satisfying the identity \( \forall x \in \mathbb{R}, \forall s \in \mathbb{R}_0^+ \)

\[
\partial_x^s C_0(x) = (-1)^s C_s(x), \\
C_s(x) = \sum_{r=0}^{\infty} \frac{(-x)^r}{r!(r+s)!},
\]
(2.4.15)
we find

\[
\int_0^\infty u^s C_s(xu) \sin(u) du = (-1)^s \cos \left( x + s \frac{\pi}{2} \right), \\
\int_0^\infty u^s C_s(xu) \cos(u) du = (-1)^s \sin \left( x + s \frac{\pi}{2} \right)
\]
(2.4.16)
and, by a straightforward application of eqs. [1.2.9] [1.2.12], we also obtain

\[
\int_0^\infty C_0(xu) J_0(u) du = J_0(x).
\]
(2.4.17)

In the forthcoming section we use the same formalism to introduce the Laguerre polynomial families.
2.5 Laguerre Polynomials and the Relevant Umbral Forms

In this section we see how the different concepts and computational tools, developed in the previous sections, can be merged to provide a “non standard” point of view to the theory of the two variable \textit{Laguerre polynomials} (LP), defined by the series (see [41] and references therein)

\[ L_n(x,y) = n! \sum_{r=0}^{n} \frac{(-1)^r y^{n-r} x^r}{(n-r)! r!^2}, \quad \forall x, y \in \mathbb{R}, \forall n \in \mathbb{N}. \quad (2.5.1) \]

**Proposition 12.** On account of the fact that, by Definition 11, \( \hat{0} \partial_x^{-r} 1 = \frac{x^r}{r!} \), \( \forall x \in \mathbb{R}_+^0 \),

we can cast eq. (2.5.1) in the form

\[ L_n(x,y) = n! \sum_{r=0}^{n} \frac{(-1)^r y^{n-r} \hat{0} \partial_x^{-r}}{(n-r)! r!} = \left( y - \hat{0} \partial_x^{-1} \right)^n \]  

(2.5.3)

(the 1 on the right side of the operator has been omitted for brevity).

The LP have therefore been transformed in a Newton binomial involving a negative derivative operator.

**Properties 6.** It is fairly natural to infer from the operational definition in eq. (2.5.3) that

a) \( \left( y - \hat{0} \partial_x^{-1} \right) \left( y - \hat{0} \partial_x^{-1} \right)^n = \left( y - \hat{0} \partial_x^{-1} \right)^{n+1} \),

\( (2.5.4) \)

b) being \( \hat{0} \partial_x^{-1} \partial_x = 1 \), it is easily checked by recursivity that

\[ - \partial_x x \partial_x \left( y - \hat{0} \partial_x^{-1} \right)^n = n L_{n-1}(x,y) \]

(2.5.5)

and that

\[ \left[ - \partial_x x \partial_x, y - \hat{0} \partial_x^{-1} \right] = 1. \]

(2.5.6)

Then, we can provide
Proposition 13. According to Definition 8, eqs. (2.5.4)-(2.5.5) define the multiplicative and derivative operators of $LP$, namely

\[
\hat{M} = y - \hat{D}_x^{-1}, \quad (2.5.7)
\]
\[
\hat{P} = -\partial_x x \partial_x. \quad (2.5.8)
\]

In particular the eq. (2.5.8) is referred, in the relevant mathematical literature, as Laguerre derivative $i \partial_x$.

A number of consequences can be drawn from the previous formalism.

Properties 7. We have

i) **Differential equation satisfied by Laguerre operators**

\[ -\left( \left( y - \hat{D}_x^{-1} \right) \partial_x x \partial_x \right) L_n(x,y) = nL_n(x,y), \quad (2.5.9) \]

which yields

\[
y x Z'' + (y - x)Z' + nZ = 0,
\]
\[
Z = L_n(x,y). \quad (2.5.10)
\]

Even though not explicitly mentioned the two variable Laguerre reduces to their ordinary counterpart [2] for $y = 1$.

ii) **Laguerre heat equation (LHE)**

The following identity naturally follows from the previous identities [SL5]

\[
\left\{ \begin{array}{l}
\partial_y L_n(x,y) = -\partial_x x \partial_x L_n(x,y) \\
L_n(x,0) = \frac{(-x)^n}{n!}
\end{array} \right. \quad (2.5.11)
\]

It is evident that eq. (2.5.11) provides the further operational definition of $LP$

\[
L_n(x,y) = e^{-y\partial_x x \partial_x (-x)^n/n!}, \quad (2.5.12)
\]

which can be checked after the use of the (surprising) identity
\[(\partial_x \partial_x)^s = \partial_x^s x^s \partial_x^s, \quad (2.5.13)\]
in turn proved by induction.

Eq. (2.5.11) is an initial value problem analogous to the heat equation satisfied by the HP, this justifies its definition of LHE. In example 32 we will discuss relevant solutions involving different initial condition.

iii) Associated generating function(s) as straightforward consequence of the envisaged formalism

We find indeed

\[
\sum_{n=0}^\infty t^n L_n(x, y) = \frac{1}{1 - \left(y - \hat{D}_x^{-1}\right)t} = \frac{1}{1 - yt} \left(\frac{1}{1 + \frac{t\hat{D}_x}{1-yt}}\right) = 1
\]

(2.5.14)

Finally, by the use of eq. (2.5.2), we find

\[
\sum_{n=0}^\infty t^n L_n(x, y) = e^{-yt} e^{-t\hat{D}_x^{-1}} = e^{-yt} \sum_{r=0}^\infty \left(-t\right)^r \frac{\hat{D}_x^{-r}}{r!}.
\]

(2.5.15)

Other generating functions are obtained by combining elementary algebraic rules and those associated with the negative derivative operator, like e.g.

\[
\sum_{n=0}^\infty t^n L_n(x, y) = \sum_{n=0}^\infty t^n \left(y - \hat{D}_x^{-1}\right)^n = e^{yt} e^{-t\hat{D}_x^{-1}} = e^{yt} \sum_{r=0}^\infty \frac{\left(-t\right)^r}{r!} \hat{D}_x^{-r},
\]

(2.5.16)

thus allowing the conclusion

\[
\sum_{n=0}^\infty t^n L_n(x, y) = e^{yt} \sum_{r=0}^\infty \frac{\left(-tx\right)^r}{r!^2} = e^{yt} C_0(xt).
\]

(2.5.17)
Example 32. Let us now apply the previous results to the solution of the LHE

\[
\begin{cases}
\partial_y F(x, y) = -\partial_x x \partial_x F(x, y) \\
F(x, 0) = e^{-x}
\end{cases}
\]  
(2.5.18)

The use of the evolution operator method yields

\[F(x, y) = \frac{1}{1-y} e^{-\frac{x}{1-y}} ,\]  
(2.5.19)

which has a limited convergence radius, fixed by \( |y| < 1 \).

In the case of a generic initial function \( F(x, 0) = g(x) \), the solution of the LHE reads (see Appendix [B.1.17] for the relevant proof)

\[F(x, y) = e^{\frac{x}{y}} \int_0^\infty e^{-s} C_0 \left( \frac{x}{y} s \right) g(-xs) ds ,\]  
(2.5.20)

which plays the same role of the Gauss-Weierstrass transform and can be exploited to infer the LP orthogonal properties.

Before proceeding further we comment on the geometrical properties of LP, by taking advantage from eqs. (2.5.11) the procedure is analogous to that already discussed for HP and we find indeed what is shown in Figs. 2.2. The previous formulas suggest geometrical representations for the two-variable LP, which are displayed in the graphics. The exponential operator transforms an ordinary monomial \((-x)^n/n!\) into a Laguerre type polynomial. The monomial-to-polynomial transition is shown by moving the cutting plane orthogonal to the \( y \) axis. For a specific value of the polynomial degree \( n \), the polynomials lie on the cutting \( L_n(x, y) \) plane.
(a) $L_4(x, y)$ cutted by the plane $y = 1$.

(b) $L_4(x, 1)$.

(c) $L_8(x, y)$ cutted by the plane $y = 1$.

(d) $L_8(x, 1)$.

(e) $L_9(x, y)$ cutted by the plane $y = -1$.

(f) $L_9(x, -1)$.

Figure 2.2: Geometrical representation of two-variable Laguerre polynomials in 3D and 2D, for different $n$ and $y$ values [SL1].
It is evident that either for Laguerre and Hermite polynomials the exponential operator acting on the monomial is a kind of shift in the \( y \) variable and indeed we have

\[
e^{-y_2 \partial_x \partial_x} L_n(x, y_1) = L_n(x, y_1 + y_2),
\]
\[
e^{y_2 \partial_x^2} H_n(x, y_1) = H_n(x, y_1 + y_2).
\] (2.5.21)

Furthermore, to recover monomials from \( H P \) and \( L P \) it will be enough to set

\[
e^{y \partial_x \partial_x} L_n(x, y) = L_n(x, 0) = (-x)^n / n!,
\]
\[
e^{y \partial_x^2} H_n(x, y) = H_n(x, 0) = x^n.
\] (2.5.22)

In the forthcoming section we discuss the transition towards the Umbral treatment.

### 2.6 The Umbral Version of Laguerre and Hermite Associated Polynomials

Most of the results we have derived in the previous section can be deduced using the umbral formalism as it results evident from the following proposition.

**Proposition 14.** \( \forall x, y \in \mathbb{R}, \forall n \in \mathbb{N} \), by using eq. (1.1.6) and the same procedure of Proposition 9, we provide

\[
L_n(x, y) = (y - \hat{c}x)^n \varphi_0.
\] (2.6.2)

The use of the previous proposition allows a significant simplification of the theory of \( L P \) and eq. (2.6.2) will be largely exploited in the forthcoming chapters. We note that such a point of view has opened new avenues in the derivation of Lacunary Generating Functions [11] and for the relevant combinatorial interpretation [129].

---

\(^{\text{5}}\) We note that in similar way we can write from eq. (1.1.6)

\[
L_n(x, y) = \sum_{s=0}^{n} \binom{n}{s} y^{n-s} (-\hat{c}x)^s \varphi_0 = \sum_{s=0}^{n} \frac{(-1)^s n!}{(s!)^2 (n-s)!} y^{n-s} x^s.
\] (2.6.1)
Let us note that eq. (2.6.2) suggests that the definition can be extended to negative real value of the index. In this case will not deal with polynomials any more but with Laguerre functions.

**Proposition 15.** We provide the integral form of negative order LP

\[
L_{-\nu}(x, y) = \frac{1}{\Gamma(\nu)} \int_0^\infty s^{\nu-1}e^{-sy}C_0(-sx)ds, \quad \forall \nu \in \mathbb{R}^+, \forall x, y \in \mathbb{R}. \quad (2.6.3)
\]

**Proof.** By applying Laplace transform and eq. (1.2.12) we get

\[
L_{-\nu}(x, y) = (y - \hat{c}x)^{-\nu}\varphi_0 = \frac{1}{\Gamma(\nu)} \int_0^\infty s^{\nu-1}e^{-sy}\hat{c}xs\varphi_0 ds = \frac{1}{\Gamma(\nu)} \int_0^\infty s^{\nu-1}e^{-sy}C_0(-sx)ds, \quad (2.6.4)
\]

**Corollary 12.** In similar way, by applying identity (1.2.10), we can recast (2.6.3) as

\[
L_{-\nu}(x, y) = \frac{1}{\Gamma(\nu)} \int_0^\infty s^{\nu-1}e^{-sy}J_0(2\sqrt{-xs}) ds. \quad (2.6.5)
\]

It has been shown in [2] that the negative order LP satisfy the same recurrences and differential equation of their polynomial counterpart.

**Example 33.** It is evident that the derivation of integrals of the type

\[
\int_{-\infty}^{\infty} e^{-ax^2}J_0(bx)dx = \int_{-\infty}^{\infty} e^{-x^2\left(a + \frac{b^2}{4}\right)}dx \varphi_0 = \sqrt{\pi} \left(a + \frac{b^2}{4}\right)^{-\frac{1}{2}} \varphi_0 = \sqrt{\pi}L_{-\frac{1}{2}}\left(-\frac{b^2}{4}, a\right) \quad (2.6.6)
\]

are a straightforward consequence of the previous formalism.

Eq. (2.6.6) is particularly interesting since can also be interpreted in terms of two variable generalized Bessel functions (see Chapter 3).

A further point deserving attention is the definition of **Associated Laguerre polynomials** (ALP), which within the present framework are introduced as
**Definition 12.** We give a slightly different definition of the two-variable Associated Laguerre polynomials, \( \forall x, y \in \mathbb{R}, \forall n \in \mathbb{N}, \forall \alpha \in \mathbb{R}, \)

\[
\Lambda^{(\alpha)}_n(x, y) := \hat{c}^n(y - \hat{c}x)^n \varphi_0 = n! \sum_{r=0}^{n} \frac{(-1)^r y^{n-r} x^{r}}{(n-r)! r! \Gamma(r + \alpha + 1)}, \tag{2.6.7}
\]

linked to the ordinary definition\(^*\)\(^[2]\) by

\[
L^{(\alpha)}_n(x, y) = \frac{\Gamma(n + \alpha + 1)}{n!} \Lambda^{(\alpha)}_n(x, y). \tag{2.6.9}
\]

**Corollary 13.** The structural similarity between HP and LP due to the “unifying” formalism developed so far, suggests (see eqs. (2.2.2)-(2.2.3)) the definition of Associated Hermite polynomials (AHP) as

\[
H_n(x, y | p) = y^{\hat{p}} \left( x + y \hat{h} \right)^n \theta_0 = n! \sum_{r=0}^{n} \frac{(r + p)! y^{r+p} x^{n-r}}{\Gamma \left( \frac{r+p}{2} + 1 \right) (n-r)! r!} \left| \cos \left( \left( r + p \right) \frac{\pi}{2} \right) \right|. \tag{2.6.10}
\]

According to the previous definition we can state the following

**Corollary 14.** We provide the index-duplication formula

\[
H_{2n}(x, y) = (x + y \hat{h})^n \left( x + y \hat{h} \right)^n \theta_0 = n! \sum_{s=0}^{n} \frac{x^{n-s}}{(n-s)! s!} y^{\hat{s}} \left( x + y \hat{h} \right)^n =
\]

\[
= n! \sum_{s=0}^{n} \frac{x^{n-s}}{(n-s)! s!} H_n(x, y | s) \tag{2.6.11}
\]

and argument duplication formula

\[
H_n(2x, y) = \left[ \left( x + \frac{y \hat{h}}{2} \right) + \left( x + \frac{y \hat{h}}{2} \right) \right]^n \theta_0 =
\]

\[
= \sum_{s=0}^{n} \binom{n}{s} \sum_{r=0}^{s} \binom{s}{r} x^r \left( x, \frac{y}{4} | s-r \right) \tag{2.6.12}
\]

\(^*\)Ordinary AHP

\[
L^{(m)}_n(x, y) = (n + m)! \sum_{r=0}^{\infty} \frac{(-1)^r y^{n-r} x^r}{(n-r)! r! (r+m)!}. \tag{2.6.8}
\]
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It is furthermore easily checked that

\[ x^n = \left[ (x + y\hat{h}) - y\hat{h} \right]^n \theta_0 = \sum_{r=0}^{n} \binom{n}{r} (-1)^r H_{n-r}(x, y \mid r) \quad (2.6.13) \]

or similarly

\[ x^n = \left[ (x + y\hat{h}) - y\hat{h} \right]^n \theta_0 = \sum_{r=0}^{n} \binom{n}{r} (-1)^{n-r} H_r(x, y \mid n-r) \quad (2.6.14) \]

and that

\[ H_{n+m}(x, y) = (x + y\hat{h})^m \left( x + y\hat{h} \right)^n \theta_0 = \sum_{r=0}^{m} \binom{m}{r} x^{m-r} H_n(x, y \mid r). \quad (2.6.15) \]

The last identity is a reformulation of the Nilsen Theorem, concerning the sum of the indices of \( HP \) \([66]\). The previous results \((2.6.12)-(2.6.15)\) occur in the literature in different forms \([66]\). Even though not explicitly mentioned, the Hermite umbra can be raised to any real power and this allows noticeable freedom in guessing possible generalizations. A fairly direct example is provided by the following extension.

**Lemma 9.** \( \forall \alpha, \beta \in \mathbb{R} \)

\[ H_n(x, y \mid \beta; \alpha) = y^{\beta\hat{h}} \left( x + y^{\hat{h}\alpha} \right)^n \theta_0, \quad (2.6.16) \]

yielding a family of polynomials with generating function

\[ \sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(x, y \mid \beta; \alpha) = e^{xt} y^{\frac{\alpha}{2}} e_{\alpha, \beta} \left( y^{\frac{\beta}{2}} t \right), \quad (2.6.17) \]

\[ e_{\alpha, \beta}(x) = \sum_{r=0}^{\infty} \frac{\Gamma(\alpha r + \beta + 1)}{\Gamma \left( \frac{\alpha r + \beta}{2} + 1 \right) r!} \left| \cos \left( \frac{\alpha r + \beta}{2} \pi \right) \right|. \]

Their properties can easily be studied and they are framed within the context of the Sheffer family. They can accordingly be defined through the operational rule

\[ H_n(x, y \mid \beta; \alpha) = y^{\frac{\beta}{2}} e_{\alpha, \beta} \left( y^{\frac{\beta}{2}} \partial_x \right) x^n. \quad (2.6.18) \]
2.7 A Note on Operator Ordering and Laguerre Umbral Operators

In Chapter 1 we have touched on the problem of operator ordering arising in the solution of PDE when umbral exponential functions (UEF) containing sum of non-commuting operators are involved. We have also argued that the problem of finding appropriate ordering forms is, in these cases, complicated by the fact that UEF’s do not possess the semi-group property of the ordinary exponential function (as it has been noticed in application 1.5.1 and as we will see later in paragraph 4.2), which should be properly redefined.

The problem of merging ordering procedures and the umbral formalism has been introduced in ref. [SL5] and further elaborated in [SL14]–[SL12]. The break-through of the procedure may be shown using a fairly straightforward example, provided by a Laguerre-derivative based PDE [SL5], namely

Example 34. Let, ∀x, α, β ∈ R, ∀t ∈ R⁺\(^0\),

\[
\begin{align*}
  i\partial_t F(x,t) &= -(\alpha x - \beta \partial_x) F(x,t), \\
  F(x,0) &= f(x),
\end{align*}
\]

where we indicate with \(i\partial_t := \partial_t \partial_x\) the laguerre derivative (l-derivative) (2.5.8). We remind the property (2.5.13) \(i\partial_t^n = \partial_t^n \partial_x^n\), ∀∈ and we naturally introduce the Laguerre exponential (l-exponential) (a “compromise” between ordinary exponential and Laguerre function) [62, 54, SL5]

\[
le(\eta) := \sum_{r=0}^{\infty} \frac{\eta^r}{(r!)^2}, \quad \forall \eta \in \mathbb{R},
\]

or in umbral version (by using (1.1.6))

\[
le(x) = \sum_{r=0}^{\infty} \frac{(x)^r}{(r!)^2} = e^{\phi_0}. \quad (2.7.3)
\]

The function \(le(\eta)\) is a 0-order Bessel Tricomi function [133] and satisfies the "Laguerre”-eigenvalue equation ∀∈

\(\text{Albeit we are not making any explicit reference to fractional derivatives, we quote this example to underscore the generality of the procedure we envisage, whose operator nature allows a fairly straightforward extension to the fractional case.}\)

\(\text{\textsuperscript{\textsuperscript{II}}It can be expressed in terms of the 0-order modified Bessel function (see Chapter 5) through the identity } le(\eta) = I_0(2\sqrt{\eta}).\)
\[ i \partial_t (e(\lambda t)) = \lambda (i e(\lambda t)), \quad (2.7.4) \]

indeed, since \( l \)-derivative satisfies ordinary series integration theorem, we get

\[ i \partial_t (e(\lambda t)) = i \partial_t \sum_{r=0}^{\infty} \frac{\left(\lambda t\right)^r}{r!^2} = \sum_{r=0}^{\infty} i \partial_t \left(\frac{\lambda t}{r!^2}\right)^r = \lambda \sum_{r=1}^{\infty} \frac{(\lambda t)^{r-1}}{(r-1)!^2} = \lambda t e(\lambda t) \]

(which corroborates the interpretation of its role as that of a \( l \)-exponential) and furthermore

\[ e^{\kappa t} \frac{t^n}{n!} = \sum_{r=0}^{\infty} \frac{\kappa^r}{r!^2} \frac{t^n}{n!} = \sum_{r=0}^{\infty} \frac{\kappa^r}{r!} \partial_t^r \frac{t^n}{n!} = \sum_{r=0}^{\infty} \left( \frac{n}{r} \right) \frac{\kappa^r x^{n-r}}{(n-r)!} \quad (2.7.5) \]

obtained after expanding the \( l \)-exponential and by applying the property of the \( l \)-derivative operator \( (2.5.13) \).

The solution of eq. \((2.7.1)\) then can be written using the evolution operator formalism in which the exponential is replaced by

\[ F(x,t) = i e (-t (\alpha x - \beta \partial_x)) \quad (2.7.6) \]

or, in umbral form, as

\[ F(x,t) = e^{-\hat{c}t (\alpha x - \beta \partial_x)} f(x) \varphi_0. \quad (2.7.7) \]

The (pseudo) exponential evolution operator cannot be disentangled into the product of two exponentials, because the operators in the argument of the exponential are not commuting. However by applying the Weyl ordering rule \( (1.5.6) \) (see application \( 1.5.1 \)), we obtain

\[ F(x,t) = e^{-\frac{(\hat{c}t)^2}{2} \alpha^2} e^{-\hat{c}t \alpha x} e^{\hat{c}t \beta t \partial_x} f(x) \varphi_0 = e^{-\frac{(\hat{c}t)^2}{2} \alpha^2} e^{-\hat{c}t \alpha x} f(x + \hat{c}t \beta t) \varphi_0. \quad (2.7.8) \]

It is important to note that the operational ordering brings into play a further term depending on the square of the umbral operator \( \hat{c} \), which commutes with the differential operators \( x, \partial_x \).

Assuming for simplicity \( f(x) = 1 \), we find that

\[ F(x,t) = e^{-\frac{(\hat{c}t)^2}{2} \alpha^2} e^{-\hat{c}t \alpha x} \varphi_0. \quad (2.7.9) \]

The example we have discussed is sufficient to show how that the umbral formalism naturally yields the solution of evolution problems involving Laguerre derivative and non-commuting operators.
Albeit eq. (2.7.9) is just providing the solution for a mathematical problem (without any particular meaning except that of being associated with a Laguerre evolution problem) it is worth speculating a little more on it. After expanding the exponential containing $x$, we find

$$
F(x,t) = \sum_{n=0}^{\infty} \frac{(\hat{c} t \alpha x)^n}{n!} e^{-\frac{\alpha^2}{2} \varphi_0} = \sum_{n=0}^{\infty} \frac{(\alpha t x)^n}{n!} \ell^{(2)}_n \left(-\frac{\alpha \beta t^2}{2}\right),
$$

(2.7.10)

where $\ell^{(m)}_n(x)$ is the Bessel like function so defined [62, 54, SL5]

$$
\ell^{(m)}_n(x) = \sum_{r=0}^{\infty} \frac{x^r}{r! \Gamma(m r+n+1)}.
$$

(2.7.11)

The results obtained so far have extended to the Laguerre derivative case, analogous conclusions contained in ref. [SL12]-[SL14] where, among the other things, the fractional Poisson distribution has been defined, within the context of the coherent states generated in the study of a Fractional Schrödinger equation, driving the process of one photon emission-absorption dynamics.

Observation 3. The same problem translated to a Laguerre-Schrödinger equation yields the following result (see eqs. (1.5.13)-(1.5.15))

$$
|\Psi(t)\rangle = \sum_{n=0}^{\infty} \frac{(\hat{c} \Omega t)^n}{\sqrt{n!}} e^{-\frac{(\epsilon \Omega t)^2}{2}} \varphi_0 |n\rangle.
$$

(2.7.12)

The probability of finding the state $|\Psi(t)\rangle$ into a "n" state is given by the square amplitude reported below

$$
|\langle n|\Psi(t)\rangle|^2 = \frac{(\hat{c} \Omega t)^{2n}}{n!} e^{-(\epsilon \Omega t)^2} \varphi_0 = X^n \frac{\ell^{(2)}_n}{n!} (-X),
$$

(2.7.13)

$$
X = (\Omega t)^2,
$$

which is a normalized Laguerre-Poisson "distribution" with mean value and variance, respectively given by

$$
\langle n \rangle = \frac{X}{2},
$$

(2.7.14)

$$
\sigma_n^2 = \frac{1}{4!} \left(12 - 5X\right) X.
$$
The quotes are due to the fact that eq. (2.7.13) cannot be considered a probability distribution because it is not positively defined for all $x$ values.

This last statement may appear rather surprising, since we have defined a square amplitude. It should be however understood that the “square” of the scalar product in eq. (2.7.13) is not a number but an operator, specified by its action on $\varphi_0$ and therefore it is not necessarily positive defined.

The examples we have discussed so far are sufficiently general to allow further mathematical extension, which will be discussed in the forthcoming sections.

The problems associated with the operator ordering in the context of the umbral formalism open a new and important Chapter, we have just grasped the surface of the problem, further comments will be provided in the following applications.

2.8 Applications

2.8.1 The Complex Galilei Group and the Principle of Monomiality

Without entering the specific details of the physical aspects of Galilei ($G-$) group, we remind that it is the space-time symmetry group of non-relativistic quantum mechanics [19]. The generators of the (complex) $G$-group are straightforwardly obtained by noting that (we consider the case of $(1 + 1)$ dimension only)

a) The time and spatial shift generators are associated with the respective first derivatives

\[ \hat{P}_0 = -i\partial_t, \]
\[ \hat{P}_z = -i\partial_z. \]  

(2.8.1)

b) The Galilean boost (namely the generator of Galilean transformation is specified [108]

\[ \hat{K} = z + 4i t \partial_z. \]  

(2.8.2)

The commutation relations between the group generators are given below
\[ [P_0, P_z] = 0, \]
\[ [\hat{P}_0, K] = 4i\hat{P}_z, \quad (2.8.3) \]
\[ [\hat{P}_z, K] = -i. \]

Furthermore, the Schrödinger operator
\[ \hat{S} = -\hat{P}_0 + 2\hat{P}_z^2, \quad (2.8.4) \]
is easily seen to commute with all the \( G \)-group generator. A rather naïve consequence of such a statement is that, if the function \( \Phi(z, t) \) is a solution of the Schrödinger equation, namely
\[ \hat{S} \Phi(z, t) = 0, \quad (2.8.5) \]
then any operator \( \hat{W} \), commuting with \( \hat{S} \), generates further solutions of the same equation, we have indeed
\[ \left[ \hat{W}, \hat{S} \right] \Phi(z, t) = 0 \rightarrow \hat{W} \left( \hat{S} \Phi(z, t) \right) - \hat{S} \left( \hat{W} \Phi(z, t) \right) = 0. \quad (2.8.6) \]

According to eq. (2.8.5) we get
\[ \hat{S} (\Psi(z, t)) = 0, \]
\[ \Psi(z, t) = \hat{W} \Phi(z, t). \quad (2.8.7) \]

The function \( \Psi \), defined through the action of the operator \( \hat{W} \) on \( \Phi \), is a further solution of the Schrödinger problem.

It is also evident that we can realize the operator as a \( \hat{W} \) function of the generators of the \( G \)-group, therefore
\[ \Psi_1(z, t) = e^{it_0 \hat{P}_0} \Phi(z, t) = \Phi(z, t + t_0), \]
\[ \Psi_2(z, t) = e^{it_0 \hat{P}_z} \Phi(z, t) = \Phi(z + z_0, t), \quad (2.8.8) \]
are (trivial) examples of additional solutions.

The exponenziation of the operator \( \hat{K} \) yields an additional solution.
\[ \Psi_3(z, t) = e^{i\lambda \hat{K}} \Phi(z, t) = e^{2i\lambda^2 t + i\lambda z} \Phi(z - 4\lambda t, t) \quad (2.8.9) \]

and we find also
\[ \Psi_{4,n}(z, t) = \hat{K}^n \Phi(z, t), \quad (2.8.10) \]

which by the virtue of the Burchnall identity reads
\[ \Psi_{4,n}(z, t) = \sum_{s=0}^{n} \binom{n}{s} (4it)^s H_{n-s}(x, 2it) \Phi^{(s)}(z, t). \quad (2.8.11) \]

The examples we have just provided yields an idea of the wealth of consequences associated with the above “conception” of special polynomials.

In the forthcoming section we will use the present formalism in an application regarding the so called \textit{Free Electron Laser} high gain equation.

\subsection*{2.8.2 Two variable Hermite Polynomials, Volterra Integral Equation Solution and Application to \textit{Free Electron Laser} Equation}

Free Electron Laser (\textit{FEL}) devices can be framed within the family of coherent radiation devices, originated by the Klystron. The unifying mechanism is that of an electron beam density bunching, induced by an appropriate energy modulation. In the case of \textit{FEL} the energy modulation is realized through an undulator magnet, providing a transverse component of the electron motion and the consequent coupling to a co-propagating electromagnetic wave [SL3, SL4, SL16].

The \textit{FEL} is a device capable of transforming the kinetic energy of a beam of electrons into electromagnetic radiation with laser-like properties. The \textit{FEL} lasing mechanism does not rely on the stimulated emission by an atomic or molecular ensemble in which a population inversion has been realized. No quantum energy gap limits in principle the tunability of the device, which extends over the e.m. spectrum, from microwaves to X-ray, by “simply” tuning the energy of the e-beam from \textit{MeV} to \textit{GeV} region.

The \textit{FEL} dynamics in the unsaturated regime is ruled by an equation of the type [38]
\[ \partial_{\tau} a = i \pi g_0 \int_{0}^{\tau} \tau' e^{-i \nu \tau' - \frac{(\pi \mu \varepsilon')^2}{2}} a(\tau - \tau') \, d\tau', \]
\[ a(0) = 1, \]  
(2.8.12)

where \(a\) represents the laser field amplitude, \(g_0\) the small signal gain coefficient, \(\nu\) is linked to the laser frequency and the coefficient \(\mu \varepsilon\) is a parameter regulating the effects of the inhomogeneous broadening due to the electrons’ energy distribution.

It is an integro-differential equation of Volterra type. The kernel of the integral part is not trivial, eq. (2.8.12) cannot indeed been solved analytically, unless \(\mu \varepsilon = 0\), as shown in the forthcoming section.

In this section we discuss and compare different forms of solution, based on perturbative methods, including the concepts relevant to the Hermite calculus developed in the previous sections.

In order of providing an idea of the point of view we are going to develop, we can write eq. (2.8.12) in a slightly different form, more suitable for our purposes,

\[ \partial_{\tau} a = \hat{V}(\tau) a, \]
\[ \hat{V}(\tau) = i \pi g_0 \int_{0}^{\tau} \tau' e^{-i \nu \tau' - \tau' \partial_{\tau'} -(\pi \mu \varepsilon')^2 \tau'^2} \, d\tau'. \]  
(2.8.13)

The solution can accordingly be obtained by the iteration

\[ \partial_{\tau} a_n(\tau) = \hat{V}^n a_0, \]
\[ a(\tau) = \sum_{n=0}^{\infty} a_n(\tau), \]  
(2.8.14)

where the \(n-th\) term of the previous expansion (namely the Volterra series) can also be cast in the explicit form [64, 70]

\[ \partial_{\tau} a_n = i \pi g_0 \int_{0}^{\tau} \tau' e^{-i \nu \tau' - \frac{(\pi \mu \varepsilon')^2}{2}} a_{n-1}(\tau - \tau') \, d\tau', \]
\[ a_0 = 1. \]  
(2.8.15)
For later convenience we call $n$ the principal expansion index.

Even though the method is efficient and fastly converges the integrals cannot be done analytically but requires a numerical treatment, which increases the computation times when a larger number of term is involved.

We show how the wise use of generalized forms of multivariable polynomials opens new avenues for the solution of eq. (2.8.12) and of Volterra type equations more in general.

A way to overcome the computation of integrals in analytical terms is provided by two variable $\text{HP}^{[1.2.4]}$ which, by the use of the relevant generating function $^{[1.2.5]}$, yields

\[
\partial_\tau a_n = i \pi g_0 \sum_{m=0}^{\infty} \frac{1}{m!} \int_0^\tau \tau^{(m+1)} H_m \left( -i \nu, -\frac{(\pi \mu_2)^2}{2} \right) a_{n-1}(\tau - \tau') d\tau'.
\]  

The Hermite expansion index $m$ is therefore nested into the principal index $n$. The integration procedure is now straightforward and we get

1. **First order solution**

\[
a_1 = i \pi g_0 \sum_{m=0}^{\infty} \frac{H_m \left( -i \nu, -\frac{(\pi \mu_2)^2}{2} \right)}{m!} \int_0^\tau \int_0^{\tau'} \tau'^{(m+1)} d\tau'' d\tau',
\]

which yields

\[
a_1 = i \pi g_0 \sum_{m_1=0}^{\infty} \alpha_{m_1} \tau^{m_1+3},
\]

\[
\alpha_{m_1} = \frac{H_{m_1}}{m_1! (m_1 + 2) (m_1 + 3)}.
\]

The arguments of the Hermite have been omitted to avoid cumbersome expressions.

2. **Second order solution**

\[
a_2 = (i \pi g_0)^2 \sum_{m_2=0}^{\infty} \frac{H_{m_2}}{m_2!} \int_0^\tau \int_0^{\tau'} \tau'^{(m_2+1)} a_1(\tau' - \tau'') d\tau''
\]

which after some algebra yields
\[
\begin{align*}
\alpha_{m_1, m_2} &= \alpha_{m_1} \sum_{s=0}^{m_1+3} \binom{m_1+3}{s} \frac{H_{m_2}}{m_1!(m_1+2)(m_1+3)} \sum_{s=0}^{m_2+3} \binom{m_2+3}{s} \frac{(-1)^s}{(m_2 + s + 2)}, \\
&= \frac{(-1)^s H_{m_1} H_{m_2}}{m_1!(m_1+2)(m_1+3)(m_2 + m_1 + 6)}.
\end{align*}
\]

We can use the previous two contributions to check whether the results we obtain concerning e.g. the FEL gain agree with analogous conclusions already given in the literature.

3. **Higher order solution**

The interesting aspect of the present nested procedure is that the \(n^{th}\) order can be computed in a modular way just looking at the symmetries of the expansion itself. The \(n^{th}\) order term indeed reads

\[
\begin{align*}
\alpha_{m_1, \ldots, m_n} &= \alpha_{m_1, \ldots, m_{n-1}} \sum_{s=0}^{m_1+3} \binom{m_1+3}{s} \binom{\sum_{r=1}^{n-1} m_r + 3}{s} \frac{(-1)^s}{m_n! (m_n + s + 2)(\sum_{r=1}^{n} m_r + 3n)}. \\
&= \frac{(-1)^s H_{m_n}}{m_n!(m_n + s + 2)(\sum_{r=1}^{n} m_r + 3n)}.
\end{align*}
\]

The square modulus of the function \(a\) at \(\tau = 1\) reads namely

\[
G(\nu, \mu_e) = ||a||^2 - 1
\]

(we have subtracted the initial condition for convenience).
The computation procedure has been implemented in Mathematica but doesn’t rely on its symbolic capabilities only and thus can be implemented in any computer language, unless the analytical result is requested. In this case the calculation has been done using a computing tool with symbolic capabilities.

The derivation of

\[ G(\nu, \mu, \epsilon) = \|a_0 + a_1 + a_2 + \ldots + a_n\|^2 - 1 \quad (2.8.23) \]

requires the calculation of the norm of the quadratic sum of \(n + 1\) terms, of which one is constant (unity for \(a_0\)) and \(n\), according to the method outlined in previous section, are the HP expansion as in eqs. (2.8.18), (2.8.20) and (2.8.21). The expansion has to be truncated for computational reasons and it is easy to implement, by the literal point of view, but the performance is poor. The \(j^{th}\) expansion, in fact, requires the evaluation of \(M^j\) terms (if all expansions are truncated at the \(M^{th}\) term) for every \(j = 1 \ldots n\), that is \(M^{n+1} - 1\) terms in total, which can be quite demanding. Algorithmic optimizations are thus needed.

It can be noted that some HP are the same in different occurrences, and could be evaluated once and then stored for the next order.

The first optimization is to build a lookup table containing the HP or to define functions that remember their own values (which is a feature offered by Mathematica to implement transparently lookup tables).

The second optimization is to do index or exponent reordering with the aim to move factors in or out of the summation to avoid repetitions of the calculus, like in the r.h.s of eq. (2.8.20).

The comparison is reported in Fig. 2.3 for a 2nd order gain function, where the present procedure (at different truncation levels) is confronted with those from a complete numerical integration and no differences are foreseeable. The truncation of the Hermite expansion obviously affects the speed and the approximation of the gain curve.

The method allows also taking into account the broadening effect as shown in Fig. 2.4. It has to be noted that for higher broadening effects an higher truncation level is needed to achieve a good approximation, as shown in Figs. 2.4c-2.4d.

The Hermite expansion approach let the integrals found in eq. (2.8.15) become polynomials and thus very easy to solve automatically. They are, of course, high in number but tractable also by a symbolic processor.

It is therefore possible to obtain, with the same degree of approximation, but with longer calculation times than the numeric case, also the full analytical expression for the curve.
Figure 2.3: Comparison between complete numerical integration with no broadening effects ($\mu_\varepsilon = 0$) $G(\nu, 0) = ||a||^2 - 1$ with $g_0 = 5$ at the end time $\tau = 1$, performed by Mathematica, and Hermite solution $G(\nu, 0) = ||a_0 + a_1 + a_2||^2 - 1$ at different truncation levels ($M = 10, M = 15, M = 20, M = 25$).
Figure 2.4: Comparison between complete numerical integration with different broadening effects ($\mu_\varepsilon = 0.1, M = 10$) $G(\nu, \mu_\varepsilon) = ||a||^2 - 1$ with $g_0 = 5$ at the end time $\tau = 1$, performed by Mathematica, and Hermite solution $G(\nu, \mu_\varepsilon) = ||a_0 + a_1 + a_2||^2 - 1$ at different truncation levels ($M = 10, M = 25$).
The method we have described is however general enough to be applied to Volterra like equations with different kernels, provided that a corresponding expansion in terms of a suitable polynomial family be allowed.

To clarify the previous statement we consider the equation

$$\partial_\tau a(\tau) = i\pi g_0 \int_0^\tau \frac{\tau' e^{-i\nu\tau'}}{(1 - i\alpha\tau')(1 - i\beta\tau')}(\tau - \tau') d\tau'.$$

(2.8.24)

In this case the problem can be solved by the use of a two variable Legendre like polynomials $P_n(x, y)$ (which we will see better in the next Chapter) with theirs generating function $\sum_{n=0}^{\infty} t^n P_n(x, y) = \frac{1}{1 + x t + y t^2}$. The solution of the problem (2.8.24) looks therefore like the expression derived for eq. (2.8.12) with the two variable Legendre polynomials replacing the Hermite, namely

$$\partial_\tau a_n(\tau) = i\pi g_0 \sum_{m_n=0}^{\infty} P_{m_n}(-i(\alpha + \beta), -\alpha\beta) \int_0^\tau \tau'^{m_n+1} a_{n-1}(\tau - \tau') d\tau'.
$$

(2.8.25)

### 2.8.3 Volterra Integral Equation, FEL and Negative Derivative Formalism

In accordance with the formalism of paragraph 2.4, the repeated integration can be viewed as the $n$-th power of the negative derivative operator, namely

$$\hat{D}_x^{-n} f(x) = \int_0^x dx_1 f(x_1) \int_0^{x_1} dx_2 f(x_2) \cdots \int_0^{x_{n-1}} dx_n f(x_n).$$

(2.8.26)

The use of the Cauchy repeated integral formula yields a way to express the series of integrals on the rhs of the previous equation in a fairly compact form, thus yielding

$$\hat{D}_x^{-n} f(x) = \frac{1}{(n-1)!} \int_0^x (x - \xi)^{n-1} f(\xi) d\xi.$$

(2.8.27)

Let us therefore consider eq. (2.8.12) in which we assume that the parameter $\mu_\epsilon$ is vanishing
\[ \partial_\tau a(\tau) = i\pi g_0 \int_0^\tau \tau' e^{-i\nu\tau'} a(\tau - \tau') d\tau'. \quad (2.8.28) \]

From the physical point of view, eq. (2.8.28) rules the evolution of a FEL amplitude, in which the inhomogeneous broadening effects, associated with the electron beam energy spread, are negligible.

If we make the change of variable \( \tau - \tau' = \xi \), eq. (2.8.28) can be cast in the form

\[ e^{i\nu\tau} \partial_\tau a(\tau) = i\pi g_0 \int_0^\tau (\tau - \xi) e^{i\nu\xi} a(\xi) d\xi. \quad (2.8.29) \]

The use of the negative derivative formalism allows to write

\[ e^{i\nu\tau} \partial_\tau a(\tau) = i\pi g_0 \hat{D}_\tau^{-2} \left( e^{i\nu\tau} a(\tau) \right), \quad (2.8.30) \]

by keeping the second derivative of both sides we end up with the third order differential equation

\[ \begin{align*}
\partial_3^3 a(\tau) + 2i\nu \partial_2^2 a(\tau) - \nu^2 \partial_1 a(\tau) &= i\pi g_0 a(\tau), \\
\partial_2^2 a(\tau) |_{\tau=0} &= 0, \\
\partial_1 a(\tau) |_{\tau=0} &= 0, \\
a(\tau) |_{\tau=0} &= a(0),
\end{align*} \quad (2.8.31) \]

which can be solved by standard means.

When the inhomogeneous contributions are included, the integral equation cannot be reduced to an ordinary differential equation, notwithstanding the application of the method allows interesting applications. We note indeed that

\[ e^{i\nu\tau} \partial_\tau a(\tau) = i\pi g_0 \int_0^\tau (\tau - \xi) e^{i\nu\xi} e^{-\frac{1}{2} \left( \pi \mu_e (\tau - \xi) \right)^2} a(\xi) d\xi, \quad (2.8.32) \]

by expanding at the first order the exponential inside the integral kernel we find

\[ e^{i\nu\tau} \partial_\tau a(\tau) = i\pi g_0 \int_0^\tau (\tau - \xi) e^{i\nu\xi} \left[ 1 - \frac{1}{2} \left( \pi \mu_e \right)^2 (\tau - \xi)^2 \right] a(\xi) d\xi, \quad (2.8.33) \]

which in terms of higher order negative derivatives reads
\[ e^{i\nu \tau} \partial_\tau a(\tau) = i\pi g_0 \hat{D}_\tau^{-2} \left[ e^{i\nu \tau} \left( 1 - 3 (\pi \mu_e)^2 \hat{D}_\tau^{-2} \right) \right] a(\tau). \] (2.8.34)

The last equation evidently reduces to a fifth order ordinary differential equation by keeping the fourth derivative with respect to time of both sides. The order increases by keeping further terms in the exponential expansion.

The study of these specific problems goes beyond the scope of this thesis and will not be further discussed, we note however that the use of these techniques, as well as those reported in previous section, may provide a fairly helpful tool in many topics of practical nature concerning the physics of \textit{FEL}. 
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Chapter 3

Special Polynomials and Umbral Operators

In this Chapter we underline the deep link which connects the umbral operators with a wide family of orthogonal polynomials. We provide a wide range of integral or PDE results in terms of special polynomials easily treatable if in umbral forms.

The original parts of the Chapter, containing their adequate bibliography, are based on the following original papers.

[SL10] G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “On an umbral treatment of Gegenbauer, Legendre and Jacobi polynomials”, International Mathematical Forum, vol. 12, 2017, no. 11, pp. 531-551.

[SL5] D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Mathematical Methods for Physics”, invited Monograph by World Scientific, Singapore, 2017, in press.

⋆ M. Artioli, G. Dattoli, S. Licciardi, R.M. Pidatella; “Hermite and Laguerre Functions: A unifying point of view”, work in progress.

⋆ C. Cesarano, G. Dattoli, S. Licciardi; “Generating Functions for Lacunary Legendre and Legendre-like Polynomials”, work in progress.
3.1 On an Umbral Treatment of Gegenbauer, Legendre and Jacobi Polynomials

Special polynomials, ascribed to the family of Gegenbauer, Legendre, and Jacobi and of their associated forms, can be expressed in an operational way, which allows a high degree of flexibility for the formulation of the relevant theory.

In the following we develop the study of the properties of the Gegenbauer polynomials [2] and of their generalized forms in terms of umbral operators. We introduce the main concepts, associated with the technique we are going to deal with, starting from a very simple example.

Example 35. We consider, \( \forall x \in \mathbb{R} : x > -1 \), the elementary function

\[
\exp^{(\nu)}(x) = (1 + x)^{-\nu}, \quad \text{Re}(\nu) > 0. \tag{3.1.1}
\]

According to the use of standard Laplace transform identities (1.3.4), the function (3.1.1) can be rewritten as

\[
\exp^{(\nu)}(x) = \frac{1}{\Gamma(\nu)} \int_{0}^{\infty} e^{-s} s^{-\nu-1} e^{-sx} ds. \tag{3.1.2}
\]

By following ref. [46], we use the operational rule (1.1.16) \( (\alpha x \partial_x) f(x) = f(\alpha x) \) to write

\[
\exp^{(\nu)}(x) = \frac{1}{\Gamma(\nu)} \int_{0}^{\infty} e^{-s} s^{-\nu-1} s x \partial_x e^{-sx} ds. \tag{3.1.3}
\]

We can therefore recast the function (3.1.1) as

\[
\frac{1}{\Gamma(\nu)} \int_{0}^{\infty} e^{-s} s^{-\nu-1} s x \partial_x e^{-sx} ds = \left( \frac{1}{\Gamma(\nu)} \int_{0}^{\infty} e^{-s} s^{-\nu-1} s \partial_x ds \right) e^{-x} =
\]

\[
\hat{\Gamma}_\nu e^{-x} = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} (\nu)_r x^r,
\]

\[
\hat{\Gamma}_\nu = \frac{\Gamma(\nu + x \partial_x)}{\Gamma(\nu)},
\]

\[
(\nu)_r = \frac{\Gamma(\nu + r)}{\Gamma(\nu)}, \quad \forall r \in \mathbb{R}_0^+.
\tag{3.1.4}
\]

The procedure of bringing the exponential outside the sign of integration, thus defining the operator \( \hat{\Gamma}_\nu \), is allowed only for the values of \( |x| < 1 \) for
which the series, containing the Pochhammer symbol \((\nu)_r\), converges. The series appearing in (3.1.4) is recognized as the Newton binomial, even though obtained in an "involved" albeit useful way for the purposes of the present intent. In the spirit of the umbral calculus we reinterpret the function \(e^{(\nu)}(x)\) as an ordinary exponential function, by introducing

**Definition 13.** The operator \(\hat{\gamma}\) is defined as

\[
\hat{\gamma}^r \nu_0 := (\nu)_r, \tag{3.1.5}
\]

with \(\nu_0\) the vacuum.

Accordingly, we can cast the function \(e^{(\nu)}(x)\) in the form

\[
e^{(\nu)}(x) = e^{-\hat{\gamma}_x \nu_0}, \tag{3.1.6}
\]

thus formally treating it as an exponential (namely a transcendental function) even though the series (3.1.4) has a limited range of convergence \(|x| < 1\).

As explained below, we take advantage from the previous exponential umbral restyling of the function in (3.1.1) to construct a new formalism useful for the study of various family of special polynomials.

**Proposition 16.** By keeping the derivative of both sides of eq. (3.1.6) with respect to the \(x\) variable and using the ordinary rules of calculus, we obtain \(\forall x \in \mathbb{R}, \text{Re}(\nu) > 0\) the identity

\[
\partial_x e^{(\nu)}(x) = \left(\partial_x e^{-\hat{\gamma}_x}\right) \nu_0 = -\hat{\gamma} e^{-\hat{\gamma}_x \nu_0} = \sum_{r=0}^{\infty} (-1)^{r+1} \hat{\gamma}^r \frac{x^r}{r!} \nu_0 = \]

\[
= -\sum_{r=0}^{\infty} (-1)^r (\nu)_{r+1} \frac{x^r}{r!} = -\nu e^{(\nu+1)}(x), \tag{3.1.8}
\]

which follows as a consequence of [2]

\[
(\nu)_{r+1} = \nu (\nu + 1)_r \tag{3.1.9}
\]

* The same identity can be obtained from eq. (3.1.2) which yields

\[
\partial_x e^{(\nu)}(x) = -\frac{1}{\Gamma(\nu)} \int_0^\infty e^{-s} s^\nu e^{-sx} ds = -\frac{\Gamma(\nu + 1)}{\Gamma(\nu)} e^{(\nu+1)}(x). \tag{3.1.7}
\]

The umbral identity we have derived is not limited by any convergence restriction.
and more generally, \( \forall m, r \in \mathbb{R}_0^+ \).

\[
(\nu)_{r+m} = (\nu)_m(\nu + m)_r.
\]  

(3.1.10)

We can accordingly state the rule

\[
(\partial_x^m e^{-\hat{\gamma}x}) \nu_0 = (-1)^m (\hat{\gamma}^m e^{-\hat{\gamma}x}) \nu_0 = (-1)^m (\nu)_m e^{(\nu+m)}(x).
\]

(3.1.11)

Before proceeding further it is worth clarifying a point, which will be more thoroughly treated later in Chapter 4. Even though the formalism we have developed allows to treat not trivial functions in terms of elementary exponential functions, some properties like the semigroup identities associated with the exponential case are not easily associated with \( e^{(\nu)}(x) \). We find indeed that

**Observation 4.** Albeit the following chain of identities is correct \( \forall x, y \in \mathbb{R} \)

\[
e^{(\nu)}(x + y) = e^{-\hat{\gamma}(x+y)}\nu_0 = e^{-\hat{\gamma}x} e^{-\hat{\gamma}y} \nu_0,
\]

(3.1.12)

it is also true that

\[
e^{(\nu)}(x + y) \neq e^{(\nu)}(x) e^{(\nu)}(y).
\]

(3.1.13)

To overcome such an apparently paradoxical conclusion, we clarify that the concept of semi-group has to be properly framed within the appropriate algebraic context. In defining the semigroup and, thereby, the associated identities, the corresponding binary operations between \( x \) and \( y \) need to be defined.

The **associative binary operation** (ABO) \( e^{x+y} = e^x e^y = e^y e^x \) is a consequence of the fact that \( (x+y)^n = \sum_{r=0}^{n} \binom{n}{r} x^{n-r} y^r \). This means that we can define the opportune ABO if we modify the Newton binomial as follows.

**Definition 14.** Let \( B(x, y) \) the Beta-function \([1.0.5]\), we define a modified Newton binomial

\[
(x \oplus \nu y)^n : = \sum_{r=0}^{n} \binom{n}{r} \left\{ \frac{(\nu)_n}{(\nu)_r} \right\}^{-1} x^{n-r} y^r,
\]

(3.1.14)

\[
\left\{ \frac{(\nu)_m}{(\nu)_p} \right\} = \frac{(\nu)_m}{(\nu)_{m-p}} \frac{(\nu)_{m-p}}{(\nu)_{p}} = \frac{B(\nu + m, \nu)}{B(\nu + m - p, \nu + p)}.
\]

Then, the corresponding ABO is
Accordingly we conclude that the proper environment for the algebraic semi-group property of the umbral exponential discussed in this section is the use of associative operations of the type (3.1.15).

The reliability of the formalism we are developing can be further checked by deriving integrals involving the pseudo Gaussian function as

**Example 36.** If we have a function of the type
\[ e^{(\nu)(x^2)} = e^{-\hat{\gamma}x^2}\nu_0 = (1 + x^2)^{-\nu}, \quad \forall x \in \mathbb{R}, \] (3.1.16)

according to the rules we have stipulated along with the properties of the ordinary Gaussian function (1.2.2), we can state that\[ \int_{-\infty}^{+\infty} e^{(\nu)(x^2)} dx = \int_{-\infty}^{+\infty} e^{-\hat{\gamma}x^2} dx \nu_0 = \sqrt{\pi} \nu_0 = \sqrt{\pi} (\nu)_{-\frac{1}{2}} = \sqrt{\pi} \frac{\Gamma \left( \nu - \frac{1}{2} \right)}{\Gamma (\nu)}, \] (3.1.17)

\[ \text{Re}(\nu) > \frac{1}{2}. \]

It must be stressed that the integral in eq. (3.1.17) is extended to all the real axis and therefore the umbral representation should be representative of the function on the r.h.s. of eq. (3.1.16) and not of the relevant series expansion \[ \sum_{r=0}^{\infty} (-1)^r (\nu)_r \frac{x^{2r}}{r!}, \] having radius of convergence \( |x| < 1 \).

To clarify this point, we note that, by exploiting again the Laplace transform method and (1.2.2), we can alternatively write the integral (3.1.17) as

\[ \int_{-\infty}^{+\infty} e^{(\nu)(x^2)} dx = \int_{-\infty}^{+\infty} e^{-\hat{\gamma}x^2} dx \nu_0 = \sqrt{\pi} \nu_0 = \sqrt{\pi} (\nu)_{-\frac{1}{2}} = \sqrt{\pi} \frac{\Gamma \left( \nu - \frac{1}{2} \right)}{\Gamma (\nu)}, \] (3.1.17)

\[ \text{Re}(\nu) > \frac{1}{2}. \]

This (well known) result is a byproduct of the outlined technique, but it could be also derived as a consequence of the (RMT) (see section A.2).
\[
\int_{-\infty}^{+\infty} \frac{1}{(1 + x^2)^\nu} \, dx = \int_{-\infty}^{+\infty} dx \left[ \frac{1}{\Gamma(\nu)} \int_0^{\infty} e^{-s} s^{\nu-1} e^{-sx^2} \, ds \right] = \sqrt{\frac{\pi}{\Gamma(\nu)}} \int_0^{\infty} e^{-s} s^{\nu-\frac{3}{2}} \, ds = \sqrt{\frac{\pi}{\Gamma(\nu)}} \frac{\Gamma\left(\nu - \frac{1}{2}\right)}{\Gamma(\nu)},
\]
which confirms the reliability of use of the previously stated umbral rules.

By pushing further the formalism, we can take advantage from the wealth of properties of Gaussian integrals, by getting e.g.

**Example 37.**

\[
\int_{-\infty}^{+\infty} \left( \nu \right) e^na x^2 + ibx \, dx = \sqrt{\frac{\pi}{a\gamma}} e^{-\frac{b^2}{4a} \nu} = \sqrt{\frac{\pi}{a}} \frac{\Gamma\left(\nu - \frac{1}{2}\right)}{\Gamma(\nu)} \left(1 + \frac{b^2}{4a}\right)^{\nu-\frac{1}{2}},
\]
\[Re(\nu) > \frac{1}{2}, \quad Re(a) > 0.\]

(3.1.19)

Let us now consider a further application of the previous procedure, by keeping the successive derivatives (with respect to the variable \(x\)) of the pseudo Gaussian function, namely

**Example 38.** We introduce, \(\forall n \in \mathbb{N}, \forall x \in \mathbb{R}, Re(\nu) > 0,\)

\[
e_n^{(\nu)}(x^2) := \partial_x^n e^{(\nu)}(x^2).
\]

(3.1.20)

We take advantage from the analogy with the properties of ordinary Gaussians, from the associated identity \([1.2.6]\) \(\partial_x^n e^{ax^2} = H_n(2a x, a) e^{ax^2}\) and from \([1.2.5]\) we adopt eq. \([3.1.6]\) to the pseudo-Gaussian case and we find

\[
e_n^{(\nu)}(x^2) = H_n(-2\gamma x, -\gamma) e^{-\gamma x^2} \nu_0 = (-1)^{n!} \sum_{r=0}^{[\frac{n}{2}]} \frac{(-1)^r (2x)^{n-2r}}{(n-2r)! r!} (\gamma^{n-r} e^{-\gamma x^2}) \nu_0.
\]

(3.1.21)

On account of eq. \([3.1.11]\) we note that

\[
(\gamma^{n-r} e^{-\gamma x^2}) \nu_0 = (\nu)_{n-r} e^{(\nu+n-r)}(x^2).
\]

(3.1.22)
If we now introduce the two variable polynomials

\[ K_n^{(\nu)}(\xi, \eta) := n! \sum_{r=0}^{\lfloor \frac{n}{2} \rfloor} (\nu)_{n-r} \xi^{n-2r} \eta^r \quad \forall \xi, \eta \in \mathbb{R}, \forall n \in \mathbb{N}, \text{Re}(\nu) > 0, \quad (3.1.23) \]

we can recast eq. \((3.1.21)\) in the non operatorial form

\[ e_n^{(\nu)}(x^2) = (-1)^n K_n^{(\nu)} \left( \frac{2x}{1+x^2}, -\frac{1}{1+x^2} \right) \quad (3.1.24) \]

For \(\xi = 2x, y = -1\) the polynomials \((3.1.23)\) reduce to the ordinary Gegenbauer polynomials, namely

\[ K_n^{(\nu)}(2x, -1) = n! C_n^{(\nu)}(x). \quad (3.1.26) \]

Furthermore, the identity

\[ (-1)^n e^{(-\nu)}(x^2) e_n^{(\nu)}(x^2) = K_n^{(\nu)} \left( \frac{2x}{1+x^2}, -\frac{1}{1+x^2} \right) \quad (3.1.27) \]

can be viewed as the associated Rodriguez formula \([2]\).

It is also worth stressing that the use of the relation \((2.4.8)\) \(\partial^n e^{ax^2+bx} = H_n(2ax+b, a)e^{ax^2+bx}\) and the discussed formalism yield the result

\[ e_n^{(\nu)}(a x^2 + b x) = \]

\[ = (-1)^n K_n^{(\nu)} \left( \frac{2a x + b}{1 + a x^2 + b x}, -\frac{a}{1 + a x^2 + b x} \right) \quad (3.1.28) \]

The results we have presented in this introduction disclose one of the advantages of the formalism which allows the derivation of the properties of Gegenbauer polynomials from those of Hermite. Further consequences of this point of view will be discussed in the following sections.

\footnote{We remind the Definition of Gegenbauer polynomials given in \([1]\)}

\[ C_n^{(\nu)}(x) = \sum_{k=0}^{\lfloor \frac{n}{2} \rfloor} (-1)^k \frac{\Gamma(n-k+\nu)}{\Gamma(\nu)k!(n-2k)!} (2x)^{n-2k}. \quad (3.1.25) \]
3.1.1 Gegenbauer Polynomials

The study of the properties of the Gegenbauer polynomials is based on two variable Hermite polynomials of order 2. It is natural to conclude that higher order HP are tailor suited to define generalized forms of Gegenbauer polynomials.

**Proposition 17.** Let, \( \forall x, y \in \mathbb{R}, \forall n, m \in \mathbb{N} \),

\[
H_n^{(m)}(x, y) = n! \sum_{r=0}^{\left\lfloor \frac{n}{m} \right\rfloor} \frac{x^{n-m} y^r}{(n-mr)! r!},
\]

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} H_n^{(m)}(x, y) = e^{xt+yt^m},
\]

the higher order two variable Hermite polynomials (see section B.1), then, according to our formalism, we can identify

\[
K_n^{(\nu, m)}(\xi, \eta) = H_n^{(m)}(\hat{\gamma} \xi, \hat{\gamma} \eta) \nu_0
\]

and obtain

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} K_n^{(\nu, m)}(-\xi, -\eta) = e^{(\nu)(\xi t + \eta t^m)} = \frac{1}{(1 + \xi t + \eta t^m)^\nu}, \quad |t| < 1.
\]

The repeated derivatives of functions like \( e^{(\nu)(ax^m + bx)} \) can be expressed by using the properties of the higher order Hermite Kampé de Fériét polynomials and of their generalized forms. The use of the following identity involving multivariable HP (see ref. [SL5])

\[
\partial_x^\mu e^{P(x)} = H_n^{(m,m-1, \ldots, 2)} \left( P'(x), \frac{P''(x)}{2}, \frac{P'''(x)}{3!}, \ldots, \frac{P^{(m)}(x)}{m!} \right) e^{P(x)},
\]

\[P(x) = a x^m + b x,\]

can be exploited, along with eq. (3.1.32) to get (see also eq. (3.1.21))
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\[\partial_x e^{(\nu)}(a x^m + b x) = e^{(\nu)}(a x^m + b x) = H_n^{(m,m-1,...,2)} \left( \begin{array}{c} -\gamma P'(x), -\gamma \frac{P''(x)}{2}, -\gamma \frac{P'''(x)}{3!}, \ldots, -\gamma \frac{P^{(m)}(x)}{m!} \end{array} \right).\]

\[e^{-\gamma P(x)} \nu_0 = K_n^{(\nu,m,m-1,...,2)} \left( \begin{array}{c} -P'(x), -P''(x) \frac{P(x)}{2(P(x) + 1)}, -P'''(x) \frac{P''(x)}{3(P(x) + 1)}, \ldots, \end{array} \right) - \frac{P^{(m)}(x)}{m!(P(x) + 1)^r} \frac{1}{(P(x) + 1)^r}.\]

\[\text{(3.1.33)}\]

where

\[K_n^{(\nu,m,m-1,...,2)}(x_1, x_2, x_3, \ldots, x_m) = \frac{1}{\Gamma(\nu)} \int_0^\infty e^{-s \nu - 1} H_n^{(m,m-1,...,2)}(x_1s, x_2s, x_3s, \ldots, x_ms) ds,\]

\[H_n^{(m,m-1,...,2)}(x_1, x_2, x_3, \ldots, x_m) = n! \sum_{r=0}^{\lfloor \frac{n}{m} \rfloor} x_m^r \frac{H_n^{(m-1,...,2)}(x_1, \ldots, x_{m-r})}{(n-mr)!r!}\]

\[\sum_{n=0}^{\infty} \frac{t^n}{n!} H_n^{(m)}(\{x\}) = e^{\sum_{s=1}^m x_s t^n},\]

\[\{m\} = m, m-1, \ldots, 2; \quad \{x\} = x_1, x_2, \ldots, x_m.\]

\[\text{(3.1.34)}\]

The same method allows some progress in the derivation of Gegenbauer generating functions and indeed, by exploiting eq. (2.3.15) we find

\[\sum_{n=0}^{\infty} \frac{t^n}{n!} K_n^{(\nu)}(-\xi, -\eta) = H_l(-\gamma (\xi + 2 \eta t), -\gamma \eta) e^{-\gamma (\xi t + \eta t^2)} \nu_0 =\]

\[\frac{(-1)^l K_l^{(\nu)} \left( \frac{\xi + 2 \eta t}{1 + \xi t + \eta t^2}, -\eta \left(1 + \xi t + \eta t^2\right) \right)}{(1 + \xi t + \eta t^2)^l},\]

\[| t | < \left| \frac{\xi - \sqrt{\xi^2 - 4\eta}}{2\eta} \right|,\]

\[\text{(3.1.35)}\]
which can be easily derived from the corresponding case of the Hermite polynomi-
als \( \sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(x, y) = H_t(x + 2yt, y) e^{xt+y^2} \).

All the previous results can be obtained by the use of the Laplace transform method. The integral transforms are indeed not an alternative, but the rigorous support of the umbral methods we are developing.

### 3.1.2 Jacobi Polynomials

In the previous section we have exploited a, likely, powerful tool to deal with a plethora of problems concerning the theory of special functions, whose relevant technicalities can accordingly be reduced be to straightforward exercises in elementary calculus.

Let us now take a step further, by introducing the following polynomials.

**Definition 15.** We define a new family of two variable polynomials \( \forall \xi, \eta, \alpha, \beta \in \mathbb{R}, \forall n \in \mathbb{N} \)

\[
\frac{1}{n!} R_n^{(\alpha, \beta)}(\xi, \eta) := \hat{c}_1^\alpha \hat{c}_2^\beta [\hat{c}_1 \xi + \hat{c}_2 \eta]^n \varphi_{1,0} \varphi_{2,0},
\]  

(3.1.36)

where the operators \( \hat{c} \) labelled by two different index act on two different vacua as

\[
\hat{c}_1^\nu \hat{c}_2^\mu \varphi_{1,0} \varphi_{2,0} = (\hat{c}_1^\nu \varphi_{1,0}) (\hat{c}_2^\mu \varphi_{2,0}) = \frac{1}{\Gamma(\nu + 1)} \frac{1}{\Gamma(\mu + 1)}.
\]  

(3.1.37)

**Corollary 15.** According to the previous definition we obtain the following explicit form for the polynomials defined in eq. (3.1.36)

\[
R_n^{(\alpha, \beta)}(\xi, \eta) = (n!)^2 \sum_{s=0}^{n} \frac{\xi^{n-s} \eta^s}{(n-s)! s! \Gamma(n-s+\alpha+1) \Gamma(s+\beta+1)}
\]  

(3.1.38)

The relevant properties can easily be derived by the use of elementary algebraic manipulations. It is indeed easily checked that

**Properties 8.**

\[
\frac{1}{(n+1)!} R^{(\alpha, \beta)}_{n+1}(\xi, \eta) = [\hat{c}_1 \xi + \hat{c}_2 \eta] \hat{c}_1^\alpha \hat{c}_2^\beta [\hat{c}_1 \xi + \hat{c}_2 \eta]^n \varphi_{1,0} \varphi_{2,0} = \frac{1}{n!} (\xi R^{(\alpha+1, \beta)}_n(\xi, \eta) + \eta R^{(\alpha, \beta+1)}_n(\xi, \eta))
\]  

(3.1.39)
and that
\[ \partial_{\xi} R_{n}^{(\alpha, \beta)}(\xi, \eta) = n^2 R_{n-1}^{(\alpha+1, \beta)}(\xi, \eta), \]
\[ \partial_{\eta} R_{n}^{(\alpha, \beta)}(\xi, \eta) = n^2 R_{n-1}^{(\alpha, \beta+1)}(\xi, \eta). \]  

(3.1.40)

Furthermore we can determine its generating functions by the use analogous elementary procedures. We obtain for example

Properties 9.
\[ \sum_{n=0}^{\infty} \frac{t^n}{(n!)^2} R_{n}^{(\alpha, \beta)}(\xi, \eta) = \hat{c}_1^{\alpha} \hat{c}_2^{\beta} e^{t(\hat{c}_1 \xi + \hat{c}_2 \eta)} \varphi_{1,0} \varphi_{2,0}, \quad \forall t \in \mathbb{R} \]  

(3.1.41)

and, if we note that, by generalizing Tricomi-Bessel function \((2.4.15)\) \(\forall \nu \in \mathbb{R} : \text{Re}(\nu) > 0\), we get

\[ \hat{c}^{\nu} e^{-\hat{c} x} \varphi_0 = \sum_{r=0}^{\infty} \frac{(-x)^r \hat{c}^{r+\nu}}{r!} \varphi_0 = C_\nu(x), \]
\[ C_\nu(x) = \sum_{r=0}^{\infty} \frac{(-1)^r x^r}{r! \Gamma(r + \nu + 1)}, \]  

(3.1.42)

which are linked to the cylindrical Bessel functions by (see eq. \((1.2.10)\) in generalized form)
\[ C_\nu(x) = \left( \frac{1}{x} \right)^{\frac{\nu}{2}} J_\nu(2\sqrt{x}), \]  

(3.1.43)

we can write the generating function \((3.1.41)\) in terms of a product of Bessel functions:\footnote{Where \(J_\nu(x) = (\text{Re}(\nu) > 0)\) is the first kind modified Bessel function (see Chapter 5).}
\[ \sum_{n=0}^{\infty} \frac{t^n}{(n!)^2} R_{n}^{(\alpha, \beta)}(\xi, \eta) = C_\alpha(-\xi t) C_\beta(-\eta t) = \]
\[ = \frac{1}{\sqrt{(\xi^\alpha \eta^\beta)t^{\alpha + \beta}}} I_\alpha \left( 2\sqrt{\xi t} \right) I_\beta \left( 2\sqrt{\eta t} \right). \]  

(3.1.44)

Definition 16. The polynomials \(R_{n}^{(\alpha, \beta)}(\xi, \eta), \forall \xi, \eta, \alpha, \beta \in \mathbb{R}, \forall n \in \mathbb{N}\), can be used to define the ordinary Jacobi polynomials \((JP) \forall x \in \mathbb{R}\) through the identity
\[ P_n^{(\alpha, \beta)}(x) = \frac{\Gamma(n + \alpha + 1) \Gamma(n + \beta + 1)}{(n!)^2} P_n^{(\alpha, \beta)}(\xi(x), \eta(x)), \]

\[ \xi(x) := \frac{x - 1}{2}, \]
\[ \eta(x) := \frac{1 + x}{2}. \]

**Properties 10.** The relevant recurrences are obtained from eqs. (3.1.39), (3.1.40) and write

\[
(n + 1) P_{n+1}^{(\alpha, \beta)}(x) = \frac{1}{2} x \left[ (n + \beta + 1) P_n^{(\alpha+1, \beta)}(x) + (n + \alpha + 1) P_n^{(\alpha, \beta+1)}(x) \right] + \\
- \frac{1}{2} \left[ (n + \beta + 1) P_n^{(\alpha+1, \beta)}(x) - (n + \alpha + 1) P_n^{(\alpha, \beta+1)}(x) \right]
\]

(3.1.46)

and

\[
\frac{d}{dx} P_n^{(\alpha, \beta)}(x) = \frac{\Gamma(n + \alpha + 1) \Gamma(n + \beta + 1)}{2 (n - 1)!^2} \cdot \left( R_{n-1}^{(\alpha+1, \beta)}(\xi(x), \eta(x)) + R_{n-1}^{(\alpha, \beta+1)}(\xi(x), \eta(x)) \right) = \\
= \frac{1}{2} \left[ (n + \beta) P_{n-1}^{(\alpha+1, \beta)}(x) + (n + \alpha) P_{n-1}^{(\alpha, \beta+1)}(x) \right] = \\
= \frac{n + \alpha + \beta + 1}{2} P_{n-1}^{(\alpha+1, \beta+1)}(x).
\]

(3.1.47)

**Properties 11.** The relevant generating function can be written as

\[
\sum_{n=0}^{\infty} \frac{t^n}{\Gamma(n + \alpha + 1) \Gamma(n + \beta + 1)} P_n^{(\alpha, \beta)}(x) = \left( \frac{2}{\sqrt{2(x - 1)t}} \right)^\alpha \left( \frac{2}{\sqrt{2(x + 1)t}} \right)^\beta \cdot \\
I_\alpha(\sqrt{2(x - 1)t}) I_\beta(\sqrt{2(x + 1)t}).
\]

(3.1.48)

We can now deduce further consequences from the previous umbral restyling of the Jacobi polynomials, e.g.
Proposition 18. The index doubling "theorem" can be derived by noting that

\[ R_{2n}^{(\alpha,\beta)}(\xi, \eta) = (2n)! \hat{c}_1^\alpha \hat{c}_2^\beta [\hat{c}_1 \xi + \hat{c}_2 \eta]^n [\hat{c}_1 \xi + \hat{c}_2 \eta]^n \varphi_{1,0} \varphi_{2,0} = \]

\[ = \frac{(2n)!}{n!} \sum_{s=0}^{n} \binom{n}{s} \xi^{n-s} \eta^s R_n^{(n-s+\alpha, s+\beta)}(\xi, \eta) \]

(3.1.49)

which, on account of eq. (3.1.45), yields

\[ P_{2n}^{(\alpha,\beta)}(x) = \frac{n!}{(2n)!} \frac{\Gamma(2n + \alpha + 1) \Gamma(2n + \beta + 1)}{\Gamma(2n - s + \alpha + 1) \Gamma(n + s + \beta + 1)} \sum_{s=0}^{n} \binom{n}{s} (\xi(x))^{n-s} (\eta(x))^s \cdot P_n^{(n-s+\alpha, s+\beta)}(x) \]

(3.1.50)

Furthermore, an analogous procedure yields the following

Proposition 19. The argument duplication formula is

\[ P_n^{(\alpha,\beta)}(2x) = \frac{\Gamma(n + \alpha + 1) \Gamma(n + \beta + 1)}{n!} \sum_{s=0}^{n} \binom{n}{s} \frac{x^s}{2^s} \sum_{r=0}^{s} \binom{s}{r} (n-s)! P_{n-s}^{(s-r+\alpha, r+\beta)}(x) \]

(3.1.51)

\[ \cdot \Gamma(n - r + \alpha + 1) \Gamma(n - s + r + \beta + 1). \]

It is evident that the method is so straightforward that all the previous identities can easily be generalized, as touched on in the following.

Proposition 20. The associated Laguerre polynomials (2.6.7)-(2.6.9)

\[ \left( L_n^{(\alpha)}(x, y) - \Lambda_n^{(\alpha)}(x, y) \right) \]

further confirm the mutual link with the Jacobi family and we find indeed that
\[ R_{n}^{(\alpha,\beta)}(\xi,\eta) = (n!)^2 \sum_{s=0}^{n} \frac{(-1)^s L_{n-s}^{(\alpha)}(-\xi,\xi+\eta) L_{s}^{(\beta)}(\eta,\xi+\eta)}{\Gamma(n-s+\alpha+1)\Gamma(s+\beta+1)}, \]

\[ P_{n}^{(\alpha,\beta)}(x) = \frac{\Gamma(n+\alpha+1)\Gamma(n+\beta+1)}{n!} c_{1}^{\alpha}c_{2}^{\beta}, \]

\[ \cdot \left[ \left( y + \hat{c}_{1} \frac{x-1}{2} \right) - \left( y - \hat{c}_{2} \frac{x+1}{2} \right) \right]^{n} \varphi_{1,0}\varphi_{2,0} = \]

\[ = \Gamma(n+\alpha+1)\Gamma(n+\beta+1) \sum_{s=0}^{n} \frac{(-1)^s L_{n-s}^{(\alpha)} \left( \frac{1-x}{2}, y \right) L_{s}^{(\beta)} \left( \frac{x+1}{2}, y \right)}{\Gamma(n-s+\alpha+1)\Gamma(s+\beta+1)}. \]

(3.1.52)

We have covered some of the properties of Jacobi polynomials by employing a minimal computational effort, we have fixed the formalism we are going to use and have provided an idea of the consequences which can be drawn by means of these methods.

### 3.1.3 Legendre Polynomials

The Legendre polynomials are a particular of Jacobi \[2\] and can be identified as

**Corollary 16.** By according to the positions in (3.1.45) \[\forall x \in \mathbb{R}, \forall n \in \mathbb{N}, \text{we get} \]

\[ P_{n}(x) = R_{n}^{(0,0)}(x) = R_{n}^{(0,0)}(\xi,\eta). \]  

(3.1.53)

Their properties can be therefore derived as a consequence of those of the \(R_{n}\) polynomials in the particular case of \(\alpha = \beta = 0\). Let us therefore go back to eq. (3.1.52) and note that

**Properties 12.**

\[ \frac{1}{n!} P_{n}(x) = \left[ \hat{c}_{1} \frac{x-1}{2} + \hat{c}_{2} \frac{x+1}{2} \right]^{n} \varphi_{1,0}\varphi_{2,0}, \]

\[ \frac{1}{n!} P_{n}(0) = \left( \frac{-\hat{c}_{1}}{2} + \frac{\hat{c}_{2}}{2} \right)^{n} \varphi_{1,0}\varphi_{2,0} = \frac{1}{n!} R_{n} \left( -\frac{1}{2}, \frac{1}{2} \right) = \]

\[ = \frac{(-1)^n}{2^n n!} \sum_{s=0}^{n} (-1)^s \left( \frac{n!}{s! (n-s)!} \right)^2, \]

\[ P_{n}(1) = R_{n}(0, 1) = 1, \]

\[ P_{n}(-1) = R_{n}(-1, 0) = (-1)^n. \]
The use of the auxiliary polynomials \( R_n \) is a fairly important tool to state further identities, as e.g.

\[
P_n(\lambda x) = n! \left[ \frac{\lambda x - 1}{2} + \hat{c}_2 \frac{\lambda x + 1}{2} \right]^n \varphi_{1,0} \varphi_{2,0} = 
\]

\[
= n! \left[ \frac{1}{2} \lambda \left( \frac{x - 1}{2} + \hat{c}_2 \frac{x + 1}{2} \right) + \hat{c}_1 \frac{\lambda - 1}{2} + \hat{c}_2 \frac{\lambda + 1}{2} \right]^n \varphi_{1,0} \varphi_{2,0} = 
\]

\[
= (n!)^2 \sum_{s=0}^{n} \lambda^{n-s} \sum_{r=0}^{s} \frac{\xi(\lambda)^{s-r} \eta(-\lambda)^{r} P_{n-s-r}^{(s-r,r)}(x)}{(s-r)!r!(n-r)!(n-s+r)!}.
\]

(3.1.55)

Furthermore we obtain

\[
P_{n+m}(x) = (n+m)! \left[ \frac{x - 1}{2} + \hat{c}_2 \frac{x + 1}{2} \right]^{n+m} \varphi_{1,0} \varphi_{2,0} = 
\]

\[
= n!m! \sum_{s=0}^{m} \binom{n+m}{s} \frac{\xi(x)^{m-s} \eta(x)^{s} P_{n-s}^{(m-s,s)}(x)}{(m-s)!(n+s)!}.
\]

(3.1.56)

and

\[
P_n(x + y) = (n!)^2 \sum_{s=0}^{n} \left( \frac{y}{2} \right)^{s} \sum_{r=0}^{s} \frac{P_{n-s-r}^{(s-r,r)}(x)}{(s-r)!r!(n-r)!(n-s+r)!}.
\]

(3.1.57)

The previous identity cannot be considered an “addition theorem” in the strict sense, but rather a Taylor series expansion.

The next step is the derivation of the differential equation satisfied by the Legendre polynomials.

**Proposition 21.** By the use of eqs. (3.1.46), (3.1.47) we get

\[
n P_{n-1}(x) = \left( 1 - x^2 \right) \frac{d}{dx} + nx \right] P_n(x)
\]

\[
(n + 1)P_{n+1}(x) = \left( (2n + 1) x \right) P_{n+1}(x).
\]

(3.1.58)

By combining the previous recurrences, we can introduce the following operators
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\[
\hat{N}_- = (1 - x^2) \frac{d}{dx} + \hat{n} x, \\
\hat{N}_+ = -(1 - x^2) \frac{d}{dx} + (\hat{n} + 1) x, \\
\]

defined in such a way that

\[
\hat{N}_- P_n(x) = n P_{n-1}(x), \\
\hat{N}_+ P_n(x) = (n + 1) P_{n+1}(x),
\]

where \(\hat{n}\) is a kind of number operator “counting” the index of the Legendre polynomial, namely

\[
\hat{n} P_{m+k}(x) = (m + k) P_{m+k}(x).
\]

According to the previous definitions we find

\[
\hat{N}_+ \hat{N}_- P_n(x) = \left[ -(1 - x^2) \frac{d}{dx} + (\hat{n} + 1)x \right] \left[ (1 - x^2) \frac{d}{dx} + \hat{n} x \right] P_n(x) = \\
= \left[ -(1 - x^2) \frac{d}{dx} + n x \right] \left[ (1 - x^2) \frac{d}{dx} + n x \right] P_n(x) = n^2 P_n(x),
\]

which explicitly yields the following second order equation satisfied by the Legendre polynomials written in the form

\[
\left( \frac{d}{dx} (1 - x^2) \frac{d}{dx} \right) P_n(x) + n (n + 1) P_n(x) = 0.
\]

In the forthcoming section we extend the umbral formalism to make further progress by including the properties of the associated Legendre polynomials and the theory of Spherical Harmonics.

### 3.1.4 Generalized Forms

In this section we explore generalized forms of the presented polynomials families.

**Proposition 22.** Let us consider the evaluation of the following repeated derivatives \(\forall m \in \mathbb{N}, \forall \alpha, \beta, a, b \in \mathbb{R}, \in Re(\nu) > 0, \forall x \in \mathbb{R} : Q(x) > -1 \)
\[ F_m^{(\nu)}(x) = \left( d \frac{d}{dx} \right)^m \left( \frac{e^{P(x)}}{1 + Q(x)} \right)^\nu, \]
\[ P(x) = \alpha x^2 + \beta x, \]
\[ Q(x) = \alpha x^2 + bx. \]

The use of the umbral procedure (3.1.6) allows a significant simplification of the relevant algebra. By setting indeed
\[ e^{P(x)} \left( 1 + Q(x) \right)^\nu = e^{P(x)}(Q(x)) = e^{P(x)-\gamma Q(x)}u_0 = e^{(\alpha - \gamma a)x^2 + (\beta - \gamma b)x}u_0, \]

we find, applying eq. (2.4.8),
\[ F_m^{(\nu)}(x) = H_m (2(\alpha - \gamma a)x + (\beta - \gamma b), \alpha - \gamma a) e^{P(x)-\gamma Q(x)}u_0. \]

The use of the so far developed rules yields
\[ F_m^{(\nu)}(x) = m! \sum_{r=0}^{\lfloor m/2 \rfloor} \frac{1}{(m-2r)!r!} \sum_{s=0}^{m-2r} \left( \begin{array}{c} m-2r \\ s \end{array} \right) A^{m-2r-s} B^s. \]
\[ A = 2\alpha x + \beta; \]
\[ B = 2ax + b \]

or, in a more compact form
\[ F_m^{(\nu)}(x) = \Omega_m^{(\nu)} \left( \begin{array}{c} P(x), P'(x) \frac{Q'(x)}{2}, \frac{Q''(x)}{2(1 + Q(x))} \end{array} \right) \frac{e^{P(x)}}{(1 + Q(x))^{1/2}} \]
\[ \Omega_m^{(\nu)}(x, y; u, z) = \sum_{s=0}^{m} \left( \begin{array}{c} m \\ s \end{array} \right) (-1)^s H_{m-s}(x, y) K_s^{(\nu)}(u, -z). \]

It is now worth to explore more accurately the role of the \( K_s^{(\nu)}(\ldots) \) polynomials introduced in section 3.1. To this aim we consider the following particular case.
Example 39. Let \( \nu = \frac{1}{2} \), by using eq. (3.1.24), we get
\[
e_n^{(\frac{1}{2})}(x^2) = (-1)^n K_n^{(\frac{1}{2})} \left( \frac{2x}{1 + x^2}, -\frac{1}{1 + x^2} \right) \frac{1}{(1 + x^2)^{\frac{1}{2}}},
\]
(3.1.69)
furthermore, by recalling the identity (3.1.34)
\[
K_n^{(\frac{1}{2})}(a, b) = \frac{1}{\sqrt{\pi}} \int_0^\infty e^{-s} s^{-\frac{1}{2}} H_n(as, bs) ds
\]
(3.1.70)
and, reminding eq. (1.2.8)
\[
H_n(x, y) = y^n H_n \left( \frac{x}{\sqrt{y}}, 1 \right),
\]
we can easily infer that, \( \forall t \in \mathbb{R} : 1 - at - bt^2 > 0 \),
\[
\sum_{n=0}^\infty \frac{t^n}{n!} K_n^{(\frac{1}{2})}(a, b) = \frac{1}{\sqrt{1 - at - bt^2}},
\]
(3.1.71)
which is the generating function of Legendre polynomials for \( a = 2x, b = -1 \). Moreover the use of the identity (1.2.8) yields
\[
(1 + x^2)^{\frac{n+l}{2}} e_n^{(\frac{1}{2})}(x^2) = (-1)^n n! P_n \left( \frac{x}{\sqrt{1 + x^2}} \right),
\]
(3.1.72)
which can be extended to the cases involving the generalized Legendre forms.

The same procedure can be applied to derive the following generating function for ordinary Legendre.

Example 40. \( \forall n, l \in \mathbb{N}, \forall x \in \mathbb{R}, \forall t \in \mathbb{R} : (1 - 2xt + t^2)^{l+1} > 0 \), we find
\[
\sum_{n=0}^\infty \binom{n+l}{l} t^n P_{n+l}(x) = \frac{P_l \left( \frac{x-t}{\sqrt{1 - 2xt + t^2}} \right)}{(1 - 2xt + t^2)^{\frac{l+1}{2}}},
\]
(3.1.73)
It is also a particular case of eq. (3.1.35).

Corollary 17. According to the above point of view, the \( m^{th} \) derivative of the \( P_n(x) \) can therefore be easily calculated, thus finding
\[
\left( \frac{d}{dx} \right)^m P_n(x) = \frac{2^m}{\sqrt{\pi} (n - m)!} \int_0^\infty e^{-s} s^{n - \frac{1}{2}} H_{n-m}(2xs, -s) ds =
\]
\[
= \frac{1}{\sqrt{\pi}} \sum_{r=0}^{n-m} (-1)^r 2^{n-2r} x^{n-m-2r} \Gamma(n - r + \frac{1}{2}) (n - m - 2r)! r! \]
(3.1.74)
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On the other side the successive derivatives of the Legendre polynomials can be obtained from (3.1.54) and yields the following link with the Jacobi polynomials

\[
\left( \frac{d}{dx} \right)^m P_n(x) = \frac{1}{2^m} \frac{(n!)^2}{(n-m)!} \left( \hat{c}_1 + \hat{c}_2 \right)^m \left[ \frac{x - 1}{2} + \frac{x + 1}{2} \right]^{n-m} \varphi_{1,0} \varphi_{2,0} = \\
\quad = \frac{(n!)^2}{2^m} \sum_{s=0}^{m} \binom{m}{s} \frac{P_{(n-s,s)}(x)}{(n-s)!(n-m+s)!}.
\]

(3.1.75)

We now discuss a further alternative formulation of the theory of Legendre polynomials, using a formalism touched in [48], which will be embedded with the technique developed until now.

Observation 5. We notice that we can obtain a similar result at (2.2.2) by introducing a new family of polynomials \( \forall x, y \in \mathbb{R}, \forall n \in \mathbb{N} \)

\[
\Pi_n(x, y) = (x + \hat{y} \hat{c})^n \varphi_0,
\]

(3.1.76)

where (by using the \( \hat{c} \)-operator (1.1.6))

\[
\left( \hat{y} \hat{c}_r \varphi_0 \right) = \frac{y^{rac{r}{2}} r!}{\Gamma \left( \frac{r}{2} + 1 \right)} \left| \cos \left( \frac{\pi}{2} \right) \right| \left| \hat{c}_r \varphi_0 = \frac{y^{rac{r}{2}} r!}{\Gamma \left( \frac{r}{2} + 1 \right)} \right| \cos \left( \frac{\pi}{2} \right).
\]

(3.1.77)

According to the above definition (by following the proof of Proposition 9), we obtain the explicit expression for the \( \Pi \) polynomials as

\[
\Pi_n(x, y) = H_n(x, \hat{c} y) \varphi_0 = n! \sum_{k=0}^{\left[ \frac{n}{2} \right]} x^{n-2k} y^k \frac{1}{(k!)^2 (n-2k)!}.
\]

(3.1.78)

They are essentially hybrid Laguerre-Hermite polynomials (including the operator \( \hat{y} \) di Laguerre and the operator \( \hat{c} \) di Hermite) satisfying the "heat" equation

\[
\left\{ \begin{array}{l}
\partial_y G(x, y) = -\partial_x^2 G(x, y) \\
G(x, 0) = x^n,
\end{array} \right.
\]

(3.1.79)

with \( \partial_y \) l-derivative (2.5.8). We note that the polynomials (3.1.78) can be defined through the operational rule (by using (1.1.20))
\[ \Pi_n(x, y) = C_0(-y \partial_x^2) x^n \]  
(3.1.80)

or also (by applying (1.2.10))

\[ \Pi_n(x, y) = J_0(2i\sqrt{y} \partial_x) x^n \]  
(3.1.81)

and the Legendre polynomials can be identified with the particular case

\[ P_n(x) = \Pi_n \left( x, -\frac{1-x^2}{4} \right) \]  
(3.1.82)

The procedure suggests that the negative order hybrid functions can be written as

\[ \Pi_{-\nu}(x, y) = \left( (x + y \hat{h}_c)^{-\nu} \theta_0 \right) \varphi_0 = \frac{1}{\Gamma(\nu)} \int_0^\infty s^{\nu-1} e^{-sx} J_0(2is\sqrt{y}) \, ds. \]  
(3.1.83)

Infinite integrals containing e.g. products of Bessel and exponential functions, like (2.6.6), can therefore be expressed in terms of negative order \( \Pi \) functions. We find for example that

\[ S(a, b) = \int_0^\infty e^{-ax} J_0(bx) \, dx = \Pi_{-1} \left( a, -\frac{b^2}{4} \right). \]  
(3.1.84)

Finally, from the previous identities we find the Legendre generating function, \( \forall t \in \mathbb{R} \),

\[ \sum_{n=0}^\infty \frac{t^n}{n!} P_n(x) = e^{x\hat{c}_1} e^{-\frac{1-x^2}{2} t^2} \varphi_0 = e^{xt} J_0 \left[ t\sqrt{1-x^2} \right]. \]  
(3.1.85)

We can now derive a further consequence from the above equation and from the umbral definition of the Legendre polynomials (3.1.54), according to which we find

\[ \sum_{n=0}^\infty \frac{t^n}{n!} P_n(x) = \sum_{n=0}^\infty t^n \left[ \hat{c}_1 \frac{x-1}{2} + \hat{c}_2 \frac{x+1}{2} \right] \varphi_{1,0} \varphi_{2,0} = \]  
(3.1.86)

\[ = \frac{1}{1 - t \left[ \hat{c}_1 \frac{x-1}{2} + \hat{c}_2 \frac{x+1}{2} \right]} \varphi_{1,0} \varphi_{2,0}. \]

The use of standard Laplace transform identities yields
\[ \begin{align*}
&\frac{1}{1-t} \left[ \hat{c}_1 \frac{x-1}{2} + \hat{c}_2 \frac{x+1}{2} \right] [\varphi_{1,0} \varphi_{2,0}] = \int_0^\infty e^{-s} e^{st \left( \hat{c}_1 \frac{x-1}{2} + \hat{c}_2 \frac{x+1}{2} \right)} ds \varphi_{1,0} \varphi_{2,0} = \\
&= \int_0^\infty e^{-s} C_0 \left( \frac{1-x}{2} st \right) C_0 \left( -\frac{1+x}{2} st \right) ds,
\end{align*} \]

which once confronted with (3.1.85) yields

\[ \int_0^\infty e^{-s} C_0 \left( \frac{1-x}{2} st \right) C_0 \left( -\frac{1+x}{2} st \right) ds = e^{xt} J_0 \left( t \sqrt{1-x^2} \right). \]

Before closing this part we underline as, for the proposed umbral definition of the Gegenbauer polynomials, we can adopt an analogous point of view by noting that the use of the operational identity

\[ M(ax, by) = a^x \partial_x b^y \partial_y M(x, y), \]

based on the Euler dilation operator \[93\], allows the following reshuffling of eq. (3.1.34)

\[ K^{(\nu)}_n(\xi, \eta) = \frac{1}{\Gamma(\nu)} \int_0^\infty e^{-s^{\nu-1} s^{\xi \partial_s + \eta \partial_s}} ds H_n(\xi, \eta) \]

and the use of the properties of the Gamma function eventually leads to the following operational definition of the Gegenbauer polynomials

\[ K^{(\nu)}_n(\xi, \eta) = \hat{\Gamma}_\nu H_n(\xi, \eta), \]

\[ \hat{\Gamma}_\nu = \frac{\Gamma(\nu + \xi \partial_\xi + \eta \partial_\eta)}{\Gamma(\nu)}. \]

The operator \( \hat{\Gamma}_\nu \) is therefore a differential realization of its umbral counterpart \( \hat{\gamma} \).

### 3.2 Voigt Functions

The Hermite and Laguerre functions are the extension of the corresponding polynomials to negative and/or real indices. In this paragraph we apply
the proposed method for the study of the **Voigt functions** which find several applications in spectroscopy \[132\] and are defined by the convolution of Gaussian and Lorentzian distributions. Apart from its interest in Physics, they have raised a certain interest in Mathematics for their relation with a number of special functions.

In this section, we explore the relevant link with the Hermite functions and study the associated consequences within the context of the formalism so far developed.

**Definition 17.** We denote the **Voigt functions** \((VF)\) by 
\[
K(x, y, z) = \frac{1}{\sqrt{\pi}} \int_0^\infty e^{-x\xi-y\xi^2} \cos(z\xi) \, d\xi, \\
L(x, y, z) = \frac{1}{\sqrt{\pi}} \int_0^\infty e^{-x\xi-y\xi^2} \sin(z\xi) \, d\xi
\]
(3.2.1)

(the definition in \[107\] includes two variables only \((x, z)\) and assumes \(y = \frac{1}{4}\)).

If we introduce the complex VF
\[
E(x, y, z) = \frac{1}{\sqrt{\pi}} \int_0^\infty e^{-(x-iz)\xi-y\xi^2} \, d\xi
\]
(3.2.2)

and define \(VF\) in eq. (3.2.1) as the relevant real and imaginary parts, we can easily conclude that it is expressible in terms of "erfc" function. We can indeed exploit eqs. (2.2.17)-(2.2.18) to end up with the identity

\[
E(x, y, z) = \frac{1}{\sqrt{\pi}} \int_0^\infty e^{-(x-iz)\xi-y\xi^2} \, d\xi = \frac{1}{\sqrt{\pi}} H_{-1}(x - iz, y) = \frac{1}{\sqrt{y}} (x - iz + \hat{y})^{-1} \theta_0 = \frac{1}{2\sqrt{y}} e^{\frac{(x-iz)^2}{4y}} \text{erfc}\left(\frac{x - iz}{2\sqrt{y}}\right).
\]
(3.2.3)

We obtain the relevant derivatives by the use of the well known properties of the Hermite functions and find that

**Properties 13.** \(\forall m \in \mathbb{N}\)

\[
\partial_z^m E(x, y, z) = \frac{i^m m!}{\sqrt{\pi}} H_{-(m+1)}(x - iz, y).
\]
(3.2.4)
The procedure we have envisaged allows to unify many of the previous analyses aimed at getting different ways of expressing the VF in forms suitable for various specific applications.

Furthermore, we note that, by using the following

**Definition 18.** We define **Voigt (V-) transform** of a function \( f(z) \)

\[
\hat{V}f(x, y; z) = \int_0^\infty e^{-xt-yt^2} f(zt) \, dt
\]

(which can be viewed as a generalized form of transform).

we can get

**Proposition 23.**

\[
\hat{V}f(x, y; z) = \sum_{n=0}^\infty a_n H_{-(n+1)}(x, -y) z^n,
\]

\[
f(z) = \sum_{n=0}^\infty a_n \frac{z^n}{n!}.
\]

**Proof.** If we use of the identity \([1.1.16]\) \( t^{\partial_z} f(z) = f(tz) \), Laplace transform and the technique of Example 20, we can write

\[
\hat{V}f(x, y; z) = \int_0^\infty e^{-xt-yt^2} t^{\partial_z} \, dt f(z) = \Gamma(z\partial_z + 1) H_{-(z\partial_z+1)}(x, -y)f(z).
\]

By expanding the function \( f(z) \) in series and by using the property \( f(z\partial_z) z^n = f(n) z^n \) \([SL5]\), we can finally write

\[
\hat{V}f(x, y; z) = \sum_{n=0}^\infty a_n H_{-(n+1)}(x, -y) z^n,
\]

\[
f(z) = \sum_{n=0}^\infty a_n \frac{z^n}{n!}.
\]

**Corollary 18.** According to the present formalism the VF \([3.2.1]\) is the V-transform \([3.2.5]\) of the **circular functions**, thus reading

\[\Box\]
\[ K(x, y, z) = \sum_{n=0}^{\infty} (-1)^n H_{-(2n+1)}(x, -y) z^{2n}, \quad (3.2.8) \]
\[ L(x, y, z) = z \sum_{n=0}^{\infty} (-1)^n H_{-(2n+2)}(x, -y) z^{2n}. \]

**Remark 2.** Let us furthermore note that the V-transform of a 0-order cylindrical Bessel function is
\[ \hat{V}f(x, y; z) = \sum_{n=0}^{\infty} \frac{(2n)!}{n!^2} (-1)^n H_{-(2n+1)}(x, -y) \left( \frac{z}{2} \right)^{2n}. \quad (3.2.9) \]

The generalization of the V-functions proposed in ref. [127] can be viewed as V-transforms of different families of functions.

In Chapter 2 we have noted that Hermite functions of negative order can be defined by means of infinite integrals yielding the relevant integral representation, however the use of the formalism we are proposing may be useful in a wider context as e.g. for evaluation of definite integrals as shown below
\[ \int_{0}^{x} \nu^{\nu-1} e^{-a\xi - b\xi^2} d\xi = \int_{0}^{x} \nu^{\nu-1} e^{-(a + -|b| h)\xi} d\xi \theta_0 = \]
\[ = \frac{1}{(a + -|b| h)^\nu} \gamma \left( \nu, (a + -|b| h) x \right) \theta_0 = \]
\[ = \sum_{n=0}^{\infty} \frac{(-1)^n H_n(a, -b)x^{\nu+n}}{n!(\nu + n)}, \quad (3.2.10) \]
\[ \gamma(\nu, x) = \int_{0}^{x} \xi^{\nu-1} e^{-\xi} d\xi \]

with \( \gamma(\nu, x) \) being the incomplete gamma function [2].

The discussion we have developed yields a fairly interesting mean employing symbolic methods for computational purposes. The technique we have proposes is, in some sense, self generating, namely it can be mounted as a kind of chinese box tool yielding as illustrated below.

**Example 41.** Let us therefore consider the following V-transform
\[ V \hat{f}_\mu(x, y, z) = \int_0^\infty t^{\mu-1} e^{-xt-yt^2} J_0(zt) \, dt, \quad (3.2.11) \]

which, according to the previous discussion, can formally be written as

\[ V \hat{f}_\mu(x, y, z) = \int_0^\infty t^{\mu-1+z\partial_z} e^{-xt-yt^2} dt \, J_0(z) \]

\[ = \sum_{n=0}^{\infty} \frac{\Gamma(2n+\mu)}{n!} (-1)^n H_{(2n+\mu)}(x, -y) \left( \frac{z}{2} \right)^{2n} = e^{-\hat{g}(\frac{z}{2})^2} \Psi_0, \]

\[ \hat{g}^n \Psi_0 = \frac{\Gamma(2n+\mu)}{n!} H_{(2n+\mu)}(x, -y). \quad (3.2.12) \]

This umbral form can be exploited, e.g., to derive the integral

\[ \int_{-\infty}^{\infty} V \hat{f}_\mu(x, y, z) \, dz = 2\sqrt{\pi} \hat{g}^{-\frac{1}{2}} \Psi_0 = 2\sqrt{\pi} \frac{\Gamma(\mu - 1)}{\Gamma(\frac{1}{2})} H_{-(\mu-1)}(x, -y) \quad (3.2.13) \]

as also checked by a direct integration of eq. (3.2.11), namely

\[ \int_{-\infty}^{\infty} V \hat{f}_\mu(x, y, z) \, dz = \int_0^\infty t^{\mu-1} e^{-xt-yt^2} \left( \int_{-\infty}^{\infty} J_0(zt) \, dz \right) \, dt = \]

\[ = 2 \int_0^\infty t^{\mu-2} e^{-xt-yt^2} \, dt. \quad (3.2.14) \]

The methods we have envisaged are, accordingly to the previous examples, eligible for an applicative tool in a wide range of applications, e.g. to treat the Free Electron Laser high gain equation [SL3]. To further stress this point of view, we consider the generalization of the functions by noting that the formalism offers noticeable degrees of freedom yielding a significant amount of new directions along it can be developed and applied.

### 3.3 Chebyshev, Lacunary Legendre and Legendre-type Polynomials

In this section, we go back to the integral representation method [2] which allows the framing of different special polynomials and functions, as well, in terms of multivariable Hermite polynomials [SL5] and of other polynomials
belonging to standard and generalized forms of Legendre and Legendre like type. We deal in particular with Chebyshev, Legendre, Jacobi... [53].

An example of interplay between two variable Chebyshev polynomials of the second kind (CP) \( U_n(x, y) \) [2] and Hermite polynomials is provided by the following

**Proposition 24.** Let

\[
U_n(x, y) = \frac{1}{n!} \int_0^\infty e^{-s} H_n(-s x, -s y) ds, \quad \forall x, y \in \mathbb{R}, \forall n \in \mathbb{N},
\]

the integral representation [2] of the **Chebyshev polynomials of the second kind** \( U_n(x, y) \) then, by applying eqs. (1.2.4)-(1.2.5)-(1.0.1), we can recast the explicit definition of \( U_n(x, y) \) as

\[
U_n(x, y) = (-1)^n \sum_{r=0}^{\lfloor n/2 \rfloor} \frac{(n-r)!}{(n-2r)!} \frac{x^{n-2r}(-y)^r}{r!}.
\]

**Corollary 19.** Multiplying both sides of eq. (3.3.1) by \( t^n \) and then by summing up over the index \( n \), we obtain the well known **generating function** of second kind Chebyshev polynomials, namely

\[
\sum_{n=0}^\infty t^n U_n(x, y) = \sum_{n=0}^\infty \frac{t^n}{n!} \int_0^\infty e^{-s} H_n(-s x, -s y) ds = \int_0^\infty e^{-s(1+xt+y\cdot 2)} ds = \frac{1}{1 + xt + y t^2},
\]

\( \text{Re}(1 + xt + y t^2) > 0. \) (3.3.3)

Using furthermore the generating function [SL3] (2.3.15) and employing the same procedure as before we also easily find that

\[
\sum_{n=0}^\infty \frac{t^n(n+l)!}{n!} U_{n+l}(x, y) = l! \left( \frac{x + 2 y t}{1 + x t + y t^2}, \frac{y}{1 + x t + y t^2} \right)
\]

(3.3.4)

and indeed we get from eq. (3.3.1)

\[
\sum_{n=0}^\infty \frac{t^n(n+l)!}{n!} U_{n+l}(x, y) = \int_0^\infty e^{-s(1+xt+y^2)} H_l(-(x + 2 y t)s, -s y) ds,
\]

(3.3.5)
which after redefining the integration variable as \( s (1 + x t + y t^2) = \sigma \) and using again \((3.3.1)\), yields the result reported in eq. \((3.3.3)\).

It is evident that the procedure we have outlined can easily be extended to generalized forms of Chebyshev polynomials \( U_n^{(m)}(x, y) \) indeed, through the use of lacunary Hermite polynomials (see Appendix B.1), we can state

**Corollary 20.** We introduce the lacunary Legendre polynomials \([83, 26]\)

\[
U_n^{(m)}(x, y) = \frac{1}{n!} \int_0^\infty e^{-s} H_n^{(m)}(-s x, -s y) ds =
\]

\[
= (-1)^n \sum_{r=0}^{\lfloor \frac{n}{m} \rfloor} \frac{(-1)^{(m-1)r}(n - (m - 1)r)!}{(n - m r)! r!} x^{n-mr} y^r,
\]

\[
\sum_{n=0}^\infty t^n U_n^{(m)}(x, y) = \frac{1}{1 + x t + y t^m},
\]

\( \forall m \geq 2, \text{Re}(1 + x t + y t^m) > 0. \)

For this more general case too, the use of the properties of lacunary HP can be usefully exploited to explore those of lacunary CP. To this aim we note e.g. that

**Proposition 25.** Let, \( \forall m, l \in \mathbb{N}, t \in \mathbb{R} \),

\[
\sum_{n=0}^\infty \frac{t^n}{n!} H_{n+l}^{(m)}(x, y) = H_{l}^{(m-m-1,...,1)} \left( \left\{ \frac{p_n^{(m)}(x, y; t)}{n!} \right\}_{n=1,...,m} \right) e^{p_m(x, y; t)},
\]

\[
H_n^{(p,p-1,...,1)}(x_1,...,x_p) = n! \sum_{r=0}^{\lfloor \frac{n}{p} \rfloor} \frac{H_{n-pr}^{(p-1,p-2,...,1)}(x_1,...,x_{p-1}) x_p^r}{(n-pr)! r!},
\]

\[
p_m(x, y; t) = x t + y t^m,
\]

\[
p_m^{(n)}(x, y; t) = \partial_t^n p_m(x, y; t), \quad n \leq m
\]

(3.3.7)

the Rainville generating function \([53]\), where \( H_n^{(p,p-1,...,1)}(x_1,...,x_p) \) are p-variable complete (non lacunary) Hermite polynomials with generating function \([SL5]\)

\[
\sum_{n=0}^\infty \frac{t^n}{n!} H_n^{(p,p-1,...,1)}(x_1,...,x_p) = e^{\sum_{s=1}^p x_s t^s}.
\]
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Then,

\[
\sum_{n=0}^{\infty} \frac{(n + l)!}{n!} U_n^{(m)}(x, y) = t^n U_l^{(m, m-1, \ldots)} \left( \frac{p_m^{(1)}(x, y; t)}{1 + p_m(x, y; t)}, \frac{1}{2} \frac{p_m^{(2)}(x, y; t)}{1 + p_m(x, y; t)}, \ldots, \frac{1}{m!} \frac{p_m^{(m)}(x, y; t)}{1 + p_m(x, y; t)} \right)
\]

(3.3.9)

where the complete \(p\)-variable Chebyshev polynomials are specified, by means of the Laplace transform

\[
U_n^{(p, p-1, \ldots, 1)}(x_1, \ldots, x_p) = \frac{1}{n!} \int_0^\infty e^{-s} H_n^{(p, p-1, \ldots, 1)}(-x_1 s, \ldots, -x_p s) ds,
\]

(3.3.10)

straightforwardly yielding the generating function

\[
\sum_{n=0}^{\infty} t^n U_n^{(p, p-1, \ldots, 1)}(x_1, \ldots, x_p) = \frac{1}{1 + \sum_{s=1}^{p} x_s t^s}, \quad \text{Re} \left( 1 + \sum_{s=1}^{p} x_s t^s \right) > 0.
\]

(3.3.11)

The formalism associated with generalized Chebyshev polynomials is fairly flexible, therefore if we are interested in the successive derivatives of a rational function, we find

**Corollary 21.**

\[
\partial^n \left( \frac{1}{1 + p_2(x, y; t)} \right) = \partial^n \int_0^\infty e^{-s} e^{-s\{x+y\}^2} ds = \int_0^\infty e^{-s} H_m \left( -s p_2^{(1)}(x, y; t), -\frac{s}{2} p_2^{(2)}(x, y; t) \right) e^{-s\{x+y\}^2} ds = \sum_{n=0}^{\infty} t^n U_n^{(p_2^{(1)}(x, y; t), 1 \frac{p_2^{(2)}(x, y; t)}{2(1 + p_2(x, y; t))}} \right)
\]

(3.3.12)

which yields a kind of Rodriguez formula for Chebyshev type polynomials, as reported below

\[
(1 + p_2(x, y; t)) \partial^n \left( \frac{1}{1 + p_2(x, y; t)} \right) = m! U_m \left( \frac{p_2^{(1)}(x, y; t)}{1 + p_2(x, y; t)}, \frac{1}{2} \frac{p_2^{(2)}(x, y; t)}{1 + p_2(x, y; t)} \right).
\]

(3.3.13)
which should be confronted with an analogous expression valid for the Higher order Hermite polynomials

\[ \partial_t^m \left( e^{P_n(x,y,t)} \right) = H_m^{n,n-1,...,1} \left( \left\{ \frac{p_{n}^{(s)}(x,y,t)}{s!} \right\}_{s=1,...,p} \right) e^{P_n(x,y,t)}. \quad (3.3.14) \]

The formalism we have just discussed shows how the properties of Hermite polynomials and of its generalized forms is a powerful tool to deal with other families of polynomials. In the forthcoming section we apply the obtained results to Chebyshev polynomials family.

### 3.3.1 Umbral Methods and Chebyshev Polynomials

According to the binomial umbral formalism used in section 2.2 about HP, the definition of the two variable Chebyshev polynomials can be given as

**Proposition 26.** We recast the two variable Chebyshev polynomials in integral umbral binomial terms as

\[ U_n(x,y) = \frac{1}{n!} \int_0^\infty e^{-s} (-x\hat{s} + (-y)\hat{h})^n \theta_0 \, ds, \quad (3.3.15) \]

or in umbral form as

\[ U_n(x,y) = \frac{1}{n!} (-x\hat{f} + (-y)\hat{h})^n \beta_0, \quad (3.3.16) \]

where \( \hat{f}^r \beta_0 := \beta_r = r! \).

**Proof.** To proof eq. (3.3.15) is enough to substitute HP with binomial umbral expression (2.2.2). About eq. (3.3.16) by using eqs. (2.2.2) Newton binomial and \( \hat{f} \)-operator, we get

\[
U_n(x,y) = \frac{1}{n!} \sum_{r=0}^{n} \binom{n}{r} (-x \hat{f})^{n-r} \left( (-y)\hat{h} \right)^{\frac{r}{2}} \cos \left( \frac{r \pi}{2} \right) \beta_0 = \\
= (-1)^n \sum_{r=0}^{n-2} (n-r)! \frac{x^{n-2r}(-y)^r}{(n-2r)! r!}.
\]
Corollary 22. According to such a definition we find
\[ \partial_x U_n(x, y) = -\left(\frac{\hat{f}}{n-1}\right)(-x\hat{f} + (-y)f\hat{h})^{n-1}\beta_0. \] (3.3.17)
which yields
\[ \partial_x^m U_n(x, y) = (-1)^m \frac{\hat{f}^m}{(n-m)!}(-x\hat{f} + (-y)f\hat{h})^{n-m}\beta_0, \quad m < n, \] (3.3.18)
\[ \partial_x^n U_n(x, y) = (-1)^n n!. \]

### 3.3.2 Legendre and Legendre-like Polynomials

It is almost natural to note that the polynomials defined through the integral representation, \( \forall x, y \in \mathbb{R}, \forall n \in \mathbb{N}, \) \[ P_n(x, y) = \sum_{r=0}^{\lfloor n/2 \rfloor} \frac{1}{\sqrt{\pi}} \frac{\Gamma\left(n - r + \frac{1}{2}\right)}{(n-2r)!r!} x^{n-2r}(-y)^r \]
\[ = \frac{1}{n!\Gamma\left(\frac{1}{2}\right)} \int_0^\infty e^{-s\frac{1}{2}} H_n(-sx, -sy)ds \] (3.3.19)
are generated by
\[ \sum_{n=0}^{\infty} t^n P_n(x, y) = \frac{1}{\sqrt{1 + x t + y t^2}} \] (3.3.20)
and, upon replacing \( x \rightarrow -2x, y = 1, \) are recognized as Legendre polynomials \( \text{[138]} \).

All the results of the previous section can be naturally transposed to this family of polynomials thus finding e.g.

**Lemma 10.**
\[ \partial_t^m \frac{1}{\sqrt{1 + p_2(x, y; t)}} = m! \frac{P_1^{(2)}(x, y; t)}{2^m 1 + p_2(x, y; t)} \frac{1}{\sqrt{1 + p_2(x, y; t)}}, \quad \forall m \in \mathbb{N} \] (3.3.21)
or by its extension to the lacunary forms, namely

\[
\frac{\partial^n}{\partial t^n} \frac{1}{\sqrt{1 + p_m(x, y; t)}} = n! \left( P_n \left( \left\{ \frac{1}{s!} \frac{p_m^{(s)}(x, y; t)}{1 + p_m(x, y; t)} \right\}_{s=1,...,n} \right) \right). 
\] (3.3.22)
Chapter 4

Umbral Trigonometries

In this Chapter we develop a new point of view to introduce families of functions, which can be identified as generalization of the ordinary trigonometric or hyperbolic functions. They are defined using a procedure based on umbral methods, inspired to the Bessel Calculus of Cholewinsky and Haimo [33]. We propose further extensions of the method and of the relevant concepts as well and obtain new families of integral transform allowing the framing of the previous concepts within the context of generalized Borel tranforms.

The original parts of the Chapter, containing their adequate bibliography, are based on the following original papers.

[SL6] G. Dattoli, S. Licciardi, E. Di Palma, E. Sabia; “From circular to Bessel functions: a transition through the umbral method”, Fractal Fract, 1(1), 9, 2017.

[SL15] G. Dattoli, S. Licciardi, E. Sabia; ”Generalized Trigonometric Functions and Matrix Parameterization”; Int. J. Appl. Comput. Math, pp. 1-14, 2017.

[SL13] G. Dattoli, S. Licciardi, F. Nguyen, E. Sabia; “Evolution equations involving Matrices raised to non-integer exponents”; Modeling in Mathematics, Atlantis Transactions in Geometry, vol 2. pp. 31-41, J. Gielis, P. Ricci, I. Tavkhelidze (eds), Atlantis Press, Paris, Springer 2017.

[SL14] G. Dattoli, S. Licciardi, R.M. Pidatella; “Theory of Generalized Trigonometric functions: From Laguerre to Airy forms”; arXiv: 1702.08520, 2017, submitted for publication to Electronic Journal of Differential Equa-
\textit{...}

\* G. Dattoli, S. Licciardi, E. Sabia; ”New Trigonometries”, work in progress.

4.1 From Circular to Bessel Function

The formalism we have outlined so far suggests the existence of a thread, linking different families of special functions and polynomials. Albeit the same results can be obtained using a conventional (non-umbral) procedure, we stress that the protocol we have proposed is flexible, direct, straightforward and naturally suited for this type of problems. In addition the method offers new possibility for the introduction of auxiliary polynomials \cite{46} which are all framed, by the use of purely algebraic manipulations, in a context which can be understood as that of a generalized trigonometry.

4.1.1 The Umbral Version of the Trigonometric Functions

The first step in this direction is a redefinition of the ordinary circular functions in an umbral fashion. We indeed prove that they are a manifestation of the Gauss function if we take the freedom of writing as follows.

\begin{equation}
\text{Proposition 27. We consider the umbral operator (4.1.13) of Definition 5, for } \alpha = 2, \beta = 1, \text{ then we can recast the ordinary cosine, } \forall x \in \mathbb{R}, \text{ as }
\end{equation}

$$\cos(x) := e^{-\hat{d} x^2} \psi_0.$$  (4.1.1)

To improve the writing we indicate $\hat{d} = \hat{C}$

$$\cos(x) = e^{-\hat{C} x^2} \psi_0.$$  (4.1.2)

\textbf{Proof.} By expanding eq. \cite{41.2} we recover the Taylor series expansion of the cos-function

$$e^{-\hat{C} x^2} \psi_0 = \sum_{r=0}^{\infty} \frac{(-1)^r x^{2r}}{r!} \hat{C}^r \psi_0 = \sum_{r=0}^{\infty} \frac{(-1)^r x^{2r}}{(2r)!}.$$  (4.1.3)
It is easy to check the consistency of the definition (4.1.2) with the elementary properties of the trigonometric functions, by keeping indeed the derivative with respect to $x$, we find

\[
\frac{\partial}{\partial x} e^{-\hat{C}x^2} \psi_0 = -2x\hat{C} e^{-\hat{C}x^2} \psi_0 = -2x\sum_{r=0}^{\infty} (-1)^r \frac{(r+1)!}{(2r+2)!} \frac{x^{2r}}{r!} = 0
\]

\[
\frac{\partial}{\partial x} e^{-\hat{C}x^2} \psi_0 = - \sum_{r=0}^{\infty} (-1)^r \frac{x^{2r+1}}{(2r+1)!} = -\sin(x).
\]

Corollary 23.

It is interesting to recover the cyclical law of the successive derivatives of the circular functions by using the present formalism. To this aim, we remind the identity (1.2.6)

\[
\frac{\partial}{\partial x} e^{-ax^2} = H_n(-2ax, -a)e^{-ax^2} = (-1)^n H_n(2ax, -a)e^{-ax^2}
\]

and, by keeping successive derivatives of both sides of eq. (4.1.2), we find

Corollary 24.

\[
\frac{\partial^n}{\partial x^n} e^{-\hat{C}x^2} \psi_0 = (-1)^n H_n(2\hat{C}x, -\hat{C}) e^{-\hat{C}x^2} \psi_0 = (-1)^n H_n(2\hat{C}x, -\hat{C}) e^{-\hat{C}x^2} \psi_0
\]

\[
= (-1)^n n! \sum_{r=0}^{\infty} (-1)^r \frac{(2x)^{n-2r}}{(n-2r)!r!} \cos(x; n-r) = (-1)^n n! \sum_{r=0}^{\infty} (-1)^r \frac{x^{n-r-1}}{(n-2-r)!r!} \frac{j_{n-r-1}(x)}{(2x)^r}
\]

\[
= \cos \left( x + \frac{n \pi}{2} \right)
\]

Within the present context, cos and sin functions are the 0-th and 1-st order cases of a more general class of functions, defined as

Definition 19. We define the class of function $\forall x \in \mathbb{R} \forall n \in \mathbb{N}$

\[
\cos(x; n) := \hat{C}^n e^{-\hat{C}x^2} \psi_0 = \sum_{r=0}^{\infty} \frac{(-1)^r}{r! \left[ 2(n+r)! \right]} \frac{(n+r)!}{(n+r)!} x^{2r}.
\]

They can be identified with the spherical Bessel functions [85] according to the identity

\[
\cos(x; n+1) := \frac{j_n(x)}{2^{n+1} x^n}.
\]
This last result is an interesting yet unexpected outcome of our formalism, indicating how the umbral procedure, we have developed, offers a natural way of connecting \textit{circular and Bessel type functions}, through the use of the exponential function.

\textbf{Observation 6.} \textit{The differential equation satisfied by the functions (4.1.6) can be derived from those of circular Bessel }\textsuperscript{[1]}\textit{ according to the identities}

\begin{align}
Z_n(x) &= \cos(x; n), \\
j_{n-1}(x) &= 2^n x^{n-1} Z_n(x), \\
x Z''_n(x) + 2n Z'_n(x) + x Z_n(x) &= 0.
\end{align}

(4.1.8)

Regarding the integrals of functions (4.1.6), we find

\textbf{Corollary 25.} \textit{By the use of GWI (1.2.2) we obtain}

\begin{align}
\int_{-\infty}^{+\infty} \cos(x; n) \, dx &= \int_{-\infty}^{+\infty} \left[ \tilde{c}^n e^{-\tilde{c} x^2} \psi_0 \right] \, dx = \tilde{c}^n \int_{-\infty}^{+\infty} e^{-\tilde{c} x^2} \, dx \psi_0 = \\
&= \sqrt{\frac{\pi}{\hat{C}}} \hat{C}^n \psi_0 = \sqrt{\frac{\pi}{\hat{C}}} \hat{C}^{n-\frac{1}{2}} \psi_0 = \sqrt{\pi} \frac{\Gamma \left( \frac{n + 1}{2} \right)}{\Gamma(2n)}.
\end{align}

(4.1.9)

Further insight into the "genesis" of the trigonometric functions can be obtained by applying again the Gauss transform method (1.2.2) as follows.

\textbf{Definition 20.} \textit{\forall x \in \mathbb{R} we define the function}

\begin{align}
c_0^{\left( \frac{1}{2} \right)}(x) &= e^{-\tilde{c} \frac{1}{2} x} \psi_0 = \sum_{r=0}^{\infty} \frac{(-x)^r}{r!} \hat{C}^r \psi_0 = \\
&= \sum_{r=0}^{\infty} \frac{\Gamma \left( \frac{r + 1}{2} \right)}{(r!)^2} (-x)^r.
\end{align}

(4.1.10)

\textit{a Bessel trigonometric function}.

Then

\textbf{Proposition 28.} \textit{\forall x \in \mathbb{R}}

\begin{align}
e^{-\hat{c} x^2} \psi_0 &= \frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-\xi^2} \left[ e^{-2i\hat{c} \frac{1}{2} x \xi} \psi_0 \right] d\xi = \\
&= \frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-\xi^2} c_0^{\left( \frac{1}{2} \right)}(2ix \xi) d\xi.
\end{align}

(4.1.11)
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We note that keeping the successive derivatives of the function defined in
eq. [4.1.10] we find

**Proposition 29.** \( \forall p \in \mathbb{N} \)

\[
\partial_x^p c_{0,0}^{(\frac{1}{2})}(x) = \partial_x^p e^{-\frac{1}{2}x}\psi_0 = (-1)^p \left[ \hat{C}_{\frac{1}{2}}^p e^{-\frac{1}{2}x}\psi_0 \right] =
\]

\[
= (-1)^p \sum_{r=0}^{\infty} \frac{\Gamma \left( \frac{r+p+1}{2} \right)}{r!(r+p)!} (-x)^r,
\]

which can be associated with the special function

\[
c_{\mu,\alpha}^{(\nu)}(x) = \sum_{r=0}^{\infty} \frac{\Gamma (\nu r + \alpha + 1)}{r! \Gamma (r + \mu + 1)} (-x)^r
\]

and therefore

\[
\partial_x^p c_{0,0}^{(\frac{1}{2})}(x) = (-1)^p c_{\mu,\frac{1}{2}}^{(\nu)}(x).
\]

**Osservazione 7.** The origin of the functions [4.1.13] can easily be traced
back to the Tricomi-Bessel functions [1.1.2] \( C_{\beta}(x) = \sum_{r=0}^{\infty} \frac{(-x)^r}{r! \Gamma (r + \beta + 1)} \)
and are recognized to be associated with an extension of the Borel transform
of the functions [4.1.15] (see section [1.1.1], namely [46]

\[
c_{\mu,\alpha}^{(\nu)}(x) = \int_0^{\infty} e^{-s^a} C_{\mu}(s^a x) ds.
\]

We derive, as straightforward exercise, the associated infinite integrals,
by considering two paradigmatic examples.

The first is rather artificial and concerns the evaluation of the following
integral

**Example 42.**

\[
\int_{-\infty}^{\infty} e^{-a x^2} c_{\mu,\alpha}^{(\nu)}(bx) dx = \int_{-\infty}^{\infty} \left[ e^{-a x^2 - \hat{\chi}_{\mu,\alpha}^{(\nu)} b x} \zeta_0 \right] dx =
\]

\[
= \sqrt{\frac{\pi}{a}} \frac{\hat{\chi}_{\mu,\alpha}^{(\nu)}}{\Gamma(\nu r + \alpha + 1)} \zeta_0,
\]

\[
(\hat{\chi}_{\mu,\alpha}^{(\nu)})^r \zeta_0 = \frac{\Gamma(\nu r + \alpha + 1)}{\Gamma(r + \mu + 1)}.
\]

Accordingly, we eventually get
\[
\int_{-\infty}^{\infty} e^{-ax^2} c^{(\nu)}_{\mu,\alpha}(bx) \, dx = \sqrt{\frac{\pi}{a}} \sum_{r=0}^{\infty} \frac{b^{2r}}{(4a)^r} \frac{\Gamma(2r \nu + \alpha + 1)}{\Gamma(2r + \mu + 1)}.
\]

(4.1.17)

A further and more familiar example, naïve consequence of this procedure, is the evaluation of the Fresnel integral \[C(x) = \int_x^{+\infty} \cos (\xi^2) \, d\xi, \quad \forall x \in \mathbb{R},\]

(4.1.18)

for \(x = 0\). The use of the identities \[4.1.2\] yields

Example 43. By applying a variable change,

\[
C(0) = \int_0^{+\infty} \left[ e^{-C^4} \psi_0 \right] \, dx = \left( \frac{1}{4} \int_0^{\infty} e^{-y^2} e^{\frac{1}{4} \int_0^y \psi_0} \, dy \right) C^{-\frac{1}{2}} \psi_0 =
\]

\[
= \frac{1}{4} \frac{\Gamma\left(\frac{1}{4}\right)}{\Gamma\left(\frac{3}{4}\right)} \, \frac{1}{2} \sqrt{\frac{\pi}{2}},
\]

(4.1.19)

The previous results have emerged in quite a natural fashion from our formalism. Other means, of more conventional nature, can be applied, albeit with more computational effort.

4.1.2 Laguerre Polynomials and Trigonometric Function

In this section we provide a link between trigonometric-like functions and Laguerre polynomials. Before proceeding in this direction we need the definition of further auxiliary tools. The strategy we follow is that of introducing an appropriate family of polynomials providing a bridge between Laguerre and trigonometric functions. To this aim, we replace in eq. \[2.6.2\] \(\hat{c}\) with \(\hat{C}\), thus defining a new family of polynomials suited for our purposes.

Definition 21. \(\forall x, y \in \mathbb{R}, \forall n \in \mathbb{N}\), we introduce \(\lambda_n(x, y)\) polynomials as

\[
\lambda_n(x, y) := \left[ (y - \hat{C} x)^n \psi_0 \right] = \sum_{s=0}^{n} \binom{n}{s} (-1)^s y^{n-s} x^s \hat{C}^s \psi_0 =
\]

\[
= \sum_{s=0}^{n} \frac{(-1)^s s!}{(2s)!} \binom{n}{s} y^{n-s} x^s = n! \sum_{s=0}^{n} \frac{(-1)^s}{(2s)!(n-s)!} y^{n-s} x^s.
\]

(4.1.20)

They are umbrally equivalent to \(L_n(x, y)\).
A straightforward application of our procedure yields

**Proposition 30.** The $\lambda_n(x, y)$ generating functions, $\forall t \in \mathbb{R} : |t| < \frac{1}{y}$,

$$
\sum_{n=0}^{\infty} t^n \lambda_n(x, y) = \sum_{n=0}^{\infty} t^n \left[(y - \hat{C} x)^n \psi_0\right] = \frac{1}{(1 - yt)} \frac{1}{1 + \frac{\hat{C} x t}{1 - yt}} \psi_0 =
$$

$$
= \frac{1}{1 - yt} \left[ \sum_{r=0}^{\infty} \left(-\frac{\hat{C} x t}{1 - yt}\right)^r \psi_0 \right] = \frac{1}{1 - yt} e_0 \left(\frac{x t}{1 - yt}\right),
$$

$$
e_0(x) = \sum_{r=0}^{\infty} (-1)^r \frac{r!}{(2r)!} x^r
$$

(4.1.21)

and \( \forall t \in \mathbb{R} \)

$$
\sum_{n=0}^{\infty} \frac{t^n}{n!} \lambda_n(x, y) = e^{yt} \left[e^{-x \hat{C} t} \psi_0\right] = e^{yt} \cos(\sqrt{xt}).
$$

(4.1.22)

Furthermore, the $\lambda_n$ polynomials (4.1.20) are easily shown to satisfy the recurrences [SL6]

**Properties 14.**

$$
\partial_y \lambda_n(x, y) = n \lambda_{n-1}(x, y),
\hat{\Delta} \lambda_n(x, y) = n \lambda_{n-1}(x, y),
\hat{\Delta} = -4x^2 \partial_x x^2 \partial_x = -2 (1 + 2x \partial_x) \partial_x
$$

(4.1.23)

which, once combined, yield the differential equation

$$
\begin{cases}
\partial_y \lambda_n(x, y) = \hat{\Delta} \lambda_n(x, y) \\
\lambda_n(x, 0) = (-1)^n \frac{n!}{(2n)!} x^n.
\end{cases}
$$

(4.1.24)

It, accordingly, allows the following operational definition

$$
\lambda_n(x, y) = e^{y \hat{\Delta}} \lambda_n(x, 0),
$$

(4.1.25)

which can be further handled to get

$$
e^{y \hat{\Delta}} e_0(x) = \frac{1}{1 - y} e_0 \left(\frac{x}{1 - y}\right).
$$

(4.1.26)

*The generating function (4.1.22) indicates that the $\lambda_n(x, y)$ belong to the family of Appél polynomials in the $y$ variable [4], this is a characteristic shared with the $L_n(x, y)$. 
Eqs. (4.1.21) - (4.1.26) are closely similar to analogous identities satisfied by the Laguerre polynomials $[2, 111]$. In particular eq. (4.1.24) is a kind of heat equation involving the differential operator $\hat{\Delta}$. To complete the analogy with Laguerre polynomials family $[2.6.7]$ we introduce the associated $\lambda$-polynomials specified by

**Definition 22.** We define the associated $\lambda$-polynomials as

$$\lambda_n^{(\nu)}(x, y) := \hat{C}^\nu (y - \hat{C} x)^n \psi_0 =$$

$$= \sum_{s=0}^{n} (-1)^s \binom{n}{s} y^{n-s} x^s \hat{C}^{\nu+s} \psi_0 =$$

$$n! \sum_{s=0}^{n} (-1)^s \frac{\Gamma(\nu + s + 1)}{s! (n-s)! \Gamma(2(\nu + s) + 1)} y^{n-s} x^s.$$  \hspace{1cm} (4.1.27)

**Corollary 26.** The relevant generating function, by applying eq. (4.1.6), writes

$$\sum_{n=0}^{\infty} \frac{t^n}{n!} \lambda_n^{(\nu)}(x, y) = e^{yt} \cos \left( \sqrt{x t} ; \nu \right).$$  \hspace{1cm} (4.1.28)

Before proceeding further we note that the $\lambda$-polynomials are linked to other family of polynomials playing an important role in analysis

**Observation 8.** The polynomials

$$h_n(x) = \sum_{k=0}^{n} \binom{n + k}{n - k} (-x)^k, \quad \forall x \in \mathbb{R}, \forall n \in \mathbb{N},$$  \hspace{1cm} (4.1.29)

are orthogonal polynomials with weight function

$$\rho(x) = \frac{1}{2 \pi} \sqrt{\frac{4 - x}{x}},$$  \hspace{1cm} (4.1.30)

and are involved other in the theory of **Catalan numbers** and of the solution of the Hausdorff moment problem $[33]$.

The $h_n(x)$ can be readily written in terms of the integral transform of polynomials $\lambda_n(x, y)$ according to the identity

$$h_n(x) = \frac{1}{n!} \int_{0}^{\infty} e^{-\xi} \xi^n \lambda_n(x, 1) d\xi.$$  \hspace{1cm} (4.1.31)
Before concluding this section, we introduce the following \( \lambda \) based Bessel functions, defined by the generating function

\[
\sum_{n=-\infty}^{+\infty} t^n \lambda J_n(x, y) = e^{(y-\hat{C} x)(t-\frac{1}{l})} \psi_0 = e^{\frac{y}{2} (t-\frac{1}{l})} \cos \left( \sqrt{\frac{x}{2} \left( t - \frac{1}{l} \right)} \right),
\]

(4.1.32)

which are characterized by the Anger type identity [2]

\[
\sum_{n=-\infty}^{+\infty} e^{in\theta} (\lambda J_n(x, y)) = e^{iy\sin(\theta)} \cos \left( \sqrt{ix \sin(\theta)} \right),
\]

(4.1.33)

which can be exploited in problems involving non linear oscillations, ruled by differential equations of the type

\[
Z Z'' + Z'^2 + \frac{Z}{2} = 0.
\]

(4.1.34)

Osservazione 9. By keeping \( y = 0 \), we find \( \lambda J_n(x, 0) \), which can be cast in the following series form

\[
\lambda J_n(x, 0) = \sum_{r=0}^{+\infty} \frac{(-1)^{3r+n}(2r + n)!}{r!(r + n)![2(2r + n)]} \left( \frac{x}{2} \right)^{2r+n}.
\]

(4.1.35)

In the case of \( n = 0 \), abusing our umbral notation and by recalling the rule of the Gaussian successive derivatives, write

\[
\partial^n_x \lambda J_0(x, 0) = (-1)^n H_n \left( \hat{c} \hat{C}^2 \frac{x}{2}, -\frac{\hat{c} \hat{C}^2}{4} \right) e^{-\hat{c}(-\hat{C} x)^2} \psi_0 \varphi_0.
\]

(4.1.36)

The Bessel and circular umbral operators (\( \hat{c} \) and \( \hat{C} \)) act on the "vacua" (\( \psi_0 - \varphi_0 \)).

The last examples, regarding artificial construction of Bessel type functions, have been aimed at further stressing that, even though complicated in their explicit representation in terms of series, the operational method greatly simplifies the study of the relevant properties.

4.2 From Laguerre to Airy Forms

The cylindrical Bessel are generalizations of the trigonometric functions, while the associated modified forms are an extension of the relevant hyperbolic counterparts [2]. Such an academic identification is non-particularly
deep and might be useful for pedagogical reasons or as a guiding element to study their properties as e.g. those relevant to the asymptotic forms. We must however underline that Bessel and trigonometric/hyperbolic functions share some resemblances only, but they do not display any full correspondence. The search for functions which are "true" generalizations of the trigonometric (t-) or hyperbolic (h-) forms is however recurrent in the mathematical literature. The attempts in this direction can be ascribed to different strategies, roughly speaking the geometrical [72] and the analytical [68] point of views. The first is based on definitions extending to higher powers the Pythagorean identity of ordinary trigonometric functions, such a program identifies new trigonometries, with their own geometrical interpretation on elliptic curves and with different numbers playing the role of $\pi$ [72]. The second invokes the analogy with series expansions, differential equations and the theory of special functions. The generalized $t$-$h$ functions, defined within these two contexts, are different. In particular those belonging to the geometric strategy can be recognized as elliptic functions, including Jacobi and Weierstrass forms.

In this section we develop a systematic procedure within the framework of the analytical point of view.

We look for "true" generalizations, in the sense that the functions we define allow a one to one mapping onto the properties of the elementary $t$-$h$ functions, like addition or duplication theorems. To this aim we exploit the methods provided so far about the understanding of Bessel functions as umbral manifestation of Gauss or of exponential functions [SL5]. These conceptual tools, as well as the ideas developed by Cholewinsky and Reneke in ref. [34], provide the elements underlying the formalism of this section, aimed at exploring in depth the identification of trigonometric functions associated with Bessel functions, by getting the proper algebraic environment to establish the relevant properties.

Our starting point is the particular following partial differential equation in which we use the results discussed in Chapter 2.

**Example 44.** We consider, $\forall x, y \in \mathbb{R}$, the initial conditions problem

$$\begin{cases}
  i\partial_x F(x, y) = i\partial_y F(x, y) \\
  F(x, 0) = x^n \\
  F(0, y) = y^n,
\end{cases} \quad (4.2.1)$$
where \( \partial_{\xi} \) is the \( l \)-derivative \(^{(2.5.8)}\).

It is easily checked that the solution of eq. \(^{(4.2.1)}\), when \( x, y > 0 \), can be cast in the form \([55]\):

\[
\Lambda_n(x, y) = \sum_{r=0}^{n} \binom{n}{r}^2 x^{n-r} y^r, \tag{4.2.2}
\]

where \( \Lambda_n(x, y) \) is an example of hybrid polynomial, introduced in ref. \([55]\).

For reasons which will be clear in the following, we introduce the following notation, borrowed from ref. \([68]\).

**Definition 23.** We define the composition rule \( \forall x, y \in \mathbb{R}, \forall n \in \mathbb{N} \)

\[
\Lambda_n(x, y) = \sum_{r=0}^{n} \binom{n}{r}^2 x^{n-r} y^r := (x \oplus_l y)^n \tag{4.2.3}
\]

the **Laguerre binomial sum** (lbs).

It is evident that such a notion is an extension of the Newton Bynomial, which can be generated by the action of the shifting exponential operator on an ordinary monomial, namely

\[
e^{y \partial_x} x^n = \sum_{r=0}^{\infty} \frac{y^r}{r!} \partial_x^r x^n = \sum_{r=0}^{n} \frac{y^r}{r!} \frac{n!}{(n-r)!} x^{n-r} = (x + y)^n. \tag{4.2.4}
\]

**Corollary 27.** An analogous rule for the generation of lbs can be achieved by replacing the exponential function with the \( l \)-exponential \(^{(2.7.2)}\)

\[
e^{l\partial_x} \lambda x^n = \sum_{r=0}^{\infty} \frac{\lambda^r}{(r!)^2} \partial_x^r x^n = \sum_{r=0}^{n} \frac{\lambda^r}{(r!)^2} \frac{(n!)^2}{[(n-r)!]^2} x^{n-r} = (x \oplus_l y)^n. \tag{4.2.5}
\]

According to the previous identities we can also state that

\[
\frac{\partial}{\partial_x} x^n = \sum_{r=0}^{\infty} \frac{y^r}{r!} \partial_x^r x^n = \sum_{r=0}^{n} \frac{y^r}{r!} \frac{(n!)^2}{[(n-r)!]^2} x^{n-r} = \sum_{r=0}^{n} \binom{n}{r}^2 x^{n-r} y^r = (x \oplus_l y)^n.
\]
Properties 15.

\[ le(y \partial_x) le(x) = le(y) le(x), \]  \[ le(y \partial_x) le(x) = le(x \oplus_l y). \]  \(4.2.6\)

The above identities allow the derivation of the following "semi-group" property of the \(l\)-exponential

\[ le(y) le(x) = le(x \oplus_l y). \]  \(4.2.7\)

Definition 24. In full analogy with the ordinary Euler formulae we introduce the \(l\)-trigonometric (\(l\)-t) functions through the identity

\[ le(ix) = lc(x) + is(x), \]  \(4.2.8\)

where \(l\)-t cosine and sine functions are specified by the series\(\dagger\)

\[ lc(x) = \sum_{r=0}^{\infty} \frac{(-1)^r x^{2r}}{(2r)!^2}, \]
\[ ls(x) = \sum_{r=0}^{\infty} \frac{(-1)^r x^{2r+1}}{(2r+1)!^2}. \]  \(4.2.9\)

Fig. 4.1 provides the plot of \(ls(x)\) vs \(lc(x)\) in a Lissajous-like diagram.

It is easily checked that [SL14]

Properties 16. \(\forall \alpha \in \mathbb{R}, l\)-t cosine and sine satisfy the identities

\[ l \partial_x [lc(\alpha x)] = -\alpha ls(\alpha x), \]
\[ l \partial_x [ls(\alpha x)] = \alpha lc(\alpha x) \]  \(4.2.10\)

and therefore the "harmonic" equation

\[ (l \partial_x)^2 [lc(\alpha x)] = -\alpha^2 lc(\alpha x), \]
\[ (l \partial_x)^2 [ls(\alpha x)] = -\alpha^2 ls(\alpha x). \]  \(4.2.11\)

It is worth noting that

\(\dagger\) The \(l\)-h functions are defined by the corresponding series expansion

\[ lh(x) = \sum_{r=0}^{\infty} \frac{x^{2r}}{(2r)!^2}, \]
\[ lh(x) = \sum_{r=0}^{\infty} \frac{x^{2r+1}}{(2r+1)!^2}. \]
Figure 4.1: Fish-like Lissajous diagram of $l$-t functions, $\iota s(x)$ vs $\iota c(x)$.

**Proposition 31.** Laguerre and ordinary trigonometric functions are linked by the Borel type transforms (4.1.18) \[SL14\]

\[
\int_{0}^{\infty} e^{-t \iota c(xt)} dt = \cos(x), \\
\int_{0}^{\infty} e^{-t \iota s(xt)} dt = \sin(x).
\]  

(4.2.12)

The use of the dilatation operator identity (4.1.16)-(4.1.19) yields the following identifications

\[
\iota c(x) = (\Gamma(x \partial_x + 1))^{-1} \cos(x), \\
\iota s(x) = (\Gamma(x \partial_x + 1))^{-1} \sin(x).
\]  

(4.2.13)

We note that

\[
\iota e(i \, x) = \iota c(x) + i \iota s(x) = (\Gamma(x \partial_x + 1))^{-1} e^{ix}.
\]  

(4.2.14)

The use of the properties (4.2.7) allows the derivation of the following addition theorems for the functions in eqs. (4.2.9).

**Proposition 32.** $\forall x, y \in \mathbb{R}$, the composition rules of $l$-t cosine and sine are stated as

\[
\iota c(x \oplus_l y) = \iota c(x) \iota c(y) - \iota s(x) \iota s(y), \\
\iota s(x \oplus_l y) = \iota c(x) \iota s(y) + \iota s(x) \iota c(y).
\]  

(4.2.15)
Proof. The proof of the second identity is given by noting that

\[ l e(i x) e(i y) = [l c(x) + i l s(x)] [l c(y) + i l s(y)] = \\
= [l c(x) l c(y) - i s(x) i s(y)] + i [l c(x) i s(y) + i s(x) l c(y)] \] (4.2.16)

and since

\[ l e(i x) e(i y) = l e(i (x o_l y)) = l c(x o_l y) + i l s(x o_l y), \] (4.2.17)

we can equate real and imaginary parts to infer the identities (4.2.15).

The first equation is analogous. \( \square \)

It is evident that, according to the procedure we have proposed, the properties of ordinary trigonometric functions are extended to their l-counterparts, provided that the ordinary sum is replaced by the composition rule specified in eq. (4.2.3).

Proposition 33. The formalism allows the derivation of the corresponding duplication formulae, which can be stated by defining the following product rule

\[(x o_l x)^n = \frac{(2n)!}{(n!)^2} x^n := (2 \otimes_l x)^n, \] (4.2.18)

which, along with eq. (4.2.15), yields

\[ l c(2 \otimes_l x) = (l c(x))^2 - (i s(x))^2, \]
\[ i s(2 \otimes_l x) = 2 l c(x)i s(x). \] (4.2.19)

Furthermore the sum can be iterated as

\[(x o_l (x o_l x))^n = (3 \otimes_l x)^n, \]
\[(x o_l (\ldots o_l (x o_l x)))^k = (n \otimes_l x)^k \] (4.2.20)

and, accordingly, we can state the following extension of the De Moivre formulae

\[ [l c(x) + i l s(x)]^n = l c(n \otimes_l x) + i l s(n \otimes_l x). \] (4.2.21)

It is worth stressing some of the properties of the composition rule (4.2.3).
Properties 17.

a) \((x \oplus_I y)^n = (y \oplus_I x)^n\),
b) \((1 \oplus_I 1)^n = \left(\frac{(2n)!}{n!^2}\right)^n\),
c) \((1 \oplus_I (-1))^n = \left(\frac{i^n n! (1 + (-1)^n)}{((\frac{n}{2})!)^2}\right)^n = \begin{cases} 0, & n = 2k + 1, \ k \in \mathbb{N}, \\ \frac{i^n n!}{((\frac{n}{2})!)^2}, & n = 2k, \ k \in \mathbb{N}, \\ \frac{(-1)^n n!}{((\frac{n}{2})!)^2}, & n = 2k, \ k \in \mathbb{N}. \end{cases}\) (4.2.22)
d) \((i \oplus_I (-i))^n = \left(\frac{(-1)^n n! (1 + (-1)^n)}{((\frac{n}{2})!)^2}\right)^n = \begin{cases} 1, & n = 2k + 1, k \in \mathbb{N}, \\ \frac{(-1)^n n!}{((\frac{n}{2})!)^2}, & n = 2k, k \in \mathbb{N}. \end{cases}\) (4.2.24)

It is furthermore worth noting that
e) \(ie(x) = \lim_{n \to \infty} \left(1 \oplus_I \left(\frac{x}{n^2}\right)\right)^n\), \hspace{1cm} (4.2.23)

which provides the quantity

\[ ie := ie(1) = \left(1 \oplus_I \left(\frac{1}{n^2}\right)\right)^n = 2.27958530236067\ldots \] \hspace{1cm} (4.2.24)

which is a kind of Laguerre-Napier number \(ie\), presumably transcendent.

Osservation 10. The previous identities, albeit trivial, are important to appreciate the structural differences with respect to their ordinary counterparts, for example eq. (4.2.22) implies that

\[ ie(ix)ie(-ix) \neq 1 \] \hspace{1cm} (4.2.25)

and therefore that

\[ [ie(x)]^2 + [is(x)]^2 \neq 1. \] \hspace{1cm} (4.2.26)

Osservation 11. We observe that correspondent results can be obtained by starting from different special functions. If we consider e.g. the Mittag-Leffler function \((1.3.1)\) for \(\beta = 1\), \(E_{\alpha,1} = \sum_{r=0}^{\infty} \frac{x^r}{\Gamma(\alpha r + 1)},\) we notice that

\[ E_{\alpha,1}(x + y) \neq E_{\alpha,1}(x) E_{\alpha,1}(y) \] \hspace{1cm} (4.2.27)
and therefore, to realize the semigroup properties, we extend the Newton binomial as

\[
(x \oplus_{ml_a} y)^n := \sum_{r=0}^{n} \binom{n}{r}_a x^{n-r} y^r,
\]

\[
\binom{n}{r}_a := \frac{\Gamma(\alpha n + 1)}{\Gamma(\alpha (n - r) + 1) \Gamma(\alpha r + 1)}.
\]

which allows the conclusion

\[
E_{\alpha,1}(x \oplus_{ml_a} y) = E_{\alpha,1}(x) E_{\alpha,1}(y).
\]

(4.2.29)

The associated sin and cos-like functions defined by

\[
C_{\alpha,1}(x) = \frac{E_{\alpha,1}(ix) + E_{\alpha,1}(-ix)}{2},
\]

\[
S_{\alpha,1}(x) = \frac{E_{\alpha,1}(ix) - E_{\alpha,1}(-ix)}{2i}.
\]

(4.2.30)

also implying that

\[
E_{\alpha,1}(ix) = C_{\alpha,1}(x) + i S_{\alpha,1}(x)
\]

(4.2.31)

and they are characterized by the addition formulae

\[
C_{\alpha,1}(x \oplus_{ml_a} y) = C_{\alpha,1}(x) C_{\alpha,1}(y) - S_{\alpha,1}(x) S_{\alpha,1}(y),
\]

\[
S_{\alpha,1}(x \oplus_{ml_a} y) = S_{\alpha,1}(x) C_{\alpha,1}(y) + C_{\alpha,1}(x) S_{\alpha,1}(y),
\]

(4.2.32)

resembling those of their circular counterpart. It is furthermore worth noting that, as we noted yet in Lemma 5 if \( \alpha = n \in \mathbb{N} \), the ML function satisfies the eigenvalue equation

\[
n^n \left( x^{n-1} \frac{d}{dx} \right)^n E_{n,1}(\lambda x) = \lambda E_{n,1}(\lambda x).
\]

(4.2.33)

It is therefore evident that by introducing the ML derivative operator

\[
m_l \hat{D}_x = n^n \left( x^{1-\frac{1}{n}} \frac{d}{dx} \right)^n,
\]

(4.2.34)

we find
\[ E_{n,1} \left( y \, ml \, \hat{D}_x \right) E_{n,1}(x) = E_{n,1} \left( x \oplus_{ml} y \right). \quad (4.2.35) \]

Accordingly, the operator \( E_{n,1} \left( y \, ml \, \hat{D}_x \right) \) is a shift operator in the sense that it provides a shift of the argument of the ML function according to the composition rule established in eq. [4.2.28].

In the forthcoming sections we will go deeper into the theory of these families of functions and we will be able to better appreciate the similitudes and the differences with the ordinary forms.

4.2.1 Generalized Trigonometric Functions, Ordinary and Higher Order Bessel Functions

The Bessel functions are characterized by a continuous variable and by a real or complex index. A fairly natural extension of the function defined by eqs. [4.2.9] is therefore provided by the \( l-t \) functions, associated with the \( \alpha \)-order Bessel like function (2.7.11), for \( m = 1 \), then

**Corollary 28.** We get the function

\[ le_\alpha(\eta) = \sum_{r=0}^{\infty} \frac{\eta^r}{r! \Gamma(r + \alpha + 1)}, \quad (4.2.36) \]

which is an eigenfunction of the operator \([SL14]\)

\[ (\alpha,l) \partial_x = \partial_x x \partial_x + \alpha \partial_x = x^{-\alpha} \partial_x x^{\alpha+1} \partial_x. \quad (4.2.37) \]

We can now proceed as in the previous section, by noting that the polynomials

\[ A_n(x, y; \alpha) := \sum_{r=0}^{n} \binom{n}{r} \frac{\Gamma(n + \alpha + 1)}{\Gamma(n - r + \alpha + 1) \Gamma(r + \alpha + 1)} x^{n-r} y^r = \]

\[ = (x \oplus_{(\alpha,l)} y)^n \]

are solutions of the equation

\[ (\alpha,l) \partial_x l_n(x, y; \alpha) = (\alpha,l) \partial_y l_n(x, y; \alpha). \quad (4.2.39) \]

We further define the composition rule

\[ le_\alpha(y_{(\alpha,l)} \partial_x) x^n = (x \oplus_{(\alpha,l)} y)^n \]

\[ = (x \oplus_{(\alpha,l)} y)^n \quad (4.2.40) \]
and prove that
\[
\iota e_{\alpha}(y)_{\partial} \iota e_{\alpha}(x) = \iota e_{\alpha}(x \oplus (\alpha, y)),
\]
(4.2.41)
\[
\iota e_{\alpha}(y) \iota e_{\alpha}(x) = \iota e_{\alpha}(x \oplus (\alpha, y)).
\]

Finally, by a slight extension of the discussion of the introductory section, we define the \(l\)-\(l\) functions of \(\alpha\)-order as
\[
\begin{align*}
(l_{\alpha})^c(x) &= \sum_{r=0}^{\infty} \frac{(-1)^2 x^{2r}}{(2r)!} \Gamma(\alpha + 2r + 1), \\
(l_{\alpha})^s(x) &= \sum_{r=0}^{\infty} \frac{(-1)^{r+1} x^{2r+1}}{(2r+1)!} \Gamma(\alpha + 2r + 2),
\end{align*}
\]
which are shown to satisfy the addition theorems (4.2.15) for the composition rule (4.2.40).

**Corollary 29.** The procedure can be further extended by the use of Humbert Bessel like functions, which are defined by the series
\[
\begin{align*}
(l_{\alpha,\beta})(\eta) &= \sum_{r=0}^{\infty} \eta^r \\
&= \sum_{r=0}^{\infty} \frac{\eta^r}{r! \Gamma(r + \alpha + 1) \Gamma(r + \beta + 1)}. \\
(\alpha,\beta,l)\partial \eta &= \partial \eta \eta \partial \eta + (\alpha + \beta) \iota \partial \eta + \alpha \beta \partial \eta,
\end{align*}
\]
whose \(r\)-order derivative is
\[
(l_{\alpha,\beta})\partial \eta^r x^n = \frac{n!(n + \alpha)!(n + \beta)!}{(n-r)!(n-r+\alpha)!(n-r+\beta)!} x^{n-r}.
\]

By following the same procedure as before, we introduce the composition rule
\[
\begin{align*}
(x \oplus (\alpha, \beta, l) y)^n &= \\
&= \sum_{r=0}^{n} \binom{n}{r} \frac{(n + \alpha + 1) \Gamma(n + \beta + 1) x^{n-r} y^r}{\Gamma(n - r + \alpha + 1) \Gamma(r + \alpha + 1) \Gamma(n - r + \beta + 1) \Gamma(r + \beta + 1)}. 
\end{align*}
\]
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so that the associated \( l-t \) functions, defined as,

\[
(a, \beta, l)c(x) = \sum_{r=0}^{\infty} \frac{(-1)^r x^{2r}}{(2r)! \Gamma(\alpha + 2r + 1) \Gamma(\beta + 2r + 1)},
\]

\[
(a, \beta, l)s(x) = \sum_{r=0}^{\infty} \frac{(-1)^r x^{2r+1}}{(2r+1)! \Gamma(\alpha + 2r + 2) \Gamma(\beta + 2r + 2)},
\]

are straightforwardly shown to satisfy the differential equations

\[
(a, \beta, l)\partial_\eta [(a, \beta, l)c(\lambda x)] = -\lambda [(a, \beta, l)s(\lambda x)],
\]

\[
(a, \beta, l)\partial_\eta [(a, \beta, l)s(\lambda x)] = \lambda [(a, \beta, l)c(\lambda x)],
\]

and the addition theorems based on the extension of the definition of sum specified in eq. (4.2.6) and (4.2.41).

We have shown that the concept of \( l-t \) function is a fairly natural consequence of the notion of Laguerre derivative, of its extensions and of the associated eigenfunctions, which belong to Bessel like forms. In the following we will show how to frame the Cholewinsky-Reneke \( l-h \) functions within the present framework. Before entering this specific aspect of the problem we introduce some consequences of the previous formalism on the theory of diffusion equation associated to the Laguerre derivative and to its generalization.

### 4.2.2 Bessel Diffusion Equations

This short section, in which we discuss some evolutive equations based on the operators introduced in the previous sections, is an apparent detour from the main stream of the section.

Laguerre type diffusive equations like [13]

\[
\begin{align*}
\frac{\partial}{\partial \tau} F(x, \tau) &= i \partial_x F(x, y) \\
F(x, 0) &= f(x),
\end{align*}
\]

(4.2.50)

can be formally solved as

\[
F(x, \tau) = e^{\tau i \partial_x} f(x).
\]

(4.2.51)

To make the above solution meaningful it is necessary to specify how to calculate the action of the exponential operator containing the Laguerre derivative
on the function $f(x)$. We discuss therefore, as introductory example, the case in which $f(x) = e^x$, and proceed as follows:

1. We note that the exponential can be written as an integral transform of the Tricomi function

$$e^x = \int_0^\infty e^{-t} e(x t) \, dt. \quad (4.2.52)$$

2. We use the properties $(4.2.6)$ to end up with

$$e^{\tau t} \partial_x e^x = \int_0^\infty e^{-t (1-\tau)} e(x t) \, dt = \frac{1}{1-\tau} e^{\frac{x}{\tau}}. \quad (4.2.53)$$

More in general, whenever

$$f(x) = \int_0^\infty \tilde{f}(t)e(x t) \, dt, \quad (4.2.54)$$

the solution of the problem $(4.2.50)$ can be cast in the form

$$F(x, \tau) = \int_0^\infty \tilde{f}(t) e^{\tau t} e(x t) \, dt \quad (4.2.55)$$

and \( \tilde{f}(t) \) is the \( l \)-transform of the function \( f(x) \).

Before going further with the above formalism, we note that the equation

$$\begin{cases}
\partial_x F(x, \tau) = (\alpha, \beta, l) \partial_x F(x, y) \\
F(x, 0) = f(x)
\end{cases} \quad (4.2.56)$$

can be solved in an analogous way provided that we replace \( l e(x) \) with \( l e_{\alpha, \beta}(x) \) in eq. $(4.2.55)$.

In the case in which we consider equations of the type

$$\begin{cases}
i \partial_x F(x, \tau) = i \partial_x F(x, y) \\
F(x, 0) = f(x)
\end{cases} \quad (4.2.57)$$

the solution of the problem can be obtained as

$$F(x, \tau) = i e(\tau i \partial_x) f(x) = f(x \oplus i \tau). \quad (4.2.58)$$

Further comments on the previous statements will be provided in the following section.
4.3 Pseudo-Hyperbolic Functions and Generalized Airy Diffusion Equations

As already stressed the study of generalized forms of trigonometric and of hyperbolic functions is an old “leit motiv” in the mathematical literature. On the eve of the seventies of the last century Ricci introduced [117] a family of pseudo hyperbolic functions (PHF), which will be proven of noticeable importance for the topics we are discussing.

Definition 25. According to ref. [117] the PHF of order 3 are defined by the series

\[
[k,3]e(x) = \sum_{r=0}^{\infty} \frac{x^{3r+k}}{(3r+k)!},
\]

\[k = 0, 1, 2.\]  

(4.3.1)

On account of the properties of the cubic roots of the unit [1]

\[
\hat{\omega}_p = e^{\frac{2\pi p\pi}{3}}, \quad p = 0, 1, 2,
\]

\[
\hat{\omega}_p^3 = 1, \quad p = 0, 1, 2,
\]

\[
\hat{\omega}_p^2 + \hat{\omega}_p = -1, \quad p = 1, 2,
\]

(4.3.2)

we can state [56] the following

Definition 26. We define the Euler-like exponential formulae \(\forall x \in \mathbb{R}\)

\[
e^{\hat{\omega}x} = \sum_{k=0}^{2} \hat{\omega}^k [k,3]e(x),
\]

\[
[k,3]e(x) = \frac{1}{3} \sum_{p=0}^{2} \hat{\omega}_p^k e^{\hat{\omega}_p x}.
\]

(4.3.3)

Proposition 34. The PHF of order 3 are eingenfunctions of the cubic operator

\[
(\partial_x)^3 [k,3]e(\lambda x) = \lambda^3 [k,3]e(\lambda x)
\]

(4.3.4)

and can be exploited to generalize the exponential translation operator as

\[
[k,3]\tilde{T}(y) = [k,3]e(y \partial_x).
\]

(4.3.5)
Corollary 30. In the case of \( k = 0 \) the action of this operator on an ordinary monomial is given by

\[
(0, 3)^{T}(y) x^{3n} = \frac{1}{3} \left[ e^{\omega_0} y \partial_x + e^{\omega_1} y \partial_x + e^{\omega_2} y \partial_x \right] x^{3n} = \frac{1}{3} \sum_{\alpha=0}^{2} (x + \hat{\omega}_\alpha y)^{3n} = (x \oplus (0, 3)y)^{3n}. \tag{4.3.6}
\]

Corollary 31. By direct use of the series expansion definition of the function \((0, 3)e(x)\), we end up with

\[
(0, 3)e(y \partial_x) x^{3n} = \sum_{r=0}^{\infty} \frac{y^{3r}}{(3r)!} \partial_x^{3r} x^{3n} = \sum_{r=0}^{n} \binom{3n}{3r} y^{3r} x^{3(n-r)} = (x \oplus (0, 3)y)^{3n}. \tag{4.3.7}
\]

It is therefore evident that the following further identities can be stated

\[
(0, 3)e(y \partial_x) (0, 3)e(x) = (0, 3)e(x \oplus_0 y),
\]

and

\[
(0, 3)e(y \partial_x) (0, 3)e(x) = (0, 3)e(y) (0, 3)e(x)
\]

which, once merged, yield

\[
(0, 3)e(x) (0, 3)e(y) = (0, 3)e(x \oplus (0, 3)y). \tag{4.3.8}
\]

In this way we have obtained a result allowing the introduction of \( t-h \) like functions according to the paradigm developed so far.

By a straightforward generalization of the discussion developed in these last sections, we introduce the \textbf{generalized \( h \)-functions} defined as

**Proposition 35.** We define the \textbf{generalized \( h \)-functions}

\[
(0, 3)ch(x) = \frac{1}{2} \left( (0, 3)e(x) + (0, 3)e(-x) \right) = \sum_{r=0}^{\infty} \frac{x^{6r}}{(6r)!},
\]

and

\[
(0, 3)sh(x) = \frac{1}{2} \left( (0, 3)e(x) - (0, 3)e(-x) \right) = \sum_{r=0}^{\infty} \frac{x^{6r+3}}{(6r+3)!}. \tag{4.3.10}
\]

\[\text{A straightforward consequence of eq. (4.3.6) is that (see also ref. [31])}
(1 \oplus (0, 3)1)^{3n} = \frac{1}{3} \left( 2^{3n} + \left( 1 + e^{\frac{2\pi i}{3}} \right)^{3n} + \left( 1 + e^{\frac{4\pi i}{3}} \right)^{3n} \right) = \frac{1}{3} \left( 2^{3n} + (-1)^n 2 \right)\]
and easily state that the relevant addition theorems read

\[
[0, 3] ch (\alpha \oplus [0, 3] \beta) = [0, 3] ch (\alpha) [0, 3] ch (\beta) + [0, 3] sh (\alpha) [0, 3] sh (\beta),
\]
\[
[0, 3] sh (\alpha \oplus [0, 3] \beta) = [0, 3] ch (\alpha) [0, 3] sh (\beta) + [0, 3] sh (\alpha) [0, 3] ch (\beta).
\]  

(4.3.11)

Analogous conclusions can be reached for \([k, m] e(x), \ k = 0, \ldots, m - 1.\)

To obtain the link with the topics discussed so far, we consider a particular case of the function defined in eq. (4.2.43), namely \[SL14\]

Example 45. We consider the function

\[
i^e\alpha - \frac{1}{3}, -\frac{2}{3} \left( \left( \frac{\eta}{3} \right)^3 \right) = \sum_{r=0}^{\infty} \frac{\eta^{3r}}{3^r r!} \Gamma \left( r + \alpha + \frac{2}{3} \right) \Gamma \left( r + \frac{1}{3} \right).
\]  

(4.3.12)

The associated Laguerre derivative can be written in terms of the operator

\[
\alpha \hat{\partial} = (\alpha - \frac{1}{3}, -\frac{2}{3}) \partial \left( \frac{\eta}{3} \right)^3 = \partial_\eta \eta^{-3\alpha} \partial_\eta \eta^{3\alpha} \partial_\eta,
\]  

(4.3.13)

appearing in the generalized Airy equation

\[
\partial_t F(x, t) = \alpha \hat{\partial} F(x, t),
\]  

(4.3.14)

studied in ref. [34].

The function in eq. (4.3.12) is equivalent, apart from an unessential normalizing factor, to the function exploited by Cholewinsky and Reneke [34] to study the solution of eq. (4.3.14) which is linked, in particular, to the following expression

\[
G_\alpha (\eta) = \Gamma \left( \frac{1}{3} \right) \Gamma \left( \alpha + \frac{2}{3} \right) i^e\alpha - \frac{1}{3}, -\frac{2}{3} \left( \left( \frac{\eta}{3} \right)^3 \right).
\]  

(4.3.15)

We can make the previous results more transparent by using the identity

\[
\frac{1}{(3n)!} \Gamma \left( n + \frac{2}{3} \right) = \frac{\Gamma \left( \frac{1}{3} \right) \Gamma \left( \frac{2}{3} \right)}{3^{3n} n! \Gamma \left( n + \frac{1}{3} \right)},
\]  

(4.3.16)

which allows to recast eq. (4.3.15) in the form

\[
G_\alpha (\eta) = \frac{1}{B \left( \frac{2}{3}, \alpha \right)} \sum_{r=0}^{\infty} B \left( r + \frac{2}{3}, \alpha \right) \eta^{3r} \frac{(3r)!}{(3r)!},
\]  

(4.3.17)
where $B(x, y)$ is the Beta-function (1.0.6), and derive the identity

$$\alpha^{\hat{\vartheta}}G_\alpha(\lambda \eta) = \lambda^3 G_\alpha(\lambda \eta). \tag{4.3.18}$$

Finally, the use of the Euler dilatation operator yields the following integral transform defining the function (4.3.15) in terms of the pseudo hyperbolic function of order 3

$$G_\alpha(\eta) = \frac{1}{B\left(\frac{2}{3}, \alpha\right)} \int_0^1 t^{-\frac{1}{3}}(1 - t)^{\alpha - 1}[0, 3]e(\eta t^\frac{1}{3})dt. \tag{4.3.19}$$

According to the paradigm developed so far we use the associated translation operator to define the composition rule

$$G_\alpha(y_\alpha^{\hat{\vartheta}}) x^{3n} := \sum_{r=0}^{n} \binom{n}{r} \frac{\Gamma(\alpha + \frac{2}{3})}{\Gamma\left(r + \frac{1}{3}\right)} \frac{\Gamma\left(n + r + \frac{2}{3}\right)}{\Gamma\left(n + \alpha + \frac{2}{3}\right)} \frac{\Gamma\left(n + \alpha + \frac{2}{3}\right)}{\Gamma\left(r + \alpha + \frac{2}{3}\right)} y^{3r} x^{3n-3r} \tag{4.3.20}$$

forming the generalized lbs for the addition theorem of the relevant l-h functions.

A natural extension of the previously developed formalism allows the introduction of the l/h-functions. Their definitions and properties, apart from some computational complications, does not produce any significant conceptual progress.

In this section we have seen how a "wise" combination of different methods borrowed from special function theory, operational and umbral calculus and integral transforms, opens new interesting possibilities for the introduction and systematic study of new families of trigonometric functions. In addition, the method yields, as byproduct, the opportunity of getting natural solutions of a large family of PDE belonging to the family of generalized heat equation, whose links with the radial heat equation have been touched on in ref. [68].

We stress two points just touched on in the previous part of the Chapter.

**Remark 3.** We have noted in eq. (4.2.23) that the Laguerre exponential can be obtained through a limit procedure analogous to that involving the Napier number. The same method can e.g. be used to state that
\[ J_0(x) = \lim_{n \to \infty} \left( 1 \oplus_l \left(-\left(\frac{x}{2n}\right)^2\right)\right)^n, \quad (4.3.21) \]

which is recognized as the asymptotic limit of Laguerre polynomials \[2\].

The second point we want to emphasize is the geometrical interpretation of the \(l-t\) functions from the geometrical point of view. Such an interpretation is provided in Fig. 4.1, where we have considered the Lissajous curves plotting \(l-sin\) vs \(l-cos\).

In Fig. 4.2 it is evident that the curves are open since no periodic behaviour is envisaged. However a kind of self-similarity can be noted when the amplitude of the oscillations increase with increasing \(x\).

![Fish-like Lissajous diagram of \(l-t\) functions, \(l-sin\) vs \(l-cos\) for larger \(x\)-range.](image)

Figure 4.2: Fish-like Lissajous diagram of \(l-t\) functions, \(l-sin\) vs \(l-cos\) for larger \(x\)-range.

The last figure provides the explicit correspondence of the \(l\)-sinus and \(l\)-cosinus along with the relevant "\(l\)-angle", intended as the area intercepted by the \(l\)-curve and the segment forming the angle in the positive abscissa direction.

These paragraphs have provided the formalism for a wider understanding of concepts associated with the Laguerre derivative, the underlying algebraic structures and possible extensions to new forms of Trigonometry.

In the next section we extend the concepts to cases involving Matrix Parameterization.
4.4 Generalized Trigonometric Functions and Matrix Parameterization

Further forms of Generalized Trigonometric Functions (GTF) can be introduced by means of an extension of the Euler exponential identity, involving matrices instead of the imaginary unit. The point of view we develop is based on the assumption that matrices are by themselves complex numbers in a broader sense. We see how such an approach yields new families of trigonometry, whose usefulness in application (as charged beam transport) is also discussed. The technique we develop largely benefit from umbral and operational methods which are the leitmotiv of the treatment we propose.

**Definition 27.** According to refs. [73]–[75], we introduce the Generalized Trigonometric Functions of order 2, $C(t) - S(t)$, by means of the identity

$$e^{t \hat{M}} = C(t) \hat{1} + S(t) \hat{M}, \quad \forall t \in \mathbb{R},$$

where $\hat{M}, \hat{1}$ are respectively a $2 \times 2$ non-singular matrix and the unit, namely

$$\hat{M} = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad \hat{1} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \quad (4.4.2)$$

**Corollary 32.** From eq. (4.4.1) also follows that

$$e^{t \lambda_+} = C(t) + S(t) \lambda_+,$$

$$e^{t \lambda_-} = C(t) + S(t) \lambda_-,$$

with $\lambda_\pm$ being the eigenvalues of $\hat{M}$, assumed to be non-singular, thus getting the explicit form of the second order GTF, namely

Figure 4.3: $l$-sinus and $l$-cosinus along with parameter $x$ which is understood as the blue dashed area.
\[ C(t) = \frac{\lambda_- e^{\lambda_+ t} - \lambda_+ e^{\lambda_- t}}{\lambda_- - \lambda_+}, \]
\[ S(t) = \frac{e^{\lambda_+ t} - e^{\lambda_- t}}{\lambda_+ - \lambda_-}. \]

The structure of eq. (4.4.1) is that of the Euler-De Moivre identity, with \( \hat{M} \) playing the role of imaginary unit, on the other side eq. (4.4.3) represents the scalar counterpart of (4.4.1) and, accordingly, \( \lambda_\pm \) are understood as conjugated imaginary units.

**Properties 18.** The properties of the cos and sin like functions \( C(t), S(t) \) can be inferred from either eqs. (4.4.1)-(4.4.3), which yield for example (see also ref. [45])

\[ C^2 + \Delta M^2 S^2 + Tr(\hat{M}) C S = e^{Tr(\hat{M}) t}, \]
\[ Tr(\hat{M}) = a + d, \]
\[ \Delta M = a d - b c, \quad \forall a, b, c, d \in \mathbb{R} : \Delta_M \neq 0, \]

recognized as the **fundamental trigonometric identity** and

\[ C(2t) = C^2 - \Delta_M S^2, \]
\[ S(2t) = 2 C(t) S(t) + Tr(\hat{M}) S^2, \]

recognized as the **duplication formulae.**

**Properties 19.** By keeping the derivative of both sides of eq. (4.4.1) with respect to the variable \( t \), we find

\[ \frac{d}{dt} e^{t \hat{M}} = \left( \frac{d}{dt} C(t) \right) \hat{1} + \left( \frac{d}{dt} S(t) \right) \hat{M}. \]

Being also

\[ \frac{d}{dt} e^{t \hat{M}} = \hat{M} e^{t \hat{M}} = C(t) \hat{M} + S(t) \hat{M}^2 \]

and since

\[ \hat{M}^2 = -\Delta_M \hat{1} + Tr(\hat{M}) \hat{M}, \]
we end up, after combining eqs. (4.4.7)-(4.4.9) and equating “real” and “imaginary” parts, the following identities, specifying the properties under derivatives of the GTF

\[ \frac{d}{dt} C(t) = -\Delta_M S(t), \]  
\[ \frac{d}{dt} S(t) = Tr(\hat{M}) S(t) + C(t). \]  
\tag{4.4.10} 

**Corollary 33.** We can infer directly from eq. (4.4.4) that the second order GTF’s exhibit, under variable reflection, the identities

\[ C(-t) = e^{-Tr(\hat{M})t} \left( -Tr(\hat{M}) S(t) + C(t) \right) = e^{-Tr(\hat{M})t} \left( \frac{d}{dt} S(t) \right), \]  
\[ S(-t) = -e^{-Tr(\hat{M})t} S(t), \]  
\tag{4.4.11} 

which underscore the significant difference with the ordinary TF (be they circular or hyperbolic) with definite even or odd parities.

Further properties can be argued by the use of other means. By keeping e.g. the freedom of treating \( \hat{M} \) as an ordinary algebraic quantity we can formally derive integrals involving GTF thus finding e.g.

**Properties 20.**

\[ \int_{t'}^{t} e^{t'} \hat{M} dt' = iC(t) \hat{1} + iS(t) \hat{M}, \]
\[ \int_{t'}^{t} e^{t'} \hat{M} dt' = \frac{1}{\hat{M}} e^{t'} \hat{M} = C(t) \hat{M}^{-1} + S(t) \hat{1}, \]  
\[ iC(t) = \int_{t'}^{t} C(t') dt', \]
\[ iS(t) = \int_{t'}^{t} S(t') dt'. \]  
\tag{4.4.12} 

Moreover, since the following identity holds

\[ \hat{M}^{-1} = c_{-1} \hat{1} + s_{-1} \hat{M}, \]
\[ c_{-1} = \frac{\lambda_- \lambda_+^{-1} - \lambda_+ \lambda_-^{-1}}{\lambda_- - \lambda_+} = \frac{Tr(\hat{M})}{\Delta_M}, \]  
\[ s_{-1} = \frac{\lambda_+ - \lambda_-^{-1}}{\lambda_- - \lambda_+} = -\frac{1}{\Delta_M}, \]  
\tag{4.4.13}
we obtain the “primitives” of the GTF’s

\[
I_C(t) = \frac{Tr(\hat{M})}{\Delta_M} C(t) + S(t),
\]

\[
I_S(t) = -\frac{1}{\Delta_M} C(t).
\]

(4.4.14)

A straightforward consequence of the previous relationships is

Example 46.

\[
\int_0^\infty C(-t')dt' = \frac{Tr(\hat{M})}{\Delta_M},
\]

\[
\int_0^\infty S(-t')dt' = -\frac{1}{\Delta_M},
\]

(4.4.15)

which hold true only if the integrals are convergent, namely if \(Re(\lambda_\pm)\) are both positive.

A further slightly more intriguing example is provided by the following Gaussian integral.

Example 47.

\[
\int_{-\infty}^{+\infty} e^{-t^2 \hat{M}} dt = \sqrt{\frac{\pi}{M}} = \sqrt{\pi} \left(c_{-\frac{1}{2}} \hat{1} + s_{-\frac{1}{2}} \hat{M}\right),
\]

\[
c_{-\frac{1}{2}} = \frac{\lambda_- \lambda_+^{-1/2} - \lambda_+ \lambda_-^{-1/2}}{\lambda_- - \lambda_+},
\]

\[
s_{-\frac{1}{2}} = \frac{\lambda_+^{-1/2} - \lambda_-^{-1/2}}{\lambda_+ - \lambda_-},
\]

(4.4.16)

which yields the following generalizations of the Fresnel integrals, obtained by other means in ref. [43].

\[
\int_{-\infty}^{+\infty} C(-t^2)dt = \sqrt{\pi} c_{-\frac{1}{2}},
\]

\[
\int_{-\infty}^{+\infty} S(-t^2)dt = \sqrt{\pi} s_{-\frac{1}{2}}.
\]

(4.4.17)

The convergence of these integrals depends on the eigenvalues \(\lambda_\pm\), if convergence is ensured, eq. (4.4.17) provides the most general form of solution.
This result should be understood in the spirit of our umbral treatment of exponential and the fact that we treat $\hat{M}$ as an ordinary algebraic quantity.

**Corollary 34.** Iterating the procedure, leading to eqs. (4.4.10), namely by keeping successive derivatives with respect to $t$ of both sides of (4.4.1) and by noting that $\forall n \in \mathbb{N}$

$$\hat{M}^n = c_n \hat{1} + s_n \hat{M}, \quad (4.4.18)$$

we end up with

$$\left( \frac{d}{dt} \right)^n C(t) = c_n C(t) + c_{n+1} S(t), \quad (4.4.19)$$

$$\left( \frac{d}{dt} \right)^n S(t) = s_n C(t) + s_{n+1} S(t).$$

It is evident that the coefficients $c_\nu, s_\nu$ are essentially GTF in which $e^{\lambda_\pm t}$ are replaced by $\lambda_\nu^\pm$. The relevant properties will be discussed later in this Chapter.

**Proposition 36.** The addition formulae too can be derived in terms of the $c_n, s_n$ coefficients as

$$C(t + t') = C(t) C(t') + c_2 S(t) S(t'),$$

$$S(t + t') = (C(t) + s_2 S(t)) S(t') + S(t) C(t'), \quad (4.4.20)$$

$$s_2 = Tr(\hat{M}),$$

$$c_2 = -\Delta_{\hat{M}}.$$

In absence of the simple reflection properties of the ordinary circular functions, we can establish the subtraction formulae according to the expressions given below

$$C(t - t') = e^{-s_2 t'} \left[ s_2 S(t')C(t) + C(t')C(t) - c_2 S(t) S(t') \right],$$

$$S(t - t') = -e^{-s_2 t'} \left[ C(t)S(t') - C(t')S(t) \right]. \quad (4.4.21)$$

which, once combined with eq. (4.4.20), yield the following prosthaphaeresis like identities
\[ C(p) - e^{s_2 \frac{p+q}{2}} C(q) = -s_2 S \left( \frac{p-q}{2} \right) C \left( \frac{p+q}{2} \right) + 2e_2 S \left( \frac{p-q}{2} \right) S \left( \frac{p+q}{2} \right). \]  

(4.4.22)

In the forthcoming section we provide some examples aimed at providing the usefulness of this family of functions in applications.

4.4.1 GTF, Matrix Parameterization and Generalized Complex Forms

To proceed further, we remind that eq. (4.4.1) follows from the Cayley-Hamilton Theorem [24], which allows to write a given function (usually an exponential) of a matrix \( \hat{\Sigma} \) in terms of its characteristic polynomial. We now use the GTF to provide the reverse procedure, namely we write a given matrix \( \hat{\Sigma} \) in exponential form, namely

\[
\hat{\Sigma} = e^{\hat{T}}, \\
\hat{\Sigma} = \begin{pmatrix} l & m \\ n & p \end{pmatrix}, \quad \hat{T} = \begin{pmatrix} \alpha & \beta \\ \gamma & \delta \end{pmatrix}.
\]

(4.4.23)

The problem we are interested in is therefore that of finding the elements of the exponentiated matrix \( \hat{T} \), once those of \( \hat{\Sigma} \) are known. The use of eq. (4.4.1) yields

\[
e^{\hat{T}} = C(1) \hat{1} + S(1) \hat{T},
\]

(4.4.24)

where the GTF are expressed in terms of the eigenvalues of \( \hat{T} \). It is therefore worth to remind that both \( \hat{\Sigma}, \hat{T} \) are diagonalised through the same matrix \( \hat{D} \) and therefore

\[
\hat{D}^{-1} \hat{\Sigma} \hat{D} = e^{\hat{D}^{-1} \hat{T} \hat{D}}, \\
\hat{D}^{-1} \hat{\Sigma} \hat{D} = \begin{pmatrix} \sigma_+ & 0 \\ 0 & \sigma_- \end{pmatrix} = \begin{pmatrix} e^{\tau_+} & 0 \\ 0 & e^{\tau_-} \end{pmatrix},
\]

(4.4.25)

where \( \sigma_\pm, \tau_\pm \) denote the eigenvalues of the \( \hat{\Sigma} \) and \( \hat{T} \) matrices respectively. It is furthermore evident that
\[ \tau_\pm = \ln(\sigma_\pm). \] (4.4.26)

We can therefore write

**Proposition 37.**

\[ \hat{\Sigma} = C(1) \hat{1} + S(1) \hat{T}, \]
\[ C(1) = \frac{\ln(\sigma_-) \sigma_+ - \ln(\sigma_-) \sigma_-}{\ln(\sigma_-) - \ln(\sigma_+)}, \] (4.4.27)
\[ S(1) = \frac{\sigma_+ - \sigma_-}{\ln(\sigma_+) - \ln(\sigma_-)} \]

and

\[ \hat{T} = \begin{pmatrix} \frac{l - C(1)}{S(1)} & \frac{m}{S(1)} \\ \frac{n}{S(1)} & \frac{p - C(1)}{S(1)} \end{pmatrix}. \] (4.4.28)

**Osservazione 12.** It is now worth noting that

\[ \hat{\Sigma}^n = e^{n\hat{T}} = C(n) \hat{1} + S(n) \hat{T} \] (4.4.29)

and it should be stressed that the arguments of the GTF in the elements of the matrix \( \hat{T} \) in eq. (4.4.24) remains the unity.

The parameterization we have proposed is a generalized form of what is known in the Physics of charged beam transport as the Courant-Snyder parameterization, which is exploited to adapt the beam sizes to the characteristics of the transport device or in laser optics to transport an optical beam through ordinary lens systems [128].

In the following we will extend the method to matrices with larger dimensions, using higher order GTF. Before doing this, we take advantage from the present point of view to extend the notion of complex number, which is defined as

**Definition 28.** \( \forall x, y \in \mathbb{R}, \) we define the complex number through the identities

\[ \zeta_+ = x + \lambda_+ y, \]
\[ \zeta_- = x + \lambda_- y, \] (4.4.30)
with "modulus"

\[ \zeta_+ \zeta_- = x^2 + Tr(\hat{M})xy + \Delta M y^2. \]  
(4.4.31)

The relevant trigonometric form can be written as (\( \lambda \) may be either \( \lambda_+ \) or its conjugate form \( \lambda_- \))

\[ \zeta = |A|e^{\lambda \vartheta}, \]
\[ |A| = \sqrt{\zeta_+ \zeta_- e^{-Tr(\hat{M})\frac{\vartheta}{2}}}, \]  
(4.4.32)

\[ \vartheta = \frac{1}{\lambda_+ - \lambda_-} \ln \left[ \frac{1 + \frac{y}{x} \lambda_+}{1 + \frac{y}{x} \lambda_-} \right]. \]

The conclusion, we may draw from this last result, is that the concept of imaginary number is more subtle than it might be thought, it is not necessarily associated with the roots of a negative number but can be constructed with any pair of numbers, solutions of a second degree algebraic equation \[45\].

We have tried to keep our treatment of GTF following in a close parallel with the ordinary circular trigonometry, it is therefore important to note that the geometrical image of the condition (4.4.5) is no more a circle but a more complicated curve not necessarily closed. Notwithstanding a “cos” and “sin” like interpretation of the GTF is still possible (see Figs. 4.1 - 4.5). It is however worth noting that GTF may be circular or hyperbolic like, according to whether \( Im(\lambda) \neq 0 \) or \( = 0 \). The argument of the GTF cannot be simply regarded as angles, notwithstanding, it is natural to ask whether there is any quantity playing the role of \( \pi \), even though if e.g. \( Tr(\hat{M}) \neq 0 \) we are not dealing with periodic functions.

To clarify this point we give the following

**Definition 29.** We try to keep advantage from the Euler-formula \( e^{i \frac{\pi}{2}} = i \) to define two distinct quantities \( \pi_\pm \) such that

\[ e^{\lambda - \frac{\pi}{2}} = \lambda_-, \]
\[ e^{\lambda + \frac{\pi}{2}} = \lambda_+, \]  
(4.4.33)

yielding

\[ \pi_\pm = \frac{2 \ln(\lambda_\pm)}{\lambda_\pm}. \]  
(4.4.34)
It is furthermore worth noting the "funny" identities

Properties 21.

\[ e^{\lambda \pi \pm} = Tr(\hat{M}) \lambda \pm - \Delta \hat{M}, \]
\[ \lambda^+ = e^{\frac{\lambda}{2} \pi -}, \]
\[ \lambda^- = e^{\frac{\lambda}{2} \pi +}, \]  
(4.4.35)

\[ e^{\lambda^2 \pi \pm} = e^{Tr(\hat{M}) \lambda \pi \pm} e^{-\frac{\Delta \hat{M}}{2} \pi \pm} = \lambda^\pm. \]

The last of which can also be reinterpreted as

\[ \lambda^\pm = \lambda^{Tr(\hat{M}) - \lambda \pm}. \]  
(4.4.36)

It is also evident that if \( \text{Im}(\lambda \pm) \neq 0 \), the GTF functions exhibit infinite zeros on the real axis, which for \( C \) and \( S \) are, respectively, given by

\[ C_{t^* n} = \frac{1}{2(\lambda_- - \lambda_+)} [\lambda_- \pi_- - \lambda_+ \pi_+ - 4 \, i \, n \, \pi], \]
\[ S_{t^* n} = \frac{2 \, i \, n \, \pi}{(\lambda_- - \lambda_+)}. \]  
(4.4.37)
Figure 4.4: Generalized Trigonometric Functions for $Im(\lambda) \neq 0$.

Figure 4.5: Generalized Trigonometric Functions for $Im(\lambda) = 0$. 
To appreciate the analogies and the differences as well, we have reported in Figs. 4.6 the function $C(t)$ and its counterpart $C(-t)$.

Figure 4.6: Behavior of $C(t)$ and $C(-t)$ vs Argument.
4.4.2 Third and Higher Order GTF

According to terminology of ref. [45], the order of the GTF is associated with that of the corresponding generating matrix then, e.g.,

Example 48. If \( \hat{M} \) is a \( 3 \times 3 \) non-singular matrix with three distinct eigenvalues we have

\[
e^{t \hat{M}} = C_0(t) \hat{I} + C_1(t) \hat{M} + C_2(t) \hat{M}^2.
\]

(4.4.38)

We can introduce the third order GTF, \( C_{0,1,2}(t) \)

\[
\begin{pmatrix}
C_0(t) \\
C_1(t) \\
C_2(t)
\end{pmatrix}
= \left[ \hat{V}(\lambda_1, \lambda_2, \lambda_3) \right]^{-1}
\begin{pmatrix}
e^{\lambda_1 t} \\
e^{\lambda_2 t} \\
e^{\lambda_3 t}
\end{pmatrix},
\]

(4.4.39)

\( \hat{V}(\lambda_1, \lambda_2, \lambda_3) = \begin{pmatrix}
1 & \lambda_1 & \lambda_1^2 \\
1 & \lambda_2 & \lambda_2^2 \\
1 & \lambda_3 & \lambda_3^2
\end{pmatrix} \)

where \( \hat{V}(\lambda_1, \lambda_2, \lambda_3) \) is the Vandermonde matrix, constructed with the eigenvalues of \( \hat{M} \). The inverse of \( \hat{V} \) can be written as [82]

\[
\begin{pmatrix}
1 & \lambda_1 & \lambda_1^2 \\
1 & \lambda_2 & \lambda_2^2 \\
1 & \lambda_3 & \lambda_3^2
\end{pmatrix}^{-1} =
\begin{pmatrix}
\lambda_2 \lambda_3 & \lambda_1 \lambda_3 & \lambda_1 \lambda_2 \\
\frac{1}{(\lambda_1 - \lambda_2) (\lambda_1 - \lambda_3)} & \frac{1}{(\lambda_2 - \lambda_1) (\lambda_2 - \lambda_3)} & \frac{1}{(\lambda_3 - \lambda_1) (\lambda_3 - \lambda_2)} \\
\frac{\lambda_2 \lambda_3}{\lambda_2 + \lambda_3} & \frac{\lambda_1 \lambda_3}{\lambda_1 + \lambda_3} & \frac{\lambda_1 \lambda_2}{\lambda_1 + \lambda_2}
\end{pmatrix}.
\]

(4.4.40)

We can therefore write the third order GTF as
\[ C_0(t) = \frac{1}{\Delta(\lambda_1, \lambda_2, \lambda_3)} \sum_{i,j,k=1}^{3} \frac{\varepsilon_{i,j,k}}{2} \lambda_i \lambda_j (\lambda_j - \lambda_i) e^{\lambda_k t}, \]
\[ C_1(t) = \frac{1}{\Delta(\lambda_1, \lambda_2, \lambda_3)} \sum_{i,j,k=1}^{3} \frac{\varepsilon_{i,j,k}}{2} (\lambda_i^2 - \lambda_j^2) e^{\lambda_k t}, \]
\[ C_2(t) = -\frac{1}{\Delta(\lambda_1, \lambda_2, \lambda_3)} \sum_{i,j,k=1}^{3} \frac{\varepsilon_{i,j,k}}{2} (\lambda_i - \lambda_j) e^{\lambda_k t}, \]

where
\[ \Delta(\lambda_1, \lambda_2, \lambda_3) = (\lambda_2 - \lambda_1) (\lambda_3 - \lambda_1) (\lambda_3 - \lambda_2) \]
is the Vandermonde determinant and \( \varepsilon_{i,j,k} \) is the Levi-Civita tensor.

**Corollary 35.** By following the same procedure of previous paragraph, we can extend to the third order the properties of the second order case. It is easily argued that they satisfy third order differential equations and that the relevant addition formulae read

\[ C_0(t + t') = C_0(t) C_0(t') + c_3 [C_1(t) C_2(t') + C_1(t') C_2(t)] + c_4 C_2(t) C_2(t'), \]
\[ C_1(t + t') = [C_0(t) C_1(t') + C_1(t) C_0(t')] + c_3 [C_1(t) C_2(t') + C_1(t') C_2(t)] + c_4 C_2(t) C_2(t'), \]
\[ C_2(t + t') = [C_0(t) C_2(t') + C_1(t) C_1(t') + C_2(t) C_0(t')] + c_3 [C_1(t) C_2(t') + C_1(t') C_2(t')] + c_4 C_2(t) C_2(t'), \]

where \( \alpha c_n, \alpha = 0, 1, 2 \) are the third order GTF with \( e^{\lambda_n t} \) replaced by \( \lambda_n^\alpha \).

More in general we also find that
\[ C_{\alpha}(n t) = \sum_{n_1, n_2, n_3=0}^{n} \binom{n}{n_1 \ n_2 \ n_3} \alpha c_{n-n_1} C_{0}^{n_1} C_{1}^{n_2} C_{2}^{n_3}, \]

with \( \binom{n}{n_1 \ n_2 \ n_3} \) being the multinomial coefficient.

**Corollary 36.** It is also easily understood that the analogous of eqs. (4.4.13), (4.4.15) for the third order GTF, read
\[ IC_0(t) = ic_{-1}C_0(t) + C_1(t), \]
\[ IC_1(t) = C_2(t) + ic_{-1}C_2, \]
\[ IC_2(t) = 2c_{-1}C_0(t), \]
\[ \int_0^\infty dtC_\alpha(-t) = \alpha ic_{-1}, \]
\[ \int_{-\infty}^\infty dtC_\alpha(-t^2) = \sqrt{\pi} \alpha ic_{-\frac{1}{2}}, \]
\[ \alpha = 0, 1, 2, \]

where

\[ 0c_\nu = \frac{1}{\Delta(\lambda_1, \lambda_2, \lambda_3)} \sum_{i,j,k=1}^3 \varepsilon_{i,j,k} \frac{\lambda_i \lambda_j (\lambda_j - \lambda_i)}{2} \lambda_k^\nu, \]
\[ 1c_\nu = \frac{1}{\Delta(\lambda_1, \lambda_2, \lambda_3)} \sum_{i,j,k=1}^3 \varepsilon_{i,j,k} \frac{\lambda_i^2 - \lambda_j^2}{2} \lambda_k^\nu, \]
\[ 2c_\nu = -\frac{1}{\Delta(\lambda_1, \lambda_2, \lambda_3)} \sum_{i,j,k=1}^3 \varepsilon_{i,j,k} \frac{\lambda_i - \lambda_j}{2} \lambda_k^\nu. \]

**Corollary 37.** It is now worth stressing that the following identities hold true in the case of third order matrices expressed in terms of GTF, namely

\[ \hat{M}^n = 0c_n \hat{1} + 1c_n \hat{M} + 2c_n \hat{M}^2. \]  

Let us now consider the possibility of extending the Courant-Snyder parameterization to third order matrices. To this aim we set

\[ \hat{\Sigma} = e^{\hat{T}}. \]

The explicit form of the matrix \( \hat{T} \) can be obtained by setting

\[ \hat{\Sigma} = C_0(1) \hat{1} + C_1(1) \hat{T} + C_2(1) \hat{T}^2, \]

where \( C_\alpha(1) \) are written in terms of the eigenvalues of the matrix \( \hat{T} \) according to the prescription discussed in sec. 4.4.4. Furthermore, since

\[ \hat{\Sigma}^{-1} = C_0(-1) \hat{1} + C_1(-1) \hat{T} + C_2(-1) \hat{T}^2, \]

the matrix \( \hat{T} \) can be obtained as

174
\[
\hat{T} = \frac{C_2(-1) \hat{\Sigma} - C_2(1) \Sigma^{-1} + [C_2(-1) C_0(1) - C_2(1) C_0(-1)] \hat{1}}{C_2(-1) C_1(1) - C_1(-1) C_2(1)} \quad (4.4.51)
\]

It is evident that the results we have obtained so far can be extended to an arbitrary \(n \times n\) matrix, it is however instructive to consider more specific examples involving particular cases as e.g. a \(5 \times 5\) anti-symmetric matrix \(\hat{F}\), which can be exponentiated as it follows \[84\]

**Example 49.** We consider

\[
e^{t \hat{F}} = \hat{1} + \frac{1}{\sqrt{\Gamma}} \left[ f_1(t) \hat{F} + f_2(t) \hat{F}^2 + f_3(t) \hat{F}^3 + f_4(t) \hat{F}^4 \right],
\]  
\[
(4.4.52)
\]

where

\[
\Gamma = Tr(\hat{F}^4) - \frac{1}{4} \left[ Tr(\hat{F}^2) \right]^2,
\]

\[
\theta^2_\pm = -\frac{1}{4} Tr(\hat{F}^2) \pm \frac{1}{2} \sqrt{\Gamma},
\]

\[
f_1(t) = \left( \frac{\sin(\theta_- t)}{\theta_-} - \frac{\sin(\theta_+ t)}{\theta_+} \right) \theta^2_-, \\
f_2(t) = \left( \frac{1 - \cos(\theta_- t)}{\theta_-^2} - \frac{1 - \cos(\theta_+ t)}{\theta_+^2} \right) \theta^2_-, \\
f_3(t) = \left( \frac{\sin(\theta_- t)}{\theta_-} - \frac{\sin(\theta_+ t)}{\theta_+} \right), \\
f_4(t) = \left( \frac{1 - \cos(\theta_- t)}{\theta_-^2} - \frac{1 - \cos(\theta_+ t)}{\theta_+^2} \right).
\]  
\[
(4.4.53)
\]

We can provide the identification of the \(f\) functions with the fifth order GTF

\[
C_0(t) = 1, \\
C_\alpha(t) = \frac{1}{\sqrt{\Gamma}} f_\alpha(t), \\
\alpha = 1, ..., 4.
\]  
\[
(4.4.54)
\]

It is also worth noting that, from the previous identities, the following relationships are easily inferred
\[
\hat{F}^{2n+1} = \frac{1}{\sqrt{\Pi}} \left[ f_{2n+1} \hat{F} + 3f_{2n+1}\hat{F}^3 \right],
\]
\[
\hat{F}^{2n} = \hat{1} + \frac{1}{\sqrt{\Pi}} \left[ 2f_{2n} \hat{F}^2 + 4f_{2n}\hat{F}^4 \right],
\]
where the coefficients
\[
1f_{2n+1} = \left( \frac{\theta_+^{2n+1}}{\theta_-} - \frac{\theta_+^{2n+1}}{\theta_+^2} \right),
\]
\[
3f_{2n+1} = \left( \frac{\theta_-^{2n+1}}{\theta_-} - \frac{\theta_-^{2n+1}}{\theta_-^2} \right),
\]
\[
2f_n = \left( \frac{\theta_+^n}{\theta_-^2} - \frac{\theta_-^n}{\theta_+^2} \right),
\]
\[
4f_n = \left( \frac{\theta_+^n}{\theta_-^2} - \frac{\theta_-^n}{\theta_+^2} \right)
\]
play a role analogous to that of \( \alpha c_n \) introduced in the previous sections.

### 4.4.3 Miscellaneous Considerations on the GTF

In the previous sections we have introduced the properties of the auxiliary coefficients \( c_n \) and \( s_n \), their role is fairly important within the present context and warrants further analysis.

To this aim we note that they satisfy the following recurrences

**Properties 22.** The \( c_n \) and \( s_n \) properties
\[
\begin{pmatrix}
  c_{n+1} \\
  s_{n+1}
\end{pmatrix}
= \begin{pmatrix}
  0 & -\Delta \hat{M} \\
  1 & \text{Tr}(\hat{M})
\end{pmatrix}
\begin{pmatrix}
  c_n \\
  s_n
\end{pmatrix},
\]
(4.4.57)
\[
\begin{pmatrix}
  c_0 \\
  s_0
\end{pmatrix}
= \begin{pmatrix}
  1 \\
  0
\end{pmatrix},
\]
follow from the identities
\[
\hat{M}^{n+1} = c_{n+1}\hat{1} + s_{n+1}\hat{M},
\]
\[
\hat{M}^{n+1} = -\Delta \hat{M}s_n\hat{1} + \left[ c_n + \text{Tr}(\hat{M})s_n \right]\hat{M}.
\]
(4.4.58)
The above recurrences can be cast in the decoupled form
\[ c_{n+2} - Tr(\hat{M}) c_{n+1} + \Delta_{\hat{M}} c_n = 0. \] (4.4.59)

For \( s_n \) we find an analogous expression.

**Corollary 38.** The solution of the difference equation (4.4.59) can be obtained by the use of the Binet method \[136\], after setting \( c_n = r^n \) we find indeed
\[ c_n = \alpha_1 r^n_+ + \alpha_2 r^n_-, \] (4.4.60)
with \( r_\pm \) being solutions of the auxiliary equation
\[ r^2 - Tr(\hat{M}) r + \Delta_{\hat{M}} = 0 \] (4.4.61)
and \( \alpha_1, \alpha_2 \) being defined through the ”initial constants” \( c_{0,1} \).

Accordingly we obtain
\[ c_n = \frac{1}{r_- - r_+} \left[ c_0 (r_- r^n_+ - r_+ r^n_-) + c_1 (r^n_+ - r^n_-) \right]. \] (4.4.62)

It is also interesting to note that, by rescaling \( n = m - 2 \), eq. (4.4.59) writes
\[ c_m = -\Delta_{\hat{M}} c_{m-2} + Tr(\hat{M}) c_{m-1}. \] (4.4.63)

Eq. (4.4.63), for \( Tr(\hat{M}) = 1 \) and \( \Delta_{\hat{M}} = -1 \) (e.g. the eigenvalues of \( \hat{M} \) are the golden ratio and the opposite of the golden ratio conjugate), reduces to the Fibonacci sequence.

These coefficients play a more general role when extended to the case of higher order matrices and the systematic study of their properties may simplify the calculations of problems where exponentiation of matrices are involved.

In the past, different generalizations of the trigonometric functions have been proposed, in addition to those quoted in this paragraph, different avenues have been explored along this direction. The tool exploited within such a framework can be comprised into three different branches:

a) Use of matrix methods and generalization of the Euler exponential rule.
b) Extension of the trigonometric fundamental identity, providing a thread with elliptic functions \[72\].

c) Generalized forms of the series expansion, providing a link with integer order \textit{Mittag-Leffler} function \[117, 31, 3\].

This last point of view provides a significant step forward in the theory of special functions, yielding a tool for applications in the field of classical and quantum optics \[103, 130, 58\].

Preliminary attempts to merge the points of view \(a\) and \(c\) have been put forward in refs. \[56, 60\].

Even though the matter presented in this section may sound abstract there are important applications in beam transport optics as illustrated below.

**Application**

The use of \(4 \times 4\) matrices is currently employed to deal with transverse coupling in charged beam transport \[113\]. \textit{Baumgarten} \[18\] has proposed the use of real \textit{Dirac} matrices \[94\] to construct a generalization of the one dimensional \textit{Courant-Snyder} theory of beam transport.

Within such a context the beam transport through a solenoid can be written as

\[
\frac{d}{ds} \begin{pmatrix} x \\ x' \\ \frac{y}{K} \\ y' \end{pmatrix} = K \begin{pmatrix} 0 & 1 & 1 & 0 \\ -1 & 0 & 0 & 1 \\ -1 & 0 & 0 & 1 \\ 0 & -1 & -1 & 0 \end{pmatrix} \begin{pmatrix} x \\ x' \\ \frac{y}{K} \\ y' \end{pmatrix},
\]

where \(K\) is the solenoid strength and the column vector is represented by the position and velocity for the transverse coordinates \((x, y)\); finally \(s\) is the propagation coordinate, playing the role of time.

The solution of the previous system of differential equation can be written as
\[
\mathbf{Z} = \hat{U}(s) \mathbf{Z}_0, \\
\hat{U}(s) = e^{Ks\hat{T}}, \\
\hat{T} = \begin{pmatrix}
0 & 1 & 1 & 0 \\
-1 & 0 & 0 & 1 \\
-1 & 0 & 0 & 1 \\
0 & -1 & -1 & 0
\end{pmatrix}.
\]  
(4.4.65)

The use of the techniques outlined in the previous section yields for the evolution operator

\[
\hat{U}(s) = \mathbf{1} + \frac{\sin(2Ks)}{2} \hat{T} + \frac{1 - \cos(2Ks)}{4} \hat{T}^2 - \frac{\sin(2Ks)}{16} \hat{T}^3,
\]  
(4.4.66)

however the above expression simplifies since \( \hat{T}^3 = -4\hat{T} \).

In this case the \( GT \) are simple combinations of the ordinary circular functions.

The method proposed is however fairly important because the (sixteen) real \( Majorana \) matrices provide a basis for the \( 4 \times 4 \) matrices and it could be interesting to develop a systematic study within the context of \( GT \) viewed as the associated auxiliary functions. The relevant applications might be interesting for a plethora of problems including e.g. four level systems interacting with external radiation.

We conclude this part by noting that, in terms of the \( Majorana \) matrices, the solenoid transport matrix reads

\[
\hat{T} = \gamma_0 - \gamma_9, \\
\gamma_0 = \begin{pmatrix}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0
\end{pmatrix}, \\
\gamma_9 = \begin{pmatrix}
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0
\end{pmatrix}.
\]  
(4.4.67)

Since \( \gamma_0, \gamma_9 \) are commuting quantities, we can also write

\[
e^{\hat{T}\xi} = e^{\hat{\gamma}_0\xi} e^{-\hat{\gamma}_9\xi},
\]

\[
e^{\hat{\gamma}_0\xi} = \cos(\xi) \mathbf{1} + \sin(\xi) \hat{\gamma}_{0,9}
\]  
(4.4.68)

and easily recover the result reported in eq. (4.4.66).
4.5 Evolution Equations Involving Matrices Raised to Non-Integer Exponents

The use of matrices evolution equations raised to non-integer exponents finds applications in problems involving the solution of two or three level systems ruled by Klein-Gordon type equations [19]. We develop a fairly simple method exploiting the wealth of results obtained on fractional calculus and provide an example of application.

We discuss the solution of matrix evolution equations, using the formalism of fractional operators, namely of operators raised to a non-integer exponent.

We introduce the topics, their scope and the formalism we will employ, by discussing a fairly simple example regarding the solution of the second order differential equation.

Example 50. We consider the differential problem

\[
\begin{aligned}
\frac{d^2}{dt^2} Y &= -\hat{A} Y \\
Y(0) &= Y_0 \\
\frac{d}{dt} Y|_{t=0} &= \dot{Y}_0,
\end{aligned}
\]

(4.5.1)

where \(\hat{A}\) is a non-singular \(2 \times 2\) matrix, with positive defined determinant

\[
\hat{A} = \begin{pmatrix} a & b \\ c & d \end{pmatrix},
\]

(4.5.2)

\(Y = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix}\) a two component column vector and \(Y_0, \dot{Y}_0\) the initial conditions of the problem.

The solution of eq. (4.5.1) can be obtained by standard means, namely by introducing a further component \(W = \frac{d}{dt} Y\), thus transforming it into a first order differential equation involving \(4 \times 4\) matrices. The procedure we follow foresees different means involving the use of square root matrices. Treating the eq. (4.5.1) as a standard harmonic oscillator equation, we write the relevant solution as

\[
Y(t) = e^{it\sqrt{\hat{A}}_c} + e^{-i t\sqrt{\hat{A}}_c},
\]

(4.5.3)
where $\xi_{1,2}$ are column vectors depending on the initial conditions and will be specified later.

The problem we are facing with is that of providing an operational meaning to an exponential operator containing the square root of a $2 \times 2$ matrix. We proceed therefore as it follows:

a) Use standard matrix algebra \cite{24} to write

$$\sqrt{\hat{A}} = -\frac{\lambda_- \lambda_+}{\lambda_- - \lambda_+} \left( \frac{1}{\sqrt{\lambda_-}} - \frac{1}{\sqrt{\lambda_+}} \right) \hat{1} + \frac{\sqrt{\lambda_-} - \sqrt{\lambda_+}}{\lambda_- - \lambda_+} \hat{A},$$

$$f_0(\lambda_+, \lambda_-) = -\frac{\lambda_- \lambda_+}{\lambda_- - \lambda_+} \left( \frac{1}{\sqrt{\lambda_-}} - \frac{1}{\sqrt{\lambda_+}} \right),$$

$$f_1(\lambda_+, \lambda_-) = \frac{\sqrt{\lambda_-} - \sqrt{\lambda_+}}{\lambda_- - \lambda_+},$$

with $\hat{1}, \lambda_\pm$ being the unit matrix and the eigenvalues of the matrix $\hat{A}$.

b) Write then

$$e^{\tau \sqrt{\hat{A}}} = e^{f_0(\lambda_+, \lambda_-) \tau} \hat{1} e^{f_1(\lambda_+, \lambda_-) \tau} \hat{A}. \tag{4.5.5}$$

c) Use the Cayley-Hamilton theorem to write the explicit form of the matrix exponential as (see refs. \cite{24}, \cite{SL5})
\[ e^{\tau \sqrt{\hat{A}}} = e^{f_0(\lambda_+, \lambda_-)\tau} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} e_{1,1} & e_{1,2} \\ e_{2,1} & e_{2,2} \end{pmatrix}, \]

\[ e_{1,1} = \left[ \frac{(a - d) \tau}{\sqrt{\Delta}} f_1(\lambda_+, \lambda_-) \sinh \left( \frac{\sqrt{\Delta}}{2} \right) + \cosh \left( \frac{\sqrt{\Delta}}{2} \right) \right] e^{\frac{i}{2} f_1(\lambda_+, \lambda_-)(a + d)\tau}, \]

\[ e_{2,1} = f_1(\lambda_+, \lambda_-) \frac{2b\tau}{\sqrt{\Delta}} \sinh \left( \frac{\sqrt{\Delta}}{2} \right) e^{\frac{i}{2} f_1(\lambda_+, \lambda_-)(a + d)\tau}, \]

\[ e_{1,2} = f_1(\lambda_+, \lambda_-) \frac{2c\tau}{\sqrt{\Delta}} \sinh \left( \frac{\sqrt{\Delta}}{2} \right) e^{\frac{i}{2} f_1(\lambda_+, \lambda_-)(a + d)\tau}, \]

\[ e_{2,2} = \left[ -\frac{(a - d) \tau}{\sqrt{\Delta}} f_1(\lambda_+, \lambda_-) \sinh \left( \frac{\sqrt{\Delta}}{2} \right) + \cosh \left( \frac{\sqrt{\Delta}}{2} \right) \right] e^{\frac{i}{2} f_1(\lambda_+, \lambda_-)(a + d)\tau}, \]

\[ \Delta = (f_1(\lambda_+, \lambda_-) \tau)^2 ((a - d)^2 + 4bc). \]

The solution of eq. (4.5.1) can accordingly be written as

\[ \bar{Y}(t) = C \left( t \sqrt{\hat{A}} \right) Y_0 + \frac{1}{\sqrt{\hat{A}}} S \left( t \sqrt{\hat{A}} \right) \dot{Y}_0, \]

\[ C \left( t \sqrt{\hat{A}} \right) = \frac{e^{it\sqrt{\hat{A}}} + e^{-it\sqrt{\hat{A}}}}{2}, \]

\[ S \left( t \sqrt{\hat{A}} \right) = \frac{e^{it\sqrt{\hat{A}}} - e^{-it\sqrt{\hat{A}}}}{2i}, \]

where \( C \left( t \sqrt{\hat{A}} \right), S \left( t \sqrt{\hat{A}} \right) \) are pseudo oscillating cos and sin-like solutions.

A graphical example of such solution is shown in Fig. 4.7, where we have reported the time behavior of the two components \( y_{1,2} \) for different values of the matrix entries: a) \( \hat{A}_1 = \begin{pmatrix} 1 & 0.5 \\ 0.5 & 1 \end{pmatrix} \); b) \( \hat{A}_2 = \begin{pmatrix} 1.7 & 0.5 \\ 0.5 & 1.8 \end{pmatrix} \).

For completeness sake we have reported in Figs. 4.8 the so-called Lissajous curves arising from plotting \( S \left( t \sqrt{\hat{A}} \right) \) vs \( C \left( t \sqrt{\hat{A}} \right) \).
Figure 4.7: $\hat{Y}$ vs. time; in red and blue the components $y_1$, $y_2$ respectively, with initial conditions $\hat{Y}_0 = (1, 0)$ and $\dot{\hat{Y}}_0 = (-0.1, 0.2)$.

Figure 4.8: $S \left( t \sqrt{\hat{A}} \right)$ vs $C \left( t \sqrt{\hat{A}} \right)$, with different components combinations for $\hat{A}_1$ (a-b) and $\hat{A}_2$ (c-d).
We will discuss the application of the method to a physical problem later in this Chapter and concentrate on further refinement of the relevant mathematical details. In the following sections, we will extend the method including the integral transform technique and the square root of to higher order matrices, we will discuss a relevant application and will comment further possible developments.

4.5.1 Fractional Matrix Exponentiation

The results so far obtained will be further elaborated, including the extension to higher dimensions but, before addressing this specific aspect of the discussion, we complement the previous treatment by using techniques developed within the context of fractional calculus [81] and more specifically with the context of evolution problems regarding the solution of evolution equations, like Bethe-Salpeter or other relativistic forms, involving square roots of differential operators [14].

The theory of differ-integral calculus, namely of derivatives and integrals of non-integer order, has received a significant support from methods associated with the Laplace transform and, within such a framework, the use of Lévy transform [112] has been proved to be an effective tool to deal with exponentials with arguments consisting of fractional operators. To this aim we remind that [46]

$$e^{-p^{1/2}} = \int_0^\infty g_{1/2}(\eta) e^{-\eta^2} d\eta,$$

where

$$g_{1/2}(\eta) = \frac{1}{2\sqrt{\pi\eta^3}} e^{-\frac{1}{4\eta}},$$

with $g_{1/2}(\eta)$ being the Lévy-Smirnov distribution (used e.g. in [SL8] and later in Chapter 6).

**Definition 30.** According to eq. (4.5.8) we can express the exponential of a square root matrix in terms of the integral transform

$$e^{-\tau \sqrt{A}} = \int_0^\infty g_{1/2}(\eta) e^{-\eta^2 \tau} d\eta.$$

The advantage offered by eq. (4.5.9) is that the exponential inside the integral (4.5.9) depends on the matrix $A$ without any further exponentiation, this allows a direct use of the Cayley-Hamilton theorem to solve the problem.
of getting an explicit expression for the l.h.s. of eq. (4.5.9). Without considering the general case, reported in section 4.5.3, we discuss a few interesting examples.

**Example 51.** We consider the matrix

\[
\hat{A} = \hat{i} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},
\]  

(4.5.10)

namely the "unit circular" matrix satisfying the identity

\[
\hat{i}^2 = -\hat{1}
\]  

(4.5.11)

and generalizing the Euler identity

\[
e^{i\varphi} = \cos(\varphi) \hat{1} + \sin(\varphi) \hat{i}.
\]  

(4.5.12)

The use of eq. (4.5.6) yields

\[
e^{-\tau \sqrt{\hat{i}}} = e^{-\frac{\sqrt{2}}{2} \tau} \begin{pmatrix} \cos \left(\frac{\sqrt{2}}{2} \tau\right) & -\sin \left(\frac{\sqrt{2}}{2} \tau\right) \\ \sin \left(\frac{\sqrt{2}}{2} \tau\right) & \cos \left(\frac{\sqrt{2}}{2} \tau\right) \end{pmatrix},
\]  

(4.5.13)

representing a kind of damped matrix rotation.

**Example 52.** Using an almost similar argument we find that the square root of the "unit hyperbolic matrix"

\[
\hat{h} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]  

(4.5.14)

can be written as

\[
\sqrt{\hat{h}} = \frac{1}{2} \left[ (1 + i) \hat{1} + (1 - i) \hat{h} \right].
\]  

(4.5.15)

The solution of equations like

\[
\frac{d^2}{d\tau^2} Y = \hat{h} Y
\]  

(4.5.16)

can accordingly be written as

\[
Y(\tau) = \begin{pmatrix} \cosh(\tau_+) \cosh(\tau_-) & \sinh(\tau_+) \sinh(\tau_-) \\ \sinh(\tau_+) \sinh(\tau_-) & \cosh(\tau_+) \cosh(\tau_-) \end{pmatrix} Y_0 + \frac{1}{\sqrt{\hat{h}}} \begin{pmatrix} \sinh(\tau_+) \cosh(\tau_-) & \cosh(\tau_+) \sinh(\tau_-) \\ \cosh(\tau_+) \sinh(\tau_-) & \sinh(\tau_+) \cosh(\tau_-) \end{pmatrix} \dot{Y}_0,
\]  

(4.5.17)

\[
\tau_+ = \frac{1}{2} (1 + i) \tau.
\]
It is evident that the technique we have envisaged can be extended to higher order matrices, the only problem is that the procedure becomes slightly more cumbersome from the analytical point of view, but it is easily implemented with Mathematica™.

Example 53. In the case in which \( \hat{A} \) is a \( 3 \times 3 \) matrix we find

\[
e^{\tau \sqrt{\hat{A}}} = e^{f_0(\lambda_1, \lambda_2, \lambda_3)\tau} i e^{f_1(\lambda_1, \lambda_2, \lambda_3)\tau} \hat{A} e^{f_2(\lambda_1, \lambda_2, \lambda_3)\tau} \hat{A}^2,
\]

(4.5.18)

with \( \lambda_{1,2,3} \) being the associated eigenvalues and

\[
\begin{pmatrix}
  f_0 \\
  f_1 \\
  f_2
\end{pmatrix}
= \begin{pmatrix}
  1 & \lambda_1 & \lambda_1^2 \\
  1 & \lambda_2 & \lambda_2^2 \\
  1 & \lambda_3 & \lambda_3^2
\end{pmatrix}^{-1} \begin{pmatrix}
  \sqrt{\lambda_1} \\
  \sqrt{\lambda_2} \\
  \sqrt{\lambda_3}
\end{pmatrix}.
\]

(4.5.19)

The explicit form of the matrix can be written in terms of the exponential of the matrix \( \hat{A} \) if we use the identity

\[
e^{\tau \hat{A}} = e^{f_0(\sqrt{\pi})} \int_{-\infty}^{+\infty} e^{-\xi^2/2 + \xi \sqrt{\tau}} \hat{A} d\xi, \]

(4.5.20)

which yields

\[
e^{\tau \sqrt{\hat{A}}} = e^{f_0(\sqrt{\pi})} \begin{pmatrix}
  1 & 0 & 0 \\
  0 & 1 & 0 \\
  0 & 0 & 1
\end{pmatrix} \int_{-\infty}^{+\infty} e^{-\xi^2/2 + \xi \sqrt{\tau} \hat{A}} d\xi.
\]

(4.5.21)

A fairly simple example showing the effectiveness of the method is provided by the matrix

\[
\hat{A} = \begin{pmatrix}
  0 & -\omega_3 & \omega_2 \\
  \omega_3 & 0 & -\omega_1 \\
  -\omega_2 & \omega_1 & 0
\end{pmatrix}
\]

(4.5.22)

whose exponentiation yields a Rodrigues matrix \( \hat{R} \) [24], [29]

\[
e^{\vartheta \hat{A}} = \hat{R}(\vartheta) = 1 + \vartheta \sin(\Omega \vartheta) \hat{A} + \frac{1}{2} \vartheta^2 \left[ \sin \left( \frac{\Omega \vartheta}{2} \right) \right]^2 \hat{A}^2,
\]

\[
\Omega = \sqrt{\omega_1^2 + \omega_2^2 + \omega_3^2}.
\]

(4.5.23)

The use of the previous identity and a Gaussian integration, finally yields

\[
\text{the following factorization}
\]

186
\[ e^\tau \sqrt{A} = e^{\tau f_0} \left[ \hat{1} + \left( \frac{1 - e^{-\Omega^2 f_2 \tau}}{\Omega^2} \right) \hat{A}^2 \right] \hat{R}(\tau f_1). \] (4.5.24)

The extension to higher order matrices will be discussed in the final section containing further comments on the technique we have proposed.

### 4.5.2 A Physical Application

As previously noted, the use of pseudo differential operators for the solution of **Klein-Gordon or Bethe-Salpeter equations** has gained considerable interest in the last few years, we use the methods discussed in the previous sections to study the solution of the stationary Klein-Gordon equation describing the axion photon coupling in a transverse magnetic field. According to the analysis developed in ref. [114] photon $\gamma$ and axion $a$ fields can be viewed as two state polarization, which, propagating in an intense magnetic field, undergo a kind of Cotton-Mouton rotation. Within such a framework the photon-axion interaction can be viewed as a kind of Primakoff process (see Fig. 4.9) in which the vertex coupling occur between a real external photon, the virtual photon associated with the static magnetic field and the axion.

![Figure 4.9: Primakoff process for photon ($\gamma$) - photon ($\gamma$) - axion ($a$) production.](image)

The equation we consider is [114]

\[ \left( \frac{\partial}{\partial t} \right)^2 \begin{pmatrix} \gamma \\ a \end{pmatrix} = -\omega^2 \begin{pmatrix} \frac{2n - 1}{g_{\gamma B}} & \frac{g_{\gamma B}}{\omega^2} \\ \frac{g_{\gamma B}}{\omega} & \frac{1}{1 - \frac{m_a^2}{\omega^2}} \end{pmatrix} \begin{pmatrix} \gamma \\ a \end{pmatrix}. \] (4.5.25)
where \( n \) is the refractive photon index associated to the magnetic field \( B \), \( g_{a\gamma} \) the axion photon coupling constant, \( m_a \) is the axion mass and \( \omega \) is the external photon frequency. Without further considering the specific details, we find that the eigenvalues of the matrix are

\[
\lambda_{\pm} = \frac{N + M \pm \sqrt{[N - M]^2 + 4G^2}}{2},
\]

\[
N = 2n - 1,
\]

\[
M = 1 - \left( \frac{m_a}{\omega} \right)^2,
\]

\[
G = \frac{g_{a\gamma}B}{\omega}.
\]

(4.5.26)

If we make the assumption that \( \frac{m_a}{\omega} \ll 1 \) (which means that the energy of the external photon is much larger than the axion mass) and \( N \approx 1 \), we are left with \( \lambda_{\pm} = 1 \pm G \). Furthermore, by noting also that \( G \ll 1 \), we find

\[
f_0(\lambda_+, \lambda_-) = \frac{1 - G^2}{2G} \left( \frac{1}{\sqrt{1 - G}} - \frac{1}{\sqrt{1 + G}} \right) \approx \frac{1}{2} - \frac{3}{16} G^2,
\]

\[
f_1(\lambda_+, \lambda_-) = \frac{\sqrt{1 - G} - \sqrt{1 + G}}{-2G} \approx \frac{1}{2} + \frac{G^2}{16}
\]

and

\[
e^{i\omega t \sqrt{A}} = e^{-i\omega t \left(1 - \frac{1}{2}G^2\right)} \begin{pmatrix} \cos(f_1G\omega t) & -\sin(f_1G\omega t) \\ \sin(f_1G\omega t) & \cos(f_1G\omega t) \end{pmatrix},
\]

(4.5.27)

which is essentially a rotation matrix induced by the axion-photon coupling constant. The validity of our solution is limited to the case in which both \( \lambda_{\pm} \) are non-negative, therefore the following conditions are to be satisfied

\[
m_a \leq \omega \sqrt{1 - \frac{1}{2n - 1} \left( \frac{g_{a\gamma}B}{\omega} \right)^2}.
\]

(4.5.29)

It is interesting to look at the behavior vs. time of the probability of creating an axion during the interaction for different values of the parameter. In Fig. 4.10 we have shown \(|a|^2\) vs \(\omega t\) for the cases
1) \( \frac{g_{\alpha \gamma} B}{\omega} \approx 2 \cdot 10^{-9}, \quad \left( \frac{m_a}{\omega} \right) \approx 0.3; \)

2) \( \frac{g_{\alpha \gamma} B}{\omega} \approx 10^{-8}, \quad \left( \frac{m_a}{\omega} \right) \approx 0.71. \)

Figure 4.10: Axion generation probability (\( |a|^2 \cdot 10^{15} \)) vs. \( \omega t \) for different parameters.

The probability of converting an axion into a photon displays an analogous behaviour vs. time. The combined processes of photon-axion-photon conversion are the pivoting tools of shining through the wall experiments [114, 106], which are of noticeable importance for the search of dark matter constituents.

### 4.5.3 Higher Order Matrices

In these concluding remarks we want to emphasize that the mathematical tool we have developed is amenable for further extensions and contains seed elements for further studies.

**Example 54.** Regarding the extension of the method to matrices with dimensionality higher than \( 3 \times 3 \) we note that in the case of a \( 4 \times 4 \) matrix we have

\[
e^{\tau \sqrt{\hat{A}}} = \prod_{r=0}^{3} e^{f_r \tau \hat{A}_r}.
\]

(4.5.30)

The use of the Airy transform [SL5] allows to write

\[
e^{\alpha \hat{A}^3} = \int_{-\infty}^{\infty} \text{Ai}(t) e^{\frac{3}{\sqrt{\pi}} t \hat{A}} dt,
\]

\[
\text{Ai}(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{\left( \frac{3}{4} \xi^3 + \frac{3i}{2} \xi \right)} d\xi.
\]

(4.5.31)
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Thus finally getting, for the square root of a $4 \times 4$ matrix, the following expression in terms of Airy and Gauss transforms:

$$e^{\tau \sqrt{\hat{A}}} = \frac{e^{f_0(\tau)}}{\sqrt{\pi}} \int_{-\infty}^{+\infty} \int_{0}^{\infty} e^{-\xi^2} Ai(\lambda) \hat{U}(f_1 \tau + 2\sqrt{f_2 \tau} \xi + \sqrt{f_3 \tau} \lambda) d\xi d\lambda,$$

$$\hat{U}(\tau) = e^{\tau \hat{A}}.
$$

(4.5.32)

The case of matrices with higher order dimensionalities ($5 \times 5, \ldots$), requires only higher order integral transforms of the type discussed in ref. [15].

The use of the Lévy-Smirnov distribution allows to write (see eq. (4.5.23))

$$e^{-\tau \sqrt{\hat{A}}} = \int_0^\infty g_{\frac{1}{2}}(\eta) \hat{R}(-\eta \tau^2) d\eta.
$$

(4.5.33)

Taking into account that

$$\int_0^\infty g_{\frac{1}{2}}(\eta) d\eta = 1,$$

$$\int_0^\infty g_{\frac{1}{2}}(\eta)e^{-i\eta x} d\eta = e^{-\frac{\sqrt{2\pi}}{x}} \left(\frac{\sqrt{2x}}{2}\right) - i \sin \left(\frac{\sqrt{2x}}{2}\right)
$$

(4.5.34)

and, by using the explicit form of the Rodrigues matrix (see eqs. (4.5.22) and (4.5.23)) we end up with

$$e^{-\tau \sqrt{\hat{A}}} =
$$

$$= 1 - \frac{e^{-\frac{\sqrt{2\pi}}{\Omega \tau}}}{} \sin \left(\frac{\sqrt{2\Omega}}{2-\tau}\right) \hat{A} + \frac{1}{\Omega^2} \left(1 - e^{-\frac{\sqrt{2\pi}}{\Omega \tau}} \cos \left(\frac{\sqrt{2\Omega}}{2-\tau}\right)\right) \hat{A}^2.
$$

(4.5.35)

The possibility of extending the method to higher order roots follows the same procedure we have envisaged and for example

$$e^{-\tau \sqrt{\hat{A}}} = \int_0^\infty g_{\frac{1}{n}}(\eta) e^{-\eta \tau^n \hat{A}} d\eta,
$$

(4.5.36)

where the Lévy stable function $g_{\frac{1}{n}}(\eta)$ is in general expressible in terms of Meijer G-functions (see ref. [112]).
Chapter 5

Bessel Functions and Umbral Calculus

In this Chapter we describe a systematic reformulation of the theory of special functions, and in particular of Bessel functions, in terms of the umbral conception developed so far.

The original parts of the Chapter, containing their adequate bibliography, are based on the following original papers.

[SL7] Giuseppe Dattoli, Elio Sabia, Emanuele Di Palma, Silvia Licciardi; “Products of Bessel functions and associated polynomials”; Applied Mathematics and Computation, Vol 266 Issue C, September 2015, pages 507-514, Elsevier Science Inc. New York, NY, USA.

[SL5] D. Babusci, G. Dattoli, M. Del Franco, S. Licciardi; “Lectures on Mathematical Methods for Physics”, invited Monograph by World Scientific, Singapore, 2017, in press.

★ G. Dattoli, S. Licciardi; “Book on Bessel Functions and Umbral Calculus”, work in progress.

We begin from Bessel functions and see how their study can be afforded by the use of elementary analytical means.

Such a point of view and the joint use of other tools as e.g. the Ramanujan Master Theorem (RMT) [A.2], allow the evaluation of infinite integrals of Bessel functions in terms of ordinary Gaussian integrals [L3]. Further computational technicalities, as e.g. those involving the repeated derivatives of
Bessel functions with respect to their variable or to their index, are indeed
greatly simplified, like we saw e.g. in [5.1.10] and similar. In addition the
method suggests new possibility for the introduction of auxiliary polynomi-
als [SL7], allowing significant progresses in the study of the properties of
Bessel functions and of their link to other forms belonging to the Bessel like
family.

5.1 Bessel Functions

We remind the cylindrical Bessel function of 0-order (1.1.25) defined
by the power series

\[ J_0(x) = \sum_{r=0}^{\infty} \frac{(-1)^r \left(\frac{x}{2}\right)^{2r}}{(r!)^2}, \quad \forall x \in \mathbb{R}, \quad (5.1.1) \]

which graphic is

![Figure 5.1: 0-order of Bessel function, J_0(x).](image)

According to the notation outlined in Chapter 1, the series (5.1.1) can be
written in the form of a Gaussian (1.2.9) by the use of the \( \hat{c} \)-operator (1.1.6)

\[ J_0(x) = e^{-\hat{c}\left(\frac{x}{2}\right)^2} \varphi_0, \quad (5.1.2) \]

yielding the minimal umbral image of the Bessel function or, e.g., in rational
terms (1.2.16) by the use of the \( \hat{b} \)-operator (1.2.15)

\[ J_0(x) = \frac{1}{1 + \hat{b}\left(\frac{x}{2}\right)^2} \Phi_0 \quad (5.1.3) \]
and so on.

We focus on the Gaussian umbral image for the wealth of properties that Gaussian functions possess, so allowing to derive all the properties of Bessel in a very direct way, which significantly simplifies the ordinary procedure.

The infinite integrals involving 0-th order Bessel functions can be directly inferred from those of elementary Gaussian integrals. We have seen indeed (1.2.13)

\[ \int_0^\infty J_0(x)dx = \left( \int_0^\infty e^{-\hat{c}(\hat{z})^2}dx \right) \varphi_0 = \sqrt{\frac{\pi}{\hat{c}}} \varphi_0 = \sqrt{\frac{\pi}{\Gamma(1/2)}} = 1. \quad (5.1.4) \]

Other properties can be derived using comparable simple means.

**Proposition 38.** By keeping the first derivative of both sides of eq. (5.1.2) we obtain, with \( \hat{D}_x = \frac{d}{dx} \),

\[ \hat{D}_x J_0(x) = - \left( \hat{c} \frac{x}{2} \right) e^{-\hat{c}(\hat{z})^2} \varphi_0 = - \sum_{r=0}^\infty \frac{(-1)^r (\frac{\hat{z}}{2})^{2r+1}}{r!(r+1)!}. \quad (5.1.5) \]

The power series expansion in eq. (5.1.5) represents the **first order cylindrical Bessel function**, namely

\[ J_1(x) = \sum_{r=0}^\infty \frac{(-1)^r (\frac{\hat{z}}{2})^{2r+1}}{r!(r+1)!}. \quad (5.1.6) \]

**Osservation 13.** We have therefore shown that

\[ \hat{D}_x J_0(x) = - J_1(x). \quad (5.1.7) \]

**Corollary 39.** By keeping a further derivative of both sides of eq. (5.1.5) we obtain

\[ \hat{D}_x^2 J_0(x) = - \left( \left( \hat{c} \frac{1}{2} \right) e^{-\hat{c}(\hat{z})^2} - \left( \hat{c} \frac{x}{2} \right)^2 e^{-\hat{c}(\hat{z})^2} \right) \varphi_0 = - \frac{J_1(x)}{x} + \sum_{r=0}^\infty \frac{(-1)^r (\frac{\hat{z}}{2})^{2r+2}}{r!(r+2)!}. \quad (5.1.8) \]

The power series in the last equation provides the **second order Bessel equation**, namely
\[ J_2(x) = \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r+2}}{r!(r+2)!}. \]  

(5.1.9)

More in general, by keeping successive derivatives (see below for a more complete treatment), we can argue that the \textbf{n-th order} of Bessel functions is

\[ J_n(x) = \left( \frac{\hat{c}^2}{2} \right)^n e^{-\hat{c} \left( \frac{x}{2} \right)^2} \varphi_0 = \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r+n}}{r!(r+n)!}. \]  

(5.1.10)

The above relation can be further exploited to get a general recurrence relation involving contiguous index Bessel functions and their derivatives.

\textbf{Properties 23.} From eq. (5.1.10) we find

\[ i) \ \hat{D}_x J_n(x) = \left( \frac{n}{x} \left( \frac{\hat{c}^2}{2} \right)^n - \left( \frac{\hat{c}^2}{2} \right)^{n+1} \right) e^{-\hat{c} \left( \frac{x}{2} \right)^2} \varphi_0 = \frac{n}{x} J_n(x) - J_{n+1}(x). \]  

(5.1.11)

The use of the series expansion yields

\[ ii) \ nJ_n(x) = n \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r+n}}{r!(r+n)!} = \sum_{r=0}^{\infty} \frac{(-1)^r(n+r) \left( \frac{x}{2} \right)^{2r+n}}{r!(r+n)!} - \sum_{r=0}^{\infty} \frac{(-1)^r r \left( \frac{x}{2} \right)^{2r+n}}{r!(r+n)!} = \frac{x}{2} (J_{n-1}(x) + J_{n+1}(x)) \]  

(5.1.12)

which, for convenience, is rewritten in the form of the recurrence

\[ \frac{n}{x} J_n(x) = \frac{1}{2} (J_{n-1}(x) + J_{n+1}(x)), \]  

(5.1.13)

exploited, along with eq. (5.1.11), to get the identity

\[ \hat{D}_x J_n(x) = \frac{1}{2} (J_{n-1}(x) - J_{n+1}(x)). \]  

(5.1.14)

It is also straightforwardly proved that

\[ iii) \ \hat{D}_x (x^n J_n(x)) = \hat{D}_x \left( \left( \frac{\hat{c}}{2} \right)^n x^{2n} e^{-\hat{c} \left( \frac{x}{2} \right)^2} \varphi_0 \right) = x^n J_{n-1}. \]  

(5.1.15)
Corollary 40. The differential equation satisfied by the Bessel functions can be obtained from the previous recurrences (5.1.13)-(5.1.14) by noting that, once combined, yield

\begin{align*}
J_{n-1}(x) &= \frac{n}{x} J_n(x) + \hat{D}_x J_n(x), \\
J_{n+1}(x) &= \frac{n}{x} J_n(x) - \hat{D}_x J_n(x).
\end{align*}

(5.1.16)

Proposition 39. We introduce the index shifting operators

\[ \hat{E}_\pm = \hat{N} \mp \hat{D}_x, \] (5.1.17)

with \( \hat{N} \) being a "index" operator defined

\[ \hat{N} J_n(x) = n J_n(x). \] (5.1.18)

Then, we can express the recurrence relations (5.1.16) in the form

\[ \hat{E}_\pm J_n(x) = J_{n\pm1}(x). \] (5.1.19)

It is also easily understood that the action of the product of the shift operators yield

\[ \hat{E}_+ \hat{E}_- (J_n(x)) = J_n(x), \] (5.1.20)

which in differential forms reads

\[ \hat{E}_+ \hat{E}_- (J_n(x)) = \left( \frac{\hat{N}}{x} - \hat{D}_x \right) J_{n-1}(x) = \left( \frac{n-1}{x} - \hat{D}_x \right) J_{n-1}(x) = \] (5.1.21)

\[ \left( \frac{n-1}{x} - \hat{D}_x \right) \left( \frac{n}{x} + \hat{D}_x \right) J_n(x) \]

and, after a few manipulations, we end up with

\[ \left\{ x^2 \hat{D}_x^2 + x \hat{D}_x + (x^2 - n^2) \right\} J_n(x) = 0 \] (5.1.22)

or, in a more compact form,

\[ \left( x \hat{D}_x \right)^2 J_n(x) = (n^2 - x^2) J_n(x). \] (5.1.23)
The products of two Bessel functions (which will be detailed successively) provide new families of functions with interesting properties. Identities like the recurrence relations can be extended to e.g. the square of Bessel functions.

**Proposition 40.**

\[
\begin{align*}
a) \quad & \left( \frac{1}{2} \left( \frac{\hat{D}_x^2}{x} + \frac{1}{x} \hat{D}_x \right) + 1 \right) J_n^2(x) = \frac{1}{2} \left( J_{n-1}^2(x) + J_{n+1}^2(x) \right), \\
b) \quad & \frac{n}{x} \hat{D}_x J_n^2(x) = \frac{1}{2} \left( J_{n-1}^2(x) - J_{n+1}^2(x) \right).
\end{align*}
\]

**(5.1.24)**

**Proof.** The eq. b) follows by noting that

\[
\frac{n}{x} \hat{D}_x J_n^2(x) = \left( \frac{2n}{x} J_n(x) \right) \left( \hat{D} J_n(x) \right),
\]

which, on account of the recurrences (5.1.13) e (5.1.14) yields

\[
\frac{n}{x} \hat{D}_x J_n^2(x) = \frac{1}{2} \left( J_{n-1}^2(x) - J_{n+1}^2(x) \right).
\]

**(5.1.26)**

The derivation of the (5.1.24) − a) is more elaborated as shown below:

**i)** Note that from eqs. (5.1.13) e (5.1.14) it follows that

\[
\begin{align*}
\left( \frac{n}{x} \right)^2 J_n^2(x) &= \frac{1}{4} \left( J_{n+1}^2(x) + J_{n-1}^2(x) + 2J_{n+1}(x)J_{n-1}(x) \right), \\
\left( \hat{D}_x J_n(x) \right)^2 &= \frac{1}{4} \left( J_{n+1}^2(x) + J_{n-1}^2(x) - 2J_{n+1}(x)J_{n-1}(x) \right).
\end{align*}
\]

**(5.1.27)**

**ii)** Apply standard operatorial rules to state the identity

\[
\left( \hat{D}_x J_n(x) \right)^2 = \frac{1}{2} \hat{D}_x^2 J_n^2(x) - J_n(x) \hat{D}_x^2 J_n(x) = \\
= \frac{1}{2} \hat{D}_x^2 J_n^2(x) - J_n(x) \left( \frac{x^2}{x^2} \hat{D}_x^2 J_n(x) \right).
\]

**(5.1.28)**

**iii)** Use the Bessel differential equation to get

\[
\begin{align*}
\frac{1}{2} \hat{D}_x^2 J_n^2(x) + \frac{1}{2x} \hat{D}_x J_n^2(x) + \left( 1 - \frac{n^2}{x^2} \right) J_n^2(x) &= \\
= \frac{1}{4} \left[ J_{n+1}^2(x) + J_{n-1}^2(x) - 2J_{n+1}(x)J_{n-1}(x) \right].
\end{align*}
\]

**(5.1.29)**
which combined with the first in (5.1.27) yields the first of the recurrences \((5.1.24)\).

**Corollary 41.** The use of the shift operator formalism can also be exploited to derive the differential equation satisfied by \(J_n^2(x)\).

It is indeed fairly natural, in analogy with \((5.1.19)\) to set

\[
2\hat{E}_- J_n^2(x) = J_{n-1}^2(x),
\]

\[
2\hat{E}_+ J_n^2(x) = J_{n+1}^2(x),
\]

where the shift operators have been defined as

\[
2\hat{E}_- = \left[ \frac{1}{2} \left( \hat{D}_x^2 + \frac{1}{x} \hat{D}_x \right) + 1 \right] + \frac{\hat{N}}{x} \hat{D}_x,
\]

\[
2\hat{E}_+ = \left[ \frac{1}{2} \left( \hat{D}_x^2 + \frac{1}{x} \hat{D}_x \right) + 1 \right] - \frac{\hat{N}}{x} \hat{D}_x.
\]

The differential equation satisfied by the function \(y(x) = J_n^2(x)\) is, thereby, provided by

\[
2\hat{E}_- \left( 2\hat{E}_+ y \right) = y,
\]

namely

\[
\left( \hat{\Theta} + \frac{n+1}{x} \hat{D}_x \right) \left( \hat{\Theta} - \frac{n}{x} \hat{D}_x \right) y = y,
\]

\[
\hat{\Theta} = \frac{1}{2} \left( \hat{D}_x^2 + \frac{1}{x} \hat{D}_x \right) + 1,
\]

which is a **fourth order differential equation** which is worth to be expanded in the form*\[\]

\[
\left( \hat{\Theta}^2 + \frac{1}{x} \hat{D}_x \hat{\Theta} + \frac{n(n+1)}{x^2} \left( \frac{1}{x} - \hat{D}_x \right) \hat{D}_x \right) y = y.
\]

The explicit evaluation of the commutator yields

---

*The bracket \([\hat{A},\hat{B}] = \hat{A}\hat{B} - \hat{B}\hat{A}\) denotes the commutation parenthesis and is different from zero whenever \(A, B\) are not commuting quantities.
\[
\left[ \hat{\Theta}, \frac{1}{x} \hat{D}_x \right] = \hat{\Theta} \frac{1}{x} \hat{D}_x - \frac{1}{x} \hat{D}_x \hat{\Theta} = \frac{1}{x^2} \left( \frac{1}{x} - \hat{D}_x \right) \hat{D}_x \tag{5.1.35}
\]

and the eq. (5.1.34) becomes

\[
\left( \hat{\Theta}^2 + \frac{1}{x} \hat{D}_x \hat{\Theta} + n^2 \left[ \hat{\Theta}, \frac{1}{x} \hat{D}_x \right] \right) y = y, \tag{5.1.36}
\]

thus eventually getting

\[
\left( x^3 \hat{\Theta}^2 + x^2 \hat{D}_x \hat{\Theta} + n^2 (1 - x \hat{D}_x) \hat{D}_x - x^3 \right) y = 0. \tag{5.1.37}
\]

The form we have just derived is different from the analogous expression given in Abramowitz and Stegun\footnote{M. Abramowitz and I. Stegun “Handbook of Mathematical Functions” Dover (1970) Chapter 9 p. 362 eq. (9.1.57).}, where the relevant differential equation is fourth order in terms of the operator \( \hat{\vartheta} = x \hat{D}_x \). It is possible to compare eqs. (5.1.36)-(5.1.37) with the form given in the Abramowitz and Stegun and extend the previous results to products of Bessel functions with different indices.

Further examples of application of the just outlined method are given below.

**Example 55.** Given the function \( \phi_n(x) = x^p J_n(\lambda x^q) \) with \( \forall n \in \mathbb{N} \) and \( \lambda, p, q \) independent on the index \( n \), we can find the relevant recurrences and differential equation.

We note that

\[
\frac{2n}{\lambda x^q} J_n(\lambda x^q) = J_{n-1}(\lambda x^q) + J_{n+1}(\lambda x^q). \tag{5.1.38}
\]

We multiply both sides by \( x^p \) and deduce that

\[
\frac{2n}{\lambda x^q} \phi_n(x) = \phi_{n-1}(x) + \phi_{n+1}(x). \tag{5.1.39}
\]

By noting that

\[
J_n(\lambda x^q) = x^{-p} \phi_n(x) \tag{5.1.40}
\]

and by using the fact...
\[2 \hat{D}_Z J_n(Z) = J_{n-1}(Z) - J_{n+1}(Z),\]  \hspace{1cm} (5.1.41)

and, after establishing the identity
\[\hat{D}_Z = \frac{1}{q \lambda x^{q-1}} \hat{D}_x,\]  \hspace{1cm} (5.1.42)

we end up with
\[(p + nq)\phi_{n-1}(x) + (p - nq)\phi_{n+1}(x) = \frac{2n}{\lambda} x^{1-q}\phi'(x).\]  \hspace{1cm} (5.1.43)

The relevant differential equations are obtained either by using an appropriate generalization of the shift operator method, or by noting that
\[\left[ Z^2 \hat{D}_Z^2 + Z \hat{D}_Z + (Z^2 - n^2) \right] (x^{-p}\phi_n(x)) = 0.\]  \hspace{1cm} (5.1.44)

Other properties which can be easily checked using the present formalism.

**Properties 24.** We have:

\begin{enumerate}
  \item \textbf{Argument Reflection Condition}
  \[J_n(-x) = \left( \frac{\hat{c}(-x)}{2} \right)^n e^{-\hat{c}(\frac{x}{2})^2} \varphi_0 = (-1)^n J_n(x).\]  \hspace{1cm} (5.1.45)

  \item \textbf{Index Reflection Condition}
  \[J_{-n}(x) = \left( \frac{\hat{c} x}{2} \right)^{-n} e^{-\hat{c}(\frac{x}{2})^2} \varphi_0 = \sum_{r = n}^{\infty} \frac{(-1)^r (\frac{x}{2})^{2r-n}}{r!(r-n)!} = \sum_{s=0}^{\infty} \frac{(-1)^{s+n} (\frac{x}{2})^{2s+n}}{s!(s+n)!} = (-1)^n J_n(x).\]  \hspace{1cm} (5.1.46)
\end{enumerate}

In this section we have derived the main properties of Bessel functions in a quite straightforward way and most of the simplicity of the results are associated with the formalism we used.
5.2 Bessel Functions of Second Kind

In the previous section we have considered integer order Bessel functions, but there is no argument against their extension to any real order, namely

**Definition 31.** We introduce the Gaussian umbral form of real order Bessel function

\[
J_\nu(x) = \left( \frac{\hat{c} x}{2} \right)^\nu e^{-\hat{c} (\frac{x}{2})^2} \varphi_0 = \sum_{r=0}^{\infty} \frac{(-1)^r (x^2/2)^{2r+\nu}}{r! \Gamma(\nu + r + 1)}, \quad \forall \nu \in \mathbb{R}. \tag{5.2.1}
\]

It is easily checked that the function (5.2.1) satisfies the same recurrences of the integer order case and, therefore, the same differential equation.

**Corollary 42.** From eq. (5.2.1) we also find

\[
J_\nu(-x) = \left( -\hat{c} \frac{x}{2} \right)^\nu e^{-\hat{c} (\frac{x}{2})^2} \varphi_0 = e^{i\pi \nu} J_\nu(x). \tag{5.2.2}
\]

It is now worth noting that being (5.1.22) a second order differential equation, it admits two independent solutions. In the case of integer index \(J_n(x), J_{-n}(x)\) cannot be considered independent but, since the non-integer case \(J_\nu(x)\) is not expressible in terms of \(J_{-\nu}(x)\) and viceversa, we can consider them as independent solutions of the Bessel equation.

Any linear combination of the two solutions represents a solution of the Bessel equation, therefore we set \[2\]

**Definition 32.** The identity

\[
Y_\nu(x) = \frac{J_\nu(x) \cos(\nu \pi) - J_{-\nu}(x)}{\sin(\nu \pi)} \tag{5.2.3}
\]

is called the Neumann-Bessel (N-B) function.

and we show the following Theorem:

**Theorem 4.** Let, \(\forall x \in \mathbb{R}, \forall \nu \in \mathbb{R}, Y_\nu(x)\) the N-B function then, \(\forall n \in \mathbb{Z},\)

\[
\lim_{\nu \to n} Y_\nu(x) = Y_n(x), \quad \tag{5.2.4}
\]

where \(Y_n(x)\) is the integer index counterpart of (5.2.3)
Proof. According to our definition (5.2.1), we obtain

$$Y_\nu(x) = \left(\frac{\hat{c}x}{2}\right)^\nu \cos(\nu \pi) - \left(\frac{\hat{c}x}{2}\right)^{-\nu} e^{-\hat{c}(\frac{x}{2})^2} \varphi_0$$

(5.2.5)

so, for (5.1.10) and (5.1.46),

$$\lim_{\nu \to n} Y_\nu(x) = \lim_{\nu \to n} \left(\frac{\hat{c}x}{2}\right)^\nu \cos(\nu \pi) - \left(\frac{\hat{c}x}{2}\right)^{-\nu} e^{-\hat{c}(\frac{x}{2})^2} \varphi_0 = \pm J_n(x) - J_{-n}(x) = 0.$$ 

Applying the de L’Hopital rule, the derivation with respect to \(\nu\) yields

$$\lim_{\nu \to n} Y_\nu(x) =$$

$$= \lim_{\nu \to n} \frac{\ln(\hat{c}^\nu \ln(\hat{c}^\nu) \cos(\nu \pi) - \pi (\hat{c}^\nu \ln(\hat{c}^\nu) + (\hat{c}^\nu) e^{-\hat{c}(\frac{x}{2})^2} \varphi_0 =$$

$$= \frac{\ln(\frac{x}{2}) (-1)^n (\hat{c}^\nu \ln(\hat{c}^\nu) + (\hat{c}^\nu) e^{-\hat{c}(\frac{x}{2})^2} \varphi_0 +$$

$$+ \frac{1}{(-1)^n \pi} \ln(\hat{c}) \left((-1)^\nu (\hat{c}^\nu \ln(\hat{c}^\nu) + (\hat{c}^\nu) e^{-\hat{c}(\frac{x}{2})^2} \varphi_0 +$$

$$= \frac{1}{\pi} \ln(\frac{x}{2}) J_n(x) + \frac{1}{(-1)^n \pi} \ln(\frac{x}{2}) J_{-n}(x) +$$

$$+ \frac{1}{(-1)^n \pi} \ln(\hat{c}) \left((-1)^\nu (\hat{c}^\nu \ln(\hat{c}^\nu) + (\hat{c}^\nu) e^{-\hat{c}(\frac{x}{2})^2} \varphi_0 +$$

$$= \frac{2}{\pi} \ln(\frac{x}{2}) J_n(x) + \frac{1}{\pi} \sum_{r=0}^{\infty} (-1)^r (\frac{x}{2})^2 e^{r(\nu)} e^{-\hat{c}(\frac{x}{2})^2} \varphi_0 +$$

$$+ \frac{1}{(-1)^n \pi} \ln(\hat{c}) \sum_{r=0}^{\infty} \frac{(-1)^r (\frac{x}{2})^2 e^{r(\nu)} e^{-\hat{c}(\frac{x}{2})^2} \varphi_0}{r!}.$$ 

Now, to evaluate the logarithm of the operator \(\hat{c}\) on \(\varphi_0\), we use (1.1.6) and set

$$\ln(\hat{c}) \varphi_0 = \lim_{\alpha \to 0} \left(\frac{\hat{c}^\alpha - 1}{\alpha}\right) \varphi_0 = \lim_{\alpha \to 0} \frac{\varphi_0 - \varphi_0}{\alpha} =$$

$$= \lim_{\alpha \to 0} \left[\frac{1}{\alpha} \left(\frac{1}{\Gamma(\alpha + 1)} - 1\right)\right] = -\lim_{\alpha \to 0} \frac{\Gamma(\alpha + 1)}{\Gamma(\alpha + 1)^2} = de L’H.$$
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\[
= - \lim_{\alpha \to 0} \frac{\Psi(\alpha + 1)}{\Gamma(\alpha + 1)}, \quad (5.2.6)
\]

\[
\Psi(\beta) = \frac{\Gamma'(\beta)}{\Gamma(\beta)}, \quad \beta \in \mathbb{R}, \quad (5.2.7)
\]

with \( \Psi(\beta) \) Digamma function. Then,

\[
\lim_{\nu \to n} Y_{\nu}(x) = \frac{2}{\pi} \ln \left( \frac{x}{2} \right) J_n(x) + \frac{1}{\pi} \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r+n}}{r!} \lim_{\alpha \to 0} \left( \frac{\alpha + r + n}{\alpha} \right) \varphi_0
\]

\[
+ \frac{1}{\pi} \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r-n}}{r!} \lim_{\nu \to \infty} \left( \frac{\varphi}{\alpha} \right) \varphi_0
\]

\[
= \frac{2}{\pi} \ln \left( \frac{x}{2} \right) J_n(x) - \frac{1}{\pi} \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r+n}}{r!} \Psi(\alpha + r + n + 1) + \Psi(\alpha + r + n + 1) + \Psi(\alpha + r + n + 1) + \Psi(\alpha + r + n + 1)
\]

\[
+ \frac{1}{\pi} \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r+n}}{r!} \lim_{\nu \to \infty} \left( \frac{\varphi}{\alpha} \right) \varphi_0
\]

\[
= \frac{2}{\pi} \ln \left( \frac{x}{2} \right) J_n(x) - \frac{1}{\pi} \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r+n}}{r!} \Psi(\alpha + r + n + 1) + \Psi(\alpha + r + n + 1) + \Psi(\alpha + r + n + 1) + \Psi(\alpha + r + n + 1)
\]

\[
+ \frac{1}{\pi} \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r+n}}{r!} \lim_{\nu \to \infty} \left( \frac{\varphi}{\alpha} \right) \varphi_0
\]

\[
= \frac{2}{\pi} \ln \left( \frac{x}{2} \right) J_n(x) - \frac{1}{\pi} \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r+n}}{r!} \Psi(\alpha + r + n + 1) + \Psi(\alpha + r + n + 1) + \Psi(\alpha + r + n + 1) + \Psi(\alpha + r + n + 1)
\]

but, using the identities

\[
\Gamma(x)\Gamma(1 - x) = \frac{\pi}{\sin(\pi x)}, \quad \forall x \notin \mathbb{Z}, \quad (5.2.8)
\]
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\[ \Psi(1 - x) - \Psi(x) = \pi \cot(x\pi), \quad \forall x \notin \mathbb{Z}, \quad (5.2.9) \]

we can write

\[
\lim_{\nu \to n} \frac{\Psi(1 - (\nu - r))}{\Gamma(1 - (\nu - r))} = \begin{cases} 
( -1)^{n-r} (n-r-1)! & 0 \leq r < n, \\
-\infty & r \geq n.
\end{cases} 
\quad (5.2.10)
\]

We eventually find

\[
\lim_{\nu \to n} Y_{\nu}(x) = \frac{2}{\pi} \ln \left( \frac{x}{2} \right) J_n(x) - \frac{1}{\pi} \sum_{r=0}^{\infty} \frac{(-1)^r \left( \frac{x}{2} \right)^{2r+n}}{r! \Gamma(r+n+1)} + \\
- \frac{1}{\pi} \left[ \sum_{r=0}^{n-1} \frac{(n-r-1)!}{r!} \left( \frac{x}{2} \right)^{2r-n} + \sum_{s=0}^{\infty} \frac{(-1)^s}{(n+s)! s!} \Psi(s+1) \left( \frac{x}{2} \right)^{2s+n} \right] = \\
= Y_n(x).
\]

\[\square\]

**Corollary 43.** Now, we recast in operators terms and obtain

\[
\Delta_n(x) = \left( \hat{x} \hat{c} \frac{x}{2} \right)^n e^{-\hat{x}\hat{c} \left( \frac{x}{2} \right)^2} \varphi_0 \vartheta_0 = \sum_{k=0}^{\infty} \frac{(-1)^k \Psi(k+n+1)}{k! \Gamma(k+n+1)} \left( \frac{x}{2} \right)^{2k+n},
\]
\[
\hat{x}^\alpha \vartheta_0 = \frac{\Gamma'(\alpha+1)}{\Gamma(\alpha+1)},
\]
\[
\delta_n(x) = \left( \hat{x} \hat{c} \frac{x}{2} \right)^n e^{-\hat{x}\hat{c} \left( \frac{x}{2} \right)^2} \varphi_0 \vartheta_0 = \sum_{k=0}^{\infty} \frac{(-1)^k \Psi(k+1)}{k! \Gamma(k+n+1)} \left( \frac{x}{2} \right)^{2k+n}
\]

and these positions yield

\[
Y_n(x) = \frac{2}{\pi} \ln \left( \frac{x}{2} \right) J_n(x) - \frac{1}{\pi} \sum_{k=0}^{n-1} \frac{(n-k-1)!}{k!} \left( \frac{x}{2} \right)^{2k-n} - \frac{1}{\pi} [\Delta_n(x) + \delta_n(x)]
\]

that is the \( n \)-th order of Neumann-Bessel function.

In particular we have

\[
Y_0(x) = \frac{2}{\pi} \ln \left( \frac{x}{2} \right) J_0(x) - \frac{2}{\pi} \Delta_0(x).
\]
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The function \( Y_0(x) \) is the 0-th order N-B function, it has a logarithmic singularity at the origin and is the second solution of the Bessel equation with \( n = 0 \).

**Osservazione 14.** The functions \( \Delta_n(x), \delta_n(x) \) are not usually considered as independent functions. We call them the first and second renormalized Bessel functions respectively, for the reasons we will clarify in the following and we will discuss their properties later in this thesis.

**Corollary 44.** The theorem provides the derivative with respect to \( \nu \) of the Bessel function

\[
\hat{D}_\nu J_\nu(x) = \left(\frac{\hat{c}^{-1}}{2}\right)^\nu e^{-\hat{c}\hat{D}} e^{\ln \left(\frac{x}{2}\right) + \ln(\hat{c})} \varphi_0 = \ln \left(\frac{x}{2}\right) J_\nu(x) - \sum_{r=0}^{\infty} \frac{(-1)^r \Psi(r + \nu + 1)}{r! \Gamma(r + \nu + 1)} \left(\frac{x}{2}\right)^{2r+\nu}. \tag{5.2.14}
\]

**5.3 The Modified Bessel Functions of First Kind**

The modified Bessel functions of the first kind are a byproduct of the ordinary cylinder Bessel functions and can be defined as

**Definition 33.** We introduce the umbral form of modified Bessel functions of the first kind

\[
I_\nu(x) = \left(\frac{\hat{c}^{-1}}{2}\right)^\nu e^{\hat{c}\hat{D}} e^{\ln \left(\frac{x}{2}\right)} \varphi_0 = \sum_{r=0}^{\infty} \frac{\left(\frac{x}{2}\right)^{2r+\nu}}{r! \Gamma(r + \nu + 1)}. \tag{5.3.1}
\]

Their link with the \( J_\nu(x) \) counterpart is provided by

**Properties 25.**

\[
I_\nu(ix) = i^\nu \left(\frac{\hat{c}^{-1}}{2}\right)^\nu e^{-\hat{c}\hat{D}} e^{\ln \left(\frac{x}{2}\right)} \varphi_0 = e^{i\nu \frac{x}{2}} J_\nu(x). \tag{5.3.2}
\]

Therefore

**Proposition 41.** The differential equation they satisfy can be inferred from (5.1.22) by replacing \( x \) with \( ix \), therefore we find

\[
\left\{ x^2 \hat{D}_x^2 + x \hat{D}_x - [x^2 + \nu^2] \right\} I_\nu(x) = 0. \tag{5.3.3}
\]
The second solution is a Bessel like function too usually referred as Macdonald function or Modified Bessel function of the second kind, defined as

\[
K_\nu(x) = \frac{\pi}{2} \frac{I_{-\nu}(x) - I_\nu(x)}{\sin(\nu \pi)} = -\frac{\pi}{\sin(\nu \pi)} \left[ \sinh \left( \nu \ln \left( \frac{\hat{c} x}{2} \right) \right) \right] e^{\hat{c} \left( \frac{x}{2} \right)^2} \varphi_0.
\]

(5.3.4)

The integer order counterpart can be obtained by following a procedure analogous to that leading to the integer orders Macdonald functions.

We get indeed

\[
K_n(x) = -\lim_{\nu \to \pi} \frac{1}{\cosh(\nu \pi)} \left[ \cosh \left( \nu \ln \left( \frac{\hat{c} x}{2} \right) \right) \ln \left( \frac{\hat{c} x}{2} \right) \right] e^{\hat{c} \left( \frac{x}{2} \right)^2} \varphi_0 =
\]

\[
= (-1)^{n+1} \left[ \cosh \left( n \ln \left( \frac{\hat{c} x}{2} \right) \right) \ln \left( \frac{\hat{c} x}{2} \right) \right] e^{\hat{c} \left( \frac{x}{2} \right)^2} \varphi_0.
\]

(5.3.5)

In the case \( n = 0 \), we obtain

\[
K_0(x) = -\left[ \ln \left( \frac{x}{2} \right) + \ln(\hat{c}) \right] e^{\hat{c} \left( \frac{x}{2} \right)^2} \varphi_0 =
\]

\[
= -\ln \left( \frac{x}{2} \right) I_0(x) - \lim_{\alpha \to 0} \frac{\hat{c}^\alpha - 1}{\alpha} e^{\hat{c} \left( \frac{x}{2} \right)^2} \varphi_0 =
\]

\[
= -\ln \left( \frac{x}{2} \right) I_0(x) + \sum_{r=0}^{\infty} \frac{\left( \frac{x}{2} \right)^{2r}}{r!^2} \Psi(r + 1)
\]

(5.3.6)

and therefore, by introducing the \( \hat{h} \)-operator,

\[
K_0(x) = -\left[ \ln \left( \frac{x}{2} \right) + \gamma \right] I_0(x) + I_0(\hat{h}^\frac{1}{2} x),
\]

\[
I_0(\hat{h}x) = \sum_{r=0}^{\infty} \frac{\left( \hat{h} x \right)^{2r}}{(r!)^2},
\]

(5.3.7)

with

\[
\hat{h}^0 = 0,
\]

\[
\hat{h}^m = h_m,
\]

\[
h_m = \sum_{k=1}^{m} \frac{1}{k},
\]

(5.3.8)
where \( h_m \) are the Harmonic Numbers.

### 5.4 Products of Bessel Functions and Associated Polynomials

Let us now consider the following

**Example 56.** Let

\[
f(x; a, b) := J_0(ax)J_0(bx)
\]

a product of 0-order Bessel functions, which can be formally written as the product of two Gaussians, namely

\[
f(x; a, b) = e^{-(a^2c_1+b^2c_2)(\hat{z})^2} \varphi_0^{(1)} \varphi_0^{(2)}.
\]

where \( \varphi_0^{(a)} \) are the umbral vacua on which the operators \( \hat{c}_a \) act. The series expansion of the exponential and the use of the previously outlined rules yield

\[
f(x; a, b) = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} l_r(a^2, b^2) \left( \frac{x}{2} \right)^{2r},
\]

\[
l_r(a, b) = r! \sum_{s=0}^{r} \frac{a^{(r-s)}b^s}{(s!)^2 [(r-s)!]^2}.
\]

Leaving for the moment unspecified the nature of the polynomials \( l_r(a, b) \), we note that the function \( f(x; a, b) \) can be cast in the umbral form

\[
f(x; a, b) = e^{-l(\hat{z})^2} \Phi_0,
\]

\[
l_\nu \Phi_0 = l_\nu(a^2, b^2).
\]

The action of the operator \( \hat{l} \) on the corresponding umbral vacuum holds for any real (positive/negative) or complex value of the exponent \( \nu \). We have concluded that the product of two cylindrical Bessel is the umbral equivalent of a BF and thus the umbra of a Gaussian.

---

\(^2\)They will be treated in the next Chapter.

\(^3\)Even though not explicitly stated, it is evident that in the present formalism we have

\[
[J_0(x)]^2 = e^{-\hat{c}(\hat{z})^2} e^{-\hat{c}(\hat{z})^2} \varphi_0.
\]
Such a conclusion turns particularly useful if we are interested in the evaluation of the integrals of the function $f(x; a, b)$, a straightforward use of the so far developed procedure yields

**Example 57.**

$$
\int_{-\infty}^{+\infty} f(x; a, b)dx = \int_{-\infty}^{+\infty} e^{-l\left(\frac{x}{2}\right)^2} dx \Phi_0 = 2\sqrt{\pi} l^{-\frac{1}{2}} \Phi_0 = 2\sqrt{\pi} l^{-\frac{1}{2}}(a^2, b^2),
$$

$$|a| > |b|,$$

$$l_{-\frac{1}{2}}(a^2, b^2) = \Gamma\left(\frac{1}{2}\right) \sum_{s=0}^{\infty} \frac{a^{-2\left(\frac{1}{2}+s\right)} b^{2s}}{(s!)^2 \Gamma\left(\frac{1}{2} - s\right)} = \frac{1}{\sqrt{\pi}} \frac{1}{a} K\left(\frac{b}{a}\right),$$

$$K(k) = {}_2F_1\left(\frac{1}{2}, \frac{1}{2}; 1; k^2\right) = \sum_{s=0}^{\infty} \left[\frac{(2s)!}{2^{2s}(s!)}\right]^2 k^{2s},$$

(5.4.6)

where ${}_2F_1(a, b; c; z)$ is the confluent hypergeometric function [1].

**Remark 4.** We have left open the question on the nature of the polynomials $l_r(a, b)$, although we will discuss more deeply this point in the forthcoming sections, here we note that they can be viewed as a particular case of the Jacobi polynomials (seen in section 3.1.2), as it can be inferred from the identity [SL5]:

$$l_r\left(\sqrt{\frac{x-1}{2}}, \sqrt{\frac{x+1}{2}}\right) = \frac{1}{r!} P_r^{(0,0)}(x),$$

$$P_r^{(\alpha,\beta)}(x) = \sum_{s=0}^{n} \binom{n+\alpha}{s} \binom{n+\beta}{n-s} \left(\frac{x-1}{2}\right)^{n-s} \left(\frac{x+1}{2}\right)^{s}.$$  

(5.4.7)

Furthermore,

**Corollary 45.** By the use of Gaussian umbral form of real order Bessel function [5.2.1], we obtain the following general expression for the product of two cylindrical Bessel functions of order $\nu, \mu$ respectively,
\[ f_{\nu,\mu}(x; a, b) = J_\nu(ax)J_\mu(bx) = \left(\frac{x}{2}\right)^{\nu+\mu} \phi(1) \phi(2) \phi(3) = \left(\frac{x}{2}\right)^{\nu+\mu} \sum_{r=0}^{\infty} \frac{(-1)^r r!}{\Gamma(\nu + s + 1)\Gamma(\mu + r - s + 1)s!(r - s)!} \varphi_0^r(a^2, b) \left(\frac{x}{2}\right)^{2r} \],

\[ l_r^{(\nu,\mu)}(a, b) = \sum_{s=0}^{r} \frac{a^{(r-s)+\nu}s^s b^{s+\mu}}{s!} \Gamma(\nu + s + 1)\Gamma(\mu + r - s + 1)s!(r - s)!}. \] (5.4.8)

In the forthcoming section we take advantage from these results to extend the method to arbitrary products.

### 5.4.1 Products of Bessel functions

According to the tools outlined in the previous section we get

**Corollary 46.** The product of three 0-th order Bessel functions can be written as

\[ f(x; a_1, a_2, a_3) = e^{-\left(a_1 a_2 + a_2 a_3 + a_3 a_1\right) (\frac{x}{2})^2} \varphi_0^{(1)} \varphi_0^{(2)} \varphi_0^{(3)} \] (5.4.9)

or, in explicit form,

\[ f(x; a_1, a_2, a_3) = \sum_{r=0}^{\infty} \frac{(-1)^r r!}{r!} l_r^{(a_1^2, a_2^2, a_3^2)} \left(\frac{x}{2}\right)^{2r}, \] (5.4.10)

\[ l_r(x_1, x_2, x_3) = r! \sum_{s=0}^{r} \frac{x_3^{(r-s)}}{(s!)((r-s)!)} l_s(x_1, x_2). \]

It is evident that the extension to the case of \( n \) Bessel functions writes as in the first of eqs. (5.4.10) with

\[ l_r(x_1, \ldots, x_n) = r! \sum_{s=0}^{r} \frac{x_n^{(r-s)}}{(s!)((r-s)!)} l_s(x_1, \ldots, x_{n-1}). \] (5.4.11)

In ref. [98] all the \( \alpha \) parameters (actually the variables of the \( l_r \) polynomials) are assumed to be 1.

**Lemma 11.** From a formal point of view, the use of the multinomial expansion allows to define the previous family of polynomials as
\[ l_r(x_1, \ldots, x_n) = (x_1 \hat{c}_1 + \cdots + x_n \hat{c}_n)^r_{x_1 \hat{c}_1 \cdots x_n \hat{c}_n} \phi_0^{(1)} \cdots \phi_0^{(n)} \]  

(5.4.12)

and, the use of the multinomial expansion yields

\[ l_r(x_1, \ldots, x_n) = \sum_{k_1+\cdots+k_n=r} \binom{r}{k_1, \ldots, k_n} \frac{x_1^{k_1}}{(k_1!)^2} \cdots \frac{x_n^{k_n}}{(k_n!)^2}. \]  

(5.4.13)

Going back to the two variable case it is easy to check that they satisfy the differential equation

Ossservation 15.

\[ \partial_{x_1} x_1 \partial_{x_2} l_r(x_1, x_2) = \partial_{x_2} x_2 \partial_{x_1} l_r(x_1, x_2) = r l_{r-1}(x_1, x_2), \]  

(5.4.14)

with \( \partial_{x_2} x \partial_{x_1} \) l-derivative reminding eq. (2.6.2).

Corollary 47. To obtain the extension to the product of arbitrary cylindrical Bessel, it will be sufficient to replace in the previous equations the function

\[ l_r(a_1^2, \ldots, a_n^2) \]  

with \( l^{(\nu_1, \ldots, \nu_n)}(a_1^2, \ldots, a_n^2) \)

\[ l^{(\nu_1, \ldots, \nu_n)}(x_1, \ldots, x_n) = \hat{c}_1^{\nu_1} \cdots \hat{c}_n^{\nu_n} (x_1 \hat{c}_1 + \cdots + x_n \hat{c}_n)^r_{x_1 \hat{c}_1 \cdots x_n \hat{c}_n} \phi_0^{(1)} \cdots \phi_0^{(n)} = \]

\[ = \sum_{k_1+\cdots+k_n=r} \binom{r}{k_1, \ldots, k_n} \frac{x_1^{k_1}}{k_1! \Gamma(k_1 + 1)} \cdots \frac{x_n^{k_n}}{k_n! \Gamma(k_n + 1)}. \]  

(5.4.15)

Thus getting an expression closely similar to that derived by Brychkov in [29]

\[ \prod_{s=1}^{n} J_{\nu_s}(a_s x) = \left( \frac{x}{2} \right) \sum_{s=1}^{n} \nu_s \left( \prod_{k=1}^{n} a_k^2 \right) \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} l^{(\nu_1, \ldots, \nu_n)}(a_1^2, \ldots, a_n^2) \left( \frac{x}{2} \right)^{2r}. \]  

(5.4.16)

In the case of modified Bessel function of first kind the procedure is the same. The function can be formally expressed as a quadratic exponential and we can recover the results of ref. [98]

Proposition 42.

\[ \hat{I}_\nu(x) = \sum_{r=0}^{\infty} \frac{\Gamma(\nu + r)}{r! \Gamma(r + \nu + 1)} \left( \frac{x}{2} \right)^{2r} = \Gamma(\nu + 1) e^{\frac{1}{2}} \hat{c}_1 e^{\hat{c}_1} \phi_0. \]  

(5.4.17)
According to our formalism the relevant $k$-th power reads

\[(\hat{l}_\nu(x))^k = \Gamma(\nu + 1)^k \sum_{r=0}^{\infty} \frac{1}{r!} l_r^{(\nu, \ldots, \nu)}(1, \ldots, 1) \left(\frac{x}{2}\right)^{2r}. \tag{5.4.18}\]

The polynomials defined in [98] are expressible in terms of our $l_r^{(\nu, \ldots, \nu)}(x_1, \ldots, x_n)$ as

\[B_r^{(\nu)}(k) = \Gamma(\nu + 1)^{k-1} \Gamma(r + \nu + 1) l_r^{(\nu)}(k),\]
\[l_r^{(\nu, \ldots, \nu)}(1, \ldots, 1) = l_r^{(\nu)}(k),\]
\[l_r^{(\nu)}(k) = \sum_{j=1}^{k} l_r^{(\nu+1)}(k),\]
\[\{\nu + 1, j, k\} = (\nu, \ldots, \nu + 1, \ldots, \nu). \tag{5.4.19}\]

In the forthcoming section we discuss the nature of the polynomials $l_r^{(\nu)}(k)$.

### 5.4.2 $l_r^{(\nu)}(k)$ Polynomials

We observe that the relevant generating function of $l_r^{(\nu)}(k)$ polynomials is expressible in terms of product of Bessel type functions, namely

**Proposition 43.** $\forall t \in \mathbb{R}$

\[\sum_{r=0}^{\infty} \frac{t^r}{r!} l_r^{(\nu, \ldots, \nu)}(x_1, \ldots, x_n) = \prod_{j=1}^{n} C_{\nu_j}(tx_j), \tag{5.4.20}\]

where $C_{\nu_j}(x)$ denotes the Tricomi-Bessel function of order $\nu_j$.

**Proposition 44.** By using eq. (5.4.15) we find that

\[l_r^{(\nu)}(k + 1) = \hat{c}_k^{(\nu)} \hat{c}_1^{(\nu)} \cdots \hat{c}_j^{(\nu)} (\hat{c}_1 + \cdots + \hat{c}_k + \hat{c}_{k+1})^{(r \nu_0^{(1)} \cdots \nu_0^{(k)})^{(k+1)}} = \hat{c}_k^{(\nu)} \sum_{j=0}^{r} \binom{r}{j} \hat{c}_k^{(\nu)}(k) \varphi_0^{(k+1)} = \sum_{j=0}^{r} \binom{r}{j} \frac{1}{\Gamma(r - j + \nu + 1)} \varphi_0^{(k+1)}. \tag{5.4.21}\]

\[\text{We remind the link between Tricomi-Bessel and Bessel functions}\]
\[C_{\nu}(x) = \frac{x}{2} J_\nu(2\sqrt{x}).\]
The various identities reported in [98] follow from the above equation, which can be generalized in various ways, as e.g.

\[ l_r^{(\nu)}(k + s) = \hat{c}_{k+1}^{(1)} \cdots \hat{c}_{k+s+1}^{(1)} \hat{c}_k^{(1)} + \cdots + \hat{c}_k^{(1)} + \cdots + \hat{c}_{k+s}^{(1)} r_{\nu}^{(1)} \cdots \varphi_0^{(k)} \cdots \varphi_0^{(k+s)} = \sum_{j=0}^{r} \binom{r}{j} l_{r-j}^{(\nu)}(s) l_j^{(\nu)}(k). \]  

(5.4.22)

We have noted in eq. (5.4.6) that the use of straightforward algebraic manipulations allows the derivation of an expression yielding the integral of the product of two cylindrical Bessel functions. We have checked that the extension to the products of three or more is anyway feasible. Regarding the case of an integral of the product of three Bessel functions then we find Example 58.

\[ \int_{-\infty}^{+\infty} f(x; a_1, a_2, a_3) dx = 2\sqrt{\pi} l_{-\frac{1}{2}}(a_1^2, a_2^2, a_3^2), \]

(5.4.23)

\[ |a_3| > |a_2| > |a_1|, \]

in eq. (5.4.6) we have recognized that the series defining \( l_{-\frac{1}{2}}(a, b) \) can be recognized as that defining a quarter period elliptic integral, in this case we obtain

\[ l_{-\frac{1}{2}}(a_1, a_2, a_3) = \Gamma\left( \frac{1}{2} \right) \sum_{s=0}^{\infty} \frac{a_3^{-(\frac{1}{2}+s)}}{(s!)^2} \frac{2s \Gamma\left( \frac{1}{2} - s \right)}{2^{2s} \Gamma\left( \frac{1}{2} \right)} t_s(a_1, a_2). \]

\[ \hat{F}_r \chi_0 = s! t_s(a_1, a_2), \]

namely, we have reduced the series at least formally to the same hypergeometric defining the elliptic integral period. This result can be easily generalized to the case of an arbitrary product.
A further element of interest concerns the fact that, since, as already
remarked, by replacing \( \hat{f} \) with \( \hat{c} \) the functions defining the product of Bessel
and the Bessel functions are umbral equivalent, we can take advantage from
the formalism to establish e.g. the \( n \)-th derivative of the \( f(x; a, b) \) functions.

**Proposition 45.** By noting again that it is formally written as a Gaussian,
by the use of property (1.2.6) \( \hat{D}_x^n e^{ax^2} = H_n(2ax, a)e^{ax^2} \) we can write the \( n \)-th
derivative of the product of two Bessel functions in terms of the two variable
Hermite polynomials \( H_n(x, y) \) as

\[
\hat{D}_x^n f(x; a, b) = \hat{D}_x^n e^{-i(\tilde{z})^2} \Phi_0 =
\]

\[
= H_n \left( -i \frac{x}{2}, -i \frac{1}{4} \right) e^{-i(\tilde{z})^2} \Phi_0 = (-1)^n H_n \left( i \frac{x}{2} - i \frac{1}{4} \right) e^{-i(\tilde{z})^2} \Phi_0.
\]  

(5.4.25)

The use of the properties of the \( \hat{I} \)-operator finally yields the explicit result as

\[
\hat{D}_x^n f(x; a, b) = \frac{(-1)^n}{2^n} \sum_{r=0}^\left\lfloor \frac{n}{2} \right\rfloor \frac{(-1)^r x^{n-2r}}{r!(n-2r)!(n-r)!} f(x; a, b),
\] 

(5.4.26)

\[
sf(x; a, b) = \sum_{r=0}^\infty \frac{(-1)^r}{r!} l_{r+s}(a, b) \left( \frac{x}{2} \right)^{2r}.
\]

**Remark 5.** We just touch now the application of the formalism to the theory
of multi-index Bessel functions. We remind that the Humbert functions \[9\] within the present formalism are defined as

\[
I_{m_1, m_2}(x) = \int_0^\infty c_1^{m_1} c_2^{m_2} e^{\tilde{c}_1 \tilde{c}_2 x^2} \varphi_0^{(1)}(0) \varphi_0^{(2)}(0) = \sum_{s=0}^\infty \frac{x^r}{r!(m_1 + r)!(m_2 + r)!}.
\]  

(5.4.27)

The relevant properties are easily deduced, for example we find

\[
\hat{D}_x I_{m_1, m_2}(x) = \int_0^{m_1+1} c_1^{m_2+1} e^{\tilde{c}_1 \tilde{c}_2 x^2} \varphi_0^{(1)}(0) \varphi_0^{(2)}(0) = I_{m_1+1, m_2+1}(x),
\]  

(5.4.28)

or, by applying the same integration procedure as before, we obtain

\[
\int_{-\infty}^{+\infty} I_{0, 0}(x) e^{-\beta x^2} dx = \sqrt{\frac{\pi}{\beta}} J_{0, 0} \left( \frac{1}{4\beta} \right),
\]

(5.4.29)

\[
I_{m_1, m_2}(x | k) = \sum_{r=0}^\infty \frac{x^r}{r!\Gamma(kr + 1 + m_1)\Gamma(kr + 1 + m_2)}.
\]  

212
The second of eq. (5.4.29) is a two indexes Bessel-Wright function (1.1.1) and the Gaussian integral in the first of eq. (5.4.29) can be viewed as the integral transform adopted for their definition.

In this Chapter we have shown that our formalism of umbral nature can be exploited to simplify in a significant way the technicalities underlying the theory of Bessel functions and of their manipulations leading to combinations or to the introduction of new forms.
Chapter 6

Number Theory and Umbral Calculus

In this Chapter we provide examples about the use of umbral calculus in Number Theory, in particular on the reformulation of Harmonic Numbers and Motzkin Numbers in operatorial form.

The original parts of the Chapter, containing their adequate bibliography, are based on the following original papers.

[SL2] M. Artioli, G. Dattoli, S. Licciardi, S. Pagnutti; “Motzkin numbers: an operational point of view”; arXiv:1703.07262 2017, submitted for publication to Online Electronic Integer Sequences, 2017.

[SL1] M. Artioli, G. Dattoli, S. Licciardi; “Motzkin Numbers and Their Geometrical Interpretation”; Wolfram Demonstrations Project, 2017.

[SL11] G. Dattoli, B. Germano, S. Licciardi, M.R. Martinelli; “Umbral methods and Harmonic Numbers”, researchgate 2017, submitted for publication to Mediterranean Journal of Mathematics, 2017.

* G. Dattoli, S. Licciardi, E. Sabia; “On the properties of Generalized Harmonic numbers”, work in progress.

6.1 Umbral Methods and Harmonic Numbers

The theory of harmonic based function is discussed here within the framework of umbral operational methods. We derive a number of results
based on elementary notions relying on the properties of Gaussian integrals.

Methods employing the concepts and the formalism of umbral calculus have been exploited in [127] to guess the existence of generating functions involving Harmonic Numbers [125]. The conjectures put forward in [127] have been proven in [37]-[40], further elaborated in subsequent papers [97] and generalized to Hyper-Harmonic Numbers in [39].

In this section we use the same point of view of [127], by discussing the possibility of exploiting the formalism developed therein in a wider context.

6.1.1 Harmonic Numbers and Generating Functions

We remind that Harmonic Numbers are defined as [125]

\[ h_n := \sum_{r=1}^{n} \frac{1}{r}, \quad \forall n \in \mathbb{N}_0. \tag{6.1.1} \]

It is furthermore evident that the integral representation for this family of numbers can be derived using a standard procedure, reported below.

**Proposition 46.** In terms of Laplace transform, we obtain

\[ h_n = \sum_{r=1}^{n} \int_{0}^{\infty} e^{-sr} ds, \quad \forall n \in \mathbb{N}_0, \tag{6.1.2} \]

thereby getting \( n^{th} \) harmonic number through the Euler’s integral [119, 88]

\[ h_n = \int_{0}^{1} \frac{1 - x^n}{1 - x} dx, \tag{6.1.3} \]

valid more in general \( \forall n \in \mathbb{R}^+ \).

**Proof.** \( \forall n \in \mathbb{N}_0 \), by applying the Laplace transform, the Theorem of uniform convergence and the sum of a geometric serie, we obtain

\[
h_n = \sum_{r=1}^{n} \int_{0}^{\infty} e^{-sr} ds = \int_{0}^{\infty} \left[ \left( \sum_{r=0}^{n} e^{-sr} \right) - 1 \right] ds = \\
= \int_{0}^{\infty} \frac{1 - (e^{-s})^{n+1}}{1 - e^{-s}} - 1 ds = \int_{-\infty}^{0} \frac{1 - (e^{s})^{n+1}}{1 - e^{s}} - 1 ds = \\
= \int_{-\infty}^{0} \frac{e^{(n+1)s} - e^s}{e^s - 1} ds
\]
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and by applying the change of variables $e^s \rightarrow x$ we obtain

$$h_n = \int_0^1 \frac{1 - x^n}{1 - x} \, dx.$$ 

According to [88], from this point onwards, the definition in eq. (6.1.3) can be so extended to non-natural values of $n$ and, therefore, it can be exploited as an alternative definition holding for $n$ a positive real.

**Definition 34.** The function

$$\varphi_h(z) := \varphi_{h_z} = \int_0^1 \frac{1 - x^z}{1 - x} \, dx, \quad \forall z \in \mathbb{R}^+,$$

(6.1.4)

is called Harmonic Number Umbral Vacuum, or simply the vacuum.

**Definition 35.** The operator

$$\hat{h} := e^{\partial_z}$$

(6.1.5)

is the vacuum shift operator, being $z$ the domain’s variable of the function on which the operator acts.

**Theorem 5.** The umbral operator, $\hat{h}^n, \forall n \in \mathbb{R}^+$ defines the harmonic numbers, $h_n$, as the action of the shift operator (6.1.5) on the HNU-vacuum (6.1.4): 

$$\hat{h}^n \varphi_h_z \big|_{z=0} = h_n,$$

(6.1.6)

or simply

$$\hat{h}^n = h_n.$$

$h_0 = 0.$

(6.1.7)

**Proof.** $\forall n \in \mathbb{R}^+$, by applying the shift operator (6.1.5) on the vacuum (6.1.4), we obtain

$$\hat{h}^n \varphi_h_0 = \hat{h}^n \varphi_{h_z} \big|_{z=0} = e^{\partial_z} \varphi_{h_z} \big|_{z=0} = \varphi_{h_{z+n}} \big|_{z=0} = \int_0^1 \frac{1 - x^{z+n}}{1 - x} \, dx \bigg|_{z=0} = \int_0^1 \frac{1 - x^n}{1 - x} \, dx = h_n.$$

(6.1.8)
Properties 26. ∀n, m ∈ ℝ⁺, we have

\begin{align*}
  i) \quad \hat{h}^n \hat{h}^m &= \hat{h}^{n+m}, \\
  ii) \quad (\hat{h}^n)^m &= \hat{h}^{nm}. 
\end{align*}
(6.1.9)

The proof follows from eq. (6.1.5).

Definition 36. We call Harmonic Based Exponential Function (HBEF) the series

\[ h_e(x) := e^{\hat{h}x} = 1 + \sum_{n=1}^{\infty} \frac{h_n}{n!} x^n, \quad \forall x \in \mathbb{R}. \]
(6.1.10)

This function, as already discussed in [127], has quite remarkable properties.

The relevant derivatives, ∀m ∈ ℝ⁺, can accordingly be expressed as (see later the Corollary for further comments)

\[ \left( \frac{d}{dx} \right)^m h_e(x) := h_e(x, m) = \hat{h}^m e^{\hat{h}x} = h_m + \sum_{n=1}^{\infty} \frac{h_{n+m}}{n!} x^n, \quad \forall x \in \mathbb{R}, \forall m \in \mathbb{N} \]
\[ \left( \frac{d}{dx} \right)^m h_e(x, k) = h_e(x, k + m), \quad \forall k \in \mathbb{N}, \]
(6.1.11)

and, according to eq. [6.1.10] we also find that

\[ \int_0^\infty h_e(-\alpha x) e^{-x} dx = \int_0^\infty e^{-(\alpha \hat{h}+1)x} dx = \frac{1}{\alpha \hat{h} + 1}, \quad |\alpha| < 1. \]
(6.1.12)

Corollary 48. By expanding the umbral function on the r.h.s. of eq. (6.1.12) we obtain

\[ \frac{1}{\alpha \hat{h} + 1} = 1 + \sum_{n=1}^{\infty} (-1)^n \alpha^n h_n, \quad |\alpha| < 1. \]
(6.1.13)

Proof. Using the Taylor expansion and the eq. [6.1.7] |α| < 1, we have

\[ \frac{1}{\alpha \hat{h} + 1} = \sum_{n=0}^{\infty} (-\alpha \hat{h})^n = 1 + \sum_{n=1}^{\infty} (-1)^n \alpha^n \hat{h}^n = 1 + \sum_{n=1}^{\infty} (-1)^n \alpha^n h_n, \]
\[ \square \]
which is an expected conclusion, achievable by direct integration, underscored here to stress the consistency of the procedure.

A further interesting example comes from the following "Gaussian" integral.

Example 59.
\[
\int_{-\infty}^{\infty} h e(-\alpha x) e^{-x^2} dx = \int_{-\infty}^{\infty} e^{-(\alpha \hat{h} + x^2)} dx = \sqrt{\pi} e^{\frac{\alpha^2}{4}}, \quad \forall \alpha \in \mathbb{R}. \quad (6.1.14)
\]

The last term in eq. (6.1.14) has been obtained by treating \( \hat{h} \) as an ordinary algebraic quantity and then by applying the standard rules of the Gaussian integration (1.2.2).

Osservazione 16. We notice that, using the eq. (6.1.10), we obtain
\[
\kappa^2 e \left( \frac{\alpha^2}{4} \right) := e^{\frac{\kappa^2}{4}} = 1 + \sum_{r=1}^{\infty} \frac{\kappa^{2r}}{r!} \left( \frac{\alpha}{2} \right)^{2r}, \quad \forall \alpha \in \mathbb{R}. \quad (6.1.15)
\]

Let us now consider the following slightly more elaborated example, involving the integration of two "Gaussians", namely the ordinary case and its HBEF analogous.

Example 60.
\[
\int_{-\infty}^{\infty} h e(-\alpha x^2) e^{-x^2} dx = \int_{-\infty}^{\infty} e^{-(\hat{h} + (1) x^2)} dx = \sqrt{\pi} e^{\frac{1}{1+\alpha \hat{h}}}, \quad |\alpha| < 1. \quad (6.1.16)
\]

This last result, obtained after applying elementary rules, can be worded as it follows: the integral in eq. (6.1.16) depends on the operator function on its r.h.s., for which we should provide a computational meaning. The use of the Newton binomial yields
\[
\sqrt{\frac{\pi}{1+\alpha \hat{h}}} = \sqrt{\pi} \sum_{r=0}^{\infty} \left( -\frac{1}{2} \right) \left( \alpha \hat{h} \right)^{r} = \sqrt{\pi} \left( 1 + \sqrt{\pi} \sum_{r=1}^{\infty} \frac{\alpha^r h_r}{\Gamma\left( \frac{1}{2} - r \right) r!} \right), \quad |\alpha| < 1. \quad (6.1.17)
\]

It is evident that the examples we have provided show that the use of concepts borrowed from umbral theory offers a fairly powerful tool to deal with the “harmonic based” functions.
6.1.2 Harmonic Based Functions and Differential Equations

In the following we further push the formalism to stress the associated flexibility.

We note indeed that

**Proposition 47.** The function

\[
\sqrt{\pi}e(x) := e^{\frac{1}{2}x} = 1 + \sum_{n=1}^{\infty} \frac{\left(\sqrt{\pi} x\right)^n}{n!} = 1 + \sum_{n=1}^{\infty} \frac{h_{n/2}}{n!} x^n, \quad \forall x \in \mathbb{R}, \quad (6.1.18)
\]

defines, \(\forall \alpha \in \mathbb{R}\), a HBEF through the following Gauss transform

\[
\int_{-\infty}^{+\infty} \sqrt{\pi}e(\alpha x) e^{-x^2} dx = \int_{-\infty}^{+\infty} e^{\frac{1}{2} \alpha x - x^2} dx = \sqrt{\pi} e^{\frac{1}{2} (\frac{\alpha}{2})^2} = \sqrt{\pi} e^{\left(\frac{\alpha}{2}\right)^2}. \quad (6.1.19)
\]

On the other side, the function \([6.1.18]\) can be expressed in terms of the HBEF, \(he(x)\), using appropriate integral transform methods [67].

**Definition 37.** Let

\[
g_{\frac{1}{2}}(\eta) = \frac{1}{2} e^{-\frac{1}{4\eta}}, \quad \forall \eta \in \mathbb{R}^+ \quad (6.1.20)
\]

the Levy distribution of order \(\frac{1}{2}\), then [67]

\[
e^{-p^2} = \int_0^{\infty} e^{-p\eta x^2} g_{\frac{1}{2}}(\eta) d\eta, \quad \forall p \in \mathbb{R}^+ \quad (6.1.21)
\]

is the associated Levy integral transform.

The use of eq. \([6.1.18]\) allows to write the identity

**Corollary 49.**

\[
\sqrt{\pi}e(-x) = \int_0^{\infty} he(-\eta x^2) g_{\frac{1}{2}}(\eta) d\eta, \quad (6.1.22)
\]

\[
g_{\frac{1}{2}}(\eta) = \frac{1}{2} e^{-\frac{1}{4\eta}}. \quad (6.1.22)
\]
\textbf{Proof.}

\[ \sqrt{h}e(-x) = e^{-\frac{1}{2}x} = \int_0^\infty e^{-h\eta x^2} g_\frac{1}{2}(\eta) \, d\eta = \int_0^\infty h e(-\eta x^2) g_\frac{1}{2}(\eta) \, d\eta. \]

\[ \square \]

\textbf{Theorem 6.} The function \( h e(x) \) satisfies the first order non homogeneous differential equation

\[
\begin{aligned}
&\begin{cases}
  h e'(x) = \frac{d}{dx} h e(x) = h e(x) + \frac{e^x - x - 1}{x}, \quad \forall x \in \mathbb{R} \\
  h e(0) = 1.
\end{cases} \\
&\text{(6.1.23)}
\end{aligned}
\]

\textbf{Proof.} Eq. (6.1.11) for \( m = 1 \), yields

\[
he'(x) := he(x,1) = 1 + \sum_{n=1}^\infty \frac{h_{n+1}}{n!} x^n.
\]

(6.1.24)

Being \( h_{n+1} = h_n + \frac{1}{n+1} \), we find

\[
he(x,1) = 1 + \sum_{n=1}^\infty \frac{h_{n+1}}{n!} x^n = he(x) + \frac{1}{x} (e^x - x - 1),
\]

(6.1.25)

hence eq. (6.1.23) follows. \( \square \)

\textbf{Corollary 50.} The solution of eq. (6.1.23) yields for the HBEF the explicit expression in terms of ordinary special functions.

\[
he(x) = 1 + e^x \left( \ln(x) + E_1(x) + \gamma \right),
\]

\[ E_1(x) = \int_x^\infty \frac{e^{-t}}{t} \, dt, \]

\[ (\ln(x) + E_1(x) + \gamma) = -\sum_{n=1}^\infty \frac{(-x)^n}{n n!}, \]

(6.1.26)

\[ \gamma \equiv \text{Euler–Mascheroni constant}. \]

The previous expression is the generating function of harmonic numbers originally derived by Gosper (see [77, 125]).

By iterating the previous procedure we find the following general recurrence
Corollary 51.

\[ h_e(x, m) = h_e(x) + \sum_{r=0}^{m-1} \left( \frac{d}{dx} \right)^r \frac{e^x - 1 - x}{x}. \]  \hspace{1cm} (6.1.27)

Definition 38. The binomial expansion

\[ h_n(x) := (x + \hat{h})^n = x^n + \sum_{s=1}^{n} \binom{n}{s} x^{n-s} h_s, \quad \forall x \in \mathbb{R}, \forall n \in \mathbb{N}_0 \]  \hspace{1cm} (6.1.28)

specifies the Harmonic Polynomials.

They are easily shown to be linked to the HBEF by means of the generating function.

Corollary 52.

\[ \sum_{n=0}^{\infty} \frac{t^n}{n!} h_n(x) = e^{xt} h_e(t), \quad \forall x, t \in \mathbb{R}. \]  \hspace{1cm} (6.1.29)

\textbf{Proof.}

\[ \sum_{n=0}^{\infty} \frac{t^n}{n!} h_n(x) = \sum_{n=0}^{\infty} \frac{t^n}{n!} (x + \hat{h})^n = e^{t(x+\hat{h})} = e^{xt} h_e(t). \]

They belong to the family of Appé1 polynomials and satisfy the recurrences:

Properties 27.

i) \[ \frac{d}{dx} h_n(x) = n h_{n-1}(x), \quad \forall x \in \mathbb{R}, \]  \hspace{1cm} (6.1.30)

ii) \[ h_{n+1}(x) = (x + 1) h_n(x) + f_n(x), \]

\[ f_n(x) := \sum_{s=1}^{n} \frac{n!}{(n-s)! (s+1)!} x^{n-s} = \int_{0}^{1} (x + y)^n dy - x^n, \quad \forall x \in \mathbb{R}. \]  \hspace{1cm} (6.1.31)

\textbf{Proof.} The derivation of eq. (6.1.30) is trivial. By regarding eq. (6.1.31)
we have:

\[
 h_{n+1}(x) = (x + \hat{h})(x + \hat{h})^n = (x + \hat{h}) \left( x^n + \sum_{s=1}^{n} \binom{n}{s} x^{n-s} \hat{h}^s \right) = \\
 x h_n + 1 \cdot x^n + \sum_{s=1}^{n} \binom{n}{s} x^{n-s} \hat{h}^{s+1} = \\
 x h_n(x) + \left( x^n + \sum_{s=1}^{n} \binom{n}{s} x^{n-s} \hat{h}^s \right) + \sum_{s=1}^{n} \frac{n! x^{n-s}}{(n-s)!(s+1)!} = \\
 (x + 1)h_n(x) + \sum_{s=1}^{n} \frac{n! x^{n-s}}{(n-s)!(s+1)!}
\]

and

\[
\sum_{s=1}^{n} \frac{n! x^{n-s}}{(n-s)!(s+1)!} = \sum_{s=1}^{n} \frac{n! x^{n-s}}{(n-s)!} \left| \frac{y^{s+1}}{s+1} \right|_{y=1} = \\
= \sum_{s=1}^{n} \binom{n}{s} x^{n-s} \int_{0}^{1} y^s dy = \int_{0}^{1} \sum_{s=0}^{n} \binom{n}{s} x^{n-s} y^s - x^n dy = \\
= \int_{0}^{1} (x + y)^n dy - x^n.
\]

Corollary 53. The identity

\[
h_n(-1) = (-1)^n \left( 1 - \frac{1}{n} \right), \quad \forall n \in \mathbb{N}, \quad (6.1.32)
\]

follows from the eq. (6.1.31) after setting \( x = -1 \).

The identity

\[
h_n = 1 + \sum_{s=1}^{n} \binom{n}{s} h_s(-1), \quad \forall n \in \mathbb{N}_0, \quad (6.1.33)
\]

is a consequence of the fact that \( \hat{h}^n = ((\hat{h} - 1) + 1)^n \).

The harmonic Hermite polynomials (touched on in ref. [127]-[37]-[148]) can also be written as

Definition 39.

\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} h_H_n(x) = e^{xt} e(t^2), \quad \forall x, t \in \mathbb{R},
\]

\[
\hat{h}_H_n(x) := H_n(x, \hat{h}) = e^{\hat{h}^2} x^n = x^n + n! \sum_{r=1}^{\left\lfloor \frac{n}{2} \right\rfloor} \frac{x^{n-2r} \hat{h}^r}{(n-2r)!}.
\]
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Properties 28. The recurrences identity of the umbral Hermite polynomials

\[ i) \frac{d}{dx} hH_n(x) = n hH_{n-1}(x), \quad \forall x \in \mathbb{R}, \]

\[ ii) hH_{n+1}(x) = \left( x + 2 \hat{h} \frac{d}{dx} \right) hH_n(x) = \left( x + 2 \frac{d}{dx} \right) hH_n(x) + 2 \alpha_n'(x), \]

\[ \alpha_n(x) = n! \sum_{s=1}^{\lfloor \frac{n}{2} \rfloor} \frac{x^{n-2s}}{(s+1)!(n-2s)!}, \]

\[ \alpha_n'(x) = \frac{d}{dx} \alpha_n(x), \quad (6.1.35) \]

are a byproduct of the previous identities and a consequence of the monomiality principle in ref. [41].

Corollary 54. The umbral Hermite satisfy the second order non homogeneous ODE

\[ \left( x \frac{d}{dx} + 2 \left( \frac{d}{dx} \right)^2 \right) hH_n(x) = n hH_n(x) - 2 \alpha_n'(x). \quad (6.1.36) \]

6.1.3 Truncated Exponential Numbers

Now, we want to stress the possibility of extending the present procedure to the Truncated Exponential Numbers, namely

\[ e_n = \sum_{r=0}^{n} \frac{1}{r!}, \quad \forall n \in \mathbb{N}. \quad (6.1.37) \]

The relevant integral representation writes [59]

\[ e_\alpha := \frac{1}{\Gamma(\alpha + 1)} \int_0^\infty e^{-s}(1 + s)\alpha ds, \quad (6.1.38) \]

which holds for \( \alpha \in \mathbb{R} \), too. For example we find

Example 61.

\[ e_\frac{1}{2} = \frac{e}{\sqrt{\pi}} \Gamma \left( \frac{1}{2}, 1 \right), \quad (6.1.39) \]

with \( \Gamma \left( 1, \frac{1}{2} \right) \) being the truncated Gamma function.
According to the previous discussion and to eq. (6.1.39), setting \( e^\alpha \leftrightarrow e_\alpha \), we also find that
\[
\int_{-\infty}^{+\infty} e^{-\hat{e}x^2} \, dx = \sqrt{\pi e^{-\frac{1}{2}}},
\]
and
\[
e^{-\hat{e}x^2} = \sum_{r=0}^{\infty} (-1)^r \frac{e_r}{r!} x^{2r}.
\]

This last identity is a further proof that the implications offered by the topics treated in this thesis are fairly interesting and provide countless applications.

### 6.2 On the Properties of Generalized Harmonic Numbers

In this section, we introduce higher order harmonic numbers and derive the relevant properties and generating functions by the use of an umbral type technique.

In [127]-[SL11] different problems concerning harmonic numbers (HN) and the relevant generating functions have been touched. The distinctive feature of these investigations is the use of a fairly powerful technique, employing an umbral like formalism, which has allowed the framing of the theory of HN within an algebraic context.

Some of the points raised in [127]-[SL11] have been reconsidered, made rigorous and generalized by means of different technical frameworks in further researches [37]-[97].

The present investigation concerns the application of the method foreseen in [127]-[SL11] to generalized forms of harmonic numbers like

\[
m_h = \sum_{r=1}^{n} \frac{1}{r^m}, \quad n > 0,
m_0 = 0,
\]

namely Higher Order Harmonic Numbers (HOHN) satisfying the property

\[
m_{h_n+1} = m_{h_n} + \frac{1}{(n+1)^m},
\]

namely Higher Order Harmonic Numbers (HOHN) satisfying the property

\[
m_{h_n+1} = m_{h_n} + \frac{1}{(n+1)^m},
\]


\[
m_{h_n+1} = m_{h_n} + \frac{1}{(n+1)^m},
\]


\[
m_{h_n+1} = m_{h_n} + \frac{1}{(n+1)^m},
\]


\[
m_{h_n+1} = m_{h_n} + \frac{1}{(n+1)^m},
\]


\[
m_{h_n+1} = m_{h_n} + \frac{1}{(n+1)^m},
\]


\[
m_{h_n+1} = m_{h_n} + \frac{1}{(n+1)^m},
\]


\[
m_{h_n+1} = m_{h_n} + \frac{1}{(n+1)^m},
\]
whose associated series provided by the limit $\lim_{n \to \infty} m h_n$, $m > 1$ is, unlike the ordinary $HN$ ($m = 1$), not diverging.

In this section we derive a number of not previously known properties and the relevant consequences.

As introductory example we provide the following

**Example 62.** We consider the second order $HN$ ($m = 2$) and write

$$2 h_n = \int_0^1 \frac{1 - x^n}{x - 1} \ln(x) \, dx, \quad \forall n \in \mathbb{N}, \quad (6.2.3)$$

which is obtained after setting

$$\frac{1}{r^2} = \int_0^\infty e^{-sr} s \, ds, \quad (6.2.4)$$

noting that

$$2 h_n = \int_0^\infty \frac{e^{-s(n+1)} - e^{-s}}{e^{-s} - 1} s \, ds \quad (6.2.5)$$

and then by changing variable of integration.

It is worth stressing that the integral representation allows the extension of $HN$ to non-integer values of the index. The second order $HN$ stays between integer and real values of the index, as shown in the plot given in Fig. 6.1, where it is pointed out that the asymptotic limit of the second order harmonic numbers is $\frac{\pi^2}{6}$.

The relevant extension to negative real indices will be considered later in the Chapter.

Let us first consider the generating function associated with the second order $HN$, which can be cast in the form of an umbral exponential series, namely

**Proposition 48.** We introduce

$$\hat{2} h e(t) := 1 + \sum_{n=1}^{\infty} \frac{t^n}{n!} (2 h_n) = e^{2 \hat{h} t} \xi_0, \quad (6.2.6)$$

where $\hat{2} h$ is the umbral operator such that
Corollary 55. From eqs. 6.2.5-6.2.7 follows that

$$z_h e(t, m) = \frac{t^n}{(n+1)(n+1)!} \left[ e^{\xi} - \xi \right] d\xi = -\frac{Ein(-t) + t}{t}.$$  

Limiting ourselves to the first derivative only, it appears evident that the generating function (6.2.6) satisfies the identity

$$2 h e(t, m) = 2 h e(t) + f_2(t),$$

$$f_2(t) = \sum_{n=1}^{\infty} \frac{t^n}{(n+1)(n+1)!} = 1.$$  

Proposition 49. Accordingly to eq. (6.2.10), the problem of specifying the generating function of second order $HN$ is reduced to the solution of a first order differential equation, which can be written as
\[ z h e(t) = e^t \left( 1 + \sum_{n=1}^{\infty} \frac{1}{(n+1)^2} \left( 1 - e^{-t} e_n(t) \right) \right), \quad (6.2.11) \]

where

\[ e_n(x) = \sum_{r=0}^{n} \frac{x^r}{r!} \quad (6.2.12) \]

are the truncated exponential polynomials \[59\]. They belong to the family of Appell type polynomials \[4\] and are defined through the operational identity \[77\]

\[ e_n(x) = \frac{1}{1 - \partial_x} \frac{x^n}{n!}. \quad (6.2.13) \]

We can further elaborate on the previous identities and set

**Corollary 56.**

\[ \sum_{n=1}^{\infty} \frac{e_n(t)}{(n+1)^2} = Q_2(t), \]

\[ Q_2(t) = \frac{1}{1 - \partial_t} f_2(t). \quad (6.2.14) \]

Furthermore, since

\[ \sum_{n=1}^{\infty} \frac{1}{(n+1)^2} = \frac{\pi^2}{6} - 1, \quad (6.2.15) \]

we end up with

\[ z h e(t) = e^t \Sigma_2(t), \]

\[ \Sigma_2(t) = \frac{\pi^2}{6} - Q_2(t) e^{-t}. \quad (6.2.16) \]

This new result can be viewed as an extension of the generating function for the first order HN derived by Gosper (see below) \[123\].

It is furthermore evident that the formalism allows the straightforward derivation of other identities like
Lemma 12.
\[
\sum_{n=1}^{\infty} \frac{t^n}{n!} (2h_{n+m}) = e^t \sum_{s=0}^{m} \binom{m}{s} \sum_2^{(s)}(t) - 2h_m, \tag{6.2.17}
\]
where the upper index \((s)\) denotes \(s\)-order derivative and is a direct consequence of the identity in eq. \([6.2.9]\).

The extension to \(HOHN\) with \(m > 2\), follows the same logical steps, namely derivation of the associated Cauchy problem

\[ \begin{aligned}
\partial_t (p_h e(t)) &= p_h e(t) + f_p (t), \\
f_p (t) &= \sum_{n=1}^{\infty} \frac{t^n}{(n+1)!} (p^{n-1}(n+1)!), \\
p_h e(0) &= 1, \\
\forall t \in \mathbb{R}, \forall p \in \mathbb{N} : p > 1. 
\end{aligned} \tag{6.2.18} \]

The Cauchy problem solution writes
\[ p_h e(t) = e^t \left( 1 + \sum_{n=1}^{\infty} \frac{1}{(n+1)^p} \left( 1 - e^{-t} e_n(t) \right) \right) \tag{6.2.19} \]
or
\[ p_h e(t) = e^t \Sigma_p (t), \\
\Sigma_p (t) = \zeta (p) - Q_p (t) e^{-t}, \\
\zeta (p) = \sum_{n=1}^{\infty} \frac{1}{n^p}, \\
Q_p (t) = \sum_{n=1}^{\infty} \frac{1}{(n+1)^p} e_n(t) = \frac{1}{1 - \partial_t} f_p (t), \\
f_p (t) = \sum_{n=1}^{\infty} \frac{t^n}{(n+1)^{p-1}(n+1)!}. \tag{6.2.20} \]

The case \(p = 1\) should be treated separately, because the sum on the r.h.s. of eq. \([6.2.19]\) is apparently diverging.

It is accordingly worth noting that, since
Observation 17.

\[ f_1(t) = \sum_{n=1}^{\infty} \frac{t^n}{(n+1)!} = \frac{1}{t}(e^t - t - 1), \quad (6.2.21) \]

we find

\[ \hat{e}(t) = e^t \left( 1 + \int_0^t \frac{1 - ((\tau + 1)e^{-\tau})}{\tau} d\tau \right) = e^t \Sigma_1(t), \quad (6.2.22) \]

\[ \Sigma_1(t) = e^{-t} + Ein(t). \]

Eq. \( (6.2.22) \) is a restatement of the Gosper derivation of the generating function of first order \( HN \).

We conclude this paragraph by introducing the following

**Definition 40.** We introduce HOHN umbral polynomials (for \( m = 1 \) see ref. [SL11])

\[ mH_n(x) = (x + \hat{h})^n = 1 + \sum_{s=1}^{n} \binom{n}{s} x^{n-s} mH_s, \quad (6.2.23) \]

\[ mH_0(x) = 1. \]

### 6.3 Motzkin Numbers: an Operational Point of View

The *Motzkin Numbers* can be derived as coefficients of hybrid polynomials. Such an identification allows the derivation of new identities for this family of numbers and offers a tool to investigate previously unnoticed links with the theory of special functions and with the relevant treatment in terms of operational means. The use of umbral methods opens new directions for further developments and generalizations, which leads, e.g., to the identification of new Motzkin associated forms.

A very well known example of link between special numbers and special polynomials is provided by the so called convolution or Telephone numbers, which can be expressed in terms of Hermite polynomials coefficients [118]. In ref [7] the Padovan and Perrin numbers [143] [141] can be recognized to be associated with particular values of two variable Legendre polynomials [5].
Motzkin numbers have been also discussed in connection with a family of hybrid polynomials and the relevant properties have accordingly been studied.

The hybrid polynomials are indeed defined as

$$P_n^{(q)}(x, y) = n! \sum_{r=0}^{n} \frac{x^{n-2r}y^r}{(n-2r)!r!(r+q)!},$$

and the relevant generating function reads $\forall t \in \mathbb{R}$

$$\sum_{n=0}^{\infty} \frac{t^n}{n!}P_n^{(q)}(x, y) = I_q\left(\frac{2\sqrt{y}}{t}\right) e^x,$$

where $I_q(x)$ is the modified Bessel function of first kind of order $q$.

Within the present framework, the Motzkin numbers sequence can be specified as

$$m_n = P_n^{(1)}(1, 1) = \sum_{s=0}^{n} m_{n,s},$$

$$m_{n,s} = \binom{n}{s} f_s,$$

$$f_s = \frac{s!}{\Gamma\left(\frac{s}{2}+2\right)\Gamma\left(\frac{s}{2}+1\right)} \left|\cos\left(s\frac{\pi}{2}\right)\right|,$$

where the coefficients $m_{n,s}$ can be represented as the triangle reported below in which $m_{n,2}$ corresponds, in OEIS, to the sequence A000217, $m_{n,4}$ to A034827, $m_{n,6}$ to A000910 and so on.

According to eq. the Motzkin numbers can also be defined as the coefficients of the following series expansion

$$\sum_{n=0}^{\infty} \frac{t^n}{n!}m_n = \frac{I_1(2t)}{t} e^t.$$
6.3.1 Motzkin Numbers and Umbral Calculus

In order to simplify most of the algebra associated with the study of the properties of the Motzkin numbers and to get new relevant identities, we apply our methods of umbral nature.

To this aim we remind umbral form of ν-order Tricomi-Bessel function \( C_\nu(x) = e^{\nu x} e^{-\nu x} \hat{\varphi}_0 \). We note that by the use of eqs. \( C_\nu(x) = \left( \frac{1}{x} \right)^\nu J_\nu(2\sqrt{x}) \) and \( I_\nu(\nu x) = e^{\nu x} J_\nu(\nu x) \), we can write \∀ q \in \mathbb{Z} \) the identity

\[
C_q(-x) = \frac{I_q(2\sqrt{x})}{(\sqrt{x})^q} = \sum_{r=0}^{\infty} \frac{x^r}{r!(q+r)!},
\]

Lemma 13. The use of this formalism allows to restyle the hybrid polynomials in the form

\[
P_n^{(q)}(x,y) = e^{\hat{q}} H_n(x,\hat{c}y),
\]

where \( H_n(x,y) \) are the two variables \( HP \).

We can accordingly use the wealth of properties of this family of polynomials to derive further and new relations regarding those of the Motzkin numbers family, e.g.

| Parameter | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | \( \sum_{s=0}^{n} m_{n,s} \) |
|-----------|---|---|---|---|---|---|---|---|------------------|
| 0         | 1 |   |   |   |   |   |   |   | 1                |
| 1         | 1 | 0 |   |   |   |   |   |   | 1                |
| 2         | 1 | 0 | 1 |   |   |   |   |   | 2                |
| 3         | 1 | 0 | 3 | 0 |   |   |   |   | 4                |
| 4         | 1 | 0 | 6 | 0 | 2 |   |   |   | 9                |
| 5         | 1 | 0 | 10| 0 | 10| 0 |   |   | 21               |
| 6         | 1 | 0 | 15| 0 | 30| 0 | 5 |   | 51               |
| 7         | 1 | 0 | 21| 0 | 70| 0 | 35| 0 | 127              |
| ...       | ...| ...| ...| ...| ...| ...| ...| ...| ...              |

Table 6.1: Motzkin Numbers and their Coefficients.
Proposition 50. By recalling the generating function \( (2.3.15) \)
\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} H_{n+1}(x, y) = H_{\frac{1}{2}}(x + 2yt, y)e^{xt+yt^2},
\]
we find
\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} m_{n+1} = \hat{c} H_{\frac{1}{2}}(1 + 2\hat{c}t, \hat{c})e^{t+\hat{c}t^2}, \quad (6.3.7)
\]
which, after using eq. \((3.1.43)\), finally yields
\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} m_{n+1} = \mu(t) e^t, \quad (6.3.8)
\]

Furthermore, the same procedure and the use of the Hermite polynomials duplication formula \[2\]
\[
H_{2n}(x, y) = \sum_{r=0}^{n} \binom{n}{r}^2 r! (2y)^r (H_{n-r}(x, y))^2, \quad (6.3.9)
\]
yields the following identity for Motzkin numbers

Proposition 51.
\[
m_{2n} = \hat{c} \sum_{r=0}^{n} r! \left( \binom{n}{r} \right)^2 (2\hat{c})^r H_{n-r}(1, \hat{c}) H_{n-r}(1, \hat{c}) =
\]
\[
= \sum_{r=0}^{n} \binom{n}{r}^2 2^r r!(n-r)! \sum_{s=0}^{\left\lfloor \frac{n-r}{2} \right\rfloor} \frac{m_{n-r}^{(r+s+1)}}{(n-r-2s)!s!}, \quad (6.3.10)
\]
where
\[
m_{n}^{(q)} = P_{n}^{(q)}(1, 1) = \hat{c}^q H_{n}(1, \hat{c}) \quad (6.3.11)
\]
are associated Motzkin numbers \[23\].

Corollary 58. The identification of Motzkin numbers as in eq. \((6.3.11)\),
along with the use of the recurrences of Hermite polynomials, yields, e.g., the identities
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\[ m_{n+1}^{(q)} = m_n^{(q)} + 2n m_{n-1}^{(q+1)}, \]

\[ m_{n+p} = \sum_{s=0}^{\min[n,p]} 2^s s! \binom{p}{s} \binom{n}{s} M_{p-s, n-s, s}, \]

\[ M_{p, n, t} = p! \sum_{r=0}^{\lfloor \frac{t}{2} \rfloor} m_n^{(t+r+1)} \frac{(p-2r)!r!}{(p-2r)!r!}, \]

in which, the second identity, has been derived from the Nielsen formula for \( H_{n+m}(x, y) \) \[102\].

### 6.3.2 Telephone Numbers

In this last part we have shown that a fairly straightforward extension of the formalism put forward in ref. \[25\], allows non trivial progresses in the theory of Motzkin numbers. Further relations can be easily obtained by applying the method we have envisaged as, e.g.,

**Lemma 14.**

\[ \sum_{s=0}^{n} m_{n-s} m_s = 2(n+1) m_n^{(2)} \]  

(6.3.13)

is a discrete self-convolution of Motzkin numbers.

We have also mentioned the existence of the associated Motzkin numbers

\[ m_n^{(q)} = P_n^{(q)}(1, 1), \]  

(6.3.14)
touched on in ref. \[25\]. In the present context they have been introduced on purely algebraic grounds. Strictly speaking they are not integers and therefore they are not amenable for a combinatorial interpretation. However, redefining them through

**Lemma 15.** We recast the associated Motzkin numbers as

\[ \tilde{m}_n^{(q)} = \frac{(n+q)!}{n!} P_n^{(q)}(1, 1). \]  

(6.3.15)

we obtain for \( q = 2 \) the sequences in OEIS (A014531), while for \( q = 3 \) the sequences (A014532) and so on.

We have mentioned in section \[6.3\] the theory of **Telephone numbers** \( T(n) \) \[86\], whose importance in chemical Graph theory has been recently
emphasized in ref. [79]. As well known, they can be expressed in terms of ordinary Hermite polynomials, however the use of the two variable extension is more effective. They can indeed be expressed as $T(n) = H_n(1, \frac{1}{2})$.

**Lemma 16.** The use of Hermite polynomials properties, like the index duplication formula, yields

$$T(2n) = \sum_{r=0}^{n} r! \binom{n}{r}^2 T(n-r)^2.$$  \hspace{1cm} (6.3.16)

**Proposition 52.** The use of the Hermite numbers $h_s$ [50] allows the derivation of the following further expression

$$T(n) = \sum_{s=0}^{n} t_{n,s},$$

$$t_{n,s} = \binom{n}{s} h_s \left( \frac{1}{2} \right),$$ \hspace{1cm} (6.3.17)

$$h_s(y) = y^{\frac{s}{2}} \Gamma\left( \frac{s}{2} + 2 \right) f_s = \frac{y^{\frac{s}{2}} s!}{\Gamma\left( \frac{s}{2} + 1 \right)} |\cos\left( s \frac{\pi}{2} \right)|.$$

The coefficients $t_{n,s}$ of the telephone numbers can arranged in the following triangle

| Parameter | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|-----------|---|---|---|---|---|---|---|---|
| n         |   |   |   |   |   |   |   |   |
| 0         | 1 |   |   |   |   |   |   |   |
| 1         | 1 | 0 |   |   |   |   |   |   |
| 2         | 1 | 0 | 1 |   |   |   |   |   |
| 3         | 1 | 0 | 3 | 0 |   |   |   |   |
| 4         | 1 | 0 | 6 | 0 | 3 |   |   |   |
| 5         | 1 | 0 | 10| 0 | 15| 0 |   |   |
| 6         | 1 | 0 | 15| 0 | 45| 0 | 15|   |
| 7         | 1 | 0 | 21| 0 | 105| 0 | 105| 0 |

Table 6.2: Telephone Number Coefficients

in which the numbers belonging to the column $s = 4 \ (3, 15, 45, 105, 210, \ldots)$ are identified with OEIS A050534 and $s = 5 \ (15, 105, 420, 1260, 3150, \ldots)$ is
just a multiple of A00910. The use of the identification with two variable Hermite polynomials opens further perspectives, by exploiting indeed the higher order HP (see section B.1) we can introduce the following

**Proposition 53.** We provide a generalization of telephone numbers

\[ T_{n}^{(m)} = H_{n}^{(m)} \left( 1, \frac{1}{m} \right), \]  

(6.3.18)

with generating function

\[ \sum_{n=0}^{\infty} \frac{t^{n}}{n!} T_{n}^{(m)} = e^{e^{t} - \frac{1}{m} t^{m}}, \]  

(6.3.19)

which satisfy the recurrence

\[ T_{n+1}^{(m)} = T_{n}^{(m)} + \frac{n!}{(n - m + 1)!} T_{n-m}^{(m)}. \]  

(6.3.20)

In the case of \( m = 3 \) the numbers \( T_{n}^{(3)} = (1, 1, 1, 3, 9, 21, 351, 1233, \ldots) \) are identified with OEIS A001470, while for \( m = 4 \), the series 1, 1, 1, 1, 7, 31, 91, 211, 1681, 12097 corresponds to A118934. For \( m = 5 \) the associated series appears to be A052501 but should be more appropriately identified with the coefficients of the expansion (6.3.18), finally the sequence \( n = 6 \) is not reported in OEIS.

A more accurate analysis of this family of numbers and the relevant interplay with Motzkin will be discussed elsewhere.
Appendices
Appendix A

The Appendix reported below covers some topics touched in the main body of the Chapter I without the necessary details.

⋆ We in particular devote A.1 to the Lamb-Bateman equation.
⋆ Appendix A.2 is addressed to Ramanujan Master Theorem and to its use within the framework of umbral theory.
⋆ A.3 is devoted to computational details relevant to the Mittag-Leffler Function and to its applications.

A.1 Lamb-Bateman equation

The umbral formalism, or better the umbral operational methods developed in this thesis, can be put on rigorous basis by exploiting different mathematical procedures.

We have already noted that by the realization (1.1.8) of the umbral operator and of the associated vacuum one can obtain in a fairly straightforward way the set of rules underlying our point of view to umbral calculus.

Defining the umbral operator in terms of shift operators, we could write, e.g., the 0-order cylindrical Bessel function (1.2.9) as

\[ J_0(x) = e^{-\left(\frac{x}{2}\right)^2} e^{\delta_{\nu}} \frac{1}{\Gamma(z + 1)} \bigg|_{z=0} = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} \left(\frac{x}{2}\right)^{2r} e^{\delta_{\nu}} \frac{1}{\Gamma(z + 1)} \bigg|_{z=0} = \sum_{r=0}^{\infty} \frac{(-1)^r}{r!} \left(\frac{x}{2}\right)^{2r}. \]
Regarding the integration procedure we have also noted that

\[
\int_{-\infty}^{\infty} J_0(x)dx = \sqrt{\pi} e^{-\frac{1}{2}} \cdot \frac{1}{\Gamma(z + 1)} \bigg|_{z=0} = \sqrt{\pi} \cdot \frac{1}{\Gamma\left(z + \frac{1}{2}\right)} \bigg|_{z=0} = \sqrt{\pi} \cdot \frac{1}{\left(\frac{\sqrt{\pi}}{2}\right)} = 2.
\]

An interesting byproduct of this point of view is the solution of the Lamb-Bateman equation \[89\] originally proposed to treat the diffraction of a solitary wave \[89\], namely

\[
\int_{0}^{\infty} u(x - y^2)dy = f(x).
\] (A.1.1)

The unknown function \(u(x)\) can be obtained by noting that

\[
u(x - y^2) = e^{-y^2\partial_x} u(x),
\] (A.1.2)

accordingly we find

\[
\left(\int_{0}^{\infty} e^{-y^2\partial_x}dy\right) u(x) = f(x).
\] (A.1.3)

Furthermore, since by using \[1.2.2\] we get

\[
\int_{0}^{\infty} e^{-y^2\partial_x}dy = \frac{1}{2} \sqrt{\pi} \partial_x^{-\frac{1}{2}},
\] (A.1.4)

we end up with the solution

\[
u(x) = \frac{2}{\sqrt{\pi}} \left(\partial_x^{\frac{1}{2}} f(x)\right),
\] (A.1.5)

namely, the solution of the Lamb-Bateman problem is just the derivative of order \(\frac{1}{2}\) of the function \(f(x)\).

**A.2 The Ramanujan Master Theorem**

We have used the umbral methods to evaluate integrals and we have obtained a framing of the procedure within an adequate mathematical context. The results we have obtained traces however back to the so called Ramanujan Master Theorem (RMT) \[8\], which is illustrated in this Appendix.

The Theorem can be stated as it follows.
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Theorem 7. (RMT) If the function $f(x)$ satisfies the series expansion

$$f(x) = \sum_{n=0}^{\infty} f_n \frac{(-1)^n x^n}{n!}$$  \hspace{1cm} (A.2.1)

in a neighborhood of the origin, with $f_0 = \varphi_0$, then

$$\int_0^\infty x^{\nu-1} f(x) \, dx = \Gamma(\nu) f_{-\nu}. \hspace{1cm} (A.2.2)$$

The use of the umbral formalism (see e.g. the property (1.1.6)) allows indeed to write

$$f(x) = e^{-\hat{c} \nu} f_0, \hspace{1cm} (A.2.3)$$

being $\hat{c}^\nu f_0 := f_n$ and therefore the integral (A.2.2) in the form

$$\int_0^\infty x^{\nu-1} e^{-\hat{c} \nu} \, dx \, f_0 = \Gamma(\nu) \hat{c}^{-\nu} f_0 = \Gamma(\nu) f_{-\nu}. \hspace{1cm} (A.2.4)$$

The same procedure can be used to prove

$$\int_0^\infty x^{\nu-2} f(x) \, dx = \frac{1}{m} \Gamma\left(\frac{\nu - 1}{m}\right) f_{\frac{1}{m}-\nu}, \hspace{1cm} (A.2.5)$$

obtained after noting that

$$\int_0^\infty x^{\nu-2} e^{-\hat{c} \nu} \, dx \, f_0 = \frac{1}{m} \int_0^\infty \nu^\nu (\frac{z^{m-1}}{m}) e^{-\hat{c} \nu} \, dt \, f_0 = \frac{1}{m} \Gamma\left(\frac{\nu - 1}{m}\right) f_{\frac{1}{m}-\nu}. \hspace{1cm} (A.2.6)$$

We can use, e.g., the RMT to prove the identities

$$\int_0^\infty x^{\nu-1} C_{\alpha}(x) \, dx = \frac{\Gamma(\nu)}{\Gamma(\alpha - \nu + 1)}, \hspace{1cm} (A.2.7)$$

where $C_{\alpha}(x)$ is the Tricomi-Bessel function of order $\alpha$ (see (1.1.2)) which in umbral form (3.1.42) writes $C_{\nu}(x) = \hat{c}^\nu e^{-\hat{c} \nu} \varphi_0$. We note in fact that, according to the umbral formalism,

$$\int_0^\infty x^{\nu-1} C_{\alpha}(x) \, dx = \hat{c}^\alpha \int_0^\infty x^{\nu-1} e^{-\hat{c} \nu} \, dx \, \varphi_0 = \Gamma(\nu) \hat{c}^{\alpha-\nu} \varphi_0 = \frac{\Gamma(\nu)}{\Gamma(\alpha - \nu + 1)}. \hspace{1cm} (A.2.8)$$
A.3 Mittag Leffler Function and Computational Technicalities

* Proof of eq. (1.3.11)

\[ I_{\alpha, \beta} = \int_{-\infty}^{\infty} E_{\alpha, \beta}(-x^2)dx = \left( \sqrt{\pi} c^{\beta - \frac{\alpha}{2} - 1} \int_{0}^{\infty} e^{-s} s^{-\frac{1}{2}} ds \right) \varphi_0 = \]

\[ = \sqrt{\pi} \Gamma \left( \frac{1}{2} \right) c^{\beta - \frac{\alpha}{2} - 1} \varphi_0 = \frac{\pi}{\Gamma \left( \beta - \frac{\alpha}{2} \right)}, \quad \forall \alpha, \beta \in \mathbb{R}^+. \]

**Proof.** The proof follows the same lines we have outlined in the main body of the Chapter and in these Appendices. The ML Gaussian like integral \( \forall \alpha, \beta \in \mathbb{R}^+ \) can, accordingly (by the use of eqs. (1.3.7), (1.1.13), (1.2.2), (1.0.1), (1.0.4) and (1.1.6)), be written as

\[ I_{\alpha, \beta} = \int_{-\infty}^{\infty} E_{\alpha, \beta}(-x^2)dx = \int_{-\infty}^{\infty} \int_{0}^{\infty} e^{-s} W_{\beta-1}(-x^2s) ds dx = \]

\[ = \int_{-\infty}^{\infty} \int_{0}^{\infty} e^{-s} c^{\beta-1} e^{-x^2s} \varphi_0 ds dx = c^{\beta-1} \int_{-\infty}^{\infty} \int_{0}^{\infty} e^{-s} e^{-x^2s} ds dx \varphi_0 = \]

\[ = c^{\beta-1} \int_{-\infty}^{\infty} e^{-s} ds \int_{-\infty}^{\infty} e^{-x^2s} dx \varphi_0 = c^{\beta-1} \int_{0}^{\infty} e^{-s} \sqrt{\frac{\pi}{c^\alpha s}} \varphi_0 = \]

\[ = \sqrt{\pi} c^{\beta - \frac{\alpha}{2} - 1} \int_{0}^{\infty} e^{-s} s^{-\frac{1}{2}} ds \varphi_0 = \sqrt{\pi} \Gamma \left( \frac{1}{2} \right) c^{\beta - \frac{\alpha}{2} - 1} \varphi_0 = \]

\[ = \frac{\pi}{\Gamma \left( \beta - \frac{\alpha}{2} \right)}. \quad \text{(A.3.1)} \]

**Lemma 5** Let \( E_{n,1}(x) \) the ML function, \( \forall n \in \mathbb{N}, \forall x \in \mathbb{R} \) and let \( \lambda \in \mathbb{R} \Rightarrow E_{n,1}(x) \) is eigenfunction of \( \partial_x^n \).

**Proof.** \( \forall n \in \mathbb{N}, \forall x, \lambda \in \mathbb{R} \)

\[ \partial_x^n E_{n,1}(\lambda x^n) = \partial_x^n \sum_{r=0}^{\infty} \frac{\lambda^r x^{nr}}{\Gamma(nr+1)} = \sum_{r=0}^{\infty} \partial_x^n \frac{\lambda^r x^{nr}}{\Gamma(nr+1)} = \]

\[ = \sum_{r=0}^{\infty} \lambda^r \frac{(nr)!}{(nr - n)! \Gamma(nr + 1)} x^{nr-n} = \lambda \sum_{r=1}^{\infty} \frac{\lambda^{r-1} x^{nr-n}}{(n(r-1))!} = \lambda E_{n,1}(\lambda x^n). \quad \text{(A.3.2)} \]
We have interchanged the order derivative and summation in view of the uniform convergence of the series defining the $ML$ function.

\[\forall \alpha, x, \lambda \in \mathbb{R} \Rightarrow \partial_x^\alpha E_{\alpha,1}(\lambda x^\alpha) = \lambda E_{\alpha,1}(\lambda x^\alpha) + \frac{x^{-\alpha}}{\Gamma(1-\alpha)}.\]

**Corollary 4** \(\forall \alpha, x, \lambda \in \mathbb{R} \Rightarrow \partial_x^\alpha E_{\alpha,1}(\lambda x^\alpha) = \lambda E_{\alpha,1}(\lambda x^\alpha) + \frac{x^{-\alpha}}{\Gamma(1-\alpha)}.\)

**Proof.** \(\forall x, \alpha, \lambda \in \mathbb{R}\)

\[
\partial_x^\alpha E_{\alpha,1}(\lambda x^\alpha) = \partial_x^\alpha 1 + \partial_x^\alpha \sum_{r=1}^{\infty} \frac{(\lambda x^\alpha)^r}{\Gamma(1+\alpha r)} = \frac{x^{-\alpha}}{\Gamma(1-\alpha)} + \sum_{r=1}^{\infty} \partial_x^\alpha \frac{(\lambda x^\alpha)^r}{\Gamma(1+\alpha r)} = \lambda E_{\alpha,1}(\lambda x^\alpha) + \frac{x^{-\alpha}}{\Gamma(1-\alpha)}. \tag{A.3.3}
\]

The interchange between the summation and derivative is ensured by the uniform convergence of the series for \(\alpha > 0\).

The last term is due to the fact that the fractional derivative in the sense of the Riemann-Liouville [1.3.18] acts on a constant and does not vanish.
Appendix B

The Appendix reported below cover some topics touched in the main bodies of the other Chapters without the necessary details and extend the Hermite and Laguerre Calculus.

B.1 Umbra and Higher Order Hermite Polynomials

The higher order Hermite polynomials, also called **Lacunary HP** [53 SL5], defined through the operational identity

\[ H_n^{(m)}(x, y) = e^{y\partial_x} x^n, \quad \forall m \in \mathbb{N}, \]  

specified by the series

\[ H_n^{(m)}(x, y) = n! \sum_{r=0}^{\left\lfloor \frac{n}{m} \right\rfloor} x^{n-mr} y^r \frac{(n-mr)!}{r!}, \]  

with generating function

\[ \sum_{n=0}^{\infty} \frac{t^n}{n!} H_n^{(m)}(x, y) = e^{xt+ytm}, \]  

can be reduced to the \( n^{th} \) power of a bynomial by introducing the umbral operator \( y\hat{h}_m^r \) such that, \( \forall r \in \mathbb{R} \),

\[ y\hat{h}_m^r \eta_0 := m\theta_r = \frac{y^r}{\Gamma\left(\frac{r}{m} + 1\right)} A_{m,r}, \]

\[ A_{m,r} = \begin{cases} 1 & r = ms, s \in \mathbb{Z}, s \notin \mathbb{Z}, \end{cases} \]
which allows to define them as

$$H_n(x, y) = (x + y \hat{h}_m)^n m \theta_0. \quad (B.1.5)$$

For $m = 2$ we recover eq. (2.2.3)

It is clearly evident that not too much effort is necessary to study the relevant properties and associated functions, which can be derived using the same procedure adopted for the second order case ($m = 2$) as, e.g., higher negative order

$$H_{-\nu}^{(m)}(x, y) = (x + -|y| \hat{h}_m)^{-\nu} m \theta_0 = \frac{1}{\Gamma(\nu)} \int_0^\infty s^{\nu-1} e^{-sx} e^{-|y|h_m s} m \theta_0 ds \quad (B.1.6)$$
or

$$H_{-\nu}^{(m)}(x, y) = \frac{1}{\Gamma(\nu)} \int_0^\infty s^{\nu-1} e^{-sx} e^{-ys^m} ds, \quad Re(y) > 0. \quad (B.1.7)$$

It is therefore evident that

$$I^{(m,1)}(x, y) = \int_0^\infty e^{-sx} e^{-s^my} ds = H_{-1}^{(m-1)}(x, y),$$

$$I^{(m,2)}(x, y) = \int_0^\infty e^{-2sx} e^{-s^my} ds = \sqrt{\pi} H_{-1/2}^{(m-2)}(x, y),$$

... \hspace{1cm} (B.1.8)

$$I^{(m,n)}(x, y) = \int_0^\infty e^{-s^nx} e^{-s^my} ds = \frac{\Gamma(\frac{1}{n})}{n} H_{-1/n}^{(m-n)}(x, y), \quad m > n.$$

Super-Gaussian (SG) are used in optics to describe the so called flattened beams. Limiting ourselves to the one dimensional case they are represented by an exponential function of the type

$$S_G(x, m) = e^{-x^m}, \quad (B.1.9)$$

where, for simplicity, $m$ is assumed to be an even integer. The relevant propagation has been treated by the use of effective methods superposition employing gaussian beams [74], which amount to the approximation of a SG
beam with a superposition of Gauss beam, whose transformation through a lens like device are well known. The use of an alternative approach (even though less efficient than the flattened beam method) is suggested by the means of a Fresnel transform \[28\], which writes

\[
S_G(x, m; A, B, D) = \frac{1}{\sqrt{2\pi i B}} \int_{-\infty}^{+\infty} e^{\frac{i\pi}{2B^2}(Ay^2+2xy+Dx^2)} S_G(y, m) \, dy, \quad \text{(B.1.10)}
\]

where \(A, B, D\) are constants accounting for the optical elements constituting the transport line.

It is evident, according to the previous formalism that the above integral can be cast in the form

\[
S_G(x, m; A, B, D) = e^{iD/2B} \frac{1}{\sqrt{2\pi i B}} \left[ H_{-1}^{(4,2)} (ix/2B, iA/2B) + H_{-1}^{(4,2)} (-ix/2B, iA/2B) \right], \quad \text{(B.1.11)}
\]

where the Hermite function on the right corresponds to the polynomial

\[
H_n^{(4,2)}(x,y,z) = n! \sum_{r=0}^{\left\lfloor n/4 \right\rfloor} \frac{H_{n-4r}(x,y) z^r}{(n-4r)!r!}. \quad \text{(B.1.12)}
\]

They are also defined by the operational identity

\[
H_n^{(4,2)}(x,y,z) = e^{z \partial^4_x} H_n(x,y) \quad \text{(B.1.13)}
\]

and extended to the associated functions defined as

\[
H_{\nu}^{(4,2)}(x,y,z) = \frac{1}{\Gamma(\nu)} \int_{0}^{s} s^{\nu-1} e^{xt+yt^2-zt^4} \, ds, \quad \text{Re}(y) > 0. \quad \text{(B.1.14)}
\]

The possibility we have envisaged of using Hermite functions to study the propagation of \(SG\) beams needs various refinements to become an effective tool, notwithstanding it provides a further proof on the possibility offered by these techniques.

Before closing this part we provide a further example concerning the Gauss-Weierstrass transform \[1.2.3\]

\[
e^y \partial^2_x f(x) = \frac{1}{2\sqrt{\pi y}} \int_{-\infty}^{\infty} e^{-\frac{(x-\xi)^2}{4y}} f(\xi) \, d\xi = \frac{1}{2\sqrt{\pi y}} \int_{-\infty}^{\infty} e^{-\frac{x^2}{4y}} e^{-\frac{x^2}{4y}+\frac{x\xi}{y}} f(\xi) \, d\xi. \quad \text{(B.1.15)}
\]
The use of the generating function of Hermite polynomials (1.2.5) allows to cast eq. [B.1.15] in the form

\[ e^{y \theta^2} f(x) = \frac{1}{2 \sqrt{\pi y}} \sum_{n=0}^{\infty} \frac{x^n}{n!} \left( h \hat{f}(y) \right), \]

\[ h \hat{f}(y) := \frac{1}{2 \sqrt{y}} \int_{-\infty}^{\infty} e^{-\xi^2/4y} \left( \frac{\xi}{2y} + \frac{\hat{h}}{4y} \right)^n f(\xi) d\xi, \quad y > 0, \]

where \( h \hat{f}(y) \) is the Hermite transform of the function \( f(x) \).

The same point of view can be followed to introduce the Laguerre transform which can be derived from the identity

\[ e^{-y \partial_x} f(x) = \int_{0}^{\infty} e^{-\sigma} e^{-yx} C_0(x\sigma) f(\sigma) d\sigma. \]

The use of the generating function leads therefore to the identification of the Laguerre transform \( L \hat{f}(y) \), as shown below

\[ \int_{0}^{\infty} e^{-\sigma} e^{-yx} C_0(x\sigma) f(\sigma) d\sigma = \sum_{n=0}^{\infty} \frac{x^n}{n!} \frac{f(\sigma)}{n!} \hat{f}(y), \]

\[ L \hat{f}_n(y) := \int_{0}^{\infty} e^{-\sigma} (y - \hat{c}\sigma)^n f(\sigma) d\sigma \varphi_0. \]

Either Laguerre and Hermite transform are linked to the orthogonal properties of these family of polynomials and the relevant definitions can be extended to higher order polynomials or to multivariate Hermite. It is explore the relevant applications to the theory of imaging processing.

We provide now a furthermore example.

We can combine the Hermitian umbra to get further generalizations, as for the three variable third order \( HP \), which, according to the previous formalism, can be defined as

\[ H_n^{(3)}(x, y, z) = \left( x + y \hat{h}_2 + z \hat{h}_3 \right)^n \theta_{0,y} \theta_{0,z}, \]

thereby we find
\[ H_n^{(3)}(x, y, z) = \sum_{s=0}^{n} \binom{n}{s} (y, z \hat{h}^s_{(2, 3)}) x^{n-s} \theta_0, y \theta_0, z, \]  

(B.1.20)

\[ (y, z) \hat{h}^s_{(2, 3)} = \sum_{r=0}^{s} \binom{s}{r} z^r \hat{h}^{s-r}_{3} y \hat{h}^r_{2}. \]

The extension of the method to bilateral generating functions is quite straightforward too. We consider indeed the generating function

\[ G(x, y; z, w \mid t) = \sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(x, y) H_n(z, w) = \sum_{n=0}^{\infty} \frac{t^n}{n!} \left( x + y \hat{h} \right)^n H_n(z, w) \theta_0 = \]

\[ = e^{(x+ y \hat{h}) z t + [(x+ y \hat{h}) t]^2 w} \theta_0. \]  

(B.1.21)

The use of our technique yields

\[ G(x, y; z, w \mid t) = \frac{1}{\sqrt{1 - 4yt^2w}} e^{ \frac{(x^2w + ytz)^2 + xzt}{1 - 4yt^2w} }. \]  

(B.1.22)

Exotic generating functions involving e.g. products of LP and HP can also be obtained.

The use of umbral methods looks much promising to develop a new point of view on the theory of special polynomials and of special functions as well.
Conclusions

This thesis has considered different aspects of the Umbral Calculus applied to many various topics in Pure and Applied Mathematics. We have used the term umbral even though it is not appropriate, because it is not exactly the same formalism proposed by Rota and coworkers. We have stressed that the point of view developed here shares even more analogies with the Heaviside symbolic calculus and preserves the relevant spirit because it has been conceived for applications.

The most significant benefits introduced by such a technique are associated with the simplifications it provides in analytical computations and in the possibility it yields of getting a thread between seemingly uncorrelated topics. We have indeed treated such disparate points, ranging from fractional derivatives, Bessel functions, special polynomials and harmonic numbers using always the same formalism which has been exploited as a tool kit to disclose the relevant properties of different mathematical entities.

Although the thesis is rather long, we have been obliged to leave out many interesting subjects and applications. In particular we did not mention the theory of multi-variable Bessel functions which, within the present context, acquires a particularly tasty flavor allowing noticeable simplifications for the study of problems associated, e.g., with the treatment of synchrotron radiation and Free Electron Laser.

We hope that the form we have presented yields an idea of the “wildly wide” applicability of the method and of the possibility it may offer.
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"If people do not believe that mathematics is simple, it is only because they do not realize how complicated life is".

John von Neumann
... e al Padre, creatore del visibile e dell’invisibile, che sempre mi sostiene.

Senza di Lui, nulla è possibile.