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Abstract

A spatial refinement of Bar-Natan homology is given, that is, for any link diagram \( D \) we construct a CW-spectrum \( X_{BN}(D) \) whose reduced cellular cochain complex gives the Bar-Natan complex of \( D \). The stable homotopy type of \( X_{BN}(D) \) is a link invariant and is described as the wedge sum of the canonical cells. We conjecture that the quantum filtration of Bar-Natan homology also lifts to the spatial level, and that it leads us to a cohomotopical refinement of the \( s \)-invariant.
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1 Introduction

Khovanov [Kho00] introduced a categorification of the Jones polynomial, which is now known as *Khovanov homology*. Lipshitz and Sarkar [LS14a] went further and constructed a spatial refinement of Khovanov homology, called *Khovanov homotopy type*, a CW-spectrum whose reduced cohomology recovers Khovanov homology. The construction is based on the procedure proposed by Cohen-Jones-Segal [CJS95], which aims at realizing Floer homology as the ordinary homology of some naturally associated space.

There are variants of Khovanov homology, obtained by deformations of the defining Frobenius algebra. *Lee homology* [Lee05] and *Bar-Natan homology* [Bar05a] are the well-known ones. These variants are important in that they give rise to Rasmussen’s *s-invariant* [Ras10], an integer valued knot invariant that has the strength of reproving the Milnor conjecture [Mil68] in a purely combinatorial manner. Recently Piccirillo [Pic20] used *s* to disprove the sliceness of the Conway knot, a problem that remained unsolved for half a century.

Upon this background, a question arises naturally: *are there spatial refinements for the variants?* This question have been open since the construction of Khovanov homotopy type ([LS18, Question 9]). The difficulty of applying the construction to the variants is due to the increase of non-zero coefficients in the multiplication and the comultiplication of the defining Frobenius algebra.
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**Figure 1: Strategy of construction**

In this paper we give an affirmative answer especially for Bar-Natan’s theory. The strategy of the construction is described in Figure 1. Instead of trying to spatially refine the Bar-Natan complex from the standard generators (1X-based generators), we start from the diagonalized generators (XY-based generators). With the XY-based generators the structure of the complex becomes extremely simple and the construction of [LS14a] becomes applicable. Having obtained a spatial refinement for the XY-based complex, we recover the 1X-based generators in the spatial level by performing *handle slides*, one of the *flow category moves* introduced by Lobb et. al. in [JLS17; LOS18].
**Theorem 1.** For any link diagram $D$, there is a CW-spectrum $X_{BN}(D)$ whose reduced cellular cochain complex gives the Bar-Natan complex $C_{BN}(D)$. The cells of $X_{BN}(D)$ correspond one-to-one to the standard generators of $C_{BN}(D)$.

Recall that the graded module structure of Bar-Natan homology is completely known: it is freely generated by the canonical classes. This also lifts to the spatial level.

**Theorem 2.** $X_{BN}(D)$ is stably homotopy equivalent to the wedge sum the canonical cells. In particular, the stable homotopy type of $X_{BN}(D)$ is a link invariant.

Theorem 2 tells us that $X_{BN}$ itself gives no interesting information about the corresponding link, as is true for Bar-Natan homology. What makes Bar-Natan homology an interesting object is the quantum filtration induced from the quantum grading defined on the standard generators. It is natural to expect that the quantum filtration also lifts to the spatial level. Although the quantum grading can be assigned to the cells, there are many attaching maps that obstruct the filtration. This is caused by the handle slides.

We conjecture that the obstructive attachings can be eliminated in a certain sense, so that the quantum filtration lifts to the spatial level. Moreover we conjecture that the correspondence between the Khovanov complex and the Bar-Natan complex also lifts to the spatial level.

**Conjecture 1.** There is an ascending filtration on the spectrum $X = X_{BN}$:

$$\{pt\} = F_mX \subset \cdots \subset F_jX \subset F_{j+2}X \subset \cdots \subset F_MX = X$$

that refines the quantum filtration on the Bar-Natan complex $C = C_{BN}$:

$$C = F^0C \supset \cdots \supset F^jC \supset F^{j+2}C \supset \cdots \supset F^MC = \{0\}$$

in the sense that $\tilde{C}^*(X/F_{j-2}X) \cong F_jC$.

**Conjecture 2.** For each $j$, the quotient spectrum $F_jX/F_{j-2}X$ is stably homotopy equivalent to the $j$-th wedge summand $X_{Kh}^j$ of the Khovanov spectrum $X_{Kh}$.

Currently, we have the following result that supports Conjecture 1.

**Proposition 1.1** (Proposition 4.9). $X_{BN}(D)$ can be modified by a stable homotopy equivalence so that for any two cells $\sigma, \tau$ of $X_{BN}(D)$ with $\dim \sigma = \dim \tau + 1$, $\sigma$ attaches to $\tau$ non-trivially if and only if the quantum grading of $\sigma$ is greater or equal to that of $\tau$.

The problem remains for the attachings between cells of relative dimension greater than 1. If Conjecture 1 is true, then it is natural to expect that we also get a (co)homotopical refinement of the $s$-invariant. The latter half of the paper is dedicated to build the ground that would be necessary to pursue this objective. So far we have the following:
Proposition 1.2 (Definition 8.6 and corollary 8.11). If Conjecture 1 is true, then there is an integer valued knot invariant \( \bar{s} \) defined for each knot \( K \) by

\[
\bar{s}(K) = \text{gr}_q[p_\alpha(K)] + 1
\]

where

\[
[p_\alpha(K)] \in \pi^0(X_{BN}(K))
\]

is the canonical (stable) cohomotopy class of \( K \), and \( \text{gr}_q \) is the quantum grading function on \( \pi^0(X_{BN}(K)) \) induced from the quantum filtration of \( X_{BN}(K) \). The invariant \( \bar{s} \) satisfies the following:

1. \( \bar{s} \) is a knot concordance invariant.
2. \( |\bar{s}(K)| \leq 2g_4(K) \).
3. If \( K \) is positive, then \( \bar{s}(K) = 2g(K) = 2g_4(K) \).

Here \( g(K) \) denotes the genus, \( g_4(K) \) denotes the smooth slice genus of \( K \) respectively. In particular, property 3. implies the Milnor conjecture.

The definition of \( \bar{s} \) suggests that with any general cohomology theory \( h^* \) we get a similar invariant \( s(K; h^*) \). In particular with \( h^* = H(-; \mathbb{Q}) \) we get the original \( s \). With a good choice of \( h^* \), there is a hope that the invariant \( s(K; h^*) \) is more tractable than \( \bar{s} \), and gives a better lower bound for the slice genus, or detects the non-sliceness of some knot that \( s \) fails to detect.

Organization

This paper is organized as follows. In Section 2, we review the basics of Khovanov homology and flow categories. In Section 3, we give the construction of the \( XY \)-based Bar-Natan flow category \( C_{XY} \) and the associated spectrum \( X_{XY} \). We also determine the stable homotopy type of \( X_{XY} \) as in Theorem 2. In Section 4, we perform handle slides on \( C_{XY} \) to obtain the \( 1X \)-based Bar-Natan flow category \( C_{1X} \) and the associated spectrum \( X_{1X} \). This gives the desired refinement stated in Theorem 1. After stating the two conjectures, we proceed towards cohomotopically refining the \( s \)-invariant. Along the way, space level analogues of the standard topics of Bar-Natan homology are given, that are cobordism maps (Section 5), duality (Section 6) and canonical classes (Section 7). In the final section, we discuss future prospects regarding the two conjectures, in particular a possible definition of a cohomotopically refined \( s \)-invariant.
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2 Preliminaries

Throughout this paper we work in the smooth category, and assume that links and their diagrams are oriented.

2.1 Khovanov homology theory

Definition 2.1. Let \( R \) be a commutative ring with unity. A Frobenius algebra over \( R \) is a quintuple \((A, m, \iota, \Delta, \varepsilon)\) such that:
1. \((A, m, \iota)\) is an associative \( R \)-algebra with multiplication \( m \) and unit \( \iota \),
2. \((A, \Delta, \varepsilon)\) is a coassociative \( R \)-coalgebra with comultiplication \( \Delta \) and counit \( \varepsilon \),
3. the Frobenius relation holds:
   \[ \Delta \circ m = (id \otimes m) \circ (\Delta \otimes id) = (m \otimes id) \circ (id \otimes \Delta). \]

Definition 2.2. Let \( R \) be a commutative ring with unity, and \( h, t \) be elements in \( R \). Define \( A_{h,t} = R[X]/(X^2 - hX - t) \), and endow it a Frobenius algebra structure as follows: the \( R \)-algebra structure is inherited from \( R[X] \). Regarding \( A_{h,t} \) as a free \( R \)-module with basis \( \{1, X\} \), the counit \( \varepsilon: A_{h,t} \to R \) is defined by:
   \[ \varepsilon(1) = 0, \quad \varepsilon(X) = 1. \]

Then the comultiplication \( \Delta \) is uniquely determined so that \((A_{h,t}, m, \iota, \Delta, \varepsilon)\) becomes a Frobenius algebra. Explicitly, the operations \( m \) and \( \Delta \) are given by:
   \[ m(1 \otimes 1) = 1, \quad m(X \otimes 1) = m(1 \otimes X) = X, \quad m(X \otimes X) = hX + t, \]
   \[ \Delta(1) = X \otimes 1 + 1 \otimes X - h(1 \otimes 1), \quad \Delta(X) = X \otimes X + t(1 \otimes 1). \]

Definition 2.3. Suppose \((R, h, t)\) are taken as above. Given a link diagram \( D \) with \( n \) crossings, the complex \( C_{h,t}(D; R) \) is defined by following the construction given in [Kho00], except that the defining Frobenius algebra \( A = R[X]/(X^2) \) is replaced by \( A_{h,t} = R[X]/(X^2 - hX - t) \). \( C_{h,t}(D; R) \) is called the (generalized) Khovanov complex, and its homology \( H_{h,t}(D; R) \) the (generalized) Khovanov homology of \( D \) with respect to \((R, h, t)\).

Recall that Khovanov’s original theory [Kho00] is given by \((h, t) = (0, 0)\), Lee’s theory [Lee05] by \((h, t) = (0, 1)\), and (the filtered version of) Bar-Natan’s theory [Bar05b] by \((h, t) = (1, 0)\). It is proved in [Bar05a; Kho06] that the isomorphism class of \( H_{h,t}(D) \) is invariant under the Reidemeister moves. Thus it is justified to refer to the isomorphism class of \( H_{h,t}(D) \) as the (generalized) Khovanov homology of the corresponding link.

Definition 2.4. Let \( D \) be a link diagram. A state \( u \) of \( D \) is an assignment of 0 or 1 to each crossing of \( D \). When a total ordering of the crossings of \( D \) is given, then \( u \) is identified with an element \( u \in \{0, 1\}^n \). A state \( u \) yields a crossingless diagram \( D(u) \) by resolving all crossings accordingly.
Definition 2.5. Let $S$ be an arbitrary set. An $S$-enhanced state of a link diagram $D$ is a pair $x = (u, a)$ such that $u$ is a state of $D$ and $a$ is an assignment of an element in $S$ to each circle of $D(u)$.

When $S$ is a subset of $A_{h,t}$, then an $S$-enhanced state is identified with an element of $C_{h,t}(D)$ by the corresponding tensor product of the elements of $S$. Moreover when $S$ is a basis of $A_{h,t}$, then the set of all $S$-enhanced states form a basis of $C_{h,t}(D)$. In particular for $S = \{1, X\} \subset A_{h,t}$, we call the set of all $1X$-enhanced states the standard generators of $C_{h,t}(D)$.

Definition 2.6. Let $D$ be a link diagram, and $n^\pm$ be the number of positive / negative crossings of $D$. For any $1X$-enhanced state $x = (u, a)$ of $D$, the homological grading of $x$ is given by

$$\text{gr}_h(x) = |u| - n^-,$$

where $|u|$ is the Manhattan norm of $u$. The quantum grading$^2$ of $x$ is defined as follows: declare $\deg(1) = 1$, $\deg(X) = -1$ and let $\deg(a)$ be the sum of the degrees of the labels on the circles of $D(u)$. Define

$$\text{gr}_q(x) = \text{gr}_h(x) + \deg(a) + n^+ - 2n^-.$$

The complex $C_{h,t}(D; R)$ is given the homological grading and the quantum grading from the standard generators. It can be easily seen that $d$ increases the homological grading by 1.

Remark 2.7. Depending on the degrees of $h, t \in R$, the differential $d$ of $C_{h,t}(D)$ also respects the quantum grading. When $h = t = 0$ or when $R$ is graded and $\deg(h) = -2, \deg(t) = -4$, the differential $d$ preserves the quantum grading. In this case the homology becomes bigraded. When $R$ is trivially graded and $(h, t) \neq (0, 0)$, then $d$ is quantum grading non-decreasing. In this case the homology admits the quantum filtration. It is known that the isomorphisms corresponding to the Reidemeister moves respect the quantum grading, hence the (generalized) Khovanov homology becomes an invariant as a bigraded or a filtered module, accordingly.

Remark 2.8. Occasionally we consider the unnormalized gradings

$$\overline{\text{gr}}_h(x) = |u|, \quad \overline{\text{gr}}_q(x) = \overline{\text{gr}}_h(x) + \deg(a).$$

The complex equipped with the unnormalized gradings is called the unnormalized Khovanov complex and is denoted $\overline{C}_{h,t}(D; R)$.

Lee proved that for any link diagram $D$, its $\mathbb{Q}$-Lee homology has dimension $2^{|D|}$ with explicit generators called the canonical generators (here $|D|$ denotes the number of components of the corresponding link). In particular for a knot diagram $D$, its $\mathbb{Q}$-Lee homology is always 2 dimensional. This is contrasting to Khovanov’s theory, where the complexity of the module increases with respect

---

$^2$This definition follows [Kho00]. Regarding $R[X]$ as a graded algebra, it seems more natural to declare $\deg(1) = 0$, $\deg(X) = -2$ and define $\text{gr}_q(x) = \text{gr}_h(x) + \deg(a) + |D(u)| + n^+ - 2n^-$. The complex $C_{h,t}(D; R)$ is given the homological grading and the quantum grading from the standard generators. It can be easily seen that $d$ increases the homological grading by 1.

Remark 2.7. Depending on the degrees of $h, t \in R$, the differential $d$ of $C_{h,t}(D)$ also respects the quantum grading. When $h = t = 0$ or when $R$ is graded and $\deg(h) = -2, \deg(t) = -4$, the differential $d$ preserves the quantum grading. In this case the homology becomes bigraded. When $R$ is trivially graded and $(h, t) \neq (0, 0)$, then $d$ is quantum grading non-decreasing. In this case the homology admits the quantum filtration. It is known that the isomorphisms corresponding to the Reidemeister moves respect the quantum grading, hence the (generalized) Khovanov homology becomes an invariant as a bigraded or a filtered module, accordingly.

Remark 2.8. Occasionally we consider the unnormalized gradings

$$\overline{\text{gr}}_h(x) = |u|, \quad \overline{\text{gr}}_q(x) = \overline{\text{gr}}_h(x) + \deg(a).$$

The complex equipped with the unnormalized gradings is called the unnormalized Khovanov complex and is denoted $\overline{C}_{h,t}(D; R)$.

Lee proved that for any link diagram $D$, its $\mathbb{Q}$-Lee homology has dimension $2^{|D|}$ with explicit generators called the canonical generators (here $|D|$ denotes the number of components of the corresponding link). In particular for a knot diagram $D$, its $\mathbb{Q}$-Lee homology is always 2 dimensional. This is contrasting to Khovanov’s theory, where the complexity of the module increases with respect
to the complexity of the link. As discussed in [MTV07], the construction of
the canonical generators can be generalized for any \((R, h, t)\) that satisfies
the following condition.

**Condition 2.9.** The quadratic polynomial \(X^2 - hX - t \in R[X]\) factors as
\((X - u)(X - v) \in R[X]\) for some \(u, v \in R\).

With the assumption that Condition 2.9 holds, put \(c = v - u\). Note that \(c\) is
a square root of \(h^2 + 4t\). We have \(c = 0\) for Khovanov’s theory, \(c = 2\) for Lee’s
theory, and \(c = 1\) for Bar-Natan’s theory. Define two elements in \(A_{h, t}\) by

\[
\begin{align*}
a &= X - u, \quad b &= X - v
\end{align*}
\]

If we restrict the operations \(m, \Delta\) of \(A_{h, t}\) to the submodule spanned by \(a\) and
\(b\), then they are diagonalized as

\[
\begin{align*}
m(a \otimes a) &= ca, \\ m(a \otimes b) &= m(b \otimes a) = 0, \\ m(b \otimes b) &= -cb, \\ \Delta(a) &= a \otimes a, \\ \Delta(b) &= b \otimes b. \tag{2.2}
\end{align*}
\]

**Algorithm 2.10.** Given a link diagram \(D\), label each of its Seifert circles by
\(a\) or \(b\) according to the following algorithm: separate \(\mathbb{R}^2\) into regions
by the Seifert circles of \(D\), and color the regions in the checkerboard fashion, with
the unbounded region colored white. For each Seifert circle, let it inherit the
orientation from \(D\), and label it \(a\) if it sees a black region to the left, otherwise
\(b\) (see Figure 2).

Since there is a unique state \(u\) such that \(D(u)\) gives the Seifert circles of
\(D\), the \(ab\)-labeling of Algorithm 2.10 determines a unique \(ab\)-enhanced state
\(\alpha(D) \in C_{h,t}(D)\). Furthermore, on the underlying unoriented diagram of \(D\) there
are \(2^{|D|}\) possible orientations, and for each such orientation \(o\), we can apply
the same algorithm to obtain an \(ab\)-enhanced state \(\alpha(D, o) \in C_{h,t}(D)\). From (2.2)
it is easily seen that these elements are cycles.

**Definition 2.11.** The cycles \[\{\alpha(D, o)\}_o\] are called the **canonical cycles** of \(D\),
and those homology classes the **canonical classes** of \(D\).

The following is a generalization of [Lee05, Theorem 4.2], which is proved in
[Tur20, Theorem 4.2] and in [San20a, Proposition 2.9].
Proposition 2.12. If \( c = \sqrt{h^2 + 4t} \) is invertible in \( R \), then \( H_{h,t}(D; R) \) is freely generated over \( R \) by the canonical classes. In particular \( H_{h,t}(D; R) \) has rank \( 2|D| \).

The following proposition is proved in [Lee05, Proposition 4.3], which holds verbatim in the general setting.

Proposition 2.13. Let \( D \) be an \( l \)-component link diagram and \( D_1, \ldots, D_l \) be the component diagrams. For any orientation \( o \) on the underlying unoriented diagram of \( D \), let \( I \subseteq \{1, \ldots, l\} \) be the set of indices \( i \) such that \( o \) is opposite to the given orientation on \( D_i \). The homological grading of \( \alpha(D,o) \) is given by

\[
2 \sum_{i \in I, j \notin I} \text{lk}(D_i, D_j).
\]

where \( \text{lk} \) denotes the linking number. In particular, when \( o \) is the given orientation of \( L \), then \( \text{gr}(\alpha(D,o)) = 0 \).

Thus when Condition 2.9 is satisfied and \( c = \sqrt{h^2 + 4t} \) is invertible, then from Propositions 2.12 and 2.13, the graded module structure of \( H_{h,t}(D) \) is completely determined. This is the case for \( \mathbb{Q} \)-Lee homology, and also for \( \mathbb{Z} \)-Bar-Natan homology.

2.2 Resolution configurations

Resolution configurations were introduced in [LS14a] for the construction of the Khovanov flow category. Here, for later use, we mildly generalize some of the concepts.

Definition 2.14. A resolution configuration is a pair \( D = (Z(D), A(D)) \), where \( Z(D) \) is a set of pairwise-disjoint embedded circles in \( S^2 \), and \( A(D) \) is a totally ordered collection of disjoint arcs embedded in \( S^2 \) with \( \bigcup Z(D) \cap \bigcup A(D) = \partial A(D) \). The cardinality of \( A(D) \) is called the index of \( D \) and is denoted \( \text{ind}(D) \).

A resolution configuration \( D \) is basic if every circle of \( Z(D) \) intersects an arc in \( A(D) \), and \( D \) is connected if the underlying planar graph of \( D \) is connected.

Definition 2.15. For resolution configurations \( D, E \), let \( D \setminus E \) be the resolution configuration with circles \( Z(D) \setminus Z(E) \) and arcs \( \{ a \in A(D) \mid a \cap \bigcup Z(E) = \emptyset \} \).

Definition 2.16. Let \( D \) be an index \( n \) resolution configuration. For any subset \( B \subseteq A(D) \), the surgery of \( D \) along \( B \), denoted \( s_B(D) \), is the resolution configuration obtained by performing embedded surgeries along all arcs \( a \in B \). In particular the maximal surgery on \( D \) is denoted \( s(D) = s_{A(D)}(D) \). When \( E = s_B(D) \) with \( |B| = k \), we write \( E \succeq_k D \). With the ordering of the arcs \( A(D) = \{a_1, \ldots, a_n\} \), a subset \( B \subseteq A(D) \) can be identified with a vertex \( u \in \{0, 1\}^n \) under the correspondence

\[
u_i = 1 \Leftrightarrow a_i \in B.
\]

Thus we also write \( D(u) \) for \( s_B(D) \).
Definition 2.17. Given a link diagram \( D \), we get a resolution configuration \( D_0 \) by performing 0-resolutions on all crossings of \( D \), and inserting arcs one for each crossing so that it is perpendicular to the resolution (see Figure 3). We call \( D_0 \) the resolution configuration associated to \( D \). When there is no confusion, we simply write \( D \) for \( D_0 \).

Definition 2.18. Let \( S \) be an arbitrary set. An \( S \)-labeling of a resolution configuration \( D \) is a map \( x : Z(D) \rightarrow S \). Such pair \((D, x)\) is called an \( S \)-labeled resolution configuration.

Definition 2.19. An \( S \)-decorated resolution configuration is a triple \((D; x, y)\) such that \( D \) is a resolution configuration, \( y \) is an \( S \)-labeling of \( D \), and \( x \) is an \( S \)-labeling of \( s(D) \). An \( S \)-decorated resolution configuration is admissible when \((D, y) \preceq (s(D), x)\) holds.

Remark 2.20. In [LS14a, Definition 2.11], admissibility is imposed in the definition of decorated resolution configurations.

Definition 2.21. Let \( S \) be a label set and \( D_S \) be the set of all (isotopy classes of) \( S \)-labeled resolution configurations. A basic relation on \( D_S \) is a binary relation \( \prec_1 \) on \( D_S \) such that \((E, y) \prec_1 (D, x)\) holds only if (i) \( E \) is basic, (ii) \( \text{ind}(E) = 1 \) and (iii) \( D = s(E) \) (see Figure 4 for an example). A basic relation \( \prec_1 \) extends to a binary relation between resolution configurations of relative index 1, and its reflexive transitive closure gives a partial order \( \preceq \) on \( D_S \), which we call the partial order generated by \( \prec_1 \).

Definition 2.22. Suppose \( D_S \) is given a partial order \( \preceq \). For any resolution configuration \( D \), define a subposet \( P_S(D) \) of \( D_S \) by

\[
P_S(D) = \{ (E, x) \in D_S \mid E = s_B(D), \ B \subset A(D) \}.
\]

For an \( S \)-decorated resolution configuration \((D; x, y)\), define a (possibly empty) subposet \( P_S(D; x, y) \) of \( P_S(D) \) by

\[
P_S(D; x, y) = \{ (E, z) \in P_S(D) \mid (D, y) \preceq (E, z) \preceq (s(D), x) \}.
\]

Obviously \( P_S(D; x, y) \) is non-empty if and only if \((D; x, y)\) is admissible.
With the above setup, we may reinterpret the Khovanov chain complex using resolution configurations. Take the label set \( S = \{ 1, X \} \) and define the basic relation \( \preceq_1 \) as in Figure 4. Given a link diagram \( D \), the Khovanov chain complex \( C_{Kh}(D; \mathbb{Z}) \) is generated by \( 1X \)-labeled resolution configurations \( x = (D(u), x) \) with differential \( d \) defined as

\[
d y = \sum_{y \prec_1 x} (-1)^s(e_{u,v}) x.
\]

Here, \( s \) is a sign assignment (see Definition 2.30), and \( u, v \in \{ 0, 1 \}^n \) are the states of \( D \) corresponding to \( x, y \) respectively.

### 2.3 Flow categories

Flow categories were introduced by Cohen-Jones-Segal [CJS95] as an object that encapsulates the data of critical points and the moduli spaces of a given Floer functional. They proposed a way to build a CW-spectrum from a framed flow category, that refines the Floer chain complex. Here we review the formalization given by Lipshitz and Sarkar [LS14a].

**Definition 2.23.** A flow category \( \mathcal{C} \) is a topological category equipped with a grading function

\[
| \cdot | : \text{Ob}(\mathcal{C}) \to \mathbb{Z}
\]

that satisfies the following conditions:

1. For any \( x \in \mathcal{C} \), \( \text{Hom}_\mathcal{C}(x, x) = \{ id_x \} \). For any distinct \( x, y \in \mathcal{C} \), \( \text{Hom}_\mathcal{C}(x, y) \) is a (possibly empty) compact (\( |x| - |y| - 1 \))-dimensional \( |x| - |y| - 1 \)-manifold\(^3\). \( \text{Hom}_\mathcal{C}(x, y) \) is denoted \( \mathcal{M}_\mathcal{C}(x, y) \) and is called the moduli space from \( x \) to \( y \).

\(^3\)An \( \langle n \rangle \)-manifold \( M \) is a manifold with corners, together with faces \( \partial_1 M, \ldots, \partial_n M \) that give a well-behaved combinatorial structure on the boundary \( \partial M = \bigcup \partial_i M \) and the corners. See [LS14a] for the precise definition.
2. For any distinct \( x, y, z \in \mathcal{C} \) with \( |z| - |y| = k \), the composition map

\[
\circ : \mathcal{M}_C(z, y) \times \mathcal{M}_C(x, z) \to \mathcal{M}_C(x, y)
\]

is an embedding into \( \partial_k \mathcal{M}_C(x, y) \), which is also a \( (|x| - |y| - 2) \)-map, i.e.

\[
\circ^{-1}(\partial_i \mathcal{M}_C(x, y)) = \begin{cases} 
\mathcal{M}_C(z, y) \times \mathcal{M}_C(x, z) & \text{for } i < k, \\
\mathcal{M}_C(z, y) \times \partial_{i-k} \mathcal{M}_C(x, z) & \text{for } k > i.
\end{cases}
\]

3. For any distinct \( x, y \in \mathcal{C} \), the composition map \( \circ \) induces a diffeomorphism

\[
\partial_i \mathcal{M}_C(x, y) \cong \bigsqcup_{z: |z| - |y| = i} \mathcal{M}_C(z, y) \times \mathcal{M}_C(x, z).
\]

**Definition 2.24.** A full subcategory \( \mathcal{C}' \) of a flow category \( \mathcal{C} \) is **downward-closed** (resp. **upward-closed**) if for any \( x, y \in \text{Ob}(\mathcal{C}) \) with \( \mathcal{M}_C(x, y) \neq \emptyset \), \( x \in \text{Ob}(\mathcal{C}') \) implies \( y \in \text{Ob}(\mathcal{C}') \) (resp. \( y \in \text{Ob}(\mathcal{C}') \) implies \( x \in \text{Ob}(\mathcal{C}') \)).

**Definition 2.25.** A **framed flow category** is a triple \( (\mathcal{C}, \iota, \varphi) \) such that \( \mathcal{C} \) is a flow category, \( \iota \) is a neat embedding of \( \mathcal{C} \) into some Euclidean space with corners, and \( \varphi \) is a coherent framing for \( \iota \) (see [LS14a] for the precise definitions of the terminologies). We usually make \( \iota \) and \( \varphi \) implicit and regard \( \mathcal{C} \) as a framed flow category.

**Definition 2.26.** Given a framed flow category \( \mathcal{C} = (\mathcal{C}, \iota, \varphi) \), the **associated chain complex** \( C^\ast(\mathcal{C}) \) of \( \mathcal{C} \) is defined as follows:

1. The \( i \)-th chain group is freely generated by the objects of grading \( i \):

\[
C_i(\mathcal{C}) = \bigoplus_{|x|=i} \mathbb{Z}x.
\]

2. The differential \( \partial \) is defined as

\[
\partial x = \sum_{|y|=|x|-1} \# \mathcal{M}_C(x, y) \cdot y
\]

where \( \# \mathcal{M}_C(x, y) \) is the signed counting of the 0-dimensional moduli space \( \mathcal{M}_C(x, y) \), i.e. for each point \( p \in \mathcal{M}_C(x, y) \), its sign is given by the orientation of the framing \( \varphi_{x,y}(p) \) at the point \( \iota_{x,y}(p) \).

The **associated cochain complex** \( C^\ast(\mathcal{C}) \) is the dual complex Hom\((C_\ast(\mathcal{C}), \mathbb{Z})\). Given a (co)chain complex \( \mathcal{C} \), we say \( \mathcal{C} \) **refines** \( \mathcal{C} \) if the associated (co)chain complex of \( \mathcal{C} \) is isomorphic to \( \mathcal{C} \).

**Proposition 2.27** ([LS14a, Section 3.3]). Given a framed flow category \( \mathcal{C} \), there is a CW-complex \( |\mathcal{C}| \) satisfying the following conditions:
1. The cells of $|C|$ correspond bijectively to the objects of $C$ (except for the basepoint),

2. there is an integer $\ell \in \mathbb{Z}$ such that for each object $x \in \text{Ob}(C)$ the corresponding cell $\sigma_x$ has $\dim(\sigma_x) = |x| + \ell$,

3. there is an isomorphism between the reduced cellular chain complex $\tilde{C}_*(|C|)$ of $|C|$ and the associated chain complex $C_*(C)$ such that the cells of $|C|$ are mapped to the generators of $C_*(C)$, and

4. the formal desuspension $\Sigma^{-\ell}|C|$ is independent, up to stable homotopy equivalence, of the choice of the framed neat embedding of $C$ and other auxiliary choices made for the construction of $|C|$.

**Definition 2.28.** The CW-complex $|C|$ of Proposition 2.27 is called the realization of the framed flow category $C$ and the spectrum $\mathcal{X}(C) := \Sigma^{-\ell}|C|$ is called the associated spectrum of $C$.

**Remark 2.29.** A downward-closed (resp. upward-closed) subcategory $C'$ of a framed flow category $C$ inherits the framing from $C$, and induces the inclusion $|C'| \hookrightarrow |C|$ (resp. the projection $|C| \twoheadrightarrow |C'|$) between the realizations.

The definition of cube flow categories follows. They will be necessary in the constructions of Khovanov homotopy type and our Bar-Natan homotopy type. We first fix some notations. Let $K(n)$ denote the $n$-dimensional unit cube $[0,1]^n$ endowed with the standard CW-complex structure. Vertices of $K(n)$ are given the obvious partial order, that is $u \geq v$ if $u_i \geq v_i$ for each $1 \leq i \leq n$. Denote $u \geq_k v$ if $u \geq v$ and $|u-v| = k$. For vertices $u \geq_k v$, the $k$-face spanned by $u, v$ is denoted $e_{u,v}$. It is convenient to express $e_{u,v}$ as coordinates with $k$ stars $(u_1, \ldots, u_i-1, *, u_i+1, \ldots, u_k, *, u_{k+1}, \ldots, u_n)$ where the stars are placed at coordinates $i$ such that $u_i > v_i$.

**Definition 2.30.** A 1-cochain $s \in C^1(K(n); \mathbb{F}_2)$ is called a sign assignment for $K(n)$ if $\delta s = 1$ (a constant map). The standard sign assignment $s$ is defined as

$$s(e) = v_1 + \cdots + v_{i-1} \quad (\text{mod } 2)$$

for each edge $e = (v_1, \ldots, v_{i-1}, *, v_{i+1}, \ldots, v_n)$ of $K(n)$.

**Definition 2.31.** Given any sign assignment $s$ for $K(n)$, the $n$-dimensional cube complex $C_*(n,s)$ is the chain complex freely generated over $\mathbb{Z}$ by $\{0,1\}^n$ and the differential $\partial$ given by

$$\partial u = \sum_{u >_1 v} (-1)^s(e_{u,v}) v.$$

Obviously $C_*(n,s)$ is acyclic.
Definition 2.32. The \( n \)-dimensional cube flow category \( C_{\text{cube}}(n) \) is defined as follows: the object set is \( \{0,1\}^n \), and the moduli space between vertices \( u \succ_k v \) is the \((k-1)\)-dimensional permutohedron \( \Pi_{k-1} \). The composition map is defined coherently so that \( C_{\text{cube}}(n) \) is actually a flow category (see [LLS20, Definition 3.16] for the precise definition).

Remark 2.33. Originally in [LS14a, Definition 4.1], the cube flow category \( C_{\text{cube}}(n) \) is defined as the Morse flow category of the Morse function \( f_n : \mathbb{R}^n \rightarrow \mathbb{R}, (x_1, \ldots, x_n) \mapsto f(x_1) + \cdots + f(x_n) \) where \( f : \mathbb{R} \rightarrow \mathbb{R} \) is a self-indexing Morse function with critical points \( \{0,1\} \).

Proposition 2.34 ([LS14a, Proposition 4.12]). Given any sign assignment \( s \) for \( K(n) \), there is a framed neat embedding \( (\iota, \varphi) \) of \( C_{\text{cube}}(n) \) such that the framed flow category \( (C_{\text{cube}}(n), \iota, \varphi) \) refines the cube complex \( C_{\ast}(n,s) \).

Here we briefly review the construction of the Khovanov flow category \( C_{\text{Kh}}(D) \) given in [LS14a]. Suppose \( D \) is a link diagram with \( n \) crossings. The objects of \( C_{\text{Kh}}(D) \) are given by the \( 1X \)-labeled resolution configurations of \( D \). With the basic relation of Figure 4, the 0-dimensional moduli spaces are given by poset \( P(D)^{op} \). Higher dimensional moduli spaces are constructed inductively so that each moduli space \( \mathcal{M}_{\text{Kh}}(x,y) \) trivially covers \( \mathcal{M}_{\text{cube}}(|x| - |y|)(u,v) \) where \( u,v \) are the states of \( x,y \) respectively. This yields a covering functor \( F : C_{\text{Kh}}(D) \rightarrow C_{\text{cube}}(n) \). Take any sign assignment \( s \) for \( K(n) \), and a framed neat embedding of \( C_{\text{cube}}(n) \) relative to \( s \). This is pulled back to \( C_{\text{Kh}}(D) \) by \( F \). Then the resulting framed flow category refines the Khovanov complex \( C_{\text{Kh}}(D) \). The Khovanov spectrum \( X_{\text{Kh}}(D) \) is defined as the spectrum associated to \( C_{\text{Kh}}(D) \), and is proved that its stable homotopy type is invariant under the Reidemeister moves.

2.4 Flow category moves

Finally we summarize the three flow category moves given in [JLS17; LOS18].

Proposition 2.35 (Handle cancellation, [JLS17, Theorem 2.17]).

Let \( C \) be a framed flow category. Suppose there are objects \( x,y \in C \) such that \( |x| = |y| + 1 \) and \( \mathcal{M}_C(x,y) = \{\text{pt}\} \). Then there is a framed flow category \( C' \) satisfying the following conditions:
1. \( \text{Ob}(C') = \text{Ob}(C) \setminus \{x, y\} \).

2. For any objects \( a, b \in C' \),
\[
M_{C'}(a, b) = (M_C(a, b) \sqcup M_C(x, b) \times M_C(a, y)) / \sim
\]
where \( \sim \) identifies the subspace of \( \partial M_C(a, b) \):
\[
M_C(x, b) \times M_C(a, x) \cup M_C(y, b) \times M_C(a, y)
\]
and the subspace of \( \partial (M_C(x, b) \times M_C(a, y)) \):
\[
M_C(x, b) \times (M_C(x, y) \times M_C(a, x)) \cup (M_C(y, b) \times M_C(x, y)) \times M_C(a, y).
\]

3. \( |C'| \) is homotopy equivalent to \( |C| \).

Remark 2.36. In particular if, for every pair \( (a, b) \) in \( \text{Ob}(C) \setminus \{x, y\} \), either one of \( M_C(x, b) \) or \( M_C(a, y) \) is empty, then from the above formula \( M_C(a, b) \) remains unchanged and \( C' \) is obtained by simply removing the two objects \( x, y \).

Proposition 2.37 (Handle sliding, [LOS18, Theorem 3.1]).

Let \( C \) be a framed flow category and \( \varepsilon \in \{\pm 1\} \). For any objects \( x, y \in C \) of the same grading, there is a framed flow category \( C' \) satisfying the following:

1. \( \text{Ob}(C') = (\text{Ob}(C) \setminus \{x\}) \cup \{x'\} \).

2. For any objects \( a, b \in C' \),
\[
M_{C'}(a, y) = (-\varepsilon)M_C(a, x) \sqcup M_C(a, y),
M_{C'}(x', b) = M_C(x, b) \sqcup (\varepsilon)M_C(y, b),
M_{C'}(a, b) = M_C(a, b) \sqcup (M_C(y, b) \times [0, 1] \times M_C(a, x)).
\]

Here, the signs \( (\pm \varepsilon) \) indicate that the framings are changed accordingly.

3. \( |C'| \) is homotopy equivalent to \( |C| \).
Proposition 2.38 (Whitney trick, [JLS17, Theorem 2.8]).

Let $C$ be a framed flow category. Suppose there are objects $x, y \in C$ such that $|x| = |y| + 1$ and the 0-dimensional moduli space $\mathcal{M}_C(x, y)$ contains two points $P, Q$ with opposite framings. Then there is a framed flow category $C'$ satisfying the following:

1. $\text{Ob}(C') = \text{Ob}(C)$.
2. For the two objects $x, y$,
   \[ \mathcal{M}_{C'}(x, y) = \mathcal{M}_C(x, y) \setminus \{P, Q\}. \]
   For any objects $a, b$,
   \[ \mathcal{M}_{C'}(a, y) = (\mathcal{M}_C(a, y) \setminus \{P, Q\} \times \mathcal{M}_C(a, x))/\sim, \]
   \[ \mathcal{M}_{C'}(x, b) = (\mathcal{M}_C(x, b) \setminus \mathcal{M}_C(y, b) \times \{P, Q\})/\sim, \]
   \[ \mathcal{M}_{C'}(a, b) = (\mathcal{M}_C(a, b) \setminus \mathcal{M}_C(y, b) \times \{P, Q\} \times \mathcal{M}_C(a, x))/\sim. \]
   Here, the identifications $\sim$ are defined so that the corners of the moduli spaces are glued appropriately. See [JLS17, Definition 2.5] for the precise definition.
3. $|C'|$ is homotopy equivalent to $|C|$.

Remark 2.39. In [LOS18, Section 4], a more generalized extended Whitney trick is introduced, where $x, y$ need not satisfy $|x| = |y| + 1$, and the moduli space $\mathcal{M}_C(x, y)$ can be replaced by any framed cobordant manifold rel boundary.

Definition 2.40. Two framed flow categories are move equivalent if they can be interchanged by a finite sequence of flow category moves (and isotopies and stabilizations of the framed neat embeddings).

Remark 2.41. It is conjectured in [JLS17, Conjecture 6.4] that two framed flow categories determine the same stable homotopy type if and only if they are move equivalent.
3 Basic construction

In this section we construct a spatial refinement of the Bar-Natan complex \( C_{BN}(D) \). Recall from Section 2.1 that the defining Frobenius algebra for Bar-Natan homology is \( A = A_{1,0} \) whose operations are given by

\[
\begin{align*}
    m(1 \otimes 1) &= 1, & m(X \otimes 1) &= m(1 \otimes X) = X, & m(X \otimes X) &= X, \\
    \Delta(1) &= X \otimes 1 + 1 \otimes X - 1 \otimes 1, & \Delta(X) &= X \otimes X.
\end{align*}
\] (3.1)

In order to apply the construction of [LS14a] to other variants of Khovanov homology, it is necessary that the following conditions hold: (i) the non-zero coefficients appearing in the multiplication and the comultiplication of \( A_{h,t} \) must be 1, and (ii) the poset associated to the chain complex must be cubical in a certain sense (see [LS14a, Proposition 5.2] for the precise condition). Unfortunately, Bar-Natan’s theory do not satisfy the two conditions. (Neither does Lee’s, see [LLS20, Remark 4.22].)

However, if we put \( Y = X - 1 \) and use basis \( \{X, Y\} \) instead of \( \{1, X\} \), then the operations diagonalize as

\[
\begin{align*}
    m(X \otimes X) &= X, & m(X \otimes Y) = m(Y \otimes X) = 0, & m(Y \otimes Y) &= -Y, \\
    \Delta(X) &= X \otimes X, & \Delta(Y) &= Y \otimes Y.
\end{align*}
\] (3.2)

We see that the first condition is almost satisfied, except for the negative sign appearing in \( m(Y \otimes Y) = -Y \). We will see that the second condition also holds. Thus after taking a specific framing so that the negative sign is taken care of, we will be able to apply the construction of [LS14a] to the \( XY \)-based Bar-Natan complex. The procedure of recovering the standard basis \( \{1, X\} \) in the flow category level is discussed in the next section.

3.1 \( XY \)-based Bar-Natan flow category

Consider \( XY \)-labeled resolution configurations with the basic relation defined as in Figure 5. Note that the relation comes from (3.2), except that the negative sign appearing in \( m(Y \otimes Y) = -Y \) has disappeared in the corresponding arrow. Due to the simplicity of the basic relation, the structure of the associated poset turns out to be extremely simple.
Proposition 3.1. Let $D$ be a resolution configuration with connected components $D_1, \ldots, D_l$. An $XY$-decorated resolution configuration $(D; x, y)$ is admissible if and only if (i) $y$ is constant on each $D_i$, (ii) $x$ is constant on each $s(D_i)$ and (iii) $y|_{D_i} = x|_{s(D_i)}$ for each $D_i$.

Proof. If there is an arc that connects differently labeled circles, there will be no available labeling after the merge of the two circles.

Proposition 3.2. Let $(D; x, y)$ be an index $k$ admissible $XY$-decorated resolution configuration. The poset $P_{XY}(D; x, y)$ is isomorphic to the $k$-dimensional cube poset $\{0, 1\}^k$.

Proof. For any $(E, z) \in P_{XY}(D; x, y)$, $E$ corresponds one-to-one to a subset $B \subset A(D)$ and $z$ is automatically determined by $E$.

Proposition 3.3. For any resolution configuration $D$, the associated poset $P_{XY}(D)$ decomposes into a disjoint union of cube posets.

Proof. Consider the set of all minimal objects $\{(D_i, y_i)\}_i$ in $P_{XY}(D)$. For each $i$, there is a unique maximal object $(D'_i, x_i)$ that succeeds or equals $(D_i, y_i)$, which is obtained by surgering all arcs of $D_i$ that connect circles labeled the same. With $k_i = \text{ind}(D_i) - \text{ind}(D'_i)$, it is obvious that the subposet spanned by $(D_i, y_i) \preceq (D'_i, x_i)$ is isomorphic to $P_{XY}(D_i \setminus D'_i; x_i, y_i) \cong \{0, 1\}^{k_i}$.

Example 3.4. An example of $D$ and its associated poset $P_{XY}(D)$ is given in Figure 6. We see that $P_{BN}(D)$ is the disjoint union of two 2-cubes and four 0-cubes.

Suppose $D$ is an index $n$ resolution configuration. Endow a grading on the objects of $P_{XY}(D)$ by
\[ \text{gr} \ (E, z) = n - \text{ind}(E), \]
and on the objects of $\{0, 1\}^n$ by
\[ \text{gr}(u) = |u|. \]
Then the decomposition of Proposition 3.3 gives a grading preserving poset homomorphism

\[ F : P_{XY}(D) \rightarrow \{0, 1\}^n, \quad (D(u), z) \mapsto u \]

which is injective on each cube subposet. We aim to construct a flow category from \( P_{XY}(D) \) by fattening the arrows into moduli spaces. Unlike the case of the Khovanov flow category, the construction is done at once.

**Definition 3.5.** Let \( D \) be a non-empty index \( n \) resolution configuration. The flow category \( \bar{\mathcal{C}}_{XY}(D) \) is defined as follows: the object set is given by

\[ \text{Ob}(\bar{\mathcal{C}}_{XY}(D)) = \text{Ob}(P_{XY}(D)) \]

together with the grading function defined as above. For each \( x, y \in \bar{\mathcal{C}}_{XY}(D) \), the moduli space \( M_{XY}(x, y) \) is given by

\[ M_{XY}(x, y) = M_{\text{cube}}(F(x), F(y)). \]

When \( D \) is empty, define \( C_{XY}(\emptyset) = 1 \), the discrete category with a single object.

From the above definition, there is an obvious isomorphism

\[ \bar{\mathcal{C}}_{XY}(D) \cong \bigsqcup_i C_{\text{cube}}(k_i)[d_i] \]

where \([d_i]\) are appropriate grading shifts. There is also a grading preserving functor \( F \) that \( F \) lifts as

\[ \bar{\mathcal{C}}_{XY}(D) \xrightarrow{F} C_{\text{cube}}(n) \]

\[ P_{XY}(D)^{op} \xrightarrow{F^{op}} (\{0, 1\}^n)^{op}. \]

The two vertical arrows are identities on the object sets. If we restrict \( F \) to the subcategory \( C_{\text{cube}}(k_i)[d_i] \) of \( \bar{\mathcal{C}}_{XY}(D) \), we get inclusions

\[ C_{\text{cube}}(k_i)[d_i] \xrightarrow{\iota_i} C_{\text{cube}}(n) \]

\[ (\{0, 1\}^k[d_i])^{op} \xrightarrow{\iota_i^{op}} (\{0, 1\}^n)^{op}. \]

### 3.2 Framing

Next we endow \( \bar{\mathcal{C}}_{XY}(D) \) a framing relative to a sign assignment \( s \). Recall from Proposition 2.34 that, given a sign assignment \( s \) for the \( n \)-cube \( K(n) \), there is a framed neat embedding \( (\iota, \varphi) \) of \( C_{\text{cube}}(n) \) so that framed flow category \( (C_{\text{cube}}(n), \iota, \varphi) \) refines the cube complex \( C_s(n, s) \). Here, we will not simply pull \( (\iota, \varphi) \) back to \( \bar{\mathcal{C}}_{XY}(D) \) by \( F \), because we had to take care of the negative sign appearing in \( m(Y \otimes Y) = -Y \).
Definition 3.6. Let \((D; x, y)\) be an index \(k\) admissible decorated resolution configuration. Define a 1-cochain \(t \in C^1(K(k); \mathbb{F}_2)\) as follows: for each edge \(e\) between vertices \(u > v\), assign \(t(e) = 1\) if the corresponding surgery \(D(v) \prec_1 D(u)\) merges two circles labeled \(Y\), or \(t(e) = 0\) otherwise. The 1-cochain \(t\) is called the sign adjustment for \((D; x, y)\).

Lemma 3.7. A sign adjustment is a cocycle.

Proof. Let \((D; x, y)\) be an index \(k\) admissible decorated resolution configuration. We have \(P_{XY}(D; x, y) \cong \{0, 1\}^k\). Any 2-face \(\sigma\) of \(K(k)\) corresponds to a pair of arcs \(a, b\) of \(D\). It suffices to prove that the total number of merges of \(Y\)-labeled circles that occurs along the boundary \(\partial \sigma\) is even. If the two arcs \(a, b\) initially belong to different components, the claim is obvious. Otherwise, the label must be constant on the same component and again the claim is obvious. \(\Box\)

Now let \(D\) be an index \(n\) resolution configuration and \(s\) be any sign assignment for \(K(n)\). Consider the cubic decomposition

\[
P_{XY}(D) \cong \bigsqcup_i P_i
\]

where each \(P_i\) is a cube subposet of \(P_{XY}(D)\) between objects \((D(u_i), x_i) \succeq_{k_i} (D(v_i), u_i)\). For each \(i\), let

\[
I_i : K(k_i) \hookrightarrow K(n)
\]

be the inclusion such that \(I_i(\bar{0}) = v_i\) and \(I_i(\bar{1}) = u_i\). Put \(s_i = I_i^* s\), and let \(t_i\) be the sign adjustment for \((D(v_i) \setminus D(u_i); x_i, y_i)\). Put \(s'_i = s_i + t_i\). Then

\[
\delta s'_i = \delta s_i + \delta t_i = 1
\]

so \(s'_i\) another sign assignment on \(K(k_i)\). Let \(C_i \cong C_{\text{cube}}(k_i)\) be the subcategory of \(\tilde{C}_{XY}(D)\) that corresponds to the subposet \(P_i\). From Proposition 2.34 there is a framed neat embedding \((I_i, \varphi_i)\) of \(C_i\) relative to \(s'_i\). Thus,

\[
(I, \varphi) = \bigsqcup_i (I_i, \varphi_i)
\]

gives a framed neat embedding of \(\tilde{C}_{XY}(D)\) after some perturbation if necessary.

Proposition 3.8. The above obtained framed flow category \((\tilde{C}_{XY}(D), I, \varphi)\) refines the unnormalized Bar-Natan complex \(\tilde{C}_{BN}(D)\) by the correspondence

\[
C^*(\tilde{C}_{XY}(D)) \rightarrow \tilde{C}_{BN}(D), \quad x^* \mapsto x
\]

where \(x^*\) is a generator of \(C^*(\tilde{C}_{XY}(D))\) dual to an object \(x\).

Proof. Put \(C^* = C^*(\tilde{C}_{XY}(D))\). The coboundary map \(\delta\) of \(C^*\) is given by

\[
\delta y^* = \sum_{y^* \prec x} \# M(x, y) \cdot x^*
\]
where \( \#M(x, y) \) is the signed counting of the 0-dimensional moduli space \( M(x, y) \) which in this case is a single point. Take any object \( y \), and suppose \( P_i \) is the subposet that contains \( y \). Take any \( x \succ_1 y \). From Proposition 2.34 we have
\[
\#M(x, y) = (-1)^{(s_i + t_i)(\bar{e})}
\]
where \( \bar{e} \) is an edge of \( K(k_i) \) corresponding to \( y \prec_1 x \) in \( P_i \). For \( s_i \) we have
\[
s_i(\bar{e}) = s(e)
\]
where \( e = I_i(\bar{e}) \) is an edge of \( K(n) \) corresponding to \( y \prec_1 x \) in \( P_{XY}(D) \). For \( t_i \) we have \( t_i(e) = 1 \) if and only if \( y \prec_1 x \) corresponds to a merge of two circles labeled \( Y \). Thus we have
\[
\delta y^* = \sum_{y \prec_1 x} (-1)^{s(e)}(-1)^{t_i(\bar{e})}x^*.
\]
Comparing equations (3.2) and the basic relation given in Figure 5, we see that \( \delta \) is identical to the differential \( d \) of \( \bar{C}_{BN}(D) \).

**Definition 3.9.** Let \( D \) be a link diagram with \( n^- \) negative crossings. With the above constructed framed flow category \( \bar{C}_{XY}(D) \), define
\[
C_{XY}(D) = \bar{C}_{XY}(D)[-n^-].
\]
\( C_{XY}(D) \) is called the XY-based Bar-Natan flow category of \( D \), and its associated spectrum \( X_{XY}(D) \) is called the XY-based Bar-Natan spectrum of \( D \).

**Remark 3.10.** When \( D \) is empty, \( X_{XY}(\emptyset) = S \), the sphere spectrum.

**Corollary 3.11.** There is an isomorphism
\[
\tilde{C}^*(X_{XY}(D)) \cong C_{BN}^*(D)
\]
isomorphism that maps the dual cells of \( X_{XY}(D) \) to the XY-based generators of \( C_{BN}^*(D) \).

### 3.3 Determining the stable homotopy type

On the algebraic level, the graded module structure of \( H_{BN}(D) \) is completely known: it is freely generated by the canonical classes \( \{c(D, o)\}_o \) (Propositions 2.12 and 2.13). We lift this structure theorem to the spacial level.

**Definition 3.12.** For each orientation \( o \) on the underlying unoriented link diagram of \( D \), Algorithm 2.10 yields an XY-labeled resolution configuration \( x_o(D, o) \). The objects \( \{x_o(D, o)\}_o \) are called the canonical objects of \( C_{XY}(D) \). The cells \( \{\sigma_o(D, o)\} \) corresponding to the canonical cells are called the canonical cells of \( X_{XY}(D) \).

**Example 3.13.** For the diagram \( D \) given in Figure 6, the four isolated XY-labeled diagrams placed at the right are the canonical objects.
Proposition 3.14. The framed flow category $C_{XY}(D)$ is move equivalent to the discrete category formed by the canonical objects.

Remark 3.15. This is a flow category level analogue of [Weh08, Remark 5.4]. A more detailed proof for the algebraic counterpart can be found [Lew09], [Tur20] and [San20a].

Proof. Recall that $C_{XY}(D)$ is constructed as a disjoint union of cube flow categories. From the basic relation it is obvious that there is no object that precedes or succeeds a canonical object. Furthermore, we can prove that the canonical objects are the only objects with such property. We claim that the remaining subcategories can be removed by handle cancellations, which follows from the following lemma.

Lemma 3.16. If $n > 0$, then the framed cube flow category $C_{cube}(n)$ is move equivalent to an empty category.

Proof. Pair all of objects of $C_{cube}(n)$ by

$v = (v_1, \ldots, v_{n-1}, 0) <_1 u = (v_1, \ldots, v_{n-1}, 1)$

Obviously $M(u, v) = \{pt\}$ for each such pair $(u, v)$. By handle cancellation (Proposition 2.35), the pair $(u, v)$ can be removed from $C_{cube}(n)$ with the effect of modifying other relevant moduli spaces. For any other pair $(u', v')$, the effect on $M(u', v')$ is the attaching of the product

$M(u, v') \times M(u', v)$.

For the two multiplicands to be non-empty, we must have $u > v'$ and $u' > v$, which implies

$|u| > |v'| = |u'|-1, \ |u'| > |v| = |u|-1.$

Thus $|u| = |u'|$ and $|v| = |v'|$, so we have

$v <_1 u >_1 v'.$

This forces $v = v'$, which is a contradiction. Thus the product moduli space is empty, and $M(u', v')$ remains unchanged. Therefore all pairs can be cancelled and we will be left with an empty category.

Corollary 3.17. $\mathcal{X}_{XY}(D)$ is stably homotopy equivalent to the wedge sum of the canonical cells

$\mathcal{X}_{XY}(D) \simeq \bigvee_o \sigma_o(D, o)$

where $o$ runs over all orientations on $D$.

Since the homological gradings of the canonical objects (and the canonical cells) are given by Proposition 2.13, we see that the stable homotopy type of $\mathcal{X}_{XY}(D)$ is a link invariant, in particular independent of the auxiliary choices made for the construction. Obviously, the dual cells $\sigma^*_o(L, o) \in C^*(\mathcal{X}_{XY}(L, s))$
correspond to the canonical cycles $\alpha(L,o) \in C_{BN}(L,s)$ under the identification of Corollary 3.11. Thus by applying $\tilde{H}^*$ on both sides, we immediately recover the structure theorem for Bar-Natan homology

$$H_{BN}(D) \cong \bigoplus_{o} \mathbb{Z}[\alpha(D,o)].$$

**Corollary 3.18.** For link diagrams $D,D'$, there are stable homotopy equivalences:

1. $\mathcal{X}_{XY}(D \sqcup D') \simeq \mathcal{X}_{XY}(D) \wedge \mathcal{X}_{XY}(D')$.
2. $\mathcal{X}_{XY}(m(D)) \simeq \mathcal{X}_{XY}(D)^\vee$.

Here $m(\cdot)$ denotes the mirror, and $(\cdot)^\vee$ denotes the Spanier-Whitehead dual.

**Proof.** 1. Let $X,X',X''$ be realizations of the Bar-Natan flow categories corresponding to $D,D'$ and $D \sqcup D'$ such that $\mathcal{X}_{XY}(D) = \Sigma^{-l}X$, $\mathcal{X}_{XY}(D') = \Sigma^{-l'}X'$ and $\mathcal{X}_{XY}(D \sqcup D') = \Sigma^{-l-l'}X''$ for some integers $l,l' > 0$. This is possible from the construction of the spectra, since $l,l'$ can be taken arbitrarily large. From Theorem 2 it suffices to prove

$$\sigma_{\alpha}(D \sqcup D',o \sqcup o') \approx \sigma_{\alpha}(D,o) \wedge \sigma_{\alpha}(D',o')$$

for arbitrary orientations $o,o'$ of $D,D'$ respectively. Put $\sigma_{\alpha} = \sigma_{\alpha}(D,o)$, $\sigma'_{\alpha} = \sigma_{\alpha}(D',o')$ and $\sigma''_{\alpha} = \sigma_{\alpha}(D \sqcup D',o \sqcup o')$. From Proposition 2.13, we have

$$\text{gr}_h(\sigma_{\alpha}) + \text{gr}_h(\sigma'_{\alpha}) = \text{gr}_h(\sigma''_{\alpha})$$

hence

$$\dim(\sigma_{\alpha}) + \dim(\sigma'_{\alpha}) = (\text{gr}_h(\sigma_{\alpha}) + l) + (\text{gr}_h(\sigma'_{\alpha}) + l') = \dim(\sigma''_{\alpha})$$

and $\sigma_{\alpha} \wedge \sigma'_{\alpha} \approx \sigma''_{\alpha}$.

2. From Proposition 2.13, we have

$$\text{gr}_h(\sigma_{\alpha}(m(D),m(o))) = -\text{gr}_h(\sigma_{\alpha}(D,o)).$$

The standard $S$-duality map $S^p \wedge S^{-p} \to S^0$ gives the desired map.

**Remark 3.19.** The corresponding properties for Khovaev homotopy type are proved in [LLS20] by introducing alternative constructions of the spectrum.

## 4 Change of basis

Next, we recover the standard basis $\{1,X\}$ from $\{X,Y\}$ on the framed flow category level. Let us roughly consider how this should proceed, with the help of analogies in classical Morse theory. First, since we take the cochain complex
of the Bar-Natan spectrum to get the Bar-Natan complex, the label set corre-
sponding to a basis \( S \) for \( A \) should actually be identified with the dual basis of \( S \) for \( A^* \). Let \( \{X^*, Y^*\} \) be the dual of \( \{X, Y\} \), and \( \{1', X'\} \) be the dual of \( \{1, X\} \). From
\[
(X, Y) = (X, 1) \begin{pmatrix} 1 & 1 \\ 0 & -1 \end{pmatrix},
\]
we have
\[
(X', 1') = (X^*, Y^*) \begin{pmatrix} 1 & 0 \\ 1 & -1 \end{pmatrix}.
\]
The transition from \( \{X^*, Y^*\} \) to \( \{X', 1'\} \) is realized by
\[
\begin{align*}
\{X^*, Y^*\} & \xrightarrow{\text{add } Y^* \text{ to } X^*} \{X^* + Y^*, Y^*\} \\
& \xrightarrow{\text{negate } Y^*} \{X^* + Y^*, -Y^*\} = \{X', 1'\}.
\end{align*}
\]
On the framed flow category level, adding \( Y^* \) to \( X^* \) should be realized by sliding an object labeled \( X \) over \( Y \). We describe this process by
\[
X \longrightarrow Y.
\]
The basis change for \( (A \otimes k)^* \cong (A^*) \otimes k \) can be performed by repeating this process for each tensor factor. On the framed flow category level, this should be realized by a \( k \)-times batch of parallel handle slides. The following diagram describes this process when \( k = 2 \).

Finally, negating \( Y^* \) should be realized by reversing the orientations of the corresponding cells. The above considerations are formalized as follows.

### 4.1 1X-based Bar-Natan flow category

Let \( D \) be an index \( n \) resolution configuration. For each \( u \in \{0, 1\}^n \), put \( r(u) = \#Z(D(u)) \) and fix a total ordering of \( Z(D(u)) \) as \( \{Z_i\}_{i=1}^{r(u)} \). Then any \( XY \)-
labeling \( x \) of \( D(u) \) can be identified with a vertex \( v \in \{0, 1\}^{r(u)} \) under the correspondence
\[
v_i = 0 \iff x(Z_i) = X.
\]
Thus an object \( x = (D(u), x) \) is identified with a pair of vertices \( (u, v) \), and \( \text{Ob}(\mathcal{C}_{XY}(D)) \) is identified with the union of the vertices of the subcubes each placed at a vertex of the \( n \)-cube.

Take one \( u \in \{0, 1\}^n \) and focus on the \( r(u) \)-subcube placed at \( u \). Let \( \{e_i\} \) be the standard basis of \( \mathbb{R}^{r(u)} \). For each \( 1 \leq i \leq r(u) \), perform \( 2^{r(u)-1} \) positive handle slides parallel to \( e_i \), so that each \( x = (u, v) \) with \( v_i = 0 \) is slide over
\( x' = (u, v + e_i) \). In total we perform \( r(u) \cdot 2^{r(u)-1} \) handle slides. We call such procedure the cubic handle slide performed at \( u \).

By performing cubic handle slides at every \( u \in \{0, 1\}^n \) (in any order), we obtain a new framed flow category, which we temporarily denote by \( \mathcal{C}_{XY}'(D) \). Note that the object set remains unchanged from \( \mathcal{C}_{XY}(D) \). However it is convenient to regard an object \( x \) of \( \mathcal{C}_{XY}'(D) \) placed at \( (u, v) \) as an \( X'Y \)-labeled resolution configuration \( (D(u), x) \) under the correspondence

\[
v_i = 0 \iff x(Z_i) = X'.
\]

In order to describe the 0-dimensional moduli spaces of \( \mathcal{C}_{XY}'(D) \), let us introduce a few notations.

Let \( x = (u, v) \), \( y = (u', v') \) be objects in the original category \( \mathcal{C}_{XY}(D) \).

Denote \( x \rightarrow y \) if \( M(x, y) \) is non-empty, and call this a vertical arrow. Denote \( x \rightarrow_{l_1} y \) if \( u = u' \) and \( v < v' \), and call this a horizontal arrow. The length of a vertical (resp. horizontal arrow) is given by \( |u| - |u'| \) (resp. \( |v| - |v'| \)). We also write \( \rightarrow_{l_2} \) and \( \rightarrow_{l_3} \) so that the subscript indicates the length of the arrow. A chain is a sequence of vertical and horizontal arrows of \( \mathcal{C}_{XY}(D) \).

**Lemma 4.1.** For any pair of objects \( x, y \) of \( \mathcal{C}_{XY}'(D) \) with \( |x| = |y| + 1 \), each point of the 0-dimensional moduli space \( \mathcal{M}(x, y) \) corresponds bijectively to a chain in \( \mathcal{C}_{XY}(D) \) of the form

\[
x \rightarrow_{l_1} x' \rightarrow_{1} y' \rightarrow_{l_2} y.
\]

Moreover, the sign of such point is given by \((-1)^{l_2} \) times the sign of \( x' \rightarrow_{1} y' \) where \( l_2 \) is the length of \( y' \rightarrow_{l_2} y \).

**Proof.** This follows from the formula given in Proposition 2.37. First, the vertical arrow \( x' \rightarrow_{1} y' \) is pushed to \( x' \rightarrow_{1} y' \) and then pulled to \( x \rightarrow_{1} y \) by the cubic handle slides.

**Lemma 4.2.** Suppose \( D \) is a basic index 1 resolution configuration, which is either a connected merge configuration or a connected split configuration. The category \( \mathcal{C}_{XY}'(D) \) is given as in the right hand side of Figure 7 or of Figure 8, depending on whether \( D \) is a merge or a split configuration.

**Proof.** Straightforward from Proposition 2.37.

**Lemma 4.3.** Suppose \( D \) is an index 1 resolution configuration, not necessarily basic. The category \( \mathcal{C}_{XY}'(D) \) is given by copies of arrows depicted in the right hand side of Figure 7 or of Figure 8, depending on whether \( D \) is a merge or a split configuration, modulo pairs of arrows having opposite signs. Here the circles that are not involved in the surgery are assumed to have identical labels before and after the surgery.

**Proof.** We prove when \( D \) is a merge configuration. The proof for the other case proceeds similarly. Put \( D = D_0 \cup D_1 \) where \( D_0 \) is basic index 1 merge
configuration and $D_1$ is an index 0 configuration with $k$ disjoint circles. Then any object of $\bar{C}_{XY}(D)$ can be identified with a triple $(u,v,w)$ where $(u,v) \in \{0\} \times \{0,1\}^2 \cup \{1\} \times \{0,1\}$ and $w \in \{0,1\}^k$. Before the handle slides, there are $2^k$ positive vertical arrows

$$(1,0,w) \rightarrow (0,(0,0),w)$$

and $2^k$ negative arrows

$$(1,1,w) \rightarrow (0,(1,1),w).$$

Take two objects $x, y$ with $|x| = |y| + 1$. Put $x = (1,v,w)$, $y = (0,v',w')$ where $v \in \{0,1\}$, $v' \in \{0,1\}^2$ and $w, w' \in \{0,1\}^k$. We may assume that there is a chain of the form of Lemma 4.1. This forces $w \leq w'$. The case when $w = w'$ is done in Lemma 4.2 so we assume $w < w'$. Take any $w'' \in \{0,1\}^k$ such that $w <_1 w'' \leq w'$ and put $e = w'' - w$. The chains can be paired as

$$x \rightarrow x' \rightarrow x''$$

$$y' \rightarrow y'' \rightarrow y$$

where $x'' - x' = y'' - y' = e$. Obviously the two vertical arrows have equal signs. Thus from the formula of Lemma 4.1, the resulting two arrows of $\bar{C}_{XY}'(D)$ will have opposite signs.
Proposition 4.4. The framed flow category $\bar{C}_{XY}^\prime(D)$ refines the unnormalized Bar-Natan complex $\bar{C}_{BN}(D)$ by the correspondence

$$C^*(\bar{C}_{XY}^\prime(D)) \to \bar{C}_{BN}(D), \quad x^* \mapsto i(x).$$

Here $i$ is a map

$$i : \text{Ob}(\bar{C}_{XY}^\prime(D)) \to \bar{C}_{BN}(D)$$

defined by extending the correspondence

$$X' \mapsto X, \quad Y \mapsto -1$$
multilinearly.

Proof. Take any edge $u >_1 u'$ of $K(n)$. The surgery $D(u') \prec_1 D(u)$ is described by an index 1 resolution configuration, so the 0-dimensional moduli spaces of $\bar{C}_{XY}^\prime(D)$ between the two subcubes placed at $u, u'$ are described as in Lemma 4.3, up to an overall sign determined by the sign assignment $s(e_{u,u'})$. Now identify the chain complex associated to $\bar{C}_{XY}^\prime(D)$ with its image under the chain isomorphism induced by $i$. The differential $\partial$ of $C^*(\bar{C}_{XY}^\prime(D))$ is given by

\[
\begin{array}{ccc}
X & \to & X \otimes X \\
\downarrow & & \downarrow \\
1 & \to & 1 \otimes 1
\end{array}
\quad
\begin{array}{ccc}
X \otimes X & \to & X \\
\downarrow & & \downarrow \\
1 \otimes X & \to & 1 \otimes 1
\end{array}
\quad
\begin{array}{ccc}
X \otimes 1 & \to & X \otimes 1 \\
\downarrow & & \downarrow \\
1 \otimes 1 & \to & 1 \otimes 1
\end{array}
\]

If we reverse the arrows, then they are exactly the multiplication and the co-multiplication of the defining Frobenius algebra of Bar-Natan complex (compare (3.1)). Thus the associated cochain complex of $\bar{C}_{XY}^\prime(D)$ is isomorphic to $\bar{C}_{BN}(D)$. \qed

Hereinafter, we rewrite $\bar{C}_{XY}^\prime(D)$ to $\bar{C}_{BN}(D)$ and identify any object $x$ of $\bar{C}_{BN}(D)$ placed at $(u, v)$ as an $1X$-labeled resolution configuration $(D(u), x)$ under the correspondence

$$v_i = 0 \iff x(Z_i) = X.$$ 

Definition 4.5. Let $D$ be a link diagram $D$ with $n^-$ negative crossings. With the above constructed framed flow category $\bar{C}_{BN}(D)$, define

$$C_{BN}(D) = \bar{C}_{BN}(D)[-n^-].$$

$C_{BN}(D)$ is called the (1X-based) Bar-Natan flow category, and its associated spectrum $X_{BN}(D)$ is called the (1X-based) Bar-Natan spectrum of $D$. Here the cells of $X_{BN}(D)$ are reoriented after the realization, so that the orientations are reversed for cells corresponding to objects $x = (u, v)$ with $|v|$ odd.
Thus we obtain:

**Theorem 1.** There is an isomorphism

\[ \tilde{C}^*(\mathcal{X}_{BN}(D)) \xrightarrow{\cong} C_{BN}^*(D) \]

that maps the dual cells of \( \mathcal{X}_{BN}(D) \) to the standard generators of \( C_{BN}^*(D) \). \( \square \)

**Proposition 4.6.** Let

\[ f : \mathcal{X}_{XY}(D) \xrightarrow{\cong} \mathcal{X}_{BN}(D), \]

be the composition of all of the stable homotopy equivalences corresponding to the handle slides performed on \( \mathcal{C}_{XY}(D) \) to obtain \( C_{BN}(D) \). Then the following diagram commutes:

\[ \begin{array}{ccc}
\tilde{C}^*(\mathcal{X}_{XY}(D)) & \xrightarrow{f^*} & \tilde{C}^*(\mathcal{X}_{BN}(D)) \\
\cong & & \cong \\
C_{BN}^*(D) & & C_{BN}^*(D)
\end{array} \]

Here left diagonal arrow is the isomorphism given in Corollary 3.11, and the right diagonal arrow is the one given in Theorem 1.

**Proof.** Consider the dual bases \( \{X^*, Y^*\} \) of \( \{X, Y\} \) and \( \{X', 1'\} \) of \( \{X, 1\} \). From the construction of \( f \), we see that the following diagram commutes.

\[ \begin{array}{ccc}
\tilde{C}^*(\mathcal{X}_{XY}(D)) & \xrightarrow{f^*} & \tilde{C}^*(\mathcal{X}_{BN}(D)) \\
\cong & & \cong \\
\bigoplus_u \mathbb{Z}\{X^*, Y^*\} \otimes^r(u) & \xrightarrow{\cong} & \bigoplus_u \mathbb{Z}\{X', 1'\} \otimes^r(u)
\end{array} \]

The result follows by duality. \( \square \)

**Theorem 2.** \( \mathcal{X}_{BN}(D) \) is stably homotopy equivalent to the wedge sum of the canonical cells

\[ \mathcal{X}_{BN}(D) \simeq \bigvee_o \sigma_o(D, o) \]

where \( o \) runs over all orientations on \( D \). In particular, the stable homotopy type of \( \mathcal{X}_{BN}(D) \) is a link invariant.

**Proof.** Immediate from Proposition 4.6 and Corollary 3.17. \( \square \)

Thus the following definition is justified.

**Definition 4.7.** Let \( L \) be a link with diagram \( D \). The stable homotopy type of \( \mathcal{X}_{BN}(D) \) is denoted \( \mathcal{X}_{BN}(L) \) and is called the Bar-Natan homotopy type of \( L \).
4.2 Quantum grading

**Definition 4.8.** Let $D$ be a link diagram with $n^+$ positive / negative crossings. The *quantum grading* on $C_{BN}(D)$

$$\text{gr}_q : \text{Ob}(C_{BN}(D)) \to \mathbb{Z}$$

is defined as

$$\text{gr}_q(x) = |u| + 2|v| - r(u) + n^+ - 3n^-$$

for each object $x = (u, v)$.

Note that this definition coincides with the one given in Definition 2.6 under the correspondence of Proposition 4.4. It is natural to expect that the quantum filtration on $C_{BN}(D)$ also lifts to the flow category level. Recall that the (descending) filtration on $C_{BN}$ comes from the fact that the differential $d$ is quantum grading non-decreasing. The corresponding condition on $C_{BN}(D)$ should be that all moduli spaces are quantum grading non-increasing, i.e. $\mathcal{M}(x, y)$ is non-empty if and only if $\text{gr}_q(x) \geq \text{gr}_q(y)$. In other words, there is a sequence of downward-closed subcategories

$$\emptyset = F_m \mathcal{C} \subset \cdots \subset F_j \mathcal{C} \subset F_{j+2} \mathcal{C} \subset \cdots \subset F_M \mathcal{C} = C_{BN}(D)$$

where $F_j \mathcal{C}$ contains all of objects $\text{gr}_q \leq j$. However this is not true, as we can see in Figure 7 or in Figure 8, where the diagonal arrows in pair increase the quantum grading by 2. Nonetheless, for 0-dimensional moduli spaces, they can be eliminated by the Whitney trick (see Proposition 2.38).

**Proposition 4.9.** $\mathcal{C} = C_{BN}(D)$ is move equivalent to a framed flow category $\mathcal{C}'$ such that $\text{Ob}(\mathcal{C}) = \text{Ob}(\mathcal{C}')$ and for every object $x, y$ with $|x| = |y| + 1$, the 0-dimensional moduli space $\mathcal{M}(x, y)$ is non-empty if and only if $\text{gr}_q(x) \geq \text{gr}_q(y)$.

**Proof.** From Lemma 4.3, by performing Whitney tricks on pairs of arrows with opposite signs, we will be left with arrows corresponding to the differential of $C_{BN}(D)$, all of which are quantum grading non-increasing. \hfill $\square$

In general, even after eliminating the 0-dimensional moduli spaces, there still remains higher dimensional moduli spaces that increase the quantum grading. Here are two examples.

**Example 4.10.** Consider the resolution configuration $D$ of Figure 9a (page 30) which is called the *ladybug configuration*. Figure 10 depicts $C_{BN}(D)$, where the thick vertical arrows correspond to the 0-dimensional moduli spaces of $C_{XY}(D)$ and the thin ones are those that are produced by the handle slides. Before the handle slides, there are two 1-dimensional moduli spaces $\mathcal{M}(X(11), X(00)) = I$ and $\mathcal{M}(Y(11), Y(00)) = I$, as depicted in the figure by red and blue double arcs. The handle slides in the top and bottom levels copy the two intervals, which produces $I \sqcup I$ in $\mathcal{M}(X(11), Y(00))$. Moreover, the handle slides in the middle level produce four more 1-dimensional moduli spaces in $\mathcal{M}(X(11), Y(00))$. These are depicted by the gray double arcs.
Now there are four oppositely signed pairs of 0-dimensional vertical arrows, namely in \( \mathcal{M}(X_{11}, YY_{10}) \), \( \mathcal{M}(X_{11}, YY_{01}) \), \( \mathcal{M}(XX_{10}, Y_{00}) \) and \( \mathcal{M}(XX_{01}, Y_{00}) \). By applying Whitney tricks, the six intervals in \( \mathcal{M}(X_{11}, 1_{00}) \) concatenate together to form two disjoint intervals \( I \sqcup I \). We have \( \text{gr}_q(X_{11}) = \text{gr}_q(1_{00}) = 1 \) and the four endpoint objects \( X_1(10), X_1(01), 1X_{10}, 1X_{01} \) also lies in \( \text{gr}_q = 1 \). In this case, there are no other quantum grading preserving 1-dimensional moduli spaces.

Remark 4.11. The ladybug configuration is exceptional in the construction of Khovanov homotopy type, for it is the only index 2 basic resolution configuration whose Khovanov flow category contains \( I \sqcup I \) in its 1-dimensional moduli space.

Example 4.12. Let \( D \) be the resolution configuration given in Figure 9b. \( C_{BN}(D) \) is depicted in Figure 11. Let us focus on the moduli space between \( XX_{11} \) and \( YY_{00} \) where \( \text{gr}_q(XX_{11}) = 0 < \text{gr}_q(YY_{11}) = 2 \). In \( C_{BN}(D) \), we see that the 1-dimensional moduli space \( \mathcal{M}(XX_{11}, YY_{00}) \) consists of four disjoint intervals. By performing the Whitney tricks on the four pairs of oppositely signed arrows, the intervals concatenate to form a single circle \( C \). Thus in this case, there remains a quantum grading increasing 1-dimensional moduli space after the Whitney tricks.

There are higher dimensional version of the Whitney trick, called the extended Whitney trick (see [LOS18, Section 4]), that allows us to replace a moduli space of any dimension with a framed cobordant manifold rel boundary. We may expect that Proposition 4.9 can be generalized to all dimensions by use of extended Whitney tricks, and that the quantum filtration can be defined in the flow category level.

Conjecture 1. The framed flow category \( C_{BN}(D) \) can be modified by a sequence of extended Whitney tricks, possibly after altering the framing, so that there are no moduli spaces that increase the quantum grading. This gives a filtration on the associated spectra \( \mathcal{X} \) as

\[
\{pt\} = F_m \mathcal{X} \subset \cdots \subset F_j \mathcal{X} \subset F_{j+2} \mathcal{X} \subset \cdots \subset F_M \mathcal{X} = \mathcal{X}.
\]

The filtration \( \{F_j \mathcal{X}\} \) on \( \mathcal{X} \) and the quantum filtration \( \{F^j C\} \) on \( C = C_{BN}(D) \) correspond as

\[
\tilde{C}^*(F_j \mathcal{X}) = C/F^{j+2} C, \quad \tilde{C}^*(\mathcal{X}/F_j \mathcal{X}) = F^{j+2} C.
\]

Recall that the Khovanov complex and the Bar-Natan complex are related by \( F^j C_{BN}/F^{j-2} C_{BN} = C^j_{Kh} \) for each \( j \in 2\mathbb{Z} + |D| \). Our second conjecture is that this correspondence also lifts to the spatial level.

Conjecture 2. For each \( j \in 2\mathbb{Z} + |D| \), the quotient spectrum \( F_j \mathcal{X}/F_{j-2} \mathcal{X} \) is stably homotopy equivalent to the \( j \)-th wedge summand \( \mathcal{X}^j_{Kh}(D) \) of the Khovanov spectrum \( \mathcal{X}_{Kh}(D) \).

Further considerations are given in Section 8.1.
Figure 9: Examples of basic index 1 resolution configurations

Figure 10: $C_{BN}$ for the ladybug configuration

Figure 11: $C_{BN}$ for the Hopf link configuration
5 Cobordism maps

A link cobordism $S$ is a smooth, compact, oriented surface properly embedded in $\mathbb{R}^3 \times [0, 1]$ with boundary links $\partial S = -L_0 \sqcup L_1$ in $\mathbb{R}^3 \times \{0, 1\}$. We say $S$ is generic if there are only finitely many $t \in [0, 1]$ such that $S \cap (\mathbb{R}^3 \times \{t\})$ fails to be a link at one singular point. Under the projection $p : \mathbb{R}^3 \to \mathbb{R}^2$, a generic link cobordism can be represented by a finite sequence of local moves (i.e. Reidemeister moves and Morse moves) between the two boundary link diagrams. In this sense, we refer to generic cobordism between link diagrams.

**Proposition 5.1.** Let $S$ be a generic cobordism between link diagrams $D, D'$. There is a morphism between the corresponding spectra

$$f_S : \mathcal{X}_{BN}(D) \to \mathcal{X}_{BN}(D')$$

such that its induced map on Bar-Natan homology coincides with the standard cobordism map

$$F_S : H_{BN}(D') \to H_{BN}(D)$$

associated to the reversed cobordism $\bar{S} : D' \to D$.

**Remark 5.2.** In [LS14b] the cobordism map is defined in the opposite direction, which is $f_{\bar{S}} : \mathcal{X}_{BN}(D) \to \mathcal{X}_{BN}(D')$ in our notation.

5.1 Reidemeister moves

**Proposition 5.3.** Suppose $D$ and $D'$ are two link diagrams related by one of the Reidemeister moves. Then there is a stable homotopy equivalence

$$f : \mathcal{X}_{BN}(D) \to \mathcal{X}_{BN}(D')$$

such that the induced isomorphism on Bar-Natan homology coincides with the isomorphism given in [Bar05a, Section 4] for the reversed move.

The proof basically follows [LS14a, Section 6]. The following Lemma 5.5 will play an essential role, which is a flow category level analogue of the cancellation principle given in [LS14a, pp. 1028-1029]. First we give necessary terminologies.

**Definition 5.4.** A leaf of a resolution configuration $D$ is a circle in $Z(D)$ that intersects with only one arc at a single point. A coleaf of $D$ is an arc in $A(D)$ that joins two points on a single circle, and at least one of the two circular arcs between the two endpoints do not intersect any other arc.

**Lemma 5.5.** Let $D$ be an index $n$ resolution configuration. Suppose $\{0, 1\}^n$ splits as $\{0, 1\}^k \times \{0, 1\}^{n-k}$ and there are vertices $u, v \in \{0, 1\}^k$ with $u >_1 v$ such that either one of the following holds:

- $D(v, \bar{0})$ contains a leaf that intersects the arc represented by $u >_1 v$, or
- $D(v, \bar{0})$ contains a coleaf represented by $u >_1 v$. 
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Let $U$ be the circle that is merged into or splitted off by the surgery $(v,0) \to (u,0)$. Let $A, B$ be sets of objects in $\mathcal{C} = \mathcal{C}_{BN}(D)$ defined as

- $A = \{ (D(u,w), x) \}$, $B = \{ (D(v,w), y) ; y(U) = 1 \}$, or
- $A = \{ (D(u,w), x) ; x(U) = X \}$, $B = \{ (D(v,w), y) \}$

accordingly. Then there is a complete pairing between $A$ and $B$ such that each pair $(x,y) \in A \times B$ satisfies $\mathcal{M}(x,y) = \{ pt \}$, and all such pairs can be removed one-by-one by handle cancellations. Moreover, if the full subcategory $\mathcal{C}_1$ of $\mathcal{C}$ spanned by $A, B$ is downward- (resp. upward-) closed, then the cancelled category $\mathcal{C}_3$ is merely the complement of $\mathcal{C}_1$ in $\mathcal{C}$ and is upward- (resp. downward-) closed in $\mathcal{C}$.

**Proof.** We prove the statement for the first case. Note that for any $w \in \{0,1\}^{n-k}$, $Z(D(v,w))$ can be identified with $Z(D(u,w)) \sqcup U$. We formally write $x \otimes x'$ for the labeling of $Z(D(v,w))$, where $x$ is the labeling of $Z(D(u,w))$ and $x'$ is the labeling of $U$. Pair each $x = (D(u,w), x) \in A$ with $y = (D(v,w), x \otimes 1) \in B$. Then it is obvious that $\mathcal{M}_C(x,y) = \{ pt \}$. By an argument similar to the proof of Lemma 3.16, one can prove that the cancellation of $(x,y)$ does not affect the moduli space $\mathcal{M}_C(x',y')$ of any other pair $(x',y')$. Thus all pairs can be cancelled one-by-one. For the latter statement, suppose $\mathcal{C}_1$ is downward-closed. Take any pair of objects $(z,w)$ both not in $\mathcal{C}_1$. Then for any object $x$ in $\mathcal{C}_1$, we have by definition $\mathcal{M}_C(x,z) = \emptyset$, so the moduli space $\mathcal{M}_C(z,w)$ remains unchanged by the cancellation of $\mathcal{C}_1$. Thus $\mathcal{C}_2$ is the complement of $\mathcal{C}_1$ in $\mathcal{C}$, and is obviously upward-closed. \[\square\]

**Proof of Proposition 5.3.** The general strategy is as follows. Suppose Lemma 5.5 can be applied to $\mathcal{C}(D')$ twice, first by cancelling an upward-closed subcategory, then by cancelling a downward-closed subcategory. Moreover suppose that the resulting category is identical to $\mathcal{C}(D)$. Describe this process as

$$\mathcal{C}(D') \xleftarrow{d.c.} \mathcal{C}_1 \xleftarrow{u.c.} \mathcal{C}_2 = \mathcal{C}(D).$$

Then on the spectra we obtain homotopy equivalences

$$\mathcal{X}(D') \xleftarrow{i} \mathcal{X}_1 \xrightarrow{p} \mathcal{X}_2 = \mathcal{X}(D)$$

where $i$ is the inclusion map, and $p$ is the quotient map. We define the stable homotopy equivalence

$$f : \mathcal{X}(D) \to \mathcal{X}(D')$$

by the composition of $i$ and the homotopy inverse $q$ of $p$. Passing to cochain complexes, we obtain a sequence of quasi-isomorphisms

$$C(D') \xrightarrow{i^*} C_1 \xleftarrow{p^*} C_2 = C(D).$$

Now, [Bar05a] gives for each Reidemeister move $D \to D'$ an explicit chain homotopy equivalence as

$$C(D) \xrightarrow{F} C(D').$$
We will prove the following diagram commutes

\[
\begin{array}{ccc}
C(D') & \xrightarrow{i^*} & C_1 \\
\downarrow G & & \downarrow \bar{G} \\
\bar{G} & \xrightarrow{p^*} & C(D)
\end{array}
\] (5.1)

where $\bar{G}$ is a map induced from $G$. Then we have

\[f^* = (iq)^* = (p^*)^{-1}i^* = G_*\]

as desired.

**R-I**

Suppose $D, D'$ are related as in Figure 12a. Order the crossings of $D, D'$ so that $A(D') = \{a\} \cup A(D)$, where $a$ is the arc corresponding to the added crossing. Let $U$ be the leaf of $D'(0,0)$. Note that $Z(D'(0,u)) = Z(D(u)) \cup U$ and $Z(D'(1,u)) = Z(D(u))$ for any $u \in \{0,1\}^n$. Consider pairs of objects $(x, y)$ in $C(D')$ of the form

\[x = (D'(1,u), x) \succ_1 y = (D'(0,u), x \otimes 1).\]

From Lemma 5.5, all such pairs can be cancelled, and the resulting flow category $C_1$ is a downward-closed subcategory of $C(D')$. Moreover $C_1$ is identical to $C(D)$ under the correspondence of objects

\[(D'(0,u), x \otimes X) \leftrightarrow (D(u), x).\]

Thus we have a homotopy equivalence

\[i : X(D) \hookrightarrow X(D').\]

The induced map on the cochain complexes maps $x \otimes X \in C^*(D')$ to $x \in C^*(D)$ and other generators to 0. This is exactly the chain homotopy equivalence $G$ for the R-I move given in [Bar05a]. Thus the commutativity of diagram (5.1) (with $C_1 = C_2$) is proved.
Suppose $D, D'$ are related as in Figure 12b. Order the crossings of $D, D'$ so that $A(D') = \{a, b\} \cup A(D)$, where $a, b$ are the arcs corresponding to the added crossings, aligned in this order. Let $U$ be the circle that will be splitted from $D'$ by the $(0, 1)$-resolution on $(a, b)$. Note that $Z(D'(01u)) = D(u) \sqcup U$ for any $u \in \{0, 1\}^n$. Using Lemma 5.5, cancel all pairs $(x, y)$ of objects in $C(D')$ of the form
\[ x = (D'(11u), x) \succ_1 y = (D'(01u), x \otimes 1), \]
and then all pairs of the form
\[ x' = (D'(01u), x \otimes X) \succ_1 y' = (D'(00u), x). \]

Let $C_1$ and $C_2$ be the result of the first and the second cancellations respectively. $C_1$ is a downward-closed subcategory of $C(D')$, and $C_2$ is an upward-closed subcategory of $C_1$. Moreover $C_2$ is identical to $C(D)$ under the correspondence
\[ (D'(10u), x) \leftrightarrow (D(u), x). \]

From the explicit description of the chain homotopy equivalence $G$ for the R-II move given in [Bar05a], we see that $G$ annihilates the objects cancelled in the first cancellation, thus induces $\bar{G}$. Moreover $G$ restricts to identity on $C(D)$. Thus the commutativity of (5.1) is proved.

**R-III**

Suppose $D$ and $D'$ are related by a braid-like R-III move, as depicted in Figure 13. One can check that the procedure of cancellation given in [LS14a, Proposition 6.4] can be applied verbatim to our case. This gives homotopy equivalences
\[ \mathcal{X}(D') \xleftarrow{i} \mathcal{X}_1 \xrightarrow{p} \mathcal{X}_2 = \mathcal{X}(D). \]
Here, $\mathcal{X}_1$ is the result of cancelling the top half upward-closed subcategory, and $\mathcal{X}_2$ is the result of cancelling the bottom half downward-closed subcategory of [LS14a, Figure 6.4]. Now consider the sequence of ordinary Reidemeister moves that gives the braid-like R-III move:

$$D \xrightarrow{(\text{R-II})^3} D'' \xrightarrow{\text{R-III}} D'.$$

Let $G$ be the composition of the chain homotopy equivalences corresponding to the moves $D' \to D'' \to D$. From the explicit description of $G$, one can manually check the commutativity of the diagram (5.1). □

**Remark 5.6.** Note that the cancelling pairs $(x, y)$ of Lemma 5.5 have $\text{gr}_q(x) = \text{gr}_q(y)$. Thus if Conjecture 1 is true, the chain homotopy equivalences of Proposition 5.3 should restrict to each subspectrum of the filtration, implying that $\mathcal{X}_{BN}(L)$ is an invariant as a filtered CW-spectrum.

### 5.2 Morse moves

**Proposition 5.7.** Suppose $D$ and $D'$ are two link diagrams related by one of the Morse moves. Then there is a morphism

$$f : \mathcal{X}_{BN}(D) \to \mathcal{X}_{BN}(D')$$

such that the induced homomorphism on Bar-Natan homology coincides with the standard homomorphism for the reversed move.

**Proof.** The proof of [LS14b, Section 3.3] works verbatim. Suppose $D, D'$ are related by a cup move, so that $D' = D \cup U$ with a circle $U$. Then $\mathcal{C}(D')$ is the disjoint union of two subcategories $\mathcal{C}_+$ where $\mathcal{C}_+$ (resp. $\mathcal{C}_-$) consists of objects with $U$ labeled 1 (resp. $X$). Both subcategories are obviously isomorphic to $\mathcal{C}(D)$. The associated spectra is given as $\mathcal{X}(D') = \mathcal{X}_+ \lor \mathcal{X}_-$. The cup map is given by the inclusion

$$f_\cup : \mathcal{X}(D) \cong \mathcal{X}_- \hookrightarrow \mathcal{X}(D'),$$

and the cap map is given by the projection

$$f_\cap : \mathcal{X}(D') \to \mathcal{X}_+ \cong \mathcal{X}(D).$$

Next, suppose $D$ and $D'$ are related by a saddle move. Then there is a diagram $D''$ such that $D, D'$ are obtained by a 1-, 0-resolution of a crossing of $D''$ respectively. We may regard $\mathcal{C}(D')$ as a downward-closed subcategory of $\mathcal{C}(D'')$, and $\mathcal{C}(D)[1]$ as the complement of $\mathcal{C}(D')$ in $\mathcal{C}(D'')$,

$$\mathcal{C}(D') \xleftarrow{\text{d.c.}} \mathcal{C}(D'') \xrightarrow{\text{u.c.}} \mathcal{C}(D)[1].$$

Thus on the associated spectra we have a cofibration sequence

$$\mathcal{X}(D') \to \mathcal{X}(D'') \to \Sigma \mathcal{X}(D).$$
The saddle map $f$ is defined as the Puppe map
\[ f : \Sigma X(D) \to \Sigma X(D'). \]

It is straightforward to check that these maps induce the standard homomorphisms on Bar-Natan homology.

\[ \text{Remark 5.8.} \] Again if Conjecture 1 is true, the above constructed maps should be filtered maps of degree $-\chi(S)$, i.e. for each $j$, $f_S$ restricts to
\[ f_S : F^j X(L) \to F^{j-\chi(S)} X(L'). \]

\[ \text{Proof of Proposition 5.1.} \] Decompose $S$ into elementary cobordisms $S_1 \circ \cdots \circ S_1$, each of which corresponds to a Reidemeister move or a Morse move. Define
\[ f_S = f_{S_1} \circ \cdots \circ f_{S_1}. \]
The claimed property is obvious from Propositions 5.3 and 5.7.

\[ \text{Remark 5.9.} \] Under the assumption of Proposition 5.1, for each pair of canonical cells $\sigma$ of $X_{BN}(D)$ and $\sigma'$ of $X_{BN}(D')$, consider the composition
\[ S_k \xrightarrow{i_{\sigma}} X_{BN}(D) \xrightarrow{f_S} X_{BN}(D') \xrightarrow{p'_{\sigma}} S_{k'} \]
where $k, k'$ are the (stable) dimensions of $\sigma, \sigma'$, and $i_{\sigma}, p'_{\sigma}$ are the obvious inclusion, projection maps for $\sigma, \sigma'$ respectively. This map gives an element of the stable homotopy group $\pi_{k-k'}(S)$, which is possibly non-trivial when $k \geq k'$. For pairs with $k > k'$, this might capture some information of $S$ that cannot be seen in the homology groups. The case $k = k'$ is considered later in Proposition 7.4.

Recently Lawson, Lipshitz and Sarkar [LLS21] proved the functoriality of Khovanov homotopy type, i.e. for a cobordism $S$ between links $L, L'$, there is a map
\[ f_S : X_{Kh}^j(L) \to X_{Kh}^{j-\chi(S)}(L') \]
well-defined up to sign, and is functorial with respect to composition of cobordisms. The well-definedness follows by proving that the map defined on the level of diagrams is invariant under isotopies of $S$ rel boundary.

\[ \text{Conjecture 3.} \] For a cobordism $S$ between links $L, L'$, there is a map
\[ f_S : X_{BN}(L) \to X_{BN}(L') \]
well-defined up to sign, and is functorial with respect to composition of cobordisms. Moreover if Conjecture 1 is true, $f_S$ is a filtered map of degree $-\chi(S)$. 
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6 Mirror and duality

So far we have considered the cellular cochain complex of $X_{BN}$. Here we give dual statements by considering the cellular chain complex of $X_{BN}$. Let us first recall how a link diagram $D$ and its mirror $m(D)$ are related in Bar-Natan homology.

Let $A = (A, m, \iota, \Delta, \varepsilon)$ be a Frobenius algebra over a commutative ring $R$. The dual Frobenius algebra of $A$ is defined by $A^* = (A^*, \Delta^*, \varepsilon^*, m^*, \iota^*)$ where $A^* = \text{Hom}_R(A, R)$ and other maps are the dual maps. The twisting of $A$ by an invertible element $\theta \in R$ is another Frobenius algebra $A_\theta = (A, m, \iota, \Delta_\theta, \varepsilon_\theta)$ whose algebra structure is the same as $A$ but the coalgebra structure is twisted as

$$\Delta_\theta(x) = \Delta(\theta^{-1}x), \quad \varepsilon_\theta(x) = \varepsilon(\theta x).$$

The defining Frobenius algebra $A_{1,0} = \mathbb{Z}[X]/(X^2 - X)$ for Bar-Natan homology is almost self-dual, i.e. $A_{1,0}$ is isomorphic to $A_{-1,0}^*$ by the correspondence $1 \leftrightarrow X^*$, $X \leftrightarrow 1^*$ where $\{1^*, X^*\}$ is the dual of the basis $\{1, X\}$ for $A_{-1,0}$. Moreover there is an isomorphism from $A_{-1,0}$ to $A_{1,0; -1}$ (the (-1)-twisting of $A_{1,0}$), induced from the underlying algebra isomorphism:

$$\mathbb{Z}[X]/(X^2 + X) \rightarrow \mathbb{Z}[X]/(X^2 - X), \quad X \mapsto -X.$$

Frobenius algebra isomorphisms and twistings induce chain isomorphisms on the complexes ([Kho06, Proposition 3]). Thus we get a sequence of isomorphisms

$$C_{1,0}(m(D)) \cong (C_{-1,0}(D))^* \cong (C_{1,0; -1}(D))^* \cong (C_{1,0}(D))^*$$

where the first isomorphism is the canonical identification (see [Kho00, Section 7.3]), the second induced from the Frobenius algebra isomorphism, and the third induced from the twisting. The composition

$$\Phi : C_{BN}(m(D)) \rightarrow (C_{BN}(D))^*$$

is explicitly given by

$$(m(D)(u), x) \mapsto \varepsilon(u)(D(\bar{1} - u), \varphi(x))^*$$

where $\varepsilon(u) \in \{\pm 1\}$ are signs determined by the twisting, and $\varphi$ is a map defined by $\varphi(1) = -X$ and $\varphi(X) = 1$.

**Proposition 6.1.** There is a canonical isomorphism

$$\hat{C}_*(\mathcal{X}_{BN}(D)) \cong C_{BN}^-(m(D)).$$

**Proof.** The isomorphism is given by the composition

$$\hat{C}_*(\mathcal{X}_{BN}(D)) \xrightarrow{\sim} (\hat{C}^*(\mathcal{X}_{BN}(D)))^* = (C_{BN}^*(D))^* \xrightarrow{\Phi^{-1}} C_{BN}^*(m(D)).$$

One can also check that the homological grading is reversed. \qed
Proposition 6.2. Let $S$ be a generic link cobordism between link diagrams $D, D'$. Let $f_S : X_{BN}(D) \to X_{BN}(D')$ be the cobordism map given in Proposition 5.1. The induced map on reduced homology $(f_S)_* : H_{BN}(m(D)) \to H_{BN}(m(D'))$ coincides (up to sign) with the cobordism map on Bar-Natan homology induced from the mirrored cobordism $m(S) : m(D) \to m(D')$.

Proof. First consider the Reidemeister moves. In the proof of Proposition 5.3, for each Reidemeister move $D \to D'$ we considered a sequence of homotopy equivalences $\mathcal{X}(D') \leftarrow X_1 \overset{p}{\rightarrow} X_2 = \mathcal{X}(D)$ and defined $f_S = i q$ where $q$ is the homotopy inverse of $p$. Passing to reduced cellular chain complexes, we get

$$C(m(D')) \leftarrow C_1 \overset{p^*}{\rightarrow} C_2 \cong C(m(D)).$$

Consider the standard chain homotopy equivalences

$$C(m(D)) \overset{F}{\leftarrow} C(m(D')).$$

associated to the move $m(D) \to m(D')$. Consider the following diagram

$$
\begin{array}{ccc}
C(m(D')) & \leftarrow & C_1 \\
\downarrow & & \downarrow \\
C_2 & \leftarrow & C(m(D))
\end{array}
$$

With the explicit isomorphism given in Proposition 6.1, one can prove as in the proof of Proposition 5.3 that the above diagram commutes up to sign. The proof for the Morse moves is straightforward.

Finally we give another conjecture regarding duality for the conjectured quantum filtration. On the algebraic level, mirroring also respects the quantum filtration. That is, with the descending filtration $\{F^j C(D)\}$ of $C_{BN}(D)$ and the cofiltration $\{F_j C(m(D)) = C(m(D))/F^{j+2} C(m(D))\}$ of $C_{BN}(m(D))$, there is a canonical isomorphism

$$F^j C(D) \cong (F_{-j} C(m(D)))^*$$

as asserted in the proof of [Ras10, Proposition 3.10]. If Conjecture 1 is true, we may also expect that this lifts to the spatial level.
Conjecture 4. Assuming Conjecture 1 is true, the $S$-duality map of Corollary 3.18
\[ \mu : \mathcal{X}_{BN}(D) \wedge \mathcal{X}_{BN}(m(D)) \to S \]
also induces an $S$-duality map
\[ \mu : F_j \mathcal{X}_{BN}(D) \wedge F^{-j} \mathcal{X}_{BN}(m(D)) \to S \]
for each $j \in 2\mathbb{Z} + |D|$. Here, $\{F_j X\}$ denotes the cofiltration $\{X/F_{j-2}X\}$.

7 Canonical cohomotopy classes

The canonical classes of Bar-Natan homology play an essential role in proving the important properties of the $s$-invariant. We define the cohomotopical counterpart in the (stable) cohomology group of $X_{BN}$, by tracing the arguments [LNS15, Section 5]. In the following, cohomotopy classes are denoted by brackets $[\cdot]$ and cohomology classes are denoted by double brackets $\llbracket \cdot \rrbracket$.

Definition 7.1. Let $D$ be a link diagram. Each canonical cell $\sigma_\alpha(D,o)$ of (stable) dimension $k$, let
\[ p_\alpha(D,o) : \mathcal{X}_{BN}(D) \to S^k \]
be the umkehr map of $\sigma_\alpha(D,o)$, i.e. $p_\alpha(D,o)$ maps $\sigma_\alpha(D,o)$ homeomorphically onto $S^k$ and collapses other cells to the basepoint. We call the (stable) cohomotopy class
\[ [p_\alpha(D,o)] \in \pi^k(\mathcal{X}_{BN}(D)) \]
the canonical cohomotopy class of $D$ for $o$.

Recall that there is a dual Hurewicz map for a CW-complex $X$
\[ h' : \pi^k(X) \to H^k(X) \]
for each $k$, defined on the level of cells (see [Bre93, Section V.11]). The Hopf classification theorem asserts that it is an isomorphism when $k = \dim(X)$.

Proposition 7.2. The co-Hurewicz map
\[ h' : \pi^k(\mathcal{X}_{BN}(D)) \to H^k_{BN}(D) \]
sends the canonical cohomotopy class $[p_\alpha(D,o)]$ to the canonical homology class $\llbracket \alpha(D,o) \rrbracket$.

Proof. Recall from Section 3.3 that the canonical class $\llbracket \alpha \rrbracket$ is represented by the dual $\sigma^*_\alpha$ of the canonical cell $\sigma_\alpha$. For any cell $\sigma$ with attaching map $\varphi$, consider the following diagram:

\[
\begin{array}{ccc}
D^n & \xrightarrow{\varphi} & X^n \\
\downarrow^{/\sigma} & & \downarrow^{p_\alpha} \\
S^n & \longrightarrow & S^n
\end{array}
\]

The degree of the dashed arrow is 1 if $\sigma = \sigma_\alpha$ and 0 otherwise. Thus $h'(p_\alpha)$ is exactly $\sigma^*_\alpha$. \qed
**Corollary 7.3.** If $D$ is a knot diagram, then $\pi^0(\mathcal{X}_{BN}(D))$ is freely generated by the two canonical cohomotopy classes

$$\pi^0(\mathcal{X}_{BN}(D)) \cong \mathbb{Z}\{[p_\alpha], [p_\beta]\}$$

*Proof.* The two canonical cells are concentrated in dimension 0, so $h'$ is an isomorphism in grading 0. $\square$

The following is a special case of the problem considered in Remark 5.9.

**Proposition 7.4.** Let $S$ be a generic connected cobordism between knot diagrams $D, D'$. Let

$$f_S : \mathcal{X}_{BN}(D) \to \mathcal{X}_{BN}(D')$$

be the cobordism map of Proposition 5.1. Let $\sigma_\alpha, \sigma'_\alpha$ be the canonical cells of $\mathcal{X}_{BN}(D), \mathcal{X}_{BN}(D')$ corresponding to the given orientations of $D, D'$, and $\sigma_\beta, \sigma'_\beta$ be the one corresponding to the reversed orientations respectively. For any $\sigma \in \{\sigma_\alpha, \sigma_\beta\}$ and $\sigma' \in \{\sigma'_\alpha, \sigma'_\beta\}$, consider the following composition

$$g : S \xrightarrow{i_\sigma} \mathcal{X}_{BN}(D) \xrightarrow{f_S} \mathcal{X}_{BN}(D') \xrightarrow{p'_{\sigma'}} S$$

where $i_\sigma, p'_{\sigma'}$ are the obvious inclusion and the projection maps. The composition $g$ has degree $\pm 1$ if either $(\sigma, \sigma') = (\sigma_\alpha, \sigma'_\alpha)$ or $(\sigma_\beta, \sigma'_\beta)$, and degree 0 otherwise.

*Proof.* From the naturality of the co-Hurewicz map, we obtain a commutative diagram:

$$\begin{array}{c}
\mathbb{Z} \xleftarrow{i_\sigma^*} \pi^0(\mathcal{X}_{BN}(D)) \xleftarrow{f_S^*} \pi^0(\mathcal{X}_{BN}(D')) \xrightarrow{p'_{\sigma'}} \mathbb{Z} \\
\downarrow h' \quad \downarrow h' \\
\mathbb{Z} \xleftarrow{i_\sigma^*} H^0_{BN}(D) \xleftarrow{f_S^*} H^0_{BN}(D') \xrightarrow{p'_{\sigma'}} \mathbb{Z}
\end{array}$$

The top row is exactly $\deg(g)$. From Propositions 5.1 and 7.2 the bottom row is given by the pairing $(f_{S*} \llbracket \alpha \rrbracket, \llbracket \alpha' \rrbracket)$. The claimed result follows from [San20b, Proposition 3.4] with $c = 1$. $\square$

**Remark 7.5.** Proposition 7.4 can be generalized as in the form of [Ras10, Proposition 4.1], so that $S$ is a link cobordism, not necessarily connected but without closed components.

Thus we obtain a refinement of [LS14b, Proposition 2.4]:

**Corollary 7.6.** If $S$ is a generic connected cobordism between knot diagrams $D, D'$, the cobordism map

$$f_S : \mathcal{X}_{BN}(D) \to \mathcal{X}_{BN}(D')$$

is a stable homotopy equivalence. $\square$
Corollary 7.7. For a knot diagram $D$, the canonical cohomotopy classes $[p_\alpha], [p_\beta]$ are invariant (up to sign) under connected cobordisms.

Remark 7.8. In [San20b], we proved that the sign ambiguity of the cobordism maps on Khovanov homology and its variants can be fixed uniformly by adjusting the signs of the elementary cobordism maps. By applying the same adjustment for the cobordism map of Proposition 5.1 (which is possible by suspending $f$ and reflecting the added coordinate), the map $g$ will have degree 1 for $(\sigma, \sigma') = (\sigma_\alpha, \sigma'_\alpha)$. Also for $(\sigma, \sigma') = (\sigma_\beta, \sigma'_\beta)$ the degree can be described explicitly as $(-1)^j$ with

$$j = \frac{\delta w(D, D') - \delta r(D, D') - \chi(S)}{2},$$

where $\delta w(D, D')$ is difference of the writhes, $\delta r(D, D')$ is the difference of the number of Seifert circles, and $\chi(S)$ is the Euler number of $S$. In particular, if we restrict to transverse knot diagrams and transverse Markov moves, we always have $j = 0$. Thus the canonical cohomotopy classes are also invariants (without sign indeterminacy) of transverse knots.

Remark 7.9. Dually, we can define the canonical homotopy classes

$$[i_\alpha(D, o)] \in \pi_k(\mathcal{X}_{BN}(D))$$

from the inclusion maps

$$i_\alpha(D, o) : \mathbb{S}^k \hookrightarrow \mathcal{X}_{BN}(D)$$

corresponding to the canonical cells $\sigma_\alpha(D, o)$ of $D$. Results dual to Proposition 7.2 and Corollary 7.7 can be proved similarly. Moreover, one can prove that the canonical cohomotopy classes and the canonical homotopy classes are dual under the $S$-duality map

$$\mu : \mathcal{X}_{BN}(D) \wedge \mathcal{X}_{BN}(m(D)) \to \mathbb{S}$$

de Corollary 3.18.

8 Future prospects

8.1 Higher dimensional moduli spaces

To prove Conjecture 1 it would be necessary to analyze how the higher dimensional moduli spaces are produced by the handle slides. The following lemma generalizes Lemma 4.1.

Lemma 8.1. Let $D$ be a resolution configuration. For any pair of objects $x, y$ of $\mathcal{C}_{BN}(D)$ with $|x| = |y| + k$, the $(k-1)$-dimensional moduli space $\mathcal{M}_{BN}(x, y)$ is given by the following: consider all chains in $\mathcal{C}_{XY}(D)$ of the form

$$x \to x_1 \to y_1 \to x_2 \to y_2 \to \cdots \to x_m \to y_m \to y.$$
Figure 14: Production of intervals

For each such chain, take $2^{\sum_{i=1}^{m-1} (l_i - 1)}$ copies of

$$M(x_m, y_m) \times I \times \cdots \times I \times M(x_2, y_2) \times I \times M(x_1, y_1).$$

Here, $l_i$ ($1 \leq i \leq m - 1$) is the length of the horizontal arrow $y_i \rightarrow x_{i+1}$. Then $\mathcal{M}_{BN}(x, y)$ is the disjoint union of all such manifolds.

Proof. Again this follows from Proposition 2.37. Take one chain of the above form. The handle slides at the two ends $x \rightarrow x_1$ and $y_m \rightarrow y$ merely produces a copy of the intermediate moduli space, so we assume $x = x_1$ and $y_m = y$. For simplicity we also consider the case $m = 1$ where the chain is given by

$$x \rightarrow y' \rightarrow x' \rightarrow y.$$

Note that horizontal paths from $y'$ to $x'$ form an $l$-dimensional subcube. Up to the $(l - 1)$-th step of the parallel handle slides for the relevant directions, the moduli spaces $\mathcal{M}(x, y')$ and $\mathcal{M}(x', y)$ are copied along the vertices, while they do not meet at any of the vertices. Finally at the $l$-th step, the $2^{l-1}$ pairs each connect to produce a moduli space

$$\mathcal{M}(x', y) \times I \times \mathcal{M}(x, y').$$

Figure 14 depicts the case for $l = 2$. $\square$

The following observation might be useful in the induction step of eliminating higher dimensional moduli spaces.

**Proposition 8.2.** Let $\mathcal{C}$ be a flow category equipped with a function

$$q : \text{Ob}(\mathcal{C}) \rightarrow \mathbb{Z}.$$

Suppose there exists some $k > 0$ such that for any object $x, y$ in $\mathcal{C}$ with $|x| - |y| \leq k$, the moduli space $\mathcal{M}(x, y)$ is non-empty if and only if $q(x) \geq q(y)$. Then for any object $x, y$ in $\mathcal{C}$ with $|x| - |y| = k + 1$ and $q(x) < q(y)$, the moduli space $\mathcal{M}(x, y)$ is a closed $k$-dimensional manifold.
Proof. Take any \( x, y \) in \( C \) with \( |x| - |y| = k + 1 \) and \( q(x) < q(y) \). If \( \partial M(x, y) \) is non-empty, then there must be an object \( z \) between \( x \) and \( y \) such that
\[
\emptyset \neq M(z, y) \times M(x, z) \hookrightarrow \partial M(x, y).
\]
However from the hypothesis, we must have \( q(x) \geq q(z) \geq q(y) \) which is a contradiction. \( \square \)

One possible strategy for proving Conjecture 1 is to perform extended Whitney tricks inductively on \( C = \mathcal{C}_{BN}(D) \)
\[
\mathcal{C} \to \mathcal{C}^{(0)} \to \mathcal{C}^{(1)} \to \mathcal{C}^{(2)} \to \cdots
\]
so that \( \mathcal{C}^{(k)} \) contains no quantum grading increasing moduli spaces of dimension \( \leq k \) and the \((k + 1)\)-dimensional ones (closed manifolds) are framed null-cobordant. The initial framing on \( \mathcal{C}_{XY}(D) \) must be given coherently, or maybe isotoped during the process, so that the induction actually works.

8.2 Steenrod squares

In [LS14c], Lipshitz and Sarkar gave an explicit algorithm to compute the first and second Steenrod squares of the Khovanov homotopy type. Seed implemented the algorithm and showed by direct computations that Khovanov homotopy type is a strictly stronger invariant than the Khovanov homology [See12]. Lately Lobb, Orson and Schütz [LOS17] gave an algorithm to compute the second Steenrod square on the spectrum obtained from a general framed flow category.

Here we show that the latter algorithm can be applied to our category \( \mathcal{C}_{BN} \). Although we know from Theorem 2 that all Steenrod squares are trivial on \( \mathcal{X}_{BN} \), they might act non-trivially on a subspectrum (or a quotient spectrum) of \( \mathcal{X}_{BN} \). In particular if Conjecture 1 is true, then we might get non-trivial results by observing how the operations act on the filtration.

Definition 8.3. Let \( s \) be a sign assignment on the \( n \)-cube \( K(n) \). A 2-cochain \( f \in C^2(K(n); \mathbb{F}_2) \) is called a frame assignment compatible with \( s \) if for any 3-face \( u \geq v \) of \( K(n) \),
\[
\delta f(e_{u,v}) = \sum_{w < u < w < u} s(e_{w,v}).
\]
We call such pair \((s, f)\) a frame assignment pair on \( K(n) \).

In [LS14c], together with the standard sign assignment \( s \), the standard frame assignment \( f \) is defined as
\[
f(e) = (v_1 + \cdots + v_{i-1})(v_{i+1} + \cdots + v_{j-1}) \pmod{2}
\]
for each 2-face \( e = (v_1, \ldots, v_{i-1}, *, v_{i+1}, \ldots, v_{j-1}, *, v_{j+1}, \ldots, v_n) \). It is proved in [LS14c, Lemma 2.1] that this \((s, f)\) is a framing assignment pair in the sense of Definition 8.3. Moreover, it is proved in [LS14c, Lemma 3.5] that the \( n \)-dimensional cube flow category can be framed so that the 0-dimensional moduli
spaces are framed according to $s$, and the 1-dimensional moduli spaces are framed according to $f$. In fact, the proof only uses the compatibility condition of Definition 8.3, so $(s, f)$ need not be standard ones.

**Proposition 8.4.** For any sign assignment $s$ on the $n$-cube $K(n)$, there exists a frame assignment $f$ compatible with $s$.

**Proof.** This follows immediately from the fact that the right hand side of the compatibility condition is a cocycle, and that $K(n)$ is acyclic. Here we give another constructive proof. Take any sign assignment $s$, and let $s_0, f_0$ be the standard sign assignment and the standard frame assignment on $K(n)$ respectively. Put $t = s - s_0$, then $t$ is a 1-cocycle on $K(n)$. Since $K(n)$ is acyclic, there exists a 0-cochain $b$ such that $\delta b = t$ ($b$ can be obtained directly by integrating $t$ along the edges). Define a 2-cochain $g$ by $g(e_{u,v}) = b(v)$ for each $u > v$. Then for any $u > v$, $\delta(g(e_{u,v})) = 3b(v) + \sum_{v < w < u} b(w) = \sum_{v < w < u} \delta(b(e_{w,v}))$.

With $f = f_0 + g$, we have $\delta(f(e_{u,v})) = \sum_{v < w < u} (s_0(e_{w,v}) + \delta(b(e_{w,v}))) = \sum_{v < w < u} s(e_{w,v})$ as desired. \qed

The algorithm of [LOS17] only requires that a flow category $C$ is equipped with a sign assignment $s : \text{Mor}^0(C) \to \mathbb{F}_2$ and a frame assignment $f : \text{Mor}^1(C) \to \mathbb{F}_2$ satisfying the compatibility condition of [LOS17, Definition 3.3]. Here $\text{Mor}^0, \text{Mor}^1$ denotes the set of all components of the 0-, 1-dimensional moduli spaces of $C$ respectively. One can easily check that any frame assignment pair $(s, f)$ on $K(n)$ satisfies the required condition for the category $C = C_{\text{cube}}(n)$.

Now, recall from Section 3.2 that the $XY$-based Bar-Natan flow category $C_{XY}(D)$ is constructed as disjoint union of cube flow categories. From Proposition 8.4 we can take a frame assignment pair for each subcube and frame each of them so that the 0-, 1-dimensional moduli spaces are framed according to $(s, f)$. [LOS17, Section 4] describes the effect on the frame assignment pair by handle slides, so the frame assignment pair for $C_{BN}(D) = C_{BN}(D)$ and any of its downward- or upward-closed subcategory can be made explicit. Thus we summarize:

**Proposition 8.5.** For any subspectrum (resp. quotient spectrum) $\mathcal{X}'$ of $\mathcal{X} = \mathcal{X}_{BN}(L)$ obtained from a downward (resp. upward) closed subcategory of $C_{BN}(L)$, there is an algorithm that computes the first and the second Steenrod squares $\text{Sq}^i : \tilde{H}^*(\mathcal{X}'; \mathbb{F}_2) \to \tilde{H}^{*+i}(\mathcal{X}'; \mathbb{F}_2)$, $(i = 1, 2)$. 44
8.3 Cohomotopical refinement of the $s$-invariant

Finally we consider the possibility of cohomotopically refining the $s$-invariant. First we review the definition of $s$ given in [Ras10; MTV07; LS14b]. The quantum filtration \( \{ F^j H \} \) on \( H = H_{BN} \) is induced from the quantum filtration \( \{ F^j C \} \) of \( C = C_{BN} \) as

\[
F^j H = \text{Im}(i_* : H(F^j C) \rightarrow H(C))
\]

and the quantum grading on \( H_{BN} \) is defined as

\[
gr_q(z) = \max \{ j \mid z \in F^j H \}.
\]

Let \( K \) be a knot and \( F \) be a field. Put

\[
s_{\min}(K; F) = \min \{ \text{gr}_q(z) \mid z \in H_{BN}(K; F) \},
\]

\[
s_{\max}(K; F) = \max \{ \text{gr}_q(z) \mid z \in H_{BN}(K; F) \}.
\]

Then the \( s \)-invariant over \( F \) is defined as

\[
s(K; F) = \frac{s_{\min}(K; F) + s_{\max}(K; F)}{2}.
\]

Although Rasmussen’s original definition uses Lee homology (originally over \( \mathbb{Q} \)), it follows from [MTV07, Proposition 3.1] that when \( \text{char} \ F \neq 2 \) the invariant can be equally defined using Bar-Natan homology. Moreover [LS14b, Proposition 2.6] asserts that Bar-Natan homology allows to extend the definition of \( s \) to fields \( F \) of \( \text{char} \ F = 2 \). It is known that

\[
s_{\max}(K; F) - s_{\min}(K; F) = 2
\]

and that the canonical classes \( [\alpha], [\beta] \in H_{BN}(K; F) \) satisfy

\[
\text{gr}_q[\alpha] = \text{gr}_q[\beta] = s_{\min}(K; F).
\]

Thus we may alternatively define

\[
s(K; F) = \text{gr}_q[\alpha] + 1 = \text{gr}_q[\beta] + 1.
\]

Now, with the assumption that Conjecture 1 is true, we define an analogous invariant \( \bar{s}(K) \) using the canonical cohomotopy class of \( K \). Suppose we have the quantum filtration

\[
\{ pt \} \subset \cdots \subset F_{j-2} X \subset F_j \subset \cdots \subset X.
\]

Consider the cofiltration

\[
X \rightarrow \cdots \rightarrow F^j X \rightarrow F^{j+2} \rightarrow \cdots \rightarrow \{ pt \}
\]

where \( F^j X = X/F_{j-2} X \), and the arrows are the obvious projections. Then a descending filtration on \( \pi^*(X) \) is defined as

\[
F^j \pi^*(X) = \text{Im}(p^* : \pi^*(F^j X) \rightarrow \pi^*(X))
\]

and the quantum grading function as

\[
\text{gr}_q(z) = \max \{ j \mid z \in F^j \pi^*(X) \}.
\]
Definition 8.6. (Assuming Conjecture 1 is true.) Define

\[ \bar{s}(K) = \text{gr}_q[p_\alpha] + 1 \]

where \([p_\alpha]\) is the canonical cohomotopy class of \(K\).

Equivalently, consider the following diagram in the homotopy category of CW-spectra

\[
\begin{array}{ccc}
\mathcal{X} & \xrightarrow{p} & \mathbb{S} \\
\downarrow & & \downarrow \\
F^j\mathcal{X} & & \end{array}
\]

Then \(\bar{s}(K)\) is given by the maximal \(j + 1\) such that the above diagram has a solution \(f\). We show that many of the important properties of \(s\) also hold for \(\bar{s}\).

Lemma 8.7. (Assuming Conjecture 1 is true.) For any field \(F\),

\[ \bar{s}(K) \leq s(K; F) \]

Proof. Immediate from Proposition 7.2. \(\square\)

Lemma 8.8. (Assuming Conjecture 1 is true.) Suppose \(K\) is a positive knot. Take a positive diagram \(D\) representing \(K\), and let \(S\) be the Seifert surface of \(K\) obtained by applying Seifert’s algorithm to \(D\). Then

\[ \bar{s}(K) = 2g(S) \]

where \(g(S)\) is the genus of \(S\).

Proof. As argued in [Ras10, Section 5.2], the lowest \(q\)-grading of \(C_{BN}(D)\) is given by \(2g(S) - 1\). Thus \(2g(S) \leq \bar{s}(K)\). The opposite inequality follows from Lemma 8.7 and the similar result for the ordinary \(s\)-invariant \(s(K) = 2g(S)\). \(\square\)

Corollary 8.9. (Assuming Conjecture 1 is true.) \(\bar{s}(U) = 0\) for the unknot \(U\). \(\square\)

Proposition 8.10. (Assuming Conjecture 1 is true.) Let \(S\) be a connected cobordism between knots \(K, K'\). Then

\[ |\bar{s}(K) - \bar{s}(K')| \leq 2g(S) \]

Proof. Let \([p_\alpha], [p'_\alpha]\) be the canonical cohomotopy classes of \(K, K'\) respectively. Consider the following diagram
The top square commutes from Proposition 7.4, and the left square commutes from Remark 5.8. With \( \chi(S) = -2g(S) \) we have \( \bar{s}(K) \geq \bar{s}(K') + 2g(S) \). By reversing \( S \) we get \( \bar{s}(K') \geq \bar{s}(K) + 2g(S) \).

**Corollary 8.11.** (Assuming Conjecture 1 is true.)

1. \( \bar{s} \) is a knot concordance invariant.
2. \( |\bar{s}(K)| \leq 2g_4(K) \).
3. If \( K \) is a positive knot, \( \bar{s}(K) = 2g(K) = 2g_4(K) \).

Here \( g_4(K) \) denotes the (smooth) slice genus of \( K \).

**Proof.** Claims 1 and 2 are immediate from Proposition 8.10 and Corollary 8.9. For claim 3, from Lemma 8.8 and claim 2 we have

\[
\bar{s}(K) \leq 2g_4(K) \leq 2g(K) \leq 2g(S) = \bar{s}(K).
\]

Thus again, as a corollary, the Milnor conjecture can be reproved using \( \bar{s} \).

**Corollary 8.12** (The Milnor conjecture [Mil68; KM93; Ras10]). The slice genus and unknotting number of the \((p,q)\) torus knot are both equal to \((p-1)(q-1)/2\).

**Remark 8.13.** We cannot expect that \( \bar{s} \) is a homomorphism from the knot concordance group, in particular that \( \bar{s}(m(K)) = -\bar{s}(K) \) holds. If it should, then it implies that all \( s(\cdot;F) \) are equal to \( \bar{s} \), from

\[
\bar{s}(K) \leq s(K;F) = -s(m(K);F) \leq -\bar{s}(m(K)) = \bar{s}(K).
\]

However it is known that \( s(\cdot;\mathbb{Q}) \neq s(\cdot;\mathbb{F}_2) \), see [LS14b, Remark 6.1].

The above arguments also suggest that \( s \) can be generalized using any general cohomology theory \( h^* \). By applying \( h^* \) to (8.1), we get

\[
\begin{array}{ccc}
h^*(\mathcal{X}) & \xleftarrow{p^*} & h^*(S) \\
\downarrow{p} & & \downarrow{f^*} \\
h^*(\mathcal{F}^j\mathcal{X}) & \xleftarrow{f} & h^*(\mathcal{F}^j\mathcal{X})
\end{array}
\]

We may define \( s(K;h^*) \) as the maximal \( j + 1 \) such that the above diagram can be solved, with \( f^* \) replaced by an arbitrary map in the corresponding category. In particular with \( h^* = \bar{H}^*(-;F) \) we get \( s(K;F) \). We can expect that \( s(K;h^*) \) gives a more tractable invariant than \( \bar{s} \), and that it gives a better lower bound for the slice genus or detect non-sliceness that \( s \) fails to detect.
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