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ABSTRACT
Exposure bias is a well-known issue in recommender systems where items and suppliers are not equally represented in the recommendation results. This is especially problematic when bias is amplified over time as a few items (e.g., popular ones) are repeatedly over-represented in recommendation lists and users’ interactions with those items will amplify bias towards those items over time resulting in a feedback loop. This issue has been extensively studied in the literature on model-based or neighborhood-based recommendation algorithms, but less work has been done on online recommendation models, such as those based on top-K contextual bandits, where recommendation models are dynamically updated with ongoing user feedback. In this paper, we study exposure bias in a class of well-known contextual bandit algorithms known as Linear Cascading Bandits. We analyze these algorithms on their ability to handle exposure bias and provide a fair representation for items in the recommendation results. Our analysis reveals that these algorithms tend to amplify exposure disparity among items over time. In particular, we observe that these algorithms do not properly adapt to the feedback provided by the users and frequently recommend certain items even when those items are not selected by users. To mitigate this bias, we propose an Exposure-Aware (EA) reward model that updates the model parameters based on two factors: 1) user feedback (i.e., clicked or not), and 2) position of the item in the recommendation list. This way, the proposed model controls the utility assigned to items based on their exposure in the recommendation list. Extensive experiments on two real-world datasets using three contextual bandit algorithms show that the proposed reward model reduces exposure bias amplification in long run while maintaining the recommendation accuracy.
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1 INTRODUCTION
Recommender systems utilize users’ interaction data on different items to generate personalized recommendations [17, 35]. In online interactive recommender systems, part of the users’ interaction data come from the users’ feedback on items shown in the recommendation list generated by the recommendation model. Users may or may not select recommended items: clicked or selected items are considered as the positive samples and unclicked items are considered as the negative samples. The recommendation model uses these positive/negative signals to learn users’ preferences. This process is the main paradigm used in contextual bandit algorithms where the interactions between users and recommendation system over time is used to build the recommendation model [19, 43].

Various contextual bandit algorithms have been proposed as the basis for online recommendation [20, 23, 24, 44, 49]. These algorithms solely focus on learning users’ preferences to increase the click-through rate of the recommendations. However, this user-centric view for building recommendation model neglects the item-side utilities. Exposure to items in the recommendation results is an important item-side utility that can have direct influence on economic gain for items and their suppliers. Bias in exposure could lead to unfair treatment of some suppliers potentially resulting in a disincentive to participate in the market. It may also inhibit the ability of the system to provide useful, but less popular recommendations to consumers. Hence, the question is how contextual bandit algorithms distribute exposure among items in the system? Although these algorithms perform exploration in the items space to collect users’ feedback on different items, our study in this paper shows that this exploration does not necessarily lead to a fair exposure for items in the long run.

Exposure bias in recommender systems is a well-known problem that refers to the fact that items are not uniformly represented in the recommendation results: few items are frequently shown in the recommendation lists, while majority of other items rarely appear in the recommendation results [1]. This phenomenon may result in an unfair representation of items from different suppliers in recommendations. Various notions of exposure bias (or its counterpart, exposure fairness) are introduced in the literature: 1) aggregate diversity which is defined as the fraction of items that appeared at least once or a times in the recommendation lists [3, 5, 25, 27, 29], 2) equality of exposure which is defined as how equally the total exposure is distributed among all items [25, 29, 30, 34], and 3) equity of exposure which is defined as how equally the total exposure is distributed among all items in the system with respect to their qualification/relevance, meaning that high-quality items (based on users’ interaction) are expected to receive higher exposure than the low-quality ones [36, 37, 41]. In this paper, we consider the second definition and introduce several evaluation metrics for evaluating the performance of the recommendation system in long run.

Most existing research to study exposure bias are conducted in static settings where a single round of recommendation results is analyzed [25, 33, 39]. While these studies unveiled important aspects of exposure bias and proposed solutions for tackling it, the long-term impact of this bias is yet a significant research gap which we seek to investigate in this paper. Filling this gap requires studying the task of recommendation problem in dynamic and interactive settings where users are engaged in ongoing interaction with
the system and preference models are dynamically updated over time. Our choice of contextual bandit algorithms meets this requirement as these algorithms operate in a dynamic online recommendation environment.

Due to the feedback loop phenomena in which the users and the recommender system are in a process of mutual dynamic evolution, exposure bias, if not mitigated, can be even intensified over time [28, 38]. Highly exposed items in the recommendation lists have higher chance to be viewed/examined/clicked by the users, while insufficiently exposed items will not receive proportionate attention from the users. As a result, those over-exposed items would have a higher chance to be shown in the recommendation lists in the future which amplies existing bias. Amplification of exposure for few items would be at the expense of the under-exposure for a majority of other items (the ones that might be interesting for some users) and consequently may make those items completely out of the market. In this paper, we study exposure bias in contextual bandit algorithms and the degree to which these algorithms are vulnerable to exposure bias. Our analysis shows that these algorithms are unable to fairly assign exposure to different items and in long run, a huge disparity is observed in the exposure assigned to different items. We understood that the main reason for this unfair behavior is that the contextual bandit algorithms do not properly adapt to the feedback provided by the users. We observe that few items are frequently shown in the recommendation lists even though in majority of cases the users do not click on them. That is, although those few items make large false positive, the recommendation model repeatedly shows them in the recommendation lists.

To overcome this deficiency, we propose an Exposure-Aware reward model and integrate it into the existing contextual bandit algorithms. Our algorithm updates the model parameters based on two factors: 1) the user feedback on recommended items, whether item is clicked or not, and 2) the position of the item in the list. In fact, the proposed model rewards or penalizes the clicked or unclicked items, respectively, based on their position in the recommendation list. When an item recommended at the bottom of the list is clicked by the user, then it would be significantly rewarded for that user. On the other hand, if an item recommended on top of the list is not clicked by the user, then it would be significantly penalized for that user. This control over the degree of reward or penalization for the items based on their exposure in the recommendation lists helps to better adapt to the users’ preferences and reduces exposure bias on items.

Extensive experiments using three contextual bandit algorithms on two publicly-available datasets show that the proposed reward model improves the exposure fairness for items, while maintaining the accuracy of the recommendations. Unlike the existing studies in the literature that have shown a trade-off between improving the recommendation accuracy for users and fairness of exposure for items [18, 37], in this work, we show that taking into account the item exposure in the model and properly adapting the model based on the users’ feedback not only improves exposure fairness for items, but also in some cases leads to increase in the number of clicks on the recommended items.

The following are our main contributions:

- Through empirical study and simulating recommendation system in dynamic online setting, we investigate the well-known exposure bias problem in contextual bandit algorithms. We find that those algorithms are negatively affected by exposure bias and even amplify bias over time.
- We propose an exposure-aware reward model that adapts the model based on users’ feedback on recommended items, but also take into account the degree of exposure for each of those recommended items.
- Finally, through extensive experiments on two datasets, we show that integrating the proposed exposure-aware reward model into the existing contextual bandit algorithms improves the exposure fairness for items, while maintaining recommendation accuracy.

2 BACKGROUND

Let us denote \( U = \{u_1, u_2, ..., u_n\} \) as a set of \( n \) users and \( I = \{i_1, i_2, ..., i_m\} \) as a set of \( m \) items in the system. We formulate the recommendation problem as the ranking of \( m \) candidate items into \( K \) positions where \( K \leq m \). We denote the recommendation list delivered to each user \( u \) as \( R_u \).

2.1 Cascade feedback model

Cascade model [12] is used for modeling user’s click behavior. In this model, the user examines each recommended item one-by-one from the first position to the last, clicks on the first attractive item, and does not examine the rest of the items. This way, the items above the clicked item are considered unattractive, the clicked item is considered as attractive, and the rest of the items are considered as unobserved (neither attractive nor unattractive). Cascade model is effective in addressing well-known position bias [11, 16] where lower ranked items in the recommendation list are less likely to be clicked than the higher ranked items. By not considering the lower ranked (unobserved) items as unattractive, the model will not consider them as the negative or unattractive items and may give them chance to appear in the higher rank in the future.

2.2 Linear cascading bandit algorithms

Contextual bandit algorithms are online learning-to-rank algorithms that learn users’ preferences by iteratively interacting with the users. These algorithms utilize the information about the items’ contents (e.g. latent representations or explicit features) in the existing bandit algorithms (e.g. Thompson Sampling [4], Upper Confidence Bound [6]) to learn users’ preferences. Various contextual bandit algorithms are developed in the literature [20, 23, 24, 44, 49] by incorporating contextual information into existing bandit algorithms. One class of these algorithms is Linear Cascading Bandits [15, 21, 50] that combine a bandit algorithm with contextual data and cascade feedback model, described above, for collecting users’ feedback. Different bandit algorithms including Thompson Sampling and Upper Confidence Bound (UCB) are used under this setting to develop a contextual bandit algorithm [50]. In this paper, we focus on UCB-style cascading bandit algorithms [15, 21, 50] and propose ideas to further improve the performance of these algorithms.
Algorithm 1 Top-K Contextual Bandit Recommendation Algorithm

Input: Number of rounds $T$, size of recommendation list $K$
1: Initialize model parameters $M$
2: for $t = 1, ..., T$ do
3: Observe context $\theta_t$
4: Generate recommendation list of size $K$ according to $M$
5: Observe user feedback on recommended items
6: Update model parameters $M$
7: end for

In linear cascading bandits, the learning agent interacts with the users by delivering the recommendations to them and receiving feedback. The users’ feedback is modeled using cascade model and based on the feedback from the users, the learning agent updates its model. In the following, we elaborate each steps of learning process in cascading bandits as shown in Algorithm 1.

2.2.1 Observing context. To generate the recommendation lists, the learning agent needs to compute the probability for each item that is a target user may like. This probability is called attraction probability and is computed as $W = X\theta^T$ where $X \in \mathbb{R}^{mxd}$ is the known $d$-dimensional matrix of features, $\theta^T \in \mathbb{R}^{1xd}$ is the $d$-dimensional vector of attraction probability for each item for $u$. Since $\theta^T$ is unknown and needs to be learned by interacting with the user, the representation of user preferences needs to be estimated by solving a ridge regression problem on items embedding and attraction probabilities over the past observations in $t-1$ rounds. Considering the item embedding as independent variables and the attraction probabilities as dependent variable, the representation of a target user preferences can be estimated as:

$$\hat{\theta}_t = (X^TX + \lambda I)^{-1}X^TW_{t-1} \quad (1)$$

We denote $M_t = X^TX + \lambda I$ as the co-variance matrix of item features and $B_t = X^TW_t$ as the importance weight of item features for target user at round $t$. Both $M \in \mathbb{R}^{dxd}$ and $B \in \mathbb{R}^{dx1}$ are the model parameters and their values are updated based on user’s feedback on recommended items.

2.2.2 Recommendation generation. In this step, a score for each item is computed and then top-$K$ items with the highest scores are returned as the recommendation list for the target user. According to UCB, this score is computed by combining the estimated attraction probability of each item $i$ and the upper confidence bound for this estimation:

$$U_t(i) = x_i^T\hat{\theta}_t + c \sqrt{x_i^TM_t^{-1}x_i^T} \quad (2)$$

where the term $x_i^TM_t^{-1}x_i^T$ is the upper confidence bound for the estimated attraction probability of item $i$ that covers the optimal attraction probability and is computed by the norm of $x_i$ weighted by $M_t^{-1}$ (i.e. $||x_i||_M^{-1}$). This upper confidence bound encourages the exploration in the items space and the hyperparameter $c$ controls the degree of exploration. Given a score computed for each item, $K$ items with the highest $U_t(i)$ are returned to form the ordered recommendation list $R_u$ for user $u$.

2.2.3 Collecting user click. Given recommendation lists $R_u$, the agent receives feedback $C_{t,u}$ from target user $u$ which is the index of the clicked item in $R_u$. Thus, if $C_{t,u} \leq K$, the user clicked on item at position $C_{t,u}$, while if $C_{t,u} = \infty$, then user did not click on any item. According to cascade click model, the observed weights of all recommended items would be updated as $w_k = \mathbb{I}(C_{t,u} = k)$ for all $k = 1, ..., \min\{C_{t,u}, K\}$.

2.2.4 Updating model parameters. After receiving user feedback, the agent updates the model parameters: $M$ and $B$. For each examined item $e$ (i.e. $e \in \{k : k \leq \min\{C_{t,u}, K\}\}$, $M$ and $B$ are updated as follows:

$$M_t \leftarrow M_t + x_e^T x_e \quad (3)$$
$$B_t \leftarrow B_t + x_e w_e \quad (4)$$

In practice, for improving the efficiency of the algorithm, $M_t^{-1}$ is updated instead of $M$ as computing the inverse of $M$ at each round is computationally expensive [50].

3 FORMALIZING ITEM EXPOSURE IN DYNAMIC RECOMMENDATION SETTING

In most of the existing works, exposure of an item is measured as the number of times that item appeared in the recommendation lists of different users (e.g., aggregate diversity) [3, 5, 25]. This definition does not consider the position of the items in the list. Items appeared on top of the list have higher chance to be examined by the user than the items at the bottom of the list. It is possible an item gets recommended, but receives no exposure because it was probably shown at the bottom of the list and the user has not examined it. For this reason, items appearing on top of the list have much higher exposure than items appeared at the bottom of the list. Therefore, each position in the recommendation list has certain exposure value.

In other works [36, 37, 41], even though the position of the items in the recommendation lists is taken into account for measuring the exposure value for an item, they are not suitable for measuring the exposure value in dynamic recommendation settings. This means that those definitions are solely designed for static recommendation settings where exposure of the items can only be computed in a single step of recommendation results. However, recommendation system is a dynamic environment where its performance at time $t$ can be affected by its output at time $t-1$, what is known as feedback loop phenomenon [28, 38, 47]. Also, due to the fact that recommendation slots are limited at each time step (i.e., only $K$ items can be recommended to each user), it is possible that an item does not get enough exposure at time $t$, but this under-exposure might be compensated at time $t+1$. Therefore, computing the exposure in a static recommendation setting may not accurately show the amount of exposure given to each item. A proper definition for item exposure is the one that: 1) considers position of the item in the recommendation list, and 2) computes the exposure value in a dynamic recommendation setting.

In this section, we formalize the exposure of an item in dynamic recommendation setting by considering the number of times the
item is recommended and the position of that item in the recommendation list. We assume that the system is operating for \( T \) rounds and at each round, a recommendation list of size \( K \) is generated for each user. Then, exposure of an item \( i \) based on the number of times \( i \) appeared in the recommendation lists can be computed as:

\[
E_i = \sum_{t=1}^{T} \sum_{u \in U} \mathbb{I}(i \in R_u)
\]

(5)

To incorporate the position weight for each item in the list, following the idea in [36], we consider a standard exposure drop-off (i.e., position bias) as commonly used in ranking metrics (e.g., nDCG) as follows:

\[
P_{E_i} = \sum_{t=1}^{T} \sum_{u \in U} \sum_{k=1}^{K} \mathbb{I}(i = R_u^k) \frac{1}{\log_2(1 + k)}
\]

(6)

where \( P_{E_i} \) is the position-based exposure of item \( i \), \( R_u^k \) is the \( k \)-th recommended item in \( R_u \), and the term \( 1/\log_2(1 + k) \) assigns weight to each position \( k \) in the recommendation list, higher weight to items on top of the list and lower weight to the items at the bottom of the list. We denote normalized \( P_{E_i} \) as \( NPE_i \) and define it as:

\[
NPE_i = \frac{P_{E_i}}{\sum_{i \in I} P_{E_i}}
\]

(7)

The exposure definition in equation 6 is based on the appearance of the item in the recommendation lists and does not take into account whether or not the item is examined by the user. Another way for defining exposure of an item is based on examination of that item by the user: item has been recommended to the user and user examined it. That is, the exposure for an item would be counted when the item is examined by the user. Thus, the definition of exposure for an item \( i \) can be modified as follows:

\[
P_{E_i} = \sum_{t=1}^{T} \sum_{u \in U} \sum_{k=1}^{\min(C_{t,u}, K)} \mathbb{I}(i = R_u^k) \frac{1}{\log_2(1 + k)}
\]

(8)

where \( P_{E_i} \) is the position-based examined exposure of item \( i \) and \( C_{t,u} \) is the index of the item clicked by \( u \) in \( R_u \) (e.g., if \( u \) clicked on an item at position 5, then \( C_{t,u} = 5 \)). We denote normalized \( P_{E_i} \) as \( NPE_i \) and define it as:

\[
NPEE_i = \frac{P_{E_i}}{\sum_{i \in I} P_{E_i}}
\]

(9)

The exposure definitions in equations 6 and 8 cumulatively measure the amount of exposure given to each item in \( T \) rounds. Both definitions take into account the number of times item appeared in the recommendation lists and the position of the item in the lists. Also, they are suitable for measuring the exposure of the items in a dynamic recommendation setting.

4 EMPIRICAL STUDY OF EXPOSURE BIAS IN ONLINE RECOMMENDATION

In this section, we perform sets of experiments to study exposure bias in dynamic recommendation setting using three contextual bandit algorithms on two datasets. We aim at understanding to what extend these algorithms are vulnerable to exposure bias and the potential reasons for bias amplification in the long run. For the experiments, we follow the experimental setting and data preprocessing used in [15, 21].

4.1 Experimental setup

Evaluation of interactive recommendation algorithms is usually done by off-policy evaluation approaches which does not require any online experiments [22, 42, 46]. However, due to the fact that in our problem the action space is too large (i.e. exponential in \( K \)) for commonly used off-policy evaluation methods, we utilize a simulated interaction environment for our evaluation where the simulator is built based on offline datasets. This is the evaluation setup used in most of the research works [15, 21, 23, 24, 44, 49, 50].

Datasets. We perform our experiments on two publicly available datasets: Amazon Book [32] and MovieLens [14]. On Amazon Book dataset, 15M users provided 49M ratings on 3M books. On MovieLens dataset, 6K users provided 1M ratings on 4K items. On both datasets, the ratings are on a 5-star rating scale, each item (book on Amazon Book and movie on MovieLens) is assigned at least one genre, and genres are considered as topics.

Data preprocessing. We follow the data preprocessing approach in [15, 21, 23, 50]. First, on both datasets, we map the ratings onto a binary scale: rating 4 and 5 are converted to 1 and other ratings to 0. Then, on Amazon Book dataset, to reduce the size and the sparsity of the dataset, we first create a core-100 sample and, then extract 1K most active users and 2K most rated items from the user-item interaction data. In this sample, there are 307 unique genres assigned to different books. On MovieLens dataset, we create a sample of this dataset by extracting 1K most active users from the user-item interaction data. In this sample, there are 18 unique genres assigned to the movies.

Contextual bandit algorithms. The algorithms studied in this paper generally follow the process described in section 2.2 and only differ in how they create item feature matrix \((X)\) and generate recommendations at step 2 of Algorithm 1.

- CascadeLSB [15]: This algorithm optimizes to generate diversified recommendations. Given \( X \) as the item-topic matrix, it generates recommendations to contain items from diverse topics. For this purpose, the notion of topic coverage of an item is used to describe the probability that the item covers each topic. Similarly, the topic coverage of a list is defined as the probability of the items in the list covering each topic. Assuming one or more topics are associated with each item and topic coverage for each item, the recommendation list is generated by iteratively adding items that increase the gain in topic coverage of the recommendation list. Thus, the feature vector of each item, \( x_i \), is defined as the gain in topic coverage by adding that item to the recommendation list created so far. This way, the feature vector for each item is dependent to the items already added to the list. If the target item is diverse in terms of topics with the items previously added to the recommendation list, the target item will have higher chance to be added to the list.

- CascadeLinUCB [50]: This algorithm optimizes to generate the recommendations to be relevant to the users preferences. In this algorithm, the matrix of item features, \( X \), is derived by performing singular-value decomposition on user-item
Figure 1: Exposure distribution of items in recommendation lists in $T$ rounds. Exposure of items are computed using equation 7 and items are sorted by their exposure value in descending order. The colorbar shows the false positive rate (i.e., recommended but not clicked) of each item. Item coverage shows the fraction of items shown at least once in the recommendation lists of $T$ rounds.

interaction data and the recommendations are generated by selecting the most relevant items to the users’ preferences (i.e., top-$K$ items with the highest $U_i$ in equation 2).

- **CascadeHybrid** [21]: This algorithm combines CascadeLSB and CascadeLinUCB for generating recommendations that are both relevant to the users’ preferences and diverse in terms of topics.

**Simulation.** We follow the simulation process in [15, 21]. For simulating the interaction between the learning agent and the users, we randomly divide users profile into 50% as training set and 50% as test set\(^1\). The training set is used for computing the attraction probability of each item and generating the recommendation list to each user. Test set is used for modeling user feedback on recommendation list and generating the optimal recommendation list for evaluating the performance of the model.

The assumption in linear cascading bandits is that the matrix $X$ (item-feature matrix in CascadeLinUCB, item-topic matrix in CascadeLSB, and a combination of item-feature and item-topic matrices in CascadeHybrid) is known and user’s feature vector is unknown which is interactively learned by the learning agent. Thus, $X^{\text{train}}$ is derived from training data and is used for generating the recommendation list, $R_u$, for the target user $u$ at each iteration. Test data is used to derive $X^{\text{test}}$ and $\theta^*$ as preference vector for $u$ to evaluate $R_u$ and to determine which item in $R_u$ would be clicked by $u$. That is, for each item $i \in R_u$, the probability of clicking $i$ is computed by $X_i^{\text{test}} \theta^T$.\(^2\)

Each linear cascading bandit algorithm described in section 4.1 uses a specific optimal ranker for generating the optimal recommendation list. In this paper, for the purpose of consistency, we use the optimal ranker of CascadeHybrid which is the combination of CascadeLSB and CascadeLinUCB to generate the optimal recommendation lists.

We perform the experiments for $T = 50K$ rounds and at each round, recommendation list of size $K = 20$ is generated for one randomly selected user. This is what usually happens in real-world scenarios where at each time step, a user visits the platform and the system shows the recommendation list to her.

### 4.2 Experimental results

The first question to investigate is: how are items represented in the recommendation lists generated in $T$ rounds of running recommendation system? Figure 1 shows the distribution of item exposure in $T$ rounds. Horizontal axis is the items sorted by their exposure value in descending order\(^3\) and vertical axis is the item exposure computed by equation 7. Only items with $NPE > 0$ are shown in the plots. Item coverage in each plot shows the fraction of items that appeared at least once in the recommendation lists of $T$ rounds by the corresponding contextual bandit algorithm ($NPE_i = 0$ means that $i$ never appeared in the recommendation list). As shown, in all algorithms on both datasets, certain items are never

\(^1\)This splitting ratio was also used in previous research works [15, 21, 50] and the assumption is that even with small training data (e.g., 50% or less) as a prior knowledge, the bandit algorithm would be able to interactively learn the users’ preferences.

\(^2\)Test data is also used to generate the optimal recommendation list, $R_u^*$, for measuring how close the outputs from bandit algorithm is from the optimal ranker.

\(^3\)Item rank is shown as the item ID.
shown in the recommendation lists. CascadeLSB has the lowest item coverage with 15% on Amazon Book and CascadeHybrid with 35% on MovieLens. Also, it is evident that the exposure of the items is heavily skewed in all contextual bandit algorithms. These results signify that few items are frequently recommended at each round, while the majority of other items are either rarely or never recommended, indicative of significant exposure bias amplification in these algorithms.

The second question to investigate is: is high disparity in the exposure of items due to the fact that those frequently recommended items are the high-quality ones and the rest of the under-exposed items are not enough qualified to be recommended, and as a result, the system simply recommended what users wanted? To answer this question, we need to look at the false positive rate (i.e., item was recommended and examined but not clicked) of each item. Item coverage shows the fraction of items examined at least once by the users in T rounds.

Figure 2: Exposure distribution of examined items in recommendation lists in T rounds. Exposure of items are computed using equation 9 and items are sorted by their exposure value in descending order. The colorbar shows the false positive rate (i.e., equation 9). Again, the same pattern can be observed here: certain items are frequently shown on top of the list and have higher chance to be examined by the users even though they are not the most relevant ones (i.e., the ones with low false positive rate) in majority of cases. For instance, in CascadeLSB on Amazon Book and CascadeLinUCB on MovieLens, highly exposed items resulted in high false positive rate. This means that those highly exposed items were frequently recommended to the users even though the users have not clicked on them.

These results suggest that the studied contextual bandit algorithms tend to over-recommend certain items even though those items are not always selected or clicked by the users (high false positive rate), or under-recommend certain other items even though those items resulted in low false positive rate. These observations indicate that the degree of exposure given to the items is not based on the relevancy of the items to the users’ interests and hence signify exposure bias in these algorithms. That is, these algorithms tend to favor certain items by over-exposing them even though...
they are irrelevant, while ignoring certain other items by not sufficiently exposing them to the users even though they are relevant. In this paper, we aim at addressing this exposure bias issue in these algorithms and reducing the disparity in exposure given to the items, while maintaining the accuracy of the recommendations.

5 EXPOSURE-AWARE REWARD MODEL

Contextual bandit algorithms described in section 2.2 iteratively learn users’ preferences from their feedback on recommended items: clicked items are rewarded and unclicked items are penalized. These rewards and penalizations are reflected by updating parameter \( M \) for all examined items (i.e., both clicked and unclicked) in equations 3 and parameter \( B \) only for clicked items in equations 4. Parameter \( M \) is the co-variance matrix of the item features and parameter \( B \) is the vector of importance weight assigned to the item features for the target user indicating how much important each features of the item is for the target user. When a user clicks on an item, it means that the user is interested in the contents of that item which are represented as the item features. Hence, \( B \) cumulatively computes the importance weight for item features based on user feedback on different items.

The problem with the above formulation is that it does not take into account the position of the items when rewarding or penalizing the recommended items. This means that clicked items on top of the list would be equally rewarded as the clicked items at the bottom of the list. Clicks on highly exposed items (i.e., items on top of the list) can be due to either the item was easily accessible, or the item was interesting for the user. However, less exposed items (i.e., items at the bottom of the list) require effort from the user to examine many other items and most likely those less exposed items are of the highest importance and interest for the user. Therefore, clicked items at the bottom of the list need to be rewarded more than the ones on top of the list.

Analogously, unclicked items need to be penalized differently. The unclicked items on top of the list should be penalized more than unclicked items at the bottom of the list. When a highly exposed item is not clicked by the user, it signifies that the recommendation model wrongly considered that item as of highest interest for the user. Penalizing this item more than less exposed unclicked items (i.e., items at the bottom of the list) would correct the recommendation model to not show it again on top of the list in the future.

To properly adapt the model to the user feedback, we propose an exposure-aware reward model that updates parameter \( B \) based on the position of clicked and unclicked items in the recommendation list. According to the cascade model, user \( u \) examines the ordered recommendation list of size \( K \) at round \( t \) one-by-one from top to the bottom and clicks on the most attractive item, then stops examining the rest of the items. This way, the clicked item would be rewarded, items above the clicked item would be penalized, and the rest of the items would be considered unobserved (i.e., neither rewarded nor penalized). If \( u \) does not click on any recommended item, then all recommended items would be penalized. Hence, for each examined item \( i \) at position \( k \), \( B_t \) at round \( t \) would be updated as follows:

\[
B_t = B_t + F(C_{t,u}, k, \gamma) x_t
\]

where function \( F(C_{t,u}, k, \gamma) \) returns the importance weight assigned to the features of item \( i \) and can be defined as:

\[
F(C_{t,u}, k, \gamma) = \begin{cases} 
\log_2(1 + k) & k = C_{t,u} \\
-\gamma \times \frac{1}{\log_2(1+k)} & k < C_{t,u}
\end{cases}
\]

where \( C_{t,u} \) is the index of the clicked item by target user \( u \). As described in section 3, the term \( 1/\log_2(1+k) \) assigns an exposure value to each position in the list: higher value to the top position and lower value to the bottom position. Thus, in equation 11, when \( k = C_{t,u}, \) then item at position \( k \) would be rewarded: lower \( k \) value (i.e., clicked item on top of the list) would result in lower reward and vice versa. On the other hand, when \( k < C_{t,u}, \) the item at position \( k \) would be penalized: lower \( k \) value would result in higher penalization and vice versa. \( \gamma \) is a hyperparameter that controls the degree of penalization for unclicked items. Since there are much more unclicked items than the clicked ones, small \( \gamma \) value allows to penalize unclicked items slightly and the algorithm mainly focuses on the clicked items to learn the users’ preferences based on the preferred items. We set \( \gamma = 5e - 5 \) for the experiments.

6 EXPERIMENTAL EVALUATION OF EXPOSURE-AWARE REWARD MODEL

In this section, we perform sets of experiments and investigate the effectiveness of the proposed exposure-aware reward model in mitigating exposure bias.

6.1 Experimental Setup

To evaluate the effectiveness of the proposed exposure-aware reward model when incorporating it into the existing contextual bandit algorithms, we use the following metrics:

- **Clicks.** This metric measures the number of clicks observed on the recommendation lists generated by linear cascading bandit algorithm. We consider this metric as the accuracy of the recommendation model. Higher value for this metric indicates that the recommendation model is more accurate.
- **Equality of Opportunity (EO).** This metric measures the equality of chance for all items to appear in the recommendation lists. Given the exposure distribution of items in recommendation lists, the goal of this metric is to see how uniform this distribution is. To measure the uniformity of the distribution, Gini Index [40] is used and computed as:

\[
Gini = \frac{\sum_{i=1}^{[I]} (2k - [I] - 1)NPE_i}{[I] - 1}
\]

where items are indexed from 1 to \([I]\) in \( NPE_i \) non-descending order. Uniform distribution will have Gini index equal to zero which is the ideal case (lower Gini Index is better).
- **Equality of Impact (EI).** This metric measures the equality of chance for all items to be examined by the users (higher chance to be clicked). That is, how uniform the distribution of examined items is. Similar to EO, Gini Index can be used to compute the uniformity of the distribution of the examined items, but instead of \( NPE_i \), \( NPEE_i \) is used for this computation.
Table 1: Comparison of best performing results in terms of number of clicks for original and exposure-aware contextual bandits after $T$ rounds of running recommendations. The bolded entries show the best values and the underlined entries show the statistically significant change with $p < 0.1$.

| Algorithms         | Amazon Book          | MovieLens            |
|--------------------|----------------------|----------------------|
|                    | clicks   | EO | E1 | IC |           | clicks   | EO | E1 | IC |           |
|CascadeLSB          | 11,255   | 0.955 | 0.968 | 0.062 | 33,612 | 0.988 | 0.995 | 0.567 |
|EACascadeLSB        | 11,837   | 0.955 | 0.966 | 0.069 | 32,341 | 0.983 | 0.992 | 0.592 |
|CascadeLinUCB      | 16,283   | 0.913 | 0.966 | 0.032 | 18,036 | 0.951 | 0.955 | 0.942 |
|EACascadeLinUCB     | 18,455   | 0.683 | 0.734 | 0.933 | 15,970 | 0.695 | 0.727 | 0.953 |
|CascadeHybrid       | 10,238   | 0.955 | 0.962 | 0.792 | 31,491 | 0.972 | 0.994 | 0.350 |
|EACascadeHybrid     | 10,739   | 0.885 | 0.890 | 0.813 | 30,345 | 0.973 | 0.991 | 0.424 |

- **Item coverage (IC)**. This metric measures the fraction of items that appear at least once in the recommendation lists of $T$ rounds.

Contextual bandit algorithms used for the experiments in this paper involve hyperparameter $c$ that controls the degree of exploration. We perform a grid-search over $c = \{0.01, 0.25, 0.5, 1\}$ to find the best-performing results. We used McNemar's test to evaluate the significance of results. For the rest of the paper, we show CascadeLSB, CascadeLinUCB, and CascadeHybrid algorithms with the proposed exposure-aware reward model as EACascadeLSB, EACascadeLinUCB, and EACascadeHybrid, respectively.

6.2 **Comparison of best performing results**

Table 1 shows the experimental results for the best performing hyperparameter setting for all algorithms in terms of number of clicks. On both datasets, the selected hyperparameters are $c = 0.01$ for LSB and Hybrid models, $c = 1$ for LinUCB models. These results compare the original cascading bandits with the exposure-aware cascading bandits when the algorithms are optimized to achieve the highest possible accuracy (clicks).

The results show that, in most cases, the exposure-aware contextual bandits improve both the number of clicks and exposure fairness for items compared to the original algorithms. In particular, the improvements achieved by EACascadeLinUCB on both datasets is significant.

6.3 **Bias amplification mitigation**

Figure 3 shows $EO$ for each round yielded by each contextual bandit algorithm on both datasets. In these plots, at each round $t$, Gini Index is computed over the exposure of each item in recommendation lists (NPE) from round 1 to round $t$. The same computation is also used for computing $EI$ in Figure 4, but instead of NPE, NPEE is used for computing the exposure of items. For all cases, the results with the lowest $EO$ and $EI$ are reported, $c = 0.01$ for all algorithms.

Results in Figures 3 and 4 show how fairly exposure is distributed among items over time as the system is operating. Lower $EO$ and $EI$ at each round indicates that fairer exposure is achieved until that round. As shown, exposure-aware contextual bandits result in lower $EO$ and $EI$, fairer exposure, than original algorithms on both datasets in the long run. Also, from the plots, it is evident that if the system operates for more rounds, the disparity in $EO$ and $EI$ between the original cascading bandits and the proposed exposure-aware cascading bandits in all cases, except for EACascadeHybrid on MovieLens, would be even higher, indicative of higher fairness achieved by the proposed exposure-aware cascading bandits compared to the original cascading bandits.

7 **RELATED WORK**

The problem of bias and unfairness in recommender systems is well-studied in the literature [13, 31, 45]. It has been shown that recommendation algorithms suffer from various types of biases [7–9]. One of these biases is exposure bias which we studied in this paper.

Singh and Joachims in [36] proposed a linear programming approach with fairness constraints that optimizes to achieve the maximum exposure fairness for items, with minimum loss in the relevance of the recommendations for the users based on a threshold. The authors showed that their approach is general and various notions of exposure fairness can be defined by this approach. In another work in [37], the authors addressed the issue of exposure bias in stochastic ranking problems and proposed a new learning-to-rank algorithm. Their algorithm learns a policy over a distribution of rankings with fairness constraints to accurately generate recommendations while achieving the fairness objectives.

In some other works, exposure bias is addressed by mitigating popularity bias in input data: few popular items received the majority of interactions from the user, while majority of the items are rarely interacted [2, 10]. It has been shown that this skew in the representation of items in input data leads to over-recommendation of few popular items and under-recommendation of the majority of non-popular items. Zhu et al. in [47] studied popularity bias in dynamic recommendation setting and showed how recently introduced popularity-opportunity [48] bias can lead to bias amplification in long-run. The authors proposed a false positive correction method for matrix factorization model which mitigates bias by reducing the number of false positive in recommendation results.

In addressing exposure bias in dynamic recommendation setting, in particular in contextual bandit algorithms, Mansoury et al. [26] modified the recommendation generation step by incorporating a discounting factor into the score computation for items. This discounting factor dynamically adjusts the score for the items according to their exposure in the past, meaning that if two items have almost the same relevance score, then it allows the item with low exposure to appear in the recommendation list. Wang et al. in [41] proposed the notion of fairness regret and reward regret to learn an optimal policy that ensures merit-based exposure. In a more recent work, Jeunen and Goethals in [18] studied the merit-based fairness in contextual bandit algorithms and proposed a tolerance parameter for improving fairness. This parameter allows for randomizing the order of certain items in top-$K$ recommendation list that results in maximal increase in fairness with minimum loss in reward. In fact, it attempts to find the position $K'$ in top-$K$ recommendation list that randomizing the order of items from the first position to the $K'$-th position would lead to loss in expected clicks at most up to the threshold $\epsilon$. This would rerank the recommendation lists generated by the original bandits, modifying the recommendation generation process at line 4 of Algorithm 1. However, our idea in this paper is modifying the reward model in line 6 on Algorithm 1. One drawback of [18] is that finding the position...
Figure 3: Equality of opportunity (EO) at each round on Amazon Book and MovieLens datasets (lower EO indicates higher exposure fairness).

Figure 4: Equality of impact (EI) at each round on Amazon Book and MovieLens datasets (lower EI indicates higher exposure fairness).

$K'$ requires computing the expected clicks for different permutations of $K$ recommended items which makes this approach computationally expensive. However, our proposed exposure-aware reward model does not require any additional computations.

In contrast to these works which adopt the notion of merit-based fairness, we study equality of fairness for items in recommendation results. Also, in contrast to [41] which studies the general single-armed contextual bandits, our work in this paper focuses on fairness of exposure in top-$K$ contextual bandits algorithms.

8 DISCUSSION AND FUTURE WORK

An interesting future direction is conducting research on exposure fairness from user perspective. In this paper, we studied how recommendation models fairly distribute the total exposure among all the items, but it is unclear how this fair distribution of exposure would affect different users. Considering item coverage as a metric for measuring exposure fairness, for example, few users may be exposed with many unique items in their recommendation lists, while majority of other users may repeatedly be exposed.
with few unique items. In this situation, although the recommendation model covered majority of the items in the recommendation lists (high item coverage), the average item coverage for each user is still very low. Analogously, other notions of exposure fairness introduced in this paper (EO and EI) can be considered for user-centered view.

In another future work, we plan to extend our analysis to other classes of bandit algorithms, such as those based on Thompson Sampling and compare the effectiveness of the proposed exposure-aware reward model in those algorithms with linear cascading bandits studied in this paper.

9 CONCLUSION
In this paper, we studied the problem of exposure bias in a specific class of contextual bandit algorithms called Linear Cascading Bandits. We observed that these algorithms fail to provide a fair chance for certain items to appear in the recommendation lists. That is, certain items are over-recommended even though those items are not selected by the users, resulting in under-recommendation of majority of other items. To address this problem, we proposed an exposure-aware reward model that rewards clicked items and penalizes unclicked items based on both user feedback and the position of the items in the recommendation list. The proposed model allows for properly adapting to the user feedback by downgrading the unclicked items and promoting clicked items in the recommendation lists of subsequent rounds. Experiments using thee contextual bandit algorithms on two real-world datasets showed that the proposed exposure-aware reward model is effective in mitigating exposure bias while maintaining the recommendation accuracy.

ACKNOWLEDGEMENT
This project was funded by Elsevier’s Discovery Lab.

REFERENCES
[1] Himan Abdollahpouri and Masoud Mansoury. 2020. Multi-sided Exposure Bias in Recommendation. In ACM KDD Workshop on Industrial Recommendation Systems 2020.
[2] Himan Abdollahpouri, Masoud Mansoury, Robin Burke, and Bamshad Mobasher. 2020. The connection between popularity bias, calibration, and fairness in recommendation. In Fourteenth ACM conference on recommender systems. 726–731.
[3] Gediminas Adomavicius and YoungOk Kwon. 2011. Maximizing aggregate recommendation diversity: A graph-theoretic approach. In Proc. of the 1st International Workshop on Novelty and Diversity in Recommender Systems (DiveRS 2011). Citeseer, 3–10.
[4] Shipra Agrawal and Navin Goyal. 2012. Analysis of threshold sampling for the multi-armed bandit problem. In Conference on learning theory: MLHR Workshop and Conference Proceedings, 39–1.
[5] Arda Antikacioglu and R Ravi. 2017. Post processing recommender systems for combinatorial cascading bandits. In Conference Proceedings, 39–1.
[6] Peter Auer, Nicolo Cesa-Bianchi, and Paul Fischer. 2002. Finite-time analysis of the multiarmed bandit problem. Machine learning, 47, 2 (2002), 235–256.
[7] Ricardo Baeza-Yates. 2020. Bias in search and recommender systems. In Fourteenth ACM conference on recommender systems. 2–2.
[8] Jiawei Chen, Hande Dong, Xiang Wang, Fuli Feng, Meng Wang, and Xiangnan He. 2020. Bias and debias in recommender system: A survey and future directions. arXiv preprint arXiv:2010.03240 (2020).
[9] Jiawei Chen, Xiang Wang, Fuli Feng, and Xiangnan He. 2021. Bias Issues and Solutions in Recommender System: Tutorial on the RecSys 2021. In Fifteenth ACM conference on Recommender Systems. 825–827.
[10] Giovanni Luca Ciampaglia, Azadeh Nematzadeh, Filippo Menczer, and Alessandro Flammini. 2018. How algorithmic popularity bias hinders or promotes quality. Scientific reports 8, 1 (2018), 1–7.
[11] Andrew Collins, Dominika Tkaczyk, Akiko Aizawa, and Joeran Beel. 2018. Position bias in recommender systems for digital libraries. In International Conference on Information. Springer, 335–344.
[12] Nick Craswell, Onno Zoeter, Michael Taylor, and Bill Ramsey. 2008. An experimental comparison of click-position-bias models. In Proceedings of the 2008 international conference on web search and data mining, 87–94.
[13] Ankin C. Geyik, Stuart Arbour, and Krishnam Rajaram. 2019. Fairness-aware ranking in search & recommendation systems with application to linkedin talent search. In Proceedings of the 25th acm sigkdd international conference on knowledge discovery & data mining, 2221–2231.
[14] F Maxwell Harper and Joseph A Konstan. 2015. The movielens datasets: History and context. ACM transactions on interactive intelligent systems (tiis) 5, 4 (2015), 1–19.
[15] Gaurush Hiranandani, Harneet Singh, Prakash Gupta, Iftikhar Ahamadi Burhanuddin, Zheng Wen, and Branislav Kveton. 2020. Cascading linear sub-modular bands: Accounting for position bias and diversity in online learning to rank. In Uncertainty in Artificial Intelligence. PMLR, 722–732.
[16] Katja Hofmann, Anne Schuth, Alejandro Belloquin, and Maarten de Rijke. 2014. Effects of position bias on click-based recommender evaluation. In European Conference on Information Retrieval. Springer, 624–630.
[17] Dietmar Jannach, Markus Zanker, Alexander Felfernig, and Gerhard Friederich. 2010. Recommender systems: an introduction. Cambridge University Press.
[18] Olivier Jeunen and Bart Goethals. 2021. Top-k contextual bandits with equity of exposure. In Fifteenth ACM Conference on Recommender Systems. 310–320.
[19] Matthew Joseph, Michael Kearns, Jamie H Morgenstern, and Aaron Roth. 2016. Fairness in learning: Classic and contextual bandits. Advances in neural information processing systems 29 (2016).
[20] Tor Lattimore, Branislav Kveton, Shaai Li, and Csaba Szepesvari. 2018. Toprank: A practical algorithm for online stochastic ranking. Advances in Neural Information Processing Systems 31 (2018).
[21] Chang Li, Haoyun Feng, and Maarten de Rijke. 2020. Cascading hybrid bandits: Online learning to rank for relevance and diversity. In Fourteenth ACM Conference on Recommender Systems. 33–42.
[22] Lihong Li, Wei Chu, John Langford, and Robert E Schapire. 2010. A contextual-bandit approach to personalized news article recommendation. In Proceedings of the 19th international conference on World wide web. 661–670.
[23] Shaai Li, Tor Lattimore, and Csaba Szepesvari. 2019. Online learning to rank with features. In International Conference on Machine Learning. PMLR, 3856–3865.
[24] Shaai Li, Baoxiang Wang, Shengyu Zhang, and Wei Chen. 2016. Contextual combinatorial cascading bandits. In International conference on machine learning. PMLR, 1245–1253.
[25] Masoud Mansoury. 2021. Understanding and Mitigating Multi-sided Exposure Bias in Recommender Systems. PhD Dissertation, Eindhoven University of Technology (2021).
[26] Masoud Mansoury, Himan Abdollahpouri, Bamshad Mobasher, Mykola Pechenizkiy, Robin Burke, and Milad Sabouri. 2021. Unbiased Cascade Bandits: Mitigating Exposure Bias in Online Learning to Rank Recommendation. arXiv preprint arXiv:2108.03440 (2021).
[27] Masoud Mansoury, Himan Abdollahpouri, Mykola Pechenizkiy, Bamshad Mobasher, and Robin Burke. 2020. Fairmatch: A graph-based approach for improving aggregate diversity in recommender systems. In Proceedings of the 28th ACM conference on user modeling, adaptation and personalization. 154–162.
[28] Masoud Mansoury, Himan Abdollahpouri, Mykola Pechenizkiy, Bamshad Mobasher, and Robin Burke. 2020. Feedback loop and bias amplification in recommender systems. In Proceedings of the 29th ACM international conference on information & knowledge management. 2145–2148.
[29] Masoud Mansoury, Himan Abdollahpouri, Mykola Pechenizkiy, Bamshad Mobasher, and Robin Burke. 2021. A graph-based approach for mitigating multi-sided exposure bias in recommender systems. ACM Transactions on Information Systems (TOIS) 40, 2 (2021), 1–31.
[30] Mirko Marras, Ludovico Boratto, Guillerme Ramos, and Gianni Fenu. 2021. Equality of learning opportunity via individual fairness in personalized recommendations. International Journal of Artificial Intelligence in Education (2021), 1–49.
[31] Rashish Mehrotra, James McNerney, Huges Bouchard, Mouria Lalmas, and Fernando Diaz. 2018. Towards a fair marketplace: Counterfactual evaluation of the trade-off between relevance, fairness & satisfaction in recommendation systems. In Proceedings of the 27th acm international conference on information and knowledge management. 2237–2251.
[32] Jianxun Ni, Jiaocheng Li, and Julian McAuley. 2019. Justifying recommendations using distantly-labeled reviews and fine-grained aspects. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP). 188–197.
[33] Gourab K Patro, Arupita Biswas, Niloy Ganguly, Krishna P Gummadi, and Abhinjan Chakraborty. 2020. Fairrec: Two-sided fairness for personalized recommendations in two-sided platforms. In Proceedings of The Web Conference 2020.
[34] Agoritsa Polyzou, Maria Kalantzi, and George Karypis. 2021. FairREO: User Group Fairness for Equality of Opportunity in Course Recommendation. arXiv preprint arXiv:2109.03931 (2021).

[35] Paul Resnick and Hal R Varian. 1997. Recommender systems. Commun. ACM 40, 3 (1997), 56–58.

[36] Ashudeep Singh and Thorsten Joachims. 2018. Fairness of exposure in rankings. In Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, 2219–2228.

[37] Ashudeep Singh and Thorsten Joachims. 2019. Policy learning for fairness in ranking. Advances in Neural Information Processing Systems 32 (2019).

[38] Ayan Sinha, David F Gleich, and Karthik Ramani. 2016. Deconvolving feedback loops in recommender systems. Advances in neural information processing systems 29 (2016).

[39] Tom Sühr, Asia J Biega, Meike Zehlike, Krishna P Gummadi, and Abhijnan Chakraborty. 2019. Two-sided fairness for repeated matchings in two-sided markets: A case study of a ride-hailing platform. In Proceedings of the 25th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, 3082–3092.

[40] Saúl Vargas and Pablo Castells. 2014. Improving sales diversity by recommending users to items. In Proceedings of the 8th ACM Conference on Recommender systems. 145–152.

[41] Lequn Wang, Yiwei Bai, Wen Sun, and Thorsten Joachims. 2021. Fairness of exposure of stochastic bandits. In International Conference on Machine Learning, PMLR, 10686–10696.

[42] Yu-Xiang Wang, Alekh Agarwal, and Miroslav Dudík. 2017. Optimal and adaptive off-policy evaluation in contextual bandits. In International Conference on Machine Learning, PMLR, 3589–3597.

[43] Qingyun Wu, Huazheng Wang, Guanquan Gu, and Hongning Wang. 2016. Contextual bandits in a collaborative environment. In Proceedings of the 39th International ACM SIGIR conference on Research and Development in Information Retrieval, 529–538.

[44] Yisong Yue and Carlos Guestrin. 2011. Linear submodular bandits and their application to diversified retrieval. Advances in Neural Information Processing Systems 24 (2011).

[45] Meike Zehlike, Francesco Bonchi, Carlos Castillo, Sara Hajaian, Mohamed Megahed, and Ricardo Baeza-Yates. 2017. FairTopK: A fair top-k ranking algorithm. In Proceedings of the 2017 ACM on Conference on Information and Knowledge Management. 1569–1578.

[46] Ruohan Zhan, Vitor Hadad, David A Hirlshberg, and Susan Athey. 2021. Off-policy evaluation via adaptive weighting with data from contextual bandits. In Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining, 2125–2135.

[47] Ziwei Zhu, Yun He, Xing Zhao, and James Caverlee. 2021. Popularity Bias in Dynamic Recommendation. In Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining. 2439–2449.

[48] Ziwei Zhu, Yun He, Xing Zhao, Yin Zhang, Jianling Wang, and James Caverlee. 2021. Popularity-enhanced feedback filtering. In Proceedings of the 14th ACM International Conference on Web Search and Data Mining, 85–93.

[49] Masrour Zoghi, Tomas Titoux, Mohammad Ghavamzadeh, Branislav Kveton, Csaba Szepesvari, and Zheng Wen. 2017. Online learning to rank in stochastic click models. In International Conference on Machine Learning, PMLR, 4199–4208.

[50] Shi Zong, Hao Ni, Kenny Sung, Nan Rosemary Ke, Zheng Wen, and Branislav Kveton. 2016. Cascading bandits for large-scale recommendation problems. In Proceedings of the Thirty-Second Conference on Uncertainty in Artificial Intelligence. 835–844.