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Abstract

The great success of deep learning is mainly due to the large-scale network architecture and the high-quality training data. However, it is still challenging to deploy recent deep models on portable devices with limited memory and imaging ability. Some existing works have engaged to compress the model via knowledge distillation. Unfortunately, these methods cannot deal with images with reduced image quality, such as the low-resolution (LR) images. To this end, we make a pioneering effort to distill helpful knowledge from a heavy network model learned from high-resolution (HR) images to a compact network model that will handle LR images, thus advancing the current knowledge distillation technique with the novel pixel distillation. To achieve this goal, we propose a Teacher-Assistant-Student (TAS) framework, which disentangles knowledge distillation into the model compression stage and the high resolution representation transfer stage. By equipping a novel Feature Super Resolution (FSR) module, our approach can learn lightweight network model that can achieve similar accuracy as the heavy teacher model but with much fewer parameters, faster inference speed, and lower-resolution inputs. Comprehensive experiments on three widely-used benchmarks, i.e., CUB-200-2011, PASCAL VOC 2007, and ImageNetSub, demonstrate the effectiveness of our approach.

1. Introduction

Recently, great success has been made in many research fields of the computer vision community due to the large-scale deep neural networks. While current models, such as [6, 20, 50], have already achieved very promising performance in research, they are still hard to be readily equipped on edge computation devices, such as smartphones, embedded devices, small-size UAVs, etc. This is due to that these approaches are usually designed by complex network architectures and learn on large-scale high-quality training images. Unfortunately, the edge computation devices are limited in computational capacity and memory usage, and they might capture the naturally low-resolution images. When taking all these factors into account, current state-of-the-art deep models tend to be unusable.

To deal with this situation, knowledge distillation (KD) [16] techniques are received great attention in the past few years. In the existing knowledge distillation approaches, the student models are designed by using smaller network architectures than the teacher model—usually with fewer network layers or smaller channel dimension, thus reducing the requirement in floating point operations (FLOPs) and memory space. According to the current study, the two typical distillation schemes are the prediction-based distillation (PKD, see Fig. 1(a)) and the feature-based distillation (FKD, see Fig. 1(b)). Specifically, prediction-based distillation methods [2, 16, 29] utilize the soft prediction labels generated from the teacher model as the knowledge to guide the student model. In contrast, feature-based distillation methods [10, 33, 37, 46] utilize the intermediate features from different layers to transfer the semantic knowledge.

However, besides the internal network architecture, i.e., the depth and width of the deep model, the external factor, i.e., the input image resolution, reminds under-studied by the existing works. In fact, if the width and height of an image become $K$ times smaller, the network would only require approximate $1/K^2$ of the original FLOPs and running memory. In other words, compared with an original $224 \times 224$ image, the model will save nearly 75% FLOPs and running memory if running on a $112 \times 112$ image. Meanwhile, in many real-world applications, such as surveillance, the devices might be only equipped with low-resolution cameras to keep a low cost of memory storage. Under this circumstance, there is an urgent demand to enable the well-trained deep models to fit on LR images.

Based on the observations above, a new distillation framework, named pixel distillation is proposed (see Fig. 1(c)). Compared with previous distillation frameworks, pixel distillation not only distills knowledge from the teacher net-
work’s features and predictions, but also distills knowledge from the network input resolution. The basic idea of our teacher-assistant-student (TAS) pixel distillation is shown in Fig. 2 (a). Specifically, we propose a two-stage distillation strategy to solve the pixel distillation problem. By introducing an assistant network into the classical Teacher-Student (TS) framework, we can reduce the performance degradation caused by both model compression and spatial resolution reduction. In the first stage, the aim of the assistant network is to hold useful knowledge from the teacher network when the network architecture becomes more compact. In the second stage, we adopt a high-resolution representation transfer (HRT) learning scheme to make the student network learn intermediate representation from the assistant network implicitly. Meanwhile, a high efficient feature super-resolution (FSR) module with LR inputs is designed to explicitly learn the HR feature maps, which can maintain more semantic-visual information (see in Fig. 2 (b)).

To summarize, the contribution of this paper is fourfold:

- We study a new distillation scheme, named pixel distillation, to learn efficient models with lightweight network architecture and low-resolution input.

- A novel Teacher-Assistance-Student distillation framework is established to unite the cross-resolution learning mechanism with the off-the-shelf knowledge distillation methods. Also, the high-resolution representation transfer learning and feature super-resolution module are designed to improve the performance of low-resolution input in implicit and explicit manner, respectively.

- Comprehensive experiments are conducted on three benchmarks to demonstrate the effectiveness and efficiency of the proposed distillation scheme.

2. Related Work

Hinton et al. first introduced the notion of knowledge distillation which aims to train a smaller model (i.e. student) via learning from the cumbersome models (i.e. teacher) [16]. The early knowledge distillation methods used the predicted score of the teacher model to guide the training of the student model. An essential way is to regard the predicted logits of the teacher model as the soft target of the student [2, 16]. Park et al. transfers mutual relations between different samples rather than the output of individual samples [29]. Yu et al. successfully applied knowledge distillation in metric learning [43].

Besides the predicted logits, many works have been proposed to guide the student by the intermediate representations of the teacher model [1, 4, 5, 14, 18, 24, 30, 34, 48, 53]. Compared with the logits, intermediate features is much more helpful to guide the student in more complex tasks, such as object detection [3], semantic segmentation [26] etc. The fundamental problem for distilling intermediate representations is that the dimension of the feature map is different between teacher and student network. Some of the previous works [14, 18, 33, 42] overcome these obstacles by building an adaptive module between hidden layers of teacher and student, which makes the student can not directly learn the intermediate representations. Besides that, Kim et al. proposed an unsupervised reconstruction method to align the dimension of factors used for distillation [17]. Similarity Preserving (SP) [37] unified the dimension in mini-batch level by matrix operation. DFA [10] introduced network architecture search [23] to learn the adaptive module between hidden layers of the teacher and student network. MFD [44] selected and matched the elements between the feature extracted from teacher network and it from student network to achieve knowledge distillation. On the other hand, some existing methods re-designed the loss function, including activation transfer loss with boundaries formed by hidden neurons [15], Jacobian [35], instance re-
Figure 2. (a) Overview of the proposed method. The teacher is a cumbersome network pre-trained by high-resolution images. The student is a compact network that aims at working on low-resolution images. The assistant has the same network architecture as the student model, but use the same input size as the teacher model. (b) Network architecture for the feature super-resolution (FSR) module. Given a low-resolution feature maps with spatial size 4×4, the FSR module learns high-resolution feature maps with spatial size 7×7.

3. Methods

In this paper, we aim to train a student model with the help of a teacher model, where both the network architectures and the input resolution are different. The teacher model takes high-resolution (HR) images as input and utilizes heavy networks, while the student model takes low-resolution (LR) images as input and utilizes a lightweight network.

3.1. Preliminary Knowledge on KD

Traditional knowledge distillation approaches train a student network by learning the output from the teacher model. Based on the way to obtain the supervised information, we classify previous works into two categories, i.e., prediction based methods and feature based methods. As shown in Fig. 1a, prediction based knowledge distillation methods train the student by using the class scores \( p_t = \text{softmax}(F_t) \) predicted by the teacher:

\[
L_{\text{pkd}}(x_t, x_s) = (1 - \alpha)L_{\text{cls}}(y, x_s) + \alpha T^2 L_{\text{kl}}(p_t, p_s)
\]

where \( y \) is the ground truth, \( p_s = \log(\text{softmax}(F_s)) \), \( x_t \) and \( x_s \) are the predicted class scores of the teacher and student model, respectively, \( T \) is a temperature parameter, \( \alpha \) is a hyperparameter to balance the classification loss \( L_{\text{cls}} \) and the Kullback–Leibler divergence loss \( L_{\text{kl}} \).

Different from prediction based methods, feature based knowledge distillation methods further extract supervisions from the intermediate features of the teacher to guide the learning of the student:

\[
L_{\text{fkd}}(F_t, F_s, x_s) = L_{\text{cls}}(y, x_s) + \beta \sum_{i=1}^{M} (g_t(F_t(i)), g_s(F_s(i)))
\]

where \( F_s = \{F_s(1), F_s(2), ..., F_s(M)\} \) and \( F_t = \{F_t(1), F_t(2), ..., F_t(M)\} \) denote the features of teacher and student, \( M \) is the number of blocks in the network, \( g_t(\cdot) \) and \( g_s(\cdot) \) denote functions to extract information from intermediate features, \( \delta(\cdot) \) is the distance metric function, \( \beta \) is a hyperparameter to balance the classification loss and feature distillation loss.
3.2. TAS Framework for Pixel Distillation

As illustrated in Fig. 2 (a), to reduce the performance degradation caused by both the LR input and the compact architecture in pixel distillation, we introduce an assistant network into the classical teacher-student framework. The assistant network utilizes the same input resolution as the teacher model and maintains the same network architecture with the student. Compared to the traditional teacher-student structure, the proposed teacher-assistant-student framework can bring the following advantages for pixel distillation: 1) No resolution difference exists between the teacher model and the assistant model. Under this circumstance, any off-the-shelf knowledge distillation methods can be directly used here. In contrast, if we use the conventional teacher-student framework here, some knowledge distillation methods cannot be used as they require features from the teacher and student have the same spatial resolution [17, 46]. 2) When the assistant network and student network use the same input resolution, feature maps from them will have the same dimension, whether the spatial resolution or the number of channels, which makes it easier and more efficient for the student to learn from HR images.

In fact, the assistant network disentangles the learning process into two stages. In the first stage, the assistant network $f_a(\mathbf{W}_a, \cdot)$ is trained by learning the representation provided by the teacher $f_t(\mathbf{W}_t, \cdot)$, where $f_t(\cdot)$ and $f_a(\cdot)$ denote the network inference operation, $\mathbf{W}_t$ and $\mathbf{W}_a$ denote the trainable weights. This is a standard knowledge distillation problem and we can directly use one off-the-shelf knowledge distillation method here to reduce the performance degradation caused by the compact network architecture. In this stage, both the teacher model and the assistant model take high-resolution image $I_{hr}$ as inputs. The loss of the assistant model $L_a$ could be either Eq 2 or Eq 3, according to the designs in the framework.

In the second stage, the student network $f_s(\mathbf{W}_s, \cdot)$ is learned under the guidance of the assistant network. As shown in Fig. 2 (a), there are two settings in each training iteration of the student model: One is the implicit training setting, in which the student network uses the same high-resolution input images as the assistant network. In this training setting, we propose a high-resolution representation transfer (HRT) learning scheme to let the student network mimic the intermediate features from the assistant network. Since the student model has the same network architecture as the assistant model, it should produce the same intermediate representation as the assistant when using the high-resolution images as input. Under this circumstance, we use the $L_2$ loss to guide the intermediate features of the student model:

$$L_{hr}(\mathcal{F}_a, \mathcal{F}_s^{im}) = \frac{1}{N} \sum_{i=1}^{N} \| \mathbf{F}_a(i) - \mathbf{F}_s^{im}(i) \|^2_2$$  (3)

where $\mathcal{F}_a = \{\mathbf{F}_a(1), \mathbf{F}_a(2), \ldots, \mathbf{F}_a(M)\}$ is the intermediate features of the assistant model, $\mathcal{F}_s^{im} = \{\mathbf{F}_s^{im}(1), \mathbf{F}_s^{im}(2), \ldots, \mathbf{F}_s^{im}(M)\}$ is the intermediate features of the student model in this explicit phrase, $N$ is the number of elements for the $i$-th feature. The loss of the implicit training phrase is:

$$L_{s,im} = L_{pkd}(x_t, x_s^{im}) + \gamma L_{hr}(\mathcal{F}_a, \mathcal{F}_s^{im}),$$  (4)

where $x_{s,im}$ is the predicted classification scores in the implicit learning phrase.

Different from the implicit training setting, the student network would be directly trained with the LR images as the inputs in the explicit training setting. This training setting would enable the network model to perform well on LR inputs explicitly. To achieve this goal, a novel feature super-resolution (FSR) module is introduced here to explicitly reduce the performance gap caused by the LR inputs (details of the FSR module is provided in Section 3.3). The loss for this explicit training setting is defined as:

$$L_{s,ex} = L_{pkd}(x_t, x_s^{ex}) + \gamma L_{fsr}.$$  (5)

Finally, the loss of the student network is the sum of these two training settings:

$$L_{s} = L_{s}^{im} + L_{s}^{ex}.$$  (6)

3.3. Feature Super-Resolution

Even though the proposed high-resolution representation transfer learning scheme can provide intermediate supervision to the student network, its learning process is still not straightforward as the low-resolution input is not used in the training process of the student model. To explicitly mitigate the performance gap caused by the difference of input resolution, we propose a feature super-resolution (FSR) module to enable the student model to learn a better feature representation for classification. The FSR module is inspired by the success of previous image super-resolution methods in reconstructing high-resolution (HR) nature images from low-resolution (LR) images [19, 22]. In the conventional image super-resolution task, the super-resolution (SR) model can be described as

$$I_{hr} = f_{sr}(\mathbf{W}_{sr}, I_{lr}),$$  (7)

where $f_{sr}(\cdot)$ and $\mathbf{W}_{sr}$ denote the network inference operation and trainable weights of the SR model. In our proposed methods, we have the high-resolution feature maps
| Teacher | (a) | (b) | (c) | (d) |
|---------|-----|-----|-----|-----|
| Size 224² | Backbone | ResNet101 | ResNet101 | ResNet50 | ResNet50 |
|         | Params (M) | 44.55 | 44.55 | 25.56 | 25.56 |
|         | FLOPs (M) | 15667.94 | 15667.94 | 8223.03 | 8223.03 |
| Student | (K=2) | (K=4) | (K=4) | (K=4) |
| Size 112² | Backbone | ResNet50 | ResNet18 | ResNet18 | ShuffleNetV2 1.0 |
|         | Compression type | Depth & channel | Depth & channel | Depth & channel | Different architecture |
|         | Params (M) | 28.84 | 11.89 | 11.89 | 2.31 |
|         | FLOPs (G) | 2476.61 | 992.22 | 993.22 | 86.94 |
|         | Efficient Ratio | 84.2% | 93.7% | 87.9% | 98.9% |
|         | (K=4) | (K=4) | (K=4) | (K=4) |
| Size 56² | Backbone | ResNet50 | ResNet18 | ResNet18 | ShuffleNetV2 1.0 |
|         | Compression type | Depth & channel | Depth & channel | Depth & channel | Different architecture |
|         | Params (M) | 32.11 | 12.10 | 12.10 | 2.33 |
|         | FLOPs (M) | 987.90 | 284.78 | 284.78 | 29.45 |
|         | Efficient Ratio | 93.7% | 98.2% | 96.5% | 99.6% |

extracted by the assistant network, i.e., \( \mathcal{F}_{hr} = \mathcal{F}_a \). The low-resolution feature maps \( \mathcal{F}_{lr} = \{ \mathcal{F}_{lr}(1), \mathcal{F}_{lr}(2), \ldots, \mathcal{F}_{lr}(M) \} \) and predicted classification scores \( x^{\text{ex}}_{s} \), are extracted from the student model with low-resolution input:

\[
\{ \mathcal{F}_{lr}, x^{\text{ex}}_{s} \} = f_s(\mathcal{W}_s, I_{lr}). \tag{8}
\]

As using the FSR module after a middle layer of a neural network will greatly increase the computational cost of the subsequent layers, in this work, we add the FSR module after the final convolution layer. Then, the low-resolution feature maps \( \mathcal{F}_{lr}(M) \) strive to approach the high-resolution feature maps \( \mathcal{F}_{hr}(M) \) via the proposed FSR module:

\[
\tilde{\mathcal{F}}_{hr}(M) = f_{fsr}(\mathcal{W}_{fsr}, \mathcal{F}_{lr}(M)), \tag{9}
\]

where \( f_{fsr} \) and \( \mathcal{W}_{fsr} \) is the network inference operation and trainable weights of the FSR module, \( \tilde{\mathcal{F}}_{hr}(M) \) is the predicted feature map of FSR. We utilize \( L_2 \) loss to train the FSR module as follows:

\[
L_{fsr} = \frac{1}{N \times M} \| \mathcal{F}_{hr}(M) - \tilde{\mathcal{F}}_{hr}(M) \|_2^2, \tag{10}
\]

where \( N \times M \) indicates the number of elements in the feature map. The loss two classification branch are trained by the classification loss.

The detailed architecture of our FSR module is shown in Fig. 2 (b). An FSR module consists of several residual blocks (up to 2 in this work). For a single block, we first transfer the up-sample it by a factor of 2 in spatial resolution in one branch. Then, the residual between the target feature map and the up-sampled feature map are learned in another branch. Finally, we add the residual and up-sampled feature map together, formulating new feature representation. To reduce the computation cost and the number of parameters, we use group convolution, group deconvolution and channel shuffle in our FSR module [49]. Notice that crop is used if necessary to match the spatial size of the target feature map (e.g. from \( 8 \times 8 \) to \( 7 \times 7 \)).

Improving the spatial resolution of the final layer would bring two benefits. First, it helps to improve the classification performance of the student network, as the learned high-resolution feature map contains more semantic information. Second, the high-resolution feature map makes it is possible to implement many previous image recognition algorithms under small input resolution. Many image recognition methods use class activation maps (CAM) [51] or feature maps of the last block to mine the location and appearance information [11, 40, 52]. However, for ResNet18 with input size \( 56 \times 56 \), the spatial resolution of the last feature map as well as CAM is only \( 2 \times 2 \), which contains little spatial and visual information. By using the FSR module, we can get feature maps and CAM of spatial resolution \( 7 \times 7 \) which contains richer location and appearance information.

4. Experiments

4.1. Settings

Datasets. We conduct experiments on three widely used datasets, i.e., CUB (Caltech-UCSD Birds-200-2011) [38], VOC07 (PASCAL VOC 2007) [9], and ImageNetSub [32]. VOC07 is a multi-label dataset which covers 20 common categories and contains 2501, 2510, and 4952 images in train, validation, and test subset, respectively. We train our model on the trainval subset and evaluate the performance on the test subset. CUB is a fine grained dataset which consists of 200 categories of birds, there are 5994 training images and 5794 testing images. Same as [32], ImageNetSub uses the first 100 categories of the large-scale classification dataset ImageNet [8], with approximately 1300 training and 50 validation images per category. In total, it contains 129395 and 5000 images for train and validation, respectively.

Metrics. For evaluating the classification performance, we use mean average precision (mAP) for VOC07, and Top-1 accuracy (ACC) for CUB and ImageNetSub. To compare the computational cost of different models, we report the
### FLOPs (floating point operations) and number of parameters for all the models used in our work. We also propose a metric, named "Efficient Ratio", to evaluate the reduction of the computational costs, which is calculated as:

$$\text{Efficient Ratio} = 1 - \frac{\text{FLOPs (Student)}}{\text{FLOPs (Teacher)}}. \quad (11)$$

**Teacher-student pairs** The experimental results of knowledge distillation methods are usually evaluated on various teacher-student pairs. In Table 1, we provide the detailed setting of four teacher-student pairs with two downsampling rate, including the model size (Params), computational cost (FLOPs), compression type and efficient ratio. Different from previous knowledge distillation works, Wide Residual Network [45] is not used because in the proposed pixel-distillation the teacher networks are trained by high-resolution images. Majority of our experiments, i.e. (a)-(c), use variants of ResNet [13] architectures as the teacher and student networks. We also introduce ShuffleNetV2 1.0 [27] in setting (d) to explore the generalization with different types of architectures.

**Implementation details.** In this paper, the spatial size of high-resolution input is $224 \times 224$, we use two downsampling rate, i.e. $K = 2$ and $K = 4$, so the spatial size of low-resolution input is $\frac{224}{K} \times \frac{224}{K}$. We use mini-batch stochastic gradient descent (SGD) as the optimizer, the momentum and the weight decay is set as 0.9 and 0.0005, respectively. On VOC07 and CUB, we train the model by 45 epochs with batch size 32. When student build on the ResNet variants, we set the learning rate as 0.001 in the first 30 epochs and then reduced by a factor of 10 for the remaining 15 epochs. For the setting (d) built on ShuffleNetV2 1.0, we modify the learning rate as 0.01, and follow the same setting as the ResNet. We set $\gamma = 14$ and $\eta = 1.5$, the number of groups in FSR is set 32 for ResNet and 1024 for ShuffleNetV2 1.0, detailed experiments are provided in the supplement. Our code is implemented on the basis of PyTorch [31], and all experiments are running on a Tesla V100S GPU.

#### 4.2. Experimental Results

**VOC07 and CUB.** We try three knowledge distillation methods in the first stage of our framework, i.e. prediction distillation method KD [16], and feature distillation method AT [46], SP [37]. AT [46] is selected as a representative of methods requiring the same spatial resolution for features from teacher and student, we use average pooling to align feature maps following [36]. SP [37] is a representative of methods that do not need the features of teacher and student to have the same spatial resolution, which can be directly used to resolve the pixel distillation problem. In Table 2, KD [16], AT [46] and SP [37] indicate that we directly utilize these methods with classical teacher-student framework, while "+Ours" indicate these methods are used for ShuffleNetV2 1.0, detailed experiments are provided in the supplement.

| VOC07 | K=2 | K=4 |
|-------|-----|-----|
| (a)   | (b) | (c) |
| Teacher | 91.29 | 91.29 | 90.74 |
| Student | 82.21 | 76.55 | 76.55 |
| KD (TS) [16] | 84.64 | 79.56 | 79.74 |
| +Ours (TAS) | 86.53 | 81.93 | 81.51 |
| AT (TS) [46]† | 79.23 | 71.91 | 73.1 |
| +Ours (TAS) | 86.07 | 81.29 | 81.39 |
| SP (TS) [37] | 85.11 | 79.43 | 79.72 |
| +Ours (TAS) | 86.76 | 82.69 | 82.25 |

| CUB | K=2 | K=4 |
|-----|-----|-----|
| (a) | (b) | (c) |
| Teacher | 71.52 | 71.52 | 71.81 |
| Student | 53.15 | 42.94 | 42.94 |
| KD (TS) [16] | 54.72 | 46.90 | 47.13 |
| +Ours (TAS) | 60.83 | 54.79 | 54.25 |
| AT (TS) [46]† | 53.94 | 45.70 | 44.21 |
| +Ours (TAS) | 62.71 | 55.31 | 55.34 |
| SP (TS) [37] | 50.60 | 44.48 | 42.39 |
| +Ours (TAS) | 60.19 | 53.89 | 53.97 |

Table 2. Results of ResNet series on VOC07 and CUB. "TS" denotes the teacher-student framework, and "TAS" denotes the proposed teacher-assistant-student framework. † indicates the original AT can not be used when the input resolution is different, we use average pooling to align feature maps following [36]. blue text denotes the performance is lower than the vanilla model, red text means how much our method outperforms the baseline knowledge distillation methods.
between the teacher network and assistant network. Since the original AT [46] can not be used when the input resolution is different, we use average pooling to align feature maps following [36]. Following [24, 36], we set $\alpha = 0.9$, $T = 4$ for the prediction distillation loss, and set $\beta$ as 1000 and 3000 for AT [46] and SP [37], respectively.

In Table 2 we provide the experiment results of ResNet variants, i.e., setting (a)-(c). For these three knowledge distillation baseline methods, we can observe that both KD can stably obtain performance gains compared to the vanilla students, but two feature-based methods may collapse under some circumstances. To be specific, AT only obtains performance gains on CUB when the down-sampling rate is 2. performs well on the VOC07 but fails on the CUB dataset. The reason of this phenomenon is that a higher down-sampling rate will lead to a larger gap between the input space of the teacher network and the student network. It has been proven that knowledge distillation struggles when the student network is too weak to successfully mimic the teacher network [7], if the gap between the teacher and student is too large.

Moreover, results in Table 2 show that the proposed method can stably increase the performance compared to the vanilla network. Further on, our method can stably improve the performance compared with three baseline methods, which demonstrates that the proposed assistant network is effective to utilize the previous knowledge distillation methods in our AST framework by decoupling model compression and resolution reduction. Especially, based on the proposed method, ResNet18 outperforms the vanilla ResNet50 when the resolution of input image is $112 \times 112$ (82.69 vs. 82.21 on VOC07, 54.79 vs. 53.15 on CUB), while alleviating 54.2% computational cost (0.99G vs. 2.17G in terms of FLOPs).

Table 3 provides the results of setting (d) where the teacher and student belong to different types of network architecture. blue text denotes the performance is lower than the vanilla model, red text means how much our method outperforms the baseline knowledge distillation methods, and the meaning of the green text is opposite to that of the red.

|          | Teacher | Student | KD [16] | +Ours | AT [46] | +Ours | SP [37] | +Ours |
|----------|---------|---------|---------|-------|---------|-------|---------|-------|
| VOC07    |         |         |         |       |         |       |         |       |
| K=2      | 90.74   | 71.81   | 66.55   | 75.24 | +8.69   | 38.96 | 75.42   | +36.46|
| K=4      | 90.74   | 58.91   | 56.35   | 62.08 | +5.73   | 32.86 | 62.04   | +29.18|
| CUB      |         |         |         |       |         |       |         |       |
| K=2      | 71.81   | 45.35   | 43.54   | 45.83 | +2.29   | 21.49 | 48.15   | +26.69|
| K=4      | 71.81   | 25.78   | 25.27   | 24.57 | -0.70   | 4.45  | 26.16   | +21.71|

Meanwhile, experiments in [36]1 also indicate that the traditional knowledge distillation methods may collapse when the teacher and student have different architectural types.

Experiments on ImageNetSub For experiments on the ImageNetSub, we use KD [16] as the baseline as experiments in VOC07 and CUB have proven its stability on the pixel distillation problem. We train models 90 epochs with batch size 256, the learning rate is 0.1 reduced by a factor of 10 in 30 and 60 epochs, others parameters are kept the same as the VOC and CUB. Table 4 provides the results of setting (a)-(c) for down-sampling rates 2 and 4, we can observe that our proposed methods can stably outperform KD in all 6 experiments. To be specific, for setting (b) with down-sampling rate 2, our method outperforms KD by 2.84 (65.88 vs. 63.04), and ResNet18 trained by our method obtains 11.14 performance gains than the vanilla ResNet18 (65.88 vs. 54.74).

Table 4. Results of ResNet series on ImageNetSub. red text means how much our method outperforms the baseline knowledge distillation methods.

|          | (a)    | (b)    | (c)    |
|----------|--------|--------|--------|
| Teacher  | 72.34  | 72.34  | 70.44  |
| Student  | 61.80  | 54.74  | 54.74  |
| K=2      | KD (TS) [16] | 65.90 | 63.04  | 63.16  |
|          | +Ours (TAS) | 66.50 +0.60 | 65.88 +2.84 | 64.48 +1.32 |
| K=4      | KD (TS) [16] | 51.18 | 50.04  | 49.95  |
|          | +Ours (TAS) | 51.98 +0.80 | 51.16 +1.12 | 51.02 +1.07 |

4.3. Model Analysis

Ablation study of the key learning components. As shown in Table 5, we conducted our ablation study on the VOC07 and CUB. In the ablation study, the teacher network is built on ResNet101 with input resolution $224 \times 224$, and the student network is ResNet18 with input resolution $56 \times 56$, baseline denotes the vanilla ResNet18 trained with input resolution $56 \times 56$. The experiment results on the

1https://github.com/HobbitLong/RepDistiller
Table 5. Ablation study of components in the proposed methods. Experiments are conducted on VOC07 and CUB. † denotes model are trained by the proposed TAS framework.

| Baseline | KD [16] | FSR† | HRT† |
|----------|---------|------|------|
| Voc07    | √       | √    | √    |
| CUB      | 19.60   | 26.46 | 29.95 | 30.51 |
|          | 56.58   | 65.77 | 69.14 | 70.07 |

VOC07 dataset show that the performance will improve from 56.58 to 65.77 via directly using traditional knowledge distillation (KD) [16] approach. Then, by integrating KD and our proposed FSR module in the proposed teacher-assistant-student framework, we can get 3.37 performance gains. Finally, we can get an mAP of 70.07 after the proposed HRT learning, which is 13.49 higher than the baseline. Such notable performance gain demonstrates that our proposed learning framework can work effectively with lightweight network architecture and small input resolution.

Analysis of the TAS framework. In Table 6, we apply the proposed TAS framework to previous knowledge distillation methods to explore the importance of the TAS framework for the pixel distillation problem. To be specific, KD with TS means we use KD one time between teacher and student, KD with TAS means KD is used two times, i.e. between teacher-assistant and assistant-student. From the results, we can observe that only KD can achieve a slight performance gain than TS when using the TAS framework. This is because previous knowledge distillation methods mainly focus on the model compression problem and can not deal with the problem of resolution reduction. The performance of the assistant network also can prove this conclusion: both three baseline methods can obtain high performance to the assistant network when the input resolution is unchanged. Also, the results of Table 6 demonstrate that our proposed HRT learning scheme and the FSR module can better deal with the problem of resolution reduction than the previous knowledge distillation methods.

Ablation studies about hyperparameter γ and η. γ and η are the loss weights of the proposed FSR module and HRT learning, respectively. In Fig. 3, we conduct experiments on the baseline with FSR module to analyze how γ effect the performance of the FSR module, where the teacher network is ResNet101 with input resolution 224 × 224, and the student network is ResNet18 with input resolution 56 × 56. As shown in Fig. 3a and Fig. 3b, we can observe that the performance is not sensitive to loss weight η and γ as the performance fluctuates within 0.6 for different values. This is because both FSR and the HRT learning are not only trained by features from the assistant network, but also by the classification loss indirectly.

5. Conclusion

In this paper, we have proposed a novel knowledge distillation scheme, called pixel distillation, to reduce the computational cost of complex image recognition. It simultaneously simplifies the network architecture and reduces the resolution of the input images. Considering that high-resolution feature maps contain much more semantic and visual information, we proposed a novel feature super-resolution module with high-resolution representation transfer learning to implicitly and explicitly improve performance of student network with low-resolution input. We design a novel staged distillation strategy to bridge the proposed cross-resolution learning mechanism with previous knowledge distillation approaches by introducing an assistant network between the classical teacher-student framework. Experimental results demonstrate that the proposed method can improve the performance of models with compact network architecture and low-resolution input. In the future, we will apply the proposed pixel distillation scheme to other complex tasks like object detection [12], and medical image segmentation [47], etc.

Limitations. Although the effectiveness of the propose approach has been verified in various experimental settings,
we find that when both the network architecture type and the input resolution of the teacher model and the student model are different, our method cannot bring obvious performance gains. For such challenging cases, we will elaborate on stronger pixel distillation mechanisms in the future.
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A. Efficiency of FSR

The proposed FSR will introduce extra computational cost and parameters. In this paper, we use group convolution/deconvolution to reduce the computational cost and number of parameters caused by FSR module, and introduce channel shuffle [49] to maintain the performance. In Table 7, we conduct experiments on two teacher-student pairs, i.e., (b) and (d), to demonstrate how the different number of groups affect the computational cost and performance. The down-sampling rate is set as 4 for all experiments. We can get the following conclusion: 1) Higher groups number would greatly reduce the computational cost and parameters. In this paper, we use group convolution/deconvolution to reduce the computational cost and parameters of the FSR module. Especially, for the lightweight network ShuffleNetV2 0.5 in (d), FLOPs will be 126.6 times of the original model when group convolution/deconvolution are not used (3088.30 vs. 24.39). 2) There is no regular relationship between the number of groups and the performance, higher groups number does not always lead to lower performance. Moreover, the performance fluctuation is less than one point for both two teacher-student pairs. This circumstance demonstrates that when the proposed assistant has the same network architecture as the student, the kernel functions required for super-resolution between different channels of features can be very similar. In this paper, in order to achieve a balance between performance and computation, we set 32 groups for the ResNet variants and 1024 groups for the ShuffleNetV2 variants.

B. Training process of TAS framework

In this section, we provide Algorithm 1 to make the training process of the proposed teacher-assistant-student more clear.

Algorithm 1: Training process of TAS framework.

Input: High-resolution images $I_{hr}$; low-resolution images $I_{lr}$; teacher network $f_{\theta_1}(W_{t}; \cdot)$;
Output: Assistant network $f_{\theta_2}(W_{a}; \cdot)$; Student network $f_{\theta_3}(W_{a}; \cdot)$; FSR module $f_{fsr}(W_{fsr}; \cdot)$;
1. Initialize $f_{\theta_2}(W_{a}; \cdot)$ and $f_{\theta_3}(W_{a}; \cdot)$;
2. for $i$ in $1 \ldots N$ do
3. Evaluate $I_{hr}^i$ by $f_{\theta_1}(W_{t}; \cdot)$, get $x_t$ and $F_t$.
4. Feed $I_{hr}^i$ to $f_{\theta_2}(W_{a}; \cdot)$, get $x_a, F_a$.
5. if use prediction distillation then
6. \hspace{1em} $L_a = L_{pkd}(x_t, x_a)$.
7. else if use feature distillation then
8. \hspace{1em} $L_a = L_{fsr}(F_t, F_a, x_a)$.
9. Optimize $f_{\theta_2}(W_{a}; \cdot)$ via $L_a$.
10. Feed $I_{lr}^i$ to $f_{\theta_2}(W_{a}; \cdot)$, get $x_{im}^a$ and $F_{im}^a$.
11. $L_{im}^a = L_{pkd}(x_t, x_{im}^a) + \gamma L_{fsr}(F_t, F_{im}^a)$.
12. Feed $F_{im}^a$ to $f_{\theta_3}(W_{a}; \cdot)$, get $x_{sa}$ and $F_{1lr}$.
13. Feed $F_{1lr}(M)$ to $f_{fsr}(W_{fsr}; \cdot)$, get $F_{fsr}(M)$.
14. $L_{ex}^a = L_{pkd}(x_t, x_{sa}) + \gamma L_{fsr}(F_{1lr}(M), F_{fsr}(M))$.
15. $L_a = L_{im}^a + L_{ex}^a$.
16. Optimize $f_{\theta_3}(W_{a}; \cdot)$ and $f_{fsr}(W_{fsr}; \cdot)$ via $L_a$. 

Table 7. Efficiency analysis of FSR on VOC07. We report the parameters (M) and FLOPs (M).

| Groups | Parameters | FLOPs | mAP | Parameters | FLOPs | mAP |
|--------|------------|-------|-----|------------|-------|-----|
| w/o FSR | - | 11.69 | 259.83 | - | 2.28 | 24.39 | - |
| 1 | 24.80 | 1026.32 | 68.40 | 54.71 | 3088.30 | 58.89 |
| 2 | 18.24 | 643.59 | 69.05 | 28.50 | 1557.38 | 58.25 |
| 4 | 14.97 | 452.23 | 68.80 | 15.39 | 791.92 | 58.14 |
| 8 | 13.33 | 356.54 | 68.86 | 8.83 | 409.19 | 57.76 |
| 16 | 12.51 | 308.70 | 68.47 | 5.56 | 217.82 | 57.56 |
| 32 | 12.10 | 284.78 | 69.14 | 3.92 | 122.14 | 56.99 |
| 64 | 11.90 | 272.82 | 68.75 | 3.10 | 74.30 | 57.50 |
| 128 | 11.79 | 266.84 | 68.84 | 2.69 | 50.38 | 57.48 |
| 256 | 11.74 | 263.85 | 68.57 | 2.49 | 38.42 | 57.33 |
| 512 | 11.72 | 262.36 | 68.43 | 2.38 | 32.44 | 58.38 |
| 1024 | - | - | - | 2.33 | 29.45 | 58.51 |