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ABSTRACT

The stochastic nature of iterative optimization heuristics leads to inherently noisy performance measurements. Since these measurements are often gathered once and then used repeatedly, the number of collected samples will have a significant impact on the reliability of algorithm comparisons. We show that care should be taken when making decisions based on limited data. Particularly, we show that the number of runs used in many benchmarking studies, e.g., the default value of 15 suggested by the COCO environment, can be insufficient to reliably rank algorithms on well-known numerical optimization benchmarks.

Additionally, methods for automated algorithm configuration are sensitive to insufficient sample sizes. This may result in the configurator choosing a “lucky” but poor-performing configuration despite exploring better ones. We show that relying on mean performance values, as many configurators do, can require a large number of runs to provide accurate comparisons between the considered configurations. Common statistical tests can greatly improve the situation in most cases but not always. We show examples of performance losses of more than 20%, even when using statistical races to dynamically adjust the number of runs, as done by irace. Our results underline the importance of appropriately considering the statistical distribution of performance values.
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1 INTRODUCTION

The study of iterative optimization heuristics is a continuously developing area within computer science. With the ever expanding number of newly developed algorithms, the importance of proper benchmarking has been gaining more traction [1]. Standardized benchmarking environments have been proposed for a wide variety of problem types [5, 8, 18] and are widely used to compare the performance of different optimizers. However, since most state-of-the-art optimizers are stochastic in nature, assessing their performance is not necessarily a straightforward task, as any selected measure for performance is inherently the result of a limited sampling of some underlying probability distribution.

In order to get reliable estimates for the distributions of these performance measures, benchmarking pipelines generally recommend to perform multiple optimization runs on each problem. For example, the popular COCO environment [8] recommends measuring the performance of 15 independent runs. When comparing algorithms, these individual performance measures are aggregated into a single number per function, using a variety of different measures ranging from taking the mean of hitting times, to Expected Running Time (ERT) or anytime performance metrics such as the area under the Empirical Cumulative Distribution Function (ECDF).

Aggregated performance values calculated from a limited number of runs may poorly estimate the true expected performance of an algorithm, especially when the distribution of individual performance values is non-normal or shows a large variance. It is clear that measuring only one run will lead to many mistakes when comparing a set of algorithms in an algorithm selection or configuration context, but it is not clear whether 15, 50 or more runs are sufficient to alleviate this issue.

In addition to comparing aggregated values such as the mean, statistical tests are often used to decide whether one algorithm outperforms another. Widely-used examples are the parametric t-test, when distributions are assumed to be somewhat normal, or the non-parametric Wilcoxon rank-sum test, when this assumption cannot be made. Although the hypothesis tested by the Wilcoxon rank-sum test refers to the relative ranking of independent samples and cannot be used to conclude anything about mean values, this distinction is often ignored in the literature when drawing conclusions from it.

The problem of comparing algorithms based on a potentially small number of samples is not limited to benchmarking studies,
but also applies to meta-optimization, such as algorithm configuration [11], also known as automated tuning, or algorithm selection [13]. When faced with an algorithm configuration problem, the configurator has to make a tradeoff between collecting more samples from promising configurations to gain confidence in their performance and exploring a larger variety of configurations. Most commonly, these samples are then compared based on their mean or using statistical tests to determine which configurations are returned as the best-found.

Previous work [21] has shown that configuration methods are susceptible to large performance variance, which may lead to a potential loss of performance with respect to the true best configurations explored.

In this work, we highlight the challenges inherent in comparing the performance of stochastic optimization algorithms. We show that, for several cases, the currently recommended values for the number of samples and testing procedure can lead to mistakes. We show that the distribution of performance values has a large impact on algorithm configuration methods, indicating that there is not one method of performance comparison that dominates all others. Importantly, our results demonstrate that we must identify better ways to handle the stochasticity of iterative optimization heuristics when applying algorithm configuration methods.

2 PRELIMINARIES

2.1 Performance Measures

We consider the minimization of functions of the form:

$$ f : X \subset \mathbb{R}^d \rightarrow \mathbb{R} $$

where $X$ is the search space and $d$ denotes its dimensionality. We focus on iterative optimization heuristics (IOHs), and in particular randomized IOHs. IOHs optimize $f$ by a sequential process of generating solution candidates $x_1, \ldots, x^k \in X$, evaluating their quality $f(x_1), \ldots, f(x^k)$, and adjusting their strategy to generate the next candidates. For randomized IOHs, both the number of candidates that are generated in a given iteration and the strategy to generate them can be stochastic.

While there are a large number of metrics that could be considered to measure the performance of these algorithms, we limit ourselves to Area Under the ECDF Curve (AUC). AUC is an anytime performance measure defined as follows.

Definition 2.1 (Area Under the ECDF Curve, AUC). For a given optimization algorithm $A$ with a budget of $B$ function evaluations for minimizing a function $f : X \rightarrow \mathbb{R}$ and a given finite set of targets $\mathcal{V} \subset \mathbb{R}$, the AUC value of $A$ on $f$ is approximated by

$$ \text{AUC}(A, f, \mathcal{V}) = \int_0^B \tilde{F}(t; A, f, \mathcal{V}) \, dt, $$

(1)

where

$$ \tilde{F}(t; A, f, \mathcal{V}) = \frac{1}{|\mathcal{V}|} \sum_{\phi \in \mathcal{V}} \sum_{i=1}^N \mathbb{I}(t_i(A, f, \phi) \leq t), $$

(2)

and $N$ is the number of (ideally independent) runs for which we have performance logs, and $\mathbb{I}(t_i(A, f, \phi) \leq t)$ is an indicator function that returns 1 if the first hitting time of target $\phi$ in run $i$ of $A$ is not larger than $t$. If the target $\phi$ is not hit in this run, the indicator always returns 0.

AUC is a measure that should be maximized, however, most automated algorithm configuration methods are designed for minimization. Thus, we use the Area Over the Curve (AOC) instead of AUC. Since the values $\tilde{F}(t; A, f, \mathcal{V})$ are normalized between 0 and 1, the AUC value is a real number between 0 and 2. We can hence define $\text{AOC}(A, f, \mathcal{V}) = B - \text{AUC}(A, f, \mathcal{V})$. For our experiments, we set the set of targets $\mathcal{V}$ to be the default as used in the COCO environment (51 targets, logarithmically spaced between $10^2$ and $10^{-5}$).

2.2 Benchmark Functions

For this study, we make use of the single-objective, noiseless functions from COCO’s BBOB suite [8], which is considered to be one of the most popular sets of benchmark functions for benchmarking continuous derivative-free black-box optimization algorithms. For our experiments, we use the 5-dimensional versions of these functions.

Benchmarking studies using BBOB commonly perform each individual run on a different “instance” of each function, where each instance is generated by applying transformations in both the domain and objective space, in such a way that the core properties of the function are preserved [9]. In this work we aim to avoid the additional variance caused by multiple instances of each function, and thus focus on a single instance (instance ID 1) of each of the 24 BBOB functions.

2.3 Algorithm Configuration: irace

As part of this work, we investigate the impact of performance variability on algorithm configuration. To perform algorithm configuration, we use irace [16], which is based on an iterated racing procedure. irace starts out by randomly generating a set of parameter configurations using uniform sampling in the defined parameter space. Then, the first race starts, where for each of these configurations, a number of runs (FirstTest) are performed, after which a statistical test (either t-test or Friedman test) determines which configurations to continue with. The surviving configurations are run again a certain number of times (EachTest, set to 1 in this paper). Then the test is performed again to potentially eliminate additional configurations, and runs keep being added in this way until no more than a given number (5 in this paper) of configurations remain (elites)

or the budget assigned to this race is exhausted. The elite configurations are then used as the basis for generating new candidates to be evaluated in the next race, until the overall budget for irace is fully used. This procedure eventually leads to 5 or fewer surviving elite configurations, from which we select the one with the lowest mean as the final recommendation.

This racing approach is however not the only technique used by algorithm configurators to select the best configurations from a larger set. Some algorithm configuration methods, such as Hyperband [14], use a successive halving (SHA) approach [12]. In the first step of SHA, FirstTest runs are performed for each of the $n$ initial configurations. Then, given a reduction factor $R$, the $\lceil n/R \rceil$ configurations with the lowest mean survive, and the others are discarded.
For the surviving configurations, an additional 2 · FirstTest runs are performed. This process of keeping the best 1/R fraction based on mean, and doubling the number of additional runs, is repeated until only one configuration survives.

### 2.4 Modular CMA-ES

To study the impact of performance variability on algorithm configuration, we make use of the Modular CMA-ES (modCMA) framework [4, 19]. This framework provides an implementation of the popular CMA-ES [10] algorithm, with a wide variety of different modifications that can be activated independently from each other. In this work, we consider a hyper-parameter space consisting of 10 discrete modules and 4 continuous hyper-parameters. This search space corresponds to the baseline used to analyze the modular CMA-ES in [4], and we thus base our initial analysis on the same data [3] to avoid needlessly re-running irace. The data we use consists of irace runs on each of the 24 BBOB functions. Here, we use 1 of these irace runs for each function. Then, for each of the configurations sampled during these irace runs, we collect 200 new independent runs, which we refer to as verification runs. Since the irace runs we use typically generated over 200 configurations each, this means we have collected at least 24 · 200 · 200 = 960,000 runs that we analyze in this work. We also use this data to simulate independent races.

Throughout this paper, we will refer to two sets of configurations: the 33 configurations generated during the first race of irace are sampled uniformly at random in the configuration space, and are thus referred to as random modCMA configurations. Since we often want to consider the impact of the later parts of the tuning, we also consider the 33 last generated configurations. This set of configurations will be referred to as high-quality modCMA configurations.

### 3 WHY 15 RUNS ARE NOT ENOUGH

While it is clear that any aggregated performance measure used to compare randomized algorithms is an empirical estimation of their true performance, the variance of this estimation is not necessarily equal for all algorithms on all functions. However, for a practical benchmarking setup, this nuance is often ignored in favour of simpler guidelines, such as aggregating a fixed number of samples (i.e., individual performance values from independent runs) for each algorithm on each function. The usual recommendation of 15 samples [8] is often enough to make clear decisions on simple uni-modal functions, but the situation is much less clear on more challenging optimization problems.

We illustrate the significant variation in performance between runs by showing in Figure 1 the distribution of 15 independent AOC-values for a wide variety of algorithms from the BBOB-repository (https://numbbo.github.io/data-archive/bbob/) on F21 in 5D. This figure also shows that the normality assumption, commonly taken for granted in benchmarking studies, is not well supported by the apparent distribution of the 15 performance values shown for each algorithm.

For some algorithms, the performance distributions even appear to show signs of bi-modality. As such, any analyses made based on this set of samples should be treated with care. While this large amount of variance is very pronounced in F21, it is not limited to this function, as other functions display similar effects but to a slightly lesser extent.\(^1\)

The impact of performance variability can potentially be even larger when considering the task of algorithm configuration. It has previously been observed that the performance of an algorithm configuration on verification runs can differ significantly from the runs performed during the configuration task [4].

We illustrate this effect by showing in Figure 2 the changes in the ranking of the 33 high-quality modCMA configurations described in Section 2.4 when calculating mean performance using a small sample size (15) and a larger number of verification runs (200) on F21. While this might be considered a rather extreme case, it is by no means the only scenario in which behaviours like this can occur. Since algorithm configuration often generates similarly performing configurations near the end of a configuration run (while exploiting promising regions), making decisions about which configuration to select might become very noisy when using relatively low sample sizes. This phenomenon is exemplified in Figure 3, where we show the evolution of the mean AOC of 3 selected high-quality modCMA configurations relative to an incremental number of AOC values. Each horizontal line of the same color corresponds to the cumulative mean of a sequence of values sampled with replacement from the same 200 AUC values. Despite sampling from the same 200 AUC values, the variance of the means of 15 and 25 samples is quite large and those means often poorly estimate the true mean performance.

In practice, making an incorrect decision between two configurations matters less when their true performance is very similar. However, when the set of configurations which are being compared increases in size, the risk of making incorrect decisions between more distinct configurations could potentially grow as well. In some situations in algorithm configuration tasks, we have observed significant differences between the performance of the selected elite configurations, and the best one from all configurations sampled according to the verification runs.

In Figure 4, we show the distribution of AOC values for each configuration sampled during a run of irace on each of the 24 BBOB functions. The performance of each configuration is based on the mean of 200 verification runs, and the plot shows the relative performance loss to the best of these means. The (up to five) elite configurations returned by irace are marked with a red triangle. The lowest of these elites corresponds to the level of performance loss achieved by irace compared to the best-performing configuration sampled during the configuration process. From this figure, it can be seen that for some of the more complex functions, a 10% performance loss or more can occur, clearly demonstrating that the variability of performance can severely hinder the outcome of the configuration efforts.

### 4 IMPACT ON BENCHMARKING

To simulate a common algorithm comparison scenario, we make use of the set of 33 high-quality modCMA configurations from...
Figure 1: Distribution of the AOC values of 15 independent runs of available BBOB algorithms on F21 in 5D.

Figure 2: Changes in ranking of 33 random modCMA configurations based on calculating the mean over a sample of 15 AOC values (Resampled Means) versus the 200 verification run samples (Original Means), on F21.

Figure 3: Evolution of the cumulative mean over sample sizes of 3 selected high-quality modCMA configurations on F18. The vertical lines indicate sample sizes 15, 25 and 200 respectively. Means are based on sampling with replacement from the original 200 samples of each configuration.

Section 2.4 and simulate the benchmarking procedure by randomly re-sampling with replacement AOC values, for sample sizes 2, 5, 10, 15, 25 and 50 from the set of 200. Then, we select the configuration with the best mean for each particular sample size as the winner, and compare its true performance (i.e., over 200 runs) to that of the actual best configuration to get an estimate for the performance loss. This process is repeated 5000 times for each sample size and each function, and the resulting performance loss per function is shown in Figure 5. We conclude that using means to determine the best-performing algorithm is not always reliable, and can lead to selecting configurations that are clearly sub-optimal. One possible explanation for these results is that, when we are determining the best algorithm from a large set of algorithms of wide performance variability, our decision is prone to underestimate the true mean due to the small sample size, i.e., we might "luckily" sample many good values for an algorithm with sub-optimal performance.

We quantify this impact by calculating, for each selected configuration and a given sample size, the underestimation error, that is, the relative error of the mean estimated from the selected samples relative to its true mean performance (based on the 200 verification runs). Positive values indicate that the sample mean is lower, i.e.,
When considering pairwise comparisons between algorithms, we often use statistical tests to determine if one algorithm outperforms the other. Two of the most common tests are the t-test and the non-parametric Wilcoxon rank-sum test.

To more closely analyze these two testing procedures, we re-sample with replacement, for sample size 15, from the set of 200 AOC values of the 33 high-quality modCMA configurations. Then, we apply a one-sided t-test to the samples of size 15 and measure the fraction of pairs in which the test was “correct”, “incorrect” or “inconclusive”. We consider here that the test is “incorrect” when, for a pair of algorithms A and B, the null hypothesis that A has a lower mean than B is rejected but the mean of A is indeed lower than the mean of B based on the 200 values. When neither of the two one-sided null hypotheses are rejected, the test is considered “inconclusive”.

In Figure 9, we show the fraction of configuration pairs where the amount of incorrect tests exceeds the used level of statistical significance ($\alpha = 0.05$). From this figure we see that, while the t-test seems to work well enough for most functions, it is not ideal on all
functions, which seemingly indicates that the normality assumption is not met.

We zoom in on function F9 in Figure 10, and look at the difference between making decisions based on means, t-test and Wilcoxon rank-sum test. We note that both statistical tests show an error rate that is larger than $\alpha$ for pairs of configurations with a difference in means up to 60%. We also note that even though the t-test is less frequently incorrect, it is also more frequently inconclusive compared to the Wilcoxon rank-sum test, even for configuration whose means differ significantly.

Inconclusiveness is not a factor when comparing based on means, but that comes with the cost of making more incorrect decisions as well. While the number of incorrect decisions decreases when adding more samples, the overall observations for the three comparison procedures remain similar [23].

6 RACING

To investigate the impact of performance variability on algorithm configuration, we focus on the racing procedures used by irace, which we simulate using the high-quality modCMA configurations from Section 2.4. In particular, we consider two variants of the racing procedure [17] using either the t-test or the Friedman-test. In addition to these racing variants, we also consider two variants of Successive Halving (SHA) [12] with reduction factors 2 and 3, respectively. For the races using statistical tests, we loosen the total budget restriction, which is usually used as stopping criteria [16], (e.g., in irace) to 10 000 total samples, which means we continue the race until 5 or fewer configurations remain, or until we exceed 10 000 sampled runs (‘target runs’ in irace terminology). We simulate this race 1000 times for each function and several values of FirstTest, and show the resulting performance loss for F9, F15, and F22 in Figure 11. In this figure, performance loss is defined as the difference in true mean of the best elite (configuration with the best sampled mean during the race) against the best configuration which was present in the race.

The cumulative performance loss is compared for both the Friedman-test and t-test variants of the racing procedure, as well as a naive sampling-only approach that selects based on means after FirstTest samples have been collected for each configuration.

When comparing the different approaches, we note that there is not a clear winner across all functions and values of FirstTest. Interestingly, for some of the functions where Figure 4 shows the largest performance losses of irace elites, the races using the Friedman test seem to perform relatively poorly. This might indicate that for these functions, we could regain some of the lost performance, if it can be detected during the algorithm configuration that a different testing strategy would be required.

From Figure 11, we can clearly see that any any variant of racing or SHA is much more reliable than the sampling-only approach. However, racing uses more total samples, since it add runs when needed, while the sampling-only approach uses a fixed number
In this work, we have highlighted that commonly used performance metrics can have various non-normal distributions with large amounts of variance. While this is inherent to the field of iterative optimization heuristics, the impact of this stochasticity is often overlooked in empirical work, where rankings between algorithms are made purely based on aggregations of limited runs, which can lead to incorrect decisions between algorithms.

While using statistical test largely alleviates these problems, they are not a silver bullet. Since data is often shared to compare new algorithms to the state-of-the-art, continuous re-use of the same few data points has the potential to lead to bias, especially when the underlying distribution has a high variance. A similar effect can be clearly seen in algorithm configuration, where choices between similarly performing algorithms are made, and even if each individual choice is valid, the overall result is likely to significantly underestimate the true performance of the chosen configuration. This can lead to a selection of sub-optimal configurations, which can be considerably worse than others that participated in the same race.

In an ideal case, each time a comparison is done, the used samples from both algorithms should be newly generated. However, this is obviously infeasible, as computation time is a limited resource. As such, making a larger set of samples available would be a more practical solution. The recommended number of samples would differ on a per-function basis, as some functions inherently cause algorithms to run on them to have a higher variance of performance. Power-analysis studies [2, 6] based on algorithms for which performance data is already available might help us find better defaults, but since we can not know what kind of distributions the collected samples will be compared against in future, this might not fully solve the problem.

In addition, a more robust statistical analysis of the commonly used performance measures would be highly beneficial to gain more insight into the reasons for the observed errors. To aid with reproducibility, moving from standard hypothesis testing to the safe variant [7], where samples can be added continuously, would allow us to add more samples when this is deemed necessary. If this is combined with better guidelines for code availability and standards for data sharing (including formatting guidelines to ease...
Figure 10: Correctness of decisions made in pairwise comparisons between modular CMA-ES configurations on F9, using different procedures. The x-axis shows the relative difference in true mean between the selected configurations. The y-axis shows the fraction of comparisons, out of 500 repetitions, that the decision was correct, incorrect or inconclusive (nan) when comparing configurations with this difference. Each repetition samples 15 values out of the 200 available for each configuration compared. These figures are available for all 24 functions and multiple sample sizes in our figshare repository [23].

Figure 11: Cumulative performance loss of 5 variants of the racing procedure using FirstTest = 2: t-test, Friedman-test, sampling and selecting based on mean, and successive halving with reduction factors 2 and 3.

Figure 12: Comparison of AUC value of Cumulated performance loss (Figure 11), relative to the average amount of samples used by each process.

interoperability), it will allow any researcher to gather new samples from existing algorithms to expand algorithm comparisons where needed, without hurting the statistical rigour of the comparison.

Reproducibility. To ensure that the work shown in this paper is reproducible [15], all data and code used is made available on Zenodo [22]. This includes figure generation code for figures that have not been included here because of the limited space available. For ease of viewing, these additional figures have also been uploaded on figshare [23]. In particular, Figure 1 for all BBOB functions and additional performance metrics, Figure 7 for all functions and more combinations of configurations and Figures 8, 10, 11 and 12 for all functions and different sample sizes.
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