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ABSTRACT

The Huangbaihe River is the primary water source for Yichang city. Large-scale phosphate mining activities in the Huangbaihe River Catchment area could change the proportion of streamflow components; therefore, an accurate simulation of streamflow and its components is vital to enable effective water resource management and protection. In this study, the Soil and Water Assessment Tool (SWAT) model with input data from China Meteorological Assimilation Driving Datasets (CMADS) and the traditional gaging station was applied to simulate hydrological processes in the upper reaches of the Huangbaihe River Catchment area. The constructed model was calibrated and validated using observed streamflow on a monthly scale. Parameter sensitivity and uncertainty analysis were conducted using the Sequential Uncertainty Fitting (SUFI-2) algorithm, and the strengths of calibration and uncertainty analysis were evaluated by applying the p-factor (proportion of measurements covered by the 95PPU) and r-factor (mean thickness of 95PPU band separated using the standard deviation of measurements). The results show that the SWAT model with the two kinds of data source proficiently simulated streamflow records compared with only one data from traditional gauging stations in both the calibration and validation periods. Furthermore, spatiotemporal changes in overland runoff and lateral flow were strongly consistent with precipitation, and significant differences in the contribution from hydrological elements to the water balance were observed between high and low-flow years.

INTRODUCTION

Global problems associated with water quantity and quality (such as floods and droughts, water quality deterioration, and eutrophication) are attracting increasing scientific, political, and public attention. The hydrological cycle and processes are complex within a region or watershed, and they are affected by both natural and human-related phenomena, such as heterogeneous soil characteristics, variations in land use and cover, climate change, and other factors (Mou et al. 2015, Dey & Mishra 2017, Wu et al. 2017). To enable effective water resource management within a region, it is necessary to study the water balance and the various hydrological elements (Dhami et al. 2018, Shawul et al. 2013). Hydrological models are effective tools that have been employed in recent years to provide a visual representation of hydrological processes and accurate flow simulations, particularly when assessing the impacts that land-use change and climate variability have on hydrological cycles and water balance components (Dong et al. 2015).

The SWAT model is a commonly used semi-distributed model (Arnold et al. 1998) that has been applied to predict the hydrological cycle within basins and to quantify nutrient migration, transformation, and large quantities of load within watersheds (Nie et al. 2011, Gan et al. 2015, Abbaspour et al. 2015, Abubakari et al. 2017). However, calibrating the model is challenging, and analysing uncertainties is the focus of much hydrological model research (Uniyal et al. 2015, Song et al. 2015). There are four main sources of uncertainty associated with the model: the model structure, the parameters, input data, and the operational model. In this respect, the uncertainty of the model structure mainly originates from over-simplifying hydrological processes in the natural world (Zhao et al. 2018); model input uncertainty relates to limitations in data representation and observational errors within the studied watershed; uncertainty with respect to the operational model
originates from human errors; and parameter uncertainty is associated with the large numbers of parameters and equifinality in the model. Of these uncertainties, model input should relate to an area in space and time, and parameter uncertainties can be minimized through an appropriate calibration method. Various techniques have been applied to analyse these uncertainties, including the Markov chain Monte Carlo (MCMC) method (Yang et al. 2008), parameter solution (ParaSol) (Wu & Chen 2015), SUFI-2 (Abbaspour et al. 2015, Narsimlu et al. 2015) and generalized likelihood uncertainty estimation (GLUE) (Gong et al. 2011).

Currently, numerous studies are focusing on model input and parameter uncertainty issues in SWAT models (Yatheendadas et al. 2008, Zhang et al. 2009, Li et al. 2010, Yang et al. 2018). For regions that have scarce observational data, input data have been developed using satellites that provide data on different spatiotemporal scales (Thiemig et al. 2013, Serrat et al. 2016, Tramblay et al. 2016). Accordingly, CMADS data (from 2008 to 2016) provided by the China Institute of Water Resources and Hydropower Research (IWHR) (Liu et al. 2018) have been applied in certain areas and can produce a better runoff simulation for incorporation into the SWAT model (Meng et al. 2017, Li et al. 2019).

The Huangbaihe River is a first-order tributary of the Yangtze River and the primary water source of Yichang City. However, there have been reductions in water quantity and quality in recent years within the Huangbaihe River Catchment in relation to intense climate variations and human interaction. Hence, it is extremely important to make an accurate prediction of streamflow to enable proficient water resource management. Although CMADS data have been applied in many basins in China where traditional weather stations are scarce, to the best of the author’s knowledge, they have not been applied in the Huangbaihe River Basin. For example, the study of Wan et al. 2018 used traditional weather data to simulate streamflow in the Huangbaihe River Basin but the simulation accuracy in the upper reservoir watershed was inadequate.

Therefore, meteorological data from CMADS and traditional weather stations were both employed as SWAT model inputs in this study, enabling the prediction of streamflow in the upper reaches of the Huangbaihe River Catchment. Parameter sensitivity and uncertainty analyses and model calibration and validation were conducted by applying the SUFI-2 algorithm, and water balance components were then investigated based on the simulation outputs. Furthermore, spatiotemporal changes in hydrological components were identified, and the relationships between water balance components and precipitation were finally determined.

MATERIALS AND METHODS

Site Description

The studied catchment area is located within the east branch of Huangbaihe River that lies between 110°04’ and 111°30’ E longitude and 30°42’ and 31°29’ N latitude (Fig. 1).
The elevation ranges from 221 m above sea level (a.s.l.) at the outlet to 1781 m a.s.l. at the headstream and the area measures 937.97 km². The angles of slopes in most areas of the catchment are larger than 25°, and the average slope has an angle of 19.73°. The climate lies within the humid subtropical monsoon region, and mean annual precipitation and temperature are 1101 mm and 16.9°C respectively. The rainy season can extend from May to October, and there is heavy rainfall during summer.

The main land use types are forestry and agriculture, and these occupy percentage land areas of 81.4% and 15.3%, respectively. Other land cover types are urban (1.9%) and water (1.3%). Bare land is rare and is primarily distributed in mountainous areas, where large-scale phosphate mining activities are conducted. The main soil types are Lithosols and Chromic Cambisols (I-Bc-2c) and Orthic Acrisols (Ao13-3bc), which cover 48.6% and 42.6%, respectively. Other soil types are Calcic Cambisols (Bk42-2b) and Lithosols and Eutric Cambisols (I-Be-2c).

The following four dams were constructed from upstream to downstream in the study area in 2005, 1978, 1991, and 1971, respectively: Xuanmiaoguan (hereafter referred to as XMG), Tianfumiao (TFM), Xibeikou (XBK), and Shangjiahe (SJH). Over the past 40 years, the study catchment has experienced industrialization and rapid economic growth, which has resulted in serious soil erosion and nutrient loss.

**Input Data**

The Shangjiahe (SJH) reservoir dam was chosen as the outlet for the catchment, which is determined by the limitation of data accessibility. To derive the SWAT model, spatial and temporal data of soil characteristics, land use, and topography were acquired, and a DEM map was employed. To calibrate the model, hydrological and meteorological data were applied. The datasets are summarized in Table 1.

Spatial data: A DEM map (Fig. 1) of the study catchment was obtained from the Geospatial Data Cloud website (http://srtm.csi.cgiar.org/). The map has a spatial resolution of 3 arc-seconds (approximately 90 m), and it was used to derive the river network, sub-catchments divisions, and slope reclassifications.

The land cover/land use data map was obtained from 2015 LANDSAT data and downloaded from http://www.gscloud.cn/sources/. It was then reclassified using supervised image classification, and five classes of land use data were determined: agricultural field (AGRL), forest (FRST), bare land (BARR), urban (URBN), and water (WATR) (Fig. 2).

The soil types were initialized by applying the FAO-UNESCO Digital Soil Map of the World (DSMW) (http://www.fao.org/geonetwork), where soil information provided by the DSMW has a resolution of 5 km. Four soil classes were identified in the study catchment (Fig. 2), and the corresponding lookup table was subsequently manually generated.

Streamflow data and meteorological elements: Monthly streamflow data and a subset of precipitation datasets were collected from the Huangbaihe Catchment Authority, and a further precipitation dataset subset was obtained from CMADS version 1.1 (http://westdc.westgis.ac.cn/). Other meteorological elements were generated using SWAT’s weather generator (WGEN). The weather stations w3231134 and w3261138 were included to calculate statistical parameters of the study catchment for WGEN (https://globalweather.tamu.edu/).

**Description and Application of SWAT Model**

The SWAT is a watershed-scale, continuous-time, and semi-distributed hydrological model that incorporates meteorological elements, soil characteristics, land cover/use, and management practices to predict streamflow, sediments, nutrient loading, pesticide transport, and so on (Arnold et al. 1998). It enables the simulation of spatial details by dividing the whole watershed into a series of sub-watersheds. Each sub-watershed then comprises hydrologic response units (HRUs) that represent homogenous soil properties, land cover, and slopes. Surface runoff, soil water, nutrient cycles, sediment, and crop yields are calculated within each

| Data type      | Spatial Resolution/Time period | Source                                           |
|----------------|--------------------------------|--------------------------------------------------|
| DEM            | 90 m                           | Geospatial Data Cloud website (http://srtm.csi.cgiar.org/) |
| Land use       | 30 m                           | 2015 LANDSAT data (http://www.gscloud.cn/sources/) |
| Soil           | 5 km                           | FAO-UNESCO Digital Soil Map of the World (DSMW) (http://www.fao.org/geonetwork) |
| Precipitation  | 28 km for CMADS data and 2009-2016 for observations | CMADS version 1.1 (http://westdc.westgis.ac.cn/) and gauging station for Huangbaihe Catchment Authority |
| Streamflow     | 2009-2016                      | Gauging station for Huangbaihe Catchment Authority |
HRU (i.e., the smallest element), and they are subsequently lumped to the sub-catchment using the weighted mean method and finally routed into river systems. Four water storage types are assumed: surface runoff, soil water, and shallow and deep aquifers. The SWAT model assumes that shallow groundwater runs into the river channel as base flow or returns to the soil by evaporation, whereas flow in deep aquifers leaves the watershed system. Details of the SWAT model are provided by Neitsch et al. (2011) and can also be obtained from http://swatmodel.tamu.edu.

In this study, the following calculation methods were employed: the SCS curve number method for overland flow; kinematic storage routing for lateral flow (which creates a shallow aquifer and thus return flow); the Penman-Monteith method for potential evapotranspiration; and the variable storage routing method for channel routing. The Huangbaihe River Catchment was delineated by the interface of SWAT2012 using the 90-m DEM. The boundary of the study catchment was delineated by applying a threshold area of 1400 ha to ensure that the extracted river networks were consistent with the topographic map. Furthermore, a total of 27 sub-catchments were delineated for the SWAT model, and maps of soil and land cover were clipped at the catchment boundary. All layers were projected in the “WGS_1984_UTM_Zone_49N” coordinate system. Soil and land use types were linked using lookup tables, space databases, and attribute databases. Through reclassifying the soil layers and types, land cover/use, and slope classes, the sub-catchment layer was overlaid on the HRU layer. The threshold levels for soil, land use, and slope class percentages were provided for the SWAT model and were used to define the HRUs. In this study, a threshold percentage (10%) was adopted for all databases, and 202 HRUs were finally established in the SWAT model.

Model Calibration, Validation and Uncertainty Analysis

Model calibration of the SWAT model is challenging, and two techniques can be employed in calibration: a manual (trial-and-error) method and an auto-calibration method. However, a parameter sensitivity and identifiability analysis should first be conducted before model calibration. Parameter sensitivity is analysed to determine which parameters significantly influence the model simulation results, and parameter sensitivity varies between catchments; therefore, it has been suggested that it is necessary to conduct a sensitivity analysis in every catchment (Cibin et al. 2010).

The SWAT Calibration Uncertainty Procedure (SWAT-CUP) program (Abbaspour 2015) was adopted in this study. SWAT-CUP is a useful tool that facilitates parameter sensitivity analysis, model calibration and validation procedure by different optimization methods. It can also be used to conduct an uncertainty analysis of the model’s operation results. Of these methods, we chose the SUFI-2 algorithm (Yang et al. 2008), because it has been extensively used to analyse parameter sensitivities and all uncertainty sources can be considered (Wu & Chen 2015), including uncertainties related to input data, model structure, and a large number
of parameters. Uncertainty is quantified based on 95% prediction uncertainty (95PPU) band. Two statistics are used to evaluate the strength of the uncertainty analysis, the p-factor (proportion of measurements covered by the 95PPU) and the r-factor (mean thickness of the 95PPU band separated using the standard deviation of measurements). In general, when the value of the p-factor is equal to 1 and the r-factor is equal to 0, the simulation results are considered to have an exact match with the observed data (Abbaspour et al. 2015). It is therefore desirable to achieve a balance between the p- and r-factors, as a large p-factor can raise the value of the r-factor. Details about SUFI-2 and other approaches are given in the work of Abbaspour (2015).

Based on data availability, the model was calibrated for streamflow on a monthly time scale for the period 2009-2012 after a one-year warm-up (2008), which was conducted to enable the parameters to reach an equilibrium state. In general, the length of the warm-up period is determined by the watershed properties and the length of available data. For model validation, four years from 2013 to 2016 were employed. Streamflow data for the whole outlet (sub-catchment 27) of the study catchment area were calculated by applying the water balance method, and streamflow data were thus restored to a natural condition without considering the dams that have been constructed. To check the accuracy of model prediction, streamflow data at an additional upstream station (sub-catchment 9) were also used to calibrate and validate the model. NSE was selected as the objective function, as it can reflect the overall model fit (Nash & Sutcliffe 1970). The original parameter ranges were determined by referring to previous literature relating to similar or close basins, and also by using recommendations from the SWAT manuals, which are guided through an understanding of the given watershed hydrological cycle (Liu et al. 2016, Stehr et al. 2010). The best parameter sets were employed in each iteration, and new ranges were then suggested based on an evaluation of the model. It is of note that some of the suggested ranges were outside of physically meaningful ranges, and they were thus manually adjusted to ensure that they did not exceed maximum/minimum absolute range values (Me et al. 2015).

Performance Evaluation

Both graphical and statistical approaches should be applied to assess model performance (Nyeko 2015). Only using the performance metrics can be misleading and produce unrealistic simulations; hence, a visual inspection of the differences between the hydrographs of simulated and observed data was conducted in this study (Daggupati et al. 2015). Graphical methods, such as streamflow hydrographs, can enable a visual and direct comparison of observed and simulated datasets, and enable trends in variations of flow magnitude and timing to be detected. In addition to using the graphical approach, the agreement between simulated and observed data was also evaluated based on statistical indicators, including the Nash-Sutcliffe efficiency coefficient (NSE), RMSE-observations standard deviation ratio (RSR) and percentage bias (PIBAS).

A positive NSE indicates that the measured data have a positive correlation with simulated data; in contrast, a negative NSE reflects a negative correlation.

\[
NSE = \frac{\sum_{i=1}^{n} (O_i - S_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O})^2} \quad \cdots(1)
\]

The RSR, shown in Eq. (2), has the advantages of providing a scaling factor and error criteria statistics, and these statistics can be used with different constituents (Singh et al. 2005),

\[
RSR = \frac{RMSE}{STDEV} = \sqrt{\frac{\sum_{i=1}^{n} (O_i - S_i)^2}{\sum_{i=1}^{n} (O_i - \bar{O})^2}} \quad \cdots(2)
\]

The PBIAS index determines the average trend between simulations and their corresponding observations (Gupta et al. 1999), as shown in Eq. (3),

\[
PBIAS = \frac{\sum_{i=1}^{n} (O_i - S_i)}{\sum_{i=1}^{n} O_i} \times 100 \quad \cdots(3)
\]

Where, \(O_i\) and \(S_i\) are measurements and simulations, respectively, and \(\bar{O}\) is the average of the observations. A positive (negative) index reflects that the bias is underestimated (overestimated).

The performance of the model was divided into four categories with respect to flow simulation on a monthly time scale following the research of Moriasi et al. (2007).

RESULTS AND DISCUSSION

Sensitivity Analysis

A sensitivity analysis of two outlets of the studied catchment was conducted, where 26 parameters relating to streamflow were used to identify sensitive parameters on a monthly scale (including the curve number (CN2) and parameters of soil properties and topography). The relative changes of the distributed parameters, which are different in every HRU or sub-catchment, were assessed using the Latin hypercube method. The \(t\)-test was applied in the SWAT-CUP program to determine relatively significant parameters with two statistics.
The parameters with larger $t$-stat values and smaller $p$-values were determined as being sensitive parameters. These two statistics, the sensitivity ranking, initial parameter ranges, final parameter uncertainty ranges, and the best simulated estimate of monthly streamflow are summarized in Table 2. Only sensitivity parameters ranked from 1 to 15 are listed in Table 2.

The results indicate that parameters associated with surface runoff generation (CN2 and CANMX), the evapotranspiration parameter (ESCO), and soil characteristics (including SOL_Z, SOL_BD, and SOL_AWC) are highly sensitive to the objective function (NSE). Therefore, it can be concluded that both overland flow and sub-surface water significantly affect the streamflow simulation results. The final ranges of the 15 significant parameters can be well applied in model calibration and validation with respect to the two outlets on a monthly time scale.

Model Calibration and Validation

Many studies have demonstrated that the results of the SWAT model are generally better when using a monthly rather than a daily step (Shen et al. 2010, Jang et al. 2018, Uniyal et al. 2015). Therefore, in this study, monthly streamflow data from January 2009 to December 2016 were adopted to calibrate and validate the SWAT model. Model input parameters were selected carefully for the calibration period (with their respective uncertainty ranges), and the selected parameters were then applied to calibrate the model using the SUFI-2 algorithm. In this study, the NSE was the objective function with a threshold value of 0.5, and parameters were identified using ranges rather than specific values; the calibrated model can also be used to validate the model using the same parameter ranges. Furthermore, calibration in a single site was not sufficient to the large catchment area, due to the parameters are distributed and heterogeneous. Consequently, multi-site calibrations were better than single-site calibration for the distributed hydrological model.

Observations and simulations for the calibration periods 2009-2012 and the validation period 2013–2016 at the XMG gauging station (the outlet of sub-catchment 9) and the whole out are graphically displayed in the top and bottom of Fig. 3 and Fig. 4, respectively. From the figures, the simulated monthly streamflow trends for both periods are close to those of measurements, and peak flow timings are usually well-simulated. Furthermore, the streamflow characteristics of the studied catchment are similar to those of most watersheds with the same climate; for example, streamflow is higher (lower) in the wet (dry) season. However, the peak flow values are underestimated (overestimated) in 2010 and 2014 (2009 and 2011). It is speculated that this relates to an over- (under-) estimation of precipitation.

The results of statistical indicators for observations and simulations on a monthly scale at the two stations in both the calibration and validation periods are compared in Table
For the XMG gaging station, the NSE, RSR, and PBIAS were 0.81, 0.44, and 2.69 for the calibration period, respectively, and 0.87, 0.35 and 0.7 for the validation period, respectively. For the whole outlet, the NSE, RSR, and PBIAS are 0.91, 0.3, and 4.8 for the calibration period, respectively, and 0.94, 0.24, and -1.53 for the validation period, respectively. These results show that the simulations of both periods are quite good (Moriasi et al. 2007). However, in general, simulated stream flows are all underestimated in both the calibration and validation periods (i.e., PBIAS of 2.69 and 0.7, respectively,) for the XMG gaging station, and simulated streamflow is underestimated (i.e., PBIAS of 4.8) in the calibration period but overestimated in the validation period (PBIAS of -1.53) at the whole outlet. Compared with the results from the study of Wan et al. (2018), the values of statistical indexes are all better. Therefore, using the SWAT model with inputs from a regular gauging station and CMADS data can provide reliable results for the studied catchment. Furthermore, the calibrated SWAT model can be applied in further research,

Table 3: Evaluation indicators of SWAT performance at the XMG gaging station.

| Statistics | Calibration period (2009-2012) | Validation period (2013-2016) | Wan et al. (2018) |
|------------|-------------------------------|-------------------------------|------------------|
|            | Measured          | Simulated          | Measured          | Simulated          | Measured          | Simulated          |
| Mean (m³/s)| 4.62             | 4.50              | 4.91             | 4.87              | 0.64             | 0.86              |
| Median (m³/s)| 2.87            | 3.87              | 3.56             | 3.8               | 0.59             | 0.37              |
| Standard deviation (m³/s) | 3.43       | 3.13              | 3.72             | 3.46              | 0.78             | 0.80              |
| Minimum (m³/s) | 1.62         | 1.24              | 1.61             | 0.96              | 1.04             | 0.81              |
| Maximum (m³/s) | 14.46       | 16.37             | 18.23            | 14.16             |                   |                   |
| NSE        | 0.81             | 0.44              | 0.87             | -5.5              | -5.5             | 0.86              |
| RSR        | 0.65             | 0.86              |                   |                   |                   |                   |
| PBIAS      | 2.69             | 0.70              | -5.5             | 11.9              |                   |                   |
| p-factor   | 0.81             | 0.83              | 0.78             | 0.80              |                   |                   |
| r-factor   | 0.65             | 0.72              | 1.04             | 0.81              |                   |                   |

Fig. 3: Observation and simulation at monthly scale for the XMG gaging station in the calibration period of 2009-2012 (top) and the validation period of 2013-2016 (bottom).
Uncertainty Analysis

The p-factor was 0.94 for the calibration period for the whole outlet, which indicates that 94% of the measured streamflow data were bracketed by the 95PPU band. In addition, the r-factor was 0.84 (Table 4). For the validation period, 85% of the measured data were bracketed by the 95PPU band (p-factor = 0.85), and the r-factor was 1.05. Based on previous research (Abbaspour et al. 2015, Schuol et al. 2008), when the p-factor is larger than 0.75 and the simultaneous r-factor is less than 1.5, the uncertainty of streamflow simulation results is considered to be acceptable. Therefore, it can be deduced that the SUFI-2 algorithm is capable of successfully capturing measured streamflow for both the calibration and validation periods. However, a careful examination of uncertainty analysis results shows that peak flow in 2010 is missing from the 95PPU band, which could be the result of limitations in the SWAT model and associated uncertainties. Therefore, surface runoff generation and groundwater recharge are important in study catchment. The parameters relating to

![Fig. 4: Observations and simulations on a monthly scale at the whole outlet for calibration period of 2009-2012 (top) and the validation period of 2013-2016 (bottom).](image)

such as that relating to water balance analysis and water quality evaluation.

Table 4: Evaluation indicators of SWAT performance at the whole outlet.

| Statistics | Calibration period (2009-2012) | Validation period (2013-2016) |
|------------|-------------------------------|-----------------------------|
|            | Measured | Simulated | Measured | Simulated |
| Mean (m³/s)       | 12.36 | 11.76 | 11.74 | 11.74 |
| Median (m³/s)    | 6.83 | 8.26 | 7.13 | 8.48 |
| Standard deviation (m³/s) | 10.69 | 8.26 | 10.02 | 10.08 |
| Minimum (m³/s)   | 2.93 | 2.14 | 1.91 | 0.96 |
| Maximum (m³/s)   | 48.7 | 40.11 | 41.23 | 35.63 |
| NSE            | 0.91 | 0.94 | 0.85 |
| RSR            | 0.30 | 0.24 | |
| PBIAS          | 4.80 | -1.53 | |
| p-factor       | 0.94 | 0.85 | |
| r-factor       | 0.84 | 1.05 | |
groundwater recharge and overland flow generation are vital hydrological processes. Besides, correlations between parameters were also evaluated, and all values were found to be less than 0.001. Parameter correlations are therefore weak and should be neglected.

**Water Balance Components**

Water balance is the foundation and driving force used in watershed analysis when employing the SWAT model. The objective of calibration is to ensure that simulation results are close to the measurements. In this respect, the SWAT model was re-run using the optimal parameters for the entire period (2009–2016) and water-balance components were then identified for the output files. The mean annual contributions of the water balance are listed in Table 5.

The results show that mean annual precipitation was 1003.8 mm from 2009 to 2016, which comprises mean annual rainfall (980.3 mm) and mean annual snowfall (23.5 mm), and the mean annual actual evapotranspiration comprised 57.03% of this total (572.5 mm). Therefore, evapotranspiration was the main form of water loss, which is related to the fact that the predominant land use type is forestry (accounting for 81.41% of all land use types) (Fig. 2 b). Furthermore, the mean temperature was 16.9°C, also indicating the larger evapotranspiration. Water yield is streamflow generated at the whole catchment outlet and comprises overland flow, lateral soil flow, and shallow groundwater (baseflow). Water yield was 370.46 mm, which is equal to the total water yield of 396.78 mm minus that of deep groundwater (26.32 mm) because the SWAT model assumes that water entered the deep aquifer flowing out of the catchment (Arnold et al. 1993). Overland flow, lateral subsurface runoff, and baseflow contribute 47.02 mm (approximately 12.69% of the total water yield), 201.48 mm (54.42%), and 121.48 mm (32.79%), respectively. The proportion of overland flow is high compared to that of other watersheds with a similar percentage of forest cover. This is mainly due to the soil properties within the catchment, where the predominant soil horizon type is C (91.2%) and the remainder is D (8.8%). This indicates a lower infiltration rate with the greater generation of surface runoff (Neitsch et al. 2011). Furthermore, the average slope is 19.73°, which indicates that lateral subsurface runoff is easily generated and perched water flows out. However, there is less groundwater, and this may be related to the amount of water that gushes from the phosphate mining sites. In addition, the proportion of base flow to total runoff is approximately 30% using the baseflow separation method, which was downloaded from SWAT website (https://swat.tamu.edu/software/). Therefore, the simulation results are reasonable.

The spatial distributions of average annual precipitation, actual evapotranspiration, and each hydrological component (overland runoff, lateral flow, and groundwater) and their contributions to precipitation across the sub-catchments are shown in Fig. 5. The middle of the study catchment receives a greater volume of precipitation. These results indicate that ET rises with a decline in elevation, which is due to the temperature increase at lower altitudes. Besides, the comparison between the spatial distribution of land use (Fig. 2) and ET (Fig. 5) shows that ET is higher in the sub-catchments that have larger river portion (reservoirs). The distribution of the contribution from the overland flow and lateral flow to runoff is consistent with the spatial distribution of precipitation. Furthermore, the distribution of lateral subsurface runoff was also consistent with the variation of elevation. As the

| Components                     | Value (mm/year) |
|--------------------------------|-----------------|
| Rainfall (PRECIP)              | 980.3           |
| Snowfall                       | 23.5            |
| Surface runoff (SURQ)          | 47.02           |
| Lateral soil flow (LATQ)       | 201.96          |
| shallow groundwater (GWQ)      | 121.48          |
| Deep groundwater               | 26.32           |
| Total aquifer recharge         | 154.56          |
| Deep aquifer recharge          | 26.68           |
| REVAP                          | 42.19           |
| Total water yield              | 396.78          |
| Actual evapotranspiration (AET) | 572.5           |
| Potential evapotranspiration   | 1169.5          |
elevation declined, the contribution of lateral flow decreased. However, the distribution of groundwater contribution was less significant with the distribution of precipitation.

The mean annual contribution values of water balance components from 2009 to 2016 are presented in Fig. 6. It is worthy of note that the annual changes in water yield values (including overland flow, lateral flow, and baseflow) are consistent with annual variations in precipitation. However, the variation in the contribution from overland runoff is contrary to that of precipitation in 2012. Subsequent analysis shows that this relates to the temporal distribution of internal precipitation. In early 2012, the initial soil water content was higher because of excessive rainfall. Therefore, when precipitation continued, a larger amount of surface runoff was generated. However, the annual variation in ET was not significant during the whole period, and the change rate in mean annual ET was approximately -0.6%.

Monthly values were also computed for the water balance components and are shown in Fig. 7, where it is evident that changes in ET, which is an important source of water loss, were seasonal. ET was reduced in winter and higher in summer. Seasonal changes in overland flow, lateral sub-surface runoff, and groundwater agree with variations in rainfall. The results show that approximately 62.8% of precipitation occurred during four months from May to August, and the water yield in this period occupied approximately 60.7% of the annual runoff volume. Furthermore, there was a significant difference in the contribution of hydrological components between the dry and wet seasons. The percentage of overland runoff to precipitation ranged from 0 to 22.26% on a monthly step, and a clear difference is identified between wet and dry seasons. Groundwater lags behind precipitation, which is a reality in the natural condition.

The relationships between individual water balance components and monthly precipitation were analysed, and the results are presented in Fig. 8. Further, R² was also calculated to show the significance of correlation relationships. The results show that surface runoff and lateral subsurface flow were significantly influenced by precipitation. The
curvilinear relationships with $R^2$ were 0.6 for overland flow and precipitation, 0.93 for lateral subsurface runoff and precipitation, and 0.86 for ET and precipitation. Significant indicators were all less than 0.001, which indicates a significant correlation and implies that intense precipitation can quickly increase overland flow and interflow, thus causing flooding and water pollution. However, there was only a slight increase in groundwater, and this is considered to be because the soil thickness ranges from 2–10 m in the study catchment (Wang et al. 2016); therefore, groundwater is stable and is less influenced by precipitation. In addition, changes in baseflow are intensively affected by phosphate mining activities, and this weakens the correlation between groundwater and precipitation.
mining activities, and this weakens the correlation between groundwater and precipitation.

**CONCLUSIONS**

In this study, two sources of meteorological data, the CMADS data and observations obtained from four gauging stations, were applied to drive the SWAT model in the upper reaches of the Huangbaihe River Catchment. Furthermore, the model was calibrated and validated at multi-sites simultaneously. The results show that the constructed SWAT model successfully simulates monthly streamflow compared with input only from traditional gauging stations. The main results are provided as follows:

1. A sensitivity analysis of the monthly streamflow simulation shows that CN2, CANMX, and SOLZ are the most sensitive parameters but the correlation between these parameters is weak. The p- and r-factor values were acceptable for both the calibration and validation periods, which indicates that the parameters have low uncertainty. Furthermore, the model performed quite well when simulating streamflow on a monthly scale in both the graphical and statistical indexes.

2. Based on the model output files, mean annual actual evapotranspiration was 572.5 mm, which accounts for approximately 57.03% of mean annual precipitation (1003.8 mm). In addition, mean annual streamflow for the whole outlet of the catchment was 370.46 mm. Furthermore, lateral sub-surface flow contributed to approximately 54.53% of runoff, surface runoff contributed approximately 12.69%, and groundwater baseflow contributed the remaining 32.79%, which is acceptable compared with the result of base-flow separation method (30%).

3. The spatial distributions of overland flow and lateral subsurface flow are consistent with the precipitation distribution. The highest ET is distributed in areas where the river occupies a larger area, and where there is more agricultural land cover. ET was stable during the entire period (2009–2016). Based on regression results, apart from groundwater, the surface runoff, lateral flow and ET were significantly related to precipitation.

It is considered that the water balance component results obtained here can be used in water environment protection and sustainable utilization of the Huangbaihe River Catchment.

![Fig. 8: Relationship between water balance components and precipitation on a monthly time scale (a) overland flow (SURQ) and precipitation; (b) lateral soil flow (LATQ) and precipitation; (c) groundwater (GWQ) and precipitation; (d) evapotranspiration (ET) and precipitation.](image-url)
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