NONEXISTENCE FOR PARABOLIC DIFFERENTIAL INEQUALITIES WITH CONVECTION TERMS IN EXTERIOR DOMAINS
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ABSTRACT. We are concerned with the nonexistence of sign-changing global weak solutions for a class of semilinear parabolic differential inequalities with convection terms in exterior domains. A weight function of the form \( t^\alpha |x|^\sigma \) is considered in front of the power nonlinearity. Two types of non-homogeneous boundary conditions are investigated: Neumann-type and Dirichlet-type boundary conditions. Using a unified approach, for each case, we establish sufficient criteria for the nonexistence of global weak solutions. When \( \alpha = 0 \), the critical exponent in the sense of Fujita is obtained. This exponent is bigger than that found previously by Zheng and Wang (2008) in the case of homogeneous Neumann and Dirichlet boundary conditions.
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1. Introduction

This paper is devoted to the study of nonexistence of global weak solutions to parabolic differential inequalities of the form

\[
\partial_t u - \Delta u - k \frac{x}{|x|^2} \cdot \nabla u \geq t^\alpha |x|^\sigma |u|^p, \quad (t, x) \in (0, \infty) \times B_1^c,
\]

where \( k \in \mathbb{R}, \alpha \geq -1, \sigma \in \mathbb{R} \) and \( p > 1 \). Here, \( B_1 \) denotes the open ball of radius 1 centered at the origin point in \( \mathbb{R}^N \) with \( N \geq 2 \), \( B_1^c \) denotes the complement of \( B_1 \) and \( \cdot \) is the inner product in \( \mathbb{R}^N \). Problem (1.1) is investigated under two types of non-homogeneous boundary conditions: the Neumann type condition

\[
\frac{\partial u}{\partial \nu}(t, x) \geq f(x), \quad (t, x) \in (0, \infty) \times \partial B_1
\]
and the Dirichlet-type condition
\begin{equation}
  u(t, x) \geq f(x), \quad (t, x) \in (0, \infty) \times \partial B_1,
\end{equation}
where $f \in L^1(\partial B_1)$ is a nontrivial function and $\nu$ is the outward unit normal vector on $\partial B_1$, relative to $B_1^c$. We mention below some motivations for studying the considered problems.

The large-time behavior of solutions to the Cauchy problem of the semilinear equation
\begin{equation}
  \partial_t u - \Delta u = u^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N
\end{equation}
was first investigated by Fujita [5]. Namely, it was shown that (1.4) possesses a critical behavior in the following sense:

(a) If $1 < p < 1 + \frac{2}{N}$, then (1.4) does not have any nontrivial global positive solution;
(b) If $p > 1 + \frac{2}{N}$, then (1.4) admits global positive solutions with small initial data.

We say that $1 + \frac{2}{N}$ is the Fujita critical exponent. Later, it was shown that $p = 1 + \frac{2}{N}$ belongs to the case (a) (see [7] for $N = 1, 2$ and [9] for any $N \geq 1$).

In [5], Fujita asked the following question: If in problem (1.4) the whole space is replaced by the exterior of a bounded domain, is $1 + \frac{2}{N}$ still the critical exponent? An affirmative answer to this question was furnished by Bandle and Levine [1] in the case of an homogeneous Dirichlet boundary condition. Later, Levine and Zhang [11] obtained the same result in the case of an homogeneous Neumann boundary condition.

In [17], Zheng and Wang investigated the large-time behavior of nonnegative solutions to a class of quasilinear parabolic equations with convection terms in exterior domains. The considered class includes as a special case parabolic equations of the form
\begin{equation}
  \partial_t u - \Delta u - k \frac{x}{|x|^2} \cdot \nabla u = |x|^{\sigma} u^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N \setminus \omega,
\end{equation}
where $k \in \mathbb{R}$, $\sigma \geq 0$, $p > 1$ and $\omega$ is a bounded domain in $\mathbb{R}^N$ containing the origin with a smooth boundary $\partial \omega$. Problem (1.5) was studied under the homogeneous Neumann boundary condition
\begin{equation}
  \frac{\partial u}{\partial \nu}(t, x) = 0, \quad (t, x) \in (0, \infty) \times \partial \omega
\end{equation}
and the homogeneous Dirichlet boundary condition
\begin{equation}
  u(t, x) = 0, \quad (t, x) \in (0, \infty) \times \partial \omega.
\end{equation}

Namely, for both problems, it was shown that
\[ p_c = \begin{cases} 
  1 + \frac{\sigma + 2}{N+k}, & \text{if } k > -N; \\
  \infty, & \text{if } k \leq -N
\end{cases} \]
is critical in the sense of Fujita. Moreover, $p = p_c$ belongs to the blow-up case under any nontrivial initial data.

In [16], Zhang considered for the first time the exterior problem
\begin{equation}
  \partial_t u - \Delta u = |x|^{\sigma} u^p, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N \setminus \omega,
\end{equation}
where $N \geq 3$, $\sigma > -2$ and $p > 1$, subject to the non-homogeneous Neumann boundary condition
\begin{equation}
  \frac{\partial u}{\partial \nu}(t, x) = f(x), \quad (t, x) \in (0, \infty) \times \partial \omega
\end{equation}
or the non-homogeneous Dirichlet boundary condition

$$u(t, x) = f(x), \quad (t, x) \in (0, \infty) \times \partial \omega,$$

where $f \geq 0$ is a nontrivial $L^1(\partial \omega)$ function. An interesting phenomenon was observed in this case. Namely, it was shown that the critical exponent in the sense of Fujita for problems (1.8)-(1.9) and (1.8)-(1.10) jumps from $1 + \frac{\sigma + 2}{N}$ (i.e. the critical exponent for problems (1.8)-(1.6) and (1.8)-(1.7)) to the bigger exponent $1 + \frac{\sigma + 2}{N - 2}$. In the case $N = 2$ and $\sigma = 0$, it was shown in [8] that the critical exponent for problems (1.8)-(1.9) and (1.8)-(1.10) is equal to $\infty$.

In [14], the third author considered parabolic differential inequalities of the form

$$\partial_t u - \Delta u \geq t^\alpha |x|^{\sigma} u^p, \quad (t, x) \in (0, \infty) \times B_1^c,$$

where $\alpha > -1$, $\sigma > -2$ and $N \geq 3$. Problem (1.11) was investigated subject to the non-homogeneous Dirichlet-type boundary condition (1.3), where $f \in C^1(\partial B_1)$, $f \geq 0$ and $f \neq 0$. Namely, for nonnegative initial data, it was shown that, if

$$1 < p < 1 + \frac{\sigma + 2 + 4 \alpha N}{N - 2},$$

then problem (1.11) subject to the boundary condition (1.3) admits no global weak solution. Clearly, from (1.12), it was supposed implicitly that $\sigma > -(2 + 4 \alpha N)$. Observe that in the case of nonnegative solutions, (1.11) is a special case of (1.1) with $k = 0$.

For additional results related to differential inequalities in unbounded domains, see e.g. [10] in the case of cone-like domains and [6, 12, 15] in the case of manifolds.

The novelty of our work lies on:

1. the investigation of large-time behavior of sign-changing solutions to (1.1);
2. the consideration of non-homogeneous boundary conditions.

Notice that in our case, the methods used in [14, 17] cannot be applied due to the change of signs of solutions. In this paper, our approach is based on the nonlinear capacity method developed by Mitidieri and Pohozaev [13] (see also [2, 3, 4]) and the use of adequate test functions that depend on the considered boundary conditions.

Before stating our main results, let us mention in which sense the solutions are considered. Let

$$\Omega = (0, \infty) \times B_1^c \quad \text{and} \quad \Gamma = (0, \infty) \times \partial B_1.$$

For the Neumann type boundary condition, we introduce the test function space

$$\Phi = \left\{ \varphi \in C^{1,2}_{t,x}(\Omega) : \varphi \geq 0, \text{supp}(\varphi) \subset \subset \Omega, \left( \frac{\partial \varphi}{\partial \nu} + k \varphi \right) \mid _{\Gamma} = 0 \right\}.$$

Notice that $B_1^c$ is closed and $\Gamma \subset \Omega$.

**Definition 1.1.** We say that $u \in L^p_{loc}(\Omega)$ is a global weak solution to problem (1.1) under the boundary condition (1.2), if

$$\int_{\Omega} t^\alpha |x|^{\sigma} |u|^p \varphi \, dx \, dt + \int_{\Gamma} f \varphi \, dS_x \, dt$$

$$\leq \int_{\Omega} u \partial_t \varphi \, dx \, dt + \int_{\Omega} \left( -\Delta \varphi + k \text{div} \left( \varphi \frac{x}{|x|^2} \right) \right) u \, dx \, dt,$$

for every $\varphi \in \Phi$. 
For the Dirichlet-type boundary condition, we introduce the test function space

\[ \Psi = \left\{ \psi \in C^{1,2}_{t,x}(\Omega) : \psi \geq 0, \text{supp}(\psi) \subset \subset \Omega, \psi|_{\Gamma} = 0, \frac{\partial \psi}{\partial \nu}|_{\Gamma} \leq 0 \right\}. \]

**Definition 1.2.** We say that \( u \in L^p_{loc}(\Omega) \) is a global weak solution to problem (1.1) under the boundary condition (1.3), if

\[
\int_{\Omega} t^a |x|^\sigma |u|^p \psi \, dx \, dt - \int_{\Gamma} f \frac{\partial \psi}{\partial \nu} \, dS_x \, dt \\
\leq - \int_{\Omega} \partial_t \psi \, dx \, dt + \int_{\Omega} \left( -\Delta \psi + k \Delta (\psi |x|^2) \right) u \, dx \, dt,
\]

for every \( \psi \in \Psi \).

For \( f \in L^1(\partial B_1) \), let

\[ I_f = \int_{\partial B_1} f(x) \, dS_x. \]

In the case \( \alpha > 0 \), we have the following result.

**Theorem 1.3.** Assume that \( f \in L^1(\partial B_1) \) and \( I_f > 0 \). If \( \alpha > 0 \), then for all \( p > 1 \),

(i) problem (1.1) under the boundary condition (1.2) admits no global weak solution;

(ii) problem (1.1) under the boundary condition (1.3) admits no global weak solution.

Now, we consider the case \( -1 \leq \alpha \leq 0 \). We first suppose that \( k > 2 - N \).

**Theorem 1.4.** Assume that \( f \in L^1(\partial B_1) \) and \( I_f > 0 \). If \( -1 \leq \alpha \leq 0 \), \( \sigma + 2(\alpha + 1) > 0 \) and \( k > 2 - N \), then for all

\[
1 < p < 1 + \frac{\sigma + 2(\alpha + 1)}{N + k - 2},
\]

(i) problem (1.1) under the boundary condition (1.2) admits no global weak solution;

(ii) problem (1.1) under the boundary condition (1.3) admits no global weak solution.

Next, we suppose that \( k \leq 2 - N \).

**Theorem 1.5.** Assume that \( f \in L^1(\partial B_1) \) and \( I_f > 0 \). If \( -1 \leq \alpha \leq 0 \) and \( k \leq 2 - N \), then for all \( p > 1 \),

(i) problem (1.1) under the boundary condition (1.2) admits no global weak solution for \( \sigma + 2(\alpha + 1) > 2 - N - k \);

(ii) problem (1.1) under the boundary condition (1.3) admits no global weak solution for \( \sigma + 2(\alpha + 1) > 0 \).

**Remark 1.6.** Let us consider problem (1.11) under the Dirichlet-type boundary condition (1.3), where \( f \in C(\partial B_1) \), \( f \geq 0 \) and \( f \neq 0 \). As we mentioned in Section 1, it was shown in [14] that for nonnegative initial data, if

\[
\alpha > -1, \ \sigma > \max\{-2, -(2 + 4\alpha N)\}, \ N \geq 3, \ 1 < p < 1 + \frac{\sigma + 2 + 4\alpha N}{N - 2},
\]

then problem (1.11) subject to the boundary condition (1.3) admits no global weak solution. On the other hand, by Theorems 1.3, 1.4 and 1.5, we deduce that, if \( f \in L^1(\partial B_1) \), \( I_f > 0 \)
and
\begin{equation}
\begin{cases}
\alpha > 0, \ p > 1 \\
\text{or} \\
-1 \leq \alpha \leq 0, \ \sigma > -2(\alpha + 1), \ N = 2, \ p > 1 \\
\text{or} \\
-1 \leq \alpha \leq 0, \ \sigma > -2(\alpha + 1), \ N \geq 3, \ 1 < p < 1 + \frac{\sigma + 2(\alpha + 1)}{N - 2},
\end{cases}
\end{equation}

then problem (1.11) subject to the boundary condition (1.3) admits no global weak solution. Comparing (1.16) with (1.17), we see that our result improves that obtained in [14]. Notice also that no condition on the initial data is imposed in our results and the considered class of functions $f$ is more large than that in [14].

Finally, we consider the critical case when $\alpha = 0$ and $k > 2 - N$.

**Theorem 1.7.** Assume that $f \in L^1(\partial B_1)$ and $I_f > 0$. If $\alpha = 0$, $\sigma > -2$ and $k > 2 - N$, then for
\begin{equation}
(1.18) \quad p = 1 + \frac{\sigma + 2}{N + k - 2},
\end{equation}

(i) problem (1.1) under the boundary condition (1.2) admits no global weak solution;
(ii) problem (1.1) under the boundary condition (1.3) admits no global weak solution.

**Remark 1.8.** At this time, for $-1 \leq \alpha < 0$, $\sigma + 2(\alpha + 1) > 0$ and $k > 2 - N$, we do not know whether condition (1.15) is sharp or not. However, for $\alpha = 0$, $\sigma > -2$ and $k > 2 - N$, the exponent $1 + \frac{\sigma + 2}{N + k - 2}$ is the Fujita critical exponent for problems (1.1)-(1.2) and (1.1)-(1.3). Namely, if $p > 1 + \frac{\sigma + 2}{N + k - 2}$, taking $u(x) = \varepsilon |x|^\delta$, where
\[2 - N - k < \delta < -\frac{\sigma + 2}{p - 1} < 0\]
and
\[0 < \varepsilon < [\delta(2 - N - k - \delta)]^{-\frac{1}{p-1}},\]
we can check that $u$ is a stationary solution to problems (1.1)-(1.2) and (1.1)-(1.3) for suitable $f \geq 0$.

**Remark 1.9.** It is interesting to observe that in the case $\alpha = 0$, $\sigma > -2$ and $k > 2 - N$, the critical exponent for problems (1.1)-(1.2) and (1.1)-(1.3) jumps from $p_c = 1 + \frac{\sigma + 2}{N + k}$ (i.e. the critical exponent for (1.5)-(1.6) and (1.5)-(1.7)) to the bigger exponent $1 + \frac{\sigma + 2}{N + k - 2}$.

The rest of the paper is organized as follows. Section 2 is devoted to some preliminary estimates. Namely, we first establish a priori estimates for global weak solutions to problems (1.1)-(1.2) and (1.1)-(1.3). Next, according to the considered boundary conditions, some test functions are introduced and some useful estimates are established. Finally, we prove our main results in Section 3.

Throughout this paper, the letter $C$ denotes always a generic positive constant whose value is unimportant and may vary at different occurrences. For $\delta > 0$, we denote by $B_\delta$ the open ball of radius $\delta$ centered at the origin point in $\mathbb{R}^N$. For $0 < \delta_1 < \delta_2$, we denote by $C(\delta_1, \delta_2)$ the subset of $\mathbb{R}^N$ defined by
\[C(\delta_1, \delta_2) = \{x \in \mathbb{R}^N : \delta_1 < |x| < \delta_2\}.\]
2. Preliminaries

2.1. A priori estimates. The following a priori estimates will play a crucial role in the proofs of our main results.

For $k \in \mathbb{R}$, let $L_k$ be the differential operator defined by

$$L_k v = \Delta v - k \text{div} \left( \frac{v}{|x|^2} x \right).$$

For $\mu \in \Phi \cup \Psi$, let

$$I_1(\mu) = \int_{\Omega} t^{\frac{\alpha}{p-1}} |x|^{\frac{\alpha}{p-1}} \mu^{\frac{1}{p-1}} |\partial_t \mu|^{\frac{p}{p-1}} \, dx \, dt$$

and

$$I_2(\mu) = \int_{\Omega} t^{\frac{\alpha}{p-1}} |x|^{\frac{\alpha}{p-1}} L_k \mu^{\frac{p}{p-1}} \, dx \, dt.$$

Proposition 2.1. Assume that $u \in L^p_{\text{loc}}(\Omega)$ is a global weak solution to problem (1.1) under the boundary condition (1.2). Then

$$\int_{\Gamma} f \varphi dS_x \, dt \leq C \sum_{i=1}^2 I_i(\varphi),$$

for every $\varphi \in \Phi$, provided that $I_i(\varphi) < \infty$, $i = 1, 2$.

Proof. By (1.13), we have

$$\int_{\Omega} t^\alpha |x|^\sigma |u|^p \varphi \, dx \, dt + \int_{\Gamma} f \varphi dS_x \, dt \leq \int_{\Omega} |u| |\partial_t \varphi| \, dx \, dt + \int_{\Omega} |L_k \varphi| |u| \, dx \, dt,$$

for every $\varphi \in \Phi$. On the other hand, using $\varepsilon$-Young inequality with $\varepsilon > 0$, we get

$$\int_{\Omega} |u| |\partial_t \varphi| \, dx \, dt \leq \varepsilon \int_{\Omega} t^\alpha |x|^\sigma |u|^p \varphi \, dx \, dt + CI_1(\varphi)$$

and

$$\int_{\Omega} |L_k \varphi| |u| \, dx \, dt \leq \varepsilon \int_{\Omega} t^\alpha |x|^\sigma |u|^p \varphi \, dx \, dt + CI_2(\varphi).$$

In view of (2.5), (2.6) and (2.7), there holds

$$(1 - 2\varepsilon) \int_{\Omega} t^\alpha |x|^\sigma |u|^p \varphi \, dx \, dt + \int_{\Gamma} f \varphi dS_x \, dt \leq C \sum_{i=1}^2 I_i(\varphi).$$

Taking $\varepsilon = \frac{1}{2}$ in the above inequality, we obtain (2.4). \qed

Following the same argument used in the proof of Proposition 2.1, we obtain the following a priori estimate for problem (1.1) under the boundary condition (1.3).

Proposition 2.2. Assume that $u \in L^p_{\text{loc}}(\Omega)$ is a global weak solution to problem (1.1) under the boundary condition (1.3). Then

$$- \int_{\Gamma} f \frac{\partial \psi}{\partial \nu} dS_x \, dt \leq C \sum_{i=1}^2 I_i(\psi),$$

for every $\psi \in \Psi$, provided that $I_i(\psi) < \infty$, $i = 1, 2$. 

2.2. Test functions. Let $N$ be the function defined by

$$N(x) = |x|^k, \quad x \in B_1^c.$$ 

One can check easily that the function $N$ satisfies

$$\begin{align*}
L_k N &= 0 \quad \text{in} \quad B_1^c, \\
\frac{\partial N}{\partial \nu} + kN &= 0 \quad \text{on} \quad \partial B_1,
\end{align*}$$

where $L_k$ is the differential operator defined by (2.1).

Let $D$ be the function defined in $B_1^c$ by

$$D(x) = \begin{cases} 
|x|^k (1 - |x|^{2-N-k}), & \text{if} \quad k > 2 - N, \\
|x|^{2-N} (1 - |x|^{k-2+N}), & \text{if} \quad k < 2 - N, \\
|x|^{2-N} \ln |x|, & \text{if} \quad k = 2 - N.
\end{cases}$$

It can be easily seen that the function $D$ is nonnegative and satisfies

$$\begin{align*}
L_k D &= 0 \quad \text{in} \quad B_1^c, \\
D &= 0 \quad \text{on} \quad \partial B_1.
\end{align*}$$

Let $\zeta \in C_\infty^c(\mathbb{R})$ be such that

$$\zeta \geq 0, \quad \zeta \not\equiv 0, \quad \text{supp}(\zeta) \subset (0, 1).$$

For sufficiently large $T$ and $\ell$, we introduce the function

$$\iota(t) = \zeta^\ell \left( \frac{t}{T} \right), \quad t > 0.$$

For sufficiently large $R$, let $\{\xi_R\}_R \subset C_\infty^c(\mathbb{R}^N)$ be a family of cut-off functions satisfying

$$0 \leq \xi_R \leq 1, \quad \xi_R \equiv 1 \quad \text{in} \quad B_R, \quad \text{supp}(\xi_R) \subset B_{2R}, \quad |\nabla \xi_R| \leq CR^{-1}, \quad |\Delta \xi_R| \leq CR^{-2}.$$

We need also a family of cut-off functions $\{\eta_R\}_R \subset C_\infty^c(\mathbb{R}^N)$ satisfying

$$0 \leq \eta_R \leq 1, \quad \eta_R \equiv 1 \quad \text{in} \quad B_{\sqrt{R}}, \quad \text{supp}(\eta_R) \subset B_R$$

and

$$|\nabla \eta_R| \leq \frac{C}{|x| \ln R}, \quad |\Delta \eta_R| \leq \frac{C}{|x|^2 \ln R}, \quad x \in C(\sqrt{R}, R).$$

For instance, taking a smooth function $\vartheta : \mathbb{R} \to [0, 1]$ satisfying

$$\vartheta(s) = \begin{cases} 
1, & \text{if} \quad s \leq 0, \\
0, & \text{if} \quad s \geq 1,
\end{cases}$$

one can check easily that the family of functions $\{\eta_R\}_R$ defined by

$$\eta_R(x) = \vartheta \left( \frac{\ln |x|}{\ln \sqrt{R}} - 1 \right), \quad x \in \mathbb{R}^N,$$

satisfies (2.13) and (2.14).

For problem (1.1) under the boundary condition (1.2), we first introduce test functions of the form

$$\varphi(t, x) = \iota(t) F(x), \quad (t, x) \in \Omega,$$

where

$$F(x) = N(x) \xi_R^\ell(x), \quad x \in B_1^c.$$
Lemma 2.3. For sufficiently large $T$, $\ell$ and $R$, the function $\varphi$ defined by (2.15) belongs to the test function space $\Phi$.

Proof. We have just to show that $(\frac{\partial \varphi}{\partial \nu} + k\varphi)|_{\Gamma} = 0$. In view of (2.15), we have

$$\frac{\partial \varphi}{\partial \nu}(t, x) + k\varphi(t, x) = \iota(t) \left( \frac{\partial F}{\partial \nu}(x) + kF(x) \right), \quad (t, x) \in \Gamma.$$  \hfill (2.16)

On the other hand, for $x \in C(1, R)$, since $\xi_R \equiv 1$ in $B_R$, we get

$$\nabla F(x) = \nabla \left( N(x)\xi_R(x) \right) = \xi_R(x)\nabla N(x) + N(x)\nabla (\xi_R(x)) = \nabla N(x).$$

Hence, by (2.9), there holds

$$\frac{\partial F}{\partial \nu}(x) + kF(x) = \frac{\partial N}{\partial \nu}(x) + kN(x) = 0, \quad x \in \partial B_1,$$

which implies by (2.16) that

$$\frac{\partial \varphi}{\partial \nu}(t, x) + k\varphi(t, x) = 0, \quad (t, x) \in \Gamma. \quad \square$$

Next, we introduce test functions of the form

$$\varphi^*(t, x) = \iota(t)F^*(x), \quad (t, x) \in \Omega,$$

where

$$F^*(x) = N(x)\eta_R(x), \quad x \in B_1^c.$$

Lemma 2.4. For sufficiently large $T$, $\ell$ and $R$, the function $\varphi^*$ defined by (2.17) belongs to the test function space $\Phi$.

Proof. We have just to show that $(\frac{\partial \varphi^*}{\partial \nu} + k\varphi^*)|_{\Gamma} = 0$. In view of (2.17), we have

$$\frac{\partial \varphi^*}{\partial \nu}(t, x) + k\varphi^*(t, x) = \iota(t) \left( \frac{\partial F^*}{\partial \nu}(x) + kF^*(x) \right), \quad (t, x) \in \Gamma.$$  \hfill (2.18)

On the other hand, for $x \in C(1, \sqrt{R})$, since $\eta_R \equiv 1$ in $B_{\sqrt{R}}$, we get

$$\nabla F^*(x) = \nabla N(x).$$

The rest of the proof is the same as that of Lemma 2.3. \quad \square

For problem (1.1) under the boundary condition (1.3), we first introduce test functions of the form

$$\psi(t, x) = \iota(t)G(x), \quad (t, x) \in \Omega,$$

where

$$G(x) = D(x)\xi^\ell_R(x), \quad x \in B_1^c.$$

Lemma 2.5. For sufficiently large $T$, $\ell$ and $R$, the function $\psi$ defined by (2.18) belongs to the test function space $\Psi$. 

Proof. We have just to show that \( \frac{\partial \psi}{\partial \nu} \mid_{\Gamma} \leq 0 \). In view of (2.18), we have

\[
\frac{\partial \psi}{\partial \nu}(t, x) = \iota(t) \frac{\partial G}{\partial \nu}(x), \quad (t, x) \in \Gamma.
\]

On the other hand, for \( x \in C(1, R) \), since \( \xi_R \equiv 1 \) in \( B_R \), we get

\[
\nabla G(x) = \nabla D(x)
\]

\[
= \begin{cases} 
(2 - N)\ln |x| - \frac{N}{2}, & \text{if } k > 2 - N, \\
-(2 - N)\ln |x| + \frac{N}{2}, & \text{if } k < 2 - N, \\
\frac{N}{2}, & \text{if } k = 2 - N.
\end{cases}
\]

Hence, for \( x \in \partial B_1 \), there holds

\[
\frac{\partial G}{\partial \nu}(x) = \begin{cases} 
2 - N - k, & \text{if } k > 2 - N, \\
k + N - 2, & \text{if } k < 2 - N, \\
-1, & \text{if } k = 2 - N.
\end{cases}
\]

Thus, in view of (2.19) (notice that \( \iota(t) \geq 0 \)), we obtain

\[
\frac{\partial \psi}{\partial \nu}(t, x) = \begin{cases} 
(2 - N - k)\iota(t) \leq 0, & \text{if } k > 2 - N, \\
(k + N - 2)\iota(t) \leq 0, & \text{if } k < 2 - N, \\
-\iota(t) \leq 0, & \text{if } k = 2 - N.
\end{cases}
\]

Next, we introduce test functions of the form

\[
\psi^*(t, x) = \iota(t)G^*(x), \quad (t, x) \in \Omega,
\]

where

\[
G^*(x) = D(x)\eta^\ell_R(x), \quad x \in B_1^\ell.
\]

Lemma 2.6. For sufficiently large \( T, \ell \) and \( R \), the function \( \psi^* \) defined by (2.21) belongs to the test function space \( \Psi \).

Proof. Proceeding as in the proof of Lemma 2.5, in view of (2.21) and using that \( \eta_R \equiv 1 \) in \( B_{\sqrt{R}} \), we get

\[
\frac{\partial \psi^*}{\partial \nu}(t, x) = \begin{cases} 
(2 - N - k)\iota(t) \leq 0, & \text{if } k > 2 - N, \\
(k + N - 2)\iota(t) \leq 0, & \text{if } k < 2 - N, \\
-\iota(t) \leq 0, & \text{if } k = 2 - N.
\end{cases}
\]

2.3. Useful estimates. In this subsection, we shall estimate the terms \( I_i(\mu), i = 1, 2 \), for \( \mu \in \{\varphi, \varphi^*, \psi, \psi^*\} \), where the test functions \( \varphi, \varphi^*, \psi \) and \( \psi^* \) are defined respectively by (2.15), (2.17), (2.18) and (2.21). Such estimates will play a crucial role in the proofs of our main results.

Lemma 2.7. Let \( \mu \in \{\varphi, \varphi^*\} \). For sufficiently large \( T, \ell \) and \( R \), there holds

\[
I_1(\mu) \leq C T^{1 - \frac{2\ell + \langle \mu \rangle}{p-1}} \left( \ln R + R^{N+k-\frac{\langle \mu \rangle}{p-1}} \right).
\]
Proof. We shall prove \((2.23)\) in the case \(\mu = \varphi\). The case \(\mu = \varphi^*\) can be treated in a similar way. In view of \((2.2)\) and \((2.15)\), we have

\[
I_1(\varphi) = \left( \int_0^\infty t^{-\frac{\alpha}{p-1}} \nu^{-1}(t) |\nu'(t)|^{\frac{p}{p-1}} dt \right) \left( \int_{B^\varepsilon} |x|^{\frac{\sigma}{p-1}} F(x) \, dx \right).
\]

On the other hand, one has

\[
|\nu'(t)| \leq CT^{-1} \xi^{\ell-1} \left( \frac{t}{T} \right), \quad t > 0,
\]

which yields

\[
t^{-\frac{\alpha}{p-1}}(t)|\nu'(t)|^{\frac{p}{p-1}} \leq CT^{-\frac{\alpha}{p-1}} \xi^{\ell-\frac{1}{p-1}} \left( \frac{t}{T} \right), \quad t > 0.
\]

Hence, by \((2.11)\), we obtain

\[
\int_0^\infty t^{-\frac{\alpha}{p-1}} \nu^{-1}(t) |\nu'(t)|^{\frac{p}{p-1}} dt \leq CT^{-\frac{\alpha}{p-1}} \int_0^T t^{-\frac{\alpha}{p-1}} \xi^{\ell-\frac{1}{p-1}} \left( \frac{t}{T} \right) dt
\]

\[
= CT^{1-\frac{\alpha}{p-1}} \frac{\alpha}{p-1} \int_{\text{supp}(\xi)} s^{-\frac{\alpha}{p-1}} \xi^{\ell-\frac{1}{p-1}}(s) \, ds.
\]

Notice that, since supp(\(\xi\)) \(\subset (0,1)\), then

\[
\int_{\text{supp}(\xi)} s^{-\frac{\alpha}{p-1}} \xi^{\ell-\frac{1}{p-1}}(s) \, ds < \infty \quad \text{(for sufficiently large } \ell)\).
\]

Consequently, we get

\[
\int_0^\infty t^{-\frac{\alpha}{p-1}} \nu^{-1}(t) |\nu'(t)|^{\frac{p}{p-1}} dt \leq CT^{1-\frac{\alpha}{p-1}}.
\]

Moreover, by the definition of the function \(F\) and using \((2.12)\), we obtain

\[
\int_{B^\varepsilon} |x|^{\frac{\sigma}{p-1}} F(x) \, dx \leq \int_{B^\varepsilon} |x|^{\frac{\sigma}{p-1}+k} \xi^{\ell}(x) \, dx
\]

\[
\leq \int_{C(1,2R)} |x|^{\frac{\sigma}{p-1}+k} \, dx
\]

\[
= C \int_{r=1}^{2R} r^{N+k-1-\frac{\sigma}{p-1}} \, dr
\]

\[
\leq C \left( \ln R + R^{N+k-\frac{\sigma}{p-1}} \right).
\]

Then, \((2.23)\) follows from \((2.24)\), \((2.25)\) and \((2.26)\). \qed

Lemma 2.8. For sufficiently large \(T, \ell\) and \(R\), there holds

\[
I_2(\varphi) \leq CT^{1-\frac{\alpha}{p-1}} R^{\frac{(k-2)p-(\alpha+k)}{p-1}+N}.
\]

Moreover, if \(\alpha = 0\) and \(p(N+k-2) = N+\sigma+k\), then

\[
I_2(\varphi^*) \leq CT(\ln R)^{\frac{1}{p-1}}.
\]

Proof. In view of \((2.1)\), \((2.3)\) and \((2.15)\), we get

\[
I_2(\varphi) = \left( \int_0^\infty t^{-\frac{\alpha}{p-1}} \nu^{-1}(t) dt \right) \left( \int_{B^\varepsilon} |x|^{\frac{\sigma}{p-1}} F(x) \frac{1}{p-1} |L_k F(x)|^{\frac{p}{p-1}} \, dx \right).
\]
On the other hand, we have
\[
\int_0^\infty t^{\frac{\alpha}{p-1}} \varrho(t) \, dt = \int_0^T t^{\frac{\alpha}{p-1}} \zeta^\ell \left( \frac{t}{T} \right) \, dt = T^{1-\frac{\alpha}{p-1}} \int_{\text{supp}(\zeta)} s^{\frac{\alpha}{p-1}} \zeta^\ell(s) \, ds,
\]
which yields
\begin{equation}
\int_0^\infty t^{\frac{\alpha}{p-1}} \varrho(t) \, dt = CT^{1-\frac{\alpha}{p-1}}.
\end{equation}

By the definition of the function \( F \) and using (2.12), we obtain
\begin{equation}
\int_{B_i^R} |x|^{\frac{\alpha}{p-1}} F^{\frac{1}{p-1}}(x) |L_k F(x)|^{\frac{p}{p-1}} \, dx = \int_{C(R,2R)} |x|^{\frac{\alpha}{p-1}} F^{\frac{1}{p-1}}(x) |L_k F(x)|^{\frac{p}{p-1}} \, dx.
\end{equation}
Moreover, by (2.1) and (2.9), elementary calculations show that
\[ L_k F(x) = N(x)\Delta(\xi^R_R(x)) + 2\ell \xi^\ell-1_R(x) \nabla N(x) \cdot \nabla \xi_R(x) - k\ell \xi^\ell-1_R(x) N(x) \nabla \xi_R(x) \cdot \frac{x}{|x|^2}, \]
for every \( x \in C(R,2R) \). Then, using Cauchy-Schwarz inequality, (2.12) and the property
\[ \Delta(\xi^\ell_R) = \ell(\ell - 1) \xi^{\ell-2} \nabla \xi_R \cdot \xi^\ell-1_R \Delta \xi_R, \]
we deduce that
\[
|L_k F(x)| \leq |N(x)\Delta(\xi^R_R(x))| + C \xi^{\ell-1}_R(x) |\nabla N(x)||\nabla \xi_R(x)| + C \xi^{\ell-1}_R(x) |\nabla \xi_R(x)||x|^{-1}
\]
\[
= |x|^k |\Delta(\xi^R_R(x))| + C \xi^{\ell-1}_R(x) |x|^{k-1} |\nabla \xi_R(x)|
\]
\[
\leq CR^{-2} |x|^k \xi^{\ell-2}_R(x) + CR^{-1} |x|^{k-1} \xi^{\ell-1}_R(x)
\]
\[
\leq C \xi^{\ell-2}_R(x) (R^{-2} |x|^k + R^{-1} |x|^{k-1})
\]
\[
\leq CR^{k-2} \xi^{\ell-2}_R(x),
\]
which yields (in view of (2.31) and using that \( 0 \leq \xi_R \leq 1 \))
\[
\int_{B_i^R} |x|^{\frac{\alpha}{p-1}} F^{\frac{1}{p-1}}(x) |L_k F(x)|^{\frac{p}{p-1}} \, dx \leq CR^{(k-2)p/(p-1) + \sigma + k}}. \int_{C(R,2R)} \xi^{\ell-2}_R \, dx
\]
\begin{equation}
(2.32)
\leq CR^{(k-2)p/(p-1) + \sigma + k}} + N.
\end{equation}
Thus, by (2.50), (2.30) and (2.32), we obtain (2.27).

Now, we consider the case
\begin{equation}
\alpha = 0, \quad p(N + k - 2) = N + \sigma + k.
\end{equation}

By (2.1), (2.3) and (2.17), there holds
\begin{equation}
I_2(\varphi^\ast) = \left( \int_0^\infty \varrho(t) \, dt \right) \left( \int_{B_i^R} |x|^{\frac{\alpha}{p-1}} F^{\ast \frac{1}{p-1}}(x) |L_k F^\ast(x)|^{\frac{p}{p-1}} \, dx \right).
\end{equation}

By the definition of the function \( F^\ast \) and using (2.13), we get
\begin{equation}
\int_{B_i^R} |x|^{\frac{\alpha}{p-1}} F^{\ast \frac{1}{p-1}}(x) |L_k F^\ast(x)|^{\frac{p}{p-1}} \, dx = \int_{C(\sqrt{R},R)} |x|^{\frac{\alpha}{p-1}} F^{\ast \frac{1}{p-1}}(x) |L_k F^\ast(x)|^{\frac{p}{p-1}} \, dx.
\end{equation}
As in the proof of (2.27), by (2.1), (2.9) and (2.14), for \( x \in C(\sqrt{R}, R) \), we obtain

\[
|L_k F^*(x)| \leq C \frac{|x|^{k-2}}{\ln R} \eta_R^\ell(x),
\]

which yields (in view of (2.35) and using that \( 0 \leq \eta_R \leq 1 \))

\[
\int_{B_k^R} |x|^{\frac{\alpha}{p^-}} F^* \frac{1}{p^+}(x)|L_k F^*(x)|^{\frac{1}{p^+}} dx \leq C(\ln R)^{\frac{\alpha}{p^-}} \int_{C(\sqrt{R}, R)} |x|^{(k-2)p-(\sigma+k)} \eta_R^{\ell-\frac{2p}{p^-}}(x) dx \\
\leq C(\ln R)^{\frac{\alpha}{p^-}} \int_{r=\sqrt{R}}^R r^{(N+k-2)p-(\sigma+k+N)} dr.
\]

Next, using (2.33), we obtain

\[
\int_{B_k^R} |x|^\alpha F^* \frac{1}{p^+}(x)|L_k F^*(x)|^{\frac{1}{p^+}} dx \leq C(\ln R)^{\frac{\alpha}{p^-}}.
\]

Consequently, we get

\[
(2.36) \quad \int_{B_k^R} |x|^\alpha F^* \frac{1}{p^+}(x)|L_k F^*(x)|^{\frac{1}{p^+}} dx \leq C(\ln R)^{\frac{\alpha}{p^-}}.
\]

Therefore, (2.28) follows from (2.30) (with \( \alpha = 0 \)), (2.34) and (2.36). \( \square \)

**Lemma 2.9.** Let \( \mu \in \{ \psi, \psi^* \} \). For sufficiently large \( T, \ell \) and \( R \), there holds

\[
I_\mu(\psi) \leq CT^{1-\frac{n+\alpha}{p^-}} \times \begin{cases} \ln R + R^\frac{N+k-\alpha}{p^-}, & \text{if } k > 2 - N, \\
R^\frac{2\alpha}{p^-} + \ln R, & \text{if } k < 2 - N, \\
\ln R \left( R^\frac{2\alpha}{p^-} + \ln R \right), & \text{if } k = 2 - N. \end{cases}
\]

**Proof.** We shall prove (2.37) for \( \mu = \psi \). The case \( \mu = \psi^* \) can be treated in a similar way. In view of (2.2) and (2.18), we have

\[
(2.38) \quad I_1(\psi) = \left( \int_0^\infty t^{\frac{\alpha}{p^-}} \cdots \cdots (t)\right) \left( |x|^\alpha G(x) dx \right).
\]

By the definition of the function \( G \) and using (2.12), we get

\[
(2.39) \quad \int_{B_k^R} |x|^\alpha G(x) dx \leq \int_{C(1,2R)} |x|^\alpha D(x) dx.
\]

If \( k > 2 - N \), by the definition of the function \( D \), we obtain

\[
\int_{C(1,2R)} |x|^\alpha D(x) dx = \int_{C(1,2R)} |x|^{k-\frac{\alpha}{p^-}} (1 - |x|^{2-N-k}) dx \leq C \int_{r=1}^{2R} r^{N-1+k-\frac{\alpha}{p^-}} \, dr \leq C \left( \ln R + R^\frac{N+k-\alpha}{p^-} \right).
\]
If $k < 2 - N$, we get
\[
\int_{C(1,2R)} |x|^\frac{-\alpha}{p-1} D(x) \, dx = \int_{C(1,2R)} |x|^{2-N-\frac{\alpha}{p-1}} (1 - |x|^{k-2+N}) \, dx \\
\leq C \int_{r=1}^{2R} r^{1-\frac{\alpha}{p-1}} \, dr \\
\leq C \left( R^{2-\frac{\alpha}{p-1}} + \ln R \right).
\]

If $k = 2 - N$, then
\[
\int_{C(1,2R)} |x|^\frac{-\alpha}{p-1} D(x) \, dx = \int_{C(1,2R)} |x|^{2-N-\frac{\alpha}{p-1}} \ln |x| \, dx \\
\leq C \ln R \int_{r=1}^{2R} r^{1-\frac{\alpha}{p-1}} \, dr \\
\leq C \ln R \left( R^{2-\frac{\alpha}{p-1}} + \ln R \right).
\]

Hence, we deduce that
\[
(2.40) \quad \int_{C(1,2R)} |x|^\frac{-\alpha}{p-1} D(x) \, dx \leq C \begin{cases} 
\ln R + R^{N+k-\frac{\alpha}{p-1}}, & \text{if } k > 2 - N, \\
R^{2-\frac{\alpha}{p-1}} + \ln R, & \text{if } k < 2 - N, \\
\ln R \left( R^{2-\frac{\alpha}{p-1}} + \ln R \right), & \text{if } k = 2 - N.
\end{cases}
\]

In view of (2.25), (2.38) and (2.40), we obtain (2.37). \(\square\)

**Lemma 2.10.** For sufficiently large $T$, $\ell$ and $R$, there holds
\[
(2.41) \quad I_2(\psi) \leq CT^{1-\frac{\alpha}{p-1}} \begin{cases} 
R^{\frac{(k-2)p-(\alpha+k)}{p-1} + N}, & \text{if } k > 2 - N, \\
R^{\frac{-\alpha(k+2)}{p-1}}, & \text{if } k < 2 - N, \\
R^{\frac{-\alpha(\ell+2)}{p-1}} \ln R, & \text{if } k = 2 - N.
\end{cases}
\]

**Proof.** In view of (2.3) and (2.18), we have
\[
(2.42) \quad I_2(\psi) = \left( \int_0^\infty t^{\frac{\alpha}{p-1}} \ell(t) \, dt \right) \left( \int_{B_1^c} |x|^{\frac{-\alpha}{p-1}} G^{\frac{1}{p-1}}(x) |L_k G(x)|^{\frac{p}{p-1}} \, dx \right).
\]

By the definition of the function $G$ and using (2.12), we obtain
\[
(2.43) \quad \int_{B_1^c} |x|^{\frac{-\alpha}{p-1}} G^{\frac{1}{p-1}}(x) |L_k G(x)|^{\frac{p}{p-1}} \, dx = \int_{C(R,2R)} |x|^{\frac{-\alpha}{p-1}} G^{\frac{1}{p-1}}(x) |L_k G(x)|^{\frac{p}{p-1}} \, dx.
\]

Moreover, by (2.1) and (2.10), elementary calculations show that
\[
L_k G(x) = D(x) \Delta (\xi_R(x)) + 2\ell \xi_R^{\ell-1}(x) \nabla D(x) \cdot \nabla \xi_R(x) - k \ell \xi_R^{\ell-1}(x) D(x) \nabla \xi_R(x) \cdot \frac{x}{|x|^2},
\]
for every $x \in C(R,2R)$, which yields (in view of (2.12))
\[
(2.44) \quad |L_k G(x)| \leq C_\xi_R^{\ell-2}(x) \left( R^{-2} D(x) + R^{-1} |\nabla D(x)| \right).
\]
If \( k > 2 - N \), by the definition of the function \( D \) and using (2.44), we obtain

\[
|L_kG(x)| \leq C\xi_R^{\ell-2}(x) \left( R^{-2}|x|^k \left( 1 - |x|^{2-N-k} \right) + R^{-1} \left( |x|^{k-1} + |x|^{1-N} \right) \right)
\]

(2.45)

\[
\leq CR^{k-2}\xi_R^{\ell-2}(x).
\]

If \( k < 2 - N \), we get

\[
|L_kG(x)| \leq C\xi_R^{\ell-2}(x) \left( R^{-2}|x|^{2-N} \left( 1 - |x|^{k-2+N} \right) + R^{-1} \left( |x|^{k-1} + |x|^{1-N} \right) \right)
\]

(2.46)

\[
\leq CR^{-N}\xi_R^{\ell-2}(x).
\]

If \( k = 2 - N \), there holds

\[
|L_kG(x)| \leq C\xi_R^{\ell-2}(x) \left( R^{-2}|x|^{2-N} \ln |x| + R^{-1}|x|^{1-N} \ln |x| + 1 \right)
\]

(2.47)

\[
\leq CR^{-N} \ln R \xi_R^{\ell-2}(x).
\]

Hence, by the definition of the function \( G \), it follows from (2.45), (2.46) and (2.47) that

\[
|x|^{\frac{\alpha}{p-1}}G_{\frac{1}{p-1}}(x)|L_kG(x)|^{\frac{p}{p-1}} \leq C\xi_R^{\ell-2}(x) \left\{ \begin{array}{ll}
R^{(k-2)p-1}\left| x \right|^{-\frac{(\alpha+k)}{p-1}} \left( 1 - |x|^{2-N-k} \right)^{\frac{1}{p-1}}, & \text{if } k > 2 - N, \\
R^{\frac{Np}{p-1}}\left| x \right|^{-\frac{N-k}{p-1}} \left( 1 - |x|^{k-2+N} \right)^{\frac{1}{p-1}}, & \text{if } k < 2 - N, \\
R^{\frac{Np}{p-1}} \ln R \left| x \right|^{\frac{N-k}{p-1}} \left( \ln |x| \right)^{\frac{1}{p-1}}, & \text{if } k = 2 - N,
\end{array} \right.
\]

which yields (since \( 0 \leq \xi_R \leq 1 \))

(2.48)

\[
\int_{C(R,2R)} \left| x \right|^{\alpha}G_{\frac{1}{p-1}}(x)|L_kG(x)|^{\frac{p}{p-1}} dx \leq C \left\{ \begin{array}{ll}
R^{(k-2)p-1}+N, & \text{if } k > 2 - N, \\
R^{-\frac{(\alpha+2)}{p-1}}, & \text{if } k < 2 - N, \\
R^{-\frac{(\alpha+2)}{p-1}} \ln R, & \text{if } k = 2 - N.
\end{array} \right.
\]

Thus, (2.41) follows from (2.30), (2.42) and (2.48).

\[
\square
\]

**Lemma 2.11.** Let \( \alpha = 0, k > 2 - N \) and \( p(N+k-2) = N + \sigma + k \). For sufficiently large \( T, \ell \) and \( R \), there holds

(2.49)

\[
I_2(\psi^*) \leq CT \ln R \xi_R^{\ell-2}.
\]

**Proof.** In view of (2.1), (2.3) and (2.21), we get

(2.50)

\[
I_2(\varphi) = \left( \int_0^\infty \psi(t) dt \right) \left( \int_{B^*_R} \left| x \right|^{\alpha}G_{\frac{1}{p-1}}(x)|L_kG^*(x)|^{\frac{p}{p-1}} dx \right).
\]

By the definition of the function \( G^* \) and using (2.14), elementary calculations show that

\[
|L_kG^*(x)| \leq C\eta_R^{\ell-2}(x)(\ln R)^{-1} \left( |x|^{-2}D(x) + |x|^{-1} |\nabla D(x)| \right), \quad x \in C(\sqrt{R}, R).
\]

Since \( k > 2 - N \), by the definition of the function \( D \), we deduce that for all \( x \in C(\sqrt{R}, R) \),

\[
|L_kG^*(x)| \leq C \left| x \right|^{k-2} \ln R \eta_R^{\ell-2}(x),
\]
which yields (in view of (2.13))
\[
\int_{B_{\bar{r}}^{+}} |x|^{\frac{p}{p-1}} G^* |L_k G^*(x)|^{\frac{p}{p-1}} dx = \int_{C(\sqrt{R}, R)} |x|^{\frac{p}{p-1}} G^* |L_k G^*(x)|^{\frac{p}{p-1}} dx
\leq C(\ln R)^{\frac{p}{p-1}} \int_{C(\sqrt{R}, R)} |x|^{(k-2)p^* + (N - k)(p^* - 1)} \left(1 - |x|^{2N - k}\right)^{\frac{1}{p^* - 1}}
\leq C(\ln R)^{\frac{p}{p-1}} \int_{r = \sqrt{R}}^{R} r^{(N + k - 2)p^* - (N + k)} dr.
\]

Since \(p(N + k - 2) = N + \sigma + k\), we deduce that
\[
(2.51) \quad \int_{B_{\bar{r}}^{+}} |x|^{\frac{p}{p-1}} G^* |L_k G^*(x)|^{\frac{p}{p-1}} dx \leq C(\ln R)^{\frac{1}{p-1}}.
\]

Thus, (2.30) (with \(\alpha = 0\)), (2.50) and (2.51) give us (2.49). \(\square\)

3. Proof of the main results

This section is devoted to the proofs of our main results.

Proof of Theorem 1.3. (i) We argue by contradiction by assuming that \(u \in L^p_{loc}(\Omega)\) is a global weak solution to problem (1.1) under the boundary condition (1.2). Then, by Proposition 2.1 and Lemma 2.3, there holds
\[
(3.1) \quad \int_{\Gamma} f \phi dS_{\xi} dt \leq C \sum_{i=1}^{2} I_i(\phi),
\]
where the function \(\phi\) is defined by (2.15). On the other hand, one has
\[
\int_{\Gamma} f \phi dS_{\xi} dt = \left(\int_{0}^{\infty} \iota(t) dt\right) \left(\int_{\partial B_1} f(x) F(x) dS_{\xi}\right)
= \left(\int_{0}^{\infty} \iota(t) dt\right) \left(\int_{\partial B_1} f(x) \xi^t R(x) dS_{\xi}\right)
\]
\[
(3.2) \quad \text{(by (2.30) and (2.12))} = CTI_f.
\]
Hence, by (3.1), (3.2), Lemma 2.7 and (2.27), we obtain
\[
(3.3) \quad I_f \leq C \left(T^{-\frac{\alpha + \beta}{p-1}} \left(\ln R + R^{N + k - \frac{\alpha}{p-1}} + T^{-\frac{\alpha}{p-1}} R^{(k-2)p^* - (N + k) + N}\right)\right).
\]

Thus, fixing \(R\) and passing to the limit as \(T \to \infty\) in (3.3), we get (since \(\alpha > 0\)) \(I_f \leq 0\), which contradicts the condition \(I_f > 0\). This proves part (i) of Theorem 1.3.

(ii) As previously, assume that \(u \in L^p_{loc}(\Omega)\) is a global weak solution to problem (1.1) under the boundary condition (1.3). Then, by Proposition 2.2 and Lemma 2.5, there holds
\[
(3.4) \quad -\int_{\Gamma} f \frac{\partial \psi}{\partial \nu} dS_{\xi} dt \leq C \sum_{i=1}^{2} I_i(\psi),
\]
where the function \(\psi\) is defined by (2.18). On the other hand, by (2.20), one has
\[
-\int_{\Gamma} f \frac{\partial \psi}{\partial \nu} dS_{\xi} dt = C \int_{\Gamma} \iota(t) f(x) dS_{\xi} dt
= CTI_f.
\]

\[
(3.5)
\]
Hence, by (3.4), (3.5), Lemma 2.9 and Lemma 2.10, we obtain

$$ I_f \leq C \left( T^{-\frac{\alpha+p}{p-1}} A(R) + T^{-\frac{\alpha}{p-1}} B(R) \right), $$

where

$$ A(R) = \begin{cases} 
\ln R + R^{N+k-\frac{\sigma}{p-1}}, & \text{if } k > 2 - N, \\
R^{2-\frac{\sigma}{p-1}} + \ln R, & \text{if } k < 2 - N, \\
\ln R \left( R^{2-\frac{\sigma}{p-1}} + \ln R \right), & \text{if } k = 2 - N 
\end{cases} $$

and

$$ B(R) = \begin{cases} 
R^{\frac{(k-2)p-(\sigma+k)}{p-1} + N}, & \text{if } k > 2 - N, \\
R^{-\frac{(\sigma+2)}{p-1}}, & \text{if } k < 2 - N, \\
R^{-\frac{(\sigma+2)}{p-1}} \ln R, & \text{if } k = 2 - N. 
\end{cases} $$

Thus, fixing $R$ and passing to the limit as $T \to \infty$ in (3.6), we get a contradiction with $I_f > 0$. This proves part (ii) of Theorem 1.3.

Proof of Theorem 1.4. (i) Suppose that $u \in L^p_{loc}(\Omega)$ is a global weak solution to problem (1.1) under the boundary condition (1.2). Then, by the proof of part (i) of Theorem 1.3, we get (3.3). Taking $T = R^\theta$, $\theta > 0$, (3.3) reduces to

$$ I_f \leq C \left( R^{-\frac{\theta(\alpha+p)}{p-1}} \ln R + R^{N+k-\frac{\sigma}{p-1} \cdot \frac{\theta(\alpha+p)}{p-1}} + R^{\frac{(k-2+N)p-(\sigma+k+N)-\theta\alpha}{p-1}} \right). $$

On the other hand, observe that for $\theta = 2$, one has

$$ N+k-\frac{\sigma}{p-1} \cdot \frac{\theta(\alpha+p)}{p-1} = \frac{(k-2+N)p-(\sigma+k+N)-\theta\alpha}{p-1} = \frac{p(k-2+N)-\sigma+k+N+2\alpha}{p-1}. $$

Hence, for $\theta = 2$, (3.7) reduces to

$$ I_f \leq C \left( R^{-\frac{2(\alpha+p)}{p-1}} \ln R + R^{\frac{p(k-2+N)-\sigma+k+N+2\alpha}{p-1}} \right). $$

Thus, using that $\alpha+p > 0$ and (1.15), by passing to the limit as $R \to \infty$ in (3.8), we obtain a contradiction with $I_f > 0$. This proves part (i) of Theorem 1.4.

(ii) Always we use the contradiction argument by supposing that $u \in L^p_{loc}(\Omega)$ is a global weak solution to problem (1.1) under the boundary condition (1.3). Then, by the proof of part (ii) of Theorem 1.3, we get (3.6), which reduces to (since $k > 2 - N$)

$$ I_f \leq C \left( T^{-\frac{\alpha+p}{p-1}} \left( \ln R + R^{N+k-\frac{\sigma}{p-1}} \right) + T^{-\frac{\alpha}{p-1}} R^{\frac{(k-2)p-(\sigma+k)}{p-1} + N} \right). $$

As in the proof of part (i), taking $T = R^2$, the above estimate reduces to (3.8). Hence, we reach a contradiction with $I_f > 0$. This proves part (ii) of Theorem 1.4.

Proof of Theorem 1.5. (i) Let $u \in L^p_{loc}(\Omega)$ be a global weak solution to problem (1.1) under the boundary condition (1.2). Then (3.8) holds. Since $k \leq 2 - N$ and $\sigma+2(\alpha+1) > 2 - N - k$, then

$$ p(k-2+N) \leq 0 < \sigma+k+N+2\alpha. $$

Hence, passing to the limit as $R \to \infty$ in (3.8), we obtain a contradiction with $I_f > 0$. This proves part (i) of Theorem 1.5.
(ii) Assume that $u \in L^p_{\text{loc}}(\Omega)$ be a global weak solution to problem (1.1) under the boundary condition (1.3). Then, by the proof of part (ii) of Theorem 1.3, we get (3.6), which reduces to (since $k \leq 2 - N$)

$$I_f \leq C \left( T^{-\frac{\alpha + p}{p - 1}} \ln R \left( R^{2 - \sigma} + \ln R \right) + T^{-\frac{\alpha}{p - 1}} R^{-\frac{\sigma + 2}{p - 1}} \ln R \right).$$

Taking $T = R^2$, the above inequality reduces to

$$I_f \leq C \left( R^{-\sigma - 2(\alpha + 1)} \ln R + 1 \right) \left( \ln R \right)^{\frac{\sigma + 2}{p - 1}}.$$

Since $\alpha + p > 0$ and $\sigma + 2(\alpha + 1) > 0$, passing to the limit as $R \to \infty$ in (3.9), we reach a contradiction with $I_f > 0$. This proves part (ii) of Theorem 1.5.

Proof of Theorem 1.7. (i) Let $u \in L^p_{\text{loc}}(\Omega)$ be a global weak solution to problem (1.1) under the boundary condition (1.2). Then, by Proposition 2.1 and Lemma 2.4, there holds

$$\int \Gamma f \phi^* dS_x dt \leq C \sum_{i=1}^{2} I_i(\phi^*),$$

where the function $\phi^*$ is defined by (2.17). On the other hand, one has

$$\int \Gamma f \phi^* dS_x dt = \left( \int_{0}^{\infty} \iota(t) dt \right) \left( \int \partial \mathcal{B}_x f(x) F^*(x) dS_x \right) = \left( \int_{0}^{\infty} \iota(t) dt \right) \left( \int \partial \mathcal{B}_x f(x) \eta_R^\ell(x) dS_x \right)$$

(by (2.30) and (2.13)) = $CTI_f$.

Hence, by (3.10), (3.11), Lemma 2.7 (with $\alpha = 0$) and (2.28), we obtain

$$I_f \leq C \left( T^{-\frac{\alpha + p}{p - 1}} \ln R + R^{N+k-\frac{\alpha}{p}} \right) \left( \ln R \right)^{-\frac{1}{p - 1}}.$$

Hence, taking $T = R^\theta$ with $\theta > \max \left\{ 0, \frac{(p-1)(N+k+\sigma)}{p} \right\}$ and passing to the limit as $R \to \infty$ in (3.12), we obtain a contradiction with $I_f > 0$. This proves part (i) of Theorem 1.7.

(ii) Now, suppose that $u \in L^p_{\text{loc}}(\Omega)$ be a global weak solution to problem (1.1) under the boundary condition (1.3). Then, by Proposition 2.2 and Lemma 2.6, there holds

$$- \int \Gamma f \frac{\partial \psi^*}{\partial \nu} dS_x dt \leq C \sum_{i=1}^{2} I_i(\psi^*),$$

where the function $\psi^*$ is defined by (2.21). On the other hand, by (2.22) and (2.30) (with $\alpha = 0$), we have

$$- \int \Gamma f \frac{\partial \psi^*}{\partial \nu} dS_x dt = C \int \Gamma \iota(t) f(x) dS_x dt = CTI_f.$$

Hence, by (1.18), (3.13), (3.14), Lemma 2.9 and Lemma 2.11, we obtain (3.12). The rest of the proof is the same as that of part (i). Then, the proof of part (ii) of Theorem 1.7 is completed. □
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