Damage threshold evaluation of thin metallic films exposed to femtosecond laser pulses: the role of material thickness
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Abstract

The employment of femtosecond pulsed lasers has received significant attention due to its capability to facilitate fabrication of precise patterns at the micro- and nano- lengths scales. A key issue for efficient material processing is the accurate determination of the damage threshold that is associated with the laser peak fluence at which minimal damage occurs on the surface of the irradiated solid. Despite a wealth of previous reports that focused on the evaluation of the laser conditions that lead to the onset of damage, the investigation of both the optical and thermal response of thin films of sizes comparable to the optical penetration depth is still an unexplored area. In this report, a detailed theoretical analysis of the impact of various parameters such as the photon energies and material thickness on the damage threshold for various metals (Au, Ag, Cu, Al, Ni, Ti, Cr, Stainless Steel) is investigated. A multiscale physical model is used that correlates the energy absorption, electron excitation, relaxation processes and minimal surface modification. The satisfactory agreement of the theoretical model with some experimental results indicates that the damage threshold evaluation method could represent a systematic approach towards designing efficient laser-based fabrication systems and optimizing the processing outcome for various applications.
I. INTRODUCTION

Laser surface processing has emerged as a fast, chemical-free technique for surface patterning and functionalization. In particular, the use of femtosecond (fs) pulsed laser sources for material processing has received considerable attention due to the important technological applications [1-7]. The direct correlation of the response of irradiated solids, the exploration of laser-driven phenomena and the induced surface topographies with potential applications require a precise knowledge of the fundamental mechanisms that characterise laser-matter interaction. More specifically, a systematic analysis of the ultrafast phenomena that occur ranging from electron excitation to thermalisation of the electron system and transfer of their energy to the lattice is crucial to provide a detailed description of the multiscale processes; a thorough knowledge of these physical processes is expected to enhance the capability to control laser energy towards fabricating application-based topographies. Thus, the elucidation of the complex physical mechanisms appears to be very critical both from a fundamental and application point of view. To this end, a plethora of consistent methodologies have been developed to explore experimentally and theoretically the multiscale phenomena [8-20].

A key issue for efficient material processing is the accurate determination of the damage threshold which is defined as the minimum laser peak fluence for which an observable modification occurs on the surface of the irradiated solid. In principle, this minimal surface damage is a related to a phase transition (i.e. material melting) and mass displacement [8, 21]. Various standard and accurate methods for the estimation of the damage threshold have been developed and presented in previous reports [22-25]. From a theoretical point of view, the prediction of the damage threshold was performed considering a thermal criterion (i.e. the lattice temperature exceeds the melting point) [8, 21, 26, 27] through the use of the classical Two Temperature Model (TTM) [28] which describes the electron-phonon temperature dynamics and relaxation process [29]. Alternative studies also included the employment of atomistic continuum models with the combination of Molecular Dynamics and TTM [17, 29].

Nevertheless, most of the current research focused on the analysis of data aiming to describe conditions leading to minimal surface modification on bulk materials. On the other hand, due to the increasing interest in patterning of thin solid films (of sizes comparable to the optical penetration depth) for various applications related to optics, healthcare, sensing, environment, energy [30-40], a detailed investigation of the ultrafast dynamics for such materials is imperative. Although results have been reported in some previous works for a variety of materials [41-45], a combined theoretical exploration of the multiscale phenomena that take place as a function of the material thickness is still elusive. Results from various experiments have shown that the optical properties of thin materials deviate from those of bulk solids as the thickness decreases to sizes comparable to the optical penetration depth [44]. These results indicate that the level of the absorbed energy will also differ from whether the material is treated as a bulk solid which, in turn, is expected to be reflected on the damage threshold. Similarly, thinner films appear to inhibit the electron diffusion which delays the electron-phonon coupling and leads to lower damage thresholds [41, 43, 44, 46]. On the other hand, it is important to evaluate the opto/thermal response of materials that are classified as noble (such as copper, gold, silver) or transition materials (such as nickel, titanium); this is due to the fact that the distinctly different electron distribution of those materials [47] appears to affect the optical and thermal properties and therefore, the damage threshold is expected to vary at decreasing thickness.

The elucidation of the aforementioned issues through the development of a comprehensive theoretical framework is of paramount importance not only to understand the complex physical mechanisms of laser-matter interactions for thin films but also to associate the resulting thermal effects with targeted patterning strategies. To this end, in this work, we present a theoretical model (Section II) that can be used to predict the damage threshold for various metals (Au, Ag, Cu, Al, Ni, Ti, Cr, Stainless Steel) as a function of the material thickness. A library of results is
derived through the evaluation of variation of the dielectric parameters as a function of the material thickness through the application of a ‘multiple reflection’ algorithm [48]. A dynamic variation of the optical properties within the pulse duration is also considered which provides appropriate corrections to the excitation level reached by the electron system. Relaxation processes are described through the employment of a TTM and a melting-point-based thermal criterion is used to determine the damage threshold. The investigation has been performed for laser sources at two different spectral regions (515 nm and 1026 nm) to reveal the role of the photon energy in the damage threshold and optical parameters. To validate the model, experimental results for three materials (nickel, chromium, and gold) are tested against theoretical results (Section III). A systematic analysis of the results is illustrated in Section IV while concluding remarks follow in Section V.

II. THEORETICAL MODEL

To describe the damage induced on the material following irradiation with fs pulses, a theoretical framework is employed to explore the excitation and thermal response of a double-layered structure (thin metal film on a dielectric material). The simulation algorithm is based on the use of a Two Temperature Model (TTM) that represents the standard approach to evaluate the dynamics of electron excitation and relaxation processes in solids [28]. In this work, for the sake of simplicity, an 1D-TTM is used to describe the thermal effects due to heating of the thin films with laser pulses of wavelength $\lambda_L=515$ nm and 1026 nm and pulse duration equal to $\tau_p=170$ fs. It is noted that the solution of the TTM in 1D (along the energy propagation direction) is a standard approach used to describe thermal effects after irradiation of solids with femtosecond laser pulses [49, 50]. This is a reasonable choice assuming that, in principle, the laser spot radius is much larger (some tens of micrometers) than the thickness of the irradiated solid; therefore, the laser energy distribution along the lateral direction is considered uniform which means that the heat conduction along that direction is practically infinitesimal. Due to the presence of the substrate, the following set of rate equations is employed [51]

\[
\begin{align*}
C_e^{(m)} \frac{\partial T_e^{(m)}}{\partial t} & = \frac{\partial}{\partial z}\left(k_e^{(m)} \frac{\partial T_e^{(m)}}{\partial z}\right) - G_{el}^{(m)} \left(T_e^{(m)} - T_L^{(m)}\right) + S^{(m)} \\
C_L^{(m)} \frac{\partial T_L^{(m)}}{\partial t} & = \frac{\partial}{\partial z}\left(k_L^{(m)} \frac{\partial T_L^{(m)}}{\partial z}\right) + G_{el}^{(m)} \left(T_e^{(m)} - T_L^{(m)}\right) \\
C_e^{(S)} \frac{\partial T_e^{(S)}}{\partial t} & = \frac{\partial}{\partial z}\left(k_e^{(S)} \frac{\partial T_e^{(S)}}{\partial z}\right) - G_{el}^{(S)} \left(T_e^{(S)} - T_L^{(S)}\right) + S^{(S)} \\
C_L^{(S)} \frac{\partial T_L^{(S)}}{\partial t} & = \frac{\partial}{\partial z}\left(k_L^{(S)} \frac{\partial T_L^{(S)}}{\partial z}\right) + G_{el}^{(S)} \left(T_e^{(S)} - T_L^{(S)}\right)
\end{align*}
\]

where the subscript ‘$m$’ (or ‘$S$’) indicates the thin film (or substrate). In Eqs.1, $T_e^{(m)}$ and $T_L^{(m)}$ stand for the electron and lattice temperatures, respectively, of the upper layer. The thermophysical properties of the metal such as the electron $C_e^{(m)}$ (or lattice $C_L^{(m)}$) volumetric heat capacities, electron $k_e^{(m)} = k_{e0}^{(m)} \frac{B_e T_e^{(m)}}{A_e (T_e^{(m)})^2 + B_e T_e^{(m)}}$ heat conductivity, the electron-phonon coupling strengths $G_{el}^{(m)}$, $A_e$, $B_e$ and other model parameters that appear in the first two equations are listed in Table 1 (note $A_e=194$ Jm$^{-3}$K$^{-1}$ for Cr). It is emphasised that as heat conduction in metals is, in principle, due to electrons, the thermal conductivity of the lattice is substantially...
smaller than that of the electron system. To include this large difference, \( k_L^{(m)} \) is normally taken either equal to zero (\( k_L^{(m)}=0 \)) [44, 50] or equal to a very small value compared to the electron heat conductivity \( k_L^{(m)}=0.01k_e^{(m)} \) is an expression that has been used in other reports [52, 53]). In this work and without loss of generality, we adopt the latter assumption.

The quantity \( S^{(m)} \) represents the source term that accounts for the energy that the laser source provides to the metal surface which is sufficient to generate excited carriers on the thin film. As the purpose of the present investigation is to reveal the impact of optically excited thin films, it is important to take into account the following processes: (i) a portion of the energy is absorbed from the material while part of the laser energy is transmitted into the substrate, (ii) the reflectivity and transmissivity of the irradiated material are influenced by a multiple reflection process between the two interfaces (air/metal and metal/substrate), (iii) the transmitted energy into the substrate is not sufficiently high to generate excited carriers and therefore, the third equation of Eqs.1 can be removed while the fourth can be simplified by

\[
\frac{\partial}{\partial \tau} \left( k_L^{(S)} \frac{\partial T_L^{(S)}}{\partial \tau} \right) \quad \text{where} \quad T_L^{(S)}, C_L^{(S)}, k_L^{(S)} \text{ stands for the substrate temperature, volumetric heat capacity and heat conductivity, respectively.} \]

The expression for the source term \( S^{(m)} \) which is used to excite a metallic surface of thickness \( d \) is given from the following formula [44]

\[
S^{(m)} = \frac{1}{(1-R-T)} \frac{\sqrt{4\log(2)/\pi} \alpha}{\alpha^{-1} + L_b} \exp \left( -4 \log(2) \left( \frac{t_{dp}}{t_p} \right)^2 \right) \frac{1}{(1-\exp(-d/(\alpha^{-1}+L))} \tag{2}
\]

where \( R \) and \( T \) stand for the reflectivity and transmissivity, respectively, \( L_b \) corresponds to the ballistic length, \( \alpha \) is the absorption coefficient that is wavelength dependent, and \( F \) is the peak fluence of the laser beam. The ballistic transport is also included in the expression as it has been demonstrated that it plays significant role in the response of the material [44]. Special attention is required for the ballistic length as in previous works, it has been reported that for bulk materials, \( L_b \) in s/p-band metals are comparable \( (L_{b}^{(Au)}=100 \text{ nm}, L_{b}^{(Ag)}=142 \text{ nm}, L_{b}^{(Cu)}=70 \text{ nm}, L_{b}^{(Al)}=46 \text{ nm}) \) while for the d-band metals such as Ni, Ti, Cr, stainless steel, it is of the same order as their optical penetration depth [44]. It is noted that the above values of the ballistic length were used for \( \lambda_L \sim 400-500 \text{ nm pulses} [41, 44] \). The photon energy of the laser beam is expected to influence the ballistic length of the electrons [54] and therefore, the use of the above values for \( L_b \) at higher wavelengths (i.e. 1026 nm) could be questionable. Nevertheless, in the absence of appropriate values for \( L_b \) at higher photon energies in bibliography, the above values for the ballistic length are used.

The calculation of \( R \) and \( T \) and the absorbance \( A=l-R-T \) are derived through the use of the multiple reflection theory [48]. Thus, the following expressions are employed to calculate the optical properties for a thin film on a substrate (for a p-polarised beam)

\[
R = |r_{dl}|^2, \quad T = |t_{dl}|^2 \bar{N}_S, \quad r_{dl} = \frac{R_{am} + r_{ms}e^{2\beta j}}{1 + R_{am} + r_{ms}e^{2\beta j}}, \quad t_{dl} = \frac{t_{am}r_{ms}e^{2\beta j}}{1 + R_{am} + r_{ms}e^{2\beta j}}, \quad \beta = 2\pi d/\lambda_L \tag{3}
\]

\[
r_{CD} = \frac{N_D - N_C}{N_D + N_C}, \quad t_{CD} = \frac{2N_C}{N_D + N_C} \tag{4}
\]

where the indices \( C=a,m \) and \( D=m,S \) characterise each material (‘a’, ‘m’, ‘S’ stand for ‘air’, ‘metal’, ‘substrate’, respectively). The complex refractive indices of the materials such as air, metal and substrate are denoted with \( \bar{N}_a = 1, \bar{N}_m = Re(\bar{N}_m) + Im(\bar{N}_m)j, \bar{N}_s = Re(\bar{N}_s), \)
respectively. Given that soda lime silica glass is used as a substrate material, \( Re(\tilde{N}_g)(\lambda_L = 1026 \text{ nm}) \approx 1.5134 \) and \( Re(\tilde{N}_s)(\lambda_L = 515 \text{ nm}) \approx 1.5271 \) [55] are the refractive indices of the substrate at the two laser wavelengths used in this work. It is noted that a Drude-Lorentz model is used to obtain the dielectric function for each metal based on the analysis by Rakic et al. (where both interband and intraband transitions are assumed) [56]. As the optical parameters of an excited material does not remain constant during the excitation process [18], to introduce the transient change, a temporally varying expression of the dielectric function is provided by including a temperature dependence on the reciprocal of the electron relaxation time \( \tau_e \) (i.e. \( \tau_e = \left[ A_e \left( T_e^{(m)} \right)^2 + B_e T_e^{(m)} \right]^{-1} \)) [57]. The values of the refractive indices of the metals in this study (at 300 K are given in Table 1).

The volumetric heat capacity of soda lime silica glass is \( C_v^{(S)} = 2.1 \times 10^6 \text{ Jm}^{-3}\text{K}^{-1} \) while the heat conductivity of soda lime silica glass is equal to \( k_v^{(S)} = 1.06 \text{ Wm}^{-1}\text{K}^{-1} \). The set of equations Eqs.1-4 are solved by using an iterative Crank-Nicolson scheme based on a finite-difference method. It is assumed that the system is in thermal equilibrium at \( t=0 \) and, therefore, \( \gamma^{(m)}(z,t=0)=T_L^{(m)}(z,t=0) = 300 \text{ K} \). A thick substrate is considered (i.e. \( k_v^{(S)} \frac{\partial T_v^{(S)}}{\partial z} = 0 \)) while adiabatic conditions are applied on the surface of the metallic surface (i.e. \( k_e^{(m)} \frac{\partial T_e^{(m)}}{\partial z} = 0 \)). Finally, the following boundary conditions are considered on the interface between the top layer and the substrate: \( k_L^{(m)} \frac{\partial T_L^{(m)}}{\partial z} = k_L^{(S)} \frac{\partial T_L^{(S)}}{\partial z}, k_e^{(m)} \frac{\partial T_e^{(m)}}{\partial z} = 0, T_L^{(m)} = T_L^{(S)} \).

| Parameter                  | Al | Cu | Ag | Ti | Ni | Cr | Steel (100Cr6) | Au |
|----------------------------|----|----|----|----|----|----|----------------|----|
| \( \tilde{N}_m \)          | DL | DL | DL | DL | DL | DL | DL             | DL |
| \( C_v^{(m)} \)            | Ab-Initio | Ab-Initio | Ab-Initio | Ab-Initio | Ab-Initio | Ab-Initio | 42\times10^{16} | [44] |
| [Wm^{-3}K^{-1}]            | [47] | [47] | [47] | [47] | [47] | [47] | [56] | [57] |
| \( C_e^{(m)} \)            | Ab-Initio | Ab-Initio | Ab-Initio | Ab-Initio | Ab-Initio | Ab-Initio | A_{\alpha} v^{(m)} | [44] |
| [Jm^{-3}K^{-1}]            | [47] | [47] | [47] | [47] | [47] | [47] | [44] | [58] |
| \( C_L^{(m)} \)            | 2.48 | 2.5 | 3.3 | 2.4 | 4.3 | 2.35 | 3.3 | 3.27 |
| [\times10^6 Jm^{-3}K^{-1}] | [44] | [53] | [44] | [44] | [44] | [60] | [44] | [58] |
| \( k_v^{(m)} \)            | 318 | 428 | 401 | 235 | 90 | 219 | 93.9 | 46.6 |
| [Wm^{-1}K^{-1}]            | [44] | [53] | [53] | [59] | [44] | [60] | [44] | [58] |
| \( A_e^{(m)} \)            | 0.12 | 0.932 | 1.28 | 0.376 | 0.59 | 1 | 7.9 | 0.98 |
| [\times10^5 s^{-1}K^{-2}] | [53] | [53] | [53] | [59] | [53] | [52] | [58] | [58] |
| \( B_e^{(m)} \)            | 1.25 | 1.02 | 1.23 | 3.9 | 1.4 | 1.5 | 13.4 | 2.8 |
| [\times10^{11} s^{-1}K^{-1}] | [53] | [53] | [53] | [59] | [53] | [52] | [58] | [58] |
| \( T_{melt} \)             | 1337 | 1234 | 1357 | 933 | 1728 | 1941 | 2180 | 1811 |
| [K]                        | [61] | [61] | [61] | [61] | [61] | [51] | [61] | [61] |

Table 1: Optical and thermophysical properties of materials (DL stands for Drude-Lorentz model).

It has to be emphasised that a more rigorous approach would also require the investigation of the impact of the electron (in the metal) –phonon (in the dielectric) scattering (EM-PD) heat transfer across metal-dielectric surfaces. More specifically, in previous reports, it has been shown that,
especially for very thin films, the impact of EM-PD coupling increases at decreasing thicknesses and this phenomenon leads to remarkable variation in the relaxation process [62]. Thus, special emphasis on the role of the thermal resistance (related to the reciprocal of the EM-PD coupling) should be given. Nevertheless, in those studies, the use of approximate expressions both for the thermophysical and the optical parameters of the irradiated metals as well as the neglect of the relation of the optical parameters variation with thickness (i.e. application of the multiple reflection theory) do not allow a direct and consistent interpretation with experimental data. Furthermore, in those studies, a fitting approach through the use of appropriate experimental protocols was performed to estimate the thermal resistance. Thus, despite a non-vanishing EM-PD coupling, the evaluation of the associated thermal resistance is not straightforward. In this study, the incorporation of the role of thermal resistance on the thermal effects on the irradiated material has not been used; however, the evaluation of the damage threshold and comparison with experimental data are expected to function as a test for the need of a more complex (but, anyway, more consistent with the application of all underlying physical mechanisms).

III. EXPERIMENTAL PROTOCOL

To determine the damage threshold, \( F_{\text{thr}} \), of thin metal films we used a single series of single shot experiments on thin films of various thicknesses. More specifically, Cr metal targets of various thicknesses (10 nm, 20 nm, 40 nm, 100 nm, and 300 nm) and Ni thin films of various thicknesses (10 nm, 20 nm, 40 nm, and 100 nm) were deposited on soda lime silica glass plates of 1 mm thickness by e-beam evaporation [63]. In regard to the surface conditions, the roughness depends on the substrate (a microscope slide glasses made of soda lime glass). The deviation of thickness to the nominal values were \(<6\%\) (for Cr), and \(<5\%\) (for Nickel). We have included this information in the revised version of the manuscript. The following experimental setup was used for the calculation of the damage threshold of Ni and Chromium Cr thin films: linearly polarized, Gaussian laser pulses of wavelength of \( \lambda = 1026 \text{ nm} \) and pulse duration \( \tau = 170 \text{ fs} \) were used for the irradiation of the samples. The laser beam is steered with the help of mirrors, and it was focused, at normal incidence onto the target using a converging lens with focal length equal to \( f = 200 \text{ mm} \), resulting in a focal spot of waist radius \( w = 28.7 \mu \text{m} \). In all cases, the samples were placed inside a vacuum chamber, to avoid oxidization of the metals, with constant pressure \( p = 7 \times 10^{-2} \text{ mbar} \), the chamber had a window of a fused silica glass plate in order to be transparent to the laser beam which processed the thin metal films.

IV. RESULTS AND DISCUSSION

The theoretical model presented in Section II is aimed to describe the ultrafast dynamics and the response of the electron and lattice subsystems. The objective of the current study is to reveal the impact of the material thickness, firstly, on the absorbed energy and, secondly, on the thermal response of the material.

The ultrafast dynamics following irradiation of two different materials, one \( s/p\)-band metal (Au) and a \( d\)-band metal (Ni) with single laser pulses of \( \lambda_L = 515 \text{ nm} \) was explored while similar conclusions can be deduced for the rest of the metals in this study and at different laser wavelengths. The analysis is, firstly, focused on moderate fluences that are not sufficient to cause damage to the material which are capable, though, to reveal the distinctly different thermal response of the two materials. Our simulation results at \( F=10 \text{ mJ/cm}^2 \) for two distinctly different thicknesses, 20 nm and 400 nm, illustrate remarkably contrasting behaviour of the electron and lattice temperatures (on the surface) for the two metals (Figs.1-2). More specifically, for both metals, a decrease of the material thickness leads to a smaller depth in which the electrons can diffuse. It is known that the electron subsystem loses energy (cools down) through two competing
effects, diffusion and electron-phonon scattering. Due to the fact that electron diffusion is inhibited from the small thickness of the film, hot electrons remain confined in a small volume and they lose energy, in principle, through electron-phonon interaction. Therefore, the electron temperature decrease is not as rapid as in the case of a bulk material for both Au and Ni (Fig.1) and the diffusive part in the first equation of Eqs.1 could be ignored. Thus, for small thicknesses, the phonon subsystem will interact with an electron system, which are highly energetic and attain large temperatures.

![Figure 1: Electron and lattice temperature evolution for (a) Au (20 nm and 400 nm), (b) Ni films (20 nm and 400 nm) (λ_L=515 nm). Simulation results indicate thermal variation on the surface of the solid.](image)

This means that upon relaxation, the produced lattice temperature will be higher than the maximum lattice temperature obtained from the phonon system in thicker materials. Similar results have been reported in previous works as well, however, in those studies approximate values for the thermophysical properties, energy absorption were assumed while the influence of the thickness on the optical properties was ignored [44]; thus, while from a qualitative point of view, the derived results were adequate to present a picture of the ultrafast dynamics, fitting of data were required to correlate the theoretical predictions with experimental observables such as surface modification. Furthermore, to interpret the increase in the maximum $T_e$ value for thin films and compare it with simulations prediction for thicker films, we need to look at the interplay of the absorbance and the term $\frac{1}{(1-\exp(-d/(\alpha^{-1}+L_b)))}$ in Eq.2. Our results (Figs.3,5) indicate that for Au and Ni at $\lambda_L = 515$ nm, the absorbance drops at decreasing thickness which would rather lead to an increase of the (maximum) electron temperature. On the other hand, simulations in a previous report (considering the same source term but the same absorbance value for small (20 nm and bulk Au) showed that identical maximum electron temperatures can be obtained only if higher fluences are used for bulk materials [44]. This suggests that irradiation of Au at the same fluence and absorbance yields higher maximum $T_e$ on the surface of the solid. A closer look of the contribution of the term $\frac{1}{(1-\exp(-d/(\alpha^{-1}+L_b)))}$, though, shows that this quantity plays a crucial role in the magnitude of the source term. As $\frac{1}{(1-\exp(-d/(\alpha^{-1}+L_b)))}$ increases at smaller thickness, the absorbed energy increases which, in turn, leads to the behaviour illustrated in Fig.1.
Another interesting conclusion from our analysis is that due to the delay in the drop of the electron temperature value, the relaxation of the system will occur at longer times compared with what happens in thicker (or bulk) materials. In Fig. 2, the spatiotemporal profile of the lattice temperature field is also illustrated that also shows the enhanced temperature obtained at smaller metal thicknesses. A comparison of the dynamics and the temperature evolution for the two metals manifests a faster relaxation process for Ni than for Au and this monotonicity holds also for thinner films (Fig. 1). This is due to the fact that the electron-phonon coupling for Ni is substantially larger at small temperatures [47] (in principle, $G_e^{(m)}$ exhibits an opposite monotonicity at increasing electron temperature compared to Au) which accelerates the relaxation process. It is noted that lattice temperature in Au spreads faster in a larger volume (Fig. 2b) due to both the larger ballistic electron transport distance and electron diffusion compared to Ni (Fig. 2d); this implies an enhanced presence of hot electrons in Au in deeper regions that interact strongly with the phonon system and therefore, larger temperatures are generated inside higher volumes for Au. The above observation is more pronounced for thicker films (Fig. 2b,d); results do not show a substantial change for thinner films (Fig. 2a,c) as the preferential electron diffusion for Au is prevented from the thickness of the material. This behaviour is expected assuming the imposed boundary condition $k_e^{(m)} \frac{\partial T_e^{(m)}}{\partial z} = 0$ and considering that the transmitted beam is not sufficient to excite the substrate.

The aforementioned investigation showed that for both Au and Ni and despite their different thermophysical properties and electronic structure, the decrease of the metal thickness leads to a delay in the relaxation process due to the inhibited electron diffusion. In particular, even for materials of distinctly different electronic structure and electron-phonon coupling dependence on
There is a delay in the time of equilibration between the electron and lattice systems. A similar procedure can be followed to provide a quantification of the relaxation time at various thicknesses for the rest of the materials, however, this is outside the scope of the present study. On the other hand, it is very important to reveal the impact of the thickness on the thermal response not only through the inhibited electron diffusion (at smaller thicknesses) and differences in the electron-phonon coupling but also through the variation of the optical response and therefore energy absorption at various thicknesses. Simulations results indicate that there is distinct decrease of the reflectivity for all metals at both laser wavelengths as the thickness size lowers. More specifically, the use of the multiple reflection theory and Eqs.3-4 predict substantially smaller reflectivity values for thicknesses close to the penetration depth (~15-20 nm) compared to the values for thicker (or bulk) materials (see left column in Figs.3-5). On the other hand, a substantially smaller variation of the absorbance is derived for thin and thicker films (middle column in Figs.3-5). These results demonstrate that the enhanced transmissivity for thinner films (calculated through the expression $T=1-A-R$) is responsible for the drop of the reflectivity. These theoretical predictions have been confirmed experimentally [42].

![Graphs showing reflectivity, absorbance, and damage threshold evaluation for Au, Ag, Cu with fs laser pulses of two different photon energies ($\lambda_L=515$ nm and $\lambda_L=1026$ nm).]

Figure 3: Reflectivity (left column), Absorbance (middle column) and damage threshold evaluation (right column) following irradiation of Au, Ag, Cu with fs laser pulses of two different photon energies ($\lambda_L=515$ nm and $\lambda_L=1026$ nm).

To avoid confusion, it is noted that the reflectivity and absorbance values illustrated in Figs.3-5 correspond to the static values at 300 K. However, a transient variation is considered based on the discussion in Section II to evaluate the thermal response of the electron-phonon systems. The theoretical calculations show that the optical properties of the thin film approximate those of the
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bulk material when the metal thickness is larger than 80 nm. Interestingly, both the reflectivity and absorbance for some metals (i.e. Stainless Steel, Ti, Ni and Cr) demonstrate a small drop from the peak value before they reach a constant evolution at larger thicknesses. This particular behaviour requires more investigation while a potential relevance of the feature with the electronic structure of those materials should be further explored.

An important issue that requires special focus is whether the remarkable deviation of the calculated reflectivity from the standard values measured or predicted for bulk materials (also, confirmed experimentally for various metals at different wavelengths [42]) is expected to affect the thermal response of the material. To investigate the impact of thickness and the produced absorbed energy on the thermal effects, the theoretical framework presented in Section II is employed to describe the electron dynamics and relaxation processes. The use of the multiscale physical model is aimed to correlate thermal effects with the onset of the material damage. Given that a melting-point-based thermal criterion is chosen to describe the material damage, the objective of the work is the calculation of the minimum (peak) laser fluence that leads to a minimum deformation of the material (i.e. mass displacement).

![Figure 4: Reflectivity (left column), Absorbance (middle column) and damage threshold evaluation (right column) following irradiation of Steel, Ti with fs laser pulses of two different photon energies (λ_L=515 nm and λ_L=1026 nm).](image)

Simulations demonstrate an increase of the damage threshold, F_{thr}, with increasing thickness for all materials (right column in Figs.3-5) which is justified from the decrease of the produced lattice temperature on the surface of the material due to, primarily, electron diffusion and ballistic transport (thus, less energetic electrons remain on the surface to interact with the phonon system). This is in agreement with the discussion in the beginning of this section and the fact that electron diffusion is facilitated if the metal thickness increases. On the other hand, results show that there is a threshold value for the thickness d_{thr} for most metals after which the material behaves more as a bulk solid, a saturation is reached and, therefore, further increase of d_{thr} does not influence F_{thr}. Thus, for larger thicknesses, F_{thr} exhibits an asymptotic behaviour close to the damage threshold of the bulk material. Experimental data in previous reports confirm also this behaviour [41, 43, 45]. To highlight the opto-thermal properties for thicknesses d<100 nm, the reflectivity, absorbance and damage threshold variation as a function of the metal thickness, are also illustrated for 10 nm ≤ d ≤ 100 nm. Results are shown in the Supplementary Material.
Interestingly, the calculations show that for Au, Cu, Ag, Al, the saturation value is delayed while the slow evolution can be attributed to both electron diffusion and the ballistic transport of the hot electrons. Thus, our results show that for most materials, the damage threshold has a linear dependence on film thickness up to the electron diffusion length $L_{\text{diff}}$ which is $L_{\text{diff}} \approx 400$ nm for Au, Cu, Ag, $L_{\text{diff}} \approx 140$ nm for and $L_{\text{diff}} \approx 50-60$ nm for Stainless Steel, Ni, Ti, Cr (Figs.3-5). A theoretical calculation of the diffusion lengths in previous studies [43] appear to be in good agreement with our simulation results for the damage threshold.

Our simulations for the reflectivity and damage threshold dependence on the metal thickness reveal that there is a discrepancy between the optical and thermal criterion of the definition of a ‘bulk’ material. In the former case, it is related with the minimum thickness of the metal for which transmissivity becomes very small. By contrast, the thermal criterion suggests a higher value of the $d_{\text{thr}}$ at which the material can be described as a bulk metal.

Figure 5: Reflectivity (left column), Absorbance (middle column) and damage threshold evaluation (right column) following irradiation of Al, Ni, Cr with fs laser pulses of two different photon energies ($\lambda_L=515$ nm and $\lambda_L=1026$ nm).

The theoretical predictions for the damage threshold presented in this work appear to agree adequately with experimental data in previous reports for irradiation in relatively similar conditions (for Au [41, 45] (see Fig.6 at $\lambda_L=400$ nm and $\tau_p=200$ fs) or for Ni [41]). To validate the theoretical framework, an analysis of experimental data obtained in this study has also been performed following irradiation of Ni (Fig.5i) and Cr (Fig.5j) targets of various thicknesses at $\lambda_L=1026$ nm at $\tau_p=170$ fs.
For the calculation of single shot damage threshold for Ni and Cr thin films that we used in our experiments, an analysis based in a technique described in Ref. [63] was followed. More specifically, the samples were irradiated with a nearly circular beam of waist radii equal to $w_x = 28.5 \, \mu m$, and $w_y = 28.9 \, \mu m$ for various fluence values and the radius of the damaged area was measured. The error bars were calculated through a standard error propagation methodology, by measuring several quantities during experiments, such as average beam power, beam waist radii, etc. (see Supplementary Material).

As expected, the radius of the damaged area decreases at decreasing fluence and the damage threshold, $F_{thr}$, is defined to be the minimum fluence before the radius of the damaged area vanishes. To calculate the peak energy fluence on the sample, the average power of the beam was measured using a power meter placed after the final focusing lens; it is noted that, losses from the fused silica glass plate of the vacuum chamber were estimated to be approximately $\sim 6.2\%$. Figs. 7a,b depict SEM images of samples of Cr and Ni, respectively, showing the circular laser processed area. It is noted that the outlines in the samples (Fig.7) have resulted from the removal of a thin oxidized layer due to laser irradiation.

Figure 6: Damage threshold evaluation and comparison with experimental results [41] ($\lambda_L=400$ nm, $\tau_p=200$ fs).

Figure 7: (a) SEM image of a Cr thin film of thickness $d=100$ nm irradiated with a pulse of peak energy fluence $F = 0.27 \, J/cm^2$ resulting in a circular damaged area of radius $r_D = 22.5 \, \mu m$. (b) SEM image of a Ni thin film of thickness $d=100$nm irradiated with a pulse of peak energy fluence $F = 0.47 \, J/cm^2$ resulting in a circular damaged area of radius $r_D = 26 \, \mu m$. 
It is shown that the theoretical predictions yield a good agreement with the experimental measurements (Figs.5i,j), especially, for small thicknesses. The underestimation for larger thicknesses can be attributed to the fact that the damage threshold criterion used in this report assumed that an onset of material damage occurs even if the minimum volume (one pixel of thickness equal to 0.4 nm according to the discretization) exceeds the melting point of the material. As this size is very small to lead to a sufficiently large molten volume that can produce stable (and visible) material deformation, a larger fluid volume requires an increase of the damage threshold. This implies that an increase in $F_{th}$ would provide a better agreement with experimental results. By contrast, for small thicknesses, this discrepancy is not evident due to the fact that the electron diffusion is less pronounced which leads to smaller electron (and lattice) temperature gradients inside the volume. Therefore, larger volumes exist at a relatively similar temperature, which indicates that for smaller thicknesses it is easier to induce sufficient molten volume that will lead to surface damage. Nevertheless, and in order to be consistent with the widely used definition of the ‘melting-point-based’ damage threshold (which is the minimum value of the peak fluence that yields lattice temperature above the melting point, regardless of how small the molten volume is), a more detailed analysis of the conditions that lead to the production of larger molten volumes is beyond the scope of this work.

The emphasis in this work was made on the evaluation of the laser conditions that induce minimum damage which is associated with a phase transformation (i.e. melting of the material). Our experimental protocols and results as well as data from previous reports [41-45] were used to validate our model. Certainly, there is a large number of other reports in literature [52, 64-69], however, most of them focus on ablation conditions and the evaluation of ablation threshold.

One aspect that needs to be discussed is the accuracy of the dielectric function expressions that were used for the irradiated solid. As pointed out in the description of the theoretical framework, a Drude-Lorentz model was used to obtain the dielectric function for each metal based on the approach by Rakic et al. [56]. In that analysis, the oscillator lengths and spectral widths for the Lorentzian terms that are used were obtained through fitting with experimental data and it was assumed that they do not vary during excitation conditions and at higher electron temperatures. On the other hand, the transient character of the dielectric function was introduced through the inclusion of the relaxation time $\left[ A_e \left( T_e^{(m)} \right)^2 + B_e T_L^{(m)} \right]^{-1}$ [57]. This is an approximate method to present a dynamic behaviour into the optical properties of the material. Our simulations showed that the assumption yields results for the damage threshold that agree with the experimental observations. Alternative approaches to evaluate a temporal variation of the dielectric parameter through the employment of a random-phase approximation to compute the electron relaxation time have also been presented in other reports [70-72]. Nevertheless, a more precise investigation would require the employment of more rigorous approaches that reveal not only a time dependent variation but also an electron temperature dependence of the dielectric properties. Such approaches have been developed that were based on the use of first principles and Density Functional Theories to describe the ultrafast dynamics of various materials ranging from metals [18] to semiconductors [19]. These theories could be incorporated into a future and more comprehensive revised model. It is evident that a systematic evaluation of the temporal evolution of the optical parameters should be complemented with the development and use of suitable pump-probe protocols. Appropriate experimental set ups will not only be employed to validate the theoretical models for the calculation of the transient optical parameters but also, would allow a precise determination of the thickness value above which the film would be characterised as bulk (i.e. exhibiting very small transmittance).

Another parameter in the model that can influence the thermal response of the system is the ballistic length. As noted in Section II, $L_b$ is laser wavelength dependent, and therefore, more investigation is required to specify a more precise value for irradiation with $\lambda_L=1026$ nm. Thus, a revised and more consistent model could include a photon energy dependent value of the laser
wavelength. Furthermore, the need for further revision to the form of Eq.2 at different laser wavelengths might also be investigated.

With respect to the need to incorporate the impact of the thermal resistance into the model, the damage threshold simulations show that for the three materials for which experimental observations were used, the current framework appears to describe sufficiently the thermophysical behaviour (i.e. for small thicknesses where the EM-PD coupling is more important). Nevertheless, more investigation is required in other laser conditions (i.e. photon energy, pulse durations) or other materials and comparison with relevant experimental protocols to evaluate the contribution of the thermal resistance. Such an approach is expected to identify the regime at which a revision of the model with the incorporation of the thermal resistance contribution is required.

The emphasis of the current work was on the role of the thickness of an irradiated metal that lies on top of a substrate. Both experimental and theoretical results demonstrated the impact of the thickness both on the optical properties and the damage threshold. The theoretical framework can be generalised for more intricate and interesting (from the point of view of applications) systems where multiple layers are present in which the thermophysical and optical properties of the constituent layers are expected to influence the thermal response of the complex [51, 73, 74]. Furthermore, our results show that the enhanced localisation of the energy transferred into the material (for small metal thicknesses), offers a wealth of potential opportunities of nano-patternning.

V. CONCLUSIONS

A detailed theoretical framework was presented to correlate the impact of the optical properties variation, the damage threshold and the thickness of the most widely used metals for two laser wavelengths of ultrashort laser pulses. It was shown that especially for small thicknesses, the calculated absorbed energy is influenced significantly from the thickness of the irradiated solid, which is reflected on the thermal response of the material. Simulation results which were validated with experimental data on Ni, Cr and Au demonstrated a linear dependence of the damage threshold for thicknesses up to about the optical penetration depth, while at larger thicknesses an asymptotic behaviour close to the damage threshold of the bulk material is followed. The presented model is aimed to provide a tool for an accurate determination of the damage threshold of metals, which is important for a plethora of laser manufacturing approaches.
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