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HIGHLIGHTS

- A machine-learning model has been developed to improve accuracy on predicting the activity of missense LDLr mutations.
- ClinVar was used as database, and the model function was defined by using specific characteristics of the LDLr.
- A high-score prediction ML model with specificity of 92.5% and sensitivity of 91.6% has been developed to predict pathogenicity of LDLr variants.
- Implementation of high-predicting capacity software constitutes a valuable approach for assessing pathogenicity of LDLr variants to help in the early diagnosis and management of FH disease.
- An open-access predictive software (MLb-LDLr) is provided to the scientific community.

From the *Fundación Biofísica Bizkaia, Leioa, Spain; †Instituto Biofísica (UPV/EHU, CSIC), University of the Basque Country, Leioa, Spain; ‡Department of Biochemistry and Molecular Biology, University of the Basque Country, Leioa, Spain; ††Center for Cooperative Research in Biomaterials (CIC biomaGUNE), Basque Research and Technology Alliance (BRTA), Donostia San Sebastián, Spain; †‡Lipid Unit, Hospital Universitario Miguel Servet, IIS Aragon, CIBERCV, Universidad de Zaragoza, Spain; †§Department of Organic and Inorganic Chemistry, University of Basque Country UPV/EHU, Leioa, Spain; and the †††IKERBASQUE, Basque Foundation for Science, Bilbao, Spain.
Familial hypercholesterolemia (FH) is the most common autosomal dominant disorder with an estimated prevalence between 1:200 and 1:250 (1). FH is characterized by an elevated concentration of low-density lipoprotein (LDL) cholesterol in plasma as a consequence of a defective catabolism of LDL particles (2). The progression of FH is asymptomatic and normally is not detected until advanced stages of the disease when long-term exposure to LDL induces the development of atheroma plaques and increases the risk of cardiovascular diseases (3,4). Despite the high incidence of FH, <1% of the patients are properly diagnosed, and consequently, the implementation of early intervention programs to prevent plasma LDL accumulation and long-term associated problems is limited (5,6).

Mutations in the LDL receptor gene (LDLr) are the most common genetic cause of FH, accounting for more than 90% of the cases (7). To date, more than 3,000 LDLr variants have been described and submitted to the ClinVar database. Among them, missense variants, resulting from single nucleotide substitution, are the most frequent ones (8). Single nucleotide variations can affect (pathogenic) or not (benign) protein structure and function; however, only a reduced number of variants have been functionally validated and proven to be pathogenic (9). Cascade screening and in vitro functional characterization are the most reliable methodologies to validate pathogenicity of LDLr variants (10). Nevertheless, both methods have their own limitations: in vitro functional validation is laborious and time-consuming, whereas cascade screening requires patient clinical data availability and a high number of patients (11). Lately, the use of computational tools has been extended to many fields of medical sciences, including development of predictive software to assess the pathogenicity of protein variants (12,13).

Given the high frequency of the mutations found in the LDLr gene, developing specific software to predict LDLr pathogenicity would allow a rapid and systematic characterization of pathogenic variants.

Taking advantage of the large number of missense LDLr variants already characterized and annotated in the ClinVar database, the aim of this work has been to develop an advanced machine learning (ML) algorithm to accurately predict the pathogenicity of LDLr missense variants. To do so, 7 characteristics of the protein have been considered in order to obtain a high-score prediction. The introduction of a ML algorithm provides a predictive model with a specificity of 92.5% and a sensitivity of 91.6%, which shows high accuracy in predicting both pathogenic and benign variants. Here, we provide an open access machine learning-based LDLr predictive software (MLb-LDLr) for the scientific community to predict the pathogenicity of missense LDLr variants (14). Ultimately, the data presented here will help clinicians and researchers interpret the effect of any missense mutation in the LDLr gene.

METHODS

DATASET. To date, more than 3,000 LDLr variants have been annotated in the ClinVar database (May 25, 2021). These variants are divided into 6 subclasses...
according to the type of the mutation: frameshift, missense, nonsense, splice site, noncoding RNA, and untranslated region (UTR). In order to develop an efficient ML diagnostic tool, each subclass must be analyzed individually because a given feature could be important for one subclass, but not relevant for others, taking into account their very different effect. However, most of the subclasses have a reduced number of variants, thus prediction of protein activity is not possible due to the limited available information. In addition to limited data availability, the nature of some mutation subclasses leads to a deleterious effect in most of the variants (ie, frameshift and nonsense mutations) or almost always a benign effect (noncoding RNA and UTR). Therefore, the lack of enough variants with the contrary effect does not allow obtaining an accurate ML model if included. On the other hand, the existence of a large amount of both pathogenic and benign 

LDLr missense variants whose activity has been validated allows the development of a ML predictive software to predict the pathogenicity of these variants.

More than 1,200 missense variants are already annotated in ClinVar, which are distributed according to their pathogenicity as follows: 7 benign, 58 likely benign, 284 of uncertain significance, 239 of conflictive interpretation, 568 likely pathogenic, and 248 pathogenic, although some of these variants have been included into more than 1 subclass. In order to ease the classification, benign and likely benign variants were grouped into a benign subclass (n = 65), and pathogenic and likely pathogenic variants into a pathogenic subclass (n = 639). ClinVar is a great source to evaluate the pathogenicity of LDLr variants, and although most of the used variants have multiple submitters to support their pathogenicity, 1 limitation of the database is that in some cases, there is only 1 submitter, and a few of them have no assertion. Therefore, this has been taken into consideration in the training and validation of the model.

In addition, an exhaustive bibliographic search allowed to ascertaining the effect of variants with conflictive interpretation or uncertain significance and their inclusion in the benign or pathogenic categories. This process allowed increasing the number of variants with a reliable diagnosis. In sum, the data set consisted of 80 benign and 664 pathogenic LDLr variants.

**Model Definition.** A classification model to predict the probability p(Pi = 1)pred of pathogenicity (Pi) of the ith protein variant was defined. Applying these criteria, the model fits the objective function f(Pi)obs. The function f(Pi)obs = 1 when Pi = pathogenic and

\[ f(P_i)_{\text{obs}} = 0 \text{ when } P_i = \text{benign}. \]

The output of the model is the scoring function f(Pi)calc. This function gets real values and consequently cannot be compared directly to f(Pi)obs. As a consequence, f(Pi)calc was transformed into the searched probability scale values p(Pi = 1)pred. Using these probability values, the predicted classification of each protein variant f(Pi)pred can be obtained. The predicted classification f(Pi)pred = 1 (Pi = pathogenic) when p(Pi = 1)pred > 0, otherwise f(Pi)pred = 0 (Pi = benign). Both linear and nonlinear ML models were trained. The general formula for the linear ML model is shown in Equation 1.

\[ f(P_i)_{\text{calc}} = -e_0 + \sum_{k=1}^{7} e_k \cdot P_{ik} \]

The coefficient e_0 is the independent term, and e_{k>0} are the coefficients for each input variable P_{ik}. These coefficients e_{k>0} quantify the influence (weight) given to each characteristic on the overall pathogenicity. In order to fit the objective function f(Pi)obs, we used as input variable P_{ik} parameters. These P_{ik} parameters are the probabilities with which pathogenic protein variants in the data set present a given value of the characteristic C_{ik} within a given range. We encoded P_{ik} values of each protein variant into the quantitative vector P_{ik} = [P_{i1}, P_{i2}, P_{i3}, ... , P_{i7}]. The specific characteristics studied were: C_1 = conservation of the substituted residue, C_2 = charge change, C_3 = original amino acid, C_4 = substituting amino acid, C_5 = amino acid hydrophobicity change, C_6 = amino acid size change, and C_7 = affected domain. These characteristics were further divided into 2 different subgroups: physicochemical (C_2, C_5, C_6, and C_7) or biological-evolutive (C_1, C_3, and C_4). The values of each characteristic C_{ik} of the 3 continuous variables (C_1, C_3, and C_6) were split into 5 mutually exclusive and equal intervals or classes (c). On the other hand, the values of each characteristic C_4 of the discrete variables (C_2, C_3, C_4, and C_7) were split into different classes. Characteristic selection and obtention process are shown in the Supplemental Appendix and Supplemental Tables S1 to S4. C_{ik} variables were transformed into P_{ik} probability values according to Equation 2.

\[ P_{ik} = \frac{nC_{ik}(P_i = 1)}{nC_{ik}(P_i = 1) + nC_{ik}(P_i = 0)} \]

In Equation 2, nC_{ik}(P_i = 1) is the number of pathogenic protein variants (P_i = 1) with values of C_{ik} within the class c. By analogy, in this formula, nC_{ik}(P_i = 0) is the number of benign protein variants (P_i = 0) with values of C_{ik} within the class c. P_{ik} values are shown in Supplemental Table S5.
MODEL TRAINING AND VALIDATION. As mentioned before, training was performed in both linear and nonlinear models. In the case of the ML linear models, different algorithms were used to define the $e_k$ coefficients. The linear ML algorithms used were linear discriminant analysis (LDA) (parametric), linear neural networks (LNN) (nonparametric) from STATISTICA data analysis software system, version 6.0 (StatSoft, Inc.) and Excel Solver Evolutionary algorithm (ESEA) (parametric) (15). In the case of nonlinear models, 2 types of nonlinear artificial neural network (ANN) algorithms were used: multilayer perceptron (MLP) (parametric) and radial basis function (RBF) (nonparametric) (STATISTICA, data analysis software system, version 6.0, StatSoft, Inc.). These models were chosen because they allow testing different types of ML mechanisms, linear and nonlinear, parametric and nonparametric. Linear and parametric models create linear equations formed by coefficients such as weight or threshold, whereas the nonparametric ones are more complex and use other types of equations.

In order to train/validate the model, the dataset was split into 2 subsets using the variable subset = T (training series) and subset = V (validation series). Variants in training series were used to obtain $P_{ik}$ values and to train the ML models. Variants in validation series were used neither to obtain $P_{ik}$ values nor to train the model. The variants were assigned to training or validation series randomly. Three-quarters of the pathogenic variants ($n = 499$) were used for training and the remaining ($n = 166$) to validate the model. In the case of benign variants, two-thirds ($n = 54$) were used in the training group, and the remaining ($n = 26$) were used in the validation group due to the limited number of annotated variants.

VARIABLE SELECTION AND OPTIMIZATION. In a first stage, linear and ANN ML algorithms from STATISTICA were run with different variable selection strategies: forward stepwise, backward stepwise, etc. Next, ESEA strategy was used. ESEA maximized $f(P_{ik})_{calc}$ function and increased the number of correctly predicted variants, modifying $e_k$ coefficients (see the details in the Supplemental Appendix). The maximum and minimum limits established for weights and threshold were $e_{k,\text{omax}} = 0.2$ and $e_{k,\text{omin}} = 0.001$, and $e_{\text{omax}} = 1$ and $e_{\text{omin}} = 0.1$, respectively. These limit values were set up arbitrarily. In order to obtain a balanced relation between the correctly predicted pathogenic and benign variants, the objective function Equation 3 was described as follows:

$$F_0 = \text{Sensitivity} \times \text{Specificity}$$  (3)

Next, ESEA expert-guided selection (EGS) strategy was used to optimize $e_k$ values. EGS was carried out as follows: Once the best fitting weights and threshold were established through ESEA, some $P_{ik}$ values were adjusted to improve the number of correctly predicted variants. Consequently, EGS strategy included a reparameterization of some $P_{ik}$ values, thus increasing the number of correct predictions; see the details in the Supplemental Appendix and Supplemental Table S6. The general workflow of the model is shown in Figure 1.

STATISTICAL ANALYSIS. Accuracy of the model was tested by 4 statistic parameters: sensitivity, specificity, positive predictive value, and negative predictive value. The sensitivity and the specificity values refer to the percentage of correctly predicted pathogenic and benign variants, respectively. These parameters were calculated in both training and validation sets.

In addition, random bootstrapping training and validation subsets of the same sample size with replacement were used to test the sampling distribution. One thousand bootstrapped samples were tested, and the statistics previously mentioned were presented with 95% confidence intervals.

EXPERIMENTAL MODEL VALIDATION. In vitro functional characterization of ClinVar-annotated conflictive LDLr variants.

LDLr VARIANT SELECTION. Thirteen LDLr variants with conflictive or uncertain interpretations on ClinVar were selected to experimentally validate the accuracy of MLb-LDLr and other predictive software. The selection criteria were based on the disparity of the prediction of the most used pathogenicity-predictive software. Hence, not only the functional characterization of conflictive LDLr variants was performed, but also software accuracy was assessed when facing a hard to predict variant. In addition, the selected variants have been described in patients with elevated levels of LDL cholesterol. Descriptions of the studied variants and in silico predictions are shown in Table 1.

CHO-LDLΔ7 CELL CULTURE AND TRANFECTION. The CHO-LDLΔ7 cell line was cultured in Dulbecco’s modified eagle medium low glucose, 1 g/L (GE Healthcare) supplemented with 10% fetal bovine serum, 2 mmol/L L-glutamine, 100 units/mL penicillin, and 100 µg/mL streptomycin. Ten thousand CHO-LDLΔ7 cells were plated into 96-well culture plates and transiently transfected with the plasmids carrying wild-type LDLr or Ex3_4del, c.599T>G p.(Phe200Cys), c.889A>C p.(Asn297His), c.914G>C p.(Trp305Ser), c.1122T>C p.(Lau371Pro), c.1118G>C p.(Gly373Ala), 1345A>G p.(Arg449Gly), c.1418T>A p.(Ile473Asn), 1732G>A p.(Val578lle), 1912G>C p.(Asp638His),
Clinical significance of characterized LDLr variants \((f(P_{i\text{obs}}))\) and values of physicochemical and evolutive characteristics \((C_k)\) were obtained from several software and databases. Pathogenicity probability values \((P_i)\) were calculated using the relation between pathogenic and benign variants in each characteristic. Then, different ML models (LNN, LDA, ESEA) were applied to obtain the weight of each characteristic on the overall pathogenicity and the threshold that divides pathogenic and benign variants \((e_k, \text{ coefficients})\). These values were later used to calculate a pathogenicity score of each variant \((f(P_{i\text{calc}}))\). Finally, some \((f(P_{i\text{calc}}))\) values were manually modified, and the ML models were applied again in order to optimize \(e_k\) values. The resulting coefficients were used on MLb-LDLr software. ESEA = Excel Solver Evolutionary algorithm; LDA = linear discriminant analysis; LNN = linear neural network; ML = machine learning; MLb-LDLr = machine-learning-based low-density lipoprotein receptor software.

**RESULTS**

**COMPUTATIONAL MODEL FOR PATHOGENICITY PREDICTION.** Once the weights of each characteristic in the overall pathogenicity \((e_{k,0})\) and the pathogenicity threshold \((e_{0})\) were calculated (Supplemental Table S7), pathogenicity prediction of
missense \textit{LDLr} variants was assessed following the equation model shown in Equation 4.

\[
\text{f}(P_i)_{\text{calc}} = - ( + 0.667) + 0.082 \cdot P_0 + 0.132 \cdot \\
+ 0.093 \cdot P_0 + 0.088 \cdot P_4 + 0.165 \cdot \\
+ 0.115 \cdot P_5 + 0.077 \cdot P_7
\]

Where \(N_{\text{training}} = 552\), \(N_{\text{validation}} = 192\), \(N_{\text{Total}} = 744\), \(\chi^2 = 349\), and \(P < 0.05\). The model classifies correctly 91.2% of pathogenic variants (454 of 498) and 90.7% of benign variants (49 of 54) on training, and 92.8% of pathogenic (154 of 166) and 96.2% of benign (25 of 26) on validation. The positive predictive values are 98.9% and 99.9% on training and validation, respectively, and negative predictive values are 52.7% and 67.6% on training and validation, respectively.

The obtained results show the predictive ability of the model, which is able to classify \textit{LDLr} variants into benign or pathogenic with an accuracy higher than 90% in training and validation. The similarity between specificity and sensitivity parameters of \textit{MLb-LDLr} is explained by obtaining the values through the ESA algorithm, where balance on the percentage of correctly predicted pathogenic and benign variants was prioritized instead of better overall score in only 1 category (Equation 3). However, this process was performed only with training variants, so the balance on validation ones is a sign of the homogeneity of the training/validation data set division.

**TABLE 1** Selected \textit{LDLr} Variants for In Vitro Characterization and Their Pathogenicity Prediction

| \textit{LDLr} Variant | MLb-LDLr | PolyPhen-2 | SIFT | SFIP-MutID | MutationTaster | CADD |
|-----------------------|----------|------------|------|------------|----------------|------|
| p.(Phe200Cys)         | Pathogenic | Benign     | Pathogenic | Pathogenic | Pathogenic | Pathogenic |
| p.(Asn297His)         | Pathogenic | Benign     | Pathogenic | Pathogenic | Pathogenic | Pathogenic |
| p.(Trp305Ser)         | Pathogenic | Benign     | Pathogenic | Pathogenic | Pathogenic | Pathogenic |
| p.(Leu371Pro)         | Pathogenic | Benign     | Pathogenic | Benign     | Pathogenic | Pathogenic |
| p.(Gly373Ala)         | Pathogenic | Benign     | Pathogenic | Benign     | Pathogenic | Pathogenic |
| p.(Arg449Gly)         | Pathogenic | Benign     | Pathogenic | Benign     | Pathogenic | Benign |
| p.(Leu473Asn)         | Benign    | Pathogenic | Pathogenic | Pathogenic | Pathogenic | Pathogenic |
| p.(Val578Ile)         | Benign    | Benign     | Pathogenic | Pathogenic | Pathogenic | Pathogenic |
| p.(Asp638His)         | Pathogenic | Benign     | Pathogenic | Pathogenic | Pathogenic | Pathogenic |
| p.(Met652Thr)         | Benign    | Benign     | Pathogenic | Pathogenic | Pathogenic | Pathogenic |
| p.(Pro683Leu)         | Pathogenic | Benign     | Pathogenic | Benign     | Pathogenic | Benign |
| p.(Asp700Asn)         | Pathogenic | Benign     | Pathogenic | Pathogenic | Pathogenic | Pathogenic |
| p.(Ala705Pro)         | Benign    | Benign     | Pathogenic | Pathogenic | Pathogenic | Pathogenic |

CADD = Combined Annotation-Dependent Depletion software; MLb-LDLr = machine-learning-based low-density lipoprotein receptor software; PolyPhen-2 = Polymorphism Phenotyping v2 software; SFIP-MutID = structure-based functional impact prediction for mutation identification; SIFT = Sorting Intolerant From Tolerant software.

**COMPARATIVE ANALYSIS OF THE PREDICTIVE ACCURACY OF ML-BASED METHODOLOGIES.** The predictive accuracy of 5 ML models was tested: 3 linear models (LDA, LNN, and ESEA) and 2 nonlinear ones from ANN (MLP and RBF) (Table 2). LDA shows a much lower specificity and a slightly higher sensitivity than ESEA. By contrast, MLP, RBF, and LNN show a slightly higher specificity but much lower sensitivity than ESEA.

**MLB-LDLr SOFTWARE.** The best ML model found with ESEA was implemented into user-friendly software denominated MLb-LDLr. MLb-LDLr was developed using several libraries: Python (3.8.5), Click (7.1.2), Flask (1.1.2), Gunicorn (20.0.4), Itsdangerous (1.1.0), Jinja2 (2.11.2), MarkupSafe (1.1.1), and Werkzeug (1.0.1). The code and the database used for the software are available at GitHub under Creative Commons CC0 license.

MLb-LDLr software uses its own algorithm to give pathogenicity predictions of every single \textit{LDLr} missense variant. \(f(P_i)_{\text{calc}}\) score values were relativized to a maximum and the pathogenicity threshold. The final percentage value is obtained relativizing the score to 100 (5).

\[
p(P_i = X)_{\text{pred}} = \\
\begin{cases} 
    f(P_i = 1)_{\text{calc}} > e_0, & \frac{f(P_i = 1)_{\text{calc}} - e_0}{\text{Max}(f(P_i = 1)_{\text{calc}}) - e_0} \times 50 + 50 \\
    f(P_i = 1)_{\text{calc}} < e_0, & \frac{f(P_i = 1)_{\text{calc}} - e_0}{\text{Max}(f(P_i = 1)_{\text{calc}}) - e_0} \times 50 - 50 
\end{cases}
\]

The maximum possible value (\(\text{Max}(f(P_i = 1)_{\text{calc}})\)) is obtained when \(P_{11} = P_{12} = \ldots = P_{17} = 1\) (Equation [4]). The max value gets only positive values because during the ESEA optimization, we used the restriction \(e_0 > 0\). Because it is not possible for any \textit{LDLr} missense variants to reach that value (\(f(P_i = 1)_{\text{calc}} = 0.752\)) using this model, the maximum value was set to

\[
\text{Max}(f(P_i = 1)_{\text{calc}}) = \\
\begin{cases} 
    f(P_i = 1)_{\text{calc}} > e_0, & \frac{f(P_i = 1)_{\text{calc}} - e_0}{\text{Max}(f(P_i = 1)_{\text{calc}}) - e_0} \times 50 + 50 \\
    f(P_i = 1)_{\text{calc}} < e_0, & \frac{f(P_i = 1)_{\text{calc}} - e_0}{\text{Max}(f(P_i = 1)_{\text{calc}}) - e_0} \times 50 - 50 
\end{cases}
\]
\( f(P_i = 1)_{\text{calc}} = 0.74 \) in order to obtain more accurate results. The software visualizes the final probability values \( p(P_i = 1)\% \text{ or } p(P_i = 0)\% \) in a 50-100 scale. Whether a variant is predicted as a benign \( (f(P_i = 1)_{\text{calc}} < e_0) \), the software visualizes \( p(P_i = 0)\% \). This way, the result displayed is always positive and higher than 50\% of being pathogenic or benign. The top-5 pathogenic and benign variant predictions on the training and validation groups are shown in Supplemental Table S8. The complete prediction database is shown in Supplemental Table S9, and data used for prediction are available on Figshare.

**MLb-LDLr INTERFACE.** Both DNA or amino acid nomenclature can be used as input, and the software is able to carry out multiple analyses at once (Figure 2). The result summary includes information about the affected domain, the conservation and amino acid size, charge, and hydrophobicity change. The information of the last 4 characteristics is given in “low,” “medium,” or “high” format (Figure 3), according to Supplemental Table S6 probability table values.

**ACCURACY OF MLb-LDLr VERSUS OTHER PREDICTIVE SOFTWARE.** To date, several software programs are available to predict the effect of a given mutation on the protein function. Although most of them are used to predict the functional effect of a mutation in any protein (eg, Polymorphism Phenotyping v2 [PolyPhen-2] [18], Sorting Intolerant From Tolerant [SIFT] [19], Combined Annotation-Dependent Depletion [CADD] [20], MutationTaster [21]), recently, a structure-based software for missense LDLr variants has been developed (SFIP-MutID) (22). Each model uses different databases and techniques for prediction, so their effectiveness can vary. In this work, we have used all missense LDLr variants (744) annotated at ClinVar database to compare the accuracy of different software, with and without bootstrapping resampling. Because EGS optimization process must be done manually, this process has not been carried out on bootstrapped resampling. The main results are shown in Table 3 and Figure 4. The prediction of each variant on the nonbootstrapped sample is shown in Supplemental Table S10.

Regarding the nonbootstrapped samples, MLb-LDLr is the only software program with all statistic values higher than 90\%. MutationTaster shows the top score for sensitivity in both training and validation sets but has the second-worst specificity values. The highest specificity in the training set corresponds to MLb-LDLr, and the highest in the validation set corresponds to CADD.

These results are mostly maintained in bootstrapped samples, MutationTaster having the highest sensitivity values and CADD the highest specificity ones. MLb-LDLr on the other hand shows slightly lower values in most statistics because EGS optimization cannot be performed when bootstrapping samples.

Regarding area under the receiver operating curve (AUROC) values, CADD has the highest score (0.959) followed by MutationTaster (0.934), PolyPhen-2 (0.933), and MLb-LDLr (0.932).

As shown in Supplemental Table S11, 453 of 744 variants are correctly predicted by the 6 analyzed software programs, 181 variants are correctly predicted by 5 software programs, 62 variants are correctly predicted by 4 programs, 27 by 3 software programs, 17 by 2 software programs, and only 4 variants are correctly predicted by 1 or none. These results show that the 60\% of the variants annotated in ClinVar are correctly predicted by any of the analyzed software programs, and that the remaining variants except for p.(Ala299Thr) can be correctly predicted by a combination of them. Altogether, this indicates that the available software should be used in combination to improve prediction accuracy.

**IN VITRO FUNCTIONAL CHARACTERIZATION OF CONFLICTIVE LDLr VARIANTS.** In order to experimentally validate the model, 13 LDLr variants were...
selected according to their conflictive interpretations in ClinVar and contradictive activity predictions. LDLr activity was assessed as indicated in Methods. As shown in Figure 5, p.(Val578Ile) and p.(Pro683Leu) variants show similar LDLr activity to wild type, indicating that these mutations are not pathogenic. On the contrary, p.(Phe200Cys), p.(Asn297His), p.(Trp305Ser), p.(Lau371Pro), p.(Gly373Ala), p.(Arg449Gly), p.(Ile473Asn), p.(Asp638His), p.(Met652Thr), p.(Asp700Asn), and p.(Ala705Pro) variants showed a reduced activity ranging from 5% to 40% and thus are classified as pathogenic.

Activity results were compared with the pathogenicity predictions of each software program. As shown in Table 4, MLb-LDLr shows the second-best accuracy for both pathogenic and benign variants, being the most balanced software. By contrast, PolyPhen-2 and CADD correctly predict barely more than one-half of the pathogenic variants and not a single benign variant. SIFT is the only one correctly predicting the benign variants, but only hits 2 pathogenic ones. MutationTaster correctly predicts 8 pathogenic variants, but no benign ones. Finally, SFIP-MutID has the highest score on pathogenic variants, but does not correctly predict any benign ones. The similarity between the results obtained in Table 4 and the prediction of the ClinVar database shown in Table 3 is noteworthy.

**DISCUSSION**

Alongside the extraordinary growth of newly described LDLr variants brought by the fast development of next-generation sequencing (10), there is developing desire to develop powerful software to accurately assign biological activity roles to LDLr variants. PolyPhen-2, CADD, MutationTaster, and SIFT are some of the most used software packages to predict the effect of a mutation in the LDLr (18–21). PolyPhen-2 utilizes a combination of sequence-and structure-based attributes for the description of an amino acid substitution; SIFT makes inferences from sequence similarity; CADD is based on evolutive gene factors and uses more than 60 variables; MutationTaster analyzes evolutionary conservation, splice-site changes, loss of protein features, and changes that might affect the amount of mRNA. Therefore, as they consider common features of many proteins, when predicting the effect on the activity of LDLr variants, the results often disagree. More recently, a specific model for LDLr missense variants based on LDLr structural resolution has been
developed (SFIP-MutID), but the model lies in predicting pathogenic mutations rather than predicting benign mutations thus limiting its use (22).

This work sought to develop a ML model to improve accuracy on predicting the activity of missense LDLr mutations. It has previously been shown that combining information obtained from multiple sequence alignment and 3-dimensional protein structure can increase prediction performance (23). Therefore, specific features of the LDLr protein such as conservation of the substituted residue, charge change, the original amino acid, the substituting amino acid, hydrophobicity change, amino acid size change, and the location of the substituted amino acid within the different LDLr domains have been considered to quantify their influence on the overall pathogenicity. After having been represented as quantitative vectors, ESEA has been used to calculate both the weight of each characteristic on the overall pathogenicity and the threshold that determines whether a variant is pathogenic or not. The introduction of ClinVar database in the MLb-LDLr software constitutes an innovative feature about the MLb-LDLr software, which sets it apart from other software. This strategy allowed increasing the predictive power of the MLb-LDLr by integrating ML algorithms, resulting in a specificity of 92.5% and a sensitivity of 91.6%. A major challenge in the MLb-LDLr optimization process was generating a balanced software program able to predict both pathogenic and benign variants with high accuracy. Our results demonstrated the value of combining information, especially the use of the ClinVar database, which provided predictive software with an accuracy higher than 90% in both pathogenic and benign variants.

The bootstrap resampling method is commonly used to test a model with many different training and

| Predictive Tool | No Bootstrapping | Bootstrapping |
|-----------------|------------------|---------------|
|                 | **Sn** | **Sp** | **Sn** | **Sp** | **Sn** | **Sp** | **Sn** | **Sp** |
| MLb-LDLr         | 90.7   | 91.1   | 92.2   | 96.2   | 87.5   | 91.2   | 85.8   | 81.8   |
| PolyPhen-2       | 92.9   | 79.6   | 94.6   | 96.1   | 93.6   | 83.6   | 93.8   | 83.7   |
| SIFT             | 83.9   | 90.7   | 90.3   | 88.5   | 85.4   | 89.9   | 85.5   | 90.5   |
| SFIP-MutID       | 92.1   | 18.5   | 87.3   | 26.9   | 90.5   | 21.1   | 90.5   | 21.1   |
| CADD             | 88.5   | 88.9   | 89.7   | 100    | 88.9   | 92.5   | 89.1   | 92.6   |
| MutationTaster   | 95.8   | 66.7   | 95.8   | 84.6   | 96.1   | 72.5   | 96.2   | 73.0   |

Statistics of the original sampling and randomly bootstrapped sampling. One thousand bootstrapped samples were used, and the results are shown with a 95% confidence interval. The expert-guided strategy optimization process cannot be carried out when bootstrapping, decreasing the accuracy of the model. SFIP-MutID is not able to predict mutation within 1-21 and 715-860 residues.

T = training; V = validation; other abbreviations as in Tables 1 and 2.
FIGURE 4 Performance of MLb-LDLr in Comparison to Other Software

Several scores are compared by area under the receiver operating curve (AUROC) using the ClinVar database. MLb-LDLr = machine-learning-based low-density lipoprotein receptor software; other abbreviations as in Tables 1 and 2.

FIGURE 5 In Vitro Validation of the Model by Assessing LDL Uptake on CHO-ldl<sup>Δ7</sup> Cells Transfected With LDLr Variants

LDL uptake was quantified by flow cytometry, as described in Methods. The values represent the mean of at least 4 experiments, error bars represent ±SD. *P < 0.01 comparing WT with each variant. WT = wild-type; other abbreviations as in Figure 2.
validation sets. This test is usually carried out automatically, because more than 1,000 groups are required, but the last process on MLb-LDLr software, EGS, must be done manually. Although the optimization process could not be implemented on the results shown in Table 3, these results are quite similar to the ones obtained with no EGS. Therefore, the bootstrapping resampling shows the validity of the training and validation set division, because the results obtained with and without bootstrapping are similar in all analyzed software programs.

All the analyzed software programs, except for CADD, provide pathogenicity predictions according to a specific threshold so that a probability value can be given as a result. By contrast, CADD is based on comparative scores and only provides relative pathogenicity values. This means that CADD relies on AUROC and similar general statistics to obtain an accuracy value; meanwhile, the rest of the software programs have optimized a specific threshold to obtain an optimum accuracy. This could explain why CADD has the highest AUROC values by far, but it is surpassed by MLb-LDLr and PolyPhen-2 on the overall accuracy.

SIFT and PolyPhen-2 are among the predictive software programs with the highest ease of use and speed, which allows for direct batch queries using amino acid and genome coordinates (24). In order to facilitate the use of MLb-LDLr, an interface has been developed, which allows direct input using DNA or amino acid nomenclature as well as querying multiple predictions.

One of the major advantages of MLb-LDLr software relies in the possibility of updating the dataset periodically thus including newly annotated variants in ClinVar. This allows continuously increasing database accuracy in order to perform an updated prediction for each new described variant. In the future, some other ML algorithms may be introduced in the MLb-LDLr software to integrate information such as phenotype of the patients carrying pathogenic variants and the most suitable treatment for each of them (25).

It is noteworthy that all the predicted models tested in this work showed an accuracy of over 80% when predicting variants, which indicates that the data accessible in ClinVar are highly accurate, even those with a single submitter to support the pathogenicity. This fact supports the use of the ClinVar database as a reliable source of information regarding pathogenic variants due to the big effort done to correctly assign pathogenicity to variants described so far. These pathogenic LDLr variants have been mostly found in patients with high plasma LDL plasma levels and have been characterized both by cascade screening or in vitro functional assays of the LDLr variants (10,26,27).

As mentioned in the preceding text, the fast development of next-generation sequencing brings to light a great number of new LDLr variants that will favor the emergence of benign ones. Hence, the development of predictive software such as MLb-LDLr with high accuracy in predicting benign variants is crucial. Nowadays, the simultaneous use of several software programs to predict the effect of a given mutation on protein activity is almost mandatory, because the ones with the highest accuracy on pathogenic variants have low accuracy on benign variants.

**STUDY LIMITATIONS.** First, MLb-LDLr software only predicts missense LDLr variants. There are many mutation types depending on their location and effect (frameshift, UTR, splicing site...), and each of them has a different mechanism that should be analyzed individually. Here, only missense variants have been analyzed because they represent a high percentage of total LDLr variants (40%) (8) and more than 50% in the ClinVar database (28,29). Although ClinVar is a great source to evaluate the pathogenicity of LDLr variants, 1 limitation of the database is that in some cases, there is only 1 submitter and a few of them have no assertion. In addition, there are enough cases of both missense pathogenic and benign variants to develop a ML model. Second, some P_h values may not be totally correct due to the lack of enough benign variants in some classes. However, this problem will be fixed, because the number of characterized benign variants will increase. In the meantime, we tried to solve this by applying EGS strategy. The

---

**TABLE 4 Accuracy of MLb-LDLr, PolyPhen-2, SIFT, SFIP-MutID, CADD, and MutationTaster on 13 Characterized Novel LDLr Variants**

| Software         | Predicted Pathogenic (n = 11) | Predicted Pathogenic, % | Predicted Benign (n = 2) | Predicted Benign, % | General Accuracy, % |
|------------------|-----------------------------|-------------------------|-------------------------|---------------------|---------------------|
| MLb-LDLr         | 8                           | 72                      | 1                       | 50                  | 69                  |
| PolyPhen-2       | 6                           | 54                      | 0                       | 0                   | 46                  |
| SIFT             | 2                           | 18                      | 2                       | 100                 | 30                  |
| SFIP-MutID       | 10                          | 91                      | 0                       | 0                   | 77                  |
| CADD             | 6                           | 54                      | 0                       | 0                   | 46                  |
| MutationTaster   | 8                           | 72                      | 0                       | 0                   | 61                  |

Values are n unless otherwise indicated.

MLb-LDLr = machine-learning-based low-density lipoprotein receptor software; other abbreviations as in Tables 1 and 2.
accuracy of the artificial intelligence model using a validation cohort was not confirmed. 

CONCLUSIONS

Here, we provide a powerful tool to predict the impact of LDLr mutations on protein activity. The strength of MLb-LDLr software relies in its precision with both type of variants, benign and pathogenic, with an estimated hit rate over 90% in both of them. These results highlight the usefulness of MLb-LDLr software as a helping diagnostic tool for clinicians.
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