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Abstract. We survey the notion of the spectral shift function of two operators and recent progress on its connection with the Witten index. We begin with classical definitions of the spectral shift function $\xi(\,\cdot\,; H_2, H_1)$ under various assumptions on the pair of operators $(H_2, H_1)$ in a fixed Hilbert space and then discuss some of its properties. We then present a new approach to defining the spectral shift function and discuss Krein’s Trace Theorem. In particular, we describe a proof that does not use complex analysis [53] and develop its extension to general $\sigma$-finite von Neumann algebras $\mathcal{M}$ of type II and unbounded perturbations from the predual of $\mathcal{M}$.

We also discuss the connection between the theory of the spectral shift function and index theory for certain model operators. We start by introducing various definitions of the Witten index, (an extension of the notion of Fredholm index to non-Fredholm operators). Then we study the model operator $D_A = (d/dt) + A$ in $L^2(\mathbb{R}; H)$ associated with the operator path $\{A(t)\}_{t=-\infty}^{\infty}$, where $(Af)(t) = A(t)f(t)$ for a.e. $t \in \mathbb{R}$, and appropriate $f \in L^2(\mathbb{R}; H)$ (with $H$ being a separable, complex Hilbert space). The setup permits the operator family $A(t)$ on $H$ to be an unbounded relatively trace class perturbation of the unbounded self-adjoint operator $A_-$, and no discrete spectrum assumptions are made on the asymptotes $A_{\pm}$.

When there is a spectral gap for the operators $A_{\pm}$ at zero, it is shown that the operator $D_A$ is Fredholm and the Fredholm index can be computed as

$$\text{ind}(D_A) = \xi(0_+; |D_A^+|^2, |D_A|^2) = \xi(0; A_+, A_-).$$

When $0 \in \sigma(A_+)$ (or $0 \in \sigma(A_-)$), the operator $D_A$ ceases to be Fredholm. However, under the additional assumption that $0$ is a right and a left Lebesgue point of $\xi(\,\cdot\,; A_+, A_-)$, it is proved that $0$ is also a right Lebesgue point of $\xi(\,\cdot\,; |D_A^+|^2, |D_A|^2)$. For the resolvent (resp., semigroup) regularized Witten index $W_r(D_A)$ (resp., $W_s(D_A)$) the following equality holds,

$$W_r(D_A) = W_s(D_A) = \xi(0_+; |D_A^+|^2, |D_A|^2) = \xi(0_+; A_+, A_-) + \xi(0_-; A_+, A_-))/2.$$

We also study a special example, when the perturbation of the unbounded self-adjoint operator $A_-$ is not assumed to be relatively trace class. In this example $A_- = -i\frac{d}{ds}$ is the differentiation operator on $L^2(\mathbb{R})$ and the perturbation is given by the multiplication operator by a (bounded) real-valued function $f$ on $\mathbb{R}$. Under certain assumptions on $f$ it is proved that

$$W_r(D_A) = W_s(D_A) = \xi(0_+; D_A D_A^+, D_A^+ D_A) = \xi(0; A_+, A_-) = \frac{1}{2\pi} \int_{\mathbb{R}} f(s) \, ds.$$
1. Introduction

The purpose of this article is twofold: We give a detailed survey of the Lifshitz–Krein spectral shift function and its properties, and we then review the notion of the Witten index and its relation to the spectral shift function and to spectral flow.

We begin in section 2 with an account of the history of the spectral shift function starting with the work of Lifshitz and Krein. We discuss several points of view on the definition and then move on to more recent developments. We explain in some detail a recent real analysis approach to the fundamental theorem of Krein (almost all complete earlier proofs use complex analysis, see, however, \[57\] and \[60\]). The novelty here is that the proof also applies when one works in the generality of semifinite von Neumann algebras (rather than just the algebra of bounded operators on a Hilbert space).

Starting in section 3 we survey the properties of the Witten index from a more contemporary perspective. We introduce a special “supersymmetric” model operator motivated by geometric considerations. We describe in section 4 recent results relevant to index theory that do not depend on assuming that the operators under study all have discrete spectrum. In particular, we focus on two formulae (we call these the principle trace formula and the Pushnitski formula) that seem especially interesting. Generalisations of both of these formulae are described in terms of recent results (published and, as of yet, unpublished ones). We briefly explain in the final section some new examples that point the way to higher-dimensional examples.

2. Spectral shift function

In 1947, the well-known physicist Lifshitz considered perturbations of an operator \(H_0\) (arising as the Hamiltonian of a lattice model in quantum mechanics) by a finite-rank perturbation \(V\) and found some formulae and quantitative relations for the size of the shift of the eigenvalues. In one of his papers the spectral shift function
function (SSF), $\xi(\cdot; H_0 + V, H_0)$, appeared for the first time, and formulae for it in the case of a finite-rank perturbation were obtained.

Lifshitz later continued these investigations and applied them to the problem of computing the trace of the operator $\phi(H_0 + V) - \phi(H_0)$, where $H_0$ is the unperturbed self-adjoint operator, $V$ is a self-adjoint, finite-dimensional perturbation, and $\phi$ is an appropriate function (belonging to a fairly broad class). He obtained (or, rather, surmised) the remarkable relation

$$\text{tr}(\phi(H_0 + V) - \phi(H_0)) = \int_{\mathbb{R}} \phi'(\lambda)\xi(\lambda; H_0 + V, H_0) d\lambda, \quad (2.1)$$

where the function $\xi(\cdot; H_0 + V, H_0)$ depends on operators $H_0$ and $V$ only.

A physical example treated by Lifshitz is the following: if $H$ is a self-adjoint operator, $V$, and let $\omega$ be a complex, separable Hilbert space, $\mathcal{L}(\mathcal{H})$ be the algebra of all bounded linear operators in $\mathcal{H}$ and let $\mathcal{L}_1(\mathcal{H})$ be the ideal of all trace class operators. The latter ideal, besides carrying the standard trace, also gives rise to the notion of a determinant, which generalizes the corresponding notion in the finite-dimensional case. Let $T \in \mathcal{L}_1(\mathcal{H})$. For any orthonormal basis $\{\omega_n\}_{n \in \mathbb{N}}$ in $\mathcal{H}$ consider the $N \times N$ matrix $T_N$ with elements $\delta_{m,n} + (T\omega_m, \omega_n)$, $m, n \in 1, \ldots, N$. Then the following limit exists

$$\lim_{N \to \infty} \det(I + T_N) =: \det(I + T),$$

independently of the choice of the basis $\{\omega_n\}_{n \in \mathbb{N}}$ (cf., [33, Ch. IV]). The functional $\det(I + \cdot) : \mathcal{L}_1(\mathcal{H}) \to \mathbb{C}$ is called the determinant; it is continuous with respect to the $\mathcal{L}_1(\mathcal{H})$-norm.

In terms of eigenvalues of $T \in \mathcal{L}_1(\mathcal{H})$, $\{\lambda_k(T)\}_{k \in \mathcal{I}, \mathcal{I} \subseteq \mathbb{N}}$, an appropriate index set, one has

$$\det(I + T) = \prod_{k \in \mathcal{I}} (1 + \lambda_k(T)),$$

where the product converges absolutely (due to the fact that $\sum_{k \in \mathcal{I}} |\lambda_k| < \infty$). We note the following properties of the determinant [33]

$$\det(I + T^*) = \overline{\det(I + T)}, \quad T \in \mathcal{L}_1(\mathcal{H})$$

$$\det(I + T_1)(I + T_2) = \det(I + T_1)\det(I + T_2), \quad T_1, T_2 \in \mathcal{L}_1(\mathcal{H})$$

$$\det(I + T_1T_2) = \det(I + T_2T_1), \quad T_1, T_2 \in \mathcal{L}(\mathcal{H}), T_1T_2, T_2T_1 \in \mathcal{L}_1(\mathcal{H}).$$

In the following, let $H_0$, $H$ be self-adjoint operators in $\mathcal{H}$ with $\text{dom}(H_0) = \text{dom}(H)$, and let $V = H - H_0$. Assume that $VR_z(H_0) \in \mathcal{B}_1(\mathcal{H})$, where $R_z(T)$
denotes the resolvent of an operator $T$, that is, $R_z(T) = (T - zI)^{-1}$. Under these assumptions one can introduce the perturbation determinant

$$\Delta(z) = \Delta_{H/H_0}(z) := \det(I + VR_z(H_0)) = \det((H - zI)(H_0 - zI)^{-1}), \quad \text{Im}(z) \neq 0.$$  

Next we briefly recall some properties of perturbation determinants.

For self-adjoint operators $H_0, H$ the mapping $z \to \Delta_{H/H_0}(z)$ is analytic in both the half-planes $\text{Im}(z) > 0$ and $\text{Im}(z) < 0$ and

$$\Delta_{H/H_0}(\bar{z}) = \Delta_{H/H_0}(z), \quad \text{Im}(z) \neq 0.$$  

One has $\Delta_{H/H_0}(z) \neq 0$ for $\text{Im}(z) \neq 0$.

In addition, since $V \in \mathcal{B}_1(\mathcal{H})$, standard properties of resolvents imply that

$$\|VR_{H_0}(z)\|_1 \to 0 \quad \text{as} \quad |\text{Im}(z)| \to \infty,$$

and therefore,

$$\Delta_{H/H_0}(z) \to 1 \quad \text{as} \quad |\text{Im}(z)| \to \infty.$$  

Since the function $\Delta_{H/H_0}(\cdot)$ is analytic in the open upper and lower half plane and since $\Delta_{H/H_0}(z) \neq 0$, $\text{Im}(z) \neq 0$, it is a standard fact from complex analysis that there exists a function $G(\cdot)$ analytic in both of the upper and lower half planes such that $e^{G} = \Delta_{H/H_0}$. Naturally, one denotes the function $G$ by $\ln(\Delta_{H/H_0})$. It is clear that the function $\ln(\Delta_{H/H_0})$ is multivalued and its different values at a point $z$, $\text{Im}(z) \neq 0$, differ by $2\pi ik$, $k \in \mathbb{Z}$. Since $\Delta_{H/H_0}(z) \to 1$, as $|\text{Im}(z)| \to \infty$, one fixes the branch of the function $\ln(\Delta_{H/H_0})$ by requiring that $\ln(\Delta_{H/H_0}(z)) \to 0$ as $|\text{Im}(z)| \to \infty$.

2.2. Construction of the SSF due to M. G. Krein. To construct the spectral shift function by Krein’s method we exploit the following representation of the function $\ln(\Delta_{H/H_0}(z))$,

$$\ln(\Delta_{H/H_0}(z)) = \int_{\mathbb{R}} \frac{\xi(\lambda; H, H_0)}{\lambda - z} d\lambda, \quad \text{Im}(z) \neq 0, \quad (2.2)$$

with a real-valued $\xi(\cdot; H, H_0) \in L_1(\mathbb{R})$.

The proof of (2.2) relies on the following classical result from complex analysis.

**Theorem 2.1** (Privalov representation theorem). Suppose that $F$ is holomorphic in the open upper half-plane. If $\text{Im}(F)$ is bounded and non-negative (respectively, non-positive) and if $\sup_{y \geq 1} |F(iy)| < \infty$, then there exists a nonnegative (respectively, non-positive) real-valued function $\xi \in L_1(\mathbb{R})$ such that

$$F(z) = \int_{\mathbb{R}} \frac{\xi(\lambda)}{z - \lambda} \frac{d\lambda}{z - \lambda}, \quad \text{Im}(z) > 0.$$  

The function $\xi$ is uniquely determined by the Stieltjes inversion formula,

$$\xi(\lambda) = \frac{1}{\pi} \lim_{\varepsilon \downarrow 0} \text{Im}(F(\lambda + i\varepsilon)) \quad \text{for a.e. } \lambda \in \mathbb{R}.$$  

Next we sketch the proof of the first theorem of Krein (see Theorem 2.2).

To verify the assumptions in Privalov’s Theorem for $F = \ln(\Delta_{H/H_0})$, Krein proceeded as follows:

- First, suppose that $\text{rank}(V) = 1$, that is, $V = \gamma(\cdot, h)h$, $h \in \mathcal{H}$, $\|h\| = 1$, $\gamma \in \mathbb{R}$. Then

$$\Delta_{H/H_0}(z) = 1 + \gamma(R_{H_0}(z)h, h).$$
Using this explicit form of the perturbation determinant one can prove that the function \( \ln(\Delta_{H/H_0}(\lambda)) \) satisfies all the assumptions in Privalov’s theorem (for details see, e.g., Yafaev’s book [62]). Hence, there exists a function \( \xi(\lambda; H, H_0) \) satisfying (2.2), and furthermore, the function \( \xi(\cdot; H, H_0) \) can be expressed in the form

\[
\xi(\lambda; H, H_0) = \frac{1}{\pi} \lim_{\varepsilon \to +0} \text{Im}(\ln(\Delta_{H/H_0}(\lambda + i\varepsilon))), \quad \text{a.e. } \lambda \in \mathbb{R}. \tag{2.3}
\]

\( \bullet \) Suppose now, that \( \text{rank}(V) = n < \infty \), that is,

\[ V = \sum_{k=1}^{n} \gamma_k(\cdot, h_k)h_k, \quad \gamma_k = \tilde{\gamma}_k, \quad ||h_k||_1, 1 \leq k \leq n. \]

Denoting

\[ V_m = \sum_{k=1}^{m} \gamma_k(\cdot, h_k)h_k, \quad H_m = H_0 + V_m, \quad 1 \leq m \leq \text{rank}(V), \]

one infers that the difference \( H_m - H_{m-1} \) is a rank-one operator. In addition, by the multiplicative property of the determinant one concludes that

\[
\ln(\Delta_{H/H_0}(z)) = \sum_{m=1}^{n} \ln(\Delta_{H_m/H_{m-1}}(z)). \tag{2.4}
\]

Applying the first step to the operators \( H_m, H_{m-1} \) one infers the existence of the corresponding SSFs \( \xi(\cdot; H_m, H_{m-1}) \), \( 1 \leq m \leq \text{rank}(V) \).

Set

\[ \xi(\lambda; H, H_0) = \sum_{m=1}^{n} \xi(\lambda; H_m, H_{m-1}), \quad 1 \leq k \leq n. \]

There are \( L_1(\mathbb{R}) \)-norm estimates for each \( \xi(\cdot; H_m, H_{m-1}) \) which ensure that the function \( \xi(\lambda; H, H_0) \) is integrable. Furthermore, since for every \( m \), the representations (2.2) and (2.3) hold also for \( \ln(\Delta_{H_m/H_{m-1}}(z)) \) and \( \xi(\lambda; H_m, H_{m-1}) \), respectively, hold, one can infer from (2.3) and the definition of \( \xi(\lambda; H, H_0) \) that representations (2.2) and (2.3) hold also for \( \ln(\Delta_{H/H_0}) \) and \( \xi(\lambda; H, H_0) \).

\( \bullet \) Suppose now, that \( V \) is an arbitrary trace class perturbation. Let \( V_n \) be a sequence of finite-rank operators, such that \( ||V - V_n||_1 \to 0, \, n \to \infty \). Set

\[ \xi(\lambda; H, H_0) = \sum_{n} \xi(\lambda; H_n, H_{n-1}), \]

where the sum now is infinite (unless, \( V \) is a finite-rank operator).

Then, convergence properties of determinants and the \( L_1(\mathbb{R}) \)-norm estimate for each \( \xi(\cdot; H_n, H_{n-1}) \) imply that this series converges in \( L_1(\mathbb{R}) \) and all the desired representations (2.2) and (2.3) for \( \ln(\Delta_{H/H_0}) \) and \( \xi(\cdot; H, H_0) \) hold.

The following result is the first theorem of M. G. Krein.

**Theorem 2.2.** Let \( V \in B_1(\mathcal{H}) \) be self-adjoint. Then the following representation holds

\[
\ln(\Delta_{H/H_0}(z)) = \int_{\mathbb{R}} \frac{\xi(\lambda; H, H_0) d\lambda}{\lambda - z}, \quad \text{Im}(z) \neq 0,
\]

where

\[
\xi(\lambda; H, H_0) = \frac{1}{\pi} \lim_{\varepsilon \to 0} \text{Im}(\ln(\Delta_{H/H_0}(\lambda + i\varepsilon))) \quad \text{for } a.e. \lambda \in \mathbb{R}, \tag{2.5}
\]
in particular, the limit in (2.6) exists for a.e. $\lambda \in \mathbb{R}$. In addition,
\begin{equation}
\int_{\mathbb{R}} |\xi(\lambda; H, H_0)| \, d\lambda \leq \|V\|_1, \quad \int_{\mathbb{R}} \xi(\lambda; H, H_0) \, d\lambda = \text{tr}(V). \tag{2.6}
\end{equation}
Moreover, $\xi(\lambda; H, H_0) \leq k_+$ (respectively, $\xi(\lambda; H, H_0) \geq -k_-$) for a.e. $\lambda \in \mathbb{R}$, provided that the perturbation $V$ has only $k_+$ positive (respectively, $k_-$ negative) eigenvalues.

Next, we turn to the rigorously proved trace formula, which is now customarily referred as the Lifshitz–Krein trace formula.

**Theorem 2.3** (Second theorem of M. G. Krein). Let $V \in \mathcal{B}_1(\mathcal{H})$ and assume that $f \in C^1(\mathbb{R})$ and its derivative admits the representation
\[ f'(\lambda) = \int_{\mathbb{R}} \exp(-i\lambda t) \, dm(t), \quad |m|(\mathbb{R}) < \infty, \]
for a finite (complex) measure $m$. Then $[f(H) - f(H_0)] \in \mathcal{B}_1(\mathcal{H})$, and the following trace formula holds
\begin{equation}
\text{tr}(f(H) - f(H_0)) = \int_{\mathbb{R}} f'(\lambda)\xi(\lambda; H, H_0) \, d\lambda. \tag{2.7}
\end{equation}

**Remark 2.4.** (i) As is clearly seen from the arguments sketched, Krein’s original proof was based on complex analysis. Attempts to produce a “real-analytic proof” are discussed later.

(ii) The function $\xi(\cdot; H, H_0)$ is an element of $L_1(\mathbb{R})$, that is, it represents an equivalence class of Lebesgue measurable functions. Therefore, generally speaking, the notation $\xi(\lambda; H, H_0)$ is meaningful for a fixed $\lambda \in \mathbb{R}$.

(iii) For a trace class perturbation $V$, the spectral shift function $\xi(\cdot; H, H_0)$ is unique.

(iv) The Lifshitz–Krein trace formula can be extended in various ways. One could attempt to describe the class of functions $f$, for which this formula holds; however, we will not cover this direction. Another important direction is to enlarge the class of perturbations $H - H_0$. We shall present some results in this direction below. 

2.3. **Properties of the spectral shift function.** Let $H_0, H_1$ and $H$ be such that $(H_1 - H_0), (H - H_1) \in \mathcal{B}_1(\mathcal{H})$. First, we will list the simplest properties of the SSF.

These are that for a.e. $\lambda \in \mathbb{R}$ we have
\[ \xi(\lambda; H, H_1) + \xi(\lambda; H_1, H_0) = \xi(\lambda; H, H_0), \]
in particular, $\xi(\lambda; H, H_0) = -\xi(\lambda; H_0, H)$, and also the inequality
\[ \|\xi(\cdot; H, H_0) - \xi(\cdot; H_1, H_0)\|_1 \leq \|H - H_1\|_1 \]
holds. In addition, if $H \geq H_1$, then
\[ \xi(\lambda; H, H_0) \geq \xi(\lambda; H_1, H_0) \text{ for a.e. } \lambda \in \mathbb{R}. \]

Next, we describe some special situations where one can select concrete representatives from the equivalence class $\xi(\cdot; H, H_0)$, which justifies the term “the spectral shift function”. These properties of the SSF $\xi(\cdot; H, H_0)$ are associated with the spectra of the operators $H_0$ and $H$. For the complete proof we refer to [62 Ch. 8]
(i) Let $\delta$ be an interval (possibly unbounded) such that $\delta \subset \rho(H_0) \cap \rho(H)$. Then $\xi(\cdot; H, H_0)$ takes a constant integer value on $\delta$, that is,
\[ \xi(\lambda; H, H_0) = n, \quad n \in \mathbb{Z}, \lambda \in \delta. \]
If the interval $\delta$ contains a half-line, then the $L^1$-condition on $\xi$ implies that $n = 0$.

(ii) Let $\mu$ be an isolated eigenvalue of multiplicity $\alpha_0 < \infty$ of $H_0$ and multiplicity $\alpha$ for $H$. Then
\[ \xi(\mu_+; H, H_0) - \xi(\mu_-; H, H_0) = \alpha_0 - \alpha. \]  

Property (ii) can be generalized as follows:

(iii) Suppose that in some interval $(a_0, b_0)$ the spectrum of $H_0$ is discrete (i.e., the spectrum of $H_0$ consists at most of eigenvalues of $H_0$ of finite multiplicity all of which are isolated points of $\sigma(H_0)$). Then, by Weyl’s theorem on the invariance of essential spectra (see, e.g., [11, Theorem 5.35]), $H$ has discrete spectrum in $(a_0, b_0)$ as well.

Let $\delta = (a, b)$, $a_0 < a < b < b_0$. Introduce the eigenvalue counting functions $N_0(\delta)$ and $N(\delta)$ of the operators $H_0$ and $H$, respectively, in the interval $\delta$ as the sum of the multiplicities of the eigenvalues in $\delta$ of the operator $H_0$, respectively, $H$. Since the interval $\delta$ is finite and both operators $H_0, H$ have discrete spectrum, $N_0(\delta)$ and $N(\delta)$ are finite. In this case one has the equality,
\[ \xi(b_−; H, H_0) - \xi(a_+; H, H_0) = N_0(\delta) - N(\delta). \]  

The preceding property implies, in particular, the following fact.

(iv) Let $H_0$ be a nonnegative self-adjoint operator with purely discrete spectrum (i.e., $\sigma_{ess}(H_0) = \emptyset$). Since the perturbation $V$ is trace class, there exists $c \in \mathbb{R}$, such that $H \geq c$, that is, $H$ is also lower semibounded. Generally, $H$ will of course not be nonnegative and so one should expect negative eigenvalues of $H$. Thus, property (iii) implies that for $\lambda < 0$,
\[ \xi(\lambda_-) = -N(\lambda, H), \]
where $N(\lambda, H)$ is the sum of multiplicities of the eigenvalues of $H$ lying to the left of the point $\lambda < 0$.

On the other hand, the following result demonstrates that any function from $L_1(\mathbb{R})$ arises as the spectral shift function for some pair of operators.

(v) Let $\xi$ be an arbitrary real-valued element of $L_1(\mathbb{R})$. Then, there exists a pair of self-adjoint operators $H_0, H$, such that $(H - H_0) \in \mathcal{B}_1(H)$ and $\xi$ is the SSF $\xi(\cdot; H, H_0)$ for the pair $(H, H_0)$. In addition, if $0 \leq \xi \leq 1$, then there is a pair $H_0, H$ such that $H - H_0$ is a positive rank-one operator [23, 45].

2.4. Earlier real-analytic approaches. In the following we discuss other approaches for constructing the SSF. The first attempt to prove the existence of the SSF without relying on complex analysis was made by Birman and Solomyak in [11]. This method is based on consideration of the family of operators,
\[ H_s = H_0 + sV, \quad s \in [0, 1], \quad H = H_1, \]
and their family of spectral measures $(E_{H_s}(\lambda))_{\lambda \in \mathbb{R}}$. Employing the theory of double operator integrals also developed by these authors, it can be proved that for
sufficiently large class of functions $f$, there exists a continuous derivative in $B_1(\mathcal{H})$-norm of the operator-valued function $s \mapsto f(H_s)$, represented in the double operator integral form as
\[
\frac{df(H_s)}{ds} = \int_{\mathbb{R}} \int_{\mathbb{R}} \frac{f(\mu) - f(\lambda)}{\mu - \lambda} \, dE_{H_s}(\mu) V dE_{H_s}(\lambda).
\]

Furthermore, Birman and Solomyak obtained the equality
\[
\text{tr} \left( \frac{df(H_s)}{ds} \right) = \int_{\mathbb{R}} f'(\lambda) \, d\text{tr}(VE_{H_s}(\lambda)).
\]
Integration with respect to $s$ then yields the formula
\[
\text{tr}(f(H) - f(H_0)) = \int_{\mathbb{R}} f'(\lambda) \, d\Xi_{H,H_0}(\lambda),
\]
where the spectral averaging measure $\Xi_{H,H_0}$ is defined by
\[
\Xi_{H,H_0}(X) = \int_0^1 \text{tr}(VE_{H_s}(X)) \, ds,
\]
with $X \subseteq \mathbb{R}$ a Borel set.

However, this attempt to yield an alternative proof of Krein’s Theorem 2.3 was unsuccessful since the authors failed to establish the absolute continuity of the latter measure with respect to Lebesgue measure.

We note that if one introduces $\xi(\cdot; H, H_0)$ by Krein’s Theorem 2.2 then
\[
\int_X \xi(\lambda; H, H_0) \, d\lambda = \Xi_{H,H_0}(X),
\]
for any Borel set $X \subseteq \mathbb{R}$, that is, the measure $\Xi$ is indeed absolutely continuous.

The second attempt to deliver a real-analytic proof was due to Voiculescu [60], his method was based on the classical Weyl–Berg–von Neumann theorem. However, his attempt also failed to recover the full generality of Krein’s original result.

Another attempt to obtain a proof of Krein’s formula without appealing to complex-analytic methods was introduced by Sinha and Mohapatra [57]. Again, that attempt did not yield the full generality of the result and does not seem to apply to general semifinite von Neumann algebras.

2.5. The case of semifinite von Neumann algebras. Some problems in non-commutative geometry require replacing the algebra $\mathcal{B}(\mathcal{H})$ of all bounded linear operators on a Hilbert space $\mathcal{H}$ and unbounded operators on $\mathcal{H}$ with a general semifinite von Neumann algebra $\mathcal{M}$ and unbounded operators affiliated with $\mathcal{M}$. A typical example of differential operators affiliated to semifinite von Neumann algebras arises in the context of Atiyah’s $L^2$-index theorem and its extensions. (For example, the paper [13] considers the case of lifts of Dirac-type operators acting on sections of a finite dimensional vector bundle over a complete Riemannian manifold $\tilde{M}$ to a Galois cover $\tilde{\mathcal{M}}$ of $\mathcal{M}$.)

The first attempt to extend Krein’s results and methods to the realm of semifinite von Neumann algebras was made in [10]. It broadly followed Krein’s complex analysis proof. However, it does not offer an adequate extension to general semifinite von Neumann algebras of the notion of the perturbation determinant, which plays the key role in Krein’s proof. This difficulty is circumvented in [10] via the use of the notion of a Brown measure [14].
The core of the approach in [10] is to show that there exists a neighborhood of the spectrum of the operator $R_z(H_0)V$, which does not intersect the half-line $(-\infty, -1]$, in the case where $V \geq 0$ or $-V \geq 0$. One then applies one of the principal results of Brown [14] to establish estimates needed for the application of the Privalov representation theorem (see Theorem 2.1). Finally, the proof in [10] proceeded under the additional assumption that $H - H_0$ is a bounded trace class perturbation.

Another subsequent paper [9] employed the double operator integral (DOI) technique due to Birman and Solomyak, but in a slightly different form suitable for semifinite von Neumann algebras using an approach from [8]. Following the idea of Birman and Solomyak, one can define the spectral shift measure for a pair $(H, H_0)$, by setting

$$\Xi_{H,H_0}(X) = \hat{1}_0 \tau(V E_{H_s}(X)) ds,$$

where $\tau$ is a faithful normal semifinite trace on $\mathcal{M}$. Assuming that $H_0$ has $\tau$-compact resolvent, and the perturbation $V$ is bounded, it can be proved that the spectral shift measure $\Xi_{H,H_0}$ is absolutely continuous with respect to the Lebesgue measure and the resulting Radon–Nikodym derivative is the SSF for the pair $(H, H_0)$.

The first complete “real analytic proof” of the Lifshitz–Krein formula is due to Potapov, Sukochev, and Zanin [53]. That paper delivers a rather short and straightforward proof of the Lifshitz–Krein formula without any use of complex analytic tools. The approach in [53] can be characterized as a combination of methods drawn from the double operator integration theory of Birman and Solomyak and from Voiculescu’s ideas based on the Weyl–Berg–von Neumann theorem. The result holds for an arbitrary semifinite von Neumann algebra $\mathcal{M}$, equipped with a faithful normal semifinite trace $\tau$ and (unbounded) operators $H_0, H$ affiliated with $\mathcal{M}$, such that $H - H_0$ belongs to the space $L_1(\mathcal{M}, \tau)$, the predual of the algebra $\mathcal{M}$.

We denote by $W_1$ the class of all differentiable functions $f : \mathbb{R} \to \mathbb{R}$ such that $\mathcal{F}(f') \in L_1(\mathbb{R})$, where the symbol $\mathcal{F}$ denotes the standard Fourier transform. The following theorem is the main result of [53].

**Theorem 2.5.** Let $\mathcal{M}$ be a von Neumann algebra equipped with a faithful normal semifinite trace $\tau$. If the self-adjoint operators $H_0, H$ affiliated with $\mathcal{M}$ are such that $(H - H_0) \in L_1(\mathcal{M}, \tau)$, then there is a function $\xi(\cdot; H, H_0) \in L_1(\mathbb{R})$ such that the trace formula

$$\tau(f(H) - f(H_0)) = \int_{\mathbb{R}} f'(\lambda) \xi(\lambda; H, H_0) d\lambda. \quad (2.10)$$

holds for all $f \in W_1$.

**Remark 2.6.** If the von Neumann algebra $\mathcal{M}$ is the type I factor $\mathcal{B}(\mathcal{H})$ with the standard trace, then Theorem 2.5 delivers an alternative proof of Krein’s result (i.e., Theorem 2.3). □

Below we outline the proof of Theorem 2.5.

We start by introducing the distribution function $N_{H_0}$ of the operator $H_0$, that is,

$$N_{H_0}(t) := \tau(E_{H_0}(t, \infty)), \quad t \geq 0,$$
where $E_{H_0}(t, \infty)$ is the spectral projection of the self-adjoint operator $H_0$ corresponding to the interval $(t, \infty)$.

The proof in [23] is divided into several stages. For simplicity we denote by $\xi^{(j)}(\cdot; H, H_0)$ the function constructed on the $j$-th step.

**Step (i).** Let the trace $\tau$ be finite, that is, $\tau(I) < \infty$ and $H_0, H \in \mathcal{M}$. In this case, the SSF is merely defined as

$$\xi^{(1)}(\cdot; H, H_0) = N_H(\cdot) - N_{H_0}(\cdot).$$

Since the trace $\tau$ is finite, both $N_H$ and $N_{H_0}$ are finite.

One should note the similarity of this formula with property (iii) of the SSF (see [23]). One can think of this equation as the “naive” definition of the SSF. However, while this definition is correct for finite von Neumann algebras, there are examples of self-adjoint operators $H, H_0$ in infinite dimensional Hilbert space with $H - H_0$ being a rank-one operator such that the operator $E_{H_0}(t, \infty) - E_H(t, \infty)$ is not a trace class operator for all $t$ on the spectrum $[43]$ (the example concerns self-adjoint resolvents of Dirichlet and Neumann Laplacians on a half-line).

The function $\xi^{(1)}(\cdot; H, H_0)$ is supported on the interval $[-a, a]$, where $a := \max\{||H_0||_{\infty}, ||H||_{\infty}\}$. Furthermore, it possesses a property similar to that of the Krein’ SSF (see [26]),

$$\|N_H - N_{H_0}\|_{\infty} \leq \tau(\text{supp}(H - H_0)), \quad \|N_H - N_{H_0}\|_1 \leq \|H - H_0\|_1. \quad (2.11)$$

**Step (ii).** In the second step, the trace formula is proved for bounded operators $H_0, H \in \mathcal{M}$, with the perturbation $V = H - H_0$ being a nonnegative operator with $\tau$-finite support, and for functions of the form $f(s) = s^m$. Here we use an idea noted by Voiculescu, who proved the Krein trace formula for the case of polynomials.

Proving a result similar to the classical Berg–Weyl–von Neumann theorem we construct a family of $\tau$-finite projections $p_n, n \in \mathbb{N}$, with $p_n \uparrow I$ such that

$$\tau((p_n H p_n)^m - (p_n H_0 p_n^m)) - \tau(H^m - H_0^m) \to 0 \quad \text{as} \quad n \to \infty. \quad (2.12)$$

Since for every $n \in \mathbb{N}$, $\tau(p_n 1 p_n) < \infty$, by Step (i), there exists a positive function $\xi_n^{(1)} = \xi^{(1)}(\cdot; p_n H p_n, p_n H_0 p_n)$, supported on $[-a, a]$, satisfying the trace formula. In addition, by (2.11), the sequence $\{\xi_n^{(1)}\}_{n \in \mathbb{N}}$ is bounded in $L_\infty((-a, a))$.

By the Banach–Alaoglu Theorem the latter is compact in the weak$^*$-topology, and therefore, there exists a directed set $J$ and a mapping $\psi : J \to \mathbb{N}$ such that for every $n \in \mathbb{N}$, there exists $j(n) \in J$ such that $\psi(j(n)) > n$ for $j > j(n)$ and such that the net $\xi_j^{(1)}(\cdot; p_{\psi(j)} H p_{\psi(j)}, p_{\psi(j)} H_0 p_{\psi(j)})$ converges in weak$^*$-topology. The function $\xi_0^{(2)}(\cdot; H, H_0)$ is then defined by

$$\xi_0^{(2)}(\cdot; H, H_0) := \lim_{j \to \infty} \xi_j^{(1)}(\cdot; p_{\psi(j)} H p_{\psi(j)}, p_{\psi(j)} H_0 p_{\psi(j)}),$$

and proved to be the SSF.

**Step (iii).** Let $H, H_0 \in \mathcal{M}, f \in C_b^2(\mathbb{R})$. In this step we remove the assumptions $H \geq H_0$ and $\tau(\text{supp}(H - H_0)) < \infty$.

We prove that, without loss of generality, one can assume that $H \geq H_0$. Let $0 \leq D_n \leq H - H_0$, $n \in \mathbb{N}$, be such that $D_n \uparrow H - H_0$ as $n \to \infty$, and $\tau(\text{supp}(D_n)) < \infty$, $n \in \mathbb{N}$. 


Since polynomials are dense in $C^2([-a,a])$, it follows from Step (ii) and DOI techniques that
\[
\tau(f(H_0 + D_n) - f(H_0)) = \int_a^b f'(\lambda)\xi^{(2)}(\lambda; H_0 + D_n, H_0) d\lambda, \quad f \in C^2(\mathbb{R}). \tag{2.13}
\]
Then, proving that the sequence $\{\xi^{(2)}(\cdot; H_0 + D_n, H_0)\}_{n \in \mathbb{N}}$ increases and is uniformly bounded, one infers from the Monotone Convergence Principle that the sequence $\{\xi^{(2)}(\cdot; H_0 + D_n, H_0)\}_{n \in \mathbb{N}}$ converges in $L^1(\mathbb{R})$; its limit is denoted by $\xi^{(3)}(\cdot; H, H_0)$. This function is now the SSF for the pair $(H, H_0)$.

**Step (iv).** The final step in this approach consists in removing the assumption that the operators $H_0$ and $H$ are bounded. This is the key point of the proof in which DOI techniques are used in its full strength. This part of the proof is rather technical. We briefly outline the main ideas.

Choose a $C^2$-bijection $h : \mathbb{R} \to (a, b)$ for some $a, b \in \mathbb{R}, a < b$. Then the operators $h(H_0)$ and $h(H)$ are bounded, so that applying Step (iii) to the operators $h(H_0)$ and $h(H)$, one defines
\[
\xi^{(4)}(\cdot; H, H_0) := \xi^{(3)}(\cdot; h(H), h(H_0)) \circ h.
\]

Next, employing again DOI techniques, one proves that this definition of the SSF does not depend on the function $h$ and, moreover,

(a) if $H \geq H_0$, then $\xi^{(4)}(\cdot; H, H_0) \geq 0$,
(b) $\xi^{(4)}(\cdot; H, H_0) \in L_1(\mathbb{R})$.

2.6. **More general classes of perturbations.** At this point we return to the case where the von Neumann algebra is the algebra $\mathcal{B}(\mathcal{H})$ equipped with the standard trace and consider the situation when the perturbation is no longer a trace class operator. We note, that for the following results we will not specify the class of functions $f$, for which the Krein trace formula holds. We are only interested in the existence of the SSF for a more general class of perturbations.

The first result, generalising the class of operators $H_0, H$ is due to M.G.Krein \[44].

**Theorem 2.7** (Resolvent comparable case). Let the self-adjoint operators $H_0, H$ be such that
\[
[R_H(z) - R_{H_0}(z)] \in \mathcal{B}_1(\mathcal{H}), \quad z \in \rho(H_0) \cap \rho(H). \tag{2.14}
\]
Then there exists a spectral shift function $\xi(\cdot; H, H_0)$, satisfying the weighted integrability condition
\[
\xi(\lambda; H, H_0) \in L^1(\mathbb{R}; (1 + \lambda^2)^{-1}d\lambda).
\]

We emphasize that in the present resolvent comparable case (2.14), this SSF is defined only up to an additive constant.

Just as in the case of a trace class perturbation, the SSF for resolvent comparable operators $H_0, H$ possesses the following property:

- Suppose that in some interval $(a_0, b_0)$ the spectrum of $H_0$ is discrete and let $\delta = (a, b), a_0 < a < b < b_0$. Then the analogue of (2.14) holds, that is,
\[
\xi(b_-; H, H_0) - \xi(a_+; H, H_0) = N_0(\delta) - N(\delta), \tag{2.15}
\]
where $N_0(\delta)$ (respectively, $N(\delta)$) are the sum of the multiplicities of the eigenvalues of $H_0$ (respectively, $H$) in $\delta$. 

In the particular case of lower semibounded operators $H_0$ and $H$ equality (2.15) allows us to naturally fix the additive constant in the following way. To the left of the spectra of $H_0$ and $H$, the eigenvalue counting functions $N_0(\cdot)$ and $N(\cdot)$ are zero. Therefore, by equality (2.15) the SSF $\xi(\cdot; H, H_0)$ is a constant to the left of the spectra of $H_0$ and $H$, and it is custom to set this constant equal to zero, $\xi(\lambda; H, H_0) = 0$, $\lambda < \inf(\sigma(H_0) \cup \sigma(H))$.

In the following we describe a particular way to introduce the SSF for the pair $(H, H_0)$ by what is usually called the invariance principle. We note that this principle was used in a construction in [53] of the SSF for trace class perturbations at Step (iv), where we passed to unbounded operators.

Let $\Omega$ be an interval containing the spectra of $H_0$ and $H$, and let $\phi$ be an arbitrary bounded monotone “sufficiently” smooth function on $\Omega$. Suppose that $[\phi(H) - \phi(H_0)] \in B_1(H)$ then, the SSF $\xi(\cdot; H, H_0)$ can be defined as follows:

$$\xi(\lambda; H, H_0) = \text{sgn} (\phi'(\lambda)) \xi(\phi(\lambda); \phi(H), \phi(H_0)).$$

(2.16)

For the function $\xi(\cdot; H, H_0)$ the Lifshitz–Krein trace formula (2.7) holds for some class of admissible functions $f$. The latter class depends on $\phi$.

We note the following result (see [62, Sect. 8.11]):

**Proposition 2.8.** Let $(H - H_0) \in B_1(H)$. Then the spectral shift functions for the pairs $(H, H_0)$ and $(\phi(H), \phi(H_0))$ are associated via equality (2.16) up to an additive, integer-valued constant.

The methods of construction of the SSF introduced in this survey are only a sample of a plethora of possibilities. There are many others, which we did not cover here. We only mention a few of them:

- Sobolev [58] suggested a way of constructing the SSF for trace class perturbations via the “argument of the perturbation determinant”. This construction allows one to establish pointwise estimates on the SSF, and, in some cases, proves continuity of SSF on the absolutely continuous spectrum of $H_0$ (the latter coincides with that of $H$).
- Koplienko [40] proved the existence of the SSF for the pair of operators $(H, H_0)$ under the assumption that for some $\varepsilon > 0, 1 \leq p < \infty$

$$[R_H(z) - R_{H_0}(z)](H_0^2 + i)^{-\varepsilon} \in B_1(\mathcal{H}), \quad [R_H(z) - R_{H_0}(z)] \in B_p(\mathcal{H}).$$

- Yafaev [63] proved that the SSF exists for a pair of operators $H_0$ and $H$ satisfying the assumption that for some $m \in \mathbb{N}$, $m$ odd,

$$[R_H^m(z) - R_{H_0}^m(z)] \in B_1(\mathcal{H}).$$

- Koplienko [39] proposed another function, which is called the Koplienko SSF [59], and is constructed under the assumption that $(H - H_0) \in B_2(\mathcal{H})$ (see also [81]). For recent developments of this line of thought, we refer to [52].
3. The Witten index

The Witten index of an operator \(T\) in a complex separable Hilbert space \(\mathcal{H}\) provides a generalisation of the Fredholm index of \(T\) in certain cases where the operator \(T\) ceases to have the Fredholm property. The Witten index possesses stability properties with respect to additive perturbations, which are analogous to, but more restrictive than, the stability properties of the Fredholm index (roughly speaking, only relative trace class perturbations, as opposed to relative compact ones, are permitted). After the publication of [61] this notion became popular in connection with a variety of examples in supersymmetric quantum theory in the 1980’s. One reason the Witten index has attracted little attention in recent years is that its connection with geometric questions remains unclear (see however [10], [22]). This is a matter deserving further investigation. For more historical details we refer to the paragraphs following Theorem 3.3.

First, we recall the definitions and some of the basic properties of the Witten index. In the next section, we will derive new properties of the Witten index of a certain model operator.

We start with the following facts on trace class properties of resolvent and semigroup differences.

Then the following well-known and standard assertions hold for resolvent and semigroup comparable operators (see item (ii) below):

**Proposition 3.1.** Suppose that \(0 \leq S_j, j = 1, 2,\) are nonnegative, self-adjoint operators in \(\mathcal{H}\).

(i) If \([(S_2 - z_0)^{-1} - (S_1 - z_0)^{-1}] \in \mathcal{B}_1(\mathcal{H})\) for some \(z_0 \in \rho(S_1) \cap \rho(S_2)\), then actually, \([(S_2 - z)^{-1} - (S_1 - z)^{-1}] \in \mathcal{B}_1(\mathcal{H})\) for all \(z \in \rho(S_1) \cap \rho(S_2)\).

(ii) If \([e^{-t_0S_2} - e^{-t_0S_1}] \in \mathcal{B}_1(\mathcal{H})\) for some \(t_0 > 0\), then \([e^{-tS_2} - e^{-tS_1}] \in \mathcal{B}_1(\mathcal{H})\) for all \(t \geq t_0\).

The preceding fact allows one to consider the following two definitions.

Let \(T\) be a closed, linear, densely defined operator in \(\mathcal{H}\). Suppose that for some (and hence for all) \(z \in \mathbb{C}\setminus[0, \infty) \subseteq [\rho(T^*T) \cap \rho(TT^*)]\), \([(T^*T - z)^{-1} - (TT^* - z)^{-1}] \in \mathcal{B}_1(\mathcal{H})\).

Then one introduces the resolvent regularization

\[
\Delta_r(T, \lambda) = (-\lambda) \text{tr}_\mathcal{H} \left( (T^*T - \lambda)^{-1} - (TT^* - \lambda)^{-1} \right), \quad \lambda < 0.
\]

The resolvent regularized Witten index \(W_r(T)\) of \(T\) is then defined by

\[
W_r(T) = \lim_{\lambda \uparrow 0} \Delta_r(T, \lambda),
\]

whenever this limit exists.

Similarly, suppose that for some \(t_0 > 0\)

\[
[e^{-t_0T^*T} - e^{-t_0TT^*}] \in \mathcal{B}_1(\mathcal{H}).
\]

Then \(e^{-tT^*T} - e^{-TT^*T} \in \mathcal{B}_1(\mathcal{H})\) for all \(t > t_0\) and one introduces the semigroup regularization

\[
\Delta_s(T, t) = \text{tr}_\mathcal{H} \left( e^{-tT^*T} - e^{-TT^*T} \right), \quad t > 0.
\]
The semigroup regularized Witten index $W_s(T)$ of $T$ is then defined by
\[ W_s(T) = \lim_{t \uparrow \infty} \Delta_s(T,t), \]
whenever this limit exists.

One recalls that a densely defined and closed operator $T$ in a Hilbert space $\mathcal{H}$ is said to be Fredholm if ran($T$) is closed and dim(ker($T$)) + dim(ker($T^*$)) < $\infty$. In this case, the Fredholm index $\text{ind}(T) := \dim(\ker(T)) - \dim(\ker(T^*))$. The following result, obtained in [15] and [32], states that both (resolvent and semigroup) regularized Witten indices coincide with the Fredholm index in the special case of Fredholm operators.

**Theorem 3.2.** Let $T$ be an (unbounded) Fredholm operator in $\mathcal{H}$. Suppose that $[(T^*T - z)^{-1} - (TT^* - z)^{-1}]$, $[e^{-t_0T^*T} - e^{-t_0TT^*}] \in B_1(\mathcal{H})$ for some $z \in \mathbb{C}\setminus[0, \infty)$, and $t_0 > 0$. Then
\[ \text{ind}(T) = W_r(T) = W_s(T). \]

In general (i.e., if $T$ is not Fredholm), $W_r(T)$ (respectively, $W_s(T)$) is not necessarily integer-valued; in fact, it can be any real number. As a concrete example, we mention the two-dimensional magnetic field system discussed by Aharonov and Casher [1] which demonstrates that the resolvent and semigroup regularized Witten indices have the meaning of (non-quantized) magnetic flux $F \in \mathbb{R}$ which indeed can be any prescribed real number.

Expressing the Witten index $W_s(T)$ (respectively, $W_r(T)$) of an operator $T$ in terms of the spectral shift function $\xi(\cdot; T^*T, TT^*)$ requires of course the choice of a concrete representative of the SSF:

**Theorem 3.3.** [15] [22] (i) Suppose that $[e^{-t_0T^*T} - e^{-t_0TT^*}] \in B_1(\mathcal{H})$, $t_0 > 0$ and $\xi(\cdot; T^*T, TT^*)$, uniquely defined by the requirement $\xi(\lambda; T^*T, TT^*) = 0$, $\lambda < 0$, is continuous from above at $\lambda = 0$. Then the semigroup regularized Witten index $W_s(T)$ of $T$ exists and
\[ W_s(T) = -\xi(0_+; T^*T, TT^*). \]

(ii) Suppose that $[(T^*T - z)^{-1} - (TT^* - z)^{-1}]$, $z \in \mathbb{C}\setminus[0, \infty)$ and $\xi(\cdot; T^*T, TT^*)$, uniquely defined by the requirement $\xi(\lambda; T^*T, TT^*) = 0$, $\lambda < 0$, is bounded and piecewise continuous on $\mathbb{R}$. Then the resolvent regularized Witten index $W_r(T)$ of $T$ exists and
\[ W_r(T) = -\xi(0_+; T^*T, TT^*). \]

The first relations between index theory for not necessarily Fredholm operators and the Lifshitz–Krein spectral shift function were established in [15], [29], [32], and independently in [25]. In fact, inspired by index calculations of Callias [20] in connection with noncompact manifolds, the more general notion of the Witten index was studied and identified with the value of an appropriate spectral shift function at zero in [15] and [32] (see also [29], [59, Ch. 5]). Similar investigations in search of an index theory for non-Fredholm operators were undertaken in [25] in a slightly different direction, based on principal functions and their connection to Krein’s spectral shift function.

The index calculations by Callias created considerable interest, especially, in connection with certain aspects of supersymmetric quantum mechanics. Since a detailed list of references in this context is beyond the scope of this paper we only refer to [2], [3], [4], [5], [6], [12], [17], [19], [27], [28], [35], [36], [37], [41], [42], [49].
a family of bounded self-adjoint operators \( \{T(t)\} \) and the detailed lists of references cited therein. While [15] and [29] focused on index theorems for concrete one and two-dimensional supersymmetric systems (in particular, the trace formula [33] and the function \( g_z(\cdot) \) in [39] were discussed in [15] and [29] in the special case where \( \mathcal{H} = \mathbb{C} \), [32] treated abstract Fredholm and Witten indices in terms of the spectral shift function and proved their invariance with respect to appropriate classes of perturbations. Soon after, a general abstract approach to supersymmetric scattering theory involving the spectral shift function was developed in [10] (see also [18], [46, Chs. IX, X], [47]) and applied to relative index theorems in the context of manifolds Euclidean at infinity.

**Example 3.4.** As an example of practical use of the abstract results, [15] considered the operator

\[
T = \frac{d}{dt} + M_\theta, \quad \text{dom}(T) = W^{2,1}(\mathbb{R}),
\]

acting on the standard Hilbert space \( L^2(\mathbb{R}) \). Here \( W^{2,1}(\mathbb{R}) \) is the Sobolev space, \( M_\theta \) is the operator of multiplication by a bounded function \( \theta \) on \( \mathbb{R} \). Assuming existence of the asymptotes \( \lim_{t \to \pm \infty} \theta(t) = \theta_{\pm} \in \mathbb{R} \), and some additional conditions on \( \theta \), it is shown in [15] that for the resolvent regularization one obtains

\[
\Delta_r(T, \lambda) = (-\lambda) \operatorname{tr}_{\mathcal{H}} ((T^*T - \lambda)^{-1} - (TT^* - \lambda)^{-1})
= \left[ \theta_+ (\theta_+^2 - \lambda)^{-1/2} + \theta_- (\theta_-^2 - \lambda)^{-1/2} \right] / 2, \quad \lambda \in \mathbb{C} \setminus [0, \infty),
\]

and therefore,

\[
W_r(T) = [\operatorname{sgn}(\theta_+) - \operatorname{sgn}(\theta_-)] / 2.
\]

Next, we view the operator \( T \) from the preceding example as an operator of the form \( T = D_A = \frac{d}{dt} + A \) on the Hilbert space \( L^2(\mathbb{R}; \mathbb{C}) \), where \( A \) is the operator generated by the family of operators \( \{A(t)\}_{t \in \mathbb{R}} \) on the Hilbert space \( \mathbb{C} \), with \( A(t) \) given by multiplication by \( \theta(t) \), \( t \in \mathbb{R} \).

Our main objective in this survey is to consider a more general situation where the family \( \{A(t)\} \) consists of operators acting on an arbitrary complex, separable initial Hilbert space \( \mathcal{H} \), and the resulting operator \( D_A = \frac{d}{dt} + A \) acts on the Hilbert space \( L^2(\mathbb{R}; \mathcal{H}) \). Operators of this form \( D_A \) arise in connection with Dirac-type operators (on compact and noncompact manifolds), the Maslov index, Morse theory (index), Floer homology, winding numbers, Sturm’s oscillation theory, dynamical systems, etc. (cf. [20] and the extensive list of references therein).

To date, strong conditions need to be imposed on the family \( A(t) \) in order to obtain the resolvent and semigroup Witten indices of \( D_A \) and express them in terms of the spectral shift function for the asymptotes \( A_{\pm} \) of the family \( A(t) \) as \( t \to \pm \infty \). The following is the main hypothesis, under which the results stated below are proved.

**Hypothesis 3.5.** (i) Suppose \( \mathcal{H} \) is a complex, separable Hilbert space.

(ii) Suppose \( A_- \) is a self-adjoint operator on \( \text{dom}(A_-) \subseteq \mathcal{H} \).

(iii) Suppose there exists a family of bounded self-adjoint operators \( B(t), t \in \mathbb{R} \) with \( t \mapsto B(t) \) weakly locally absolutely continuous on \( \mathbb{R} \), implying the existence of a family of bounded self-adjoint operators \( \{B'(t)\}_{t \in \mathbb{R}} \) in \( \mathcal{H} \) such that for a.e. \( t \in \mathbb{R} \),

\[
\frac{d}{dt} (g, B(t)h)_\mathcal{H} = (g, B'(t)h)_\mathcal{H}, \quad g, h \in \mathcal{H}.
\]
(iv) Assume that the family \{B'(t)\} is \(A_\cdot\)-relative trace class, that is, suppose that 
\(B'(t)(|A_\cdot| + 1)^{-1} \in B_1(\mathcal{H}), \ t \in \mathbb{R}\). In addition, we assume that 
\[
\int_{\mathbb{R}} dt \|B'(t)(|A_\cdot| + 1)^{-1}\|_{B_1(\mathcal{H})} < \infty.
\]

Remark 3.6. (i) We note that, in fact, the subsequent results hold in a more general situation, when the operators \(B(t), \ t \in \mathbb{R}\), are allowed to be unbounded and some additional measurability conditions of the families \{\{B'(t)\}\}, \ \{\{B'(t)\}\} are imposed.

(ii) The assumption (iv) above, that the operators \(B'(t), \ t \in \mathbb{R}\), are relative trace class, namely, \(B'(t)(|A_\cdot| + 1)^{-1} \in B_1(\mathcal{H})\), is the main assumption, which implies various trace relations below. In Section 5 we will discuss an example where we replace the relative trace class hypotheses with a relative Hilbert–Schmidt class assumption.

From this point on we always assume Hypothesis 3.5.

3.1. Definition of the operator \(D_A\). We introduce the family of self-adjoint operators \(\{A(t)\}_{t \in \mathbb{R}}\) in \(\mathcal{H}\) by 
\[
A(t) = A_\cdot + B(t), \quad \text{dom}(A(t)) = \text{dom}(A_\cdot), \ t \in \mathbb{R}.
\]

Hypothesis 3.5 ensures the existence of the asymptote \(A_\cdot\) as \(t \to \infty\) in the norm-resolvent sense, \(\text{dom}(A_\cdot) = \text{dom}(A_\cdot), \) with \(A_\cdot\) self-adjoint in \(\mathcal{H}\), that is 
\[
\lim_{t \to +\infty} \|(A(t) - z)^{-1} - (A_\cdot - z)^{-1}\|_{\mathcal{B}(\mathcal{H})} = 0.
\]

Let \(A\) in \(L^2(\mathbb{R}; \mathcal{H})\) be the operator associated with the family \(\{A(t)\}_{t \in \mathbb{R}}\) in \(\mathcal{H}\) by 
\[(Af)(t) = A(t)f(t) \text{ for a.e. } t \in \mathbb{R},
\]
\[f \in \text{dom}(A) = \left\{ g \in L^2(\mathbb{R}; \mathcal{H}) \bigg| g(t) \in \text{dom}(A(t)) \text{ for a.e. } t \in \mathbb{R},
\right\}
\]
\[t \mapsto A(t)g(t) \text{ is (weakly) measurable, } \int_{\mathbb{R}} dt \|A(t)g(t)\|^2_{\mathcal{H}} < \infty \}
\]

We define also the operator \(d/dt\) in \(L^2(\mathbb{R}; \mathcal{H})\) by setting 
\[
\left( \frac{d}{dt} f \right)(t) = f'(t) \text{ a.e. } t \in \mathbb{R}, \quad f \in \text{dom}(d/dt) = W^{1,2}(\mathbb{R}; \mathcal{H}),
\]
where \(W^{1,2}(\mathbb{R}; \mathcal{H})\) denotes the usual Sobolev space of \(L^2(\mathbb{R}; \mathcal{H})\)-functions with the first distributional derivative in \(L^2(\mathbb{R}; \mathcal{H})\).

Now, we introduce the operator \(D_A\) in \(L^2(\mathbb{R}; \mathcal{H})\) by setting 
\[
D_A = \frac{d}{dt} + A, \quad \text{dom}(D_A) = \text{dom}(d/dt) \cap \text{dom}(A).
\]

Proposition 3.7. [20] Assume Hypothesis 3.5. Then the operator \(D_A\) is densely defined and closed in \(L^2(\mathbb{R}; \mathcal{H})\) and the adjoint \(D_A^*\) of \(D_A\) in \(L^2(\mathbb{R}; \mathcal{H})\) is given by 
\[
D_A^* = -\frac{d}{dt} + A, \quad \text{dom}(D_A^*) = \text{dom}(D_A).
\]
3.2. The principle trace formula. The following result relates the trace of the difference of the resolvents of positive operators $|D_A^1|^2$ and $|D_A^2|^2$ in $L^2(\mathbb{R}; \mathcal{H})$, and the trace of the difference of $g_z(A_+)$ and $g_z(A_-)$ in $\mathcal{H}$, where
\[
g_z(x) = x(x^2 - z)^{-1/2}, \quad x \in \mathbb{R}, \quad z \in \mathbb{C} \setminus [0, \infty).
\]

**Theorem 3.8.** [30] Assume Hypothesis 3.5. Then,
\[
\left[ (|D_A^1|^2 - z)^{-1} - (|D_A^2|^2 - z)^{-1} \right] \in B_1(L^2(\mathbb{R}; \mathcal{H})), \quad z \in \rho(|D_A^1|^2) \cap \rho(|D_A^2|^2),
\]
\[
[g_z(A_+) - g_z(A_-)] \in B_1(\mathcal{H}), \quad z \in \rho(A_+^2) \cap \rho(A_-^2),
\]
and the following principal trace formula holds for all $z \in \mathbb{C} \setminus [0, \infty),$
\[
\text{tr}_{L^2(\mathbb{R}; \mathcal{H})} \left[ (|D_A^1|^2 - z)^{-1} - (|D_A^2|^2 - z)^{-1} \right] = \frac{1}{2z} \text{tr}_{\mathcal{H}} (g_z(A_+) - g_z(A_-)). \quad (3.4)
\]

**Remark 3.9.** (i) Pushnitski [54] was the first to investigate, under the more restrictive assumption that the operators $B(t)$ are trace class, a trace formula of this kind. In our more general setting of relative trace class perturbations, this formula is obtained in [30] by an approximation technique on both sides of the equation and a non-trivial DO1 technique.

(ii) Employing basic notions in scattering theory and the Jost–Pais-type reduction of Fredholm determinant, a recent paper [23] provides a new proof of the principle trace formula in the case of trace class perturbations.

(iii) If $\mathcal{H} = \mathbb{C}$, the principal trace formula yields (3.1) for the example considered by D.Bole et al for $\phi_\pm = \pm 1$.

3.3. Pushnitski’s formula relating two SSFs. Having at hand the principal trace formula, we now aim at correlating the underlying SSFs, $\xi(\cdot; |D_A^1|^2, |D_A^2|^2)$ and $\xi(\cdot; A_+, A_-)$.

First, we need to properly introduce the SSF $\xi(\cdot; |D_A^1|^2, |D_A^2|^2)$ associated with the pair of positive operators $|D_A^1|^2$ and $|D_A^2|^2$. By Theorem 3.8 we have
\[
\left[ (|D_A^1|^2 - z)^{-1} - (|D_A^2|^2 - z)^{-1} \right] \in B_1(L^2(\mathbb{R}; \mathcal{H})),
\]
and therefore, one can uniquely introduce $\xi(\cdot; |D_A^1|^2, |D_A^2|^2)$ by requiring that
\[
\xi(\lambda; |D_A^1|^2, |D_A^2|^2) = 0, \quad \lambda < 0,
\]
and then obtains
\[
\text{tr} \left[ (|D_A^1|^2 - z)^{-1} - (|D_A^2|^2 - z)^{-1} \right] = -\int_{[0, \infty)} \frac{\xi(\lambda; |D_A^1|^2, |D_A^2|^2) d\lambda}{(\lambda - z)^2},
\]
for all $z \in \mathbb{C} \setminus [0, \infty)$.

We shall introduce the spectral shift function associated with the pair $(A_+, A_-)$ via the invariance principle. By Theorem 3.8 $[g_{-1}(A_+) - g_{-1}(A_-)] \in B_1(\mathcal{H})$ and so one can define the SSF $\xi(\cdot; A_+, A_-)$ for the pair $(A_+, A_-)$ by setting
\[
\xi(\nu; A_+, A_-) := \xi(g_{-1}(\nu); g_{-1}(A_+), g_{-1}(A_-)), \quad \nu \in \mathbb{R},
\]
where $\xi(\cdot; g_{-1}(A_+), g_{-1}(A_-))$ is the spectral shift function associated with the pair $(g_{-1}(A_+), g_{-1}(A_-))$ uniquely determined by the requirement
\[
\xi(\cdot; g_{-1}(A_+), g_{-1}(A_-)) \in L^1(\mathbb{R}; dw).
\]
Therefore, by the Lifshitz–Krein trace formula (2.7),
\[
\text{tr}_H g_z(A_+) - g_z(A_-) = - z \int_{\mathbb{R}} \frac{\xi(\nu; A_+, A_-)}{(\nu^2 - z)^{3/2}} \, d\nu,
\]
\[ z \in \mathbb{C}\setminus[0, \infty). \]

By the principal trace formula one obtains the equality
\[
\int_{[0, \infty)} \frac{\xi(\lambda; |D_A^+|^2, |D_A^-|^2)}{(\lambda - z)^{-2}} d\lambda = - \text{tr}_{L^2(\mathbb{R}; H)} \left( (|D_A^+|^2 - z I)^{-1} - (|D_A^-|^2 - z I)^{-1} \right)
\]
\[ = - \frac{1}{2z} \text{tr}_H \left( g_z(A_+) - g_z(A_-) \right) \]
\[ = \frac{1}{2} \int_{\mathbb{R}} \frac{\xi(\nu; A_+, A_-)}{(\nu^2 - z)^{3/2}} \, d\nu, \quad z \in \mathbb{C}\setminus[0, \infty), \]
or, equivalently,
\[
\int_{[0, \infty)} \frac{\xi(\lambda; |D_A^+|^2, |D_A^-|^2)}{(\lambda - z)} \left( \frac{d}{dz}(\lambda - z)^{-1} \right) d\lambda = \int_{\mathbb{R}} \frac{\xi(\nu; A_+, A_-)}{(\nu^2 - z)^{1/2}} \left( \frac{d}{dz}(\nu^2 - z)^{-1/2} \right) d\nu.
\]

Integrating the preceding equality with respect to \( z \) from a fixed point \( z_0 \in (-\infty, 0) \) to \( z \in \mathbb{C}\setminus\mathbb{R} \), along a straight line connecting \( z_0 \) and \( z \), yields
\[
\int_{[0, \infty)} \xi(\lambda; |D_A^+|^2, |D_A^-|^2) \left( \frac{1}{\lambda - z} - \frac{1}{\lambda - z_0} \right) d\lambda = \int_{\mathbb{R}} \xi(\nu; A_+, A_-) \left[ (\nu^2 - z)^{-1/2} - (\nu^2 - z_0)^{-1/2} \right] d\nu, \quad z \in \mathbb{C}\setminus[0, \infty).
\]

Applying the Stieltjes inversion formula then permits one to express the SSF function \( \xi(\cdot; |D_A^+|^2, |D_A^-|^2) \) in terms of \( \xi(\cdot; A_+, A_-) \) as follows,
\[
\xi(\lambda; |D_A^+|^2, |D_A^-|^2) = \lim_{\varepsilon \downarrow 0} \frac{1}{\pi} \int_{[0, \infty)} \xi(\lambda'; |D_A^+|^2, |D_A^-|^2) \text{Im}((\lambda' - \lambda - i\varepsilon)^{-1}) d\lambda'
\]
\[ = \lim_{\varepsilon \downarrow 0} \frac{1}{\pi} \int_{\mathbb{R}} \xi(\nu; A_+, A_-) \text{Im}((\nu^2 - \lambda - i\varepsilon)^{-1/2}) d\nu
\]
\[ = \frac{1}{\pi} \int_{-\lambda^{1/2}}^{\lambda^{1/2}} \xi(\nu; A_+, A_-) d\nu \quad \text{for a.e. } \lambda > 0.
\]

In the last equality here one should be careful with various estimates in order to apply Lebesgue’s dominated convergence theorem. We omit further details and refer to [30].

Putting all of this together we have the following remarkable formula, which expresses the SSF, \( \xi(\cdot; |D_A^+|^2, |D_A^-|^2) \), in terms of the SSF \( \xi(\cdot; A_+, A_-) \). It is this formula that allows us to express (Fredholm/Witten) index of the operator \( D_A \) in terms of the spectral shift function \( \xi(\cdot; A_+, A_-) \). Note, that this formula can be viewed as an Abel-type transform.
Theorem 3.10. Assume Hypothesis \[3.5\] and define the spectral shift functions
\[\xi(\lambda; |D_A|^2, |D_A|^2)\] and \[\xi(\nu; A_+, A_-)\] as above. Then, for a.e. \(\lambda > 0\),
\[\xi(\lambda; |D_A|^2, |D_A|^2) = \frac{1}{\pi} \int_{-\lambda^{1/2}}^{\lambda^{1/2}} \frac{\xi(\nu; A_+, A_-) d\nu}{(\lambda - \nu^2)^{1/2}},\]
with a convergent Lebesgue integral on the right-hand side.

A formula of this kind was originally obtained for trace class perturbations \(B(t)\) by Pushnitski \[54\].

3.4. The Fredholm case. In order to study the Witten index of the operator \(D_A\)
we first need to understand under which additional assumptions this operator is
Fredholm, which is of course the simpler case. The following result yields necessary
and sufficient conditions for the latter.

Theorem 3.11. Assume Hypothesis \[3.5\] Then the operator \(D_A\) is Fredholm if and only if \(0 \notin \rho(A_+) \cap \rho(A_-)\) (i.e., \(A_\pm\) are both boundedly invertible).

In fact, this theorem yields a complete description of the essential spectrum of
\(D_A\). Here we define the essential spectrum of a densely defined, closed, linear
operator \(T\) in a complex, separable Hilbert space \(H\) as
\[\sigma_{\text{ess}}(T) = \{\lambda \in \mathbb{C} | (T - \lambda I_H)\text{ is not Fredholm}\}\]
(but caution the reader that several inequivalent, yet meaningful, definitions of
essential spectra for non-self-adjoint operators exist, see, e.g., \[26\] Ch. IX).

Corollary 3.12. Assume Hypothesis \[3.5\] Then,
\[\sigma_{\text{ess}}(D_A) = (\sigma(A_+) + i \mathbb{R}) \cup (\sigma(A_-) + i \mathbb{R}).\]

By Theorem 3.11 when the operator \(D_A\) is Fredholm, we have that \(0 \notin \rho(A_+) \cap \rho(A_-)\). Thus, by Corollary 3.12, \(|D_A|^2\) and \(|D_A^*|^2\) have a gap in their essential
spectrum near zero, that is, there exists an \(a > 0\) such that
\[\sigma_{\text{ess}}\left(|D_A|^2\right) = \sigma_{\text{ess}}\left(|D_A^*|^2\right) \subset [a, \infty).\]

This means that, on the interval \([0, a]\), the operators \(|D_A|^2\) and \(|D_A^*|^2\) have discrete
spectra. Hence, using properties of the spectral shift function for discrete spectra
(see property (iii) in Subsection 2.3) one infers that
\[\xi(\lambda; |D_A|^2, |D_A|^2) = \xi(0; |D_A^*|^2, |D_A|^2), \quad \lambda \in (0, \lambda_0),\]
for \(\lambda_0 < \inf(\sigma_{\text{ess}}(|D_A|^2)) = \inf(\sigma_{\text{ess}}(|D_A^*|^2)).\)

On the other hand, since \(0 \notin \rho(A_+) \cap \rho(A_-)\), there exists a constant \(c \in \mathbb{R}\) such that
\[\xi(\cdot; A_+, A_-) = c\text{ a.e. on the interval } (-\nu_0, \nu_0)\] for \(0 < \nu_0\) sufficiently small (see
property (i) in Subsection 2.3). Hence, the value \(\xi(0; A_+, A_-)\) is well defined and
\[\xi(\nu; A_+, A_-) = \xi(0; A_+, A_-), \quad \nu \in (-\nu_0, \nu_0),\]
in particular, \(\lim_{\nu \to 0} \xi(\nu; A_+, A_-) = \xi(0; A_+, A_-)\).

Thus, taking \(\lambda \downarrow 0\) in Pushnitski’s formula one infers
\[\xi(0; |D_A^*|^2, |D_A|^2) = \lim_{\lambda \downarrow 0} \frac{1}{\pi} \int_{-\lambda^{1/2}}^{\lambda^{1/2}} \frac{\xi(\nu; A_+, A_-) d\nu}{(\lambda - \nu^2)^{1/2}} = \lim_{\nu \to 0} \xi(\nu; A_+, A_-)\]
\[ = \xi(0; A_+, A_-) \]
since \( \pi^{-1} \int_{\lambda^{1/2}} d\nu (\lambda - \nu^2)^{-1/2} = 1 \) for all \( \lambda > 0 \).

Thus, we obtain the following result linking the Fredholm index for \( D_A \) and the value of the SSF \( \xi(\cdot; A_+, A_-) \) at zero.

**Theorem 3.13.** [30] Assume Hypothesis [3.5] and introduce the SSFs \( \xi(\cdot; A_+, A_-) \) and \( \xi(\cdot; |D_A|^2, |D_A|^2) \) as above. Moreover, suppose that \( 0 \in \rho(A_+) \cap \rho(A_-) \). Then \( D_A \) is a Fredholm operator in \( L^2(\mathbb{R}; \mathcal{H}) \) and

\[ W_t(D_A) = \text{ind}(D_A) = \xi(0; |\rho(D_A)|^2, |D_A|^2) = \xi(0; A_+, A_-). \quad (3.5) \]

We emphasize that the assumption \( 0 \in \rho(A_+) \cap \rho(A_-) \) is crucial in the Fredholm index formula (3.5) of the operator \( D_A \). This assumption allows us to define the value of SSF \( \xi(\cdot; A_+, A_-) \) at zero. Generally speaking, the SSF \( \xi(\cdot; A_+, A_-) \) is defined as an element in \( L^1(\mathbb{R}; (|\nu| + 1)^{-3}) \) (the space of classes of functions), so it does not make sense to speak of its value at a fixed point.

### 3.5. Connection to spectral flow.

The relationship between spectral flow and the Fredholm index was first raised in the original articles of Atiyah–Patodi–Singer [7]. A definitive treatment of the question for certain families of self-adjoint unbounded operators with compact resolvent was provided in [55], essentially, using the model operator formalism that we described above. For partial differential operators on noncompact manifolds it is typically the case that they possess some essential spectrum so that [55] is not applicable. This motivated the investigation in [54] and [30]. The first of these papers introduces new methods and ideas, relating the index/spectral flow connection to scattering theory and the spectral shift function. However the conditions imposed in [54] are too restrictive to allow a wide class of examples. New tools were introduced in [30] as is explained above. A more detailed history of these matters may also be found in [24] which also contains results on an index theory for certain non-Fredholm operators using the model operator formalism above.

One of the principle aims of [30] was to extend the results in [55] (albeit subject to a relative trace class perturbation condition), in a fashion permitting essential spectra. This has motivated our interest in the problem of applying these new methods to Dirac-type operators on non-compact manifolds. There is a difficulty, however, in that the relative trace class perturbation assumption is not satisfied in this context (even in the one-dimensional case). In the last section of this review we will address this difficulty via a class of examples.

Spectral flow is usually discussed in terms of measuring the net number of eigenvalues of a one parameter family of Fredholm operators that change sign as one moves along the path. In fact we need a more precise definition and use the one due to Phillips [51].

Consider a norm continuous path \( F_t, t \in [0; 1] \), of bounded self-adjoint Fredholm operators joining \( F_1 \) and \( F_0 \). For each \( t \), we let \( P_t \) be the spectral projection of \( F_t \) corresponding to the non-negative reals. Then we can write \( F_t = (2P_t - 1)|F_t| \). Phillips showed that if one subdivides the path into small intervals \( [t_j, t_{j+1}] \) such that \( P_{t_j} \) and \( P_{t_{j+1}} \) are “close” in the Calkin algebra, then they form a Fredholm pair (i.e., \( P_{t_j}P_{t_{j+1}} \) is a Fredholm operator from \( \text{ran}(P_{t_{j+1}}) \) to \( \text{ran}(P_{t_j}) \)) and the
spectral flow along \( \{ F_t \}_{t \in [0,1]} \) is defined by
\[
\sum_j \ind(P_j P_{t_{j+1}} : \ran(P_{t_{j+1}}) \to \ran(P_{t_j}))
\]

We will now state the main result of [30] on the connection between the spectral flow along the path \( \{ A(t) \}_{t \in \mathbb{R}} \) with the spectral shift functions and the Fredholm index of the model operator \( \mathbf{D}_A \) introduced previously. However, first we need some preparatory observations.

First, we note that spectral flow along the path of unbounded operators \( \{ A(t) \}_{t \in \mathbb{R}} \) is defined in terms of the flow along the bounded transforms \( \{ F_t = A(t)(I + A(t)^2)^{-1/2} \}_{t \in \mathbb{R}} \) using Phillips’ definition above. Next, we remark that the fact that the spectral shift function is relevant to the discussion of spectral flow was first noticed by Müller [48] and explained in a systematic fashion in 2007 in [9]. There it was shown that, under very general conditions guaranteeing that both are well-defined, the spectral shift function and spectral flow are the same notion. The main technical tool exploited there is the theory of double operator integrals.

The new ingredient in [30] is a formula, which connects the spectral flow with both the spectral shift function and the Fredholm index. This formula applies independently of whether the operators in the path have non-trivial essential spectrum or not. More precisely, the spectral flow along the family of Fredholm operators \( \{ A(t) \}_{t \in \mathbb{R}} \) coincides with the value of the Fredholm index of the operator \( \mathbf{D}_A \) and the value of the SSF, \( \xi(\cdot; A_+, A_-) \), computed at zero.

**Theorem 3.14.** [30] Assume Hypothesis 3.11 and suppose that \( 0 \in \rho(A_+) \cap \rho(A_-) \). Then \( (E_{A_+}(-\infty, 0)), E_{A_-}(-\infty, 0)) \) form a Fredholm pair and the following equalities hold:

\[
\text{SpFlow}(\{ A(t) \}_{t = -\infty}^\infty) = \ind(E_{A_-}(-\infty, 0), E_{A_+}(-\infty, 0))
\]

\[
= \tr_{\mathcal{H}}(E_{A_-}(-\infty, 0) - E_{A_+}(-\infty, 0))
\]

\[
= \xi(0; A_+, A_-) = \xi(0; \mathbf{H}_2, \mathbf{H}_1) = \ind(\mathbf{D}_A).
\]

4. **Witten index: new results.**

In the preceding section we discussed the notion of the Witten index and its connection with the Fredholm index as well as the spectral shift function. As we already know from Theorem 3.11, the operator \( \mathbf{D}_A \) is Fredholm if and only if \( 0 \in \rho(A_+) \cap \rho(A_-) \), that is, the operators \( A_ \pm \) are both boundedly invertible. Moreover, if \( 0 \in \rho(A_+) \cap \rho(A_-) \), then the Fredholm index can be computed as

\[
\ind(\mathbf{D}_A) = \xi(0; A_+, A_-).
\]

Here, the assumption \( 0 \in \rho(A_+) \cap \rho(A_-) \) is crucial, since in this case, there exists \( 0 < \nu \in \mathbb{R} \), such that \( \xi(\cdot; A_+, A_-) \) is constant on the interval \((-\nu, \nu)\) so that one can speak about the value of the SSF, \( \xi(\cdot; A_+, A_-) \), at zero. An important question then is to study an extension of index theory for the operator \( \mathbf{D}_A \), when the latter ceases to be Fredholm. In this case \( 0 \in \sigma(A_+) \), or \( 0 \in \sigma(A_-) \) and therefore, the SSF \( \xi(\cdot; A_+, A_-) \) is not constant, in general, on any interval \((-\nu, \nu), \nu > 0 \). An approach to computing the Witten indices \( W_r(D_A) \) (respectively, \( W_s(D_A) \)) suggested in [24] relies on the usage of right and left Lebesgue points of spectral shift functions. We start by briefly recalling this notion.
The elementary example

\[
\alpha \text{ such that } f_L(x_+) = \alpha.
\]

We write \( \alpha = f_L(x_+) \).

(ii) The point \( x \in \mathbb{R} \) is called a left Lebesgue point of \( f \) if there exists an \( \alpha_- \in \mathbb{C} \) such that

\[
\lim_{h \to 0} \frac{1}{h} \int_{x-h}^{x} dy |f(y) - \alpha_-| = 0.
\]

We write \( \alpha_- = f_L(x_-) \).

(iii) The point \( x \in \mathbb{R} \) is called a Lebesgue point of \( f \) if there exist \( \alpha \in \mathbb{C} \) such that

\[
\lim_{h \to 0} \frac{1}{2h} \int_{x-h}^{x+h} dy |f(y) - \alpha| = 0.
\]

We write \( \alpha = f_L(x) \). That is, \( x \in \mathbb{R} \) is a Lebesgue point of \( f \) if and only if it is a left and a right Lebesgue point and \( \alpha_+ = \alpha_- = \alpha \).

We note that this definition of a Lebesgue point of \( f \) is not universally adopted. For instance, [34, p. 278] define \( x_0 \) to be a Lebesgue point of \( f \) if

\[
\lim_{h \to 0} \frac{1}{h} \int_{0}^{h} dy |f(x+y) + f(x_0 - y) - 2f(x)| = 0. \tag{4.1}
\]

The elementary example

\[
f(x; \beta) = \begin{cases} 
0, & x < 0, \\
\beta, & x = 0, \quad \beta \in \mathbb{C}, \\
1, & x > 0,
\end{cases}
\]

shows that \( f_L(0+; \beta) = 1 \) and \( f_L(0-; \beta) = 0 \), that is, \( x_0 = 0 \) is a right and a left Lebesgue point of \( f(\cdot; \beta) \) in the sense of Definitions 4.1 whereas there exists no \( \beta \in \mathbb{C} \) such that \( f(\cdot; \beta) \) satisfies (4.1) for \( x_0 = 0 \).

Everywhere below we use the terms left and right Lebesgue point of a function in the sense of Definition 4.1.

4.1. Connection between Lebesgue points of the SSFs, \( \xi(\cdot; A_+, A_-) \) and \( \xi(\cdot; |D_A^*|^2, |D_A|^2) \).

As in the Fredholm case, the main ingredient in computing the Witten index is Pushnitski’s formula (see Theorem 3.10):

\[
\xi(\lambda; |D_A^*|^2, |D_A|^2) = \int_{-\lambda^{1/2}}^{\lambda^{1/2}} \frac{\xi(\nu; A_+, A_-) d\nu}{(\lambda - \nu^2)^{1/2}}.
\]

We can rewrite this formula as follows:

\[
\xi(\lambda; |D_A^*|^2, |D_A|^2) = \frac{1}{\pi} \int_{0}^{\lambda^{1/2}} d\nu [\xi(\nu; A_+, A_-) + \xi(-\nu; A_+, A_-)] \left( \frac{1}{(\lambda - \nu^2)^{1/2}} \right), \quad \lambda > 0,
\]

and consider the operator \( S \), defined by setting

\[
S: \begin{cases} 
L_{loc}^1(\mathbb{R}; d\nu) \to L_{loc}^1(0, \infty; d\lambda), \\
f \mapsto \frac{1}{\pi} \int_{0}^{\lambda^{1/2}} d\nu (\lambda - \nu^2)^{-1/2} f(\nu), \quad \lambda > 0,
\end{cases} \tag{4.2}
\]

We then have the following result for the operator \( S \):
Lemma 4.2. [24] Lemma 4.1 If 0 is a right Lebesgue point for \( f \in L^1_{loc}(\mathbb{R}; d\nu) \), then it is also a right Lebesgue point for \( Sf \) and \( (Sf)_L(0+) = \frac{1}{2} f_L(0+) \).

Hence, assuming that 0 is a right and a left Lebesgue point of \( \xi(\cdot; A_+, A_-) \), an application of this lemma to the particular function

\[
f(\nu) = \xi(\nu, A_+, A_-) + \xi(-\nu, A_+, A_-),
\]

\( \nu > 0 \), yields that 0 is a right Lebesgue point of the functions

\[
\xi_L(0_+; |D_A^*|^2, |D_A|^2) = \frac{\xi_L(0_+; A_+, A_-) + \xi_L(0_-; A_+, A_-)}{2}.
\]

Thus, in the case, when \( 0 \in \sigma(A_+) \) (or \( \sigma(A_-) \)), we can still correlate the values at zero of the functions \( \xi(\cdot; A_+, A_-) \) and \( \xi(\cdot; |D_A^*|^2, |D_A|^2) \) (in the Lebesgue point sense).

4.2. Computing the Witten index of the operator \( D_A \). As a consequence of the principal trace formula, Theorem 3.5, and the Lifshitz–Krein trace formula, the following equality holds,

\[
z \text{tr}_{L^2(\mathbb{R};H)} \left( (|D_A^*|^2 - z I)^{-1} - (|D_A|^2 - z I)^{-1} \right) = \frac{z}{2} \int_{\mathbb{R}} \frac{\xi(\nu; A_+, A_-) \, d\nu}{(\nu^2 - z)^{3/2}},
\]

for all \( z \in \mathbb{C} \setminus [0, \infty) \). Recalling that the resolvent regularized Witten index \( W_r(D_A) \) is the limit of the LHS as \( z \to 0 \), we see that this index can be computed by taking the limit of the RHS as \( z \to 0 \), \( z < 0 \). To this end, we consider the operator \( T \), defined by setting

\[
T : \left\{ L^1(\mathbb{R}; (1 + \nu^2)^{-3/2}d\nu) \to \text{Hol}(\mathbb{C} \setminus [0, \infty)) \right\}
\]

\( f \mapsto -z \int_{\mathbb{R}} d\nu \left( \nu^2 - z \right)^{-3/2} f(\nu), \quad z \in \mathbb{C} \setminus [0, \infty) \),

where \( \text{Hol}(\mathbb{C} \setminus [0, \infty)) \) denotes the set of all holomorphic functions on \( \mathbb{C} \setminus [0, \infty) \).

Lemma 4.3. [24] If 0 is a left and a right Lebesgue point for \( f \in L^1(\mathbb{R}; (1 + \nu^2)^{-3/2}d\nu) \), then

\[
\lim_{z \to 0, z < 0} (Tf)(z) = f_L(0_+) + f_L(0_-).
\]

Thus, applying this lemma to the function \( \xi(\cdot; A_+, A_-) \) on the right hand side of (4.3), we arrive at the equality

\[
W_r(D_A) = \lim_{z \to 0, z < 0} z \text{tr}_{L^2(\mathbb{R};H)} \left( (|D_A^*|^2 - z I)^{-1} - (|D_A|^2 - z I)^{-1} \right)
\]

\[
= \lim_{z \to 0, z < 0} \frac{z}{2} \int_{\mathbb{R}} \frac{\xi(\nu; A_+, A_-) \, d\nu}{(\nu^2 - z)^{3/2}}
\]

\[
= \frac{1}{2} \lim_{z \to 0, z < 0} (T(\xi(\cdot; A_+, A_-)))(z) \underset{\text{Lem} \, 4.3}{=} \left[ \xi_L(0_+) + \xi_L(0_-) \right]/2.
\]

Now, we turn to computing the semigroup regularized Witten index \( W_s(D_A) \). To this end, we have established the following

Theorem 4.4. [24] If 0 is a right Lebesgue point of \( \xi(\cdot; |D_A^*|^2, |D_A|^2) \), then

\[
\lim_{z \to \infty, z > 0} \text{tr}_{L^2(\mathbb{R};H)} \left( e^{-z |D_A^*|^2} - e^{-z |D_A|^2} \right) = \xi_L(0_+; |D_A^*|^2, |D_A|^2),
\]

uniformly with respect to \( z \).
Therefore, if 0 is a right and a left Lebesgue point of $\xi(\cdot; A_+, A_-)$, then combining this theorem with equality (4.3) we obtain

$$W_r(D_A) = \xi_L(0_+; |D_A^\ast|^2, |D_A|^2) = \frac{\xi_L(0_+; A_+, A_-)}{2}.$$  

**Theorem 4.5.** [24] Theorem 4.3] Assume Hypothesis 3.5 and suppose that 0 is a right and a left Lebesgue point of $\xi(\cdot; A_+, A_-)$. Then 0 is a right Lebesgue point of $\xi(\cdot; |D_A^\ast|^2, |D_A|^2)$ and

$$\xi_L(0_+; |D_A^\ast|^2, |D_A|^2) = [\xi_L(0_+; A_+, A_-) + \xi_L(0_-; A_+, A_-)]/2.$$

and

$$W_r(D_A) = \frac{\xi_L(0_+; A_+, A_-) + \xi_L(0_-; A_+, A_-)}{2} = W_s(D_A).$$

We emphasize that Theorem 4.5 contains Theorem 3.12 as a particular case. Indeed, suppose that the operator $D_A$ is Fredholm, that is, the asymptotes $A_{\pm}$ are boundedly invertible. In this case, 0 is a right and a left Lebesgue point of $\xi(\cdot; A_+, A_-)$ and $\xi_L(0_+; A_+, A_-) + \xi_L(0_-; A_+, A_-))/2 = \xi_L(0; A_+, A_-)$. In the next subsection we discuss the case when 0 may belong to the spectra of the operators $A_+$ and $A_-$. As we already noted the Witten index, in general, can be any prescribed real number. Next we demonstrate that this also applies to the special case of the Witten index of $D_A$.

A simple concrete example is the following: Consider $A_\pm \in B(H)$ with $[A_+ - A_-] \in B_1(H)$, and introduce the family

$$A(t) = A_- + e^t(e^t + 1)^{-1}[A_+ - A_-], \quad t \in \mathbb{R},$$

which satisfies Hypothesis 3.5. Moreover, since any integrable function $\xi \in L^1(\mathbb{R}; dt)$ of compact support arises as the spectral shift function for a pair of bounded, self-adjoint operators $(A_+, A_-)$ in $\mathcal{H}$ with $[A_+ - A_-] \in B_1(\mathcal{H})$, Theorem 4.5 implies that

$$W_r(D_A) = W_s(D_A) = \xi_L(0; A_+, A_-) = \text{any prescribed real number}.$$  

4.3. The spectra of $A_\pm$ and Lebesgue points of $\xi(\cdot; A_+, A_-)$. We start with the simpler case where $A_\pm$ have discrete spectrum in an open neighbourhood of 0. That is we assume, that for some $\nu > 0$, the interval $(-\nu, \nu)$ contains only eigenvalues of $A_\pm$ of finite multiplicities, which are isolated points in $\sigma(A_\pm)$. The following remark easily follows from properties of SSF (see Subsection 2.23 property (iii)).

**Remark 4.6.** If $A_\pm$ have discrete spectra in an open neighborhood of 0, then the SSF $\xi(\cdot; A_+, A_-)$ has a right and left limit at any point of this open neighborhood and, in particular, any point in that open neighborhood is a right and a left Lebesgue point of $\xi(\cdot; A_+, A_-)$.

On the contrary, in the presence of purely absolutely continuous spectrum of $A_\pm$ in a neighborhood of 0, the situation is more complicated.

**Proposition 4.7.** [24] Proposition 4.6] There exist pairs of bounded self-adjoint operators $(A_+, A_-)$ in $\mathcal{H}$ such that $(A_+ - A_-)$ is of rank-one, and $A_\pm$ both have purely absolutely continuous spectrum in a fixed neighborhood $(-\varepsilon_0, \varepsilon_0)$, for some $\varepsilon_0 > 0$, yet $\xi(\cdot; A_+, A_-)$ may or may not have a right and/or a left Lebesgue point at 0.
4.4. The Witten index of $D_A$ in the Special Case

We briefly treat the special finite-dimensional case, $\dim(\mathcal{H}) < \infty$, and explicitly compute the Witten index of $D_A$ irrespectively of whether or not $D_A$ is a Fredholm operator in $L^2(\mathbb{R}; \mathcal{H})$.

In this special case the Hypothesis 3.5 acquires a considerably simpler form. We just suppose that

$$A_- \in \mathcal{B}(\mathcal{H})$$

is a self-adjoint matrix in $\mathcal{H}$, and there exists a family of bounded self-adjoint matrices $\{A(t)\}_{t \in \mathbb{R}}$, locally absolutely continuous on $\mathbb{R}$, such that

$$\int_{\mathbb{R}} dt \|A'(t)\|_{\mathcal{B}(\mathcal{H})} < \infty.$$ (4.7)

In the following we denote by $\#_>(S)$ (respectively $\#_<(S)$) the number of strictly positive (respectively, strictly negative) eigenvalues of a self-adjoint matrix $S$ in $\mathcal{H}$, counting multiplicity. Under these assumptions the formula for the Witten index of the operator $D_A$ takes a particularly simple form. If should be pointed out that the result below yields (in a very special setting where $\dim(\mathcal{H}) = 1$) the result of Example 3.4.

**Theorem 4.8.** [24, Theorem 5.2] Assume Hypotheses 4.6 and 4.7. Then the SSF $\xi(\cdot; A_+, A_-)$ has a piecewise constant representative on $\mathbb{R}$, the right limit $\xi(0+; |D_A|^2, |D_A|^2)$ exists, and the SSF $\xi(\cdot; |D_A|^2, |D_A|^2)$ has a continuous representative on $(0, \infty)$. Moreover, the resolvent and semigroup regularized Witten indices $W_r(D_A)$ and $W_s(D_A)$ exist, and

$$W_r(D_A) = W_s(D_A) = \xi(0+; |D_A|^2, |D_A|^2)$$

$$= \frac{1}{2}[\#_>(A_+) + \#_<(A_-)] - \frac{1}{2}[\#_>(A_+) + \#_<(A_-)].$$

In particular, in the finite-dimensional context, the Witten indices are either integer, or half-integer-valued.

5. Further extensions.

In this section we discuss an important example of operators $A_+$ and $A_-$, whose spectra are absolutely continuous and coincide with the whole real line and for which the results of previous sections are not applicable. The results of [24] and [30] describe the Fredholm/Witten index theory for operators permitting essential spectra but the relatively trace class assumption rules out standard partial differential operators such as Dirac type operators. Thus, in order to incorporate this important class of examples, we need a more general framework.

To illustrate this fact, we consider the following example. Let $A_-$ and $\{A(t)\}_{t \in \mathbb{R}}$ be given by

$$A_- = \frac{d}{dx}, \quad A(t) = A_- + \theta(t)M_f, \quad \text{dom}(A_-) = \text{dom}(A(t)) = W^{1,2}(\mathbb{R}), \quad t \in \mathbb{R},$$

that is, we consider the differentiation operator on $L^2(\mathbb{R}; dx)$ and its perturbation by multiplication operator $M_f$ defined by a function $f \in L^\infty(\mathbb{R}; dx)$. Here $\theta$ is a function satisfying

$$0 \leq \theta \in L^\infty(\mathbb{R}; dt), \quad \theta' \in L^\infty(\mathbb{R}; dt) \cap L^1(\mathbb{R}; dt),$$
\[ \lim_{t \to -\infty} \theta(t) = 0, \quad \lim_{t \to +\infty} \theta(t) = 1. \]

Then the asymptotes \( A_\pm \) of the family \( \{A(t)\}_{t \in \mathbb{R}} \) as \( t \to \pm \infty \) are given by \( A_- \) and 
\[
A_+ = A_- + M_f.
\]

In other words, we have a one-dimensional Dirac operator and its perturbation by a bounded function. The well-known Cwikel’s estimates (see, e.g., [56, Ch. 4]) guarantee that for \( f \) decaying sufficiently rapidly at \( \pm \infty \), the operator \( (A_+ - A_-)(A_-^2 + 1)^{-s/2} \) is trace class for \( s > 1 \), but for no lesser value of \( s \). Thus, even in one dimension, the relative trace class assumption is violated for the example above.

However, although the one-dimensional differential operator \( A_- \) and its perturbations do not satisfy the relative trace class assumption, we still can compute the Witten index \( W_n(D_A) \). For this one-dimensional setting, under the identification of the Hilbert spaces \( L^2(\mathbb{R}; dt; L^2(\mathbb{R}; dx)) \) and \( L^2(\mathbb{R}^2; dt dx) \), the operator \( D_A \), defined by (3.2), is given by
\[
D_A = \frac{d}{dx} + A,
\]
with \( A = \frac{d}{dx} + M_0 M_f \). That is, in this setting we work with the operator
\[
D_A = \frac{d}{dt} + \frac{d}{idx} + M_0 M_f.
\]

Since the operator \( \frac{d}{dx} \) has absolutely continuous spectrum, coinciding with the whole real line, the operator \( D_A \) possesses the following properties:

(i) Since \( 0 \in \sigma(A_-) = \mathbb{R} \), by Theorem 3.11 we have that the operator \( D_A \) is not Fredholm.

(ii) The essential spectrum of the operator \( D_A \) is the whole complex plane \( \mathbb{C} \) (see Corollary 3.12).

It is interesting (and somewhat surprising) that for this particular example under some assumptions on the perturbation \( f \) (see Theorem 5.1 below) we still have the inclusions (cf. Theorem 3.8)
\[
[g_2(A_+) - g_2(A_-)] \in \mathcal{B}_1(L^2(\mathbb{R})), \quad \left( (\|D_A^2\|^2 - z I)^{-1} - (\|D_A^2\|^2 - z I)^{-1} \right) \in \mathcal{B}_1(L^2(\mathbb{R}^2)), \quad z \in \mathbb{C}\setminus[0, \infty),
\]
where \( g_2(x) = x(x^2 - z)^{-1/2}, x \in \mathbb{R} \). Moreover, using an approximation technique, we can prove the principal trace formula as in Theorem 3.8
\[
\text{tr}_{L^1(\mathbb{R}^2)} \left( (\|D_A^2\|^2 - z I)^{-1} - (\|D_A^2\|^2 - z I)^{-1} \right) = \frac{1}{2z} \text{tr}_{L^1(\mathbb{R})}(g_2(A_+) - g_2(A_-)),
\]
for all \( z \in \mathbb{C}\setminus[0, \infty) \).

The main application of this principal trace formula is an extension of Pushnitski’s formula. Furthermore, employing some classical harmonic analysis we are able to compute the actual value of (a representative of) the spectral shift function for the pair \( A_+, A_- \).

**Theorem 5.1.** Let \( f \in W^{1,1}(\mathbb{R}; dx) \cap C_b(\mathbb{R}; dx) \) and \( f' \in L^\infty(\mathbb{R}; dx) \). Then for a.e. \( \lambda > 0 \) and a.e. \( \nu \in \mathbb{R} \),
\[
\xi(\lambda; \|D_A^2\|^2, \|D_A^2\|^2) = \xi(\nu; A_+, A_-) = \frac{1}{2\pi} \int_{\mathbb{R}} f(x) \, dx.
\]
The fact that the SSF $\xi(\; ; A_+, A_-)$ is a constant immediately implies that 0 is a right and a left Lebesgue point of the function $\xi(\; ; A_+, A_-)$.

**Theorem 5.2.** \[21\] The Witten indices $W_r(D_A)$ and $W_s(D_A)$ of the operator $D_A$ exist and equal

$$W_r(D_A) = W_s(D_A) = \xi(0_+; |D'_A|^2, |D_A|^2) = \xi(0; A_+, A_-) = \frac{1}{2\pi} \int_\mathbb{R} f(x)dx.$$  

**Remark 5.3.** We note that the equality $\xi(\; ; A_+, A_-) = \frac{1}{2\pi} \int_\mathbb{R} f(x)dx$ may also be proved via scattering theory and modified Fredholm determinants of 2nd order (cf. \[21\]).

The results above can be also generalized to the following setting. Assume that $A_-$ is an (unbounded) self-adjoint operator in a complex separable Hilbert space $\mathcal{H}$ and assume that the family of bounded operators $\{B(t)\}_{t \in \mathbb{R}}$ is a 2-relative trace class perturbation, that is, $B(t)(|A_-| + 1)^{-2} \in \mathcal{B}_1(\mathcal{H})$, $t \in \mathbb{R}$, and

$$\int_\mathbb{R} dt \|B'(t)(|A_-| + 1)^{-2}\|_{\mathcal{B}_1(\mathcal{H})} < \infty.$$  

Imposing some minor additional conditions on the family $\{B(t)\}_{t \in \mathbb{R}}$ one can prove the following result:

**Theorem 5.4.** Suppose that 0 is a right and a left Lebesgue point of $\xi(\; ; A_+, A_-)$, then 0 is also a right Lebesgue point of $\xi(\; ; |D'_A|^2, |D_A|^2)$ and $W_r(D_A)$ exists and equals

$$W_r(D_A) = \xi_L(0_+; |D'_A|^2, |D_A|^2) = [\xi_L(0_+; A_+, A_-) + \xi_L(0_+; A_+, A_-)]/2.$$  
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