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Abstract—In this paper, we investigate the adversarial robustness of feature selection based on the $\ell_1$ regularized linear regression model, namely LASSO. In the considered model, there is a malicious adversary who can observe the whole dataset, and then will carefully modify the response values or the feature matrix in order to manipulate the selected features. We formulate the modification strategy of the adversary as a bi-level optimization problem. Due to the difficulty of the non-differentiability of the $\ell_1$ norm at the zero point, we reformulate the $\ell_1$ norm regularizer as linear inequality constraints. We employ the interior-point method to solve this reformulated LASSO problem and obtain the gradient information. Then we use the projected gradient descent method to design the modification strategy. In addition, we demonstrate that this method can be extended to other $\ell_1$ based feature selection methods, such as group LASSO and sparse group LASSO. Numerical examples with synthetic and real data illustrate that our method is efficient and effective.
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I. INTRODUCTION

Feature selection is one of the most important pre-processing steps in the vast majority of machine learning and signal processing problems [2]–[4]. By performing feature selection, we can discard irrelevant and redundant features while keeping the most informative features. With the features of a smaller dimension, we can overcome the curse of dimensionality, better interpret our model, and speed up training and testing processes. Among a variety of feature selection methods, LASSO is one of the most widely used [5], [6]. By putting the $\ell_1$ sparsity induced regularizer on a linear regression model, LASSO can perform feature selection and regression simultaneously. Owing to its simplicity and efficiency, LASSO is widely applied to bio-science [7], financial analysis [8], image processing [9], etc. Furthermore, by exploring the additional structures of the regression coefficients, various extensions such as group LASSO [10], [11] and sparse group LASSO [12], [13] are proposed in the literature.

Machine learning algorithms are used in a wide variety of applications: virtual personal assistance, video surveillance, recommendation system, etc. Among them, some are security and safety critical, such as medical image analysis, autonomous drive, and high-frequency trading [14]–[17]. Despite its ubiquitous usage, recent study reveals that many of them are very vulnerable to adversarial attacks [18]–[20]. Since feature selection serves as the first stage of many of the machine learning algorithms, it is necessary and urgent to investigate its adversarial robustness. Though some existing works examined the robustness of feature selection against dense noise and outliers [21], [22], its behaviour under the adversary attacks is unknown. By analyzing the attack strategy of the adversary, the goal of our paper is to provide a better understanding of the sensitivity of feature selection methods against this kind of attacks.

In the considered feature selection model, we assume that there is an adversary who has the full knowledge of the model and can observe the whole dataset. After inspecting the dataset, it will carefully modify the response values or the feature matrix so as to manipulate the regression coefficients. By modifying the regression coefficients, it will maneuver the selected features. It can select the features which will not be selected originally by enlarging the magnitude of the corresponding regression coefficients. Also, it can make us wrongly discard important features by suppressing the magnitude of the corresponding regression coefficients. Moreover, it will try to make other regression coefficients unchanged so as to minimize the possibility of being detected by the feature selection system. In this paper, we intend to find the best modification strategy of the adversary with the energy constraints on the modification. By doing so, we can better understand how the response values and feature matrix influence the selected features and the robustness of the feature selection algorithm.

We formulate this problem as a bi-level optimization problem. The upper-level objective is to minimize the difference between the targeted regression coefficients and that learned from the modified dataset. The lower-level problem is just a LASSO based feature selection problem with the modified dataset. To solve this bi-level optimization problem, we first solve the lower-level problem. Since the LASSO problem is a convex optimization problem, it is equivalent to its Karush–Kuhn–Tucker (KKT) conditions. By applying the implicit function theorem on the KKT conditions, we may learn the relationship between the dataset and the regression coefficients if the KKT conditions are continuous differentiable around its optimum. However, the $\ell_1$ norm is not continuous at the point zero. This prevents us from directly employing the implicit function theorem on the KKT conditions. To resolve the issue, we reformulate the LASSO problem as a linear
inequality constrained quadratic programming problem and use the interior-point method to solve it. By utilizing the KKT conditions from the reformulated problem, we are able to find the gradients of our objective with respect to the response values and feature matrix. With the gradients information, we employ the projected gradient descent to solve this bi-level optimization problem. Similar methods can be applied to design the attack strategy based on the group LASSO and the sparse group LASSO.

Compared with [23] that requires the KKT conditions being continuous differentiable, our methods can be applied to any \(\ell_1\) based feature selection methods. As we will show later, we successfully apply the proposed method to investigate the adversarial robustness of LASSO, group LASSO, and sparse group LASSO. Numerical examples with synthetic data and real data demonstrate that our method is efficient and effective. Our results show that feature selection based on the \(\ell_1\) regularizer is very vulnerable to this kind of attacks.

In this paper, we extensively expand upon the conference version of this work [11]. Firstly, we extend the work of adversarial attack strategy against ordinary LASSO in [11] to the strategy against group LASSO, which is widely used to analyze signals such as speech and image that have group-wise sparsity structure. Secondly, along with the attack against the group LASSO, in this paper we also demonstrate how to use our method to design the strategy to attack the feature selection algorithm based on sparse group LASSO, which is also widely used in medical analysis and text classification [12], [24]. We furthermore provide more comprehensive experiments to demonstrate our attack strategy in real applications, for example, direction of arrival estimation and weather prediction.

The remainder of the paper is organized as follows. In Section II we describe the precise problem formulation based on the ordinary LASSO feature selection method. In Section III we introduce our method to solve this problem. In Section IV we extend our method to attack the group LASSO and the sparse group LASSO based feature selection methods. In Section V we provide comprehensive numerical experiments with both synthetic data and real data to illustrate the results obtained in this paper. Finally, we offer concluding remarks in Section VI.

II. PROBLEM FORMULATION

In this section we provide the problem formulation of adversarial attack against the ordinary LASSO based feature selection.

Given the data set \(\{(y_{i0}, x_{i0})\}_{i=1}^n\), where \(n\) is the number of data samples, \(y_{i0}\) is the response value of data sample \(i\), \(x_{i0} \in \mathbb{R}^m\) denotes the feature vector of data sample \(i\), and each element of \(x_{i0}\) is called a feature of the data sample. Through the data samples, we attempt to learn a sparse representation of the response values from the features. The LASSO algorithm learns a sparse regression coefficient, \(\beta_0\), by solving

\[
\beta_0 = \arg \min_{\beta} \| y_0 - X_0 \beta \|_2^2 + \lambda \| \beta \|_1, \tag{1}
\]

where the response vector \(y_0 = [y_0^1, y_0^2, \ldots, y_0^n]^T\), the feature matrix \(X_0 = [x_{01}, x_{02}, \ldots, x_{0n}]^T\), \(\| \cdot \|_1\) denotes the \(\ell_1\) norm, and \(\lambda\) is the trade-off parameter to determine the relative goodness of fitting and sparsity of \(\beta_0\) [5]. The locations of the non-zero elements of the sparse regression coefficients indicate the corresponding selected features.

In this paper, we assume that there is an adversary who is trying to manipulate the learned regression coefficients, and thus maneuver the selected features by carefully modifying the response values or the feature matrix. We denote the modified response value vector as \(\hat{y}\) and denote the modified feature matrix as \(\hat{X}\). Further, we assume that the adversary’s modification is constrained by the \(\ell_p\) norm (\(p \geq 1\)). This means we have \(\| y - y_0 \|_p \leq \eta_y\), and \(\| X - X_0 \|_p \leq \eta_x\), where \(\eta_y\) is the energy budget for the modification of the response values, and \(\eta_x\) is the energy budget for the modification of the feature matrix. For a vector, \(\| \cdot \|_p\) denotes the \(\ell_p\) norm of the vector; for a matrix, \(\| \cdot \|_p\) denotes the \(\ell_p\) norm of the vectorization of the matrix. As a result, the manipulated regression coefficients, \(\hat{\beta}\), are learned from the modified data set \((\hat{y}, \hat{X})\) by solving the following LASSO problem

\[
\hat{\beta} = \arg \min_{\beta} \| y - X\beta \|_2^2 + \lambda \| \beta \|_1, \tag{2}
\]

The goal of the adversary is to suppress or promote some of the regression coefficients while keeping the change of the remaining coefficients to be minimum. If it wants to suppress the \(i\)th regression coefficient, we minimize \(s_i \beta_i^2\), where \(s_i > 0\) is the predefined weight parameter. If it aims to promote the \(i\)th regression coefficient, we minimize \(c_i \beta_i^2\), where \(c_i < 0\) is the weight parameter. To make the changes to the \(i\)th regression coefficient as small as possible, we minimize \(\nu_i (\hat{\beta}_i - \beta_0^i)^2\), where \(\nu_i > 0\) is a user defined parameter to measure how much effort we put on keeping the \(i\)th regression coefficients intact. Moreover, we denote the set of indices of coefficients which are suppressed, promoted, and not changed as \(S, E,\) and \(U\), respectively. In summary, the objective of the adversary is:

\[
\min \frac{1}{2} (\hat{\beta} - \nu)^\top H (\hat{\beta} - \nu), \tag{3}
\]

where \(\nu_i = \beta_0^i\) if \(i \in U\), otherwise \(\nu_i = 0\), and \(H = \text{diag}(1)\) as \(h_i = \mu_i\) for \(i \in U\), \(h_i = s_i\) for \(i \in S\) and \(h_i = c_i\) for \(i \in E\).

Considering the energy constraints of the adversary, to obtain the optimal attack strategy, we need to solve a bi-level optimization problem:

\[
\min_{y \in C_y, \hat{X} \in C_x} \frac{1}{2} (\hat{\beta} - \nu)^\top H (\hat{\beta} - \nu), \tag{4}
\]

s.t. \(\hat{\beta} = \arg \min_{\beta} \| y - X\beta \|_2^2 + \lambda \| \beta \|_1\), \tag{5}

where \(C_y = \{ y \mid \| y - y_0 \|_p \leq \eta_y \}\) and \(C_x = \{ \hat{X} \mid \| X - X_0 \|_p \leq \eta_x \}\).

III. ALGORITHM

In this section, we investigate problem (4) and present our projected gradient descent method to solve this problem.

In problem (4), the objective is a function of \(\hat{\beta}\). However, the relationship between \((y, X)\) and \(\hat{\beta}\) is determined by the lower-level optimization problem. This makes our objective
a very complicated function of \((y, X)\). So, the bi-level optimization problem is difficult to solve in general. To solve this bi-level optimization problem, we need to first solve the lower-level optimization problem to determine the dependence between \((y, X)\) and \(\beta\). Then, we can use the gradient descent method to solve this bi-level optimization problem. Since the lower-level problem is convex \([3]\), it can be represented by its KKT conditions. The corresponding KKT conditions with respect to the lower-level optimization problem is:

\[
0 \in 2X^\top (X\beta - y) + \lambda \partial \|\beta\|_1 ,
\]

where \(\partial \| \cdot \|_1\) is the subgradient of the \(\ell_1\) norm. We denote the right hand of \((6)\) as \(q(\beta, y, X)\).

If \(q(\beta, y, X)\) is a continuous differentiable function and its Jacobian matrix with respect to \(\beta\) is invertible, the KKT conditions define a one-to-one mapping from \((y, X)\) to \(\beta\), and by the implicit function theorem \([23]\), we can calculate the gradient of \(\beta\) with respect to \(y\) and \(X\). Unfortunately, in our case, \(q(\beta, y, X)\) is not differentiable at the point with \(\beta_i = 0\). Moreover, \((6)\) does not always determine a single valued mapping from \((y, X)\) to \(\beta\). For example, when \(\lambda \geq \|X^\top y\|_\infty\), we always have \(\beta = 0\).

To circumvent these difficulties, we transform the lower-level optimization problem to the following equivalent linear inequality constrained quadratic programming \([20]\):

\[
\arg\min_{\beta, u} \|y - X\beta\|_2^2 + \lambda \sum_{i=1}^m u_i \\
\text{s.t.} \quad -u_i \leq \beta_i \leq u_i, \quad i = 1, 2, \ldots, m ,
\]

where \(u = [u_1, u_2, \ldots, u_m]^\top\). Following \([20]\), we can apply the interior-point method to solve \((7)\). In particular, we solve the penalized problem:

\[
\arg\min_{\beta, u} \|y - X\beta\|_2^2 + \lambda \sum_{i=1}^m u_i + \frac{1}{t} \Phi(\beta, u),
\]

where \(\Phi(\beta, u) = -\sum_{i=1}^m \log(u_i^2 - \beta_i^2)\) is the penalty function for the constraints of \((7)\) and \(t\) is the penalty parameter. Solution of problem \((9)\) converges to \((2)\) if we follow the central path as \(t\) varies from 0 to \(\infty\).

Instead of using the KKT conditions of \((6)\), we utilize the KKT conditions of \((9)\), which are

\[
2X^\top (X\beta - y) + \frac{1}{t} \begin{bmatrix}
2\beta_1/(u_1^2 - \beta_1^2) \\
\vdots \\
2\beta_m/(u_m^2 - \beta_m^2)
\end{bmatrix} = 0,
\]

\[
\begin{bmatrix}
2u_1/(u_1^2 - \beta_1^2) \\
\vdots \\
2u_m/(u_m^2 - \beta_m^2)
\end{bmatrix} = 0.
\]

Let us denote the KKT conditions as \(g(y, X, \beta, u) = 0\). According to the implicit function theorem, the derivative of \(\beta\) with respect to \(y\) can be computed as the first \(m\) rows of

\[
-J^{-1} \frac{\partial g}{\partial y},
\]

where \(J = \begin{bmatrix} \frac{\partial g}{\partial y} & \frac{\partial g}{\partial \beta} \end{bmatrix}\) is the Jacobian matrix of \(g(y, X, \beta, u)\) with respect to \(\beta\) and \(u\),

\[
\frac{\partial g}{\partial y} = \begin{bmatrix} -2X^\top \\ 0 \end{bmatrix},
\]

\[
\frac{\partial g}{\partial \beta} = \begin{bmatrix} 2X^\top X + D_1 \\ D_2 \\ D_1 \end{bmatrix},
\]

\[
\frac{\partial g}{\partial u} = \begin{bmatrix} D_2 \\ D_1 \end{bmatrix},
\]

with

\[
D_1 = \frac{1}{t} \text{diag}(2(u_1^2 + \beta_1^2)/(u_1^2 - \beta_1^2), \ldots, 2(u_m^2 + \beta_m^2)/(u_m^2 - \beta_m^2)^2),
\]

\[
D_2 = \frac{1}{t} \text{diag}(2u_1(1 - u_1^2)/(u_1^2 - \beta_1^2), \ldots, 2u_m(1 - u_m^2)/(u_m^2 - \beta_m^2)^2).
\]

Also, according to \((10), (11)\), and the implicit function theorem, the derivative of \(\beta\) with respect to \(X\) can be calculated as the first \(m\) rows of

\[
-J^{-1} \frac{\partial g}{\partial X},
\]

where \(\frac{\partial g}{\partial X} \in \mathbb{R}^{2m \times (mn)}\) with

\[
\frac{\partial g_i}{\partial X_{kl}} = \begin{cases} 
2\delta_{il}(X\beta - y)_k + 2X_{ki}\beta_l, & \text{if } i \leq m, \\
0, & \text{if } i > m,
\end{cases}
\]

with \(\delta_{il}\) being the Kronecker delta function

\[
\delta_{il} = \begin{cases} 
1, & \text{if } i = l, \\
0, & \text{if } i \neq l,
\end{cases}
\]

and \((X\beta - y)_k\) being the \(k\)th element of the vector \((X\beta - y)\).

To calculate the gradient of \(\beta\) with respect to \(y\) and \(X\), we first need to find the inverse of the Jacobian matrix. The Jacobian matrix is a \(2 \times 2\) block matrix,

\[
J = \begin{bmatrix}
2X^\top X + D_1 & D_2 \\
D_2 & D_1
\end{bmatrix}.
\]

This block structure makes the inverse of \(J\) admit a simple form \([27]\):

\[
J^{-1} = \begin{bmatrix}
(2X^\top X + 2D)^{-1} & * \\
* & *
\end{bmatrix},
\]

where \(D = 1/t \cdot \text{diag}(1/(u_1^2 + \beta_1^2), \ldots, 1/(u_m^2 + \beta_m^2)^2)\). Since the gradients of \(\beta\) with respect to \(y\) and \(X\) only depend on the first \(m\) rows of \((12)\) and \((16)\) respectively and the elements from \(m + 1\) to \(2m\) are zero both for \(\partial g/\partial y\) and \(\partial g/\partial X\), we omit unused elements in \((13)\) in later computation. With this explicit expression of the Jacobian matrix, we have

\[
\frac{\partial \beta}{\partial y} = (X^\top X + D)^{-1}X^\top 
\]

and

\[
\frac{\partial \beta}{\partial X_{kl}} = \begin{bmatrix} \frac{\partial \beta_1}{\partial X_{kl}} & \frac{\partial \beta_2}{\partial X_{kl}} & \ldots & \frac{\partial \beta_m}{\partial X_{kl}} \end{bmatrix}^\top.
\]
Algorithm 1 The Projected Gradient Descent Algorithm

1: **Input:** data set \( \{(y^{(i)}, x^{(i)})\}_{i=1}^{n} \), trade off parameter \( \lambda \) in (1), energy budget \( \eta_{\nu} \), \( \eta_{\ell} \), \( \ell_{p} \) norm, and step-size parameter \( \alpha \).
2: solve \( \beta_{0} \) via (1), set up feature sets \( S, E, U \) and their corresponding parameters \( s, e, \mu \); use those parameters to define the objective function \( f(y, X) \) in (4).
3: **Initialize** set the number of iterations \( t = 0 \) and \( y_{t} = y_{0}, X_{t} = X_{0} \).
4: **Do**
5: solve \( \hat{\beta} \) according to (9).
6: compute the gradients: \( \nabla_{y}f(y_{t}, X_{t}) \) according to (21) and \( \nabla_{X}f(y_{t}, X_{t}) \) according to (22).
7: update:
8: \( y_{t+1} = (1 - \alpha_{t})y_{t} + \alpha_{t} \cdot \text{Proj}_{C_{y}}(y_{t} - \nabla_{y}f(y_{t}, X_{t})) \),
9: update:
10: \( X_{t+1} = (1 - \alpha_{t})X_{t} + \alpha_{t} \cdot \text{Proj}_{C_{x}}(X_{t} - \nabla_{X}f(y_{t}, X_{t})) \),
11: set \( t = t + 1 \),
12: **While** convergence conditions are not met.
13: **Output:** \( y_{t}, X_{t} \).

With
\[
\frac{\partial \beta_{i}}{\partial X_{kl}} = \sum_{j} -(X^\top X + D)_{ij}^{-1} \frac{\partial g_{j}}{\partial X_{kl}}.
\]

Let us denote the objective of (4) as \( f(y, X) \). Using the chain rule, we have the gradient of \( f \) with respect to \( y \) and \( X \):
\[
\nabla_{y}f(y, X) = \left( \frac{\partial \beta}{\partial y} \right)^\top H(\beta - \nu)|_{\beta = \hat{\beta}}
\]  
and
\[
\frac{\partial f(y, X)}{\partial X_{kl}} = (\beta - \nu)^\top H \frac{\partial \beta}{\partial X_{kl}}|_{\beta = \hat{\beta}}.
\]

Now, we know the gradients of our objective function (4). With the help of this gradient information, we can use a variety of gradient based optimization methods. Since our problem is a constrained optimization problem, we resort to the projected gradient descent method. We have summarized it in Algorithm 1. The main concept of the projected gradient descent algorithm is that we first take a gradient step, project it onto the feasible set, and then take an \( \alpha_{t} \) step toward the projected point. In this algorithm, \( \text{Proj}_{C_{y}}(\cdot) \) and \( \text{Proj}_{C_{x}}(\cdot) \) represent the projection operators that project a point onto the feasible set \( C_{y} \) and \( C_{x} \), respectively. \( C_{y} \) and \( C_{x} \) are \( \ell_{p} \) balls with radius \( \eta_{y} \) and \( \eta_{x} \), respectively. In the following, we will discuss the expressions of the projection onto three commonly used \( \ell_{p} \) norm balls, where \( p = 1, 2, \infty \) with the radius of the norm ball being \( \eta \) and its center being the origin.

**Case 1:** Project onto the \( \ell_{1} \) norm ball. It involves solving the following convex problem
\[
\text{argmin}_{z} \| z - x \|_{2}^{2}
\]
\text{s.t. } \| z \|_{1} \leq \eta,
\]
where \( x \) is the point to be projected. It can be efficiently solved via its dual with complexity \( O(m) \) [28].

**Case 2:** Project onto the \( \ell_{2} \) norm ball. In this case, we have a very simple closed form solution
\[
\text{Proj}(x) = x / \max \{ 1, ||x||_{2}/\eta \},
\]  
where `./` denotes the element-wise division.

**Case 3:** Project onto the \( \ell_{\infty} \) norm ball. In this case, we also have a very simple closed-form solution:
\[
\text{Proj}(x) = z,
\]
where \( z = [z_{1}, \ldots, z_{m}]^\top \) and
\[
z_{i} = \begin{cases} -1, & \text{if } x_{i} \leq -\eta, \\ x_{i}, & \text{if } |x_{i}| < \eta, \\ 1, & \text{if } x_{i} \geq \eta. \end{cases}
\]

With these expressions of the projection, we can easily obtain the expressions of \( \text{Proj}_{C_{y}}(\cdot) \) and \( \text{Proj}_{C_{x}}(\cdot) \) by simply doing geometric translation.

IV. ADVERSARIAL ATTACKS AGAINST GROUP LASSO AND SPARSE GROUP LASSO

In this section, we will extend the method developed in Section III to design optimal attack strategy towards two other popular LASSO-based feature selection methods: group LASSO and sparse group LASSO.

A. Adversarial Attacks Against Group LASSO

Many of the sparse signals such as speech signal [29] and functional brain network [30], [31], possess additional special structures. To select the most useful features, it is better to exploit these additional structures [12]. The group LASSO imposes a group-wise sparsity structure, i.e., only a few groups have nonzero entries. This group-wise sparsity guides us to select better features, such as in splice site detection [22] and hyperspectral image classification [29]. The group-wise sparsity structure can be promoted by solving the following group LASSO problem:
\[
\min_{\beta} \left\| y - \sum_{i=1}^{L} X_{i} \beta_{i} \right\|_{2}^{2} + \lambda \sum_{i=1}^{L} \sqrt{p_{i}} \| \beta_{i} \|_{2}.
\]  
Here the feature matrix \( X \) is divided into \( L \) groups, each of which \( X_{i} \in \mathbb{R}^{n \times p_{i}} \), \( \sum_{i=1}^{L} p_{i} = m \), and \( \beta = [\beta_{1}^{\top}, \beta_{2}^{\top}, \ldots, \beta_{L}^{\top}]^{\top} \). The regularization term \( \lambda \sum_{i=1}^{L} \sqrt{p_{i}} \| \beta_{i} \|_{2} \) is used to promote the group-wise sparse structure, and \( \lambda \) is the penalty parameter to control the sparsity level and goodness of fitting.

Considering our attack target and the energy budget constraints for modifying the response values and the feature matrix, the design of optimal feature manipulation attacks for the group LASSO can be cast as a bi-level optimization:
\[
\min_{y \in C_{y}, X \in C_{x}} \frac{1}{2} (\hat{\beta} - \nu)^\top H(\hat{\beta} - \nu)
\]
\text{s.t. } \hat{\beta} = \arg\min_{\beta} \left\| y - \sum_{i=1}^{L} X_{i} \beta_{i} \right\|_{2}^{2} + \lambda \sum_{i=1}^{L} \sqrt{p_{i}} \| \beta_{i} \|_{2},
\]

(26)
where $\nu$ and $H$ are defined the same as in problem (3). To solve this bi-level optimization problem, we also first consider the lower-level group LASSO problem. The group LASSO is a convex optimization problem, which is equivalent to the following quadratic programming with conic constraints:

$$
\arg\min_{\beta, \alpha} \left\| y - \sum_{l=1}^{L} X_l \beta \right\|_2^2 + \sum_{l=1}^{L} \lambda_l \alpha_l \quad \text{s.t.} \quad \|\beta_l\|_2 \leq \alpha_l, \quad l = 1, 2, \ldots, L,
$$

(27)

where $\lambda_l = \sqrt{p_l}$ and $\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_L]^T$. To solve this problem, we can utilize the similar interior-point method we have employed for the ordinary LASSO problem in Section III. In particular, we solve a series of the minimization problems: $\min f_t$, as $t$ gradually grows, where

$$
f_t = \left\| y - \sum_{l=1}^{L} X_l \beta \right\|_2^2 + \sum_{l=1}^{L} \lambda_l \alpha_l - 1/t \sum_{l=1}^{L} \log(\alpha_l^2 - \|\beta_l\|_2^2).
$$

Since this interior-point objective $f_t$ is a convex function, the minimization problem is equal to its KKT conditions:

$$
\nabla_{\beta} f_t = X_j^T \left( \sum_{l=1}^{L} X_l \beta_l - y \right) + \frac{1}{t} \frac{1}{\alpha_l^2 - \|\beta_l\|_2^2} \beta_l = 0,
$$

$$
\frac{\partial f_t}{\partial \alpha_l} = \lambda_l - \frac{2}{t} \alpha_l \frac{\alpha_l}{\alpha_l^2 - \|\beta_l\|_2^2} = 0, \quad \text{for } l = 1, 2, \ldots, L.
$$

To derive the gradients of $\beta$ with respect to $y$ and $X$, we can apply the implicit function theorem on these KKT conditions. First, we need to compute the Jacobian matrix of the function on the left of the KKT conditions. The gradients of $\nabla_{\beta} f_t$ with respect to $\beta$ and $\alpha$ can be computed by

$$
\nabla_{\beta} f_t = \begin{cases} 2X_i^T X_j, & \text{for } i \neq j, \\ 2X_i^T X_j + \frac{(\alpha_l^2 - \|\beta_l\|_2^2) + 2\beta_l \hat{\beta}, \beta^T}{(\alpha_l^2 - \|\beta_l\|_2^2)^2}, & \text{for } i = j, \end{cases}
$$

(29)

$$
\frac{\partial}{\partial \alpha_j} \nabla_{\beta} f_t = \begin{cases} 0, & \text{for } i \neq j, \\ \frac{\alpha_l \alpha_i}{(\alpha_l^2 - \|\beta_l\|_2^2)^2}, & \text{for } i = j. \end{cases}
$$

The gradients of $\nabla_{\alpha} f_t$ with respect to $\beta$ and $\alpha$ can be computed by

$$
\nabla_{\beta} \frac{\partial f_t}{\partial \alpha_i} = \begin{cases} 0, & \text{for } i \neq j, \\ \frac{(\alpha_l^2 - \|\beta_l\|_2^2) + 2\beta_l \hat{\beta}, \beta^T}{(\alpha_l^2 - \|\beta_l\|_2^2)^2}, & \text{for } i = j, \end{cases}
$$

(30)

$$
\frac{\partial^2 f_t}{\partial \alpha_i \partial \alpha_j} = \begin{cases} 2 \frac{\alpha_l^2 + \|\beta_l\|_2^2}{(\alpha_l^2 - \|\beta_l\|_2^2)^2}, & \text{for } i \neq j, \\ \frac{\alpha_l \alpha_i}{(\alpha_l^2 - \|\beta_l\|_2^2)^2}, & \text{for } i = j. \end{cases}
$$

Hence, the Jacobian matrix is

$$
J = \begin{bmatrix} \nabla_{\beta} \nabla f_t & \nabla_{\beta} \nabla f_t \\ \nabla_{\alpha} \nabla f_t & \nabla_{\alpha} \nabla f_t \end{bmatrix}_t.
$$

Let $g = [\nabla_{\beta} f_t, \nabla_{\alpha} f_t]^T$. Then we have

$$
\nabla y g = \begin{bmatrix} -2X^T \\ 0 \end{bmatrix}_t,
$$

and

$$
\frac{\partial g_k}{\partial X_{ij}} = \begin{cases} 2 [\delta_{kj} (X \beta - y) + X_{ik} y], & \text{for } 1 \leq k \leq m, \\ 0, & \text{otherwise}. \end{cases}
$$

As a result, the gradient of $\beta$ with respect to $y$ and $X$ is the first $m$ rows of $-J^{-1} \nabla g$ and $-J^{-1} \nabla \beta$, respectively. With this gradient information and using the chain rule, we can obtain the gradients of our objective with respect to the response values and feature matrix. Then, we can use the projected gradient descent method described in Algorithm 1 to design our attack strategy.

B. Adversarial Attacks Against Sparse Group LASSO

Sparse group LASSO combine the ordinary and the group LASSO and exploit the sparsity and group sparsity jointly. By combining these two properties, sparse group LASSO promotes the group-wise sparsity as well as the sparsity within each group. By taking advantages of these two perspective sparsities, sparse group LASSO help us select more accurate features and it has been used in climate prediction [33], heterogeneous feature representations [34], change-points estimation [13], etc. The sparse group LASSO problem tries to solve the following convex problem:

$$
\min_{\beta} \| y - \sum_{l=1}^{L} X_l \beta \|^2 + \lambda_1 \sum_{l=1}^{L} \sqrt{p_l} \|\beta_l\|_2 + \lambda_2 \|\beta\|_1.
$$

(31)

(32)
where $\tilde{\lambda}_t = \lambda_1 \sqrt{t}$. We use the similar interior-point method to solve this optimization problem. Thus, we use penalty functions for the constraints and have the new objective with a certain penalty parameter $t$:

$$
\tilde{h}_t = \left\| y - \sum_{i=1}^{L} x_i \beta_i \right\|^2 + \sum_{i=1}^{L} \tilde{\lambda}_i \alpha_i + \lambda_2 \sum_{i=1}^{m} u_i
- \frac{1}{t} \sum_{i=1}^{L} \log(\alpha_i^2 - \|\beta_i\|_2^2) - \frac{1}{t} \sum_{i=1}^{m} \log(u_i^2 - \beta_i^2).
$$

The corresponding KKT conditions are

$$
\begin{align*}
\nabla_{\beta_i} h_t &= 2X_i^T (X\beta - y) + 1/t \cdot \frac{\partial h_t}{\partial \alpha_i} \left( \begin{array}{c}
\frac{2 \beta_i}{t} \\
\cdot \\
\cdot \\
1/t \cdot \frac{2 \beta_i}{t} \\
\end{array} \right)
+ \frac{\partial h_t}{\partial \beta_i} \left( \begin{array}{c}
\frac{2 \beta_i}{t} \\
\cdot \\
\cdot \\
1/t \cdot \frac{2 \beta_i}{t} \\
\end{array} \right)
= 0,
\n\text{for } l = 1, 2, \ldots, L,
\n\frac{\partial h_t}{\partial \mu_i} &= \tilde{\lambda}_t - 1/t \cdot \frac{2 \mu_i}{u_i^2 - \beta_i^2} = 0, \text{ for } i = 1, 2, \ldots, m,
\n\frac{\partial h_t}{\partial \mu_i} &= \lambda_2 - 1/t \cdot \frac{2 \mu_i}{u_i^2 - \beta_i^2} = 0, \text{ for } i = 1, 2, \ldots, m,
\end{align*}
$$

where $\beta = [\beta_1, \beta_2, \ldots, \beta_L]^T$, $u = [u_1^T, u_2^T, \ldots, u_L^T]^T$, $\beta_t = [\beta_t^1, \beta_t^2, \ldots, \beta_t^m]^T$, $u_t = [u_t^1, u_t^2, \ldots, u_t^m]^T$ and $\text{diag}(x_1, x_2, \ldots, x_n)$ is the diagonal matrix with diagonal entries $[x_1, x_2, \ldots, x_n]$. To use the implicit function theorem to obtain the gradient information, we need to compute the Jacobian matrix of the function on the left of KKT conditions. The Jacobian matrix is

$$
J = \begin{bmatrix}
\nabla_{\beta_i} \nabla_\beta h_t & \nabla_{\alpha_i} \nabla_\beta h_t & \nabla_u \nabla_\beta h_t \\
\nabla_{\beta_i} \nabla_\alpha h_t & \nabla_{\alpha_i} \nabla_\alpha h_t & \nabla_u \nabla_\alpha h_t \\
\nabla_{\beta_i} \nabla_u h_t & \nabla_{\alpha_i} \nabla_u h_t & \nabla_{\alpha_i} \nabla_u h_t
\end{bmatrix},
$$

where

$$
\nabla_\beta \nabla_\beta h_t = 2X^T X + E_{1,1} + D_{1,1},
$$

in which

$$
E_{1,1} = \frac{1}{t} \text{diag} \left( \frac{(\alpha_1^2 - \beta_1^T \beta_1 + 2 \beta_1 \beta_1^T)}{(\alpha_1^2 - \beta_1^T \beta_1)^2}, \ldots, \frac{(\alpha_L^2 - \beta_L^T \beta_L + 2 \beta_L \beta_L^T)}{(\alpha_L^2 - \beta_L^T \beta_L)^2} \right),
$$

$$
D_{1,1} = 2/t \cdot \text{diag} \left( \frac{(u_1^2 + \beta_1^2)}{(u_1^2 - \beta_1^2)^2}, \ldots, \frac{(u_m^2 + \beta_m^2)}{(u_m^2 - \beta_m^2)^2} \right),
$$

$$
\frac{\partial \nabla_\beta h_t}{\partial \alpha_i} = \left( \begin{array}{c}
-4/t \cdot \frac{\beta_i u_i}{(u_i^2 - \beta_i^2)^2}, \\
\cdot \\
\cdot \\
-4/t \cdot \frac{\beta_i u_i}{(u_i^2 - \beta_i^2)^2}
\end{array} \right),
$$

$$
\frac{\partial^2 f_t}{\partial \alpha_i \partial \alpha_j} = \left( \begin{array}{c}
0, \\
\cdot \\
\cdot \\
\frac{2}{t} \cdot \frac{\alpha_i^2 + \beta_i^T \beta_j}{(\alpha_i^2 - \beta_i^T \beta_j)^2}
\end{array} \right),
$$

and

$$
\nabla_u \nabla_\alpha h_t = \text{diag} \left( \frac{2(u_1^2 + \beta_1^2)}{(u_1^2 - \beta_1^2)^2}, \ldots, \frac{2(u_m^2 + \beta_m^2)}{(u_m^2 - \beta_m^2)^2} \right).
$$

Let $q \triangleq [\nabla_\beta h_t^T, \nabla_\alpha h_t^T, \nabla_u h_t^T]^T$, then we have

$$
\nabla_y q = \begin{bmatrix}
-2X^T \\
0 \\
0
\end{bmatrix}
$$

and

$$
\frac{\partial q_k}{\partial X_{ij}} = \left\{ \begin{array}{l}
2(\delta_{kj}(X\beta - y)_i + X_{ik} y_j), \text{ for } 1 \leq k \leq m,
\end{array} \right.
$$

Then we have the gradient of $\beta$ with respect to $y$ being the first $m$ rows of $-J^{-1}\nabla_y q$ and the partial derivative of $\beta_k$ with respect to $X_{ij}$ is

$$
\frac{\partial \beta_k}{\partial X_{ij}} = \sum_{l=1}^{m} - (J^{-1})_{kl} \cdot \frac{\partial q_l}{\partial X_{ij}}.
$$

Having the gradients of $\beta$ with respect to $y$ and $X$, combining the gradients of our objective with respect to $\beta$ and using the chain rule, we can get the full gradients of our objective with respect to $y$ and $X$. With these gradients information, we can then employ the projected gradient descent described in Algorithm 1 to find our modification strategy.

V. Numerical Examples

In this section, we carry out several experiments to demonstrate the results obtained in this paper.

A. Attack Against Ordinary LASSO

In the first numerical example, we test our algorithm on a synthetic data set. Firstly, we generate a $30 \times 50$ feature matrix $X_0$. Each entry of the feature matrix is i.i.d. generated from a standard normal distribution. Then, we generate the response values, $y_0$, through the model $y_0 = X_0 \nu + n$, where $\nu$ is the sparse vector in which only ten randomly selected positions are non-zero and each of the non-zero entry is i.i.d. drawn from the standard normal distribution; $n$ is the noise vector where each entry is i.i.d. generated according to a normal distribution with zero mean and 0.1 variance. Then, we set the LASSO trade-off parameter $\lambda = 2$ and use 7 to estimate the regression coefficients $\beta_0$. We randomly select one regression coefficient as the desired coefficient to be boosted and another one as the coefficient to be suppressed. In addition, we set the suppressed parameter $s_1 = 1$ for $i \in S$, set boosted parameter $e_i = -1$ for $i \in E$, and set the unchanged parameter $\mu_i = 5$ for $i \in U$. We set the step-size parameter $\alpha_1 = 2/\sqrt{7}$ in Algorithm 1.

In the first experiment, we set $\eta_0 = 0$, which means that we do not modify the feature matrix, and impose $\ell_2$ norm constraint on the modification of the response values. Then, we vary the energy budget, $\eta_0$, to see how energy budget influence
Our objective value. Fig. 1 illustrates that the objective value decreases as the energy budget increases, which is expected as a larger energy budget provides a larger feasible region, and thus lower objective value. Fig. 2 demonstrates the recovered regression coefficients when $\eta_y = 5$ along with the original regression coefficients. As the figure demonstrates, we have successfully suppressed and promoted the corresponding coefficients while keeping other regression coefficients almost unchanged.

In the second experiment, we also attack the response values. We fix the energy budget $\eta_y = 5$ and test different $\ell_p$ norm constraints on the modification of the response values as $p = 1, 2, \infty$. Fig. 3 shows the original and modified response values under different $\ell_p$ norm constraints. The $x$-axis denotes the index of each response value and the $y$-axis denotes the value of the response vector. From the figure, we can see that the $\ell_1$ norm constraint provides the smallest modification on the response values and the $\ell_\infty$ norm constraint provides the most significant modification, which results in objective value 0.0095 with the $\ell_1$ norm constraint, objective value $-0.4199$ with the $\ell_2$ norm constraint, and objective value $-2.8813$ with the $\ell_\infty$ norm constraint. That is because with the same radius, $\ell_1$ norm ball is contained in the $\ell_2$ norm ball and $\ell_2$ norm ball belongs to the $\ell_\infty$ norm ball.

In the third experiment, we compare the modification on the response values and on the feature matrix with the $\ell_1$ constraints. First, we only attack the response values with $\eta_y = 5$, which results in objective value 0.0095. Second, we only attack the feature matrix with the same energy budget $\eta_x = 5$, which results in objective value $-0.0969$. Finally, we attack both the response values and the feature matrix with $\eta_y = 5$ and $\eta_x = 5$, which results in objective value $-0.2291$. These results indicate that both the modifications of the response values and feature matrix are effective.

We now test our attack strategy using real datasets. In this task, we use the spectral intensity of the gasoline to predict its octane rating [35]. It consists of 60 samples of gasoline at 401 wavelength and their octane ratings. Fig. 4 provides an overview of the data samples. In this figure, the octane axis indicates the octane rating of each sample and the $z$-axis denotes the spectral intensities at different wavelengths. From the figure we can see that there are very high correlations among different wavelengths. Hence, if we use the ordinary linear regression method, it will have large errors. Thus, we use the LASSO method to complete the regression task. We randomly choose 80% of the data samples as our training data and the rest as our test data. We do cross-validation on the training data to decide the trade-off parameter in LASSO, and it gives $\lambda = 0.5$. Using this parameter, we compute the regression coefficients. Using this regression coefficients on
Consider a setup where the directions of the sources from the received signals of an array of sensors \[ \text{[49x-996]} \]. In the DOA problem, we try to find the directions of arrival (DOA) of the sources. Problem \( \text{[36]} \) is actually a group LASSO problem.

**B. Attack Against Group LASSO**

In this subsection, we will employ our attack strategy on group LASSO. We use the direction of arrival (DOA) problem as an example. In the DOA problem, we try to find the directions of the sources from the received signals of an array of sensors \[ \text{[46], [37]} \]. Consider a setup where the sensors are linearly located and equally spaced with half of the wavelength. Hence, the measurement of the \( n \)th sensor is \( \sum_{k=1}^{K} e^{j2\pi nf_k x_k} \), where \( K \) is the number of sources and \( f_k \in (-\pi/2, \pi/2] \) is the arrival angle of the \( k \)th source. Furthermore, we assume that the number of input sources is limited. If we divide the arrival of angle equally into \( N \) grids and assume the sources are located on the grids, the DOA can be modeled as a linear signal acquisition system:

\[
\mathbf{y} = \mathbf{A}\mathbf{x} + \mathbf{e},
\]

where \( \mathbf{y} \in \mathbb{C}^N \) is the measurements of the sensors, \( \mathbf{A} \in \mathbb{C}^{N \times M} \), \( \mathbf{A}_{n,m} = e^{j2\pi nx/m} \), \( \mathbf{x} \in \mathbb{C}^M \) is the sparse source vector where only the locations which have targets are non-zero, and \( \mathbf{e} \in \mathbb{C}^N \) is the noise vector. We can first recover the sparse signal \( \mathbf{x} \), then the arrival angles can be derived from the locations of the non-zero components of \( \mathbf{x} \). Further, we can solve the following LASSO problem to recover \( \mathbf{x} \):

\[
\arg\min_{\mathbf{x}} \| \mathbf{y} - \mathbf{A}\mathbf{x} \|^2_2 + \lambda \| \mathbf{x} \|_1, \tag{33}
\]

where the \( \ell_1 \) norm of \( \mathbf{x} \) is defined as

\[
\| \mathbf{x} \|_1 = \sum_{i=1}^{N} \sqrt{(x_i^R)^2 + (x_i^I)^2}, \tag{34}
\]

and \( x_i^R \) and \( x_i^I \) are the real and imaginary parts of \( x_i \), respectively. Problem (33) is actually a group LASSO problem.

---

**Fig. 5.** The regression coefficients before and after our attack.

**Fig. 6.** The magnitude of the coefficients before and after attacks. Here, ‘orig’ denotes the original regression coefficients, ‘modi’ represents the regression coefficients after attack, ‘min’ and ‘max’ indicate the coefficients we want to suppress and boost after attack, respectively.

**Fig. 7.** (a) represents the real part of the observed signal and (b) the imaginary part of the observed signal before and after attacks.
if we separate its real and imaginary parts and we reformulate it as:

$$\argmin_{\mathbf{x}_R, \mathbf{x}_I} \|\mathbf{y} - \mathbf{A}\mathbf{x}\|_2^2 + \lambda \sum_{i=1}^{N} \sqrt{(x_i^R)^2 + (x_i^I)^2},$$  \hspace{1cm} (35)

where \( \mathbf{y} = [(y_R^i)^\top, (y_I^i)^\top]\top, \mathbf{y}_R \) and \( \mathbf{y}_I \) are the real and imaginary parts of \( \mathbf{y} \) respectively, \( \mathbf{x} = [(x_R^i)^\top, (x_I^i)^\top]\top, \)

\[
\mathbf{A} = \begin{bmatrix}
\mathbf{A}_R & \mathbf{A}_I \\
-A_I & \mathbf{A}_R
\end{bmatrix},
\]

(36)

and \( \mathbf{A}_R \) and \( \mathbf{A}_I \) are the real and imaginary parts of \( \mathbf{A} \) respectively.

Since DOA is very important in military applications, in this numerical example, we demonstrate the vulnerability of DOA estimation using group LASSO. In this experiment, we assume that there are \( N = 30 \) sensors, \( K = 4 \) sources, and the sources are located in the possible \( M = 50 \) locations. The location of the 4 sources are randomly chosen; for the real part and imaginary part of each signal, they are i.i.d. drawn from a standard normal distribution. The noise is i.i.d. distributed according to the standard Gaussian distribution with zero mean and 0.1 standard deviation. To make our attack more practical, we only attack the measurement signal, \( \mathbf{y} \). Thus, the attack process can be seen as a procedure to inject some adversarial noises into our measurements. In this attack, we set the energy of \( \eta_y = 1.5 \) with \( \ell_\infty \) norm constraint and set \( \lambda = 4. \) We try to suppress the source on the \( (47) \)th grid with arrival of angle \( 306^\circ \) and boost the coefficient on the \( (50) \)th grid that originally does not have a source target. In our experiment, we set \( s_i = 20 \) for \( i \in S, e_i = -1 \) for \( i \in E, \mu_i = 20 \) for \( i \in U \), and step-size parameter \( \alpha_t = 1/t \).

Fig. 8 shows the magnitude of the original regression coefficients and the regression coefficients after attack. The non-zero coefficients exactly indicate the directions of arrival of our generated target sources. The figure demonstrates that we successfully suppressed the \( (47) \)th coefficient and boost the \( (50) \)th coefficient while keeping others almost unchanged, which successfully make the receiver believe there is no target on the \( (47) \)th grid and there is a counterfeit target on the \( (50) \)th grid. Fig. 7 shows the real and imaginary part of the measurements before and after our attacks. This figure reveals that, when we deliberately manipulate the regression coefficients in this example, the modified measurements just look like been perturbed by the normal noises. Hence, it is hard to detect this kind of attack.

C. Attack Against Sparse Group LASSO

In this subsection, we will use the NCEP/NCAR Reanalysis I dataset [33] to demonstrate our attack strategy against the sparse group LASSO based feature selection. The dataset consists of the monthly mean of temperature, sea level pressure, precipitation, relative humidity, horizontal wind speed, and vertical wind speed from 1948 to present (871 months) on the globe in a \( 2.5^\circ \times 2.5^\circ \) resolution. For demonstration purpose, we coarse the resolution to \( 10^2 \times 10^2 \) and totally we get 403 valid ocean locations. Our goal of this task is to analyze the dependencies between the records on the ocean and the records on a certain land. Particularly, we consider the relationship between the records on the ocean and the temperature of Brazil. Moreover, we follow [33] to remove the seasonality and the trend in the data which may dominate the signal.

We use the data from Jan. 1984 to Dec. 2007 as the training data and the data from Jan. 2008 to Dec. 2017 as test data. Hence, we have 720 training samples and 120 test samples. We use the sparse group LASSO algorithm to find the coefficients and then use these coefficients to predict the temperature of Brazil. The regression coefficients are grouped by its location. So, each group has six coefficients. We use root mean square error (RMSE) and \( r \)-square \( (r^2) \) value to measure the goodness of the regression coefficients. In this experiment, we set \( \lambda_1 = \lambda_2 = N/20, s_i = 1 \) for \( i \in S, e_i = -1 \) for \( i \in E, \mu_i = 20 \) for \( i \in U \) and \( \alpha_t = 1/t \). Our attack strategy is to use energy budgets \( \eta_y = 0.2 \) and \( \eta_x = 0.2 \) with the \( \ell_\infty \) constraints to suppress the coefficients in group 173 and boost the coefficients in group 83 while keeping others unchanged.

Fig. 8 depicts the coefficients before and after our attack. From the figure we can see, without attack, we can find the most representative coefficients in group 173 with coordinate 40W, 20S, which is located on the ocean near the land of Brazil. After our attack, as demonstrated, we successfully suppressed the coefficients in group 173 and boost the coefficients in group 83. By doing so, it gives us the incorrect explanation of the temperature in Brazil. Further, we get \( r^2 = 0.55 \) and RMSE = 0.53 without attack on the test data. After attack, we get \( r^2 = 0.37 \) and RMSE = 0.62 on the test data. In summary, by attacking the training data, we can manipulate the interpretation of the relationship between the features and the response value and also worsen the prediction results.
VI. CONCLUSION
In this paper, we have investigated the adversarial robustness of the LASSO based feature selection algorithms, including ordinary LASSO, group LASSO and sparse group LASSO. We have provided an approach to mitigate the non-differentiability of the $\ell_1$ norm based feature selection methods, and have designed an algorithm to obtain the optimal attack strategy. The numerical examples both on the synthetic data and real data have shown that feature selection based on LASSO and its variants are very vulnerable to the adversarial attacks. It is of interest to study the defense strategy against this kind of attacks in the future.
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