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Abstract—Consider a sequence $X^n$ of length $n$ emitted by a Discrete Memoryless Source (DMS) with unknown distribution $p_X$. The objective is to construct a lossless source code that maps $X^n$ to a sequence $\hat{Y}^m$ of length $m$ that is indistinguishable, in terms of Kullback-Leibler divergence, from a sequence emitted by another DMS with known distribution $p_Y$. The main result is the existence of a coding scheme that performs this task with an optimal ratio $m/n$ equal to $H(X)/H(Y)$, the ratio of the Shannon entropies of the two distributions, as $n$ goes to infinity. The coding scheme overcomes the challenges created by the lack of knowledge about $p_X$ by a type-based universal lossless source coding scheme that produces as output an almost uniformly distributed sequence, followed by another type-based coding scheme that jointly performs source resolvability and universal lossless source coding. The result recovers and extends previous results that either assume $p_X$ or $p_Y$ uniform, or $p_X$ known. The price paid for these generalizations is the use of common randomness with vanishing rate, whose length scales as the logarithm of $n$. By allowing common randomness larger than the logarithm of $n$ but still negligible compared to $n$, a constructive low-complexity encoding and decoding counterpart to the main result is also provided for binary sources by means of polar codes.

Index Terms—Universal source coding, resolvability, randomness extraction, random number conversion, covert communication, steganography, polar codes

I. INTRODUCTION

We consider the problem illustrated in Figure 1, in which $n$ realizations of a Discrete Memoryless Source (DMS) $(\mathcal{X}, p_X)$, with finite alphabet $\mathcal{X}$ and unknown distribution $p_X$, are to be encoded into a vector $\hat{Y}^m$ of length $m$. While $m$ should be as small as possible, the vector $\hat{Y}^m$ should not only allow asymptotic lossless reconstruction of $X^n$ but also be asymptotically indistinguishable, in terms of Kullback-Leibler (KL) divergence, from a sequence $Y^m$ emitted by a DMS $(\mathcal{Y}, p_Y)$, with finite alphabet $\mathcal{Y}$ and known distribution $p_Y$. We refer to this problem as universal covertness for DMSs, since an adversary observing $\hat{Y}^m$ would then be unable to distinguish $\hat{Y}^m$ from the output of the DMS $(\mathcal{Y}, p_Y)$. The formal relation between the closeness of the distribution of $\hat{Y}^m$ to the distribution of $Y^m$ and the probability of detection by the adversary follows from standard results on hypothesis testing, e.g., [2], [3].

Universal covertness generalizes and unifies several notions of random number generation and source coding found in the literature. For instance, 1) uniform lossless source coding [4] corresponds to known $p_X$ and uniform $p_Y$; 2) random number conversion and source resolvability [5], [6] correspond to known $p_X$ and no reconstruction constraint; 3) universal source coding [7] is obtained with known source entropy $H(X)$ and without distribution approximation constraint; 4) universal random number generation [8] is obtained with known source entropy $H(X)$, uniform $p_Y$ and without reconstruction constraint. Universal covertness may also be viewed as a universal and noiseless counterpart of covert communication over noisy channels [9]–[11]. Most importantly, universal covertness relates to information-theoretic studies of information hiding and steganography [12], [13], yet with several notable differences that we now highlight.

- The problem in [12] consists in embedding a uniformly distributed message into a coverttext without changing the coverttext distribution, under a distortion reconstruction constraint. Universal covertness omits the distortion reconstruction constraint but relaxes the assumption of uniformly distributed message; this is motivated by the fact that message distributions encountered in practice are seldom uniform, and even optimally compressed data is only uniform in a weak sense [14], [15]. We point out that the perfect undetectability requirement enforced in [12] is stronger than our asymptotic indistinguishability but largely relies on the presence of a long shared secret key.
- The setting in [13, Section 4] is similar to universal covertness but does not address the problem of obtaining an optimal compression rate $m/n$ and indistinguishability
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is only measured in terms of normalized KL-divergence. The extension in [13, Section 5] assumes that, unlike the adversary, the encoder only knows the entropy \( H(Y) \) of the covert text and explicitly addresses the problem of estimating \( p_Y \) from \( n \) samples of the DMS \((Y, p_Y)\). We recognize that, in practice, the coverttext distribution \( p_Y \) should be estimated from a finite number of samples, which necessarily limits the precision of the estimation. We take the view that the samples are public and in sufficient number so that all parties obtain the same estimates within an interval of confidence whose length is negligible compared to the uncertainty when estimating \( p_Y \) from \( m \) symbols of a DMS.

- As in [12], [13], universal covertness relies on a seed, i.e., common randomness shared by the encoder and the decoder only; however, we shall see that the seed length used in our coding scheme is \( \Theta(n \log n) \), which is negligible compared to \( n \). This contrasts with seed lengths \( \Theta(n \log n) \) in [12] and \( \Theta(n) \) in [13], although it is fair to mention that these larger key sizes enable perfect undetectability or perfect secrecy, which we do not require.

Beyond the generalizations offered by universal covertness described above, we note that the special case of uniform lossless source coding for DMSs with unknown distributions, i.e., the case when \( p_Y \) is uniform, is of particular interest to the design of secure communication schemes in settings where the uniformity of messages transmitted over a network is often a key assumption [16], [17].

The idea of our proposed coding scheme is to approach the problem of universal covertness in two steps. In Step 1, universal uniform lossless source coding is performed through a type-based source coding scheme that makes the encoder output almost uniform. In Step 2, source resolvability with the additional constraint that the input be reconstructed from the output is performed with the result of Step 1 as input, so that the output of Step 2 approximates a given target distribution and allows recovery of the input of Step 1.

We formally describe the problem in Section II. We study the special case of uniform lossless source coding for DMSs with unknown distribution in Section III. Building upon the results of Section III, we present our main result for universal covertness in Section IV. By allowing a larger amount of common randomness, whose rate still vanishes with the blocklength, we provide a constructive and low-complexity encoding and decoding scheme for universal covertness in Section V. Finally, we provide concluding remarks in Section VI.

II. PROBLEM STATEMENT

A. Notation and basic inequalities

For \( a, b \in \mathbb{R}_+ \), we define \([a, b] \triangleq [a], [b] \cap \mathbb{N}\). For two functions \( f, g \) from \( \mathbb{N} \) to \( \mathbb{R}_+ \), we use the standard notation \( f(n) = o(g(n)) \) if \( \lim_{n \to \infty} f(n)/g(n) = 0 \), \( f(n) = O(g(n)) \) if \( \limsup_{n \to \infty} f(n)/g(n) < \infty \), and \( f(n) = \Theta(g(n)) \) if \( \limsup_{n \to \infty} f(n)/g(n) < \infty \) and \( \liminf_{n \to \infty} f(n)/g(n) > 0 \). For two distributions \( p \) and \( q \) defined over a finite alphabet \( \mathcal{X} \), we define the variational distance \( \mathbb{D}(p, q) \triangleq \sum_{x \in \mathcal{X}} |p(x) - q(x)| \), and denote the KL-divergence between \( p \) and \( q \) by \( \mathbb{D}(p\|q) \) with the convention \( \mathbb{D}(p\|q) = +\infty \) if there exists \( x \in \mathcal{X} \) such that \( p(x) = 0 \) and \( q(x) > 0 \). Unless otherwise specified, capital letters denote random variables, whereas lowercase letters represent realizations of associated random variables, e.g., \( x \) is a realization of the random variable \( X \).

B. Model for universal covertness

Consider a discrete memoryless source \( (X, p_X) \). Let \( n \in \mathbb{N} \), \( d_n \in \mathbb{N} \), and let \( U_{d_n} \) be a uniform random variable over \( U_{d_n} \triangleq [1, 2^{d_n}] \), independent of \( X^n \). In the following we refer to \( U_{d_n} \) as the \( n \)-seed and \( d_n \) as its length. As illustrated in Figure 2, our objective is to design a source code to compress and reconstruct the source \((X^n, p_X)\), whose distribution is unknown, with the assistance of a seed \( U_{d_n} \) and such that the encoder output approximates a known target distribution \( p_Y \) with respect to the KL-divergence.

Definition 1. An \((n, 2^{d_n})\) variable-length universal covert source code for a DMS \((X^n, p_X)\) with respect to the DMS \((Y, p_Y)\) consists of

- A seed \( U_{d_n} \) (with length \( d_n \)) uniformly chosen at random in the set \( U_{d_n} \triangleq [1, 2^{d_n}] \) and independent of all other random variables;
- An encoding function \( \phi_n : X^n \times U_{d_n} \to Y^m \) that takes as input the seed \( U_{d_n} \) and the sequence \( X^n \) emitted by the DMS \((X^n, p_X)\).
Definition 2. We assume that \( p_X \) is unknown; hence, \( \phi_n \) and \( \psi_n \) do not depend on prior knowledge about \( p_X \) but are allowed to depend on the specific sequence of realizations of the DMS \((X,p_X)\), i.e., \((\phi_n,\psi_n)\) describes a variable-length code. Hence, \( m \) is a random variable that is a function of \( X^n \) and is written as \( m(X^n) \) to emphasize this point.

The performance of a universal covert source code is measured in terms of

(i) The average probability of error

\[
\mathbb{P}[X^n \neq \psi_n(\phi_n(X^n), U_{d_n}), U_{d_n}] ;
\]

(ii) Covertness, i.e., the closeness of the output to a target distribution

\[
p_Y^{\otimes m(X^n)} \triangleq \prod_{i=1}^{m(X^n)} p_Y ;
\]

\[
\mathbb{D} \left( p_{\phi_n(X^n), U_{d_n}} \| p_Y^{\otimes m(X^n)} \right) ;
\]

(iii) Its output length to input length ratio \( m(X^n)/n \), which should be minimized;

(iv) The seed length \( d_n \), which should be negligible compared to \( n \).

Definition 2. Consider universal covertness for a DMS \((X,p_X)\) with respect to the DMS \((\mathcal{Y},p_Y)\). A rate \( R \) is achievable if there exists a sequence of \( (n,2^{d_n}) \) variable-length universal covert source codes such that

\[
p-\lim_{n \to \infty} \frac{m(X^n)}{n} \leq R ,
\]

\[
\lim_{n \to \infty} \frac{d_n}{n} = 0 ,
\]

\[
\lim_{n \to \infty} \mathbb{P}[X^n \neq \psi_n(\phi_n(X^n), U_{d_n}), U_{d_n}] = 0 ,
\]

\[
\lim_{n \to \infty} \mathbb{D} \left( p_{\phi_n(X^n), U_{d_n}} \| p_Y^{\otimes m(X^n)} \right) = 0 .
\]

We are interested in determining the infimum of all achievable rates.

Remark 2. Usually, for variable-length settings, asymptotic average rates are considered (see, e.g., [20], [21] in the context of random number generation), i.e., convergence in mean is considered for coding rates. In this paper, we consider convergence in probability for the rate \( m(X^n)/n \) for convenience, which also implies convergence in mean since the ratio \( m(X^n)/n \) will be bounded in our setting. Our results will also show that the length of the encoder output concentrates with high probability around its optimal value \( H(X)/H(Y) \) for large \( n \).

Remark 3. Note that in the covertness condition, the term

\[
\mathbb{D} \left( p_{\phi_n(X^n), U_{d_n}} \| p_Y^{\otimes m(X^n)} \right)
\]

is a random variable as the length \( m(X^n) \) of the encoder output is itself a random variable.

III. SPECIAL CASE: UNIFORM LOSSLESS SOURCE CODING FOR DMSs WITH UNKNOWN DISTRIBUTION

In this section, we study the problem described in Section II-B, in which \( p_Y \) is the uniform distribution over \( \mathcal{Y} \). We refer to this special case as uniform lossless source coding for DMSs with unknown distributions. We build upon the solution proposed for this special case to provide a solution for the general case, i.e., arbitrary \( p_Y \), in Section IV.

The results of this section generalize and complement an earlier result for DMSs with known distributions [4], [22], [23] when fixed-length source coding is considered.

A. Definition of uniform lossless source coding

For sources with unknown distributions, the problem of uniform lossless source coding aims at jointly performing universal lossless source coding [7], [24] and universal randomness extraction [8]. More formally, universal uniform source coding is defined as follows.

Definition 3. An \( (n,2^{d_n}) \) variable-length universal uniform source code is an \( (n,2^{d_n}) \) variable-length universal covert code for a DMS \((X,p_X)\) with respect to the DMS \((\{0,1\},p_U)\), where \( p_U \) is the uniform distribution over \( \{0,1\} \). We define its rate as \( m(X^n)/n \).

Similar to a universal covert code, the performance of a uniform source code is measured in terms of

(i) The average probability of error

\[
\mathbb{P}[X^n \neq \psi_n(\phi_n(X^n), U_{d_n}), U_{d_n}] ;
\]

(ii) The uniformity of its output

\[
\mathbb{D} \left( p_{\phi_n(X^n), U_{d_n}} \| p_{U_{M_n(X^n)}} \right) ,
\]

where \( p_{U_{M_n(X^n)}} \) is the uniform distribution over \( M_n(X^n) \triangleq \|1, M_n(X^n)\| \) with \( M_n(X^n) \triangleq 2^{m(X^n)} \);

(iii) The rate, which should be close to \( H(X) \);

(iv) The seed length \( d_n \), which should be negligible compared to \( n \).

Definition 4. Consider universal uniform source coding of a DMS \((X,p_X)\). A rate \( R \) is achievable if there exists a sequence of \( (n,2^{d_n}) \) variable-length universal uniform source codes such that

\[
p-\lim_{n \to \infty} \frac{m(X^n)}{n} \leq R ,
\]

\[
\lim_{n \to \infty} \frac{d_n}{n} = 0 ,
\]

\[
\lim_{n \to \infty} \mathbb{P}[X^n \neq \psi_n(\phi_n(X^n), U_{d_n}), U_{d_n}] = 0 ,
\]

\[
\lim_{n \to \infty} \mathbb{D} \left( p_{\phi_n(X^n), U_{d_n}} \| p_{U_{M_n(X^n)}} \right) = 0 .
\]

B. Method of types

We here recall known facts about the method of types [7]. Let \( n \in \mathbb{N} \). For any sequence \( x^n \in \mathcal{X}^n \), the type of \( x^n \) is its empirical distribution given by \( \frac{1}{n} \sum_{i=1}^{n} \mathbb{1}\{x_i = x\} \) \( x \in \mathcal{X} \).

Let \( \mathcal{P}_n(\mathcal{X}) \) denote the set of all types over \( \mathcal{X} \), and \( T^n_X \) denote the set of sequences \( x^n \) with type \( p_X \in \mathcal{P}_n(\mathcal{X}) \). We will use the following lemma extensively.

Lemma 2. We have [7]

1) \( |\mathcal{P}_n(\mathcal{X})| \leq (n+1)^{|\mathcal{X}|} \);
2) \( (n+1)^{-|\mathcal{X}|} 2^n H(\mathcal{X}) \leq |T^n_X| \leq 2^n H(\mathcal{X}) \);
3) For \( x^n \in T^n_X \), \( p_X(x^n) = 2^{-n (H(\mathcal{X}) + D(p_X \| p_X))} \).
C. Coding scheme

1) Preliminary definitions: Consider \( \alpha, \beta \) such that \( \alpha > \beta > 1 \). Define \( \gamma_n \triangleq \lfloor |X| \log(n + 1) \rfloor \) and \( a_n \triangleq 2^{\lfloor \alpha \log n \rfloor} \in [n^\alpha, 2n^\alpha] \). The seed is written as a pair \( u_d, \Delta (u_1, u_2) \in \mathcal{U}_d, \Delta [0, a_n - 1] \times [0, 2^{\gamma_n} - 1] \) with length
\[
d_n \triangleq \gamma_n + \lfloor \alpha \log n \rfloor = \Theta(\log n).
\]
For any type \( p_X \in \mathcal{P}_n(X) \), define
\[
v_n(p_X) \triangleq u_1 \mod b_n(p_X),
\]
where
\[
b_n(p_X) \triangleq \left\lfloor \frac{2^{\lceil |X| + \beta \log n \rceil}}{|X|} \right\rfloor \in [n^\beta, 2n^\beta].
\]
Next, consider an arbitrary injective mapping \( s : \mathcal{P}_n(X) \rightarrow [0, 2^{\gamma_n} - 1] \)
\[
p_X \mapsto s(p_X),
\]
which uniquely indexes the types in \( \mathcal{P}_n(X) \). Finally, for any type \( p_X \in \mathcal{P}_n(X) \) with index \( s(p_X) \in [0, 2^{\gamma_n} - 1] \), consider an arbitrary one-to-one mapping \( k_{s(p_X)} \)
\[
k_{s(p_X)} : \mathcal{T} \rightarrow [0, |X|^{n^{\beta}} - 1],
\]
which uniquely indexes the sequences of type \( p_X \). We also define for any type \( p_X \in \mathcal{P}_n(X) \),
\[
c_n(p_X) \triangleq 2^{\lceil |X| + \beta \log n \rceil},
\]
and
\[
c_n(X^n) \triangleq c_n(p_X(X^n)),
\]
where \( p_X(X^n) \) is the type of \( X^n \).

2) Encoder and decoder: The encoder is the map
\[
\phi_n : \mathcal{X}^n \times \mathcal{U}_d \rightarrow [0, c_n(X^n) - 1] \times [0, 2^{\gamma_n} - 1]
\]
\[
(x^n, (u_1, u_2)) \rightarrow \left( \phi_n^{(1)}(x^n, u_1), \phi_n^{(2)}(x^n, u_2) \right),
\]
where for any \( p_X \in \mathcal{P}_n(X) \), for any \( x^n \in \mathcal{T} \),
\[
\phi_n^{(1)}(x^n, u_1) \triangleq k_{s(p_X)}(x^n) + v_n(p_X)|\mathcal{T}^n|,
\]
\[
\phi_n^{(2)}(x^n, u_2) \triangleq s(p_X) \oplus u_2,
\]
where \( s(p_X) \oplus u_2 \) denotes the modulo-2 addition between the binary representation of \( s(p_X) \) and \( u_2 \). Note that the idea in (4) is to introduce a dithering term to make \( \phi_n^{(1)}(x^n, u_1) \) almost uniform.

The decoder is the map
\[
\psi_n : [0, c_n(X^n) - 1] \times [0, 2^{\gamma(n)} - 1] \times \mathcal{U}_d \rightarrow \mathcal{X}^n
\]
with
\[
\psi_n : (i, j, (u_1, u_2)) \rightarrow k^{-1}_{u_2j}(i - v_n(p_X)|\mathcal{T}^n|)
\]
where \( v_n(p_X)|\mathcal{T}^n| \) can be computed from the knowledge of the type index \( j \) and \( u_1 \).

Remark 4. Since a given sequence \( x^n \in \mathcal{X}^n \) is uniformly distributed in its class type, one could think of the following simpler encoding scheme. Let \( p_X \in \mathcal{P}_n(X) \) and \( x^n \in \mathcal{T}^n \). Choose
\[
k_{s(p_X)} : \mathcal{T} \rightarrow [0, 2^{\lceil |X| + |X|^{n^{\beta}} \rceil} - 1],
\]
\[
x^n \mapsto k_{s(p_X)}(x^n),
\]
to uniquely index the sequences of type \( p_X \) and define
\[
\phi_n^{(1)}(x^n, u_1) \triangleq k_{s(p_X)}(x^n).
\]
However, such an encoding scheme would not allow the encoder output to be almost uniformly distributed. Indeed, since \( |\mathcal{T}|^{n^{\beta}} \leq 2^{\lceil |X| + |X|^{n^{\beta}} \rceil} \), between 0 and \( |\mathcal{T}|^{n^{\beta}} \) values will never be taken by \( k_{s(p_X)}(x^n) \), and one can show that, for some types, the number of values that are never taken is too large to allow uniformity of the encoder output.

D. Results

Theorem 1. The coding scheme of Section III-C provides a sequence of \((n, 2^d)\) variable-length universal source codes, such that for any DMS with unknown distribution \( p_X \), we have
\[
p \lim_{n \rightarrow \infty} \frac{m(X^n)}{n} \leq H(X),
\]
\[
d_n = \Theta(\log n),
\]
\[
P[X^n \neq \psi_n(\phi_n(X^n, U_d), U_d)] = 0,
\]
\[
\lim_{n \rightarrow \infty} D(\nu_{\psi_n(X^n, U_d)} || \mathcal{P}_{U_d}(X^n)) = 0.
\]
Proof. See Section III-E.

Proposition 1. The asymptotic rate \( p \lim_{n \rightarrow \infty} \frac{m(X^n)}{n} \) in Theorem 1 is optimal.

Proof. See Appendix E.

E. Proof of Theorem 1

By construction, we clearly have (7) and (8). We now prove (9) through a series of lemmas. We first prove almost uniformity of the variables \( \mathcal{V}_n(p_X) \) that appear in the coding scheme.

Lemma 3. For any type \( p_X \in \mathcal{P}_n(X) \), \( \mathcal{V}_n(p_X) \) is almost uniformly distributed over \([0, c_n(p_X) - 1]\) in the sense that
\[
\forall \mathcal{P}_{\mathcal{V}_n(p_X)} \mathcal{P}_{\mathcal{V}_n(p_X)} = O \left( \frac{1}{n^{\alpha - \beta}} \right),
\]
where \( \mathcal{P}_{\mathcal{V}_n(p_X)} \) is the uniform distribution over \([0, c_n(p_X) - 1]\).

Proof. See Appendix A.

Using Lemma 3, we next prove that conditioned on the type of the sequence to compress, the encoder output \( \phi_n^{(1)}(X^n, U_d) \) approximates a uniform distribution with respect to the variational distance.

Lemma 4. For any type \( p_X \in \mathcal{P}_n(X) \), we have
\[
\forall \mathcal{P}_{\phi_n^{(1)}(X^n, U_d)} \mathcal{P}_{\phi_n^{(1)}(X^n, U_d)} = O \left( \frac{1}{\min(n^{\alpha - \beta}, 1)} \right),
\]
where \( \mathcal{P}_{\mathcal{U}_d(p_X)} \) is the uniform distribution over \([0, c_n(p_X) - 1]\).
Using Lemma 4, we deduce the following result unconditional on the type of the sequence to compress.

**Lemma 5.** Define \( p_U(X^n) \) as the uniform distribution over \([0, c_n(X^n) - 1]\).

\[
\forall \left( p_{\phi(U^n)}(X^n, U_{da}), p_U(X^n) \right) = O \left( \frac{1}{n^{\min(\alpha - \beta, \beta)}} \right).
\]

**Proof.** See Appendix C.

From Lemma 5, which quantifies the uniformity of the encoder output \( \phi(U^n)(X^n, U_{da}) \) in terms of variational distance, we deduce the following result which now quantifies uniformity in terms of KL-divergence.

**Lemma 6.** We have

\[
\mathbb{D} \left( p_{\phi(U^n)}(X^n, U_{da}) \| p_U(X^n) \right) = O \left( \frac{1}{n^{\min(\alpha - \beta, \beta) - 1}} \right).
\]

**Proof.** See Appendix D.

Finally, let \( p_{U_M}(X^n) \) be the uniform distribution over \([0, c_n(X^n) - 1] \times [0, 2^n - 1]\). We have

\[
\mathbb{D} \left( p_{\phi_n(X^n, U_{da})} \| p_{U_M}(X^n) \right) \overset{(a)}{=} \mathbb{D} \left( p_{\phi_n(X^n, U_{da})} \| p_U(X^n) \right) \overset{(b)}{=} O \left( \frac{1}{n^{\beta/2 - 1}} \right),
\]

where (a) holds by the chain rule for divergence, independence between \( \phi_n(X^n, U_{da}) \) and \( p_{\phi_n(X^n, U_{da})} \), and perfect uniformity of \( \phi_n(X^n, U_{da}) \) by construction, (b) holds by choosing \( \beta = \alpha/2 \) in Lemma 6. We thus conclude that (9) holds by choosing \( \alpha > 2 \).

We now prove (6). Let \( T_X^n(X^n) \) denote the type set to which \( X^n \) belongs. Let \( \hat{H}(X^n) \) denote the plug-in estimate of \( H(X^n) \) using \( X^n \) [25]. The encoder output length is

\[
\log(c_n(X^n) \times 2^n) \lesssim \log(T_X^n(X^n)) + \beta \log n + 1 + \gamma n
\]

\[
\lesssim \log \left( n \hat{H}(X^n) + \beta \log n + 1 + \gamma n \right).
\]

where (a) holds by definition of \( c_n(X^n) \), (b) holds by Lemma 2 and because \( \hat{H}(X^n) = H(p_X(X^n)) \), (c) holds by the definition of \( \gamma_n \). Hence, we conclude that (6) holds by [25].

### IV. Covertness for DMS with Unknown Distribution

Our coding scheme for universal covertness uses two building blocks, which are two special cases of the model described in Section II-B: (i) Uniform source coding for DMS with unknown distribution, studied in Section III; (ii) Source resolvability with the additional constraint that the input should be recoverable from the output, which corresponds to the case in which \( p_X \) is known to be the uniform distribution.

#### A. Results

Building upon our construction in Theorem 1 we obtain the following results.

**Theorem 2.** There exists a sequence of \((n, 2^n)\) variable-length universal covert source code for the DMS \((X, p_X)\) with respect to the DMS \((Y, p_Y)\), defined by the encoding/decoding functions \((\phi_n, \psi_n)\) with encoder output length \(m(X^n)\), such that if one defines \(Y^m(X^n) \triangleq \phi_n(X^n, U_{da})\), then

\[
p_{\lim} \frac{m(X^n)}{n} \leq H(X)/H(Y), \quad d_n = \Theta(\log n),
\]

\[
\mathbb{P}[X^n \neq \psi_n(Y^m(X^n), U_{da})] = 0,
\]

\[
\lim_{n \to \infty} \mathbb{D} \left( p_{\hat{Y}^m(X^n)} \| p_{Y^m(X^n)} \right) = 0.
\]

**Proof.** See Section IV-B.

**Proposition 2.** The asymptotic rate \( p_{\lim} \frac{m(X^n)}{n} \) in Theorem 2 is optimal.

**Proof.** See Appendix E.

#### B. Proof of Theorem 2

We first perform source resolvability with lossless reconstruction of the input from the output by means of “random binning” [5], [26], [27]. Note that standard resolvability results [5] do not directly apply to our purposes as they do not support the recoverability constraint of the input from the output.

Let \( m \in \mathbb{N} \) to be specified later and define \( R_Y \triangleq H(Y) - \epsilon, \epsilon > 0 \), where \( H(Y) \) is the entropy associated with the target distribution \( p_Y \). To each \( y^m \in Y^m \), we assign an index \( B(y^m) \in [1, 2^mR_Y] \) uniformly at random. The joint probability distribution between \( Y^m \) and \( B(Y^m) \) is given by:

\[
\forall y^m \in Y^m, \forall b \in [1, 2^mR_Y], \quad p_{Y^mB(Y^m)}(y^m, b) = p_{Y^m}(y^m) \mathbb{1} \{ B(y^m) = b \}. \quad (14)
\]

We then consider the random variable \( \hat{Y}^m \) that is distributed according to \( \hat{p}_Y \), where

\[
\forall y^m \in Y^m, \forall b \in [1, 2^mR_Y], \quad \hat{p}_{Y^mB(Y^m)}(y^m, b) \triangleq p_{Y^m|B(Y^m)}(y^m | b) p_U(b), \quad (15)
\]

and \( p_U \) is the uniform distribution over \([1, 2^mR_Y]\). We thus have

\[
\mathbb{E}_B \mathbb{V} (p_{Y^mB(Y^m)} \| \hat{p}_{Y^mB(Y^m)}) = \mathbb{E}_B \mathbb{V} (p_{B(Y^m) \| \hat{p}_B(Y^m)}) = \mathbb{E}_B \mathbb{V} (p_{B(Y^m) \| p_U}) = \alpha(m^{-7}), \quad (17)
\]

where the last equality holds by [26, Theorem 1] for any \( r > 0 \). Observe also that when \( \tilde{y}^m \) is drawn according to \( \hat{p}_{Y^m|B(Y^m)=b} \) for some \( b \), then \( b \) can be perfectly recovered from \( \tilde{y}^m \), since by (14), (15), we have

\[
B(\tilde{y}^m) = b. \quad (18)
\]
All in all, (17) and (18) mean that there exists a specific choice $B_0$ for the binning $B$ such that, if $b$ is a sequence of length $mR_Y$ distributed according to $p_U$ and $\tilde{y}^m$ is drawn according to $p_{Y^m|B_0(Y^m)=b}$, then $b_0(\tilde{y}^m) = b$ and $\mathbb{V}(p_U, p_{Y^m}) = o(m^{-r})$ for any $r > 0$. By the triangle inequality, the result stays true if $p_U$ is replaced by a distribution $\tilde{p}_U$ that satisfies $\mathbb{V}(\tilde{p}_U, p_{Y^m}) = o(m^{-r})$ for any $r > 0$. Note that the construction requires randomization at the encoder, however, the randomness needs not be known by the decoder.

We now combine source resolvability with lossless reconstruction of the input from the output and universal uniform source coding as follows. Let $n \in \mathbb{N}$, and consider a variable-length uniform source code obtained from Theorem 1 and described by the encoding/decoding pair $(\phi_n, \psi_n)$ where $\phi_n(X^n, U_{δ,n}) = (\phi_n^{(1)}(X^n, U_{δ,n}), \phi_n^{(2)}(X^n, U_{δ,n}))$ as described in Section III-C and define $M_1 \triangleq \phi_n^{(1)}(X^n, U_{δ,n})$, $M_2 \triangleq \phi_n^{(2)}(X^n, U_{δ,n})$. We then define the length of our universal covert source code output such that $|m(X^n)|_{R_Y} = |M_1| + |M_2| + T$ for some $T \in [0, R_Y]$, where $|\cdot|$ denotes the length of a sequence. We also define the sequence $M \triangleq (M_1 || C || M_2)$, where $||$ denotes the concatenation of sequences and $C$ is a sequence of $T$ bits uniformly distributed.

Finally, the encoder of our universal covert source code forms $\tilde{Y} = \min_{\phi_n}(X^n)$ by source resolvability as previously described with the substitutions $b \leftarrow M$, $m \leftarrow m(X^n)$, so that the decoder of our universal covert source code determines from $\tilde{Y}_n(X^n)$, in this order, $M$, then $M_2$ (since the length of $M_2$ is known to be $γ_n$), then $|M_1|$ (since $M_2$ reveals the type of the compressed sequence $X^n$ given the seed), then $M_1$, and finally approximates $X^n$ using $ψ_n$ applied to $(M_1, M_2, U_{δ,n})$. Hence, (11) and (12) hold.

**Remark 5.** Note that the sequence $C$ does not carry information and is only used to pad the sequence $M$ such that $|M| = |m(X^n)|_{R_Y}$.

Next, we have

$$m(X^n) \leq \frac{|M_1| + |M_2| + T}{nR_Y},$$

where (a) holds by definition of $m(X^n)$, and (b) holds by definition of $R_Y$. Hence, by Theorem 1, $\lim_{n \rightarrow \infty} m(X^n)/n \leq H(X)/H(Y) - c$. Finally, since the encoder output of the universal source code is almost uniform, as described in Theorem 1, we have also obtained $\lim_{n \rightarrow \infty} \mathbb{V}(p_{\tilde{Y}^m(X^n)}, p_{\tilde{Y}^m(X^n)}) = o(m^{-r})$ for any $r > 0$, which implies (13) by Lemma 1.

**V. A CONSTRUCTIVE AND LOW-COMPLEXITY CODING SCHEME**

Theorem 1 provides a coding scheme for universal uniform source coding but the implementation of the coding scheme is intractable since it relies on the method of types. As for Theorem 2, it only provides an existence result (i.e., a non-constructive coding scheme) for universal source covertness. We present in this section a constructive and low-complexity counterpart to Theorem 1 and Theorem 2 for a binary source alphabet, i.e., $|X| = 2$. The seed length required in our coding scheme will be shown to be negligible compared to the length of the compressed sequence but will be larger than the one in Theorems 1, 2.

In Definition 3, assume that the DMS $(X, p_X)$ is Bernoulli with parameter $p \neq 1/2$, unknown to the encoder and decoder, and that the DMS $(Y, p_Y)$ is such that $|Y|$ is a prime number. Let $n \in \mathbb{N}^*$, $N = 2^n$, and consider a sequence $x^{LN}$ of $LN$, where $L \in \mathbb{N}^*$ will be specified later, independent realizations of $(X, p_X)$ that need to be compressed. Let $||$ denote the concatenation of sequences, $\{\}$ denote set subtraction, and $H_b$ denote the binary entropy. Also, define $G_n \triangleq \left\lfloor \frac{1}{2} \right\rfloor \otimes \mathbb{N}$, the polarization matrix defined in [28], and define for any set $\mathcal{I} \subseteq [1, N]$, for any sequence $X^n$, the subsequence $X^n[\mathcal{I}] \triangleq (X_i)_{i \in \mathcal{I}}$, where $X_i$, $i \in \mathcal{I}$, denotes the $i$-th component of $X^n$.

**A. CODING SCHEME**

**Encoding:** We proceed in three steps. Step 1 is the estimation of $p$. Step 2 corresponds to universal uniform source coding. It is performed with polar codes and generalizes both the coding scheme in [29], which cannot account for uncertainty on the source distribution, and the coding scheme in [30], which can only account for a compound setting. Step 3 corresponds to source resolvability with lossless reconstruction of the input from the output. It is also performed with polar codes with methods similar to those used in [31] but with the additional difficulty that the exact length of the input is unknown to the decoder.

**Step 1.** Let $t < 1/2$ and define $q \triangleq [N^t]$, $δ \triangleq N^{-t}$. We also define $a_i \triangleq \delta i$, $i \in [0, q - 1]$, $a_q \triangleq 1$, $a_{-1} \triangleq a_0$, and $a_{q+1} \triangleq a_q$ such that $\{[a_i, a_{i+1}]\}_{i \in [0, q-1]}$ is a partition of $[0, 1]$. We estimate $p$ as

$$p \triangleq \frac{1}{LN} \sum_{i=1}^{LN} 1\{x_i = 1\}.$$ 

There exists $i_0 \in [1, q]$ such that $\hat{p} \in [a_{i_0-1}, a_{i_0}]$. Next, we define

$$\hat{p} \triangleq \arg\max_{a \in \{a_{i_0-2}, a_{i_0+1}\}} |a - 1/2|,$$ 

$$\bar{p} \triangleq \arg\min_{a \in \{a_{i_0-2}, a_{i_0+1}\}} |a - 1/2|$$

if $\frac{1}{2} \notin [a_{i_0-2}, a_{i_0+1}]$.

Let $I_0$ be the binary representation of $i_0$ and form

$$I_N \triangleq I_0 \oplus K_0,$$ 

where $K_0$ is a sequence of uniform bits with length $\lceil \log(q) \rceil = O(\log(N))$ that is shared by the encoder and decoder.

**Step 2.** Let $X^n (X^n, \hat{X}^n, \bar{X}^n)$, respectively, be a sequence of $N$ independent Bernoulli random variables with parameter $p (\hat{p}, \bar{p}$, respectively). We perform universal uniform source coding on $X^n$ in this second step. Define $U^n \triangleq X^n G^n$, where

$$U^n \triangleq X^n G^n.$$
The successive cancellation decoder of [28] to estimate with distribution shared between the encoder and decoder.

Remark 6. \(\tilde{\beta} \leq \beta < 1/2\), \(\delta_N \leq 2^{-N^2}\), by Lemma 4, we can recover \(p_{V|V_j} \leq \beta < 1/2\), \(\delta_M \leq 2^{-2M}\), the set \(\mathcal{V}_Y \triangleq \{i \in [1, M] : H(V_i|V_j) \geq \delta_M\}\), and

We apply Step 2 to \(L\) independent sequences \(X^N\) to form \(A_i\), \(i \in [1, L]\). Note that this requires \(L\) sequences \((K_i)_{i \in [1, L]}\) of shared randomness between the encoder and the decoder. The concatenated sequences of these \(L\) compressed sequences by \(A_L \triangleq \bigoplus_{i \in [1, L]} A_i\).

Next, we let \(R\) be a sequence of \(|\mathcal{V}_Y| - L|A| - |I_N|\) uniformly distributed bits (only known by the encoder) and define \(\tilde{V}_M\) as follows. We set

\[\tilde{V}_M | \mathcal{V}_Y \triangleq (A_L \| R \| I_N)\]

and successively draw the remaining components of \(\tilde{V}_M\) in \(\mathcal{V}_Y\), according to

\[p_{V_j|V_j \rightarrow \tilde{V}_j} (v_j | \tilde{V}_j) \triangleq p_{V_j|V_j \rightarrow (v_j | \tilde{V}_j)} \quad \text{for} \quad j \in \mathcal{V}_Y.\]

Finally, the encoder returns

\[\tilde{V}_M \triangleq G_{2N} \tilde{V}_M.\]

Decoding. Upon observing \(\tilde{V}_M\), the decoder computes \(\tilde{V}_M = G_{2N} \tilde{V}_M\) and recovers \(I_N\) from the last \([\log(q)]\) bits of \(\tilde{V}_M | \mathcal{V}_Y\). Next, with \(K_0\) and \(I_N\), the decoder can recover \(p\) and \(\tilde{p}\) (from [19], [20], and [21]), determine \(\mathcal{H}_X\) and \(\mathcal{V}_X\), and recover \(A_L\) from the first \(L|A|\) bits of \(\tilde{V}_M | \mathcal{V}_Y\).

We then have

\[\mathcal{P} [\mathcal{E}] \leq \mathcal{P} [\mathcal{E}] < N^{-2t} < 0\]

Remark 7. In the special case of source resolvability, i.e., when the source is known to have a uniform distribution, then no seed is required in our coding scheme. This was already known, e.g., [19, Remark 16].

Remark 8. In the special case of uniform compression when the distribution of the source to compress is known, polar coding schemes can also be obtained in the presence of side information [30].

B. Analysis

1) Reliability: Note that the estimator \(\tilde{p}\) used for the parameter \(p\) is unbiased and has variance \(\sigma^2 = O((LN)^{-1})\). Define the events \(\mathcal{E} \triangleq \{p \geq a_{I_0} + 1\} \) or \(p \leq a_{I_0} - 2\}\), and \(\tilde{\mathcal{E}} \triangleq \{p \leq \tilde{p} - N^{-2t}\} \) or \(p \geq \tilde{p} + N^{-2t}\}\). We then have

\[\mathcal{P} [\mathcal{E}] \leq \mathcal{P} [\mathcal{E}] < N^{-2t} < 0\]

where \((a)\) holds because for \(N\) large enough, \(N^{-2t} = o(a_{I_0} - 1 - a_{I_0} - 2), N^{-2t} = o(a_{I_0} + 1 - a_{I_0} - 2)\), and \(\tilde{p} = \tilde{p} + N^{-2t}\) is thus a subinterval of \([a_{I_0} - 1, a_{I_0} + 1]\), and \((b)\) holds by Chebyshev’s inequality. Hence, to show reliability, it is sufficient to consider that \(H_{\tilde{p}}(p) \geq H_{\tilde{p}}(p)\), since \(\mathcal{P} [\{H_{\tilde{p}}(p) < H_{\tilde{p}}(p)\}] \leq \mathcal{P} [\{|1/2 - \tilde{p}| > 1/2 - p\}] < \mathcal{P} [\mathcal{E}] < N^{-2t} < 0\) by (25).

Recall that when \(p\) is known to the encoder and decoder, [28] shows that it is possible to reconstruct \(X^N\) from \(U^N | \mathcal{H}_X\) with error probability bounded by \(O(N^2)\), where \(U^N \triangleq X^N G_n\). The following lemma shows that when \(p\) is unknown but \(H_{\tilde{p}}(p) \geq H_{\tilde{p}}(p)\), there is no loss of information by compressing \(X^N\) as \(U^N | \mathcal{H}_X\). Moreover, using the successive cancellation decoder of [28], by [33, Lemma 4], one can reconstruct \(X^N\) from \(U^N | \mathcal{H}_X\) with error probability bounded by \(O(N\delta_N)\).

Lemma 7. We have \(\mathcal{H}_X \subset \mathcal{H}_X\).

Proof. We closely follow [33]. There exists \(x \in [0, 1]\) such that \(p = x(1 - p) + (1 - x)p\) since we have \(H_{\tilde{p}}(p) \geq H_{\tilde{p}}(p)\). Let \(B^N\) be a sequence of \(N\) identically and independently distributed Bernoulli random variables with parameter \(x\) independent of all other random variables. Then, \(\tilde{X}^N \triangleq X^N \oplus B^N\) has the same distribution as \(X^N\). Define \(\tilde{U}^N \triangleq G_n \tilde{X}^N\). We have

\[\mathcal{P} [\mathcal{E}] \leq \mathcal{P} [\mathcal{E}] < N^{-2t} < 0\]

Consequently, the decoding scheme of Section V-A succeeds in reconstructing \(X^N\) with error probability bounded by \(O(NL\delta_N)\), which vanishes as \(N \rightarrow \infty\) since \(L = O(N)\) by (23).

2) Coverness: Similar to the analysis of reliability, to show that the coverness condition holds in probability, it is sufficient to show coverness when \(H_{\tilde{p}}(p) \leq H_{\tilde{p}}(p)\). In this case, similar to Lemma 7, we have the following lemma.
Lemma 8. We have \( V,X < V, X < H,X \).

Hence, by Lemma 8, \( V,X < H,X \), and \( |A| = |H,X| \). Then, let \( p_{U|V,X} \) and \( p_{U|H,X} \) be the uniform distribution over \([1, 2|V,X|]\) and \([1, 2|H,X|]\), respectively. Observe that \( A_i, i \in \{1, 2, \ldots, L\} \), is nearly uniform in the sense that

\[
D(p_A, \|p_{U_{H,X}}\|) \leq D(U^N|V,X)\|p_{U_{V,X}}\| \leq |V,X| - H(U^N|V,X)|
\]

(26)

where \((a)\) holds by the chain rule for KL-divergence and uniformity of \( K \), \((b)\) holds by the chain rule and because conditioning reduces entropy, \((c)\) holds by definition of \( V,X \).

Next, define \( p_{U_L} \) the uniform distribution over \([1, 2^L|H,X|]\) and define \( V,M \) similar to \( V,M \) but by replacing \( A_L \) in the description of Step 3 in Section V-A by a sequence distributed according to \( p_{U_L} \).

We have

\[
D(p_{V,M}, \|p_{V,M} \|) \leq D(U^N|A_E \|p_{V,M} \|) \leq D(U^N|U_L \|p_{U_L} \|)
\]

(27)

where \((a)\) holds by the chain rule and positivity of the KL-divergence, \((b)\) holds by the chain rule and since \( V,M \) and \( V,M \) are produced similarly given \( U_L \) or \( A_L \), \((c)\) holds by the chain rule, \((d)\) holds by \((26)\).

Finally, we have

\[
D(p_{V,M}, \|p_{V,M} \|) \leq M \log \mu_{V,M}^{-1} \sqrt{2} \ln 2 \left[ \sqrt{D(p_{V,M}, \|p_{V,M} \|)} + \sqrt{D(p_{V,M}, \|p_{V,M} \|)} \right]
\]

\[
N \to \infty, \quad \mu_{V,M} = \min_{v \in V} p_{V,M}(v)
\]

(27)

where \((a)\) holds by Lemma 1 with \( \mu_{V,M} = \min_{v \in V} p_{V,M}(v) \), \((b)\) holds by \((27)\) and because \( D(p_{V,M}, \|p_{V,M} \|) \leq M \delta_{V,M} \), which can be shown by similar arguments to \([19, \text{Lemma 1}]\), and the limit holds since \( L = O(N) \) and \( M = N^2 \).

3) Compression rate: By definition of \( L \), there exists \( r \in [0, |H,X| - 1] \) such that \( L|H,X| + r = |V,Y| - |I_N| \). We deduce

\[
\frac{L N}{M} = \frac{|V,Y|/M + r/M}{|H,X|/N}
\]

where the limit holds in probability because \( \lim_{N \to \infty} |V,Y|/M = H(Y) \) by \([31, \text{Lemma 7}]\), \( \lim_{N \to \infty} |H,X| = H(X) \) by \([28] \), and \( p_{L \to \infty} H_b(\bar{b}) = H_b(p) \) by \((25)\).

4) Length of the shared seed: Finally, we verify that the length of the shared seed that is needed in the coding scheme of Section V-A is negligible compared to the total length \( L N \) of the sequence that is compressed. Note that in Step 2 \( |K| = o(N) \) since \( |H,X| V,X| = |H,X| - |V,X| \) (because \( V,X < H,X \) by Lemma 8) and \( \lim_{N \to \infty} |H,X|/N = \lim_{N \to \infty} H_b(p) = \lim_{N \to \infty} H_b(\bar{p}) = \lim_{N \to \infty} H_b(p) = o(N) \). Hence, the total length of the shared seed is \( \sum_{i=0}^{L} |K_i| = |K_0| + L|K| = o(N L) \).

VI. CONCLUDING REMARKS

We have introduced the notion of universal covertness for DMSs to generalize information-theoretic steganography \([13]\), uniform lossless source coding \([4]\), source resolvability \([5]\), and random number conversion \([5, 6]\).

Our proposed coding scheme consists of the combination of (i) a type-based coding scheme able to simultaneously perform universal lossless source coding and ensure an almost uniform encoder output, and (ii) source resolvability with lossless reconstruction of the input from the output. Our coding scheme uses a seed, i.e., a uniformly distributed sequence of bits, shared by the encoder and the decoder. Although our seed rate vanishes as \( n \) grows to infinity and has a length \( O(\log n) \), it is not clear whether a smaller seed could offer similar convergence rates.

Finally, we have proposed an explicit low-complexity encoding and decoding scheme for universal covertness of binary memoryless sources based on polar codes. Our coding scheme requires a seed length that grows faster than \( \log n \), yet, its rate still vanishes as \( n \) grows. Note that in the special case of source resolvability, i.e., when the source is known to have a uniform distribution, then no seed is required in our coding scheme.
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APPENDIX A

PROOF OF LEMMA 3

Fix \( p_X \in \mathcal{P}_n(X) \). We write \( b_n, V_n, \bar{V}_n \) instead of \( b_n(p_X), V_n(p_X), \bar{V}_n(p_X) \), respectively, to simplify the notation. By
Euclidean division, there exist \( q \) such that \( a_n - 1 = b_n q + r \). Next, for \( v \in [0, b_n - 1] \), we have
\[
p_{V_n}(v) = \mathbb{P}(U_n \mod b_n = v)
\]
\[
= \sum_{u=0}^{b_n-1} p_{U}(u) \mathbb{I}\{u \mod b_n = v\}
\]
\[
= \frac{1}{b_n} \sum_{u=0}^{b_n-1} \mathbb{I}\{u \mod b_n = v\}
\]
\[
= \left\{ \begin{array}{ll}
\frac{q+1}{a_n} & \text{if } v \leq r \\
\frac{a}{a_n} & \text{if } v > r
\end{array} \right.
\]
Then, we have
\[
\forall (p_{V_n}, p_{V_n}),
\]
\[
= \sum_{v \in [0, b_n - 1]} |p_{V_n}(v) - p_{V_n}(v)|
\]
\[
= \sum_{v \in [0, r]} \left| \frac{q+1}{a_n} - \frac{1}{b_n} \right| + \sum_{v \in [r+1, b_n - 1]} \left| \frac{q}{a_n} - \frac{1}{b_n} \right|
\]
\[
= \sum_{v \in [0, r]} \left| \frac{(q+1)b_n - a_n}{a_nb_n} \right| + \sum_{v \in [r+1, b_n - 1]} \left| \frac{qb_n - a_n}{a_nb_n} \right|
\]
\[
= \sum_{v \in [0, r]} \left| \frac{b_n - r - 1}{a_nb_n} \right| + \sum_{v \in [r+1, b_n - 1]} \left| \frac{r + 1}{a_nb_n} \right|
\]
\[
= (r + 1)O \left( \frac{1}{a_n} \right) + (b_n - 1 - r)O \left( \frac{1}{a_n} \right)
\]
\[
= \frac{b_n}{a_n}O \left( \frac{1}{a_n} \right)
\]
\[
= O \left( \frac{1}{na^{\alpha - \beta}} \right).
\]

**APPENDIX B**

**PROOF OF LEMMA 4**

Fix \( p_{X_n} \in \mathcal{P}_n(X) \). We write \( b_n, c_n, V_n, \bar{V}_n, p_{U_n}, k \), instead of \( b_n(p_{X_n}), c_n(p_{X_n}), V_n(p_{X_n}), \bar{V}_n(p_{X_n}), p_{U_n}(p_{X_n}), k_{s(p_{X_n})} \), respectively, to simplify the notation.

Define \( \phi^{(1)}_n(X^n, U_{d_n}) \) as \( \phi_n(X^n, U_{d_n}) \) when \( V_n \) is replaced by \( \bar{V}_n \). We have
\[
\forall (p_{\phi^{(1)}_n}(X^n, U_{d_n}), X^n \in T^n_X, p_U)
\]
\[
= \sum_{m \in \mathcal{M}} \left| p_{\phi^{(1)}_n}(X^n, U_{d_n})|X^n \in T^n_X(m)\right| - p_U(m)
\]
\[
= \sum_{m \in \mathcal{M}} \left| \frac{1}{T^n_X|b_n} \sum_{t=0}^{b_n-1} \sum_{x \in X^n} \mathbb{I}\{k(x^n + v|T^n_X|= m\} \right| - p_U(m)
\]
\[
= \sum_{m=c_n-T^n_X+1}^{c_n-b_n} \max \left( p_U(m), \left| \frac{1}{T^n_X|b_n} - p_U(m) \right| \right)
\]
\[
= \sum_{m=c_n-T^n_X+1}^{c_n-b_n} \left| \frac{1}{T^n_X|b_n} - p_U(m) \right|
\]
\[
= \sum_{m=c_n-T^n_X+1}^{c_n-b_n} p_U(m) + \sum_{m=0}^{c_n-b_n} \left| \frac{1}{T^n_X|b_n} - p_U(m) \right|
\]
\[
\leq \left| \frac{T^n_X}{c_n} \right| + \left| \frac{c_n}{c_n} \left| \frac{T^n_X|b_n} - 1 \right| \right|
\]
\[
\leq \frac{1}{n^{\beta}} + \frac{c_n}{c_n} - |T^n_X| - 1
\]
\[
= \frac{1}{n^{\beta}} + \frac{1}{n^{\beta}} - 1
\]
\[
= O \left( \frac{1}{n^{\beta}} \right),
\]
where (a) holds because for \( v \in [0, b_n - 1] \), \( x^n \in T^n_X, k(x^n) + v|T^n_X| \in [0, b_n|T^n_X| - 1] \) and \( b_n|T^n_X| \in [c_n - |T^n_X| + 1, c_n] \), (b) holds because for any \( x, y \geq 0 \), \( \max(x, y) \leq x + y \), (c) and (d) holds because \( c_n \in \mathbb{N} \), \( 2n^{\beta}|T^n_X| - 1 \), \( b_n|T^n_X| \in [c_n - |T^n_X| + 1, c_n] \). Next, we have
\[
\forall (p_{\phi^{(1)}_n}(X^n, U_{d_n}), X^n \in T^n_X, p_U)
\]
\[
\leq \sum_{m=0}^{c_n} \left| \sum_{x \in X^n} p_{\phi^{(1)}_n}(X^n, U_{d_n})|X^n \in T^n_X(m)\right| - p_U(m)
\]
\[
= \sum_{m=0}^{c_n} \left| \sum_{x \in X^n} p_{\phi^{(1)}_n}(X^n, U_{d_n})|X^n \in T^n_X(m)\right| - p_U(m)
\]
\[
\leq \sum_{m=0}^{c_n} \left| \sum_{x \in X^n} p_{\phi^{(1)}_n}(X^n, U_{d_n})|X^n \in T^n_X(m)\right| - p_U(p_X(m))
\]
\[
\leq O \left( \frac{1}{n^{\beta}} \right),
\]
where (a) holds by the triangle inequality, (b) holds by the data processing inequality for the variational distance, (c) holds by (28) and Lemma 3.

**APPENDIX C**

**PROOF OF LEMMA 5**

We have
\[
\forall (p_{\phi^{(1)}_n}(X^n, U_{d_n}), X^n \in T^n_X, p_U(m)\}
\]
\[
= \sum_{m=0}^{c_n} \left| \sum_{x \in X^n} p_{\phi^{(1)}_n}(X^n, U_{d_n})|X^n \in T^n_X(m)\right| - p_U(m)
\]
\[
\leq \sum_{m=0}^{c_n} \left| \sum_{x \in X^n} p_{\phi^{(1)}_n}(X^n, U_{d_n})|X^n \in T^n_X(m)\right| - p_U(p_X(m))
\]
\[
\leq O \left( \frac{1}{n^{\beta}} \right),
\]
where (a) holds by the triangle inequality, (b) holds by Lemma 4.
We have
\[
\mathbb{D}\left( p_\phi^{(1)}(X^n,U_{d_n}) \| P_U(X^n) \right) = \log c_n(X^n) - H(\phi_n^{(1)}(X^n,U_{d_n})) \\
\leq \log c_n(X^n) - H(Y) \\
\leq -\mathbb{D}\left( p_\phi^{(1)}(X^n,U_{d_n}) \| P_U(X^n) \right) + \mathbb{D}\left( p_\phi^{(1)}(X^n,U_{d_n}) \| P_U(X^n) \right) \log c_n(X^n) \\
\leq O\left( \frac{\log n}{n^{\min(a-\beta,\beta)}} \right) + O\left( \frac{n + \log n}{n^{\min(a-\beta,\beta)}} \right) \\
= O\left( \frac{1}{n^{\min(a-\beta,\beta)-1}} \right),
\]
where (a) holds by Lemma 2.7, (b) holds by Lemma 5.

\section*{APPENDIX D
PROOF OF LEMMA 6}

Finally, by combining (29), (30), and the hypothesis
\[
\lim_{n \to \infty} \mathbb{D}\left( \mu \parallel \nu^{(n)}(X^n) \right) = 0,
\]
we obtain
\[
p\lim_{n \to \infty} \frac{m(X^n)}{n} \geq \frac{H(X)}{H(Y)}.
\]
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