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Abstract. Gliomas are the most common primary brain malignancies, with different degrees of aggressiveness, variable prognosis and various heterogeneous histological sub-regions, i.e., peritumoral edema, necrotic core, enhancing and non-enhancing tumour core. Although brain tumours can easily be detected using multi-modal MRI, accurate tumor segmentation is a challenging task. Hence, using the data provided by the BraTS Challenge 2020, we propose a 3D volume-to-volume Generative Adversarial Network for segmentation of brain tumours. The model, called Vox2Vox, generates realistic segmentation outputs from multi-channel 3D MR images, segmenting the whole, core and enhancing tumor with mean values of 87.20%, 81.14%, and 78.67% as dice scores and 6.44mm, 24.36mm, and 18.95mm for Hausdorff distance 95 percentile for the BraTS testing set after ensembling 10 Vox2Vox models obtained with a 10-fold cross-validation. The code is available at https://github.com/mdciri/Vox2Vox.
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1 Introduction

Gliomas are the most frequent intrinsic tumours of the central nervous system. Based on the presence or absence of marked mitotic activity, necrosis and florid microvascular proliferation, a malignancy grade, WHO grade II, III or IV [33], is assigned. Gliomas with WHO grade II are also called low grade gliomas (LGG), whereas gliomas with higher WHO grade are called high grade gliomas (HGG). Although both these brain tumour types can easily be detected, they have a diffuse, infiltrative way of growing in the brain, and they exhibit peritumoural edema, such as an increase in water content in the area surrounding the tumour. This makes it arduous to define the tumour border by visual assessment, both in analysis and also during surgery [5].

For this reason, researchers recently started resorting to powerful techniques, able to segment complex objects and, in this way, guide the surgeons during the
operation with a suitable accuracy. Indeed, machine learning [27] and especially deep learning [14, 16, 19, 22, 25, 31] can provide state-of-the-art segmentation results.

1.1 Related Works

Nowadays generative adversarial networks (GANs) [10] are gaining popularity in computer vision, since they can learn to synthesise virtually any type of image. Specifically, GANs can be used for style transfer [9], image synthesis from noise [17], image to image translation [15], and also image segmentation [29]. GANs have become especially popular in medical imaging [34] since medical imaging datasets are much smaller compared to general computer vision datasets such as ImageNet. Additionally, in medical imaging it is common to collect several image modalities for each subject before proceeding with the analysis, and, when this is not possible, CycleGAN introduced in [35] can be used to synthesize the missing modalities.

GANs have also been used for medical image segmentation. Indeed, Han et al. in [11] proposed a GAN to segment multiple spinal structures in MRIs; Li et al. in [21] developed a novel transfer-learning framework using a GAN for robust segmentation of different human epithelial type 2 (HEp-2) cells; Dong et al. in [7] implemented a U-Net style GAN for accurate and timely organs-at-risk (OARs) segmentation; Nema et al. in [26] designed a 2D GAN, called RescueNet, to segment brain tumours from MR images; etc. Anyhow, Yi et al. [34] provide a complete and recent review of GANs applied in medicine.

Hence, inspired by these works and especially by the Pix2Pix GAN [15], which can generate an image of type A from a paired image of type B, the aim of this project is to do 3D image segmentation using 3D Pix2Pix GAN, named Vox2Vox, to segment brain gliomas. While a normal convolutional neural network, such as U-Net [28], performs the segmentation pixel by pixel, or voxel by voxel, through maximizing a segmentation metric or metrics (i.e. dice score, intersection over union, etc), a GAN will also punish segmentation results that do not look realistic. Our hypothesis is that this can result in better segmentations.

2 Method

2.1 Data

The MR images used for this project are the Multimodal Brain tumour Segmentation Challenge (BraTS) 2020 training ones [1–4, 23]. The BraTS 2020 training dataset contains MR volumes of shape $240 \times 240 \times 155$ from 369 patients, and for each patient four types of MR images were collected: native (T1), post-contrast T1-weighted (T1Gd), T2-weighted (T2), and T2 Fluid Attenuated Inversion Recovery (FLAIR). The BraTS 2020 validation dataset contains MR volumes from 125 patients. The images were acquired from 19 different institutions with different clinical protocols. The training set was segmented manually, by one to
four raters, following the same annotation protocol, and their annotations were approved by experienced neuro-radiologists, whereas no segmentation was provided for the validation set. Moreover, all data were co-registered to the same anatomical template, interpolated to the same resolution (1 mm$^3$) and skull-stripped. Figure 1 shows an example of one training T1 MR image overlapped with its true segmentation in the three different planes.

Fig. 1. From left to right there is a T1 MR image in the sagittal, coronal and transverse plane overlapped with its true segmentation. Peritumoural edema (ED), necrotic and non-enhancing tumour core (NCR/NET), and GD-enhancing tumour (ET) are highlighted in yellow, red and cyan respectively.

2.2 Image Pre-processing and Augmentation

For each MR image intensity normalization is done per channel, whereas the background voxels are fixed to 0. On the other hand, the grey-scale ground-truths are transformed into categorical, so each target has four channels, as the number of the classes to segment: background, peritumoural edema (ED), necrotic and non-enhancing tumour core (NCR/NET), and GD-enhancing tumour (ET) labeled with 0, 1, 2, 4 respectively. BraTS, moreover, released 125 and 166 additional volumes as validation and test sets, respectively.

Since these volumes are memory demanding, patch augmentation is applied to extract one sub-volume of $128 \times 128 \times 128$ from each original volume. In this way, only 23.5% of the whole training set is used in every training epoch. Moreover, in order to prevent the networks from overfitting and memorizing the exact details of the training images, random 3D flipping, random 3D rotations between 0° and 30°, power-law gamma intensity transformation (gain and gamma randomly chosen between [0.8-1.2]), elastic deformation with square deformation grid with displacements sampled from from a normal distribution with standard deviation 5 voxels [28], or a combination of these with probability 0.5 are applied as image augmentation techniques.

2.3 Model Architecture

The Vox2Vox model, as the Pix2Pix one [15], consists of a generator and a discriminator. The generator, illustrated by Figure 2, is built with U-Net and
Res-Net [13] architecture style, see Figure 2; whereas the discriminator is build with PatchGAN [15] architecture style, see Figure 3. Following are the details of both model’s architecture. The generator consists of:

\[ \text{I: a 3D image with 4 channels: T1, T2, T1Gd, and T2 FLAIR;} \]
\[ \text{E: four down-sampling blocks, each of them made by 3D convolutions using kernel size 4, stride 2 and same padding, followed by instance normalization [32] and Leaky ReLU activation function. The number of filters used at the first 3D convolution is 64 and at each down-sampling the number is doubled;} \]
\[ \text{B: four residual blocks, each made by 3D convolutions using kernel size 4, stride 1 and same padding, followed by instance normalization and Leaky ReLU activation function. Every convolution-normalization-activation output is concatenated with the previous one;} \]
\[ \text{D: three up-sampling blocks, each of them made by 3D transpose convolutions using kernel size 4 and stride 2, followed by instance normalization and ReLU activation. Each 3D convolution input is concatenated with the respective encoder output layer;} \]
\[ \text{O: a 3D transpose convolution using 4 filters (as the number of the classes to segment), kernel size 4 and stride 2, followed by softmax activation function. The output has shape 128 \times 128 \times 128 \times 4 and constitutes the segmentation prediction for each class.} \]

On the other hand, the discriminator consists of:

\[ \text{I: the 3D image with 4 channels and its segmentation ground-truth or the generator’s segmentation prediction;} \]
\[ \text{E: same as the generator;} \]
\[ \text{O: one 3D convolution using 1 filter, kernel size 4, stride 1 and same padding. The output has shape 8 \times 8 \times 8 \times 1 and constitutes the quality of the segmentation prediction created by the generator.} \]

All 3D convolution and 3D transpose convolution layers use kernel size 4 (as in [15]), the He et al. weight initialization method[12], and same padding. Moreover, all Leaky ReLU layers have slope coefficient 0.3.

In order to reduce GPU memory consumption, we decided to used a single convolution layer in the encoder and decoder blocks, while a standard U-Net uses two convolutions layers per block. As our convolutions use stride 2, it means that the encoder/decoder will directly downsample/upsample the input volume a factor 2. In future work we will investigate if using two convolutions layers per blocks improves segmentation performance.

2.4 Losses

Since Vox2Vox contains two models, the generator and the discriminator, two loss functions are used. The discriminator loss, \( L_D \), is the sum of the \( L_2 \) error of
the discriminator output, \( D(\cdot, \cdot) \), between the original image \( x \) and the respective ground-truth \( y \) with a tensor of ones, and the \( L_2 \) error of the discriminator output between the original image and the respective segmentation prediction \( \hat{y} \) given by the generator with a tensor of zeros, i.e.:

\[
L_D = L_2[D(x, y), 1] + L_2[D(x, \hat{y}), 0],
\]

whereas, the generator loss, \( L_G \), is the sum of the \( L_2 \) error of the discriminator output between the original image and the respective segmentation prediction given by the generator with a tensor of ones, and the generalized dice loss \([24, 30], GDL(\cdot, \cdot)\), between the ground-truth and the generator’s output multiplied by the scalar weight coefficient \( \alpha \geq 0 \), i.e.:

\[
L_G = L_2[D(x, \hat{y}), 1] + \alpha GDL(y, \hat{y}).
\]

By looking at Equation 2, it is easy to conclude that if \( \alpha = 0 \): Vox2Vox is a pure GAN and it minimizes only the unsupervised loss given by the discrimin-
tor; whereas if $\alpha \to \infty$: Vox2Vox ignores the discriminator, and behaves as a 3D U-Net with the architecture shown in Figure 2.

2.5 Optimization and Regularization

Both the generator and the discriminator are trained using the Adam optimizer [18] with the parameters: $\lambda = 2 \cdot 10^{-4}$, $\beta_1 = 0.5$, and $\beta_2 = 0.999$. Dropout regularization with a dropout probability of 0.2 is used after each 3D convolutional operation in the generator’s bottleneck (see Figure 2). Moreover, as Yi et al. reported in [34], the discriminator loss helps the generator to guarantee the spatial consistency in the final results, behaving as a shape regularizer. In other words, the discriminator takes care that the generated brain segmentation looks realistic (i.e. like manual segmentations). In the end, we expect that Vox2Vox performs better with a trade-off $\alpha$ which does not disregard completely the discriminator loss and, at the same time, does not disregard the generator either.

2.6 Model Ensembling and Post-processing

Model ensembling is a technique that combines the outputs of several models in order to obtain more robust predictions [16]. Hence, once the Vox2Vox model is built, $M$-fold cross-validation over the training data can be done, which results in $M$ models. Instead of performing the ensembling independently for each voxel, we propose a neighborhood averaging ensembling, by training a CNN that combines the outputs of the $M$ Vox2Vox models. This CNN, called Ensembler, is simply made by just one 3D convolution, which takes as input a tensor with shape $(128 \times 128 \times 128 \times 4M)$, and returns a tensor with shape $(128 \times 128 \times 128 \times 4)$, using stride 1, kernel size 3 and softmax activation function. Since the input of our Ensembler are softmax outputs from each Vox2Vox model, the probabilities were zero-centered by subtracting 0.5 prior to training. In the end, the Ensembler is trained over 100 epochs, minimizing the generalized dice loss, and early stopping with a patience of 10 epoch (for the validation loss) is used.

Furthermore, since the $M$ models are trained to detect 4 classes, it is normal that they sometimes detect a class which is not present for a subject and the ensembling follows such mis-segmentation. Therefore, post-processing can be useful in order to reduce mis-segmentation. Since the mis-segmentation normally results in small false positives, a cluster size threshold can be used to remove clusters smaller than a specific volume $V$.

3 Results

The Vox2Vox model is implemented using Python 3.7, Tensorflow 2.1 and its Keras library. The model is trained and validated on sub-volumes of size $128 \times 128 \times 128$ from 369 and 125 subjects respectively, using batch size 4, over 200 epochs on a computer equipped with 128 GB RAM and an Nvidia GeForce RTX 2080 Ti graphics card with 11 GB of memory. Once the training is completed,
the 166 test volumes are cropped in order to have shape $160 \times 192 \times 128$. In this way, the testing set can be given as input to the fully convolutional Vox2Vox, because each axis is now divisible by $2^4 = 16$, where 4 is the generator’s and discriminator’s depth.

Table 1 reports the dice and the Hausdorff distance 95 percentile scores for all the classes of interest varying the $\alpha$ parameter in Equation 2 for the training dataset. Note that the classes are reset as: whole tumour (WT = ET $\cup$ ED $\cup$ NCR/NET), tumour core (TC = ET $\cup$ NCR/NET) and enhancing tumour (ET). It also clearly shows that the best trade-off for the $\alpha$ parameter is 5, but at the same time that it cannot detect the enhancing tumor (ET) class properly over the whole training dataset. Anyway, it also shows that the discriminator helps to achieve good results, because the metrics obtained with $\alpha = 5$ are better than when the model only considers the generator loss (high values of $\alpha$) and also when the model is a pure GAN ($\alpha = 0$).

Anyway, it has to be pointed out that the Vox2Vox GAN is trained to detected the classes presented in the data and not the combination of them. Moreover, it is evident that the ET class is the most problematic one to detect. Indeed, there are just 27 subjects (7.3%) in the training dataset that do not contain any

| $\alpha$ | WT   | TC   | ET   | WT   | TC   | ET   |
|----------|------|------|------|------|------|------|
| 0        | 58.96| 23.57| 37.63| 77.74| 104.35| 73.84|
| 1        | 86.36| 72.48| 62.50| 13.12| 17.26| 40.50|
| 3        | 92.98| 90.82| 79.12| 4.49 | 4.06 | 31.32|
| 5        | **93.21** | **91.70** | **79.31** | **3.80** | **3.18** | **30.91** |
| 10       | 87.50| 80.66| 70.55| 12.09| 9.92 | 34.40|
| 25       | 84.35| 83.01| 71.04| 9.62 | 8.75 | 32.53|
| 50       | 87.87| 76.79| 61.54| 9.55 | 8.33 | 31.57|
| 100      | 91.81| 89.22| 77.31| 5.28 | 5.03 | 31.63|
| 200      | 88.72| 90.16| 77.62| 6.33 | 3.38 | 31.19|
| 250      | 86.65| 85.67| 78.35| 9.32 | 8.90 | 31.87|

Table 1. Mean dice score and Hausdorff distance 95 percentile for the different brain tumour areas over the training set. The metrics here are obtained training the model with sub-volumes of $128 \times 128 \times 128$ voxels, for different values of $\alpha = 0, 1, 3, 5, 10, 25, 50, 100, 200, 250$. The ET class is the most problematic one to detect. Indeed, there are just 27 subjects (7.3%) in the training dataset that do not contain any
ET voxels. So, the post-processing should focus on that class in the end, see section 2.6.

With the alpha parameter set to 5, 10-fold cross-validation ($M = 10$) over the training set is applied, using all the image augmentation techniques listed in section 2.2 are applied to avoid overfitting. Every epoch takes approximately 20 minutes to complete using a Keras.utils.Sequence generator. Successively, once the 10 Vox2Vox models are trained, their outputs are combined by the Ensembler CNN explained previously in section 2.6.

As post-processing, a threshold $th = 1000$ voxels ($V = 1\text{cm}^3$) is set for the ET class: if the final segmentation has a number of ET voxels fewer than $th$ ones, the ET voxels are converted into the NCR/NET class. Table 2 reports the metrics calculated on the training, validation and test sets for each class by the CBICA Image Processing Portal\textsuperscript{5} with our proposed ensembling and post-processing.

Table 2. Mean, standard deviation and median dice score and Hausdorff distance 95 percentile for the three different brain tumour classes over the training, validation, and test set. The predictions are calculated ensembling 10 models trained after a 10-fold cross-validation and post-processed with a threshold $th = 1000$ voxels for the ET class. The values reported here were calculated by the CBICA Image Processing Portal.

| dataset  | Dice score [\%] |       |       | Hausdorff distance 95 [mm] |       |       |
|----------|----------------|-------|-------|---------------------------|-------|-------|
|          | WT             | TC    | ET    |                           | WT    | TC    | ET    |
| training | Mean           | 91.63 | 89.25 | 79.56                     | 3.66  | 3.52  | 30.04 |
|          | StdDev         | 6.36  | 11.49 | 24.74                     | 3.87  | 4.57  | 96.67 |
|          | Median         | 93.39 | 92.50 | 87.16                     | 2.44  | 2.23  | 1.73  |
| validation| Mean           | 89.26 | 79.19 | 75.04                     | 6.39  | 14.07 | 36.00 |
|          | StdDev         | 8.28  | 22.30 | 28.68                     | 11.44 | 47.56 | 105.28|
|          | Median         | 91.75 | 88.13 | 85.87                     | 3.0   | 3.74  | 2.23  |
| test     | Mean           | 87.20 | 81.14 | 78.67                     | 6.44  | 24.36 | 18.95 |
|          | StdDev         | 14.07 | 25.47 | 20.17                     | 11.09 | 79.78 | 74.91 |
|          | Median         | 91.42 | 90.59 | 83.65                     | 3.16  | 3.0   | 2.23  |

The training metrics for the WT and TC class decreased compared to those reported in Table 1, probably due to the image augmentation techniques introduced during the training, but just slightly; on the other hand, the ET ones slightly increased, probably thanks to the ensembling and the post-processing.

\textsuperscript{5} https://ipp.cbica.upenn.edu, the name of this group for the challenge is IMT.AE.
The metrics obtained for both sets are high, but there are still some bad predictions that compromise the mean values, which also explains the large standard deviations. For this reason, the median values for each class reported in Table 2 may be more representative of the typical segmentation performance of the model.

4 Conclusions

Table 2 establishes that ensembling multiple Vox2Vox models generates high quality segmentation outputs that looks realistic thanks to their discriminators’ support, achieving median values of: 93.40%, 92.49%, and 86.48% dice scores and 2.44mm, 2.23mm, and 1.73mm Hausdorff distance 95 percentile over the training dataset; 91.75%, 88.13%, and 83.14% and 3.0mm, 3.74mm, and 2.44mm over the validation dataset; and 91.42%, 90.59%, and 83.65% and 3.16mm, 3.0mm and 2.23mm over the testing dataset for whole tumour, core tumour and enhancing tumour respectively.

Moreover, as future work, the Vox2Vox can be improved for the following BraTS challenges in many ways, i.e.: training the model to optimize the BraTS metrics and not those provided in the data, optimizing the PatchGAN architecture, and ensembling Vox2Vox trained with different augmentation techniques, following the suggestions reported in [6].

In the end, the Vox2Vox model can be used not only for image segmentation but also for further image augmentation. Indeed, Vox2Vox could be combined with a 3D noise to image GAN [8, 20] which can synthesize realistic segmentation outputs, that are then translated to realistic MR volumes. The combination of these two GANs might result in a really fast batch generation of MR images with their targets.
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