Classification of Death Rate due to Women’s Cancers in Different Countries
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Abstract

Background: The two most frequently diagnosed cancers among women worldwide are breast and cervical cancers. The objective of the present study was to classify the different countries based on the death rates from sex specific cancers.

Methods: In this cross-sectional study, we used dataset regarding death rate from breast, cervical, uterine, and ovarian cancers in 190 countries worldwide reported by World Health Organization. Normal mixture models were fitted with different numbers of components to these data. The model’s parameters estimated using the EM algorithm. Then, appropriate number of components was determined and was selected the best-fit model using the BIC criteria. Next, model-based clustering was used to allocate the world countries into different clusters based on the distribution of women's cancers. The MIXMOD program using MATLAB software was used for data analysis.

Results: The best model selected with four components. Then, countries were allocated into four clusters including 43 (23%) in the first cluster, 28 (14%) in the second cluster, 75 (39%) in the third cluster, and 44 (24%) in the fourth cluster. Most countries in South America were to the first cluster. In addition, most countries in Africa, Central, and Southeast Asia were located to the third cluster. Furthermore, the fourth cluster consisted of Pacific continent, North America and European countries.

Conclusion: Considering the benefits of clustering based on normal mixture models, it seems that can be applied this method in wide variety of medical and public health contexts.
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Introduction

Distribution of various types of disease in different populations varies based on associated factors such as social, cultural, racial, geographical, and nutritional characteristics. Cancer imposes a major disease burden worldwide, with variation among countries and regions. Around the world, the two most frequently diagnosed cancers among women are breast and cervical cancers. Breast cancer is the main leading cause of cancer death among females, accounting for 23% of the total cancer cases and 14% of the cancer deaths, which is more than double the second most common cervical cancer that made up 10 percent. Other common cancer sites among women included colorectal, respiratory, ovarian and stomach cancers (1, 2). The study of cancer distribution in regional and
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global levels is difficult because of their relation with vast variety of phenomena. Thus, the first step to study such phenomena is to detect and classify the regions with common characteristics. Different studies have been carried out to investigate the geographical distribution of various cancers. However, studies on simultaneous distribution of cancer are limited. In most studies, having considered a specific type of cancer, different area of countries has been clustered (3, 4). Whereas if the goal of the study showing pattern of various type of cancers in different countries, multivariate methods of statistical techniques must be applied. Cluster analysis is one of the prevailing methods that widely used for classification of such phenomena (5). Multivariate Statistical methods in order to classification of diseases and the various indicators are used in different studies. For example, Farhadian et al. used multivariate method of factor analysis to examine the relation between social economic indicators and the indicators of child mortality in different provinces of Iran (6). Yazdi et al. used cluster analysis technique to classify different provinces of Iran based on the health indicators of mother (7). Mahjub et al. also used multivariate method of factor analysis to assessment women's health needs in different provinces of Iran (8).

Classification of the disease distribution among different countries worldwide based on single factor is straightforward. However, considering the classification of countries based on different indices need to apply multivariate methods such as clustering method. Model-based clustering is a powerful multivariate method based on mixture distribution, which can efficiently classify the countries considering several indices (9). Furthermore, no literature was found for classifying death rates from women’s cancers in different countries in the world. Therefore, the main objective of the present study is to classify countries based on the death rates from women’s cancers using model-based clustering.

Materials and Methods

In this study, which was performed in 2009, we used dataset regarding death rate from different variables of breast, cervical, uterine, and ovarian cancers in 192 countries worldwide reported by World Health Organization (WHO) (16). From the data Kiribati and Sanmario countries were excluded because of missing observations in some variables. Hence, 190 countries remained for analysis.

In order to perform model-based clustering, initially normal mixture models were fitted with different numbers of components to the data in order to determine the optimal number of clusters. Then, the best-fitted model was selected with appropriate number of components using Bayesian Information Criteria (BIC). Next, the model parameters were estimated using maximum likelihood via the EM algorithm. Finally, based on the best-fitted model, the countries were allocated into four distinct clusters based on death rate from women’s common cancers. Accordingly, the regions with homogenous characteristics were determined. An important aspect of model-based clustering is that the former is based on a statistical model. In other word, in model-based clustering, a postulated statistical model is considered for the population from which the sample data is obtained. Accordingly, can be displayed the...
probability density function of any given data \( x \) with mixture distribution as follows:

\[
f(x; \theta) = \sum_{k=1}^{g} p_k f_k(x; \theta)
\]

Where, \( k \) is the number of components in mixture model, \( f_k(x; \theta) \) is mixture density, and \( p_k \) is the probability of the observation that comes from a \( g \)th mixture component and called mixing proportions. The parameters of the model (\( p_k \) and \( \theta \)) were estimated using the EM algorithm. When the mixture model is fitted, the data can be categorized into \( g \) clusters. The posterior probability for membership of each observation can be obtained using following formula:

\[
P(Z_k = k | x_i; \theta) = \frac{p_k f_k(x_i; \theta)}{\sum_{k=1}^{g} p_k f_k(x_i; \theta)}
\]

For each observation, the posterior probability was calculated based on the mentioned formula for each cluster. Then, we assigned the observation to the cluster in which the posterior probability was the highest. Accordingly, cluster \( k \) includes observations that are devoted to component \( k \).

For multivariate data analysis of a continuous nature, attention has been concentrated on the use of multivariate analysis with normal component distribution because of their computational convenience. In that case, the probability density function of component distribution with the mean \( \mu_k \) and the covariance matrix \( \Sigma_k \) will be as follows (9):

\[
\phi(x_i; \mu_k, \Sigma_k)
\]

The EM algorithm is the reference tool by which the maximum likelihood in a mixture model can be derived (17). Geometric features of the clusters, including shape, volume, and orientation, can be specified by the covariance matrices, \( \Sigma_k \). Banfield and Raftery in 1993 (18) and Celeux and Govaert in 1995 (19) suggested a basic design for geometric constraints in multivariate normal mixtures. They parameterized covariance matrices through eigenvalues decomposition in the following form:

\[
\Sigma_k = \lambda_k D_k A_k D_k^T
\]

Where, \( \lambda_k \) is an associated constant of probability, \( D_k \) is the orthogonal matrix of eigenvectors, \( A_k \) is a diagonal matrix. The parameters \( \lambda_k, D_k \), and \( A_k \) determine size, direction and the shape of cluster \( k \) respectively. By analyzing constraints and applying various elements, 28 different models were obtained (18, 19). For the present data, we fitted various mixture normal models (\( g=2 \) to \( 6 \)) considering 28 different forms of decomposition of related matrix of variance covariance components. Model selection was based on minimum Bayesian Information Criteria (BIC) amount as well as the minimum value of Entropy Index (EI) in different number of mixture components in 28 suggested models (20). We used MIXMOD version 2.1.1 and MATLAB version 7.0 software for data analysis.

**Results**

A total number of 140 models with different components and decomposition matrix of variance covariance were fitted to the data. Among these models, the highest and lowest values of BIC were 3553.04 and 3118.66 respectively. So a mixture model of four components with different mixing proportion, shapes, and directions having minimum BIC=3118.66 and Entropy Index=24.99 was selected.

The estimated parameters of the selected model are shown in Table 1.

Based on the information in the table, posterior probabilities for each country were computed. Then, each country was allocated to one of the four mixture components based on the highest posterior probability. Accordingly, the world countries were allocated to four distinct clusters, including 43 (23%) countries in cluster 1, 28 (14%) countries in cluster 2, 75 (39%) countries in cluster 3, and 44 (24%) countries in cluster 4 as it can be seen in Table 2.
Table 1: Estimated parameters of the best-fit model

| Component | Mixing proportion | Variable | Component 1 | Component 2 | Component 3 | Component 4 |
|-----------|-------------------|----------|-------------|-------------|-------------|-------------|
|           |                   | Breast   | 9.05        | 4.67        | 4.77        | 18.24       |
|           |                   | Cervical | 25.58       | 2.50        | 4.03        | 15.40       |
|           |                   | Uterine  | -3.51       | 2.59        | -0.50       | -0.48       |
|           |                   | Ovary    | 4.41        | 0.53        | 0.53        | 4.10        |
|           |                   |          |             |             |             |             |

Variance covariance matrix

|          | Breast cancer | Cervical cancer | Uterine cancer | Ovary cancer |
|----------|--------------|-----------------|----------------|-------------|
| Component 1 | 0.24         |                 |                |             |
| Breast    | 9.05         | -3.51           | 4.41           |             |
| Cervical  | 25.58        | 15.05           | -2.47          | 0.53        |
| Uterine   | -3.51        | 15.05           | 2.59           | 0.53        |
| Ovary     | 4.41         | 0.53            | 4.10           |             |
| Component 2 | 0.14         |                 |                |             |
| Breast    | 4.67         | 4.00            | 3.11           |             |
| Cervical  | 2.50         | 2.59            | 0.08           | 0.05        |
| Uterine   | 0.31         | 0.08            | 1.76           | 1.16        |
| Ovary     | 1.45         | 2.50            | 0.05           | 0.27        |
| Component 3 | 0.38         |                 |                |             |
| Breast    | 4.77         | 4.66            | -0.50          | -0.50       |
| Cervical  | 4.03         | 6.20            | -0.02          | 0.02        |
| Uterine   | -0.50        | -2.47           | 0.51           | 0.03        |
| Ovary     | 0.31         | 0.36            | 0.03           | 0.27        |
| Component 4 | 0.23         |                 |                |             |
| Breast    | 18.24        | 2.68            | 3.57           |             |
| Cervical  | 15.40        | -0.48           | 1.02           | 1.05        |
| Uterine   | -0.48        | 2.15            | 1.02           | 1.16        |
| Ovary     | 1.03         | 0.05            | 1.13           | 2.73        |

Table 2: Classification of women’s cancers in different countries worldwide

| Component 1 | Component 2 | Component 3 | Component 4 |
|-------------|-------------|-------------|-------------|
| Albania     | Brazil      | Guatemala   | Paraguay    |
| Antigua     | Burkina Faso| Guyana      | Rep of Korea|
| Argentina   | Cuba        | Haiti       | Romania     |
| Azerbaijan  | Dominica    | Indonesia   | Saint Kitts |
| Bahamas     | Dominican   | Jamaica     | Saint Lucia |
| Barbados    | Ecuador     | Lesotho     | Saint Vincent|
| Belize      | El Salvador | Mauritus    | Sao Tome    |
| Bosnia      | Georgia     | Nauru       | Seychelles  |
| Bolivia     | Grenada     | Nicaragua   | Singapore   |
| Cameroon    | FijI        | Niger       | Samoa       |
| Chile       | Honduras    | Niue        | Solomon     |
| Colombia    | Kyrgyzstan  | Palau       | Sri Lanka   |
| Cook Islands| Maldives    | Panama      | Syrian Arab |
| Costa Rica  | Marshall    | Philippines | Tajikistan  |
| Ethiopia    | Micronesia  | Moldova     | Timor-Leste |
| Component 2 |            |             |             |
| Cameroon    | FijI        | Niger       | Samoa       |
| Chile       | Honduras    | Niue        | Solomon     |
| Colombia    | Kyrgyzstan  | Palau       | Sri Lanka   |
| Cook Islands| Maldives    | Panama      | Syrian Arab |
| Costa Rica  | Marshall    | Philippines | Tajikistan  |
| Ethiopia    | Micronesia  | Moldova     | Timor-Leste |
| Component 3 |            |             |             |
| Afghanistan | Comoros     | Iran        | Mongolia    |
| Algeria     | Congo       | Iraq        | Morocco     |
| Angola      | Côte d'Ivoire| Jordan     | Mozambique  |
| Bahrain     | Demo Korea  | Kenya       | Myanmar     |
| Bangladesh  | Dibouti     | Kuwait      | Namibia     |
| Benin       | Egypt       | Lao         | Nepal       |
| Bhutan      | Eritrea     | Lebanon     | Nigeria     |
| Botswana    | Equatorial  | Liberia     | Oman        |
| Burundi     | Guinea      | Libya       | Pakistan    |
| Brunei      | Gabon       | Madagascar  | Papua       |
| Cambodia    | Gambia      | Malawi      | Peru        |
| Cape Verde  | Ghana       | Malaysia    | Qatar       |
| Central African | Guinea | Mali     | Rwanda     |
| Chad        | Guinea Bissau| Mauritania | Saudi Arabia|
| China       | India       | Mexico      | Senegal     |
| Component 4 |            |             |             |
| Andorra     | Cyprus      | Iceland     | Malta       |
| Armenia     | Czech Republic| Ireland | Monaco      |
| Australia   | Denmark     | Israel      | Netherlands |
| Austria     | Estonia     | Italy       | New Zealand |
| Belarus     | Finland     | Japan       | Norway      |
| Belgium     | France      | Kazakhstan  | Poland      |
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According to the results of model based clustering, most countries in South America allocated to the first cluster. In addition, most countries in Africa, Central, and Southeast Asia were located to the third cluster. Furthermore, the fourth cluster consisted of Pacific continent, North America, and European countries (Fig. 1).

Fig. 1: Model-based clustering of the countries worldwide according to the death rates from women’s common cancers (Breast, Uterine, Cervix, and Ovary)

Discussion

Various studies indicated that mode-based clustering methods have better performance than other methods when clusters are overlapping with different shape and size (21). In addition, model-based clustering are increasingly preferred over other procedures because variance-covariance matrices of the model simplify the interpretability of the results (22).

We could not find any study to use model-based clustering to classify regions or countries based on cancer data. However, several studies used other kinds of cluster models for classification of different regions such as hierarchical clustering methods, K-Means and fuzzy clustering. For example, Abadi et al. used cluster analysis to classify universities of medical sciences and faculties of medicines (23). Babae et al. used fuzzy clustering and hierarchical clustering method to classify the provinces based on population and health indicators (24). Vahedi et al. applied hierarchical and non-hierarchical clustering methods on DNA microarray data to classify patients with breast cancer (25).

In addition, there is an increasing preference to use model-based clustering over other methods worldwide. Mar et al. in 2003 applied model-based clustering method for clustering genes associated with breast cancer (26). Pan et al. in 2002 applied model-based clustering method to analyze gene microarray data. They used log likelihood ratio and BIC criteria to select the number of components of the mixture model method (27). McLachlan in 2002 used EMMIX GENE software for model-based clustering method to classify data of micro array gene (28), whereas, in our work, we used MIXMOD software for data analysis. Furthermore, Chen et al. in 2008 applied model based clustering method for diagnosis of cancer patients (29), while we classified the observations in more than two groups. More recently publication in the field of model based clustering is related to Haibe-Kains study that used model-based clustering to identify molecular species in breast cancer (30) as well as Muna et al. in 2008 applied model-based clustering method for clustering adolescent behavioral problems during adulthood (31).

One limitation of the model-based clustering is the maximum number of parameters needs to be estimated. That means relatively more data points are required in each component (32). Despite its limitation, a main contribution of the present study was introduction of an appropriate and flexible method of clustering that might be used in vast variety of public health contexts. One advantage of model-based clustering is its simplicity and flexibility. Another advantage of this model is that, like other statistical models, it is possible to impose restriction on the parameters to obtain more parsimony (21). The third advantage of the model-
based clustering is that there is no necessity to make decision on scaling of the observed variables while in standard non-hierarchical cluster methods like K-means, scaling of the observed variables is always an important issue (22).

In conclusion, we showed that model-based clustering could be easily used to classify geographical regions appropriately based on various sample data. Considering the benefits of clustering based on normal mixture models over other conventional clustering methods, it seems that this method can be applied in wide variety of medical and public health contexts.
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