CarfRCNN: A Two-stage Effective Model For Instance Segmentation
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Abstract. With the rapid development of deep learning, many instance segmentation models have achieved good results in accuracy and time. But here are still many problems. In this paper, we proposed a two-stage model CarfRCNN. We proposed CAResNet to change the structure of the backbone, making the feature extraction of the input image more refined. At the same time, we also added the CRF module to add smooth constraints to the pixels, so that the segmentation mask fits the target contour more closely. We train and test on the COCO datasets, and compare with the Mask R-CNN. The experimental results prove that the model we proposed can greatly improve the accuracy.

1. Introduction

Instance segmentation provides different labels for individual instances of objects belonging to the same class. Therefore, instance segmentation can be defined as a technology that simultaneously solves the problem of object detection and semantic segmentation. Instance segmentation[1] has become one of the relatively important, complex and challenging fields in computer vision research. Instance segmentation aims to predict object class labels[2] and pixel-specific object instance masks[22]. It can locate object instances in various images with different classes. It does a great favour for robotics, autonomous driving, surveillance[10], etc. With the rapid development of deep learning[4][14], specifically Convolutional Neural Networks (CNN)[5], many instance segmentation frameworks have been proposed, and the accuracy of instance segmentation has rapidly improved.

Under the lead of Fast/Faster R-CNN, Fully Convolutional Networks (FCN) have been used to predict segmentation masks[18], alongside box regression and box classification[20]. In order to obtain high performance, Feature Pyramid Network (FPN) has been used to extract phased network features[24], in which a top-down network path with horizontal connections has been used to obtain semantically strong features.

Although the effects of many models have been greatly improved, there are still many problems, which need to be further improved. For example, 1) the background of the input image is complex, making it difficult for the network to find the segmentation target, which will cause the performance of the model to decrease, 2) traditional CNN has a large receptive field, which leads to rough results when outputting pixel-level labels and it lacks smooth constraint.

We proposed a two-stage model CarfRCNN to solve the problems. The contributions can be summarized as follows:

- Using CAResNet instead of ResNet. It introduced an Attention module and improved the prediction accuracy of the model.
- We add a conditional random field on the branch of the mask.
Our model has a good advantage in performance, which achieved better results compared with Mask R-CNN.

2. Related work

Instance segmentation. Instance segmentation is a highly active research area. At present, there are mainly two frameworks for instance segmentation, mainly two-stage frameworks and single-stage frameworks. Two-stage instance segmentation often formulates this task in two ways, namely the bottom-up semantic segmentation-based method and the top-down detection-based method. The main representative model is Mask R-CNN. One-stage instance segmentation is inspired by one-stage, anchor-based detection models such as YOLO and RetinaNet, whose representative works include YOLACT and SOLO. For platforms with rich computing resources, the two-stage framework has better accuracy than the single-stage framework. Because the two-stage framework is flexible and more suitable for area-based detection. Due to the lack of preprocessing in single-stage, a lightweight backbone network, fewer candidate areas and the use of fully convolutional detection subnets, it is usually faster than the two-stage.

Attention mechanism. The attention mechanism can be regarded as a resource allocation mechanism, which reallocates resources according to the importance of the attention object for the resources that were originally evenly allocated. The core idea is to find the correlation between them based on the original data, and then highlight some of its important features. There are several types of visual attention, such as channel attention, pixel attention, multi-level attention, etc. In our CAResNet, we exploit channel-wise attention based on an efficient architecture and add it to each residual block of the residual network.

CRF. CRF refers to conditional random field, random refers to random variables, and conditional refers to conditional probability. This means that CRF is a discriminant model. The original labels from CNN are generally patchy images. In the image, the labels of some small areas may be incorrect, so they cannot match the surrounding pixel labels. In order to solve this discontinuity, we add a conditional random field on the branch of the mask, which takes advantage of the similarity of pixels in the original image to re-refine the CNN label.

3. Methodology

Our method is built on Mask R-CNN, because it is a simple instance segmentation model that also achieves state-of-the-art results. The network diagram is shown in Figure 1.

![Figure 1. The structure of our model CarfRCNN](image)

3.1. CAResNet

We proposed CAResNet, which adds a channel attention mechanism to the original resnet and embeds it in each residual block. It will be used as a new backbone to perform feature extraction on the input image. Channel attention can be seen as what the neural network is looking at. Each layer of the CNN has many convolution kernels, and each convolution kernel corresponds to a feature channel. Channel attention is to allocate resources between each convolution channel.

The structure of CAResNet is shown in Figure 2. We use max pooling and average pooling to aggregate the channel information of the feature map, so that we can get the spatial descriptors.
representing the average pooling feature $F_{avg\_pool}$ and the max pooling feature $F_{max\_pool}$ at the same time, and then put these two descriptors into two FC layers, the channel attention map $M_{ca}$ is finally generated. Then we add the channel attention module to each residual block of Resnet.

**Figure 2.** The structure of the block CAResnet

### 3.2. CrfFCN

We added a conditional random field on the branch of the mask, which called CrfFCN. We first use FCN for feature extraction, then use CRF to optimize the output of FCN, and finally get the segmentation mask map. We assume that the pixel $i$ has a class label $x_i$ and a corresponding output of FCN $f_i$, the relationship between $x_i$ and $f_i$ can be characterized as follows:

$$\Psi_p(x_i, x_j) = u(x_i, x_j) \sum_{m=1}^{M} \omega(m) k_G(m)(f_i, f_j)$$

It describes the relationship between pixel and pixel, and encourages similar pixels to be assigned the same class, while pixels with large difference are assigned different class. The definition of this "distance" is related to the color value and the actual relative distance. So CrfFCN can make the picture as far as possible segmentation at the boundary.

### 4. Experiments

We test the model performance on the COCO2014\[13\] datasets. Following common practice, we train using the union of 80K train images and train images in coco_2014_valminusminival, then we test using coco_2014_minival datasets. ResNet-50-FPN and ResNet-101-FPN are used as our backbone networks. Specifically, our network is trained with stochastic gradient descent (SGD) for 90K iterations with the initial learning rate being 0.02 and a mini-batch of 8 images.

Table 1 shows the comparison of the results of our experiments with others, we can see that the results of our experiment have achieved better performance on all evaluation indicators.

**Figure 3.** The visualization of our experiments and Mask R-CNN, our method can better focus on the object, distinguish the foreground from the background, and better fit the object’s contour.

| backbone | AP | AP50 | AP75 | APs | APm | APi |
|----------|----|------|------|-----|-----|-----|
| Mask R-CNN | 25.68 | 41.9 | 27.3 | 7.3 | 25.4 | 43.9 |
| CarRCCNN(ours) | **25.92** | **42.7** | **27.5** | **7.5** | **25.4** | **44.8** |
| Mask R-CNN | 26.1 | 42.3 | 27.8 | **10.5** | 25.9 | 45.5 |
| CarRCCNN(ours) | **26.6** | **43.1** | **28.4** | 6.9 | **26.7** | **46.3** |
5. Conclusion
In this paper, we propose a two-stage instance segmentation model CarfRCNN, including two blocks CAResNet and CrfFCN, in order to solve the exiting problems in instance segmentation. CAResNet as a backbone can extract more refined feature map, CrfFCN adds a smooth constraint to make the segmentation mask more closely fit the contour of the object itself. The extensive experiments have proved that the proposed method has achieved better results on various evaluation indicators.
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