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Abstract

In modern applications multi-sensor arrays are subject to an ever-present demand to accommodate signals with higher bandwidths. Standard methods for broadband beamforming, namely digital beamforming and true-time delay, are difficult and expensive to implement at scale. In this work, we explore an alternative method of broadband beamforming that uses a set of linear measurements and a robust low-dimensional signal subspace model. The linear measurements, taken directly from the sensors, serve as a method for dimensionality reduction and serve to limit the array readout. From these embedded samples, we show how the original samples can be recovered to within a provably small residual error using a Slepian subspace model.

Previous work in multi-sensor array subspace models have largely analyzed performance from a qualitative or asymptotic perspective. In contrast, we give quantitative estimates of how well different dimensionality reduction strategies preserve the array gain. We also show how spatial and temporal correlations can be used to relax the standard Nyquist sampling criterion, how recovery can be achieved through fast algorithms, and how “hardware friendly” linear measurements can be designed.

1 Introduction

This paper revisits the fundamental problem of array processing. A signal, traveling through space as a plane wave, impinges on a multi-element array (Figure 1). We denote what the array center observes as \( s(t) \), and the ensemble of outputs from the \( M \) array elements as \( y_1(t), \ldots, y_M(t) \). Our model is that each of the \( y_m(t) \) will be a different delayed version of \( s(t) \),

\[
y_m(t) = s(t - \tau_m) + \eta_m(t),
\]

where \( \tau_m \) is a delay that depends on the relative position of the array element to the array center and the incoming wave (e.g. \( \tau_m = m(d/c)\cos \theta \) for the linear array in Figure 2) and \( \eta_m(t) \) is noise (or some other perturbation). Given the output ensemble \( \{y_m(t)\} \), we can estimate \( s(t) \) by delaying the outputs by the appropriate amount and adding them together,

\[
\hat{s}(t) = \sum_{m=1}^{M} y_m(t + \tau_m) \quad (2)
\]

\[
= Ms(t) + \sum_{m=1}^{M} \eta_m(t + \tau_m).
\]
This delay-and-sum operation causes the signal parts of each of the outputs $y_m(t)$ to add coherently, while the perturbations add incoherently, thus yielding the array gain.

When the signal $s(t)$ is narrow band, for example say that $s(t) = A e^{j\omega_0 t}$, then the delay-and-sum in (2) amounts to an inner product: delays become multiplies by a unimodular complex number

$$s(t - \tau_m) = \phi_m^* s(t), \quad \phi_m = e^{j\omega_0 \tau_m},$$

and so (2) can be replaced by

$$\hat{s}(t) = \phi^H y(t),$$

where the vector $\phi \in \mathbb{C}^M$ contains the $\phi_m$ from (3) and $y(t) \in \mathbb{C}^M$ is a snapshot of the array outputs at time $t$. As weight-and-sum is typically a much easier operation to execute than delay-and-sum, operations of this type form the conceptual backbone of classical (and modern) beamforming systems.

As is readily seen, the $\phi$ above depends not only on the direction of arrival (through the $\tau_m$), but also on the frequency $\omega_0$. If the signal has significant bandwidth\(^1\), then (3) does not hold, even approximately. In these cases, (2) is implemented in one of two ways: using analog delay lines, or sampling each of the array outputs and implementing the shifts digitally. Each of these options can be extraordinarily expensive, or even infeasible, as the size of the array get larger and carrier frequencies and bandwidths of the signal increase.

In this paper, we argue that the snapshots $y(t) \in \mathbb{C}^M$ of a bandlimited signal $s(t)$ are (essentially) embedded in a low dimensional subspace. The dimension of this space depends on the signal bandwidth, angle of arrival, and array parameters. It also depends on the geometry of the array elements, but as we discuss in Section 3 below the dimension can be upper bounded in terms of the radius of the array aperture — for large two-dimensional arrays, the embedding dimension can be significantly smaller than the number of array elements. The primary consequence of this observation is a third way to estimate $\hat{s}(t)$: the single inner product in (4) can be replaced with a matrix-vector multiply, where the matrix has a small number of rows. This gives us a natural way to extend beamforming to broadband signals, or, equivalently, a simple way to reduce array read-out without sacrificing array gain.

Our framework for broadband beamforming is based on the now classical work of Landau, Pollack, and Slepian on prolate spheroidal wave functions [1–5]. As we discuss in detail in Section 3 below, a snapshot $y(t)$ can be thought of as a set of discrete samples of a bandlimited signal inside of a limited time interval. A qualitative upper bound on the number of degrees of freedom of these samples, which can be derived in this case from the aperture of the array and the bandwidth on the signal, is well-known [6], implying that $y(t)$ is embedded in a low dimensional subspace. Recent results, based on the careful study of the associated prolate matrix give precise non-asymptotic bounds on this dimension, and have led to fast algorithms for projecting onto “Slepian spaces” [7] and estimating bandlimited signals from non-uniform samples [8]. The main contribution of this paper is to explore the implication of these results in the context of array processing. In particular,

- In Section 3 we give an explicit formulation of the subspace structure for array snapshots ($y(t)$ above) of arbitrarily bandlimited signals. We describe how the energy concentrates in a Slepian subspace whose dimension depends on bandwidth, array aperture, and angle of

\(^1\)Equation (8) in Section 3 below makes the notion of “significant bandwidth” quantitative for the uniform linear array.
arrival. Of particular interest is the case of two-dimensional arrays, where we consider both separable and non-separable subspaces for the model, and show that for large arrays and high-bandwidths, the non-separable model is significantly tighter.

- In Section 4 we demonstrate how our subspace model can be used to limit array readout by taking a small number of linear measurements, effectively generalizing (4). We discuss the effectiveness of several strategies (including Slepian projections, forming beams for multiple center frequencies, and random projections) using a standard least-squares formulation and analysis.

- In Section 5 we show that our model also allows for a reduction in the temporal sampling frequency to below the traditional Nyquist rate. Although subsampling may decrease the effective array gain, it gives us another way in which read-out can be naturally reduced.

- In Section 6 we discuss fast algorithms for estimating \( \hat{s}(t) \) both from this limited readout and from direct measurements.

- In Section 7 we give a mathematical characterization of the “sidelobes” of our broadband beamformer by bounding the angle between Slepian subspace corresponding to different angles of arrival and different frequency bands.

- In Section 8 we present a technique for designing optimal readout projections that are constrained to use weights of ±1 or ±j. The hardware required to implement this type of readout is far easier to implement that a general linear projection while being almost as efficient.

![Figure 1: Standard array model in which a noisy signal incident to a multi-element array produces a series of time delayed outputs. Beamforming leverages the redundancy in these outputs to reduce noise and provide directional selectivity. For instance, by applying a delay and coherently summing the signals a noise-reduced version of the signal can be produced.](image)

2 Related work

The notion of using a signal subspace model to perform beamforming was first popularized by the long celebrated MUSIC algorithm [9, 10]. Though an explicitly narrowband process the foundational idea of forming a signal and noise subspace estimate served as inspiration to find analogous
representations in the broadband regime. In [11, 12] a broadband source subspace is derived and subsequently used to form MUSIC-like pseudo-spectrums for broadband direction of arrival (DOA) estimation. This subspace is the same as our proposed Slepian space representation, and the authors note several similar properties to those discussed in Section 3. Further properties of the broadband subspace representation were noted in [13], with a particular emphasis on the representation being invariant to the array configuration. In contrast to these works, this paper is focused on how the Slepian model can be used for acquisition. We give precise estimates on the degree of dimensionality reduction, analysis for using the model for different types of acquisition embeddings (and discuss how these embeddings might be designed), and examine trade-offs for temporal sampling.

Reduced Dimension BeamSpace (RDBS) is the term generally used to describe the process of finding low dimensional representations of signals received by multi-sensor arrays [14]. The motivations for this process are the same as our own; a limited array readout is far easier to handle with respect to several areas of processing. The majority of previous work in this field is centered on a narrowband assumption, with works such as [15] proving that nearly all the information about multiple narrowband signals at the array can be captured through a linear embedding. Extension to the broadband case requires a more intricate formulation as simple metrics such as beam pattern become somewhat ambiguous. In [16] several metrics are proposed for characterizing broadband RDBS performance for use in DOA. Again, our focus in this paper is how dimensionality reduction can be used for acquisition.

From a structural perspective, the possible use of both analog and digital linear operations in our method resembles hybrid multiple-input multiple-output (MIMO) precoding schemes [17,18]. Such systems leverage a reduced number of RF chains to perform the same task as fully digital precoding, and manifests as a multi-measurement system. We will now examine several works that attempt to solve similar problems to our own, but in the context of MIMO.

Since a key feature of our design is a concise method of estimating the subspace dimension and consequently the required number of measurements (each requiring a processing chain) we will now examine works that have investigated similar estimates of this number in MIMO. In [19], an estimate of the degrees of freedom is formed by analyzing the rank of the composite precoding matrix. However, this formulation is not easily interpretable in terms of parameters such as bandwidth and DOA due to the non-trivial composition of individual precoding matrices. An analogous result was derived in [20], but suffers from the same shortcomings as the previous. In a similar manner to our framework, [21] formulates a “unified” subspace as well as an easily interpretable bound on the number of necessary processing chains. However, the signals are assumed to be narrowband and the authors explicitly decouple spatial dimensions which leads to a drastic over estimation of the signals underlying degrees of freedom.

There are also a number of recent works that treat broadband beamforming in a fundamentally different way than we do in this paper. For an array tuned to receive a signal from a specified DOA a significant deviation from the assumed center frequency causes an apparent shift in the DOA. This phenomena, termed “beam-squinting,” will cause the signal to fall outside the beam and become attenuated [22]. Works such as [23,24] attempt to remedy this by effectively widening the beam to account for these apparent changes in DOA. Our approach is to encode the array outputs using multiple linear combinations which might be interpreted as forming several specially designed beams (with associated back-end processing for reconstruction).

The notion of reconstructing samples off the array using a time-domain oriented approach was
explored to some degree in [25]. It is shown that leveraging a hybrid precoding architecture one can reconstruct windows of the signal with a reduced number of processing chains. However, this work explicitly leverages an OFDM signal model and consequently fails to generalize to less idealized cases.

A common theme in the previously discussed sources is that the goal of many authors is to approximate a true time-delay. The motivation for this is that actually implementing a time-delay system is extremely difficult for a variety of reasons; namely resolution, power consumption, and chip size [26]. Nonetheless a significant amount of research has been put into true time-delay systems in recent years. In [22], a baseband true time delay unit is proposed that is meant to be used in conjunction with phase shifters. Though the inclusion of phase shifters reconciles the issues of RF and baseband delays it adds another level of hardware complexity. The actual time delay operator in this paper is similar to that of [27]. Both sources utilize a re-sampling technique in which the signal is delayed by varying the clock phase of a modified sampling unit. Though not nearly as cumbersome as a tapped delay line, this method still requires a significant amount of additional front-end hardware.

A consequence of our mathematical model is that we can define a precise condition where the narrowband assumption fails. Though this is a minor note in our work and implicitly derived in [11–13], the limits to which a system can handle increased bandwidth is generally not precisely characterized. A method for determining when the rank of the covariance matrix exceeds one is described in [28]. The approach centers around an analysis of when two sinusoids become sufficiently spaced to produce a rank two signal covariance matrix. Our approach hinges on the observation that the received bandlimited signal is implicitly time-limited by the array meaning that its covariance matrix will always be full-rank, albeit ill-conditioned to the point where the effective degrees of freedom remain small [5–7].

3 Slepian subspace model

To describe our model, we return to Figure 1. We will assume the signal impinging upon the array \( s(t) \) is a stationary, ergodic, centered, complex, Gaussian random process with power spectral density (PSD) that is \( 2\Omega \) bandlimited and resides about a center frequency \( f_c \),

\[
S(f) = \begin{cases} 
1, & f \in [f_c - \Omega, f_c + \Omega], \\
0, & \text{otherwise.}
\end{cases}
\]

For the purposes of discussion in this section, we will assume that the noise \( \eta \) in (1) is zero, so that \( y(t) = \{s(t - \tau_m)\}_m \) is exactly a collection of samples of \( s(t) \) at different delays.

For the uniform linear array shown in Figure 2 with \( s(t) \) incoming at angle \( \theta \), a snapshot \( y(t) \) is a collection of \( M \) uniformly spaced samples of \( s(t) \) with spacing \( \tau = (d/c) \cos \theta \). If the spacing of the sensors is tuned to the carrier frequency \( f_c \), meaning that the sensors are a half wavelength \( d = \frac{c}{2f_c} \) apart, and \( f_c \gg \Omega \), then \( y \) corresponds to a “burst” of \( M \) samples that are much more closely spaced than the Nyquist spacing of \( 1/2\Omega \).

The close spacing between the samples makes them heavily correlated; the number of effective degrees of freedom in \( y \) is far below the number of elements \( M \). In fact, the effective degrees of freedom in uniform samples of a bandlimited signal taken over a limited time interval is now
For a uniform linear array each snapshot of the array produces a set of \( M \) uniformly spaced samples of the impinging signal. The close spacing of these samples relative to the Nyquist rate means they are highly correlated, as is apparent from the relative smoothness between samples. The sampling interval and degree of correlation is dependent on angle of arrival with (a) being near broadside (b) at \( 45^\circ \) and (c) being near endfire.

well-understood. The classical work by Landau, Pollack, and Slepian \[1–5\] gives a framework for describing these degrees of freedom using the eigenvalue decomposition of the \( M \times M \) matrix

\[
B[m, n] = \begin{cases} 
2W, & m = n, \\
\frac{\sin(2\pi W(m-n))}{\pi(m-n)}, & m \neq n
\end{cases}
\]

where \( W = \tau\Omega \) (the sample spacing times the bandlimit), which in our uniform linear array example means \( W = (\Omega/2f_c)\cos\theta \). When \( s(t) \) is a Gaussian random process as described above, then (with proper normalization) for every \( t \), \( y(t) \) is a Gaussian random vector with covariance matrix

\[
R = E_{f_c} B E_{f_c}^H,
\]

where \( E_{f_c} \) is diagonal with \( E_{f_c}[m, m] = e^{-j2\pi f_c \tau m} \).

The matrix \( B \) is approximately, but not exactly, a projection onto a subspace of dimension \( 2WM \). An example eigenvalue spectrum of \( B \) for \( f_c = 120 \) GHz, \( M = 128 \), \( \theta = \pi/6 \), and \( \Omega \in \{12.6, 25.2, 37.8, 50.4\} \) GHz (and so \( 2WM \) varies) is shown in Figure 3(a), where we see that the largest \( 2WM \) or so eigenvalues of \( B \) are \( \approx 1 \) after which the spectrum decays to zero at an extremely fast rate. What this means is that an array snapshot \( y(t) \) of a “typical” bandlimited signal will have the vast majority of its energy focused in the subspace spanned by the eigenvectors corresponding to the \( \lceil 2WM \rceil \) coordinates. This notion is made precise in (7) below.

Below, we will refer to the eigenvector of \( B \) corresponding to the \( k \)th largest eigenvalue as the \( k \)th Slepian vector\(^2\), and the span of the first \( K \) eigenvectors as the \( K \)th Slepian subspace. We also note that the eigenvalues of \( R \) are the same as those for \( B \), while the eigenvectors of \( R \) can be obtained by applying \( E_{f_c} \) to the eigenvectors of \( B \). As such, we will refer to the eigenvectors of \( R \) as modulated Slepian vectors.

Recent results give a very precise characterization of the eigenvalue spectrum of \( B \). In [6], it was

\[2\]Slepian vectors may also be defined as a time-limited version of the discrete prolate spheroidal sequences (DPSS) \[5, 29\].
shown that for \( L = \lceil 2WM \rceil \), the \( k \)th largest eigenvalue \( \lambda_k \) of \( B \), with \( k \geq L \), satisfies

\[
\lambda_k \leq c_1 \exp \left( -\frac{k - L}{c_2} \right), \quad k \geq L,
\]

where \( c_1 \) and \( c_2 \) are known (and reasonably small) constants\(^3\) that depend on \( \log(L + 1) \). That is, the size of the eigenvalues decays exponentially after hitting the edge of the plateau at \( k = L \). This result leads immediately to a quantitative bound on the amount of energy the snapshot \( y(t) \) will have outside of the \( K \)th Slepian subspace; if \( y \) has covariance \( R \), and we let \( P_K \) denote the projector onto the \( K \)th modulated Slepian subspace, then

\[
\mathbb{E} \left[ \|y(t) - P_K y(t)\|_2^2 \right] = \sum_{k=K+1}^{M} \lambda_k \leq c_3 \exp \left( -\frac{K - L}{c_4} \right), \quad K \geq L,
\]

(7)

where again \( c_3 \) and \( c_4 \) are constants that depend only on \( \log(L + 1) \). Taking \( K \) just a little larger than \( L \) will ensure that the vast majority of the energy in \( y(t) \) is focused in the \( K \)th Slepian subspace. A complementary result to (7) from [29, Lemma 5.3] shows that the energy in a particular realization of \( y(t) \) will be concentrated in the \( K \)th Slepian subspace with high probability. A reasonable heuristic, then, is that the snapshot \( y(t) \) across a uniform linear array of a bandlimited source arriving from angle \( \theta \) lies (to a close approximation) in a subspace \( S_{ULA}^\theta \) of dimension

\[
\dim(S_{ULA}^\theta) = \max(L, 1), \quad L = \left\lceil \frac{\Omega f_c M |\cos \theta|}{\tau} \right\rceil.
\]

(8)

Our model for a snapshot \( y(t) \), in other words, is that it can be closely approximated by a linear combination of \( K \) pre-determined basis vectors\(^4\)

\[
y(t) \approx \sum_{k=1}^{K} \alpha_k(t) \psi_k.
\]

(9)

The (time-varying) snapshot \( y(t) \) is now characterized by the (also time-varying) lower-dimensional basis coefficients \( \{\alpha_k(t)\}_{k=1}^{K} \). There are of course many ways to choose a basis that spans a particular subspace. For the uniform array here, two natural choices (that have the additional property of orthogonality) is to take the \( \{\psi_k\} \) to be the first \( K \) modulated Slepian vectors (the leading eigenvectors of \( R \)) or a concatenation of discrete Fourier vectors with a small number of auxiliary vectors as studied in [7,30].

The central concept above extends easily to arbitrary array patterns and arrays arranged in two or three dimensions. A key feature of the bounds above, and something that was only uncovered in the recent analyses [6,31,32], is that they only depend on the product \( WM \). This means that the results can be translated to the continuum (let the number of samples \( M \) grow as the space between them \( \tau \) shrinks at the same rate, keeping \( WM \) constant). Over an interval of time \( T \), any set of \( M \) samples, no matter their configuration within the interval, can be embedded in a subspace of approximately \( 2T\Omega \). It could be that the effective dimension turns out to be much lower, as when the samples are clustered together or when \( M < 2T\Omega \), but the upper bound is always \( 2T\Omega \). To illustrate this point, consider the same scenario discussed above to produce Figure 3(a) but with the sensors placed uniformly at random over the interval \([0, M \cdot d]\). The temporal lags \( \{\tau_m\}_{m=1}^{M} \)

\(^3\)See [6, Cor. 1] for a precise statement of (6) and (7).

\(^4\)Note that the \( \{\psi_k\} \) depend on \( \theta \) even though we are not making this dependence explicit in our notation.
now vary between elements such that when normalized by \( \frac{\cos \theta}{2c} \) they are no longer integer values. Letting \( \tilde{\tau}_m \) denote the normalized lags we form the generalized prolate matrix

\[
\tilde{B}[m, n] = \begin{cases} 
2W, & \tilde{\tau}_m = \tilde{\tau}_n, \\
\frac{\sin(2\pi W(\tilde{\tau}_m - \tilde{\tau}_n))}{\pi(\tilde{\tau}_m - \tilde{\tau}_n)}, & \tilde{\tau}_m \neq \tilde{\tau}_n.
\end{cases}
\]

As was done in the uniform case Figure 3(b) displays the eigenspectrum of this matrix for a variety of \( 2T\Omega \). It is clear that in both cases the time-bandwidth product acts as a cutoff point for the eigenvalue decay.

![Figure 3](image)

Figure 3: Plot of the eigenvalue spectrum of a 128 \( \times \) 128 Prolate matrix under a variety of time-bandwidth products for (a) uniform sampling, (b) non-uniform sampling, and (c) samples taken from a 8 \( \times \) 16 uniform planar array. The dashed lines indicate the time-bandwidth product associated with the eigenvalues of the same color. For the uniform case the the first \( 2WM \) eigenvalues cluster close to 1 while the eigenvalues exceeding the \( 2WM \) point cluster close to 0. Eigenvalues that fall outside of these two clusters in the so-called “transition region” are provably few in number [7]. Though this clean clustering is lost in the non-uniform cases the time-bandwidth product still acts as a threshold for the sharp spectral roll-off.

To see how this translates to our general array processing scenario consider \( M \) sensors placed at arbitrary points \( \{z_m\}_{m=1}^{M} \) in 3-space, and consider an impinging plane wave whose direction of arrival in terms of azimuth \( \phi \) and elevation \( \theta \) is denoted as \( \theta = [\phi, \theta]^T \). The normal vector associated with this plane wave is \( u_\theta = [\cos \phi \cos \theta, \sin \phi \cos \theta, \sin \theta]^T \), and a visualization of this scenario for 5 sensors placed on a cylindrical surface is shown in Figure 4. Element \( m \) sees a delayed

![Figure 4](image)

Figure 4: Set of sensors \( \{z_m\}_{m=1}^{5} \) placed on a cylindrical surface in 3-space with a plane-wave incident at a fixed azimuth and elevation described by the normal vector \( u_\theta \). The effective aperture is essentially the depth of the array when viewed from the angle of arrival.

(again relative to the array center) version \( s(t - \tau_m) \) of the signal where \( \tau_m = z_m^T u_\theta / c \). The effective
aperture of the array is

\[ A_\theta = \max_m z_m^T u_\theta - \min_m z_m^T u_\theta, \quad \text{(10)} \]

which can be be interpreted as the physical depth of the array as viewed from the angle of arrival, and the width of the temporal window of \( s(t) \) impinging on the array at any moment is \( T = A_\theta / c \).

Thus the number of degrees of freedom in a snapshot \( y(t) \) consisting of samples at the \( \{ \tau_m \} \) is at most \( 2T\Omega = 2A_\theta \Omega / c \). No matter how many elements we have and how they are spaced, a snapshot in time will always lie very close to a fixed subspace of dimension at most \( 2A_\theta \Omega / c \). (Which subspace this is, however, of course relies critically on the actual element locations.) In support of this claim Figure 3(c) displays the eigenspectrum associated with samples taken along a planar multi-sensor array, which is simply a specific choice in non-uniform sampling pattern. As in Figure 3(b) the spectrum exhibits a sharp eigenvalue decay past the \( 2T\Omega \) threshold. A generalization of (8) for a bandlimited source impinging on an array with arbitrarily spaced elements from a fixed angle is that the snapshot of samples \( y(t) \) lies (to a close approximation) in a subspace \( S_\theta \) of dimension

\[ \dim(S_\theta) = \max \left( \left\lceil \frac{2\Omega A_\theta}{c} \right\rceil, 1 \right), \quad \text{(11)} \]

This again means that our model for \( y(t) \) is that it is closely approximated by a superposition of \( K = \left\lfloor \frac{2\Omega A_\theta}{c} \right\rfloor \) as in (9). In this case, we can take the \( \psi_k \) to be samples of the prolate spheroidal wave functions (PSWFs) at the corresponding \( \{ \tau_m \} \); these vectors would not be orthogonal but in general would form a well-conditioned basis.

Several array geometries admit a closed form expression for (11). In particular, for an \( M \times N \) planar array with element spacing \( c/2f_c \) tuned to the carrier frequency, if we assume the angle of arrival is only limited in azimuth (as is generally the case in array design) then the effective aperture given by (10) reduces to \( A_\theta = \frac{c}{2f_c} \sqrt{M^2 + N^2} | \cos \theta | \). Therefore a snapshot \( y \) approximately lies in a subspace \( S_\theta^{UPA} \) with dimension

\[ \dim(S_\theta^{UPA}) = \max \left( \left\lceil \frac{\Omega}{f_c} \sqrt{M^2 + N^2} | \cos \theta | \right\rceil, 1 \right), \quad \text{(12)} \]

What is interesting about (12) is that the number of degrees of freedom does not scale with the number of elements \( MN \), instead it grows as the far more modest rate \( \sqrt{M^2 + N^2} \leq M + N \). This means that for large arrays in two or three space, the underlying subspace dimension can be drastically smaller than the number of elements in the array.

An example for a \( 10 \times 10 \) uniform planar array (UPA) array is shown in Figure 5 where the impinging signal has a bandwidth of 8.5 GHz and resides at a center frequency of 28 GHz. We see that each snapshot provides a sampling of the signal over a temporal window determined by the effective aperture which in turn is also dependent on the angle of incidence. Furthermore, the sampling pattern within this temporal window also depends on the angle of arrival. In this example scenario the approximate dimension of the underlying subspace is 4 while the ambient dimension of the UPA array is 100. Hence there are drastically fewer degrees of freedom than the number of array elements as predicted by our previous discussion.

We note that the representation for the subspace in (12) is inherently non-separable. For the 2D uniform array, we might be tempted to use a separable 2D Slepian representation. To do this, we could represent each of the \( M \) rows in the array using \( \approx N \Omega / f_c \cdot | \cos \phi \cos \theta | \) Slepian functions.
as in (9), then represent these results across the $N$ columns using $\approx M\Omega/f_c|\cos\phi \sin\theta|$ Slepian functions for each. The result is an embedding in a subspace of dimension

$$\dim(S^{\text{separable}}_\theta) \approx \max\left(\left\lceil N\frac{\Omega}{f_c}\cos\phi \cos\theta \right\rceil, 1\right) \cdot \max\left(\left\lceil M\frac{\Omega}{f_c}\cos\phi \sin\theta \right\rceil, 1\right).$$

This gives us dimensionality reduction similar to the 1D case in (8), but is far less than the non-separable representation in (12). One way to interpret this savings is that the signal that lies across the 2D array at any moment in time is, as a function of space, is not only spatially bandlimited in 2D wave number space, it is also constant along one direction (as it is a plane wave). This gives it far more structure than simply being bandlimited, and the non-separable representation above takes advantage of this structure.

4 Measurement and reconstruction

Our discussion in the previous section establishes a model for a sample snapshot taken across an array on which a bandlimited signal is impinging. This model was derived from the fact that “typical” bandlimited signals will induce a vector of samples whose energy is tightly concentrated in a low dimensional subspace. If we model the incoming signal as a Gaussian random process with flat power spectral density over a certain band, any snapshot $y(t)$ will be a Gaussian random vector with covariance $R$ that has a number of significant eigenvalues that depends only on the size of the aperture, the bandwidth of the incoming signal, and (more weakly) on the direction of arrival (recall Figure 3).

In this section, we discuss how a particular snapshot of samples $y_0 = \{s_m(t_0 - \tau_m)\}_{m=1}^M$, for some $t_0 \in \mathbb{R}$, can be recovered from the linear measurements

$$w = \Phi y_0 + \eta,$$

where $\eta \sim N(0, \sigma^2 I)$ is a benign noise vector and $\Phi$ is a $K \times M$ matrix. The action of $\Phi$ in (13) can be viewed as a type of generalized beamforming — each entry of $w$ is a different weighted

---

5We are using a slightly different noise model here than in the Introduction, with the perturbation being added to measurements instead of the signals themselves. We could account for $\eta$ as in (1) by changing the covariance in the analysis below.
summation of the entries of \( y_0 \) (as in (4)), and so we can interpret each row of \( \Phi \) as defining a different “beam”. The main question we are interested in answering is how well this collection of linear measurements “captures” \( y_0 \). We answer this question by analyzing the accuracy a least-squares reconstruction of \( y_0 \) from \( w \) and how this accuracy depends on the number of rows in \( \Phi \). We will see that the subspace structure in general allows a number of rows that is significantly smaller than the number of array elements, pointing towards a mechanism for dimensionality reduction at the sensor that can (again significantly) reduce array read-out.

With \( w \) in hand and the knowledge that \( y_0 \sim \mathcal{N}(0, R) \), we find the minimum mean-square estimate of \( y_0 \) by solving

\[
\text{minimize } y \in \mathbb{C}^m \quad E_{y_0, \eta} \left\{ \| y - y_0 \|_2^2 \mid w \right\},
\]

where \( E_{y_0, \eta} \) denotes the expectation taken over \( y \) and \( \eta \). The well-known closed form solution to (14) is

\[
\hat{y} = R \Phi^H (\Phi R \Phi^H + \sigma^2 I)^{-1} w,
\]

which yields a corresponding mean-square error of

\[
E_{y_0, \eta} \left\{ \| \hat{y} - y_0 \|_2^2 \mid w \right\} = \text{trace} \left( R - RR^H (\Phi R \Phi^H + \sigma^2 I)^{-1} \Phi R \right).
\]

This gives us an expression for evaluating the effectiveness of any given measurement matrix \( \Phi \) for a particular \( R \).

It is also a classic result that if we restrict the spectral norm (largest singular value) of \( \Phi \) to be \( \| \Phi \| \leq 1 \), then the optimal choice of \( \Phi \), the one that makes (16) as small as possible, is to take the rows to be the \( K \) leading eigenvectors of \( R \). That is, if the covariance has eigenvalue decomposition \( R = \Phi \Lambda \Phi^H \), where the (real-valued) entries along the diagonal are sorted from largest to smallest, then we take \( \Phi = \Phi_K \), where \( \Phi_K \) consists of the first \( K \) columns of \( \Phi \); a quick proof of this fact is provided in Appendix A for completeness. As we saw in the last section, in the case of a ULA, these eigenvectors are modulated Slepian basis vectors. For arrays with general geometry, the eigenvectors are an orthonormal basis whose span matches that of the first \( K \) PSWFs sampled in the appropriate places.

With \( \Phi = \Phi_K \), (16) reduces to

\[
E_{y_0, \eta} \left\{ \| \hat{y} - y_0 \|_2^2 \mid w \right\} = \sum_{m=1}^{K} \lambda_m \left( 1 - \frac{\lambda_m}{\lambda_m + \sigma^2} \right) + \sum_{m=K+1}^{M} \lambda_m
\]

where the multiplicative factors \( 1 - \lambda_m/(\lambda_m + \sigma^2) \) in the first sum are \( \approx 0 \) for \( \lambda_m \gg \sigma^2 \) and \( \approx 1 \) for \( \lambda_m \ll \sigma^2 \). If the eigenvalue \( \lambda_m \) is very small, it makes almost no difference whether it is included in the first summation or the second. Given the discussion of the eigenvalue behavior of \( R \) in Section 3, we see that we can choose \( K \) to be the natural “cutoff” point (which is in general much smaller than \( M \)) that can be determined in a principled manner. This gives us significant dimensionality reduction at almost no cost to the estimation error.

\footnote{The expressions (15) and (16) can be derived using the fact that \( \begin{bmatrix} y_0 \\ w \end{bmatrix} \) is a Gaussian random vector with covariance \( \begin{bmatrix} R & R \Phi^H \\ \Phi R & \Phi R \Phi^H + \sigma^2 I \end{bmatrix} \) and then computing the conditional mean and conditional covariance of \( y_0 \) given \( w \).}
As a concrete demonstration of the utility of (15) we consider two example cases: a 64 element ULA and a 16 × 16 UPA. For the ULA case we the incident signal has parameters $f_c = 28$ Ghz, $\Omega = 3$ GHz, and $\theta = 0$ (i.e. broadside). Similarly for the UPA the incident signal has parameters $f_c = 28$ Ghz, $\Omega = 8.5$ GHz, and $\theta = [\pi/4, 0]^T$. We have chosen the parameters in this manner such that in both case the sample snapshots coming off the array approximately lie in a subspace of dimension 7 in accordance with (12) and (8). The noise in this example is considered to be negligible (e.g. $\sigma^2 = 0$) and we set $\Phi$ to be the $K = 7$ transposed dominate eigenvectors of $R$. A series of $y_0$ are estimated, after which the system performs digital beamforming via multiple fractional-delay filters to produce a single signal output. These results, shown for both cases in Figure 6(a-b), is compared to a true-time delay and a narrowband beamforming implementation. The true-time delay represents the optimal in terms of coherent array processing, and as can be visually determined our proposed method yields an almost identical result. On the other hand the narrowband implementation, which may be naively implemented as an approximation to either method, produces a highly distorted signal.

While there is a clear choice for the best $\Phi$ given the number of rows allowed, there may be constraints on how $\Phi$ is implemented. The expression (16) gives us an unequivocal way to judge a candidate $\Phi$ for a given $R$ (recall that $R$ depends on properties of the incoming signal, its direction of arrival, and the geometry of the array). To this end we examine three additional measurement types: unimodular, binary-IQ, and random. A unimodular $\Phi$ has elements of the form $\Phi[k, m] = e^{j2\pi f_k \tau_m}$ such that there is no tapering of the measurements. A further simplification of this comes in the form of binary-IQ or “2-bit” measurements where $\Phi[k, m] \in \{1, -1, j, -j\}$. A caveat of this form of measurement is that designing a $\Phi$ to approximate the range of the Slepian basis vectors under the given constraints is a particularly difficult task, as will be discussed in further detail in Section 8. To produce random measurements we simply draw the components of $\Phi$ i.i.d. from a complex Gaussian distribution.

To quantify the performance under a variety of measurement types we return to the two signals described in our previous example, again incident to a 64-element ULA and 16 × 16 UPA respectively. The signal statistics remain fixed while we vary the number of measurements $K$ for each choice in $\Phi$. The MSE, as calculated by (16) and normalized by trace $(R)$, is shown for both array configurations in Figure 6(c-d). These results indicate that the alternative measurement schemes are able to achieve similar levels of distortion to the optimal Slepian measurements but at the cost of requiring more measurements. Hence we pay for our reduction in measurement complexity by requiring more measurements.

5 Temporal decimation

The Slepian embedding and the recovery framework discussed in Sections 3 and 4 above show how we can take advantage of spatial correlations in a single snapshot $y(t)$ to reduce array read out. In this section, we discuss how the temporal relationship between the snapshots can be used to reduce the subsequent sampling rate.

We have seen that with a single signal $s(t)$ incident on the array, a snapshot $y(t)$ consists of a set of $M$ (nonuniform, in general) samples of the signal over a time interval of length $A_\theta/c$, with $A_\theta$ given by (10). We have also seen that the relationships between the samples in a single snapshot allow us to compress them by projecting into a low dimensional subspace (as in (11)) and that
Figure 6: Qualitative example of signal beamformed via $K = 7$ Slepian measurements compared to true time delay and weight-and-sum for (a) 64-element ULA and (b) $16 \times 16$ UPA. For the same incident signals respectively the MSE according to (16) under a variety of $\Phi$ with the time-bandwidth product indicated by the dashed black line for (c) 64-element ULA and (d) $16 \times 16$ UPA.

we can recover them with essentially no loss. If the linear encoding is performed with an analog vector-matrix multiply, we have transformed the $M$ signals $y_1(t), \ldots, y_M(t)$ coming off of the array elements into $K$ encoded signals $w_1(t), \ldots, w_K(t)$ as depicted in Figure 7. The bandwidth of the $w_k(t)$ is the same as that of the $y_m(t)$ (which is also the same as the incident signal), and taking samples of the $w_k(t)$ provides us with the same information as sampling the $y_m(t)$ directly.

It is possible to capture the signal $s(t)$ by sampling the $w_k(t)$ at a rate far below the Nyquist rate. Figure 8 shows why this is true. In Figure 8(a), we see an example of a signal with samples taken at the Nyquist rate. In Figure 8(b), we see snapshots $y(t)$ taken in increments of $T_s = \frac{1}{2\Omega}$, corresponding to taking Nyquist rate samples of each of the $y_m(t)$ in parallel (which can again be reconstructed from the $w_k(t)$). These snapshots overlap significantly, resulting in a signal that is heavily oversampled. In Figure 8(c), we see that relaxing the sampling rate to $T_d = \frac{A_\theta}{c}$ so that the snapshots do not overlap still results in a sufficient number of samples to reconstruct the signal. This can be interpreted as replacing the apparent loss of information from temporal subsampling with spatial samples.
The proposed measurement system acquires $K$ different weighted summations of the $M$ sensor outputs from the array where in general $K \ll M$. Though substantially smaller in dimension than the ambient array the output signal $w(t)$ captures nearly all the necessary information needed to reconstruct a full representation of $y(t)$.

Subsampling in time does have an obvious drawback: the very redundancy we are limiting is what is leveraged to give the classic array gain. In reducing the sampling rate, we are losing some of our ability to coherently average out in-band noise. However, it is often the case that a significant portion of the noise is caused by the ADC, and this noise becomes more pronounced at higher sampling rates [33]. This presents a trade-off between the array gain and the quality (effective number of bits) of the samples that can be tuned depending on the particulars of the application.

The dimension of the embedding subspace depends on the angle of incidence, as the interval of time $A_{\theta}/c$ over which the array sees the signal at any instant depends on $\theta$. For linear and planar arrays, the variations in $A_{\theta}$ can be dramatic. For the UPA, $A_{\theta} = 0$ when the signal arrives broadside; in this case, we can achieve tremendous compression spatially (as $\text{dim}(S_{\theta}) = 1$), but cannot reduce the sampling rate at all as every array element is observing the incoming signals at exactly the same place. In general, the trade-offs available to us will depend on $\theta$, and taking advantage of these trade-offs might involve changing the sampling rate dynamically. There are, however, array architectures where this effect is lessened. For example, the circular array shown in Figure 9(a) has the same effective aperture for all angles of arrival in

Figure 7: The proposed measurement system acquires $K$ different weighted summations of the $M$ sensor outputs from the array where in general $K \ll M$. Though substantially smaller in dimension than the ambient array the output signal $w(t)$ captures nearly all the necessary information needed to reconstruct a full representation of $y(t)$.

Figure 8: (a) An example incident signal with bandwidth $\Omega$ with samples taken at the Nyquist rate overlayed. (b) Temporal snapshots $y(t)$ taken by a 32-element array with $2\Omega A_{\theta}/c = 7$; the snapshots are taken at intervals of $T_s = \frac{1}{2\Omega}$. (c) Temporal snapshots taken at the more relaxed rate of $T_d = \frac{A_{\theta}}{c}$. We see that even a significant undersampling of the snapshots can yield enough samples to reconstruct the signal.
the plane, making angle-independent temporal decimation possible.

Figure 9 illustrates how temporal decimation might work. In Figure 9(a) illustrate a circular array consisting of 125 elements placed at a $\frac{\lambda}{2}$ spacing for $f_c = 28$ GHz. Suppose that the bandwidth of the incoming signal is 5.5 GHz, meaning we would generally have to sample at 11 GHz to acquire Nyquist rate samples. Leveraging the redundancy shown in Figure 9(b), we reduce sampling rate by a factor roughly equal to the spatial dimension such that $f_s = 1.38$ GHz. Of course we can still embed each snapshot in a Slepian subspace as previously described to produce a limited array readout and further reduce complexity. We can then simultaneously decode the snapshots and interpolate the non-uniform samples therein onto the uniformly spaced Nyquist rate samples. The results of this reconstruction are shown in Figure 9(c), and there is very little distortion compared to the signal sampled directly at the Nyquist rate. As mentioned above, our ability to sample at this reduced rate is invariant under the angle of incidence due to the geometry of the array.

Finally, we note that there is a methodology for reconstructing the signal from overlapping blocks of non-uniform samples. We start by breaking the signal apart over intervals of time $[t_{i-1}^r, t_i^r]$, with $t_i^r < t_{i-1}^r < t_{i+1}^r$ for all $i \in \mathbb{Z}$. Inside of each frame, we represent the local piece of the signal using $N$ basis vectors $\{\psi_{i,n}, n = 1, \ldots, N\}$, and so

$$s(t) = \sum_{i=1}^{N} \sum_{n=1}^{N} \alpha_{i,n} \psi_{i,n}(t).$$

If we denote by $z_i$ all of the samples that lie in the interval $[t_{i-1}^r, t_i^r]$, then $z_i$ give us information about the expansion coefficients $\alpha_{i-1} = \{\alpha_{i-1,n}\}_{n=1}^{N}$ and $\alpha_i$. After observing samples through the $I$th interval, we can estimate the expansion coefficients $\alpha_i$ by solving the least-squares problem

$$\text{minimize}_{\{\alpha_i\}} \sum_{i=1}^{I} \|z_i - A_i \alpha_i - B_i \alpha_{i-1}\|^2_2,$$

(17)

where $A_i$ and $B_i$ are $M \times N$ matrices with entries

$$A_i[m, n] = \psi_{i,n}(\tau_{i,m}), \quad B_i[m, n] = \psi_{i-1,n}(\tau_{i,m}),$$

where $\tau_{i,m}$ is the location of the $m$th sample in $z_i$. The optimization program (17) can be solved in an online manner with matrix operations akin to the Kalman filter [34]. The framework can also be adjusted to work directly from compressed samples $w_i = \Phi z_i$ by combining ideas from Section 4 with those from [34].
6 Fast Slepian computations

The proposed method of broadband beamforming can be viewed as a two step process: measurement and reconstruction. The reconstruction process described in Section 4 above, an in particular by (15), involves a sequence of matrix operations. These matrices can all be pre-computed, and so mapping the measurements \( w \) to the sample estimates \( \hat{y} \) requires the application of a known \( M \times K \) matrix at a computational cost of \( O(MK) \). In this section, we discuss how recent innovations in Slepian computations can reduce this computational cost.

**Uniform linear arrays.** We have seen, as illustrated in Figure 3, that the covariance matrix \( R \) in the reconstruction equation (15) is effectively rank deficient. Choosing \( K \) large enough, we can approximate \( R \) as

\[
R \approx C_K U_K^H,
\]

where \( C_K \) and \( U_K \) are \( M \times K \) matrices. In fact, the recent works [7,30] show that we can take

\[
C_K = \begin{bmatrix} F_{M,W} & L \end{bmatrix},
\]

and \( U_K \) of a similar form, where \( F_{M,W} \) is the first \( \lceil 2\Omega_A \theta/c \rceil \) columns of the standard \( M \times N \) discrete Fourier transform (DFT) matrix, and \( L \) is a known \( M \times O(\log M \log 1/\epsilon) \) matrix and have \( \| R - C_K C_K^H \| \leq \epsilon \). The key thing to recognize here is that (after fixing \( \epsilon \) to be something sufficiently small) \( C_K \) can be applied in \( O(M \log M) \) time: \( F_{M,W} \) with a (partial) fast Fourier transform and the “skinny” \( M \times O(\log M) \) matrix \( L \) using a standard vector-matrix multiply. We can thus approximate (15) as

\[
\hat{y} \approx C_K (U_K^H \Phi^H (\Phi R \Phi^H + \sigma^2 I)^{-1}) w
\]

by applying the known \( K \times K \) matrix \( U_K^H \Phi^H (\Phi R \Phi^H + \sigma^2 I)^{-1} \) to \( w \) then using a fast application of \( C_K \) for a total cost of \( O(M \log M + K^2) \). For \( \log M < K \ll M \), the approximation given by (18) and (19) can result is significant computational savings.

**General array geometries.** Though not explicitly stated in the recent works on fast Slepain computations, fast computations are also possible for general arrays that produce non-uniform samples of the signal. As previously mentioned, the discrete time spectral concentration property converges to its continuous time analog as the sampling grid becomes arbitrarily fine [6,31,32]. This means that a bandlimited signal observed on the continuum over a finite segment of time can be represented using a small number of complex sinusoids (Fourier series coefficients) and a small number of smooth auxiliary functions. An arbitrary set of samples of the bandlimited signal can be closely approximated by the corresponding samples of the sinusoids and the auxiliary functions. This means that the covariance \( R \) can be approximated as in (18), but with

\[
C_K = \begin{bmatrix} \tilde{F}_{M,W} & \tilde{L} \end{bmatrix},
\]

where \( \tilde{F}_{M,W} \) is a non-uniform (partial) DFT matrix. There are fast non-uniform FFT methods for applying \( \tilde{F}_{M,W} \) (see [35] for a state-of-the-art implementation), and so \( \hat{y} \) can again be estimated in \( O(M \log M + K^2) \) time.

**Non-uniform to uniform samples.** The computational techniques above give us a fast way to recover the (in general nonuniform) samples corresponding to a single array snapshot from their linear measurements. As most back-end signal processing operations are expecting uniform samples, we would like a fast method for mapping the non-uniform samples \( \hat{y} \) to the associated
uniform samples $\hat{y}_u$. We discussed how this might be set up as a streaming problem in Section 5 above, but there has also been recent work on how this problem can be solved in an efficient manner for a fixed batch of non-uniform samples.

A computationally efficient method for producing $\hat{y}_u$ from $\hat{y}$ via conjugate gradient descent (CGD) is described in [8]. In particular, leveraging the fact $\hat{y}$ lies in a low dimensional Slepian space the authors showed that given a regularization parameter $\delta$ CGD converges in $O(\text{polylog}(\frac{2144 A_{\theta}}{\epsilon}, \frac{M c}{21 A_{\theta}}, \frac{1}{\epsilon}, \frac{1}{\delta}))$ iterations to an error bounded by $\epsilon \|\hat{y}\|_2$. Furthermore each iteration of CGD can be computed implicitly in $O(M \log \frac{1}{\zeta})$ where $\zeta$ is an approximation error term. Thus we can efficiently produce uniform samples from our non-uniform snapshots.

As a demonstration we examine a 5.5 GHz signal residing at a center frequency of 28 GHz incident to a $32 \times 32$ UPA. Each snapshot of the signal approximately lies in a 9-dimensional Slepian space, and we temporally sample at 1.28 GHz meaning the signal is drastically under sampled in a traditional sense. We first embed each snapshot using $\Phi^H = V^H K$ and recover using (15). We invoke the fast recovery algorithm to produce the uniform samples from each reconstructed snapshot. A window of spatial array non-uniform samples with a corresponding uniform grid of samples is shown in Figure 10(a). The recovered uniform samples are shown in Figure 10(b) and have a recovery SNR of 60 dB while CGD converged in a mere 26 iterations. Hence we were able to quickly resolve the uniform samples to within a modest error while traditionally under sampling the data.

Figure 10: (a) A uniform grid of samples compared to the non-uniform samples reconstructed from a limited array readout. (b) True uniform samples compared to estimated samples recovered via the fast CGD descent algorithm.

7 Signal isolation

A common method of quantifying a beamformer’s performance is examining its ability to spatially isolate signals. Often termed “sidelobe” behavior, this gives us a notion of how well the system is able to block out signals that are coming from directions outside the region of interest whether it be noise or an interferer. It is our goal in this section to formally characterize the behavior of our proposed beamformer in the presence of interfering signals with respect to the design of $\Phi$. 

We start with a modification to our previous measurement model in which the observations combine samples from \( L \) different signals,

\[
w = \Phi \left( \sum_{\ell=0}^{L-1} y_\ell \right) + \eta, \tag{20}\]

where \( y_0 \) corresponds to the array snapshot of our signal of interest and \( \{y_\ell\}_{\ell=1}^{L-1} \) are snapshots of undesired interfering broadband signals coming from distinct directions of arrival. Each \( y_\ell \) is comprised of samples from independent complex gaussian random processes such that \( y_\ell \sim \mathcal{N}_c(0, R_\ell) \). Assuming the associated power spectral densities are flat then \( R_\ell = \gamma_\ell E_\ell B_\ell E_\ell^H \) where \( B_\ell \) is the prolate matrix associated with an angular bandwidth of \( W_\ell \). Similarly \( E_\ell \) is a diagonal modulation matrix associated with the angular center frequency \( f_\ell \)\(^7\). The parameter \( \gamma_\ell \) represents the power of the signal. We note that in general \( f_\ell \), \( W_\ell \), \( \gamma_\ell \), and DOA of each component signal are different. Due to the independence of the underlying processes the covariance matrix of this composition of signals is simply

\[
R = \gamma_0 E_0 B_0 E_0^H + \sum_{\ell=1}^{L-1} \gamma_\ell E_\ell B_\ell E_\ell^H = R_0 + R_I.
\]

Returning to the estimation problem outlined in Section 4, with this new signal model in hand the optimal estimate of \( \hat{y}_0 \) (treating the other signals as part of the noise) becomes

\[
\hat{y}_0 = R_0 \Phi^H (\Phi R_0 \Phi^H + \Phi R_I \Phi^H + \sigma^2 I)^{-1} w
\]

while associated MSE is

\[
\mathbb{E}_{y_0,\ldots,y_{L-1},\eta} \left\{ \| \hat{y} - y_0 \|_2^2 \left| w \right\| \right\} = \text{trace} (R_0 - R_0 \Phi^H (\Phi R_0 \Phi^H + \Phi R_I \Phi^H + \sigma^2 I)^{-1} \Phi R_0). \tag{21}\]

Interestingly, if we further assume that the array has been “focused” on \( y_0 \) such that \( \Phi = V_K^H \) then the additional \( \Phi R_I \Phi^H \) term in (21) will only have a mild affect on the MSE in most cases. A detailed discussion on this is provided in Appendix B and argues this point based on the spectral properties of \( R_I \) and \( R_0 \). In essence, when the signal and interferer bands are well separated in angular space\(^8\) for any particular column \( v_k \) of \( V_K \) we expect \( v_k^H R_0 v_k = \gamma_0 \lambda_k \) to be large only when \( v_k^H R_I v_k \) is comparatively small in magnitude. From this relationship we can conclude that the interferer more drastically affects the reconstruction error along the lower variance principle axis of \( R_0 \), which in turn have a smaller affect on the overall MSE by assumption. However, the degree to which the MSE is increased by the interferer ultimately depends on the dynamic range\(^9\).

To illustrate this point we examine two array architectures: a 256-elements ULA and a 32 \( \times \) 32 element UPA. The ULA is focused on a signal with \( \gamma_0 = 1 \), \( f_c = 28 \text{ GHz} \), \( \Omega = 1.065 \text{ GHz} \), and \( \theta = 45^\circ \) such that the underlying subspace dimension is approximately 7. For the UPA we focus on a signal with \( \gamma_0 = 1 \), \( f_c = 28 \text{ GHz} \), \( \Omega = 4.26 \text{ GHz} \), and \( \theta = [45^\circ, 60^\circ]^T \) such that the underlying subspace dimension is 4. We assume a single interfering signal with the same respective center frequency and bandwidth is incident to the ULA and UPA at \( 135^\circ \) and [\( 225^\circ, 60^\circ \)]\(^T \) respectively.

\(^7\)We emphasize that \( f_\ell \) and \( W_\ell \) implicitly depend on angle as described in Section 3 even though this dependence is not explicit in notation.

\(^8\)By separated in angular space we mean \( |f_\ell - f_{\ell'}| \geq W_\ell + W_{\ell'} \) for all \( \ell \neq \ell' \)

\(^9\)Dynamic range meaning the relative magnitude of \( \gamma_0 \) compared to \( \gamma_\ell \) for \( \ell > 0 \)
We then vary the dynamic range $\gamma_1/\gamma_0$ and observe the MSE. Figure 11(a) shows the result for a ULA while Figure 11(b) displays the UPA result. In both cases an increase in $K$ decreases the MSE as expected. However, as the dynamic range is increased the gap between performance begins to close. Therefore though increasing $K$ will always reduce the MSE if the dynamic range between sources in substantial it may not be worth adding the additional measurements.

When the signals are well separated in angular space the $K$ dominate eigenvectors of $R_\ell$ are approximately orthogonal to $V_K$ for $\ell > 0$ [29]. However, as the interferer’s angle of arrival drifts closer to the steered direction this property no longer holds. Therefore the MSE has an angular dependence. To examine the affects of angle on the MSE we run a set of experiments similar to previous, but in this case we assume that $\gamma_1 = \gamma_0$ and instead vary the DOA of the interfering signal. The results for the both the ULA and UPA are shown in Figure 11(c-d) and as expected show the largest peak in the MSE coincides with when the interferer crosses over the signal of interest in angular space. Choosing $K$ to match the approximate subspace dimension makes the trailing eigenvalue sum (i.e. $\sum_{m=K+1}^M \gamma_0 \lambda_m$) the dominate source of error outside the crossover region. Interestingly, when the sources are sufficiently spaced the interferer energy does not appear to appreciably affect the MSE until we choose $K$ to be significantly larger than $\lceil 2MW_0 \rceil$.

We note that the analysis and experiments in this section were performed with our now “standard” choice in $\Phi$. However, if the application demands a particular interferer (or more generally, a particular angle) to be nulled out then we can design a $\Phi$ that is constrained to having this property. In particular, if we let $U_{K'}$ be the $K'$ dominant eigenvectors of $R_I$ then minimizing the MSE subject to the constraint $\|\Phi U_{K'}\|_F^2 \leq \delta$ for a tolerance parameter $\delta$ can produce the desired affect.

## 8 Simplified measurement design

A key observation made in our reconstruction error estimates (15) in Section 4 is that while the optimal choice for the measurement matrix $\Phi$ is to match the eigenvectors of the covariance $R$, we can still have significant dimensionality reduction with other choices. In this section, we describe a methodology for designing “binary IQ” $\Phi$ that has entries $\Phi[m,n] \in \{1, -1, j, -j\}$. This type of measurement system can be implemented with 2-bit resolution phase-shifters or purpose built hardware, making it feasible even at high frequencies. Our approach follows [36,37], which gives a principled design method for spectrally shaped binary sequences.

Given $R = VAV^\dagger$, we partition the eigenvectors as $V = [V_K \ V_\perp]$, where $V_K$ has the $K$ leading eigenvectors as columns and $V_\perp$ contains the eigenvectors corresponding to the $M-K$ smallest eigenvalues. The problem amounts to designing the $K$ rows of $\Phi$ such that its row space is as concentrated in the column space of $V_K$ as possible. At the same time we would like to ensure that $\Phi$ is reasonably well-conditioned, so that each of its rows measures something new. With $\{\phi_k\}_{k=1}^K$ as the rows of $\Phi$, one method to achieve this is to simultaneously minimize $\|V_\perp^H \phi_k\|_2^2$ and $|\langle V_K^H \phi_k, V_{K'}^H \phi_{k'} \rangle|^2$ for $k' \neq k$. We do this by designing the $\phi_k$ iteratively, taking $\phi_1$ as the solution to

$$\text{minimize } \|V_\perp^H \phi\|_2^2 \quad \text{subject to } \phi[m] \in \{1, -1, j, -j\} \text{ for } m = 1, \ldots, M,$$
Figure 11: MSE as a function of the interfering signals dynamic range for (a) a 256-element ULA steered to $45^\circ$, an interferer incident at $135^\circ$ and a variety of choices in $K$ and (b) a $32 \times 32$ element UPA steered to $\theta = [45^\circ, 60^\circ]^T$, an interferer incident at $\theta = [225^\circ, 60^\circ]^T$, and a variety of $K$. MSE given by (21) as a function of the interfering signal DOA for the same (c) ULA and (d) UPA as previously described.

and then for $k = 2, \ldots, K$, taking $\phi_k$ as the solution to

$$\minimize_{\phi \in \mathbb{C}^M} \|V_{K}^H \phi\|_2^2 \quad \text{subject to} \quad \phi[m] \in \{1, -1, j, -j\} \quad \text{for} \quad m = 1, \ldots, M,$$

$$|\langle V_{K}^H \phi, V_{K}^H \phi_{k'} \rangle| \leq \alpha \quad \text{for} \quad k' = 1, \ldots, k - 1.$$ 

This procedure finds the $\phi_k$ that has most of its energy in the column space of $V_{K}$ while have bounded alignment (once projected into the column space) with the previous solutions. Of course an optimal choice would result in an orthogonal set of sequences, but this may be infeasible under the given constraints so we settle for a looser requirement with a threshold parameter $\alpha$.

To cast this as an optimization over the reals we let

$$U_\perp = \begin{bmatrix} \text{Re} \{V_{K}^H\} & -\text{Im} \{V_{K}^H\} \\ \text{Im} \{V_{K}^H\} & \text{Re} \{V_{K}^H\} \end{bmatrix}, \quad U = \begin{bmatrix} \text{Re} \{V^H\} & -\text{Im} \{V^H\} \\ \text{Im} \{V^H\} & \text{Re} \{V^H\} \end{bmatrix}, \quad h_k = \begin{bmatrix} \text{Re} \{\phi_k\} \\ \text{Im} \{\phi_k\} \end{bmatrix}.$$ 

Then the previous formulation can be expressed as an equivalent quadratically constrained quadratic
program (QCQP)

\[ \minimize_{h_k \in \mathbb{R}^{2M}} \|U_\perp h_k\|_2^2 \ \text{subject to} \ \|Uh_k, Uh_{k'}\|^2 \leq \alpha \ \text{for} \ k' < k \]

\[ h_k^2[m] = 1 \ \text{for} \ m = 1, \ldots, 2M. \]

We note that this will actually produce \( \phi_k[m] \in \{1 + j, -1 + j, 1 - j, -1 - j\} \), but the objective and constraints are invariant under scalar multiplication. Hence we simply apply a constant phase shift to achieve the desired structure.

This optimization problem is NP-Hard, and it is difficult to find good solutions in practice. We can, however, use a standard convex relaxation to solve it approximately. Using the facts that \( \|U_\perp h_k\|_2^2 = \text{trace}(U_\perp^H U_\perp h_k^H h_k^H) \) and \( |\langle Uh_k, Uh_{k'}\rangle|^2 = \text{trace}(U^H Uh_k h_k^H U^H Uh_{k'} h_{k'}^H) \) we can then lift the vector variable \( h_k \) to the matrix variable \( T = h_k h_k^H \). We can then rewrite the QCQP as a conic optimization program over the semidefinite cone

\[ \minimize_{T \in \mathbb{S}^{2M}_+} \text{trace}(U^H U_\perp T) \ \text{subject to} \ \text{trace}(U^H U h_k h_k^H U^H U T) \leq \alpha \ \text{for} \ k' < k, \]

\[ T[m,m] = 1 \ \text{for} \ m = 1, \ldots, 2M, \]

\[ \text{rank}(T) = 1, \]

which identifies the rank constraint as the only non-convex portion of the program. The convex relaxation is to simply the rank constraint, thereby producing our final formulation

\[ \minimize_{T \in \mathbb{S}^{2M}_+} \text{trace}(U^H U_\perp T) \ \text{subject to} \ \text{trace}(U^H U h_k h_k^H U^H U T) \leq \alpha \ \text{for} \ k' < k, \]

\[ T[m,m] = 1 \ \text{for} \ m = 1, \ldots, 2M. \]

This is a standard semidefinite program that can be solved using well-established techniques. As there is no guarantee that the above produces a rank-1 solution or that the solution will factor into binary vectors, we need a method for projecting back onto the original constraint set. This can be accomplished through a randomized search similar to that used in the MAXCUT algorithm [36–38]: we draw \( \mathbf{v} \sim \mathcal{N}(0, \mathbf{T}) \) and generate a candidate solution vector \( \hat{s}_k = \text{sign}(\mathbf{v}) \). This is repeated for a fixed number of iterations and whichever candidate solution satisfies the constraints and has the smallest objective value is chosen as the (approximate) solution.

This algorithm was used to produce the binary IQ MSE plots in Figure 6(c-d), which shows good recovery error despite the suboptimality of the measurements. To test how the binary IQ measurements fare in the presence of interfering signals we consider the same 256-element ULA scenario described in Section 7. We generate a binary-IQ \( \Phi \) using the described algorithm and observe the MSE as the interfering signal sweeps across the array. The results shown in 12(a) shows that MSE performance is generally worse than that achieved by the Slepian measurements. However, by oversampling (increasing \( K \)) we can achieve a reasonable level of performance. For instance setting \( K = 10 \) essentially achieves the same level of performance as a set of 7 Slepian measurements. Of course the binary IQ measurements are far less spectrally concentrated than the Slepian basis vectors, and hence increasing \( K \) does not improve performance at the same rate. As a more qualitative example we remove the interfering signal and estimate a series of \( \mathbf{y}_0 \) given a set of binary IQ measurements. We then perform digital beamforming via multiple fractional-delay filters to produce a single output. Figure 12(b) compares these results to a true-time delay and narrowband implementation, and as is apparent the transition to binary measurements results in no visually discernible loss in performance.
9 Conclusion

We have shown that by leveraging a robust Slepian subspace model it is possible to perform broadband beamforming in a manner distinct from traditional digital and true time delay beamforming. Furthermore, this method has the potential to significantly reduce the hardware complexity generally associated with broadband systems. Alongside formulating the method itself we have provided descriptions of fast Slepian techniques, temporal decimation schemes, signal isolation characteristics, and simplified measurement scheme designs. This supplementary material acts to bolster our argument that the system can be practically implemented at minimal hardware and computational cost. Ultimately we conclude that the proposed broadband beamforming technique may be a viable alternative to existing methods in a variety of applications.
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A Optimal linear measurements

Here we provide a quick argument that

\[
\maximize_{\Phi \in \mathbb{C}^{K \times M}} \text{trace} \left( R \Phi^H (\Phi R \Phi^H + \sigma^2 I)^{-1} \Phi R \right) \quad \text{subject to} \quad \| \Phi \| \leq 1, \tag{22}
\]

is solved (and hence (16) is minimized) when we take $\Phi$ to be the $K$ leading eigenvectors of $R$. This follows almost immediately from the von Neumann trace theorem \[39, \] [40, Chap. 7.4] which states: if $A$ and $B$ are $M \times M$ conjugate symmetric positive semi-definite matrices \[^{10}\] with eigenvalues $\lambda_1(A) \geq \lambda_2(A) \geq \cdots \geq \lambda_M(A)$ and $\lambda_1(B) \geq \lambda_2(B) \geq \cdots \geq \lambda_M(B)$, then

\[
\text{trace}(AB) \leq \sum_{m=1}^{M} \lambda_m(A) \lambda_m(B).
\]

If $A$ and $B$ have the same eigenvectors (when sorted based on the size of the corresponding eigenvalue), then equality above is achieved.

Let $R$ have eigenvalue decomposition $R = V \Lambda V^H$ (where the elements along the diagonal are sorted from largest to smallest). The search for $\Phi$ can be recast as the search for its singular value decomposition components $\Phi = U \Gamma W^H$, where $U$ is $K \times K$ and orthonormal, $\Gamma$ is $K \times K$ with strictly positive entries down its diagonal, and $W$ is $M \times K$ with orthonormal columns. Taking $Z = V^H W$, we have

\[
\text{trace}(R \Phi^H (\Phi R \Phi^H + \sigma^2 I)^{-1} \Phi R) = \text{trace}(V \Lambda Z U^H (U \Gamma Z^H \Lambda Z U^H + \sigma^2 I)^{-1} U \Gamma Z^H \Lambda V) = \text{trace}(\Lambda^2 Z (Z^H \Lambda Z + \sigma^2 \Gamma^{-2})^{-1} Z^H).
\]

This is the trace of the product of two $M \times M$ symmetric semi-definite matrices $\Lambda^2$ and $Z(Z^H \Lambda Z + \sigma^2 \Gamma^{-2})^{-1} Z^H$. The latter has only $K$ non-zero eigenvalues, and we can induce their first $K$ eigenvectors to be the same by taking $Z = \begin{bmatrix} 1 & 0 \\ 0 & \end{bmatrix}$, which happens when $W$ consists of the first $K$ columns of $V$, i.e. $W = V_K$. With this choice of $W$, we have

\[
\text{trace}(R \Phi^H (\Phi R \Phi^H + \sigma^2 I)^{-1} \Phi R) = \sum_{m=1}^{K} \lambda_m^2 \cdot \frac{1}{\lambda_m + \sigma^2 / \gamma_m^2},
\]

and we are left to choose the singular values $\{\gamma_m\}$ (note that there is no dependence on the left singular vectors $U$). As $\lambda_m \geq 0$ and $\sigma^2 \geq 0$, the expression $(\lambda_m + \sigma^2 / \gamma_m^2)^{-1}$ is monotonically increasing in $\gamma_m$, and so we want to choose each $\gamma_m$ as large as possible. If we have the restriction $\| \Phi \| \leq 1$, then it is optimal to take $\gamma_m = 1$ for $m = 1 \ldots, K$.

Thus the solution to (22) is $\Phi = U \Gamma_K$, where $U$ is any $M \times M$ orthonormal matrix. In other words, $\Phi^H \Phi$ is a projection onto the subspace spanned by the $K$ leading eigenvectors of $R$.

\[^{10}\] The theorem can be stated more generally in terms of the singular values of general matrices, but we will only need this special case below.
B  MSE in the presence of interfering signals

Here we show that term $\Phi R_I \Phi^H$ in (21) behaves favorably when $\Phi = V_K^H$ regardless of the choice in parameter $K$. To begin let $L = \sum_{\ell > 0} [2MW_\ell]$ and $\Phi = V_K^H$ for $K = [2MW_0]$. Given the eigen-decomposition $R_I = [U_L U_\perp] \Sigma [U_L U_\perp]^H$ we can write

$$\Phi R_I \Phi^H = [V_K^H U_L \ V_K^H U_\perp] \left[ \begin{array}{cc} \Sigma_L & 0 \\ 0 & \Sigma_\perp \end{array} \right] \left[ \begin{array}{cc} U_L^H V_K \\ U_\perp^H V_K \end{array} \right] = V_K^H U_L \Sigma_L U_L^H V_K + V_K^H U_\perp \Sigma_\perp U_\perp^H V_K.$$

The superposition of covariance matrices has a similar eigenvalue clustering behavior to the single interferer case such that $\| \Sigma_\perp \|$ is very small regardless of the behavior of $V_K^H U_\perp$. Furthermore, assuming the signals are spectrally well separated then in general the columns of $V_K$ and $U_L$ are approximately orthogonal such that $V_K^H U_L \approx 0$. Now let’s begin adding an additional $K'$ set of measurements such that $\Phi' = [V_K \ V_{K'}]^H$ so now

$$\Phi' R_I \Phi'^H = \begin{bmatrix} V_K^H U_L \Sigma_L U_L^H V_K \\ V_K^H U_L \Sigma_L U_L^H V_K \\ V_K^H U_L \Sigma_L U_L^H V_K \\ V_K^H U_L \Sigma_L U_L^H V_K \end{bmatrix} + \Phi' U_\perp \Sigma_\perp U_\perp^H \Phi'^H,$$

$$\approx \begin{bmatrix} V_K^H U_L \Sigma_L U_L^H V_K \\ V_K^H U_L \Sigma_L U_L^H V_K \\ V_K^H U_L \Sigma_L U_L^H V_K \\ V_K^H U_L \Sigma_L U_L^H V_K \end{bmatrix} + \tilde{\epsilon}_1 I,$$

$$\approx \begin{bmatrix} 0 \\ 0 \\ V_{K'}^H U_L \Sigma_L U_L^H V_{K'} \end{bmatrix} + \tilde{\epsilon}_1 I.$$

So we have a matrix that is generally small regardless of our choice in $K$ or $K'$ and a matrix that is approximately zero everywhere except its lower diagonal. Letting $Z = \Lambda_{K'} + (\tilde{\epsilon}_1 + \sigma^2) I + V_K^H U_L \Sigma_L U_L^H V_{K'}$ then

$$\mathbb{E}_{y_0, \ldots, y_{L-1}, n} \left\{ \| \hat{y} - y_0 \|^2 \right\} \approx \sum_{m=1}^{K} \gamma_0 \lambda_m \left( 1 - \frac{\gamma_0 \lambda_m}{\gamma_0 \lambda_m + \tilde{\epsilon}_1 + \sigma^2} \right) + \text{trace} \left( \Lambda_{K'} - \Lambda_{K'} Z^{-1} \Lambda_{K'} \right)$$

$$+ \sum_{m=K+K'+1}^{M} \gamma_0 \lambda_m,$$

so even when $\| Z \|$ is large it does not affect the MSE to a great extent since the trace term is generally small due to the eigenvalue clustering$^{11}$. Of course $\Lambda_{K'} \succeq \Lambda_{K'} - \Lambda_{K'} Z^{-1} \Lambda_{K'}$ so the MSE will never increase with an increase in the number of measurements. However, the degree to which this improves the MSE depends largely on $Z$. In summary, we expect that the addition of an interferer will most significantly affect the reconstruction along the lower variance principle axis of $R_0$ where a smaller portion of the energy in $y_0$ is contained.

The above discussion is meant to establish a very general framework for why the term $\Phi R_I \Phi^H$ does not affect the dominant terms in the MSE expression to a great extent. If we make further assumptions on the array this argument can be made far more precise. Consider a ULA and a “worst case” interferer that occupies the entire spectrum outside the signal of interest’s band such that $R_I \preceq \gamma_{\text{max}} (I - \gamma_0^{-1} R_0)$ where $\gamma_{\text{max}} = \max_{\ell > 0} \gamma_\ell$ and $R_0 = \gamma_0 V \Lambda V^H$. In this case $V_K = U_\perp$

$^{11}$This follows from the fact trace $(\Lambda_{K'} - \Lambda_{K'} Z^{-1} \Lambda_{K'}) \leq \text{trace} (\Lambda_{K'})$ and trace $(\Lambda_{K'})$ is generally small.
such that
\[
\Phi' R_I \Phi' = \begin{bmatrix} 0 & 0 \\ 0 & V_K^H U_L \Sigma_L U_L^H V_{K'} \end{bmatrix} + \begin{bmatrix} \Sigma_\perp & 0 \\ 0 & 0 \end{bmatrix}.
\]

From here we have \( \Sigma_\perp = \gamma_{max}(I_K - \Lambda_K) \) and \( V_K^H U_L \Sigma_L U_L^H V_{K'} = \gamma_{max}(I_{K'} - \Lambda_{K'}) \) and can subsequently bound the MSE by
\[
\mathbb{E}_{y_0,\ldots,y_{L-1},\eta} \left\{ \| \hat{y} - y_0 \|^2 | w \right\} \leq \sum_{m=1}^{K+K'} \gamma_0 \lambda_m \left( 1 - \frac{\gamma_0 \lambda_m}{\gamma_0 \lambda_m + \gamma_{max}(1 - \lambda_m) + \sigma^2} \right) + \sum_{m=K+K'+1}^{M} \gamma_0 \lambda_m.
\]

We note that for \( L' = \lceil 2MW_0 \rceil \) the \( k \)th largest eigenvalues satisfy
\[
\lambda_k \geq 1 - c_5 \exp \left( \frac{k - L'}{c_6} \right), \quad k \leq L',
\]
where \( c_5 \) and \( c_6 \) are known and reasonably small constants.\footnote{See [6, Cor. 1] for a precise statement of (23).} So the eigenvalues rapidly approach 1 as we recede from the edge of the plateau at \( k = L' \). Therefore the term \( 1 - \lambda_m \) will be very close to zero for \( m = 1, \ldots, K \) but may be substantially larger than 0 for \( m = K + 1, \ldots, K + K' \). If we consider the case of a large dynamic range disparity where \( \gamma_0 \ll \gamma_1 \) then the \( m = K + 1, \ldots, K + K' \) terms will become highly damped such that increasing \( K' \) past a certain point has a diminished effect on lowering the MSE.