THE IGNITION OF CARBON DETONATIONS VIA CONVERGING SHOCK WAVES IN WHITE DWARFS
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ABSTRACT

The progenitor channel responsible for the majority of Type Ia supernovae is still uncertain. One emergent scenario involves the detonation of a He-rich layer surrounding a C/O white dwarf, which sends a shock wave into the core. The quasi-spherical shock wave converges and strengthens at an off-center location, forming a second, C-burning, detonation that disrupts the whole star. In this paper, we examine this second detonation of the double detonation scenario using a combination of analytic and numeric techniques. We perform a spatially resolved study of the imploding shock wave and outgoing detonation and calculate the critical imploding shock strengths needed to achieve a core C detonation. We find that He detonations in recent two-dimensional simulations yield converging shock waves that are strong enough to ignite C detonations in high-mass C/O cores, with the caveat that a truly robust answer requires multi-dimensional detonation initiation calculations. We also find that convergence-driven detonations in low-mass C/O cores and in O/Ne cores are harder to achieve and are perhaps unrealized in standard binary evolution.
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1. INTRODUCTION

Despite decades of theory and observations, the nature of Type Ia supernova (SN Ia) progenitors remains a mystery. Until recently, the evolutionary scenario thought to be responsible for the bulk of SNe Ia was the “single degenerate scenario,” in which a C/O white dwarf (WD) accretes H-rich matter from a donor and ignites C in its core as it approaches the Chandrasekhar mass (Whelan & Iben 1973; Nomoto 1982b). However, recent work has revealed cracks in this scenario from a variety of angles (e.g., Leonard 2007; Nomoto et al. 2007; Shen & Bildsten 2007; Ruiter et al. 2009; Kasen 2010; Li et al. 2011; Schaefer & Pagnotta 2012). Studies of the “double degenerate scenario” (Iben & Tutukov 1984; Webbink 1984), which involves the growth of a C/O WD to the Chandrasekhar mass via the merger of two C/O WDs, have shown that it instead results in relatively quiescent C-burning rather than the violent deflagration or detonation necessary for a SN Ia (Nomoto & Iben 1985; Saio & Nomoto 1998; Yoon et al. 2007; Shen et al. 2012; Schwab et al. 2012).

Our focus in this work is on the “double detonation scenario,” in which a detonation in a He shell surrounding a C/O WD sends a shock wave into the C/O core. As this quasi-spherical shock wave converges toward a focal point, it strengthens and subsequently ignites a C-burning detonation (e.g., Livne 1990). The double detonation scenario neatly explains why shock interaction of the ejecta with large companions, significant H, and pre- and post-explosion companions are not detected in typical SNe Ia, and the scenario can provide a very good match to the observed SN Ia delay time distribution (Maoz et al. 2011; Ruiter et al. 2011). However, while the double detonation scenario was first invoked several decades ago, no study has adequately resolved the ignition of the second detonation. This is due to the large disparity between the scale of the WD (10^8–10^9 cm) and the lengthscales of C detonations (0.01–1 cm) at the relevant densities of $\rho = 10^7–10^8$ g cm$^{-3}$. This ~10 order-of-magnitude difference in length highlights the computational challenge of resolving the core detonation ignition in a full star simulation. As a result, studies that track the progress of the He shell detonation and the shock wave through the entire C/O core, which have a minimum resolution of ~10^6 cm (Fink et al. 2007, 2010; Sim et al. 2012; Moll & Woosley 2013), typically assume that if the minimum resolution element is compressed to high densities and temperatures, a C detonation is inevitable. However, this assumption has not yet been properly tested.

In this paper, we narrow our attention to an initially constant density volume surrounding the focal point of the converging shock wave in order to resolve the formation of the core detonation. We begin in Section 2 by outlining the evolutionary pathways that can lead to double detonations. In Section 3, we describe analytic results for planar detonations and spherically imploding shock waves. We use the numerical reactive hydrodynamics code FLASH (Fryxell et al. 2000) to follow the imploding shock wave and the ignition of the detonation in Section 4, and we find the critical spherical imploding shock strengths needed to achieve propagating spherical detonations. Our results support claims (e.g., Fink et al. 2007, 2010; Sim et al. 2010; Ruiter et al. 2011) that He shell detonations yield converging shocks that are strong enough to ignite detonations in high-mass C/O cores. However, detonations in smaller C/O cores are harder to ignite, and O/Ne cores appear to be prohibitively difficult to detonate. We summarize our work and conclude in Section 5.

2. EVOLUTION OF DOUBLE DETONATION PROGENITORS

The double detonation scenario was first considered in the context of prolonged mass transfer of He onto C/O WDs at
accretion rates $\sim 10^{-8} \, M_\odot \, \text{yr}^{-1}$ (Nomoto 1982a; Woosley et al. 1986; Livne 1990; Livne & Glasner 1990, 1991; Woosley & Weaver 1994; Livne & Arnett 1995). The mass donor in these early works was a $0.5 \, M_\odot$ He-burning sdB/sDo star, which yields relatively large ($\gtrsim 0.1 \, M_\odot$) He envelopes on the C/O accretor prior to He ignition. When convective shell burning progresses in these large envelopes, convective eddies become inefficient at carrying away the energy released in the thin burning layer, and a He detonation may develop (Taam 1980a, 1980b). The shock wave sent into the C/O core may be large enough to immediately ignite a C-detonation upon encountering the C-rich material, sometimes referred to as an “edge-lit” detonation, or may converge near the center of the core and form a detonation there (Nomoto 1982a; Livne 1990). In this paper, we will restrict our analysis to the latter, convergence-driven, channel.

While the energetics and nucleosynthesis from the C/O core detonation roughly matched SN Ia light curves, more detailed spectral comparisons failed because of the large amount of iron-group elements (IGEs) produced in the thick He shell detonation (Höflich & Khokhlov 1996; Nugent et al. 1997). Furthermore, the predicted binary population synthesis rate of explosions from such an evolutionary channel is too low to account for the bulk of SNe Ia, particularly in old stellar populations (Ruiter et al. 2011). It is also possible that at these relatively high densities, the dynamical He-burning progresses as a He deflagration instead of a detonation (Woosley & Kasen 2011), potentially yielding the newly discovered classes of SN 2002cx-like SNe Iax objects (Li et al. 2003; Phillips et al. 2007; Foley et al. 2009, 2013) or Ca-rich/O-poor transients (Perets et al. 2010; Kasliwal et al. 2012).

In more recent years, the possibility of He shell detonations in systems with dynamically stable mass transfer from a He WD donor was considered (Bildsten et al. 2007; Shen & Bildsten 2009; Shen et al. 2010; Kaplan et al. 2012). Because the resulting accretion rates are higher, the accumulated He shells at the onset of He-burning are 10–100 times less massive than in the non-degenerate He donor scenario. While subsequent work on double detonations predicted that even these small He shells would adversely affect observations (Fink et al. 2007, 2010; Kromer et al. 2010; Sim et al. 2010; Woosley & Kasen 2011), more recent multi-dimensional work allowing for post-shock radial expansion in the He layer suggests that He-burning will be truncated before significant production of IGEs (Townsley et al. 2012; Holcomb et al. 2013; Moll & Woosley 2013; Moore et al. 2013). A large amount of C/O pollution in the He layer, either dredged up from the core or produced during a phase of convective He-burning, may also prevent overproduction of IGEs (Kromer et al. 2010; Waldman et al. 2011).

Evolutionary scenarios involving the ignition of He detonations during dynamically unstable He+C/O or C+O+He WD mergers have also been studied recently. In these systems, He is present due to a He WD companion or from the small $10^{-3}$ to $10^{-2} \, M_\odot$ He layers that blanket C/O WDs (Iben & Tutukov 1985; Pakmor et al. 2013). These scenarios include detonations due to the interaction of the direct impact accretion stream with the previously accreted material (Guillochon et al. 2010; Raskin et al. 2012), contact-induced detonations during the tidal disruption phase of the merger (Dan et al. 2012; Pakmor et al. 2012), and detonations due to viscous heating of the post-merger configuration (Schwab et al. 2012). As in the evolutionary channel involving stable mass transfer from a He WD, the amount of He at densities high enough to produce IGEs during a subsequent He detonation in these dynamical scenarios is small. Thus, these He detonations may also avoid significant contamination of an ensuing SN Ia, especially after accounting for their multi-dimensional nature.

The double WD merger pathway has the additional benefit of yielding several H-rich ejection episodes prior to the dynamically unstable mass transfer and subsequent SN Ia (Shen et al. 2013). These ejection events occur because the H-rich layer surrounding the less massive WD is transferred in a dynamically stable fashion onto the more massive WD and is subsequently blown out of the system in classical nova-like events 300–1500 yr prior to the SN Ia. The absorption of the SN light by this previously ejected material yields features that match recent observations of circumstellar material surrounding 10%–30% of SNe Ia (Patat et al. 2007; Blondin et al. 2009; Simon et al. 2009; Sternberg et al. 2011, 2013; Foley et al. 2012; Maguire et al. 2013).

In summary, multiple evolutionary channels can yield a detonation in a He-rich layer surrounding a degenerate C/O core. While further work is required to probe the actual ignition of these He detonations, they remain a plausible outcome of mass transfer in some WD binaries. Throughout the rest of this work, we assume that the He detonation propagates successfully around the entire WD surface and sends a converging shock wave into the core. The focus of this paper is the convergence of this shock wave and the ignition of the second, C-powered, detonation.

3. PLANAR DETONATION AND SPHERICAL CONVERGING SHOCK ANALYTICS

To set the stage for our numerical reactive hydrodynamic simulations, we first consider the simpler problems of planar detonations and non-reactive spherically symmetric imploding shock waves.

3.1. Chapman–Jouguet Results for Planar Detonations

The framework used to calculate planar post-detonation conditions is often referred to as the CJ solution, after the original work of Chapman (1899) and Jouguet (1905). From mass, momentum, and energy conservation, and the assumption that the burned ashes move at the speed of sound in the shock’s rest frame, the CJ detonation velocity is $v_{\text{ CJ}} = \sqrt{2(\gamma - 1)}q$. Here $q$ is the energy per mass released from burning the fuel to ash, and the equation of state exponent, $\gamma$, is typically near 1.4 for our relevant conditions, but must be calculated self-consistently.

For our CJ calculations, we take the end state of burning to be $^{28}\text{Si}$ because our successful detonations quickly burn the C/O to a state of quasi-nuclear statistical equilibrium (quasi-NSE), consisting of isotopes with binding energies near that of $^{28}\text{Si}$. Given enough time, the material in the propagating detonations will burn all the way to NSE, which involves a mix of IGEs. However, this occurs on length scales and timescales that are orders of magnitude larger than required to burn to quasi-NSE. Since we are only concerned with small volumes surrounding the focal point, the successes of the detonations in this paper are determined solely by the binding energy released from converting C/O to quasi-NSE. Table 1 shows the CJ results under this assumption for our different initial conditions.

3.2. Non-reactive Spherically Symmetric Converging Shocks

We now consider the simplified case of spherically imploding shock waves in the absence of chemical reactions. These types
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studies of Chester (1954), Chisnell (1955, 1957), and Whitham (1957, 1958). Thorough analytic and numeric work on these imploding shock waves has already been performed (e.g., Guderley 1942; Stanyukovich 1960; Ze’lishov & Raizer 1967; Landau & Lifshitz 1987; Ponchaut et al. 2006; Kushnir et al. 2012), so we only summarize their results.

The strength of a spherically symmetric shock wave in a converging medium increases as the surface area of an imploding shock front decreases, and decreases as an exploding shock expands. The Mach number of the shock wave, \( M \), scales with the shock’s distance from the focal point as \( M \propto r^{\alpha} \) (Chisnell 1957), where

\[ \alpha = -2 \frac{M^2-1}{\lambda M^2}, \]

\[ \lambda = \left( 2\sigma + 1 + \frac{1}{M^2} \right) \left[ 1 + \frac{2(1 - \sigma^2)}{\sigma (\gamma + 1)} \right], \]

\[ \sigma^2 = \frac{(\gamma - 1) M^2 + 2}{2\gamma M^2 - (\gamma - 1)} \]

The equation of state exponents, sometimes referred to as \( \Gamma_1 \) and \( \Gamma_3 \), are presumed to be equal, as appropriate for the cases of ideal gas and radiation, and are denoted as \( \gamma \). In the limit of a strong shock with \( \gamma = 1.4 \), which will be relevant for our future calculations, the Mach number scales as \( M \propto r^{-0.39} \). Because \( \alpha \) depends implicitly on \( M \), it must be calculated numerically.

These results are derived under the assumption that the evolution of the previously shocked material does not significantly affect the shock properties and that \( \gamma \) remains the same before and after the shock. In spite of these assumptions, the analytic relations compare very well with numerical hydrodynamics results, as we show in the next section.

4. NUMERICAL REACTIVE HYDRODYNAMICS CALCULATIONS

Because of the non-linearity of nuclear burning, the addition of chemical reactions to the imploding shock formalism complicates the derivation of robust analytic results, although see Kushnir et al. (2012) for strong efforts in this direction. Thus, in this section, we extend the analytic CJ and CCW frameworks with numeric calculations that include nuclear burning.

We utilize the Eulerian hydrodynamics adaptive mesh refinement code, FLASH (Fryxell et al. 2000), which includes the Helmholtz equation of state (Timmes & Swesty 2000) and a 13-isotope nuclear burning network (Timmes et al. 2000a). All calculations are performed in one-dimensional spherical symmetry. Initially, all the material in the computational domain is at rest with a temperature of \( 10^7 \) K. Material within a sphere of radius \( r_0 \) has an initial density \( \rho_0 \). This sphere is surrounded by a shell with a higher density \( \rho_{\text{pert}} \) extending to the edge of the domain at a radius of \( 1.1r_0 \). The higher density in the shell implies a higher pressure, which creates the inwardly moving shock wave. An outflow (zero-gradient) boundary condition is turned off in zones within shock fronts. Convergence studies of the effects of the minimum resolution and the ratio of \( \rho_{\text{pert}}/\rho_0 \) were performed and are described Section 4.5.

4.1. Purely Hydrodynamic Converging Shocks

As a first test of the numeric code, we compare the evolution of a purely hydrodynamic (i.e., non-reactive) imploding shock wave to the analytic results from Section 3. Figure 1 shows radial pressure (top panel) and velocity (bottom panel) profiles of an imploding shock wave at 15 snapshots in time. The initial density is \( 3.2 \times 10^7 \) g cm\(^{-3}\), and the snapshots are separated by \( 5 \times 10^{-8} \) s and begin \( 7.5 \times 10^{-7} \) s before the shock wave has reached the focal point. Figure 2 shows the second half of this calculation, beginning just after the shock wave has reached the focal point and reversed its direction.

Figure 3 shows the post-shock pressure versus the position of the shock front for the same calculation shown in Figures 1 and 2. The relative pressure jump across a shock front is

\[ \frac{P_1}{P_0} = \frac{2\gamma M^2 - (\gamma - 1)}{\gamma + 1}. \]

so the power-law scaling of post-shock pressure with shock radius will be roughly twice as strong as the Mach number’s scaling; thus, \( P \propto r^{-0.79} \) for a strong shock with \( \gamma = 1.4 \). This relation is shown as a red dotted line in Figure 3. Both the imploding and exploding shock fronts follow this scaling fairly well. The outgoing shock has a higher normalization than the

| Composition | \( q \) (10\(^{31}\) erg g\(^{-1}\)) | \( \rho_0 \) (g cm\(^{-3}\)) | \( c_{\text{M}} \) (10\(^8\) cm s\(^{-1}\)) | \( \gamma \) | \( v_{\text{CJ}} \) (10\(^8\) cm s\(^{-1}\)) | \( M_{\text{CJ}} \) |
|-------------|-----------------|-----------------|-----------------|------|-----------------|----------|
| 0.5/0.5 \(^{12}\)C/\(^{16}\)O | 6.0 | 3.2 \times 10^6 | 2.69 | 1.35 | 9.9 | 3.7 |
| | | 1.0 \times 10^7 | 3.47 | 1.36 | 10.1 | 2.9 |
| | | 3.2 \times 10^7 | 4.37 | 1.38 | 10.4 | 2.4 |
| 0.7/0.3 \(^{16}\)O/\(^{20}\)Ne | 4.4 | 3.2 \times 10^6 | 2.69 | 1.37 | 8.8 | 3.3 |
| | | 1.0 \times 10^7 | 3.47 | 1.38 | 8.9 | 2.6 |
| | | 3.2 \times 10^7 | 4.36 | 1.39 | 9.0 | 2.1 |

Notes. Column 1: initial composition, by mass fraction; Column 2: specific energy release from converting the initial composition into pure \(^{28}\)Si; Column 3: initial density; Column 4: initial sound speed for an initial temperature of \( 10^7 \) K; Column 5: \( \gamma \) at CJ conditions; Column 6: CJ detonation velocity; Column 7: Mach number of CJ detonation with respect to the unburned material.
ingoing because it propagates outward into previously shocked and converging material.

### 4.2. Converging Shocks with Nuclear Reactions

When nuclear reactions are included, burning begins as the imploding shock wave approaches the focal point and the post-shock conditions reach burning temperatures and densities. Figures 4 and 5 show a calculation with the same initial conditions as the run in Figures 1 and 2, but with nuclear reactions turned on. As Figure 4 demonstrates, nuclear reactions yield an outwardly propagating detonation before the imploding shock wave has reached the focal point. The outgoing detonation can be seen as a growing spike in the pressure and velocity profiles.

Throughout this paper, we use the radius where the imploding shock velocity equals the planar CJ detonation velocity, \( r(v_{\text{shock}} = v_{\text{CJ}}) \), as a proxy for the strength of the initial imploding shock. A simulation with a larger value of \( r(v_{\text{shock}} = v_{\text{CJ}}) \) has a stronger initial shock. This radius is essentially equivalent to the point at which heating due to nuclear reactions overtakes compressional heating due to the converging shock flow. For the fiducial calculation shown in Figures 4 and 5, this radius is \( r(v_{\text{shock}} = v_{\text{CJ}}) = 96 \text{ cm} \), as shown as a dotted line.
by the location of the maximum of the energy generation rate (0.3 cm), and trailed by the $^{16}$O consumption lengthscale (1.4 cm). Note that while the first reactions to take place behind the shock front are $^{12}$C+$^{12}$C self-reactions, the burning material soon approaches quasi-NSE, consisting primarily of $^{28}$Si and $^{32}$S. Due to the much higher temperatures reached near the focal point, which is $2.7 \times 10^3$ cm farther downstream and not shown in the figure, the composition of the detonation ashes is much closer to full NSE.

Figure 7 shows a summary of these measures of the detonation lengthscale versus upstream density for calculations with successfully propagating detonations. The initial mass fractions are $X_{^{12}C} = X_{^{16}O} = 0.5$. As in Figure 6, the shortest lengthscale is the distance to the location where $X_{^{12}C}$ has been halved, labeled $l_{^{12}C}$. The location of the maximum of the energy generation rate, labeled $l_\epsilon$, is at a distance that is a factor of 1–2 longer than $l_{^{12}C}$. The lengthscale for $^{16}$O to be halved, labeled $l_{^{16}O}$, is significantly longer than both $l_{^{12}C}$ and $l_\epsilon$. The values of these length scales are in good agreement with previous work (Khokhlov 1989; Gamezo et al. 1999).

### 4.3. Successful versus Unsuccessful Detonations

The success of a detonation depends on the initial strength of the imploding shock. Figures 8 and 9 compare a successfully propagating detonation and an unsuccessful detonation, respectively. Both figures show radial profiles of the pressure (black lines), normalized to $10^{26}$ dyne cm$^{-2}$, and of the $^{12}$C mass fraction (red lines) at the same relative time in each simulation, measured from the moment when the imploding shock wave reaches the focal point. Both calculations begin with an initial density of $3.2 \times 10^7$ g cm$^{-3}$, but the outer boundary for the calculation in Figure 8 is at $2.75 \times 10^3$ cm, while the simulation in Figure 9 has an outer boundary at $1.375 \times 10^3$ cm. As a result, the length scales and timescales in the successful calculation are twice as large as in the unsuccessful run. The larger value of $r(v_{\text{shock}} = v_C)$ in Figure 8 implies a larger initial shock strength, which is why it forms a successfully propagating
detonation, as demonstrated by the superposition of the shock front and the compositional discontinuity. The simulation with the weaker initial shock fails to yield a detonation, as shown by the lack of coupling of the shock front and the compositional discontinuity, whose velocity in mass space has stalled. Therefore, as we show in the next section, our critical radii are 300–104 times larger than the detonation lengthscales for material at the initial density.

The second major effect is due to the spherical curvature of the detonation front. As the post-shock, but pre-burned, material expands, the density and temperature are reduced and nuclear reactions proceed at a slower pace than for a planar detonation at the same velocity. Furthermore, when burning releases most of its energy at some finite distance \( \sim l_s \) behind the shock, it powers a shock front with a larger surface area than in the planar case. The effect of curvature increases the critical radius by an additional factor of three as compared to \( l_s \), so that the critical radius found by Seitenzahl et al. (2009) was \( 3 \times 10^5 \) to \( 10^6 \) times larger than the detonation lengthscale, \( l_s \).

However, as we show in the next section, our critical radii are 300–104 larger than the detonation lengthscales for material at the initial density. This somewhat smaller increase is due to the converging shock flow: the outwardly moving detonation propagates into previously shocked material, which consequently has a shorter detonation lengthscale than it would if it had the initial unshocked density.

### 4.4. Critical Shock Strength for Successful Detonations and Connection to Multi-dimensional Simulations

By varying the size of the computational domain and thus the implooding shock strength, we can map the regions of parameter space that yield successful or unsuccessful detonation ignitions. Figure 10 shows this dividing line at different initial densities, characterized by the radius at which the implooding...
shocks that are too weak to yield successful detonations in resolved simulations.

Detonations can propagate successfully in unresolved simulations for the imploding shock wave at a given time by calculating the required approximation. We first estimate the radius of...USD.

also shown in Figure 10 are approximations of radii at which the converging shock wave reaches the CJ velocity from two-dimensional full star hydrodynamic simulations of double detonations. The diamond, circle, and triangle represent calculations with the PROMETHEUS code (Fryxell et al. 1989) of 0.45 $\odot$ C/O core + 0.21 $\odot$ He shell (Model L of Sim et al. 2012), 0.81 + 0.13 $\odot$ C (Model 1 of Fink et al. 2010), and 1.03 + 0.06 $\odot$ C (Model 3 of Fink et al. 2010) simulations, as labeled. The square represents a 1.02 + 0.03 $\odot$ simulation (D. Townsley 2013, private communication) calculated with FLASH (Fryxell et al. 2000). The smallest resolution in these multi-dimensional simulations is 1–3 $\times$ 10$^6$ cm. The He detonation in each of these simulations is initiated at a point.

Since the converging shock waves in the multi-dimensional simulations are somewhat aspherical, a direct mapping of their shock strengthening to our spherically symmetric calculations requires an approximation. We first estimate the radius of the imploding shock wave at a given time by calculating the enclosed volume within the shock, $V_{enc}$, and then inferring the spherically averaged radius, $(3V_{enc}/4\pi)^{1/3}$. The time evolution of this quantity is used to estimate the shock’s inward velocity at two radii, from which the value of the shock strengthening scaling is deduced. These quantities are then used to estimate the radius at which the imploding shock reaches the CJ velocity, which is always > 10 km.

The spherically averaged strength of the imploding shock in these multi-dimensional simulations is many orders of magnitude above our critical values for initial densities $\gtrsim$10$^7$ g cm$^{-3}$, which is the central density of a 0.8 $\odot$ WD. Thus, it appears that propagating He detonations can robustly ignite high-mass C/O cores via converging shock waves, even when the small 0.01–1 cm C detonation lengthscales are resolved. However, given the much higher critical $r(v_{\text{shock}} = v_{\text{CJ}})$ at lower densities, detonations in lower-mass C/O cores are not as certain. A complete analysis of double detonation ignition necessitates adequately resolved multi-dimensional simulations.

4.5. Convergence Studies

To verify that our results are converged, we performed a suite of simulations for each of our three values of $\rho_0$, using three ratios of $\rho_{\text{pert}}/\rho_0 = 1.1, 1.2,$ and 1.5 and varying the minimum resolution. One representative convergence study is shown in Figure 11, which demonstrates the effect on the critical value for $r(v_{\text{shock}} = v_{\text{CJ}})$ when the minimum resolution is varied for an initial density of $\rho_0 = 10^7$ g cm$^{-3}$ and perturbed density $\rho_{\text{pert}} = 1.5\rho_0$. Black circles denote simulations with successful detonations; red crosses mark those with failed detonations. The necessity of resolving the burning lengthscale (~0.3 cm for this example) is made clear in simulations with inadequate resolution, which can have successful detonations for imploding shocks that reach the CJ velocity at radii 20% smaller than the true critical value of 1000 cm.

Figure 12 shows the upper and lower bounds on the critical values for $r(v_{\text{shock}} = v_{\text{CJ}})$ for various ratios of the perturbed density to the initial density, or alternatively, the ratio of $r(v_{\text{shock}} = v_{\text{CJ}})$ to the size of the computational domain, for our three initial densities as labeled. Smaller critical values of $r(v_{\text{shock}} = v_{\text{CJ}})$ are found for simulations with larger $\rho_{\text{pert}}/\rho_0$. This is due to the zero-gradient boundary condition at the outer edge of the grid. The density and pressure of the once-shocked imploding material at a fixed time should decrease with increasing radius. The zero-gradient condition thus implies densities and pressures of the inflowing material that are higher than they should be, and when the detonation propagates into this material, the burning lengthscales are correspondingly shorter. This in turn yields a smaller critical value for $r(v_{\text{shock}} = v_{\text{CJ}})$.
It is thus important to ensure that the value of $\rho_{\text{pert}}/\rho_0$ is low enough to remove the effect of the outer boundary condition. The critical values of $r(v_{\text{shock}} = v_{\text{CJ}})$ do indeed converge by $\rho_{\text{pert}}/\rho_0 = 1.1$ for the higher initial densities of $10^3$ and $3.2 \times 10^7$ g cm$^{-3}$. In contrast, the derived critical value for the lowest initial density of $3.2 \times 10^7$ g cm$^{-3}$ is not fully converged even at our lowest value of $\rho_{\text{pert}}/\rho_0 = 1.1$, and the computational cost of probing lower values of $\rho_{\text{pert}}/\rho_0$ became prohibitive. However, the exhibited trend implies only a small change to this value for smaller perturbations. More importantly, the size of the domain for these lowest density simulations approaches the size of a WD, and our assumption of a constant initial density throughout the unperturbed region breaks down. The critical shock strength for this density should thus only be viewed as an approximation, and very likely a lower limit.

4.6. Comparison to Other Work on C Detonation Initiation

Kushnir et al. (2012) performed an earlier study of detonation initiation from imploding shock waves. While they apply a more generalized analysis to the problem and focused on reactions with Arrhenius-type temperature dependences, their order-of-magnitude estimate for C/O fuel with $\rho_0 = 10^7$ g cm$^{-3}$ is $r(v_{\text{shock}} = v_{\text{CJ}}) = 10^3$ cm, which is in good agreement with our results.

The spontaneous initiation of spherical C detonations from regions with perturbed temperatures, but unperturbed velocities, has been previously explored by Arnett & Livne (1994), Niemeyer & Woosley (1997), Röpke et al. (2007), and Seitenzahl et al. (2009). These authors calculate the critical sizes of hot regions that ignite and yield propagating detonations for various parameterizations of the temperature profile. Direct comparison of our results to theirs is difficult, as the density ahead of the outwardly propagating detonation in our calculations changes with time, but for a density of $3 \times 10^7$ g cm$^{-3}$ and surrounding temperature of $10^9$ K, Seitenzahl et al. (2009) find critical radii ranging from $3 \times 10^7$ to $10^5$ cm, depending on the temperature profile of the initiating volume. The detonation lengthscale at this density is $\approx 0.3$ cm, so the ratio of their critical radius to detonation lengthscale is $10^4$ to $3 \times 10^5$.

In our calculations, for an initial density of $3.2 \times 10^7$ g cm$^{-3}$, our critical radius is $\approx 100$ cm, significantly smaller than the lower end of Seitenzahl et al. (2009)’s results. This is unsurprising because the outward detonation in our case initially propagates into previously shocked material, whose higher density yields smaller detonation lengthscale. For this initial density of $3.2 \times 10^7$ g cm$^{-3}$, the newly formed detonation propagates into material with density $> 10^9$ g cm$^{-3}$ and temperature $\approx 10^9$ K. Extrapolating Seitenzahl et al.’s (2009) results to these high densities yields a range of critical radii that overlap our value of $100$ cm.

4.7. O/Ne Calculations and the Effect of Composition

We have also performed analogous calculations simulating the interiors of O/Ne WDs, with mass fractions of $X_{\text{O}} = 0.7$ and $X_{\text{Ne}} = 0.3$. However, the increased Coulomb barrier for O-burning results in a much longer detonation lengthscale, which is even larger by a factor of $\approx 10^5$ than the O-consumption lengthscale in a propagating C detonation shown in Figure 7, because O-burning is enhanced in that case by the presence of $^4$He nuclei liberated during C-burning. Thus, much higher imploding shock strengths and larger simulation volumes are required to achieve a successful detonation, which makes resolution of the detonation structure difficult. As a result, none of our O/Ne runs that spatially resolved the burning length scales yielded a successfully propagating detonation.

Seitenzahl et al. (2009) explored the effect of composition on the spontaneous initiation of detonations and found that decreasing the initial carbon mass fraction from $X_{\text{IC}} = 0.5$ to $X_{\text{IC}} = 0.3$ for one of their simulations increased the critical radius for detonation ignition by a factor of $10^8$. Extrapolating their results to $X_{\text{IC}} = 0.5$, and thus it is unsurprising that we have not resolved a successful O/Ne detonation in our calculations.

If the critical radii for O/Ne detonations are as much as $10^6$ times larger than for C/O detonations, Figure 10 suggests that double detonations do not occur if the WD core is C-deficient. This may explain why detonations of O/Ne WDs, which have masses $\geq 1.2M_\odot$, and would yield overluminous SNe Ia with relatively fast light curve evolution, have not been observed (Sim et al. 2010).

5. CONCLUSIONS

In this paper, we have performed numerical calculations that spatially resolve the ignition of the core C detonation in the double detonation scenario. We have calculated the minimum inward shock strength necessary to achieve a successful outwardly propagating detonation and found that ignition in high-mass C/O cores is plausible if a He shell detonation occurs. However, O/Ne cores and low-mass C/O cores are harder to ignite, and converging shock waves in such WDs may fail to detonate.

Systems for which the converging shock wave is too weak to initiate a core detonation, either because of low densities or low C abundance, will not lead to SNe Ia. Since only a small volume near the focal point is heated significantly, this material will just expand, rise buoyantly, and redistribute its entropy without leading to sustained convection or the birth of a deflagration. However, the radioactive decay of the He detonation ashes in such systems will yield a faint and rapidly evolving “Ia” supernova (Bildsten et al. 2007; Shen & Bildsten 2009; Shen et al. 2010; Waldman et al. 2011).

The possibility certainly remains that non-double detonation progenitor channels succeed and contribute to the observed SN Ia population. For example, the growing class of SNe Ia that exhibit strong interaction with nearby H-rich circumstellar material may in fact be due to the single degenerate scenario (Hamuy et al. 2003; Aldering et al. 2006; Dilday et al. 2012; Silverman et al. 2013a, 2013b). However, such SNe Ia are relatively rare. Our work, which puts the success of the core ignition on firmer theoretical ground, makes the growing evidence that double detonations provide a dominant fraction of SNe Ia even more attractive.

While our one-dimensional calculations suggest that double detonations are quite plausible for high-mass C/O WDs, multi-dimensional simulations are still necessary to ensure the robustness of the ignition mechanism, especially with respect to the asphericity of the actual converging shock waves seen in full star simulations. One possible issue is detonation instability, as seen in the case of imploding detonations (Devore & Oran 1992; Oran & DeVore 1994). A related complication is the multi-dimensional cellular structure of detonations (Timmes et al. 2000b), which can increase their burning length scales. Furthermore, the WD core will be rotating; we expect that as long as the rotation speeds are very subsonic, they will not affect
the propagation of the shock waves, but this requires explicit confirmation. The resolution of these issues awaits future multidimensional studies.
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