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### Evaluation Matrix

Translation quality of best system for test set `newstest2019` using metric `BLEU-cased`.

| Output Language |
|-----------------|
| Czech 19.3 |
| German 42.8 |
| English 27.4 |
| Finnish 33.0 |
| French 35.0 |
| Gujarati 24.9 |
| Kazakh 30.5 |
| Lithuanian 36.3 |
| Russian 40.2 |
| Chinese 39.9 |

### Scores

- **Czech** to **German**: 20.1
- **English** to **French**: 28.2
- **French** to **Kazakh**: 11.1
- **Kazakh** to **Russian**: 20.1
- **Russian** to **Chinese**: 36.3
- **Italian** to **Greek**: 44.6
| Language  | Output Language | Czech | German | English | Finnish | Gujarati | Kazakh | Lithuanian | Russian | Chinese |
|----------|-----------------|-------|--------|---------|---------|----------|--------|------------|---------|---------|
| Input Language | 19.3       | 20.1  | 29.9   | 33.0    | 35.0    | 24.9    | 30.5   | 36.3       | 40.2    | 39.9    |
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2. We are still measuring: difficulty of *translation and generation*
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  • 20 [○ → en] Transformers
  • 20 [en → ○] Transformers

Results

• For fixed target, BLEU and XMI correlate well! ✓
• Check our paper for more correlations
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en- ∘ is easier than ∘ -en!
Correlations with XMI?

The usual: type-token ratio... but on the source side!

| Spearman’s $\rho$ | Metric     | $\text{∅} \rightarrow \text{en}$ | en $\rightarrow \text{∅}$ | both     |
|------------------|------------|-----------------|-----------------|---------|
| Mielke et al. (2019) | MCC_{src} | nope            | nope            | maybe?  |
|             | MCC_{tgt} | nope            | nope            | maybe?  |
|             | ADL_{src} | nope            | nope            | nope    |
|             | ADL_{tgt} | nope            | nope            | maybe?  |
|             | HPE-mean_{src} | nope         | nope            | maybe?  |
|             | HPE-mean_{tgt} | nope         | nope            | maybe?  |
| Lin et al. (2019) | genetic    | nope            | nope            | nope    |
|             | syntactic  | nope            | nope            | nope    |
|             | featural   | nope            | nope            | nope    |
|             | phonological | nope          | nope            | nope    |
|             | inventory  | nope            | nope            | nope    |
|             | geographic | nope            | nope            | nope    |
| Lin et al. (2019) | word number ratio | maybe?        | nope            | maybe?  |
|             | TTR_{src}  | maybe?          | –               | -0.51   |
|             | TTR_{tgt}  | –               | nope            | maybe?  |
|             | $d_{TTR}$  | maybe?          | nope            | -0.47   |
|             | word overlap ratio | nope        | nope            | nope    |
Where to go from here?
Where to go from here?

- Cross-mutual information (XMI)
Where to go from here?

- Cross-mutual information (XMI)
  - A metric for translation difficulties between *any* two directions
Where to go from here?

- Cross-mutual information (XMI)
  - A metric for translation difficulties between *any* two directions

- No linguistic correlations, but TTR... again
Where to go from here?

- Cross-mutual information (XMI)
  - A metric for translation difficulties between *any* two directions

- No linguistic correlations, but TTR... again
  - Let’s scale this up and evaluate more pairs!
Where to go from here?

• Cross-mutual information (XMI)
  • A metric for translation difficulties between any two directions

• No linguistic correlations, but TTR... again
  • Let’s scale this up and evaluate more pairs!
  • Let’s build better models!
Where to go from here?

• Cross-mutual information (XMI)
  • A metric for translation difficulties between *any* two directions

• No linguistic correlations, but TTR... again
  • Let’s scale this up and evaluate more pairs!
  • Let’s build better models!

Code available online at [https://github.com/e-bug/nmt-difficulty](https://github.com/e-bug/nmt-difficulty)