Transition scenario in hypersonic axisymmetrical compression ramp flow
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A high-fidelity simulation of the shock/transitional boundary layer interaction caused by a 15-degrees axisymmetrical compression ramp is performed at a freestream Mach number of 5 and a transitional Reynolds number. The inlet of the computational domain is perturbed with a white noise in order to excite convective instabilities. Coherent structures are extracted using Spectral Proper Orthogonal Decomposition (SPOD), which gives a mathematically optimal decomposition of spatio-temporally correlated structures within the flow. The mean flow is used to perform a resolvent analysis in order to study non-normal linear amplification mechanisms. The comparison between the resolvent analysis and the SPOD results provides insight on both the linear and nonlinear mechanisms at play in the flow. To carry out the analysis, the flow is separated into three main regions of interest: the attached boundary layer, the mixing layer and the reattachment region. The observed transition process is dependent on the linear amplification of oblique modes in the boundary layer over a broad range of frequencies. These modes interact nonlinearly to create elongated streamwise structures which are then amplified by a linear mechanism in the rest of the domain until they break down in the reattachment region. The early nonlinear interaction is found to be essential for the transition process.

1. Introduction

Shock wave-boundary layer interaction (SBLI) is a classical problem of hypersonic flight since shocks appear in the vicinity of any geometrical discontinuity, such as control surfaces. There are two canonical cases for the study of SBLI at high supersonic/hypersonic speed: impinging oblique shock-boundary layer interaction (OSBLI) and SBLI caused by compression ramps. In both cases, the adverse pressure gradient imposed by the shock will, if it is strong enough, cause the separation of the boundary layer (BL) and thus create a separation bubble. The shock-bubble system brings one of the main limitations of SBLI on high-velocity flight: they tend to initiate low-frequency large-scale motion in the flow, causing, among other things, unsteady thermal loading. Clemens & Narayanaswamy (2014) presented and interpreted results from recent studies on that subject. This low-frequency dynamics is an important feature of SBLI, and may be linked to an unstable global mode of the recirculation bubble. Most of the studies on the subject focused on turbulent boundary layers, for instance with the direct numerical studies of Adams (2000); Wu & Martin (2007) or Priebe & Martín (2012). However, taking into account the transitional process is essential when designing hypersonic vehicles. Bur & Chanetz (2009) studied the impact of transition through a SBLI on the European pre-X demonstrator and showed how crucial it is to get a better understanding of the transitional process for
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this type of flows. For instance, the wall heat-flux peak, another main limiting factor of hypersonic flight, could be more than 20 to 30% higher than the turbulent one in the transition region. Along this line, Benay et al. (2006) experimentally studied a canonical case of SBLI and documented the impact of transition on the topology of the flow and the heat fluxes on the model. However, their study did not bring any information on the transition dynamics. More recently, the interest for the transition process seems to be growing, Hildebrand et al. (2018) conducted a DNS and a global stability analysis on a OSBLI at a transitional Reynolds number, but focused mainly on the globally unstable mode of the separated region rather than on convective instabilities developing along the geometry. Yet, Arnal (1989) showed that the transition process in hypersonic flow is highly dependent on receptivity, making the amplification of free-stream disturbances via the non-normality of the linearized Navier–Stokes operator (Schmid 2007) a better candidate than the linear growth of an unstable global mode. While some boundary layer instabilities such as Mack (1975) second mode are already known to locally dominate the hypersonic flat plate boundary layer, many studies (Fasel et al. 1993; Chang & Malik 1994; Laible et al. 2009; Mayer et al. 2011; Franko & Lele 2013, 2014; Fasel et al. 2015) show that it is not the only possible cause of transition: oblique breakdown, which is linked to the streaks created by the non-linear interaction of first oblique modes is also a possible candidate. This mechanism was first discovered by Thumm (1991) (see also Fasel & Thumm (1991); Fasel et al. (1993)) for a supersonic (Mach 1.6) boundary layer using DNS. It was shown that the nonlinear interaction of a pair of oblique waves with opposite spanwise wavenumbers generates steady streamwise structures with twice the spanwise wavenumber which grow rapidly in the streamwise direction. Schmid & Henningson (1992) then confirmed for a plane channel flow that this mechanisms may also be relevant for incompressible flows. In this context, it is not possible to identify a priori a single dominant transition mechanism for a Mach 5 SBLI.

Another open debate is the origin of the steady longitudinal structures that appear in hypersonic compression ramp flows, and which often seem to be crucial in the transition process. Some studies suggest that they are due to centrifugal effects and are thus Görtler vortices. Navarro-Martinez & Tutty (2005) performed a DNS of a hypersonic compression ramp and proposed that the development of steady eddies was linked to centrifugal effects. They also indicated that these vortices were responsible for a spanwise inhomogeneity and an increase of the peak heat flux at reattachment of the order of 20%. That kind of heat or friction streak has been observed in many experiments (Benay et al. 2006; Murray et al. 2013). Using optical measurement techniques, Zhuang et al. (2018) also showed the presence of elongated vortical structures in an OSBLI case, which they associated with Görtler vortices. However, the mechanism proposed by Görtler (1940) is not the only one that can lead to the amplification of steady vortices. For instance, Dwivedi et al. (2019) showed that a baroclinic mechanism could also lead to the growth of such structures. Another possible mechanism would be the 'lift-up' effect such as pointed by the work of Bugat et al. (2019) (albeit for attached boundary layer only). It is unclear if these vortices are directly due to any of these mechanisms or if the already discussed non-linear interaction linked to oblique breakdown plays a role.

The work presented in this paper aims at describing the transition scenario in a hypersonic flow along an axisymmetrical compression ramp. To do so, a Quasi Direct Numerical Simulation (QDNS, such as defined by Spalart (2000)) is carried out. A white-noise perturbation is introduced in the inlet of the computational domain, in order to excite convective instabilities in the flow. The unsteady data are then analysed using Spectral Proper Orthogonal Decomposition (SPOD) to extract coherent unsteady features. To get a better physical understanding of the flow, a non-normal linear stability
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Figure 1. Schematic of a compression ramp, showing the topology of the flow with first the attached BL, then the SBLI, followed by the separated region caused by the adverse pressure gradient and finally the reattachment.

analysis (a resolvent analysis) is conducted on the mean flow associated with the QDNS and compared to the SPOD results.

The geometry and flow parameters are based on an experimental and numerical database from ONERA that has been studied by Benay et al. (2006) and Bur & Chanetz (2009) among others. The geometry under study is a hollow cylinder-flare. Some key features of the configuration and the flow are presented in figure 1. The model is a cylinder of diameter $D = 131\, mm$ and length $L = 252\, mm$, followed by a 15-degree flare. The total length of the geometry is 350mm. Free-stream conditions are presented in table 1 and are based on the $Re_L = 1.9 \times 10^6$ case studied by Benay et al. (2006), the free-stream Mach number is set to 5. These specific flow conditions have been chosen as they led to a transition in the interaction region during the experiments at the ONERA R2Ch blowdown facility conducted by Benay et al. (2006). The Reynolds number based on the momentum thickness computed at the separation point is equal to $Re_\theta = 724$.

The article is organised as follows: section §2 presents the QDNS setup and provides both theoretical and practical details about the tools used for post-processing and analysing the unsteady data (SPOD and global energy computation). Section §3 then introduces the resolvent analysis theory and presents the numerical strategy used in the article to carry out tridimensional resolvent analyses. The following section §4 focuses on the results of these analyses. In particular, the three regions of interest (attached boundary layer, mixing layer, and reattachment region) are studied in different subsections, following a methodology explained at the beginning of the section. Finally, before concluding in §6, the results are summarised in §5, where we also provide an overall view of the proposed scenario for the transition process.

2. Numerical simulations

2.1. Quasi-direct numerical simulation setup

A QDNS of the 3D unsteady flow has been performed using the high-performance finite volumes multi-block structured FAST (Flexible Aerodynamic Solver Technology) compressible Navier–Stokes solver from ONERA (Pérón et al. 2017). The temperature of the wall is imposed at 290K to reproduce the experimental conditions of Benay et al. (2006); Bur & Chanetz (2009). Standard supersonic inflow, outflow and farfield conditions are used for the other boundaries. These are characteristics-based boundary conditions that avoid numerical reflections. The computational domain spans over 60 degrees in the azimuthal direction with periodic boundary conditions on the sides. This
\[ T_\infty \quad 86.6 \text{ K} \\
M_\infty \quad 5 \\
P_\infty \quad 1228 \text{ Pa} \\
U_\infty \quad 933 \text{ m/s} \\

T_{wall} \quad 290 \text{ K} \\

\begin{align*}
Re_\theta & \quad 724 \\
\delta & \quad 1.975 \text{ mm} \\
\frac{\delta}{R} & \quad 0.03 \\
L_{sep} & \quad 129 \text{ mm}
\end{align*}

Table 1. Free-stream conditions and characteristic values for the simulation, the Reynolds numbers based on momentum thickness and displacement thickness are computed upstream of the separation point.

\begin{align*}
\text{Grid size} & \\
\quad n_x & \quad 1409 \\
\quad n_r & \quad 204 \\
\quad n_\theta & \quad 600
\end{align*}

Table 2. Grid for the QDNS.

numerical periodicity, which is necessary for the simulation to be affordable, constrains the azimuthal wavenumbers that may exist within the simulated fields, which can only be multiples of 6. To excite convective instabilities, noise is injected at the upstream inlet of the domain (see §2.2 for details).

The domain is discretised using a structured axisymmetric mesh whose main parameters are presented in table 2. The mesh sizing (presented in appendix C) is such that the flow upstream of the reattachment point is fully resolved with respect to DNS standards. On the flare, where the flow becomes turbulent and the wall-shear-stress is maximum, the sizing of the mesh becomes slightly under-resolved, and corresponds to a highly resolved LES of SBLI (Garnier et al. 2002; Teramoto 2005; Bonne et al. 2019) rather than a DNS. Therefore, the computation corresponds to a QDNS such as described by Spalart (2000), since the resolution is in between the typical LES and DNS resolution (Garnier et al. 2009; Georgiadis et al. 2010).

A mesh corresponding to a strict DNS in the reattachment region of the flow would require about ten times more grid points, which would drastically increase the computational cost and make the SPOD analysis impossible. However, the dynamics of the reattachment region is not the primary focus of this paper. The goal instead, is to capture the mechanisms of transition, which are driven by coherent structures developing upstream of the reattachment indeed. Therefore, we only need DNS resolution upstream of the transition point and LES resolution downstream, provided the feedback from the downstream region is negligible. This hypothesis was checked by performing a full-fledged DNS over a long enough period of time to converge the mean flow and transition point (but too short for SPOD analysis). Results shown in appendix C indicate that our quasi-DNS trade-off yields an accurate description of both and may therefore be considered appropriate for studying transition, at a fraction of the cost. This conclusion is in line with
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Figure 2. Isosurface of Q criterion \( (Q = 9 \times 10^{-6} \frac{U^2}{\delta^2}) \) coloured by density and numerical Schlieren visualisation for an instantaneous snapshot of the QDNS.

previous studies (Teramoto 2005) which already showed that LES may be a satisfactory tool for the study of transition in such flows.

Viscous fluxes are computed using a second-order centered scheme, and convective fluxes are computed using the second-order upwind AUSM(P) scheme proposed by Mary & Sagaut (2001) with a third-order MUSCL reconstruction. The use of an upwind scheme is important in the under-resolved zone of the computation as it maintains the smoothness of the solution by offsetting the energy cascade (Spalart 2000) as is commonly done for Monotonically Integrated Large Eddy Simulation (MILES). This version of the AUSMP(P) was already successfully used by Bonne et al. (2019) in their MILES of an OSBLI case. The time integration is performed via an explicit third order 3-steps Runge-Kutta scheme. The time step is set to \( 10^{-8} \) s to ensure a CFL number lower than 0.5 in the whole domain.

An isosurface of the Q criterion \( (Q = 9 \times 10^{-6} \frac{U^2}{\delta^2}) \) coupled to a numerical Schlieren visualisation of one snapshot from the DNS is presented in figure 2. It shows the three main regions of interest of the study: the attached boundary layer upstream from the interaction, then the mixing layer between the separation shock and the reattachment point, and finally the reattachment region.

2.2. Inlet perturbation

As mentioned in §2.1, noise is added at the inlet of the domain to excite all possible convective instabilities In several papers (Mayer et al. 2011; Franko & Lele 2013, 2014),
the inlet disturbance is chosen in order to excite a particular instability mechanism within the boundary layer. In the present work, it was chosen not to decide a priori which mechanism was going to be dominant and to let all of them compete in the simulation. Consequently, a generic spatio-temporally white perturbation has been injected at the inlet, which is able to excite vortical, acoustic, and entropic modes. This is reminiscent of the work of Hader & Fasel (2018), who injected broadband pressure fluctuations into their numerical simulation to study natural transition mechanisms in hypersonic boundary layers. Note that other choices of generic disturbances may have been considered. The particular receptivity of the chosen noise is studied in the article.

It is worth mentioning that the amplitude of the inlet noise is not a free-stream turbulence level and cannot be linked directly to the turbulence level of the R2ch blowdown facility. The article does not aim at reproducing the actual free-stream noise of the hypersonic wind tunnel, which is composed of various complex fluctuations (Schneider 2008) with noise radiating from the nozzle and shear layer plus possible perturbations coming from the upstream parts of the blowdown tunnel. Instead, it aims at studying a flow configuration with a generic inlet disturbance, which excites a variety of modes that would develop, compete, and interact together.

However, injecting true spatio-temporally white noise raises numerical difficulties as spatial schemes are not designed to work with very short wavelength oscillations (of the order of a few cells). Because of that, high-amplitude white-noise injection requires filtering of the very small wavelength oscillations to avoid numerical instabilities. The present section discusses the effect of the noise amplitude on the flow (including high amplitude noise). Therefore, it required such filtering, which is performed by a convolution of the disturbance signal by a Gaussian kernel that spans over seven cells in every direction.

Five QDNSs have been performed, each with a different level of filtered inlet noise (the noise levels are presented in figure 3), yielding five mean flows computed by averaging in time and along the azimuthal direction the simulation results. From these mean flows, a bubble length $L_{\text{sep}}$ can be computed, which gives the results presented in figure 3. The level of noise impacts the transition location and therefore influences $L_{\text{sep}}$ since both the separation and reattachment dynamics strongly depend on the laminar/turbulent nature of the flow. More importantly, these results show that for the appropriate level of inlet perturbation, the QDNS yields results in agreement with the experimental data from Benay et al. (2006), which validates the present computational parameters. But it also reveals how sensitive the flow is to external noise, which raises the question of the level of perturbation to choose for the present study. We choose not to reproduce the experimental conditions from Benay et al. (2006). This is mainly because the available experimental results only contain time-averaged data and do not bring any unsteady information on the dynamic of the flow that could be used for comparison. The chosen inlet perturbation involves a lower level of noise, which corresponds to an RMS pressure amplitude of 1.5% of the free-stream value at the inlet and yields $L_{\text{sep}} \approx 0.5L$ (see figure 3). With such a low level of disturbance, one avoids the numerical stability issues mentioned above, such that the spatial filtering of the inlet perturbation becomes unnecessary. Therefore, to be in the most generic case, all the following results are based on an unfiltered white noise whose amplitude yields the same recirculation length $L_{\text{sep}} \approx 0.5L$. Quantitative characterisation of the white noise actually injected is given in figure 4: the red curve ($X = 0.028L$) displays the temporal spectrum of the wall pressure fluctuations a few millimeters downstream from the inlet, showing that the PSD is flat as expected. With that precaution, which avoids unnecessary numerical treatment, whatever
instabilities growing in the simulations are most likely due to a physical process only. Technical details about the injected noise are presented in appendix B.

The impact of the noise on the topology of the flow highlights the importance of boundary layer instabilities, which play a critical role in the transition by selecting and amplifying white noise to trigger secondary instabilities or non-linear interactions later. In the case presented here, the transition point is located at the reattachment: the incoming boundary layer upstream of the interaction is laminar (incompressible shape factor around 2.7). At reattachment, the incompressible shape factor is close to 1.5, characteristic of a turbulent boundary layer. Figure 2 qualitatively shows how the transition process is increasing in intensity as it goes through each studied zone, eventually creating turbulent structures on the flare.
To confirm the assumption that the flow is transitioning at reattachment, figure 5 presents both the intermittency factor and the wall pressure distribution along the geometry. The local intermittency value $\gamma(x)$ represents the probability of being in a turbulent spot at a given time. It is commonly used to describe the transition process (see for instance Sandham et al. (2014)). An intermittency factor of 0 thus means that the boundary layer is fully laminar, with no turbulent spot, while a factor of 1 means that the flow is fully turbulent. Everything between 0 and 1 is considered transitional. In the present case, the intermittency factor is computed from spectrograms of wall pressure fluctuations along the geometry, following an idea of Arnal & Juillen (1977). First, a range of “laminar” perturbation frequencies is defined. The presence of a turbulent spot is assumed if fluctuations are detected outside of this range (at higher frequencies). In the present case, it was decided to define the laminar range from 0Hz up to 600kHz. These values have been chosen such that the upper limit is more than twice the highest frequency of the common hypersonic boundary layer instabilities (results have shown that the shape of gamma is not impacted by a change of this threshold toward upper frequencies). The results presented in figure 5 shows that the intermittency is strictly 0 in the whole attached boundary layer and really close to 0 for most of the separated region (which is characterised by the pressure plateau at $P/P_0 = 1.6$). In the final part of the mixing layer the intermittency first slightly increases and then brutally reaches 1 at the reattachment (which is characterised by a steep increase in pressure).

For all the different cases considered in this section, associated with different levels of noise, the transition location obviously changes. But so does the reattachment point, such that eventually, the transition to turbulence always occurs close to the reattachment, and the transition scenario was always the one presented here.

The relation between the recirculation bubble topology and the upstream perturbations has also been documented by Marxen & Rist (2010) for incompressible separation. They showed that the transition caused by upstream perturbations leads to the shrinkage of the bubble from both sides. The fact that the flow topology is highly dependent on the level of free-stream noise is one of the primary motivations to use the mean flow instead of a base flow for the stability analysis, as it was already advised by Marxen & Rist (2010).
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Grid size and resolution:
\[ n_x = 353 \]
\[ n_r = 102 \]
\[ n_\theta = 257 \]
\[ \theta \text{ resolution} \approx 0.23^\circ \]
\[ m \text{ resolution} = 6 \]

Temporal sampling:
- Sampling rate: 200 kHz
- Number of samples: 1664
- Number of samples in each realisation: 128
- Frequency resolution: 1562.5 Hz

Table 3. Numerical parameters for the SPOD.

2.3. Spectral Proper Orthogonal Decomposition

Convective amplification mechanisms are known to generate coherent structures (Beneddine et al. 2016), which may be studied through a Spectral Proper Orthogonal Decomposition (SPOD). This variant of the classical Proper Orthogonal Decomposition (POD) was first introduced by Lumley (1970) and has been widely used by the turbulence community since then (see for instance Gudmundsson & Colonius (2011)). It has been recently studied from a mathematical point of view by Towne et al. (2018), who showed that it is by construction the optimal decomposition to identify spatio-temporally correlated structures within statistically stationary flow.

To perform the decomposition, one has to first sample snapshots from the simulation, then gather them in \( N_r \) (possibly overlapping) realisations of the flow. Each realisation contains a temporal sequence of snapshots vectors \( \{s_{t_0}, s_{t_0+\Delta t}, \ldots\} \), where the components of \( s_t \) are the values of the 3D flow field at time \( t \). A Direct Fourier Transform (DFT) is then applied both in the temporal and azimuthal direction, giving Fourier mode vectors \( \hat{S}^k(\omega, m) \), where \( k \) is the realisation number, \( \omega \) the angular frequency and \( m \) the azimuthal wavenumber of the mode. Due to the spectral transformation in the azimuthal direction, the vectors \( \hat{S}^k(\omega, m) \) correspond to bi-dimensional fields: they contain complex values associated with each flow variables at each pair \((x, r)\) from the mesh. For a given pair \((\omega, m)\) of interest, the Fourier modes of all realisations are then stacked in a matrix \( \hat{X}_{\omega,m} \), which reads

\[
\hat{X}_{\omega,m} = \begin{bmatrix}
\hat{S}^0(\omega, m), & \hat{S}^1(\omega, m), & \cdots, & \hat{S}^{N_r-1}(\omega, m)
\end{bmatrix}.
\]  

(2.1)

This matrix is then processed similarly to a snapshot matrix in a classical space-only POD decomposition: the \( i \)-th SPOD mode \( \Phi_i(\omega, m) \) can be computed from the \( i \)-th left singular vector of \( \hat{X}_{\omega,m} \), which may be computed by solving the eigenproblem associated with the cross spectral density matrix

\[
\hat{X}_{\omega,m} \hat{X}_{\omega,m}^* \mathcal{Q}_e \Psi_i(\omega, m) = \lambda_i \Psi_i(\omega, m),
\]  

(2.2)

with \( \mathcal{Q}_e \) the inner product associated with the energy norm defined by Chu (1965) which is presented in the appendix A. This norm is commonly used in order to describe fluctuation energy in compressible flow (Hanifi et al. 1996; George & Sujith 2011; Bugeat et al. 2019) and is more adapted than a simple kinetic energy norm often used for (quasi-)incompressible flows. The SPOD modes are ordered with respect to their contribution to the global dynamics, \textit{i.e.} \( \lambda_0 > \lambda_1 > \lambda_2 > \ldots \), and for a given pair \((\omega, m)\), the
relative contribution of the $i$-th SPOD mode is measured by the ratio $r_i = \lambda_i / \sum_k \lambda_k$. In the following, we will focus in particular on the leading SPOD mode, and $r_0$ will be systematically specified to quantify how dominant it is compared to the remaining ones.

In practice, the eigenmodes are computed by using the snapshots method of Berkooz et al. (1993) which is a less costly but equivalent decomposition based on $\hat{X}_{\omega,m}^* Q_e \hat{X}_{\omega,m}$ rather than (2.2). This provides the right singular vectors of $\hat{X}_{\omega,m}$, from which one can easily retrieve the SPOD modes (see for instance Towne et al. (2018) for details). The snapshot vector size is also reduced by downsampling the mesh since spatially coherent structures are always significantly bigger than the dissipation scale that needs to be resolved in the QDNS (see table 3). The resulting $i$-th singular vector is a discrete 2D field $\Psi_i(\omega,m)$ corresponding to a slice of the SPOD mode in the azimuthal direction. This framework is well-adapted for a spectral study of periodic structures that develop on an axisymmetric geometry such as streamwise vortices. For visualisation purpose, the structure of SPOD modes will be displayed in the present work by showing isocontours of the real part of $\Psi_i(\omega,m)e^{im\theta}$, which will be called SPOD mode in the captions for conciseness.

Note that the spectral resolution in $m$ and $\omega$ of the SPOD is set by the azimuthal span of the computational domain, the temporal length of each realization and the sampling frequency of the snapshots, respectively. These elements, as well as other parameters of the SPOD are specified in table 3. The sampling frequency is set to 200kHz in order to capture the most energetic physical mechanisms in the QDNS. A study using a low-pass filter (not shown here) has been carried out to ensure that this sampling frequency does not yield any noticeable aliasing. The power spectral densities of pressure fluctuations for probes distributed along the wall presented in figure 4 confirm that the transition process comes from a rather low-frequency mechanism and that high-frequency ones (i.e. $f \geq 100kHz$) are not important in the present context (justifications regarding linear amplification mechanisms will be presented later in §4.3).

2.4. Fluctuation energy distribution

The matrix formulation used for the SPOD in §2.3 is convenient to compute the global energy of the fluctuation in the simulation associated to a pair $(\omega, m)$

$$E_{Chu}(\omega, m) = \frac{Tr(\hat{X}_{\omega,m}^* Q_e \hat{X}_{\omega,m})}{N_r}, \quad (2.3)$$

Equation (2.3) may be used to produce energy distribution maps that reveal regions in the $(\omega,m)$-domain where fluctuations are particularly energetic. A schematic of such a colormap is presented in figure 6, the top right quarter containing the clockwise modes and the bottom right the counter-clockwise modes. Modes along the frequency axis are axisymmetric and modes along the wavenumber axis are steady by construction. As the data from the QDNS are real, the Fourier transformed snapshots display Hermitian symmetry:

$$\hat{X}_{-\omega,-m} = \overline{\hat{X}_{\omega,m}} \quad (2.4)$$

Because of that, the energy map is symmetric around the origin (i.e. the top right/left quarter is the same as the bottom left/right one). Additionally, as the flow is statistically homogeneous in the azimuthal direction, the clockwise and counter-clockwise modes mirror each other as well. Note that for visualisation purposes, the energy maps are displayed as continuous colormaps. However, the actual values are only defined in discrete pairs $(\omega,m)$ (that are represented in the background of the maps as dots): $m$ is a multiple
of 6 because of the spanwise extent of the domain, and the resolution of the $\omega$ axis is set by the temporal length of the time sequences that are Fourier-transformed (see §2.3 and table 3).

3. Mean flow resolvent analysis

3.1. Resolvent analysis

Global stability analysis is widely used to study the dynamics of fluid flows. In many cases, studying the spectrum of the linearised Navier–Stokes operator gives important information on unstable global modes to understand the origin of unsteady features of the flow. However, as the linearised Navier–Stokes operator is non-normal (i.e. its eigenfunctions are non-orthogonal), initial conditions or external forcings of very low amplitude can trigger high-amplitude fluctuations even when a flow is globally stable. The global resolvent analysis (sometimes called input/output analysis) allows to study the impact of non-normality of the operator on the amplification of such disturbances. Compared to local approaches commonly used to study transition (such as local stability analysis, Parabolised Stability Equation (PSE) analysis, etc), no assumption about the parallelism of the flow is required, which makes it perfectly adapted for the study of convective instabilities in the presence of shocks and separation.

Several papers have unveiled the links between resolvent and local stability analyses, and it is now well established that resolvent modes match local stability results in zones where the flow is nearly parallel and dominated by some locally unstable modes. As such, resolvent analyses may be viewed as a generalisation of the classical local stability approach, with the difference that it may deal with more complex situations that cannot be factored in by a local stability approach or by PSE (see Sipp & Marquet (2013), Beneddine et al. (2016), Bugeat et al. (2019) for instance).

In the context of hypersonic boundary layers, the recent work of Bugeat (Bugeat 2017; Bugeat et al. 2019) specifically shows how resolvent modes are related to classical Linear Stability Theory (LST) results from the literature about the well-known modes 1 and 2.

Following the work of Brandt et al. (2011) and Bugeat et al. (2019), we can separate the non-normal mechanisms presented in this study into two categories, the 'convective type non-normalities' and the 'component-type non-normalities'. The former are linked to the advection of perturbations in the mean flow and these are usually referred to as
'modal' instabilities in the LST framework. The latter are linked to the transport of mean-flow momentum by the perturbations (the 'lift-up' effect for example) that would be referred to as non-normal instabilities in the local framework. Note that the vocabulary from the literature is somewhat ambiguous, as "modal" and "non-modal" terms are used differently in the global stability and the local LST frameworks, sometimes to characterise the same underlying physical mechanism. In the following, we focus on global resolvent analysis and use the global stability point of view to refer to the nature of the modes.

Starting from $q = (\rho, \rho u, \rho E)$ the state vector of the flow and $N$ the compressible Navier-Stokes operator, the temporal evolution of $q$ is governed by an equation of the form

$$\frac{\partial q}{\partial t} = N(q) + f_0,$$

(3.1)

with $f_0$ a forcing term corresponding to the injected noise perturbation. By introducing the mean flow $\bar{q}_0$ as defined in §2.2 and $J = \frac{\partial N}{\partial q} \bar{q}_0$, the linearisation of $N$ about $\bar{q}_0$, the fluctuation around the mean flow $q' = q - \bar{q}_0$ is governed by

$$\frac{\partial q'}{\partial t} = J q' + f_0 + F(q', \bar{q}_0),$$

(3.2)

with $F(q', \bar{q}_0) = N(q) - J q' - f_0$ a term gathering the non-linear part of the Navier–Stokes operator. Following the formalism of Beneddine et al. (2016), one may then define $f' = f_0 + F(q', \bar{q}_0)$ as a forcing term containing the non-linear forcing and the injected perturbation such that equation (3.2) reduces to

$$\frac{\partial q'}{\partial t} = J q' + f'.$$

(3.3)

The Fourier transform of equation (3.3) reads

$$\hat{q}' = \hat{R} \hat{f'},$$

(3.4)

with $\hat{f'}$ and $\hat{q}'$ the Fourier transform of $f'$ and $q'$, respectively, and $\hat{R}$ the resolvent operator defined as $\hat{R} = (i\omega I - J)^{-1}$. This compact equation shows that the flow may be seen as an input-output system, where a forcing $\hat{f'}$ generates a response $\hat{q}'$ through the resolvent operator. Then, a resolvent analysis consists in computing for every frequency $\omega$ of interest an optimal forcing $\phi_0$ which maximises the gain defined as

$$G(\omega) = \frac{\langle R\phi_0, R\phi_0 \rangle_e}{\langle \phi_0, \phi_0 \rangle},$$

(3.5)

where $\langle .., .. \rangle_e$ represents the energy of the fluctuation as defined in §2.4 and $\langle .., .. \rangle$ the scalar product associated with the $L^2$ norm

$$\langle \phi, \phi \rangle = \phi^* Q \phi,$$

(3.6)

with $Q$ the weight matrix defined in appendix A. The optimal forcing and the associated gain are given by the dominant right singular vector and dominant singular value of $R$, and they may be computed by solving

$$R^* Q_0 R \phi_i = \mu_i^2 Q_0 \phi_i.$$

(3.7)

The highest eigenvalue $\mu_0^2$ of equation (3.7) is the optimal gain, the corresponding eigenvector $\phi_0$ is the optimal forcing. These quantities are functions of the frequency $\omega$. Additionally as shown in section 3.2, one may perform a Fourier transform of equation (3.2) in the azimuthal direction such that the gain and optimal forcing are not only functions of $\omega$, but also functions of the azimuthal wavenumber $m$. 
Computing lower-magnitude eigenvalues $\mu_i^2 \geq 1$ of (3.7) gives sub-optimal forcings $\phi_{i \geq 1}$. After normalization, these forcings yield an orthonormal basis of the forcing space, i.e. $\langle \phi_i, \phi_j \rangle = \delta_{ij}$. The optimal responses given by $\psi_i = R\phi_i/\|R\phi_i\|_e$ gives a similar basis of the response space, and equation (3.4) may then be decomposed as

$$\hat{q}' = \psi_0 \mu_0 \langle \phi_0, \hat{f}' \rangle + \sum_{i \geq 1} \psi_i \mu_i \langle \phi_i, \hat{f}' \rangle. \quad (3.8)$$

Physically, when there exists one strong convective instability mechanism within the flow (such as first or second mode instabilities), the optimal gain becomes very high, and the resolvent analysis yields $\mu_0 \gg \mu_{i \geq 1}$ (see Beneddine et al. (2016)). When this occurs, the first term of the right-hand-side of (3.8) is expected to be dominant, as long as the noise contained in $\hat{f}'$ does not preferentially excite a suboptimal forcing in a way that shifts the dominance (which was never observed in the present study). Then, $\hat{q}'$ is going to be dominated by the first optimal response $\psi_0$ as a result of this strong linear amplification mechanism. Therefore, the resolvent analysis may explain the appearance of coherent structures, and as such, it is an important tool to confront with SPOD analyses.

However, $\hat{f}'$ may project better onto $\phi_0$ for some given values of $(m, \omega)$. This may be investigated by introducing the coefficient $c_0 = \mu_0^2 \| \langle \phi_0, \hat{f}' \rangle \|^2$, which represents the combination of two mechanisms: the ability of the linear operator to optimally amplify a certain type of structure (through $\mu_0$) and the strength of the excitation of this mechanism by $\hat{f}'$, which contains both the injected noise and the non-linear terms. Situations where $E_{Chu}(\omega, m)$ is high while the dominant amplification mechanism is weak (i.e. $\mu_0^2(\omega, m)$ is small) may be explained by receptivity processes that are accounted for by $c_0(\omega, m)$. In general, in the context of strong nonlinear interaction and no dominant linear instability mechanism, $c_0(\omega, m)$ is not expected to match $E_{Chu}(\omega, m)$ since there is no reason for the forcing term $\hat{f}'$ to specifically excite a given linear mechanism. However, if $c_0(\omega, m)$ matches $E_{Chu}(\omega, m)$, then for this particular pair $(\omega, m)$, the forcing term projects well onto $\phi_0$ such that high-energy structures stem from a weak (but strongly excited) linear mechanism. As shown in the following, such a situation where the nonlinearities excite a very specific linear amplification mechanism is central for the transition scenario of the studied flow configuration.

It is also interesting to discriminate the contribution of the injected noise from the contribution of the non-linear terms in the receptivity processes. To do so, one may simply compute $c_r$, which is defined in the same way as $c_0$ but with a scalar product spatially restricted to the stencil of the injection plane of the noise (i.e. the support of the forcing term). If $c_r$ is close to $c_0$, the receptivity is linked to the nature of the noise alone. Otherwise, the receptivity of the non-linear terms also comes into play.

In order to preserve the stochastic framework introduced in section 2.3 and to conform with the SPOD approach, the actual computation of $c_0$ in the following is $c_0 = \mu_0^2 E[\| \langle \phi_0, \hat{f}' \rangle \|^2]$, where $E[\cdot]$ is the expected value estimated from an average of values computed for several realisations (using the same time sequences as for the SPOD analysis described in section 2.3), $\hat{f}'$ being computed as $R^{-1} \hat{q}'$.

Note that it is possible to localise the resolvent analysis to a given region of the flow by setting all coefficients of $Q_e$ associated with cells outside of this region to zero. The gain is then defined as the maximal energy restrained to this specific zone, and as such, the response is constrained in space (but the forcing is not). This approach is used in the following to study coherent structures in specific domains of the flow.
3.2. Azimuthal decomposition of the resolvent analysis

The computation of the resolvent operator requires the jacobian matrix. Following the procedure described by Beneddine (2017), $J$ is obtained by a finite-differences linearisation of the discrete equations implemented in FAST. The largest eigenvalues of (3.7) may then be solved using the Arnoldi algorithm coupled with an LU solver for the inversion phase (using ARPACK (Lehoucq et al. 1998) and MUMPS (Amestoy et al. 2001)). Unfortunately, given the size of the matrices involved, the computational cost of this strategy is not affordable. But since the mean flow is axisymmetric and the mesh is homogeneous in the azimuthal direction, the Jacobian operator may be rearranged in a block diagonal form as proposed by Schmid et al. (2017) to make the computation significantly cheaper. This cost-reduction method, which has also been used in Paladini et al. (2019), is briefly presented below.

Since the solver FAST works internally with Cartesian coordinates, one has to first carry out a transformation to cylindrical coordinates to retrieve the axisymmetry of the flow using the following relation

$$
\begin{pmatrix}
\rho \\
\rho u_x \\
\rho u_r \\
\rho u_\theta \\
\rho E
\end{pmatrix} =
\begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & \cos(\theta) & \sin(\theta) & 0 \\
0 & 0 & -\sin(\theta) & \cos(\theta) & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}\begin{pmatrix}
\rho \\
\rho u_x \\
\rho u_y \\
\rho u_z \\
\rho E
\end{pmatrix}
$$

(3.9)

Under appropriate indexing of the degrees of freedom, the Jacobian operator can then be rearranged into the block-circulant form

$$
J = \begin{bmatrix}
A_0 & A_1 & \ldots & A_{n-2} & A_{n-1} \\
A_{n-1} & A_0 & \ldots & A_{n-3} & A_{n-2} \\
A_{n-2} & A_{n-1} & \ldots & A_{n-4} & A_{n-3} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
A_1 & A_2 & \ldots & A_{n-1} & A_0
\end{bmatrix},
$$

(3.10)

where each line of blocks corresponds to a given azimuthal slice of the mesh and the block matrices $A_0, \ldots, A_{n-1}$ have a size corresponding to such a slice (the size of a 2D problem). The block-circulant nature of the matrix comes from the numerical and physical equivalence of all azimuthal slices of the mean flow, which cannot be distinguished from one another. As shown by Schmid et al. (2017), this block circulant matrix can then be transformed into a block-diagonal matrix

$$
\tilde{J} = \begin{bmatrix}
\tilde{A}_0 & \tilde{A}_1 & \ldots & \tilde{A}_{n-1}
\end{bmatrix},
$$

(3.11)

with

$$
\tilde{A}_m = A_0 + \rho_m A_1 + \rho_m^2 A_2 + \ldots + \rho_m^{n-1} A_{n-1},
$$

(3.12)

and $\rho_m = e^{\frac{2\pi i m}{n}}$ corresponding to an $m$-root of unity.
Then, the analysis of the global 3D resolvent may be done by performing $n$ smaller resolvent analyses by successively considering for $m = 0, \ldots, n − 1$ the operator

$$
\tilde{R}(m, \omega) = (i\omega - \tilde{A}_m)^{-1}
$$

(3.13)

For each value of $m$, the 3D optimal forcing and response, denoted as $\phi_m$ and $\psi_m$, respectively, are the singular vectors of $\mathcal{R}$ and can be computed from those of $\tilde{\mathcal{R}} : \tilde{\phi}_m, \tilde{\psi}_m$ as

$$
\phi_m = \begin{pmatrix}
\tilde{\phi}_m \\
\rho_m \tilde{\phi}_m \\
\rho_m^2 \tilde{\phi}_m \\
\vdots \\
\rho_m^{n-1} \tilde{\phi}_m
\end{pmatrix}, \quad \psi_m = \begin{pmatrix}
\tilde{\psi}_m \\
\rho_m \tilde{\psi}_m \\
\rho_m^2 \tilde{\psi}_m \\
\vdots \\
\rho_m^{n-1} \tilde{\psi}_m
\end{pmatrix}
$$

(3.14)

This shows that $m$ is actually the azimuthal wavenumber of the resolvent mode. With this formulation, the resolvent operator does not only depend on the frequency but also $m$. This leads to an analysis in the $(\omega, m)$-domain that allows direct comparison of the resolvent gain with the energy map (see §2.4). For that reason, resolvent analyses are performed for values of $m$ corresponding to multiples of 6 to be consistent with the DNS, and gain values are displayed for a $(\omega, m)$-domain encompassing that of the energy maps (including negative values of $m$ and $\omega$). Thus, the interpretation of the map is the same as that presented in figure 6 and §2.4.

4. Results

4.1. Low-frequency dynamics of the recirculation bubble

The SPOD analysis of the QDNS revealed the existence of low-wavenumber modes ($m = 0$ and 6) at very low frequency. Figure 7 shows that the structure of these SPOD modes corresponds to a bubble dynamics. Such modes systematically appear in the energy maps presented in the following sections. Unfortunately, due to the time duration of the QDNS, the lowest frequency that can be resolved with the SPOD is 1.5kHz, and there is no guarantee that the actual dominant frequency of these modes is not lower. Similarly, the limited azimuthal span of the simulation restricts the possible values of $m$, such that these modes may be actually related to non-zero wavenumbers below 6.

Several previous studies in incompressible (Gallaire et al. 2007; Marquet et al. 2009) and compressible (Robinet 2007; Hildebrand et al. 2018; Sidharth et al. 2018) flows suggest that these structures are quasi-steady modes resulting from a global instability rather than convective amplification mechanisms, which slowly breaks the axisymmetry of the mean flow in the recirculation region. Due to the strong separation of both temporal and spatial scales between these bubble modes and the elongated structures that breakdown to turbulence (visible in figure 2), it is unlikely that structures responsible for transition stem from the bubble dynamics. Therefore, it is not included in the final transition scenario proposed in this paper. The rest of the article focuses on resolvent analyses about the axisymmetric mean flow obtained from the QDNS, without accounting for the hypothetical loss of axisymmetry that might be observed on a very long QDNS spanning the whole 360 degrees domain. Note that such desymmetrization of the recirculation region has not been reported in the experimental results from Benay et al. (2006).
Nonetheless, on a long timescale, it is possible that these modes modify the mean flow (by breaking its symmetry) in a way that affects the convective instability modes that are studied below. Addressing this question would require to perform resolvent analyses about non-axisymmetrical flow fields associated with a QDNS grid on a full 360 degrees domain. This implies computational resources that outdo by roughly two orders of magnitude those used for the largest global stability analyses existing in the literature (such as that of Timme (2018)). Therefore, it is unfortunately out of reach, and thus, remains an open question for now.

However, while not directly related to the transition scenario, characterising the bubble global instability is an interesting (and affordable) point to address in future works to better understand the full dynamics of such compression ramp flows. It would require other approaches (global stability analyses rather than resolvent computations) and longer DNS, possibly spanning the entire domain in azimuth to capture the lower wavenumbers that may exist.

4.2. Methodology for the study of subdomains

In the next three sections, which correspond to the study of the subdomains of interest defined in §2.1, the physical analysis follows the methodology below:

(i) the flow structure is qualitatively discussed based on the observation of the instantaneous vortical structures within the flow, visualised with an isosurface of constant Q-criterion extracted from the QDNS,

(ii) the dynamics of the subdomain is quantitatively analysed through an energy map, as defined in §2.4, giving the distribution of the fluctuation energy in the ω-m domain,

(iii) the structure of SPOD modes from the highest-energy parts of this map is discussed,

(iv) a resolvent analysis of the subdomain is carried out, and the results are compared to the SPOD analysis. In particular, the energy maps are compared to maps of \( \mu_0^2 \) and \( c_0 \) to identify whether or not the high-energy structures result from a linear convective instability.

4.3. Attached boundary layer

Boundary layer instabilities most likely play an important role in the transition process. For that reason, this section focuses on the attached boundary layer (i.e. the domain downstream of the interaction is discarded, focusing only on \( X \in [0, 0.16] \) or \( X/L \in [0, 0.63] \)). This corresponds to the first of the three regions of interest defined in §2.1. Boundary layer profiles from the mean flow are in agreement with self similar solutions and can be found in appendix D.

First of all, a surface of constant Q-criterion extracted from the QDNS is presented in figure 8. The green cross-shaped patterns in the upper part of the boundary layer...
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Figure 8. Isosurface of Q criterion \((Q = 2 \times 10^{-6}U^2/\delta^2)\) coloured by density for the attached boundary layer from an instantaneous snapshot of the QDNS.

Figure 9. Map of (a) the distribution of the fluctuation energy from the QDNS (b) the \(c_0\) coefficient for the dominant linear mechanism against frequency and azimuthal wavenumber for the attached boundary layer region.

indicate that oblique first mode structures (both clockwise and counter-clockwise) are present. To a lesser extent, elongated azimuthal structures are also visible in the lower part of the boundary layer, which suggests the presence of second mode disturbances.

The fluctuation energy distribution in the \((m, \omega)\) domain presented in figure 9 confirms the importance of the first oblique modes. Energy linked to these structures is contained in the four diagonal branches of the diagram. They represent the majority of the fluctuation energy from the boundary layer.

Oblique modes appear on a wide range of frequencies (from 20 kHz to up to 100 kHz) and wavenumbers (from 20 up to 125) with peak amplification around \(m = \pm 60\) and \(f = \pm 40\) kHz. The broadband nature of boundary layer instabilities shows that it was relevant to inject white noise rather than a specific forcing designed to focus on a given instability mode. It unveils the complexity of this flow, where a wide range of structures may develop, interact, and compete.

It is then interesting to look at the structure of the SPOD modes link to four of the most energetic \((m, \omega)\)-points associated with the four diagonal branches. As discussed in §2.4, two points correspond to the same clockwise SPOD mode \((m\text{ and }\omega\text{ of same sign})\) and the
two others to the same anti-clockwise SPOD modes, which are a mirror symmetry of the former. Thus, only the structure of the clockwise leading SPOD mode is shown in figure 10(a), revealing that it is indeed an oblique mode. This leading SPOD mode accounts for more than 92% of the energy with respect to other lesser-ranked SPOD modes at the same frequency/wavenumber. This strong dominance of the first SPOD mode occurs for the whole energetic oblique branches from figure 9(a). Thus, other modes will neither be presented nor discussed.

As oblique modes are linearly amplified convective instabilities, the resolvent analysis should yield high optimal gain and a strong separation of singular values for the corresponding range of wavenumbers and frequencies (see §3.1). The separation ratio of the first two largest eigenvalues is presented in figure 11(b), the largest eigenvalue is at least one order of magnitude larger than the second one in the zone of interest for the study of oblique modes. As expected, this zone also displays the highest linear amplification (see figure 11(a)) such that the energy distribution of figure 9(a) is very close to the maps of figure 11. The frequencies and wavenumbers of highest amplification match those of energetic structures that develop in the QDNS. The optimal response at the same wavenumber and frequency than the SPOD mode of figure 10(a) is shown in figure 10(b), and their structures seem identical. This similarity may be quantified by computing an ‘alignment coefficient’, defined as the modulus of the scalar product of the two normalised modes $|⟨Ψ, ψ⟩|$ (the modes are normalised such that $⟨Ψ, Ψ⟩ = ⟨ψ, ψ⟩ = 1$). If this value is 1, the modes are aligned and thus represent exactly the same structure, while a null alignment coefficient means that the modes are orthogonal and have nothing in common. This is commonly used to assess the correspondence of SPOD and resolvent response modes (Towne et al. 2018). The modes presented in figure 10 yield $|⟨Ψ, ψ⟩| = 0.98$, which confirms that the observed oblique modes relate to a linear non-normal (convective-type) amplification mechanism, excited by the inlet white noise.

Other structures than oblique modes appear in the boundary layer: a wide zone of less-energetic fluctuations is visible in figure 9 close to the $ω = 0$ axis. The SPOD analysis reveals that it corresponds to elongated streamwise structures, that will be called streaks (see figure 12). Note that these streaks are barely visible in the Q criterion isosurface as it does not allow for the visualisation of velocity deficit.

As there is no corresponding zone of amplification in the gain map (figure 11(a)), these structures do not stem from a strong linear amplification mechanism excited by the inlet white noise and may come from either a weak linear mechanism strongly excited by the injected noise (receptivity), or a non-linear interaction. As explained in section 3.1, the former hypothesis may easily be discarded by computing the coefficient $c_0$ which is presented figure 9(b). For the $(ω, m)$ couple linked to oblique modes, the $c_0$ map
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**Figure 10.** 3D reconstruction (isosurface of equal positive and negative density fluctuations) of (a) the leading SPOD mode ($\tau_0 > 92\%$), (b) the optimal response, for the attached boundary layer at $m = 72$ and $f = 51kHz$, showing oblique first mode structures.
Figure 11. Map of (a) the gain ($\mu_0^2$) from the resolvent analysis (b) the separation between the two first eigenvalues of equation 3.7 ($\mu_0^2/\mu_1^2$) against frequency and azimuthal wavenumber for the boundary layer region.

Figure 12. 3D reconstruction (isosurface of equal positive and negative density fluctuations) of the leading SPOD mode ($r_0 > 83\%$) for the attached boundary layer at $m = 120$ and $f = 1.5kHZ$, showing quasi-stationary streamwise streaks.

is very close to the $E_{chu}$ map, however, for those linked to streaks, this coefficient is several orders of magnitude lower than the energy present in the QDNS. This result was actually expected since the apparition of these streaks relates to a well-known non-linear mechanism. Since the DNS investigations for a Mach 1.6 flat plate boundary layer by Thumm (1991); Fasel & Thumm (1991); Fasel et al. (1993), it is known that a pair of oblique modes of opposite spanwise wavenumbers (e.g. the clockwise rotating mode ($\omega, m$) and the counterclockwise rotating one ($-\omega, -m$)) can interact non-linearly to generate streamwise stationary streaks (0,2m). Given the symmetry of the modes presented in section 2.4, modes of opposite frequency ($\omega, m$) and ($-\omega, m$) have the same interaction toward (0,2m). This explains the diffused energetic zones between the opposed frequency oblique branch of the energy map (figure 9(a)), which result from the non-linear interaction of these branches. This interaction is linked to an oblique breakdown mechanism that has been widely studied, mostly for flat-plate boundary layer, for example by Fasel et al. (1993), Chang & Malik (1994), Sandham et al. (1995), or more recently Franko & Lele (2013, 2014). Here, this non-linear interaction is causing the birth of low-energy streaks in the boundary layer which will play an important role in the transition process, as shown in the next section.

Lastly, axisymmetrical ($m = 0$) second mode disturbances are also predicted by the resolvent analysis ( see figure 13(a) which presents the resolvent gain against frequency
for axisymmetrical structures $m = 0$), with a local peak amplification at $f = 230\text{kHz}$ and a maximal associated gain less than half that of the most amplified oblique first mode (see figure 11(a) for the gain of the most amplified first mode). The optimal response associated with this maximal gain value is presented in figure 14 and displays the typical structure of second mode disturbances (Laurence et al. 2016; Bugeat et al. 2019). The low-intensity, high-frequency peak from the Power Spectral Densities (PSD) presented in figure 4 is a sign of those weaker instabilities. The peak visible on the green curve ($X/L = 0.588$, near the end of the boundary layer region) around $f = 230\text{kHz}$ confirms that the most amplified frequencies in the QDNS are matching the resolvent prediction.

Figure 13(b) presents the streamwise distribution of the energy of second mode instabilities as predicted by the resolvent analysis. The quantity $dE_{chu}$ is computed by integrating the local Chu energy contribution of the optimal response mode along the gridlines in the wall-normal direction (the gridlines are not exactly perpendicular to the wall in the cylinder-flare junction zone due to the mesh construction) for each streamwise location. This is similar to what has been done by Sipp & Marquet (2013), or more recently by Bugeat (2017) and Bugeat et al. (2019). It is important to note here that the energy level presented in this figure relates to an eigenmode, which is defined up to a multiplicative constant by construction. Figure 13(b) shows that the second mode instability is strongly damped as soon as it enters the separated region, such that at the end of the mixing layer, and thus before the transition, it has reached negligible levels. This explains why past the separation point, the PSDs from figure 4 do not display any high-frequency peak. Therefore, the second mode is not considered to play a role in the transition scenario since it is virtually absent from the flow at the transition location.

Note that Marxen et al. (2010) showed that lower frequency second mode instabilities might be further amplified in the separated region. However, in the present case, even if some of the lower frequency second mode instability are less damped, none of them are further amplified downstream of the interaction and thus all of them become several orders of magnitude less energetic than other modes. This difference with the results of Marxen et al. (2010) is probably due to the fundamental topology difference between the separated region as the recirculation region studied here is massive. Because of the damping of second mode instabilities, the computational and storage cost linked to a higher sampling frequency for the QDNS snapshots (that would allow the extraction of SPOD mode for second mode instabilities) is unnecessary and it was chosen as previously explained to use a sampling frequency of $200\text{kHz}$.

The resolvent results in the boundary layer are consistent with the LST results in the literature. Even if the second mode can be locally more amplified than the first mode for a Mach 5 boundary layer, the present results should be compared with integrated values such as the $N$ factor, which is often higher for the oblique mode due to the larger instability domain of the first mode (Adams & Kleiser 1993): the first mode gets amplified earlier than the second mode, resulting in a higher amplitude despite a possible locally weaker amplification.

To conclude, oblique first mode structures are dominant in the boundary layer. They are due to a convective-type non-normal linear mechanism and are perfectly predicted by the resolvent analysis. They interact non-linearly to create low-energy quasi-steady streaks. Second mode instabilities are also present in the QDNS and predicted by the resolvent analysis, but of much lower energy.

### 4.4. Mixing layer

As it encounters the separation shock, the boundary layer is subject to an adverse pressure gradient and separates, creating a recirculation bubble. A mixing layer appears
between the high-speed flow outside of the recirculation region and the reversed flow inside of it, changing the topology of the flow and marking the entry in the second region defined in §2.1. This section focuses on the portion of the flow that is downstream of the separation shock but upstream of the reattachment point, i.e. \( X \in [0.16, 0.28] \) or \( X/L \in [0.63, 1.11] \). As such, as explained in §3.1, the resolvent analysis spatially constrains the response to this region, but not the forcing, in order to account for the amplification of structures that have developed in the boundary layer.

Figure 15 presents an isosurface of Q criterion coloured by density for the mixing layer. Oblique mode structures are still visible, but they have a larger wavelength than those of the boundary layer. Quasi-axisymmetrical structures can also be seen near the wall and are either linked to the bubble dynamics (see §4.1) or to convected second mode structures.

There are fewer small structures at the beginning of the mixing layer than at the end of the boundary layer, which may be seen more clearly in figure 2. This indicates that the separation region damps high-frequency instabilities coming from the boundary layer.

Figure 16 (a) presents the fluctuation energy distribution in the mixing layer. Consistently with the Q-criterion results, oblique modes are still present in the flow but they are of lower frequency/wavenumber than in the boundary layer region. The four oblique branches are indeed still visible but shorter: only structures below \( f = 40\, \text{kHz} / |m| = 100 \) have been amplified, which confirms the qualitative observation that the separation region filters a large part of high frequency fluctuations. Moreover, the oblique modes are not dominant anymore, due to the appearance of high-energy streaks around \( f = 0\, \text{Hz} \) for wavenumbers up to \( |m| \approx 200 \).

Then, two points need to be addressed: the filtering of high-frequency oblique modes,
and the appearance of high-energy quasi-steady streaks. The former point may be straightforwardly explained by the resolvent analysis. Figure 17 presents the results of the analysis for the mixing layer. Overall the results are comparable to what was observed in the boundary layer: oblique modes are still dominant, but compared to the boundary layer, the mixing layer mainly amplifies structures below $f = 50$ kHz. Physically, this may be caused by the sudden increase of equivalent boundary layer thickness due to the separation, leading to a weaker wall-normal velocity gradient in this region. Therefore, the filtering property of the separation region is the consequence of the abrupt change of the topology of the flow, which shifts the frequency range of the linear amplification mechanisms towards lower values. Consequently, high-frequency structures coming from the boundary layer, which have transferred a part of their energy non-linearly to streamwise structures (see §4.3) are not as amplified as they were in the boundary layer. Meanwhile, lower frequency oblique structures, such as presented in figure 18, start to be more strongly amplified when entering the separation region. Thus, the resolvent analysis yields again consistent explanations concerning oblique modes in the mixing layer. Once again, the alignment coefficient between the most amplified oblique mode and the corresponding SPOD mode such as presented figure 18 is high: $|\langle \psi, \psi \rangle| = 0.84$, which shows that the SPOD oblique modes match their resolvent counterpart.

Figure 19 presents the streamwise distribution of the energy of two oblique modes of interest both for (a) the SPOD mode in the QDNS and (b) the linear prediction by the resolvent analysis. In the same way as was presented in figure 13, the quantities $dE_{chu}$ is computed by integrating the local Chu energy contribution along the gridlines in the wall-normal direction for each streamwise location. Regarding the resolvent mode, the streamwise energy distribution $dc_0$ is computed in a similar way from the optimal response normalised based on $c_0$ (i.e. receptivity is taken into account) such that the curves from 13(a) can be quantitatively compared to 13(b). Figure 19(b) confirms the frequency filtering in the separated region: the linear amplification of low-frequency oblique modes (blue dashed line) becomes significantly stronger than that of high-frequency modes (plain orange line) in the separated region. This result is consistent with the observation from Marxen et al. (2010). However, unlike Marxen et al. (2010),

---

**Figure 15.** Isosurface of Q criterion ($Q = 9 \times 10^{-6} U^2/\delta^2$) coloured by density for the mixing layer from an instantaneous snapshot of the QDNS.
there is a good agreement between the predicted linear energy growth of oblique modes in the separated region (figure 19(b)) and the actual growth in the QDNS (figure 19(a)), showing the advantage of global resolvent analysis against LST. This is due to the ability of the present linear stability study to account for both non-parallel effects and component-type non-normalities, which are the two main limitations of the study of Marxen et al. (2010) (the non-parallel effect most probably being the main cause of error for the oblique modes in the separated region). Finally, a similar amplification of the 2D first mode in the separated region to that discussed by Marxen et al. (2010) was also observed in the present study. It is not presented here as it is several orders of magnitude less energetic than the oblique modes.

Regarding the energetic streaks observed in figure 16(a) they become one of the most energetic structures in the mixing layer. This cannot be explained by the resolvent gain alone, which displays low values for quasi-steady structures (figure 17(a)). This means that existing linear mechanisms that may generate streaks are very weak.

Yet, the leading SPOD modes corresponding to the streaks, which dominate the flow for low frequencies, have a structure similar to the linear optimal responses at the same frequency/wavenumber. An example is presented in figure 20 for $m = 120$ and $f = 1.5kHz$. The two modes are globally similar, except for some small structures in the
Figure 18. 3D reconstruction (isosurface of equal positive and negative density fluctuations) of (a) the leading SPOD mode ($r_0 > 87\%$), (b) the optimal response of the mixing layer at $m = 30$ and $f = 15\text{kHz}$, showing oblique first mode structures.

Figure 19. Streamwise distribution of the energy of two oblique modes of interest. Panel (a) shows the energy evolution for the SPOD modes extracted from the QDNS, (b) shows the energy evolution predicted by the resolvent analysis, the grey line represents the limit between the boundary layer and the mixing layer region. $dE_{chu}$ and $dc_0$ can be quantitatively compared.

Figure 20. 3D reconstruction (isosurface of equal positive and negative density fluctuations) of (a) the leading SPOD mode ($r_0 > 83\%$), (b) the optimal response of the mixing layer at $m = 120$ and $f = 1.5\text{kHz}$, showing similar quasi-stationary streamwise streaks.

SPOD mode around $X = 0.26$, which are absent from the resolvent mode. This may be due to intermittent turbulent spots (the intermittency function is no longer zero in this region, see figure 5)) or to the presence of a nearby shock. The alignment coefficient is $|\langle \Psi, \psi \rangle| = 0.66$, which is lower than what was observed in the previous region of the flow. It is nonetheless still rather high and may indicate that the streaks are due to the weak linear amplification mechanisms mentioned above, that may lead to high-energy structure through receptivity processes. This may be investigated by computing the $c_0$. 
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coefficient distribution in the $(\omega, m)$-domain (see §3.1), and comparing to the energy distribution of the fluctuations. Note that $c_0$ and $E_{chu}$ are homogeneous quantities that can be quantitatively compared (see §3.1).

Figure 16 (b) presents the resulting projection map. Compared to the gain map (figure 17(a)), a high-energy region appears for the streaks up to $|m| = 200$ and low frequency. It is interesting to note that because of these discrepancies, contrary to the gain map, the $c_0$ coefficient map is very similar to the fluctuation energy map form the QDNS. This proves that the quasi-steady streaks are mainly the result of a weak linear mechanism, which is strongly excited either by the injected noise or by the non-linear forcing. As a result, due to this selective nature of the excitation, quasi-steady streaks becomes as energetic as oblique modes, despite their much lower amplification gain. The particular role of the inlet noise in this receptivity process may be ruled out by computing the coefficient $c_r$ (see §3.1), which was found several orders of magnitude smaller than $c_0$ and $E_{chu}$. Therefore, these structures are driven by the nonlinear forcing rather than directly created by the inlet noise. In particular, the nonlinear structures created upstream in the boundary layer play an important role. This may be underpinned by computing the optimal forcing (figure 21), which is located in the upstream part of the boundary layer. Additionally, even though they are not homogeneous to a forcing, it is interesting to observe that the elongated structures created in the boundary layer (figure 12) turn out to be very close to the optimal forcing exciting streaks in the mixing layer (figure 21). Finally, the $c_0$-map reveals that above $|m| = 200$, the streaks are almost not excited anymore, which is consistent with the QDNS results where structures with $|m| > 200$ display very low levels of energy.

A linear streak growth triggered by the non-linear interaction of oblique modes was already observed for supersonic boundary layer by Laible & Fasel (2016), who concluded that the non-linear interaction of oblique modes acted as an "actuator" that forces component-type non-normal growth of the streaks, in the same way as it was described by Schmid & Henningson (1992) for incompressible channel flow. This mechanism is known as one of the fastest ways to transition in attached boundary layers according to the studies of Franko & Lele (2013). For the present configuration, the separation induces an even stronger non-normal growth of the streaks than in the boundary layer, making this scenario even more relevant.

To conclude, in the mixing layer, high-frequency oblique modes from the boundary layer have transferred their energy to streaks via the non-linear interaction described before and are, at best, only weakly amplified due to the effective thickening of the boundary layer linked with separation. Consequently, their relative intensity becomes very low. Some oblique modes of lower frequency continue to be linearly amplified and are thus present in the flow. But the most important finding is that the structures created by the non-linear interaction in the boundary layer are actually close to the optimal forcing that generates streaks in the mixing layer. Therefore, the flow in this region is dominated by quasi-steady streaks for wavenumbers up to $|m| \approx 200$. Non-linear interactions of oblique modes in the mixing layer may also contribute to the appearance of these streaks, although probably to a lesser extent.

4.5. Reattachment

At some point on the flare, the mixing layer compresses, the flow reattaches, and the separation bubble no longer exists. That marks the entry in the third region of interest as defined in §2.1, the reattachment region. This is where the heat fluxes are usually the highest, particularly in transitional cases. This region also contains the most energetic fluctuations. The reattachment region is studied in a similar way as the two previous
Figure 21. 3D reconstruction of an optimal forcing (isosurface of equal positive and negative density forcing) at $f = 1.5 kHz$ and $m = 120$ corresponding to linear amplification of streaks developing due to the non-linear forcing in the mixing layer. Boundary layer region is shown as the forcing is mainly located upstream of the mixing layer.

Figure 22. Isosurface of Q criterion ($Q = 9 \times 10^{-3}U^2/\delta^2$) coloured by density for the reattachment on the flare from an instantaneous snapshot of the QDNS. Regions by focusing on the region downstream of the reattachment (i.e. $X \in [0.28, 0.35]$ or $X/L \in [1.11, 1.39]$). Once again, for the resolvent analysis, the energy norm for the response only accounts for the reattachment region, but the forcing is not constrained.

Figure 22 presents an isosurface of Q criterion for the reattachment region. It reveals elongated streamwise structures at the beginning of the domain, which then breakdown creating smaller structures like hairpin vortices, a sign of transition towards a turbulent flow. The fact that the breakdown happens at reattachment is one of the main reasons for the peak of heat flux. As observed by Mayer et al. (2011) for boundary layer oblique breakdown, the point where the periodicity of the flow is lost (i.e. were the streaks breakdown) is the point where the skin-friction, and thus the heat-flux, is maximal.
FIGURE 23. Map of (a) the distribution of the fluctuation energy from the QDNS (b) the $c_0$ coefficient for the dominant linear mechanism against frequency and azimuthal wavenumber for the reattachment region.

The energy distribution presented in figure 23 (a) confirms that the flow is transitioning to turbulence as the energy is spread on a wide range of frequencies and wavenumbers, which is typically due to the breakdown of coherent structures into many smaller scale structures. This breakdown leads to a spread of energy from low to high frequencies and for $|m| \approx 300$ or lower. The energy map also shows that there are less significant levels of energy in coherent structures like streaks and oblique modes. Moreover, the energy levels involved are several orders of magnitude higher than those of the boundary layer (see §4.3, figure 9) shows how intense the dynamics is in the reattachment region.

Let us now compare these results to the resolvent analysis. Figure 24 presents the resolvent results for the reattachment region: oblique modes display the highest gain values. However, the energy map from the QDNS (figure 23(a)) shows that they are far from being dominant in the reattachment region as there is no clearly defined energetic region for these structures. Beside oblique modes, a new secondary zone of amplification appears at frequencies and wavenumbers corresponding to already existing streaks. The local maxima of this zone agree well with the energy map of figure 23(a) (the maximal linear amplification of streaks occurs around $|m| = 120$). However, the energy map presents energy spread on a wider range of frequencies and wavenumbers than the gain map.

These discrepancies may be investigated following the same approach as in §4.4 by computing a map of the $c_0$ coefficient in the $(m, \omega)$ domain (see §3.1). Figure 23(b) presents the results of this analysis. As in the mixing layer, the forcing term plays a significant role in the selection of linearly amplified structures. It completely shifts the amplification map from an oblique-mode-dominated configuration to a streaks-dominated one. This is similar to the situation of the mixing layer: the strong linear mechanism for oblique modes is very weakly excited while streaks are nearly-optimally forced by higher-energy structures. Indeed, as shown in figure 25, the optimal forcing associated with streaks is once again located far upstream, and is reminiscent of the structures that developed through nonlinear interaction of oblique modes in the boundary layer. Thus, the dynamics of the boundary layer plays a critical role in the transition process, even though the boundary layer instabilities are around three orders of magnitude less energetic. The corresponding optimal response of a streak mode is compared to SPOD results for the QDNS in figure 26. Again, there is a good agreement between the predicted linearly amplified structures and those that develop in the QDNS. Another interesting point is that, contrary to the mixing layer region, the $c_0$ map for the reattachment
region (figure 23 (b)) is quite different from the energy map from the QDNS (figure 23 (a)) and is lacking a lot of energy that is spread on a wide range of wavenumber and frequency. This is a sign that the coherent structures are breaking down. This breakdown implies a transfer of energy from the streaks to a multitude of other spatio-temporal scales associated with turbulence. This is confirmed by figure 27, which shows that the low-frequency dynamics at moderate $|m|$ values is dominated by one single SPOD mode associated with streaks. But as $|m|$ increases above approximately 200, there is almost no separation between the leading SPOD mode and others, which reveals the spatio-temporally uncorrelated (turbulent) nature of the flow. In such conditions, as explained by Towne et al. (2018), the resolvent analysis is expected to differ from the actual dynamics, since only a limited number of resolvent modes cannot characterise the dynamics anymore. This is confirmed by the alignment coefficient $|\langle \Psi, \psi \rangle| = 0.37$ (for $m = 174, f = 7kHz$) which is very low. An explanation for this low value can be found in figure 26. Even if the modes look very similar in the beginning of the region, the SPOD mode begin to meander as soon as we reach the turbulent zone. While the alignment coefficient at the beginning of the domain would be high as the linearly amplified structure is very similar to the one present in the QNDS, its value is plummeting in the downstream part of the region due to the breakdown. The same logic applies for all the energy spread on a wide frequency-wavenumber range in this region, as the energy is spread by the breakdown to turbulence and the flow is no longer dominated by a single dominant mechanism, the leading resolvent mode is unable to describe it correctly, causing the discrepancies between figure 23 (a) and (b). Even with these discrepancies, it is still interesting to notice that the linear amplification of streaks is increasingly stronger in the mixing layer and at the beginning of the reattachment region than in the boundary layer, due to an increasingly stronger linear mechanism. As previously discussed, oblique breakdown is already known to be one of the fastest ways to create turbulence in attached boundary layers (Franko & Lele 2013, 2014; Laible & Fasel 2016), the fact that linear mechanisms associated with streaks become stronger after the separation point makes it even more relevant for SBLI flow.

To summarise these findings, in the reattachment region, the streaks caused by a non-linear interaction in the boundary which are linearly amplified in the mixing layer are further amplified by a linear mechanism. Then, they quickly breakdown in the way
Figure 25. 3D reconstruction (isosurface of equal positive and negative density forcing) of the optimal forcing linked to streak amplification for the reattachment at $m = 174$ and $f = 7kHz$.

Figure 26. 3D reconstruction (isosurface of equal positive and negative density fluctuations) of (a) the leading SPOD mode ($r_0 > 86\%$), (b) the optimal response of the reattachment region at $m = 174$ and $f = 7kHz$, showing elongated streaks.

Figure 27. Percentage of energy contained in the first 4 SPOD modes for the reattachment at $f = 1.5kHz$ depending on azimuthal wavenumber.
5. Proposed scenario for the transition process

The findings of the previous section yields a transition scenario for the studied case. Even if the scenario is not new, as it is built on mechanisms that are well-known in the literature, it is the first time that it is studied in a complex configuration. Note that despite the generic broadband nature of the noise injected within the simulation that excites a wide range of mechanisms (see §2.2), the scenario might differ for a flow subject to a different type of perturbations (for example, in the case of purely acoustic perturbations).

The scenario is presented in figure 28 and can be followed step by step:

(i) Boundary layer
(a) Some white noise is injected in the boundary layer, it triggers the linear growth of two well-known instabilities over a wide range of frequencies and wavenumbers:
   i. Second Mack mode instabilities.
   ii. Oblique first mode instabilities, they become dominant due to their larger instability domain.

(b) The oblique modes interact non-linearly in the way proposed by Thumm (1991), creating quasi-steady streaks over a wide range of wavenumber.

(ii) Mixing layer
(a) Oblique modes continue to be amplified (albeit for lower frequencies due to the thicker shear layer compared to the upstream boundary layer) and to interact non-linearly to feed energy to the streaks.

(b) The non-linear forcing linked to streaks created in the boundary layer trigger

---

Figure 28. Proposed scenario for the transition process.

described by Mayer et al. (2011) for the flat plate boundary layer as the tip of the streamwise structure lift up from the wall and break to turbulence.
a weak linear amplification mechanism in the mixing layer, making streaks the dominant structure in the flow.

(iii) Reattachment

(a) The non-linear forcing linked to streaks created in the boundary layer continue to trigger a linear amplification mechanism in the reattachment region. The streaks finally break down, creating turbulent structures.

Energy transfers linked to that scenario are sketched in figure 29, which shows that the mean flow transfers energy to oblique modes (via a linear mechanism). These modes then transfer energy to streaks via a non-linear interaction. The mean flow also feeds energy directly to streaks but as shown in figure 28, the non-linear interaction in the boundary layer is necessary to trigger this linear amplification mechanism. An important conclusion of the study is that even if the energy transfers in the boundary layer are of very low intensity when compared to energy transfers in other regions of the flow, the transition scenario is highly dependent on the low-energy structures that develop due to boundary layer instabilities.

This work draws a clearer picture of the dynamics of the flow. Yet it did not discuss from a physical viewpoint the nature of the linear amplification mechanism of streaks, which plays a central role in the overall dynamics of the flow. Even if good candidates for the linear amplification of longitudinal structures would be the centrifugal effect linked to Görtler instabilities (Benay et al. 2006; Murray et al. 2013; Navarro-Martinez & Tutty 2005) or the lift-up effect such as pointed by Bugeat et al. (2019) (albeit only for boundary layer flow), a recent study by Dwivedi et al. (2019) tends to show that they are due to baroclinic effects. The work of Dwivedi et al. (2019) focuses on a laminar flow and does not address directly the question of transition, but nonetheless, it provides insights about the amplification mechanism of so-called ‘reattachment vortices’ in an hypersonic compression ramp flow. Their physical analysis, based on the study of the inviscid transport equations and particular of the contribution of base flow gradients to the production of streamwise velocity, vorticity, and temperature perturbations, showed that the streamwise deceleration through the recirculation region caused the amplification of streamwise velocity perturbations, and that baroclinic effects were the main cause of the amplification of streamwise vorticity. Therefore, they concluded that the linear amplification of these longitudinal vortical structure was due to the baroclinic effects.
6. Conclusion

An in-depth study of the transition process has been conducted for an axisymmetrical compression ramp at a Mach number of 5 and a transitional Reynolds number. A QDNS was carried out and compared to a global resolvent analysis. In contrast to most of the studies on the subject, the transition scenario was not chosen beforehand, and the excitation of convective instabilities in the QDNS was designed not to promote only a single instability, leading to the amplification and interaction of instabilities on a wide range of frequencies and wavenumbers. The dominant mechanism appearing in these conditions relies on the amplification of broadband first oblique modes in the boundary layer, beating the second mode growth because of their upstream domain of instability. These oblique modes interact non-linearly to create streaks such as already documented in many cases of supersonic and hypersonic transition (Fasel et al. 1993; Laible et al. 2009; Mayer et al. 2011; Franko & Lele 2013, 2014; Fasel et al. 2015). Then, the non-linear forcing linked to those streaks trigger a linear amplification mechanism, either due to centrifugal, baroclinic, or the lift-up effect, in the mixing layer and reattachment region which lead to breakdown. Even if the breakdown is linked to linear amplification, the non-linear interaction of oblique modes was found to be essential for this transition scenario. The combination of both QDNS with SPOD and resolvent analysis has proven to be a highly efficient toolset to understand the physical mechanisms behind transition, especially when dealing with both linearly amplified instabilities and non-linear interactions.

The transition process presented is conjectured to be dominant for comparable high supersonic/low hypersonic flow. However, in the actual context of hypersonic vehicles development, higher flight Mach numbers are not uncommon. Similar studies could be conducted for Mach numbers of 6, 7, or even higher. The tools presented here could allow studying transition scenarios where the second mode instabilities play an increasing role. This may reveal possible interactions between second mode and oblique modes or streaks, and for even higher Mach numbers, a transition dominated by second mode secondary instabilities.

The global dynamics of the flow along an axisymmetric compression ramp for a Mach number of 5 in the transitional regime is also not fully explained yet. The present work highlighted a low-frequency low-wavenumber motion, most probably linked to an unstable global mode of the recirculation bubble, which would be worth investigating in a future study.

This work was supported by the French Alternative Energies and Atomic Energy Commission (CEA) under the grant CEA 4600334751. The fully resolved DNS was performed on the OCCIGEN supercomputer at CINES under the GENCI allocation A0072A11041.
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Appendix A. Inner product matrices

This appendix provides the two matrices $Q_e$ and $\mathbf{Q}$ for the inner products presented in sections §2.3, §3.1 and for a conservative state vector (such as described in §3.1). The matrix $Q_e$ correspond to the inner product linked to Chu’s energy (Chu 1965) which
reads, in its continuous form:

\[ E_{Chu} = \frac{1}{2} \int_V \bar{\rho} |\boldsymbol{u}'|^2 + \frac{a^2}{\rho \gamma} (\rho')^2 + \bar{\rho} C_v \frac{1}{T} (T')^2 d\Omega \]  

The discrete form used in this work (see equation 2.3) is derived from (Bugeat et al. 2019) and relies on the following inner product matrix:

\[ a_1 = \frac{\bar{\rho}}{C_v T} \]

\[ a_2 = \frac{|\boldsymbol{u}'|^2 - \bar{e}}{\bar{p}} \]

\[ Q_e = \Omega \frac{\tau^2 + R^2}{\bar{p}} + a_1 a_2 \]

\[ \frac{\rho - \rho_a}{\rho^2} \frac{u_x^2}{\rho^2} \frac{u_r^2}{\rho^2} \frac{u_\theta^2}{\rho^2} \]

\[ \frac{u_x u_r}{\rho^2} \frac{u_x u_\theta}{\rho^2} \frac{u_r u_\theta}{\rho^2} \frac{a_1 a_2}{\rho^2} \]

\[ Q = \begin{bmatrix} \Omega & 0 & 0 & 0 & 0 \\ 0 & \Omega & 0 & 0 & 0 \\ 0 & 0 & \Omega & 0 & 0 \\ 0 & 0 & 0 & \Omega & 0 \\ 0 & 0 & 0 & 0 & \Omega \end{bmatrix} \]

\[ Q_e = \Omega \]

\[ a_1 a_2 \]

\[ \frac{\tau^2 + R^2}{\bar{p}} \]

\[ \frac{\rho - \rho_a}{\rho^2} \frac{u_x^2}{\rho^2} \frac{u_r^2}{\rho^2} \frac{u_\theta^2}{\rho^2} \]

\[ \frac{u_x u_r}{\rho^2} \frac{u_x u_\theta}{\rho^2} \frac{u_r u_\theta}{\rho^2} \frac{a_1 a_2}{\rho^2} \]

\[ Q = \begin{bmatrix} \Omega & 0 & 0 & 0 & 0 \\ 0 & \Omega & 0 & 0 & 0 \\ 0 & 0 & \Omega & 0 & 0 \\ 0 & 0 & 0 & \Omega & 0 \\ 0 & 0 & 0 & 0 & \Omega \end{bmatrix} \]

Appendix B. White noise injection

This section is dedicated to the technical description of the white noise injection in the DNS. As described in the section §2.2 white noise is injected in the simulation, this is done by perturbing the density field, the resulting forcing term apply on all the conservative variables. The injection is realised 4 cells downstream (\( i = 4 \)) of the inlet boundary condition in order not to interfere with it. The form of this injection is the following:

\[ \rho'[j, k] = \rho[j, k](1 + 0.015 r_n[j, k]) \]  

With \( r_n \) a random number normalised such that the root mean square on the whole injection plane is 1:

\[ r_n[j, k] = r_r[j, k] \]

\[ r_r \]

being a numpy generated (numpy.random.random) random number from a continuous uniform distribution between \(-0.5\) and \(0.5\) which is seeded from the linux random generator ”/dev/urandom” of the cluster, \( \bar{e} \) beeing for this special case a spatial average and \( j, k \) ranging the indices of the cell of the injection plan (i.e. \( j \in [0, 60] \) for the wall normal direction and \( k \in [0, 600] \) for the azimuthal direction). As the time step used in the computation is far less than the convection time through one cell in the streamwise
Grid size | QDNS | DNS  
---|---|---
\(n_x\) | 1409 | 3378  
\(n_r\) | 204 | 249  
\(n_\theta\) | 600 | 1800  
\(n_{pts}\) | \(172 \times 10^6\) | \(1.514 \times 10^9\)  
\(\Delta t\) | \(10^{-8} s\) | \(5 \times 10^{-9} s\)  

Table 4. Grid and timestep for the QDNS and DNS.

Figure 30. Sizing of the mesh in local wall unit for (a) the grid used for the QDNS presented in the article, (b) the grid corresponding to a stricter DNS used for validation purpose.

direction, the spatial scheme would be unable to transport a white noise that is updated every iteration. In order to address this issue, it was chosen not to update the noise every iteration but to keep it constant for 15 iterations between each update. This ensures that the scheme is able to discretise the noise while the spectral content is still rich enough in the high frequencies for the present study.

Appendix C. QDNS grid convergence

To assess the validity of the QDNS, a fully resolved DNS was also computed. The DNS have roughly 10 times more grid points (overall) which brings the total number of cells to around 1.5 billion. A quantitative comparison of the results obtained with the two meshes is presented in this section. Except for the grid and the timestep, which are presented in table 4, all the numerical parameters are kept the same. The local sizing of the two grids are presented in figure 30, showing that the sizing of the fine grid corresponds to the DNS requirement.

To give an idea of the computational resources used, the QDNS was run on 420 xeon cores while the DNS was run on 3840 xeon cores. The total computational cost of the QDNS presented study (convergence of multiple mean-flows, extraction of snapshots) is estimated around 500.000 CPU hours, the convergence of the mean flow of the resolved DNS alone is around the same cost. For obvious computational cost reasons, the DNS was not run for the same amount of time than the QDNS and it was thus impossible to collect data to compute the SPOD modes. However, a quantitative comparison is still possible on the topology of the flow. Figure 31 presents the pressure distribution along
Figure 31. Comparison of the results of the DNS and QDNS for (a) the pressure distribution along the geometry and (b) the intermittency factor.

| Instability       | $\omega$ [kHz] | $m$ | $N_x$ | $N_y$ |
|-------------------|----------------|-----|-------|-------|
| Oblique first mode | 51             | 72  | 65    | 50    |
| Second mode       | 230            | 0   | 20    | undefined |

Table 5. Number of points per wavelength upstream of separation for the most amplified boundary layer instabilities for the QDNS grid.

the geometry and the intermittency factor for both the QDNS and DNS. It shows that except for a small overestimation of the bubble size, the QDNS is fully able to predict the right flow topology and transition point, which is an important result given the high sensitivity of the flow topology to the transition location (such as discussed §2.1).

In addition to that, and in order to be sure that all the linear instabilities are correctly described and that their higher harmonics can be adequately resolved for the nonlinear development, table 5 presents the number of grid points per wavelength of the most amplified waves for both oblique first mode and second mode waves, showing that the spatial discretisation is able to resolve at least one higher harmonics of even the smallest energetic waves.

Appendix D. Boundary layer profiles

Figure 32 presents the velocity and temperature boundary layer profiles from the mean flow and from a the self-similar solution computed with the ONERA boundary layer solver CLICET (see for instance Renard & Deck (2016)).
The edge Mach number and the boundary layer thickness longitudinal evolution can be found in figure 33.
Figure 32. Velocity (a) and temperature (b) boundary layer profiles from the mean flow (plain lines) and self-similar solutions (dots).

Figure 33. Edge Mach number and boundary layer thickness of the mean flow. The dots represent self similar verification points.