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ABSTRACT

Background. Software Engineering (SE) researchers extensively perform experiments with human subjects. Well-defined samples are required to ensure external validity. Samples are selected purposely or by convenience, limiting the generalizability of results.

Objective. We aim to depict the current status of participants selection in empirical SE, identifying the main threats and how they are mitigated. We draft a robust approach to participants’ selection.

Method. We reviewed existing participants’ selection guidelines in SE, and performed a preliminary literature review to find out how participants’ selection is conducted in SE in practice.

Results. We outline a new selection methodology, by 1) defining the characteristics of the desired population, 2) locating possible sources of sampling available for researchers, and 3) identifying and reducing the “distance” between the selected sample and its corresponding population.

Conclusion. We propose a roadmap to develop and empirically validate the selection methodology.

CCS CONCEPTS

• Software and its engineering → Empirical software validation.
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1 INTRODUCTION

Participant selection is an important activity when conducting experiments in Software Engineering (SE) [43]. Along with objects selection, it has a direct impact on the generalizability of experimental results. Appropriate participant selection has been traditionally associated with random sampling [33, pp. 344-5]. If a random sample is representative of the original population, the causal effects found in the sample can be safely generalized to the population [33].

When the properties of the sample do not resemble the ones of the target population, issues with the representativeness of the participants arise [5], and different validity threats can affect the experimental findings, including reliability of treatment implementation, heterogeneity of subjects, and selection [33].

However, recruiting the right participants is not easy. There are ethical, political, and logistic constraints often limiting the random selection to less meaningful populations” [33, pp. 346]. Similarly, “budget limits the selection of units to a small and geographically circumscribed population at a narrowly prescribed set of places and times” [33, pp. 346]. Assembling a cohort is a trade-off between having participants working in the same settings and performing the same tasks required by the experiment and having participants who are actually available and willing to participate.

In the simplest instance, a cohort is assembled using the available subjects; it is the case of a “convenience sample.” Another option is filtering out subjects who do not possess some of the desired characteristic—e.g., industry developers. Some researchers argue that less experienced subjects, such as students, are valid experiment participants [30].

It is unclear whether these strategies yield representative samples. Without the representativeness safeguard, the validity of the experimental results cannot be claimed, just argued. Some guidelines have been proposed for surveys [25], but surveys and experiments have different requirements, and such proposals may not be applicable. Participants in SE experiments—as opposed to other fields, such as psychology—require specific skills which are uncommon in the general population (e.g., programming knowledge). These skills are typically hard to measure, and their visible proxies are still uncertain [12] (e.g., are programming years equivalent to programming knowledge?).

This work is a stepping stone towards improving the current participant selection strategies in SE experiments. The end goal of our research agenda is to help experimenters assessing the generalizability of SE experiments results. In particular, we want to answer the following research questions:

RQ1 Which strategies are currently applied for participant selection in SE experiments?

1In statistics, a cohort is a group of subjects who share a defining characteristic or set of characteristics.
RQ2. Which population characteristics do researchers pursue and which ones they disregard when sampling?
RQ3. Which factors contribute to the invalid selection of participants?
RQ4. Which techniques can be applied to improve the selection of SE experiments participants?

This paper is structured as follows: Section 2 presents related work and the state of the art regarding participants selection in experimentation. Section 3 shows a possible future, while Section 4 introduces the proposed approach. Our conclusions are presented in Section 5.

2 BACKGROUND

2.1 Related Work

Experimental units (human subjects in this manuscript) are never alike. When they are assigned to experimental treatments/conditions, their differences may alter the relationship between the treatments and the response variable in such a way that participants characteristics are confounded with the treatment effect [33].

R.A. Fisher introduced randomization—i.e., the stochastic, aleatory assignment of subjects to treatments, as a mechanism to avoid bias and guarantee the validity of the inference tests [18]. Fisher worked in an agricultural station, so he probably had no big concerns with the availability of seeds. However, in SE experiments, assembling a cohort of human subjects may be painful due to practical constraints—e.g., the number and type of subjects available, which might have an influence in the results. Table 1 shows the validity threats associated to participant selection [33].

Generalization has been traditionally associated with random sampling [33, pp. 342-4]. Nowadays, the mainstream SE experimental textbooks (e.g., [21, 43]) take random sampling as the gold standard for subject selection. A random sample is a sample that has been selected from the population in such a way that every possible item in such sample has an equal probability of being selected [26, pp. 28]. Random sampling in SE will be described in Section 2.1.1. However, random sampling is not the most usual sampling approach in SE; convenience sampling is often used. We will discuss convenience sampling on Section 2.1.2.

2.1.1 Random sampling in SE. Kitchenham et al. [23] provide advice on how to research Empirical (in reality, Experimental) SE. Regarding subject selection, the authors recommend to (1) identify the population from which the subjects and objects are drawn, (2) acquire information about the demographic characteristics of the sample, such as their education background or gender, and (3) record data about subjects who drop out from the studies. The purpose of these recommendations is to ensure external validity, perform post-hoc tests (to determine where the statistically differences truly came from) and identify the presence of bias, respectively.

The main issue with Kitchenham et al. advice is how to characterize the population, e.g., specifying the skills, experience, or any other desired subject characteristic. To the best of our knowledge, there is no set of agreed-upon dimensions that define a population of interest—e.g., software developers. Sampling has utilized proxies for population characteristics which appear to be self-evident. One example is programming knowledge. We use proxies such as occupation—e.g., student or professional [14, 15, 34] or experience years [30, 41]. Knowing the distribution of these proxies in the population—e.g., using a survey would make it obvious drawing a representative sample. However, we do not know with certainty how those proxies relate to programming skills. Some steps in that direction have been taken [6], but they are insufficient to ensure samples’ representativeness.

As a matter of fact, examples of individuals being randomly selected to participate in randomized experiments are rare [33, pp. 346]. A systematic review of controlled experiments by Sjøberg et al. covers 103 primary studies published between 1993 and 2002. The authors report that only two of them claim to have conducted random sampling [36] (see Section 2.2 for further details). Without a well-defined population, it is not possible to make inferences from the sample. Several works have tried to solve this problem. There are two basic solutions:

2.1.1.a) Acquire the “right” demographic characteristics of the sample. Sjøberg et al. [35] claim that we need to collect information about the ability and the variations among experimental subjects for the results to be generalized. For professionals, they suggest collecting competence, education, experience, age, etc. For students, academic level (undergraduate, postgraduate), subject, age, etc.

Höst et al. [20] propose a classification scheme to decide whether the context factors of different controlled experiments are the same. The factors they propose are the incentives and the experience of subjects. The latter is clearly a sample characteristic. They suggest the following values:

- Undergraduate student with less than three months of recent industrial experience.
- Graduate student with less than three months of recent industrial experience.
- Academic with less than three months of recent industrial experience.
- Any person with recent industrial experience, between 3 months and two years.

Nagappan et al. [27], introduce a technique called coverage to identify software projects of similar characteristics. Coverage depends on a (set of) similarity functions which, in turn, are defined on several dimensions, such as the number of developers or the total lines of code. Projects are characterized as points in a n−dimension space. Similar projects can be identified using a procedure inspired by clustering. The authors have not applied their approach to experimentation with human subjects. It is highly likely that such dimensions are clearer for software projects than for people since, as we have mention before, the dimensions needed to calculate the distance are not available for human subjects yet.

2.1.1.b) Ensure that the pool from which the sample has been drawn is the “right” one. The process starts with a source of sampling, which is a database from which adequate subpopulations of the target population can be systematically retrieved [7, 12]. There are several candidates to become a source of sampling: graduation classes, attendances to SE conferences, directories of professional societies, etc. [11]. Crowdsourcing platforms, such as Amazon Mechanical Turk and Prolific.ac, are popular among researchers, especially in
Table 1: Threats to validity related to participant selection [33]

| Type      | Threat                  | Description                                                                 |
|-----------|-------------------------|-----------------------------------------------------------------------------|
| Statistical | Reliability of treatment implementation | Different people apply the treatment in various ways or the same person on different occasions. |
|           | Heterogeneity of subjects | Individual differences cannot be removed entirely. When the sample is too heterogeneous, we may observe such differences rather than the treatment effect. Do not confuse with selection below. |
|           | Selection                | The 'average' participant differ among treatments, i.e., the experimental groups are not equivalent. This threat typically operates in quasi-experiments and true experiments wrongly randomized or with rather small sample sizes. |
|           | Regression to the mean   | Subjects that score very high (or very low) on some measure tend to obtain more modest (better) scores in subsequent evaluations. When the first score has been used to assign subjects to groups (as in some quasi-experiments) or create factor levels (not unusual in true experiments), the treatment effect will be confused with the natural regression towards the mean, i.e., the 'average performance'. |
|           | Attrition                | There are non-random dropouts. For example, different types of participants can drop out of each experimental group, or more may drop out of one group than the other. It is not precisely a participant selection issue, but it may be indirectly related to subjects' characteristics. For instance, students are less likely to drop than other participant types. |
| Construct | Reactivity to the experimental situation | The subjects react to the experimental situation. This is not directly related to participant selection. For instance, a professional developer may get annoyed by the experimental protocol or uncertain due to the experimental tasks’ domain. |
|           | Novelty and disruption effects | Subjects may get excited if the treatments/tasks represent an innovation to them, or behave poorly if they disrupt their routine. Again, not directly related to participant selection, but some profiles, e.g., professionals, may be more heavily affected than others, e.g., students. |
| External  | Interaction of the causal relationship with units | The effect observed in the experiment is valid for the participating subjects only. This problem arises from sampling from wrong (sub-)populations. For instance, a TD experiment with volunteer developers attracts TD fansatics, and thus TDD yields better results. But such results cannot be reproduced in the general developer population. |

The social sciences, as ways for recruiting experimental participants [28].

Next, the source of sampling is filtered out to identify the relevant sub-populations. SE research has taken three approaches: (1) using a qualification exam, e.g., [31, 37–40], (2) dropping responses that fall outside of one standard deviation of the mean [16], and (3) creating a search plan which includes a search strategy and inclusion/exclusion criteria [7, 12].

Finally, a sampling strategy (simple random sampling, clustering, stratified sampling, systematic sampling, etc.) can be applied to such sources to obtain the experimental subjects.

De Mello et al. [10] compare two samples (from Mechanical Turk and LinkedIn) in an online experiment for evaluating the relevance of Java code snippets to programming tasks. The authors find that there are significant differences in the two samples (LinkedIn participants present significantly higher levels of experience in programming and Java than Mechanical Turk), despite a high level of consistency in the experimental results. De Mello et al. [10] concludes that the decision of using MTurk or LinkedIn should be used based on the characteristics of the study, the need for more or less experienced participants, expected heterogeneity, and sampling strategy.

Layman et al. [24] make several recommendations on using MTurk for SE user studies: qualifications of subjects, data validation, procedure adherence, and independence of observations. Regarding the qualification of subjects, which is our primary interest, they rely on MTurk screening mechanisms—i.e., qualification tests, which they consider satisfactory.

Although MTurk and LinkedIn provide access to a larger sample of participants, these platforms contribute to participants’ selection issues. A study in the field of empirical finance [29] shows how, over time, researchers’ concerns about the quality of the data obtained from crowd workers led them to sample participants based on reputation metrics established by the platform. By following this approach, researchers are excluding a large part of the possible sample while repeatedly using the same small group of highly experienced participants for their studies [28]. Likewise, Hauser et al. [19] present several concerns in using crowdsourcing for research purposes. The use of crowdsourcing exacerbates self-selection bias. On top of deciding to enroll in the platform, participants also decide whether to complete a specific task for the study. According to the authors, this has repercussions on replicability as sampling procedures are challenging to reproduce. Finally, Baltes and Diehl [4] also acknowledge that SE findings are based on convenience sampling—for which researchers tend to include participants close to their social and cultural group—and suffer from self-selection bias (e.g., snowball sampling using social media).

2.1.2 Sampling from convenience populations. Given the problems above, it is logical that most SE experiments are conducted using convenience sampling [3, 35, 36] typically (under)graduate students or professionals from companies. A sizable amount of literature discusses the professional-student dichotomy. A recent paper by Falessi et al. [14] shows some insight into the pros and cons of using students and professionals in experiments.

According to the authors, different experiments in SE literature show contradictory results as regards the performance of professionals and students. They believe that classifying experiment participants using a binary scale (students/professionals) is not an appropriate approach, and that not considering students as representative of professional developers seems to be an oversimplification, as well as considering the use of professionals in experiments as a panacea. They propose to use subject characterization based on relevant attributes instead. But the characteristics to be used is an open question.

Falessi et al. [14] list several characteristics associated to experiments that use students (vs. using professionals):

- Have lower external validity.
- Show higher treatment conformance.
- Have no lower relevance, i.e., are not of less interest.
- Use convenience sampling (but it is worse in the case of professionals).
• Are more willing to learn, and therefore might perform better with new technologies. If professionals are used, the positive effects of a new technology are underestimated.
• Have less experience (if experience plays a role, they will perform worse).
• Support the improvement of experiment design and protocol better than the use of professionals.

The authors propose the following ideas:
• Think about population and validity before experimenting. It allows for a better understanding of the sample being used and the population participants belong to.
• Consider the population in relation to the research questions.
• Think about the appropriateness of students participating and the kind of professionals we could compare them with.
• Once a technology gets promising results in laboratory experiments, it might be time to advance in the path and call for practitioners [17]
• The representativeness of students changes with different contexts. Students are reliable proxies for the developer population of typical start-up environments or SMEs [13], and OSS ecosystems.
• Not many highly skilled professionals do the development; most developers become managers after a few years. Therefore, students are reliable proxies.
• Papers should provide a detailed description of why the use of students as subjects in the study was appropriate under the specific circumstances.

Finally, they provide a characterization scheme of subject experience based on three dimensions:
• Real (to what extent does a subject have real experience?).
• Relevant (to what extent is the real experience of a subject relevant?).
• Recent (to what extent does a subject have recent relevant experience?).

Based on the concepts identified in the previous subsections, we investigated which approaches are adopted in the practice to select participants.

2.2 State of the Practice

In order to study the current state of the practice in participants selection, we have first examined how SE experiments select participants using existing secondary studies. Additionally, we have conducted a literature review to screen recent experiments.

2.2.1 Secondary studies. We found three studies that characterize and discuss the strategies adopted in the participants selection process [3, 5, 36].

Amir and Ralph [3] investigated 236 papers published at EMSE between 2012 and 2016. They show that actual random sampling is rare (only 3% of the studies), whereas purposive (i.e., create a sample based on a strategy) and convenience (i.e., create a sample arbitrarily) sampling are dominant and stable over time. The authors attribute the lack of random sampling to the lack of well-defined sampling frames from which elements can be selected.

Purposive sampling is the dominant strategy in SE experiments also according to a review of the literature by Baltes and Raph [5] which includes 115 empirical studies published between 2014 and 2019 at the International Conference on Software Engineering (ICSE), ACM Joint European Software Engineering Conference and Symposium on the Foundations of Software Engineering (ESEC/FSE), Transaction in Software Engineering (TSE), and Transaction in Software Engineering and Methodology (TOSEM). The authors show that purposive sampling and random sampling are respectively used in 77% and 4% of the experiments. Other sampling techniques, stratified sampling is used in 1% of the experiments whereas snowballing is not used at all.

Sjøberg et al. review shows that only two (out of 103) primary studies claim random sampling, but how it was carried out was not reported [36]. The majority of the experiments use convenience sampling, with students being the most used type of participants [36]. The authors recommend to incentivize professionals to be part of experimental studies, for example, by compensating employers for the hours their personnel spent on a study, as well as offer workshops to the companies where assessments are used as experimental session [36, 42].

2.2.2 Literature review. In the remaining part of this section, we report the selection process we adopted to collect data from the existing literature.

Search and Selection Process and Data Extraction. As recommended by Sjöberg [36], we used the search string:

“controlled experiment” OR “controlled-experiment” OR “randomize control trial” OR “group comparison”

We used the asterisk character (*) to capture possible term variations such as plurals. We applied this string on title and abstract limiting the search to the SE domain.

We selected the list of relevant bibliographic sources following Kitchenham and Charters [22] suggestions, since these sources are recognized as the most representative in the SE domain and used in many reviews. Moreover, we performed a manual search on the most important conferences and journals on Empirical SE, such as Empirical Software Engineering Journal and International Symposium on Empirical Software Engineering and Measurement (ESEM).

We defined inclusion and exclusion criteria to be applied to the title and abstract or to the full text. The retrieved papers should be empirical studies [? ], had to clearly report the methodology and in particular the case and subject selection.

The search was conducted in March/April 2021 and included all the publications available until this period. Moreover, we decided to concentrate only on the papers published in the last five years (2017-2021), retrieving 118 unique papers. We tested the applicability of inclusion and exclusion criteria on a subset of ten papers (assigned to all the authors) randomly selected from the papers retrieved. Moreover, we performed the snowballing process, applying the same process as for the retrieved papers.

3Another assumption is that a random sampling strategy will result in a representative bias. For an in depth explanation of why this reasoning is flawed, we refer to [3, 5].

5The raw data are available here: https://figshare.com/s/efcd1e2c749670515

6The list includes: ACM Digital Library, IEEEExplore Digital Library, Science Direct, Scopus, Google Scholar, CiteSeer library, Inspec, Springer link
For each paper, we checked two aspects: 1) the strategy adopted for participants selection and 2) the identified validity threats related to this selection.

Results Participants selection strategy: The vast majority of the considered studies (90 studies) selected the participants based on the current availability at the moment of the study. While the remaining studies did not report any details about the selection. In case of bachelor or master students, the authors selected them from the closer related course to the topic of the study. In other cases, the authors selected the participants based on their experience in the study context, such as programming languages. When participants characteristics were taken into consideration, the authors simply tested their experience in the domain profiling the background skills via preliminary surveys for industrial participants.

Threats to validity for participant selection: In only 50 papers out of the 118 retrieved ones, the authors mentioned possible limitations due to participants’ selection. In particular, the unanimously reported issue was that selecting other participants with different skills or expertise might have resulted in different outcomes. However, none of them discussed possible mitigation actions.

3 A POSSIBLE FUTURE

The state of practice presented in Section 2 provides evidence regarding two main issues with participants selection in SE experiments: 1) we do not know which are the relevant characteristics to define a sample/population properly, and 2) existing source like Mechanical Turk or LinkedIn are less homogeneous than they seem. As a consequence, the most used participants selection methods are purposive and convenience sampling. These two methods have issues that affect experiment validity.

The goal of our research is to propose a methodology that allows researchers to mitigate these validity issues.

A starting point for the selection methodology is the set of possible scenarios for SE experimentation. Based on the strategies adopted and threats identified in the literature Section 2.2, as well as on our experience running experiments (both in academia and industry) for more than two decades, three scenarios are apparent:

1. Experiments may have universal aims and goals—e.g., comparing two refactoring tools for the Java programming language. The population is very loosely defined—e.g., subjects with Java programming knowledge.
2. SE experimentation is frequently opportunistic. Industry experiments are a typical example. The population is given (the company employees) and quite often the sample is also pre-defined—e.g., volunteers. The experiment topic also needs to align with the preferences of the company.
3. Experiments may have specific goals that require a very well-defined population—e.g., comparing two control-flow test case design techniques from the testers’ viewpoint.

These scenarios suggest the requirements for any participants’ selection methodology:

- We shall be able to estimate to what extent the sample “covers” the target population6 (scenario 1).
- We cannot miss the opportunity of running experiments because we do not have the “ideal” sample (scenario 2).
- We shall be able to evaluate the generalizability of the experimental results on the grounds of the data collected from the sample (scenarios 2-3).
- If the sample departs “strongly” from the “ideal” population, we shall be able to evaluate whether running the experiment is worth (scenarios 2-3).

Two mechanisms could fulfill these requirements: 1) a procedure to characterize the population/sample (in line with Bergersen et al. [6] research) and 2) a procedure to evaluate the similarity among samples, or samples vs. populations (similar to the approach proposed by Nagappan et al. [27] for mining software repository studies). Accordingly, our proposal suggests the following steps:

- Identify the characteristics of the desired population and the samples that could potentially be obtained from it.
- Locate possible sources of sampling available for the researchers.
- Identify the “distance” between sample and population, and/or among samples (in terms of their characteristics).
- Identify how the distance can be reduced, and try to reduce it as much as possible.
- Assess to what extent the results support the initial assumptions about the sample and interpret the results accordingly.

4 TOWARDS A NEW METHODOLOGY

Our proposed roadmap includes the following steps:

Step 1: Identification of current approaches, main issues, and mitigation strategies. We will conduct a systematic literature review to investigate the main approaches adopted by the SE community for participants selection, related issues, and approaches adapted to mitigate them.

Step 2: New methodology proposal. Based on the results of the previous step, we will define a participant selection methodology that will address the aforementioned issues. As mentioned in Section 3, it will be based on identifying the distance between the current sample and the target population, and apply strategies to reduce this distance to the minimum. However, we need to address the following issues:

- How to identify the relevant characteristics of the sample/population.
- How to select the most appropriate instruments to measure these characteristics.
- How to measure the distance between the sample and the population.
- What are the strategies that could be used to reduce the distance.

When addressing the identified issues, we may consider some recommendations proposed by [32] for causal generalization:

- Surface similarity. In order to guarantee the experimental subjects matching with the important prototypical characteristics of the target population.
- Ruling out irrelevancies. In order to check if the participant variation is irrelevant to the size/direction of the effect.
with participants selection are impeding, among others, the correct accuracy of our methodology with the current approaches via controlled experiments.

**Step 4: External Validation.** We will involve some authors of the studies considered in Step 1 in order to collect their feedback. Moreover, we will ask them to adopt our methodology in some of their future work. We will not explain any details in order to avoid bias influencing the researchers.

5 CONCLUSIONS

Despite Empirical SE relying heavily on experimentation, issues with participants selection are impeding, among others, the correct application of experiments findings in practice—e.g., in terms of generalizability from the experimental sample to the population of interest. In this paper, we present a detailed overview of the issues related to participants selection, and their impact on several threats to experiment validity. Moreover, we present the state-of-practice of participants selection strategies in SE experiments. Taking the previous into account, we propose i) a new methodology for participants selection that mitigates validity issues, and ii) a roadmap for its development and evaluation.
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