A Fragile Points Method, with an interface debonding model, to simulate damage and fracture of U-notched structures
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Abstract:

Notched components are commonly used in engineering structures, where stress concentration may easily lead to crack initiation and development. The main goal of this work is to develop a simple numerical method to predict the strength and crack-growth-path of U-notched specimens made of brittle materials. For this purpose, the Fragile Points Method (FPM), as previously proposed by the authors, has been augmented by an interface debonding model at the interfaces of the FPM domains, to simulate crack initiation and development. The formulations of FPM are based on a discontinuous Galerkin weak form where point-based piece-wise-continuous polynomial test and trial functions are used instead of element-based basis functions. In this work, the numerical fluxes introduced across interior interfaces between subdomains are postulated as the tractions acting on the interface derived from an interface debonding model. The interface damage is triggered when the numerical flux reaches the interface strength, and the process of crack-surface separation is governed by the fracture energy. In this way, arbitrary crack initiation and propagation can be naturally simulated without the need for knowing the fracture-patch before-hand. Additionally, a small penalty parameter is sufficient to enforce the weak-form continuity condition before damage initiation, without causing problems such as artificial compliance and numerical ill-conditioning. As validations, the
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proposed FPM method with the interface debonding model is used to predict fracture strength and crack-growth trajectories of U-notched structures made of brittle materials, which is useful but challenging in engineering structural design practices.
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1 Introduction

Notches are widely-used in engineering structures, where stress concentration may cause crack-initiation and structural failure. Thus, during the past decades, damage tolerance assessment of notched structures has attracted many research efforts, most of which have been focused on the following two aspects. The first one is predicting the fracture strength of designed structures in order to determine their load bearing capacity. The second one is predicting the crack-growth trajectories in order to efficiently reinforce the designed structures or to guide the crack path in a desired direction.

For the assessment of fracture strength, linear elastic fracture mechanics (LEFM) has been applied for sharp notches. The stress field near the root can be characterized by the intensity of its singularity, and the failure criterion can be therefore postulated. However, when the notch root is blunt, i.e. the notch root radius is not zero, the stress singularity disappears and analyses using LEFM are overly conservative [1]. In this work, we focus on damage assessment of U-notched specimens made of brittle materials, for which the failure criterion based on stress intensity factor gives poor results [2]. Several empirical failure criteria have been proposed to predict the load-bearing capacities of U-notched structures [3, 4]. However, for more complex structures with various notch shapes, root radii and loading modes, predicting fracture strength of U-notched specimens by means of simple analytical formulae is challenging, and it is also more difficult when it comes to predicting the entire process from crack initiation to structural fracture.
During the past decades, several numerical approaches based on finite element method (FEM) have been developed to assess the fracture resistance of U-notched specimens. In general, these approaches can be classified into two categories.

In the first category, certain failure criteria, such as the mean stress criterion [5-7] and the strain energy density criterion [8-10], have been applied to determine failure in combination with FEM. In these approaches, failure was triggered by certain variables, e.g. stress, stress intensity factor and strain energy density, evaluated within elements near the notch root, and the maximum load was estimated when the variables reached the prescribed critical value.

The second category of approaches assume that cracks are triggered by the accumulation of microscopic damage. The most representative and widely-used approach is based on cohesive zone model (CZM) [11-13], in which cracks are modeled explicitly by interface cohesive elements and a traction-separation law is defined to characterize damage initiation and development between neighboring solid elements. CZM has been successfully applied to predict fracture strength of U-notched specimens made of PMMA at low temperature [14] and graphite [15].

Though numerical approaches reviewed above can provide good estimations on fracture strength, the prediction on fracture trajectory has been barely considered. The first category of numerical approaches reviewed above is not able to model crack propagation without additional mesh regeneration technique. CZM can model both crack initiation and propagation. However, when the crack path is unknown in advance, a large number of interface cohesive elements has to be inserted into the finite element (FE) models leading to a dramatic increase of degrees of freedom (DOFs) and leading to the numerical problem known as artificial compliance [16]. To avoid artificial compliance, a very large initial interfacial stiffness or penalty function has to be used, resulting in ill-conditioning in implicit analysis and the decrease in stable time increment in explicit analysis [17, 18].

For predicting the fracture trajectory, most existing FE-based numerical approaches are based on the incremental method and remeshing techniques [19-21].
In these approaches, the location and orientation of crack growth are determined based on certain criteria such as the maximum principal tensile stress criterion [22-24], and another criterion, normally the maximum tangential stress (MTS) criterion [25], are usually used to determine the fracture angle during crack propagation. During the simulation, remeshings are used repeatedly to accommodate inserted cracks, and singular elements are often used in order to improve the computed stress field near the crack-tip[21]. Extended finite element method (XFEM) is also proposed and used, with crack-surface and crack-tip enrichments, to alleviate the need for remeshing[26-29]. XFEM has also been combined with CZMs to predict fracture trajectory of various blunt-notched specimens [30].

Recently, a simple meshless method, named the Fragile Points Method (FPM), has been proposed by the group of Dong and Atluri [31, 32]. In this method, the problem domain is discretized by points and the corresponding formulations are based on the Discontinuous Galerkin weak form, different from other weak form meshless methods, e.g. meshless local Petrov-Galerkin (MLPG) method [33] and element-free Galerkin (EFG) method [34]. Instead of using element-based basis functions, the trial and test functions used in FPM are point-based piece-wise-continuous polynomials, for which the integral of the Galerkin weak form can be evaluated efficiently by using a very low-order Gauss quadrature. Additionally, as the FPM trial functions are discontinuous across the interfaces between neighboring subdomains, it is very convenient to introduce cracks simply by manipulating the numerical fluxes and support domains without changing the number of DOFs. In previous studies, FPM has been applied to solve Poisson’s equation [31] and linear elastic problems [32] to verify the its stability, robustness, accuracy and efficiency. This method has also been used to simulate transient heat conduction in anisotropic nonhomogeneous media [35, 36] and flexoelectric effects in dielectric solids [37].

To predict fracture strength and trajectory of fracture propagation of U-notched structures made of brittle materials, FPM formulations have been enriched in this work by an interface debonding model. Note that the symmetric interior penalty
numerical flux was employed in the FPM formulation by the previous works of the authors, see [31]. Instead, we use the incomplete interior penalty Galerkin (IIPG) [38] numerical flux in this work and point out the IIPG numerical flux has an explicit physical meaning as the traction acting on interior interfaces. Thus, the process of interface damage and crack initiation can easily be modeled by defining a damaged interface numerical flux postulated as the traction derived from an interface debonding model.

In this work, such an interface debonding model is postulated by following the available previous works of thermodynamically consistent Continuum Damage Models (CDMs). According to the proposed interface debonding model, damage is initiated across an interior interface when the traction reaches the material strength, and the separation process is governed by the material fracture energy. Compared to the intrinsic CZM, interior interfaces in FPM models remain closed (in a weak sense) before reaching the material strength, even though a small penalty factor is used. Thus, this method does not suffer from artificial compliance, and avoids the need for using an extremely large value of interfacial stiffness.

Note that the proposed FPM with interface debonding model shares some similarities with discontinuous Galerkin (DG) FEM in combine with CZM [39-41]. However, in hybrid DG-FEM/CZM approaches, cohesive interface elements are inserted into damaged interior interfaces, which means that, for problems with dense crack initiations, many additional nodes are inserted into the model and the number of DOFs is increased continuously. In contrast, the proposed FPM does not require inserting extra nodes, and can be easily used to simulate the entire process from small crack initiation from notch root to the structural failure caused by the propagating large cracks.

This paper is organized in the following way. FPM formulations in Galerkin weak form are introduced in Section 2 and the interface debonding model is derived in Section 3. Then the algorithmic implementations of the proposed method are presented in Section 4. Finally, in section 5, the proposed method is validated through
examples to predict fracture strength, and crack-growth trajectories of U-notched structures made of brittle materials. In Section 6, we complete this paper with some concluding remarks.

2 FPM formulations considering interface damage

For a linear elastic problem defined in the domain $\Omega$, the governing equations read as

$$
\begin{cases}
\sigma_{ij,j} + f_i = 0 \\
\varepsilon_{ij} = \frac{1}{2}(u_{i,j} + u_{j,i}) & \text{in } \Omega \\
\sigma_{ij} = D_{ijkl} \varepsilon_{kl}
\end{cases}
$$

(1)

where $\sigma_{ij}$, $\varepsilon_{ij}$, $u_i$, $f_i$, $D_{ijkl}$ denote stress field, strain field, displacement field, body force field, and the fourth-order stiffness tensor. Boundary conditions are given as,

$$
\begin{cases}
u_i = \bar{u}_i & \text{on } \Gamma_u \\
\sigma_{ij} n_j = \bar{t}_i & \text{on } \Gamma_t
\end{cases}
$$

(2)

where $n_j$ is the outward unit normal vector on the boundary portion $\Gamma_t$, $\bar{u}_i$ and $\bar{t}_i$ are the prescribed displacement and traction fields on the boundary portions $\Gamma_u$ and $\Gamma_t$, respectively. Since this work focuses on 2D problems, the variables take the value $i, j, k, l = 1, 2$.

In FPM, the problem domain is discretized by a series of points which are located inside the domain or on its boundary. Using these points, the problem domain is further partitioned into contiguous and non-overlapping subdomains. Details of discretization and partition methods have been introduced in detail in [31, 32].

In a subdomain $E_0$ for the point $P_0$, the trial function $u^h = [u_1^h, u_2^h]^T$ is defined as

$$
u^h = U^0 + \begin{bmatrix} h & 0 \\ 0 & h \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \end{bmatrix}
$$

(3)

where $u^0 = [u_1^0, u_2^0]^T$ is the displacement vector of $P_0$. For linear trial function,
\[ h = \begin{bmatrix} x_1 - x_1^0 & x_2 - x_2^0 \end{bmatrix}, \quad a_i = \left[ \frac{\partial u_i}{\partial x_1}, \frac{\partial u_i}{\partial x_2} \right]_0, \quad i = 1, 2 \]  

(4)

where \( x_i^0 \) and \( x_i \) are the coordinates of the point \( P_0 \) and an arbitrary point \( P \) in \( E_0 \), respectively.

In this work, the support of \( P_0 \) is defined as the points, \( P \sim P_m \), of neighboring subdomains, \( E_1 \sim E_m \), which share the same boundary with the subdomain \( E_0 \) (see Fig. 1). Using the generalized finite difference method, the displacement gradient vector \( a = [a_1^T, a_2^T]^T \) in the subdomain \( E_0 \) can be derived as,

\[ a = Cu \]  

(5)

where \( C \) serves as the gradient operator and \( u = [u^{0T}, u^{1T}, \ldots, u^{mT}]^T \) collects displacement of all points in the support of \( P_0 \). Then, \( u^b \) can be expressed as

\[ u^b = Nu \]  

(6)

where \( N \) is the shape function. The trial strain field \( \varepsilon^b \) and trial stress field \( \sigma^b \) can be expressed as

\[ \varepsilon^b = Bu, \quad \sigma^b = D\varepsilon^b = DBu \]  

(7)

where \( D \) and \( B \) are the stiffness tensor and the strain shape function, respectively.
Detailed derivation and expression of the trial function can be found in [32]. Note that, though the generalized finite difference method is used in this work, the displacement gradient needed at the Fragile Points can also be derived using other alternative methods, such as differential quadrature[37].

In this work, FPM formulations are expressed in Galerkin weak form using the same type of trial function $u^h$ and test function $v$ in each subdomain as,

$$
\sum_{E \in \Omega} \int_E \sigma_y(u)\epsilon_y(v) d\Omega - \sum_{E \in \Omega} \int_{E \partial} \sigma_y(\mathbf{n}) n_j v_j d\Gamma = \sum_{E \in \Omega} \int_E f v_j d\Omega
$$

(8)

Since the trial and test functions are discontinuous, interior penalty numerical flux correction, which has been widely used in discontinuous Galerkin FEM, is employed in the Galerkin weak form of FPM to guarantee the consistency and stability of this method as discussed in [31]. Accordingly, the Galerkin weak form of FPM with numerical flux correction can be expressed as

$$
\sum_{E \in \Omega} \int_E \sigma_y(u)\epsilon_y(v) d\Omega - \sum_{E \in \Omega} \int_{E \partial} t^*_i [v_j] d\Gamma = \sum_{E \in \Omega} \int_E f v_j d\Omega + \sum_{E \in \Omega} \int_{E \partial} \tilde{f} v_j d\Gamma
$$

(9)

where $t^*_i$ is the interior penalty numerical flux defined on internal interface $\Gamma_h$ between each pair of neighboring subdomains.

**Remark 1:** The trial and test functions used in FPM are polynomial, thus the integrals of Galerkin weak form can be evaluated by means of simple Gauss Integrations of very low order.

In this work, the numerical flux is defined according to the IIPG method as,

$$
t^*_i = \{ \sigma_y(u)n_j \} - \alpha_y [u_j], \text{ on } \Gamma_h
$$

(10)

where $[,]$ and $\{\}$ are the jump and average operators. For an arbitrary internal interface $e \in \partial E_1 \cap \partial E_2$ shared by subdomains $E_1$ and $E_2$, the operators act on arbitrary quantity $w$ as

$$
[w] = w|_{E_1}^{E_2} - w|_{E_1}^{E_2}, \quad \{w\} = \frac{1}{2}(w|_{E_1}^{E_2} + w|_{E_1}^{E_2})
$$

(11)

In Eq. (10), $\alpha_y$ is a second-order penalty tensor used to weakly enforce
displacement continuity across interior interfaces. In this work, it is defined as a diagonal matrix

\[
\alpha_{ii} = \lambda E / h_i \quad \text{and} \quad \alpha_{ij} = 0, \quad \forall i \neq j
\]

(12)

where \( E \) is Young’s modulus, \( h_i \) is the characteristic length of subdomain, and \( \lambda \) is an arbitrary penalty parameter. According to its definition, \( \alpha_{ij} \) can also be considered as the interfacial stiffness, and thus the term \( \alpha_{ij} \left[ u_j \right] \) in Eq. (10) measures the contribution of separation on the interaction between neighboring subdomains. Therefore, the interior penalty numerical flux \( t^* \) has the physical meaning as interaction between each pair of neighboring subdomains, or more specifically as the exact traction acting on each internal interface, considering both the stress in subdomains and the separation across internal interface.

**Remark 2:** In FPM, the trial functions are not independent between neighboring subdomains, and thus the DOFs of a subdomain are influenced by field solutions of neighboring subdomains. For this reason, using a small penalty parameter in the numerical flux is sufficient to weakly enforce continuity in FPM.

In Galerkin weak form of FPM Eq. (9), the first term on the left-hand side and the two terms on the right-hand side are similar to traditional Galerkin weak form of FEM, representing the strain energy and the external work done by prescribed body force and traction. The second term on the left-hand side of Eq. (9) is the interior penalty numerical flux correction and, considering the physical meaning of numerical flux \( t^* \) discussed above, represents the energy stored at each internal interface. Note that, since the numerical flux is expressed in the IIPG form, a term has been dropped in Eq. (9) compared to the weak form FPM formulations in the previous study[31, 32], which was used to guarantee the symmetry of stiffness matrix.

Since the trial function used in FPM is discontinuous, interface damage and crack can be modeled explicitly within this method by means of following simple modifications.
Firstly, the undamaged interior penalty numerical flux $t^*_{it}$ should be replaced by damaged one $t^{d}_{it}$. Then the Galerkin weak form of FPM considering interface damage can be expressed as

$$
\sum_{e \in \Omega} \int_{\Omega} \sigma_{ij}(\mathbf{u}) \varepsilon_{ij}(\mathbf{v}) d\Omega - \sum_{e \in \Gamma} \int_{\Gamma} t^{d}_{i} [v_i] d\Gamma = \sum_{e \in \Omega} \int_{\Omega} f_i v_i d\Omega + \sum_{e \in \Gamma} \int_{\Gamma} f_i v_i d\Gamma
$$

(13)

Damaged numerical flux $t^{d}_{it}$ is determined based on the interface debonding model which will be introduced in the following section. Before damage initiation, damaged and undamaged numerical flux is identical $t^{d}_{it} = t^*_{it}$, and the system remains elastic. When numerical flux of an interior interface reaches tensile strength, damage is initiated, and the interface starts to dissipate energy during damage evolution. In this case, the undamaged numerical flux $t^*_{it}$ is replaced by the damaged one $t^{d}_{it}$ based on the interface debonding model. When the energy dissipated by a damaged interface reaches fracture energy, a crack (completed separation at the interface) is postulated to be formed and damaged numerical flux vanishes $t^{d}_{it} = 0$.

Secondly, when an interior interface is damaged, the support of the pair of neighboring points should be modified to exclude each other from their support (see Fig. 2 corresponding to Fig. 1), which guarantees that the trial functions in this pair of neighboring subdomains become independent. In this way, the interaction between the neighboring subdomains is governed only by the damaged numerical flux $t^{d}_{it}$ during the damage evolution, and the neighboring subdomains are completely separated when the crack is formed.
Remark 3: By correcting the numerical flux on an interior interface and the support of neighboring points (see Fig. 2), interface damage and crack can be simulated naturally and explicitly, with only simple and local modifications applied to FPM formulations. This is done without refining the mesh, inserting interface elements, and enriching shape functions, which are mostly required in numerical methods.

3 Formulations of the interface debonding model

In this work, an interface debonding model is derived based on a continuum damage framework, based on thermodynamics of irreversible processes and internal state variable theory [42, 43]. The mapping from the undamaged numerical flux $t^u$
to the damaged one \( t^{*d} \) for an interior interface has been defined as,

\[
t^{*d} = (1-d)t^*
\]  

(14)

where \( d \in [0,1] \) is the interface damage scalar variable. The interfacial potential energy is defined as

\[
\Psi(\delta,d) = (1-d)\Psi^0(\delta)
\]

(15)

where \( \Psi^0(\delta) \) is the equivalent interfacial elastic potential energy of undamaged interface reads

\[
\Psi^0(\delta) = \frac{1}{2} \delta^T \alpha \cdot \delta
\]

(16)

Here, \( \delta \) is the thermodynamic conjugate vector of undamaged numerical flux \( t^* \) reads

\[
\delta = \alpha^{-1} \cdot t^* = \alpha^{-1} \cdot \{\sigma \cdot n\} - [u]
\]

(17)

where \( \alpha \) is the interfacial second-order penalty tensor (or equivalent stiffness tensor) defined in Eq. (12).

Then the Clausius-Duhem inequality [44, 45] of interior interfaces takes the form

\[
-\dot{\Psi} + t^{*d} \cdot \dot{\delta} \geq 0
\]

(18)

and the damaged numerical flux is derived as

\[
t^{d} = \frac{\partial \Psi}{\partial \delta} = (1-d) \frac{\partial \Psi^0}{\partial \delta}
\]

(19)

Substituting Eq. (15) into Eq. (18), one obtains the dissipation inequality as

\[
\Psi^0 \dot{d} \geq 0
\]

(20)

which indicates that damage evolution is irreversible.

Defining the energy norm as
the damage initiation is characterized by means of the damage criterion based on \( \delta \) reads
\[ f(\tau, r) = \tau - r \leq 0 \] (22)
where \( r \) is current damage threshold. Eq. (22) indicates that interface damage is initiated when the energy norm \( \tau \) exceeds initial damage threshold \( r_0 \). Damage evolution is governed by
\[ \dot{d} = \mu h(\tau, d) \quad \text{and} \quad \dot{r} = \dot{\mu} \] (23)
where \( h \) controls damage evolution and \( \dot{\mu} \) is an indicator for damage evolution according to Kuhn-Tucker conditions
\[ \dot{\mu} \geq 0, \quad f(\tau, r) \leq 0, \quad \mu f(\tau, r) = 0 \] (24)

When \( f < 0 \), one obtains \( \dot{\mu} = 0 \) according to Eq. (24), and thus \( \dot{d} = \dot{\mu} = \dot{r} = 0 \), according to Eq. (23), which indicates that interface damage does not develop. When \( \dot{\mu} > 0 \), one obtains
\[ f(\tau, r) = \dot{f}(\tau, r) = 0 \Rightarrow \dot{\mu} = \dot{r} = \dot{\tau} \] (25)
and \( \dot{d} > 0 \) which indicates that damage evolution takes place.

Combining Eqs. (19), (21), (23) and (25), the following equation is derived,
\[ \dot{\tau}^d = C(\delta) \cdot \dot{\delta} \] (26)
where \( C(\delta) \) is the tangent moduli expressed as
\[ C(\delta) = (1 - d) \frac{\partial^2 \Psi^0 (\delta)}{\partial \delta^2} - \frac{h(\tau, d)}{\tau} \frac{\partial \Psi^0 (\delta)}{\partial \delta} \otimes \frac{\partial \Psi^0 (\delta)}{\partial \delta} \] (27)

In the currently presented interface debonding model, damage initiation and evolution are governed by the damage criterion Eq. (22) and evolution law Eq. (23), for which damage threshold \( r \) and control function \( h(\tau, d) \) have not been defined
Fracture of brittle materials is commonly considered as being dominated by principal stress [14], so, substituting principal stress by normal traction, damage is initiated when the interface numerical flux reaches the interface strength $t^C$. Combining Eqs. (17) and (21), the initial damage threshold can be defined as

$$r_0 = \tau^C = \sqrt{2\Psi^0(\delta^C)}$$  \hspace{1cm} (28)

where $\delta^C = (\lambda E / h) \tau^C$.
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Fig. 3 Illustrative (a) $t^{nd}_n - \delta_n$ and (b) $t^{nd}_n - [u_n]$ curves for the cohesive interface debonding model

In conventional CZM, the constitutive behavior of interface is illustrated by traction-separation curve. Analogously, in the currently presented cohesive interface debonding model, the constitutive behavior of interface is illustrated as a curve for normal traction $t^{nd}_n$ versus its conjugate variable $\delta_n$, as plotted in Fig. 3a for linear softening case. According to Eq. (17), the equivalent curve for normal traction $t^{nd}_n$ versus normal separation $[u_n]$ is plotted in Fig. 3b. In this work, the softening law is defined to guarantee that the area enclosed by $t^{nd}_n - \delta_n$ curve and $t^{nd}_n - [u_n]$ curve is identical at any time step.

**Remark 4:** In the proposed interface debonding model, interior penalty numerical flux $t^{nd}$, also named traction here, as well as its conjugate vector $\delta$ are related to both separation across an interior interface and stress in neighboring
subdomains. For this reason, though $\delta_n$ is larger than 0, separation $[u_n]$ is closed to 0 before damage is initiated, as shown in Fig. 3. This avoids using very large interfacial stiffness and the numerical problem commonly known as artificial compliance can be avoided naturally.

It is worthwhile mentioning that, since displacement continuity is enforced weakly in the proposed FPM approach, the interface separation $[u_n]$ is not exactly zero before damage initiation, and thus the numerical flux $i^d$ is not strictly equal to the averaged interface traction $\{\sigma_j(u)n_j\}$. Nevertheless, when the mesh is fine enough, the interface separation $[u_n]$ is very small. In this manuscript, the interface damage threshold $r$ is defined based on $i^d_n$ reaching the interface strength, (see Eqs. (17), (21) and (22)), but it can also be defined based on the averaged interface traction $\{\sigma_j(u)n_j\}$.

According to the currently proposed interface debonding model, the energy dissipated by a damaged interior interface can be calculated as

$$G = \int_0^{\delta^f} i^d_n d\delta $$  \hspace{1cm} (29).

When the dissipated energy $G$ of an interface reaches the fracture energy $G_c$, the interface is completely damaged and a crack is initiated.

For a linear softening behavior as shown in Fig. 3a, the fracture energy can be expressed as

$$G_c = \frac{1}{2} i^c \delta^f $$  \hspace{1cm} (30).

according to Eq. (29), and the following equation holds

$$\frac{\delta^c}{\delta^f} = 1 - (1 - \frac{\delta^c}{\delta^f})d $$  \hspace{1cm} (31).

Substituting Eqs. (16), (21) and (30) into Eq. (31), the energy norm $\tau$ can be derived as
where \( H = 1 - (\tau^c)^2 / 2G_c \) is a constant related to critical energy norm \( \tau^c \) and fracture energy \( G_c \).

Combining Eqs. (23) and (32), the damage evolution control function \( h \) can be derived as

\[
h = \frac{(1 - H d)^2}{\tau^c H}
\]  \( (33) \)

and the damage variable \( d \) is explicitly determined as

\[
d = \frac{1}{H} (1 - \frac{\tau^c}{\tau})
\]  \( (34) \)

In summary, the proposed interface debonding model is developed based on a continuum damage framework, and the proposed method is thermodynamic consistent. When the type of softening law is determined, e.g. linear, only two parameters, interface strength \( \tau^c \) and fracture energy \( G_c \), are required to govern the initiation and evolution of interface damage. Note that, though the above derived interface debonding model shares some similarities with the one proposed by Versino et al. [45] which has been used in combine with DG-FEM, their model is derived based on the numerical flux \( \tau^d \) and ours, instead, is derived based on the conjugate of numerical flux \( \delta \).

4 Algorithmic implementations

This section presents algorithmic implementations of the FPM with interface debonding model. Substituting Eqs. (6) and (7) into Eq. (13) and assembling over the discretized domain, Galerkin weak form of FPM can be expressed in the assembled from as

\[
K u = F_{\text{ext}}
\]  \( (35) \)

where \( K \) is the assembled stiffness matrix, \( u \) is the assembly of all DOFs, and \( F_{\text{ext}} \) is the assembled external load vector. The assembled stiffness matrix \( K \)
consists of the point stiffness matrix \( K_e \) and the boundary stiffness matrix \( K_h \),
which can be expressed as
\[
K_e = \sum_{E \in \Omega} \int_{E} B^T DB d\Omega \tag{36}
\]
\[
K_h = \sum_{e \in \Gamma_n} \int_{e} (1-d) \left( [N]^T \{ n_e DB \} - [N]^T \alpha [N] \right) d\Gamma \tag{37}
\]
where \( n_e \) is the matrix projecting stress into interface traction based on the outward normal vector.

The external load vector is assembled as
\[
F_{\text{ext}} = \sum_{E \in \Omega} \int_{E} N^T f d\Omega + \sum_{e \in \Gamma} \int_{e} N^T \overline{t} d\Gamma \tag{38}
\]
where \( f \) and \( \overline{t} \) are the prescribed body forces and tractions.

The incremental form of assembled equilibrium formulations can be derived as
\[
\Delta \mathbf{K} \Delta \mathbf{u} = \mathbf{F}_{\text{ext}} - \mathbf{F}_{\text{int}} \tag{39}
\]
in which the tangent stiffness matrix \( \Delta \mathbf{K} \) and internal load vector \( \mathbf{F}_{\text{int}} \) reads
\[
\Delta \mathbf{K} = \sum_{E \in \Omega} \int_{E} B^T DB d\Omega - \sum_{e \in \Gamma_n} \int_{e} \left( [N]^T C \alpha^{-1} \{ n_e DB \} - [N]^T C [N] \right) d\Gamma \tag{40}
\]
\[
\mathbf{F}_{\text{int}} = \sum_{E \in \Omega} \int_{E} B^T \sigma d\Omega - \sum_{e \in \Gamma_n} \int_{e} [N]^T t^n d\Gamma \tag{41}
\]

Note that, any geometric nonlinearity has not been considered in this work, and thus all formulations have been constructed with respect to the material configuration.

Since the problem is nonlinear when interface damage is included, proper iteration method is required for implicit analysis. In this work, the Newton-Rapson (NR) method is used to solve the nonlinear problem. For the \( n \)th iteration of the time step \( t + \Delta t \), Eq. (39) can be rewritten as
\[
\Delta \mathbf{u}^{(n)} = \Delta \mathbf{u}^{(n)} = \mathbf{F}_{\text{ext}}^{(n)} - \mathbf{F}_{\text{int}}^{(n)} \tag{42}
\]
where \( \Delta \mathbf{u}^{(n)} \) denotes the displacement increment calculated in the \( n \)th iteration. Thus, the accumulated displacement increment of the time step \( t + \Delta t \) is calculated as
\[
\Delta \mathbf{u}^{(n)} = \sum_{i=1}^{n} \Delta \mathbf{u}^{(i)} \]
and the current displacement field is updated as
\[ t + \Delta t \mathbf{u}^{(n)} = \mathbf{u} + t + \Delta t \Delta \mathbf{u}^{(n)}. \]

Detailed solution procedure of the NR iteration scheme is summarized in Algorithm 1.

**Algorithm 1:** FPM NR iteration scheme

0. Initiate variables

\[

t + \Delta t \mathbf{u}^{(0)} = \mathbf{u}, \quad t + \Delta t \mathbf{\sigma}^{(0)} = \mathbf{\sigma}, \quad t + \Delta t \mathbf{\epsilon}^{(0)} = \mathbf{\epsilon}, \quad t + \Delta t \mathbf{d}^{(0)} = \mathbf{d}
\]

1. Calculate the displacement increment \( \Delta \mathbf{u}^{(n)} \) in the \( n \)th iteration

\[
\Delta \mathbf{u}^{(n)} = \left( t + \Delta t \mathbf{K}^{(n)} \right)^{-1} \left( t + \Delta t \mathbf{F}_{\text{ext}}^{(n)} - t + \Delta t \mathbf{F}_{\text{int}}^{(n)} \right)
\]

2. Update the accumulated displacement increment at the time step \( t + \Delta t \)

\[
t + \Delta t \Delta \mathbf{u}^{(n)} = t + \Delta t \Delta \mathbf{u}^{(n-1)} + \Delta \mathbf{u}^{(n)}
\]

3. Update the trial displacement field at the time step \( t + \Delta t \)

\[
t + \Delta t \mathbf{u}^{(n)} = \mathbf{u} + t + \Delta t \Delta \mathbf{u}^{(n)}
\]

4. Calculate shape functions and update the trial strain field and trial stress field as

\[
t + \Delta t \Delta \mathbf{\epsilon}^{(n)} = t + \Delta t \mathbf{B}^{(n)} t + \Delta t \Delta \mathbf{u}^{(n)}, \quad t + \Delta t \mathbf{\epsilon}^{(n)} = \mathbf{\epsilon} + t + \Delta t \Delta \mathbf{\epsilon}^{(n)}
\]

\[
t + \Delta t \Delta \mathbf{\sigma}^{(n)} = t + \Delta t \mathbf{D}^{(n)} t + \Delta t \Delta \mathbf{\epsilon}^{(n)}, \quad t + \Delta t \mathbf{\sigma}^{(n)} = \mathbf{\sigma} + t + \Delta t \Delta \mathbf{\sigma}^{(n)}
\]

5. Update interface-related quantities based on the interface damage update scheme which will be introduced in Algorithm 2.

6. Calculate new shape function if the support is modified, and update the stress and strain fields again similar to Step 4.

7. Check convergence using following criterion

\[
\| \Delta \mathbf{u}^{(n)} \| / \| t + \Delta t \Delta \mathbf{u} \| \leq tol
\]

where \( tol \) is the given tolerance and \( \| \cdot \| \) is norm operator.

In this work, nonlinearity is related to interface damage, and the interface damage update scheme used in Step 5 of Algorithm 1 is presented in the following.
Algorithm 2: Interface damage update scheme

0. Input interface parameters and known variables for calculation

Interface parameters:

interface tensile strength $t^C$, fracture energy $G_C$ and penalty tensor $\alpha$

Known variables;

Trial stress field $\tau^{(n)}(t)$, separation $\tau^{(n)}[u](t)$, damage variable $d^{(n)}$ and damage threshold $\tau^{(n)} r$.

1. Calculate constants $\tau^C$ and $H$, and the initial damage threshold $r_0$.

2. Calculate interface traction and its conjugate variables $\tau^{(n)}(t)$ and $\delta^{(n)}$ based on Eqs. (10), (14) and (17).

3. Calculate the trial energy norm $\tau^{(n)}(t)$ according to Eq. (32)

4. Update the elastic-damage tangent moduli and the damage variable

   if $\tau^{(n)}(t) \leq \tau^{(n)} r$ then

   $\tau^{(n)} d^{(n)} = \tau^{(n-1)} d^{(n-1)}$

   $\tau^{(n)} C^{(n)} = \left(1 - \tau^{(n)} d^{(n)} \right) \left( \frac{\partial^2 \Psi^0}{\partial \delta^2} \right)^{(n)}$

   else

   $\tau^{(n)} d^{(n)} = \frac{1}{H} \left( 1 - \frac{\tau^C}{\tau^{(n)}} \right)$

   $\tau^{(n)} C^{(n)} = \left(1 - \tau^{(n)} d^{(n)} \right) \left( \frac{\partial^2 \Psi^0}{\partial \delta^2} \right)^{(n)} - H^{(n)} \left( \frac{\partial \Psi^0}{\partial \delta} \otimes \frac{\partial \Psi^0}{\partial \delta} \right)^{(n)}$

end

5. Update interface-related quantities and the support of points related to damaged interfaces as shown in Fig. 2.
5 Numerical examples

The proposed FPM formulations with interface debonding model has been implemented into in-house code. Some results are presented and discussed in this section. In Section 5.1, a mode I separation example has been employed to verify the proposed method for modeling cracks, by comparing FPM results with interface debonding model and FEM/CZM results. Then the proposed method has been applied to predict fracture strength (Section 5.2) and crack-growth trajectory (Section 5.3) for U-notched structures made of brittle materials, and the numerical results have been compared with experimental results available in literature as validations of the method.

5.1 Modeling of mode I separation

The mode I separation example has been defined as a rectangular plate under uniaxial loading as shown in Fig. 4. The plate was discretized by 8 points and partitioned into 8 subdomains. The loading was applied using displacement control. The material was assumed to be isotropic defined by the parameters Young’s modulus $E = 10$ and Poisson’s ratio $\nu = 0$. In the discretized model, interface damage was allowed only across the interior interfaces marked by red segments in Fig. 4. The tensile strength and fracture energy were specified as $t^c = 1$ and $G_c = 0.2$, respectively. In FPM, the penalty parameter $\lambda$, introduced in Eq. (12), should take the value within the range from $10^{-2}$ to $10^2$ as discussed in [32].

![Fig. 4 FPM model for mode I separation](image.png)
Fig. 5 FEM/CZM model for mode I separation

Using a similar setup, a FEM/CZM model with cohesive elements as shown in Fig. 5 has also been generated serving as a reference to verify FPM results. In the FEM/CZM model, before damage initiation, cohesive elements behave linearly [46], and large value of interfacial stiffness $K_{coh}$ should be taken to enforce a small separation. In this work, $K_{coh}=10^4$ has been used in the FEM/CZM model illustrated in Fig. 5. As discussed in Remark 4, FPM allows the use of relatively small value of interfacial stiffness. In the FPM model shown in Fig. 4, the characteristic length was $h_0=0.5$ and Young’s modulus was $E=10^4$, and the penalty parameter was taken as $\lambda=1$, then the interfacial stiffness can be calculated as $\alpha=20$ according to Eq. (12).

Taking the FEM results as reference, FPM results have been verified with respect to the deformation mode and stress field under various prescribed displacement, as summarized in Fig. 6, indicating that the proposed method can model mode I separation as accurately as FEM/CZM.

| Displacement $\bar{u}_x$ | FEM/CZM | FPM |
|--------------------------|---------|-----|
| 0.15                     | ![FEM/CZM Image](image1.png) | ![FPM Image](image2.png) |
| **Undamaged state**     |         |     |
| 0.2                      | ![FEM/CZM Image](image3.png) | ![FPM Image](image4.png) |
| **Critical state, $d=0$**|         |     |
In order to simulate mode II separation, the proposed FPM method has been applied to consider mixed-mode interface damage. As a verification, the uniaxial tensile loading in the FEM/CZM model in Fig. 4 and the FPM model in Fig. 5 has been replaced by a pure shear loading. Similar to the mode I separation example, the comparison between FEM and FPM results given in Fig. 7 shows that, for mode II separation, the proposed FPM method with interface debonding model is also reliable.
As a next step, the influence of the interfacial stiffness, reads $K_{coh}$ in FEM and $\alpha$ in FPM has been studied by means of traction-separation curves plotted in Fig. 8a. It is observed that the shape of traction-separation curves for FEM is significantly influenced by the value of $K_{coh}$, and, in contrast, the curves for FPM are almost independent on the value of $\alpha$ when $\lambda$ is in the range from 1 to 100. The numerical results confirm that it is sufficient to use a small value of interfacial stiffness in FPM without losing the accuracy as discussed in Section 3. Additionally, Fig. 8b shows that, when the interface stiffness is not large enough, the FEM results are strongly mesh dependent even in the elastic regime, as the error increases when more cohesive elements along the loading direction are inserted in the FEM model. In contrast, the FPM results are not influenced by the number of interfaces as shown in Fig. 8b, verifying that the proposed FPM approach is less mesh dependent compared to the FEM approach coupled with CZM.
Fig. 8 Numerical results illustrating the influence of (a) interface stiffness and (b) number of interfaces for FEM/CZM and FPM models

It is worth mentioning that the eight-point FPM model in Fig. 4 has 16 DOFs, and the eight-element FEM model in Fig. 5 has 18 nodes and 36 DOFs. For this reason, one can conclude that the proposed FPM with interface debonding model requires less DOFs than FEM with cohesive elements, and thus it can be expected as an efficient alternative method for modeling mode I fracture problems.

In this work, the computations were performed in a Windows desktop machine with an Intel(R) Core(TM) i7-6700 quad-core 3.4GHz processor. FEM results were obtained from commercial software package Abaqus/Standard and FPM calculations were carried out by self-written codes in MATLAB. For the mode I separation example (see Fig. 6), the CPU time of FEM and FPM were 0.5s and 1.25s, respectively. Note that, the self-written FPM codes are written in MATLAB, which
are expected to have higher efficiency after standard code development using C++ or fortran.

5.2 Predicting fracture strength of U-notched specimens

In this section, the proposed FPM with interface debonding model has been applied to predict the fracture strength of U-notched structures under mode I loading with various root radii and brittle materials.

For each U-notched structure, the peak load, the structure can bear, was predicted by FPM simulation using the proposed interface debonding model, and thus the nominal stress $\sigma_{NC}$ at peak load can be obtained from the FPM result. In order to compare with experimental results from literature, the critical values of the generalized stress intensity factor was evaluated according to [4] reads

$$K^U_C = K_i \sigma_{NC} \sqrt{\frac{R}{4}}$$ (43)

where $K_i$ is the notch stress concentration factor and $R$ is the U-notch radius. In this work, $K_i$ was obtained by FPM simulations without damage. Note that the critical generalized stress intensity factor $K^U_C$ is normally used as the measure of fracture toughness of U-notched structures in structural safety assessment.

The material parameters required by the proposed FPM approaches with interface debonding model are Young’s modulus $E$, Poisson’s ratio $\nu$, tensile strength $f_t$ and fracture energy $G_c$. In this work, it was assumed that the interfacial tensile strength $f^C$ equaled to the material’s tensile strength $f_t$. Within the realm of LEFM [4, 11], the fracture energy $G_c$ is evaluated as

$$G_c = \frac{K_{IC}^2}{E / (1-\nu^2)}$$ (44)

where $K_{IC}$ is the material fracture toughness. For the brittle materials considered in this work, material parameters have been summarized in Table 1.
Table 1 Summary of material parameters used in this work

| Material     | $E$ (GPa) | $v$  | $f_i$ (MPa) | $K_{IC}$ (MPa$\cdot$m$^{1/2}$) | $G_C$ (J/m$^2$) |
|--------------|-----------|------|-------------|-------------------------------|-----------------|
| PMMA $-60^\circ$C [11] | 5.05      | 0.4  | 128         | 1.7                           | 480             |
| Al$_2$O$_3$ [1, 4, 47]     | 373       | 0.2  | 297         | 3.8                           | 37              |
| Y-PSZ [48]               | 207       | 0.2  | 425         | 5.9                           | 161             |

Double-edge U-notched tensile (DEUNT) specimens shown in Fig. 9a have been used to validate the proposed methods for predicting fracture strength. To reduce computational cost, the simplified model (see Fig. 9b) has been used in FPM simulations based on the Saint-Venant principle and symmetry of the problem. In this work, a convergence study has been carried out to determine the optimal size of simplified model as $B / R = 5$ and $L / R = 10$. The mesh size of FPM model shown in Fig. 9b was also determined based on a convergence study. Note that, in this work, the geometric models were discretized using FEM software ABAQUS, and then the FEM elements were converted into FPM subdomains. The effectiveness of the size and mesh of simplified model has been verified, by means of the specimen with PMMA ($-60^\circ$C) and the root radius $R = 2$, as using full size and simplified DEUNT models resulted in similar stress concentration factor $K_I$.

![Illustrative geometry and simplified FPM model of DEUNT specimens](image)

For various brittle materials and root radii, the U-notch fracture toughness $K_{UC}^{U}$ predicted by FPM with interface debonding model has been compared with experimental results available in literature [11, 47, 48]. The good agreement between
numerical and experimental results summarized Fig. 10 indicates that the proposed method can predict fracture toughness as well as fracture strength of U-notched structures accurately regardless of the chosen materials and geometries.

Fig. 10 Comparison on experimentally- and numerically-obtained U-notch fracture
toughness $K^U_C$ for (a) PMMA -60°C [11], (b) Al₂O₃ [47], and (c) Y-PSZ [48]

5.3 Predicting crack initiation from U-notches and the peak load with different length of grown crack

Predicting crack-growth trajectory is demanded during the design and application of engineering structures, since it helps to explore fracture mechanism and optimize structural design. In the proposed FPM approach, interface damage is characterized across each interior interface using the interface debonding model, presented in Section 3, in which the damage behavior is defined mainly based on tensile strength and fracture energy of the materials. Consequently, it is convenient and efficient to locate the crack initiation at the critical interface and track the crack propagation along the optimal path with minimum energy dissipated by crack surfaces.

To demonstrate the proposed method’s capability on predicting crack-growth trajectory, two examples have been defined as shown in Fig. 11. The first example was a DEUNT specimen with PMMA (-60°C) and $R = 2$, for which the experimental results from [11] were taken as references. The second example is a U-notched Brazilian disc (UNBD) specimen made of graphite under compression load. Two angles of U-notches, 0° and 10° have been considered in the simulations and the experimental results from [21, 49] were used for validation. In the simulations, the material parameters for PMMA (-60°C) were taken from Table 1 and those for graphite were prescribed as $E = 8.05$GPa, $\nu = 0.2$, $f_i = 27.5$MPa and $G_C = 119$J/m² [49]. On the potential crack path, the location of points and partition of the problem domain are shown in Fig. 11c.
Fig. 11 FPM models of (a) the DEUNT, (b) UNBD specimens as illustrative examples for fracture trajectory prediction and (c) the location of Fragile Points, and the partition of the problem on the potential crack path.

Modeling structural failure of notched specimens made of brittle materials has been a well-known challenging task for numerical methods, since, after reaching the peak load, the crack propagation is normally an unstable process [1, 2]. Thus it is difficult for an implicit method to converge and some additional techniques are needed, such as the arc-length method [50].

In this work, an implicit scheme has been developed to model the crack initiation and propagation process of U-notched specimens made of brittle materials.

For a first step, the peak load of a structure has been determined by means of the
incremental method when the critical interior interface $\Gamma_{\text{crit}}$ reached the critical state. Here, $\Gamma_{\text{crit}}$ refers to the interface with the largest damage variable (less than 1) in the FPM model at the time step $t$. The critical state is defined as, when any further small load increment (smaller than the prescribed tolerance) is applied, the damage variable of $\Gamma_{\text{crit}}$ reaches 1 during iteration and the NR scheme fails to converge.

Taken the DEUNT model as an example, Fig. 12 shows the interface damage states at various loading steps. It can be observed that more interfaces are damaged under higher load, and the crack initiated across the interface with maximum damage variable (marked as Max in Fig. 12) under the maximum prescribed displacement, reads 0.5mm for the DEUNT model.
For a second step, a crack was inserted across the critical interface $\Gamma_{\text{crit}}$ and the damage variable of other interior interfaces in the FPM model remained unchanged. Then, by applying the external load incrementally again, the peak load and the crack development of the cracked structure was determined following the first step. The crack-growth trajectory can be predicted by repeating above procedure until the structure failed.

Fig. 13 shows the peak load-displacement curve of the DEUNT example which
was determined in the following way. Firstly, the peak load $P = 6800\text{N}$ was determined for the intact specimen marked as red point in Fig. 13. Introducing an initial crack with a length of 0.05mm, the peak load $P = 3763\text{N}$ was determined for the cracked specimen marked as blue point in Fig. 13. It is worthwhile to mention that the intact and cracked DEUNT specimens reached peak load at the prescribed displacement 0.5mm and 0.31mm. The results indicated that equilibrium cannot be achieved after the first crack was initiated under the prescribed displacement 0.5mm which proved the instability of the consequent crack propagation. Using the implicit scheme introduced above, a series of peak loads with respect to crack length was obtained illustrated as the points in Fig. 13 and the peak load-displacement curve was plotted by connecting these points. In this way, one can predict the peak load as well as the crack development of U-notched structures with a crack grown from the root with various length.

Fig. 13 Peak load-displacement curve of the DEUNT example

Fig. 14 illustrated the crack growth of DEUNT and UNBD specimens obtained from FPM simulations. For the DEUNT specimen, the crack propagated along the symmetry plane of the notch (see Fig. 14a), which conformed to the expected result. For the two UNBD specimens, the crack trajectory predicted by FPM agreed well
with the experimental results available in [21]. The comparison in Fig. 14 validates the proposed incremental scheme based on FPM approach for predicting fracture trajectory of U-notched specimens made of brittle materials. The numerical results agree well with experimental observations for specimens under either mode I (see Figs. 14(a) and (b)) or mixed mode loading (see Fig. 14(c)).

(a) DEUNT
Fig. 14 Crack-growth trajectory prediction for DEUNT and UNBD specimens using FPM and the validation using experimental results [21]

One may argue that the crack paths shown in Fig. 14 were however predicted using structured mesh (see Fig. 11c). For a next step, the DEUNT and UNBD models were discretized by unstructured meshes (see Fig. 15). By comparing numerical results in Fig. 14 and Fig. 15, one can conclude that similar crack paths have been predicted by FPM using either structured or unstructured meshes, which indicates that the prediction of crack growth using FPM are mesh independent.
Compared to existing numerical methods, the proposed FPM approach allows the use of consistent criteria and schemes for predicting fracture strength and crack-growth trajectory of U-notched structures made of brittle materials, and
regenerating meshes or inserting additional DOFs are not required during the simulation. Thus, this method can be expected to serve as a powerful tool for predicting fracture behavior thanks to its effectiveness and convenience on modeling cracks.

6 Conclusion

In this study, basic formulations and algorithmic framework of the FPM approach with an interface debonding model have been proposed for damage assessment, such as predicting fracture strength and crack growth process of U-notched structures. FPM is a meshless method based on Galerkin weak form, and the trial functions are point-based, polynomial and discontinuous. To guarantee consistency of the method, interior penalty numerical flux corrections have been employed in the weak form formulations. In this work, the numerical flux has been introduced based on the IIPG method, and it has an explicit physical meaning as the exact traction acting on each interior interface. Then the damaged numerical flux is defined and introduced into Galerkin weak form. In this way, the crack initiation and propagation can be modeled explicitly by adjusting the support of points and updating the damaged numerical flux, without the need of remeshing or deleting elements.

Furthermore, an interface debonding model has been derived in a continuum damage framework to characterize the interface damage behavior. In this model, the damage variable has been defined mapping the undamaged numerical flux into the damaged one. The evaluation of damage variable is governed by the damage initiation criterion and softening law (assumed to be linear in this work), which are related to tensile strength and fracture energy, respectively. The interface damage is initiated when the numerical flux on the interface reaches tensile strength, and the crack is formed when the dissipated energy by the interface equaled to fracture energy. Combining the developed interface debonding model with FPM, since the point-based trial functions in neighboring subdomains are not independent, it is not necessarily to use large interfacial stiffness and thus the numerical problem commonly known as artificial compliance can be avoided naturally.
To assess the capability of the proposed method for solving practical engineering problems, FPM with the presently proposed interface debonding model has been applied to predict fracture strength and crack grown from U-notches in structures made of brittle materials. Good agreement between numerical and experimental results have been observed for the illustrative examples. Thus, this method has great potential for predicting damage and fracture behavior of notched structures in engineering practice.

In our future work, the proposed FPM method will be extended to study complex crack initiation and growth in the microstructure of composite material. In order to capture the nonlinear material response before crack initiation, more comprehensive constitutive model should be implemented to govern the behavior of subdomains, and a thorough study is needed to explore the coupling effect between the nonlinear constitutive model of subdomains and the debonding model of interior interfaces. Additionally, the proposed FPM formulations will be extended for solving dynamic problems, and, due to its strength in modeling cracks, this method will be applied to predict complex dynamic fracture behavior of brittle materials, such as crack branching in ceramics.
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