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Abstract

We consider the parabolic Anderson model (PAM) \( \partial_t u = \frac{1}{2} \Delta u + \xi u \) in \( \mathbb{R}^2 \) with a Gaussian (space) white-noise potential \( \xi \). We prove that the almost-sure large-time asymptotic behaviour of the total mass at time \( t \), written \( U(t) \), is given by \( \log U(t) \sim \chi t \log t \) for \( t \to \infty \), with the deterministic constant \( \chi \) identified in terms of a variational formula. In earlier work of one of the authors this constant was used to describe the asymptotic behaviour \( \lambda_1(Q_t) \sim \chi \log t \) of the principal eigenvalue \( \lambda_1(Q_t) \) of the Anderson operator with Dirichlet boundary conditions on the box \( Q_t = [-\frac{t}{2}, \frac{t}{2}]^2 \).

Résumé Nous considérons le modèle parabolique d’Anderson (PAM) \( \partial_t u = \frac{1}{2} \Delta u + \xi u \) dans \( \mathbb{R}^2 \) avec un potentiel de bruit blanc \( \xi \) en espace. Nous prouvons que le comportement asymptotique presque sûr de la masse totale au temps \( t \), écrite \( U(t) \), est donné par \( \log U(t) \sim \chi t \log t \) pour \( t \to \infty \), avec une constante déterministe \( \chi \) que nous identifions à l’aide d’une formule variationnelle. Cette constante a déjà été utilisée, dans un travail antérieur de l’un des auteurs, pour décrire le comportement asymptotique \( \lambda_1(Q_t) \sim \chi \log t \) de la valeur propre principale \( \lambda_1(Q_t) \) de l’opérateur d’Anderson muni de conditions aux limites de Dirichlet sur la boîte \( Q_t = [-\frac{t}{2}, \frac{t}{2}]^2 \).

Keywords and phrases. parabolic Anderson model, Anderson Hamiltonian, white-noise potential, singular SPDE, paracontrolled distribution, regularization in two dimensions, intermittency, almost-sure large-time asymptotics, principal eigenvalue of random Schrödinger operator.

MSC 2020. Primary. 60H17, 60H25, 60L40, 82B44. Secondary. 35J10, 35P15.

Contents

1 Introduction and main results
2 Two representations for the heat equation with potential on a box

I TU Berlin and WIAS Berlin, Mohrenstraße 39, 10117 Berlin, Germany, koenig@wias-berlin.de
II FU Berlin, Arnimallee 7, 14195 Berlin, Germany perkowski@math.fu-berlin.de
III WIAS Berlin, Mohrenstraße 39, 10117 Berlin, Germany, vanzuijlen@wias-berlin.de
1 Introduction and main results

In this paper, we continue the programme of proving intermittency properties of the parabolic Anderson model in two dimensions with Gaussian white-noise potential. In Section 1.1 we introduce the model and its solution, in Section 1.2 we describe the difficulties and our strategy to resolve them, in Section 1.3 we formulate our main results, and in Section 1.4 we relate our findings to analogous earlier results that consider more regular random potentials.

1.1 The parabolic Anderson model and intermittency

We consider the solution to the (Cauchy problem for the) heat equation with random potential, formally defined by

\[ \begin{align*}
\partial_t u(t, x) &= \frac{1}{2} \Delta u(t, x) + \xi(x) u(t, x), \quad (t, x) \in (0, \infty) \times \mathbb{R}^2, \\
u(0, \cdot) &= \delta_0,
\end{align*} \]

This equation is called the parabolic Anderson model (PAM), the random Schrödinger operator \( \frac{1}{2} \Delta + \xi \) on the right-hand side is called the Anderson Hamiltonian. In our case, the potential \( \xi \) is a Gaussian white noise in two dimensions, i.e., a distribution rather than a function. Here, the solution \( u(t, \cdot) \) needs to be constructed via a renormalization procedure. Indeed, \( \xi \) is replaced by a mollified version \( \xi_\varepsilon \) minus a correction \( c_\varepsilon \approx \frac{1}{2\pi} \log \varepsilon \) and it is proved that the solution \( u_\varepsilon \) of the PAM with potential \( \xi_\varepsilon - c_\varepsilon \) has a limit as \( \varepsilon \to 0 \). This is the solution \( u : [0, \infty) \times \mathbb{R}^2 \to [0, \infty) \) that we will consider here. It was first constructed – on the torus \( \mathbb{T}^2 \) instead of \( \mathbb{R}^2 \) – by Hairer [17] and by Gubinelli, Imkeller and Perkowski [17, 14], using the framework of regularity structures and the one of paracontrolled distributions, respectively. A construction on the entire \( \mathbb{R}^2 \) is due to Hairer and Labbé [18] who realized that with a partial Cole-Hopf transform one can avoid using paracontrolled distributions or regularity structures.

As has been proved for certain choices of random potentials, the PAM displays an interesting intermittency effect. This means that it admits a highly pronounced concentration property on large space-time scales, which distinguishes it clearly from models that show a diffusive behaviour in the vicinity of the (functional) central limit theorem. Indeed, earlier investigations of the PAM on \( \mathbb{Z}^d \) with i.i.d. potential, and on \( \mathbb{R}^d \) with regular potential, have revealed that the function \( u(t, \cdot) \) is highly concentrated on few small islands that are far from each other and carry most of the total mass of the solution,

\[ U(t) = \int_{\mathbb{R}^2} u(t, x) \, dx. \]
The main source of conjectures and proofs has been – under the assumption of sufficient regularity – the Fourier expansion in terms of the eigenvalues \(\lambda_1 > \lambda_2 \geq \lambda_3 \geq \ldots\) and corresponding \(L^2\)-orthonormal basis of eigenfunctions \(e_1, e_2, e_3\ldots\) of \(\frac{1}{2} \Delta + \xi\),

\[
u(t, x) = \sum_n e^{t \lambda_n} e_n(x) e_n(0).
\] (3)

Indeed, according to the phenomenon of Anderson localization, the leading eigenfunctions \(e_1, e_2, \ldots\) are supposed to be concentrated in such islands. A proper proof of this concentration and the one of \(u(t, \cdot)\) in the same islands has been given in terms of a kind of spatial extreme-value picture in large centred boxes in some few cases, for example for \(\xi\) an i.i.d. potential on \(\mathbb{Z}^d\) with double-exponential tails by Biskup, König and dos Santos [5]. See König [21] and Astrauskas [2] for two extensive surveys of the mathematical treatment of the PAM until 2016.

1.2 Our main purpose and strategy

The present paper is a contribution to the development of methods for proper formulation and proofs of intermittency for the PAM in the case of a Gaussian white-noise potential in two dimensions. This problem makes sense for dimensions \(d = 1, 2, 3\). For \(d \geq 4\) the PAM with white-noise potential is scaling-critical respectively scaling-supercritical in the sense of Hairer [17] and there is no known solution theory. The cases \(d = 2, 3\) are conceptually similar to each other and most arguments developed for dimension 2 are expected to extend to dimension 3, but to require more technicalities. On the other hand, the one-dimensional case is simpler for several reasons, and there already exist very good localization results for the leading eigenfunctions of the Anderson Hamiltonian by Dumaz and Labbé [11].

The main purpose of the present paper is to identify the almost-sure large-\(t\) asymptotics of the total mass, \(U(t)\), of the solution to (1). Based on earlier treatment of this question for more regular random fields, it is easy to guess what the answer should be. Indeed, in case \(\xi\) is a more regular potential, then the total mass of the solution to the PAM admits a Feynman–Kac representation, informally written as

\[
U(t) = \mathbb{E}^0 [e^{\int_0^t \xi(B_s) \, ds}],
\] (4)

for a standard Brownian motion \(B\) in \(\mathbb{R}^2\) starting from 0. From this one reads that it is probabilistically very costly for the Brownian motion starting from the origin, to reach a remote site of distance \(t\) from the starting site. This should imply the asymptotic behaviour \(\log U(t) \sim \log U(t)\), where \(U(t)\) is the total mass of the solution \(u(t, \cdot)\) to (1) in the centred box \(Q_t = [\frac{t}{2}, \frac{t}{2}]^2\) of diameter \(t\) with Dirichlet boundary condition. Using the expansion (3) in that box, we guess that \(\log U(t) \sim t \lambda_1(Q_t)\), where \(\lambda_1(Q_t)\) is the corresponding principal eigenvalue of the Anderson Hamiltonian \(\frac{1}{2} \Delta + \xi\) (after renormalization): See Allez and Chouk [11] and also Gubinelli, Uğurcan and Zachhuber [16] and Labbé [22] for the derivation of the spectrum and Rayleigh-Ritz representations for the eigenvalues of the Anderson Hamiltonian on boxes. The asymptotics of the eigenvalues as the size of the box diverges have been described by Chouk and van Zuijlen [3], who show that almost surely \(\lambda_1(Q_t) \sim \chi \log t\) as \(t \to \infty\), where \(\chi > 0\) is a deterministic constant given by the variation formula [5]. Summarizing, we expect that the large-\(t\) asymptotics
of $U(t)$ are given as $\log U(t) \sim \chi t \log t$. Such a line of arguments has been made rigorous for various types of regular or i.i.d. random potentials in $\mathbb{R}^d$ and in $\mathbb{Z}^d$ as the ambient space; see [21] and [2].

However, in the present case of $u$ being a renormalized solution for a Gaussian white-noise potential, it presents a formidable task to carry through this programme. The difficulty lies in the fact that the Feynman–Kac representation (4) is only formal notation and meaningless. We could interpret it rigorously with the help of the random polymer measure in the work by Cannizzaro and Chouk [6], but that does not seem very helpful because the construction of the polymer measure actually involves the total mass. Also, under the polymer measure the coordinate process roughly speaking solves the SDE $dX_s = \nabla \log u(t - s, X_s) \, ds + dB_s$, so to analyze $X$ we already need information about $u$. Hence, we cannot rely on the results of [6] and will therefore go via another route; we explain this now.

The main difficulty to justify the above heuristic steps is to prove the assertion $\log U(t) \sim \log U(t)$ for $t \to 0$. To derive a proof we use a slight modification of the following procedure, which is often used for sufficiently well-behaved random potential $\xi$. We decompose the Feynman–Kac representation for $U(t)$ into the sum over $k \in \mathbb{N}$ of the contributions to expectation of $e^{\int_0^t \xi(B_s) \, ds}$ coming from Brownian paths $(B_s)_{s \in [0,t]}$ that leave the box $Q_{k+1}$, but not the box $Q_k$. The $k$-th contribution then is estimated in terms of the maximum of the potential $\xi$ within $Q_{k+1}$ (using extreme-value analysis, say) times the probability that the Brownian motion leaves $Q_k$ (using the reflection principle, say). In order to implement this strategy in our setting, we use a “partial Girsanov transformation”, an idea that was introduced in the setting of the KPZ equation by Gubinelli and Perkowski [15]. (We drop the mollification and renormalization and the dependence on the box from the notation.) Denote by $Z = (1 - \frac{1}{2}\Delta)^{-1} \xi$ the resolvent of the random potential and by $Y$ the solution to

$$(\eta - \frac{1}{2}\Delta)Y = \frac{1}{2} |\nabla Z|^2 + \nabla Y \cdot \nabla Z,$$

which exists and is unique for sufficiently large $\eta > 0$. Now put $b = \nabla (Z + Y)$ and consider the solution $X$ to the SDE $dX_t = b(X_t) \, dt + dB_t$ for some Brownian motion $B$. Then it turns out that

$$U(t) = \mathbb{E} \left[ e^{\int_0^t (Z+\eta-Y+\frac{1}{2}|\nabla Y|^2)(X_s) \, ds} e^{(Y+Z)(X_0)-(Y+Z)(X_t)} \right].$$

While this Feynman–Kac-type representation looks more complicated than (4), it has the advantage that it also works for the white-noise potential. To carry out the general proof strategy outlined above we then need to understand how $Y, Z$ grow with the box size, and we need bounds on the probability of $X$ leaving the box $Q_k$. Since we do not need very precise bounds on $Y, Z$, the first part is quite easy and essentially follows from Gaussian hypercontractivity. From this we obtain that both $Y$ and $Z$ grow at most logarithmically with respect to the box size. The estimate on the probability of $X$ leaving the box $Q_k$ is shown in [28 Corollary 1.2] and is a consequence of heat kernel estimates for the transition kernel of the diffusion $X$.

### 1.3 Main results

Let us precisely formulate our main results. For a smooth potential $V$, we denote by $\lambda_n(Q_t, V)$ the $n$-th largest (counted with multiplicity) Dirichlet eigenvalue of the operator $\frac{1}{2}\Delta + V$ in a box...
$Q_t = [-\frac{t}{2}, \frac{t}{2}]^2$ and we write $\lambda(Q_t, V) = \lambda_1(Q_t, V)$ for the principal one. We introduce the following variational formula:
\[
\chi = 8 \sup_{\psi \in C_\infty^\infty(\mathbb{R}^2): \|\psi\|_{L^2} = 1} \|\psi\|_{L^4}^2 - \int |\nabla \psi|^2. \tag{5}
\]
$\chi$ is finite and $\frac{1}{2} \chi$ equals the smallest $C > 0$ such that $\|f\|_{L^4}^4 \leq C \|\nabla f\|_{L^2}^2 \|f\|_{L^2}^2$ for all $f \in H^1(\mathbb{R}^2)$ (this is Ladyzhenskaya’s inequality, which is a special case of the Gagliardo-Nirenberg inequality), see [8, Theorem 2.6].

The following theorem is our main result. For $A \subset \mathbb{R}$ we write

\[ \left. \begin{array}{l}
\lim_{t \to \infty} a_t = b_t, \quad t \in A, t \to \infty
\end{array} \right\} \text{ instead of } \left. \begin{array}{l}
\lim_{t \in A} a_t = b_t = 1.
\end{array} \right\} \]

**Theorem 1.1.** (a) [Asymptotics of the total mass] Almost surely,
\[
\log U(t) \sim \chi t \log t \quad t \in Q, t \to \infty.
\]

(b) [Asymptotics of the min and max] For all $a \in (0, 1)$, almost surely
\[
\log \left( \min_{x \in Q_t} u(t, x) \right) \sim \log \left( \sup_{x \in \mathbb{R}^2} u(t, x) \right) \sim \chi t \log t \quad t \in Q, t \to \infty.
\]

Theorem 1.1(b) means that on the level of the logarithmic asymptotics we see no intermittency effect, the $L^\infty$-norm of the solution to the PAM almost surely has the same logarithmic asymptotics as the $L^1$-norm.

Theorem 1.1(a) is an immediate consequence of the following three main results, Proposition 1.2, 1.3 and 1.4.

The first main step is a ‘compactification’, a reduction of the solution to some ($t$-dependent) box with Dirichlet boundary condition. We write $U_L$ for the total mass of the solution of the parabolic Anderson model on the box $Q_L$ with Dirichlet boundary conditions.

**Proposition 1.2 (Reduction to a box).** Almost surely,
\[
\log U(t) \sim \log U_L(t) \quad \text{as } t \to \infty.
\]

The following is a strengthening of the main result of [8], in that we develop and use a renormalization technique here that does not depend on the box considered. Recall our notation of eigenvalues from the beginning of this section.

**Theorem 1.3 (Eigenvalue asymptotics: renormalization and large boxes).** Let $\xi_\varepsilon = \psi_\varepsilon \ast \xi$ be a mollification of the white noise for a mollifying function $\psi$ (see Section 2) for $\varepsilon > 0$. There exists a $C$ in $\mathbb{R}$ that only depends on $\psi$ such that with $c_\varepsilon := \frac{1}{2 \varepsilon} \log \frac{1}{\varepsilon} + C$, we have for all $L \in [1, \infty)$ and $n \in \mathbb{N}$, in probability
\[
\lim_{\varepsilon \downarrow 0} \lambda_n(Q_L, \xi_\varepsilon) - c_\varepsilon = \Lambda_n(Q_L),
\]
where $\lambda_n(Q_L)$ is the $n$-th largest eigenvalue (counting multiplicities) of the Anderson Hamiltonian defined by the enhanced white-noise potential (see (2.10)). Moreover, for all $n \in \mathbb{N}$ and for any countable unbounded set $I \subset (e, \infty)$, almost surely,

$$\lim_{L \in I, L \to \infty} \frac{\lambda_n(Q_L)}{\log L} = \chi.$$

The last step is to use the eigenvalue expansion in (3) in a suitable way to derive that the large-$t$ exponential rate of the total mass in a large box is asymptotically equivalent to the principal eigenvalue:

**Theorem 1.4.** Almost surely

$$\frac{1}{t} \log U_t(t) \sim \lambda_1(Q_t) \quad t \in \mathbb{Q}, t \to \infty.$$

Combining Proposition 1.2 with the second assertion of Theorem 1.3 and Theorem 1.4 implies Theorem 1.1.

### 1.4 Remarks on more regular Gaussian potentials

It is interesting to note that an interchange of the two limits $t \to \infty$ and $\varepsilon \to 0$ (the mollification parameter) does not even phenomenologically or heuristically explain our main result; the asymptotics of Theorem 1.1 lie much deeper. Indeed, if we use for example the mollification $\xi_\varepsilon = p_\varepsilon \ast \xi$ (with $p_\varepsilon$ the Gaussian kernel with variance $\varepsilon$), then we obtain a smooth centered Gaussian field with covariance function $p_{2\varepsilon}$, using the convolution property of the Gaussian kernel. The almost-sure large-$t$ asymptotics of the total mass $U_\varepsilon(t)$ of the solution $u_\varepsilon(t, \cdot)$ of (1) with potential $\xi_\varepsilon - c_\varepsilon$ are given in Gärtner, König and Molchanov [13] by

$$\frac{1}{t} \log U_\varepsilon(t) = -c_\varepsilon + \frac{1}{\sqrt{\pi \varepsilon}} (\log t)^{\frac{3}{2}} - \frac{1}{\sqrt{2\pi \varepsilon}} (\log t)^{\frac{3}{2}} (1 + o(1)), \quad t \to \infty. \tag{6}$$

While the first term, $c_\varepsilon$, comes simply from subtracting it from the potential $\xi_\varepsilon$, the other two terms are the asymptotics of $\lambda(Q_{L_t}, \xi_\varepsilon)$ (we used that $\log L_t \sim \log t$). Indeed, they come from a second-order extreme-value analysis of the Gaussian potential in $Q_{L_t}$: its absolute height is of order $(\log t)^{\frac{3}{2}}$, due to Gaussian tails, and the last term comes from its geometry in the local peak in an island of diameter $\sim (\log t)^{\frac{1}{4}}$ in which the potential approaches an explicit parabola. In contrast, the asymptotics of the principal eigenvalue of the limiting (enhanced) potential, $\lambda(Q_{L_t})$, are actually of order $\log t$, due to exponential tails of $\lambda(Q_{L_t})$ instead of the Gaussian tails of $\lambda(Q_{L_t}, \xi_\varepsilon)$, see [8, Theorem 2.7].

A closely related work to ours is Chen [7], where the Gaussian potential $\xi$ in $\mathbb{R}^d$ was assumed to (be centred and stationary and) have a covariance matrix $B$ that behaves like $B(x) = \sigma^2 |x|^{-\alpha}$ as $x \to 0$ with $\sigma^2 \in (0, \infty)$ and $\alpha \in (0, \min\{2, d\})$. Note that $\xi$ is not a function, although it is still more regular than the white noise in $d = 2$. Then the almost-sure asymptotics of the total mass are identified as

$$\lim_{t \to \infty} \frac{\log U(t)}{t (\log t)^{\frac{d-2}{\alpha}}(t)} = (2d\sigma^2)^{\frac{2}{d-2}} \chi_\alpha, \tag{7}$$
where (see \cite[Lemma A.4]{bib:7})

\[ \chi_\alpha = \sup_{g \in H^1(\mathbb{R}^d): \|g\|_{L^2} = 1} \left[ \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} g(x)g(y) \frac{\|x - y\|^\alpha}{|x - y|^{d/2}} \, dx \, dy \right)^{1/2} - \frac{1}{2} \|\nabla g\|_{L^2}^2 \right]. \]

Like in Theorem \ref{thm:1.1}, the asymptotic behavior is given by an interesting variational formula, and the powers of the logarithm coincide for the boundary case \( \alpha = 2 \) in \( d = 2 \), although in that case \( \chi_2 = \infty \) (contrary to our situation where \( \chi \) is finite).

In the recent work by Lamarre \cite{bib:23}, a \( t \)-dependent Gaussian regularization of the eigenvalues in the box \((-t, t)^d\) and of the total mass of the PAM at time \( t \) is asymptotically analysed in dimensions \( d \in \{1, 2, 3\} \) for \( t \to \infty \). A critical scale for the size of the vanishing regularization parameter is identified: If it vanishes less fast than this scale, then the first-order asymptotics are identical to the ones for a fixed regular Gaussian field, and if it vanishes faster than this scale, then this asymptotics is the same as the ones for the unregularized Gaussian white noise in \( d \in \{1, 2\} \) (proved in \cite{bib:11} in \( d = 1 \), in \cite{bib:8} and the present paper, respectively, in \( d = 2 \)), with an analogous result in \( d = 3 \). The techniques of \cite{bib:23} do not allow for the investigation of the unregularized white-noise case, which we consider in the present paper. Our main result appears there as \cite[Conjecture 1.19]{bib:23}.

\section{Outline of the paper}

The rest of the paper is built up as follows. In Section \ref{sec:2} we introduce fundamental notation and auxiliary material involving representations of the solution of the (Cauchy problem for the) heat equation with general potential on a box, in particular both the spectral representation and a Feynman–Kac-type representation. In Section \ref{sec:3} we prove Theorem \ref{thm:1.4}, that is, we derive the asymptotic behavior of the total mass of the solution with white-noise potential on a large box. In Section \ref{sec:4} we prove Proposition \ref{prop:1.2} that is, we show that the logarithm of the total mass at time \( t \) is asymptotically the same as the one of the restriction to a box with diameter \( t \). In Section \ref{sec:5} we prove Theorem \ref{thm:1.1}(b). Section \ref{sec:6} is dedicated to proving that the enhanced noise that we obtain here via mollification on the entire \( \mathbb{R}^d \), after projection to a box, is the same as in the setting of \cite{bib:8} where a box-dependent approximation is carried out.

\section{Notation}

We write \( \mathbb{N} = \{1, 2, \ldots\} \), \( \mathbb{N}_0 = \{0\} \cup \mathbb{N} \) and \( \mathbb{N}_{-1} = \{-1\} \cup \mathbb{N}_0 \). For families \((a_i)_{i \in I}, (b_i)_{i \in I}\) in \( \mathbb{R} \) for an index set \( I \), we write \( a_i \lesssim b_i \) to denote the existence of a \( C > 0 \) such that \( a_i \leq C b_i \) for all \( i \in I \).

\section{Two representations for the heat equation with potential on a box}

In this section we present two different representations of solutions to the heat equation with a (deterministic) irregular potential on a box with Dirichlet boundary conditions. First, in Section \ref{sec:2.1} we use the Anderson Hamiltonian with Dirichlet boundary conditions for irregular potentials constructed in \cite{bib:8} to obtain a spectral representation. Then we present a new Feynman–Kac-type representation, as explained in Section \ref{sec:1.2}. Due to the irregularity of the potential the
classical Feynman–Kac representation does not make sense. We are however able to adapt to irregular potentials using a trick which is inspired by the ‘partial Girsanov transform’ of [15]. We do this for a deterministic potential in Section 2.2 and apply it to the white noise potential in Section 2.3.

First we introduce the heat equation with smooth potentials and for enhanced potentials, see 2.1 and 2.6.

In this section, for \( \varepsilon > 0 \), \( \theta_\varepsilon \) is a smooth function on \( \mathbb{R}^2 \) and \( c_\varepsilon \in \mathbb{R} \). More assumptions will be made in 2.5 and in 2.16.

2.1 (Heat equation with smooth potential). We write \( Q_L = [-L^2, L^2]^2 \) for \( L \in (0, \infty) \) and \( Q_\infty = \mathbb{R}^2 \). For \( L \in (0, \infty) \) and \( \varepsilon > 0 \) we let \( u_{L,\varepsilon}^\phi \) be the solution to the heat equation with potential \( \theta_\varepsilon - c_\varepsilon \) and Dirichlet boundary conditions on the box \( Q_L \) with initial condition \( \phi \): \[\begin{aligned}
\partial_t u_{L,\varepsilon}^\phi &= \frac{1}{2} \Delta u_{L,\varepsilon}^\phi + (\theta_\varepsilon - c_\varepsilon) u_{L,\varepsilon}^\phi \quad \text{on } (0, \infty) \times Q_L, \\
u_{L,\varepsilon}^\phi(0, \cdot) &= \phi, \quad \text{and} \quad u_{L,\varepsilon}^\phi|_{\partial Q_L}(t, \cdot) = 0.
\end{aligned}\]

(\( u_{L,\varepsilon}^\phi \mid_{\partial Q_\infty} = 0 \) is interpreted as an empty condition.)

In the case that \( \theta_\varepsilon \) represents mollified white noise and \( c_\varepsilon = \frac{1}{\pi} \log \frac{1}{\varepsilon} \), we know that \( u_{\infty,\varepsilon}^\phi \) converges locally uniformly in probability as \( \varepsilon \to 0 \) to \( u_{\infty}^\phi \), the solution to the continuous heat equation with renormalised potential and initial condition \( \phi \); see [18, Theorem 4.1]. To derive an analogous result for \( u_{L,\varepsilon}^\phi \), we use the approach to paracontrolled distributions with Dirichlet boundary conditions from [8].

2.2 (Notation). For a function \( f : [0, L]^2 \to \mathbb{R} \) we write \( \overline{f} : \mathbb{R}^2 \to \mathbb{R} \) for the even extension of \( f \) with period 2\( L \). This means \( \overline{f}(q_1 x_1, q_2 x_2) = f(x_1, x_2) \) for \( q_1, q_2 \in \{−1, 1\} \) and \( x_1, x_2 \in [0, L] \) and \( \overline{f}(x) = \overline{f}(x + 2Lk) \) for \( x \in [−L, L]^2 \) and \( k \in \mathbb{Z}^2 \).

If \( g \) is a function on \( Q_L \), which is a translation of the set \([0, L]^2\) by \( y = (\frac{L}{2}, \frac{L}{2}) \), we write \( \overline{g} \) for \( g(\cdot - y)(\cdot + y) \) and also call this the even extension of \( g \).

The following notation we borrow from [8, Section 4], see that reference for more details. We write \( \mathcal{S}_n(Q_L) \) for the space of all \( f : Q_L \to \mathbb{R} \) such that \( \overline{f} \in C^\infty(\mathbb{R}^2) \). Let \( B_{p,q}^{\mu,\alpha}(Q_L) \) be the Neumann Besov space defined as in [8, Section 4]. We abbreviate \( \mathcal{E}_n^\alpha = B_{\infty,\infty}^{\mu,\alpha} \). We write \( (n_{k,L})_{k \in \mathbb{N}_0^2} \) for the Neumann basis of \( L^2(Q_L) \) and, slightly abusing notation, we also write “\( n_{k,L} \)” for the extension of \( n_{k,L} \) to \( \mathbb{R}^2 \) that equals 0 outside \( Q_L \). We write \( \overline{n}_{k,L} \) for the even extension of \( n_{k,L} \). For an even function \( \sigma : \mathbb{R}^2 \to \mathbb{R} \) and \( f \in \mathcal{S}_n(Q_L) \) we write \( \sigma(D)f \) for the Fourier multiplier

\[\sigma(D)f = \sum_{k \in \mathbb{N}^2_0} \sigma(k) \langle f, n_{k,L} \rangle n_{k,L}.\]

2.3 (Notation). We write \( u \odot v \) for the paraproduct between \( u \) and \( v \) (with the low frequencies of \( u \) and the high frequencies of \( v \)), and \( u \odot v \) for the resonance product; we adopt the notation from [25] and refer to [3] for background material.
Definition 2.4. Let $L > 0$ and $\sigma(x) = (1 + \frac{1}{2} \pi^2 |x|^2)^{-1}$. For $\beta \in \mathbb{R}$, we define the space of enhanced Neumann potentials, written “$\mathcal{X}_n^\beta(Q_L)$” or just “$\mathcal{X}^\beta_2$”, as the closure in $\mathcal{C}_n^\beta \times \mathcal{C}_n^{2\beta+2}$ of the set $\{((\zeta, \zeta \circ \sigma(D)\zeta - c) : \zeta \in \mathcal{C}_n, c \in \mathbb{R}\}$, equipped with the relative topology with respect to $\mathcal{C}_n^\beta \times \mathcal{C}_n^{2\beta+2}$.

Let
\[
\theta_{L,\epsilon} = \sum_{k \in \mathbb{N}_0^d} \langle \theta_\epsilon, n_{k,L} \rangle n_{k,L}, \quad \text{so that} \quad \overline{\theta_{L,\epsilon}} = \sum_{k \in \mathbb{N}_0^d} \langle \theta_\epsilon, n_{k,L} \rangle \overline{n}_{k,L}.
\tag{9}
\]
Since $\theta_\epsilon$ is almost everywhere equal to $\theta_{L,\epsilon}$ and thus to $\overline{\theta_{L,\epsilon}}$ on $Q_L$, the solution $u_{L,\epsilon}^\phi$ to (8) also solves the same equation with “$\theta_\epsilon$” replaced by “$\theta_{L,\epsilon}$” or “$\overline{\theta_{L,\epsilon}}$”.

2.5. For the rest of this section we assume that for all $L > 0$ there exists a $\theta_L \in \bigcap_{\alpha < -1} \mathcal{X}_n^\alpha$ and $c_\epsilon \in \mathbb{R}$ (not depending on $L$) for $\epsilon > 0$ such that the following convergence holds in $\mathcal{X}_n^\alpha$ for all $\alpha < -1$
\[
(\theta_{L,\epsilon}, \theta_{L,\epsilon} \otimes \sigma(D)\theta_{L,\epsilon} - c_\epsilon) \xrightarrow{\epsilon \downarrow 0} \theta_L.
\tag{10}
\]

2.6 (Heat equation with enhanced potentials). We write $\mathcal{C}_p^{\beta,\alpha}(Q_L) = B_{p,\infty}^{2\beta,\beta}(Q_L)$, where the latter is the Dirichlet Besov space defined as in §4, and $\mathcal{C}_p^{0,\alpha}(Q_L) = \mathcal{C}_p^{0,\alpha}$. By taking an odd extension of $u_{L,\epsilon}^\phi$ and an even extension of the noise (as in §4) we obtain a periodic solution on the torus of length $2L$. Therefore the convergence shown in [14] Theorem 5.4] implies the following. For $\beta \in (\frac{2}{3}, 1)$ and for all $T > 0$ and $\phi \in \mathcal{C}_p^{0,\beta}(Q_L)$ the solution $u_{L,\epsilon}^\phi$ converges (in $C([0,T], \mathcal{C}_p^{0,\beta}(Q_L)$) and therefore) uniformly on $[0,T] \times Q_L$ in probability to $u_{\epsilon}^\phi$, where $u_{\epsilon}^\phi$ solves
\[
\begin{aligned}
\partial_t u_{\epsilon}^\phi = \frac{1}{2} \Delta u_{\epsilon}^\phi + \theta_L \circ u_{\epsilon}^\phi & \quad \text{on} \ (0, \infty) \times Q_L, \\
u_{\epsilon}^\phi(0, \cdot) = \phi, \quad \text{and} \quad u_{L,\epsilon}^\phi|_{\partial Q_L} = 0,
\end{aligned}
\tag{11}
\]
interpreted in the sense of paracontrolled distributions (i.e., as in [14] Section 5). Let us point out that we have some differences, namely, we have a factor $\frac{1}{2}$ in front of the Laplacian, which is also the reason why our renormalisation constant differs by a factor $2$ (we explain this in the proof of Theorem 6.1).

Combining arguments as in [28 Proposition 2.4] with arguments as in [15] Section 6] in the context of singular initial conditions, we can extend this result to more general initial conditions, and also we get the continuous dependence of the solution on the initial condition.

2.7 (Notation). In the next lemma we write “$u_{L,0}^\phi$” for “$u_{L}^\phi$”, where $u_{L}^\phi$ is as in (11) and we write $u_{L,\epsilon}^\phi$ for the solution of (8).

Lemma 2.8. Let $\alpha \in (-\frac{3}{4}, -1)$ and $\gamma \in (-1, 2 + \alpha)$, $p \in [1, \infty]$ and $L > 0$. The solution map $[0, \infty) \times \mathcal{C}_p^{\beta,\gamma}(Q_L) \to C([0, \infty), \mathcal{C}_p^{\beta,\gamma}(Q_L))$ given by $(\epsilon, \phi) \mapsto u_{L,\epsilon}^\phi$ is continuous, where $u_{L,0}^\phi := u_{L}^\phi$. Moreover, for all $\beta < 2 + \alpha$, $t > 0$, $L < \infty$ and $\epsilon \in [0, \infty)$ we have $u_{L,\epsilon}(t, \cdot) \in \mathcal{C}_p^{\beta,\gamma}$ and the map $[0, \infty) \times \mathcal{C}_p^{\beta,\gamma}(Q_L) \to \mathcal{C}_p^{\beta,\gamma}(Q_L)$ given by $(\epsilon, \phi) \mapsto u_{L,\epsilon}(t, \cdot)$ is continuous.
Moreover, the map $\lim_p$ with $\sigma(\mathcal{H}_\theta)$ is a closed and self-adjoint operator with values in $L^2(Q_L)$. $\mathcal{H}_\theta$ has a pure point spectrum $\sigma(\mathcal{H}_\theta)$ consisting of eigenvalues $\lambda_1(Q_L, \theta) > \lambda_2(Q_L, \theta) \geq \lambda_3(Q_L, \theta) \geq \cdots$ (counting multiplicities) with $\lim_{n \to \infty} \lambda_n(Q_L, \theta) = -\infty$, and such that

$$D^\theta = \bigoplus_{\lambda \in \sigma(\mathcal{H}_\theta)} \ker(\lambda - \mathcal{H}_\theta).$$

Moreover, the map $\theta \mapsto \lambda_n(Q_L, \theta)$ is (locally Lipschitz) continuous and $D^\theta$ is dense in $L^2(Q_L)$.

2.10. For abbreviation, we write “$\mathcal{H}_L$” and “$\lambda_{n,L}$” for “$\mathcal{H}_\theta$” and “$\lambda_n(Q_L, \theta_L)$”. We let $(v_{n,L})_{n \in \mathbb{N}}$ be an orthonormal basis of $L^2(Q_L)$, such that $v_{n,L}$ is an eigenvector with eigenvalue $\lambda_{n,L}$.

By the properties of the semigroup of the Anderson Hamiltonian, we obtain the following representation for the solution to (11) with initial condition $\phi \in L^2(Q_L)$.

**Lemma 2.11.** For $L, t > 0, y \in Q_L$ and $\phi \in L^2(Q_L)$

$$u^\phi_{L}(t, y) = [e^{t\mathcal{H}_L}] \phi(y) = \sum_{n \in \mathbb{N}} e^{i\lambda_{n,L}} \langle v_{n,L}, \phi \rangle L^2 v_{n,L}(y).$$

**Proof.** For $\phi \in D_{\mathcal{H}_L}$ the identity holds since the semigroup $S(t) = e^{t\mathcal{H}_L}$ satisfies $\partial_t S(t) \phi = \mathcal{H}_L S(t) \phi$, see [27, Theorem 2.4]. As $D_{\mathcal{H}_L}$ is dense in $L^2(Q_L)$ and convergence in $L^2(Q_L)$ implies convergence in $C^{0,\beta}_2(Q_L)$ for all $\beta > 0$ (combine for example [8, Theorem 2.71] with [8, Theorem 4.7]), Lemma 2.8 shows that (12) holds for all $\phi \in L^2(Q_L)$.

In particular, Lemma 2.11 yields $v_{n,L} = e^{-i\lambda_{n,L} t} u_{L}^{v_{n,L}}(t, \cdot) \in C^{0,\beta}(Q_L)$ for all $\beta < 2 + \alpha$.

**Theorem 2.12.** Let $L > 0$. For $x, y \in Q_L$ and $\phi = \delta_x$ the solution to (11) is given by

$$u^\delta_{L}(t, y) = [e^{t\mathcal{H}_L} \delta_x] \phi(y) = \sum_{n \in \mathbb{N}} e^{i\lambda_{n,L}} v_{n,L}(x) v_{n,L}(y).$$
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Proof. Let \( \psi \in C_c^\infty \) be such that \( \int \psi = 1 \) and \( \psi^\varepsilon(y) := \psi\left(\frac{y}{\varepsilon}\right) \). Then \( \psi^\varepsilon * f \to f \) in \( L^p \) for \( f \in L^p \) (see [19] Proposition 1.2.32). Therefore \( \psi^\varepsilon \to \delta_x \) in \( B^1_{1,\infty} \) for all \( \gamma < 0 \). We have for all \( \varepsilon > 0 \):

\[
|u^\varepsilon_L(t,y) - \sum_{n \in \mathbb{N}} e^{\lambda_{n,L}} v_{n,L}(x)v_{n,L}(y)| \leq |u^\varepsilon_L(t,y) - \sum_{n \in \mathbb{N}} e^{\lambda_{n,L}} \langle v_{n,L}, \psi^\varepsilon \rangle \langle v_{n,L}, \psi^\varepsilon \rangle| \\
+ \sum_{n \in \mathbb{N}} e^{\lambda_{n,L}} |\langle v_{n,L}, \psi^\varepsilon - \delta_x \rangle \langle v_{n,L}, \psi^\varepsilon \rangle| \\
+ \sum_{n \in \mathbb{N}} e^{\lambda_{n,L}} |\langle v_{n,L}, \delta_x \rangle \langle v_{n,L}, \psi^\varepsilon - \delta_y \rangle|.
\]

(14)

The first term on the right-hand side equals \( |u^\varepsilon_L(t,y) - \langle u^\psi_L(t,\cdot), \psi^\varepsilon \rangle| \), and since \( u^\psi_L(t,\cdot) \) converges uniformly to \( u^\varepsilon_L(t,\cdot) \) by Lemma 2.8 it vanishes as \( \varepsilon \downarrow 0 \). The second and third term on the right-hand side of (14) are similar, so we only argue for the last term. We saw that \( v_{n,L} \in \mathcal{C}^{1,2}_{\text{bd}}(Q_L) \), so in particular \( v_{n,L} \) is continuous and we have by Fatou’s lemma:

\[
\sum_{n \in \mathbb{N}} e^{\lambda_{n,L}} |\langle v_{n,L}, \delta_x \rangle \langle v_{n,L}, \psi^\varepsilon - \delta_y \rangle| \leq \liminf_{\varepsilon' \to 0} \sum_{n \in \mathbb{N}} e^{\lambda_{n,L}} |\langle v_{n,L}, \psi^\varepsilon \rangle \langle v_{n,L}, \psi^\varepsilon - \psi^\varepsilon \rangle| \\
\leq \liminf_{\varepsilon' \to 0} |\langle u^\psi_L(t,\cdot), \psi^\varepsilon \rangle| \|\langle u^\psi_L(t,\cdot, \psi^\varepsilon - \psi^\varepsilon \rangle\|_2 \\
= |u^\delta_L(t,x)|_2 \|\langle u^\psi_L(t,\cdot, \psi^\varepsilon - \psi^\varepsilon \rangle\|_2.
\]

Now another application of Lemma 2.8 shows that the right-hand side vanishes for \( \varepsilon \downarrow 0 \). 

\[\square\]

2.2 A Feynman–Kac-type representation

Here we give a Feynman–Kac-type representation for \( u^\phi_L \) with continuous initial condition \( \phi \) and enhanced potential as introduced in 2.6. The technique behind this representation is inspired by the partial Girsanov transform of [15], for a heuristic explanation see 2.1.1.

Let us start by recalling the classical Feynman–Kac representation. We write \( \mathbb{P}^x \) and \( \mathbb{E}^x \) for the probability and expectation on \( C([0, \infty), \mathbb{R}^2) \) such that the coordinate process \( X = (X_t)_{t \in [0, \infty)} \) is a Brownian motion with \( X_0 = x \) for \( x \in \mathbb{R}^2 \). Later, by an application of the Girsanov transform, we will consider a different measure, under which \( X \) is a diffusion with non-trivial drift. For a probability measure \( \mathbb{Q} \) on \( C([0, \infty), \mathbb{R}^2) \) we write \( \mathbb{E}_\mathbb{Q} \) for the expectation with respect to \( \mathbb{Q} \).

In this section we often abbreviate \( \mathcal{C}_n^{-\gamma}(Q_L) \) by \( \mathcal{C}_n^{-\gamma} \) and \( \mathcal{C}^{-\gamma}(\mathbb{R}^2) \) by \( \mathcal{C}^{-\gamma} \).

Lemma 2.13 (Feynman–Kac representation). Let \( L \in (0, \infty) \) and \( Q_L = \mathbb{R}^2 \). For \( \phi \in C_b(Q_L) \), \( \varepsilon > 0 \) and \( (t, y) \in [0, \infty) \times Q_L \) we have

\[
u^\phi_L(t,y) = \mathbb{E}^y \left[ \exp \left( \int_0^t (\theta_s - c_x)(X_s) \, ds \right) \phi(X_t) \mathbb{1}_{[X_{[0,t]} \subset Q_L]} \right],
\]

(15)

where \( X_{[0,t]} = \{ X_s : s \in [0,t] \} \).
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2.14. Let $L \in (0, \infty)$. As $\theta_\varepsilon = \overline{\theta}_{L,\varepsilon}$ (see (9)) almost everywhere in $Q_L$, we also have

$$u^\phi_{L,\varepsilon}(t, y) = \mathbb{E}^y \left[ \exp \left( \int_0^t (\overline{\theta}{(L,\varepsilon)}(X_s) - c_\varepsilon) \, ds \right) \phi(X_t) \mathbb{1}_{\{X_{[0,t]} \subset Q_L\}} \right].$$

(16)

Let $\theta_{L,0} \in \cap_{\alpha < -1} \mathcal{C}_n^\alpha$ be the first component of $\theta_L$, i.e., $\theta_{L,0} = \lim_{\varepsilon \downarrow 0} \theta_{L,\varepsilon}$. Then $\overline{\theta}_{L,0} = \lim_{\varepsilon \downarrow 0} \overline{\theta}_{L,\varepsilon}$, see Lemma A.1.

We will use (16) to obtain our Feynman–Kac representation for $u_L = u^\phi_{L,0}$ in Theorem 2.19

2.15 (Heuristic idea). Let us first heuristically derive the Feynman–Kac-type representation for an irregular potential, which we will rigorously prove in Theorem 2.19. For this, we neglect the renormalisation by $c_\varepsilon$, consider $L = \infty$ for simplicity and do formal calculations. As mentioned, the integral $\int_0^t \theta(X_s) \, ds$ makes no sense as $\theta$ is of regularity $1 - \delta$ (meaning: of regularity $1 - \delta$ for all $\delta > 0$), therefore we want to replace it by something that does make sense. We do this by a trick introduced in [15] that uses the Itô formula. When we define $Z = (1 - \frac{1}{2} \Delta)^{-1} \theta$, which has regularity $1 - \delta$, then we have by the Itô formula

$$Z(X_t) - Z(X_0) = \int_0^t \nabla Z(X_s) \cdot dX_s - \int_0^t \theta(X_s) \, ds + \int_0^t Z(X_s) \, ds.$$

So that

$$\mathbb{E}^y \left[ \exp \left( \int_0^t \theta(X_s) \, ds \right) \phi(X_t) \right]$$

$$= \mathbb{E}^y \left[ \exp \left( Z(X_0) - Z(X_t) \right) + \int_0^t Z(X_s) \, ds + \int_0^t \nabla Z(X_s) \cdot dX_s \right] \phi(X_t) \right].$$

(17)

Now Girsanov’s theorem tells us that $\tilde{B}_t = X_t - \int_0^t \nabla Z(X_s) \, ds$ is a Brownian motion under the probability measure $Q^y_Z = \exp(\int_0^t \nabla Z(X_s) \cdot dX_s - \int_0^t \frac{1}{2} |\nabla Z(X_s)|^2 \, ds) \, d\mathbb{P}^y$. Hence we can rewrite (17) by

$$\mathbb{E}_{Q^y_Z} \left[ \exp \left( Z(X_0) - Z(X_t) + \int_0^t Z(X_s) \, ds + \int_0^t \frac{1}{2} |\nabla Z(X_s)|^2 \, ds \right) \phi(X_t) \right],$$

where the coordinate process $X$ under $Q^y_Z$ solves the SDE $dX_t = \nabla Z(X_t) \, dt + d\tilde{B}_t$. This is an improvement, since $\nabla Z$ has regularity $0 - \delta$ whereas $\theta$ has regularity $1 - \delta$. However, the integral $\int_0^t |\nabla Z(X_s)|^2 \, ds$ does not yet make sense, because $\nabla Z$ is not a function but a distribution of $$

\begin{proof}
For the application we have in mind, namely $\theta_\varepsilon$ being a mollification of a typical realisation of the white noise, the limit is a distribution and $c_\varepsilon$ diverges. Hence one cannot naively take the limit $\varepsilon \downarrow 0$ in the right-hand side of (15) as the limit does not make sense. In the next observation we reformulate the Feynman–Kac formula in terms of $\theta_{L,\varepsilon}$, on which we imposed assumptions on its limit as $\varepsilon \downarrow 0$ (see 2.5).

\end{proof}
regularity $0_-$ and so, heuristically, $|\nabla Z|^2$ is also of regularity $0_-$. Therefore we introduce another function $Y$ with regularity $2_-$ and apply the Girsanov transformation to $Z + Y$ instead of $Z$, such that the transformed expectation has functions instead of distributions in the exponent and therefore makes sense. Let $Y$ be the solution of

$$(\eta - \frac{1}{2} \Delta)Y = \frac{1}{2} |\nabla Z|^2 + \nabla Y \cdot \nabla Z,$$

where $\eta \in \mathbb{R}$ is chosen large enough so that $Y$ actually exists (Proposition B.2). Then we have

$$\theta = (1 - \frac{1}{2} \Delta )Z = Z + \eta Y - \frac{1}{2} \Delta (Z + Y) - \frac{1}{2} |\nabla (Z + Y)|^2 + \frac{1}{2} |\nabla Y|^2.$$

Then the Itô formula applied to $Z + Y$ gives

$$\int_0^t \theta(X_s) \, ds = \int_0^t (Z + \eta Y + \frac{1}{2} |\nabla Y|^2)(X_s) \, ds + (Z + Y)(X_0) - (Z + Y)(X_t)$$

$$+ \int_0^t \nabla (Z + Y)(X_s) \cdot dX_s - \frac{1}{2} \int_0^t |\nabla (Z + Y)(X_s)|^2 \, ds.$$

So that, similarly to what we have done above, we can rewrite (17) by

$$\mathbb{E}_{Q^{\eta}_{Z+Y}} \left[ \exp \left( \int_0^t (Z + \eta Y + \frac{1}{2} |\nabla Y|^2)(X_s) \, ds + (Z + Y)(X_0) - (Z + Y)(X_t) \right) \phi(X_t) \right].$$

As $Y$ is of regularity $2_-$ and $Z$ of regularity $1_-$ all the terms in the exponential now do make sense, that is, $Z$, $Y$, and $\nabla Y$ are nice functions, and $X$ under $Q^{\eta}_{Z+Y}$ solves the SDE $dX_t = \nabla (Z + Y)(X_t) \, dt + dB_t$, where $B_t = X_t - \int_0^t \nabla (Z + Y)(X_s) \, ds$ is a Brownian motion under $Q^{\eta}_{Z+Y}$. The above heuristics cannot be carried out as such for $L = \infty$. Instead we do this for each $L$ separately, and will need a control on the norms of $Z_L$ and $Y_L$, which diverge as $L \to \infty$ (hence $L = \infty$ cannot be done immediately). And in order to extend the representation (15) for $\varepsilon = 0$, we first rewrite it for $\varepsilon > 0$.

2.16. For the rest of this section we fix $\alpha \in (-\frac{4}{3}, -1)$ and $L > 0$.

For $\varepsilon \in [0, \infty)$ we define

$$Z_{L,\varepsilon} := \sigma(D)\bar{\theta}_{L,\varepsilon} = (1 - \frac{1}{2} \Delta)^{-1} \bar{\theta}_{L,\varepsilon}.$$

Observe that $Z_{L,\varepsilon}$ is at least $C^2$ as $\bar{\theta}_{L,\varepsilon}$ is continuous. To rewrite the Feynman–Kac representation for the solution to the heat equation on $Q_L$ with potential $\theta = 2c_\varepsilon$ we will need to solve the equation $(\eta - \frac{1}{2} \Delta)Z = \frac{1}{2} |\nabla Z_{L,\varepsilon}|^2 - c_\varepsilon + \nabla Y \cdot \nabla Z_{L,\varepsilon}$, where $\eta > 0$ is sufficiently large. For that purpose we need bounds on $\nabla Z_{L,\varepsilon}$ and $\frac{1}{2} |\nabla Z_{L,\varepsilon}|^2 - c_\varepsilon$ that are uniform in $\varepsilon$, and those can be obtained from bounds for the enhanced Neumann potential, see Lemma 2.17.

Lemma 2.17. Let $\sigma$ be as in Definition 2.2. There exists a $C > 0$ (independent of $L$) such that for all $\varepsilon > 0$

$$\| \frac{1}{2} |\nabla Z_{L,\varepsilon}|^2 - c_\varepsilon \|_{\psi^{2n+2}} + \| \nabla Z_{L,\varepsilon} \|_{\psi^{n+1}}$$

$$\leq C (\| \bar{\theta}_{L,\varepsilon} \|_{\psi^{n}} + \| \bar{\theta}_{L,\varepsilon} \|_{\psi^{2n}} + \| \sigma(D) \bar{\theta}_{L,\varepsilon} - c_\varepsilon \|_{\psi^{2n+2}}).$$  \hspace{1cm} (18)
Moreover, with $\Theta_L$ the second component of $\theta_L$ and by using the notation
\[
\frac{1}{2} |\nabla Z_L|^{\alpha^2} := \nabla Z_L \otimes \nabla Z_L - (1 - \frac{1}{4} \Delta)(Z_L \otimes Z_L) + \Theta_L,
\]
we have
\[
(\nabla Z_{L,\varepsilon}, \frac{1}{2} |\nabla Z_{L,\varepsilon}|^2 - c_\varepsilon) \to (\nabla Z_L, \frac{1}{2} |\nabla Z_L|^{\alpha^2}). \tag{19}
\]

**Proof.** To shorten notation we write $Z = Z_{L,\varepsilon}$, $\theta = \theta_{L,\varepsilon}$, $\bar{\theta} = \bar{\theta}_{L,\varepsilon}$ and $c = c_\varepsilon$. By Lemma [Lemma 2.82 and Lemma 2.85] we have $||\theta||_{\bar{\theta}^{\alpha-\gamma}} = ||\bar{\theta}||_{\theta^{\alpha-\gamma}}$ and $||\theta \sigma(D)\theta - c||_{\theta} = ||\bar{\theta} \sigma(D)\bar{\theta} - c||_{\theta^{-\gamma}}$.

We have $\frac{1}{2} |\nabla Z|^2 = \nabla Z \otimes \nabla Z + \frac{1}{2} \nabla Z \otimes \nabla Z$, where the para- and resonant product are combined with the inner product on $\mathbb{R}^2$, e.g. $\nabla Z \otimes \nabla Z = \partial_1 Z \otimes \partial_1 Z + \partial_2 Z \otimes \partial_2 Z$. For the resonant product we use that $1 \in C^\infty$ as well as $1 \in C^\infty$.

By (19) we have $\frac{1}{2} |\nabla Z_{L,\varepsilon}|^2 - \frac{1}{2} |\nabla Z_L|^2 = (1 - \frac{1}{4} \Delta)(Z \otimes Z) + \bar{\theta} \sigma(D)\bar{\theta}$.

Then the claim follows by the Hörmander-Mikhlin bound, Bernstein’s inequality and the Bony estimates for the paraproduct and resonance product [Lemma 2.1, Lemma 2.2, Theorem 2.82 and Lemma 2.85] we have $||\nabla Z \otimes \nabla Z||_{\bar{\theta}^{2n+2}} \leq ||\nabla Z||_{\bar{\theta}^{n+1}}^2 \lesssim ||Z||_{\bar{\theta}^{n+1}}^2 \lesssim ||\theta||_{\bar{\theta}^{n}}, (1 - \frac{1}{4} \Delta)(Z \otimes Z)||_{\bar{\theta}^{2n+2}} \lesssim ||Z \otimes Z||_{\bar{\theta}^{n+1}} \lesssim ||Z||_{\bar{\theta}^{n+1}}^2 \lesssim ||\bar{\theta}||_{\theta^{n}}$, and $||\nabla Z||_{\theta^{n+1}} \lesssim ||Z||_{\bar{\theta}^{n+1}}. (19)$ then follows from the convergence of (10).

We show in Lemma B.2 in the appendix that there exists a $C > 0$ such that for all $M > 0$ and all $\eta \in C^{\infty}$ we have $f \in C^{\infty}$ and $g \in C^{\infty}$, $||f||_{\bar{\theta}^{2n+2}}, ||g||_{\theta^{n+1}} \leq M$, for all $\beta \in (\alpha, \alpha + 4)$ and for all $\eta \geq C (1 + M)^{-n/2}$ there exists a unique solution $v \in C^{\beta}(\mathbb{R}^d)$ to
\[
(\eta - \frac{1}{4} \Delta) v = f + \nabla v \cdot g,
\]
such that $||v||_{\bar{\theta}^{\beta}} \leq M$, and that $v$ depends continuously on $f$ and $g$.

Fix $\beta \in (\alpha, \alpha + 4)$. Let
\[
M_{L,\varepsilon} := \max\{||\frac{1}{2} |\nabla Z_{L,\varepsilon}|^2 - 2c_\varepsilon||_{\theta}^n + ||\nabla Z_{L,\varepsilon}||_{\theta^{n+1}}\}, \tag{20}
\]
\[
M_L := \max\{||\frac{1}{2} |\nabla Z_L|^2||_{\theta}^n + ||\nabla Z_L||_{\theta^{n+1}}\}. \tag{21}
\]

By (19) we have $M_{L,\varepsilon} \to M_L$. For $\varepsilon > 0$ we define $\eta_{L,\varepsilon} := C(1 + M_{L,\varepsilon})^{2n+2-\beta}$ and $\eta_L := C(1 + M_L)^{2n+2-\beta}$. Therefore there exists a solution $Y_{L,\varepsilon}$ to
\[
(\eta_{L,\varepsilon} - \frac{1}{4} \Delta) Y_{L,\varepsilon} = \frac{1}{2} |\nabla Z_{L,\varepsilon}|^2 - c_\varepsilon + \nabla Y_{L,\varepsilon} \cdot \nabla Z_{L,\varepsilon}, \tag{22}
\]
with $||Y_{L,\varepsilon}||_{\bar{\theta}^{\beta}} \leq M_{L,\varepsilon}$. Moreover, in $C^{\beta}$ we have $Y_{L,\varepsilon} \to Y_L$ as $\varepsilon \downarrow 0$, where $Y_L$ solves
\[
(\eta_L - \frac{1}{4} \Delta) Y_L = \frac{1}{2} |\nabla Z_L|^2 + \nabla Y_L \cdot \nabla Z_L, \tag{23}
\]
and $||Y_L||_{\bar{\theta}^{\beta}} \leq M_L$. We will also write “$Z_{L,0}, M_{L,0}, \eta_{L,0}, Y_{L,0}$” for “$Z_L, M_L, \eta_L, Y_L$”.
Lemma 2.18. Let $\varepsilon > 0$ and $y \in \mathbb{R}^2$ and let $Q_{L,\varepsilon}^y$ be the probability measure on $C([0, \infty), \mathbb{R}^2)$ such that the coordinate process satisfies $Q_{L,\varepsilon}^y$-almost surely

$$X_t = y + \int_0^t \nabla(Z_{L,\varepsilon} + Y_{L,\varepsilon})(X_s) \, ds + B_t, \quad t \geq 0,$$

for a Brownian motion $B_t$. Then we have for all $\varepsilon > 0$ and for any measurable and bounded (or positive) functional $F: C([0, t], \mathbb{R}^2) \to \mathbb{R}$

$$\mathbb{E}^y \left[ e^{\int_0^t (\theta - c) \, ds} F(X_{[0,t]} \mathbb{1}_{X_{[0,t]} \subset Q_L}) \right] = \mathbb{E}^{Q_{L,\varepsilon}^y}_{X_0} \left[ \mathcal{D}_{L,\varepsilon}(0, t) F(X_{[0,t]} \mathbb{1}_{X_{[0,t]} \subset Q_L}) \right].$$

In particular, $u_{L,\varepsilon}^\phi(t, y) = \mathbb{E}^{Q_{L,\varepsilon}^y}_{X_0} \left[ \mathcal{D}_{L,\varepsilon}(0, t) \phi(X_t) \mathbb{1}_{X_{[0,t]} \subset Q_L} \right]$.

Proof. To shorten notation we write $Z = Z_{L,\varepsilon}$, $Y = Y_{L,\varepsilon}$, $\theta = \theta_{L,\varepsilon}$ and $c = c_{\varepsilon}$ in this proof. By definition of $Z$ and $Y$, we have $\theta = Z - \frac{1}{2} \Delta Z$ and

$$-c = \eta Y - \frac{1}{2} \Delta Y - \frac{1}{2} |\nabla Z|^2 - \nabla Y \cdot \nabla Z = \eta Y - \frac{1}{2} \Delta Y - \frac{1}{2} |\nabla(Z + Y)|^2 + \frac{1}{2} |\nabla Y|^2,$$

so that

$$\theta - c = Z + \eta Y - \frac{1}{2} \Delta(Z + Y) - \frac{1}{2} |\nabla(Z + Y)|^2 + \frac{1}{2} |\nabla Y|^2.$$

Hence, on $[X_{[0,t]} \subset Q_L]$, by using Itô’s formula to rewrite $\int_0^t \frac{1}{2} \Delta(Z + Y)(X_s) \, ds$ we have

$$\int_0^t \theta(X_s) - c \, ds = \int_0^t (Z + \eta Y + \frac{1}{2} |\nabla Y|^2)(X_s) \, ds + (Z + Y)(X_0) - (Z + Y)(X_t) + \int_0^t \nabla(Z + Y)(X_s) \cdot dX_s - \frac{1}{2} \int_0^t |\nabla(Z + Y)(X_s)|^2 \, ds.$$

Since

$$G_t := \exp(\int_0^t \nabla(Z + Y)(X_s) \cdot dX_s - \frac{1}{2} \int_0^t |\nabla(Z + Y)(X_s)|^2 \, ds)$$

is a Radon-Nikodym density, the claim follows from Girsanov’s theorem (see e.g. Le Gall [24] §5.6 Page 138)). The formula for $u_{L,\varepsilon}^\phi$ then follows from [16].
Theorem 2.19. Let $y \in Q^y_L$. There exists a unique probability measure $Q^y_L$ on $C([0, \infty), \mathbb{R}^2)$ under which the coordinate process $X$ satisfies $X_0 = y$ almost surely, and $X$ solves the martingale problem for the following SDE with distributional drift (see for example [28 Definition 2.1])

$$dX_t = \nabla(Z_L + Y_L)(X_t) \, dt + dB_t$$

(26)

where $B$ is a Brownian motion. Moreover, with $\mathcal{D}_L = \mathcal{D}_{L,0}$ (see (24)), with $\phi \in C(Q_L)$, and with $A = [X_{[0,t]} \not\subset S, X_{[0,t]} \subset Q_L]$ for $S = \emptyset$ or $S = Q_r$ for $r \in (0, L)$, we have

$$E^y \left[ e^{\int_0^t \left( \theta(X_s) - c_s \right) \, ds} \phi(X_t) 1_A \right] \xrightarrow{\mathcal{D}_L(0, t)} E^y_Q \left[ \mathcal{D}_L(0, t) \phi(X_t) 1_A \right].$$

(27)

In particular, $u^\phi_L(t, y) = E^y_Q \left[ \mathcal{D}_L(0, t) \phi(X_t) 1_{\{X_{[0,t]} \subset Q_L\}} \right]$.

Proof. The existence and uniqueness of the solution $Q^y_L$ to the martingale problem follows from [6 Theorem 1.2]. It is not mentioned in that theorem, but from the proof of [6 Theorem 4.3] one can extract that the martingale depends continuously on the drift (in the space $[6, Theorem 1.2]$). It is not mentioned in that theorem, but from the proof of [6, Theorem 4.3] one can extract that the martingale depends continuously on the drift (in the space $[6, Theorem 1.2]$). Therefore, as $\mathcal{D}_L \to \mathcal{D}_L(0, t)$ converges to $\mathcal{D}_L + Y_L$, we have that $Q^y_L \to Q^y_L$ converges weakly to $Q^y_L$ (where $C([0, \infty), \mathbb{R}^2)$ is equipped with the topology of uniform convergence on compacts). By Lemma 2.18

$$E^y \left[ e^{\int_0^t \left( \theta(X_s) - c_s \right) \, ds} \phi(X_t) 1_A \right] = E^y_{Q^y_L} \left[ \mathcal{D}_{L,0}(0, t) \phi(X_t) 1_A \right].$$

Since $Z_{L,\varepsilon} \to Z_L$ and $Y_{L,\varepsilon} \to Y_L$ uniformly, we get

$$\lim_{\varepsilon \downarrow 0} E^y_{Q^y_L} \left[ \mathcal{D}_{L,\varepsilon}(0, t) \phi(X_t) 1_A \right] = \lim_{\varepsilon \downarrow 0} E^y_{Q^y_L} \left[ \mathcal{D}_L(0, t) \phi(X_t) 1_A \right].$$

By the Portmanteau theorem [4 Theorem 2.1], the convergence in (27) follows once we show that $A$ is a $Q^y_L$ continuity set, i.e., $Q^y_L[\partial A] = 0$. We treat the case $S = \emptyset$, the case $S = Q_r$ follows from very similar but slightly more tedious arguments. The set $A$ consists of paths that stay inside the closed box $Q$ until time $t$, so $\partial A = \{X_{[0,t]} \not\subset Q, X_{[0,t]} \subset Q_L\}$. To prove that this set has probability zero we show that “almost surely $X$ leaves the box right after it hits the boundary”.

So let $\tau = \inf\{s \in [0, t] : X_s \in \partial Q_L\}$, with which we have $\partial A = [\tau \leq t, X_{[0,t]} \subset Q_L]$. First note that $Q^y_L[\tau = t] \leq Q^y_L[X_t \in \partial Q_L] = 0$, since the law of $X_t$ under $Q^y_L$ is absolutely continuous to the Lebesgue measure by [28 Proposition 2.9]. So it remains to show that $Q^y_L[\tau < t, X_{[0,t]} \subset Q_L] = 0$. By the strong Markov property, we have

$$Q^y_L[\tau < t, X_{[0,t]} \subset Q_L] \leq E^y_{Q^y_L} [1_{\tau < t} Q_X \{3\varepsilon > 0 : X[0, \varepsilon] \subset Q_L\}].$$

Similar arguments as in [9 Theorem 13, estimate (48)] show that $X - B$ is $Q_X$-almost surely $\frac{2-\alpha-\delta}{2}$-Hölder continuous for all $\varepsilon > 0$. We can choose $\varepsilon > 0$ small enough such that $\frac{2-\alpha-\delta}{2} > \frac{1}{2}$. Therefore, by the law of the iterated logarithm for $B$ (by the strong Markov property $B$ is a
Let \( \theta \) sense that we apply the above for \( n \) for all sufficiently large \( \alpha < 1 \). This concludes the proof.

### 2.3 The Feynman–Kac-type representation for the PAM

In this section we show how the above representation techniques can be applied to the PAM with white-noise potential. We give the Feynman–Kac-type representation for the PAM in Theorem 2.23 and state estimates which are important for the next sections in Lemma 2.26.

**Definition 2.20.** A white noise on \( \mathbb{R}^d \) is a random variable \( \xi \) on a probability space \( (\Omega, P) \) with values in \( \mathcal{H}(\mathbb{R}^d) \) such that for all \( f \in \mathcal{H} \) the random variable \( \langle \xi, f \rangle \) is a centered Gaussian random variable with \( E[\langle \xi, f \rangle \langle \xi, g \rangle] = \langle f, g \rangle_{L^2(\mathbb{R}^d)} \) for \( f, g \in \mathcal{H} \).

Like in Section 2.2 we will have the Brownian motion as another source of randomness, besides the noise term \( \xi \) as the potential of the PAM. These two are independent sources of randomness, therefore we write “\( P \)” and “\( E \)” for the probability and expectation with respect to \( \xi \), contrary to the notation “\( P \)” and “\( E \)” that we use for the probability and expectation with respect to the Brownian motion \( B \) (as in Section 2.2).

**2.21.** Let \( \psi \in C_c^\infty(\mathbb{R}^2) \) be given by \( \psi(x) = \varphi(x_1)\varphi(x_2) \) for an even function \( \varphi \in C_c^\infty([0, \infty]) \) with \( \text{supp} \varphi \subset [-\frac{1}{2}, \frac{1}{2}] \) and \( \int_{\mathbb{R}} \varphi(x) \, dx = 1 \). We write \( \psi_\epsilon(x) = \frac{1}{\epsilon^2} \psi\left(\frac{x}{\epsilon}\right) \) and \( \varphi_\epsilon(x) = \frac{1}{\epsilon} \varphi\left(\frac{x}{\epsilon}\right) \).

Let \( \xi \) be a white noise on \( \mathbb{R}^2 \) and let \( \xi_\epsilon = \psi_\epsilon * \xi \) be its mollification.

**2.22.** Let

\[
\xi_{L,\epsilon}^n = \sum_{n \in \mathbb{N}^2} \langle \xi_\epsilon, n_{k,L} \rangle n_{k,L}.
\]

\[
(\xi_{L,\epsilon}^n, \xi_{L,\epsilon}^n \circ \sigma(D))_{\xi_{L,\epsilon}^n - c_\epsilon} \xrightarrow{P_{\epsilon \downarrow 0}} \xi_L.
\]

Now we want to apply the deterministic results of Section 2.2 to the white-noise potential, in the sense that we apply the above for \( \theta_{L,\epsilon} \) being a typical realisation of \( \xi_{L,\epsilon}^n \). In order to do so, we will need to have a convergence for \( \xi_{L,\epsilon}^n \) as we had assumed for \( \theta_{L,\epsilon} \) in 2.5. We show in Theorem 6.2 that there exists a \( C \in \mathbb{R} \) such that for

\[
c_\epsilon = \frac{1}{\pi} \log \frac{1}{\epsilon} + C,
\]

there exists a \( \xi_L = (\xi_L, \Xi_L) \in \bigcap_{\alpha < -1} X_n^\alpha \) such that the following convergence holds in \( X_n^\alpha \) for all \( \alpha < -1 \):

\[
(\xi_{L,\epsilon}^n, \xi_{L,\epsilon}^n \circ \sigma(D))_{\xi_{L,\epsilon}^n - c_\epsilon} \xrightarrow{P_{\epsilon \downarrow 0}} \xi_L.
\]
Analogously to the notation in Section 2.2, we let $\alpha \in (-\frac{4}{3}, -1)$ and $\beta \in (-\alpha, 2\alpha + 4)$; for $L > 0$ and $\varepsilon > 0$ we write $Z_{L,\varepsilon}$ and $Z_L$ to be the (random) functions given by

$$Z_{L,\varepsilon} = \sigma(D)\xi^\varepsilon_{L,\varepsilon} = (1 - \frac{2}{L} \Delta)^{-1} \xi^\varepsilon_{L,\varepsilon}, \quad Z_L = \sigma(D)\xi^\varepsilon_{L,0} = (1 - \frac{2}{L} \Delta)^{-1} \xi^\varepsilon_{L,0},$$

where $\xi^\varepsilon_{L,0}$ is the first component of $\xi^\varepsilon_L$; $M_{L,\varepsilon}$ is as in (20); $M_L$ as in (21); $\eta^\varepsilon_{L,\varepsilon} := C(1 + M_{L,\varepsilon})^{\frac{\varepsilon^2}{2(\varepsilon + 2)^2}}; \eta^\varepsilon_L := C(1 + M_L)^{\frac{\varepsilon^2}{2(\varepsilon + 2)^2}}$; $Y_{L,\varepsilon}$ is the solution to (22); and, $Y_L$ the solution to (23). Again, we will also write “$Z_{L,0}, M_{L,0}, \eta^\varepsilon_{L,0}, Y_{L,0}$” for “$Z_L, M_L, \eta_L, Y_L$”. For $L > 0$ and $\varepsilon \geq 0$ we let $\mathcal{D}_{L,\varepsilon}$ be as in (24) and write “$\mathcal{D}_L$” for “$\mathcal{D}_{L,0}$”.

**Theorem 2.23.** We have

$$Z_{L,\varepsilon} \xrightarrow{P_{\varepsilon \downarrow 0}} Z_L, \quad M_{L,\varepsilon} \xrightarrow{P_{\varepsilon \downarrow 0}} M_L, \quad \eta^\varepsilon_{L,\varepsilon} \xrightarrow{P_{\varepsilon \downarrow 0}} \eta_L, \quad Y_{L,\varepsilon} \xrightarrow{P_{\varepsilon \downarrow 0}} Y_L.$$

Furthermore, for $A = [X_{[0,t]} \not\subset S, X_{[0,t]} \subset Q_L]$ with $S = \emptyset$ or $S = Q_r$ for $r \in (0, L)$, we have

$$E^\varepsilon \left[ e_0^t \langle \mathcal{I}(X_s) - c_\varepsilon \rangle \right] = \frac{P_{\varepsilon \downarrow 0}}{P_{\varepsilon \downarrow 0}} \cdot E_{Q^\varepsilon_L} \left[ \mathcal{D}(0, t) \phi(X_t) \mathbb{1}_A \right], \quad (30)$$

in particular $u^\varepsilon_L = E_{Q^\varepsilon_L} \left[ \mathcal{D}(0, t) \phi(X_t) \mathbb{1}_{[X_{[0,t]} \subset Q_L]} \right]$.

**Proof.** These convergences follow from the deterministic convergences of Section 2.2 and by using the fact that a sequence converges in probability to a random variable if and only if each subsequence has a further subsequence that converges almost surely to that random variable. \(\square\)

In the following section, we will use some estimates that we present below in Lemma 2.26. We could estimate the right-hand side of (30) by estimating the $Z_{L,\varepsilon}, \eta^\varepsilon_{L,\varepsilon}, Y_{L,\varepsilon}$ in terms of $M_{L,\varepsilon}$. We will need a control on the growth of $M_{L,\varepsilon}$, which is provided in the following lemma.

**Lemma 2.24.** For $\varepsilon \geq 0$ the following random variable is almost surely finite

$$a_\varepsilon := 1 \vee \sup_{L \in \mathbb{N}, L \geq \varepsilon} \frac{M_{L,\varepsilon}}{\log L}, \quad (31)$$

and there exists an $h_0 > 0$ such that $\sup_{\varepsilon \geq 0} E[e^{h_0 a_\varepsilon}] < \infty$ for all $h \in [0, h_0]$.

**Proof.** By Lemma 2.17 we can bound for $\varepsilon > 0$

$$M_{L,\varepsilon} \leq C(\|\xi^\varepsilon_{L,\varepsilon}\|_{\mathbb{H}^0} + \|\xi^\varepsilon_{L,\varepsilon}\|_{\mathbb{H}^2} + \|\xi^\varepsilon_{L,\varepsilon} \otimes \sigma(D)\xi^\varepsilon_{L,\varepsilon} - c_\varepsilon\|_{\mathbb{H}^{2\alpha+1}}),$$

and similarly for $M_{L,0}$. So the claim follows from Lemma 6.15 below. \(\square\)

**2.25.** So far $\alpha \in (-\frac{4}{3}, -1)$ and $\beta \in (-\alpha, 2\alpha + 4)$ were arbitrary. But we can and do from now assume that $\alpha$ “is close enough to $-1$” and $\beta$ “is close enough to $-\alpha$” so that

$$\frac{2}{2\alpha + 4 - \beta} \leq 4.$$  \(\quad (32)\)
Note that with this assumption, Lemma 2.24 implies for all $\varepsilon \geq 0$ and $L > e$ (so that $a_\varepsilon \log L > 1$),

$$\|Z_{L,\varepsilon}\|_{Q^\varepsilon + 2} \leq a_\varepsilon \log L, \quad \|Y_{L,\varepsilon}\|_{Q^\varepsilon} \leq a_\varepsilon \log L, \quad \eta_{L,\varepsilon} \leq 2C(a_\varepsilon \log L)^4.$$  

As $\|\nabla Y_{L,\varepsilon}\|_{Q^\varepsilon + 1} \leq \|Y_{L,\varepsilon}\|_{Q^\varepsilon}$ we can estimate all terms under the integral in the definition of $\mathcal{D}_{L,\varepsilon}$ (24) as $\| \cdot \|_{L^\infty} \lesssim \| \cdot \|_{Q^\varepsilon}$ for $\delta > 0$. The estimate we obtain from this for $\mathcal{D}_{L,\varepsilon}$ and another estimate will be presented in the following lemma. This lemma will play a key role in Section 4.

Lemma 2.26. Let $Q^y_{L,\varepsilon}$ be the probability measures from Lemma 2.24 and let us write $Q^0_{L,\varepsilon}$ for the probability measure $Q^1_{L,\varepsilon}$ from Theorem 2.19. Let $a_\varepsilon$ be as in (31). There exists a $C > 1$ such that for all $L \in \mathbb{N}$ with $L > e$, $\varepsilon \geq 0$, $r \in (0, L)$ and $t \geq 1$:

$$e^{-Ca_\varepsilon^2 t(\log L)^5} \mathbb{P}_{Q^0_{L,\varepsilon}}(X_{[0,\epsilon]} \subset Q_L) \leq \mathcal{D}_{L,\varepsilon}(0, t) \mathbb{P}_{Q^0_{L,\varepsilon}}(X_{[0,\epsilon]} \subset Q_L) \leq C e^{Ca_\varepsilon^2 t(\log L)^5 - \frac{r^2}{Ct}},$$

(33)  

$$e^{-Ca_\varepsilon^2 t(\log L)^5} \mathbb{E}_{Q^0_{L,\varepsilon}}[\mathcal{D}_{L,\varepsilon}(0, t) \mathbb{P}_{Q^0_{L,\varepsilon}}(X_{[0,\epsilon]} \subset Q_L)] \leq e^{Ca_\varepsilon^2 t(\log L)^5 - \frac{r^2}{Ct}},$$

(35)

Proof. (33) follows immediately from the definition of $\mathcal{D}_{L,\varepsilon}(0, t)$ in (24) together with Observation 2.25.

By [28 Corollary 1.2], where we take $b = \nabla (Z_{L,\varepsilon} + Y_{L,\varepsilon})$ of regularity $\alpha + 1$, $\delta > 0$ and use that

$$\|\Delta_{-1} b\|_{L^\infty} + \|\Delta \geq_0 b\|_{L^{\frac{2+\frac{\alpha}{\alpha+\delta}}{1+\delta}}} \lesssim 1 + \|b\|_{L^{\frac{2+\frac{\alpha}{\alpha+\delta}}{1+\delta}}} \lesssim 1 + \|b\|_{L^{\frac{2+\frac{\alpha}{\alpha+\delta}}{1+\delta}}},$$

we have

$$Q^0_{L,\varepsilon}[X_{[0,\epsilon]} \not\subset Q_r] \leq C \exp \left( C t(1 + \|\nabla (Z_{L,\varepsilon} + Y_{L,\varepsilon})\|_{L^{\frac{2+\frac{\alpha}{\alpha+\delta}}{1+\delta}}}) - \frac{r^2}{Ct} \right).$$

Since $\alpha > -\frac{1}{4}$ we can choose $\delta > 0$ small enough so that $\frac{2}{\frac{2+\frac{\alpha}{\alpha+\delta}}{1+\delta}} \leq 4$. Then (34) follows from another application of Observation 2.25. Finally, (35) follows from (33) and (34).

3 Asymptotic behaviour of the mass on a box: Proof of Theorem 1.4

In this section we prove Theorem 1.4. We separate the proof in two parts by showing that almost surely $\lim_{t \to \infty} \frac{U^t(t)}{X^t(t)} \leq 1$ (Lemma 3.4) and $\liminf_{t \to \infty} \frac{U^t(t)}{X^t(t)} \geq 1$ (Lemma 3.6).

We use the notation $u^x_L = u^x_L$ and $U^t_L(t) = \int_{Q_L} u^x_L(t, y) \, dy$. We let $\Gamma^t_L(x, \cdot)$ be the transition probability kernel of $X_t$ under $Q^0_L$. We will rely on the following estimates which follow from Lemma 2.24, Lemma 2.26 and [28] Theorem 1.1 and Corollary 1.2: There exists a random variable $C$ (depending on $\xi$, not on $X$) with values $\geq 1$ such that for $L \in \mathbb{N}$ with $L > e$, for $s, t \in [0, \infty)$ with $s < t$ and $t - s > 1$

$$e^{-C(t-s)(\log L)^5} \mathbb{P}_{Q^0_L}(X_{[s,\epsilon]} \subset Q_L) \leq \mathcal{D}_L(s, t) \mathbb{P}_{Q^0_L}(X_{[s,\epsilon]} \subset Q_L) \leq e^{C(t-s)(\log L)^5},$$

(36)
as well as for $L, r \in \mathbb{N}$ with $L > r > e$ and $t \geq 1,$

$$\Gamma_t^L(x, y) = \int_{\mathbb{R}^2} u_{L, r}^x(t, y) dy = (u_{L, r}^x(t, \cdot), 1)_{L^2(\mathbb{R}^2)} = u_{L, r}^1(t, x)$$

$$= \mathbb{E}^x \left[ \exp \left( \int_0^t (\xi_e(X_s) - c_e) ds \right) 1_{[0, t] \subset Q_L} \right].$$ (41)

By the continuity in $\varepsilon$, see Lemma 2.8 for $L > 0$

$$U_t^L(t) := \int_{Q_L} u_{L, r}^x(t, y) dy = u_{L, r}^1(t, x) = \mathbb{E}_{Q_L} \left[ \mathcal{D}_L(0, t) 1_{[0, t] \subset Q_L} \right].$$ (42)

We also write “$U_t^L(t)$” for “$U_t^0(t)$”.

Before we turn to the upper bound, we prove the following lemma that will be used for both the upper and the lower bound.

**Lemma 3.2.** For all $r \in \mathbb{N}$ with $r > e$, $t > 1$, $\delta \in (1, t)$ and $x, y \in Q_r$ we have with $C$ as above

$$u_{L, r}^y(t, x) = u_{L, r}^x(t, y) \leq C e^{C(\log r)^5} U_t^r(t - \delta).$$ (43)

**Proof.** The first equality in (43) follows from (40). We have $u_{L, r}^y(t, x) = \lim_{\varepsilon \downarrow 0} u_{L, r}^{y_{\varepsilon}}(t, x)$ by Lemma 2.8, where $\psi_{\varepsilon}(z) = \psi_{\varepsilon}(z - y)$. By definition we have $\mathcal{D}_r(0, t) = \mathcal{D}_r(0, t - \delta) \mathcal{D}_r(t - \delta, t)$. By using subsequently (36) and the tower-property; the definition of $\Gamma_t^L$, (38) and $\int \psi_{\varepsilon}(y) = 1$, and finally (42) we obtain

$$u_{L, r}^y(t, x) \leq \lim_{\varepsilon \downarrow 0} e^{C(\log r)^5} \mathbb{E}_{Q_r} \left[ \mathcal{D}_r(0, t - \delta) 1_{[0, t - \delta] \subset Q_r} \mathbb{E}_{Q_r} \left[ \psi_{\varepsilon}(X_{t - \delta}) | X_t - \delta \right] \right]$$

$$= \lim_{\varepsilon \downarrow 0} e^{C(\log r)^5} \mathbb{E}_{Q_r} \left[ \mathcal{D}_r(0, t - \delta) 1_{[0, t - \delta] \subset Q_r} \int_{\mathbb{R}^2} \Gamma_{\delta}^r(X_{t - \delta}, z) \psi_{\varepsilon}(z) dz \right]$$

$$\leq C e^{C(\log r)^5 + C(\log r)^5} \mathbb{E}_{Q_r} \left[ \mathcal{D}_r(0, t - \delta) 1_{[0, t - \delta] \subset Q_r} \right]$$

$$\leq C e^{2C(\log r)^5} U_t^r(t - \delta).$$

□
3.1 Upper bound

We will use the spectral representation given in Theorem 2.12. Observe that for \( L, t > 0 \) and \( \phi \in C(Q_L) \), we have by Lemma 2.11

\[
\int_{Q_L} u^n_L(t, x) \, dx = \sum_{n \in \mathbb{N}} e^{i \lambda_n L} \langle v_n L, \phi \rangle_{L^2} \langle v_n L, 1_{Q_L} \rangle_{L^2} 
\]

We have by Theorem 2.12

\[
\leq \left( \sum_{n \in \mathbb{N}} e^{2i \lambda_n L} \langle v_n L, \phi \rangle_{L^2}^2 \right)^{\frac{1}{2}} \| 1_{Q_L} \|_{L^2}
\]

As our initial condition \( \phi = \delta_0 \) is not in \( L^2 \), we use that by the Chapman-Kolmogorov equation

\[
u^n_0(t, x) = u^n_0(t - 3, x)
\]

for \( t > 3 \), with \( \phi = u^n_0(3, x) \) and show that \( u^n_0(3, x) \) is in \( L^2 \) and that its \( L^2 \)-norm can be bounded as follows.

Lemma 3.3. Let \( q \in [1, \infty], L \in \mathbb{N}, L > e, y \in Q_L \) and \( t > 2 \). Then \( u^n_L(t, \cdot) \in L^q(Q_L) \) and \( \| u^n_L(t, \cdot) \|_{L^q} \leq C e^{3Ct(log L)^5} \).

Proof. We treat the case \( q < \infty \), the case \( q = \infty \) is similar but slightly easier. By Lemma 3.2 we have for \( t > 2 \) and \( \delta = \frac{t}{2} \),

\[
\| u^n_L(t, \cdot) \|_{L^q} \leq C e^{Ct(log L)^5} \left( \int_{Q_L} | U^n_{\frac{L}{2}}(\frac{t}{2}) |^q \, dx \right)^{\frac{1}{q}}.
\]

As \( U^n_{\frac{L}{2}}(\frac{t}{2}) = u^n_L(\frac{t}{2}, x) \leq C e^{Ct(log L)^5} \) by (42) and (36), and as \( L_2 \leq L^2 \leq C e^{Ct(log L)^5} \) for \( t > 2 \), the desired estimate follows.

Lemma 3.4. Let \( L_t = t \left( \log t \right)^{\frac{1}{2}} \) or \( L_t = t \). Then almost surely

\[
\limsup_{t \to \infty} \frac{\log U(t)}{t \lambda_{1, L_t}} \leq 1.
\]

Proof. Let \( \Omega_t = [L_t] \). Then \( U(t) \leq U(t) \lambda_{1, L_t} \sim \lambda_1, L_t \). For \( t \) large enough we have by (44) and Lemma 3.3 as \( \| 1_{Q_L} \|_{L^2} = L \leq C e^{Ct(log L)^5} \),

\[
U(t) \leq e^{(t-3) \lambda_1, L_t} C e^{10Ct(log L)^5},
\]

so the claim easily follows.

3.2 Lower bound

By the spectral representation given in Theorem 2.12, we obtain

\[
e^{i \lambda_{1, L}} \leq \sum_{n \in \mathbb{N}} e^{i \lambda_{n, L}} \int_{Q_L} | v_{n, L}(x) |^2 \, dx = \int_{Q_L} u^n_L(t, x) \, dx.
\]
So we would already have established the lower bound if \( u_L^2 \) on the right-hand side was replaced by \( u_L^2 \). The idea is therefore to use (46) with \( t - \delta \) instead of \( t \), for \( \delta \) chosen appropriately (depending on \( t \)), and to combine this with lower bounds for the transition density \( \Gamma_t^L \) in order to obtain a lower bound for \( U_L(t) \).

Inequality (36) together with the Markov property gives for \( \delta \in (1, t) \)

\[
U_L(t) \geq e^{-C_\delta (\log L)^5} E_{Q_L} \left[ \mathbb{1}_{[X(0) \in Q_L]} U_r X_s(t - \delta) \right].
\]

(47)

Now we take a smaller box inside the box of size \( L \), i.e., let \( r \in (0, L) \). Then

\[
E_{Q_L} \left[ \mathbb{1}_{[X(0) \in Q_L]} U_r X_s(t - \delta) \right] \geq E_{Q_L} \left[ \mathbb{1}_{[X(0) \in Q_L]} \mathbb{1}_{[X_s \in Q_r]} U_r X_s(t - \delta) \right]
\]

\[
= E_{Q_L} \left[ \mathbb{1}_{[X_s \in Q_r]} U_r X_s(t - \delta) \right] - E_{Q_L} \left[ \mathbb{1}_{[X(0) \in Q_L]} \mathbb{1}_{[X_s \in Q_r]} U_r X_s(t - \delta) \right].
\]

(48)

The second term on the right-hand side of (48) can be estimated as follows, using (39), (42) and (36)

\[
E_{Q_L} \left[ \mathbb{1}_{[X(0) \in Q_L]} \mathbb{1}_{[X_s \in Q_r]} U_r X_s(t - \delta) \right] \leq F_{Q_L} \left[ X(0) \notin Q_L \right] \sup_{x \in Q_r} U_r^x(t - \delta)
\]

\[
\leq C e^{C_\delta (\log L)^5 - \frac{\log \Lambda}{4} (\log r)^5} \leq C e^{C \delta t (\log L)^5 - \frac{\log \Lambda}{4} \log r}.
\]

By the heat kernel bound (27), we can estimate the first term on the right-hand side of (48) by

\[
E_{Q_L} \left[ \mathbb{1}_{[X_s \in Q_r]} U_r X_s(t - \delta) \right] = \int_{Q_r} \Gamma^L_s(0, x) U_r^x(t - \delta) \, dx
\]

\[
\geq \frac{1}{C} e^{-C_\delta (\log L)^5 - \frac{\log \Lambda}{4} (t - \delta) \lambda_1, r} - C e^{C \delta t (\log L)^5 - \frac{\log \Lambda}{4} \log r}.
\]

Now we use the lower estimate for \( U_r^x(t - \delta) \) from Lemma 3.2 which allows us to use (46).

We sum up all the estimates in the following lemma.

**Lemma 3.5.** For \( L, r \in \mathbb{N} \) with \( L \geq r > e \) and \( t > \delta > 1 \) (with \( C \) as above) we have

\[
U_L(t) \geq \frac{1}{C^2} e^{-3C_\delta (\log L)^5 - \frac{\log \Lambda}{4} (t - \delta) \lambda_1, r} - C e^{C \delta t (\log L)^5 - \frac{\log \Lambda}{4} \log r}.
\]

Now we tune \( L, r \), and \( \delta \), i.e., we choose them depending on \( t \) in such a way that the lower bound for the total mass follows.

**Lemma 3.6.** Let \( b \in (\frac{1}{2}, 1] \) and \( L_t \geq t^b \) for all \( t \geq 0 \) and such that \( \log L_t \sim b \log t \). Let \( \mathbb{L} \subset (e, \infty) \) be a countable unbounded set. Then almost surely

\[
\liminf_{t \to \infty} \frac{\log U_L(t)}{t \lambda_1, L_t} \geq 1.
\]
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Proof. Let $\Omega_t = [L_t]$. Then $U_{L_t} \geq U_{\Omega_t}$. Let $b' \in (0, b)$, $a \in (2b' - 1, 2b - 1)$, $\delta_t = t^a$ and $r_t = \lfloor t^{b'} \rfloor$. Write

$$v_t = \frac{1}{C^2} e^{-3C\delta_t \log(\Omega_t)^5 - \frac{r_t^2}{C} e^{(t-\delta_t)}\lambda_{1, r_t}}, \quad w_t = C e^{C t (\log(\Omega_t)^5 - \frac{r_t^2}{C} \cdot \frac{t}{t - \delta_t})}.$$  

By Lemma 3.5 we have $\log U_{L_t}(t) \geq \log U_{\Omega_t}(t) \geq \log(v_t - w_t) = \log v_t + \log(1 - \frac{w_t}{v_t})$. Observe that, as $\delta_t < t$,

$$\frac{w_t}{v_t} \leq C^3 \exp\left(4Ct (\log(\Omega_t)^5 - \frac{\delta_t^2}{C} + \frac{r_t^2}{C} \cdot (t - \delta_t)\lambda_{1, r_t})\right).$$

By Theorem 1.3 we have $\lambda_{1, r_t} > 0$ for large $t$, and as $\Omega_t^2\delta_t^{-1} \geq t^{2b-a}$ and $r_t^2/\delta_t = t^{2b' - a}$ and $2b-a > \max\{1, 2b' - a\}$, we deduce that $\frac{w_t}{v_t} \to 0$ and thus $\log(1 - \frac{w_t}{v_t}) \to 0$. Therefore, we obtain from Theorem 1.3

$$\liminf_{t \in \mathbb{R}, t \to \infty} \frac{\log U_{L_t}(t)}{t \lambda_{1, L_t}} \geq \liminf_{t \in \mathbb{R}, t \to \infty} \frac{\log v_t}{t \lambda_{1, r_t}} = \liminf_{t \in \mathbb{R}, t \to \infty} \frac{\lambda_{1, r_t}}{\lambda_{1, L_t}} = \liminf_{t \in \mathbb{R}, t \to \infty} \frac{\chi \log r_t}{\chi \log L_t} \geq \frac{b'}{b},$$

where we used that $\log r_t \sim b' \log t$ and $\log L_t \sim b \log t$. Since $b' \in (0, b)$ was arbitrary, the claim follows.

Now Lemma 3.4 and Lemma 3.6 imply Theorem 1.4.

4. Splitting the PAM into boxes: Proof of Proposition 1.2

In this section, we prove Proposition 4.5, that is, the fact that the total mass of the solution is well approached by the total mass in a sufficiently large box. As we indicated in Section 1.2, we will be following a standard strategy that decomposes $\mathbb{R}^d$ into many large boxes and estimates the contribution from each box to the Feynman–Kac formula. We will be using the Feynman–Kac-type representation that we derived in Theorem 2.23 and the estimates of Lemma 2.26.

Let $U(t) = \int_{\mathbb{R}^2} u_\infty(t, x) \, dx$ for $t \in [0, \infty)$, where $u_\infty$ is the solution to the PAM on $\mathbb{R}^2$ with $u_\infty(0, \cdot) = \delta_0$. We will choose $(L_t)_{t \in [0, \infty)}$ in $\mathbb{N}$ later, in such a way that $L_t \uparrow \infty$. We assume $t$ is large enough such that $L_t > 1$. We define the events

$$A_0 = [X_{[0,t]} \subset Q_{L_t}], \quad A_k = \left[ X_{[0,t]} \not\subset Q_{L_k}, X_{[0,t]} \subset Q_{L_{k+1}} \right] \quad \text{for } k \in \mathbb{N}.$$  

As $X$ has continuous paths, we have $\mathbb{P}^0(\bigcup_{k \in \mathbb{N}_0} A_k) = 1$. We consider the setting as in Section 2.3. We define for $k \in \mathbb{N}_0$ and $\varepsilon \geq 0$

$$\Upsilon_{k, \varepsilon} := \mathbb{E}_{Q_{L_{k+1}}} [Q_{L_t, \varepsilon}(0, t) \mathbb{1}_{A_k}].$$

We will abbreviate $\Upsilon_k = \Upsilon_{k, 0}$. Observe that $U_{L_t}(t) = U_0(t)$. In Lemma 4.3 below we prove that $U(t) = \sum_{k \in \mathbb{N}_0} U_k(t)$, and in Lemma 4.2, we derive bounds on $U_k(t)$. Combining these, we will then prove Proposition 4.5 which in turn implies Proposition 1.2.
4.1. By the continuity in \( \varepsilon \), see [18] Theorem 4.1, \( U(t) = u_{\infty_0}^1(t, 0) \) (almost surely), where \( u_{\infty_0}^1 \) is the solution to the PAM on \( \mathbb{R}^2 \) with \( u_{\infty_0}^0(0, \cdot) = 1 \). Observe that by Lemma 2.13 Lemma 2.18 and (42) we have for \( L > 0 \), and \( \varepsilon > 0 \)

\[
U_{\infty_0, \varepsilon}^1(t, 0) = \sum_{k \in \mathbb{N}_0} \mathcal{U}_{k, \varepsilon}(t). \tag{49}
\]

**Lemma 4.2.** Let \( L_t = \lfloor t(\log t)^5 \rfloor \) and let \( a_{\varepsilon} \) be as in Lemma 2.24. There exist \( C > 1 \) and \( T > 0 \) such that for all \( t \geq T \), \( k \in \mathbb{N} \) and \( \varepsilon \geq 0 \)

\[
\mathcal{U}_{k, \varepsilon}(t) \leq \begin{cases} 
C \exp \left( t(\log t)^5 \left[ Ca_5^5(k + 1)^5 - \frac{2^{2k-2}(\log t)^5(2k-1)}{5} \right] \right), & k \geq 1, \\
C \exp \left( (k + 1)^5 t(\log t)^5 \left[ Ca_5^5 - \frac{kt}{2} \right] \right), & k \geq 2.
\end{cases}
\]

**Proof.** By Lemma 2.26 there exists a \( C > 1 \) such that for all \( t \geq 1 \) with \( L_t > e \), for all \( k \in \mathbb{N} \) and for all \( \varepsilon \geq 0 \)

\[
\mathcal{U}_{k, \varepsilon}(t) \leq C \exp \left( Ca_5^5 t(k + 1)^5 (\log L_t)^5 - \frac{L_2^2}{C^2} \right). \tag{50}
\]

Let \( T > 0 \) be such that \( \log t > 5 \log \log t \) and \( \lfloor t(\log t)^5 \rfloor \geq \frac{1}{2} t(\log t)^5 \) for \( t \geq T \). Then \( \log L_t \leq \log t + 5 \log \log t \leq 2 \log t \) for all \( t \geq T \), and therefore the first bound follows from (50) (with a new \( C > 0 \)). The second bound follows from the first one by choosing \( T > 0 \) large enough so that

\[
T^{2k-3}(\log T)^5(2k-1) \geq 4k(k + 1)^5
\]

for all \( k \geq 2 \) (and then of course the same inequality holds for all \( t \geq T \)).

These bounds allow us to derive the series expansion of the total mass \( U(t) \):

**Lemma 4.3.** Let \( L_t = \lfloor t(\log t)^5 \rfloor \). There exists a \( T > 0 \) such that for all \( t \geq T \), we have almost surely \( U(t) = \sum_{k \in \mathbb{N}_0} \mathcal{U}_k(t) \).

**Proof.** Since each term \( \mathcal{U}_k(t) \) is positive the series \( \sum_{k \in \mathbb{N}_0} \mathcal{U}_k(t) \) converges almost surely to some \( V(t) \) with values in \([0, \infty]\). So if we can show that the series converges in probability to \( U(t) \), then almost surely \( V(t) = U(t) \) and the claimed identity holds.

By [18] Theorem 1.4 we know that \( u_{\infty_0}^1(t, 0) \xrightarrow{\epsilon \downarrow 0} u_{\infty_0, 0}^1(t, 0) = U(t) \) in probability. By Theorem 2.19 we have \( \mathcal{U}_{k, \varepsilon}(t) \xrightarrow{\epsilon \downarrow 0} \mathcal{U}_k(t) \) in probability, for all \( k \in \mathbb{N}_0 \). Moreover, \( u_{\infty_0, \varepsilon}^1(t, 0) = \sum_{k \in \mathbb{N}_0} \mathcal{U}_{k, \varepsilon}(t) \) for \( \varepsilon > 0 \), see (49). Therefore, we have for \( K \in \mathbb{N} \), \( \delta \in (0, 1) \) and \( t > 0 \) such that \( L_t > e \):

\[
P \left( \left| U(t) - \sum_{k=0}^{K} \mathcal{U}_k(t) \right| > \delta \right) \leq \limsup_{\epsilon \downarrow 0} P \left( u_{\infty_0}^1(t, 0) - u_{\infty_0, \varepsilon}^1(t, 0) \right) > \frac{\delta}{3}
\]

\[
+ \limsup_{\epsilon \downarrow 0} P \left( u_{\infty_0, \varepsilon}^1(t, 0) - \sum_{k=0}^{K} \mathcal{U}_{k, \varepsilon}(t) \right) > \frac{\delta}{3} + \limsup_{\epsilon \downarrow 0} \sum_{k=0}^{K} P \left( \left| \mathcal{U}_k(t) - \mathcal{U}_k(t) \right| > \frac{\delta}{3K} \right)
\]

\[
\leq \limsup_{\epsilon \downarrow 0} P \left( \sum_{k=K+1}^{\infty} \mathcal{U}_{k, \varepsilon}(t) \right) > \frac{\delta}{3}, a_{\varepsilon}^5 \leq \frac{KT}{2C^2} + \limsup_{\epsilon \downarrow 0} P \left( a_{\varepsilon}^5 > \frac{KT}{2C^2} \right).
\]
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Let $T > e$ and $C$ be as in Lemma $4.2$ and let $t \geq T$ and $K \geq 1$. On the event $[a_\varepsilon^5 \leq \frac{KT}{2C^2}]$ we have by the second estimate of Lemma $4.2$

$$\sum_{k=K+1}^{\infty} U_{k,\varepsilon}(t) \leq \sum_{k=K+1}^{\infty} C \exp \left( (k + 1)^5 t (\log t)^5 \left[ C a_\varepsilon^5 - \frac{KT}{C} \right] \right)$$

$$\leq C \sum_{k=K+1}^{\infty} \exp \left( - (k + 1)^5 T (\log T)^5 \left[ \frac{KT}{2C^2} \right] \right),$$

and the right-hand side vanishes as $K \to \infty$. Therefore

$$\limsup_{\varepsilon \downarrow 0} P \left( \left| \sum_{k=K+1}^{\infty} U_{k,\varepsilon}(t) \right| > \frac{\varepsilon}{3}, \ a_\varepsilon^5 \leq \frac{KT}{2C^2} \right) \xrightarrow{\varepsilon \downarrow 0} 0.$$

By Markov’s inequality we have

$$\sup_{\varepsilon \geq 0} P \left( a_\varepsilon^5 > \frac{KT}{2C^2} \right) \leq \exp \left( - h \left( \frac{KT}{2C^2} \right) ^{\frac{1}{5}} \right) \sup_{\varepsilon \geq 0} E[e^{h a_\varepsilon}],$$

so that by Lemma $2.24$ it follows that $\sup_{\varepsilon \geq 0} P(a_\varepsilon^5 > \frac{KT}{2C^2})$ converges to zero as $K \to \infty$. This completes the proof. $\square$

**4.4.** In the proof of the next proposition we use the following observation. Let $K \in \mathbb{N}$, $q_{t,k} \in (0, \infty)$ and $R_t \in (0, \infty)$ for $t \in (0, \infty)$ and $k \in \{0, \ldots, K\}$. Suppose $R_t \xrightarrow{t \to \infty} \infty$. As

$$\max_{k \in \{0, \ldots, K\}} \frac{\log q_{t,k}}{R_t} \leq \frac{\log \sum_{k=0}^{K} q_{t,k}}{R_t} \leq \frac{\log K}{R_t} + \max_{k \in \{0, \ldots, K\}} \frac{\log q_{t,k}}{R_t},$$

we have

$$\lim_{t \to \infty} \left| \frac{\log \sum_{k=0}^{K} q_{t,k}}{R_t} - \max_{k \in \{0, \ldots, K\}} \frac{\log q_{t,k}}{R_t} \right| = 0.$$

**Proposition 4.5.** For $L_t = t(\log t)^5$ we have almost surely

$$\lim_{t \in \mathbb{Q}, t \to \infty} \frac{\log U(t)}{t \log L_t} - \frac{\log U_{L_t}(t)}{t \log L_t} = 0.$$

**Proof.** By $4.3$ for all $\varepsilon > 0$ the function $L \mapsto u_{1,\varepsilon}^1(t, 0)$ is increasing. This implies, by Theorem $2.19$ that also $L \mapsto U_L(t)$ is increasing. Therefore, we may consider $L_t = \lfloor t(\log t)^5 \rfloor$ instead, so that $U_{L_t}(t) = U_0(t)$. We will use $U(t) = \sum_{k \in \mathbb{N}_0} U_k(t)$ (see Lemma $4.3$).

Let $T$ and $C$ be as in Lemma $4.2$. Then we have for $k = 1$ almost surely

$$\lim_{t \to \infty} \frac{\log \Omega_1(t)}{t \log L_t} \leq \lim_{t \to \infty} \frac{t(\log t)^5}{t \log L_t} \left[ C(2a)^5 \left( \frac{(\log t)^5}{C} \right) \right] \xrightarrow{t \to \infty} -\infty.$$
Moreover, if \( t \geq T \) is large enough so that \( C(2a)^5 - \frac{t}{C} \leq -1 \) and \( \exp(-t(\log t)^5) \leq \frac{1}{t} \), then the second bound of Lemma 3.2 gives
\[
\sum_{k=2}^{\infty} \mathcal{U}_k(t) \leq \sum_{k=2}^{\infty} \exp \left( (k+1)^5 t (\log t)^5 \left[ C(2a)^5 - \frac{kt}{C} \right] \right) \\
\leq \sum_{k=2}^{\infty} \exp(-t(\log t)^5)k+1 \leq 1,
\]
and therefore \( \frac{\log(\sum_{k=2}^{\infty} \mathcal{U}_k(t))}{t \log L_t} \to -\infty \) as \( t \to \infty \). Now it suffices to apply 4.4 with \( R_t = t \log L_t \), \( q_{t,k} = \mathcal{U}_k(t) \) for \( k = 0, 1 \), and \( q_{t,2} = \sum_{k=2}^{\infty} \mathcal{U}_k(t) \). As
\[
\liminf_{t \in Q, t \to \infty} \frac{\log U_{L_t}(t)}{t \log t} > -\infty
\]
by Lemma 3.6, this completes the proof.

Proof of Proposition 7.2 By Proposition 4.5 we have \( \log U(t) \sim \log U_{L_t}(t) \). By Lemma 3.4 and Lemma 3.6 we have \( \log U_{L_t}(t) \sim t\lambda_{1,L_t} \) and \( \log U_t(t) \sim t\lambda_{1,t} \). But \( \lambda_{1,L_t} \sim \lambda_{1,t} \) as \( t \sim L_t \) by Theorem 1.3.

5 Asymptotics of the supremum and infimum of the PAM

In this section we prove Theorem 1.1(b) by proving that for all \( a \in (0, 1) \):
\[
\lim_{t \in Q, t \to \infty} \frac{\log U(t)}{t \log t} \leq \lim_{t \in Q, t \to \infty} \frac{\log (\inf_{x \in Q_{a,t}} u(t, x))}{t \log t} \leq \lim_{t \in Q, t \to \infty} \frac{\log (\sup_{x \in \mathbb{R}^2} u(t, x))}{t \log t} \leq \lim_{t \in Q, t \to \infty} \frac{\log U(t)}{t \log t}.
\]
To prove this, we first have to show that \( u(t, x) \) is comparable to \( u_{L_t}(t, x) \), and for that purpose we need the following lemma, in which \( A_k \) is as in Section 4 i.e.
\[
A_k = [X_{[0,t]} \not\subset Q_{L_t^k}, X_{[0,t]} \subset Q_{L_t^{k+1}}].
\]

5.1. Let us write \( \Gamma_{t}^{L,\varepsilon}(x, \cdot) \) for the transition probability kernel of \( X_t \) under \( Q_{L_t}^{\varepsilon} \). Let \( c > 1 \). Then the heat kernel bound in [28, Theorem 1.1] and Lemma 2.26 imply the existence of a \( C > 1 \) and a \( \kappa \in (0, 1) \) such that for all \( L \in \mathbb{N} \) with \( L > c, \varepsilon \geq 0 \) and \( t \geq 1 \)
\[
e^{-Ct(a \log L)^5} \mathbb{1}_{[X_{[0,t]} \subset Q_L]} \leq \mathcal{D}_{L,\varepsilon}(0, t) \mathbb{1}_{[X_{[0,t]} \subset Q_L]} \leq e^{Ct(a \log L)^5},
\]
\[
e^{-Ct(a \log L)^5} e^{-\frac{|x-y|^2}{2ct}} \leq \Gamma_{t}^{L,\varepsilon}(x, y) \leq e^{Ct(a \log L)^5} \frac{1}{t} e^{-\frac{|x-y|^2}{2ct}} \quad x, y \in \mathbb{R}^2.
\]
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Before we turn to the next lemma, let us make a few observations that will be used a couple of times. Let \( \phi \in C_c(\mathbb{R}^2) \) be a positive function. As \( \mathbb{E}_{Q^*_{L,\varepsilon}}[\phi(X_t)] = \int_{\mathbb{R}^2} \Gamma_{L}^{t}\phi(z,y)\phi(y) \, dy \) we obtain the following bounds from (52) for all \( L > e, \varepsilon \geq 0, t \geq 1 \) and \( z \in \mathbb{R}^2 \)

\[
\| \phi \|_{L^1} e^{-Ct(\varepsilon \log L)^5} \inf_{y \in \text{supp } \phi} e^{-\frac{|x-y|^2}{2\varepsilon^4}} \leq \mathbb{E}_{Q^*_{L,\varepsilon}}[\phi(X_t)] \leq \| \phi \|_{L^1} e^{Ct}(\varepsilon \log L)^5 \sup_{y \in \text{supp } \phi} e^{-\frac{|x-y|^2}{2\varepsilon^4}}. \tag{53}
\]

Let \( r \in (0, L] \) and \( \tau_r = \inf\{ t \geq 0 : X_t \in \partial Q_r \} \). If \( 0 < \delta < t \), then we have by the above

\[
\mathbb{E}_{Q^*_{L,\varepsilon}}[\mathbb{1}_{t-\delta < \tau_r < t}\phi(X_t)] = \mathbb{E}_{Q^*_{L,\varepsilon}}[\mathbb{1}_{t-\delta < \tau_r < t}\mathbb{E}_{Q^*_{L,\varepsilon}}[\phi(X_{t-\tau_r})]] \leq \| \phi \|_{L^1} e^{Ct}(\varepsilon \log L)^5 \sup_{s \in [0,\delta]} \frac{1}{s} e^{-\frac{d(Q^*_{L,\varepsilon},\text{supp }\phi)^2}{2c^2}},
\]

where \( d(A, B) \) is the distance between two sets \( A, B \subset \mathbb{R}^2 \). By computing its derivative we see that the function \( f(s) = s^{-1}e^{-\frac{r}{s}} \) is increasing on \([0, m] \). Therefore, if \( 1 \leq \delta \leq \frac{d(Q^*_{L,\varepsilon},\text{supp }\phi)^2}{2c^2} \), then we have

\[
\mathbb{E}_{Q^*_{L,\varepsilon}}[\mathbb{1}_{t-\delta < \tau_r < t}\phi(X_t)] \leq \| \phi \|_{L^1} e^{Ct}(\varepsilon \log L)^5 e^{-\frac{d(Q^*_{L,\varepsilon},\text{supp }\phi)^2}{2c^2}}. \tag{54}
\]

**Lemma 5.2.** Let \( L_t = |t(logt)^5| \), let \( \varepsilon \geq 0 \), and let \( a_c \) be as in Lemma 2.24. Let \( x \in \mathbb{R}^2 \) and \( \phi \in C_c(\mathbb{R}^2) \) be positive and such that \( \text{supp } \phi \subset B(x, 1) = \{ y \in \mathbb{R}^2 : |x - y| \leq 1 \} \). Let

\[
\mathcal{L}_{k,\varepsilon}^e(t) = \mathbb{E}_{Q^*_{L,\varepsilon}}[\mathbb{1}_{t-\delta < \tau_r < t}\phi(X_t)].
\]

There exist \( C > 1 \) and \( T > 0 \) such that for all \( k \in \mathbb{N}, \varepsilon \geq 0, t \geq T \):

\[
\mathcal{L}_{k,\varepsilon}^e(t) \leq \begin{cases} 
C \| \phi \|_{L^1} \exp \left( t(logt)^5 \left[ Ca_c^2(k + 1)^5 - \frac{t(k^2 - e^2)}{C} \right] \right), & k \geq 1, \\
C \| \phi \|_{L^1} \exp \left( (k + 1)^5 t(logt)^5 \left[ Ca_c^2 - \frac{kt}{C} \right] \right), & k \geq 2.
\end{cases}
\]

In other words, \( \mathcal{L}_{k,\varepsilon}^e(t) \) satisfies the same bound as \( \mathcal{L}_{k,\varepsilon}(t) \), except for the factor \( \| \phi \|_{L^1} \).

**Proof.** By the proof of Lemma 4.2, it is sufficient to prove that there exists a \( C > 0 \) such that for all \( k \in \mathbb{N}, \varepsilon \geq 0 \)

\[
\mathcal{L}_{k,\varepsilon}^e(t) \leq C \| \phi \|_{L^1} e^{Ca_c^2(k+1)(log L)^5} e^{-\frac{e^2}{Ct}}. \tag{55}
\]

Let \( T \geq 1 \) be large enough such that \( L_T \geq 4cT \) and let \( t \geq T \). We prove (55) by distinguishing the two cases \( |x| > \frac{L_T}{2} \) and \( |x| \leq \frac{L_T}{2} \). In the first case, \( |x| > \frac{L_T}{2} \), observe that as \( 1 \leq \frac{L_T}{4} \)

\[
\inf_{y \in B(x, 1)} |y| = |x| - 1 \geq \frac{L_T}{2} - 1 \geq \frac{L_T}{4}.
\]
Therefore, by bounding $1_{A_k}$ by $1_{[X_{[0,t]} \cap Q_{Lk+1}^t]}$ and using (51) and (53) we estimate:

$$U_{k,x}^{\phi}(t) \leq e^{2Ca^2_t(k+1)^5 (\log L_t)^5} \|\phi\|_{L^1} e^{-\frac{k^2}{2x^2 t}}.$$

If on the other hand $|x| \leq \frac{L_k}{2}$, then the distance between $\partial Q_{Lk}^t$ and $B(x, 1)$ is bounded as follows

$$d(\partial Q_{Lk}^t, B(x, 1)) \geq L_k - |x| - 1 \geq L_k - \frac{L_k}{4} \geq t.$$

Therefore with $\tau = \inf\{t \geq 0 : X_t \notin Q_{Lk}^t\}$, by bounding $1_{A_k}$ by $1_{[\tau<t]}$ and using (51) and (53)

$$U_{k,x}^{\phi}(t) \leq \|\phi\|_{L^1} e^{2Ca^2_t(k+1)^5 (\log L_t)^5} e^{-\frac{k^2}{2x^2 t}}.$$

**Corollary 5.3.** There exists a $T > 0$ such that for all $x \in \mathbb{R}^2$, for all positive $\phi \in C_c(\mathbb{R}^2)$ with $\text{supp } \phi \subset B(x, 1)$ and for all $t \geq T$ we have almost surely

$$u^\phi(t, x) = \int_{\mathbb{R}^2} u_{\delta x}(t, y) \phi(y) \, dy = \sum_{k \in \mathbb{N}_0} U_{k, x}^{\phi}(t).$$

**Proof.** This follows from the same arguments as Lemma 4.3.

Now we apply the above corollary to the mollifier function $\psi_\varepsilon$ (see 2.21). As is done before, we write $\psi_\varepsilon^x$ for the shifted function $\psi_\varepsilon^x(y) = \psi_\varepsilon(y - x)$.

**Corollary 5.4.** For $L_t = t(\log t)^{5}$ we have almost surely

$$\lim_{t \in \mathbb{Q}, t \to \infty} \frac{\log (\sup_{x \in \mathbb{R}^2} u(t, x))}{t \log t} = \frac{\log \left( \sup_{x \in Q_{L_t}} u_{L_t}(t, x) \right)}{t \log t} = \lim_{t \in \mathbb{Q}, t \to \infty} \log \frac{\sup_{x \in \mathbb{R}^2} u(t, x)}{t \log t} \leq \lim_{t \in \mathbb{Q}, t \to \infty} \frac{\log (\inf_{x \in Q_{L_t}} u(t, x))}{t \log t}.$$

**Proof.** Since $u(t, x) = u^\delta_0(t, x) = \lim_{\varepsilon \to 0} \psi_\varepsilon^x(t, x)$ and the $L^1$-norm of $\psi_\varepsilon$ is uniformly bounded in $\varepsilon$, this follows by Lemma 5.2, Corollary 5.3 together with the arguments from the proof of Proposition 4.5.

**Theorem 5.5.** For $a \in (0, 1)$ we have almost surely

$$\lim_{t \in \mathbb{Q}, t \to \infty} \frac{\log U(t)}{t \log t} \leq \lim_{t \in \mathbb{Q}, t \to \infty} \frac{\log \left( \sup_{x \in \mathbb{R}^2} u(t, x) \right)}{t \log t} \leq \lim_{t \in \mathbb{Q}, t \to \infty} \frac{\log (\inf_{x \in Q_{L_t}} u(t, x))}{t \log t} \leq \lim_{t \in \mathbb{Q}, t \to \infty} \frac{\log U(t)}{t \log t}.$$
Proof. Let $C > 1$ be such that (51), (53) and (54) hold. Let us write $M = C a_0^5$ and as before take $L_t = t (\log t)^5$. To derive the upper bound we apply Corollary 5.4 and Lemma 3.2 with $\delta = 2$ to obtain

$$
\limsup_{t \in Q_t, t \to \infty} \frac{\log (\sup_{x \in \mathbb{R}^2} u(t, x))}{t \log t} = \limsup_{t \in Q_t, t \to \infty} \frac{\log \left( \sup_{x \in Q_{t_1}} u_{L_t}(t, x) \right)}{t \log t} \leq \limsup_{t \in Q_t, t \to \infty} \frac{\log (C) + 4C (\log L_t)^5 + \log U_{L_t}(t - 2)}{t \log t} = \lim_{t \in Q_t, t \to \infty} \frac{\log U(t)}{t \log t},
$$

where the last step follows from Proposition 4.5.

The argument for the lower bound is more technical. Let $a \in (0, 1)$ and $b \in (0, 1)$. We estimate for $x \in Q_{r_1}$ and for $\delta_t = r_t = t^b, \eta \in (0, 1)$:

$$
E_{Q_{t_1}} \left[ \mathcal{D}_{t_1} (0, t) \mathbb{1}_{[X(0, t) \in Q_{t_1}]} \psi_{\eta}^x (X_t) \right] 
\geq e^{-M \delta_1 (\log L_t)^5} E_{Q_{t_1}} \left[ \mathcal{D}_{t_1} (0, t - \delta_t) \mathbb{1}_{[X(0, t - \delta_t) \in Q_{t_1}]} \mathbb{1}_{[X(t - \delta_t, t) \in Q_{t_1}]} \psi_{\eta}^x (X_t) \right] 
\geq e^{-M \delta_1 (\log L_t)^5} E_{Q_{t_1}} \left[ \mathcal{D}_{t_1} (0, t - \delta_t) \mathbb{1}_{[X(0, t - \delta_t) \in Q_{t_1}]} \psi_{\eta}^x (X_t) \right] 
- e^{-M \delta_1 (\log L_t)^5} E_{Q_{t_1}} \left[ \mathcal{D}_{t_1} (0, t - \delta_t) \mathbb{1}_{[X(0, t - \delta_t) \in Q_{t_1}]} \mathbb{1}_{[X(t - \delta_t, t) \in Q_{t_1}]} \psi_{\eta}^x (X_t) \right].
\tag{56}
$$

For $\varepsilon > 0$ we have

$$
E_{Q_{t_1}} \left[ \mathcal{D}_{t_1, \varepsilon} (0, t - \delta_t) \mathbb{1}_{[X(0, t - \delta_t) \in Q_{t_1}]} \psi_{\eta}^x (X_t) \right] = E_0 \left[ e^{f_0^{\varepsilon - \delta_1} (X_s - c_\varepsilon)} ds \mathbb{1}_{[X(0, t - \delta_t) \in Q_{t_1}]} \right] = U_{t_1, \varepsilon} (t - \delta_t),
$$

so after passing to the limit the same is true for $\varepsilon = 0$. Therefore, for $\eta \in (0, 1)$ and large enough $t$ by using (53)

$$
E_{Q_{t_1}} \left[ \mathcal{D}_{t_1} (0, t - \delta_t) \mathbb{1}_{[X(0, t - \delta_t) \in Q_{t_1}]} \psi_{\eta}^x (X_t) \right] 
\geq E_{Q_{t_1}} \left[ \mathcal{D}_{t_1} (0, t - \delta_t) \mathbb{1}_{[X(0, t - \delta_t) \in Q_{t_1}]} E_{Q_{t_1}} (X_{t - \delta_1} | \psi_{\eta}^x (X_{\delta_1})) \right] 
\geq U_{t_1} (t - \delta_t) e^{-M \delta_1 (\log L_t)^5} \inf_{z \in Q_{t_1}, y \in Q_{t_1 + 1}} e^{-\frac{(z - y)^2}{2a_1}}
\geq U_{t_1} (t - \delta_t) e^{-M \delta_1 (\log L_t)^5} e^{-\frac{\varepsilon^2}{a_1 t}}.
$$

This, as we will see below, is of the right order. If $t$ is large enough so that $L_t > 2(r_t + 1)$, then the expectation appearing in the negative term in (56) can be bounded from above as follows: With $\tau = \inf \{ t > 0 : X_t \in \partial Q_{L_t} \}$, using (54) and that

$$
d\left( \partial Q_{L_t}, \supp \psi_{\eta}^x \right) \geq L_t - r_t - 1 > \frac{L_t}{2},
$$

we see that

\[29\]
we have for $t$ large enough such that $\delta_t \leq \frac{t^2}{8c}$

$$\mathbb{E}_{Q_L}^0 \left[ \mathcal{D}_t (0, t - \delta_t) \mathbbm{1}_{[X_{0,t}, t - \delta_t, t] \subset Q} \mathbbm{1}_{[X_{t - \delta_t, t} \subset Z]} \psi_\eta^2 (X_t) \right]$$

$$\leq e^{M(t - \delta_t) (\log L)^5} \mathbb{E}_{Q_L}^0 \left[ \mathbbm{1}_{[t - \delta_t < \tau < t]} \psi_\eta^2 (X_t) \right]$$

$$\leq e^{2M(t - \delta_t) (\log L)^5} e^{-\frac{t^2}{8c}}.$$

Therefore we have, using that $\eta_t = \delta_t = \frac{t^b}{b}$:

$$\mathbb{E}_{Q_L}^0 \left[ \mathcal{D}_t (0, t) \mathbbm{1}_{[X_{0,t}, t] \subset Q} \psi_\eta^2 (X_t) \right]$$

$$\geq U_{\tau_1} (t - t^b) e^{-M t^b (\log L)^5} e^{-\frac{2t^b}{b}} - C e^{-2M (\log L)^5} e^{-\frac{t^2}{8c}}.$$

and letting $\eta \downarrow 0$ we deduce that also

$$\inf_{x \in Q_L} U(t, x) \geq U_{\tau_1} (t - t^b) e^{-M t^b (\log L)^5} e^{-\frac{2t^b}{b}} - C e^{-2M (\log L)^5} e^{-\frac{t^2}{8c}}.$$

From here we obtain by Lemma 3.6 and Theorem 1.3

$$\liminf_{t \to Q, t \to \infty} \frac{\log (\inf_{x \in Q_L} U(t, x))}{t \log t} \geq \liminf_{t \to Q, t \to \infty} \frac{\log U_{\tau_1} (t - t^b)}{t \log t} = \frac{b}{2} \lim_{t \to Q, t \to \infty} \frac{\log U(t)}{t \log t}.$$

Since $b \in (a, 1)$ was arbitrary, this concludes the proof.

6 Gaussian calculations: Proof of Theorem 1.3

We saved some Gaussian calculations for this last section. In Section 6.1 we prove that our enhanced mollified noise converges up to a constant to the same limit as the differently mollified noise considered in [8]. In Section 6.2 we prove the bounds on the noise terms and its enhancement (for $\theta = (b, \Theta) \in \mathbb{X}_{\alpha, \beta}$, $\Theta$ is called the enhancement), which are used to prove Lemma 2.24 to control the growth of the $L^\infty$-norms of $Z_{L,\varepsilon}$ and $Y_{L,\varepsilon}$ with respect to $L$.

6.1 The limiting eigenvalues of a mollification on the full space

In this section we prove Theorem 1.3. We state the theorems from [8] on which it relies in Theorem 6.1. The proof then follows by the Gaussian convergence that is stated in Theorem 6.2 (see also 6.3).

Since $\xi \in \mathcal{S}'$, the map $f \mapsto \langle \xi, f \rangle$ is linear and as $\|\langle \xi, f \rangle\|_{L^2(\Omega, P)} = \|f\|_{L^2(\mathbb{R}^d)}$, it extends to a bounded linear operator $\mathcal{W} : L^2(\mathbb{R}^d) \to L^2(\Omega, P)$ such that for all $f \in L^2(\mathbb{R}^d)$, $\mathcal{W} f$ is a centered Gaussian random variable and $E[\mathcal{W} f \mathcal{W} g] = \langle f, g \rangle_{L^2}$ for all $f, g \in L^2(\mathbb{R}^d)$. We will make abuse of notation and write “$\langle \xi, n_{k,L} \rangle$” instead of “$\langle \mathcal{W}, n_{k,L} \rangle$” in the following (where $n_{k,L}$ is as in 2.2).
**Theorem 6.1.** (a) [8, Theorem 6.4] Let $\tau$ be in $C^\infty_c(\mathbb{R}^2, [0, 1])$ and equal to 1 around 0. Let $\xi_{L,\varepsilon}$ be given by

$$\xi_{L,\varepsilon} := \sum_{k \in \mathbb{N}^2_0} \tau(\frac{\hat{\varepsilon}}{\varepsilon} k) \langle \xi, n_{k,L} \rangle n_{k,L}. \quad (57)$$

There exist $(\tilde{C}_L)_{L \in [1, \infty)}$ and $c_\tau$ in $\mathbb{R}$ with $\tilde{C}_L \xrightarrow{L \to \infty} 0$ and a $\tilde{\xi}_L = (\xi_L, \tilde{\varepsilon}_L) \in X^n_\alpha$ such that almost surely in $X^n_\alpha$ for $\alpha < -1$

$$\langle \xi_{L,\varepsilon}, \xi_{L,\varepsilon} \otimes \sigma(D) \xi_{L,\varepsilon} - \frac{1}{\varepsilon} \log \frac{1}{\varepsilon} - \tilde{C}_L - c_\tau \rangle \to \xi_L, \quad (58)$$

where $\sigma(x) = (1 + \frac{1}{2\pi^2|x|^2})^{-1}$.

(b) [8, Theorem 2.9] Let $\lambda_n(Q_L, \tilde{\xi}_L)$ be the $n$-th eigenvalue of the operator $\mathcal{H}_{\tilde{\xi}_L}$ as in Theorem 2.9 Then for all unbounded countable sets $\mathbb{I} \subset (\varepsilon, \infty)$, almost surely, for all $n \in \mathbb{N}$,

$$\lim_{L \in [1, L \to \infty]} \frac{\lambda_n(Q_L, \tilde{\xi}_L)}{\log L} = \chi. \quad \text{(59)}$$

**Proof.** Actually, in [8] the setting is slightly different. Towards (a) Let us write $\zeta_\alpha : \mathbb{R} \to \mathbb{R}$ for the function $\zeta_\alpha(x) = (\alpha + \pi^2|x|^2)^{-1}$ with $\alpha > 0$. Then $\sigma = 2\zeta_2$. Instead of $\sigma$, in [8] $\zeta_1$ is considered in the sense that one shows the convergence of $\xi_{L,\varepsilon} \otimes \zeta_1(D) \xi_{L,\varepsilon} - \frac{1}{\varepsilon} \log \frac{1}{\varepsilon} - C'_{L} - c_\varepsilon$. The choice of $\alpha = 1$ in [8] is rather arbitrary, as one finds a different limit/enhancement but the operator stays the same due to cancellations in the definition of the product $\circ$ which involves the enhancement (all the statements in [8] follow in an analogous manner). The difference of $\frac{1}{2\pi} \log \frac{1}{\varepsilon}$ and $\frac{1}{\pi} \log \frac{1}{\varepsilon}$ is then directly explained by the fact that the enhancement defined with $\sigma$ is two times the enhancement defined with $\zeta_\alpha$, as $\sigma = 2\zeta_2$. Towards (b) In [8] the Hamiltonian is not defined with the factor $\frac{1}{\varepsilon}$. But it is shown that the eigenvalues of $\Delta + (2\xi_{L,\varepsilon} + 4\tilde{\xi}_L)\circ$ (which is the limit of $\Delta + 2\xi_{L,\varepsilon} - 4\varepsilon_0$) converge to $2\chi$, which then proves the above convergence to $\chi$ immediately. 

The major difference between the setting in Theorem 6.1 and our setting in 2.2 is that we have $\xi^n_{L,\varepsilon}$ instead of $\xi_{L,\varepsilon}$: The $\xi^n_{L,\varepsilon}$ is a projection of the mollified white noise $\xi_\varepsilon$ onto the Neumann space on the box $Q_L$. Whereas, $\xi_{L,\varepsilon}$ is an approximation of the white noise on the box $Q_L$ based on Fourier multipliers. The latter is dependent on the size of the box, whereas for $L > \tau$ we have that $\xi^n_{L,\varepsilon}$ equals $\xi^n_{L,\varepsilon}$ almost everywhere on the box $Q_\tau$. The following theorem shows that both approximations lead to the same limit, up to a constant.

**Theorem 6.2.** Let $\xi_{L,\varepsilon}$ be as in (57) and $\xi^n_{L,\varepsilon}$ be as in (58). There exist $(C_L)_{L \in [1, \infty)}$ and $C$ in $\mathbb{R}$ such that $C_L \xrightarrow{L \to \infty} 0$ and the following holds. In $X^n_\alpha(\xi_L)$ for $\alpha < -1$ as $\varepsilon \downarrow 0$, the following convergence in probability holds

$$\langle \xi^n_{L,\varepsilon} - \xi_{L,\varepsilon}, \xi^n_{L,\varepsilon} \otimes \sigma(D) \xi^n_{L,\varepsilon} - \xi_{L,\varepsilon} \otimes \sigma(D) \xi_{L,\varepsilon} \rangle \xrightarrow{P} (0, C + C_L). \quad (59)$$
6.3. As a consequence of (59), (29) holds with \( \xi_L = (\xi_L, \tilde{\xi}_L + CL + \tilde{C}_L + c_r) \) and \( c_e = \frac{1}{2\pi} \log \frac{1}{\varepsilon} + C \). Moreover, by the following identity

\[
\lambda_n(Q_L, \xi_L) = \lambda_n(Q_L, \tilde{\xi}_L) + CL + \tilde{C}_L + c_r,
\]

we see that Theorem 6.2 and Theorem 6.1 indeed imply Theorem 1.3.

We prove Theorem 6.2 in Theorem 6.5. This is done using the following theorem.

**Theorem 6.4.** [8] Theorem 11.2] For \( r \geq 1 \) we let \( X_{k,r}^\varepsilon \) and \( Y_{k,r}^\varepsilon \) be centered Gaussian variables for \( k \in \mathbb{N}_0^2, \varepsilon > 0 \) such that every finite subset of \( \{Y_{k,r}^\varepsilon : k \in \mathbb{N}_0^2, \varepsilon > 0\} \cup \{X_{k,r}^\varepsilon : k \in \mathbb{N}_0^2, \varepsilon > 0\} \) is jointly Gaussian for all \( r \geq 1 \). We write

\[
\xi_{r,e} = \sum_{k \in \mathbb{N}_0^2} Y_{k,r}^\varepsilon n_{k,r}, \quad \theta_{r,e} = \sum_{k \in \mathbb{N}_0^2} X_{k,r}^\varepsilon n_{k,r},
\]

\[
\Theta_{r,e} = \theta_{r,e} \circ \sigma(D) - E[\theta_{r,e} \circ \sigma(D) \theta_{r,e}],
\]

\[
\Xi_{r,e} = \xi_{r,e} \circ \sigma(D) - E[\xi_{r,e} \circ \sigma(D) \xi_{r,e}].
\]

Let \( I \subset [1, \infty) \). We write \( \mathcal{R} = \{(k,l) \in \mathbb{N}_0^2 \times \mathbb{N}_0^2 : k_1 \neq l_1, k_2 \neq l_2\} \). Let \( G_{r,e}(k,l) = E[X_{k,r}^\varepsilon, X_{l,r}^\varepsilon, Y_{k,r}^\varepsilon, Y_{l,r}^\varepsilon] \) and \( F_{r,e} : \mathbb{N}_0^2 \times \mathbb{N}_0^2 \rightarrow \mathbb{R} \). Consider the following conditions.

\[
\forall k \in \mathbb{N}_0^2 \forall r \in I : \mathbb{E}[|X_{k,r}^\varepsilon - Y_{k,r}^\varepsilon|^2] \xrightarrow{\varepsilon \to 0} 0
\]

(61)

(61)

\[
\forall \delta > 0 \exists C > 0 \forall r \in I \forall k, l \in \mathbb{N}_0^2 \forall \varepsilon > 0 : \left| F_{r,e}(k,l) \right| \leq C \prod_{i=1}^2 (1 + |k_i - l_i|)^{\delta - 1},
\]

(62)

\[
\forall r \in I \forall \delta > 0 \exists C > 0 \exists \varepsilon_0 > 0 \forall \varepsilon \in (0, \varepsilon_0) \forall k, l \in \mathbb{N}_0^2 : \left| G_{r,e}(k,l) \right| \leq C \sum_{i=1}^2 \left( \left( \frac{1}{1+|k_i - l_i|} \right)^{1-\varepsilon} + \left( \frac{1}{1+|l_i - k_i|} \right)^{1-\varepsilon} \right)
\]

(63)

(a) Suppose that (61) holds and that (62) holds for \( F_{r,e}(k,l) \) being either \( E[X_{k,r}^\varepsilon, X_{l,r}^\varepsilon] \), \( E[X_{k,r}^\varepsilon, Y_{l,r}^\varepsilon] \) or \( E[Y_{k,r}^\varepsilon, Y_{l,r}^\varepsilon] \). Then for \( r \in I, \alpha < -1, \) in \( X_n^\alpha \) we have

\[
(\theta_{r,e} - \xi_{r,e}, \Theta_{r,e} - \Xi_{r,e}) \xrightarrow{P} 0.
\]

(b) Suppose (63) holds. Then \( E[\theta_{r,e} \circ \sigma(D) \theta_{r,e} - \xi_{r,e} \circ \sigma(D) \xi_{r,e}] \rightarrow 0 \) in \( \mathcal{C}_n^{\alpha} \) for all \( \gamma > 0 \) and \( r \in I \).

Consequently, if the conditions in (a) and (b) hold, then with \( c = 0 \) for \( r \in I, \alpha < -1, \) in \( X_n^\alpha \)

\[
(\theta_{r,e} - \xi_{r,e}, \theta_{r,e} \circ \sigma(D) \theta_{r,e} - \xi_{r,e} \circ \sigma(D) \xi_{r,e}) \xrightarrow{P} (0, c).
\]

(64)

Remember that the mollifying function \( \psi \) is given by \( \psi(x) = \varphi(x_1)\varphi(x_2) \), for a mollifying function \( \varphi \) see [22, 21].
Theorem 6.5. Let $\tau$ be in $C^\infty_c(\mathbb{R}^2; [0, 1])$ and equals 1 around 0. We write $\hat{\varphi}(z) = \varphi(-z)$. Let $\rho: \mathbb{R} \to \mathbb{R}$ be given by

$$
\rho(x) = 2 \int_0^\pi [\varphi * \hat{\varphi}](z) \cos(xz) \, dz.
$$

(65)

Let $\tilde{\tau}(x) = \rho(x_1)\rho(x_2)$.

(a) With $X_{k,r}^\varepsilon = \tau(\xi_k)\langle \xi, n_{k,r} \rangle$, $Y_{k,r}^\varepsilon = \tilde{\tau}(\xi_k)\langle \xi, n_{k,r} \rangle$ and $\theta_{r,\varepsilon}$, $\xi_{r,\varepsilon}$ as in Theorem 6.4 there exist $C > 0$, $C_r > 0$ with $C_r \to \infty$, 0 such that (64) holds with $c = C + C_r$.

(b) With $X_{k,r}^\varepsilon = \langle \xi, n_{k,r} \rangle$ and $Y_{k,r}^\varepsilon = \tilde{\tau}(\xi_k)\langle \xi, n_{k,r} \rangle$ (64) holds for $\theta_{r,\varepsilon}$, $\xi_{r,\varepsilon}$ as in Theorem 6.4.

As a consequence of (a) and (b) we obtain (59).

Proof. (a) That (61) holds is immediate. For $F_{r,\varepsilon}(k, l)$ being either $E[X_{k,r}^\varepsilon X_{l,r}^\varepsilon]$, $E[Y_{k,r}^\varepsilon Y_{l,r}^\varepsilon]$ we have $|F_{r,\varepsilon}(k, l)| = 0$ in case $k \neq l$, hence the conditions for Theorem 6.4 hold and so it is sufficient to prove that $E[\theta_{r,\varepsilon} \circ \sigma(D)\theta_{r,\varepsilon} - \xi_{r,\varepsilon} \circ \sigma(D)\xi_{r,\varepsilon}] \to (0, C + C_r)$ in $C^\infty_0$ for all $\gamma > 0$. This follows from Lemma 6.10 and Lemma 6.6.

(b) For this we use Theorem 6.4. That (61) holds is immediate. The other conditions in Theorem 6.4(a) and (b) follow from (the stronger conditions in) Lemma 6.11.

Lemma 6.6. Let $\tilde{\tau}: \mathbb{R}^2 \to [0, 1]$ be given by $\tilde{\tau}(x) = \rho(x_1)\rho(x_2)$, where $\rho \in C^2(\mathbb{R}, [0, 1])$ is an even function such that $\rho'$ is bounded, $\rho(0) = 1$, $\rho'(0) = 0$ and $|\rho(x)| \leq (1 + |x|)^{-\gamma}$ for some $\gamma > 0$. Write $\tilde{\xi}_{L,\varepsilon} = \sum_{k \in \mathbb{Z}^2} \tilde{\tau}(\xi_k)\langle \xi, n_{k,L} \rangle n_{k,L}$. There exists a $C > 0$ and for all $L \geq 1$, there exists a $C_L$ with $C_L \to \infty$ such that

$$
\frac{1}{4}E[\tilde{\xi}_{L,\varepsilon} \circ \sigma(D)\tilde{\xi}_{L,\varepsilon}](0) - \frac{1}{4} \log \frac{1}{\varepsilon} \xrightarrow{\varepsilon \downarrow 0} C + C_L.
$$

Moreover, there exists an $M > 0$ such that for all $L \geq 1$ and $\varepsilon \in (0, 1)$

$$
\left| \frac{1}{4}E[\tilde{\xi}_{L,\varepsilon} \circ \sigma(D)\tilde{\xi}_{L,\varepsilon}](0) - \frac{1}{4} \log \frac{1}{\varepsilon} \right| \leq M.
$$

Proof. The proof is similar to [8, Lemma 6.16]. We define $|y| = (|y_1|, |y_2|)$ and $h_L(y) = (L^2 + \frac{1}{2} \pi^2 |y|^2)^{-1}$ for $y \in \mathbb{R}^2$. Then (see also [8, Section 6, equations (60), (61)])

$$
c_{L,\varepsilon} := E[\tilde{\xi}_{L,\varepsilon} \circ \sigma(D)\tilde{\xi}_{L,\varepsilon}](0) = \sum_{k \in \mathbb{Z}^2} \frac{\tilde{\tau}(\xi_k)^2}{L^2 + \frac{1}{2} \pi^2 |k|^2} = \int_{\mathbb{R}^2} \tilde{\tau}(\xi_y)^2 h_L(|y|) \, dy.
$$

Let

$$
\mathcal{D}_{L,\varepsilon} = c_{L,\varepsilon} - \int_{\mathbb{R}^2} \tilde{\tau}(\xi_y)^2 h_L(y).
$$

We first show that there exists $a_L \in \mathbb{R}$ with $a_L \to 0$ such that

$$
\mathcal{D}_{L,\varepsilon} \xrightarrow{\varepsilon \downarrow 0} a_L,
$$

(66)
and that $\mathcal{D}_{L,\varepsilon}$ is uniformly bounded in $L$ and $\varepsilon$. To shorten notation, we write $\delta = \tilde{\tau}$. Then

$$\mathcal{D}_{L,\varepsilon}^1 = \int_{\mathbb{R}^2} \tilde{\tau}(\delta |y|)^2 (h_L(|y|) - h_L(y)) \, dy, \quad \mathcal{D}_{L,\varepsilon}^2 = \int_{\mathbb{R}^2} [\tilde{\tau}(\delta |y|)^2 - \tilde{\tau}(\delta y)^2] h_L(y) \, dy.$$ 

As $h_L(|y|) - h_L(y) = h_L(|y|) h_L(y) \frac{1}{2} \pi^2 |y|^2 - |y|^2$, we have $h_L(|y|) - h_L(y) \lesssim h_L(y)$ and $(|y|^2 - |y|^2) \lesssim 1 + |y|$, we have $h_L(|y|) - h_L(y) \lesssim h_L(y)$ and $(|y|^2 - |y|^2) \lesssim 1 + |y| h_L(y)$. As the latter function is integrable over $\mathbb{R}^2$, it follows by Lebesgue’s dominated convergence theorem that as $\delta \downarrow 0$

$$\mathcal{D}_{L,\varepsilon}^1 \to \int_{\mathbb{R}^2} h_L(|y|) - h_L(y) \, dy =: a_L,$$

and $a_L \to 0$. As $\tilde{\tau}$ has values in $[0, 1]$, $\mathcal{D}_{L,\varepsilon}^1$ is bounded by $a_L$ for all $\varepsilon > 0$ and therefore $\mathcal{D}_{L,\varepsilon}^1$ is uniformly bounded in $L$ and $\varepsilon$. By the (multivariate) mean-value theorem, as $\nabla \tilde{\tau}$ is bounded,

$$|\tilde{\tau}(\delta |y|) - \tilde{\tau}(\delta y)| \lesssim \delta |y| - |y| \lesssim \delta.$$

As $\tilde{\tau}(y) \lesssim (1 + |y|)^{-\gamma}$ uniformly in $y$ and $\delta (1 + |\delta | |y|) \lesssim (1 + |y|)^{-\gamma}$ for $|y| \geq 2$ and $\delta \leq 1$, we get (uniformly in $y$)

$$|\tilde{\tau}(\delta |y|)^2 - \tilde{\tau}(\delta y)^2| \lesssim (1 + |y|)^{-\gamma}.$$

Therefore $\mathcal{D}_{L,\varepsilon}^2$ is bounded by $\int_{\mathbb{R}^2} (1 + |y|)^{-\gamma} (1 + \pi^2 |y|^2)^{-1} \, dy$ for $L \geq 1$ and $\varepsilon \in (0, 1)$, and by Lebesgue’s dominated convergence theorem

$$\int_{\mathbb{R}^2} [\tilde{\tau}(\delta |y|)^2 - \tilde{\tau}(\delta y)^2] h_L(y) \, dy \xrightarrow{\delta \downarrow 0} 0.$$

So we have obtained (66) and therefore study the asymptotics of the following integral (which does not depend on $L$, so that the boundedness follows from the convergence)

$$\int_{\mathbb{R}^2} \tilde{\tau}(\delta y)^2 h_L(y) \, dy = \int_{\mathbb{R}^2} \frac{\tilde{\tau}(x)^2}{\varepsilon^2 + \frac{1}{2} \pi^2 |x|^2} \, dx$$

$$= \int_{\mathbb{R}^2 \setminus B(0, 1)} \frac{\tilde{\tau}(x)^2}{\varepsilon^2 + \frac{1}{2} \pi^2 |x|^2} \, dx + \int_{B(0, 1)} \frac{\tilde{\tau}(x)^2}{1 + \frac{1}{2} \pi^2 |x|^2} \, dx + \int_{A(\varepsilon, 1)} \frac{\tilde{\tau}(x)^2}{\varepsilon^2 + \frac{1}{2} \pi^2 |x|^2} \, dx,$$

where $A(\varepsilon, 1) = B(0, 1) \setminus B(0, \varepsilon)$. Because of the assumption that $\tilde{\tau}(y) \lesssim (1 + |y|)^{-\gamma}$, the sum of the first two integrals converges in $\mathbb{R}$ (and the limit only depends on $\tilde{\tau}$):}

$$\int_{\mathbb{R}^2 \setminus B(0, 1)} \frac{\tilde{\tau}(x)^2}{\varepsilon^2 + \frac{1}{2} \pi^2 |x|^2} \, dx + \int_{B(0, 1)} \frac{\tilde{\tau}(x)^2}{1 + \frac{1}{2} \pi^2 |x|^2} \, dx$$

$$\xrightarrow{\varepsilon \downarrow 0} \int_{\mathbb{R}^2 \setminus B(0, 1)} \frac{\tilde{\tau}(x)^2}{\frac{1}{2} \pi^2 |x|^2} \, dx + \int_{B(0, 1)} \frac{1}{1 + \frac{1}{2} \pi^2 |x|^2} \, dx.$$
On the other hand we have \( \int_{A(\varepsilon, 1)} \frac{1}{\varepsilon^2 + \frac{1}{2} \pi^2 |x|^2} \, dx = \frac{4}{\pi} \log \frac{1}{\varepsilon} \) and thus
\[
\int_{A(\varepsilon, 1)} \frac{\tilde{\tau}(x)^2}{\varepsilon^2 + \frac{1}{2} \pi^2 |x|^2} \, dx - \frac{4}{\pi} \log \frac{1}{\varepsilon} = \int_{A(\varepsilon, 1)} \frac{(\tilde{\tau}(x)^2 - 1) \frac{1}{2} \pi^2 |x|^2 - \varepsilon^2}{\varepsilon^2 + \frac{1}{2} \pi^2 |x|^2} \, dx.
\]
Now
\[
\int_{A(\varepsilon, 1)} \frac{\varepsilon^2}{\varepsilon^2 + \frac{1}{2} \pi^2 |x|^2} \, dx \lesssim \int_{\mathbb{R}^2 \setminus B(0, 1)} \frac{1}{(1 + \frac{1}{2} \pi^2 |y|^2)^{\frac{1}{2}} \pi^2 |y|^2} \, dy,
\]
and
\[
\int_{A(\varepsilon, 1)} \frac{(\tilde{\tau}(x)^2 - 1) \frac{1}{2} \pi^2 |x|^2}{\varepsilon^2 + \frac{1}{2} \pi^2 |x|^2} \, dx \rightarrow \int_{B(0, 1)} \frac{\tilde{\tau}(x)^2 - 1}{\frac{1}{2} \pi^2 |x|^2} \, dx.
\]
Let us prove that the latter integral is finite by showing that the integrand is bounded. First observe that as \( \tilde{\tau}(x) = \rho(x_1) \rho(x_2) \)
\[
\frac{\tilde{\tau}(x)^2 - 1}{|x|^2} \leq \left| \frac{\rho(x_1)^2 - 1}{x_1} - \frac{\rho(x_2)^2 - 1}{x_2} \right| + \left| \frac{\rho(x_1)^2 - 1}{x_1^2} \right| + \left| \frac{\rho(x_2)^2 - 1}{x_2^2} \right|.
\]
Now, by using that and that \( \rho(0) = 1 \) and \( \rho'(0) = 0 \) and that \( \rho \) is twice differentiable at 0, the latter is bounded for \( x \in B(0, 1) \).

**Remark 6.7.** Instead of taking \( \tilde{\tau} \) to be of the product form as in Lemma 6.6 one could take \( \tilde{\tau}(x) = \rho(|x|) \) with \( \rho \) satisfying the properties and obtain the same statement. The idea of the proof is similar and easier as one can apply the substitution to polar coordinates.

**Theorem 6.8.** Let \( \tilde{\tau} \in C^1(\mathbb{R}^2, [0, 1]) \) satisfy \( \tilde{\tau}(0) = 1 \). Let \( \gamma \in \mathbb{R} \). There exists a \( C > 0 \) such that for all \( L > 0 \) and \( h \in H^\beta_a(Q_L) \) we have \( \| h - \tilde{\tau}(\varepsilon D)h \|_{H^\beta_a} \overset{\varepsilon \downarrow 0}{\longrightarrow} 0 \) and for \( \beta < \gamma \), \( \varepsilon \in (0, 1) \),
\[
\| h - \tilde{\tau}(\varepsilon D)h \|_{H^\beta_a} \leq C \varepsilon^{(1-\delta)(\gamma-\beta)\delta} \| h \|_{H^\beta_a}.
\]

**Proof.** By [8] Theorem 4.14]}
\[
\| h - \tilde{\tau}(\varepsilon D)h \|_{H^\beta_a} \lesssim \sum_{k \in \mathbb{N}_0^2} \left( 1 + \left| \frac{k}{L} \right|^2 \right)^{\beta - \gamma} (1 - \tilde{\tau}(\frac{k}{L})^2 \langle h, n_k \rangle)^2
\]
\[
\lesssim \left( \sup_{k \in \mathbb{N}_0^2} \left( 1 + \left| \frac{k}{L} \right|^2 \right)^{\beta - \gamma} (1 - \tilde{\tau}(\frac{k}{L})^2) \right) \| h \|_{H^\beta_a}^2.
\]
Observe that if \( |k| \geq \frac{L}{\varepsilon^2} \), then \( (1 + |\frac{k}{L}|^2)^{\beta - \gamma} \lesssim \varepsilon^{2(\gamma - \beta)\delta} \). On the other hand, if \( |k| < \frac{L}{\varepsilon^2} \), then \( |1 - \tilde{\tau}(\frac{k}{L})| \lesssim \frac{|k|}{L} \lesssim \varepsilon \). As \( \tilde{\tau}' \) is bounded on the ball of radius \( a \). Therefore, as \( (1 - \tilde{\tau}(\frac{k}{L})) \lesssim 1 \) and \( (1 + |\frac{k}{L}|^2)^{\beta - \gamma} \lesssim 1 \)
\[
\left( \sup_{k \in \mathbb{N}_0^2} \left( 1 + \left| \frac{k}{L} \right|^2 \right)^{\beta - \gamma} (1 - \tilde{\tau}(\frac{k}{L})^2) \right) \lesssim \varepsilon^{2(1-\delta)(\gamma-\beta)\delta}.
\]
Lemma 6.9. Let \( \tilde{\tau} \) and \( \tilde{\xi}_{L,\varepsilon} \) be as in Lemma 6.6. Then \( x \mapsto \mathbb{E}[\tilde{\xi}_{L,\varepsilon} \otimes \sigma(D) \tilde{\xi}_{L,\varepsilon}(x)] - \frac{1}{L} \mathbb{E}[\tilde{\xi}_{L,\varepsilon} \otimes \sigma(D) \tilde{\xi}_{L,\varepsilon}(0)] \) converges in \( \mathcal{C}_n^{\gamma} \) to a limit that is independent of \( \tilde{\tau} \) as \( \varepsilon \downarrow 0 \) for all \( \gamma > 0 \). Moreover, there exists a \( M > 0 \) such that for all \( L \geq 1 \) and \( \varepsilon > 0 \)

\[
\| \mathbb{E}[\tilde{\xi}_{L,\varepsilon} \otimes \sigma(D) \tilde{\xi}_{L,\varepsilon}(\cdot)] - \frac{1}{L} \mathbb{E}[\tilde{\xi}_{L,\varepsilon} \otimes \sigma(D) \tilde{\xi}_{L,\varepsilon}(0)] \|_{\mathcal{C}_n^{\gamma}} \leq M. \tag{67}
\]

Proof. The proof of the convergence follows along the same lines as \([8, \text{Theorem 6.15}]\) by using Theorem 6.8 instead of \([8, \text{Theorem 6.14}]\). The bound (67) is not proven in \([8, \text{Theorem 6.15}]\), but can be derived from the decomposition done in the proof and by the bound

\[
\frac{1}{L} \sum_{m \in \mathbb{Z} \cap [0, L]} \frac{1}{(1 + m)^{1+\gamma}} \lesssim 1,
\]

which for example can be concluded by \([8, \text{Lemma 11.7}]\). \( \square \)

Lemma 6.10. Let \( \rho \) be as in (65). Then \( \rho \in C^\infty(\mathbb{R}, [0, 1]) \) and \( \rho \) is an even function such that \( \rho' \) is bounded, \( \rho(0) = 1, \rho'(0) = 0 \) and \( |\rho(x)| \lesssim (1 + |x|)^{-1} \).

Proof. By Leibniz integral rule \( \rho \) is \( C^\infty \). That \( \rho' \) is bounded follows by the identity \( \rho'(x) = -2 \int_0^\pi z [\varphi * \varphi'](z) \sin(xz) \, dz \) and that \( z \mapsto z [\varphi * \varphi'](z) \) is integrable. The bound \( |\rho(x)| \lesssim (1 + |x|)^{-1} \) follows by the following identity that holds for \( x \neq 0 \)

\[
\rho(x) = \frac{1}{x} \int_0^\pi [\varphi * \varphi'](z) \frac{d}{dz} \sin(xz) \, dz = -\frac{1}{x} \int_0^\pi [\varphi * \varphi']'(z) \sin(xz) \, dz.
\]

Lemma 6.11. Let \( \tilde{\tau} \) be as in Theorem 6.5. For \( X_{k,L}^\varepsilon = \langle \xi_{x, k, L} \rangle \) and \( F_{L,\varepsilon}(k, l) = \mathbb{E}[X_{k,L}^\varepsilon X_{l,L}^\varepsilon] \) the following holds

\[
\exists C > 0 \forall L > 0 \forall k, l \in \mathbb{N}_0^2, k \neq l \forall \varepsilon > 0: |F_{L,\varepsilon}(k, l)| \leq C \prod_{i=1}^2 \left( \varepsilon \wedge \frac{1}{(k_i + l_i)} \right), \tag{68}
\]

\[
\exists C > 0 \forall L > 0 \forall k \in \mathbb{N}_0^2 \forall \varepsilon > 0: |F_{L,\varepsilon}(k, k) - \tilde{\tau}(\varepsilon k)^2| \leq C (\varepsilon \wedge \frac{1}{k^2} + \varepsilon \wedge \frac{1}{k^2}). \tag{69}
\]

(68) also holds for \( F_{L,\varepsilon}(k, l) = \mathbb{E}[[\xi_{x, k, L}, \{\xi_{x, n_{k, L}}, l, L\}]]. \)

Proof. Let us first rewrite \( F_{L,\varepsilon}(k, l) \) by using that \( \langle \xi_{x, k, L} \rangle = \langle \tilde{\psi}_x \ast \xi_{x, k, L} \rangle = \langle \tilde{\psi}_x \ast n_{k, L} \rangle \) where \( \tilde{\psi}_x(x) = \psi(-x) \) (see also \([10, \text{Theorem 11.5}]\)), so that

\[
F_{L,\varepsilon}(k, l) = \mathbb{E}[[\xi_{x, k, L}, \{\xi_{x, k, L}, n_{k, L}, \tilde{\psi}_x \ast n_{l, L}\}]_{L^2(\mathbb{R}^2)} = \langle n_{k, L} \ast \tilde{\psi}_x \ast n_{l, L} \rangle_{L^2(\mathbb{R}^2)} = \prod_{i=1}^2 \langle n_{k_i, \pi} \ast K_{m_i, \pi} \rangle_{L^2(\mathbb{R}^2)}
\]

where \( K_{x}(x) = \frac{L}{\pi} \varphi \ast \varphi_{\pi/2}(x) \) and \( n_{m, \pi} \) for \( m \in \mathbb{N}_0 \) is the element in the Neumann basis for \( L^2([-\pi, \pi]) \). Observe that \( \tilde{K} := K_1 \) is a smooth even function with \( \text{supp} \tilde{K} \subset [-\pi, \pi] \) (as \( L \geq 1 \)) that integrates to one.
Because \((n_{k_i, \pi}, K_\xi \ast n_{l_i, \pi})_{L^2(\mathbb{R})} = \langle T_y n_{k_i, \pi}, K_\xi \ast T_y n_{l_i, \pi} \rangle_{L^2(\mathbb{R})}\) for all \(y \in \mathbb{R}\), and for \(y = -\left(\frac{\pi}{2}, \frac{\pi}{2}\right)\) and all \(k \in \mathbb{N}_0\) and \(x \in [0, \pi]\),
\[
\frac{1}{\nu_k} T_y n_{k, \pi}(x) = \sqrt{\frac{2}{\pi}} \cos(kx),
\]
we have for \(k, l \in \mathbb{N}_0\) we have by a substitution and Fubini’s theorem,
\[
A^\xi_{k,l} := \frac{\pi}{2\nu_k \nu_l} \langle n_{k, \pi}, K_\xi \ast n_{l, \pi} \rangle_{L^2(\mathbb{R})} = \int_0^\pi \int_{-\pi}^{\pi} K_\xi(x-y) \cos(kx) \cos(ly) \, dx \, dy
\]
\[
= \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} K_\xi(z) \cos(k(z+y)) \cos(ly) \, dz \, dy
\]
\[
= \int_{-\pi}^{\pi} K_\xi(z) \int_{(-z) \vee 0}^{(\pi-z) \wedge \pi} \cos(k(z+y)) \cos(ly) \, dy \, dz.
\]
We write
\[
f_{k,l}(z) = \int_{(-z) \vee 0}^{(\pi-z) \wedge \pi} \cos(k(z+y)) \cos(ly) \, dy.
\]
Note that \((\pi - z) \wedge \pi = \pi - (z \vee 0) = \pi - z^+\) and \((-z) \vee 0 = z^-\). Using that the product of cosine functions can be written as the sum of two cosines and that \(\sin(\pi m + x) = (-1)^m \sin(x)\) for \(m \in \mathbb{Z}\), we obtain for \(k \neq l\)
\[
f_{k,l}(z) = \frac{1}{\pi} \int_{z^-}^{\pi-z^+} \cos(kz + (k + l)y) + \cos(kz + (k - l)y) \, dy
\]
\[
= \begin{cases} 
(-1)^{k+l} \sin(lz) - \sin(kz) & z \geq 0, \\
(-1)^{k+l} \sin(kz) - \sin(lz) & z \leq 0.
\end{cases}
\]
In case \(k + l\) is odd, \(f_{k,l}\) is an odd function so \(\int_{-\pi}^{\pi} K_\xi(z) f_{k,l}(z) \, dz = 0\). If \(k + l\) is even, \(f_{k,l}\) is an even function. As \(K\) is even one has \(A^\xi_{k,l} = A^\xi_{l,k}\) and so for \(k, l\) such that \(k + l\) is even
\[
A^\xi_{k,l} = \int_{-\pi}^{\pi} K_\xi(z) \frac{1}{2} [f_{k,l}(z) + f_{l,k}(z)] \, dz
\]
\[
= \frac{1}{k+l} \int_{-\pi}^{\pi} K_\xi(z) [\sin(lz) - \sin(kz)] \, dz.
\]
As \(K\) is a positive function with support in \([-\pi, \pi]\) that integrates to 1, we obtain \(|A^\xi_{k,l}| \leq \frac{1}{k+l}\).

On the other hand
\[
|A^\xi_{k,l}| = \left| \frac{1}{k+l} \int_{-\pi}^{\pi} K(z) [\sin(\varepsilon lz) - \sin(\varepsilon kz)] \, dz \right| \lesssim \varepsilon.
\]
This proves (68). As also \(\mathbb{E}[\langle \xi_\varepsilon, n_{k,L}\rangle \langle \xi_\varepsilon, n_{l,L}\rangle]\) is of the form \(\prod_{l=1}^2 \langle n_{k,\pi}, K_\xi \ast n_{l,\pi} \rangle_{L^2(\mathbb{R})}\) but with \(K_\xi(x) = \frac{k}{\pi} \chi_{[\varepsilon, \pi]}(\frac{k}{\pi} x)\) for which still \(K_1\) is a smooth even function with \(\text{supp} \ K_1 \subset [-\pi, \pi]\) (as \(L \geq 1\)) that integrates to one, the above also proves (68) for \(F_{L,\xi}(k, l) = \mathbb{E}[\langle \xi_\varepsilon, n_{k,L}\rangle \langle \xi_\varepsilon, n_{l,L}\rangle]\).
By using the partial integration we have

\[ f_{k,l}(z) = \frac{1}{2} \int_{z-}^{z+} \cos(kz + 2ky) \, dy \]

\[ = \frac{1}{2} \sin(kz - 2k - z^+) - \sin(kz + 2kz^-) + \frac{1}{2} |\pi - |z|| \cos(kz) \]

\[ = - \frac{\sin(|z|)}{2k} + \frac{1}{2} |\pi - |z|| \cos(kz), \]

and for \( k = l = 0, f_{k,l}(z) = \pi - |z| = [\pi - |z|]. \) Observing that \( \nu_0^2 = 2 \) (for the one dimensional 0). Hence for \( k \in \mathbb{N}_0 \)

\[ F_\varepsilon(k, k) = \prod_{i=1}^{2} \frac{2
u_i^2}{\pi} A_{k_i,k_i} = \prod_{i=1}^{2} 2 \int_0^\pi K_\varepsilon(z) \left( \frac{-\sin(k_iz)}{\pi k_i} \mathbb{1}_{2N}(k_i) + [1 - \frac{1}{\pi} |z|] \cos(k_iz) \right) \, dz. \]

Observe that as \( K_\varepsilon(z) = \frac{L}{\varepsilon z} [\varphi \ast \varphi](\frac{z}{\varepsilon k}), \)

\[ \prod_{i=1}^{2} 2 \int_0^\pi K_\varepsilon(z) \cos(k_iz) \, dz = \prod_{i=1}^{2} 2 \int_0^1 [\varphi \ast \varphi](z) \cos(\frac{z}{\varepsilon k} k) \, dz = \tilde{\tau}(\frac{z}{\varepsilon k}). \]

As \( F_{L,\varepsilon}(k, k) = \tilde{\tau}(\frac{z}{\varepsilon k}) \) is of the form \( a_1a_2 - b_kb_k \) and \( |a_1| \) and \( |b_1| \) are bounded by one, we have \( |a_1a_2 - b_kb_k| \leq |a_1b_1| + |a_2b_2| \). Therefore it is sufficient to show the following for all \( k \in \mathbb{N} \)

\[ \left| -\frac{1}{k} \int_0^\pi K(z) \sin(\varepsilon kz) \, dz + \varepsilon \int_0^\pi K(z)z \cos(\varepsilon kz) \, dz \right| \lesssim \varepsilon \wedge \frac{1}{k}. \quad (70) \]

By partial integration we have

\[ \frac{1}{k} \int_0^\pi K(z) \sin(\varepsilon kz) \, dz = -\varepsilon \int_0^\pi K'(x) \, dx \cos(\varepsilon kx) \, dz + \frac{1}{k} \int_0^\pi \varepsilon K(z) \, dz \sin(\varepsilon k\pi), \]

\[ \varepsilon \int_0^\pi K(z)z \cos(\varepsilon kz) \, dz = \frac{1}{k} \int_0^\pi K(z)z \frac{d}{dz} \sin(\varepsilon kz) \, dz \]

\[ = -\frac{1}{k} \int_0^\pi (zK'(z) + K(z)) \sin(\varepsilon kz) \, dz. \]

By using that \( \sin(\varepsilon k\pi) \leq \varepsilon k\pi \) and that \( \int_0^\pi |zK'(z)| + |K(z)| \, dz \) is bounded by a constant that does not depend on \( L \), we obtain (70).

### 6.2 Bounds on the noise terms

In this section we prove bounds on the size of the norms of the noise term \( \xi_{L,\varepsilon} \) and its enhancement with respect to the size of the box, \( L \), in Lemma 6.15. We derive these bounds from \( L^p \) bounds, provided in Lemma 6.14. First some auxiliary lemmas.
Lemma 6.12. For all $\gamma \in (0, 1)$ there exists a $C > 1$ such that for all $L \geq 1$, $i \in \mathbb{N}_-$, $\varepsilon > 0$, $x \in Q_r$
\begin{align}
E[|\Delta_i \xi^n_{L,\varepsilon}(x)|^2] & \leq C 2^{(2+\gamma)i}, \\
E[|\Delta_i \Xi^n_{L,\varepsilon}(x)|^2] & \leq C 2^{\gamma i}.
\end{align}
(71)

Proof. The proof is similar to the proof of [8, Theorem 11.11], based on [8, Theorem 11.5 and 11.12], in which on the right-hand side the factor $L^{2\gamma}$ appears. As mentioned before, the bound (68) we have obtained in Lemma 6.11 is stronger than (62). It also assures that we do not obtain anything that depends on $L$ on the right-hand side of (71). Indeed, similar to the proof of [8, Theorem 11.5]
\begin{align}
2^{-(2+2\gamma)i} E[|\Delta_i \xi^n_{L,\varepsilon}(x)|^2] & \lesssim \left( \sum_{k,l \in \mathbb{N}_0} L^{-2} \frac{1}{(1+k)^{1+\gamma}} \frac{1}{(1+l)^{1+\gamma}} \right)^2 \\
& \lesssim \left( \sum_{k \in \mathbb{N}_0} L^{-1} \frac{1}{(1+k)^{1+\gamma}} \right)^4 \lesssim C,
\end{align}
for some $C$ that does not depend on $L$, by [8, Lemma 11.7]. Similarly, one can prove the bound on $\Xi^n_{L,\varepsilon}$ by following the proof of [8, Theorem 11.12].

We present the following consequence of the Gaussian hypercontractivity, which basically generalises the fact that the $p$-th moment of a Gaussian can be bounded by a multiple of its second moment to the power $2\gamma$.

Lemma 6.13. [26, Theorem 1.4.1, see also the end of p.62] Let $V$ be in the $k$-th Wiener chaos for some $k \in \mathbb{N}$. Then $E[V^p] \leq (p-1)^{\frac{k}{2}} E[V^2]^\frac{p}{2}$. For $p > 1$

Lemma 6.14. For all $\gamma \in (0, 1)$ there exist $C, M > 0$ such that for all $L \geq 1$, $\varepsilon \in (0, 1)$, $p > 1$
\begin{align}
E[\|\xi^n_{L,\varepsilon}\|_{\varodot_{\varepsilon^{-1-\gamma}}}^p] & \leq CL^2 p^\frac{\gamma}{2} M^\frac{p}{2}, \\
E[\|\xi^n_{L,\varepsilon} \otimes \sigma(D)\xi^n_{L,\varepsilon} - c_\varepsilon\|_{\varodot_{\varepsilon^{-1-\gamma}}}^p] & \leq CL^2 p^\frac{\gamma}{2} M^\frac{p}{2}. \tag{73}
\end{align}

Proof. Using Lemma 6.13 along the same lines as [8, Lemma 6.10], there exists a $C > 0$ independent of $\xi^n_{L,\varepsilon}$ and $\xi^n_{L,\varepsilon} \otimes \sigma(D)\xi^n_{L,\varepsilon} - c_\varepsilon$ such that with $C$ as in Lemma 6.12 for all $L \geq 1$, $\varepsilon > 0$ and $p > 1$ we have (72) and
\begin{align}
E[\|\Xi^n_{L,\varepsilon}\|_{\varodot_{\varepsilon^{-1-\gamma}}}^p] & \leq CL^2 p^\frac{\gamma}{2} M^\frac{p}{2}.
\end{align}
Therefore it is sufficient to show that there exists an $M > 0$ such that
\begin{align}
\|E[\xi^n_{L,\varepsilon} \otimes \sigma(D)\xi^n_{L,\varepsilon}] - c_\varepsilon\|_{\varodot_{\varepsilon^{-1-\gamma}}}^p & \leq CL^2 p^\frac{\gamma}{2} M^\frac{p}{2}.
\end{align}
This follows from Lemma 6.9 and Lemma 6.6 as $E[\xi^n_{L,\varepsilon} \otimes \sigma(D)\xi^n_{L,\varepsilon}] - c_\varepsilon$ is the sum of $E[\xi^n_{L,\varepsilon} \otimes \sigma(D)\xi^n_{L,\varepsilon}] - \frac{1}{4} E[\xi^n_{L,\varepsilon} \otimes \sigma(D)\xi^n_{L,\varepsilon}(0)]$ and $\frac{1}{4} E[\xi^n_{L,\varepsilon} \otimes \sigma(D)\xi^n_{L,\varepsilon}(0)] - c_\varepsilon$. \qed
Lemma 6.15. For $L > 1$ let $x_L = \langle x_L, \Xi_L \rangle$ be as in (29). For all $\gamma > 0$ there exist a $h_0 > 0$ such that for all $h \in [0, h_0]$

\[
\sup_{\varepsilon > 0, L > 1} L^{-4} E \left[ e^{h \| x_L \|_{\epsilon^{-1-\gamma}}^2} \right] + L^{-2} E \left[ e^{h \| x_L \|_{\epsilon^{-1-\gamma}}^2} \right] < \infty, \tag{74}
\]

\[
\sup_{L > 1} L^{-4} E \left[ e^{h \| x_L \|_{\epsilon^{-1-\gamma}}^2} \right] + L^{-2} E \left[ e^{h \| x_L \|_{\epsilon^{-1-\gamma}}^2} \right] < \infty. \tag{75}
\]

As a consequence, for all $\varepsilon > 0$ almost surely

\[
A_{\gamma, \varepsilon} := \sup_{L \in \mathbb{N}, L > e} \frac{\| x_L \|_{\epsilon^{-1-\gamma}}^2 + \| x_L \|_{\epsilon^{-1-\gamma}}^2}{\log L} < \infty, \tag{76}
\]

\[
A_{\gamma} := \sup_{L \in \mathbb{N}, L > e} \frac{\| x_L \|_{\epsilon^{-1-\gamma}}^2 + \| x_L \|_{\epsilon^{-1-\gamma}}^2}{\log L} < \infty, \tag{77}
\]

and moreover $E[e^{h A_{\gamma} \varepsilon}] < \infty$ and $\sup_{\varepsilon > 0} E[e^{h A_{\gamma} \varepsilon}] < \infty$ for all $h \in [0, h_0]$.

Proof. Let $\gamma > 0$ and $m \in \mathbb{N}$ be such that $\frac{2}{m} < \gamma$. Let us write $S_{L, \varepsilon, 1} = \| x_L \|_{\epsilon^{-1-\gamma}}$, and $S_{L, \varepsilon, 2} = \| x_L \|_{\epsilon^{-1-\gamma}}$ for $k \in \{1, 2\}$, by using subsequently Jensen’s inequality, (72) and (73), i.e., $E[S_{L, \varepsilon, k}^2] \leq C L^2 p^2 \varepsilon^2$ (we may and do assume $C > 1$) and $\frac{1}{m} \leq (\frac{\varepsilon}{\| \varepsilon \|})^m$, we obtain for $h \geq 0$ and $\varepsilon > 0$

\[
E[\exp(h S_{L, \varepsilon, k}^2)] = \sum_{n=0}^{\infty} \frac{h^n}{n!} E[S_{L, \varepsilon, k}^2] \leq \sum_{n=0}^{m-1} \frac{h^n}{n!} E[S_{L, \varepsilon, k}^2] + \sum_{n=m}^{\infty} \frac{h^n}{n!} E[S_{L, \varepsilon, k}^2]
\]

\[
\leq \sum_{n=0}^{m-1} \frac{h^n}{n!} (C L^2 m \varepsilon^2)^{\frac{m}{2}} + \sum_{n=m}^{\infty} \frac{h^n}{n!} CL^2 n \varepsilon^2
\]

\[
\leq L^{\frac{3}{2}} \exp(h (C m \varepsilon^2)^{\frac{m}{2}}) + CL^2 \sum_{n=m}^{\infty} (h \varepsilon)^n.
\]

For $h_0 = (2e \varepsilon^2)^{-1}$ the latter series is finite, i.e., there exists a $M > 0$ such that for all $h \in [0, h_0]$, $L > 1$, $\varepsilon > 0$ and $k \in \{1, 2\}$ we have $E[\exp(h S_{L, \varepsilon, k}^2)] \leq ML^{\frac{3}{2}}$. This implies (74). Let us write $S_{L, 0, k} = \lim_{\varepsilon \downarrow 0} S_{L, \varepsilon, k}$ for $k \in \{1, 2\}$. By Fatou’s lemma we obtain $E[\exp(h S_{L, 0, k}^2)] \leq ML^{\frac{3}{2}}$ for $k \in \{1, 2\}$ and thus also obtain (75). Moreover, for $a > \frac{3}{2}$ + 1

\[
\sum_{L \in \mathbb{N}} L^{-a} \sup_{\varepsilon \in [0, \infty)} E[\exp(h_0 S_{L, \varepsilon, k}^2)] < \infty. \tag{78}
\]

Therefore $S_0 := \sum_{L \in \mathbb{N}} L^{-a} \exp(h_0 S_{L, \varepsilon, k}^2)$ is almost surely finite for all $\varepsilon \in [0, \infty)$. Consequently, $S_{L, \varepsilon, k}^2 \leq \frac{1}{m} (a \log L + \log S_0)$ and thus for $\varepsilon \in [0, \infty)$ and $L \in \mathbb{N}$ with $L > e$

\[
\frac{S_{L, \varepsilon, k}^2}{\log L} \leq \frac{1}{m} (a + \log S_0).
\]
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This proves (76) and (77). By Jensen’s inequality
\[
\sup_{\varepsilon \in [0, \infty)} E[\exp(h \frac{1}{h_0}(a + \log S_\varepsilon))] \leq \exp(h a_{\varepsilon}) \sup_{\varepsilon \in [0, \infty)} E[S_\varepsilon]^{h_0},
\]
hence by (78) the latter is finite for \( h \in [0, h_0] \), this concludes the proof.

\[\]

A Regularity of even extensions

Lemma A.1. Let \( \alpha \in \mathbb{R} \). There exists a \( C > 1 \) such that for all \( \zeta \in \mathcal{C}_n^\alpha(Q_L) \)
\[
\frac{1}{C} \| \zeta \|_{\mathcal{C}_n^\alpha} \leq \| \zeta \|_{\mathcal{C}_n^\alpha} \leq C \| \zeta \|_{\mathcal{C}_n^\alpha},
\]
where \( \zeta = \sum_{k \in \mathbb{N}_0} (\zeta, n_{k,L}) P_{k,L} \) (notation as in [2.2]).

Proof. By definition the norm of \( \zeta \) is equivalent to the norm of the even extension of \( \zeta \) on the torus \( T^2 \). (see [8]). On the other hand, the \( \mathcal{C}_n^\alpha(\mathbb{R}^2) \)-norm of \( \zeta \) is equivalent to the \( \mathcal{C}_n^\alpha(T^2) \)-norm of the “restriction” of \( \zeta \) to the torus, see for example [29] Theorem 3.8.1, p.195 (observe that there is the condition \( \chi \times \infty > d \), which for \( \chi = 0 \) can be thought of as still valid).

B The resolvent equation

Here we show the existence of and a bound for the solution \( v \) of
\[
(\eta - \frac{1}{2} \Delta) v = f + \nabla v \cdot g \quad \Leftrightarrow \quad v = \sigma_\eta(D)(f + \nabla v \cdot g),
\]
for suitable distributions \( f, g \), where \( \sigma_\eta(z) := (\eta + 2\pi^2|z|^2)^{-1} \) and \( \eta \) is a scalar.

Lemma [B.1] displays the regularizing effect of the Fourier multiplier \( \sigma_\eta \), it follows by an application of [3] Lemma 2.2).

Lemma B.1. There exists a \( C > 0 \) only depending on \( d \), such that for all \( \alpha \in \mathbb{R} \), \( \delta \in [0, 2] \) and \( \eta \geq 1 \)
\[
\| \sigma_\eta(D)v \|_{\mathcal{C}_n^{\alpha+\delta}(\mathbb{R}^d)} \leq C \eta^{-\left(1-\frac{\delta}{2}\right)} \| v \|_{\mathcal{C}_n^\alpha(\mathbb{R}^d)}.
\]

Proposition B.2. Let \( \alpha \in (-\frac{1}{2}, -1) \) and \( \beta \in (-\alpha, 2\alpha+4) \) and \( f \in \mathcal{C}^{2\alpha+2}(\mathbb{R}^d) \), \( g \in \mathcal{C}^{\alpha+1}(\mathbb{R}^d) \).
Then there exists a \( C > 0 \) such that with
\[
M \geq \max\{\|f\|_{\mathcal{C}_n^{2\alpha+2}}, \|g\|_{\mathcal{C}_n^{\alpha+1}}\},
\]
for all \( \eta \geq C(1 + M)^{-\frac{2}{2\alpha+4-\beta}} \) the equation
\[
v = \sigma_\eta(D)(f + \nabla v \cdot g)
\]
has a unique solution \( v \in \mathcal{C}_n^\beta(\mathbb{R}^d) \), and \( \| v \|_{\mathcal{C}_n^\beta} \leq M \). Moreover, \( v \) depends continuously on \( f \) and \( g \) in the following sense. Suppose additionally that \( f_\varepsilon \in \mathcal{C}_n^{2\alpha+2}(\mathbb{R}^d) \), \( g_\varepsilon \in \mathcal{C}_n^{\alpha+1}(\mathbb{R}^d) \),
\[
\|f_\varepsilon\|_{\mathcal{C}_n^{2\alpha+2}}, \|g_\varepsilon\|_{\mathcal{C}_n^{\alpha+1}} \leq M \quad \text{for} \quad \varepsilon > 0 \quad \text{and} \quad f_\varepsilon \to f, \quad g_\varepsilon \to g \quad \text{in} \quad \mathcal{C}_n^{2\alpha+2}(\mathbb{R}^d) \quad \text{respectively in} \quad \mathcal{C}_n^{\alpha+1}(\mathbb{R}^d).
\]
For \( \eta \geq C(1 + M)^{-\frac{2}{2\alpha+4-\beta}} \) and with \( v_\varepsilon \) the solution to \( v_\varepsilon = \sigma_\eta(D)(f_\varepsilon + \nabla v_\varepsilon \cdot g_\varepsilon) \) we have \( v_\varepsilon \to v \) in \( \mathcal{C}_n^\beta(\mathbb{R}^d) \).
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**Proof.** We use a Picard iteration: Let $\Phi: \mathcal{C}^\beta \to \mathcal{C}^\beta$, $\Phi(u) = \sigma_\eta(D)(f + \nabla u \cdot g)$, for $\eta > 0$. Let $C_1 > 1$ be as $C$ in Lemma B.1 and $C_2 > 1$ be such that $\|\nabla u \cdot g\|_{\mathcal{C}^{\alpha+1}} \leq C_2\|u\|_{\mathcal{C}^\beta}\|g\|_{\mathcal{C}^{\alpha+1}}$. Let $C = C_1 \cdot C_2$. A short computation shows that if $\|u\|_{\mathcal{C}^\beta} \leq M$, then

$$\|\Phi(u)\|_{\mathcal{C}^\beta} \leq CM(1 + M)\eta^{-\frac{2\alpha+4-\beta}{2}}.$$

So if $\eta \geq C(1 + M)^{\frac{4}{4\alpha+4-\beta}}$, then $\|\Phi(u)\|_{\mathcal{C}^\beta} \leq M$ and thus $\Phi$ leaves the ball in $\mathcal{C}^\beta$ with radius $M$ and center 0 invariant. Moreover,

$$\|\Phi(u) - \Phi(\tilde{u})\|_{\mathcal{C}^\beta} = \|\sigma_\eta(D)((D u - D \tilde{u}) \cdot g)\|_{\mathcal{C}^\beta} \leq CM\eta^{\frac{2\alpha+4-\beta}{2}}\|u - \tilde{u}\|_{\mathcal{C}^\beta}.$$

So $\Phi$ is a contraction and it has a unique fixed point. The continuity is shown as in [28, Proposition 2.4].
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