ASYMPTOTIC ANALYSIS OF DEFORMATION BEHAVIOR IN HIGH-CONTRAST FIBER-REINFORCED MATERIALS: RIGIDITY AND ANISOTROPY

DOMINIK ENGL, CAROLIN KREISBECK, AND ANTONELLA RITORTO

Abstract. We identify the restricted class of attainable effective deformations in a model of reinforced composites with parallel, long, and fully rigid fibers embedded in an elastic body. In mathematical terms, we characterize the weak limits of sequences of Sobolev maps whose gradients on the fibers lie in the set of rotations. These limits are determined by an anisotropic constraint in the sense that they locally preserve length in the fiber direction. Our proof of the necessity emerges as a natural generalization and modification of the recently established asymptotic rigidity analysis for composites with layered reinforcements. However, the construction of approximating sequences is more delicate here due to the higher flexibility and connectedness of the soft material component. We overcome these technical challenges by a careful approximation of the identity that is constant on the rigid components, combined with a lifting in fiber bundles for Sobolev functions. The results are illustrated with several examples of attainable effective deformations. If an additional second-order regularization is introduced into the material model, only rigid body motions can occur macroscopically.
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1. Introduction

Designing new composite materials with advanced mechanical features is an important agenda in the engineering sciences, with relevance for many branches of industry. The properties of a composite are tightly related to the characteristics and structure of its microscopic heterogeneities, and it is well-known that the deformation behavior on a macroscopic scale may differ substantially from the way its components deform individually [25, 27, 35]. A significant class of such materials with particular relevance for manufacturing lightweight structures are reinforced high-contrast composites; indeed, the combination of an elastically softer matrix medium with embedded stiff components of different shapes, such as fibers, gives rise to a light, yet strong material.

Motivated by these applications, an extensive body of mathematical literature on the homogenization of stiff fibered structures has emerged, providing various modeling approaches and techniques to pave the way for a reliable prediction of effective material response in reaction to external forces. It is important to notice that scaling between the fiber thickness and the elastic properties plays a crucial role for the resulting homogenized model. We highlight here a few selected works. In [8, 29] and [9, 18], the authors study variational homogenization via $\Gamma$-convergence of Saint-Venant Kirchhoff energy functionals for vanishingly small fibers with suitable adhesion conditions and diverging Lamé coefficients in the elastically linear and non-linear setting, respectively. As a consequence of the choice of scaling relations between the elastic constants, the fiber thickness and adhesive parameters in the papers [18], the derived limit models describe second-gradient materials. Moreover, nonlocal effects have been observed to arise in models of homogenized fiber-reinforced structures, see e.g., [3] or [4, 28, 31] in the context of linear elasticity, as well as [2], where additional torsion effects are taken into account.

In this paper, we study a phenomenological model for composites reinforced by parallel long fibers, which are assumed to be fully rigid; further modeling hypotheses are that the matrix
material adheres to the fibers along all interfaces and that the relative volume percentage of the rigid components stays within fixed scale-invariant bounds. As we will see, the presence of rigid fibers gives rise to global restrictions of the material response, which sets this work apart from the aforementioned references dealing with stiff reinforcements. Our goal here is to contribute to a qualitative understanding of the nonlinear model introduced in detail below by identifying, via a rigorous limit analysis, the class of anisotropic deformations that can be attained on a macroscopic scale.

We begin the description of the model with the basic geometric set-up of the elastic body and the embedded fibers. Henceforth, let \( \Omega = \omega \times (0, L) \subset \mathbb{R}^3 \) be the reference configuration of a cylindrical body with height \( L > 0 \) and cross section \( \omega \subset \mathbb{R}^2 \), where \( \omega \) is a bounded Lipschitz domain. Whenever indicated, we assume additionally that \( \omega \) satisfies the following hypothesis:

(H) The domain \( \omega \) is bi-Lipschitz homeomorphic to the open unit disk in \( \mathbb{R}^2 \), i.e., there exists a Lipschitz map \( \phi : B(0, 1) \to \omega \) whose inverse exists and is also Lipschitz.

Examples of sets with the property (H) include in particular rectangles (see e.g. [23]) or simply connected bounded domains with smooth boundary (see e.g. [34, Chapter 5.4]).

To model the distribution of the fibers inside the body, consider a periodic lattice on \( \mathbb{R}^2 \) with unit cell \( Y = [0, 1)^2 \) and a small length scale parameter \( \varepsilon > 0 \). We suppose that each scaled and translated cell \( \varepsilon(k + Y) \) with \( k \in \mathbb{Z}^2 \) contains the cross section of one fiber, described by a domain \( \omega^k \subset \mathbb{R}^2 \), which is assumed to satisfy two technical conditions. First, the fiber cross-sections are required to have (relative to their size) a fixed minimal distance to the boundary of their surrounding cell, precisely,

\[
\omega^k \subset \varepsilon(k + (\alpha, 1 - \alpha)^2)
\]

for a given \( \alpha \in (0, \frac{1}{2}) \). As a second hypothesis, let each \( \omega^k \) contain a square of side length \( \varepsilon \delta \) with fixed \( \delta > 0 \) such that \( \delta + 2\alpha < 1 \), i.e., there is \( a^k \in \varepsilon(k + Y) \) such that

\[
S^k := a^k + \varepsilon(-\frac{\delta}{2}, \frac{\delta}{2})^2 \subset \omega^k.
\]

this guarantees that the measure of the fiber cross-sections scales like \( \varepsilon^2 \), in particular, \(|\omega^k| \geq \delta^2 \varepsilon^2 \). The two assumptions (1.1) and (1.2) are illustrated in Figure 1(a).

Considering the definition of the fiber cross-sections, we now introduce the set

\[
Y^\text{rig}_\varepsilon = \bigcup_{k \in \mathbb{Z}^2} \omega^k \times \mathbb{R};
\]
then, \( Y_\varepsilon^{\text{rig}} \cap \Omega \) is the collection of all fibers in \( \Omega \), and \( Y_\varepsilon^{\text{rig}} \cap \Omega \) corresponds to the matrix material, see Figure 1(b). Notice that in this set-up, the fiber cross-sections need not be periodically distributed. The analysis of a model where the fibers are distributed randomly without the confinement of the periodic lattice is an interesting problem, but beyond the scope of this work.

With the geometric set-up in place, we now describe the possible deformations that a body with fibers \( Y_\varepsilon^{\text{rig}} \cap \Omega \) can undergo in response to external forces via Sobolev maps \( u_\varepsilon : \Omega \to \mathbb{R}^3 \). The rigidity of the fibers, which prevents any form of non-trivial elastic deformation, is reflected in the requirement that the deformation gradient \( \nabla u_\varepsilon \) restricted to each fiber is a local orientation-preserving isometry, or equivalently, by well-known rigidity results (cf. e.g. [30]), a global rotation. Switching to the macroscopic point of view, one obtains the class of attainable effective deformations exactly as the weak limits of sequences \((u_\varepsilon)_{\varepsilon}\) when the scaling parameter \( \varepsilon \) tends to 0. One may think of \((u_\varepsilon)_{\varepsilon}\) as a sequence of uniformly bounded energy for functionals of the form

\[
\varphi \mapsto \int_{\Omega \setminus Y_\varepsilon^{\text{rig}}} W_{\text{soft}}(\nabla \varphi) \, dx + \int_{Y_\varepsilon^{\text{rig}} \cap \Omega} W_{\text{rig}}(\nabla \varphi) \, dx,
\]

where the elastic energy density \( W_{\text{soft}} : \mathbb{R}^{3 \times 3} \to [0, \infty) \) satisfies standard properties including frame-indifference, suitable growth and coercivity assumptions, and vanishes on the identity, like, for instance, Saint Venant-Kirchhoff type densities; moreover, \( W_{\text{rig}} : \mathbb{R}^{3 \times 3} \to [0, \infty] \) is given by \( W_{\text{rig}}(F) = 0 \) for \( F \in \text{SO}(3) \) and \( W_{\text{rig}} = \infty \) otherwise, and can be interpreted as an energy density with infinitely large elastic constants.

The main result of this paper, stated in Theorem 1.1, is a complete characterization of the weak limits of such sequences \((u_\varepsilon)_{\varepsilon}\). It shows that the latter exhibit a restrictive anisotropic material response in the sense that the strain in the direction of the fibers merely depends on the cross-section variables, shows higher regularity, and most importantly, has unit length. Geometrically, this means that any vertical line in the reference configuration, which may be reflected in the requirement that the deformation gradient \( \nabla \varphi_0 \) restricted to each fiber is a local orientation-preserving isometry, or equivalently, by well-known rigidity results (cf. e.g. [30]), a global rotation. Switching to the macroscopic point of view, one obtains the class of attainable effective deformations exactly as the weak limits of sequences \((u_\varepsilon)_{\varepsilon}\) when the scaling parameter \( \varepsilon \) tends to 0. One may think of \((u_\varepsilon)_{\varepsilon}\) as a sequence of uniformly bounded energy for functionals of the form

\[
\varphi \mapsto \int_{\Omega \setminus Y_\varepsilon^{\text{rig}}} W_{\text{soft}}(\nabla \varphi) \, dx + \int_{Y_\varepsilon^{\text{rig}} \cap \Omega} W_{\text{rig}}(\nabla \varphi) \, dx,
\]

where the elastic energy density \( W_{\text{soft}} : \mathbb{R}^{3 \times 3} \to [0, \infty) \) satisfies standard properties including frame-indifference, suitable growth and coercivity assumptions, and vanishes on the identity, like, for instance, Saint Venant-Kirchhoff type densities; moreover, \( W_{\text{rig}} : \mathbb{R}^{3 \times 3} \to [0, \infty] \) is given by \( W_{\text{rig}}(F) = 0 \) for \( F \in \text{SO}(3) \) and \( W_{\text{rig}} = \infty \) otherwise, and can be interpreted as an energy density with infinitely large elastic constants.

The main result of this paper, stated in Theorem 1.1, is a complete characterization of the weak limits of such sequences \((u_\varepsilon)_{\varepsilon}\). It shows that the latter exhibit a restrictive anisotropic material response in the sense that the strain in the direction of the fibers merely depends on the cross-section variables, shows higher regularity, and most importantly, has unit length. Geometrically, this means that any vertical line in the reference configuration, which may be viewed as an infinitesimally thin fiber, can only be rotated and shifted. Several examples of macroscopically observable deformations are illustrated in Section 5.

**Theorem 1.1 (Characterization of limit deformations).** Let \( p > 2 \) and \( \omega \subset \mathbb{R}^2 \) be a bounded Lipschitz domain that satisfies the hypothesis (H). With

\[
\mathcal{A}_\varepsilon := \{ u \in W^{1,p}(\Omega; \mathbb{R}^3) : \nabla u \in \text{SO}(3) \text{ a.e. in } Y_\varepsilon^{\text{rig}} \cap \Omega \}
\]

for \( \varepsilon > 0 \), the set of weak limits

\[
\mathcal{A}_0 := \{ u \in W^{1,p}(\Omega; \mathbb{R}^3) : \text{there is } (u_\varepsilon)_{\varepsilon} \text{ with } u_\varepsilon \in \mathcal{A}_\varepsilon \text{ and } u_\varepsilon \to u \text{ in } W^{1,p}(\Omega; \mathbb{R}^3) \}
\]

admits the three equivalent characterizations

\[
\mathcal{A}_0 = \{ u \in W^{1,p}(\Omega; \mathbb{R}^3) : \partial_3 u \in W^{1,p}(\omega; S^2) \} = \{ u \in W^{1,p}(\Omega; \mathbb{R}^3) : u(x) = x_3 \Sigma(x') + d(x') \text{ for a.e. } x = (x', x_3) \in \Omega \}
\]

\[
\text{with } \Sigma \in W^{1,p}(\omega; S^2), d \in W^{1,p}(\omega; \mathbb{R}^3)
\]

\[
= \{ u \in W^{1,p}(\Omega; \mathbb{R}^3) : u(x) = R(x')x + b(x') \text{ for a.e. } x = (x', x_3) \in \Omega \}
\]

\[
\text{with } R \in W^{1,p}(\omega; \text{SO}(3)), b \in W^{1,p}(\omega; \mathbb{R}^3) \}.
\]

There are different facets to the general discussion of this result and its placement in the related literature we wish to mention:

(i) Theorem 1.1 is a natural extension of the findings in the paper [11] by Christowiak & Kreisbeck from two to three dimensions. Considering that it is not possible to distinguish between layers and fibers in 2d, also the reference [12], where the same authors study layered reinforcements, provides another natural three-dimensional extension of [11]. Whereas the codimension of the layer reinforcements in [12] is one, the codimension of
the rigid components for our model with fibers is two, making the latter clearly more flexible. For more details, see Remark 5.5.

(ii) Generally speaking, the concept of asymptotic rigidity, as introduced in [11, 12], refers to global geometric constraints that emerge in the limit of functions that are (almost) local isometries on suitably arranged, and increasingly refined, disconnected parts of their domain, cf. also [15]. Analogues in the case that a domain consists of only one connected component are the well-known classical rigidity statements by Liouville for smooth and Reshetnyak [30] for Sobolev functions. In that spirit, Theorem 1.1 represents asymptotic rigidity for fiber structures.

(iii) We point out that our main theorem provides a basis for future efforts regarding the homogenization via Γ-convergence of variational models for elastic materials reinforced with rigid long fibers. If one aims for a statement in analogy to [12], where reinforcements in the form of rigid layers are studied, then Theorem 1.1 implies that the Γ-limit for \( \varepsilon \to 0 \) of energy functionals as in (1.4), which are constrained by the non-convex sets \( \mathcal{A}_\varepsilon \), are finite exactly on the limit set \( \mathcal{A}_0 \). In other words, the domain of the Γ-limit can be identified as a direct consequence. Notice, however, that the approximation we obtain from Theorem 1.1 for elements in \( \mathcal{A}_0 \) will not be a recovery sequence in general.

(iv) Within a broader theoretical context of asymptotic analysis, one may interpret the previous theorem as a Γ-convergence result for characteristic functions (in the sense of convex analysis) associated with \( \mathcal{A}_\varepsilon \), or equivalently, as the characterization of the Kuratowski limit of the sequence of sets \( (\mathcal{A}_\varepsilon)_\varepsilon \), both with respect to weak convergence in \( W^{1,p}(\Omega; \mathbb{R}^3) \); for more on these concepts, see e.g. [7, 14].

The proof of Theorem 1.1 falls naturally into two parts, the necessity and sufficiency, which we approach with different techniques. To see the necessity, it is possible to generalize and adapt the arguments in [11, 12], which again rely on a compactness result for sequences of piecewise constant rotations similar to [20, Theorem 4.1]. The required new ingredient is a suitable estimate for rotations on neighboring fibers, see Lemma 2.4. The sufficiency, on the other hand, calls for an explicit construction of approximating sequences in \( \mathcal{A}_\varepsilon \). Since the soft matrix components have an additional degree of freedom compared to the layer case and are connected (cf. (i) above), this construction is more involved. After evoking a lifting in fiber bundles for Sobolev functions, we consider a composition with a careful approximation of the identity that is constant on the rigid components (see Lemma 4.1).

The effect of higher-order regularizations in material models has been a subject of intense study, and especially, weaker penalizations that do not involve the full Hessian of the deformations (in the second-order case), have come into the focus more recently [5, 15, 16]. In this spirit, we complement our model with an anisotropic partial regularization, precisely, a uniform bound on the second derivatives in the cross-section variables. The next theorem shows that this is already enough to deprive the macroscopic material response of any flexibility, that is, only rigid body motions can occur.

**Theorem 1.2 (Rigid macroscopic behavior through partial regularization).** Let \( p > 1 \) and \( u \in W^{1,p}(\Omega; \mathbb{R}^3) \). Suppose there exists a sequence \( (u_\varepsilon)_\varepsilon \subset W^{1,p}(\Omega; \mathbb{R}^3) \) such that \( u_\varepsilon \in \mathcal{A}_\varepsilon \) for all \( \varepsilon \) and

\[
\sup_{\varepsilon} \max_{i,j \in \{1,2\}} \left\| \partial_i \partial_j u_\varepsilon \right\|_{L^p(\Omega; \mathbb{R}^3)}^p < \infty, \tag{1.6}
\]

and \( u_\varepsilon \rightharpoonup u \) in \( W^{1,p}(\Omega; \mathbb{R}^3) \) as \( \varepsilon \to 0 \). Then, \( u \) is a rigid body motion, i.e.,

\[
u(x) = Rx + b, \quad x \in \Omega,
\]

with a rotation \( R \in \text{SO}(3) \) and a translation vector \( b \in \mathbb{R}^3 \).
This work is organized as follows. After introducing the relevant notations, we collect in Section 2 a few technical tools for working with manifold-valued, particularly SO(3)-valued, Sobolev functions, including a lifting, extension, and density result. Section 3 is concerned with identifying necessary structural properties of weak limits of sequences \((u_\varepsilon)\) with \(u_\varepsilon \in \mathcal{A}_\varepsilon\). Moreover, we formulate in Proposition 3.4 a generalization of Theorem 1.1 where the exact differential inclusion \(\nabla u_\varepsilon \in \text{SO}(3)\) a.e. in \(Y_{\text{rig}} \cap \Omega\) is replaced by a suitable approximate variant (cf. (3.23)); from a modeling point of view, the latter makes the transition from rigid to elastically deformable, yet, very stiff fibers. In Section 4, we detail the construction of suitable approximating sequences, showing the sufficiency part of Theorem 1.1. In combination with the necessity from Section 3 and a lifting argument, the proof of Theorem 1.1 is then completed. The intention of Section 5 is to illustrate the obtained analytical results from a perspective of materials engineering. To this end, we present several examples of attainable macroscopic deformations, comment on conditions for incompressibility, and make a brief comparison with the setting of layered composites. Finally, the paper concludes with the proof of Theorem 1.2 in Section 6.

2. Preliminaries and tools

2.1. Notation. The standard unit vectors in \(\mathbb{R}^n\) are \(e_i\) for \(i = 1, \ldots, n\). For \(a, b \in \mathbb{R}^3\), we denote their cross product as \(a \times b\) and their scalar product as \(a \cdot b\). The two-dimensional unit sphere \(S^2\) consists of all unit vectors in \(\mathbb{R}^3\). On the matrix space \(\mathbb{R}^{m \times n}\), we work with the standard Frobenius norm given by \(|A| = \sqrt{\text{Tr}(A^T A)}\) for \(A \in \mathbb{R}^{m \times n}\), where \(\text{Tr}\) is the trace operator and \(A^T \in \mathbb{R}^{n \times m}\) denotes the transpose of \(A\). By \(\text{SO}(n)\), we denote the special orthogonal group of matrices in \(\mathbb{R}^{n \times n}\), and \(\text{Id}_{\mathbb{R}^{n \times n}}\) stands for the identity matrix in \(\mathbb{R}^{n \times n}\), while \(\text{Id}_{\mathbb{R}^n}\) denotes the identity map on \(\mathbb{R}^n\). For \(t \in \mathbb{R}\), \([t]\) and \([t]\) are the smallest integer not less and the largest integer not greater than \(t\), respectively.

We write \(B(x, r)\) for an open ball with center \(x \in \mathbb{R}^n\) and radius \(r > 0\). If \(A, B \subset \mathbb{R}^n\), then \(A \subseteq B\) means that \(A\) is compactly contained in \(B\). Moreover, we refer to an open, connected, and non-empty set \(U \subset \mathbb{R}^n\) as a domain. The Lebesgue measure is denoted by \(|\cdot|\) and \(#(\cdot)\) symbolizes the counting measure.

We use the splitting \(\mathbb{R}^3 = \mathbb{R}^2 \times \mathbb{R}\) and write \(x = (x', x_3)\) with \(x' = (x_1, x_2) \in \mathbb{R}^2\). The projection onto the first two coordinates of the set \(A \subset \mathbb{R}^3\) is denoted by \(A' \subset \mathbb{R}^2\). Further, if \(u : \mathbb{R}^3 \supset U \to \mathbb{R}^m\) is (weakly) differentiable, we split its (weak) gradient into \(\nabla u = (\nabla' u, \partial_3 u)\) with \(\nabla' u = (\partial_1 u, \partial_2 u)\). For \(d \in \mathbb{R}^3\), let \(\partial_d u = (\nabla u)d\) be the directional derivative of \(u\) in the direction \(d\). In particular, if \(d = e_k\), \(k \in \{1, 2, 3\}\), we write \(\partial_k u\) instead of \(\partial_{e_k} u\). In case that \(U \subset \mathbb{R}^2\) and \(u : U \to \mathbb{R}^m\) is (weakly) differentiable, then the (weak) gradient of \(u\) is denoted by \(\nabla' u\).

For \(U \subset \mathbb{R}^n\) open and \(1 \leq p < \infty\), we use the standard notation for Lebesgue and Sobolev spaces, \(L^p(U; \mathbb{R}^m)\) and \(W^{1,p}(U; \mathbb{R}^m)\). Replacing \(\mathbb{R}^m\) by an embedded submanifold \(\mathcal{M}\) of \(\mathbb{R}^m\), we set

\[W^{1,p}(U; \mathcal{M}) := \{u \in W^{1,p}(U; \mathbb{R}^m) : u \in \mathcal{M} \text{ a.e. in } U\},\]

and analogously for the Lebesgue spaces. Without further mention, elements in \(W^{1,p}(\omega; \mathbb{R}^3)\) are identified with functions in \(W^{1,p}(\Omega; \mathbb{R}^3)\) via constant extension in \(x_3\)-direction.

Finally, we use generic constants \(C > 0\) that may differ from one line to the other. Families indexed with \(\varepsilon > 0\) refer to any sequence \((\varepsilon_j)\) such that \(\varepsilon_j \to 0\) as \(j \to \infty\).

2.2. Tools for manifold-valued Sobolev functions. In this subsection, we collect a few auxiliary results. All the statements hold in more generality, but we present them here in a way that is tailored for applying them in later sections.

First, we present a lifting result for Sobolev functions with values in \(S^2\), which builds on the theory of fiber bundles, see e.g. [17, 32, 33] for selected references on the topic. For the reader’s convenience, we give the following definition: Let \(E, B, F\) be differentiable manifolds
and \( \pi : E \to B \) a differentiable map. The tuple \((E, B, F, \pi)\) is called a fiber bundle, if there exists an open cover \((U_r)_r\) of \(B\) and diffeomorphisms \(\phi_r : U_r \times F \to \pi^{-1}(U_r)\) such that \(\pi \circ \phi_r\) projects canonically onto the first coordinate. One usually refers to \(E\) as the total space, \(B\) the base space, \(F\) the fiber, \(U_r\) a trivial neighborhood, and \(\phi_r\) a trivialization.

Here, we are particularly interested in the projection
\[
\pi : \SO(3) \to S^2, \quad R \mapsto \Re_3,
\]
which maps each rotation to its third column. In light of [26, Example 7.20 a), Theorem 7.15], the map \(\pi\) is a smooth submersion, and hence the tuple \((\SO(3), S^2, \SO(2), \pi)\) is a fiber bundle, as a consequence of Ehresmann’s lemma [17].

With this fact in mind, the following lemma is a simple modification of the lifting result for Sobolev functions defined on the open unit disk in [6, Proposition 5]; the latter, in turn, builds on similar arguments as [33, Proposition 4.10].

**Lemma 2.1 (Lifting of \(S^2\)-valued Sobolev functions).** Let \(\omega \subset \mathbb{R}^2\) be a bounded Lipschitz domain that satisfies the hypothesis (H) and let \(\Sigma \in W^{1,p}(\omega; S^2)\) for \(p > 2\). Then, there exists \(R \in W^{1,p}(\omega; \SO(3))\) such that \(\Re_3 = \Sigma\) a.e. in \(\omega\).

**Proof.** Let \(\phi : B(0,1) \to \omega\) be the bi-Lipschitz map according to assumption (H). Then,
\[
\tilde{\Sigma} := \Sigma \circ \phi \in W^{1,p}(B(0,1); S^2),
\]
see e.g. [22, Corollary 1, page 303]. Now, we apply [6, Proposition 5] to find a function \(\tilde{R} \in W^{1,p}(B(0,1); \SO(3))\) such that \(\Re_3 = \tilde{\Sigma}\). The composition \(R := \tilde{R} \circ \phi^{-1} \in W^{1,p}(\omega; \SO(3))\) is then the sought lift; indeed,
\[
\Re_3 = \pi \circ R = \pi \circ \tilde{R} \circ \phi^{-1} = \tilde{\Sigma} \circ \phi^{-1} = \Sigma \circ \phi \circ \phi^{-1} = \Sigma,
\]
with \(\pi\) as in (2.1). \(\square\)

**Remark 2.2 (Non-uniqueness of lifts).** This remark shows that the liftings obtained in Lemma 2.1 are generally not unique. To give an explicit example, let \(\Sigma \in W^{1,p}(\omega; S^2)\) for \(p > 2\) and assume that there is \(\eta > 0\) such that the intersection of the image \(\Sigma(\omega)\) with the cylinder \(B(0,\eta) \times \mathbb{R} \subset \mathbb{R}^3\) is empty. Under this assumption, \(\Sigma_1^2 + \Sigma_2^2 = 1 - \Sigma_3^2 \geq \eta^2\).

Then, the functions \(R, S \in W^{1,p}(\omega; \SO(3))\) defined by
\[
\Re_3 = \Sigma, \quad \Re_2 = \frac{1}{\sqrt{\Sigma_1^2 + \Sigma_2^2}}(-\Sigma_2, \Sigma_1, 0), \quad \Re_1 = \Re_2 \times \Re_3,
\]
and
\[
\Se_3 = \Sigma, \quad \Se_2 = \frac{1}{\sqrt{\Sigma_1^2 + \Sigma_2^2}}(-\Sigma_1 \Sigma_3, -\Sigma_2 \Sigma_3, 1 - \Sigma_3^2), \quad \Se_1 = \Se_2 \times \Se_3,
\]
are both lifts of \(\Sigma\) in the sense of Lemma 2.1.

Next, we present a elementary extension result on Sobolev functions with values in \(\SO(3)\), based on nearest point projections. The reader will notice that the result is also true more generally for compact embedded submanifolds of \(\mathbb{R}^n\).

**Lemma 2.3 (Sobolev-extension of \(\SO(3)\)-valued maps).** Let \(2 < p \leq \infty\) and \(U \subset \mathbb{R}^2\) a bounded Lipschitz domain. If \(R \in W^{1,p}(U; \SO(3))\), then there exist an open set \(V \subset \mathbb{R}^2\) with \(U \Subset V\) and an extension \(\bar{R} \in W^{1,p}(V; \SO(3))\) of \(R\).

**Proof.** According to standard Sobolev theory, the function \(R \in W^{1,p}(U; \SO(3))\) can be extended to an element in \(W^{1,p}(\mathbb{R}^2; \mathbb{R}^{3 \times 3})\) with compact support, which we denote again by \(R\). From the tubular neighborhood theorem [26, Propositions 6.17 and 6.18], we conclude the existence of
an open bounded neighborhood $\mathcal{T} \subset \mathbb{R}^{3 \times 3}$ of $SO(3)$ with $0 \notin \mathcal{T}$ and a smooth retraction map $r : \mathcal{T} \to SO(3)$, i.e.,

$$r|_{SO(3)} = \text{id}_{\mathbb{R}^{3 \times 3}}.$$  

By shrinking $\mathcal{T}$ if necessary, we may assume that $r$ is smooth up to the boundary.

Let us consider the preimage

$$V = R^{-1}(\mathcal{T}).$$

We observe that $V$ is open, since $R$ is continuous by Sobolev embedding and that $V$ is bounded as a consequence of $0 \notin \mathcal{T}$ and the fact that $R$ vanishes outside of a bounded set. Besides, $U \subset R^{-1}(SO(3))$ is compactly contained in $V$.

Finally, we define $\bar{R} = r \circ R|_V : V \to SO(3)$, which, in view of

$$\bar{R}|_U = r|_{SO(3)} \circ R|_U = R|_U,$$

is indeed an extension of $R$. As $\bar{R}$ is the composition of a smooth function (up to the boundary) with a $W^{1,p}$-Sobolev map on the bounded set $V$, it follows that $\bar{R} \in W^{1,p}(V; SO(3))$. This proves the claim. □

Finally, we state for the reader’s convenience a special case of a well-known density result for manifold-valued Sobolev functions, see e.g. [24, Theorem 2.1].

**Lemma 2.4 (Density of smooth functions).** Let $U \subset \mathbb{R}^2$ be open and bounded. The set of smooth functions $C^\infty(U; SO(3))$ is dense in $W^{1,p}(U; SO(3))$ for all $p \geq 2$.

### 3. Proof of necessity

Before we go into details of the asymptotic analysis of weakly convergent sequences as in the definition of $\mathcal{A}_0$ (see [12]), let us point out a basic observation about the structure of elements $u_\varepsilon \in \mathcal{A}_\varepsilon$. As a consequence of the well-known rigidity result by Reshetnyak [30], it holds that $u_\varepsilon$ is a rigid body motion on each connected component of $Y_\varepsilon^{rig} \cap \Omega$, or in other words, on each individual fiber inside $\Omega$.

The next lemma establishes the connection between neighboring fibers by estimating the difference between their associated rotations. It constitutes a generalization of [11, Lemma 2.4] to three dimensions, a broader class of domains, and $p \geq 1$. For an illustration of the geometric set-up, see Figure 2.

**Lemma 3.1.** For given $m \in \mathbb{R}$ and $L_1, L_2, L_3 > 0$, let $E = E' \times (0, L_3) \subset \mathbb{R}^3$ with

$$E' = \{(x_1, x_2) \in \mathbb{R}^2 : 0 < x_1 < L_1, mx_1 < x_2 < mx_1 + L_2 \}$$  

and $d = (1 + m^2)^{-1/2} (e_1 + me_2) \in \mathbb{R}^3$. Further, let $w_i : E \to \mathbb{R}^3$ for $i = 1, 2$ be affine functions given by $w_i(x) = A_ix + b_i$ for $x \in E$ with $A_i \in \mathbb{R}^{3 \times 3}$ and $b_i \in \mathbb{R}^3$.

If $v \in W^{1,p}(E; \mathbb{R}^3)$ with $p \geq 1$ satisfies the partial boundary conditions

$$v = w_1 \text{ on } \partial E \cap \{x_1 = 0\} \quad \text{and} \quad v = w_2 \text{ on } \partial E \cap \{x_1 = L_1\}$$

in the sense of traces, then

$$\int_E \left| \partial_d v \right|^p \, dx \geq \frac{C|E|L_3^p}{(1 + |m|^p)^{p_1}} |(A_2 - A_1)e_3|^p$$

with a constant $C > 0$ depending only on $p$.

**Proof.** Since the inequality (3.3) is continuous in $v$ with respect to the $W^{1,p}$-norm, it suffices by a density argument to prove the statement for smooth functions $v$ that attain the boundary values (3.2) classically.
A change of variables gives
\[
\int_E |\partial_y v(x)|^p \, dx = \frac{1}{(1 + m^2)^{p/2}} \int_Q |\partial_1 u(y)|^p \, dy
\]
\[
= \frac{1}{(1 + m^2)^{p/2}} \int_{L_2}^{L_1} \int_{L_2}^{L_1} \int_{L_1}^{L_3} |\partial_1 u(y_1, y_2, y_3)|^p \, dy_1 \, dy_2 \, dy_3,
\]  

where \( u(y) = v(y_1, y_2 + my_1, y_3) \) for \( y = (y_1, y_2, y_3) \in Q = (0, L_1) \times (0, L_2) \times (0, L_3) \). By Jensen’s inequality, applied iteratively to the one-dimensional integrals over \((0, L_1)\) and \((0, L_2)\), we obtain in view of the assumption on the boundary values of \( v \) in (3.2) that
\[
\int_Q |\partial_1 u(y)|^p \, dy \geq (L_1 L_2)^{1-p} \int_0^{L_3} \int_0^{L_2} \int_0^{L_1} |v(y_1, y_2 + mL_1, y_3) - v(0, y_2, y_3)|^p \, dy_1 \, dy_2 \, dy_3
\]
\[
\geq (L_1 L_2)^{1-p} \int_0^{L_3} \int_0^{L_2} \left| \sum_{k=2}^{3} y_k (A_2 - A_1) e_k \right| dy_2 + L_1 A_2 e_1 + mL_1 A_2 e_2 + b_2 - b_1 \right|^p dy_3
\]
\[
\geq \frac{L_2}{L_1^{p-1}} \min_{b \in \mathbb{R}^3} \int_0^{L_3} \left| y_3 (A_2 - A_1) e_3 + b \right|^p dy_3.
\]  

Next, we address the optimization problem in (3.5). The observation that any minimizer is parallel to \((A_2 - A_1) e_3\), which follows from the elementary estimate
\[
|a + b|^2 \geq |a|^2 + |b|^2 - 2|a||b| = |a - \frac{|b|}{|a|} a|^2 \quad \text{for any } a, b \in \mathbb{R}^3 \text{ with } a \neq 0,
\]
allows us to reduce (3.5) to a one-dimensional minimization. Then,
\[
\min_{b \in \mathbb{R}^3} \int_0^{L_3} |y_3 (A_2 - A_1) e_3 + b|^p dy_3 = \min_{\lambda \in \mathbb{R}} \int_0^{L_3} |y_3 + \lambda|^p |(A_2 - A_1) e_3|^p dy_3.
\]  

We join (3.6) with (3.5) and (3.4) to conclude that
\[
\int_E |\partial_y v(x)|^p \, dx \geq \frac{L_3^{p+1} L_2}{2^p (p + 1) (1 + m^2)^{p/2} L_1^{p-1}} |(A_2 - A_1) e_3|^p.
\]

This finishes the proof, considering that \(|E| = L_1 L_2 L_3\) and \((1 + m^2)^{p/2} \leq c(1 + |m|^p)\) with a constant \(c > 0\) depending on \(p\). □

With these preparations, we can now prove the following proposition, which implies the necessity statement of Theorem 1.1. The arguments combine ideas from the related papers [11, 20] along with the new estimates from Lemma 3.1.
Proposition 3.2. Let $p > 1$ and suppose that $(u_\varepsilon)_\varepsilon \subset W^{1,p}(\Omega; \mathbb{R}^3)$ is a sequence with
\[ \nabla u_\varepsilon \in \text{SO}(3) \text{ a.e. in } Y^{rig}_\varepsilon \cap \Omega \] (3.7)
for all $\varepsilon$, such that $u_\varepsilon \to u$ in $W^{1,p}(\Omega; \mathbb{R}^3)$ for $u \in W^{1,p}(\Omega; \mathbb{R}^3)$. Then,
\[ \partial_3 u \in W^{1,p}(\omega; \mathbb{R}^3) \text{ with } |\partial_3 u| = 1 \text{ a.e. in } \omega, \]
or equivalently, there are $\Sigma \in W^{1,p}(\omega; \mathbb{S}^2)$ and $d \in W^{1,p}(\omega; \mathbb{R}^3)$ with
\[ u(x) = x_3 \Sigma(x') + d(x'), \quad x \in \Omega. \]

Proof. By an exhaustion argument, it suffices to prove for any cylindrical open set $U = U' \times (0, L) \subset \Omega$ with $U' \Subset \omega$ that $\partial_3 u \in W^{1,p}(U'; \mathbb{R}^3)$ and $|\partial_3 u| = 1$ a.e. in $U'$.

We define for $\varepsilon > 0$,
\[ P_k^\varepsilon = \varepsilon (k + Y) \times (0, L) \quad \text{for } k \in \mathbb{Z}^2, \] (3.8)
and let the index set $I_\varepsilon$ label the cuboids $P_k^\varepsilon$ overlapping with $U$ i.e., $I_\varepsilon = \{k \in \mathbb{Z}^2 : P_k^\varepsilon \cap U \neq \emptyset \}$. Choosing $\varepsilon > 0$ sufficiently small, we may assume that
\[ U \subset \bigcup_{k \in I_\varepsilon} P_k^\varepsilon \subset \Omega. \] (3.9)

We split the rest of the proof in four steps.

Step 1: Rigidity and approximation by piecewise affine functions. In this step, we tailor the strategy of [11] Proposition 2.1] to our setting, where the rigid components are thin in two directions instead of one. Precisely, for every $k \in I_\varepsilon$, we apply the well-known rigidity result by Reshetnyak [30] in $Y^{rig}_\varepsilon \cap P_k^\varepsilon$ (recall $Y^{rig}_\varepsilon$ from [1.3]), to find rotation matrices $R_k^\varepsilon \in \text{SO}(3)$ and translation vectors $b_k^\varepsilon \in \mathbb{R}^3$ such that
\[ u_\varepsilon(x) = R_k^\varepsilon x + b_k^\varepsilon \quad \text{for } x \in Y^{rig}_\varepsilon \cap P_k^\varepsilon. \] (3.10)

For every $\varepsilon > 0$, we consider the auxiliary function $w_\varepsilon = \sigma_\varepsilon + b_\varepsilon \in L^\infty(\Omega; \mathbb{R}^3)$ given by
\[ \sigma_\varepsilon(x) = \sum_{k \in I_\varepsilon} (R_k^\varepsilon x) 1_{P_k^\varepsilon}(x), \quad \text{and} \quad b_\varepsilon(x) = \sum_{k \in I_\varepsilon} b_k^\varepsilon 1_{P_k^\varepsilon}(x), \quad x \in \Omega. \]

We show that
\[ \lim_{\varepsilon \to 0} \|u_\varepsilon - w_\varepsilon\|_{L^p(U; \mathbb{R}^3)} = 0. \] (3.11)

Indeed, with $u_\varepsilon = w_\varepsilon$ in $Y^{rig}_\varepsilon \cap P_k^\varepsilon$ for each index $k \in I_\varepsilon$ and Poincaré’s inequality applied in the cross-section variables, it follows that
\[
\int_{P_k^\varepsilon} |u_\varepsilon - w_\varepsilon|^p \, dx = \int_0^L \int_{(Y^{rig}_\varepsilon \cap P_k^\varepsilon)'} |u_\varepsilon - w_\varepsilon|^p \, dx' \, dx_3 \leq C \varepsilon^p \int_0^L \int_{(Y^{rig}_\varepsilon \cap P_k^\varepsilon)'} |\nabla' u_\varepsilon - \nabla' w_\varepsilon|^p \, dx' \, dx_3 \leq C \varepsilon^p \int_{Y^{rig}_\varepsilon \cap P_k^\varepsilon} |\nabla u_\varepsilon - R_k^\varepsilon|^p \, dx \leq C \varepsilon^p \int_{P_k^\varepsilon} |\nabla u_\varepsilon - \nabla w_\varepsilon|^p \, dx \leq C \varepsilon^p \left( \|\nabla u_\varepsilon\|_{L^p(P_k^\varepsilon; \mathbb{R}^3 \times 3)} + |P_k^\varepsilon| \right),
\]
here, we have used in particular that $u_\varepsilon - w_\varepsilon = 0$ on $\partial_3 \Omega_k^\varepsilon = \partial(Y^{rig}_\varepsilon \cap P_k^\varepsilon)'$ in the sense of traces and that the Poincaré constant scales linearly with the diameter of the domain. Summing over all $k \in I_\varepsilon$ then yields
\[
\|u_\varepsilon - w_\varepsilon\|_{L^p(U; \mathbb{R}^3)} \leq C \varepsilon^p \left( \|u_\varepsilon\|_{W^{1,p}(\Omega; \mathbb{R}^3)} + |\Omega| \right)
\]
in light of [3.9]. Since $(u_\varepsilon)_\varepsilon$ is bounded in $W^{1,p}(\Omega; \mathbb{R}^3)$ as a weakly convergent sequence, we conclude [3.11].
As a consequence, \((w_\varepsilon)_\varepsilon\) is bounded in \(L^p(U;\mathbb{R}^3)\) and, thus, as \((\sigma_\varepsilon)_\varepsilon\) is uniformly bounded in \(L^\infty(U;\mathbb{R}^3)\), the sequence \((b_\varepsilon)_\varepsilon\) is bounded in \(L^p(U;\mathbb{R}^3)\) as well. Therefore, (after passing to non-relabeled subsequences) there exist limit functions \(\sigma \in L^\infty(U;\mathbb{R}^3)\) and \(b \in L^p(U;\mathbb{R}^3)\) such that \(\sigma_\varepsilon \rightharpoonup \sigma\) in \(L^\infty(U;\mathbb{R}^3)\) and \(b_\varepsilon \rightharpoonup b\) in \(L^p(U;\mathbb{R}^3)\). Since this implies \(w_\varepsilon \rightharpoonup \sigma + b\) in \(L^p(U;\mathbb{R}^3)\), we finally deduce the identity
\[
u = \sigma + \hat{b},
\]in light of the weak convergence of \((u_\varepsilon)_\varepsilon\) and \((3.11)\); note that \(\hat{b}\) is independent of \(x_3\).

**Step 2: Compactness of an auxiliary function.** For \(\varepsilon > 0\), define \(\Sigma_\varepsilon \in L^\infty(\omega;\mathcal{S}^2)\) by
\[
\Sigma_\varepsilon(x') = \int_{k \in I_\varepsilon} R^k_\varepsilon e^3 \mathbb{1}_{\varepsilon(k+Y)}(x'), \quad x' \in \omega,
\]
with \(R^k_\varepsilon\) as in \((3.10)\). We will show with the help of the Fréchet-Kolmogorov compactness theorem and the estimates of Lemma 3.1 that \((\Sigma_\varepsilon)_\varepsilon\) has a strongly convergent subsequence. The proof strategy is inspired by and follows the lines of \([20, \text{Theorem 4.1}]\). The main difference in our approach is the estimates for the rotations on two neighboring cells, as derived in Lemma 3.1.

Let us introduce the following sets: For \(\varepsilon > 0\) and \(k \in \mathbb{Z}^2\), we take \(E^k_{\varepsilon} \rightarrow, E^k_{\varepsilon} \uparrow \subset \mathbb{R}^2\) to be the open parallelograms determined by the two parallel lines
\[
a^k_\varepsilon + \varepsilon \left(\left\{\frac{\delta}{2}\right\} \times \left(-\frac{\delta}{2}, \frac{\delta}{2}\right)\right) \quad \text{and} \quad a^k_\varepsilon + \varepsilon \left(\left\{\frac{\delta}{2}\right\} \times \left(-\frac{\delta}{2}, \frac{\delta}{2}\right)\right),
\]
and
\[
a^k_\varepsilon + \varepsilon \left((-\frac{\delta}{2}, \frac{\delta}{2}) \times \left\{\frac{\delta}{2}\right\}\right) \quad \text{and} \quad a^k_\varepsilon + \varepsilon \left((-\frac{\delta}{2}, \frac{\delta}{2}) \times \left\{\frac{\delta}{2}\right\}\right),
\]
respectively; for simplicity, we restrict ourselves to the special case when the centers \(a^k_\varepsilon\) of the squares \(S^k_\varepsilon\) (cf. \((1.2)\)) are periodically arranged and given by \(a^k_\varepsilon = \varepsilon(k + a)\) with a fixed \(a \in [\alpha + \frac{\delta}{2}, 1 - \alpha - \frac{\delta}{2})\). This specific choice of \(a^k_\varepsilon\) means that the \(E^k_{\varepsilon} \rightarrow\) and \(E^k_{\varepsilon} \uparrow\) are in fact rectangles, as illustrated in Figure 3. In Remark 3.3 below, we explain how the arguments can be modified to cover the general case.
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**Figure 3.** Illustration of a scaled and translated unit cell and two of its neighbors; the rectangles \(E^k_{\varepsilon} \rightarrow\) and \(E^k_{\varepsilon} \uparrow\) connect the horizontally and vertically neighboring squares \(S^k_\varepsilon = a^k_\varepsilon + \varepsilon(-\frac{\delta}{2}, \frac{\delta}{2})^2\), respectively.

Moreover, let \(N^k_\varepsilon\) be the union of \(\varepsilon(k + Y)\) and its eight neighboring cells, i.e.,
\[
N^k_\varepsilon = \bigcup_{e \in J_k} \varepsilon(e + Y) \quad \text{with} \quad J_k = k + \{0, \pm e_1, \pm e_2, (\pm 1, \pm 1)\} \subset \mathbb{Z}^2;
\]
observe that $N^k_\varepsilon \subset \omega$ for $\varepsilon$ sufficiently small.

Let $x' \in \varepsilon (k + Y)$ and $y' \in N^k_\varepsilon$ with $k \in I_\varepsilon$. Then,
\[
|\Sigma_\varepsilon (x') - \Sigma_\varepsilon (y')|^p \leq C \left( \sum_{e \in J_k \cap (J_k - e_1)} |(R^{e+e_1}_\varepsilon - R^{e}_\varepsilon)e_3|^p + \sum_{e \in J_k \cap (J_k - e_2)} |(R^{e+e_2}_\varepsilon - R^{e}_\varepsilon)e_3|^p \right).
\]
To each term on the right-hand side, we now apply Lemma 3.1, or the analogon thereof for switched roles of the variables $x_1$ and $x_2$, with $m = 0$ and the domains $E = E_{\varepsilon}^{k,\top} \times (0, L)$ and $E = E_{\varepsilon}^{k,\top} \times (0, L)$ (cf. (3.14) and (3.15)), respectively, to find that
\[
|\Sigma_\varepsilon (x') - \Sigma_\varepsilon (y')|^p \leq C \varepsilon^{-2} \left( \sum_{e \in J_k \cap (J_k - e_1)} \| \partial_1 u_e \|^p_{L^p ((0, L); \mathbb{R}^3)} + \sum_{e \in J_k \cap (J_k - e_2)} \| \partial_2 u_e \|^p_{L^p ((0, L); \mathbb{R}^3)} \right)
\]
\[
\leq C \varepsilon^{-2} \| \nabla' u_x \|^p_{L^p (\varepsilon (k + U'; \mathbb{R}^3 \times 2))},
\] (3.16)
where $C > 0$ depends on $L$, $p$ and $\delta$.

Now, let $\xi \in \mathbb{R}^2$ be such that $|\xi| < \frac{1}{2} \text{dist}(U', \partial \omega)$ and set $m_\varepsilon = \lceil \frac{|\xi|}{\varepsilon} \rceil$ with $|\xi|_{\infty} := \max \{|\xi_1|, |\xi_2|\}$. Choosing $m_\varepsilon + 1$ points $0 = \xi^{(0)}, \xi^{(1)}, \ldots, \xi^{(m_\varepsilon)} = \xi$ such that $|\xi^{(j)} - \xi^{(j+1)}|_{\infty} \leq \varepsilon$ for every $j = 0, \ldots, m_\varepsilon - 1$ generates a discrete path from the origin to $\xi$ with maximal step width $\varepsilon$, and it follows via a telescoping sum argument and the discrete Hölder’s inequality that
\[
|\Sigma_\varepsilon (x') - \Sigma_\varepsilon (x' + \xi)|^p \leq m_\varepsilon^{p-1} \sum_{j=0}^{m_\varepsilon-1} |\Sigma_\varepsilon (x' + \xi^{(j)}) - \Sigma_\varepsilon (x' + \xi^{(j+1)})|^p.
\]

After integration over $\varepsilon (k + Y)$ and along with (3.16), one obtains
\[
\int_{\varepsilon (k + Y)} |\Sigma_\varepsilon (x' + \xi) - \Sigma_\varepsilon (x')|^p \, dx' \leq C m_\varepsilon^{p-1} \varepsilon^p \sum_{j=0}^{m_\varepsilon-1} \| \nabla' u_x \|^p_{L^p ((N^{k+\xi^{(j)}}_\varepsilon + \xi^{(j)}) \times (0, L); \mathbb{R}^3 \times 2)}.
\]

By summing over all $k \in I_\varepsilon$, we infer in view of $m_\varepsilon \leq 2 \frac{|\xi|}{\varepsilon} + 1$ and the boundedness of the sequence $(\nabla' u_x)_\varepsilon \subset L^p (\Omega; \mathbb{R}^3 \times 2)$ that
\[
\int_{U'} |\Sigma_\varepsilon (x' + \xi) - \Sigma_\varepsilon (x')|^p \, dx' \leq C m_\varepsilon^{p-1} \varepsilon^p \sum_{j=0}^{m_\varepsilon-1} \sum_{k \in I_\varepsilon} \| \nabla' u_x \|^p_{L^p ((N^{k+\xi^{(j)}}_\varepsilon + \xi^{(j)}) \times (0, L); \mathbb{R}^3 \times 2)}
\]
\[
\leq C m_\varepsilon^{p} \varepsilon^p \| \nabla' u_x \|^p_{L^p (\Omega; \mathbb{R}^3 \times 2)} \leq C (|\xi|^p + \varepsilon^p),
\] (3.17)
for $\varepsilon > 0$ sufficiently small, with a constant $C > 0$ depending on $L$, $p$ and $\delta$.

Hence, the Fréchet-Kolmogorov theorem (see e.g. [1] Theorem 4.16) implies the existence of $\Sigma \in L^p (U'; \mathbb{R}^3)$ and a subsequence (not relabeled) of $(\Sigma_\varepsilon)_\varepsilon$ such that
\[
\Sigma_\varepsilon \rightharpoonup \Sigma \text{ in } L^p (U'; \mathbb{R}^3) \text{ and also pointwise a.e. in } U'.
\] (3.18)
Since $|\Sigma_\varepsilon| = 1$ in $U'$ (cf. (3.13)), the limit function $\Sigma$ satisfies
\[
|\Sigma| = 1 \text{ a.e. in } U'.
\]

**Step 3: Regularity of $\Sigma$.** If we divide (3.17) by $|\xi|^p$ and take the limit $\varepsilon \to 0$, it follows under consideration of (3.18) that
\[
\left\| \frac{\Sigma(\cdot + \xi) - \Sigma}{|\xi|} \right\|^p_{L^p (U'; \mathbb{R}^3)} \leq C,
\] (3.19)
which implies $\Sigma \in W^{1,p} (U'; \mathbb{R}^3)$.
Notice that the above-mentioned exhaustion argument exploits that the constant in (3.19) is independent of $U'$.

**Step 4: Properties of the limit deformation $u$.** Recall that $u = \sigma + \hat{b}$ with $\partial_3 \hat{b} = 0$ according to (3.12). Then,

$$\partial_3 u = \partial_3 (\sigma + \hat{b}) = \partial_3 \sigma = \Sigma,$$

where the last identity follows from the observation that $\partial_3 \sigma = \Sigma \rightarrow \Sigma$ by (3.18).

As an immediate consequence of (3.20),

$$\partial_3 u \in W^{1,p}(U'; \mathbb{R}^3)$$

with $|\partial_3 u| = 1$ a.e. in $U'$,

or equivalently, $u(x) = x_3 \Sigma(x') + d(x')$ with some $d \in W^{1,p}(U'; \mathbb{R}^3)$. This concludes the proof. □

**Remark 3.3 (General distribution of fiber cross-sections).** In Step 2 of the previous proof, it is assumed for simplicity that the squares $S^k_\varepsilon$ inside the fiber cross-sections $\omega^k_\varepsilon$ are periodically distributed. This remark addresses the necessary adaptations in order to cover the non-periodic case, where the sets $E^k_\varepsilon \rightarrow$ and $E^k_\varepsilon \uparrow$ in (3.14) and (3.15) may be general parallelograms. Indeed, in this case, we can derive the estimate

$$\int_{U'} |\Sigma(x' + \xi) - \Sigma(x'(x'))|^p \, dx' \leq C \sup_{k \in I_\varepsilon} (1 + \max\{|m^k_\varepsilon \rightarrow|, |m^k_\varepsilon \uparrow|\}) (|\xi|^p + \varepsilon^p),$$

where $C > 0$ depends on $L$, $\delta$ and $p$; here, the quantities $m^k_\varepsilon \rightarrow$, $m^k_\varepsilon \uparrow \in \mathbb{R}$ are the slopes corresponding to $E^k_\varepsilon \rightarrow$ and $E^k_\varepsilon \uparrow$, respectively, cf. Lemma 3.1. Under the assumptions (1.1) and (1.2), it holds that

$$\sup_{k \in I_\varepsilon} \max\{|m^k_\varepsilon \rightarrow|, |m^k_\varepsilon \uparrow|\} \leq \frac{1 - 2\alpha - \delta}{2\alpha},$$

which follows from a simple geometric argument, see Figure 4. Thus, combining (3.22) with (3.21) yields (3.17) with a constant depending on $L$, $p$ and $\delta$, as well as on $\alpha$.

![Figure 4. Illustration of $E^k_\varepsilon \rightarrow$ in the non-periodic case. The corresponding slope is determined by the side length $\varepsilon \delta$ of $S^k_\varepsilon$ and the parameter $\alpha$ as in (1.1).](image)

The following shows the exact differential inclusion (3.7) in Proposition 3.2 can be weakened to an approximate one, namely to (3.23) as below, without changing the result. Nevertheless, we have decided to provide the reader with both proofs, as they use different techniques and Section 6 builds on the arguments of Proposition 3.2.

**Proposition 3.4.** Let $p > 1$ and suppose that $(u_\varepsilon)_\varepsilon \subset W^{1,p}(\Omega; \mathbb{R}^3)$ is a sequence satisfying

$$\int_{Y^k_\varepsilon \cap \Omega} \text{dist}^p(\nabla u_\varepsilon, \text{SO}(3)) \, dx \leq C\varepsilon^\beta$$

(3.23)
for all $\varepsilon$, with a constant $C > 0$ and $\beta > 2p$. If $u_{\varepsilon} \rightharpoonup u$ in $W^{1,p}(\Omega; \mathbb{R}^3)$ for $u \in W^{1,p}(\Omega; \mathbb{R}^3)$, then there exist $\Sigma \in W^{1,p}(\omega; S^2)$ and $d \in W^{1,p}(\omega; \mathbb{R}^3)$ such that

$$u(x) = x_\Sigma x'(x') + d(x'), \quad x \in \Omega. \quad (3.24)$$

**Proof.** We use the same basic set-up as in the proof of Proposition 3.2. Recall in particular that $U = U' \times (0, L) \subset \Omega$ with $U' \subset \omega$, $P^k_\varepsilon$ from (3.8) for $\varepsilon > 0$ and $k \in \mathbb{Z}^2$, and the index set $I_\varepsilon$; furthermore, $\varepsilon$ is supposed to be small enough such that (3.9) holds.

The rest of the proof is organized in two steps.

**Step 1: Fiber-wise approximation by rigid body motions.** We apply the quantitative geometric rigidity estimate by Friesecke, James & Müller ([20, Theorem 3.1]) to each stiff sub-fiber $S^k_\varepsilon \times (0, L)$ for $k \in I_\varepsilon$ with $S^k_\varepsilon$ as in (1.2). This yields rotations $R^k_\varepsilon \in \text{SO}(3)$ such that

$$\|\nabla u_{\varepsilon} - R^k_\varepsilon\|_{L^p(S^k_\varepsilon \times (0, L); \mathbb{R}^{3 \times 3})} \leq C \varepsilon^{-2} \|\text{dist}(\nabla u_{\varepsilon}, \text{SO}(3))\|_{L^p(S^k_\varepsilon \times (0, L))}, \quad (3.25)$$

with a constant $C > 0$ independent of $k$ and $\varepsilon$. Notice that the scaling factor $\varepsilon^{-2}$ in (3.25) is correlated with the size of the squares $S^k_\varepsilon$. Indeed, this follows from a related scaling analysis for objects that are thin in one dimension as in [21 Theorem 6] and [10 Theorem 3.2.6], if we evoke the argument twice in two different directions.

Let $w_{\varepsilon} := \sigma_\varepsilon + b_\varepsilon \in L^p(\Omega; \mathbb{R}^3)$ with

$$\sigma_\varepsilon(x) = \sum_{k \in I_\varepsilon} R^k_\varepsilon x_\Sigma \mathbb{1}_{p^k_\varepsilon}(x) \quad \text{and} \quad b_\varepsilon(x) = \sum_{k \in I_\varepsilon} b^k_\varepsilon \mathbb{1}_{p^k_\varepsilon}(x), \quad x \in \Omega,$$

where $b^k_\varepsilon = \int_{S^k_\varepsilon \times (0, L)} u_{\varepsilon}(x) - R^k_\varepsilon x \, dx$. This choice of translations implies

$$\int_{S^k_\varepsilon \times (0, L)} u_{\varepsilon} - w_{\varepsilon} \, dx = 0,$$

and hence, enables an application of Poincaré’s inequality with mean-value condition on the sub-fibers. In doing so, we obtain

$$\|u_{\varepsilon} - w_{\varepsilon}\|_{L^p(S^k_\varepsilon \times (0, L); \mathbb{R}^3)} \leq C \|\nabla u_{\varepsilon} - R^k_\varepsilon\|_{L^p(S^k_\varepsilon \times (0, L); \mathbb{R}^{3 \times 3})} \quad (3.26)$$

with a constant $C > 0$ that does not depend on $\varepsilon$ and $k$.

Next, we utilize the previous estimates on (parts of) the stiff fibers in order to control the difference $u_{\varepsilon} - w_{\varepsilon}$ also on the soft components. To this end, we cover each $P^k_\varepsilon$ with $k \in I_\varepsilon$ by finitely many shifted versions of $S^k_\varepsilon \times (0, L)$; in view of (1.1) and (1.2), there are translation vectors $d^k_{\varepsilon,n} \in \mathbb{R}^2$ with $n = 1, \ldots, N := |\delta^{-2}|$ satisfying

$$P^k_\varepsilon \subset \bigcup_{n=1}^N (S^k_\varepsilon + d^k_{\varepsilon,n}) \times (0, L) \quad (3.27)$$

up to a set of zero measure. Then,

$$\int_{(S^k_\varepsilon + d^k_{\varepsilon,n}) \times (0, L)} |u_{\varepsilon} - w_{\varepsilon}|^p \, dx \leq C \int_{S^k_\varepsilon \times (0, L)} |u_{\varepsilon} - w_{\varepsilon}|^p \, dx + C \int_{S^k_\varepsilon \times (0, L)} |(u_{\varepsilon} - w_{\varepsilon})(x) - (u_{\varepsilon} - w_{\varepsilon})(x + d^k_{\varepsilon,n})|^p \, dx$$

$$\leq C \left( \|u_{\varepsilon} - w_{\varepsilon}\|_{L^p(S^k_\varepsilon \times (0, L); \mathbb{R}^3)} + |d^k_{\varepsilon,n}|^p \|\nabla u_{\varepsilon} - \nabla' w_{\varepsilon}\|_{L^p(P^k_\varepsilon; \mathbb{R}^{3 \times 2})} \right),$$

and consequently, in view of (3.27),

$$\int_{P^k_\varepsilon} |u_{\varepsilon} - w_{\varepsilon}|^p \, dx \leq C \left( \|u_{\varepsilon} - w_{\varepsilon}\|_{L^p(S^k_\varepsilon \times (0, L); \mathbb{R}^3)} + \varepsilon^p \|\nabla u_{\varepsilon}\|_{L^p(P^k_\varepsilon; \mathbb{R}^{3 \times 3})} + \varepsilon^p \|P^k_\varepsilon\| \right).$$
Summing this inequality over all \( k \in I_\varepsilon \), we conclude together with (3.25) and (3.26) that
\[
\int_U |u_\varepsilon - w_\varepsilon|^p \, dx \leq C (\varepsilon^{-2p} \| \text{div} (\nabla u_\varepsilon, \text{SO}(3)) \|_{p}^p + \varepsilon^p \| u_\varepsilon \|_{W^{1,p}(\Omega; \mathbb{R}^3)}^p + \varepsilon^p |\Omega|),
\]
and finally in light of assumption (3.23),
\[
\| u_\varepsilon - w_\varepsilon \|_{L^p(\mathbb{R}; \mathbb{R}^3)} \leq C (\varepsilon \beta^{-2} + \varepsilon),
\tag{3.28}
\]
where the constant \( C > 0 \) is independent of \( \varepsilon \).

Since \( \beta > 2p \), this shows in particular that the sequences \((w_\varepsilon)_\varepsilon\) and \((u_\varepsilon)_\varepsilon\) have an identical weak \( L^p \)-limit, namely \( u \).

Step 2: Compactness result. We consider the functions
\[
\Sigma_\varepsilon(x') = \sum_{k \in I_\varepsilon} R^k \epsilon_a \mathbb{1}_{\epsilon(k+1)}(x'), \quad x' \in \omega,
\]
with \( R^k \epsilon \) as in Step 1, and observe that \( \Sigma_\varepsilon \to \partial_3 \sigma_\varepsilon = \partial_3 w_\varepsilon \).

Let \( \xi \in \mathbb{R}^2 \) with \( |\xi| < \frac{1}{2} \text{dist}(U', \partial \omega) \). In analogy to the optimization argument in the proof of Lemma 3.1,
\[
\| w_\varepsilon(\cdot + \xi) - w_\varepsilon \|_{L^p(\mathbb{R}; \mathbb{R}^3)}^p = \sum_{k \in I_\varepsilon} \int_{U} |(R^k - R^k_\varepsilon) x + R^k_\varepsilon \xi + b^k_\varepsilon - b^k_\varepsilon |^p \, dx
\geq C \sum_{k \in I_\varepsilon} |R^k_\varepsilon \xi + b^k_\varepsilon |^p_{L^p(U; \mathbb{R}^3)} \geq C \| \Sigma_\varepsilon(\cdot + \xi) - \Sigma_\varepsilon \|_{L^p(U'; \mathbb{R}^3)},
\tag{3.29}
\]
where \(|\eta| = (|\eta_1|, |\eta_2|)\) for \( \eta \in \mathbb{R}^2 \). The left-hand side in (3.29) can be estimated from above by
\[
\| w_\varepsilon(\cdot + \xi) - w_\varepsilon \|_{L^p(U'; \mathbb{R}^3)} \leq \| w_\varepsilon(\cdot + \xi) - u_\varepsilon(\cdot + \xi) \|_{L^p(U'; \mathbb{R}^3)} + \| u_\varepsilon(\cdot + \xi) - u_\varepsilon \|_{L^p(U'; \mathbb{R}^3)} + \| w_\varepsilon - u_\varepsilon \|_{L^p(U'; \mathbb{R}^3)}
\leq 2 \| w_\varepsilon - u_\varepsilon \|_{L^p(U'; \mathbb{R}^3)} + |\xi| \| \nabla u_\varepsilon \|_{L^p(\Omega; \mathbb{R}^3 \times \mathbb{R}^2)}.
\]

Hence, it follows along with (3.28) that
\[
\| \Sigma_\varepsilon(\cdot + \xi) - \Sigma_\varepsilon \|_{L^p(U'; \mathbb{R}^3)} \leq C (|\xi| + \varepsilon \beta^{-2} + \varepsilon),
\]
with \( C > 0 \) independent of \( \varepsilon \). The Fréchet-Kolmogorov theorem [1, Theorem 4.16] then implies once again that there exists \( \Sigma \in L^p(U'; \mathbb{R}^3) \) and a non-relabeled subsequence of \((\Sigma_\varepsilon)_\varepsilon\) with \( \Sigma_\varepsilon \to \Sigma \) in \( L^p(U'; \mathbb{R}^3) \) and pointwise a.e. in \( U' \), and consequently, \( \Sigma \in \mathcal{S}^2 \) a.e. in \( U' \).

Step 3: Conclusion. The statement follows immediately, if we repeat Steps 3 and 4 in the proof of Proposition 3.2. \( \square \)

We conclude this section with a brief comment on the validity of Proposition 3.4 for scaling exponents \( \beta \leq 2p \).

Remark 3.5 (Optimal scaling exponent). Note that the statement of Proposition 3.4 is not true for \( \beta \leq p \) in general. If we consider for simplicity a suitable cuboid \( \Omega \subset \mathbb{R}^3 \), then this is a direct consequence of the related theory of layered composites in [12, Section 2 and Corollary 3.8].

To see this, we first introduce the collection of rigid layers
\[
X^\text{rig}_\varepsilon = \bigcup_{i \in \mathbb{Z}} \varepsilon (i + [\alpha, 1 - \alpha]) \times \mathbb{R}^2
\tag{3.30}
\]
for $\varepsilon > 0$ with $\alpha \in (0, \frac{1}{2})$ as in [11] and observe that $Y_{\varepsilon}^{rig} \subset X_{\varepsilon}^{rig}$. Following [12] Example 2.3 and Lemma 2.1], let $u_\varepsilon : \Omega \to \mathbb{R}^3$ be a Lipschitz function that induces uniform bending of all stiff layers in $\Omega$; naturally, $u_\varepsilon$ also deforms all fibers in $\Omega$ in the same way. The elastic energy contribution of $u_\varepsilon$ on the stiff components can be estimated by

$$\int_{Y_{\varepsilon}^{rig} \cap \Omega} \text{dist}^p(\nabla u_\varepsilon, SO(3)) \, dx \leq \int_{X_{\varepsilon}^{rig} \cap \Omega} \text{dist}^p(\nabla u_\varepsilon, SO(3)) \, dx \leq C\varepsilon^p,$$

where the constant $C > 0$ is independent of $\varepsilon$. Since the weak $W^{1,p}$-limit of $(u_\varepsilon)_\varepsilon$ cannot be expressed in the form (3.24), it is confirmed that Proposition 3.4 fails for $\beta \in (p, 2p)$. Whether Proposition 3.4 is valid in the scaling regimes $\beta \in (p, 2p)$, though, remains an interesting open problem.

4. Proof of Sufficiency in Theorem 1.1

The main ingredient for the construction of approximating sequences in the proof of Theorem 1.1 is a suitable approximation of the identity in two dimensions that is constant on the cross section of the fibers. The following lemma can be viewed as a generalization of the one-dimensional result in [11] Lemma 4.3.

Lemma 4.1 (Approximation of the identity). Let $U \subset \mathbb{R}^2$ be a bounded Lipschitz domain and $\alpha \in (0, \frac{1}{2})$. Further, let $\omega_\varepsilon^k \subset \mathbb{R}^2$ with $\varepsilon > 0$ and $k \in \mathbb{Z}^2$ be open domains satisfying (1.1), i.e.,

$$\omega_\varepsilon^k \subset \varepsilon(k + [\alpha, 1 - \alpha)^2).$$

Then, there exists a sequence $(\varphi_\varepsilon)_\varepsilon \subset W^{1,\infty}(U; \mathbb{R}^2)$ with the following properties:

i) $\sup_{\varepsilon > 0} \|\nabla \varphi_\varepsilon\|_{L^\infty(U; \mathbb{R}^{2 \times 2})} < \frac{1}{\varepsilon}$;

ii) $\varphi_\varepsilon$ is constant on $\omega_\varepsilon^k \cap U$ for every $k \in \mathbb{Z}^2$ and $\varepsilon > 0$;

iii) $\varphi_\varepsilon(\varepsilon(k + [-\alpha, 1 - \alpha)^2)) \cap \varphi_\varepsilon(\varepsilon(j + [-\alpha, 1 - \alpha)^2)) = \emptyset$ for all $k, j \in \mathbb{Z}^2$ with $k \neq j$ and every $\varepsilon > 0$;

iv) $\varphi_\varepsilon \to \text{id}_{\mathbb{R}^2}$ uniformly in $U$ as $\varepsilon \to 0$.

Proof. We consider the translated unit cell $Z := Y - \alpha(e_1 + e_2) = [-\alpha, 1 - \alpha)^2$ and its partition $Z = \bigcup_{i=1}^4 Z_i$ with

$$Z_1 = [-\alpha, \alpha)^2, \quad Z_2 = [-\alpha, \alpha) \times [\alpha, 1 - \alpha), \quad Z_3 = [\alpha, 1 - \alpha)^2, \quad Z_4 = [\alpha, 1 - \alpha) \times [-\alpha, \alpha),$$

see Figure 5. Define $\varphi : \mathbb{R}^2 \to \mathbb{R}^2$ to be a continuous and piecewise affine function with $Z$-periodic gradients given by

$$\nabla' \varphi = \begin{cases} \frac{1}{\sqrt{2}}(e_1|e_2) & \text{in } Z_1, \\ \frac{1}{\sqrt{2}}(e_1|0) & \text{in } Z_2, \\ 0 & \text{in } Z_3, \\ \frac{1}{\sqrt{2}}(0|e_2) & \text{in } Z_4, \end{cases}$$

that is, up to a translation,

$$\varphi(k + z') = k + \begin{cases} \frac{1}{\sqrt{2}} z' & \text{for } z' \in Z_1, \\ \frac{1}{\sqrt{2}} z_1 e_1 + \frac{1}{2} e_2 & \text{for } z' \in Z_2, \\ \frac{1}{2}(e_1 + e_2) & \text{for } z' \in Z_3, \\ \frac{1}{\sqrt{2}} z_2 e_2 + \frac{1}{2} e_1 & \text{for } z' \in Z_4, \end{cases}$$

for $z' = (z_1, z_2) \in Z$ and $k \in \mathbb{Z}^2$. 
Based on the above definitions, we introduce for each \( \varepsilon > 0 \) a Lipschitz function

\[
\varphi_\varepsilon(x') = \varepsilon \varphi \left( \frac{x'}{\varepsilon} \right) + d_\varepsilon \quad \text{for } x' \in U,
\]

with the translation \( d_\varepsilon \in \mathbb{R}^2 \) such that

\[
\int_U \varphi_\varepsilon(x') \, dx' = \int_U x' \, dx'.
\]

Since \( \nabla' \varphi_\varepsilon = \nabla' \varphi(\cdot) \) on \( U \), we obtain i) immediately from the observation that \( |\nabla' \varphi| \leq \frac{\sqrt{2}}{2\alpha} \), and ii) follows since (1.1) translates into \( \omega_k - \varepsilon k \subset \varepsilon Z_3 \) for all \( k \in \mathbb{Z}^2 \) and \( \varepsilon > 0 \) and \( \nabla' \varphi = 0 \) on \( Z_3 \). Moreover, it follows from (4.3) and (4.2) that

\[
\varphi_\varepsilon(\varepsilon(k + Z)) = \varepsilon \varphi(k + Z) + d_\varepsilon = \varepsilon(k + [-\frac{1}{2}, \frac{1}{2}]) + d_\varepsilon,
\]

for every \( \varepsilon > 0 \) and every \( k \in \mathbb{Z}^2 \), which implies iii).

As for the proof of iv), we use the Riemann-Lebesgue lemma on the weak convergence of periodically oscillating sequences in conjunction with (4.1) to conclude that

\[
\nabla' \varphi_\varepsilon \rightharpoonup \nabla' \varphi \text{ in } L^\infty(U; \mathbb{R}^{2\times 2}) \text{ as } \varepsilon \to 0.
\]

In light of (4.4), Poincaré's inequality yields for any \( q > 2 \) the existence of a constant \( C = C(U, q) \) such that

\[
\left\| \varphi_\varepsilon - \int_U x' \, dx' \right\|_{L^q(U; \mathbb{R}^2)} \leq C\|\nabla' \varphi_\varepsilon\|_{L^q(U; \mathbb{R}^{2\times 2})} \leq \frac{C}{\alpha},
\]

with the last estimate due to i). Thus, as a uniformly bounded family in \( W^{1,q}(U; \mathbb{R}^2) \) satisfying (4.5), every subsequence of \( (\varphi_\varepsilon)_\varepsilon \) has a weakly converging subsequence with limit \( \text{id}_{\mathbb{R}^2} + d \) for some \( d \in \mathbb{R}^2 \). By (4.4), the shift vector \( d \) needs to vanish. Thus, we obtain via compact Sobolev embedding that \( \varphi_\varepsilon \to \text{id}_{\mathbb{R}^2} \) uniformly as \( \varepsilon \to 0 \), as stated.

First, we present the general idea of how to construct approximating sequences under the simplifying assumption of Lipschitz regularity. This approach serves as a basis for proving the analogous statement for Sobolev functions in Proposition 4.3.
Proposition 4.2 (Approximation of Lipschitz functions). Let $R \in W^{1,\infty}(\omega;\text{SO}(3))$ and $b \in W^{1,\infty}(\omega;\mathbb{R}^3)$. If $u \in W^{1,\infty}(\Omega;\mathbb{R}^3)$ is given by

$$u(x) = R(x')x + b(x'), \quad x \in \Omega,$$

then there exists a sequence $(u_\varepsilon)_\varepsilon \subset W^{1,\infty}(\Omega;\mathbb{R}^3)$ with

$$\nabla u_\varepsilon \in \text{SO}(3) \text{ a.e. in } Y^{rig}_\varepsilon \cap \Omega$$

for all $\varepsilon$, such that $u_\varepsilon \rightharpoonup u$ in $W^{1,\infty}(\Omega;\mathbb{R}^3)$ as $\varepsilon \to 0$.

**Proof.** We start by extending $R \in W^{1,\infty}(\omega;\text{SO}(3))$ according to Lemma 2.3, that is, we consider $R \in W^{1,\infty}(V;\text{SO}(3))$, where $V \subset \mathbb{R}^2$ is an open set with $\omega \subset V$. Moreover, one can also find a Lipschitz extension of $b$ in $W^{1,\infty}(V;\mathbb{R}^3)$, still called $b$, by standard Sobolev theory, see e.g., [19 Theorem 1, Section 3.1].

Further, let $(\varphi_\varepsilon)_\varepsilon$ be the sequence of Lipschitz functions that results from approximating the identity on $\mathbb{R}^2$ according to the construction in Lemma 4.1 with $U = \omega$. Since $(\varphi_\varepsilon)_\varepsilon$ converges uniformly to $\text{id}_{\mathbb{R}^2}$ on $\omega$ as $\varepsilon \to 0$, we may assume that $\varphi_\varepsilon(\omega) \subset V$ for all $\varepsilon$ sufficiently small. For such $\varepsilon > 0$, we can therefore define

$$u_\varepsilon(x) = R(\varphi_\varepsilon(x'))x + b(\varphi_\varepsilon(x')), \quad x \in \Omega.$$  \hspace{1cm} (4.6)

Since the composition of two Lipschitz maps is again Lipschitz, one has that $u_\varepsilon \in W^{1,\infty}(\Omega;\mathbb{R}^3)$. By Lemma 4.1(ii), $\varphi_\varepsilon$ is constant on all the connected components of $(Y^{rig}_\varepsilon') \cap \omega = \bigcup_{k \in \mathbb{Z}^2} U_k \cap \omega$, which yields

$$\nabla u_\varepsilon = R \circ \varphi_\varepsilon \in \text{SO}(3) \text{ a.e. in } Y^{rig}_\varepsilon \cap \Omega.$$  

It remains to prove that $u_\varepsilon \rightharpoonup u$ in $W^{1,\infty}(\Omega;\mathbb{R}^3)$. Indeed, the uniform convergence of $(u_\varepsilon)_\varepsilon$ follows from the Lipschitz continuity of $R$ and $b$ along with the uniform convergence of $(\varphi_\varepsilon)_\varepsilon$ to the identity map on $\mathbb{R}^2$, precisely,

$$\sup_{x \in \Omega} |u_\varepsilon(x) - u(x)| = \sup_{x \in \Omega} |(R(\varphi_\varepsilon(x')) - R(x'))x + b(\varphi_\varepsilon(x')) - b(x')|$$

$$\leq C \sup_{x' \in \omega} |R(\varphi_\varepsilon(x')) - R(x')| + \sup_{x' \in \omega} |b(\varphi_\varepsilon(x')) - b(x')|$$

$$\leq C \sup_{x' \in \omega} |\varphi_\varepsilon(x') - x'| \to 0 \quad \text{as } \varepsilon \to 0.$$

Finally, it needs to be shown that $(\nabla u_\varepsilon)_\varepsilon$ is uniformly essentially bounded. We use the chain rule and exploit Lemma 4.1 to obtain the estimate

$$\|\nabla u_\varepsilon\|_{L^{\infty}(\Omega;\mathbb{R}^3)} = \text{ess sup}_{x \in \Omega} |\nabla R(\varphi_\varepsilon(x'))\nabla \varphi_\varepsilon(x')x + R(\varphi_\varepsilon(x')) + \nabla b(\varphi_\varepsilon(x')) \nabla \varphi_\varepsilon(x')|$$

$$\leq C \text{ess sup}_{x \in \Omega} \left(1 + |\nabla R(\varphi_\varepsilon(x'))| + |\nabla b(\varphi_\varepsilon(x'))|\right)$$

$$\leq C(1 + \|R\|_{W^{1,\infty}(V;\mathbb{R}^{3\times3})} + \|b\|_{W^{1,\infty}(V;\mathbb{R}^3)})$$

which concludes the proof. \hfill \Box

Now we can address the analogy of Proposition 4.2 in the setting of $W^{1,p}$-functions. The proof strategy is similar but requires a refined reasoning, since the composition of Sobolev with Lipschitz functions may not be Sobolev anymore, see the work by Conti & Dolzmann [13 Appendix A].

Proposition 4.3 (Approximation of Sobolev functions). Let $R \in W^{1,p}(\omega;\text{SO}(3))$ and $b \in W^{1,p}(\omega;\mathbb{R}^3)$ with $p \geq 2$. If $u \in W^{1,p}(\Omega;\mathbb{R}^3)$ is given by

$$u(x) = R(x')x + b(x'), \quad x \in \Omega,$$  \hspace{1cm} (4.7)
then there exists a sequence \((u_\varepsilon)_\varepsilon \subset W^{1,p}(\Omega; \mathbb{R}^3)\) with
\[
\nabla u_\varepsilon \in \text{SO}(3) \quad \text{a.e. in } Y^{\text{rig}} \cap \Omega
\]
for every \(\varepsilon\), such that \(u_\varepsilon \rightharpoonup u\) in \(W^{1,p}(\Omega; \mathbb{R}^3)\) as \(\varepsilon \to 0\).

**Proof.** Let \(u \in W^{1,p}(\Omega; \mathbb{R}^3)\) satisfy (4.7). The task is to imitate the construction in (4.6), while making sure that the approximating sequence actually lies in \(W^{1,p}(\Omega; \mathbb{R}^3)\).

To this end, we first approximate \(R\) and \(b\) in \(W^{1,p}\) by smooth functions \(R_\eta\) and \(b_\eta\) with \(\eta > 0\) small. However, the natural approach of choosing \(u_{\eta,\varepsilon}\) according to (4.6) for each \(\eta\) and concluding by a diagonalization argument, is not easily accessible. This is because the required uniform \(L^p\)-bounds on \(\nabla u_{\eta,\varepsilon}\) are not trivial to obtain due to the lack of invertibility of the approximation of the identity \(\varphi_\varepsilon\) (cf. Lemma 4.1), which prevents a classical change of variables.

To overcome this issue, we proceed similarly to [13, Lemma A.1] and refine the definition of \(u_{\eta,\varepsilon}\) by introducing small translations of the independent variables.

We detail these arguments in the following three steps.

**Step 1: Extension and approximation.** In analogy to Proposition 4.2 we first extend \(R\) and \(b\) to \(R \in W^{1,p}(V; \text{SO}(3))\), \(b \in W^{1,p}(V; \mathbb{R}^3)\) with an open set \(V \subset \mathbb{R}^2\) such that \(\omega \subset V\). Moreover, let \(U \subset \mathbb{R}^2\) be a bounded Lipschitz domain with \(\omega \subset U \subset V\) and \((\varphi_\varepsilon)_\varepsilon\) the approximation of the identity from Lemma 4.1. Suppose in the following that \(\varepsilon > 0\) is so small that \(\varphi_\varepsilon(U) + B(0, \varepsilon) \subset V\).

According to Lemma 2.4 and standard Sobolev theory, there are approximating sequences \((R_\eta)_\eta \subset C^\infty(V; \text{SO}(3))\) and \((b_\eta)_\eta \subset C^\infty(V; \mathbb{R}^3)\) such that
\[
R_\eta \to R \quad \text{in } W^{1,p}(V; \text{SO}(3)) \quad \text{and} \quad b_\eta \to b \quad \text{in } W^{1,p}(V; \mathbb{R}^3),
\]
respectively; notice that we may assume without loss of generality that \((R_\eta)_\eta \subset C^\infty(V; \text{SO}(3))\) and \((b_\eta)_\eta \subset C^\infty(V; \mathbb{R}^3)\), since otherwise, we introduce an intermediate set \(V\) with \(U \subset V \subset V\) and choose \(\varepsilon\) even smaller to guarantee that \(\varphi_\varepsilon(U) + B(0, \varepsilon) \subset V\).

**Step 2: Construction of the approximating sequence.** Similarly to (4.6), we define for \(\eta > 0\), \(\varepsilon > 0\) sufficiently small, and \(a \in B(0, \varepsilon) \subset \mathbb{R}^2\) the Lipschitz functions
\[
u_{\eta,\varepsilon}^a(x) = R_\eta(\varphi_\varepsilon(x') + a)x + b_\eta(\varphi_\varepsilon(x') + a), \quad x \in U \times (0, L).
\]
Then,
\[
\nabla \nu_{\eta,\varepsilon}^a \in \text{SO}(3) \quad \text{a.e. in } Y^{\text{rig}} \cap U,
\]
since \(\varphi_\varepsilon\) is constant on \(\omega^k \cap U\) for each \(k \in \mathbb{Z}^2\) according to Lemma 4.1(i). Further, we infer from Lemma 4.1(iv) that any sequence \((\nu_{\eta,\varepsilon}^a)_\varepsilon\) with \(a_\varepsilon \in B(0, \varepsilon)\) converges uniformly for \(\varepsilon \to 0\) to a limit function \(u_\eta\) given by
\[
u_\eta(x) = R_\eta(x')x + b_\eta(x'), \quad x \in U \times (0, L);
\]
in particular,
\[
u_{\eta,\varepsilon}^a \rightharpoonup u_\eta \quad \text{in } L^p(U \times (0, L); \mathbb{R}^3) \quad \text{as } \varepsilon \to 0.
\]
Since also \(u_\eta \to u\) in \(W^{1,p}(U \times (0, L); \mathbb{R}^3)\) for \(\eta \to 0\) due to (4.8), a diagonalization argument in the sense of Attouch provides a diagonal sequence \((u_\varepsilon)_\varepsilon = (u_{\eta(\varepsilon),\varepsilon})_\varepsilon\) such that
\[
u_\varepsilon \rightharpoonup u \quad \text{in } L^p(U \times (0, L); \mathbb{R}^3).
\]
In view of (4.10), we know that \(\nabla u_\varepsilon \in \text{SO}(3)\) almost everywhere in \(Y^{\text{rig}} \cap U\).

**Step 3: Choice of suitable translations.** It remains to show that the construction of sequences \((u_\varepsilon)_\varepsilon\) in Step 2 gives rise to a sequence that converges weakly in \(W^{1,p}(U; \mathbb{R}^3)\). This follows immediately, if we can select translations \(a_\varepsilon \in B(0, \varepsilon) \subset \mathbb{R}^2\) such that
\[
\|\nabla \nu_{\eta,\varepsilon}^a\|_{L^p(\Omega; \mathbb{R}^{3 \times 3})} \leq C
\]
(4.11)
For $\varepsilon > 0$, we define the function
\[ h_{\eta, \varepsilon}^k : B(0, \varepsilon) \rightarrow [0, \infty), \quad a \mapsto \|\nabla u_{\eta, \varepsilon}^k\|_{L^p((\varepsilon(k+Z) \cap (0, L)); \mathbb{R}^{3 \times 3})}^p, \]
with $u_{\eta, \varepsilon}^k$ as in (4.9). For the mean value of $h_{\eta, \varepsilon}^k$, we obtain from the chain and product rule, together with Lemma 4.1(i), Fubini’s theorem, and a change of variables that
\[
\int_{B(0, \varepsilon)} h_{\eta, \varepsilon}^k(a) \, da = \int_{B(0, \varepsilon)} \int_{\varepsilon(k+Z)}^L \int_{\varepsilon(k+Z)} \|\nabla u_{\eta, \varepsilon}^k\|_{L^p}^p \, dx' \, dx_3 \, da \\
\leq C \int_{\varepsilon(k+Z)}^L \int_{B(0, \varepsilon)} |\nabla^p R_\eta(\varepsilon(x') + a)|^p + |\nabla^p b_\eta(\varepsilon(x') + a)|^p + 1 \, da \, dx' \\
\leq C \frac{|\varepsilon(k+Z)|}{|B(0, \varepsilon)|} \int_{B(0, \varepsilon)+\varphi_\epsilon(\varepsilon(k+Z))} |\nabla^p R_\eta(a)|^p + |\nabla^p b_\eta(a)|^p + 1 \, da \\
\leq C \int_{B(0, \varepsilon)+\varphi_\epsilon(\varepsilon(k+Z))} |\nabla^p R_\eta(a)|^p + |\nabla^p b_\eta(a)|^p + 1 \, da.
\]
where $C > 0$ is a constant that depends only on $p$ and $\alpha$.

By Lemma 4.1(ii), the sets $\varphi_\epsilon(\varepsilon(k+Z))$ with different $k \in \mathbb{Z}^2$ are disjoint for every $\varepsilon > 0$. Therefore, every $x' \in \varphi_\epsilon(U) + B(0, \varepsilon)$ is contained in at most 9 sets of the form $\varphi_\epsilon(\varepsilon(k+Z)) + B(0, \varepsilon)$ with $k \in \mathbb{Z}^2$, see also Figure 6. Summing over all $k \in I_\varepsilon$ in (4.13) then implies in view of (4.12) and the choice of $V$ that
\[
\int_{B(0, \varepsilon)} \|\nabla u_{\eta, \varepsilon}^k\|_{L^p(\Omega; \mathbb{R}^3)}^p \, da \leq C \int_V |\nabla^p R_\eta(a)|^p + |\nabla^p b_\eta(a)|^p + 1 \, da \\
\leq C \left( \|R_\eta\|_{W^{1, p}(V; \mathbb{R}^{3 \times 3})}^p + \|b_\eta\|_{W^{1, p}(V; \mathbb{R}^3)}^p + 1 \right),
\]
and we conclude, due to (4.8), that
\[
\int_{B(0, \varepsilon)} \|\nabla u_{\eta, \varepsilon}^k\|_{L^p(\Omega; \mathbb{R}^3)}^p \, da \leq C.
\]
with a constant $C > 0$ independent of $\eta$ and $\varepsilon$. Hence, there exists for each $\varepsilon$ a subset $E_\varepsilon \subset B(0, \varepsilon)$ of positive measure such that

$$\|\nabla u_{a, \eta, \varepsilon}\|^p_{L^p(\Omega; \mathbb{R}^3)} \leq C$$

for all $a \in E_\varepsilon$ with the same constant as in (4.14), so that choosing any $a_\varepsilon \in E_\varepsilon \subset B(0, \varepsilon)$ yields the desired bound (4.11). This finishes the proof.

The proof of Theorem 1.1 is essentially a consequence of Propositions 4.3 and 3.2. The gap in the different representations can be closed by a lifting argument.

Proof of Theorem 1.1. It follows from Proposition 3.2 that any $u \in A_0$ (see (1.5)) can be represented as

$$u(x) = x_3 \Sigma(x') + d(x'), \quad x \in \Omega,$$

with $\Sigma \in W^{1, p}(\omega; S^2)$ and $d \in W^{1, p}(\omega; \mathbb{R}^3)$. On the other hand, Proposition 4.3 yields that any function

$$u(x) = R(x')x + b(x'), \quad x \in \Omega,$$

with $R \in W^{1, p}(\omega; \text{SO}(3))$ and $b \in W^{1, p}(\omega; \mathbb{R}^3)$ lies in $A_0$. If the set of all functions of the form (4.15) and (4.16) are denoted by $A_\Sigma$ and $A_R$, respectively, we have

$$A_R \subset A_0 \subset A_\Sigma.$$

To conclude the proof, it suffices to show that the sets $A_R$ and $A_\Sigma$ coincide under the assumption (H). While $A_R \subset A_\Sigma$ is immediately clear, the converse inclusion is more delicate as it requires the construction of an $\text{SO}(3)$-valued Sobolev function whose third column coincides with $\Sigma$. By the lifting result in Lemma 2.1, we find for any $u$ as in (4.15) a function $R \in W^{1, p}(\omega; \text{SO}(3))$ such that $Re_3 = \Sigma$, and hence, setting

$$b(x') = d(x') - x_1 R(x') e_1 - x_2 R(x') e_2, \quad x' \in \omega,$$

implies (4.16).

Even though the representation of functions in the form (4.16) is essential for our construction of an approximating sequence in Propositions 4.2 and 4.3, we point out that the choice of $R$ is not unique, cf. Remark 2.2. More intuitive from a geometric point of view is (4.15): indeed, one can describe the image of $\Omega$ under $u$ as the image of the cross section $\omega$ under the map $d$, fattened linearly in $x_3$ in the direction of the vector field $\Sigma$. A few illustrative examples are presented in the next section.

5. Examples of effective deformations

Before we focus on explicit examples of limit functions as characterized in Theorem 1.1 which describe the macroscopically attainable deformations with rigid fiber-reinforcements, let us briefly address the issue of incompressibility, or in other words, local volume preservation, of such maps.

Throughout this section, we consider $u \in A_0 \subset W^{1, p}(\Omega; \mathbb{R}^3)$ with $p > 2$ (see (1.5)) of the form

$$u(x) = x_3 \Sigma(x') + d(x'), \quad x \in \Omega,$$

with given $\Sigma \in W^{1, p}(\omega; S^2)$ and $d \in W^{1, p}(\omega; \mathbb{R}^3)$, cf. also Remark 4.

The next lemma gives a necessary condition for the incompressibility of such deformations.

Lemma 5.1. Let $u$ as in (5.1) be incompressible, i.e., $\det \nabla u = 1$ a.e. in $\Omega$. Then,

$$\partial_1 \Sigma \parallel \partial_2 \Sigma \text{ a.e. in } \omega.$$
Proof. In fact, the condition (5.2) results from a second-order linearization in $x_3$-direction of the incompressibility constraint, $\det \nabla u = 1$ a.e. in $\Omega$. By the multi-linearity of the determinant, it follows for a.e. $x = (x', x_3) \in \Omega$ that
\[
0 = \partial_3^2 \det \nabla u(x) = \partial_3^2 \det (\partial_1 d(x') + x_3 \partial_1 \Sigma(x') | \partial_2 d(x') + x_3 \partial_2 \Sigma(x') | \Sigma(x')) = 2 \det (\partial_1 \Sigma(x') | \partial_2 \Sigma(x') | \Sigma(x')).
\]
Thus, $\partial_1 \Sigma, \partial_2 \Sigma$ and $\Sigma$ are linearly dependent a.e. in $\omega$, that is, for a.e. $x' \in \omega$, there exists $\lambda = (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3 \setminus \{0\}$ such that
\[
\lambda_1 \partial_1 \Sigma + \lambda_2 \partial_2 \Sigma + \lambda_3 \Sigma = 0. \tag{5.3}
\]
Since $|\Sigma| = 1$ and $\partial_i \Sigma \cdot \Sigma = 0$ a.e. in $\omega$ for $i \in \{1, 2\}$, it follows from scalar multiplication of (5.3) with $\Sigma$ that $\lambda_3 = 0$, which shows (5.2).

In the following, we provide a few illustrative examples of (compressible and incompressible) deformations of the form (5.1), where $\Omega$ is always a suitable open cuboid.

**Example 5.2 (\(\Sigma\) is constant).** If $\Sigma$ is constant, the image $u(\Omega)$ corresponds to the deformed cross section $d(\omega)$ thickened in the direction of $\Sigma$ by the height of $\Omega$. A first example of an incompressible deformation of this type is
\[
u(x) = x_3 \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} + \begin{pmatrix} x_1 \\ x_2 \\ -x_1^2 - x_2^2 \end{pmatrix}, \quad x \in \Omega, \tag{5.4}
\]
where $\omega$ is transformed into (parts of) a paraboloid, see Figure 7a). Another classical example in this context is a simple shear in $e_2$-direction, i.e.,
\[
u(x) = x_3 \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix} + \begin{pmatrix} x_1 \\ \gamma x_1 + x_2 \\ 0 \end{pmatrix}, \quad x \in \Omega, \tag{5.5}
\]
with shear parameter $\gamma \in \mathbb{R}$, see Figure 7b).

**Figure 7.** The images of $\Omega = (-1,1)^2 \times (0,1)$ under a) (5.4) and b) (5.5) for $\gamma = 1$.

**Example 5.3 (\(\Sigma\) depends on only one variable).** Suppose that $\partial_2 \Sigma = 0$. In this case, the direction along which the transformed cross section $d(\omega)$ is thickened depends in general non-trivially on $x_1$. A locally volume-preserving deformation describing a twist in $e_1$-direction
is given by
\[ u(x) = x_3 \begin{pmatrix} 0 & -\sin(x_1) \\ \cos(x_1) & 0 \end{pmatrix} + \begin{pmatrix} x_1 \\ x_2 \cos\left(\frac{x_1}{\pi}\right) \end{pmatrix}, \quad x \in \Omega, \tag{5.6} \]
see Figure 8a). As a second example, consider
\[ u(x) = \frac{x_3}{r} \begin{pmatrix} x_1 \\ 0 \end{pmatrix} + \begin{pmatrix} x_1 \\ x_2 + e^{x_2} \end{pmatrix}, \quad x \in \Omega, \tag{5.7} \]
with \( r > 0 \). Notice that \( u \) as in (5.7) is not incompressible despite satisfying the necessary condition (5.2), since \( u \) involves a stretch in \( e_2 \)-direction, see Figure 8b).

Example 5.4 (\( \Sigma \) depends on both cross-section variables). Consider the following modification of (5.4),
\[ u(x) = \frac{x_3}{\sqrt{4(x_1^2 + x_2^2) + 1}} \begin{pmatrix} 2x_1 \\ 2x_2 \end{pmatrix} + \begin{pmatrix} x_1 \\ x_2 \\ -x_1^2 - x_2^2 \end{pmatrix}, \quad x \in \Omega. \tag{5.8} \]
In this case, the vector field \( \Sigma \) is orthogonal to the surface of the paraboloid \( x' \mapsto (x_1, x_2, -x_1^2 - x_2^2) \), see Figure 9a). Since \( \partial_1 \Sigma \) is not parallel to \( \partial_2 \Sigma \), \( u \) as in (5.8) is not locally volume-preserving according to Lemma 5.1. Another example that does not satisfy the condition (5.2) either is
\[ u(x) = \frac{x_3}{\sqrt{2} \sqrt{x_1^2 + x_2^2 + 1}} \begin{pmatrix} -x_1 - x_2 \\ x_1 - x_2 \end{pmatrix} + \begin{pmatrix} x_1 \\ 2x_2 \end{pmatrix}, \quad x \in \Omega, \tag{5.9} \]
depicted in Figure 9b).

Remark 5.5 (Comparison with layered composites). Let \( \Omega = (0, L_1) \times (0, L_2) \times (0, L_3) \) be an open cuboid. As proven in [12, Theorem 1.1], the admissible effective deformations of a composite with rigid layers, or mathematically speaking, the weak \( W^{1,p} \)-limits of sequences \( (u_{\varepsilon})_{\varepsilon} \) such that
\[ u_{\varepsilon} \in B_{\varepsilon} := \{ u \in W^{1,p}(\Omega; \mathbb{R}^3) : \nabla u \in SO(3) \text{ a.e. in } X_{\varepsilon}^{\text{rig}} \cap \Omega \} \]
for \( \varepsilon > 0 \), with \( X_{\varepsilon}^{\text{rig}} \) as introduced in (3.30), are characterized by
\[ B_0 := \{ u \in W^{1,p}(\Omega; \mathbb{R}^3) : u(x) = R(x_1)x + b(x_1) \text{ for a.e. } x \in \Omega \} \]
with \( R \in W^{1,p}((0, L_1); SO(3)), b \in W^{1,p}((0, L_1); \mathbb{R}^3) \).
Comparing with the characterization of $A_0$ in Theorem 1.1 shows that $B_0 \subset A_0$. This observation backs the intuition that composites with rigid fiber reinforcements are more flexible in their deformation behavior than those with rigid layers.

It is evident that the macroscopic deformations in (5.5) and (5.6) can be attained also by layered materials, meaning that they are elements of $B_0$. On the other hand, the deformations presented in Example 5.4, as well as (5.4) and (5.7) show that the inclusion $B_0 \subset A_0$ is strict, which underlines the higher flexibility fiber-reinforced materials.

6. Regularization in the cross-section variables

This section is concerned with the proof of Theorem 1.2, where we additionally assume that second derivatives in the cross-section variables of weakly convergent sequences $(u_\varepsilon)$ with $u_\varepsilon \in A_\varepsilon$ exist, and are $L^p$-bounded uniformly in $\varepsilon$. In this case, the weak $W^{1,p}$-limit of $(u_\varepsilon)$ corresponds to a rigid body motion. We begin our analysis with two auxiliary results.

First, the above-mentioned assumption of higher regularity allows us to improve the estimates in Lemma 3.1 with the help of a one-dimensional Poincaré estimate.

Lemma 6.1. Let $E \subset \mathbb{R}^3$, $d \in \mathbb{R}^2$ and $w_1, w_2 : E \to \mathbb{R}^3$ be as in Lemma 3.1. If $v \in W^{1,p}(E; \mathbb{R}^3)$ with $p \geq 1$ satisfies

$$\max_{i,j \in \{1,2\}} \|\partial_i \partial_j v\|_{L^p(E; \mathbb{R}^3)} < \infty$$

and if

$$v = w_1 \text{ a.e. in } E \cap ((0, \mu) \times \mathbb{R}^2) \quad \text{and} \quad v = w_2 \text{ a.e. in } E \cap ((L_1 - \mu, L_1) \times \mathbb{R}^2)$$

for some $\mu > 0$, then

$$\int_E |\partial_1^2 v|^p \, dx \geq \frac{C |E| L_3^p}{(1 + |m|^p)^2 L_1^{2p}} |(A_2 - A_1)e_3|^p$$

(6.1)

with a constant $C > 0$ that depends only on $p$.

Proof. We may assume without loss of generality that $w_1 = 0$, otherwise consider $\tilde{v} = v - w_1$ in place of $v$. Then, by assumption, $\partial_d v = 0$ a.e. in $E \cap ((0, \mu) \times \mathbb{R}^2)$, and thus, with $u(y) = v(y_1, y_2 + my_1, y_3)$ for $y \in Q = (0, L_1) \times (0, L_2) \times (0, L_3)$,

$$\partial_1 u = 0 \quad \text{a.e. in } (0, \mu) \times (0, L_2) \times (0, L_3).$$
Via the same change of variables as in Lemma 3.1, we can therefore deduce with Poincaré’s inequality, applied to \(\partial_1 u\) in \(y_1\)-direction, that
\[
\int_E |\partial_1^2 v|^p \, dx = \frac{1}{(1 + m^2^p)} \int_0^{L_3} \int_0^{L_2} \int_0^{L_1} |\partial_1 (\partial_1 u)|^p \, dy_1 \, dy_2 \, dy_3 \geq \frac{C}{(1 + m^2^p)L_1^p} \int_Q |\partial_1 u|^p \, dy = \frac{C}{(1 + m^2^p)^{p/2}L_1^p} \int_E |\partial_d v|^p \, dx,
\]
where \(C^{-1}L_1^p\) with \(C > 0\) depending only on \(p\) is the optimal Poincaré constant. In combination with Lemma 3.1 which implies
\[
\int_E |\partial_d v|^p \, dx \geq \frac{C|E|L_3^p}{(1 + |m|^p)L_1^p} |A_2\varepsilon_3|^p,
\]
we obtain the desired estimate. \(\square\)

Second, we prove that strongly \(L^p\)-convergent functions that are constant rotations on the rigid components have a constant limit in the set of rotations. In particular, when applied to gradient fields, the next result can be seen as a companion to Proposition 3.2 for strongly converging sequences in \(W^{1,p}(\Omega;\mathbb{R}^3)\).

**Lemma 6.2.** Let \(U \subset \mathbb{R}^3\) be an open set and let \((V_\varepsilon)_\varepsilon \subset L^p(U;\mathbb{R}^{3 \times 3})\) with \(p \geq 1\) satisfy
\[V_\varepsilon \in \mathrm{SO}(3) \text{ a.e. in } Y_\varepsilon \cap U\]
for all \(\varepsilon\). If \(V \in L^p(U;\mathbb{R}^{3 \times 3})\) is such that \(V_\varepsilon \to V\) in \(L^p(U;\mathbb{R}^{3 \times 3})\) as \(\varepsilon \to 0\), then
\[V \in \mathrm{SO}(3) \text{ a.e. in } U.\]

**Proof.** Assume to the contrary that there is a \(\gamma > 0\) and an open cube \(Q \subset U\) such that
\[\text{dist}(V(x), \mathrm{SO}(3)) > \gamma \text{ for a.e. } x \in Q.\]
Since
\[\gamma < \text{dist}(V(x), \mathrm{SO}(3)) \leq |V(x) - V_\varepsilon(x)| \text{ for a.e. } x \in Y_\varepsilon \cap Q,\]
it follows that, up to a set of measure zero,
\[Y_\varepsilon \cap Q \subset \{x \in Q : |V_\varepsilon(x) - V(x)| > \gamma\}.\]
Recalling the definition of \(Y_\varepsilon\), each fiber cross-section \(w_\varepsilon^k\) with \(\varepsilon > 0\) and \(k \in \mathbb{Z}^2\) contains a square \(S_\varepsilon^k\) with \(|S_\varepsilon^k| = \delta^2\varepsilon^2\), where \(\delta \in (0, 1 - 2\alpha)\) and \(\alpha \in (0, \frac{1}{2})\) are given parameters, cf. (1.2).

We define the index set
\[J_\varepsilon = \{k \in \mathbb{Z}^2 : S_\varepsilon^k \subset Q\},\]
and observe that, for sufficiently small \(\varepsilon\), the cardinality of \(J_\varepsilon\) scales like \(\varepsilon^{-2}\), precisely, \(#J_\varepsilon \geq c\varepsilon^{-2}\) with a geometric constant \(c > 0\) depending only on \(Q\). Consequently,
\[
|\{x \in Q : |V_\varepsilon(x) - V(x)| > \gamma\}| \geq |Y_\varepsilon \cap Q| = \sum_{k \in \mathbb{Z}^2} |(\omega_\varepsilon^k \times \mathbb{R}) \cap Q| \geq |Q|^{1/3} \#J_\varepsilon \varepsilon^2 \delta^2 \geq c\delta^2 |Q|^{1/3} > 0
\]
for all \(\varepsilon\) small enough.

On the other hand, the strong convergence of \((V_\varepsilon)_\varepsilon\) in \(L^p(U;\mathbb{R}^{3 \times 3})\) implies its convergence in measure on \(Q\) and hence, in particular,
\[
|\{x \in Q : |V_\varepsilon(x) - V(x)| > \gamma\}| \to 0 \text{ as } \varepsilon \to 0.
\]
This, however, is in contradiction with (6.2). \(\square\)

We are now in the position to present the proof of Theorem 1.2.
Proof of Theorem 1.2. Clearly, the assumptions of Proposition 3.2 are satisfied. We therefore know that the limit function \( u \) can be represented as
\[
u(x) = x_3 \Sigma(x') + d(x'), \quad x \in \Omega,
\] (6.3)
with \( \Sigma \in W^{1,p}(\omega; S^2) \) and \( d \in W^{1,p}(\omega; \mathbb{R}^3) \). In order to prove that the additional condition (1.6) forces \( u \) to be a rigid body motion, we show first that \( \Sigma \) is constant and then conclude with the help of Lemma 6.2 applied to a suitably constructed matrix-valued field.

Step 1: \( \Sigma \) is constant. To see this, we refine the proof of Proposition 3.2 by exchanging the estimates of Lemma 3.1 with the stronger ones from Lemma 6.1. This improves the key estimate (3.17) by a factor \( \varepsilon^p \).

In more detail, let us adopt the definitions and quantities introduced in the proof of Proposition 3.2, up to one exception: the parallelograms \( E_{\varepsilon}^{k,\rightarrow} \) and \( E_{\varepsilon}^{k,\uparrow} \) are determined by the two parallel boundary lines
\[
a_{\varepsilon}^k + \varepsilon \left( \frac{\delta}{4}, -\frac{\delta}{4} \right) \times \left( 0, \frac{\delta}{4} \right), \quad \text{and} \quad a_{\varepsilon}^{k+e_3} + \varepsilon \left( \frac{\delta}{4}, -\frac{\delta}{4} \right) \times \left( \frac{\delta}{4}, 0 \right),
\]
and
\[
a_{\varepsilon}^k + \varepsilon \left( \frac{\delta}{4}, \frac{\delta}{4} \right) \times \left( -\frac{\delta}{4}, 0 \right), \quad \text{and} \quad a_{\varepsilon}^{k+e_3} + \varepsilon \left( \frac{\delta}{4}, \frac{\delta}{4} \right) \times \left( \frac{\delta}{4}, -\frac{\delta}{4} \right),
\]
respectively, see Figure 10 for an illustration in the special case when the centers \( a_{\varepsilon}^k \) are periodically arranged. Then, in analogy to Step 2 of Proposition 3.2, with (6.1) in place of (3.3), one obtains for \( \Sigma_{\varepsilon} \) as in (3.13) that
\[
\int_{U'} |\Sigma_{\varepsilon}(x' + \xi) - \Sigma_{\varepsilon}(x')|^p \, dx' \\
\leq C\varepsilon^p \left( |\xi|^p + \varepsilon^p \right) \left( \|\partial_2^2 u_{\varepsilon}\|_{L^p(U'; \mathbb{R}^3)} + \|\partial_2^2 u_{\varepsilon}\|_{L^p(U'; \mathbb{R}^3)} \right) \leq C\varepsilon^p \left( |\xi|^p + \varepsilon^p \right)
\] (6.4)
for any vector \( \xi \in \mathbb{R}^2 \) with \( |\xi| < \frac{1}{2} \text{dist}(U', \partial \omega) \). In light of the convergence \( \Sigma_{\varepsilon} \to \Sigma \) in \( L^p(U'; \mathbb{R}^3) \) according to (3.18), it follows from (6.4) that
\[
\int_{U'} |\Sigma(x' + \xi) - \Sigma(x')|^p \, dx' = 0.
\]
Hence, \( \Sigma \) is constant in \( U' \), and by exhaustion also in \( \omega \). This implies also that \( \nabla u \) is independent of \( x_3 \). We will prove in the next step that \( \nabla u \) is constant and takes a value in \( \text{SO}(3) \).
Step 2: Applying Lemma 6.2. Consider for \( \varepsilon > 0 \) the auxiliary matrix field

\[
V_\varepsilon : U' \to \mathbb{R}^{3 \times 3}, \quad x' \mapsto \int_0^L (\nabla' u_\varepsilon(x', x_3)|\Sigma_\varepsilon(x')) \, dx_3;
\]

by trivial extension in \( x_3 \), one can also view \( V_\varepsilon \) as defined on \( U \). Since \( \nabla u_\varepsilon \in \text{SO}(3) \) and \( \partial_3 u_\varepsilon = \Sigma_\varepsilon \) a.e. in \( Y_\varepsilon^{\text{rig}} \cap U \), we infer that

\[
V_\varepsilon \in \text{SO}(3) \text{ a.e. in } Y_\varepsilon^{\text{rig}} \cap U.
\]

Moreover, we will see below that

\[
V_\varepsilon \to \nabla u \text{ in } L^p(U; \mathbb{R}^{3 \times 3}).
\]  

(6.5)

These two observations allow us to conclude from Lemma 6.2 that \( \nabla u \in \text{SO}(3) \) a.e. in \( U \). Due to its gradient structure, however, the matrix field \( \nabla u \) already has to coincide with a constant rotation on \( U \) by Reshetnyak’s theorem. This property extends to \( \Omega \) by exhaustion, showing that \( u \) is necessarily a rigid body motion on \( \Omega \). This gives the desired statement.

It only remains to prove (6.5). To this end, we start by observing that the first two columns \( V_\varepsilon' := (V_\varepsilon e_1 | V_\varepsilon e_2) \) of \( V_\varepsilon \) satisfy

\[
\int_{U'} |V_\varepsilon'(x')|^p \, dx' = \int_{U'} \left| \int_0^L \nabla' u_\varepsilon(x', x_3) \, dx_3 \right|^p \, dx' \leq \frac{1}{L} \int_U |\nabla' u_\varepsilon(x)|^p \, dx = \frac{1}{L} \|\nabla' u_\varepsilon\|_{L^p(U; \mathbb{R}^{3 \times 2})}^p.
\]

due to Jensen’s inequality. Similarly, if we recall that \( u_\varepsilon \) is twice weakly differentiable in the cross-section variables by assumption,

\[
\int_{U'} |\nabla^2 V_\varepsilon'(x')|^p \, dx' \leq 4 \max_{i,j \in \{1,2\}} \int_{U'} \left| \int_0^L \partial_i \partial_j u_\varepsilon(x', x_3) \, dx_3 \right|^p \, dx' \leq \frac{4}{L} \max_{i,j \in \{1,2\}} \|\partial_i \partial_j u_\varepsilon\|_{L^p(U; \mathbb{R}^{3 \times 2})}^p.
\]

In view of (6.1), the sequence \( (V_\varepsilon')_\varepsilon \) is therefore bounded in \( W^{1,p}(U'; \mathbb{R}^{3 \times 2}) \) and we can extract a non-relabeled subsequence that converges to some \( V' \in W^{1,p}(U'; \mathbb{R}^{3 \times 2}) \) as \( \varepsilon \to 0 \), both weakly in \( W^{1,p}(U'; \mathbb{R}^{3 \times 2}) \) and, via Sobolev embedding, strongly to \( L^p(U'; \mathbb{R}^{3 \times 2}) \). As \( \nabla' u_\varepsilon \rightharpoonup \nabla' u \) in \( L^p(U; \mathbb{R}^{3 \times 2}) \), it follows that

\[
V_\varepsilon' = \int_0^L \nabla' u_\varepsilon(\cdot, x_3) \, dx_3 \rightharpoonup \int_0^L \nabla' u(\cdot, x_3) \, dx_3 \text{ in } L^p(U'; \mathbb{R}^3),
\]

and thus,

\[
V' = \int_0^L \nabla' u(\cdot, x_3) \, dx_3 = \nabla' u;
\]

the last identity uses that \( \nabla u \) is independent of \( x_3 \), cf. (6.3) and Step 1. Together with (3.18) and (3.20), we finally conclude

\[
V_\varepsilon = (V_\varepsilon', \Sigma_\varepsilon) \to (\nabla' u|\Sigma) = \nabla u \text{ in } L^p(U'; \mathbb{R}^{3 \times 3}),
\]

which is (6.5).

\[\Box\]

Remark 6.3 (Local bounds on the second gradients). Notice that assumption (1.6) in the statement of Theorem 1.2 can be replaced by the weaker condition that

\[
\sup_\varepsilon \max_{i,j \in \{1,2\}} \|\partial_i \partial_j u_\varepsilon\|_{L^p(K; \mathbb{R}^3)} < \infty
\]

for any compact subset \( K \subset \Omega \); this is immediate to verify, considering that our proof involves essentially only local arguments in the cross section.
Acknowledgements. The authors would like to thank Fabian Ziltener for helpful discussions related to the lifting property, and David Chiron for sharing valuable insights into the proof of a lifting result in fiber bundles for Sobolev functions.

CK and AR were supported by the Dutch Research Council NWO through the project TOP2.17.01. Most of this work was done while CK and AR were affiliated with Utrecht University, and CK acknowledges the partial support by the Westerdijk Fellowship program.

References

[1] H. W. Alt. Linear functional analysis. Universitext. Springer-Verlag London, Ltd., London, 2016. An application-oriented introduction, Translated from the German edition by Robert Nürnberg.

[2] M. Bellieud. Torsion effects in elastic composites with high contrast. SIAM J. Math. Anal., 41(6):2514–2553, 2009/10.

[3] M. Bellieud and G. Bouchitté. Homogenization of elliptic problems in a fiber reinforced structure. Nonlocal effects. Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 26(3):407–436, 1998.

[4] M. Bellieud and I. Gruais. Homogenization of an elastic material reinforced by very stiff or heavy fibers. Non-local effects. Memory effects. J. Math. Pures Appl. (9), 84(1):55–96, 2005.

[5] B. Benešová, M. Kružík, and A. Schlömerkemper. A note on locking materials and gradient polyconvexity. Math. Models Methods Appl. Sci., 28(12):2367–2401, 2018.

[6] F. Bethuel and D. Chiron. Some questions related to the lifting problem in Sobolev spaces. In Perspectives in nonlinear partial differential equations, volume 446 of Contemp. Math., pages 125–152. Amer. Math. Soc., Providence, RI, 2007.

[7] A. Braides. Γ-convergence for beginners, volume 22 of Oxford Lecture Series in Mathematics and its Applications. Oxford University Press, Oxford, 2002.

[8] A. Brillard and M. El Jarroudi. Asymptotic behaviour of a cylindrical elastic structure periodically reinforced along identical fibres. IMA J. Appl. Math., 66(6):567–590, 2001.

[9] A. Brillard and M. El Jarroudi. Homogenization of a nonlinear elastic structure periodically reinforced along identical fibres of high rigidity. Nonlinear Anal. Real World Appl., 8(1):295–311, 2007.

[10] F. Christowiak. Homogenization of layered materials with stiff components, September 2018.

[11] F. Christowiak and C. Kreisbeck. Homogenization of layered materials with rigid components in single-slip finite crystal plasticity. Calc. Var. Partial Differential Equations, 56(3):Art. 75, 28, 2017.

[12] F. Christowiak and C. Kreisbeck. Asymptotic rigidity of layered structures and its application in homogenization theory. Arch. Ration. Mech. Anal., 235(1):51–98, 2020.

[13] S. Conti and G. Dolzmann. On the theory of relaxation in nonlinear elasticity with constraints on the determinant. Arch. Ration. Mech. Anal., 217(2):413–437, 2015.

[14] G. Dal Maso. An introduction to gamma-convergence. Number 8 in Progress in nonlinear differential equations and their applications. Birkhäuser, Boston, 1993.

[15] E. Davoli, R. Ferreira, and C. Kreisbeck. Homogenization in bv of a model for layered composites in finite crystal plasticity. Advances in Calculus of Variations, 10 2019.

[16] E. Davoli and M. Friedrich. Two-well rigidity and multidimensional sharp-interface limits for solid-solid phase transitions. Calc. Var. Partial Differential Equations, 59(2):Paper No. 44, 47, 2020.

[17] C. Ehresmann. Les connexions infinitésimales dans un espace fibré différentiable. In Colloque de topologie (espaces fibrés), Bruxelles, 1950, pages 29–55. Georges Thone, Liège; Masson et Cie., Paris, 1951.

[18] M. El Jarroudi. Homogenization of a nonlinear elastic fibre-reinforced composite: a second gradient nonlinear elastic material. J. Math. Anal. Appl., 403(2):487–505, 2013.

[19] L. C. Evans and R. F. Gariepy. Measure theory and fine properties of functions. Textbooks in Mathematics. CRC Press, Boca Raton, FL, revised edition, 2015.

[20] G. Friesecke, R. D. James, and S. Müller. A theorem on geometric rigidity and the derivation of nonlinear plate theory from three-dimensional elasticity. Comm. Pure Appl. Math., 55(11):1461–1506, 2002.

[21] G. Friesecke, R. D. James, and S. Müller. A hierarchy of plate models derived from nonlinear elasticity by Gamma-convergence. Arch. Ration. Mech. Anal., 180(2):183–236, 2006.

[22] V. M. Gol’dshte˘ in and Y. G. Reshetnyak. Quasiconformal mappings and Sobolev spaces, volume 54 of Mathematics and its Applications (Soviet Series). Kluwer Academic Publishers Group, Dordrecht, 1990. Translated and revised from the 1983 Russian original, Translated by O. Korneeva.

[23] J. A. Griepentrog, W. Höppner, H.-C. Kaiser, and J. Rehberg. A bi-Lipschitz continuous, volume preserving map from the unit ball onto a cube. Note Mat., 28(1):177–193, 2008.

[24] P. Hajłasz. Sobolev mappings between manifolds and metric spaces. In Sobolev spaces in mathematics. I, volume 8 of Int. Math. Ser. (N. Y.), pages 185–222. Springer, New York, 2009.

[25] R. M. Jones. Mechanics of composite materials. Materials Science and Engineering Series. CRC Press, 2 edition, 1998.
[26] J. M. Lee. *Introduction to smooth manifolds*, volume 218 of *Graduate Texts in Mathematics*. Springer-Verlag, New York, 2003.

[27] G. W. Milton. *The theory of composites*, volume 6 of *Cambridge Monographs on Applied and Computational Mathematics*. Cambridge University Press, Cambridge, 2002.

[28] R. Paroni and A. Sili. Non-local effects by homogenization or 3D-1D dimension reduction in elastic materials reinforced by stiff fibers. *J. Differential Equations*, 260(3):2026–2059, 2016.

[29] C. Pideri and P. Seppecher. A second gradient material resulting from the homogenization of an heterogeneous linear elastic medium. *Contin. Mech. Thermodyn.*, 9(5):241–257, 1997.

[30] Y. G. Reshetnyak. Liouville’s conformal mapping theorem under minimal regularity hypotheses. *Siberian Mathematical Journal*, 8:835–840, 1967.

[31] A. Sili. Homogenization of an elastic medium reinforced by anisotropic fibers. *Asymptot. Anal.*, 42(1-2):133–171, 2005.

[32] N. Steenrod. *The topology of fibre bundles*. Princeton Landmarks in Mathematics. Princeton University Press, Princeton, NJ, 1999. Reprint of the 1957 edition, Princeton Paperbacks.

[33] R. M. Switzer. *Algebraic topology—homotopy and homology*. Classics in Mathematics. Springer-Verlag, Berlin, 2002. Reprint of the 1975 original [Springer, New York; MR0385836 (52 #6695)].

[34] M. E. Taylor. *Partial differential equations I. Basic theory*, volume 115 of *Applied Mathematical Sciences*. Springer, New York, second edition, 2011.

[35] V. V. Vasiliev and E. V. Morzov. *Advanced Mechanics of Composite Materials and Structural Elements*. Mechanical Engineering, Elsevier Ltd., 3 edition, 2013.

Mathematisch Instituut, Universiteit Utrecht, Postbus 80010, 3508 TA Utrecht, The Netherlands

Email address: d.m.engl@uu.nl

Mathematisch-Geographische Fakultät, Katholische Universität Eichstätt-Ingolstadt, Ostenstrasse 28, 85072 Eichstätt

Email address: carolin.kreisbeck@ku.de

Mathematisch-Geographische Fakultät, Katholische Universität Eichstätt-Ingolstadt, Ostenstrasse 28, 85072 Eichstätt

Email address: antonella.ritorto@ku.de