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Abstract

We demonstrate the use of batches in studying list-decodable linear regression, in which only \( \alpha \in (0, 1] \) fraction of batches contain genuine samples from a common distribution and the rest can contain arbitrary or even adversarial samples. When genuine batches have \( \geq \Omega(1/\alpha) \) samples each, our algorithm can efficiently find a small list of potential regression parameters, with a high probability that one of them is close to the true parameter. This is the first polynomial time algorithm for list-decodable linear regression, and its sample complexity scales nearly linearly with the dimension of the covariates. The polynomial time algorithm is made possible by the batch structure and may not be feasible without it, as suggested by a recent Statistical Query lower bound (Diakonikolas et al., 2021b).

1. Introduction

Linear regression is one of the most fundamental tasks in supervised learning with applications in various sciences and industries (McDonald, 2009; Dielman, 2001). In the standard linear regression setup, one is given \( m \) samples \((x_i, y_i)\) such that \( y_i = \langle w^*, x_i \rangle + n_i \) where \( n_i \) is the observation noise with bounded variance and the covariates \( x_i \in \mathbb{R}^d \) are drawn i.i.d from some fixed distribution. For this setup, the commonly used least-squares estimator that minimizes the square loss \( \sum_i (y_i - \langle w, x_i \rangle)^2 \), provides a good estimate of the unknown regression vector \( w^* \).

In many applications, some samples are inadvertently or maliciously corrupted, for example, due to mislabeling or measurement errors, or data poisoning attacks. For instance, such corruptions are commonplace in biology (Rosenberg et al., 2002; Paschou et al., 2010) and machine learning security (Barreno et al., 2010; Biggio et al., 2012). Even a small number of corrupt samples in the data can cause the least-squares estimator to fail catastrophically. Classical robust estimators have been proposed in (Huber, 2011; Rousseeuw, 1991) but they suffer from exponential runtime. Recent works (Lai et al., 2016; Diakonikolas et al., 2019a; 2017) have derived efficient algorithms for robust mean estimation with provable guarantees even when a small fraction of the data can be corrupt or adversarial. These works have inspired the efficient algorithms for robust regression (Prasad et al., 2018; Diakonikolas et al., 2019b;c; Pensia et al., 2020) under the same corruption model. (Cherapanamjeri et al., 2020a; Jambulapati et al., 2021) have obtained robust regression algorithms with near-optimal run time and sample complexity.

In this paper, we are interested in the setting where a small fraction \( \alpha \), potentially even less than half, of the data is considered inlier, and the majority of the data may be influenced by factors such as adversarial manipulation, corruption, bias, or being drawn from a diverse distribution. This setting also encompasses the problem of learning a mixture of regressions (Jordan & Jacobs, 1994; Zhong et al., 2016; Kong et al., 2020b; Pal et al., 2022) because any solution of the former immediately yields a solution to the latter by setting \( \alpha \) to be the proportion of the data from the smallest mixture component.

However, it is information-theoretically impossible to output a single accurate estimate of regression parameter when \( \alpha < 1/2 \). Instead, it may be possible to generate a short list of estimates such that at least one of them is accurate. This relaxed notion of learning is known as list-decodable learning and is useful since a learner can identify a single accurate estimate from the list given a small number of reliable samples.

For high dimensional mean estimation, Charikar et al. (2017) derived the first polynomial time algorithm for list decodable setting. List-decodable linear regression has been studied in (Karmalkar et al., 2019; Raghavendra & Yau, 2020) yielding algorithms with runtime and sample complexity of \( O(d \text{poly}(1/\alpha)) \). In contrast to list-decodable mean estimation, recent work (Diakonikolas et al., 2021b) has shown that a sub-exponential runtime and sample complexity might be impossible for linear regression. These prior results may lead to a pessimistic conclusion for...
obtaining practical algorithms for the fundamental learning paradigm of linear regression when less than half of the data may be inlier or genuine.

However, our work demonstrates that it can be overcome in various real-world applications such as federated learning (Wang et al., 2021), learning from multiple sensors (Wax & Ziskind, 1989), and crowd-sourcing (Steinhardt et al., 2016). In these and many other applications individual data sources often provide multiple samples. We refer to a collection of samples from a single source as a batch. If a fraction \( \alpha \) of the sources follow the underlying distribution we aim to learn, then \( \alpha \) fraction of the batches will contain independent samples from that distribution, while the remaining batches may contain arbitrary samples.

When each batch contains \( \tilde{\Omega}(d) \) samples then one can get the estimate of the regression vectors for each batch. However, typically in modern applications the dimension of the data is high and only a moderate number of samples are available per batch (Grottk et al., 2015; Park & Tuzhilin, 2008; Kong et al., 2020b). As we show in this paper, for any \( \alpha \in (0, 1) \), as long as the number of samples provided by each genuine source is more than a small threshold of \( \tilde{\Omega}(1/\alpha) \), we can use the grouping of samples in batches to develop a polynomial-time algorithm.

The batch setting has a natural advantage in the context of list-decodable learning. When there are multiple possible inlier distributions for the data sources, the list will include regression vectors for all distributions that underlie more than \( \alpha \) fraction of sources. To determine the best-fitting solution for a specific source from the short list generated by the list-decodable algorithm, a small hold-out portion of the batch provided by that source can be used. This post hoc identification of the best weight for a source/batch is naturally not feasible in the single sample setting.

This motivates the problem of list-decodable linear regression using batches. Formally, there are \( m \) batches. Each batch has a collection of \( \geq n \) regression samples which can either all come from a global regression model with true weight \( w^* \) (good batch) and noise variance \( \sigma^2 \) or are arbitrarily corrupted (adversarial batch). The task is to output a small list of regression vectors at least one of which is approximately correct given that only \( \alpha \) fraction of the batches are good. It is important to highlight that in this scenario, any algorithm aiming to provide reasonable estimation guarantees must return a list of estimates. This is because the formulation allows for data to stem from \( \Theta(1/\alpha) \) different distributions, each of which generates at least \( \alpha \) fraction of the batches. The regression parameters for each of these distributions can vary arbitrarily. Without any method to identify the genuine distribution among these \( \Theta(1/\alpha) \) possibilities, any algorithm providing a single estimate of the regression parameter would fail to offer a meaningful estimation guarantee.

Our main result is the following theorem:

**Theorem 1.1** (Informal). For any \( \alpha \in (0, 1) \), there exists a polynomial time algorithm for list-decodable regression, that uses \( m = \tilde{O}_{n, \alpha}(d) \) batches each of size \( n = \tilde{\Omega}(1/\alpha) \), and outputs \( O(1/\alpha^2) \) weights such that with high probability at least one of them, \( \hat{w} \), satisfies \( \|\hat{w} - w^*\|_2 = \tilde{O}(\sigma/\sqrt{n\alpha}) \).

We formally state the problem in Section 2, introduce necessary notation in Section 3, and present our main result in Section 4. In Section 5, we describe the main ideas behind our algorithm and provide a comprehensive overview of our technical contributions. We present our algorithm and prove its performance guarantee in Section 6. We provide a detailed discussion of related work in Appendix A.

## 2. Problem formulation

We have \( m \) sources. Of these \( m \) sources at least \( \alpha \)-fraction of the sources are genuine and provide \( \geq n \) i.i.d. samples from a common distribution. The remaining sources may provide arbitrary data. Since, we can use only the first \( n \) samples from each source and ignore the rest, hence, w.l.o.g. we assume that each source provides exactly \( n \) samples. We will refer to the collection of all samples from a single source as a *batch*.

To formalize the setting, let \( B \) be a collection of \( m \) batches. Each batch \( b \in B \) in this collection, has \( n \) samples \( \{(x_i^b, y_i^b)\}_{i=1}^n \), where \( x_i^b \in \mathbb{R}^d \) and \( y_i^b \in \mathbb{R} \).

Among these batches \( B \), there is a sub-collection \( G \) of *good batches* such that for each \( b \in G \) and \( i \in [n] \) samples \( (x_i^b, y_i^b) \) are generated independently from a common distribution \( D \) and the size of this sub-collection is \( |G| \geq \alpha |B| \). The remaining batches \( B \setminus G \) are *adversarial batches* and have arbitrary samples that may be selected by an adversary depending on good batches.

Next, we describe the assumption of distribution \( D \). We require the same set of general assumptions on the distribution, as in the recent work (Cherapanamjeri et al., 2020a), which focuses on the case when \( n = 1 \) and \( 1 - \alpha \) is small, that is when all but a small fraction of data is genuine.

**Distribution Assumptions.** For an unknown \( d \)-dimensional vector \( w^* \), the sample noises \( n_i^b \), the covariates \( x_i^b \) and the outputs \( y_i^b \) are random variables that are related as \( y_i^b = x_i^b \cdot w^* + n_i^b \). Let \( \Sigma = \mathbb{E}_D[x_i^b(x_i^b)\top] \). For scaling purposes, we assume \( \|\Sigma\| = 1 \). We have the following general assumptions.

1. \( x_i^b \) is \( L_4 \)-\( L_2 \) hypercontractive, that is for some \( C \geq 1 \) and all vectors \( u \), \( \mathbb{E}_D[(x_i^b \cdot u)^4] \leq C \mathbb{E}_D[(x_i^b \cdot u)^2]^2 \).
2. For some constant $C_1 > 0$, $\|x^0_h\| \leq C_1 \sqrt{d}$ a.s.

3. The condition number of $\Sigma$ is at most $C_3$, that is for each unit vector $u$, we have $u^\top \Sigma u \geq \frac{\|u\|}{C_3}$.

4. Sample noise $n^b_h$ is independent of $x^i_h$, has zero mean $\mathbb{E}_D[n^b_h] = 0$, and bounded covariance $\mathbb{E}_D[(n^b_h)^2] \leq \sigma^2$.

5. The distribution of noise $n^b_h$ is symmetric around 0.

We note that the assumptions 1, 3, and 4 are standard in heavy-tailed linear regression (Cherapanamjeri et al., 2020b; Lecué & Mendelson, 2016). Assumptions 2 and 5, on the other hand, are introduced solely for the ease of presentation and we discuss in Appendix G that these two assumptions can be eliminated without any impact on our results.

3. Notation

We use $h_b$ to denote a function over batches. For a function $h_b$, we use $\mathbb{E}_D[h_b]$ and $\text{Cov}_D(h_b)$ to denote the expected value and covariance of $h_b$ for a random batch $b$ of $n$ independent samples from $D$.

Next, we define the expectation and covariance w.r.t. the collection of batches $B$. When batches are chosen uniformly from a sub-collection $B' \subseteq B$, the expected value and co-variance of a function $h_b$ are denoted as $\mathbb{E}_{B'}[h_b] = \sum_{b \in B'} \frac{1}{|B'|} h_b$ and $\text{Cov}_{B'}(h_b) = \sum_{b \in B'} \frac{1}{|B'|} (h_b - \mathbb{E}_{B'}[h_b])(h_b - \mathbb{E}_{B'}[h_b])^\top$, respectively.

To allow for more general samplings, the definition is extended to use a weight vector. A weight vector, denoted by $\beta$, is a collection of weights, $\beta^b$, for each batch, $b \in B$, such that $\beta^b$ is between 0 and 1. The total weight of the vector is represented by $\beta^B = \sum_{b \in B} \beta^b$. It can be helpful to think of $\beta$ as a soft cluster of batches, with its components denoting the membership weight of batches in the cluster.

When defining expectation or covariance of a function w.r.t. a weight vector $\beta$, the probability of sampling a batch $b$, is $\frac{\beta^b}{\sum_{b \in B} \beta^b}$. The expectation of a function, $h_b$, over batches, when using a weight vector $\beta$, is represented by $\mathbb{E}_\beta[h_b] := \sum_{b \in B} \frac{\beta^b}{\sum_{b \in B} \beta^b} h_b$ and the covariance is represented by $\text{Cov}_\beta(h_b) := \sum_{b \in B} \frac{\beta^b}{\sum_{b \in B} \beta^b} (h_b - \mathbb{E}_\beta[h_b])(h_b - \mathbb{E}_\beta[h_b])^\top$.

For weight vector $\beta$, the weight of all batches of a subset $B'$ is denoted as $\beta^{B'} := \sum_{b \in B'} \beta^b$.

We use $f(x) = \tilde{O}(g(x))$ as a shorthand for $f(x) = \mathcal{O}(g(x) \log k)$, where $k$ is some integer, and $f(x) = \mathcal{O}_y(g(x))$ implies that if $y$ is bounded then $f(x) = \mathcal{O}(g(x))$.

Throughout the paper, we use the notation $c_i$, with $i \geq 1$, to represent universal constants.

4. Main Results

Recently there has been a significant interest in the problem of list decodable linear regression. The prior works considered only the non-batch setting. The sample and time complexity of algorithm in (Karmalkar et al., 2019; Raghavendra & Yau, 2020) are $d^{\mathcal{O}(1/\alpha^2)}$ and $d^{\mathcal{O}(1/\alpha^4)}$, respectively. (Raghavendra & Yau, 2020) achieves an error $\mathcal{O}(\sigma/\alpha^{3/2})$ with a list of size $(1/\alpha)^{\mathcal{O}(\log(1/\alpha))}$, and (Karmalkar et al., 2019) obtains an error guarantee $\mathcal{O}(\sigma/\alpha)$ with a list of size $\mathcal{O}(1/\alpha)$.

(Diakonikolas et al., 2021b) improved the sample complexity. For Gaussian noise and covariates distributed according to standard Gaussian, they gave an information-theoretic algorithm that uses $\mathcal{O}(d/\alpha^2)$ samples and estimates $w$ to an accuracy $\mathcal{O}(\sigma \sqrt{\log(1/\alpha)/\alpha})$ using a list of size $\mathcal{O}(1/\alpha)$. They also showed that no algorithm, even with infinite samples, can achieve an error $\ll \sigma/\alpha\sqrt{\log(1/\alpha)}$ with a Poly$(1/\alpha)$ size list.

As these works considered the non-batch setting, they do not obtain a polynomial time algorithm for this problem, which may in fact be impossible (Diakonikolas et al., 2021b).

Our main result shows that using batches one can achieve a polynomial time algorithm for this setting, moreover, the algorithm requires only $\tilde{O}(n, d(n))$ genuine samples.

**Theorem 4.1.** For any $0 < \alpha < 1$, $n \geq \Theta(\frac{C_3^2C^2\log^2(2/\alpha)}{\sigma})$ and $\Omega(C(dn^2 \log(d)))$, Algorithm 1 runs in time $\text{poly}(G, \alpha, d, n)$ and returns a list $M$ of size at most $4/\alpha^2$ such that with probability $\geq 1 - 4/d^2$,

$$\min_{w \in L} \|w - w^*\| \leq \mathcal{O}(\frac{C_3^2C^2\log(2/\alpha)}{\sqrt{n\alpha}}).$$

Interestingly, for $n = \tilde{\Omega}(1/\alpha)$, the estimation error of our polynomial algorithm has a better dependence on $\alpha$ than the best possible $\sigma/\alpha\sqrt{\log(1/\alpha)}$ (Diakonikolas et al., 2021b) by any algorithm (even with infinite resources) in the non-batch setting (i.e. $n = 1$).

We restate the above result as the following corollary, which for a given $\epsilon, d$ and $\alpha$, characterizes the number of good batches $|G|$ and $n$ required by Algorithm 1 to achieve an estimation error $\mathcal{O}(\epsilon \sigma)$.

**Corollary 4.2.** For any $0 < \alpha < 1$, $0 \leq \epsilon \leq 1$, $n_{\min} = \Theta(C_3C(\log^2(2/\alpha)/\sigma))$, $n \geq n_{\min}$, and $|G| = \Omega(C(dn_{\min}^2 \log(d)))$, Algorithm 1 runs in time $\text{poly}(\alpha, d, \epsilon)$ and returns a list $M$ of size at most $4/\alpha^2$ such that with probability $\geq 1 - 4/d^2$,

$$\min_{w \in L} \|w - w^*\| \leq \mathcal{O}(\epsilon \sigma).$$
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For $\epsilon = \Theta(1)$ in the above corollary, we get $n = \tilde{\Omega}(\frac{1}{\alpha})$ and $|G| = \tilde{\Omega}_C(d \log(d)/\alpha^2)$.

Remark 4.1. As discussed earlier, for the case where a majority of data is genuine, i.e. $\alpha > 1/2$, polynomial time algorithms have been developed in prior works (Prasad et al., 2018; Diakonikolas et al., 2019b; Cherapanamjeri et al., 2020b) to estimate the regression parameter even in a non-batch setting. Since the majority of data is genuine, these algorithms can return a single estimate of the regression parameter instead of a list. In particular, the algorithm in (Cherapanamjeri et al., 2020b) requires $O(d/(1-\alpha)^2)$ genuine samples, and estimates the regression parameter $w^*$ to an $\ell_2$ distance of $O(C_3 \sqrt{(1-\alpha)\sigma})$ for any $1-\alpha = O(\frac{1}{\sqrt{n}})$, where $C_3$ is the condition number of the covariance matrix $\Sigma$ of the covariates. A lower bound of $\Omega(\sqrt{(1-\alpha)\sigma})$ is also known for the non-batch setting. We note that the algorithm in (Cherapanamjeri et al., 2020b) for the case $\alpha > 1/2$, can easily be extended to the batch setting, where by using batch gradients instead of sample gradients in their algorithm, the regression parameter $w^*$ can be estimated to a much smaller $\ell_2$ distance of $O(C_3 \sqrt{(1-\alpha)\sigma}/\sqrt{n})$.

5. Technical Overview

This section presents the main ideas behind our algorithm.

For a given batch $b$ from $B$, the square loss of its $i$th sample at point $w$ in the parameter space is represented by $f^b_i(w) := (w \cdot x_i - y_i^b)^2/2$.

If all batches in $B$ had samples generated from $D$ then the minimizer of the average loss across all batches, represented by $E_B[f^b_i(w)]$, would converge to the optimal solution $w^*$. However, the presence of even a single outlier sample can cause this method to fail. In our setting, a majority of batches may contain potentially outlier samples.

The gradient of the loss function $f^b_i(w)$ is $\nabla f^b_i(w) = (w \cdot x_i - y_i^b) \cdot x_i$. For good batches, which has i.i.d. samples from distribution $D$, the expected value of this gradient is $E_D[\nabla f^b_i(w)] = \Sigma(w - w^*)$.

When $|G|$ is sufficiently large, then

$$\| E_G[\nabla f^b_i(w)] \| = \left\| \frac{1}{|G|} \sum_{b \in G} \sum_{i \in [n]} \nabla f^b_i(w) \right\| \approx \| E_D[\nabla f^b_i(w)] \| = \| \Sigma(w - w^*) \|.$$  \hspace{1cm} (1)

Suppose $\tilde{w}$ is a stationary point of all samples, i.e. $E_B[\nabla f^b_i(\tilde{w})] = 0$. If $\tilde{w}$ is far from $w^*$, then the above equation implies that the mean of gradients good samples will be large. Then norm of co-variance of the sample gradients at $\tilde{w}$ will be at least

$$\| \text{Cov}_B[\nabla f^b_i(\tilde{w})] \| \geq \frac{|G|}{|B|^2} \| E_G[\nabla f^b_i(\tilde{w})] - E_B[\nabla f^b_i(\tilde{w})] \|^2 \geq \alpha \| E_G[\nabla f^b_i(\tilde{w})] \|^2 \approx \alpha \| \Sigma(\tilde{w} - w^*) \|^2.$$  \hspace{1cm} (2)

When the co-variance of good sample points is much smaller than the overall co-variance of all samples it is possible to iteratively divide or filter samples in two (possibly overlapping) clusters such that one of the clusters is “cleaner” than the original (Steinhardt et al., 2016; Diakonikolas et al., 2020b). Hence, if we had $|\text{Cov}_B[\nabla f^b_i(\tilde{w})] | \gg |\text{Cov}_G[\nabla f^b_i(\tilde{w})] |$ then we could have obtained a “cleaner version” of $B$, that had a higher fraction of good batches.

For batch $b \in G$ the norm of co-variance of gradients (of a single sample) is $|\text{Cov}_D[\nabla f^b_i(\tilde{w})] | = \Theta(\sigma^2 + \| \Sigma(\tilde{w} - w^*) \|^2)$ (using $L_4$-$L_2$ hypercontractivity). Even if we had $|\text{Cov}_G[\nabla f^b_i(\tilde{w})] | \approx |\text{Cov}_D[\nabla f^b_i(\tilde{w})] |$, it does not guarantee $|\text{Cov}_B[\nabla f^b_i(\tilde{w})] | \gg |\text{Cov}_G[\nabla f^b_i(\tilde{w})] |$, as $\alpha \| \Sigma(\tilde{w} - w^*) \|^2 \ll \sigma^2 + \| \Sigma(\tilde{w} - w^*) \|^2$, regardless of how large the difference between the stationary point $w^*$ for the distribution $D$ and the stationary point $\tilde{w}$ for all samples is. We will now see that focusing on batch gradients rather than single sample gradients can alleviate this problem.

5.1. How Batches Help

In the preceding approach, we didn’t leverage the batch structure. In fact, the SQ lower bound in (Diakonikolas et al., 2021b) suggests that it may be impossible to achieve a polynomial-time algorithm for the non-batch setting.

To take the advantage of the batch structure instead of considering the loss function and its gradient for each sample individually, we consider the loss of a batch and the gradient of the batch loss. The loss function of a batch $b$ is $f^b(w) = \frac{1}{n} \sum_{i=1}^n f^b_i(w)$ i.e the average of the loss function in its samples. From the linearity of differentiation, the gradient of the batch loss function is $\nabla f^b(w) = \frac{1}{n} \sum_{i=1}^n \nabla f^b_i(w)$.

Then from the linearity of expectation, $\| E_G[\nabla f^b_i(w)] \| = \| E_B[\nabla f^b_i(w)] \|$ for any $w$. However, averaging over $n$ samples reduces the co-variance by a factor $n$, therefore, $\text{Cov}_D[\nabla f^b_i(w)] = \text{Cov}_D[\nabla f^b_i(w)]/n$.

For $|G|$ large enough, we will have population covariance $|\text{Cov}_G[\nabla f^b_i(\tilde{w})] | \approx |\text{Cov}_D[\nabla f^b_i(\tilde{w})] |$. Further, as $|\text{Cov}_D[\nabla f^b_i(\tilde{w})] | = O(\sigma^2 + \| \Sigma(\tilde{w} - w^*) \|^2)$, it follows

$$|\text{Cov}_G[\nabla f^b_i(\tilde{w})] | = O(\frac{\sigma^2 + \| \Sigma(\tilde{w} - w^*) \|^2}{n}).$$

If the batch size $n = \Omega(\log^2(1/\alpha)/\alpha)$ and $\tilde{w}$ is stationary point of average loss of all samples in $B$, then for a large value of $\| \tilde{w} - w^* \| = \Omega(\sigma \log(1/\alpha)/\sqrt{mn})$, it can be shown that $\alpha \| \Sigma(\tilde{w} - w^*) \|^2 \geq \log^2(\frac{1}{\alpha}))C_3(\sigma^2 + \| \Sigma(\tilde{w} - w^*) \|^2)$.

Since the expectation of batch and sample gradients are the same over any batch sub-collection, using a similar argument as for Equation (2) one can show that $|\text{Cov}_B[\nabla f^b_i(\tilde{w})] | \approx \alpha \| \Sigma(\tilde{w} - w^*) \|^2$, Combining this bound with the above bound gives

$$|\text{Cov}_B[\nabla f^b_i(\tilde{w})] | \geq \log^2(1/\alpha)|\text{Cov}_G[\nabla f^b_i(\tilde{w})] |.$$
Therefore, either the distance between the stationary point of this cluster and \( w^* \) is \( \leq O\left( \frac{\sigma \log(1/\alpha)}{\sqrt{n\alpha}} \right) \) or the covariance of gradients for the set of all batches is much larger than that for good batches. If it is the former, then we have a good approximation of \( w^* \) and if it is the latter, we can divide \( B \) into two (possibly overlapping) clusters, where at least one of the new clusters contains a majority of good batches and has a higher proportion of good batches than the initial cluster. The same argument can be extended from \( B \) to any sub-collection of \( B \) that retains a major portion of good batches \( G \).

To divide the clusters, we use the MULTIFILTER routine from (Diakonikolas et al., 2020b). Instead of hard clustering, this routine does soft clustering. The soft clustering produces a membership or weight vector \( \beta \) of length \( |B| \), with each entry between \([0, 1]\) that denotes the membership weight of the corresponding batch in the cluster.

The above discussion leads to the following algorithm. We begin with the initial cluster of all batches \( B \). We keep applying MULTIFILTER routine iteratively on the clusters (or weight vectors) until, for all the clusters, the covariance of gradients at the stationary points of the respective clusters becomes small. MULTIFILTER routine ensures that at least one of the clusters retains a major portion of good batches and it doesn’t have more than \( O(1/\alpha^2) \) clusters at any stage.

As discussed, for a cluster that retains a major portion of good batches \( G \), the covariance of batch gradients is small only if stationary point \( \bar{w} \) of that cluster approximates \( w^* \) with an accuracy of \( \| \bar{w} - w^* \| = O\left( \frac{\sigma \log(1/\alpha)}{\sqrt{n\alpha}} \right) \). Since the final set of \( O(1/\alpha^2) \) clusters includes at least one such cluster, the stationary point of at least one of the clusters should approximate \( w^* \) to the desired accuracy.

However, applying the MULTIFILTER routine for this purpose presents additional challenges, which we address through various technical contributions in the next section.

5.2. Clipping to Improve Sample Complexity

We would like to obtain a high probability concentration bound of \( \| \text{Cov}_G[\nabla f^b(w)] \| \leq O\left( \frac{\| w - w^* \|^2 + \sigma^2}{n} \right) \) on the empirical covariance of the batch gradients in the good batches. No such bounds for general \( n \) is known in previous literature. And even for \( n = 1 \), using known concentration bounds would require a large number of good batches or samples. For example, (Diakonikolas et al., 2019b) needed \( d^5 \) samples in total, and in fact, a minimum requirement of \( d^2 \) samples can be shown for such a bound to hold. (Cherapanamjeri et al., 2020a) required \( O(d) \) samples (for \( n \) fixed to 1) for a related bound, but for each point \( w \) they need to ignore certain samples from the calculation of empirical covariance. These samples can be different depending on \( w \). While such guarantees sufficed for their application where a majority of data was genuine, it is unclear if it can be extended to the list-decodable setting.

To address these challenges, we use clipped loss instead. For clipping parameter \( \kappa > 0 \) and any batch \( b \in B \), the clipped loss of its \( i^{th} \) sample at point \( w \) is given by

\[
f_{i}^b(w, \kappa) := \begin{cases} \frac{(w \cdot x_i^b - y_i^b)^2}{2} & \text{if } |w \cdot x_i^b - y_i^b| \leq \kappa \\ \kappa |w \cdot x_i^b - y_i^b| - \kappa^2 / 2 & \text{otherwise.} \end{cases}
\]

We specify the choice of clipping parameter \( \kappa \) later. The clipped loss defined above is known as Huber’s loss in literature. The gradient of this clipped loss is

\[
\nabla f_{i}^b(w, \kappa) := \frac{(x_i^b \cdot w - y_i^b)}{|x_i^b \cdot w - y_i^b|} \sqrt{\kappa} x_i^b.
\]

We refer to the gradient of the clipped loss above as the clipped gradient.

For a batch \( b \), its clipped loss is simply the average of clipped loss over all its samples. Clipped loss for a batch \( b \) at point \( w \) is \( f^b(w, \kappa) := \frac{1}{n} \sum_{i \in [n]} f_{i}^b(w, \kappa) \). By the linearity of gradients, the gradient of the clipped loss, or clipped gradient, \( \nabla f^b(w, \kappa) \) is the average of clipped loss over all its samples, i.e. \( \nabla f^b(w, \kappa) := \sum_{i \in [n]} \frac{1}{n} \nabla f_{i}^b(w, \kappa) \).

Ideal choice of Clipping parameter. When \( \kappa \to \infty \), the clipped loss is the same as the squared loss, hence clipping will have no effect in reducing the number of samples required. On the other hand, if \( \kappa \to 0 \), the loss function is overly clipped, which can lead to the expected norm of the clipped gradient being much smaller than that of the unclipped gradients in Equation (1). Theorem C.2 shows that as long as the clipping parameter is set to \( \Omega(\| w - w^* \|) + \Omega_{n\alpha}(\sigma) \), the expected norm of the clipped gradient will be \( \Omega(\| w - w^* \|) - \Omega(\sigma/\sqrt{n\alpha}) \). This means that for any point \( w \) whose distance from \( w^* \) is greater than \( \Omega(\sigma/\sqrt{n\alpha}) \), the expected norm of the clipped gradient at \( w \) is \( \| \mathbb{E}_D[\nabla f^b(w, \kappa)] \| = \Omega(\| w - w^* \|) \), which is of the same order as that of unclipped gradients in Equation (1).

Furthermore, taking advantage of clipping, in Theorem B.1 we show that for all points \( w \), and for any clipping parameter \( \kappa = \Omega(\| w - w^* \|) + \Omega_{n\alpha}(\sigma) \) the covariance of the clipped gradients satisfies \( \| \text{Cov}_G[\nabla f^b(w, \kappa)] \| \leq O\left( \frac{\| w - w^* \|^2 + \sigma^2}{n} \right) \) with only \( \tilde{O}_{n, \alpha}(d) \) samples. As discussed previously, the same bound on the covariance of the unclipped gradients would instead require \( \Omega(d^2) \) samples.

From the preceding discussion, in order for both the requirements of \( \| \mathbb{E}_D[\nabla f^b(w, \kappa)] \| = \Omega(\| w - w^* \|) \) and \( \| \text{Cov}_G[\nabla f^b(w, \kappa)] \| \leq O\left( \frac{\| w - w^* \|^2 + \sigma^2}{n} \right) \) to be met using only \( \tilde{O}_{n, \alpha}(d) \) samples, the clipping parameter must be set to \( \kappa = \Theta(\| w - w^* \|) + \Theta_{n\alpha}(\sigma) \). This requires a constant factor approximation of \( \| w - w^* \| \) to be obtained.
Additionally, when using the MULTIFILTER on a cluster, a tight approximation of $\|w - w^*\|$ is necessary to obtain a tight upper bound on $\|\text{Cov}_G[\nabla f^b(w, \kappa)]\|$, which is required by MULTIFILTER as an input parameter.

Furthermore, recall that when applying the MULTIFILTER on any cluster, we set $w$ to a stationary point of the clipped loss for that cluster. This stationary point $w$ will depend on the clipping parameter $\kappa$, and the appropriate range for $\kappa$ depends on $w$, creating a cyclic dependence that we must also overcome when estimating $\|w - w^*\|$.

5.3. Estimating Parameters for Multifilter

Recall that our goal is to return a small set of (soft) clusters, such that at least one of them retains a major portion of good batches, and its stationary point closely approximates $w^*$. When the MULTIFILTER routine is applied to a cluster, it generates sub-clusters. Hence, the sub-clusters that originate from a cluster that has already lost a majority of good batches are not relevant for us. Therefore, we will need accurate parameter estimation only for clusters that have retained a substantial weight of good batches, and will only consider such clusters in the remaining section.

Let $v^b(w) := \frac{1}{n} \sum_{i \in [n]} |w \cdot x^b_i - y^b_i|$ denote the mean absolute loss of a batch at point $w$.

We developed a subroutine called FINDCLIPPINGPARAMETER (Algorithm 2) that overcomes the cyclic dependence to find appropriate stationary point $w$ and clipping parameter $\kappa$ for a given soft cluster $\beta$. These values ensure that $w$ is a stationary point for clipped gradients $\nabla f^b(w, \kappa)$ for batches in the cluster and $\kappa$ falls in a range determined by the expected absolute loss of batches in cluster $\kappa$ at the stationary point $w$, specifically, $\kappa = \Theta(\mathbb{E}_{\beta}[v^b(w)]) + \Theta_{\|\alpha\|}(\sigma)$.

For $|G| = \bar{O}(d)$, we prove that w.h.p.

$$\text{Var}_G(v^b(w)) \leq \mathbb{E}_G[(v^b(w) - \mathbb{E}_D[v^b(w)])^2] = \mathcal{O}(\frac{\sigma^2 + \mathbb{E}_D[v^b(w)]^2}{n}).$$

From the above bound, it follows that for most of the good batches, $v^b(w)$ is very close to $\mathbb{E}_D[v^b(w)]$.

Further, it can be shown that $\mathbb{E}_D[v^b(w)] = \Theta(\|w - w^*\|) + \mathcal{O}(\sigma)$, where $\mathbb{E}_D[v^b(w)]$ is expectation of $v^b(w)$ for a batch sampled from $D$.

We derive a novel way that given a weight vector $\beta$ estimates upper bound $\theta_1$ on variance $\text{Var}_G(v^b(w))$. Further, the upper bound is tight enough to ensure that if $\text{Var}_\beta(v^b(w)) = \bar{O}(\theta_1)$ then for most batches $b$ in $\beta$, $v^b(w)$ will be close to its expectation $\mathbb{E}_\beta[v^b(w)]$ over $\beta$. As the soft cluster contains a significant proportion of good batches, and since $v^b(w)$ for most of these good batches is close to $\mathbb{E}_D[v^b(w)]$, then $\mathbb{E}_\beta[v^b(w)]$ would also be close to $\mathbb{E}_D[v^b(w)]$. Furthermore, since $\mathbb{E}_D[v^b(w)] = \Theta(\|w - w^*\|) + \mathcal{O}(\sigma)$, it follows that $\mathbb{E}_\beta[v^b(w)] = \Theta(\|w - w^*\|) + \mathcal{O}(\sigma)$.

Therefore, if for a certain weight vector $\beta$ the variance $\text{Var}_\beta(v^b(w))$, is close to our estimated variance of good batches, $\theta_1$, then we can ensure that $\kappa = \Theta(\|w - w^*\|) + \Theta_{\|\alpha\|}(\sigma)$ and use $\mathbb{E}_\beta[v^b(w)]$ as an estimate for $\|w - w^*\|$.

However, if the variance $\text{Var}_\beta(v^b(w))$ for a $\beta$, is significantly greater than our estimated variance of good batches, $\theta_1$, then we will not use the MULTIFILTER routine for gradients on that cluster. Instead, we will apply MULTIFILTER routine on this cluster w.r.t. average absolute loss $v^b(w)$. As a result, the estimation of $\|w - w^*\|$ and ensuring that $\kappa$ is within the correct range, which is necessary for using the MULTIFILTER routine for gradients, is no longer relevant.

Hence, in the estimation part, we either apply MULTIFILTER routine on the cluster for average absolute loss to obtain new clusters with one of them being cleaner, or else our estimate of the parameters is in the desired range to apply MULTIFILTER routine w.r.t. the gradients.

6. Algorithm and Proof of Theorem 4.1

In subsection 6.2, a triplet $(\beta, \kappa, w)$ is defined as nice if it meets certain criteria: $\beta$ retains a substantial amount of weight among good batches, $\kappa$ falls within a specific range, $w$ is a stationary point of the clipped loss, and the covariance of gradients of the clipped loss for the cluster $\beta$ is bounded at $w$. It is noted that any such triplet’s point $w$ is a good approximation of $w^*$. In Section 5.1, we provided intuition for the same without the clipping.

To identify a cluster with bounded covariance of clipped gradients, we require that the covariance of clipped gradients for $G$ is bounded. And to estimate the correct range of $\kappa$ and an upper bound on the covariance of clipped gradients for $G$, as described in Section 5.3, we require that the variance of mean absolute loss is bounded for the set of good batches.

We formalize these requirements in the next subsection in form of two regularity conditions.

To specify the range in which the clipping parameter $\kappa$ should be set, we define $\kappa_{\max}$ and $\kappa_{\min}$ in Definition B.1 in the appendix, which are functions of $w$, and other distribution parameters. Finally, in the last two subsections, we describe the algorithm and show that it finds a nice triplet.

6.1. Regularity Conditions.

The first condition is that for all unit vectors $u$, all vectors $w$ and for all $\kappa \leq \kappa_{\max}$,

$$\mathbb{E}_G[(\nabla f^b(w, \kappa) \cdot u - \mathbb{E}_D[\nabla f^b(w, \kappa) \cdot u])^2] \leq U_1,$$
where $U_1 := c_4 \sigma^2 + C E \|w - w^*\|_2^2 / n$. The second regularity condition is that for all vectors $w$,

$$E_G \left[ \left( v^b(w) - E_D \|w \cdot x^b_i - y_i^b\|_2^2 \right)^2 \right] \leq U_2,$$

where $U_2 := c_2 \sigma^2 + C E \|w - w^*\|_2^2 / n$. We will repeatedly refer to the upper bounds $U_1$ and $U_2$ in the regularity conditions throughout this section.

In Section B, we show that even with a minimal number of good batches, $|G| = Omega(n)(d)$, the two regularity conditions hold w.h.p.

As a simple consequence, the first regularity condition implies that

$$\|\text{Cov}_G(\nabla f^b(w, \kappa))\|_2 \leq U_1,$$  \tag{5}$$

and similarly, the second regularity condition implies that

$$\text{Var}_G(v^b(w)) \leq U_2.$$  \tag{6}$$

We note that the expressions for $U_1$ and $U_2$ simplify to $\Theta(\sigma^2 + \|w - w^*\|^2 / n)$ and the expressions for $\kappa_{\text{max}}$ and $\kappa_{\text{min}}$ simplify to $\Theta(\|w - w^*\| + \sigma)$ if one is not concerned with the dependence on distribution parameters $C, C_\beta, C_p$.

### 6.2. Nice Triplet

First, we introduce the notion of nice weight vector. A weight vector $\beta$ is considered nice if the total weight assigned to all good batches by it is at least $\beta^G \geq 3|G|/4$.

We term a combination of a weight vector $\beta$, a clipping parameter $\kappa$, and an estimate $w$ as a triplet. Next, we introduce the concept of a nice triplet.

**Condition 1.** A triplet $(\beta, \kappa, w)$ is considered nice if

(a) $\beta$ is a nice weight vector, i.e. $\beta^G \geq 3|G|/4$.

(b) Clipping parameter is in the range, $\kappa_{\text{min}} \leq \kappa \leq \kappa_{\text{max}}$.

(c) $w$ is an approximate stationary point, namely mean clipped loss for weight vector $\beta$ at $w$ is at most $\| E_\beta[\nabla f^b(w, \kappa)]\| \leq \log(2/\alpha)\sigma / 8\sqrt{\alpha}$.

(d) Covariance of the clipped gradients over $\beta$ at stationary point $w$ is at most $\|\text{Cov}_\beta(\nabla f^b(w, \kappa))\| \leq c_5 C^2 \log^2 \left( \frac{2}{\delta} \right) \left( \sigma^4 + \frac{C^2}{\beta} (\|w - w^*\|^2 + \sigma^2)^2 \right),$ where $c_5$ is a positive universal constant.

According to these conditions, a triplet $(\beta, \kappa, w)$ is nice if weight vector $\beta$ is considered nice, clipping parameter $\kappa$ is within the appropriate range, $w$ is an approximate stationary point for clipped loss for this weight vector and covariance of clipped gradient over weight vector $\beta$ at this point $w$ is small. As discussed briefly at the beginning of this section, for a triplet satisfying these conditions $w$ is a good approximation of $w^*$. Theorem C.1 formally shows that for any nice triplet $(\beta, \kappa, w)$, we have $\|w - w^*\| \leq O\left( C_0 \frac{C \sigma \log(2/\alpha)}{\sqrt{n\alpha}} \right)$. Then to prove Theorem 4.1, it is sufficient to show that the algorithm returns a small list of triplets such that at least one of them is nice.

In the next two subsections, we will describe the algorithm and demonstrate that it returns a small list of triplets, at least one of which is nice.

**Algorithm 1 MAINALGORITHM**

1: **Input:** Data $\{(x_i, y_i)\}_{i \in [n]}$ $b \in B, \alpha, C, \sigma$.
2: For each $b \in B$, $\beta^b_{\text{init}} \leftarrow 1$ and $\beta^b_{\text{init}} \leftarrow \{ \beta^b_{\text{init}} \} \in B$.
3: List $L \leftarrow \{ \beta^b_{\text{init}} \}$ and $M \leftarrow \emptyset$.
4: **while** $L \neq \emptyset$ **do**
5: Pick any element $\beta$ in $L$ and remove it from $L$.
6: $a_1 = \frac{256 C \sqrt{2}}{\alpha}$ and $a_2 = \frac{a_1}{2} + 64.$
7: $\kappa, w \leftarrow \text{FINDCLIPPINGPARAMETER}(B, \beta, a_1, a_2, \{ (x_i, y_i) \}_{i \in [n]} \in B)$
8: Find top approximate unit eigenvector $u$ of $\text{Cov}_\beta(\nabla f^b(w, \kappa))$.
9: For each batch $b \in B$, let $v^b = \frac{1}{n} \sum_{i \in [n]} |w \cdot x^b_i - y_i^b|$ and $v^b = \nabla f^b(w, \kappa) \cdot u$.
10: $\theta_0 \leftarrow \inf \{ v : \beta(\{ b : v^b \geq v \}) \leq \alpha |B| / 4 \}$ and
11: $\theta_1 \leftarrow \frac{\alpha}{n} \left( \sigma^2 + (8 \sqrt{C_{\theta_0}} + \frac{2}{\sqrt{\alpha}})^2 \right),$ \tag{7}$$
12: \theta_2 \leftarrow \frac{\alpha}{n} \left( \sigma^2 + 16 C^2 (E \beta |v^b| + \sigma)^2 \right).$ \tag{8}$$
13: **if** $\text{Var}_B, \beta(v^b) > c_0 \log^2 (2/\alpha) \theta_1$ **then**
14: NewWEIGHTS $\leftarrow$ MULTIFILTER($B, \alpha, \beta, \{ v^b \}, \theta_1$).
15: **{Type-1 use}**
16: Append each weight vector $\beta \in \text{NEWWEIGHTS}$ that has total weight $\beta^G \geq \alpha |B| / 2$ to list $L$.
17: **else if** $\text{Var}_B, \beta(v^b) > c_0 \log^2 (2/\alpha) \theta_2$ **then**
18: NewWEIGHTS $\leftarrow$ MULTIFILTER($B, \alpha, \beta, \{ v^b \}, \theta_2$).
19: **{Type-2 use}**
20: Append each weight vector $\beta \in \text{NEWWEIGHTS}$ that has total weight $\beta^G \geq \alpha |B| / 2$ to list $L$.
21: **else**
22: Append $(\beta, \kappa, w)$ to $M$.
23: **end if**
24: **end while**
25: Return $M$.

### 6.3. Description of the Algorithm

MAINALGORITHM starts with $L = \beta^b_{\text{init}}$, where the initial weight vector $\beta^b_{\text{init}}$ assigns an equal weight of 1 to each batch in $B$. This initial weight vector is nice since $\beta_{\text{init}}^G = |G|$. In each iteration of the while loop, the algorithm selects one of the weight vectors $\beta$ from the list $L$, until the list $L$ is empty. Then, it uses the subroutine FINDCLIPPINGPARAMETER on this weight vector $\beta$, which
returns the values of clipping parameter $\kappa$ and approximate stationary point of clipped loss as $w$.

Next, the algorithm uses the MULTIFILTER subroutine on $\beta$. Given a weight vector and a function over batches, as well as an estimate of the variance of the function for good batches, this subroutine divides the cluster to produce new clusters, such that each of them is shorter than the original.

To apply this subroutine, the algorithm first calculates parameters $\theta_1$ and $\theta_2$, which are estimates of the upper bounds $U_2$ and $U_1$ in the two regularity conditions for the point $w$.

If the variance of the mean absolute loss at $w$ for batches in this weight vector $\beta$ is much larger than the estimate $\theta_1$, namely $\text{Var}_{\beta}(v^b) \geq c_3 \log^2(2/\alpha)\theta_1$, the algorithm applies the MULTIFILTER subroutine for the function $v^b(w)$. This is referred to as a Type-1 use of this subroutine.

If instead, the variance of $v^b$ in the weight vector is small, the algorithm defines a new function on batches, $\tilde{v}^b := \nabla f^b(w, \kappa) \cdot u$, where $u$ is a top approximate unit eigenvector of $\text{Cov}_{\beta}(\nabla f^b(w, \kappa))$ such that $u^\top \text{Cov}_{\beta}(\nabla f^b(w, \kappa))u \geq 0.5\|\text{Cov}_{\beta}(\nabla f^b(w, \kappa))\|$. This function $\tilde{v}^b$ is a projection of clipped batch gradients along the direction in which covariance is nearly the highest. From (5), it follows that variance of this new function $\tilde{v}^b$ in good batch collection $G$ will be bounded by $U_1$. If the variance of $\tilde{v}^b$ over the weight vector $\beta$ is much larger than estimate $\theta_2$ of $U_1$, namely $\text{Var}_{\beta}(\tilde{v}^b) \geq c_3 \log^2(2/\alpha)\theta_2$, then the algorithm applies MULTIFILTER subroutine for function $\tilde{v}^b(w)$. This is referred to as a Type-2 use of this subroutine.

When MULTIFILTER is applied to a weight vector, it returns a list NEWWEIGHTS of weight vectors as a result. The MAINALGORITHM appends weights vectors in NEWWEIGHTS that have total weights more than $\alpha|B|/2$ to list $L$ and the iteration terminates. The weight vectors that have total weights less than $\alpha|B|/2$ are ignored as they can’t be nice weight vectors and can not result in any nice weight vector in future iterations.

If the variances of both $v^b$ and $\tilde{v}^b$ are small, then the iteration ends by appending $(\beta, \kappa, w)$ to $M$. Next, we argue that $M$ ends up with at least one nice triplet.

### 6.4. Finding Nice Triplet

We first show that Type-1 application of MULTIFILTER on a nice weight $\beta$ only occurs when,

$$\text{Var}_{\beta}(v^b) \geq c_3 \log^2(2/\alpha)\text{Var}_{\beta}(\tilde{v}^b). \quad (9)$$

Recall that Type-1 application of MULTIFILTER on $\beta$ takes place when $\text{Var}_{\beta}(v^b) \geq c_3 \log^2(2/\alpha)\theta_1$. From Equation (6), we have $\text{Var}_{\beta}(\tilde{v}^b) \leq U_2$ and Theorem E.1 shows that for a nice weight vector $\beta$ the parameter $\theta_1$ upper bounds $U_2$. Thus, Type-1 use of MULTIFILTER on a nice weight $\beta$ only takes place when Equation (9) holds.

The subroutine FINDCLIPPINGPARAMETER returns $\kappa$ and $w$ for a given weight vector $\beta$. Theorem D.1 in the Appendix D shows that these parameters $w$ and $\kappa$ satisfy:

1. $w$ is an approximate stationary point for $\{f^b(\cdot, \kappa)\}$ w.r.t. weight vector $\beta$.
2. $(\frac{\phi}{\kappa} \mathbb{E}_{\beta}[v^b(w)] \lor a_2\sigma) \leq \kappa \leq (4a_1^2 \mathbb{E}_{\beta}[v^b(w)] \lor a_2\sigma)$, where $a_1$ and $a_2$ are input parameters of FINDCLIPPINGPARAMETER.

The first guarantee implies that if a triplet $(\beta, \kappa, w)$ ends in set $M$, then it must satisfy condition (c) for a nice triplet.

Theorem E.4 shows that if Type-1 filtering did not occur for a nice weight vector, then for this weight vector the range of $\kappa$ specified in the second guarantee of subroutine FINDCLIPPINGPARAMETER is a subset of the desired range $(\kappa_{\min}, \kappa_{\max})$. Specifically, if for a nice weight vector $\beta$, $\text{Var}_{\beta}(v^b) \leq c_3 \log^2(2/\alpha)\theta_1$, then $\kappa \in (\kappa_{\min}, \kappa_{\max})$ and

$$U_1 \leq \theta_2 \leq \frac{c_3}{2c_3} C^2(\sigma^2 + \mathbb{E}_{\beta}[||u-\bar{u}||^2])/\alpha.$$

Recall that a triplet $(\beta, \kappa, w)$ ends up in $M$ only when $\text{Var}_{\beta}(v^b) \leq c_3 \log^2(2/\alpha)\theta_1$ and $\text{Var}_{\beta}(\tilde{v}^b) \leq c_3 \log^2(2/\alpha)\theta_2$ are both satisfied.

From the above discussion, it follows that if a triplet $(\beta, \kappa, w)$ is in $M$ such that $\kappa$ is nice then $\kappa \in (\kappa_{\min}, \kappa_{\max})$ and it satisfies,

$$\text{Var}_{\beta}(\tilde{v}^b) \leq \frac{c_3}{2} \log^2(2/\alpha) \frac{C^2(\sigma^2 + \mathbb{E}_{\beta}[||(w-\bar{u})\cdot\bar{x}||^2])}{\alpha}.$$

From the definition of $\tilde{v}^b$, it follows that $||\text{Cov}_{\beta}(\nabla f^b(w, \kappa))|| \leq 2\text{Var}_{\beta}(\tilde{v}^b)$. Therefore, for any triplet $(\beta, \kappa, w)$ in $M$ such that $\beta$ is a nice weight vector and $\text{Var}_{\beta}(v^b)$, conditions (b) and (d) are also satisfied. This means that any such triplet is a nice triplet. Finally, it remains to be shown that $M$ contains at least one triplet with a nice weight vector, which we do next.

Recall that Type-2 application of MULTIFILTER on a weight $\beta$ only takes place when, $\text{Var}_{\beta}(\tilde{v}^b) \geq c_3 \log^2(2/\alpha)\theta_2$. Since for a nice $\beta$, from Equation (10), $U_1 \leq \theta_2$, from Equation (5), $||\text{Cov}_{\beta}(\nabla f^b(w, \kappa))|| \leq U_1$, and from the definition of $\tilde{v}^b$, $\text{Var}_{\beta}(\tilde{v}^b) \leq ||\text{Cov}_{\beta}(\nabla f^b(w, \kappa))||$. Therefore, $\theta_2 \geq \text{Var}_{\beta}(\tilde{v}^b)$, and hence Type-2 application on a nice weight $\beta$ only takes place when,

$$\text{Var}_{\beta}(\tilde{v}^b) \geq c_3 \log^2(2/\alpha)\text{Var}_{\beta}(\tilde{v}^b). \quad (11)$$

Theorem F.2 in Appendix F states that if Equation (9) holds for all Type-1 uses and Equation (11) holds for all Type-2 uses when using subroutine MULTIFILTER on nice weight vectors, then at least one of the triplets in the final list $M$ will include a nice weight vector. Since we have already
shown that these two equations hold, it follows that $M$ will contain a nice triplet. The theorem also shows that the size of $M$ is at most $4/\alpha^2$ and the total number of iterations of the while loop is at most $O(|B|/\alpha^2)$, implying a small list size and a polynomial runtime for the algorithm.

7. Conclusion

In summary, this paper addresses the problem of linear regression in the setting when data is presented in batches and only a small fraction of the batches contain genuine data. The paper presents a polynomial time algorithm to identify a small list containing a good approximation of the true regression parameter when genuine batches have at least $\tilde{\Omega}(1/\alpha)$ samples each. By utilizing the batch structure, the paper introduces the first polynomial-time algorithm for list decodable linear regression. Additionally, the algorithm requires a number of genuine samples that increase nearly linearly with the dimension of the covariates.

SQ lower bounds in (Diakonikolas et al., 2021b) for the non-batch setting suggests that a polynomial time algorithm is impossible with batch size 1, and the paper demonstrates that a batch size of $\geq \tilde{\Omega}(1/\alpha)$ is sufficient to obtain a polynomial time algorithm. This poses the question of what the smallest batch size required is to obtain a polynomial time algorithm, which is a promising direction for future work.
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A. Related Work

Robust Estimation and Regression. Designing estimators which are robust under the presence of outliers has been broadly studied since 1960s (Tukey, 1960; Anscombe, 1960; Huber, 1964). However, most prior works either requires exponential time or have a dimension dependency on the error rate, even for basic problems such as mean estimation. Recently, (Diakonikolas et al., 2019a) proposed a filter-based algorithm for mean estimation which achieves polynomial time and has no dependency on the dimensionality in the estimation error. There has been a flurry of research on robust estimation problems, including mean estimation (Lai et al., 2016; Diakonikolas et al., 2017; Dong et al., 2019; Hopkins et al., 2020a; Diakonikolas et al., 2018a), covariance estimation (Cheng et al., 2019; Li & Ye, 2020), linear regression and sparse regression (Bhatia et al., 2015; Balakrishnan et al., 2017; Gao, 2020; Prasad et al., 2018; Klivans et al., 2018; Diakonikolas et al., 2019b; Liu et al., 2018; Karmalkar & Price, 2019; Dalalyan & Thompson, 2019; Mukhoty et al., 2019; Diakonikolas et al., 2019c; Karmalkar et al., 2019; Pensia et al., 2020; Cherapanamjeri et al., 2020b), principal component analysis (Kong et al., 2020a; Jambulapati et al., 2020), mixture models (Diakonikolas et al., 2020a; Jia & Vempala, 2019; Kothari et al., 2018; Hopkins & Li, 2018). The results on robust linear regression are particularly related to the setting of this work, though those papers considered non-batch settings and the fraction of good examples \( \alpha > 1/2 \). (Prasad et al., 2018; Diakonikolas et al., 2019b; Pensia et al., 2020; Cherapanamjeri et al., 2020b; Jambulapati et al., 2021) considered the setting when both both covariate \( x_i \) and label \( y_i \) are corrupted. When there are only label corruptions, (Bhatia et al., 2015; Dalalyan & Thompson, 2019; Kong et al., 2022) achieve nearly optimal rates with \( O(d) \) samples. Under the oblivious label corruption model, i.e., the adversary only corrupts a fraction of labels in complete ignorance of the data, (Bhatia et al., 2017b; Suggala et al., 2019) provide a consistent estimator whose approximate error goes to zero as the sample size goes to infinity.

Robust Learning from Batches. (Qiao & Valiant, 2018) introduced the problem of learning discrete distribution from untrusted batches and derived an exponential time algorithm. Subsequent works (Chen et al., 2020b) improved the run-time to quasi-polynomial and (Jain & Orlitsky, 2020a) obtained polynomial time with an optimal sample complexity. (Jain & Orlitsky, 2021; Chen et al., 2020a) extended these results to one-dimensional structured distributions. (Jain & Orlitsky, 2020b; Konstantinov et al., 2020) studied the problem of classification from untrusted batches. (Acharya et al., 2022) studies a closely related problem of learning parameter of Erdős-Rényi random graph when a fraction of nodes are corrupt. All these works focus on different problems than ours and only consider the case when a majority of the data is genuine.

List Decodable Mean Estimation and Regression. List decodable framework was first introduced in (Charikar et al., 2017) to obtain learning guarantees when a majority of data is corrupt. They derived the first polynomial algorithm for list decodable mean estimation under co-variance bound. Subsequent works (Diakonikolas et al., 2020b; Cherapanamjeri et al., 2020c; Diakonikolas et al., 2021a) obtained a better run time. (Diakonikolas et al., 2018b; Kothari et al., 2018) improved the error guarantees, however, under stronger distributional assumptions and has higher sample and time complexities.

(Karmalkar et al., 2019) studies the problem of list-decodable linear regression with batch-size \( n = 1 \) and derive an algorithm with sample complexity \( (d/\alpha)^{O(1/\alpha^3)} \) and runtime \( (d/\alpha)^{O(1/\alpha^4)} \). (Raghavendra & Yau, 2020) show a sample complexity of \( (d/\alpha)^{O(1/\alpha^3)} \) with runtime \( (d/\alpha)^{O(1/\alpha^4)}(1/\alpha)^{\log(1/\alpha)} \). Polynomial time might indeed be impossible for the single sample setting owing to the statistical query lower bounds in (Diakonikolas et al., 2021b).

Mixed Linear Regression. When each batch has only one sample, (i.e. \( n = 1 \)) and contains samples of one of the \( k \) regression components the problem becomes the classical mixed linear regression which has been widely studied (Diakonikolas & Kane, 2020; Chen et al., 2020b; Li & Liang, 2018; Sedghi et al., 2016; Zhong et al., 2016; Yi et al., 2016; Chaganty & Liang, 2013). It is worth noting that no algorithm is known to achieve polynomial sample complexity in this setting. The problem is only studied very recently in the batched setting with \( n > 1 \) by (Kong et al., 2020b,a), where all the samples in the batch are from the same component. (Kong et al., 2020b) proposed a polynomial time algorithm which requires \( O(d) \) batches each with size \( O(\sqrt{k}) \). (Kong et al., 2020a) leveraged sum-of-squares hierarchy to introduce a class of algorithms which is able to trade off the batch size \( n \) and the sample complexity. Both of these works assume that the distributions of covariates for all components is identical and Gaussian. Since the above problem is a special case of the list-decodable linear regression, our algorithm is able to recover the \( k \) regression components with batch size \( n = O(k) \) and \( O(d) \) number of batches. Our algorithms allow more general distributions for the covariates than allowed by the Gaussian assumption in the previous works. Further, our algorithms allow the distributions of covariates for the different components to differ. It is worth noting that list-decodable linear regression is a strictly harder problem than mixed linear regression as shown in (Diakonikolas et al., 2021b) and thus our result is incomparable to the ones in the mixed linear regression setting. Leaning mixture of linear dynamical systems has been studied in (Chen & Poor, 2022).
B. Regularity conditions

In this section, we state regularity conditions for genuine data used in proving the guarantees of our algorithm. Before we proceed we will define upper and lower bounds on the clipping parameter \( \kappa \) that are functions of \( w \) and other distribution parameters.

**Definition B.1.** We define the following upper and lower bounds on the clipping parameter \( \kappa \) as a function of \( w \) and other distribution parameters:

\[
\kappa_{\text{max}} = c_7 C^2 \left( \sqrt{E_D[|x_i^b \cdot (w - w^*)|^2]} + \sigma \right),
\kappa_{\text{min}} = \max \left\{ 8\sqrt{C E_D[|x_i^b \cdot (w - w^*)|^2]}, 8\sigma \right\}.
\]

\( \kappa_{\text{max}} \) will be used in this section to define our first regularity condition, while \( \kappa_{\text{min}} \) will be used in Section C for defining a nice triplet.

**Regularity Conditions.**

1. For all \( \kappa \leq \kappa_{\text{max}} \), all unit vectors \( u \) and all vectors \( w \)

\[
E_G \left[ \left( \nabla f^b(w, \kappa) \cdot u - E_D[\nabla f^b(w, \kappa) \cdot u] \right)^2 \right] \leq c_4 \frac{\sigma^2 + C E_D[|(w - w^*) \cdot x_i^b|^2]}{n},
\]

2. For all vectors \( w \),

\[
E_G \left[ \left( \frac{1}{n} \sum_{i \in [n]} \left| w \cdot x_i^b - y_i^b \right| - E_D[w \cdot x_i^b - y_i^b] \right)^2 \right] \leq c_2 \frac{\sigma^2 + C E_D[|w \cdot x_i^b - y_i^b|^2]}{n}.
\]

The first regularity condition on the set of good batches \( G \), bounds the mean squared deviation of projections of clipped batch gradients from its true population mean. The regularity condition requires clipping parameter \( \kappa \) to be upper bounded, with the upper bound depending on \( \|w - w^*\| \) and \( \sigma \).

As discussed in Section 5, when \( \kappa \to \infty \), the clipping has no effect, and establishing such regularity condition for unclipped gradients would require \( \Omega(d^3) \) samples. By using clipping, and ensuring that clipping parameter \( \kappa \) is in the desired range we are able to achieve \( O_{n, \alpha}(d) \) sample complexity.

Theorem B.1 characterizes the number of good batches required for regularity condition 1 as a function of the upper bound on \( \kappa \).

**Theorem B.1.** There exist a universal constant \( c_4 \) such that for \( \mu_{\text{max}} \in [1, \frac{4n^2}{\epsilon^2}] \) and \( |G| = \Omega(\mu_{\text{max}}^2 n^2 d \log(d)) \), with probability \( \geq 1 - \frac{4}{\epsilon^2} \), for all unit vectors \( u \), all vectors \( w \) and for all \( \kappa^2 \leq \mu_{\text{max}}(\sigma^2 + C E_D[(w - w^*) \cdot x_i^b]^2)], \)

\[
E_G \left[ \left( \nabla f^b(w, \kappa) \cdot u - E_D[\nabla f^b(w, \kappa) \cdot u] \right)^2 \right] \leq c_4 \frac{\sigma^2 + C E_D[|(w - w^*) \cdot x_i^b|^2]}{n}.
\]  

We prove the above theorem in Section H.

The second regularity condition on the set of good batches \( G \), bounds the mean squared deviation of average absolute error for a batch from its true population mean. Theorem B.2 characterizes the number of good batches required for regularity condition 2.

**Theorem B.2.** For \( |G| = \Omega(n^2 d \log(d)) \) and universal constant \( c_2 > 0 \), with probability \( \geq 1 - \frac{4}{\sigma^2} \), for all vectors \( w \),

\[
E_G \left[ \left( \frac{1}{n} \sum_{i \in [n]} \left| w \cdot x_i^b - y_i^b \right| - E_D[w \cdot x_i^b - y_i^b] \right)^2 \right] \leq c_2 \frac{\sigma^2 + C E_D[|w \cdot x_i^b - y_i^b|^2]}{n}.
\]
Proof. Proof of the above theorem is similar to the proof of Theorem B.1, and for brevity, we skip it.

Combining the two theorems shows that the two regularity conditions hold with high probability with $\tilde{O}_{n,a}(d)$ batches.

Corollary B.3. For $|G| \geq \Omega_c(d n^2 \log(d))$, both regularity conditions hold with probability $\geq 1 - \frac{\delta}{2^7}$.

We conclude the sections with the following Lemma which lists some simple consequences of regularity conditions, that we use in later sections.

**Lemma B.4.** If regularity conditions hold then

1. For all vectors $w$ and for all $\kappa \leq \kappa_{\max}$,
   \[
   \|\text{Cov}_G(\nabla f^b(w, \kappa))\| \leq c_4 \frac{\sigma^2 + C \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2]}{n},
   \]

2. For all vectors $w$
   \[
   \text{Var}_G \left( \frac{1}{n} \sum_{i \in [n]} |w \cdot x^b_i - y^b_i| \right) \leq c_2 \left( \frac{\sigma^2 + C \mathbb{E}_D[(w \cdot x^b_i - y^b_i)^2]}{n} \right).
   \]

3. For all $G' \subseteq G$ of size $|G|/2$,
   \[
   \|\mathbb{E}_{G'}[\nabla f^b(w, \kappa)] - \mathbb{E}_D[\nabla f^b(w, \kappa)]\| \leq \sqrt{2c_4} \frac{\sigma + \sqrt{C \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2]}}{\sqrt{n}}.
   \]

Proof. The first item in the lemma follows as
\[
\|\text{Cov}_G(\nabla f^b(w, \kappa))\| = \max_{w:||u|| \leq 1} \mathbb{E}_G \left[ (\nabla f^b(w, \kappa) \cdot u - \mathbb{E}_G[\nabla f^b(w, \kappa) \cdot u])^2 \right] \leq \max_{w:||u|| \leq 1} \mathbb{E}_G \left[ (\nabla f^b(w, \kappa) \cdot u - \mathbb{E}_D[\nabla f^b(w, \kappa) \cdot u])^2 \right] \leq c_4 \frac{\sigma^2 + C \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2]}{n},
\]
where the first inequality follows as the expected squared deviation along the mean is the smallest and the second inequality follows from the first regularity condition.

Similarly, the second item follows from the second regularity condition.

Finally, we prove the last item using the first regularity condition. Let $u$ be any unit vector and $Z^b(u) := (\nabla f^b(w, \kappa) \cdot u - \mathbb{E}_D[\nabla f^b(w, \kappa) \cdot u])^2$. Then
\[
\|\mathbb{E}_G[Z^b(u)]\| = \left\| \frac{1}{|G|} \sum_{b \in G} Z^b(u) \right\| \geq \left\| \frac{1}{|G'|} \sum_{b \in G'} Z^b(u) \right\| = \frac{|G'|}{|G|} \|\mathbb{E}_{G'}[Z^b(u)]\| \geq \frac{1}{2} \|\mathbb{E}_{G'}[Z^b(u)]\|,
\]
where the first inequality used the fact that $Z^b(u)$ is a positive and the second inequality used $|G'| \geq |G|/2$. Then using the bound on $\|\mathbb{E}_G[Z^b(u)]\|$ in the first regularity condition, we get
\[
\|\mathbb{E}_{G'}[Z^b(u)]\| \leq 2c_4 \frac{\sigma^2 + C \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2]}{n}.
\]

Using the Cauchy–Schwarz inequality and the above bound,
\[
\mathbb{E}_{G'}[|\nabla f^b(w, \kappa) \cdot u - \mathbb{E}_D[\nabla f^b(w, \kappa) \cdot u]|] = \mathbb{E}_{G'}[\sqrt{Z^b(u)}] \leq \sqrt{\mathbb{E}_{G'}[Z^b(u)]} \leq \sqrt{2c_4 \frac{\sigma^2 + C \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2]}{n}}.
\]

Since the above bound holds for each unit vector $u$, we have
\[
\mathbb{E}_{G'}[|\nabla f^b(w, \kappa) - \mathbb{E}_D[\nabla f^b(w, \kappa)]|] \leq \sqrt{2c_4 \frac{\sigma^2 + C \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2]}{n}} \leq \sqrt{2c_4 \frac{\sigma + \sqrt{C \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2]}}{\sqrt{n}}}.
\]
C. Guarantees for nice triplet

For completeness, we first restate the conditions a nice triplet $(\beta, \kappa, w)$ satisfy.

A triplet $(\beta, \kappa, w)$ is nice if

(a) $\beta$ is a nice weight vector, i.e. $\beta^G \geq 3|G|/4$.

(b) $\kappa_{\min} \leq \kappa \leq \kappa_{\max}$.

(c) $w$ is any approximate stationary point w.r.t. $\beta$ for clipped loss with clipping parameter $\kappa$, namely $\|\E_\beta[\nabla f^b(w, \kappa)]\| \leq \frac{\log(2/\alpha)\sigma}{8\sqrt{n}\alpha}$.

(d) $\|\text{Cov}_\beta(\nabla f^b(w, \kappa))\| \leq \frac{c_3C^2 \log^2(2/\alpha)(\sigma^2 + \E_\beta[\|w - w^*\|^2])}{n}.$

In this section, we establish the following guarantees for any nice triplets. In doing so we assume regularity conditions hold for $G$.

Theorem C.1. Suppose $(\beta, \kappa, w)$ is a nice triplet, $n \geq \max\{32c_4C_3, \frac{256}{\alpha}c_5C^2C_3^2 \log^2(2/\alpha)\}$ and regularity conditions holds, then $\|w - w^*\| \leq O\left(\frac{C_3C_4 \log(2/\alpha)}{\sqrt{n}}\right)$.

In the remainder of this section, we prove the theorem. First, we provide an overview of the proof and state some auxiliary lemma that we use to prove the theorem.

In this section, we show that for any nice triplet $(\beta, \kappa, w)$ if $\|w - w^*\| = \tilde{\Omega}(\sigma/\sqrt{n}\alpha)$ then the following lower bound on clipped gradient co-variance, $\|\text{Cov}_\beta(\nabla f^b(w, \kappa))\| \geq \Omega(\sigma\|w - w^*\|^2)$ holds. For $n = \Omega(\frac{1}{\alpha})$ and $\|w - w^*\| = \tilde{\Omega}(\sigma/\sqrt{n}\alpha)$ this lower bound contradicts the upper bound in condition (d). Hence, the theorem concludes that $\|w - w^*\| = \tilde{O}(\sigma/\sqrt{n}\alpha)$.

To show the lower bound $\|\text{Cov}_\beta(\nabla f^b(w, \kappa))\| \geq \Omega(\sigma\|w - w^*\|^2)$, we first show $\|E_D[\nabla f^b_i(w, \kappa)]\| = \Omega(\|w - w^*\|)$ in Theorem C.2. Since $\|E_D[\nabla f^b(w, \kappa)]\| = \|E_D[\nabla f^b_i(w, \kappa)]\|$, the same bound will hold for the norm of expectation of clipped batch gradients.

When clipping parameter $\kappa \to \infty$ then $\nabla f^b_i(w, \kappa) = \nabla f^b_i(w)$ and for unclipped gradients, a straightforward calculation shows the desired lower bound $\|E_D[\nabla f^b_i(w, \kappa)]\| = \Omega(\|w - w^*\|)$. However, if $\kappa$ is too small then clipping may introduce a large bias in the gradients and such a lower bound may no longer hold.

Yet, the lower bound on $\kappa$ in condition (b) ensures that $\kappa$ is much larger than the typical error which is of the order $\|w - w^*\| + \sigma$. And when clipping parameter $\kappa$ is much larger than the typical error, it can be shown that with high probability clipped and unclipped gradients for a random sample from $D$ would be the same. The next theorem uses this observation and for the case when $\kappa$ satisfies the lower bound in condition (b) it shows the desired lower bound on the norm of expectation of clipped gradient.

Theorem C.2. If $\kappa \geq \max\{8\sqrt{C}E_D[\|x^b_i : (w - w^*)\|^2], 8\sigma\}$, then

$$\|E_D[\nabla f^b_i(w, \kappa)]\| \geq \frac{3}{4C_3}\|w - w^*\|.$$

We prove the above theorem in subsection C.1

Since $E_D[\nabla f^b_i(w, \kappa)] = E_D[\nabla f^b_i(w, \kappa)]$, the same bound holds for the clipped batch gradients.

Next, in Lemma C.3 we show that for any sufficiently large collection $G' \subseteq G$ of the good batches $\|E_{G'}[\nabla f^b(w, \kappa)]\| \approx \|E_D[\nabla f^b(w, \kappa)]\|$. Then we proceed to calculate the bound on $\|E_G'\nabla f^b(w, \kappa)\|$.

Lemma C.3. Suppose $\kappa$ and $w$ are part of a nice triplet, $n \geq 32c_4C_3C_5$ and regularity conditions holds, then for all $G' \subseteq G$ of size $\geq |G|/2$,

$$\|E_{G'}[\nabla f^b(w, \kappa)]\| \geq \frac{1}{2C_3}\|w - w^*\| - \frac{\sqrt{2c_4}\sigma}{\sqrt{n}}.$$


Proof. From item 3 in Lemma B.4,
\[
\| E_G [\nabla f^b(w, \kappa)] - E_D [\nabla f^b(w, \kappa)] \| \leq \sqrt{2c_4 \cdot \sigma + \sqrt{C E_D ((w - w^*) \cdot x^b_i)^2}} \\
\leq \frac{\sqrt{2c_4 \sigma}}{\sqrt{n}} + \frac{\sqrt{2c_4 C \|w - w^*\|^2 \Sigma}}{\sqrt{n}} \\
\leq \frac{\sqrt{2c_4 \sigma}}{\sqrt{n}} + \frac{\|w - w^*\| \cdot \sqrt{2c_4 C}}{\sqrt{n}}.
\]

Using \( n \geq 32c_4 CC_3^2 \),
\[
\| E_G [\nabla f^b(w, \kappa)] - E_D [\nabla f^b(w, \kappa)] \| \leq \frac{1}{4C_3} \|w - w^*\| + \frac{\sqrt{2c_4 \sigma}}{\sqrt{n}}.
\]

From Theorem C.2, and the observation \( E_D [\nabla f^b(w, \kappa)] = E_D [\nabla f^b(w, \kappa)] \), we get
\[
\| E_D [\nabla f^b(w, \kappa)] \| \geq \frac{3}{4C_3} \|w - w^*\|.
\]

The lemma follows by combining the above equation using triangle inequality. \[\square\]

Next, the general bound on the co-variance will be useful in proving Theorem C.1.

Lemma C.4. For any weight vector \( \beta \), any set of vectors \( z^b \) associated with batches, and any sub-collection of vectors \( B' \subseteq \{ b \in B : \beta^b \geq 1/2 \} \),
\[
\text{Cov}_{\beta}(z^b) \geq \frac{|B'|}{2|B|} \| E_{\beta}[z^b] - E_{B'}[z^b] \|^2.
\]

The proof of the lemma appears in Section C.2.

In Theorem C.1 we show that since \( \beta^G \geq 3/4|G| \), we can find a sub-collection \( G' \) of size \( |G|/2 \) such that for each \( b \in G' \), its weight \( \beta^b \geq 1/2 \). The we use the previous results for \( B' = G' \) and \( z = \nabla f^b(w, \kappa) \) to get, \( \text{Cov}_{\beta}(\nabla f^b(w, \kappa)) \geq \frac{|G'|}{4|B|} \| E_{\beta}[\nabla f^b(w, \kappa)] - E_{G'}[\nabla f^b(w, \kappa)] \|^2 \geq \frac{\sigma}{4} \| E_{\beta}[\nabla f^b(w, \kappa)] - E_{G'}[\nabla f^b(w, \kappa)] \|^2 \).

From condition (c) of nice triplets we have \( E_{G'}[\nabla f^b(w, \kappa)] \approx 0 \) and from Lemma C.3 we have \( E_{G'}[\nabla f^b(w, \kappa)] \approx \|w - w^*\| \). Then from Lemma C.4, we get an upper bound \( \text{Cov}_{\beta}(\nabla f^b(w, \kappa)) \approx \alpha \cdot \|w - w^*\|^2 \).

As discussed before, combining this lower bound with the upper bound in condition (d), the theorem concludes \( \|w - w^*\| = \tilde{O}(\sigma/\sqrt{n\alpha}) \). Next, we formally prove Theorem C.1 using the above auxiliary lemmas and theorems.

Proof of Theorem C.1. Let \( G' := \{ b \in G : \beta^b \geq 1/2 \} \). Next, we show that \( |G'| \geq |G|/2 \). To prove it by contradiction assume the contrary that \( |G'| < |G|/2 \). Then
\[
\beta^G = \sum_{b \in G} \beta^b = \sum_{b \in G'} \beta^b + \sum_{b \in G \setminus G'} \beta^b \leq \sum_{b \in G} \frac{1}{2} + \sum_{b \in G'} \frac{|G' \setminus G|}{2} = \frac{|G' \setminus G|}{2} + |G'| = \frac{|G| - |G'|}{2} + |G'| < 3|G|/4,
\]

here (a) follows as the definition of \( G' \) implies that for any \( b \notin G' \), \( \beta^b < 1/2 \) and for all batches \( \beta^b \leq 1 \). Above is a contradiction, as we assumed in the Theorem that \( \beta^G \geq 3|G|/4 \).

Applying Lemma C.4 for \( B' = G' \) and \( z^b = \nabla f^b(w, \kappa) \) we have
\[
\| \text{Cov}_{\beta}(\nabla f^b(w, \kappa)) \| \geq \frac{|G'|}{2|B|} \left( \| E_G [\nabla f^b(w, \kappa)] \| - \| E_{\beta}[\nabla f^b(w, \kappa)] \| \right)^2 \\
\geq \frac{|G|}{4|B|} \left( \| E_G [\nabla f^b(w, \kappa)] \| - \| E_{\beta}[\nabla f^b(w, \kappa)] \| \right)^2 \\
\geq \frac{\alpha}{4} \left( \| E_G [\nabla f^b(w, \kappa)] \| - \| E_{\beta}[\nabla f^b(w, \kappa)] \| \right)^2.
\]
In the above equation, using the bound in Lemma C.3 and bound on \( \| E_\beta[\nabla f^b(w, \kappa)] \| \) in condition (c) for nice triplet we get,

\[
\| \text{Cov}_\beta(\nabla f^b(w, \kappa)) \| \geq \frac{\alpha}{4} \left( \max \left\{ 0, \frac{1}{2C_3} \| w - w^* \| - \frac{\sqrt{2c_4}\sigma}{\sqrt{n}} - \frac{\log(2/\alpha)\sigma}{8\sqrt{n\alpha}} \right\} \right)^2.
\]

We show that when \( \| w - w^* \| \leq O\left( \frac{C_3C^2\log(2/\alpha)}{\sqrt{n\alpha}} \right) \), the above upper bound contradicts the following lower bound in condition (d),

\[
\| \text{Cov}_\beta(\nabla f^b(w, \kappa)) \| \leq \frac{c_5C^2\log^2(2/\alpha)(\sigma^2 + E_\mathcal{D}[|w - w^*|])}{n} \leq \frac{c_5C^2\log^2(2/\alpha)(\sigma^2 + \| w - w^* \|^2)}{n}.
\]

To prove the contradiction assume

\[
\frac{\| w - w^* \|}{8C_3} > \max\left\{ \frac{\log(2/\alpha)\sigma}{8\sqrt{n\alpha}}, \frac{\sqrt{2c_4}\sigma}{\sqrt{n}}, \frac{2\sqrt{c_5}C^2\log(2/\alpha)}{n} \right\}.
\]

Using this lower bound on \( \| w - w^* \| \), we lower bound the co-variance. Combining the above lower bound on \( \| w - w^* \| \) and equation (13), we get,

\[
\frac{\| w - w^* \|}{8C_3} \geq \frac{\alpha}{4} \left( \frac{1}{2C_3} \| w - w^* \| \right)^2 \geq \frac{\alpha}{4} \left( \frac{2\sqrt{c_5}C^2\log(2/\alpha)}{\sqrt{n\alpha}} + \frac{1}{8C_3} \| w - w^* \| \right)^2 \geq \frac{\alpha}{4} \left( \frac{2\sqrt{c_5}C^2\log(2/\alpha)}{\sqrt{n\alpha}} \right)^2 + \frac{\alpha}{4} \left( \frac{1}{8C_3} \| w - w^* \| \right)^2 \geq \frac{c_5C^2\log^2(2/\alpha)\sigma^2}{n} + \frac{\alpha}{256} \frac{\| w - w^* \|^2}{C_3^2} \geq \frac{c_5C^2\log^2(2/\alpha)\| w - w^* \|^2}{n},
\]

here the last step used \( n \geq \frac{256}{\alpha}c_5C^2C_3^2\log^2(2/\alpha) \).

This completes the proof of the contradiction. Hence,

\[
\frac{\| w - w^* \|}{8C_3} \leq \max\left\{ \frac{\log(2/\alpha)\sigma}{8\sqrt{n\alpha}}, \frac{\sqrt{2c_4}\sigma}{\sqrt{n}}, \frac{2\sqrt{c_5}C^2\log(2/\alpha)}{n} \right\}.
\]

The above equation implies \( \| w - w^* \| \leq O\left( \frac{C_3C^2\log(2/\alpha)}{\sqrt{n\alpha}} \right) \).

C.1. Proof of Theorem C.2

The following auxiliary lemma will be useful in the proof of the theorem.

**Lemma C.5.** For any \( z_1 \in \mathbb{R}, z_2 > 0 \) and a symmetric random variable \( Z \),

\[
E \left[ (z_1 + Z) - \frac{(z_1 + Z)z_2}{\max(|z_1 + Z|, z_2)} \right] \leq 2|z_1| \Pr(Z > z_2 - |z_1|)
\]

**Proof.** We consider \( z_1 \geq 0 \) and prove the lemma for this case. The proof for \( z_1 < 0 \) case then follows from the symmetry of the distribution of \( Z \) around 0.

The term inside the expectation can be expressed in terms of indicator random variables as follows:

\[
(z_1 + Z) - \frac{(z_1 + Z)z_2}{\max(|z_1 + Z|, z_2)} = (z_1 + Z - z_2) \cdot \mathbb{1}(Z > z_2 - z_1) + (z_1 + Z + z_2) \cdot \mathbb{1}(Z < -z_2 - z_1)
\]

\[
= (z_1 + Z - z_2) \cdot \mathbb{1}(z_2 - z_1 < Z \leq z_2 + z_1) + (z_1 + Z - z_2) \cdot \mathbb{1}(Z > z_2 + z_1) + (z_1 + Z + z_2) \cdot \mathbb{1}(Z < -z_2 - z_1).
\]
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Next, taking the expectation on both sides in the above equation,

\[
\mathbb{E}\left[(z_1 + Z) - \frac{(z_1 + Z)z_2}{\max(|z_1 + Z|, z_2)}\right] \\
= \mathbb{E}[(z_1 + Z - z_2) \cdot \mathbb{1}(z_2 - z_1 < Z \leq z_2 + z_1)] + \mathbb{E}[(z_1 + Z - z_2) \cdot \mathbb{1}(Z > z_2 + z_1)] \\
+ \mathbb{E}[(z_1 + Z + z_2) \cdot \mathbb{1}(Z < -z_2 - z_1)] \\
= \mathbb{E}[(z_1 + Z - z_2) \cdot \mathbb{1}(z_2 - z_1 < Z \leq z_1 + z_2)] + 2|z_1| \mathbb{P}(Z > z_2 + z_1),
\]

where the last step follows because \(Z\) is symmetric and \(z_1 = |z_1|\) since we assumed \(z_1 \geq 0\).

Then,

\[
\left|\mathbb{E}\left[(z_1 + Z) - \frac{(z_1 + Z)z_2}{\max(|z_1 + Z|, z_2)}\right]\right| = \mathbb{E}[(z_1 + Z - z_2) \cdot \mathbb{1}(z_2 - z_1 < Z \leq z_2 + z_1)] + 2|z_1| \mathbb{P}(Z > z_2 + z_1) \\
\leq 2|z_1| \mathbb{P}(z_2 - z_1 < Z \leq z_2 + z_1) + 2|z_1| \mathbb{P}(Z > z_2 + z_1) \\
= 2|z_1| \mathbb{P}(Z > z_2 - z_1).
\]

Proof of Theorem C.2. Consider a random sample \((x_{i}^{b}, y_{i}^{b})\) from distribution \(D\). Recall that \(n_{i}^{b} = y_{i}^{b} - w \cdot n_{i}^{b}\) denote the random noise and is independent of \(x_{i}^{b}\).

Consider \((x_{i}^{b} \cdot w - y_{i}^{b})x_{i}^{b} - \nabla f_{i}^{b}(w, \kappa)\), the difference between the unclipped and the clipped gradient for the sample:

\[
(x_{i}^{b} \cdot w - y_{i}^{b})x_{i}^{b} - \nabla f_{i}^{b}(w, \kappa) = (x_{i}^{b} \cdot w - y_{i}^{b})x_{i}^{b} - \frac{(x_{i}^{b} \cdot w - y_{i}^{b})}{|x_{i}^{b} \cdot w - y_{i}^{b}| \lor \kappa} \kappa x_{i}^{b} \\
= \left(\frac{x_{i}^{b} \cdot (w - w^*) - n_{i}^{b}}{|x_{i}^{b} \cdot (w - w^*) - n_{i}^{b}| \lor \kappa}\right)x_{i}^{b},
\]

where in the last equality we used the relation between \(x_{i}^{b}, y_{i}^{b}\) and \(n_{i}^{b}\).

Next, by applying Lemma C.5, we get:

\[
\mathbb{E}_{D}\left[\frac{(x_{i}^{b} \cdot (w - w^*) - n_{i}^{b})}{|x_{i}^{b} \cdot (w - w^*) - n_{i}^{b}| \lor \kappa}\right] \leq 2|x_{i}^{b} \cdot (w - w^*)| \cdot \mathbb{P}(n_{i}^{b} > \kappa - |x_{i}^{b} \cdot (w - w^*)|),
\]

note that in the above expectation \(x_{i}^{b}\) is fixed and expectation is taken over \(n_{i}^{b}\).

Let \(Z := \mathbb{1}(|x_{i}^{b} \cdot (w - w^*)| \geq \kappa/2)\). Observe that \(\mathbb{P}(n_{i}^{b} > \kappa - |(w - w^*) \cdot x_{i}^{b}|) \leq Z + \mathbb{P}(n_{i}^{b} > \kappa/2)\). Combining this observation with the above equation, we have:

\[
\mathbb{E}_{D}\left[\frac{(w - w^*) \cdot x_{i}^{b} - n_{i}^{b}}{|(w - w^*) \cdot x_{i}^{b} - n_{i}^{b}| \lor \kappa}\right] \leq 2|(w - w^*) \cdot x_{i}^{b}| \cdot (\mathbb{P}(n_{i}^{b} > \kappa/2) + Z).
\]

When \(w \neq w^*\) the bound holds trivially. Hence, in the remainder of the proof, we assume \(w \neq w^*\). Let \(v := \frac{w - w^*}{\|w - w^*\|}\) and
\[ Z_i^b := 1 \left( \left| x_i^b \cdot (w - w^*) \right| \geq \kappa/2 \right) \cup \left| n_i^b \geq \kappa/2 \right). \]

Then, for unit vector \( v \in \mathbb{R}^d \), we have

\[
\begin{align*}
| \mathbb{E}_D [ (w \cdot x_i^b - y_i^b) x_i^b - \nabla f_i^b (w, \kappa) \cdot v ] | &= | \mathbb{E}_D [\mathbb{E}_D [ (w \cdot x_i^b - y_i^b) x_i^b - \nabla f_i^b (w, \kappa) \cdot v | x_i^b^2 ] ] | \\
&\leq \mathbb{E}_D [ | \mathbb{E}_D [ (w \cdot x_i^b - y_i^b) x_i^b - \nabla f_i^b (w, \kappa) \cdot v | x_i^b^2 ] | ] \\
&\leq (a) \mathbb{E}_D [ (w - w^*) \cdot x_i^b | \mathbb{P}(n_i^b > \kappa/2) ] \\
&\leq (b) \mathbb{E}_D \left[ \frac{2}{\|w - w^*\|} (Z \cdot |(w - w^*) \cdot x_i^2 | + \mathbb{P}(n_i^b > \kappa/2) \mathbb{E}_D [ (w - w^*) \cdot x_i^2 ] ) \right] \\
&\leq \frac{2}{\|w - w^*\|} \mathbb{E}_D [ Z \cdot |(w - w^*) \cdot x_i^2 | + \mathbb{P}(n_i^b > \kappa/2) \mathbb{E}_D [ (w - w^*) \cdot x_i^2 ] },
\end{align*}
\] (16)

here (a) follows from Equation (14) and Equation (15), and (b) follows from the definition of vector \( v \). Next, we bound the two terms on the right one by one. We start with the first term:

\[
\begin{align*}
\mathbb{E}_D [ Z \cdot |(w - w^*) \cdot x_i^2 | ] &\leq \left( \mathbb{E} [ (Z)^2 ] \cdot \mathbb{E}_D [ (x_i^b \cdot (w - w^*))^2 ] \right)^{1/2} \\
&\leq (b) \left( \mathbb{E} [ Z ] \cdot C \mathbb{E}_D [ (x_i^b \cdot (w - w^*))^2 ] \right)^{1/2} \\
&\leq (c) \left( C \mathbb{P}(x_i^b \cdot (w - w^*) \geq \kappa/2) \right)^{1/2} \cdot \mathbb{E}_D [ (x_i^b \cdot (w - w^*))^2 ],
\end{align*}
\] (17)

where (a) used the Cauchy-Schwarz inequality, (b) used the fact that \( Z \) is an indicator random variable, hence, \( Z^2 = Z \) and \( L4 - L2 \) hypercontractivity, and (c) follows from the definition of \( Z \).

Applying the Markov inequality to \( (n_i^b)^2 \) we get:

\[
\mathbb{P}[|n_i^b| \geq \kappa/2] \leq \frac{\mathbb{E}_D [ (n_i^b)^2 ]}{(\kappa/2)^2} \leq \frac{\sigma^2}{(\kappa/2)^2}. \] (18)

Similarly, applying the Markov inequality to \( |x_i^b \cdot (w - w^*)|^4 \) yields:

\[
\mathbb{P}[|x_i^b \cdot (w - w^*)| \geq \kappa/2] \leq \frac{\mathbb{E}_D [ |x_i^b \cdot (w - w^*)|^4 ]}{(\kappa/2)^4} \leq \frac{C \mathbb{E}_D [ |x_i^b \cdot (w - w^*)|^2 ]^2}{(\kappa/2)^4}, \] (19)

where the last inequality uses \( L4 - L2 \) hypercontractivity.

Combining Equations (16), (17), (18) and (19), we have

\[
| \mathbb{E}_D [ (w \cdot x_i^b - y_i^b) x_i^b - \nabla f_i^b (w, \kappa) \cdot v ] | \leq \frac{8 \mathbb{E}_D [ (x_i^b \cdot (w - w^*))^2 ]}{\kappa^2 \|w - w^*\|} \left( C \mathbb{E}_D [ (x_i^b \cdot (w - w^*))^2 ] + \sigma^2 \right).
\]

Next,

\[
\begin{align*}
\mathbb{E}_D [ (w \cdot x_i^b - y_i^b) x_i^b \cdot v ] &\overset{(a)}{=} \mathbb{E}_D [ (w - w^*) \cdot x_i^b - n_i^b) x_i^b \cdot v ] \\
&\overset{(b)}{=} \mathbb{E}_D [ (w - w^*) \cdot x_i^b x_i^b \cdot v ] - \mathbb{E}_D [ n_i^b ] \cdot \mathbb{E}_D [ x_i^b \cdot v ] \\
&\overset{(c)}{=} \mathbb{E}_D [ (w - w^*) \cdot x_i^b x_i^b \cdot v ] \\
&\overset{(d)}{=} \mathbb{E}_D [ (w - w^*) \cdot x_i^b^2 ] \frac{v}{{\|w - w^*\|}},
\end{align*}
\]

here (a) follows from the relationship between \( x_i^b, y_i^b \) and \( n_i^b \), (b) follows from as \( x_i^b \) and \( n_i^b \) are independent, (c) uses \( \mathbb{E}_D [ n_i^b ] = 0 \) and (d) follows from the definition of \( v \).
Combining the previous two equations using the triangle inequality:

\[
\| \mathbb{E}_D[\nabla f^b_i(w, \kappa) \cdot v] \| \geq \| \mathbb{E}_D[(w \cdot x_i - y_i^b)x_i \cdot v] \| - \| \mathbb{E}_D[(w \cdot x_i - y_i^b)x_i \cdot \nabla f^b_i(w, \kappa) \cdot v] \|
\]

\[
\geq \mathbb{E}_D \left[ \frac{((w - w^*) \cdot x_i^2)^2}{\|w - w^*\|} \right] \left( 1 - \frac{8}{\kappa^2} (C \mathbb{E}_D[(x_i \cdot (w - w^*))^2] + \sigma^2) \right)
\]

\[
\geq \mathbb{E}_D \left[ \frac{((w - w^*) \cdot x_i^2)^2}{\|w - w^*\|} \right] \left( 1 - \frac{1}{4} \right)
\]

\[
\geq \frac{3}{4}\|w - w^*\| \cdot \frac{\|\Sigma\|}{C_3} = \frac{3}{4C_3}\|w - w^*\|
\]

here the second last inequality follows from lower bound on \( \kappa \).

The theorem then follows by observing,

\[
\| \mathbb{E}_D[\nabla f^b_i(w, \kappa) \cdot u] \| \geq \max_{\|u\|=1} \| \mathbb{E}_D[\nabla f^b_i(w, \kappa) \cdot v] \| \geq \mathbb{E}_D[\nabla f^b_i(w, \kappa) \cdot v] \geq \frac{3}{4C_3}\|w - w^*\|.
\]

\[ \blacksquare \]

**C.2. Proof of Lemma C.4**

*Proof.* Note that

\[
\|\text{Cov}_\beta(z^b)\| = \left\| \sum_{b \in B} \frac{\beta^b}{\beta^B} (z^b - \mathbb{E}_\beta[z^b]) (z^b - \mathbb{E}_\beta[z^b])^\top \right\|
\]

\[
\geq \left\| \sum_{b \in B^b} \frac{\beta^b}{\beta^B} (z^b - \mathbb{E}_\beta[z^b]) (z^b - \mathbb{E}_\beta[z^b])^\top \right\|
\]

\[
\geq \left( \frac{1}{2|B^b|} \right) \left( \mathbb{E}_{B^b'}[z^b] - \mathbb{E}_\beta[z^b] \right) \left( \mathbb{E}_{B^b'}[z^b] - \mathbb{E}_\beta[z^b] \right)^\top
\]

\[
= \frac{|B^b'|}{2|B^b|} \| \mathbb{E}_\beta[z^b] - \mathbb{E}_{B^b'}[z^b] \|^2,
\]

where (a) used \( \beta^b \geq 1/2 \) for \( b \in B^b \) and the trivial bound \( \beta^B \leq |B| \) and (b) follows from the fact that any \( Z, \)

\[
\left\| \sum_{b \in B^b} (z^b - Z) (z^b - Z)^\top \right\| \geq |B^b| \cdot \left\| \left( \mathbb{E}_{B^b'}[z^b] - Z \right) \left( \mathbb{E}_{B^b'}[z^b] - Z \right)^\top \right\|.
\]

We complete the proof of the lemma by proving the above fact.

\[
\left\| \sum_{b \in B^b} (z^b - Z) (z^b - Z)^\top \right\| = \left\| \sum_{b \in B^b} (z^b - \mathbb{E}_{B^b'}[z^b] + \mathbb{E}_{B^b'}[z^b] - Z) (z^b - \mathbb{E}_{B^b'}[z^b] + \mathbb{E}_{B^b'}[z^b] - Z)^\top \right\|
\]

\[
\geq \left\| \sum_{b \in B^b} \left( (z^b - \mathbb{E}_{B^b'}[z^b])(z^b - \mathbb{E}_{B^b'}[z^b])^\top + (\mathbb{E}_{B^b'}[z^b] - Z)(\mathbb{E}_{B^b'}[z^b] - Z)^\top \right) \right\|
\]

\[
\geq |B^b| \cdot \left\| (\mathbb{E}_{B^b'}[z^b] - Z)(\mathbb{E}_{B^b'}[z^b] - Z)^\top \right\|,
\]

here (a) follows as \( \sum_{b \in B^b} z^b = |B^b| \mathbb{E}_{B^b'}[z^b] \) and hence, \( \sum_{b \in B^b} (z^b - \mathbb{E}_{B^b'}[z^b])(\mathbb{E}_{B^b'}[z^b] - Z)^\top = \sum_{b \in B^b}(\mathbb{E}_{B^b'}[z^b] - Z)(z^b - \mathbb{E}_{B^b'}[z^b])^\top = 0 \), and (b) follows as \( (z^b - \mathbb{E}_{B^b'}[z^b])(z^b - \mathbb{E}_{B^b'}[z^b])^\top \) are positive semi-definite matrices.

\[ \blacksquare \]
Algorithm 2 FINDCLIPPINGPARAMETER

1: **Input:** Set $B$, $\beta$, $\sigma$, $a_1 \geq 1$, $a_2 > 0$, and two data $(\{x_i^b, y_i^b\}_{i \in [n]} \}_{b \in B}$.
2: $\kappa \leftarrow \infty$
3: **while** True **do**
4: 
5: $w_\kappa \leftarrow$ any approximate stationary point of clipped losses $\{f^b(\cdot, \kappa)\}$ w.r.t. weight vector $\beta$ such that
6: \[ \|E_\beta[f^b(w_\kappa, \kappa)]\| \leq \frac{\log(2/\alpha)\sigma}{8\sqrt{n} \alpha}. \]
7: $\kappa_{new} \leftarrow \max\left\{a_1 \sqrt{E_\beta[f^b(w_\kappa, \kappa)]}, a_2 \sigma\right\}$.
8: **if** $\kappa_{new} \geq \kappa/2$ **then**
9: 
10: $\kappa \leftarrow \kappa_{new}$
11: **end while**
12: Return$(\kappa, w_\kappa)$

D. Subroutine FINDCLIPPINGPARAMETER and its analysis

**Theorem D.1.** For any weight vector $\beta$, $a_1 \geq 1$, and $a_2 > 0$, Algorithm FINDCLIPPINGPARAMETER runs at most
13: \[ \log\left(\mathcal{O}\left(\frac{\max\{1, \sigma_n^{\beta}\}}{\sigma}\right)\right) \]
14: iterations of the while loop and returns $\kappa$ and $w_\kappa$ such that

1. $w_\kappa$ is a (approximate) stationary point for $\{f^b(\cdot, \kappa)\}$ w.r.t. weight vector $\beta$ such that

\[ \|E_\beta[f^b(w_\kappa, \kappa)]\| \leq \frac{\log(2/\alpha)\sigma}{8\sqrt{n} \alpha}. \]

2. $\max\left\{a_1 \sqrt{E_\beta[f^b(w_\kappa, \kappa)]}, a_2 \sigma\right\} \leq \kappa \leq 2 \max\left\{a_1 \sqrt{E_\beta[f^b(w_\kappa, \kappa)]}, a_2 \sigma\right\}$.

3. $\max\left\{\frac{a_1^2}{2} E_\beta\left[\frac{1}{n} \sum_{i \in [n]} |w_\kappa \cdot x_i^b - y_i^b|\right], a_2 \sigma\right\} \leq \kappa \leq \max\left\{4a_1^2 E_\beta\left[\frac{1}{n} \sum_{i \in [n]} |w_\kappa \cdot x_i^b - y_i^b|\right], a_2 \sigma\right\}$.

**Proof.** First, we bound the number of iterations of the while loop. Since $w_\kappa$ is a stationary point for $f^b(\cdot, \kappa)$, hence its will achieve a smaller loss than $w = 0$, hence $E_\beta[f^b(w_\kappa, \kappa)] \leq E_\beta[f^b(0, \kappa)]$. And, since the clipped loss is smaller than unclipped loss, $E_\beta[f^b(0, \kappa)] \leq E_\beta[f^b(0)] = E_\beta[\log(2/\alpha)\sigma] \leq \max_i b_i^2$. Therefore after the first iteration $\kappa \leq \max\{a_1 \max_i b_i |y_i^b|, a_2 \sigma\}$. Also in each iteration apart from the last one $\kappa$ decreases by a factor 2 and $\kappa$ can’t be smaller than $a_2 \sigma$. Hence, the number of iterations between the first one and the last one are at most $\log(\frac{\max\{1, \sigma_n^{\beta}\}}{a_2 \sigma})$. Therefore the total number of iterations are at most $\log(\frac{\max\{1, \sigma_n^{\beta}\}}{a_2 \sigma}) + 2$.

The first item follows from the definition of $w_\kappa$ in the subroutine FINDCLIPPINGPARAMETER.

Next to prove the lower bound in item 2 we prove the claim that if in an iteration $\kappa \geq \max\left\{a_1 \sqrt{E_\beta[f^b(w_\kappa, \kappa)]}, a_2 \sigma\right\}$ then the same condition will hold in the next iteration.

The condition $\kappa \geq \max\left\{a_1 \sqrt{E_\beta[f^b(w_\kappa, \kappa)]}, a_2 \sigma\right\}$ in the claim implies that $\kappa \geq \kappa_{new}$. Then from the definition of clipped loss, for each $w$ and each $b$ we have $f^b(w, \kappa) \geq f^b(w, \kappa_{new})$. It follows that $E_\beta[f^b(w_\kappa, \kappa)] \geq E_\beta[f^b(w, \kappa_{new})]$. And further $w_{\kappa_{new}}$ is stationary point for $f^b(\cdot, \kappa_{new})$, hence it will achieve a smaller loss, $E_\beta[f^b(w_{\kappa_{new}}, \kappa_{new})] \leq E_\beta[f^b(w_{\kappa_{new}}, \kappa_{new})]$. Therefore, $E_\beta[f^b(w_{\kappa_{new}}, \kappa_{new})] \leq E_\beta[f^b(w_{\kappa_{new}}, \kappa_{new})]$. Hence, $\kappa_{new} = \max\left\{a_1 \sqrt{E_\beta[f^b(w_\kappa, \kappa)]}, a_2 \sigma\right\} \geq \max\left\{a_1 \sqrt{E_\beta[f^b(w_{\kappa_{new}}, \kappa_{new})], a_2 \sigma\right\}$. This completes the proof of the claim.

Since the initial value of $\kappa$ is infinite the claim must hold in the first iteration, and therefore in each iteration thereafter. Therefore it must hold in the iteration when the algorithm terminates. This completes the proof of the lower bound in item 2.

The upper bound in the second item follows by observing that when the algorithm ends $\kappa \leq 2\kappa_{new}$ and $\kappa_{new} = a_1 \sqrt{E_\beta[f^b(w_\kappa, \kappa)]} + a_2 \sigma$.
Finally, we prove item 3 using item 2. We start by proving the lower bound in item 3. From the lower bound in item 2, we have, 
\( \kappa \geq \alpha_2 \sigma \). Then to complete the proof of the lower bound in item 3, it suffices to prove \( \kappa > \frac{\alpha_1}{2} \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} |w_{\beta} \cdot x_i^b - y_i^b| \right] \).

To prove this by contradiction suppose \( \kappa < \frac{\alpha_1}{2} \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} |w_{\beta} \cdot x_i^b - y_i^b| \right] \). Then

\[
\mathbb{E}_\beta [f^b(w_{\beta}, \kappa)] = \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} f_i^b(w_{\beta}, \kappa) \right] = \frac{1}{n} \sum_{i \in [n]} \mathbb{E}_\beta \left[ \mathbb{I}( |w_{\beta} \cdot x_i^b - y_i^b| \leq \kappa) \cdot \frac{(w_{\beta} \cdot x_i^b - y_i^b)^2}{2} + \mathbb{I}( |w_{\beta} \cdot x_i^b - y_i^b| > \kappa) \cdot \left( \kappa |w_{\beta} \cdot x_i^b - y_i^b| - \frac{\kappa^2}{2} \right) \right] \\
\geq \frac{1}{n} \sum_{i \in [n]} \left( \mathbb{E}_\beta \left[ \mathbb{I}( |w_{\beta} \cdot x_i^b - y_i^b| \leq \kappa) \cdot \frac{(w_{\beta} \cdot x_i^b - y_i^b)^2}{2} \right] + \mathbb{E}_\beta \left[ \mathbb{I}( |w_{\beta} \cdot x_i^b - y_i^b| > \kappa) \cdot \left( \frac{\kappa |w_{\beta} \cdot x_i^b - y_i^b|}{2} \right) \right] \right) \\
\geq \frac{1}{2n} \sum_{i \in [n]} \mathbb{E}_\beta \left[ \mathbb{I}( |w_{\beta} \cdot x_i^b - y_i^b| \leq \kappa) \cdot |w_{\beta} \cdot x_i^b - y_i^b| \right]^2 + \frac{\kappa}{2n} \sum_{i \in [n]} \mathbb{E}_\beta \left[ \mathbb{I}( |w_{\beta} \cdot x_i^b - y_i^b| > \kappa) \cdot |w_{\beta} \cdot x_i^b - y_i^b| \right] \\
\geq \frac{1}{2} \left( \frac{1}{n} \sum_{i \in [n]} \mathbb{E}_\beta \left[ \mathbb{I}( |w_{\beta} \cdot x_i^b - y_i^b| \leq \kappa) \cdot |w_{\beta} \cdot x_i^b - y_i^b| \right] \right)^2 + \frac{\kappa}{2n} \sum_{i \in [n]} \mathbb{E}_\beta \left[ \mathbb{I}( |w_{\beta} \cdot x_i^b - y_i^b| > \kappa) \cdot |w_{\beta} \cdot x_i^b - y_i^b| \right] \\
\geq \frac{\kappa}{2} \left( \frac{1}{n} \sum_{i \in [n]} \mathbb{E}_\beta \left[ \mathbb{I}( |w_{\beta} \cdot x_i^b - y_i^b| \leq \kappa) \cdot |w_{\beta} \cdot x_i^b - y_i^b| \right] \right) + \frac{\kappa}{2n} \sum_{i \in [n]} \mathbb{E}_\beta \left[ \mathbb{I}( |w_{\beta} \cdot x_i^b - y_i^b| > \kappa) \cdot |w_{\beta} \cdot x_i^b - y_i^b| \right] \\
= \frac{\kappa}{2} \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} |w_{\beta} \cdot x_i^b - y_i^b| \right] \\
\geq \frac{\kappa^2}{4\alpha_1},
\]

where (a) and (b) follows the Cauchy-Schwarz inequality, (c) and (e) follows from our assumption \( \kappa < \frac{\alpha_1}{2} \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} |w_{\beta} \cdot x_i^b - y_i^b| \right] \) and (d) follows since \( \alpha_1 \geq 1 \).

This contradicts the lower bound \( \kappa \geq \alpha_1 \sqrt{\mathbb{E}_\beta[f^b(w_{\beta}, \kappa)]} \) in item 2. Hence we conclude, \( \kappa \geq \frac{\alpha_1}{2} \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} |w_{\beta} \cdot x_i^b - y_i^b| \right] \). This completes the proof of the lower bound in item 3.

Next, we prove the upper bound in item 3. We consider two cases. For the case when \( \alpha_1 \sqrt{\mathbb{E}_\beta[f^b(w_{\beta}, \kappa)]} \leq \alpha_2 \sigma \) then upper bound in item 3 follows from the upper bound in item 2. Next we prove for the other case, when \( \alpha_1 \sqrt{\mathbb{E}_\beta[f^b(w_{\beta}, \kappa)]} > \alpha_2 \sigma \). For this case item 2 implies \( \mathbb{E}_\beta[f^b(w_{\beta}, \kappa)] \geq \frac{\alpha_1^2}{4\alpha_1^2} \).

Next, from the definition of \( f^b(w, \kappa) \),

\[
\mathbb{E}_\beta[f^b(w_{\beta}, \kappa)] = \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} f_i^b(w_{\beta}, \kappa) \right] \leq \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} \kappa |w_{\beta} \cdot x_i^b - y_i^b| \right] \leq \kappa \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} |w_{\beta} \cdot x_i^b - y_i^b| \right].
\]

Combining the above equation and \( \mathbb{E}_\beta[f^b(w_{\beta}, \kappa)] \geq \frac{\alpha_1^2}{4\alpha_1^2} \), we get,

\[
\frac{\kappa^2}{4\alpha_1^2} \leq \kappa \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} |w_{\beta} \cdot x_i^b - y_i^b| \right].
\]
E. Correctness of estimated parameters for nice weight vectors

For batch \( b \in B \), let \( v^b(w) := \frac{1}{n} \sum_{i \in [n]} |w \cdot x^b_i - y^b_i| \). Since \( w \) will be fixed in the proofs, we will often denote \( v^b(w) \) as \( v^b \).

In this section, we state and prove Theorems E.1, E.2 and E.4. For any triplet with a nice weight vector, Theorem E.1 ensures the correctness of parameters calculated for Type-1 use of MULTIFILTER. For any triplet with a nice weight vector, Theorem E.4 ensures the correctness of parameters calculated for the case when it gets added to \( M \) or goes through Type-2 use of MULTIFILTER. Theorem E.2 serves as an intermediate step in proving Theorem E.4.

**Theorem E.1.** In Algorithm 1 if the weight vector \( \beta \) is such that \( \beta^G \geq 3|G|/4 \), \( n \geq (16)^2c_2C \), and Theorem B.2’s conclusion holds, then for any \( w \), the parameter \( \theta_1 \) computed in the subroutine satisfies

\[
\theta_1 \geq c_2 \left( \frac{\sigma^2 + C \mathbb{E}_D[|w \cdot x^b_i - y^b_i|^2]}{n} \right),
\]

where \( c_2 \) is the same universal positive constant as item 2 in Lemma B.4.

**Proof.** To prove the theorem we first show that \( \theta_0 \) calculated in the algorithm is \( \geq \frac{7 \mathbb{E}_D[|w \cdot x^b_i - y^b_i|]}{8} - \frac{\sigma}{8\sqrt{C}} \).

Let \( \text{MED} \) denote median of the set \( \{v^b : b \in G\} \). From Theorem B.2 and Markov’s inequality, it follows that

\[
|MED - \mathbb{E}_D[|w \cdot x^b_i - y^b_i|]| \leq 2 \sqrt{c_2 \left( \frac{\sigma^2 + C \mathbb{E}_D[|w \cdot x^b_i - y^b_i|^2]}{n} \right)} 
\leq \frac{\mathbb{E}_D[|w \cdot x^b_i - y^b_i|]}{8} + \frac{\sigma}{8\sqrt{C}},
\]

where the last inequality uses \( n \geq (16)^2c_2C \). It follows that

\[
\text{MED} \geq \frac{7 \mathbb{E}_D[|w \cdot x^b_i - y^b_i|]}{8} - \frac{\sigma}{8\sqrt{C}}.
\]

Then to complete the proof we show that \( \text{MED} \leq \theta_0 \). Note that

\[
\sum_{b \in G : v^b < \text{MED}} \beta^b \leq |\{b \in G : v^b < \text{MED}\}| < \frac{|G|}{2}.
\]

Then,

\[
\sum_{b \in B : v^b \geq \text{MED}} \beta^b \geq \sum_{b \in G : v^b \geq \text{MED}} \beta^b - \sum_{b \in G : v^b < \text{MED}} \beta^b > \beta^G - \frac{|G|}{2} \geq \frac{3|G|}{4} - \frac{|G|}{2} \geq \frac{|G|}{4}.
\]

And since from the definition of \( \theta_0 \), we have \( \sum_{b : v^b > \theta_0} \beta^b \leq \alpha |B| / 4 \leq \frac{|G|}{4} \), it follows that \( \text{MED} \leq \theta_0 \).

Therefore, \( \theta_0 \geq \frac{7 \mathbb{E}_D[|w \cdot x^b_i - y^b_i|]}{8} - \frac{\sigma}{8\sqrt{C}} \). The lower bound in the theorem on \( \theta_1 \) then follows from the relation between \( \theta_0 \) and \( \theta_1 \).

**Theorem E.2.** Suppose regularity conditions hold, and \( \beta \), \( w \) and \( n \) satisfy \( n \geq \max \left\{ \frac{(32)^2c_2C^2 \log^2(2/\alpha)}{\alpha}, (16)^2c_2C \right\}, \beta^G \geq 3|G|/4 \), and

\[
\text{Var}_\beta(v^b(w)) \leq c_3 \log^2(2/\alpha) \theta_1,
\]

then

\[
\frac{3 \mathbb{E}_D[|(w - w^*) \cdot x^b_i)|]}{4} - \sigma \leq \mathbb{E}_\beta [v^b(w)] \leq \frac{4 \mathbb{E}_D[|(w - w^*) \cdot x^b_i)|]}{3} + 2\sigma.
\]
In proving Theorem E.2 the following auxiliary lemma will be useful. We prove this lemma in Subsection E.1.

**Lemma E.3.** Let $Z$ be any random variable over the reals. For any $z \in \mathbb{R}$, such that $\Pr[Z > z] \leq 1/2$, we have

$$z - \sqrt{\frac{\text{Var}(Z)}{\Pr[Z > z]}} \leq \mathbb{E}[Z] \leq z + \sqrt{2 \text{Var}(Z)}.$$

and for all $z \in Z$,

$$|\mathbb{E}[Z] - z| \leq \sqrt{\frac{\text{Var}(Z)}{\min\{\Pr[Z \leq z], \Pr[Z > z], 0.5\}}}.$$

Now we prove Theorem E.2 using the above Lemma.

**Proof of Theorem E.2.** Let MED denote median of the set $\{v^b : b \in G\}$. In Equation (23) we showed,

$$\sum_{b \in B : \beta^b \geq \text{MED}} \beta^b \geq \frac{|G|}{4}.$$

Hence,

$$\frac{\sum_{b \in B : \beta^b \geq \text{MED}} \beta^b}{\beta^B} \geq \frac{|G|}{4|B|} \geq \frac{\alpha}{4}.$$

Similarly, by symmetry, one can show

$$\frac{\sum_{b \in B : \beta^b \leq \text{MED}} \beta^b}{\beta^B} \geq \frac{\alpha}{4}.$$

Then from the second bound in Lemma E.3,

$$|\mathbb{E}_{\beta^b}[v^b] - \text{MED}| \leq \sqrt{\frac{4 \text{Var}_{\beta^b}[v^b]}{\alpha}}.$$

From Equation (22), the above equation, and the triangle inequality,

$$|\mathbb{E}_{\beta^b}[v^b] - \mathbb{E}_D[w \cdot x_i^b - y_i^b]| \leq \sqrt{\frac{4 \text{Var}_{\beta^b}[v^b]}{\alpha}} + \mathbb{E}_D[|w \cdot x_i^b - y_i^b|] + \frac{\sigma}{8\sqrt{C}}.$$

Next, from the definition of $\theta_0$, we have $\sum_{b : \beta^b \geq \theta_0} \beta^b \geq \alpha |B|/4$ and $\sum_{b : \beta^b > \theta_0} \beta^b < \alpha |B|/4$. Then

$$\frac{\sum_{b : \beta^b \geq \theta_0} \beta^b}{\beta^B} \geq \frac{\alpha |B|}{4\beta^B} \geq \frac{\alpha |B|}{4|B|} \geq \frac{\alpha}{4},$$

and

$$\frac{\sum_{b : \beta^b > \theta_0} \beta^b}{\beta^B} < \frac{\alpha |B|}{4\beta^B} \leq \frac{\alpha |B|}{4\beta^B} \leq \frac{\alpha |B|}{4|G|/4} \leq \frac{1}{3}.$$

Then from the first bound in Lemma E.3,

$$\theta_0 - \sqrt{\frac{4 \text{Var}_{\beta^b}[v^b]}{\alpha}} \leq \mathbb{E}_{\beta^b}[v^b].$$

In this lemma, we had assumed the following bound on the variance of $v^b$,

$$\text{Var}_{\beta^b}[v^b] \leq c_3 \log^2(2/\alpha) \theta_1.$$
Theorem E.4. Suppose regularity conditions hold, and \( \beta \), \( w \) and \( n \) satisfy \( n \geq \max \{ (32) \log (\log 2) \alpha \}, (16)^2 c_2 C \}, \beta \alpha \geq 3|G|/4 \), and

\[
\text{Var}_{\beta} \left( \frac{1}{n} \sum_{i \in [n]} |w \cdot x_i^b - y_i^b| \right) \leq c_3 \log^2 (2/\alpha) \theta_1,
\]

then for \( \kappa \), \( w \) returned by subroutine FindClippingParameter and \( \theta_2 \) calculated by MainAlgorithm, we have

\begin{enumerate}
  \item \( c_4 \frac{\sigma^2 + C \text{ Var}_{\beta} \left( (w-w^*) \cdot x_i^b \right)^2}{n} \leq \theta_2 \leq \frac{c_4 C^2 \left( \sigma^2 + \text{ Var}_{\beta} \left( (w-w^*) \cdot x_i^b \right)^2 \right)}{n} \), where \( c_4 \) is the same positive constant as in item 1 of Lemma B.4 and \( c_6 \) is some other positive universal constant.
  \item \( \max \{ 8 \sqrt{C} \text{ Var}_{\beta} \left[ (w-w^*) \cdot x_i^b \right]^2, 8 \sigma \} \leq \kappa \) and \( \kappa \leq c_7 C^2 \left( \sqrt{\text{ Var}_{\beta} \left[ (w-w^*) \cdot x_i^b \right]^2} + \sigma \right) \), where \( c_7 \) is some other positive universal constant.
\end{enumerate}

Note that the range of \( \kappa \) in item 2 of the above Theorem is the same as that in (b).

In proving the theorem the following lemma will be useful.
Lemma E.5. For any vectors $u$, we have
\[
\sqrt{\frac{\mathbb{E}[|u \cdot x_i^b|^2]}{8C}} \leq \mathbb{E}[|u \cdot x_i^b|] \leq \sqrt{\mathbb{E}[|u \cdot x_i^b|^2]}
\]

We prove the above auxiliary lemma in Section E.2 using the Cauchy-Schwarz inequality for the upper bound and $L4 - L2$ hypercontractivity for the lower bound.

Next, we prove Theorem E.4 using the above lemma and Theorem E.2.

Proof of Theorem E.4. We start by proving the first item. For convenience, we recall the definition of $\theta_2$ in (8),

\[
\theta_2 = \frac{a_2}{n} \left( \sigma^2 + 16C^2 \mathbb{E}[v^b] + \sigma \right)^2.
\]

The upper bound in the item follows from this definition of $\theta_2$ and the upper bound on $\mathbb{E}[v^b]$ in Lemma E.2.

Using the lower bound bound on $\mathbb{E}[v^b]$ in Lemma E.2 and definition of $\theta_2$,

\[
\theta_2 \geq \frac{a_2}{n} \left( \sigma^2 + 9C^2 \mathbb{E}[(w - w^* \cdot x_i^b)]^2 \right) \geq \frac{a_2}{n} \left( \sigma^2 + \frac{9}{8}C^2 \mathbb{E}[(w - w^*) \cdot x_i^b]^2 \right),
\]

where the last step used Lemma E.5. This completes the proof of lower bound item 1.

Next, we prove item 2. From Theorem D.1,

\[
\max \left\{ \frac{a_1}{4} \mathbb{E} \left[ \frac{1}{n} \sum_{i \in [n]} |w \cdot x_i^b - y_i^b| \right], a_2 \sigma \right\} \leq \kappa \leq \max \left\{ 4a_1^2 \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} |w \cdot x_i^b - y_i^b| \right], a_2 \sigma \right\}.
\]

Since for any $a, b > 0$, $(a + b)/2 \leq \max(a, b) \leq a + b$. Then from the above bound,

\[
\frac{a_1}{4} \mathbb{E} \left[ \frac{1}{n} \sum_{i \in [n]} |w \cdot x_i^b - y_i^b| \right] + \frac{a_2 \sigma}{2} \leq \kappa \leq 4a_1^2 \mathbb{E}_\beta \left[ \frac{1}{n} \sum_{i \in [n]} |w \cdot x_i^b - y_i^b| \right] + a_2 \sigma.
\]

Using the bound on $\mathbb{E}_\beta[v^b]$ in Lemma E.2 in the above equation

\[
\frac{a_1}{4} \left( \frac{4 \mathbb{E}[|(w - w^*) \cdot x_i^b|^2]}{3} - \frac{\sigma^2}{2} \right) + \frac{a_2 \sigma}{2} \leq \kappa \leq 4a_1^2 \left( \frac{\mathbb{E}[|(w - w^*) \cdot x_i^b|^2]}{3} + \sigma \right) + a_2 \sigma.
\]

Using Lemma E.5, and the above equation,

\[
\frac{3a_1}{32\sqrt{2C}} \sqrt{\mathbb{E}[|(w - w^*) \cdot x_i^b|^2]} + \frac{(4a_2 - a_1)\sigma}{8} \leq \kappa \leq \frac{16a_2 \sqrt{2C}}{3} \sqrt{\mathbb{E}[|(w - w^*) \cdot x_i^b|^2]} + (8a_2^2 + a_2)\sigma.
\]

The upper bound and lower bound in item 2 then follow by using the values $a_1 = \frac{256C\sqrt{2}}{3}$ and $a_2 = \frac{4}{3} + 64$. \hfill \square

E.1. Proof of Lemma E.3

Proof of Lemma E.3. We only prove the first statement as the second statement and then follow from the symmetry.

We start by proving the upper bound in the first statement. We consider two cases, $\mathbb{E}[Z] \leq z$ and $\mathbb{E}[Z] > z$. For the first case, the upper bound automatically follows. Next, we prove the second case. In this case,

\[
\text{Var}(Z) = \mathbb{E}[(Z - \mathbb{E}[Z])^2] \geq \mathbb{E}[1(Z \leq z)(Z - \mathbb{E}[Z])^2] \geq \mathbb{E}[1(Z \leq z)(z - \mathbb{E}[Z])^2] = \text{Pr}[Z \leq z](z - \mathbb{E}[Z])^2.
\]

Then using $\text{Pr}[Z \leq z] = 1 - \text{Pr}[Z > z] \geq 1/2$, we get

\[
\text{Var}(Z) \geq \frac{(z - \mathbb{E}[Z])^2}{2}.
\]

The upper bound from the above equation.

Next, we prove the lower bound. Again, we consider two cases, $\mathbb{E}[Z] \geq z$ and $\mathbb{E}[Z] < z$. For the first case, the lower bound automatically follows. Next, we prove the second case. In this case,

\[
\text{Var}(Z) = \mathbb{E}[(Z - \mathbb{E}[Z])^2] \geq \mathbb{E}[1(Z \geq z)(Z - \mathbb{E}[Z])^2] \geq \mathbb{E}[1(Z \geq z)(z - \mathbb{E}[Z])^2] = \text{Pr}[Z \geq z](z - \mathbb{E}[Z])^2.
\]

\[
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from which the lower bound follows.

By symmetry, for any $z \in \mathbb{R}$, such that $\Pr[Z < z] \leq 1/2$, one can show that

$$z - \sqrt{2 \Var(Z)} \leq \mathbb{E}[Z] \leq z + \sqrt{\frac{\Var(Z)}{\Pr[Z \leq z]}}.$$  

Since for any $z$, either $\Pr[Z > z] \leq 1/2$ or $\Pr[Z < z] \leq 1/2$, Hence, either the first bound in the Lemma or the above bound holds for each $z$, therefore for any $z \in \mathbb{R}$,

$$z - \max \left\{ \sqrt{\frac{\Var(Z)}{\Pr[Z \geq z]}}, \sqrt{2 \Var(Z)} \right\} \leq \mathbb{E}[Z] \leq z + \max \left\{ \sqrt{\frac{\Var(Z)}{\Pr[Z \leq z]}}, \sqrt{2 \Var(Z)} \right\}.$$

The second bound in the lemma is implied by the above bound. \hfill \Box

### E.2. Proof of Lemma E.5

#### Proof of Lemma E.5

The upper bound on $\mathbb{E}_D[|u \cdot x^b_i|]$ follows from the Cauchy-Schwarz inequality,

$$\mathbb{E}_D[|u \cdot x^b_i|] \leq \sqrt{\mathbb{E}_D[|u|^2]} \leq ||\Sigma|| \leq 1.$$  

Next, we prove the lower bound. From Markov’s inequality

$$\Pr_D[||x^b_i \cdot u||^2 \geq 2C \mathbb{E}_D[||x^b_i \cdot u||^2]] = \Pr_D[||x^b_i \cdot u||^4 \geq 4C^2 (\mathbb{E}_D[||x^b_i \cdot u||^2])^2] = \frac{\mathbb{E}_D[||x^b_i \cdot u||^4]}{4C^2 (\mathbb{E}_D[||x^b_i \cdot u||^2])^2} \leq \frac{1}{4C},$$

where the last step uses $L4 – L2$ hypercontractivity.

Then, from the Cauchy-Schwarz inequality,

$$\mathbb{E}_D[||x^b_i \cdot u||^2 \cdot I(||x^b_i \cdot u||^2 \geq 2C \mathbb{E}_D[||x^b_i \cdot u||^2])] \leq \mathbb{E}_D[\mathbb{I}(||x^b_i \cdot u||^2 \geq 2C \mathbb{E}_D[||x^b_i \cdot u||^2]) \cdot \mathbb{E}_D[||x^b_i \cdot u||^4]] \leq \frac{1}{2} \mathbb{E}_D[||x^b_i \cdot u||^2].$$

Then,

$$\mathbb{E}_D[||x^b_i \cdot u||^2 \cdot I(||x^b_i \cdot u||^2 < 2C \mathbb{E}_D[||x^b_i \cdot u||^2])] = \mathbb{E}_D[||x^b_i \cdot u||^2] - \mathbb{E}_D[||x^b_i \cdot u||^2 \cdot I(||x^b_i \cdot u||^2 \geq 2C \mathbb{E}_D[||x^b_i \cdot u||^2])] \geq \frac{1}{2} \mathbb{E}_D[||x^b_i \cdot u||^2].$$

Next,

$$\mathbb{E}_D[||x^b_i \cdot u||^2 \cdot I(||x^b_i \cdot u||^2 < 2C \mathbb{E}_D[||x^b_i \cdot u||^2])] \leq \mathbb{E}_D[||x^b_i \cdot u|| \cdot \sqrt{2C \mathbb{E}_D[||x^b_i \cdot u||^2]} \cdot I(||x^b_i \cdot u||^2 < 2C \mathbb{E}_D[||x^b_i \cdot u||^2])] \leq \sqrt{2C \mathbb{E}_D[||x^b_i \cdot u||^2]} \cdot \mathbb{E}_D[||x^b_i \cdot u||].$$

Combining the above two equations we get

$$\mathbb{E}_D[||x^b_i \cdot u||] \geq \frac{\mathbb{E}_D[||x^b_i \cdot u||^2]}{2\sqrt{2C \mathbb{E}_D[||x^b_i \cdot u||^2]}} = \frac{\sqrt{\mathbb{E}_D[||x^b_i \cdot u||^2]}}{2 \sqrt{2C}}.$$

\hfill \Box
F. Multi-filtering

In this section, we state the subroutine MULTIFILTER, a simple modification of BASICMULTIFILTER algorithm in (Diakonikolas et al., 2020b).

The subroutine takes a weight vector $\beta$, a real function $z^b$ on batches, and a parameter $\theta$ as input and produces new weight vectors.

This subroutine is used only when:

$$\text{Var}_{B,\beta}(z^b) > c_3 \log^2(2/\alpha) \theta,$$

(28)

where $c_3$ is an universal constant (Same as $2 \times C$, where $C$ is the constant in BASICMULTIFILTER algorithm in (Diakonikolas et al., 2020b)).

When the variance of $z^b$ for good batches is smaller than $\theta$ and the weight vector $\beta$ is nice that is $\beta^G \geq 3/4 |G|$, then at least one of the new weight vectors produced by this subroutine has a higher fraction of weights in good vector than the original weight vector $\beta$.

Algorithm 3 MULTIFILTER

1. **Input:** Set $B$, $\alpha$, $\beta$, $\{z^b\}_{b \in B}$, $\theta$. (Input must satisfy Condition (28))

Let $a = \inf \{z : \sum_{b : z < 2} \beta^b \leq \alpha \beta^B / 8 \}$ and $b = \sup \{z : \sum_{b : z > 2} \beta^b \leq \alpha \beta^B / 8 \}$

Let $B' = \{b \in B : z^b \in [a, b]\}$

if $\text{Var}_{B',\beta}(z^b) \leq c_3 \log^2(2/\alpha) \theta$ then

Let $f^b = \min_{z \in [a, b]} |z^b - z|^2$, and the new weight of each batch $b \in B$ be

$$\beta^b_{\text{new}} = \left(1 - \frac{f^b}{\max_{b \in B : \beta^b > 0} f^b}\right) \beta^b$$

end if

NEWWEIGHTS $\leftarrow \{\beta_{\text{new}}\}$

else

Find $z \in \mathbb{R}$ and $R > 0$ such that sets $B' = \{b \in B : z^b \geq z - R\}$ and $B'' = \{b \in B : z^b < z + R\}$ satisfy

$$(\beta^{B'})^2 + (\beta^{B''})^2 \leq (\beta^B)^2,$$

(30)

and

$$\min\left(1 - \frac{\beta^B}{\beta^B}, 1 - \frac{\beta^B}{\beta^B}\right) \geq 48 \log(\frac{\beta}{R}).$$

(31)

{Existence of such $z$ and $R$ is guaranteed as shown in Lemma 3.6 of (Diakonikolas et al., 2020b).}

For each $b \in B$, let $\beta^B_1 = \beta^b \cdot 1(b \in B')$ and $\beta^B_2 = \beta^b \cdot 1(b \in B'')$. Let $\beta_1 = \{\beta^B_1\}_{b \in B}$ and $\beta_2 = \{\beta^B_2\}_{b \in B}$.

NEWWEIGHTS $\leftarrow \{\beta_1, \beta_2\}$

end if

Return(NEWWEIGHTS)

In BASICMULTIFILTER subroutine of (Diakonikolas et al., 2020b) input is not restricted by the condition in Equation (28). However, when input meets this condition BASICMULTIFILTER and its modification MULTIFILTER behaves the same.

Therefore, the guarantees for weight vectors returned by MULTIFILTER follows from the guarantees of BASICMULTIFILTER in (Diakonikolas et al., 2020b). We characterize these guarantees in Theorem F.1.

Theorem F.1. Let $\{z^b\}_{b \in B}$ be collection of real numbers associated with batches, $\beta$ be a weight vector, and threshold $\theta > 0$ be such that condition in (28) holds. Then MULTIFILTER($B, \beta, \{z^b\}_{b \in B}, \theta_1$) returns a list NEWWEIGHTS containing either one or two new weight vectors such that,

1. Sum of square of the total weight of new weight vectors is bounded by the square of the total weight of $\beta$, namely

$$\sum_{\tilde{\beta} \in \text{NEWWEIGHTS}} (\tilde{\beta}^B)^2 \leq (\beta^B)^2.$$  

(32)

29
2. In the new weight vectors returned the weight of at least one of the weight vectors has been set to zero, that is for each weight vector \( \beta \in \text{NEWWEIGHTS} \),

\[
\{ b : \beta^b > 0 \} \subseteq \{ b : \beta^b > 0 \}, \tag{33}
\]

3. If weight vector \( \beta \) is such that \( \beta^G \geq 3|G|/4 \) and for good batches the variance \( \text{Var}_G(z^b) \leq \theta \) is bounded, then for at least one of the weight vector \( \beta \in \text{NEWWEIGHTS} \),

\[
\frac{\beta^G - \beta^G}{\beta^G} \leq \frac{\beta^B - \beta^B}{\beta^B} \cdot \frac{1}{24\log(2/\alpha)}. \tag{34}
\]

**Proof.** When the list \( \text{NEWWEIGHTS} \) contains one weight vector it is generated using Equation (29), and when the list \( \text{NEWWEIGHTS} \) contains one weight vector it is generated using Equations (30) and (31). In both cases, item 1 and item 2 of the Theorem follow immediately from these equations. The last item follows from Corollary 3.8 in (Diakonikolas et al., 2020b). \( \square \)

### F.1. Guarantees for the use of MULTIFILTER in Algorithm 1

The following Theorem characterizes the use \textsc{Multifilter} by our algorithm. The proof of the theorem is similar to the proofs for the main algorithm in (Diakonikolas et al., 2020b).

**Theorem F.2.** At the end of Algorithm 1 the size of \( M \) is at most \( 4/\alpha^2 \) and the algorithm makes at most \( \mathcal{O}(|B|/\alpha^2) \) calls to \textsc{Multifilter}. And, if for every use of subroutine \textsc{Multifilter} by the algorithm we have \( \text{Var}_G(z^b) \leq \theta \) then there is at least one triplet \((\beta, w, \kappa)\) in \( M \) such that \( \beta^G \geq 3|G|/4 \).

**Proof.** First note that the if blocks in Algorithm 1 ensures that for every use of subroutine \textsc{Multifilter} Equation (28) is satisfied, therefore we can use the guarantees in Theorem F.1.

First we upper bound the size of \( M \).

The progress of Algorithm 1 may be described using a tree. The internal nodes of this tree are the weight vectors that have gone through subroutine \textsc{Multifilter} at some point of the algorithm, and children of these internal nodes are new weight vectors returned by \textsc{Multifilter}. Observe that any weight vector \( \beta \) encountered in Algorithm 1 is ignored iff \( \beta^B < \alpha |B|/2 \). If it is not ignored then either it is added to \( M \) (in form of a triplet), or else it goes through subroutine \textsc{Multifilter}.

It follows that, if a node \( \beta \) is an internal node or a leaf in \( M \) then

\[
\beta^B \geq \alpha |B|/2. \tag{35}
\]

From Equation (32), it follows that the total weight squared for each node is greater than equal to that of its children. It follows that the total weight squared of the root, \( \beta_{\text{init}} \) is greater than equal to the sum of the square of weights of all the leaves. And since all weight vectors in \( M \) are among the leaves of the tree, and have total weight at least \( \alpha |B|/2 \),

\[
(\beta^B_{\text{init}})^2 \geq \sum_{\beta \in M} (\beta^B)^2 \geq \sum_{\beta \in M} \left( \frac{\alpha |B|}{2} \right)^2,
\]

here the last step follows from Equation (35). Using \( \beta^B_{\text{init}} = |B| \), in the above equation we get \( |M| \leq 4/\alpha^2 \).

Similarly, it can be shown that the number of branches in the tree is at most \( \mathcal{O}(1/\alpha^2) \). Item 2 in Theorem F.1 implies that each iteration of \textsc{Multifilter} zeroes out the weight of one of the batches. Hence for any weight \( \beta \) at depth \( d \), we have \( \beta^B \leq |B| - d \). Therefore, the depth of the tree can’t be more than \( |B| \). Hence, the number of nodes in the tree is upper bounded by \( \mathcal{O}(|B|/\alpha^2) \). And since each call to \textsc{Multifilter} corresponds to a non-leaf node in the tree, the total calls to \textsc{Multifilter} by Algorithm 1 are upper bounded by \( \mathcal{O}(|B|/\alpha^2) \).

Next, we show that if for each use of \textsc{Multifilter} we have \( \text{Var}_G(z^b) \leq \theta \) then one of the weight vector \( \beta \in M \) must satisfy \( \beta^G \geq 3|G|/4 \).
Let $\beta_0 = \beta_{\text{init}}$ and suppose for each $i$, weight vectors $\beta_i$ and $\beta_{i+1}$ are related as follows:

$$
\frac{\beta_i^G - \beta_{i+1}^G}{\beta_i^B} \leq \frac{\beta_i^B - \beta_{i+1}^B}{\beta_i^B} \cdot \frac{1}{4\log(2/\alpha)}.
$$

(36)

Then Lemma 3.12 in (Diakonikolas et al., 2020b) showed that under the above relation, for each $i$, we have $\beta_i^G \geq 3|G|/4$.

We show that there is a branch of the tree such that $\beta_i$ and $\beta_{i+1}$ are related using the above equation, where for each $i$, $\beta_i$ denote the weight vector corresponding to the node at $i^{th}$ level in this branch. From the preceding discussion, this would imply that for each $i$, $\beta_i^G \geq 3|G|/4$.

We prove it by induction. For $i = 0$, we select $\beta_i = \beta_{\text{init}}$. Note that $\beta_i^G = |G|$, hence $\beta_i^G \geq 3|G|/4$.

If $\beta_i$ is a leaf then the branch is complete. Else, since $\beta_i^G \geq 3|G|/4$, item 3 in Theorem F.1 implies that we can select one of the child of $\beta_i$ as $\beta_{i+1}$ so that (36) holds. Then from the preceding discussion, we have $\beta_{i+1}^G \geq 3|G|/4$. By repeating this argument, we keep finding the next node in the branch, until we reach the leaf. Next, we argue that the leaf at the end of this branch must be in $M$.

Let $\beta$ denote the weight vector for the leaf. From the above discussion, it follows that $\beta^G \geq 3|G|/4$. Hence, $\beta^B \geq \beta^G \geq 3|G|/4 \geq 3\alpha|B|/4 > \alpha|B|/2$.

As discussed earlier any leaf $\beta$ is not part of $M$ iff $\beta^B \leq \alpha|B|/2$. Hence, the leaf at the end of the above branch must be in $M$. This concludes the proof of the Theorem. □

G. Eliminating Additional Distributional Assumptions

In this section, we discuss how we can remove assumptions 2 and 5 regarding the distribution of data in Section 2 of the main paper. We demonstrate that our results can still be achieved without these assumptions.

Assumption 2 states that there exists a constant $C_1 > 0$ such that for random samples $(x_i^b, y_i^b) \sim D$, we have $\|x_i^b\| \leq C_1 \sqrt{d}$ almost surely. In the non-batch setting, Cherapanamjeri et al. (2020) (Cherapanamjeri et al., 2020b) have shown that this assumption is not limiting. They have proven that if other assumptions are met, then there exists a constant $C_1$ such that the probability of $\|x_i^b\| > C_1 \sqrt{d}$ exceeds 0.99. Thus, discarding the samples where $\|x_i^b\| > C_1 \sqrt{d}$ does not significantly reduce the dataset’s size. Additionally, it has minimal impact on the covariance matrix and hypercontractivity constants of the distribution This reasoning can be easily extended to the batch setting. In the batch setting, we first exclude samples from batches where $\|x_i^b\| > C_1 \sqrt{d}$. We then remove batches that have been reduced by more than 10% of their original size. Since, on average, this operation would remove $\leq 1\%$ of samples from genuine batches, a simple argument using the Markov inequality shows that the probability of removing a genuine batch is at most 10%. It can be demonstrated that with high probability, the fraction of genuine batches that are removed for any component is $\lesssim 10\%$. Therefore, assumption 2 regarding data distribution is not required, and this simple procedure can be used to enforce assumption 2, resulting in a decrease in batch size and $\alpha$ by at most 10%. Consequently, the guarantees in our theorem are altered by only a small factor.

Assumption 5 states that the noise distribution is symmetric. We can address this by employing a simple technique. Let’s consider two independent samples $(x_i^b, y_i^b)$ and $(x_{i+1}^b, y_{i+1}^b)$, where $y_i^b = w^* \cdot x_i^b + n_i^b$ for $j \in \{i, i + 1\}$. We define $\tilde{x}_i^b = (x_i^b - x_{i+1}^b)/\sqrt{2}$, $\tilde{y}_i^b = (y_i^b - y_{i+1}^b)/\sqrt{2}$, and $\tilde{n}_i^b = (n_i^b - n_{i+1}^b)/\sqrt{2}$. Since $n_i^b$ and $n_{i+1}^b$ are i.i.d., the distribution of $\tilde{n}_i^b$ is symmetric around 0 and the variance of $\tilde{n}_i^b$ matches that of $n_i^b$. Moreover, the covariance of $\tilde{x}_i^b$ is the same as that of $x_i^b$, and we have $\tilde{y}_i^b = w^* \cdot \tilde{x}_i^b + \tilde{n}_i^b$. Therefore, the new sample $(\tilde{x}_i^b, \tilde{y}_i^b)$ obtained by combining two i.i.d. samples $(x_i^b, y_i^b)$ and $(x_{i+1}^b, y_{i+1}^b)$ in a batch satisfies the same distributional assumptions as before, and in addition, ensures a symmetric noise distribution. We can apply this approach to combine every two samples in a batch, which only reduces the batch size by a constant factor of 1/2. Thus, the assumption of symmetric noise can be eliminated by increasing the required batch sizes in our theorems by a factor of 2.

H. Proof of Theorem B.1

In Section H.1, we state and prove two auxiliary lemmas that will be used in proving Theorem B.1, and in Section H.2, we prove Theorem B.1.

We will use the following notation in describing the auxiliary lemmas and in the proofs.
Let $S := \{(x_i^b, y_i^b) : b \in G, i \in [n]\}$ denote the collection of all good samples. Note that $|S| = |G|n$.

For any function $h$ over $(x, y)$, we denote the expectation of $h$ w.r.t. uniform distribution on subset $S' \subseteq S$ by $\mathbb{E}_{S'}[h(x_i^b, y_i^b)] := \sum_{(x_i^b, y_i^b) \in S'} \frac{h(x_i^b, y_i^b)}{|S'|}$.

### H.1. Auxiliary lemmas

In this subsection, we state and prove Lemmas H.1 and H.2. We will use these lemmas in proof of Theorem B.1 in the following subsection.

In the next lemma, for any unit vectors $u$, we bound the expected second moment of the tails of $|x_i^b \cdot u|$, for covariate $x_i^b$ of a random sample from the distribution $D$.

**Lemma H.1.** For all $\theta > 1$, and all unit vectors $u \in \mathbb{R}^d$,  

$$
\Pr_D[|x_i^b \cdot u|^2 \geq \sqrt{C} \theta] \leq \frac{1}{\theta^2} \text{ and } \mathbb{E}_D[|x_i^b \cdot u|^2 \geq \sqrt{C} \theta] \cdot |x_i^b \cdot u|^2 \leq \frac{\sqrt{C}}{\theta}.
$$

**Proof.** The first part of the lemma follows from Markov’s inequality,

$$
\Pr_D[|x_i^b \cdot u|^2 \geq \sqrt{C} \theta] \leq \frac{\mathbb{E}_D[|x_i^b \cdot u|^4]}{C \theta^2} \leq \frac{1}{\theta^2},
$$

where the last step uses $L4 - L2$ hypercontractivity. This proves the first bound in the lemma.

For the second bound, note that

$$
\mathbb{E}_D[\mathbb{I}(|x_i^b \cdot u|^2 \geq \sqrt{C} \theta) \cdot |x_i^b \cdot u|^2] \stackrel{(a)}{\leq} \sqrt{\mathbb{E}_D[\mathbb{I}(|x_i^b \cdot u|^2 \geq \sqrt{C} \theta)] \cdot \mathbb{E}_D[|x_i^b \cdot u|^4]}
$$

$$
\leq \sqrt{\Pr_D[|x_i^b \cdot u|^2 \geq \sqrt{C} \theta] \cdot C \mathbb{E}_D[|x_i^b \cdot u|^2]^2}
$$

$$
\stackrel{(c)}{\leq} \frac{\sqrt{C}}{\theta} \mathbb{E}_D[|x_i^b \cdot u|^2],
$$

here (s) follows from the Cauchy-Schwarz inequality, (b) uses $L4 - L2$ hypercontractivity, and (c) follows from the first bound in the lemma.

In the next lemma, for any unit vectors $u$, we provide a high probability bound on the expected second moment of the tails of $|x_i^b \cdot u|$, where $x_i^b$ are covariates of samples in good batches $G$.

**Lemma H.2.** For any given $\theta > 1$, and $|G|n = \Omega(d\theta^2 \log(\frac{C}{\sqrt{d}}))$, with probability at least $1 - 2/d^2$, for all unit vectors $u$,

$$
\mathbb{E}_S \left[ \mathbb{I}(|x_i^b \cdot u|^2 \geq 3\sqrt{C} \theta) \cdot |x_i^b \cdot u|^2 \right] \leq O\left(\frac{\sqrt{C}}{\theta}\right).
$$

The following lemma restates Lemma 5.1 of (Cherapanamjeri et al., 2020a). The lemma shows that for any large subset of $S$, the covariance of covariates $x_i^b$ in $S$ is close to the true covariance for distribution $D$ of samples. We will use this result in proving Lemma H.2.

**Lemma H.3.** For any fix $\theta > 1$, and $|G|n = \Omega(d\theta^2 \log(\theta))$, with probability at least $1 - 1/d^2$, for all subsets of $S'$ of size $\geq (1 - 1/\theta^2)|S|$, we have

$$
\Sigma - \mathcal{O}\left(\frac{\sqrt{C}}{\theta}\right) \cdot I \preceq \mathbb{E}_{S'}[x_i^b (x_i^b)^\top] \preceq \Sigma + \mathcal{O}\left(\frac{\sqrt{C}}{\theta}\right) \cdot I.
$$

**Remark H.1.** Lemma 5.1 of (Cherapanamjeri et al., 2020a) assumes that hypercontractive parameter $C$ is a constant and its dependence doesn’t appear in their lemma but is implicit in their proof. hides/ignores its dependence.

The following corollary is a simple consequence. We will use this corollary in proving Lemma H.2.
Corollary H.4. For any fix $\theta > 1$, and $|G|=\Omega(d\theta^2 \log(d\theta))$, with probability at least $1 - 1/d^2$ for all subsets $S' \subseteq S$ of size $\leq |S|/d$ and all unit vectors $u$, we have

$$\frac{|S'|}{|S|} \cdot \mathbb{E}_{S'}[(x_i^b \cdot u)^2] \leq \mathcal{O}\left(\frac{\sqrt{C}}{\theta}\right).$$

Proof. Consider any set $S'$ of size $\leq |S|/d$. Since $|S \setminus S'| \geq (1 - \frac{1}{d})|S|$, applying Lemma H.3 for $S \setminus S'$ and $S$,

$$\Sigma - \mathcal{O}\left(\frac{\sqrt{C}}{\theta}\right) \cdot I \leq \mathbb{E}_{S \setminus S'}[x_i^b(x_i^b)\top],$$

and

$$\mathbb{E}_S[x_i^b(x_i^b)\top] \leq \Sigma + \mathcal{O}\left(\frac{\sqrt{C}}{\theta}\right) \cdot I.$$

Next,

$$\mathbb{E}_S[x_i^b(x_i^b)\top] = \frac{|S'|}{|S|} \mathbb{E}_{S'}[x_i^b(x_i^b)\top] + \frac{|S \setminus S'|}{|S|} \mathbb{E}_{S \setminus S'}[x_i^b(x_i^b)\top] \implies |S'| \mathbb{E}_{S'}[x_i^b(x_i^b)\top] = |S| \mathbb{E}_S[x_i^b(x_i^b)\top] - |S \setminus S'| \mathbb{E}_{S \setminus S'}[x_i^b(x_i^b)\top].$$

Combining the previous three equations,

$$|S'| \mathbb{E}_{S'}[x_i^b(x_i^b)\top] \leq |S| \left(\Sigma + \mathcal{O}\left(\frac{\sqrt{C}}{\theta}\right) \cdot I\right) - |S \setminus S'| \left(\Sigma - \mathcal{O}\left(\frac{\sqrt{C}}{\theta}\right) \cdot I\right)$$

$$\leq |S'| \Sigma + (|S| + |S \setminus S'|) \mathcal{O}\left(\frac{\sqrt{C}}{\theta}\right) \cdot I - \frac{1}{\theta^2} |S| \Sigma + 2 |S| \mathcal{O}\left(\frac{\sqrt{C}}{\theta}\right) \cdot I \leq 3 |S| \mathcal{O}\left(\frac{\sqrt{C}}{\theta}\right) \cdot I,$$

where the last line used $\Sigma \leq I$, $|S'| \leq |S|/\theta^2$, $C \geq 1$, and $1/\theta^2 \leq 1/\theta$ for $\theta \geq 1$.

Finally, observing that for any unit vector $u^\top \mathbb{E}_{S'}[x_i^b(x_i^b)\top]u = \mathbb{E}_{S'}[(x_i^b \cdot u)^2]$ completes the proof. \(\square\)

Now we complete the proof of the Lemma H.2 with help of the above corollary.

Proof of Lemma H.2. From Lemma H.1 we have $\mathbb{E}_{\mathcal{D}}[1(||x_i^b \cdot u||^2 \geq \sqrt{C}\theta)] = \text{Pr}[||x_i^b \cdot u||^2 \geq \sqrt{C}\theta] \leq \frac{1}{\theta^2}$, Applying Chernoff bound for random variable $1(||x_i^b \cdot u||^2 \geq \sqrt{C}\theta)$,

$$\text{Pr}\left[\mathbb{E}_S[1(||x_i^b \cdot u||^2 \geq \sqrt{C}\theta)] \leq \frac{2}{\theta^2}\right] \leq \text{Pr}\left[\frac{1}{|S|} \sum_{(i,b) \in S} 1(||x_i^b \cdot u||^2 \geq \sqrt{C}\theta) \leq \frac{2}{\theta^2}\right] \leq \exp\left(-\frac{|S|}{3\theta^2}\right).$$

Hence, for a fix unit vector $u$, with probability $\geq 1 - \exp\left(-\frac{|S|}{3\theta^2}\right)$

$$\mathbb{E}_S[1(||x_i^b \cdot u||^2 \leq \sqrt{C}\theta)] \leq |S| \frac{2}{\theta^2}.$$}

Next, we show that this bound holds uniformly over all unit vectors $u$.

Consider an $\sqrt{\frac{\sqrt{C}\theta}{2\pi d}}$-net of unit sphere $\{u \in \mathbb{R}^d : ||u|| \leq 1\}$ such that for any vector $u$ in this ball there exist a $u'$ in the net such that $||u - u'|| \leq \sqrt{\frac{\sqrt{C}\theta}{2\pi d}}$. The standard covering argument (Vershynin, 2012) shows the existence of such a net of size $e^{O(d \log(\frac{C\theta}{\sqrt{d}}))}$. Then from the union bound, for all vectors $u$ in this net with probability at least $1 - e^{O(d \log(\frac{C\theta}{\sqrt{d}}))} e^{-\frac{|S|}{3\theta^2}}$

$$\mathbb{E}_S[1(||x_i^b \cdot u||^2 \leq \sqrt{C}\theta)] \leq |S| \frac{2}{\theta^2}.$$
Since \( \frac{|S|}{3d^2} = \frac{|G|}{3d^2} \gg d \log(\frac{C_1d\theta}{C_1\theta}) \geq d \log(\frac{C_1d}{C_1\theta}) \), therefore, \( e^{O(d \log(\frac{C_1d}{C_1\theta}))} e^{-|S|/3d^2} \leq e^{-|S|/3d^2} \leq 1/d^2 \).

Now consider any vector \( u \) in unit ball and \( u' \) in the net such that \( \|u - u'\| \leq \sqrt{\frac{C}{2C_1d}} \). Then
\[
(x_i^b \cdot u)^2 = (x_i^b \cdot (u' + (u - u')))^2 = 2(x_i^b \cdot u')^2 + (x_i^b \cdot (u - u'))^2 \\
\leq 2(x_i^b \cdot u')^2 + 2\|u - u'\|^2 \|x_i^b\|^2 \\
\leq 2(x_i^b \cdot u')^2 + 2\sqrt{C\theta} \leq 2C \leq 2(x_i^b \cdot u')^2 + \sqrt{C\theta},
\]
where in the last line we used the assumption that \( \|x_i^b\| \leq C_1\sqrt{d} \). When \( (x_i^b \cdot u')^2 \leq \sqrt{C\theta} \), then above sum is bounded by \( 2\sqrt{C\theta} \). It follows that with probability \( \geq 1 - 1/d^2 \), for all unit vectors \( u \),
\[
E_S[1(\|x_i^b \cdot u\|^2 \leq 3\sqrt{C\theta})] \leq |S|/2d^2.
\]

Applying Corollary H.4 for \( S' = \{\|x_i^b \cdot u\|^2 \leq 3\sqrt{C\theta}\} \), proves the lemma
\[
E_S[I(\|x_i^b \cdot u\|^2 \geq 3\sqrt{C\theta}) \cdot \|x_i^b \cdot u\|^2] = \frac{|S'|}{|S|} E_{S'}[\|x_i^b \cdot u\|^2] \leq O\left(\frac{\sqrt{C}}{\theta}\right).
\]

\[
\square
\]

**H.2. Proof of Theorem B.1**

**Proof of Theorem B.1.** Note that
\[
E_G \left[ (\nabla f^b(w, \kappa) \cdot u - E_D[\nabla f^b(w, \kappa) \cdot u])^2 \right] = \frac{1}{|G|} \sum_{b \in G} (\nabla f^b(w, \kappa) \cdot u - E_D[\nabla f^b(w, \kappa) \cdot u])^2 \\
\leq \frac{1}{|G|} \sum_{b \in G} \left( \frac{1}{n} \sum_{i \in n} \nabla f^b_i(w, \kappa) \cdot u - E_D[\nabla f^b_i(w, \kappa) \cdot u] \right)^2 \\
\leq \frac{1}{|G|} \sum_{b \in G} \left( \frac{1}{n} \sum_{i \in n} (\nabla f^b_i(w, \kappa) \cdot u - E_D[\nabla f^b_i(w, \kappa) \cdot u]) \right)^2,
\]
where in the last step we used the expectation of batch and sample gradients are the same, namely \( E_D[\nabla f^b_i(w, \kappa) \cdot u] = E_D[\nabla f^b_i(w, \kappa) \cdot u] \).

For any positive \( \rho > 0 \) and unit vector \( u \), define
\[
g^b_i(w, \kappa, u, \rho) := \frac{\nabla f^b_i(w, \kappa) \cdot u}{\|x_i^b \cdot u\| \vee \rho} \rho.
\]
Recall that for a good batch \( b \in G \), \( y_i^b = w^* \cdot x_i^b + n_i^b \). Using this in equation (3), for any good batch \( b \in G \), we have
\[
\nabla f^b_i(w, \kappa) = \frac{(x_i^b \cdot (w - w^*)) - n_i^b)}{|x_i^b \cdot (w - w^*) - n_i^b| \vee \kappa} \kappa x_i^b.
\]
Combining the above two equations,
\[
g^b_i(w, \kappa, u, \rho) = \kappa \rho \left( \frac{(x_i^b \cdot (w - w^*)) - n_i^b)}{|x_i^b \cdot (w - w^*) - n_i^b| \vee \kappa} \right) \left( \frac{x_i^b \cdot u}{\|x_i^b \cdot u\| \vee \rho} \right).
\]
From the above expression it follows that \( |g^b_i(w, \kappa, u, \rho)| \leq \kappa \rho \) a.s.
We will choose $\rho$ later in the proof. Let

$$Z_i^b(w, \kappa, u, \rho) := g_i^b(w, \kappa, u, \rho) - \mathbb{E}_D[g_i^b(w, \kappa, u, \rho)].$$

and

$$\tilde{Z}_i^b(w, \kappa, u, \rho) := \nabla f_i^b(w, \kappa) \cdot u - \mathbb{E}_D[\nabla f_i^b(w, \kappa) \cdot u] - Z_i^b(w, \kappa, u, \rho) = \nabla f_i^b(w, \kappa) \cdot u - g_i^b(w, \kappa, u, \rho) - \mathbb{E}_D[\nabla f_i^b(w, \kappa) \cdot u - g_i^b(w, \kappa, u, \rho)].$$

When $w, u, \kappa$, and $\rho$ are fixed or clear from the context, we will omit them from the notation of $Z_i^b$ and $\tilde{Z}_i^b$. Then,

$$\mathbb{E}_G \left[ (\nabla f_i^b(w, \kappa) \cdot u - \mathbb{E}_D[\nabla f_i^b(w, \kappa) \cdot u])^2 \right] = \frac{1}{|G|} \sum_{b \in G} \left( \frac{1}{n} \sum_{i \in n} (Z_i^b + \tilde{Z}_i^b) \right)^2 \leq \frac{2}{|G|} \sum_{b \in G} \left( \frac{1}{n} \sum_{i \in n} Z_i^b \right)^2 + \frac{2}{|G|} \sum_{b \in G} \left( \frac{1}{n} \sum_{i \in n} \tilde{Z}_i^b \right)^2 \leq \frac{2}{|G|} \sum_{b \in G} \left( \frac{1}{n} \sum_{i \in n} Z_i^b \right)^2 + \frac{2}{|G|} \sum_{b \in G} \frac{1}{n} \sum_{i \in n} (\tilde{Z}_i^b)^2, \quad (39)$$

here in the last step we used Jensen’s inequality $(\mathbb{E}[Z])^2 \leq \mathbb{E}[Z^2]$.

We bound the two summations separately. To bound the first summation we first show that $Z_i^b$ are bounded, and then use Bernstein’s inequality. We bound the second term using Lemma H.2 and Lemma H.1.

From (38), it follows that $|g_i^b(w, \kappa, u, \rho)| \leq \kappa \rho$ a.s., and therefore, $|Z_i^b| \leq 2\kappa \rho$.

Since $|Z_i^b|$ is bounded by $2\kappa \rho$, it is a $(2\kappa \rho)^2$ sub-gaussian random variable. Using the fact that the sum of sub-gaussian random variables is sub-gaussian, the sum $\sum_{i=1}^n Z_i^b$ is $n(2\kappa \rho)^2$ sub-gaussian random variable. Since square of a sub-gaussian is sub-exponential (Philippe, 2015) (Lemma 1.12), hence $(\sum_{i=1}^n Z_i^b)^2 - \mathbb{E}_D(\sum_{i=1}^n Z_i^b)^2$ is sub-exponential with parameter $16n(2\kappa \rho)^2$.

Bernstein’s inequality (Philippe, 2015) (Theorem 1.12) for sub-Gaussian random variables implies that with probability $\geq 1 - \delta$,

$$\frac{1}{|G|} \sum_{b \in G} \left( \sum_{i=1}^n Z_i^b \right)^2 - \mathbb{E}_D \left[ \left( \sum_{i=1}^n Z_i^b \right)^2 \right] \leq 16n(2\kappa \rho)^2 \max \left\{ \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right\}.$$ 

Since $Z_i^b$ are zero mean independent random variables,

$$\mathbb{E}_D \left[ \left( \sum_{i=1}^n Z_i^b \right)^2 \right] = n \mathbb{E}_D[ (Z_i^b)^2 ].$$
We bound the expectation on the right,

\[
\mathbb{E}_D [(Z_i^b)^2] = \mathbb{E}_D \left[ (g^b_i(w, \kappa, u, \rho) - \mathbb{E}_D [g^b_i(w, \kappa, u, \rho)])^2 \right]
\]

\[
\leq \mathbb{E}_D \left[ (g^b_i(w, \kappa, u, \rho))^2 \right] \tag{a}
\]

\[
\leq \mathbb{E}_D [(n_i^b + (w - w^*) \cdot x^b_i)^2 (x^b_i \cdot u)^2] \tag{b}
\]

\[
= \mathbb{E}_D [(n_i^b)^2 (x^b_i \cdot u)^2] + \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2 (x^b_i \cdot u)^2] \tag{c}
\]

\[
\leq \mathbb{E}_D [(n_i^b)^2] \mathbb{E}_D [(x^b_i \cdot u)^2] + \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2] \mathbb{E}_D [(u \cdot x^b_i)^2] \tag{d}
\]

\[
\leq \sigma^2 \mathbb{E}_D [(x^b_i \cdot u)^2] + \sqrt{C^2 \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2]} \mathbb{E}_D [(u \cdot x^b_i)^2] \tag{e}
\]

\[
\leq \sigma^2 + C \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2], \tag{f}
\]

here inequality (a) uses that squared deviation is smaller than mean squared deviation, inequality (b) follows from the definition of \( g^b_i \) in (38), inequality (c) follows from the independence of \( n_i^b \) and \( x^b_i \), inequality (d) follows the Cauchy–Schwarz inequality, (e) uses the L-4 to L-2 hypercontractivity assumption \( \mathbb{E}_D [(u \cdot (x^b_i))^4] \leq C \), and (f) follows as for any unit vector \( \mathbb{E}_D [(x^b_i \cdot u)^2] \leq \| \Sigma \| \leq 1 \).

Combining the last three equations, we get that with probability \( \geq 1 - \delta \),

\[
\frac{1}{|G|} \sum_{b \in G} \left( \sum_{i=1}^n Z_i^b \right)^2 \leq 2n(\sigma^2 + C \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2]) + 64n(\kappa \rho)^2 \max \left\{ \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right\}. \tag{40}
\]

The above bound holds for given fixed values of parameters \( \kappa, w, \) and \( u \). To extend the bound for all values of these parameters (for appropriate ranges of interest), we will use the covering argument.

With the help of the covering argument, we show that with probability \( \geq 1 - \delta e^{O(d \log (C_1d^4n))} = \frac{1}{d^2} \), for all unit vectors \( u \), all vectors \( w \) and \( \kappa \leq (\sigma + \| w - w^* \|)d^2n,

\[
\frac{1}{|G|} \sum_{b \in G} \left( \sum_{i=1}^n Z_i^b(w, \kappa, u, \rho) \right)^2 \leq \frac{5}{2} \sigma^2 n + 13Cn \mathbb{E}_D[((w - w^*) \cdot x^b_i)^2] + 384n(\kappa \rho)^2 \max \left\{ \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right\}. \tag{41}
\]

We delegate the proof of Equation (41) using Equation (40) and the covering argument to the very end. The use of covering argument is rather standard. The main subtilety is that the above bound holds for all vectors \( w \). The cover size of all \( d \) dimensional vectors is infinite. To overcome this difficulty we first take union bound for vectors for all \( w \) such that \( \| w - w^* \| \leq R \) for an appropriate choice of \( R \). To extend it to any \( w \) for which \( \| w - w^* \| > R \) is large we show that the behavior of the above quantity on the left for such \( w \) can be approximated by its behavior for \( w' = w^* + (w - w^*) \frac{R}{\| w - w^* \|} \).

Note that dividing Equation (41) by \( n^2 \) bounds the first term in Equation (39). Next, we bound the second term in Equation(39). Note that

\[
\frac{1}{n|G|} \sum_{b \in G} \sum_{i \in n} (\tilde{Z}_i^b)^2 \leq \frac{1}{n|G|} \sum_{b \in G} \sum_{i \in n} \left( \nabla f_i^b(w, \kappa) \cdot u - g_i^b(w, \kappa, u, \rho) - \mathbb{E}_D [\nabla f_i^b(w, \kappa) \cdot u - g_i^b(w, \kappa, u, \rho)] \right)^2
\]

\[
\leq \frac{2}{n|G|} \sum_{b \in G} \sum_{i \in n} \left( \nabla f_i^b(w, \kappa) \cdot u - g_i^b(w, \kappa, u, \rho) \right)^2 + \mathbb{E}_D [\nabla f_i^b(w, \kappa) \cdot u - g_i^b(w, \kappa, u, \rho)]^2
\]

\[
\leq \frac{2}{n|G|} \sum_{b \in G} \sum_{i \in n} \left( \nabla f_i^b(w, \kappa) \cdot u - g_i^b(w, \kappa, u, \rho) \right)^2 + \mathbb{E}_D [\nabla f_i^b(w, \kappa) \cdot u - g_i^b(w, \kappa, u, \rho)]^2.
\]
From the definitions of $g_i^b(w, \kappa, u, \rho)$ and $\nabla f_i^b(w, \kappa)$,
\[
|\nabla f_i^b(w, \kappa) \cdot u - g_i^b(w, \kappa, u, \rho)| = \mathbb{I}(|x_i^b \cdot u| \geq \rho) \left| \nabla f_i^b(w, \kappa) \cdot u - \frac{\rho}{|x_i^b \cdot u|} \nabla f_i^b(w, \kappa) \cdot u \right| \\
\leq \mathbb{I}(|x_i^b \cdot u| \geq \rho) \left| \nabla f_i^b(w, \kappa) \cdot u \right| \\
\leq \kappa |x_i^b \cdot u| \mathbb{I}(|x_i^b \cdot u| \geq \rho).
\]

From the above equation, it follows that
\[
E_D \left( (\nabla f_i^b(w, \kappa) \cdot u - g_i^b(w, \kappa, u, \rho))^2 \right) \leq \kappa^2 E_D \left( \mathbb{I}(|x_i^b \cdot u| \geq \rho) |x_i^b \cdot u|^2 \right).
\]
Combining the above three bounds,
\[
\frac{1}{n|G|} \sum_{b \in G} \sum_{i \in n} (\tilde{z}_i^b)^2 \leq \frac{2\kappa^2}{n|G|} \sum_{b \in G} \sum_{i \in n} \left( \mathbb{I}(|x_i^b \cdot u| \geq \rho) |x_i^b \cdot u|^2 + E_D \left[ \mathbb{I}(|x_i^b \cdot u| \geq \rho) |x_i^b \cdot u|^2 \right] \right)
\]
\[
= 2\kappa^2 \left( E_S \left[ \mathbb{I}(|x_i^b \cdot u| \geq \rho) |x_i^b \cdot u|^2 \right] + E_D \left[ \mathbb{I}(|x_i^b \cdot u| \geq \rho) |x_i^b \cdot u|^2 \right] \right),
\]
here the last line uses the fact that $S$ is the collection of all good samples.

For $\rho^2 \geq 3\sqrt{C}$, and $|G| = \Omega(d \rho^4 \log(Cd/\epsilon))$, Lemma H.2 implies that with probability at least $1 - 2/d^2$, for all unit vectors $u$, we have
\[
E_S \left[ \mathbb{I}(|x_i^b \cdot u| \geq \rho) |x_i^b \cdot u|^2 \right] = E_S \left[ \mathbb{I}(|x_i^b \cdot u|^2 \geq \rho^2) |x_i^b \cdot u|^2 \right] \leq O(\sqrt{C}/\rho^2).
\]
And from Lemma H.1, for $\rho^2 \geq \sqrt{C}$ and any unit vectors $u$,
\[
E_D \left[ \mathbb{I}(|x_i^b \cdot u| \geq \rho) |x_i^b \cdot u|^2 \right] \leq O(\sqrt{C}/\rho^2).
\]
By combining the above three bounds it follows that, if $\rho^2 \geq \sqrt{C}$, and $|G| = \Omega(d \rho^4 \log(Cd/\epsilon))$, with probability at least $1 - 2/d^2$, for all unit vectors $u$,
\[
\frac{1}{n|G|} \sum_{b \in G} \sum_{i \in n} (\tilde{z}_i^b(w, \kappa, u, \beta))^2 \leq O(\frac{\sqrt{C} \kappa^2}{\rho^2}).
\]
Combining the above bound, Equation (41) and (39) we get that if $\rho^2 = \Omega(\sqrt{C})$, and $|G| = \Omega(d \rho^4 \log(Cd/\epsilon))$ then with probability $\geq 1 - \delta e^{O(d \rho^4 (C/\epsilon))} - \frac{1}{d^2}$, for all unit vectors $u$, all vectors $w$ and $\kappa \leq (\sigma + ||w - w^*||)d2n,
\[
E_G \left[ (\nabla f^b(w, \kappa) \cdot u - E_D[\nabla f^b(w, \kappa) \cdot u])^2 \right]
\]
\[
\leq \frac{2}{n^2} \left( \frac{5}{2} \sigma^2 n + 13Cn E_D[((w - w^*) \cdot x_i^b)^2] + 384n(\kappa \rho)^2 \max \left\{ \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right\} \right) + O \left( \frac{\sqrt{C} \kappa^2}{\rho^2} \right).
\]
Recall that $1 \leq \mu_{\text{max}} \leq \frac{d \sigma^2}{C}$. Choose $\rho^2 = \mu_{\text{max}} \sqrt{C} n$. Note that $\sqrt{\mu_{\text{max}}(\sigma^2 + C E_D[((w - w^*) \cdot x_i^b)^2])} \leq (\sigma + ||w - w^*||)d2n$. Then from the above equation choosing $\rho^2 = \mu_{\text{max}} \sqrt{C} n$, for all
\[
\kappa \leq \sqrt{\mu_{\text{max}}(\sigma^2 + C E_D[((w - w^*) \cdot x_i^b)^2])},
\]
with probability $\geq 1 - \delta e^{O(d \rho^4 (C/\epsilon))} - \frac{3}{d^2}$, for all unit vectors $u$, all vectors $w$ ,
\[
E_G \left[ (\nabla f^b(w, \kappa) \cdot u - E_D[\nabla f^b(w, \kappa) \cdot u])^2 \right]
\]
\[
\leq O \left( \frac{\sigma^2 + C E_D[((w - w^*) \cdot x_i^b)^2]}{n} \right) \left( 1 + n \mu_{\text{max}}^2 \sqrt{C} \max \left\{ \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right\} \right).
\]
Choose \( \delta = e^{-\Theta(d \log (C_1 d n))} \), and \( |G| = \Omega \left( \frac{d^4}{n} \log(\frac{C_1 d n}{\delta}) + C \mu^4_{\max} d n^2 \log(C_1 d n) \right) = \Omega \left( \mu^4_{\max} n^2 d \log(d) \right) \). Then with probability \( \geq 1 - \frac{4}{d^7} \), for all unit vectors \( u \), all vectors \( w \) and for all \( \kappa^2 \leq \mu_{\max} (\sigma^2 + c \mathbb{E} d ((w - w^*) \cdot x_i^k)^2) \),

\[
\mathbb{E}_G \left[ \left( \nabla f^b(w, \kappa) \cdot u - \mathbb{E}_D \left[ \nabla f^b(w, \kappa) \cdot u \right] \right)^2 \right] \leq C \left( \sigma^2 + C \mathbb{E}_D ((w - w^*) \cdot x_i^k)^2 \right),
\]

which is the desired bound.

We complete the proof by proving Equation (41).

**Proof of Equation (41)** To complete the proof of the theorem next we prove Equation (41) with the help of Equation (40) and covering argument. To use the covering argument, we first show that \( g_i^k (w, \kappa, u, \rho) \) do not change by much by slight deviation of these parameters. From the definition of \( Z_i^k (w, \kappa, u, \rho) \), the same conclusion would then hold for it.

By the triangle inequality,

\[
|g_i^k (w, \kappa, u, \rho) - g_i^k (w', \kappa', u', \rho)| \leq |g_i^k (w, \kappa, u, \rho) - g_i^k (w', \kappa', u', \rho)| + |g_i^k (w', \kappa, u, \rho) - g_i^k (w', \kappa', u', \rho)| + |g_i^k (w', \kappa, u, \rho) - g_i^k (w, \kappa', u', \rho)|.
\]

We bound each term on the right one by one. To bound these terms we use Equation (38), the assumption that \( \|x_i^k\| \leq C_1 \sqrt{d} \) and the definition of the function \( g() \). For the first term,

\[
|g_i^k (w, \kappa, u, \rho) - g_i^k (w', \kappa', u', \rho)| \leq \|(u - u')x_i^k\| \kappa' \leq C_1 \|u - u'\| \sqrt{d} \kappa',
\]

for the second term,

\[
|g_i^k (w, \kappa', u, \rho) - g_i^k (w', \kappa', u, \rho)| \leq |u \cdot x_i^k| \cdot \|(w - w') \cdot x_i^k\| \leq \|x_i^k\|^2 \cdot \|w - w'\| \leq C_1^2 d \|w - w'\|,
\]

and for the last term

\[
|g_i^k (w, \kappa, u, \rho) - g_i^k (w, \kappa', u', \rho)| \leq \|u \cdot x_i^k\| \leq C_1 \sqrt{d} \kappa - \kappa'.
\]

Combining the three bounds,

\[
|g_i^k (w, \kappa, u, \rho) - g_i^k (w', \kappa', u', \rho)| \leq C_1 \|u - u'\| \sqrt{d} \kappa' + C_1^2 d \|w - w'\| + C_1 \sqrt{d} \kappa - \kappa'.
\]

For \( \|u - u'\| \leq 1/(24 C_1 d^5 n^3) \), \( \|w - w'\| \leq \sigma/(12 C_1^2 n) \) and \( \|\kappa - \kappa'\| \leq \sigma/(12 C_1 d n) \),

\[
|g_i^k (w, \kappa, u, \rho) - g_i^k (w', \kappa', u', \rho)| \leq \sigma/4n a.s.
\]

This would imply,

\[
|Z_i^k (w, \kappa, u, \rho) - Z_i^k (w', \kappa', u', \rho)| \leq \sigma/2n a.s.
\]

Using this bound,

\[
\frac{1}{|G|} \sum_{b \in G} \left( \sum_{i=1}^{n} Z_i^k (w, \kappa, u, \rho) \right)^2 \leq \frac{1}{|G|} \sum_{b \in G} \left( \sum_{i=1}^{n} \left( Z_i^k (w, \kappa', u', \rho') + \frac{\sigma}{2n} \right) \right)^2
\]

\[
\leq \frac{2}{|G|} \sum_{b \in G} \left( \sum_{i=1}^{n} Z_i^k (w, \kappa', u', \rho') \right)^2 + \frac{2}{|G|} \sum_{b \in G} \left( \sum_{i=1}^{n} \frac{\sigma}{2n} \right)^2
\]

\[
\leq \frac{2}{|G|} \sum_{b \in G} \left( \sum_{i=1}^{n} Z_i^k (w, \kappa', u', \rho') \right)^2 + \frac{\sigma^2}{2}. \tag{42}
\]

Let \( \mathcal{U} := \{ u \in \mathbb{R}^d : \|u\| = 1 \} \), \( \mathcal{V} := \{ w \in \mathbb{R}^d : \|w - w^*\| \leq d^2 \sigma n \} \), and \( \mathcal{K} := [0, 2d^4 \sigma n^2] \).
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Standard covering argument shows that there exist covers such that

\[ \mathcal{U}' \subseteq \mathcal{U} : \forall u \in \mathcal{U}, \min_{u' \in \mathcal{U}'} \|u - u'\| \leq \frac{1}{(24C_d d^3 n^3)}, \]  

(43)

\[ \mathcal{W}' \subseteq \mathcal{W} : \forall w \in \mathcal{W}, \min_{w' \in \mathcal{W}'} \|w - w'\| \leq \frac{\sigma}{12C_d d n}, \]  

(44)

and

\[ \mathcal{K}' \subseteq \mathcal{K} : \forall \kappa \in \mathcal{K}, \min_{\kappa' \in \mathcal{K}', \kappa' \geq \kappa} |\kappa - \kappa'| \leq \frac{\sigma}{12C_d d n}, \]  

(45)

and the size of each is \(|\mathcal{U}'|, |\mathcal{W}'|, |\mathcal{K}'| \leq e^{O(d \log(C_d d n))}.

In equation (40), taking the union bound over all elements in \(\mathcal{U}'\), \(\mathcal{W}'\) and \(\mathcal{K}'\), it follows that with probability \(\geq 1 - \delta e^{O(d \log(C_d d n))}\), for all \(u' \in \mathcal{U}'\), \(w' \in \mathcal{W}'\) and \(\kappa' \in \mathcal{K}'\)

\[
\frac{1}{|G|} \sum_{b \in G} \sum_{i=1}^{n} Z^b_i (w', \kappa', u', \rho) \leq n(\sigma^2 + C \mathbb{E}_{\mathcal{D}}[((w' - w^* ) \cdot x^b_i)^2]) + 64n(\kappa' \rho)^2 \max \left\{ \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right\}.
\]

Combining the above bound with Equation (42), it follows that with probability \(\geq 1 - \delta e^{O(d \log(C_d d n))}\), for all \(u \in \mathcal{U}\), \(w \in \mathcal{W}\) and \(\kappa \in \mathcal{K}\) and elements \(u', w'\) and \(\kappa'\) in the respective nets satisfying equations (43),(44), and (45),

\[
\frac{1}{|G|} \sum_{b \in G} \sum_{i=1}^{n} Z^b_i (w, \kappa, u, \rho) \leq 2n(\sigma^2 + C \mathbb{E}_{\mathcal{D}}[((w' - w^* ) \cdot x^b_i)^2]) + 128n(\kappa' \rho)^2 \max \left\{ \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right\} + \frac{\sigma^2}{2}
\]

\[
\leq 2n(\sigma^2 (1 + \frac{1}{4n}) + C \mathbb{E}_{\mathcal{D}}[((w' - w^* ) \cdot x^b_i)^2]) + 128n(\kappa' \rho)^2 \max \left\{ \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right\}
\]

\[
\leq 2n(\frac{5 \sigma^2}{4} + 2C \mathbb{E}_{\mathcal{D}}[((w - w^* ) \cdot x^b_i)^2]) + 128n(\kappa' \rho)^2 \max \left\{ \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right\}.
\]

(46)

here (a) follows from the bound \(\kappa \geq \kappa'\) in Equation (45), and (b) follows by first writing \(w' - w^* = (w - w^*) + (w' - w)\) and then using the bound \(\|w' - w\| \leq \frac{\sigma}{12C_d d^n}\) in Equation (44).

Next, we further remove the restriction \(w \in \mathcal{W}\) and extend the above bound to all vectors \(w\).

Consider \(w \notin \mathcal{W}\) and \(\kappa \in [0, (\sigma + \|w - w^*\|)d^2 n]\). From the definition of \(\mathcal{W}\), we have \(\|w - w^*\| > d^2 \sigma n\). Let \(w' = w^* + \frac{d^2 \sigma n}{\|w - w^*\|} \cdot \kappa\). Observe that \(\|w' - w\| = d^2 \sigma n\) and

\[
\kappa' \leq (\sigma + \|w - w^*\|)d^2 n \|w - w^*\| \leq d^2 \sigma n \|w - w^*\| + d^4 \sigma n^2 \leq d^2 \sigma n + d^4 \sigma n^2 \leq 2d^4 \sigma n^2,
\]

\[
\|w' - w^*\| = d^2 \sigma n \leq 2d^4 \sigma n^2.
\]
hence, $w' \in W$ and $\kappa' \in K$. From Equation (38),

$$\frac{\|w - w^*\|}{d^2 \sigma n} g_i^b(w', \kappa', u, \rho) - g_i^b(w, \kappa, u, \rho)$$

(a) $\frac{\rho}{\|x_i^b \cdot u\|} \cdot \|w - w^*\| \cdot \kappa\left(\frac{(x_i^b \cdot (w' - w^*)) - n_i^b}{\|x_i^b \cdot (w - w^*) - n_i^b\| \vee \kappa}\right) - \kappa\left(\frac{(x_i^b \cdot (w - w^*)) - n_i^b}{\|x_i^b \cdot (w - w^*) - n_i^b\| \vee \kappa}\right)

(b) $\|x_i^b \cdot u\| \cdot \kappa\left(\frac{(x_i^b \cdot (w - w^*) - d^2 \sigma n - n_i^b)}{\|w - w^*\| \vee \kappa}\right) - \kappa\left(\frac{(x_i^b \cdot (w - w^*)) - n_i^b}{\|x_i^b \cdot (w - w^*) - n_i^b\| \vee \kappa}\right)

(c) $\|x_i^b \cdot u\| \cdot \frac{d^2 \sigma n}{\|w - w^*\|} n_i^b - n_i^b

(d) $\leq C_1 \sqrt{d} \|x_i^b\| d^2 \sigma n $

(e) $\leq C_1 \sqrt{d} |n_i^b|$, 

here (a) follows from the definition of $g_i^b$, inequality (b) follows as $\rho \leq \|x_i^b \cdot u\| \vee \rho$, inequality (c) uses the fact that for any $a, \Delta$ and $b \geq 0$, we have $|\frac{b \cdot a + \Delta}{(a + \Delta) \vee \rho} - b \cdot \rho| \leq |\Delta|$, inequality (e) uses $\|w - w^*\| > d^2 \sigma n$.

Therefore,

$$\left|\frac{\|w - w^*\|}{d^2 \sigma n} Z_i^b(w', \kappa', u, \rho) - Z_i^b(w, \kappa, u, \rho)\right| \leq C_1 \sqrt{d} (|n_i^b| + E[|n_i^b|]) \leq C_1 \sqrt{d} (|n_i^b| + \sigma).$$

From the above equation,

$$\frac{1}{|G|} \sum_{b \in G} \left(\sum_{i=1}^{n} Z_i^b(w, \kappa, u, \rho)\right)^2 \leq \frac{1}{|G|} \sum_{b \in G} \left(\sum_{i=1}^{n} \left(\frac{\|w - w^*\|}{d^2 \sigma n} Z_i^b(w', \kappa', u, \rho) + C_1 \sqrt{d} |n_i^b| + C_1 \sqrt{d} \sigma\right)\right)^2$$

(a) $\leq \frac{1}{|G|} \sum_{b \in G} \left(3 \left(\sum_{i=1}^{n} \frac{\|w - w^*\|}{d^2 \sigma n} Z_i^b(w', \kappa', u, \rho)\right)^2 + 3 \left(\sum_{i=1}^{n} C_1 \sqrt{d} |n_i^b|\right)^2 + 3 \left(\sum_{i=1}^{n} C_1 \sqrt{d} \sigma\right)^2\right)$$

(b) $\leq \frac{3\|w - w^*\|^2}{d^4 \sigma^2 n^2} \frac{1}{|G|} \sum_{b \in G} \left(\sum_{i=1}^{n} Z_i^b(w, \kappa, u, \rho)\right)^2 + 3dC_1^2 \sum_{b \in G} \left(\sum_{i=1}^{n} |n_i^b|^2\right) + 3dC_1^2 n^2 \sigma^2$

(c) $\leq \frac{3\|w - w^*\|^2}{d^4 \sigma^2 n^2} \frac{1}{|G|} \sum_{b \in G} \left(\sum_{i=1}^{n} Z_i^b(w', \kappa', u, \rho)\right)^2 + 3dC_1^2 n^2 \sigma^2 (d^2 + 1),$

here (a) and (b) uses $\sum_{i=1}^{t} z_i \leq t \sum_{i=1}^{t} z_i^2$ and inequality (c) holds with with probability $\geq 1 - \frac{1}{d^4}$ by Markov inequality, as $Pr[\frac{1}{n|\sigma|} \sum_{b \in G} \sum_{i=1}^{n} |n_i^b|^2 > d^2 E[|n_i^b|^2]] \leq \frac{1}{d^4}$.

Recall that $\|w' - w\| \leq d^2 \sigma n$ and $\kappa \leq 2d^4 \sigma n^2$, therefore in the above equation, we can bound the first term on the right by
using high probability bound in Equation (46). Then, with probability \( \geq 1 - \delta e^{O(d \log(C_1 d n))} - \frac{1}{d^2} \),

\[
\frac{1}{|G|} \sum_{b \in G} \left( \sum_{i=1}^{n} Z^b_i(w, \kappa, u, \rho) \right)^2 \\
\leq \frac{3}{d^2 \sigma^2 n^2} \left( 2n \left( \frac{5}{4} \sigma^2 + 2C_E D \left( \left( (w - w^* \cdot x^b_i)^2 \right) \right) \right) + 128n(\kappa \rho)^2 \max \left( \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right) \\
+ 3dC_1^2 n^2 \sigma^2 (d^2 + 1)
\]

(a) \( \leq 12Cn D \left( \left( (w - w^* \cdot x^b_i)^2 \right) \right) + \frac{15}{2d^2 \sigma^2 n^2} n^2 \sigma^2 + 384n(\kappa \rho)^2 \max \left( \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right) + 3dC_1^2 n^2 \sigma^2 (d^2 + 1)

(b) \( \leq 13Cn D \left( \left( (w - w^* \cdot x^b_i)^2 \right) \right) + 384n(\kappa \rho)^2 \max \left( \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right),
\]

here equality (a) uses the relation \( w' - w^* = \frac{w - w^*}{\|w - w^*\|} d^2 \sigma n \) and \( \kappa' = \frac{d^2 \sigma n}{\|w - w^*\|} \kappa \), and (b) follows as \( C \mathbb{E}_D \left[ \left( (w - w^* \cdot x^b_i)^2 \right) \right] \geq C \mathbb{E}_D \left[ \left( \left| (w - w^* \cdot x^b_i)^2 \right| \right) \right] \geq C \mathbb{E}_D \left[ \left( \left( (w - w^* \cdot x^b_i)^2 \right) \right) \right] + \frac{15}{2d^2 \sigma^2 n^2} n^2 \sigma^2 \) and \( C \mathbb{E}_D \left[ \left( \left( (w - w^* \cdot x^b_i)^2 \right) \right) \right] \geq C \mathbb{E}_D \left[ \left( \left( (w - w^* \cdot x^b_i)^2 \right) \right) \right] + \frac{15}{2d^2 \sigma^2 n^2} n^2 \sigma^2 \). Hence the above bound holds for all unit vectors \( u, w \notin W \) and \( \kappa \leq (\sigma + \|w - w^*\|) d^2 n \),

\[
\frac{1}{|G|} \sum_{b \in G} \left( \sum_{i=1}^{n} Z^b_i(w, \kappa, u, \rho) \right)^2 \\
\leq 13Cn \mathbb{E}_D \left[ \left( (w - w^* \cdot x^b_i)^2 \right) \right] + 450n(\kappa \rho)^2 \max \left( \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right).
\]

Recall that bound in Equation (46) holds for all unit vectors \( u, w \in W \) and \( \kappa \leq \kappa' \) with probability \( \geq 1 - \delta e^{O(d \log(C_1 d n))} \). Note that for \( w \in W, (\sigma + \|w - w^*\|) d^2 n \leq 2d^2 \sigma n^2 \), hence \( 0, (\sigma + \|w - w^*\|) d^2 n \subseteq \kappa' \). Hence the above bound holds for all unit vectors \( u, w \in W \) and \( \kappa \leq (\sigma + \|w - w^*\|) d^2 n \). Combining the two bounds, with probability \( \geq 1 - \delta e^{O(d \log(C_1 d n))} - \frac{1}{d^2} \), for all unit vectors \( u, w \) and all vectors \( w \) and \( \kappa \leq (\sigma + \|w - w^*\|) d^2 n \),

\[
\frac{1}{|G|} \sum_{b \in G} \left( \sum_{i=1}^{n} Z^b_i(w, \kappa, u, \rho) \right)^2 \\
\leq \frac{5}{2} \sigma^2 n + 13Cn \mathbb{E}_D \left[ \left( (w - w^* \cdot x^b_i)^2 \right) \right] + 384n(\kappa \rho)^2 \max \left( \frac{2 \ln(1/\delta)}{|G|}, \sqrt{\frac{2 \ln(1/\delta)}{|G|}} \right).
\]

This completes the proof of Equation (41). \( \square \)