Dynamics of task-induced modulation of spontaneous brain activity and functional connectivity in the triple resting-state networks assessed using the visual oddball paradigm
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Abstract

The default mode network (DMN), the salience network (SN), and the central executive network (CEN) are considered as the core resting-state brain networks (RSN) due to their involvement in a wide range of cognitive tasks. Despite the large body of knowledge related to their regional spontaneous activity (RSA) and functional connectivity (FC) of these networks, less is known about the dynamics of the task-associated modulation on these parameters and the task-induced interaction between these three networks. We have investigated the effects of the visual-oddball paradigm on three fMRI measures (amplitude of low-frequency fluctuations for RSA, regional homogeneity for local FC, and degree centrality for global FC) in these three core RSN. A rest-task-rest paradigm was used and the RSNs were identified using independent component analysis (ICA) on the resting-state data. The observed patterns of change differed noticeably between the networks and were tightly associated with the task-related brain activity and the distinct involvement of the networks in the performance of the single subtasks. Furthermore, the inter-network analysis showed an increased synchronization of CEN with the DMN and the SN immediately after the task, but not between the DMN and SN. Higher pre-task inter-network synchronization between the DMN and the CEN was associated with shorter reaction times and thus better performance. Our results provide some additional insights into the dynamics within and between the triple RSN. Further investigations are required in order to understand better their functional importance and interplay.
Introduction

Examination of regional spontaneous brain activity (RSA) and functional connectivity (FC) during resting-state (RS) conditions appears to be a promising approach for understanding brain organization at the systems level [1]. Within the several stable RS networks identified up to now, three networks stand out for their importance and synchronized interplay: the default mode network (DMN), the salience network (SN), and the central executive network (CEN). These networks are often jointly referred to as the triple network model [2] and are considered to be the core neurocognitive networks due to their involvement in a wide range of cognitive tasks [1,3,4].

Specifically, the DMN is known to be a task-negative network associated with self-referential thoughts and mind-wandering [5]. It shows decreased activation during tasks in which self-referential and stimulus-independent intellectual activity is not involved [6,7]. Even more, numerous studies have demonstrated that midline DMN regions are among the most efficiently wired brain areas, serving as global hubs that bridge different functional systems across the brain [8,9]. Increased DMN connectivity with regions of other brain networks has been shown to facilitate performance during goal-directed tasks [10]. Thus, DMN is not engaged only under resting-state conditions but also under task performance and post-task processes as well [10–12].

The CEN is a task-positive network, engaged in higher-order cognitive and attention control as well as in working memory, decision making and goal-directed behavior [13–15]. Conversely, the SN is involved in detecting, filtering and integrating relevant internal (e.g., autonomic input) and external (e.g., emotional information) salient stimuli in order to guide behavior [1,16]. Furthermore, it displays a crucial role in the functional and dynamic switching between the DMN and CEN (i.e., between task-based and task-free states) [17,18].

Dynamic interactions between the three networks of the triple network model influence cognition and emotion, affecting performance and impulsivity [19–21]. Moreover, an altered interaction between these networks has been shown in patients with major depressive disorder [22], post-traumatic stress disorder [23], obsessive-compulsive disorder [24], and schizophrenia [25,26]. Altogether, an increasing body of evidence suggests that aberrant function of the triple networks underlies the psychopathology of all major psychiatric disorders [27] and disturbed functional interactions among them may be considered a potential neurophysiological biomarker for different psychopathological phenomena across several neuropsychiatric disorders [28]. It is therefore particularly important to understand the physiological fluctuations in the activity and interactions of these networks in order to be able to differentiate them from pathological conditions.

Continuous fluctuations of the main properties of the networks (as RSA and FC) have been shown during rest and during task-associated activities [29,30]. Much less is known about the extent to which these properties can be influenced by a specific task and to what extent a task-associated activity affects the interaction between the networks.

A simple method to investigate the effects of task-related activation on the RSA is the rest-task-rest paradigm (RTR) [5,31]. To date, a task-induced modulation of the RSA has been observed following cognitive tasks involving working memory, emotion, visual perception, and motor training. However, previous studies have mainly focused on whole-brain [31–35] or on specific brain structures known to be involved in the tasks [36,37]. None of the mentioned studies has specifically addressed the impact of a task on the triple network. Moreover, previous investigations have overall reported changes in static connectivity in different time periods (before and after the task), but the dynamic of the changes during the task performance as well as changes in the relationship between the different networks (particularly in...
the triple network, which is the focus of this study) remain poorly understood. Thus, in this study, we have specifically examined the dynamic of the task-induced changes in RSA and FC within the triple network of the RS (DMN, SN and CEN) and the task-induced effects on the interactions between them.

Concretely, this study aims to assess the dynamics of the influence exerted by a well-established task—the visual oddball paradigm (VOP) [38]—on the triple RS networks using a RTR design. The VOP was chosen as it elicits the blood oxygen level dependent (BOLD) response in a large set of distributed networks [39–43]. In particular, the task performance is associated with activation in brain regions linked to the three networks (the SN [44], the dorsolateral prefrontal cortex (CEN) [45,46], and the cingulate and prefrontal cortex (DMN) [47]).

For the identification of the triple network regions, we applied a group independent component analysis (ICA) to the RS data. Several different measures of FC can be calculated from fMRI, each reflecting a different property of the brain networks. For this approach, we chose two such measures, the regional homogeneity (ReHo) [48] and the degree centrality (DC) [49], as these are suitable for investigating the voxel level local and global FC, respectively. Furthermore, the amplitude of low-frequency fluctuations (ALFF) [50], is suitable for depicting the RSA. Combining these measures enables the complementary characterization of changes in activation and communication of specific networks or regions.

We hypothesized that the task-based activity would distinctly affect the RS RSA as well as the local and the global connectivity in the triple network. Due to the central role of the SN during the occurrence of salient stimuli or during the performance of a cognitive task, we also expected internetwork functional connectivity to increase between the SN and the other two networks of the triple network model (DMN, CEN).

Materials and methods

Subjects

21 right-handed healthy subjects (17 males and 4 females) were included in this study (age range between 19 to 40 years; mean: 29 ± 5.6 years). The possible influence of gender was not further investigated in this study due to the large imbalance between the number of men and women and the relatively small sample size. Moreover, a mutual gender effect was not the focus in the study design presented. All subjects were healthy and without a history of neurological or psychiatric disorders. The study was approved by the Ethics Committee of the Medical Faculty of the RWTH Aachen University, Germany. Written informed consent was obtained from all subjects following the recommendations of the Declaration of Helsinki.

Experimental design

To investigate the effects of task-induced brain activity on the post-task resting-state, the experiment followed a rest-task-rest (RTR) design consisting of five different conditions: first RS (R1), active state (the visual oddball paradigm (VOP) comprised of three subtasks: passive (T1), count (T2), and respond (T3)) and the second, post-task RS (R2) (Fig 1).

During the two RS conditions, the subjects were instructed to close their eyes and not to focus on any specific thoughts. All fMRI data were acquired in a single scanning session and instructions were given to the subjects in-between each condition via a microphone. Both RS conditions lasted 6 minutes.

The VOP comprised of three subtasks: passive (T1), count (T2), and respond (T3). Each subtask lasted 10 minutes and 8 seconds. In the task, blue circles were used as targets while yellow circles represented frequent stimuli. Each subtask included 200 trials (160 frequent and 40 target stimuli). The single stimulus was 30 cm in diameter shown on a black background for
500 milliseconds with a variable interstimulus interval (ISI) of 500–10,000 milliseconds. The stimulus generator board (ViSaGe MKII, Cambridge Research System Ltd.) was used to generate the stimuli and a thin-film transistor display was used to view the stimuli. The thin-film transistor display was installed behind the scanner and was viewed using a mirror placed on the head coil of the magnetic resonance (MR) scanner. The order of the stimuli during the single subtasks were generated using optseq (http://surfer.nmr.mgh.harvard.edu/optseq).

During T1 the subjects were asked to simply keep the stimuli under observation. During T2 they were asked to count the target stimuli (blue circles) and report the number at the end of the run. During T3 they were instructed to press a button (Lumitouch, Photon Control Inc., Burnaby, BC, Canada) using their right index finger as soon as they recognize the target stimuli. Instructions were given before each imaging sequence and the measurement started immediately following the instructions, without any time delay and without a break between the individual sections.

The passive condition was performed in the beginning for all subjects to exclude any bias caused by the previous knowledge about the blue circles as the targets. The order of the count and respond conditions was counterbalanced across subjects. In general, T1 is suitable for capturing effects of pure sensory perception of the stimuli, while T2 includes an additional cognitive process (counting the target stimuli) and T3 also records effects of the motor response.

A part of this data set (N = 16), which mainly focused on the analysis of the effects of different response modalities on the fMRI BOLD activation during the visual oddball paradigm, has been published previously [51]. Further details on the paradigm are also available in this publication.

**MR data acquisition**

MR data were acquired using a 3T scanner (TIM-Trio, Siemens Healthineers, Erlangen, Germany). Sponge pads were used to reduce motion artefacts by limiting the subject’s head movement. The fMRI data were acquired using an echo planar imaging (EPI) sequence. The number of volumes were 304 for each task and 180 for each RS condition (repetition time (TR) = 2000 ms, echo time (TE) = 30 ms, flip angle (FA) = 79°, field of view (FOV) = 200 × 200 mm, 64 × 64 matrix, slice thickness = 3 mm, number of slices = 33, and voxel size 3.1 × 3.1 × 4.2 mm).

Structural images were acquired using a magnetization prepared rapid gradient echo (MP-RAGE) sequence (TR = 2250 ms, TE = 3.03 ms, FA = 9°, FOV = 256 × 265 mm, 64 × 64 matrix, 176 slices, voxel size 1 × 1 × 1 mm).

**fMRI data analysis**

The preprocessing of the RS and task data was performed in three separate procedures–firstly the triple network identification was performed using ICA, secondly the task data was processed using general linear modelling (GLM) and finally fMRI parameters (ReHo, DC and
ALFF) were calculated for all the five conditions. Detailed explanation on each of these procedures is given below.

**Triple network identification**

The multivariate exploratory linear decomposition into independent components (MELODIC) tool from the FSL software package was used to identify the triple networks (DMN, CEN, and SN) using pre-task RS-fMRI data. Subject level RS-fMRI data were pre-processed as follows: the first eight fMRI volume images were removed, followed by slice timing correction, brain extraction (BET) [52], motion correction (MCFLIRT) [53], spatial smoothing FWHM = 5 mm, and high-pass temporal filtering 125s. The functional MRI images were co-registered linearly to high-resolution structural images and non-linearly to MNI standard space using FLIRT [54]. Group ICA analysis was used to decompose the pre-task RS data into 20 components. To identify the triple networks, a cross-correlation was performed between the functional brain networks atlas [55] and each of the ICA components. The cross-correlation was performed using the FSLUTILS (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Fslutils) tool implemented in the FSL software package. ICA components that showed maximum correlation with each of the three networks in the functional brain networks atlas were chosen. The identified brain networks were binarized and used in the subsequent analysis as masks. The binarized masks were corrected for gray matter (GM) by including the voxels which showed more than 50% probability of being GM. The GM correction was performed using a tissue segmented MNI152 ($2 \times 2 \times 2$ mm) template.

**Task data.** The analysis of the task-related brain activation was performed using FSL software package (FMRIB’s Software Library, www.fmrib.ox.ac.uk/fsl). The pre-processing included slice timing correction, brain extraction (using BET) [52], motion correction (MCFLIRT) [53], spatial smoothing using a Gaussian kernel of full width at half maximum (FWHM) of 5 mm, and high pass temporal filtering (100s). A time-series of BOLD signal based on the general linear model for each individual data set was performed using FILM with local autocorrelation correction [56]. The functional images were registered to the high-resolution structural images and subsequently to the Montreal Neurological Institute (MNI) standard space using the FLIRT tool [54]. The first-level analysis was performed with two explanatory variables (EV). The EVs were convolved with a double-gamma hemodynamic response function (HRF). Four contrasts were then created: target stimuli, frequent stimuli, target > frequent, frequent > target.

Group-level mixed-effects analysis was performed for the passive, count and respond sub-tasks to create a mean for each first level contrast using FLAME with spatial normalization to MNI space. Cluster correction for multiple comparison was performed using FEAT with a cluster significance threshold of $Z > 2.3$, $p = 0.01$ [57]. A tripled two-group difference (“tripled t-test”) was performed to evaluate the additional activation added to the passive condition by the count and respond conditions. The activation pattern regions were defined using Harvard-Oxford Cortical Structural Atlas in FSL software (FMRIB, Oxford, UK).

The reaction time (RT) was calculated as the co-registered time delay between the presentation of the stimulus and the time at which the subject responded to the stimuli by pressing the specified button on the Lumitouch.

**fMRI measures calculation**

The fMRI measures were computed for both the tasks and RS-fMRI using data processing and analysis for brain imaging (DPABI) [58], and SPM12 (http://www.fil.ion.ucl.ac.uk/spm/)
toolboxes built on MATLAB software package version 2017b (The Math Works, Inc., Natick, MA, USA). Pre-processing was performed using the data processing assistant for the RS-fMRI (DPARSF) \[59\] advanced edition as follows: first eight fMRI volume images of each condition in each subject’s dataset were removed, followed by slice timing correction, realignment, nuisance covariates regression (NCR) and temporal filtering between 0.01 and 0.08 Hz. The covariates for NCR included head motion parameter, whole-brain white matter (WM) and cerebrospinal fluid (CSF) mean signals, and the constant, linear and quadratic trends in the BOLD signals. To ensure the quality of the data and minimize the movement artefacts, the subjects head motion parameters was estimated and corrected for fMRI data using Friston 24-parameter model \[60\]. The model showed for all subjects a head motion $\leq 2$ mm in translation or $\leq 2^\circ$ in rotation in any direction. The fMRI measures were calculated for each subject separately in individual brain imaging space. The DC was computed by applying a Pearson correlation coefficient between the time series of a given voxel and all other voxels in the whole brain by thresholding each correlation at $(r > 0.25, p \leq 0.001)$ \[61\]. ReHo was calculated by estimating the synchronization or similarity between the time series of a given voxel and 26 nearby neighbor voxels \[48\] using Kendall’s coefficient of concordance (KCC) \[62\]. The ALFF was calculated within the low-frequency range (0.01–0.1 Hz) \[63\]. The fMRI measures were normalized using a Z-value standardization procedure by subtracting the mean from each voxel and then dividing the value by the standard deviation of the whole brain. The Z-value standardized measures were spatially normalized to the MNI standard space (2 $\times$ 2 $\times$ 2mm), and, finally, spatial smoothing with FWHM at 4mm$^3$ was performed.

**Further calculated values**

The fMRI measures ALFF, ReHo, and DC were extracted from all voxels of the triple network for each condition in all subjects using the binarized triple network masks. The extracted voxel-level values were used to calculate several parameters of interest, relevant for the examination of the task effect on the post task resting-state. These parameters and the exact description of how they were calculated are shown in Table 1.

To compare the dynamics of the three fMRI measures during the different study conditions in the three networks, a three-way repeated measures analysis of variance (rm ANOVA) was carried out in order to investigate the effects of the network (three levels—DMN, CEN and SN), fMRI measure (ALFF, ReHo, DC), condition (R1, T1, T2, T3, R2) as well as the network measure condition interaction. Only in case of a statistically significant effect obtained in the global F test and a significant measure condition interaction in the network, post hoc

| Parameter | Calculation procedure/ meaning |
|-----------|--------------------------------|
| R1        | Voxel-level fMRI measures during the first (pre-task) resting-state (RS) (baseline) |
| R2        | Voxel-level fMRI measures during the second (post-task) RS. |
| T1, T2, T3| Voxel-level fMRI measures during the three subtasks of the visual oddball paradigm. |
| RS difference (RSD) | Difference between post- and pre-task RS (R2—R1) in the voxel-level fMRI measures for each subject. |
| Task $\text{(whole)}$ | Task $\text{(whole)} = (T1 + T2 + T3) / 3$ (mean values of the fMRI measures during the three subtasks) |
| Main task $\text{(whole)}$ | Task $\text{(whole)}$—R1 |
| RS similarity (RSS) | Correlation coefficient between R1 and R2 for each subject. |
| Task effect at the group level | Correlation coefficients between the differences (Task $\text{(whole)}$—R1) and (R2—R1). All correlation coefficients were computed using Pearson’s correlation coefficients at a significance level of $p < 0.05$. |

https://doi.org/10.1371/journal.pone.0246709.t001
tests were performed for multiple pairwise comparisons. Due to the different number of voxels in the networks and the whole-network based approach in our study, the mean values from the whole network for each of the three parameters were included in this analysis for each subject. The calculations were performed using the software package IBM SPSS Version 25.

The inter-network FC of the three networks were calculated by first extracting the mean of the BOLD signal time series from the binarized mask of each network, followed by the computation of the Pearson’s correlation coefficient between each pair of networks. Fisher r to z transformation was performed to improve the normal distribution.

To investigate the relationship between the behavioral data (e.g. reaction time) and the fMRI measures, the correlation coefficients between the RSD and subject’s reaction time in the response condition was performed. Further, we investigated the association between the RT and the and the inter-network connectivity by calculating the correlation coefficients between the RT in the response condition and the inter-network connectivity. Also, to examine the relationship between the functional connectivity measures (ReHo, and DC), the correlation coefficients between the ReHo and the DC were calculated in each condition for each network.

Due to the exploratory approach, no correction for multiple comparisons was performed in this study.

**Results**

**Behavioural data**

The mean reaction time of the respond condition was 477 ms (SD = 13).

**Imaging data—task data**

The task data were initially analyzed and reported following the examination of the first 16 participants [51]. The current analysis includes an enlarged collective of test subjects (N = 21) and confirms previously reported findings. In summary, activation in regions associated with a response to visual stimulation (occipital cortex) for both the target and the frequent stimuli was observed during all three subtasks of the visual oddball paradigm. Both, the count and respond conditions differed significantly from the passive condition in a number of brain regions including the pre- and post-central gyri, regions of the parietal cortex and the middle and inferior frontal gyri. Compared to the count condition, the response contrast yielded significant differences in the parietal operculum, inferior parietal lobule, insula, anterior cingulate cortex, and the posterior cingulate cortex (PCC). The BOLD activation in response to target and frequent stimuli in the passive, count and respond condition are shown in the S1 Fig. Further, in the S2 Fig we show the tripled two-group differences for the first level contrast (target > frequent stimuli) which was calculated in a pairwise compression of the three task conditions.

**Imaging data—triple network resting-state data**

The triple network was identified using group independent component analysis (Fig 2). Specifically, the DMN included the posterior cingulate cortex (PCC), precuneus, angular gyrus, and medial prefrontal cortex (mPFC); the CEN included the lateral posterior parietal cortex (LPPC) and dorsolateral prefrontal cortex (DLPFC); the SN included the frontal insular cortex (FIC), and anterior cingulate cortex (ACC).

**RSA and FC across different study conditions**

The fMRI measures showed different values of the RSA and the local and global FC during the different study conditions (rest-task-rest). The mean values and the standard deviations of the
fMRI measures during the two RS periods and the three subtasks based on the mean values of each parameter in 21 subjects are shown in Table 2.

ALFF, ReHo and DC values obtained during the two resting states and during the whole task are depicted in Fig 3. The contrast between the two RS conditions (R2 – R1) is shown in the right part of the figure (Fig 3B).

The dynamics of the changes in the individual fMRI parameters during the different phases of the study for the three core RS networks on which the focus of the current study was placed are shown in Fig 4. The three-way repeated measure ANOVA revealed a significant threefold interaction between the factors network, fMRI parameter and condition (F(5, 255) = 3.55; p = 0.005). Significant two way interactions could be observed for the parameters measured condition within the DMN (F(2,752) = 4.355; p = 0.01) and for the CEN (F(4,115) = 2.953; p = 0.024). This interaction was not significant in the SN (F(4,835) = 0.803; p = 0.547). Thus, post hoc comparisons between the single condition for each fMRI measure were performed only in the DMN and CEN.
Due to a significant Mauchly-test all reported values were adapted using the Greenhouse-Geisser method [64]. The post-hoc pair-wise comparison between the single values within the networks revealed some significant results as shown in Fig 4.

Concretely, we could not observe significant changes of the ALFF between the five investigated conditions in none of the three investigated core RS networks.

In the DMN the parameter ReHo increased non-significantly in T1 compared with R1. This value further decreased significantly during T2 (p = 0.015) and increased again significantly during T3 (p = 0.006). In the same network, the parameter DC increased significantly during T1 (p = 0.021) and remained significantly higher than in R1 during the both consecutive parts of the VOP (T2 (p = 0.049) and T3 (p = 0.019)). In the further course of the study, it decreased significantly in R2 (p = 0.027).

In the CEN, the parameter ReHo increased significantly during the task compared with R1 (T1: p = 0.002; T2: p = 0.007, T3: p = 0.002) and decreased significantly during the R2 (p = 0.006). Similar dynamics could be observed for the parameter DC, although the value did not increase significantly during the passive task condition but only in the T2 condition (p = 0.029) and then even further in the context of the T3 (p = 0.034). The value decreased to a level comparable with R1 in the R2 condition (p = 0.044).

Since these post hoc analyses were not confirmatory but rather merely exploratory, no correction for multiple testing was carried out.

**Inter-network interaction**

The functional connectivity between the DMN and CEN increased significantly following the performance of the task (p = 0.015). The connectivity strength between the DMN and the SN remained stable (p = 0.25), whereas it increased significantly between the SN and CEN (p = 0.0004) (Fig 5).

The investigation of the relationship between the RT in the response condition and the inter-network connectivity revealed only a significant negative correlation between the RT and the inter-network connectivity between DMN and CEN (r = - 0.43, p = 0.04) in the pre-task RS (R1). All other correlations were not significant. Even more, the analysis of the associations between the RT and the inter-network connectivity changes remained also non-
significant for all observations (change of DMN-SN inter-network connectivity and RT: $r = -0.203; p = 0.377$; change of DMN-CEN inter-network connectivity and RT: $r = 0.252; p = 0.270$; change of CEN-SN inter-network connectivity and RT: $r = -0.165; p = 0.476$).

Associations between the pre- and post-task resting-state differences and the task

The correlation between the differences between post-task and pre-task RS parameters (RSD = R2—R1) and the fMRI measures resulting from the pure task effects (task (Whole)—R1) are depicted in (Fig 6). Significant positive correlations were found in DMN for ALFF ($r = 0.48, p = 0.02$; 95% CI [-0.17, 0.84]) and DC ($r = 0.58, p = 0.005$; 95% CI [-0.03, 0.87]); in CEN for ALFF ($r = 0.44, p = 0.04$; 95% CI [-0.22, 0.82]), ReHo ($r = 0.69, p = 0.004$; 95% CI [0.16, 0.91]) and DC ($r = 0.67, p = 0.008$; 95% CI [0.12, 0.91]); and in SN for ALFF ($r = 0.69, p = 0.004$; 95% CI [0.16, 0.91]), ReHo ($r = 0.58, p = 0.004$; 95% CI [-0.03, 0.87]), and DC ($r = 0.49, p = 0.02$; 95% CI [-0.15, 0.84]). Taking into account the confidence intervals, only the correlations for ReHo and DC in CEN, and for ALFF in SN can be considered as significant.
The investigation of the associations between the RS differences (RSD and the subjects’ RT in the respond condition) remained without significant correlations.

**Similarity between the first and the second RS and the associations between ReHo and DC**

The RSS values calculated separately for the triple networks (DMN, CEN and SN) for each of the fMRI measures (ALFF; ReHo and DC) are shown in Table 3. The RSS values were comparable for all three parameters across all three networks.

The results of the correlations between the two functional connectivity measures—ReHo and DC—remained highly significant in each condition of the investigation, as shown in Table 4. Furthermore, in all three networks we found a significant correlation between the extent of the change in the ReHo parameter (R2-R1) and the DC (R2-R1) parameter: in the DMN: r = 0.735, p < 0.001, in the CEN: r = 0.709, p < 0.001, in the SN: r = 0.586, p = 0.005.

**Discussion**

In this study, we investigated the effects of a simple visual-oddball paradigm on three basic fMRI measurements of the RS—ALFF (RSA), ReHo, and DC (the local and the global functional connectivity, respectively)—in the three core RS networks—DMN, CEN, and SN. Our analysis revealed different dynamics of changes in brain activity and connectivity in the three networks during the rest-task-rest investigation, the course of which was related to the different requirements of the individual subtasks. The assessment of these properties in the post-task RS phase, on the other hand, showed a high degree of similarity with the pre-task RS. Furthermore, the task performance induced a significant increase in the inter-network correlations between the SN and CEN, as well as between the DMN and CEN, but not between the DMN and SN. Also, the differences between the pre- and the post-task RS (R2—R1) were

![Bar chart representing the mean of the fMRI measures—amplitude of low-frequency fluctuations (ALFF), the regional homogeneity (ReHo), and the degree centrality (DC) in the three resting state networks—default mode network (DMN) (A), central executive network (CEN) (B) and salience network (SN) (C)—across 21 subjects in 5 conditions including resting-state 1 (R1), passive (T1), count (T2), respond (T3), and resting-state 2 (R2).](https://doi.org/10.1371/journal.pone.0246709.g004)

The strengths of the FC between each pair of networks in the triple network in the pre- and post-task resting-state. There is a significant increase in FC between the DMN and CEN, and between the CEN and the SN in the post-task resting-state (p < 0.05). The bars represent the standard error.

![Strenght of the FC between each pair of networks in the triple network in the pre- and post-task resting-state.](https://doi.org/10.1371/journal.pone.0246709.g005)
strongly associated with the main task influence (task\textsubscript{(Whole)}—R1) in two networks (for ReHo and DC in the CEN and for ALFF in the SN). Finally, at a behavioral level, the task performance (subject’s reaction time in the respond condition) correlated solely with the inter-network connectivity between DMN and CEN in the pre-task RS.

One particularity of our study was the investigation of the properties of the core resting state networks addressing the whole networks, rather the single subregions. In this approach, the temporal dynamic of the intrinsic brain networks is more robust compared to the analysis of single subregions. This is due to a lower susceptibility to noises caused by head motion,

Table 3. Mean values, standard deviation, and the range of the resting-state similarity (RSS) calculated separately for each resting-state fMRI parameter (ALFF, ReHo, and DC) and for each of the triple networks (default mode network (DMN), salience network (SN), and central executive network (CEN)).

|       | RSS (Mean) | RSS (SD) | RSS (Range) |
|-------|------------|----------|-------------|
| DMN   |            |          |             |
| ALFF  | 0.882      | 0.029    | 0.824–0.925 |
| ReHo  | 0.812      | 0.039    | 0.698–0.876 |
| DC    | 0.756      | 0.0657   | 0.575–0.884 |
| CEN   |            |          |             |
| ALFF  | 0.874      | 0.044    | 0.763–0.946 |
| ReHo  | 0.779      | 0.051    | 0.655–0.867 |
| DC    | 0.757      | 0.097    | 0.425–0.864 |
| SN    |            |          |             |
| ALFF  | 0.886      | 0.048    | 0.721–0.934 |
| ReHo  | 0.758      | 0.045    | 0.664–0.851 |
| DC    | 0.756      | 0.083    | 0.498–0.880 |

https://doi.org/10.1371/journal.pone.0246709.t003

Fig 6. Correlations between the fMRI measures resulting from the pure task\textsubscript{(whole)} effects and the RSD in the triple network, including the DMN, CEN, and SN of the fMRI measures.

https://doi.org/10.1371/journal.pone.0246709.g006
respiration, and vascular pulsatility [65,66]. Furthermore, this approach allows a statement to be made about the overall function of the networks, rather than the function of single subregions, which in most cases cannot be assigned exclusively to one network. Therefore, our approach considered for each subject the mean values of the voxel-wise fMRI measurements as representative of the properties of the individual networks. These values were used to capture the dynamics of task-induced changes in the individual networks.

Interestingly, we could not find a significant change in the ALFF values at the network level in none of the three investigated networks. This is a somewhat unexpected result, especially since the DMN deactivation during task performance has been reported in numerous studies using different neuroimaging techniques [67–69]. Thereby, it is hypothesized that the deactivation results from reallocation of attentional resources from internal to external sources of information [69]. However, the deactivation extent appears to be associated with the cognitive demand of the task: persisted activity of the DMN is been reported during not sufficiently challenging tasks [7] as well as a lower extent of DMN deactivation has been shown during decreased task demands [70,71]. Indeed, the VOP, particularly the passive subtask, includes a very low cognitive demand limited on a passive observation of the presented stimuli. In our study, the passive stimuli observation resulted mainly in the activation of the visual cortex for both, the target and the frequent stimuli, which could be observed during all three conditions. Although the general activation was much more extensive in the two other subtasks, we did not observe any significant change in ALFF values in the three target networks in any of these conditions. In one previous investigation, the authors reported a reduction of both, fractional ALFF (fALFF) and FC during sustained working memory task in the posterior areas of DMN, while changes in the ACC were less marked [72]. In contrast to this study, our approach considers the entire network, so that the lack of significant changes in ALFF values could be attributed to a cumulative mutual cancellation of the different changes in different parts of the network.

During the subtask T2, however, in which not only passive observation but also active counting of irregular stimuli was required, we observed a significant reduction in the ReHo value in DMN, which is in concordance with previously reported reduction of ReHo in the DMN during a simple cognitive task [48]. Generally, a reduction in ReHo seems to indicate a decrease in activity in the observed region [73,74]. Interestingly, a renewed increase in ReHo occurred in the DMN during the response task (T3). ReHo, often referred to as the local FC is defined by the temporal coherence or synchronization of the BOLD time series within a set of

| Table 4. The relationships between the fMRI measures (ReHo, and DC) across the brain networks (DMN, CEN, and SN). All correlations coefficients were positive and significant at p < 0.01. |
|---------------------------------|
| **Correlations between ReHo and DC** |
| | **DMN** | **T1** | **T2** | **T3** | **R2** |
| | r      | p-value | r      | p-value | r      | p-value | r      | p-value |
| r | 0.88 | < 0.01 | 0.82 | < 0.01 | 0.84 | < 0.01 | 0.77 | < 0.01 | 0.78 | < 0.01 |
| **CEN** | **T1** | **T2** | **T3** | **R2** |
| r | 0.79 | < 0.01 | 0.74 | < 0.01 | 0.66 | < 0.01 | 0.76 | < 0.01 | 0.84 | < 0.01 |
| **SN** | **T1** | **T2** | **T3** | **R2** |
| r | 0.76 | < 0.01 | 0.81 | < 0.01 | 0.6 | < 0.01 | 0.73 | < 0.01 | 0.7 | < 0.01 |

https://doi.org/10.1371/journal.pone.0246709.t004
a given voxel’s nearest neighbors [26]. ReHo represents the most efficient, reliable, and widely used index of local FC [75,76]. An increase in ReHo indicates an increased local synchronization of spontaneous neural activity [72]. This finding may be attributed to the fact, that an important part of the DMN—the posterior cingulate cortex (PCC)—showed a significant activation in the respond condition only.

The described alterations were accompanied by an incremental increase in DC values and their significant reduction after the transition to the second RS. DC represents the overall connectivity between particular brain regions to other brain areas [8,75]. An increase in DC of specific brain hubs indicates a more extensive communication with distinct brain areas. Earlier investigations reveal that the increase of functional connectivity may result in higher global efficiency that facilitates global information transmission [77] that has been required during the tasks performance. Otherwise, a DC decrease after task performance has been previously reported after subjects performed a sustained auditory working memory task [72].

In the CEN, we observed a gradual increase in ReHo in DC during the task and a significant decrease of both values and thus a return to the level observed during R1 after the completion of the task. At a broad level, the CEN is included in higher order executive functioning, including the cognitive control of thought, emotion regulation, and working memory [16,78,79] and is thus activated during efforts to exert self-control, reappraise threatening stimuli, and to suppress intrusive, unpleasant thoughts [80–82]. CEN activity has been shown to be anti-correlated with activity in the DMN in healthy adults [1,18,19], while some investigations indicate that the CEN also exhibits an inhibitory control on the DMN [83]. Thus, the task associated ReHo and DC increase in the CEN express the involvement of this network in responding to the task demands. The decrease following the completion of a cognitive paradigm may be the basis for the restoration of the regular activity of the DMN within the scope of a decline in DMN inhibition which occurred as a result of increased CEN activity during the task performance.

All three investigated fMRI measures remained broadly stable during the rest-task-rest design in the SN. The SN as a network known to demonstrate competitive interactions during cognitive information processing [6,19] and, thus, having a critical role in switching between two other major RS networks (the DMN and the CEN [1]. In particular, the main hubs of the SN, the frontal inferior insula and ACC, are known to share significant topographic reciprocal connectivity and form a tightly coupled network, ideally placed to integrate information from several brain regions [84,85]. Thus, they seem to moderate arousal during cognitively demanding tasks and play a unique function in initiating control signals that activate the CEN and deactivate the DMN [18]. Previous investigations have linked increased ALFF values in some parts of the SN to a hyperarousal state in patients with MDD [86]. The stable levels of RSA and FC before, during and after a low demanding task in healthy controls could reflect a lack of significant change in arousal by a task that neither required significant cognitive effort from participants nor had any affective components.

The connectivity analysis between the three networks revealed an increased synchronization (in terms of a significantly increased connectivity strength) for the SN with the CEN but not with the DMN in the post-task RS compared to the pre-task RS. This may be an after-task effect of the inter-network interactions during the paradigm performance. Indeed, Sridharan and colleagues have shown that the connectivity strength during the visual oddball paradigm particularly increased between the main nodes of the SN (frontal anterior insula and ACC) and all main nodes of the CEN, while the interactions between the SN and DMN were less pronounced [18].

Interestingly, the connectivity between the CEN and DMN also increased in the post-task resting-state. This finding is consistent with the literature on the cooperative activity of the
DMN and the CEN during different mental operations [87]. An increased coupling between some parts of these two networks has been shown in problem-solving tasks [88], social working memory [89], and during creative idea production [90]. Furthermore, a significant interaction between the DMN and the CEN has also been shown during the RS condition [91].

In our study we observed an association between a stronger pre-task interaction between this two networks and better task performance (expressed here through shorter reaction times). Better synchronisation of the two networks at rest therefore seems to form a basis for faster responsiveness. Thereby, this interaction seems to fluctuate dynamically across short time scales [92], indicating that the temporal relationships between the DMN and CEN shifts depending on the change in the attention focus and the immediately preceding activity. Thus, the increased connectivity between the DMN and the CEN in the post-task RS observed in our study may be an expression of the shifting of attention after task completion.

Several subregions of the triple networks are known to be activated during the performance of cognitively demanding tasks [93]. In the case of the VOP performed in our study, the main task specific activation has been reported previously by Warbrick and colleagues [51]. The target detection specifically activated distinct brain regions than the frequent stimuli during the count and response condition in several brain regions including parietal and frontal regions (partly included in the CEN), with more widespread, left hemisphere dominant pre and post central gyri and frontal pole activation for the respond condition [51]. During the last part of the paradigm (T3), the target > frequent stimuli contrast mainly involved, besides the mentioned parts of the CEN, also parts of the DMN (PCC) and the SN (Insula, ACC). The insula activation was common to the count and respond conditions. The intensive involvement of different subregions of the triple networks in the performance of the task may have contributed to the dynamics in the triple network model networks during this rest-task-rest design. Indeed, we observed positive correlations between the extent of the differences between R1 and R2 regarding specific parameters and the actual task effect on the same parameters in the triple networks. These correlations were significant in the CEN for ReHo and DC measures and in the SN for ALFF. A close relationship between the cognitive level of the previous task and the extent of the modulation in the brain networks has been reported previously. Barnes and colleagues observed that the changes in endogenous dynamics in post-task RS is directly related to the difficulty of task performance [94]. In the case of the VOP used here, the levels of cognitive demand for all three subtasks are not widely different and the whole paradigm did not require high cognitive effort. Accordingly, we observed a high level of resting state similarity for all three parameters in all three networks. However, we observed an increased synchronization for the CEN with the SN as well as with the DMN in the post-task RS. This may be an expression on a more intensive involvement of several subregions of the CEN in the last two parts of the paradigm. Even more, the T3 subtask also included a pronounced activation of the insula and the ACC (parts of the SN) as well as the PCC (DMN) during the counting and responding to the target. Thus, the increased synchronization of the CEN with the SN as well as with the DMN in the post-task RS may be a consequence of this immediately preceding joint activity. Indeed, the extent of the changes in the RSA and local as well as global connectivity in the core RS networks in the post-task condition followed the extent of the task-induced changes within those networks.

**Conclusion**

In conclusion, in this work we report the dynamics of changes in RSA, local and global connectivity within the triple RS networks during a simple cognitive activity. A particularity of this work is the capture of the properties of the networks as a whole. The observed patterns of
change differed noticeably between the networks and were tightly associated with the task-related brain activity and the distinct involvement of the networks in the performance of the different subtasks. In the post-task RS we could find a very high similarity with the pre-task RS in the individual parameters within the individual networks. However, especially the inter-network analysis showed an increased synchronization of CEN with the DMN and the SN after the task. The differences between the pre- and post-task RS correlated largely with the extent of the pure task-effect. Furthermore, we observed that the RT was shorter (and thus the performance better) in the case of a higher pre-task interaction between the DMN and the CEN. In sum, our results show that the behavior/task not only led to dynamic changes in the properties of three core resting state networks, but also to a change in the interactions between the networks, which could be detected at least immediately after the task. This in turn could have an impact on subsequent activities.

Our results provide some additional insight into the task associated dynamics within and between the triple resting state networks. Further investigations are required in order to understand better their functional importance and interplay.
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