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Abstract

We study optimal stochastic control problem for non-Markovian stochastic differential equations (SDEs) where the drift, diffusion coefficients, and gain functionals are path-dependent, and importantly we do not make any ellipticity assumption on the SDE. We develop a controls randomization approach, and prove that the value function can be reformulated under a family of dominated measures on an enlarged filtered probability space. This value function is then characterized by a backward SDE with nonpositive jumps under a single probability measure, which can be viewed as a path-dependent version of the Hamilton-Jacobi-Bellman equation, and an extension to $G$-expectation.
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1 Introduction

We consider non-Markovian controlled stochastic differential equations (SDEs) of the form

\[dX_s = b_s(X, \alpha_s) \, ds + \sigma_s(X, \alpha_s) \, dW_s, \quad 0 \leq s \leq T,\]

(1.1)

where \(W\) is a \(n\)-dimensional Wiener process, \(\alpha\) is a progressive control process, and the drift and diffusion coefficients \(b\) and \(\sigma\) may depend on the trajectory of the solution \(X\) valued in \(\mathbb{R}^d\) in a non-anticipative way. Given initial conditions determined in our context by \(t \in [0, T]\), and \(x \in \mathbb{C}^d\), the set of continuous function from \([0, T]\) into \(\mathbb{R}^d\), we denote by \(X_t^{t,x,\alpha}\) the solution to (1.1) associated to the control \(\alpha\), and starting from \(X_s = x(s)\) for \(s \in \{0,t\}\). We are then interested in the value function for the optimal stochastic control problem:

\[v(t, x) = \sup_{\alpha} E\left[ \int_t^T f_s(X_t^{t,x,\alpha}, \alpha_s) \, ds + g(X_T^{t,x,\alpha}) \right],\]

(1.2)

where the running and terminal reward functionals \(f\) and \(g\) may also depend on the past trajectory of the solution \(X\).

In the Markovian framework (see e.g. [14]), i.e. when \(b_s, \sigma_s, f_s\) depend on \(X\) only through its current value \(X_s\), and \(g\) only on \(X_T\), the value function also depends at time \(t\) only on the current state value \(X_t = x(t)\), hence is a deterministic function on \([0, T] \times \mathbb{R}^d\). By the dynamic programming approach, the value function is then described by the Hamilton-Jacobi-Bellman (HJB) partial differential equation (PDE), which is satisfied in general in the viscosity sense, and which characterizes the control problem once we have a uniqueness result for the HJB PDE. We refer to the monographs [9] or [19] for a detailed exposition of this theory of dynamic programming and viscosity solutions for stochastic optimal control.

The representation of stochastic control problem and HJB equation has been also developing by means of backward stochastic differential equations (BSDEs). In the Markovian case where the controller can affect only the drift coefficient, the HJB equation is a semi-linear PDE and is known to be related to a standard BSDE, see [16]. The controlled diffusion case, arising typically in finance in uncertain volatility models, leads to a fully nonlinear HJB PDE, and can be represented by second-order BSDE (2BSDE), as introduced in [3] and [21], whose basic idea is to require that the solution verifies the equation almost surely for every probability measure in a non dominated class of mutually singular measures. This theory is closely related to the notion of nonlinear and \(G\)-expectation, see [17], but requires a nondegeneracy condition on the diffusion coefficient together with some constraint between drift and diffusion. The general case without any ellipticity assumption on the controlled diffusion is addressed in [13], where it is proved that fully nonlinear HJB equations can be represented by a class of BSDE with nonpositive jumps. The basic idea, following [12] (see also [2] for optimal switching problem), is to randomize the control process \(\alpha\) by replacing it by an uncontrolled pure jump process associated to a Poisson random measure, and then to constrain the jumps-component solution to the BSDE driven by Brownian motion and Poisson random measure, to remain nonpositive, by adding a nondecreasing process in a minimal way. A key feature of this class of BSDEs is its formulation under a single probability measure like for standard BSDE in contrast with 2BSDEs, thus avoiding technical issues in quasi-sure analysis. It is then proved in [13] that the minimal solution to the BSDE with nonpositive jumps satisfies the nonlinear HJB equation, so that it coincides with the value function of the Markovian stochastic control problem, once one has at disposal a uniqueness result for this HJB PDE (see [4] for a review on comparison results for viscosity solutions to nonlinear PDEs).

The main goal of this paper is to extend the result of [13] to the non-Markovian framework. More precisely, we aim to prove that the value function in (1.2) may be represented in terms of
a BSDE with nonpositive jumps, which can then be seen as a non-Markovian version of HJB equation. We use a controls randomization approach, by replacing the control process $\alpha$ by a pure-jump process associated to a Poisson random measure independent of the Wiener process, with fixed finite intensity measure. We then show that the value function in its weak formulation can be written equivalently as a dual control problem under a family of dominated (and even equivalent) probability measures on an enlarged probability space, whose effect is to change the intensity measure of the Poisson random measure. By means of this dual representation, we are finally able to relate the minimal solution to the BSDE with nonpositive jumps to the original value function (1.2). The arguments in this paper for proving this connection are quite different from the Markovian case studied in [13]. Indeed, this connection is shown in that paper through the HJB equation, which is satisfied both by the value function and the minimal solution, and thus requires a uniqueness result. Here, we prove this connection through the dual control problem by purely probabilistic arguments. The main issue is to approximate continuous control processes by pure jump processes associated to random measures with compensator absolutely continuous with respect to a given finite intensity measure. In particular, we do not rely on the path-dependent HJB equation associated by dynamic programming principle to the value function in the non-Markovian context, thus circumventing delicate issues of dynamic programming (as originally studied in [7] for general non-Markovian stochastic control problems), viscosity solutions and comparison principles for fully nonlinear path-dependent PDEs, as recently studied in [18], [6] and [24], see also [8] for HJB equations in infinite dimension arising typically for stochastic systems with delays. This suggests in particular an original approach to derive the HJB equation for value function of stochastic control problem from the BSDE representation, hence without dynamic programming principle.

We mention that optimal control for path-dependent SDEs was also recently studied in [15] by adopting a quasi-sure formulation approach, which allows the author to prove a pathwise dynamic programming principle, and to derive a 2BSDE satisfied by the value function. However, the results are obtained essentially under a non degeneracy condition on the matrix diffusion coefficient and when control cannot affect independently drift and diffusion, see for details Assumption 2.1 and Remark 2.2 in [15]. Our results do not require any non degeneracy condition on $\sigma$, and include the case of control both on drift and diffusion coefficient arising for instance in portfolio optimization problems.

The rest of the paper is organized as follows. In Section 2, we detail the controlled path-dependent SDE, and introduce the corresponding value function in its weak formulation. Section 3 presents the main results of the paper. We formulate the value function by means of a dual control problem over changes of dominated measures on an enlarged probability space. This dual representation allows us to characterize the value function as the solution to a BSDE with nonpositive jumps. The proofs are reported in Section 4. Finally, we collect in Appendix some useful results about random measures and their compensators.

2 Control of path-dependent SDEs

We introduce in this section the path-dependent control setting and assumptions, and we define the value function for the associated optimal control problem.

2.1 Non-markovian controlled SDE

Let $A$, the control space, be a Lusin space (some authors call it a Borel space), i.e. a topological space homeomorphic to a Borel subset of a Polish space, endowed with a metric, denoted by $\rho$. We may assume without loss of generality that $\rho(a,a') < 1$, for any $a, a' \in A$, by replacing
otherwise the initial metric by the equivalent one: $\rho/(1 + \rho)$. We denote by $\mathcal{B}(A)$ the Borel \sigma-algebra of $A$. In the sequel, we also need to consider the set of all positive finite measures on $(A,\mathcal{B}(A))$ with full topological support, which will be denoted by $\mathcal{M}_f(A)$. We note that $A$ can be a finite or countable set, a Borel subset of $\mathbb{R}^q$, or more generally any Polish space.

In order to specify the measurability assumptions on the coefficients of the controlled equation, and of the control problem over a fixed horizon $T < \infty$, we introduce the path space $\mathbb{C}^d$ of continuous maps from $[0, T]$ to $\mathbb{R}^d$ and we equip $\mathbb{C}^d$ with the usual supremum norm $\|x\|_\infty = x_T^*$, where we set $x_s^* := \sup_{s \in [0, T]} |x(s)|$, for $t \in [0, T]$, and $x \in \mathbb{C}^d$. We define the filtration $(\mathcal{C}_t)_{t \in [0, T]}$, where $\mathcal{C}_t$ is the \sigma-algebra generated by the canonical coordinate maps $\mathbb{C}^d \rightarrow \mathbb{R}^d$, $x(\cdot) \mapsto x(s)$ up to time $t$:

$$\mathcal{C}_t := \sigma\{x(\cdot) \mapsto x(s) : s \in [0, t]\}.$$

Let $\text{Prog}(\mathbb{C}^d)$ denote the progressive \sigma-algebra in $[0, T] \times \mathbb{C}^d$ with respect to $(\mathcal{C}_t)$.

The drift and diffusion coefficients

$$[0, T] \times \mathbb{C}^d \times A \rightarrow \mathbb{R}^d, \quad (t, x, a) \mapsto b_t(x, a), \quad [0, T] \times \mathbb{C}^d \times A \rightarrow \mathbb{R}^{d \times n}, \quad (t, x, a) \mapsto \sigma_t(x, a)$$

are $\text{Prog}(\mathbb{C}^d) \otimes \mathcal{B}(A)$-measurable. This measurability requirement is a standard one for ensuring that the stochastic differential equations (SDEs) with path-dependent coefficients is well-posed. We shall make the usual assumption:

(H1)

(i) For all $t \in [0, T]$, and $x \in \mathbb{C}^d$, the functions $b_t(x, a)$, and $\sigma_t(x, a)$ are continuous in $A$.

(ii) There exists a nonnegative constant $K_1$ such that

$$|b_t(x, a) - b_t(x', a)| + |\sigma_t(x, a) - \sigma_t(x', a)| \leq K_1(x - x')^*, \quad (2.1)$$

$$|b_t(0, a)| + |\sigma_t(0, a)| \leq K_1, \quad (2.2)$$

for all $(t, x, x', a) \in [0, T] \times \mathbb{C}^d \times \mathbb{C}^d \times A$.

We now formulate the controlled path-dependent SDE. Borrowing some terminology from [22], by an admissible set-up (or simply a set-up) we mean

$$\mathcal{A} = (\Omega, \mathcal{F}, \mathcal{G}, \mathbb{Q}, W),$$

where $(\Omega, \mathcal{F}, \mathbb{Q})$ is a probability space equipped with a filtration $\mathbb{G} = (\mathcal{G}_t)_{t \geq 0}$ satisfying the usual conditions, and $W = (W_t)_{0 \leq t \leq T}$ is an $n$-dimensional standard $(\mathbb{Q}, \mathbb{G})$-Wiener process. Notice that $\mathbb{G}$ is not necessarily the natural filtration of $W$. We define the space of $\mathcal{A}$-admissible controls, denoted $\mathcal{A}(\mathcal{A})$, as the set of processes defined on $[0, T] \times \Omega$, valued in $A$, which are progressively measurable (for short, progressive) with respect to $\mathbb{G}$. For fixed $t \in [0, T]$, $x \in \mathbb{C}^d$, and given $\alpha \in \mathcal{A}(\mathcal{A})$, we consider the stochastic differential equation:

$$\begin{cases}
X_s = x(s), \\
X_s = x(t) + \int_t^s b_u(X, \alpha_u) du + \int_t^s \sigma_u(X, \alpha_u) dW_u, \quad s \in [0, t], \quad s \in [t, T].
\end{cases} \quad (2.3)$$

By standard results (see e.g. [22], Thm V. 11.2), under (H1), there exists a unique $\mathbb{G}$-adapted strong solution $X = (X_s)_{0 \leq s \leq T}$ to (2.3) with continuous trajectories and satisfying, for every $p \in [1, \infty)$,

$$\mathbb{E}^\mathbb{Q}\left[ \sup_{s \in [t, T]} |X_s|^p \right] \leq C \left( 1 + (x_t^*)^p \right), \quad (2.4)$$
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(where $\mathbb{E}^Q$ denotes of course the expectation under $Q$) for some constant $C$ depending only on $p, T,$ and $K_1$ as defined in $(H1)$. We will denote the solution $X_{t,x,A,\alpha}$ to stress dependence on these parameters. Notice that $\{X_{s,t,x,A,\alpha}, t \leq s \leq T\}$, depends on $x$ only on the past trajectory $\{x(u), 0 \leq u \leq t\}$.

**Remark 2.1** It is worth to mention that in contrast with [21], [15], no non-degeneracy assumption on the diffusion coefficient $\sigma$, nor specific condition between the drift and the diffusion coefficient is imposed. In particular, we may control independently both drift and diffusion, and it may well happen that some lines or columns of $\sigma$ are equal to zero, and even $\sigma = 0$, in which case we have results for deterministic control problems.

**Remark 2.2** One may consider a priori more general non-Markovian controlled equations of the form

$$dX_t = b_t(X, W, \alpha_t)\, dt + \sigma_t(X, W, \alpha_t)\, dW_t,$$

i.e. where the drift and diffusion coefficients are non-anticipative functionals of the trajectory of the Wiener process $W$ as well. However, this generality is only apparent, since we can adopt the following standard procedure to reduce to the case presented above: we introduce a second state component $Y = W$ and consider the equivalent controlled system

$$\begin{cases}
    dX_t = b_t(X, Y, \alpha_t)\, dt + \sigma_t(X, Y, \alpha_t)\, dW_t, \\
    dY_t = dW_t
\end{cases}$$

which is of the form considered above, but with an enlarged state $(X, Y)$. It is easy to formulate assumptions on $b_t(X, W, \alpha_t)$, $\sigma_t(X, W, \alpha_t)$ that allow to verify the requirements in (2.1)-(2.2) on the resulting controlled system, so we omit the details. We only remark that the fact that the latter has degenerate noise does not prevent the possibility of applying our results, as noted above.

### 2.2 The value function

We are given a running and terminal reward function:

$$\begin{align*}
    [0,T] \times \mathbb{C}^d \times A & \longrightarrow \mathbb{R}, & \mathbb{C}^d & \longrightarrow \mathbb{R} \\
    (t, x, a) & \longmapsto f_t(x, a), & x & \longmapsto g(x),
\end{align*}$$

which are respectively $\text{Prog}(\mathbb{C}^d) \otimes \mathcal{B}(A)$-measurable, and $\mathcal{C}_T$-measurable, and we assume:

**(H2)**

(i) For all $t \in [0,T]$, the function $f_t(x, a)$ is continuous in $(x, a) \in \mathbb{C}^d \times A$, and the function $g$ is continuous on $\mathbb{C}^d$,

(ii) There exist nonnegative constants $K_2$ and $m$ such that

$$|f_t(x, a)| + |g(x)| \leq K_2(1 + \|x\|_\infty^m),$$

for all $(t, x, a) \in [0,T] \times \mathbb{C}^d \times A$.

We then define the gain functional:

$$J(t, x, A, \alpha) = \mathbb{E}^Q \left[ \int_t^T f_s(X_{s,t,x,A,\alpha}, \alpha_s)\, ds + g(X_{t,x,A,\alpha}) \right].$$
for \((t,x) \in [0,T] \times \mathbb{C}^d\), \(\mathcal{A} = (\Omega, \mathcal{F}, \mathbb{G}, \mathbb{Q}, W)\) a set-up, \(\alpha \in \mathcal{A}(\mathcal{A})\), and the value function in its weak formulation as the supremum over all admissible set-ups and controls:

\[
v(t,x) = \sup_{\mathcal{A}} \sup_{\alpha \in \mathcal{A}(\mathcal{A})} \ J(s,x,\mathcal{A},\alpha), \quad (t,x) \in [0,T] \times \mathbb{C}^d. \tag{2.5}
\]

Due to (2.4) and the polynomial growth condition on \(f,g\) in (H2), it is easy to check that \(v\) is always finite, and satisfies actually:

\[
|v(t,x)| \leq K(1 + |x|^m), \quad (t,x) \in [0,T] \times \mathbb{C}^d,
\]

for some positive constant \(K\). Thus, \(v\) is a real-valued function defined on \([0,T] \times \mathbb{C}^d\). Moreover, since \(\{X_s^{x,\mathcal{A},\alpha} : t \leq s \leq T\}\), depends on \(x\) only on the past trajectory \(\{x(u), 0 \leq u \leq t\}\), this is also the case for \(v(t,x)\). In other words, \(v(t,.)\) is \(C_t\)-measurable for all \(t \in [0,T]\). We do not address here the question of joint measurability of \(v\) in its arguments, i.e. whether \(v\) is \(\text{Prog}(\mathbb{C}^d)\)-measurable, since it is not needed for our purpose. We simply mention that this issue is already not trivial in the Markovian case, and usually relies on a measurable selection theorem.

**Remark 2.3** One could also consider the optimal control problem in the strong formulation, i.e. the search for an optimal control \(\alpha \in \mathcal{A}(\mathcal{A})\) in a given set-up \(\mathcal{A}\), and the corresponding value function (in general depending on \(\mathcal{A}\)) which is defined as in (2.5) but dropping the supremum with respect to \(\mathcal{A}\): see e.g. [8] Section IV.2, or [25] Sections 2.4.1-2.4.2 for detailed formulations. In the Markovian framework, when a verification theorem for the HJB equation holds under appropriate conditions, the value functions for the weak and strong formulations are known to be the same: see [8] Remark IV.3.2. In this paper we will not address similar issues for the present path-dependent context: instead, we are rather interested in relating the function \(v(t,x)\), as defined above, to a dual control problem and to a suitable BSDE.

**Remark 2.4** Fix an initial condition \(t = 0, x = 0\), a set-up \(\mathcal{A}\), and given a control \(\alpha \in \mathcal{A}(\mathcal{A})\), denote by \(\mathbb{Q}^\alpha(\mathcal{A})\) the distribution of \(X^{0,0,\mathcal{A},\alpha}\), which can be seen as a probability measure on the canonical space \(\mathbb{C}^d\). Then, the family \(\{\mathbb{Q}^\alpha(\mathcal{A}) : \alpha \in \mathcal{A}(\mathcal{A})\}\) is not dominated in general when the diffusion coefficient depends on the control \(\alpha\). In particular, when \(b = 0\), \(\sigma(t,x,a) = a\), so that the SDE (2.3) degenerates to a stochastic integral, and for \(f = 0\), we see that the value function (2.5) falls into the class of sublinear expectations studied in [5]. More precisely, by considering \(g\) as a random variable on the canonical space, we have:

\[
v(0,0) = \sup_{\mathcal{A}} \sup_{\alpha \in \mathcal{A}(\mathcal{A})} \mathbb{E}^{\mathbb{Q}^\alpha(\mathcal{A})}[g],
\]

so that the mapping \(g \mapsto v(0,0)\) may be viewed as a generalization of \(G\)-expectation [17], where the volatility \(\alpha_t\) of the canonical process is uncertain, valued in \(A\).

## 3 Dual control problem and BSDE representation

In this section, we provide a dual representation of the control problem (2.5) by randomization of the controls. This will allow us to characterize the value function as the solution to a backward stochastic differential equation (BSDE) with nonpositive jumps, formulated under a single probability measure. This should be understood as a non-Markovian analog of fully nonlinear Hamilton-Jacobi-Bellman equation, and an alternative to 2BSDE ([21], [15]) under more general conditions, see Remark 2.1. We shall assume that (H1) and (H2) hold throughout this section.
3.1 Dual representation with dominated measures

To state the dual control problem we initially fix a finite measure \( \lambda \) on \((A, \mathcal{B}(A))\) with full topological support, i.e. an element of \( \mathcal{M}_f(A) \), according to our previous notation. By a dual admissible set-up (or simply a dual set-up) we mean

\[
\mathbb{D}_\lambda = (\Omega, \mathcal{F}, \mathbb{P}, W, \mu_\lambda),
\]

where \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space, \( W = (W_t)_{0 \leq t \leq T} \) is an \( n \)-dimensional standard Wiener process, \( \mu_\lambda = \sum_{n \geq 1} \delta(s_n, \eta_n) \) is a Poisson random measure in \([0, \infty) \times A\) with compensator \( \lambda(da)dt \), independent of \( W\). We denote by \( \mathcal{F} = (\mathcal{F}_t)_{t \geq 0} \) the completion of the natural filtration of the pair \((W, \mu_\lambda)\). Although it depends on \( \mathbb{D}_\lambda \), we do not make it explicit in the notation.

Let \( \mathcal{V}(\mathbb{D}_\lambda) \) be the class of random fields \( \nu_t(\omega, a) : [0, \infty) \times \Omega \times A \rightarrow (0, \infty) \) which are \( \mathcal{P}(\mathbb{F}) \otimes \mathcal{B}(A) \)-measurable, where \( \mathcal{P}(\mathbb{F}) \) denotes the predictable \( \sigma \)-algebra associated to \( \mathbb{F} \), and essentially bounded with respect to the measure \( dt \otimes d\mathbb{P} \otimes \lambda(da) \). For \( \nu \in \mathcal{V}(\mathbb{D}_\lambda) \), the Doléans-Dade exponential process

\[
L_t^\nu := \exp \left( \int_0^t \int_A (1 - \nu_s(a)) \lambda(da) \, ds \right) \prod_{s \leq t} \nu_{s_n}(\eta_n), \quad t \geq 0, \tag{3.1}
\]

is a positive \((\mathbb{F}, \mathbb{P})\)-martingale on \([0, T]\), i.e. \( \mathbb{E}[L_T^\nu] = 1 \) (since \( \nu \) is bounded and \( \lambda(A) < \infty \), and defines a probability measure \( \mathbb{P}^\nu \) on \((\Omega, \mathcal{F})\), equivalent to \( \mathbb{P} \), by setting \( \mathbb{P}^\nu(da) = L_T^\nu(\omega)\mathbb{P}(d\omega) \).

We recall that, by Girsanov’s theorem (see e.g. [11] Theorem 4.5), under \( \mathbb{P}^\nu \) the random measure \( \mu_\lambda \) admits compensator \( \nu_t(a)(\lambda(da)dt) \) on \([0, T] \times A \), and \( W \) remains a Wiener process independent of \( \mu_\lambda \).

In order to define the gain functional, in addition to \( \lambda \in \mathcal{M}_f(A) \) we also fix an element \( a \in A \), a starting time \( t \in [0, T] \) and an initial condition \( x \in \mathbb{C}^d \). Then we define a pair of processes \((I, X) = (I_s, X_s)_{0 \leq s \leq T}\) as the unique strong solution to

\[
\begin{align*}
I_s &= a, & s \in [0, t], \\
I_s &= a + \int_{(t, s]} (a' - I_{u-}) \mu_\lambda(du, da'), & s \in [t, T], \\
X_s &= x(s), & s \in [0, t], \\
X_s &= x(t) + \int_0^s b_u(X, I_u) \, du + \int_0^s \sigma_u(X, I_u) \, dW_u, & s \in [t, T].
\end{align*} \tag{3.2}
\]

We note that \( I \) is determined by the initial point \( a \) and the restriction of \( \mu_\lambda \) to \((t, T] \times A\): more precisely, letting \( N_t = \sum_{n \geq 1} 1_{S_n \leq t} \) denote the number of jumps of \( \mu_\lambda \) in the time interval \([0, t]\), we have the explicit formula

\[
I_s = a 1_{[0, S_{n+1})}(s) + \sum_{n \geq N_s+1} \eta_n 1_{[S_n, S_{n+1})}(s), \quad s \in [0, T].
\]

The uncontrolled pure-jump process \( I \) valued in \( A \), should be understood as a randomization of the control \( a \) in the primal problem defined in the previous paragraphs. Instead of \((I, X)\), we may write \((I^{t, a, \lambda, \mathbb{D}_\lambda}, X^{t, x, a, \lambda, \mathbb{D}_\lambda})\) to stress dependence on these parameters.

We then introduce the dual gain functional

\[
J^\nu(t, x, a, \lambda, \mathbb{D}_\lambda, \nu) = \mathbb{E}^\nu \left[ \int_t^T f_s(X^{t, x, a, \lambda, \mathbb{D}_\lambda}, I^{t, a, \lambda, \mathbb{D}_\lambda}_s) \, ds + g(X^{t, x, a, \lambda, \mathbb{D}_\lambda}) \right],
\]

(here \( \mathbb{E}^\nu \) denotes the expectation under \( \mathbb{P}^\nu \)) for \((t, x, a) \in [0, T] \times \mathbb{C}^d \times A\), \( \lambda \in \mathcal{M}_f(A)\), \( \mathbb{D}_\lambda \) a dual set-up, and \( \nu \in \mathcal{V}(\mathbb{D}_\lambda) \). The intuitive interpretation is that in the dual control problem
we first replace the control $\alpha$ by a Poisson point process $I$, and we can then control the system by modifying the intensity of $I$. More precisely, we are able to change its compensator $\lambda(da)dt$ into $\nu_I(a)\lambda(da)dt$, by choosing the density $\nu$ in the class of bounded positive and predictable random fields.

We finally introduce two dual value functions. The first one is defined by

$$v_1^*(t, x, a, \lambda, \mathcal{D}_\lambda) = \sup_{\nu \in \mathcal{V}(\mathcal{D}_\lambda)} J^*(t, x, a, \lambda, \mathcal{D}_\lambda, \nu),$$

and corresponds to optimizing with respect to every choice of $\nu$ in the fixed set-up $\mathcal{D}_\lambda$ and for a fixed $\lambda \in \mathcal{M}_f(A)$, i.e. it corresponds to the strong formulation of the dual optimal control problem. The second one is the value function in the weak formulation, where the set-up is part of the control:

$$v_2^*(t, x, a, \lambda) = \sup_{\nu \in \mathcal{D}_\lambda} v_1^*(t, x, a, \lambda, \mathcal{D}_\lambda).$$

We shall see later that the strong and weak dual formulations are equivalent, i.e. $v_1^*$ does not depend on $\mathcal{D}_\lambda$, and so is equal to $v_2^*$. For the moment, we can easily check, as in the original control problem, that $v_1^*$ and $v_2^*$ are always finite, satisfying actually the same growth condition (2.6), and $v_1^*(t, x, \cdot)$ and $v_2^*(t, x, \cdot)$ depend on $x \in \mathbb{C}^d$ only via the past trajectory $\{x(s), 0 \leq s \leq t\}$.

Our first main result is to connect the primal control problem to the weak dual one.

**Theorem 3.1** We have

$$v(t, x) = v_2^*(t, x, a, \lambda), \quad (t, x) \in [0, T] \times \mathbb{C}^d,$$

for all $a \in A$, $\lambda \in \mathcal{M}_f(A)$. In particular, $v_2^*(t, x, a, \lambda)$ does not depend on $(a, \lambda)$.

**Remark 3.1** The dual problem is a control problem over equivalent probability measures $\mathbb{P}^\nu$, whose effect is to change the intensity measure of the pure-jump component $I$. Theorem 3.1 then formally means that one can formulate the primal control problem originally written in a non dominated Wiener space framework into a dominated framework by enlarging the filtered probability space with an additional Poisson random measure. Moreover, the result is invariant with respect to the choice of the intensity measure for the Poisson random measure. \qed

### 3.2 BSDE characterization

Throughout this section, we fix $\lambda \in \mathcal{M}_f(A)$ and the initial conditions $t \in [0, T]$, $x \in \mathbb{C}^d$ and $a \in A$. We consider a dual set-up $\mathcal{D}_\lambda = (\Omega, \mathcal{F}, \mathbb{P}, W, \mu_\lambda)$, denote by $\mathbb{F}$ the completion of the natural filtration of $(W, \mu_\lambda)$, and define a pair of processes $(I, X)$ as the solution to the system (3.2), dropping their dependence on $t, x, a, \lambda, \mathcal{D}_\lambda$ in the notation.

Following [13], we say that a quadruple $(Y, Z, U, K)$ is a solution to the BSDE with nonpositive jumps:

$$\begin{cases}
Y_s = g(X) + \int_s^T f_r(X, I_r)dr + K_T - K_s \\
- \int_s^T Z_r dW_r - \int_s^T \int_A U_r(a)\mu_\lambda(da)dr, \quad s \in [0, T],
\end{cases}$$

if $Y \in \mathcal{S}^2$, the space of càdlàg $\mathbb{F}$-adapted processes $Y$ satisfying $\|Y\|_2 := \mathbb{E}(\sup_{s \in [0, T]} |Y_s|^2) < \infty$, identified up to indistinguishability, $Z \in L^2(W)$, the space of $\mathbb{F}$-predictable processes with
values in $\mathbb{R}^n$ such that $\|Z\|_{L^2(W)}^2 := \mathbb{E}[\int_0^T |Z_s|^2 ds] < \infty$, identified up to $ds \otimes d\mathbb{P}$-a.e. equality, $U \in L^2(\mu)$, the space of $\mathcal{P}(\mathbb{F}) \otimes \mathcal{B}(A)$-measurable real-valued processes $U$ such that $\|U\|_{L^2(\mu)}^2 := \mathbb{E}[\int_0^T \int_A |U_s(a)|^2 \lambda(da) ds] < \infty$, identified up to $ds \otimes d\mathbb{P} \otimes \lambda(da)$-a.e. equality, $K \in \mathcal{K}^2$, the subspace of $\mathcal{S}^2$ consisting of nonincreasing processes such that $K_0 = 0$, $\mathbb{P}$-a.s., and the equation in (3.5) holds $\mathbb{P}$-a.s., while the nonpositive jump constraint holds on $[0, T] \times \Omega \times A$ a.e. with respect to the measure $ds \otimes \mathbb{P}(d\omega) \otimes \lambda(da)$.

**Definition 3.1** A minimal solution to the BSDE (3.5) is a quadruple $(Y, Z, U, K) \in \mathcal{S}^2 \times L^2(W) \times L^2(\mu) \times \mathcal{K}^2$ solution to (3.5) such that for any other solution $(Y', Z', U', K')$ to the same BSDE, we have $\mathbb{P}$-a.s.:

$$Y_s \leq Y'_s, \quad s \in [0, T].$$

As noticed in Remark 2.1 in [13], the minimal solution, when it exists, is unique as an element of $\mathcal{S}^2 \times L^2(W) \times L^2(\mu) \times \mathcal{K}^2$. By misuse of language, we say sometimes that $Y$ (instead of the quadruple $(Y, Z, U, K)$) is the minimal solution to (3.5).

We state the main result of this paper.

**Theorem 3.2** For all $(t, x, a) \in [0, T] \times \mathcal{C}^d \times A$, $\lambda \in \mathcal{M}_f(A)$, and $\mathcal{D}_\lambda$ set-up, we have the following assertions:

1. There exists a unique minimal solution $Y = Y^{t, x, a, \lambda, \mathcal{D}_\lambda}$ to (3.5). Moreover, for $s \in [0, t]$, $Y_{s}^{t, x, a, \lambda, \mathcal{D}_\lambda}$ is deterministic and does not depend on $\mathcal{D}_\lambda$. 

2. This minimal solution is related to the primal and dual control problems by:

$$v(t, x) = v_1^{t, x, a, \lambda, \mathcal{D}_\lambda}(t, x, a, \lambda) = v_2^{t, x, a, \lambda, \mathcal{D}_\lambda}(t, x, a, \lambda) = Y_{t}^{t, x, a, \lambda, \mathcal{D}_\lambda}.$$  

In particular, $v_1^t$ neither depends on $\mathcal{D}_\lambda$, i.e. the strong and weak dual control problems coincide, and none of the functions in (3.6) depends on $(a, \lambda)$.

**Remark 3.2** The HJB equation for a stochastic control problem is usually derived from a dynamic programming principle on the value function. We note that in view of the above relation $v(t, x) = Y_{t}^{t, x, a, \lambda, \mathcal{D}_\lambda}$ (or simply $v(t, x) = Y_{t}^{t, x}$ since it does not depend on $a, \lambda, \mathcal{D}_\lambda$), which is proved by purely probabilistic arguments, this gives another method to derive the HJB equation from the minimal BSDE solution $Y$. In the Markovian case, it is shown in [13] that the solution $Y^{t}$ to an appropriate penalized BSDE satisfies a semi linear PDE and, by passing to the limit, one obtains that $Y_{t}^{t, x}$ is solution to the nonlinear HJB equation. Such derivation does not resort to dynamic programming principle, which is known to be a delicate issue, and would be interesting to explore in the non-Markovian context. \hfill $\Box$

### 4 Proof of the main results

Throughout this section, we make the standing assumptions (H1) and (H2).

#### 4.1 Proof of Theorem 3.1

We start with the inequality $v(t, x) \geq v_2^t(t, x, a, \lambda)$, which is the easy part in the proof of Theorem 3.1 and it is to be expected since, intuitively, in the dual control problem we control $X$ through the intensity of the control process $I$, so we cannot have a better performance than choosing directly the control process $\alpha$ as we do in the primal problem.
4.1.1 Proof of the inequality \( v \geq v_2^* \)

Fix \( t \in [0, T] \), \( x \in \mathbb{C}^d \), \( a \in A \), \( \lambda \in \mathcal{M}_f(A) \) and an admissible dual set-up \( \mathcal{D}_\lambda = (\Omega, \mathcal{F}, \mathbb{P}, W, \mu_\lambda) \). Let \( \mathbb{F} = (\mathcal{F}_t)_{t \geq 0} \) be the completion of the natural filtration generated by \((W, \mu_\lambda)\). Choose a random field \( \nu \) in the class \( \mathcal{V}(\mathcal{D}_\lambda) \) and define the corresponding probability measure \( \mathbb{P}^\nu \). Define \((I, X)\), as the solution to (3.2) and consider the gain for the dual control problem

\[
J^*(t, x, a, \lambda, \mathbb{D}_\lambda, \nu) = \mathbb{E}^\nu\left[ \int_t^T f_s(X, I_s) \, ds + g(X) \right].
\]

Now we note that \( A := (\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}_\nu, W) \) is an admissible set-up for the original control problem. Moreover, since the process \( I \) is progressive with respect to \( \mathbb{F} \), it belongs to the class of \( A \)-admissible controls, i.e. it is an element of \( A(A) \). The corresponding trajectory can be obtained solving equation (2.3) with \( \alpha = I \), which coincides with the equations defining the process \( X \) in (3.2). It follows that, with this choice of \( A \) and \( \alpha \), the gain for the original and the dual problems are the same, so we have

\[
J^*(t, x, a, \lambda, \mathbb{D}_\lambda, \nu) = J(t, x, A, I) \leq v(t, x).
\]

The required conclusion follows by taking the supremum with respect to \( \nu \in \mathcal{V}(\mathcal{D}_\lambda) \), and then with respect to \( \mathbb{D}_\lambda \), in the left-hand side.

4.1.2 Proof of the inequality \( v_2^* \geq v \)

The required inequality will be a consequence of the following proposition:

**Proposition 4.1** Fix \( t \in [0, T] \), \( x \in \mathbb{C}^d \), \( a \in A \), \( \lambda \in \mathcal{M}_f(A) \). Then, for every admissible set-up \( A' = (\Omega', \mathcal{F}', \mathbb{P}', \mathbb{Q}', W') \), for every admissible control \( \alpha \in \mathcal{A}(A') \) and for every number \( \delta > 0 \), there exist an admissible dual set-up \( \mathcal{D}_\lambda = (\Omega, \mathcal{F}, \mathbb{P}, W, \mu_\lambda) \) and an element \( \nu \in \mathcal{V}(\mathcal{D}_\lambda) \) such that

\[
J^*(t, x, a, \lambda, \mathbb{D}_\lambda, \nu) \geq J(t, x, A', \alpha) - \delta.
\]

We first check that the required inequality \( v_2^*(t, x, a, \lambda) \geq v(t, x) \) is an immediate consequence. Indeed, from the inequality of Proposition 4.1, it follows that

\[
v_2^*(t, x, a, \lambda) \geq J(t, x, A', \alpha) - \delta.
\]

Taking the supremum with respect to \( \alpha \in \mathcal{A}(A') \), and then with respect to all admissible set-ups \( A' \), we conclude that \( v_2^*(t, x, a, \lambda) \geq v(t, x) - \delta \) and finally the required inequality follows from the arbitrariness of \( \delta \).

The rest of this section is devoted to the proof of Proposition 4.1. Since the proof is rather technical, in order to simplify the notation we will limit the exposition to the case when \( t = 0 \). The general case can be proved in the same way, with slight and obvious changes. We fix elements \( x \in \mathbb{C}^d \), \( a \in A \), \( \lambda \in \mathcal{M}_f(A) \). We also fix an admissible set-up \( A' = (\Omega', \mathcal{F}', \mathbb{Q}', W') \), an admissible control \( \alpha \in \mathcal{A}(A') \), and \( \delta > 0 \). The corresponding trajectory \( X \) is the unique solution to

\[
X_t = x(0) + \int_0^t b_s(X, \alpha_s) \, ds + \int_0^t \sigma_s(X, \alpha_s) \, dW_s, \quad t \in [0, T]. \tag{4.1}
\]

Note that \( x(\cdot) \) affects the trajectory \( X \) only through the value \( x(0) \). The gain functional is

\[
J(0, x, A', \alpha) = \mathbb{E}^{\mathbb{Q}'}\left[ \int_0^T f_t(X, \alpha_t) \, dt + g(X) \right].
\]
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Following [14], we introduce a metric in the set $\mathcal{A}(\mathcal{A}')$ of admissible controls. Recall that $\rho$ denotes the metric in $A$, chosen such that $\rho < 1$. Next define, for any $\alpha, \alpha' \in \mathcal{A}(\mathcal{A}')$,

$$\tilde{\rho}(\alpha, \alpha') = \mathbb{E}^{\mathbb{Q}'}\left[\int_0^T \rho(\alpha_t, \alpha_t') \, dt\right].$$

Note that a sequence $\alpha^n$ converges in $\mathcal{A}(\mathcal{A}')$ to a limit $\alpha$ with respect to this metric if and only if $\alpha^n \to \alpha$ in $dt \otimes d\mathbb{Q}'$-measure, i.e. if and only if

$$\lim_{n \to \infty} \mathbb{E}^{\mathbb{Q}'}\left(dt \otimes d\mathbb{Q}'\left(\{(t, \omega') \in [0, T] \times \Omega' : \rho(\alpha^n(\omega'), \alpha_t(\omega')) > \epsilon\}\right)\right) = 0, \quad \text{for any } \epsilon > 0.$$

In [14], the following continuity result of the gain functional with respect to the control is proved in the case of controlled diffusion processes. The extension to our non-Markovian situation is straightforward, so we only sketch its proof.

**Lemma 4.1** The map $\alpha \mapsto J(0, x, \mathcal{A}', \alpha)$ is continuous with respect to the metric $\tilde{\rho}$.

**Proof.** In this proof we write $\mathbb{E}'$ instead of $\mathbb{E}^{\mathbb{Q}'}$ for short. Suppose $\alpha^n, \alpha \in \mathcal{A}(\mathcal{A}')$ and $\alpha^n \to \alpha$ in $dt \otimes d\mathbb{Q}'$-measure. Denote $X^n, X$ the corresponding trajectories. Then, starting from the state equation (4.1), using usual arguments involving the Burkholder-Davis-Gundy inequalities and the Gronwall lemma, for every $p \in [1, \infty)$ we arrive at

$$\mathbb{E}'\left[\sup_{t \in [0, T]} |X^n_t - X_t|^p\right] \leq C \left\{ \mathbb{E}'\left[\int_0^T |b_t(X, \alpha^n_t) - b_t(X, \alpha_t)|^p + |\sigma_t(X, \alpha^n_t) - \sigma_t(X, \alpha_t)|^p \, dt\right]\right\},$$

for a suitable constant $C$, independent of $n$. Recalling the bound (2.4) on the solution $X$, by standard arguments we first conclude, by the dominated convergence theorem, under (H1), that

$$\mathbb{E}'\left[\sup_{t \in [0, T]} |X^n_t - X_t|^p\right] \to 0 \text{ as } n \to \infty.$$ 

Next we have

$$|J(0, x, \mathcal{A}', \alpha^n) - J(0, x, \mathcal{A}', \alpha)| \leq \mathbb{E}'\left[\int_0^T |f_t(X^n_t, \alpha^n_t) - f_t(X, \alpha_t)| \, dt\right] + \mathbb{E}'|g(X^n) - g(X)|.$$

To finish the proof we show that the right-hand side tends to zero. Suppose on the contrary, that there exist $\eta > 0$ and a subsequence (denoted $(X^{n'}, \alpha^{n'})$) such that

$$\mathbb{E}'\left[\int_0^T |f_t(X^{n'}, \alpha^{n'}) - f_t(X, \alpha_t)| \, dt\right] \geq \eta, \quad (4.2)$$

for every $n'$. Passing to a sub-subsequence, still denoted by the same symbol, we can assume that

$$\sup_{t \in [0, T]} |X^{n'}_t - X_t| \to 0, \quad d\mathbb{Q}' - a.s., \quad \rho(\alpha^n_t, \alpha_t) \to 0, \quad dt \otimes d\mathbb{Q}' - a.e.$$

as $n' \to \infty$, and by the assumed continuity properties of $f$ it follows that $f_t(X^{n'}, \alpha^{n'}_t) \to f_t(X, \alpha_t)$, $dt \otimes d\mathbb{Q}'$-a.e. Next we extract a further subsequence $(n'_j)$ such that

$$\left(\mathbb{E}'\left[\sup_{t \in [0, T]} |X^{n'}_t - X_t|^p\right]\right)^{1/p} \leq 2^{-j},$$

\[11\]
so that the random variable \( \bar{X} := \sum_j \sup_{t \in [0,T]} |X_{t_j}^n - X_t| \) satisfies \( \mathbb{E}^p[|\bar{X}|^p < \infty \) as well as \( |X_{t_j}^n| \leq |X_t| + |\bar{X}| \) for every \( t \) and \( j \). Recalling the polynomial growth condition of \( f \) in (H2), we obtain
\[
|f_t(X_{t_j}^n, \alpha_{t_j}) - f_t(X, \alpha_t)| \leq C(1 + \sup_{t \in [0,T]} |X_{t_j}^n|^m + \sup_{t \in [0,T]} |X_t|^m)
\leq C(1 + |\bar{X}|^m + \sup_{t \in [0,T]} |X_t|^m)
\]
for a suitable constant \( C \), and choosing \( p = m \), we conclude that the right-hand side is integrable, which gives a contradiction with (4.2) by the dominated convergence theorem. This shows that \( \rho \) control with respect to the metric \( \tilde{\rho} \) can be fulfilled by adding, if necessary, another point \( T \) as before.

The following lemma shows that we can replace any control process by another control which is a pure jump process, without changing the gain too much.

**Lemma 4.2** There exists an admissible control process \( \bar{\alpha} \in \mathcal{A}(\mathcal{A}') \), such that
\[
J(0, x, \mathcal{A}', \bar{\alpha}) \geq J(0, x, \mathcal{A}', \alpha) - \delta,
\]
and \( \bar{\alpha} \) has the form \( \bar{\alpha}_t = \sum_{n=0}^{N-1} \alpha_n 1_{T_n, T_{n+1}}(t) \), where \( 0 = T_0 < T_1 < \ldots T_N = T \) is a deterministic partition of \([0,T]\), \( \alpha_0, \ldots, \alpha_{N-1} \) are \( \mathcal{A} \)-valued random variables that take only a finite number of values, and each \( \alpha_n \) is \( \mathcal{G}'_{T_n} \)-measurable. In addition, we can choose \( \bar{\alpha} \) satisfying \( \alpha_0 = a \).

**Proof.** In [14] Lemma 3.2.6 it is proved that the set of admissible controls \( \alpha \) having the form specified in the lemma are dense in \( \mathcal{A}(\mathcal{A}') \) with respect to the metric \( \tilde{\rho} \). The Lemma is then a consequence of the continuity property of Lemma 4.1. The additional requirement that \( \alpha_0 = a \) can be fulfilled by adding, if necessary, another point \( T' \) close to 0 to the subdivision and modifying \( \bar{\alpha} \) setting \( \bar{\alpha}_t = a \) for \( t \in [0, T') \). This modification is as close as we wish to the original control with respect to the metric \( \bar{\rho} \), provided \( T' \) is chosen sufficiently small.

Before proceeding further, we need to recall some useful facts, summarized in the following remark.

**Remark 4.2** We start with an admissible set-up \( \mathcal{A}' = (\Omega', \mathcal{F}', \mathcal{G}', \mathcal{Q}', W) \), and we need to give new definitions or make suitable constructions using additional, independent, random variables or stochastic processes. If these random objects are not already defined on \((\Omega', \mathcal{F}', \mathcal{Q}')\) we can perform the following standard construction in order to reduce to this case. We consider another probability space \((\Omega'', \mathcal{F}'', \mathcal{Q}'')\) on which are defined these random objects, and we define \((\Omega, \mathcal{F}, \mathcal{Q})\) setting
\[
\Omega = \Omega' \times \Omega'', \quad \mathcal{F} = \mathcal{F}' \otimes \mathcal{F}'', \quad \mathcal{Q} = \mathcal{Q}' \otimes \mathcal{Q}''.
\]
We can also define a filtration $\mathcal{G} = (\mathcal{G}_t)$ in $(\Omega, \mathcal{F})$ setting $\mathcal{G}_t = \{ B \times \Omega'' : B \in \mathcal{G}'_t \}$ for $t \geq 0$.

Any random variable $Z$ (respectively, stochastic process $(Y_t)$) in $(\Omega', \mathcal{F}')$ admits a natural extension to a random variable (resp. stochastic process) on $(\Omega, \mathcal{F})$, still denoted by the same symbol, given by $Z(\omega) = Z(\omega')$ (resp. $Y_t(\omega) = Y_t(\omega')$, for $\omega = (\omega', \omega'') \in \Omega$. It easily verified that if $Y$ is $\mathcal{G}'$-adapted (resp. optional, progressive, predictable) then its extension is $\mathcal{G}$-adapted (resp. optional, progressive, predictable). Moreover, the extension of $W$ is a Wiener process with respect to $\mathcal{G}$ and $\mathcal{Q}$, so that we have constructed another admissible set-up $\mathcal{A} := (\Omega, \mathcal{F}, \mathcal{G}, \mathcal{Q}, W)$. Note that the extension of an $\mathcal{A}'$-admissible control is $\mathcal{A}$-admissible, that the trajectory of an extended control process is the extension of the original trajectory, and that the corresponding gain functional has the same value.

Similar considerations hold for random objects originally defined on $\Omega''$. For instance, if $(V_n)$ denotes a random sequence on $\Omega''$, its extension has the same law and is independent of $\mathcal{G}_\infty$ (hence independent of $\mathcal{W}$) under $\mathcal{Q}$.

We shall briefly describe this construction by saying that $\Omega$ is an enlargement of $\Omega'$, or that the set-up $(\Omega, \mathcal{F}, \mathcal{G}, \mathcal{Q}, W)$ is an enlargement of $(\Omega', \mathcal{F}', \mathcal{G}', \mathcal{Q}', \mathcal{W})$.

In conclusion, starting with our admissible set-up $\mathcal{A} = (\Omega, \mathcal{F}, \mathcal{G}, \mathcal{Q}, W)$ we shall briefly describe this construction by saying that $\Omega$ is an enlargement of $\Omega'$, or that the set-up $(\Omega, \mathcal{F}, \mathcal{G}, \mathcal{Q}, W)$ is an enlargement of $(\Omega', \mathcal{F}', \mathcal{G}', \mathcal{Q}', \mathcal{W})$ on which there exist random elements with arbitrary prescribed laws and independent of $\mathcal{G}_\infty$ under $\mathcal{Q}$.

In the proof of Proposition 4.1, we need a preliminary result, stated below as Lemma 4.3, where we basically prove that the marked point process $\tilde{\alpha}$ in the statement of Lemma 4.2 can be slightly perturbed in such a way that its compensator becomes absolutely continuous with respect to the measure $\lambda(da) dt$. Then we shall see in Lemma 4.4 that the corresponding gain will also be changed slightly. The proof depends on a more general and technical result, reported in the Appendix as Lemma A.2.

Let us come back again to the original set-up $\mathcal{A}' = (\Omega', \mathcal{F}', \mathcal{G}', \mathcal{Q}', \mathcal{W}')$ in the statement of Proposition 4.1 and denote by $\tilde{\alpha}$ the admissible control of Lemma 4.2. Let $\mathcal{A} = (\Omega, \mathcal{F}, \mathcal{G}, \mathcal{Q}, W)$ be an enlargement of the set-up $\mathcal{A}'$, as described in Remark 4.2, and denote the extension of the control $\tilde{\alpha}$ still by the same symbol. It is convenient to extend further the definition of $\tilde{\alpha}$ to $[0, \infty) \times \Omega$ in a trivial way setting

$$\alpha_n = \alpha_{N-1}, \quad n \geq N; \quad T_n = T + n - N, \quad n > N,$$

and defining $\tilde{\alpha}_t = \sum_{n=0}^{\infty} \alpha_n 1_{[T_n, T_{n+1})}(t)$. This way, $\tilde{\alpha}$ is associated to the marked point process $(T_n, \alpha_n)_{n \geq 1}$ and $\alpha_0 = \alpha$.

For every integer $m \geq 1$, on $\Omega$ we can find sequences $(U_n^m)_{n \geq 1}$, $(S_n^m)_{n \geq 1}$ of real random variables satisfying the following conditions:

1. every $U_n^m$ is uniformly distributed on $(0, 1)$;
2. every $S_n^m$ admits a density (denoted $f_n^m(t)$) with respect to the Lebesgue measure, and we have $0 < S_1^m < S_2^m < S_3^m < \ldots$ and $\sum_{n \geq 1} S_n^m < 1/m$ for every $m$;
3. for every $m$, the random variables $U_n^m, S_k^m (n, k \geq 1)$ are independent, and independent of $\mathcal{G}_\infty$.

For every $m \geq 1$, let $B(b, 1/m)$ denote the open ball of radius $1/m$, with respect to the metric $\rho$, centered at $b \in A$. Since $\lambda(da)$ has full support, we have $\lambda(B(b, 1/m)) > 0$ and we can define a transition kernel $q^m(b, da)$ in $A$ setting

$$q^m(b, da) = \frac{1}{\lambda(B(b, 1/m))} 1_{B(b, 1/m)}(a) \lambda(da).$$
We recall that we require $A$ to be a Lusin space. It follows from Lemma A.1 that there exists a function $q^m : A \times [0, 1] \to A$, measurable with respect to $\mathcal{B}(A) \otimes \mathcal{B}([0, 1])$, such that for every $b \in A$ the measure $B \mapsto q^m(b, B)$ ($B \in \mathcal{B}(A)$) is the image of the Lebesgue measure on $[0, 1]$ under the mapping $u \mapsto q^m(b, u)$. Thus, if $U$ is a random variable defined on some probability space and having uniform law on $[0, 1]$ then, for fixed $b \in A$, the random variable $q^m(b, U)$ has law $q^m(b, da)$ on $A$. The use of the same symbol $q^m$ should not generate confusion.

Define

$$R^m_n = T_n + S^m_n, \quad \beta^m_n = q^m(\alpha_n, U^m_n), \quad n, m \geq 1,$$

and set $R^m_0 = 0$. Since we assume $S^m_n < S^m_{n+1}$ we see that $(R^m_n, \beta^m_n)_{n \geq 1}$ is a marked point process in $A$. Let $\kappa^m = \sum_{n \geq 1} \delta_{(R^m_n, \beta^m_n)}$ denote the corresponding random measure, and $(\mathcal{F}^m_t)$ the corresponding natural filtration. Finally set

$$\mathcal{H}^m_t = \mathcal{G}_t \vee \mathcal{F}^m_t, \quad t \geq 0.$$  

Now Lemma A.2 in the Appendix provides us with the following explicit formula for the compensator $\tilde{\kappa}^m$ of $\kappa^m$ with respect to the filtration $\mathbb{H} = (\mathcal{H}^m_t)$:

$$\tilde{\kappa}^m(dt, da) = \sum_{n \geq 1} 1_{(T_n \vee R^m_{n-1}, R^m_n)}(t) q^m(\alpha_n, da) \frac{f^m_n(t - T_n)}{1 - F^m_n(t - T_n)} dt,$$

where we denote by $F^m_n(s) = \int_{-\infty}^s f^m_n(t) dt$ the cumulative distribution function of $S^m_n$, with the convention that $\frac{f^m_n(s)}{1 - F^m_n(s)} = 0$ if $F^m_n(s) = 1$.

We summarize the relevant properties of this construction in the following result.

**Lemma 4.3** With the previous notation, in the enlarged set-up $\mathcal{A}$ the following properties hold true:

1. $T_n < R^m_n$ and $\sum_{n \geq 1} (R^m_n - T_n) < 1/m$;

2. $\rho(\alpha_n, \beta^m_n) < 1/m$;

3. the $(\mathbb{Q}, \mathbb{H})$-compensator of $\kappa^m$ is absolutely continuous with respect to $\lambda(da)$ $dt$, so that it can be written in the form

$$\tilde{\kappa}^m(dt, da) = \phi_t^m(a) \lambda(da) dt$$

for a suitable nonnegative $\mathcal{P}(\mathbb{H}) \otimes \mathcal{B}(A)$-measurable function $\phi^m$.

**Proof.** The first property follows from the fact that $S^m_n > 0$ and $\sum_{n \geq 1} S^m_n < 1/m$. Since, for every $b \in A$, $q^m(b, da)$ is supported in $\mathcal{B}(b, 1/m)$ we have $\rho(\alpha_n, \beta^m_n) < 1/m$. Finally, from the choice of the kernel $q^m(b, da)$ we obtain

$$\phi^m_t(a) = \sum_{n \geq 1} 1_{(T_n \vee R^m_{n-1}, R^m_n)}(t) \frac{1}{\lambda(\mathcal{B}(\alpha_n, 1/m))} \mathbb{I}_{\mathcal{B}(\alpha_n, 1/m)}(a) \frac{f^m_n(t - T_n)}{1 - F^m_n(t - T_n)}$$

Now recall that we have fixed from the beginning $t = 0$, $x \in \mathcal{C}^d$, $a \in A$, $\lambda \in \mathcal{M}_f(A)$, a set-up $\mathcal{A}'$, $\alpha \in \mathcal{A}(\mathcal{A}')$ and $\delta > 0$. Also recall the notation $J(0, x, \mathcal{A}', \alpha)$ for the gain functional.

**Lemma 4.4** There exists an admissible set-up $\mathcal{A}'' = (\Omega, \mathcal{F}, \mathbb{H}, \mathcal{Q}, W)$, which is an enlargement of $\mathcal{A}'$, and an admissible control $\bar{\alpha} \in \mathcal{A}(\mathcal{A}'')$ such that
1. \( J(0, x, \hat{\mathbb{H}}, \hat{\alpha}) > J(0, x, \mathbb{H}', \alpha) - 2\delta \);

2. there exists an \( \mathbb{H} \)-marked point process \( (R_n, \beta_n)_{n \geq 1} \) such that \( \hat{\alpha}_t = \sum_{n \geq 0} \beta_n 1_{[R_n, R_{n+1})}(t) \) \( (R_0 = 0, \beta_0 = a) \);

3. the \( (\mathbb{Q}, \mathbb{H}) \)-compensator of the corresponding random measure \( \kappa = \sum_{n \geq 1} \delta_{(R_n, \beta_n)} \) is absolutely continuous with respect to \( \lambda(da)dt \), so that it can be written in the form

\[ \tilde{\kappa}(dt, da) = \phi'_t(a) \lambda(da) dt \]

for a suitable nonnegative \( \mathcal{P}(\mathbb{H}) \otimes \mathcal{B}(A) \)-measurable function \( \phi' \).

**Proof.** We first construct an appropriate enlargement \( \mathbb{A} = (\Omega, \mathcal{F}, \mathbb{G}, \mathbb{Q}, W) \) of \( \mathbb{A}' \). Then we take the control \( \hat{\alpha} \) of Lemma 4.2 and we extend it to \( [0, \infty) \times \Omega \) as described above, so that it is associated to the \( \mathbb{G} \)-marked point process \( (T_n, \alpha_n)_{n \geq 1} \). Finally, for every \( m \geq 1 \), we introduce \( (R_m^n, \beta_m^n)_{n \geq 1} \) and the filtration \( \mathbb{H}^m = (\mathbb{H}_t^m) \) defined by (4.4) and (4.5). Since the random variables \( S^n_m, U^n_m \) occurring in (4.4) are independent of \( \mathbb{G}_\infty \) it follows that \( W \) is a Wiener process with respect to \( \mathbb{H}^m \). Therefore \( \mathbb{A}^m := (\Omega, \mathcal{F}, \mathbb{H}^m, \mathbb{Q}, W) \) is an admissible set-up. Next we define

\[ \hat{\alpha}_t^m = \sum_{n \geq 0} \beta_m^n 1_{[R_m^n, R_m^{n+1})}(t) \]

with the convention \( R_0^m = 0, \beta_0^m = a \), and note that it is an admissible control, i.e. an element of \( \mathcal{A}(\mathbb{A}^m) \). Now let us compare those controls with \( \hat{\alpha}_t = \sum_{n = 0}^{\infty} \alpha_n 1_{[T_n, T_{n+1})}(t) \). The first two conclusions of Lemma 4.3 show that \( \hat{\alpha}_t^m \) converges to \( \hat{\alpha} \) in \( d\mathbb{Q} \otimes dt \)-measure as \( m \to \infty \), hence with respect to the metric \( \tilde{\rho} \) introduced before. By Lemma 4.1 and Remark 4.1, this shows that \( J(0, x, \mathbb{A}^m, \hat{\alpha}^m) \to J(0, x, \mathbb{A}', \hat{\alpha}) \) as \( m \to \infty \). So there exists \( M \) so large such that \( J(0, x, \mathbb{A}^M, \hat{\alpha}^M) > J(0, x, \mathbb{A}', \hat{\alpha}) - \delta \) and, by (4.3), \( J(0, x, \mathbb{A}^M, \hat{\alpha}^M) > J(0, x, \mathbb{A}', \hat{\alpha}) - 2\delta \). We finally set

\[ \mathbb{A}'' := \mathbb{A}^M, \quad \mathcal{H}_t := \mathcal{H}_t^M, \quad \beta_n := \beta_n^M, \quad R_n := R_n^M, \quad \hat{\alpha}_t := \hat{\alpha}_t^M, \quad \phi'_t(a) := \phi'_t^M(a). \]

For the rest of the proof of Proposition 4.1, only Lemma 4.4 and Lemma 4.1 will be used. The idea is now to add to the control an additional independent Poisson measure with compensator \( k^{-1} \lambda(da)dt \), with \( k \) large, i.e. with intensity so small that the gain is not much affected. The formal construction is as follows.

Let \( \mathbb{H}' = (\Omega, \mathcal{F}, \mathbb{H}_{\infty}, \mathbb{Q}, W) \), \( (R_n, \beta_n)_{n \geq 0}, \hat{\alpha}_t = \sum_{n \geq 0} \beta_n 1_{[R_n, R_{n+1})}(t) \), \( \kappa = \sum_{n \geq 1} \delta_{(R_n, \beta_n)} \) with compensator \( \tilde{\kappa}(dt, da) = \phi'_t(a) \lambda(da) dt \), denote the objects introduced in Lemma 4.4. By Remark 4.2 we can assume that, for every integer \( k \geq 1 \), on the probability space \( (\Omega, \mathcal{F}, \mathbb{Q}) \) there exists a Poisson random measure on \( (0, \infty) \times A \), denoted

\[ \pi^k = \sum_{n \geq 1} \delta_{(T^k_n, \xi^k_n)}, \]

admitting compensator \( k^{-1} \lambda(da)dt \) with respect to its natural filtration \( \mathbb{F}^\pi := (\mathcal{F}^\pi_t) \), and independent of \( \mathcal{H}_\infty \). Now we define another random measure setting

\[ \mu^k = \kappa + \pi^k. \]

Note that the jumps times \( (R_n) \) are independent of the jump times \( (T^k_n) \), and the latter have absolutely continuous laws. It follows that, except possibly on a set of \( \mathbb{Q} \) probability zero, their
graphs are disjoint, i.e. \( \kappa \) and \( \pi^k \) have no common jumps. Therefore, the random measure \( \mu^k \) admits a representation

\[
\mu^k = \sum_{n \geq 1} \delta_{(S_n^k, \eta_n^k)}
\]

where \((S_n^k, \eta_n^k)_{n \geq 1}\) is a marked point process, each \(S_n^k\) coincides with one of the times \(R_n\) or one of the times \(T_n^k\), and each \(\eta_n^k\) coincides with one of the random variables \(\xi_n^k\) or one of the random variables \(\beta_n\). Since \(\kappa\) and \(\pi^k\) are independent it follows from Proposition A.1 that \(\mu^k\) has compensator \((\phi_t'(a) + k^{-1}) \lambda(da) \, dt\) with respect to the filtration \(\mathbb{H} \lor \mathbb{F}^k = (\mathcal{H}_t \lor \mathcal{F}_t^k)\). Let us denote by \(\mathbb{F}^k = (\mathcal{F}_t^k)\) the completion of the natural filtration generated by \((W, \mu^k)\). Clearly, \(W\) is a Wiener process with respect to \(\mathbb{F}^k\).

Now we need to prove that the compensator of \(\mu^k\) with respect to \(\mathbb{F}^k\) remains absolutely continuous with respect to \(\lambda(da) \, dt\), see Lemma 4.5 below. For its formulation, consider the measure space \(([0, \infty) \times \Omega \times A, \mathcal{B}([0, \infty)) \otimes \mathcal{F} \otimes \mathcal{B}(A), dt \otimes \mathbb{Q}(d\omega) \otimes \lambda(da))\). Although this is not a probability space, one can define in a standard way the conditional expectation of any positive measurable function, given an arbitrary sub-\(\sigma\)-algebra. Let us denote by \(\phi_t(\omega, a)\) the conditional expectation of the random field \(\phi_t'(\omega, a)\) with respect to the \(\sigma\)-algebra \(\mathcal{P}(\mathbb{F}^k) \otimes \mathcal{B}(A)\).

**Lemma 4.5** The compensator of \(\mu^k\) with respect to \((\mathbb{Q}, \mathbb{F}^k)\) is \((\phi_t(a) + k^{-1}) \lambda(da) \, dt\).

**Proof.** Let \(H\) denote an arbitrary positive \(\mathcal{P}(\mathbb{F}^k) \otimes \mathcal{B}(A)\)-measurable function. Denote by \(\mathbb{F}^{0,k} = (\mathcal{F}_t^{0,k})\) the uncompleted natural filtration generated by \((W, \mu^k)\). Then there exists a positive \(\mathcal{P}(\mathbb{F}^{0,k}) \otimes \mathcal{B}(A)\)-measurable function \(H'\) such that, for \(\mathbb{Q}\)-almost all \(\omega\), \(H_t(\omega, a) = H'_t(\omega, a)\) for every \(t, a\). Since clearly \(\mathcal{F}_t^{0,k} \subset \mathcal{H}_t \lor \mathcal{F}_t^k\) for every \(t \geq 0\), \(H'\) is also measurable with respect to \(\mathcal{P}(\mathbb{H} \lor \mathbb{F}^k) \otimes \mathcal{B}(A)\) and we have

\[
\mathbb{E}^{\mathbb{Q}} \left[ \int_0^\infty \int_A H_t(a) \, \mu^k(dt, da) \right] = \mathbb{E}^{\mathbb{Q}} \left[ \int_0^\infty \int_A H'_t(a) \, \mu^k(dt, da) \right] = \mathbb{E}^{\mathbb{Q}} \left[ \int_0^\infty \int_A H'_t(a) \, (\phi_t'(a) + k^{-1}) \lambda(da) \, dt \right] = \mathbb{E}^{\mathbb{Q}} \left[ \int_0^\infty \int_A H_t(a) \, (\phi_t(a) + k^{-1}) \lambda(da) \, dt \right],
\]

which proves the required result.

Let us define the pure jump process valued in \(A\) associated to the random measure \(\mu^k\) by setting

\[
I_t^k = \sum_{n \geq 0} \eta_n^k[\gamma_n^k, \gamma^k_{n+1}) (t), \quad t \geq 0,
\]

with the convention that \(\eta_0^k = a\) (\(a \in A\) was arbitrary and fixed above). Then \(\mathbb{A}^k := (\Omega, \mathcal{F}, \mathbb{Q}, \mathbb{P}^k, W)\) is an admissible set-up and \(I^k\) is an admissible control, i.e. \(I^k \in \mathcal{A}(\mathbb{A}^k)\). We can prove that, for large \(k\), \(I^k\) is close to \(\hat{\alpha}\) with respect to the metric \(\hat{\rho}\):

**Lemma 4.6** We have \(\hat{\rho}(I^k, \hat{\alpha}) \to 0\) as \(k \to \infty\).

**Proof.** We have to prove that \(I^k \to \hat{\alpha}\) in \(dt \otimes d\mathbb{Q}\)-measure. Recall that the jump times of \(\pi^k\) are denoted \(T_n^k\). Since \(T_n^k\) has exponential law with parameter \(\lambda(A)/k\) the event \(B_k = \{T_n^k > T\}\)
We want to show that there exist $\alpha = (\phi I_S)_{0\leq t\leq T}$ for all $t \in [0,T]$. Noting that on the set $B_k$, we have $\alpha_t = I_k^t$ for all $t \in [0,T]$, the conclusion follows immediately. We remark that we have used the fact that $\alpha_0 = \alpha_0^k = a$. □

Applying Lemma 4.1 and Remark 4.1 we conclude that $J(0,x,\mathcal{A}_k^I,k^I) \rightarrow J(0,x,\mathcal{A}',\alpha)$ as $k \rightarrow \infty$. So there exists $k$ large enough such that $J(0,x,\mathcal{A}_k^I,k^I) > J(0,x,\mathcal{A}',\alpha) - \delta$ and, by Lemma 4.4, $J(0,x,\mathcal{A}_k^I,k^I) > J(0,x,\mathcal{A}',\alpha) - 3\delta$. Introducing the notation

$$\mathcal{A}_k^m := \mathcal{A}_k^I, \quad \mathcal{F}_t := \mathcal{F}_k^I, \quad \eta_n := \eta_n^k, \quad S_n := S_n^k, \quad I_t := I_k^t, \quad t \geq 0,$$

we see that we have proved the following result, where we choose $\epsilon = k^{-1}$ (recall that we have fixed from the beginning $t = 0, x \in C^d$, $a \in A$, $\lambda \in \mathcal{M}_f(A)$, set-up $\mathcal{A}', \alpha \in \mathcal{A}(\mathcal{A}')$, and $\delta > 0$):

**Lemma 4.7** There exists an admissible set-up $\mathcal{A}_m^m = (\Omega, \mathcal{F}, \mathbb{F}, \mathcal{Q}, W')$, which is an enlargement of $\mathcal{A}'$, and an admissible control $I \in \mathcal{A}(\mathcal{A}_m^m)$ such that

1. $J(0,x,\mathcal{A}_m^m,I) > J(0,x,\mathcal{A}',\alpha) - 3\delta$;

2. there exists an $\mathbb{F}$-marked point process $(S_n, \eta_n)_{n \geq 1}$ such that $I_t = \sum_{n \geq 0} \eta_n 1_{[S_n,S_{n+1})}(t)$ ($S_0 = 0, \eta_0 = a$);

3. $\mathbb{F}$ is the completion of the natural filtration of $(W, \mu)$, where $\mu = \sum_{n \geq 1} \delta_{(S_n,\eta_n)}$ is the corresponding random measure;

4. the $(\mathcal{Q}, \mathbb{F})$-compensator of $\mu$ is absolutely continuous with respect to $\lambda(da) dt$ and it can be written in the form

$$\tilde{\mu}(dt, da) = (\phi_t(a) + \epsilon) \lambda(da) dt$$

for some $\epsilon > 0$ and a nonnegative $\mathcal{P}(\mathbb{F}) \otimes \mathcal{B}(A)$-measurable function $\phi$.

We note for further use that the process $I$ and the corresponding trajectory $(X_t)_{t \in [0,T]}$ are the solution to

$$\begin{cases}
I_t = a + \int_{(0,t]} \int_\Lambda (a' - I_{s-}) \mu(ds, da'), & t \in [0,T], \\
X_t = x(0) + \int_0^t b_s(X, I_s) ds + \int_0^t \sigma_s(X, I_s) dW_s, & t \in [0,T].
\end{cases} \quad (4.6)$$

which coincides with (3.2) in the case $t = 0$ that we are addressing.

The final step in the proof of Proposition 4.1 consists in showing that the addition of the noise $\pi^k$ above (a noise with intensity “of size $\epsilon = k^{-1}$”) now makes it possible to make a Girsanov transformation and construct a dual admissible set-up where $\mu$ is a Poisson random measure with compensator $\lambda(da) dt$ as required to fit the framework for the dual control problem described in paragraph 3.1.

**End of the proof of Proposition 4.1.** Recall that we fix $x \in C^d$, $a \in A$, $\lambda \in \mathcal{M}_f(A)$ and, without loss of generality, $t = 0$. We take arbitrary admissible set-up $\mathcal{A}' = (\Omega', \mathcal{F}', \mathcal{Q}', \mathcal{Q}', W')$, admissible control $\alpha \in \mathcal{A}(\mathcal{A}')$ and $\delta > 0$. Next we consider again the set-up $\mathcal{A}_m^m = (\Omega, \mathcal{F}, \mathbb{F}, \mathcal{Q}, W)$, the marked point process $(S_n, \eta_n)_{n \geq 1}$ (with $S_0 = 0, \eta_0 = a$), the corresponding admissible control $I_t = \sum_{n \geq 0} \eta_n 1_{[S_n,S_{n+1})}(t)$ and random measure $\mu = \sum_{n \geq 1} \delta_{(S_n,\eta_n)}$ and its compensator $\tilde{\mu}(dt, da) = (\phi_t(a) + \epsilon) \lambda(da) dt$ in the statement of Lemma 4.7, and we recall that we have

$$J(0, x, \mathcal{A}_m^m, I) > J(0, x, \mathcal{A}', \alpha) - 3\delta. \quad (4.7)$$

We want to show that there exist
1. a probability measure $\mathbb{P}$ on $(\Omega, \mathcal{F})$ such that
\[
\mathbb{D}_\lambda = (\Omega, \mathcal{F}, \mathbb{P}, W, \mu)
\]
is an admissible dual set-up;
2. an element $\bar{\nu} \in \mathcal{V}(\mathbb{D}_\lambda)$ such that
\[
J^\ast(0, x, a, \lambda, \mathbb{D}_\lambda, \bar{\nu}) > J(0, x, \mathcal{A}''', I) - \delta.
\]
By (4.7), and since $\delta$ is arbitrary, this is enough to finish the proof of Proposition 4.1.

To this end, let us define $\nu = \phi + \epsilon$, and note that $\nu$ is a positive $\mathcal{P}(\mathbb{F}) \otimes \mathcal{B}(A)$-measurable random field. Since $\nu_t(a)\lambda(da)dt$ is the compensator of the non-explosive process $\mu$, it follows easily that $\int_0^T \nu_t(a)\lambda(da)dt < \infty$ $\mathbb{Q}$-a.s., so that we can and will assume that $\nu$ takes only finite values on $[0, T] \times \Omega \times A$. Finally, since the inverse $\nu^{-1}$ is bounded and $\lambda(A) < \infty$, it follows from standard criterion (see e.g. [20]) that the Dolean-Dade exponential process
\[
M_t := \exp \left( \int_0^t \int_A (1 - \nu_s(a)^{-1}) \nu_t(a)\lambda(da) ds \right) \prod_{S_n \leq t} \nu_{S_n}(\eta_n)^{-1}, \quad t \geq 0,
\]
is a strictly positive martingale on $[0, T]$ (with respect to $\mathbb{F}$ and $\mathbb{Q}$), and we can define an equivalent probability $\mathbb{P}$ on $(\Omega, \mathcal{F})$ setting $\mathbb{P}(d\omega) = M_T(\omega)\mathbb{Q}(d\omega)$. The expectation under $\mathbb{P}$ will be denoted simply $\mathbb{E}$ (while the expectation under $\mathbb{Q}$ is denoted $\mathbb{E}^\mathbb{Q}$). Now we make the following claims:

(i) $\mu$ (or more precisely its restriction to $(0, T] \times A$) has compensator $\lambda(da) dt$ (with respect to $\mathbb{F}$ and $\mathbb{Q}$); in particular, it is a Poisson random measure.

This follows from a theorem of Girsanov type (see [11] Theorem (4.5)), which guarantees that under the new probability $\mathbb{P}$ the compensator of $\mu$ is given by $\nu_t(a)^{-1}\nu_t(a)\lambda(da) dt = \lambda(da) dt$.

(ii) $W$ is a $(\mathbb{P}, \mathbb{F})$-Wiener process.

The proof is as follows. Since the probabilities $\mathbb{P}$ and $\mathbb{Q}$ are equivalent, the quadratic variation of $X$ computed under $\mathbb{P}$ and $\mathbb{Q}$ is the same, and equals $(W)'_t = t$. So it is enough to show that $W$ is a $(\mathbb{P}, \mathbb{F})$-local martingale, which is equivalent to the fact that $MW$ is a $(\mathbb{Q}, \mathbb{F})$-local martingale. Finally, this follows from a general fact: since $M$ is a $(\mathbb{Q}, \mathbb{F})$-martingale of finite variation, it is purely discontinuous and therefore orthogonal (under $\mathbb{Q}$) to $W$; thus, their product $MW$ is a $(\mathbb{Q}, \mathbb{F})$-local martingale.

(iii) $W$ and $\mu$ are independent under $\mathbb{P}$.

To prove this claim it is enough to show that, for any measurable $B \subset A$, the process
\[
N^B_t := \int_0^t \int_B \mu(ds, da) = \sum_n 1_{\{S_n \leq t\}} 1_{\{\eta_n \in B\}},
\]
is independent from $W$ under $\mathbb{P}$. From claims (i) and (ii) it follows that $N^B$ is a Poisson process and $W$ is a Wiener process, both with respect to $\mathbb{F}$ and $\mathbb{P}$. By a general result, see e.g. Theorem 11.43 in [10], to check the independence it is enough to note that their right bracket $[N^B, W]$ is null, which is obvious, since $W$ is continuous and $N^B$ has no continuous part.
By (4.14) we have $N$ where we have set $\Phi := \mathbb{E}$ where $E$ polynomial growth in $(H^2)$.

If we can prove the claim, it follows from (4.11) that the inequality (4.9) is verified with $\bar{v}$ and $k$ sufficiently large. So it remains to prove (4.12), that we re-write in the form

$$J^*(0, x, \lambda, k) = \mathbb{E}^k \left[ \int_0^T f_t(X, I_t) dt + g(X) \right] = \mathbb{E}^\nu \left[ \int_0^T f_t(X, I_t) dt + g(X) \right],$$

where $\mathbb{E}^\nu$ denotes the expectation under $\mathbb{P}^\nu$. If $\nu$ belongs to $\mathcal{V}(\mathcal{D})$, the right-hand side equals the gain $J^*(0, x, a, \lambda, \mathcal{D}, \nu)$ for the dual control problem and the desired inequality (4.9) obviously holds with $\bar{v} = \nu$. Since in general we can not assert that $\nu \in \mathcal{V}(\mathcal{D})$, we revert to the following approximation procedure by truncation.

For any integer $k \geq 1$ define $\nu^k(a) = \nu(a) \wedge k$. Therefore $\nu^k \in \mathcal{V}(\mathcal{D})$, we can define the corresponding process $L^\nu$, by formula (3.1), the probability $\mathbb{P}_{\nu^k}(d\omega) = L_{t}^\nu(\omega) P(d\omega)$, and compute the gain

$$J^*(0, x, \lambda, \mathcal{D},\nu^k) = \mathbb{E}^{\nu^k} \left[ \int_0^T f_t(X, I_t) dt + g(X) \right],$$

where $\mathbb{E}^{\nu^k}$ denotes the expectation under $\mathbb{P}^{\nu^k}$. We claim that, for $k \to \infty$,

$$\mathbb{E}^{\nu^k} \left[ \int_0^T f_t(X, I_t) dt + g(X) \right] \to \mathbb{E}^\nu \left[ \int_0^T f_t(X, I_t) dt + g(X) \right].$$

If we can prove the claim, it follows from (4.11) that the inequality (4.9) is verified with $\bar{v} = \nu^k$ and $k$ sufficiently large. So it remains to prove (4.12), that we re-write in the form

$$\mathbb{E}^{\nu^k}[\Phi] = \mathbb{E}[L_{T}^{\nu^k}\Phi] \to \mathbb{E}[L_{T}^{\nu}\Phi] = \mathbb{E}^\nu[\Phi],$$

where we have set $\Phi := \int_0^T f_t(X, I_t) dt + g(X)$. We note for further use that the assumption of polynomial growth in $(H2)$ implies that there exists a constant $C$ such that

$$|\Phi| \leq C(1 + \sup_{t \in [0, T]} |X_t|^m).$$

For $N \geq 1$ we define $A_N = \{\sup_{t \in [0, T]} |X_t| > N\}$ and obtain

$$|\mathbb{E}^{\nu^k}[\Phi] - \mathbb{E}^\nu[\Phi]| \leq \mathbb{E}^{\nu^k}[1_{A_N} |\Phi|] + \mathbb{E}^\nu[1_{A_N} |\Phi|] + \mathbb{E}[|L_{T}^{\nu^k} - L_{T}^{\nu}|1_{A_N} |\Phi|].$$

By (4.14) we have

$$\mathbb{E}^{\nu^k}[1_{A_N} |\Phi|] \leq C \mathbb{E}^{\nu^k}[1_{A_N} (1 + \sup_{t \in [0, T]} |X_t|^m)] \leq \frac{C}{N} \sup_{t \in [0, T]} |X_t|(1 + \sup_{t \in [0, T]} |X_t|^m) \leq \frac{C'}{N}.$$
for a suitable constant $C'$, independent of $k$, where for the last inequality we have used the estimate $(2.4)$ whose right-hand side is the same for all probabilities $\mathbb{P}^{\nu^k}$. A similar estimate holds for $\mathbb{E}^P[1_{A_N}|\Phi]$ and we obtain

$$|\mathbb{E}^{\nu^k}[\Phi] - \mathbb{E}^{\nu}[\Phi]| \leq \frac{2C'}{N} + \mathbb{E}[|L_T^{\nu^k} - L_T^{\nu}|1_{A_N}|\Phi]].$$

(4.15)

By the dominated convergence theorem we have

$$\int_0^T \int_A (1 - \nu^k(a)) \lambda(da) ds \rightarrow \int_0^T \int_A (1 - \nu(a)) \lambda(da) ds,$n

a.s. (with respect to any of the equivalent probabilities $\mathbb{P}, \mathbb{P}^{\nu}, \mathbb{P}^{\nu^k}$) and

$$\prod_{S_n \leq T} \nu^k_S(\eta_n) \rightarrow \prod_{S_n \leq T} \nu_S(\eta_n),$$

a.s., since the product has finitely many factors a.s. From formula (3.1) that defines $L^{\nu}$ and $L^{\nu^k}$ we obtain $L^{\nu^k}_T \rightarrow L^{\nu}_T$ a.s. Since $\mathbb{E}[L^{\nu^k}_T] = \mathbb{E}[L^{\nu}_T] = 1$, we even have $L^{\nu^k}_T \rightarrow L^{\nu}_T$ in $L^1(\Omega, \mathcal{F}, \mathbb{P})$. By (4.14) the random variable $1_{A_N}|\Phi|$ is bounded a.s., so letting $k \rightarrow \infty$ in (4.15) we have

$$\limsup_{k \rightarrow \infty} |\mathbb{E}^{\nu^k}[\Phi] - \mathbb{E}^{\nu}[\Phi]| \leq \frac{2C'}{N}.$$

Letting $N$ tend to infinity we conclude the proof of the claim (4.13), and the proof of Proposition 4.1 is also finished. \qed

### 4.2 Proof of Theorem 3.2

We fix initial conditions $(t, x, a) \in [0, T] \times C^d \times A$, $\lambda \in \mathcal{M}(A)$, a dual set-up $\mathbb{D}_\lambda = (\Omega, \mathcal{F}, \mathbb{P}, W, \mu)$, denote by $\mathbb{F}$ the completion of the natural filtration of $(W, \mu)$, and consider the pair of processes $(I, X)$ as the solution to the system (3.2). Note that we write $\mu$ instead of $\mu_\lambda$ for simplicity, and because our results do not depend a posteriori on the choice of $\lambda$. Let us introduce the family of penalized BSDEs associated to (3.5), parametrized by integer $n \geq 1$:

$$Y^n_s = g(X) + \int_s^T f_r(X, I_r) dr + n \int_s^T \int_A U^n_r(a)^+ \lambda(da) dr$$

$$+ \int_s^T Z^n_r dW_r - \int_s^T \int_A U^n_r(a) \mu(dr, da), \quad 0 \leq s \leq T,$$

(4.16)

where $u^+ = \max(u, 0)$. It follows from a result in [23], Lemma 2.4, that there exists a unique solution $(Y^n, Z^n, U^n) \in \mathcal{S}^2 \times L^{2}(W) \times L^2(\mu)$ to (4.16), where we drop the dependence on $(t, x, a, \lambda, \mathbb{D}_\lambda)$. In that paper this result is proved by a classical argument in the theory of BSDE, namely a Picard iteration technique combined with a martingale representation theorem. This proof makes clear the following facts:

1. The process $Y^n_s$ is deterministic for $s \in [0, t]$. Indeed, denote by $\mathbb{F}^t = (\mathcal{F}_s^t)_{s \geq t}$ the completed filtration on $[t, \infty)$ generated by the restriction of the random measure $\mu$ to $(t, \infty) \times A$ and by the increments of the Wiener process $W$ on $(t, \infty)$. Then, recalling that $X_s = x(s)$ and $I_s = a$ for $s \in [0, t]$, one sees that $(X, I)$ is $\mathbb{F}^{t}$-progressive and that the BSDE (4.16) can
be solved on the time interval \([t, T]\) with respect to \(\mathbb{F}\). In particular it follows that \(Y^n_t\) is \(\mathcal{F}_t\)-measurable, hence deterministic. Setting, for \(s \in [0, t],\)

\[
Z^n_s = 0, \quad U^n_s(a) = 0, \quad Y^n_s = Y^n_t + \int_s^t f_r(x, a) \, dr,
\]

one obtains the solution to (4.16) on \([0, T]\), and \(Y^n_s\) \((s \in [0, T])\) is deterministic as claimed.

2. The law of the solution \((Y^n, Z^n, U^n)\), hence in particular the (deterministic) values of \(Y^n_s\), for \(s \in [0, T]\), is determined by the coefficients \(b, \sigma, f, g\) as well as the fixed elements \(T, \lambda, a, t, x\) and \(n\), but it does not depend on the particular choice of the probability space, the Wiener process and the Poisson process. Thus, \(Y^n_s\) \((s \in [0, t])\) has the same value if equation (4.16) is solved in another dual admissible control system \(\mathbb{D}_\lambda' = (\Omega', \mathcal{F}', \mathbb{P}', W', \mu')\), provided \(\mu'\) has \(\mathbb{P}'\)-compensator \(\lambda(da)dt\) with respect to the natural filtration generated by \((W', \mu')\).

We provide an explicit representation of the solution to the penalized BSDE in terms of a family of auxiliary dual control problems. For any \(n \geq 1\), let \(\mathcal{V}^n(\mathbb{D}_\lambda)\) denote the subset of elements \(\nu(\omega, a)\) in \(\mathcal{V}(\mathbb{D}_\lambda)\) valued in \((0, n]\). The following result is a slight modification of [13], Proposition 4.1.

**Lemma 4.8** We have for all \(n \geq 1\),

\[
Y^n_s = \operatorname{ess sup}_{\nu \in \mathcal{V}^n(\mathbb{D}_\lambda)} \mathbb{E}^{\nu}\left[ \int_s^T f_r(X, I_r) \, dr + g(X) \big| \mathcal{F}_s \right], \quad s \in [0, T], \quad \mathbb{P} - \text{a.s.} \tag{4.17}
\]

**Proof.** Fix \(n \geq 1\), and consider \((Y^n, Z^n, U^n)\) the solution to (4.16). For any \(\nu \in \mathcal{V}^n(\mathbb{D}_\lambda)\), let \(\mu'(ds, da) := \mu(ds, da) - \nu_u(a)\lambda(da)ds\) denote the \(\mathbb{P}'\)-compensated martingale measure of \(\mu\). It is shown in [13], Lemma 4.2 that for \(Z^n \in L^2(W)\) and \(U^n \in L^2(\mu)\), the processes

\[
\int_0^s Z^n_t \, dW_t, \quad \int_0^s \int_A U^n_t(a) \mu'(ds, da),
\]

are \(\mathbb{P}'\)-martingales. Therefore, by taking the conditional expectation \(\mathbb{E}^{\nu}\) given \(\mathcal{F}_s\) in (4.16), we obtain:

\[
Y^n_s = \mathbb{E}^{\nu}\left[ \int_s^T f_r(X, I_r) \, dr + g(X) \big| \mathcal{F}_s \right]
\]

\[
+ \mathbb{E}^{\nu}\left[ \int_s^T \int_A [nU^n_r(a)^+ - \nu^r(a)U^n_r(a)]\lambda(da)dr \big| \mathcal{F}_s \right], \quad s \in [0, T].
\]

From the elementary numerical inequality: \(nu^+ - \nu u \geq 0\) for all \(u \in \mathbb{R}, \nu \in [0, n]\), we deduce that

\[
Y^n_s \geq \operatorname{ess sup}_{\nu \in \mathcal{V}^n(\mathbb{D}_\lambda)} \mathbb{E}^{\nu}\left[ \int_s^T f_r(X, I_r) \, dr + g(X) \big| \mathcal{F}_s \right], \quad s \in [0, T].
\]

For \(\epsilon \in (0, 1)\), define \(\nu^\epsilon_s(a) = n1\{U^n_s(a)\geq 0\} + \epsilon1\{-1< U^n_s(a)<0\} - \epsilon U^n_s(a)^{-1}1\{U^n_s(a)\leq -1\}\). Then \(\nu^\epsilon \in \mathcal{V}^n(\mathbb{D}_\lambda)\), and we have

\[
nU^n_s(a)^+ - \nu^\epsilon_s(a)U^n_s(a) \leq \epsilon, \quad 0 \leq s \leq T,
\]
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so that

\[ Y^n_s \leq \mathbb{E}^\nu \left[ \int_s^T f_r(X, I_r) \, dr + g(X) |\mathcal{F}_s\right] + \epsilon T \lambda(A) \]

\[ \leq \operatorname{ess sup}_{\nu \in \mathcal{V}^n(\mathbb{P}_\lambda)} \mathbb{E}^\nu \left[ \int_s^T f_r(X, I_r) \, dr + g(X) |\mathcal{F}_s\right] + \epsilon T \lambda(A), \]

which is enough to conclude the proof. Note that we could not take \( \nu_s(a) = n 1_{\{U^n(a) \geq 0\}} \), since this process does not belong to \( \mathcal{V}^n(\mathbb{P}_\lambda) \) because of the requirement of strict positivity.

As a consequence of this explicit representation of the penalized BSDE, we obtain the following uniform estimate on the sequence \( (Y^n)_n \):

**Lemma 4.9** The sequence \( (Y^n)_n \) is monotonically increasing in \( n \), and we have

\[ \sup_{s \in [0,T]} |Y^n_s| \leq C \left( 1 + \sup_{s \in [0,T]} |X_s|^m \right), \quad \mathbb{P} - \text{a.s.} \]

for some constant \( C \) depending only on \( T, m \) and on the constants \( K_1, K_2 \) as defined in (H1), (H2).

**Proof.** Monotonicity follows from the formula for \( Y^n \) presented in Lemma 4.8, since \( \mathcal{V}^n(\mathbb{P}_\lambda) \subset \mathcal{V}^{n+1}(\mathbb{P}_\lambda) \). Then the inequality \( Y^n_s \leq Y^{n+1}_s \) holds \( \mathbb{P} \)-a.s. for all \( s \in [0,T] \) since these processes are càdlàg.

Below we denote by \( C \) a generic constant depending only on \( T, m, K_1, K_2 \), whose precise value may possibly change at each occurrence. Recalling the polynomial growth condition on \( f \) and \( g \) in (H2), it follows from Lemma 4.8 that

\[ |Y^n_s| \leq C \operatorname{ess sup}_{\nu \in \mathcal{V}^n(\mathbb{P}_\lambda)} \mathbb{E}^\nu \left[ 1 + \sup_{r \in [0,T]} |X_r|^m |\mathcal{F}_s\right], \quad s \in [0,T], \quad \mathbb{P} - \text{a.s.} \]

Next we note that standard estimates on the stochastic equation (3.2) satisfied by \( X \), based on the Lipschitz and linear growth conditions in (H1), lead for every \( s \in [0,T] \) to the inequality

\[ \mathbb{E}^\nu \left[ \sup_{r \in [s,T]} |X_r|^m |\mathcal{F}_s\right] \leq C \left( 1 + \sup_{r \in [0,s]} |X_r|^m \right), \quad \mathbb{P} - \text{a.s.} \]

which can be viewed as a conditional form of the estimate (2.4), and where the constant \( C \) can be chosen to be the same for every \( \nu \in \mathcal{V}(\mathbb{P}_\lambda) \). It follows that \( |Y^n_s|^2 \leq C \left( 1 + \sup_{r \in [0,s]} |X_r|^m \right), \quad \mathbb{P} \)-a.s. and the required conclusion follows immediately.

**Remark 4.3** In [13], uniform estimates for \( (Y^n) \) in \( S^2 \) are obtained in the general case where the generator \( f \) may also depend on \( Y^n, Z^n \), but under the assumption that there exists a solution to (3.5). Here, in our specific control case (which leads to the explicit formula (4.17)), one derives directly from Lemma 4.9 and (2.4) a uniform estimate for \( (Y^n) \) in \( S^2 \):

\[ \mathbb{E} \left[ \sup_{s \in [0,T]} |Y^n_s|^2 \right] \leq C \left( 1 + \|x\|_{\infty}^{2m} \right). \]
We are now in a position to complete the proof of Theorem 3.2.

End of the proof of Theorem 3.2.

• Lemma 4.9 corresponds to the statements of Lemma 3.1 and 3.2 in [13]. Following the same arguments used there, it can be proved that the sequence \((Y^n, Z^n, U^n, n \int_0^t \lambda(a) da)\) converges, in the sense specified in [13], Theorem 3.1, to the required minimal solution \((Y, Z, U, K)\) to the BSDE (3.5). Thus, for \(s \in [0, T]\), the value \(Y_s = \lim_{n \to \infty} Y^n_s\) inherits from \(Y^n_s\) the property of being deterministic, and not dependent on the choice of the set-up \(D_\lambda\).

• Since \(Y^n_s, X_s, I_s\) are deterministic for \(s \in [0, t]\), it follows from Lemma 4.8 that

\[
Y^n_t = \sup_{\nu \in \mathcal{V}^n_n(\mathcal{D}_\lambda)} \mathbb{E}'\left[ \int_t^T f_s(X, I_s) ds + g(X) \right].
\]

By sending \(n\) to infinity, this shows that

\[
Y_t = \lim_{n \to \infty} Y^n_t = \sup_{\nu \in \mathcal{V}(\mathcal{D}_\lambda)} \mathbb{E}'\left[ \int_t^T f_s(X, I_s) ds + g(X) \right] = v^*_t(t, x, a, \lambda, \mathcal{D}_\lambda). \tag{4.18}
\]

Indeed, since \(\mathcal{V}^n_n(\mathcal{D}_\lambda) \subset \mathcal{V}(\mathcal{D}_\lambda)\), we have \(\lim_{n \to \infty} Y^n_t \leq v^*_t(t, x, a, \lambda, \mathcal{D}_\lambda)\). To prove the opposite inequality, take any \(\nu \in \mathcal{V}(\mathcal{D}_\lambda)\) and define \(v^*_t(a) = v_t(a) \wedge n\). By similar arguments to those used in the proof of equality (4.12), one can show that for \(n \to \infty\)

\[
\mathbb{E}'\left[ \int_t^T f_s(X, I_s) ds + g(X) \right] \rightarrow \mathbb{E}'\left[ \int_t^T f_s(X, I_s) ds + g(X) \right],
\]

which implies that \(\lim_{n \to \infty} Y^n_t \geq v^*_t(t, x, a, \lambda, \mathcal{D}_\lambda)\) since \(\nu\) is arbitrary in \(\mathcal{V}(\mathcal{D}_\lambda)\), and thus the equality (4.18). This shows in particular that \(v^*_t\) does not depend on the choice of \(\mathcal{D}_\lambda\), and so is equal to \(v^*_2\). Moreover, by combining with the result of Theorem 3.1, we obtain that \(Y_t\) represents also the value \(v(t, x)\) of the original control problem. □

A Appendix: some facts on random measures and their compensators

We first recall the following fact, used in the previous sections.

**Proposition A.1** Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space endowed with two filtrations \((\mathcal{F}_t)\), \((\mathcal{K}_t)\), such that \(\mathcal{F}_\infty\) and \(\mathcal{K}_\infty\) are independent. Let \((T_n, \alpha_n)_{n \geq 1}\) be a marked point process with respect to \((\mathcal{F}_t)\) and \((S_n, \beta_n)_{n \geq 1}\) a marked point process with respect to \((\mathcal{K}_t)\). Denote \(\mu = \sum_{n \geq 1} \delta(T_n, \alpha_n)\), \(\kappa = \sum_{n \geq 1} \delta(S_n, \beta_n)\) the associated random measures, and \(\tilde{\mu}(dt, da), \tilde{\kappa}(dt, da)\) the respective \((\mathcal{F}_t)\)- and \((\mathcal{K}_t)\)-compensators. Finally assume that the processes have no common jumps.

Then the random measure \(\mu + \kappa\) admits \(\tilde{\mu}(da dt) + \tilde{\kappa}(da dt)\) as a \((\mathcal{F}_t \vee \mathcal{K}_t)\)-compensator.

The rest of this section is devoted to a technical result, stated below as Lemma A.2, that was used in the proof of Lemma 4.3.

We recall that in our paper we require \(A\) to be a Lusin space, and we denote by \(\mathcal{B}(A)\) its Borel \(\sigma\)-algebra.

**Lemma A.1** Let \(q(b, da)\) be a transition kernel on the Lusin space \(A\). Then there exists a function \(q : A \times [0, 1] \rightarrow A\), measurable with respect to \(\mathcal{B}(A) \otimes \mathcal{B}([0, 1])\) and \(\mathcal{B}(A)\), such that for
every \( b \in A \), the measure \( B \mapsto q(b, B) \) \((B \in \mathcal{B}(A))\) is the image of the Lebesgue measure on \([0,1]\) under the mapping \( u \mapsto q(b,u)\); equivalently,
\[
\int_A k(a) q(b, da) = \int_0^1 k(q(b,u)) \, du,
\]
for every nonnegative measurable function \( k \) on \( A \).

**Proof.** When \( A \) is a separable complete metric space (in particular, when \( A \) is the unit interval \([0,1]\)) the result is known and follows from a construction of Skorohod: see e.g. [26], Theorem 3.1.1. The general case reduces to this one, since it is known that any Lusin space is either finite or countable (with the discrete topology) or isomorphic, as a measurable space, to the interval \([0,1]\); see e.g. [1], Corollary 7.16.1.

From the lemma, it follows that if \( U \) is a random variable defined on some probability space and having uniform law on \([0,1]\) then, for fixed \( b \in A \), the random variable \( q(b,U) \) has law \( q(b,da) \) on \( A \). The use of the same letter \( q \) should not be a source of confusion.

Now let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space with a filtration \((\mathcal{F}_t)\), let \((T_n, \alpha_n)_{n \geq 1}\) be a marked point process in \( A \), with respect to \((\mathcal{F}_t)\), and let \( \mu = \sum_{n \geq 1} \delta_{(T_n, \alpha_n)} \) the corresponding random measure. Assume that we can find sequences \((U_n)_{n \geq 1}\), \((S_n)_{n \geq 1}\) of real random variables defined on \( \Omega \) and satisfying the following conditions:

1. every \( U_n \) is uniformly distributed on \([0,1]\);
2. every \( S_n \) admits a density (denoted \( f_n(t) \)) with respect to the Lebesgue measure, and we have \( 0 < S_1 < S_2 < S_3 < \ldots < \infty \);
3. the random variables \( U_n, S_k \) \((n,k \geq 1)\) are independent, and independent of \( \mathcal{F}_\infty \).

Define
\[
R_n = T_n + S_n, \quad \beta_n = q(\alpha_n, U_n), \quad n \geq 1,
\]
and set \( R_0 = 0 \). Since we assume \( S_n < S_{n+1} \) we see that \((R_n, \beta_n)_{n \geq 1}\) is a marked point process in \( A \). Let \( \kappa = \sum_{n \geq 1} \delta_{(R_n, \beta_n)} \) denote the corresponding random measure, and \((\mathcal{F}_s^\kappa)\) the corresponding natural filtration. Finally set \( \mathcal{H}_t = \mathcal{F}_t \vee \mathcal{F}_s^{\kappa} \). We wish to compute the compensator \( \tilde{\kappa} \) of \( \kappa \) with respect to the filtration \( \mathbb{H} = (\mathcal{H}_t) \). We use the notation \( F_n(s) = \int_{-\infty}^s f_n(t) \, dt \) and the convention \( \frac{f_n(s)}{F_n(s)} = 0 \) if \( F_n(s) = 1 \).

**Lemma A.2** With the previous assumptions and notations, the compensator of the random measure \( \kappa \) with respect to \((\mathcal{H}_t)\) is given by the formula
\[
\tilde{\kappa}(dt, da) = \sum_{n \geq 1} 1_{(T_n \lor R_{n-1}, R_n]}(t) \, q(\alpha_n, da) \, \frac{f_n(t - T_n)}{1 - F_n(t - T_n)} \, dt.
\]

**Proof.** Let us first check that \( \tilde{\kappa}(dt, da) \), defined by the formula above, is an \((\mathcal{H}_t)\)-predictable random measure. We note that \( T_n \lor R_{n-1} \) and \( R_n \) are \((\mathcal{H}_t)\)-stopping times and that \( \alpha_n \) and \( \frac{f_n(t - T_n)}{1 - F_n(t - T_n)} \) are \( \mathcal{F}_{T_n} \)-measurable and hence \( \mathcal{F}_{T_n \lor R_{n-1}} \)-measurable. It follows that for every \( C \in \mathcal{B}(A) \) the process
\[
1_{(T_n \lor R_{n-1}, R_n]}(t) \, q(\alpha_n, C) \, \frac{f_n(t - T_n)}{1 - F_n(t - T_n)}
\]
is \((\mathcal{H}_t)\)-predictable and finally that \( \tilde{\kappa}(dt, da) \) is an \((\mathcal{H}_t)\)-predictable random measure.
To prove the Lemma we need now to verify that for every positive \( \mathcal{P}(\mathcal{H}) \otimes \mathcal{B}(A) \)-measurable random field \( H_t(\omega, a) \) we have
\[
\mathbb{E}\left[ \int_0^\infty \int_A H_t(a) \kappa(\omega, a) \, dt \, da \right] = \mathbb{E}\left[ \int_0^\infty \int_A H_t(a) \bar{\kappa}(\omega, a) \, dt \, da \right].
\]
Since \( \mathcal{H}_t = \mathcal{F}_t \cup \mathcal{F}^c_t \), by a monotone class argument it is enough to consider \( H \) of the form
\[
H_t(\omega, a) = H^1_t(\omega)H^2_t(\omega)k(a),
\]
where \( H^1 \) is a positive \( \mathcal{F}_t \)-predictable random process, \( H^2 \) is a positive \( \mathcal{F}^c_t \)-predictable random process and \( k \) is a positive \( \mathcal{A} \)-measurable function. Since \( \mathcal{F}^c_t \) is the natural filtration of \( \kappa \), by a known result (see e.g. [11] Lemma (3.3)) \( H^2 \) has the following form:
\[
H^2_t = b_1(t)1_{(0,R_1]}(t) + b_2(\beta_1, R_1, t)1_{(R_1,R_2]}(t) + b_3(\beta_1, \beta_2, R_1, R_2, t)1_{(R_2,R_3]}(t) + \ldots + b_n(\beta_1, \ldots, \beta_{n-1}, R_1, \ldots, R_{n-1}, t)1_{(R_{n-1},R_n]}(t) + \ldots,
\]
where each \( b_n \) is a positive measurable deterministic function of \( 2n - 1 \) real variables. Since
\[
\mathbb{E}\left[ \int_0^\infty \int_A H_t(a) \kappa(\omega, a) \, dt \, da \right] = \mathbb{E}\left[ \sum_{n \geq 1} H_{R_n}(\beta_n) \right]
\]
to prove the thesis it is enough to check that for every \( n \geq 1 \) we have the equality
\[
\mathbb{E}\left[ H_{R_n}(\beta_n) \right] = \mathbb{E}\left[ \int_0^\infty \int_A H_t(a) q(\alpha_n, a) \frac{f_n(t - T_n)}{1 - F_n(t - T_n)} 1_{T_n \wedge R_{n-1} < t \leq R_n} \, dt \right],
\]
which can also be written
\[
\mathbb{E}\left[ H_{R_n} b_n(\beta_1, \ldots, \beta_{n-1}, R_1, \ldots, R_{n-1}, R_n) k(\beta_n) \right] = \\
\mathbb{E}\left[ \int_0^\infty \int_A H^1_t b_n(\beta_1, \ldots, \beta_{n-1}, R_1, \ldots, R_{n-1}, t) k(a) q(\alpha_n, a) \frac{f_n(t - T_n)}{1 - F_n(t - T_n)} 1_{T_n \wedge R_{n-1} < t \leq R_n} \, dt \right].
\]
We use the notation
\[
K_n(t) = H^1_t b_n(\beta_1, \ldots, \beta_{n-1}, R_1, \ldots, R_{n-1}, t)
\]
to reduce the last equality to
\[
\mathbb{E}\left[ K_n(R_n) k(\beta_n) \right] = \mathbb{E}\left[ \int_0^\infty \int_A K_n(t) k(a) q(\alpha_n, a) \frac{f_n(t - T_n)}{1 - F_n(t - T_n)} 1_{T_n \wedge R_{n-1} < t \leq R_n} \, dt \right]. \tag{A.1}
\]
By the definition of \( R_n \) and \( \beta_n \), we have \( \mathbb{E}[K_n(R_n) k(\beta_n)] = \mathbb{E}[K_n(T_n + S_n) k(q(\alpha_n, U_n))] \). As noted above, since \( U_n \) has uniform law on \((0,1)\), the random variable \( q(b,U_n) \) has law \( q(b,da) \) on \( A \), for any fixed \( b \in A \). Recalling that \( S_n \) has density \( f_n \) and noting that \( U_n \), \( S_n \) and \( (\mathcal{F}_\infty, \beta_1, \ldots, \beta_{n-1}, R_1, \ldots, R_{n-1}) \) are all independent we obtain
\[
\mathbb{E}\left[ K_n(R_n) k(\beta_n) \right] = \mathbb{E}\left[ \int_0^\infty \int_A K_n(T_n + s) k(a) q(\alpha_n, a) f_n(s) \, ds \right]. \tag{A.2}
\]
Using again the independence of \( S_n \) and \( (\mathcal{F}_\infty, \beta_1, \ldots, \beta_{n-1}, R_1, \ldots, R_{n-1}) \) we also have
\[
\mathbb{E}\left[ \int_0^\infty \int_A K_n(T_n + s) k(a) q(\alpha_n, a) \frac{f_n(s)}{1 - F_n(s)} 1_{S_n \geq s} \, ds \right] = \\
\mathbb{E}\left[ \int_0^\infty \int_A K_n(T_n + s) k(a) q(\alpha_n, a) \frac{f_n(s)}{1 - F_n(s)} \mathbb{P}(S_n \geq s) \, ds \right]
\]
and since $\mathbb{P}(S_n \geq s) = \int_s^\infty f_n(r) \, dr = 1 - F_n(s)$, this coincides with the right-hand side of (A.2).

By a change of variable we arrive at the equality

$$
\mathbb{E}[K_n(R_n)k(\beta_n)] = \mathbb{E}\left[\int_0^\infty \int_A K_n(t) k(a) q(\alpha_n, da) \frac{f_n(t-T_n)}{1 - F_n(t-T_n)} 1_{S_n \geq t-T_n} \, dt\right]
= \mathbb{E}\left[\int_0^\infty \int_A K_n(t) k(a) q(\alpha_n, da) \frac{f_n(t-T_n)}{1 - F_n(t-T_n)} 1_{S_n < t \leq R_n} \, dt\right].
$$

(A.3)

We finally claim that

$$f_n(t-T_n) 1_{T_n < t \leq R_n} = f_n(t-T_n) 1_{T_n \lor R_{n-1} < t \leq R_n}, \quad \mathbb{P} \otimes dt \text{ a.s.}$$

If we can prove the claim, we conclude that (A.3) coincides with (A.1) and the proof will be finished. To prove the claim, we show that the following integral is zero:

$$
\mathbb{E}\left[\int_0^\infty f_n(t-T_n) 1_{T_n < t \leq R_n - 1 \lor R_{n-1} < t \leq R_n} \, dt\right] = \mathbb{E}\left[\int_0^\infty f_n(t-T_n) 1_{T_n < t \leq T_n \lor R_{n-1}} \, dt\right].
$$

(A.4)

Since $T_n \lor R_{n-1} = T_n \lor (T_{n-1} + S_{n-1}) \leq T_n \lor (T_n + S_{n-1}) = T_n + S_{n-1}$, the right-hand side of (A.4) is smaller or equal to

$$
\mathbb{E}\left[\int_0^\infty f_n(t-T_n) 1_{T_n < t \leq T_n + S_{n-1}} \, dt\right] = \mathbb{E}\left[\int_0^\infty f_n(s) 1_{s \leq S_{n-1}} \, ds\right] = \mathbb{E}\left[\int_0^\infty f_n(s) \, ds\right] = \mathbb{E}\left[1_{S_n \leq S_{n-1}}\right] = 0.
$$
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