AXIALLY SYMMETRIC PERTURBATIONS OF KERR BLACK HOLES II: BOUNDARY BEHAVIOUR OF THE DYNAMICS IN THE ORBIT SPACE

NISHANTH GUDAPATI

ABSTRACT. In a previous work, we constructed a positive-definite total energy functional for the axially symmetric linear perturbative theory of Kerr black hole spacetimes. That work is based on the dimensional reduction of dynamical axisymmetric spacetimes into 2+1 Einstein-wave map system. In the construction of the positive-definite energy, various dynamical terms, at the boundary of the orbit space, critically occur.

In this work, after setting up the initial value problem in harmonic coordinates, we prove that the positive energy for the axially symmetric linear perturbative theory of Kerr black holes is strictly conserved in time, by establishing that all the boundary terms dynamically vanish for all times. This result implies a form of dynamical linear stability of Kerr black holes.

1. BACKGROUND AND MOTIVATION FOR THIS ARTICLE

In any dynamical physical theory, the concept of energy plays a fundamental role in the analysis of stability of its solutions. For instance, in the Lyapunov theory of stability, the notion of energy, its positive-definiteness and its dynamical behaviour act as important basis for various notions of stability. Likewise, PDE techniques are typically based on a conserved and positive energy.

As we discussed in our previous work [24], the stability of Kerr black hole spacetimes is an important open problem in the mathematical studies of the Einstein general theory of relativity. A major obstacle in the Kerr black hole stability problem is that energy of fields propagating in the Kerr black hole spacetimes is typically not positive-definite, due to the ergo-region, that always surrounds the Kerr black hole with non-vanishing angular-momentum.

In that work (hereinafter referred to as ‘part I’) we constructed a positive-definite ‘bulk’ Hamiltonian energy functional for the axially symmetric linear perturbative theory of Kerr black hole spacetimes for the entire subextremal range (|a| < M); and the associated Lagrangian and Hamiltonian variational
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principles. This construction is relevant because it seeks to overcome the aforementioned obstacle in the Kerr black hole stability problem.

We used a special ‘Weyl-Papapetrou’ gauge that provides additional structure in Einstein’s equations for general relativity:

\[ R_{\mu\nu} = 0, \quad \mu, \nu = 0, 1, 2, 3 \quad (\bar{M}, \bar{g}) \]  

when the 3 + 1 Lorentzian spacetime \((\bar{M}, \bar{g})\) admits a rotational isometry:

\[ \bar{g} = |\Phi|^{-1} g + |\Phi|(d\phi + A_\nu dx^\nu)^2, \quad \nu = 0, 1, 2 \quad \text{(Weyl-Papapetrou gauge)} \]  

where \(g\) is the Lorentzian metric on the orbit space \(M := \bar{M}/SO(2)\). \(A, g\) are independent of the parameter \(\phi\) corresponding to the rotationally symmetric Killing vector \(\Phi := \partial_\phi\), whose spacetime norm squared is represented as \(|\Phi|\).

The effects of the geometry of the Kerr black hole spacetime manifest themselves in the Kerr black hole stability problem in a fundamental way. In particular, as a result of the ergo-region the perturbations (scalar wave, Maxwell and linearized gravity) do not necessarily have a positive-definite and conserved energy. This significantly limits the immediate use of the standard PDE techniques in establishing the boundedness and asymptotic decay of the perturbations.

A standard technique to construct a positive-definite energy functional is to consider an energy current from the linear combination of the time-translational \(\partial_t\) and rotational \(\partial_\phi\) vector fields:

\[ \partial_t + \chi \partial_\phi. \]  

In view of the fact that the corresponding energy is not necessarily conserved, a separate, intricate Morawetz spacetime integral estimate is needed to control this energy in time. Moreover, these methods are suitable for small angular-momentum \(|a| \ll M\).

In our previous work, we constructed a positive-definite ‘regularized’ Hamiltonian energy \(H_{\text{Reg}}\) for the linear perturbative theory of Kerr black hole spacetimes, that holds for the entire subextremal range \(|a| < M\) of the (background) Kerr black hole spacetimes. We refer the reader to the part I for the general context of our results.

In our method, the construction of a positive-definite and conserved energy for the axially symmetric perturbations of the Kerr metric is based on the dimensional reduction of the 3 + 1 spacetime \((\bar{M}, \bar{g})\) in the Weyl-Papapetrou gauge (2). In the Weyl-Papapetrou gauge the vacuum Einstein equations can be represented as

\[ E_{\alpha\beta} = T_{\alpha\beta}, \]  

\[ \Box_g U^A + \Gamma^A_{BC} g^{\alpha\beta} \partial_{\alpha} U^A \partial_{\beta} U^B = 0, \quad (M, g) \]
where $T$ is the energy-momentum tensor

$$T_{\alpha\beta} := (\partial_\alpha U, \partial_\beta U)_h - \frac{1}{2} g_{\alpha\beta} (\partial^\rho U, \partial_\rho U)_h$$  \hspace{1cm} (6)$$

of the wave map $U : (M, g) \rightarrow (N, h)$ the target $N$ is the negatively curved hyperbolic 2-plane $\mathbb{H}^2$, $E_{\alpha\beta} := R_{\alpha\beta} - R g_{\alpha\beta}, \alpha\beta = 0, 1, 2$ are the Einstein tensor, Ricci tensor and the scalar curvature of the orbit space $(M, g)$ and $\Box_g := (g) \nabla^a(g) \nabla_a$ is the covariant wave operator. In the construction of the energy, we use the linearization stability methods, whose ideas were originally developed in a different context. Using the ‘alternative’ Hamiltonian constraints,

$$H'^{\text{Alt}} := \bar{\mu}_q (2\Delta_0 \nu' + h_{AB}(U) U'^B (\Delta_0 U^A + (h) \Gamma_{BCD}^A h_{ab} U^B \partial_a U^C))$$  \hspace{1cm} (7)$$

and identities of the form

$$\frac{1}{2} \partial_{U^C} h_{AB} q^{ab} \partial_a U^A \partial_b U^B + h_{AB}(U) q_{ab} \partial_a U'^A \partial_b U^B$$

$$= h_{AB} U'^B (\Delta_q U'^A + (h) \Gamma_{C}^{A} q^{ab} \partial_a U^C \partial_b U^D)$$  \hspace{1cm} (8)$$

and

$$H'^{\text{Alt}} := \bar{\mu}_q^{-1} (2e^{-2\nu} \| \nu' \|^2_{q_0} - \tau'^{0} e^{2\nu} \bar{\mu}^{0} + p'^{A}$$

$$- \bar{\mu}_q h_{AB} U'^B (h) \Delta U'^A + R_{BCD}^{A} q_{ab} \partial_a U^B \partial_b U^C U'^D)$$  \hspace{1cm} (9)$$

with further transformations like

$$\nabla_a (h_{AB} U'^B (h) \nabla^a U'^A) - h_{AB} U'^B (h) \nabla_a (h) \nabla^a U'^A$$

$$= h_{AB} q^{ab} \nabla_a U'^A (h) \nabla_b U'^B, \ (\Sigma, q),$$  \hspace{1cm} (10)$$

we constructed a positive-definite ‘regularized’ Hamiltonian $H^{\text{Reg}}$

$$H^{\text{Reg}} := \int_{\Sigma} e^{\text{Reg}} d^2 x.$$  \hspace{1cm} (11)$$

$$e^{\text{Reg}} := N \mu_q^{-1} e^{-2\nu} \left( \| \nu' \|^2_{q_0} + \frac{1}{2} p'^{A} p'^{A} \right) + \frac{1}{2} N \mu_q q_{0}^{ab} h_{AB}(U) (h) \nabla_a U'^A (h) \nabla_b U'^B$$

$$- \frac{1}{2} N \mu_q q_{0}^{ab} h_{AE}(U) U'^A (h) R_{BCD}^{E} \partial_a U^B \partial_b U^C U'^D$$  \hspace{1cm} (12)$$

where $(U^A, p_A)$ are the elements of the wave map phase space $X_{WM}^{'} := \{(U^A, p_A), A \text{ is the index on the Riemannian target } (\mathbb{H}^2, h) \}$ and $(U'^A, p'_A)$ are the elements of the perturbed wave map phase space $X_{WM}^{'} := \{(U'^A, p'_A)\}$, $U'^A$ are now the elements of the tangent bundle of the target $(\mathbb{H}^2, h)$. In the construction of the ‘regularized’ energy, we fundamentally used the fact
(N,0)^T is the kernel of the adjoint of the dimensionally reduced constraint map. In view of the fact that the aforementioned kernel is one dimensional, we demonstrated that this is the unique choice to construct an energy functional. Our construction holds for any gauge on the target and also holds for the toroidal perturbations of higher-dimensional black holes \(^1\). If we restrict to a special gauge on the target

\[ h = 4d\gamma + e^{-4\gamma}d\omega^2 \]  

where the variables \((\gamma, \omega, p, r)\) are the elements of the wave map phase space \(X := \{(\gamma, p), (\omega, r)\}\) in the chosen gauge of the target metric \(h\). Likewise, \((\gamma', \omega', p', r')\) are the elements of the perturbed phase space \(X' := \{(\gamma', p'), (\omega', r')\}\) for the background Kerr metric. Firstly, an energy functional can be constructed as follows

\[
E^{\text{Alt}} = \int_{\Sigma} N \bar{\mu} q_{ab} \left( 4 \partial_a \gamma' \partial_b \gamma' + e^{-4\gamma} \partial_a \omega' \partial_b \omega' + 8 e^{-4\gamma} \gamma'^2 \partial_a \omega \partial_b \omega - 8 e^{-4\gamma} \gamma' \partial_a \omega \partial_b \omega' \right) \\
+ \partial_a (N \bar{\mu} q_{ab} (-2 e^{-4\gamma} \partial_a \gamma \omega' + e^{-4\gamma} \omega' + 4 e^{-4\gamma} \gamma' \partial_a \omega)) \\
+ \frac{1}{2} \bar{\mu}_q e^{-4\gamma} L_1 (e^{-2\gamma} \omega') + \bar{\mu}_q L_1 (-4 \gamma' \omega') \\
= \int_{\Sigma} N \bar{\mu} q_{ab} (1) V_a (1) V_b + (2) V_a (2) V_b + (3) V_a (3) V_b,  
\]

where,

\[
(1) V_a = 2 \partial_a \gamma' + e^{-4\gamma} \omega' \partial_a \omega,  
\]

\[
(2) V_a = - \partial_a (e^{-2\gamma} \omega') + 2 e^{-2\gamma} \gamma' \partial_a \omega,  
\]

\[
(3) V_a = 2 \partial_a \gamma' - 2 \gamma' \partial_a \omega ,  
\]

and

\[
L_1 := e^{-2\gamma} (\partial_b (N \bar{\mu} q_{ab} \partial_a \gamma) + N e^{-4\gamma} \bar{\mu} q_{ab} \partial_a \omega \partial_b \omega) \\
L_2 := - \partial_b (N \bar{\mu} q_{ab} e^{-4\gamma} \partial_a \omega)  
\]

As it is evident from the above, this Hamiltonian has a indefinite sign and the effect of the ergo region is evident in this formula. We can construct a positive-definite energy functional for the perturbation theory of Kerr metric using a generalization of the Carter’s identity:

\[
E^{\text{Alt}} = \int_{\Sigma} N \bar{\mu} q_{ab} \left( 4 \partial_a \gamma' \partial_b \gamma' + e^{-4\gamma} \partial_a \omega' \partial_b \omega' + 8 e^{-4\gamma} \gamma'^2 \partial_a \omega \partial_b \omega - 8 e^{-4\gamma} \gamma' \partial_a \omega \partial_b \omega' \right) \\
+ \partial_a (N \bar{\mu} q_{ab} (-2 e^{-4\gamma} \partial_a \gamma \omega' + e^{-4\gamma} \omega' + 4 e^{-4\gamma} \gamma' \partial_a \omega)) \\
+ \frac{1}{2} \bar{\mu}_q e^{-4\gamma} L_1 (e^{-2\gamma} \omega') + \bar{\mu}_q L_1 (-4 \gamma' \omega') \\
= \int_{\Sigma} N \bar{\mu} q_{ab} (1) V_a (1) V_b + (2) V_a (2) V_b + (3) V_a (3) V_b,  
\]

It should be pointed out that a positive-definite energy functional for axially symmetric perturbations was first constructed by Dain-de Austria for the extremal \(|a| = M\) Kerr black hole spacetimes. This work, which is

\(^1\)which admit a dimensional reduction to Einstein-wave system
based on the Brill mass formula, uses the original Carter’s identity (with \( N = \rho \)).

The work [41] deals with the Kerr-Newman (for the entire subextremal range \(|a|, |Q| < M\)) dynamical stability problem within Einstein-Maxwell system of equations and uses a generalization of the Robinson’s identity. In addition to the construction of a positive-definite and conserved energy for the Kerr-Newman stability problem, this work comprehensively deals with several peripheral aspects of this problem. The current work on Kerr black holes was developed parallelly and intended for mathematics audience.

The problem of construction of a positive-definite and conserved energy for axially symmetric Maxwell fields on Kerr black holes is a non-trivial one. Indeed, whether the Maxwell fields admit a positive-definite and conserved energy, analogous to an axially symmetric linear scalar field, was an open problem until it was first resolved in [41] (Section 2; see also [23, 25]). Interestingly, it appears that this energy functional follows as a special case of the Kerr-Newman black hole stability problem, rather than that of Kerr black holes.

Following the use of the Carter-Robinson identities for the sub-extremal case, there was still the lingering question of why do these transformations magically solve the issues of the ergo-region and the positivity and conservation of energy in the stability theory of Kerr and Kerr-Newman black holes, even in the axially symmetric case, which as we just discussed is nontrivial because the energy density can in principle be locally negative. Our results in [24] demonstrate that the reason for these transformations holding in such a way that one can obtain positivity and yet preserve the ‘symplectic structure’, is not ‘by fluke’, but that there are well-defined geometric and variational underlying structures, namely, the covariant (in target) nature of the dimensionally reduced system, the negative curvature of the target and the linearization stability methods. In the context of the black hole uniqueness theorems, the associated generalizations of Carter-Robinson identities were constructed by Bunting and Mazur. We adapted these results for our present problem of (dynamical) black hole stability in the aforementioned work [24].

In the process of construction of such a positive-definite Hamiltonian energy, we pick up several boundary terms, at various stages. From both conceptual and technical perspectives these boundary terms play an important role in our dynamical stability problem. These issues do not arise in the corresponding black hole uniqueness theorems of stationary black holes. For the convenience of the reader, let us elaborate on why it is fundamental to

\(^2\)It is indeed remarkable that the rather ingenious identity of Carter (Robinson for the Einstein-Maxwell case) that was seemingly constructed from ‘trail and error’, would later have a natural geometric interpretation

\(^3\)these results also hold for higher dimensional black holes and have been used for black hole uniqueness theorems in higher dimensions (see [27])
rigorously understand the behaviour of these boundary terms and provide a motivation for this article.

As we already remarked, there is a possibility that the energy density in the original construction can be made to be locally negative. The positive-definite energy is constructed using the transformations that involve boundary terms from a Hamiltonian energy with an indefinite sign, while preserving the ‘bulk’ Hamiltonian structure of the equations. Therefore, in our argument it is fundamental to rule out the ‘negativity’ or the ambiguity of sign does not ‘secretly get hidden’ in a plethora of boundary terms that occur in both the Carter-Robinson type identities and the linearization stability methods.

In the usual PDE theory, we perform a variation with respect to smooth compactly supported $C_0^\infty$ ‘test functions’ to evaluate the field equations and understand the critical points. However, in the Einstein equations one cannot ignore the boundary terms, because they can have a physical and geometric interpretation.

From the perspective of calculus of variations, a positive-definite second variation mass-energy corresponds to the mass of the Kerr black hole being a minimizer, for fixed angular momentum, in the space of admissible metrics. This interpretation combines well with the mass-angular momentum inequalities for axisymmetric spacetimes [11]. However, as we already discussed, the boundary terms cannot be ignored in this interpretation.

Most PDE techniques in establishing the uniform boundedness and decay, work at their natural best if there exists a positive-definite and (strictly) conserved energy, that goes together with the evolution of the PDEs. In case there exists a residual, dynamically non-vanishing surface integral (especially with an indefinite sign), together with a positive-definite ‘bulk’ Hamiltonian (11) (12), then this could significantly impede the efficacy of our positive-definite ‘bulk’ Hamiltonian (11) (12) in PDE methods that establish uniform-boundedness and decay.

The Weyl-Papapetrou gauge (2), although it plays a fundamental role in the construction of our bulk Hamiltonian energy (11) (12), presents significant regularity issues at the axes and at the infinity. This is due to the behaviour of the rotationally symmetric Killing vector field i.e., $|\Phi|^{-1}$ blows up at the axes $\Gamma$ and $|\Phi|$ blows up at the infinity $i^0$. These expressions routinely occur in our formulas due to the form of the Weyl-Papapetrou gauge (2). It may be noted that these regularity issues manifest themselves in the form of boundary terms that occur precisely at these boundaries $\Gamma, i^0$ and $\mathcal{H}^+$.  

The Einstein equations in the Weyl-Papapetrou gauge are not purely hyperbolic in nature. In particular, the Weyl-Papapetrou gauge has coupled elliptic-hyperbolic PDE structure. This causes gauge-related causality issues. Even if we start with a compactly supported initial data, away from the boundaries $\Gamma, i^0, \mathcal{H}^+$, thereby ensuring the regularity and the vanishing of boundary flux integrals initially, it is not necessary that the fields stay
compacty supported at later times. In other words, ‘pure gauge’ perturbations and the associated boundary terms, can ‘kick-in’ in the asymptotic regions, away from the causal future of the support of initial data, at later times, thus affecting the boundary behaviour of the dynamics.

On account of the boundary related issues and complications mentioned above, the question whether the Weyl-Papapetrou gauge is even compatible with the axially symmetric evolution problem of the Einstein equations can legitimately arise. In this work, we shall provide a favourable answer to this question. We explain how we overcome these complications and discuss our methods in the following.

We formulate the initial value problem of the linearized Einstein equations in the harmonic gauge and transform the solutions to the Weyl-Papapetrou gauge. In the harmonic gauge, the constraints and the gauge condition propagate in time automatically, as long they are satisfied on the initial data. Indeed, in the harmonic gauge the linearized Einstein equations system is purely a hyperbolic system of equations, which in turn implies propagation of regularity and causality, from standard theory of hyperbolic PDE. We take advantage of the global regularity in harmonic gauge including at the axes and infinity in harmonic gauge. We would like to point out that, when we make such gauge transformations, we can lose regularity but in our construction we show in fact that there exists a $(C^\infty)$-diffeomorphism. In our work, we also construct a variational formulation of the linearized Einstein equations in harmonic gauge, which may be of independent interest and fit well with the theme of our approach.

In view of such conceptual and technical subtleties, the ‘safest’ way to prove that the positive-energy $H^{\text{Reg}}$ we constructed is strictly conserved is to use the argument that the time-derivative of the energy $H^{\text{Reg}}$ vanishes dynamically in time. In other words, as we have already shown that the time derivative of the energy density $e^{\text{Reg}}$ is a pure spatial divergence (a fact that is associated to $(N,0)^{T}$ being the kernel of the adjoint of the dimensionally reduced constraint map):

\begin{equation}
(J^t)^{\text{Reg}} := e^{\text{Reg}}
\end{equation}

\begin{equation}
(J^b)^{\text{Reg}} := N^2 e^{-2\nu} (q_0^{ab} p_A \partial_a U^t A) + U^t A \mathcal{L}_N (N \bar{\mu} q_0^{ab} \bar{\mu} \partial_a \partial_b)
\end{equation}

\begin{equation}
\mathcal{L}_N (N) (2\bar{\mu} q_0^{ab} \partial_a N) + 2\mathcal{L}_N \nu \bar{\mu} q^{ab} \partial_a N - 2N^b \bar{\mu} q^{bc} \partial_b \partial_c N,
\end{equation}

where $J^{\text{Reg}}$ is a divergence-free vector field density, we need to prove that the fluxes of $J^b$ at the boundaries vanish dynamically in time.
Using Fredholm theory and that transverse-traceless 2–tensors vanish \(^4\) for our geometry and topology, we reduce the elliptic operators into conformal Killing operators. Furthermore, benefiting from conformal invariance of these operators, we reduce the elliptic operators into (tensorial) Poisson equations. We are then able to obtain the desired decay rates of the fields using both the fundamental solution and Fourier methods.

In the fundamental solution approach, we construct regularity and decay rate in our orbit space geometry, using the method of images in such a way that the total ‘charge’ of the source is zero. In the Fourier methods, the regularity conditions imply that the frequency corresponding to the logarithmic blow up of the solution does not occur. In both methods, we recover a faster decay rate than for the usual Poisson equation in two dimensions. This faster decay rate, in contrast to the translational symmetric dimensional reduction, plays a fundamental role in our work.

The diffeomorphism invariance of the Einstein equations allow us the gauge-freedom. In the 3 + 1 (vis-à-vis 2 + 1) picture, this gauge freedom is reflected in terms of the ‘lapse’ and the ‘shift’ vector field. After fixing the gauge, we estimate the behaviour of gauge dependent quantities in the asymptotic regions where the perturbations are assumed to be pure gauge, starting from the independent wave map phase space variables and then moving on to dependent phase space variables.

Following the estimates on the fundamental phase space variables, we estimate the fluxes of each of the quantities in \(J^b\) term by term and we prove that regularity holds and that they dynamically vanish at all the three boundaries \(\Gamma, t^0\) and \(\mathcal{H}^+\), including at the corner \(\Gamma \cap \mathcal{H}^+\).

In establishing the boundary behaviour of these terms, we pay special attention to the quantity \(\nu\) that is related to a conformal factor. We note that \(\nu'\) does not transform like a scalar. This result may be of independent interest in conformal geometry. Secondly, we also establish that an integral quantity \(a(R^+, t)\) that vanishes for all times. These two results are crucial in resolving the regularity issues on the axes and at the corners.

In the current work, in keeping with the spirit of part I, we pay special attention to the covariance of our analysis with respect to the target metric and not rely on a specific gauge on the target. Apart from the aesthetics, this can be used as a basis for studying the stability of higher \((n + 1)\) dimensional black holes with toroidal symmetry \(T^{n-2}\).

The problem of stability of Kerr black hole spacetimes is currently an area of very active research among several groups worldwide. In this connection, there are several important and remarkable works (see e.g., [7, 20, 26, 9, 2, 3, 32, 33, 1, 45]). In [8], Dafermos-Holzegel-Rodnianski have established linear stability of Schwarzschild black hole spacetimes for gravitational perturbations, where a positive-definite energy played a fundamental role (see [29]).

\(^4\)this is in contrast with the 2 + 1 dimensional relativistic Teichmüller theory (for e.g., \(\Sigma\) is compact and of genus > 1), where transverse-traceless tensors play an important role (see [39]).
A positive-definite energy functional for both even and odd gravitational perturbations of Schwarzschild black holes was constructed by Moncrief [35] using mode decomposition. We should point out that even in the case of Schwarzschild black holes, which do not contain the ergo-region, establishing the existence of a positive-definite energy functional for gravitational is non-trivial.

In the case of axial symmetry, wave map behaviour in Kerr spaces has been studied in [30]. As we already pointed out, a positive-definite energy was first constructed by Dain-de Austria [12] for extremal Kerr black holes \(|a = M|\) using Brill mass formula [5, 11].

These works (except [12]) are dedicated to the stability of Kerr black hole spacetimes with ‘small’ or ‘very small’ angular momentum \(|a| \ll M|\). Relatively less is understood about the stability of Kerr black hole spacetimes for large, but subextremal angular momentum \(|a| < M|\). This is mainly attributed due to the effects of the ergo-region that always surrounds a Kerr black hole spacetime with a non-vanishing angular momentum.

In the case of the large and sub-extremal angular-momentum of Kerr black hole spacetimes \(|a| < M|\), the effects of the ergo-region become even more subtle and counterbalancing its effects to obtain uniform-boundedness and decay of propagating fields is even more difficult from a PDE perspective. The decay of a linear wave equation on Kerr black hole spacetimes with \(|a|\) is studied in the remarkable works [15, 16, 17, 10].

We expect that our results will be useful to fill this gap for Maxwell and gravitational (i.e., Einsteinian) perturbations. Even among the methods for large \(|a| < M|\), our approach is different in the sense that the (Hamiltonian) flow of our phase space variables is restricted to positive-definite energy surfaces. Thus, we have a relation (equality) between the energy at different time levels without the need for a spacetime ‘bulk’ integral or Morawetz estimate.

The more general class of 3+1 Lorentzian spacetimes is the Kerr-Newman family of spacetimes which is a solution of coupled 3 + 1 Einstein-Maxwell equations for general relativity. In a series of classical works [36, 37, 34], the stability of Reissner-Nordstrom spacetimes is studied for the entire sub-extremal range \(|Q| < M|\). Indeed, the fact that the Hamiltonian stability results of Reissner-Nordstrom spacetimes hold for the full sub-extremal range was an early indication that the current results and the Kerr-Newman results [41] are feasible. In view of the rigidity of the Reissner-Nordstrom spacetimes, ‘non-trivial’ perturbations of the RN spacetimes belong to the Kerr-Newman family of black hole spacetimes. Apart from the Reissner-Nordstrom perturbations, as remarked in [41], the mathematical problem of stability of perturbations of genuine Kerr-Newman black hole spacetimes \((a, Q \neq 0)\) is almost completely uncharted (see a recent work [19]). We expect that the results in [41] shall allow us to venture in this direction. Equivalent results for the stability of Kerr-Newman-de Sitter spacetimes
((a, Q) < M), which has different asymptotics and gauge issues compared to the Kerr-Newman problem in [41], is a work in progress (cf. [22, 23] for now).

Hollands and Wald [28] have developed a notion of canonical energy, which was later extended by Prabhu-Wald, where they showed that if the energy is not positive-definite for axisymmetric perturbations of Kerr black hole spacetimes, it would blow up at later times. This work (together with [24]), based on the 2+1 Einstein-wave map formalism and dimensional reduction in Weyl-Papapetrou gauge, confirms their criterion for axisymmetric stability.

2. Global Existence and Propagation of Regularity

Suppose \((\bar{M}, \bar{g})\) is a Lorentzian spacetime, then consider the Einstein-Hilbert action on \((\bar{M}, \bar{g})\):

\[
S_{\text{H}}[\bar{g}] := \int \bar{R}_{\bar{g}} \bar{\mu}_{\bar{g}}.
\]

Consider a curve \(\gamma_s : [0, 1] \to C(\bar{g})\) where \(C(\bar{g})\) is a space of smooth Lorentzian metrics \(\bar{g}\). We shall use the following notation \(\bar{g}' := D_{\gamma_s} \cdot \bar{g}\) and define

\[
D_{\gamma_s} \cdot S_{\text{H}}[\bar{g}', \bar{g}] := \int \left(-\text{Ric}(\bar{g})^{\mu\nu} \bar{g}'_{\mu\nu} + \frac{1}{2} R_{\bar{g}} \bar{g}'_{\mu\nu} + (\bar{g})^{\mu}(\bar{g})^{\nu}(\bar{g})^{\mu\nu} \bar{g}'_{\mu\nu} - (\bar{g})^{2} \nabla_{\mu} \nabla_{\nu} (\bar{g})\right) {\bar{\mu}}_{\bar{g}}
\]

(20)

Now, consider another analogous curve \(\gamma_{\lambda} : [0, 1] \to C(\bar{g})\) and let us define \(\bar{g}'' := D_{\gamma_{\lambda}} \cdot \bar{g}\), we then have, for the Kerr background metric. The functional (21) can be simplified as follows,

\[
D_{\gamma_{\lambda}} \cdot S_{\text{H}}[\bar{g}'', \bar{g}', \bar{g}] := \int \left((\bar{g})^{\mu\nu}(\bar{g})^{\delta\gamma}(\bar{g})^{\delta} \nabla_{\gamma} \bar{g}'^{\mu\nu} - \bar{g}'^{\mu\nu} (\bar{g})^{\gamma} \nabla_{\gamma} (\bar{g}) - \frac{1}{2} \bar{g}'^{\mu\nu} \bar{\mu}_{\bar{g}} + (\bar{g}) \nabla_{\gamma} (\bar{g})^{\mu} (\bar{g})^{\nu} \bar{g}'_{\mu\nu} - (\bar{g})^{2} \nabla_{\mu} \nabla_{\nu} (\bar{g})\right) \bar{\mu}_{\bar{g}}
\]

(21)

We are interested in a variational principle, so that we get the Euler-Lagrangian field equations for the linearized Einstein equations around the Kerr black hole spacetimes. The functional (21) can be simplified as follows,
Suppose $D$ is the local continuous group of diffeomorphisms generated by the vector field $\bar{Y}$. It follows that the 2-tensor
\[
(g')_{\alpha\beta} = (L_{\bar{Y}}g)_{\alpha\beta} = (g)\nabla_{\alpha}\bar{Y}_{\beta} + (g)\nabla_{\beta}\bar{Y}_{\alpha}, \quad \alpha, \beta = 0, 1, 2, 3
\]
is a critical point of the variational principle (22), corresponding to the pure-gauge perturbations of the Kerr metric. Likewise, if $g'_{\alpha\beta}$ is a critical point, then
\[
g'_{\alpha\beta} + (g)\nabla_{\alpha}\bar{Y}_{\beta} + (g)\nabla_{\beta}\bar{Y}_{\alpha}
\]
for the variational principle (22) for linearized gravity. Furthermore, it also follows that the gauge transformations are Abelian. In general, the computation of the Euler-Lagrange field equations corresponding to the variation principle (22) involves the terms,
- \((g)\nabla_{\alpha\beta}^{''} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} + (g)\nabla_{\alpha\beta}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu}\) which can transformed as
\[
(g)\nabla_{\alpha\beta}^{''} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} = (g)\nabla_{\alpha}^{''} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} - g_{\mu\nu}^{''} (g)\nabla_{\alpha}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu}
\]
(25a)
\[
(g)\nabla_{\alpha\beta}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} = (g)\nabla_{\mu}^{\nu} (g)\nabla_{\alpha\beta}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} - (g)\nabla_{\mu}^{\nu} (g)\nabla_{\alpha\beta}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu}
\]
(25b)
- likewise, \((g)\nabla_{\alpha\beta}^{''} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} + (g)\nabla_{\alpha\beta}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu}\) can be rewritten as
\[
(g)\nabla_{\alpha\beta}^{''} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} = (g)\nabla_{\alpha}^{''} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} - g_{\mu\nu}^{''} (g)\nabla_{\alpha}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu}
\]
(26a)
\[
(g)\nabla_{\alpha\beta}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} = (g)\nabla_{\mu}^{\nu} (g)\nabla_{\alpha\beta}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} - (g)\nabla_{\mu}^{\nu} (g)\nabla_{\alpha\beta}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu}
\]
(26b)
- Now then, consider \(- (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} (g)\nabla_{\mu}^{\nu} tr(g') = (g)\nabla_{\mu}^{\nu} g^{\alpha\nu} (g)\nabla_{\mu}^{\nu} tr(g')\) which can be transformed conveniently as
\[
-(g)\nabla_{\mu}^{\nu} g^{\alpha\nu} (g)\nabla_{\mu}^{\nu} tr(g') = - (g)\nabla_{\mu}^{\nu} (g)\nabla_{\mu}^{\nu} (g)\nabla_{\mu}^{\nu} tr(g') + (g)\nabla_{\mu}^{\nu} (g)\nabla_{\mu}^{\nu} (g)\nabla_{\mu}^{\nu} tr(g')
\]
(27a)
\[
-(g)\nabla_{\mu}^{\nu} (g)\nabla_{\mu}^{\nu} tr(g') = - (g)\nabla_{\mu}^{\nu} (tr(g)\nabla_{\mu}^{\nu} g_{\mu\nu}) + tr(g)\nabla_{\mu}^{\nu} (g)\nabla_{\mu}^{\nu} tr(g')
\]
(27b)
- Finally, the terms \(-(g)\nabla_{\alpha\beta}^{''} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu}\) and \((g)\nabla_{\alpha\beta}^{'} (g)\nabla_{\mu}^{\nu} g^{\alpha\nu}\) can be transformed as
\[-(\bar{g})\nabla_\alpha \bar{g}''(\bar{g})\nabla^\alpha \bar{g}^{\mu\nu} = -(\bar{g})\nabla_\alpha (\bar{g}'(\bar{g})\nabla^\alpha \bar{g}^{\mu\nu}) + \bar{g}''(\bar{g})\nabla_\alpha (\bar{g})\nabla^\alpha \bar{g}^{\mu\nu} \quad (28)\]

and
\[(\bar{g})\nabla^\alpha \text{trg}''(\bar{g})\nabla_\alpha \text{trg}' = (\bar{g})\nabla^\alpha (\text{trg}''(\bar{g})\nabla_\alpha \text{trg}') - \text{trg}''(\bar{g})\nabla^\alpha (\bar{g})\nabla_\alpha \text{trg}' \quad (29)\]

respectively.

Assembling the terms from above, we obtain the Euler-Lagrange equations for the variational principle (22) as
\[(\bar{g})\nabla^\gamma (\bar{g})\nabla_\mu \bar{g}''^\gamma_{\mu\nu} + (\bar{g})\nabla^\gamma (\bar{g})\nabla_\beta \bar{g}^{\gamma\beta} - (\bar{g})\nabla^\gamma (\bar{g})\nabla_\nu \text{tr}\bar{g}(\bar{g}) - (\bar{g})\nabla^\gamma (\bar{g})\nabla^\gamma \bar{g}_{\mu\nu} \]
\[= - \bar{g}_{\mu\nu}(\bar{g})\nabla^\gamma (\bar{g})\nabla^\beta \bar{g}^{\gamma\beta} + \bar{g}_{\mu\nu}(\bar{g})\nabla^\gamma (\bar{g})\nabla^\gamma \bar{g}_{\mu\nu} = 0, \quad (M, \bar{g}) \quad (30)\]

which are the field equations for the linearized Einstein equations around the Kerr background spacetime.

2.1. Harmonic Coordinates. Consider a coordinate system \(x^\alpha\)
\[
\bar{x}^\alpha : (\bar{M}, \bar{g}) \rightarrow (M, \bar{g}), \quad \alpha = 0, 1, 2, 3 \quad (31)\]

It follows that the coordinate functions \(x^\alpha\) satisfy
\[\square \bar{g} x^\alpha + (\bar{g})\Gamma^\alpha_{\beta\gamma} \bar{g}^{\beta\gamma} = 0, \quad (\bar{M}, \bar{g}), \quad \alpha, \beta, \gamma = 0, 1, 2, 3 \quad (32)\]

we point out that this equation (32) is reminiscent of the wave map equations. With the harmonic gauge condition \(\square \bar{g} x^\alpha = 0\), it follows from (32) that \((\bar{g})\Gamma^\alpha_{\beta\gamma} \bar{g}^{\beta\gamma} = 0\). We define an equivalent gauge condition in the perturbative theory using \(D_{\gamma'} (\bar{g})\Gamma^\alpha_{\beta\gamma} \bar{g}^{\beta\gamma}\), i.e.,
\[(\bar{g})\nabla^\mu \bar{g}''^{\mu}_{\gamma'} = \frac{1}{2} \partial_\mu \text{trg}' \quad (33)\]

and if we define \(\bar{g}' := \bar{g}' - \frac{1}{2} \bar{g}^{\alpha\beta} \bar{g}_{\alpha\beta}\), the ‘trace-reversed’ metric perturbation \(\bar{g}'\), then this condition can be compactly represented as
\[(\bar{g})\nabla_\alpha \bar{g}^{\alpha\beta} = 0. \quad (34)\]

If we consider the variational principle for the linearized gravity in the Einstein equations for general relativity and transform using harmonic coordinates.
\[S_{\text{HC}}(\bar{g}', \bar{g}) = \frac{1}{2} \left((\bar{g})\nabla_\alpha \bar{g}''^{\alpha}_{\mu\nu} (\bar{g})\nabla^\mu \bar{g}''^{\lambda\nu} + (\bar{g})\nabla_\alpha \bar{g}''^{\mu}_{\alpha\nu} (\bar{g})\nabla^{\alpha} \bar{g}''^{\nu}_{\gamma\mu} - (\bar{g})\nabla_\alpha \bar{g}'^{\mu}_{\nu} (\bar{g})\nabla^{\alpha} \bar{g}'^{\nu}_{\mu\gamma} \right) \bar{\mu}_{\bar{g}} \quad (35)\]

It may be noted that the structure of the variational functional, is closely related to the deformed wave map action that we considered previously e.g., in [24]. The quantities in the variational principle can be transformed, using the identities.
then the Euler-Lagrange linearized Einstein equations in harmonic coordinates are
\[
(\bar{\gamma}) \nabla_\alpha \bar{g}_\mu^\alpha - (\bar{\gamma}) \nabla_\mu \bar{g}_\alpha^\alpha = -\text{Riem}(\bar{\gamma})^\sigma_{\alpha\gamma\mu} \bar{g}_\sigma^\nu - \text{Riem}^\sigma_{\nu\gamma\mu} \bar{g}_\sigma^\alpha.
\]
\[
(\bar{\gamma}) \nabla_\gamma \bar{g}_\nu^\nu - (\bar{\gamma}) \nabla_\nu \bar{g}_\gamma^\gamma = -\text{Riem}(\bar{\gamma})^\sigma_{\alpha\nu} \bar{g}_\sigma^\gamma - \text{Riem}^\sigma_{\mu\nu} \bar{g}_\sigma^\alpha.
\]
(36)

In the initial value framework, we need to solve the field equations (37) or (38) together with the gauge determining equations (33). Now consider the divergence of the linearized Einstein tensor,

\[
\frac{1}{2} (\bar{\gamma}) \nabla^\mu (\bar{\gamma}) \nabla_\gamma \bar{g}_\mu^\nu + (\bar{\gamma}) \nabla^\nu (\bar{\gamma}) \nabla_\mu \bar{g}_\gamma^\gamma - (\bar{\gamma}) \nabla_\nu \text{tr} \bar{g} - (\bar{\gamma}) \nabla_\gamma (\bar{\gamma}) \nabla_{\bar{\gamma}} \bar{g}_\mu^\nu
\]

\[
- \bar{g}_\mu^\nu (\bar{\gamma}) \nabla_\delta \bar{g}_\gamma^\delta + \bar{g}_\mu^\nu (\bar{\gamma}) \nabla_\gamma (\bar{\gamma}) \nabla_{\bar{\gamma}} \bar{g}
\]
(39)

If we define the gauge-fixing quantity, \( F_\nu = (\bar{\gamma}) \nabla_\mu \bar{g}_\mu^\nu \), we can construct a propagation equation for \( F_\nu \) as

\[
(\bar{\gamma}) \nabla_\gamma (\bar{\gamma}) \nabla_\gamma F_\nu = 0,
\]
(40)

If we consider the initial value problem

\[
(\bar{\gamma}) \nabla_\gamma (\bar{\gamma}) \nabla_\gamma F_\nu = 0,
\]
(41a)

\[
F_\nu |_{\Sigma_0} = 0, \quad \text{and} \quad \partial_\gamma F_\nu |_{\Sigma_0} = 0.
\]
(41b)

It is straightforward to show that \( F_\nu \) and \( \partial_\gamma F_\nu \equiv 0 \) for all times in the domain of outer communications of the Kerr black hole spacetime. In other words, the gauge condition (33) is propagated for all times if it holds on the initial data and if the linearized Einstein equations in harmonic gauge hold. Analogously, consider the propagation of the constraint equations, defined as

\[
H' := G'(n, n)
\]

\[
= n^\nu n^\gamma (\bar{\gamma}) \nabla_\gamma (\bar{\gamma}) \nabla_{\bar{\gamma}} \bar{g}^\nu + (\bar{\gamma}) \nabla_\mu \bar{g}_\mu^\nu - (\bar{\gamma}) \nabla_\nu \text{tr} \bar{g} - (\bar{\gamma}) \nabla_\gamma (\bar{\gamma}) \nabla_{\bar{\gamma}} \bar{g}
\]

\[
- \bar{g}_\mu^\nu (\bar{\gamma}) \nabla_\delta \bar{g}_\gamma^\delta + \bar{g}_\mu^\nu (\bar{\gamma}) \nabla_\gamma (\bar{\gamma}) \nabla_{\bar{\gamma}} \bar{g}
\]
(42)
the expression for the propagation of the Hamiltonian constraint \( H' \) follows from the transformations analogous to the above

\[
\begin{align*}
= & n^\mu n^\nu \left( (g) \nabla_\mu \left( (g) \nabla_\gamma (g)_{\gamma \mu} - \frac{1}{2} (g) \nabla_\nu \text{tr} g' \right) + (g) \nabla_\nu \left( (g) \nabla_\gamma (g)_{\gamma \mu} - \frac{1}{2} (g) \nabla_\mu \text{tr} g' \right) \right) \\
& - n^\mu n^\nu \left( (g) \nabla_\gamma (g)_{\gamma \mu} \gamma_{\mu} \nu + \text{Riem}(g)_\mu \alpha_{\alpha \sigma} + \text{Riem}(g)_\nu \alpha_{\alpha \sigma} \right) \\
& + n^\nu n^\nu (g) \nabla_\gamma (g)_{\gamma \delta} - (g) \nabla_\gamma (g)_{\gamma \gamma} \text{tr} g' \\
\end{align*}
\]

after imposing the linearized Einstein field equations in the harmonic gauge

\[
\begin{align*}
= & n^\mu n^\nu \left( (g) \nabla_\mu F_\nu + (g) \nabla_\nu F_\mu \right) + n^\nu n^\nu (g) \nabla_\gamma F_\gamma = 0 \tag{44}
\end{align*}
\]

for all times, due to the Harmonic gauge propagation. Likewise, for the momentum constraint, after plugging in the relevant formulas

\[
\begin{align*}
H'_i \ := & G'(n, X), \quad X^i \in T(\Sigma), \quad i = 1, 2, 3. \\
= & n^\mu X^j \left( (g) \nabla_\mu (g) \nabla_\gamma (g)_{\gamma \mu} - (g) \nabla_\mu (g) \nabla_\nu (g)_{\nu \gamma} \text{tr} g' - (g) \nabla_\gamma (g)_{\gamma \mu} \right) \\
& - (g) \nabla_\gamma (g)_{\gamma \mu} \nu + (g) \nabla_\gamma (g)_{\gamma \nu} \mu + (g) \nabla_\gamma (g)_{\gamma \gamma} \text{tr} g' \\
= & n^\mu X^j \left( (g) \nabla_\mu \left( (g) \nabla_\gamma (g)_{\gamma \mu} - \frac{1}{2} (g) \nabla_\nu \text{tr} g' \right) + (g) \nabla_\nu \left( (g) \nabla_\gamma (g)_{\gamma \mu} - \frac{1}{2} (g) \nabla_\mu \text{tr} g' \right) \right) \\
& - n^\mu X^j \left( (g) \nabla_\gamma (g)_{\gamma \mu} \nu + \text{Riem}(g)_\mu \alpha_{\alpha \sigma} + \text{Riem}(g)_\nu \alpha_{\alpha \sigma} \right) \\
& + n^\mu X^j \left( (g) \nabla_\gamma (g)_{\gamma \delta} - (g) \nabla_\gamma (g)_{\gamma \gamma} \text{tr} g' \right) \\
= & n^\mu X^j \left( (g) \nabla_\mu F_\nu + (g) \nabla_\nu F_\mu \right) + n^\nu X^j (g) \nabla_\gamma F_\gamma = 0. \tag{45}
\end{align*}
\]

It follows that in harmonic gauge, the constraints are automatically propagated as long as they are satisfied on the initial data, analogous to the propagation of the harmonic gauge condition. This is an analogous statement for the nonlinear theory developed in the classic work of Choquet-Bruhat.

Let us now discuss the degrees of freedom of the linearized gravity. The number of independent degrees of freedom, modulo the gauge degrees of freedom, is 6. We have shown that the constraint propagation in time follows from the harmonic gauge condition. As a consequence, it follows that these remaining degrees of freedom are all independent and unconstrained.

It may be noted that the system of equations for the linearized Einstein equations is purely a hyperbolic partial differential equation system, from which it follows that the evolution of the data is causal.

**Proposition 2.1.** Suppose \((\Sigma, q')\) is the linearized initial data for the linearized Einstein equations, satisfying the constraint equations, then

1. the linearized Einstein equations in harmonic gauge is purely a hyperbolic differential equation system, with the independent degrees of freedom being dynamically unconstrained
The future (and past) development of the linearized initial data in harmonic gauge is globally regular and globally hyperbolic.

Let us make a couple of comments about the aforementioned existence theorem. As we already discussed, the Weyl-Papapetrou gauge offers significant benefits in terms of geometry and topology, that allows us to construct a positive-definite energy in the first place, but presents (gauge-related) causality and regularity issues at the boundaries.

On the other hand, as we already discussed above, the global development of the linearized Einstein equations in the harmonic gauge is untroubled by the (gauge-related) causality and regularity issues at the axes (Γ), infinity (ι′), and at the corners Γ ∩ H^+. In other words, the global development of the linearized Einstein equations from regular initial data is regular (C^∞) for all times, including at the pathologies like axes, infinity and at the corner of axes and horizon. For example, we have

$$\partial_\Pi A = 0,$$

for a scalar, and

$$A^\perp = 0, \quad \partial_\Pi A^\parallel = 0$$

for a vector A, near the axes, globally in time. In our work, our approach is to combine these two gauges and take advantage of benefits offered in each.

Recall that the metric q in the orbit space can be expressed in harmonic gauge as

$$q = e^{2\nu}q_0,$$

where q_0 is the flat metric. The preservation of the flatness condition is

$$D \cdot R'_0 = \bar{\mu}_{q_0}(q_0)\nabla^a(q_0)\nabla^b(q'_0)_{ab} - (q_0)\nabla^a(q_0)\nabla_a q'_0 (q'_0)_{cd} = 0, \text{ on each } \Sigma.$$

The tensor q'_0 can be decomposed as

$$(q'_0)_{ab} = (q'_0)_{ab} + (q_0)\nabla_b Y_a + (q_0)\nabla_a Y_b + \frac{1}{2}(q_0)\text{tr } q'_0.$$ 

In particular, it may be noted that the pure gauge perturbations

$$(q'_0)_{ab} = (q_0)\nabla_b Y_a + (q_0)\nabla_a Y_b$$

satisfy the condition (48). The perturbed metric (q'_0) has the following regularity conditions on the axes Γ, expressed in (R, θ) coordinates [42]

$$\partial_\theta q'_0(\partial_R, \partial_R) = 0, \quad \partial_\theta q'_0(\partial_\theta, \partial_\theta) = 0, \quad q'_0(\partial_\theta, \partial_R) = 0, \text{ at the axes } \Gamma.$$

Our construction can also be used to study stability problem of Kerr black hole spacetimes in harmonic gauge. However, in principle, we can use our energy to study the stability problem in any preferred gauge. If we are given a solution (M', g') in any gauge, we can transform the solution to a harmonic gauge by solving the linearized wave map equations x^α : M → M', for which it can be proven that they admit smooth solutions for all times. Subsequently, we can transform our the solution to the Weyl-Papapetrou
gauge using a \((C^\infty-\)diffeomorphism, by making use of the abelian nature of gauge-transformations.

2.2. **Remarks on the nonlinear problem.** The ultimate purpose of studying the linear stability problem is that it paves the way for the resolution of nonlinear black hole stability. Therefore, it is pertinent to present a few remarks on the nonlinear stability problem and discuss whether the dimensional reduction \((2+1\) Einstein-wave map\) framework is useful in this regard.

In the current work on the linear stability problem, we establish that the regularity is propagated from the initial data and that a positive-definite energy is conserved. In the nonlinear black hole stability problem, establishing the propagation of regularity from the initial data is an important obstacle.

In previous works [21, 4], the special structure provided by ‘energy critical’ \(2+1\) wave maps was used to study the global behavior for large data of the Einstein equations with a translational symmetry. Even though the local dimensional reduction process to the \(2+1\) Einstein-wave map system, for the \(3+1\) Einstein equations with translational symmetry is locally similar to that of the axisymmetric case, our axisymmetric wave map problem has a few fundamental differences with the translational symmetric problem. In particular, \(3+1\) axisymmetric spacetimes and the resulting \(2+1\) Einstein-wave map system are mass-energy super-critical in nature. Therefore, the program that is being pursued in those works for the Einstein equations with a translational symmetry differs from the current axisymmetric problem at hand.

In the following, we shall present an approach that could be used to study the existence problem of axisymmetric nonlinear perturbations of Kerr black hole spacetimes (see Appendix L in [41] for some preliminary work). This approach is based on the ‘light cone’ estimates that were particularly powerful in the proof of global existence of Yang-Mills fields [13, 14]. It is expected these methods are also useful for the Einstein equations.

In view of the similarity of the Einstein equations and the Yang-Mills equations, à la Cartan formalism, we present an approach that is based on these methods. An essential ingredient in these methods is an integral formula for the propagation equation of linear and nonlinear equations. In the case of the linear wave equation this integral formula is a true representation formula for the unknown, but in the nonlinear case the integral formula, of course, involves the unknown itself. For the Yang-Mills fields [13, 14], using Bianchi identities, one constructs a wave propagation equation for the curvature tensor and uses the integral formula to represent the curvature tensor in the past light cone.

It may be noted that the nonlinear propagation equation contain commutator terms that are quadratic in curvature. The integral equation involves
the terms in the past light cone and as well as the initial data. These integral terms are then estimated in terms of the initial data, in particular the energy, which is conserved in time, and the \( \| \cdot \|_{L^\infty} \) norm of the Yang-Mills curvature itself. Consequently, this estimate provides an integral estimate for the \( \| \cdot \|_{L^\infty} \) norm of the curvature, involving the initial data.

In performing these estimates, the special structure offered by the Cronström gauge is particularly useful. It was shown separately that the Yang-Mills fields in any gauge can be transformed into the Cronström gauge. Subsequently, using energy norms equivalent to \( (H^2 \times H^1) \), it is shown that they cannot blow up in finite time. In this step, the aforementioned \( \| \cdot \|_{L^\infty} \) estimate of the curvature plays an important role, in controlling the energy norms.

In the gravitational problem, the Einstein equations have a structure analogous to the Yang-Mills equations, when expressed in the Cartan formalism. In Cartan orthonormal frame formalism, the spacetime curvature is expressed in terms of the Lorentz connection.

In particular, it can be shown that the spacetime curvature satisfies a non-linear wave equation that is analogous in structure to the Yang-Mills curvature equation. Even for the curved space wave operator, one can construct an integral formula for the curvature in terms of the source terms (which inevitably involve the curvature itself, thus not implying a true ‘representation formula’), following Friedlander-Hadamard [18]. However, the hope is that one can derive estimates for these source terms, analogous to the Yang-Mills problem.

In the case of the wave operator in a curved space, the integral formula, following the Friedlander-Hadamard analysis, involves integrals over the mantel of the cone, bulk interior of the light cone and the intersection of the initial data with the past light cone. With the aim of overcoming this issue, it was shown in [38] that one can transform this integral formula in such a way that it only involves boundary integrals over the mantel of the cone and the initial data.

It may be noted that, in contrast with the Yang-Mills problem, the propagation equation for the curvature in the gravitational problem now involves the quadratic spacetime curvature terms, as well as gradient terms of frame fields and curvature. In our approach, the aim is then to control the curvature in terms of the initial data.

Quite analogous to the Yang-Mills problem, the terms quadratic in spacetime curvature can be controlled in terms of the Bel-Robinson fluxes, which in turn can be controlled in terms of the Bel-Robinson energy. In order to control the terms involving the gradient of curvature, we need a higher order energy for the curvature.

However, it may be noted that, in the nonlinear gravitational problem, energies that are conserved or bounded in time are scarce. At a first glance, in order to achieve this control, we need Killing vector fields, conformal Killing
vector fields or the like, for the spacetime. However, this requirement is too strong and will almost certainly exclude interesting cases.

In the case of translational and equivariant $U(1)$ problem, it was shown that there exists a conserved energy that effectively corresponds to a timelike vector field, which is not a Killing vector field \cite{21, 4}. This fortuitous behaviour was used in a fundamental manner in the aforementioned works. However, this outcome can be attributed to the special structure provided by the equivariance assumption and it is unlikely that this result holds without this assumption. In an attempt to overcome this issue, the general notion of quasi-local approximate Killing vector fields was developed in \cite{38, 40}. The framefields in the Cartan formalism, when subjected to parallel propagation, can be shown to satisfy the Killing equation approximately, with an error term that is explicitly expressible in terms of the curvature and goes to zero as we approach the tip of the cone. We hope that this concept will be helpful in our approach.

In the linear stability problem considered in the current work, we took advantage of the propagation of regularity in harmonic gauge and performed a gauge transform into the Weyl-Papapetrou gauge. In the nonlinear theory, especially for large data, the harmonic gauge is typically unfavorable for global regularity results.

In the nonlinear gravitational problem, we need to understand the dynamical behavior of the spacetime curvature as well as the orthonormal framefields and connections. In order to benefit from the Einstein-wave map formalism of our axisymmetric problem, we need to represent the curvature propagation equation and the associated geometric structures in terms of the Weyl-Papapetrou gauge and dimensionally reduced forms. In this context, the method of Hadamard descent, which allows us to find an integral formula for the wave operator in the dimensionally reduced setting, plays an important role.

In our axisymmetric problem, in consistency with the Weyl-Papapetrou gauge, we can choose a coordinate system such that one of the spatial coordinates coincides with the axial Killing vector field. In such a coordinate system the spacetime 4-metric, connections and the spacetime curvature are all independent of the axial coordinate. Furthermore, in order to be able to fully exploit the Cartan formalism, we can choose the orthonormal frame fields also to be independent of the axial coordinate and that they are invariant along the orbits of the axial symmetry group.

As we already alluded to, it is at our discretion to choose a gauge condition on the spacetime metric. In particular, for our evolution problem, we have the possibility to also choose the time function. A suitable choice is a time function that results in a foliation of constant mean curvature level surfaces. This gauge condition, together with spatial harmonic (SH) gauge condition on $\Sigma$, is consistent with the gauge chosen for the current work.

In our framework, based on the Cartan formalism of the Einstein equations and normal frame fields, an important role is played by the injectivity
radius in the context of the null geometry of Lorentzian manifolds. In other words, in our approach, it is important to understand the injectivity radius of null cones in conjunction with the spacetime curvature.

In [31] (see also the references therein), a lower bound on the injectivity radius is obtained, based on conditions on the spacetime curvature \( \| \cdot \|_{L^\infty} \) bound). This is achieved using a ‘reference’ Riemannian metric. An especially relevant aspect of this work for us is that the metric with optimal regularity is constructed in the constant mean curvature spatial harmonic gauge (CMC-SH). We would like to point out that the Weyl-Papapetrou gauge (and in general the dimensional reduction framework) is naturally consistent with the CMC-SH gauge.

An important feature in the axisymmetric problem is the behavior of fields at the axes and infinity. We expect that some of the analysis carried out in the current work would be useful in this regard.

The CMC-SH gauge condition provides elliptic equations for the lapse and the shift. We would like to point out that the elliptic operators in the problem are simplified using the fact that the transverse-traceless tensors vanish on \( \Sigma \). Likewise, the dynamics of the two manifold is captured by the conformal factor \( e^{2\nu} \) and the quantity \( \nu \) satisfies the Lichnerowicz equation. The elliptic analysis for this equation can be extended from the analysis for the linear theory (for \( \nu' \)), as discussed in the next section.

3. Canonical phase space variables and Lagrange multipliers in the Weyl-Papapetrou Gauge

Suppose, the group \( SO(2) \) acts on the \( 3 + 1 \) Lorentzian spacetime \( \bar{M}, \bar{g} \) such that the orbits of the group \( SO(2) \) are closed and the group action has a nonempty fixed point set, denoted by \( \Gamma \). These conditions are satisfied by the Kerr metric \( \bar{M}, \bar{g} \)

\[
\bar{g} := -\Sigma^{-1}(\Delta - a^2 \sin^2 \theta)dt^2 - 4a\Sigma^{-1}\sin^2 \theta mrdtd\phi + \Sigma^{-1}\((r^2 + a^2) - \Delta a^2 \sin^2 \theta)\sin^2 \theta d\phi^2 + \Delta^{-1}\Sigma dr^2 + \Sigma d\theta^2
\]  

(50)

where

\[
\Sigma := r^2 + a^2 \cos^2 \theta \quad \text{and} \quad \Delta = r^2 - 2Mr + a^2
\]  

(51)

which can be represented as:

\[
\bar{g} = |\Phi| (\Delta \sin^{-2} \theta dt^2 + R^{-2} \sin^2 \theta ((r^2 + a^2) - a^2 \Delta \sin^2 \theta) (d\rho^2 + dz^2)) + |\Phi| (d\phi^2 - 2mar((r^2 + a^2) - a^2 \Delta \sin^2 \theta)^{-1})^2
\]  

(52)

(53)

where

\[
\rho = R \sin \theta \quad z = R \cos \theta, \quad R := 2(r - m + \sqrt{\Delta}), \quad \theta \in [0, \pi]
\]  

(54)
\[ |\Phi| = \frac{\sin^2 \theta}{r^2 + a^2 \cos^2 \theta} \left( (r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta \right) \]  \hspace{1cm} (55a)

\[ q_{ab} = \frac{\sin^2 \theta (r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta}{R^2} \]  \hspace{1cm} (55b)

Now consider the conjugate harmonic functions \((\bar{\rho}, \bar{z})\) such that

\[
\bar{\rho} : = \rho(1 - \frac{(m^2 - a^2)}{4(\rho^2 + z^2)}) \quad \bar{z} : = z(1 + \frac{m^2 - a^2}{4(\rho^2 + z^2)})
\]  \hspace{1cm} (56)

so that the Jacobian

\[
J : = \begin{pmatrix}
1 + \frac{m^2 - a^2}{4(\rho^2 + z^2)} \left( \frac{2\rho^2}{\rho^2 + z^2} - 1 \right) & \rho(1 + \frac{(m^2 - a^2)z}{2(\rho^2 + z^2)^2}) \\
\frac{z}{1 - \frac{m^2 - a^2}{2(\rho^2 + z^2)}} & 1 + \frac{m^2 - a^2}{4(\rho^2 + z^2)} \left( 1 - \frac{2z^2}{\rho^2 + z^2} \right)
\end{pmatrix}
\]  \hspace{1cm} (57)

In these coordinates, the Kerr black hole horizon \(H^+\) corresponds to a ‘cut’ on the \(\{\bar{\rho} = 0\}\) curve and its complement on the \(\{\bar{\rho} = 0\}\) curve corresponds to the union of two axes, \(\Gamma\). This coordinate system and the \((\rho, z)\) coordinate system in the extremal case are the ones originally used by Carter [6].

In general, in the Weyl-Papapetrou gauge for the Einstein equations, we can reduce the Einstein-Hilbert action into the reduced Einstein-wave map system:

\[
\int (R_g - h_{AB}(U)g^{\alpha\beta}\partial_\alpha U^A \partial_\beta U^B) \bar{\mu}_g
\]  \hspace{1cm} (58)

It is straightforward to verify that the Kerr metric is a critical point of the variational functional. In the Hamiltonian version of the dimensional reduction, we also encounter the intermediate phase space \(X^{Max}:\)

\[
X^{Max} : = \{A_i, \mathcal{E}^i\}
\]  \hspace{1cm} (59)

so that the Hamiltonian and momentum constraints for the combined phase space \(\{(q, \pi), (A, \mathcal{E}), (|\Phi|^{1/2}, p)\}\)

\[
H : = \bar{\mu}_q^{-1}(||\pi||_g^2 - \text{tr}(\pi)^2) + \frac{1}{8}p^2 + \frac{1}{2}|\Phi|^{-2}\mathcal{E}^a \mathcal{E}_a + \bar{\mu}_q(-R_g + 2q^{ab} \partial_a \log |\Phi| \partial_b \log |\Phi|)
\]  \hspace{1cm} + \frac{1}{4}q^{ab}q^{cd} \partial_{[b}A_{a]} \partial_{[d}A_{c]} \hspace{1cm} \text{(60)}

\[
H_a = -2(q) \nabla_b \pi_a^b + p \partial_a \log |\Phi| + \mathcal{E}^b(\partial_{[a}A_{b]}) \hspace{1cm} \text{(61)}
\]

with the Lagrange multipliers

\[
\{N, N^a, A_0\}
\]  \hspace{1cm} (62)
Subsequently, the phase space $X$ was introduced

$$X := \{ (q, \pi), (|\Phi|, p), (\omega, r) \}$$  \hspace{1cm} (63)$$

which resulted in the Hamiltonian and momentum constraint equations:

$$H = \overline{\mu}_{q}^{-1}(|\pi|^2 - \text{tr}(\pi)^2) + \frac{1}{2}p_{A}p^{A} + \overline{\mu}_{q}(-R_{q} + \frac{1}{2}h_{AB}q^{ab}\partial_{a}U^{A}\partial_{b}U^{B})$$  \hspace{1cm} (64)$$

$$H_{a} = -2^{(q)}\nabla_{b}\pi_{b}^{a} + p_{A}\partial_{a}U^{A}$$  \hspace{1cm} (65)$$

where the Lagrange multipliers are now

$$\{ N, N^{a} \}$$  \hspace{1cm} (66)$$

The fact that the Lagrange multiplier set (66) is now simplified is due to the special topological structure of the orbit space $M$ of the Kerr metric. This plays a convenient role in the properties of the adjoint of the dimensionally reduced constraint map. The main result of previous work was to obtain a positive-definite energy functional for the linear perturbative theory of Kerr black hole spacetimes within the assumption of axial symmetry, which allows the aforementioned dimensional reduction. The regularized Hamiltonian energy functional was

$$H^{\text{Reg}} := \int_{\Sigma} e^{\text{Reg}}d^{2}x$$  \hspace{1cm} (67)$$

where

$$e^{\text{Reg}} := N\overline{\mu}_{q_{0}}^{-1}e^{-2\nu'(\|q'\|_{q_{0}}^{2} + \frac{1}{2}p'_{A}p'^{A})} - \frac{1}{2}Ne^{2\nu}\overline{\mu}_{q_{0}}\tau^{2}$$

$$+ \frac{1}{2}N\overline{\mu}_{q_{0}}^{ab}h_{AB}(U|^{(h)})\nabla_{a}U^{A(h)}\nabla_{b}U^{B}$$

$$- \frac{1}{2}N\overline{\mu}_{q_{0}}^{ab}h_{AE}U^{A(h)}R_{BCD}^{E}\partial_{a}U^{B}\partial_{b}U^{C}U^{D}. \hspace{1cm} (68)$$

Let us now formally define the Weyl-Papapetrou gauge.

**Definition 3.1.** Suppose $(\bar{M}, \bar{g})$ is a Lorentzian spacetime such that $\bar{M}$ admits the ADM decomposition $\bar{M} = \overline{\Sigma} \times \mathbb{R}$ and the group $SO(2)$ acts on $\bar{M}$ through isometries such that the fixed point set is nonempty and the orbits of its action on $\bar{M}$ are closed; suppose $p$ belongs to the orbit of $SO(2)$ action on $\bar{M}$ then $p \in \overline{\Sigma}$ (i.e., $\text{Orb}(x) \in \overline{\Sigma}, x \in \bar{M}$) and $p \times \mathbb{R}$ is a timelike curve. Then we define $\bar{g}$ to be in Weyl-Papapetrou form if

1. $\bar{g}$ admits the decomposition

$$\bar{g} = |\Phi|^{-1}g + |\Phi|A^{2}$$  \hspace{1cm} (69)$$

where the 1-form $A$ in $\bar{M}$ is defined as

$$A = d\phi + A_{\nu}dx^{\nu}, \hspace{1cm} \text{and}$$

$\partial_{\phi}$ is the (Killing) vector field corresponding to the $SO(2)$ symmetry of $\bar{M}$ the scalar $|\Phi| = \bar{g}_{\alpha\beta}(\partial_{\phi})^{\alpha}(\partial_{\phi})^{\beta}$ is the spacetime norm of the...
Killing vector $\partial_\phi, g, A, |\Phi|$ are independent of $\phi$, i.e., $\mathcal{L}_{\partial_\phi}g = \partial_{\phi}A = 0$. It may be noted that $g$ is a metric of Lorentzian signature in the orbit space $M:= M/\text{SO}(2)$ such that it further admits the ADM decomposition $M = \Sigma \times \mathbb{R}$, where now $\Sigma = \Sigma/\text{SO}(2)$:

$$g = -N^2 dt^2 + g_{ab}(dx^a + N^a dt) \otimes (dx^b + N^b dt)$$

$q$ is the metric of $\Sigma$.

(2) There exists a coordinate basis $e^1$ and $e^2$ in $(\Sigma, q)$ such that

$$q(e^1, e^1) - q(e^2, e^2) = 0, \quad \text{and} \quad q(e^1, e^2) = 0, \quad \text{on each} \quad \Sigma$$

and

$$q = e^{2\nu} q_0, \quad \text{where} \quad q_0 \quad \text{is the flat 2-metric.}$$

The metric $\bar{g}$ represented in the above coordinate conditions is referred to as in ‘Weyl-Papapetrou’ form. We would like to remark that the representation of the metric $\bar{g}$ in terms of a Weyl-Papapetrou form is not unique. We would also like to emphasize that on the fixed point set of the $\text{SO}(2)$ action on $M$ we have $|\Phi| \to 0 (|\Phi|^{-1} \to \infty)$ and at the outer asymptotic end of $M$ we have $|\Phi| \to \infty (|\Phi|^{-1} \to 0)$. Counterbalancing these effects to obtain well-defined, convergent, gauge-independent quantities, in the context of the initial value problem, is one of the main aspects in our work. We shall apply this construction for the perturbative theory.

Then, we have the following conditions on the gauge-transformed perturbed metric $\bar{g}$ as follows:

$$\mathcal{L}_Y \bar{g}(e_1, e_1) - \frac{1}{2} q_0(e_1, e_1) q^{ab}_0 \mathcal{L}_Y \bar{g}_{ab} = - (\bar{g}'(e_1, e_1) - \frac{1}{2} q_0(e_1, e_1) q^{ab}_0 \bar{g}^{\prime, ab}_0)$$

(74a)

$$\mathcal{L}_Y \bar{g}(e_1, e_2) = - \bar{g}'(e_1, e_2)$$

(74b)

$$\mathcal{L}_Y \bar{g}(e_2, e_2) - \frac{1}{2} q_0(e_1, e_2) q^{ab}_0 \mathcal{L}_Y \bar{g}_{ab} = - (\bar{g}'(e_1, e_2) - \frac{1}{2} q_0(e_1, e_1) q^{ab}_0 \bar{g}^{\prime, ab}_0)$$

(74c)

which can further be expressed as, using (69),

$$\mathcal{L}_Y q_0(e_1, e_1) - \frac{1}{2} q_0(e_1, e_1) q^{ab}_0 \mathcal{L}_Y(q_0)_{ab} = - |\Phi| e^{-2\nu} (\bar{g}'(e_1, e_1) - \frac{1}{2} q_0(e_1, e_1) q^{ab}_0 \bar{g}^{\prime, ab}_0)$$

(75a)

$$\mathcal{L}_Y q_0(e_1, e_2) = - |\Phi| e^{-2\nu} \bar{g}'(e_1, e_2)$$

(75b)

$$\mathcal{L}_Y q_0(e_2, e_2) - \frac{1}{2} q_0(e_1, e_2) q^{ab}_0 \mathcal{L}_Y(q_0)_{ab} = - |\Phi| e^{-2\nu} (\bar{g}'(e_1, e_2) - \frac{1}{2} q_0(e_1, e_1) q^{ab}_0 \bar{g}^{\prime, ab}_0)$$

(75c)
The above system can be expressed compactly in a covariant form as follows

\[(L_Y q_0)_{ab} - \frac{1}{2}(q_0)_{ab}(q_0)^{cd}(L_Y q_0)_{cd} = -|\Phi|e^{-2\nu}(\bar{g}_{ab} - \frac{1}{2}(q_0)_{ab}(q_0)^{cd}\bar{g}_{cd})\]  \hspace{1cm} (76)

We have established the following:

**Lemma 3.2.** Suppose the perturbations of Einstein's equations in axial symmetry are compactly supported in the harmonic gauge then

1. the gauge transformation vector field \(Y\), where \(Y\) is the projection of the spacetime gauge transform using \(P\):

\[Y = P^*\bar{Y},\]  \hspace{1cm} (77)

then,

\[L_Y (\bar{\mu}_q q)^{ab} = L_Y (\bar{\mu}_q q_0)^{ab} = \bar{\mu}_q q^{ac}q^{bd}\Phi|\bar{g}_{cd} - \frac{1}{2}q_{cd}q^{ef}\bar{g}_{ef}\]  \hspace{1cm} (78)

2. Suppose \(\bar{g}'\) is such that it is compactly supported away from the horizon \(H^+\) and the spatial infinity \(\iota^0\), then \(Y\) is a conformal Killing vector field in \((\Sigma, q)\) i.e., \(CK(Y, q) = 0\) in the asymptotic regions (i.e., in the complement of the support of \(\bar{g}'\), \(\Sigma \setminus \text{Supp}(\bar{g}')\))

Now let us choose a gauge for the dimensionally reduced Cauchy hypersurface \((\Sigma, q)\). If we choose the polar coordinates \((R, \theta)\), the condition (78) can be expressed as follows:

\[
\partial_\theta Y^\theta = R \partial_R \frac{Y^R}{R} + \frac{1}{R}(\bar{\mu}_q q^{ac}q^{bd}\Phi|\bar{g}' - \frac{1}{2}q_{cd}q^{ef}\bar{g}'_{ef}) \] \hspace{1cm} (79a)

\[
\partial_R Y^\theta = -\frac{1}{R} \partial_\theta \frac{Y^R}{R} - \frac{1}{R}(\bar{\mu}_q q^{ac}q^{bd}\Phi|\bar{g}' - \frac{1}{2}q_{cd}q^{ef}\bar{g}'_{ef}) \] \hspace{1cm} (79b)

It may be noted that above system of differential equations is an overdetermined system. It follows from the Picard theorem and the Frobenious theorem that the necessary and sufficient conditions for the existence of the solutions is the compatibility condition

\[
\frac{1}{R} \partial_R \left( R \partial_R \frac{Y^R}{R} \right) + \frac{1}{R^2} \partial_\theta^2 \frac{Y^R}{R} = -\frac{1}{R^2} \partial_\theta (\bar{\mu}_q q^{ac}q^{bd}\Phi|\bar{g}' - \frac{1}{2}q_{cd}q^{ef}\bar{g}'_{ef}) ) - \frac{1}{R} \partial_R (\frac{1}{R} \bar{\mu}_q q^{ac}q^{bd}\Phi|\bar{g}' - \frac{1}{2}q_{cd}q^{ef}\bar{g}'_{ef}) \] \hspace{1cm} (80)

In formal terms, this corresponds to vanishing of the commutator of the vector fields corresponding to the differential equations (79). It may be noted that the compatibility condition fortuitously turns out to be a Poisson equation for \(\frac{Y^R}{R}\), for the Laplacian \(\Delta_0\) in the \(R, \theta\) gauge,
\[ \Delta_0 = \frac{1}{R} \frac{\partial}{\partial R} \left( \frac{R}{\partial R} \right) + \frac{1}{R^2} \frac{\partial^2}{\partial \theta^2}. \] (81)

Likewise, the equations, which are equivalent to the equation in the Lemma, can be transformed into overdetermined transport equations for \( \frac{Y^R}{R} \)

\[ \begin{aligned}
\frac{\partial_y}{R} \frac{Y^R}{R} &= - \frac{\partial R}{\partial \theta} Y^\theta - (\bar{\mu} q^{ac} q^{bd} \Phi (g'^a - \frac{1}{2} q_{ab} q^{ef} g'_{ef})) \\
\frac{\partial_R}{R} \frac{Y^R}{R} &= \frac{1}{R} \frac{\partial}{\partial \theta} \frac{Y^R}{R} - \frac{1}{R^2} (\bar{\mu} q^{ac} q^{bd} \Phi (g'^a - \frac{1}{2} q_{ab} q^{ef} g'_{ef}))
\end{aligned} \] (82)

for which the compatibility condition is

\[ \begin{aligned}
\frac{1}{R} \frac{\partial_R}{R} (R \frac{\partial}{\partial R} Y^\theta) + \frac{1}{R^2} \frac{\partial^2}{\partial \theta^2} Y^\theta &= - \frac{1}{R} \frac{\partial}{\partial \theta} \left( \frac{1}{R} \frac{R}{\partial R} q^{ac} q^{bd} \Phi (g'^a - \frac{1}{2} q_{ab} q^{ef} g'_{ef}) \right) \\
&+ \frac{1}{R^2} \frac{\partial}{\partial \theta} \left( \frac{1}{R} \frac{R}{\partial R} q^{ac} q^{bd} \Phi (g'^a - \frac{1}{2} q_{ab} q^{ef} g'_{ef}) \right)
\end{aligned} \] (84)

which is again a Poisson equation for \( Y^\theta \). For the reasons of regularity on the axes, we impose the conditions [42]

\[ Y^\theta = 0, \quad \frac{\partial_y}{R} Y^R = 0, \quad \text{on the axes} \quad \Gamma. \] (85)

In particular, we assume that the behaviour of \( Y^\theta \sim \sin \theta \) and \( \frac{\partial_y}{R} Y^R \sim \sin \theta \) close to the axes \( \Gamma \)

\[ \begin{aligned}
\Delta_0 \frac{Y^R}{R} &= - \frac{1}{R^2} \frac{\partial}{\partial \theta} \left( \frac{1}{R} \frac{R}{\partial R} q^{ac} q^{bd} \Phi (g'^a - \frac{1}{2} q_{ab} q^{ef} g'_{ef}) \right) \\
&- \frac{1}{R} \frac{\partial}{\partial R} \left( \frac{1}{R} \frac{R}{\partial R} q^{ac} q^{bd} \Phi (g'^a - \frac{1}{2} q_{ab} q^{ef} g'_{ef}) \right) \quad \text{on} \quad (\Sigma) \quad \text{(D-BVP)}_{Y^R} \\
\frac{Y^R}{R} &= Y^R_{\mathcal{H}^+} \quad \text{on} \quad (\mathcal{H}^+) \quad \text{on} \quad (\mathcal{H}^+).
\end{aligned} \]

We solve the Dirichlet problem (D-BVP)\( \frac{Y^R}{R} \) above with the method of images. Let us first consider the Poisson equation:

\[ \Delta_0 u = F, \quad \text{in any Lipschitz domain} \quad (\Sigma) \] (86)

From elliptic theory, it follows that if \( F \in C^\infty(\Sigma) \) for regular Dirichlet or Neumann boundary data, then \( u \in C^\infty(\Sigma) \). Suppose \( K_u \) is the fundamental solution such that

\[ \Delta_0 K_u = \delta(x - x') \] (87)

where \( \delta \) is a Dirac-delta function with a Euclidean metric on \( \Sigma \). Then consider the quantity,

\[ \begin{aligned}
\partial_a (u \partial^a K_u - K_u \partial^a u) &= (\partial_a u \partial^a K_u + u \Delta K_u) - (\partial_a K_u \partial^a u + K_u \Delta u) \\
&= u \Delta K_u - K_u \Delta u
\end{aligned} \] (88)
and upon integration over the domain \( \Sigma \), we get

\[
\int_\Sigma \partial_a (u \partial^a K_u - K_u \partial^a u) = \int_{\partial \Sigma} n \cdot (u \partial^a K_u - K_u \partial^a u) \\
= \int_{\partial \Sigma} u \partial_n K_u - K_u \partial_n u = \int_{\Sigma} u \delta(x - x') - K_u F = u - \int_{\Sigma} K_u F
\]  

(89)

Therefore, the general representation formula for \( u \) is

\[
u = \int_{\Sigma} K_u F + \int_{\partial \Sigma} u \partial_n K_u - K_u \partial_n u.\]  

(90)

The formula (90) will be useful for us throughout our work, in different contexts. We can tailor this general formula for both Dirichlet and Neumann boundary value problems. In the following, we shall discuss two configurations that would be particularly relevant for us.

The orbit space \( \Sigma \) geometry of Kerr black hole spacetime resembles that of the complement of a half disk (boundary representing the horizon) in a half plane. We solve the Dirichlet problem with the method of images. The regularity and compatibility conditions for our problem imply that the ‘image’ is reflection antisymmetric. This applies for the image charge as well as the Dirichlet data. Thus, with this picture, we have the complement of a full disk in a full plane, with reflection (with respect to the axes) antisymmetric data at the disk. It follows that the asymptotic decay rate for this problem is \( \mathcal{O}(\frac{1}{R}) \) for this Dirichlet problem. This decay rate can be independently verified using the separation of variables. It may be noted that this decay rate is faster than that of the Poisson equation in a plane \( (\frac{1}{2\pi} \log R) \) asymptotic behaviour). This faster decay rate plays a fundamental role in our problem.

Likewise, consider the Poisson equation with Neumann boundary conditions in the orbit space \( \Sigma \). The regularity at the axes implies that the Neumann data in the extended picture is reflection anti-symmetric. We thus recover the \( \mathcal{O}(\frac{1}{R}) \) decay rate for the solution (with appropriate decay conditions for the source function \( f \)).

\[
- \frac{1}{R^2} \partial_\theta (\tilde{\mu}_q q^{R' q} \Phi'(\tilde{g}_{ab} - \frac{1}{2} \tilde{q}_{ab} q^{ef} \tilde{g}_{ef})) \\
- \frac{1}{R} \partial_R (\frac{1}{R} \tilde{\mu}_q q^{R' q} \Phi'(\tilde{g}' - \frac{1}{2} \tilde{q}_{ab} q^{ef} \tilde{g}_{ef}))
\]  

(91)

are compactly supported (or with appropriate decay rate, consistent with asymptotically flat conditions) for our problem, it follows that the solution of the Dirichlet problem \( (D\text{-BVP})_{\Sigma R} \) decays as \( \frac{1}{R^2} \sim \frac{1}{R} \) asymptotically, for large \( R \). It follows from analogous arguments that the solutions for the boundary value problem
\[ \Delta_0 Y^\theta = -\frac{1}{R} \partial_R \left( \frac{1}{R} \bar{\mu}_q q^{\text{Re} q^\theta} |\Phi| (\bar{g}' - \frac{1}{2} q_{ab} q^{\text{Re} q^f g'_{ab}}) \right) \]
\[ + \frac{1}{R^3} \partial_{\theta} \left( \frac{1}{R} \bar{\mu}_q q^{\text{Re} q^R q^{Rd}} |\Phi| (\bar{g}' - \frac{1}{2} q_{ab} q^{\text{Re} q^f g'_{ab}}) \right), \quad \text{on } (\Sigma) \]
\[ Y^\theta = Y^\theta_{\mathcal{H}^+} \quad \text{on } (\mathcal{H}^+) \]

are unique, regular (well-posed) and decay \( Y^\theta \sim \frac{1}{R} \) asymptotically for large \( R \). On the other hand, due to the regularity conditions \( Y \) admits the expansion:

\[ Y^\theta = \sum_{n=1}^{\infty} Y^\theta_n \sin(n\theta) \quad (92a) \]
\[ Y^R = \sum_{n=0}^{\infty} Y^R_n \cos(n\theta) \quad (92b) \]

for the solutions of the conformal Killing vector \( Y \). Likewise, for regularity reasons, the behaviour of homogeneities in the boundary value problems mentioned above is restricted on the axes. In particular, they behave as follows

\[ \bar{\mu}_q q^{RR} q^{\theta\theta} |\Phi| (\bar{g}'(\partial_R, \partial_\theta)) \sim \sin \theta \quad (93) \]
\[ \partial_R (\bar{\mu}_q q^{RR} q^{RR} |\Phi| (\bar{g}'(\partial_R, \partial_R) - \frac{1}{2} q_{RR} tr_q (\bar{g}'))) \sim \sin \theta \quad (94) \]

close to the axes \( \Gamma \). Now that we clarified the structure of the source terms, let us introduce the notation, for \((R, \theta)\) coordinates

\[ \mathcal{M}^{R\theta} := \bar{\mu}_q q^{RR} q^{\theta\theta} |\Phi| \bar{g}'(\partial_R, \partial_\theta) \]
\[ \mathcal{M}^{RR} := \bar{\mu}_q q^{RR} q^{RR} |\Phi| (\bar{g}'(\partial_R, \partial_R) - \frac{1}{2} q_{RR} tr_q (\bar{g}')) \quad (95) \]

As a consequence of the above arguments, they must admit a Fourier decomposition of the form:

\[ -\frac{1}{R} \mathcal{M}^{RR} = \sum_{n=0}^{\infty} I_n(R, t) \cos n\theta \]
\[ -R \mathcal{M}^{R\theta} = \sum_{n=1}^{\infty} J_n(R, t) \sin n\theta \quad (96) \]

Now, plugging in these decompositions in the first order equations (79), we get

\[ \partial_R Y^R_0 (R, t) - \frac{1}{R} Y^R_0 (R, t) = I_0(R, t) \quad (97) \]
which admits the solution, integrable equations

$$Y^R_0(R,t) = \frac{R}{R^+} Y^R(R^+, t) + \int_{R^+}^R \frac{I(R', t)}{R'} dR'$$  \hspace{1cm} (98)

for the lowest frequency quantity. Now for higher frequencies,

$$\partial_R Y^R_n(R, t) - \frac{1}{R} Y^R_0(R, t) - n Y^\theta_n(R, t) = I_n(R, t)$$

$$R^2 \partial_R Y^\theta_n(R, t) - n Y^R_n(R, t) = J_n(R, t)$$  \hspace{1cm} (99a)

which follow from the first-order equations respectively. These equations can be decoupled as

$$\frac{1}{R} \partial_R (R \partial_R Y^\theta_n(R, t)) - \frac{n^2 Y^\theta_n(R, t)}{R^2} = \frac{n I_n(R, t)}{R^2} + \frac{1}{R} \partial_R J_n(R, t)$$  \hspace{1cm} (100)

The characteristic equation admits two real roots and it may be noted that the fundamental set of solutions is given by

fundamental solutions set for $Y^\theta$ in (100) = \{R^n, R^{-n}\}.  \hspace{1cm} (101)

The corresponding Wronskian is $\frac{2n}{R} \neq 0 \forall R \in (R^+, \infty)$, \to 0 as $R \to \infty$ and \to $\frac{2n}{R^+}$ for $R \to R^+$. It follows that $Y^\theta = A(t) R^{-n} + B(t) R^{n}$.

We get the following asymptotic behaviour of the Wronskian near the horizon $\mathcal{H}^+$:

$$W_{\mathcal{H}^+}(Y^\theta_n) = \frac{2n}{R^+}$$

$$W_{\mathcal{H}^+}(\frac{Y^R_n}{R}) = \frac{2n}{R^+} \text{ as } R \to R^+$$  \hspace{1cm} (102)

and near the outer asymptotic region,

$$W_{\bar{\iota}^0}(Y^\theta_n) = \frac{2n}{R},$$

$$W_{\bar{\iota}^0}(\frac{Y^R_n}{R}) = \frac{2n}{R} \to 0 \text{ as } R \to \infty$$  \hspace{1cm} (103)

so that, for the conformal Killing vector $Y$, the asymptotic behaviour is

$$Y^\theta_n(R, t) = Y^\theta_n(t)(R^n - R^2 n R^{-n}), \text{ for large } R, \text{ } n \geq 1$$

$$\to 0 \text{ as } R \to \infty$$  \hspace{1cm} (104a)

$$Y^\theta_n(R, t) = Y^\theta_n(t) R^{2n}, \text{ near } R^+, \text{ } n \geq 1$$

$$\to 0 \text{ as } R \to R^+$$  \hspace{1cm} (104b)

and
\[ Y_n^R(R, t) = Y_n^R(t)(R^{n+1} - R_+^{2n}R^{-n+1}), \quad R \text{ near } R_+, \quad n \geq 1 \]
\[ \rightarrow 0 \quad \text{as} \quad R \rightarrow R_+ \]  
(105a)
\[ Y_n^R(R, t) = Y_n^R(t)R^{-n+1} \quad \text{for large } R, \quad n \geq 1 \]
\[ \frac{Y_n^R}{R} \rightarrow 0, \quad \text{as} \quad R \rightarrow \infty \]  
(105b)

For the estimates in this work, the quantities \( Y^\theta(t), Y^R(t) \) in the right hand sides of (104) (105) are treated as constants (in each \( \Sigma_t \)) and thus there is a slight abuse of notation. The behaviour of \( Y_0^R(R, t) \) is a bit subtle and it is directly related to the regularity issues of our problem. This will be studied separately later.

**Wave map phase space \( X \).** The general gauge transforms of the quantities look like
\[ |\Phi|' = |\Phi| + \mathcal{L}_\Sigma|\Phi| \]  
(106a)
subsequently the wave map canonical pairs
\[ U' = U + \mathcal{L}_\Sigma U, \]  
(106b)
\[ p'_A = p_A + \mathcal{L}_\Sigma p_A, \quad \forall A \]  
(106c)
likewise, the (spacetime) gauge transform of the metric on the target
\[ h'_{AB}(U) = h_{AB}(U) + \mathcal{L}_\Sigma h_{AB}(U), \quad \forall A, B \]  
(106d)
which is analogous to the transformation of a scalar. In the case of the axially symmetric and stationary Kerr black hole spacetime the operator \( \mathcal{L}_\Sigma = \mathcal{L}_\Sigma \Sigma \). As a consequence, the formulas above reduce to
\[ U' = U + \mathcal{L}_\Sigma U, \]  
(107)
\[ p'_A = p_A + \mathcal{L}_\Sigma p_A \]  
(108)
In the asymptotic regions we have the above formulas reduce to
\[ U' = \mathcal{L}_\Sigma \Sigma U, \]  
(109)
\[ p'_A = \mathcal{L}_\Sigma \Sigma p_A \]  
(110)
After noting that, in the \((R, \theta)\) coordinates for \((\Sigma, q)\)
\[ \partial_R |\Phi| \sim \mathcal{O}(R), \quad \partial_\theta |\Phi| \sim \mathcal{O}(R^2), \quad \text{for large } R \]  
(111)
\[ \partial_R |\Phi| \sim \mathcal{O}(1), \quad \partial_\theta |\Phi| \sim \mathcal{O}(1), \quad \text{for } R \text{ close to } R_+ \]  
(112)
As a consequence, we have
\[ |\Phi|' \sim \mathcal{O}\left(\frac{1}{R}\right) \quad \text{for large } R \]  
\[ |\Phi|' \sim \mathcal{O}(1) \quad \text{for } R \text{ close to } R_+ \]  
(113)
Next, the other component of the wave map $U : (M, g) \to (N, h)$ is constituted by the twist potential. It follows from background Kerr geometry that
\begin{align}
\partial_R \omega &\sim \mathcal{O}(\frac{1}{R^3}), \quad \partial_\theta \omega \sim \mathcal{O}(1), \quad \text{for large } R \quad (114a) \\
\partial_R \omega &\sim \mathcal{O}(1), \quad \partial_\theta \omega \sim \mathcal{O}(1), \quad \text{for } R \text{ close to } R_+ \quad (114b)
\end{align}
and
\begin{align}
|\omega'| &\sim \mathcal{O}(\frac{1}{R}) \quad \text{for large } R \quad (115a) \\
|\omega'| &\sim \mathcal{O}(1) \quad \text{for } R \text{ close to } R_+. \quad (115b)
\end{align}

Now, then let us turn to the conjugate momenta, we have, from the Hamiltonian equation,
\begin{align}
\frac{N}{\bar{\mu}_q} p_A = h_{AB}(U) \partial_t U'^B - h_{AB}(U) \mathcal{L}_{N'} U'^B 
\end{align}
in the asymptotic regions
\begin{align}
= h_{AB}(U) \partial_t \mathcal{L}_Y U'^B - h_{AB}(U) \mathcal{L}_{N'} U'^B. \quad (117)
\end{align}

**Lagrange multipliers.** Now let us turn to the remaining quantities that occur in the ADM formalism, Lagrange multipliers $\{N', N'^a\}$ in our Weyl-Papapetrou gauge, as constructed using a gauge transform from harmonic coordinates. It may noted that, for our background Kerr metric, $\bar{g}'(\partial_\phi, \partial_\phi) = |\Phi'|$.

\begin{align}
N = |\Phi|^{-\frac{1}{2}} \left(-\bar{g}(dt, dt)\right)^{-\frac{1}{2}} 
\end{align}
noting that
\begin{align}
|\Phi'| = \bar{g}'(\partial_\phi, \partial_\phi) + \bar{g}^{\alpha} \partial_\alpha |\Phi| 
\end{align}
and
\begin{align}
\bar{g}'(\partial_t, \partial_t) = \bar{g}(dt, dx^\alpha) \bar{g}(dt, dx^\beta) \left(\bar{g}'(\partial_\alpha, \partial_\beta) + \mathcal{L}_Y \bar{g}(\partial_\alpha, \partial_\beta)\right) 
\end{align}
we get
\begin{align}
N' = \frac{1}{2} |\Phi|^{-1} N \left(\bar{g}(\partial_\phi, \partial_\phi) + \bar{g}^{\alpha} \partial_\alpha |\Phi|\right) \\
- \frac{1}{2} |\Phi|^{-\frac{1}{2}} N^3 \left(\bar{g}(dt, dx^\alpha) \bar{g}(dt, dx^\beta) \left(\bar{g}'(\partial_\alpha, \partial_\beta) + \mathcal{L}_Y \bar{g}(\partial_\alpha, \partial_\beta)\right)\right). 
\end{align}

In the asymptotic regions,
\begin{align}
N' = Y^\alpha \partial_\alpha N + N \partial_t Y'. 
\end{align}
Likewise, for the shift vector, we have

\[(|\Phi|^{-1}q_{ab} + |\Phi|A_aA_b)\bar{N}^b = |\Phi|q_{ab}N^b + |\Phi|A_tA_a\]

consequently

\[|\Phi|^{-1}\bar{N}^b = |\Phi|^{-1}N^b + q^{ab}|\Phi|A_tA'_a.\]  

Recall

\[\bar{N}^b = q^{ab}g_{0a} = |\Phi|q^{ab}\bar{g}_{0a}\]

then,

\[N^b = \bar{N}^b + q^{ab}|\Phi|^2 A_tA'_a\]

Now then, using,

\[\mathcal{L}_Y\bar{g} = \partial_tY^b\bar{g}_{0a} + \partial_aY^t(-N^2 + N_{\phi}N^\phi) + \partial_aY^\phi N_{\phi}\]

\[= \partial_tY^b\bar{g}_{0a} + \partial_aY^t(-N^2 + |\Phi|^2A_0^2) + |\Phi|\partial_aY^\phi A_0\]

in the asymptotic regions, we have

\[N^b = \partial_tY^b - N^2q^{ab}\partial_aY^t.\]  

The above results can be summarized in the following lemma.

**Lemma 3.3** (Lagrange multipliers \(\{N^b, N'^a\}\)). Suppose \(\bar{Y}\) is a gauge transform from the harmonic coordinates \((\bar{M}', \bar{g}')\) to the Weyl Papapetrou gauge \((\bar{M}', \bar{g}')\)

- In the Weyl-Papapetrou gauge, the Lagrange multipliers \(\{N, N'^a\}\) in the asymptotic regions are given by (121) and (129) respectively
- The vector field \(N'^a\) so constructed is regular at the axes and behaves as,

\[N'^R = O(1), \quad N'^\theta = O\left(\frac{1}{R}\right) \quad \text{near the spatial infinity,}\]

and

\[N'^R \sim O(1), \quad N'^\theta = 0 \quad \text{at the horizon}\]
Proof. In our gauge, we have
\[ \partial_t Y^t = -\frac{1}{N} Y^a \partial_a N, \quad \forall t \]  
(132)
in the asymptotic regions. Thus,
\[ \partial_b Y^t = -\partial_b \left( \frac{1}{N} \int_0^t Y^a \partial_a N dt' \right). \]  
(133)
Now define a quantity \( D^a \) occurring in (129) as,
\[ D^a := N^2 q^{ab} \partial_a Y^t \]  
(134)
then
\[ D^a = -N^2 q^{ab} \partial_b \left( \frac{1}{N} \int_0^t Y^a \partial_a N dt' \right). \]  
(135)
Recall that,
\[ e^{2\nu} = \sin^2 \theta \left( \frac{r^2 + a^2}{R^2} \right)^2 - a^2 \Delta \sin^2 \theta \]  
(136a)
\[ \frac{\partial_R N}{N} = \frac{1 + \frac{R^2}{R^2}}{R \left( 1 - \frac{R^2}{R^2} \right)} \sim (1 - \frac{R_+}{R})^{-1} \quad \text{as} \quad R \to R_+ \]  
(136b)
\[ \to 0 \quad \text{as} \quad O\left( \frac{1}{R} \right) \quad \text{as} \quad R \to \infty, \]  
\[ \frac{\partial_\theta N}{N} = \cot \theta \]  
(136c)
and denote
\[ Y^a = \int_0^t Y^a dt. \]  
(136d)
Let us now compute the behaviour of \( D \) at various boundaries. We have the following expressions for the components of \( D \).
\[ D^R = N^2 e^{-2\nu} (q_0)^{RR} \partial_R Y^t \]  
\[ = \left( 1 - \frac{R_+^2}{R^2} \right)^2 \cdot \frac{R^4}{\left( (r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta \right)} \]  
\[ \partial_R \left( Y^t(t = 0) - Y^R \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - Y^\theta \cot \theta \right) \]  
\[ \to 0 \quad \text{as} \quad R \to \infty \]  
(137)
at the rate of \( O\left( \frac{1}{R^2} \right) \); and
\[ D^R = O(1) \quad \text{as} \quad R \to R_+ \]  
(138)
Likewise, we have
\[ D^0 = N^2 e^{-2\nu(q_0)\theta} \partial_b Y^b \]
\[ = (1 - \frac{R_+^2}{R^2})^2 \cdot \frac{R^4}{((r^2 + a^2)^2 - a^2\Delta \sin^2 \theta)} \]
\[ \partial_b \left( Y^b(t = 0) - \gamma^R \frac{R^2}{1 - \frac{R_+^2}{R^2}} - \gamma^0 \cot \theta \right) \rightarrow 0 \text{ as } R \rightarrow \infty \]
\[ (139) \]

at the rate of \( O\left(\frac{1}{R^2}\right) \)
\[ D^0 = O(1 - \frac{R_+}{R}) \rightarrow 0 \text{ as } R \rightarrow R_+. \]
\[ (140) \]

It now follows that the conjugate momenta, are given by, as follows,
\[ N \frac{p^b_A}{\mu_q} = h_{AB}(U) \partial_b \mathcal{L}_Y U^A - h_{AB}(U) \mathcal{L}_N \partial_a U^b \]
\[ (141) \]
in the asymptotic regions
\[ = h_{AB}(U) N^2 q^{ab} \partial_b Y^b \partial_a U^B \]
\[ = h_{AB}(U) R^2 \sin^2 \theta (1 - \frac{R_+^2}{R^2})^2 \cdot \frac{R^2}{\sin^2 \theta ((r^2 + a^2)^2 - a^2\Delta \sin^2 \theta)} \]
\[ \cdot (-\partial_R U^B \partial_R (\gamma^a \partial_b N^a) - \frac{1}{R^2} \partial_b U^B \partial_b (\gamma^a \partial_a N^a)) \]
\[ (142) \]

As a consequence, we can estimate the values of the conjugate momenta at various boundaries (cf. eqs (136b), (136c)).
\[ N \frac{p^b_A}{\mu_q} = O\left(\frac{1}{R^4}\right) \text{ for large } R, \]
\[ (143a) \]
\[ N \frac{p^b_A}{\mu_q} = O\left(1 - \frac{R_+^2}{R^2}\right) \text{ for } R \text{ close to } R_+, \quad A = 1, 2. \]
\[ (143b) \]

It can be verified that the decay rates and the boundary behaviour of the shift vector field agree from separate analysis using the momentum constraint. From the momentum constraint, we have,
\[ -(q_0) \nabla_b \varrho^b_a + \frac{1}{2} p^b_A \partial_a U^A = 0 \]
\[ (144) \]
after taking into account that the transverse-traceless tensors vanish for our geometry, where,
\[ \varrho^a_c = \mu_{q_0} ((q_0) \nabla_c Y^a + (q_0) \nabla^a Y_c - \delta^a_c (q_0) \nabla_b Y^b) \]
\[ (145) \]
which can be reduced to an elliptic equation for the shift vector.

Now, let us turn our attention to the Hamiltonian constraint:

\[
H = \overline{\mu}^{-1} (e^{-2\nu} \overline{q} \overline{q} - \frac{1}{2} \overline{R}^2 e^{2\nu} \overline{\mu}^2 + \frac{1}{2} \delta_{\underline{A}} \underline{A}) \\
+ \overline{\mu}_0 (2\Delta_0 \nu + \frac{1}{2} \delta_{\underline{A}} \underline{A} U^A \partial_b U^B), \quad (\Sigma, q_0),
\]

where

\[
\Delta_0 \nu := \frac{1}{\overline{\mu}_0} \partial_b (q_0 \overline{q}_0 \partial_b \nu).
\]

There are a few delicate aspects of the Hamiltonian constraint in our dynamical axisymmetric problem. For the special case of the Kerr metric,

\[
H = \overline{\mu}_0 (2\Delta_0 \nu + \frac{1}{2} \delta_{\underline{A}} \underline{A} U^A \partial_b U^B), \quad (\Sigma, q_0).
\]

If we consider the quantity \(\int H = 0\), it may be noted that the inner boundary term involves the \(\partial_R \nu\) at the horizon \(\mathcal{H}^+\). This quantity vanishes for the Kerr black hole metric and we recover the positive mass theorem of Schoen-Yau [43, 44]. This is consistent with the (inner boundary) horizon being the minimal surface, which is the case with the Kerr black hole spacetime. Let us now analyze the linearized Hamiltonian constraint:

\[
H' = \overline{\mu}_0 (2\Delta_0 \nu') + \frac{1}{2} \delta_{\underline{A}} \underline{A} U^A \partial_b U^B U^B U^C \\
+ \overline{\mu}_0 \delta_{\underline{A}} \underline{A} U^A \partial_b U^B, \quad (\Sigma)
\]

which is an elliptic PDE. We would like to construct \(\nu'\) such that:

**Proposition 3.4.** A boundary value problem for \(\nu'\) admits a unique, regular and bounded solution that decays at the rate of \(O(1/R)\) for large \(R\).

In order to set up a well-posed boundary value problem for this elliptic PDE, we need to specify appropriate boundary conditions.

Suppose, \(\Sigma\) is a 2-surface that embeds into the Cauchy hypersurface of the Kerr metric \((\Sigma \hookrightarrow \Sigma)\), the Gauss curvature of \(\Sigma\) is given by:

\[
K(\Sigma) = -\frac{1}{e^{2\nu}} \Delta_0 \nu
\]

and the mean curvature \(H\) of \(\Sigma \hookrightarrow \Sigma\)

\[
H_\Sigma = 0
\]

on account of the fact that the inner boundary of \(\Sigma\) is a minimal surface. In the perturbative theory, we need to find an expression of the mean curvature.

\[
\vec{H}_\Sigma = H_\Sigma n, \quad \text{mean curvature vector}, \quad \Sigma \hookrightarrow \Sigma.
\]
For the conformal transformation \( q = \Omega^2 q_0 \), we have

\[ H_\Sigma = \frac{1}{\Omega} \left( H_0 + 2 \frac{\partial \Omega}{\Omega} \partial n \right). \] (153)

It then follows that,

\[ H_\Sigma = |\Phi|^{1/2} e^{-\nu} \left( \frac{1}{R} + \partial_R \nu \right). \] (154)

It may be noted that the preservation of the minimal surface condition at the inner boundary horizon \( \mathcal{H}^+ \) implies a Neumann boundary condition for \( \nu' \) at the horizon \( \mathcal{H}^+ \). Let us now turn to the issue of regularity of \( \nu' \) at the axes \( \Gamma \). Firstly note that, from the form of the Kerr metric, the quantity \( \nu' \) has the form

\[ \nu = 2\gamma + c - 2 \log \rho \] (155)

in the Weyl-Papapetrou gauge, near the axes. For the reasons of regularity of the Kerr metric at the axes, we have \( c \equiv 0 \). Thus,

\[ \nu = 2\gamma - 2 \log \rho. \] (156)

Consequently, we have the condition

\[ \nu' = 2\gamma' \] (157)

for the linear perturbation theory, thus suggesting the Dirichlet boundary conditions for \( \nu' \) at the axes.

\[
\begin{align*}
\Delta_0 \nu' &= \frac{1}{4} \partial_{U^C} h_{AB}(U) q_0^{ab} \partial_a U^A U^B \partial_{U^C} \\
&\quad + q_{ab} h_{AB} \partial_a U^A \partial_b U^B \quad \text{on} \quad (\Sigma) \\
\nu' &= 2\gamma', \quad \text{on} \quad (\Gamma) \\
\partial_n \nu' &= 0 \quad \text{on} \quad (\mathcal{H}^+) 
\end{align*}
\] (M-BVP) \nu' \] (158)

It must be pointed out that for the regularity of \( \nu' \) itself, at the axes, we need to impose the condition \( \partial_n \nu' = 0 \) at the axes. A priori, the apparent over-determined boundary data—both Dirichlet and Neumann—at the axes is a significant issue for the well-posedness of the boundary value problem for \( \nu' \). It may be recalled that an elliptic problem with both Dirichlet and Neumann data, specified at the same boundary, is typically ill posed. Importantly, we can prove that the boundary conditions \( \nu' = 2\gamma' \) and \( \partial_n \nu' = 0 \) are equivalent. In other words, imposition of one condition automatically satisfies the other and vice versa. This saves us from the aforementioned issue.
However, we should ask a more fundamental question: Can the set-up of our problem result in a well-posed boundary value problem for $\nu'$ (as proposed in Proposition 3.4) in the first place? and what about the regularity of $\nu'$ at the corners $\Gamma \cap \mathcal{H}^+$?

Suppose, $\nu' = 2\gamma'$, then a computation shows that,

$$\partial_n \nu' = \partial_R \nu' = 2\partial_R \gamma' = 0 \quad (159)$$

at the corners, in a limiting sense. On the other hand, suppose $\nu'$ were a scalar, then $\nu' = (\nu')_{\text{HG}} + Y^a \partial_a \nu = Y^a \partial_a \nu$ in the asymptotic regions. Then a computation shows that

$$\partial_R \nu' = \partial_R Y^a \partial_a \nu \neq 0 \quad (160)$$

In the above, there is an inconsistency for two reasons. Firstly, the quantity $\nu'$ is not regular at the corners. Secondly, the Neuman boundary condition at the horizon is not satisfied at the end points, the corners. The following lemma is crucial and comes to our rescue. In this lemma we show that $\nu'$ does not transform like a scalar.

**Lemma 3.5.** Suppose the quantity $\nu'$ is compactly supported in the harmonic gauge, then

1. $\nu'$ has the following structure

$$\nu' = Y^a \partial_a \nu + \frac{1}{2}(q_0) \nabla_a Y^a \quad (161)$$

in the asymptotic regions.

2. Furthermore, $\nu'$ is regular at the corners $\Gamma \cap \mathcal{H}^+$

**Proof.** Consider $D \cdot \bar{\mu}_q$ in a conformally flat form, we have

$$D \cdot \bar{\mu}_q = e^{2\nu} D \cdot \bar{\mu}_{q_0} + 2e^{2\nu} \nu' \bar{\mu}_{q_0} \quad (162)$$

Now, then for our choice of the gauge condition, where we hold the flat metric $q_0$ fixed,

$$2e^{2\nu} \nu' \bar{\mu}_{q_0} = (\nu')_{\text{HG}} + \mathcal{L}_Y \bar{\mu}_q$$

in the asymptotic regions

$$= 2e^{2\nu} Y^a \partial_a \nu \bar{\mu}_{q_0} + e^{2\nu} \partial_a \bar{\mu}_{q_0} + e^{2\nu} \partial_a Y^a \bar{\mu}_{q_0} \quad (163a)$$

the right hand side can be expressed equivalently as

$$= 2e^{2\nu} Y^a \partial_a \nu \bar{\mu}_{q_0} + e^{2\nu} \mathcal{L}_Y \bar{\mu}_{q_0} \quad (163b)$$

$$= 2e^{2\nu} Y^a \partial_a \nu \bar{\mu}_{q_0} + e^{2\nu} \partial_a (Y^a \bar{\mu}_{q_0}) \quad (163c)$$

$$= 2e^{2\nu} Y^a \partial_a \nu \bar{\mu}_{q_0} + e^{2\nu} \bar{\mu}_{q_0} (q_0) \nabla_a Y^a \quad (163d)$$
The result (161) follows. Now let us show that the ‘correction term’ is harmonic in the asymptotic regions. We have,
\[(q_0) \nabla_a (q_0) \nabla_b Y_c - (q_0) \nabla_b (q_0) \nabla_a Y_c = (q_0) P_{abc} \nabla_d Y_d \] (164)
on account of the fact that \( Y \) is a conformal Killing vector field in the asymptotic regions, \( \text{CK}(Y, q_0) = 0 \), it follows that
\[(q_0) \nabla^a (q_0) \nabla_b (q_0) \nabla_c Y^c = 0. \] (165)

With the correction term in (161), the assertion (2) can also be verified explicitly. It can also be verified that the Neumann boundary condition for \( \nu' \) at the horizon \( H^+ \) is also satisfied.

Firstly, we note that the mixed boundary value problem, with regular boundary data, is well-posed. We would like to remark that ‘uniqueness upto a constant’ which is usually the case for a Neumann boundary value problem is not sufficient for our problem because we need the decay of \( \nu' \) (consistent with the regularity on the axes) to establish the needed boundary behaviour of our fields. In view of the uniqueness, we claim that the solution to the mixed boundary value problem above can be decomposed into the following two parts: solution for a inhomogeneous Dirichlet boundary value problem \( \nu'_D \) and a homogeneous Neumann problem \( \nu'_N \):

\[ \nu' = \nu'_D + \nu'_N \] (166)

represented in the same domain. In the following, we shall elaborate on our construction that ensures that the needed boundary conditions for \( \nu' \) are satisfied. We specify the (regular) data for Dirichlet problem for \( \nu'_D \) in a half plane such that it is consistent with the data for \( \nu' \). This problem is well-posed on account of the regularity conditions of the source (involves \( U', h(U), h'(U) \)) and admits a regular solution. We shall use this to obtain a suitable choice of data for the Neumann problem for \( \nu'_N \) at the horizon, so that the total sum \( \nu'_D + \nu'_N \) satisfies the needed Neumann boundary condition for \( \nu' \). The well-posedness and regularity for \( \nu' \) at the axes implies that it should vanish on the axes, thus implying that \( \nu' \) satisfies the needed Dirichlet condition on the axes. This construction also ensures that the regularity of \( \nu' \) at the corners is also satisfied. Consider,

\[
\begin{align*}
\Delta_0 \nu'_D &= \frac{1}{4} \partial_{UC} h_{AB}(U) q_{0}^{ab} \partial_a U^A U^B U^C \\
& \quad + q_{ab} h_{AC} \partial_a U^A \partial_b U^C \quad \text{on (}\Sigma\text{)} \\
\nu' &= 2 \gamma' \quad \text{on (}\Gamma\text{)} \\
\nu' &= 2 \gamma' \quad \text{on (}\{\rho = 0\} \setminus \Gamma\text{)} \\
\end{align*}
\] (D-BVP)\(\nu'\) (167)

It may be noted that, for our construction, the data at the ‘cut’ between the axes \( \{\rho = 0\} \setminus \Gamma \) can be specified arbitrarily so that its smooth but
for convenience we choose \( \nu' = 2\gamma' \). It follows that well posed Dirichlet boundary value problem (167) is well posed and that there exists a regular solution. We shall use this to construct Neumann data for \( \nu'_N \). Note that we can compute \( \partial_n \nu'_D \) at the horizon (boundary) using the 'Dirichlet to Neumann map'

\[
\Lambda : \nu' \rightarrow \partial_n \nu'
\]

and the conformal inversion map discussed previously. We then formulate the homogeneous Neumann boundary value problem

\[
\begin{align*}
\Delta_0 \nu'_N &= 0 \quad \text{on} \quad (\Sigma) \\
\partial_n \nu'_N &= 0 \quad \text{on} \quad (\Gamma) \\
\partial_n \nu'_N &= \partial_n \nu'_D |_{\mathcal{H}^+} \quad \text{on} \quad (\mathcal{H}^+) \end{align*}
\]

(169)

It follows from the use of the representation formulas (90) for both Dirichlet and Neumann problems, that \( \nu' \) decays at the rate of \( O\left(\frac{1}{R}\right) \) for large \( R \).

**Proposition 3.6.** The integral invariant quantity \( Y_0(\mathcal{H}^+) \) at the horizon is finite for all times if and only if it vanishes.

**Proof.** Recall the expression for \( Y^R_0(R_+) \)

\[
Y^R_0(R_+) = \frac{R_+}{2\pi} \int_{R_+}^{\infty} \frac{1}{R'^2} \int_{0}^{2\pi} \frac{R'}{2} e^{2\gamma' - 2\nu} \left( g'_R(\partial_R, \partial_R) - \frac{1}{R'^2} g'(\partial_\theta, \partial_\theta) \right) \, d\theta dR'
\]

(170)

which can be reexpressed as

\[
= \frac{R_+}{2\pi} \int_{R_+}^{\infty} \frac{1}{R'^2} \int_{0}^{2\pi} \frac{R'}{2} \left( q'_0(\partial_R, \partial_R) - \frac{1}{R'^2} q'_0(\partial_\theta, \partial_\theta) \right) \, d\theta dR'
\]

(171)

where \( q_0 \) is the metric perturbation in harmonic gauge.

The quantities, \( q'_0(\partial_R, \partial_R) \), \( q'_0(\partial_R, \partial_\theta) \) and \( q'_0(\partial_\theta, \partial_\theta) \) admit the decomposition,

\[
q'_0(\partial_R, \partial_R) = \sum_{n=0}^{\infty} \left\{ q'_0(\partial_R, \partial_R) \right\}_n \cos n\theta
\]

(172)

\[
q'_0(\partial_R, \partial_\theta) = \sum_{n=1}^{\infty} \left\{ q'_0(\partial_R, \partial_\theta) \right\}_n \sin n\theta
\]

(173)

\[
q'_0(\partial_\theta, \partial_\theta) = \sum_{n=0}^{\infty} \left\{ q'_0(\partial_\theta, \partial_\theta) \right\}_n \cos n\theta
\]

(174)

Now then (171) can be simplified as
Now consider (48) and note that the operator on the LHS is a linear differential operator. In polar coordinates,

\[
- \frac{1}{R} \partial_R^2 q_0(\partial_R, \partial_R) + \partial_R q_0(\partial_R, \partial_R) + 2 \frac{2}{R} \partial^2 R \partial q_0(\partial_R, \partial_\theta) - \frac{2}{R^3} q_0(\partial_\theta, \partial_\theta) + \frac{2}{R^2} \partial_R q'_0(\partial_\theta, \partial_\theta) - \frac{1}{R} \partial^2_{RR} q_0(\partial_\theta, \partial_\theta) = 0. \tag{176}
\]

It follows that,

\[
\partial_R \left\{ q'_0(\partial_R, \partial_R) \right\}_0 - \frac{2}{R^3} \left\{ q'_0(\partial_\theta, \partial_\theta) \right\}_0 + \frac{2}{R^2} \partial_R \left\{ q'_0(\partial_\theta, \partial_\theta) \right\}_0 - \frac{1}{R} \partial^2_{RR} \left\{ q'_0(\partial_\theta, \partial_\theta) \right\}_0 = 0 \tag{177}
\]

which is a pure divergence,

\[
\partial_R \left( \left\{ q'_0(\partial_R, \partial_R) \right\}_0 - \frac{1}{R} \left\{ q'_0(\partial_\theta, \partial_\theta) \right\}_0 \right) \partial_R \left( \left\{ q'_0(\partial_R, \partial_R) \right\}_0 - \frac{1}{R} \left\{ q'_0(\partial_\theta, \partial_\theta) \right\}_0 \right) = 0, \tag{178}
\]

uniformly in \( \Sigma \) for all times. We get the condition that the \( R \) derivative of the quantity in the first integral of (175) vanishes. As a result this quantity can make a finite contribution only if it vanishes. The result follows. \( \square \)

4. Boundary Behaviour of the Constrained Dynamics in the Orbit Space and Strict Conservation of the Regularized Hamiltonian

In this section, we shall establish that the regularized Hamiltonian energy \( H^{\text{Reg}} \) is strictly conserved in time. This is the main result of the current article. In particular, we shall establish that:

**Theorem 4.1.** Suppose we have the initial value problem of Einstein’s equations for general relativity,

1. There exists a \( (C^\infty-) \) diffeomorphism from harmonic coordinates to the Weyl-Papapetrou gauge of the maximal development \( (M', g') \) of the perturbative theory of Kerr black hole spacetimes, under axial symmetry.
2. The positive-definite Hamiltonian \( H^{\text{Reg}} \) is strictly-conserved forwards and backwards in time.
Consider the vector field density,

\[ (J^b)^\text{Reg} = N^2 e^{-2\nu} q_0^{ab} p_A^a \partial_a U^t A + U^t A L_{\mathcal{N}}(N \bar{\mu}_0 q_0^{ab} h_{AB} \partial_b U^R) \]

\[ + L_{\mathcal{N}}(N)(2\bar{\mu}_q q_0^{ab} \partial_a \nu) + 2\nu^a \partial_a \nu' \bar{\mu}_0 q_0^{ab} \partial_a N \]

\[ - 2N^b \bar{\mu}_0 q_0^{bc} \partial_a \nu' \partial_c N. \]  

(179)

We shall classify the terms in \((J^b)^\text{Reg}\) into kinematic, dynamical and conformal terms:

- **Dynamical terms** (180a)
  \[ J^b_1 = N^2 e^{-2\nu} q_0^{ab} p_A^a \partial_a U^t A \]

- **Kinematic terms** (180b)
  \[ J^b_2 = U^t A L_{\mathcal{N}}(N \bar{\mu}_0 q_0^{ab} h_{AB} \partial_b U^R) \]

- **Conformal terms** (180c)
  \[ J^b_3 = L_{\mathcal{N}}(N)(2\bar{\mu}_q q_0^{ab} \partial_a \nu), \]

- **Conformal terms** (180d)
  \[ J^b_4 = 2N^b \bar{\mu}_0 q_0^{bc} \partial_a \nu' \partial_c N, \]

- **Conformal terms** (180e)
  \[ J^b_5 = - 2N^b \bar{\mu}_0 q_0^{bc} \partial_a \nu' \partial_c N. \]

The asymptotic and decay rates of the fluxes and the associated integrands can be explicitly evaluated with a specific choice of gauge on the target. In the following, we choose, \( h = 4d \gamma^2 + e^{-4\gamma} d \omega^2 \). Analogous computations can be performed for other gauges on the target manifold. An important aspect of these flux estimates is that most of the integrands of these flux terms vanish pointwise at the boundaries of the orbit space. In this work, we shall neglect signs of total flux quantities (but not for the individual constituting terms), because we shall eventually prove that they converge to 0.

### 4.1. ‘Dynamical’ Boundary Terms

Consider the dynamical flux terms contributed by

\[ (J_1)^b = N^2 e^{-2\nu} q_0^{ab} p_A^a \partial_a U^t A \]

(181)

Let us start by considering the terms

\[ \text{Flux} \left( N^2 e^{-2\nu} (q_0)^{ab} (4p \partial_a \gamma'), \Gamma \right) \]

and

\[ \text{Flux} \left( N^2 e^{-2\nu} (q_0)^{ab} (e^{-4\gamma r} \partial_a \gamma'), \Gamma \right). \]

We have

\[ \text{Flux} \left( N^2 e^{-2\nu} (q_0)^{ab} (4p \partial_a \gamma'), \Gamma \right) = \int_0^t \int_{(-\infty, -R_+)} \lim_{\theta \to 0, \pi} \left( 4N^2 e^{-2\nu} (q_0)^{ab} p \partial_a \gamma' \right)^\theta dRdt \]

(182)

\[ = \int_0^t \int_{(-\infty, -R_+)} \lim_{\theta \to 0, \pi} \left( 4N^2 e^{-2\nu} (q_0)^{ab} \bar{\mu} \partial_a \gamma' \right)^\theta dRdt \]
if we consider the integrand, within the domain of integration, we have

\[
\lim_{\theta \to 0, \pi} 4 \frac{N}{R^2} \cdot \frac{Np'}{\mu_q} \bar{\mu}_{q_0} \partial_\theta \gamma' = \Delta \frac{1}{R^2} \sin \theta \frac{Np'}{\mu_q} \bar{\mu}_{q_0} \partial_\theta \gamma' \to 0, \quad \text{as} \quad \theta \to 0, \pi.
\]  

(183)

and

\[
\text{Flux} \left( N^2 e^{-2\nu}(q_0)^{ab}(e^{-4\gamma} r \partial_\theta \omega'), (\Gamma) \right)
\]

\[
= \int_0^t \int_{(-\infty, -R_+)} \lim_{R \to R_+} \left( e^{-4\gamma} N^2 e^{-2\nu}(q_0)^{ab} r \partial_\theta \omega' \right)^\theta dR dt
\]

\[
= \int_0^t \int_{(-\infty, -R_+)} \lim_{R \to R_+} \left( N^2(q_0)^{ab} e^{-4\gamma} r \frac{Np'}{\mu_q} \bar{\mu}_{q_0} \partial_\theta \omega' \right)^\theta dR dt
\]

(184)

the integrand

\[
\lim_{\theta \to 0, \pi} 4 \frac{N^2}{R^2} e^{-4\gamma} \frac{r'}{\mu_q} \bar{\mu}_{q_0} \partial_\theta \omega' = \Delta \frac{1}{R^2} \sin^2 \theta \frac{\Sigma^2}{\sin^2 \theta} \frac{r'}{\mu_q} \bar{\mu}_{q_0} \partial_\theta \omega'
\]

\[
\to 0, \quad \text{as} \quad \theta \to 0, \pi
\]

(185)

due to the rapid decay of \( \partial_\theta \omega' \) as \( \theta \to 0 \) and \( \pi \).

\[
\text{Flux}(J_1, \mathcal{H}^+)
\]

(186)

We have the term, \( \text{Flux}(N^2 e^{-2\nu} q_0^{ab} p \partial_\alpha \gamma', \mathcal{H}^+) \), which can be estimated near the future horizon \( \mathcal{H}^+ \) as

\[
\text{Flux}(N^2 e^{-2\nu} q_0^{ab} p \partial_\alpha \gamma', \mathcal{H}^+)
\]

\[
= \int_0^t \int_0^\pi \lim_{R \to R_+} \left( N^2 e^{-2\nu} q_0^{ab} p' \partial_\alpha \gamma' \right)^R d\theta dt
\]

\[
= \int_0^t \int_0^\pi \lim_{R \to R_+} \left( N \cdot q_0^{ab} \frac{Np'}{\mu_q} \bar{\mu}_{q_0} \partial_\alpha \gamma' \right)^R d\theta dt
\]

\[
= \int_0^t \int_0^\pi \lim_{R \to R_+} \left( R \sin \theta \left( 1 - \frac{R_+^2}{R^2} \right) \frac{Np'}{\mu_q} \bar{\mu}_{q_0} \partial R \gamma' \right) d\theta dt.
\]

(187)

It may be recalled that the behaviour of the canonical pair \((\gamma', p')\) near the future horizon is

\[
4 \partial R \gamma' = \left( 1 - \frac{R_+^2}{R^2} \right) \quad \text{and} \quad \frac{Np'}{\mu_q} = O \left( 1 - \frac{R_+^2}{R^2} \right)
\]

\[
\text{Flux}(N^2 e^{-2\nu} q_0^{ab} p \partial_\alpha \gamma', \mathcal{H}^+) \to 0 \quad \text{as} \quad R \to R_+.
\]

(188)
Likewise, consider the flux of the term:

$$
\text{Flux}(N^2 e^{-2\nu} q_0^b r^c \partial_\alpha \omega', \mathcal{H}^+) = \int_0^t \int_0^{\pi} \lim_{R \to R_+} \left( (N^2 e^{-2\nu} q_0^b r^c \partial_\alpha \omega') \right) d\theta dt 
$$

$$
= \int_0^t \int_0^{\pi} \lim_{R \to R_+} \left( (N e^{-4\gamma} \cdot q_0^b \frac{Ne^{4\gamma} r'}{\bar{\mu}_q} \partial_\alpha \omega') \right) R d\theta dt 
$$

(189)

again recall that the behaviour of the canonical pair ($\omega', r'$) near the future horizon is

$$
\partial_R \omega' = \left( 1 - \frac{R^2}{R^2} \right) \text{ and } \frac{Ne^{4\gamma} r'}{\bar{\mu}_q} = \mathcal{O} \left( 1 - \frac{R^2}{R^2} \right) 
$$

the integrand in \text{Flux}(N^2 e^{-2\nu} q_0^b p \partial_\alpha \gamma', \mathcal{H}^+) is

$$
= \lim_{R \to R_+} R^2 \sin \theta \left( 1 - \frac{R^2}{R^2} \right) \frac{\Sigma^2}{\sin^4 \theta ((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta)^2} 
$$

$$
e \left( 1 - \frac{R^2}{R^2} \right) \left( 1 - \frac{R^2}{R^2} \right) \to 0 \text{ as } R \to R_+. 
$$

(190)

\textbf{Flux of } J_1 \text{ at the outer boundary, } \text{Flux}(J_1, t^0) \text{.}

$$
\text{Flux}(J_1, t^0) 
$$

(191)

Consider the flux of the term:

$$
\text{Flux} \left( \frac{N^2 \bar{p} \bar{\mu}_q q^a \partial_\alpha \gamma', t^0}{} \right) = \int_0^t \int_0^{\pi} \left( \lim_{R \to \infty} \frac{N^2 \bar{p} \bar{\mu}_q \partial_\gamma' t^0}{} \right) d\theta dt 
$$

(192)

we have

$$
\frac{Np'}{\bar{\mu}_q} = \mathcal{O} \left( \frac{1}{R^2} \right), \quad \gamma' = \frac{1}{R} \partial_R \gamma' = \mathcal{O} \left( \frac{1}{R^2} \right) 
$$

(193)

and recall that

$$
N = (r(R)^2 - 2Mr(R) + a^2)^{1/2} \sin^2 \theta = \mathcal{O}(R), \text{ for large } R. 
$$

(194)

Therefore, in the region under consideration, we have for the integrand of

$$
\text{Flux} \left( \frac{N^2 \bar{p} \bar{\mu}_q q^a \partial_\alpha \gamma', t^0}{} \right) \sim \mathcal{O}(R) \cdot \mathcal{O}(\frac{1}{R}) \cdot \mathcal{O}(\frac{1}{R^2}) \cdot R \to 0 \text{ as } R \to \infty.
$$

Likewise, consider the following flux terms at the outer boundary:

$$
\text{Flux} \left( -\frac{4N^2 \bar{p} \bar{\mu}_q q^a \partial_\alpha \omega', t^0}{} \right), \quad \text{Flux} \left( \frac{N^2 \bar{p} \bar{\mu}_q q^a \partial_\alpha \omega', t^0}{} \right)
$$

$$
\text{Flux} \left( \frac{N^2 \bar{p} \bar{\mu}_q q^a \partial_\alpha \omega', t^0}{} \right) = \int_0^t \int_0^{\pi} \left( \lim_{R \to \infty} \frac{N^2 \bar{p} \bar{\mu}_q \partial_R \omega'}{\bar{\mu}_q} \right) d\theta dt 
$$

(195)
It may be recalled that
\[ \frac{Ne^{4\gamma r'}}{\bar{\mu}_q} = \mathcal{O}\left(\frac{1}{R^3}\right), \]  
and
\[ e^{-2\gamma} = \left(\frac{r^2 + a^2 \cos^2 \theta}{\sin^2 \theta}\right) \frac{1}{((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta)} \sim \mathcal{O}\left(\frac{1}{R^2}\right) \text{ for large } R \]  

Therefore, for the integrand within
\[ \text{Flux} \left(\frac{N^2}{\bar{\mu}_q} \bar{\gamma} \gamma' \bar{\mu}_q q^{ab} \partial_a \omega', i^0\right) = \mathcal{O}(R) \cdot \mathcal{O}\left(\frac{1}{R^2}\right) R^2 \cdot \frac{1}{R^2} \to 0 \text{ as } R \to \infty. \]  

Next, consider
\[ \text{Flux} \left(\frac{-4N^2}{\bar{\mu}_q} r' \bar{\mu}_q q^{ab} \partial_a \omega', i^0\right) = \int_0^t \int_0^{\pi} \left( \lim_{R \to \infty} -4N^2 \frac{r' \bar{\mu}_q \partial R \omega}{\bar{\mu}_q} \right) d\theta dt \]
\[ = \int_0^t \int_0^{\pi} \left( \lim_{R \to \infty} -4N \left(\frac{Ne^{4\gamma r'}}{\bar{\mu}_q}\right) e^{-4\gamma r'} \bar{\mu}_q \partial R \omega \right) d\theta dt \]  

Using the above estimates again and noting that \( \partial R \omega = \mathcal{O}\left(\frac{1}{R^3}\right) \) \[ \frac{4N^2}{\bar{\mu}_q} r' \bar{\mu}_q \partial R \omega = \mathcal{O}(R) \cdot \mathcal{O}\left(\frac{1}{R^3}\right) \cdot \mathcal{O}\left(\frac{1}{R^4}\right) \cdot \mathcal{O}\left(\frac{1}{R}\right) \cdot \mathcal{O}\left(\frac{1}{R^3}\right) \]
\[ = 0 \text{ as } R \to \infty, \]  

from which it follows that \( \text{Flux} \left(\frac{-4N^2}{\bar{\mu}_q} r' \bar{\mu}_q q^{ab} \partial_a \omega', i^0\right) = 0. \)

4.2. ‘Kinematic’ Boundary Terms.

\[ (J_2)^b := U^A L_{N'}(N \bar{\mu}_q q^{ab} h_{AB} (U) \partial_b U^B) \]  

in a special gauge
\[ = \gamma' L_{N'}(4N \bar{\mu}_q q^{ab} \partial_a \gamma) + \omega' L_{N'}(N \bar{\mu}_q q^{ab} e^{-4\gamma} \partial_a \omega). \]  

\[ \text{Flux}(J_2, \Gamma) \]  

We have,
\[ \text{Flux}(J_2, \Gamma) \]
\[ = \int_0^t \int_{(-\infty,R_+)} \lim_{\theta \to 0,\pi} \left(U^A L_{N'}(N \bar{\mu}_q q^{ab} h_{AB} (U) \partial_b U^B)\right)^\theta dRdt \]  

We will expand the expression \( U^A L_{N'}(N \bar{\mu}_q q^{ab} h_{AB} (U) \partial_a U^B) \) as follows:
\[
U^α L_N \left( N q_0^a \mu_0 q_0 h_{AB}(U) \partial_θ U^B \right) \\
= U^α (N \partial_c N^c N q_0^a \mu_0 q_0 h_{AB}(U) \partial_θ U^B + N^c \partial_c (N \mu_0 q_0 h_{AB}(U) \partial_θ U^B) \\
- \partial_c N^c N \mu_0 q_0 h_{AB} \partial_θ U^B) \tag{204}
\]

We would like to point out that \( \omega' \) vanishes on the axes whereas \( \gamma' \) does not. Likewise, \( \partial_θ \omega \) decays rapidly on the axes whereas \( \partial_θ \gamma \) does not. This causes a few subtleties for terms involving \( \gamma' \) but as will see later, we will have few fortuitous cancellations involving this quantity. Each of the terms in (204) can in turn be decomposed as

\[
U^α (N \partial_c N^c N q_0^a \mu_0 q_0 h_{AB}(U) \partial_θ U^B) = \gamma' (4 N \partial_c N^c \mu_0 q_0 h_{AB}(U)) \partial_θ U^B \\
+ \omega' (N \partial_c N^c \mu_0 q_0 h_{AB}(U) e^{-4γ} \partial_θ \omega) \tag{205}
\]

As a consequence, we have

\[
\text{Flux}(\gamma' (4 N \partial_c N^c \mu_0 q_0 h_{AB}(U)) \partial_θ U^B, \Gamma) \\
= \int_0^t \int_{(-∞, -R_+ \cup (R_+, +∞)} \lim_{\theta \to 0, π} \left( \gamma' (4 N \partial_c N^c \mu_0 q_0 h_{AB}(U)) \right) dR dt \\
= \int_0^t \int_{(-∞, -R_+ \cup (R_+, +∞)} \left( \lim_{\theta \to 0, π} \frac{N}{R} \gamma' \partial_θ \gamma \partial_θ N^θ + \partial_θ N^{θR}) \right) dR dt. \tag{206}
\]

Let us note that \( \lim_{\theta \to 0, π} \partial_θ \gamma' = \cot \theta \). Likewise,

\[
\text{Flux}(\omega' (N \partial_c N^c \mu_0 q_0 h_{AB}(U)) \partial_θ U^B, \Gamma) \\
= \int_0^t \int_{(-∞, -R_+ \cup (R_+, +∞)} \lim_{\theta \to 0, π} \left( \omega' (N \partial_c N^c \mu_0 q_0 h_{AB}(U)) \right) dR dt \\
= \int_0^t \int_{(-∞, -R_+ \cup (R_+, +∞)} \left( \lim_{\theta \to 0, π} \frac{N}{R} e^{-4γ} \omega' \partial_θ \omega \partial_θ (N^θc) \right) dR dt = 0. \tag{207}
\]

Where, we took into account the fact that the \( \partial_θ \omega \) term has rapid decay as \( \theta \to 0, π \). Next,

\[
U^α N^c \partial_c (N \bar{μ}_q q_0 h_{AB}(U) \partial_θ U^A) = 4γ' N^c \partial_c (N \bar{μ}_q q_0 h_{AB}(U) \partial_θ U^A) \\
+ \omega' N^c \partial_c (N \bar{μ}_q e^{-4γ} \partial_θ U^A) \tag{208}
\]

\[
\text{Flux}(4γ' N^c \partial_c (N \bar{μ}_q q_0 h_{AB}(U) \partial_θ U^A, \Gamma) \\
= \int_0^t \int_{(-∞, -R_+ \cup (R_+, +∞)} \lim_{\theta \to 0, π} \left( 4γ' N^c \partial_c (N \bar{μ}_q q_0 h_{AB}(U) \partial_θ U^A), \frac{1}{R} \right) dR dt \tag{209}
\]

\[
= \int_0^t \int_{(-∞, -R_+ \cup (R_+, +∞)} \left( \lim_{\theta \to 0, π} 4γ' N^c \partial_c (N \bar{μ}_q q_0 h_{AB}(U) \partial_θ U^A) \right) dR dt \tag{210}
\]
Consider the integrand:

\[ R^t \int \frac{N_e}{R} \theta \gamma = 4\gamma \left( N_t^\theta \frac{N_e}{R} \theta \gamma + N_t^R \partial_R \left( \frac{N_e}{R} \theta \gamma \right) \right) \tag{211} \]

The \(N_t^R\) term remains while the \(N_t^\theta\) term vanishes at the axes (as \(\theta \to 0\) or \(\pi\)). For the sake of brevity, let us combine the \(N_t^R\) terms in (211) and (206). We shall revisit this later.

\[
\int_0^t \int_{(-\infty,-R_+)} \left( 4\gamma \partial_R \left( \frac{N_t^R N_e}{R} \theta \gamma \right) \right) \, dR \, dt. \tag{212}
\]

Similarly,

\[
\text{Flux}(\omega' N_e \partial_c (N \mu_{\theta 0} q_{00} e^{-4\gamma \theta} \partial_\theta \omega), \Gamma)
\]

\[
= \int_0^t \int_{(-\infty,-R_+)} \lim_{\theta \to 0,\pi} \left( \omega' N_e \partial_c (N \mu_{\theta 0} q_{00} e^{-4\gamma \theta} \partial_\theta \omega) \right) \, dR \, dt \tag{213}
\]

\[
= \int_0^t \int_{(-\infty,-R_+)} \lim_{\theta \to 0,\pi} \left( \omega' N_e \partial_c \left( \frac{N \mu_{\theta 0}}{R^2} e^{-4\gamma \theta} \partial_\theta \omega \right) \right) \, dR \, dt \tag{214}
\]

The integrand

\[
\omega' N_e \partial_c \left( \frac{\mu_{\theta 0}}{R^2} e^{-4\gamma \theta} \partial_\theta \omega \right) = \omega' (N^\theta \partial_\theta (N \mu_{\theta 0} q_{00} e^{-4\gamma \theta} \partial_\theta \omega) + N_t^R \partial_R (N \mu_{\theta 0} q_{00} e^{-4\gamma \theta} \partial_\theta \omega))
\]

vanishes at the axes due to \(\omega' = 0\) on \(\Gamma\) and the rapid decay of \(\partial_\theta \omega\) at the axes.

Finally,

\[
- U_t^A \partial_c N_t^\theta \mu_{\theta 0} q_{00}^{ac} h_{AB} \partial_a U^B = - 4\gamma' \partial_c N_t^\theta \mu_{\theta 0} q_{00}^{ac} \partial_a \gamma
\]

\[
- \omega' \partial_c N_t^\theta \mu_{\theta 0} q_{00}^{ac} e^{-4\gamma \theta} \partial_\theta \omega
\]

so that the fluxes,

\[
\text{Flux}(-4\gamma' \partial_c N_t^\theta q_{00}^{ac} \partial_\theta \gamma, \Gamma)
\]

\[
= \int_0^t \int_{(-\infty,-R_+)} \lim_{\theta \to 0,\pi} \left( -4\gamma' \partial_c N_t^\theta \mu_{\theta 0} q_{00}^{ac} \partial_\theta \gamma \right) \, dR \, dt
\]

\[
= \int_0^t \int_{(-\infty,-R_+)} \lim_{\theta \to 0,\pi} \left( -4\gamma' N(R \partial_R N^\theta \partial_R \gamma + \frac{1}{R} \partial_\theta N^\theta \partial_\theta \gamma) \right) \, dR \, dt \tag{217}
\]

If we consider the integrand

\[
\lim_{\theta \to 0,\pi} \left( 4\gamma' N(R \partial_R N^\theta \partial_R \gamma + \frac{1}{R} \partial_\theta N^\theta \partial_\theta \gamma) \right)
\]

\[
= \int_0^t \int_{(-\infty,-R_+)} \left( 4\gamma' N(R \partial_R N^\theta \partial_R \gamma + \frac{1}{R} \partial_\theta N^\theta \partial_\theta \gamma) \right) \, dR \, dt \tag{218}
\]
we note that the term involving $\partial R N'^R \partial R \gamma$ vanishes because $\partial R N'^\theta$ vanishes on the axes ($N'^\theta$ is a constant along the axes) and in the second term involving $\partial_\theta N'^\theta \partial_\theta \gamma$ cancels with a flux term in (206).

\[
\text{Flux}(-\omega' \partial_\theta N'^b \bar{q}_0^a c e^{-4\gamma} \partial_\theta \omega, \Gamma)
\]

\[
= \int_0^t \int_{(\infty, R_+)} (-N \omega' \partial_\theta N'^b \bar{q}_0^a c e^{-4\gamma} \partial_\theta \omega) \theta \ dR \ dt
\]

\[
= \int_0^t \int_{(\infty, R_+)} \left( \lim_{\theta \to 0, \pi} (-N \omega' (\partial R N'^\theta e^{-4\gamma} \partial R \omega + \partial_\theta N'^R e^{-4\gamma} \partial_\theta \omega)) \right) dR \ dt
\]

\[
= 0
\]

on account of rapid decay of $\partial_\theta \omega$ at the axes, vanishing of $N \sim \sin \theta$ and $\omega'$ at the axes. Now then, for

\[
\text{Flux}(J_2, \mathcal{H}^+),
\]

we have

\[
\text{Flux}(\gamma' (4 \partial_\theta N'^c \bar{\mu}_q \bar{q}_0^a \bar{q}_0^b \partial_\theta \gamma, \mathcal{H}^+)) = \int_0^t \int_0^\pi \left( \lim_{R \to R_+} 4RN \gamma' \partial_\theta \gamma \partial_\theta N'^c \right) d\theta \ dt
\]

(221)

Using,

\[
\lim_{R \to R_+} \partial_\theta \gamma \leq c, \quad \lim_{R \to R_+} \partial_\theta N'^c \leq c
\]

we estimate the integrand,

\[
\lim_{R \to R_+} 4RN \gamma' \partial_\theta \gamma \partial_\theta N'^c \leq c(1 - \frac{R^2}{R^2})^2
\]

(223)

So we have flux,

\[
\text{Flux}(\gamma' (4 \partial_\theta N'^c \bar{\mu}_q \bar{q}_0^a \bar{q}_0^b \partial_\theta \gamma, \mathcal{H}^+) = 0.
\]

(224)

\[
\text{Flux}(\omega' (\partial_\theta N'^c \bar{\mu}_q \bar{q}_0^a \bar{q}_0^b e^{-4\gamma} \partial_\theta \omega), \mathcal{H}^+)
\]

\[
= \int_0^t \int_0^\pi \left( \lim_{R \to R_+} \omega' \partial_\theta N'^c N \bar{\mu}_q \bar{q}_0^a \bar{q}_0^b e^{-4\gamma} \partial R \omega \right) d\theta \ dt
\]

\[
= \int_0^t \int_0^\pi \left( \lim_{R \to R_+} RN e^{-4\gamma} \omega' \partial R \omega \partial_\theta N'^c \right) Rd\theta \ dt
\]

(225)

Noting that,

\[
\lim_{R \to R_+} \partial R \omega \leq c, \quad \lim_{R \to R_+} e^{-4\gamma} \leq c
\]

(226)

the integrand
\[ RNe^{-4\gamma} \omega' \partial_R \omega \partial_c N^{tc} \leq c(1 - \frac{R^+}{R^2})^2 \]  

(227)

thus, again

\[ \text{Flux}(\omega' (\partial_c N^{tc} \bar{\mu}_{q_0 a_b} e^{-4\gamma} \partial_\omega)) = 0. \]  

(228)

\[ \text{Flux}(4\gamma' N^{tc} \partial_c (N \bar{\mu}_{q_0 a_b} \partial_\omega)) = 0. \]  

(229)

the integrand can be estimated close to the horizon as,

\[ 4\gamma' N^{tc} (\partial_c N \partial_\omega \gamma + N \partial_c (R \partial_\omega \gamma)) \leq c(1 - \frac{R^2}{R^2}) + c(1 - \frac{R^2}{R^2})^2 \]  

(230)

so we have,

\[ \text{Flux}(4\gamma' N^{tc} \partial_c (N \bar{\mu}_{q_0 a_b} \partial_\omega)) = 0. \]  

(231)

\[ \text{Flux}(\omega' N^{tc} \partial_c (\bar{\mu}_{q_0} e^{-4\gamma} \partial_\omega)) = 0. \]  

(232)

\[ \text{Flux}(-4N \gamma' \partial_c N^{tb} \bar{q}_0 a_c \partial_\gamma) = 0. \]  

(233)

in view of the behaviour of the integrand

\[ 4N \gamma' (\partial_R N \partial_\gamma + \frac{1}{R^2} \partial_\theta N^{\theta} \partial_\theta) \]  

behaves as \( c(1 - \frac{R^2}{R^2})^2 \) as \( R \to R^+ \)
finally,

\[
\text{Flux}\left(-\omega' \partial_c N'^a \bar{q}^{\alpha c} N e^{-4\gamma} \partial_a \omega, H^+\right) = \int_0^t \int_0^\pi \left( \lim_{R \to R^+} -N e^{-4\gamma} \omega' \left( \partial_R N'^R \partial_R \omega + \frac{1}{R^2} \partial_\theta N'^\theta \partial_\theta \omega \right) \right) \, d\theta dt
\]

= 0 \quad (238)

where, again the integrand can be estimated such that

\[
N e^{-4\gamma} \omega' \left( \partial_R N'^R \partial_R \omega + \frac{1}{R^2} \partial_\theta N'^\theta \partial_\theta \omega \right)
\]

behaves as

\[
c(1 - \frac{R^2}{R^2})^2 \quad \text{for } R \text{ close to } R_+ . \quad (239)
\]

Next, for the kinematic fluxes at the spatial infinity

\[
\text{Flux}(J_2, \iota^0)
\]

let us start with estimating the divergence term \( \partial_c N'^c \) near the spatial infinity. We have

\[
\partial_c N'^c = \partial_\theta N'^\theta + \partial_R N'^R
\]

\[
= \partial_R \left( \partial_t Y^R - N^2 e^{-2\nu} \partial_R (Y^t(t = 0) - \gamma^\theta \cot \theta - \gamma^R \frac{1 + \frac{R^2}{R^2}}{R(1 - \frac{R^2}{R^2})}) \right) + \partial_\theta \left( \partial_t Y^\theta - \frac{N^2 e^{-2\nu'}}{R^2} (Y^t(t = 0) - \gamma^\theta \cot \theta - \gamma^R \frac{1 + \frac{R^2}{R^2}}{R(1 - \frac{R^2}{R^2})}) \right)
\]

(242)

We have the following behaviour for large \( R \)

\[
\partial_R (N^2 e^{-2\nu}) \sim \mathcal{O}(\frac{1}{R}), \quad \partial_\theta \frac{N^2 e^{-2\nu'}}{R^2} \sim \mathcal{O}(1)
\]

(243)

and

\[
\partial_R \frac{1 + \frac{R^2}{R^2}}{R(1 - \frac{R^2}{R^2})} \sim \mathcal{O}(\frac{1}{R^2}), \quad \partial_\theta \frac{1 + \frac{R^2}{R^2}}{R(1 - \frac{R^2}{R^2})} \sim \mathcal{O}(\frac{1}{R^3})
\]

(244)

from somewhat lengthy but standard computations. It now follows that the coordinate divergence of \( N' \) is then

\[
\partial_c N'^c \sim \mathcal{O}(\frac{1}{R})
\]

(245)

\[
\text{Flux}(\gamma' (4\partial_c N'^c \bar{q}^{\alpha c} \partial_\alpha \gamma, \iota^0) = \int_0^t \int_0^\pi \left( \lim_{R \to \infty} 4R \gamma' \partial_R \gamma \partial_c N'^c \bar{q}^{\alpha c} \partial_\alpha \gamma \right) \, d\theta dt.
\]

(246)
for large $R$

$$
\rightarrow 0 \text{ as } R \rightarrow \infty.
$$

Thus,

$$\text{Flux}(\gamma'(4\partial_c N^c \mu_{q_0} q^b a_b \partial_a \gamma, \iota^0)) = 0.
$$

Analogously, noting that $\gamma' = O\left(\frac{1}{R}\right)$ and $\omega' = O\left(\frac{1}{R}\right)$ for large $R$ we have the following:

$$\text{Flux}(4\gamma' N^c \partial_c (\mu_{q_0} q^b a_b \partial_a \gamma), \iota^0)
$$

$$= \int_0^t \int_0^\pi (\lim_{R \to \infty} 4\gamma' N^c \partial_c (R \partial_R \gamma)) d\theta dt
$$

$$= \int_0^t \int_0^\pi (4\gamma' (R \partial_c Y^c - N^2 e^{-2\nu} q^b a_b Y^t)) d\theta dt
$$

$$= 0.
$$

$$\text{Flux}(\omega' N^c \partial_c (\mu_{q_0} e^{-4\gamma} \partial_a \omega), \iota^0)
$$

$$= \int_0^t \int_0^\pi (\lim_{R \to \infty} \omega' (R \partial_c Y^c - N^2 e^{-2\nu} q^b a_b Y^t)) d\theta dt
$$

$$= 0
$$

$$\text{Flux}(-4\gamma' \partial_c N^b q^b a_c \partial_a \gamma, \iota^0)
$$

$$= \int_0^t \int_0^\pi (\lim_{R \to \infty} -4\gamma' \left(\partial_R N^b \partial_R \gamma + \frac{1}{R^2} \partial_b N^b \partial_b \gamma\right)) d\theta dt
$$

$$= 0
$$

$$\text{Flux}(-\omega' \partial_c N^b q^b a_c e^{-4\gamma} \partial_a \omega, \iota^0)
$$

$$= \int_0^t \int_0^\pi (\lim_{R \to \infty} \omega' e^{-4\gamma} \left(\partial_R N^b \partial_R \omega + \frac{1}{R^2} \partial_b N^b \partial_b \omega\right)) d\theta dt = 0.
$$
4.3. ‘Conformal’ Boundary Terms.

\[ (J_3)^b := \mathcal{L}_{N'}(N)(2\tilde{\mu}_q q^{ab}\partial_a\nu') \quad (257) \]

Let us start with the flux of this conformal term at the axes:

\[ \text{Flux}(J_3, \Gamma) \quad (258) \]

\[
\begin{align*}
\text{Flux}(J_3, \Gamma) & = \int_0^t \int_{(\infty, -R_+ ) \cup (R_+, \infty)} \lim_{\theta \to 0, \pi} \left( \mathcal{L}_{N'}(N)(2\tilde{\mu}_q q^{ab}\partial_a\nu') \right) \, dR \, dt \\
& = \int_0^t \int_{(\infty, -R_+ ) \cup (R_+, \infty)} \left( 2\partial_\theta\nu' (N'R \partial_R N + N'^{\theta} \partial_\theta N) \right) \, dR \, dt \\
& = \int_0^t \int_{(\infty, -R_+ ) \cup (R_+, \infty)} \left( \lim_{\theta \to 0, \pi} 2\partial_\theta\nu' \left( \frac{N'R \sin \theta R^2 + N'^{\theta} R \cos \theta}{R^2} \right) \right) \, dR \, dt \\
\end{align*}
\]

expanding out the integrand within \( \text{Flux}(J_3, \Gamma) \), near the axes \( \Gamma \), we get

\[
\begin{align*}
\lim_{\theta \to 0, \pi} 2\partial_\theta\nu' \left\{ \left( \partial_t Y^R - \left(1 - \frac{R^2_+}{R^2} \right)^2 \frac{R^4}{(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta} \theta \right) \partial_R \left( Y^t (t = 0) - Y^R \frac{R^2}{R^2} - Y^\theta \cot \theta \right) \right\} & = \left( 1 - \frac{R^2_+}{R^2} \right)^2 \frac{R^4}{(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta} \\
& + \left( \partial_t \theta - (1 - \frac{R^2_+}{R^2})^2 \frac{R^4}{(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta} \right) \right\} R \cos \theta \left(1 - \frac{R^2_+}{R^2} \right) \\
\end{align*}
\]

from which it follows that

\[ \text{Flux}(J_3, \Gamma) = 0 \quad (262) \]

due to the decay rate of the terms in the parenthesis.
Now then, consider the flux of $J_3$ at the horizon, $H^+$:

$$\text{Flux}(J_3, H^+) = \int_0^t \int_0^{\pi} \left( \lim_{R \to R_+} \mathcal{L}_{N'}(N)(2\mu q^{ab} \partial_a \nu') \right) d\theta dt$$

$$\int_0^t \int_0^{\pi} \left( \lim_{R \to R_+} 2R \mathcal{L}_{N'} N \partial_R \nu' \right) d\theta dt$$

$$= \int_0^t \int_0^{\pi} \left( \lim_{R \to R_+} 2R \partial_R \nu' \left( (\partial_t Y^R - N^2 e^{-2\nu} \partial_R Y^t) \sin \theta \frac{R^2}{R^2} + (\partial_t Y^\theta \right. \right.$$

$$- \frac{N^2}{R^2} e^{-2\nu} \partial_\theta Y^t) R \cos (1 - \frac{R^2}{R^2}) \right) d\theta dt$$

$$\text{(263)}$$

expanding out the integrand within Flux($J_3, H^+$) close to the horizon, $H^+$ we have,

$$\lim_{R \to R_+} 2R \partial_R \nu' \left\{ \left( \partial_t Y^R - \left(1 - \frac{R^2}{R^2} \right)^2 \cdot \frac{R^4}{((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta) R^2} \right. \right.$$

$$\partial_R \right( Y^t(t = 0) - \gamma^R \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - \gamma^\theta \cot \theta \right) \left) \sin \theta \frac{R^2}{R^2} \right.$$

$$+ \left( \partial_t Y^\theta - \left(1 - \frac{R^2}{R^2} \right)^2 \cdot \frac{R^4}{((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta)} \right.$$

$$\partial_\theta \right) \left( Y^t(t = 0) - \gamma^R \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - \gamma^\theta \cot \theta \right) \left) \right\}$$

$$\to 0 \text{ as } R \to R_+ \text{ (264)}$$

after plugging in the expression of $Y$ and $\mathcal{Y}$ for $R$ near $R_+$. Likewise, at spatial infinity, we have

$$\text{Flux}(J_3, \bar{t}^0) = \int_0^t \int_0^{\pi} \left( \lim_{R \to \infty} 2R \partial_R \nu' \left( (\partial_t Y^R - N^2 e^{-2\nu} \partial_R Y^t) \sin \theta \frac{R^2}{R^2} + (\partial_t Y^\theta \right. \right.$$

$$- \frac{N^2}{R^2} e^{-2\nu} \partial_\theta Y^t) R \cos (1 - \frac{R^2}{R^2}) \right) d\theta dt$$

$$\text{(266)}$$
again the integrand occurring above can be estimated, after plugging in the relevant quantities:

\[
\lim_{R \to \infty} 2R \partial_R \nu' \left\{ \left( \partial_t \sum_{n=1}^{\infty} Y^R_n R^{-n+1} \cos n\theta - \left( 1 - \frac{R^2}{R^2} \right)^2 \frac{R^4}{(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta} \right) \right. \\
\partial_R \left( Y^t(t = 0) + \sum_{n=1}^{\infty} Y^R_n R^{-n+1} \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - \sum_{n=1}^{\infty} \gamma^\theta_n R^{-n+1} \sin n\theta \cot \theta \right) \bigg| \sin \theta \frac{R^2}{R^2} \right. \\
+ \left. \left( \partial_t \sum_{n=1}^{\infty} Y^\theta_n R^{-n} \sin n\theta - \left( 1 - \frac{R^2}{R^2} \right)^2 \frac{R^4}{(r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta} \right) \right. \\
\partial_\theta \left( Y^t(t = 0) + \sum_{n=1}^{\infty} Y^R_n R^{-n+1} \cos n\theta \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - \sum_{n=1}^{\infty} \gamma^\theta_n R^{-n} \sin n\theta \cot \theta \right) \bigg) \bigg\} \\
\rightarrow 0 \quad \text{as} \quad R \to \infty. \tag{267}
\]

We would like to point out that the choice of \(Y^t(t = 0)\) is at our discretion.

\[
\text{Flux}(J_4, \Gamma) \tag{269}
\]

We have the flux expression at the axes:

\[
\text{Flux}(J_4, \Gamma) = \int_0^t \int_{(-\infty, -R_+)} \lim_{\theta \to 0, \pi} 2R \left( L_{\nu'} \nu' \frac{1}{R^2} \partial_\theta N \right) dRdt \\
= \int_0^t \int_{(-\infty, -R_+)} \lim_{\theta \to 0, \pi} 2 \cos \theta \left( 1 - \frac{R^2}{R^2} \right) \left( \partial_t Y^c - N^{2 \nu' q^a c} \partial_q Y^{\nu'} \right) dRdt \tag{270}
\]

expanding out the integrand above, we have,

\[
\lim_{\theta \to 0, \pi} 2 \cos \theta \left( 1 - \frac{R^2}{R^2} \right) \left\{ \partial_t Y^R \partial_R \nu' - \left( 1 - \frac{R^2}{R^2} \right)^2 \frac{R^4 \partial_R \nu'}{((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta)} \right. \\
\partial_R \left( Y^t(t = 0) - \gamma^R \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - \gamma^\theta \cot \theta \right) \\
+ \partial_t Y^\theta \partial_\theta \nu' - \left( 1 - \frac{R^2}{R^2} \right)^2 \frac{R^4 \partial_\theta \nu'}{((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta)} \\
\partial_\theta \left( Y^t(t = 0) - \gamma^R \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - \gamma^\theta \cot \theta \right) \bigg\} \tag{271}
\]
It may be noted that $N^R$ now vanishes using the expansion of $\sin n\theta$. A term related to $Y^R$ and thus $N^R$ remains. Let us re-compress this term and represent the integrand as

$$2N^R\partial_R\nu' \cos \theta \left( 1 - \frac{R^2}{R^2} \right) \quad (272)$$

which can be re-expressed as

$$\partial_R \left( 2N^R\partial_R\nu' \cos \theta \left( 1 - \frac{R^2}{R^2} \right) \right) - 2\nu'\partial_R \left( N^R \cos \theta \left( 1 - \frac{R^2}{R^2} \right) \right) \quad (273)$$

Now, the flux corresponding to the second term above fortuitously combines with the remaining flux term in (212) to yield 0 total flux, in view of the regularity condition (157). Further, the first term is a total divergence term and converges to 0 at the boundaries of the axes ($R \rightarrow \infty$), in view of the asymptotic behaviour of $N^R$ and $\nu'$.

Subsequently,

$$\text{Flux}(J_4, \mathcal{H}^+) = \int_0^t \int_0^{\pi} \left( \lim_{R \rightarrow R_+} 2\mathcal{L}_{N^R}\nu' \tilde{\mu}_b q^{ab} \partial_a Y^R \right) d\theta dt$$

$$= \int_0^t \int_0^{\pi} \left( \lim_{R \rightarrow R_+} 2\mathcal{L}_{N^R}\nu' \tilde{\mu}_{\theta_0} \partial_R N \right) Rd\theta dt$$

$$= \int_0^t \int_0^{\pi} \left( 2 \sin \theta \left( 1 + \frac{R^2}{R^2} \right) \left( \partial_t Y^c - N^2 e^{-2\nu} q^{ac} \partial_a Y^t \right) \partial_c \nu' \right) d\theta dt \quad (274)$$

the integrand is

$$= 2 \sin \theta \left( 1 + \frac{R^2}{R^2} \right) \left( \partial_t Y^R \partial_R\nu' - \left( 1 - \frac{R^2}{R^2} \right)^2 \cdot \frac{R^4 \partial_R\nu'}{((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta)} \right)$$

$$+ \partial_\theta \left( Y^t(t = 0) - Y^R \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - Y^\theta \cot \theta \right)$$

$$+ \partial_t Y^\theta \partial_\theta\nu' - \left( 1 - \frac{R^2}{R^2} \right)^2 \cdot \frac{R^4 \partial_\theta\nu'}{((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta)}$$

$$+ \partial_\theta \left( Y^t(t = 0) - Y^R \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - Y^\theta \cot \theta \right) \right\} \quad (275)$$

The second term in the curly brackets rapidly vanishes due to the decay rate of $Y^\theta$ close to $\mathcal{H}^+$. The non vanishing factor in the second line above is accounted for by the vanishing boundary condition of $\partial_R\nu'$ at the horizon.
Flux\( (J_4, \iota^0) \) = \int_0^t \int_0^\pi \left( \lim_{R \to \infty} 2 \mathcal{L}_{N^c} \nu' \partial_R N \right) d\theta dt \\
= \int_0^t \int_0^\pi \left( \lim_{R \to \infty} 2 \sin \theta \frac{R^2}{R^2} (\partial_c Y^c - N^2 e^{-2\nu} q^c \partial_a Y^t) \partial_c \nu' \right) d\theta dt \\
so that the integrand involves \\
\begin{align*}
\lim_{R \to \infty} 2 \sin \theta \left( 1 + \frac{R^2}{R^2} \right) &\left( \frac{1 - \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} \right) \cdot \frac{R^4 \partial_R \nu'}{((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta)} \\
&\partial_R \left( Y^t(t = 0) - \nu' \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - \nu^0 \cot \theta \right) \\
+ \partial_t Y^\theta \partial_\theta \nu' - \left( 1 - \frac{R^2}{R^2} \right)^2 \frac{R^4 \partial_\theta \nu'}{((r^2 + a^2)^2 - a^2 \Delta \sin^2 \theta)} \\
&\partial_R \left( Y^t(t = 0) - \nu' \frac{1 + \frac{R^2}{R^2}}{1 - \frac{R^2}{R^2}} - \nu^0 \cot \theta \right) \right) \right}.
\end{align*}

(276)

In the second term in the curly brackets decay only after using the decay rate of \( \partial_\theta \nu' \) (because \( \partial_\theta Y^R \) does not decay near \( \iota^0 \)).

\( (J_5)^b := -2N^b \mu_0 q^{ac} \partial_a \nu' \partial_c N \) \hspace{1cm} (277)

\text{Flux}(J_5, \Gamma) \hspace{1cm} (278)

we have the flux of \( J_5 \) at the axes given by,

\( \text{Flux}(J_5, \Gamma) = \int_0^t \int (\lim_{\theta \to 0, \pi} -2R^2 N^b \mu_0 q^{ac} \partial_a \nu' \partial_c N) dR dt \\
= \int_0^t \int (\lim_{\theta \to 0, \pi} -2R^2 \left( \partial_t Y^\theta - \frac{N^2}{R^2} e^{-2\nu} \partial_\theta Y^t \right) q^{ac} \partial_a \nu' \partial_c N) dR dt \\
\)now consider the integrand \\
\( \lim_{\theta \to 0, \pi} -2R^2 \left( \partial_t Y^\theta - \frac{N^2}{R^2} e^{-2\nu} \right) \cdot \left( \partial_R \nu' \sin \theta \left( 1 + \frac{R^2}{R^2} \right) + \frac{1}{R^2} \partial_\theta \nu' R \cos \theta \left( 1 - \frac{R^2}{R^2} \right) \right) \)
\( \to 0 \text{ as } \theta \to 0, \pi \) \hspace{1cm} (279)

and
\begin{align}
\text{Flux}(J_5, \mathcal{H}^+) &= \int_0^t \int_0^\pi \left( \lim_{R \to R^+} q_0(2N^\nu \bar{\mu}q^{ac} \partial_a \nu' \partial_c N, \partial_R) \right) \, d\theta \, dt \\
&= \int_0^t \int_0^\pi \left( \lim_{R \to R^+} -2N^\nu R \bar{\mu}q^{ac} \partial_a \nu' \partial_c N \right) \, d\theta \, dt \\
&= \int_0^t \int_0^\pi \left( \lim_{R \to R^+} -2(\partial_t Y^R - N^2 e^{-2\nu} \partial_R Y^t) \bar{\mu}q^{ac} \partial_a \nu' \partial_c N \right) \, d\theta \, dt
\end{align}

the integrand contains the terms,

\begin{align}
&= -2 \left\{ \partial_t \left( \sum_{n=1}^\infty Y_n^R R R^+ \left( \frac{R^n}{R^+} - \frac{R^n}{R^+} \cos \theta \right) \right) \\
&\quad - R^2 \left( 1 - \frac{R^2}{R^+} \right)^2 \frac{1}{(r^2 + a^2)^2 - a^2 \Delta \sin \theta} \\
&\quad \partial_R \left( Y^t(t = 0) - \frac{1 + \frac{R^2}{R^+}}{R(1 - \frac{R^2}{R^+})} \sum_{n=1}^\infty \frac{R^n}{R^+} \left( \frac{R^n}{R^+} \cos \theta \right) \right) \right.
\end{align}

\begin{align}
\partial_R 
\left. \left( Y^t(t = 0) - \frac{1 + \frac{R^2}{R^+}}{R(1 - \frac{R^2}{R^+})} \sum_{n=1}^\infty \frac{R^n}{R^+} \left( \frac{R^n}{R^+} \cos \theta \right) \right) \left( \partial_R \nu' \sin \theta \left( 1 + \frac{R^2}{R^+} \right) + \frac{1}{R^2} \partial_\theta \nu' R \cos \theta \left( 1 - \frac{R^2}{R^+} \right) \right) \right) \, d\theta \, dt
\end{align}

due to vanishing term in the final bracket.

We are now left with the final flux term:

\begin{align}
\text{Flux}(J_5, i^0) &= \int_0^t \int_0^\pi \left( \lim_{R \to \infty} -2(\partial_t Y^R - N^2 e^{-2\nu} \partial_R Y^t) \bar{\mu}q^{ac} \partial_a \nu' \partial_c N \right) \, d\theta \, dt \\
&= \int_0^t \int_0^\pi \left( \lim_{R \to \infty} -2(\partial_t Y^R - N^2 e^{-2\nu} \partial_R Y^t) \bar{\mu}q^{ac} \partial_a \nu' \partial_c N \right) \, d\theta \, dt
\end{align}

again the integrand can be estimated as

\begin{align}
&= \lim_{R \to \infty} -2 \left\{ - \partial_t \left( \sum_{n=1}^\infty \frac{Y_n^R R^{-n+1} \cos n\theta}{R^+} \right) - R^4 \left( 1 - \frac{R^2}{R^+} \right)^2 \frac{1}{(r^2 + a^2)^2 - a^2 \Delta \sin \theta} \\
&\quad \cdot \left( Y^t(t = 0) - \frac{1 + \frac{R^2}{R^+}}{R(1 - \frac{R^2}{R^+})} \sum_{n=1}^\infty \frac{Y_n^R R^{-n+1} \cos n\theta}{R^+} \right) - \cot \theta \sum_{n=1}^\infty \frac{Y_n^R R^{-n} \sin n\theta}{R^+} \right\} \\
&\quad \cdot \left\{ R \cdot O \left( \frac{1}{R} \right) \cdot O(1) + \frac{1}{R} \cdot O \left( \frac{1}{R} \right) \cdot O(1) \right\}
\end{align}

\begin{align}
&\to 0 \text{ as } R \to \infty \text{ and behaves like } O \left( \frac{1}{R} \right) \text{ for large } R
\end{align}
Thus it follows that

\[ \text{Flux}(J_5, \iota^0) = 0. \] (283)
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