Abstract: Calibrating distribution system models to aid in the accuracy of simulations such as hosting capacity analysis is increasingly important in the pursuit of the goal of integrating more distributed energy resources. The recent availability of smart meter data is enabling the use of machine learning tools to automatically achieve model calibration tasks. This research focuses on applying machine learning to the phase identification task, using a co-association matrix-based, ensemble spectral clustering approach. The proposed method leverages voltage time series from smart meters and does not require existing or accurate phase labels. This work demonstrates the success of the proposed method on both synthetic and real data, surpassing the accuracy of other phase identification research.

1 Introduction

The quality of distribution system models is increasingly important as the need for accurate and granular simulations escalates. The potential for high penetrations of distributed energy resources (DER) to negatively affect the stability of distribution systems rises as the percentage of DER increases. Highly-accurate simulations are a critical factor in mitigating such risks [1–3]. Rapid and accurate hosting capacity analysis is required for integrating large percentages of DER into the distribution system, requiring accurate models of those systems. For hosting capacity analysis, computation time and precision level are becoming bottlenecks for the installation of photovoltaic (PV) systems and other DER [4–6].

Unfortunately, the distribution system, particularly the low-voltage side, has historically been prone to larger errors than the transmission side of the grid [7]. Distribution system errors include errors within the medium-voltage portion such as topology errors [8–11]; and errors within the low-voltage portion such as phase label errors [12–14]; errors in model parameters (wire type, overhead line configuration etc.) [9, 12, 15, 16]; and behind-the-meter parameters, such as for residential PV installations [17–19]. Blakely et al. [20] provide a detailed overview of commonly found errors in distribution systems with examples and a literature review of current work being done in these areas.

The advent and popularity of advanced metering infrastructure (AMI) have made available a range of possibilities for data analysis that were previously unavailable. The increase in the amount of data enables the application of data science and machine learning approaches for model calibration without the expense of manual verification. The authors of [21, 22] discuss AMI and smart metering deployment, and [16, 23, 24] discuss some of the specific data requirements for model calibration tasks and the array of data considerations for AMI data collection and analysis in general.

This work focuses on the task of customer phase identification using AMI data. Accurate phase labelling is one aspect of ensuring accurate hosting capacity analysis simulations. Distribution system models often have erroneous or missing phase labelling – if the phase information was recorded at all. This work aims to calibrate the distribution system model phase labels using a data-driven, machine learning approach without the need for manual verification by field personnel. This approach has been tested on both synthetic and real feeder data. Contributions of this work include:

(i) Phase labelling is not required for this algorithm to function. This algorithm works without requiring any initial accurate labelling of the customer phases, although if labelling exists it can be optionally used in the final step.

(ii) Data streams other than AMI voltage time series are not required for the phase grouping. This method does not require supervisory control and data acquisition system (SCADA) measurements, topology information, or power measurements.

(iii) This method improves upon the accuracy of similar existing methods, [14, 25].

2 Related works

The phase identification task is well documented in the literature, and there are a wide variety of approaches. There is not a consensus on the best approach or algorithm, and it is difficult to directly compare the algorithms due to the differing datasets used in the research. Three general categories of approaches are those that use additional hardware, those that primarily using power measurements, and those primarily using voltage measurements.

Of the three, the last has had the most research attention. The research in [26] is an approach that requires additional hardware. This is a signal injection methodology where distinct signals are injected into each of the phases and then, by reading that signal at the customer level, the phases are assigned. The authors of [27, 28] utilise two different variations of microsynchrophasor technology to take readings at locations of interest in the field. These methods are extremely accurate, but they are both manual methods that require extensive work by field personnel. Sheinin et al. [29] describe a video-based approach. In this methodology, video footage of lighting from buildings is taken and then analysed for characteristics undetectable to the human eye. Those characteristics are then used to group buildings by their phase. The primary disadvantage of the hardware-based methods is the added expense and time associated with the hardware devices themselves.

One advantage of using power-based methods is that, currently, power data is more readily available than voltage data. Arya et al. [30] use the power measurements from customers for the phase identification task. This approach is based on the fact that less line loss and unmetered load, the sum of all loads on one phase should be equal to the load on the same phase measured at the substation. One disadvantage to this type of power-based methods compared to voltage-based methods is their sensitivity to unmetered loads and scalability to the number of customers. The study by Pappu et
al. [31] is based on a similar approach that uses principal component analysis and a graph theory methodology. Xu et al. [32] use a method based on spectral saliency analysis on load profiles. Load profiles are converted to the frequency domain and filtered, and then "salient" events, large changes, are identified and matched in time with the load profiles at a substation. Tang and Milanovic [33] use the active power measurements from smart meters and the identification with a least absolute shrinkage and selection operator (LASSO) method for the phase identification task. These methods also have the disadvantage of requiring smart meter power measurements or substation data.

There are a significant number of instances in the literature using the voltage AMI time series, most of which, including the method proposed here, leverage the correlation between pairs of voltage profiles of customers on the same phase. Customers who are connected to the same phase will have voltage measurements that are more correlated to each other than two customers which are connected to different phases. Supervised machine learning is investigated in [34, 35]. Foggo and Yu [36] use a subset of manually verified customers as training data for the supervised machine learning and then use the machine learning to predict the phase of the other customers on the feeder. Choosing which customers to manually verify and how many are required is part of the research presented there. Foggo and Yu [36] improve on that approach by using information losses and entropy to guide the machine learning algorithm. Both of these methods still incur the expense of field verification of a subset of customers in each feeder.

Short [12] uses an approach based on pairwise linear regression. This approach has also been applied to the parameter estimation problem [15, 16]. This method shares the same disadvantage as the power methods in that it is sensitive to unmetered loads.

Pezeshki and Wolfs [36] use a cross-correlation between customer voltage profiles and known voltage profiles for each phase. This approach requires having known voltage profiles, perhaps from the substation, for each phase.

Hierarchical clustering was applied to this task using correlation coefficients in [12, 13]. Mitra et al. [13] also provide some key insights that are used in the proposed algorithm including the voltage difference representation and the window ensemble approach. Initial testing using correlation coefficients in this way was investigated produced unsatisfactory results with low accuracy on our datasets. Another method using correlation coefficients is [37]. This work focuses on parameter estimation, building up a topology tree using point-of-coupling calculations and correlation coefficients. After building the topology tree, they propose using the tree for the phase identification task. This work requires both real and reactive power for the point-of-coupling calculations.

Some approaches include topology constraints in their approach. Olivier et al. [38] use a constrained multi-tree approach that incorporates known topology information as constraints to the phase identification. Wang et al. [39] incorporate the transformer labelling as must-link constraints in a constrained K-means algorithm. The demonstrated results are excellent, although they do rely on the accuracy of the included topology constraints. Otherwise, the errors there are propagated through into the phase identification results. Wang and Yu [40] formulate the phase identification problem as a maximum marginal likelihood estimation problem that utilises both smart meter data (voltage and real and reactive power) as well as topology information from the feeder. This method relies on accurate knowledge of the feeder topology and three smart meter data streams.

Ng et al. [41] provide an in-depth description of the spectral clustering algorithm and clustering ensemble which have a significant role in the phase identification method. Second, the phase identification algorithm itself is described in detail.

3.1 Spectral clustering process

Clustering, as a group of methodologies, is considered an unsupervised machine learning technique. This means that labelled data points are not required to use the method. K-means and hierarchical clustering are two other examples of unsupervised machine learning methodologies. The proposed methodology uses only voltage time series measurements from AMI meters, i.e. a single stream of data. That data is transformed in two ways. First, the voltages are converted into a per-unit representation using the ideal mean for the time series. Secondly, the time series are converted into a ‘voltage difference’ representation by taking the difference between adjacent measurements of the time series. This results in a time series where the values represent the change in voltage at each time step. The remainder of this section is structured as follows. First, there are brief descriptions of the spectral clustering algorithm and clustering ensemble which have a significant role in the phase identification method. Second, the phase identification algorithm itself is described in detail.

![Fig. 1 Methodology flowchart](Image 349x83 to 513x291)
implementation used in this research is the Python Scikit Learn implementation [42].

In general, spectral clustering calculates (or accepts as input) a pairwise affinity matrix between samples, computes the eigenvectors, and then clusters the data into a user-defined number of clusters using the eigenvectors. A Laplacian matrix is computed from the affinity matrix; this matrix will be approximately block-diagonal and from there the eigenvectors are computed. A subset of the eigenvectors is then used for the clustering step. In the Scikit Learn implementation there are two choices for the clustering step, either 'k-means' or 'discretise'. Spectral clustering provides a non-linear dimensionality reduction of the input data which differentiates it from other conventional clustering algorithms.

The proposed phase identification algorithm uses slightly different versions of spectral clustering in two locations. As shown in Fig. 1, spectral clustering is used in Step 2. In that instance of the spectral clustering algorithm, the voltage-time series data is used as input and the spectral clustering algorithm uses a radial basis function kernel to calculate the pairwise affinity matrix. The $k$-means spectral clustering option is used for the clustering step. More details on $k$-means can be found in [43]. Please see Section 3.3 for a discussion of the number of clusters.

In Fig. 1 Step 4, spectral clustering is used again. The requirements for clustering in this step are different from the requirements in Step 2, thus a different parameterisation of spectral clustering is used. The primary differences are that there is a precomputed affinity matrix available and a different number of clusters is used. The co-association matrix generated by previous steps in the phase identification algorithm (see Section 3.2) is used as input as a ‘precomputed affinity matrix’ and the spectral clustering algorithm proceeds directly to calculating the Laplacian matrix and the eigenvectors. The ‘discretise’ option is used for the clustering step. This option produced better results during testing than the $k$-means version of spectral clustering. $K$-means is known to be sensitive to initialisation and we believe this to be the key factor in the ‘discretise’ option achieving better performance in this final clustering step. This method turns the clustering into an optimal discretisation problem; more details can be found in [44].

Spectral clustering is applied in this paper using a cluster ensemble technique. A cluster ensemble is the aggregation of a number of distinct clustering instances for use in a final ‘consensus clustering’ algorithm. In particular, this work uses a co-association matrix method for combining the results of individual clustering instances. For an overview of cluster ensemble techniques please see [45]. The work in [46] demonstrates a cluster ensemble methodology using spectral clustering in the image segmentation domain. That work leverages similar principles to the work demonstrated here; however, the algorithm and implementation differ significantly. The cluster ensemble technique corresponds to Steps 3 and 4 in the following section.

3.2 Phase identification algorithm

This section describes the phase identification algorithm in detail, and the numbered sections follow the steps shown in Fig. 1 flowchart.

(i) First, the available historical data (voltage time series for each customer) are divided into 4-day periods or ‘windows’ and all customers with missing data during that period are removed from that window. This process accomplishes several goals. It allows the use of all available historical data, only requiring a subset of the data for computation at one time. The window approach gives a method for dealing with missing data within the dataset. The ensemble nature of the window approach leverages the power of ensemble methodologies and helps account for variations in the dataset due to seasonal variability, customer load variability, or other factors. This step was based on research in [13, 14]. In each of steps 2 and 3 of the algorithm, only a single window is considered. See Section 3.3 for a more detailed discussion of the window size parameter.

(ii) Secondly, the remaining customers within that window, the ones with complete data during that window, are clustered using the spectral clustering algorithm. Six, twelve, fifteen, and thirty clusters were chosen for use during this step. This step returns a set of cluster labels from each clustering instance. The results from four clustering instances are used for Step 3. See Section 3.3 for a discussion of the number of clusters used in this step. Foundational research for this step can be found in [14, 25]. However, both of those works use only a single value for the number of clusters.

(iii) The cluster label information from Step 2 is then used to populate a co-association matrix. A symmetric $n \times n$ matrix $A$ was created and initialised to zeros as a pre-processing step, where $n$ is the total number of customers and $A_{ij} = A_{ji}$ is the weight between customers $i$ and $j$. This weight represents the affinity between those customers; customers with larger affinities will have been clustered together in Step 2 more often than customers with low affinities. The matrix is updated with the spectral clustering results from each window. Each cluster produced by the spectral clustering algorithm is represented as an adjacency matrix which is used to increment the corresponding field in the co-association matrix. This step is shown in Fig. 2 and the update step is shown in Fig. 3. For example, if customers 1 and 2 were clustered together, then the field in the matrix, row 1 and column 2 (as well as row 2 column 1) would be incremented to a larger weight. In practice, each update is done in two cells of the co-association matrix due to the symmetry of the matrix. Thus, in each window, customers which are clustered together are updated to have stronger weights in the co-association matrix. At this stage the algorithm repeats steps 1–3 for the subsequent window of data, as shown in Fig. 1, and the windows on the left side of Fig. 2. After all, data has been processed in this way, meaning all available windows have been used, the result is a co-association matrix that contains the pairwise clustering information from all of the instances of spectral clustering. An alternative way of viewing this matrix is as a histogram which counts the number of instances where a customer $i$ was clustered with a customer $j$. This step represents a novel contribution of this algorithm.

(iv) Once all available data have been used, the co-association matrix is normalised to account for the influence of missing data on the matrix. This is necessary because each cell in the co-association matrix may have received a different number of increments due to customers being removed in windows due to missing data. A count is maintained through all available windows, counting the number of windows where each pair of customers was present in the window, meaning those customers could have been clustered together. This count is accumulated in a symmetric matrix of the same size as the co-association matrix. Each cell in the co-association matrix is divided by the corresponding cell in the count matrix to form a normalised version of the co-association matrix; this is shown on the right side of Fig. 3. The final step uses the normalised co-association matrix as input to another spectral clustering algorithm for the partitioning of the customers into final clusters representing the phases; this is shown in Fig. 4. After the final clusters have been obtained, there are two choices in terms of finishing the phase identification task. If utility labels exist, and the majority are deemed accurate, the final clusters could be labelled using a majority vote of the utility labels contained within those clusters. However, this does require most of the labels to be accurate. Another possibility is to end the method at the determination of those clusters and leave the final determination of phase labels for the utility. This could either be done by comparing to known via manual verification. The actual final number of clusters used in this step may depend on the characteristics of the feeder in question. Please see Section 3.3 for a more detailed discussion of the number of final clusters. Step 4 also represents a novel contribution of this algorithm. The use of the cluster ensemble with the co-association matrix is one of the key differentiators between the proposed method and the work in [14]. This significantly increases the robustness of the algorithm and removes the reliance on existing utility phase labels as shown in the Results Section 4.
This section discusses the selection of the number of clusters, both in stage 2 and stage 4 shown in Fig. 1, and the selection of the window size in stage 1 of Fig. 1.

The number of clusters for Step 2 of the algorithm was obtained through testing of a variety of values. The number of clusters needs to be large enough to allow variation in the clustering and the variability in subsequent windows is desirable to populate the co-association matrix. These considerations are balanced by the fact that the number of clusters must be small enough to adequately populate the co-association matrix in Step 3 using the available data. Using a high number of clusters would require having access to more data due to the tendency of some isolated clusters to form between highly correlated customers. Ideally, all customers on a particular phase will have similar weights and having a smaller number of clusters facilitates this. Balancing these considerations dictates the range of possible values for the number of clusters. Fig. 5 shows results on the synthetic dataset for various numbers of clusters. One month of the synthetic data with large levels of measurement noise was used to illustrate this.

**Fig. 2** Create adjacency matrix based on the results of a window clustering using 5 clusters

**Fig. 3** Updating the co-association matrix with the results of each individual window clustering and then normalising the co-association matrix by dividing by the matrix tracking the customer presence in each window

**Fig. 4** Final cluster assignment of which customers are on the same phase as each other. This is followed by the optional step of using the utility phase labels for the final phase assignment

**Fig. 5** Phase identification accuracy for the synthetic data using the ensemble clustering with different numbers of clusters for Step 2 of the algorithm

3.3 Parameter selection discussion

This section discusses the selection of the number of clusters, both in stage 2 and stage 4 shown in Fig. 1, and the selection of the window size in stage 1 of Fig. 1.

The number of clusters for Step 2 of the algorithm was obtained through testing of a variety of values. The number of clusters needs to be large enough to allow variation in the clustering and the variability in subsequent windows is desirable to populate the co-association matrix. These considerations are balanced by the fact that the number of clusters must be small enough to adequately populate the co-association matrix in Step 3 using the available data. Using a high number of clusters would require having access to more data due to the tendency of some isolated clusters to form between highly correlated customers. Ideally, all customers on a particular phase will have similar weights and having a smaller number of clusters facilitates this. Balancing these considerations dictates the range of possible values for the number of clusters. Fig. 5 shows results on the synthetic dataset for various numbers of clusters. One month of the synthetic data with large levels of measurement noise was used to illustrate
the effects of the cluster size parameter choice. The leftmost column shows the results for a single window (i.e. without the ensemble). From this set of results, it is clear that using multiple clusters is advantageous in the ensemble. Although the smaller numbers of clusters show decent results, they are not perfect. Furthermore, choosing a small number of clusters in this step forces a choice for the final number of clusters. The next paragraph discusses the challenges of choosing a specific number of final clusters. Utilising multiple numbers of clusters in this step leverages the advantages of small numbers of clusters as well as a large number of clusters. Diversity in the clustering instances that are used in the cluster ensemble is critical for the success of the method. [45, 46], and altering the parameters of the initial clustering instances is one way to achieve that diversity. Further testing also showed that using multiple values for the number of clusters in each window also resulted in a more consistent co-association matrix between isolated runs of the algorithm.

The number of clusters used for the final clustering in Step 4 is driven by the number of expected phases in the feeder. This value will change depending on the characteristics of the feeder. For example, in the synthetic data results shown in Section 4, it is known in advance that there are three phases on that feeder, i.e. there are no delta connected transformers. However, if there were delta connected transformers a different final cluster value would be required. Although not directly investigated in this work the presence of voltage regulators may require additional consideration in the choice of the final number of clusters; however, that is left to future work. Similarly, the utility labels from the dataset shown in Section 5 contain the labels ‘Phase A’, ‘Phase B’, ‘Phase C’, and ‘Unknown’. In actuality, some of the customers labelled ‘Unknown’ are likely on a different feeder altogether. Thus, the final number of clusters needs to be 4 in this case. Based on the known, or estimated, characteristics of the feeder, the number of final clusters should be set dynamically.

The window size in this work was set at 4 days. The considerations on this choice balance two competing factors. In our experiments, larger window sizes tended to achieve better performance. However, a critical aspect of this algorithm is the ability to deal with missing data by removing customers with missing data during a particular window. Using a 4-day window results in 91 windows over a one-year period, whereas a 7-day window results in 52 windows, and a one-month period results in just 12 windows. As the window size grows larger, more and more customers are lost in each window due to missing data. Fig. 6 shows the results of a set of simulations varying the window size. In each simulation, 22 windows were used. The effects of the window size can be seen in the accuracy on the y-axis. Smaller window sizes show slightly decreased accuracy. The large decrease in accuracy after the 7-day mark is due to customers being completely lost due to missing data. Thus, 4-days was chosen to balance these factors. 4-day windows were also used successfully in [14]. In [13], 4-days was chosen for the final version of the algorithm, and the authors note that choosing window sizes between 1 days and 7 days resulted in the similar performance of their algorithm.

Fig. 6 Accuracy of different window size in the cluster ensemble using only 22 windows to establish the co-association matrix

The tuning of these algorithm parameters was accomplished by leveraging the randomness in the data manipulations discussed in Section 4.1. The data manipulations, such as measurement noise, meter bias etc. were used to instantiate new versions of the dataset for each test. In addition, the results in Section 5 demonstrate the final parameters on a second, utility, dataset.

4 Synthetic dataset results

This section contains the results for experiments conducted on a synthetic dataset where the ground truth labels are known. This allows for rigorous testing and manipulation of the dataset to create a more realistic test environment.

4.1 Dataset

The synthetic dataset used for these simulations is described in detail in [16] and is also used in the AMI data analysis in [23]. The dataset consists of 12 months of AMI data for 1369 customers simulated on the Electric Power Research Institute’s (EPRI) Ckt5, Fig. 7. [47] The synthetic dataset allowed simulation of baseline results with ground truth phase labels for all customers and voltage time series free of measurement noise or other data issues. Realistic data issues were later added to the dataset for testing purposes.

Two types of data manipulations were used to further test the algorithm and simulate more realistic data conditions. The first type of data manipulation concerns AMI data collection methods such as the measurement interval, and meter resolution. Other data manipulations were related to possible data issues such as meter bias, measurement noise, and missing data. A combination of these factors was combined to create a test case by injecting uniformly distributed measurement noise up to 0.02% of the mean, injecting uniformly distributed meter bias of up to 0.02% of the mean, and by removing 0.2% of the measurements to simulate missing data. The AMI data collection methods used were 15-min average measurement interval, 0.1 V resolution measurements, 6 months of available data, and AMI meter penetration of 100%. Further details of the specific implementation of the data manipulations used can be found in [23]. The values used in the results shown in Figs. 8–10 reflect the ‘Test Case’ values discussed there. Furthermore, a set of customers was chosen to intentionally force their phase labels to be incorrect to simulate model errors. Various levels of mislabelling were chosen to test the effects of the quantity of mislabelled customers on algorithm performance.

4.2 Results

Fig. 8 shows confusion matrices corresponding to testing the algorithm with 25% of the phases mislabelled. The top half of the figure shows the distribution of phases that were intentionally mislabelled for this simulation, and the bottom half of the figure...
Table 1 shows the results of testing to determine the robustness of the proposed algorithm. Measurement noise is simulated as uniformly distributed noise up to a maximum error in the real power measurements. These results use the dataset characteristics described in Section 4.1, testing varying levels of measurement noise. The values shown are the averaged results of five independent simulations. We can see that the algorithm is relatively robust to measurement noise in the dataset. There are no errors in phase predictions until 0.65% maximum noise and, at that level of noise, there are not consistent errors. That is driven by the randomness associated with the location and quantity of the noise within each simulation.

### 4.3 Results comparison

The proposed algorithm is compared to a phase identification algorithm with a similar approach. For algorithm, details see [14]. The same experiment shown in Table 1 was conducted for the comparison algorithm in [23]. Those results suggest that the measurement noise should be <0.25% (which approximately corresponds to the 0.2-meter class). The results shown in Table 1 demonstrate considerable improvement, up to ~0.65% maximum noise before errors begin to occur.

Figs. 9 and 10 show the results of the testing on the synthetic dataset for both the algorithm in [14], listed as ‘Comparison Method’ as well as the proposed algorithm. In both figures, the results shown are from a Monte Carlo simulation consisting of 500 individual simulations, where the only difference between each simulation is which customers were chosen to be mislabelled. The minimum, maximum, and mean percentages from the 500 simulations are shown for the comparison algorithm. For the proposed algorithm, the results for all three metrics (min, max, mean) are identical so only one line is plotted. The x-axis of Fig. 9 shows the percentage of customers that have been injected with phase label errors for the purposes of testing, and the y-axis shows the percentage of those mislabelled customers that have been corrected. For example, for the minimum accuracy of the comparison method at 35% of customers mislabelled the method was able to correctly identify ~90% of customer phases; 35% of 1369 customers is 479 customers. Therefore, 48 of those 479 customers remained incorrect after the algorithm completed. In contrast, the proposed algorithm retains 100% accuracy for all 500 simulations. Note the unevenness of the line corresponding to the minimum percentage of customers corrected (solid blue line) in Fig. 9. This demonstrates the sensitivity of the comparison method to the configuration of customers which are mislabelled within the model. The proposed algorithm removes that sensitivity. Fig. 10 shows the overall accuracy for all customers for the same Monte Carlo simulation.

Using the proposed algorithm, the dependence on the utility phase labelling has been removed and this algorithm achieves excellent performance under the test conditions. At some point, with enough phase label errors in the utility model, the ability to assign predicted phases in the last step of the model will degrade. However, the clusters themselves will still represent correct phase clustering. It will simply be a matter of correctly assigning those clusters to the appropriate phase, and that could be done as post-processing by the utility.

### 5 Utility dataset results

#### 5.1 Dataset

The utility dataset used here comes from a utility operating in the North-Eastern United States and consists of ~1000 customers spanning ~15 months of data. The AMI data was collected using the 15-min averaged method. This dataset was also used in [14, 20]. Further analysis and characteristics of the dataset can be found there. Blakely et al. [20] give an overview perspective of common distribution system errors including phase identification. Fig. 11 shows a satellite image of the utility feeder. Based on [14], it is expected that the number of mislabelled phases is ~9%. Although there is no way to verify this without sending personnel into the
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**Fig. 8** 25% of customers mislabelled confusion matrices. Red represents mislabelled customers and green represents correctly labelled customers.

**Fig. 9** Percent of mislabelled customers corrected.

**Fig. 10** Overall percent accuracy proposed method versus comparison method.
field, it is much less than would be required to make the algorithm fail in the final assignment step using the utility labels, as shown in Fig. 4. Therefore, the utility phase labels are used to make the final phase assignment. The following results reflect using that approach.

Validation of the results on the utility dataset is challenging as there are not ground truth labels for this feeder. Blakely et al. [14] present a two-stage validation methodology that combines validation using topology information and validation using publicly available Google Earth and Google Street View imagery. There are extensive details and images in [14] documenting the validation for that method. Although only a subset of customer phase labels can be verified due to issues such as availability of imagery, tree cover, underground cabling etc. there does exist a subset of customers for which the Google Earth imagery is reasonably conclusive for phase connectivity. Three novel examples using Google Earth satellite views and Street View are shown below as instances of the proposed algorithm making correct predictions.

### 5.2 Results

The proposed algorithm predicted that 143 customers were incorrectly labelled in the utility model of this feeder, out of a total of 1096 customers. This represents \( \sim 13\% \) of the customers. Those figures do include 41 customers which were labelled as being present on the feeder, but their phase was labelled as ‘unknown.’ Excluding those customers gives a prediction that 112 customers were incorrectly labelled out of 1055. This represents \( \sim 10.6\% \) of the customers. The inclusion or exclusion of those customers changes the results slightly for the other customers on the feeder. Following are two examples where the results of the proposed algorithm can be validated using Google Earth imagery.

Looking at Fig. 12, the left-hand image shows a transformer that was labelled in the utility model as Phase A but was predicted by the algorithm to be on Phase C. We can see the connection from the transformer connecting to the left-hand medium voltage wire at the top of the image. Continuing up the street, the next image shows the next transformer labelled as Phase C; this transformer is both labelled in the utility model and predicted by the algorithm as Phase C. However, it can be seen that this transformer connected to the same medium voltage line. This strongly indicates that this transformer represents an error in the original utility model and a corrected phase label predicted by the proposed algorithm.

Figs. 13 and 14 show another example of the proposed algorithm correcting errors within the original model. Fig. 13 shows the original labelling. All of the customers shown are labelled to be on Phase A which is served by the Phase A medium voltage line. Although not shown here for space reasons, continuing south on the street from the transformer in question, the next transformer which serves five customers is labelled (and predicted) as Phase C. This transformer is also connected to the same medium voltage line. This strongly indicates that this transformer represents an error in the original utility model and a corrected phase label predicted by the proposed algorithm.

### Table 1

| Max noise percentage | Number of incorrectly predicted customers | Percent accuracy, % |
|----------------------|------------------------------------------|---------------------|
| original             | 0                                        | 100                 |
| 0.05%                | 0                                        | 100                 |
| 0.15%                | 0                                        | 100                 |
| 0.25%                | 0                                        | 100                 |
| 0.35%                | 0                                        | 100                 |
| 0.45%                | 0                                        | 100                 |
| 0.55%                | 0                                        | 100                 |
| 0.65%                | 0.2                                      | 99.99               |
| 0.75%                | 0.4                                      | 99.97               |
| 0.85%                | 1.0                                      | 99.92               |
| 0.95%                | 3.6                                      | 99.69               |
| 1.0%                 | 7.6                                      | 99.46               |

This is an open access article published by the IET under the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0/)
Table 2  Confusion matrix results

| Feeder       | Utility label | A    | B    | C    | Total |
|--------------|---------------|------|------|------|-------|
| clustering predicted |              | 494,500 | 24, 24 | 7, 8 | 525,532 |
| A            | B             | 16, 16 | 224, 229 | 10, 3 | 250, 250 |
| B            | C             | 54, 48 | 10, 5  | 225, 222 | 289, 275 |
| C            | Total         | 564   | 258   | 233   |       |

The values in ‘italic font’ represent ‘proposed algorithm’; the values in ‘bold italic’ represent ‘comparison algorithm’.

Consider the ‘C’ row and column in Table 2. Three of the customers where the predictions differ are instances where the proposed algorithm agrees with the utility labels. The comparison algorithm predicted three customers which were originally labelled in the model as Phase C were Phase B. The proposed algorithm predicted that those three customers were actually on Phase C, as shown in the utility model. This can be seen in the addition of the three customers in row C, column C, from 222 customers in the comparison algorithm to 225 customers in the proposed algorithm. Analysis of those customers strongly suggests that incorrect labels in adjacent customers caused the comparison algorithm to misclassify those three customers and introduce error into the utility model while the proposed algorithm was able to correctly classify those customers. Analysis of the Google Earth imagery associated with these customers supports this conclusion.

This example is of a case where the phase predictions from the method presented here disagree with the predictions using the method in [14]. The Google Earth imagery clearly shows that this new method located and corrected a set of customers that remained as errors in the utility model. This method also maintained the correct label for a customer which was labelled correctly in the model which the comparison method predicted incorrectly. Fig. 15 shows an image with subfigures in each of the four quadrants. Home icons represent customers, light-blue hexagons represent transformers, red lines show Phase A lines, and blue lines show Phase C lines. The original labelling in the utility model is shown in the upper-left quadrant. In the upper-right image, showing the comparison algorithm predictions, two homes have changed phase. The one marked in yellow changed from C to A as did one marked in purple. The purple home that changed was a correct change. However, the customer marked in yellow was a correct label by the utility that was incorrectly predicted to be on a different phase. The yellow customer is actually on Phase C. The bottom quadrants are identical. In these quadrants, the proposed algorithm predictions and the actual labelling verified in Street View are shown. In addition to correctly labelling the customer marked in yellow, two customers to the right of this customer (orange) are also on Phase C, which is a change from A to C. Those two incorrectly labelled customers in the original model caused the comparison algorithm to misclassify the customer marked in yellow. Conversely, the proposed algorithm was able to determine the correct configuration.

It is worth noting that there are further examples of errors in this feeder that were corrected shown in [14]. Those error examples were also errors caught and corrected by the proposed algorithm. Other methods discussed in Section 2 have differing data requirements and assumptions and so are not directly compared here.

6 Discussion

Although the proposed algorithm compares favourably to the comparison algorithm, there are several aspects which have not been considered here. One additional aspect of complexity to be considered in future work is the differing phase connections. Three-phase customers were excluded from this analysis. Neither the synthetic dataset nor the utility dataset included delta configured phase connections. Both of those additions would add another level of complexity to the task. Additionally, the utility feeder in question did not include voltage regulators or capacitors.
Another aspect of future work includes testing on feeders under those conditions.

There is difficulty in directly comparing phase identification research and algorithms due to the variation in the available datasets as well as the variation in the characteristics of the datasets themselves such as the amount of data available, resolution, measurement interval, what data streams are available etc. One aspect of future work that is needed is a comparison of the proposed method with other methods which take an alternative approach to the phase identification task.

7 Conclusions

This paper proposed a method for distribution system model calibration based on clustering a coassociation matrix populated using an ensemble spectral clustering methodology. The proposed method achieves 100% accuracy on the synthetic dataset under rigorous testing conditions. It was shown to achieve superior performance when compared to a similar method from literature. It also removes the dependency on existing distribution system phase labels that have unknown quantities of error (or may not exist). Existing labels can be leveraged if they are considered trustworthy, or they may be excluded altogether. In that case, the algorithm returns a group of clusters that can be mapped to the correct phase as a post-processing step. On the utility dataset, ~10.6% of customers were predicted to be incorrect. Several examples of the algorithm correcting the phase label errors from the utility were shown, as well as examples of the proposed algorithm correctly classifying some customers incorrectly classified by the comparison algorithm. Overall, this method demonstrates excellent results on the phase identification task and merits further investigation under increasingly complex scenarios.
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