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ABSTRACT
The existing plethora of document classification techniques exploits different data sources either from the content or metadata of research articles. Various journal publishers like Springer, Elsevier, IEEE, etc., do not provide open access to the content of research articles, whereas metadata is freely available there. Metadata like title, keyword, and abstract can serve as a better alternative to the content in various scenarios. In the current literature, researchers have assessed the role of some of the metadata individually. We believe that the collective contribution of metadata parameters can play a significant role in classifying research papers. This paper presents a comprehensive evaluation of the role of metadata, individually as well as in combinations to achieve the objective of research paper classification. Moreover, we have classified the research articles into ACM hierarchy root categories (e.g., general literature, hardware, software, etc.). In this comprehensive evaluation, we have assessed all the possible combinations of metadata features against different classifiers such as Random Forest, K Nearest Neighbor, and Decision Tree. The results of this research reveal that the title & keywords combination outperforms other combinations with an F-measure score of 0.88.

INDEX TERMS
Research paper classification, Word2Vector (W2V), metadata, association of computing machinery (ACM), k-nearest neighbor’s (KNN), decision tree (DT), random forest (RF), term frequency (TF), term frequency and inverse document frequency (TFIDF), bag of word (BOW).

I. INTRODUCTION

Over the past several years, the research plethora over the web is briskly expanding. This considerable amount hinders the recommender systems from extracting the relevant research papers against the posed query. Besides, the area of research paper classification has grabbed the prime interest of the scientific community [1]. The classification of scholarly literature can assist in multifarious aspects by helping scholars like 1) Helping researchers to find the relevant papers, 2) Finding relevant literature to narrate the background concept of the proposed study, and so on. Typically, users explore different repositories to extract the relevant research papers, such as Digital Library, Google Scholar, etc. However, the existing data over the web is unstructured, which adversely affects finding relevant information against the posed query. These systems return millions of generic hits. Let us consider an example, when a user poses a query on Google Scholar, it yields around 2.8 million relevant research papers. Most of these papers do not even belong to the domain of the query. Reading all of these papers requires a lot of time. Almost 158 years are required to read five papers per day. This is because papers over these repositories are not correctly classified or indexed according to their respective classes. We believe that the performance of these systems can be enhanced if these papers are labeled to their respective domains. This will improve the functionality of existing recommender systems and help the scholars to find the relevant content or to conduct a literature review or survey of a particular domain efficiently. In literature, researchers have proposed diversified techniques for research papers’ classification. These techniques are grouped into citations, meta-data, content-based and hybrid approaches [2]–[5]. Among these approaches, metadata holds significant
This paper is organized as follows. Section 2 explained the detailed study of contemporary state-of-the-art approaches proposed in the document classification area. Section 3 discussed the methodology of our proposed model in detail. Moreover, this section also describe datasets, a technique for processing data, and classifiers used in this paper. Section 4 describe the results of all possible combination of metadata features in detail. In the end, section 5 concludes our research.

II. RELATED WORK
This section sheds a light on contemporary state-of-the-art techniques about document classification. Different techniques have been proposed to automatically map the research papers onto different categories. Nanba [14] presented a study that classifies research papers using citation links and types based features. Based on this study, authors have developed a research papers classification tool named PRESRI. The tool employs authors’ names or title words-based features. PRESRI’S current version takes the features into account and categorizes the papers based upon the cited paper mentioned in the bibliography of the query paper.

In another study [15], authors have presented a scheme to perform subject classification of scientific articles based on analysis of their interrelationship. The study has employed citations, common author, and common reference-based parameters. To do this, a relationship graph has been formed wherein research papers have been presented by nodes, and links among those nodes determine the relationship between papers. The outcomes of that study revealed that good results are produced against dense and close-packed graphs.

In [16] and [17], researchers have employed a reference segment of a research paper to locate the topics of the paper. The study follows an assumption that most of the time, authors cite the papers belonging to the same domain or similar category. To validate the claim, the authors have employed a data set from the Journal of Universal Computer Science (J.UCS). The stored references in the database have been matched with the extracted references of the paper.

In another study, Bayesian-based approach has been presented to classify research papers [18]. In this study, 400 research papers from education conferences have been considered as a data set and mapped to four different classes including e-learning, cognition issues, teacher instruction, and intelligent coaching system. The researchers have contended that there are keywords traits that can be used for categorizing the papers. The approach is solely based on keywords-based features.

In [11], research papers have been classified into multiple categories using phrase-to-text connectedness measures. Authors have employed three measures to evaluate the proposed approach: i) cosine relevance score between typical vector area representations of the texts coded with tf-idf weighting; ii) famous characteristic of the likelihood of term generation BM25; and iii) an in-house characteristic of the conditional probability of symbols average over matching fragments in suffix trees representing texts and phrases, CPAMF. Moreover, they have considered a collection of research papers abstract from the ACM digital library for experiments. Their experimental results showed that the CPAMF outperforms both the cosine measure and BM25 by a healthy margin.

Another text document classification technique based on similarity has been presented in [19]. In their similarity-based categorization framework, classification is based on tiny level documents and because of less range of documents achieve completeness. As there was small information (vocabulary), so their technique was quick however not appropriate for massive vocabulary. The performance of their technique (algorithm) was slightly lower than expected. Comparison against the performance with SVM, Rocchio
Some authors proposed hybrid approaches for textual document classification [20]–[22]. In hybrid approaches, the algorithms focused on both feature extraction using deep learning and classification using machine and deep learning. These approaches reported good results but employed the whole text of the documents. In the context of classification of research papers, Balys [23] proposed an automatic classification of scientific text-primarily based on applied math analysis of probabilistic distributions of scientific terms in texts. Some works like [24] focus on machine learning algorithms to develop subject classification rules for documents. However, most of the works of this kind, process whole text of papers to extract the options and develop a classifier which is time consuming [25]. Another study proposed the model using whole content as a feature [26]. This approach used naive Bayes and Logistic regression algorithms. They used two diversified datasets from the computer science domain which have already been annotated i.e. 1) CiteSeerX, 2) arXiv. They concluded that the achieved F1 Score on arXiv and CiteSeerX datasets are 0.95 and 0.75 respectively. XiaoyuLuo [27] used the SVM model for classifying English text in papers. They have conducted two analytical experiments to check the selected classifiers using English documents. The dataset used for the experiment contains 1033 text documents. The results presented that the Rocchio classifier provides the best performance when the size of the feature set is small while SVM outperforms the other classifiers. Moreover, they observed that the classification rate exceeds 90% when using more than 4000 features.

Some of the recent techniques [28], [29] employed different deep learning models to conduct the document classification and yielded good results. But these techniques are time-consuming. One of these techniques [30] proposed a novel multimodal deep learning architecture, called Tech-Doc, for technical document classification. This architecture utilizes both natural language and descriptive images to train hierarchical classifiers. As aforementioned, one of the strengths of our work is that we utilized the metadata instead of the whole text which makes it time-efficient. After the critical analysis of the state of the art techniques, there exist a few research papers’ classification schemes that employ the metadata-based features. As per our knowledge, none of them have comprehensively evaluated the metadata features individually as well as the combination of metadata features to classify research papers into different categories. We have also observed that these techniques have also not employed comprehensive or large datasets. So after finding these gaps, we argue that metadata can play a pivotal role to hint at the category of a research paper individually as well as the combination of these features further improve the classification rate. Moreover, one of the advantages of using metadata is that it is freely available and holds significant potential [8] as compared to the whole text of the document. Table 1 presents an overview of existing document classification techniques.

III. METHODOLOGY

Figure 3 represents the methodology of our comprehensive evaluation. In this methodology, first of all, we acquired a comprehensive dataset from ACM prepared by Santos [9]. This dataset consists of metadata-based features of research papers, including Title, Abstract, Keywords, and General Terms. We selected these parameters based on the following justifications:

- The title of the paper holds potential terms that can assist in determining the category of a research article.
- The abstract is not part of metadata, but similar to different metadata parameters, it is also freely available and presents the main theme of the paper that can hint at the corresponding category.
- Keywords and general terms are explicitly assigned by the actual authors of the papers that are mostly from relevant areas.
After extraction, we have performed some preprocessing steps on the dataset for the removal of noisy data. Afterward, we have transformed the features by making all the possible combinations of extracted metadata. Moreover, in the next step, we transformed these features into numeric form. Then we divided our dataset into two sections, training dataset and testing dataset in 80:20 ratios. The training data is used for classifier training and the testing data is used to evaluate the classifier model. After training the classifier, we provided the new test sample to the classifier model, so that it can predict the label for the given sample. Then the system compares the predicted label with the actual label of that sample and reports the result in the form of different evaluation parameters.

### A. DATASET

The selection of an appropriate data set plays a significant role. We employed a comprehensive data set prepared by Chernyak [11] from the ACM digital library. We have chosen this dataset because it contains data from different research areas. This will help in the concrete assessment of the proposed methodology. It consists of 11 classes A (General Literature), B (Hardware), C (Computer system organization),

### TABLE 1. Summary of reviewed literature.

| Title/Reference | Techniques/Methodology | Dataset | Results | Limitations |
|-----------------|------------------------|---------|---------|-------------|
| (Hidetsugu NANBA, 2000) | BCCT-C (Bibliographic coupling) and PERSI Tool as a Prototype | 395 Paper in TEX Style | Recall=0.80 Precision=0.76 | Only limited to type C Citations for document classification Limited dataset |
| (Mohsen Taberiyann, 2011) | Analysis of Interrelationships of authors, references, and citations | Extracted 255 Paper from ACM Digital Library | Precision =0.90 (On Small dataset). Precision 0.80 (On Largedataset) | Not much Effective for the Larger size of text cases (papers) Limited dataset |
| (Nasser, 2011) | Citation Based category identification | Journal of Universal Computer Science (J.UCS), 1460 document | Accuracy =0.70 | Only limited to reference section, not using other metadata which may give better results. Limited dataset |
| (Kok-Chin Khor, 2006) | asiBayesian Network feature selection algorithm | 400 conference papers | Average Accuracy = 83.75 | Classification Approach Limited to Conference papers with Respect to topic Use only keyword metadata Limited dataset |
| (Ekaterina Chernyak, 2015) | CPAMF (characters averaged over matching fragments Measure) cosine and BM25 | ACM Digital Library | Nill | Used Limited dataset |
| (S. Senthamarai Kannan, 2008) | Similarity-based learning algorithm and thresholding Strategies | Standard Collection for text classification the Reuters=(21578) | Recall and Precision =0.90 (For 2000 sample dataset) | This method is designed for only a small number of datasets. |
| (Vaidas BALYS, 2010) | The scientific texts classification methodology | 15,000 articles provided by the Institute of Mathematical Statistics | Average precision upto = 0.67 | For better evaluation, it needs very large size datasets. |
| (LioX et al, 2021) | Used SVM model | 1033text document | Accuracy 0.90 | Limited dataset: Use the overall content of the document for classification |
| (Mustafa et al 2021) | Proposed Approach | ACM Dataset | F-Measure: 0.88 | Limited to Single Label classification |
D(Software), E (Data), F (Theory of Computation), G (Mathematics of Computing), H (Information Systems), I (Computing methodologies), J (Computers Application), and K (Computing Milieux). Each class is represented by many instances, whose total is 86116 data items or records. In each record there are five parameters such as 1) Title of the Paper, 2) Abstract, 3) Keywords, 4) General Terms, and 5) Classification Label. The first four parameters are used as features and the last parameter is used as a classification label. These parameters are evaluated individually as well as all possible combinations of these parameters. Some of the data items belong to multiple categories, for which we converted the records into a single label by duplicating the records with the second or third label of the same record. Table 2 and figure 2 show some statistics and distribution of all parameters of the dataset individually as well as in combination respectively.

**TABLE 2. Dataset statistics.**

| Dataset Statistics                        | 86116 |
|-------------------------------------------|-------|
| Number of documents                       | 86116 |
| Number of parameters                      | 5     |
| Number of documents with the title        | 86116 |
| Number of documents with abstract         | 53963 |
| Number of documents with one or more categories | 54994 |
| Number of documents with one or more keywords | 23971 |
| Number of documents with one or more general terms | 51574 |

**B. PRE-PROCESSING**

Before starting experiments we converted the data into a specific format. For this we applied the following pre-processing techniques:

1) **NOISE REMOVAL**

The first preprocessing technique that we applied is Noise Removal. Noise is an unavoidable problem, which affects the data collection and data preparation processes in Data Mining applications that can result in errors. Noise has two main sources [31] one is implicit errors introduced by measurement tools, such as different types of sensors. The other is random errors introduced by batch processes or experts when the data are gathered, such as in a document digitalization process. In our dataset, there are some random errors introduced during data gathering from real-world problems that often suffer from corruption that may hinder the performance of the system in terms of accuracy [32]. There are two broad categories of noise [31]. The first is Class Noise which contains (Contradictory examples and Mislabeled Examples). The second class is Attributes Noise which contains (Erroneous values, Missing values and Don’t care values). In our case, the dataset contains the noise in the form of missing values. In literature, the missing values are handled by multiple techniques such as deletion of records [33], Mean Substitution [34], Last observation carried forward [35], etc. As there are very few records with missing values in our dataset so we used the deletion technique as it is deemed as the simplest and efficient method for handling the missing data. Following this, we deleted the instances with missing values.

2) **STOP WORDS REMOVAL**

For the Optimization of data analytic processes, stop word removal becomes the most important factor. For achieving better accuracy extraction of redundant words with low or no semantic meaning must be filtered out. For this, we can remove them easily, by storing a list of words that you consider to stop words. NLTK (Natural Language Toolkit) in python has a list of stop words stored in 16 different languages. In this paper, we used English based dictionary in which list of stop words is predefined, compared to the target text on which removal is required.

**C. FEATURE TRANSFORMATION**

For comprehensive evaluation of metadata features of research articles, we have transformed the individual metadata features title, keyword, abstract, general terms into all of their possible combinations. The process has formed total 15 combinations, which are listed below.

- Title
- Abstract
- Keywords
- Keywords
- Title + Abstract
- Title + Keywords
- Title + Generals Term
- Abstract + Keywords
- Abstract + Generals Term
- Keywords + general Terms
- Title + Abstract + Keywords
- Abstract + Keywords + Generals Term
- Title + Keywords + Generals Term
- Title + Abstract + Generals Term
- Title + Abstract + Keywords + Generals Term

**D. WORD EMBEDDING MODEL**

Most of the similarity measures and machine learning algorithms often take a numeric vector as an input. However, before performing any operation on a text, we need a way to convert each document into numeric vectors. This is one of the fundamental problems in data mining, which aims to numerically represent the unstructured text documents to make them mathematically computable. For this, numerous techniques have been presented in the literature. These techniques are mainly divided into two broad Categories such as Count based approaches and Semantic-based approaches. Some of the widely used count-based techniques in research articles classification approaches are: 1) One Hot Encoding 2) Bag of Word (BOW) or Term Frequency (TF), 3) Term Frequency and Inverse Document Frequency (TFIDF).
For capturing information these techniques rely on the frequency of terms and ignored the semantic and context of the term. The current state-of-the-art approaches \cite{5, 7, 19, 36–38} for research article classification have employed these count based techniques measures like TF, BOW, and TFIDF, etc. due to which they have ignored the semantic and
contextual information of terms and it might be assigned a wrong category to the research articles.

To address the above-mentioned issue we have to use some alternative techniques for representation which is considered semantic and contextual information. By literature survey, we found word embedding technique that is one of the most well-known techniques used in different domains [39]–[41]. Word embedding is used to represent document vocabulary. It is capable of capturing the context of a word in a document, semantic and syntactic similarity, relation with other words, etc. For this, Word2Vec is one of the most popular techniques to learn word embedding’s using a shallow neural network. It was developed by Mikolov at Google [42]. These models are shallow, two-layer neural networks equipped to reconstruct linguistic contexts of words. Word2vec takes as its source a wide corpus of text and generates a vector space, usually several hundred dimensions, with a corresponding vector in space being allocated to each specific word in the corpus. Word vectors are placed in the space of the vector so that terms sharing common meanings in the corpus are located in space near each other. Afterward, the similarities score between identical words is greater than two different words which show that these models also capture the semantic and context of words.

So that’s why we have used the word2vec -pre-trained (trained on Google news) model to generate the vector for each instance of each combination. The word embedding model generated a vector of \(75 \times 4\) lengths, which consists of 300 elements. Each instance of record consists of a different number of sentences, which are further transformed into a single vector. In the end, all of the metadata combinations are represented by meaningful vectors.

### E. CLASSIFIER

To evaluate the proposed methodology, three machine learning classifiers, (1) K Nearest Neighbor, (2) Random Forest, and (3) Decision tree classifier, are applied to the features using PyCharm. The k-nearest-neighbor classifier [43] is a supervised classification algorithm, which takes a bunch of labeled points and uses them to learn how to map other points. To map a point on a label, it considers its nearest neighbor. Random forest [44] is a tree-based classification algorithm, which involves the building of several decision trees. It combines the output produced by all the decision trees to improve the generalization ability of the model. Decision Tree Classifier [45] is a simple and widely used classification technique. It applies a straightforward idea to solve the classification problem. Decision Tree Classifier poses a series of carefully crafted questions about the attributes of the test record. Each time it receives an answer, a follow-up question is asked until a conclusion about the class label of the record is found. For obtaining the best user-defined values or parameters for the above-mentioned classifiers we repeated the experiments multiple times by slightly changing the parameters’ values. In the end, we achieved the best parameters values on which yielded maximum results on classifiers. The values of parameters are presented in table 3.

### TABLE 3. Parameter values.

| Classifiers      | Parameters Value                     |
|------------------|--------------------------------------|
| K-Nearest Neighbor | n_neighbors=4, weight=uniform, algorithm=auto |
| Random Forest    | n_estimators=50, max_depth=None, min_samples_split=3, min_samples_leaf=2, max_features=auto |
| Decision Tree    | Splitter= random, max_depth=None, min_samples_split=3, min_samples_leaf=2 |

### F. TRAINING

The data set is divided in the ratio of 0.6:0.4. 0.6 is for training and 0.4 for testing. We have applied a supervised learning method to train our model.

### G. CLASSIFICATION

The classification is a process of taking a classifier and running it on unknown content to determine class membership for the unknown content. The remaining data set is reserved for classification given to the trained classifier, and the classifier can predict the label based on its training. After that, the system compared the predicted labels with the actual labels and reports the result in the form of different evaluation measures.

### H. EVALUATION

To evaluate the proposed methodology, we have employed the standard evaluation measures, precision-recall, and F-measure. The reason for the selection of these evaluation parameters is the frequent reporting of these parameters in literature [16], [18], [26].

\[
Precision = \frac{TruePositive}{TruePositive + FalsePositive} \tag{1}
\]

Precision is the fraction of the relevant documents that are relevant to the query.

\[
Recall = \frac{TruePositive}{TruePositive + TrueNegative} \tag{2}
\]

The recall is the fraction of the relevant documents that are successfully retrieved. We have also calculated the F-measure, which is the harmonic mean of precision and recall.

\[
F1measure = 2 \times \frac{Precision \times Recall}{Precision + Recall} \tag{3}
\]

The values of these evaluation parameters are in the range of 0 to 1. Where 0 represents the lowest result and 1 represents the highest result i.e. 100 percent.
IV. RESULT
This section presents the results attained after conducting the comprehensive evaluation of metadata features in different ways i.e. evaluation of individual features and evaluation of their multiple combinations.

A. INDIVIDUAL FEATURES
In individual feature assessment, the individual role of abstract, keywords, general terms, and title are analyzed. The outcomes of the metadata feature against different classifiers are shown in Fig. 4. As it can be inferred from the figure the metadata feature “abstract” has performed extraordinary by achieving 0.87 f-measures against the KNN classifier. The metadata feature “keyword” has achieved the second-highest score of f-measure i.e., 0.86 against KNN neighbor followed by the “Title” feature with f-measure 0.83.

B. COMBINATION OF BI-FEATURES
After scrutinizing the individual contribution of each metadata parameter, we have formed their bi-combinations. The bi-combinations are (Title + Abstract), (Title + Keywords), (Title + Generals Term), (Abstract + Keywords), (Abstract + Generals Term). The outcomes against bi-features are shown in Fig. 5. As it can be seen in the figure that that title + keywords combination has outperformed all other bi-combinations by attaining 0.88 f-measures against KNN classifier followed by title + abstract with 0.87 f-measure and Abstract + keywords with 0.85 f-measures against KNN neighbor.

C. COMBINATION OF TRI-FEATURES
The tri combinations of employed metadata parameters are (Title + Abstract + Keywords), (Abstract + Keywords + Generals Term), (Title + Keywords + Generals Term), (title + abstracts+ Generals Term). The results of these tri-combinations against different classifiers are shown in Fig. 6. The results revealed that (title + abstracts+ Generals Term) combination has performed extraordinary by achieving 0.88 f-measures. The (Title + keywords + General Term) tri-combination has achieved second-highest value of f-measure i.e., 0.85 against KNN classifier followed by the tri-combination (title + abstract + keywords) with 0.84 f-measure.

D. COMBINATION OF TETRA METADATA FEATURES
The results attained against a single tetra combination of metadata parameters Title + Abstract+ Keyword+ General Term are shown in Fig 7. It can be inferred from the figure that precision, recall, and F-measure score for tetra combination of metadata parameters remained higher than 0.8, and the performance of random forest and KNN classifiers are almost identical. However, the decision tree performed comparatively worse.

V. CONCLUSION
Classification of documents into predefined categories is deemed as an important research problem for the past
several years. An accurate classification model to label the research papers into different categories can boost the efficiency of various digital libraries and can also assist the scholarly community by providing them content to conduct a literature review on a particular topic or domain. Critical analysis of state-of-the-art document classification has revealed that most of the schemes have employed the content of research articles and a few of them have harnessed the metadata to classify research papers into different categories; however, the metadata-based approaches have not been assessed in the form of determining the collective role of useful metadata parameters such as title, keywords, categories, etc. In this study, we have presented a classification model that classifies research papers onto the top level of ACM categories with the help of metadata combinations based on features. For classification, we have picked Random Forest, KNN, and Decision tree Classifiers. The empirical results have revealed that title + abstracts+ Generals Term combination has outperformed by attaining an F-measure of 0.88. Among all the classifiers, KNN performed significantly better than other classifiers. The outcome of this study revealed that our approach outperformed the existing metadata-based schemes with an F-measure of 0.88. In the future, we intend to enrich the model by mapping the research papers onto the second level of ACM categories.
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