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Quantum fault tolerance will form the basis of large-scale universal quantum computation. The surface code [1–3] and related topological approaches [4–8] are among the most appealing methods for near term fault-tolerant quantum computing (FTQC), primarily due to their high thresholds and amenability to planar architectures with nearest-neighbor interactions. In recent years there have been numerous studies exploring the surface code memory threshold, which is the error rate below which encoded information can be protected arbitrarily well in the limit of large code size [3, 9–16]. However, to understand the thresholds and overhead for universal logical gate sets have so far been limited. In this paper, we present a comprehensive framework for universal fault-tolerant logic motivated by the combined need for (i) platform-independent logical gate definitions, (ii) flexible and scalable tools for numerical analysis, and (iii) exploration of novel schemes for universal logic that improve resource overheads. Central to our framework is the description of logical gates holistically in a way which treats space and time on a similar footing. Focusing on quantum instruments based on surface codes, we introduce explicit, but platform-independent representations of topological logic gates—called logical blocks—and generate new, overhead-efficient methods for universal quantum computation. As a specific example, we propose fault-tolerant schemes based on surface codes concatenated with more general low-density parity check (LDPC) codes, suggesting an alternative path toward LDPC-based quantum computation. The logical blocks framework enables a convenient software-based mapping from an abstract description of the logical gate to a precise set of physical instructions for executing both circuit-based and fusion-based quantum computation (FBQC). Using this, we numerically simulate a surface-code-based universal gate set implemented with FBQC, and verify that the threshold for fault-tolerant gates is consistent with the bulk threshold for memory. We find, however, that boundaries, defects, and twists can significantly impact the logical error rate scaling, with periodic boundary conditions potentially halving resource requirements. Motivated by the favorable logical error rate suppression for boundaryless computation, we introduce a novel computational scheme based on the teleportation of twists that may offer further resource reductions.

I. INTRODUCTION

Logical gates constitute the building blocks of fault-tolerant quantum computation. While quantum error-corrected memories have been extensively studied in the literature, explicit constructions and detailed analyses of thresholds and resource overheads of universal logical gate sets have so far been limited. In this paper, we present a comprehensive framework for universal fault-tolerant logic motivated by the combined need for (i) platform-independent logical gate definitions, (ii) flexible and scalable tools for numerical analysis, and (iii) exploration of novel schemes for universal logic that improve resource overheads. Central to our framework is the description of logical gates holistically in a way which treats space and time on a similar footing. Focusing on quantum instruments based on surface codes, we introduce explicit, but platform-independent representations of topological logic gates—called logical blocks—and generate new, overhead-efficient methods for universal quantum computation. As a specific example, we propose fault-tolerant schemes based on surface codes concatenated with more general low-density parity check (LDPC) codes, suggesting an alternative path toward LDPC-based quantum computation. The logical blocks framework enables a convenient software-based mapping from an abstract description of the logical gate to a precise set of physical instructions for executing both circuit-based and fusion-based quantum computation (FBQC). Using this, we numerically simulate a surface-code-based universal gate set implemented with FBQC, and verify that the threshold for fault-tolerant gates is consistent with the bulk threshold for memory. We find, however, that boundaries, defects, and twists can significantly impact the logical error rate scaling, with periodic boundary conditions potentially halving resource requirements. Motivated by the favorable logical error rate suppression for boundaryless computation, we introduce a novel computational scheme based on the teleportation of twists that may offer further resource reductions.

In this paper we comprehensively study universal logical gates for fault-tolerant schemes based on surface codes. Our approach is centered around a framework for defining and analyzing logical instruments as three-dimensional (3D) objects called fault-tolerant logical instruments, allowing for a fully topological interpretation of logical gates. Focusing on fault-tolerant instruments directly—rather than starting with an error-correcting code and considering operations thereon—is beneficial for several reasons. Firstly, it provides a holistic approach to logical gate optimization, allowing us to explore options that are not particularly natural from a code-centric perspective. Secondly, it provides a way to define explicit logical instruments from physical instruments in a way that is applicable across different physical settings and models; in our case, we provide explicit instructions to compile these fault-tolerant gates to both circuit-based quantum computation (CBQC) based on planar arrays of static qubits and to fusion-based quantum computing (FBQC) [48]. Thirdly, it enables a unified definition of the fault-distance of a protocol; while distance of a code is straightforwardly defined, logical failures in a protocol can occur in ways that cannot be associated with any single time-step of the protocol, (for instance, timelike chains of measurement errors in a topological code). The fault distance of a protocol provides a go-to proxy for fault tolerance, which avoids the computational overhead of full numerical simulations. Using this framework, we introduce several new approaches to topological quantum computation with surface codes (including both planar and toric), and numerically investigate their performance. An outline of the paper is displayed in Fig. 1.

A framework to define fault-tolerant instruments. Our
first contribution is to define the framework of fault-tolerant logical instruments to describe quantum computation based on stabilizer codes holistically as instruments in space-time rather than as operations on a specific code. This framework, defined in Sec. II, builds upon concepts first introduced in topological measurement-based quantum computation (MBQC) [4, 5] and extended in related approaches [8, 28, 36, 49, 50]. Within this framework, introduce a surface-code-specific construction called a logical block template, which allows one to explicitly specify (in a platform-independent way) a fault-tolerant surface code instrument in terms of (2+1)D space-time topological features. The ingredients of a logical block template—the topological features—consist of boundaries (of which there are two types), corners, symmetry defects, and twists of the surface code, as defined in Sec. III. In Sec. IV, we define logical block templates and how to compile them into physical instructions (for either CBQC or FBQC), with the resulting instrument being referred to as a logical block. This framework highlights similarities between different approaches to fault-tolerant gates, for example between transversal gates, code deformations, and lattice surgeries, as well as between different models of quantum computation.

Logical blocks for universal quantum computation. Our first application of the fault-tolerant instrument framework is to define a universal gate set based on planar codes [51]. Some of these logical blocks offer reduced overhead compared to previous protocols. For example, we show how to perform a phase gate on the distance $d$ rotated planar code [43, 52, 53], using a space-time volume of $4d^3$. This implementation requires no distillation of Pauli-$Y$ eigenstates, and thus we expect it to perform better than conventional techniques. In addition to its reduced overhead, the phase gate we present can be implemented in a static 2D planar (square) lattice of qubits using only the standard 4-qubit stabilizer measurements, without needing higher-weight stabilizer measurements [18, 54] or modified code geometries [8, 27] that are typically required for braiding twists. These logical blocks can be composed together to produce fault-tolerant circuits, which we illustrate by proposing an avenue for fault-tolerant quantum computation based on concatenating surface codes with more general quantum low-density parity check (LDPC) codes [55–62]. Such concatenated code schemes may offer the advantages of both the high thresholds of surface codes, with the reduced overheads of constant-rate LDPC codes—an attractive prospect for future generations of quantum computers.

Fusion-based quantum computation—physical operations, decoding, and simulation. Fusion-based quantum computation is a new paradigm of quantum computation, where the computation proceeds by preparing many copies of a constant-sized (i.e., independent of the algorithm size) entangled resource state, and performing entangling measurements between pairs (or more) resource states. This model is motivated by photonic architectures, where such resource states can be created with high fidelity, and then destructively measured using fusion measurements [48].

In Sec. VII, we review FBQC and show how logical block templates can be compiled to physical FBQC instructions. In Sec. VIII, we introduce tools to decode and simulate such blocks, and numerically investigate the performance of a complete set of logical operations in FBQC (these operations are complete in that they are universal when supplemented with noisy magic states).

Firstly, we verify that the thresholds for these logical operations all agree with the bulk memory threshold. Secondly, we uncover the significant role that boundary conditions have in the resources required to achieve a target logical error rate. Namely, we see that qubits encoded with periodic boundary conditions offer more favorable logical error rate scaling with code size than for qubits defined with boundaries (as has been previously observed in Ref. [42]). For instance, at half threshold, nontrivial logic gates can require up to 25% larger distance (about 2 times larger volume) than that estimated for a memory with periodic boundary conditions in all three directions (i.e., lattice on a 3-torus). Our results demonstrate that entropic contributions to the logical error rate can be significant, and should be contemplated in gate design and in overhead estimates for fault-tolerant quantum algorithms.

Logical instruments by teleporting twists. Finally, motivated by the advantages in error suppression offered by periodic boundary conditions, we introduce a novel computational scheme in Sec. IX, where fault-tolerant gates are achieved by teleporting twists in time. In this scheme, qubits are encoded in twists of the surface code, and logical operations are performed using space-time defects known as portals. These portals require nonlocal operations to implement, and are naturally suited to, for instance, photonic fusion-based architectures [48, 50] for which we prescribe the physical operations required. To our knowledge, this is the first surface code scheme that does not require boundaries to achieve a universal set of gates and may offer even further resource reductions in the overhead of logical gates. This logic scheme is an important example of the power of the fault-tolerant instrument framework, as the operations are difficult to understand as sequences of operations on a 2D quantum code.

In Sec. VII, we review FBQC and show how logical block templates can be compiled to physical FBQC instructions. In Sec. VIII, we introduce tools to decode and simulate such blocks, and numerically investigate the performance of a complete set of logical operations in FBQC (these operations are complete in that they are universal when supplemented with noisy magic states).

Firstly, we verify that the thresholds for these logical operations all agree with the bulk memory threshold. Secondly, we uncover the significant role that boundary conditions have in the resources required to achieve a target logical error rate. Namely, we see that qubits encoded with periodic boundary conditions offer more favorable logical error rate scaling with code size than for qubits defined with boundaries (as has been previously observed in Ref. [42]). For instance, at half threshold, nontrivial logic gates can require up to 25% larger distance (about 2 times larger volume) than that estimated for a memory with periodic boundary conditions in all three directions (i.e., lattice on a 3-torus). Our results demonstrate that entropic contributions to the logical error rate can be significant, and should be contemplated in gate design and in overhead estimates for fault-tolerant quantum algorithms.

Logical instruments by teleporting twists. Finally, motivated by the advantages in error suppression offered by periodic boundary conditions, we introduce a novel computational scheme in Sec. IX, where fault-tolerant gates are achieved by teleporting twists in time. In this scheme, qubits are encoded in twists of the surface code, and logical operations are performed using space-time defects known as portals. These portals require nonlocal operations to implement, and are naturally suited to, for instance, photonic fusion-based architectures [48, 50] for which we prescribe the physical operations required. To our knowledge, this is the first surface code scheme that does not require boundaries to achieve a universal set of gates and may offer even further resource reductions in the overhead of logical gates. This logic scheme is an important example of the power of the fault-tolerant instrument framework, as the operations are difficult to understand as sequences of operations on a 2D quantum code.
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takes some number \( k_{\text{in}} \) of encoded quantum states as inputs (encoded in stabilizer codes [63]), performs an encoded operation, and outputs some number of encoded states \( k_{\text{out}} \).

We use the term \textit{logical port}, to refer to a group of physical qubits that together represent logical input or output qubits of the instrument. Each port has a quantum error-correcting code with a fixed number of physical and logical qubits associated with it. In this way, fault-tolerant instruments can be composed with each other only through a pair of compatible input and output ports. Alternatively, \textit{logical ports} can be seen as a specific collection of cuts that partition a complex logical quantum circuit into logical blocks, the elementary quantum instruments that are amenable to independent study and optimization. In this way, quantum error-correcting codes continue to play a crucial role in defining modular interface structure through which to compose fault-tolerant algorithms from elementary logical blocks.

The main feature of a fault-tolerant instrument is the classical data they produce (as intermediate measurement outcomes). These classical data are used both to identify errors (by relying on measurement outcome redundancy in the form of checks) as well as to determine the Pauli frame required to interpret the logical mapping and logical measurement outcomes, as described below. Examples of fault-tolerant instruments that are included within this model are transversal gates, code deformations, gauge fixing, and lattice surgeries [4, 5, 17, 18, 20, 24, 64, 65]. Such operations are commonly understood in terms of a series of gates and measurements on a fixed set of physical qubits, a perspective originating from matter-based qubits. Nevertheless, several recent works have introduced new approaches to fault-tolerant memories beyond the setting of static codes [7, 66, 67]. Here we want to generalize and extend these concepts to reach a holistic perspective on logical operations rather than as operations on an underlying code.

In this section we describe properties of a fault-tolerant logical instrument, building upon the formalism introduced for the one-way measurement-based quantum computer by Raussendorf \textit{et al.} [4] and extended in Refs. [8, 48]. In subsequent sections we specialize to logical instruments that are achieved by manipulating topological features of the surface code in (2+1)D space-time.

\subsection{Quantum instrument networks}

Here we draw the curtain and present the stage: a general framework to think about FTQC.

\subsubsection{Quantum instruments}

Quantum instruments describe the most general process in which the input is a quantum system and the output is a combination of quantum and classical systems. We refer to classical outputs as \textit{outcomes}, the collection of which is labeled by \( \mathcal{O} \). Quantum instruments can model \textbf{any} of the (idealized) physical devices that take part in a quantum computation (state preparation, unitaries and measurement). A quantum instrument with a single value classical outcome may be used to represent quantum state preparations and quantum maps (also called channels).

A quantum instrument is specified as a collection

\begin{equation}
\{E_m\}
\end{equation}

of completely positive and trace nonincreasing linear maps, such that their sum is trace preserving. The maps are indexed by the outcome \( m \): for an input state \( \rho \), if the instruments outcome is \( m \), the unnormalized final state is \( E_m(\rho) \) and the probability for the outcome \( m \) to occur is the trace of this state.

\subsubsection{Networks}

A natural way to describe a fault-tolerant quantum computation is as a network (or circuit) of quantum instruments.

\textbf{Definition 1.} A \textit{quantum instrument network (QIN)} is a directed acyclic graph (DAG) in which
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\caption{Abstract schematic of a fault-tolerant instrument with one input port (left) and two output ports (right) (all shaded in pink). In the stabilizer framework, outcomes correspond to measurement of Pauli product observables and checks take the form of joint parity constraints. The +1s and −1s represent the physical measurement outcomes in \( \mathcal{O} \). While each measurement outcome may individually be random, checks identify subsets of outcomes (depicted here in green) for which the joint parity is fixed (in the absence of errors). Example of a logical correlator \( P \otimes Q \in S(U) \) represented by a \textit{logical membrane} \( M^{P,Q} \). A logical correlator \( P \otimes Q \in S(U) \) means that an input logical operator \( P \) is mapped to an output logical operator \( Q \) up to a sign depending on outcomes of measurements supported on a representative logical membrane \( M^{P,Q} \). Here, \( S(U) \) denotes the stabilizer group of the stabilizer channel \( U \). A concrete choice of such an instrument could be an encoding isometry for a 2-repetition code, mapping arbitrary states in the input space onto the subspace of the output space stabilized by \( Z \otimes Z \). The stabilizer generators for this instrument are given by \( S = \{Z_{\text{in}} \otimes Z_{\text{out}}, I_{\text{out}1}, X_{\text{in}1} \otimes X_{\text{out}1}, X_{\text{out}2}, I_{\text{in}1} \otimes Z_{\text{out}2}, Z_{\text{out}2}\} \) (where the tensor product is only included to denote the input/output subsystems). For this choice, both \( P \) and \( Q \) correspond to the logical \( Z \) operators of their corresponding port codes (see App. XII A for more details).}
\end{figure}
• edges are interpreted as quantum systems,
• vertices are interpreted as quantum instruments: their quantum input (output) is the tensor product of incoming (outgoing) edges.

Recall that the vertices of a DAG can always be ordered so that all edges point towards the “largest” vertex (as per the ordering). Thus we can interpret a QIN as a process in which the quantum instruments are applied sequentially, each mapping a collection of subsystems to a new such collection. Since the specific ordering is immaterial, the DAG is enough to specify the process.

In such a process, each vertex of the DAG contributes an outcome. Classical beings as we are, the ultimate object of interest is the classical distribution of outcomes. The probability of an outcome configuration can be computed as a tensor network contraction: the tensor network has the same topology as the DAG and, given some choice of basis for each edge, the tensor at a given vertex is obtained from the corresponding (outcome-dependent) linear map.

B. Stabilizer fault tolerance

In order to make headway in the analysis of fault-tolerant logical blocks, we focus on stabilizer quantum instruments \(\{\mathcal{E}_m\}\) and stabilizer QINs. In terms of domains, this restricts the input and output Hilbert spaces of each instrument to tensor products of qubits and classical outcomes to bit strings. For each classical outcome \(m\), the quantum channel \(\mathcal{E}_m\) is in fact required to be a stabilizer operator stabilized by \(S_m\). We assume that all such operators share the same stabilizer group up to signs (i.e., \((-1, S_m) = (-1, S_n)\) for outcomes \(m, n\)). Moreover, there is a linear transform (over \(\mathbb{Z}_2\)) that relates outcome bits with signs of stabilizer generators (see App. XII A for a full definition of the notion of stabilizer instruments). Crucially, this property is preserved under composition (i.e., the quantum instruments resulting from composing elementary stabilizer quantum instruments in QINs will themselves be stabilizer quantum instruments).

This set of stabilizer quantum instruments includes full or partial Pauli product measurements as well as unitaries from the Clifford group and encoding isometries for stabilizer codes. However, it does not include the full flexibility of adaptivity, i.e., conditionally applying distinct instruments depending on previously obtained outcomes. While adaptivity is crucial to allow for universal quantum computation at the logical level, it is not required to achieve a restricted form of fault tolerance limited to logical stabilizer operations.

1. Pauli frame

The different signs for the resulting stabilizer group can be interpreted as being an outcome-dependent Pauli frame correction. Thus, similarly to quantum teleportation, in the absence of noise, a specific Pauli correction can be directly (\(\mathbb{Z}_2\)-linearly) inferred from a parity combination of the classical outcomes associated with the stabilizer instrument.

2. Check generators

Under a noise-free operation, not all outcome combinations are possible for a fault-tolerant logical block. In stabilizer fault tolerance, the set of possible outcomes is characterized by linear constraints (considering outcomes as a vector space over \(\mathbb{Z}_2\)). The generators for said set of constraints are called check generators. In the case of topological fault tolerance, check generators can be chosen to be geometrically local (i.e., involving only outcomes in small neighborhood with respect to the QIN graph).

It is the presence of checks that allows fault-tolerant protocols to reliably extract logical outcomes from noisy physical outcomes. The presence of check violations, together with statistical understanding of the noise model, allows one to infer the correct way to interpret logical outcomes with an increasingly high degree of reliability.

C. Properties of fault-tolerant instruments (aka logical blocks)

A fault-tolerant stabilizer instrument \(\Phi\) is a stabilizer QIN on which the following specific structure has been identified.

• **Check generators** are the basis of fault tolerance and jointly define a check group \(C\) (a \(\mathbb{Z}_2\)-affine subspace). The check operators are combinations of classical outcomes within the QIN that yield a predefined parity. We choose a minimal set of low-weight, geometrically local check generators whenever possible.

• **External logical ports** are a partitioning of the physical input and output ports of the QIN into logical input and output ports. Each logical port is thus a collection of physical ports in the QIN that have not been attached within it.

• The outputs and inputs of any given port are related by **port stabilizers** whose signs generally depend on the values of outcomes within the QIN. Port stabilizers jointly give the port the structure of a quantum error-correcting code (up to an outcome-dependent Pauli frame). Each port stabilizer is a Pauli stabilizer on the corresponding port qubits together with a collection of QIN outcomes that jointly determine its sign.

• **Logical correlators** \(S\) in fault-tolerant stabilizer instruments are encoded through logical stabilizer operators in one (or more) ports together with an outcome mask \(m\). Drawing from topological codes, the outcome masks will be commonly referred to as logical membranes as this is the shape these have in the topological protocols we focus on. There is no mathematical difference between logical correlators and port stabilizers, but rather in their intent. In fact, logical correlators are defined up to multiplication by check
generators and/or port stabilizers (a form of gauge freedom). We denote by $S(U)$ the stabilizer group of the channel $U$. See App. XII A for more details.

An abstract depiction of these properties is shown in Fig. 2. The concepts will be further clarified in the context of surface codes in Secs. IV and V.

In CBQC, we can understand logical correlators and membranes as follows. Logical operators at an input port are transformed by every constituent instrument of the QIN. These transformations can be tracked stepwise, following the temporal order of application in the circuit model. At each intermediate step, the logical operator admits an instantaneous representation. This instantaneous representation is supported on intermediate qubits, which correspond to contracted quantum inputs and outputs of the constituent quantum instruments. In the case of a noiseless CBQC fault tolerant representation unitary instruments, the logical correlators need not become correlated with any of the classical outcomes $O$ of the QIN. Elements of $S$ correspond to combinations of classical operators on input and output ports. However, this lack of correlation does not persist in other models of computation such as MBQC and FBQC; even the logical correlators for CBQC must be sign corrected in the presence of noise. Noisy operation requires identifying and tracking the most likely error class consistent with visible outcomes, with such errors possibly changing the sign of the logical correlator. This sign correction is referred to as (logical) Pauli frame tracking, as it amounts to applying a logical Pauli operator to the quantum ports of the fault-tolerant instrument.

In certain situations, there may be elements of $S$ corresponding to state preparation isometries, which are supported exclusively on output ports. Similarly, for measurements and partial projections, there will be elements of $S$ supported exclusively on input ports. In this latter case, in order for the corresponding fault-tolerant instruments to be trace preserving the corresponding logical stabilizers must be correlated with the classical outcome of the corresponding QIN. An example of this is given by the $X$ or $Z$ measurement instruments in Fig. 6 below, wherein the logical block has no quantum output and is closed off by a layer of single-qubit measurements revealing the value of a corresponding logical operator.

In general, outcome masks $m \subseteq O$ are required to determine the Pauli frame correction; the product of their outcomes determines the sign of the logical correlator, and hence the Pauli correction operator that is additionally applied. Check generators in $C$ as well as local port stabilizers, can be understood as trivial logical membranes (i.e., equivalent to logical identity), and thus, logical membranes form equivalence classes under multiplication by checks. In this way, fault tolerance can be observed at the level of the logical membranes: a fault-tolerant instrument should have many equivalent logical membranes for a given logical correlator. Whereas in the absence of noise all these membranes lead to a consistent Pauli frame correction, in the presence of noise, it is the job of the decoder algorithm to identify the most likely fault equivalence class and corresponding correction.

**Logical faults.** For the instrument to be fault tolerant, it is essential that a small number of elementary faults retain the intended noiseless logical interpretation. We define the fault distance as the minimal number of elementary faults yielding trivial (i.e., correct) check outcomes and an incorrect logical outcome. The choice of what to interpret as elementary faults is model specific and should be motivated by the physics of the device(s) being described. It is common to choose arbitrary single-qubit Pauli error on any of the underlying physical input or output qubits of the constituent instruments of the QIN. These generally include outcome or measurement errors that have a purely classical interpretation as an outcome being flipped. The weight of a fault combination is defined as the number of elementary faults that compose it. A fault combination is called undetectable if it leaves all checks invariant. An undetectable fault combination is a logical fault if it leads to an incorrect logical Pauli frame (i.e., it flips the sign of a logical correlator with respect to that of a noiseless scenario). The fault distance of a quantum protocol, is defined as the smallest number of elementary faults that combine to form a logical fault.

In practice, to make progress, we focus on the fault distance of individual logical blocks, wherein local port stabilizers are assumed to be perfectly measured. This approach is more pragmatic than focusing on quantum circuits, which are composed of a number of logical blocks as large as demanded by their intended function rather than by fault-tolerance considerations. The approach we use to isolate individual logical blocks can be interpreted as attaching an idealized decoding partial projection at output ports and an ideal encoding isometry at input ports and, as such, is slightly optimistic. Further discussion on the port boundary conditions and block decoding simulation can be found in App. XII M.

**Example: quantum memory.** We consider a simple circuit-based example of a fault-tolerant instrument performing a logical identity operation (or any single-qubit Pauli operation for that matter) on a surface-code-encoded qubit. We follow the usual circuit model assumption wherein the set of data qubits is fixed throughout the computation. Thus, the only two logical ports $P = \{\text{in, out}\}$ can be seen as using a common set of labels for the physical qubits. The quantum instrument network is composed of elementary circuit elements repeatedly performing stabilizer measurements. For the circuit model these measurements are typically described in terms of (i) auxiliary qubit initialization, (ii) two-qubit entangling gates such as controlled-NOT ($\text{CX}$) and controlled-phase ($\text{CZ}$) gates that map stabilizer information onto auxiliary qubits and (iii) single-qubit measurement applied to auxiliary qubits. The auxiliary qubits are recycled between measurement and initialization, allowing a local realization through geometrically bound quantum information carriers such as superconducting qubits [13]. Of these, only (ii) yields a classical outcome, and the circuits are designed such that they yield the measurement value for a code stabilizer generator. These measurements are repeatedly performed throughout the code for a certain number $T$ of code cycles.

We identify a check generator of $C$ for every pair of consecutive measurements of the same stabilizer. In practice, the consecutive qualifier is important as it leads to relatively compact check generators that allow directly revealing informa-
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FIG. 3. Schematic representation of ports, logical correlator (membranes) for surface code computations. The internal structure for the fault-tolerant quantum instrument is omitted, leaving only the ports depicted, with the input [output] being on the left [right] of each instrument. (left) correlator representation of the logical Hadamard. The first (second) tensor factor corresponds to the input (output) of the instrument. A fault-tolerant instrument realizing this operation has logical membranes for each stabilizer in \( S(H) \), which can be understood as mapping logical observables between input and output ports. (right) Fault-tolerant instruments can be composed along a pair of input and output ports that share a common code, leading to new composite logical correlators.

III. ELEMENTS OF TOPOLOGICAL COMPUTATION

We are mostly interested in constructing topological fault-tolerant instruments; that is, for instruments whose inputs and output ports are encoded using topological codes, a useful subset of logical correlations can be generated by manipulating topological \textit{features} such as boundaries, domain walls, and twists. These section is devoted to the detailed description of these features.

We now introduce the ingredients that make up a topological fault-tolerant instrument network. In topological quantum computation, fault tolerance is achieved by creating a fault-tolerant \textit{bulk}, generally with a periodic repeating structure that contains parity checks (stabilizers) to enable error correction. An example of this would be the repeated measurement of stabilizer operators on a toric code, or a three-dimensional fusion network in a FBQC setting. The resulting bulk allows logically encoded quantum information to be stored. However, in order to use this system to perform a nontrivial quantum computation, the homogeneous nature of the bulk must be broken. One way of achieving this is to introduce \textit{topological features} that can be manipulated to perform logical gates. The simplest example of a topological feature is a boundary, which terminates the bulk in a certain location [4, 5, 68, 69]. In surface codes one can also introduce further topological features known as domain walls and twists [17]. By introducing these features in an appropriate configuration, logical information can not only be stored, but also manipulated to perform all Clifford operations [18, 23, 27, 28, 70–72].

In this section, we introduce the surface code and its topological features, beginning with explicit examples in two-dimensions. We then interpret these features and their relationships in (2+1)D space-time. In particular we describe the symmetries of the code and how they relate to the behavior of anyonic excitations of the code—a tool we use throughout this paper to define and describe the behavior of topological features. These features form the anatomy of a general topological fault-tolerant logical operation, which we explore in the following section.

A. The surface code, anyons, and their symmetries

The simplest example of the surface code [1, 73] with no topological features consists of qubits positioned on the vertices of a square lattice with periodic boundary conditions.
(Note that there are many variations of the surface code, originally introduced by Kitaev [1]. We utilize the symmetric, rotated version due to Wen [73], because of its better encoding rate [53, 74, 75], and comment on the relationship between the two in App. XII B.)

Stabilizers and logical operators. The surface code is a stabilizer code, and for each plaquette (face) of the lattice, there is a stabilizer generator $s_{(i,j)} = Z_{(i,j)}X_{(i+1,j)}Z_{(i+1,j+1)}X_{(i,j+1)}$, where $(i,j)$ labels the vertices of the lattice, as described in Fig. 4. We bicolor the faces of the lattice in a checkerboard pattern, as depicted in Fig. 4, and call stabilizers on blue (red) plaquettes primal (dual) stabilizers. This primal and dual coloring is simply a gauge choice. The logical Pauli operators of the encoded qubits are associated with noncontractible cycles on the lattice, and so the number of logical qubits encoded in a surface code depends on the boundary conditions. For example, the surface code on a torus encodes two logical qubits. The surface code can also be defined for many different lattice geometries by associating qubits with the edges of an arbitrary 2D cell complex [1], but for simplicity, we restrict our discussion to the square lattice. The descriptions of topological features that follow apply to arbitrary lattice geometries, provided one first finds the corresponding symmetry representation, which, for a general surface code, is given by a constant-depth circuit.

Errors. When low-weight Pauli errors act on the toric code, they anticommute with some subset of the stabilizers, such that if measured, these stabilizers would produce “$-1$” outcomes. The measurement outcomes for stabilizers form the classical syndrome that can then be decoded to identify a suitable correction. Stabilizers with associated $-1$ outcome are said to be flipped and are also viewed as “excitations” of the codespace that behave as anyonic quasiparticles. The behavior of these anyons has been widely studied [68, 69, 72], but for our purposes, they will be a useful tool for characterizing the behavior of topological features, and how they affect encoded logical information. As illustrated in Fig. 4, anyons can be thought of as residing on any plaquette of the lattice and are created at the endpoints of open strings of Pauli operators. We refer to anyons residing on primal (blue) plaquettes as “primal” anyons, and those on dual (red) plaquettes as “dual” anyons [76]. Primal and dual anyons are topologically distinct, in that (in the absence of topological features) there is no local operation than can change one into the other. We refer to the string operators that create primal (dual) anyons as dual (primal) string operators. We can understand primal (dual) stabilizers as being given by primal (dual) string operators supported on closed, topologically trivial loops. Similarly, Pauli-$X$ and Pauli-$Z$ logical operators consist of primal and dual string operators (respectively) supported on nontrivial loops of the lattice.

Symmetries. Before defining features of the surface code, we first examine its symmetries. The symmetries of the surface code allow us to explicitly construct topological features, as well as to discuss the relationships between them. We refer to any locality-preserving unitary operation (a unitary that maps local operators to local operators) that leaves the bulk codespace invariant as a symmetry of the code. Transversal logical gates acting between one or more copies of a code are examples of symmetries. Symmetry operations can also be understood as an operation that, when applied to the code(s), generates a permutation on the anyon labels that leaves the behavior of the anyons (i.e., their braiding and fusion rules) unchanged (see, e.g., Refs. [29, 77]). For a single surface code, there is only one nontrivial symmetry generator, which for the surface code in Fig. 4, is realized by shifting the checkerboard pattern by one unit in either the horizontal or vertical direction. This symmetry permutes the primal and dual anyons, as shown in Fig. 4 (bottom left), and we refer to it as the primal-dual symmetry or $\mathbb{Z}_2$ (translation) symmetry.

B. Topological features in the surface code

We now present three types of topological features that can be introduced in the surface code and how they relate to the primal-dual symmetry. The features are termed boundaries, domain walls and twist defects, and each breaks the translational invariance of the bulk in a different way. Explicit static examples are provided for the square lattice surface code in Fig. 4. As the topological features in a code are dynamically changed over time, they trace out world lines and world sheets in space-time and are naturally interpreted as (2+1)D topological objects. We provide a schematic representation of these features in Fig. 4 and give a more precise meaning of such (2+1)D features in Sec. IV. We focus on the codimension of a feature (as opposed to its dimension), as it applies to both the 2D code and (2+1)D space-time instrument network. Here a codimension-$k$ feature is a $(2-k)$D object in a 2D code, or a $(3-k)$D object in a space-time instrument network.

Primal and dual boundaries. Boundaries of the surface code are codimension-1 objects that arise when the code is defined on a lattice with a boundary [51] (i.e., they form 1D boundaries in a 2D code, or 2D world sheets in a (2+1)D quantum instrument network). Specific anyonic excitations can be locally created or destroyed at a boundary [22, 70, 78–80] (a process referred to as anyon condensation by parts of the physics community). In terms of the code, one can understand this in terms of error chains that can terminate on a boundary without flipping any boundary stabilizers, as shown in Fig. 4. There are two boundary types: primal boundaries condense dual anyons (i.e., they terminate primal error strings), while dual boundaries condense primal anyons (i.e., they terminate dual error strings). We can encode logical qubits using configurations of primal and/or dual boundaries; logical operators can be formed by string operators spanning between distinct boundaries. Note that in the 2D surface code these boundaries are often referred to as “rough” and “smooth” boundaries [51]. Examples of these two boundary types are shown in Fig. 4.

(Transparent) Domain walls. A domain wall is a codimension-1 feature formed as the boundary between two bulk regions of the code, where the symmetry transformation has been applied to one of the regions[81], as shown in Fig. 4. When an anyon crosses a domain wall it changes from primal to dual, or vice versa (which follows from the fact that the symmetry implements the anyon permutation). Microscopi-
Similarly to corners, twist defects are topologically nontrivial objects and can carry anyonic charge. In particular, the composite primal-dual anyon can locally condense on a twist and one can use the charge of a twist to encode quantum information. Indeed, twists and corners can be thought of as two variations of the same topological object; namely, a twist can be thought of as a corner that has been moved into the bulk, leaving behind a transparent corner (defined below), as is readily identified in the space-time picture as per Fig. 4. Like corners, we can use $2n+2$ twists to encode $n$ logical qubits.

**Transparent corners.** In the presence of domain walls, primal and dual boundaries may meet in another way. We call the codimension-2 region at which a primal boundary, a dual boundary, and a domain wall meet a transparent corner. Unlike the previous corners, transparent corners carry no topological charge, cannot be used to encode logical information, and should be thought of as the region at which a primal and dual boundary are locally relabeled (i.e., a change of gauge).

For the purposes of defining logical block templates in the following section, we refer to the codimension-1 features (boundaries and domain walls) as *fundamental features*, and the codimension-2 features (twists, cornerlines, and transparent cornerlines) as *derived features*: the locations of derived features are uniquely determined by the locations of fundamental features. We remark that this terminology is a matter of convention and not a statement about the importance of a feature—indeed most encodings and logical gates can be understood from the perspective of twists and corners alone.
This represents all possible features of one copy of the surface code. As we consider more copies of the surface code, the symmetry group becomes richer, and thereby corresponds to a much larger set of symmetry defects (domain walls and twists) that can be created between the codes[83]. Sec. IX, for example, introduces a particularly interesting defect known as a portal that arises when we create defects between copies of the same code.

IV. FAULT-TOLERANT INSTRUMENTS FOR THE SURFACE CODE IN (2+1)D

Having defined the topological features of the surface code, we now introduce a framework for fault-tolerant logical instruments that are achieved by manipulating these topological features in (2+1)D space-time. The central object we define is called a logical block template, which is a platform-independent set of instructions for (2+1)D surface code fault-tolerant instruments. The template provides an explicit description of the space-time location of topological features (boundaries, domain walls, twists, cornerlines, and transparent cornerlines), allowing for flexibility in the design of logical operations. Templates provide a direct way of identifying checks and logical membranes of the logical instrument, as well as a method of verifying that it is fault tolerant. They can be directly compiled to physical instructions of a QIN, prescribing the qubits, ports and instruments to implement a fault-tolerant instrument in a physical architecture for CBQC and FBQC.

A. Logical block templates: diagrammatic abstraction for (2+1)D topological computation

Each logical block template is given by a 3D cubical cell complex $\mathcal{L}$ and an accompanying set of cell labels. Here, by cubical cell complex, we mean that $\mathcal{L}$ is a cubic lattice consisting of sets of vertices $\mathcal{L}_0$, edges $\mathcal{L}_1$, faces $\mathcal{L}_2$, and volumes $\mathcal{L}_3$ with appropriate incidence relations[84]. The labels are to determine regions of the cell complex that support a primal boundary, dual boundary, domain wall, or a port. We denote the set of features by

$$\mathcal{F} = \{\text{PrimalBoundary, DualBoundary, DomainWall, Port}_i, \emptyset\},$$

where $i$ indexes the distinct ports of the instrument network (e.g., 1, 2, 3 for the network depicted in Fig. 2). The label $\emptyset$ is used as a convenience to denote the absence of any feature.

We now formally define a logical block template as follows.

Definition 2. A logical block template is a pair $(\mathcal{L}, F)$ where $\mathcal{L}$ is a cubical cell complex and $F: \mathcal{L}_2 \to \mathcal{F}$ is a labeling of the 2-cells $\mathcal{L}_2$.

To define a logical block template, we have only specified the location of the ports and fundamental, codimension-1 features (the boundaries and domain walls). The derived, codimension-2 features (twists, cornerlines, and transparent cornerlines) are all inferable from them. Recall that twists reside at the boundary of a domain wall in the absence of any boundaries, while cornerlines (transparent cornerlines) reside on the interface between primal and dual boundaries in the absence (presence) of a domain wall.

In order to simplify the construction of derived features, it is convenient to decompose the label for topological features into two indicator functions $B$ and $T$ on $\mathcal{L}_2$. The first one, $B$, indicates whether the 2-cell is a boundary or not (this may simply be derived as $\partial\mathcal{L}_3$). The second, $T$, identifies transparent domain walls as well as distinguishing dual boundaries $(B \land T)$ from primal boundaries $(B \land \lnot T)$. The union of twist defects and cornerlines can then be identified as $\partial T$, of which only $(\partial T) \cap B$ are identified as cornerlines. Finally, elements of $\partial T \cap B$ that are not in $\partial T$ are considered transparent cornerlines. In this way, cornerlines, transparent cornerlines, and twists can be described as labels on 1-cells of the template and one can extend the domain of $F$ to include 1-cells accordingly (see App. XII C for the explicit definition of the extension).

Remarks. The logical block templates do not make any explicit reference to a causal or temporal direction. As such, they provide a natural starting point to describe pictures of topological fault tolerance that do not explicitly present a local temporal ordering such as FBQC and MBQC. In order to ascribe a circuit model interpretation, it is necessary to extend the template with a causal (i.e., temporal) order compatible with the input and output status of logical ports. Contrary to the static 2D case, boundaries, domain walls, twists, cornerlines and transparent cornerlines may all exist along planes normal to the time direction. The physical operations generating such features will be explained in the following sections.

Finally, we remark that the cubical complex is natural for blocks based on the square lattice surface code (in CBQC) and the six-ring fusion network (in FBQC). For other surface code geometries or fusion networks one can generalize the logical block template to other cell complexes. This case remains important for the 3-cells in the bulk to remain 2-colorable as they will continue to represent primal and dual checks and locations where these are not locally two colorable will correspond to twist defects (and cornerlines if one considers the exterior as a color). Twist defects in $\mathcal{L}_1$ are associated with an odd number of incident faces from $\mathcal{L}_2$.

B. Fault-tolerant instruments from logical block templates

Logical templates define fault-tolerant logical instruments without reference to the computational model, but can be directly compiled into physical instructions for different models of computation. We now explain how the different features of the template correspond to measurement instructions, checks and logical membranes.

Compiling templates to physical instructions. Logical block templates can be directly compiled into a network of quantum instruments realizing surface-code-style fault tolerance for CBQC, and FBQC. We provide an overview of this mapping here, leaving the explicit mapping from templates to
CBQC instructions in App. XII D, and to FBQC instructions in Sec. VII. One can also obtain MBQC instructions on cluster states using the framework of Ref. [8] applied to the CBQC instructions.

To compile a template into physical instructions for CBQC we must choose a coordinate direction as the temporal direction or otherwise equip the template with a causal structure. From this, each time slice defines a 2D subcomplex of the template, each vertex of which corresponds to a qubit, and each bulk 2-cell of which corresponds to a bulk surface code stabilizer measurement. The feature labels on the subcomplex result in modifications to the measurement pattern, as per Fig. 4 and as shown in the example in Fig. 5.

In FBQC, the symmetry between space and time is maintained, and measurements may be performed in any order. The flavor of FBQC presented in [48], which uses 6-qubit ring graph states as resource states, is naturally adapted to the logical block template. To each vertex of the template we place a resource state, while each edge of the template corresponds to a fusion measurement (a two-qubit projective measurement) between resource states as determined by the feature labels.

**Checks.** There is a close connection between the elements used to describe topological codes with those required to characterize fault-tolerant instruments. For instance, stabilizer operators of the code give rise to check operators for the QIN as the stabilizers are repeatedly measured. Similarly, the logical operators of the code give rise to logical correlators, which track how the corresponding degree of freedom map between ports. In topological fault tolerance, going from code to protocol involves increasing the geometric dimension by one, which in the circuit model is naturally interpreted as the temporal direction. In particular, checks correspond to parity constraints on the outcomes of operators supported on closed (i.e., without boundary), homologically trivial surfaces of codimension 1 (i.e., two dimensional) in the template complex. This is analogous to how 2D surface code stabilizers consist of Pauli operators supported on closed, homologically trivial loops. In particular, the surface of every bulk 3-cell of the template corresponds to a check, in the following way. In CBQC, a surface code stabilizer measurement repeated between two subsequent timesteps gives rise to a check, and this check can be identified with the 3-cell whose two faces the measurements are supported on. In FBQC, fusion measurements between resource states supported on the vertices of a 3-cell constitute a resource state stabilizer, and thus a check (this will be carefully validated in Sec. VII).

Much like the two-dimensional case, bulk check generators can be partitioned into two disjoint sets, either primal or dual, as depicted in Fig. 5. For CBQC, this partition consists of the 2D checkerboard pattern extended in time, while for FBQC, the primal and dual checks follow a 3D checkerboard pattern. Thus, we may label a bulk 3-cell (and its surface) by either Primal or Dual, depending on what subset it belongs to. These checks can be viewed in terms of Gauss’s law—they detect the boundaries of chains of errors[85]. The presence of features modifies the check operator group: primal and dual boundaries lead to checks supported on truncated 3-cells, while defects and twists lead to checks supported on the surfaces of pairs of 3-cells sharing a defect 2-cell or twist 1-cell. We discuss the check operator group and how it is modified by features in much more detail in Sec. VII for FBQC and App. XII D for CBQC.

**Logical correlators and membranes.** Logical membranes determine how logical information is mapped between input and output ports of the instrument. In the template, logical membranes—which can be thought of as the world sheets of logical operators—are supported on closed, homologically nontrivial surfaces of codimension 1. Logical membranes can be obtained by finding relatively closed surfaces $M \subseteq L_2$, each with their 2-cells taking labels from

FIG. 5. (left) The surface code consists of stabilizer check operators supported on primal [blue] and dual [red] plaquettes. Stabilizers on the primal (dual) boundary consist of truncated primal (dual) stabilizer operators. Logical Pauli operators for the surface code consist of operators supported on nontrivial cycles of the underlying surface, or between distinct boundaries. (right) Representation of a topological instrument network; if implemented in CBQC, each slice of the network describes stabilizer measurement instructions to perform on a plane of qubits. If implemented in FBQC, the network describes globally what fusions and measurements one should perform between and on resource states.
F \_M = \{ \text{Primal, Dual, PrimalDual} \} satisfying certain requirements. Here, by relatively closed, we mean that the surface is allowed to have a boundary on the boundary of the template cell complex. The labels must satisfy the following conditions: (i) only faces with Primal (Dual) labels can terminate on primal (dual) boundaries, (ii) upon crossing a domain wall, the Primal and Dual labels of the membrane are exchanged (and the PrimalDual label is left invariant).

Any such surface corresponds to a logical membrane in the following ways. In CBQC, the membrane can be projected into a given time slice where it corresponds to a primal, dual, or composite logical string operator. The components of a membrane in a plane of constant time correspond to stabilizer measurements that must be multiplied to give the equivalent representative on that slice (and thus their outcome is used to determine the Pauli frame). In FBQC, the membrane corresponds to a stabilizer of the resource state, whose bulk consists of a set of fusion and measurement operators used to determine the Pauli frame. In both cases, when projected onto a port, these membranes correspond to a primal-type (X-type), dual-type (Z-type), or a composite primal-dual-type (Y-type) string logical operator. Checks can be considered “trivial” logical membranes, with logical membranes forming equivalence classes up to multiplication by them (i.e., by local deformations of the membrane surfaces).

**Logical errors.** Errors can be understood at the level of the template. Elementary errors—Pauli or measurement errors—are categorized as either primal or dual, according to whether they flip dual or primal checks, respectively. Undetectable errors comprise processes involving creation of primal or dual excitations, propagating them through the logical instrument, transforming them through domain walls, and absorbing them into boundaries or twists. Specifically, primal (dual) excitations can condense on dual (primal) boundaries, composite primal-dual excitations can condense on twists, and primal and dual excitations are swapped upon crossing a transparent domain wall. The primal and dual components of a logical membrane can be thought of as measuring the flux of primal and dual excitations, respectively. If an undetectable error results in an odd number of primal or dual excitations having passed through the primal and dual components of a logical membrane, then a logical error has occurred. The fault distance of the logical instrument is the weight of the smallest weight logical error.

**Graphical conventions.** Throughout the rest of the paper, as per Figs. 3, 4, and 5, we pictorially represent primal boundaries and logical membranes in blue, while dual boundaries and dual logical membranes will be represented in red. Domain walls are represented in green.

V. UNIVERSAL BLOCK-SETS FOR TOPOLOGICAL QUANTUM COMPUTATION BASED ON PLANAR CODES

In this section we apply the framework of logic block templates to construct a universal set of fault-tolerant instruments based on planar codes [51]. The gates we design are based on fault-tolerant Clifford operations combined with noisy magic state preparation, which together are sufficient for universal fault-tolerant logic (via magic state distillation [54, 86, 87]). To the best of our knowledge, some of the Clifford operations we present—in particular the phase gate and controlled-NOT gate—are the most efficient versions in the literature in terms of volume (defined as the volume of the template cell complex). These Clifford operations form the backbone of the quantum computer, and set for instance the cost of and rate at which magic states can be distilled and consumed (the latter of which can become quite expensive for applications with large numbers of logical qubits [88, 89]). Later, in Sec. IX, we show another way of performing Clifford operations—namely, Pauli product measurements—for twist-encoded qubits, using a space-time feature known as a portal. These portals require long-range operations in general, and will be discussed in the context of FBQC.

A. Planar code logical block templates for Clifford operations

We begin by defining logical block templates for a generating set of the Clifford operations on planar codes [51]: the Hadamard, the phase gate, the lattice surgery for measuring a Pauli-X string, along with Pauli preparations and measurements. Recall that a fault-tolerant instrument realizes an encoded version of the Clifford operator U ∈ C_{l,m} if it has l distinct input ports, m distinct output ports, and an equivalence class of logical membranes M^P \otimes \mathcal{O} for every logical correlator P \otimes Q ∈ \mathcal{S}(U). Each of the block templates are depicted in Fig. 6 along with a generating set of membranes, showing the mapping of logical operators between the input and output ports. To complete a universal block set, we present the template for noisy magic state preparation in Fig. 16 and App. XII F. We reemphasize that the instruments we discuss are only true up to a random but known Pauli operator—known as the Pauli frame. The logical membranes determine the measurement outcomes that are be used to infer this Pauli frame.

**Logical block criteria.** The logical blocks we present are designed for planar code qubits with the following criteria in mind: (i) They each have a fault distance of d for both CBQC and FBQC under independent and identically distributed (IID) Pauli and measurement errors, where d is the (tunable) distance of the planar codes on the ports. (ii) They are composable by transversal concatenation and that composition preserves distance. This means that for a given distance, we can compose two blocks together by identifying the input port(s) of one with the output(s) of another. In particular, this requires that inputs and output ports are a fixed planar code geometry. (iii) They admit a simple implementation in 2D hardware: after choosing any Cartesian direction as the flow of physical time, the 2D time slices can be realized in a 2D rectangular layout.

These criteria allow the logical blocks to be used in a broad range of contexts, however, it is possible to find more efficient representations of networks of logical operations by relaxing them. For instance, we need not require the input and output codes to be the same, as we can classically keep track
FIG. 6. Logical templates for Clifford operations. Primal and dual boundaries are depicted in blue and red, domain walls in green, cornerlines and twists in bold black. For each operation $U$, a membrane $M^U_{P,Q}$ is shown for each generating logical correlator $P \otimes Q \in S(U)$. Time and footprint overheads are based on traversing the block from left to right in 2D slices, however we emphasize that networks of such operations may be traversed in any direction. **The identity gate** for time $\tau$. **Measurements of Pauli X and Z** amount to placing a primal or dual boundary and can be done in constant time; the measurement outcome is inferred from the logical membrane terminating on the boundary. Preparations are given by the respective time-reversed template. **The phase gate** can be realised by the braiding of two cornerlines. One of the cornerlines is propagated as a twist through the bulk, while the other moves around the exterior of the block. **The Hadamard** can be realised by a clockwise or counterclockwise rotation of the cornerlines. Note that the “trench” created by the dual boundary may be as thin as a width-0 plane (meaning the boundaries on either side coincide). **Lattice surgery** to measure $X^\otimes n$ can be realised by fusing together cornerlines from different logical qubits. The outcome of the logical measurement is inferred from the $M^{X^\otimes n,1}$ membrane terminating on the boundary.

of rotations on the planar code and compensate accordingly. Secondly, networks of such operations can be compiled into more efficient versions with the same distance. In particular, one may also find noncubical versions of these blocks with reduced volumes.

**Hadamard and phase gates.** To the best of our knowledge, the phase gate presented in Fig. 6 is the most volume-efficient representation in the literature for planar code qubits...
using the so-called rotated form [43, 52, 53]. Moreover, the scheme we present can be implemented in CBQC with a static 2D planar lattice using at most four-qubit stabilizer measurements on neighboring qubits on a square lattice. In particular, the physical operations for the phase gate can be ordered in a way that does not require the usual five-qubit stabilizer measurements [18, 54] or modified code geometry [8, 27] that are typically required for twists. We explicitly show how to implement this phase gate in CBQC in Fig. 23 in App. XII E. We remark that with access to nonlocal gates or geometric operations called “folds”, one can find an even more efficient phase gate based on the equivalence of the toric and color codes [90, 91]. The Hadamard gate has the same volume as the “plane rotation” from Ref. [54].

**Lattice surgery and Pauli product measurements.** To complete the Clifford operations, we consider the nondestructive measurement of an arbitrary $n$-qubit Pauli operator, known as a Pauli product measurement (PPM) [92] (a general Clifford computation can be performed using a sequence of PPMs alone [54]). By nondestructive, we mean that only the specified Pauli is measured, and not, for example, its constituent tensor factors. A general PPM $M_P : (C^2)^{\otimes n} \rightarrow (C^2)^{\otimes n}$, $P \in P_n$, has a stabilizer given by

$$S(M_P) = \langle P \otimes I, I \otimes P, Q \otimes Q^\dagger | Q \in Z_{P_n}(P) \rangle.$$  \hspace{1cm} (3)

These PPMs can be performed using lattice surgery [20, 54]. With access to single-qubit Clifford unitaries, an arbitrary PPM can be generated using lattice surgery in a fixed basis, such as the $X$ basis as depicted in Fig. 6.

To efficiently perform a general PPM using lattice surgery [20], one may utilize planar codes with six corners, as described in Ref. [54]. Each six-corner planar code encodes two logical qubits and supports representatives of all logical operators $X_i, Y_i, Z_i$ of each qubit $i \in \{1, 2\}$ on a boundary. This enables us to measure arbitrary $n$-qubit Pauli operators in a more efficient way as no single-qubit Clifford unitaries or code rotations are required between successive lattice surgery operations. The price to pay is that single-qubit Pauli measurements and preparations can no longer be done in constant time. As a further improvement, by utilizing periodic boundary conditions, we can compactly measure any logical Pauli operator on $k$ logical qubits using a block with at most $2kd^3$ volume, as shown in Ref. [50, 89].

**Qubits in space and time: from lattice surgery to controlled-Pauli operations.** The logical flow (the order in which the logical block maps inputs to outputs) and physical flow (the order in which physical operations are implemented to realize the fault-tolerant instrument) for a logical block do not need to be aligned. One can take advantage of this in the design of logic operations. In particular, each qubit participating in the lattice surgery may be regarded as undergoing a controlled-$X$, controlled-$Y$, or controlled-$Z$ gate with a spacelike ancilla qubit (i.e., a qubit propagating in a spatial direction). For example, the $X$-type lattice surgery of Fig. 6 can be understood as preparing an ancilla in the $|+\rangle$ state, performing controlled-$X$ gates between the ancilla and target logical qubits, then measuring the ancilla in the $X$ basis.

One can use this to define a logical block template for the controlled-$X$ gate, as depicted in Fig. 7. Therein, one can verify that the block induces the correct action by finding membranes representing stabilizers of $CX : (C^2)^{\otimes 2} \rightarrow (C^2)^{\otimes 2}$

$$S(CX) = \langle X_1 \otimes X_1 X_2, X_2 \otimes X_2, Z_1 \otimes Z_1, Z_2 \otimes Z_1 Z_2 \rangle.$$  \hspace{1cm} (4)

One can similarly define $CZ$ and $CY$ gates by appropriately including domain walls in the template. The stabilizers for the $CZ$ and $CY$ can be obtained by applying a Hadamard or phase to the second qubit after the $CX$.

In the next section, we expand on this concept by designing a logic scheme using “toric code spiders” that can be considered an alternative approach to lattice surgery.

**VI. ASSEMBLING BLOCKS INTO CIRCUITS: CONCATENATING LDPC CODES WITH SURFACE CODES**

We now introduce a logic scheme that takes advantage of the space-time flexibility inherent to surface code logical blocks and show how to generate larger circuits using these building blocks. An application of this scheme is the construction of fault-tolerant schemes based on surface codes concatenated with more general LDPC codes.

While the surface code (and topological codes) are advantageous due to their very high thresholds, they are somewhat disadvantaged by their asymptotically zero encoding rate (i.e., the ratio of encoded logical qubits to physical qubits vanishes as the code size goes to infinity). Fortunately, there are families of LDPC codes that have nonzero rates [55–62], meaning that the number of encoded logical qubits increases with the number of physical qubits. Such codes may offer ways of greatly reducing the overhead for fault-tolerant quantum computation [56].

Code concatenation allows us to take advantage of the high threshold of the surface code and the high rates of LDPC
codes. The space-time language of the previous sections provides a natural setting for the construction and analysis of the resulting codes. The building blocks for these constructions consist of certain topological projections that we refer to as “toric code spiders”—these correspond to encoded versions of the Z and X spiders of the ZX-calculus [93–95]. Spiders are encoded Greenberger-Horne-Zeilinger (GHZ) basis projections for surface code qubits. Our protocol is intended to be illustrative, and we emphasize that further investigation into the performance of such concatenated codes is an interesting open problem.

### A. Toric code spiders

We now define spiders and toric code spiders, the building blocks for the concatenated codes we consider. There are two types of spiders, which we label by \( \hat{x}_k \) and \( \hat{z}_k \), where \( k \in \mathbb{N} \) labels the number of input and output ports. We do not distinguish between input and output ports here, and, as such, we write the stabilizer groups for \( k > 1 \) as

\[
S(\hat{x}_k) = \langle Z^{\otimes k}, X_i X_{i+1} \mid i = 1, \ldots, k-1 \rangle, \tag{5}
\]

\[
S(\hat{z}_k) = \langle X^{\otimes k}, Z_i Z_{i+1} \mid i = 1, \ldots, k-1 \rangle, \tag{6}
\]

with \( S(\hat{x}_1) = \langle Z \rangle \) and \( S(\hat{z}_1) = \langle X \rangle \). If all ports are considered outputs, then spiders can be regarded as preparing GHZ states (up to normalization)

\[
|\hat{x}_k\rangle = |+ + + \rangle + |− − − \rangle, \tag{7}
\]

\[
|\hat{z}_k\rangle = |0 \ldots 0\rangle + |1 \ldots 1\rangle. \tag{8}
\]

Similarly, if all ports are considered inputs, then the spider performs a GHZ basis measurement. The flexibility arises by considering networks of spiders where each spider may have both input and output ports, i.e., where each type of spider \( \hat{x}_k \) and \( \hat{z}_k \) is a map \( (\mathbb{C}^2)^{\otimes k-a} \to (\mathbb{C}^2)^{\otimes a} \) for any choice of \( a \in \{0, 1, \ldots, k\} \), and can be obtained by turning some kets to bras in Eqs. (7), (8). We note that in this language, Pauli-X (Pauli-Z) measurements and preparations may be regarded as 1-port spiders \( \hat{z}_1 \) (\( \hat{x}_1 \)), while the identity gate may be regarded as 2-port spiders of either type. Toric code spiders are logical blocks representing encoded versions of these spiders such that each input and output is a qubit encoded in a surface code. We depict example toric code spiders corresponding to \( \hat{x}_4 \) and \( \hat{z}_4 \) in Fig. 8.

#### Stabilizer measurements

By composing many toric code spiders in a network along with single-qubit Hadamard and phase gates, we can perform any Clifford circuit. Such circuits can be used to measure the stabilizers of any stabilizer code, and in the following we show how networks of spiders alone are sufficient to measure the stabilizers of any Calderbank-Shor-Steane (CSS) code [96, 97], thus giving us a recipe to measure the stabilizers of the concatenated codes of interest.

As a simple example, consider the Clifford circuit depicted in Fig. 9 that uses one ancilla to measure the Pauli operator \( X^{\otimes 4} \) on four qubits. Such a circuit may be regarded as the syndrome measurement of a surface code stabilizer. One can rewrite the circuit as a network of operations consisting of \( \hat{x}_k \) and \( \hat{z}_k \) (also depicted in the figure), where each spider is represented by a \( k \)-legged tensor that is composed along ports. One can verify this using standard stabilizer techniques or using the ZX-calculus [93, 94] (see also Appendix XII G for more details). We can arrange a space-time network as depicted in the figure. To measure \( Z^{\otimes 4} \), one simply swaps the roles of \( \hat{x}_k \) and \( \hat{z}_k \).

#### Concatenation with toric codes

The previous example of performing stabilizer measurements can be generalized to the stabilizers of arbitrary concatenated CSS codes. Namely, denote the concatenation of an inner code \( C_{\text{in}} \) and an outer code \( C_{\text{out}} \) by \( C_{\text{out}} \circ C_{\text{in}} \). It is the result of encoding each logical qubit of \( C_{\text{out}} \) into \( C_{\text{in}} \). We consider using a surface code as the inner code, and a general CSS LDPC code as the outer code, (The high-threshold surface code is used to suppress the error rate to below the threshold of the LDPC outer code.)

We can construct toric code spider networks to measure the stabilizers of the outer code \( C_{\text{out}} \) as follows. For each round of \( X \)-type (Z-type) measurements of \( C_{\text{out}} \), we place

1. a \( \hat{x}_{4+\delta} \) (\( \hat{z}_{4+\delta} \)) spider for each code qubit, with \( \delta \) equal to the number of \( X \) (\( Z \)) qubit that are being jointly measured with (the two additional ports can be considered as input and output ports for the code qubit),

2. a \( \hat{z}_k \) (\( \hat{x}_k \)) spider for each stabilizer measurement, connected to the corresponding code qubit spiders.

Whenever an \( X \) or \( Z \) spider with more than four legs arises, it can be decomposed into a sequence of connected spiders with degree at most 4, and thus implementable with toric code spiders. Such a protocol allows us to measure stabilizers of the outer code. We emphasize that in constructing the instrument network to realize the stabilizer measurements, only the graph
topology matters, and one may order the instruments in many different ways.

As a simple example, we depict a surface code concatenated with itself in Fig. 24 in App. XII G. Note that for simplicity, the outer surface code is the Kitaev version that consists of independent $X$-type and $Z$-type generators.

In general, the stabilizers of a LDPC code cannot be made local in a planar layout, and long-range interactions will be required (necessarily so if the code has a nonzero rate and nonconstant distance [98]). Such long-range connections can be facilitated by toric code spiders with long legs (topologically these “long legs” look like long identity gates), each of which comprises local operations, thus dispensing with the need for long-range connections. Alternatively, one may connect distant toric code spiders using portals (as we describe in Sec. IX).

For example, embedding the qubits of an $[N,K,D]$ quantum LDPC code in a finite-dimensional Euclidean space will in general require connections between qubits of range $r = \text{poly}(N)$. If the error rate on qubits is proportional to their separation, one can use the surface code concatenation scheme to reduce the error rate experienced by the qubits of the (top-level) LDPC code to a constant rate (independent of range). In particular, this can be achieved using surface code spiders with a distance of $d = \mathcal{O}(\log(r_{\text{max}})) = \text{polylog}(N)$ for each connection (where $r_{\text{max}}$ is the largest qubit separation). This leads to a protocol with rate $\frac{K}{N\text{polylog}(N)}$, which despite being asymptotically zero, may still be larger than a pure topological encoding, providing one starts with a LDPC code with good rate [60–62].

**Logical operations.** One can perform fault-tolerant logical gates on such codes using networks of toric code spiders along with magic state injection. In particular, gates are performed by measuring a target logical Pauli operator (a PPM) jointly with an ancilla magic state [54]. The logical Pauli operator is measured either directly or through a code deformation approach [56, 99, 100], using a toric code spider network as described above. The ancilla magic states can be obtained by preparing the inner code qubits in either the $X$ or $Z$ eigenbasis (through an appropriate choice of primal or dual boundaries on the input) followed by a round of measurement of the outer code stabilizers[101]. This approach may be viewed as a spider network approach to LDPC lattice surgery.

**VII. IMPLEMENTING LOGICAL BLOCKS IN TOPOLOGICAL FUSION-BASED QUANTUM COMPUTATION**

This section describes the use of logical block templates to implement fault-tolerant instruments in FBQC [48]. FBQC is a universal model of quantum computation in which entangling fusion measurements are performed on resource states. It is a natural physical model for many architectures, including photonic architectures where fusions are native operations [48, 102, 103]. In FBQC a topological computation can be expressed as a sequence of fusions between a number of resource states arranged in $(2+1)$D space-time. This gives rise to a construction termed a fusion network. For concreteness, we consider an example implementation based on the six-ring fusion network introduced in Ref. [48], and with it construct fusion networks that realize the templates of Sec. IV.

**A. Resource state and measurement groups**

To begin, we consider the cubical cell complex of a logical template introduced in Subsection IV A. Recall that this complex is referred to as the lattice $\mathcal{L}$. In a FBQC implementation of the template we define a fusion network from the vertices and edges of $\mathcal{L}$. Each vertex specifies the location of a resource state, while the edges represent fusions (multipartite projective measurements) and single-qubit measurements on its qubits.

The six-ring resource state is a graph state [104] with stabilizer generators

$$\mathcal{R}_6 = \langle K_i \mid K_i = Z_{i-1}X_iZ_{i+1}, i \in \{0, \ldots, 5\} \rangle.$$ (9)
where $L_M$ group measurement vacant so only a single qubit is involved. The edge $e$ in the latter case we continue to identify the measurement with specify alternative fusion bases or single-qubit measurements. We will see in the next section.

In Sec. VII B below. Importantly, in FBQC, the measurements to be performed are all commuting, and thus may be performed in any order (for example, layer by layer, or sequentially [50]).

For features and boundaries, the template labels in $F$ may specify alternative fusion bases or single-qubit measurements. In the latter case we continue to identify the measurement with an edge $e$; however, the template will specify one vertex as vacant so only a single qubit is involved. The measurement group $\mathcal{M}$ is then defined as the group generated by

$$\mathcal{M} = \langle M_e | e \in L_1 \rangle$$  \hspace{1cm} (12)

where $L_1$ is the set of all edges in $L$.[105] Importantly, in FBQC, the measurements to be performed are all commuting, and thus may be performed in any order (for example, layer by layer, or sequentially [50]).

Elements in the resource state group that commute with the measurement group play an important role in FBQC, as we will see in the next section.

## B. Surviving stabilizers: checks and membranes

Both the error-correcting capabilities and logical instruments of FBQC may be understood using the surviving stabilizers formalism [5, 8, 48]. The surviving stabilizer subgroup $S$ is defined as those stabilizers $r \in \mathcal{R}$ that commute with all elements of the measurement group

$$S = Z_R(\mathcal{M}) = \{ r \in \mathcal{R} | rm = mr \text{ for all } m \in \mathcal{M} \}.$$  \hspace{1cm} (13)

Elements of $S$ are termed surviving stabilizers. The lattice structure allows us to determine this centralizer relatively easily as will be shown below.

One important subgroup of $S$ is the intersection $C = \mathcal{R} \cap \mathcal{M}$, whose elements provide the check operators of the FBQC instrument network. Qubits of each six-ring resource state are arrayed on the edges in such a way that each generator of Eq. (9) can be associated with a corner of a 3-cell; one suitable indexing on Cartesian axes is \{ $z_+, x_+, y_+, z_-, x_-, y_-$ \}.

Consider now a 3-cell in the bulk of the lattice as shown in Fig. 11. For six of its vertices we may choose a $ZXZ$ generator of Eq. (9) on a corner of the cell as shown. For the remaining two corners we take a product of three six-ring stabilizer generators to obtain an $XXX$ operator on the corner. The product of all eight corner stabilizers can be rewritten as a product of elements $XX$ and $ZZ$ from $\mathcal{M}$, and is therefore contained in $C$.

These check stabilizers corresponding to 3-cells of the lattice are analogous to the plaquette operators of the surface...
code. Note that each cell edge shows only one outcome of the \(XX, ZZ\) fusion, the other outcome is included in a neighboring check operator. This partitions the cells into a 3D checkerboard of primal and dual check operators, as shown in Fig. 10. Errors on fusion outcomes flip the value of checks, which can be viewed as anyonic excitations as before.

When all qubits are measured or fused, the surviving stabilizer group is given by the intersection \(S = \mathcal{R} \cap \mathcal{M}\). We now turn to the case where some qubits remain unmeasured, and construct additional elements of \(S\) that will be important in understanding the FBQC implementations of logical instruments.

**Topological boundary states.** Consider a boxlike region \(R\) within a bulk fusion network, and suppose that fusions are performed only inside this box. Qubits involved in these fusions will be referred to as *inner* qubits, and the remaining unmeasured qubits referred to as *outer* qubits. As the measurement group has full (stabilizer) rank on the inner qubits all surviving stabilizers can be written as \(s = s_{\text{outer}} \otimes s_{\text{inner}}\). In the interior of the region we can define check operators as above where \(s_{\text{outer}} = \mathbb{I}\). However, in the presence of unmeasured qubits, we will find surviving stabilizers that reveal topological boundary states on the boundary of the measured region \(\partial R\). In particular, if we consider a planarlike boundary of the bulk fusion network, we find surviving stabilizers as shown in Fig. 12. For this boundary geometry, the first type are of the form \(XXZXZ \otimes s_{\text{inner}}\), where \(s_{\text{inner}}\) consists of a product of fusion measurements. We recognize this first type from Sec. III A as a surface code check operator acting on qubits on the region’s boundary. These *boundary checks* partition into primal and dual types, as shown in Fig. 12. The second type of surviving stabilizers are two-dimensional sheets, some of which, as we will see in the next section, define membranes of the logical instrument implemented by the fusion network. Note that membranes may be deformed by multiplying by the cubic and boundary check operators.
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**C. Topological instrument networks in FBQC**

We now turn to the implementation of the logical instruments described in Sec. V A and the topological features by which they are implemented. Additionally, using an example, we describe the second type of surviving stabilizer; the logical membrane. In Sec. III we understood features in terms of their properties with respect to anyonic excitations, which in turn were derived from the structure of the stabilizer check operators of the code. The FBQC approach is similar in nature. We introduce local modifications to the fusion and measurement patterns of the basic six-ring fusion network to create topological features, and show that this generates a surviving stabilizer group that includes the appropriate checks and stabilizers.

1. **Logical membranes and the identity gate**

In this subsection we describe the FBQC implementation of the identity gate, the simplest logical operation shown in Fig. 6, and in particular the implementation of its ports and boundaries. The fusion graph is cubic with dimensions \(d \times d \times d\), and fusions on qubits of neighboring resource are performed as before. Qubits on the primal and dual boundaries are measured to ensure that only the appropriate boundary checks remain as members of \(S\) (defined in the following). The remaining boundary checks on each port then exactly define a surface code, with membrane stabilizers given by

\[
\begin{align*}
X_{\text{in}} \otimes X_{\text{out}} & \otimes m^{XX}, \\
Z_{\text{in}} \otimes Z_{\text{out}} & \otimes m^{ZZ}.
\end{align*}
\]  

(14)

The membranes \(m^{XX}, m^{ZZ}\) represent the world sheet of
each logical operator through the fusion network, and they define the action of the logical instrument. They are depicted in Figs. 12, 13. Undetectable errors strings are those that cross from one primal (dual) boundary to the other, thereby introducing an error on the membrane.

![Stabilizers in R](a) Whose product is in M](b)

FIG. 13. The bulk of the logical membranes. Both $m^{X,X}$ and $m^{Z,Z}$ from Eq. (14) are elements of the surviving stabilizer $R \cap M$. They can be constructed from stabilizers of the six-ring resource states in such a way that they also clearly belong to the measurement group. Purple and green full (half) edges represent $XX$ ($X$) and $ZZ$ ($Z$) operators.

2. Ports

While not a topological feature, ports are an important component of the logical block framework that allow us to define logical blocks. In terms of the fusion network, a port identifies a set of resource states that have unpaired (and thus unfused) qubits. These unpaired qubits remain unmeasured and form the set of outer qubits, each connected component of which forms a surface code state (postmeasurement) encoding the input or output of a block (as depicted in Fig. 12).

3. Boundaries

Recall from Section III that boundaries come in two types according to the type of excitation that may condense on them. The primal boundary absorbs only dual-type excitations, and the dual boundary absorbs only primal-type excitations. These boundaries can be created using single-qubit measurements on a two-dimensional sublattice.

To see how they are created, consider a region $R$ with a boundary $\partial R$. As we have seen, by fusing the resource states within $R$, we are left with a topological surface code state on $\partial R$. There are surviving stabilizers $r \in S$ that describe this boundary state. We consider in particular the surviving stabilizers $r \in S \setminus C$ with support on $\partial R$. These surviving stabilizers admit a generating set in terms of primal and dual stabilizers (recall they can be viewed as truncated bulk check operators).

To create a primal or dual boundary on $\partial R$, we perform a set of single-qubit measurements that commute with either the primal or dual surviving stabilizers. In other words, we perform measurements such that only the primal or dual surviving stabilizers $r \in S \setminus C$ remain (but not both). For the planar geometry of Fig. 12, the measurement patterns to create a primal boundary and a dual boundary differ only by a translation. Namely, they consist of an alternating pattern of $X$ and $Z$ single-qubit measurements, as shown in the example of Fig. 16 below. The boundary checks are shown in Fig. 10. Other geometries can be found similarly by implementing the single-qubit measurement pattern that completes either the primal or dual check operators (which are obtained by restricting bulk checks to the region with boundary). We remark that it is often convenient to describe the fusion graph on the dual of the template complex, such that resource states belong to 3-cells, and the measurement basis for each qubit is uniquely determined by the feature label on the 2-cell on which it resides.

4. Domain walls

As is the case for the surface code, nontrivial logic operations can be implemented by introducing defects using the underlying $\mathbb{Z}_2$ symmetry. The domain wall defect was described in Sec. III B as a codimension-1 feature formed when the symmetry transformation, i.e., the exchange of primal and dual checks, is applied to a subregion of the lattice. In the logical block template this domain wall is denoted by labeled 2-cells identifying this region. The fusion pattern is modified such that the next-to-nearest resource states on opposite sides of the domain wall are fused together directly. Resource states assigned to vertices within the domain wall plane do not participate and may be discarded. The local check operators along the 2D domain wall plane are supported on the two 3-cells intersecting on the domain wall, as shown in Fig. 14. This check structure results in the exchange of primal and dual excitations upon crossing.

5. Twist defects

Twist defect lines occur along the 1D boundaries of a domain wall. In the fusion network, the line of resource states associated with vertices on the twist line each have one qubit that does not partake in a bulk fusion or domain wall fusion. These qubits are associated with the edge directed into the domain wall, and are measured in the $Y$ basis producing the measurement pattern and check operators shown in Fig. 15. These operators have overlap with both primal and dual checks, and it can be verified that composite primal-dual excitations may condense on twist lines.
The measurement pattern and check operator of a FBQC twist defect. Purple and green edges represent $XX$ and $ZZ$ operators. Yellow full and half edges represent $YY$ and $Y$ operators. The $YY$ operator is obtained as the product of $XX$ and $ZZ$ measurements of the given fusion.

6. Cornerlines and transparent cornerlines

The last feature we consider in the FBQC implementation of logical templates is that of cornerlines. Cornerlines and transparent cornerlines naturally arise when the two distinct boundaries meet, depending on whether a domain wall is present or not (i.e., no further modifications to the measurement pattern are required). In particular, one performs the appropriate single-qubit measurements on either side of the (transparent) cornerline, according to whether that qubit belongs to the primal or dual boundary type. We depict an example of the measurement pattern that gives rise to cornerlines in Fig. 16.

7. Fusion-based magic state preparation

For completeness, we depict in Fig. 16 the fusion network and precise measurement pattern that can be used to prepare a noisy magic state. This can be viewed as the fusion-based analogue of the protocol described in Refs. [8, 106].

VIII. SIMULATING LOGICAL BLOCKS

In this section, we introduce tools to simulate the error rates of logical blocks, and present numerical results for the thresholds and logical error rates of the logical blocks depicted in Fig. 6. We begin by describing the syndrome graph representation of a fault-tolerant instrument, which will be a convenient data structure to decode and simulate logical blocks. Moreover, the logical block templates that we have defined can be implemented in software as a tool to automatically generate such syndrome graphs, thereby allowing for the simulation of complex logical block arrangements. Using this software framework, we perform numerical simulations for logical blocks based on the six-ring fusion network under a phenomenological noise model [107] known as the hardware-agnostic fusion error model in Ref. [48]. We demonstrate that all blocks have a threshold that agrees to within error with the bulk memory threshold. We also evaluate the logical error rate scaling of each block in the subthreshold regime and evaluate the resources required to achieve a target logical error rate for practical regions of interest. In doing so, we see the important role that boundary conditions have on the logical error rate, and in particular that periodic boundary conditions provide a favorable scaling. Finally, we observe that for sufficiently large distances and low error rates, the logical error rates for different logical qubits participating in lattice surgery behave approximately independently [108].

A. Simulation details

To perform simulations of complex logical block arrangements, we implement the template in software as a cubical complex with labeled 2-cells. Each template corresponds to a set of physical operations, and can be used together with a set of rules (building upon the description in Sec. VII) to automatically generate a set of syndrome graphs (as defined below), and a set of bit masks representing the logical membranes thereon. We can subsequently use these syndrome graphs to perform sampling and decoding of errors.

1. Syndrome graphs

To evaluate the thresholds and below threshold scaling behavior of logical blocks we rely on the syndrome graph representation of errors and checks. This representation can be used for flexible error sampling and decoding, sufficient for many decoders such as minimum-weight perfect matching (MWPM) [3, 109] and union find (UF) [110]. The syndrome graph representation can be defined for any fusion network where each measurement ($XX \otimes XX$, $ZZ \otimes ZZ$, or single-qubit measurement) belongs to precisely two local check operator generators, such as the six-ring network. We define the syn-
We define the syndrome graph as follows.

**Definition 3.** (Syndrome graph). Let $C_{\text{local}}$ be the set of local check generators for $C$ (depicted in Fig. 10 for the six-ring network). We define the syndrome graph $G_{\text{synd}} = (V_{\text{synd}}, E_{\text{synd}})$ by placing a vertex $v \in V_{\text{synd}}$ for every local check generator $c \in C_{\text{local}}$, and an edge between two vertices if their corresponding checks share a measurement.

Flipped measurement outcomes are represented by edges of the syndrome graph, and the syndrome can be obtained by taking their mod-2 boundary (in other words, a flipped check operator corresponds to a vertex with an odd number of flipped edges incident to it). Logical membranes are represented on the syndrome graph as a collection of edges corresponding to the fusions and measurements that it consists of. We refer to this subset of edges as a logical mask. A logical error corresponds to a set of edges whose mod-2 boundary is zero, and that has odd intersection with a logical mask.

For the bulk six-ring fusion network, the syndrome graph consists of two decoupled 12-valent graphs, which are referred to as primal and dual syndrome graphs. Domain walls and twists may prevent the syndrome graph from decomposing into two disconnected components (as is the case in the phase gate for example), as, in particular, the two syndrome graphs are swapped across domain walls and fused together along twists. Example syndrome graphs for a lattice surgery block and phase gate block are depicted in Fig. 17.

### 2. Noise model and decoder

Resource states are in general noisy, each subject to Pauli noise and erasures that can arise during preparation, propagation and measurement. The net effect of noise processes affecting both resource states and operations on them can be phenomenologically captured by modeling each measurement outcome (both fusion outcomes and single-qubit measurement outcomes) as being subject to an erasure error with probability $p_E$ or bit-flip error with probability $p_P$. This is known as the hardware-agnostic fusion error model in Ref. [48]. Specifically, we assign each measurement a probability of $p_E$ that the outcome is erased, a probability of $p_P(1 - p_E)$ that the outcome is incorrect (i.e., bit flipped but not erased), and a probability of $(1 - p_E)(1 - p_P)$ that the measurement is correct. We refer to $p = (p_P, p_E)$ as the physical error rate. (Note that up to a reparametrization, the bit-flip errors are equivalent to an IID Pauli-$X$ and Pauli-$Z$ error channel acting on each qubit.)

To decode these errors, we utilize the union-find decoder of Ref. [110] due to its optimal performance against erasures, high performance against bit-flip noise, and fast runtime. We remark that higher tolerance to bit-flip noise can be achieved with the minimum-weight perfect-matching decoder [3, 109]. More details on the general decoding problem for (2+1)D logical blocks can be found in Sec. XII I.

### 3. Simulated logical blocks

We simulate six-ring fusion networks for the identity gate, the Hadamard, the phase gate, and the Z-type lattice surgery involving a variable number of logical qubits as described in Sec. V. We also simulate the bulk fusion network on a cube with periodic boundary directions (i.e., a 3-torus), in order to have a bulk comparison. While this block contains no ports nor nontrivial logical correlators, for simulation purposes, we may define logical membranes on each of the nontrivial 2-cycles of the torus, such that failure is declared for any error spanning a nontrivial 1-cycle of the torus.

For each of these block families, we generate a family of syndrome graphs of varying distance to be used for logical error rate Monte Carlo simulations (involving error sampling and decoding). For the purposes of simulation, we assume certain fictitious boundary conditions for the ports where all qubits are perfectly read out (such that errors terminating on ports always generate syndromes). This allows logical operators to be noiselessly read out on each port.

### B. Numerical results

#### 1. Logical block thresholds

We provide numerical estimates of the noise threshold values for each logical block against both IID erasure noise with rate $p_E$ and IID outcome bit-flip noise with rate $p_P$.

To evaluate the threshold value, we sweep along different error rates $p_E$ and $p_P$ and evaluate the logical error rate for different block sizes. The logical error rate at each physical error rate is obtained by performing $10^7$ to $10^8$ decoder trials for each block distance, up to $d = 26$. Each decoder trial consists of sampling an error configuration, running the decoder, and declaring success if and only if all of the correlation operators are successfully recovered.

The threshold values for each block are displayed in Table I and the threshold plots from which these values are obtained are displayed in Figs. 25 and 26 below. For each error model, we estimate thresholds for each block that all agree to within error bars. This verifies the conventional intuition that the threshold should be determined by the bulk properties alone, and insensitive to the presence of codimension-1 and codimension-2 features. We remark that a priori this may not have been true, due to the well-known error-correction...
FIG. 18.  (top) Fits of $\beta_p$ to the logical block error rate $P_p(d) = \alpha_p e^{-\beta_p d}$ under IID erasure and IID bit-flip noise models for the identity, 3-torus, phase, Hadamard, and multi-qubit lattice surgery blocks. Each data point is obtained by performing $10^9$ to $10^{10}$ decoder trials for each block distance and physical error rate, with block distances up to 14. Error bars correspond to uncertainty in the fit, as described in App. XII K. The 3-torus has the largest logical decay out of the simulated blocks including the identity block—meaning in the case of memory, the toric code has better error suppression than the planar code. Further, the logical decay $\beta_p$ for lattice surgery is independent of the number of logical qubits involved, for sufficiently low physical error rates. (middle) Plots of $\beta_p^3 / \beta_p$ against physical error rate for different logical blocks, where $\beta_p^3$ is the logical decay for the 3-torus. This ratio determines how much larger a given block distance must be, compared to the 3-torus, to achieve the same logical error rate scaling. (bottom) The block distance $d$ required to achieve a target logical error rate of $P_p = 10^{-12}$ per block as a function of physical error rate $p$ for both erasure and bit-flip physical errors. The distances required can become very large near threshold, and as such, it is important to be significantly below threshold to have reasonable fault-tolerance overheads. In all plots, lines are guides for the eye.

2. Overhead for target error rate and logical error rate fits

The threshold sets an upper bound on the rate of errors that are tolerable for the scheme. However, to estimate the overhead for fault-tolerant quantum computation, it is important...
to estimate the block distances required for each logical operation to achieve a target logical error rate.

For a given physical error rate $p$ and block distance $d$, we perform $10^9$ to $10^{10}$ trials to obtain estimates of the logical error rate. Following Ref. [112], we fit the logical error rate to an exponential decay as a function of distance according to

$$ P_p(d) = \alpha_p e^{-\beta_p d}, \quad (15) $$

where both $\alpha_p$ and $\beta_p > 0$ depend on the physical error rate $p$. We refer to $\beta_p$ as the logical decay and to $\alpha_p$ as the logical prefactor. In Fig. 18, we plot the logical decay $\beta_p$ as a function of the physical error rate. In App. XII K we explain the fitting methodology and also plot the logical prefactor $\alpha_p$ as a function of the physical error rate.

One can invert Eq. (15) to obtain the distance required to achieve a target logical block error rate at a given physical error rate. In Fig. 18 we display estimates for the required distance based on numerical fits for $\alpha_p$ and $\beta_p$. For concreteness, we choose a target logical block error rate of $10^{-12}$. Such error rates are relevant for many existing algorithms in the fault-tolerant regime, for example for quantum chemistry applications [89, 113–115]. The figure shows the importance of having error rates significantly below threshold, as otherwise the distance and fault-tolerance overheads required can become extremely large.

3. Periodic vs. open boundary conditions

Next, we observe the importance of boundary conditions for logical error rates. In Fig. 18 we note that the distance required for a target logical error rate for the 3-torus block (having periodic boundary directions) is notably smaller than any of the other blocks and in particular the identity block. In other words, the logical error rates are more greatly suppressed with periodic boundary conditions as opposed to open boundary conditions, as has previously been observed in Ref. [42]. In particular, we plot $\alpha_p^{3T}/\alpha_p$ for each block, where $\alpha_p^{3T}$ is the logical decay for the 3-torus block and $\alpha_p$ is the logical decay for a given block. This ratio is an approximate measure of the distance saving offered by periodic boundary conditions—it tells us the factor that each block distance must be increased by in order to have the same logical error rate scaling as the 3-torus.

This difference in performance may be explained by entropy; for a given distance $d$, the identity block (i.e., with open boundary conditions) contains a larger number of logical errors of weight $k \geq d$ than the 3-torus block (i.e., with periodic boundary conditions). In addition to the favorable error rates, periodic boundary conditions can be used to encode more qubits, offering potentially further advantages at least when used for memory. These results demonstrate that entropy plays an important role in the design and performance of logical gates (as has previously been noted for quantum error-correcting codes in Ref. [43]). In particular, the scaling advantage motivates us to study schemes without boundaries, and we present one such proposal—based on the teleportation of twists—in Sec. IX.

4. Stability of lattice surgery

Finally, we observe that at low physical error rates, the logical decay for lattice surgery is insensitive to the number of logical qubits. This is expected at sufficiently large distances and low error rates, as each logical error behaves approximately independently on each qubit participating in the lattice surgery. More precisely, the logical error rate for $n$ independent planar codes undergoing memory is expected to behave like $\bar{P}_n = 1 - (1 - \bar{P}_1)^n = n\bar{P}_1 + O(\bar{P}_1^2)$, where $\bar{P}_1$ is the logical error rate of a single planar code. Therefore, at sufficiently low error rates and to first order, we expect the logical decay to be invariant to the number of qubits undergoing lattice surgery, and the logical prefactor $\alpha_p$ to increase proportionally to the number of qubits $n$. This agrees well with the observed data in Fig. 18 and Fig. 27 below.

IX. TOPOLOGICAL QUANTUM COMPUTATION WITHOUT BOUNDARIES: PORTALS AND TELEPORTED TWISTS

In this section, we introduce a new computational scheme for twist-encoded qubits. In this scheme, logical information is encoded in twist defects and fault-tolerant logical operations are achieved by introducing space-time defects known as portals, which teleport the twists forward in time. This scheme is motivated by the favorable logical error rate suppression observed for logical blocks that have no boundaries. To our knowledge, this is the first universal surface code scheme that does not require boundaries.

The native gates implementable with twists and portals are PPMs (i.e., measurement of $n$-qubit Pauli operators), which are universal when supplemented with noisy magic states. In this scheme, a PPM is implemented by introducing a pair of portals that teleport a subset of twists to another space-time location. These portals generally require long-range operations to implement. For concreteness, we focus on portals and twists in a photonic FBQC architecture, where such long-range operations are conceivable [48, 50].
A. Encoding in twists

First consider a standard encoding whereby \( n \) logical qubits can be encoded in \( 2n+2 \) twists on a (topological) sphere (see, e.g., Refs. [18, 23]). This can be understood using the Majorana fermion mapping [18, 23], whereby each twist defect can be expressed by a Majorana fermion operator \( \gamma_i \) or \( \gamma_j \) \( \delta_j \) \( \gamma_j \) \( \gamma_k \) \( \gamma_j \) \( \gamma_k \) \( \gamma_j \) \( \gamma_k \) \( \gamma_j \) \( \gamma_k \) \( \gamma_j \).

where \( \delta_{jk} \) is the kronecker delta. In terms of these Majorana fermions, the logical operators may be expressed

\[
\begin{align*}
X_k &= i \prod_{1 \leq i \leq 2k} \gamma_i, \\
Z_k &= i \gamma_{2k} \gamma_{2k+1}.
\end{align*}
\]

(16)

One can verify that these logical operators satisfy the correct (anti)commutation relations using Eq. (16). An arbitrary Pauli operator is thus represented by an even number of Majorana operators, \( \mathcal{P}_n = \{ i, \gamma_j \gamma_k \mid j, k \} \). In Fig. 19 we depict surface code string operator representatives for the logical operators of Eq. (17), which are realized as loops enclosing the corresponding twists.

**Operator traceability.** The enabling property for the teleported twist scheme is that all logical Pauli operators \( \mathcal{P}_n \) in the twist encoding are traceable. Traceability was introduced in Ref. [116], and for our purposes, we say that a logical operator is traceable if it can be represented as a connected, non-self-intersecting string operator that is piecewise (i.e., locally) primal or dual. (Note that a traceable string operator can swap between primal and dual as it crosses a domain wall).[117]

That twist-encoded logical operators are traceable is shown in App. XII L. As a consequence of traceability, every logical operator \( \tilde{\mathcal{P}} \in \mathcal{P}_n \) can be identified by a subset of twists \( \mathcal{T}_{\mathcal{P}} \) that it encloses. Furthermore, any logical operator \( \mathcal{Q} \in \mathcal{P}_n \) that commutes with \( \mathcal{P} \) can be generated by traceable loop operators both contained within \( \mathcal{T}_{\mathcal{P}} \) or outside of \( \mathcal{T}_{\mathcal{P}} \). Examples of commuting traceable logical operators for the twist encoding are shown in Fig. 19.

B. Portals

To perform logic on these twist-encoded qubits, we introduce the concept of a portal. Portals are two-sided, codimension-1 (i.e., two-dimensional) objects that can be thought of as a new type of geometric defect for space-time surface code instruments. They represent geometrically non-local correlations. We are specifically interested in portals that come in pairs, but note that self-portals (i.e., those defined on a single connected surface) are also possible and may have other interesting applications. To be concrete, let us consider how to create portals in the six-ring fusion network. These portals are similar to the wormholes introduced in the 2D case in Ref. [116].

To microscopically define a portal pair, we modify the bulk fusion pattern of the six-ring fusion network along two two-dimensional topological disks. Firstly, consider the dual of the fusion complex \( \mathcal{L}^* \). (We obtain \( \mathcal{L}^* \) from \( \mathcal{L} \) by replacing vertices with volumes, edges by faces, and so on. In \( \mathcal{L}^* \), volumes represent resource states and faces represent fusions between resource states.) Consider a topological disk \( D \) consisting of a number of faces in \( \mathcal{L}^* \). Let \( D' \) be another topological disk obtained by translating (and potentially rotating) \( D \). Disks \( D \) and \( D' \) specify a set of fusions. Each disk has two sides, separating qubits from resource states on either side. In the bulk, qubits on one side of a given disk are fused with qubits on the other side. To create a portal pair, we pair sides from \( D \) and \( D' \) and fuse qubits on each side of \( D \) with qubits on the matching side of \( D' \). This is depicted in the fusion graph in Fig. 20.

By changing the fusion group in this way, we obtain a new check operator group, \( \mathcal{C} \), which contains check operators supported between the two disks, as depicted in Fig. 20. One can view the check operator entering one side of the disk as being mapped to the matching side of the other. Correspondingly, excitations can be mapped between disks by chains of errors entering one disk and emerging from the matching side of the other disk. We therefore refer to these disks as portals and their effect is to modify the connectivity geometry of the fusion network (leading to changes in topology and geometry).

C. Logical operations by teleporting twists

We now show how portals enable nondestructive measurements of logical operators for the twist encoding. As before, for any logical Pauli operator \( \tilde{\mathcal{P}} \in \mathcal{P}_n \), we let \( \mathcal{T}_{\mathcal{P}} \) be the set of twists enclosed by \( \tilde{\mathcal{P}} \). To measure \( \tilde{\mathcal{P}} \), construct a pair of portals to teleport the twists belonging to \( \mathcal{T}_{\mathcal{P}} \) to a future temporal slice. Namely, define a topological disk \( D_{\mathcal{T}_{\mathcal{P}}} \) that encloses precisely the twists belonging to \( \mathcal{T}_{\mathcal{P}} \) and another topological disk \( D'_{\mathcal{T}_{\mathcal{P}}} \) obtained by translating \( D_{\mathcal{T}_{\mathcal{P}}} \) by \( d \) timesteps into the future (where \( d \) is the fault distance). By matching the top face of one disk with the bottom face of the other (and vice versa), disks \( D_{\mathcal{T}_{\mathcal{P}}} \) and \( D'_{\mathcal{T}_{\mathcal{P}}} \) define a pair of portals. The fusion pattern is modified such that twists and defects entering through the
side of one portal are transmitted through the corresponding side of the other portal (one can verify that the check operator structure is valid, as we showed for portals in the bulk). We depict this in Fig. 21.

In general, one needs to resolve the locations of domain walls to ensure compatibility with the locations of twists that are traveling through the portals. Fortunately, the number of twists enclosed by a Pauli operator is always even, and therefore so is the number of twists entering a portal implementing its measurement. Therefore we can always find a compatible domain wall configuration, as exemplified in Fig. 21.

We claim that this block and fusion pattern implements measurement of $P$. In particular, we need to firstly check that the instrument network contains a logical membrane $M^P,1$ corresponding to the logical correlation $P \otimes 1 \in S(M_P)$. We verify this graphically in Fig. 21, where the correlation surfaces of the fusion network corresponding to the input logical operator $P$ is be “capped off” and thus measured. Secondly, we need to check that any logical operator $Q \in P_n$ commuting with $P$ is undisturbed, meaning that there are logical membranes $M^Q, Q$ corresponding to the stabilizer $Q \otimes Q \in S(M_P)$. This is verified by the traceability property—every such commuting $Q$ is generated by loop operators wholly within $D_T$ or its complement, and the corresponding membranes propagate through the instrument network either through the portals or bulk, following Fig. 21.

If the twists are separated by distance $d$ then it is sufficient to separate the portals by a distance $d$ to maintain an overall fault distance of $d$ for the protocol. We remark that many other portal and twist configurations are possible, including spacelike separated portals. Surprisingly, no boundaries need to be utilized in this construction. As we have seen in Sec. VIII, the lack of boundaries provides a favorable logical error rate scaling relative to the fault distance. Therefore, this scheme may provide an efficient approach to logical operations, as one can arrange twists in compact geometries.

Beyond twist-based encodings, portals can also be used to save overhead for logical blocks based on planar encodings, as observed in Ref. [50]. For instance, portals can be used to compose the toric code spiders of Sec. VI that may be spatially separated. This is attractive in the context of measuring the stabilizer checks of a LDPC code.

X. CONCLUSION

In this paper we have introduced a comprehensive framework for the analysis and design of universal fault-tolerant logic. The key components of this are the concept of fault-tolerant logical instruments, along with their specific applica-
tion to surface-code-based fault tolerance with logical block templates.

**Platform-independent logical gate definitions.** The framework of logical templates introduces a platform-independent method for defining universal logical operations in topological quantum computation based on surface codes. We have demonstrated how symmetry defects and boundaries can be used to encode and manipulate logical information, and have explicitly shown how these can be mapped onto fusion-based quantum computation as well as circuit-based models. As an application of our framework, we have presented volume-efficient logic templates, which, in addition to fusion-based quantum computation, can be utilized in any surface-code-based architecture. We hope that this can provide a valuable basis for a more unified approach to the study and design of fault-tolerant gates such that new techniques can map easily between different hardware platforms and models of computation.

**Flexible and scalable tools for numerical analysis.** The logical blocks framework enables a software-based mapping to physical instructions and a powerful tool for performing numerical analysis on complex logic blocks and their composition into small circuits. Using these tools, we have numerically investigated the performance of a set of Clifford logical operations, which when supplemented with noisy magic states (which can be distilled), are universal for fault-tolerant quantum computation. We have verified that the gate and memory thresholds are in agreement, and we have observed the important role that geometry and topology play in the fault-tolerance overhead—an important consideration when estimating resource costs for useful computations. The numerical results indicated that boundaryless computation appears to be a promising direction due to the further suppression of logical error rates for blocks without boundaries. As quantum technologies advance closer to implementing large-scale fault-tolerant computation [44–47], it is essential to have scalable software tools that allow analysis of complex logical operations. Our simulation framework based on logical block templates enables these advanced simulations by providing explicit definition, error sampling, and decoding of error-prone logical operations on dozens of logical qubits with complex sets of topological features.

**Exploration of novel logic schemes.** We have focused on designing logical gates directly—as fault-tolerant instruments—rather than as operations on a code, as this holistic view enables the construction of schemes that would be nonobvious from a code-centric view. As a specific example of this, we introduced a new scheme for surface code computation based on the teleportation of twist defects, which was motivated by the improved performance of boundaryless computation. In this scheme, logical qubits are encoded in twists, and logical operations are performed by modifying the global space-time topology with nonlocal defects called portals. Such portals in general require the ability to perform long-range operations, such as those that are available in a photonic FBQC architecture. This scheme may offer further reductions in resource overheads.

**Future work.** We have focused primarily on surface code fault-tolerant instruments and local operations, but the concepts we have introduced can be applied much more broadly. More general topological codes, in higher dimensions, with non-Euclidean geometry, or color codes may benefit from study in the framework of quantum instrument networks. Further study into the possible operations and resource reductions that can be offered by such codes is an important problem, as such codes can support significantly richer symmetry groups and domain walls. Further study into the power of nonlocal operations is also a promising avenue, with the teleported twist logic scheme we have introduced as one such example. For instance, transversal gates between multiple copies of the surface code may offer drastic resource reductions up to $O(d)$ per logical operation, where $d$ is the block distance (i.e., the gate volume may reduce from $O(d^3)$ to $O(d^2)$). These transversal gates can be thought of in terms of symmetry domain walls between two or more copies of the surface code. It is advantageous to study the properties of transversal gates in the setting of fault-tolerant instruments, as they appear as codimension-1 defects on a constant time slice, where one can more easily reason about fault distances. Furthermore, one may study nontransparent domain walls (e.g., to implement Pauli measurements) that, in contrast to the domain walls we have focused on, allow certain anyonic excitations to condense on them. In these cases, special purpose decoders are generally required to decode the instrument network, and more detailed analysis is required to fairly assess their performance.

Beyond purely topological codes, there is a lot of promise for fault tolerance in more general quantum LDPC codes [55–62]. We have provided a proof-of-principle approach for fault-tolerant quantum computation based on concatenating surface codes with a general LDPC code. Such concatenated schemes may offer the advantages of the high thresholds of surface codes with the reduced overhead of constant-rate LDPC codes, but further analysis is required to determine the regimes in which they may outperform conventional topological code-based schemes.

With recent advances in quantum hardware technology, and increased focus on large-scale, fault-tolerant computation, it is important that there is a unified language for fault tolerance that can span computational models and hardware platforms. We hope that the methods presented here provide a valuable step towards that goal.
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XII. APPENDIX

A. Stabilizer states, operators, maps, and instruments

The stabilizer framework [63, 118] has proven to be an extremely effective tool for describing a constrained form of fault-tolerant quantum computing. In its most basic form, states are described by (Pauli) operators for which they are +1 eigenstates, rather than by their amplitudes in some computational reference basis. Because it is possible to have highly entangled states be eigenstates of a set of commuting tensor product operators, this greatly enriches the set of states that can be described efficiently. In general, in the Pauli stabilizer formalism, \( n \)-qubit pure states are described (up to a global phase) by \( n \) commuting and independent Pauli product operators on \( n \) qubits. The number of classical bits required to provide such a representation is \( O(n^2) \) and allows representing \( 2^{O(n^2)} \) distinct states.

The set of stabilizer states are preserved under the so-called Clifford unitaries. Together, stabilizer states and Clifford unitaries admit a succinct algebraic description as a symplectic vector space over \( \mathbb{Z}_2 \). Within this constrained subset, this structure allows for efficient classical simulation as well as exhaustive theoretical analysis [63, 118, 119]. In this appendix, we describe extensions of this algebraic description and an extension to the set of operators, maps, and instruments that allow equally efficient simulation thanks to the underlying algebraic structure. These extensions build on intuition gained from tensor network descriptions of stabilizer states (see, for example, Refs. [120–122]). Although in general, stabilizer operators, need not be tensor product Pauli operators, this article makes the implicit assumption that they are, so the term stabilizer should be interpreted as Pauli stabilizer.

Notation. Because the Pauli operators

\[
X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad I = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]

play such a prominent role, we reserve these symbols for said operators. Furthermore, we liberally omit the tensor product operator symbol (“\( \otimes \)”) when specifying tensor products of such Pauli operators such that \( X \otimes Y \otimes I \otimes Z \) may be simply denoted by \( XYIZ \) (i.e., omission of an operator symbol among Pauli constants implies the tensor product rather than the usual matrix product).

I. Stabilizer states

Definition 4. A pure stabilizer state \( |\psi\rangle \) in an \( n \)-qubit Hilbert space is a state that can be specified (up to a scalar) as the common +1 eigenstate of a maximal Abelian subgroup \( S \) of \( n \)-qubit Pauli product operators (\( P_n \)) such that \(-1 \not\in S\).

A maximal Pauli stabilizer group, \( S \) on \( n \) qubits can be defined through \( n \) independent and commuting Pauli operators \( P_1, \ldots, P_n \), and is denoted as \( S = \langle P_1, \ldots, P_n \rangle \).

Example (Three-qubit GHZ state): The three-qubit entangled state \( |\psi\rangle = (|000\rangle + |111\rangle) / \sqrt{2} \) is a +1 eigenstate of the three independent Pauli product operators \( ZZI, IZZ, \) and \( XXX \). It is thus a stabilizer state stabilized by the group

\[
S(|\psi\rangle) = \langle ZZI, IZZ, XXX \rangle.
\]

2. Stabilizer operators

As mentioned earlier, the group of Clifford unitary operators (sometimes denoted as \( C_n \)) is defined in such a way that it plays well with Pauli stabilizer states. These are the \( n \)-qubit unitary operators that map Pauli product operators onto Pauli product operators:

\[
C_n = \{ U \in SU(2^n) : P \in \mathcal{P}_n \implies UP^\dagger \in \mathcal{P}_n \} \quad (19)
\]

The defining condition for elements of the Clifford group can be reexpressed as a set of \( 2n \) stabilizer conditions of the form

\[
Q^\dagger UP = U \quad \text{with} \quad Q := UPU^\dagger \quad (20)
\]

and \( P \) ranging over all generators of the Pauli group \( \mathcal{P}_n \).

In fact, this is a special case of what we call stabilizer operators (also called generalized Clifford operators).

Definition 5. An operator \( O \) taking \( k_{in} \) qubits as input, and \( k_{out} \) qubits as output is a stabilizer operator if and only if the state \( |\psi(O)\rangle := \langle I^{\otimes k_{in}} \otimes O \rangle |\Omega_{k_{in}}\rangle \) is a stabilizer state.

Here, \( |\Omega_{k_{in}}\rangle = \sum_{j=0}^{2^{k_{in}}-1} |jj\rangle \) is the (unnormalized) \( 2^{k_{in}} \) qubit state used in the operator state correspondence (also known as the Choi-Jamiołkowski isomorphism). In it, the first \( n \) qubits and the remaining \( k_{in} \) qubits are pairwise maximally entangled. It is equivalent (up to permutation of the tensor factors) to the tensor product of \( k_{in} \) Bell states \( |Bell\rangle_{\otimes k_{in}} \).

The stabilizer group \( S(O) \) is given by the stabilizer group of the corresponding state \( |\psi(O)\rangle \) under the operator state correspondence. This definition includes, for instance, stabilizer states, Clifford unitaries, and full and partial projectors onto stabilizer subspaces. In the following examples, we use the tensor product to partition the input and output spaces.

Example (Identity): For the single-qubit identity \( I \), we have \( S(I) = \langle X \otimes X, Z \otimes Z \rangle \).

Example (Phase gate): The Phase gate

\[
S \equiv \begin{pmatrix} 1 & 0 \\ 0 & i \end{pmatrix}
\]

has a corresponding state \( |\psi(S)\rangle = |00\rangle + i |11\rangle \). Its corresponding stabilizer group is thus \( S(S) = \langle X \otimes Y, Z \otimes Z \rangle \).

Example (Lowering operator): The qubit lowering operator \( \sigma^- := |0\rangle \langle 1| \) is also a stabilizer operator under this general definition. Its corresponding state is \( |\psi(\sigma^-)\rangle = |10\rangle \), which is stabilized by \( S(\sigma^-) = \langle -Z \otimes I, I \otimes Z \rangle \).
Example (2-repetition encoding): The encoding isometry \( E := |00\rangle \langle 0| + |11\rangle \langle 1| \) that encodes a qubit onto the two-dimensional subspace stabilized by \( ZZ \) of a two-qubit subspace in a way that the \( X \) operator is mapped onto \( XX \) and the \( Z \) operator is mapped onto \( IZ \) is a stabilizer operator. Its corresponding state \( \psi(I) = |000\rangle + |111\rangle \) is a three-qubit GHZ state up to normalization and its stabilizer group is \( S(E) = \{ I \otimes ZZ, X \otimes XX, Z \otimes IZ \} \).

Example (Partial projection): The partial projection \( \Pi \) onto a subspace stabilized by a Pauli stabilizer subgroup \( G_{\Pi} \) is a stabilizer operator. It is stabilized by \( S(\Pi) = \{ I \otimes G, G^T \otimes I, N^T \otimes N \} \), where \( G \) is taken over a set of generators for \( G_{\Pi} \) and \( N \) is taken over the commutant of \( G_{\Pi} \) (i.e., \( \{ N \in P_n \mid NGN^\dagger = G \ \forall G \in G_{\Pi} \} \)).

3. Stabilizer maps

In principle, a general quantum channel \( \Lambda \) can be expressed using the Kraus representation as a combination of quantum operators \( K_j \) as

\[
\Lambda(\rho) = \sum_j K_j \rho K_j^\dagger. \tag{22}
\]

The stabilizer formalism only specifies the stabilized operator up to a global scalar. Requiring a channel to be trace preserving fixes one such magnitude up to an irrelevant global phase. However, the relative magnitude of operators is important for specifying a channel with multiple Kraus operators. For this reason, stabilizer channels are limited to a single Kraus operator. This makes the trace preservation requirement particularly restrictive as it excludes all stabilizer operators other than the unitaries (corresponding to the Clifford group) and isometries from being lifted into a trace-preserving quantum channel interpretation.

In principle, it is possible to construct quantum channels from multiple stabilizer operators as Kraus operators; it becomes necessary to introduce scalars that significantly complicate the picture. We find that, for the idealized fault-tolerant QIN, significant headway can be made by restricting the focus to stabilizer maps and instruments. More general maps will become absolutely necessary when incorporating noise modeling.

4. Stabilizer instruments

Instruments allow modeling of operations that have both quantum and classical output. The possibility of extracting classical data is what enables entropy extraction in fault-tolerant protocols which is the main tool for noise mitigation. While stabilizer operators are clearly more general than Clifford unitaries, the restriction on having maps be trace preserving and involve a single stabilizer operator leads to a very limited selection of valid stabilizer QINs.

Whereas, for general instruments, the structure of the classical outcomes is not prescribed, we define stabilizer instruments to posses a very specific \( \mathbb{Z}_2 \)-type linear structure on the classical outcomes. In particular, a quantum instrument will be a quantum map for which a subset of the output qubits can be treated as a classical outcome register. In a stabilizer quantum instrument, the map associated with each specific classical outcome will itself be a stabilizer operator.

Definition 6. A stabilizer quantum instrument from \( k_{in} \) qubit inputs onto \( k_{out} \) qubit outputs and \( b \) classical outcome bits is specified by a stabilizer group \( S \subseteq \mathcal{P}_{k_{in}+k_{out}+b} \) such that

- outcome bits \( b \) carry classical correlations \( (S|_b \subseteq \mathbb{Z}_b) \).
- \( S \) can be completed into a maximal stabilizer group by including additional generators exclusively from \( \mathbb{Z}_b \),
- the instrument is trace preserving \( (S|_{in} = (I)) \).

Here, \( \mathbb{Z}_b \) denotes the group generated by \( Z \)-type operators in \( b \) together with real phases and \( S|_b \) is the subset of Pauli operators in \( S \) with support in subsystem \( b \). We obtain \( S|_b \) by restricting each Pauli operator in \( S \) to subsystem \( b \). It is only defined up to phases. Each distinct completion of \( S \) through elements of \( \mathbb{Z}_b \) corresponds to a distinct stabilizer operator and corresponds to one of the terms composing the quantum instrument. The generators of \( S|_b \equiv \mathbb{Z}_b \cap S \) are predetermined parity combinations of classical outcomes and correspond to checks in composite quantum instruments. The number of distinct outcomes and stabilizer operators in the instrument is \( 2^b/|S|_{in} |S|_{in} \). The outcome contains \( b - \log |S|_{in} \) uniformly random bits of information that are uncorrelated with the input state or the transformation performed on it.

The trace-preserving condition is included to guarantee that the instrument does not postselect on a specific subspace. It may be dropped if postselection is to be allowed.

Example (Single qubit destructive \( M_Z \) measurement): In a single qubit-measurement the \( Z \) observable in a qubit is mapped onto a classical bit. The (incomplete) stabilizer group defining the quantum instrument is \( S(M_Z) = \{ ZZ \} \), with the second tensor factor representing the classical outcome. The stabilizer can be completed by adding either \( IZ \) or \( -IZ \). The corresponding stabilizer operators are stabilized by \( \{ ZZ, IZ \} \) and \( \{ -IZ, -IZ \} \). The corresponding instrument \( \{ \mathcal{E}_0, \mathcal{E}_1 \} \) has two terms corresponding to the two possible outcomes and computational basis projections

\[
\mathcal{E}_0(\rho) = (0|\rho|0)
\]

\[
\mathcal{E}_1(\rho) = (1|\rho|1).
\]

Example (Partial projective measurement): Consider a projective measurement of \( XX \) on two qubits, wherein the two qubits are retained. The ordering of qubits to represent the stabilizer will be input, output, classical outcome bits. The (incomplete) stabilizer group defining the partial projective measurement is given by \( S = \{ XX, IZ, IZ, ZZ, ZZ \} \). The last generator is indicating that the \( XX \) observable is mapped onto the classical bit outcome whereas the first three are indicating that observables commuting with \( XX \) are preserved. The corresponding instrument \( \{ \mathcal{E}_0, \mathcal{E}_1 \} \), has two terms corresponding
to the two possible outcomes and computational basis projections

\[
\mathcal{E}_0(\rho) = \Pi_{+XX} \rho \Pi_{+XX} \\
\mathcal{E}_1(\rho) = \Pi_{-XX} \rho \Pi_{-XX},
\]

with \(\Pi_{\pm XX} := (I \pm XX)/2\) respectively being projectors onto the \(\pm 1\) eigenspaces of \(XX\).

**B. Kitaev to Wen versions of the toric code**

The surface code can be defined on a variety of different lattice geometries. The original (CSS) toric code due to Kitaev [1] associates qubits with the edges of an arbitrary 2D cell complex, with \(X\)-checks \(X_v\) associated with the coboundary of a vertex \(v\), and \(Z\)-checks \(Z_p\) associated with the boundary of a 2-cell \(p\), for every vertex \(v\) and 2-cell \(p\) of the cell complex. These checks are guaranteed to commute for an arbitrary 2D cell complex due to properties of the (co)boundary.

\[
\mathcal{E}_0(\rho) = \Pi_{+XX} \rho \Pi_{+XX} \\
\mathcal{E}_1(\rho) = \Pi_{-XX} \rho \Pi_{-XX},
\]

with \(\Pi_{\pm XX} := (I \pm XX)/2\) respectively being projectors onto the \(\pm 1\) eigenspaces of \(XX\).

**C. Extending the feature labels to 1-cells**

For a logical block template \((\mathcal{L}, F)\), we can extend the function \(F : \mathcal{L}_2 \to L\) to the 1-cells \(\mathcal{L}_1\). Namely, let the set of 1-cell labels be given by \(\mathcal{F}_1 = \{\text{Cornerline}, \text{TransparentCornerline}, \text{Twist}\}\). For convenience, we denote PrimalBoundary by PB, DualBoundary by DB, DomainWall by DW, Cornerline by C, TransparentCornerline by TC, and Twist by T.

Let \(\delta c\) be the coboundary of \(c\), consisting of the (at most four) faces that contain \(c\). For a 1-cell \(c \in \mathcal{L}_1\) we define \(F(c)\) as

\[
F(c) = \begin{cases} 
\text{Cl} & \text{if } |F^{-1}(\text{PB}) \cap \delta c| = |F^{-1}(\text{DB}) \cap \delta c| = 1 \land |F^{-1}(\text{DW}) \cap \delta c| = 0 \\
\text{or } \{ |F^{-1}(\text{PB}) \cap \delta c|, |F^{-1}(\text{DB}) \cap \delta c| \} = \{0, 2\} \land |F^{-1}(\text{DW}) \cap \delta c| = 0, \\
\text{TCl} & \text{if } |F^{-1}(\text{PB}) \cap \delta c| = |F^{-1}(\text{DB}) \cap \delta c| = 1 \land |F^{-1}(\text{DW}) \cap \delta c| = 1, \\
\text{T} & \text{if } |F^{-1}(\text{PB}) \cap \delta c| = |F^{-1}(\text{DB}) \cap \delta c| = 0 \land |F^{-1}(\text{DW}) \cap \delta c| = 1.
\end{cases}
\]

**D. Converting a template to circuit-based measurement instructions**

In this section we explain how to convert a template \((\mathcal{L}, F)\) to a system \(\Phi = (Q, \mathcal{P}, \mathcal{O})\) of physical instructions on static qubits for circuit-based quantum computation. We walk through the phase gate example in the following section. Let the coordinates of the complex \(\mathcal{L}\) be given by \((x, y, z)\).

**The quantum system** \(Q\). Logic block templates have no directional preference; the notions of space and time are on equal footing. To compile a template into physical instructions for CBQC we must break this symmetry (due to the static nature of qubits assumed in CBQC). In particular, to map a template to a sequence of stabilizer measurements on a 2D array of qubits, we first choose a coordinate direction, say \(\hat{z}\), and define it as the physical time direction. For each time slice, we have a 2D subcomplex of the template, upon each vertex of which we place a qubit. Vertices with the same
x and y coordinate but different z coordinates correspond to the same qubit at different times. This defines the quantum system \( Q \).

The input and output ports \( P \). The ports are simply given by the set of qubits at the first and final time slices. In particular, if the template complex \( \mathcal{L} \) has \( z \) coordinates spanning \( z \in [0, 1, \ldots, T] \) then the set of qubits living on vertices at \( z = 0 \) (\( z = T \)) define one or more surface codes forming the input (output) ports.

The physical instructions \( \mathcal{O} \). At a high level, each slice of the complex for a different \( z \) coordinate corresponds to a different set of stabilizer measurements that are to be performed at a given timestep. For example, on a given time slice, each face in the absence of features corresponds to a bulk surface code stabilizer check measurement, as depicted in Fig. 4. The features on the template determine stabilizer measurements to perform, and may have different meanings depending on whether they lie in the \( x - y \) plane (a slice of constant time), or if they have a component in the time direction, as is due to the asymmetry between space and time.

Timelike features. First, we consider the operations corresponding to features propagating in the time direction. For
the single-qubit measurement pattern should be such that prior primal (dual) checks to each individual qubit. In other words, for a primal (dual) boundary one needs to measure qubits in \( X \) single-qubit measurements in the \( X \)-basis. Namely, one can keep track of the transformation and update future states simply by applying the translation symmetry to the qubits, one can try is to swap primal and dual plaquettes, rather than physically applying the translation symmetry transformation—the natural direction to translate is toward the twist line. Since the purpose of this symmetry is to swap primal and dual plaquettes, rather than physically applying the translation symmetry to the qubits, one can simply keep track of the transformation and update future stabilizer measurements as appropriate. Finally, primal and dual measurement patterns correspond to checkerboard patterns of single-qubit measurements in the \( X \) and \( Z \) bases. Namely, for a primal (dual) boundary one needs to measure qubits in the single-qubit \( X \) and \( Z \) bases according to the restriction of primal (dual) checks to each individual qubit. In other words, the single-qubit measurement pattern should be such that primal (dual) checks can be recovered from the measurement outcomes—such measurement patterns can be thought of as transversal logical readouts.

**Checks.** Instrument checks may be identified at the level of the template and depend on the locations of features. Firstly, checks arise from repeated measurements (which should give the same outcome in the absence of errors). In the absence of features, we have a check for every repeated bulk stabilizer measurement and thus we have a check for every bulk 3-cell. Similarly, on a primal or dual timelike boundary we have a check for every repeated boundary stabilizer measurement, and these can be identified with boundary 2-cells (note that not every boundary 2-cell corresponds to a check). For spacelike primal (dual) boundaries, we have a check for each primal (dual) 2-cell: in the absence of errors, the stabilizer measurement must agree with the product of the four single-qubit measurements that comprise it. Finally, in the presence of domain walls and checks, we have a check for every pair of 3-cells sharing a defect or twist line; by design, the product of all measurement outcomes supported on the pair of 3-cells—including bulk stabilizers, domain wall stabilizers, twist stabilizers, and single-qubit \( Y \) measurements—must deterministically multiply to +1. For example, in Fig. 23, a pair of primal and dual stabilizers from step 3 (on either side of the location of the twist line in the following step) may be multiplied with two \( Y \) measurements from step 4 on their common support, and one stabilizer from step 5, to produce a check.

**Logical membranes.** Logical membranes correspond to representative logical operators being tracked through the surface codes at each timestep. To obtain the logical operator that the membrane corresponds to at time slice \( \tau \in \{0, 1, \ldots, T\} \), we take the restriction of a membrane to the subcomplex between times \( 0 \leq z \leq \tau \) and take its boundary—this will give...
a set of Primal/Dual/PrimalDual labels on edges that corresponds to the representative logical Pauli operator at that time interval, as depicted in Fig. 4. Components of a membrane in a plane of constant time correspond to stabilizer measurements that must be multiplied to give the equivalent representative on that slice (and thus their outcome is used to determine the Pauli frame). Recall that the membrane can locally be of primal type, dual type, or a composite primal-dual type, meaning when their projection on a single time slice corresponds to a primal (X-type), dual (Z-type), or composite (Y-type) logical string operator.

In FBQC the symmetry between space and time is restored, as there is no natural direction of time. This means that the fusions may be performed in any order; layer by layer (following the surface code analogy) or in a rastering pattern as in Ref. [50]. This decoupling of “simulated time” corresponding to the passage of time that logical qubits experience, and the “physical time” corresponding to the order in which physical operations are undertaken presents additional flexibility in FBQC.

We remark that one can intuitively map between the different models of computation using ZX instruments of the diagrammatic ZX calculus [123].

### E. Converting a phase gate into circuit-based instructions

We now present a concrete example of converting a template to circuit-based instructions. We give the phase gate of Fig. 6 as an example, as it illustrates many of the possible features in the construction. The instructions are depicted in Fig. 23. Note that, when we propagate through the block in this way, no stabilizer measurements of weight higher than four are required. Importantly, if we progress through the block in a different way, we may require five-qubit measurements along the twist, as is the case when we propagate from front to back and the twist line is perpendicular to our time.

### Appendix B

#### 3-Torus

| erasure rate $p_E$ | logical error rate $P_E$ |
|--------------------|--------------------------|
| 0.000              | 0.0                      |
| 0.025              | 0.0                      |
| 0.050              | 0.0                      |
| 0.075              | 0.0                      |
| 0.100              | 0.0                      |
| 0.125              | 0.0                      |
| 0.150              | 0.0                      |
| 0.175              | 0.0                      |
| 0.200              | 0.0                      |

#### Identity

| erasure rate $p_E$ | logical error rate $P_E$ |
|--------------------|--------------------------|
| 0.000              | 0.0                      |
| 0.025              | 0.0                      |
| 0.050              | 0.0                      |
| 0.075              | 0.0                      |
| 0.100              | 0.0                      |
| 0.125              | 0.0                      |
| 0.150              | 0.0                      |
| 0.175              | 0.0                      |
| 0.200              | 0.0                      |

#### Phase Gate

| erasure rate $p_E$ | logical error rate $P_E$ |
|--------------------|--------------------------|
| 0.000              | 0.0                      |
| 0.025              | 0.0                      |
| 0.050              | 0.0                      |
| 0.075              | 0.0                      |
| 0.100              | 0.0                      |
| 0.125              | 0.0                      |
| 0.150              | 0.0                      |
| 0.175              | 0.0                      |
| 0.200              | 0.0                      |

#### Hadamard

| erasure rate $p_E$ | logical error rate $P_E$ |
|--------------------|--------------------------|
| 0.000              | 0.0                      |
| 0.025              | 0.0                      |
| 0.050              | 0.0                      |
| 0.075              | 0.0                      |
| 0.100              | 0.0                      |
| 0.125              | 0.0                      |
| 0.150              | 0.0                      |
| 0.175              | 0.0                      |
| 0.200              | 0.0                      |

#### ZZ Lattice Surgery

| erasure rate $p_E$ | logical error rate $P_E$ |
|--------------------|--------------------------|
| 0.000              | 0.0                      |
| 0.025              | 0.0                      |
| 0.050              | 0.0                      |
| 0.075              | 0.0                      |
| 0.100              | 0.0                      |
| 0.125              | 0.0                      |
| 0.150              | 0.0                      |
| 0.175              | 0.0                      |
| 0.200              | 0.0                      |

#### ZZZ Lattice Surgery

| erasure rate $p_E$ | logical error rate $P_E$ |
|--------------------|--------------------------|
| 0.000              | 0.0                      |
| 0.025              | 0.0                      |
| 0.050              | 0.0                      |
| 0.075              | 0.0                      |
| 0.100              | 0.0                      |
| 0.125              | 0.0                      |
| 0.150              | 0.0                      |
| 0.175              | 0.0                      |
| 0.200              | 0.0                      |

#### ZZL Lattice Surgery

| erasure rate $p_E$ | logical error rate $P_E$ |
|--------------------|--------------------------|
| 0.000              | 0.0                      |
| 0.025              | 0.0                      |
| 0.050              | 0.0                      |
| 0.075              | 0.0                      |
| 0.100              | 0.0                      |
| 0.125              | 0.0                      |
| 0.150              | 0.0                      |
| 0.175              | 0.0                      |
| 0.200              | 0.0                      |

#### ZZL Lattice Surgery

| erasure rate $p_E$ | logical error rate $P_E$ |
|--------------------|--------------------------|
| 0.000              | 0.0                      |
| 0.025              | 0.0                      |
| 0.050              | 0.0                      |
| 0.075              | 0.0                      |
| 0.100              | 0.0                      |
| 0.125              | 0.0                      |
| 0.150              | 0.0                      |
| 0.175              | 0.0                      |
| 0.200              | 0.0                      |

### FIG. 25. Threshold crossing plots for the different logical blocks against IID erasure noise. The logical error rate is defined with respect to any logical error (which is block dependent). In other words, a logical error occurs whenever any of the logical membranes is incorrectly recovered. Each data point is the estimated logical error rate from $10^7$ to $10^8$ trials. The estimated thresholds are displayed by dashed lines.
slices.

F. Magic state preparation

To complete a universal gate set, we need a non-Clifford operation. A common approach is to prepare noisy encoded magic states and then distill them [86]. A standard magic state to prepare is the $T$-state $|T⟩ = ((|0⟩ + e^{iπ/4} |1⟩)/\sqrt{2}$. We show how to prepare the noisy encoded $|T⟩$ states in Fig. 16, which is based on the preparation scheme in Ref. [106]. We refer to the qubit in Fig. 16 where the non-Clifford operation is performed as the injection site.

The scheme is inherently noisy due to the existence of weight-1 and other low-weight logical errors on and around the injection site. Excluding errors on the injection site, all weight-1 Pauli errors are detectable. Therefore one can perform postselection (which depends on the erasure and syndrome pattern) to filter out noisy preparations. For example, with a simple error model of flipped measurement outcomes with rate $p$, the postselected logical error rate can be made to be of order $p + O(p^2)$. If the error rate $p$ is sufficiently small then the overhead for postselection can also be small [124, 125].

G. Toric code spider networks

In this section we present in more detail the concatenation schemes discussed in Sec. VI. In particular, in the top panels of Fig. 24 we demonstrate how to convert the Clifford circuit in Fig. 9 to a network of toric code spiders. In the bottom panels of Fig. 24 we present the logical block for the spider network that measures stabilizers of the surface code concatenated with itself.

H. FBQC instrument networks as gauge fixing on a subsystem code

We remark that fusion-based quantum computation in this setting can be understood as gauge fixing on a subsystem
Subsystem (stabilizer) codes are a generalization of stabilizer codes, where some code degrees of freedom are not used to encode information, and are referred to as gauge qubits. A subsystem code \([126, 127]\) is defined by a subgroup of the Pauli group \(\mathcal{P}_n\), which is not necessarily Abelian, known as the gauge group. For a given gauge group, stabilizers of the subsystem code are given by elements \(Z_G\) of \(\mathcal{P}_n\), which describe operations on the gauge qubits. In particular, we refer to an element of \(Z_{\mathcal{P}_n}(G)\) as a bare logical operator—such operators act nontrivially only on logical degrees of freedom.

One may multiply any bare logical operator by elements of \(G\) to obtain an operator known as a dressed logical operator, which has equivalent action on logical degrees of freedom.

We now express a FBQC instrument network in terms of a subsystem code. Namely, in FBQC, we may construct a gauge group \(G = \mathcal{R} \cup \mathcal{M}\). We can understand a fault-tolerant instrument in terms of gauge fixing [65], whereby we start in one particular gauge of the subsystem code (i.e., in a joint eigenstate of some subset of \(G\)) and project into a different gauge. In particular, the computation begins by starting in the gauge defined by \(\mathcal{R}\), and performing measurements to fix onto the gauge defined by \(\mathcal{M}\). The computation can be understood as proceeding by examining how bare logical operators are transformed. In terms of the subsystem code, the bare logical operators are precisely the logical membrane operators that we have previously studied.

I. Decoding

In this section we briefly describe how to decode in the FBQC setting. In order to extract useful logical data from the observed measurement data we must use a decoder. The decoder’s job is to take as input the (potentially incomplete) measurement outcomes, and produce a recovery operation that is consistent with the observed syndrome. In particular, let \(T\) be the set of trivial undetectable errors (i.e., errors that commute with all check operators and membranes). For a Pauli error \(E \in \mathcal{P}\), let \(\sigma(E)\) be the syndrome (the outcomes of a generating set of checks). The decoder takes the syndrome and produces a recovery operator \(R \in \mathcal{P}\) with the same syndrome. The decoding is successful whenever \(ER \in T\). In this case we necessarily have \([ER, M^{\alpha,\beta}] = 0\) for all logical membranes \(M^{\alpha,\beta}\), implying that the logical Pauli frame observed is identical to the case without errors.

The decoding problem is naturally expressed on the syndrome graph; we can immediately make use of many standard decoders. In particular, on the syndrome graph, the syndrome takes the form \(\sigma(E) = \partial(\text{Supp}(E))\), where \(\text{Supp}(E)\) is the set of edges on the syndrome graph that correspond to flipped (fusion) measurement outcomes and \(\partial\) is the usual mod-2 bound-
of the intersection. (c) This loop resolves the crossings, and so we are left only with intersections of the same type. 

FIG. 29. Commuting traceable operators can be resolved to only have intersections on strings of the same type. For simplicity we consider a setting absent of domain walls—the general case holds using the same argument up to local string relabellings. Label the two traceable operators \( P \) and \( Q \). (a) In a region, \( P \) is depicted on the left by a single primal (blue) string, while \( Q \) is a pair of dual (red) strings. For \( P \) and \( Q \) to commute, the primal strings of \( P \) must overlap an even number of times with the dual strings of \( Q \). (b) Consider pairing up the primal and dual intersections between \( P \) and \( Q \). For each intersection we can multiply by a trivial dual loop (i.e., a stabilizer) in the neighbourhood of the intersection. (c) This loop resolves the crossings, and so we are left only with intersections of the same type.

ary operator on the graph. The decoder must return a recovery operator \( R \in \mathcal{P} \) such that \( \sigma(E) = \sigma(R) \). MWPM [3, 109] and UF [110] are two popular decoding methods that produce a low-weight description of the observed syndrome. Such algorithms can be applied to the primal and dual syndrome graphs separately, where they match pairs of primal-type excitations and separately the dual-type excitations.

J. Threshold analysis

We simulate two types of IID noise models; an erasure and a bit-flip model. In the context of FBQC, such errors arise from (i) photon loss and fusion failure, and (ii) Pauli errors on the qubits on resource states. To estimate the logical error rate on each 3D block at physical error rate \( p \), we fix a block distance and perform many Monte Carlo trials. Each trial consists of generating a random sample of erasures or bit-flip errors on each edge of the corresponding 3D syndrome graph with some rate \( p \), determining the syndrome, decoding based on the syndrome, and finally, checking if the decoding is successful. In particular, decoding is successful whenever the combined effect of error and recovery leads to the correct measurement outcome of the logical membrane. Note that different blocks have different numbers (and shapes) of logical membranes, and we declare success if and only if no logical errors occur (i.e., all membranes are correct). On the syndrome graph, an error sample results in a chain of flipped edges \( E \). The recovery consists of a chain of flipped edges \( R \) with the same boundary as \( E \). The logical membrane is represented as a subset (a mask) of syndrome graph edges \( M \), and to determine correct decoding, we only need to check if \(|E \oplus R \cap M| \equiv 0 \mod 2\). In other words, verify that the error and recovery intersects the membrane an even number of times. An example of a syndrome graph and logical mask is given in Fig. 17.

To estimate the threshold, we find estimates of the logical error rate for different block distances \( L \in \{8, 14, 20, 26\} \) and for a range of physical error rates. For each block, we fit the logical error rate for each distance to the cumulative distribution function of the (rescaled and shifted) beta distribution. The threshold is estimated as the \( p \) value for which the logical error rate curves of different distances intersect such that it is invariant under increasing distances. Figs. 25 and 26 show the logical error rate fits for each logical block, and the crossing point at which the threshold is identified. Error bars for each data point are given by the standard error of the mean for the binomial distribution, from which we can identify error bars for the threshold crossing.

K. Logical decay fits

Here we outline how we obtain fitting parameters \( \alpha_p \) and \( \beta_p \) for the logical error rate \( P_p(d) \) as a function of the block distance \( d \), according to

\[
P_p(d) = \alpha_p e^{-\beta_p d}.
\]

(25)

For a given physical error rate \( p \), we estimate the logical error rate \( P_p(d) \) for a variety of block distances, by running no less than \( 10^8 \) decoder trials. Each estimate carries an error bar given by the standard error of the mean for the binomial distribution. We then perform an ordinary least-squares regression to the logarithm of the estimated logical error rate to directly infer \( \alpha_p \) and \( \beta_p \). The error bars for the estimates for \( \alpha_p \) and \( \beta_p \) are given by the heteroskedasticity robust standard errors.
Fig. 18 contains numerical estimates of the logical decay $\beta_p$, while Fig. 27 contains the numerical estimates of the logical prefactor $\alpha_p$.

L. Twist encoding traceability

In this section we show that all Pauli logical operators in the twist encoding are traceable. The argument is presented in Fig. 28, where we demonstrate how to start with a general Pauli logical operator and transform it using stabilizer equivalences into traceable form. In Fig. 29 we show that commuting traceable operators can be made to have intersection only on strings of the same type. Finally, we remark that a general portal configuration to measure a Pauli operator always admits a compatible domain wall configuration. This is because the measurement of a Pauli logical operator always results in the measurement of an even number of twists. We present an illustrative example in Fig. 30 of how such a domain wall can be found with the correct boundary conditions.

M. Port boundary conditions and block decoding simulations

In order to simulate and calculate fault distance of a modular component within a larger logical network a pragmatic boundary condition must be set, which allows evaluating the fault-tolerant performance of different logical blocks in isolation. This choice is documented here as it plays a crucial role in specifying the numerical simulations that are being performed.

For the purpose of evaluating the fault-tolerant performance of a block and evaluating its fault distance, each port is treated as though ideal stabilizer measurements had been performed on the stabilizer subgroup local to said port. There is no additional noise attributed to the measurement outcomes, other than the noise already present in the qubits themselves. The ideal nature of such stabilizer measurements makes it impractical in the context of a real-world quantum computer, since such operations would generally be noisy in practice. However, the qubits on which the stabilizer measurements are applied are themselves still subject to the underlying noise model.

In the setting of topological fault tolerance, the stabilizer outcomes being extracted correspond to the geometrically local stabilizer generators of the surface code. The situation studied corresponds to a well-defined quantum instrument inserted at said ports. In terms of the blocks already considered, the chosen boundary condition corresponds to attaching a noiseless injection block (from Fig. 16) at every surface code port, with the noise rate being artificially set to zero for such blocks and the injection qubit left unmeasured (in other words, a noiseless encoding and unencoding isometry). These boundary conditions and their impact are displayed in Figs. 31 and 32.

The blocks we use in this article are chosen such that they individually have fault-tolerance properties with respect to the idealized port boundary condition, but also such that fault tolerance is preserved under arbitrary combinations of such blocks. Whereas this statement is made as a claim in this article, a set of sufficient conditions satisfied by this set of blocks is presented in Ref. [128] in the context of modular decoding.
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