The development of efficient algorithms that generate robust quantum controls is crucial for the realization of quantum technologies. The commonly used gradient-based optimization algorithms are limited by their sensitivity to the initial guess, which affects their performance. Here we propose combining the gradient method with the simulated annealing technique to formulate a hybrid algorithm. Our numerical analysis confirms its superior convergence rate. Using the hybrid algorithm, we generate spin-selective $\pi$ pulses and employ them for experimental measurement of local noise-spectra in a three-qubit NMR system. Moreover, here we describe a general method to construct noise-resilient quantum controls by incorporating noisy fields within the optimization routine of the hybrid algorithm. On experimental comparison with similar sequences obtained from standard algorithms, we find remarkable robustness of the hybrid sequences against dephasing errors.
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I. INTRODUCTION

Driven by quantum technology goals, the control of quantum mechanical systems has become an important topic of research in the recent years. Robust quantum control lies in the cornerstone of any efficient and reliable quantum processor. The building blocks of quantum memory, the qubits, must be precisely controlled and protected against systematic deviations in the control fields, as well as against the random noise induced by the surrounding environment. Accordingly, a plethora of control techniques have been developed, which include gradient-based approaches such as strongly modulated pulses [1, 2], gradient ascent pulse engineering (GRAPE) [3, 4], gradient optimization of analytical control [5], truncated basis approaches such as chopped random basis optimization [6, 7], variational-principle-based techniques like relaxation optimised pulse engineering [8], Krotov optimization [9–11], a combination of gradient and variational controls like K-BFGS algorithm [12], evolutionary algorithm based controls [13, 14], as well as neural network and reinforcement learning inspired approaches [15, 16].

Quantum control techniques have been realised in Nuclear Magnetic Resonance (NMR) [17–20], nitrogen-vacancy centers [21], superconducting qubits [22], ion traps [23], magnetic resonance imaging [24], and cold atoms [25]. Here we use NMR systems as quantum platforms to develop robust quantum control techniques. The availability of long-lasting spin coherences and highly adaptable control fields make NMR an ideal testbed for quantum control developments.

Generally quantum control techniques are limited by two challenges: (i) sensitivity to initial guess as well as local optima which limit the convergence efficiency of the optimization algorithms, and (ii) susceptibility to lose fidelity due to incoherence, decoherence, or a combination of both. In this article, we propose methodologies to combat both of these limitations (see Fig. 1). First, we propose combining GRAPE and simulated annealing (SA) [26, 27] to realize a hybrid optimization technique called SAGRAPE that can overcome local optima and converge faster toward better solutions. Secondly, we propose optimizing SAGRAPE sequences along with certain random fields, yielding a robust algorithm, namely RSAGRAPE. It can generate control sequences that are resilient against environmental noises. Additionally, we describe integrating these sequences with standard dynamical decoupling sequences such as CPMG [28, 29], which enhances their robustness. We numerically analyze the convergence efficiency and experimentally demonstrate the robustness of the hybrid sequences.

This article is organized as follows. In Sec. II, we describe the quantum system and revisit the GRAPE algorithm. Subsequently, we introduce the hybrid algorithm.
SAGRAPE and analyze its convergence efficiency. We then describe the NMR implementation of SAGRAPE sequences. In Sec. III we describe SAGRAPE optimization in the presence of a random field to obtain RSAGRAPE, and experimentally demonstrate the robustness of RSAGRAPE sequence. Finally we conclude in Sec. IV.

II. GRAPE AND SAGRAPE

In this section, we first describe the quantum system on which we are interested in establishing quantum control, both in terms of state to state transfer, as well as realizing general quantum gates. After reviewing the GRAPE as well as the SA algorithms, we explain the hybrid algorithm SAGRAPE and analyze its convergence efficiency. Finally, we describe an NMR application of SAGRAPE sequences.

A. The quantum system

We consider an $n$-qubit NMR system with a total rotating-frame Hamiltonian under the weak-coupling approximation,

$$H(t) = H_0 + H_{RF}(t), \quad \text{where} \quad H_0 = - \sum_k \Omega_k I_{kz} + 2\pi \sum_{kl} J_{kl} I_{kz} I_{lz},$$

(1)

where $\Omega_k$ are the resonance offsets, $J_{kl}$ is the indirect spin-spin coupling constant, and $I_{k\alpha}$ with $\alpha \in \{x,y,z\}$ are components of the $k$th spin operator $I_k$. Generally, we discretize the entire sequence of duration $T$ into $N$ equal segments each of duration $\tau = T/N$. We assume that the $n$ spin-qubits belong to $s$ different species (isotopes) and the $q$th species is controllable with a RF sequence $\{\omega_q(j)\}$. The RF Hamiltonian for $j$th segment is of the form

$$H_{RF}(j) = \sum_{q=1}^s \sum_{\alpha=x,y} \omega_q(j) H_{q\alpha}$$

with $H_{q\alpha} = \sum_{k \in \text{\{species q\}}} I_{k\alpha}$. (2)

In this work, we consider only type one of nuclear species, i.e., $q = 1$, and hence we drop the subscript $q$ from now onward.

In practice, there exists a spatial inhomogeneity of RF amplitudes which is modeled by a scaling factor $r_m$ with an associated probability $p_m$. Thus for the $m$th subensemble, the total Hamiltonian of $j$th segment is

$$H^m(j) = H_0 + H_{RF}^m(j), \quad \text{with} \quad H_{RF}^m(j) = r_m \{\omega_x(j) H_x + \omega_y(j) H_y\}.$$  (3)

The propagator for the entire sequence is written as

$$U^m = \prod_{j=1}^N U_j^m, \quad \text{where} \quad U_j^m = \exp(-i\tau H^m(j))$$  (4)

are the segment propagators. The aim of the control algorithms is to generate the sequence $\{\omega_x(j), \omega_y(j)\}$ that perform a given quantum control task. In the following we revisit the GRAPE algorithm that is commonly used for this purpose.

B. Gradient Ascent Pulse Engineering (GRAPE)

Given a target operation, GRAPE starts with a random sequence $\{\omega_x^0(j), \omega_y^0(j)\}$, which is updated based on the local gradients. Generally, we consider the following two types of quantum control.

1. State control

The objective here is find a sequence that transforms an initial state $\rho_0$ to a target state $\rho_F$ by finding a sequence that maximizes the average state fidelity

$$\Phi = \sum_m p_m \langle \rho_F | U^m \rho_0 U^m \dagger \rangle = \sum_m p_m \text{Tr} \left[ \rho_F U^m \rho_0 U^m \dagger \right],$$

(5)

where the summation is carried out on the subensembles corresponding to RF inhomogeneity (RFI). The update rule for the $i$th iteration is [3]

$$\omega_{\alpha}^{i+1}(j) = \omega_{\alpha}^i(j) + \epsilon G_{\alpha}^i(j), \quad \text{where the gradient} \quad G_{\alpha}^i(j) = -i \tau \sum_m p_m \langle \lambda^{mi}_{\alpha} | [H_{\alpha}^i, \rho^m_{\alpha}] \rangle,$$

where

$$\rho^m_{\alpha} = U^m_{j-N} \cdots U^m_{j+1} \rho_0 U^m_{j+1} \cdots U^m_{j-N} \rho^m_{\alpha} U^m_{j-N} \cdots U^m_{j+1}, \quad \text{and} \quad \lambda^{mi}_{\alpha} = U^m_{j+1} \cdots U^m_{N} \rho_F U^m_{N} \cdots U^m_{j+1}.$$  (6)

Here $\epsilon$ is the step-size. The iterations are continued until the fidelity $\Phi$ reaches the desired value.

2. Gate control:

Here the objective is to generate a sequence that realizes a desired propagator $U_F$ by maximizing the gate fidelity

$$\Phi = \sum_m p_m |\langle U | U_F \rangle|^2 = \sum_m p_m \left| \text{Tr} \left[ U^\dagger U_F \right] \right|^2.$$  (7)
The update rule for the $i$th iteration is [3]

$$
\omega_{\alpha}^{i+1}(j) = \omega_{\alpha}^{i}(j) + \epsilon G_{\alpha}^{i}(j), \quad \text{where the gradient}
$$

$$
G_{\alpha}^{i}(j) = -2\tau \sum_{m} p_m \Re \{ \langle P_{mi} | H_{\alpha} X_{mi} | P_{mi} \rangle \},
$$

with $X_{mi} = U_{j+1}^{mi} U_{j+2}^{mi} \cdots U_{N-1}^{mi} U_{j+1}^{mi} U_{F}$, and

$$
P_{j}^{mi} = U_{j+1}^{mi} U_{j+2}^{mi} \cdots U_{N-1}^{mi} U_{F}.
$$

(8)

where $\epsilon$ is the step-size. Again, the iterations are continued until the fidelity $\Phi$ reaches the desired value.

### C. Simulated annealing (SA)

SA is a single candidate-based probabilistic algorithm that is used to reach the neighbourhood of the global maximum of the fitness function. The general idea of SA can be described as two modes - an exploration mode and an exploitation mode as explained in the following. In every iteration, a solution $\{\omega_{\alpha}^{i}\}$ of fidelity $\Phi(\{\omega_{\alpha}^{i}\})$ is randomly selected from the search-space from the neighborhood of the current solution $\{\omega_{\alpha}^{i}\}$ with fidelity $\Phi(\{\omega_{\alpha}^{i}\})$. The current solution is replaced with the random solution if the fidelity variation,

$$
\delta\Phi^{i} = \Phi(\{\omega_{\alpha}^{i}\}) - \Phi(\{\omega_{\alpha}^{i}\}) \geq \Delta^{i},
$$

where $\Delta^{i} = -\min \left[ 1, T^{i} \exp \left( \frac{\delta\Phi^{i}}{T^{i}} \right) \right].

(9)

Here $T^{i}$ is referred to as the temperature of the current iteration in analogy to the thermodynamical processes. If $\delta\Phi^{i} \geq 0$, then the fidelity has improved with the random solution, and naturally $\{\omega_{\alpha}^{i+1}\}$ is set to $\{\omega_{\alpha}^{i}\}$. However, notice that even if $\delta\Phi^{i} < 0$, i.e., the random solution is worse than the current solution, then we may still set $\{\omega_{\alpha}^{i+1}\}$ to $\{\omega_{\alpha}^{i}\}$ with a non-zero probability. Thus the algorithm is in a exploration mode, where it looks for a neighbourhood with favorable solutions. This is the salient feature of the simulated annealing algorithm that enables it to get over the local optima. As explained above, the temperature parameter controls the threshold function for selecting nonoptimal solutions for subsequent iterations. Higher the temperature, greater are the chances of the nonoptimal solution to become the next solution, but as the algorithm approaches the global optimum, it should promote only candidates that increase the fidelity. Thus, in the initial iterations of SA, the temperature is kept high and as iterations pass, the temperature is gradually reduced. This is achieved by multiplying the temperature with a cooling factor ($\gamma < 1$) at every iteration. Accordingly, the algorithm gradually shifts from exploration mode to exploitation mode. This is illustrated in Fig. 2, wherein the threshold function is plotted versus $\delta\Phi^{i}$ as well as temperature $T^{i}$.

---

**FIG. 2:** Threshold function ($\Delta^{i}$) plotted versus temperature $T^{i}$ and the fidelity variation $\delta\Phi^{i}$. Note that $\Delta^{i}$ is bounded by $[-1, 0]$.

**FIG. 3:** Flowchart for the SAGRAPE algorithm.
E. Convergence analysis of SAGRAPE

We now demonstrate the convergence of the SAGRAPE algorithm for state control and gate control in a two qubit system. For state control, we generate the RF amplitudes \( \{\omega_{\alpha}(j)\} \) that transform the two-spin NMR thermal equilibrium state to the long-lived singlet state (LLS), i.e.,

\[
I_{z1} + I_{z2} \{\omega_{\alpha}(j)\} - I_1 \cdot I_2.
\]  

(10)

Similarly, for the gate control, we generate the sequence realizing the CNOT gate

\[
U = |0\rangle\langle 0| \otimes I + |1\rangle\langle 1| \otimes \sigma_x,
\]

(11)

where \( \sigma_x \) is the Pauli-x operator which applies the NOT gate on the second qubit only if the first qubit is in state \( |1\rangle \).

All the sequences prepared with GRAPE and SAGRAPE algorithm have the same time duration of 120 ms discretized into 600 equal-duration segments. We carried out the convergence analysis of ‘SAGRAPE-\(k\)’ with varying numbers of SA iterations \(k\) and compared the computational time with the GRAPE algorithm. The results are shown in Fig. 4. Here each curve is obtained by averaging over five different trials starting from random initial guess \( \{\omega_{\alpha}^0(j)\} \). It is evident that SA significantly improves the convergence efficiency in both state and gate control tasks.

F. NMR demonstration of SAGRAPE

Now we demonstrate an experimental utilization of SAGRAPE by generating qubit-selective \( \pi \) pulses and employ them to perform noise spectroscopy. For this purpose, we consider the three \(^{19}\text{F}\) spins of 1-bromo-2,4,5-tri fluorobenzene (BTFBz) that is partially oriented in the liquid crystal N-(4-methoxybenzylidene)-4-butylaniline (MBBA). We applied spin-decoupling to remove the effects of the two hydrogen spins. The resonance offsets \( \Omega_k/(2\pi) \) and indirect spin-spin coupling constants \( J_{kl} \) of the \(^{19}\text{F}\) spins are shown in the inset table of Fig. 5 (a). The noise spectroscopy experiments were carried out in a Bruker 500 MHz NMR spectrometer at an ambient temperature of 300 K.

Noise spectroscopy allows us to characterize the noise spectral density function \( S(\nu) \) [30, 31] as a function of the noise frequency \( \nu_\delta \). The experiment involves measuring the decay time-constant \( T_2(\delta) \) of the magnetization with a set of CPMG sequences each with a specific inter-\( \pi \) pulse delay \( \delta \), that allows us to sample the noise spectrum

\[
S(2\pi\nu_\delta) \sim \frac{\pi^2}{4T_2(\delta)}
\]  

(12)

at frequencies \( \nu_\delta = 1/(2\delta) \) [30]. Understanding noise
spectra is helpful to develop methods that protect quantum coherence against the environmental noise [32].

Carrying out the local noise-spectroscopy for each $^{19}$F spin needs a set of CPMG sequences involving spin-selective $\pi$ pulses. Since a train of such $\pi$ pulses are used for finding the noise amplitude at each noise frequency, the cumulative pulse errors need to be small, thus necessitating the construction of high-fidelity $\pi$ pulses.

Using SAGRAPE-50 ($\kappa = 50$), we generated three spin-selective $\pi$ pulses, one for each of the three $^{19}$F spins. Each sequence was of total duration 360 $\mu$s discretized into 360 equal time segments, and had an average fidelity over 0.99 for the RFI parameters $r_m = [0.8, 1, 1.2]$ and $p_m = [0.2, 0.6, 0.2]$ respectively. Fig. 5 (b) displays the local noise spectrum for each of the three $^{19}$F spins. These noise spectra are not only helpful in understanding the environment surrounding the spins, but also to generate noise-resilient quantum controls tailored for them. For the short-pulses discussed here, we may ignore the pulse errors occurring due to external noises. However, for a long control sequence, errors gradually accumulate. In the following section, we describe a general method to train the control algorithm against the external noises.

### III. THE ROBUST SIMULATED-ANNEALING GRAPE (RSAGRAPE)

We now describe generating a control sequence that is robust against the dephasing noise, which generally is the predominant process limiting the coherence time of quantum systems. In order to train the optimization algorithm against dephasing noise, we introduce an additional term in the Hamiltonian of Eq. 3

$$H^m(j) = H_0 + H^m_{RF}(j) + H^m_{\text{noise}}(j)$$

where, $H^m_{\text{noise}}(j) = 2\pi\eta^m(j)H_z$. (13)

Here $\eta^m(j) \in [-\zeta/2, \zeta/2]$ is chosen from an uniform random distribution of range $\zeta$. Optimizing in the presence of such a random phase-noise renders the control sequence robust against the dephasing effects of the environment. We incorporate this technique of making robust controls with SAGRAPE algorithm explained in section II to create the RSAGRAPE (robust SAGRAPE) algorithm. Additionally, we can introduce other decoherence-suppression methods such as dynamical decoupling. Here we integrate CPMG pulses within the control sequence as explained below.

We demonstrate the state controllability of RSAGRAPE by preparing controls $\{\omega_{\alpha}(j)\}$ for two $^1$H nuclear spins of 2,3,6 trichlorophenol (TCP) dissolved in dimethyl sulphoxide-D6 (DMSO). The molecular structure and $^1$H reference spectrum (in blue) are shown in Fig. 6 (a) with the two protons labelled as $H_A$ and $H_B$. For this system, the difference in the resonance offsets $|\Omega_1 - \Omega_2|/(2\pi)$ is 127.4 Hz and the indirect spin-spin coupling constant $J_{12}$ is 8.8 Hz. The spin-lattice relaxation time constants ($T_1$) for the two spins obtained from the inversion recovery experiment were 5.5 s and 5.6 s for the spins $H_A$ and $H_B$ respectively [33].

Our objective is to generate a control sequence $\{\omega_{\alpha}(j)\}$ that transforms the state of the spin-system from thermal equilibrium to the long-lived singlet state (LLS)

$$I_{z1} + I_{z2} \xrightarrow{\omega_{\alpha}(j)} -I_1 \cdot I_2.$$ (14)

While most non equilibrium quantum states decay to thermal states with a spin-lattice relaxation time constant $T_1$, the long-lived spin states can retain their spin-order for durations much longer than $T_1$ [34]. Buoyed by a number of interesting applications in several fields including spectroscopy, medical imaging, as well as quantum information [35], LLS has recently gained a significant attention [36]. Typically, it takes a sequence longer than $1/(2J)$ to prepare LLS, during which time the noise can cause significant effects.

We prepared the following three control sequences: (i) GRAPE, (ii) GRAPE with CPMG, and (iii) RSAGRAPE-\(\zeta\) with CPMG. Both (ii) and (iii) are integrated with six CPMG pulses. The robust sequence...
FIG. 6: (a) Molecular structure of TCP, its reference spectrum (blue), and its LLS spectrum (red). (b) The NMR pulse sequence for preparing, storing, and detecting the singlet order. A pulsed-field-gradient (PFG) with amplitude randomly varying with time is used to induce phase noise.

RSAGRAPE-5 is generated using the RSAGRAPE algorithm with the noise parameter $\zeta = 5$ Hz and SA iterations $\kappa = 10$. Each sequence is of duration $t_1 = 79$ ms, uniformly discretized into 250 segments and had an average fidelity over 0.99 with same RFI parameters $r_m = [0.9, 1.0, 1.1]$ and $p_m = [0.2, 0.6, 0.2]$. The three sequences are plotted in Fig. 7 (a).

The robustness of the three sequences are tested experimentally again in the Bruker 500 MHz spectrometer at an ambient temperature of 300 K. The NMR pulse-sequence for preparing, storing, and measuring the singlet order is shown in Fig. 6 (b). After preparing LLS using each of the control sequences of duration $t_1$, we stored the LLS under WALTZ-16 spin-lock of 2 kHz amplitude for duration $t_2$. Finally, we converted LLS into observable single-quantum magnetization with a free-evolution duration $t_3 = 1/(4J)$ followed by a $(\pi/2)_x$ pulse. The resulting spectrum consists of a characteristic down-up-down spectrum as shown in the red trace of Fig. 6 (a). By varying the storage duration $t_2$, we estimated the lifetime of the singlet-order to be 25 s, which is more than four times the $T_1$ values of the two $^1$H spins, thus confirming the preparation of LLS state.

We now experimentally compare the robustness of the three sequences against the dephasing noise. To systematically control the dephasing noise, we introduced a pulsed-field gradient (PFG) $G_z$ that applies a spatial inhomogeneity along the direction of the Zeeman field, i.e., $z$-axis (see Fig. 6 (b)). The amplitude of the PFG was randomly varied over time within a range $[-G_z, G_z]$ in each experiment. In subsequent experiments, the amplitude $G_z$ was systematically increased from 0 to 0.08%,
where 100% refers to 50 G/cm. In solution state, the nuclear spins are subjected to a controlled decoherence under the combined effects of random PFG as well as the random molecular motion due to translational diffusion. Finally, we monitored the singlet-order by measuring the absolute area of the singlet spectrum obtained after a storage time $t_2 = 10$ s. The experimental results are shown in Fig. 7 (b). Here all the data are normalized w.r.t. a common data corresponding to the highest singlet order. It is clear that the simple GRAPE sequence (blue) decays rapidly with the dephasing noise. The singlet order of the GRAPE sequence is lowest even at $G_z = 0$, indicating that it is affected by the intrinsic noise of the spin system and the NMR setup. On the other hand, GRAPE sequence integrated with CPMG pulses (green) performs relatively better. In fact, it has the highest singlet-order in the absence of external dephasing, i.e., $G_z = 0$. However, it is evident that RSAGRAPE-5 with CPMG (red) is the most robust sequence, that maintains high singlet-order for a wide range of dephasing noise. Thus, it clearly establishes the superiority of the robust state control sequence generated by the RSAGRAPE algorithm in combating the dephasing noise.

### IV. CONCLUSIONS

Quantum control, which is crucial for realizing quantum technologies, is limited by two key factors (i) convergence efficiency of the optimization algorithms, and (ii) the robustness of the control sequence against external noises. In this work, we address both of these factors.

First, we combined simulated annealing (SA) with the commonly used gradient ascent algorithm (GRAPE) to realize a hybrid algorithm (SAGRAPE). Our numerical analysis confirms that the convergence efficiency of the SAGRAPE algorithm is significantly improved over the GRAPE algorithm. As a demonstration of an experimental application, we used the SAGRAPE algorithm to generate spin-selective $\pi$ pulses for a homonuclear three-spin NMR system and obtained their local noise spectra.

Secondly, we proposed a general method to obtain noise-resilient control sequences by optimizing the control sequences in the presence of a noisy field. In particular, we designed the RSAGRAPE (robust SAGRAPE) algorithm which generates robust control sequences against dephasing noise. Additionally, we incorporate CPMG pulses along with the control sequence which enhances their robustness against external noise. By experimentally comparing the preparation efficiency of long-lived singlet states in the presence of a controlled external noise, we confirm the superiority of the RSAGRAPE sequence over the GRAPE sequences.

In principle, the convergence efficiency of the hybrid algorithm can be further improved by incorporating more advanced variants of simulated annealing such as adaptive simulated annealing (ASA) [37]. We believe that such hybrid algorithms will play an important role in the future as we attempt to control larger quantum systems with higher precision.
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