Pan-cancer computational histopathology reveals mutations, tumor composition and prognosis
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We use deep transfer learning to quantify histopathological patterns across 17,355 hematoxylin and eosin-stained histology slide images from 28 cancer types and correlate these with matched genomic, transcriptomic and survival data. This approach accurately classifies cancer types and provides spatially resolved tumor and normal tissue distinction. Automatically learned computational histopathological features correlate with a large range of recurrent genetic aberrations across cancer types. This includes whole-genome duplications, which display universal features across cancer types, individual chromosomal aneuploidies, focal amplifications and deletions, as well as driver gene mutations. There are widespread associations between bulk gene expression levels and histopathology, which reflect tumor composition and enable the localization of transcriptomically defined tumor-infiltrating lymphocytes. Computational histopathology augments prognosis based on histopathological subtyping and grading, and highlights prognostically relevant areas such as necrosis or lymphocytic aggregates. These findings show the remarkable potential of computer vision in characterizing the molecular basis of tumor histopathology.

The diagnosis of cancer is typically based on histopathological assessment of tissue sections, and supplemented by genetic and other molecular tests. Modern computer vision algorithms have high diagnostic accuracy and the potential to enhance histopathology workflows. Computational histopathology algorithms can process and cross-reference very large volumes of data, helping pathologists to navigate and assess slides more quickly and aid in quantifying aberrant cells and tissues. Often based on convolutional neural networks (CNNs), these algorithms build an implicit quantitative representation of histopathological image content, representing the patterns of the image as seen by the computer. These computational histopathological features are automatically learned for the original task of classifying the entire image and/or subregions of images into cancer or non-cancerous tissues. However, once learned, the feature representation may also be used to find similar images and to quantify associations with traits beyond tissue types. This approach, known as transfer learning, has been used to establish associations with genomic alterations, transcriptomic changes and survival.

Here we performed a pan-cancer computational histopathology (PC-CHiP) analysis to assess the utility of computer vision and transfer learning across 28 cancer types, to study the associations of histopathology and genomic driver alterations, whole transcriptomes and survival. At its core, PC-CHiP is based on Inception-V4, an established CNN, which was used to extract a set of 1,536 image features for tissue classification and transfer learning. The algorithm was fine-tuned on 17,355 hematoxylin and eosin-stained fresh-frozen tissue image slides from The Cancer Genome Atlas (TCGA), containing specimens from 10,452 individuals from 28 tumor types and 14 normal tissues with matched genomic, transcriptomic and clinical outcome data. Slides were tiled into more than 14 million 256×256µm-sized tiles with a digital resolution of 512 pixels x 512 pixels. Tiled images were generated to split into 80% training and 20% validation sets. The average AUC of discriminating all 42 different tissues was 0.98 (range: 0.91 to 0.99), including the 14 cancer types without matched normal samples (Supplementary Table 1; see Discussion for potential limitations). To achieve this classification, PC-CHiP builds an image representation of each tile consisting of the output of the last 1,536 neurons of the network. Hereafter we refer to this output as ‘computational histopathological features’ and demonstrate that this representation enables us to derive quantitative associations with a range of molecular traits. As the network was trained to discriminate different tissues, a two-dimensional uniform manifold approximation and projection for dimension reduction (UMAP) representation (see Methods) of the computational histopathological features showed clusters corresponding to each tissue class.

Results

Pan-cancer tissue classification and spatial deconvolution. For 14 cancers with normal and tumor images, the average tumor/normal tissue classification area under the receiver operating characteristic curve (AUC) was 0.99 (all values are given for the held-back validation set; range: 0.96 to 0.99; Fig. 1b). The average AUC of discriminating all 42 different tissues was 0.98 (range: 0.91 to 0.99), including the 14 cancer types without matched normal samples (Supplementary Table 1; see Discussion for potential limitations). To achieve this classification, PC-CHiP builds an image representation of each tile consisting of the output of the last 1,536 neurons of the network (Fig. 1a). Hereafter we refer to this output as ‘computational histopathological features’ and demonstrate that this representation enables us to derive quantitative associations with a range of molecular traits. As the network was trained to discriminate different tissues, a two-dimensional uniform manifold approximation and projection for dimension reduction (UMAP) representation (see Methods) of the computational histopathological features showed clusters corresponding to each tissue class.
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with a certain resemblance of cancers from related organ sites (Fig. 1c and Extended Data Fig. 1). Generally, tumors tended to cluster together, indicating a convergent histological phenotype, usually characterized by a high cell density and loss of tissue architecture—as opposed to normal tissues, which were spread over the periphery in the reduced and original feature spaces (Fig. 1c,d).

PC-CHIP was trained using the consensus pathologist estimate of tumor content as soft labels for all tiles of a given slide. While this assigns the same training values for each tile on a given slide, this assigns the same training values for each tile on a given slide, of tumor content as soft labels for all tiles of a given slide. While this assigns the same training values for each tile on a given slide, of tumor content as soft labels for all tiles of a given slide, while this assigns the same training values for each tile on a given slide, while this assigns the same training values for each tile on a given slide, it recognizes that normal tiles from a tumor slide bear greater similarity with normal slides from the same organ site. Automatic deconvolution achieves a notable accuracy, with an average correlation between algorithm and pathologist-estimated tumor purity equal to 0.26 (range: 0.07 (for cervical cancer) to 0.60 (for uveal melanoma); Extended Data Fig. 2). The algorithm’s ability to localize signals will be particularly useful when studying the nature of molecular and prognostic associations, as shown in the following sections.

Transfer learning uncovers associations between histopathology and genomic alterations. Transfer learning describes the process of using PC-CHIP’s 1,536-dimensional histopathological feature representation to discover novel associations with genomic, transcriptional and prognostic traits. This amounts to using high-dimensional regression approaches, evaluated by fivefold cross-validation with patient level splits for each fold and separate assessment of each cancer type (Methods).

Associations between recurrent mutations and histopathological patterns could be detected for all types of genomic alterations, including whole-genome duplications (WGDs), chromosome arm gains and losses, focal amplifications and deletions, as well as point mutations in driver genes in almost every cancer type (five-fold cross-validated AUC>0.5; false discovery rate (FDR)<0.1; Methods and Fig. 2a,b). Of note, conventional tumor histopathological subtypes and histopathological grade generally only accounted for a fraction of these associations (Fig. 2c,d), indicating that deep learning quantifies histopathological patterns not entirely reflected in conventional classification systems.

WGDs alter nuclear morphology and histology. WGDs occur in about 30% of solid tumors, leading to cells with a nearly tetraploid genome, probably as a result of a single failed mitosis27. WGD status about 30% of solid tumors, leading to cells with a nearly tetraploid genome, probably as a result of a single failed mitosis27. WGDs could be detected for 19 out of 27 informative cancer types (five-fold cross-validated AUC>0.5; FDR<0.1; Methods) with an average AUC of 0.73; four cancer types showed an AUC greater than 0.8 (Fig. 2a,b and Supplementary Table 2). Histopathological subtypes and grades provided an inferior predictive accuracy (average AUC=0.59; see also Fig. 2d), indicating that additional morphological characteristics underlie these associations.

Tiles with greater probability for WGD displayed an increased nuclear staining, probably due to the higher nuclear DNA content (Fig. 3a; high-resolution images available as Supplementary Data 1). Explicitly quantifying cell nucleus sizes and intensities...
Fig. 2 | Widespread associations between histopathology and genomic alterations. a. Fraction of significant associations (Fisher’s combined P value from Wilcox’s rank-sum test47 adjusted0.48 to FDR < 0.1; the number of significant associations and the total number of tests used for multiple testing adjustments are indicated) between histopathological features and different types of genetic alterations across cancer types. The numbers of samples for each cancer type and alteration, as well as individual P values from each test can be found in Supplementary Table 2a–g. b. Boxplot with AUC values for all of the associations, grouped by alteration type, as indicated above. Each box corresponds to the distribution of significant associations for each alteration type. The sample size of each test can be found in Supplementary Table 2. All boxplots demarcate quartiles and median values, while whiskers extend to 1.5x the interquartile range. c. Pie charts showing the fraction (number) of genomic alterations by type that can be predicted by PC-CHIP only, by histological subtype only, and by both combined, in 20 cancer types with available histological subtype information. d. Pie charts showing the fraction (number) of genomic alterations by type that can be predicted by PC-CHIP only, by histological grades only, and by both combined, in ten cancer types with existing grading information.

using CellProfiler28 showed that the average cell nucleus size, as well as its variation across the tumor31, was elevated in WGD samples, but these features provided a lower predictive accuracy in all but one cancer type compared with PC-CHIP (average AUC = 0.58; range: 0.37 to 0.78; Fig. 3b and Extended Data Fig. 3a,b). Nevertheless, the histopathological features indicative of WGD appeared largely independent of the specific tissue type, as, remarkably, WGD could be predicted for 18 cancer types (FDR < 0.1) by models entirely trained on all but the evaluated cancer type, albeit with slightly reduced accuracy (average AUC = 0.68; Fig. 3c and Extended Data Fig. 3c).

Histopathological associations with copy number alterations. The same approach revealed frequent associations between histopathological patterns and gain and losses of whole chromosomes or chromosome arms (Fig. 2a and Supplementary Table 2). Yet, no simple histopathological differences between individual glioblastomas were found, and around 10% of gains and losses were associated with a higher histopathological grade (Fig. 2d). The most frequently associated gain was +8q, as identified in 12 different cancer types. Conversely, loss of chromosome arm 17p, which harbors the TP53 tumor suppressor gene, was identified in 12 cancers (Extended Data Fig. 4b).

Focal copy number alterations occur on the scale of several megabases and are thought to lead to oncogene amplification and tumor suppressor gene deletions. Based on a catalog of 140 variants (70 amplifications and deletions each)89, 53 out of 563 (9%) alteration–cancer pairs with more than ten recurrences showed significant histopathological associations, including ten amplifications and 43 deletions (FDR-adjusted P < 0.1; Fig. 2a,b and Supplementary Table 2). The cancer type with the largest number of significant focal copy number alterations was breast invasive carcinoma (four amplifications and 19 deletions). Notable examples include deletion of RB1 (13q14.2; AUC = 0.75; 95% confidence interval [95% CI] = 0.67 to 0.83) and deletion of PTEN (10q23.31; AUC = 0.69; 95% CI = 0.63 to 0.76), for which predictions based on histopathological subtypes were inferior (AUC = 0.67; 95% CI = 0.62 to 0.72 for RB1 and AUC = 0.56; 95% CI = 0.46 to 0.66 for PTEN).

Recurrently detected focal deletions involve CSMD1 (8p23.2; seven cancers) and PPP2R2A (8p21.2; seven cancers) (Supplementary Table 2). As these two deletions frequently co-occur (Cohen’s k = 0.88), it is possible that these histological associations reflect the same underlying alteration. Focal amplification of EGFRL (located at 7p11.2) in glioblastoma (AUC = 0.74; 95% CI = 0.69 to 0.78) was characterized by a distinct small cell morphology of cancer cells (Fig. 4a). This histopathological association has been noted previously41, although EGFRL amplifications do not exclusively define a molecular glioblastoma subtype42.

Driver gene mutations. Many oncogenic mutations are point mutations in cancer driver genes. Among all driver genes and cancers tested, 43 out of 151 (28%) gene–cancer pairs displayed significant histopathology associations involving 29 genes (FDR < 0.1; Fig. 2a and Supplementary Table 2). Interestingly, driver mutations in TP53—the most frequently mutated gene in cancers—could be detected in 12 out of 27 (44%) cancer types, including low-grade glioma (AUC = 0.84; 95% CI = 0.80 to 0.88), breast invasive carcinoma (AUC = 0.82; 95% CI = 0.78 to 0.87) and uterine cancer (AUC = 0.80; 95% CI = 0.73 to 0.87; Fig. 2b). Tumors with TP53 mutations were
generally less differentiated and showed higher-grade cell changes (Fig. 4b and Extended Data Fig. 4c).

A highly accurately predicted cancer driver gene was \textit{BRAF} in thyroid tumors, with an AUC as high as 0.92 (CI = 0.87 to 0.96), which was seemingly associated with a papillary morphology (Fig. 4c). While it is known that the prevalence of \textit{BRAF} mutations is only about 25% in follicular thyroid carcinomas (as opposed to 75% in classical papillary and tall cell thyroid carcinomas\textsuperscript{15,33}), these data indicate that the canonical histopathological classification may be further improved (AUC = 0.81; 95% CI = 0.69 to 0.93). A similar association was observed for \textit{PTEN} in uterine cancers, with an AUC of 0.82 (95% CI = 0.76 to 0.89; Extended Data Fig. 4d), in part...
due to the enrichment of PTEN mutations in endometrial cancer\textsuperscript{24}. When combined with histopathology subtypes, the AUC for PTEN mutations in uterine cancer increased to 0.92 (95% CI = 0.85 to 1). These widespread associations between genomics and histopathology illustrate how alterations either change cellular morphology or occur preferentially in a histopathologically distinct cellular context.

Transcriptomic associations reflect tumor composition and proliferation. Associations between gene expression and histopathology may not only reflect distinct tumor cell types with different morphological features, but also stromal and infiltrating immune cells. Overall, we found that 42% of all of the gene–cancer pairs tested showed an association between bulk transcriptome and histology across all cancer types (fivefold cross-validated $\rho > 0.25$; FDR < 0.1; Fig. 5a; Supplementary Table 2). For 6% of gene–cancer pairs, a correlation of $\rho > 0.5$ was found, and 0.2% displayed $\rho > 0.75$. Histopathological grade and subtype contributed to approximately 25% of these associations, but usually only accounted for a fraction of the signal (Fig. 5b,c). No obvious mechanistic insights were provided by the highest-scoring genes, yet many associations correlated with the extent of normal tissue. Interpretable trends emerged at the level of gene sets, showing that genes were enriched in pathways related to the immune system (24 cancers; $n = 106$ pathways), followed by cell cycle (11 cancers; $n = 76$ pathways) and signal transduction (20 cancers; $n = 59$ pathways; Fig. 5d), in broad agreement with recent reports\textsuperscript{21}.

The emerging association between histopathology and transcriptional signals of cell proliferation was further supported by an analysis of transcriptomic proliferation scores\textsuperscript{22}, which had histopathologically detectable signals in 25 out of 28 cancer types ($\rho > 0$; FDR < 0.1; Supplementary Table 2 and Extended Data Fig. 5a). While the histopathological patterns associated with high proliferation differed between cancer types, a common feature was elevated grade in tumors with high transcriptomic proliferation (eight out of ten cancers with available data; FDR < 0.1; Extended Data Fig. 5b,c). No systematic trends were observed in relation to histopathological and molecular tumor content (Extended Data Fig. 5d).

**Localization of immune cells.** Tumor-infiltrating lymphocyte (TIL) scores\textsuperscript{20} showed a significant $\rho$ with histology for all 28 cancer types ($\rho > 0$; FDR < 0.1), with $\rho = 0.73$ (95% CI = 0.6 to 0.82) for thymoma and notable correlations for breast cancer ($\rho = 0.59$; 95% CI = 0.52 to 0.64), bladder cancer ($\rho = 0.63$; 95% CI = 0.51 to 0.72) and lung adenocarcinoma ($\rho = 0.48$; 95% CI = 0.39 to 0.57; Supplementary Table 2). Tiles predictive of TILs indeed contained lymphocytes, which typically were relatively small cells with dark nuclei and scant cytoplasm, often occurring at high densities (Fig. 6a).

These associations were confirmed by a blinded evaluation of tile-level TIL counts and densities by two expert pathologists for three representative cancer types (Fig. 6b, Extended Data Fig. 6a,b and Methods). Of note, tile-level predictions were independent of the bulk molecular TIL score, confirming the algorithm's ability to localize the TIL signal to specific areas ($P = 3 \times 10^{-4}$ for bladder; $P = 6 \times 10^{-4}$ for breast; $P = 3 \times 10^{-4}$ for lung adenocarcinoma; Wald test, including whole-slide TIL score). Although a transcriptomic training approach is likely to be inferior in its ability to map histopathological patterns of TILs compared with training on histopathologically labeled image areas\textsuperscript{2}, it compares favorably in reconstructing overall molecular TIL signals (Fig. 6c).

Patterns of lymphocytic infiltration are recognized prognostic and therapeutic biomarkers\textsuperscript{11,13,15}. On many slides, predicted TIL densities appeared relatively uniform, perhaps as a consequence of learning from bulk signals (Fig. 6d, top and middle panels); however, in other cases, the signals stemmed from confined regions containing defined lymphocytic aggregates (Fig. 6d, bottom panel). Given that the algorithm was never provided with explicitly labeled tiles, it is remarkable that these localized patterns of TILs were automatically learned to be a feature shared by a subset of tiles from different slides with a high overall transcriptomic TIL signal.

**Prognostic effects across cancer types.** There was a significant association of computational histopathological features with overall survival in 15 out of 18 cancer types with available data (family-wise error rate (FWER) < 0.05; mean concordance, $C = 0.6$; range: 0.53 to 0.67; Methods, Fig. 7a and Supplementary Table 3). Compared with canonical histological subtypes and grades, which are routinely used to assess prognosis, the computational histopathological features showed a significant improvement in 10 out of 16 cancer types. This prognostic signal remained measurable in the majority of these cancer types, even when further including age, gender and tumor stage (Fig. 7b, Extended Data Fig. 7 and Supplementary Table 3). As illustrated by the survival curves, PC-CHIP may be used to refine existing stage-based prognosis in breast, head and neck, and stomach cancer, as well as (to a lesser extent) clear cell renal cell carcinoma.

![Histopathological characteristics of driver mutations.](image-url) **Fig. 4** | **Histopathological characteristics of driver mutations.** a–c. Example tiles indicating the presence (left) and absence (right) of particular genomic alterations: EGFR-amplified glioblastoma (a); TP53 mutant breast cancer (b); and BRAF mutant thyroid cancer (c). For each panel, four representative tiles from the 100 best-predicted tiles are shown. Scale bars: 100 μm.
Fig. 5 | Widespread associations between histopathology and gene expression. a, Boxplots of cross-validated Spearman’s rank correlation (\(\rho\)) between whole-tumor messenger RNA expression levels and histopathological features for significant associations (defined as \(\rho > 0.25\) and Fisher’s combined \(P\)-value\(^{45}\) from a two-sided test\(^{45}\), adjusted\(^{46}\) to FDR < 0.1) across cancer types (n=17,256 genes tested for each cancer type; the number of samples for each cancer type is stated in the x-axis labels). The fraction of significant genes is shown at the bottom. Individual \(P\)-values for each gene are available in Supplementary Table 2h. b, Pie charts showing the fraction (number) of genes (subtypes, grades, and subtypes and grades) that can be predicted by PC-CHiP only, by histology only, and by both combined, in cancer types with available histological information (20 for subtypes and ten for grades). c, Boxplots showing the distribution of predicted Spearman’s \(\rho\) values for genes using PC-CHiP compared with those using histological subtypes and grades combined for each cancer type with available information (\(n=207,258\) gene–cancer pairs from ten cancer types tested). All boxplots demarcate quartiles and median values, while whiskers extend to 1.5 times the interquartile range. d, Gene Ontology analysis for significant genes (\(n=203,373\) transcript–cancer pairs tested; only pathways with FDR < 0.1 from a paired \(t\)-test are shown).

Fig. 6 | Transcriptomic associations reveal immune infiltration and stromal cell types. a, Example tiles of predicted TIL-rich (top) and TIL-poor regions (bottom) from hepatocellular carcinoma, thymoma and breast invasive carcinoma. For each cancer type, four representative examples selected from the 100 best-predicted tiles are shown. b, Systematic blinded assessment of TIL densities by two expert pathologists for three different cancer types (\(n=150\) for each cancer). Each boxplot shows the predicted TIL scores from PC-CHiP for tiles with different TIL densities, as independently evaluated by pathologists. Boxplots depict quartiles and median values, while whiskers extend to 1.5x the interquartile range. PV values for the PC-CHIP score were determined from a binomial generalized linear model with TIL fraction as the response and the additional covariate of whole-slide molecular TIL score. c, Spearman’s rank correlation (\(\rho\)) between transcriptomic TIL scores and computational TIL regional scores derived from ref.\(^{39}\) (left) and PC-CHIP predictions (right) for 13 cancer types. d, Example slides with high (top row), low (middle row) and localized TILs (bottom row). From left to right are the original hematoxylin and eosin-stained slides, predicted spatial TIL scores and example tiles with high and low TILs. Example tiles were manually selected from the best-predicted tiles. Scale bars in a and d: 100\(\mu\)m.

Reassuringly, many of the prognostic histopathological associations automatically learned by computer vision reflect distinct cancer subtypes, as for low-grade gliomas (Fig. 7c). Other features, including necrosis\(^{28}\) and high tumor grade, are associated with poor prognosis across tumor types. In contrast, a higher degree of differentiation\(^{39}\) and the presence of TILs are usually associated with a favorable risk\(^{28}\). Favorable and unfavorable patterns can frequently be identified on the same slide. This highlights the ability of computer vision to deconvolve the content of large tissue sections into molecularly and prognostically distinct areas (Fig. 7d), with necrosis and lymphocytic aggregates detected on the same specimen. Similarly, areas of low- and high-grade tumor differentiation identified on the same slide produced favorable and unfavorable risk predictions.

Validation on external cohorts. The PC-CHIP algorithm exhibited good generalization on two breast cancer validation cohorts,
comprising fresh-frozen hematoxylin and eosin-stained slides from the Molecular Taxonomy of Breast Cancer International Consortium (METABRIC; n = 471) and the Breast Cancer Somatic Genetics Study (BASIS) consortium (n = 151). The vast majority of genomic associations could be replicated in both cohorts, including associations with TP53 mutations and WGD, with only a moderate drop in accuracy (Fig. 8a,b, Extended Data Fig. 8a and Supplementary Table 4). Similarly, at least 59% (FDR < 0.1) of transcriptomic predictions were recovered in the METABRIC cohort with comparable correlation levels (Fig. 8c and Extended Data Fig. 8b). A subset of both cohorts contained pathologist-evaluated TIL categories, which confirmed the predicted trends, and the algorithm’s ability to localize TILs on a given slide was evident in both cohorts (Fig. 8d,f). Prognostic associations were replicated in both cohorts, although at reduced accuracy, particularly in METABRIC (Fig. 8c,e). As in the TCGA training data, the algorithm identified necrotic areas and TILs on slides from both cohorts as unfavorable and favorable prognostic markers (Fig. 8g).

Of note, there was a considerable tissue misclassification of tiles from the validation cohorts, possibly due to different file formats (Supplementary Table 4). Indeed, JPEG quality had a strong confounding effect on histopathological feature representation and tissue classification in the TCGA cohort (Extended Data Fig. 9a,b). Yet, these biases were mostly confined to the initial classification task and were largely mitigated by PC-ChiP’s tissue-aware transfer learning, as confirmed by the high validation rate of molecular associations. Biases of the histopathological feature representation could be further reduced using a file format-aware Inception-V4 architecture and additional data augmentation, which led to a slight drop in the tissue classification accuracy (average AUC = 0.95; Methods, Supplementary Table 4 and Extended Data Fig. 9c,d). Transfer learning using histopathological features from the modified architecture produced similar molecular and prognostic associations in TCGA and moderately improved the strength of associations in the METABRIC cohort, but not evidently in the BASIS cohort (Extended Data Fig. 10a–d).

Discussion
The results presented here provide a molecular basis for the histopathological observation that tumors are a diverse cellular ecosystem, and offer new ways to histologically deconvolute and map its molecularly defined content. Our findings demonstrate that links between a tumor’s morphology and its molecular composition can be found in every cancer type and for virtually every class...
of genomic and transcriptomic alteration. WGDs were characterized by (and likely caused) nuclear enlargement and increased nuclear intensities, reflecting abnormal chromatin content. Other alterations, such as EGFR amplifications or BRAF mutations, were associated with a distinct histology and it is currently unknown whether this is a consequence of the alteration or an indication that these mutations preferentially occur in particular cell types. Furthermore, a broad range of transcriptomic correlations were found reflecting stromal content, immune cell infiltration and cell proliferation.

In the majority of cancer types, computational histopathological features showed a good level of prognostic relevance, substantially improving prognostic accuracy compared with conventional grading and histopathological subtyping alone. While it is very remarkable that such predictive signals can be learned in a fully automated fashion, there was no measurable improvement over a full molecular and clinical workup. This might be a consequence of the far-ranging relationships between histopathological and molecular phenotypes described here, implying that histopathology is a reflection of the underlying molecular alterations rather than an independent trait. Yet, it probably also highlights the challenges of combining histopathological signals from different areas of the same tumor, which requires very large training datasets for each tumor entity.

One of the main current limitations of the study is that the training was performed on fresh-frozen tissue sections. These provide a better preservation of molecular content compared with formalin-fixed paraffin embedding, which is the diagnostic standard due to a better preservation of tissue morphology. Also, without further algorithmic amendments, there was a considerable dependence of the histopathological feature representation on image compression algorithms and their parameters, which could in part be mitigated by transfer learning. Given the sensitivity of deep learning algorithms and the associated risk of overfitting, it appears mandatory to critically assess whether discoveries could be explained by technical artefacts, and also whether algorithms are applicable to new datasets with different image properties.

While the pervasiveness of associations between histopathology and molecular traits is remarkable, at present, they are too weak to replace genetic or transcriptomic tests. However, we expect at least some associations to become more accurate using improved algorithms and larger, ideally spatially annotated training cohorts. Yet histopathological annotation is possible only for patterns known beforehand, and molecular spatial annotation currently has low throughput, but may become possible with spatial transcriptomic and sequencing technologies. Direct training on the molecular trait of interest, or ideally multi-objective learning, may provide superior results compared with transfer learning, which risks missing patterns that are irrelevant for the initial classification task. Alternatively, convolutional rather than linear transfer learning has been shown to yield promising results for transcriptomic associations. Also, less complex CNN architectures may suffice for classifying histopathology patterns, because tumor sections have a defined scale, unlike everyday images.

Looking forward, our analyses reveal the potential for using computer vision alongside molecular profiling. While the eye of a trained human pathologist constitutes the gold standard for recognizing clinically relevant histopathological patterns and definitive diagnosis, computers have the capacity to augment these tasks by sifting through millions of images to retrieve similar patterns and establish associations with known and novel traits. Taking the overlays presented in this study as examples, it is possible to imagine computationally augmented and molecularly informed histopathology workflows enabling more precise and faster diagnosis and prognosis in the future.
Methods

Images. We collected 17,355 hematoxylin and eosin-stained histopathology slides of 10,452 patients with 28 broadly defined cancer types from TCGA via the Genomic Data Commons Data Portal (https://portal.gdc.cancer.gov/), including normal and primary tissue samples. Sample inclusion criteria defined by TCGA required primary untreated samples, frozen and sufficiently sized resection samples and at least 60% tumor nuclei (https://www.cancer.gov/about-nci/organization/ccg/research/structural-genomics/tcga/studied-cancers). Scanned slides usually depict the top and bottom section of the tissue block used for molecular analysis. Only tissue types with at least 50 images with a magnification greater than 20X were included in this study. We first cropped the whole slides into tiles of 512 pixels × 512 pixels, with an overlap of 50 pixels, at 20X magnification. We then removed blurred and non-informative tiles by filtering on the weighted gradient magnitude (using Sobel operator, tiles with a weighted gradient magnitude smaller than 15 for more than half of the pixels were removed). Tiled from tumor samples with a tumor purity ≥85% were used in training/validation to avoid mislabeled tiles in the training process. To avoid bias caused by image preparation in individual laboratories, we randomly selected 80% of images for training, 1,338,534 tiles from 1,682 slides for validation, and 6,547,172 tiles from 7,628 slides for testing.

PC-CHIP. A pretrained Inception-V4 (ref. 35)—a deep CNN—was used to classify tiles into 42 classes and to extract histopathological features from each tile. We applied sample-specific label smoothing—an adapted version of the label smoothing approach introduced in ref. 38 (ref. 39)—in each model/layer/epoch) to absorb overfitting, in short, for a sample of size i, we set the ground-truth distribution \( q(k) = p_i \) for \( k = 1 \) and \( q(k) = (1 – p_i)/k-1 \) for \( k \neq 1 \), where \( n_i \) is the total number of classes, and \( p_i \) is the tumor purity of the sample. The model was trained in TensorFlow using Slim (https://github.com/\textregistered;google-research\textregistered;tf-slim) with the default hyperparameters for 100,000 steps (\( \leq 1 \) epoch). The scripts used for training are available from GitHub (https://github.com/\textregistered;gerstung\textregistered;lab/PC-CHIP), and the retrained model checkpoints are available from the BioStudies database (https://www.ebi.ac.uk/biostudies/) under accession number S-BST292.

We retrieved the probability for all 42 classes for each tile, and the associated 1,536 histopathological features from the last hidden layer of the trained Inception-V4. As in practice the cancer site is usually known, we also computed tumor versus normal classification within cancer types for each tile by comparing tumor versus normal classification within cancer types for each tile by comparing the undesired effects of different image qualities and prevent them from being implicitly learned on the deeper layer of the model. The predictive accuracy was evaluated within each cancer type to avoid reporting associations driven by different prevalence and levels of molecular traits across cancer types. Example tiles and slide overlays shown in this study were from hold-back validation folds.

Genomic alterations. Point mutations (single-nucleotide variants and short deletions and insertions) were called using CaVEMan and Pindel algorithms plus a set of dedicated post-processing filters, as described previously, for 8,769 patients from the TCGA cohort. Absolute copy number was called using the ASCAT algorithm. WGD status was determined using the criteria proposed by Chromosome and chromosome arm level gains and losses were retrieved from ref. 41. Focal amplifications and deletions were based on the regions defined in ref. 42. For each of the amplified regions, samples with an absolute copy number of at least 60% of the sample were called amplified. For each of the deleted regions, only samples with ≤1 copy not present in WGD were considered to be deleted. We performed LASSO regularization to regress to classify the gain, loss or non-alteration of 56 chromosomes or chromosome arms. We applied logistic regression with LASSO penalization for dichotomous genomic alterations. For alteration, AUCs were then calculated in one versus the rest fashion (for example, gain versus not altered and loss) for each cancer type using the statistical procedures described in the section ‘Transfer learning.’

Gene expression. Log-transformed upper-quantile normalized gene expression from RNA sequencing data was used as a readout. We performed linear regression with LASSO penalization on 17,256 genes that were expressed in at least 60% of the samples. The Spearman’s rank correlation (\( \rho \)) and predicted explained variance (\( R^2 \)) were calculated for each gene–cancer pair to evaluate the model performance. Associated Pvalues for \( \rho > 0 \) were estimated by Spearman’s rank correlation test. The Pvalues were then corrected controlling the FWER using the method of Benferroni. To identify functionally classes of genes that can be predicted by histopathology features, we then performed gene set enrichment analysis for a collection of REACTOME pathways. A normalized enrichment score and Pvalue were calculated for each pathway in each cancer type. The Pvalues were corrected to control for the FDR. Finally, we performed regression on the gene expression-based proliferation score and TIL signature using the same method used for single-gene expression.

Prognostic associations. Survival analysis was performed using penalized Cox’s proportional hazard regression using a mixture of \( L_1 \) and \( L_2 \) regularization, often referred to as the Cox elastic net. To evaluate discriminative performance, we used Harrell’s C Index as a measure of the concordance between predicted and actual risk. To obtain a scalable and sparse solution, we deployed proximal gradient descent updates. Due to the large-scale nature of the problem, an exhaustive hyperparameter search was infeasible. Therefore, hyperparameters, in particular \( L_1/L_2 \) penalization strength, were automatically determined using Bayesian optimization. Twenty repetitions of fivefold cross-validation were used to evaluate model performance. Each fold was further split into a training set (85%) and a validation set (15%) as described previously. A total of six models, each combining different combinations of variables, were evaluated for specific cancer types from TCGA. Cancers were included in the analysis if the sample size was at least 160 individuals and censorship was <90%. The first model (histology) contained the histological subtype and the corresponding tumor grade information. Routine clinical information for each individual included age, gender, tumor location, primary tumor site, and the histopathology features form the second model (clinical). The third model (clinical + expression) was a combination of clinical and gene expression data. Model four (PC-CHIP) used the extracted histopathological features from the CNN. Model five (clinical + PC-CHIP) contained the histopathology features and the clinical data. Lastly, Model six (all) was a set of all covariates. If observations were missing, they were excluded from the gene expression data, mean imputation was applied. The gene expression data comprised the first 30 components of a principal component analysis. For the survival analysis with the histopathology features, each extracted tile was used as an individual observation. A global risk estimate was obtained using the average risk across the tiles from a patient. Three different strategies were employed to assess the value of adding PC-CHIP to models based on conventional variables. First, it was tested whether the cross-validated linear predictor obtained using PC-CHIP alone added significant signal in a multivariate model. Second, it was assessed whether the pretrained predictor based on PC-CHIP improved the concordance \( C \) in a cross-validation statistic using Fisher’s method to assess whether there was a measurable level of association across folds. Combined Pvalues were then adjusted to control the FDR across the entirety of cancer–alteration pairs tested using the method of Benjamini and Hochberg. 95% CIs for the average AUC across folds were estimated using the cvAUC R package. To compare the predictive accuracy of histopathological features with conventional histopathological evaluation methods, we built generalized linear models to predict genomic alterations using histological subtypes or histological grades. AUC values and adjusted Pvalues were calculated as described above using the same fivefold split. Average cancer tissue types and the corresponding 95% CIs were calculated using a tanh−1 Fisher transformation. The predictive accuracy was evaluated within each cancer type to avoid reporting associations driven by different prevalence and levels of molecular traits across cancer types. Example tiles and slide overlays shown in this study were from hold-back validation folds.

Transfer learning. Regularized generalized linear models, which are broadly analogous to linear regression with L1 regularization, are used to learn molecular associations for each image tile. These models used the set of 1,536 histopathological features and the tissue type encoded as additive indicator variables as predictors, and were fitted using the glmnet R package. Per-slide predictions were calculated by averaging the prediction of all tiles within that slide. To avoid normal contamination, only samples with a tumor purity of ≥85% were included during training. The model performance was reported by the mean predicted accuracy of fivefold cross-validation, split at the level of patients. A total of 100 tiles were randomly selected from each whole slide for genomic alterations, and 50 tiles were selected for gene expression. Within each fold, tenfold cross-validation was used to select the glmnet regularization parameters (folds split at the patient level). For each of the five folds, a Pvalue was calculated by evaluating model predictions on the held-back fifth using Wilcoxon’s rank-sum test\(^{14-16} \) for categorical predictions of genomic data (equivalent to using AUC as a readout), or Spearman’s rank correlation test\(^{17} \) for quantitative predictions of transcriptomic data. The resulting five Pvalues from each test were combined into a single PValue statistic using Fisher’s method to assess whether there was a measurable level of association across folds. Combined Pvalues were then adjusted to control the FDR across the entirety of cancer–alteration pairs tested using the method of Benjamini and Hochberg. 95% CIs for the average AUC across folds were estimated using the cvAUC R package. To compare the predictive accuracy of histopathological features with conventional histopathological evaluation methods, we built generalized linear models to predict genomic alterations using histological subtypes or histological grades. AUC values and adjusted Pvalues were calculated as described above using the same fivefold split. Average cancer tissue types and the corresponding 95% CIs were calculated using a tanh−1 Fisher transformation. The predictive accuracy was evaluated within each cancer type to avoid reporting associations driven by different prevalence and levels of molecular traits across cancer types. Example tiles and slide overlays shown in this study were from hold-back validation folds.
setting. Third, a likelihood boosting approach was used to train Cox models from scratch, combining clinical/gene expression data with the histopathology features. To compare predictive performance across models, we examined the distribution of concordance indices across folds, as well as the mean difference concordance within folds. Furthermore, we used a paired Wilcoxon signed-rank test to compare C estimates across models. To account for multiple comparisons, we used the Holm–Bonferroni correction as the FWER procedure. Survival curves were estimated using the Kaplan–Meier estimator.

External validation using the METABRIC and BASiS dataset. Hematoxylin and eosin-stained slides from frozen tissue samples were downloaded and tiled into 512 pixel x 512 pixel tiles at 20x magnification in the same fashion as in TCGA. WGD status was calculated using the methods described previously59. The amended Inception-V4 architecture preprocessing scripts are available from GitHub [https://github.com/gerstung-lab/PC-CHIP], and the retrained model checkpoints are available from the BioStudies database [https://www.ebi.ac.uk/biostudies/] under accession number S-BBST292. Per-slide predictions for METABRIC and BASiS were calculated using all tiles.

Expert blinded assessment of TIL counts. To assess whether predicted TIL levels reflected the true level of immune cells for individual tiles, we randomly selected 150 tiles with different levels of TILs from three cancer types: breast, bladder and lung cancer (each set of 50 tiles were from the highest 10% quantile, the 50–70% quantile and the lowest 10% quantile, respectively). The number of TILs for each tile was independently evaluated by two expert pathologists, who were blinded to the predicted scores. The total number of nuclei was automatically learned using the algorithm described59. The relationship between the predicted TIL scores from PC-CHIP, the slide-level transcriptomic TIL scores and the true TIL scores was modeled using multiple linear regression.

Statistics and reproducibility. All statistical procedures were conducted as outlined above. Data from previously published studies were obtained from the sources stated below. Only tissue types from TCGA with at least 50 images with a magnification greater than 20x were included in this study. Histopathology slides with at least 85% tumor content (existing histopathological information) were used for training. Reproducibility of the image classification analysis was controlled using a randomly selected set of patients for evaluation. Fivefold cross-validation and subsequent hypothesis testing with multiple testing adjustment was performed to control for errors in genomic, transcriptomic and prognostic associations. The validity of discoveries was assessed on two validation cohorts (METABRIC and BASiS). No statistical method was used to predetermine the sample size. The experiments were not randomized. The investigators were not blinded to allocation during the experiments and outcome assessment, except for the histopathological assessment of TILs.

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Data availability TCGA data (images, as well as genomic, transcriptomic and clinical data) are publicly available from http://gdac.cancer.gov. For METABRIC, images and genomic and transcriptomic data are available under controlled access at the European Genome-phenome Archive (https://ega-archive.org/) under study accession EGAS00000000098, and clinical data are available at https://www.cbioportal.org/. For BASiS, genomic data are freely available from ftp://ftp.sanger.ac.uk/pub/cancer/Nik-Zainal/BIAS-BreastGenomes, clinical data are published44, and histopathology images are available under controlled access at the European Genome-phenome Archive via accession EGAS00001001178. All other data supporting the findings of this study are available from the corresponding author upon reasonable request. Source data are provided with this paper.

Code availability The computational histopathology algorithm and analysis code are available at https://github.com/gerstung-lab/PC-CHIP. The retrained checkpoints for Inception-V4 and amended Inception-V4 architecture are available from the BioStudies database [https://www.ebi.ac.uk/biostudies/] under accession number S-BBST292. Source data are provided with this paper.
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Extended Data Fig. 1 | Computational histopathological features discriminate between different tissue types. a, UMAP dimensionality reduction representation of the 1,536 histopathological features from randomly selected tiles colored by groups of cancer types (n=200 tiles per tissue type and JPEG quality). b, Example tiles from H&E-stained tissue sections of normal and tumor samples from different cancer types (arranged by row, manually selected from best predicted tiles). All tiles are manually selected from best predicted tiles.
Extended Data Fig. 2 | The distribution of predicted tumor purity by histopathological features for samples with different histopathologists evaluated tumor purity. Each boxplot corresponds to one cancer type, each box corresponds to the predicted tumor purity from histopathological features for samples with the histopathologist evaluated tumor purity indicated on x-axis (total number of slides n=14,862). Boxplots depict the quartiles and median, whiskers extend to 1.5x the inter quartile range.
Extended Data Fig. 3 | Pan-cancer morphological features of whole genome duplications. **a**, Distribution of cell nucleus size and intensity of samples with and without WGD. Each dot in the scatter plot corresponds to one of 12,000 tiles that were randomly selected across cancer types. The cell nucleus size and intensity were calculated using Cell Profiler with a pipeline provided by the software provider. Boxplots depict the quartiles and median, whiskers extend to 1.5× the inter quartile range. **b**, AUC from PC-CHiP (y-axis) compared to hard coded features (x-axis) for a set of n=500 randomly selected tiles for each cancer type. Each dot represents a cancer type. Error bars correspond to 95% confidence intervals. **c**, Histopathological prediction of WGD using 5-fold cross validation (red) and models trained leaving out one cancer type (blue). Error bars correspond to 95% confidence intervals estimated by bootstrap resampling.
Extended Data Fig. 4 | Example tiles for associations between computational histopathological and genomic alterations. a, Four example tiles for chromosome 8q gain (left column) and wild type (right column) breast invasive carcinoma (top row) and esophageal carcinoma (bottom row). b, Four example tiles for chromosome 17p loss (left column) and wild type (right column) for colon adenocarcinoma (top row) and lung squamous cell carcinoma (bottom row). c, Four example tiles for TP53 mutated (left column) and wild type (right column) liver cancer (hepatocellular carcinomas). d, Four example tiles for PTEN mutation (left column) and wild type (right column) for uterine cancer. Representative tiles are selected from 100 best predicted tiles.
Extended Data Fig. 5 | Histopathological associations with transcriptomic cell proliferation scores. a, Example tiles for low proliferation (top row) and high (bottom row) for breast invasive carcinoma, liver hepatocellular carcinoma, thymoma and lung adenocarcinoma. Four example tiles manually selected from best predicted tiles are shown for each tumour type. b, Boxplots show the different transcriptomic proliferation score for tumors with different histological grades for 10 cancer types with available data (n=11,080). G1-G4 corresponds to different grades with G1 being the lowest and G4 the highest, GX stands for “Grade cannot be assessed”, GB stands for “Borderline grade”. p-values were calculated by ANOVA. Boxplots depict the quartiles and median, whiskers extend to 1.5× the inter quartile range. c, Figure shows the increases of predictive accuracy of proliferation score from PC-CHiP compared to conventional histological grades. Each line represents one cancer type with the same colors as in Fig. 1e–g. d, Barplots showing the correlation of transcriptomic proliferation score and the tumor purity estimated by ASCAT (at patient level), histopathology (at patient level) and predicted tumor probability from PC-CHiP (at tile level) in each cancer (n=10,762 tumor samples for ASCAT, n=11,080 tumor samples for histopathology and n=6,188 tumor samples for PC-CHiP).
Extended Data Fig. 6 | Accuracy of TIL scores predicted by PC-CHiP. **a**, Systematic blinded assessment of TIL raw counts by two expert pathologists for three different cancer types (n=150 for each cancer). Each box plot shows the predicted TIL scores from PC-CHiP for tiles with different TIL raw counts, as independently evaluated by pathologists. **b**, Publically available slide-level TIL data displays lower concordance compared to with systematic blinded assessment of TIL (n=372 tiles). Each box plot shows the slide level TILs evaluation from TCGA for tiles with different TIL raw counts. Boxplots depict the quartiles and median, whiskers extend to 1.5x the inter quartile range.
Extended Data Fig. 7 | Patient risk stratification using histopathological features. Kaplan-Meier curves for high and low risk groups in different tumor types and stages. a, breast invasive carcinoma. b, stomach adenocarcinoma. c, head and neck squamous cell carcinoma. Only tumor stages with at least 20 patients are shown. Hazard ratios (HR) and the corresponding 95% confidence interval were computed using a Cox proportional hazards model.
Extended Data Fig. 8 | Overall performance of PC-CHIP in validation datasets. a, The validation accuracy in METABRIC (blue) and BASIS (green) datasets compared to TCGA dataset (red) for each significant association discovered in TCGA indicated at the bottom (total number of genomic alterations tested n=82). Each point corresponds to the predicted AUC for the genomic alteration indicated at the bottom. Error bars correspond to 95% confidence intervals. p-value estimated from Wilcox’s rank sum test and adjusted using FDR. b, The distribution of correlation between predicted and true transcript level in METABRIC (x-axis) compared to those in TCGA (y-axis). Each dot represents a gene (n=14,756 genes); blue dots are the genes that can be validated in METABRIC (Spearman’s rank correlation ρ > 0, p-value estimated using two sided t-test, adjusted FDR<0.1).
Extended Data Fig. 9 | Histopathological feature representations before and after retraining of Inception-V4. UMAP representation of the histopathological features from the original Inception model (n=200 tiles randomly selected for each tissue type/JPEG quality) (a, b) and the modified, retrained architecture (c, d). a, lung adenocarcinoma, squamous cell carcinoma and normal lung tissue highlighted. b, breast tumor and normal from TCGA and breast tumor from METABRIC highlighted. c, as in a, but for the modified architecture. d, as c based on the modified architecture. In each figure, the plot on the right side is colored by tissue type and the plot on the left side is colored by jpeg quality.
Extended Data Fig. 10 | Molecular associations before and after retraining of Inception-V4.  

**a**, AUC for selected genetic alterations and survival for the original and modified Inception architecture. Error bars denote 95% confidence intervals. Sample sizes are \( n = 149 \) tumor samples for BASIS; for METABRIC, \( n = 454 \) tumor samples were used for WGD status and copy number alterations; \( n = 434 \) tumor samples were used for driver gene mutations. Additional details can be found in Supplementary Table 4.  

**b**, Whole-slide average histopathology predictions for TILs from the modified network (\( x \)-axis) relative to expert pathologist categories (\( y \)-axis). Boxplots depict the quartiles and median, whiskers extend to 1.5\times the inter quartile range. Shown are \( n = 36 \) tumor samples for METABRIC and \( n = 129 \) tumor samples for BASIS with available TIL annotation.  

**c**, Distribution of validated (deep green), indeterminate (light green) and invalid (gray) associations in METABRIC and BASIS across different alteration types. Distribution of validated (deep green), indeterminate (light green) and invalid (gray) transcriptomic associations in METABRIC. Sample sizes for genomic associations as in **a**; \( n = 456 \) tumor samples were used for transcriptomics. Details can be found in Supplementary Table 4.  

**d**, Scatterplots of genomic and transcriptomic association strengths based on the original (\( x \)-axis) and modified (\( y \)-axis) Inception model for the TCGA cohort. Predictions from the original model are five-fold cross-validated, while those of the modified architecture are evaluated on a single 70% training / 30% testing split. Sample sizes and the number of alterations tested can be found in Supplementary Table 5.
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As this study was a re-analysis of available data, no additional software was used for data collection.

**Data analysis**

- OpenCV 4.1.1
- OpenSlide 3.4.1
- Python 3.4
- Numpy 1.17.3
- tensorflow 1.12
- TF-slim 1.0
- R 3.3.1
- glmnet 3.0.2
- pROC 1.15.3
- cvAUC 1.1.0

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors/reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Research guidelines for submitting code & software for further information.

Data

Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable:

- Accession codes, unique identifiers, or web links for publicly available datasets
- A list of figures that have associated raw data
- A description of any restrictions on data availability

TCGA data (images, genomic, transcriptomic and clinical data) is freely available from http://gdc.cancer.gov. For METABRIC, images, genomic and transcriptomic
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Life sciences study design

All studies must disclose on these points even when the disclosure is negative.

| Sample size | This was an exploratory analysis using available data from TCGA. No formal sample size calculations were made. Therefore the analysis does not provide evidence for absence of effects. |
|-------------|--------------------------------------------------------------------------------------------------|
| Data exclusions | No exclusion criteria were pre-established. Only tissue types with at least 50 images with a magnification greater than 20X are included in this study. Tissue with poor quality were removed (Methods, Images). Slides were excluded for the initial classification and molecular association testing if the tumour purity was lower than 85%. All slides were included for survival analyses. |
| Replication | The replication of the findings was assessed using 5 fold cross validation (classification, genomic, transcriptomic associations and survival). Findings for breast cancer were validated using data from the METABRIC and BASIS studies. 80/82 and 66/82 genomic associations replicated in METABRIC and BASIS, respectively (AUC > 0.5), as well as 85% of transcriptomic associations replicated in METABRIC (rho > 0). These results are shown in Figure 8, Extended Data Figure 8 and Supplementary Table 4. |
| Randomization | No experimental groups were defined. |
| Blinding | A blinded evaluation of Tumor Infiltrating Lymphocytes was performed by 2 expert pathologists independently on a set of randomly selected tiles for low, intermediated and high TIL predictions for 3 cancer types (bladder, breast and lung cancer). |

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

### Materials & experimental systems

| n/a | Involved in the study |
|-----|-----------------------|
| ☑   | Antibodies           |
| ☑   | Eukaryotic cell lines |
| ☑   | Palaeontology        |
| ☑   | Animals and other organisms |
| ☑   | Human research participants |
| ☑   | Clinical data        |

### Methods

| n/a | Involved in the study |
|-----|-----------------------|
| ☑   | ChIP-seq              |
| ☑   | Flow cytometry        |
| ☑   | MRI-based neuroimaging |