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Abstract

This work concerns the analysis of wave propagation in random media. Our medium of interest is sea ice, which is a composite of a pure ice background and randomly located inclusions of brine and air. From a pulse emitted by a source above the sea ice layer, the main objective of this work is to derive a model for the backscattered signal measured at the source/detector location. The problem is difficult in that, in the practical configuration we consider, the wave impinges on the layer with a non-normal incidence. Since the sea ice is seen by the pulse as an effective (homogenized) medium, the energy is specularly reflected and the backscattered signal vanishes in a first order approximation. What is measured at the detector consists therefore of corrections to leading order terms, and we focus in this work on the homogenization corrector. We describe the propagation by a random Helmholtz equation, and derive an expression of the corrector in this layered framework. We moreover obtain a transport model for quadratic quantities in the random wavefield in a high frequency limit.

1 Introduction

This work is motivated by the study of electromagnetic wave propagation in sea ice. The latter is a formidable complex multiscale material, as a composite of pure ice, brine pockets, and air inclusions of different sizes, shapes, and contrasts. Sea ice is often represented as a layered medium, where the volume fraction and the nature of the inclusions vary from layer to layer. Sea ice is dispersive, mostly because of the high salt content of brine, and anisotropic due to the particular elongated shape of the brine pockets. Its physical properties, e.g. complex permittivity, depend on various parameters such as the temperature and the salinity, and there is quite a large literature on experimental estimations of such quantities, see e.g. the monograph [25]. From a theoretical viewpoint, sea ice is modeled by a background (the pure ice), with randomly located inclusions of brine and air with shapes following some appropriate statistical distributions. There is usually a distinction between the young ice that is a few meters thick, and the multi-year ice that can be up to ten meters thick [17].

The problem we are interested in here is the estimation, from radar data, of the thickness of the sea ice layer together with its effective permittivity. The particular experimental
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configuration we consider is that of a plane, equipped with a radar system, flying at a given height and along a given path. The main question is then to determine whether the layer is sufficiently thick for the plane to land. The essential difficulty in doing so is that the beam emitted by the radar system is not perpendicular to the sea ice layer, but impinges on it with a given angle (the reason for this is to remove the so-called left-right ambiguity in some radar systems).

This difficulty is explained as follows. In the frequency range the radar operates, say from 100MHz to 1GHz (higher frequencies do not penetrate well in the sea ice, see e.g. [9], and are therefore not adequate for our purpose), there is a clear separation of scales between the wavelength and the size of the inclusions: typical numbers given in [26] are 5mm for the air bubbles radius, and 5mm for the major axis of brines pockets with 0.025mm for the transversal axis; since the wavelength ranges from about 30cm to a few meters, it is then always significantly larger than the inclusions. This corresponds to a homogenization regime, where wave propagation in a highly heterogeneous medium is accurately approximated by wave propagation in a constant, effective medium. Note that even though the volume fraction of the brine pockets is not too large (10% for brine pockets, 25% for air bubbles in some appropriate conditions [26]), their effect is not negligible due to their very large contrast: while the dielectric constant of pure ice is about 3.14 with essentially no absorption, that of brine is about 70 with an absorption of 20 [26].

If the plane is at an altitude of 50 to 100 meters, we can assume that waves propagating in the air are in a high frequency regime, and therefore that ray theory applies. The consequence of this is, within the homogenization/ray theory picture and assuming the air/sea ice interface is flat, that there should simply be no backscattered signal at the antenna as an application of Snell-Descartes laws. This is of course not the case in practice, and means that what is measured at the detector corresponds to correctors to these approximations. Deriving models for these measurements is the main objective of this work.

There are various sources of corrections to the homogenization/ray theory description: (i) surface roughness at the air/sea ice interface (ii) surface roughness at the sea ice/seawater interface (iii) surface roughness between layers in the sea ice (iv) correctors to the geometrical optics approximation (v) correctors to the homogenization limit. Besides, a complete description of the electromagnetic wave propagation in the sea ice involves the resolution of Maxwell’s equations, in particular in order to account for anisotropy and polarization effects. Our ultimate goal is then to treat (i)-(v) in Maxwell’s picture to model the backscattered signal. This is an extremely challenging task to account for all these phenomena at once, all the more in the context of Maxwell’s equations. We decided therefore to start our program by designing a simplified, yet realistic, model for wave propagation that retains the essential feature of the true physical situation, namely that the measured data are essentially obtained from corrections to the homogenization/ray theory approximation.

We will then describe the propagation by a scalar wave equation, namely the Helmholtz equation, ignoring anisotropy and polarization. We will also suppose that we are in a regime where the effective (homogenized) coefficients of sea ice are simply given by the expectation of the random coefficients. This allows us to obtain a relatively direct characterization of the corrector to homogenization as a Gaussian field. We will provide analytical conditions for this assumption to hold, and also identify experimental situations where the assumption seems reasonable. Note that when the homogenized coefficients are not given by the expectation, the characterization of the corrector is considerably more difficult. There has been a lot of progress in this direction over the last years, mostly in the context of elliptic (diffusion) equations, see [11, 14, 13] for a few references. One of our future research plans is then to adapt these new results to our present problem. Finally, the characterization of the corrector in the stochastic
homogenization of Maxwell’s equations is an even more difficult question; to the best of our
knowledge a precise characterization of the corrector in that setting remains open to this day.

Two types of asymptotic analysis will be performed in this work: first, a fluctuation theory
to characterize the limit of the corrector to the homogenized model; then a high frequency limit
via Wigner transforms to obtain a simplified transport model for correlations of the wavefield.
We will provide conditions for these two limits to hold at once. In the mathematical analysis,
we will focus on the corrector to homogenization aspects by assuming that the sea ice consists
of only one layer with flat interfaces. We will then generalize our results without proofs to a
multi-layer non-flat interfaces situation assuming there is a separation of scales between the
sea ice inhomogeneities and the rough boundaries. Our proofs are based on adaptations of
fairly standard methods, and what seems original in this work is their combination and the
application to the sea ice problem.

The paper is structured as follows: In section 2 we set up the model, define the scalings
and the random field modeling the heterogeneities. In section 3 we state our main results:
the characterization of the corrector to homogenization is given in Theorems 3.1 and 3.2 and
a transport model for the correlations of the corrector in Theorem 3.3. In section 3.3 we
provide generalizations to more complex settings of multi-layer ices and non-flat interfaces. A
conclusion is offered in section 5. The other sections of the article are dedicated to the proofs
of our main results, in particular to estimates on the Green’s function of the homogenized
problem.
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2 The Mathematical Model

Our starting point is the Helmholtz equation in $\mathbb{R}^d$, with $d = 2, 3$:

$$\Delta u + \frac{\omega^2}{c^2(x)} u = S_\omega, \quad x \in \mathbb{R}^d. \tag{2.1}$$

The function $c(x)$ is the speed, and $S_\omega$ is the source with (angular) frequency $\omega$. A point
$x \in \mathbb{R}^d$ will be written as $x = (x', z)$, where $z \in \mathbb{R}$ and $x' \in \mathbb{R}^{d-1}$. We assume that the medium
of propagation consists of three layers separated by two horizontal flat interfaces: the upper
half-space (the air) $\{(x', z) \in \mathbb{R}^d : z > 0\}$, the sea ice $\{-L_0 < z < 0\}$, and the seawater
$\{z < -L_0\}$ below the sea ice. The speed function $c(x)$ hence has the form

$$\frac{1}{c^2(x)} = \begin{cases} \frac{1}{c_0^2}, & z > 0, \\ \frac{1}{c_1^2} + V(\frac{z}{\ell_c}), & z \in (-L_0, 0), \\ \frac{1}{c_2^2}, & z < -L_0. \end{cases}$$

Here, $c_0$ is the free space velocity, $c_1 = c_0/n_1$, where $n_1$ is the (complex) refractive index
of pure ice; similarly, $c_2 = c_0/n_s$, and $n_s$ the refractive index of the sea water. The term $V$
is a complex-valued random field that models heterogeneities at the scale $\ell_c$, and we assume it is
such that the real part of $1/c^2(x)$ is strictly positive. We will give a concrete example for $V$
later towards the end of the section.
Equation (2.1) needs to be supplemented with appropriate conditions at the infinity in order to have a unique solution. In the layered (waveguide) structure we consider here, it is not fully straightforward to adapt the classical Sommerfeld radiation conditions. The matter is discussed in [8] in two dimensions, and the correct conditions are found by studying separately the different kind of modes supported by the problem (e.g. evanescent or radiative). In order to simplify the mathematical analysis, we bypass the question of the boundary conditions and add some (small) artificial absorption to (2.1), which immediately yields a unique solution in $L^2(\mathbb{R}^d)$ provided that $S_\omega \in L^2(\mathbb{R}^d)$. This has essentially no effects on our results since our estimates are made independent of the artificial absorption. The equivalence between imposing Sommerfeld conditions and adding small absorption is not trivial to establish and is investigated in [6] for instance.

When the radar system is carried by a plane flying at height $H$, with velocity $V_p$ along a straight line in the direction of $x_1$ axis, $S_\omega$ has the form (for $d = 3$),

$$S_\omega(x) = g((\omega - \omega_0)B^{-1})\chi_0(x_1 - V_p t, x_2, z - H), \quad x = (x_1, x_2, z). \quad (2.2)$$

Since $V_p$ is usually much smaller than $c_0$, the source is considered as fixed. Letting $t$ vary yields different sets of sources and measurements, which will be useful when calculating statistical averages provided that the underlying random medium is stationary and ergodic. Above, $g$ models the frequency distribution of the source with central frequency $\omega_0$ and bandwidth $B$. The function $\chi_0$ is typically the characteristic function of a rectangle appropriately oriented (this models a beam with a direction orthogonal to the rectangle).

The simple model we just set up can be readily generalized as follows: firstly, while we considered above only one type of heterogeneities at the scale $\ell_c$ (for instance the brine pockets), additional (independent) random fields could be added to account for more inclusions (e.g. the air bubbles); secondly, a multi-layer model in the sea ice could be considered, to separate for instance young ice to multi-year ice. We will perform the mathematical analysis in the simplest case, and state the generalized results without proofs since the augmented models do not require further essential modifications except for more involved algebra. Finally, we remark on the situation when the interfaces are not flat and vary at a scale larger than that of media heterogeneities. From this separation of the scales, we expect that our results hold with just a rewriting of the interfaces. Nevertheless, our method of proof would have to be adapted since it relies on the translational invariance in the transverse variables, which would no longer hold.

The next section is devoted to the comparison between various length scales of the problem and to the discussion of appropriate scalings.

### 2.1 Scalings

The largest scale in the problem is the height of plane $H$ (tenths of meters), and the smallest one is the typical size $\ell_c$ of the heterogeneities; we recall that the latter is around the millimeter for the air bubbles and for the long axis of the brine pockets. The central wavelength is

$$\lambda_0 := \frac{2\pi c_0}{\omega_0}.$$

In the regime we consider here, the central frequency is between 100MHz and 1Ghz, which corresponds to wavelengths between roughly 3m and 30cm. As a consequence,

$$\lambda_0 \gg \ell_c.$$
Since the wavelength in pure ice is typically between \(\lambda_0/2\) and \(\lambda_0\), this means that the length scale of heterogeneity is much smaller than the wavelength, and this is the typical homogenization regime: the wavefield in the heterogeneous sea ice can be well approximated by waves in a homogeneous effective medium. Deriving the homogenized equation and the first-order corrector is the first step of our analysis. We assume that the above relation between the length scales holds for all frequencies in the bandwidth of the source. In other words, we impose that, with \(\omega = \frac{2\pi}{\lambda_0}\),

\[
\frac{\lambda_0}{\ell_c} \gg \frac{|\lambda - \lambda_0|}{\ell_c}, \quad \text{so that} \quad \frac{\lambda}{\ell_c} = \frac{\lambda_0}{\ell_c} + \frac{\lambda - \lambda_0}{\ell_c} \simeq \frac{\lambda_0}{\ell_c} \gg 1.
\]

In terms of \(B\), this means \(B \ll \omega_0\).

In the second step of the analysis, we derive transport equations for the signals scattered by the sea ice. They are the ones associated with the corrector term. We will see that the latter is a Gaussian field, and, as a consequence, the information is contained in averages of quadratic quantities of the field which can be asymptotically described by transport equations. This corresponds to a high frequency regime. With \(H\) of order of tenths of meters, and the central wavelength \(\lambda_0\) between 3m and 30cm, we clearly have \(H \gg \lambda_0\) and the high frequency assumption holds in the air. In the sea ice layer, of thickness between 5m and 10m (these are numbers associated with multi-year ice, younger ice is typically less than 2m thick and does not seem able to withstand the weight of a plane and is therefore not considered), the wavelength in the effective medium is around \(\lambda_e = \lambda_0/2\) for a source with range 100Mhz-1Ghz. Hence, for frequencies larger than 300Mhz, the ratio \(\lambda_e/\lambda_0\) is less than 0.1 (this is the worst case), and we can assume as well that the high frequency assumption holds. We then define the following non-dimensional parameters

\[
\eta = \frac{\lambda_0}{H} \ll 1, \quad \varepsilon = \frac{\ell_c}{\lambda_0} \ll 1,
\]

and we set

\[
\beta = \varepsilon \eta \ll 1.
\]

We rescale the spatial variable as \(x = x'H\) (where \(x'\) is the new variable though, in the presentation, we drop the primes). With \(k = 2\pi H/\lambda_0 = 2\pi/\eta \gg 1\) the rescaled wavenumber, \(L = L_0/H\), and \(f(x) = H^2 S_\omega(Hx)\), (2.1) becomes

\[
\Delta u^\beta + k^2 n_\beta^2(x) u^\beta = f,
\]

where the complex refractive index \(n_\beta(x)\) reads

\[
n_\beta^2(x) = \begin{cases} 
    n_0^2(x) = n_0^2 + i\alpha & z > 0 \\
    n_1^2, \beta(x) = n_1^2 + i(\kappa_1 + \alpha) + V(\frac{x}{H}) & z \in (-L, 0) \\
    n_2^2(x) = n_2^2 + i(\kappa_2 + \alpha) & z < -L.
\end{cases}
\]

Above, \(\alpha \ll 1\) is the artificial absorption, \(n_0 = 1\), \(n_1\) (resp. \(n_2\)) is the real part of the index of pure ice (resp. seawater), and \(\kappa_1\) and \(\kappa_2\) the absorption in pure ice and in seawater. Note that \((n_j, \kappa_j)\), \(j = \{1, 2\}\), depends on the frequency even though we will not make this explicit. We chose the above representation of \(n_\beta\) for simplicity as it allows us to factor out the term \(k^2\). The absorptions will be rescaled by a factor \(k\) later on. The parameter \(L\) is of order 0.1 if \(H \sim 50m\) and \(L_0 \sim 5m\), which we consider to be large compared to \(\eta\) of order 0.01 for \(\lambda_0 \sim 50cm\), and to \(\varepsilon\) of order 0.005 for \(\ell_c \sim 1mm\). We will therefore keep \(L\) fixed in the expansions.
Some notations. We denote by $S = \{ x = (x', z) \in \mathbb{R}^d : z \in (-L, 0) \}$ the (rescaled) sea ice layer, and will use the principal square root of a complex number, defined by, for $a = u + iv$ with $v \neq 0$,

$$\sqrt{a} = \frac{1}{\sqrt{2}} \left( \sqrt{\sqrt{u^2 + v^2} + u + i \text{sgn}(v) \sqrt{\sqrt{u^2 + v^2} - u} \right).$$

The complex conjugate of a number $a \in \mathbb{C}$ is denoted by $a^*$; the real and imaginary parts of $a$ is written as $\Re a$ and $\Im a$ respectively. The statistical average of a random variable $X$ is denoted by $\mathbb{E}$. 

The next section is dedicated to the construction of the random field $V$.

2.2 The random field

The random field $V \equiv V(x, \theta)$ is defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and we will omit the variable $\theta \in \Omega$ throughout the paper for simplicity when there is no possible confusion. We decompose $V$ into

$$V \left( \frac{x}{\beta}, \theta \right) = \mathbb{E} \left\{ V \left( \frac{x}{\beta}, \theta \right) \right\} + \sigma q \left( \frac{x}{\beta}, \theta \right),$$

and denote by $q^\beta$ the rescaled field $q(-/\beta)$, with $\beta$ defined before, and $q_r$ and $q_i$ the real and imaginary parts of $q$. Above, $\sigma$ is real and $\sigma^2$ is the variance of $V$ (and therefore $q$ has variance one), which does not depend on $x$ by the stationarity hypothesis below. We make the following assumptions on $V$:

(A1) $V$ is stationary with mean $n_V^2 + i\kappa_V$, with $\kappa_V > 0$. This means that there exists a random variable $\tilde{V}$ and a family of measure-preserving translations $\{\tau_x\}_{x \in \mathbb{R}^d}$, such that

$$\mathbb{E}\{\tilde{V}\} = n_V^2 + i\kappa_V \text{ and } V(x, \theta) = \tilde{V}(\tau_x \theta).$$

(A2) There exists $C_0 > 0$ deterministic, such that $\|q\|_{L^\infty_2} \leq C_0$ a.e. in $\Omega$.

(A3) There exists $n_m$ and $\kappa_m$ such that $\Re\{n_m^2(x)\} \geq n_m^2 > 0$ and $\Im\{n_m^2(x)\} \geq \kappa_m > 0$, for all $x \in S$.

The boundedness assumption (A2) is made to avoid technicalities and can be weakened; assumption (A3) is there to ensure that $n_m^2(x)$ makes sense from a physical standpoint for all realizations. For the model (2.3), the effective (i.e. homogenized) coefficient is simply given by the expectation of the random coefficient, that is, using the stationarity of $V$,

$$n^2(x) := \mathbb{E}\{n_m^2\} = \begin{cases} n_0^2 = n_0^2 + i\alpha & z > 0 \\ n_e^2 = n_e^2 + i(\kappa_e + \alpha) & z \in (-L, 0) \\ n_e^2 = n_e^2 + i(\kappa_e + \alpha) & z < -L, \end{cases}$$

where $n_1^2 = n_1^2 + n_V^2$, and $\kappa_e = \kappa_1 + \kappa_V$. Later in this section, we will compare certain properties of this homogenized model with experimental data in the physics literature, and provide a more quantitative criterion for the validity of a model in which the homogenized coefficients are just the averages of the random coefficients.

We further assume that the random field $q$ gets decorrelated fast enough. To describe this, we introduce the maximal correlation function $\varrho : (0, \infty) \to [0, 1]$, defined to be

$$\varrho(r) := \sup \left\{ \frac{|\mathbb{E}gh|}{\sqrt{\mathbb{E}g^2 \mathbb{E}h^2}} : g \in L^2_0(\mathcal{F}_U), h \in L^2_0(\mathcal{F}_V), \text{dist}(U, V) \geq r, U \in \mathcal{C}, V \in \mathcal{C} \right\},$$
where \( C \) denotes the space of compact sets in \( \mathbb{R}^d \), \( \text{dist}(U, V) = \min_{x \in U, y \in V} |x - y| \) is the distance from \( U \) to \( V \), \( \mathcal{F}_U \) denotes the sub-\( \sigma \)-algebra of \( \mathcal{F} \) generated by \( q_r|_U \) and \( q_i|_U \), and \( L_0^2(\mathcal{F}_U) \) is the space of square integrable mean zero real random variables measurable with respect to \( \mathcal{F}_U \). We assume that:

(A4) the maximal correlation function satisfies

\[
\int_{\mathbb{R}^+} \sqrt{g(r)}f_3(r)dr < \infty,
\]

with \( f_3(r) = r^2 \) and \( f_2(r) = r(1 + |\log r|) \).

In addition, we will need the following matrix \( M \):

\[
M = \begin{pmatrix}
\sigma_r^2 & \gamma \\
\gamma & \sigma_i^2
\end{pmatrix}
\] (2.5)

where

\[
\sigma_r^2 = \int_{\mathbb{R}^d} \mathbb{E}\{q_r(0)q_r(x)\}dx, \quad \sigma_i^2 = \int_{\mathbb{R}^d} \mathbb{E}\{q_i(0)q_i(x)\}dx, \quad \gamma = \int_{\mathbb{R}^d} \mathbb{E}\{q_r(0)q_i(x)\}dx.
\]

Note that \( M \) is nonnegative definite by Bochner’s theorem, and that the latter integrals are all finite as a consequence of (A4), as for instance,

\[
|\mathbb{E}\{q_i(0)q_r(x)\}| \leq g(|x|)\mathbb{E}\{q_i(0)^2\}. \tag{2.6}
\]

The first two integrals are positive according to Bochner’s theorem.

A concrete model for \( V \). A natural way to model the distribution of the heterogeneities is by a collection of spheres with radii \( \{R_i\} \) centered at \( \{x_i\} \) and with (complex-valued) contrasts \( \{\tau_i\} \). We then consider

\[
W(x) = \sum_{i=1}^{\infty} \tau_i h \left( \frac{x - x_i}{R_i} \right),
\]

for \( h \) the characteristic function of the unit sphere. Note that the elongated shape of the brine pockets could easily be implemented in this framework by setting for instance

\[
W(x) = \sum_{i=1}^{\infty} \tau_i h \left( \frac{\tilde{x}' - \tilde{x}_i'}{\gamma R_i}, \frac{\tilde{z} - \tilde{z}_i}{R_i} \right),
\]

where \( R_i \) is the length of the pockets along the principal axis, \( \gamma < 1 \) models the aspect ratio, and the \( \tilde{\ } \) in the coordinates represents a (random) rotation of the axes modeling the orientation of the pockets.

The locations of the centers are random and are assumed to form a Poisson point process. This random distribution of spatial points satisfies the following: for any bounded, open (or closed) set \( D \subseteq \mathbb{R}^d \), the number of points both in the random collection and in \( D \) is a random number \( N(B) \) that follows the Poisson distribution with mean \( \lambda |B| \), where \( |B| \) is the volume of the set \( B \) and \( \lambda \) is called the intensity of the Poisson point process. Also, given \( N(B) \), the points \( \{x_i\} \cap B \) are independent and uniformly distributed in \( B \). We may also assume that the radii \( \{R_i\} \) and contrasts \( \{\tau_i\} \) are random and are i.i.d random variables with appropriate distributions. Since the inhomogeneities have a maximal and a minimal radius, we can assume
that \( R_m \leq R_i \leq R_M \). In the same way, we have \( 0 < \Re(\tau_m) \leq \Re(\tau_i) \leq \Re(\tau_M) \) for the air bubbles and the brine pockets, with a similar relation for the imaginary parts. A simple calculation shows that
\[
\mathbb{W} := \mathbb{E}\{W(x)\} = \lambda \bar{\tau} \bar{\nu}
\]
where \( \bar{\tau} \) is the average contrast and \( \bar{\nu} \) the average volume of the heterogeneities. In the same way, the variance of \( W \) is
\[
\text{Var}(W) = \mathbb{E}\left\{ (W(x) - \mathbb{W}) (W(x) - \mathbb{W})^* \right\} = \lambda |\bar{\tau}|^2 |\bar{\nu}|
\]
It is not expected that the constitutive parameters of one type of heterogeneities vary too much from one another, i.e. \( |\bar{\tau}|^2 \sim |\bar{\nu}|^2 \), and as a consequence \( (\text{Var}(W))^{1/2} \sim \mathbb{W} / (\lambda |\bar{\nu}|)^{1/2} \). Since, as mentioned in the introduction, the volume fraction of the inclusions is at least 10\%, then \( (\lambda |\bar{\nu}|)^{1/2} \geq 0.3 \), and this shows that \( \mathbb{W} \) and \( (\text{Var}(W))^{1/2} \) are of the same order.

This fact can help us investigate, in experimental settings, the validity of the assumption that the homogenized coefficients are just the averages of the random coefficients. We will see in the next section that the assumption holds provided that the wavelength is sufficiently large, and that the random medium fluctuations are not too strong. In the data provided in [15], figure 4, the real part of a diagonal component of the effective permittivity tensor ranges, depending on the frequency, from about 3.5 to 4.5 for a temperature of -14 degrees Celsius. More precisely, it is about 3.75 in the range 800MHz-1Ghz. This means that in such configurations, the effects of the inclusions are not negligible, but are not too strong either, and correct the background of pure ice (with permittivity 3.14) by about 20\%. Based on the fact that \( (\text{Var}(W))^{1/2} \sim \mathbb{W} \), it seems therefore reasonable to assume that the fluctuations around the expected value are not too large as well, and that the homogenized coefficients are well approximated by the expected value of the random permittivity. At higher temperatures, the experimental permittivity can increase up to 5.5, in which case the effective coefficients should not be obtained by a simple averaging, but rather by a much more involved analysis [15].

We recover the scaling \( V(x/\beta) \) as follows: set \( \ell_c = R_M \), and suppose the intensity \( \lambda \) satisfies \( \lambda = \lambda_0 \beta^{-d} \). Then, setting \( x = Hx \) in \( W(x) \) yields, with the change of variables \( R_i = r_i R_M \),
\[
V\left(\frac{x}{\beta}\right) := W(Hx) = \sum_{i=1}^{\infty} \tau_i h\left(\frac{x}{\beta R_i} - x_i\right).
\]
Above, we used the fact that a Poisson point process \( \{x_i\} \) with intensity \( \lambda \) is statistically equivalent to a Poisson point process \( \{\beta x_i\} \) with intensity \( \lambda \beta^{-d} \). The standard properties of Poisson processes show that \( V \) is stationary and has finite range correlations, so that (A1) and (A4) are satisfied. Assumption (A3) is also trivially verified since the real and imaginary parts of \( \tau_i \) are positive. Regarding (A2), even though for each realization the number of points \( x_i \) in a bounded domain is finite, Poisson point processes allow clustering. This implies that the constant \( C_0 \) in assumption (A2) is not uniform in the randomness and that (A2) does not hold as stated. This issue can be fixed with additional technicalities that we just sketch here: replace the constant \( C_0 \) by \( C_0 f(\beta) \), with \( f(\beta) \to \infty \) as \( \beta \to 0 \). Consider then the event \( \Omega_\beta \) that \( |V(x/\beta)| \) is greater than \( C_0 f(\beta) \). Its probability can be estimated by considering for instance the probability to find \( N > f(\beta) \) points in a domain of size \( \beta^d \), and can be shown to be very small as \( \beta \to 0 \). Define then \( \tilde{V} = V \) on the complementary of \( \Omega_\beta \) in \( \Omega \), and \( \tilde{V} = 0 \) on \( \Omega_\beta \). Choosing an appropriate \( f(\beta) \) and using \( \tilde{V} \) to model the heterogeneities, our proofs can then be directly adapted to recover the corrector result of Theorem 3.1.

We present our main results in the next section.
3 Main Results

3.1 The homogenization and corrector results

We suppose that the source \( f \) is a smooth function with bounded support. In the regime we consider here, the solution \( u^\beta \) to (2.3) converges as \( \beta \to 0 \) (in proper sense) to the solution \( u \) of the following homogenized equation

\[
\Delta u + k^2 n^2(x)u = f,
\]

where \( n \) is defined in (2.4). We write \( u = Gf \) for the solution to (3.1), and have \( u \in L^2(\mathbb{R}^d) \) thanks to the artificial absorption \( \alpha \). We are mostly interested in the corrector \( u^\beta - u \), which verifies

\[
\Delta (u^\beta - u) + k^2 n^2(x)(u^\beta - u) = -k^2 \chi q^\beta(x,\theta)u^\beta(x,\theta),
\]

where the randomness appears in the source term. Above, \( k^2 = \sigma k^2 \), and \( \chi \) is the characteristic function of the sea ice layer \( S \). To study the higher order correctors in \( u^\beta - u \), we rewrite (3.3) in a form that serves as the starting point of an iteration scheme:

\[
u^\beta - u = -Gk^2_\sigma \chi q^\beta u - Gk^2_\sigma \chi q^\beta (u^\beta - u).
\]

Performing another step of iteration, we get

\[
u^\beta - u = -Gk^2_\sigma \chi q^\beta u + Gk^2_\sigma \chi q^\beta Gk^2_\sigma \chi q^\beta u + Gk^2_\sigma \chi q^\beta Gk^2_\sigma \chi q^\beta (u^\beta - u).
\]

Defining \( v^\beta = -Gk^2_\sigma \chi q^\beta u \), our first result below shows that, in terms of \( \beta \), \( u^\beta - u - v^\beta \) is of order \( \beta^2 \) for \( d = 3 \), and of order \( \beta^2 \log |\beta| \) when \( d = 2 \). We will see in our second result (Theorem 3.2) that \( v^\beta \) is of order \( \beta^{d/2} \), and as a consequence \( v^\beta \) is the leading corrector as \( \beta \to 0 \).

**Theorem 3.1.** Let \( d = 2, 3 \). Assume that the random field \( q \) satisfies (A1)-(A4) and let \( K \) be a bounded set in the upper half-space \( \mathbb{R}^d_+ = \{x = (x',z) \in \mathbb{R}^d : z > 0 \} \). Then, we have the estimate

\[
E\|u^\beta - u - v^\beta\|_{L^2(K)} \leq C_{\beta,k,\sigma,\kappa_e} \|u\|_{L^2(S)},
\]

where

\[
C_{\beta,k,\sigma,\kappa_e} = \begin{cases} 
C\sigma^2k^{d/2}\kappa_e^{-1} (k^2 + \beta k^d\kappa_e^{-1}(1 + k^{-2}\kappa_e^{-1}(1 + \sigma\kappa_e^{-1}))) & d = 3 \\
C\sigma^2k^{d/2}\kappa_e^{-1} (k^2(1 + |\log(k\beta)|) + k^d\kappa_e^{-1}(1 + k^{-2}\kappa_e^{-1}(1 + \sigma\kappa_e^{-1}))) & d = 2,
\end{cases}
\]

and \( C \) is independent of \( \beta, \alpha, k, \kappa_m \) and \( \kappa_e \).

In the theorem, the domain \( K \) can be seen as the location of the detector where measurements are performed. In [3.4], we kept track of the dependency of the constants with respect to \( \sigma, k \), and the absorptions \( \kappa_e \) and \( \kappa_m \), in order to quantify how \( \beta \) must relate to these parameters for the corrector result to hold. Relatively to the size of \( u \) (measured here by \( \|u\|_{L^2(S)} \)), we need \( C_{\beta,k,\sigma,\kappa_e} \beta^2 \ll 1 \), and remark first that for the wave to propagate in the sea ice layer, \( \kappa_e \) and \( \kappa_m \) have to be sufficiently small and of order \( k^{-1} \). Indeed, when the absorption \( \kappa_e \) is small compared to \( n_e^2 \) (this holds in most practical configurations, see [15]), the imaginary part of \( n_e \) behaves like \( \kappa_e \), and we expect the wave energy to decrease exponentially with a factor proportional to \( k\kappa_e|x| \). This means that \( k\kappa_e \) has to be of order one for the wave not to go extinct at a shallow depth in the sea ice. We write then \( \kappa_e \sim \kappa_m \sim k^{-1} \), and suppose
that the variance of $V$ is not necessarily small, say $\sigma \geq 1$. The condition $C_{\beta,k,\sigma,\kappa,\varepsilon}^2 \ll 1$ then becomes, to leading order,

$$\beta^2 \sigma^2 k^{9/2} \ll 1 \text{ when } d = 3, \quad \beta^2 \sigma^2 k^4 (|\log(\beta k)| + \sigma k) \ll 1, \text{ when } d = 2.$$ 

The second condition boils down to $\beta^2 \sigma^3 k^5 \ll 1$ since when $\beta$ satisfies the latter condition, then the one involving $\log(\beta k)$ is in turn verified. Recalling that $\beta = \varepsilon \eta$, and that $k = 2\pi/\eta$, we find the conditions $\varepsilon \sigma \ll \eta^{5/4}$ when $d = 3$, and $\varepsilon \sigma^{3/2} \ll \eta^{3/2}$ when $d = 2$. These conditions hold when the wavelength is sufficiently large and the fluctuations not too strong.

The proof of Theorem 3.1 is fairly standard and follows the lines of those e.g. of [2, 3, 10]. It is based on estimates of fourth-order moments of $q$ and on estimates on the Green’s function of (3.1). The main differences with these references are that we work in an unbounded domain, which brings in additional technical difficulties, and that we keep track of important constants, in particular of $k \gg 1$, in order to obtain a corrector result uniform in the main parameters in the problem.

The second result is a precise description of the limiting distribution of the normalized homogenization error $(u^\beta - u)/\sqrt{\beta^d}$, in the limit as $\beta \to 0$ keeping the other parameters fixed. For its statement, we will need the square root of $M$, given by

$$M^{1/2} = \frac{1}{t} \begin{pmatrix} \sigma_r^2 + s & \gamma \\ \gamma & \sigma_i^2 + s \end{pmatrix}, \quad s = \sqrt{\sigma_r^2 \sigma_i^2 - \gamma^2}, \quad t = \sqrt{\sigma_r^2 + \sigma_i^2 + 2s}.$$ 

Denote by $\{\alpha_{ij}\}$ the entries of $M^{1/2}$, and let

$$W_y = (\alpha_{11} W_y^{(1)} + \alpha_{12} W_y^{(2)}) + i(\alpha_{21} W_y^{(1)} + \alpha_{22} W_y^{(2)}) = \left(1 \quad i\right) M^{1/2} \begin{pmatrix} W_y^{(1)} \\ W_y^{(2)} \end{pmatrix},$$

(3.5)

where $W_y^{(1)}$ and $W_y^{(2)}$ are standard independent multiparameter ($y$-parameter) Wiener processes [19]. We have then the following result.

**Theorem 3.2.** Under the same assumptions as in Theorem 3.1, we have, for any bounded set $K$ in the upper half space,

$$\frac{u^\beta - u}{\sqrt{\beta^d}} \xrightarrow{\beta \to 0} v(x) = -\sigma k^2 \int_{\mathbb{R}^d} G(x,y) \chi(y)u(y) dW_y \quad \text{in} \quad L^2(K),$$

where $G$ is the Green’s function associated to problem (3.1).

The result above is a convergence in distribution of functions in $L^2$ (Hilbert) spaces, see section 4.5 and [23] for an introduction on the subject. In Theorem 3.2, the Wiener integrals in the limiting corrector are simply, after integration in $x$ against a test function, normal random variable with zero mean and appropriate variances. The first-order corrector $v$ is therefore a mean-zero Gaussian field, whose information is contained in correlations of the form

$$\mathbb{E}\{v(x)v^*(y)\} = k^4 \tau^2 \int_{\mathbb{R}^d} G(x,z) G^*(y,z) \chi(z)u(z)^2 dz,$$

with $\tau^2 = \sigma^2(\sigma_r^2 + \sigma_i^2)$. Above, we have used that

$$\mathbb{E}\{dW_x^* dW_y^*\} = \text{tr}(M) \delta(x-y) = (\sigma_r^2 + \sigma_i^2) \delta(x-y).$$

(3.6)

In the next section, we approximate these correlations in the high frequency limit $\eta \to 0$, assuming the condition $C_{\beta,k,\sigma,\kappa,\varepsilon}^2 \ll 1$ holds for the corrector result to be true.
3.2 The high frequency limit

With Theorems 3.1 and 3.2 at hand, we approximate the wavefield \( u^\beta \) by \( u_0^\beta = u + \beta^{d/2}v \), where \( v \) is formally the solution to, recalling that \( k = 2\pi/\eta \),

\[
\eta^2 \Delta v(x) + (k^2(x) + i\eta \mu(x))v(x) = -(2\pi)^2 \chi(x)u(x)dW_x,
\]

where we have introduced

\[
k^2(x) = \begin{cases} 
  k_0^2 + (2\pi)^2 \eta x_0^2 & z > 0 \\
  k_e^2 + (2\pi)^2 \eta x_0^2 & z \in (-L, 0) \\
  k_0^2 + (2\pi)^2 \eta x_0^2 & z < -L
\end{cases}
\]

with \( \alpha^0 = \alpha/\eta \), \( \kappa_e^0 = \kappa_e/\eta \), \( \kappa_0^0 = \kappa_0/\eta \).

The main tool to study the high frequency limit \( \eta \to 0 \) of (3.7) is the Wigner transform, defined by, for a function \( w \):

\[
W[w](x,p) = \int_{\mathbb{R}^d} e^{ix \cdot p} w(x - \frac{\eta}{2}y) w^*(x + \frac{\eta}{2}y) dy.
\]

See [21, 12] for an introduction on Wigner transforms. Rigorous mathematical analyses with Wigner transforms are typically difficult and technically involved, all the more in domains with sharp interfaces, and are beyond the scope of this work. We hence decided to remain at a formal level in the present section. We refer to [11, 21] for rigorous derivations.

The correlation \( \mathbb{E}\{u_0^\beta(x)(u_0^\beta)^*(y)\} \) can be written in terms of \( W[v] \): indeed, since \( \mathbb{E}\{v\} = 0 \), we have

\[
\mathbb{E}\{W[u_0^\beta]\} = W[u] + \beta^d \mathbb{E}\{W[v]\},
\]

and an inverse Fourier transform yields

\[
\mathbb{E}\{u_0^\beta(x)(u_0^\beta)^*(y)\} = u(x)u^*(y) + \beta^d \int_{\mathbb{R}^d} e^{-i(x-y) \cdot p} \mathbb{E}\{W[v]\} \left( \frac{x+y}{2}, p \right) dp.
\]

Our next result provides us with an asymptotic description of \( \mathbb{E}\{W[v]\} \) as \( \eta \to 0 \). Before stating it, we need to introduce a few notations. For \( |\xi| \leq k_e \), let \( k_j(\xi) = (k_j^2 - |\xi|^2)^{1/2} \), for \( j = \{0, e, 2\} \). We recall that \( k_0 < k_e < k_2 \), and we set \( k_0(\xi) = 0 \) when \( |\xi| > k_0 \). The reflection-transmission amplitudes at the interfaces \( z = 0 \) (associated to \( j = 0 \)) and \( z = -L \) (associated to \( j = 2 \)) are defined by

\[
R_j(\xi) = \left| \frac{k_e(\xi) - k_j(\xi)}{k_e(\xi) + k_j(\xi)} \right|^2, \quad T_j(\xi) = \frac{4k_j^2(\xi)}{(k_e(\xi) + k_j(\xi))^2}.
\]

The boundary values of a function \( W(x, p) \) at these interfaces are denoted as follows: write \( x = (x', z) \), \( x' \in \mathbb{R}^{d-1} \), and \( k = (k_\perp, k_z) \). Then,

\[
W_0^+(x', k_\perp, k_z) := W((x', 0^\pm), (k_\perp, k_z)), \quad W_L^+(x', k_\perp, k_z) := W((x', -L^\pm), (k_\perp, k_z)),
\]

where the upperscript \( \pm \) refers to the upper/lower limit. We have then the following theorem.

**Theorem 3.3.** We have \( \mathbb{E}\{W[v]\} = W + o(\eta) \), where \( o(\eta) \) represents a term that converges to zero as \( \eta \to 0 \) in the distribution sense, and where \( W \) satisfies

\[
(\mu(x) + p \cdot \nabla x)W(x,p) = \frac{\pi(2\pi)^d\eta^2}{\eta^{d+1}} \delta(|p|^2 - k_e^2) |\chi u|^2(x),
\]
Recalling the form of the source term (2.2), and indexing \( d = 2 \). In both cases, the corrector is therefore small.

\[
\text{in terms of } \varepsilon_\sigma \text{ in sea ice, and therefore } k_1 \text{ since the real part of the refractive index in seawater is larger than the effective index.}
\]

Equipped with the following reflection-transmission conditions at the interface \( z = 0 \),

when \( |k_\perp| < k_0 \)

\[
\begin{align*}
W_0^+ (x', k_\perp, k_0(k_\perp)) &= T_0(k_\perp)W_0^+ (x', k_\perp, k_\varepsilon(k_\perp)) \\
W_0^- (x', k_\perp, -k_\varepsilon(k_\perp)) &= R_0(k_\perp)W_0^- (x', k_\perp, k_\varepsilon(k_\perp))
\end{align*}
\]

and at \( z = -L \),

\[
\begin{align*}
W_L^+ (x', k_\perp, k_\varepsilon(k_\perp)) &= R_L(k_\perp)W_L^+ (x', k_\perp, -k_\varepsilon(k_\perp)) \\
W_L^- (x', k_\perp, -k_2(k_\perp)) &= T_L(k_\perp)W_L^- (x', k_\perp, -k_\varepsilon(k_\perp))
\end{align*}
\]

The (formal) proof is direct and follows the lines of [3]. The interpretation of Theorem 3.3 is the following: as the homogenized solution \( u \) propagates in the sea ice layer, it interacts with heterogeneities at scales much smaller than the wavelength. This results in an isotropic radiation (modeled by the delta function \( \delta(|p|^2 - k_0^2) \)) with intensity \(|u(x)|^2\), which then propagates according to ray theory, and is refracted at the interface between the air and sea ice and the interface between sea ice and seawater following Snell-Descartes laws. Note that, even though the refractive index is complex in the sea ice and seawater, we still obtain the usual Snell-Descartes laws. This is because the absorption is small compared to the real part of the index. When this is not the case, Snell-Descartes laws have to be modified, see [7]. Moreover, we do not need to consider the critical case \( |k_\perp| = k_0 \) in the boundary conditions since this situation corresponds to a set of measure zero in \( \mathbb{R}^d \). There is no critical case at the bottom interface since the real part of the refractive index in seawater is larger than the effective index in sea ice, and therefore \( k_2 > k_\varepsilon \).

Note that the corrector in (3.3) is of order \( \beta^4 \sigma^2 / \eta^{d+1} \). Since \( \tau \sim \sigma \), it is of order \( \varepsilon^d \sigma^2 / \eta \) in terms of \( \varepsilon \). Recalling that we are in a regime where \( \sigma \geq 1 \) and \( \varepsilon \sigma \ll \eta^{5/4} \) when \( d = 3 \), and \( \varepsilon \sigma^{3/2} \ll \eta^{3/2} \) when \( d = 2 \), we find \( \varepsilon^3 \sigma^2 / \eta \ll \sigma^{-1} \eta^{11/4} \) when \( d = 3 \), and \( \varepsilon^2 \sigma^2 / \eta \ll \sigma^{-1} \eta^2 \) when \( d = 2 \). In both cases, the corrector is therefore small.

Using the stationarity of the random medium, the correlations can be calculated as follows. Recalling the form of the source term (2.2), and indexing \( u^\beta \) as \( u^\beta_t \), we have, invoking ergodicity,

\[
\mathbb{E}\{u^\beta(x)(u^\beta)^*(y)\} = \lim_{T \to \infty} \frac{1}{T} \int_0^T u^\beta_t(x)(u^\beta_t)^*(y)dt.
\]

From a practical viewpoint, what is measured is

\[
C(x, y) := \frac{1}{T_0} \int_0^{T_0} u^\beta_t(x)(u^\beta_t)^*(y)dt,
\]

for some \( T_0 \) sufficiently large and a few frequencies \( \omega \) in the bandwidth. The correlation \( C(x, y) \) is asymptotically modeled by

\[
C_0(x, y) := u(x)u^*(y) + \beta^d \int_{\mathbb{R}^d} e^{-i\frac{(x-y)p}{\eta}} W\left(\frac{x+y}{2}, p\right) dp.
\]

The next step is the resolution of an inverse problem with data \( C(x, y) \) at the detector and model \( C_0(x, y) \), with the goal of recovering some information about the sea ice, namely the thickness of the layer and the homogenized coefficients. This will be addressed in future works.

The next section is devoted to generalizations of Theorems 3.1 and 3.2.
3.3 Generalizations

A multi-layer configuration can be considered as follows: suppose the sea ice consists of \( N_L \) layers defined by

\[
L_i = \{(x', z) \in \mathbb{R}^d : \ell_i(x') < z < \ell_{i+1}(x')\}, \quad i = 1, \ldots, N_L,
\]

and assume there are \( N_H^i \) different types of heterogeneities in the layer \( i \). We then define the new random field by

\[
V = \sum_{i=1}^{N_L} \sum_{j=1}^{N_H^i} \chi_i V_{ij},
\]

where the \( V_{ij} \) are independent and have a typical scale much smaller than the wavelength. We set \( \ell_c \) to be the largest of these scales. Above, \( \chi_i \) is the characteristic function of \( L_i \). When the functions \( \ell_i \) vary slowly compared to the scale \( \beta = \ell_c/H \), i.e. \( \max_{x' \in \mathbb{R}^{d-1}} |\ell'_i(x')| \ll \beta^{-1} \) in rescaled variables, then the situation is essentially similar to the flat interface case since the scales of variation of the surfaces and of the heterogeneities are well separated. It is then expected that, asymptotically in \( \beta \),

\[
u^\beta \simeq u + \beta^{d/2}v, \quad v = -k^2 \sum_{i=1}^{N_L} \sum_{j=1}^{N_H^i} \int_{\mathbb{R}^d} G(x, y) \chi_i(y) u(y) dW^{(ij)}.
\]

(3.9)

In the latter, \( u \) and \( G \) are the solution and the Green’s function of the multi-layers multi-species homogenized Helmholtz equation, and \( dW^{(ij)} \) has the form (3.5), where the \( \alpha \) coefficients are the entries of square root of the matrix \( M^{ij} \), which is defined in a similar way as in (2.5).

Non-flat interfaces can also be considered; suppose that each interface profile consists of a slowly varying part, i.e. varying on scales much larger compared to the wavelength, augmented with a highly oscillatory (possibly random) part. When the oscillations are much faster than the wavelength, homogenization theory predicts a limit model where the rough boundary is replaced by the slow varying profile that is surrounded by a boundary layer where an equation with effective coefficients is solved. Outside of this layer, the original equation is satisfied with appropriate continuity conditions. See e.g. [22] for more details and the references therein. In terms of (3.9), this means that \( u \) and \( G \) are replaced by some homogenized versions \( u_e \) and \( G_e \). When the oscillations of the rough boundary are of the same order as the wavelength, the situation is more complicated. Nevertheless, if the amplitude of the fast fluctuations is sufficiently small, a transport model for \( u(x)u^*(y) \) can be obtained provided the high frequency hypothesis holds in the layer of interest. See [4] for more details. One of our next objectives is to compare numerically these various boundary effects with the volume scattering modeled the corrector \( v \).

The rest of the paper is devoted to the proofs of our main results.

4 Proofs of the homogenization and corrector results

We start with some preliminaries about Green’s functions.

4.1 The Green’s function of the Helmholtz equation

We derive some estimates for the Green’s function \( G(x, y) \) of the homogenized equation, i.e. the solution to

\[
\Delta_x G(x, y) + k^2 \mu^2(x) G(x, y) = \delta_y, \quad x, y \in \mathbb{R}^d,
\]

(4.1)
where $\underline{n}$ is defined in (2.4), by exploiting the layered structure of the underlying medium and the physical absorption in the middle layer (sea ice). Note that the reciprocal property

$$G(x, y) = G(y, x)$$

holds. Let $\Phi = \Phi(x, y)$ be the Green’s function in free space, that is

$$\Delta x \Phi + k^2 \underline{n}^2 \Phi = \delta_y, \quad x, y \in \mathbb{R}^d,$$

where $\underline{n}$ is the homogenized complex refractive index of sea ice, see (2.4). The function $\Phi$ admits the following explicit formulas:

$$\Phi(x) = e^{ik\underline{n}|x|}/4\pi|x|, \quad \text{for } d = 3,$$

$$\Phi(x) = \frac{i}{4}H_0^{(1)}(k\underline{n}|x|), \quad \text{for } d = 2,$$

where $H_0^{(1)}$ is the zero order Hankel function of the first kind. We have the proposition below.

**Proposition 4.1.** Consider the Green’s function $G(x, x_0)$ solution to (4.1) and let $\mathcal{K}$ be a bounded set in the upper half space $\mathbb{R}^d_+ = \{x = (x', z) \in \mathbb{R}^d : z > 0\}$. With (2.4), suppose that $n_e > n_0$ and that $n_2 > n_0$. Set $p(\cdot, x_0) = G(\cdot, x_0) - \Phi(\cdot - x_0)$ for $x_0 \in S$. Then there exists a generic constant $C$ independent of $k$ and $\kappa_e$ (and $\alpha$) such that

$$\sup_{x_0 \in S} \|p(\cdot, x_0)\|_{L^2(S)} \leq Ck^{d/2} - 2\kappa_e^{-1},$$

we have the following $\mathcal{L}^\infty$ estimate

$$\sup_{x_0 \in S} \|p(\cdot, x_0)\|_{\mathcal{L}^\infty(S)} + \sup_{x_0 \in S} \|p(\cdot, x_0)\|_{\mathcal{L}^\infty(K)} \leq Ck^{d-2}\kappa_e^{-1},$$

and $G$ verifies

$$\sup_{x_0 \in S} \|G(\cdot, x_0)\|_{L^2(S)} + \sup_{x_0 \in K} \|G(\cdot, x_0)\|_{L^2(S)} \leq Ck^{d/2} - 2\kappa_e^{-1}.$$  

Moreover, for any $s < (4 - d)/2$, there exists another constant $C$ that depends on $s$, $k$ and $\kappa_e$ such that

$$\sup_{y \in S} \|G(\cdot, y)\|_{H^s(K)} \leq C,$$

where $H^s$ is the usual Sobolev space.

The proof is postponed to section 4.6. When $d = 2$, we will use the result below, proved in section 4.7.1.

**Lemma 4.2.** For $d = 2$, we have the estimate,

$$|\Phi(x)| \leq C + C|\log (k|\Re(\underline{n})|)|, \quad \forall x \in \mathbb{R}^2,$$

where $C > 0$ does not depend on $k$ and $\underline{n}$.

In the rest of the paper, we will use the notation

$$R(x - y) := \mathbb{E}\{q(x)q^*(y)\}.$$  

Note that, due to assumption (A4) and a similar relation to (2.0), $R$ is integrable over $\mathbb{R}^d$.  
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4.2 Error estimates

The goal of this subsection is to prove Theorem 3.1. The strategy of proof is an adaptation of that of [3]. The starting point is the relation.

\[ w^\beta - u = -Gk^2_\sigma \chi_{q^\beta} u + Gk^2_\sigma \chi_{q^\beta} Gk^2_\sigma \chi_{q^\beta} Gk^2_\sigma \chi_{q^\beta} (u^\beta - u). \quad (4.7) \]

With the goal of controlling the last term on the right above, we get a first direct estimate for \( w^\beta - u \) with the lemma below. We recall that \( \chi \) is the characteristic function of the sea ice domain \( S \).

Lemma 4.3. Let \( g \in L^2(S) \) and \( v \) satisfy

\[ (\Delta + k^2 u^2_\beta(x))v = \chi g \quad (4.8) \]

with \( \inf_{x \in S} \exists(u^2_\beta(x)) = \kappa_m > 0 \). Then, we have the estimate

\[ \|v\|_{L^2(S)} \leq k^{-2} \kappa_m^{-1} \|g\|_{L^2(S)}. \]

Proof. Multiplying (4.8) by \( v^\ast \), integrating over \( \mathbb{R}^d \) and taking the imaginary part leads to

\[ k^2 \kappa_m \|v\|_{L^2(S)^2} \leq k^2 \int_{S} (\kappa_e + \alpha + \sigma q_1(x/\beta)) |v(x)|^2 dx = \Im \int_{S} g(x)v^\ast(x)dx, \]

and it suffices to use the Cauchy-Schwarz inequality to conclude. \( \blacksquare \)

With \( v^\beta = -Gk^2_\sigma \chi_{q^\beta} u \), we then note the following:

\[ (\Delta + k^2 u^2_\beta(x))(u^\beta - u - v^\beta) = -k^2 \chi_{q^\beta} v^\beta. \]

In view of Lemma (4.3) and assumption (A2), we find

\[ \|u^\beta - u - v^\beta\|_{L^2(S)} \leq \sigma \kappa_m^{-1} \|q^\beta v^\beta\|_{L^2(S)} \leq C_0 \sigma \kappa_m^{-1} \|v^\beta\|_{L^2(S)}. \]

The next step is to estimate \( v^\beta \). We use for this the following lemma, whose proof is postponed to the end of the section.

Lemma 4.4. Assume (A1)–(A4) hold. Let \( G \) be the solution operator associated to problem (3.1). Then, for any \( h \in L^2(S) \), we have,

\[ \mathbb{E} \left\| Gk^2_\sigma \chi_{q^\beta} h \right\|_{L^2(S)}^2 \leq C \sigma k^d \beta^d \kappa_e^{-2} \|h\|_{L^2(S)}^2, \]

where the constant \( C \) is independent of \( \alpha, \sigma, k, \beta \) and \( \kappa_e \).

With the shorthand \( \|u\|_{L^2_0(S)}^2 = \mathbb{E}\|u\|_{L^2(S)}^2 \), we then find

\[ \|u^\beta - u\|_{L^2_0(S)} \leq C(1 + \sigma \kappa_m^{-1}) \|v^\beta\|_{L^2_0(S)} \leq C(1 + \sigma \kappa_m^{-1}) \sigma(k \beta)^{d/2} \kappa_e^{-1} \|u\|_{L^2(S)}, \]

which yields the homogenization result provided \( (1 + \sigma \kappa_m^{-1}) \sigma(k \beta)^{d/2} \kappa_e^{-1} \ll 1 \). Clearly, \( \|u^\beta - u - v^\beta\|_{L^2(S)} \) satisfies the same bound; however, the same argument does not yield uniform in \( \alpha \) control of \( \|u^\beta - u - v^\beta\|_{L^2(K)} \), for a set \( K \) in the upper half space, because the absorption in the upper space is precisely \( \alpha \). We will use the above estimate together with the next lemma in order to control the higher order terms in (4.7). Fourth order moments of \( q^\beta \) are needed in the proof, which is given in section 4.4. Below, \( \mathcal{L}(E, F) \) denotes the space of bounded operators from the Banach space \( E \) to the Banach space \( F \).
Lemma 4.5. Assume (A1)–(A4) hold. Then, for any bounded set $K$ in the upper half-space,

$$\mathbb{E}\|G^{k^2\chi^d}G\chi\|_{L(L^2(S),L^2(K))}^2 \leq C_{k,\sigma,\kappa}^{(1)} \beta^d,$$

(4.9)

and

$$\mathbb{E}\|G^{k^2\chi^d}G^{k^2\chi^d}\|_{L(L^2(S),L^2(K))} \leq \begin{cases} C_{k,\sigma,\kappa}^{(1)}(1 + C_{k,\kappa}^{(2)} \beta^2) & d = 3 \\ C_{k,\sigma,\kappa}^{(1)}(1 + |\log(\beta)|)^2 + C_{k,\kappa,\kappa}^{(2)} & d = 2, \end{cases}$$

(4.10)

where $C_{k,\sigma,\kappa}^{(0)} = C\sigma^{2d-1}/\kappa_{\varepsilon}^4$, $C_{k,\sigma,\kappa}^{(1)} = C\sigma^{4d+1}/\kappa_{\varepsilon}^2$, and $C_{k,\sigma,\kappa}^{(2)} = k^{2d-4}/\kappa_{\varepsilon}^2$.

We can now estimate the last term in (4.7). We have, with (4.9), (A2), and the Cauchy-Schwarz inequality,

$$\mathbb{E}\|G^{k^2\chi^d}\|_{L^2(K)} \leq C_{k,\sigma,\kappa}^{(4)} \beta^d \|u\|_{L^2(S)} \left( \mathbb{E}\|G^{k^2\chi^d}G\chi\|_{L(L^2(S),L^2(K))}^2 \mathbb{E}\|u\|_{L^2(S)}^2 \right)^{1/2},$$

with $C_{k,\sigma,\kappa}^{(4)} = C(C_{k,\sigma,\kappa}^{(0)})^{1/2}(1 + \sigma \kappa^{-1})\sigma k^{d/2}\kappa_{\varepsilon}^{-1}$. In terms of $\beta$, this term is of order $\beta^d$.

Regarding the second term in the r.h.s of (4.7), we find, with (4.10),

$$\mathbb{E}\|G^{k^2\chi^d}G^{k^2\chi^d}u\|_{L^2(K)} \leq \|u\|_{L^2(S)} \left( \mathbb{E}\|G^{k^2\chi^d}G^{k^2\chi^d}\|_{L(L^2(S),L^2(K))}^2 \right)^{1/2},$$

with

$$C_{k,\sigma,\kappa}^{(5)} = \begin{cases} (1 + C_{k,\kappa,\kappa}^{(2)} \beta^2)^{1/2} & d = 3 \\ (1 + |\log(\beta)|)^2 + C_{k,\kappa,\kappa}^{(2)} & d = 2, \end{cases}$$

This completes the proof of Theorem 3.1 by inspection.

4.3 Proof of Lemma 4.4

From direct calculations, we have

$$\mathbb{E}\|G^{k^2\chi^d}h\|_{L^2(S)}^2 = k^d \int_{\mathbb{R}^{2d} \times S} G(x, y)G^*(x, y')\chi(y)\chi(y')R\left(\frac{y - y'}{\beta}\right) h(y)h^*(y') dy dy' dx.$$ 

Integrating over $x$ first and using Cauchy-Schwarz inequality, we find

$$\mathbb{E}\|G^{k^2\chi^d}h\|_{L^2(S)}^2 \leq k^d \sup_{y \in S} \|G(\cdot, y)\|_{L^2(S)}^2 \int_{\mathbb{R}^{2d}} \left| R\left(\frac{y - y'}{\beta}\right) \right| |(\chi h)(y)(\chi h)(y')| dy dy'.$$

We can recast the remaining integral as

$$\int_{\mathbb{R}^d} |\chi h|(y) \left| |R^\beta| \ast |\chi h| \right|(y) dy dx,$$
where \( R^\beta \) is a short-hand notation for \( R(\cdot/\beta) \). Note that \( R \) is integrable, and \( h \) is square integrable. We have then, using Young’s inequality,

\[
\left\| |R^\beta| \ast |\chi h| \right\|_{L^2} \leq C \|R^\beta\|_{L^1} \|\chi h\|_{L^2} = C \beta^d \|R\|_{L^1} \|\chi h\|_{L^2},
\]

and obtain finally

\[
E \left\| \mathcal{G}k^2_{\sigma} \chi^\beta h \right\|_{L^2(S)}^2 \leq C \beta^d k^4_{\sigma} \sup_{y \in S} \|G(\cdot, y)\|_{L^2(S)}^2 \|R\|_{L^1} \|\chi h\|_{L^2}^2.
\]

Using the first estimate of \( G \) in (4.5), we get the desired result and the proof is complete.

### 4.4 Proof of Lemma 4.5

We start with the proof of (4.9). We have, after a Cauchy-Schwarz inequality, for all \( x \in K \) and all \( f \in L^2(S) \),

\[
\left| \mathcal{G}k^2_{\sigma} \chi^\beta f(x) \right| \leq \|f\|_{L^2(S)}^2 \int_{\mathbb{R}^d} \left| \int_{\mathbb{R}^d} G(x, y)k^2_{\sigma} \chi(y)q^\beta(y) G(y, z) \chi(z) dy \right|^2 dz,
\]

which implies

\[
\|\mathcal{G}k^2_{\sigma} \chi^\beta \|_{L^2(L^2(S), L^2(K))}^2 \leq \int_{\mathbb{R}^d \times K} \left| \int_{\mathbb{R}^d} G(x, y)k^2_{\sigma} \chi(y)q^\beta(y) G(y, z) \chi(z) dy \right|^2 dz dx.
\]

Taking expectations on both sides yields

\[
E \|\mathcal{G}k^2_{\sigma} \chi^\beta \|_{L^2(L^2(S), L^2(K))}^2 \leq k^4_{\sigma} \int_{\mathbb{R}^d \times K} G(x, y)G^\ast(x, y') G(y, z)G^\ast(y', z) R \left( \frac{y - y'}{\beta} \right) \chi(y) \chi(y') \chi^2(z) dy dy' dz dx
\]

\[
\leq k^4_{\sigma} \sup_{y \in S} \|G(y, \cdot)\|_{L^2(S)}^2 \int_{\mathbb{R}^d \times K} \left| R \left( \frac{y - y'}{\beta} \right) \chi(y) \chi(y') |G(x, y)||G(x, y')| dy dy' dx
\]

\[
\leq k^4_{\sigma} \sup_{y \in S} \|G(y, \cdot)\|_{L^2(S)}^2 \sup_{x \in K} \|G(x, \cdot)\|_{L^2(S)}^2 \beta^d \|R\|_{L^1}.
\]

In the last line, we used Young’s inequality. The second estimate of (4.3) and the symmetry of \( G \) then completes the proof of (4.9).

Regarding (4.10), we need fourth order moments estimate for mixing random fields. We have, for \( q \) satisfying (A1)–(A4),

\[
|E[q^\beta_{\alpha_1}(y) q^\beta_{\alpha_2}(y') q^\beta_{\alpha_3}(z) q^\beta_{\alpha_4}(z')]| \leq \rho \left( \frac{y - z}{\beta} \right) \rho \left( \frac{y' - z'}{\beta} \right) + \rho \left( \frac{y - y'}{\beta} \right) \rho \left( \frac{z - z'}{\beta} \right) + \rho \left( \frac{z - y'}{\beta} \right) \rho \left( \frac{z' - y}{\beta} \right).
\]

where \( \rho = q^{\frac{1}{4}}(-/3) \) and \( \alpha_j \in \{r, i\} \) for the real and imaginary parts of \( q \); see [16] for a proof. Note that \( \rho \) is bounded by one and integrable in \( \mathbb{R}^d \) according to (A4). Decomposing \( q \) into real and imaginary parts, there are 16 terms to estimate, all of which are treated in the same way with (4.11). We therefore pick one as an example. Direct computation shows

\[
\|\mathcal{G}k^2_{\sigma} \chi^\beta q^\beta f \|_{L^2(K)}^2 \leq k^8_{\sigma} \int_{K} dx \int_{\mathbb{R}^d} G(x, y) G^\ast(x, y') \times G(y, z) G^\ast(y', z') \chi(y) \chi(y') \chi(z) \chi(z') q^\beta_r(y) q^\beta_i(z) q^\beta_r(y') q^\beta_i(z') f(z) f^\ast(z') dz' dz dy dy'.
\]
Taking expectation on both sides yield
\[ \mathbb{E}[\mathcal{G}k_\sigma^2\chi Gk_\sigma^2 \chi f]^2 \leq k_\sigma^8 \int_{K \times \mathbb{R}^d} G(x, y)G^*(x, y')G(y, z)G^*(y', z')\chi(y)\chi(y')\chi(z)\chi(z') \times \mathbb{E}[\mathcal{G}q^\beta(y)\mathcal{G}(y')\mathcal{G}(z)\mathcal{G}(z')]f(z)f^*(z')dz'dzdy'dx. \]

Following (4.11), we need to control three integrals. The most singular one corresponds to the combination of arguments localizing the Green’s functions on the diagonal, and is given by
\[ k_\sigma^8 \int_K \left[ \int_{\mathbb{R}^d} \rho^\beta(y - z)|G|(y, z)|G|(x, y)\chi(y)\chi(z)|f(z)|dydz \right]^2 dx. \]

We then decompose \( G \) as in Proposition (4.11) into \( G(x, y) = \Phi(x - y) + p(x, y) \), where \( \Phi \) is the free space Green’s function solution to (4.2) and \( p \) a regular function. We split the integral above further into two terms. The first one is obtained by replacing the first \( G \) by \( \Phi \) above. Then, after a change of variables, this term becomes
\[ k_\sigma^8 \int_K \left[ \int_{\mathbb{R}^d} \rho^\beta(y)|\Phi|(y) \left( \int_{\mathbb{R}^d} |G|(x, y + z)\chi(y + z)\chi(z)|f(z)|dz \right) dy \right]^2 dx \leq k_\sigma^8 |K| ||f||^2_{L^2(S)} \sup_{x \in K} ||G(x, \cdot)||^2_{L^2(S)} \left[ \int_{\mathbb{R}^d} \rho^\beta(y)|\Phi|(y)dy \right]^2. \]

When \( d = 3 \), the last term is controlled by
\[ \int_{\mathbb{R}^3} \rho \left( \frac{y}{\beta} \right) e^{-b|k\rho|y} \frac{dy}{4\pi|y|} \leq \beta^2 \int_{\mathbb{R}^3} \rho(dy) \leq C\beta^2. \]

Here, we used the fact that \( \rho \) is integrable and bounded in \( \mathbb{R}^d \). When \( d = 2 \), we find, according to Lemma 4.2 and (A4),
\[ C \int_{\mathbb{R}^2} \rho \left( \frac{y}{\beta} \right) (1 + \log(\Re(k\rho)|y|)|dy \leq C\beta^2 \int_{\mathbb{R}^2} \rho(y)(1 + |\log(k\beta)|)|dy \leq C\beta^2(1 + |\log(k\beta)|). \]

The contribution of \( p(y, z) \) is controlled as follows. We have, for all \( x \in K \):
\[ \int_{\mathbb{R}^{2d}} \rho^\beta(y - z)|p|(y, z)|G|(x, y)\chi(y)\chi(z)|f(z)|dydz \leq \|p\|_{L^1(S \times S)} \int_{\mathbb{R}^d} (\rho^\beta * |\chi f|(y))|G|(x, y)\chi(y)dy \leq \|p\|_{L^1(S \times S)} \|\rho^\beta\|_{L^1} \|f\|_{L^2(S)} \sup_{x \in K} ||G(x, \cdot)||_{L^2(S)}. \]

We used Young’s inequality in the last step. With (4.14) and (4.5), the term above is controlled by \( C\beta^4k^{3/2} - \kappa_\epsilon^2 \). Gathering all previous results, we find that the contribution associated with the first term in (4.11) is of order \( \sigma^4k^{d+4}\kappa_\epsilon^{-2}\beta^4(1 + k^{2d-4}\kappa_\epsilon^{-2}\beta^2) \) for \( d = 3 \) and \( \sigma^4k^{d+4}\kappa_\epsilon^{-2}\beta^4((1 + |\log(\beta|k\epsilon|)|)^2 + k^{2d-4}\kappa_\epsilon^{-2}) \) for \( d = 2 \).

The other terms in (4.11) lead to weaker contributions in \( \beta \). We take the following term as an example: after integrating in \( x \),
\[ k_\sigma^8 \sup_{y \in S} ||G(\cdot, y)||_{L^2(K)} \int_{\mathbb{R}^d} |G|(y, z)|G|(y', z')\chi(y)\chi(y')\chi(z)\chi(z') × |f(z)||f(z')| \rho \left( \frac{y - y'}{\beta} \right) \rho \left( \frac{z - z'}{\beta} \right) dz'dzdy'dy. \]
We recast the integral as
\[
\int_{\mathbb{R}^d} \left( \rho^\beta * |G(|\cdot, z)| \right) (y') \left( \rho^\beta * |G(|y', \cdot)| \right)(z') f(z)\chi(y')dy'dz
\]
\[
\leq \|f\|_{L^2(S)} \left( \int_{\mathbb{R}^d} \|\rho^\beta * |G(|\cdot, z)|\|_{L^2}^2 \|\rho^\beta * |G(|y', \cdot)|\|_{L^2}^2 \chi(z)dz \right)^{1/2}
\]
\[
\leq \|f\|_{L^2(S)} \left( \int_{\mathbb{R}^d} |G(y', z')\chi(y')\chi(z')f(z')|^2 dy'dz' \right)^{1/2}
\]
\[
\leq \|f\|_{L^2(S)} \|\rho^\beta\|_{L^1} \sup_{z \in S} \|G(\cdot, z)\|_{L^2(S)} \left( \int_{\mathbb{R}^d} |G(y', z')\chi(y')\chi(z')f(z')|^2 dy'dz' \right)^{1/2}
\]
Multiplying by \(k_0^2 \sup_{y \in S} |G(\cdot, y)|^2_{L^2(K)}\), and accounting for (4.5), this term generates of contribution of order \(k^{2d}\sigma^4\beta^{2d}K^{-4}\), which is weaker than the other leading terms since \(k \gg 1\).

By exactly the same method, we see that the third term on the right hand side of (4.11) leads to a contribution of order \(\beta^{2d}\). Combining all the results above, we proved (4.10).

4.5 Asymptotics of the corrector

We address here the convergence of the corrector \(v^\beta = -Gk_0^2 \chi q^\beta u\) as \(\beta \to 0\), keeping the other parameters fixed. We introduce first some mathematical preliminaries.

Preliminaries. Let \(\mathcal{H}\) be a Hilbert space, and \(X : (\Omega, \mathcal{F}, P) \to \mathcal{H}\) be a random variable with value in \(\mathcal{H}\). Then \(X\) induces a (Borel) probability measure on \(\mathcal{H}\) as follows: for each Borel set \(B \in \mathcal{H}\), define
\[
\lambda_X(B) := P(X \in B).
\]
A family \(\{X^\beta : \Omega \to \mathcal{H}\}_{\beta \in (0,1)}\) of random variables in \(\mathcal{H}\) is said to converge in distribution to \(X : \Omega \to \mathcal{H}\), as \(\beta \to 0\), if the family of probability measures induced by \(\{X^\beta\}\) on \(\mathcal{H}\), denoted by \(\lambda_X^\beta\), converges to that induced by \(X\), denoted by \(\lambda_X\). In other words, for any Borel measurable subset \(B \subseteq \mathcal{H}\), the real numbers \(\lambda_X^\beta(B)\) converges to \(\lambda_X(B)\). An important and very useful criterion for the convergence in distribution of \(X^\beta\) to \(X\) is given as follows. We refer to [23] for its proof.

Proposition 4.6. Suppose \(\mathcal{H}\) is a separable Hilbert space. Let \(\langle \cdot, \cdot \rangle\) denote the inner product on \(\mathcal{H}\). Then \(X^\beta\) converges in distribution to \(X\), provided that

1. for each \(h \in \mathcal{H}\), the random variables \(\langle X^\beta, h \rangle\) converges in distribution to \(\langle X, h \rangle\).
2. the family of probability measures \(\{\lambda_X^\beta\}\) is tight, i.e. \(\forall \delta > 0\), there exists a compact set \(K \subseteq \mathcal{H}\), such that
\[
\inf_{\beta \in (0,1)} \lambda_X^\beta(K) \geq 1 - \delta.
\]

For \(K \subset \mathbb{R}^d\) a bounded set, we use the notation \(H^s(K)\), \(s \in (0,1)\), to denote the fractional Sobolev space defined by
\[
H^s(K) := \left\{ f \in L^2(K) \middle| \|f\|_{L^2(K)} < \infty \text{ and } [f]_{H^s(K)} < \infty \right\},
\]
where \([\cdot]_{H^s(K)}\) denotes the semi-norm given by
\[
([f]_{H^s})^2 := \int_{K \times K} |f(x) - f(y)|^2 |x - y|^{d+2s} \, dx \, dy.
\]
The norm on $H^s(K)$ is given by the formula $\|f\|_{H^s}^2 := \|f\|_{L^2}^2 + \|f\|_{H^s}^2$. In view of the fact that the embedding $H^s(K) \hookrightarrow L^2(K)$ is compact, a very simple yet useful criterion for tightness of measures on $L^2$ is given as follows; see [13, Theorem A.2].

**Proposition 4.7.** Let $\{X^\beta\}_{\beta \in (0,1)}$ be a family of random variables on the separable Hilbert space $L^2(K)$. Suppose that there exists $C > 0$ and $s \in (0,1)$, independent of $\beta$, such that

$$\mathbb{E}\|X^\beta\|_{H^s(K)} \leq C.$$ 

Then the family $\{\lambda X^\beta\}_{\beta \in (0,1)}$ of probability measures induced by $\{X^\beta\}$ is tight.

Next, we prove Theorem 3.2. We go back to the expansion formula (3.3) and realize that, according to Theorem 3.1,

$$\lim_{\beta \to 0} \mathbb{E}\left\|\beta^{-\frac{d}{2}} \left( G_{\sigma} k^2 \chi^\beta G_{\sigma} k^2 \chi^\beta u + G_{\sigma} k^2 \chi^\beta G_{\sigma} k^2 \chi^\beta (u^\beta - u) \right) \right\|_{L^2(K)} = 0.$$ 

It follows that the limiting distribution in $L^2(K)$ of the normalized homogenization error $\beta^{-\frac{d}{2}}(u^\beta - u)$ is the same as that of $\beta^{-\frac{d}{2}}v^\beta$. In view of the criteria in Proposition 4.6, it suffices to prove the results in Lemma 4.8 below. Recall the notations in Theorem 3.2 $M^{1/2} = \{\alpha_{ij}\}$ is the square root of the matrix $M$ defined in (2.5), and $W_y$ is defined by

$$W_y := (\alpha_{11} W_y^{(1)} + \alpha_{12} W_y^{(2)}) + i(\alpha_{21} W_y^{(1)} + \alpha_{22} W_y^{(2)}) = \begin{pmatrix} 1 & i \end{pmatrix} M^{1/2} W_y,$$

where $W_y^{(1)}$ and $W_y^{(2)}$ are standard independent multiparameter ($y$-parameter) Wiener processes, and $W_y := (W_y^{(1)}, W_y^{(2)})^T$. For any $\varphi \in L^2(K)$, let finally $m(y) = \int_K G(x,y)\varphi(x)dy$, where $G$ is the Green’s function of the homogenized equation 3.1. We have then:

**Lemma 4.8.** Under the same assumptions of Theorem 3.2 we have:

1. For each $\varphi \in L^2(K)$,

$$\left( \frac{v^\beta}{\beta^{d/2}}, \varphi \right) \text{ distribution } \overset{\beta \to 0}{\to} -\sigma k^2 \int_{\mathbb{R}^d} u(y)m(y)\chi(y)dW_y.$$  

(4.12)

2. Let $d = 2,3$ and $s < (4-d)/2$. Then there exists constant $C > 0$ such that

$$\mathbb{E}\|\beta^{-d/2}v^\beta\|_{H^s(K)} \leq C.$$  

(4.13)

**Proof.** For item one, we compute

$$\beta^{-d/2}(v^\beta, \varphi) = \frac{-\sigma k^2}{\sqrt{\beta^d}} \int_{K \times \mathbb{R}^d} G(x,y)\chi(y)q\left(\frac{y}{\beta}\right) u(y)\varphi(x)dydx$$

$$= \frac{-\sigma k^2}{\sqrt{\beta^d}} \int_{\mathbb{R}^d} q\left(\frac{y}{\beta}\right) u(y)m(y)\chi(y)dy.$$ 

Write then for simplicity $m_0(y) = u(y)m(y)\chi(y)$. We address the convergence of $\zeta^\beta := \beta^{-d/2}(v^\beta, \varphi)$ by considering the real vector $(\mathbb{R}(\zeta^\beta), \mathbb{I}(\zeta^\beta))^T$. For this, we consider random vector $h^\beta$ of the form, with $Q^\beta(y) = (q_0(y/\beta), q_1(y/\beta))^T$,

$$h^\beta = \frac{-1}{\sqrt{\beta^d}} \int_{\mathbb{R}^d} A(y)Q^\beta(y)dy,$$
where $A = \{a_{ij}\}$ is matrix whose entries are real $L^2(S)$ functions supported in $S$. These are integrals involving the product of an $L^2(S)$ function and the random oscillatory function $q_\alpha^\beta$, $\alpha = \{r, i\}$, which is a rescaled version of the short range correlated random field $q_\alpha(x, \omega)$. Adapting the results of [2, 3] to our case, we find that

$$h^\beta \overset{\text{distribution}}{\underset{\beta \to 0}{\longrightarrow}} h \sim \mathcal{N} \left(0, \int_S A(y) M A^T(y) dy\right),$$

where $M$ is defined in (2.5). With the multiparameter Wiener process $W_y = (W_y^{(1)}, W_y^{(2)})^T$ defined earlier, we find that the distribution on the right hand side is realized by

$$\int_S A(y) M^{1/2} dW_y \sim \mathcal{N} \left(0, \int_S A(y) M A^T(y) dy\right).$$

The left hand side can be written as a sum of several Wiener integrals in terms of the independent components $W_y^{(1)}$ and $W_y^{(2)}$; those integrals are simply random normal variables with zero mean and they have appropriate joint variances.

Next, we show that the measures generated by $v^\beta_1/\beta^d$ are tight in $L^2(K)$, by proving (4.13). Here, $K$ is any bounded set in the upper half space. By definition, $\|v^\beta_1\|^2_{H^s(K)} = \|v^\beta_1\|^2_{L^2(K)} + [v^\beta_2]^2_{H^s(K)}$ where the second term is the $H^s$ seminorm given by

$$[v^\beta_2]^2_{H^s(K)} = \left[\sum_{s \in K} \chi q^\beta u(x)\right]^2_{H^s} = \int_{K \times K} \frac{|G k^2 \chi q^\beta u(x) - G k^2 \chi q^\beta u(y)|^2}{|x - y|^{d+2s}} \, dx \, dy \left[\sum_{s \in K} \chi q^\beta u(x)\right]^2_{H^s} = k^d \int_{K \times K} \frac{1}{|x - y|^{d+2s}} \left[\sum_{s \in K} \chi q^\beta u(x)\right]^2_{H^s} dx \, dy.$$

Taking expectations, we have

$$\mathbb{E}[v^\beta]^2_{H^s} = \int_{K \times K} \mathbb{E}\left[|G(x, \xi) - G(y, \xi)| \right| G(x, \eta) - G(y, \eta)\right] R\left(\frac{\xi - \eta}{\beta}\right) \, d\xi \, d\eta.$$

Then, with the Cauchy-Schwarz inequality,

$$\sup_{\xi, \eta \in S} \int_{K \times K} \frac{|G(x, \xi) - G(y, \xi)|}{|x - y|^{d+2s}} \, dx \, dy \leq \sup_{\xi \in S} \int_{K \times K} \frac{|G(x, \xi) - G(y, \xi)|^2}{|x - y|^{d+2s}} \, dx \, dy \leq \sup_{\xi \in S} \|G(\cdot, \xi)\|^2_{H^s(K)}.$$
By similar arguments as in the proof of Lemma 4.4 we get to conclude that
\[ \mathbb{E}[v^\beta]_{H^s} \leq C|\beta|^d\|u\|_{L^2(S)}^2. \]

Together with Lemma 4.4 which controls the \( L^2 \) norm of \( v^\beta \), this completes the proof. \( \square \)

An immediate result of the lemma is that
\[
\frac{v^\beta}{\sqrt{2^d}} \xrightarrow{\beta \to 0} -\sigma k^2 \int_{\mathbb{R}^d} G(x,y)\chi(y)u(y)dW_y \quad \text{in} \quad L^2(K).
\]

Since \( \beta^{-\frac{4}{d}}(u^\beta - u) \) has the same limiting distribution, the proof of Theorem 4.3 is complete.

### 4.6 Proof of Proposition 4.1

Write \( x = (x', z) \) with \( x' = (x_1, x_2) \) when \( d = 3 \), and \( x' = x_1 \) when \( d = 2 \). Taking the Fourier transform of (4.1) in the \( x' \) variable (with dual variable \( \xi \in \mathbb{R}^{d-1} \)), we find
\[
\partial^2_{z} \hat{G} + k^2(z, \xi)\hat{G} = e^{ix_0^0 \xi} \delta(z - z_0), \quad z \in \mathbb{R}, \tag{4.15}
\]
where \( x_0 = (x_0^0, z_0) \) and the complex number \( k^2(z, \xi) \) is defined by
\[
k^2(z, \xi) = \begin{cases} 
  k_0^2(\xi) = k^2n_0^2(\xi) - |\xi|^2 = k^2(n_0^2 + i\alpha) - |\xi|^2 & \text{if } z > 0 \\
  k_1^2(\xi) = k^2\omega_0^2(\xi) - |\xi|^2 = k^2(n_1^2 + i(\kappa_e + \alpha)) - |\xi|^2 & \text{if } z \in (-L, 0) \\
  k_2^2(\xi) = k^2n_0^2(\xi) - |\xi|^2 = k^2(n_2^2 + i(\kappa_2 + \alpha)) - |\xi|^2 & \text{if } z < -L.
\end{cases}
\]

We write the dependencies of \( \hat{G} \) as \( \hat{G}(z, z_0, \xi, x_0^0) \). Although it is possible to obtain exact expressions for \( \hat{G} \), we follow a different route that seems somewhat more direct and would apply if the refractive index in the sea ice layer depends also on \( z \). We start with the case \( z_0 \in (-L, 0) \).

#### Estimates in the layer

When \( z_0 \in (-L, 0) \) and \( z > 0 \), \( \hat{G} \) has the form \( \hat{G}(z, z_0, \xi, x_0^0) = A e^{ik_0 z} \), for some constant \( A \). In the latter expression, \( k_0 \) is the principal square root of \( k_0^2 \), and we selected the outgoing solution of (4.15). In the same way, when \( z_0 \in (-L, 0) \) and \( z < -L \), we have \( \hat{G}(z, z_0, \xi, x_0^0) = A' e^{-ik_2(z + L)} \). Since \( z_0 \in (-L, 0) \), it follows from (4.15) that \( \hat{G} \) and \( \partial_z \hat{G} \) are continuous functions at \( z = 0 \) and \( z = -L \), and we therefore obtain the boundary conditions
\[
\partial_z \hat{G}(0, \xi) = i k_0 \hat{G}(0, \xi), \quad \partial_z \hat{G}(-L, \xi) = -ik_2 \hat{G}(-L, \xi).
\]

Let \( \Phi_\xi \) be the Green’s function of the one-dimensional Helmholtz equation with wavenumber \( k_1(\xi) \), i.e. \( \Phi_\xi(z) = e^{ik_1(\xi)|z|} / (2ik_1(\xi)) \). It is the Fourier transform of \( \Phi(x) \) defined in (4.12) and verifies
\[
\partial^2_{z} \Phi_\xi(z) + k_1^2(\xi)\Phi_\xi(z) = \delta(z), \quad z \in \mathbb{R}.
\]

With \( z_0 \in (-L, 0) \), define \( p \) by \( e^{ix_0^0 \xi} p(z, z_0, \xi, x_0^0) = \hat{G}(z, z_0, \xi, x_0^0) - e^{ix_0^0 \xi} \Phi_\xi(z - z_0) \). We have then
\[
\partial^2_{z} p + k^2(z, \xi) p = 0, \quad z \in (-L, 0). \tag{4.16}
\]

To equip the above equation with boundary conditions, we use again the continuity of \( \hat{G} \) and \( \partial_z \hat{G} \) at \( z = 0 \) and \( z = -L \). Moreover, since \( \partial_z |z| = 2H(z) - 1 \) for \( z \neq 0 \) and \( H \) is the Heaviside function, we find the following boundary conditions for \( p \):
\[
\begin{align*}
\partial_z p(0, z_0, \xi, x_0^0) &= ik_0 p(0, z_0, \xi, x_0^0) + i(k_0 - k_1(2H(-z_0) - 1))\Phi_\xi(z_0) \\
\partial_z p(-L, z_0, \xi, x_0^0) &= -ik_2 p(-L, z_0, \xi, x_0^0) - i(k_2 + k_1(2H(-z_0 - L) - 1))\Phi_\xi(z_0 + L).
\end{align*}
\]
We have $H(-z_0) = 1$ and $H(-z_0 - L) = 0$ for all $z_0 \in (-L, 0)$, and the latter boundary conditions simplify when $z_0 \in (-L, 0)$. Multiplying then (4.16) by $\hat{p}^*$, integrating by parts in $(-L, 0)$ using the above boundary conditions, and taking the real and imaginary parts lead to, for all $z_0 \in (-L, 0)$ (we only make explicit the dependency of $\hat{p}$ on $z$ for simplicity),

\[
\Re(k_0)|\hat{p}(0)|^2 + \Re(k_2)|\hat{p}(-L)|^2 + k^2(\kappa_e + \alpha) \int_{-L}^{0} |\hat{p}(z)|^2 dz \\
= \Re \left( (k_1 - k_0)\Phi(0)\hat{p}(0) \right) + \Re \left( (k_1 - k_2)\Phi(0) + L\hat{p}(-L) \right) \tag{4.17}
\]

\[
\Im(k_0)|\hat{p}(0)|^2 + \Im(k_2)|\hat{p}(-L)|^2 + (|\xi|^2 - k^2n^2_e) \int_{-L}^{0} |\hat{p}(z)|^2 dz + \|\partial_z \hat{p}\|_{L^2(-L, 0)}^2 \\
= -\Im \left( (k_1 - k_0)\Phi(0) \right) - \Im \left( (k_1 - k_2)\Phi(0) - L\hat{p}(-L) \right) \tag{4.18}
\]

Since $\Im(k_1) \geq 0$, we have $|\Phi(0)| \leq 1/(2|k_1|)$ and we find, using the Cauchy-Schwarz inequality in the r.h.s of (4.17)-(4.18),

\[
\Re(k_0)|\hat{p}(0)|^2 + \Re(k_2)|\hat{p}(-L)|^2 + 2k^2(\kappa_e + \alpha) \int_{-L}^{0} |\hat{p}(z)|^2 dz \leq \frac{|k_1 - k_0|^2}{\Re(k_0)|k_1|^2} + \frac{|k_1 - k_2|^2}{\Re(k_2)|k_1|^2} \tag{4.19}
\]

\[
\Im(k_0)|\hat{p}(0)|^2 + \Im(k_2)|\hat{p}(-L)|^2 + 2(|\xi|^2 - k^2n^2_e) \int_{-L}^{0} |\hat{p}(z)|^2 dz \leq \frac{|k_1 - k_0|^2}{\Im(k_0)|k_1|^2} + \frac{|k_1 - k_2|^2}{\Im(k_2)|k_1|^2} \tag{4.20}
\]

We also have the direct inequality, obtained from (4.17),

\[
k^2(\kappa_e + \alpha) \int_{-L}^{0} |\hat{p}(z)|^2 dz \leq \frac{|k_1 - k_0|^2}{2|k_1|} |\hat{p}(0)| + \frac{|k_1 - k_2|^2}{2|k_1|} |\hat{p}(-L)|, \quad \forall \xi \in \mathbb{R}^{d-1}. \tag{4.21}
\]

We now exploit the previous inequalities to estimate $\hat{p}$ in the layer and start with the $L^2(\mathbb{R}^{d-1} \times (-L, 0))$ norm.

$L^2$ estimates. Inequality (4.19) allows us to estimate $|\hat{p}|$ for $|\xi| \leq kn_0$ in $L^2$ as follows: with the change of variables $\xi \rightarrow k\xi$ in the r.h.s, we obtain

\[
2k^2\kappa_e \int_{|\xi| \leq kn_0} \int_{-L}^{0} |\hat{p}(z, \xi)|^2 dz d\xi \leq k^{d-2} \int_{|\xi| \leq n_0} \left( \frac{|\nu_e - \nu_0|^2}{\Re(\nu_e)|\nu_e|^2} + \frac{|\nu_e - \nu_0|^2}{\Re(\nu_0)|\nu_e|^2} \right) (\xi) d\xi, \tag{4.22}
\]

with

\[
\nu_0^2(\xi) = n_0^2 - |\xi|^2 + i\alpha, \quad \nu_1^2(\xi) = n_0^2 - |\xi|^2 + i(\kappa_e + \alpha), \quad \nu_2^2(\xi) = n_0^2 - |\xi|^2 + i(2\kappa_e + \alpha).
\]

We only treat the term in $\nu_0$ in the r.h.s of (4.22) since the other one is handled similarly. Some direct algebra involving Taylor expansions shows that there exists $C > 0$ that is independent of $\xi$ and $\alpha$ such that

\[
|\nu_e - \nu_0(\xi)| + |\nu_e - \nu_0(\xi)| \leq C, \quad \forall \xi \in \mathbb{R}^{d-1}. \tag{4.23}
\]

With $\kappa_\alpha = \kappa_e + \alpha$, we are then left with estimating the integral

\[
\int_{|\xi| \leq n_0} \frac{d\xi}{\Re(\nu_e)|\nu_0(\xi)|^2} = \int_{|\xi| \leq n_0} \frac{d\xi}{\sqrt{n_0^2 - |\xi|^2 + \alpha^2 + (n_0^2 - |\xi|^2)^2 + \kappa_\alpha^2}} \\
\leq \frac{1}{\kappa_\alpha} \int_{|\xi| \leq n_0} \frac{d\xi}{\sqrt{n_0^2 - |\xi|^2}} \leq \frac{C}{\kappa_\alpha},
\]
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where $C$ is independent of $\kappa$ and $n_0$. Above, we used the fact that $n_0 < n_e$. This gives us a bound for $\hat{p}$ in $L^2$ in the region where $|\xi| \leq kn_0$. Assume now without lack of generality that $n_e > n_2$ (the opposite case $n_e < n_2$ can be handled similarly). For $|\xi| \geq kn_e$, we combine (4.20) and (4.21) to arrive at

$$Ck^2(\kappa + \alpha) \int_{-L}^0 |\hat{p}(z)|^2 dz \leq \frac{|k_1 - k_0|^2}{\Im(k_0)|k_1|^2} + \frac{|k_1 - k_2|^2}{\Im(k_2)|k_1|^2}.$$  

The first term in the r.h.s is easily taken care of by (4.23) and the same argument as before. For the second one, with the notation $\kappa_2, \alpha = k_2 + \alpha$, we need to estimate the integral:

$$\int_{|\xi| \geq n_e} \frac{d\xi}{\Im(\kappa_2(\xi))|\kappa_2(\xi)|^2} = \int_{|\xi| \geq n_e} \frac{d\xi}{\Im(\kappa_2(\xi))\left(\sqrt{(n_2^2 - |\xi|^2)^2 + \kappa_2^2} - (n_2^2 - |\xi|^2)\right)^{1/2}}.$$

Using the change of variable $|\xi| \to \kappa_2 r + n_e$, we see that the above is bounded by

$$\leq C \int_0^\infty \frac{(\kappa_2 r + n_e)^{d-2} dr}{\sqrt{(\kappa_2 r + n_e + n_2)(\kappa_2 r + n_2 - n_2)}\left(\sqrt{(\kappa_2 r + 2n_2)^2 r^2 + 1}\right)} \leq C(1 + \kappa_2^{-\delta}),$$

for any $\delta > 0$. It remains to treat the case $kn_0 \leq |\xi| \leq kn_e$. We start by using (4.21) to obtain, after multiplying by $k^2n_e^2 - |\xi|^2$,

$$\int_{-L}^0 |\hat{p}(z)|^2 dz \leq \frac{(k^2n_e^2 - |\xi|^2)}{k^2(\kappa + \alpha)} \left(\frac{|k_1 - k_0|^2}{\Im(k_0)|k_1|^2} + \frac{|k_1 - k_2|^2}{\Im(k_2)|k_1|^2}\right).$$

Using (4.20) and Young’s inequality, we get

$$\Im(k_0)|\hat{p}(0)|^2 + \Im(k_2)|\hat{p}(-L)|^2 \leq C \left(\frac{(k^2n_e^2 - |\xi|^2)}{k^2(\kappa + \alpha)}\right)^2 \left(\frac{|k_1 - k_0|^2}{\Im(k_0)|k_1|^2} + \frac{|k_1 - k_2|^2}{\Im(k_2)|k_1|^2}\right),$$

which, together with (4.21), leads to

$$k^2(\kappa + \alpha) \int_{-L}^0 |\hat{p}(z)|^2 dz \leq C \left(\frac{(k^2n_e^2 - |\xi|^2)}{k^2(\kappa + \alpha)}\right) \left(\frac{|k_1 - k_0|^2}{\Im(k_0)|k_1|^2} + \frac{|k_1 - k_2|^2}{\Im(k_2)|k_1|^2}\right).$$

Integrating over $kn_0 \leq |\xi| \leq kn_e$, and using that $(k^2n_e^2 - |\xi|^2)/|k_1|^2 \leq 1$ together with (4.23), we find

$$k^{4-d}(\kappa + \alpha)^2 \int_{kn_0}^{kn_e} \int_{-L}^0 |\hat{p}(z)|^2 dz d\xi \leq C \int_{n_0}^{n_e} \frac{1}{\Im(m_0)} + \frac{1}{\Im(m_2)} d\xi \leq C.$$

Collecting results, we have proven (4.3). We turn now to the $L^\infty$ estimates.

$L^\infty$ estimates. We control $\|p\|_{L^\infty}$ by $\|\hat{p}\|_{L^1}$. For $z \in [-L, 0]$, the solution to (4.16) reads

$$\hat{p}(z) = \frac{\sin(k_1(z + L))}{\sin(k_1 L)} \hat{p}(0) - \frac{\sin(k_1 z)}{\sin(k_1 L)} \hat{p}(-L).$$

With $\Im(k_1) > 0$, the function $|\sin(k_1 z)|$ is strictly increasing with $|z|$, so that

$$\left|\frac{\sin(k_1(z + L))}{\sin(k_1 L)}\right| \leq 1, \quad \left|\frac{\sin(k_1 z)}{\sin(k_1 L)}\right| \leq 1,$$
and as a consequence $|\hat{p}(z)| \leq |\hat{p}(0)| + |\hat{p}(-L)|$. As before, assuming without lack of generality that $n_e > n_2$, we split the integration into three parts, $|\xi| \leq kn_0$, $kn_0 \leq |\xi| \leq kn_e$, and $|\xi| > kn_e$. We estimate the part $|\xi| \leq kn_0$ using \eqref{4.19}. We only treat $\hat{p}(0)$ and the term involving $k_0$ in the r.h.s since all other calculations are similar. Using \eqref{4.23} and the fact that $n_0 < n_e$, we then find
\begin{equation*}
k^{d-2} \int_{|\xi| \leq n_0} \frac{|n_e - n_0|}{R(n_0)|\xi|} d\xi \leq Ck^{d-2} \int_{|\xi| \leq n_0} \frac{d\xi}{R(n_0)} d\xi \leq Ck^{d-2}.
\end{equation*}
For the part $|\xi| \geq kn_e$, we only treat as above the $k_0$ part of the r.h.s in $\hat{p}(0)$ and write
\begin{equation*}
k^{d-2} \int_{|\xi| \geq n_e} \frac{|n_e - n_0|}{\Im(n_0)|\xi|} d\xi = k^{d-2} \int_{n_e \leq |\xi| \leq R} (\cdots) d\xi + k^{d-2} \int_{|\xi| \geq R} (\cdots) d\xi,
\end{equation*}
for some $R > 0$ that will be defined below. The first term is easily estimated using \eqref{4.23}:
\begin{equation*}
Ck^{d-2} \int_{n_e \leq |\xi| \leq R} \frac{d\xi}{|n_e|} \leq Ck^{d-2}.
\end{equation*}
For the second term, we need to refine estimate \eqref{4.23} for large $|\xi|$, and find, for appropriate $C_R$ and $R$ sufficiently large,
\begin{equation*}
|(n_e - n_0)(\xi)| + |(n_e - n_2)(\xi)| \leq C_R|\xi|^{-1}, \quad \forall |\xi| \geq R.
\end{equation*}
With the change of variables $|\xi| \to \kappa_\alpha r + n_e$ in the second term of \eqref{4.25}, we find, using \eqref{4.26},
\begin{equation*}
C\kappa_\alpha^{1/2} \int_0^\infty \frac{(\kappa_\alpha r + n_e)(\kappa_\alpha r + n_e - 2n_0)(2\kappa_\alpha r + 1)^{1/4}}{(\kappa_\alpha r + n_e + 2n_0)(\kappa_\alpha r + 2n_0)(2\kappa_\alpha r + 1)^{1/4}} \leq C.
\end{equation*}
The last piece $kn_0 \leq |\xi| \leq kn_e$ is estimated by using \eqref{4.24}. Since $(n_e^2 - |\xi|^2)/|n_e| \leq (n_e^2 - |\xi|^2)^{1/2}$, the $k_0$ part in the r.h.s in $\hat{p}(0)$ is bounded by
\begin{equation*}
k^{d-2} \int_{n_0 \leq |\xi| \leq n_e} \frac{|n_e - \xi|^2}{\kappa_e + \alpha \Im(n_0)|\xi|} d\xi \leq k^{d-2} \int_{n_0 \leq |\xi| \leq n_e} \frac{(n_e^2 - |\xi|^2)^{1/2}}{\kappa_e \Im(n_0)} d\xi \leq Ck^{d-2} \kappa_e^{-1}.
\end{equation*}
This proves the first estimate in \eqref{4.3}. The second one follows from the observation that, for $z > 0$ and $z_0 \in (-L, 0)$,
\begin{equation*}
|\hat{p}(z)| = |\hat{p}(0)e^{ik_0(\xi)z}| \leq |\hat{p}(0)|.
\end{equation*}
We turn now to the case $z_0 > 0$ and prove the second estimate in \eqref{4.5}. The calculations are very similar and we only provide the main ideas.

**Estimates for $z_0$ in the upper half-space.** We start with \eqref{4.15} with now $z_0 > 0$, and derive first boundary conditions at $x = 0$ and $x = -L$. The one at $x = -L$ is the same as when $z_0 \in (-L, 0)$. For the one at $x = 0$, we notice that $\partial_x \hat{G}$ has a jump of value $e^{ix_0' \xi}$ at $z = z_0$. Accounting for this, solving \eqref{4.15} for $z > z_0$ and $z \in (0, z_0)$, and eliminating the unknown reflection coefficient at $x = 0$ yields the boundary condition
\begin{equation*}
\partial_z \hat{G}(0) = ik_0 \hat{G}(0) - e^{i(k_0z_0 + x_0' \xi)}.
\end{equation*}
In the region $z \in (-L, 0)$, $\hat{G}$ satisfies the Helmholtz equation with wavenumber $k_1$ and has the boundary conditions specified above. We can then estimate $\hat{G}$ in $L^2$ by reproducing the steps for the analysis of $\hat{p}$ in the previous section. In particular, we replace, in \eqref{4.17}, \eqref{4.18}.
\textit{i}(k_1 - k_0)\Phi_\xi(z - z_0) by \textit{e}^{i(k_0 z_0 + x_0' \xi)}, \hat{p} by \hat{G} and set \( k_1 = k_2. \) We then obtain for the parts \(|\xi| \leq k_n_0\) and \(|\xi| \geq k_n_e,\)

\[
2k^2\kappa_e \int_{|\xi| \leq k_n_0} \int_{-L}^0 |\hat{G}(z, \xi)|^2 \, dz \, d\xi \leq C k^{d-2} \int_{|\xi| \leq k_n_0} \frac{e^{-2k\Re(z_0\xi)}}{\Re(z_0)} \, d\xi \leq C k^{d-2},
\]

and

\[
2k^2\kappa_e \int_{|\xi| \geq k_n_e} \int_{-L}^0 |\hat{G}(z, \xi)|^2 \, dz \, d\xi \leq C k^{d-2} \int_{|\xi| \geq k_n_e} \frac{e^{-2k\Re(z_0\xi)}}{\Re(z_0)} \, d\xi \leq C k^{d-2} \left(1 + k^{2-d}\right).
\]

The last piece \( k_n_0 \leq |\xi| \leq k_n_e \) is estimated by

\[
k^{4-d}(\kappa_e + \alpha)^2 \int_{k_n_0 \leq |\xi| \leq k_n_e} \int_{-L}^0 |\hat{G}(z, \xi)|^2 \, dz \, d\xi \leq C \int_{k_n_0 \leq |\xi| \leq k_n_e} \frac{e^{-2k\Re(z_0\xi)}}{\Re(z_0)} \, d\xi \leq C.
\]

Gathering previous estimates, we obtain the second part of (4.5).

We continue the proof of lemma by estimating the free Green’s function \( \Phi_\xi. \)

\textbf{Estimates on \( \Phi_\xi. \)} In order to obtain the first estimate in (4.5), we compute

\[
\|
\Phi_\xi(z - z_0)\|^2_{L^2(S)} = \int_{\mathbb{R}^{d-1}} \int_{-L}^0 \frac{e^{-2\Re(k_1(\xi))|z - z_0|}}{4|k_1(\xi)|^2} \, d\xi \, dz \leq C \int_{\mathbb{R}^{d-1}} \frac{d\xi}{\Re(k_1(\xi))|k_1(\xi)|^2}
\]

\[
\leq C k^{d-4} \int_{\mathbb{R}^{d-1}} \frac{d\xi}{\Re(n_\alpha(x))|n_\alpha(x)|^2}.
\]

With the change of variables \(|\xi| \to \kappa_\alpha r + n_e,\) we find

\[
\int_{\mathbb{R}^{d-1}} \frac{d\xi}{\Re(n_\alpha(x))|n_\alpha(x)|^2} = \int_{\mathbb{R}^{d-1}} \frac{d\xi}{\sqrt{(n_e^2 - |\xi|^2)^2 + \kappa_\alpha^2}} = C \kappa_\alpha^{-1/2} \int_{-n_e/\kappa_\alpha}^\infty \frac{\kappa_\alpha r + n_e)^d-2 dr} {\sqrt{((\kappa_\alpha r + 2n_e)r)^2 + 1 + (\kappa_\alpha r + 2n_e)r \sqrt{(((\kappa_\alpha r + 2n_e)r)^2 + 1)}}}
\]

It is direct to see that the above integral is finite for \( r > 0 \) and then bounded by \( C \kappa_e^{-1/2}. \) We focus therefore on the piece \( r \in (-n_e/\kappa_e, 0). \) Since the function \( x \to \sqrt{x^2 + 1 - x} \) is increasing, the integral is readily bounded by \( C R \kappa_e^{-1/2} \) for \( r \in (-R, 0). \) For \( R \) sufficiently large, there is a constant \( C_R \) such that

\[
\sqrt{x^2 + 1 - x} \geq C_R / x, \quad \forall x \geq R.
\]

(4.27)

If \( n_e/\kappa_e \leq R \) we are done and the integral is controlled by \( C \kappa_e^{-1/2}. \) If not, we estimate the integral by, using (4.27) and the decrease of \( x \to \sqrt{x^2 + 1^2 - x}, \) since \( (2n_e - \kappa_e) r \leq (2n_e - \kappa_e) r := c_R r \) for \( r \in (R, n_e/\kappa_e),\)

\[
C \kappa_e^{-1/2} \int_R^{n_e/\kappa_e} \frac{dr}{\sqrt{(c_R r)^2 + 1 - c_R r \sqrt{(n_e r)^2 + 1}}} \leq C \kappa_e^{-1/2} \int_R^{n_e/\kappa_e} dr / r^{1/2} \leq C \kappa_e^{-1}.\]

Collecting estimates, and using \( \kappa_e \leq 1, \) we finally arrive at

\[
\sup_{z_0 \in \mathbb{R}} \|
\Phi_\xi(z - z_0)\|^2_{L^2(S)} \leq C k^{d-2} \kappa_e^{-1/2}.
\]

Together with (4.3), this yields the first estimate in (4.5).
**Estimate in \( H^s(K) \).** We write \( G(x, y) = \Phi(x - y) + p(x, y) \) and start with \( \Phi \), for which a direct computation shows that it does not belong to the Sobolev space \( H^1(\mathbb{R}^d) \). Nevertheless, we can check that for any \( s < (4 - d)/2 \), we have \( \Phi \in H^s(\mathbb{R}^d) \). Indeed, since we have from (4.2) that
\[
F_{x \to \xi}[\Phi](\xi) = \frac{1}{-|\xi|^2 + k^2 + \frac{n_\alpha}{2}}
\]
and we find
\[
\int_{\mathbb{R}^d} (1 + |\xi|^2)^s |F_{x \to \xi}[\Phi](\xi)|^2 d\xi = \int_{\mathbb{R}^d} (1 + |\xi|^2)^s \frac{1}{| - ik^2(\kappa_\epsilon + \alpha) - k^2 n_\alpha^2 + |\xi|^2|^2|} d\xi.
\]
Since \( \kappa_\epsilon + \alpha > 0 \), we see that the integral above is finite as long as \( 4 - 2s > d \), or equivalently, \( s < (4 - d)/2 \). This shows that \( \Phi \in H^s(\mathbb{R}^d) \subset H^s(K) \). Regarding \( p \), it satisfies the equation
\[
\Delta_x p + k^2 \pi^2 p = k^2(n_\alpha^2 - n_\epsilon^2)\Phi(x - y).
\]
With (4.4) and the fact that \( \Phi \in L^2(\mathbb{R}^d) \), it follows that \( \sup_{y \in S} \|\Delta_x p(\cdot, y)\|_{L^2(K)} \) is finite, which proves (4.6) by elliptic regularity.

**4.7 Other proofs**

**4.7.1 Proof of Lemma 4.2**

The zero order Hankel function \( H_0^{(1)}(z) \) admits the expression, for \( z \in \mathbb{C} \) with \( \Re(z) > 0 \) and \( \Im(z) > 0 \),
\[
H_0^{(1)}(z) = \frac{1}{\pi} \int_0^\pi e^{iz \sin t} dt - \frac{2i}{\pi} \int_0^\infty e^{-z \sinh t} dt := H_1(z) + H_2(z).
\]
Since \( \Im(z) \geq 0 \), we have the direct estimate \( |H_1(z)| \leq 1 \). Furthermore,
\[
H_2(z) = -\frac{2i}{\pi} \int_0^1 e^{-z \sinh t} dt - \frac{2i}{\pi} \int_1^\infty e^{-z \sinh t} dt := H_3(z) + H_4(z),
\]
with \( |H_3(z)| \leq 2/\pi \). Finally, since \( 2\sinh(t) \geq e^t - e \), for all \( t \geq 1 \), we have
\[
|H_4(z)| \leq \frac{2e^{\frac{1}{2}\Re(z)}}{\pi} \int_1^\infty e^{-\frac{1}{2}\Re(z)} e^u du - \frac{2e^{\frac{1}{2}\Re(z)}}{\pi} \int_\frac{1}{2}^{\infty} e^{-\Re(z) \frac{u}{2}} \frac{e^u}{u} du = \frac{2e^{\frac{1}{2}\Re(z)}}{\pi} \int_0^\infty u e^{\Re(z)} du = C(1 + |\log(\Re(z))|).\]
Above, we used that \( \log(1 + \frac{1}{2}) \leq 1 + |\log(x)| \) for \( x > 0 \). This ends the proof.

**4.8 Proof of Theorem 3.3**

We study first the high frequency limit in the interior of the domains \( \{z > 0\} \), \( \{z \in (-L, 0)\} \) and \( \{z < -L\} \), and only detail the most interesting case \( \{z \in (-L, 0)\} \). For this, let \( \varphi \) be a smooth test function with support in \( \{z \in (-L, 0)\} \), and let \( u_\varphi = v_\varphi \). Then \( v_\varphi \) verifies
\[
\eta^2 \Delta v_\varphi(x) + (k^2(x) + i\mu(x)) v_\varphi(x) = (2\pi)^2 \varphi(x) \chi(x) u(x) dW_x + \eta^2 v(x) \Delta \varphi(x) + 2\eta^2 \nabla \varphi(x) \cdot \nabla v(x) := s_1(x) + \eta^2 s_2(x).
\]
Note, since \( \varphi \) is supported in \( \{ z \in (-L, 0) \} \), that we have above \( k(x) = k_e \) and \( \mu(x) = \mu_e \).

The starting point is the following expression of Wigner transform of \( v_\varphi \) in the Fourier space:

\[
\mathcal{W}[v_\varphi](q, p) = \frac{1}{(2\pi)^d \eta^d} \hat{v}_\varphi \left( \frac{q}{2} + \frac{p}{\eta} \right) \hat{v}_\varphi^* \left( \frac{q}{2} - \frac{p}{\eta} \right).
\]  

Taking then the Fourier transform of \( 4.28 \) yields

\[
\hat{v}_\varphi(\xi) = \frac{s_1(\xi) + \eta^2 \hat{s}_2(\xi)}{a_\eta(\xi)}, \quad a_\eta(\xi) = k_e^2 + i\eta \mu_e - \eta^2 |\xi|^2.
\]

Since \( \mathbb{E}\{s_1\} = 0 \), we find

\[
\mathbb{E}\{\hat{v}_\varphi(\xi)\hat{v}_\varphi^*(\xi')\} = \frac{\mathbb{E}\{s_1(\xi)\hat{s}_1^*(\xi')\} + \eta^4 \hat{s}_2(\xi)\hat{s}_2^*(\xi')}{a_\eta(\xi)a_\eta^*(\xi')}. \tag{4.30}
\]

Moreover, \( 3.6 \) implies that

\[
\mathbb{E}\{s_1(\xi)\hat{s}_1^*(\xi')\} = (2\pi)^{d+2} \int_{\mathbb{R}^d} e^{-i(\xi + \xi') \cdot x} |\varphi \chi u|^2(x) dx = (2\pi)^{d+2} |\varphi \chi u|^2(\xi + \xi'). \tag{4.31}
\]

We next realize that

\[
a_\eta \left( \frac{q}{2} + \frac{p}{\eta} \right) a_\eta^* \left( \frac{q}{2} - \frac{p}{\eta} \right) = 2\eta (i\mu_e - p \cdot q)
\times \left( \frac{1}{-i\eta \mu_e + k_e^2 - |p|^2 + \eta \eta - \eta^2 |q|^2/4} - \frac{1}{-i\eta \mu_e + k_e^2 - |p|^2 + \eta \eta - \eta^2 |q|^2/4} \right)
\]

and since

\[
\lim_{\eta \to 0} \left( \frac{1}{x + i\eta} - \frac{1}{x - i\eta} \right) = -2i\pi \delta(x),
\]

we find, in the distribution sense,

\[
\lim_{\eta \to 0} \frac{\eta}{a_\eta \left( \frac{q}{2} + \frac{p}{\eta} \right) a_\eta^* \left( \frac{q}{2} - \frac{p}{\eta} \right)} = \frac{\pi}{(\mu_e + ip \cdot q)^2} \delta(|p|^2 - k_e^2).
\]

Using this, together with \( 4.29 \), \( 4.30 \) and \( 4.31 \) finally yields

\[
(\mu_e + ip \cdot q)\mathcal{W}[v_\varphi](q, p) = \pi \delta(|p|^2 - k_e^2) \left( \frac{(2\pi)^{d+2}}{(2\pi)^d \eta^{d+1}} |\varphi \chi u|^2(q) + \eta^3 \mathcal{W}[s_2](q, p) \right) + o(\eta).
\]

The term \( \eta^3 \mathcal{W}[s_2](q, p) \) leads to a negligible contribution in the interior of the domain \( \{ z \in (-L, 0) \} \), and can therefore be neglected. After an inverse Fourier transform, we then obtain for \( \mathcal{W}[v_\varphi] \):

\[
(\mu_e + p \cdot \nabla_x)\mathcal{W}[v_\varphi](x, p) = \frac{\pi (2\pi)^d r^2}{\eta^{d+1}} \delta(|p|^2 - k_e^2) |\varphi \chi u|^2(x)(q) + o(\eta),
\]

where \( o(\eta) \) denotes a term that converges to zero as \( \eta \to 0 \) in the distribution sense. Moreover, we have \( \mathcal{W}[v_\varphi] = |\varphi|^2 \mathcal{W}[v] + o(\eta) \) as \( \eta \to 0 \), and we recover the equation in the theorem after removing the test function \( \varphi \). The calculations are similar in the domains \( \{ z > 0 \} \) and \( \{ z < -L \} \), and lead to a free transport equation of the form \( (\mu(x) + p \cdot \nabla_x)\mathcal{W}[v](x, p) = o(\eta) \).

The reflection-transmission boundary conditions are obtained for instance by adapting the results of \( [24] \) to our layered case. This ends the proof.
5 Conclusion

We have derived in this work, under appropriate conditions on the wavelength, the typical length scale of the fluctuations and their variances, an asymptotic model for the first-order corrector to the homogenization limit. We have considered a simplified model where the inhomogeneities occupy a single layer with flat interfaces, and where the propagation of waves is described by a random Helmholtz equation. The corrector takes the simple form of a Gaussian field whose statistics depends on the homogenized solution and the homogenized Green’s function. In addition, when the thickness of layer is sufficiently large compared to the wavelength, we have obtained a transport model for the correlations of the correctors. Finally, we have explained how to generalize our results to more complicated settings of multi-layers with rough boundaries.

This work is the first step towards the understanding of the true physical problem and it leaves many questions open. We describe next some of those problems. Firstly, what is the form of the corrector when the fluctuations of the media have stronger strength? In this case, the homogenized model involves the resolution of a cell problem and the characterization of the corrector becomes much more difficult. Secondly, how significant are boundary effects? It is unclear whether the main contribution to the backscattered signal comes from volumic scattering by the heterogeneities in the sea ice or from surface scattering from rough interfaces, in particular the sea ice / sea water interface that is the most relevant for our purpose. Finally, how all of this translates to the true physical situation that involves electromagnetic waves and Maxwell’s equations? These questions will be addressed in future works.

References

[1] S. N. Armstrong and C. K. Smart, Quantitative stochastic homogenization of convex integral functionals, Ann. Sci. Éc. Norm. Supér. (4), 49 (2016), pp. 423–481.

[2] G. Bal, Central limits and homogenization in random media, Multiscale Model. Simul., 7 (2008), pp. 677–702.

[3] G. Bal and W. Jing, Fluctuations in the homogenization of semilinear equations with random potentials, Comm. Partial Differential Equations, 41 (2016), pp. 1839–1859.

[4] G. Bal, J. B. Keller, G. Papanicolaou, and L. Ryzhik, Transport theory for waves with reflection and transmission at interfaces, Wave Motion, 30 (1999), pp. 303–327.

[5] G. Bal and K. Ren, Transport-based imaging in random media, SIAM Applied Math., 68(6) (2008), pp. 1738–1762.

[6] F. Castella, The radiation condition at infinity for the high-frequency Helmholtz equation with source term: a wave-packet approach, J. Funct. Anal., 223 (2005), pp. 204–257.

[7] P. Chang, J. Walker, and K. Hopcraft, Ray tracing in absorbing media, Journal of quantitative spectroscopy & radiative transfer, 96 (2005), pp. 327–341.

[8] G. Ciraolo and R. Magnanini, A radiation condition for uniqueness in a wave propagation problem for 2-D open waveguides, Mathematical methods in the applied sciences, 32 (2009), pp. 1183–1206.

[9] W. Dierking, Sea Ice Monitoring by Synthetic Aperture Radar, Oceanography, 26 (2013), pp. 100–111.
[10] R. Figari, E. Orlandi, and G. Papanicolaou, *Mean field and Gaussian approximation for partial differential equations with random coefficients*, SIAM J. Appl. Math., 42 (1982), pp. 1069–1077.

[11] E. Fouassier, *High frequency limit of Helmholtz equations: refraction by sharp interfaces*, J. Math. Pures Appl. (9), 87 (2007), pp. 144–192.

[12] P. Gérard, P. A. Markowich, N. J. Mauser, and F. Poupaud, *Homogenization limits and Wigner transforms*, Comm. Pure Appl. Math., 50 (1997), pp. 323–380.

[13] A. Gloria, S. Neukamm, and F. Otto, *Quantification of ergodicity in stochastic homogenization: optimal bounds via spectral gap on Glauber dynamics*, Invent. Math., 199 (2015), pp. 455–515.

[14] A. Gloria and F. Otto, *Quantitative results on the corrector equation in stochastic homogenization*, J. Eur. Math. Soc. (JEMS), 19 (2017), pp. 3489–3548.

[15] K. Golden, M. Cheney, K. Ding, A. Fung, T. Grenfell, D. Isaacson, J. Kong, S. Nghiem, J. Sylvester, and D. Winebrenner, *Forward electromagnetic scattering models for sea ice*, IEEE transactions on geoscience and remote sensing, 36 (1998), pp. 1655–1674.

[16] M. Hairer, E. Pardoux, and A. Piatnitski, *Random homogenisation of a highly oscillatory singular potential*, Stoch. Partial Differ. Equ. Anal. Comput., 1 (2013), pp. 571–605.

[17] B. Holt, P. Kanagaratnam, S. P. Gogineni, V. C. Ramasami, A. Mahoney, and V. Lytle, *Sea ice thickness measurements by ultrawideband penetrating radar: First results*, Cold regions science and technology, 55 (2009), pp. 33–46.

[18] W. Jing, *Limiting distribution of elliptic homogenization error with periodic diffusion and random potential*, Anal. PDE, 9 (2016), pp. 193–228.

[19] D. Khoshnevisan, *Multiparameter processes*, Springer Monographs in Mathematics, Springer-Verlag, New York, 2002. An introduction to random fields.

[20] P.-L. Lions and T. Paul, *Sur les mesures de Wigner*, Rev. Mat. Iberoamericana, 9 (1993), pp. 553–618.

[21] L. Miller, *Refraction of high-frequency waves density by sharp interfaces and semiclassical measures at the boundary*, J. Math. Pures Appl. (9), 79 (2000), pp. 227–269.

[22] J. Nevard and J. B. Keller, *Homogenization of rough boundaries and interfaces*, SIAM J. Appl. Math., 57 (1997), pp. 1660–1686.

[23] K. R. Parthasarathy, *Probability measures on metric spaces*, Probability and Mathematical Statistics, No. 3, Academic Press, Inc., New York-London, 1967.

[24] L. Ryzhik, G. Papanicolaou, and J. B. Keller, *Transport equations for waves in a half space*, Comm. PDE’s, 22 (1997), pp. 1869–1910.

[25] M. Shokr and N. Sinha, *Sea Ice, Physics and Remote Sensing*, Wiley, 2015.

[26] M. R. Vant, R. O. Ramseier, and V. Makios, *The complex dielectric constant of sea ice at frequencies in the range 0.140 GHz*, Journal of Applied Physics, (1978), pp. 1264–1280.

30