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Abstract: Epilepsy is a complex neurological condition that affects a large number of people worldwide. Electroencephalography (EEG) measures the electrical activity of the brain and is widely used in epilepsy diagnosis, but it usually requires manual inspection, which can be hours long, by a neurologist. Several automatic systems have been proposed to detect epilepsy but still have some unsolved issues. In this study, we proposed a dynamic method using a deep learning model (Epileptic-Net) to detect an epileptic seizure. The proposed method is largely heterogeneous and comprised of the dense convolutional blocks (DCB), feature attention modules (FAM), residual blocks (RB), and hypercolumn technique (HT). Firstly, DCB is used to get the discriminative features from the EEG samples. Then, FAM extracts the essential features from the samples. After that, RB learns more vital parts as it entirely uses information in the convolutional layer. Finally, HT retains the efficient local features extracted from the layers situated at the different levels of the model. Its performance has been evaluated on the University of Bonn EEG dataset, divided into five distinct classes. The proposed Epileptic-Net achieves the average accuracy of 99.95% in the two-class classification, 99.98% in the three-class classification, 99.96% in the four-class classification, and 99.96% in classifying the complicated five-class problem. Thus the proposed approach shows more competitive results than the existing model to detect epileptic seizures. We also hope that this method can support experts in achieving objective and reliable results, lowering the misdiagnosis rate, and assisting in decision-making.
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1. Introduction

The brain is the central organ of the nervous system and is responsible for controlling most body functions. Although the human brain is vital, different conditions like Alzheimer’s, dementia, brain cancer, epilepsy, other seizure disorders, Parkinson’s, stroke, and transient ischemic attack (TIA) have increased significantly. Epilepsy is the second most common chronic neural disease, which can affect people of all ages [1–3]. Human brain activity becomes aberrant due to epilepsy, resulting in seizures or periods of odd behavior, sensations, and sometimes lack of awareness. A seizure is a temporary disturbance in the electrical activity of brain that most usually begins with uncontrollable contractions and unresponsiveness in the muscles and may affect one or more body areas. The World Health Organization (WHO) reports that around 65 million individuals worldwide are suffering from epileptic seizures [2].

When a sudden abnormal and self-sustained electrical discharge happens in cerebral networks and sustains for less than a few minutes it is called an epileptic seizure (ES). It is quite hard to predict the ES attacks because the severity and attack duration is not easily
presumed. So, there is a need to prevent the injuries and ensure the safety for patients. An early prediction of epilepsy attacks is advantageous to avoid the injuries and life threats.

There are several methods used to diagnose epilepsy, such as magnetic resonance imaging (MRI), electroencephalogram (EEG), and magneto-encephalography (MEG). Amongst the most practised methods, EEG is used [4] to record the brain’s electrical activity by placing electrodes in various positions on the scalp. EEG signal is non-Gaussian and non-stationary, can diagnose brain disorders. Recently expert neurologists examined a long-term recorded EEG signal to predict the threat of epilepsy. In order to get an accurate prediction of epilepsy, the patient had to undergo EEG recording over several days, weeks, or even months, which is uncomfortable for both the patient and expert side. Additionally, undue dependence on the experts of individuals and the subjective decision of neurologists can bring about various demonstrative outcomes for similar EEG segments. Therefore, a reliable and automatic procedure is needed to correct and automatic detection of epileptic seizures to resolve the above limitations.

The seizure detection system utilizes feature extraction and classification modules for automatic detection [5,6]. However, the existing automated seizure detection system uses conventional methods (e.g., hand-crafted features extracted from time-domain [7,8], frequency-domain [9–11], wavelet-domain [12,13], and sometimes from multiple domains [6,14]) and machine learning (ML) techniques. Nowadays, deep learning (DL) methods have emerged as an important research trend in biological signal-based ES detection. Deep neural networks (DNNs) are composed of different types of processing layers. It provides significant performance over the traditional handcraft based feature extraction method [15–18].

The performance of the model can be enhanced by introducing an attention mechanism to the spatial dimension which does not significantly increase the number of learning parameters. However, the attention mechanism with DL has not been adopted in ES detection based on the literature review. So, we have been motivated to introduce a feature attention method in ES detection, which can increase features representation power as well as comprehensibility. The proposed feature attention-based method blends dense convolutional blocks (DCB), feature attention modules (FAM), and residual blocks (RB) on a convolution neural network (CNN) model to detect ES. The proposed model is evaluated on the University of Bonn EEG dataset, and it outperforms the state-of-the-art methods for different problems relating to ES detection.

The main objectives of this study are: (i) To segment the raw EEG data by splitting it into many subsamples, which increases the number of samples using data augmentation and may help to train a deep model; (ii) to develop a deep 1-D CNN attention model to improve the classification accuracy than existing methods; (iii) to evaluate the performance of the data augmentation and the deep models for detecting different cases of epilepsy from dataset; and (iv) the performance comparison of the proposed method with well-established DL architectures adapted for ES Detection.

2. Related Work

Automatic seizure detection has been studied for decades, and several promising outcomes have been obtained. The journey of ES detection began in the early 1980s [19]. At an early stage, to detect epileptic seizures from EEG signal linear prediction [20,21], spectral estimation [22], and auto regression model [23] were used. However, due to the non-stationary and nonlinear character of the EEG signal, those methods were unable to provide a sufficient analysis of the signals. Therefore, time-frequency approaches decompose an EEG signal on both the time and frequency axes simultaneously, which gives information on how much energy is distributed throughout the different frequencies present in the signals. As a result, numerous time-frequency approaches, short-time Fourier transforms (STFT), wavelet transforms (WT), stockwell transforms (ST), empirical mode decomposition (EMD), variational mode decomposition (VMD), and many more have been used for analyzing non-stationary EEG signals.
Sharma [24] decomposed the input signals using EMD and collected several vital features from every intrinsic mode function (IMFs). After that, the least squares support vector machine (LS-SVM) was utilized to classify and achieved 95% accuracy for the two classes. Next, Zhang [25] decomposed the input EEG signals into several product functions (PFs) using local mean decomposition (LMD), and selected features were fed to the SVM classifier. They achieved a classification accuracy of more than 98.1%. Finally, Bhattacharyya [1] decomposed the EEG signal with the tunable-Q wavelet transform (TQWT) into the number of sub-bands on Q-based entropy and used SVM as a classifier. The authors reported that their model showed the accuracy of 100% and 98.6% for two-class and three-class classifications, respectively.

The general process of the above methods depend on decomposing the EEG signal into several levels, and different features are analyzed from each class to get higher classification result. Unfortunately, there are no available standardized group of features that can accurately describe the signal dynamics. Besides that, incoherent and unnecessary features expand the space of the features, which reduces the accuracy and enhances the risk of overfitting the proposed approach. As a result, those seizure detection approaches are computationally complex and heavily features dependent.

Different authors used DL to detect ES from EEG signals [15–18,26]. These DL algorithms reduce the feature-dependency problem and provide high accuracy by introducing different network architectures. Ullah [15] proposed an automated system to detect ES using an ensemble of 1-D convolutional neural networks. To split the raw EEG signal, the authors used two data augmentation schemes (e.g., a window size 512 with two different strides 64 and 128). Then the splitting EEG signal was fed into 1-D CNN. Their proposed system was evaluated by a 10-fold CV and achieved an accuracy of 99.1% for three-class problems. Zhao [17] proposed a 1-D DNN to detect ES. In addition, they used the data augmentation technique to enhance the number of EEG samples for training their proposed model. As a result, they achieved the accuracy of 97.63–99.52% for two-class, 96.73–98.06% for three-class, and 93.55% for the complicated five-class problems. To detect ES, Turk [18] proposed a CNN model for learning scalogram image features. The scalogram images have obtained by applying CWT to the input EEG signal. Their proposed model achieved accuracy for two-class, three-class, and five-class 98.5–99.5%, 97.0–99.0%, and 93.6%, respectively.

From the above discussion, it can be observed that many researchers have worked on the detection of ES using various methods, i.e., features extraction approaches, ML, and CNN. Those approaches suffer the problem of weak feature propagation, unable to feature reuse, lack of reducing the number of parameters, etc. However, we proposed a DL architecture comprised of the dense convolutional block (DCB), feature attention modules (FAM), residual blocks (RB), and hypercolumn technique (HT) for the first time to detect ES. Therefore, our model showed outstanding performance for detection of ES in terms of accuracy.

3. Dataset

In our work, for the classification of ES, we have considered a publicly available EEG dataset provided by the University of Bonn [27], Germany. It is divided into five distinct subsets (sets A–E) or alternately denoted by Z, O, N, F, and S. There are 100 single-channel EEG segments in each subset with a single duration of 23.6 s, where each segment has 4097 samples. In this dataset, both physically fit volunteers and epilepsy patients are used to collecting EEG signals. Sets A and B of EEG signals were collected by placing electrodes on the scalp of volunteers while they were in relaxed conditions with their eyes open and eyes closed. Whereas sets C, D, and E were collected from epilepsy patients. However, sets C and D were recorded during seizure-free intervals. Furthermore, set C is recorded from the hippocampal structure of the opposite hemisphere of the brain, while set D is from the epileptogenic zone. Finally, set E was recorded while seizures appeared. An amplifier having 128 channels was utilized to record the EEG signals setting an average standard
The data has been converted from analog to digital form and stored on the disk of a computer. While writing sample rate was set to 173.61 Hz. A bandpass filter was utilized to remove the noise and artifacts setting the low and high cutoff frequencies of 0.53 Hz and 40 Hz, respectively. Table 1 shows the detailed description of the dataset. However, single EEG sample signal from each subset A, B, C, D, and E, is plotted in Figure 1.

**Table 1.** Explanations of the dataset used in this study.

| Set | Recording Stage | Electrode Type | Total No. of Segments | Duration of Segments | Predetermined Class        |
|-----|-----------------|----------------|-----------------------|----------------------|---------------------------|
| Z or A | Open eyes       | Surface        | 100                   | 23.6 s               | normal or healthy         |
| O or B | Closed eyes     | Surface        | 100                   | 23.6 s               | normal or healthy         |
| N or C | From hippocampal half sphere | Intracranial | 100                   | 23.6 s               | preictal or seizure-free  |
| F or D | From epileptic zone | Intracranial | 100                   | 23.6 s               | preictal or seizure-free  |
| S or E | During seizure  | Intracranial   | 100                   | 23.6 s               | ictal or seizure          |

![Figure 1. Single sample of each subset (A–E).](image)

**4. Proposed Methodology**

The block diagram in Figure 2 describes the methodological steps involved with our proposed method to detect the ES. It is divided into three major parts: (i) Input part, which takes an EEG signal, splits it into sub-signals using fixed-size overlapping windows, (ii) training parts, where the preprocessed data has been fed into the proposed model (Epileptic-Net) to train until the minimum loss is obtained, and (iii) evaluate the model to classify/detect ES.

**4.1. Data Preprocessing**

Firstly, the 1-D raw EEG data are normalized, which helps to overcome the model learning problem by making all the data/features values in a similar range. As a result, gradient descents can converge more quickly. However, the total data collected in the University of Bonn EEG dataset is insufficient for training the deep learning model. Therefore, a data augmentation scheme is applied to split the raw EEG signal into several small signals using a fixed size window. Every small signal is treated as an individual instance to learn the Epileptic-Net model. The standard splitting procedure has been used in the existing approaches [15,28,29].
There are 4097 samples in each record in the University of Bonn EEG dataset. Instances are generated from each record by selecting a window size of 1400 and a stride of 150 (10.71% of 1400 with an overlap of 89.29%). Similarly, a total of 2722 instances are produced for each class. Thus, we get 13,610 data for five classes, which are three times more than the original data.

4.1. Data Preprocessing

Firstly, the 1-D raw EEG data are normalized, which helps to overcome the model learning problem by making all the data/features values in a similar range. As a result, gradient descents can converge more quickly. However, the total data collected in the University of Bonn EEG dataset is insufficient for training the deep learning model. Therefore, a data augmentation scheme is applied to split the raw EEG signal into several small signals using a fixed size window. Every small signal is treated as an individual instance to learn the Epileptic-Net model. The standard splitting procedure has been used in the existing approaches [15,28,29].

4.2. Epileptic-Net

Different studies have shown that deeper convolutional networks are more challenging to train because of the vanishing gradient problem. To avoid this, we used DCB and RB in our model, which helps to alleviate the vanishing gradient, strengthen feature propagation, and encourage feature reuse. However, because of the non-stationary and nonlinear character of the EEG signal, existing methods were unable to provide a sufficient analysis of the signals. Recently, some researchers have also investigated another important issue called the attention mechanism that helps to enhance the performance of CNNs. In our model, we have used FAM that extracts the essential features from the samples. Finally, HT retains the efficient local features extracted from the layers situated at the different levels of the model. So, our proposed Epileptic-Net model synergistically integrates DCB, FAM, RB, and HT to learn powerful feature representations while decreasing the parameters to control the overfitting problem. The architecture of the Epileptic-Net is shown in Figure 3. A brief description of each component of the Epileptic-Net is given below:

Figure 2. Block diagram of methodological steps to detect the ES.
4.2.1. Dense Convolutional Block

The dense convolutional block (DCB) consists of convolution layers, batch normalization (BN) layers, and rectified linear units (ReLU) activation functions. After every convolution operation, batch normalization (BN) and ReLU are added. Each layer’s input is a superposition of all the previous layer’s outputs. Each layer’s output is used as the input for all subsequent layers latterly. The features produced by all convolutional layers are connected with dense connections to fuse the multilayer features. These dense connections help to utilize all feature data of every layer to get specific semantic features. The $X_i$ layer can be received in Equation (1). A schematic diagram of the DCB is shown in Figure 4.

$$X_i = H_i ([X_0; X_1; \ldots X_{i-1}])$$ (1)

where $(X_0, X_1, \ldots, X_{i-1})$ are the features generated in layers $(0, 1, \ldots, i - 1)$. $H_i(\cdot)$ means three consecutive operations: convolution, BN, and ReLU.
4.2.2. Feature Attention Module

The feature attention module (FAM) mainly focuses on the dependence between spatial neighboring values and the noteworthy features on the input data. In other words, the FAM focuses on “where” is an informative part and “which” information is most relevant to an information part. To compute the features attention, we first employ average-pooling and max-pooling operations, then adding them element-wise to yield a set of robust features. Finally, we apply a convolution layer on the concatenated feature descriptor to generate a features attention map $F_s$, leading to highlighting or weakening information in the input features. A schematic diagram of the FAM is shown in Figure 5.

$$F_{\text{avg}}(X) = \sigma(f^{3 \times 1}([\text{AvgPool}(X), \text{MaxPool}(X)]))$$

$$F_{\text{max}}(X) = \sigma(f^{3 \times 1}([F_{\text{avg}}, F_{\text{max}}]))$$

$F_{\text{avg}}$ and $F_{\text{max}}$ express average pooling and max pooling operations, and $\sigma$ denotes the sigmoid activation function. Thus, our model can enhance the feature extraction capability by conducting the attention mechanism to spatial dimensions without significantly increasing the number of learning parameters.

4.2.3. Residual Block

Simply deep learning networks (LeNet, AlexNet, and VGGNet) usually comprise convolution layers followed by the fully connected layers for classification/regression tasks without any skip/shortcut connection. Each layer sends data to the next layer, and these structures are called sequential networks. With increasing the layer of the sequential network, the difficulty of vanishing or exploding gradient takes place in such networks. To eliminate this problem, residual block in a ResNet allows to skip connections between blocks of convolutional layers, enhances the propagation of gradients, and allows training of even deeper CNNs without having gradient vanishing problems. A residual layer can be expressed as follows:

$$R(x) = \text{LeakyReLU}(x + f(x))$$

where $f(x)$ is the layer’s output, $x$ is the input, and $R(x)$ is the output of the residual block. In this block, the residual component $f(x)$ is defined as two consecutive copies of a trio of...
operations: convolution with a filter of size $3 \times 1$, batch normalization, and Leaky ReLU activation (LeakyReLU activation is not used in second copies). Then, the feature map from $f(x)$ concatenates with input $x$. Finally, the LeakyReLU activation function is performed on concatenated features. The whole block of $R(x)$ is referred to as a residual block (RB). The schematic diagram of the residual block is shown in Figure 6.

![Figure 6. The schematic diagram of residual block.](image)

### 4.2.4. Hypercolumn Technique

For performing classification or recognition, the output of the last layer of a CNN is typically used as the feature representation in the network. However, because of the repeated use of max-pooling and global average pooling, the information in the final FC layer may be too coarse spatially to allow for exact localization. Besides, the earliest layers may be spatially exact, but they contain a lack of semantic information. Therefore, to maintain the balance between spatial precision and the amount of semantic information, the hypercolumn technique (HT) [30] has been adopted. HT is a masking approach that stacks the efficient features gained from the former layers of the CNN model on the original input. HT consists of upsampling, global average pooling (GAP), and concatenation layers. In addition, 50% of dropout is used to prevent overfitting problems.

### 4.3. Hyperparameters

The values of hyperparameters in deep learning are used to control the learning process. The set of hyperparameters used in the proposed model are: (i) the number of epochs, (ii) batch size, (iii) learning rate $\alpha$, and (v) optimization and loss function. To set the values of these hyperparameters, we initialized the number of epochs = 200 with batch size = 128. If no improvements on the validation loss were found after 30 epochs, we applied an early stopping call back to halt the training process. Initially, we set the learning rate $\alpha = 0.001$. We, then updated it to 75% of its previous value if the proposed model validation accuracy did not improve after six successive epochs. To minimize the error Adam optimizer [31] has been utilized with setting parameters $\beta_1 = 0.9$, $\beta_2 = 0.999$, and $\epsilon = 1 \times 10^{-8}$. The categorical cross-entropy function is used for determining the error in the optimizer. Recently, it is found out that the cross-entropy technique outperforms other techniques, i.e., classification error and mean squared error [32,33]. The categorical cross-entropy function was used to calculate the error for optimizing the algorithm.

$$X = \frac{1}{b} \sum [m \ln x + (1 - y) \ln (1 - a)]$$

where $b$ is the batch size, $y$ is an expected value, and $x$ is an actual value from the output layer.

#### 4.3.1. Training

After defining the model hyperparameters, as discussed in previous Section 4.3, the Epileptic-Net was trained on the University of Bonn EEG dataset. Instead of fixed train-test splitting, we used the 10-fold cross-validation (CV) technique to measure the performance of Epileptic-Net. The 10-fold CV strategy divides the whole dataset into ten non overlapped, equal-size folds. It fits the models using an iterative process with nine folds, with the new fold left out for measuring performance (shifting test and train on each iteration). The
experiments are done utilizing a Desktop computer with Intel Core i7 3.90 GHz CPU and NVIDIA Titan XP Pro GTX1080Ti 12 GB GPU, 1TB HDD, and 8 GB RAM.

4.3.2. Evaluation Metrics

We have deployed three metrics (Accuracy, F-score, and Cohen’s kappa) to evaluate the recognition model. The accuracy of a recognizer is the percentage of accurate classified cases among the total test cases. Accuracy is a poor metric for real-world classification problems. However, this metric may be acceptable when dealing with classification problems with balanced (or approximately balanced) samples of the classes. In practice, the classes are usually unbalanced. So, we have considered two other evaluation metrics (F-score, Cohen’s kappa) in addition to the accuracy. Suppose TP represents the number of positive cases also classified as positive, TP represents the number of negative cases classified as positive, TN represents the number of negative cases also classified as negative, and FN represents the number of positive cases classified as negative, then the evaluation metrics are defined as:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} 
\]

\[
F - \text{score} = 2 \cdot \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} 
\]

where

\[
\text{Recall} = \frac{TP}{TP + FN} 
\]

\[
\text{Precision} = \frac{TP}{TP + FP} 
\]

We have also considered the reliability metric Cohen’s Kappa (K) to account for how much agreement between the actual and predicted values of a class could be occurred by chance. The value of K ranges from 0 to 1. Thus, the closer K to 1, the more reliable the classifier is.

5. Result

This work provides the results for the various experiment cases while performing with the proposed model on the University of Bonn EEG dataset. We performed the four experiment cases: (i) Binary class, (ii) Three class, (iii) Four class, and (iv) Five class. We performed a total of 40 experiments, which have been frequently considered in most of the studies. Among 40 experiments, five experiments have rarely or never been tested. A 10-fold CV procedure was utilized while doing all experiments.

5.1. First Experiments: For Binary Class Classification

The first set of experiments was performed with a total of 23 different binary class classifications. We categorized all binary classification into seven different groups. Table 2 shows the performance result of two class ES detection demonstrating superior classification performance and the highest performance of 100% for all groups except the preictal vs. preictal group. Almost all of these binary classification problems have an accuracy of 100%, demonstrating that our proposed model has exceptional classification performance for seizure detection tasks. In addition, our proposed model also yields the best accuracy and Cohen’s kappa (C.K.) for imbalanced class distribution problems (e.g., AB-E, ABC-E, ABCD-E).
Table 2. Performance result of a binary class with 10-fold CV, here Fi means ith fold and all results are in (%).

| Group                          | Class                | F1 | F2 | F3 | F4 | F5 | F6 | F7 | F8 | F9 | F10 | Average (%) |
|--------------------------------|----------------------|----|----|----|----|----|----|----|----|----|----|--------------|
| normal vs. normal              | A vs. B              | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
| normal vs. preictal            | A vs. C              | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | B vs. C              | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | B vs. D              | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | AB vs. CD            | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
| normal vs. ictal               | A vs. E              | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | B vs. E              | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | AB vs. E             | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
| normal vs. preictal and ictal  | AB vs. CDE           | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
| preictal vs. preictal          | C vs. D              | 98 | 98.20| 98.20| 98.60| 99 | 99 | 100| 100| 100| 99.10| 99 | 99 |
| preictal vs. ictal             | C vs. E              | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | D vs. E              | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | CD vs. E             | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
| non-ictal vs. ictal            | AC vs. E             | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | AD vs. E             | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | BC vs. E             | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | BD vs. E             | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | ABC vs. E            | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | ACD vs. E            | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | ABD vs. E            | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | BCD vs. E            | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | ABCD vs. E           | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |

5.2. Second Experiments: For Three-Class Classification

The potential of the proposed model to distinguish three-class classifications of EEG signals is presented in this section. This case consists of five groups of experiments and Table 3 reports the performance result. The accuracy varies from 99.95% to 100%. In the case of normal vs. preictal vs. ictal (e.g., AB-CD-E, A-D-E) EEG, our model obtains an average accuracy of 100% using the 10-fold cross-validation procedure. The close observations of the performance from Table 3, for normal vs. preictal vs. preictal experiments, normal class (A and B) separately show the same characteristic (accuracy 99.9%) with preictal classes (C, D).

Table 3. Performance result of three class with 10-fold CV, here Fi means ith fold and all results are in (%).

| Group                          | Class                | F1 | F2 | F3 | F4 | F5 | F6 | F7 | F8 | F9 | F10 | Average (%) |
|--------------------------------|----------------------|----|----|----|----|----|----|----|----|----|----|--------------|
| normal vs. preictal vs. ictal  | A vs. C vs. E       | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | A vs. D vs. E       | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | B vs. C vs. E       | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | B vs. D vs. E       | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | AB vs. CD vs. E     | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
| normal vs. normal vs. preictal| A vs. B vs. C       | 99.95| 100| 100| 100| 100| 100| 100| 100| 100| 100| 99.95        |
|                                | A vs. B vs. D       | 99.80| 100| 100| 100| 100| 100| 100| 100| 100| 100| 99.80        |
| normal vs. normal vs. ictal   | A vs. B vs. C       | 100| 100| 100| 100| 100| 100| 100| 100| 100| 100| 100          |
|                                | A vs. B vs. D       | 99.40| 100| 100| 100| 100| 100| 100| 100| 100| 100| 99.40        |
| preictal vs. preictal vs. ictal| C vs. D vs. E       | 99.98| 99.97| 99.96| 99.98| 99.97| 99.96| 99.98| 99.97| 99.96| 99.98| 99.97 |

Table 2. Performance result of a binary class with 10-fold CV, here Fi means ith fold and all results are in (%).
5.3. Third Experiments: For Four-Class Classification

The third set of experiments contains three groups of four class classification problems. Table 4 reports the performance of our proposed model for four-class and accuracy varies from 99.91–100%. For example, with the accuracy of normal vs. normal vs. preictal vs. ictal, our model achieved 100%. However, to best our knowledge, only one author [18] has been reported the accuracy (90.50–91.50%) for four-class (e.g., A vs. C vs. D vs. E and B vs. C vs. D vs. E) whereas our model achieved above 99.93% accuracy for those classes. Therefore, it indicates that our proposed model works better for four classes as well.

Table 4. Performance result of four-class with 10-fold CV, here Fi means ith fold and all results are in (%).

| Group | Class | F1   | F2   | F3   | F4   | F5   | F6   | F7   | F8   | F9   | F10  | Average (%) |
|-------|-------|------|------|------|------|------|------|------|------|------|------|------------|
|       |       |      |      |      |      |      |      |      |      |      |      | Acc.        |
|       |       |      |      |      |      |      |      |      |      |      |      | F-Score     |
|       |       |      |      |      |      |      |      |      |      |      |      | C.K.       |
| normal vs. normal vs. preictal vs. preictal | A vs. B vs. C vs. D | 99.86 | 99.88 | 99.90 | 99.90 | 100  | 99.90 | 99.90 | 99.90 | 100  | 99.91 | 99.92 | 99.95 |
| normal vs. normal vs. preictal vs. ictal | A vs. B vs. C vs. E | 100   | 100   | 100   | 100   | 100  | 100   | 100   | 100   | 100  | 100   | 100   | 100   |
|       | A vs. B vs. D vs. E | 100   | 100   | 100   | 100   | 100  | 100   | 100   | 100   | 100  | 100   | 100   | 100   |
| normal vs. preictal vs. ictal | A vs. C vs. D vs. E | 100   | 100   | 99.56 | 100   | 100  | 100   | 100   | 100   | 100  | 99.95 | 99.93 | 99.91 |
|       | B vs. C vs. D vs. E | 100   | 99.30 | 100   | 100   | 100  | 100   | 100   | 100   | 100  | 99.93 | 99.90 | 99.91 |

5.4. Fourth Experiments: For Five-Class Classification

Our proposed model achieved a mean accuracy of 99.96% for five-class classifications (e.g., A vs. B vs. C vs. D vs. E). Table 5 shows the fold-wise and average of the 10-fold CV results.

Table 5. Performance result of five-class with 10-fold CV, here Fi means ith fold, and all result are in (%).

| Class | F1   | F2   | F3   | F4   | F5   | F6   | F7   | F8   | F9   | F10  | Average (%) |
|-------|------|------|------|------|------|------|------|------|------|------|------------|
|       |      |      |      |      |      |      |      |      |      |      | Acc.        |
|       |      |      |      |      |      |      |      |      |      |      | F-Score     |
|       |      |      |      |      |      |      |      |      |      |      | C.K.       |
| A vs. B vs. C vs. D vs. E | 100   | 100   | 100   | 99.58 | 100   | 100   | 100   | 100   | 100   | 99.96 | 99.91 | 99.85 |

In addition, we have quantified the difference in performance with and without the attention mechanism (FAM) in our model, hereafter called Epileptic-Net-No-FAM. The role of the FAM on the classification performance was assessed by removing the FAM components and repeating the training phase. The removal of FAM with performance consistently lower than 0.8–2.0% with respect to the original model (Epileptic-Net), across all classes (i.e., two, three, four, and five classes). Table 6 shows the number of parameters of the Epileptic-Net model for each class. It has been observed that while the number of classes increases then the number of trainable as well as the total parameters also increases.

Table 6. Number of parameters of Epileptic-Net model for each class.

| Model          | Number of Class | Trainable Parameters | Non-Trainable Parameters | Total Parameters |
|----------------|-----------------|----------------------|--------------------------|-----------------|
| Epileptic-Net  | Two             | 318,932              | 3968                     | 322,900         |
|                | Three           | 318,997              | 3968                     | 322,965         |
|                | Four            | 319,062              | 3968                     | 323,030         |
|                | Five            | 319,127              | 3968                     | 323,095         |

Table 7 represents the runtime comparison of the proposed Epileptic-Net model for each class. It shows the training and recognition time in terms of the mean and
standard deviation. All the time values were obtained over ten repetitions of the 10-fold CV technique.

Table 7. Runtime comparison of Epileptic-Net model for each class.

| Model        | Number of Class | Training Time (s) | Recognition Time (s) |
|--------------|-----------------|-------------------|----------------------|
| Epileptic-Net| Two             | 506.85 ± 10.56    | 0.00051 ± 0.000028   |
|              | Three           | 666.48 ± 08.21    | 0.00077 ± 0.000024   |
|              | Four            | 1010.16 ± 09.80   | 0.00101 ± 0.000022   |
|              | Five            | 1575.09 ± 12.28   | 0.001295 ± 0.000028  |

Figure 7 represents a confusion matrix of ES detection, computed over the 10 repetitions format by employing a 10-fold CV procedure. The proposed model predicted the normal and ictal class with 100% accuracy. Thus, the main confusion arises between preictal classes (C and D), with very similar signal patterns.

Figure 7. Confusion matrix of the proposed model.

Figure 8 shows the accuracy and loss history curve of the Epileptic-Net. It is observed from the graph (Figure 8a) that the training and testing curve of the Epileptic-Net model converges very rapidly within 200 epochs. The training loss is (Figure 8b) comparatively higher than testing loss, which is natural because the training process runs through several phases to learn different patterns of EEG signal.

How the epileptic-net model represents EEG data in high-dimensional feature space, we visualize these features using the t-SNE algorithm. We have extracted the feature vector from the last FC layer of the Epileptic-Net model and applied t-SNE to map the features onto a 2D space. Figure 9 clearly shows that the EEG data has been separated efficiently, which demonstrates the high generalization capabilities of the proposed Epileptic-Net model.
Figure 8. (a) The training and testing accuracy of the proposed model. (b) The loss history of the proposed model for training and testing set.

How the epileptic-net model represents EEG data in high-dimensional feature space, we visualize these features using the t-SNE algorithm. We have extracted the feature vector from the last FC layer of the Epileptic-Net model and applied t-SNE to map the features onto a 2D space. Figure 9 clearly shows that the EEG data has been separated efficiently, which demonstrates the high generalization capabilities of the proposed Epileptic-Net model.

Figure 9. Two-dimensional t-SNE visualization of the learned representations of the Epileptic-Net model for the 10% data of the entire dataset.

It is not rational to evaluate the different models using different datasets. Because model performance can vary based on the dataset used for training and testing purposes. To get a robust performance comparison between the proposed models with the existing models, we have utilized the same dataset, the University of Bonn EEG dataset. The performance comparison results are tabulated in Table 8.
### Table 8. Summary of the previous studies and comparative accuracy of the proposed method with the existing methods on the same dataset.

| T.C. | T.E.   | S.A.           | Methodology          | E.A. (%) | P.M.A. (%) |
|------|--------|----------------|----------------------|----------|------------|
| Two  |        |                |                      |          |            |
|      | A vs. B | Ömer et al. (2019) [18] | CWT and CNN          | 95.50    | 100        |
|      | A vs. C | Ömer et al. (2019) [18] | CWT and CNN          | 96.50    | 100        |
|      | A vs. D | Ömer et al. (2019) [18] | CWT and CNN          | 100      | 100        |
|      | A vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
|      | B vs. C | Ömer et al. (2019) [18] | CWT and CNN          | 99.00    | 100        |
|      | B vs. D | Ömer et al. (2019) [20] | CWT and CNN          | 100      | 100        |
|      | B vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
|      | C vs. D | Ömer et al. (2019) [18] | CWT and CNN          | 80.00    | 99.1       |
|      | C vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
|      | D vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
|      | AB vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
|      | AC vs. E | Ullah et al. (2018) [15] | CNN and M-V          | 99.70    | 100        |
|      | AD vs. E | Mahfuz et al. (2021) [35] | FT-VGG16+CWT         | 98.13    | 100        |
|      | BC vs. E | Mahfuz et al. (2021) [35] | FT-VGG16+CWT         | 99.30    | 100        |
|      | CD vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
|      | AB vs. CD | Ullah et al. (2018) [15] | CNN and M-V          | 99.98    | 100        |
|      | AB vs. CDE | Ullah et al. (2018) [15] | CNN and M-V          | 99.95    | 100        |
|      | ABC vs. E | Ullah et al. (2018) [15] | CNN and M-V          | 99.97    | 100        |
|      | ACD vs. E | Ullah et al. (2018) [15] | CNN and M-V          | 99.80    | 100        |
|      | BCD vs. E | Ullah et al. (2018) [15] | CNN and M-V          | 99.30    | 100        |
|      | ABCD vs. E | Mahfuz et al. (2021) [35] | FT-VGG16+CWT         | 100      | 100        |
| Three|        |                |                      |          |            |
|      | A vs. B vs. C | Ömer et al. (2019) [18] | CWT and CNN          | 95.00    | 99.95      |
|      | A vs. B vs. D | Ömer et al. (2019) [18] | CWT and CNN          | 96.67    | 99.98      |
|      | A vs. B vs. E | Ömer et al. (2019) [18] | CWT and CNN          | 95.67    | 100        |
|      | A vs. C vs. D | Ömer et al. (2019) [18] | CWT and CNN          | 88.00    | 99.9       |
|      | A vs. C vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
|      | B vs. C vs. D | Ömer et al. (2019) [18] | CWT and CNN          | 91.33    | 99.9       |
|      | B vs. C vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
|      | B vs. D vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
|      | C vs. D vs. E | Ömer et al. (2019) [18] | CWT and CNN          | 89.00    | 99.9       |
|      | A vs. D vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
|      | AB vs. CD vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 100      | 100        |
| Four | A vs. C vs. D vs. E | Ömer (2019) et al. [18] | CWT and CNN          | 90.50    | 99.95      |
|      | B vs. C vs. D vs. E | Ömer (2019) et al. [18] | CWT and CNN          | 91.50    | 99.93      |
| Five | A vs. B vs. C vs. D vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 99.88    |            |
|      | B vs. C vs. D vs. E | Sahani et al. (2021) [34] | OVMD and DCNN        | 99.88    |            |
|      | A vs. B vs. C vs. D vs. E | Sharma et al. (2020) [36] | TOC and DNN          | 97.20    | 99.96      |

T.C.: Type of class; T.E.: Type of experiments; S.A.: State-of-the-art; E.A.: Existing accuracy; P.M.A.: Proposed method accuracy.

### 6. Discussion

This study proposed a deep learning-based CNN model for seizure detection, achieving good performance on the University of Bonn EEG dataset. In the Epileptic-Net model, the discriminative features are extracted using the DCB module with epileptic seizures in EEG signals. In other words, the low-level layers of DCB are utilized to learn the microstructure of EEG signals, which are gone through the subsequent convolutional layers to produce higher-level features. These fine-grained features are adequate for the robust detection by ES. After that, these EEG features are passed into the FAM that only focuses on the informative and relevant part of the EEG signal to detect ES. A total of three RB is introduced, which includes skip-connections between blocks of convolutional layers, enhances the propagation of gradients, and allows the training of even deeper CNNs without gradient vanishing problems. Finally, HT is used to stack the efficient features gained from the previous layers of the proposed model on the EEG signals.
The majority of available epilepsy detection algorithms extracted features by hand-craft engineering, selected the most relevant features by features selection technique, and then fed them into the classifier for ES classification. However, in this work, the feature extraction was performed automatically by the proposed Epileptic-Net model. Furthermore, the proposed model requires the EEG signals as input to produce the corresponding categorization results.

The close observation of the achieved performance evaluation by our proposed Epileptic-Net model is presented from Tables 2–5 on the University of Bonn EEG dataset for the different types of classes (i.e., two, three, four, and five). In the existing studies, different authors considered various types of binary class classification whereas, we have considered a total of 23 (Table 2) different binary class classifications to validate our Epileptic-Net model. Our Epileptic-Net model has achieved an accuracy of 91.00–100%, F-score of 99.05–100%, and Cohen’s Kappa (C.K.) of 99.00–100%. The author Ullah [15] performed a total of 15 types of binary classification. They proposed a system that was based on an ensemble of pyramidal 1-D CNN models. The authors claimed that the system provides 99.1% to 100% accuracy in all binary cases. The author Ömer [18] performed a total of 10 types of binary classification. They converted raw EEG signals into 2D frequency-time scalograms by using CWT and proposed a CNN model to perform classification. They reported that their proposed CNN model achieved accuracy which varies from 80.00% to 100% for binary class classification. The author Mahfuz [35] used CWT to convert the time-domain signal to a time-frequency image and proposed deep CNN to evaluate their performance where images were used as an input. They also performed 15 types of binary classification and showed that the classification accuracy for binary class varies from 98.13% to 100%.

For the three-class classification problem, we have considered a total of 11 types of classification problems (Table 3). We can see from Table 3, the accuracy, F-score, and Cohen’s Kappa (C.K.) of are 99.90–100%, 99.89–100%, and 99.85–100%, respectively. The author Ömer [18] performed a total of 10 types of three classifications and accuracy varies from 89.71% to 99.66% using CWT and CNN. The authors [1,15,17,36] performed only one type of three-class classification (AB vs. CD vs. E) and achieved less than or equal to 100% accuracy. The author reported 98.60% accuracy using TQWT and SVM [1], using pyramidal 1-D CNN [15] achieved 99.1%, using DNN [17] reported 93.00% and using higher-order statistics, and DNN [36] achieved 100% accuracy. For the four-class classification problem, the author [18] performed two types of four-class (i.e., A vs. C vs. D vs. E, B vs. C vs. D vs. E) classification problems and achieved an accuracy of 90.50% and 91.50%, using CWT and CNN, respectively. Whereas, we have considered a total of five types of four-class classification (Table 4) and our Epileptic-Net has achieved an accuracy of 99.39–100%, F-score of 99.90–100%, and Cohen’s Kappa (C.K.) of 99.90–100%. Lastly, we have performed a five-class classification (Table 5). Our Epileptic-Net model shows the highest accuracy of 99.96%, compared with other works [17,34,36]. The other authors showed a classification performance of 93.66% using DNN [17], 97.20% using higher-order statistics and DNN [34], and 99.88% using optimized variational mode decomposition and reduced deep convolutional neural network [34], respectively.

The performance comparison of the proposed model and those of other existing methods are presented in Table 8 using the same dataset. It has been shown from Table 8 that 35 different two-class, three-class, four-class, and five-class experiments are constructed to evaluate the performance of the proposed model. The proposed method achieved the highest accuracy among the classification problems compared to other models with 10-fold CV. It is seen that the accuracy for C vs. D has changed drastically and improved its classification accuracy by more than 19%. Furthermore, the proposed Epileptic-Net model also showed better performance for the four-class classification and improved its accuracy by 9% more than the existing method. It is more challenging to categorize classification problems with five-class than the classification problems of binary and ternary class. Hence it is necessary to distinguish between EEG signals belonging to the same class (e.g., sets A
and B are normal; sets C and D are interictal). The proposed model reported an accuracy of 99.96% for five-class classification problem which is the highest result to date.

7. Conclusions

A deep learning-based convolutional neural network architecture is proposed which includes dense convolution block, residual block, and attention mechanism. The proposed model deals with the two-class, three-class, four-class, and five-class classification problems of the publicly available University of Bonn dataset. The raw EEG data has been split into multiple sub-instances using the data augmentation method before being fed to the proposed Epileptic-Net model. The accuracy of the proposed model has significantly improved on various EEG classification problems than the state-of-art works. In conclusion, according to different classification results, the proposed model can diagnose seizures of epilepsy patients with reliable accuracy which raises the confidence of neurologists while diagnose. Although our proposed Epileptic-Net model shows high performance with data augmentation but its performance slightly decreases without augmentation. Furthermore, due to the limited labeled EEG samples and the difficulty of labeling EEG samples, as future work, with the addition of a robust data enhancement algorithm along with the Epileptic-Net can be used to the diagnosing and prediction of other brain diseases such as Parkinson’s, sleep disorders, and eye-blinking. In addition, it is worth mentioning that the proposed model (Epileptic-Net) can be validated on the other datasets also and we will consider a comprehensive study in this issue for future investigations.

Author Contributions: Conceptualization, M.S.I.; methodology, M.S.I.; software, M.S.I.; validation, M.S.I. and K.T.; formal analysis, K.T. and M.S.I.; investigation, M.S.I.; resources, M.S.I.; data curation, M.S.I.; writing, M.S.I.; review and editing, M.S.I., K.T. and S.-H.Y.; visualization, M.S.I. and K.T.; supervision, S.-H.Y.; project administration, S.-H.Y.; funding acquisition, S.-H.Y. All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by the Ministry of Trade, Industry & Energy of the Republic of Korea as IoT home appliance Big-Data utilization support project A0080517000103 and conducted under a research grant from Kwangwoon University in 2021.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The University of Bonn EEG database can be found at the following website: http://epileptologie-bonn.de/cms/upload/workgroup/lehnertz/ (accessed on 28 November 2021).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Bhattacharyya, A.; Pachori, R.B.; Upadhyay, A.; Acharya, U.R. Tunable-Q wavelet transform based multiscale entropy measure for automated classification of epileptic EEG signals. *Appl. Sci.* 2017, 7, 385. [CrossRef]
2. Fisher, R.S.; Boas, W.V.; Blume, W.; Elger, C.; Genton, P.; Lee, P.; Engel, J., Jr. Epileptic seizures and epilepsy: Definitions proposed by the International League Against Epilepsy (ILAE) and the International Bureau for Epilepsy (IBE). *Epilepsia* 2005, 46, 470–472. [CrossRef]
3. Gupta, V.; Pachori, R.B. Epileptic seizure identification using entropy of FBSE based EEG rhythms. *Biomed. Signal Processing Control* 2019, 53, 101569. [CrossRef]
4. Tatum, W.; Rubboli, G.; Kaplan, P.; Mirsatari, S.; Radhakrishnan, K.; Gloss, D.; Caboclo, L.; Drislane, F.; Koutouroumanidis, M.; Schomer, D.; et al. Clinical utility of EEG in diagnosing and monitoring epilepsy in adults. *Clin. Neurophysiol.* 2018, 129, 1056–1082. [CrossRef]
5. Hussein, R.; Elgendi, M.; Wang, Z.J.; Ward, R.K. Robust detection of epileptic seizures based on L1-penalized robust regression of EEG signals. *Expert Syst. Appl.* 2018, 104, 153–167. [CrossRef]
6. Shoeibi, A.; Ghassemi, N.; Alizadehsani, R.; Rouhani, M.; Hosseini-Nejad, H.; Khosravi, A.; Panahiazar, M.; Nahavandi, S. A comprehensive comparison of handcrafted features and convolutional autoencoders for epileptic seizures detection in EEG signals. *Expert Syst. Appl.* 2021, 163, 113788. [CrossRef]
7. Meier, R.; Dittrich, H.; Schulze-Bonhage, A.; Aertsen, A. Detecting epileptic seizures in long-term human EEG: A new approach to automatic online and real-time detection and classification of polymorphic seizure patterns. J. Clin. Neurophysiol. 2008, 25, 119–131. [CrossRef]

8. Minasyan, G.R.; Chatten, J.B.; Chatten, M.J.; Harner, R.N. Patient-specific early seizure detection from scalp EEG. J. Clin. Neurophysiol. Off. Publ. Am. Electroencephalogr. Soc. 2010, 27, 163.

9. Faust, O.; Acharya, U.R.; Min, L.C.; Sputh, B.H. Automatic identification of epileptic and background EEG signals using frequency domain parameters. Int. J. Neural Syst. 2010, 20, 159–176. [CrossRef]

10. Correa, A.G.; Laciar, E.; Patiño, H.; Valentinuzzi, M. Artifact removal from EEG signals using adaptive filters in cascade. J. Phys. Conf. Ser. 2007, 90, 012081. [CrossRef]

11. Arbab, A.; Fazel-Rezai, R.; Aghakhani, Y. A fuzzy rule-based system for epileptic seizure detection in intracranial EEG. Clin. Neurophysiol. 2009, 120, 1648–1657. [CrossRef]

12. Abibullaev, B.; Seo, H.D.; Kim, M.S. Epileptic spike detection using continuous wavelet transforms and artificial neural networks. Int. J. Wavelets Multiresolut. Inf. Processing 2010, 8, 33–48. [CrossRef]

13. Tzallas, A.T.; Tsipouras, M.G.; Fotiadis, D.I. Automatic seizure detection based on time-frequency analysis and artificial neural networks. Comput. Intell. Neurosci. 2007, 2007, 080510. [CrossRef]

14. Mitra, J.; Glover, J.R.; Ktanos, P.Y.; Kumar, A.T.; Mukherjee, A.; Karayiannis, N.B.; Frost, J.D., Jr.; Hrachovy, R.A.; Mizzrahi, E.M. A multi-stage system for the automated detection of epileptic seizures in neonatal EEG. J. Clin. Neurophysiol. Off. Publ. Am. Electroencephalogr. Soc. 2009, 26, 218.

15. Ullah, I.; Hussain, M.; Aboalsamh, H. An automated system for epilepsy detection using EEG brain signals based on deep learning approach. Expert Syst. Appl. 2018, 107, 61–71. [CrossRef]

16. Acharya, U.R.; Oh, S.L.; Haghiwara, Y.; Tan, J.H.; Adeli, H. Deep convolutional neural network for the automated detection and diagnosis of seizure using EEG signals. Comput. Biol. Med. 2018, 100, 270–278. [CrossRef] [PubMed]

17. Zhao, W.; Zhao, W.; Wang, W.; Jiang, X.; Zhang, X.; Peng, Y.; Zhang, B.; Zhang, G. A novel deep neural network for robust detection of seizures using EEG signals. Comput. Math. Methods Med. 2020, 2020, 9689821. [CrossRef]

18. Türk, Ö.; Özerdem, M.S. Epilepsy detection by using scalogram based convolutional neural network from EEG signals. Brain Sci. 2019, 9, 115. [CrossRef] [PubMed]

19. Liu, G.; Zhou, W.; Geng, M. Automatic seizure detection based on S-Transform and deep convolutional neural network. Int. J. Neural Syst. 2020, 30, 1950024. [CrossRef] [PubMed]

20. Altunay, S.; Telatar, Z.; Ergul, O. Epileptic EEG detection using the linear prediction error energy. Expert Syst. Appl. 2010, 37, 5661–5665. [CrossRef]

21. Joshi, V.; Pachori, R.B.; Vijesh, A. Classification of ictal and seizure-free EEG signals using fractional linear prediction. Biomed. Signal Processing Control 2014, 9, 1–5. [CrossRef]

22. Polat, K.; Güney, S. Artificial immune recognition system with fuzzy resource allocation mechanism classifier, principal component analysis and FFT method based new hybrid automated identification system for classification of EEG signals. Expert Syst. Appl. 2008, 34, 2039–2048. [CrossRef]

23. Üneyli, E.D. Least squares support vector machine employing model-based methods coefficients for analysis of EEG signals. Expert Syst. Appl. 2010, 37, 233–239. [CrossRef]

24. Sharma, R.; Pachori, R.B. Classification of epileptic seizures in EEG signals based on phase space representation of intrinsic mode functions. Expert Syst. Appl. 2015, 42, 1106–1117. [CrossRef]

25. Zhang, T.; Chen, W. LMD based features for the automatic seizure detection of EEG signals using SVM. IEEE Trans. Neural Syst. Rehabil. Eng. 2016, 25, 1100–1108. [CrossRef]

26. Yuan, Y.; Xun, G.; Jia, K.; Zhang, A. A novel wavelet-based model for eeg epileptic seizure detection using multi-context learning. In Proceedings of the 2017 IEEE International Conference on Bioinformatics and Biomedicine (BIBM), Kansas City, MO, USA, 13–16 November 2017; IEEE: Piscataway, NJ, USA, 2017; pp. 694–699. [CrossRef]

27. Andrzejak, R.G.; Lehnertz, K.; Mormann, F.; David, P.; Elger, C.E. Indications of nonlinear deterministic and finite-dimensional chaotic systems from brain electrophysiology. J. Clin. Neurophysiol. Off. Publ. Am. Electroencephalogr. Soc. 2007, 24, 254–273. [CrossRef] [PubMed]

28. Sharmila, A.; Geethanjali, P. DWT based detection of epileptic seizure from EEG signals using naive Bayes and k-NN classifiers. IEEE Access 2016, 4, 7716–7727. [CrossRef]

29. Zhang, T.; Chen, W.; Li, M. AR based quadratic feature extraction in the VMD domain for the automated seizure detection of EEG using random forest classifier. Biomed. Signal Processing Control 2017, 31, 550–559. [CrossRef]

30. Hariharan, B.; Arbelaez, P.; Girshick, R.; Malik, J. Hypercolumns for object segmentation and fine-grained localization. In Proceedings of the Conference on Computer Vision and Pattern Recognition, Boston, MA, USA, 25 April 2015; pp. 447–456. [CrossRef]

31. Kingma, D.P.; Ba, J. Adam: A method for stochastic optimization. arXiv 2014, arXiv:1412.6980.

32. Janocha, K.; Czarnecki, W.M. On loss functions for deep neural networks in classification. arXiv 2017, arXiv:1702.05659. [CrossRef]

33. Islalm, M.S.; Rahman, M.M.; Rahman, M.H.; Arifuzzaman, M.; Sassi, R.; Aktaruzzaman, M. Recognition bangla sign language using convolutional neural network. In Proceedings of the International Conference on Innovation and Intelligence for Informatics, Computing, and Technologies (3ICT), Sakhir, Bahrain, 22–23 September 2019; IEEE: Piscataway, NJ, USA, 2019; pp. 1–6.
34. Sahani, M.; Rout, S.K.; Dash, P.K. FPGA implementation of epileptic seizure detection using semisupervised reduced deep convolutional neural network. *Appl. Soft Comput.* 2021, 110, 107639. [CrossRef]

35. Rashed-Al-Mahfuz, M.; Moni, M.A.; Uddin, S.; Alyami, S.A.; Summers, M.A.; Eapen, V. A deep convolutional neural network method to detect seizures and characteristic frequencies using epileptic electroencephalogram (EEG) data. *IEEE J. Transl. Eng. Health Med.* 2021, 9, 1–12. [CrossRef] [PubMed]

36. Sharma, R.; Pachori, R.B.; Sircar, P. Seizures classification based on higher-order statistics and deep neural network. *Biomed. Signal Processing Control* 2020, 59, 101921. [CrossRef]