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SUMMARY

In Stochastic Computing (SC), we need to generate many stochastic numbers (SNs). If we generate one SN conventionally, we need a Stochastic Number Generator (SNG) which consists of a linear-feedback shift register (LFSR) and a comparator. When we calculate an arithmetic function by SC, we need to generate many SNs whose values are equal to constant values used in the arithmetic function. As a consequence, the hardware overhead becomes huge. Accordingly, there has been proposed a method called GMCS (Generating Many Constant SNs from Few SNs) to generate many constant SNs with low hardware overhead. However, if we use GMCS simply, generated constant SNs are correlated highly with each other. This would be a serious problem because the high correlation of SNs make a large error in computation. Therefore, in this paper, we propose efficient methods to generate constant SNs with reasonably low hardware overhead without increasing errors. To reduce the correlations of constant SNs which are generated by GMCS, we use Register based Re-arrangement circuit using a Random bit stream duplicator (RRRD). RRRDs have few influences on the hardware overhead because an RRRD consists of three multiplexers (MUXs) and two 1-bit FFs. We also use a technique to share random number generators with several SNGs to reduce the hardware overhead. We provide some experimental results by which we can confirm that our proposed methods are in general very useful to reduce the hardware overhead for generating constant SNs without increasing errors.
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1. Introduction

Stochastic computing (SC, hereafter) is an approximation calculation method by using stochastic numbers (SNs, hereafter) which represent the ratio of 1 in bit strings [1]. There has been a great interest in the research for SC because SC can perform (especially) arithmetic operations with very low hardware cost and power compared to the conventional calculation methods based on binary radix encoding if we admit some errors [2]. Indeed, there have been proposed various applications of SC mainly in such as the area of image processing and neural networks (e.g., [3]–[10]).

To generate an SN, the most popular way is to use a linear-feedback shift register (LFSR) and a comparator for each SN. Thus, if we need to generate many SNs, the hardware overhead becomes huge. However, when we calculate a function \( f(x) \) by SC, we may need two types of SNs; ones are values of \( x \), and the others are some constants (coefficients in the expression of \( f(x) \)). As for SNs whose values are \( x \), note that we need multiple different SNs for \( x \) to calculate a power of \( x \) although their values are the same (as \( x \)). This is because if we calculate \( x^2 \) by multiplying exactly the same two SNs for \( x \) in an SC manner, we get the value \( x \) not \( x^2 \), and so we need different SNs for \( x \). More precisely as will be explained later in Sect. 2, we need multiple different SNs for \( x \) which are not correlated with each other.

Fortunately, there has been proposed a very efficient method called RRR (Register based Re-arrangement circuit using a Random bit stream) duplicator (RRRD, hereafter) [11] which duplicates SNs to generate many SNs of the same value which are not correlated highly with each other by using few hardware.

However, it is not known how to reduce the hardware overhead for generating many constant SNs (of the different values), which we will focus in this paper. There proposed a method to generate many SNs from very few SNs [12]. Thus, one may consider to use the method in [12] to reduce the hardware overhead for generating many constant SNs. However, that idea may not work well as we explained later in this paper because the method in [12] produce SNs which are highly correlated with each other and thus the calculation error may become huge. (This is because their motivation is not to generate coefficients in an expression of a function, but to generate SNs for another purpose which does not need SNs with low correlation.)

Considering the above-mentioned problem, in this paper, we propose two novel schemes to utilize the method [12] by lowering the correlation. Then we propose six methods in our schemes. We then confirm our proposed schemes are useful by some experiments.

This paper is organized as follows. The following Sect. 2 explains the basics for SC including how the correlation between SNs affects the calculation, and how an RRRD works. Section 3 explains our main idea to reduce the hardware overhead to generate many constant SNs without increasing errors too much. Then we propose our six methods in the same section. After that, Sect. 4 shows some experimental results which confirm that our proposal is indeed useful. Finally, Sect. 5 concludes the paper with our future works.
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2. Preliminaries and Previous Works

2.1 Stochastic Computing

In SC, a number is represented by a bit-stream in such a way that the probability (ratio) of “1” in the bit-stream is interpreted as the number itself [2]. For example, a bit-stream “00101000” represents $\frac{1}{2}$ because there are two “1” in the 8 bit-length. We refer to bit-streams of this type as stochastic numbers (SNs). We also refer to the probability that a stochastic number represents as its value. Thus, two bit-streams that contain “1” with the same probability represent the same number; we say that the values of the two stochastic numbers are the same. For example, both “1011000” and “01010110” represents $\frac{1}{2}$, i.e., the values of the two stochastic numbers are both $\frac{1}{2}$. We can increase the precision of the represented number by making the bit-stream longer.

By using a stochastic number generator (SNG) as shown in Fig. 1, we can generate an SN by comparing a constant binary number and a random number generated by Linear Feedback Shift Register (LFSR), etc. If we can use an ideal random number, the probability of getting 1 from such an SN can be controlled by the constant binary number. Thus, we can generate an SN representing any number as we want.

An issue we should consider is the obvious fact that an SN can represent only a real value in the range of [0, 1]. If we need to perform operations on numbers out of the range, we need to scale the inputs to fit into the range of [0, 1], and then we need to scale again the final results appropriately after the whole SC.

Here, we briefly explain how basic arithmetic operations can be done in SC. Indeed, many operations can be done with very simple logic gates as we will see in the following. In SC, we can perform the multiplication of two SNs by simply inputting the two bit-streams to an AND gate as shown in Fig. 2. In the following, let $P(X = 1)$ mean the probability of getting 1 from the binary string $X$. If the two SNs, $A$ and $B$, are independent with each other, we have the following: $P(A \text{ and } B = 1) = P(A = 1) \times P(B = 1)$. From this, it is easy to see that a simple AND gate can be used as a stochastic multiplier. Indeed, in the example as shown in Fig. 2, we can surely get the correct result: $C = A \times B$ because $P(A = 1) = \frac{4}{8}$ and $P(B = 1) = \frac{4}{8}$, and $P(C = 1) = \frac{3}{8}$.

In SC, as shown in Fig. 3, we can perform the addition of two SNs by using a multiplexer (MUX) and an appropriate scaling operation if necessary. If an SN $S$ is independent from both the two SNs, $A$ and $B$, we have the following:

\[
P(C = 1) = P(S = 1) \times P(A = 1) + P(S = 0) \times P(B = 1)\]

where $C$ is the output of the MUX. Especially, when $P(S = 1) = \frac{1}{2}$, $P(C = 1) = \frac{1}{2}(P(A = 1) + P(B = 1))$. Thus, we get an SN $C$ which represents a number for the $\frac{1}{2}$-scaled addition result. Indeed, in the example as shown in Fig. 3, $P(A = 1) = \frac{5}{8}$, $P(B = 1) = \frac{3}{8}$, $P(S = 1) = \frac{4}{8}$ and $P(C = 1) = \frac{3}{8}$. This means we can get the half-scaled addition results.

So far we have seen that an AND gate and an MUX are enough to calculate the multiplication and addition of two SNs, respectively in SC. However, it should be noted if the two input SNs and/or the control input of a MUX ($S$ in Fig. 3) are correlated, the calculated result is generally incorrect. Also, the more the SNs are correlated, the more the result of SC calculation is incorrect in most cases. Thus, in the research community, the value called “Stochastic Computing Correlation” (hereafter, SCC) [13] is often considered. The SCC of two SNs expresses how the SNs are correlated with each other. The range of SCC is from $-1$ to 1, and if the value of SCC is near to 0, the two SNs are less correlated.

Let us consider an extreme case when the two input SNs to the SC multiplication are exactly the same, i.e., highly correlated. Indeed, if the two SNs are exactly the same, the SCC of the two SNs is 1. In such case, because the AND of the two same SNs is the same as its inputs (i.e., the AND of $A$ and $A$ is $A$), we cannot get the correct multiplication values $A^2$ although we want to multiply $A$ and $A$ by an AND gate. For example, Fig. 4 shows a case when the two inputs are the same. In general, we cannot get the correct multiplication result by an AND gate when the inputs are correlated. Especially when the value of input SNs to an AND gate is near to $\frac{1}{2}$, the absolute value of the error becomes large if there is a correlation of the two inputs. Therefore, we usually generate each SNs independently by
a different independent SNG as shown in Fig. 1.

2.2 SN Duplicators [11]

An SN duplicator refers to a generator that outputs an SN with the same value as the input SN, but has a different bit stream of the input SN. Therefore, an SN duplicator must satisfy the following condition.

- The values of input SN D and output SN O must be equal and the bit streams of them differ (D $\neq$ O).

In [14], an SN duplicator using a single 1-bit flip-flop (FF) has been proposed. However, in case of 1-bit FF-based duplicators, we obtain an output SN that is exactly the same bit stream when we input the same SN to them; this duplicator can generate only one different SN from one SN. Therefore, this duplicator cannot generate more than one different SN. Indeed, an ideal SN duplicator requires the following conditions.

- Even if the same input SN D is given, the bit stream of its output SN O differs from each other every time the duplicator duplicates its input SN.

As an ideal SN duplicator, Register based Re-arrangement circuit using a Random bit stream duplicator (RRRD) has been proposed in [11]. An RRRD is shown in Fig. 5. An RRRD consists of three MUXs and two 1-bit FFs (FF1 and FF2). In Fig. 5, the bit stored in FF1 is used as its i-th output $O_i$, the i-th input bit $D_i$ is newly stored into FF2, and the bit stored in FF1 is not changed when $R_i = 0$ ($R_i$ is the i-th bit in R). In the same way, the bit stored in FF1 is used as $O_i$, $D_i$ is newly stored into FF1, and the bit stored in FF2 is not changed when $R_i = 1$. Normally, R has a value of $\frac{1}{2}$. In case of RRR, even if we input the same SN D to an RRRD, we obtain a different output SN O every time because we use different R every time.

Also, all the bits in D are used as O except for the last bit stored in FF1 and FF2. Instead, the initial bits stored in the FFs are outputted at first. This means that the erroneous bit at duplication using an RRRD is no more than two bits. Therefore, maximum duplication error of an RRRD is $2^2 = 4$ which is in inverse proportion to the bit length of the input SN. In [11], RRRDs are used to duplicate input x when calculating $f(x)$.

3. Reducing the Overhead to Generate Constant SNs

Any function can be approximated by a polynomial based on Maclaurin expansion. Then, the value of a polynomial can be calculated in an SC way because we need only multiplications (with AND gates) and additions (with MUXs with appropriate scaling if necessary) to calculate the value of a polynomial. Moreover, for many useful arithmetic functions, such as sin x and cos x, we can calculate the function by only AND and NOT (or NAND) gates by transforming the functions by Horner’s method [14].

For example, sin x can be expressed as:

$$
\sin(x) \approx x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} + \frac{x^9}{9!} - \frac{x^{11}}{11!} + \frac{x^{13}}{13!} + \frac{x^{15}}{15!} - \frac{x^{17}}{17!}
$$

$$
= x(1 - \frac{1}{6}x^2)(1 - \frac{1}{120}x^4(1 - \frac{1}{72}x^2)(1 - \frac{1}{110}x^2)
$$

$$
(1 - \frac{1}{156}x^2(1 - \frac{1}{252}x^2(1 - \frac{1}{172}x^2)))\). \quad (1)
$$

The above formula can be calculated by SC very easily because a single multiplication can be done by one AND gate, and (1 − F) can be calculated from F by one NOT gate.

However, we need a lot of SNs (random bit strings); for the above sin x, we need to generate eight different SNs for the eight constant values, and we also need to duplicate x to get $x^2$ and then duplicate $x^2$ seven times to generate eight different SNs for $x^2$. Note that we need eight different SNs for $x^2$ although we need the same values for them to calculate the function accurately. (As we explained in the previous section, the AND of the same two SNs ($x^2$) gives us $x^2$, not $x^4$. Thus we need different SNs for $x^2$ to calculate the above formula.) Accordingly, we need a substantial amount of hardware resource to generate all the necessary SNs which may diminish the advantage of SC. To reduce the hardware overhead to produce SNs for multiple x’s, it is shown that RRRDs [11] work very well as we explained in the previous section.

However, RRRDs cannot be applied for the generation of different constant values because RRRDs just duplicate SNs and thus it cannot produce SNs of different values. Thus, we still need to generate a different SN for each constant value in the above formula. In the following, we propose an efficient scheme to decrease the overhead of generating SNs for constant values without increasing the error of the calculation too much.

3.1 Generating Many Constant SNs from Few SNs

In our proposed method, we will utilize a method proposed in [12] to generate many constant SNs from a small number of SNs. The idea in the method [12] is as follows: suppose we have m SNs, $r_1, r_2, \cdots, r_m$, whose values are $R_1, R_2, \cdots, R_m$. By using an AND gate whose inputs are $r_i$ or the negation of $r_i$, we can generate an SN whose value is the multiplication of $R_i$ or (1 − $R_i$). (Note that the negation of $r_i$ is an SN whose value is (1 − $R_i$).

For example, $r_1 \cdot 7 \cdot r_3$ generates an SN whose value is $R_1 \cdot (1 - R_2) \cdot R_3$. By ORing the outputs of such AND
gates, we can generate many SNs. Thus, intuitively, we can
generate exponentially many SNs from few SNs by adding
logic circuits. Indeed the paper [12] proves that if we want
to produce multiple SNs of the form \( M \choose 1024 \) \((1 \leq M \leq 1023)\)
at the same time, we need at most four input SNs. For
brevity, we call the above-mentioned method GMCS
(Generating Many Constant SNs from Few SNs) in the follow-
ing. Specifically, when we consider to generate many SNs
of GMCS so that we can decrease the correlation between
which are multiplied with each other. Thus we cannot sim-
ple use the idea of GMCS for our purpose.

Note that GMCS is proposed in [12] to generate the
constant SNs which are used for constant values in
Binary Combination Polynomial (BCP)-based SC [15]; the constant
SNs are only used as inputs of multiplexers in such a us-
age, and thus they are allowed to be correlated with each other [16]. In contrast, in this paper, we use constant SNs
which are multiplied with each other. Thus we cannot sim-
ply use the idea of GMCS for our purpose.

3.2 Reducing the Correlation between SNs by RRRDs

Our main idea in this paper is to apply RRRDs to the inputs
of GMCS so that we can decrease the correlation between
SNs generated by GMCS. We explain our idea here.

Suppose we want to generate eight constant SNs,
\( a_1, \ldots, a_8 \) to calculate some function in an SC manner. By
using GMCS, we can do so as follows: first we prepare four
SNs denoted by \( r_1, \ldots, r_4 \). (Specifically, the values of \( r_1, r_2, r_3, r_4 \) are set to \( \frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \frac{1}{16} \), respectively, in the paper [12].) Then, GMCS can produce logic circuits that
generates desired constant SNs \( (a_1, \ldots, a_m) \) at the same time from four SNs \( (r_1, \ldots, r_4) \) where \( a_i = \frac{M}{1024} \) \((1 \leq M \leq 1023)\). Suppose that we can generate \( a_1 \) as \( r_1 \cdot r_2 \cdot r_3 \), and \( a_2 \) as \( r_1 \cdot r_2 \cdot r_3 \). In this case, as mentioned above, the correlation
between \( a_1 \) and \( a_2 \) is high because they use the same \( r_1, r_2 \) and \( r_3 \). Thus we duplicate \( r_1 \) by RRRDs to generate different
SNs whose values are the same as \( r_1 \). Let us denote such dup-
licated SNs by \( r_{1}^0, r_{1}^1, r_{1}^2, \ldots, r_{1}^n \) when we duplicate \( r_1 \) \( m \) times.

Here, we explain the meaning of \( j_k \) in \( r_{1}^j \) in the above.
SNs with the same values of \( j_k \) mean that they are duplicated by RRRDs using the same input SN \( R \) in Fig. 5. (As will
Table 1  Average SCC ($l = 8$) for Different Shift Amount

| Shift Amount | $SCC(C_1, C_2)$ |
|--------------|-----------------|
| $k = 0$      | 1.000           |
| $k = 1$      | 0.684           |
| $k = 2$      | 0.451           |
| $k = 3$      | 0.317           |
| $k = 4$      | 0.274           |
| $k = 5$      | 0.317           |
| $k = 6$      | 0.451           |
| $k = 7$      | 0.684           |

amount in the above scheme when the bit length of the LFSR ($l$) is 8. Table 1 shows the result; it shows the average value of $SCC(C_1, C_2)$ among all the combination of $(a, b)$ (i.e., $(1, 1), (1, 2), (1, 3), \cdots, (255, 254), (255, 255)$, which are $255^2 = 65,025$ combinations in total) for different shift amount ($k$).

From Table 1, we can observe that the correlation between $C_1$ and $C_2$ can indeed be reduced by the circular shift, and the correlation becomes the lowest when the shift amount, $k$, equals $\frac{l}{2}$ where $l$ is the bit-length of the LFSR.

Thus, in our proposal in the following, we set the shift amount as evenly as possible among the inputs of different comparators which share an LFSR.

3.4 Proposed Methods to Reduce the Overhead for Constant SNs

Now we are ready to explain our proposal in this paper to reduce the overhead of generating constant SNs. Considering the above discussions, we propose the following scheme as shown in Fig. 7. The figure shows how we can generate duplicated many SNs for $x$, and different constant SNs, $a_1, \cdots, a_8$, which are used to calculate $x$ in an SC manner.

The figure shows a case in which we use eight constant SNs, $a_1, \cdots, a_8$, with the accuracy level $\frac{l}{128}$, and thus, we need four SNs, $r_1, \cdots, r_4$, for GMCS to produce the eight constant SNs. In the figure, LFSR 1 is shared to generate SNs that are used as $x$, and $r_1, \cdots, r_4$. Then, as mentioned above, we use RRRDs to duplicate $r_i$ to generate $r_i^0 (= r_i), r_i^1, r_i^2, \cdots, r_i^7$. We generate $a_i$ as a logic circuit whose inputs are $r_i^0, r_i^1, r_i^2, \cdots, r_i^7$. (Each logic circuit realizing $a_i$ has four input SNs whose values are the same as $r_1, \cdots, r_4$, but the correlation between the generated $a_1, \cdots, a_8$ become lower thanks to RRRDs as mentioned above. Note that SNs $r_1^{j_1}, r_2^{j_2}, r_3^{j_3}, r_4^{j_4}$ are duplicated by RRRDs with the same input SN $R$ if the upper indexes are the same. Thus, these SNs may be highly correlated if some of $j_1, j_2, j_3$ and $j_4$ are the same. Therefore, we take $j_1, \cdots, j_4$ from one of the values from 0 to 7 such that they are all different.) In the proposed scheme, we need one SN ($a$ random bit string) for each RRRD; LFSR 3 are shared for generating all SNs used for RRRDs that duplicate $x$, and LFSR 2 are shared for generating all SNs used for RRRDs that duplicate $r_i$ to generate $r_i^0 (= r_i), r_i^1, r_i^2, \cdots, r_i^7$.

Accordingly, for the implementation of our proposal in Fig. 7, we need three LFSRs and five comparators and some overhead for RRRDs and Bit Shifters. In this study, we consider reducing the overhead of generating SNs. Thus, we consider mainly LFSRs, comparators and RRRDs for the overhead in the following.

Next, we seek a possibility that we may further reduce the overhead; we consider to share the above three LFSRs. We did a preliminary experiment to check the correlations when we share the LFSR used by SNs and the one used by RRRDs. More concretely, we checked how SCC values (between any pair of $a_i$ and $a_j$) change if we share LFSR 1 and LFSR 2 in the above scheme. We calculated SCC values (between any pair of $a_i$ and $a_j$) for generating randomly selected $a_1, \cdots, a_8$, and the average SCC values (between any combination of pair of $a_i$ and $a_j$) over 100 trials were 0.301 and 0.295 for with and without sharing LFSR 1 and LFSR 2, respectively.

From the above preliminary experiment, we conclude that there is maybe a small difference by sharing LFSRs in our proposal depending on the situation. Therefore, we propose the following three methods: the difference between the three methods is which LFSRs are shared, and we will compare them by our experiment in the next section.

**Method 1**: In our proposed scheme, this method separately uses LFSR 1, LFSR 2 and LFSR 3, that is, this method needs three LFSRs.

**Method 2**: In our proposed scheme, this method shares one LFSR for all RRRDs, i.e., we share LFSR 1 and LFSR 2, that is, this method needs two LFSRs.

**Method 3**: In our proposed scheme, this method shares all of LFSR 1, LFSR 2 and LFSR 3, that is, this method needs one LFSR.

In the above proposed scheme, we apply RRRDs to the inputs of GMCS; RRRDs are placed before the logic circuits for GMCS as shown in Fig. 7. We can consider another scheme as shown in Fig. 8 where RRRDs are placed after GMCS. In this scheme, we use the same $r_i$ to produce $a_1, a_2, \cdots, a_8$ by GMCS. It is obvious the outputs of the eight GMCS circuits should be highly correlated. Thus, we put an RRRD after each GMCS circuit generating $a_2, \cdots, a_8$ to reduce the correlation. Obviously this scheme needs less number of RRRDs than the first scheme as shown in Fig. 7 although the calculation error may be increased. There-
fore, we evaluate the both schemes in the next section. For the second scheme, we consider three methods, Method 4, Method 5 and Method 6 which correspond to Method 1, Method 2 and Method 3, respectively, in the first scheme.

4. Experimental Results

In the previous section, we propose to use GMCS and RRRDs to decrease the overhead of generating constant SNs without increasing errors. Then we propose specifically Method 1 to Method 3 in our proposed scheme as shown in Fig. 7. Also, we propose Method 4 to Method 6 in the similar scheme as shown in Fig. 8. Therefore, in the following evaluation, we evaluated Method 1 to Method 6 as our proposed methods.

To confirm the efficiency of our proposal, we considered other methods to be compared with our methods. More concretely, we tried the following Method 7 to Method 11 in addition to our proposed six methods in our experiments.

In our experiments, we compared the errors when we calculate \( \sin x \), \( \cos x \), \( \log(x+1) \) by our six methods and the following five other methods. \( \sin x \) is approximated as Eq. (1). \( \cos x \) is approximated as a series product of \((1-a_i x^2)\) by Horner’s method [14] as mentioned in Sect. 3. \( \log(x+1) \) is approximated as Eq. (1) in which \( x^2 \) is replaced with \( x \). Thus, to calculate each function, we need eight constant SNs.

Method 7: This method uses GMCS to reduce the necessary constant eight SNs (i.e., \( a_1, \cdots, a_8 \)) into four constant SNs (i.e., \( r_1, \cdots, r_4 \)) as our proposal as shown in Fig. 7. However, this method does not use RRRDs as our proposal, thus this does not use LFSR 2 in Fig. 7. This method uses two LFSRs in total.

Method 8: This method is almost similar to Method 7, but one LFSR is shared for the two LFSRs used in Method 7. That is, this method uses only one LFSR.

Method 9: This method does not use GMCS, so it needs to generate eight SNs (i.e., \( a_1, \cdots, a_8 \)), for which we require eight comparators. Because this method does not use GMCS, it does not use RRRDs for generating the constant eight SNs (\( a_1, \cdots, a_8 \)), and thus this does not use LFSR 2 in Fig. 7. This method uses two LFSRs; one is shared for generating \( x \) and eight SNs (i.e., \( a_1, \cdots, a_8 \)) as LFSR 1 in Fig. 7. The other LFSR is used for RRRDs which duplicate \( x \) or \( x^2 \).

Method 10: This method is almost similar to Method 9, but one LFSR is shared for the two LFSRs used in Method 9. That is, this method uses only one LFSR.

Method 11: In the above Method 7 to Method 10, one LFSR (LFSR 1 in Fig. 7) is shared to generate \( x \) and the eight constant SNs (i.e., \( a_1, \cdots, a_8 \)). In contrast, Method 11 prepares one dedicated LFSR separately for generating each \( a_i \). (Thus, we do not need to use GMCS.) In this method, we also have other two LFSRs; one is for generating \( x \), and the other is used for RRRDs which duplicate \( x \) or \( x^2 \). Thus, this method uses 10 LFSRs in total.

Note that in all the 11 methods, we use one LFSR to be shared for generating the inputs, i.e., \( x \) and constant SNs which are \((a_1, \cdots, a_8)\) or \((r_1, \cdots, r_4)\) when we use GMCS to generate \((a_1, \cdots, a_8)\) from \((r_1, \cdots, r_4)\). Note also that Method 11 should be the best in terms of accuracy of the function output, but it needs huge hardware resource as we see in the following.

In our experiment, we set the accuracy level as \( \frac{1}{1024} \). Thus, the bit-length of SNs is 1024 bits. Also, each LFSR has 10 bits in our scheme, and so there are \( 2^{10} - 1 = 1023 \) different initial values for one LFSR. For a method having only one LFSR, it is enough to try only one (arbitrary) initial value. The reason is that we get the same results even if we change initial values for one LFSR. For a method having two LFSRs, we tried 1023 cases. The initial value of one LFSR is fixed to one value, and we tried 1023 initial values of the other LFSR. However, for a method having more than two LFSRs, we cannot do all the cases; we randomly select 1023 cases for initial values of all the LFSRs in the method.

A 10-bit LFSR outputs different values between 1 and 1023 one by one, and the output of the LFSR return to the initial values after it outputs 1023 bits. Because we need 1024 bit strings in our experiment, we use the initial values twice to generate 1024 bits from a 10-bit LFSR in our experiment.

There are 1024 values for \( x \), i.e., \( \frac{1}{1024}, \frac{2}{1024}, \cdots, \frac{1023}{1024} \). It is very time consuming to try all 1024 values for \( x \), so for each case, we tried \( x = \frac{2}{1024} \) with increasing \( \frac{50}{1024} \), i.e., we tried \( x = \frac{2}{1024}, \frac{52}{1024}, \frac{102}{1024}, \cdots, \frac{1002}{1024} \).

Other than the above simple functions, we also tried 100 randomly generated formulas of Eq. (1) based on Maclaurin expansion of \( \sin x \). Let each constant value in Eq. (1) be \( a_i \). In the case of \( \sin x \), this means that \( a_1 = \frac{1}{2}, a_2 = \frac{1}{20}, \cdots, a_8 = \frac{1}{120} \). We randomly change each constant \( a_i \) in the formula for \( \sin x \). We generated two different sets of random formulas; (Random A) each constant \( a_i \) is selected from \( \frac{1}{1024} \) to \( \frac{1023}{1024} \), and (Random B) each constant \( a_i \) is selected from \( \frac{412}{1024} \) to \( \frac{1012}{1024} \). The reason we did (B) is that the effect of the correlation of two SNs for a stochastic multiplication of the two SNs would be very large if one of the two SNs is near to \( \frac{1}{2} \).
4.1 Comparison of Hardware Overhead

First we compare the hardware overhead of the above-mentioned 11 methods. We used Design Compiler with Rohm 180 nm logic cell library to compile the three designs for one RRRD, one comparator and one 10-bit-LFSR. Then, the reported gate counts in NAND2 equivalents are as follows:

- **RRRD**: 12.99
- **Comparator**: 32.66
- **10-bit-LFSR**: 43.83

By using these values, we could compare the hardware overhead more accurately.

Table 2 shows the number of gates equivalent to NAND2 for LFSRs, comparators, and RRRDs in each method. The second, third, and fourth columns show the total number of gates equivalent to NAND2 used in each module. The fifth column shows the total number of gates equivalent to NAND2. Each number in parentheses represents the number of used components of each module.

| Method | LFSRs | Comparators | RRRDs | Sum |
|--------|-------|-------------|-------|-----|
| 1      | 131.50 (3) | 685.99 (21) | 480.96 (37) | 1298.45 |
| 2      | 87.67 (2) | 457.32 (14) | 480.96 (37) | 1102.59 |
| 3      | 43.83 (1) | 424.66 (13) | 480.96 (37) | 711.85 |
| 4      | 131.5 (3) | 685.99 (21) | 207.98 (16) | 1052.54 |
| 5      | 87.67 (2) | 457.32 (14) | 207.98 (16) | 837.98 |
| 6      | 43.83 (1) | 424.66 (13) | 207.98 (16) | 776.51 |
| 7      | 87.67 (2) | 457.32 (14) | 116.99 (9)  | 661.96 |
| 8      | 43.83 (1) | 424.66 (13) | 116.99 (9)  | 572.51 |
| 9      | 87.67 (2) | 555.32 (17) | 116.99 (9)  | 715.98 |
| 10     | 43.83 (1) | 555.32 (17) | 116.99 (9)  | 737.14 |
| 11     | 438.33 (10)| 555.32 (17) | 116.99 (9)  | 1110.64|

4.2 Comparison of Errors

Next, we compare the errors of the 11 methods. We evaluated the average of the amount of the error of each method by a software simulation. Table 3 reports the root mean squared error between the accurate value and the simulated result by each method.

The second and the third columns show the results for randomly generated formulas. The second column is for the case where the constant \((a_i)\) is chosen uniformly at random (Random A). The third is for the case where the constant \((a_i)\) is chosen at random only from \([\frac{412}{1024}, \frac{612}{1024}]\) (Random B). The forth, the fifth and the sixth columns are for sin \(x\), cos \(x\) and log\((x + 1)\), respectively.

From Table 3, we can observe the following:

- Method 11 would be the best in terms of the accuracy (the exception is the case of sin \(x\); it is slightly worse than some other methods.

**Table 3** Average of The Root Mean Squared Error To The Accurate Value \((\times 10^{-2})\)

| Method | Random A | Random B | sin \(x\) | cos \(x\) | log\((x + 1)\) |
|--------|----------|----------|----------|----------|---------------|
| 1      | 2.98     | 1.41     | 0.67     | 3.04     | 3.98          |
| 2      | 2.88     | 1.28     | 0.61     | 3.05     | 4.08          |
| 3      | 2.94     | 1.40     | 0.47     | 3.13     | 3.21          |
| 4      | 2.71     | 1.28     | 0.45     | 3.33     | 3.63          |
| 5      | 2.71     | 1.18     | 0.64     | 3.35     | 4.10          |
| 6      | 2.80     | 1.13     | 0.62     | 3.43     | 3.41          |
| 7      | 3.84     | 8.17     | 0.60     | 3.32     | 5.40          |
| 8      | 3.88     | 7.74     | 0.67     | 3.36     | 4.63          |
| 9      | 4.11     | 5.82     | 2.38     | 3.80     | 5.04          |
| 10     | 3.74     | 5.18     | 1.75     | 2.43     | 5.60          |
| 11     | 1.72     | 1.33     | 0.94     | 3.45     | 1.24          |

- Method 1 to Method 6 are not bad for all the cases.
- Method 1 to Method 6 are better than Method 7 and Method 8 in case of Random A, Random B and log\((x + 1)\).
- Our proposed methods (Method 1 to Method 6) are better than Method 11 in case of \(\sin x\).

As we mentioned in Sect. 2.1, the correlation of the two inputs to a multiplication would have a huge bad impact on the result of the multiplication especially when the values of inputs are near to \(\frac{1}{2}\). Indeed, Method 7 to Method 10 suffer from the correlation problem for Random B. However, it should be noted that our proposed Method 1 to Method 6 can overcome the correlation problem even for Random B, i.e., they work very well for Random B.

4.3 Discussion

From the experimental result, Method 1 to Method 6 give good results in terms of accuracy among our proposed methods. However, Method 1 to Method 4 have relatively large hardware overhead. Considering the hardware cost, we came to a conclusion that Method 6 gives us a very good trade-off between the accuracy and the hardware overhead.

Let us compare our proposed methods with other methods, i.e., Method 7 to Method 11, in the following. As we expected, Method 11 seems to be the best in terms of the accuracy, but it requires very large hardware overhead. As for Method 9, our methods would be better than it in terms of both metrics, i.e., accuracy and the hardware cost. Method 10 works well for \(\cos x\) in terms of accuracy. However, Method 10 would be worse in case of the other functions. Moreover, the overhead of Method 10 is bigger than Method 6. Method 7 and Method 8 would have smaller hardware overhead than our methods. However, we consider that Method 7 and Method 8 would become worse (in terms of accuracy) than our methods for general cases, especially when the constant values are near to \(\frac{1}{2}\) by judging from the column “Random B.”

In conclusion, we consider that Method 6 would be a good choice among the above 11 methods in general because they work well for most cases in terms of accuracy,
and the hardware overhead is reasonably small. Of course, we do not claim that Method 6 is always good; other methods should be better than them for some specific cases.

5. Conclusion and Future Work

This paper has investigated various methods to generate constant SNs considering the hardware overhead and errors together. The main idea utilized in our proposed method is to use GMCS to reduce the number of SNs to be generated and to use RRRDs to reduce the correlation caused by GMCS. Our experimental results suggest that Method 6 would provide us a very good trade-off between the hardware overhead and the increasing errors. From this, we can conclude that in general our proposed scheme to generate constant SNs works well considering the hardware overhead and the increasing errors. For future work, we may try to perform experiments on other functions, and collect more results.

Our proposed scheme reduces the number of LFSRs by sharing LFSRs with circular shifts. Although it needs relatively small hardware overhead, it uses more RRRDs. Therefore, we need to study how to reduce the number of necessary RRRDs without increasing the error of the calculation too much. Also, we do not consider the initial values for LFSRs in this paper. It is known that such values also may affect the calculation errors, thus we would like to seek the effect of initial values of LFSRs in the future. In addition, we consider that it is necessary to investigate whether the calculation error and the correlation of SNs can be tolerable when our proposed method is used in some real practical applications.
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