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Abstract: In this paper, we study a class of finite-time control problems for discrete-time positive linear systems with time-varying state parameters. Although several interesting control problems appearing in population biology, economics, and network epidemiology can be described as the class of finite-time control problems, an efficient solution to the control problem has not been yet found in the literature. In this paper, we propose an optimization framework for solving the class of finite-time control problems via convex optimization. We illustrate the effectiveness of the proposed method by a numerical simulation in the context of dynamical product development processes.
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1. INTRODUCTION

The concept of finite-time stability \cite{1}, which is concerned with the stability property of dynamical systems over a finite time window, is of practical importance due to its effectiveness in solving realistic control problems appearing in several fields including robotics \cite{2}, spacecraft control \cite{3}, and multi-agent systems \cite{4}. We find in the literature several advances in the field; for example, Bhat and Bernstein \cite{5} proposed a finite-time stability criteria for discrete-time autonomous systems. Amato et al. \cite{6} proposed a sufficient condition for finite-time stability and control for time-invariant linear systems through the Lyapunov function approach. Hong \cite{7} considered the finite-time control and stabilizability for a class of controllable systems. The authors in \cite{8,9} studied a finite-time synthesis problem for the nonlinear systems.

Recently, finite-time control problems have been actively investigated in the context of positive systems \cite{10}, which are dynamical systems whose state variables are confined to be within the positive orthant and naturally arise in various application areas including pharmacology \cite{11}, epidemiology \cite{12,13}, and communication networks \cite{14}. For example, the authors in \cite{15} derived a necessary and sufficient condition for the finite-time stability of switched positive linear systems by using the co-positive Lyapunov approach. Colaneri et al. \cite{16} established the convexity of the norm of the state variable of a class of positive time-varying linear systems with respect to the diagonal entries of the state matrix. However, the practical applicability of this convexity result is not necessarily enough to cover some applications of positive linear systems because the convexity property is limited to the diagonals of the state matrix of the system, as shall be discussed later in this paper. Furthermore, there is a lack of frameworks for considering the cost associated with control input such as the one for chemical \cite{17} and medical \cite{18} interventions.

Extending the framework in \cite{19} for linear time-invariant positive systems, in this paper we propose an optimization framework to solve a class of finite-time control problems for discrete-time time-varying positive linear systems. We formulate the finite-time control problem as an optimization problem, in which the parameter cost as well as the performance evaluation function are described by posynomial functions \cite{20}. We then show that the finite-time control problem can be transformed into a geometric program, which can be efficiently solved via convex optimization. In the derivation of these results, we do not restrict the tunable entries of the system matrix to its diagonals; therefore, the contribution of this paper lies in showing a form of convexity of the problem with respect to any of the entries of the state matrix.

This paper is organized as follows. After introducing necessary mathematical notations, in Section \cite{2} we formulate the finite-time control problem studied in this paper. In Section \cite{3}, we introduce our assumptions on the system and cost functions and, then, state our main result. Finally, in Section \cite{4} we illustrate the effectiveness of our results by solving the optimal resource allocation problem that arises in the context of managing product development processes.

The following notations are used in this paper. Let \(\mathbb{R}, \mathbb{R}_+, \mathbb{R}_{++}\) denote the set of real, nonnegative, and positive numbers, respectively. Let \(\mathbb{N}\) denote the set of positive integers. We let the entrywise logarithm operation \(\log([\cdot]) : \mathbb{R}_{++}^n \to \mathbb{R}^n\) be defined by \((\log([v]))_i = \log v_i\) for all \(i \in \{1, \ldots, n\}\). Likewise, we define the entrywise exponentiation \(\exp([\cdot]) : \mathbb{R}^n \to \mathbb{R}^n_{++}\) in the same manner. We say that a matrix is nonnegative if all the entries of the matrix are nonnegative.

\textsuperscript{†} Chengyan Zhao is the presenter of this paper.
2. FINITE-TIME CONTROL PROBLEM

In this section, we describe the finite-time control problem studied in this paper. In Section 2.1, we describe the system studied in this paper and state the necessary assumptions. In Section 2.2, we formulate the finite-time control problem as an optimization problem.

2.1. System Model

In this paper, we consider the following parametrized time-varying linear system defined on a finite time interval:
\[ \Sigma_\theta : x(k+1) = (A(k)+K(k;\theta(k)))x(k), \quad k = 0, \ldots, T, \]
where \( x(k) \in \mathbb{R}^n \) is the state variable, \( A(k) \in \mathcal{A} \subset \mathbb{R}^{n \times n} \) is a time-varying state matrix, and \( K(k;\theta(k)) \in \mathcal{K} \subset \mathbb{R}^{n \times n}, \quad k = 0, \ldots, T, \)
is the control matrix parametrized by the vector \( \theta(k) \) belonging to a set \( \Theta \subset \mathbb{R}^{p}. \) We assume that the set \( \mathcal{K} \) is bounded. Our objective in this paper is to present an optimization framework for tuning the parameter \( \theta(k) \) in such a way that the finite-time stability of the system is guaranteed, under the positivity assumption on the system. The positivity of discrete-time time-varying linear systems is formally defined as follows.

**Definition 1** [10] We say that the time-varying linear system
\[ \Sigma : x(k+1) = M(k)x(k) \]
is (internally) positive if for any initial condition \( x(0) \) with nonnegative entries, the corresponding state trajectory \( x(k) \) is nonnegative for all \( k \geq 0. \)

For positive time-varying linear systems, we define the notion of finite-time stability [21] as follows.

**Definition 2** Let \( T \) be a positive integer. Suppose that a positive number \( \varepsilon \) as well as positive vectors \( v \) and \( \ell(k) \quad (k \in \{1, \ldots, T\}) \) are given. We say that \( \Sigma \) is finite-time stable if the trajectory of the system satisfies
\[ x^\top(k)\ell(k) < \varepsilon, \quad k = 1, \ldots, T, \]
for all initial states \( x(0) \) satisfying \( x^\top(0)v \leq 1. \)

In this paper, we place the following assumption on the parameterized system \( \Sigma_\theta \) for ensuring its positivity.

**Assumption 3** The matrix \( A + K \) is nonnegative for all \( A \in \mathcal{A} \) and \( K \in \mathcal{K}. \)

We then introduce cost and performance functions as follows. For each control action \( K(k;\theta(k)), \) the control parameter \( \theta(k) \) at time \( k \) comes with an associated cost. In this paper, we suppose that a cost function for tuning the parameter \( \theta(k) \) is given by the following functional:
\[ L: \mathbb{R}^p \to \mathbb{R}; \quad \theta(k) \mapsto L(\theta(k)). \]

Let \( x(\cdot;\theta(k)) \) denote the solution of the system \( \Sigma_\theta. \) In order to measure the stability property of the system, we use the functional
\[ J(\theta(k)) = \| x(\cdot;\theta(k)) \|_p \]
where \( p > 0 \) is a constant and \( \| \cdot \|_p \) denotes the \( \ell^p \)-norm of a sequence of real vectors.

2.2. Problem Formulation

In this section, we present two types of optimization problems for the finite-time control of the parametrized system \( \Sigma_\theta. \) We first present the budget-constrained optimization problem to minimize \( J \) while satisfying the constraint on the cost function \( L \) as well as the finite-time stability. Formally, the budget-constrained optimization problem is stated as follows:

**Problem 4** Let a constant \( \bar{L} \) be given. Find a sequence of variables \( \theta = \{\theta(k)\}_{k=0}^T \) such that
\[ L(\theta) \leq \bar{L} \]
and the system \( \Sigma_\theta \) is finite-time stable in the sense of Definition 2 while minimizing the cost function \( J(\theta). \)

Mathematically, the budget-constrained finite-time control problem can be stated as
\[
\begin{align*}
\text{minimize} & \quad J(\theta) \\
\text{subject to} & \quad x^\top(k;\theta(k))\ell(k) < \varepsilon, \\
& \quad L(\theta) \leq \bar{L}.
\end{align*}
\]

Likewise, by exchanging the roles of the objective function and constraints in the budget-constrained optimization problem, we obtain the performance-constrained optimization problem

**Problem 5** Let a constant \( \bar{J} \) be given. Find a sequence of variables \( \theta = \{\theta(k)\}_{k=0}^T \) such that
\[ J(\theta) \leq \bar{J} \]
and the system \( \Sigma_\theta \) is finite-time stable in the sense of Definition 2 while minimizing the cost function \( L(\theta). \)

As in (1), we can mathematically formulate the performance-constrained finite-time control problem as the following:
\[
\begin{align*}
\text{minimize} & \quad L(\theta) \\
\text{subject to} & \quad x^\top(k;\theta(k))\ell(k) < \varepsilon, \\
& \quad J(\theta) \leq \bar{J}.
\end{align*}
\]

3. MAIN RESULT

In this section, we present our optimization framework for solving the budget-constrained and performance-constrained finite-time control problems. Under proper assumptions, we show that the problems can be transformed into convex optimization problems.

In Problems 4 and 5, the functional \( J(\theta) \) is typically a nonlinear function. Furthermore, the cost functional \( L(\theta) \) is often nonlinear in applications due to their physical characteristics such as the dosage-effect relation in the therapy control processes. For these reasons, Problems 4 and 5 are not trivial to solve directly. However, in this paper, we show that a mild set of assumptions allow us to reduce the problems to geometric programming, which can be efficiently solved via convex optimization [20].

Let us first give a brief overview of geometric programming. We start from stating the following definition.
Definition 6 [20] Let $v_1, \ldots, v_n$ denote $n$ real positive variables.
1. We say that a real function $g(v)$ is a monomial if there exist $c > 0$ and $a_1, \ldots, a_n \in \mathbb{R}$ such that $g(v) = cv_1^{a_1} \cdots v_n^{a_n}$.
2. We say that a real function $f(v)$ is a posynomial if $f$ is a sum of monomials of $v$.

The following Lemma shows the log-convexity of posynomials.

Lemma 7 [20] Let $f : \mathbb{R}_+^n \rightarrow \mathbb{R}_+ : x \mapsto f(x)$ be a posynomial function. Then, the function $F : \mathbb{R}^n \rightarrow \mathbb{R} : w \mapsto \log f(\exp[w])$ is convex.

The log-convexity of posynomials allows us to solve a class of optimization problems called geometric programs efficiently, as summarized in the following Proposition [20].

Proposition 8 Let $g_1(\theta), \ldots, g_q(\theta)$ be monomials and $f_0(\theta), \ldots, f_p(\theta)$ be posynomials. Assume that variables $\theta \in \Theta$ satisfy Definition 6. We say that the following optimization problem

$$\begin{align*}
\text{minimize} & \quad f_0(\theta) \\
\text{subject to} & \quad f_i(\theta) \leq 1, \ i = 1, \ldots, p, \\
& \quad g_j(\theta) = 1, \ j = 1, \ldots, q,
\end{align*}$$

can be transformed into a convex optimization problem through the logarithmic variable transformation $\theta = \exp[z], \ z \in \Gamma \subset \mathbb{R}^m$.

Then, we obtain the convex optimization problem with the following form:

$$\begin{align*}
\text{minimize} & \quad \log f_0(\exp[z]) \\
\text{subject to} & \quad \log f_i(\exp[z]) \leq 0, \ i = 1, \ldots, p, \\
& \quad \log g_j(\exp[z]) = 0, \ j = 1, \ldots, q.
\end{align*}$$

To exploit the log-convexity of posynomials, we first place the following assumption on the structure of the parametrized time-varying linear system $\Sigma_\theta$:

Assumption 9 Define the matrix $K_{\min} \in \mathbb{R}^{n \times n}$ by

$$[K_{\min}]_{ij} = \inf \{ K_{ij} : K \in \mathcal{K} \}.$$  

Then, the matrix

$$\tilde{A}(k) = A(k) + K_{\min}$$

is nonnegative for all $k$.

We remark that, in Assumption 9 the existence of the matrix $K_{\min}$ is guaranteed by the boundedness of the set $\mathcal{K}$. Furthermore, this assumption is not very restrictive and is satisfied in the examples that we discuss in Section 4.

Using the matrix $\tilde{A}$ in (4), we rewrite the parametrized system $\Sigma_\theta$ as

$$\Sigma_\theta : x(k+1) = (\tilde{A}(k) + \tilde{K}(k; \theta(k)))x(k), \ k \in \{0, \ldots, T\},$$

where

$$\tilde{K}(k; \theta(k)) = K(k; \theta(k)) - K_{\min}$$

is a nonnegative matrix. For this nonnegative matrix as well as the parameter space $\Theta$, we place the following assumption.

Assumption 10 The following conditions hold true:

1. There exist a sequence of the posynomials $f_1(\theta), \ldots, f_N(\theta)$ such that

$$\Theta = \{ \theta \in \mathbb{R}_+^m : f_1(\theta) \leq 1, \ldots, f_N(\theta) \leq 1 \}.$$

2. There exist posynomials $\kappa_{ij}(k; \theta(k)) (i, j \in \{1, \ldots, n\}$ and $k \in \{0, \ldots, T\}$ such that

$$\tilde{K}(k; \theta(k)) = \{ [\kappa_{ij}(k; \theta(k))]_{i,j} : \theta \in \Theta \}$$

3. $L(\theta)$ is a posynomial.

We can now present the first main result of this paper; namely, we can show that Problem 4 can be solved via convex optimization.

Theorem 11 The solution of the following convex optimization problem is given by $z = \{ z(k) \}_{k=0}^T$, where $z(k)$ belongs to the set $\Gamma \subset \mathbb{R}^m$.

$$\begin{align*}
\text{minimize} & \quad \log J(\exp[z]) \\
\text{subject to} & \quad \log x^T(k; \exp[z(k)])\ell(k) < \log \epsilon, \\
& \quad \log L(\exp[z]) \leq \log L.
\end{align*}$$

Then, the solution of Problem 4 is given by $\theta(k) = \exp[z(k)]$.

Proof: Under the log transformation $z(k) = \log[\theta(k)]$, the constraints $[1a], [1b]$ and $[1c]$ are equivalent to the constraints $[5a], [5b]$ and $[5c]$, respectively. Therefore, the solution of Problem 4 given by (6) becomes the solutions of optimization problem $[5]$. From Lemma 7 we can get that $[5c]$ is convex if the cost function $L(\theta)$ follows the posynomials. Also, for the convexity of $[5b], x^T(k; \theta(k))\ell(k)$ is a linear function which is definitely a posynomial function. For the convexity of $[5a]$, we can derive that the entry of state vector is posynomials from the expansion of $x(k; \theta(k))$:

$$x(k; \theta(k)) = (\tilde{A}(k-1) + \tilde{K}(k-1; \theta(k-1))) \cdots (\tilde{A}(0) + \tilde{K}(0; \theta(0)))x(0).$$

From the previous assumptions, we can see that if the performance measurement function follows posynomials, $J(\theta)$ is convex under the log transformation. From Proposition 8 we can see that Theorem 11 is a convex optimization problem.

Likewise, the performance-constrained form of finite-time control problem can also be solved through the following optimization problem:
Corollary 12 The solution of the following convex optimization problem is given by \( z = \{ z(k) \}_{k=0}^T \) where \( z(k) \) belongs to the set \( \Gamma \subset \mathbb{R}^n \):

\[
\begin{align*}
\text{minimize} & \quad \log L(\exp[z]) \\
\text{subject to} & \quad \log x^T(k;\exp[z(k)])f(k) < \log \epsilon, \\
& \log J(\exp[z]) \leq \log J.
\end{align*}
\]

Then, the solution of Problem (5) is given by \( \theta(k) = \exp[z(k)] \).

4. EXAMPLE: PRODUCT DEVELOPMENT MANAGEMENT

In this section, we illustrate the effectiveness of our proposed framework by solving the dynamic optimal resource allocation problem for the automotive appearance design process in the car manufacturing industry.

In this paper, we adopt the automotive appearance design example presented in [23], which contains the following tasks: 1) carpet, 2) center console, 3) door trim panel, 4) garnish trim, 5) overhead system, 6) instrument panel, 7) luggage trim, 8) package tray, 9) seats and 10) steering wheel. Suppose there are \( T \) development rounds during the process, the dynamic process of the remaining work on each task can be represented by the discrete-time positive linear system \( x(k+1) = Ax(k), k \in \{0,\ldots,T\} \), where \( x(k) \) is the remaining work vector, \( A \) is the work transition matrix which is nonnegative. In this paper, we adopt the dynamic model in [23]

\[
A_k(\phi_k, \gamma_k) = \left[ \begin{array}{ccc} \phi_{1,k} + \Delta_1 & \cdots & \prod_{\ell=1}^k \gamma_{1n,\ell} \\ \prod_{\ell=1}^k \gamma_{21,\ell} & \cdots & \prod_{\ell=1}^k \gamma_{2n,\ell} \\ \vdots & \cdots & \vdots \\ \prod_{\ell=1}^k \gamma_{n1,\ell} & \cdots & \phi_{n,k} + \Delta_n \end{array} \right],
\]

where the value of the off-diagonal entries of the work transition matrix is updated with the accumulated effect in the previous investment rounds \( (k - 1, k - 2, \ldots, 0) \). \( \phi_k = \{ \phi_{1,k}, \ldots, \phi_{n,k} \} \) represents the adjustable work efficiency of the task, while \( \gamma_k = \{ \gamma_{ij,k} \}, (i, j = 1, \ldots, n, i \neq j) \) are the off-diagonal entries of \( A_k(\phi_k, \gamma_k) \) which represent the ratio of the extra work transferred among the tasks with progress. Furthermore, we let \( \Delta_k \) to represent the abrupt change on \( \phi_k \) (e.g., equipment fault, conflict on schedule or the absence of engineer). During the intermittence of the development process, the managers allocate a fixed amount of resource to prompt the development process (i.e., tuning the parameter of work transition matrix). We assume that the parameters can be tuned within the following intervals:

\[
0 < \phi_{\min,k} \leq \phi_{i,k} \leq \phi_{\max,k}, \quad \frac{\gamma_{\min,ij,k}}{\gamma_{\max,ij,k}} \leq \gamma_{ij,k} \leq \frac{\gamma_{\max,ij,k}}{\gamma_{\min,ij,k}}.
\]

Specifically, the resource can be allocated on the tasks (i.e., diagonal entries of \( A_k(\phi_k, \gamma_k) \)) to promote the efficiency, or on the off-diagonals to reduce the ratio of the generated work among the related tasks. Furthermore, suppose that the initial value of \( A_k(\phi_k, \gamma_k) \) is given by \( \phi_{\max,k}^{\max}, \gamma_{ij,k}^{\min} \), we have to pay \( f_i(\phi_{i,k}) \) unit of cost for tuning the work efficiency of module \( i \) from \( \phi_{i,k}^{\max} \) to \( \phi_{i,k}^{\min} \). Likewise, we let the cost for tuning \( \gamma_{ij,k} \) equal to \( g_{ij}(\gamma_{ij,k}) \). The total cost for the \( k \)th investment round is calculated by taking the sum of the cost in all the entries of \( A_k(\phi_k, \gamma_k) \):

\[
B_k(\phi_k, \gamma_k) = \sum_{i,j=1}^n (f_i(\phi_{i,k}) + g_{ij}(\gamma_{ij,k})).
\]

Usually, a dynamic product development process contains dozens or hundreds of tasks and several investment rounds. Moreover, from the discussion in Section 3, the dynamic resource allocation problem for product development process is also a nonlinear optimization problem. Thus, finding the optimal strategy is a difficult problem which can not easily be solved by the experience based method. For checking the satisfaction for Assumption 9, we can see that \( A_k(\phi_k, \gamma_k) \), \( k \in \{0, \ldots, T\} \) is a sequence of nonnegative matrices with the directly tuning parameters \( \phi_k, \gamma_k \) belonging to positive numbers. Then, by utilizing the knowledge in [20], the cost function (7) can be modeled with posynomials. Thus, the problem satisfies the assumptions and definitions in our theorem. By using Theorem 11, we can transform the optimal resource allocation problem of automotive appearance design process into the finite-time control problem for positive linear system.

In our case study, we select the performance-constrained problem, which aims at minimizing the total investments while satisfying the constraint on the total remaining work. For the problem initialization, we unify the initial value of remaining work with \( x(0) = 1, (i = 1, \ldots, 10) \) (i.e., all the tasks at the beginning of development process have 100% work remained). We set the investment rounds \( T = 5 \) and take the sum of the remaining work after the final investment round \( \sum_{i=1}^n x_i(T) \) as performance evaluation. Furthermore, we set the constraint value of the total remaining work with \( 0.001 \times \sum_{i=1}^n x_i(0) \) (i.e., the remaining work is 0.1% of the beginning) for judging the accomplish of process. The initial value of \( A_k(\phi_k, \gamma_k) \) is given in Table 1. Let the entries of \( A_k(\phi_k, \gamma_k) \) be tuned within the interval \([0.1, 1] \) (i.e., the component can be accelerated between 0%–90%). Finally, we let the variance on the efficiency of each task \( \Delta_i \) varies between \([-0.2, 0.2] \). For the finite-time stability constraint in (11b), we set \( \ell(k) = \eta(k) x(0), \) where \( \eta(k) = e^{-k}, (k = 1, \ldots, 5) \), and \( \epsilon = 1 \). For the cost function, we adopt the following posynomial function:

\[
f_{ij}(\gamma_{ij}) = c_{ij} \left( \frac{1}{\gamma_{ij}}^{p} - \frac{1}{\Omega_{ij}}^{p} \right),
\]

where \( p > 0 \) is the parameter for tuning the shape of cost function, and \( c_{ij}, \Omega_{ij}, i,j = \{1, \ldots, 10\} \) are positive numbers for fitting the data. For simplicity, we unify
Table 1 Work transition matrix of automotive appearance design

|      | A₀,₁ | A₀,₂ | A₀,₃ | A₀,₄ | A₀,₅ | A₀,₆ | A₀,₇ | A₀,₈ | A₀,₉ | A₀,₁₀ |
|------|------|------|------|------|------|------|------|------|------|-------|
| A₀,₁ | 0.85 | 0.12 | 0.02 | 0.06 | 0.06 | 0.06 |     |      |      |       |
| A₀,₂ | 0.1  | 0.53 | 0.04 | 0.3  | 0.24 | 0.02 |     |      |      |       |
| A₀,₃ | 0.02 | 0.04 | 0.47 | 0.08 | 0.24 | 0.02 |     |      |      |       |
| A₀,₄ | 0.06 | 0.18 | 0.68 | 0.14 | 0.1  | 0.02 | 0.08 |     |      |       |
| A₀,₅ | 0.04 | 0.26 | 0.16 | 0.28 | 0.06 | 0.02 | 0.2  |     |      |       |
| A₀,₆ | 0.02 | 0.04 | 0.1  | 0.06 | 0.76 | 0.06 | 0.04 |     |      |       |
| A₀,₇ | 0.08 | 0.18 | 0.08 | 0.04 | 0.16 | 0.63 | 0.2  |     |      |       |
| A₀,₈ | 0.02 | 0.04 | 0.26 | 0.2  | 0.7  |     |      |      |      |       |

Fig. 1 Gray line: $\log x_i(k)$; Solid line: finite-time stability constraint; Dashed line: average value of $\log x_i(k)$.

Fig. 2 The investments in $\phi_i$ versus investment round $k$.

Fig. 3 The investments in $\gamma_{ij}$ versus investment round $k$.

the parameters of all cost functions with $c_{ij} = 1$, $p = 1$, $\Delta_{ij} = 1$. In this case, for example, if $\gamma_{ij} = 1$ (i.e., the corresponding entry in $A_k(\phi_k, \gamma_k)$ is not tuned), then $f_{ij}(\gamma_{ij}) = 0$ which means the cost is 0.

Fig. 1 shows that despite satisfying the object function, the dashed line does not exceed the prescribed boundedness (i.e., the designed strategy meets the constraint of finite-time stability). Through solving the convex optimization problem, we are sure to get the optimal decision variables. However, from Fig. 2 and Fig. 3 we can get the trends of the decision variables $\gamma$ and $\phi$, which means that the manager can foresee the trends before the process is put into effect. The information from Fig. 2 and Fig. 3 is especially useful for the stage of product development system design, where the manager can modify the structure of the work transition matrix based on the technology of management engineering to improve the performance of the product development system via the earlier design approach.

5. CONCLUSION

In this paper, we have studied a class of finite-time control problems for the discrete-time time-varying positive linear systems constrained by the parameter tuning cost. By utilizing the convexity property of posynomial functions, we have shown that the finite-time control problem can be transformed into a convex optimization problem. Finally, we have illustrated the effectiveness of our framework by a numerical simulation on product de-
velopment processes. In the future work, one of the possible extension of our work is to consider the time-delay effect; especially, if the parameters of the PD system are updated after a certain period. Then, the investment decision making problem becomes a more general situation.
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