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Abstract Does society benefit from private measures to mitigate infectious disease risks? Since mitigation reduces both peak prevalence and the number of people who fall ill, the answer might appear to be yes. But mitigation also prolongs epidemics and therefore the time susceptible people engage in activities to avoid infection. These avoidance activities come at a cost—in lost production or consumption, for example. Whether private mitigation yields net social benefits depends on the social weight given to the costs of illness and illness avoidance, now and into the future. We show that, for a large class of infectious diseases, private risk mitigation is socially beneficial. However, in cases where society discounts the future at either very low or very high rates relative to private individuals, or where it places a low weight on the private cost of illness, the social cost of illness under proportionate mixing (doing nothing) may be lower than the social cost of illness under preferential mixing (avoiding infectious individuals). That is, under some circumstances, society would prefer shorter, more intense epidemics without avoidance costs over longer, less intense epidemics with avoidance costs. A sobering (although not surprising) implication of this is that poorer societies should be expected to promote less private disease-risk mitigation than richer societies.
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Introduction

The epidemiological effects of public disease-risk mitigation measures such as quarantines, school closures, vaccinations, trade interdictions, or travel restrictions have attracted considerable attention (see (Chowell et al. 2004a; Ferguson et al. 2006; Chowell et al. 2004b; Shim and Galvani 2009) for examples relating to SARS, ebola, and avian influenza). The net social benefits of such measures have also been assessed (Gupta et al. 2005; Bridges et al. 2000; Cauchemez et al. 2009; Sadique et al. 2008; Sander et al. 2007; Sander et al. 2009). Less attention has been paid to the benefits of private disease-risk mitigation measures such as contact reduction, prophylaxis, private vaccination, or preferential mixing according to health status (Fenichel 2013; Fenichel et al. 2011; Gross et al. 2006; Maharaj and Kleczkowski 2012), and almost no attention has been paid to the net social benefits of private disease-risk mitigation (Reluga 2010). We address this problem here.

We focus on the class of infectious diseases that allow recovery with immunity (see Table 2). Since we model neither memory nor learning, recovery with immunity allows us to treat each outbreak as an independent event. We also ignore births and deaths. We suppose that susceptible and infected people behave in different ways as a function of disease risk, and not as a function of the infection itself (as in the case of, for example, gonorrhea (Yorke et al. 1978; Blank et al. 2008)). Within each health class, we assume that all individuals respond to risk in the same way and so ignore any sources of
heterogeneity in the behavioral response of individuals due to, for example, age, gender, or occupation (Albarracín et al. 2005; Klepac and Caswell 2011; Khan et al. 2009). Among possible risk mitigation strategies, we focus on the case where reactive individuals, defined as susceptible, asymptomatic, or recovered asymptomatic individuals, preferentially mix with healthy people and avoid sick people.\footnote{In Morin et al. 2014, we have shown that this preferential mixing strategy is equivalent in outcome to contact volume reduction.} How much reactive people adjust their pattern of contacts depends on the relative costs of preferential mixing and the expected cost of illness. If the disease risk is positive, where risk is the probability of illness multiplied by its cost, individuals will invest in preferential mixing up to the point at which the marginal expected costs of disease and of disease avoidance are equalized. Investment in preferential mixing will increase with the cost of disease and decrease with the cost of disease avoidance.

We show that preferential mixing always reduces the size of epidemics, but increases their duration. We then compare the cost of epidemics with and without preferential mixing to measure when, and under what conditions, private disease-risk mitigation is socially beneficial. We show that the social net benefit of private disease-risk mitigation is systematically related to the characteristics both of the disease and of the society in which the disease occurs. If the benefit of avoided illness is high compared to the cost of avoidance, we find that private disease-risk mitigation always yields net benefits to society. As the relative benefits of avoided illness become smaller, however, so do the net benefits to society. Whether proportionate or preferential mixing is more costly then depends on the weight that society gives to the private cost of illness and the rate at which they discount future relative to present costs. We show the conditions under which private disease-risk mitigation results in a net loss to society and consider what this means for infectious disease management in general, for a rich/poor world in particular.

A mathematical model of private disease-risk mitigation

Our modeling approach builds on existing affinity-based mixing compartment models (Hadeler 2012; Hadeler and Castillo-Chavez 1995; Busenberg and Castillo-Chavez 1991; Morin et al. 2014), where compartments represent different disease states. In most models, the probability of contact between individuals in different compartments depends only on their prevalence in the population (proportionate mixing). By contrast, we suppose that individuals mix preferentially, conditional on their own disease state and the (observable) disease states of others. As in (Fenichel et al. 2011), a mixing strategy depends on the relative costs of illness and illness avoidance.

The core of the model is an affinity framework for the preferential mixing structure. This framework has been shown to provide the most mathematically general solution to the problem of who mixes with whom (Blythe et al. 1991; Levin 1995). Groups may be defined by various shared attributes, including economic status, cultural or ethnic identity, geographical location, age, or disease awareness. In this paper, we define groups by their epidemiological status. The use of the affinity framework allows for three different factors to control the volume of contact between groups: (1) the size of each group, (2) the nominal activity levels of each group, and (3) the relative affinity/disaffinity between groups. We model the decision process behind changes in the affinity/disaffinity between groups, focusing on decisions made by susceptible or asymptotically infectious (a subset of reactive) individuals. We hold the nominal level of activity (volume of contacts) constant throughout the course of the epidemic to measure more accurately the effect of changes in mixing preferences (see (Fenichel et al. 2011) for a treatment that affects only the volume of contacts for the reactive class and (Morin et al. 2014) for more details on varying contact volume versus contact type). To illustrate the approach, we first focus on a susceptible-infectious-recovered, SIR, model:

\[
\begin{align*}
\frac{dS(t)}{dt} &= -c \beta S(t) P_{SI}, \\
\frac{dI(t)}{dt} &= c \beta S(t) P_{SI} - \gamma I(t), \\
\frac{dR(t)}{dt} &= \gamma I(t).
\end{align*}
\]

As is standard with such a model, we let \(c\) be the nominal contact volume of all individuals. \(P_{SI}\) is the conditional probability that a contact made by a susceptible individual, \(S(t)\), is with an infectious individual, \(I(t)\), and \(\gamma\) is the rate at which an individual recovers and becomes immune, \(R(t)\).

The affinity-based mitigation framework involves specification of a mixing matrix, \(P=(P_{ij})\), that is generally taken to satisfy three mixing axioms at each moment in time \(t\) (Busenberg and Castillo-Chavez 1991; Blythe et al. 1991; Castillo-Chavez et al. 1991):

1. \(0 \leq P_{ij} \leq 1\), for all \(i, j \in \{S, I, R\}\),
2. \(\sum_{j \in \{S, I, R\}} P_{ij} = 1\), for all \(i \in \{S, I, R\}\),
3. \(i(t)P_{ij} = j(t)P_{ji}\), for all \(i, j \in \{S, I, R\}\).

The first two axioms imply that \(P\) is a matrix of conditional probabilities, and the third implies that it is symmetric.
Susceptible individuals carry the same expected risk of encountering infection as the expected risk of infectious individuals encountering susceptible individuals. It has been shown that the unique solution to these mixing axioms is given by

$$P_{ij} = j(t) \left[ M_i M_j \frac{V}{\phi_{ij}} + \phi_{ij} \right],$$

where

$$M_i = 1 - \sum_{k \in (S,I,R)} k(t) \rho_{ik},$$

$$V = \sum_{\ell} \phi_{i\ell} M_{i\ell},$$

and $\Phi = (\phi_{ij})$ is a symmetric affinity matrix, in this case $3 \times 3$.

The element $\phi_{ij}$ may be interpreted as the effort that individuals in disease state $i$ make to avoid individuals in disease state $j$ (if $\phi_{ij} < 0$) or to associate with individuals in disease state $j$ (if $\phi_{ij} > 0$). If all individuals in every disease state $i$ make no effort to avoid individuals in disease state $j$, $\phi_{ij} = 0$, we have classic proportionate mixing. The zero elements of the affinity matrix, $\Phi$, reflect what we call avoidance-neutrality. That is, they show the individual to be neutral about a pairing event resulting from mixing behavior. By contrast, negative (positive) elements reflect the desire of an individual in one disease state to avoid (seek out) an individual in another disease state. This is a similar measure to that used in models of assortative mating (Karlin 1979) and selective mixing (Hyman and Li 1997) and is a form of a contact kernel (Gurarie and Ovaskainen 2013).

The elements of the affinity matrix describe what people want. What they actually get depends both on the preferences of others in the population and on their relative abundance. The mixing matrix $P = (P_{ij})$ for the population thus derives from the affinity matrix and represents the conditional probabilities that an individual of disease state $i$ contacts someone in disease state $j$. Reactive individuals, those with incentive to avoid infection, will maximize the net present value of disease avoidance taking into account the cost of illness and illness avoidance by choosing the effort to commit to preferential mixing the elements of $\Phi(t)$.

Formally, the decision problem for reactive individuals is to choose the level of mitigation effort, $P(\Phi(t))$, to maximize the difference between the benefit of not being symptomatic, $B$, and the cost of mitigation effort, $C(\phi_{SI}(t))$, giving the weight they place on future wellbeing (the discount factor $\rho$) and their planning horizon, $T$.

$$\max_{\phi_{SI}(t)} \int_{t=0}^{T} e^{-\rho t} [B(t) (N(t) - I(P(\Phi(t)), S(t))) - C(\phi_{SI}(t))] dt$$

(2)

Affinity-based mixing decisions can have four different effects on $P$:

- Susceptible individuals seeking to reduce contact with infectious individuals can drive down the value of $\phi_{SI} - \phi_{IS}$ directly;
- Recovered individuals seeking to increase non-infection-causing contacts can drive up $\phi_{SR} = \phi_{RS}$ and lower herd immunity thresholds;
- Infectious individuals seeking to minimize contact with susceptible individuals can drive down $SI$, and possibly $RI$ contacts, further reducing $\phi_{SI}$ and reducing $\phi_{IR} = \phi_{RI}$;
- In the limit, contact avoidance can induce an effective quarantine of infectious individuals (when $P_{SI}$ and $P_{RI}$ are very, very small, $P_{IS}$ and $P_{IR}$ are small, and $P_{II}$ is nearly 1).

In what follows, we assume that susceptible individuals are averse to mixing with symptomatic (infectious or otherwise) individuals. In the SIR case, omitting all other disease-risk aversion behaviors, $\Phi$ takes the form:

$$\Phi = \begin{pmatrix} 0 & -a & 0 \\ -a & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

with $0$ representing neutrality of mixing and $-a < 0$ representing the effort susceptible individuals make to avoid mixing with infectious individuals (Morin et al. 2014). This defines

$$M_S = 1 + a I(t),$$

$$M_I = 1 + a S(t),$$

$$M_R = 1,$$

$$V = 1 - S(t) \bar{\phi}_S - I(t) \bar{\phi}_I - R(t) \bar{\phi}_R = 1 + 2 a S(t) I(t).$$

We may then write the mixing matrix of conditional probabilities as

$$P = \begin{pmatrix} S(t) & M^2_S \frac{I(t)}{V} & R(t) \frac{M_S V}{V} \\ S(t) & M^2_S \frac{I(t)}{V} & R(t) \frac{M_I V}{V} \\ S(t) & M_S \frac{I(t)}{V} & R(t) \frac{M_R V}{V} \end{pmatrix}.$$

To see whether action by susceptible individuals to avoid infected individuals can be strong enough in this structure to induce isolation of infectious individuals (private quarantine), we consider the conditions under which $P_{SI} = P_{IS} = 0$. More particularly, we construct a hard upper bound for the maximum effort that may be applied to avoidance subject to relative prevalence of the epidemiological classes. Supposing that neither population is zero, $S(t) I(t) \neq 0$, we consider the case

$$M_S M_I - a V = 0.$$
which implies the convex quadratic
\[ S(t)I(t)a^2 + R(t)a - 1 = 0, \]

with
\[ a^\pm = \frac{-R(t) \pm \sqrt{(R(t))^2 + 4S(t)I(t)}}{2S(t)I(t)}. \]

Consider the positive and negative roots, \( a^+ \) and \( a^- \). For \( a \) greater than the positive root, \( a^+ = -R(t) + \sqrt{(R(t))^2 - 4S(t)I(t)} \), the mixing probability is less than zero, \( P_{SI} < 0 \), and thus invalid. For \( a^+ = -R(t) - \sqrt{(R(t))^2 - 4S(t)I(t)} \), contacts between susceptible and infectious individuals would be desired, which violates our assumption that susceptible individuals are averse to mixing with infectious individuals. So, the effort by susceptible individuals to avoid infectious individuals is restricted to the range:

\[ a \in \left[ 0, \frac{-R(t) + \sqrt{(R(t))^2 + 4S(t)I(t)}}{2S(t)I(t)} \right], \]

with proportionate mixing at the left end point, \( P_{SI(t)} = I(t) \) the maximum probability of contact, and private quarantine of infectious individuals at the right end point, \( P_{SI(t)} = 0 \), the minimum probability of contact. Economically, the occurrence of private quarantine implies that the expected marginal cost of illness dominates the marginal cost of illness avoidance.

The mixing strategy of the representative reactive individual generates infectious contact probabilities that lie anywhere between proportionate mixing and the privately driven quarantine of infectious individuals at the right end point, \( P_{SI(t)} = 0 \), the minimum probability of contact. Specifically, individuals will increase effort to avoid infection up to the point where the marginal cost is offset by the marginal benefits (in terms of avoided illness) it yields. Efforts to avoid infection will be increasing in the cost of illness and decreasing in the cost of illness avoidance including any forgone benefits from contact with infectious individuals in models without risk mitigation, disease dynamics may be completely characterized from initial conditions. With risk mitigation, the evolution of the epidemic reflects feedbacks between the cost of disease and disease avoidance on the one hand and averting behavior on the other (see (Fenichel and Horan 2007; Horan et al. 2011) for further discussion).

### The epidemiological effects of private disease-risk mitigation

We investigated several configurations of the following epidemiological classes: (S)usceptible, (E)xposed or latently infected, (A)symptomatically infectious, (I)nfectious with symptoms, and (R)ecovered and immune to the disease; not all epidemiological classes would be expected to mitigate disease risk (see Table 1).

We further considered the effect of risk mitigation by reactive individuals in four compartmental models: SIR, SEIR, and two SAIR models—a one-path and a two-path progression. Within the one-path model, susceptible individuals are first asymptomatically infectious and then progress to symptomatically infectious and then immune. In the two-path model, a susceptible individual becomes either asymptomatically or symptomatically infectious and then recovers. Individuals who recover from asymptomatic infection \( R_A \) are expected to be reactive. Individuals who recover from symptomatic infection \( R_S \) are not. We did not consider models with reentry to the susceptible class, e.g., SIS, SIRS, and other cyclical models. This is for two reasons. First, each of these models is capable of endemic levels of infection. This, combined with the fact that people may experience reinfection, would require individuals to form expectations (possess memory) with respect to the impact of different avoidance strategies. Second, numerical simulations of these models reveal very broad oscillations that confound comparison with single outbreak models. There are no entries (births) or removals (deaths) from the system (see Table 2 for example diseases listed for each model). Each model considered here is therefore a so-called single outbreak model; the population is not only kept at a fixed number, but it is also closed to the introduction of new individuals.

We modeled the dynamics of the epidemic types in Table 2 using ordinary differential equations (see Table 3). This has two main implications for disease dynamics: (a) once nonzero, the state variables will never again be zero in finite time, and (b) in an infinitely small amount of time “mass” will move into each compartment as long as the transition rates are nonzero. These affect the interpretation to be given of the point at which an epidemic is “over.” It is feasible that an extremely strong avoidance response early in the course of the epidemic could wipe out the infection within a population. However, within the differential equation framework, as soon as those behavioral adjustments are loosened, coupled with the fact that there is a nonzero infectious population with potentially a very large susceptible population, the infection will again spread, potentially causing additional peaks. To characterize the point at which an epidemic is over, we therefore measured the slope of a best-fit line on the last 50 time steps and then measured the variance of the data contained within that time window. If each was sufficiently close to zero \( (I < 0.005) \) we
concluded that the dynamics had stopped. The beginning of the time window where these conditions were met was then treated as the end time of the epidemic.

The instantaneous transfer of individuals from one compartment to another also serves to induce reaction timing that may not conform to data. In recognition of this, we supposed that the differential equations represent an expectation of outcomes over a population divided between three health classes.

We found that in the absence of asymptomatically infectious individuals, disease-risk mitigation has three main effects on epidemiological trajectories: (1) fewer individuals get sick, (2) the peak level of infection is lower, and (3) the epidemic lasts longer. If asymptomatically infectious individuals are present, the effects are slightly different: (1b) fewer symptomatic infections occur, (2b) the peak level of symptomatic infection is less, and (3) the epidemic lasts longer. If latently infectious individuals are present, the effects can also include secondary peaks or waves. The effects of risk mitigation in an SIR model (susceptible, infectious, recovered individuals only, with no latency or asymptomatic illness) are illustrated in Fig. 1.

The caveat with respect to asymptomatically infectious individuals is an important one. We found that, in two cases, contact between asymptomatically infectious and susceptible individuals may be the primary source of infection during an epidemic. The first is where asymptomatically infectious individuals actively seek to avoid symptomatic individuals. The second is where infection rates due to contact with asymptomatic individuals are greater than infection rates due to contact with symptomatic individuals either because the probability of infection or because the time during which an asymptomatic is infectious is greater than that for symptomatically infectious individuals. In mathematical terms, this is a direct consequence of the fact that \( \frac{\partial PSA}{\partial a} > 0 \). Thus, while both \( S(t) \) and \( A(t) \) seek to avoid \( I(t) \), we have that \( PSI \) is decreasing while \( PSA \) is increasing which may result in more infections by asymptomatic than by symptomatic individuals, \( \beta_{IPA} PSA > \beta_{IPSI} PSI \). Since the count of \( A(t) \) and \( I(t) \) is partly controlled by their rate of exit, e.g., \( \gamma_A(t) \) and \( \gamma_I(t) \), it is clear that this too plays a role in the overall effect of each class on creating new infections.

### Table 1 Disease states and disease-risk mitigation

| Description                      | Reactive (will mitigate risk) |
|----------------------------------|------------------------------|
| S Susceptible                    | Yes                          |
| E Latently infected: asymptomatic and noninfectious | Yes                          |
| A Asymptomatically infectious     | No                           |
| I Symptomatically infectious      | Yes                          |
| \( R_x \) Recovered from disease state x and immune | \( R_A \) yes/\( R_I \) no    |

### Table 2 Models studied and corresponding compartments. Red compartments denote reactive individuals who engage in disk-risk mitigation. Compartment classifications are shown in Table 1. For noncommunicable diseases (such as cholera or West Nile virus), it is assumed that the number of infectious individuals is proportionate to the infectious material or the disease vector.

| Model    | Respiratory | Non-respiratory | Compartments              |
|----------|-------------|-----------------|----------------------------|
| SIR      | Influenza   |                 | \( S \rightarrow I \rightarrow R \) |
| SEIR     | SARS        | Polio, measles, smallpox, meningitis, West Nile virus | \( S \rightarrow E \rightarrow I \rightarrow R \) |
| OPSAIR   | Hepatitis B, Rubella |           | \( S \rightarrow A \rightarrow I \rightarrow R \) |
| TPSAIR   | Influenza   | Cholera         | \( S \uparrow A \rightarrow R_A \downarrow I \rightarrow R_I \) |

### Sensitivity of disease dynamics to epidemiological parameters

The lack of a closed-form solution for any of the standard models studied here and thus for \( a(t) \) implies that analytical results on the interactions between mixing decisions and disease dynamics are beyond our reach. We have, however, identified a few key characteristics of these interactions through an expansive parameter sweep. For all our simulations, we numerically solved the appropriate system of epidemiological differential equations (see Table 3) but assumed a daily decision process for optimal avoidance levels (i.e., we use the discrete time analog of Eq. 2). In the narrowest sense, we are
no longer using ordinary differential equations to model the system since we have introduced a time-dependent parameter in the form of a step function, $a(t)=a(t)$. However, the discrete nature of the decision process is consistent with the continuous time model for the evolution of the disease.

We varied $\beta_X$, the conjoined effect of transmissibility and activity level for infectious class X; $\gamma_X$, the infectious duration for class X; $\kappa$, the duration of exposure before the onset of infectiousness; $B_X$, the relative benefit gained from belonging in non-symptomatic class X; $\rho a^2$, the costs of avoidance mitigation; $\rho_X=1-p_X$, the probability of an infection caused by an infectious individual of type X resulting in an individual of the same type; and $T$, the planning horizon. We chose a set of baseline parameters to be $\beta=0.12$ (with 12 contacts a day, this makes the probability of infection per contact 0.01), $\gamma = \frac{1}{10}$, $\kappa = \frac{1}{7}$, $B_S=B_A=B_E=B_R=1$ (with $B_I=0$), $\rho=0.001$ (making the cost function for behavior change 0.001$a^2$), $p_{AA}=0.034$, $P_{II} = 0.965$, and $T=12$ days. We varied $\beta_X$ from 0.005 to 0.012, $\gamma_X$ and $\kappa$ each from $\frac{1}{25}$ to $\frac{1}{7}$, $B_X$ from 0 to 90 (with 0 representing no cost of infection) $\rho$ from 0 to 0.1, $p_{AA}$ and $P_{II}$ from 0 to 1, and $T$ from 1 to 20 (Table 4).

To see the effect of disease-risk mitigation on the epidemiology of infectious diseases, we considered the impact of variation in these parameters on several metrics including the proportion of the population that avoids infection, the duration of the epidemic, and peak infection levels. The relation between these metrics and the model parameters is intuitive and does not require further discussion. However, it is important to note that $\beta$ and $\gamma$ each has a unique impact on the metrics. Specifically, we found that the relationship between the sensitivities is not simply proportional, as shown in Fig. 2.

Figure 3 shows infected classes for the baseline parameters of each model with and without private disease-risk mitigation. Risk mitigation results in 32, 30, 15, and 33 % less of the population infected for SIR, SEIR, OPSAIR, and TPSAIR, respectively. Note that infections due to contact with asymptomatic individuals account for only 6 % of all infections in the two-path model, but nearly 50 % in the one-path model (in part accounted for by the reactive population of immune, and previously asymptomatically infectious, individuals in the two-path model).

![Fig. 1](image_url) The upper panel shows trajectories for the baseline set of epidemiological parameters for an SIR model with and without mitigation (dashed and solid lines, respectively). The susceptible and recovered trajectories are removed to show the trajectory of infectious individuals in the lower panel. The final epidemic size for this example is 33 % less with mitigation than with proportionate mixing, and the peak level of infection is 70 % less. Epidemic end of $I(t)=0.0005$ is marked for the two models.

![Fig. 2](image_url) The differential equations used for each epidemic model, other than the previously stated SIR model.
The social cost of private disease-risk mitigation

Now consider what these epidemiological impacts of private risk mitigation measures imply for the social cost of infectious disease outbreaks. The social net benefit from private disease-risk mitigation is simply the difference between the aggregate cost of illness under proportionate mixing and the aggregate cost of illness plus the aggregate cost of illness avoidance under preferential mixing. For simplicity, we assume that the benefits of being well (susceptible, asymptomatic, or recovered/immune) are the same for all individuals in society, $B_S = B_E = B_R = B_A = B > 0$, and that those benefits are lost when an individual becomes symptomatically infected, $B_I = 0$. For a population of size $N$, we take the present value of benefits net of the costs of illness at time $t$ to be $\rho^t B(N - \alpha I_t)$, where $\rho = 1/(1 + \delta)$ is the social discount factor, $\delta$ is the social discount rate, and $\alpha$ is a measure of the difference between the private and social cost of illness. We emphasize that we do not solve the social planner’s problem and hence do not estimate the magnitude of the “wedge” between optimal public and private disease-risk mitigation strategies. Rather, we consider when private disease-risk mitigation generates net public benefits and how sensitive the social net benefit of private risk mitigation is to the difference between private and social costs of illness.

The discrete social net benefit of private risk mitigation is defined as $\sum_{t=0}^{\infty} \rho^t B(N - \alpha I_t - \alpha I_{prop}^t - C_t) = \sum_{t=0}^{\infty} \rho^t B \left[ \alpha \left( I_{prop}^t - I_{pref}^t \right) - C_t \right]$, where $I_{pref}^t$ and $I_{prop}^t$ are infection levels corresponding to privately optimal preferential and proportionate mixing, respectively, and $C_t$ denotes the cost of illness avoidance—the cost of preferential mixing. That is, the social payoff to private risk mitigation is positive only if the discounted opportunity cost of illness plus the cost of mitigation under preferential mixing is less than the discounted opportunity cost of illness under proportionate mixing. For $B > 0$, the optimal private response is always to mitigate risk (even if by a small amount). At each time, the private individual uses observations on the current state of an epidemic to calculate the discounted future payoffs to private risk mitigation.

### Table 4: Explanation of system parameters with nominal values

| Parameter name                      | Symbol | Value | Units |
|-------------------------------------|--------|-------|-------|
| Probability of infection per contact with infective of type-x | $\beta_x$ | 0.01  | –     |
| Infectious period for infective of type-x | $\gamma_x$ | 14    | days  |
| Latent period | $\kappa_x$ | 7     | days  |
| Proportion of type-y infections created by a type-x infective | $p_{xy}$ | $p_{xy}=0.965$; $p_{AA}=0.034$ | –     |
| Contact rate | $c$ | 12    | People/day |
| Benefit for being type-x | $B_x$ | $B_S=B_E=B_R=B_A=1$; $B_I=0$ | Utils |
| Mitigation effort | $a$ | –     | –     |
| Cost of mitigation | $\rho a^2$ | $\rho=0.001$ | Utils |
| Planning horizon | $T$ | 12    | Days  |

Fig. 2  In this figure, we show the effect that varying $R_0$ has on the final epidemic size and time to peak infection levels. Notice that while $\beta$ and $\gamma$ each have the same qualitative effect, they have different effects quantitatively. For $R_0=1.65$, we observe a switch in which parameter produces the larger magnitude metric.
risk of illness associated with different levels of avoidance behavior. They then select a level of avoidance behavior so as to equate the marginal cost of avoidance and the expected marginal reduction in disease risk.

To explore this, we simulated the epidemiological implications of private risk mitigation over a range of social discount rates, avoidance costs, and social weights on the cost of illness using a discrete (daily) decision process. We began by considering the relationship between the private and social costs of illness. Setting the benefits gained during symptomatic infection to zero, the private cost of illness is exactly $B$. The social cost of illness is then $\alpha B = B_S$. We take three cases, but focus on only one of these.

Case 1: social cost of illness = private cost of illness

In the case that $\alpha = 1$, society weighs the cost of illness the same as private individuals do. There are no externalities of either proportionate or preferential mixing. Intuitively, there is complete “agreement” between the social and private payoffs to mitigation so long as the social discount rate does not deviate from the private discount rate. However, if the social discount rate is significantly lower than the private discount, rate preferential mixing may not generate social benefits beyond proportionate mixing. We illustrate this via our discussion of case 3.

Case 2: social cost of illness > private cost of illness

In the case that $\alpha > 1$, society weighs the cost of illness higher than the individual. This is the case considered most frequently in the literature, at least implicitly. If infected individuals consider only the cost of illness to themselves, and neglect the cost of illness to others with whom they come into contact, they will underweight the true cost of illness. There are negative externalities of proportionate mixing. In this case too, if the social discount rate substantially deviates from the private discount rate, preferential mixing may not generate social benefits beyond proportionate mixing. However, for most non-zero social discount rates, preferential mixing generates positive social net benefits over proportionate mixing.

Case 3: social cost of illness < private cost of illness

In the case that $\alpha \in (0, 1)$ society discounts the private cost of illness. The implication is that private individuals overweight
the private cost of illness relative to the cost to society. This would occur if private disease-risk mitigation that conferred a benefit on the individual imposed non-disease-related costs on others that were not taken into account by the individual. Traditional cost of illness studies sum the direct costs of illness, such as medical care, and the indirect costs of illness, such as lost production (World Health Organization 2009). If private disease-risk mitigation involves similar indirect costs—frictional productivity costs to employers, say—but these are neglected, individuals will underweigh the true cost of illness avoidance. We treat this as equivalent to overweighing the cost of illness. It implies negative externalities of preferential mixing.

While the three cases are symmetric, in what follows, we focus on case 3. The social net benefit of private disease-risk mitigation depends on its impact on the aggregate cost of illness and illness avoidance relative to the proportionate mixing case. This is influenced (a) by the cost of avoidance behavior, (b) by its effect on prevalence and duration of the disease, and (c) by the weight attaching to present versus future costs. In the lower panel of Fig. 1, the “obvious” trade-off is the area between the two curves in \([0,800]\) and \([180,\infty]) \approx [180,800]\).

Due to initial conditions chosen (low values for \(E_0, I_0\), and/or \(A_0\)), the initial response to the epidemic will be small (shown in Fig. 1 from time \([0,20]\)). Nevertheless, if the social discount rate is extremely high (the discount factor is extremely low), even this level of avoidance could be regarded as excessive from a social perspective if the benefits associated with a reduction in incidence within \([20,180]\) are effectively weighted at zero. More generally, the lower the social discount rate relative to the private discount rate, the more proportionate mixing would be expected to dominate preferential mixing. For social discount rates close to zero (discount factors close to 1), the prolongation of the epidemic, and hence of private risk mitigation efforts, means that proportionate mixing is less socially costly than preferential mixing.

This range of outcomes is illustrated in Figs. 4, 5, and 6. In all cases, hot colors indicate that the net social benefits under preferential mixing are less than the net social benefits under proportionate mixing. Cold colors indicate the reverse.

Figure 4 focuses on the cost of illness. It shows the net social benefits of preferential relative to proportionate mixing under different private costs of illness and different social weights on those costs. It shows that society would gain more from proportionate than from preferential mixing where the private cost of illness is low (\(B<5\) in our example) and/or where society places a low weight on the private cost of illness (\(\alpha<0.2\) in our example). Interestingly, if this region of “disagreement” is smaller, the larger the uncertainty that individuals face. Preferential mixing is most likely to yield social benefits for diseases with OPSAIR dynamics, where reactive individuals are uncertain about the disease state of others. Preferential mixing is least likely to yield social benefits for diseases with SIR dynamics, where there is complete certainty (in our models) about disease state. Diseases with TPSAIR and SEIR dynamics lie somewhere in between.

As highlighted in the previous discussion, the social discount rate can also have a large impact on the social payoff to preferential mixing. In the following two figures, we explore the implications of the social (daily) discount rate on the relative net social benefit of preferential versus proportionate mixing. We show that the lower the social discount rate, the greater the range of costs of illness over which the society will benefit more from proportionate than preferential mixing.

Fig. 4 At \(B=0\), there is no cost of illness, and proportionate mixing dominates preferential mixing for both private individuals and society. For \(B>0\) and \(\alpha=0\), the social weight on illness is zero, and proportionate mixing dominates preferential mixing for society. For most \(B>0\) and \(\alpha>0\), however, preferential mixing dominates proportionate mixing for both private individuals and society.
Figure 5 shows values of $B$ and $\rho$ for which preferential mixing dominates proportionate mixing (cold colors), given four different social weights on the private cost of illness. The higher the social weight attaching to the private cost of illness, $\alpha$, the higher the discount rate at which preferential mixing dominates proportionate mixing and the lower the cost of illness at which preferential mixing dominates proportionate mixing. Increases in the private cost of illness induce private disease-risk mitigation. It is intuitive that a rise in the social weight attaching to the private cost of illness, $\alpha$, will also increase the likelihood that private disease-risk mitigation will be beneficial from a social perspective. Increases in the social discount rate relative to the private discount rate increases the relative social weight attaching to present over future costs of illness and illness avoidance. It is also intuitive that this will lower the social cost of prolonging epidemics.

Figure 6 considers a special case—where the social weight on the private cost of illness is $\alpha = 1/B$. This implies that the private cost of illness is given the same weight by society regardless of whether that cost is high or low to individuals. Individuals are assumed to respond to the cost of illness as described above, and the net payoff to society relative to proportionate mixing is judged solely in terms of the strength of the private response. In this special case, we see a different relation between the social discount rate and the likelihood that private disease-risk mitigation will be socially beneficial. As we vary the (daily) social discount factor and the private cost of illness in this case, we see that if the private cost of illness is low, proportionate mixing always dominates preferential mixing. However, as the private cost of illness rises, whether proportionate or preferential mixing dominates depends on the discount rate. If the cost of illness is extremely high, and the social discount rate is less than or equal to the private discount rate, preferential mixing dominates proportionate mixing in all cases. If the cost of illness is intermediate, however, preferential mixing dominates proportionate mixing only at either very high or very low discount rates ($\rho \ll 1, \rho \approx 1$).

An interesting feature of the OPSAIR plot is that proportionate mixing is favored over preferential mixing over a range of social discount rates regardless of private cost of illness. This is because above $B = 70$, the privately optimal mitigation strategy is chosen such that $P_{SI} = 0$, meaning that all infections are caused by asymptomatic individuals. Therefore, these epidemics become insensitive to further increases in the private cost of illness.2

Discussion

Private disease-risk mitigation has been a primary driver of trends in infectious disease epidemics over the last half century. While vaccination (either privately chosen or publically mandated) is the main form of risk mitigation for many diseases, private “distancing” strategies that reduce exposure to infectious classes are also common. Private effort to avoid infection depends on the costs and benefits of that effort for the individual. Whether private risk mitigation also benefits society depends on the way it changes epidemic dynamics. We find that private disease-risk mitigation always not only reduces the number falling ill but also extends the duration of epidemics. While the social net benefits of private disease-risk mitigation are, intuitively, increasing in the social cost of illness and decreasing in the cost of illness avoidance, they are also sensitive to the timing of these costs. Whether private risk mitigation generates social benefits relative to proportionate

2 We acknowledge that the individual could reduce contact volume in order to reduce risk and without asymptomatic infection, it would make no difference (Morin et al. 2014). However, in this study, we only consider affinity-based preferential mixing.
mixing—i.e., whether the social cost of illness and illness avoidance is lower under preferential than proportionate mixing—depends both on the social weight on the private cost of illness and on the social discount rate. We find that if the private cost of illness is high relative to the social cost of illness, then society may be better off allowing a disease to run its course without incurring the cost of disease avoidance. Similarly, if the social discount rate is very low relative to the private discount rate, society may be better off avoiding the prolongation of epidemics that comes with preferential mixing. If private and social discount rates and private and social costs are not substantially different, however, private disease-risk mitigation will ordinarily generate positive social benefits over proportionate mixing.

Observed data on the DALY (disability-adjusted life year) losses to disease indicate that developed countries account for only 12% of worldwide losses due to death and disability, but for more than 90% of health expenditure. Infectious diseases of the type modeled here are overwhelmingly a problem of the developing world, accounting for more than 34% of DALYs in developing countries, but less than 5% in developed countries (World Health Organization 2009; Lopez et al. 2006; Murray and Lopez 1997; Murray et al. 2013). Our findings suggest that one explanation for this lies in differences in the private response to disease risk in developed and developing countries and hence to differences in the relative private costs of illness and illness avoidance. In countries where the private cost of illness avoidance is high relative to the cost of illness (i.e., the income forgone by the sick), we would expect very little private disease-risk mitigation. In countries where the private cost of illness avoidance is low relative to the cost of illness, we would expect the opposite.

The greater incidence of infectious disease in developing countries may also, however, reflect differences in the social weight attached to the private costs of illness and illness avoidance. There are various reasons why the private and social costs of illness and illness avoidance might be expected to differ. The case most often explored in the literature is the public good nature of illness avoidance. Self-protection through vaccination, for example, is an impure public good. It not only confers benefits on the individual but also confers benefits on others (Andre et al. 2008; Boulier et al. 2007). Since the benefits to others will typically not be part of the private vaccination decision, however, the private value of vaccination will be less than the social value (Bauch and Earn 2004). In such cases, public health authorities may have an interest in increasing the level of private disease-risk mitigation (Chowell et al. 2009; Sandler 2004).

In this paper, we consider the case where the social cost of illness is less than the private cost. This would follow if private disease-risk mitigation conferred benefits on the individual but imposed costs on society that were not taken into account by the individual. Such costs might include, for example, the frictional and productivity losses of disease-risk-related absenteeism (Rice 2000). If the social cost of the private response to shorter, more intense epidemics was less than the social cost of private responses to longer, less intense epidemics, governments might have an interest in decreasing the level of private disease-risk mitigation.

We have not modeled the public health authority’s problem in this paper and so have not identified the socially optimal level of private risk mitigation or the levers that might be used to generate that level of risk mitigation. Our focus has been on the epidemiological implications of private disease avoidance, and the cost of that to both private individuals and society. In setting up the public health authority’s problem, it is the disease dynamics that come out of this process that are relevant. There is now a growing literature on the impact of private contact and mixing decisions on disease transmission (Gersovitz and Hammer 2004; Gersovitz and Hammer 2003;
Barrett and Hoel 2007; Fenichel et al. 2010; Springborn et al. 2010). From a public health perspective, an understanding of the decision process improves the capacity to predict the dynamics of epidemics, but it also opens up a new set of disease management options. Options that target either the contact rate (Auld 2003; Kremer 1996) or the probability that contact leads to infection (Geoffard and Philipson 1996) have already been assessed. Options that target preferential mixing have not. The implications of the general approach for public health policy are now being explored (Fenichel 2013), but the effect of differences between social and private assessments of the appropriate weight to be given to the cost of illness now and in the future has yet to be considered.

This also has implications for the way that health authorities address the management of disease risks that span communities or countries. There is a perception that the control of infectious disease is a “weakest-link” public good—that the benefits of disease control to all are limited by the capacity of the weakest link in the chain (Sandler 2004; Barrett 2003). One implication is that effort to build the capacity of the weakest link should be sufficient to address the problem, and capacity building is in fact written in to both the International Health Regulations (World Health Organization 2005) and the Sanitary and Phytosanitary Agreement (the main multilateral agreements governing responses to infectious human, animal, and plant diseases) (World Trade Organization 1995). Our findings indicate the problem may be deeper than that. It may not be that poor communities and poor countries would do more if they could, but that doing more may not be in their own interest. Interventions that best serve the public interest in rich communities may not best serve the public interest in poor communities. To prevent the wider spread of outbreaks in poor countries, countries in which the opportunity cost of illness is high may need to incentivize risk mitigation in poor countries. The West African Ebola epidemic, to take a current example, is a case in point (Gostin et al. 2014).
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