Using Metabolic and Biochemical Indicators to Predict Diabetic Retinopathy by Back-Propagation Artificial Neural Network
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Purpose: Timely diagnosis of diabetic retinopathy (DR) can significantly improve the prognosis of patients. In this study, we established a prediction model by analyzing the relationship between diabetic retinopathy and related metabolic and biochemical indicators.

Methods: A total of 427 type 2 diabetes mellitus (T2DM) patients were selected from the datadryad website data. Logistic regression (MLR) was used to input layer variables of the model were screened. Then, Tan-Sigmoid was selected as the transfer function of the hidden layer node, and the linear function was used as the output layer function to establish the back propagation artificial neural network (BP-ANN) model. The model was applied to 183 patients with type 2 diabetes mellitus (T2DM) in our hospital to predict DR.

Results: A total of 167 patients (39.2%) with DR were obtained from the Datadryad database. Input variables were screened by MLR model, and it was concluded that the age, sex, albumin and creatinine, diabetes course were independently associated with the occurrence of DR. The above variables were used to establish BP-ANN model. The area under receiver operating characteristic curve (AUC) was significantly higher than that of MLR model (0.88 vs 0.74, P<0.05), the probability threshold of the model was 0.3. Type 2 diabetes mellitus (T2DM) were selected in our hospital, including 92 patients with DR (50.2%). The above BP-ANN model was used to predict the incidence of DR, and the AUC area was significantly higher than that of the MLR model (0.77 vs 0.70, P<0.05), the probability threshold was 0.7.

Conclusion: We established the BP-ANN model and applied it to diagnose DR. Taking diabetic course, age, sex, albumin and creatinine as the inputs of BP-ANN, the existence of DR could be well predicted. Meanwhile, the generalization ability of the model could be improved by selecting different probability thresholds in different ROC curves.
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Introduction

Type 2 diabetic retinopathy (DR) is a microvascular disease caused by the long-term influence of high blood sugar, high blood lipid and other factors, which can cause retinal damage. According to the epidemiological data recently shared by the American Academy of Ophthalmology, the prevalence of diabetic retinopathy in patients with type 2 diabetes is 25.1%, of which about 25% ~30% are expected to develop vision threatening diabetic macular edema. Early detection and timely intervention are the keys to avoid the blindness caused by diabetic retinopathy.
In Chinese diabetic population, the prevalence of DR in rural areas (34.0%) is higher than that in urban areas (18.7%), suggesting that it is necessary to carry out DR screening for diabetic population, especially in rural and underdeveloped areas. However, due to economic reasons and medical conditions, it is more difficult to carry out early screening in areas with high incidence of DR. Therefore, it is crucial to establish a simple and easily popularized model for DR screening to improve the prognosis of the disease. The introduction of artificial intelligence (AI) diabetic retinopathy early warning system can be a short and effective screening of diabetic retinopathy. At present, data mining technology is widely used. Recognize fundus images through deep learning, so that high specificity and sensitivity can be obtained in the diagnosis of DR. However, the model still needs to perform fundus examination and obtain relevant images, which limits the popularization of the model. In China, Litong Yao applied BP neural network to diagnose and predict the classification of diabetic retinopathy. When the Waist-to-hip ratio, glycated hemoglobin (HbA1c), duration of diabetes and the family history of diabetes were used as input data, better prediction results could be obtained without ophthalmic examination. However, there is no external verification in this study, and the sample size and related biochemical indicators are small, so the generalization ability of the model cannot be well evaluated. BP-ANN algorithm is a multi-layer feedforward network trained by error back propagation algorithm, and it is one of the most widely used neural network models at present. In the model, the initial weight threshold and the number of hidden layers have been discussed by many researches, but the probability threshold is rarely discussed. In this study, we introduced clinical data from different hospitals in China for model training and external validation. Considering the course of disease, age, sex, hypertension, glycated hemoglobin, blood lipid and other data are easy to obtain in primary hospitals. The above data were screened, and the data related to the incidence of DR were used as input layer variables to establish the BP neural network prediction model. This model can well predict the occurrence of DR. At the same time, selecting different probability thresholds in ROC curves of different hospitals can improve the generalization ability. This model is simple and effective without more economic investment, which is beneficial to saving medical resources and improving patient compliance. Part of the data in this study was selected from the datadryad database, which has been used in many studies.

Materials and Methods
Participants in this study were 427 Chinese residents with type 2 diabetes aged 18 years or older, selected from the datadryad database (available for download at datadryad.org/stash). The datadryad database includes personal information such as age, sex, smoking, alcohol consumption status and medical history. Biochemical indicators include fasting blood glucose (FPG), HbA1c, total cholesterol (TC), low density lipoprotein cholesterol, triglyceride (TG), albumin and creatinine. At the same time, 183 patients who were hospitalized and outpatient in Aviation General Hospital from August 2015 to August 2020 were selected. The subjects’ age, sex, smoking, drinking status, medical history and other personal information were extracted from the case records. The biochemical indexes were determined as fasting (8 hours) venous blood. The biochemical parameters measured included fasting blood glucose (FPG) alanine aminotransferase (ALT) albumin (AST) albumin (ALB) glycosylated hemoglobin (HbA1c) total cholesterol (TC) and low density lipoprotein cholesterol triglyceride (TG) albumin and creatinine. Type 2 diabetes was defined as FPG greater than or equal to 7.0mmol/L, or blood glucose at 2 hours postprandial greater than or equal to 11.1mmol/ L, self-administered antidiabetic medication, or type 2 diabetes diagnosed by a doctor. Hypertension is defined as systolic blood pressure greater than or equal to 140mmHg or diastolic blood pressure greater than or equal to 90mmHg or use of any antihypertensive medication. Drinking was defined as five or more drinks (12 grams of pure alcohol per drink) for men and four or more drinks at least once a week for women. According to the 1997 WHO definition of smoking, in a lifetime of continuous or associated smoking for 6 months or more. DR was diagnosed as pupil dilation after viewing from 2 visual fields (one centered on the optic disc); Fundus images (Canon CR6-45nm). According to the Early Treatment Study for Diabetic Retinopathy (ETDRS) criteria, if there are any characteristic lesions, such as microaneurysm hemorrhage, lint plaque, abnormal hard microvessel exudate, venous bleeding and neovascularization, the diagnosis of DR is made. This study is in accordance with the Declaration of Helsinki. This study is a retrospective study. As the identity of the patients is
anonymous, the signing of the informed consent is exempted. At the same time, this study has been approved by the Ethics Committee of Aviation General Hospital.

**Statistical Analysis**

Social science statistical software (SPSS, Version 20.0, IBM) was used for statistical analysis and the neural network toolbox in MATLAB 2018 software was used to establish the BPANN model. The independent sample t-test or rank sum test was used for continuous variable analysis, and the chi-square test or rank sum test was used for categorical variable analysis. A multivariate regression model was established based on the training data, and the new data were extrapolated by the maximum likelihood estimation. Univariate and multivariate analyses were conducted using DR as the dependent variable. The odds ratio (OR) of each factor to the corresponding 95% confidence interval (95% CI) was calculated. Neural network was established by using neural network toolbox for data in Datadryad database. The number of hidden layers was selected as 7, and the probability threshold was 0.3, that is, when P>0.3 believes diagnosing DR. The probability threshold of the neural network model in our hospital is selected as 0.7. For all tests, a P value less than 0.05 is considered significant. The ROC of the prediction results was drawn, and the area under the curve and the sensitivity and specificity under different probabilities were analyzed to evaluate the prediction performance of the model. The areas under the ROC curve are compared by the Z test of the formulas.

\[
Z = \frac{AUC_1 - AUC_2}{\sqrt{SE_1^2 + SE_2^2}}
\]

**Results**

A total of 427 patients with T2DM were selected from the Datadryad database and divided into two groups, including 259 (60.7%) non-DR type 2 diabetes controls and 167 (39.2%) type 2 diabetes participants with DR (Table 1). Dependent sample t test and rank sum analysis showed that gender hypertension history Cr, Bun, Alt, AST, Alb, HDL-C, LDL-C, Chol had statistically significant difference between the two subgroups (P<0.05). Age and course of disease in DR group were significantly higher than those in non-DR group (P<0.05).183 patients with type 2 diabetes (T2D) were selected in our hospital, and the study population was divided into two subgroups, including 91 (49.8%) non-DR type 2 diabetes control group and 92 (50.2%) type 2 diabetes participants with DR (Table 2). Independent sample t-test and rank sum analysis showed

### Table 1 Characteristics of Participants (datadryad website data)

| Variables                      | Diabetes without DR | Diabetes with DR | P-value |
|--------------------------------|---------------------|-----------------|---------|
| Gender (male, %)               | 162 (62.5)          | 78 (46.7)       | 0.001   |
| History of hypertension (yes, %) | 145 (56)           | 94 (56.3)       | 0.013   |
| Age (years)                    | 57.75 ± 14.16       | 60.41 ± 12.90   | 0.05    |
| Duration of diabetes (year)    | 8.02 ± 7.62         | 12.38 ± 7.27    | <0.001  |
| SBP (mmHg)                     | 135.21 ± 19.01      | 143.28 ± 23.31  | 0.82    |
| DBP (mmHg)                     | 80.22 ± 11.60       | 80.15 ± 12.47   | 0.95    |
| HbA1c (%)                      | 9.54 ± 2.72         | 9.71 ± 2.28     | 0.51    |
| TG (mmol/L)                    | 2.92 ± 1.92         | 2.22 ± 2.42     | 0.52    |
| UA (μmol/L)                    | 359.83 ± 110.34     | 378.11 ± 127.80 | 0.12    |
| Cr (μmol/L)                    | 77.66 ± 29.43       | 111.12 ± 92.42  | <0.001  |
| BUN (mmol/L)                   | 5.88 ± 2.41         | 9.86 ± 2.72     | 0.02    |
| ALT (U/L)                      | 27.68 ± 15.82       | 19.58 ± 13.53   | 0.005   |
| AST (U/L)                      | 25.03 ± 17.75       | 19.87 ± 9.25    | 0.021   |
| ALB (g/L)                      | 37.96 ± 4.57        | 35.70 ± 5.69    | <0.001  |
| HDL-C (mmol/L)                 | 1.00 ± 0.34         | 1.07 ± 0.32     | 0.04    |
| LDL-C (mg/dL)                  | 3.10 ± 0.93         | 3.37 ± 1.11     | 0.008   |
| AChE (U/L)                     | 8463.67 ± 2011.18   | 8231.12 ± 2228.64 | 0.27   |
| CHOL (mmol/L)                  | 4.83 ± 1.45         | 5.27 ± 1.85     | 0.007   |

Note: Data from Association of diabetic retinopathy and diabetic macular edema with renal function in southern Chinese patients with type 2 diabetes mellitus: a single-center observational study, Dryad, Dataset. Available from: https://datadryad.org/stash/dataset/doi:10.5061/dryad.6kg1sd7.19

Abbreviations: SBP, systolic blood pressure; DBP, diastolic blood pressure; FPG, fasting plasma glucose; HbA1c, glycosylated hemoglobin; TG, triglyceride; UA, Uric acid; Cr, creatinine; BUN, Urea nitrogen; ALT, alanine aminotransferase; AST, Aspartate aminotransferase; ALB, albumin; AChE, cholinesterase.
that there was a statistically significant difference in the history of hypertension, Cr, BUN, AchE, between the two subgroups (P<0.05). The course of disease in DR group was significantly higher than that in non-DR group (P<0.05).

### Table 2 Characteristics of Participants (database of our hospital)

| Variables                  | Diabetes without DR | Diabetes with DR | P-value |
|----------------------------|---------------------|------------------|---------|
| Gender (male, %)           | 51 (56)             | 49 (53.3)        | 0.7     |
| History of hypertension (yes, %) | 47 (51.6)             | 68 (73.9)        | 0.002   |
| Age (years)                | 60.41 ± 13.92       | 58.64 ± 13.33    | 0.38    |
| Duration of diabetes (year)| 11.27 ± 8.38        | 13.72 ± 8.62     | 0.05    |
| SBP (mmHg)                 | 136.23 ± 17.65      | 140.01 ± 18.87   | 0.16    |
| DBP (mmHg)                 | 79.29 ± 11.41       | 81.28 ± 10.32    | 0.22    |
| HbA1c (%)                  | 9.53 ± 2.25         | 9.74 ± 2.23      | 0.52    |
| TG (mmol/L)                | 1.90 ± 1.02         | 1.94 ± 1.42      | 0.91    |
| UA (μmol/L)                | 311.59 ± 93.22      | 322.90 ± 97.54   | 0.42    |
| Cr (μmol/L)                | 62.99 ± 20.38       | 81.36 ± 88.23    | 0.05    |
| BUN (mmol/L)               | 5.72 ± 1.94         | 6.70 ± 3.37      | 0.02    |
| ALT (U/L)                  | 21.39 ± 17.02       | 21.79 ± 16.25    | 0.87    |
| AST (U/L)                  | 18.74 ± 9.02        | 20.89 ± 12.27    | 0.18    |
| ALB (g/L)                  | 39.64 ± 3.94        | 39.21 ± 5.07     | 0.52    |
| HDL-c (mmol/L)             | 1.21 ± 0.31         | 1.17 ± 0.29      | 0.42    |
| LDL-c (mmol/L)             | 2.90 ± 1.10         | 2.91 ± 0.98      | 0.94    |
| AchE (U/L)                 | 8284.01 ± 1747.39   | 8800.62 ± 2253.91| 0.09    |
| CHOL (mmol/L)              | 4.77 ± 1.48         | 4.80 ± 1.30      | 0.88    |

### Table 3 Factors Associated with the Development of Diabetic Retinopathy (datadryad website data)

| Variables                  | Regression Coefficients | OR (95% CI)  | P-value |
|----------------------------|-------------------------|--------------|---------|
| Gender                     | −0.89                   | 0.41 (0.25–0.69) | <0.001  |
| History of hypertension    | 0.12                    | 1.12 (0.55–2.28) | 0.75    |
| Age (years)                | −0.027                  | 0.97 (0.95–1) | 0.02    |
| Duration of diabetes (year)| 0.076                   | 1.08 (1.04–1.12) | <0.001  |
| SBP (mmHg)                 | 0.014                   | 1.01 (1–1.03) | 0.13    |
| DBP (mmHg)                 | −0.001                  | 1.00 (0.97–1.03) | 0.95    |
| HbA1c (%)                  | 0.05                    | 1.05 (0.95–1.16) | 0.32    |
| TG (mmol/L)                | −0.13                   | 0.88 (0.73–1.07) | 0.19    |
| UA (μmol/L)                | 0.001                   | 1.00 (1–1.02) | 0.61    |
| Cr (μmol/L)                | 0.009                   | 1.01 (1.00–1.02) | 0.06    |
| BUN (mmol/L)               | 0.033                   | 1.03 (0.91–1.18) | 0.62    |
| ALT (U/L)                  | −0.004                  | 1.00 (0.97–1.02) | 0.77    |
| AST (U/L)                  | −0.024                  | 0.98 (0.94–1.01) | 0.21    |
| ALB (g/L)                  | −0.05                   | 0.95 (0.90–1.00) | 0.05    |
| HDL-c (mmol/L)             | −0.157                  | 0.86 (0.31–2.36) | 0.76    |
| LDL-c (mmol/L)             | −0.181                  | 0.83 (0.42–1.67) | 0.61    |
| AchE (U/L)                 | 0                       | 1 (1–1) | 0.31    |
| CHOL (mmol/L)              | 0.37                    | 1.45 (0.81–2.58) | 0.21    |

**Note:** Data from Association of diabetic retinopathy and diabetic macular edema with renal function in southern Chinese patients with type 2 diabetes mellitus: a single-center observational study, Dryad, Dataset. Available from: [https://datadryad.org/stash/dataset/doi:10.5061/dryad.6kg1sd7](https://datadryad.org/stash/dataset/doi:10.5061/dryad.6kg1sd7)

**Abbreviations:** OR, odds ratio; CI, confidence interval.

### Unconditional Binary Logistic Regression Analysis

After univariate Logistic regression analysis of DR (all participants without DR as control group), the age, sex, and Cr, ALB of the diabetes course data in the
Datadryad database may be associated with DR (Table 3). In the data of our hospital, the course of diabetes, history of hypertension, age and AST may be related to DR (Table 4).

### Multivariable Logistic Regression

By multivariate Logistic regression analysis, the age and sex, Cr, ALB of diabetes course in Datadryad database were independently correlated with the occurrence of DR (Table 5). The ROC curve was drawn according to the probability value obtained by Logistic regression (Figure 2). AUC 0.70 (95% CI: 0.62 ~ 0.77). When the probability threshold is 0.5, the maximum Youden index is 0.34, the sensitivity is 0.66, and the specificity is 0.68.

### BP-ANN Model

The data selected from the datadryad database were used to build the BP-ANN model by using the neural network toolbox (Matlab2018a). Related parameters of THE BP-ANN model are explained as follows: Input layer: Receive external input samples, such as different biochemical and metabolic indicators in this study. Output layer: Predict the output value of the model. Hidden layer: In addition to the input layer and the output layer of other layers are called hidden layer, hidden layer does not directly accept the signal of the outside world, also do not directly send signals to the outside world. In this study, the number of hidden layers was selected as 1. number of nodes in the

---

### Table 4 Factors Associated with the Development of Diabetic Retinopathy (database of our hospital)

| Variables                  | Regression Coefficients | OR (95% CI)       | P-value |
|----------------------------|-------------------------|-------------------|---------|
| Gender                     | -0.22                   | 0.80 (0.38–1.69)  | 0.56    |
| History of hypertension    | -1.24                   | 0.29 (0.13–0.67)  | 0.003   |
| Age (years)                | -0.05                   | 0.95 (0.92–0.99)  | 0.008   |
| Duration of diabetes (year)| 0.05                    | 1.05 (1.00–1.10)  | 0.04    |
| SBP (mmHg)                 | -0.009                  | 0.99 (0.97–1.02)  | 0.47    |
| DBP (mmHg)                 | 0.02                    | 1.02 (0.97–1.06)  | 0.22    |
| HbA1c (%)                  | 0.12                    | 1.13 (0.94–1.35)  | 0.19    |
| TG (mmol/L)                | -0.1                    | 0.90 (0.68–1.2)   | 0.483   |
| UA (μmol/L)                | -0.002                  | 1.00 (0.99–1.00)  | 0.32    |
| Cr (μmol/L)                | 0.004                   | 0.99 (0.97–1.02)  | 0.58    |
| BUN (mmol/L)               | 0.15                    | 1.16 (0.95–1.41)  | 0.14    |
| ALT (U/L)                  | -0.03                   | 0.97 (0.94–1.01)  | 0.12    |
| AST (U/L)                  | 0.07                    | 1.07 (1–1.14)     | 0.04    |
| ALB (g/L)                  | -0.03                   | 0.97 (0.88–1.07)  | 0.51    |
| HDL-c (mmol/L)             | -0.12                   | 0.89 (0.21–3.79)  | 0.87    |
| LDL-c (mmol/L)             | -0.22                   | 0.80 (0.31–2.03)  | 0.64    |
| AchE (U/L)                 | 0                       | 1 (1–1)           | 0.34    |
| CHOL (mmol/L)              | 0.08                    | 1.08 (0.48–2.42)  | 0.85    |

### Table 5 Multivariable Logistic Regression Analysis Results of DR Related Factors (datadryad website data)

| Variables                  | Regression Coefficients | Wald Chi-Square | OR (95% CI)       | P-value |
|----------------------------|-------------------------|----------------|-------------------|---------|
| Cr (μmol/L)                | -0.011                  | 12.41          | 0.99 (0.98–1.00)  | <0.001  |
| Gender                     | 0.9                      | 14.95          | 2.46 (1.56–3.88)  | <0.001  |
| Age (years)                | 0.02                     | 4.53           | 1.02 (1.01–1.04)  | 0.03    |
| Duration of diabetes (year)| -0.074                  | 18.69          | 0.93 (0.90–0.96)  | <0.001  |
| ALB (g/L)                  | 0.069                    | 8.40           | 1.07 (1.02–1.12)  | 0.004   |

Note: Data from Association of diabetic retinopathy and diabetic macular edema with renal function in southern Chinese patients with type 2 diabetes mellitus: a single-center observational study, Dryad, Dataset, Available from: [https://datadryad.org/stash/dataset/doi:10.5061/dryad.6kg1sd7](https://datadryad.org/stash/dataset/doi:10.5061/dryad.6kg1sd7)
hidden layer: Number of hidden layer neurons. Probability threshold: If the output value of the prediction model is greater than the threshold value, it can be considered as positive (DR diagnosis is valid). Activation function: It’s a function that runs on a neuron in an artificial neural network, mapping the input to the output of the neuron.

Input variables include diabetes course age sex and Cr, ALB (all the above values are normalized). The data was divided into the training set validation set in a ratio of 3:1. The number of neurons in the hidden layer of the input layer and the output layer was set as 5-n-1.5 input variables (age, sex, and Cr, ALB), n neurons as the hidden layer (1–13), and 1 neuron as the output layer (whether to diagnose DR) were used for inverse normalization of the output results. The internal random sampling is performed by randomly setting random numbers. The transfer functions of the hidden layer and the output layer are tan-sigmoid and linear, respectively. The number of nodes in the hidden layer is calculated as \( m = \alpha \sqrt{n + 1} \), where \( m \) is the number of nodes in the hidden layer, \( n \) is the number of nodes in the input layer, \( l \) is the number of nodes in the output layer, \( \alpha \) is a constant from 1 to 10, and the final number of hidden layers is selected as 7.\(^{11}\) The Levenberg–Marquardt method was used for parameter iteration, and the stopping performance was measured by means of mean square error. Adjust the probability threshold according to Youden index. The probability threshold of output data in datadryad database is 0.3, and that in our hospital database is 0.7. See Figures 3 and 4 for specific training.

The AUC of BPANN model after training in datadryad database was 0.88 (95% CI: 0.78–0.91), which was higher than that of Logistic regression (\( Z=3.02, P<0.05 \)). The sensitivity, specificity and Youden index were 0.73, 0.83 and 0.56, all of which were higher than the Logistic regression model (0.48), indicating that the constructed neural network had a good prediction effect on DR in this population. Save the network parameters of the

Table 6 Multivariable Logistic Regression Analysis Results of DR Related Factors (database of our hospital)

| Variables                  | Regression Coefficients | Wald Chi-Square | OR (95% CI)       | P-value |
|----------------------------|-------------------------|-----------------|-------------------|---------|
| AST (U/L)                  | −0.016                  | 1.1             | 0.99 (0.96–1.01)  | 0.29    |
| History of hypertension    | 1.173                   | 10.84           | 3.23 (1.61–6.50)  | 0.001   |
| Age (years)                | 0.043                   | 8.48            | 1.04 (1.01–1.07)  | 0.004   |
| Duration of diabetes (year)| −0.055                  | 6.26            | 0.95 (0.91–0.99)  | 0.012   |

Figure 1 ROC curve of DR predicted by logistics regression model (Datadryad database).

Figure 2 ROC curve of DR predicted by logistics regression model (database of our hospital).
model training. 46 patients with type 2 diabetes were randomly selected from 183 patients with type 2 diabetes in our hospital. The model after BPANN training was applied. The input variables were still age, sex and duration of diabetes, Cr, ALB (All the above values are normalized), the output data is inverse normalized. With a probability threshold of 0.7, the AUC obtained was 0.77 (95% CI:0.72–0.88), Higher than Logistic regression (Z=2.93, P<0.05). The sensitivity, specificity and Youden index were 0.66, 0.89 and 0.55 respectively, which were all higher than those of Logistic regression model (0.34). It shows that the constructed neural network has a good prediction effect on DR of this population (Figure 5).

Discussion

The current model of DR diagnosis through artificial intelligence, The main research focus is convolutional neural network, but this model still requires fundus

---

**Figure 3** The BP-ANN training process.
imaging examination, which limits the application of this model in primary hospitals, especially in economically underdeveloped areas. There are also relevant literature reports on the prediction model of BPANN, but the sample size of the model is small, the specificity and sensitivity and other indicators are controversial, and the discussion on the generalization ability is lack.

In this study, we first selected Chinese patients with type 2 diabetes from an open database. These included patients with a combination of DR. In order to facilitate the promotion of the model, we selected biochemical and metabolic indexes that were easy to obtain in primary hospitals as input variables. Logistic regression was applied to screen out age, sex, albumin and creatinine of diabetes course according to their correlation with DR as input variables. The prediction model of BP-ANN was established. The BP-ANN model divided the data into the training set validation set, and the number of hidden layer nodes was set as 7. When the training target was $1 \times 10^{-5}$, the performance was good at the ninth step ($R=0.44$), and the AUC of this model was significantly higher than that of the MLR model ($0.88$ vs $0.74$, $P<0.05$), the higher specificity and sensitivity can be obtained when the probability threshold is 0.3, indicating that the model can be used for better diagnostic prediction. In order to verify the generalization ability of the model, we conduct external validation of the model. 183 patients with type 2 diabetes mellitus (T2D) were selected in our hospital, among which 92 patients with DR (50.2%) were enrolled. Using the same covariable, the above BPANN model was applied.

Figure 4 (A) The covariate-adjusted ROC curve by BP-ANN model to predict DR; (B) fitting performance of the BP-ANN (7 nodes hidden layer); (C) changes in parameters of the BP-ANN (7 nodes hidden layer); (D) regression performance of BP-ANN (7 nodes hidden layer).
applied to patients in our hospital to predict the diagnosis of DR. Under the same probability threshold, the model has poor generalization ability, although the area under the receiver operating characteristic curve is significantly higher than that of the MLR model (0.77 vs 0.70, P<0.05), but the specificity and sensitivity are low. After we adjust the probability threshold according to the performance of the prediction model, the model can get better results (When the probability threshold was 0.7, the sensitivity, specificity and Youden index were 0.66, 0.89 and 0.55, which were all higher than those of the Logistic regression model (0.34)). Previous discussion of BPANN model mainly focused on the selection of initial threshold and weight and the number of hidden layer nodes. In this study, we discussed the influence of the selection of different probability thresholds on the generalization ability of the model. It should be noted that the discussion on the probability threshold of machine learning is mainly based on the same ROC curve to illustrate the model generalization ability. In this study, we only applied a simple and mature BPANN model. Without increasing the complexity of the model, we improved the generalization ability of the model by adjusting the probability threshold value, thus avoiding the above shortcomings.

At the same time, we noted that the risk factors of diabetic retinopathy reported in the literature include long duration of diabetes mellitus, poor blood glucose control, hypertension and hyperlipidemia. This is not completely the same as the results of data analysis in this study, and it may be related to the specific conditions of patients in each hospital, such as the influence of related drugs and regional economy. However, this difference is more in line with the status quo of patient treatment in China, and the prediction model established by this method is more helpful for popularization and application.

It is significant to increase the AUC value to improve the prediction ability of the model. During data collection and processing, We found that the introduction of 24h urinary protein as a covariable increased the AUC value. Specific research process: we deleted the cases where urine protein was not examined. After the deletion, 39 cases of DR and 48 cases without DR are retained in the our hospital database. The AUC of the area under ROC curve under the logistic prediction model was 0.72. BP neural network prediction model was used to add 24h urinary protein as the input variable, The AUC of the area under ROC curve was 0.82. Unfortunately, in the cases collected in our hospital, the 24-h urinary protein deficiency value was excessive. No 24-hour urine protein was collected in the Datadryad database. Therefore, the predictive model of 24-hour urinary protein as
a covariable cannot be presented in this paper. As mentioned above, you can effectively increase the AUC value if you can add meaningful covariables. In addition, since this paper mainly studies the screening of DR in data processing, we found that adjusting the probability threshold can improve sensitivity and reduce missed diagnosis. Although specificity is reduced at the same time, the model can still be used as a screening tool for clinical work by adjusting the threshold when the AUC is low.

However, although the BPANN model has a good predictive performance, the specific biological significance of the parameters trained by the model is still unclear, which limits the specific biological interpretation of the model. Although the sample size of this study is larger than that of previous studies, the study scale still needs to be increased. If the specific staging of diabetic retinopathy can be introduced into the model, the practical significance of the model can be improved. But our hospital lacks such data.

Conclusion
Our study demonstrates the prospect of using BPANN model to recognize DR in disease diagnosis, and discusses how to improve the model generalization ability. Using age and sex albumin and creatinine as input parameters, the BPANN model can well predict the presence of diabetic retinopathy in Chinese community residents. Selecting different probability thresholds is helpful to improve the generalization ability of the model.
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