Gradient Gibbs measures of an SOS model with alternating magnetism on Cayley trees
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Abstract

The work is devoted to gradient Gibbs measures (GGMs) of a SOS model with countable set \( \mathbb{Z} \) of spin values and having alternating magnetism on Cayley trees. This model is defined by a nearest-neighbor gradient interaction potential. Using Külske-Schriever argument, based on boundary law equations, we give several \( q \)-height-periodic translations invariant GGMs for \( q = 2, 3, 4 \).
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1 Introduction

It is known that macroscopic physical systems in thermodynamic equilibrium are described by Gibbs measures, that are defined through a Hamiltonian of the system [6]. A given Hamiltonian may have several distinct Gibbs measures; in that case, one says that there is phase coexistence. This corresponds to the first-order phase transitions, when several phases are thermodynamically stable at the same value of the relevant parameters (temperature, pressure, etc.)

For models (Hamiltonians) defined on low dimensional lattices, it is known (see [4,5,19]) non-existence of infinite-volume Gibbs measures. However, pinning a field at the origin suffices to have a well-defined thermodynamic limit in any dimension (19). The resulting field is completely characterized by its gradients. These infinite-volume random fields of gradients are called gradient Gibbs measures, or Funaki-Spohn states [5] (for detailed motivations and very recent results see [1,2,7,12,17,18,20]).

This paper is devoted to GGMs of SOS model with alternating magnetism and spin values from the set of all integers on Cayley trees.
1.1 Definitions and known results

Let $\Gamma^k = (V, L)$ be the uniform Cayley tree, where each vertex has $k + 1$ neighbors with $V$ being the set of vertices and $L$ the set of edges (16).

For a fixed point $x^0 \in V$, 
\[ W_n = \{ x \in V | d(x, x^0) = n \}, \]
where $d(x, y)$ is the distance between vertices $x$ and $y$ on a Cayley tree, i.e., the number of edges of the shortest path connecting $x$ and $y$.

Denote by $S(x)$ the set of direct successors of $x$, i.e., if $x \in W_n$, then
\[ S(x) = \{ y_i \in W_{n+1} | d(x, y_i) = 1, i = 1, 2, \ldots, k \}. \]

We consider models where spin-configuration $\omega$ is a function from the vertices of the Cayley tree $\Gamma^k = (V, L)$ to the set $\mathbb{Z}$ of integer numbers, where $\mathbb{L}$ is the set of oriented edges (bonds) of the tree (see Chapter 1 of [16] for properties of the Cayley tree).

For any configuration $\omega = (\omega(x))_{x \in V} \in \mathbb{Z}^V$ and edge $b = (x, y)$ of $\Gamma^k$ the difference along the edge $b$ is given by $\nabla \omega_b = \omega(y) - \omega(x)$, where $\omega_b$ is a configuration on $b = (x, y)$, i.e., $\omega_b = \{ \omega(x), \omega(y) \}$. The gradient spin variables are defined by $\eta_{(x,y)} = \omega(y) - \omega(x)$ for each $(x, y)$ (see [12], [13]).

The space of gradient configurations is denoted by $\Omega^\nabla$. The measurable structure on the space $\Omega^\nabla$ is given by $\sigma$-algebra
\[ \mathcal{F}^\nabla := \sigma(\{ \eta_b | b \in \mathbb{L} \}). \]

Let $\mathcal{T}^\nabla_\Lambda$ be the sigma-algebra of gradient configurations outside of the finite volume $\Lambda$ is generated by all gradient variables outside of $\Lambda$ and the relative height-difference on the boundary of $\Lambda$.

For nearest-neighboring interaction potential $\Phi = (\Phi_b)_b$, where $b = (x, y)$ is an edge, define symmetric transfer matrices $Q_b$ by
\[ Q_b(\omega_b) = e^{-\Phi_b(\omega_b)} = \exp (-\beta V(\omega(x) - \omega(y))). \quad (1.1) \]

Such potential $\Phi$ is called a gradient interaction potential.

Following [12] and [13] let us give definition of GGM. Define the Markov (Gibbsian) specification as
\[ \gamma^\Phi_\Lambda(\sigma_\Lambda | \omega) = (Z^\Phi_\Lambda)(\omega)^{-1} \prod_{b \cap \Lambda \neq \emptyset} Q_b(\omega_b). \]

Definition 1. The gradient Gibbs specification is defined as the family of probability kernels $(\gamma^\Phi_\Lambda)_{\Lambda \in V}$ from $(\Omega^\nabla, \mathcal{T}^\nabla_\Lambda)$ to $(\Omega^\nabla, \mathcal{F}^\nabla)$ such that
\[ \int F(\rho) \gamma^\Phi_\Lambda(d\rho | \zeta) = \int F(\nabla \varphi) \gamma^\Phi_\Lambda(d\varphi | \omega) \]
for all bounded $\mathcal{F}^\nabla$-measurable functions $F$, where $\omega \in \Omega$ is any height-configuration with $\nabla \omega = \zeta$.

Definition 2. A probability measure $\nu$ on $\Omega^\nabla$ is called a GGM if it satisfies the DLR equation
\[ \int \nu(d\zeta) F(\zeta) = \int \nu(d\zeta) \int \gamma^\Phi_\Lambda(d\zeta | \zeta) F(\zeta) \]
for every finite $\Lambda \subset V$ and for all bounded functions $F$ on $\Omega^\nabla$.

Now we define boundary laws (see [20]) which allow to describe the subset of $\mathcal{G}(\gamma)$ of all Gibbs measures.

Definition 3. A family of vectors $\{ l_{xy} \} \in L$ with $l_{xy} = (l_{xy}(i) : i \in \mathbb{Z}) \in (0, \infty)^\mathbb{Z}$ is called a boundary law for the transfer operators $\{ Q_b \}$ if for each $(x, y) \in \mathbb{L}$ there exists a constant $c_{xy} > 0$ such that the consistency equation
\[ l_{xy}(i) = c_{xy} \prod_{z \in \partial x \cap (y)} \sum_{j \in \mathbb{Z}} Q_{xz}(i,j) l_{xz}(j) \quad (1.2) \]
holds for every $i \in \mathbb{Z}$.
A boundary law \( l \) is said to be normalisable if and only if

\[
\sum_i \left( \prod_{z \in \partial x} \sum_{j \in \mathbb{Z}} Q_{zz}(i, j) l_{zz}(j) \right) < \infty
\]

at any \( x \in V \).

A boundary law is called \( q \)-height-periodic (or \( q \)-periodic) if \( l_{xy}(i + q) = l_{xy}(i) \) for every oriented edge \( (x, y) \in \bar{L} \) and each \( i \in \mathbb{Z} \).

It is known that there is an one-to-one correspondence between normalisable boundary laws and tree-indexed Markov chains \([20]\).

In \([8, 9, 10, 12]\) some non-normalisable boundary laws are used to give GGM.

For \( \Lambda \subseteq V \), fix a site \( w \in \Lambda \). If the boundary law \( l \) is assumed to be \( q \)-height-periodic, then take \( s \in Z_q = \{0, 1, \ldots, q-1\} \) and define probability measure \( \nu_{w,s} \) on \( Z^{\{b \in \bar{L} | b \subset \Lambda \}} \) by

\[
\nu_{w,s}(\eta_{\Lambda \cup \partial \Lambda} = \zeta_{\Lambda \cup \partial \Lambda}) = Z^\Lambda_{w,s} \prod_{y \in \partial \Lambda} l_{gy} \left( T_q(s + \sum_{b \in \Gamma(w, y)} \zeta_b) \right) \prod_{b \cap \Lambda \neq \emptyset} Q_b(\zeta_b),
\]

where \( Z^\Lambda_{w,s} \) is a normalization constant, \( y_\Lambda \) denotes the unique nearest neighbor of \( y \) in \( \Lambda \), \( \Gamma(w, y) \) is the unique path from \( w \) to \( y \) and \( T_q : \mathbb{Z} \rightarrow \mathbb{Z}_q \) denotes the coset projection.

**Theorem 1.** \([12]\) Let \( (l_{xy})_{(x,y) \in \bar{L}} \) be any \( q \)-height-periodic boundary law for some gradient interaction potential. Fix any site \( w \in V \) and any class label \( s \in Z_q \). Then

\[
\nu_{w,s}(\eta_{\Lambda \cup \partial \Lambda} = \zeta_{\Lambda \cup \partial \Lambda}) = Z^\Lambda_{w,s} \prod_{y \in \partial \Lambda} l_{gy} \left( T_q(s + \sum_{b \in \Gamma(w, y)} \zeta_b) \right) \prod_{b \cap \Lambda \neq \emptyset} Q_b(\zeta_b)
\]

gives a consistent family of probability measures on the gradient space \( \Omega^\Lambda \). Here \( \Lambda \) with \( w \in \Lambda \subset V \) is any finite connected set, \( \zeta_{\Lambda \cup \partial \Lambda} \in Z^{\{b \in \bar{L} | b \subset (\Lambda \cup \partial \Lambda)\}} \) and \( Z^\Lambda_{w,s} \) is a normalization constant.

The measure \( \nu_{w,s} \) is called a pinned gradient measure.

If \( q \)-height-periodic boundary law and the underlying potential are translation invariant then it is possible to obtain probability measure \( \nu \) on the gradient space by mixing the pinned gradient measures:

**Theorem 2.** \([12]\) Let a \( q \)-height-periodic boundary law \( l \) and its gradient interaction potential be translation invariant. Let \( \Lambda \subset V \) be any finite connected set and let \( w \in \Lambda \) be any vertex. Then the measure \( \nu \) with marginals given by

\[
\nu(\eta_{\Lambda \cup \partial \Lambda} = \zeta_{\Lambda \cup \partial \Lambda}) = Z_{\Lambda} \left( \sum_{s \in Z_q} \prod_{y \in \partial \Lambda} l(s + \sum_{b \in \Gamma(w, y)} \zeta_b) \right) \prod_{b \cap \Lambda \neq \emptyset} Q(\zeta_b),
\]

where \( Z_{\Lambda} \) is a normalisation constant, defines a translation invariant GGM on \( \Omega^\Lambda \).

The aim of this paper is to study GGMs of gradient potential constructed by an SOS model with alternating magnetism. By Theorem 2 each \( q \)-height-periodic boundary law \( l \), which is independent on edges of tree, defines a translation invariant GGM. We find \( q \)-height-periodic boundary laws for this SOS model and use Theorem 2 to construct GGMs corresponding to these laws.
1.2 The boundary law equation for the SOS model.

In this subsection for \( \sigma : x \in V \mapsto \sigma(x) \in \mathbb{Z} \), consider Hamiltonian of SOS model, with alternating magnetism, i.e.,

\[
H(\sigma) = -J \sum_{\langle x, y \rangle \in V} \alpha (| \sigma(x) - \sigma(y) |) | \sigma(x) - \sigma(y) |
\]

where \( J \in \mathbb{R} \) and

\[
\alpha(|m|) = \begin{cases} 1, & \text{if } m \in 2\mathbb{Z} \\ -1, & \text{if } m \in 2\mathbb{Z} + 1. \end{cases}
\]

We consider the set \( \mathbb{Z} \) as the set of vertices of a graph \( G \). We use the graph \( G \) to define a \( G \)-admissible configuration as follows. A configuration \( \sigma \) is called a \( G \)-admissible configuration on the Cayley tree, if \( \{\sigma(x), \sigma(y)\} \) is the edge of the graph \( G \) for any pair of nearest neighbors \( x, y \) in \( V \). We let \( \Omega^G \) denote the set of \( G \)-admissible configurations.

Let \( L(G) \) be the set of edges of a graph \( G \). We let \( A \equiv A^G = (a_{ij})_{i,j \in \mathbb{Z}} \) denote the adjacency matrix of the graph \( G \), i.e.,

\[
a_{ij} = a^G_{ij} = \begin{cases} 1 & \text{if } \{i,j\} \in L(G), \\ 0 & \text{if } \{i,j\} \notin L(G). \end{cases}
\]

For any \( y \in V \) and \( x \in S(y) \) (so that \( d(x^0, y) = d(x^0, x) - 1 \)), for convenience of notation we set

\[
z_{i,x} := l_{xy}(i), \quad i \in \mathbb{Z}.
\]

Assume \( z_{0,x} = l_{xy}(0) \equiv 1 \), then the boundary law equation \([1.2]\) corresponding to our model on the \( G \)-admissible configurations, by the new notation \([1.7]\) becomes (cf. \([3]\))

\[
\begin{align*}
z_{2i,x} &= \prod_{y \in S(x)} a_{2i,x} \theta^{2|y|+1} + \sum_{j \geq 0} a_{2i,2j} \theta^{2|y+j|} z_{2j,y} + \sum_{j \geq 0} a_{2i,2j+1} \theta^{-2|y+j|} z_{2j+1,y}, \\
z_{2i+1,x} &= \prod_{y \in S(x)} a_{2i+1,x} \theta^{2|y|+1} + \sum_{j \geq 0} a_{2i+1,2j} \theta^{-2|y+j|+1} z_{2j,y} + \sum_{j \geq 0} a_{2i+1,2j+1} \theta^{2|y+j|+1} z_{2j+1,y},
\end{align*}
\]

where \( i \in \mathbb{Z}, \theta = \exp(-J\beta) \).

In general, it is very difficult to solve the system \([1.8]\). The difficulty depends on the structure of graph \( G \). In this paper we choose the graph \( G \), defined by (see Fig.[\text{fig}])

\[
a_{ij} = \begin{cases} 1, & \text{if } i = j \text{ or } |i-j| = 1, \quad i,j \in \mathbb{Z}, \\ 0, & \text{otherwise}. \end{cases}
\]

![Figure 1: The graph G with the set Z of vertices.](image)

For this concrete graph from \([1.8]\) we get

\[
z_{i,x} = \prod_{y \in S(x)} \frac{\theta z_{i+x} + z_{i-1,y} + z_{i+1,y}}{\theta + z_{i-1,y} + z_{i+1,y}}, \quad i \in \mathbb{Z}_0
\]
2 Constant solutions: Translation invariant measures

In this section we find some constant solutions of (1.9), i.e., \( z_x = z \in \mathbb{R}_+^\infty \) does not depend on vertices of the Cayley tree. In this case from (1.9) we get

\[
z_i = \left( \frac{\theta z_i + z_{i-1} + z_{i+1}}{\theta + z_{i-1} + z_1} \right)^k, \quad i \in \mathbb{Z}_0
\]  

(2.1)

here \( \theta > 0, \ z_i > 0, \ z_0 = 1. \)

2.1 2-periodic solution of (2.1)

In (2.1) we assume

\[
z_j = \begin{cases} 
1, & \text{if } j \text{ is even,} \\
y, & \text{if } j \text{ is odd.}
\end{cases}
\]

Then from equation (2.1) we get

\[
y = \left( \frac{\theta y + 2}{\theta + 2y} \right)^k. \tag{2.2}
\]

Denoting \( a = \sqrt[k]{y} \) from (2.2) we obtain

\[
2a^{k+1} - \theta a^k + \theta a - 2 = 0 \tag{2.3}
\]

The equation (2.3) has the solution \( a = 1 \) independently of the parameters \( (\theta, k) \). Dividing both sides of (2.3) by \( a - 1 \) we get

\[
2a^k + (2 - \theta)(a^{k-1} + a^{k-2} + \cdots + a) + 2 = 0. \tag{2.4}
\]

The following lemma gives the number of solutions to equation (2.4):

**Lemma 1.** [7, Lemma 1] For each \( k \geq 2 \), there is exactly one critical value of \( \theta \), i.e., \( \theta_c = \theta_c(k) := \frac{2(k+1)}{k-1} \), such that

1. if \( \theta < \theta_c \) then (2.4) has no positive solution;
2. if \( \theta = \theta_c \) then the equation has a unique solution \( a = 1 \);
3. if \( \theta > \theta_c \), then it has exactly two solutions (both different from 1) denoted as \( a_1, a_2 \);

Thus the corresponding solutions of (2.2) are

\[
\begin{align*}
1) & \quad 1 \text{ for } \theta \leq \theta_c; \\
2) & \quad a_1^k, \ a_2^k, \text{ for } \theta > \theta_c. \tag{2.5}
\end{align*}
\]

By Theorem 2 each 2-height-periodic boundary law defines a translation invariant GGM. Therefore, solutions (2.5) allow us to formulate the following result.

**Theorem 3.** Let \( k \geq 2, \ \theta_c = \frac{2(k+1)}{k-1} \). Then for the Hamiltonian (1.6) on the \( G \)-admissible configurations space with graph \( G \) given in Fig. 1 the number \( \nu_2(k, \theta) \) of 2-height-periodic GGMs is given by the following formula

\[
\nu_2(k, \theta) = \begin{cases} 
1, & \text{if } \theta \leq \theta_c \\
3, & \text{if } \theta > \theta_c.
\end{cases}
\]
2.2 3-periodic solutions of (2.1)

In this subsection we are interested to find 3-periodic solutions of the system (2.1) which have the form

\[
z_j = \begin{cases} 
1, & \text{if } j \equiv 0 \mod 3, \\
x, & \text{if } j \equiv 1 \mod 3, \\
y, & \text{if } j \equiv 2 \mod 3.
\end{cases}
\] (2.6)

Then the system becomes:

\[
\begin{cases} 
x = \left(1 + x + \theta x \over \theta + y + x\right)^k, \\
y = \left(1 + x + \theta y \over \theta + y + x\right)^k.
\end{cases}
\] (2.7)

Surprisingly this system of equations coincides with the system (3.2) in [14] which describes translation-invariant Gibbs measures of the \(q\)-state Potts model. Our system (2.7) is a particular case which corresponds to \(q = 3\).

By Theorem 1 of [14] for \(q = 3\) we have

**Lemma 2.** Let \(k \geq 2, \theta_{cr} = {k + 2 \over k - 1}\). Then for the system (2.7) there is \(\theta = \theta_{c,1}\) such that

1. If \(\theta < \theta_{c,1}\) then there is unique solution: \((1,1)\);
2. If \(\theta = \theta_{c,1}\) or \(\theta = \theta_{cr}\) then there are 4 solutions:

\[(1,1), (x^{(3)}_1, x^{(3)}_1), (1, x^{(3)}_3), (x^{(3)}_3, 1); \]
3. If \(\theta > \theta_{c,1}, \theta \neq \theta_{cr}\) then there are 7 solutions

\[(1,1), (x^{(3)}_1, x^{(3)}_1), (x^{(3)}_2, x^{(3)}_2), (1, x^{(3)}_3), (x^{(3)}_3, 1), (1, x^{(3)}_4), (x^{(3)}_4, 1). \]

**Remark 1.** Note that (see [8] and [10]) if a height-periodic boundary law is obtained from another one by a cyclic shift, then it leads to the same GGM.

Now by Lemma 2, Remark 1 and Theorem 2 we get the following result.

**Theorem 4.** For the model (1.6) with graph \(G\) given in Fig. 1 the number \(\nu_3(k, \theta)\) of 3-height-periodic (of the form (2.7)) GGMs is given by the following formula

\[
\nu_3(k, \theta) = \begin{cases} 
1, & \text{if } \theta < \theta_{c,1} \\
3, & \text{if } \theta = \theta_{c,1}, \theta_{cr} \\
5, & \text{if } \theta \in (\theta_{c,1}, +\infty) \setminus \{\theta_{cr}\}.
\end{cases}
\]

2.3 4-periodic solutions of (2.1)

In the system (2.1) we are going to find solutions of the form

\[
z_j = \begin{cases} 
1, & \text{if } j \equiv 0 \mod 4, \\
x, & \text{if } j \equiv 1 \mod 4, \\
z, & \text{if } j \equiv 2 \mod 4, \\
y, & \text{if } j \equiv 3 \mod 4.
\end{cases}
\] (2.8)

i.e. we are considering the following sequence

\[\ldots, 1, x, z, y, 1, x, z, y, 1, x, z, y, 1, \ldots\] (2.9)
Then \(x, z, y\) should satisfy
\[
\begin{align*}
&\begin{cases}
x = \left( \frac{\theta x + 1 + z}{\theta + x + y} \right)^k, \\
z = \left( \frac{z + y + \theta}{\theta + x + y} \right)^k, \\
y = \left( \frac{1 + \theta y + z}{\theta + x + y} \right)^k.
\end{cases} \\
&\quad \quad (2.10)
\end{align*}
\]

**CASE** \(z = 1\). Note that \(z = 1\) is a solution to the second equation of (2.10), independently on values of parameters \(k \geq 1, \theta > 0\) and unknowns \(x, y\). In this case the system becomes
\[
\begin{align*}
&\begin{cases}
x = \left( \frac{\theta x + 1}{\theta + x + y} \right)^k, \\
y = \left( \frac{\theta y + 2}{\theta + x + y} \right)^k.
\end{cases} \\
&\quad \quad (2.11)
\end{align*}
\]

Subtracting from the first equation of system (2.11) the second one, we get
\[
(x - y) \left[ 1 - \theta \left( (\theta x + 2)^{k-1} + \ldots + (\theta y + 2)^{k-1} \right) (\theta + x + y)^k \right] = 0. \\
&\quad \quad (2.12)
\]

Consequently, \(x = y\) or
\[
(\theta + x + y)^k = \theta \left( (\theta x + 2)^{k-1} + \ldots + (\theta y + 2)^{k-1} \right). \\
&\quad \quad (2.13)
\]

**Subcase:** \(x = y\). In this case our 4-periodic solutions coincide with 2-periodic ones.

**Subcase:** \(x \neq y\). In this case for simplicity we take \(k = 2\). Denote
\[
\theta_c^{(3)} = \frac{2}{3} \sqrt[3]{54 + 6 \sqrt{33}} + \frac{8}{\sqrt[3]{54 + 6 \sqrt{33}}} + 2 \approx 6.766. \\
&\quad \quad (2.14)
\]

**Lemma 3.** Let \(k = 2\). Then for solutions of the system (2.11), with \(x \neq y\), the following hold
\begin{itemize}
\item if \(\theta \leq 2\) then there is no solution (satisfying \(x \neq y\));
\item if \(2 < \theta \leq \theta_c^{(3)}\) then there are exactly two such solutions:
\[
\left( x_3^{(4)}, y_3^{(4)} \right), \left( y_3^{(4)}, x_3^{(4)} \right).
\]
\item if \(\theta > \theta_c^{(3)}\) then there are exactly four solutions (satisfying \(x \neq y\)):
\[
\left( x_3^{(4)}, y_3^{(4)} \right), \left( y_3^{(4)}, x_3^{(4)} \right), \left( x_4^{(4)}, y_4^{(4)} \right), \left( y_4^{(4)}, x_4^{(4)} \right).
\]
\end{itemize}

**Proof.** By (2.12), for \(k = 2\) and \(x \neq y\) we get
\[
(\theta + x + y)^2 = \theta(\theta(x + y) + 4).
\]

Solving this with respect to \(x + y\) we get
\[
(x + y)_{1,2} = \frac{\theta^2 - 2\theta \pm \sqrt{D}}{2} = \phi_{1,2}(\theta), \\
&\quad \quad (2.15)
\]
where \(D = \theta(\theta^3 - 4\theta^2 + 16)\).

Note that \(D > 0\), for any \(\theta > 0\). Indeed,
\(D > 0\) if \(h(\theta) := \theta^3 - 4\theta^2 + 16 > 0\). It is easy to see that
\[
\min_{\theta > 0} h(\theta) = h\left( \frac{8}{3} \right) = \frac{176}{27} > 0.
\]
One can check that $\phi_1(\theta) > 0$ for any $\theta > 0$ and $\phi_2(\theta) > 0$ for any $\theta > 4$.

**Subcase:** $x + y = \phi_1(\theta)$ for $\theta > 0$. Substituting this expression into the systems of equations (2.11), for $k = 2$, we obtain a quadratic equation with respect to $x$, i.e.

$$x^2 - \phi_1(\theta)x + \frac{4}{\theta^2} = 0. \quad (2.16)$$

For discriminant of this equation we have

$$D_1 = \phi_1^2(\theta) - \frac{16}{\theta^2}. \quad (2.17)$$

$D_1 \geq 0$ is equivalent to $g_1(\theta) = \phi_1(\theta) - \frac{4}{\theta} \geq 0$. That is

$$\frac{\sqrt{\theta(\theta^3 - 4\theta^2 + 16)}}{\theta} \geq \frac{8 - \theta^3 + 2\theta^2}{\theta}. \quad (2.18)$$

Let $8 - \theta^3 + 2\theta^2 \geq 0$. Then from (2.17) we get $\theta - \theta_2^{(2)} \leq 0$, where

$$\theta_2^{(2)} = \frac{1}{3} \sqrt[3]{116 + 12\sqrt{93}} + \frac{4}{\sqrt{116 + 12\sqrt{93}}} + 2 \approx 2.931.$$

Thus in the case $8 - \theta^3 + 2\theta^2 \geq 0$ the solution of (2.17) is $\theta \in \left[\theta_2^{(2)}, +\infty\right).$

Let $8 - \theta^3 + 2\theta^2 \leq 0$. This is equivalent to $\theta - \theta_2^{(2)} \geq 0$. Then one can see that in this case the solution of (2.17) is $\theta \in \left[\theta_2^{(2)}, +\infty\right).$

Thus, the solution to the inequality (2.17) is $\theta \geq 2$, i.e. $D_1 \geq 0$ for $\theta \geq 2$. So the equation (2.16) has two (resp. one) positive solutions for $\theta > 2$ (resp. $\theta = 2$):

$$x_3^{(4,1)} = \frac{1}{2} \phi_1(\theta) + \frac{\sqrt{D_1}}{2}, \quad x_3^{(4,2)} = \frac{1}{2} \phi_1(\theta) - \frac{\sqrt{D_1}}{2}. \quad (2.19)$$

Since $x + y = \phi_1(\theta)$, we have

$$x_3^{(4,1)} = y_3^{(4,2)}, \quad y_3^{(4,1)} = x_3^{(4,2)},$$

i.e., the solutions of the system are symmetrical:

$$\left(x_3^{(4)}, y_3^{(4)}\right), \quad \left(y_3^{(4)}, x_3^{(4)}\right).$$

**Subcase:** $x + y = \phi_2(\theta)$ for $\theta > 4$. In this case from (2.11), we get

$$x^2 - \phi_2(\theta)x + \frac{4}{\theta^2} = 0. \quad (2.20)$$

By a similar analysis as in the previous case one can prove that the equation (2.19) has two positive solutions iff $\theta > \theta_2^{(3)}$:

$$x_4^{(4,1)} = \frac{1}{2} \phi_2(\theta) + \frac{\sqrt{D_2}}{2}, \quad x_4^{(4,2)} = \frac{1}{2} \phi_2(\theta) - \frac{\sqrt{D_2}}{2}. \quad (2.20)$$

By symmetry these solutions have the form

$$\left(x_4^{(4)}, y_4^{(4)}\right), \quad \left(y_4^{(4)}, x_4^{(4)}\right).$$
These solutions generate only two distinct 4-periodic (different from 2- and 3-periodic ones) sequences:

\[
\theta \geq \theta_c^{(3)}: \quad \ldots, 1, x_3^{(4)}, 1, y_4^{(4)}, 1, x_3^{(4)}, 1, y_4^{(4)}, 1, \ldots \quad (2.21)
\]

\[
\ldots, 1, y_4^{(4)}, 1, x_3^{(4)}, 1, y_4^{(4)}, 1, \ldots
\]

**CASE** \(z \neq 1\). Denoting \(u = \sqrt[4]{x}, v = \sqrt[4]{z}, w = \sqrt[4]{y}\) by (2.10) we get

\[
\begin{align*}
&u = \theta w + \sqrt{\theta w + w^2}, \\
v &= \frac{u^2 + u^2 + \sqrt{u^2 + u^2}}{u^2 + u^2 + w^2}, \\
w &= \frac{1 + u^2 + u^2}{u^2 + u^2 + w^2}.
\end{align*}
\]

(2.22)

Consider the case \(k = 2\) then from the second equation of (2.22) we get (since \(v \neq 1\))

\[
v - 1 = \frac{\theta(u^2 - 1)}{\theta + u^2 + w^2} \iff \theta + u^2 + w^2 = \theta(1 + v). \quad (2.23)
\]

From the first and last equations of (2.22) we obtain

\[
u - w = \frac{\theta(u^2 - w^2)}{\theta + u^2 + w^2} \iff u = w \text{ or } \theta + u^2 + w^2 = \theta(u + w).
\]

\[
u + w = \frac{\theta(u^2 + w^2) + 2(1 + u^2)}{\theta + u^2 + w^2}.
\]

**Case** \(u = w\). In this case the system is in the form

\[
\begin{align*}
u &= \frac{\theta u^2 + u^2 + 1}{\theta + 2u^2}, \\
v &= \frac{2u^2 + u^2}{\theta + 2u^2}.
\end{align*}
\]

(2.26)

By (2.23) for \(u = w\) from (2.26) we get

\[
v = \frac{2}{\theta} \left( \frac{2 + \theta^2 v + 2v^2}{2\theta(1 + v)} \right)^2.
\]

That is

\[
4v^4 - 2\theta^2(\theta - 2)v^3 + (\theta^4 - 4\theta^3 + 8)v^2 - 2\theta^2(\theta - 2)v + 4 = 0. \quad (2.27)
\]

Introduce

\[
\xi = v + \frac{1}{v} > 2.
\]

Then from (2.27) we get

\[
4\xi^2 - 2\theta^2(\theta - 2)\xi + \theta^2(\theta - 4) = 0. \quad (2.28)
\]

Solutions of which are

\[
\xi_{1,2} = \frac{\theta}{4} \left( \theta^2 - 2\theta \mp \sqrt{\theta^2 - 4\theta^2 + 16} \right) \cdot
\]

We should have \(\xi_i > 2\). Recall \(\theta_c^{(3)}\) defined by (2.14). A numerical analysis shows that

\[
\xi_1 > 2, \quad \text{iff } \theta > \theta_c^{(3)}, \\
\xi_2 > 2, \quad \text{iff } \theta > 2.
\]

If \(\xi_1 > 2\) then we denote by \(\hat{v}_1\) and \(1/\hat{v}_1\) two solutions of \(v + 1/v = \xi_i\). Then corresponding \(\hat{x}_i\) can be found from equality \(2\hat{u}_i^2 = \theta \hat{v}_i\), i.e., denote \(x_i = \hat{u}_i^2 = \frac{\theta}{2} \hat{v}_i\) and \(\hat{x}_i = \frac{\theta}{2\hat{v}_i}\). Thus we obtain the following 4-periodic sequences

\[
\theta > \theta_c^{(3)}: \quad \ldots, 1, x_i, \hat{v}_i^2, x_1, 1, x_i, \hat{v}_i^2, x_1, 1, \ldots
\]

\[
\ldots, 1, \hat{x}_i, 1, \hat{x}_i, 1, \hat{x}_i, 1, \hat{x}_i, 1, \ldots
\]

(2.29)
Remark 2. Some of our results can be generalized for the system (2.22) is reduced to
\[ \theta > 2 : \quad \ldots, 1, x_2, \hat{v}_2, x_2, 1, x_2, \hat{v}_2, x_2, 1, \ldots \]
(2.30)

Case \( u \neq w \). Using (2.23) and (2.24) (for \( u \neq w \)) from (2.25) we get
\[
\begin{align*}
u + \hat{w} &= 1 + \nu \\
\nu + \hat{w} &= \frac{\theta^2 v + 2(1 + v^2)}{\theta(1 + v)}.
\end{align*}
\]
Thus
\[
1 + v = \frac{\theta^2 v + 2(1 + v^2)}{\theta(1 + v)} \quad \Leftrightarrow \quad (\theta - 2)(v^2 - \theta v + 1) = 0.
\]
(2.32)

The last equation has infinitely many solutions (i.e. \( \forall v > 0 \)) if \( \theta = 2 \) and two solutions
\[
v_{1,2} = \frac{1}{2}(\theta \pm \sqrt{\theta^2 - 4}), \quad \text{if} \quad \theta \geq 2.
\]
(2.33)

If \( \theta = 2 \) then for each \( v > 0 \) using (2.23) from the first equation of (2.22) (with \( k = 2 \)) we get
\[
2v^2 - 2(1 + v)u + v^2 + 1 = 0 \quad \Leftrightarrow \quad (u - 1)^2 + (v - v^2) = 0.
\]
The last equation has unique solution \( u = v = 1 \). For these values we get \( w = 1 \) too.

If \( \theta > 2 \) for a given solution \( v \) to find corresponding \( u \) and \( w \) we use (2.23) and from the first equation of (2.22) we get
\[
\theta u^2 - \theta(1 + v)u + v^2 + 1 = 0.
\]
Since \( v^2 + 1 = \theta v \) we have
\[
\theta u^2 - \theta(1 + v)u + \theta v = 0 \quad \Leftrightarrow \quad u^2 - (1 + v)u + v = 0.
\]
This has solutions \( u = 1 \) and \( u = v \). Similarly, from the third equation of (2.22) we get \( w = 1 \) and \( w = v \). Hence solutions \( (u, v, w) \) under conditions \( u \neq w, \, v \neq 1 \) have the form
\[
(1, v_1, v_1), (1, v_1, 1), (1, v_2, v_2), (v_2, v_2, 1).
\]
(2.34)

Going back to (2.9) we note that solutions (2.34), with \( v_i \) defined in (2.33), generate only two distinct sequences
\[
\theta \geq 2 : \quad \ldots, 1, 1, v_1, v_1, 1, 1, v_1, v_1, v_1, v_1, v_1, \ldots
\]
(2.35)

By Lemma 3, Remark 4, above obtained solutions and Theorem 2 we get the following result.

Theorem 5. For the model (1.6) with graph \( G \) given in Fig. 4, the number \( \nu_4(k, \theta) \) of 4-height-periodic GGMs (which are NOT 2- and 3-periodic) is given by the following formula
\[
\nu_4(2, \theta) = \begin{cases} 
0, & \text{if } \theta \leq 2 \\
5, & \text{if } \theta \in (2, \theta_0^{(3)}) \\
6, & \text{if } \theta = \theta_0^{(3)} \\
8, & \text{if } \theta > \theta_0^{(3)} 
\end{cases}
\]

Remark 2. Some of our results can be generalized for \( k \geq 3 \). For example, if \( u = 1 \) and \( v = w \) then system (2.22) is reduced to \( v^k + 1 = (\theta + 1)v^k + (\theta + 1)v - 1 = 0 \). This equation is very similar to (2.3).
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