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Abstract

When analyzing human motion videos, the output jitters from existing pose estimators are highly-unbalanced. Most frames only suffer from slight jitters, while significant jitters occur in those frames with occlusion or poor image quality. Such complex poses often persist in videos, leading to consecutive frames with poor estimation results and large jitters. Existing pose smoothing solutions based on temporal convolutional networks, recurrent neural networks, or low-pass filters cannot deal with such a long-term jitter problem without considering the significant and persistent errors within the jittering video segment.

Motivated by the above observation, we propose a novel plug-and-play refinement network, namely SMOOTHNet, which can be attached to any existing pose estimators to improve its temporal smoothness and enhance its per-frame precision simultaneously. Specially, SMOOTHNet is a simple yet effective data-driven fully-connected network with large receptive fields, effectively mitigating the impact of long-term jitters with unreliable estimation results. We conduct extensive experiments on twelve backbone networks with seven datasets across 2D and 3D pose estimation, body recovery, and downstream tasks. Our results demonstrate that the proposed SMOOTHNet consistently outperforms existing solutions, especially on those clips with high errors and long-term jitters. See more qualitative videos on the project page¹.

1. Introduction

2D human pose estimation [8, 32, 45, 52], 3D human pose estimation [16, 46, 65, 66, 68], and human mesh recovery [9, 24, 29, 30, 37] are a series of essential tasks in computer vision that have broad applications such as human-computer interaction and marker-less motion capture. For these tasks, per-frame precision and frame-by-frame smoothness are both critical optimization metrics. Most existing works employ an end-to-end framework for pose estimation. Despite some solutions introducing smoothness enhancement modules [9, 26, 29, 46, 61], they often suffer from severe jitter problems for complicated motions due to the challenges of co-optimizing precision and smoothness simultaneously.

Consequently, a recent trend is to perform pose refinement after an early-stage pose/body estimator. There are mainly two types of pose refinement methods: learning-based pose refinement and conventional low-pass filters. Learning-based refinement networks [27, 37, 57] typically use temporal convolutional networks (TCNs) or recurrent neural networks (RNNs) to learn jitter patterns for pose smoothing. While showing some benefits, their performance is not guaranteed. Applying low-pass filters [6, 10, 14, 19, 23, 47, 56, 64] could reduce jitter to an arbitrarily small value. However, there is a natural jitter-lag tradeoff, resulting in possible precision losses.

With the continuous improvement in human pose/body estimations, the output jitters from recent solutions are highly-unbalanced. Most frames in videos only suffer from...
slight jitters and can be easily smoothed with existing pose refinement solutions. The challenges lie with those images that largely deviate from training samples or contain complex or unseen poses due to occlusion or poor image quality. These rare/complex poses often persist in videos for a consecutive sequence of frames, leading to significant estimated errors and serious jitters for a continuous period. Without considering that all estimated results in a relatively long jittering video segment are not trustworthy, present refinement solutions try to smooth poses using local neighboring frames, thereby generating unsatisfactory results.

Motivated by the above observation, we propose SMOOTHNET, a novel plug-and-play pose refinement network that can deal with long-term and significant jitters. We summarize the contributions of this work as follows:

- We analyze the jitter problem in existing pose/body estimators and empirically show that significant jitters usually exist in consecutive rare/complex poses with large pose estimation errors.
- We propose a simple yet effective data-driven fully-connected network (FCN) with large receptive fields, which has the capacity to generate smoothed poses under long-term and significant jitters. Specially, unlike existing smoothing solutions largely affected by local frames with unreliable estimated poses, SMOOTHNET can suppress their impact and use estimated poses beyond the video segment with severe jitters to achieve better results. Moreover, by explicitly modeling the velocity and the acceleration with adjacent frames, SMOOTHNET is motion-aware and converges with better-refined poses efficiently.
- We conduct extensive experiments to validate the performance of SMOOTHNET on 7 datasets, 12 backbones, and 3 motion representations. Our results show that SMOOTHNET consistently outperforms existing solutions, especially for those video clips with high errors and long-term jitters.

2. Preliminaries and Motivation

2.1. Human Pose Estimation

For human pose estimation from videos, we input $L$ images $X$ to the pose estimator $f$, and then output estimated poses $\hat{Y} \in \mathbb{R}^{L \times C}$, where $C = N \times D$. $N$ is the number of keypoints associated with datasets, and $D$ denotes the number of output dimensions, e.g., $N = 17$ and $D = 3$ for 3D pose estimation with 17 detected skeleton keypoints. The above process can be formulated as follows.

$$\hat{Y} = f(X). \quad (1)$$

In a supervised manner, the estimator can be updated by employing the corresponding ground truth $Y \in \mathbb{R}^{L \times C}$. The target of these tasks is to minimize the distance between the estimation results $\hat{Y}$ and the ground truth $Y$.

In terms of motion representations, human pose estimation can be divided into 2D [8, 32, 45, 52] and 3D [39, 46, 65, 66, 68] pose estimation, which output 2D or 3D positions of the target person. Meanwhile, 3D pose estimation can be further divided into model-free and model-based methods, where the latter ones are also referred to as human mesh recovery [9, 22, 29, 30, 33, 37].

2.2. The Jitter Problem from Pose Estimators

As can be observed in Figure 2, pose estimation errors can be divided into two parts: the jitter between adjacent frames and an overall bias from the ground truth. In particular, in terms of jitters, there are frequent slight jitters due to the uncertainty of pose estimators (e.g., inevitably inconsistent annotations in the training datasets [1, 35]), sudden large jitters (e.g., caused by motion blur), and long-term significant jitters associated with rare/complex poses appearing consecutively in the videos.

Generally speaking, multi-frame pose estimation approaches [9, 26, 29, 37, 46, 65] show advantages over single-frame ones. Specifically, some works apply temporal models (e.g., GRUs [9, 29, 37], TCNs [46, 65], and Transformers [59, 69]) for feature extraction, ensuring the pose estimators have continuous inputs on time sequences. Other methods employ regularizers or loss functions for smoothness [26, 41, 43, 54, 57, 67] to constrain the temporal consistency across successive frames. However, such end-to-end frameworks still suffer from severe jitter problems since co-optimizing per-frame precision and frame-by-frame smoothness simultaneously will meet bottlenecks (as quantitatively explored in supplementary materials). Consequently, a number of pose refinement strategies are proposed in the literature.

2.3. Pose Refinement

Existing related methods roughly fall into two classes: Learning-based Methods: Some networks [12, 41, 44, 60] only use spatial information (e.g., keypoints or image features) to refine poses without considering smoothness.
There are a few solutions [21, 27, 57] that take smoothness into consideration with spatial-temporal modeling. Specifically, Jiang et al. [21] design a transformer-based network to smooth 3D poses in sign language recognition. Kim et al. [27] propose a non-local attention mechanism with convolutions represented by quaternions. Considering the occlusions on multi-person scenes, Vege et al. [57] use an energy optimization with visibility scores to adaptively filter the keypoint trajectories. However, since human topologies in various datasets are very different, relying on spatial features can lead to high computational costs and make it hard to generalize cross datasets. Recently, several generative models [37, 48, 67] are proposed to reconstruct smooth and precise motions, but they may produce unrealistic poses on unseen motions. Despite promising results in precision, the above refinement methods are usually specific to a particular motion representation, jitter source, or backbone, limiting their applications. In contrast, general low-pass filters [47, 64] can be used for pose refinement as well, and their smoothing capability is usually higher than learning-based solutions (as shown in Section 4.2).

**Low-Pass Filters:** 1D Low-pass filters are simple yet effective solutions for pose smoothing, especially for slight jitters. Kalman Filters [4, 23, 49] are optimal state estimators with prediction and update steps under linearity and Gaussian noise assumptions. One-Euro filter [6] proposes a first-order filter’s design with an adaptive cutoff frequency and exceeds the performance of Moving average and Kalman filters. However, these approaches fail when the input of the current frame is inaccurate because of cumulative errors. In order to exploit temporal information beyond subsequent data, another idea proposed to smooth jitters based on the sliding window algorithm. Specifically, moving averages [18] calculates the mean values over a specified period of time. Savitzky-Golay filter [47] uses a local polynomial least-squares function to fit the sequence within a given window size. Gaussian filter [64] modifies the input signal by convolution with a Gaussian function to obtain the minimum possible group delay. Although these methods have been broadly used in various areas, they still face a trade-off between jitters and lags, especially long-term jitters.

**2.4. Motivation**

In human motion videos, there are both easily estimated sequences and complex ones (e.g., under occluded or rare poses). As shown in Figure 3(b), existing pose estimators can output relatively accurate estimation results for most frames. Interestingly, the video segment with large position estimation errors also suffers from significant jitters. The reason is simple: such video segments contain rare/complex poses that are challenging to estimate, causing frequent estimation changes among adjacent frames.

Existing pose refinement methods fail to deal with such long-term and significant jitters.

- Existing learning-based solutions employ RNNs or TCNs to learn the jitter patterns [27, 37, 57]. On the one hand, the highly-unbalanced jitter patterns require many distinct learnable kernels, which is less compatible to the shared kernel design philosophy in RNN or TCN designs. On the other hand, these solutions focus more on extracting local temporal features. Consequently, they are inevitably affected by the large fluctuations within the jittering windows.

- While low-pass filters can reduce jitters within a timing window to an arbitrarily small value, they have a natural jitter-lag tradeoff. In order to mitigate long-term jitters, filters need to be applied on long timing windows, thereby resulting in more lags with potential precision losses.
Motivated by the above, we propose to employ fully-connected networks with large receptive fields to learn the jitter patterns from a global perspective.

3. Method

To cope with unbalanced jitter patterns in human pose estimators, especially long-term and significant jitters, our proposed SMOOTHNET $g$ learns the noisy estimation $\hat{Y} \in \mathbb{R}^{L \times C}$ generated from any pose/body estimators $f$ (as mentioned in Eq. 1).

$$\hat{G} = g(\hat{Y}),$$

where $g$ is the proposed SMOOTHNET, and $\hat{G} \in \mathbb{R}^{L \times C}$ is the refined poses produced by our approach.

3.1. Basic SmoothNet

![Figure 4. A simple yet effective SMOOTHNET design.](image)

To capture the long-term temporal relationship, a natural idea is to increase the effective receptive field. As fully-connected layer has been widely used to model long-term dependency in various tasks [11,53], we draw on its expressive power to learn long-term jitter patterns. Besides, according to the principle of superposition of movements [13], a movement can be decomposed as the superposition of several movements that are performed independently. Based on such principle, each axis $i$ in channel $C$ can be processed independently. Rather than implementing the FC layers on spatial dimensions [37,39,41,46], we apply FC layers along time axis, which is rarely explored. The proposed network is shown in Figure 4, where we construct multiple fully connected (FC) layers with residual connections along time axis. The computation of each layer can be formulated as follows.

$$\hat{Y}_{i,t}^{t+1} = \sigma \left( \sum_{t=0}^{T} w_i^t \ast \hat{Y}_{i,t} + b^i \right),$$

where $w_i^t$ and $b^i$ are learnable weights and bias at the $t_{th}$ frame and they are shared among different $i_{th}$ axis, respectively. $\sigma$ is the non-linear activation function (LeakyReLU is chosen). To process $\hat{Y}$ with SMOOTHNET, we adopt a sliding-window scheme similar to filters [31,47,64], where we first extract a chunk with size $T$, yield refined results thereon and then move to next chunk with a step size $s$.

3.2. Motion-aware SmoothNet

![Figure 5. The motion-aware SMOOTHNET design.](image)

As our goal is to capture jitter patterns, which is mainly presented as acceleration errors, it is straightforward to model acceleration in addition to position. As Figure 5 illustrates, we explicitly model the movement function in our network, i.e., velocity and acceleration. Given the prior with physical meaning, it is beneficial to leverage first-order and second-order motion information, making the learning process converge better and faster than Basic SMOOTHNET. Specifically, given the input $\hat{Y}$, we first compute the velocity and acceleration for each axis $i$, according to the Equation 4.

$$\hat{V}_{i,t} = \hat{Y}_{i,t} - \hat{Y}_{i,t-1}, \quad \hat{A}_{i,t} = \hat{V}_{i,t} - \hat{V}_{i,t-1}.$$  (4)

As shown in Figure 5, the top branch is the baseline stream to refine noisy positions $\hat{Y}$. The other two branches input the corresponding noisy velocity $\hat{V}$ and acceleration $\hat{A}$. To capture the long-term temporal cue, we also employ Equation 3 to refine velocity and acceleration. To aggregate information from different order of motions, we concatenate the top embedding of three branches and perform a linear fusion layer to obtain the final refined poses $\hat{G}$. Similar to the basic scheme in Section 3.1, this motion-aware scheme also works in a sliding-window manner to process the whole input sequence.

3.3. Loss Function

SMOOTHNET aims to minimize both position errors and acceleration errors during training, the objective functions are defined as follows.

$$L_{\text{pose}} = \frac{1}{T \times C} \sum_{t=0}^{T} \sum_{i=0}^{C} |\hat{G}_{i,t} - Y_{i,t}|,$$  (5)

$$L_{\text{acc}} = \frac{1}{(T - 2) \times C} \sum_{t=0}^{T} \sum_{i=0}^{C} |\hat{G}_{i,t}'' - A_{i,t}|,$$  (6)

where $\hat{G}_{i,t}''$ is the computed acceleration from predicted pose $\hat{G}_{i,t}$ and $A_{i,t}$ is the ground-truth acceleration. We simply add $L_{\text{pose}}$ and $L_{\text{acc}}$ as our final target.
4. Experiments

We validate the proposed SMOOTHNET from quantitative and qualitative results in the following sections. Due to the page limitation, we leave more analysis and discussions to Supplementary material. For more experimental details, please refer to the provided code.

4.1. Experimental Settings

**Backbones.** We validate the generalization ability on both smoothness and precision of the proposed SMOOTHNET covering three related tasks as shown in Figure 6.

**Training set.** To prepare training data, we first save the outputs of existing methods, including estimated 2D positions, estimated 3D positions, or estimated SMPL parameters. Then, we take these outputs as the inputs of SMOOTHNET and use the corresponding ground-truth data as the supervision to train the model. In particular, we use the outputs of FCN on Human3.6M, SPIN in 3DPW [58] and VIBE on AIST++ [34] to train the networks.

**Testing set.** We validate SMOOTHNET with different backbones on Human3.6M [20], 3DPW [58], MPI-INF-3DHP [40], AIST++ [34] and MuPoTS-3D [42] datasets.

**Downstream task.** Skeleton-based action recognition inputs 3D poses to classify actions as an important downstream task. To explore the effectiveness of more robust inputs, we first smooth the serious jitters of the ground-truth 3D positions from inputs, we first smooth the serious jitters of the ground-truth stream task. To explore the effectiveness of more robust puts 3D poses to classify actions as an important downstream task.

**Skeleton-based action recognition.** We validate the generalization ability on both smoothness and precision of the proposed SMOOTHNET covering three related tasks as shown in Figure 6.

**Evaluation Metrics.** To measure the jitter errors, we follow the related works [9, 26, 29] to adopt the mean per joint acceleration error (Accel). Its unit is mm/frame for 3D poses and pixel/frame for 2D poses. We highlight that Accel is the primary metric in the following discussion. To evaluate the precision for each frame, there are two commonly used metrics, namely the mean per joint position error (MPJPE) and the Procrustes Analysis MPJPE (PA-MPJPE) that remove effects on the inherent scale, rotation, and translation issues. For 3D pose estimation, their unit is mm. For 2D pose estimation, to validate the accurate localization precision, we simply use pixel as the unit.

**Implementation Details** The basic SMOOTHNET is an eight-layer model including the first layer, three cascaded blocks with a residual connection, and the last layer as a decoder. The motion-aware SMOOTHNET contains three parallel branch with the first layer, one cascaded block and the last layer for each branch. The parameters of SMOOTHNET is 0.33M and the average inference time is less than 1e-5 second per frame. The input window size T is 64 and the moving step size s is 1.

**4.2. Comparison with Existing Solutions**

**4.2.1 Comparison with Filters**

We compare three commonly used filters with SMOOTHNET combined VIBE [29] on AIST++ dataset. SMOOTHNET is trained on training sets of VIBE-AIST++.

In Table 1, we combine SMOOTHNET with the temporal backbone VIBE, where it can boost the acceleration error by 86.85% and MPJPE by 15.03%. Since the performance of filters will be heavily influenced by their hyperparameters, we try grid search in Table 1 to find the comparable Acceleration errors (lower parts) and MPJPE (upper parts) with us, respectively. From the upper parts, we observe that filters would suffer from over-smoothing problems in order to obtain similar acceleration error with us, resulting in delayed and unrealistic poses with high position errors. From the lower parts, we find that they are hard to achieve lower MPJPE due to the lack of prior on these noisy poses. That shows more precise filters will result in the less effective at mitigating jitters. Specifically, for the frame-by-frame approach, like the One-Euro filter, we found it is more difficult to achieve a lower smoothing effect as sliding-window-based filters [47,64], so we opt for compromise results. Under a large variation of noisy motions, like diverse and complex dances in AIST++, SMOOTHNET, as a learning-based approach with a long-range receptive field, shows superiority in both reducing jitters J and biased errors $S$. Besides, as our method can benefit from GPU parallelism, it yields faster inference speeds than previous methods.

Moreover, we further analyze the MPJPE and Accel distribution of VIBE, VIBE with Gaussian 1D Filter and VIBE with SMOOTHNET in Figure 7. In terms of Accel, 98.7% of VIBE’s original output falls above 4 mm/frame$^2$. Processed by Gaussian filter and SMOOTHNET, the percentage decreases to 56.5% and 41.6% respectively, where the
performance of SMOOTHNET is 26.4% better than the filter. This illustrates that our method can relieve larger jitters than Gaussian 1D Filter. As for MPJPE, 62.1% of VIBE’s output is larger than 90 mm. Gaussian 1D Filter reduced the proportion to 59.3% (only 4.5%) by removing certain jitters. The advantage of our model over traditional filters is proven by decreasing the percentage to 43.1% (by 30.6% improvement), indicating SMOOTHNET can mitigate the influence on long-term jitters with unreliable poses. This is because SMOOTHNET has the capability to learn the long-range noisy patterns and then cut down the biased error \( S \) in a data-driven manner.

**Qualitative Results.** We visualize the qualitative results on a specific axis to demonstrate the effectiveness of SMOOTHNET. Specially, Figure 8 illustrates the output positions of VIBE, VIBE with several Gaussian filters (G.F.), of different window sizes, VIBE with our method and the ground truth. The filter can relieve jitter errors with the increase of window size but suffer from over-smoothness when the window size is larger than 65, leading to worse position errors. Instead, with a learnable design and long-range receptive fields, SMOOTHNET can not only relieve jitters but also narrow down biased errors consistently.

4.2.2 Comparison with RefineNet

Comparable learning-based methods are HPRNet [27] and RefineNet [57]. Since the former one is not open source with different training and testing settings, we can only compare with RefineNet, which is designed for multi-person 3D pose estimation, on MuPoTS-3D [42] dataset. This model is trained on multi-person MPI-INF-3DHP and MuCo-Temp datasets, while SMOOTHNET are train on VIBE-AIST++ (the same model in Section 4.2.1), without any finetuning to explore the generalization ability of SMOOTHNET cross datasets and backbones. Additionally, RefineNet has compared with the interpolation and OneEuro filter [6], and it can surpass both two methods, therefore we will not compare them again. We compare them on the universal coordinates, where each person is rescaled according to their hip and has a normalized height. In Table 2, we first analyze the effectiveness of the combination with the TPoseNet backbone [57], which is a temporal residual convolution network for 2D-to-3D pose estimation proposed as the baseline of RefineNet. Although MPJPE of RefineNet drops the most as it has been trained on the relevant datasets, we discover that its acceleration error is the highest, indicating that the smoothing ability of RefineNet is not even as good as the filters [47, 64]. Furthermore, our method improves filters on Accel by 12.80%. At the same time, the learning-based method shows more powerful for reducing the biased errors by 2.4% than filters. Finally, we try to refine the RefineNet with filters and SMOOTHNET. The bottom half of Table 2 demonstrates all methods have performance gain. Among them, SMOOTHNET still obtains the largest improvements by 13.4% and 2.5% in Accel and MPJPE respectively, and it can be complementary to existing learning-based methods.

4.3. Combination with Existing Methods

As a plug-and-play network, SMOOTHNET can combine with the existing methods, we show the results on both skeleton-based methods in Section 4.3.1 and SMPL-based
methods in Section 4.3.2.

### 4.3.1 2D and 3D Pose Estimation

In Table 3, we compare the results of skeleton-based methods on Human3.6M dataset. The Acceleration errors of all the backbones combined with our method are significantly reduced, and MPJPEs are also reduced to some extent. In specific, Accel and its MPJPE are reduced to a greater extent for the single-frame networks. Also, we observe that Accel is similar to different backbones, representing that SMOOTHNET has capability to relieve kinds of jitters. Since the SMOOTHNET is only train on FCN-Human3.6M, the improvements on FCN [39] will be larger than other backbones by 95.3%, 4.46% and 3.9% in Accel, MPJPE and PA-MPJPE respectively. To explore the effect on significant and long-term jitters, we further calculate the worst 10% of MPJPEs (MP.-10%) and their corresponding Accel (AC-10%) as the poorer estimated poses for each backbone. All estimated errors on 3D poses are decreased by about 25%, especially 85.9% for the trained backbone FCN getting the best-refined MPJPE (62.94mm). Those results can also validate its ability to generalize across backbones well.

In Table 4, we give the results of SMPL-Based methods for body recovery on 3DPW, MPI-INF-3DHP and Human3.6M dataset. SMOOTHNET is trained with the outputs from SPIN [30], where it has large range noises and is tested across different backbones. Overall, our method has a consistent improvement in smoothness and precision. In specific, SMOOTHNET can reduce Accel on SPIN and VIBE by a large margin due to its effective smoothness ability. For the temporal baseline VIBE, our method improves by about 80% and 2% on Accel and MPJPE, respectively. Moreover, because TCMR has used some smooth strategies in their models, their original Accel is relatively small. But we find its first and last few frames could not be smoothed out, resulting in larger Accel. In this condition, our method can relieve those jitters and further enhance its performance. Meanwhile, we add the post-processing slerp filter to minimize Euclidean distance on quaternion from MEVA on TCNs. The filter can improve Accel but cause over-smoothness, leading to higher position errors.

### 4.3.2 Human Mesh Recovery

Analysis on Long-range Scheme. To further verify the effect and necessity of such long-range receptive fields, we compare ways of doing local convolution with small kernel size (here is 3), such as temporal convolution networks [2]. We conduct experiments on TCNs with different window sizes $T$ and compare them with SMOOTHNET. Similar to Section 4.2.1, we use inputs from VIBE-AIST++. Table 5 indicates (i) the performance of TCN increases as the increase of window size; (ii) the Accel of TCNs are still worse than filters [64], implying local aggregation for noisy poses with the shared kernels can not handle time-varied jitters well; (iii) but MPJPE of TCNs are lower than filters, indicating the learning-based methods can further reduce biased errors $S$ with learning the noisy pose prior; (iv) SMOOTHNET reveals its superiority with long-range receptive fields for each layer to capture global temporal coherence and suppress the influence of unreliable estimations, gaining more on both smoothness and precision.

Analysis on Model Design. To capture long-range noisy poses correlations, we first propose a simple basic model with the residual fully connected network on temporal dimension, called Basic SMOOTHNET. To further add known motion function explicitly to deep models, we design a motion-aware temporal network as the SMOOTHNET. Figure 9 illustrates the training and testing precision curves of these two models on 3DPW. We can observe that (i) Basic model tends to somewhat overfit; (ii) SMOOTHNET fits better and obtain slightly lower position errors. In comprehensive studies, we summarize the motion-aware SMOOTHNET can fit better than the basic one, while the basic one can still obtain impressive results with its simple design.
Table 4. Evaluation of state-of-the-art methods on 3DPW [58], MPI-INF-3DHP [40], and Human3.6M [20]. All methods do not use 3DPW [58] on training. * means multi-frame backbones.

| Method          | 3DPW   | MPI-INF-3DHP | Human3.6M |
|-----------------|--------|---------------|-----------|
|                 | Accel | MPJPE | PA-MPJPE | Accel | MPJPE | PA-MPJPE | Accel | MPJPE | PA-MPJPE |
| SPIN [30]       | 29.8  | 102.4 | 60.1     | 29.6   | 106.8 | 67.0     | 18.6  | 68.5  | 46.5     |
| SPIN w/ours     | 6.0   | 97.6  | 58.6     | 6.2    | 103.5 | 65.9     | 2.8   | 67.5  | 46.3     |
| VIBE* [29]      | 23.2  | 83.0  | 52.0     | 22.8   | 96.4  | 63.7     | 15.8  | 78.1  | 53.7     |
| VIBE* w/ours    | 6.2   | 82.1  | 51.6     | 6.0    | 95.2  | 63.2     | 2.9   | 76.2  | 53.1     |
| TCMR* [9]       | 6.8   | 86.5  | 52.7     | 8.5    | 97.6  | 63.5     | 3.9   | 73.6  | 52.0     |
| TCMR w/MEVA* [37]| 6.2  | 88.7  | 55.0     | -      | -     | -        | 3.1   | 77.2  | 55.4     |
| TCMR* w/ours    | 5.9   | 86.0  | 52.4     | 5.8    | 96.9  | 63.1     | 2.8   | 73.1  | 51.7     |

Table 5. Comparison results with TCNs (T) on VIBE-AIST++.

| Method          | Gaussian1d | TCN(27) | TCN(81) | TCN(243) | Ours    |
|-----------------|------------|---------|---------|----------|---------|
| Accel           | 4.95       | 14.46   | 11.84   | 10.07    | 4.36    |
| MPJPE           | 104.54     | 103.53  | 101.17  | 99.76    | 92.46   |
| PA-MPJPE        | 72.50      | 72.99   | 72.30   | 71.92    | 69.75   |

Impact on Window Size. The same sliding-window based methods [9, 27, 29, 47], the window size $W$ has a large impact on smoothness. We demonstrate the effects on different window size from 2 to 128 frames in Table 6. As the window size becomes longer, the Accel will decrease consistently, but the MPJPE and PA-MPJPE will be reduced first and then increases, indicating that 64 frames will be a suitable size to balance the smoothness and precision.

Table 6. Effect of window size $W$ on VIBE-AIST++ [34].

| $W$  | VIBE  | 2     | 8     | 16    | 32    | 64    | 128   |
|------|-------|-------|-------|-------|-------|-------|-------|
|      | Accel | 33.16 | 18.98 | 6.49  | 4.99  | 4.48  | 4.36  | 4.34  |
| MPJPE| 108.82| 102.88| 96.59 | 93.90 | 93.04 | 92.46 | 93.20 |
| PA-MPJPE| 73.97| 73.55 | 70.94 | 69.79 | **69.56** | 69.75 | 70.57 |

4.5. Impact on Downstream Task

3D skeleton-based action recognition is essential for human motion understanding. The two largest and widely-used action classification datasets, NTU RGB+D 60 and 120 [36, 50], are collected with Kinect. They are quite noisy (see Figure 10(a)), which has an adversarial impact on their robustness. Since SMOOTHNet is a pose smoothing network, we exploit it to denoise the original 3d poses (shown in Figure 10(b)). In Table 7, we present the Top-1 accuracy among different inputs to train the popular networks [51, 63]. With SMOOTHNet, the accuracy can be further increased, especially it improves by 1.4% and 1.3% on X-Sub and X-Set respectively for the more complex dataset with 120 classes.

Table 7. Comparison against existing methods on originally noisy or smoothed 3D positions of NTU RGB+D 60 and 120 dataset in terms of Top-1 accuracy(%). Higher values will be better.

| Method          | NTU RGB+D 60 | NTU RGB+D 120 |
|-----------------|--------------|---------------|
|                 | X-Sub (%)    | X-View (%)    | X-Sub (%)    | X-View (%)    |
| ST-GCN [63]     | 84.3         | 92.7          | 71.3         | 72.4          |
| ST-GCN w/ours   | 84.9         | **92.8**      | 72.9         | **73.0**      |
| 2s-AGCN [51]    | 88.9         | 95.1          | 82.9         | 84.9          |
| 2s-AGCN w/ours  | 89.7         | **95.3**      | 84.1         | **86.0**      |

5. Conclusion

In this work, we propose SMOOTHNet, a simple yet effective pose refinement network to improve the temporal smoothness and per-frame precision of existing pose/body estimators. Compared to existing solutions, SMOOTHNet can deal with long-term significant jitters that occurred often with rare or occluded poses, as verified with comprehensive experiments on a large number of backbone networks and datasets.

Limitations: As a post-processing model, although our approach consistently improves the performance of existing backbones, the final pose estimation performance is constrained by the given backbones. Therefore, it would be interesting to explore the inter-play between the backbone network and SMOOTHNet, and we leave it for future work.
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Supplementary Material:
SmoothNet: A Plug-and-Play Network for Refining Human Poses in Videos

1. Experimental Details

1.1. Dataset Description

- Human3.6M [20] consists of 3.6 million video frames with 15 actions from 4 camera viewpoints with 50 fps. 3D human joint positions are captured accurately from high-speed motion capture system. We can use the camera intrinsic parameters to calculate their accurate 2D joint positions. Following previous works [5, 39, 46, 65], we adopt the standard cross-subject protocol with 5 subjects (S1, S5, S6, S7, S8) as training set and another 2 subjects (S9, S11) as test set.

- 3DPW [58] an in-the-wild dataset consisting of more than 51,000 frames with accurate 3D poses in challenging sequences with 30fps. It is always used to validate the effectiveness of model-based methods [9, 25, 29, 30].

- AIST++ [34] is a new and more challenging dataset that comes from the AIST Dance Video DB [55]. It contains 1,408 sequences of 3D human dance motion with 60 fps, providing 3D human keypoint annotations and camera parameters for 10.1M images, covering 30 different subjects in 9 views. We follow the original settings to split the training and testing sets based on different subjects.

- MPI-INF-3DHP [40] contains both constrained indoor scenes and complex outdoor scenes, covering a greater diversity of poses and actions, where it is usually taken as a cross-dataset setting to verify the generalization ability of the proposed methods. That is, we use this dataset as the test set.

- MuPoTS-3D [42] is a test set of multi-person 3D human pose estimation, containing 20 indoor and outdoor video sequences. We also use it as the test set.

- NTU-RGBD 60 [50] and NTU-RGBD 120 [36] are the most used datasets for action recognition. Since they are captured by three Kinect V2 cameras concurrently, providing 3D skeletal positions of 25 body joints at each frame, many works perform skeleton-based action recognition on them. Specifically, NTU-RGBD 60 contains 60 action classes and 56,880 video samples, and NTU-RGBD 120 adds another 60 classes and another 57,600 video samples. We follow the common training and testing protocols as the methods [51, 63] split into Cross Subjects and Cross Viewpoints.

1.2. Implementation Details

For data preprocessing, we normalize 2D positions into [-1, 1] by the width and length of the videos, and we use root-relative 3D positions with the unit of meter, where they can range in [-1, 1]. For SMPL estimation, we use the original 6D rotation matrix without any normalization.

For the usage of motion representations, in the training stage, we use 3D positions to train SMOOTHNET by default. Because SMOOTHNET shares its weights as well as biases among different spatial dimension, it can be used directly to cross different motion representations. In the inference stage, we can use the trained model to test on different motion representations. If the number of skeleton points is N, the outputs of 2D (C = 2 * N) and 3D (C = 3 * N) pose estimation are a series of 2D and 3D positions. The outputs of mesh recovery are the pose parameters as 6D rotation matrix [70] (C = 6 * N), 10 shape parameters and 3 camera parameters. Different datasets have different N, such as N is 17 on Human3.6M, MPI-INF-3DHP and MuPoTS-3D, N is 24 on 3DPW and AIST++, N is 25 on NTU-RGBD 60 and NTU-RGBD 120.

For the usage of the AIST++ dataset [34], because of lacking of enough keypoints as constraints, we find that some inaccurate fitting from SMPLify [3] causes misleading supervision in 6D rotation matrices and high errors. We simply throw away the test videos with MPJPE (computed by the estimated results of VIBE and the given ground truth) greater than 170mm.

For training details, the initial learning rate is 0.001, and it decays exponentially with the rate of 0.95. We train the proposed model for 70 epochs using Adam [28] optimizer. The mini-batch size is 128. Our experiments can be conducted on a GPU with an NVIDIA GTX 1080 Ti.

For hyper parameters of filters, in the upper part of Table 1, to obtain comparable MPJPEs, we set the window size of Savitzky-Golay filter as 257 and the polyorder (order of the polynomial used to fit the samples) as 2 to obtain the comparable Acceleration errors with us. For Gaussian1d filter, we set the sigma (standard deviation for Gaussian kernel) as 4 and window size as 129. For One-Euro filter, the cutoff (the minimum cutoff frequency) is $10^{-4}$ and the lag value (the speed coefficient) is 0.7. Meanwhile, in the lower part of Table 1, to obtain comparable MPJPEs, we set 17 as the window size with the polyorder as 2 for the Savitzky-Golay filter. We apply 11 as the window size with sigma as 2 for Gaussian1d filter, and modify the cutoff to 0.5 for One-Euro filter. In addition, we follow the common tools
2. Experimental Analyses

2.1. Rethink Existing End-to-End Frameworks

To explore the bottleneck of existing methods on optimizing precision and smoothness concurrently, we take experiments on popular 3D skeleton-based methods [39, 46] and SMPL-based methods [29, 30]. In terms of the single-frame approaches (T = 1), we implement the simple baseline [39] for 3D pose estimation tested on the Human3.6M dataset and remove GRUs in VIBE [29] for body recovery tested on the 3DPW dataset. For multi-frame methods (T > 1), we apply the video-based 3D pose estimator [46], conducting temporal convolution networks with dilated convolution along the time axis and the official VIBE. The difference between single-frame methods and multi-frame methods is different from aggregation strategies along the temporal dimension. Two evaluation metrics, mean position errors (MPJPE) and acceleration errors (Accel), are used.

Figure 1 illustrates the training and testing performance for both MPJPE and Accel. For the single-frame models (T = 1) [30, 39], we observe that the position errors decrease, but the acceleration errors become larger as the epochs increases, indicating that the single-frame methods extracting only spatial information are likely to sacrifice smoothness in exchange for localization performance improvement. It is important to exploit temporal information explicitly.

For multi-frame approaches [29,46] (T = 27), they make use of temporal information by TCNs [46] and GRUs [29] respectively and improve both precision and smoothness. Yet, their loss function is applied to each frame and their smoothness is still far from satisfactory, which is intuitively not beneficial for smoothness optimization.

Accordingly, we further add an acceleration (Acc.) loss on the per-frame L1 loss, which constrains the estimated acceleration to be as close as to the ground truth’s acceleration. As shown in the right ones (T = 27 w/Acc. loss), although the acceleration errors decrease further, the position errors increase instead. It implies that it is hard to achieve optimal precision and smoothness simultaneously within an end-to-end framework. The reasons behind this may lie in that temporal and spatial information may generalize and overfit at different rates as two different modalities [62]. This observation motivates us to adopt the refinement paradigm.

To quantitatively explore the combination strategies of refinement methods with existing backbones, such as training two models together (the one-stage strategy) or training them separately (the two-stage method), we try each of them on 3D pose estimation and body recovery. Specifically, if SMOOTHNET is trained together with the backbones in an end-to-end manner (w/B), it belongs to the one-stage strategy. And if SMOOTHNET is trained separately, it is called the two-stage method. As shown in Table 1, we can observe that: (i) the temporal model [46] with multiple frames as inputs will gain in both Accel (smoothness) and MPJPE (precision), but the computational costs will be increased; (ii) adding acceleration loss or SMOOTHNET in an end-to-end way can benefit Accel but harm MPJPE; (iii) adding intermediate L1 supervision between the backbones and SMOOTHNET (w/B ◦) shows a slight drop in performance, but after adding an additional acceleration loss will improve both metrics. Compared with one-stage strategies, two-stage solutions with a refinement network show their strengths in boosting both smoothness and precision with a lightweight SMOOTHNET.

2.2. More Comparison with Filters

In Section 4.2.1 of the main paper, we compare the performance with filters on human body recovery. We further show more results on the tasks of 2D pose estimation and 3D pose estimation on Human3.6M. In Table 3, the upper

---

2 https://github.com/mkocabas/VIBE/blob/master/lib/utils/one_euro_filter.py
3 https://docs.scipy.org/doc/scipy/reference/generated/scipy.signal.savgol_filter.html
4 https://docs.scipy.org/doc/scipy/reference/generated/scipy.ndimage.gaussian_filter1d.html

Figure 1. Comparison mean position and acceleration errors during training and testing stages of single-frame (T = 1) [39] and temporal (T = 27 or T = 16) [29,46] pose estimation and mesh recovery methods. w/Acc. loss adds an acceleration loss in the training stage. In (b) T = 1, we simply remove GRUs and set sequence length as 1.
Table 1. Comparison of the 3D pose estimation results from VideoPose3d [46] of different training strategies on Human3.6M. × means acceleration loss added in the loss function. B means to add SMOOTHNet behind the origin network trained in an end-to-end manner. ○ adds an intermediate L1 supervision between the backbone and SMOOTHNet.

| Strategy | Accel | MPJPE | Params. |
|----------|-------|-------|---------|
| In = 1   | 21.99 | 52.40 | 6.39M   |
| In = 16  | 17.11 | 82.06 | 56.77   |
| In = 16 w/ × | 23.43 | 84.51 | 57.81   |
| Ours     | 6.12  | 82.98 | 57.27   |

Table 2. Comparison results of the body recovery from VIBE [29] of different training strategies on 3DPW. × means acceleration loss added in the loss function. B means to add SMOOTHNet behind the backbones trained in an end-to-end manner.

| Strategy | Accel | MPJPE | PA-MPJPE | MPJVE |
|----------|-------|-------|----------|-------|
| In = 1   | 32.69 | 84.54 | 57.94    | 102.05|
| In = 16  | 27.11 | 82.06 | 56.77    | 105.08|
| In = 16 w/ B | 25.79 | 86.56 | 59.93    | 105.08|
| Ours     | 6.05  | 81.42 | 56.21    | 98.83 |

Table 3. Comparison of most used filters with different estimated poses from CPN [8] and FCN [39] on Human3.6M.

| Method    | Accel | MPJPE | PA-MPJPE | Test FPS |
|-----------|-------|-------|----------|----------|
| CPN [8]   | 2.91  | 6.67  | 5.18     | -        |
| w/One-Euro [6] | 2.32  | 6.64  | 5.14     | 32.89%   |
| w/Savitzky-Golay [47] | 0.29  | 6.48  | 4.99     | 884.96k  |
| w/Gaussian1d [64] | 0.17  | 6.48  | 4.97     | 46.73k   |
| w/One-Euro [6] | 0.27  | 11.06 | 6.46     | 34.34k   |
| w/Savitzky-Golay [47] | 0.17  | 7.36  | 5.71     | 855.00k  |
| w/Gaussian1d [64] | 0.14  | 6.81  | 5.17     | 228.22k  |
| w/Ours    | 0.14  | 6.31  | 4.81     | 978.62k  |
| FCN [39]  | 19.18 | 54.57 | 42.23    | -        |
| w/One-Euro [6] | 8.41  | 54.21 | 42.03    | 29.55k   |
| w/Savitzky-Golay [47] | 1.30  | 53.52 | 41.55    | 632.24k  |
| w/Gaussian1d [64] | 1.18  | 53.54 | 41.51    | 32.36k   |
| w/One-Euro [6] | 0.99  | 123.15| 83.23    | 30.98k   |
| w/Savitzky-Golay [47] | 0.98  | 79.47 | 61.28    | 609.76k  |
| w/Gaussian1d [64] | 0.93  | 55.14 | 43.22    | 169.76k  |
| w/Ours    | 0.91  | 52.05 | 40.54    | 675.68k  |

Table 4. Comparison of 3D pose with different synthetic noises from Gaussian Noise on Human3.6M. p is the probability of adding noise, and σ means the variance. pix. is the abbreviation of pixel.

| Gaussian Noise | In Accel | Out Accel | In MPJPE | Out MPJPE |
|----------------|----------|-----------|----------|-----------|
| p = 0.5, σ = 10 pix. | 10.10    | 0.20      | 3.56     | 0.83      |
| p = 0.5, σ = 50 pix. | 50.53    | 0.35      | 17.80    | 2.02      |
| p = 0.5, σ = 100 pix. | 101.06   | 0.31      | 35.59    | 1.42      |
| p = 0.1, σ = 50 pix. | 14.31    | 0.19      | 3.90     | 0.67      |
| p = 0.5, σ = 50 pix. | 50.53    | 0.35      | 17.80    | 2.02      |
| p = 0.9, σ = 50 pix. | 72.26    | 0.27      | 28.97    | 6.00      |
| p = 0.5, σ = 10mm | 26.25    | 0.84      | 9.68     | 3.54      |
| p = 0.5, σ = 50mm | 131.25   | 1.55      | 48.42    | 7.00      |
| p = 0.5, σ = 100mm | 262.49   | 1.24      | 96.84    | 20.38     |
| p = 0.1, σ = 50mm | 40.68    | 1.03      | 11.46    | 2.46      |
| p = 0.5, σ = 50mm | 131.25   | 1.55      | 48.42    | 7.00      |
| p = 0.9, σ = 50mm | 184.32   | 2.10      | 74.46    | 16.85     |

2.3. Smoothness on Synthetic Data

Due to the lack of pairwise labeled data, some approaches [7, 14, 15, 17, 38, 48] for Mocap sensors denoising verify the validity of their approaches on synthetic noise, like Gaussian noises. We follow their methods to generate the noisy poses, adding different levels of Gaussian noises on the ground truth data. We take the Human3.6M dataset as an example. In the training stage, we generate Gaussian noises with the probability p and noise variance σ on the ground truth 2D or 3D positions for 2D or 3D pose estimation respectively as synthetic training data. SMOOTHNet can be trained on these synthetic data. In the inference stage, we also add the same noise level to the test set as the synthetic test data to test the corresponding SMOOTHNet. Table 4 gives the corresponding results of our model. SMOOTHNet can refine the noises/jitters at a large margin without any spatial correlations. For instance, in terms of 3D pose estimation, either as the variance of Gaussian noises increase from 10mm to 100mm or the probability changing from 0.1 to 0.9, SMOOTHNet can decrease Accel and MPJPE at a large margin. Those results indicates SMOOTHNet will be also beneficial to remove different synthetic noises.

Table 4. Comparison of 3D pose with different synthetic noises from Gaussian Noise on Human3.6M. p is the probability of adding noise, and σ means the variance. pix. is the abbreviation of pixel.

Impact on Loss Function. As mentioned in Section 3.3 of the main paper, we use $L_{pose}+L_{acc}$ as our final objective function. Here we explore how the loss functions affect the performance in Table 5. First, we find that only single-frame supervision $L_{pose}$ would be slightly worse than our result by 5.51% in Accel, while the MPJPEs are competitive. It shows the precision can be optimized well by the $L_{pose}$. Next, only with $L_{acc}$ will make all results worst. Last, adding $L_{pose}$ and $L_{acc}$ together to train the SMOOTHNet will benefit both smoothness and precision, proving that $L_{acc}$ companies with $L_{pose}$ can play its smooth role.

2.4. More Ablation Study
Table 5. Comparison of refined results by different loss functions based on the outputs of the SMPL-based method EFT [22] on the 3DPW dataset.

| Method               | Accel | MPJPE | PA-MPJPE |
|----------------------|-------|-------|----------|
| EFT                  | 32.49 | 90.33 | 52.19    |
| $L_{\text{pose}}$   | 6.12  | 85.23 | 50.30    |
| $L_{\text{acc}}$    | 7.63  | 446.54| 356.61   |
| $L_{\text{pose}} + L_{\text{acc}}$ | 5.80  | 85.16 | 50.31    |

Impact on Motion Representation. Motivated by this natural smoothness characteristic, we can unify various continuous representations and make SMOOTHNET generalize across these representations. In particular, 2D, 3D position, and 6D rotation matrix are continuous representations of the same space in neural networks. In contrast, the rotation representations as axis-angle or quaternion are discontinuous in the real Euclidean spaces [70], which may be hard for neural networks to learn. Accordingly, we explore the effects of these representations used to train SMOOTHNET on EFT [22]. Table 6 shows the training results on each motion representation. We can see that the representation as axis-angle or quaternion obtains worse results on smoothness and precision. They may encounter some sudden changes/flips leading to poor results due to the discontinuity of the expression. Instead, the 6D rotation matrix and 3D position will be more suitable to learn and improve all metrics. Furthermore, 3D positions reach the best performance by decreasing 82.15% in Accel, 5.72% in MPJPE, and 3.60% in PA-MPJPE.

Table 6. Comparison of refined results trained by different motion representations based on the outputs of EFT [22] on the 3DPW dataset.

| Method       | Accel | MPJPE | PA-MPJPE |
|--------------|-------|-------|----------|
| EFT          | 32.49 | 90.33 | 52.19    |
| Angle-Axis   | 77.89 | 172.17| 51.38    |
| Quaternion   | 28.50 | 91.23 | 51.03    |
| 6D Rotation  | 6.23  | 87.16 | 50.86    |
| 3D Position  | 5.80  | 85.16 | 50.31    |

Last, to explore whether there is also better generalization between different continuous modalities, such as 3D position and 6D Rotation, cross-modality tests were carried out demonstrated in Table 7. We can summarize some observations: (i) when tested across modalities, all results will be worse relative to the modality the model trained on; (ii) SMOOTHNET trained in 3D coordinates, smoothed directly over the representation of the 6D rotation matrix, can achieve even better performance than training on the 6D rotation matrix itself. Hence, these results motivate us to use 3D positions as supervision by default, where the 3D positions contain more information than 2D positions and their ground truth are usually more precise than 6D rotation matrix (explicitly find in the AIST++ dataset, like Figure 2).

Table 7. Comparison of refined results by cross motion representations testing based on the outputs of EFT [22] on the 3DPW dataset. Cross-Test means training the SMOOTHNET on a motion representation while testing it on another modality directly.

| Method               | Accel | MPJPE | PA-MPJPE |
|----------------------|-------|-------|----------|
| EFT                  | 32.49 | 90.33 | 52.19    |
| 6D Rotation          | 9.26  | 88.16 | 50.30    |
| Cross-Test on 3D Position | 7.10  | 88.13 | 51.79    |
| 3D Position          | 5.80  | 85.16 | 50.31    |
| Cross-Test on 6D Rotation | 5.91  | 86.54 | 50.72    |

Effect of Normalization Strategies. Normalization is an effective way to calibrate biased errors and improve the generalization ability. As a plug-and-play network, we also explore how different normalization strategies influence the results, especially the generalization ability. In the main paper, we do not use any normalization by default. In Table 8, we compare three normalization strategies. Particularly, w/o Norm. denotes taking the original estimated results without normalization, and Sequence Norm. indicates normalizing each input axis $\hat{Y}_i$ with means and variances computed from input sequences along axis. Because the estimated inputs are always noisy and the bias shift between the training data and testing data, the above normalization methods will be affected. Instead, using the mean and variance from the ground truth (with $\dagger$) along each axis can avoid such influences and we can explore the upper bound performance under the Sequence Norm. normalization.

Hence, we first compare the performance of different normalization based on the outputs of EFT [22] on the 3DPW dataset in the upper part of Table 8. We can discover that the smoothing ability for all normalizations is similar, and the main difference lies in the degree of biased error removal. In specific, under the Sequence Norm. $\dagger$ normalization, the MPJPE can decreases from 85.16mm to 61.65mm, improved by 27.5%. To explore the generalization ability cross backbones, we further test SMOOTHNET trained on EFT-3DPW on TCMR [9]-3DPW. From the lower part of the table, we can get similar conclusions as above. In specific, SMOOTHNET can reduce Accel from 6.77mm/frame$^2$ to about 6mm/frame$^2$, and the upper bound of MPJPE can be 68.51mm (improvement by 20.8%) from the refinement stage.

3. Qualitative Results

As jitters seriously affect visual effect, we visualization a number of results according to different tasks, like 2D pose estimation, 3D pose estimation, and model-based body recovery. For 2D and 3D pose estimation, we show two
Figure 2. Comparison the results of the ground truth, VIBE [29] with VIBE w/ SMOOTHNET on AIST++ dataset.

Table 8. Comparison of the results of different normalization based on the outputs of EFT [22] and cross-backbone testing on the outputs of TCMR [9] on 3DPW dataset. † means using the same mean and variance as the ground truth to explore the upper bound performance.

| Method          | Accel | MPJPE | PA-MPJPE |
|-----------------|-------|-------|----------|
| EFT [22]        | 32.49 | 90.33 | 52.19    |
| w/o Norm.       | 5.80  | 85.16 | 50.31    |
| Sequence Norm.  | 5.82  | 88.21 | 51.06    |
| Sequence Norm. †| 5.80  | 61.65 | 44.28    |
| TCMR [9]        |       | 6.77  | 86.46    | 52.67    |
| w/o Norm.       | 5.91  | 86.04 | 52.42    |
| Sequence Norm   | 6.00  | 86.34 | 52.87    |
| Sequence Norm † | 5.92  | 68.51 | 49.15    |

kinds of actions on Human3.6M respectively with the corresponding Accel and MPJPE for each frame. The estimated 2D poses are from the single-frame SOTA method RLE [32], and the estimated 3D poses are from the single-frame method FCN [39]. For model-based methods, the estimated results come from VIBE [29] on AIST++ dataset and SPIN [30] on 3DPW dataset.

We can observe that the jitters in a video are highly-unbalanced, where most frames suffer from slight jitters while long-term significant jitters will be accompanied with large biased errors. SMOOTHNET can relieve not only small jitters but long-term jitters well. And it can boost both smoothness and precision significantly. Specifically, unlike low-pass filters [14, 19, 47], our method can estimate the high-frequency movements well, like the action Posing (3d_pose/smooth3d_SubS9_ActPosing_Cam0_SmoothNet.mp4).

Finally, we observe that some ground truth of AIST++ is not quite accurate and smooth, especially for the 6D rotation matrices from SMPL fitting with less constraints. Instead, Their 14 skeletal 3D positions are more precise from multi-view 2D keypoints and camera parameters, which will be more suitable as the supervision. Meanwhile, SMOOTHNET is able to cross modality to smooth results from 3D positions to rotation matrices. Moreover, the data-driven models, like VIBE [29], are basically no back bulge, illustrated the red arrow in Figure 2. Thus, our method can benefit from both the precise 3D positions from the ground truth of AIST++ at training stage and the relatively better estimated rotation matrices from VIBE as our inputs at inference stage to obtain more precise and smooth results.