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**Purpose:** Several threatening infectious diseases, including influenza, Ebola, SARS, and COVID-19, have affected human society over the past decades. These disease outbreaks naturally inspire a demand for sustained and advanced safety and suppression measures. To protect public health and safety, further research developments on emergency analysis methods and approaches for effective emergency treatment generation are urgently needed to mitigate the severity of the pandemic and save lives.

**Methods:** To address these issues, a novel case-based reasoning (CBR) system is proposed using three phases. In the first phase, the similarity between the current case and the historical cases is calculated under a variety of heterogeneous information. In the second phase, a filter approach based on grey clustering analysis is created to retrieve relevant cases. In the third phase, the cases retrieved are taken as initial host nests in a cuckoo search (CS) algorithm, and our system searches an optimal solution through iteration of this algorithm.

**Results:** The proposed model is compared with a CBR method improved by particle swarm optimization (PSO) and a CBR method improved by a differential evolution algorithm (DE), to confirm the efficiency of our CS algorithm in adapting solutions for public health emergencies. The results show that the proposed model is better than the existing algorithms.

**Conclusion:** The proposed model improves the speed of case retrieval using grey clustering and increases solution accuracy with CS algorithms. The present research can contribute to government, CDC, and infectious disease emergency management fields with regard to the implementation of fast and accurate public biohazard prevention and control measures based on a variety of heterogeneous information.
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**Introduction**

Since the outbreak of the novel coronavirus disease in 2019, it has posed a serious threat to public health and safety. COVID-19 is the most serious public health emergency in recent decades, spreading rapidly and widely and proving to be extremely difficult to control. So far, the latest epidemic data are shown in Table 1. Furthermore, the frequency and serious consequences of public health emergencies in general have always warned governments of the importance of effective emergency planning. Scholars have also conducted in-depth research on intelligent decision-making in public health.

When public health emergencies such as infectious diseases occur, it becomes vital to provide sufficiently rapid response measures. However, public health events take place in highly complex and changeable situations. The limited knowledge and...
experience of decision-makers may well be insufficient. This poses a serious challenge to policymakers. If effective emergency measures are not taken in time, or ineffective emergency measures are taken, irreparable losses are realistically possible. Thus, it is crucial for decision-makers to take efficient and effective measures to control emergency situations, avoiding gradual escalation, to ensure the safety of human lives and the security of public property, as well as social stability.

A primary task of public health emergency management is to take corresponding early warning measures according to relevant information and data. The core goal is to create flexible solutions based on early warning measures to adapt rapidly to problem scenarios. For such applications, studies have put forward methods to simulate human thinking in emergency management systems. There are three main approaches to public health emergency decision-making assistance systems, focusing on using empirical knowledge, knowledge of systems of formal rules, and knowledge of a model or representation.

Case-based reasoning (CBR) is an empirical knowledge reasoning method, where the current problem or situation is referred to as the target case, and recorded problems or situations that have occurred in the past are referred to as source cases or historical cases. CBR is a strategy to find the source case most relevant to the target case and use it to guide the solution of the target case. While CBR represents tacit knowledge as cases, rule-based reasoning (RBR) represents explicit knowledge as rules. RBR focuses on mechanisms of reasoning and knowledge acquisition with less concern for information media and knowledge content. Model-based reasoning (MBR) relies on professional knowledge of problem background domains and makes associations along with generalized relationships between problem descriptors and conclusions. For example, an intelligent decision model might utilize a psychological model, incorporating prospect theory, group decision-making theory, rough set theory, and root cause analysis. Compared with MBR, CBR methods can generate a set of referential solutions quickly and based on significantly less detailed experience and knowledge, by extracting the key feature information on problems and solutions from the historical case base. Moreover, CBR is an incremental learning model, that is, throughout successive learning processes, positive outputs can be gradually retained for later use.

These three methods have various advantages and disadvantages in various application fields. In RBR, the more rules needed to match data patterns, the more complex the problem-solving process becomes. Furthermore, RBR has relatively less learning ability due to its difficulty in acquiring incremental knowledge through pattern matching. RBR and MBR presently have the following defects: 1) It is difficult to obtain knowledge. On the one hand, it takes a significant investment of time to acquire knowledge from domain experts, which may delay corresponding decision-making systems; on the other hand, complex domains require an elaborate set of rules and parameters, a complete set of which is very difficult to construct, affecting the accuracy of the models’ reasoning. 2) It is difficult to maintain the knowledge base. Various rules or parameters often depend on each other, making daily maintenance of the knowledge base more difficult. 3) The vulnerability of the reasoning methods themselves to corresponding failure conditions is a limitation. When the input data have missing values or data values do not meet the requirements, these two reasoning methods cannot conclude. 4) The knowledge base is not capable of self-renewal, that is, all changes and updates of the knowledge base need to be performed by human operators. The remarkable advantages of CBR are its relatively complete expression of information, incremental learning capabilities, ease of knowledge acquisition, and high efficiency.

From the comparison of the above three types of intelligent reasoning technology, we can observe that CBR has advantages in solving domain problems where domain knowledge is lacking but rich experience is available. The application of CBR to public health emergency decision-making has the following two advantages:

(1) CBR can solve the bottleneck problem of knowledge acquisition in emergency decision-making in the public health field. There are many types of public health emergencies, occurring for various reasons. This complexity makes it difficult to form a rule base for RBR for this application. Many types of bacteria or viruses causing infectious diseases exist, providing numerous examples of infectious disease outbreaks. In the same way, there

| Epidemiological Area of COVID-19 | Cumulative Number of Confirmed Cases | Cumulative Number of Deaths |
|---------------------------------|-------------------------------------|-----------------------------|
| China                           | 95,998                              | 4773                        |
| The whole world                 | 78,194, 447                         | 1717, 184                   |

Table 1 The Latest Report on COVID-19
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are many types of chemicals and pathogenic bacteria that have led to food poisoning events. If these factors are combined into decision-making rules, this inevitably leads to the combinatorial explosion. The 2019 novel coronavirus disease, H1N1, and SARS were caused by pathogens that are not fully understood. Human beings did not have knowledge of and experience with these diseases before their appearances. Therefore, when such diseases break out, it is almost impossible for human beings to develop accurate guidance rules describing the dangers in a short enough time frame. This is the so-called bottleneck of knowledge acquisition. However, CBR can solve these problems quite effectively. When a public health emergency is caused by an unknown pathogen, we typically can find similar cases of public health emergencies according to the location, symptoms, and impacts of the disease. Moreover, CBR has the advantage of incremental learning capability. With increase in the case base used by such systems, the knowledge fields that can be addressed also expand, and the emergency decision-making case analyses produced by the system progressively improve.

(2) CBR method has advantages in emergency decision-making under conditions of strictly limited information availability. A common problem faced in emergencies is that it becomes difficult for decision-makers to collect all the relevant information in a short period. If all relevant decision-making information for an emergency is completely collected, even if ideal decision-making results were obtained, it would have little significance if the critical time frame had already elapsed. Thus, it is important that such decisions be made as quickly and effectively as possible with accurate but incomplete information, and then improve over time with further gradual collection of decision-making information. CBR can match part of the information collected from the target problem with cases in the case base.

From the above analysis, we can see that CBR is an appropriate and effective method to use in public health emergency management. In order to best apply this method, two key problems need to be solved. First, public health emergencies should be prevented and controlled quickly, and case retrieval time needs to be shortened. Secondly, case retrieval and adaptation methods are critical in the field of public health emergency management. Appropriate case retrieval and adaptation methods can meet the requirements of low fault tolerance in emergency decision-making.

The emergency decision-making method based on CBR has been widely applied. In recent years, some studies have attempted and innovated CBR by combining it with other intelligent algorithms. These studies have contributed significant breakthroughs into certain areas such as emergency management of natural disasters,22,23 public health.24

Recent CBR application studies largely focused on structural description25,26 and matching27–32 of the collected cases. Less attention is paid to the organization and optimization of cases in the retrieval and adaptation step. This study is based on cluster analysis to simplify the case database without neglecting or omitting key information. An intelligent optimization algorithm is used to optimize the set of similar cases to enhance the usability of available domain experience-based knowledge.

To address these problems, we propose a novel CBR method to respond public health emergencies as quickly and effectively as possible. In the retrieval stage of CBR, we propose a case clustering retrieval method. Through an aggregation analysis of the case database, our method finds the central point of each similar case class (cluster). The clustered cases are indexed according to the distance between them and the center point, to improve the retrieval strategy. We use the Cuckoo Search (CS) algorithm in the case adaptation stage to improve the accuracy and adaptability of emergency solutions.

Section 2 describes the use of a grey cluster to condense the case base. The proposed novel CBR improved by grey clustering analysis and a CS algorithm (GCCS-CBR) is described and discussed in Section 3. In Section 4, an example application is presented. Section 5 presents the main conclusions and suggests directions for possible future research.

Methods
The GCCS-CBR model consists of three stages. Firstly, grey relational method is used to calculate similarity between the current case and historical cases. Secondly, the similar case set is retrieved with grey clustering. Thirdly, the corresponding adaptation of solutions is optimized by the CS algorithm. The flow chart is shown in Figure 1.

Calculation of Similarity
The traditional grey relational degree of case characteristic attributes is used to represent local similarity, and then each local similarity is weighted and balanced.33,34 Thus, the overall similarity is obtained. Considering the importance of feature attributes, when calculating local similarity, feature weights are included in the comparison.35,36 In
In this way, we obtain an improved local grey similarity calculation model.

Let the case base includes $m$ cases, denoted as $s_i$, $1 \leq i \leq m$, with case problem features composed of $n$ attributes, denoted as $s_i = (s_{i1}, s_{i2}, \ldots, s_{in})$. Feature values of the current scenario are represented by $P = (s_0(1), s_0(2), \ldots, s_0(n))$. Building on this, we present the following definitions.

**Definition 1**
Local grey relational similarity on feature $k$ between the current case and historical cases is defined as:

$$G_s(s_0(k), s_1(k)) = \min_{i \in m} \min_{k \in n} \frac{\min_{i \in m} w_i sim(s_0(k), s_j(k)) + \zeta \max_{i \in m} w_i sim(s_0(k), s_j(k))}{w_k sim(s_0(k), s_j(k))}$$

$\zeta$ is the distinguishing coefficient. We generally set $\zeta = 0.5$; $sim(\cdot)$ refers to the grey relational analysis similarity of features, $w_k$ is the feature weights, which indicate the importance of the attribute to the decision-making process.

**Definition 2**
Local grey relational distance (GD) between the $k$ feature of the current case and historical cases is defined as

$$G_d(s_0(k), s_1(k)) = \frac{1}{G_s(s_0(k), s_1(k))} - 1$$

**Definition 3**
Based on the Euclidean distance, we define the distance on $n$ features between current case $s_0$ and the historical cases $s_i$ as

$$G_d(s_0, s_1) = \sqrt{\sum_{k=1}^{n} G_d^2(s_0(k), s_1(k))}$$

**Definition 4**
Based on the relationship between similarity and distance, the grey relational similarity on features of the current case and the historical cases is defined as

$$G_s(s_0, s_i) = \frac{1}{1 + G_d(s_0, s_i)}$$

**Grey Clustering in CBR**
In the CBR case database, each case is independent. The relative divergence between feature attribute values from one case to another varies significantly. Thus, using grey clustering to filter the case database, we obtain several
clusters and establish a new index, allowing the method to reduce retrieval time for similar cases and improve retrieval speed.

Grey Clustering Algorithm

We use a grey clustering method to aggregate some observation indexes or observation objects into several definable categories according to a grey incidence matrix or whiteness weight function. The number of classes is specified by the user in advance. Grey clustering is an improvement on the traditional K-means clustering algorithm, which uses grey similarity to replace the traditional Euclidean distance similarity. Let the case base DB \( m \) cases, denoted by \( X_i, 1 \leq i \leq m \), and the description of the problem of the case contains \( n \) features, denoted by \( X_i(j), 1 \leq j \leq n \). \( \{C_1, C_2, \ldots, C_k\} \) denotes the \( k \) classes obtained from the case base clustering analysis, and the center point of each class is \( M_i, 1 \leq t \leq k \). The principles of grey clustering and K-means clustering algorithm are the same, both aiming to minimize the sum of distances between all cases and their centers. The objective function is defined as follows:

\[
\text{Min} \sum_{i=1}^{m} \sum_{t=1}^{k} u_{i,t} \times G_d(X_i, M_t) = \text{Min} \sum_{i=1}^{m} \sum_{t=1}^{k} u_{i,t} \times w_j \\
\times G_d(X_i(j), M_t(j)) \quad (5)
\]

The constraint being

\[
\begin{align*}
  u_{i,t}(0, 1), \text{ and } & \sum_{t=1}^{k} u_{i,t} = 1 \\
  w_j \geq 0, \text{ and } & \sum_{j=1}^{n} w_j = 1
\end{align*} \quad (6)
\]

where the matrix \( U = u_{i,m \times k} \) represents the class to which the case belongs. If \( u_{i,t} = 1 \), this indicates that case \( X_i \) belongs to class \( t \); otherwise, \( X_i \) does not belong to class \( t \); \( w_j \) represents the weight of feature \( X_i(j) \), and \( G_d(\cdot, \cdot) \) represents the grey distance between two cases or features.

The steps to solve the above minimization problem are as follows:

1. Computing matrix \( U \)
   
The matrix \( U \) indicates that a case belongs to the nearest class. The element \( u_{i,t} \) in the matrix can be calculated by the following formula:

\[
u_{i,t} = \begin{cases} 
1, & \text{if } \sum_{j=1}^{n} w_j \times G_d(X_i(j), M_t(j)) \leq \sum_{j=1}^{n} w_j \\
& \times G_d(X_i(j), M_p(j)), p \in (1, 2, \ldots, k) \\
& \text{and } p \neq t, \text{ otherwise}
\end{cases} \quad (7)
\]

2. Computing cluster centers \( M_t \)
   
This calculation is the same as the traditional K-means algorithm. Through repeated iterations, the mean value of all cases in this class is used as the clustering center.

\[
M_t = \frac{\sum_{i=1}^{m} u_{i,t} \times X_i}{\sum_{i=1}^{m} u_{i,t}}, 1 \leq t \leq k \quad (8)
\]

3. Calculate the feature weight \( w_j \)
   
We measure weights of case features according to their impact on the clustering effect and express clustering quality through the minimum separation degree \( G_{classin} \) and the maximum separation degree \( G_{classout} \) between the cases within the class.

\[
w = \frac{\sum_{i=1}^{m} \sum_{j=1}^{k} u_{i,t} \times w_j \times G_d(X_i(j), M_t(j))}{\sum_{i=1}^{m} \sum_{j=1}^{k} u_{i,t} \times w_j \times G_d(X_i(j), M_t(j))} = \frac{\sum_{i=1}^{m} (w_j \times G_{classin}(j))}{\sum_{i=1}^{m} (w_j \times G_{classout}(j))} \quad (9)
\]

where \( g \) is the initial global center of the case base, and the \( j^{th} \) feature value \( g_j = \sum_{i=1}^{m} X_{i,j} \), \( || \cdot || \) denotes the radix of the set.

According to the common result optimization method in linear programming theory, the updating quantity \( \Delta w_j \) of weight \( w_j \) is established by formula (10).

\[
\Delta w_j = \frac{G_{classin}(j)}{\sum_{j=1}^{n} (G_{classin}(j) / G_{classout}(j))} \quad \text{(10)}
\]

Therefore, in the iteration process, the \( j^{th} \) feature weight \( w_j' \) of the case \( X_i' \) is updated as follows.

\[
w_j' = w_j + \Delta w_j \quad (11)
\]

Case Retrieval

Several clusters are obtained through the above grey clustering methods. Each cluster is equivalent to a small independent case base. Let \( DB = \{X_1, X_2, \ldots, X_m\}, \{C_1, C_2, \ldots, C_k\} \) denote the \( k \) classes obtained by clustering analysis; the center point is \( M_t \) and radius of each class is \( R_t, 1 \leq t \leq k \); \( SCS \) is a similar case set matching the current case, and before the retrieval starts, \( SCS = g; R \) is the similarity threshold. The steps of case retrieval are as follows:

Step 1: Establishing indexes in clustering
   
The index is established from the center point of each class. The index number of the cases in the class is determined according to the distance between the center point and the cases in the class. Thus, the proposed method avoids the excessive time consumption of an exhaustive
search, and improves retrieval efficiency while maintaining accuracy.

The grey relational distance $G_d(X_i, M_t)$ between each case in $C_i$ and the cluster center $M_t$ is calculated; then the cases in the class are numbered according to the distance from the cluster center point; finally, $\forall C_i$, the maximum grey correlation distance between the case in $C_i$ and the cluster center $M_t$ is selected as the radius of $C_i, R_t = \max\{G_d(X_i, M_t)\} |X_i| C_i$.

Step 2: The grey relational distance $G_d(X_0, M_t)$ between the current case $X_0$ and the cluster center point $M_t$ is calculated.

Step 3: Classes with possible similar cases are screened. If $G_d(X_0, M_t) \geq R_t + R$, the intersection of SCS and $C_i$ is empty, and there is no case similar to the current case $X_0$ in $C_i$, that is, $SCS = \varnothing$. Therefore, the retrieval of this class can be terminated directly.

Step 4: Similar candidate cases are determined. For case class $C_i$, if $G(X_0, M_t) < R_t + R$, then the intersection of SCS and $C_i$ is not empty. Further, based on the distance between the cases in $C_i$ and the center point, candidates for similar cases are selected, and the candidates meet the following conditions:

$$SCS_i^c = \{X_i | G_d(X_0, M_t) - R \leq G_d(X_i, M_t) \leq G_d(X_0, M_t) + R \cdot X_i C_i\}$$

Step 5: From the candidate’s similar case set $SCS_i^c$, the best similar case matching the current case $SCS_i^r = \{X_i | G_d(X_0, X) \leq R + X SCSC_i^c\}$ is found.

Step 6: Repeat (2) ~ (5) until a similar case set in all classes with the current cases $SCS = \bigcup_{i=1}^{n} SCS_i^c$ is found.

**CBR Adaptation Based on Cuckoo Search (CS) Algorithm**

**Cuckoo Search (CS) Algorithm**

CS algorithm developed by Yang and Deb (2009) is a meta-heuristic optimization method based on obligate brood parasitic behavior in cuckoos. The following three idealized rules are used in the CS algorithm: (i) each cuckoo lays one egg at a time and dumps them in a random nest to be hidden, (ii) the best nest with high-quality eggs survives and is carried to the next generations, and (iii) the number of host nests is fixed and $p_a$ is the probability of the host bird identifying an alien egg.

Compared with other intelligent search algorithms, the cuckoo search algorithm has the following advantages:

1. There are a few parameters in the CS algorithm: in addition to population size, the CS algorithm has only one parameter $p_a$ that needs to be adjusted. The convergence speed of the algorithm is not sensitive to the parameter $p_a$, which means that the CS algorithm has good versatility and strong robustness.

2. CS can meet the requirements of global convergence: theoretical research by He et al. proved that the CS algorithm has global convergence.

CS algorithm is capable of local search and global search: local search can improve the optimal solution through a directed random walk, and global search can maintain the diversity of population through Levy flight. The balance between the two components of random search is controlled by the switching probability $p_a$, which enables a CS to explore the search space more effectively in the global scope, thus effectively maintaining the population diversity. Therefore, our study presents a novel solution adaptation model using the CS algorithm. In the adaptation step, a new problem scenario $x_i(t + 1)$ is given by formula (12).

$$x_i(t + 1) = x_i(t) + a \oplus \text{levy}(1) \quad (12)$$

In formula 12, $a$ is the parameter of step size. The CS algorithm does a random walk in a biased way with random step sizes. The current nest and transition probability $p_a$ determine the next nest. The symbol $\oplus$ denotes entry-wise multiplications. The search space is explored by using Lévy flight, as its step length is ultimately much longer.

**CBR Adaption Approach**

In the proposed model, the CS algorithm is used to further optimize the solutions. The cuckoo search algorithm requires a random initialization of the population. In the CBR adaption step, we use the similar case set $SCS^r$ from the grey cluster to initialize the population for the CS algorithm.

In the CBR system, adaptation is a vital step for complicated scenarios. We can regard scenarios and solutions as a kind of mapping relationship. All cases in the case library are represented by the structured data, so we can express the mapping as case $\leftrightarrow$ problem $(X_i)$, solution $(S_i)$ $\Rightarrow$. From the grey cluster method, a similar case set $SCS^r$ based on all classes for the current case is found. Then, this similar case set $SCS^r$ is taken as the initial population for the CS algorithm. Problem scenarios $X_i$ have various attributes. For example, the rank risk of each incident, transmission routes, symptoms, pathological
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characteristics, average quarantine period, infection ratio, number of infected, fatality ratio, and number of deaths should be considered in infectious disease breakouts. We use a CS algorithm to optimize the solutions as follows.

Step 1: Set the similar case set $SCS^*$ as the initial nest.

There are two variables: problem scenario $X_i$ and solutions $S_i$.

Step 2: Establish a fitness function.

In this study, the fitness function is set with the similarity between the historical problem $X_i$ and the current case $X_0$. We use grey relational similarity to replace the traditional Euclidean distance similarity according to Definition 1 to Definition 4.

Step 3: Generate a new nest according to.

Step 4: Calculate the fitness function. The fitness value is the similarity between the generated scenario $X'_i$ and the current case $X_0$.

Step 5: Replace the previous solutions with better new solutions and replace the fraction ($p_a$) of suboptimal solutions with random new solutions. The fitness value $Sim(X_i, X_0)$ is compared with the $Sim(X'_i, X_0)$, and the choice with better similarity is kept and the corresponding solution gradually optimized.

Step 6: Stop iteration if the condition is met, and output the calculated optimal solutions.

The flow-process of our novel CBR method improved by grey clustering analysis and a CS algorithm is presented in Figure 2.

![Figure 2: Flow of the proposed adaptation.](https://www.dovepress.com/)
Infectious Disease Outbreaks Application

An example of an application is proposed to demonstrate the effectiveness and efficiency of the GCCS-CBR model. Infectious disease outbreaks are a major type of public health emergency with serious consequences. Problem scenarios and solutions include the features in Table 2. We represent the current case as $X_0 = \{2 \ 1 \ 1 \ 4 \ 7 \ 1 \ 625 \ 1 \ 6 \}$. We use nine problem scenario features, including the rank risk of incident (RRI), transmission routes (TR), symptoms (SP), pathological characteristics (PC), average quarantine period (AQP), infection ratio (IR), number of infected (NI), fatality ratio (FR), and number of deaths (ND). Every solution consists of a medical rescue team (MST), public health workers (PHW), psychological experts (PE), a supply of beds in infectious disease facilities (SB), and medical protection materials (MPM). According to the characteristics and history of infectious diseases in China, let $m = 18$, $n = 9$, $s = 5$.

Establishment of Case Index

The historical cases of infectious disease outbreaks are collected into a space distribution of case sets as shown in Figure 3A. First, the grey clustering analysis of the case dataset is carried out, and four grey classes are generated as shown in Figure 3B. The corresponding center points $M_1$, $M_2$, $M_3$, and $M_4$ are obtained. The indexing structure is designed according to grey relational distance from the case and the center point of the grey class as shown in Figure 3C. The distance between the center point and the case farthest from the center point is selected as the radius $R_1$, $R_2$, $R_3$, and $R_4$ of the classes, as shown in Figure 3D.

Matching Process

Assuming that the current case $X_0$ is located as shown in Figure 3C, and the similarity threshold is $R$, the process of calculating the similar case to $X_0$ is as follows:

1. The grey classes with possible similar cases are screened.

$$G_d(M_1, X_0) < R_1 + R, \quad G_d(M_2, X_0) > R_2 + R, \quad G_d(M_3, X_0) > R_3 + R, \quad G_d(M_4, X_0) < R_4 + R$$

Thus, there are similar cases to $X_0$, and the possible classes are grey class 1, and class 3.

2. Candidate similar cases are determined.

$$G_d(X_0, M_1) - R < G_d(X_2, M_1) < G_d(X_0, M_1) + R, \quad G_d(X_0, M_1) - R \leq G_d(X_12, M_1) \leq G_d(X_0, M_1) + R, \quad G_d(X_0, M_1) - R \leq G_d(X_13, M_1) \leq G_d(X_0, M_1) + R + R, \quad G_d(X_0, M_3) - R \leq G_d(X_{16}, M_3) \leq G_d(X_0, M_3) + R, \quad G_d(X_0, M_3) - R \leq G_d(X_{11}, M_3) \leq G_d(X_0, M_3) + R, \quad G_d(X_0, M_3) - R \leq G_d(X_1, M_3) \leq G_d(X_0, M_3) + R.$$
Therefore, the cases that may be similar to $X_0$ in class 1 are $X_2$, $X_{12}$, and $X_3$. There are $X_{16}$, $X_{11}$, and $X_1$ that may be similar to $X_0$ in class 3.

③ From the candidate similar cases, we find the similar cases that match the current case.

$$G_d(X_0, X_3) - R, G_d(X_0, X_{16}) < R$$

Therefore, the similar case set of $X_0$ is $SCS^* = \{X_3, X_{16}\}$.

**Adaptation Case**

The adaptation process is vital for public health emergencies. Public health emergencies tend to be highly accidental, and such situations develop rapidly. Through the formulation of effective emergency response plans, selection of a course of action based on scientific methods, reasonable allocation of resources, and careful organization of the use of emergency response forces, the effectiveness of emergency response actions can be maximized. Therefore, the question of how to plan and adjust public health emergency response plans is the primary problem addressed by the present research. Using grey clustering for case retrieval, we find a similar case set $SCS^*$. Then the retrieved cases are taken as the cuckoo search (CS) algorithm’s initial host nests. Let the parameter of the CS algorithm $p_a = 0.25$, step scaling factor $\alpha = 0.01$, and time of iteration $T = 250$. Moreover, the similarities of the initial nests and corresponding solutions are obtained from $SCS^*$:
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Table 4 Comparison of the Three Methods

| Methods | Mean Computation Time (Second) | Mean Fitness Function Value |
|---------|--------------------------------|-----------------------------|
| DE      | 510                            | 0.415                       |
| PSO     | 850                            | 0.543                       |
| CS      | 450                            | 0.576                       |

Processes. During infectious disease outbreaks, decision-makers have limited time to assess emergency decisions. Additionally, available human experience and knowledge may well be insufficient to meet the requirements of emergency planning, so computer-assisted methods are critical. However, knowledge-based rules for dealing with public health emergencies are difficult to extract accurately. To address these problems, a novel CBR system, improved by grey clustering and the CS algorithm, is presented here to retrieve and adapt cases. Grey clustering analysis is used to condense the case base DB. The CS algorithm is then used to optimize the obtained solutions from the grey clustering model in adaptation cases. The method has been applied to simulated infectious disease emergencies. Further, the method has also been compared with other methods, PSO and DE. The results clearly show the efficiency and effectiveness of our proposed method.

With the help of the CS algorithm, CBR experiments have demonstrated that GCCS-CBR can generate appropriate solutions by exploring knowledge of responding crises in historical cases. GCCS-CBR can be applied in more fields with contributing sensible solutions for prospective public health emergency, such as infectious diseases outbreak, natural disasters, mass food poisoning, and other crises which may have a serious impact on public health and safety.

In the early stage of epidemics, the GCCS-CBR can provide supports on decision-making for public services include government departments, centers for disease control (CDC), medical emergency service, etc. This method not only benefits them with a puntual prevention and control on crises, but also mitigates the happening of failure caused by unprofessional knowledge and insufficient experience. During a pandemic, emergency management departments can achieve relevant measures by applying required data of current epidemic into the GCCS-CBR method, which provides suggestions on allocating numbers of medics include emergency services, public health workers and psychological experts; preparing for hospital beds and medical supplies, etc.

Public health emergency situations often demonstrate periodic changes. Therefore, the proposed method can further use a dynamic stochastic process such as a Markov Chain to simulate real-time changes in problem scenarios and formulate dynamic emergency measures. Finally, the question of whether the similarity of a problem scenario and of possible resolution measures is homogeneous also needs to be considered, to quickly generate more effective measures.
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