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Abstract. Traditional data assimilation uses information obtained from the propagation of one physics-driven model and combines it with information derived from real-world observations in order to obtain a better estimate of the truth of some natural process. However, in many situations multiple simulation models that describe the same physical phenomenon are available. Such models can have different sources. On one hand there are theory-guided models are constructed from first physical principles, while on the other there are data-driven models that are constructed from snapshots of high fidelity information. In this work we provide a possible way to make use of this collection of models in data assimilation by generalizing the idea of model hierarchies into model forests—collections of high fidelity and low fidelity models organized in a groping of model trees such as to capture various relationships between different models. We generalize the multifidelity ensemble Kalman filter that previously operated on model hierarchies into the model forest ensemble Kalman filter through a generalized theory of linear control variates. This new filter allows for much more freedom when treading the line between accuracy and speed. Numerical experiments with a high fidelity quasi-geostrophic model and two of its low fidelity reduced order models validate the accuracy of our approach.
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1. Introduction. In many situations the availability of multiple models that describe the same physical system is a valuable asset for obtaining accurate forecasts. For example the Coupled Model Intercomparison Project [10] used by the International Panel on Climate Change is an effort to utilize an aggregate of a wide array of climate models for the purposes of increasingly accurate predictions. It is a recognition by the climate community that a collection of models is greater than the sum of its parts.

The idea of leveraging a collection of models to improve data assimilation [1, 20, 28] has seen an explosion of research over the last several years. Multilevel data assimilation was first developed in the context of Monte Carlo methods [13,14], wherein a hierarchy of models, through successive coarsening in the time dimension, was used to perform inference with the accuracy of the finest level coarsening with a larger and larger amount of samples from the coarser levels. The ideas of multilevel Monte Carlo were transferred to the ensemble Kalman filter (EnKF) in a series of works developing the multilevel ensemble Kalman filter (MLEnKF) [4,5,17–19] aiming to provide more operationally viable methods.
The multifidelity ensemble Kalman filter (MFEnKF) [7, 23, 25, 26] circumvents numerical difficulties present in the MLEnKF through a robust use of linear control variate theory. The MFEnKF also extends the idea of model coarseness to arbitrary non-linear couplings between high fidelity (fine level) and low fidelity (coarse level) model states, allowing the use of various types of reduced order models (ROMs) to form a model hierarchy.

This work further extends the EnKF ideas and brings two novel contributions. (i) First, it extends model hierarchies to model trees and model forests, covering the situation where the collection of models cannot neatly form a model hierarchy. (ii) Second, it extends the multifidelity ensemble Kalman filter to the model forest Kalman filter allowing data assimilation to make use of model forests in a rigorous way.

Given one high fidelity model and a collection of low fidelity models, it is not always possible to organize them in a strict model hierarchy. Following this observation we introduce the first key contribution of the this work (i); we generalize the idea of model hierarchies to model trees, where one model is allowed to have multiple low fidelity models on the same level below it; the low fidelity models are surrogates for the high fidelity one, but they may not have a direct relationship with each other. This results in a tree structure of models with the high fidelity model acting as the root. We further extend model trees by leveraging the idea of model averaging [8]. Assuming that we have a collection of model trees, each with their own high fidelity model at the root, we organize them in a “model forest” and build an averaging procedure over all the trees in the forest.

By bringing together the ideas of the MFEnKF with that of model forests, we make the second key contribution (ii) of this work; we replace the MFEnKF with the model forest ensemble Kalman filter, which also has the acronym MFEnKF as we show that the former is a special case of the latter.

Numerical tests on the Quasi-Geostrophic equations with a quadratic reduced order model and an autoencoder-based surrogate show that our proposed extension significantly decreases the number of high fidelity model runs required to achieve a certain level of analysis accuracy.

This paper is organized as follows. Relevant background information including the sequential data-assimilation problem, model hierarchies, model averages, and the multifidelity ensemble Kalman filter are presented in Section 2. The extension of model hierarchies to model trees, and the extension of model averages to model forests is described in Section 3. Next the extension of the multifidelity ensemble Kalman filter to the model forest Kalman filter is explained in Section 4. The quasi-geostrophic equations and two surrogate models are detailed in Section 5. Numerical experiments on various model trees and model forests are presented in Section 6. Finally, some closing remarks are stated in Section 7.

2. Background. We review relevant background on data assimilation, including model hierarchies, linear control variates, model averaging, and the multifidelity ensemble Kalman filter.

2.1. Data Assimilation. Let $X^t_i$ denote the state of some natural process at time $t_i$, where the superscript $t$ represents ground-truth. Assume that we have some prior information about this state represented by the distribution of the random variable $X^b_i$. Assume also that we
have access to some sparse noisy observations of the truth represented by,

\begin{equation}
Y_i = \mathcal{H}(X_t^i) + \varepsilon_i,
\end{equation}

where \( \mathcal{H} \) is a non-linear observation operator and \( \varepsilon_i \) is a random variable representing observation error. For the remainder of this paper we assume that the observation error is normal with distribution

\begin{equation}
\varepsilon_i \sim \mathcal{N}(0, \Sigma_{Y_i,Y_i}).
\end{equation}

Finally, assume we have some inexact numerical model \( \mathcal{M} \) that approximates the dynamics of the natural process, i.e., evolution of the truth,

\begin{equation}
X_t^i = \mathcal{M}(X_{t-1}^i) + \xi_i,
\end{equation}

where the random variable \( \xi_i \) represents the model error.

Data assimilation \([1, 9, 28]\) seeks to combine the prior information \( X_i^b \) with the sparse noisy observations \( Y_i \) into a posterior representation \( X_i^a \) of the information, commonly through Bayesian inference,

\begin{equation}
\pi(X_a^i) = \pi(X_i^b | Y_i) \propto \pi(Y_i | X_i^b) \pi(X_i^b),
\end{equation}

where the distribution \( \pi(X_a^i) \) represents our full knowledge about the state of the system at time \( t_i \).

The model (2.3) also forecasts the posterior information at time index \( i - i \) to prior information at time \( i \), through the relation,

\begin{equation}
X_i^b = \mathcal{M}(X_{i-1}^a) + \xi_i.
\end{equation}

2.2. Notation. In this work, the mean of the random variance \( X \) is denoted by, \( \mu_X \), and the covariance between the random variable \( X \) and the random variable \( Y \) is denoted by, \( \Sigma_{X,Y} \). An ensemble of \( N \) samples from the random variable \( X \) is denoted by, \( \mathbb{E}_X = [X_1, X_2, \ldots, X_N] \), with the ensemble mean denoted by,

\[
\hat{\mu}_X = \frac{1}{N} \sum_{i=1}^{N} X_i,
\]

the scaled ensemble anomalies denoted by,

\[
A_X = \frac{1}{\sqrt{N - 1}} (\mathbb{E}_X - \hat{\mu}_X \mathbb{1}_N),
\]

where \( \mathbb{1}_N \) is a column vector of \( N \) ones, and the unbiased sample covariance between \( X \) and \( Y \) denoted by, \( \Sigma_{X,Y} = A_X A_Y^T \).
2.3. Model Hierarchies and Order Reduction. Assume there exists a model which is expensive to compute from which we are attempting to glean some information through a sampling procedure. Call this model the principal model. Assume that there exists a surrogate model with which we can bootstrap our knowledge about the principal model. We can then assume that the previously mentioned surrogate model is its own principal model in its own model hierarchy that has its own surrogate model. This process can be repeated \emph{ad infinitum} to obtain a model hierarchy of a desired size. Figure 2.1 provides an illustration of a model hierarchy for one principal model which has a surrogate that itself has a surrogate.
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Figure 2.1. A visual representation of a model hierarchy with two surrogate models. The principal model \(\mathcal{M}^{(1)}\), has a surrogate model \(\mathcal{M}^{(1,1)}\), which in turn has its own surrogate model \(\mathcal{M}^{(1,1,1)}\).

We make the following assumptions:

- The dynamics of the high fidelity ‘principal’ model \(\mathcal{M}^{\mathcal{I}}\) is embedded into the space \(\mathcal{X}^{\mathcal{I}}\), i.e., \(\mathcal{M}^{\mathcal{I}} : \mathcal{X}^{\mathcal{I}} \to \mathcal{X}^{\mathcal{I}}\).
- The dynamics of the low fidelity ‘surrogate’ model \(\mathcal{M}^{\mathcal{I}-1}\) is embedded into the reduced space \(\mathcal{X}^{\mathcal{I}-1}\), i.e., \(\mathcal{M}^{\mathcal{I}-1} : \mathcal{X}^{\mathcal{I}-1} \to \mathcal{X}^{\mathcal{I}-1}\).
- There exists a (possibly non-linear) projection operator that maps the states of the principal model to its surrogate:
  \[(2.6)\]
  \[
  \theta^{\mathcal{I}-1} : \mathcal{X}^{\mathcal{I}} \to \mathcal{X}^{\mathcal{I}-1}.
  \]
- There exists an interpolation operator that reconstructs an approximation of the state of the principal model from that of the surrogate model:
  \[(2.7)\]
  \[
  \phi^{\mathcal{I}-1} : \mathcal{X}^{\mathcal{I}-1} \to \mathcal{X}^{\mathcal{I}}.
  \]
- The two operators obey the right-invertible consistency property \cite{26},
  \[(2.8)\]
  \[
  \theta^{\mathcal{I}-1} \circ \phi^{\mathcal{I}-1} = \text{id},
  \]
ensuring that reconstruction has the same representation of the full order information in the reduced space.

2.4. Linear Control Variates for Model Hierarchies. We discuss the specific case of a bifidelity model hierarchy, \( \mathcal{Q} \), with the high fidelity model having one surrogate. Assume that the information about our high fidelity model run is represented by the distribution of the random variable \( X \) known as the principal variate. Assume also that there exist two random variables whose distributions describe the information about the surrogate model: the control variate \( \hat{U} \) which is highly correlated to \( X \), and the ancillary variate \( U \) which is uncorrelated with the other variates, but shares its mean with \( \hat{U} \). The variates \( X, \hat{U} \) and \( U \) are known as the constituent variates.

Given some (possibly non-linear) functions \( h \) and \( g \), the total variate which describes the total information of the hierarchy \( \mathcal{Q} \) in the linear control variate framework is given by,

\[
Z^h = h(X) - S \left[ g(\hat{U}) - g(U) \right]
\]

where \( S \) is known as the gain operator. The choice of \( h \) and \( g \) largely depends on, and defines, the information that is encapsulated by the different variates, and has to be carefully chosen for each given problem.

Theorem 2.1. The optimal gain matrix \( S \) that minimizes the trace generalized variance of \( Z \) in (2.9) is given by,

\[
S = \Sigma_{h(X),g(\hat{U})} \left( \Sigma_{g(\hat{U}),g(\hat{U})} + \Sigma_{g(U),g(U)} \right)^{-1}.
\]

Proof. By [22], the derivative with respect to \( S \) of the trace generalized variance of \( Z \) is

\[
\frac{\partial}{\partial S} \text{tr}(\Sigma_{Z,Z}) = -2 \Sigma_{h(X),g(\hat{U})} + 2S \left( \Sigma_{g(\hat{U}),g(\hat{U})} + \Sigma_{g(U),g(U)} \right),
\]

and as the Hessian is always symmetric positive definite,

\[
\frac{\partial^2}{\partial S^2} \text{tr}(\Sigma_{Z,Z}) = 2 \left( \Sigma_{g(\hat{U}),g(\hat{U})} + \Sigma_{g(U),g(U)} \right) \otimes I \geq 0,
\]

the global minimum is attained when,

\[
\frac{\partial}{\partial S} \text{tr}(\Sigma_{Z,Z}) = 0,
\]

which is satisfied by (2.10), as required.

We now describe the generalization to a model hierarchy. Assume that the ancillary variate with indexing tuple \( \mathcal{I} \) is the total variate estimator for

\[
U^\mathcal{I} = h^\mathcal{I} (X^\mathcal{I}) - S^\mathcal{I}^{-1} \left[ g^\mathcal{I}^{-1} (\hat{U}^\mathcal{I}) - g^\mathcal{I}^{-1} (U^\mathcal{I}) \right],
\]

with \( Z^h := U^{(1)} \) representing the total variate.
We now make the assumption that all $h^I := \text{id}$, the identity function, that the control variate is a projection of the principal variate,

\begin{equation}
\hat{U}^I = \theta^I(X^I),
\end{equation}

and that the non-linear function $g^I$ is the interpolation operator,

\begin{equation}
g^I = \phi^I.
\end{equation}

The following is a known result from [23], which holds for non-linear operators,

**Theorem 2.2.** Under the assumption that the reconstruction error is uncorrelated from the original state,

\[ \Sigma_{X^I} \{ X^I - \phi^I(\hat{U}^I) \} = 0, \]

and the assumption that the reconstruction covariances for the control and ancillary variates are identical,

\[ \Sigma_{\phi^I(\hat{U}^I), \phi^I(U^I)} = \Sigma_{\phi^I(U^I), \phi^I(U^I)}, \]

the optimal gain is,

\[ S^I = \frac{1}{2} I. \]

**Remark 1.** The assumption that the reconstruction error is uncorrelated from the original state is, unfounded. We hypothesize that it would be beneficial for this framework if projection and interpolation operators were built with it in mind, and attempted to minimize the error involved.

2.4.1. Forecasting with Model Hierarchies. We now describe how model propagation is handled for the linear control variate setting. As each model hierarchy can be written in a nested manner, we can, without loss of generality discuss the propagation of the bifidelity tree $\mathcal{G}$.

Assume that we have a high fidelity model, $\mathcal{M}^{(1)}$ that acts on the principal variate $X_i$ and a low fidelity model $\mathcal{M}^{(1,1)}$ that acts on the control variate $\hat{U}_i$ and ancillary variate $U_i$, all of which are propagated from time $i$ to time $i + 1$. We assume the following natural decomposition of the model propagation,

\begin{equation}
\mathcal{M}^{(1)}(Z_i) = \mathcal{M}^{(1)}(X_i) - S^{(1,1)} \left[ \phi^{(1)} \left( \mathcal{M}^{(1,1)}(\hat{U}_i) \right) - \phi^{(1)} \left( \mathcal{M}^{(1,1)}(U_i) \right) \right],
\end{equation}

meaning that the action of the high fidelity model on the total variate $Z_i$, at time $i$, is defined in terms of the linear control variate framework. The models act on the constituent variates at their respective fidelities, thus the model (2.15) is an approximate evolution model for $Z$.

**Remark 2.** The assumption made in (2.15) is not true in the general case. Accounting for the model error generated by this assumption is of independent interest.
2.5. Model Averaging. In this work, the term model averaging refers to the idea of combining, in a Bayesian sense, information from multiple independent high fidelity models. Figure 2.2 shows a visual representation of a model average.

We base our interpretation of model averaging on previous work on Bayesian model averaging techniques [8] and on multimodel ensemble Kalman filtering [34], but modify the exposition for our purposes. Of note is a new, related concept of supermodeling in data assimilation [30], which is outside the scope of this paper.

Assume that we have a collection of random variables \( \{X^{(m)}\}_{m=1}^{M} \) each of which representing some (potentially biased) information about the truth in a collection of spaces \( \{\mathcal{X}^{(m)}\}_{m=1}^{M} \). Our aim is to combine these random variables in some optimal way. We do not know which random variable is more representative, but we can assume that we have some information about our confidence in each source of information, represented by the non-negative weights \( \{w^{(m)}\}_{m=1}^{M} \) that sum up to one:

\[
0 < w^{(m)} > 0, \quad \sum_{m=1}^{M} w^{(m)} = 1,
\]

One can think of each weight \( w^{(m)} \) as representing the probability of choosing the corresponding model \( \mathcal{M}^{(m)} \) in a uni-fidelity setting.

Assume that we have transfer operators,

\[
\tau^{(m,m')} : \mathcal{X}^{(m')} \rightarrow \mathcal{X}^{(m)}
\]

that transfer the state from the space of model \( m' \) to the space of model \( m \), similar to the projection (2.6) and interpolation (2.7) operators, with \( \tau^{(m,m)} := \text{id} \) for all \( m \). The weighted average of all our information defined in the space \( \mathcal{X}^{(m)} \) can be denoted by,

\[
\mathcal{X}^{(m)} = \sum_{m'=1}^{M} w^{(m')} \tau^{(m,m')} (X^{(m')}),
\]

with the resulting variable \( \mathcal{X}^{(m)} \) residing in the space \( \mathcal{X}^{(m)} \) of model \( \mathcal{M}^{(m)} \).

As we are dealing with Kalman filter family methods, the first two moments of \( \mathcal{X}^{(m)} \) are
of particular interest, and are given by,

\[ \mu_{\mathcal{X}(m)} = \sum_{m'=1}^{M} w_{i}^{(m')} \mu_{\tau(m,m')(X(m'))}, \]

(2.18)

\[ \Sigma_{\mathcal{X}(m),\mathcal{X}(m')} = \sum_{m''=1}^{M} \sum_{m'''=1}^{M} w_{i}^{(m'')} w_{i}^{(m''')} \Sigma_{\tau(m,m')(X(m''')),\tau(m',m''')(X(m''''))} \]

(2.19)

### 2.5.1. Forecasting with Model Averages.

We now show how model averages can be propagated in time.

Specifically for the two-model case \(\mathcal{O}\cdots\mathcal{O}\) we have the random variables \(X_i^{(1)}\) and \(X_i^{(2)}\) at time index \(i\). We can build the model average,

\[ X_i^{(1)} = \underbrace{w_{i}^{(1)} X_i^{(1)}}_{\mathcal{M}(X_i^{(1)}) \text{ assumed}} + \underbrace{w_{i}^{(2)} \tau^{(1,2)}(X_i^{(2)})}_{\mathcal{X}_i^{(2)}} \]

(2.20)

in the space \(\mathcal{X}^{(1)}\) where the models have the weights \(w_{i}^{(1)}\) and \(w_{i}^{(2)}\).

If the corresponding models for each random variable are \(\mathcal{M}^{(1)}\) and \(\mathcal{M}^{(2)}\), then, similar to the model propagation of model hierarchies (2.15), we consider the following propagation of the random averages:

\[ \mathcal{M}(X_i^{(1)}) = \underbrace{w_{i}^{(1)} \mathcal{M}^{(1)}(X_i^{(1)})}_{\mathcal{M}(X_i^{(1)}) \text{ assumed}} + \underbrace{w_{i}^{(2)} \tau^{(1,2)}(\mathcal{M}^{(2)}(X_i^{(2)}))}_{\mathcal{X}_i^{(2)}} \]

(2.21)

with the model \(\mathcal{M}\) representing an implicit virtual model combining the propagation of the constituent models.

Practical aspects need to be considered when estimating the cross covariance term,

\[ \Sigma_{\mathcal{M}(X_i^{(1)}),\tau^{(1,2)}(\mathcal{M}^{(2)}(X_i^{(2)}))} \]

(2.22)

and other similar terms, as pairwise sampling is required to build valid sample covariances. One approach to overcome this issue is to approximate the covariance via the following approach,

\[ \Sigma_{\mathcal{M}(X_i^{(1)}),\tau^{(1,2)}(\mathcal{M}^{(2)}(X_i^{(2)}))} \approx \]

\[ \frac{1}{2} \left( \Sigma_{\mathcal{M}(X_i^{(1)}),\tau^{(1,2)}(\mathcal{M}^{(2)}(X_i^{(1)})))} + \Sigma_{\mathcal{M}^{(1)}(\tau^{(1,2)}(X_i^{(1)})),\tau^{(1,2)}(\mathcal{M}^{(2)}(X^{(2)})))} \right) \]

(2.23)

where, as the distribution of \(X^{(1)}\) approaches the distribution of \(X^{(2)}\), so too does the estimate in (2.23). Which we can formalize as follows.

**Lemma 2.3.** Under identity assumptions on \(\tau^{(1,2)}\) and \(\tau^{(2,1)}\), as the random variables of the states approach each other in distribution, \(X^{(2)} \xrightarrow{d} X^{(1)}\) the error in (2.23) goes to zero.

Intuitively, if the random variables \(X^{(1)}\) and \(X^{(2)}\) are not strongly correlated, then the cross covariance estimate in (2.23) is an overestimate of the ’true’ uncertainty. An overestimate is better than no estimate.
2.6. Multifidelity Ensemble Kalman Filter. In this section we give a short overview of the perturbed observations ensemble Kalman filter and the perturbed observations multifidelity ensemble Kalman filter.

Given a unifidelity model, \( \mathcal{O} \), acting on variable \( X \), an ensemble of \( N \) samples \( E_{X^b} \), from the prior distribution, and an observation of the truth \( Y_i \), both at time index \( i \), the perturbed observations ensemble Kalman filter,

\[
E_{X^a} = E_{X^b} - K_i \left( H_i \right) \left( E_{X^b} - E_Y \right),
\]

produces and ensemble \( E_{X^a} \) of samples from an approximate posterior distribution, where \( K_i \) is the sample Kalman gain, defined as,

\[
K_i = \Sigma_{X^b, H_i(X^b)} \left( \Sigma_{H_i(X^b), H_i(X^b)} + \Sigma_Y \right)^{-1},
\]

and \( E_Y \) is an ensemble of perturbed observations. For a more detailed look at this formulation of the EnKF see [3].

Given a bifidelity model hierarchy \( \mathcal{Q} \), the multifidelity ensemble Kalman filter operates on three ensembles: the ensemble \( E_{X^b} \) of the principal variate representing the dynamics of the high fidelity model, the ensemble \( E_{U^b} \) of the control variate representing the dynamics of the low fidelity model applied to the high fidelity samples, and the ensemble \( E_{U^b} \) operating on the low fidelity model. Instead of attempting to find an ensemble for the total variate \( Z^b \), the three constituent ensembles

\[
\left( E_{X^b}, E_{U^b}, E_{U^b} \right),
\]

are operated on by the the multifidelity ensemble Kalman filter as follows,

\[
E_{X^a} = E_{X^b} - K^{(1)}_i \left( H^{(1)}_i \right) \left( E_{X^b} - E_Y \right),
\]

\[
E_{U^a} = E_{U^b} - K^{(1,1)}_i \left( H^{(1,1)}_i \right) \left( E_{U^b} - E_Y \right),
\]

\[
E_{U^a} = E_{U^b} - K^{(1,1)}_i \left( H^{(1,1)}_i \right) \left( E_{U^b} - E_Y \right),
\]

where there are a few extra terms to define. There are now two observations operators, the first is the original high fidelity observation operator from (2.1),

\[
H^{(1)}_i := H_i,
\]

with the other observation operator bridging the gap between the low fidelity space and observation space. In this work we define it in the most natural terms in terms of the projection operator and the high fidelity observation operator, though this is not necessarily optimal,

\[
H^{(1,1)}_i := H_i \circ \phi^{(1,1)}_i.
\]
The statistical covariance of the total variate $Z_i$ in the full space, can be approximated by,

$$\tilde{\Sigma}_{Z_i,Z_i} \approx \tilde{\Sigma}_{X_i,X_i} - \frac{1}{2} \tilde{\Sigma}_{X_i,\phi^{(1,1)}(U_i)} - \frac{1}{2} \tilde{\Sigma}_{\phi^{(1,1)}(U_i),X_i}$$

and the covariance of the total variate in the space of the low fidelity model can be approximated by,

$$\tilde{\Sigma}_{\phi^{(1,1)}(Z_i),\phi^{(1,1)}(Z_i)} \approx \tilde{\Sigma}_{\phi^{(1,1)}(X_i),\phi^{(1,1)}(X_i)} - \frac{1}{2} \tilde{\Sigma}_{\phi^{(1,1)}(X_i),\hat{U}_i} - \frac{1}{2} \tilde{\Sigma}_{\hat{U}_i,\phi^{(1,1)}(X_i)} + \frac{1}{4} \tilde{\Sigma}_{\hat{U}_i,\hat{U}_i} + \frac{1}{4} \tilde{\Sigma}_{U_i,U_i},$$

with the two Kalman gains defined as,

$$K_i^{(1)} = \tilde{\Sigma}_{Z_i,H_i^{(1)}(Z_i)} \left( \tilde{\Sigma}_{H_i^{(1)}(Z_i),H_i^{(1)}(Z_i)} + \Sigma_{Y_i,Y_i} \right)^{-1},$$

$$K_i^{(1,1)} = \tilde{\Sigma}_{\phi^{(1)(1)}(Z_i),H_i^{(1,1)}(\phi^{(1)(1)}(Z_i))} \cdot \left( \tilde{\Sigma}_{H_i^{(1,1)}(\phi^{(1)(1)}(Z_i)),H_i^{(1,1)}(\phi^{(1)(1)}(Z_i))} + \Sigma_{Y_i,Y_i} \right)^{-1}.$$

More details about the multifidelity ensemble Kalman filter can be found in [23, 26].

Remark 3 (Natural decomposition). The multifidelity Kalman filter formulas in (2.27) is derived from a natural decomposition of the total variate (2.9), however other decompositions are possible, and are of independent interest.

Remark 4 (Inflation). The ensemble Kalman filter requires covariance inflation in order for the method to converge in finite time with a finite ensemble [24]. This is likely true for the multifidelity ensemble Kalman filter as well, thus after every forecast step the anomalies of the principal and control variate are scaled by some inflation factor $a_X > 1$, and the anomalies of the ancillary variate are scaled by some inflation factor $a_U > 1$.

Remark 5 (MFEnKF heuristics). In order for the linear control variate assumptions in subsection 2.4 to remain valid, an important heuristic is the correction of the mean of each of the constituent ensembles to match the mean of the total variate,

$$\tilde{\mu}_{Z_i} \leftarrow \tilde{\mu}_{Z_i},$$
$$\tilde{\mu}_{\hat{U}_i} \leftarrow \tilde{\mu}_{\phi^{(1,1)}(Z_i)},$$
$$\tilde{\mu}_{U_i} \leftarrow \tilde{\mu}_{\phi^{(1,1)}(Z_i)},$$

as this has significantly increased the accuracy in the MFEnKF in the authors’ experience. Another vital heuristic is the re-initialization of the analysis control variate ensemble from the ensemble of the analysis principal variate through the projection operator (2.6),

$$E_{\hat{U}_i} \leftarrow \theta^{(1,1)}(E_{X_i})$$

ensuring that the two ensembles do not become too decorrelated through model propagation.
3. Model Trees and Model Forests. Given a collection of surrogate models it is not always possible to arrange them into a single model hierarchy. For instance, assume our high fidelity model $\mathcal{M}^{(1)}$ that has two low fidelity surrogates $\mathcal{M}^{(1,1)}$ and $\mathcal{M}^{(1,2)}$ one of which has its own surrogate $\mathcal{M}^{(1,2,1)}$, that are not all in a hierarchy and thus form a tree-like structure.

$\mathcal{M}^{(1)}$  $\mathcal{M}^{(1,1)}$  $\mathcal{M}^{(1,2)}$  $\mathcal{M}^{(1,2,1)}$

Figure 3.1. An example showing a model tree where the high fidelity model $\mathcal{M}^{(1)}$ that has two low fidelity surrogates $\mathcal{M}^{(1,1)}$ and $\mathcal{M}^{(1,2)}$ one of which has its own surrogate $\mathcal{M}^{(1,2,1)}$, that are not all in a hierarchy and thus form a tree-like structure.

$\mathcal{M}^{(1)}$  $\mathcal{M}^{(1,1)}$  $\mathcal{M}^{(1,2)}$  $\mathcal{M}^{(1,2,1)}$  $\mathcal{M}^{(2)}$  $\mathcal{M}^{(2,1)}$

Figure 3.2. An example of a model forest, consisting of three model trees. The first tree is the same tree as described by Figure 3.1, the second is a simple bifidelity tree consisting of the high fidelity $\mathcal{M}^{(2)}$ and the low fidelity $\mathcal{M}^{(2,1)}$ surrogate, while the third tree consists solely of the high fidelity $\mathcal{M}^{(3)}$ model.
fidelity model $M^{(1)}$ is some fine mesh discretization of a PDE. Assume also that we have two surrogates of this model: one surrogate $M^{(1,1)}$ based on a coarsening of the mesh, and one surrogate $M^{(1,2)}$ based on simplifying physics on the fine mesh. Both are less accurate models than the high fidelity model, but they lose accuracy in different ways. We cannot organize them into a single ‘linear’ model hierarchy without one simplification dominating over the other.

What we can do instead is generalize the model hierarchy idea presented in subsection 2.3 to what we call “model trees”. Instead of each model in the hierarchy being able to have one surrogate, we instead focus on the case where each model can have multiple surrogates, thus begetting a tree structure, as can be seen contrasting figure Figure 2.1 depicting a model hierarchy to Figure 3.1 depicting a model tree. In each model tree, the high fidelity model is represented by the root node $\mathcal{O}$, and each surrogate model is represented by the nodes $o$.

Following the model averaging technique introduced in subsection 2.5 we can build averages over collections of model trees. We call this technique “model forests”. Figure 3.2 provides a detailed example of a model forest.

Remark 6 (Constructing Model Forests). In this work, we do not explore how a model tree or model forest can be constructed. The techniques presented by multifidelity networks [15] can potentially be utilized to build model trees, and extended to build model forests, though this is significantly outside the scope of this paper.

Remark 7 (Model Forests of Model Forests). It is possible for every model in a model forest itself to be a model forest, and each model in such a model forest itself to also be a model forest, etc. This potentially cumbersome extension would necessitate fully automated ways of creating and using forests, which is significantly outside the scope of this work.

3.1. Linear Control Variates for Model Forests. We now describe the generalization of the linear control variate framework (2.12) from model hierarchies first to model trees and then to model forests.

We provide a recursive relation which defines the control variate structure of each model tree. Consider a node $I$, its children $I \cdot m$ for $m = 1, \ldots, M^I$, and (if $I$ is not the root) its parent $\hat{I}$ with $I = \hat{I} \cdot k$.

- The node $I$ corresponds to the model $M^I$. This model state $X^I$ is the principal variate of the node.
- The total variate at node $I$ – corresponding to the subtree rooted at the node – is denoted by $Z^I$. There are $M^I$ control-ancillary variate pairs $(\hat{U}^I \cdot m, U^I \cdot m)$, each corresponding to a child node $m = 1, \ldots, M^I$ and to the model $M^{I \cdot m}$. The linear control variate framework gives the following total variate:

$$
Z^I = h(X^I) - \sum_{m=1}^{M^I} S^I \cdot m \left[ g^I \cdot m (\hat{U}^I \cdot m) - g^I \cdot m (U^I \cdot m) \right].
$$

- The total variate of the subtree rooted at node $I$ defines an ancillary variate in the sup-tree rooted at the parent $\hat{I}$:

$$
I = \hat{I} \cdot k \quad \Rightarrow \quad U^{\hat{I} \cdot k} := Z^I.
$$
• In the case of a leaf node, $U^I$ that does not have any sub nodes, it is left alone.

Equations (3.1) and (3.2) form a recursive relationship that defines the entire control variate structure for a tree, with the total variates at each root

$$Z^{(m)}, \quad 1 \leq m \leq M,$$

constituting a collection of high fidelity cases.

The total variate for the entire model forest, computed in the state space of model $m$

$$Z^{(m)} = \sum_{m'=1}^{M} w^{(m')} \tau^{(m,m')} (Z^{(m')}),$$

corresponds to a weighted average of all the total variates in a similar fashion to (2.17).

**Theorem 3.1 (General Optimal Gain).**

Consider the general control variate relation (3.1), with all the control variates $\hat{U}^I$, $m = 1, \ldots, M^I$ highly correlated to principal variate $X^I$ and to each other, and all ancillary variates $U^I$, $m = 1, \ldots, M^I$ independent of each other and on the variate on the same fidelity and above.

The set of optimal gains for (3.1) is defined by the linear system,

$$\begin{bmatrix} S_{I1} \\ \vdots \\ S_{IM^I} \end{bmatrix}^T \begin{bmatrix} \Sigma_{g(\hat{U}^I) + \Sigma_{g(U^I)}} & \cdots & \Sigma_{g(\hat{U}^I),g(\hat{U}^M)} \\ \vdots & \ddots & \vdots \\ \Sigma_{g(\hat{U}^M),g(\hat{U}^I)} & \cdots & \Sigma_{g(\hat{U}^M),g(\hat{U}^M)} \end{bmatrix} = \begin{bmatrix} \Sigma_{h(X^I),g(\hat{U}^I)} \\ \vdots \\ \Sigma_{h(X^M),g(\hat{U}^M)} \end{bmatrix}^T.$$

**Proof.** Without loss of generality, observe that for the control variate $m$ we can write $U^I$ as

$$U^I = W^I - S^I \left(g(\hat{U}^m) - g(U^m)\right),$$

where the new term,

$$W^I = h(X^I) - \sum_{\substack{m'=1 \atop m' \neq m}}^{M^I} S^{I,m'} \left(g(\hat{U}^I,m') - g(U^I,m')\right),$$

is considered to be the principal variate. Observe that by Theorem 2.1, the optimal gain can
be written as,
\[
S_{m}^{T} = \Sigma_{W^m,g(\hat{U}^m)} \left( \Sigma_{g(\hat{U}^m),g(\hat{U}^m)} + \Sigma_{g(U^m),g(U^m)} \right)^{-1} \\
= \left( \Sigma_{X^m,g(\hat{U}^m)} - \sum_{m' = 1 \atop m' \neq m}^{M^I} S_{m'}^{I} \Sigma_{g(\hat{U}^m),g(\hat{U}^m)} \right) \cdot \left( \Sigma_{g(\hat{U}^m),g(\hat{U}^m)} + \Sigma_{g(U^m),g(U^m)} \right)^{-1}
\]
and taking the set of linear equations for each \( m \), the solution is given by (3.5), as required.

Thus, the linear control variate framework is extended to account for all the variables representing the model tree.

As in subsection 2.4, we make the assumptions that \( h = \text{id} \) (the identity function), that all control variates are projections of the principal variate,
\[
\hat{U}^m = \theta^m(X^I),
\]
and that the non-linear functions \( g^m \) are the interpolation operators,
\[
g^m = \phi^m.
\]

We now generalize Theorem 2.2, for multiple control variates.

**Theorem 3.2.** Assume that:
1. The reconstruction errors are uncorrelated with the principal state:

\[
\Sigma_{X^m,(X^I-\theta^m(U^m))} = 0, \quad 1 \leq m \leq M^I.
\]
2. Covariances for full states reconstructed from the control and ancillary variates are identical,

\[
\Sigma_{g^m(U^m),g^m(U^m)} = \Sigma_{\phi^m(U^m),\phi^m(U^m)}, \quad 1 \leq m \leq M^I.
\]
3. All cross covariances,

\[
\Sigma_{\phi^m(U^m),\phi^{m'}(U^m')}, \quad 1 \leq m, m' \leq M^I,
\]

have the same dimension and are equal to each other.

Under these assumptions the optimal gains are:
\[
S^m = \frac{1}{M^I + 1} I, \quad \forall m \in M^I.
\]

**Proof.** Under all the assumptions above, (3.5) can be reduced to
\[
\begin{bmatrix}
S^{I_1} \\
\vdots \\
S^{I_{M^I}}
\end{bmatrix}^T
\begin{bmatrix}
2I & \cdots & 1I \\
\vdots & \ddots & \vdots \\
1I & \cdots & 2I
\end{bmatrix}
= \begin{bmatrix} I \\
\vdots \\
I
\end{bmatrix}^T,
\]
Theorem 3.2 can have some very important implications. First, as the number of models at a particular fidelity increases, each model’s contribution decreases. For instance, when four models exist at a particular fidelity, each model’s contribution would be scaled by \( \frac{1}{4} \) by (3.8). Second, as the number of models at a particular fidelity increases, the overall contribution of the lower fidelity information increases. For instance the total contribution of the four models in the previous example is \( \frac{4}{5} \). Thus, as the number of low fidelity models increases, our confidence in their total information increases as well.

3.2. Forecasting with Model Forests. We now turn our attention to state propagation through model forests. We combine the ideas introduced in subsection 2.4.1 for propagating model hierarchies and subsection 2.5.1 for propagating model averages. As before, we need to propagate all variables in all trees and at all levels through their respective models.

As in (2.15) and (3.1) we propagate each constituent variate and the total variate of model sub-tree,

\[
X^T_{i+1} = M^T(Z^T_i),
\]

\[
\hat{U}^T_{i+1} = M^T_m(\hat{U}^T_i),
\]

\[
U^T_{i+1} = Z^T_{i+1},
\]

by making the assumption that the linear control variate framework applies the same after model propagation, with \( Z^T_m \) for \( 1 < m < M \) serving as the base case.

With the total propagated variate of the whole forest in the space of model \( m \) being,

\[
M(Z^{(m)}_{i+1}) = \sum_{\substack{m'=1}}^M w^{(m')}(m,m') \left( Z^{(m')}_{i+1} \right),
\]

which again faces the cross-covariance challenge from subsection 2.5. In order to approximate the cross covariance term,

\[
\Sigma_{M(Z^{(m)}_i),M(Z^{(m')}_i)} = \sum_{\substack{m'=1}}^M \sum_{\substack{m''=1}}^M u^{(m')} w^{(m'')} \Sigma_{\phi^{(m',m')}(M^{(m')}_{Z^{(m')}_{i+1}}),\phi^{(m'',m'')}(M^{(m'')}_{Z^{(m'')}_{i+1}})},
\]

by the method introduced in subsection 2.5.1, we need access to ensembles of the total variates, \( E_{Z^{(m)}_i} \) and \( E_{Z^{(m')}_{i+1}} \).

We next provide one way to generate such samples.
Theorem 3.3. For the bifidelity case,

\[
Z^{(m)} = X^{(m)} - \sum_{m'=1}^{M} S^{(m,m')} \left( \phi^{(m,m')}(\hat{U}^{(m,m')}) - \phi^{(m,m')}(U^{(m,m')}) \right),
\]

under the assumptions of Theorem 3.2 and the strong assumption that

\[
\Sigma_{X^{(m)},\phi^{(m,m')}(\hat{U}^{(m,m')})} = I, \quad \forall m' = 1, \ldots, M,
\]

the optimal gains associated with transforming the anomalies,

\[
A_{Z^{(m)}} = A_{X^{(m)}} - \sum_{m'=1}^{M} \tilde{S}^{(m,m')} A_{\phi^{(m,m')}}(U^{(m,m')}),
\]

from the principal and control variates to the total variate is,

\[
\tilde{S}^{(m,m')} = \frac{1}{1 + \sqrt{2/(M+3)}} S^{(m,m')},
\]

which is a scalar multiple of the optimal gain in Theorem 3.2.

Proof. Similar to Theorem 3.1, we can write,

\[
Z^{(m)} = W^{(m,m')} - S^{(m,m')} \left( \phi^{(m,m')}(\hat{U}^{(m,m')}) - \phi^{(m,m')}(U^{(m,m')}) \right),
\]

where the new principal variate is

\[
W^{(m,m')} = X^{(m)} - \sum_{m'' \neq m'}^{M} S^{(m,m'')} \left( \phi^{(m,m'')}(\hat{U}^{(m,m'')}) - \phi^{(m,m'')}(U^{(m,m'')}) \right).
\]

Following equation (10) in [33], the optimal gain modified to transform the anomalies can be written as

\[
\tilde{S}^{(m,m')} = S^{(m,m')}
\cdot \left[ I + \left( I + \Sigma_{W^{(m,m')},\phi^{(m,m')}(\hat{U}^{(m,m')}),\phi^{(m,m')}(U^{(m,m')}),\phi^{(m,m')}(U^{(m,m')})}^{-1/2} \right)^{-1} \right]^{-1},
\]

which, under the assumptions provided, simplifies to (3.20) as required.

As all ancillary variates are independent of the highest fidelity principal variate, Theorem 3.3 is readily extendable to all model forests, though we do not be explore such an extension in this paper.

We now show how an ensemble of the total variate can be generated.
Corollary 3.4. Under linear assumptions on the projection and interpolation operators, and the assumption that

\[ E(\hat{U}(m,m')) = \theta(m,m')(E_X(m)) , \]

the control variates are transformations of the principal variate, an ensemble of samples from the total variate \( Z(m) \) can be written purely in terms of the principal variate \( X(m) \) as,

\[ E_Z(m) = \tilde{\mu}_Z 1_{N_X}^T \]

\[ + \sum_{m'=1}^M \left[ E_X(m) - \hat{S}^{(m,m')} \phi^{(m,m')} \left( E(\hat{U}(m,m')) \right) \right] \left( I_{N_X(m)} - N^{-1}_{X(m)} 1_{N_X(m)} 1_{N_X(m)}^T \right) , \]

where \( 1_{N_X(m)} \) is a vector of \( N_{X(m)} \) ones, which assumes the gain in Theorem 3.2, and the total-principal variate relationship in (3.1).

We naturally assume the generalization of Corollary 3.4 to non-linear operators without analysis to its optimality. We can leverage Corollary 3.4 to compute the cross covariance terms of the model propagation through (2.23).

4. Model Forest EnKF. We are now ready to introduce the model forest EnKF, combining elements from the multifidelity EnKF described in subsection 2.6 and model forests described in section 3. The model forest EnKF operates with two familiar steps: forecast and analysis. In the forecast step all the constituent ensembles, including ensembles of the total variate are propagated just like described in subsection 3.2.

For the analysis step, we largely mirror the setup in subsection 2.6. Take the general control variate framework,

\[ Z_i(m,b) = \sum_{m'=1}^M w_i^{(m')} r_i^{(m,m')} Z_i^{(m'),b} , \]

\[ Z_i^{(m'),b} = X_i^{(m',b)} - \sum_{m''=1}^{M_{m'}} S_i^{(m')} \left[ \phi^{(m',m'')} \left( \hat{U}^{(m',m''),b} \right) - \phi^{(m',m'')} \left( U^{(m',m''),b} \right) \right] , \]

that is induced by some model forest where each \( Z_i^{(m),b} \) represents the total forest forecast in the space of model \( m \), and each \( Z_i^{(m'),b} \) represents the variable on the tree corresponding to the high fidelity model \( m' \).

As in the multifidelity ensemble Kalman filter in subsection 2.6, we assume the decomposition of the total variate (4.1) recursively into the constituent ensembles,

\[ \left( E_{\hat{U}_i^{Z,b}}, E_{U_i^{Z,b}} \right) \in \mathcal{T} , \]

similar to (2.26), where \( \mathcal{T} \) is the set of all tuples indexing the model forest. The model forest ensemble Kalman filter operates on the constituent ensembles (4.3) in a manner similar
Figure 4.1. One full step of the model forest ensemble Kalman filter. In this specific case, the model forest consists of two trees: one tree only has the high fidelity model $\mathcal{M}^{(1)}$ and the other tree has the high fidelity and model $\mathcal{M}^{(2)}$ and two of its surrogates, $\mathcal{M}^{(2,1)}$ which is a reduced order model, and $\mathcal{M}^{(2,2)}$ which is a neural network-based model. In the forecast step, the high fidelity ensembles $E_{X_{i-1}^{(1,a)}}$ and $E_{X_{i-1}^{(2,a)}}$ are propagated through their respective models. The total variates of the trees represented in the space of the opposite tree, $E_{w_{(2,1)}^{(1,a)}}$ and $E_{w_{(1,2)}^{(2,a)}}$ are propagated through the models $\mathcal{M}^{(2)}$ and $\mathcal{M}^{(1)}$ respectively. The ensembles of control variates for the second tree, $E_{\hat{U}_{i-1}^{(2,a)}}$ and $E_{\hat{Z}_{i-1}^{(2,a)}}$ are generated from their principal variate ensemble and propagated through their respective surrogate models together with the ancillary variate ensembles $E_{X_{i-1}^{(2,a)}}$ and $E_{\hat{Z}_{i-1}^{(2,a)}}$. During the analysis step, the Kalman gains $K_{(1)}$, $K_{(2)}$, $K_{(2,1)}$, and $K_{(2,2)}$ are generated and are used to propagate the principal, control and ancillary variates.

to (2.27),

$$E_{U_{i}^{Z,a}} = E_{U_{i}^{Z,b}} - K_{i}^{T} \left[ H_{i}^{T} \left( E_{U_{i}^{Z,b}} - E_{Y_{i}} \right) \right],$$

$$E_{\hat{Z}_{i}^{Z,a}} = E_{\hat{Z}_{i}^{Z,b}} - K_{i}^{T} \left[ H_{i}^{T} \left( E_{\hat{Z}_{i}^{Z,b}} - E_{Y_{i}} \right) \right],$$

(4.4)
where, similar to (2.28), the observation operators can be recursively defined as:

\[(4.5) \quad \mathcal{H}_i^I m := \mathcal{H}_i^I \circ \phi_i^I,\]

and the Kalman gain \(K^I\) contain all the information from the total variate (4.1) in the space of model \(I\) similar to (2.31), requiring the use of Corollary 3.4.

After assimilation and before the next forecast step, the same heuristics (Remark 5) as in the multifidelity EnKF are applied: the means are corrected, and the control variate ensembles \(E_{\hat{U}^I m,a}\) are discarded and new control variate ensembles are generated from the principal variates,

\[(4.6) \quad E_{\hat{U}^I m,a} \leftarrow \theta^{I m} \left( E_{U^I m,a} \right),\]

ensuring a strong correlation between the principal and control variates. Inflation (Remark 4) is again required for the filter to converge. An illustration of the model forest EnKF is provided in Figure 4.1.

5. Models. We now introduce the quasi-geostrophic (QG) equations \([11, 12, 16, 21]\), and two data-driven reduced-order surrogate models, one based on proper orthogonal decomposition (POD) \([2, 31]\), and one based on autoencoders (AE) \([26]\).

5.1. Quasi-Geostrophic equations. QG equations are,

\[(5.1) \quad \omega_t + J(\psi, \omega) - Ro^{-1} \psi_x = Re^{-1} \Delta \omega + Ro^{-1} F, \quad J(\psi, \omega) \equiv \psi_y \omega_x - \psi_x \omega_y,\]

where \(\omega\) is vorticity, \(\psi\) is the stream function, \(Re\) is the Reynolds number, \(Ro = 0.0036\) is the Rossby number, \(J\) is the Jacobian term, and \(F\) is a symmetric double gyre forcing term, \(F = \sin \left( \pi (y - 1) \right)\). The Reynolds number \(Re\) is defined later. The vorticity term and the stream function are linear transformations \(\omega = -\Delta \psi\), of each other. The spatial domain is \([0, 1] \times [0, 2]\) with homogeneous Dirichlet boundary conditions. A 63 \(\times\) 127 second order finite difference discretization is used. All calculations are performed on the streamfunction data.

More details about this model can be found in \([23, 26]\). The implementation used in this work is from the ODE Test Problems suite \([6, 29]\).

We now provide a brief description of the low-fidelity models that we construct. All our low-fidelity models are data-driven and intrusive, meaning that they rely both on a collection of data points, and on the original equations (5.1). The data,

\[(5.2) \quad \mathbf{X} = [\mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_N]\]

used to create the surrogates was generated by QG with \(Re = 450\), from a trajectory of \(N = 10^4\) data points spaced 30 days in model time (\(\Delta t = 0.3268\)) apart.

5.1.1. Proper orthogonal decomposition ROM. In POD, the projection and interpolation operators with be linear,

\[(5.3) \quad \theta(X) = \Phi^* X, \quad \phi(U) = \Phi U,\]
where the matrix $\Phi \in \mathbb{R}^{n \times r}$ consists of the dominant $r$ eigenmodes of the second moment of the data (5.2), and $n$ is the dimension of the original data ($63 \times 127$ for our QG implementation). For the POD model we take $r = 25$ to be fixed representing a medium reduction in the dynamics.

The ROM itself is a quadratic dynamical system of the form,

\begin{equation}
U_t = a + BU + U^T C U,
\end{equation}

where $a$ is a vector, $B$ is a matrix and $C$ all defined in terms of the original equations (5.1) and the projection and interpolation operators (5.3). For more details on this reduced order model please see [23].

\subsection{Autoencoder-based ROM}

We now provide a brief overview of the AE based ROM. Instead of linear operators (5.3), we use two feed-forwards neural networks,

\begin{equation}
\theta(X) = W^\theta_2 \sigma(W^\theta_1 X + b^\theta_1) + b^\theta_2, \\
W^\theta_1 \in \mathbb{R}^{h \times n}, W^\theta_2 \in \mathbb{R}^{r \times h}, b^\theta_1 \in \mathbb{R}^h, b^\theta_2 \in \mathbb{R}^r,
\end{equation}

\begin{equation}
\phi(U) = C \left( W^\phi_2 \sigma(W^\phi_1 U + b^\phi_1) + b^\phi_2 \right), \\
W^\phi_1 \in \mathbb{R}^{h \times r}, W^\phi_2 \in \mathbb{R}^{n \times h}, b^\phi_1 \in \mathbb{R}^h, b^\phi_2 \in \mathbb{R}^n,
\end{equation}

to build non-linear projection and interpolation operators. Here $h = 200$ is the fixed hidden dimension, $r = 25$ is again the reduced dimension size just like for the POD ROM, and $C$ is a fixed convolutional layer performing spatial smoothing.

The cost function is a simple non-linear least squares cost over the data (5.2),

\begin{equation}
\mathcal{L}(X) = \sum_{i=1}^{N} \frac{1}{n} \| x_i - \phi(\theta(x_i)) \|_2^2 + \frac{\lambda}{r} \| \theta(x_i) - \theta(\phi(\theta(x_i))) \|_2^2,
\end{equation}

with one extra term (with parameter $\lambda = 10^3$) added to ensure the right-invertability property,

\begin{equation}
\theta = \theta \circ \phi \circ \theta,
\end{equation}

is weakly preserved.

The reduced order model itself is of the form

\begin{equation}
U_t = \theta'(U) f(\phi(U)),
\end{equation}

where $f$ represents the streamfunction dynamics of QG (5.1), and $\theta'(U)$ is the derivative of the encoder (5.5). For more details on this reduced order model please see [26].

\section{Numerical Experiments}

The goal of our numerical experiments is to show proof-of-concept: that both model trees and model forests impart some sort of advantage, whether in accuracy or computational cost.

For our true natural system we take QG with Reynolds number of $Re = 450$. We perform sequential data assimilation experiments over a forecast period of one day ($\Delta t = 0.0109$ in
Figure 6.1. Analysis RMSE for choices of ensemble size $N$ for the principal variable $X^{(1)}$ and inflation $\alpha$ for the principal variate $X^{(1)}$ for various model trees. The top left figure represents a bifidelity tree, $\mathcal{Q}$, with QG as the high fidelity, $\mathcal{O}$, and the POD ROM as the low fidelity, $\mathcal{O}$, model. The top right figure represents a bifidelity tree $\mathcal{Q}$ with QG as the high fidelity, $\mathcal{O}$, and the AE ROM as the low fidelity, $\mathcal{O}$, model. The bottom left figure represents a bifidelity tree $\mathcal{Q}$, with QG as the high fidelity, $\mathcal{O}$, the POD ROM as one of the low fidelity, $\mathcal{O}$, models, and the AE ROM as the other low fidelity, $\mathcal{O}$, model. The bottom right figure represents a unifidelity tree, $\mathcal{O}$, consisting of just QG.

model time), measuring 150 evenly-spaced points with observation error covariance of $\Sigma_{Y,Y} = I_{150}$. For an accuracy metric, we analyze the total variate mean analysis spatio-temporal root mean square error,

$$
\text{RMSE}(\tilde{\mu}_{Z_a}, X^t) = \sqrt{\frac{1}{Tn} \sum_{i=T_0}^{T_f} \sum_{k=1}^{n} (\tilde{\mu}_{Z_{a_i}})_k - [X^t_i]_k)^2},
$$

over the time indices $T_0 = 51$ to $T_f = 350$, with $T = T_f - T_0$, discarding the first 50 steps for spinup. The RMSE (6.1) is averaged over 20 independent model runs, with different realization of the initial conditions of both the natural model and ensembles.
6.1. Model tree experiment. Our first experiment aims to show that a simple model forest with two low-fidelity models, \( \mathcal{Q} \), is advantageous to use over bifidelity model hierarchies, \( \mathcal{Q} \).

We experiment on the following model trees:

1. the unifidelity tree, \( \mathcal{Q} \), with QG with \( Re = 450 \) as the high fidelity model \( \mathcal{M}^{(1)} \) that is the same model as nature,
2. the bifidelity tree, \( \mathcal{Q} \), with QG with \( Re = 450 \) as the high fidelity model \( \mathcal{M}^{(1)} \) and the POD model as its surrogate model \( \mathcal{M}^{(1,1)} \), and
3. the bifidelity tree, \( \mathcal{Q} \), with QG with \( Re = 450 \) as the high fidelity model \( \mathcal{M}^{(1)} \) and the AE model as its surrogate model \( \mathcal{M}^{(1,1)} \), and
4. the bifidelity tree, \( \mathcal{Q} \), with QG with \( Re = 450 \) being the high fidelity model \( \mathcal{M}^{(1)} \) with the POD model as its surrogate model \( \mathcal{M}^{(1,1)} \), and the AE model as its surrogate model \( \mathcal{M}^{(1,2)} \),

representing a minimal proof-of-concept of model trees.

We fix the reduced ensemble sizes to a low \( N_{U^{(1,1)}} = N_{U^{(1,2)}} = 12 \), and the reduced inflation to \( \alpha_{U^{(1,1)}} = \alpha_{U^{(1,2)}} = 1.05 \), and vary the high fidelity ensemble size \( N \) logarithmically from the list 2, 3, 4, 5, 7, 9, 13, 17, 24, 32 and high fidelity inflation \( \alpha \) linearly in the range \([1, 1.1]\). Calculating the total variate mean analysis spatio-temporal root mean square error through (6.1) the results of the experiment can be seen in figure Figure 6.1.

As can be seen from the results, a high fidelity ensemble size of \( N = 32 \) is required for the unifidelity, \( \mathcal{Q} \), filter to converge with QG. Both the one surrogate bifidelity trees, \( \mathcal{Q} \), with either the POD or AE models significantly reduced the high fidelity ensemble size requirements, with as little as \( N = 7 \) high fidelity ensemble members required for convergence, and showing results as accurate as the unifidelity, \( \mathcal{Q} \), filter for a high fidelity ensemble size of \( N = 17 \), cutting the high fidelity model runs required in half. A very surprising result is that the two surrogate bifidelity tree, \( \mathcal{Q} \), shows good stability behavior even for a high fidelity ensemble size of \( N = 2 \) with good accuracy for an ensemble size of \( N = 13 \), meaning that significantly less high fidelity ensemble members are required to ensure confidence in the filter results.

6.2. Model forest experiment. Our second experiment illustrates the usefulness of both model averaging and model forests. Recall that we take QG (5.1) with Reynolds number \( Re = 450 \) as the natural ground truth. Instead of assuming that our high fidelity model is the same as nature, the twin experiment assumption, we assume that that are now two competing models of nature, between which we cannot decide. The first of these models with be QG with Reynolds number \( Re = 425 \) and the second with \( Re = 475 \). This ensures that the two competing models are close enough to the behavior of the original model, but are not exact.

The POD and AE surrogate models are still trained on the data generated with \( Re = 450 \), as we assume that data-driven models have access to some natural data, thus more accurately capture the natural behavior of the ground truth.

We experiment with the following model forests:

1. the unifidelity tree, \( \mathcal{Q} \), with QG with \( Re = 425 \) as the high fidelity model \( \mathcal{M}^{(1)} \),
2. the unifidelity tree, \( \mathcal{Q} \), with QG with \( Re = 475 \) as the high fidelity model \( \mathcal{M}^{(1)} \),
3. the model average, \( \mathcal{Q} \), of QG with \( Re = 425 \) as the high fidelity model \( \mathcal{M}^{(1)} \) and QG with \( Re = 475 \) as the high fidelity model \( \mathcal{M}^{(2)} \),
Figure 6.2. Analysis RMSE for choices of ensemble size $N$ and inflation $\alpha$ for the principal variate $X(1)$ for variate model forests. The top left figure represents a model average, $\circ \cdots \circ$, of two QG models with Reynolds numbers of $Re = 425$ and $Re = 475$. The second row left figure represents a unifidelity tree, $\circ$, consisting of just QG with Reynolds number $Re = 425$. The bottom left figure represents a unifidelity tree, $\circ$, consisting of just QG with Reynolds number $Re = 475$. The top right figure represents a model forest, $\circ \cdots \circ$, of two bifidelity trees, $\circ$, with the first tree consisting of QG with Reynolds number $Re = 425$ as the high fidelity, $\circ$, and the AE ROM as the low fidelity, $\circ$, model, and the second tree consisting of QG with Reynolds number $Re = 475$ as the high fidelity, $\circ$, and the POD ROM as the low fidelity, $\circ$, model. The second right row figure represents a bifidelity tree, $\circ$, with QG with Reynolds number $Re = 475$ as the high fidelity model $M(1)$ and the POD model trained on $Re = 450$ as its surrogate $M^{(1,1)}$, and

4. the bifidelity tree, $\circ$, with QG with $Re = 425$ as the high fidelity model $M(1)$ and the AE model trained on $Re = 450$ as its surrogate $M^{(1,1)}$,

5. the bifidelity tree, $\circ$, with QG with $Re = 475$ as the high fidelity model $M(1)$ and the POD model trained on $Re = 450$ as its surrogate $M^{(1,1)}$, and
6. the model forest, \( \mathcal{F} \), as the average, with equal weights \( w^{(1)} = w^{(2)} = \frac{1}{2} \), of the above two bifidelity trees, thus QG with \( Re = 425 \) is the high fidelity model \( \mathcal{M}^{(1)} \), QG with \( Re = 275 \) is the high fidelity model \( \mathcal{M}^{(2)} \), the AE model is \( \mathcal{M}^{(1,1)} \), and the POD model is \( \mathcal{M}^{(2,1)} \), representing the minimal proof-of-concept for model forests.

We again fix the reduced ensemble sizes to a low \( N_{U^{(1,1)}} = N_{U^{(2,1)}} = 12 \), and the reduced inflation to \( \alpha_{U^{(1,1)}} = \alpha_{U^{(2,1)}} = 1.05 \), and vary the high fidelity ensemble size \( N \) logarithmically from the list \( 2, 3, 4, 5, 7, 9, 13, 17, 24, 32 \) and high fidelity inflation \( \alpha \) linearly in the range \( [1, 1.1] \). Calculating the total variate mean analysis spatio-temporal root mean square error through (6.1) the results of the experiment can be seen in figure Figure 6.2.

Recall that for a model average or a model forest, the number of high fidelity model runs rises exponentially because of the need to compute cross covariances (2.23). Because of this, a model average, \( \circ \cdot \circ \), with two models both of which have \( N \) ensemble members, would require \( 4N \) high fidelity model runs to compute the covariance information. The results are nevertheless encouraging. The unifidelity, \( \circ \), filter with QG with Reynolds number \( Re = 475 \) performed significantly worse than in the previous experiment in subsection 6.1, however coupling it with an accurate POD model in a bifidelity structure, \( \mathcal{F} \), significantly improved its performance. The model average, \( \circ \cdot \circ \), requires a minimum of \( 4 \times 17 \) high fidelity model runs to be stable, thus not being a feasible alternative to any one individual model, but the model forest, \( \mathcal{F} \), provides fairly accurate results for \( 4 \times 7 \) high fidelity model runs, while also being stable for much smaller ensemble sizes. If the number of high fidelity model runs used to compute cross-covariance can be reduced in an efficient manner, it is the authors’ belief that the model forest approach is the future of ensemble filtering algorithms.

Throughout this whole work, we have ignored the discussion of model error. Model error assumptions are necessary in the unifidelity, \( \circ \), case when the model is not an exact representation of nature. But the results from the model forest experiment were obtained without any model error assumptions, and yet yield an impressive level of accuracy. We hypothesize that instead of attempting to compensate for model error through process noise, like is common with EnKF based methods, model forests can serve as an alternative.

7. Conclusions. This work introduces model forests, a concept that generalizes model hierarchies, and formalizes situations where collections of models can be used in a rigorous systematic way in data assimilation. We show how random variables attached to these model forests can be used to propagate information from the models contained within through a generalized theory of control variates. Potential advantages of working with full model forests instead of one model include higher accuracy in the case of multiple competing inaccurate models, and a non-trivial reduction in computational cost with no loss of accuracy.

Using this idea, we extended the multifidelity ensemble Kalman filter to the model forest ensemble Kalman filter, replacing the MFEnKF acronym. Through various numerical experiments on many different combinations of model tree and model forest, we have shown that the MFEnKF not only significantly reduced the need for high fidelity model runs, but also has the potential to replace assumptions about model error, as an ensemble of models could potentially approximate our uncertainty about the model propagation.

There are many venues to pursue in future research. Extending the MFEnKF family of
algorithms to square-root filters (see [1] for an in-depth look at all the different variations) is a requirement for the filter to be used in operational settings. Extending model forests to the ensemble transport particle filter [27] would potentially allow for the use of particle filters with higher-dimensional models. An alternative approach is to construct a model forest ensemble variational Fokker-Plank filter [32] which allows for the use of general classes of parameterized distributions freeing the filter from Gaussian assumptions.

A different future research venue is constructing data-driven reduced order algorithms tailored specifically for use in a model forest. This would potentially open the door for more efficient and accurate surrogate models and even more significantly reduce the number of high fidelity model runs.
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