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Abstract

In this paper, we propose a new linear-equation ordered-statistics decoding (LE-OSD). Unlike the OSD, LE-OSD uses high reliable parity bits rather than information bits to recover the codeword estimates, which is equivalent to solving a system of linear equations (SLE). Only test error patterns (TEPs) that create feasible SLEs, referred to as the valid TEPs, are used to obtain different codeword estimates. We introduce several constraints on the Hamming weight of TEPs to limit the overall decoding complexity. Furthermore, we analyze the block error rate (BLER) and the computational complexity of the proposed approach. It is shown that LE-OSD has a similar performance as OSD in terms of BLER, which can asymptotically approach Maximum-likelihood (ML) performance with proper parameter selections. Simulation results demonstrate that the LE-OSD has a significantly reduced complexity compared to OSD, especially for low-rate codes, that usually require high decoding order in OSD. Nevertheless, the complexity reduction can also be observed for high-rate codes. In addition, we further improve LE-OSD by applying the decoding stopping condition and the TEP discarding condition. As shown by simulations, the improved LE-OSD has a considerably reduced complexity while maintaining the BLER performance, compared to the latest OSD approach from literature.
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I. INTRODUCTION

Since 1948, when Shannon introduced the notion of channel capacity [1], researchers have been exploring the powerful channel codes that can approach this limit. As remarkable research milestones, low density parity check (LDPC) codes and Turbo codes have been shown to perform very close to Shannon’s limit at large block lengths and have been widely applied in the 3rd generation (3G) and 4th generation (4G) of mobile standards [2]. The Polar code proposed by Arikan in 2009 [3] has attracted much attention
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in the last decade and has been chosen as the standard coding scheme for the 5th generation (5G)-enhanced mobile broadband (eMBB) control channels and the physical broadcast channel [4].

Recently, short code design and related decoding algorithms have attracted a great deal of interest [5]–[7], triggered by the stringent requirements of the new ultra-reliable and low-latency communications (URLLC) service. The decisive latency requirements of URLLC mandate the use of finite block-length codes. Under the short block length regime, Polyanskiy et. al. derived new bounds for the achievable rate, referred to as the normal approximation (NA) [8], [9]. Following this theoretical milestone, researchers have been seeing practical coding schemes achieving NA to fulfill the requirements of URLLC.

Polar codes, LDPC codes, and Bose-Chaudhuri-Hocquenghem (BCH) codes are conceivable coding scheme candidates for URLLC [5]–[7]. It has been shown that the cyclic redundancy check (CRC)-aided Polar codes offer a desirable trade-off between decoding complexity and the gap to NA [5]. Nevertheless, the successive cancellation list (SCL) decoding with large list size still has a relatively high decoding complexity [10]. LDPC codes have a low-complexity iterative belief propagation (BP) decoding, but their block error rate (BLER) performance must be improved for the short block length region in URLLC applications. The improvement can be achieved by employing near maximum-likelihood (ML) decoders. As reported by [5], under ML decoding, the gap from LDPC codes to the NA can be shortened by 0.5 dB compared to that with BP. However, the ML decoding of LDPC codes has a high complexity [5]. A recently proposed primitive rateless (PR) code [11] with its inherent rateless property is also shown to perform very close to the finite length bounds; however, its decoding complexity is the major drawback. Furthermore, short BCH codes have also gained interest from the research community recently [5], [7], [12], [13], as it outperforms other existing short channel codes in terms of error correction capability. BCH codes usually have large minimum distances [2], but its ML decoding is also highly complex.

To address the aforementioned issues, code candidates for URLLC require practical decoders with excellent performance. The ordered-statistics decoding (OSD), as a universal decoder for block codes, rekindled the interests recently [12]–[18]. For a linear block code \( C(n, k) \) with minimum distance \( d_{H} \), an OSD with the order of \( m = \lceil d_{H}/4 - 1 \rceil \) is asymptotically optimum approaching the same performance as the ML decoding [19]. OSD only requires inputs of the code generator matrix and the transmitted signal, and does not depend on any unique code structure. Apart from OSD, guessing random additive noise decoding (GRAND) [20], [21] is another potential universal decoding for URLLC. GRAND guess noise patterns rather than generating codeword estimates, and the average number of noise guesses to approach ML decoding is \( 2^{n \min(1 - \frac{k}{n} H_{2})} \) [20], where \( H_{2} \) is the entropy rate at parameter \( \frac{1}{2} \). Compared to the brutal
ML decoding that generates $2^k$ codeword estimates, GRAND is significantly efficient for high-rate code, i.e., large $\frac{k}{n}$, whereas for low-to-moderate-rate codes, OSD will be more efficient.

In OSD, the bit-wise log-likelihood ratios (LLRs) of the received symbols are sorted in descending order and the columns of the generator matrix are permuted accordingly. Systematic form of the permuted generator matrix is then obtained by performing Gaussian elimination (GE). Then, the first $k$ positions, referred to as the most reliable basis (MRB), are XORed with a set of the test error patterns (TEP) and re-encoded to generate codeword estimates. The re-encoding will continue until all TEPs are processed. The maximum allowed Hamming weight of TEPs is known as the decoding order. It is shown that the decoding complexity of an order-$m$ OSD is as high as $O(k^m)$ because of the large list size of TEPs [19].

Many previous works have focused on improving OSD and some significant progress has been achieved [15], [17], [22]–[27]. Some notable accomplishments include the skipping and stopping rules introduced in [22]–[24] to prevent processing unpromising TEPs which are unlikely to result in the correct output. Most recently, deep learning is applied recently to help OSD adaptively identify the required decoding order to achieve the optimal performance [15]. Johannes et. al. [12] discussed the potential application of OSD for 5G new radio, and proposed a fast variant reducing the complexity of OSD from $O(k^m)$ to $O(k^{m-2})$ at high signal-to-noise ratios (SNRs). Latency in URLLC scenarios where OSD algorithms are used as the decoder was analyzed and optimized in [16], where the latency is represented as a function of the decoding complexity of OSD. Some attempts were also made to analyze the distance properties and error rate performance of the OSD and its variants [14], [18], [19], [28], [29]. The evolution of the Hamming distances and weighted Hamming distances (WHD) from generated codeword estimates to the received signal in OSD are comprehensively studied in [18], which for the first time reveals how the decoding techniques (e.g., stopping and skipping rules) could improve OSD. Based on the theoretical results provided in [18], a novel probability-based OSD (PB-OSD) was proposed in [13], which has a significantly reduced complexity compared with existing OSD approaches.

Although researchers have made remarkable progress on devising low-complexity OSD algorithms, almost all existing approaches can effectively reduce the complexity only when the SNR is relatively high. This is mainly because the bit reliabilities, i.e., LLRs, are relatively accurate at moderate-to-high SNRs. In contrast, when the SNR is low, the decoding techniques based on reliabilities usually fail, as the LLRs are not reliable and the MRB itself might be misleading. This shortcoming can be even observed in recent approaches, e.g., PB-OSD [13]. As a result, current OSD decoders still exhibit relatively high complexity at low-to-moderate SNRs. Accordingly, when the channel conditions fluctuate, the decoder
will potentially violate the system latency requirement. Furthermore, OSD usually needs a high order in decoding low-rate codes as they commonly have large minimum distances. In this case, the complexity of existing OSD approaches is still forbiddingly high, hindering their potential applications.

In this paper, we propose a linear-equation OSD (LE-OSD) approach, aiming at having a general complexity reduction of OSD, especially at low-to-moderate SNRs. Unlike OSD [19], LE-OSD recovers the information bits based on the most reliable \( n - k \) parity check bits, and TEPs are added to the parity check bits to generate a number of codeword estimates. This process is equivalent to solving a system of linear equations (SLE), and we refer to a TEP that results in a feasible SLE as a valid TEP. A feasible SLE is defined as the SLE that has at least one solution. Given a Hamming weight constrain for the TEPs, only valid TEPs are processed to retrieve the codeword estimations, and thus the number of TEPs as well as the number of generated codeword estimates can be significantly reduced.

The BLER performance and the asymptotic BLER performance (in terms of the SNR) of LE-OSD are analyzed. We show that with a proper parameter selection, LE-OSD has a similar error rate performance to the original OSD [19], and can asymptotically approach the ML performance. Moreover, the number of required TEPs and the computational complexity of LE-OSD are characterized. It is shown that LE-OSD has a significantly reduced number of TEPs compared to OSD in decoding codes with rates lower than 0.5, while needing to perform three GEs in the preprocessing of decoding. Therefore, the proposed LE-OSD is especially efficient when the order of OSD is high, whose complexity is dominated by the size of the TEP list and the overhead of GE is relatively negligible. As advised by simulations, the LE-OSD can be two to four times faster than the original OSD in high-order decoding, achieving the similar error rate performance. For example, regarding the decoding time of the order-5 decoding of rate-1/4 BCH codes, LE-OSD requires 5 ms to decode a codeword compared to 20 ms of the original OSD.

Furthermore, we design the decoding stopping condition (SC) and the TEP discarding condition (DC) for the LE-OSD by leveraging the idea in [13] and [18], which further reduces the complexity of LE-OSD. Simulation results show that LE-OSD can reduce the complexity by more than half at low to medium SNRs in terms of the decoding time consumption, compared to the recent approach, PB-OSD.

The rest of this paper is organized as follows. Section II describes the preliminaries and reviews the OSD. In Section III the details of the LE-OSD algorithm are described. The error rate performance, the computational complexity, and the parameter selection of LE-OSD are discussed in Section IV. Simulation results and the comparison between LE-OSD and the original OSD algorithm are provided in Section V. Section VI proposes the improved LE-OSD. Finally, Section VII concludes the paper.
Notation: In this paper, we use \( \Pr(\cdot) \) to denote the probability of an event. A bold letter, e.g., \( \mathbf{A} \), represents a matrix, and a lowercase bold letter, e.g., \( \mathbf{a} \), denotes a row vector. We also use \( [a]_u^v \) to denote a row vector containing element \( a_\ell \) for \( u \leq \ell \leq v \), i.e., \( [a]_u^v = [a_u, \ldots, a_v] \). If \( \mathbf{a} \) is a binary vector, we use \( w(\mathbf{a}) \) to denote its Hamming weight, i.e., \( \ell_1 \)-norm. Furthermore, We use \( \mathbf{A}^\top \) and \( \mathbf{a}^\top \) to denote the transposition of a matrix \( \mathbf{A} \) or vector \( \mathbf{a} \), respectively, and \( r_\mathbf{A} \) denotes the rank of \( \mathbf{A} \). We use \( \mathcal{O}(\cdot) \) to denote the Big-O notation, i.e., \( \mathcal{O}(x) \) is bounded above by \( x \) with up to a constant factor, asymptotically.

II. Preliminaries

A. Preliminaries of System

We consider a binary linear block code \( C(n, k) \) with binary phase shift keying (BPSK) modulation over an additive white Gaussian Noise (AWGN) channel, where \( k \) and \( n \) denote the information block and codeword length, respectively. Let \( \mathbf{b} = [\mathbf{b}]_1^n \) and \( \mathbf{c} = [\mathbf{c}]_1^n \) denote the information sequence and codeword, respectively. Given the generator matrix \( \mathbf{G} \) of \( C(n, k) \), the encoding operation can be described as \( \mathbf{c} = \mathbf{bG} \).

At the channel output, the received signal is given by \( \gamma = \mathbf{s} + \mathbf{w} \), where \( \mathbf{s} = [\mathbf{s}]_1^n \) denotes the sequence of modulated symbols with \( s_i = (-1)^{c_i} \in \{\pm1\} \), where \( \mathbf{w} = [\mathbf{w}]_1^n \) is the AWGN vector with zero mean and variance \( N_0/2 \), for \( N_0 \) being the single side-band noise power spectrum density. The SNR is then given by \( \text{SNR} = 2/N_0 \).

At the receiver, the bitwise hard-decision estimate \( \mathbf{y} = [\mathbf{y}]_1^n \) of \( \mathbf{c} \) can be obtained according to the following rule: \( y_i = 1 \) for \( \gamma_i < 0 \) and \( y_i = 0 \) for \( \gamma_i \geq 0 \). We use subscripts \( \mathbf{B} \) and \( \mathbf{P} \) to denote the first \( k \) positions and the remaining \( n - k \) positions of a length-\( n \) vector, respectively, e.g., \( \mathbf{y} = [\mathbf{y}_B \ \mathbf{y}_P] \). In general, if codewords in \( C(n, k) \) have equal transmission probability, LLR of the \( i \)-th received symbol is defined as \( \ell_i \triangleq \ln \frac{\Pr(c_i = 1|\mathbf{y})}{\Pr(c_i = 0|\mathbf{y})} \), which is further simplified to \( \ell_i = \frac{4\alpha_i}{N_0} \) if employing BPSK. Thus, we define \( \alpha_i \triangleq |\gamma_i| \) (the scaled magnitude of LLR) as the reliability of \( y_i \), where \( | \cdot | \) is the absolute operation.

For an arbitrary binary matrix \( \mathbf{A} \), let \( \mathbf{A}' \) denote its row echelon form (REF) obtained by performing GE. Without loss of generality, performing GE over an \( u \times v \) matrix \( \mathbf{A} \) is represented by two steps, i.e., 1) permuting columns of \( \mathbf{A} \) to obtain \( \mathbf{A}_1 \) whose first \( r_\mathbf{A} \) columns are linearly independent, and 2) performing row operations over \( \mathbf{A}_1 \) to obtain the REF \( \mathbf{A}' \). Let a \( v \times v \) matrix \( \mathbf{\Pi}_\mathbf{A} \) denote the columns permutation in step 1, and let an \( u \times u \) matrix \( \mathbf{E}_\mathbf{A} \) represent the row operations performed in step 2. Then, \( \mathbf{A}' \) is represented as \( \mathbf{E}_\mathbf{A}\mathbf{A}_1\mathbf{\Pi}_\mathbf{A} \). Particularly, when the first \( k \) column of \( \mathbf{A} \) are linearly independent, \( \mathbf{\Pi}_\mathbf{A} \) is a \( v \)-dimensional identity matrix. Note that \( \mathbf{\Pi}_\mathbf{A}^{-1} = \mathbf{\Pi}_\mathbf{A}^\top \) because \( \mathbf{\Pi}_\mathbf{A} \) is an orthogonal matrix. For the generator matrix \( \mathbf{G} \) of \( C(n, k) \), \( \mathbf{G}' = \mathbf{E}_\mathbf{G}\mathbf{G}\mathbf{\Pi}_\mathbf{G} \) is also known as the systematical form of \( \mathbf{G} \).
B. Ordered Statistics Decoding

Utilizing the bit reliability, the soft-decision decoding can be effectively conducted by OSD [19]. In OSD, a permutation \( \Pi_d \) is performed first to sort the reliabilities \( \alpha = [\alpha]_n^1 \) in descending order, and the ordered reliabilities is obtained as \( \alpha \Pi_d \). Then, the received signal \( \gamma \), the hard-decision vector \( y \), and the generator matrix are accordingly permuted to \( \gamma \Pi_d \), \( y \Pi_d \), and \( G = G \Pi_d \), respectively. Next, OSD obtains the systematic matrix \( \bar{G}' = [I_k \bar{P}] \) by performing GE over \( G \), i.e., \( G' = E_G G \Pi_G \), where \( I_k \) is a \( k \)-dimensional identity matrix and \( \bar{P} \) is the parity sub-matrix. Accordingly, \( \gamma \Pi_d \), \( y \Pi_d \), and \( \alpha \Pi_d \) are further permuted to \( \bar{\gamma} = \gamma \Pi_d \Pi_G \), \( \bar{y} = y \Pi_d \Pi_G \), and \( \bar{\alpha} = \alpha \Pi_d \Pi_G \), respectively.

After the permutations and GE, the first \( k \) positions of \( \bar{y} \) are associated with the MRB [19], denoted by \( \bar{y}_B = [\bar{y}]_1^k \). MRB can be regarded as the set of the most reliable \( k \) hard-decision bits in \( y \), because the permutation \( \Pi_G \) only marginally disrupts the descending order of \( \alpha \Pi_d \) [19, Eq. (59)], i.e., \( \Pi_G \) is close to a identity matrix. With the aim to eliminate the errors in the MRB, a length-\( k \) test error pattern \( \bar{e} \) is added to \( \bar{y}_B \) to obtain a codeword estimate by re-encoding according to \( \bar{c}_e = (\bar{y}_B \oplus \bar{e}) \bar{G}' = (\bar{y}_B \oplus \bar{e}) (\bar{y}_B \oplus \bar{e}) \bar{P} \), where \( \bar{c}_e \) is the ordered codeword estimate with respect to TEP \( \bar{e} \).

In OSD, a list of TEPs are re-encoded to generate codeword candidates. The maximum Hamming weight of TEPs is limited by a parameter referred to as the decoding order. For BPSK modulation, finding the best ordered codeword estimate \( \bar{c}_{\text{best}} \) is equivalent to minimizing the WHD between \( \bar{c}_e \) and \( \bar{y} \), which is defined as [30]

\[
D(\bar{c}_e, \bar{y}) \triangleq \sum_{0 < i \leq n} \bar{\alpha}_i,
\]

Finally, the best codeword estimate \( \bar{c}_{\text{best}} \), corresponding to the initial received sequence \( \gamma \), is obtained by performing inverse permutations over \( \bar{c}_{\text{best}} \), i.e. \( \hat{c}_{\text{best}} = \bar{c}_{\text{best}} \Pi_G^+ \Pi_d^+ \).

Since the MRB bits have higher reliabilities than other bits, OSD avoids massive bit flipping to search the best codeword estimate. For a code with the minimum Hamming weight \( d_H \), OSD with the order \( [d_H/4 - 1] \) is asymptotically approaching the ML decoding [19]. In other words, the optimal codeword estimate can be found by an OSD with a list of maximum \( \sum_{i=0}^{[d_H/4-1]} \binom{k}{i} \) TEPs.

III. LINEAR-EQUATION OSD

A. Decoding using High Reliable Parity Bits

We consider a variant of the original OSD algorithm, which decodes using high reliable parity bits. We first order \( \alpha \) in the ascending order rather than descending order. Let \( \Pi_a \) denote the ordering permutation, and \( y \) and \( \alpha \) are ordered into \( y \Pi_a \) and \( \alpha \Pi_a \), respectively. Then, the columns of \( G \) are
permuted accordingly to obtain $\tilde{G} = G\Pi_a$, and GE is performed over $\tilde{G}$ to obtain its systematic form $\tilde{G}' = E_GG\Pi_{\tilde{G}} = [I_k \, \tilde{P}]$, where $\tilde{P}$ is the $k \times (n-k)$ parity matrix. After GE, the received signal sequence, the hard-decision vector, and the reliability vector are further permuted into $\tilde{y} = \gamma \Pi_a \Pi_{\tilde{G}}$, $\tilde{y} = y \Pi_a \Pi_{\tilde{G}}$, and $\tilde{\alpha} = \alpha \Pi_a \Pi_{\tilde{G}}$, respectively. If the disruption introduced by permutation $\Pi_{\tilde{G}}$ is omitted, it can be seen that the last $n-k$ bits of $\tilde{y}$ (i.e., $\tilde{y}_P$), referred to as the most reliable parities (MRP), have higher reliabilities than the first $k$ bits.

Next, we consider using bits in MRP to generate a codeword estimate. First, let us recover a codeword estimate $\tilde{c}_0$ directly from $\tilde{y}_P$, i.e., assuming $\tilde{c}_{0,P} = \tilde{y}_P$. By considering $\tilde{c}_{0,P} = \tilde{c}_{0,B} \tilde{P}$, recovering $\tilde{c}_0$ is equivalent to solving a SLE described by

$$\tilde{P}^T x^T = \tilde{y}_P^T,$$

where $x = [x]^T$ is a $k$-dimension unknown vector. If the SLE (2) is feasible and the $j$-th solution is given by $x^{(j)}$, a codeword estimate $\tilde{c}_0^{(j)}$ can be recovered as $\tilde{c}_0^{(j)} = [x^{(j)} \, \tilde{y}_P]$. We note that (2) is possible to have no solutions or to have multiple solutions resulting in multiple codeword estimates.

Similar to the re-encoding with TEPs in OSD, TEPs can also be added to $\tilde{y}_P$ to generate more codeword estimates. Specifically, let $e$ denote a length-$(n-k)$ binary TEP vector and let $\tilde{c}_e$ denote the codeword estimate with respect to $e$. Then, recovering $\tilde{c}_e$ is equivalent to solving the following SLE

$$\tilde{P}^T x^T = (\tilde{y}_P \oplus e)^T.$$

If (3) has solutions and the $j$-th solutions is given by $x^{(j)}$, the corresponding codeword estimate is be recovered as $\tilde{c}_e^{(j)} = [x^{(j)} \, \tilde{y}_P \oplus e]$. We refer to those TEPs $e$ that will make (3) feasible, as valid TEPs. We can then design a decoder that generates codeword estimates according to (3) with only valid TEPs, by which the number of required codeword candidates can be reduced. This approach is referred to as LE-OSD.

**B. Set of Valid TEPs**

As described in Section III-A if the decoder attempts to generate a codeword estimate according to (3), the valid TEPs must be identified. Let $\tilde{A}_e$ denote the augmented matrix associated with $\tilde{P}^T$ and $(\tilde{y}_P \oplus e)^T$, i.e., $\tilde{A}_e = [\tilde{P}^T \, (\tilde{y}_P \oplus e)^T]$. Thus, $\tilde{A}_e$ has the dimension $(n-k) \times (k+1)$. It is known that the rank of the augmented matrix characterizes the number of solutions of a SLE. Specifically, let $r_P$ and $r_A$ denote the ranks of $\tilde{P}^T$ and $\tilde{A}_e$, respectively. Then, it is known that 1) when $r_P < r_A$, Eq. (3) has no solutions, 2) when $r_P = r_A = k$, Eq. (3) has an unique solution (i.e., the estimate $\tilde{c}_e$ can be determined uniquely), and 3) when $r_P = r_A < k$, Eq. (3) has $2^{k-r_P}$ different solutions.
Let $\tilde{P}^T = E_P \tilde{P}^T \Pi_P$ be the REF of $\tilde{P}^T$, and let $e_i$, $1 \leq i \leq n-k$, denote the $i$-th row of $E_P$. When $r_P < n-k$, let us define a matrix $Q$ which is given by the last $n-k - r_P$ rows of $E_P$, i.e., $Q \triangleq [e_{r_P+1}^T, \ldots, e_{n-k}^T]^T$. Moreover, let us define $z_e$ as a length-$(n-k)$ vector given by $z_e \triangleq (e \oplus \bar{y}_P)E_P^T$. Then, concerning the solution of (3), we have the following Propositions.

**Proposition 1.** If $r_P = n-k$, Eq. (3) has solutions for an arbitrary TEP $e$.

**Proof:** If $r_P = n-k$, it is implied that $n-k < k$. Thus, it can be seen that $r_A = n-k$ for an arbitrary TEP $e$, because $r_P \leq r_A \leq n-k$. Proposition 1 is proved.

**Proposition 2.** If $r_P < n-k$, Eq. (3) has solutions when the TEP $e$ satisfies $eQ^T = \bar{y}_P Q^T$.

**Proof:** We first observe that $\tilde{A}_e$ is of the same rank as

$$E_P \left( \tilde{P}^T \Pi_P + (\bar{y}_P \oplus e)^T \right) = [\tilde{P}^T z_e].$$

(4)

Thus, $z_e$ must satisfy $[z_e]_{r_P+1}^{n-k} = 0$ to guarantee $r_P = r_A$. In addition, since $[z_e]_{r_P+1}^{n-k}$ is given by $(e \oplus \bar{y}_P)Q^T = eQ^T \oplus \bar{y}_P Q^T$, $eQ^T = \bar{y}_P Q^T$ ensures $r_P = r_A$ and Proposition 2 is proved.

Note that $E_P$ is a full-rank matrix because $E_P$ represents a row operation and its inverse matrix always exists. Thus, $Q$ is also a full-rank matrix and so that $r_P + r_Q = n-k$. Based on Proposition 2, we can characterize the set of valid TEPs when $\tilde{P}$ is given. Assuming that $r_P < n-k$, let $Q' = E_QQ\Pi_Q$ denote the REF of $Q$, and let $q_i^T$ denote the $i$-th ($1 \leq i \leq n-k$) column of $Q'$, i.e., $Q' = [q_1^T, \ldots, q_{n-k}^T]$. Then, let us define a $r_Q \times r_P$ matrix $Q_t$ as

$$Q_t \triangleq [q_{r_Q+1}^T, q_{r_Q+2}^T, \ldots, q_{n-k}^T]$$

(5)

and a $(n-k) \times r_P$ matrix $Q_t$ as

$$Q_t \triangleq \begin{bmatrix} Q_t \\ I_{r_P} \end{bmatrix} = \begin{bmatrix} q_{r_Q+1}^T & q_{r_Q+2}^T & \cdots & q_{n-k}^T \\ 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{bmatrix}.$$

(6)

In particular, when $r_P = n-k$ (i.e., $r_Q = 0$), we take $Q_t = I_{n-k}$ and $\Pi_Q = I_{n-k}$, Then, we summarize the set of valid TEPs in the following proposition.

**Proposition 3.** Given $Q_t$ and its column space $\mathcal{R}_{Q_t}$, an arbitrary vector $a_i \in \mathcal{R}_{Q_t}$, $1 \leq i \leq 2^{r_P}$, determines a valid TEP

$$e_t = (a_i \oplus e_0)\Pi_{Q_t}.$$
where \( \mathbf{e}_0 \) is given by

\[
\mathbf{e}_0 \triangleq \begin{cases} \\
\begin{bmatrix} \tilde{\mathbf{y}}_P \mathbf{Q}^T \mathbf{E}_Q^T & 0, \ldots, 0 \end{bmatrix}_{r_P} & \text{for } r_P < n - k, \\
\begin{bmatrix} 0, \ldots, 0 \end{bmatrix}_{r_P} & \text{for } r_P = n - k,
\end{cases}
\]

(8)

referred to as the TEP basis vector.

**Proof:** When \( r_P = n - k \), according to Proposition 1, an arbitrary TEP is a valid TEP. In other words, an arbitrary vector from the column space of \( \mathbf{Q}_t = \mathbf{I}_{n-k} \) is a valid TEP, then Proposition 3 naturally holds. When \( r_P < n - k \), according to Proposition 2, a valid TEP \( \mathbf{e} \) satisfies \( \mathbf{Qe}^T = \mathbf{Q}\tilde{\mathbf{y}}_P^T \). On the other hand, according to the theory of linear homogeneous systems [31], \( \mathbf{e}_0 \) given by (8) is a particular solution of \( \mathbf{Q}\Pi\mathbf{Q}^T = \mathbf{Q}\tilde{\mathbf{y}}_P^T \) with respect to \( \mathbf{e} \). Then the general solution of \( \mathbf{Q}\Pi\mathbf{Q}^T = \mathbf{Q}\tilde{\mathbf{y}}_P^T \) is given by \( \mathbf{e}_0 \oplus \mathbf{a}_i \), where \( \mathbf{a}_i \in \mathcal{R}_Q, 1 \leq i \leq 2^{r_P} \). Therefore, by applying the inverse permutation \( \Pi_Q^T \), \( \mathbf{e}_i = (\mathbf{a}_i \oplus \mathbf{e}_0)\Pi_Q^T \) is a solution of \( \mathbf{e}\mathbf{Q}^T = \tilde{\mathbf{y}}_P \mathbf{Q}^T \), which completes the proof.

From Proposition 3, we can observe that for an arbitrary valid TEP \( \mathbf{e} = [\mathbf{e}]_{1}^{n-k} \), it is uniquely determined by its last \( r_P \) bits. In other words, given an arbitrary length-\( r_P \) binary vector \( \mathbf{e}_{\text{pri}} \), \( \mathbf{e} \) is uniquely determined as

\[
\mathbf{e} = (\mathbf{e}_{\text{pri}} \mathbf{Q}_t^T \oplus \mathbf{e}_0)\Pi_Q^T.
\]

(9)

We refer to \( \mathbf{e}_{\text{pri}} \) as the primary TEP of the TEP \( \mathbf{e} \).

In the OSD algorithm introduced in Section II-B [19], there are in total \( 2^k \) TEPs that can be applied by flipping maximum \( k \) MRB bits. Then, the number of TEPs is constrained by limiting their Hamming weights to the decoding order. According to Proposition 3, there are maximum \( 2^{r_P} \) valid TEPs in the proposed LE-OSD. We will further discuss the constrain of TEP Hamming weights in Section III-D.

### C. Recovering Codeword Estimates from Valid TEPs

In this section, we will explain how to recover codeword estimates from valid TEPs. Given a valid TEP \( \mathbf{e} \), its corresponding codeword estimates can be easily recovered by solving (3) through the row reduction method, i.e., performing GE. Recall that \( \mathbf{z}_e = (\mathbf{e} \oplus \tilde{\mathbf{y}}_P)\mathbf{E}_P^T \) defined in Section III-B is in fact the last column of \( \tilde{\mathbf{A}}_e \) after performing GE over \( \tilde{\mathbf{P}}^T \). Thus, when \( r_P = k \), a unique codeword estimate is directly recovered as

\[
\tilde{\mathbf{c}}_e = [\mathbf{x}_e \Pi_P^T \tilde{\mathbf{y}}_P \oplus \mathbf{e}],
\]

(10)
where \( x_e \) is given by
\[
x_e = \begin{cases} 
[\tilde{z}_{e,1}, \tilde{z}_{e,2}, \ldots, \tilde{z}_{e,k}], & \text{if } k \leq n - k, \\
[\tilde{z}_{e,1}, \tilde{z}_{e,2}, \ldots, \tilde{z}_{e,n-k}, 0, \ldots, 0], & \text{if } k > n - k.
\end{cases}
\]

When \( r_P < k \), maximum \( 2^{k-r_P} \) codeword estimates can be recovered based on a valid TEP \( e \). Let \( p_i^j \), \( 1 \leq i \leq k \), denote the \( i \)-th row of \( \tilde{P}' \), i.e., \( \tilde{P}'^T = [p_1^T, \ldots, p_k^T] \). Also, let \( p_i^+ \) denote the first \( r_P \) elements of \( p_i' \), i.e., \( p_i^+ = [p_i^j]^T \). Then, we define a \( k \times (k - r_P) \) matrix \( P_t \) as
\[
P_t \triangleq [p_{r_P+1}^T, p_{r_P+2}^T, \ldots, p_k^T],
\]
and also define a \( r_P \times (k - r_P) \) matrix \( P_t \) as
\[
P_t \triangleq \begin{bmatrix}
P_t & I_{k-r_P}
\end{bmatrix} = \begin{bmatrix}
p_{r_P+1}^T & p_{r_P+2}^T & \cdots & p_k^T \\
1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}.
\]

Let \( R_P \) denote the column space of \( P_t \) and there are \( 2^{k-r_P} \) vectors in \( R_P \). For an arbitrary vector \( x_j \in R_P \), according to the theory of linear homogeneous systems \([31]\), \( (x_e \oplus x_j)\Pi_P^T \) is a solution of (3). Then, the \( j \)-th codeword estimates associated with the TEP \( e \) is given by
\[
\tilde{c}_e^{(j)} = [(x_e \oplus x_j)\Pi_P^T \ y_P^+ \oplus e].
\]
Introducing a length-(\( k - r_P \)) binary vector, the vector \( e_j^{\text{ext}} \), \( x_j \) can be represented as
\[
x_j = ([\tilde{y}]_r^{k+1} \oplus e_j^{\text{ext}})P_{t}^T.
\]
where \( [\tilde{y}]_r^{k+1} \) is the last \( k - r_P \) bits of \( [\tilde{y}]_r^k \Pi_P \), and \( e_j^{\text{ext}} \) is referred to as the extended TEP.

\( D. \text{ Re-processing} \)

Drawing on similar terminologies used in OSD \([19]\), we refer to recovering a group of codeword estimates by solving (3) with a list of TEPs as the re-processing of LE-OSD. Let \( E \) denote the TEP list and \( q_t \) denote its size, i.e., \( E = \{e_1, e_2, \ldots, e_{q_t}\} \). In the list \( E \), each TEP \( e_i \), \( 1 \leq i \leq q_t \) is a valid TEP as described in Proposition 3. Depending on the rank \( r_P \), each valid TEP \( e_i \) will be used to recover a single codeword estimate according to (10) or a set of codeword estimates according to (14).

Let \( q_c \) denote the number of codeword estimates recovered by processing \( E \), and let \( C_{\text{est}} \) denote the set of these \( q_c \) codeword estimates. For each recovered codeword estimate \( \tilde{c}_e^{(j)} \in C_{\text{est}} \), its WHD \( \mathcal{D}(\tilde{c}_e^{(j)}, \tilde{y}) \) to \( \tilde{y} \) is computed to evaluate its likelihood. For the sake of brevity, we denote \( \mathcal{D}(\tilde{c}_e^{(j)}, \tilde{y}) \) as \( \mathcal{D}_{e_i}^{(j)} \).

Among all estimates in \( C_{\text{est}} \), let \( \tilde{c}_{\text{best}} \) denote the most likely estimate that has the minimum WHD \( \mathcal{D}_{\text{min}} = \mathcal{D}(\tilde{c}_{\text{best}}, \tilde{y}) \). At the end of the decoding, \( \tilde{c}_{\text{best}} = \tilde{c}_{\text{best}}\Pi_G^\top \Pi_A^\top \) is output as the decoding result.
E. Constrains on the Hamming weights of TEPs

In the subsequent analysis, we omit the permutations introduced by $\Pi_Q$ and $\Pi_P$ for the simplicity. In section [IV] we will show that $\tilde{\mathcal{P}}$ tends to be full-rank when $\mathcal{C}(n, k)$ has a random generator matrix, and $Q$ is a full-rank matrix as being a sub-matrix of $E_P$. Thus, one can proof that permutations introduced by $\Pi_Q$ and $\Pi_P$ are minor, similar to $\Pi_G$ analyzed by [19, Eq. (59)].

We refer to the Hamming weight of a TEP $e$, i.e., $w(e)$, as the actual Hamming weight of $e$, and define that $w_{pri}(e) \triangleq w(e_{pri})$, namely the primary Hamming weight of $e$. It is worth noting that when $r_P = n - k$, there exists $w_{pri}(e) = w(e)$. Furthermore, let us define $w_{ext}(e^{(j)}) \triangleq w(e_{ext}^{(j)}) + w(e)$ as the extended Hamming weight of $e$ with respect to an extended TEP $e_j^{ext}$. Particularly, when $r_P = k$, there exist $w(e_{j}^{ext}) = 0$ and $w_{ext}(e^{(j)}) = w(e)$.

The number of TEPs in the LE-OSD is limited by considering the number of errors in high-reliable parity bits. Let $\tilde{d}_e^{(j)} = \tilde{c}_e^{(j)} \oplus \tilde{y} = [\tilde{d}_e^{(j)}]_1^n$ denote the difference pattern between the estimate $\tilde{c}_e^{(j)}$ and the hard-decision vector $\tilde{y}$. Then, by omitting the permutations introduced by $\Pi_P$ and $\Pi_Q$, there exist $w_{pri}(e) = w([\tilde{d}_e^{(j)}]_{n-r_P+1}^n), w(e) = w([\tilde{d}_e^{(j)}]_{k+1}^n)$, and $w_{ext}(e^{(j)}) = w([\tilde{d}_e^{(j)}]_{r_P+1}^n)$. In other words, $w_{pri}(e)$, $w(e)$, and $w_{ext}(e^{(j)})$ represent the number of bits flipped by $\tilde{c}_e^{(j)}$ over the $r_P, n - k$, and $n - r_P$ most reliable bits of $\tilde{y}$, respectively. If $\hat{c}_e^{(j)} = \tilde{c}_e^{(j)} \Pi G^\top \Pi_a$ is the correct decoding result, then $\tilde{d}_e^{(j)}$ in fact represents the ordered hard-decision errors in $\tilde{y}$. Therefore, it is reasonable to limit the Hamming weights $w(e)$, $w_{pri}(e)$, and $w_{ext}(e^{(j)})$ at the same time to constrain the number of required TEPs and recovered estimates.

We introduce three non-negative integer parameters $\rho, \tau$, and $\xi$, as the constrains of $w_{pri}(e)$, $w(e)$, and $w_{ext}(e^{(j)})$, respectively, satisfying $0 \leq \rho \leq r_P, 0 \leq \tau - \rho \leq n - k - r_P$ and $0 \leq \xi - \tau \leq k - r_P$. Specifically, in the reprocessing of LE-OSD, the following conditions are satisfied: $\{w_{pri}(e) \leq \rho\}, \{w(e) \leq \tau\},$ and $\{w_{ext}(e^{(j)}) \leq \xi\}$. Conditions $\{w_{pri}(e) \leq \rho\}$ and $\{w(e) \leq \tau\}$ constrain the number of applied TEPs to reduce the complexity. On the other hand, the condition $\{w_{ext}(e^{(j)}) \leq \xi\}$ constrains the number of generated codeword estimates with respect to a specific $e$, when $r_P < k$. Let $q_e$ denote the number of estimates generated concerning $e$, then we will have

$$q_e = \sum_{\ell=0}^{\xi - w(e)} \binom{k - r_P}{\ell}.$$  \hfill (16)

Thus, the number of codeword estimates, i.e., $q_c$, recovered from $q_t$ TEPs can be represented as $q_c = \sum_{i=1}^{q_t} q_{e_i}$.

It is worth noting that the number of TEPs may not equal the number of codeword estimates in LE-OSD, i.e., $q_t \neq q_c$, which is different from OSD. In particular, only when $r_P = k$ and $k = n - k$, we have
\[ w^{(j)}(\mathbf{e}) = w^{\text{pri}}(\mathbf{e}) = w(\mathbf{e}) \] and \( q_t = q_e \), which implies that the LE-OSD with parameters \( \rho = \tau = \xi \) is equivalent to an order-\( \rho \) OSD; that is, recovering codeword estimates by flipping at most \( \rho \) bits of the \( k \) most reliable bits.

In Section IV, we will further analyze the error rate performance and the computational complexity of LE-OSD. It will be shown that the LE-OSD can achieve a similar error-rate performance to the OSD with a reduced complexity.

\section*{F. LE-OSD Algorithm}

We summarize the LE-OSD algorithm in Algorithm 1. We note that since \( (10) \) is equivalent to \( (13) \) when \( r_P = k \), the cases of \( \{r_P = k\} \) and \( \{r_P < k\} \) are both implicit in steps 16-17.

\begin{algorithm}
\small
\SetAlgoLined
\textbf{Require:} Received signal \( \gamma \), Parameters \( \rho \), \( \tau \) and \( \xi \)
\textbf{Ensure:} Optimal codeword estimate \( \hat{c}_{\text{best}} \)

\tcp{Prepossessing}
1: Obtain the hard-decision vector \( y \) and reliabilities \( \alpha \)
2: Obtain \( \Pi_a \) by sorting \( \alpha \) in ascending order and obtain \( \tilde{G} = G_{\Pi_a} \) and \( \tilde{y} = y_{\Pi_a} \)
3: Perform GE over \( G \) and obtain \( \tilde{G} = E_{\tilde{G}} G_{\Pi_a} = [I_k \ P], \tilde{y} = y_{\Pi_a} \tilde{G} \) and \( \tilde{\alpha} = \alpha_{\Pi_a} \tilde{G} \)
4: Perform GE over \( \tilde{P}^\top \) and obtain \( \tilde{P}^\top = E_{\tilde{P}} \tilde{P}^\top \pi_{\tilde{P}} \) and rank \( r_P \)
5: Form \( Q \) by the last \( n - k - r_P \) rows of \( E_{\tilde{P}} \)
6: Perform GE over \( Q \) and obtain \( Q' = EQ_{\Pi_a} \)
7: Construct matrices \( Q_t \) and \( P_t \) according to \( (6) \) and \( (13) \), respectively
8: Calculate the TEP basis vector according to \( (8) \)

\tcp{Re-processing}
9: \textbf{for} \( i = 1 : \sum_{\ell=0}^{\rho} (\rho\ell) \) \textbf{do}
10: Select an unprocessed primary TEP \( e^{\text{pri}}_i \) with \( w(e^{\text{pri}}_i) \leq \rho \)
11: Generate a valid TEP \( e_i \) according to \( (9) \)
12: \textbf{if} \( w(e_i) > \tau \) \textbf{then}
13: \textbf{Continue}
14: Calculate \( z_{e_i} = (e_i \oplus \tilde{y}_{PE}) \tilde{P}^\top \) and obtain \( x_{e_i} \) according to \( (11) \)
15: \textbf{for} \( j = 1 : q_e \) \textbf{do}
16: Obtain \( x_j \) according to \( (15) \) with an extended TEP \( e^{\text{ext}}_j \) satisfies \( w(e^{\text{ext}}_j) \leq \xi - w(e) \)
17: Recover a codeword estimate \( \tilde{c}_{e}^{(j)} \) according to \( (14) \)
18: Calculate the WHD from recovered codeword estimates to \( \tilde{y} \), update \( \tilde{c}_{\text{best}} \) and \( D_{\text{min}} \)
19: \textbf{return} \( \hat{c}_{\text{best}} = \tilde{c}_{\text{best}} \Pi_{\tilde{G}}^{-1} \Pi_{\tilde{G}}^{-1} \)

\end{algorithm}

\section*{IV. Error Rate and Complexity Analyses}

\subsection*{A. Ordered Statistics}

For the simplicity of analysis and without loss of generality, we assume an all-zero codeword transmission. Thus, the \( i \)-th symbol of \( \gamma \) is given by \( \gamma_i = 1 + w_i, 1 \leq i \leq n \). Let us consider the \( i \)-th reliability as a random variable denoted by \( A_i \), then the sequence of random variables representing reliabilities is denoted by \( [A]^n_1 \). Note that \( [A]^n_1 \) is a sequences of independent and identically distributed (i.i.d.) random variables.
variables. Accordingly, after ordering the reliability in ascending order, the random variables of ordered reliabilities \( \tilde{\alpha} = [\tilde{\alpha}]^n \) are denoted by \([\tilde{A}]_1^n\). Thus, the pdf of \( A_i \), \( 1 \leq i \leq n \), is given by [13]

\[
    f_A(\alpha) = \begin{cases} 
    0, & \text{if } \alpha < 0, \\
    \frac{-(\alpha + 1)^2}{\sqrt{2\pi N_0}} + \frac{-(\alpha - 1)^2}{\sqrt{2\pi N_0}}, & \text{if } \alpha \geq 0.
    \end{cases}
\]

(17)

Given the Q-function defined as \( Q(x) \triangleq \frac{1}{\sqrt{2\pi}} \int_x^\infty \exp(-\frac{u^2}{2})du \), the cdf of \( A_i \) is derived as [18]

\[
    F_A(\alpha) = \begin{cases} 
    0, & \text{if } \alpha < 0, \\
    1 - Q(\frac{\alpha + 1}{\sqrt{N_0/2}}) - Q(\frac{\alpha - 1}{\sqrt{N_0/2}}), & \text{if } \alpha \geq 0.
    \end{cases}
\]

(18)

By omitting the permutation introduced by \( \Pi_G \), the pdf of \( \tilde{A}_i \) can be derived as [32]

\[
    f_{\tilde{A}_i}(\tilde{\alpha}_i) = \frac{n!}{(i-1)!(n-i)!} F_A(\tilde{\alpha}_i)^{i-1}(1 - F_A(\tilde{\alpha}_i))^{n-i} f_A(\tilde{\alpha}_i).
\]

(19)

When the random variables of ordered reliabilities are given by \([\tilde{A}]_1^n = [\tilde{\alpha}]_1^n\) (i.e., the channel output random variable is sampled as received sequence in each receiving), the error probability of the \( i \)-th ordered hard-decision bit \( \tilde{y}_i \) is derived as

\[
    Pe(i|\tilde{\alpha}_i) = \frac{1}{1 + \exp(4\tilde{\alpha}_i/N_0)}.
\]

(20)

For the sake of simplicity, we denote \( Pe(i|\tilde{\alpha}_i) \) as \( Pe(\tilde{i}) \).

**B. Block Error Rate**

Let \( P_e \) denote the BLER of the LE-OSD algorithm. Then, we can upper bound \( P_e \) by

\[
    P_e \leq P_{est} + P_{ML},
\]

(21)

where \( P_{est} \) is the probability that the correct codeword is not in the set \( C_{est} \) of \( q_c \) recovered estimates, and \( P_{ML} \) denotes the ML error rate of \( C(n, k) \), representing the probability that a decoding error occurs even if the correct codeword is contained by \( C_{est} \). \( P_{ML} \) is determined by the structure of \( C(n, k) \) and its minimum distance \( d_H \). Generally, \( P_{ML} \) can be obtained by computer search and available theoretical bounds of specific codes, e.g., the tangential sphere bound (TSB) [33].

To characterize \( P_{est} \), let us define \( \tilde{e} = [\tilde{e}]^n \) as the hard-decision error pattern over \( \tilde{y} \). Thus, by assuming that the ordered transmitted codeword is \( \tilde{c} = c\Pi_c\Pi_G \), we can obtain that \( \tilde{c} = \tilde{y} \oplus \tilde{e} \). Note that \( \tilde{e} \) and \( \tilde{c} \) are unknown to the decoder, but defined for simplicity of analysis. Then, \( P_{est} \) can be represented as

\[
    P_{est} = Pr(\tilde{c} \notin C_{est}).
\]

Furthermore, one can prove that if the errors over the \( n - r_p \) most reliable bits of \( \tilde{y} \) is eliminated a TEP \( e \in E \), there must exist \( \tilde{c} \in C_{est} \), which is summarized in the following proposition.

**Proposition 4.** If errors over the \( n - r_p \) most reliable bits of \( \tilde{y} \) are eliminated by some TEP in the LE-OSD, \( C_{est} \) includes the correct codeword.
Proof: As discussed in Section III, there are maximum $2^{r_p}$ valid TEPs, and for each TEP, maximum $2^{k-r_p}$ codeword estimates can be recovered. Therefore, there are maximum $2^{r_p} \times 2^{k-r_p} = 2^k$ codeword estimate can be recovered, which covers all codewords in $C(n, k)$. Then, it can be obtained that if an estimate cannot eliminate the errors over the $n-r_P$ most reliable bits of $\tilde{y}$, it is not the correct estimate. Moreover, because LE-OSD can retrieve the whole codebook of $C(n, k)$, if a TEP can eliminate the errors over the $n-r_P$ most reliable bits, the LE-OSD can generate an estimate list $C_{\text{est}}$, where the correct codeword must be included.

For a LE-OSD with given parameters $\rho$, $\tau$, and $\xi$, the probability that it can eliminate the errors over the $n-r_P$ most reliable bits is given by $\Pr(w([\tilde{e}]_{n-r_P+1}^n) \geq \rho, w([\tilde{e}]_{k+1}^n) \geq \tau, w([\tilde{e}]_{r_P+1}^n) \geq \xi)$. Let us define a random variable $E_a^b$ representing the number of errors over position $a$ to $b$ of $\tilde{y}$, i.e., $[\tilde{y}]_a^b$, $1 \leq a < b \leq n$. Therefore, according to Proposition 4, we obtain

$$P_{\text{est}} = \Pr(E_{n-r_P+1}^n \geq \rho, E_{k+1}^n \geq \tau, E_{r_P+1}^n \geq \xi) \leq \max \left\{ \Pr(E_{n-r_P+1}^n \geq \rho), \Pr(E_{k+1}^n \geq \tau), \Pr(E_{r_P+1}^n \geq \xi) \right\}. \quad (22)$$

According to [18, Lemma 1], the probability mass function (pmf) of $E_a^b$, for $1 \leq a < n$ and a fixed $b = n$, can be derived as

$$p_{E_a^b}(j) = \int_0^\infty \binom{n-a+1}{j} p(x)^j (1-p(x))^{n-a+1-j} f_{A_{n-1}}(x) dx, \quad (23)$$

where $p(x)$ is given by

$$p(x) = \frac{1 - Q\left(\frac{2x-2}{\sqrt{2N_0}}\right)}{1 - Q\left(\frac{2x-2}{\sqrt{2N_0}}\right) + Q\left(\frac{2\xi - 2}{\sqrt{2N_0}}\right)}. \quad (24)$$

We omit the proof of (23) as it can be directly obtained from [18, Lemma 1]. By using the pdf given by (23), the probability that the LE-OSD can eliminate all errors over the $n-r_P$ most reliable bits can be characterized, i.e.,

$$P_{\text{est}} \leq \max \left\{ 1 - \sum_{\ell=0}^\rho p_{E_{n-r_P+1}}(\ell), 1 - \sum_{\ell=0}^\tau p_{E_{k+1}}(\ell), 1 - \sum_{\ell=0}^\xi p_{E_{r_P+1}}(\ell) \right\} = 1 - \min \left\{ \sum_{\ell=0}^\rho p_{E_{n-r_P+1}}(\ell), \sum_{\ell=0}^\tau p_{E_{k+1}}(\ell), \sum_{\ell=0}^\xi p_{E_{r_P+1}}(\ell) \right\}. \quad (25)$$

Eq. (25) depends on the rank $r_P$. Let $\Pr(r_P = \min\{k, n-k\})$ denote the probability that $\tilde{P}$ is full rank. Then, assuming that $C(n, k)$ is a random code with a randomly constructed binary generator matrix, we can obtain by induction that

$$\Pr(r_P = \min\{k, n-k\}) = \begin{cases} \prod_{\ell=1}^k \frac{2^{n-k} - 2^{\ell-1}}{2^n}, & \text{for } k \leq n-k, \\ \prod_{\ell=1}^{n-k} \frac{2^{n-k} - 2^{\ell-1}}{2^n}, & \text{for } n-k < k. \end{cases} \quad (26)$$

We compare (26) with the simulation results of various codes in Fig. 1. As shown, the probability $\Pr(r_P = \min\{k, n-k\})$ for extended BCH (eBCH) codes with various rates can be precisely approximated by (26). This is because BCH codes have the binomial-like weight spectrum and are close to random codes.
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Fig. 1. The probability $Pr(\{r_P \leq \min\{k, n - k\}\})$ of various codes with length $n = 64$ and $n = 128$.  

Note that despite $Pr(\{r_P \leq \min\{k, n - k\}\})$ tends to be small when $k = n - k$, it has been shown that for a large $k$, the random binary square matrix has the expected rank $\mathbb{E}[r_P] \approx k - 0.85$ [35], which is still close to the full rank. It is validated from our simulation that $(128, 64)$ eBCH has $\mathbb{E}[r_P] \approx 63.150$, and $(128, 64)$ Polar code has $\mathbb{E}[r_P] \approx 62.701$.

For the above reasons, we can take $r_P = \min\{k, n - k\}$ for random code with $k \neq n - k$, and then (25) can be simplified as follows

$$P_{est} \leq \begin{cases} \text{1} - \min\left\{\sum_{\ell=0}^{\rho} P_{E_{n-k+1}}^{\ell}, \sum_{\ell=0}^{\tau} P_{E_{k+1}}^{\ell}\right\}, & \text{for } k < n - k \\ \text{1} - \min\left\{\sum_{\ell=0}^{\tau} P_{E_{k+1}}^{\ell}, \sum_{\ell=0}^{\xi} P_{E_{n-k+1}}^{\ell}\right\}, & \text{for } n - k < k. \end{cases}$$

(27)

Eq. (27) implies that for codes that are not half-rate, the probability $P_{est}$ is determined by the number of errors over the $k$ and $n-k$ most reliable bits of $\tilde{y}$, respectively. Particularly, for the half-rate codes, i.e., $k = n - k$, we can approximate $r_P \approx k$ according to the argument from [35], i.e., $\mathbb{E}[r_P] \approx k - 0.85 \approx k$.

Then, by taking $\rho = \tau = \xi$, we approximate $P_{est}$ as

$$P_{est} = Pr\left(\left.E^n_{n-r_P+1} \geq \rho, E^n_{k+1} \geq \tau, E^n_{r_P+1} \geq \xi\right\} \approx 1 - \sum_{\ell=0}^{\rho} P_{E_{n-k+1}}^{\ell}. \right.$$  

(28)

The left-hand side of (28) is the same as the probability that the correct codeword is not in the list of codeword estimates generated by an order-$\rho$ OSD [14], denoted by $P_{list}$.

Overall, substituting $P_{est}$ given by (22) into (21), we can obtain the upper-bound of the BLER $P_e$ of the LE-OSD algorithm. For codes that are not half-rate, $P_{est}$ can be replaced by its simplification (27), while for half-rate codes, approximation (28) can be adopted.

C. Asymptotic Error Rate  

In this section, we discuss the performance of LE-OSD in the asymptotic scenario, i.e., the noise power density $N_0 \to 0$. First, let us investigated the asymptotic behavior of $p(x)$ given by (24). We can re-write
\[ p(x) = \frac{Q\left(\frac{2x+2}{\sqrt{2N_0}}\right)}{Q\left(\frac{2x+2}{\sqrt{2N_0}}\right) + Q\left(\frac{2x-2}{\sqrt{2N_0}}\right)} \]

which is obtained by taking \( Q(x) = 1 - Q(-x) \) in (24). Then, with the L’Hospital’s rule, we obtain that

\[ \lim_{N_0 \to 0} p(x) = \lim_{N_0 \to 0} \frac{\exp\left(-\frac{(x+1)^2}{N_0}\right)}{\exp\left(-\frac{(x-1)^2}{N_0}\right) + \exp\left(-\frac{(x-1)^2}{N_0}\right)} = \frac{1}{1 + \lim_{N_0 \to 0} \frac{4x}{N_0}} \approx \lim_{N_0 \to 0} \exp\left(-\frac{4x}{N_0}\right), \]

where the approximation (a) is accurate for a small \( N_0 \). Eq. (30) infers that \( p(x) \) converges to the error probability of the \( \ell \)-th ordered bits by taking \( x = \tilde{\alpha}_i \), i.e., \( p(\tilde{\alpha}_i) \to P_e(\tilde{i}) = \frac{1}{1 + \exp\left(\frac{\alpha_i}{N_0}\right)} \) when \( N_0 \to 0 \).

Then, when the noise power is small (i.e., \( N_0 \to 0 \)), for any \( i, 1 \leq i \leq n \), we have \( \tilde{\alpha}_i \to 1 \) (for all-zero transmission) and \( f_{\tilde{\alpha}_i}(x) = \delta(x-1) \), where \( \delta(x) \) is the Dirac delta function. Therefore, we can upper-bound \( p_{E_n^\alpha}(j) \) in (23) by

\[ p_{E_n^\alpha}(j) < \left(\frac{n-a+1}{j}\right) \int_0^{+\infty} e^{-4x/N_0}j \delta(x-1)dx = \left(\frac{n-a+1}{j}\right) e^{-4j/N_0}. \]

By noticing that \( p_{E_n^\alpha}(0) \gg p_{E_n^\alpha}(1) \gg \ldots \gg p_{E_n^\alpha}(n-a+1) \) when \( N_0 \to 0 \) and \( \sum_{j=0}^{n-a+1} p_{E_n^\alpha}(j) = 1 \), we further obtain that

\[ \sum_{\ell=0}^{j} p_{E_n^\alpha}(\ell) = 1 - p_{E_n^\alpha}(j+1) - O\left(\frac{1}{e^{(j+2)/N_0}}\right) = 1 - \left(\frac{n-a+1}{j+1}\right) e^{-4(j+1)/N_0} - O\left(\frac{1}{e^{(j+2)/N_0}}\right), \]

for any integer \( j, 0 \leq j \leq n-k-2 \). Substituting (32) into (25), we can obtain the asymptotic upper-bound of \( P_{est} \) for a LE-OSD algorithm with parameters \( \rho, \tau, \) and \( \xi \), i.e.,

\[ P_{est} \leq \max \left\{ \left(\frac{rP}{\rho + 1}\right) e^{-4(r+1)/N_0}, \left(\frac{n-k}{\tau + 1}\right) e^{-4(\tau+1)/N_0}, \left(\frac{n-rP}{\xi + 1}\right) e^{-4(\xi+1)/N_0} - O\left(\frac{1}{e^{(\min(\rho,\tau,\xi)+2)/N_0}}\right) \right\} \]

\[ \leq \max \left\{ \left(\frac{rP}{\rho + 1}\right) e^{-4(r+1)/N_0}, \left(\frac{n-k}{\tau + 1}\right) e^{-4(\tau+1)/N_0}, \left(\frac{n-rP}{\xi + 1}\right) e^{-4(\xi+1)/N_0} \right\}. \]

Remark. As previously introduced by (28), the BLER of an order-\( \rho \) OSD algorithm can be upper-bounded by \( P_e \leq P_{list} + P_{ML} \) [19], where \( P_{list} = 1 - \sum_{\ell=0}^{\rho} p_{E_n^{\rho+1}}(\ell) \). According to (32), \( P_{list} \) can be upper-bounded by \( P_{list} < \left(\frac{k}{\rho+1}\right) e^{-4(r+1)/N_0} \) asymptotically. In previous work [19, Eq. (72)], the authors obtained that \( P_{list} \approx e^{-4(r+1)/N_0} \) for \( N_0 \to 0 \) using a different approach. Then, by considering that \( P_{ML} = \exp\left(-\frac{d_H}{N_0}\right) \) for codes with the minimum Hamming distance \( d_H \) when \( N_0 \to 0 \) [36], it has been obtained that the OSD with order \( \rho \geq \lceil \frac{d_H}{4} - 1 \rceil \) is near ML, i.e., guaranteeing \( P_{list} \leq P_{ML} \) [19]. However, by omitting \( \left(\frac{k}{\rho+1}\right) \) as a constant factor, the effect of \( k \) over the error rate is overlooked in [19].

More insights for [19, Eq. (72)] could be provided by (32). By taking \( N_0 \to 0 \) and noticing \( \left(\frac{k}{\rho+1}\right) \leq k^{\rho+1} \), we can obtain from (28) that

\[ P_{list} < \left(\frac{k}{\rho+1}\right) e^{-4(r+1)/N_0} \leq e^{(\rho+1)\log k} e^{-4(r+1)/N_0} = e^{(\rho+1)(-\frac{d_H}{N_0} + \log k)} \]

To approach the ML error rate performance by an order-\( \rho \) OSD algorithm, i.e., \( e^{(\rho+1)(-\frac{d_H}{N_0} + \log k)} \leq e^{(-\frac{d_H}{N_0})} \)
for a small enough $N_0$, we can conclude that

$$\rho > \frac{d_H}{4 - N_0 \log k} - 1. \quad (35)$$

It can be seen that if $N_0 = 0$, (35) gives the same results as in [19], i.e., $\rho \geq \left[ \frac{d_H}{4} - 1 \right]$. However, when $N_0$ is small but not negligible, (35) implies that the order of OSD that approaches ML decoding depends on not only $d_H$, but the information block length $k$.

**D. Parameter Selections of the LE-OSD Algorithm**

In this subsection, we discuss the selection of parameters $\rho$, $\tau$, and $\xi$ in the LE-OSD algorithm. As shown in Section IV-B, usually $\tilde{P}$ tends to be full rank when $k \neq n - k$ and be close to full-rank when $k = n - k$. In this regard, for the sake of simplicity, we assume that $\tilde{P}$ is full-rank in the analysis of this subsection, i.e., $r_P = \min \{k, n - k\}$.

1) **Low-Rate Codes** $(k < n - k)$: Since $0 \leq \xi - \tau \leq k - r_P$ and $r_P = k$, we can assume that $\xi = \tau$. Thus, we only discuss the selection of $\rho$ and $\tau$, and (35) can be simplified as

$$P_{\text{est}} \leq \max \left\{ \left( \frac{k}{\rho + 1} \right) e^{-4(\rho+1)/N_0}, \left( \frac{n - k}{\tau + 1} \right) e^{-4(\tau+1)/N_0} \right\}. \quad (36)$$

To approach the near ML error rate performance, i.e., $P_{\text{est}} \leq P_{\text{ML}}$, parameters $\rho$ and $\tau$ should satisfy

$$\rho > \frac{d_H}{4 - N_0 \log k} - 1 \quad \text{and} \quad \tau > \frac{d_H}{4 - N_0 \log(n - k)} - 1 \quad (37)$$

From (37), we can conclude that if $N_0 \to 0$, the parameter selection of $\tau = \rho = \left[ \frac{d_H}{4} - 1 \right]$ makes the LE-OSD algorithm approach the ML decoding asymptotically. Furthermore, comparing (36) with (34), the LE-OSD with $\tau = \rho$ has the same asymptotic performance with the order-$\rho$ OSD.

On the other hand, when $N_0$ is not negligible, it can be seen from (36) that $\left( \frac{k}{\rho + 1} \right) e^{-4(\rho+1)/N_0} < \left( \frac{n - k}{\tau + 1} \right) e^{-4(\tau+1)/N_0}$ for $\tau = \rho$. This implies that for a fixed $\rho$, $\tau$ should be larger than $\rho$ to avoid the performance degradation, i.e. maintaining $\left( \frac{k}{\rho + 1} \right) e^{-4(\rho+1)/N_0} \approx \left( \frac{n - k}{\tau + 1} \right) e^{-4(\tau+1)/N_0}$. However, for arbitrary values of $N_0$, it is not easy to find a closed-form expression of $\tau$ as a function of $\rho$. This is because in the non-asymptotic scenario, $P_{\text{est}}$ is given by (27) rather than (36). That is, $\sum_{\ell=0}^{\rho} p_{E_1^{n-k}\ell} (\ell) \approx \sum_{\ell=0}^{\tau} p_{E_1^{n-k}\ell} (\ell)$ should be maintained.

To estimate the value of $\tau$, we can consider the asymptotic scenario when $N_0 \to +\infty$, where $k$ and $n - k$ will significantly affect $P_{\text{est}}$ as shown in (27) and (36). Recalling the pmf $p_{E_1^{n}}(j)$ given by (23) and $p(x)$ given by (24), we can obtain that

$$\lim_{N_0 \to +\infty} P(x) = \lim_{N_0 \to +\infty} \frac{1 - Q\left( \frac{2x^2 - 2}{\sqrt{2N_0}} \right)}{1 - Q\left( \frac{2x^2}{\sqrt{2N_0}} \right) + Q\left( \frac{2x^2}{\sqrt{2N_0}} \right)} = \frac{1}{2} \quad (38)$$

and

$$\lim_{N_0 \to +\infty} p_{E_1^{n}}(j) = \binom{n - a + 1}{j} 2^{n-j-1}, \quad (39)$$
which indicates that $p_{E_{\ell}^n}(j)$ tends to be the pmf of a binomial distribution $\mathcal{B}(n-a+1, \frac{1}{2})$ when $N_0 \to +\infty$.

Then, for $k$ satisfying $k^3(\frac{1}{2})^3 \gg 1$, $\sum_{\ell=0}^{\rho} p_{E_{n-k+1}^n}(\ell)$ and $\sum_{\ell=0}^{\tau} p_{E_{n-k+1}^n}(\ell)$ in (27) can be well approximated to $Q$-functions according to the Demoivre-Laplace theorem [32, Eq. 3-27], i.e.,

$$\sum_{\ell=0}^{\rho} p_{E_{n-k+1}^n}(\ell) \approx 1 - Q\left(\frac{2\rho - k}{\sqrt{k}}\right) \quad \text{and} \quad \sum_{\ell=0}^{\tau} p_{E_{n-k+1}^n}(\ell) \approx 1 - Q\left(\frac{2\tau - (n-k)}{\sqrt{n-k}}\right).$$

(40)

Therefore, when $N_0 \to +\infty$ and for a fixed $\rho$, to satisfy $Q\left(\frac{2\rho - k}{\sqrt{k}}\right) \geq Q\left(\frac{2\tau - (n-k)}{\sqrt{n-k}}\right)$, we have

$$\tau \geq \lceil m(\rho) \rceil = \left\lceil \rho \sqrt{\frac{n-k}{k}} + \frac{1}{2} \left(n-k - \sqrt{(n-k)k}\right) \right\rceil.$$  

(41)

From (41), we obtain that $\tau \geq \lceil m(\rho) \rceil$ approximately indicates $\sum_{\ell=0}^{\rho} p_{E_{n-k+1}^n}(\ell) \leq \sum_{\ell=0}^{\tau} p_{E_{n-k+1}^n}(\ell)$ for $N_0 \to +\infty$ and a fixed $\rho$. Note that because of approximation (38) and (39), $\tau \geq \lceil m(\rho) \rceil$ is not a rigorous sufficient condition of that no performance degradation is introduced by $\tau$. We can however conjecture that for a code with $k < n - k$, a LE-OSD algorithm with parameters $\rho$ and $\tau = \lceil m(\rho) \rceil$ has the similar error rate performance to an order-$\rho$ OSD algorithm [19] when $N_0 \to +\infty$, by comparing (25) and (28).

Therefore, LE-OSD with $\tau = \rho$ and $\tau = \lceil m(\rho) \rceil$ has the similar performance with the order-$\rho$ OSD when $N_0 \to 0$ and $N_0 \to +\infty$, respectively. Thus, for an arbitrary $N_0$ and a fixed $\rho$, the parameter $\tau$ can be selected from $\rho \leq \tau \leq \lceil m(\rho) \rceil$ according to the system requirements. We will further show the performance of different parameters in Section V.

2) **High-Rate Codes** ($k > n-k$): Since $0 \leq \tau - \rho \leq n-k-r_P$ and $r_P = n-k$, it can be taken that $\tau = \rho$. Thus, we can only discuss the selections of $\tau$ and $\xi$, and (53) is simplified as $P_{\text{est}} \leq \min \left\{ \left(\frac{n-k}{\tau+1}\right)e^{-4(\tau+1)/N_0}, \left(\frac{k}{\xi+1}\right)e^{-4(\xi+1)/N_0} \right\}$. Then, similar to (57), it is concluded that the parameter $\tau = \xi = \lceil \frac{d_k}{4} - 1 \rceil$ makes the LE-OSD algorithm approach ML decoding asymptotically. Moreover, following the analysis of (41), $\tau = \lceil m(\rho) \rceil$ ensures that no performance degradation is introduced by $\tau$ for a fixed $\xi$ and $N_0 \to +\infty$. Therefore, in the practical implementation, the parameter $\tau$ can be selected from $\lceil m(\xi) \rceil \leq \tau \leq \xi$ according to the system requirements.

3) **Half-Rate Codes** ($k = n-k$): Since $0 \leq \tau - \rho \leq n-k-r_P$ and $0 \leq \xi - \tau \leq k-r_P$, it can be taken that $\rho = \tau = \xi$ if $r_P$ is full-rank. Then, the LE-OSD is equivalent to an order-$\rho$ OSD, and $\rho = \lceil \frac{d_k}{4} - 1 \rceil$ makes the LE-OSD algorithm approach the near ML decoding asymptotically.

E. **Numbers of TEPs and Codeword Estimations**

Recall Algorithm [1] for each TEP in $\mathcal{E}$, the LE-OSD is potentially retrieving multiple codeword estimates. Thus, the overall decoding complexity of the LE-OSD is determined by both the number of processed TEPs $q_t$ and the number of retrieved codeword estimates $q_c$. For a LE-OSD with parameters
ρ, τ, and ξ. The average number of processed valid TEPs, i.e., \( \mu_t = \mathbb{E}[q_t] \), can be represented as

\[
\mu_t = 2^{r_P} \cdot \Pr(w_{\text{pri}}(e) \leq \rho, w(e) \leq \tau)
\]

\[
= 2^{r_P} \cdot \sum_{\ell=0}^{\rho} \Pr(w([e]_1^\tau) \leq \tau - \ell | w(e_{\text{pri}}) = \ell) \cdot \Pr(w(e_{\text{pri}}) = \ell | w(e_{\text{pri}}) \leq \rho) \cdot \Pr(w(e_{\text{pri}}) \leq \rho),
\]

where \( e = (e_{\text{pri}} Q_\tau^T + e_0) \) is a valid TEP as described in Proposition [3]. It can be directly obtained that \( \Pr(w(e_{\text{pri}}) = \ell) = \binom{r_P}{\ell} 2^{-r_P} \). Furthermore, the Hamming weight \( w([e]_1^\tau) \) is given by \( w(e_{\text{pri}} Q_\tau^T + [e_0]_1^\tau) \) depending on \( Q_\tau^T \). Let us assume that \( C(n, k) \) has a randomly constructed generator matrix, so that \( Q_\tau^T \) is a \( r_Q \times r_P \) random matrix. This is because \( Q_\tau^T \) is a sub-matrix of \( E_P \), and \( E_P \) is a random matrix if \( \tilde{P} \) is constructed randomly. Then, for any \( \ell, 0 \leq \ell \leq \rho \), we can obtain that

\[
\Pr(w([e]_1^\tau) \leq \tau - \ell | w(e_{\text{pri}}) = \ell) = \sum_{j=0}^{\tau-\ell} \binom{n-k-r_P}{j} 2^{-(n-k-r_P)}.
\]

Then, we can also derive that \( \Pr(w(e_{\text{pri}}) \leq \rho) = \sum_{i=0}^{\rho} \binom{r_P}{i} 2^{-r_P} \), and \( \Pr(w(e_{\text{pri}}) = \ell | w(e_{\text{pri}}) \leq \rho) = \binom{r_P}{\ell} / \sum_{i=0}^{\rho} \binom{r_P}{i} \). Therefore, we obtain \( \mu_t \) as

\[
\mu_t = \sum_{\ell=0}^{\rho} \sum_{j=0}^{\tau-\ell} \binom{r_P}{\ell} \binom{n-k-r_P}{j} 2^{-(n-k-r_P)}.
\]

By taking \( \tilde{P} \) as full-rank, (44) is simplified as

\[
\mu_t \approx \begin{cases} 
\sum_{\ell=0}^{\rho} \binom{n-k}{\ell}, & \text{for } n-k \leq k, \\
\sum_{\ell=0}^{\rho} \sum_{j=0}^{\tau-\ell} \binom{k}{j} \binom{n-2k}{j} 2^{-(n-2k)}, & \text{for } k \leq n-k,
\end{cases}
\]

Let \( \mu_t^{(j)} \) denote the average number of processed TEP with the Hamming weight \( j, 0 \leq j \leq \tau \). From (44), \( \mu_t^{(j)} \) can be derived as

\[
\mu_t^{(j)} = \sum_{\ell=0}^{\min(\rho, j)} \binom{r_P}{\ell} \binom{n-k-r_P}{j-\ell} 2^{-(n-k-r_P)}.
\]

As shown by (16), with the condition \( \{ w_{\text{ext}}(e(j)) \leq \xi \} \) with respect to the estimate \( c_e^{(j)} \), the number of estimates that can be retrieved from \( e \) is given by \( q_e = \sum_{\ell=0}^{\xi-w(e)} \binom{k-r_P}{\ell} \). Thus, let \( \mu_c \) denote the average number of recovered codeword estimates in the LE-OSD algorithm, i.e., \( \mu_c = \mathbb{E}[q_c] \). \( \mu_c \) is derived as

\[
\mu_c = \sum_{j=0}^{\tau} \sum_{u=0}^{\xi-j} \mu_t^{(j)} \binom{k-r_P}{u}.
\]

By taking \( \tilde{P} \) as full-rank, (47) is simplified as

\[
\mu_c \approx \begin{cases} 
\sum_{\ell=0}^{\rho} \sum_{j=0}^{\xi-\ell} \binom{n-k}{\ell} (2k-n) \binom{2k-n}{j}, & \text{for } n-k < k, \\
\sum_{\ell=0}^{\rho} \sum_{j=0}^{\tau-\ell} \binom{k}{j} \binom{n-2k}{j} 2^{-(n-2k)}, & \text{for } k < n-k, \\
\sum_{\ell=0}^{\rho} \binom{k}{\ell}, & \text{for } k = n-k,
\end{cases}
\]


| Step | BOPs | FLOPs |
|------|------|-------|
| 1    | $n$  | $n$   |
| 2    | $2n$ | $n \log n$ |
| 3    | $C_{GE}(k, n) + 2n$ | - |
| 4    | $C_{GE}(k, n - k)$ | - |
| 6    | $C_{GE}(n - k - r_P, n - k)$ | - |
| 8    | $(n - k - r_P)(3n - 3k - r_P)$ | - |

**F. Computational Complexity**

In this section, we characterize the computational complexity of the LE-OSD algorithm with the parameters $\rho, \tau$ and $\xi$, by measuring the average complexity of each step of Algorithm 1. Let $C_{pre}$ represent the complexity of “Preprocessing” of Algorithm 1, i.e., step 1 to 8, and let $C_{re}$ represent the complexity of “Re-processing”, i.e., step 9 to 24. Then, the overall complexity of LE-OSD, $C_{LEOSD}$, is represented as

$$C_{LEOSD} = C_{pre} + C_{re}.$$  \hfill (49)

In “Preprocessing”, step 1 obtains $y$ with performing $n$ comparisons and obtains $\alpha$ with $n$ symbolic operations. We regard one comparison as one FLOP and one symbolic operation as one binary operation (BOP). Step 2 sorts $\alpha$ with $n \log n$ FLOPs by “Quick Sorting”, and obtains $\tilde{G} = G\Pi_a$ and $y\Pi_a$ with $2n$ BOPs. Then, in step 3, $\tilde{G}'$ is obtained by performing GE with $C_{GE}(k, n)$ BOPs, where $C_{GE}(k, n) = (\min(n, k) - 1)kn - \frac{1}{2}(\min(n, k) - 1)^2 \min(n, k)$. Also, step 3 obtains $\tilde{y}$ and $\tilde{\alpha}$ with $2n$ BOPs. Step 4 and step 6 performs the GE over $\tilde{P}^T$ and $Q$, respectively. In step 8, the basic TEP is obtained with $2(n - k - r_P)(n - k) + (n - k - r_P)^2$ FLOPs. We summarize the computational complexity of each step of “Preprocessing” in Table I. Note that we omit the complexity of step 5 and step 7 because they do not involve any computations. Thus, the complexity of “Preprocessing” is given by

$$C_{pre} = [5n + C_{GE}(k, n) + C_{GE}(k, n - k) + C_{GE}(n - k - r_P, n - k) + 2(n - k - r_P)(n - k) + (n - k - r_P)^2](\text{BOP})$$

$$+ [n + n \log n](\text{FLOP}).$$  \hfill (50)

In “Re-processing”, step 10 first selects a primary TEP from the memory. In step 11, a valid TEP is computed with $(n - k)r_P + 2(n - k)$ BOPs. Step 14 computes the vectors $z_{e_i}$ and $x_{e_i}$ with $(n - k)(n - k + 1)$ BOPs. Step 16 and step 17 generate the codeword estimates with the complexity of $(k - r_P)k + k$ BOPs. After that, step 18 computes the WHD and updates the best codeword found so far with $n + 1$ FLOPs. Among the above steps, step 10 and 11 are repeated $\sum_{\ell=0}^{\rho} \binom{r_P}{\ell}$ times, step 16 and 17 are repeated $\mu_c$

---

1 Although $\tilde{G} = G\Pi_a$ is presented as a matrix multiplication, $\tilde{G}$ is simply obtained with $n$ BOPs because $\Pi_a$ is an orthogonal matrix and represents a set of column permutations.
TABLE II
COMPUTATIONAL COMPLEXITY OF “REPROCESSING” OF ALGORITHM II

| Step | BOPs | FLOPs | Repetitions |
|------|------|-------|-------------|
| 11   | $2(n - k)r_P + 2(n - k - r_P)$ | $n - k + 1$ | $\sum_{l=0}^{\rho} (r_{P})$ |
| 12-13|                  | $n - k + 1$ | $\mu_t$ |
| 14   | $2(n - k)(n - k + 1)$ | $n - k + 1$ | $\mu_t$ |
| 16-17| $2(k - r_P)k + 2k$ | $n + 1$ | $\mu_c$ |
| 18   |                  | $n + 1$ | $\mu_c$ |

times, and other steps are repeated $\mu_t$ times. We summarize the computational complexity of each step of “Re-processing” in Table II. Then, we derive the complexity of “Re-processing” as

$$C_{re} = \left[ 2 \sum_{i=0}^{\rho} \frac{(r_P)^i}{i!} (n - k)(r_{P} + 2) + 2\mu_t(n - k)(n - k + 1) + 2\mu_c(k - r_P)(k + 1) \right]_{(BOP)}$$

$$+ [\mu_c(n + 1) + \mu_t(n - k + 1)]_{(FLOP)}$$

(51)

As the benchmark of comparison, the computational complexity of an order-$\rho$ OSD can be derived as

$$C_{OSD} = \left[ 5n + C_{GE}(k, n) + \sum_{i=0}^{\rho} \binom{k}{i} (2kn + n) \right]_{(BOP)} + \left[ n + n \log n + \sum_{i=0}^{\rho} \binom{k}{i} (n + 1) \right]_{(FLOP)}$$

(52)

Comparing the complexity of LE-OSD (49) with the complexity of OSD (52), it can be seen that the LE-OSD has a higher overhead in “Preprocessing”. Precisely, the LE-OSD performs three times of GEs, while the OSD only needs one GE over the generator matrix. However, it will be shown in Section V that with proper parameter selection, the LE-OSD can will have a lower overall complexity than OSD with achieving the similar performance.

V. SIMULATIONS AND COMPARISONS

In this section, we conduct several simulations to demonstrate the error-rate performance and the complexity of the proposed LE-OSD.

A. LOW-RATE CODES ($k < n - k$)

Fig. 2(a) shows the BLER performance of decoding (64, 30, 14) eBCH code with various decoders. As discussed in Section IV-D, we select different settings of $\rho$ and $\tau$ and take $\xi = \tau$ for low rate codes. As shown in Fig. 2(a) LE-OSD ($\tau = 3$, $\rho = 3$) and LE-OSD ($\tau = 3$, $\rho = 2$) exhibit the same BLER performance as order-3 and order-2 OSD, respectively. Although (41) shows that $\tau \geq m(\rho)$ ensures LE-OSD has the similar performance to an order-$\rho$ OSD when $N_0 \rightarrow +\infty$, simulations advise that $\tau < m(\rho)$ can also introduce acceptable performance of LE-OSD in a practical SNR range. On the other hand, LE-OSD ($\tau = 2$, $\rho = 2$) shows a performance degradation compared to the order-2 OSD. The analytical $m(\rho) = 4.2250$ for $\rho = 3$ and (64, 30) codes.
### TABLE III

**Complexity comparison of decoding (64, 30, 14) eBCH code with various decoders**

| Decoder  | OSD | LE-OSD |
|----------|-----|--------|
| Parameters | order 3 | order 2 | $\tau = 3$ | $\tau = 3$ | $\tau = 2$ | $\rho = 3$ | $\rho = 2$ | $\rho = 2$ |
| Number of TEPs | 4526 | 466 | Simulation: 400 | Simulation: 411 | Simulation: 154 | Eq. (45): 411 | Eq. (45): 158 | Eq. (45): 36 |
| Number of codewords | 4526 | 466 | Simulation: 411 | Simulation: 411 | Simulation: 154 | Eq. (45): 411 | Eq. (45): 158 | Eq. (45): 37 |
| Decoding time (ms) | 11.78 | 2.23 | 4.98 | 2.17 | 1.57 | 4.05 | 3.7 |
| Number of FLOPs | $2.94 \times 10^7$ | $3.05 \times 10^6$ | $4.14 \times 10^4$ | $1.60 \times 10^4$ | $4.05 \times 10^4$ |
| Number of BOPs | $1.77 \times 10^7$ | $1.85 \times 10^6$ | $1.08 \times 10^6$ | $1.44 \times 10^6$ | $1.6 \times 10^6$ |

BLER given by (27) is also depicted for LE-OSD ($\tau = 2$, $\rho = 2$), which tightly upper bounds the simulation results especially for high SNRs. For clear figures, we omit the bounds for other simulations.

We record the average number of TEPs, the average number of generated codeword estimates, the average decoding time of various decoders, and the number of operations in Table III. Specifically, the decoding time is measured by performing the algorithm to decode a single received block on a 2.9 GHz CPU in MATLAB 2020a. The number of FLOPs and BOPs are estimated by (49) and (52) for LE-OSD and OSD, respectively. As shown in Table III, LE-OSD($\tau = 3$, $\rho = 3$) requires much fewer number of TEPs and generated codewords compared to the order-3 OSD. Moreover, it also presents a shorter decoding time and a fewer number of operations. We can also observe that LE-OSD ($\tau = 3$, $\rho = 2$) only generates about 150 TEPs, compared to 466 codeword estimates of the order-2 OSD. However, it still exhibits a similar decoding time to the order-2 OSD. This is because the LE-OSD performs three GEs in the “Preprocessing”, which brings a marginal effect to the complexity reduction as decreasing the number of TEPs. This marginal effect can be observed in the LE-OSD ($\tau = 2$, $\rho = 2$) when comparing to the order-2 OSD. Furthermore, this is worth noting that there is a discrepancy between (45) and the simulated number of TEPs, because (45) takes the assumption that $\tilde{P}$ is full-rank.

We further simulate the decoding of (64, 16, 24) eBCH codes and the BLER performance is illustrated in Fig. 2(b). As shown, the LE-OSD with $\tau = 12$ and $\rho = 5$, 4 and 2 show the similar BLER to the OSD with order 5, 4 and 2, respectively. Note that although order-6 OSD decoding achieves the near-optimum according to [19], order-4 and order-5 decoding are also close enough to the near-optimal performance, and overlapped in Fig. 2(b). The complexities of different decoders are summarized in Table IV. It is seen that the LE-OSD ($\tau = 12$, $\rho = 5$) has less than the quarter of decoding time of the order-5 OSD.

In the simulations, there is an inconsistent relation between the number of operations and the decoding times. The reasons are 1) the number of operations can only be estimated as it highly depends on the implementation and 2) BOPs are treated as FLOPs in simulations with high-level compilers, although BOPs are generally much faster than FLOPs in chip-based computing.
and only generates 20 codeword estimates. This improvements of decoding speed can be also found on LE-OSD (τ = 12, ρ = 4) compared to the order-4 OSD. We note that LE-OSD (τ = 12, ρ = 2) requires a longer decoding time compared to the order-2 OSD, because of the overhead of “Preprocessing”.

B. High-Rate Codes (n − k < k)

We illustrate the performance of LE-OSD for high rate codes by taking (128, 85, 14) eBCH code as an example. We select different values of τ and ξ and set ρ = τ in the LE-OSD, and their performance is depicted in Fig. 3. As shown, the LE-OSD (τ = 2, ξ = 3) shows the same BLER performance as the order-3 OSD. When τ = 1, the LE-OSD with ξ = 2 and ξ = 1 also exhibit the very similar performance to order-2 and order-1 OSD, respectively. We further summarize the numbers of operations and required decoding time of the compared decoders in Table V. We highlight that the decoding time of LE-OSD (τ = 2, ξ = 3) is four times shorter than the order-3 OSD. From all simulations conducted above, it can be concluded that the LE-OSD is particularly efficient for codes needing a high decoding order.

VI. IMPROVED LE-OSD WITH DECODING CONDITIONS

The original OSD has been improved by combining with various decoding conditions, including decoding SC [13], [18], [24] and the TEP DC [18], [23]. These conditions reduce the overall decoding

TABLE IV

| Decoder | Parameters | OSD | LE-OSD |
|---------|------------|-----|--------|
|         |            | order 5 | order 4 | order 2 |
| Number of TEPs | 6885 | 2517 | 137 |
| Number of codewords | 6885 | 2517 | 137 |
| Decoding time (ms) | 20.24 | 8.09 | 0.88 |
| Number of FLOPs | 4.47 × 10⁷ | 1.63 × 10⁸ | 9.17 × 10⁷ |
| Number of BOPs | 1.49 × 10⁹ | 5.32 × 10⁹ | 3.01 × 10⁹ |
Fig. 3. BLER of decoding (128, 85, 14) eBCH codes with various decoders.

### TABLE V

| Decoder | OSD | LE-OSD |
|---------|-----|--------|
| Parameters | order 3 | order 2 | order 1 | τ = 2 | τ = 1 | τ = 1 |
| Number of TEPs | 102426 | 3656 | 86 | Simulation: 947 | Simulation: 947 | Simulation: 947 |
| Number of codewords | 102426 | 3656 | 86 | Simulation: 90085 | Simulation: 2753 | Simulation: 2753 |
| Decoding time (ms) | 451.10 | 21.52 | 5.85 | 107.09 | 11.84 | 8.39 |
| Number of FLOPs | $1.32 \times 10^7$ | $1.72 \times 10^7$ | $1.17 \times 10^7$ | $1.16 \times 10^7$ | $3.57 \times 10^7$ | $1.37 \times 10^7$ |
| Number of BOPs | $2.24 \times 10^7$ | $8.06 \times 10^7$ | $2.47 \times 10^7$ | $6.62 \times 10^7$ | $2.11 \times 10^7$ | $1.84 \times 10^7$ |

Complexity by either terminating decoding early or discarding unpromising TEPs. In this section, we demonstrate the complexity of LE-OSD improved by decoding conditions, and compare it with the latest OSD approach, PB-OSD [13].

#### A. Decoding conditions for LE-OSD

1) **TEP discarding condition:** We modify and devise the DC proposed in [13] for the LE-OSD. In [13], a promising probability is computed for each TEP in OSD before re-encoding, then the TEP is discarded directly if the promising probability is less than a threshold. The promising probability is defined as the probability that a TEP can result in a codeword estimate having a higher likelihood than the existing ones.

Next, we introduce the promising probability for LE-OSD. Recall [14], a codeword estimate $\tilde{c}_e^{(j)}$ in LE-OSD is uniquely determined by TEP $e$ and its corresponding extended TEP $e_{\text{ext}}^j$. Moreover, a TEP $e$ is uniquely determined by a primary TEP $e_{\text{pri}}$ as shown in (9). Therefore, leveraging the idea from [13], we can compute a promising probability for a combination of a primary TEP $e_{\text{pri}}$ and an extended $e_{\text{ext}}^j$ based on the minimum WHD $D_{\text{min}}$ recorded so far. Let us first define $p$ as the arithmetic mean of the bit-wise error probability of $[\tilde{y}_1, \ldots, \tilde{y}_{r_P}, \tilde{y}_{k+1}, \ldots, \tilde{y}_{n-r_P}]$, i.e.,

$$p = \frac{1}{n-k} \left( \sum_{i=1}^{r_P} \text{Pe}(\tilde{i}) + \sum_{i=k+1}^{n-r_P} \text{Pe}(\tilde{i}) \right),$$

(53)
where $P(e_{i})$ is given by (20). Next, let $P_d(e_{pri}, e_{ext})$ denote the promising probability of $e_{pri}$ and $e_{ext}$, and then it is computed as

$$P_d(e_{pri}, e_{ext}) = \lambda \sum_{i=0}^{\beta} \binom{n-k}{j} p^i (1-p)^{n-k-i} + (1-\lambda) \sum_{i=0}^{\beta} \binom{n-k}{i} 2^{k-n}, \quad (54)$$

where $\lambda = P(e_{pri}) \cdot P(e_{ext})$ and $\beta$ is a function of $D_{min}$. Specifically, $P(e_{pri})$ and $P(e_{ext})$ are respectively given by

$$P(e_{pri}) = \prod_{1 \leq i < r} (1 - P(e_{i})) \prod_{1 \leq i < r} P(e_{i}) \quad (55)$$

and

$$P(e_{ext}) = \prod_{1 \leq i < r} (1 - P(e_{i})) \prod_{1 \leq i < r} P(e_{i}) \quad (56)$$

The detailed derivation of (54) and expression of $\beta$ are introduced in Appendix A.

An implementation concern of the promising probability is that if computing (54) for a TEP is more efficient than directly recovering a estimate by a TEP. We next show that by using a monotonicity trick, the DC can be implemented very efficiently. According to [13, Proposition 1], we can conclude that for a non-increasing $D_{min}$ (which holds naturally in a decoding searching for the minimum WHD), $P_d(e_{pri}, e_{ext})$ is monotonically increasing function of $\lambda = P(e_{pri}) \cdot P(e_{ext})$. Utilizing the monotonicity of $P_d(e_{pri}, e_{ext})$, the DC is implemented in the following manner. Assuming that there are a predetermined threshold $P'_d$ and $\lambda_{max} = 0$, we have

- **Case (a):** For a given $e_{pri}$, if $P(e_{pri}) \leq \lambda_{max}$, discard $e_{pri}$; otherwise, perform case (b).
- **Case (b):** For given $e_{pri}$ and $e_{ext}$, if $\lambda \leq \lambda_{max}$, discard $e_{pri}$ and $e_{ext}$; otherwise, perform case (c).
- **Case (c):** Compute $P_d(e_{pri}, e_{ext})$ according to (54). If $P_d(e_{pri}, e_{ext}) \leq P'_d$, discard $e_{pri}$ and $e_{ext}$, and set $\lambda_{max} = \lambda$ when $\lambda > \lambda_{max}$.

Details of this implementation are presented in Algorithms 2. With the above implementation, the DC can efficiently determine if TEPs can be discarded, because (54) is only computed in case (c), while in case (a) and case (b), $P(e_{pri})$ and $P(e_{ext})$ are obtained with $O(n)$ FLOPs by storing and reusing $P(e_{i})$.

2) **Decoding stopping condition:** Generally, the decoding SC identifies if the decoder has found the correct decoding results and terminates the decoding early. In [18], various SCs were proposed for the OSD decoding. These SCs were developed based on the Hamming distance or WHD from each codeword estimate to the received signal. We design the SC for LE-OSD by leveraging the idea of **Soft individual stopping rule** from [18], where a success probability of each codeword estimate is computed and then the decoding is terminated if a large enough success probability is found. The success probability is defined
as the probability that a codeword estimate is the correct estimate conditioning on the difference pattern between the codeword estimate and the received signal.

Given an ordered codeword estimate $\tilde{c}_e^{(j)}$ and its difference pattern $d_e^{(j)} = \tilde{c}_e^{(j)} \oplus \hat{c}_e^{(j)}$, the success probability of $\tilde{c}_e^{(j)}$, denoted by $P_s(\tilde{c}_e^{(j)})$, is computed as

$$P_s(\tilde{c}_e^{(j)}) = \frac{1}{(1 + (1 - \lambda) \cdot 2^{k-n})^{-1}}$$

where

$$P(d_e^{(j)}) = \prod_{1 \leq i \leq n} P(e_i) \prod_{1 \leq i \leq n} (1 - P(e_i)).$$

and $\lambda = P(e)^{\text{pri}} \cdot P(e)^{\text{ext}}$. The derivation of (57) is elaborated in detail in Appendix B.

In the LE-OSD, the SC is implemented as follows. Once a codeword estimate $\tilde{c}_e^{(j)}$ is generated, if it results in a lower WHD than the recorded minimum one $D_{\text{min}}$, its success probability $P_s(\tilde{c}_e^{(j)})$ is computed accordingly. Then, with a predetermined threshold $P'_s$, the decoding is terminated if

$$P_s(\tilde{c}_e^{(j)}) \geq P'_s,$$

and $\tilde{c}_e^{(j)} \Pi^{-1}_G \Pi^{-1}_a$ is output as the final result.

By storing and reusing $P(e_i)$ in computing (57), the success probability $P_s(\tilde{c}_e^{(j)})$ is obtained with $O(n)$ FLOPs. Furthermore, since the LE-OSD requires much fewer codeword estimates than the OSD as shown in Section V, the overhead of performing SC checks will be significantly reduced compared to other SC-aided OSD algorithms.

The LE-OSD algorithm employing both SC and DC is summarized in Algorithm 2. We note that the “Preprocessing” is omitted for the sake of brevity.

B. Comparison with PB-OSD

In this section, we compare the performance of the improved LE-OSD (ILE-OSD) and the PB-OSD in terms of the decoding complexity, where $(128, 50, 28)$ eBCH and $(128, 78, 16)$ eBCH codes are considered.

In the implementation of ILE-OSD, the thresholds are set to $P'_s = 0.99\epsilon(x)$ and $P'_d = 0.002 \sqrt{\frac{1-\epsilon(x)}{N(x)}}$, where

$$\epsilon(x) = \sum_{i=0}^{x} \binom{k}{i} p^i (1-p)^{k-i}, \quad N(x) = \sum_{i=0}^{x} \binom{k}{i},$$

and $p$ is given by (53). When $k \leq n-k$, we select $x = \rho$, while when $k > n-k$, we select $x = \xi$.

In decoding $(128, 50, 28)$ eBCH code, we set the parameters $\tau = \xi = 10$, and compare LE-OSD ($\rho = 5$) and LE-OSD ($\rho = 3$) with the order 5 and order 3 PB-OSD, respectively. As shown by Fig. 4(a), the ILE-OSD with $\rho = 5$ has almost the same BLER performance as the order-5 PB-OSD, approaching the NA bound [9]. However, in terms of the complexity, the ILE-OSD is considerably more efficient than the PB-OSD at the most of the SNRs, as depicted in Fig 4(b). For example, the LED ($\rho = 5$) on average
Algorithm 2 Improved LE-OSD

Require: Received signal $\gamma$, Parameters $\rho$, $\tau$ and $\xi$, Thresholds $P_d'$ and $P_s'$
Ensure: Optimal codeword estimate $\hat{c}_{\text{best}}$

// Prepossessing
1: Perform processing part of Algorithm 1 and initialize $\lambda_{\text{max}} = 0$, $D_{\text{min}} = \infty$

// Re-processing
2: for $i = 1 : \sum (r_{\rho})$ do
3: Select an unprocessed primary TEP $e_{\text{pri}}^i$ with $w(e_{\text{pri}}^i) \leq \rho$
4: if $P(e_{\text{pri}}^i) \leq \lambda_{\text{max}}$ then
5: Continue // Case (a) of DC
6: Generate a valid TEP $e_i$ according to (9)
7: if $w(e_i) > \tau$ then
8: Continue
9: Calculate $z_e = (e_i \oplus \tilde{y}_P)E_P^{\top}$ and obtain $x_e$ according to (11)
10: for $j = 1 : q_e$ do
11: Select an extended TEP $e_{\text{ext}}^j$ satisfies $w(e_{\text{ext}}^j) \leq \xi - w(e)$
12: Compute $\lambda = P(e_{\text{pri}}^i) \cdot P(e_{\text{ext}}^j)$
13: if $\lambda \leq \lambda_{\text{max}}$ then
14: Continue // Case (b) of DC
15: else
16: Compute $P_d(e_{\text{pri}}^i, e_{\text{ext}}^j)$ according to (54)
17: if $P_d(e_{\text{pri}}^i, e_{\text{ext}}^j) \leq P_d'$ then
18: Set $\lambda_{\text{max}} = \max(\lambda_{\text{max}}, \lambda)$
19: Continue // Case (c) of DC
20: Obtain $x_j$ according to (15)
21: Recover a codeword estimate $\hat{c}_{\text{ej}}$ according to (14)
22: if $D(\hat{c}_{\text{ej}}, \bar{y}) \leq D_{\text{min}}$ then
23: Update $c_{\text{best}} = \hat{c}_{\text{ej}}$ and $D_{\text{min}} = D(\hat{c}_{\text{ej}}, \bar{y})$
24: Compute $P_s(\hat{c}_{\text{ej}})$
25: if $P_s(\hat{c}_{\text{ej}}) \geq P_s'$ then
26: return $\hat{c}_{\text{best}} = \hat{c}_{\text{ej}} \Pi^{-1}_{\text{G}} \Pi^{-1}_{\text{a}}$ // SC
27: return $\hat{c}_{\text{best}} = \hat{c}_{\text{ej}} \Pi^{-1}_{\text{G}} \Pi^{-1}_{\text{a}}$

takes less than 100 ms to decode a codeword, compared to around 250 ms of order-5 PB-OSD at SNR = 1 dB.

The ILE-OSD and the PB-OSD are further compared in decoding (128, 78, 16) eBCH code, as depicted in Fig. 5. We set $\tau = \rho = 2$ and select different values of $\xi$ for the LE-OSD. As can be shown, the ILE-OSD with proper parameter selection achieves the same BLER as the PB-OSD, while having a lower complexity at a large range of SNRs. For instance, the ILE-OSD ($\xi = 4$) only requires around 60 ms to decode one codeword at SNR = 1.5 dB, while the order-4 PB-OSD spends around 200 ms.

From Fig. 4 and Fig. 5, we can conclude that the ILE-OSD is particularly efficient for high-order decoding at low-to-medium SNRs. This improvements of complexity results from the following reasons: 1) the LE-OSD has a lower computational complexity than the original OSD (as shown in Section V), and this advantage is retained in ILE-OSD with the use of decoding conditions, and 2) the overheads of performing DC and SC are reduced in ILE-OSD, as LE-OSD generates fewer codeword estimates.
than the OSD. However, it is worth noting that ILE-OSD tends to have a slightly higher complexity than the PB-OSD at high SNRs. This is because the SC can effectively terminate the OSD (or its variants) at high SNRs early; thus the number of generated codeword estimates is significantly reduced (e.g., see [13, Fig. 2]). Consequently, the complexity of OSD variants is no longer dominated by the number of generated codeword estimates at high SNRs but is also affected by the consumption of the “Preprocessing” part. Since ILE-OSD performs three GEs in preprocessing, its complexity may be unfavorable at high SNRs. Therefore, one can consider adaptively employing different decoding schemes as per the system requirements. In addition, the approach in [17] may be considered to reduce the expense of GEs in ILE-OSD.

VII. CONCLUSION

In this paper, we proposed a new LE-OSD to reduce the decoding complexity of OSD algorithm. Different from the OSD, the LE-OSD uses high reliable parity bits to recover the information bits, which is equivalent to solving a SLE. The TEPs that make the SLE feasible, referred to as the valid TEPs, are added to the parity bits to retrieve a list of code estimates. Three parameters, namely $\rho$, $\tau$ and $\xi$, are introduced to constrain the Hamming weight of the TEPs for limiting the overall complexity. Furthermore,
the BLER, the asymptotic error rate, and the complexity are analyzed for the LE-OSD, and it is shown that the LE-OSD has the similar performance as OSD with proper parameter selection and can asymptotically achieve the ML decoding. Simulation results for low-rate and high-rate codes show that the LE-OSD can achieve the similar performance as high-order OSD algorithms with significantly reduced complexity.

We also improved the LE-OSD by applying the decoding stopping condition and the TEP discarding condition. It is shown that when the improved LE-OSD has a superior performance and complexity trade-off than the approach from literature, specially at low-to-medium SNRs, having three to four times of complexity reduction.

Appendix A
Derivation of (54)

To derive (54), we first notice that a codeword estimates $\tilde{c}_e^{(j)}$ in LE-OSD is uniquely determined by a primary TEP $e^{\text{pri}}$ and its corresponding extended TEP $e^{\text{ext}}_j$. Specifically, by omitting the permutation introduced by $\Pi_P$ and $\Pi_Q$, we can rewrite (14) as

$$
\tilde{c}_e^{(j)} = [x_o \oplus (\lceil y \rceil_{r_P+1} + e^{\text{ext}}_j)^T] - y_P \oplus (e^{\text{pri}} Q^T_o + e_0)
$$

(60)

where $P_r$ and $Q_e$ are given by (12) and (5), respectively. Since the $e^{\text{pri}}$ and $e^{\text{ext}}_j$ uniquely determine a codeword, we can conclude that $\tilde{c}_e^{(j)}$ is the correct codeword estimate if and only if $e^{\text{pri}}$ and $e^{\text{ext}}_j$ eliminate the hard-decision errors over $[y]_{r_P+1}$ and $[y]_{n-r_P+1}$, respectively.

Let $\tilde{e}$ denote the ordered hard-decision error pattern introduced by the channel noise, and then $\tilde{y}$ is rewritten as $\tilde{y} = \tilde{c} \oplus \tilde{e}$, where $\tilde{c}$ is the ordered transmitted codeword. Let us represent the difference pattern between $c_e^{(j)}$ and $\tilde{y}$ as $d_e^{(j)} = [h_1 e^{\text{ext}}_j h_2 e^{\text{pri}}]$, where $h_1$ and $h_2$ are respectively given by

$$
h_1 = \begin{cases} 
[\tilde{c}]_1^P & \text{if } \tilde{c}_e^{(j)} = \tilde{c} \\
[\tilde{c}]_1^P + x_o \oplus (\lceil y \rceil_{r_P+1} + e^{\text{ext}}_j)^T_P & \text{if } \tilde{c}_e^{(j)} \neq \tilde{c}
\end{cases}
$$

and

$$
h_2 = \begin{cases} 
[\tilde{c}]_{n-R_P} & \text{if } \tilde{c}_e^{(j)} = \tilde{c} \\
e^{\text{ext}}_j Q^T_o + e_0 & \text{if } \tilde{c}_e^{(j)} \neq \tilde{c}
\end{cases}
$$

(61)

It can be seen that when $\tilde{c}_e^{(j)} = \tilde{c}$, the difference pattern is simply given by $d_e^{(j)} = \tilde{c}$. On the other hand, when $\tilde{c}_e^{(j)} \neq \tilde{c}$, $h_1$ will be a length-$r_P$ random binary vector and $h_2$ will be a length-$(n-k-r_P)$ random binary vector if $C(n, k)$ is a random code (or having a binomial weight spectrum).

Therefore, let $D_h$ represent a random variable representing the Hamming weight of $[h_1 h_2]$, i.e., $w(h_1) + w(h_2)$. Using the approach of [18] Corollary 1], the pmf of $D_h$ can be approximated as

$$
p_{D_h}(x) \approx \lambda \sum_{i=0}^{x} \binom{n-k}{i} p^i (1-p)^{n-k-i} + (1-\lambda) \sum_{i=0}^{x} \binom{n-k}{i} 2^{k-n},
$$

(62)

for a integer $x$, $0 \leq x \leq n-k$, where $\lambda = P(e^{\text{pri}}) \cdot P(e^{\text{ext}}_j)$ and $p$ is given by (53). We note that the approximation in (62) stands for that 1) the permutations $\Pi_P$ and $\Pi_Q$ are omitted and 2) not all block
codes follow a strict binomial weight spectrum. For example, it has been shown in [18] when the Polar codes are employed, the Hamming distance from incorrect codeword estimates to the received signal follows distributions discrepant from the binomial distribution.

As the promising probability is defined as the probability that a TEP can result in a codeword estimate whose WHD to the received signal is less than the recorded minimum one, it can be denoted as \( \Pr(D_e^{(j)} \leq D_{\text{min}}) \). Utilizing the approximation method of [13, Eq. (7)], \( \Pr(D_e^{(j)} \leq D_{\text{min}}) \) can be approximately calculated as

\[
\Pr(D_e^{(j)} \leq D_{\text{min}}) \approx \Pr(D_h \leq \frac{1}{\mathbb{E}_p(\alpha)}(D_{\text{min}} - \hat{D}_e^{(j)})),
\]

where

\[
\mathbb{E}_p[\alpha] \triangleq \frac{1}{n-k} \left( \sum_{i=1}^{r_p} \bar{\alpha}_i + \sum_{i=k+1}^{n-r_p} \bar{\alpha}_i \right),
\]

and \( \hat{D}_e^{(j)} \) is the component of \( D_e^{(j)} \) introduced by \( e_{\text{pri}} \) and \( e_{\text{ext}} \), i.e.,

\[
\hat{D}_e^{(j)} = \sum_{r_p < i \leq D_e^{(j)}} \bar{\alpha}_i + \sum_{n-r_p < i \leq n, \hat{D}_e^{(j)} \neq 0} \bar{\alpha}_i.
\]

The probability (63) can be approximated computed by using the pmf (62). Precisely, let

\[
\beta = \min(\max(0, \lfloor (D_{\text{min}} - \hat{D}_e^{(j)})/\mathbb{E}_p(\alpha) \rfloor), n-k),
\]

and then (63) is approximately calculated as

\[
\Pr(D_e^{(j)} \leq D_{\text{min}}) \approx \sum_{x=0}^{\beta} p_{D_e}(x).
\]

Let \( P_d(e_{\text{pri}}, e_{\text{ext}}) \) denote the right-hand side of (66), we obtain (54).

**APPENDIX B**

**DERIVATION OF (57)**

The success probability is defined as the probability that a codeword estimate \( \tilde{c}_e^{(j)} \) is the correct estimate conditioning on \( \tilde{d}_e^{(j)} \), i.e., \( \Pr(\tilde{c}_e^{(j)} = c|\tilde{d}_e^{(j)}) \). As discussed in Appendix A, \( \tilde{c}_e^{(j)} \) is the correct codeword estimate if and only if \( e_{\text{pri}} \) and \( e_{\text{ext}} \) eliminate the hard-decision errors over \( \lceil y \rceil_{r_p+1} \) and \( \lfloor y \rfloor_{n-r_p+1} \) respectively. Therefore, there exists

\[
Pr(e_e^{(j)} = \bar{c}|\tilde{d}_e^{(j)}) = Pr(e_{\text{pri}} = [\bar{c}]_{n-r_p+1}, e_{\text{ext}} = [\bar{c}]_{r_p+1}^{k} \tilde{d}_e^{(j)}).
\]

For the sake of simplicity, we denote the right-hand side of (67) as \( P(e_{\text{pri}}, e_{\text{ext}}|\tilde{d}_e^{(j)}) \).

According to the Bayes’ theorem, the conditional probability (67) can be further as

\[
Pr(\tilde{c}_e^{(j)} = \bar{c}|\tilde{d}_e^{(j)}) = \frac{Pr(\tilde{d}_e^{(j)}|\tilde{c}_e^{(j)} = \bar{c})Pr(c_e^{(j)} = \bar{c})}{Pr(d_e^{(j)})} = \left( 1 + \frac{Pr(c_e^{(j)} \neq \bar{c})}{Pr(c_e^{(j)} = \bar{c})} \frac{Pr(\tilde{d}_e^{(j)}|c_e^{(j)} \neq \bar{c})}{Pr(\tilde{d}_e^{(j)}|c_e^{(j)} = \bar{c})} \right)^{-1}.
\]

With a minor notation abuse, \( Pr(\tilde{d}_e^{(j)}) \) in (68) denotes the probability that the difference pattern between \( \tilde{c}_e^{(j)} \) and \( \tilde{y} \) is computed as \( \tilde{d}_e^{(j)} \), by regarding \( \tilde{c}_e^{(j)} \oplus \tilde{y} \) as a random vector.
To compute (68), we first obtain that $\Pr(\bar{c}_e^{(j)} = \bar{c}) = P(e^{\text{pri}}, e^{\text{ext}}) = P(e^{\text{pri}})P(e^{\text{ext}}) = \lambda$, and $\Pr(\bar{c}_e^{(j)} \neq \bar{c}) = 1 - \lambda$. Then, as discussed in Appendix A, there exists $\bar{d}_e^{(j)} = \bar{e}$ if $\bar{c}_e^{(j)} = \bar{c})$. Thus, the conditional probability $\Pr(d_e^{(j)}|c_e^{(j)} = \bar{c})$ is derived as

$$\Pr(d_e^{(j)}|c_e^{(j)} = \bar{c}) = \prod_{1<i \leq n, d_{u,i} \neq 0} \frac{1}{1 - \lambda^\sum_{1<i \leq n} d_{u,i} \neq 0} \prod_{k<i \leq n-r} \frac{1 - \lambda^\sum_{k<i \leq n-r} d_{u,i} \neq 0} {1 - \lambda^\sum_{k<i \leq n-r} d_{u,i} \neq 0} \prod_{i \neq 0} \frac{1 - \lambda^\sum_{i \neq 0} d_{u,i} \neq 0} {1 - \lambda^\sum_{i \neq 0} d_{u,i} \neq 0}. \quad (69)$$

When $\bar{c}_e^{(j)} \neq \bar{c}$, it is discussed in Appendix A that $h_1$ and $h_2$ are binary random vectors. Therefore, we can obtain that $\Pr(d_e^{(j)}|c_e^{(j)} \neq \bar{c}) \approx \frac{1}{2^{n-k}}$, where the approximation comes from assuming that $C(n, k)$ is a random code. Finally, substituting (69), $\Pr(d_e^{(j)}|c_e^{(j)} \neq \bar{c}) \approx \frac{1}{2^{n-k}}$ and $\Pr(\bar{c}_e = \bar{c}) = \lambda$ into (68), we obtain (57).
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