GLOWin: A Flow-based Invertible Generative Framework for Learning Disentangled Feature Representations in Medical Images
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Abstract. Disentangled representations can be useful in many downstream tasks, help to make deep learning models more interpretable, and allow for control over features of synthetically generated images that can be useful in training other models that require a large number of labelled or unlabelled data. Recently, flow-based generative models have been proposed to generate realistic images by directly modeling the data distribution with invertible functions. In this work, we propose a new flow-based generative model framework, named GLOWin, that is end-to-end invertible and able to learn disentangled representations. Feature disentanglement is achieved by factorizing the latent space into components such that each component learns the representation for one generative factor. Comprehensive experiments have been conducted to evaluate the proposed method on a public brain tumor MR dataset. Quantitative and qualitative results suggest that the proposed method is effective in disentangling the features from complex medical images.
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1 Introduction

A disentangled representation can be defined as one where single latent units are sensitive to changes in single generative factors, while being relatively invariant to changes in other factors [10]. Disentangled representations are more interpretable and robust [3] and can help to solve some challenges in deep learning for medical imaging such as the lack of adequate labelled data and class

* First two authors contributed equally to this work.
† S. T. Kim and N. Navab share senior authorship.
* Corresponding author (st.kim@khu.ac.kr)
imbalance by generating new samples with specific features by manipulating the representations of existing samples in addition to increased interpretability of the models. Various Variational Autoencoder based methods have been proposed, which perform disentanglement by introducing constraints to the Kullback-Leibler divergence regularization term. Esser et al. introduce Interpretable Invertible Networks (IIN) where they use a flow-based invertible network as an add-on model to learn to disentangle the latent spaces of pre-trained autoencoders or classifier models. Flow-based generative models, unlike Variational Autoencoders (VAEs) and Generative Adversarial Networks (GANs) can directly model the data distribution, compute exact log-likelihood with a series of invertible and bijective transformations and have also shown to learn good representations.

In this work, we adapt the Factor Loss proposed in to work with spatial embeddings and the Glow model and propose a new flow-based generative model framework, named GLOWin, that is able to learn disentangled representations by factorizing the latent space into factors. Unlike the IIN model which is trained on the embeddings from a pre-trained network, our model is directly trained on the images, thereby getting rid of the need for pre-trained embeddings. More specifically, we train the model on the Multimodal Brain Tumor Segmentation Challenge (BraTS 2019) dataset and factorize the latent space into three factors: anomaly, slice index and the residual. The anomaly factor learns the representation for the presence of anomaly in the input slice. The slice index denotes the location of the slice in the axial plane. Since the skull-stripped brain images are co-registered to the same anatomical template, slice index acts as a proxy label to the approximate shape of the brain in each slice. Therefore, the slice index factor might be able to learn the representation for the anatomical location and shape of the brain in particular slices. Finally, the residual learns the representation of all other semantic concepts. Our approach is different from existing approaches in the medical imaging domain in a few ways. Existing approaches in the medical domain learn separate representations for each factor using separate encoders and loss functions. Our model on the contrary adopts the Factor Loss and learns disentangled representations by factorizing the latent embedding into factors.

In short, the key contributions of the proposed flow-based generative model framework are as follows:

- It is able to learn disentangled representations by factorizing the latent space into meaningful factors, obtaining a disentangled latent space without needing separate losses for each factor.
- It is able to generate images with or without predetermined characteristics enabling for example the introduction of a particular class of anomalies into healthy slices using the proposed disentangled representations.
- It is end-to-end invertible and uses a novel adaptation of the Factor Loss to work with spatial embeddings.

We also conduct comprehensive evaluation on the disentangled factors in the downstream tasks and analysis on the robustness of the model.
2 Methodology

Glow with interpretable latent space (GLOWin). Our model extends the Glow [15] model by adopting the Factor Loss [8] to learn disentangled factors. For a flow-based model, the log probability density of the data distribution is computed using the change of variables theorem as

$$\log p(\tilde{x}) = \log p(\tilde{z}) + \sum_{i=1}^{K} \log \left| \det \frac{d\tilde{h}_i}{dh_{i-1}} \right|$$

where $\tilde{h}_i = f_i(\tilde{h}_{i-1}), \tilde{h}_0 = \tilde{x}, \tilde{h}_K = \tilde{z}$. The scalar value $\log \left| \det \frac{d\tilde{h}_i}{dh_{i-1}} \right|$ is the log determinant.

We use a multi-scale architecture as specified in [7], affine coupling and invertible $1 \times 1$ convolutions for the channel permutation. LU decomposition are used to initialize the weights of the $1 \times 1$ convolutions for efficient computation. We have a total of $L$ scales and each scale has $K$ flow steps. As discussed in [7], to keep the computational and memory cost low, at each scale half the dimensions of the output is factored out, i.e.,

$$z_{i+1}, \tilde{h}_{i+1} = f_{i+1}(h_i)$$

$$\tilde{z}_L = f_L(h_{L-1})$$

$$\tilde{z} = (z_1, z_2, ..., z_L)$$

Feature disentanglement loss. We model the factored out embeddings from each scale as a unit gaussian, i.e.,

$$z_{0...L-1} \sim \mathcal{N}(0, I)$$

Disentanglement of features is enforced in the last embedding output $z_L \in \mathbb{R}^{C \times H \times W}$ and to achieve this, we adopt the method proposed in [8] for our model. The embedding $z_L$ is factorized into components along the channel dimension such that

$$\tilde{z}_L = (z_L^m)_{m=0}^{M}$$

where $z_L^m \in \mathbb{R}^{C_m \times H \times W}$ and $\sum_{m=0}^{M} C_m = C$. $z_L$ is factorized to $M + 1$ factors, where the $M$ factors correspond to the $M$ semantic features we want to disentangle and the remaining 1 factor acts as the residue, learning features that do not correspond to any of semantic features we are disentangling. To modify the factors independent of each other, we model the factorized embedding to be a joint distribution of the individual factors, where each factor themselves are modelled as unit normal distribution, i.e.,

$$p(\tilde{z}_L) = \prod_{m=0}^{M} \mathcal{N}(z_L^m; 0, I)$$
Our model is trained using image pairs sharing the semantic concept to be disentangled. The Factor Loss is applied only to the last latent to achieve disentanglement.

We adapt the Factor Loss from [8] to work with spatial feature maps instead of non-spatial vector embeddings. For any given training image pair \((x_a, x_b) \sim p(x_a, x_b; F)\) sharing the same semantic concept \(F\), we want to ensure that the corresponding factor \(z_{F}^a\) for the pair lie close to each other and the images are invariant with the other factors. This is achieved by using a positive correlation factor \(\sigma_{ab} \in (0, 1)\) for the \(F\)th factor for the pair as

\[
z_{F}^a \sim \mathcal{N}(\sigma_{ab} z_{F}^b, (1 - \sigma_{ab}^2)I) \tag{8}
\]

and for the other uncorrelated factors,

\[
z_{m}^a \sim \mathcal{N}(0, I), \quad m \in \{0, 1, \ldots, M\} \setminus \{F\} \tag{9}
\]

From (1), the likelihood for the image pair \((\vec{x}_a, \vec{x}_b)\) for the last scale \(L\) can be calculated as,

\[
p(h_{L-1,a}, h_{L-1,b}; F) = p(h_{L-1,a}) \cdot p(h_{L-1,b}; h_{L-1,a}, F)
\]

\[
= p(f_L(h_{L-1,a})) \cdot |\det f'_L(h_{L-1,a})| \cdot p(f_L(h_{L-1,b}; f_L(h_{L-1,a}, F)) \cdot |\det f'_L(h_{L-1,b})| \tag{10}
\]

Substituting (7), (8) and (9) in (10) and from (3), we get negative log-likelihood for pair \((x_a, x_b)\) for the scale \(L\) as

\[
\ell_F(h_{L-1,a}, h_{L-1,b}; F) = \sum_{k=1}^{K} ||z_{k}^a||^2 + \log |f'_L(h_{L-1,a})| + \sum_{k \neq F} ||z_{k}^b||^2
\]

\[
+ \log |f'_L(h_{L-1,b})| + \frac{||z_{F}^a - \sigma_{ab} z_{F}^b||^2}{1 - \sigma_{ab}^2} \tag{11}
\]
The loss $\ell_F$, also called the Factor Loss is responsible for obtaining disentangled representations in the final latent $z_L$. $\sigma_{ab} \in (0, 1)$ in Equation (11) is called the positive correlation coefficient. The closer $\sigma_{ab}$ is to 1, the stronger the factorization is. The scales $1 \cdots L - 1$ are optimized for each image independently. From (1), (2), and (5) the negative log-likelihood for each scale $i \in \{1, 2, \cdots, L - 1\}$,

$$
\ell_i(x_{i-1}) = 0.5 \left(\log(2\pi) + ||f_i(x_{i-1})||^2\right) + \log |\det f_i'(x_{i-1})|
$$

and the loss per sample for the intermediate scales,

$$
\ell_s(h_0) = \sum_{i=1}^{L-1} 0.5 \left(\log(2\pi) + ||z_i||^2\right) + \log |\det f_i'(x_{i-1})| \quad (13)
$$

Combining (11) and (13), the total loss for a given pair of images $(\vec{x}_a, \vec{x}_b) \sim p(\vec{x}_a, \vec{x}_b; F)$ is

$$
\ell(h_{0a}, h_{0b}; F) = \ell_s(h_{0a}) + \ell_s(h_{0b}) + \ell_F(h_{L-1a}, h_{L-1b}; F) \quad (14)
$$

where $h_{0a} = x_a$ and $h_{0b} = x_b$. Figure 1 shows a pictorial representation of the loss functions. As can be seen, the Factor Loss $\ell_F$ responsible for the disentanglement is applied between the final latents of images $x_a$ and $x_b$, while the scale loss $\ell_s$ which is just the negative log-likelihood is optimized for the intermediate latents for both the input images separately.

3 Experiments and Results

3.1 Dataset

We conduct experiments on the BraTS 2019 dataset [1, 2, 17] with 335 co-registered, skull-stripped Brain MRI scans of pre-operative glioblastoma and lower grade glioma with ground truth segmentations. The dataset is split into training (29976 slices, 217 studies), validation (7038 slices, 51 studies) and test (9868 slices, 67 studies) sets. In the experiments, we use slices from the axial plane in the FLAIR modality. We use presence of anomalies(from ground truth segmentation) and the slice index in each slice as the generative factors to train our model. The model was written using PyTorch 1.4 and python 3.6 and trained using 4 RTX 2070 GPUs.

3.2 Qualitative Experiments

For the experiments, we follow a similar multi-scale architecture to Glow [15], with $L = 3$ and $K = 16$, use $1 \times 1$ invertible convolutions and affine coupling. We train our model on $64 \times 64$, single channel images. Table 1 shows the dimensions for the factors we used for training the model. We compare our model with the baseline Glow [15] and VAE based IIN [8] models.
Table 1: Factor dimensions used for training the GLOWin and IIN models.

| Factor          | IIN          | GLOWin       |
|-----------------|--------------|--------------|
| Anomaly ($z_{\text{ano}}^L$) | 384          | 6 × 8 × 8 (384) |
| Slice Index ($z_{\text{slx}}^L$) | 512          | 8 × 8 × 8 (512) |
| Residual ($z_{\text{res}}^L$)    | 128          | 2 × 8 × 8 (128) |

![Random images generated by the GLOWin (a), Glow (b) and IIN (c) models with samples drawn at a temperature $T = 0.7$.](image)

**Image synthesis.** Figure 2 shows some random samples generated by our model, the Glow model [15] and the IIN model [8]. It can be seen that our model is able to generate a variety of realistic images with and without pathologies by drawing random samples from $\mathcal{N}(0, I)$. The Glow and GLOWin models generate more realistic samples than the IIN model. This is expected as the generative capability of the IIN model is limited by its VAE resulting in blurrier images. The samples for all the models were drawn at a temperature of 0.7 as defined in [15].

**Semantically meaningful interpolations.** In addition to this, because our model factorizes $z^L$ into disentangled factors, we are also able to interpolate selected factors $z^j_L$ between the images to manipulate the features represented by that factor. Figure 3 shows the interpolation of the anomaly factor $z_{\text{ano}}^L$ between the two seed images. It can be seen that the interpolation of $z_{\text{ano}}^L$ from the first seed image to the second seed image removes the anomaly while maintaining the approximate shape features. Only $z_{\text{ano}}^L$ is interpolated, other factors and latents are kept fixed as the latents and factors of the first seed image. Figure 4 shows the interpolation of the slice index factor $z_{\text{slx}}^L$ between the two seed images. It can be seen that the interpolation of $z_{\text{slx}}^L$ from the first seed image to the second seed image changes the shape while maintaining the anomaly. Only $z_{\text{slx}}^L$ is interpolated, other factors and latents are kept fixed as the latents and factors of the first seed image. This shows that our model is able to disentangle the factors which can be modified independent of each other.
3.3 Quantitative Experiments

Next, we move on to the quantitative experiments where we quantitatively compare the performance of our model with the baseline models. We aim to understand the effect enforcing disentanglement has on our model. We compare the bits/dimension [18, 20] achieved by our model and the Glow model [15]. The bits/dimension are 2.588 in Glow model and 2.602 in our model (GLOWin). Even though the Glow model achieves a slightly better score, it can be seen that it is only by a very small margin. This implies that enforcing disentanglement does not affect the generative capability of the model much.

**Downstream tasks.** To evaluate the quality of the latent space, we perform two downstream tasks: anomaly classification and slice index regression. The anomaly classification task is designed to verify how the model encodes the latent feature regarding the presence of pathologies. The slice index regression task is designed to verify how well the model learns the anatomical location and shape of brain images. We compare the results between our model Glow and IIN in terms of classification accuracy and area under the receiver operating characteristic curve (AUC) for the classification task and Mean Absolute Error (MAE) and coefficient of determination ($R^2$) for the regression task. For the Glow and GLOWin models, we only use the flattened final latent $z_L$ for training the classifier and regression models. Further to compare degree of the disentanglement with IIN, we only use $z_{ano}^{GLOWin}$ and $z_{ano}^{IIN}$ for training the classification models and $z_{slx}^{GLOWin}$ and $z_{slx}^{IIN}$ for training the slice index regression models. Random Forest Classifier was used for the classification task and a 4 layer MLP was used for the regression task. As seen in Table 4, GLOWin achieves a similar accuracy and AUC as Glow while using smaller representations with both models having higher scores than IIN. Table 3 hints that GLOWin may outperform both Glow and IIN in the regression task while again using less features than Glow.
Table 2: Comparison of the anomaly classification downstream task.

| Model     | $z$ dim | Accuracy | AUC  |
|-----------|---------|----------|------|
| IIN       | 384     | 70.62    | 0.78 |
| Glow      | 1024    | 77.04    | 0.85 |
| GLOWin(ours) | 384 | 77.23    | 0.85 |

Table 3: Comparison of the slice index regression downstream task.

| Model     | $z$ dim | MAE   | $R^2$  |
|-----------|---------|-------|--------|
| IIN       | 512     | 0.066 | 0.847  |
| Glow      | 1024    | 0.065 | 0.816  |
| GLOWin(ours) | 512 | 0.048  | 0.868  |

Fig. 5: Accuracy of downstream anomaly classification according to the different noise levels.

**Robustness to Noise** To evaluate the robustness of the representations to noise, we evaluated the impact of adding noise to input images during test time of the anomaly classification task. For this, random unit gaussian noise weighted at $[0, 0.05, 0.1, 0.2, 0.3]$ was added to the input image. From Figure 5, we can see that while the AUC for our GLOWin model decreases, it is not as affected by noise as the baseline IIN model.

4 Discussion and Conclusion

In this work we have proposed a flow-based generative framework called GLOWin and showcased its ability to learn disentangled representations in the latent space. In the quantitative and qualitative experiments, we have seen that our model is not only able to disentangle semantic concepts into factors in the latent space, but is also able to achieve comparable or better scores than the baseline models in the downstream tasks. The end-to-end invertible nature of GLOWin, allows utilizing these factors to generate realistic images not suffering from the blurriness of its VAE counterpart. To the best of our knowledge, this is the first time a flow-based generative model has been used to learn disentangled representations in the medical imaging domain. Compared to existing works in the medical imaging domain that learn separate latent spaces for each disentangled factor using separate encoders and make use of a combination of several loss functions, our model is able to learn disentangled representations by factoriz-
ing the same latent space into independent factors. Another advantage of our model is that it just requires image pairs containing the same semantic concepts for training. It also does not require explicit labels. Our framework also comes with its set of limitations. First, the flow-based models are unable to perform dimensionality reduction like the VAEs, so the latent dimensions are the same dimensions as the input dimension. This restricts the size of the image we can train our models on. The design choice to enforce disentanglement in the embeddings from the last scale of the multi-scale architecture also means that features represented by the intermediate latents are not considered for disentanglement and thus could affect the disentanglement ability of our model. In the future, we seek to conduct more comprehensive experiments with more datasets and factors to evaluate the representations learnt by our model further and explore its application for data augmentation of underrepresented combinations of factors as well as domain adaption and interpretability.
A Appendix

A.1 Reconstruction of Noisy Images

Fig. 6: Reconstruction of images with random noise weighted at 0, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7 and 1.0. First Row: Input, Second Row: GLOWin Reconstruction, Third Row: IIN Reconstruction.

A.2 Interpolation between two samples

Fig. 7: Interpolation between two real samples. The first and last columns are real samples, the middle columns are the interpolated images.
A.3 Architecture Details

Table 4: Parameters used for training GLOWin and Glow.

| Parameter       | Value |
|-----------------|-------|
| L               | 3     |
| K               | 16    |
| M               | 2     |
| n_bits          | 6     |
| Batch Size      | 80    |
| Input Dimension | 1 × 64 × 64 |
| \(\sigma_{ab}\) (GLOWin) | 0.85 |
| Learning Rate   | 1e−4  |
| Temperature     | 0.7   |
| Optimizer       | Adam  |
| Epochs          | 100   |

Table 5: Parameters used for training IIN.

| Parameter       | Value |
|-----------------|-------|
| \(n_{flow}\)    | 12    |
| D               | 2     |
| H               | 512   |
| Batch Size      | 256   |
| Input Dimension | 1 × 64 × 64 |
| \(\sigma_{ab}\) | 0.85 |
| Learning Rate   | 1e−5  |
| Temperature     | 0.7   |
| Optimizer       | Adam  |
| Epochs          | 60    |

A.4 GLOWin: Training Algorithm

**Algorithm 1:** Algorithm for training the GLOWin model.

Data: \(X_a, X_b, \text{Factor } F\)

Initialize: parameters for the GLOWin model \(g_0\).

for \(x_a, x_b, F\) in Data do

\(z_a \leftarrow g_0(x_a + \text{UniformNoise}(\frac{1}{\text{Bits}}));\)

\(z_b \leftarrow g_0(x_b + \text{UniformNoise}(\frac{1}{\text{Bits}}));\)

\(loss_{sa} \leftarrow \ell_s(z_1 \ldots L - 1_a);\)

\(loss_{sb} \leftarrow \ell_s(z_1 \ldots L - 1_b);\)

\(loss_{F_{ab}} \leftarrow \ell_F(z_{La}, z_{Lb}, F);\)

\(loss_{ab} \leftarrow loss_{sa} + loss_{sb} + loss_{F_{ab}};\)

Optimize: \(loss_{ab}\) using Adam optimizer

end
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