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SUMMARY The linguistic Multi-Criteria Group Decision-Making (MCGDM) problem involves various types of uncertainties. To deal with this problem, a new linguistic MCGDM method combining cloud model and evidence theory is thus proposed. Cloud model is firstly used to handle the fuzziness and randomness of the linguistic concept, by taking both the average level and fluctuation degree of the linguistic concept into consideration. Hence, a method is presented to transform linguistic variables into clouds, and then an asymmetrical weighted synthetic cloud is proposed to aggregate the clouds of decision makers on each criterion. Moreover, evidence theory is used to handle the imprecision and incompleteness of the group assessment, with the belief degree and the ignorance degree. Hence, the conversion from the cloud to the belief degree is investigated, and then the evidential reasoning algorithm is adopted to aggregate the criteria values. Finally, the average utility is applied to rank the alternatives. A numerical example, which is given to confirm the validity and feasibility, also shows that the proposed method can take advantage of cloud model and evidence theory to efficiently deal with the uncertainties caused by both the linguistic concept and group assessment.
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1. Introduction

Multi-Criteria Decision-Making (MCDM) is one of the most important decision methodologies, which is widely used in the fields of science [1], business [2], and engineering [3], etc. Due to the inherent vagueness of human preferences and the complexity of decision-making problems, the Decision Makers (DMs) usually feel more confident in providing linguistic assessments than providing exact numerical values in real MCDM cases. This decision-making case is defined as a linguistic MCDM problem, that is, the alternative assessments with regard to criteria are given with linguistic variables [4].

Recently, linguistic MCDM methods have been studied in many fields [5]–[7]. Herrera et al. [8] and Martínez et al. [9] survey that three main types of linguistic MCDM methods have been put forward: 1) The method on the basis of membership functions, which could convert the linguistic concept into some fuzzy numbers by membership functions [10]–[12]. However, in the transformation process, this method could possibly lead to information distortion. 2) The method on the basis of symbols, which could convert the linguistic concept into some real numbers [13]–[15]. But this method absolutely loses the fuzziness of linguistic variables. 3) The method on the basis of 2-tuple linguistic models, which could also transform the linguistic concept into some real numbers and introduce the uncertain decision making into the precise domain [16]–[18]. However, this method may violate the original intention of DMs.

Furthermore, the linguistic concept usually involves various uncertainties, among which the fuzziness and randomness are the two most important. The fuzziness of a concept denotes the uncertainty with regard to the extension range of this concept, and the randomness of a concept indicates that any concept is not isolated [19]. Fuzzy sets theory and probability theory are the main mathematical instruments to respectively settle fuzziness and randomness. Cloud model proposed by Li et al. [20], which can represent the fuzziness of a concept with the normal membership function and the randomness with the normal distribution, is founded on fuzzy sets theory and probability theory. Over the last few decades, cloud model has been successfully applied in risk assessment [21], anomaly detection [22], recommendation system [23] and game problems [24]. Some methods [25]–[27] have successfully applied cloud model to linguistic MCDM, by transforming the linguistic assessment into the cloud. Cloud model describes the linguistic assessment with three numerical characteristics that reflect not only the average levels of the linguistic concept but also the fuzziness and randomness. Meanwhile, some related aggregation methods of the clouds, such as synthetic cloud [28], floating cloud [25], and cloud weighted arithmetic averaging (CWAA) operator [26], have been studied. However, the aggregated clouds using these aggregation methods either fail to cover the domain of all original clouds, or cover the domain of the irrelevant cloud. In this paper, we use cloud model to handle the fuzziness and randomness of the linguistic concept. The linguistic assessments of DMs are transformed into clouds, and then an asymmetrical weighted synthetic cloud is proposed to aggregate these clouds.

In real MCDM cases, the criteria value of alternative is often provided by a group of DMs because an individual may be incapable of providing reliable assessments due to the lack of necessary information or experiences. This decision-making case is called a Multi-Criteria Group Decision-Making (MCGDM) problem. The MCGDM problem is often encountered in information systems, such as crowd sensing [29] and computing task assignment [30]. Nowadays it is more and more common that the solution of
this problem is achieved by the linguistic MCGDM methods [31]–[33]. Due to the uncertainty caused by aggregation of DMs assessments, the criteria value can be hesitant, imprecise, or even incomplete. Fortunately, evidence theory can provide good solutions to these problems. Evidence theory originated from Dempster’s work [34] and further extended by Shafer [35], is a generalization of traditional probability, which allows us to get a better handle on the imprecision and incompleteness. It is particularly useful for dealing with uncertain subjective judgments when multiple pieces of evidence must be simultaneously considered. An Evidential Reasoning (ER) algorithm on the base of both evidence theory and decision theory was proposed by Yang et al. [36], [37] to handle the uncertain MCDM problem in 1990s. So far, evidence theory and its extensions have been widely applied in many areas such as pattern recognition [38], rule-based systems [39], foreign market analysis [40], and group decision analysis [41]. In this paper, we suppose that the group assessment consists of the linguistic assessment of each decision maker, just the belief degree of each linguistic assessment is different. And we use evidence theory to handle the imprecision and incompleteness of the group assessment. The ER algorithm is adopted to aggregate the group assessments on each criterion.

We propose a new method to solve the linguistic MCGDM problem in this paper. To handle the fuzziness and randomness of the linguistic concept, cloud model is used to represent and aggregate DMs linguistic assessments. Besides, to cope with the imprecision and incompleteness of the group assessment, evidence theory is used to fuse the assessment of each criterion. The new method takes advantage of these two theories, and the major contributions of this paper are as followings. Firstly, a method for transforming linguistic variables into the corresponding clouds is proposed. Secondly, an asymmetrical weighted synthetic cloud is presented to aggregate the clouds of DMs on each criterion. Thirdly, the conversion from the cloud to the belief degree is developed. Finally, the ER algorithm is adopted to aggregate the criteria values, and then the average utility is used to rank the alternatives. This method is different from other MCGDM methods in that it can deal with uncertainties caused by both the linguistic concept and group assessment.

The remainder of this paper is organized as follows: Section 2 introduces some relative definitions. Section 3 proposes the linguistic MCGDM method combining cloud model and evidential theory. To validate the proposed method, a numerical example is examined in Sect. 4. Section 5 concludes this paper.

2. Preliminaries

This section involves some basic concepts of cloud model and evidence theory.

2.1 Basics of Cloud Model

Li et al. [20] presented a cloud model as a new representation model of uncertainty on the base of fuzzy sets theory and probability theory.

Define a qualitative concept $T$ over a universe of discourse $U = \{u\}$. Then $x \in U$ is defined as a random instantiation of $T$, and $\mu_T(x) \in [0, 1]$ is the certainty degree that $x$ belongs to $T$, which corresponds to a random number with a steady trend. Define a cloud that represents the distribution of $x$ in the universe $U$, where $x$ is known as a cloud drop [19]. $\forall x \in U$, the mapping $\mu_T(x)$, is essentially one-to-many mapping, which means the certainty degree that $x$ belongs to $T$ is a distribution of probability.

Cloud model can describe a qualitative concept with three numerical characteristics which are Expectation $Ex$, Entropy $En$, and Hyper entropy $He$. $Ex$ is the mathematical expectation of the cloud drops that belongs to a qualitative concept in the universe. $En$ is used to refer to the fuzziness measurement of the concept. $He$ reflects the cloud drops dispersion. Suppose $C$ is a cloud with three numerical characteristics, which can be represented as $C(Ex, En, He)$.

The normal cloud model founded on the normal membership function and normal distribution, which we discuss only in this paper, is generally applicable.

Definition 1 [19]. Suppose $U$ is the discourse universe and $\bar{A}$ is a qualitative concept in $U$. If $x \in U$ is a random instantiation of the concept $\bar{A}$, which follows $x \sim N(Ex, En^2)$, $En' \sim N(En, He^2)$, and the certainty degree that $x$ belongs to the concept $\bar{A}$ follows $\mu = e^{-\frac{(x-Ex)^2}{2(En)^2}}$, then the $x$ distribution in the universe $U$ is called a normal cloud.

2.2 Basics of Evidence Theory

Evidence theory was originally presented by Dempster [34] and later developed by Shafer [35]. Evidence theory was introduced in the uncertain MCDM problem by Yang et al. [36], [37] in the early 1990s.

Definition 2. Define $\Theta$ as a set of elements that are collectively exhaustive and mutually exclusive, where an element can be an object, a hypothesis, or in this paper a linguistic variable. $\Theta$ is referred to as the frame of discernment; the set which consists of all the subsets of $\Theta$ is denoted by $\Omega(\Theta)$ and seen as the power set of $\Theta$.

Definition 3 [42]. A Basic Probability Assignment (BPA) is a function $m: \Omega(\Theta) \rightarrow [0, 1]$, which is called a mass function and satisfies the following equation:

$$m(\Phi) = 0, \sum_{A \in \Omega(\Theta)} m(A) = 1$$

(1)

where $\Phi$ is empty, and $A$ is any subset of $\Theta$. The assigned probability $m(A)$, which is also named probability mass, evaluates the belief accurately assigned to $A$ and indicates the support degree of the evidence to $A$. It does not include the belief in any particular subset of $A$. Each subset $A \subseteq \Theta$ such that $m(A) > 0$ is referred to as a focal element of $m$. When a mass value is committed to a subset that has more than one element, it explicitly states that there is not enough information for assigning this belief more exactly to each individual element in the subset. Especially when there is
no evidence about $\Theta$ at all, the total belief is assigned to the whole frame of discernment $m(\Theta) = 1$, where $m(\Theta)$ is called the ignorance degree.

3. Linguistic MCGDM Method Combining Cloud Model and Evidence Theory

3.1 Linguistic MCGDM Problem

With respect to a MCGDM problem, suppose there are $n$ alternatives $A = \{a_1,a_2,\ldots,a_n\}$ and $m$ criteria $C = \{c_1,c_2,\ldots,c_m\}$ with weight vector $W = \{w_1,w_2,\ldots,w_m\}$ associated with $C$, where $w_j \in [0,1]$ and $\sum_{j=1}^{m} w_j = 1$. Suppose there are $s$ DMs $D = \{d_1,d_2,\ldots,d_s\}$ whose corresponding weight vector is $\lambda = \{\lambda_1,\lambda_2,\ldots,\lambda_s\}$, where $\lambda_k \in [0,1]$ and $\sum_{k=1}^{s} \lambda_k = 1$. The evaluation matrix of the $k$th DM is expressed as $E_k = (h_{ij}^{k})_{m \times n}$, where $h_{ij}^{k}$ is the assessment of alternative $a_i$ corresponding to criterion $c_j$ given by decision maker $d_k$.

As mentioned in Sect. 1, it is hard for DMs to give their preferences with numerical values. In this paper, to provide individual preferences, DMs use linguistic variables in the predefined linguistic term set, $h_{ij}^{k} \in H$.

Definition 4. Let $H = \{h_1,h_2,\ldots,h_g,\ldots,h_N\}$ be a finite linguistic term set, in which the variables are required to be collectively exhaustive and mutually exclusive for the assessment. Without loss of generality, $h_1$ and $h_2$ are assumed to be the worst and the best variables respectively, and $h_{g+1}$ is preferred to $h_g$.

Suppose, $N = 5$ for example, $H$ may be defined as follows: $H = \{\text{poor}(h_1), \text{indifferent}(h_2), \text{average}(h_3), \text{good}(h_4), \text{excellent}(h_5)\}$.

3.2 Transform the Linguistic Information into the Cloud

Transformation between a qualitative linguistic concept and its quantitative value has always been a barrier in the linguistic MCG DM problem. As a powerful transformation model of qualitative and quantitative, cloud model makes it possible to address the potential fuzziness and randomness inherent in the linguistic concept. A method for transforming linguistic variables into the corresponding clouds is introduced as follows.

Definition 5. Assuming the linguistic term set is $H = \{h_1,h_2,\ldots,h_g,\ldots,h_N\}$, and a valid non-negative universe $[U_{\text{min}},U_{\text{max}}]$ is provided. By applying the average method, $H = \{h_1,h_2,\ldots,h_g,\ldots,h_N\} = \{(B_{\text{min}}^1,B_{\text{max}}^1),(B_{\text{min}}^2,B_{\text{max}}^2),\ldots,(B_{\text{min}}^g,B_{\text{max}}^g),\ldots,(B_{\text{min}}^N,B_{\text{max}}^N)\}$, where $\text{Length}(B_{\text{min}},B_{\text{max}}) = (U_{\text{max}} - U_{\text{min}})/N$. Then, the cloud $c_h(E_{xg},E_{ng},H_{eg})$ representing $h_g$ can be defined as:

\[
\begin{align*}
E_{xg} &= \frac{B_{\text{min}}^g + B_{\text{max}}^g}{2} \\
E_{ng} &= \frac{B_{\text{max}}^g - B_{\text{min}}^g}{6} \\
H_{eg} &= 0
\end{align*}
\]

Cloud model uses three numerical characteristics to describe a linguistic variable. These characteristics realize the conversion of objective and its interchangeability between a qualitative linguistic concept and its quantitative value. The algorithm for computing three numerical characteristics can be illustrated as shown below. $Ex$ expresses the expectation of the linguistic concept. Thus, it is natural to use the median of the interval, where $\text{Interval} = [Ex - 3En, Ex + 3En]$ best describes the qualitative linguistic concept (99.74%, 6En rule). Consequently, $6En$ can be adopted to represent the fuzziness and bound of the linguistic concept. $He$ is set to $\theta$ which can be adjusted according to actual conditions.

Example 1. Let the universe be $[0,1]$ and the linguistic assessment set be $H = \{\text{poor}(h_1), \text{indifferent}(h_2), \text{average}(h_3), \text{good}(h_4), \text{excellent}(h_5)\}$, then $H = \{B_{\text{min}}^1 = 0, B_{\text{max}}^1 = 0.2\}, (B_{\text{min}}^2 = 0.2, B_{\text{max}}^2 = 0.4\}, (B_{\text{min}}^3 = 0.4, B_{\text{max}}^3 = 0.6\}, (B_{\text{min}}^4 = 0.6, B_{\text{max}}^4 = 0.8\}, (B_{\text{min}}^5 = 0.8, B_{\text{max}}^5 = 1\}$. Given $He = 0.01$, the following five clouds can be obtained: $C_H = \{c_{h_1}(0.1,0.033,0.01), c_{h_2}(0.3,0.033,0.01), c_{h_3}(0.5,0.033,0.01), c_{h_4}(0.7,0.033,0.01), c_{h_5}(0.9,0.033,0.01)\}$. 1000 cloud drops can be generated for each cloud using the forward cloud generator[19], and the predefined linguistic term set can be explicitly presented by clouds, as shown in Fig. 1.

3.3 Aggregate the Clouds of DMs on Each Criterion

After the linguistic assessment is transformed to the cloud, an aggregation step must be carried out for a collective group assessment. On the basis of synthetic cloud[28], the asymmetrical weighted synthetic cloud aggregation algorithm is proposed in this section to obtain the cloud of the group assessment. The cloud of the group assessment can meet the following requirements: 1) The cloud of the group assessment is required to cover the linguistic assessments of all DMs in group decision-making. 2) The cloud of the group assessment must be limited between the best and worst linguistic assessments and should not be out of the domain. The asymmetrical weighted synthetic cloud can synthesize all DMs assessments on each criterion and reflect more general information coverage.

Definition 6. Let $c_k(E_{xk},E_{nk},H_{ek}), k = 1,2\ldots s$, be a collection of clouds, and let $\lambda = \{\lambda_1,\lambda_2,\ldots,\lambda_s\}$ be a weight vector with $\lambda_k \in [0,1], \sum_{k=1}^{s} \lambda_k = 1$. Their asymmetrical
Evidence theory describes and handles uncertainties using weighted synthetic cloud. Normal cloud also can be seen as a special asymmetrical synthetic cloud is equal to a normal cloud. Of course, a weighted synthetic cloud \( \tilde{c}(Ex, En', N, He) \) can be defined as:

\[
\begin{align*}
Ex & = \sum_{k=1}^{n} \lambda_k Ex_k \\
En' & = \frac{1}{3} \left( \text{max}(Ex_k + 3En_k) - Ex \right) \\
He' & = \frac{1}{3} \sum_{k=1}^{n} \lambda_k He_k
\end{align*}
\]

The asymmetrical weighted synthetic cloud \( \tilde{c}(Ex, En', He) \) is made up of two half clouds. One is the left half-up cloud \( c'(Ex, En', He) \), the other is the right half-down cloud \( c'(Ex, En', He) \). The entropy \( En' \) or \( En '' \) of the asymmetrical synthetic cloud is larger than the entropy \( En_k \) of each individual cloud. And the values of \( En' \) and \( En'' \) ensure that the asymmetrical weighted synthetic cloud cover the domain of all original clouds, and not cover the domain of the irrelevant cloud. It can aggregate assessments of DMs and be regarded as the result of the group decision on each criterion.

**Example 2.** Given three clouds \( c_1(0.1, 0.033, 0.01), c_2(0.3, 0.033, 0.01), \) and \( c_3(0.5, 0.033, 0.01) \) with an associated weight vector \( \lambda = \{0.2, 0.3, 0.5\} \), then \( Ex = 0.2 \times 0.1 + 0.3 \times 0.3 + 0.5 \times 0.5 = 0.36, En' = 0.36 - \min(0.1, 0.3, 0.5) = 0.12, En'' = 0.12 \), \( He' = 0.2 \times 0.01 + 0.3 \times 0.01 + 0.5 \times 0.01 = 0.01 \). The synthetic cloud \( \tilde{c}(Ex = 0.36, En' = 0.12, En'' = 0.08, He' = 0.01) \) can be obtained, as shown in Fig. 2.

Especially, if \( En' = En'' \), then the asymmetrical weighted synthetic cloud is equal to a normal cloud. Of course, a normal cloud also can be seen as a special asymmetrical weighted synthetic cloud.

### 3.4 Convert the Cloud into the Belief Degree

Evidence theory describes and handles uncertainties using the concept of the belief degree. In this section, we convert the cloud into the belief degree. A cloud is composed of cloud drops. Given a cloud drop \((x, \mu)\), its certainty degree that \( x \) belongs to the concept is \( \mu \). If \( B_{\min}^g \leq x \leq B_{\max}^g \), we consider that \( \mu \) is the certainty degree that \( h_g \) belongs to the group assessment. If enough cloud drops can be obtained as samples, the distribution of the belief degree can be obtained according to Monte Carlo method.

**Definition 7.** Given an asymmetrical weighted synthetic cloud and applied the forward asymmetrical weighted synthetic cloud generator, \( n_{all} \) cloud drops can be generated. Suppose there are \( n_1 \) cloud drops \((x_1, \mu_1), (x_2, \mu_2), \cdots (x_{n_1}, \mu_{n_1})\) between \([B_{\min}^1, B_{\max}^1]\), \( n_2 \) cloud drops \((x_1, \mu_1), (x_2, \mu_2), \cdots (x_{n_2}, \mu_{n_2})\) between \([B_{\min}^2, B_{\max}^2]\), \( n_N \) cloud drops \((x_1, \mu_1), (x_2, \mu_2), \cdots (x_{n_N}, \mu_{n_N})\) between \([B_{\min}^N, B_{\max}^N]\) and \( \sum_{g=1}^{N} n_g = n_{all} \). Then the distribution of the belief degree can be calculated as follows:

\[
\begin{align*}
\beta(h_1) & = \frac{\sum_{i=1}^{n_1} \mu_i}{\sum_{i=1}^{n_1} \mu_i} \forall x_i \in [B_{\min}^1, B_{\max}^1] \\
\vdots \\
\beta(h_N) & = \frac{\sum_{i=1}^{n_N} \mu_i}{\sum_{i=1}^{n_N} \mu_i} \forall x_i \in [B_{\min}^N, B_{\max}^N]
\end{align*}
\]

where \( \beta(h_g) \) denotes a belief degree to which the criterion is confirmed to \( h_g \).

The forward asymmetrical weighted synthetic cloud generator based on the forward cloud generator \([19]\) generates cloud drops in accordance with the numerical characteristics \((Ex, En', He)\). Definition 8 details the generating procedure of the algorithm for the asymmetrical weighted synthetic cloud \( \tilde{c} \) as follows:

**Definition 8.** Forward Asymmetrical Weighted Synthetic Cloud Generator \( FAWS CG(Ex, En', He, He, N) \).

Input: Four parameters, \( Ex, En', He' \), and \( He \), and cloud drop number \( N \).

Output: \( N \) cloud drops.

Steps:

1. Generate a random number \( En''_1 \) which follows normal distribution, with expectation \( En' \) and variance \( He' \).
2. Generate a random number \( x_i \) which follows normal distribution, with expectation \( Ex \) and variance \( He' \).
3. If \( x_i > Ex \), repeat step 2. Else, calculate \( \mu_i = e^{-{(x_i - Ex)^2}/(2(En''_1)^2)} \).
4. Drop \((x_i, \mu_i)\) is a cloud drop of the left half-up cloud.
5. Repeat steps 1-4 until \( \lceil N/2 \rceil \) cloud drops of the left half-up cloud have been generated.
6. Generate a random number \( En''_2 \) which follows normal distribution, with expectation \( En' \) and variance.
7. Generate a random number \( x_i \) which follows normal distribution, with expectation \( Ex \) and variance \( (En''_2)^2 \).
(8) If \( x_t < E_x \), repeat step 7. Else, calculate \( \mu_t = e^{-(x_t-E_x)^2/2\sigma^2} \).

(9) Drop \((x_t, \mu_t)\) is a cloud drop of the right half-down cloud.

(10) Repeat steps 6-9 until \( N - \lfloor N/2 \rfloor \) cloud drops of the right half-down cloud have been generated.

Example 3. Given an asymmetrical weighted synthetic cloud \( \tilde{c}(Ex = 0.36, En = 0.12, E\tilde{n} = 0.08, He = 0.01) \), 1000 cloud drops can be generated by FAWSGC as shown in Fig. 2. Then its distribution of the belief degree can be calculated: \( \beta = [\beta(h_1) = 0.03, \beta(h_2) = 0.731, \beta(h_3) = 0.239, \beta(h_4) = 0, \beta(h_5) = 0] \).

Considering the hesitance and imprecision caused by aggregation of DMs’ assessments, the discounting coefficient is used as a reliability coefficient. The more linguistic variables the synthetic cloud covers, the less reliable the information source is. We use the discounting coefficient to modify the belief degree.

Definition 9. Given the discounting coefficient \( \alpha \) and a belief degree \( \beta(h_g) \), the discounted belief degree can be obtained as \( \beta'(h_g) = \alpha \beta(h_g) \). If the distribution of the belief degree for alternative \( a_i \) on criterion \( c_j \) is denoted as \( \beta_{ij} \), the distribution of the discounted belief degree can be obtained as \( \beta'_{ij} = \alpha \beta_{ij} \), where \( \alpha = (l - 2N + 1)/(2 - 2N) \), \( 0.5 \leq \alpha \leq 1 \). \( l \) is the number of \( h_g \) covered by the synthetic cloud and \( l = \max\{g|\beta(h_g) \neq 0\} - \min\{g|\beta(h_g) \neq 0\} + 1 \). \( \sum_{g=1}^{N} \beta'(h_g) \leq 1 \), that is, the group assessment may be incomplete.

Example 4. Suppose \( \beta_{ij} = [\beta_{ij}(h_1) = 0.03, \beta_{ij}(h_2) = 0.731, \beta_{ij}(h_3) = 0.239, \beta_{ij}(h_4) = 0, \beta_{ij}(h_5) = 0] \), by applying Definition 9, the following can be obtained: \( \alpha = (3 - 2 \times 5 + 1)/(2 - 2 \times 5) = 0.75 \) and \( \beta'_{ij} = \alpha \beta_{ij} = [\beta'_{ij}(h_1) = 0.00225, \beta'_{ij}(h_2) = 0.5483, \beta'_{ij}(h_3) = 0.1793, \beta'_{ij}(h_4) = 0, \beta'_{ij}(h_5) = 0] \).

3.5 Aggregate the Criteria Values of Each Alternative

Based on evidence theory, an ER algorithm has been developed for MCDM with the imprecise and incomplete information [42], [43]. We use the ER algorithm to aggregate the criteria values. The group assessment on each criterion and the linguistic assessment set \( H \) are respectively treated as the evidence and the frame of discernment \( \Theta \). The assessment of each criterion could be fused to obtain the overall evaluation.

Firstly, the belief degree is transformed into the BPA.

Definition 10. Using the following equations, the distribution of the discounted belief degree for alternative \( a_i \) on criterion \( c_j \) is transformed into the BPA through multiplying the given discounted degree of belief \( \beta'_{ij}(h_g) \) by the relative weight of the criterion \( w_j \).

\[
\begin{align*}
m_{ij} &= \left\{ \begin{array}{ll}
m_{ij}(h_g) &= w_j \beta'_{ij}(h_g) \\
\bar{m}_{ij}(H) &= 1 - w_j \\
\tilde{m}_{ij}(H) &= w_j (1 - \sum_{g=1}^{N} \beta'_{ij}(h_g))
\end{array} \right. \\
\end{align*}
\]

where \( m_{ij}(H) = \tilde{m}_{ij}(H) + \bar{m}_{ij}(H) \) and \( \sum_{j=1}^{m} w_j = 1 \). As the ignorance degree, \( m_{ij}(H) \) is divided into two parts: \( \tilde{m}_{ij}(H) \) and \( \bar{m}_{ij}(H) \), where \( \tilde{m}_{ij}(H) \) is determined by the relative importance of criterion \( c_j \) and \( \bar{m}_{ij}(H) \) is determined by the imprecision and incompleteness of the group assessment for \( a_i \) on \( c_j \).

Next, the BPA on \( m \) criteria are aggregated into the combined probability assignment.

Definition 11. Suppose \( \bar{m}_{i1:k}(H), \tilde{m}_{i1:k}(H) \) and \( \bar{m}_{i1:k}(H) \) are the combined probability masses obtained by aggregating the first \( j \) criteria for \( a_i \). The following recursive formulas are then proposed to aggregate the first \( j \) criteria with the \((j + 1)\)th criterion.

\[
\begin{align*}
\bar{m}_{i1:k+j}(H) &= K_{i1:k+j} \left[ m_{i1:k+j}(h_g) m_{i1:j}(h_g) \right] + m_{i1:j}(h_g) m_{i1:j}(h_g) \\
\tilde{m}_{i1:k+j}(H) &= \bar{m}_{i1:k+j}(H) + \tilde{m}_{i1:k+j}(H) \\
\tilde{m}_{i1:k+j}(H) &= \bar{m}_{i1:k+j}(H) + \tilde{m}_{i1:k+j}(H)
\end{align*}
\]

where \( K_{i1:k+j} = [1 - \sum_{g=1}^{N} m_{i1:k+j}(h_g) m_{i1:j}(h_g)]^{-1} \).

Finally, normalize the combined probability assignment into the overall belief degrees.

Definition 12. Let \( \beta(h_g) \) and \( \beta(H) \) denote the overall belief degrees of the integration all assessments for alternative \( a_i \), which are assigned to \( h_g \) and \( H \), respectively. The distribution of the overall belief degrees of alternative \( a_i \) can be calculated as follows:

\[
\beta(a_i) = \left\{ \begin{array}{ll}
\beta(h_g) &= \frac{m_{i1:m}(h_g)}{1 - \tilde{m}_{i1:m}(H)} \\
\beta(H) &= \frac{\tilde{m}_{i1:m}(H)}{1 - \tilde{m}_{i1:m}(H)}
\end{array} \right.
\]

\( \beta(H) \) is the unassigned belief degree denoting the extent of imprecision and incompleteness of the overall assessment for alternative \( a_i \).

Example 5. Assume there is an alternative \( a_i \) and two criteria \( c_1, c_2 \) with weight vector \( w_1 = 0.4, w_2 = 0.6 \). Suppose the distribution of the discounted belief degree for alternative \( a_i \) on criterion \( c_1 \) and \( c_2 \) are \( \beta_{i1} = [\beta_{i1}(h_1) = 0.0225, \beta_{i1}(h_2) = 0.5483, \beta_{i1}(h_3) = 0.1793, \beta_{i1}(h_4) = 0, \beta_{i1}(h_5) = 0], \beta_{i2} = [\beta_{i2}(h_1) = 0, \beta_{i2}(h_2) = 0.4, \beta_{i2}(h_3) = 0.3, \beta_{i2}(h_4) = 0.2, \beta_{i2}(h_5) = 0] \), respectively. Using Definition 10, the BPAs can be obtained: \( m_{11} = [m_{11}(h_1) = 0.009, m_{11}(h_2) = 0.2193, m_{11}(h_3) = 0.0717, m_{11}(h_4) = 0, m_{11}(h_5) = 0, \bar{m}_{11}(H) = 0.6, \tilde{m}_{11}(H) = 0.1], m_{12} = [m_{12}(h_1) = 0, m_{12}(h_2) = 0.24, m_{12}(h_3) = 0.18, m_{12}(h_4) = 0.12, m_{12}(h_5) = 0, \bar{m}_{12}(H) = 0.4, \)
\( m_{1,2}(H) = 0.06 \) Then, using Definition 11, the following can be obtained: \( K_{1,2} = [1 - m_{1,1}(h_1)m_{1,2}(h_2) + m_{1,2}(h_3) + m_{1,2}(h_4) + m_{1,2}(h_5)]^2 - m_{1,1}(h_1)(m_{1,2}(h_2) + m_{1,2}(h_3) + m_{1,2}(h_4) + m_{1,2}(h_5)) - m_{1,1}(h_1)(m_{1,2}(h_1) + m_{1,2}(h_3) + m_{1,2}(h_4) + m_{1,2}(h_5)) - m_{1,1}(h_1)(m_{1,2}(h_1) + m_{1,2}(h_3) + m_{1,2}(h_4) + m_{1,2}(h_5))^{-1} = 1.10676

\[
\begin{align*}
& m_{1,2}(h_1) = K_{1,2}[m_{1,1}(h_1)m_{1,2}(h_1) + m_{1,1}(h_1)m_{1,2}(h_1) + m_{1,1}(h_1)m_{1,2}(h_1)] = 0.0046 \\
& m_{1,2}(h_2) = K_{1,2}[m_{1,1}(h_1)m_{1,2}(h_1) + m_{1,1}(h_1)m_{1,2}(h_1) + m_{1,1}(h_1)m_{1,2}(h_1)] = 0.3558 \\
& m_{1,2}(h_3) = K_{1,2}[m_{1,1}(h_1)m_{1,2}(h_1) + m_{1,1}(h_1)m_{1,2}(h_1) + m_{1,1}(h_1)m_{1,2}(h_1)] = 0.1902 \\
& m_{1,2}(h_4) = K_{1,2}[m_{1,1}(h_1)m_{1,2}(h_1) + m_{1,1}(h_1)m_{1,2}(h_1) + m_{1,1}(h_1)m_{1,2}(h_1)] = 0.093 \\
& m_{1,2}(h_5) = K_{1,2}[m_{1,1}(h_1)m_{1,2}(h_1) + m_{1,1}(h_1)m_{1,2}(h_1) + m_{1,1}(h_1)m_{1,2}(h_1)] = 0.2656 \\
& \bar{m}_{1,2}(h_1) = K_{1,2}[\bar{m}_{1,1}(h_1)\bar{m}_{1,2}(h_1)] = 0.0908 \\
& \bar{m}_{1,2}(h_2) = K_{1,2}[\bar{m}_{1,1}(h_1)\bar{m}_{1,2}(h_1)] = 0.2656 \\
& \bar{m}_{1,2}(h_3) = K_{1,2}[\bar{m}_{1,1}(h_1)\bar{m}_{1,2}(h_1)] = 0.0908
\end{align*}
\]

Finally, using Definition 12, the distribution of the overall belief degrees can be calculated: \( \beta_{(a_1)} = (\beta_1(h_1) = \frac{m_{1,2}(h_1)}{m_{1,2}(h_1)} = 0.0062, \beta_2(h_2) = \frac{m_{1,2}(h_2)}{m_{1,2}(h_2)} = 0.0046, \beta_3(h_3) = \frac{m_{1,2}(h_3)}{m_{1,2}(h_3)} = 0.2591, \beta_4(h_4) = \frac{m_{1,2}(h_4)}{m_{1,2}(h_4)} = 0.1266, \beta_5(h_5) = \frac{m_{1,2}(h_5)}{m_{1,2}(h_5)} = 0.0062 \) \( \text{Step 4: Aggregate the criteria values of each alternative}
\]

\[
\begin{align*}
& u_{\text{avg}}(a_i) = \frac{u_{\text{min}}(a_i) + u_{\text{max}}(a_i)}{2} \\
& u_{\text{min}}(a_i) = \sum_{q=1}^{N} \beta(h_q)u(h_q) + (\beta(h_1) + \beta(H))u(h_1) \\
& u_{\text{max}}(a_i) = \sum_{q=1}^{N-1} \beta(h_q)u(h_q) + (\beta(h_N) + \beta(H))u(h_N)
\end{align*}
\]

where \( \beta(h_q) \) and \( \beta(H) \) are the overall belief degrees of the alternative \( a_i \). It is obvious that if \( \beta(H) = 0 \) then \( u_{\text{avg}}(a_i) = u_{\text{max}}(a_i) = u_{\text{min}}(a_i) \).

In this paper, we rank the alternatives according to their average utilities. If \( u_{\text{avg}}(a_i) > u_{\text{avg}}(a_j) \), \( a_i \) is said to be preferred to \( a_j \).

**Example 6.** Suppose the utility of linguistic variables are \( u(h_1) = 0, u(h_2) = 0.25, u(h_3) = 0.5, u(h_4) = 0.75, u(h_5) = 1 \). If \( \beta(a_1) = \beta(h_1) = 0.0062, \beta(h_2) = 0.0485, \beta(h_3) = 0.2591, \beta(h_4) = 0.1266, \beta(h_5) = 0, \beta(H) = 0.1236 \), then the minimum, maximum and average utilities can be calculated: \( u_{\text{min}}(a_1) = 0.0485 \times 0.25 + 0.2591 \times 0.5 + 0.1266 \times 0.75 + 0 \times 1 = 0.3456 \), \( \beta(a_1) = 0.0062 \times 0 + 0.4845 \times 0.25 + 0.2591 \times 0.5 + 0.1266 \times 0.75 + (0 + 0.1236) = 0.4692 \times 0.3456 = 0.4074 \).

### 3.7 Procedure for Linguistic MCGDM

As a result of the discussion above, we are now in a position to describe a procedure for solving the linguistic MCGDM problem. The procedure comprises the following steps.

**Step 1:** Transform the linguistic variable into the cloud \( (h_{ij}^c)_{max} \rightarrow (c_{ij}^e(Ex_g, En_g, Hg_c))_{max} \).

Transform the linguistic variables in the linguistic term set into the corresponding clouds using Definition 5 in Sect. 3.2. Then, the evaluation matrix of the \( kth \) DM is obtained as \( (c_{ij}^e(Ex_g, En_g, Hg_c))_{max} \).

**Step 2:** Aggregate the clouds of DMs on each criterion \( \text{aggreate } (h_{ij}^c)_{max} \rightarrow (c_{ij}^e(Ex, En, En', Hq))_{max} \).

Considering the weight vector of DMs \( \lambda = \{a_1, a_2, \cdots, a_k \} \), aggregate the clouds of \( s \) DMs on each criterion using Definition 6 in Sect. 3.3. Then, the group evaluation matrix is obtained as \( (c_{ij}^e(Ex, En, En', Hq))_{max} \).

**Step 3:** Convert the cloud into the belief degree \( (c_{ij}^e(Ex, En, En', Hq))_{max} \rightarrow (\beta_{ij}^c)_{max} \).

First, convert the asymmetrical weighted synthetic cloud into the belief degree using Definition 7 in Sect. 3.4, then use the discounting coefficient to modify the belief degree according to Definition 9 in the same section. The distribution of the discounted belief degree for alternative \( a_i \) on criterion \( c_j \) is denoted as \( \beta_{ij}^c \).

**Step 4:** Aggregate the criteria values of each alternative \( \text{aggreate } \beta_{ij}^c \rightarrow \beta(a_i) \).

The criteria values are aggregated and the overall belief degree of alternative \( a_i \) is obtained by the ER algorithm given in Definition 10–12 in Sect. 3.5.

**Step 5:** Rank alternatives \( \beta(a_i) \rightarrow u_{\text{avg}}(a_i) \).

With the use of Definition 13 in Sect. 3.6, calculate the average utility of each alternative. Then, rank the alternatives according to the average utility \( u_{\text{avg}}(a_i) \).

### 4. Illustrative Example

This section demonstrates the implementation process of the proposed method through a numerical example. Consider an emergency planning evaluation problem for water pollution incidents on six criteria [44]. It is necessary to make a decision of five emergency plans \( A = \{a_1, a_2, a_3, a_4, a_5\} \) according to the following six criteria \( C = \{c_1, c_2, c_3, c_4, c_5, c_6\} \): Effectiveness \( c_1 \), Operability \( c_2 \), Completeness \( c_3 \), Rapidity \( c_4 \), Flexibility \( c_5 \), Rationality \( c_6 \), with the associated weight vector \( W = \{0.12, 0.15, 0.18, 0.25, 0.2, 0.1\} \). In addition,
there are three DMs $D = \{d_1, d_2, d_3\}$ whose weight vector is $\lambda = (0.35, 0.4, 0.25)$, given the assessment with the linguistic term set $H = \{h_1 = \text{very poor}, h_2 = \text{poor}, h_3 = \text{medium poor}, h_4 = \text{fair}, h_5 = \text{medium good}, h_6 = \text{good}, h_7 = \text{very good}\}$. Suppose the utilities of linguistic variables are $U = \{u(h_1) = 0, u(h_2) = 0.167, u(h_3) = 0.333, u(h_4) = 0.5, u(h_5) = 0.667, u(h_6) = 0.833, u(h_7) = 1.\}$. The linguistic evaluation matrices of these three DMs are shown in Tables 1–3.

4.1 Procedure for Linguistic MCGDM

Step 1: Transform the linguistic variable into the cloud.

Given the universe $[U_{\text{max}}, U_{\text{min}}] = [0, 1]$ and $H = 0.01$, using Definition 5, the linguistic variables in the linguistic term set can be transformed into 7 clouds as

\[
c_{h_1} = (0.071, 0.024, 0.01), \quad c_{h_2} = (0.214, 0.024, 0.01), \quad c_{h_3} = (0.375, 0.024, 0.01), \quad c_{h_4} = (0.5, 0.024, 0.01), \quad c_{h_5} = (0.643, 0.024, 0.01), \quad c_{h_6} = (0.786, 0.024, 0.01), \quad c_{h_7} = (0.929, 0.024, 0.01).
\]

Then, the assessment information can be represented by these 7 clouds.

Step 2: Aggregate the clouds of DMs on each criterion.

For each asymmetrical weighted synthetic cloud, use Definition 6 to obtain the combined probability assignments into the overall belief degree. For each alternative using Definition 11. The result is shown in Table 7. Finally, using Definition 12, normalize the combined probability assignments into the overall belief degree, as described in Table 8.

Step 5: Rank alternatives.

For validation of the feasibility of the proposed method, a comparative analysis is executed by using another four linguistic MCDM methods. This analysis uses the same numerical example as described in Sect. 4.1. The results are shown in Table 9.

As Table 9 shows, the ranking of alternatives in Sect. 4.1 is identical to the results of the methods in [10] and [16], but is different from the result of the method in [25] and [26]. A uniform granular linguistic assessment scale is adopted in [10] and [16], but a multi-granular linguistic assessment scale is applied in [25] and [26]. The linguistic concept involves uncertainties due to the inherent subjective nature. Different individuals hold different understanding about the linguistic concept and even the same individual may hold different opinions at different times. Not only the average levels of evaluation information but also the

| $c_1$ | $c_2$ | $c_3$ | $c_4$ | $c_5$ | $c_6$ |
|-------|-------|-------|-------|-------|-------|
| $d_1$ | $h_3$ | $h_4$ | $h_2$ | $h_3$ | $h_3$ |
| $d_2$ | $h_2$ | $h_1$ | $h_4$ | $h_5$ | $h_2$ | $h_4$ |
| $d_3$ | $h_6$ | $h_5$ | $h_6$ | $h_7$ | $h_4$ | $h_6$ |
| $d_4$ | $h_3$ | $h_2$ | $h_4$ | $h_5$ | $h_2$ | $h_3$ |
| $d_5$ | $h_3$ | $h_2$ | $h_4$ | $h_3$ | $h_3$ | $h_6$ |

For each asymmetrical weighted synthetic cloud, use Definition 7 and Definition 9 to obtain the distribution of the discounted belief degree. The result is shown in Table 5.

Step 4: Aggregate the criteria values of each alternative.

For the average utility of each alternative can be acquired using Definition 13 as follows: $u_{\text{avg}}(a_1) = 0.3169$, $u_{\text{avg}}(a_2) = 0.4572$, $u_{\text{avg}}(a_3) = 0.7958$, $u_{\text{avg}}(a_4) = 0.4530$, $u_{\text{avg}}(a_5) = 0.3454$. According to the average utility, the order of alternatives can be determined, and they are as follows: $a_3 > a_2 > a_4 > a_5 > a_1$.

4.2 Comparative Analysis and Discussion

For validation of the feasibility of the proposed method, a comparative analysis is executed by using another four linguistic MCDM methods.
fluctuation is considered in cloud model using En and He. FAWSCG realizes the conversion from a qualitative linguistic concept to its quantitative value. According to FAWSCG, a cloud drop is generated by two random numbers. Thus, the corresponding cloud drops generated by FAWSCG each time are not the same, though they follow the same distribution. Obviously, the belief degrees calculated from the cloud drops are not the same neither. We suppose that the group assessment consists of the linguistic assessment of each decision maker, just the belief degree of each linguistic assessment is different. The imprecision and incompleteness of the group assessment are caused by aggregation of DMs assessments. Evidence theory can model the imprecision and incompleteness with the ignorance degree which is the probability mass assigned to the whole set. The ER algorithm is adopted to aggregate the group assessments on each criterion. By comparison, the aggregation results of the existing methods which use the traditional aggregation operators such as the ordered weighted geometric averaging (OWGA) operator and the ordered weighted averaging (OWA) operator, cannot reflect the uncertainty of the group assessment. Because evidence theory can model the ignorance degree in the belief structure, which is neglected by the traditional aggregation operators, the proposed method exhibits a higher performance than the methods mentioned above. We repeat the proposed method 5000 times, and the results are shown in Table 10.

The frequency of \( \alpha_3 > \alpha_2 > \alpha_4 > \alpha_5 > \alpha_1 \) is much higher
The new method can take advantage of cloud model and evidence theory to deal with the fuzziness and randomness of the linguistic concept, as well as the imprecision and incompleteness of the group assessment. The contributions of this paper are fourfold. First, a method for transforming linguistic variables into the corresponding clouds is proposed. Second, an asymmetrical weighted synthetic cloud is presented to aggregate the clouds of different DMs. Third, a method for converting the cloud into the belief degree is developed. Last but not the least, the ER algorithm and the average utility are adopted to aggregate different criteria values and rank the alternatives respectively. Moreover, a numerical example together with the corresponding comparison analysis with other methods is used to demonstrate the feasibility and validity of the proposed method. The results show that the new method can get the results of different understanding for the same linguistic concept, and prefer the more common one. Thus, this method can deal with uncertainties caused by both the linguistic concept and group assessment, which neutralize most of the information distortion. In this paper, different DMs use the same linguistic term set which has the same domain and utility. In future research, we will apply our method in resolution of the multigranular MCGDM problem.

5. Conclusion

The linguistic MCGDM problem is widespread in the areas such as science, business, engineering, and military applications. Most real linguistic MCGDM problems involve various types of uncertainties. However, the existing methods are not robust enough to completely reflect the uncertainties caused by both the linguistic concept and group assessment. In this paper, we propose a new linguistic MCGDM method combining cloud model and evidence theory. The new method can take advantage of cloud model and evidence theory to deal with the fuzziness and randomness of the linguistic concept, as well as the imprecision and incompleteness of the group assessment. The contributions of this paper are fourfold. First, a method for transforming linguistic variables into the corresponding clouds is proposed. Second, an asymmetrical weighted synthetic cloud is presented to aggregate the clouds of different DMs. Third, a method for converting the cloud into the belief degree is developed. Last but not the least, the ER algorithm and the average utility are adopted to aggregate different criteria values and rank the alternatives respectively. Moreover, a numerical example together with the corresponding comparison analysis with other methods is used to demonstrate the feasibility and validity of the proposed method. The results show that the new method can get the results of different understanding for the same linguistic concept, and prefer the more common one. Thus, this method can deal with uncertainties caused by both the linguistic concept and group assessment, which neutralize most of the information distortion. In this paper, different DMs use the same linguistic term set which has the same domain and utility. In future research, we will apply our method in resolution of the multigranular MCGDM problem.

Acknowledgments

This work was supported by the National Natural Science Foundation of China (No. 61873131, 71301081, 61572261, 61373139), Natural Science Foundation of Jiangsu Province (No. BK20130877, BK20150868), Natural Science Foundation of the Higher Education Institutions of Jiangsu Province (No.17KJB520027), Natural Science Foundation of Nanjing University of Posts and Telecommunications (No. NY218073).

References

[1] N. Cavus, “The application of a multi-attribute decision-making algorithm to learning management systems evaluation,” British Journal of Educational Technology, vol.42, no.1, pp.19–30, 2011.
[2] M. Gül, E. Celik, A.T. Gumus, and A.F. Guner, “Emergency department performance evaluation by an integrated simulation and interval type-2 fuzzy MCDM-based scenario analysis,” European Journal of Industrial Engineering, vol.10, no.2, pp.196–223, 2016.
[3] M.A. Ilgin, S.M. Gupta, and O. Battai’a, “Use of MCDM techniques in environmentally conscious manufacturing and product recovery: state of the art,” Journal of Manufacturing Systems, vol.37, pp.746–758, 2015.
[4] L.A. Zadeh, “The concept of a linguistic variable and its application to approximate reasoning–I,” Information Sciences, vol 8, no.3, pp.199–249, 1975.
[5] S.M. Yu, H.Y. Zhang, and J.Q. Wang, “Hesitant fuzzy linguistic
maclaurin symmetric mean operators and their applications to multi-criteria decision-making problem,” International Journal of Intelligent Systems, 2017. DOI: 10.1002/int.21907.

[6] X.-Y. Zhang and J.-Q. Wang, “Consensus-based framework to MCGDM under multi-granular uncertain linguistic environment,” Journal of Intelligent & Fuzzy Systems, vol.33, no.2, pp.1263–1274, 2017. DOI: 10.3233/JIFS-17202.

[7] Y.J. Xu, F. Ma, W.J. Xu, and H.M. Wang, “An incomplete multi-granular linguistic model and its application in emergency decision of unconventional outburst incidents,” Journal of Intelligent & Fuzzy Systems, vol.29, no.2, pp.619–633, 2015.

[8] F. Herrera, S. Alonso, F. Chiclana, and E. Herrera-Viedma, “Computing with words in decision making: foundations, trends and prospects,” Fuzzy Optimization and Decision Making, vol.8, no.4, pp.337–364, 2009.

[9] L. Martínez, D. Ruan, and F. Herrera, “Computing with words in decision support systems: an overview on models and applications,” International Journal of Intelligent Systems, vol.3, no.4, pp.382–395, 2010.

[10] M. Delgado, J.L. Verdegay, and M.A. Vila, “Linguistic decision making models,” International Journal of Intelligent Systems, vol.7, no.4, pp.479–492, 1992.

[11] S.-M. Yu, J. Wang, and J.-Q. Wang, “An interval type-2 fuzzy likelihood-based MABAC approach and its application in selecting hotels on a tourism website,” International Journal of Fuzzy Systems, vol.19, no.1, pp.47–61, 2017.

[12] S.M. Yu, J. Wang, and J.Q. Wang, “An extended TODIM approach with intuitionistic linguistic numbers,” International Transactions in Operational Research, 2016. DOI: 10.1111/itor.12363.

[13] G. Bordogna, M. Fedrizzi, and G. Pasi, “A linguistic modeling of consensus in group decision making based on OWA operators,” IEEE Trans. Syst., Man, Cybern., vol.27, no.1, pp.126–132, 1997.

[14] J.P. Xu, Z.B. Wu, and Y. Zhang, “A consensus based method for multi-criteria group decision making under uncertain linguistic setting,” Group Decision and Negotiation, vol.23, no.1, pp.127–148, 2014.

[15] Z.B. Wu and J.P. Xu, “Possibility distribution-based approach for MAGDM with hesitant fuzzy linguistic information,” IEEE Trans. Cybern., vol.46, no.3, pp.694–705, 2016.

[16] L. Martínez and F. Herrera, “An overview on the 2-tuple linguistic model for computing with words in decision making: extensions, applications and challenges,” Information Sciences, vol.207, pp.1–18, 2012.

[17] J. Wang, J.-Q. Wang, H.-Y. Zhang, and X.-H. Chen, “Multi-criteria group decision making approach based on 2-tuple linguistic aggregation operators with multi-hesitant fuzzy linguistic information,” International Journal of Fuzzy Systems, vol.18, no.1, pp.81–97, 2016.

[18] Y.C. Dong, C.-C. Li, and F. Herrera, “Connecting the linguistic hierarchy and the numerical scale for the 2-tuple linguistic model and its use to deal with hesitant unbalanced linguistic information,” Information Sciences, vol.367, pp.259–278, 2016.

[19] D.Y. Li, C.Y. Liu, and W.Y. Gan, “A new cognitive model: cloud model,” International Journal of Intelligent Systems, vol.24, no.3, pp.357–375, 2009.

[20] D.Y. Li, H.J. Meng, and X.M. Shi, “Membership clouds and membership cloud generators,” Journal of Computer Research & Development, vol.32, pp.16–21, 1995.

[21] L. Zhang, X. Wu, Q. Chen, M.J. Skibniewski, and J. Zhong, “Developing a cloud model based risk assessment methodology for tunnel-induced damage to existing pipelines,” Stoch. Environ. Res. Risk Assess., vol.29, no.2, pp.513–526, 2015.

[22] M.-X. Wang and J.-Q. Wang, “An evolving Takagi-Sugeno model based on aggregated trapezium clouds for anomaly detection in large datasets,” Journal of Intelligent & Fuzzy Systems, vol.32, no.3, pp.2295–2308, 2017.

[23] M.-X. Wang, J.-Q. Wang, and L. Li, “New online personalized recommendation approach based on the perceived value of consumer characteristics,” Journal of Intelligent & Fuzzy Systems, vol.33, no.3, pp.1953–1968, 2017. DOI:10.3233/JIFS-17034.

[24] H.-G. Peng, X.-K. Wang, T.-L. Wang, and J.-Q. Wang, “Multi-criteria game model based on the pairwise comparisons of strategies with Z-numbers,” Applied Soft Computing, vol.74, pp.451–465, 2019.

[25] J.-Q. Wang, J.-J. Peng, H.-Y. Zhang, T. Liu, and X.-H. Chen, “An uncertain linguistic multi-criteria group decision-making method based on a cloud model,” Group Decision and Negotiation, vol.24, no.1, pp.171–192, 2015.

[26] J.-Q. Wang, L. Peng, H.-Y. Zhang, and X.-H. Chen, “Method of multi-criteria group decision-making based on cloud aggregation operators with linguistic information,” Information Sciences, vol.274, pp.177–191, 2014.

[27] J.-Q. Wang, P. Wang, J. Wang, H.-Y. Zhang, and X.-H. Chen, “Atanassov’s interval-valued intuitionistic linguistic multi-criteria group decision-making method based on the trapezium cloud model,” IEEE Trans. Fuzzy Syst., vol.23, no.3, pp.542–554, 2015.

[28] X. Yang, L. Yan, and L. Zeng, “How to handle uncertainties in AHP: The Cloud Delphi hierarchical analysis,” Information Sciences, vol.222, pp.384–404, 2013.

[29] Z. Zhou, H. Liao, B. Gu, K.M.S. Huj, S. Mumtaz, and J. Rodriguez, “Robust mobile crowd sensing: when deep learning meets edge computing,” IEEE Netw., vol.32, no.4, pp.54–60, 2018.

[30] B. Gu, Y. Chen, H. Liao, et al., “A distributed and context-aware task assignment mechanism for collaborative mobile edge computing,” Sensors, vol.18, no.8, 2018.

[31] H.-G. Peng and J.-Q. Wang, “A multicriteria group decision-making method based on the normal cloud model with Zadeh’s Z-numbers,” IEEE Trans. Fuzzy Syst., vol.26, no.6, pp.3246–3260, 2018.

[32] W.Y. Yu, Z. Zhang, Q.Y. Zhong, and L. Sun, “Extended TODIM for multi-criteria group decision making based on unbalanced hesitant fuzzy linguistic term sets,” Computers & Industrial Engineering, vol.114, pp.316–328, 2017.

[33] C.Z. Bai, R. Zhang, S. Shen, C. Huang, and X. Fan, “Interval-valued probabilistic linguistic term sets in multi-criteria group decision making,” International Journal of Intelligent Systems, vol.33, no.6, pp.1301–1321, 2018.

[34] A.P. Dempster, “A generalization of Bayesian inference,” Journal of the Royal Statistical Society, Series B, vol.30, no.2, pp.205–247, 1968.

[35] G. Shafer, A Mathematical Theory of Evidence, Princeton University Press, Princeton, 1976.

[36] J.-B. Yang and M.G. Singh, “An evidential reasoning approach for multiple-attribute decision making with uncertainty,” IEEE Trans. Syst., Man, Cybern., vol.24, no.1, pp.1–18, 1994.

[37] J.-B. Yang and P. Sen, “A general multi-level evaluation process for hybrid MADM with uncertainty,” IEEE Trans. Syst., Man, Cybern., vol.24, no.10, pp.1458–1473, 1994.

[38] Z.-G. Liu, Q. Pan, J. Dezert, and A. Martin, “Adaptive imputation of missing values for incomplete pattern classification,” Pattern Recognit., vol.52, pp.85–95, 2016.

[39] K. Abudahab, D.-L. Xu, and Y.-W. Chen, “A new belief rule base system based on a new approach to the rule-base evidential reasoning approach for MADA under both probabilistic and fuzzy characteristics,” Journal of Intelligent & Fuzzy Systems, vol.33, no.3, pp.1953–1968, 2017. DOI:10.3233/JIFS-17034.

[40] L. Dymova, P. Sevastjanov, and K. Kaczmarek, “A forex trading expert system based on a new approach to the rule-base evidential reasoning model,” Expert Systems with Applications, vol.51, pp.218–230, 2016.

[41] L. Dymova, P. Sevastjanov, and K. Kaczmarek, “A forex trading expert system based on a new approach to the rule-base evidential reasoning approach,” Expert Systems with Applications, vol.51, pp.1–13, 2016.

[42] C. Fu, M. Huhs, and S. Yang, “A consensus framework for multiple attribute group decision analysis in an evidential reasoning context,” Information Fusion, vol.17, pp.22–35, 2014.

[43] J.B. Yang, Y.M. Wang, D.L. Xu, and K.S. Chin, “The evidential reasoning approach for MADA under both probabilistic and fuzzy uncertainties,” European Journal of Operational Research, vol.171, no.1, pp.309–343, 2006.
for multiattribute decision analysis under uncertainties,” European Journal of Operational Research, vol. 131, no. 1, pp. 31–61, 2001.

[44] C.Y. Cheng and X. Qian, “Evaluation of emergency planning for water pollution incidents in reservoir based on fuzzy comprehensive assessment,” Procedia Environmental Sciences, vol. 2, no. 6, pp. 566–570, 2010.

Jian Zhou was born in Jiangsu Province, China. He is an associate professor at Nanjing University of Posts and Telecommunications, China. He received his B.S. and Ph.D. degrees in major of Computer Science from Nanjing University of Science and Technology in 2004 and 2012, respectively. His research interests include decision-making system and expert system.

Chong Han was born in Henan Province, China. He is a lecturer at Nanjing University of Posts and Telecommunications, China. He received his M.S. degrees in major of Computer Application from Henan University in 2010, Ph.D. degree in Information Network from Nanjing University Posts and Telecommunications in 2013, respectively. His research interests include computer networks and multimedia information processing.

Lijuan Sun was born in Jiangsu Province, China. She is a professor, Ph.D. supervisor in Nanjing University Posts and Telecommunications, China. She received her M.S. degree in Signal, Circuit and System, Ph.D. degree in Communication and Information System from Nanjing University Posts and Telecommunications in 1988 and 2007, respectively. Her research interests include computer networks and evolutionary computation.

Fu Xiao was born in 1980. He received his Ph.D. degree from Nanjing University of Science and Technology in 2007. Now he is a professor in Nanjing University of Posts and Telecommunications. His research interests include computer networks and artificial intelligence.