The spurious resonance disease and how to cure it: application to the seismic response of a canyon
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Abstract

Three types of boundary integral equation (BIE) methods are employed to obtain closed-form solutions of a wave-scattering problem which are compared to the exact, closed-form (reference), solution deriving from the separation-of-variables technique. The problem involves either Dirichlet (D) or Neumann (N) boundary conditions (BC) for a scatterer that is a circular cylinder submitted to one or two incident waves. The three BIE methods lead to different expressions for the traction (for D-BC) or boundary displacement (for N-BC) by which numerous resonances are predicted whose frequency of occurrence differs from one method to another. This is interpreted as being the sign that the three methods are generally-defective and the resonances are ‘spurious’. This ‘disease’ is cured by combining two BIE into one in such a way that the resulting BIE gives rise to a closed-form solution identical to the exact reference solution devoid of spurious resonances.
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7 Conclusion
1 Introduction

In a recent contribution [67] I suggested that the seismic response of both above- (e.g., hill) and below (e.g., valley)-(otherwise-flat) ground features is dominated by so-called surface shape resonances. I showed in [67] that both filled (with a softer material than the underlying rock) and unfilled (i.e., the material in the above-ground feature is the same as in that of the underground) hills indeed exhibit this pronounced resonant behavior. Previously, I showed [65] that resonant behavior dominates the seismic response of a particular below-ground feature (i.e., basin) filled with a material that is softer than the underlying rock (see also [50]). There remained the question as to whether an unfilled basin or valley (e.g., canyon) exhibits the same sort of resonant response (this question also applies to trenches (for screening seismic waves and other types of vibrations [10, 22]), surface-breaking cracks [60] and subsurface tunnels and cavities; see [33] for a very complete bibliography on this latter subject).

After searching the literature dealing with the scattering of elastic waves in general, and the scattering of seismic waves from surface irregularities in particular, I found two articles [59, 54] (see fig. 1) herein which show that the spectral response (i.e., transfer function) of unfilled below-ground features is much smoother than that of the similar above-ground feature (e.g., the latter being the semi-circular mirror-image of the below-ground feature) and, in any case not evocative of resonant response.

This finding was later corroborated in [69, 9, 61, 24, 62, 73, 16, 17, 28, 30, 37, 49, 57, 61, 60, 68, 73, 50] for canyons of various other (e.g., elliptical, triangular, parabolic, gaussian) shapes (however, the results in [77] are less evident). Often, articles dealing with the response to elastic waves of surface or subsurface features such as (unfilled) cracks, canyons, dams, trenches, tunnels, etc. do not even contain the transfer functions by which resonant effects can be made apparent [16, 25, 27, 32, 35, 51, 70, 29, 65, 75]. There also exist papers on this subject that exhibit transfer functions with strange resonant features but which did not elicit discussion by their authors as to their origin [23, 33].

On the other hand, as early as 1988, Nowak [44] sent a signal to the elastic wave community as to the possible existence of ‘artificial’ resonances (in the sense that the latter are the result of the numerical method employed for predicting the response rather than being of physical origin). A few years later, Nowak and Hall [45] gave more evidence of this phenomenon, but their study has all but been forgotten (even in review articles and books such as [34, 36, 35]) in spite of the fact that it was published in one of the leading journals of the elastic wave community. Thus, it would appear that, at present, the consensus is that all elastic wave resonances are either of well-known physical origin (e.g., Love, Rayleigh (1D variety) resonances, Bard-Bouchon (2D variety) resonances [6],...) or non-existent. However, the results in [44, 45] leave some room for doubt.

My interest in this issue was further stimulated by a computation I recently made to verify the results of Sills [54] depicted herein in fig. 1. I chose the same scattering configuration as in the upper panel of fig. 1 herein and essentially the same BIE (boundary integral equation) numerical algorithm as Sills to obtain the solutions of fig. 2.

It is readily-observed that the overall response at the two corners is the same as that predicted by Sills, but this response is also marked by what appears as resonant features (spikes) similar to those e.g., found by Nowak and Hall (their fig. 5 in [45]) as well as by Bendali and Fares (their figs. 2 and 3 in [8]).

For this, and the previously-mentioned reasons, I thought it to be necessary to undertake the
Figure 1: Figs. 16-18 in [54]. Transfer functions, computed via a boundary-integral equation, for shear-horizontal plane wave incidence on a traction-free, semi-circular (radius $a$) cylindrical hill (dashed curves) and canyon (full curves). The medium underneath these surface irregularities is linear, homogeneous and isotropic, with $\beta$ the bulk shear velocity therein. The abscissa $\omega a / (\pi \beta)$ is the dimensionless frequency, $\omega = 2\pi f$ the angular frequency and $f$ the frequency. The ordinate represents the total SH displacement field response at the indicated points (top center for upper left-hand panel, left-hand corner for bottom left-hand panel, and right-hand corner for bottom right-hand panel) of the boundary.
Figure 2: Same scattering problem as in [54] and fig. 1. Transfer functions, computed via a boundary-integral equation, for shear-horizontal plane wave normal incidence on a semi-circular (radius $a$) traction-free cylindrical canyon. The ordinates represent: blue curves for the real part, red curves for the imaginary part and black curves for the modulus of the total displacement at the middle top point (upper left-hand panel), left-hand corner point (lower left panel) and right-hand corner point (lower right-hand panel). The medium underneath these surface irregularities is linear, homogeneous and isotropic, with $\beta$ the bulk shear velocity therein. The abscissa is as in fig. 1 herein since my choice of $a$ and $\beta$ is such that $f = \omega a/(\pi \beta)$. The ordinate represents the total SH displacement field response at the indicated points of the boundary. The upper right-hand panel represents the modulus of the determinant of the matrix equation involved in the computation. The information content of this panel is discussed further on.

present study, whose purpose is to find out, by theoretical and numerical means whether unfilled below-ground surface features submitted to elastic waves are able to produce resonant response, and if so, is this response real or simply the result of some theoretical/numerical misplay that must, and can, be eliminated.

This study will hinge predominantly on the example of the scattering of elastic waves by a cylindrical canyon of semi-circular shape, and by extension, that of scattering of elastic waves by a circular cylinder. To demonstrate the universal nature of my demonstration, I will treat not only the stress-free (homogenous Neumann) boundary condition but also the rigid (homogeneous Dirichlet) boundary condition. Both of these problems have obvious counterparts in the fields of fluid acoustics [52, 53, 55, 61, 74, 92, 101, 38, 39, 41, 55, 64, 71, 53, 34] where they have been, and continue to be, intensely studied (in fact, much more so than in the elastic wave community), increasingly with the support of applied mathematicians [14, 15, 18, 4, 5, 21, 72, 74]. This involvement of mathematicians explains why the subject of what turns out to be that of spurious resonances is becoming more and more abstract and therefore not necessarily familiar to engineers and geophysicists. This is the reason why my study is largely restricted to a single canonical problem that can be solved, by well-known techniques (most of which are explained, and placed in their historical context, in the classical work of Mow and Pao [43]), in closed form, and thus able to reveal its subtle features in a relatively-simple manner.
The canonical elastic wave problem is that of the scattering, by a cylindrical object, of the shear-horizontal (SH) wave radiated by one or two line sources (parallel to the cylinder and located outside the object; some examples will also be given of plane wave solicitation). The boundary of the object is circular (in the cross-section plane) and the locus of either a homogeneous Neumann (stress-free body in the context of elastic waves) or homogeneous Dirichlet (rigid body in the context of elastic waves) condition. This problem is two dimensional, with means that the elastic wavefield does not depend on the $z$ coordinate of a cartesian system $Oxyz$ with origin $O$ at the center of the circular boundary (i.e., the $z$-axis is the axis of the cylinder and the line source is parallel to $z$ axis). The medium in the region exterior to the cylinder is linear, homogeneous and isotropic and the bulk shear wavespeed therein is $\beta$. The wavefield is nil within the cylinder due to the nature of the assumed boundary conditions. Since the exterior region is of infinite extent, a sort of 'boundary' condition must be specified at points infinitely-distant from the cylinder boundary. This is the so-called radiation condition which states that the scattered field behaves like an outgoing wave at these points. The relation of one of these problems (the one related to the Neumann boundary condition) to the problem of elastic wave scattering by a canyon will be explained further on.
3 The scattering problem in the frequency domain for the Dirichlet boundary condition

3.1 Governing equations

These equations are [66]:

\[ u(x) = u^i(x) + u^s(x) \quad \text{(1)} \]
\[ (\nabla \cdot \nabla + k^2)u(x) = -s(x) \quad \forall x \in \Omega_0 \quad \text{(2)} \]
\[ u^s(x) \sim \text{outgoing wave; } ||x|| \to \infty \quad \text{(3)} \]
\[ u(x) = 0 \quad x \in \Gamma \quad \text{(4)} \]

wherein:

a) \( x \) is a vector in the \( x - y \) (cross-section) plane directed from the origin 0 to an arbitrary point \((x, y)\) in cartesian coordinates or \(r, \theta\) in polar coordinates,
b) as concerns the displacement frequency domain fields: \( u^i(x) \) is shorthand for \( u^i_z(x; \omega) \), \( u^s(x) \) is shorthand for \( u^s_z(x; \omega) \), \( u(x) \) is shorthand for \( u_z(x; \omega) \), with \( \omega = 2\pi f \) the angular frequency and \( f \) the frequency,
c) \( u^i(x) \) is the wave (called 'incident wave'), radiated by the source of density \( s(x) \), that exists in the configuration in which the body is absent,
d) \( u^s(x) \) is the scattered field,
e) \( u(x) \) is the total field in the region \( \Omega_0 \) exterior to the body, the interior of the latter being denoted by \( \Omega_1 \),
f) \( \Gamma \) is the closed curve delineating the boundary between \( \Omega_0 \) and \( \Omega_1 \), and, at present, I take this curve to be a circle of radius \( a \) (note that \( \Omega_0 \), \( \Omega_1 \), and \( \Gamma \) are geometric entities in the \( x - y \) plane),
g) the frequency domain field is related to the time (\( t \)) domain field by the relation \( u(x; t) = 2\Re \int_0^\infty u(x; \omega) \exp(-i\omega t) d\omega \),
h) \( k = \omega/\beta \) is the (positive real) wavenumber.

Note that I am dealing with a forward-scattering problem, i.e., \( s(x) \) and therefore \( u^i \), \( \beta \), \( a \), \( \omega \) are assumed to be known and the problem is to determine \( u^s \) and/or \( u \).

3.2 The free-space Green’s function

The material in this section is of general nature (i.e., not dependent on the presence of a scattering body) and can be found in more detail in [40, 66]. The free-space Green’s function \( G(x; x') \) satisfies (2)-(3), in which \( s(x) = \delta(x - x') \), \( \delta(\cdot) \) is the Dirac delta distribution and \( x' = (x', y') = (r', \theta') \). It then turns out that

\[ G(x; x) = \frac{i}{4} H_0^{(1)}(k||x - x'||) \quad \text{(5)} \]

wherein \( H_0^{(1)}(\cdot) \) is the \( l \)-th-order Hankel function of the first kind and \( x' = (x', y') = (r', \theta') \). The polar representation of \( G \) is:

\[ G(x; x) = \frac{i}{4} \sum_{l=-\infty}^{\infty} \left[ H(r - r')H_1^{(1)}(kr)J_l(kr') + H(r' - r)H_1^{(1)}(kr')J_l(kr) \right] \exp[i(l(\theta - \theta'))] \quad \text{(6)} \]
in which \( J_l(\ ) \) is the \( l \)-th-order Bessel function, \( H^{(1)}_l(\ ) \) is the \( l \)-th-order Hankel function of the first kind, and \( H(\ ) \) the 1-dimensional Heaviside distribution.

### 3.3 The relation of \( u^i \) to \( s \)

The material in this section is likewise of general nature (i.e., not dependent on the presence of a scattering body). As shown in (6)

\[
u^i(x) = \int_{R^2} G(x; x') s(x') d\varpi(x') ,
\]

wherein \( d\varpi \) is the differential surface element in the \( x-y \) plane. Note that for a line source located at \( x^s = (r^s, \theta^s) \), \( s(x) = \delta(x-x^s) \), so that

\[
u^i(x) = \int_{R^2} G(x; x) \delta(x' - x^s) d\varpi(x') = G(x; x^s) = \frac{i}{4} H^{(1)}_0(k||x - x^s||) .
\]

More generally, always assuming that the source is in \( \Omega_0 \subset R^2 \), but of finite support \( \Omega_s \), then the latter is entirely within \( \Omega_0 \), so that

\[
u^i(x) = \int_{\Omega_0} G(x; x) s(x') d\varpi(x') = \int_{\Omega_s} G(x; x) s(x') d\varpi(x') .
\]

If the (finite) support of the source is between \( r = r^- \) and \( r = r^+ > r^- \) in terms of \( r \) and between \( \theta = \theta^- \) and \( \theta = \theta^+ > \theta^- \) in terms of \( \theta \), with the understanding that \( r^+ > a \), then

\[
u^i(x) = \frac{i}{4} \sum_{l=-\infty}^{\infty} \int_{\theta^-}^{\theta^+} d\theta' \exp[i l (\theta - \theta')] 
\int_{r^-}^{r^+} dr' r' \left[ H(r - r') J_l(kr) J_l(kr') + H(r' - r) J_l(kr) H^{(1)}_l(kr') \right] s(r', \theta') \quad \forall \ x \in R^3 ,
\]

so that, from the definition of the Heaviside distribution,

\[
u^i(r > r^+, \theta) = \sum_{l=-\infty}^{\infty} H^{(1)}_l(kr) \exp[i l \theta] \frac{i}{4} \int_{\theta^-}^{\theta^+} d\theta' \exp[-i l \theta'] \int_{r^-}^{r^+} dr' r' J_l(kr') s(r', \theta') := \sum_{l=-\infty}^{\infty} B_l H^{(1)}_l(kr) \exp[i l \theta] \quad \forall \ \theta \in [0, 2\pi) ,
\]

with

\[
B_l = \frac{i}{4} \int_{\theta^-}^{\theta^+} d\theta' \exp[-i l \theta'] \int_{r^-}^{r^+} dr' r' J_l(kr') s(r', \theta') .
\]

and

\[
u^i(r < r^-, \theta) = \sum_{l=-\infty}^{\infty} J_l(kr) \exp[i l \theta] \frac{i}{4} \int_{\theta^-}^{\theta^+} d\theta' \exp[-i l \theta'] \int_{r^-}^{r^+} dr' r' H^{(1)}_l(kr') s(r', \theta') := \sum_{l=-\infty}^{\infty} A_l J_l(kr) \exp[i l \theta] \quad \forall \ \theta \in [0, 2\pi) ,
\]
with
\[ A_l = \frac{i}{4} \int_{\theta^{-}}^{\theta^{+}} d\theta' \left( -\int_{r^{-}}^{r^{+}} dr' r' H^{(1)}_l(kr') s(r', \theta') \right). \]  
(14)

Consequently, the representation of the incident wave, due to applied sources in \( \Omega_s \), that I have to take into account in the boundary condition (4), is
\[ u^i(r < r^{-}, \theta) = \sum_{l=-\infty}^{\infty} A_l J_l(kr) \exp(il\theta); \quad \forall \theta \in [0, 2\pi[. \]  
(15)

I assumed that the source is linear and located at \((r^s, \theta^s)\) exterior to the cylinder, so that \(r^{-} = r^s > a\), whence the associated field on \( \Gamma \) is
\[ u^i(a, \theta) = \sum_{l=-\infty}^{\infty} A_l J_l(ka) \exp(il\theta); \quad \forall \theta \in [0, 2\pi[, \]  
(16)

wherein
\[ A_l = \frac{i}{4} H_l(kr^s) \exp(-il\theta^s). \]  
(17)

More generally, but always in the case of a linear source,
\[ u^i(r, \theta) = \sum_{l=-\infty}^{\infty} \left[ H(r - r^s) B_n H^{(1)}_l(kr) + H(r^s - r) A_l J_l(kr) \right] \exp(il\theta), \]  
(18)

with
\[ B_l = \frac{i}{4} J_l(kr^s) \exp(-il\theta^s). \]  
(19)

### 3.4 The separation of variables (SOV) solution (i.e., DSOV) for the Dirichlet-boundary body

The well-known SOV technique consists (for 2D problems such as mine) in assuming that the solution (actually just a representation thereof) can be expressed as the product of two functions, each of which depends on only one of the two chosen coordinates, whereupon the partial differential (wave) equation (2) separates into two independent ordinary differential equations the solution of which can be expressed in terms of elementary functions.

I choose the \( r, \theta \) coordinates so that the \( \theta \) differential equation turns out to have solutions \( \exp(in\theta); \quad n \in \mathbb{Z} \) whereas the \( r \) differential equation has solutions \( J_n(kr); \quad n \in \mathbb{Z} \) on the one hand, and \( H^{(1)}_n(kr); \quad n \in \mathbb{Z} \) on the other hand. The solutions in terms of the Bessel functions can be ruled out in the region \( \Omega_0 \) exterior to the scattering object because of the radiation condition (3) so that the SOV representation of the scattered field in \( \Omega_0 \) becomes
\[ u^s(r, \theta) = \sum_{n \in \mathbb{Z}} C_n H^{(1)}_n(kr) \exp(in\theta); \quad \forall \theta \in [0, 2\pi[. \]  
(20)

The actual SOV solution to the scattering problem requires the invocation of the boundary condition (4) and (11)
\[ u^i(a, \theta) + u^s(a, \theta) = \sum_{n \in \mathbb{Z}} \left[ A_n J_n(ka) + C_n H^{(1)}_n(ka) \right] \exp(in\theta) = 0; \quad \forall \theta \in [0, 2\pi[. \]  
(21)
The solution for \( \{ C_n \} \) is quite obvious (recall that \( \{ A_n \} \) is known via (17) and from the fact that \( r^s, \theta^s \) are known), but I wish to bring to the fore a feature that will be useful further on. Thus, I choose to project (21) as follows:

\[
\int_0^{2\pi} \sum_{n \in \mathbb{Z}} \left[ A_n J_n(ka) + C_n H_n^{(1)}(ka) \right] \exp(i n \theta) \exp(-i m \theta) d\theta = 0 ; \forall m \in \mathbb{Z} ,
\]

which, after interchanging the integral and the sum, and making use of the identity (in which \( \delta_{mn} \) is the Kronecker delta symbol)

\[
\int_0^{2\pi} \exp[i(n - m)\theta] d\theta = 2\pi \delta_{mn} ; \forall m \in \mathbb{Z} ,
\]

yields

\[
\sum_{n \in \mathbb{Z}} \left[ -H_n^{(1)}(ka) \delta_{mn} \right] C_n = A_n J_n(ka) ; \forall m \in \mathbb{Z} ,
\]

which is an infinite-order matrix equation in which the matrix \( [ ] \) is diagonal and non-singular for real frequencies \( f \) due to the fact that the Hankel function is complex and its real and imaginary parts vanish for different values of \( ka \) [1]. It follows, by simple matrix inversion, that

\[
C_n = -A_n \frac{J_n(ka)}{H_n^{(1)}(ka)} ; \forall n \in \mathbb{Z} .
\]

Thus, on account of (1) and (18)

\[
u(x) = \sum_{n \in \mathbb{Z}} \left\{ H(r - r^s)B_n H_n^{(1)}(kr) + A_n \left[ H(r^s - r)J_n(kr) - \frac{J_n(ka)}{H_n^{(1)}(ka)} H_n^{(1)}(kr) \right] \right\} \times \\
\exp(in\theta) ; \forall x \in \Omega_0 ,
\]

wherein the \( A_n \) and \( B_n \) are given in (17) and (19) respectively.

Eq. (26) can be considered as the exact solution to the scattering problem. This solution for \( u \) shows no sign of resonances.

As I show further on, it is of some interest to determine a function related to the traction (in the context of elastic wave problems) on the scattering boundary. This function is

\[
v(x) = \frac{1}{k} \nu \cdot \nabla u(x) \big|_\Gamma ,
\]

wherein \( \nu \) is the inner-directed unit vector normal to \( \Gamma \). At present, this function is

\[
v(a, \theta) = -\frac{1}{k} \left. \frac{\partial u(r, \theta)}{\partial r} \right|_{r=a} ,
\]

so that making use of (26) gives

\[
v(a, \theta) = -\sum_{n \in \mathbb{Z}} A_n \left[ J_n(ka) - \frac{J_n(ka)}{H_n^{(1)}(ka)} H_n^{(1)}(ka) \right] \exp(in\theta) ; \theta \in [0, 2\pi] ,
\]
where $\hat{H}_n(z) = \frac{d^2\hat{H}_n}{dz^2}$. I now make use of the identity (9.1.16) in [11]

$$H_n^{(1)}(z)J_n(z) - H_n^{(1)}(z)\hat{J}_n(z) \equiv \frac{2i}{\pi z},$$

(30)
to finally obtain

$$v(\alpha, \theta) = \sum_{n \in \mathbb{Z}} \left[ A_n \left( \frac{2i}{\pi ka} \right) \left( \frac{1}{H_n^{(1)}(ka)} \right) \right] \exp(in \theta) ; \quad \theta \in [0, 2\pi],$$

(31)
This solution for $v$ shows no sign of resonances either.

### 3.5 Some consequences of Green’s second identity

The material in this section does not depend on the specific conditions on the boundary of the scattering body.

As previously, consider an incident wave $u^i$ (now not necessarily that radiated by a line source, but outgoing from the location of the source) impinging on a cylindrical closed body whose boundary $\Gamma$ in the cross-section plane (now not necessarily circular) separates the inner region $\Omega_1$ of finite extent from the outer region $\Omega_0$ of infinite extent, both of these regions being subsets of $\mathbb{R}^2$. Let $\nu(x')$ designate the unit vector normal to $\Gamma$ at point $x' \in \Gamma$, directed towards the inside of $\Omega_1$ and therefore towards the outside of $\Omega_0$. I now address the problem defined by (1)-(4), without specifying, for the moment, the boundary condition on $\Gamma$.

As shown in [13][60], on account of [11]-[13], Green’s second identity leads to the expression

$$\mathcal{H}_{\Omega_0}(x)u(x) = u^i(x) + \int_{\Gamma} \left[ G(x; x')\nu(x') \cdot \nabla(x')u(x') - u(x')\nu(x') \cdot \nabla(x')G(x; x') \right] d\gamma(x'),$$

(32)
wherein:

a) $d\gamma$ is the differential element of arc length along $\Gamma$,

b) $\mathcal{H}_{\Omega_0}(x) = 1 : x \in \Omega_0$, $\mathcal{H}_{\Omega_0}(x) = 0 : x \in \Omega_1$ is the 2D Heaviside distribution.

A question of some importance is what value should be attributed to $\mathcal{H}_{\Omega_0}(x)$ when $x \in \Gamma$. The answer is not clear-cut unless one asks the same question regarding the integral involving the normal derivative of the Green’s function. Following common usage, I attribute the value $1/2$ to $\mathcal{H}_{\Omega_0}(x \in \Gamma)$ provided the integral involving the normal derivative of $G$ is evaluated in the sense of a Cauchy principal value, the designation of which hereafter is $pv$. Thus, the three consequences of [32] are:

$$u(x) = u^i(x) + \int_{\Gamma} \left[ G(x; x')\nu(x') \cdot \nabla(x')u(x') - u(x')\nu(x') \cdot \nabla(x')G(x; x') \right] d\gamma(x') ; \quad \forall x \in \Omega_0,$$

(33)

$$\frac{1}{2}u(x) = u^i(x) + \int_{\Gamma} G(x; x')\nu(x') \cdot \nabla(x')u(x')d\gamma(x') - pv \int_{\Gamma} u(x')\nu(x') \cdot \nabla(x')G(x; x')d\gamma(x') ; \quad \forall x \in \Gamma,$$

(34)

$$0 = u^i(x) + \int_{\Gamma} \left[ G(x; x')\nu(x') \cdot \nabla(x')u(x') - u(x')\nu(x') \cdot \nabla(x')G(x; x') \right] d\gamma(x') ; \quad \forall x \in \Omega_1.$$

(35)
The object of what follows is obviously to apply any one of these boundary integral (BI) expressions, or combinations thereof, to solve the various boundary-value problems mentioned in the Introduction.
3.6 The three BI expressions for the case of a Dirichlet boundary condition

These are:

\[ u(x) = u^i(x) + \int_{\Gamma} G(x; x') \nu(x') \cdot \nabla(x') u(x') d\gamma(x') \quad \forall x \in \Omega_0 \quad (36) \]

\[ 0 = u^i(x) + \int_{\Gamma} G(x; x') \cdot \nabla(x') u(x') d\gamma(x') \quad \forall x \in \Gamma \quad (37) \]

\[ 0 = u^i(x) + \int_{\Gamma} G(x; x') \nu(x') \cdot \nabla(x') u(x') d\gamma(x') \quad \forall x \in \Omega_1 \quad (38) \]

The first of these three only enables to determine the wavefield in the outer region after determining the normal derivative of \( u \) on \( \Gamma \) either by the second or third BI equation (BIE for short), or by a combination of these two BIE. Note that (37) is a first-kind BIE and (38) is what is frequently called an 'extended boundary condition' (EBC).

3.7 Solution of the first kind BIE (i.e., DBIE1) for the case of a Dirichlet condition on the circular boundary

The BIE is:

\[ 0 = u^i(x) + \int_{\Gamma} kG(x; x') v(x') d\gamma(x') \quad \forall x \in \Gamma \quad (39) \]

wherein \( v \) was defined in (27). The circular nature of \( \Gamma \) entails:

\[ 0 = u^i(a, \theta) + \int_0^{2\pi} kG(a, \theta; a, \theta') v(a, \theta') d\theta' \quad \forall \theta \in [0, 2\pi] \quad (40) \]

and the task is henceforth to determine \( v \).

The 2\( \pi \)-periodic nature (in terms of \( \theta \)) of \( u^i \) and \( v \) incites one to expand these functions in terms of Fourier basis functions:

\[ u^i(a, \theta) = \sum_{n \in \mathbb{Z}} g_n \exp(in\theta) \quad , \quad v(a, \theta) = \sum_{n \in \mathbb{Z}} f_n \exp(in\theta) \quad \forall \theta \in [0, 2\pi] \quad (41) \]

and to employ a Galerkin procedure, consisting of projecting the integral equation on the same Fourier basis set of functions so as to obtain, after sum and integral exchanges and use of (24):

\[ 0 = g_m + \sum_{n \in \mathbb{Z}} f_n \int_0^{2\pi} d\theta \exp(-im\theta) \int_0^{2\pi} d\theta' \frac{ka}{2\pi} G(a, \theta; a, \theta') \exp(in\theta') \quad \forall m \in \mathbb{Z} \quad (42) \]

I now make use of (24)

\[ G(a, \theta; a, \theta') = \frac{i}{4} \sum_{l=-\infty}^{\infty} \left[ H(0_+) H^{(1)}_l(ka) J_l(ka) + H(0_-) H^{(1)}_l(ka) J_l(ka) \right] \exp[il(\theta - \theta')] = \]

\[ \frac{i}{4} \left[ H(0_+) + H(0_-) \right] \sum_{l=-\infty}^{\infty} H^{(1)}_l(ka) J_l(ka) \exp[il(\theta - \theta')] \quad (43) \]
or, by virtue of the definition of the 1D Heaviside distribution,

\[ G(a, \theta; a, \theta') = \frac{i}{4} \sum_{l=-\infty}^{\infty} H_1^{(1)}(ka) J_l(ka) \exp[il(\theta - \theta')] , \]  

(44)

I find

\[ 0 = g_m + \sum_{n \in \mathbb{Z}} f_n \sum_{l \in \mathbb{Z}} \frac{ika\pi}{2} H_1^{(1)}(ka) J_l(ka) \delta_{ml} \delta_{ln} ; \forall m \in \mathbb{Z} . \]  

(45)

or, on account of (23)

\[ 0 = g_m + \sum_{n \in \mathbb{Z}} f_n \sum_{l \in \mathbb{Z}} \frac{ika\pi}{2} H_1^{(1)}(ka) J_l(ka) \delta_{ml} \delta_{ln} ; \forall m \in \mathbb{Z} . \]  

(46)

Employment of the sifting properties of the Kronecker delta, finally leads to

\[ 0 = g_m + \sum_{n \in \mathbb{Z}} f_n \frac{ika\pi}{2} H_1^{(1)}(ka) J_n(ka) \delta_{mn} ; \forall m \in \mathbb{Z} . \]  

(47)

which can be re-written as the matrix equation

\[ \sum_{n \in \mathbb{Z}} E_{mn} f_n = g_m ; \forall m \in \mathbb{Z} , \]  

(48)

wherein

\[ E_{mn} = \frac{-ika\pi}{2} H_1^{(1)}(ka) J_m(ka) \delta_{mn} ; \forall m, n \in \mathbb{Z} . \]  

(49)

Once again, I have to deal with a diagonal infinite-order matrix, thus enabling, in theory, the obtention of a closed-form solution for \( f_n \). But I foresee a major problem due to the fact that now this matrix vanishes for certain real frequencies, this being due to fact that the Bessel functions are equal to zero at an infinite discrete set of their real arguments \([1]\). Be this as it may, at real frequencies not in the neighborhood of the indicated frequencies, it is legitimate to invert \( \mathbf{E} = \{ E_{mn} \} \) whence

\[ \mathbf{f} = \mathbf{E}^{-1} \mathbf{g} \quad \Rightarrow \quad f_m = \left[ \frac{-ika\pi}{2} H_1^{(1)}(ka) J_m(ka) \right]^{-1} g_m ; \forall m \in \mathbb{Z} . \]  

(50)

If I recall that for my line source

\[ u^i(a, \theta) = \sum_{m \in \mathbb{Z}} A_m J_m(ka) \exp(im\theta) = \sum_{m \in \mathbb{Z}} g_m \exp(im\theta) , \]  

(51)

then

\[ g_m = A_m J_m(ka) , \]  

(52)

whence

\[ \mathbf{f} = \mathbf{E}^{-1} \mathbf{g} \quad \Rightarrow \quad f_m = A_m \left[ \frac{-ika\pi}{2} H_1^{(1)}(ka) \right]^{-1} ; \forall m \in \mathbb{Z} , \]  

(53)

which, by virtue of (41), agrees with the SOV exact solution (31 for \( v(a, \theta) \)). However, it is important to recall that this solution for \( f_m \) is only applicable for real frequencies that are not in the neighborhood for which \( J_n(ka) = 0 ; \forall n \in \mathbb{Z} \).
3.8 The field outside the object obtained by using the 'solution' of the first kind BIE for the case of a Dirichlet condition on the circular boundary

The field outside the object is obtainable via (36)

\[ u(x) = u_i(x) + \int_{\Gamma} kG(x; x')v(x')d\gamma(x') ; \forall x \in \Omega_0 , \] (54)

Note that this is not a BIE but rather a boundary-integral representation (BIR) of the field (in the region \( \Omega_0 \)). The solution for the latter field is obtained by merely introducing the previously-found \( v \) into the integrand. In polar coordinates, the BIR is

\[ u(r, \theta) = u_i(r, \theta) + \int_0^{2\pi} G(r, \theta; a, \theta')v(a, \theta)ad\theta ; \quad r > a , \forall \theta \in [0, 2\pi[ , \] (55)

I make use of

\[ G(r > a, \theta; a, \theta') = \frac{i}{4} \sum_{l \in \mathbb{Z}} H_l^{(1)}(kr)J_l(ka) \exp[i(l\theta - \theta')] , \] (56)

and previous expansions to obtain

\[ u(r, \theta) = \sum_{n \in \mathbb{Z}} \left[ H(r - r^*)B_nH_n^{(1)}(kr) + H(r^* - r)A_nJ_n(ka) \right] \exp(in\theta) + \sum_{n \in \mathbb{Z}} \sum_{l \in \mathbb{Z}} \frac{ika}{4\pi} \sum_{l \in \mathbb{Z}} H_l^{(1)}(kr)J_l(ka) \exp[i\theta'] \int_0^{2\pi} \exp[i(n-l)\theta']d\theta' ; \quad r > a , \forall \theta \in [0, 2\pi[ , \] (57)

or

\[ u(r, \theta) = \sum_{n \in \mathbb{Z}} \left[ H(r - r^*)B_nH_n^{(1)}(kr) + A_n \left[ H(r^* - r)J_n(ka) + f_n \frac{ika\pi}{2}H_l^{(1)}(kr)J_l(ka) \right] \right] \times \exp[in\theta] ; \quad r > a , \forall \theta \in [0, 2\pi[ , \] (58)

which, after the introduction of (50), becomes

\[ u(r, \theta) = \sum_{n \in \mathbb{Z}} \left[ H(r - r^*)B_nH_n^{(1)}(kr) + A_n \left[ H(r^* - r)J_n(ka) - \frac{J_l(ka)}{H_l^{(1)}(ka)}H_l^{(1)}(kr) \right] \right] \times \exp[in\theta] ; \quad r > a , \forall \theta \in [0, 2\pi[ , \] (59)

which agrees with the exact SOV solution (26). As before, I call attention to the fact that this solution relies on a 'solution' for \( v \) that can only be obtained at real frequencies that are not in the neighborhood for which \( J_l(ka) = 0 \).

3.9 Determination of \( v \) via the extended boundary condition integral equation (i.e., DEBC) for the circular object with Dirichlet boundary condition

I recall the EBC integral equation expressed in (38)

\[ 0 = u_i(x) + \int_{\Gamma} kG(x; x')v(x')d\gamma(x') ; \forall x \in \Omega_1 . \] (60)
I choose to sample this equation on $\Gamma_{in} \subset \Omega_1$, where $\Gamma_{in}$ is a circle, with center at the origin $O$, of radius $b < a$. Consequently, the polar coordinate expression of (60) is

$$0 = u^i(b, \theta) + \int_0^{2\pi} G(b, \theta; a, \theta') v(a, \theta') a d\theta' ; \forall \theta \in [0, 2\pi[ . \quad (61)$$

I employ the following expressions of the Green’s function and frequencies not in the neighborhood of these singular frequencies, the solution is, as before, to obtain, by the usual Galerkin procedure

$$0 = h_m + \sum_{n \in \mathbb{Z}} f_n \left[ \frac{i a \pi}{2} H_n^{(1)}(ka) J_n(kb) \right] \delta_{mn} ; \forall m \in \mathbb{Z} , \quad (63)$$

wherein $h_m = A_m J_m(kb)$. As previously, I am confronted with a matrix equation, the matrix of which is of infinite order, diagonal, and singular at a denumerable, infinite set of frequencies for which $J_n(kb) = 0 ; \forall n \in \mathbb{Z}$ so that this matrix cannot be inverted at these frequencies. At real frequencies not in the neighborhood of these singular frequencies, the solution is, as before

$$f_n = A_n \left[ \frac{i a \pi}{2} H_n^{(1)}(ka) \right]^{-1} ; \forall n \in \mathbb{Z} , \quad (64)$$

which is nothing other than the exact SOV solution. It ensues, that at these frequencies the field is as previously within $\Omega_0$.

3.10 A fourth (second-kind) BIE (i.e., DBIE2) for the case of a circular cylinder with a Dirichlet condition on its boundary

It is generally thought that second kind BIE’s are less prone than first kind BIE’s to ill-conditioning problems. This is why I expose the way to treat the elastic wave response of a circular cylinder with Dirichlet boundary condition by means of a second-kind BIE.

The point of departure is (62)

$$\mathcal{H}_{\Omega_0}(x)u(x) = u^i(x) + \int_{\Gamma} \left[ G(x; x') \nu(x') \cdot \nabla(x') u(x') - u(x') \nu(x') \cdot \nabla(x') G(x; x') \right] d\gamma(x') ; \forall x \in \mathbb{R}^2 , \quad (65)$$

which, for a homogeneous Dirichlet boundary condition becomes

$$\mathcal{H}_{\Omega_0}(x)u(x) = u^i(x) + \int_{\Gamma} G(x; x') \nu(x') \cdot \nabla(x') u(x') d\gamma(x') ; \forall x \in \mathbb{R}^2 , \quad (66)$$

to which I have added the recollection that this expression is valid for arbitray points in the $x - y$ plane. With this in mind, the idea is to take the normal derivative of (66) so as to obtain (assuming that it is valid to interchanging the integral and gradient)

$$\mathcal{H}_{\Omega_0}(x) \nu(x) \cdot \nabla(x) u(x') + u(x) \nu(x) \cdot \nabla(x) \mathcal{H}_{\Omega_0}(x) = \nu(x) \cdot \nabla u^i(x) + \int_{\Gamma} \nu(x) \cdot \nabla(x) G(x; x') \nu(x') \cdot \nabla(x') u(x') d\gamma(x') . \quad (67)$$
or, with the previous definition of the traction \( v \) and application of the Dirichlet boundary condition (since \( \mathbf{\nu}(x) \cdot \nabla(x) \mathcal{H}_{\Omega_0}(x) \) behaves like a Dirac delta distribution that is nil everywhere except on \( \Gamma \))

\[
\mathcal{H}_{\Omega_0}(x)v(x) = v^i(x) + \int_\Gamma \mathbf{\nu}(x) \cdot \nabla(x) G(x;x') v(x') d\gamma(x') .
\]  

(68)

It follows, after appealing to previous considerations, that

\[
\frac{1}{2} v(x) = v^i(x) + pv \int_\Gamma \mathbf{\nu}(x) \cdot \nabla(x) G(x;x') v(x') d\gamma(x') ; \ \forall x \in \Gamma .
\]  

(69)

which is the sought-for second-kind BIE. Note that until now no restrictions have been made on the shape of the boundary.

Henceforth, I return to the case of the circular boundary \( r = a \). In polar coordinates, the BIE is

\[
\frac{1}{2} v(a, \theta) = v^i(a, \theta) - pv \int_0^{2\pi} \frac{\partial}{\partial r} G(a, \theta; a, \theta') v(a, \theta') d\theta' ; \ \forall \theta \in [0, 2\pi[ .
\]  

(70)

Again, I appeal to a Galerkin technique for solving the BIE, now via the expansions on a Fourier basis

\[
v(a, \theta) = \sum_{n \in \mathbb{Z}} f_n \exp(in\theta) , \ v^i(a, \theta) = - \sum_{n \in \mathbb{Z}} g_n \exp(in\theta) = \sum_{n \in \mathbb{Z}} A_n J_n(ka) \exp(in\theta) ,
\]  

(71)

so that, after projection on the same Fourier basis, I obtain

\[
\frac{1}{2} f_m = g_m - \sum_{n \in \mathbb{Z}} f_n \int_0^{2\pi} d\theta \exp(-im\theta) \left[ pv \int_0^{2\pi} d\theta' a \frac{\partial}{\partial r} G(a, \theta; a, \theta') \exp(in\theta') \right] ; \ \forall m \in \mathbb{Z} .
\]  

(72)

I make use of:

\[
\frac{\partial}{\partial r} G(a, \theta; a, \theta') = \frac{ik}{4} H(0) \sum_{l \in \mathbb{Z}} \left[ H_l^{(1)}(ka) J_l(ka) + H_l^{(1)}(ka) \tilde{J}_l(ka) \right] \exp[i(l \theta - \theta')] ,
\]  

(73)

which, within the \( pv \) integral (since \( H(0) = 1/2 \) therein), and on account of the identity (30), takes the form

\[
\frac{\partial}{\partial r} G(a, \theta; a, \theta') = \frac{ik}{8} \sum_{l \in \mathbb{Z}} \left[ \frac{2i}{\pi ka} + 2H_l^{(1)}(ka) \tilde{J}_l(ka) \right] \exp[i(l \theta - \theta')] .
\]  

(74)

The introduction of this expression into (72) gives rise to

\[
\frac{1}{2} f_m = g_m + \sum_{n \in \mathbb{Z}} f_n \sum_{l \in \mathbb{Z}} \left( -\frac{ika}{8} \right) \left[ \frac{i}{\pi ka} + H_l^{(1)}(ka) \tilde{J}_l(ka) \right] \times 
\int_0^{2\pi} d\theta \exp[i(l - m) \theta] \int_0^{2\pi} d\theta' \exp[i(n - l) \theta'] ; \ \forall m \in \mathbb{Z} ,
\]  

(75)

or

\[
\frac{1}{2} f_m = g_m + \frac{1}{2} f_m + \sum_{n \in \mathbb{Z}} f_n \left[ -\frac{ika}{2} H_n^{(1)}(ka) \tilde{J}_n(ka) \right] \delta_{mn} ,
\]  

(76)
which reduces to the matrix equation

\[ \sum_{n \in \mathbb{Z}} f_n \left[ \frac{ik_a \pi}{2} H_n^{(1)}(ka) \dot{J}_n(ka) \right] \delta_{mn} = g_m ; \quad \forall m \in \mathbb{Z} . \]  

(77)

Once again, the matrix is of infinite order, diagonal, but singular at certain real frequencies. The latter are those that correspond to the zeros of the derivative of the Bessel function (real), i.e., \( \dot{J}_n(ka) = 0 \); \quad \forall n \in \mathbb{Z} \). Thus, the matrix cannot be inverted in general. However, at real frequencies not near the neighborhood of these singular frequencies, the matrix is invertible so that the solution for \( f_n \) is:

\[ f_n = \left[ \frac{ik_a \pi}{2} H_n^{(1)}(ka) \dot{J}_n(ka) \right]^{-1} g_n = A_n \left[ \frac{-ik_a \pi}{2} H_n^{(1)}(ka) \right]^{-1} ; \quad \forall n \in \mathbb{Z} , \]  

(78)

which is identical to the exact SOV solution. It follows that at these frequencies the displacement field within \( \Omega_0 \) is also identical to the SOV solution for this field.

### 3.11 Numerical details

The material of the preceding sections (the same will be true for those devoted to the Neumann boundary condition and to the methods of cures) showed that everything ends up with the problem of determining the vector \( f \) of a matrix equation of the type \( Ef = g \). The evaluation of the elements of \( E \) and \( g \) do not pose any particular problem here since they involve well-known elementary functions such as exponentials, Bessel and Hankel functions (they do pose some problems in the usual discretization methods since they require numerical quadratures of integrands that are weakly or strongly singular). The real difficulty arises due to the fact that the number of equations and unknowns corresponding to \( Ef = g \) is infinite.

The way I handle this problem is to reduce the matrix equation to one of finite-order \( 2N + 1 < \infty \), find the solution \( f^{(N)} \) of this matrix equation, increase \( N \), again find the solution of the matrix equation,... until the normed-difference between successive thus-obtained approximations of \( f \) is smaller than some pre-defined value (I say that when this is achieved, the procedure has 'levelized'). It turns out that the required \( N \) for levelization increases with frequency, but, as concerns EBC methods, levelization is never really fully-achieved [13, 7] (which is a good reason to prefer BIE1 and BIE2 methods, in spite of the attractive feature of EBC methods which is that the aforementioned quadratures are those of non-singular functions).

Thus, the value of \( N \) given in the graphs exhibited hereafter is the one required for levelization except when it refers to EBC computations in which case it corresponds to a sort of optimum (since the successive solutions first converge and then diverge, the optimum corresponding to the moment of change of character).

Unfortunately, what will henceforth reveal itself to be a 'spurious' resonance is often an elusive entity, i.e., does not readily show up in the response curves (the form of which is \( f \) plotted against frequency \( f \) or dimensionless wavenumber \( ka \)). Since, as I have shown previously, this resonance is a consequence of the singular nature of \( E \) at the resonance frequency \( f_R \), and \( E \) is diagonal via the chosen Galerkin scheme, it suffices to plot \( 1/\|\det(E(f))\| \) (\( \det \) signifies determinant) and spot the resonant frequencies by the fact that they occur at the giant maxima of \( 1/\|\det(E(f))\| \). But, of course, it is more convincing for physicists and engineers to 'see' the effect of resonances in the responses (i.e., transfer functions), and as said, the fact that these resonances don't always show
up in these responses is an argument against their actual existence. The way I solve this problem is to make use of the fact that the singularity of $E$ translates to instability of the solutions of the matrix equation, this meaning that small perturbations of either the elements of $E$ or $g$ translate to large perturbations of $f$, the latter then showing up as the sought-for resonant features (i.e., the perturbation scheme acts like the revealing agent in photography). To actually do this, I chose the perturbation of $E$ (since this is usually the entity whose computation generates the largest error) by the introduction of random error in all of its elements. The amount (chosen by trial and error until the appearance of the resonant features in the transfer functions) of the thus-introduced random error is measured by the number $\epsilon$ which is larger the greater the amount of introduced error and nil when no error is artificially introduced.
3.12 Numerical symptoms of the disease: the appearance of ’unusual’ resonances

The following figures, i.e., 4-11, 12-18, and 20-28 all apply to a rigid circular cylinder of radius $a = 1$ (a.u.) submitted to the wave radiated by a line source situated at $r^s = 12$ (a.u.), $\theta^s = 30^\circ$. The responses (as a function of $ka$, $k$ the wavenumber) are computed first by, DBIE1, then by DBIE2, and finally by DEBC.

3.12.1 DBIE1

![Graphs showing numerical results](image)

Figure 4: Transfer functions of the traction at three points on the rigid boundary. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/\|\text{det}(E(ka))\|$. Lower-case letters and circles correspond to DBIE1 computations, upper-case letters and continuous curves to DSOV (exact) computations. Case $N = 28$, $\epsilon = 0$. 
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Figure 5: This figure enables the connection of the observed resonance frequencies to the zeros of either $J_n(ka)$ (for DBIE1), $\dot{J}_n(ka)$ (for DBIE2) or $J_n(kb)$ (for DEBC). The upper left-hand panel is relative to $1/|J_0(ka)|$ (red), $1/|J_1(ka)|$ (blue), $1/|J_2(ka)|$ (black) whereas the lower left-hand panel is relative to $1/|J_0(ka)J_1(ka)J_0(ka)|$. The upper right-hand panel is relative to $1/|\dot{J}_0(ka)|$ (red), $1/|\dot{J}_1(ka)|$ (blue), $1/|\dot{J}_2(ka)|$ (black) whereas the lower right-hand panel is relative to $1/|\dot{J}_0(ka)\dot{J}_1(ka)\dot{J}_2(ka)|$. As expected, the positions of the lower-frequency resonant features in fig. 4 coincide with the zeros of $J_n(ka)$; $n = 0, 1, 2$ and the first few maxima of $1/|\det(E(ka))|$ in fig. 4 are located at the same positions as those of $1/|\dot{J}_0(ka)\dot{J}_1(ka)\dot{J}_2(ka)|$ herein.

Figure 6: Same as fig. 4 except that $N = 28$, $\epsilon = 10^{-6}$. I am here increasing $\epsilon$ in an effort to ‘reveal’ the resonances in the response curves.
Figure 7: Same as fig. 4 except that $N = 28$, $\epsilon = 10^{-3}$. I have again increased $\epsilon$ and thus finally succeeded in revealing the resonances in the response curves.

Figure 8: Same as fig. 4 except that $N = 18$, $\epsilon = 10^{-3}$. This is a zoom of the preceding figure.
Figure 9: Same as fig. 4 except that $N = 22$, $\epsilon = 10^{-3}$. This is another zoom of fig. 7.

Figure 10: Same as fig. 4 except that $N = 26$, $\epsilon = 10^{-3}$. This is another zoom of fig. 7.
Figure 11: Same as fig. 4 except that $N = 32$, $\epsilon = 10^{-3}$. This is another zoom of fig. 7.
Note that all the theoretically-predicted resonances do not necessarily show up in the response curves. Moreover, a given resonance can show up in the response at one point, and not at another point, of the boundary. Finally, note the scale changes of the ordinates in going from one figure to the next.

3.12.2 DBIE2

![Graphs showing transfer functions of the traction at three points on the rigid boundary.](image)

Figure 12: Transfer functions of the traction at three points on the rigid boundary. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/\|\text{det}(E(ka))\|$. Lower-case letters and circles correspond to DBIE2 computations, upper-case letters and continuous curves to DSOV (exact) computations. Case $N = 28$, $\epsilon = 0$. 
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Figure 13: Same as fig. 5. As expected, the positions of the lower-frequency resonant features in fig. 12 coincide with the zeros of $J_n(ka); n = 0, 1, 2$ and the first few maxima of $1/|\text{det}(E(ka))|$ in fig. 12 are located at the same positions as those of $1/|J_0(ka)J_1(ka)J_2(ka)|$ herein.

Figure 14: Same as fig. 12 except that $N = 28, \epsilon = 10^{-3}$. I have here increased $\epsilon$ in an effort to 'reveal' the resonances in the response curves.
Figure 15: Same as fig. 12 except that $N = 18$, $\epsilon = 10^{-3}$. This is a zoom of the preceding figure.

Figure 16: Same as fig. 12 except that $N = 22$, $\epsilon = 10^{-3}$. This is another zoom of fig. 14.
Figure 17: Same as fig. [12] except that $N = 26$, $\epsilon = 10^{-3}$. This is another zoom of fig. [14].

Figure 18: Same as fig. [12] except that $N = 30$, $\epsilon = 10^{-3}$. This is another zoom of fig. [14].
Note that all the theoretically-predicted resonances do not necessarily show up in the response curves. Moreover, a given resonance can show up in the response at one point, and not at another point, of the boundary. Note especially that the positions of these DBIE2 resonances differ from those of the DBIE1 resonances which is contrary to the hypothesis that both sets are 'real' resonances since they both occur for the same scattering problem. Finally, note the scale changes of the ordinates in going from one figure to the next.

3.12.3 DEBC

Figure 19: Transfer functions of the traction at three points on the rigid boundary. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at \( \theta = 180^\circ, \theta = 270^\circ, \theta = 360^\circ \), respectively. The upper right-hand panel depicts \( 1/||\text{det}(E(ka))|| \). Lower-case letters and circles correspond to DEBC computations, upper-case letters and continuous curves to DSOV (exact) computations. Case \( N = 28, \epsilon = 0 \).
Figure 20: Same as fig. As expected, the positions of the lower-frequency resonant features in fig. coincide with the zeros of $J_n(kb)$; $n = 0, 1, 2$ (with $b = 0.9$ (a.u.)) and the first few maxima of $1/|\det(E(ka))|$ in fig. are located at the same positions as those of $1/|J_0(kb)J_1(kb)J_2(kb)|$ herein.

Figure 21: Same as fig. except that $N = 12$, $\epsilon = 10^{-7}$. Otherwise, this is a zoom of fig.
Figure 22: Same as fig. 21 except that $N = 12$, $\epsilon = 10^{-5}$. Here I have increased $\epsilon$ in the hope of ‘revealing’ the resonance.

Figure 23: Same as fig. 19 except that $N = 18$, $\epsilon = 10^{-7}$. Otherwise, this is another zoom of fig. 19.
Figure 24: Same as fig. 23 except that $N = 18$, $\epsilon = 10^{-5}$. Here I have increased $\epsilon$ to try to 'reveal' the resonances.

Figure 25: Same as fig. 19 except that $N = 18$, $\epsilon = 10^{-7}$. Otherwise, this is another zoom of fig. 19.
Figure 26

Figure 27: Same as fig. 19 except that $N = 24$, $\epsilon = 10^{-7}$. Otherwise, this is another zoom of fig. 19.
Figure 28: Same as fig. 27 except that $N = 24$, $\epsilon = 10^{-5}$. This is another effort to ‘reveal’ the resonances.
Note that most of the theoretically-predicted resonances do not show up in the response curves. Note especially that the positions of these DEBC resonances (which exist at least insofar as the $E$ matrix exhibits peaks that betray their existence) differs from those of both the DBIE1 and DBIE2 resonances, which fact is again contrary to the hypothesis that all three sets are 'real' resonances since they all occur for the same scattering problem. Finally, note the scale changes of the ordinates in going from one figure to the next.

3.13 The reason why some spurious resonance frequencies of the DBIE1 and DBIE2 are different, and others are identical

Figure 29: This figure, in which the abscissa $x$ represents $ka$, shows that the resonance frequencies (i.e., frequencies for which $J_n = 0$) of $J_n$ are generally different from those (i.e., frequencies for which $\dot{J}_n = 0$) of $\dot{J}_n$. The only exceptions are $n = 1$ for $J_n$ and $n = 0$ for $\dot{J}_n$, since $\dot{J}_0(z) = -J(1)(z)$. Consequently the determinants for methods (e.g., DBIE1) involving products of $J_n ; n = 0, 1, ...$ vanish for frequencies that are generally different from the methods (e.g., DBIE2) involving $\dot{J}_n ; n = 0, 1, ....$, the only exceptions being the apparent resonances at $x = ka = 3.83, 7.02, ....$
3.14 The cure of the spurious resonance disease for the case of a circular cylinder whose boundary is the locus of a Dirichlet condition

I first give a short review of the methods that have been proposed to cure the spurious resonance disease for both Dirichlet and Neumann boundaries. Then, I shall propose two methods of cure which can be named ‘combined boundary integral equation’ (CBIE) schemes for the Dirichlet boundary and further on for the Neumann boundary. Other combinations are possible and easily-recognizable from the material I am about to present.

3.14.1 Review of the methods of cure prior to Nowak and Hall

These methods appeared long before the ones suggested by Nowak and Hall [44, 45], but in the acoustical and electromagnetic wave contexts. As explained in the excellent review articles [4, 8, 72] (see also [55, 53, 11, 12, 15, 13, 63, 21]), all these methods are based on employing linear combinations of the extended boundary condition, first-kind integral equation and second-kind integral equations so as to result, after discretization, in a matrix equation whose matrix is not singular at any frequency. In particular, this was the procedure adopted by Brakhage and Werner [14], Schenck [52], Bolomey and Tabbara [11, 12], Burton and Miller [15], Mautz and Harrington [38, 39], just to name a few.

3.14.2 The Nowak scheme

In [44], Nowak writes, concerning the occurrence of what he terms ‘artificial resonances’ in his predicted seismic response of a semi-circular canyon: ” The matrix equation becomes singular....To overcome this difficulty, responses are interpolated within the zones of the artificial resonances, using the undisturbed responses outside the zones. This interpolation requires that the discretization be fine enough to narrow the resonances enough so that the true responses can be traced.” In [45], Nowak and Hall write, with respect to their fig. 5: ”The source of the artificial resonances can be traced to a degeneracy in the boundary element matrix equation at these frequencies as described in Nowak, 1988 where the remedy was to use a fine enough discretization to localize the resonances and allow accurate interpolation of the true response.”

I tried to apply this scheme to obtain the results in figs. 30-34 herein. Since Nowak and Hall employ a discretization of the unknown boundary functions method to solve their integral equations, whereas I appeal to a Fourier expansion of these boundary functions, the equivalent of the Nowak scheme is, instead of refining the discretization, to increase the number \((2N + 1)\) of terms in the Fourier expansion.
Figure 30: Transfer functions of the traction at three points on the rigid boundary. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/\|\text{det}(\mathbf{E}(ka))\|$. Lower-case letters and circles correspond to DBIE1 computations, upper-case letters and continuous curves to DSOV (exact) computations. Case $N = 16, \epsilon = 10^{-5}$.

Figure 31: Same as fig.30 except that $N = 24, \epsilon = 10^{-5}$.
Figure 32: Same as fig.30 except that $N = 32$, $\epsilon = 10^{-5}$.

Figure 33: Same as fig.30 except that $N = 40$, $\epsilon = 10^{-5}$. 
Figure 34: Same as fig. 30 except that $N = 48$, $\epsilon = 10^{-5}$. 
As figs. 30-34 (which all apply to the case of a circular rigid boundary cylinder of radius \( a = 1 \) (a.u.) submitted to the wave radiated by a single line source located at \( r^s = 12 \) (a.u.), \( \theta^s = 30^\circ \)) show, doing this unfortunately does not result in a better localization of the resonance so as to permit the interpolation whereby the resonance is eliminated. This is probably the reason why Nowak and Hall suggested use of another method, similar to our NCBIE (see hereafter) scheme, to suppress the resonances which they took for granted to be 'artificial'. I say 'took for granted' because they did not actually prove that these resonances are numerical artifacts, all the more so than they trace the occurrence of the resonances to the excitation of a physically-real internal cavity resonance (that of the cavity of which the circular arc of their canyon is a part). On the contrary, as I shall stress in the Conclusion of this contribution, my analysis in the preceding sections shows that the internal cavity resonances that are excited depend, for their appearance, on the choice of integral equation, whereas a resonance that appears in a physical response function can only be 'real' if it does not depend on the means (i.e., the type of integral equation) by which it is predicted.

### 3.14.3 My first CBIE scheme (i.e., DCBIE1) appealing to DBIE1 and DEBC

Assuming that \( \Gamma \) is the circle \( r = a \) and \( \Gamma_n \) the circle \( r = b < a \), the point of departure is the two BIE’s:

\[
0 = u^i(x) + \int_{\Gamma} kG(x; x') v(x') d\gamma(x') \quad \forall x \in \Gamma ,
\]

\[
0 = u^i(x) + \int_{\Gamma} kG(x; x') v(x') d\gamma(x') \quad \forall x \in \Gamma_n ,
\]

which, in polar coordinates, take the form:

\[
0 = u^i(a, \theta) + \int_{0}^{2\pi} kaG(a, \theta; a, \theta') v(a, \theta') d\theta' \quad \forall \theta \in [0, 2\pi] ,
\]

\[
0 = u^i(b, \theta) + \int_{0}^{2\pi} kaG(b, \theta; a, \theta') v(a, \theta') d\theta' \quad \forall \theta \in [0, 2\pi] ,
\]

Since both equations apply to the same \( \theta \) intervals, I can form a linear combination of the two so as to obtain the single BIE

\[
u(a, \theta) = u^i(a, \theta) + \eta u^i(b, \theta) + \int_{0}^{2\pi} ka[G(a, \theta; a, \theta') + \eta G(b, \theta; a, \theta')] v(a, \theta') d\theta' \quad \forall \theta \in [0, 2\pi] ,
\]

wherein \( \eta \) is an unspecified scalar constant for the moment.

I make the expansions

\[
v(a, \theta) = \sum_{n \in \mathbb{Z}} f_n \exp(in\theta) , \quad u^i(a, \theta) = \sum_{n \in \mathbb{Z}} g_n \exp(in\theta) , \quad u^i(b, \theta) = \sum_{n \in \mathbb{Z}} h_n \exp(in\theta) ; \quad \forall \theta \in [0, 2\pi] ,
\]

and again invoke the Galerkin procedure to obtain

\[
f_m = g_m + \eta h_m + \sum_{n \in \mathbb{Z}} f_n \int_{0}^{2\pi} d\theta \int_{0}^{2\pi} d\theta' \frac{ka}{2\pi} [G(a, \theta; a, \theta') + \eta G(b, \theta; a, \theta')] \exp[i(n - m)\theta] ; \quad \forall m \in \mathbb{Z} .
\]
By recalling previous results I find
\[ G(a, \theta; a, \theta') + \eta G(b, \theta; a, \theta') = \frac{i}{4} \sum_{l \in \mathbb{Z}} H_l^{(1)}(ka)[J_l(ka) + \eta J_l(kb)] \exp[i(\theta - \theta')] , \tag{86} \]
so that the following matrix equation ensues
\[ \sum_{l \in \mathbb{Z}} E_{mn} f_n = g_m + \eta h_m = A_m [J_m(ka) + \eta J_m(kb)] \tag{87} \]
wherein
\[ E_{mn} = -\frac{i k a \pi}{2} H_n^{(1)}(ka)[J_n(ka) + \eta J_n(kb)] \delta_{mn} . \tag{88} \]
Again, \( E = \{E_{mn}\} \) is an infinite-order, diagonal matrix, but now it is not singular at any real frequency provided \( \eta \) is chosen to be an imaginary scalar constant because the Bessel functions are real at real frequencies. Consequently, with this choice of \( \eta \), the inverse of \( E \) exists at all real frequencies so that
\[ f_n = A_n \left[ -\frac{i k a \pi}{2} H_n^{(1)}(ka) \right]^{-1} , \tag{89} \]
which is nothing other than the exact SOV solution. Thus, this first CBIE scheme constitutes a cure for the disease that plagues traditional BIE methods (at least for scattering problems with a Dirichlet condition on a circular boundary).

3.14.4 The second CBIE scheme (i.e., DCBIE2) appealing to DBIE1 and DBIE2

Assuming that \( \Gamma \) is the circle \( r = a \) the point of departure is the two BIE’s:
\[ 0 = u^i(x) + \int_{\Gamma} kG(x; x')v(x')d\gamma(x') ; \forall x \in \Gamma , \tag{90} \]
\[ \frac{1}{2}v(x) = v^i(x) + pv \int_{\Gamma} \nu \cdot \nabla G(x; x')v(x')d\gamma(x') ; \forall x \in \Gamma , \tag{91} \]
which, in polar coordinates, take the form:
\[ 0 = u^i(a, \theta) + \int_0^{2\pi} kaG(a, \theta; a, \theta')v(a, \theta')d\theta' ; \forall \theta \in [0, 2\pi[ , \tag{92} \]
\[ \frac{1}{2}v(a, \theta) = v^i(a, \theta) - pv \int_0^{2\pi} a \frac{\partial}{\partial r} G(a, \theta; a, \theta')v(a, \theta')d\theta' ; \forall \theta \in [0, 2\pi[ . \tag{93} \]
Since both equations apply to the same \( \theta \) intervals, I again form a linear combination of the two so as to obtain the single BIE
\[ \frac{1}{2}v(a, \theta) = u^i(a, \theta) + \eta v^i(b, \theta) + \int_0^{2\pi} a[kG(a, \theta; a, \theta') - \eta \frac{\partial}{\partial r} G(a, \theta; a, \theta')]v(a, \theta')d\theta' ; \forall \theta \in [0, 2\pi[ , \tag{94} \]
wherein \( \eta \) is an unspecified scalar constant for the moment and I keep in mind that the integral involving the derivative of \( G \) is a principal value integral.
I make the expansions:

\[ v(a, \theta) = \sum_{n \in \mathbb{Z}} f_n \exp(in\theta) \quad , \quad v^i(a, \theta) = \sum_{n \in \mathbb{Z}} g_n \exp(in\theta) \quad , \quad v^i(a, \theta) = \sum_{n \in \mathbb{Z}} h_n \exp(in\theta) \quad ; \quad \forall \theta \in [0, 2\pi[ , \] (95)

and again invoke the Galerkin procedure to obtain

\[ \frac{1}{2} f_m = g_m + \eta h_m + \sum_{n \in \mathbb{Z}} f_n \int_0^{2\pi} d\theta \int_0^{2\pi} d\theta' \frac{\alpha}{2\pi} [kG(a, \theta; a, \theta') - \eta \partial_\theta G(a, \theta; a, \theta')] \exp[i(n - m)\theta] ; \quad \forall m \in \mathbb{Z} . \] (96)

By recalling previous results I find

\[ kG(a, \theta; a, \theta') - \eta \frac{\partial}{\partial r} G(b, \theta; a, \theta') = \frac{ik}{4} \sum_{l \in \mathbb{Z}} \left\{ H_1^{(1)}(ka) [J_l(ka) - \eta \dot{J}_l(ka)] - \eta \frac{i}{ka\pi} \right\} \exp[i(l - \theta') \theta] , \] (97)

so that the following matrix equation ensues

\[ \sum_{l \in \mathbb{Z}} E_{mn} f_n = g_m + \eta h_m = A_m [J_m(ka) - \eta \dot{J}_m(ka)] , \] (98)

wherein

\[ E_{mn} = \frac{-ika\pi}{2} H_1^{(1)}(ka) [J_n(ka) - \eta \dot{J}_n(ka)] \delta_{mn} . \] (99)

Again, \( E = \{E_{mn}\} \) is an infinite-order, diagonal matrix, but now it is not singular at any real frequency provided \( \eta \) is chosen to be an imaginary scalar constant because the Bessel functions and derivatives of the latter are real at real frequencies. Consequently, with this choice of \( \eta \), the inverse of \( E \) exists at all real frequencies so that

\[ f_n = A_n \left[ \frac{-ika\pi}{2} H_1^{(1)}(ka) \right]^{-1} , \] (100)

which is nothing other than the exact SOV solution. Thus, this second CBIE scheme constitutes another cure for the disease that plagues traditional BIE methods (at least for scattering problems with a Dirichlet condition on a circular boundary).
3.15 Numerical results for the Dirichlet boundary circular cylinder which illustrate the cure (via DCBIE1 and DCBIE2) of the spurious resonance disease

The following figures, i.e., 35-46 and 47-55, all apply to a rigid circular cylinder of radius $a = 1$ (a.u.) submitted to the wave radiated by a line source situated at $r^s = 12$ (a.u.), $\theta^s = 30^\circ$. The responses (as a function of $ka$, $k$ the wavenumber) are computed first by the couples (DBIE1, DCBIE1), then by the couples (DBIE1,DCBIE2). In DCBIE1 I choose $b = 0.9$ (a.u.) and $\eta = 0 + 1i$ and a randomization of the elements of the matrix $E$ just like that of this matrix in DBIE1.

3.15.1 DBIE1 cured by DCBIE1

![Graphs showing numerical results](image)

Figure 35: Transfer functions of traction at three points on the rigid boundary. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/\|\text{det}(E(ka))\|$. Lower-case letters and circles correspond to DBIE1 computations, upper-case letters and continuous curves to DSOV (exact) computations. Case $N = 38$, $\epsilon = 10^{-4}$.
Figure 36: Transfer functions of traction at three points on the rigid boundary. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/||\text{det}(E(ka))||$. Lower-case letters and circles correspond to DCBIE1 computations, upper-case letters and continuous curves to DSOV (exact) computations. Case $N = 38$, $\epsilon = 10^{-4}$.

Figure 37: Same as fig. 35 (of which the present figure is a zoom) except that $N = 18$ and $\epsilon = 10^{-4}$.
Figure 38: Same as fig. 36 (of which the present figure is a zoom) except that $N = 18$ and $\epsilon = 10^{-4}$.

Figure 39: Same as fig. 35 (of which the present figure is a zoom) except that $N = 28$ and $\epsilon = 10^{-4}$.
Figure 40: Same as fig. 36 (of which the present figure is a zoom) except that $N = 28$ and $\epsilon = 10^{-4}$.

Figure 41: Same as fig. 35 (of which the present figure is a zoom) except that $N = 18$ and $\epsilon = 10^{-4}$.
Figure 42: Same as fig. 36 (of which the present figure is a zoom) except that $N = 18$ and $\epsilon = 10^{-4}$.

Figure 43: Same as fig. 35 (of which the present figure is a zoom) except that $N = 28$ and $\epsilon = 10^{-4}$.
Figure 44: Same as fig. 36 (of which the present figure is a zoom) except that $N = 28$ and $\epsilon = 10^{-4}$.

Figure 45: Same as fig. 35 (of which the present figure is a zoom) except that $N = 38$ and $\epsilon = 10^{-4}$.
Figure 46: Same as fig. 36 (of which the present figure is a zoom) except that $N = 38$ and $\epsilon = 10^{-4}$. 
If account is taken of the scale changes in this set of figures, the latter shows convincingly that the method of cure DCBIE1 has enabled to eliminate all the resonances appearing in DBIE1. These results show that DCBIE1 also enables to eliminate all the resonances appearing in DBIE2 and DEBC (which, it will be recalled, occur at frequencies that are generally different from those at which occur the resonances appearing in DBIE1).

3.15.2 DBIE1 cured by DCBIE2

Figure 47: Transfer functions of traction at three points on the rigid boundary. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/\|\text{det}(E(ka))\|$. Lower-case letters and circles correspond to DBIE1 computations, upper-case letters and continuous curves to DSOV (exact) computations. Case $N = 38$, $\epsilon = 10^{-4}$.
Figure 48: This is a zoom of, but otherwise identical to, fig. 47. Case $N = 38$, $\epsilon = 10^{-4}$.

Figure 49: Transfer functions of traction at three points on the rigid boundary. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/||\text{det}(E(ka))||$. Lower-case letters and circles correspond to DCBIE2 computations, upper-case letters and continuous curves to DSOV (exact) computations. Case $N = 38$, $\epsilon = 10^{-4}$. 
Figure 50: Same as fig. 47 (of which the present figure is a zoom) except that $N = 18$ and $\epsilon = 10^{-4}$.

Figure 51: A different zoom; otherwise the same as fig. 49 Case $N = 18$ and $\epsilon = 10^{-4}$.
Figure 52: Same as fig. 47 (of which the present figure is a zoom) except that $N = 38$ and $\epsilon = 10^{-4}$.

Figure 53: A different zoom; otherwise the same as fig. 49. Case $N = 38$ and $\epsilon = 10^{-4}$. 
Figure 54: Same as fig. 47 (of which the present figure is a zoom) except that $N = 28$ and $\epsilon = 10^{-4}$.

Figure 55: A different zoom; otherwise the same as fig. 49. Case $N = 28$ and $\epsilon = 10^{-4}$. 
If account is taken of the scale changes in this set of figures, the latter shows convincingly that the method of cure DCBIE2 has enabled to eliminate all the resonances appearing in DBIE1. The results of other computations not appearing here here show that DCBIE2 also enables to eliminate all the resonances appearing in DBIE2 and DEBC (which, it will be recalled, occur at frequencies that are generally-different from those at which occur the resonances appearing in DBIE1).

4 The scattering problem in the frequency domain for the Neumann boundary condition

4.1 Governing equations

These equations are \[ \begin{align*}
  u(x) &= u^i(x) + u^s(x) , \\
  (\nabla \cdot \nabla + k^2)u(x) &= -s(x) ; \forall x \in \Omega_0 , \\
  u^s(x) &\sim \text{outgoing wave}; \|x\| \to \infty , \\
  \nu \cdot \nabla u(x) &= 0 ; \ x \in \Gamma ,
\end{align*} \] wherein:

a) \( x \) is a vector in the \( x - y \) (cross-section) plane directed from the origin 0 to an arbitrary point \( (x, y) \) in cartesian coordinates or \( r, \theta \) in polar coordinates,

b) as concerns the displacement frequency domain fields: \( u^i(x) \) is shorthand for \( u^i_z(x; \omega) \), \( u^s(x) \) is shorthand for \( u^s_z(x; \omega) \), \( u(x) \) is shorthand for \( u_z(x; \omega) \), with \( \omega = 2\pi f \) the angular frequency and \( f \) the frequency,

c) \( u^i(x) \) is the wave (called 'incident wave'), radiated by the source of density \( s(x) \), that exists in the configuration in which the body is absent,

d) \( u^s(x) \) is the scattered field,

e) \( u(x) \) is the total field in the region \( \Omega_0 \) exterior to the body, the interior of the latter being denoted by \( \Omega_1 \),

f) \( \Gamma \) is the closed curve delineating the boundary between \( \Omega_0 \) and \( \Omega_1 \), and, at present, I take this curve to be a circle of radius \( a \) (note that \( \Omega_0, \Omega_1, \) and \( \Gamma \) are geometric entities in the \( x - y \) plane),

g) the frequency domain field is related to the time (\( t \)) domain field by the relation \( u(x; t) = 2\Re \int_0^\infty u(x; \omega) \exp(-i\omega t) d\omega \),

h) \( k = \omega/\beta \) is the (positive real) wavenumber,

i) \( \nu \) is the unit vector normal to \( \Gamma \) and directed towards the inside of \( \Omega_1 \)

Note that I am again dealing with a forward-scattering problem, i.e., \( s(x) \) and therefore \( u^i, \beta, a, \omega \) are assumed to be known and the problem is to determine \( u^s \) and/or \( u \).

4.2 The separation of variables (SOV) solution (i.e., NSOV) for the Neumann-boundary body

The SOV technique again consists (for 2D problems such as mine) in assuming that the solution (actually just a representation thereof) can be expressed as the product of two functions, each of which depends on only one of the two chosen coordinates, whereupon the partial differential (wave)
equation (102) separates into two independent ordinary differential equations the solution of which can be expressed in terms of elementary functions.

I choose the \( r, \theta \) coordinates so that the \( \theta \) differential equation turns out to have solutions \( \exp(in\theta) ; n \in \mathbb{Z} \) whereas the \( r \) differential equation has solutions \( J_n(kr) ; n \in \mathbb{Z} \) on the one hand, and \( H_n^{(1)}(kr) ; n \in \mathbb{Z} \) on the other hand. The solutions in terms of the Bessel functions can be ruled out in the region \( \Omega_0 \) exterior to the scattering object because of the radiation condition (103) so that the SOV representation of the scattered field in \( \Omega_0 \) becomes

\[
\begin{align*}
  u_s(r, \theta) &= \sum_{n \in \mathbb{Z}} C_n H_n^{(1)}(kr) \exp(in\theta) ; \forall \theta \in [0, 2\pi[ . \\
  \text{(105)}
\end{align*}
\]

The actual SOV solution to the scattering problem requires the invocation of the boundary condition (104) and (101)

\[
-\frac{\partial}{\partial r} u^i(a, \theta) - \frac{\partial}{\partial r} u^s(a, \theta) = -k \sum_{n \in \mathbb{Z}} \left[ A_n \dot{J}_n(ka) + C_n \dot{H}_n^{(1)}(ka) \right] \exp(in\theta) = 0 ; \forall \theta \in [0, 2\pi[ . \tag{106}
\]

The solution for \( \{C_n\} \) is quite obvious (recall that \( \{A_n\} \) is known via (17) and from the fact that \( r^s, \theta^s \) are known), but I wish to bring to the fore a feature that will be useful further on. Thus, I choose to project (106) as follows:

\[
\int_0^{2\pi} \sum_{n \in \mathbb{Z}} \left[ A_n \dot{J}_n(ka) + C_n \dot{H}_n^{(1)}(ka) \right] \exp(in\theta) \exp(-im\theta) d\theta = 0 ; \forall m \in \mathbb{Z} , \tag{107}
\]

which, after interchanging the integral and the sum, and making use of the identity (11), yields

\[
\sum_{n \in \mathbb{Z}} \left[ -\dot{H}_n^{(1)}(ka) \delta_{mn} \right] C_n = A_n \dot{J}_n(ka) ; \forall m \in \mathbb{Z} , \tag{108}
\]

which is an infinite-order matrix equation in which the matrix \([\ ]\) is diagonal and non-singular for all real frequencies \( f \) due to the fact that the derivative of the Hankel function is complex and its real and imaginary parts vanish for different values of \( ka \). It follows, by simple matrix inversion, that

\[
C_n = -A_n \frac{\dot{J}_n(ka)}{H_n^{(1)}(ka)} ; \forall n \in \mathbb{Z} . \tag{109}
\]

Thus, on account of (101) and (18)

\[
\begin{align*}
  u(x) &= \sum_{n \in \mathbb{Z}} \left\{ H(r - r^s) B_n H_n^{(1)}(kr) + A_n \left[ H(r^s - r) J_n(kr) - \frac{\dot{J}_n(ka)}{H_n^{(1)}(ka)} H_n^{(1)}(kr) \right] \right\} \times \\
  &\quad \exp(in\theta) ; \forall x \in \Omega_0 , \tag{110}
\end{align*}
\]

wherein the \( A_n \) and \( B_n \) are given in (17) and (19) respectively. It follows that:

\[
\begin{align*}
  u(a, \theta) &= \sum_{n \in \mathbb{Z}} A_n \left[ J_n(kr) - \frac{\dot{J}_n(ka)}{H_n^{(1)}(ka)} H_n^{(1)}(kr) \right] \exp(in\theta) = \sum_{n \in \mathbb{Z}} \frac{2i}{ka \pi} \frac{1}{H_n^{(1)}(ka)} \exp(in\theta) . \tag{111}
\end{align*}
\]

Eq. (111) can be considered as the exact solution to the scattering problem. This solution for \( u \) shows no sign of resonances.
4.3 Some consequences of Green’s second identity

I again start from Green’s second identity (32) which is applicable to any type of boundary conditions, three of the consequences of which are:

\[ u(x) = u^i(x) + \int_{\Gamma} \left[ G(x; x') \nu(x') \cdot \nabla(x') u(x') - u(x') \nu(x') \cdot \nabla(x') G(x; x') \right] d\gamma(x') ; \quad \forall x \in \Omega_0 , \quad (112) \]

\[ \frac{1}{2} u(x) = u^i(x) + \int_{\Gamma} G(x; x') \nu(x') \cdot \nabla(x') u(x') d\gamma(x') - pv \int_{\Gamma} u(x') \nu(x') \cdot \nabla(x') G(x; x') d\gamma(x') ; \quad \forall x \in \Gamma , \quad (113) \]

\[ 0 = u^i(x) + \int_{\Gamma} G(x; x') \nu(x') \cdot \nabla(x') u(x') - u(x') \nu(x') \cdot \nabla(x') G(x; x') ]d\gamma(x') ; \quad \forall x \in \Omega_1 . \quad (114) \]

The object of what follows is obviously to apply any one of these boundary integral (BI) expressions, or combinations thereof, to solve the Neumann boundary-value problem.

4.4 The three BI expressions for the case of a Neumann boundary condition

These are:

\[ u(x) = u^i(x) - \int_{\Gamma} u(x') \nu(x') \cdot \nabla(x') G(x; x') d\gamma(x') ; \quad \forall x \in \Omega_0 , \quad (115) \]

\[ \frac{1}{2} u(x) = u^i(x) - pv \int_{\Gamma} u(x') \nu(x') \cdot \nabla(x') G(x; x') d\gamma(x') ; \quad \forall x \in \Gamma , \quad (116) \]

\[ 0 = u^i(x) - \int_{\Gamma} u(x') \nu(x') \cdot \nabla(x') G(x; x') d\gamma(x') ; \quad \forall x \in \Omega_1 . \quad (117) \]

The first of these three only enables to determine the wavefield in the outer region after determining \( u \) on \( \Gamma \) either by the second or third BI equation (BIE for short), or by a combination of these two BIE. Note that (113) is a second-kind BIE and (117) is what is frequently called an ‘extended boundary condition’ (EBC).

4.5 Solution of the second-kind BIE (i.e., NBIE2) for the case of a Neumann condition on the circular boundary

The BIE is:

\[ \frac{1}{2} u(x) = u^i(x) - pv \int_{\Gamma} u(x') \nu(x') \cdot \nabla(x') G(x; x') d\gamma(x') ; \quad \forall x \in \Gamma . \quad (118) \]

The circular nature of \( \Gamma \) entails:

\[ \frac{1}{2} u(a, \theta) = u^i(a, \theta) + \int_{0}^{2\pi} u(a, \theta') \frac{\partial}{\partial \theta'} G(a, \theta; a, \theta') d\theta' ; \quad \forall \theta \in [0, 2\pi[ , \quad (119) \]

and the task is henceforth to determine \( u(a, \theta) \).

The \( 2\pi \)-periodic nature (in terms of \( \theta \)) of \( u^i \) and \( u \) incites one to expand these functions in terms of Fourier basis functions:

\[ u^i(a, \theta) = \sum_{n \in \mathbb{Z}} g_n \exp(in\theta) , \quad u(a, \theta) = \sum_{n \in \mathbb{Z}} f_n \exp(in\theta) ; \quad \forall \theta \in [0, 2\pi[ , \quad (120) \]
and to employ a Galerkin procedure, consisting of projecting the integral equation on the same Fourier basis set of functions so as to obtain, after sum and integral exchanges and use of (23):

\[ \frac{1}{2} f_m = g_m + \sum_{n \in \mathbb{Z}} f_n \int_0^{2\pi} d\theta \exp(-im\theta) \int_0^{2\pi} d\theta' \frac{a}{2\pi} \frac{\partial}{\partial r'} G(a, \theta; a, \theta') \exp(in\theta') \quad \forall m \in \mathbb{Z} . \quad (121) \]

I now make use of (6) to obtain (in the sense of its use in the \( pv \) integral)

\[ \frac{\partial}{\partial r'} G(a, \theta; a, \theta') = \frac{ik}{4} \sum_{l=-\infty}^{\infty} \left[ -\frac{i}{ka\pi} + \dot{H}^{(1)}(ka)J_l(ka) \right] \exp[i(l - m)\theta] \quad \forall m \in \mathbb{Z} , \quad (122) \]

to find

\[ \frac{1}{2} f_m = g_m + \sum_{n \in \mathbb{Z}} f_n \sum_{l \in \mathbb{Z}} \frac{ika\pi}{8\pi} \left[ -\frac{i}{ka\pi} + \dot{H}^{(1)}(ka)J_l(ka) \right] \times \int_0^{2\pi} d\theta \exp[i(l - m)\theta] \int_0^{2\pi} d\theta' \exp[i(n - l)\theta'] \quad \forall m \in \mathbb{Z} . \quad (123) \]

or, on account of (23)

\[ \frac{1}{2} f_m = g_m + \sum_{n \in \mathbb{Z}} f_n \left[ \frac{1}{2} \delta_{mn} + \frac{ika\pi}{2} \dot{H}^{(1)}(ka)J_l(ka)\delta_{mn} \right] \quad \forall m \in \mathbb{Z} , \quad (124) \]

which can be re-written as the matrix equation

\[ \sum_{n \in \mathbb{Z}} E_{mn} f_n = g_m ; \quad \forall m \in \mathbb{Z} , \quad (125) \]

wherein

\[ E_{mn} = \frac{-ika\pi}{2} \dot{H}^{(1)}(ka)J_m(ka)\delta_{mn} ; \quad \forall m, n \in \mathbb{Z} . \quad (126) \]

Once again, I have to deal with an infinite-order diagonal matrix, thus enabling, in theory, the obtention of a closed-form solution for \( f_n \). But I foresee a major problem due to the fact that now this matrix vanishes for certain real frequencies, this being due to fact that the derivative of the Bessel functions are equal to zero at an infinite discrete set of their real arguments [1]. Be this as it may, at real frequencies not in the neighborhood of the indicated frequencies, it is legitimate to invert \( E = \{ E_{mn} \} \) whence

\[ f = E^{-1} g \quad \Rightarrow \quad f_m = \left[ \frac{-ika\pi}{2} \dot{H}^{(1)}(ka)J_m(ka) \right]^{-1} g_m ; \quad \forall m \in \mathbb{Z} . \quad (127) \]

If I recall that for my line source

\[ u^i(a, \theta) = \sum_{m \in \mathbb{Z}} A_m J_m(ka) \exp(im\theta) = \sum_{m \in \mathbb{Z}} g_m \exp(im\theta) , \quad (128) \]

then

\[ g_m = A_m J_m(ka) , \quad (129) \]
which, by virtue of (120), agrees with the SOV exact solution (111) for \( u(a, \theta) \). However, it is important to recall that this solution for \( f_m \) is only applicable for real frequencies that are not in the neighborhood for which \( \dot{J}_n(ka) = 0; \forall n \in \mathbb{Z} \).

### 4.6 The field outside the object obtained by using the 'solution' of the second-kind BIE (i.e., NBIE2) for the case of a Neumann condition on the circular boundary

The field outside the object is obtainable via (115)

\[
\begin{aligned}
  u(x) &= u^i(x) - \int_G u(x') \nu(x') \cdot \nabla(x') G(x; x') d\gamma(x') \quad \forall x \in \Omega_0,
\end{aligned}
\]

Note that this is not a BIE but rather a boundary-integral representation (BIR) of the field (in the neighborhood for which \( \dot{J}_n(ka) \)). As before, I call attention to the fact that this solution for \( v \) which agrees with the exact SOV solution (110). As before, I call attention to the fact that this solution relies on a 'solution' for \( v \) which can only be obtained at real frequencies that are not in the neighborhood for which \( \dot{J}_n(ka) = 0; \forall n \in \mathbb{Z} \).
4.7 Determination of \( u \) on \( \Gamma \) via the extended boundary condition integral equation (i.e., \( \text{NEBC} \)) for the circular object with Neumann boundary condition

I recall the EBC integral equation expressed in (117)

\[
0 = u^i(x) - \int_{\Gamma} u(x') \nu(x') \cdot \nabla(x') G(x; x') d\gamma(x') ; \quad \forall x \in \Omega_1 .
\]

I choose to sample this equation on \( \Gamma_{in} \subset \Omega_1 \), where \( \Gamma_{in} \) is a circle, with center at the origin \( O \), of radius \( b < a \). Consequently, the polar coordinate expression of (137) is

\[
0 = u^i(b, \theta) + \int_0^{2\pi} u(a, \theta') \frac{\partial}{\partial r'} G(b, \theta; a, \theta') a d\theta' ; \quad \forall \theta \in [0, 2\pi[ .
\]

I employ the following expressions of the Green’s function and \( u^i(b, \theta) \) (on account of the fact that \( b < a < r^* \))

\[
\frac{\partial}{\partial r'} G(b, \theta; a, \theta') = \frac{i}{4} \sum_{l \in \mathbb{Z}} \hat{H}_l^{(1)}(ka) J_l(kb) \exp[i(l - \theta')] , \quad u^i(b, \theta) = \sum_{n \in \mathbb{Z}} A_n J_n(kb) \exp(in\theta) ,
\]

to obtain, by the usual Galerkin procedure

\[
0 = h_m + \sum_{n \in \mathbb{Z}} f_n \left[ \frac{ika\pi}{2} \hat{H}_n^{(1)}(ka) J_n(kb) \right] \delta_{mn} ; \quad \forall m \in \mathbb{Z} ,
\]

wherein \( h_m = A_m J_m(kb) \). As previously, I am confronted with a matrix equation, the matrix of which is of infinite order, diagonal, and singular at a denumerable, infinite set of frequencies for which \( J_n(kb) = 0 ; \quad \forall n \in \mathbb{Z} \) so that this matrix cannot be inverted at these frequencies. At real frequencies not in the neighborhood of these singular frequencies, the solution is, as before

\[
f_n = A_n \left[ \frac{-ika\pi}{2} \hat{H}_n^{(1)}(ka) \right]^{-1} ; \quad \forall n \in \mathbb{Z} ,
\]

which is nothing other than the exact \( \text{SOV} \) solution. It ensues, that at these frequencies the field is as previously within \( \Omega_0 \).

I waive the possibility of solving for \( u \) on \( \Gamma \) via a first-kind integral equation since the problems this BIE method raises are substantially the same as for the second-kind BIE and EBC. Thus I consider next a single method for curing these problems.

4.8 A CBIE scheme (i.e., \( \text{NCBIE} \)) appealing to \( \text{NBIE2} \) and \( \text{NEBC} \)

The point of departure is the two BIE’s:

\[
\frac{1}{2} u(x) = u^i(x) - pv \int_{\Gamma} u(x') \nu(x') \cdot \nabla(x') d\gamma(x') ; \quad \forall x \in \Gamma ,
\]

\[
0 = u^i(x) - pv \int_{\Gamma} u(x') \nu(x') \cdot \nabla(x') d\gamma(x') ; \quad \forall x \in \Gamma_{in} ,
\]
which, (assuming that \( \Gamma \) is the circle \( r = a \)) in polar coordinates, and by choosing \( \Gamma_{in} \) to be a circle centered at the origin \( O \) with radius \( b < a \), take the form:

\[
\frac{1}{2} u(a, \theta) = u'(a, \theta) + \int_0^{2\pi} u(a, \theta') \frac{\partial}{\partial \theta'} G(a, \theta; a, \theta') d\theta' ; \quad \forall \theta \in [0, 2\pi],
\]

\[
0 = u'(b, \theta) + \int_0^{2\pi} u(a, \theta') \frac{\partial}{\partial \theta'} G(b, \theta; a, \theta') d\theta' ; \quad \forall \theta \in [0, 2\pi].
\]

(144)

(145)

Since both equations apply to the same \( \theta \) intervals, I again form a linear combination of the two so as to obtain the single BIE

\[
\frac{1}{2} u(a, \theta) = u'(a, \theta) + \eta u'(b, \theta) + \int_0^{2\pi} u(a, \theta') \left[ \frac{\partial}{\partial \theta'} G(a, \theta; a, \theta') + \eta \frac{\partial}{\partial \theta'} G(b, \theta; a, \theta') \right] d\theta' ; \quad \forall \theta \in [0, 2\pi],
\]

(146)

wherein \( \eta \) is an unspecified scalar constant for the moment and I keep in mind that the integral involving \( \frac{\partial}{\partial \theta'} G(a, \theta; a, \theta') \) is a principal value integral.

I make the expansions:

\[
u(a, \theta) = \sum_{n \in \mathbb{Z}} f_n \exp(i n \theta) , \quad u'(a, \theta) = \sum_{n \in \mathbb{Z}} g_n \exp(i n \theta) , \quad u'(b, \theta) = \sum_{n \in \mathbb{Z}} h_n \exp(i n \theta) ; \quad \forall \theta \in [0, 2\pi],
\]

(147)

and again invoke the Galerkin procedure to obtain

\[
\frac{1}{2} f_m = g_m + \eta h_m + \sum_{n \in \mathbb{Z}} f_n \int_0^{2\pi} d\theta \int_0^{2\pi} d\theta' \frac{a}{2\pi} \left[ \frac{\partial}{\partial \theta'} G(a, \theta; a, \theta') + \eta \frac{\partial}{\partial \theta'} G(b, \theta; a, \theta') \right] \exp[i(n - m) \theta] ; \quad \forall m \in \mathbb{Z}.
\]

(148)

By recalling previous results I find

\[
\frac{\partial}{\partial \theta'} G(a, \theta; a, \theta') + \eta \frac{\partial}{\partial \theta'} G(b, \theta; a, \theta') = \sum_{l \in \mathbb{Z}} \left\{ \frac{1}{4\pi a} + \frac{i k a}{4} \hat{H}_l^{(1)}(ka) [J_l(ka) + \eta J_l(kb)] \right\} \exp[i(\theta - \theta')],
\]

(149)

so that the following matrix equation ensues

\[
\sum_{l \in \mathbb{Z}} E_{mn} f_n = g_m + \eta h_m = A_m [J_m(ka) + \eta J_m(kb)],
\]

(150)

wherein

\[
E_{mn} = \frac{-i k a}{2} \hat{H}_m^{(1)}(ka) [J_m(ka) + \eta J_m(kb)] \delta_{mn}.
\]

(151)

Again, \( E = \{E_{mn}\} \) is an infinite-order, diagonal matrix, but now it is not singular at any real frequency provided \( \eta \) is chosen to be an imaginary scalar constant because the Bessel functions are real at real frequencies. Consequently, with this choice of \( \eta \), the inverse of \( E \) exists at all real frequencies so that

\[
f_n = A_n \left[ \frac{-i k a}{2} \hat{H}_n^{(1)}(ka) \right]^{-1},
\]

(152)

which is nothing other than the exact SOV solution. Thus, this CBIE scheme constitutes a cure for the disease that plagues traditional BIE methods (at least for scattering problems with a Neumann condition on a circular boundary).
4.9 Numerical results for the Neumann boundary circular cylinder via NBIE2 on the one hand, and the cure via NCBIE on the other hand: one source wave incidence

The following figures, i.e., all apply to a traction-free circular cylinder of radius $a = 1000m$, and outside of which $\beta = 2000ms^{-1}$, submitted to the wave radiated by a line source situated at $r^s = 6000m$, $\theta^s = 30^\circ$. The responses (as a function of $f$, $f$ the frequency) are computed by the couples (NBIE2, NCBIE). In NCBIE I choose $b = 500m$ and $\eta = 0 + 1i$ as well as a randomization of the elements of the matrix $E$ just like that of this matrix in NBIE2.

![Figure 56: Transfer functions of displacement at three points on the traction-free boundary.](image)

Figure 56: Transfer functions of displacement at three points on the traction-free boundary. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/\|\text{det}(E(ka))\|$. Lower-case letters and circles correspond to NBIE2 computations, upper-case letters and continuous curves to NSOV (exact) computations. Case $N = 28$, $\epsilon = 10^{-3}$. 
Figure 57: This figure enables the connection of the observed resonance frequencies to the zeros of either $\dot{J}_n(ka)$ (for NBIE2) or $\dot{J}_n(kb)$ (for NEBC). The upper left-hand panel is relative to $1/|J_0(ka)|$ (red), $1/|J_1(ka)|$ (blue), $1/|J_2(ka)|$ (black) whereas the lower left-hand panel is relative to $1/|J_0(ka)J_1(ka)J_0(ka)|$. The upper right-hand panel is relative to $1/|\dot{J}_0(ka)|$ (red), $1/|\dot{J}_1(ka)|$ (blue), $1/|\dot{J}_2(ka)|$ (black) whereas the lower right-hand panel is relative to $1/|\dot{J}_0(ka)\dot{J}_1(ka)\dot{J}_2(ka)|$. As expected, the positions of the lower-frequency resonant features in fig. 56 coincide with the zeros of $J_n(ka)$; $n = 0, 1, 2$ and the first few maxima of $1/\|\det(E(ka))\|$ in fig. 56 are located at the same positions as those of $1/|J_0(ka)J_1(ka)J_2(ka)|$ herein.

Figure 58: Same as fig. 56 of which the present figure is a zoomed version. Case $N = 20$, $\epsilon = 10^{-3}$. 
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Figure 59: Transfer functions of displacement at three points on the traction-free boundary for the same range of frequencies as in the previous figure. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/\|\text{det}(\mathbf{E}(ka))\|$. Lower-case letters and circles correspond to NCBIE2 computations, upper-case letters and continuous curves to NSOV (exact) computations. Case $N = 20$, $\epsilon = 10^{-3}$.

Figure 60: Same as fig. 56 of which the present figure is a zoomed version. Case $N = 24$, $\epsilon = 10^{-3}$.
Figure 61: Same as fig. 59 of which the present figure is a different zoomed version. Case $N = 24$, $\epsilon = 10^{-3}$.

Figure 62: Same as fig. 56 of which the present figure is a zoomed version. Case $N = 28$, $\epsilon = 10^{-3}$.
Figure 63: Same as fig. 59 of which the present figure is a different zoomed version. Case $N = 28$, $\epsilon = 10^{-3}$. 

If account is taken of the scale changes in this set of figures, the latter shows convincingly that the method of cure NCBIE has enabled to eliminate all the resonances appearing in NBIE2. The results of other computations not appearing here here show that NCBIE also enables to eliminate all the resonances appearing in NEBC (which, it will be recalled, occur at frequencies that are generally-different from those at which occur the resonances appearing in NBIE2).

5 The problem of the frequency domain response, to the wave radiated by a line source, of a rigid body canyon

5.1 Equivalence of the canyon problem to the cylinder problem for a specific type of solicitation

Here, I shall demonstrate the equivalence via the boundary integral relations \(36\)-\(37\) relative to a Dirichlet condition on the boundary \(\Gamma\), i.e.,

\[
u(x) = 0 ; \forall x \in \Gamma,
\]

(153)

Recall that this boundary condition implies that the wavefield cannot penetrate within the object, i.e.,

\[
u(x) = 0 ; \forall x \in \Omega_1.
\]

(154)

The BI relations were:

\[
u(x) = \nu^i(x) + \int_{\Gamma} kG(x, x')v(x')d\gamma(x') ; \forall x' \in \Omega_0,
\]

(155)

\[
0 = \nu^i(x) + \int_{\Gamma} kG(x, x')v(x')d\gamma(x') ; \forall x \in \Gamma,
\]

(156)

wherein

\[
v(x') = \frac{1}{k} \nabla(x') \cdot \nabla(x') u(x') ; \forall x \in \Gamma.
\]

(157)

My demonstration will be made only for the case of a circular (radius \(a\)) boundary, but the method (as well as the conclusion to which it leads) is easily generalized to boundaries of other shapes. Consequently, the polar coordinate representations are appropriate, whence:

\[
u(a, \theta) = 0 ; \forall \theta \in [0, 2\pi],
\]

(158)

\[
u(r, \theta) = \nu^i(r, \theta) + \int_{0}^{2\pi} kaG(r, \theta; a, \theta')v(a, \theta')d\theta' ; \forall r > a , \forall \theta \in [0, 2\pi],
\]

(159)

\[
0 = \nu^i(a, \theta) + \int_{0}^{2\pi} kaG(a, \theta; a, \theta')v(a, \theta')d\theta' ; \forall \theta \in [0, 2\pi].
\]

(160)

I first pay attention to \(160\), a consequence of which is

\[
0 = \nu^i(a, \theta) + \nu^i(a, -\theta) + \int_{0}^{2\pi} ka \left[ G(a, \theta; a, \theta') + G(a, -\theta; a, \theta') \right] v(a, \theta')d\theta' ; \forall \in [0, \pi].
\]

(161)
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I assume that the incident wavefield is such that:

\[ 0 = u^i(r, \theta) + u^i(r, -\theta) \; ; \; \forall r \in [0, \infty[ , \; \forall \theta \in [0, \pi] . \]  

(162)

An example of such a wavefield is the one radiated by two out-of-phase line sources located at \((r^s, \theta^s)\) and \((r^s, -\theta^s)\):

\[ u^i(r, \theta) = \frac{i}{4} H_0^{(1)}(k \sqrt{r^2 + (r^s)^2 - 2rr^s \cos(\theta - \theta^s)}) - \frac{i}{4} H_0^{(1)}(k \sqrt{r^2 + (r^s)^2 - 2rr^s \cos(\theta + \theta^s)}) . \]  

(163)

consequently, (161) tells us that

\[ 0 = \int_0^\pi \pi \left\{ \left[ G(a, \theta; a, \theta') + G(a, -\theta; a, \theta') \right] v(a, \theta') + \left[ G(a, \theta; a, 2\pi - \theta') + G(a, -\theta; a, 2\pi - \theta') \right] v(a, 2\pi - \theta') \right\} d\theta' ; \; \forall \theta \in [0, \pi] . \]  

(164)

However

\[ G(r, \theta; a, \theta') = \frac{i}{4} \sum_{l=-\infty}^{\infty} \left[ H(r-a)H_l^{(1)}(kr)J_l(ka) + H(a-r)J_l(kr)H_l^{(1)}(ka) \right] \exp[i(l(\theta - \theta'))] = \]  

\[ \frac{i}{2} \sum_{l=0}^{\infty} \epsilon_l \left[ H(r-a)H_l^{(1)}(kr)J_l(ka) + H(a-r)J_l^{(1)}(kr)H_l^{(1)}(ka) \right] \cos[l(\theta - \theta')] = \]  

\[ \sum_{l=0}^{\infty} F_l(r, a) \cos[l(\theta - \theta')] , \]  

(165)

wherein

\[ F_l(r, a) = \frac{i}{2} \epsilon_l \left[ H(r-a)H_l^{(1)}(kr)J_l(ka) + H(a-r)J_l(kr)H_l^{(1)}(ka) \right] , \; \epsilon_0 = 1 , \; \epsilon_{l>0} = 2 , \]  

(166)

so that (164) becomes

\[ 0 = ka \sum_{l=0}^{\infty} F_l(a, a) \int_0^\pi \left\{ \left[ \cos[\pm(l(\theta - \theta')) + \cos[\pm(l(-\theta - \theta'))] \right] v(a, \theta') + \right\} d\theta' ; \; \forall \theta \in [0, \pi] . \]  

(167)

or

\[ 0 = ka \sum_{l=0}^{\infty} F_l(a, a) \int_0^\pi \left[ \cos[l(\theta - \theta')] + \cos[l(\theta + \theta')] \right] \left[ v(a, \theta') + v(a, 2\pi - \theta') \right] ; \; \forall \theta \in [0, \pi] . \]  

(168)

from which necessarily ensues

\[ v(a, \theta) + v(a, 2\pi - \theta) = 0 ; \; \forall \theta \in [0, \pi] , \]  

(169)

or, equivalently

\[ v(a, \theta) + v(a, -\theta) = 0 ; \; \forall \theta \in [0, \pi] . \]  

(170)
Now I return to (159) which, together with (162), implies that
\[ u(r, \theta) + u(r, -\theta) = \int_0^{2\pi} \left[ G(r, \theta; a, \theta') + G(r, -\theta; a, \theta') \right] v(a, \theta') d\theta' \ ; \ \forall r > a \ , \ \forall \theta \in [0, \pi] \ , \ (171) \]
or, on account of (169)
\[ u(r, \theta) + u(r, -\theta) = \int_0^\pi \left[ G(r, \theta; a, \theta') + G(r, -\theta; a, \theta') - G(r, -\theta; a, 2\pi - \theta') - G(r, -\theta; a, 2\pi + \theta') \right] v(a, \theta') d\theta' \ ; \ \forall r > a \ , \ \forall \theta \in [0, \pi] \ . \ (172) \]
Proceeding as previously leads to
\[
\begin{align*}
u(r, \theta) + u(r, -\theta) &= ka \sum_{l=0}^{\infty} F_l(r, a) \int_0^\pi \left\{ \left[ \cos[l(\theta - \theta')] + \cos[l(-\theta - \theta')] \right] v(a, \theta') - \\
&\quad \left[ \cos[l(\theta - 2\pi + \theta')] - \cos[l(-\theta - 2\pi + \theta')] \right] v(a, 2\pi - \theta') \right\} d\theta' \ ; \ \forall r > a \ , \ \forall \theta \in [0, \pi] \ , \ (173)
\end{align*}
\]
from which finally ensues the general antisymmetry relation
\[ u(r, \theta) + u(r, -\theta) = 0 \ ; \ \forall r > a \ , \ \forall \theta \in [0, \pi] \ , \ (174) \]
and the particular relations
\[ u(r, 0) = 0 \ ; \ \forall r > a \ , \ (175) \]
\[ u(r, \pi) = 0 \ ; \ \forall r > a \ . \ (176) \]
Now refer to fig. 64. Eqs. (153), (176) and (175) relative to the circular cylinder body submitted to the two line sources entail
\[ u(x) = 0 \ ; \ \forall x \in \Gamma^- \ , \ u(x) = 0 \ ; \ \forall x \in \Gamma_l \ , \ u(x) = 0 \ ; \ \forall x \in \Gamma_r \ , \ (177) \]
respectively, which amount to the composite Dirichlet boundary condition for the semi-circular cylindrical canyon submitted to the bottom line source of the previous pair
\[ u(x) = 0 \ ; \ \forall x \in \Gamma_{canyon} \ . \ (178) \]
Since the only region in which the field is non-nil in the canyon configuration is \( \Omega_0 \), and the 'exterior boundary' of this region is a semi-circle of infinite radius on which a radiation condition prevails in the circular cylinder problem, the same is necessarily true for the semi-circular canyon problem. Moreover, the field in both problems satisfies the same partial differential equation which leads to the two BI equations (159)-(160). Thus the necessary conclusion is that the two configurations in fig. 64 are rigorously-equivalent as concerns the wavefield on \( \Gamma_l, \Gamma^- , \Gamma_r \) (which is nil as befits a Dirichlet boundary condition), and in \( \Omega_0 \), this being true only if the solicitation (due to two line sources for the cylinder and one lower line source of this pair for the semi-cylinder) is such as to satisfy (162).
Figure 64: Cross section view of two scattering configurations. The left-hand configuration is relative to a circular (radius $a$) cylinder submitted to the wavefield radiated by two line sources located at $(r^s, \theta^s)$ and $(r^s, -\theta^s)$. The right-hand configuration is relative to a semi-circular (radius $a$) canyon submitted to the wavefield radiated by one line source located at $(r^s, \theta^s)$. The circular ($\Gamma_{\text{circle}} = \Gamma^- \cup \Gamma^+$) boundary of the cylinder and semi-circular portion ($\Gamma^+$) portion, as well as the left-hand ($\Gamma_l$) and right-hand ($\Gamma_r$) straight portions, of the canyon boundary $\Gamma_{\text{canyon}}$ are the locus of either Dirichlet or Neumann conditions. The regions interior (impervious to the wavefield) and exterior to $\Gamma_{\text{circle}}$ are $\Omega_1 = \Omega_1^+ \cup \Omega_1^-$ and $\Omega_0 = \Omega_0^+ \cup \Omega_0^-$ respectively. The 'exterior boundaries' of $\Omega_0^+$ and $\Omega_0^-$ can be considered to be semi-circles of infinite radius. The wavefield is non-nil only in the region $\Omega_0^-$ underneath the canyon boundary $\Gamma_{\text{canyon}} = \Gamma_l \cup \Gamma^- \cup \Gamma_r$. 

5.2 Numerical results for the canyon configuration with a Dirichlet (rigid body) boundary condition

Since this problem is of less interest in the geophysical context, I shall not pursue it any further, and prefer to henceforth concentrate my attention on the canyon configuration with a Neumann boundary condition.

6 The problem of the frequency domain response, to the wave radiated by a line source or to a plane wave, of a stress-free boundary canyon

The case of plane-wave solicitation is treated in exactly the same way as for source-wave solicitation, with the $u^i$ in all formulae replaced by the explicit relation (for a single incident plane wave, and in polar coordinates)

$$u^i(x) = \exp(ikr \cos(\theta - \theta^i)) ,$$

wherein $\theta^i$ is the (incident) angle between the $x$-axis and the head of the incident wavevector. The Fourier series form of this wave is ((9.1.41) in [II])

$$\exp(ikr \cos(\theta - \theta^i)) = \sum_{l=-\infty}^{\infty} A_l J_l(kr) \exp(il\theta) ,$$

in which

$$A_l = i^l \exp(-il\theta^i) .$$

6.1 Equivalence of the canyon problem to the cylinder problem for a specific type of solicitation

Here, I shall demonstrate the equivalence via the boundary integral relations (115)-(116) relative to Neumann condition on the boundary $\Gamma$, i.e.,

$$\nu(x) \cdot \nabla(x) u(x) = 0 ; \forall x \in \Gamma ,$$

Recall that this boundary condition implies that the wavefield cannot penetrate within the object, i.e.,

$$u(x) = 0 ; \forall x \in \Omega_1 .$$

The BI relations were:

$$u(x) = u^i(x) - \int_{\Gamma} u(x')\nu(x') \cdot \nabla(x')G(x;x')d\gamma(x') ; \forall x \in \Omega_0 ,$$

$$\frac{1}{2}u(x) = u^i(x) - pv \int_{\Gamma} u(x')\nu(x') \cdot \nabla(x')G(x;x')d\gamma(x') ; \forall x \in \Gamma ,$$
My demonstration will be made only for the case of a circular (radius $a$) boundary, but the method (as well as the conclusion to which it leads) is easily generalized to boundaries of other shapes. Consequently, the polar coordinate representations are appropriate, whence:

$$\frac{1}{2}u(a, \theta) = u^i(a, \theta) + pv \int_0^{2\pi} u(a, \theta') \frac{\partial}{\partial \theta'} G(a, \theta; a, \theta') d\theta' \ ; \ \forall \theta \in [0, 2\pi] ,$$  \hspace{1cm} (186)

I assume that:

$$u^i(r, \theta) - u^i(r, \theta) = 0 ; \ \forall r \in [0, \infty[, \ \forall \theta \in [0, \pi] .$$  \hspace{1cm} (187)

An example of such a solicitation is that of the wavefield radiated by two in-phase line sources:

$$u^i(r, \theta) = \frac{i}{4} H_0^{(1)}(k |r^2 + (r^*2) - 2rr^* \cos(\theta - \theta^*)|) + \frac{i}{4} H_0^{(1)}(k |r^2 + (r^*)^2 - 2rr^* \cos(\theta + \theta^*)|) .$$  \hspace{1cm} (188)

Consequently, (186) gives rise to:

$$u(a, \theta) - u(a, -\theta) = pv \int_0^{2\pi} 2au(a, \theta') \left[ \frac{\partial}{\partial \theta'} G(a, \theta; a, \theta') - \frac{\partial}{\partial \theta'} G(a, -\theta; a, \theta') \right] d\theta' ; \ \forall \theta \in [0, \pi] ,$$  \hspace{1cm} (189)

I now make use of (18) to obtain (in the sense of its use in the $pv$ integral)

$$2a \frac{\partial}{\partial \theta'} G(a, \theta; a, \theta') = \frac{ika}{2} \sum_{l=-\infty}^{\infty} \left[ -i \frac{l}{ka\pi} + \hat{H}_l^{(1)}(ka) J_l(ka) \right] \exp[il(\theta - \theta')] =$$

$$\frac{1}{2\pi} \sum_{l=-\infty}^{\infty} \exp[il(\theta - \theta')] + \sum_{l=0}^{\infty} \frac{ikt}{2} \hat{H}_l^{(1)}(ka) J_l(ka) \cos[l(\theta - \theta')] =$$

$$\frac{1}{2\pi} \sum_{l=-\infty}^{\infty} \exp[il(\theta - \theta')] + \sum_{l=0}^{\infty} \mathcal{F}_l \cos[l(\theta - \theta')] ,$$  \hspace{1cm} (190)

wherein

$$\mathcal{F}_l(a, a) = \frac{ikt}{2} \hat{H}_l^{(1)}(ka) J_l(ka) = \mathcal{F}_{-l}(a, a) .$$  \hspace{1cm} (191)

The Poisson sum formula (10) tells us that

$$\frac{1}{2\pi} \sum_{l=-\infty}^{\infty} \exp[il(\theta - \theta')] = \sum_{l=-\infty}^{\infty} \delta(\theta - \theta' + 2l\pi) ,$$  \hspace{1cm} (192)

so that

$$u(a, \theta) - u(a, -\theta) = \sum_{l=-\infty}^{\infty} \int_0^{2\pi} u(a, \theta') \left[ \delta(\theta - \theta' + 2l\pi) - \delta(-\theta - \theta' + 2l\pi) \right] d\theta' +$$

$$\sum_{l=0}^{\infty} \mathcal{F}_l(a, a) \int_0^{2\pi} u(a, \theta') \left[ \cos[l(\theta - \theta')] - \cos[l(-\theta - \theta')] \right] d\theta' ; \ \forall \theta \in [0, \pi] ,$$  \hspace{1cm} (193)
which, by the sifting property of the Dirac delta distributions, becomes
\[
0 = \sum_{l=0}^{\infty} F_l(a, a) \int_{0}^{2\pi} u(a, \theta') \left[ \cos[l(\theta - \theta')] - \cos[l(-\theta - \theta')] \right] d\theta' ; \ \forall \theta \in [0, \pi[ , \tag{194}
\]
or,
\[
0 = \sum_{l=0}^{\infty} F_l(a, a) \int_{0}^{\pi} \left\{ u(a, \theta') \left[ \cos[l(\theta - \theta')] - \cos[l(-\theta - \theta')] \right] + u(a, 2\pi - \theta') \left[ \cos[l(\theta - 2\pi + \theta')] - \cos[l(-\theta - 2\pi + \theta')] \right] \right\} d\theta' = \\
\sum_{l=0}^{\infty} F_l(a, a) \int_{0}^{\pi} \left[ u(a, \theta') - u(a, 2\pi - \theta') \right] \left[ \cos[l(\theta - \theta')] - \cos[l(-\theta - \theta')] \right] d\theta' ; \ \forall \theta \in [0, \pi[ , \tag{195}
\]
from which I deduce necessarily that
\[
u(a, \theta') - u(a, 2\pi - \theta') = 0 ; \ \forall \theta \in [0, \pi[[ \tag{196}
\]
or equivalently
\[
u(a, \theta') - u(a, -\theta') = 0 ; \ \forall \theta \in [0, \pi[ . \tag{197}
\]
Now return to (184), which, together with (187), implies that
\[
u(r, \theta) - u(r, -\theta) = \int_{0}^{2\pi} u(a, \theta') a \left[ \frac{\partial}{\partial r'} G(r, \theta; a, \theta') - \frac{\partial}{\partial r'} G(r, -\theta; a, \theta') \right] d\theta' ; \ \forall r > a , \ \forall \theta \in [0, \pi[ , \tag{198}
\]
I make use of:
\[
a \frac{\partial}{\partial r'} G(r > a; a, \theta') = \frac{i k a}{4} \sum_{l=-\infty}^{\infty} H^{(1)}_{l}(kr) J(ka) \exp[i l(\theta - \theta')] = \sum_{l=0}^{\infty} G_l(r, a) \cos[l(\theta - \theta')] , \tag{199}
\]
wherein
\[
G_l(r, a) = G_{-l}(r, a) = \frac{i k a}{4} H^{(1)}_{l}(kr) J(ka) , \tag{200}
\]
so that
\[
u(r, \theta) - u(r, -\theta) = \sum_{l=0}^{\infty} G_l(r, a) \int_{0}^{2\pi} u(a, \theta') \left[ \cos[l(\theta - \theta')] - \cos[l(-\theta - \theta')] \right] d\theta' ; \ \forall r > a , \ \forall \theta \in [0, \pi[ , \tag{201}
\]
which, after making use of (196), becomes
\[
u(r, \theta) - u(r, -\theta) = \sum_{l=0}^{\infty} G_l(r, a) \int_{0}^{\pi} u(a, \theta') \left[ \cos[l(\theta - \theta')] - \cos[l(-\theta - \theta')] + \right. \\
\cos[l(\theta - 2\pi + \theta')] - \cos[l(-\theta - 2\pi + \theta')] \left. \right] d\theta' ; \ \forall r > a , \ \forall \theta \in [0, \pi[ , \tag{202}
\]
from which finally ensues the general symmetry relation
\[
u(r, \theta) - u(r, -\theta) = 0 ; \ \forall r > a , \ \forall \theta \in [0, \pi[ , \tag{203}
\]
and the particular relations
\[
\frac{\partial}{\partial \theta} u(r,0) = 0 \quad \forall r > a ,
\]
\[
\frac{\partial}{\partial \theta} u(r,\pi) = 0 \quad \forall r > a .
\]

Again refer to fig. Eqs. (182), (205) and (204) relative to the circular cylinder body submitted to the two line sources entail
\[
\nu(x) \cdot \nabla(x) u(x) = 0 \quad \forall x \in \Gamma^-, \quad \nu(x) \cdot \nabla(x) u(x) = 0 \quad \forall x \in \Gamma_l , \quad \nu(x) \cdot \nabla(x) u(x) = 0 \quad \forall x \in \Gamma_r ,
\]
respectively, which amount to the composite Dirichlet boundary condition for the semi-circular cylindrical canyon submitted to the bottom line source of the previous pair
\[
\nu(x) \cdot \nabla(x) u(x) = 0 \quad \forall x \in \Gamma_{canyon} .
\]

Since the only region in which the field is non-nil in the canyon configuration is \(\Omega^-\), and the ‘exterior boundary’ of this region is a semi-circle of infinite radius on which a radiation condition prevails in the circular cylinder problem, the same is necessarily true for the semi-circular canyon problem. Moreover, the field in both problems satisfies the same partial differential equation which leads to the two BI equations (184)-(185). Thus the necessary conclusion is that the two configurations in fig. are rigorously-equivalent as concerns the wavefield on \(\Gamma_l, \Gamma^-, \Gamma_r\) (the normal derivative of which is nil as befits a Neumann boundary condition), and in \(\Omega^-\), this being true only if the solicitation (due to two line sources for the cylinder and one lower line source of this pair for the semi-cylinder) is such as to satisfy (187).
6.2 Numerical results for the canyon configuration with a Neumann boundary condition and one plane wave incidence: NBIE2 cured by NCBIE

In all the following figures, i.e., figs 65-72, the semi-circular cylindrical canyon of radius $a = 1000m$ is solicited by a normally-incident plane wave (i.e., $\theta^i = 90^\circ$). The incident wave propagates in the lower (i.e., negative $y$) half space in which the bulk wave velocity is $\beta = 2000ms^{-1}$. In the computations involving NCBIE, $b = 500m$ and $\eta = 0 + 1i$.

Figure 65: Transfer functions of displacement at three points on the traction-free boundary of the canyon. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/||\text{det}(E(ka))||$. Lower-case letters and circles correspond to NBIE2 computations, upper-case letters and continuous curves to NSOV (exact) computations. Case $N = 24$, $\epsilon = 10^{-3}$. Compare the curve in the lower left panel to the corresponding full curve in fig. 16 of [54]. Note that Sills exhibits no 'resonance'. However, the resonances in the present figure also appear in our fig. 2 herein. This is also true for the determinants in the upper right-hand panels of the present figure as well as of fig. 2 herein, which shows that the resonances of these two figures have the same origin, i.e., that of the singularities of the matrix representing the discretized/projected second-kind integral equation.
Figure 66: This figure enables the connection of the observed resonance frequencies to the zeros of either $\hat{J}_n(ka)$ (for NBIE2) or $\hat{J}_n(kb)$ (for NEBC). The upper left-hand panel is relative to $1/|J_0(ka)|$ (red), $1/|J_1(ka)|$ (blue), $1/|J_2(ka)|$ (black) whereas the lower left-hand panel is relative to $1/|J_0(ka)J_1(ka)J_2(ka)|$. The upper right-hand panel is relative to $1/|\dot{J}_0(ka)|$ (red), $1/|\dot{J}_1(ka)|$ (blue), $1/|\dot{J}_2(ka)|$ (black) whereas the lower right-hand panel is relative to $1/|\dot{J}_0(ka)\dot{J}_1(ka)\dot{J}_2(ka)|$. As expected, the positions of the lower-frequency resonant features in fig. 65 coincide with the zeros of $J_n(ka)$; $n = 0, 1, 2$ and the first few maxima of $1/|\text{det}(E(ka))|$ in fig. 65 are located at the same positions as those of $1/|J_0(ka)J_2(ka)|$.

Figure 67: Same as fig. 65 of which this is a zoomed version. Case $N = 20$, $\epsilon = 10^{-3}$. 
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Figure 68: Transfer functions of displacement at three points on the traction-free boundary of the canyon. The upper left-hand, lower left-hand, lower right-hand panels are for the transfer functions at $\theta = 180^\circ$, $\theta = 270^\circ$, $\theta = 360^\circ$, respectively. The upper right-hand panel depicts $1/\|\text{det}(E(ka))\|$. Lower-case letters and circles correspond to NCBIE computations, upper-case letters and continuous curves to NSOV (exact) computations. Case $N = 20$, $\epsilon = 10^{-3}$. 
Figure 69: Same as fig. 65 of which this is another zoomed version. Case $N = 28$, $\epsilon = 10^{-3}$.

Figure 70: Same as fig. 68 for a different zoom. Case $N = 28$, $\epsilon = 10^{-3}$.
Figure 71: Same as fig. [65] of which this is another zoomed version. Case $N = 28$, $\epsilon = 10^{-3}$.

Figure 72: Same as fig. [68] for a different zoom. Case $N = 28$, $\epsilon = 10^{-3}$.
These figures show that the NCBIE cure effectively eliminates all the resonances observed as a consequence of the use of NBIE2. The same is of course true as concerns the resonances of NEBC.

7 Conclusion

This study has enabled to discover that resonances that we shall qualify as 'spurious' are ubiquitous in wave scattering problems whose solution is sought by a boundary integral equation technique. Moreover, the number of such resonances increases with frequency, so that beyond the low-frequency regime their existence poses a serious problem (that we have termed 'disease'). Consequently, it is extremely important to find ways of eliminating these resonances in a rational (the first scheme of Nowak [44] is not of this nature), although convenient manner. The rationality of the technique must be such that no a priori knowledge (which is the usual case for scattering bodies of arbitrary shape) of the frequencies of occurrence of these resonances be required, . The CBIE techniques described in this study fulfill these requirements, in spite of the fact that they involve the Bessel and Hankel functions that are specific to bodies with circular or semicircular boundaries. Actually, this feature is not fundamental: what is fundamental is to combine two integral equations (such as of the first and second kind) into a single integral equation and this can be done for bodies of arbitrary shape.

Having said this, I now re-voke the question of whether these resonances should be qualified as spurious. This question is very important because there might exist situations (e.g., for a hill instead of a canyon) in which so-called spurious (physically-unreal) and physically-real resonances co-exist: then how to decide which are unreal and which are real, and how to eliminate the former without eliminating the latter? In the problems treated herein, the situation does not appear to be that of the existence of these two types of resonances, so that the question remains of how to be sure that the resonances observed in our study are really spurious.

Suppose that we have at our disposition two methods for solving a given scattering problem and that we have every reason to believe that both are theoretically-rigorous (this does not exclude differences at the numerical level). By proceeding to solve (usually by numerical means) our scattering problem we expect that the two solutions should be identical within the limits posed by numerical error. Since these two solutions are then not strictly identical it can be argued that they are theoretically different. To avoid this argument, suppose that we can solve our two integral equations without relying on numerical means. This was the case I chose in this study, since the problems I treated were all solved in closed-form via a Galerkin technique applied to the various integral equations. Consequently, I was able to show that the explicit solutions of different integral equations give rise to expressions for the traction (or boundary displacement) that are radically-different. In fact, I found that one of these expressions gives rise to resonances at one set of frequencies and the other expression to resonances at another (different) set of frequencies. Of course, this is not an admissible situation if it is recalled that the two integral equations are solving the same physical problem. For this reason, the only reasonable conclusion is that both explicit relations resulting from these two integral equations are 'wrong' in a certain sense (this being related to the singular nature of a certain diagonal matrix $E$ entering into these expressions), or what amounts to the same, the resonances, which turn out to manifest themselves not only theoretically, but also numerically, are spurious, i.e., pure consequences of the choices I made of my integral equations. To make this argument even more convincing I then showed that by combining these integral equations in a certain rigorous manner enables once again the obtention of a closed-
form solution (identical to the well-known separation-of-variables solution which constitutes the reference) in which the aforementioned singularity of $E$ is absent and consequently all resonances are absent.

Last, but not least, I think it useful to recall that although the issue of spurious resonances has apparently not stirred the curiosity of the elastic wave community (excepting Nowak and Hall) it is without doubt strongly-connected with themes as important to the applications-oriented elements of this community as: a) non-destructive testing of, and prediction of stress concentration, in surface-breaking cracks, b) effects of vibrations (generated by machines and vehicles or those associated with seismic waves) in underground cavities such as mine shafts, subway tunnels, etc., c) the design of open trenches to protect buildings and industrial facilities from earthquake damage, d) the prediction of the possible effects of seismic waves on structures such as buildings, dams and bridges that are planned to be built in sites with large and/or deep topographic depressions (i.e., valleys, canyons,...). This is the main reason why my study focused on the prototypical problem of (the seismic response of) canyons, even though Richard Ford [26] might think this to be of no use;

"Though it was exactly, he thought, staring mutely out at the flat Brown plateau and the sheer drop straight off the other side–how far away, you couldn’t tell, since perspective was screwed up–it was exactly what he’d expected from the pictures in High school. It was a tourist attraction. A thing to see. It was plenty big. But twenty jillion people had already seen it, so that it felt sort of useless. A negative. Nothing like the ocean, which had a use. Nobody needed the Grand Canyon for anything. At its most important, he guessed, it would be a terrific impediment to somebody wanting to get to the other side.."  
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