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Abstract

Missing data is one of the factors often causing incomplete data in research. Data normalization and missing value handling were considered major problems in the data pre-processing stage, while classification algorithms were adopted to handle numerical features. Furthermore, in cases where the observed data contains outliers, the missing values’ estimated results are sometimes unreliable, or even differ greatly from the true values. This study aims to proposed combination of normalization and outlier removal’s before imputing missing values using several methods, mean, random value, regression, multiple imputation, KNN, and C3-FA. Experimental results on the sonar dataset show normalization and outlier removal’s effect in these imputation methods. In the proposed C3-FA method, this produced accuracy, F1-Score, Precision, and Recall values of 0.906, 0.906, 0.908, and 0.906, respectively. Based on the KNN classifier evaluation results, this value outperformed the other five (5) methods. Meanwhile, the results for RMSE, Dks, and r obtained from combining normalization and outlier removal’s in the C3-FA method were 0.02, 0.04, and 0.935, respectively. This shows that the proposed method is able to reproduce the real values of the data or the prediction accuracy and maintain the distribution of the values or the distribution accuracy.
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1. Introduction

When people consider the heterogeneity of certain sources, the specificity of the source becomes clearer. For example, data streams from a sensor network can be characterized in terms of their quality by the fact that data are often missing and, if they are not missing, are potentially exposed to significant noise and calibration effects[1]. In most research, missing value is a common and serious problem, often leading to biased, inaccurate, and unreasonable conclusions, in cases of inappropriate handling [2–11]. Currently, available analytical methods only have the capacity to work with complete data [12–15]. Thus, missing data-related problems present research opportunities to obtain the right technique to serve as a solution [16].
In classification problems, missing values is a general weakness with the capacity to produce ineffective prediction system results [12,17,18]. Therefore, ignoring missing data affects analysis results [2,9,19–21], learning outcomes, as well as prediction results on collaborative prediction problems [22], and even has the potential to weaken results and conclusion validities [4,21]. In the predictive model, incorrect selection of the missing data handling method tends to affect the model’s performance [9,23] as well as the classifiers’ accuracy and performance [24]. Previous studies have produced a class center-based adaptive approach model for imputing missing data [25], as the development of methods by considering correlation [26]. However, these studies failed to consider data normalization and outlier detection before performing the imputation process.

Previous research results show that feature normalization has an important impact on classification accuracy. [27–30]. In a dataset with numeric feature attributes, data normalization and processing of missing values are regarded as the main problems in the preprocessing stage. [31]. The normalized mean interpolation method is developed to solve the missing data value in numerical data sets [32]. Numerous studies have separately analyzed the effects of various normalization techniques and strategies for dealing with missing value on classification performance. However, only a few study have rated the effects combining the two [31]. Applying data normalization has a significant impact on classification performance and greatly improves the performance of the KNN imputation method [33]. Previous studies have also shown combining normalization and imputation using the mean, produces more accurate than traditional mean and median methods. [32].

The model-driven imputation algorithm requires that the observable data has no missing values in the dataset, so the characteristics of the observable data directly affect the results of the imputation [34]. Training data usually contains noisy data or outliers that will affect the final performance of the trained model [35,36]. From an instance selection perspective, the dataset is bound to contain some noisy data or outliers, being observed for missing value imputations. Thus, instance selection is conducted to filter out some noisy data, as well as unrepresentative outliers from a given (training) dataset, and the selection’s performance must be assessed before imputing missing values [34]. Meanwhile, in the linear regression method, ordinary least squares (OLS) are used to estimate the model’s parameters. However, the presence of outliers makes the estimation of these parameters unreliable [37]. Thus, the imputation result is not good enough to fulfill the given precision [38], and has a negative effect on the values entered for missing data [39]. Outlier handling must therefore be performed before imputation, to solve this problem [38,39]. The classical method is unable to accurately conduct imputation in the presence of outliers [40], thus, researchers suggest several imputation methods to overcome these problems [39,41–43].
This study aims to propose a combination of normalization and outlier removal’s effects on several imputation methods, and compare the results with the class center-based adaptive approach model for missing data imputation conducted in the previous research. Furthermore, this study’s novelty is an evaluation of normalization and outlier detection combination’s impact on several missing data imputation methods. Also, no previous studies have used this combination simultaneously in an adaptive model of missing data imputation, based on the class center. The combination of outlier detection and normalization in the Firefly Algorithm for handling missing data based on class center is an efficient technique to obtain the data’s true value, and maintain the true data values’ distribution.

In this study, part II discusses analysis relating to missing data, including methods for handling missing data, normalization and outlier detection’s effects on imputation methods, including the FA algorithm to be used in the imputation process and evaluation model applied. In addition, part III contains experimental results discussions discussing the stages of the research being conducted, while part IV contains the discussion and conclusions.

2. Related Work

A. Methods for Handling Missing Data

The method of dealing with missing data largely depends on the data type and requirements. There are two imputation methods: statistics and machine learning [44,45]. The statistical methods widely used in previous studies are Expectation maximization (EM), Linear regression (LR), Least squares (LS), and mean/mode.

![Fig 1. Distribution of the number of studies using EM, LR, LS, and meanemode techniques [46].](image-url)
Meanwhile, the commonly used machine learning methods are Decision tree (DT), clustering, K-nearest neighbor (KNN), and Random forest (RF) [46].

**Fig 2.** Distribution of the number of studies using DT, clustering, KNN, and RF techniques [46].

Among the various machine learning algorithms, the KNN algorithm is widely used to suggest missing data due to its simple implementation and relatively high accuracy [15, 44, 47–49].

**B. Normalization and Outlier Detection in Missing Data Imputation Algorithm**

Three mandatory technical issues that must be considered in the process of inputting missing data, selecting experimental data sets, methods used, and evaluating imputation results is shows in Figure 3 [46].

**Fig 3.** The experimental design procedure for missing data imputation experimental [46].

In addition, the choice of the experimental data set is related to the problem area, the filling of test data, the type of test data, the type of missing data mechanism (MCAR, MAR, MNAR) and percentage (missing rate). According to Lin and Tsai (2020), the normalization and outlier detection’s consideration has not been discussed
in the review paper "Missing value imputation: a review and analysis of the literature (2006-2017)". The effect of normalization and/or various techniques for handling the missing value strategy on classification performance separately, has been extensively conducted in previous research. However, only a few studies have assessed the effects of the simultaneous combination of standardization and missing data handling methods (Alshdaifat et al., 2021). Previous studies have also shown combining normalization and imputation techniques produces better accuracy values [32,33,50].

In addition to normalization in pre-processing, outliers significantly influence the statistical estimation process (for instance, the sample mean and standard deviation), resulting in either excessively high or excessively low values [51]. Several missing data imputation methods including mean, linear regression, multiple, and class center-based, utilize the mean value. Generally, the training data contains noisy data or outliers with the ability to reduce the learning model’s final performance [35,36]. Therefore, it is necessary to select instances in the observed data set for imputation of missing values and to determine the performance of the selection of instances from the observed data set prior to that imputation [34]. Meanwhile, other studies state outliers play an important role in the imputation method’s performance. In cases where a dataset contains outliers, mixed models with high flexibility are able to produce deviations from the true data pattern [52].

Also, previous studies reported imputation results to be strongly influenced by the presence of outliers [37–39]. Therefore, outlier handling must be conducted before imputation [38,39]. Currently, the classical method is unable to perform imputation accurately in the presence of outliers [40], however, various methods have been proposed as a solution to this problem [39,41–43]

C. **Class center-based firefly algorithm for handling missing data**

The pattern of fireflies with a lower light intensity was used and approximated the group of fireflies with a lower intensity when the missing data was entered. Fireflies with less light are analogous to the missing data attribute, while the intensity counterparts that are brighter are analogous to the complete data attribute. Also, the class center, as the basis of the imputation is used as the objective function \( f(x) \), and therefore serves as the prefix in determining the value of \( I(x) \).

The pseudocode below summarizes the Firefly Algorithm’s main steps for handling missing value based on class center [25].
1. Incomplete data sets are divided into complete and incomplete subsets.

2. Calculate the class center, \( (centD_i) \) and standard deviation \( (std) \) for each class \( i \) of the complete subset.

3. Calculate the distance between class center \( centD_i \) and other data samples in class \( i \), using the Euclidean distance.

\[
\text{Dis}(cent(D_i), j) = \sqrt{(x_i - cent(D_i))^2} \tag{1}
\]

4. Compute attribute correlations \((R)\) for the complete subset.

\[
R_{n,m} = \frac{n \sum x_i x_j - (\sum x_i)(\sum x_j)}{\sqrt{n \sum x_i^2 - (\sum x_i)^2}(n \sum x_j^2 - (\sum x_j)^2)} \tag{2}
\]

5. For each attribute in the incomplete dataset, a value \((x)\) is calculated based on the objective function \( f(x) \) and class center values.

\[
I(x) = \frac{1}{\text{cent}(D_i)} \tag{3}
\]

6. Find a value \( I(x) = \frac{1}{x_i} \) the greatest value \( I(x) = \frac{1}{\text{centD}_i} \). In cases where there is data containing the largest \( I(x) \), update the data movement \( x^4_{i,\text{new}} \) using the following movement equation with the assumptions \( \beta_0 = 1 \), \( r = \text{Dis}(cent(D_i), j) \) and \( \alpha \in [0,1] \).

a. The formula below is used in cases where the class center value \( (\text{CentD}_i) \) of the attribute containing missing data is equal to the correlated attribute data’s \( \text{CentD}_i \).

\[
x^4_{i,\text{new}} = x^4_{i,\text{old}} + \beta_0 e^{-\gamma r} \left[ \text{centD}_i - x^4_{i,\text{old}} \right] + \alpha \left( \text{rand} - \frac{1}{2} \right) \tag{4} \text{ with } \gamma = \text{centD}_i
\]

b. In cases where the \( \text{CentD}_i \) of the attribute with missing data is below the correlated attribute data’s \( \text{CentD}_i \), the formula below is used.

\[
x^4_{i,\text{new}} = x^4_{i,\text{old}} + \beta_0 e^{-\gamma r} \left| \text{centD}_i - x^4_{i,\text{old}} \right| + \alpha \left( \text{rand} - \frac{1}{2} \right) \tag{5} \text{ with } \gamma = \left( \frac{\text{centD}_i}{R} \right) + |\text{diff of centD}_i|
\]

c. The formula below is used in cases where the \( \text{CentD}_i \) of the attribute containing missing data is greater, compared to the correlated attribute data’s counterpart.
\[ x_{i, \text{new}}^k = x_{i, \text{old}}^k + \beta_0 e^{-\gamma} \left[ \text{centD}_i - x_{i, \text{old}}^k \right] + \alpha \left( \text{rand} - \frac{1}{2} \right) \] (6) with \[ \gamma = (\text{centD}_i \times R) - |\text{diff of centD}| \]

7. Analyze the imputation’s result by comparing the distance between the data and class center obtained from the previous imputation value + - stdev. This result is determined based on the closest distance.

D. Performance evaluation

To observe the effect of normalization and outlier detection on several imputation methods, evaluation of machine learning models, for instance, AUC, Precision, Recall, and F1-Score based on the Confusion Matrix, are used. This matrix is a very popular method for solving classification problems, and is suitable for binary classification problems and classification problems with multiple classes [53].

Table 1. Confusion matrix for binary classification.

| Predictions | Actual     |   |
|-------------|------------|---|
|             | Positive   | Negative |
| Positive    | TP         | FP   |
| Negative    | FN         | TN   |

The confusion matrix represents the predicted and actual state of the data generated by the machine learning algorithm. Precision is the relationship between true positive prediction and overall positive prediction.

\[ \text{Precision} = \frac{TP}{TP + FP} \] (7)

Meanwhile recall (Sensitivity) is the relationship between the true positive prediction and the overall true positive data.

\[ \text{Recall} = \frac{TP}{TP + FN} \] (8)

The F1 Score is a weighted average comparison of precision and recall.

\[ \text{F1 Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \] (9)

AUC (Area under the Curve) is the ROC (Receiver Operating Characteristic), a curve depicting probability with sensitivity and specificity variables, with a limit value between 0 and 1. This area provides an overview of the
model’s overall top measurement suitability, and is a standard measure used to indicate the prediction result’s quality [54].

In addition to using machine learning evaluation models, for instance, models based on the Confusion Matrix, the proposed imputation method is to be evaluated based on two factors, Predictive Accuracy (PAC), concerned with the imputation technique’s efficiency in obtaining the true data value, and Distributional Accuracy (DAC). For the PAC assessment, two measures, Pearson Correlation Coefficient (r) and Root Mean-Squared Error (RMSE), are used [55,56].

Pearson's correlation coefficient uses variance to measure the correlation between the imputed and actual values, and the degree to which data points tend to deviate from the mean [57]. An effective imputation method should be close to 1[55,56]. In cases where \( x \) is the attribute value in the complete data and \( \hat{x} \), the correlation coefficient is calculated according to the formula (10).

\[
\rho = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(\hat{x}_i - \bar{x})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (\hat{x}_i - \bar{x})^2}}
\]  

The root mean square error (RMSE) is a well-known main criterion used to compare the performance of prediction methods by measuring the difference between the estimated value of a given characteristic and the baseline value. In this case, a value closer to 0 results in better imputation [54], [55].

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \hat{x}_i)^2}
\]  

In addition, DAC represents the technical ability to maintain the actual distribution of data values and was assessed in this study using the Kolmogorov-Smirnov Distance (D_{KS}). In cases where \( F_x \) and \( \hat{F}_x \) are the empirical cumulative distribution function of \( x \) and \( \hat{x} \), use equation (12) to calculate DKS, and a smaller distance value indicates a better interpolation result [55,56].

\[
D_{KS} = \left| F_x - \hat{F}_x \right|
\]

Subsequently, the complete dataset results’ classification accuracy was analyzed, using several calibration algorithms, known as k-Nearest Neighbor (KNN). As shown in Figure 4, the KNN algorithm is selected based on
the review results of previous studies, where a classifier is usually used to evaluate the effectiveness of the interpolation algorithm.

![Graph showing classifiers and their distributions](image)

**Fig 4.** The Classifier used in previous studies [46].

### 3. Experimental Results

In this study, the first stage was selecting the Sonar dataset obtained from the UCI Machine Learning Repository (www.arsip.ics.uci.edu/ml) and Kaggle Datasets (www.kaggle.com/datasets). Subsequently, a normality analysis was performed using the Shapiro-Wilk and Kolmogorov-Smirnov methods, to determine whether the data to be analyzed is normally distributed or not. In the analysis, data was regarded as normally distributed, in cases where a significance value above 0.05 (sig.> 0.05) is obtained. According to the test results, the sonar dataset data is not normally distributed. Figure 5 shows the next research stages.

![Diagram illustrating the proposed method](image)

**Fig 5.** Proposed Method
Subsequently, the sonar dataset tested for normality is subjected to an amputation process, where 40% of the data is removed using the MCAR mechanism. A study by Schouten et al., (2018) show an important aspect of missing data research produces missing values in the complete data set, through the amputation procedure [58].

Algorithm 1. Generate missing values with R

```r
library(MASS)
library(VIM)
library(mice)
library(lattice)
library(readxl)

options(max.print = 1000)

ampute_sonar <- ampute(sonar, prop = 0.4,
                        patterns = c(0,1,1,1,1,0,1,1,1,0,1,1,1,1,
                                     0,1,1,1,0,1,1,1,0,1,1,1,1,0,
                                     1,1,1,1,0,1,1,1,0,1,1,1,0,1,
                                     1,1,1,0,1,1,1,0,1,1,1,1),
                        freq = NULL, mech = "MCAR", weights = NULL, std = TRUE, cont = TRUE,
                        type = NULL, odds = NULL, bycases = TRUE, run = TRUE)
```

The next stage is the imputation process, using 5 (five) standard methods, mean, random, multiple imputations, regression, and the proposed method conducted in the previous study, Class Center-Based Firefly Algorithm (C3-FA) [24]. To observe normalization and outlier detection’s effect on the missing data imputation method, the simulation process was conducted in 4 ways:

1. Imputation;
2. Normalization + imputation;
3. Outlier removal’s + imputation; and
4. Outlier removal’s + normalization + imputation.

At this stage, several imputation methods, mean, random (Rand), linear regression (Reg), multiple (MI), KNN, and C3FA, are compared. Figure 6 shows the results of the evaluation using AUC, Accuracy, F1-Score, Precision, and Recall, with k-Nearest Neighbor (KNN), the most widely used classifier according to research.
Fig 6. Evaluation results using AUC, Accuracy, F1-Score, Precision, and Recall.

Based on these experiments, outlier removal’s (O) and normalization (N) before the imputation process had an effect on the evaluation results. Figure 7 shows a comparison of the evaluation results from six (6) imputation methods for the sonar dataset.
In addition to evaluations using AUC, Accuracy, F1-Score, Precision, and Recall, the proposed method is also evaluated based on the values of RMSE, DKS, and $r$. Figure 8 shows the result of this evaluation.

Based on the simulation results, the Pearson Correlation Coefficient (Pearson's $r$) value is close to 1, while the value Root Mean Squared Error (RMSE) is close to 0. This indicates the combination of outlier detection and normalization with the Firefly Algorithm in missing data handling based on class center (ON + C3FA), is an efficient technique for obtaining true data values.

5. **Discussion and Conclusion**

Adaptive search methods, such as those used in the Firefly algorithm, can be used to overcome missing values in a dataset. The initial objective feature of class center aids in the detection of the best imputation value. This corresponds to the fact that the Firefly algorithm is capable of determining the approximate value that is nearest to the known value. Combining normalization and imputation techniques has been shown in previous research to
improve accuracy values [32]. Meanwhile, other studies have emphasized the significance of detecting outliers in
the observed dataset prior to imputation of missing values. [34].

Based on the simulation results using the sonar dataset and six (6) imputation methods, outlier removal (O) and
normalization (N) before the imputation process were concluded to have an effect on the results. The simulation
results with KNN classifier show accuracy, precision, F1-score, and recall are better, compared to the mean, a
random value, linear regression, multiple imputation, KNN imputation, and C3-FA without outlier detection and
normalization, prior to imputation. However, the comparison results show the proposed method, ON + C3-FA
outperforms the others.

In order to obtain the true data value, integrating outlier detection and normalization in the Firefly Algorithm for
handling missing data based on class center is an effective technique. This is indicated by the values of the
Pearson's correlation coefficient (Pearson's r) and Root Mean Squared Error (RMSE) values being near to 1 and
0, respectively. In addition, the proposed method has the ability to maintain the true distribution of the data values
as indicated by the average value of $D_{KS}$ being close to 0.
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Figure 3
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A Comparison of AUC, Accuracy, F1-Score, Precision, and Recall Results, from the ON + Imputation Method.
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