Coarse-graining via the fluctuation-dissipation theorem and large-deviation theory
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The fluctuation-dissipation theorem is a central result in statistical mechanics and is usually formulated for systems described by diffusion processes. In this paper, we propose a generalization for a wider class of stochastic processes, namely the class of Markov processes that satisfy detailed balance and a large-deviation principle. The generalized fluctuation-dissipation theorem characterizes the deterministic limit of such a Markov process as a generalized gradient flow, a mathematical tool to model a purely irreversible dynamics via a dissipation potential and an entropy function: these are expressed in terms of the large-deviation dynamic rate function of the Markov process and its stationary distribution. We exploit the generalized fluctuation-dissipation theorem to develop a new method of coarse-graining and test it in the context of the passage from the diffusion in a double-well potential to the jump process that describes the simple reaction $A \rightleftharpoons B$ (Kramers’ escape problem).

I. COARSE-GRAINING VIA THE FLUCTUATION-DISSIPATION THEOREM

A fluctuation-dissipation theorem of the second kind (FDT), according to the terminology of Kubo [1], gives a one-to-one relationship between the noise and the friction properties of a diffusion process, and is formulated even far from equilibrium [2]. Our first aim is to generalize the FDT to the class of Markov processes. The motivation comes from a theory of coarse-graining, and our second aim is to generalize this, too.

The goal of a theory of coarse-graining is to derive more macroscopic from more microscopic models of a physical system. A general class of nonequilibrium-therodynamical models can be written in the form of metriplectic systems [3] or the GENERIC [4, 5], where the dynamics has the mathematical structure of a “force” times a “phenomenological matrix”, which is directly related to the “cometric” field in the language of metriplectic systems, or the “friction matrix” in the language of the GENERIC. In this framework, the goal of coarse-graining is to resolve the mathematical structure of a macroscopic model in terms of the properties of the microscopic one, that is: (i) to find the thermodynamic potential $s$ giving rise to the “force” and (ii) to compute the friction matrix $M$. The classical setup is shown in Fig. 1:

- A “microscopic” model (level 2), identified by the variables $y$, shows a separation of time scales, such that the dynamics may be decomposed into a “slow” and a “fast” component. The first challenge is to identify a set of “slow” variables $x = \Pi(y)$ at the “macroscopic” level 1.
- One considers a stochastic extension of level 1, called “level 1+”, which is assumed to be a diffusion process controlled by an extensive parameter $n$. The noise term reproduces, in an approximate fashion, the fast dynamics that has been neglected in the transition operated by the map $\Pi$.

In the deterministic limit, when the parameter $n$ is very large, fluctuations vanish and we recover the macroscopic model at level 1.

- The entropy function is found by looking at the stationary distribution of the diffusion process, and the friction matrix is defined by the diffusion tensor through $2M = D$. The latter definition expresses the FDT, which is a one-to-one relation between the diffusion matrix and the drift term of a diffusion equation, as a consequence of detailed balance with respect to an invariant measure of the Boltzmann form $e^{\alpha s}$. This implies that the friction matrix can be computed by simulation of the microscopic dynamics and estimation of the second moments of the approximating stochastic process, which is the basis of Green-Kubo relations [1, 2].

This scheme has been advocated by various authors in the framework of the projection-operator technique [2, 6–9], which allows us to derive the diffusion process at the level 1+ and the expression of the friction matrix in terms of the microscopic data in a formal manner. In the literature [10, 11] there exist other mathematical techniques that also produce diffusion processes as effective dynamics and lead to similar conclusions.

Many fluctuating systems, however, are not well approximated by diffusion processes, but require more general Markov processes [12, 13]. A typical example is represented by chemical reactions, which are characterized by rare and large events and are described by Markov jump processes. These are substantially different from diffusion processes in that the latter evolve continuously in time as infinitesimally small movements in state space, while – for the former – it is always possible to find a time scale at which the dynamics appears as constituted of sudden jumps at discrete instants of time. As announced before, the second aim of this work is to extend the above scheme of coarse-graining to the setting where fluctuations are assumed of the form of Markov processes, and the generalized FDT serves exactly this purpose. In the
context of Markov processes, the generalized FDT gives friction no longer in terms of a matrix, but in terms of a dissipation potential [14–16].

The mathematical ingredients that we need are (i) generalized gradient flows [17] or the (purely dissipative) GENERIC [4] to formulate friction through dissipation potentials, and (ii) large-deviation theory [18] to characterize fluctuations. Following [17], we identify a correspondence between Markov processes describing fluctuations and the generalized gradient structures of their deterministic limit: we call this connection a generalized fluctuation-dissipation theorem of the second kind (generalized FDT). Thanks to the powerful tools of large deviations, in particular a numerical implementation of the Feng-Kurtz scheme [19], we propose a novel coarse-graining method that aims at computing dissipation potentials. We test our newly-devised method in the example of a very simple chemical reaction.

All constructions are restricted to purely dissipative systems and Markov processes with detailed balance. The proper extension including reversible dynamics has not been established yet and represents one of the biggest open issues.

Before giving our reformulation of an FDT, we introduce the concept of a generalized gradient flow in Sec. II and, in Sec. III, we give a short intuitive account of large-deviation theory and its use in statistical mechanics. In Sec. IV, we first illustrate the usual formulation of an FDT in the language of gradient flows and large deviations, thus providing the starting point for the intended generalization. Then, we formulate the generalized FDT for Markov processes and generalized gradient flows. In Sec. V, we study an example in the context of chemical reactions with both analytic and numerical instruments. Our conclusions and perspectives may be found in Sec. VI.

II. DISSIPATION: GENERALIZED GRADIENT FLOWS

A great deal of purely dissipative systems may be expressed in the mathematical language of generalized gradient flows, a nonlinear generalization of gradient flows. Such structures are recently experiencing growing interest among mathematicians and physicists. The mathematician uses them to prove existence and stability of solutions [20], or convergence of evolution equations in the limit of some parameter [21]. The physicist benefits from geometric structures that express thermodynamics [3–5, 22].

A (standard) gradient structure on the space $\mathcal{X}$ is a pair $(M, s)$, where $s: \mathcal{X} \to \mathbb{R}$ is a smooth function and $M$ is a symmetric and non-negative definite two-tensor field on $\mathcal{X}$, which is called a metric in [3] and a friction matrix in [2]. A gradient structure induces the evolution equation

$$\dot{x}_t = M_{x_t} ds_{x_t},$$

which we call a (standard) gradient flow.

In the framework of nonequilibrium thermodynamics, gradient structures find inspiration in the linear relationships between fluxes and forces proposed by Onsager [23]. When the friction matrix is directly related to the phenomenological (or Onsager) matrix, symmetry is a manifestation of Onsager’s reciprocal relations, and positive semidefiniteness expresses the non-negativity of the entropy production. However, Eq. (1) has been shown to accommodate several nonlinear force-flux relations, too, such as chemical reactions [24, 25].

Generalized gradient structures [17] were advanced in various contexts, prompted by considerations of mathematical structure [16, 26, 27], and geometrical and physical meaning [15, 28], and chemical reactions are the prototypical example [29]. As outlined in Sec. V, such structures find a further motivation in the light of the generalized FDT, where they arise from the properties of some underlying level of descriptions through the form of the fluctuations.

The generalization is based on the observation that Eq. (1) can also be written as

$$\dot{x}_t = \partial_{x} \Psi_{x_t}(d s_{x_t}) \
$$

where the dissipation potentials [30]

$$\Psi_{x}(v) := \frac{1}{2} v \cdot M^{-1}_x v \quad \text{and} \quad \Psi^*_{x}(v) := \frac{1}{2} \xi \cdot M_x \xi$$

are dual to each other in the sense of Legendre-Fenchel transforms [31, 32]:

$$\Psi^*_{x}(\xi) = \sup_{v} [\xi \cdot v - \Psi_{x}(v)] \quad \text{and} \quad (3a)$$

$$\Psi_{x}(v) = \sup_{\xi} [\xi \cdot v - \Psi^*_{x}(\xi)]. \quad (3b)$$

A generalized gradient flow is of the form (2), but with $\Psi$ and $\Psi^*$ not necessarily quadratic. More precisely,

the pair $(\Psi, s)$ is a generalized gradient structure (GGS) on $\mathcal{X}$ if, for all $x \in \mathcal{X}$,

1. $\Psi_{x}(v)$ is convex in the variable $v$,

2. $\Psi_{x}(0) = 0$,

3. $\min_{v} \Psi_{x}(v) = 0$.

A dissipation potential is called symmetric if $\Psi_{x}(v) = \Psi_{x}(−v)$ for all $(x, v)$. It can be verified that $\Psi^*$ inherits exactly the same properties and that, when symmetry is satisfied, properties 1 and 2 imply 3.

There is another formulation of the generalized gradient flow (2), as a minimization problem, that is particularly useful to our work. Indeed, from Eq. (3a), the Young-Fenchel inequality follows,

$$\Psi_{x}(v) + \Psi^*_{x}(\xi) - \xi \cdot v \geq 0,$$
and this inequality holds with an equal sign when \( v \) is a solution to \( \bar{v}(\xi) \) of the maximization problem in Eq. (3a). Then, let us define the function

\[
 F(x, v) := \Psi_x(v) + \Psi^*_x(s_x) - ds_x \cdot v, \tag{5}
\]

which is convex in its second argument and, by the Fenchel-Young inequality, is always non-negative.

The generalized gradient flow (2) has the equivalent characterization

\[
 F(x_t, \dot{x}_t) = 0, \tag{6}
\]

namely, the trajectories \( x : [0, T] \to \mathcal{X} \) minimize \( F \) at value zero. This formulation also extends Eq. (2) to the case of non-differentiable dissipation potentials.

Now we are able to make two important remarks on the definition of a GGS: first, conditions 2 and 3 imply that stationary points of \( s \) are also stationary solutions of the evolution equation (6); furthermore, \( s \) is a Lyapunov function of the evolution because, along a solution \( x : [0, T] \to \mathcal{X} \) of Eq. (6),

\[
 \frac{d(s \circ x)(t)}{dt} = ds_{x_t} \cdot \dot{x}_t = \Psi_{x_t}(\dot{x}_t) + \Psi^*_{x_t}(ds_{x_t}) \geq 0,
\]

since \( \Psi \) and \( \Psi^* \) are both non-negative. These two features constitute essential reasons for the use of such structure in thermodynamics, where the driving function \( s \) is identified with the thermodynamic entropy and the dissipation potential provides the relationship between nonequilibrium forces and fluxes.

III. FLUCTUATIONS: THE THEORY OF LARGE DEVIATIONS

In the previous section we have introduced a mathematical structure that expresses dissipation. The trajectories of the system minimize the function \( F \) at every instant of time. In this section, we study fluctuations around trajectories, and realize that a similar minimization feature arises in the framework of large-deviation theory.

A. Three notions of convergence

In order to describe fluctuations, we use random variables and stochastic processes on \( \mathcal{X} \). In particular, since we are interested in systems typical of statistical mechanics, characterized by many degrees of freedom, we consider sequences of random variables and stochastic processes indexed by some large parameter \( n \). We will use the symbol \( X^n \) to denote both sequences of random variables and of stochastic processes; the latter, indeed, can be seen as random variables taking values in some space of curves in \( \mathcal{X} \).

In the limit \( n \to \infty \), different limit theorems, corresponding to distinct notions of convergence, come into play.

a. The law of large numbers. If the probability distribution concentrates onto a single point \( z \in \mathcal{X} \), we say that we have a law of large numbers, that is

\[
 X^n \to z \quad \text{almost surely as } n \to \infty. \tag{7}
\]

The point \( z \) is called the deterministic limit of \( X^n \). When \( X^n \) is a stochastic process, \( z \) is also called the determin-
istic evolution.

b. The central limit theorem. Now, let us suppose we have a law of large numbers, consider a fluctuation

\[ X^n - z, \]

and rescale it by a factor \( n^{1/2} \):

\[ W^n := n^{1/2} (X^n - z). \tag{8} \]

When a central limit theorem holds, it tells us that \( W^n \) converges in distribution to a normal random variable. This represents a first characterization of fluctuations around the deterministic limit, one that describes small, relatively probable deviations.

c. Large deviations. A further characterization is provided by the theory of large deviations, which studies untypical occurrences contained in the tail of the distribution. As \( n \to \infty \) the probability of such an occurrence tends to zero, and large-deviation theory searches for a decay of the form

\[ \mathbb{P}(X^n \approx x) \asymp e^{-n I(x)}, \tag{9}\]

which is called a large deviation principle (LDP) and reads: the probability of the random variable \( X^n \) to be close (here vaguely denoted by “\( \approx \)”) to some \( x \in \mathcal{X} \) decays exponentially with a rate given by \( n \) times a rate function. A rate function is a lower-semicontinuous function \( I: \mathcal{X} \to [0, \infty] \).

The symbol “\( \approx \)” defines the notion of large-deviation convergence for random variables: a detailed account of the mathematical theory can be found in the book [33], and an excellent presentation for physicists is contained in the review article [18]. Given a certain physical setup represented by a sequence of random variables, the convergence in the large-deviation sense is a result that needs to be proven with the appropriate mathematical tools. We give a short account of one of these tools at the end of this section and use it in our numerical experiment.

We remark that, whenever the rate function has a unique minimum \( 0 \) at \( z \in \mathcal{X} \), the LDP (9) automatically yields a (strong) law of large numbers. Indeed, this property implies that

\[ X^n \to z \quad \text{almost surely as } n \to \infty. \]

Moreover, in good cases, the quadratic approximation of the rate function around \( z \) reproduces the central limit theorem [34].

Similar definitions exist for stochastic processes. Now, consider curves and stochastic processes in \( \mathcal{X} \). Then, a large-deviation principle reads

\[ \mathbb{P}\left( X^n_{t|0,T} \approx x_{t|0,T} \right) \asymp e^{-n I_{t|0,T}(x)} \quad \text{as } n \to \infty, \]

which means: the probability of the stochastic process to be close to some curve \( x: [0, T] \to \mathcal{X} \) decays exponentially with a rate given by \( n \) times a rate function, which is again a non-negative lower-semicontinuous function on the set of curves in \( \mathcal{X} \). If the rate function has a unique minimum \( 0 \), we may again identify an element in the space of curves that is the deterministic limit of the stochastic process.

B. Large deviations and statistical mechanics

The language of large-deviation theory is central to statistical mechanics. As recognized in [18], any statement that connects probabilities of microstates to a specific thermodynamic potential is an LDP. For instance, the definition of Boltzmann’s entropy

\[ S^n_{eq}(u) := k_B \ln \mathbb{P}(H^n/n \approx u), \tag{10} \]

where \( H^n \) is the total energy and \( u \) is a possible realization of the energy per particle \( H^n/n \), leads to an LDP in the following sense. Let us ask whether the specific entropy

\[ s_{eq}(u) := \lim_{n \to \infty} \frac{S^n_{eq}(u)}{n} \]

exists. If we have Eq. (10), then

\[ s_{eq}(u) = \lim_{n \to \infty} \frac{1}{n} k_B \ln \mathbb{P}(H^n/n \approx u), \]

or

\[ \mathbb{P}(H^n/n \approx u) \approx e^{ns_{eq}(u)}. \]

The LDP tells us that the entropy \( S^n_{eq} \) becomes extensive \( (S^n_{eq} \approx ns_{eq}) \) in the limit of many degrees of freedom.

Similar relations hold for other thermodynamic potentials, and the structure of Legendre-Fenchel transforms among them completely reflects the same structure arising in large-deviation theory [18].

The equilibrium states are defined as the most probable states in the limit \( n \to \infty \), namely, the minimizers of the rate function. The rate function describes the fluctuations around the equilibrium states. What happens in nonequilibrium statistical mechanics? Can similar statements be established? In the present paper, we will give a characterization of macroscopic dynamics as minimizers of large-deviation rate functions for stochastic processes. The rate functions, then, will describe the fluctuation paths around the deterministic evolution. Moreover, the characterization will provide the deterministic dynamics with a precise structure.

C. The Feng-Kurtz method

We conclude this section by a concise description of the Feng-Kurtz method [19], which represents both a useful tool to derive explicit expressions for the rate functions
and a well-developed theory to rigorously prove corresponding mathematical statements.

Given a sequence of time-homogeneous Markov processes with infinitesimal generator
\[
(Q^n f)(x) := \lim_{t \to 0} \frac{\mathbb{E}[f(X^n_t) | X^n_0 = x] - f(x)}{t},
\]
we want to establish an LDP. To start with, we define the nonlinear or Fleming generator [35]
\[
(H_n f)(x) := \frac{1}{n} e^{-n f(x)} (Q^n e^{n f})(x)
\]
and search for a limit
\[
H_n \to H
\]
in some operator sense that we don’t define here. The convergence of the nonlinear generator implies the existence of a large-deviation principle [19], and the limit \( H \) leads to a characterization of the rate function, as follows.

For a Markov process, the expression
\[
(H f)(x)
\]
depends on the function \( f \) only through its first derivative. We can therefore define the Hamiltonian
\[
\mathcal{H}(x, df(x)) := (H f)(x),
\]
and compute its Legendre-Fenchel transform
\[
\mathcal{L}(x, v) = \sup_{\xi} [\xi \cdot v - \mathcal{H}(x, \xi)],
\]
which we call the Lagrangian. Then, the rate function has the form
\[
I_{[0, T]}(x) = I_0(x_0) + \int_0^T \mathcal{L}(x_t, \dot{x}_t) \, dt,
\]
where \( I_0 \) is the rate function for the initial state \( X^n_0 \). Since \( I_0 \) plays no role in the following, we suppose \( X^n_0 \) is chosen deterministically and write concisely
\[
I_{[0, T]}(x) = \int_0^T \mathcal{L}(x_t, \dot{x}_t) \, dt.
\]

As we may expect for time-homogeneous Markov processes, information is contained in a function of just two variables (the Lagrangian), which expresses the fact that – for such processes – information is local in time. We will take advantage of this property in our numerical simulations of Sec. V E. For a concrete example of the analytical procedure, see Sec. V B.

The form of the rate function (15) presents the following additional feature: when a law of numbers holds, the deterministic evolution must minimize the Lagrangian at every instant of time. This establishes a parallel with the discussion of generalized gradient flows that we will elaborate in our generalization of the FDT.

IV. THE GENERALIZED FLUCTUATION-DISSIPATION THEOREM

In Secs. II-III we have introduced the mathematical ingredients that we need to express dissipation and fluctuations and we have recognized a similarity in that both ingredients are characterized by a minimization of a function: \( \mathcal{F} \) in the case of generalized gradient flows, \( \mathcal{L} \) in the case of LDPs.

Now we are ready to address the first aim of the paper: the generalization of the FDT. Given a sequence of stochastic processes that approximate some microscopic dynamics, what is the proper dissipative structure of its deterministic limit, namely, the macroscopic dynamics?

As a first step, we introduce the classical formulation of the FDT for diffusion processes. Then, we translate it into the language of large deviations and GGSs. Finally, we use this translation to state the generalization for Markov processes.

A. FDT for diffusion processes and gradient flows

According to the coarse-graining procedure depicted in Fig. 1, for a wide class of systems the correct description of fluctuations is given in terms of a diffusion process. This happens when the dynamics of the macroscopic variables \( X^n \) is the sum of the short-time correlated interactions of many microscopic particles, such that the fluctuations are modeled as a Gaussian white noise [36]. The governing equation is the stochastic differential equation (SDE)
\[
dX^n_t = A(X^n_t) \, dt + n^{-1/2} B(X^n_t) \circ dW_t,
\]
where the expressions for the functions \( A \) (called drift) and \( B \) (the noise intensity matrix) need to be specified. This equation can be formally derived by projection-operator techniques, which also give the expressions for \( A \) and \( B \) in terms of the microscopic data [8, 9]. The symbol \( \circ \) stands for the kinetic or Klimontovich interpretation for the noise [37], which – in Itô form – results in the SDE
\[
dX^n_t = \left[ A(X^n_t) + \frac{1}{2n} \text{div} D(X^n_t) \right] dt + \frac{B(X^n_t)}{\sqrt{n}} \, dW_t,
\]
with \( D(x) := B(x) B(x)^T \).

Now, suppose that this process has a stationary distribution of the Boltzmann type [38],
\[
\pi^n_x = e^{\pi^x_n},
\]
and, in addition, is in detailed balance with respect to it. This means that the generator of the process (16),
\[
(Q^n f)(x) = A(x) \cdot df(x) + \frac{1}{2n} \text{div}[D_x df(x)],
\]
is self-adjoint with respect to the measure (17), viz.,
\[
\int_{\mathcal{X}} f(x) (Q^n g)(x) \, e^{n s_x} \, dx = \int_{\mathcal{X}} g(x) (Q^n f)(x) \, e^{n s_x} \, dx
\]
for all functions \(f\) and \(g\) in a proper class. Then, the SDE (16) must have the form [39, Sec. 6.3.5]
\[
dX^n_t = \frac{1}{2} D(X^n_t) \, ds_{X^n_t} \, dt + n^{-1/2} B(X^n_t) \, \, dW_t. \tag{18}
\]
We call this result the classical FDT: given detailed balance, the drift term has the structure of a gradient flow, where the driving function is related to the logarithm of the stationary distribution of the process and the linear operator is (a half of) the diffusion tensor. Of course, the stationary distribution of the process and the linear operator satisfies an LDP.

Therefore, we define the friction matrix to be equal to a half of the diffusion tensor,
\[
M_x := \frac{1}{2} D(x), \tag{19}
\]
and the macroscopic evolution equation is the gradient flow
\[
\dot{x}_t = M_x \, ds_x. \tag{20}
\]

B. Reformulation of the FDT via large deviations

As already noticed by Onsager and Machlup [36], the path measure of Eq. (18) has a special form that encodes all data about the structure of the deterministic limit. In the language and notation of the present paper, the path measure satisfies an LDP
\[
P(X^n_{[0,T]} \approx x_{[0,T]}) \asymp e^{-n I_{[0,T]}(x)}
\]
with
\[
I_{[0,T]}(x) = \int_0^T \mathcal{L}(x_t, \dot{x}_t) \, dt
\]
and
\[
\mathcal{L}(x, v) = \frac{1}{2} (v - \frac{1}{2} D(x)) \cdot D(x)^{-1} (v - \frac{1}{2} D(x)) \, ds_x. \tag{21}
\]
A corresponding result can be proven rigorously for any SDE of the form (16) [40] and can also be formally obtained by using the Feng-Kurtz method explained in Sec. III C.

The Lagrangian (21) is (a half of) the function that generates the standard gradient structure \((D/2, s)\): this is exactly equivalent, and represents nothing but a reformulation, of the classical FDT. Therefore, we define the function \(\mathcal{F}\), which drives the macroscopic gradient flow, to be
\[
\mathcal{F} := 2 \mathcal{L}. \tag{22}
\]
Our generalization will elaborate exactly on this observation.

C. Generalized FDT for Markov processes with detailed balance

We have just seen that the large-deviation Lagrangian of a diffusion process with detailed balance is the \(\mathcal{F}\)-function of a standard gradient flow, the entropy being related to the logarithm of the stationary distribution. This is a first realization of the parallel between generalized gradient flows and large-deviation Lagrangians that we suggested before. The parallel is even more general when we extend the class of processes to Markov processes with detailed balance.

Assume that a sequence of Markov processes \(X^n\) satisfies the following conditions:

1. convergence to a deterministic curve that solves
\[
\dot{z}_t = \mathcal{A}(z_t); \tag{23}
\]
2. the LDP
\[
P(X^n_{[0,T]} \approx x_{[0,T]}) \asymp e^{-n I_{[0,T]}(x)}
\]
with rate function
\[
I_{[0,T]}(x) = \int_0^T \mathcal{L}(x_t, \dot{x}_t) \, dt \tag{24}
\]
and \(\mathcal{L}(x, v)\) convex in \(v\);
3. detailed balance with respect to the stationary distribution
\[
\pi^n_x \asymp e^{n s_x}. \tag{25}
\]

Then, it is proven in [17] that the large-deviation Lagrangian generates a generalized gradient structure (with symmetric dissipation potential) for the deterministic limit. We call this statement a generalized FDT. As a consequence, we define the \(\mathcal{F}\)-function of the deterministic limit by
\[
\mathcal{F} := 2 \mathcal{L}. \tag{26}
\]

The function \(\mathcal{F}\) has of course the form
\[
\mathcal{F}(x, v) = \Psi_x(v) + \Psi^*_x(ds_x) - ds_x \cdot v \tag{27}
\]
and the dissipation potentials are symmetric.
Strictly speaking, detailed balance is sufficient but not necessary to obtain a GGS as defined in Sec. II [17]; it would suffice that

$$2\partial_v \mathcal{L}(x, 0) = -ds_x,$$

whereas detailed balance implies that

$$\mathcal{L}(x, v) - \mathcal{L}(x, -v) = -ds_x \cdot v,$$

which is a stronger statement. From the latter condition, one deduces the symmetry of the dissipation potentials, which – in turn – implies the properties 2 and 3 of the definition of a dissipation potential.

D. Generalized coarse-graining procedure

A major consequence of the generalized FDT (25) is an extension of the coarse-graining procedure described in the introduction. In Fig. 2 we illustrate the effect of this generalization on the structure of Fig. 1: whereas the method of Fig. 1 allowed us to handle microscopic dynamics that are well-approximated by diffusion processes, the scheme of Fig. 2 extends this to microscopic systems whose fluctuations have the form of (sequences of) more general Markov processes. The typical examples that did not fit the scheme of Fig. 1 are systems characterized by rare events, which are mathematically described by Markov jump processes. The procedure outlined here constitutes a novel approach in the field of rare-event simulations.

The generic setup is the following:

- We simulate the microscopic dynamics with variables $y$ and we observe the dynamics of the coarse-grained variables $x = \Pi(y)$.
- In terms of the variables $x$, the entropy $s$ is the rate function of the stationary distribution.
- The function $\mathcal{F}$ that drives the macroscopic generalized gradient flow is two times the Lagrangian of the stochastic process, which we choose to calculate via a numerical implementation of the Feng-Kurtz method.

Once we have $\mathcal{F}$, it is easy to get the dissipation potential upon the observation

$$\mathcal{F}(x, 0) = \Psi_x(0) + \Psi_x^*(ds) - ds_x \cdot 0 = \Psi_x^*(ds),$$

whence

$$\Psi_x(v) = \mathcal{F}(x, v) - \mathcal{F}(x, 0) + ds_x \cdot v. \quad (26)$$

We show an example of this procedure in the following section, where we compare the results with the exact ones predicted from theory.

V. EXAMPLE: CHEMICAL REACTIONS

In this section we describe an application of the generalized FDT in the context of chemical kinetics. Chemical reactions, together with all systems that exhibit rare-event features, are the archetypal example where Markov jump processes provide the right form of the fluctuations. The use of Green-Kubo schemes associated with diffusion processes (cf. Fig. 1) would lead to inaccurate or wrong result, as we show in Sec. V.D.

A typical microscopic model for chemical reactions is a diffusive dynamics in a potential landscape, which represents the effective interactions of all constituents of a mixture in the configuration space. If the minima of the landscape are separated by sufficiently high barriers with respect to the amplitude of the noise, the effective dynamics, at large time scales, is well approximated by a Markov jump process between the minima. The simplest realization of this scheme is Kramers’ escape problem [41], which we analyze in detail.

We introduce the model from the standpoints of coarse-graining and the framework of the present paper and, in the last subsection, we propose a numerical strategy that follows the scheme of Fig. 2.

A. A multi-scale view: the levels of description

1. Level 2: diffusion in a double-well potential

We consider the overdamped Langevin dynamics of a Brownian particle in the potential of Fig. 3, whose two wells represent the two chemical states $A$ and $B$. The motion is governed by the SDE

$$dQ^\ell_t = -\frac{1}{\gamma} V'(Q^\ell_t) \, dt + \sqrt{\frac{k_B T}{\gamma}} \, dW_t, \quad (27)$$

where $\gamma$ is a friction coefficient of unit kg/s. For simplicity, we put $\gamma = 1$: a different value would simply require a rescaling of time. Since we are interested in the low-temperature limit, we set $k_B T =: 2\epsilon$ and write

$$dQ^\ell_t = -V'(Q^\ell_t) \, dt + \sqrt{2\epsilon} \, dW_t. \quad (28)$$

Then, we take $n$ independent particles $Q^{i,j}$ in the same potential: these are the microscopic variables $y$.

2. Level 1+: the chemical master equation

Denoting by $\mathbb{1}_J$ the indicator function of the set $J$, we consider the stochastic process

$$X^{n,\epsilon} = \Pi(Q^{\ell,1}, \ldots, Q^{\ell,n}) := \frac{1}{n} \sum_{i=1}^n \mathbb{1}_A(Q^{\ell,i}), \quad (29)$$

which is the basic object we are interested in. It keeps track of the concentration of the particles that, at time
The generalized FDT: $F := 2\mathcal{L}$.

sequence of Markov processes with $P(X^n \approx x) \propto e^{-n \int t \mathcal{L}(x, \dot{x}) \, dt}$ and detailed balance with respect to $\pi^n \propto e^{ns}$

macroscopic + fluctuations

Fig. 2. Coarse-graining for Markov processes via the generalized FDT. A microscopic level of description (2) is described by the variables $y$ and its dynamics contains both fast and slow behaviors. Level $1^+$ is a stochastic approximation of level 2: its dynamics is a sequence of Markov processes with an LDP. At the macroscopic level (1), the reduced set of variables $x$ accounts for the “slow” dynamics only, and the dynamics is a generalized gradient flow where the function $F$ is defined via the generalized FDT. Hence, the driving function $F$ may be calculated via the evaluation of the Lagrangian $\mathcal{L}$, which is done through the estimation of the nonlinear generator of the process.

Fig. 3. The double-well potential $V$ that we use in the numerical experiment. The regions $A = (-\infty, 0)$ and $B = (0, \infty)$ are representative of the two chemical states.

The transition rates are given by the formulas

$$
\begin{align*}
Q(x \to x + \frac{1}{n}) &= kn(1-x) \\
Q(x \to x - \frac{1}{n}) &= knx
\end{align*}
$$

in terms of the reaction constant $k := t_1^{-1}$, which means that the generator is the following linear operator on continuous bounded functions on $\mathcal{X}^n$:

$$
(\mathcal{Q}^n f)(x) = nk(1-x) \left[ f\left(x + \frac{1}{n}\right) - f(x) \right] + \\
- nkx \left[ f(x) - f\left(x - \frac{1}{n}\right) \right].
$$

3. Level 1: the reaction rate equation

From Eq. (31), we may immediately infer the deterministic dynamics. Indeed, as $n \to \infty$,

$$
(Q^n f)(x) \to (Qf)(x) = [k(1-x) - kx] f'(x),
$$

which is a process with pure drift: it describes the deterministic reaction rate equation (RRE) [43]

$$
\dot{x}_t = k(1-2x_t),
$$

with $x \in \mathcal{X} = [0, 1]$. 

The evolution equation satisfied by the law of the process (30) is the simplest realization of the chemical master equation (CME) [42]. We think of the CME as approximating the $n$-particle diffusion process for small enough $\epsilon$.
B. Large deviations for the chemical master equation

The convergence of the CME to the RRE is characterized by the large-deviation principle

$$\mathbb{P}(X^n_t|_{[0,T]} \approx x_t|_{[0,T]}) \asymp e^{-nT\langle f|x \rangle}$$

as $n \to \infty$, where

$$I_{[0,T]}(x) = \int_0^T \mathcal{L}(x_t, \dot{x}_t) \, dt.$$

In order to calculate the Lagrangian, we follow the Feng-Kurtz method outlined in Sec.III C. As a first step, we introduce the nonlinear generator

$$(H_n f)(x) = \frac{1}{n} e^{-nf(x)} (Q^n e^{nf})(x) = nk(1-x) \left( e^{nf(x+1/n)} - nf(x) - 1 \right) + nkx \left( e^{nf(x-1/n)} - nf(x) - 1 \right)$$

and calculate the limit

$$(H_n f)(x) \to (H f)(x) = k(1-x) \left( e^{df(x)} - 1 \right) + kx \left( e^{-df(x)} - 1 \right).$$

Indeed, the limit nonlinear generator $H$ depends on the function $f$ only through its first derivative. The next moves are to substitute $\xi$ for $df(x)$, defining the Hamiltonian

$$H(x, \xi) := k(1-x) \left( e^\xi - 1 \right) + kx \left( e^{-\xi} - 1 \right),$$

and to compute the Legendre transform

$$\mathcal{L}(x, v) = k + v \sinh^{-1}\left( \frac{v}{\sqrt{4k^2x(1-x)}} \right) + \sqrt{k^2 + v^2 - k(1-2x)^2} - v \sinh^{-1}\left( \frac{k(1-2x)}{\sqrt{4k^2x(1-x)}} \right).$$

This Lagrangian is convex in $v$, and minimal with value zero at $v = k(1-2x)$, which is the vector field of the deterministic dynamics (33).

For this simple system, we can explicitly compute the stationary distribution and verify that the process is in detailed balance with respect to it for any finite $n$. The distribution is a binomial one with parameters $n$ and $1/2$;

$$\pi^n_x = \binom{n}{\frac{n}{2}} 2^{-n}.$$  \hspace{1cm} (36)

To obtain its large-deviation behavior for $n \to \infty$, the Gärtner-Ellis theorem [18] gives

$$\pi^n \asymp e^{ns} \quad \text{as} \quad n \to \infty,$$

with

$$s_x = - \left[ x \ln x + (1-x) \ln(1-x) + \ln 2 \right].$$  \hspace{1cm} (37)

C. FDT and GGS for the reaction rate equation

It is known that Eq. (33) has at least two generalized gradient structures [24, 44], given the entropy (37), which has derivative

$$ds_x = \ln \frac{1-x}{x}.$$  \hspace{1cm} (38)

The FDT singles out precisely one GGS, given the Hamiltonian (34). Indeed, by the properties of the Legendre transform, one can show that

$$\Psi^s_x(\xi) = 2 \left[ \mathcal{H}(x, -\frac{1}{2}(\xi - ds_x)) - \mathcal{H}(x, -\frac{1}{2}ds_x) \right]$$

$$= 4k \sqrt{x(1-x)} \left( \cosh \frac{\xi}{2} - 1 \right).$$  \hspace{1cm} (39)

The evolution equation,

$$\dot{x}_t = \partial_s \Psi^s_x(ds_x),$$

indeed reduces to the RRE (33).

Another possible choice for a GGS is given by a quadratic dissipation potential or, equivalently, by the friction matrix

$$M_x = \frac{k(1-2x)}{\ln(1-x) - \ln x},$$

as shown, e.g., in [5, 24] and found in [25] by thermodynamic and geometric arguments.

The GGS (39)-(37) was proposed in [15] independently from any consideration of the large deviations of some underlying stochastic process, which is extremely remarkable. Arguments in favor of the quadratic dissipation potential associated to the friction matrix (40) are advanced in [25].

D. Green-Kubo formula and diffusion approximations

The scheme of Fig. 2 provides the CME at level 1 with (i) the right deterministic limit (thus the right macroscopic dynamics), (ii) the right stationary distribution, and (iii) it gives an expression for the dissipation potential that can be computed by numerical simulations on level 1. Can these three features be reproduced with the method of Fig. 1 or, at least, by approximating the microscopic dynamics with a diffusion process? In this section we formulate an answer.

If we use the scheme of Fig. 1, at level 1, we have the diffusion process that solves

$$dX^n_t = M^{\text{GK}}_{X^n_t} \, ds_{X^n_t} \, dt + \sqrt{\frac{2M^{\text{GK}}_{X^n_t}}{\tau}} \, dW_t,$$

with the Green-Kubo formula

$$2M^{\text{GK}}_x = n \lim_{\tau \to 0} \frac{1}{\tau} E \left[ (X^n_{\tau} - x)^2 \right] \bigg| X^n_0 = x.$$  \hspace{1cm} (41)
Since we know that the CME is the correct model that approximates the \( n \)-particle process, we can calculate the theoretical result that we expect from simulations on level 1:

\[
2M_x^{\text{GK}} = n \left[ (Q^n f)(x) - 2x(Q^n g)(x) \right] = k(1 - x) + kx = k ,
\]

where \( f(x) = x^2 \), \( g(x) = x \), and \( Q^n \) is the generator \((31)\) of the CME. We remark that \( M_x^{\text{GK}} \) is, in general, a function of \( x \), and it would be so if we had two distinct rate constants for the backward and forward reactions, \( k^- \neq k^+ \). With the entropy \((37)\), we get

\[
dX^n_t = \frac{k}{2} \ln \frac{1 - X^n_t}{X^n_0} \, dt + \sqrt{\frac{k}{n}} \, dW_t,
\]

which has (ii) the right stationary distribution (by construction), (iii) a Green-Kubo expression for the friction matrix that can be computed by simulations on the microscopic level, but (i) the wrong drift and, therefore, the wrong deterministic limit (cf. the RRE \((33)\)).

Other possibilities of constructing a diffusion process for chemical reactions have been proposed: they aim to approximate the CME for a large number of particles. One of them is called chemical Langevin equation \((45)\), which can also be thought of as the diffusion approximation \([46]\) of the CME, and reads

\[
dY^n_t = k(1 - 2Y^n_t) \, dt + \sqrt{\frac{k}{n}} \, dW_t
\]

\[
\quad = M_t^{\text{GK}} \, ds^{\text{CLE}}_t dt + \sqrt{\frac{2M_t^{\text{GK}}}{n}} \circ dW_t,
\]

with the entropy

\[
\hat{s}^{\text{CLE}}_y = -2 \left( y - \frac{1}{2} \right)^2
\]

and the friction matrix \((42)\). This process has (i) the right deterministic limit, (iii) a Green-Kubo expression for the friction matrix, but (ii) the wrong entropy, viz., the wrong stationary distribution.

A third choice is the log-mean equation \((47)\)

\[
dZ^n_t = M_t^{\text{GK}} \, ds^{\text{CME}}_t dt + \sqrt{\frac{2M_t^{\text{GK}}}{n}} \circ dW_t
\]

\[
\quad = k(1 - 2Z^n_t) \, dt + \sqrt{\frac{2}{n \ln(1 - Z^n_t) - \ln Z^n_t}} \circ dW_t ,
\]

with the entropy \((37)\) and the friction matrix \((40)\). It has (i) the right deterministic limit, (ii) the right stationary distribution, but (iii) the friction matrix cannot be derived by the Green-Kubo formula.

Among the three diffusion processes, only one is consistent with the CME for relatively small deviations from the deterministic limit. Indeed, the large-deviation Lagrangian of the CLE \((43)\),

\[
L_D(x, v) = \frac{1}{2k} [v - k(1 - 2x)]^2,
\]

is the quadratic form in \( v \) that approximates the Lagrangian \((35)\) around the deterministic vector field \((33)\) (cf. Fig. 4). This further justifies why the CLE is the diffusion approximation of the CME.

In conclusion, there is no way for a diffusion process to satisfy the requirements (i)-(iii) simultaneously. In order to satisfy all three requirements, one should move to more general Markov processes and to non-quadratic dissipation potentials, as indicated in Fig. 2.

E. Numerical experiments

The goal of the scheme depicted in Fig. 2 is to infer the structure of a more macroscopic level of description from a more microscopic one, which in this case is represented by the Brownian motion of many independent particles in a double-well potential. The latter, for \( \epsilon \) small enough, is well approximated by the CME. The approach advanced in this paper, thus, suggests the following procedure: we perform simulations on the microscopic level, use the coarse-graining map \((29)\), and approximately compute the large-deviation rate functions for the CME, which give us the GGS of the deterministic limit.

Since, for this simple problem, we know everything analytically, we can compare the numerical results with the exact ones. In particular, we compare the values of the reaction constant obtained by simulation with the one provided by Kramers’ formula \([41, 48]\)

\[
\tilde{k} = \sqrt{-V''(0)V''(A)} \frac{e^{V(A) - V(0)}/\epsilon}{2\pi}.
\]

In accordance with the generalized FDT, we should estimate the entropy function by looking at the large deviations of the stationary distribution of the process. For simplicity, however, here we suppose to know the entropy and concentrate on the dynamic large deviations. The latter task is, in general, a very hard one, since the dynamic rate function takes values in a space of curves; in other words, we are dealing with a very high-dimensional problem. However, the form \((15)\) of the rate function for time-homogeneous Markov processes in terms of a Lagrangian, a local function of just two variables, notably reduces the issue of dimensionality. For this reason, we think that the Feng-Kurtz method, whose main scope is to find the Lagrangian by studying the convergence of nonlinear generators, represents an excellent framework for our purposes. Hence, we shall develop a numerical implementation of the Feng-Kurtz method introduced in Sec. III C.

The core of the Feng-Kurtz method is to calculate the
nonlinear generator
\[
\langle H^n \rangle^\tau(x) := \frac{1}{n} e^{-nf(x)} \lim_{\tau \to 0} \mathbb{E}\left[ e^{nf(X^n_\tau)} \left| X^n_0 = x \right. \right] - e^{nf(x)},
\]
whose limit defines the Hamiltonian
\[
\langle H^n \rangle^\tau(x) \to \mathcal{H}(x, df(x)) \quad \text{as } n \to \infty,
\] (47)
which here has to be understood in a purely numerical sense: the number of particles \( n \) should be large enough for an acceptable accuracy on \( \mathcal{H} \). It is not the purpose of this paper to go into the details of the control of this convergence, but only to show the successfullness of this method in the context of the present example. In the same way, for the moment we do not have the goal of constructing efficient simulations, nor to pursue any statistical rigor, which we reserve for future work. For instance, in the same spirit of inference for generators of continuous-time Markov processes [49], a theory of inference for nonlinear generators should be developed.

Since the limit nonlinear generator (48), if it exists, depends only on \( x \) and \( df(x) \), it is sufficient to consider linear functions.

The numerical discretization of Eq. (47) contains five parameters that, in principle, we would like to take to their limits, but in our numerical experiment attain only finite values:

- The noise intensity \( \epsilon \to 0 \), which controls the separation of time scales. Kramers mentions in his seminal paper [41] that \( \epsilon = 0.2 \) is sufficient: the process becomes approximately Markov and is well described by the CME. We actually work with \( \epsilon = 0.15 \). In applications, however, this is not a parameter, but a model datum.

- The time-step size \( \Delta t \to 0 \) of the numerical scheme used to simulate the SDE (28), which should resolve the microscopic dynamics, guarantee stability of the scheme, and be smaller than the local equilibration time \( t_\text{eq} \) [50]. We consider the numerical value \( \Delta t = 0.01 \).

- The time interval \( \tau \to 0 \). This time constant should be “macroscopically small”, i.e., much smaller than the typical jump time \( t_1 = k^{-1} \), but also larger than the equilibration time \( t_\text{eq} \), in such a way that we retain only the macroscopic features of the process \( X^n \), namely, we neglect the underlying diffusive nature of it. We take \( \tau = k^{-1}/50 \), where \( k \) is given by formula (46). In more general contexts, we may not know the values of the characteristic times in advance and should perform an appropriate estimation of them.

- The number of particles \( n \to \infty \). Since the particles are independent and the observables \( f \) are linear, the nonlinear generator loses its dependence on \( n \). This parameter, then, only controls the discretization of the space \( X^n \), and \( n = 6 \) is enough for our purposes.

- The sample size \( N \to \infty \) over which we calculate the expectation. To obtain good statistics, enough jumps in the time interval \( \tau \) should occur. Since the average jump time is \( t_1 \), we need \( N \tau \gg t_1 \), and we choose \( N = 10^5 \).

We have built the chain of inequalities
\[
\Delta t \ll t_2 \ll \tau \ll t_1 \ll N \tau.
\]

For definiteness, we choose the quartic potential
\[
V(q) = (q^2 - 1)^2.
\]

The numerical setup is the following.

1. We select the observables \( f_j(x) = \xi_j x \), with the \( \xi_j \) logarithmically spaced [51] in the interval \([-\xi_{\text{max}}, \xi_{\text{max}}]\) with \( \xi_{\text{max}} = 2 \). The logarithmic spacing has the aim of resolving the region around \( \xi = 0 \) sufficiently well.

2. For every \( x \in X^n \), we run \( N \) simulations, of length \( \tau \), of the \( n \) independent SDEs (28). We use an Euler-Mayurama scheme with step size \( \Delta t \). The starting point for \( nx \) particles is \( A \), and for the others is \( B \). We need not care about equilibration in the wells because \( \tau \gg t_2 \).

3. We index the simulations by \( k \) and say that the random variable \( X_k \) has \( x_k^j \) as its realization. After the \( k \)-th simulation started from \( x \), we compute the quantities
\[
h^k_j(x) := e^{nf_j(x_k^j)}.
\] (49)

There is one such quantity for each \( x, j \) and \( k \).

4. Since the sample is automatically extracted from the (approximate, because of time discretization) law of the process, to estimate the expectation in Eq. (47) we only need to take the simple averages
\[
\frac{1}{N} \sum_{k=1}^{N} h^k_j(x).
\] (50)

Therefore, our estimator for the nonlinear generator is
\[
\langle \tilde{H} f_j \rangle(x) = \frac{1}{n \tau} \left( e^{-nf_j(x)} \frac{1}{N} \sum_{k=1}^{N} h^k_j(x) - 1 \right).
\] (51)

Then, from the Feng-Kurtz theory, we know that computing the nonlinear generator on an observable \( f_j \) corresponds to the estimate of the Hamiltonian
\[
\tilde{H}(x, df(x)) = \langle \tilde{H} f_j \rangle(x).
\] (52)

This algorithm provides us with an estimate at the points \( (x, \xi_j) \in \mathbb{R}^2 \). The results are displayed in Fig. 4,
where the solid surface is the Hamiltonian (34) with $k = \bar{k}$, and the red dots are its estimated values, which show excellent agreement.

If we assume the functional form of the Hamiltonian, we are able to determine the whole function in $\mathbb{R}^2$ by using a finite set of observables. For Markov jump processes on a graph, we can always expect the Hamiltonian to be of the form [52]

$$\mathcal{H}(x, \xi) = \sum_{\nu} r_{\nu}(x) \left( e^{\xi_{\nu}} - 1 \right) , \quad (53)$$

where $\nu$ represent the directed path between two nodes (states), and the sum is over all paths. In our one-dimensional case, this is reduced to the determination of the functions $r_1$ and $r_2$ in

$$\mathcal{H}(x, \xi) = r_1(x) (e^{\xi} - 1) + r_2(x) (e^{-\xi} - 1) . \quad (54)$$

The coefficients 1 and $-1$ in the exponents represent the stoichiometric coefficients of the two reaction paths (forward and backward) and are generalizable to any reaction network [52].

If, in addition, we know the functional expressions for the rates, we may determine the reaction constants by fitting the simulation points with the function (34). We do so with the values $(\mathcal{H}_f_j(x))$ at $x = 0.5$, a cross section of Fig. 4. In Fig. 5, we compare this fitting procedure to the theoretical Hamiltonian with $k = \bar{k}$. In addition, we provide the comparison with the prediction of the diffusion approximation (cf. Sec. V D), namely, with the Legendre transform of the Lagrangian (45),

$$\mathcal{H}_D(x, \xi) = \frac{k}{2} \xi^2 + k(1 - 2x) \xi . \quad (55)$$

In order to find the dissipation potential, we assume to know the entropy function (37). According to Eq. (38), we would like to compute

$$\hat{\Psi}^*_\epsilon(\xi) = 2 \left[ \mathcal{H} \left( x, \frac{1}{2}(\xi - ds_x) \right) - \mathcal{H} \left( x, -\frac{1}{2}ds_x \right) \right] . \quad (56)$$

Since we know the values of the Hamiltonian only at discrete points, first we need to interpolate it. Via the MATLAB function scatteredInterpolant [53], we obtain an interpolation for $\hat{\Psi}^*$ in the region $\{0 \leq x \leq 1, -2\xi_{\text{max}} + ds_x \leq \xi \leq 2\xi_{\text{max}} + ds_x\}$. Disregarding any statistical consideration again, the result is shown in Fig. 6.

In this very simple example of a chemical reaction, coarse-graining means estimating the reaction constant, namely the parameter $k$ in the linear generator (31). Consequently, the limit nonlinear generator or the Hamiltonian (54) does not really contain different information than the linear generator. Hence, in the present context, one could just estimate the transition rates by one of the numerous methods already available in the literature (e.g., [12, 54, 55]). Moreover, considering more general reaction networks, typical problems of standard approaches remain: high local minima of the potential landscape are rarely explored, boundaries between macroscopic states are not easy to set, the recrossing problem is typical [12]. The approach proposed here presents the additional complication of being “stiff” because of the strong nonlinearities in Eq. (49).

However, we emphasize that our aim is to directly resolve the full structure (39), and not just the rates: this is not a feature of already available methods. We also expect that our viewpoint will constitute an advantageous...
tool for less trivial systems, where the convergence of the nonlinear generator carries substantial new information, such as problems of homogenization [56] or systems where the structure of the macroscopic dynamics is not known in advance [57].

The last main issue is numerical efficiency. Many known numerical methods in statistical mechanics [58] are based on importance sampling: the probability distribution of a random variable is changed, often by “exponential tilting”, in such a way that rare events become less rare and can more easily be observed. Physically, this corresponds to biasing the system by an external force. Following the ideas in [55], we would like to develop biased methods for nonlinear generators.

VI. CONCLUSIONS

We have considered the statistical mechanics of a physical system with many degrees of freedom represented by a parameter $n$. In particular, we have studied the structural properties of the deterministic limit ($n \to \infty$) and the fluctuation properties around that limit. The right mathematical framework for this task is the theory of large deviations.

Classically, a fluctuation-dissipation theorem of the second kind is formulated for a diffusion process: in the limit of large but finite $n$, it gives the definition of the friction properties of a system, which characterize its most probable evolution, in terms of its fluctuation properties around this evolution. In this paper, we have extended this definition to more general Markov processes with detailed balance.

The friction properties are encoded in a nonlinear generalization of a gradient flow, called generalized gradient flow, which has the following feature: the driving function, interpreted as the relevant thermodynamic potential, characterizes equilibrium and never decreases along the evolution. For example, for closed systems, the driving function is the thermodynamic entropy. The generalized gradient flow is entirely determined by the driving function and a dissipation potential.

The fluctuation properties are characterized by two large-deviation principles: a static one, whose rate function contains the information on the equilibrium states, hence it is the relevant thermodynamic potential; and a dynamic (pathwise) one, where the rate function describes the deviations of the stochastic trajectories from the most probable one, namely the macroscopic evolution, in the limit $n \to \infty$.

The generalized FDT establishes the definition of friction in terms of the fluctuations: the dissipation potential, which characterizes friction, is uniquely defined by the dynamic rate function, which describes fluctuations.

The most important consequence of the generalization is an extended theory of coarse-graining. If the classical theory of fluctuations allowed us to handle only diffusion processes – the typical setting of macroscopic “hydrodynamic-like” equations and Green-Kubo relations –, now the class of systems includes “rare-event-like” systems, which are much better described by jump processes rather than diffusions.

In this context, we have tested the new method in the example of a simple model of a monomolecular chemical reaction, the Kramers escape problem. Although this elementary illustration has been proven successful, it certainly requires refinement from both the standpoint of the statistical solidity and of the efficiency of the algorithm, especially because we aim to apply the method to more complex systems, such as plasticity and the dynamics of glasses.

The connection between large deviations and generalized gradient flows is restricted to purely dissipative systems. Indeed, its extension to dynamics with a non-dissipative component has not been established yet, although a few attempts [59, 60] have been made. We expect that the general class of FDTs should hold for evolutions equations of the GENERIC type, where the non-dissipative component is modeled by a Poisson structure and the dissipative one by a generalized gradient structure.
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