Applying Robust Intelligent Algorithm and Internet of Things to Global Maximum Power Point Tracking of Solar Photovoltaic Systems
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The important dare in the solar photovoltaic (PV) system is to investigate the performance under partial shading conditions. A robust intelligent algorithm (RIA) connected with internet of things (IoT) is developed to offer the real-time monitoring of solar PV systems, thus ensuring global maximum power point tracking (MPPT). The RIA comprises a limited-time terminal sliding-mode control (LTTSMC) and a quantum particle swarm optimization- (QPSO-) radial basis function (RBF) neural network. The LTTSMC creates a quick limited-system-state convergence time and allows for singularity avoidance. However, if the system ambiguity is overrated or underrated, the tremble phenomenon or steady-state error probably occurs around the LTTSMC. The QPSO-RBF neural network is integrated into LTTSMC to handle plant parameter variations and external load perturbations, thus reducing tremble and steady-state errors. With the aggregation of the RIA and the IoT, the remote monitoring in the solar PV system yields faster convergence to nonsingular points, and it also introduces neural network method to achieve more accurate ambiguity estimation. Experimental results show the mathematical analysis and performance enhancement of a prototype algorithm-controlled solar PV system based on digital signal processing under transient and steady-state loading conditions. Because the proposed solar PV system has notable advantages over the classical terminal-sliding solar PV system in terms of tracking accuracy and robust adaptation, this paper is worthy of reference to designers of relative robust control and neural network learning algorithm.

1. Introduction

The robust intelligent algorithm for the internet of things supports the remote monitoring of real-time solar PV data, such as panel voltage, current, power, temperature, and solar radiation. In order to achieve the maximum power point tracking of a photovoltaic system, the output side of the solar cell needs to be regulated with a switching power converter with maximum power point tracking control, which allows the solar panel to output the maximum power and achieve fast and accurate tracking [1–6]. Various maximum power point tracking (MPPT) methods have been proposed in the literature, such as perturbation observation, incremental conductance, fuzzy control, and linear approximation [7–10]. However, the solar illumination and ambient temperature are closely relative to the maximum power output of the solar panel. Most of these MPPT algorithms cannot offer a strict convergence and stability analysis or have the problem with fast tracking to the maximum power point, resulting in reduced output power. Sliding-mode control (SMC) is simple and easy to design and has the robustness to parametric variations and external interference during the sliding process [11–17]; many relative SMCs have been published for the control of solar PV systems [18–20]. However, in practice, the stability, convergence, and performance of solar PV systems controlled by the law of the SMC are compromised when the system state convergence time is not finite, and the tremble and steady-state error occurs under the influence of ambiguous interferences. Recently, the limited-time terminal sliding-mode control (LTTSMC) not only has a robust design method, clear analysis of convergence, and stability, but also provides a limited-system-state conver-
gence time and improves the dynamic quality of the PV system [21–23]. However, PV arrays are susceptible to partial shading caused by construction, trees, dust, etc. (greatly reduce the output power of the system and result in large energy losses), and therefore the output characteristics of PV arrays may change irregularly, resulting in multiple area extremes of output power. At this moment, using the previously described methodologies of maximum power tracking (such as disturbance observation method, the incremental conductance method, the fuzzy control method, and linear approximation method) would be trapped in the dilemma of tracking to local maximum power points instead of global maximum power points. Some other global optimization algorithms are proposed, such as genetic algorithm (GA), differential evolution (DE), simulated annealing (SA), and ant colony optimization (ACO) [24–27]. But they either converge prematurely to local optimization or search time is too long. Recently, based on the advanced development of artificial intelligence (AI) [28–34], the radial basis function (RBF) neural network can approximate complicated nonlinear functions by using Gaussian kernels and possess fast learning speed, leading to better transient and steady state for MPPT in PV systems. Also, particle swarm optimization (PSO) is a simple and effective method that has been applied to the actual MPPT systems [35–37]. Its improved version QPSO (quantum particle swarm optimization) can address the drawback of regular PSO which converges easily to local solutions, guaranteeing convergence to global optimal solutions [38–41]. Therefore, inspired by good algorithm design concepts and practical applications [42–45], it will be a good idea to combine the QPSO with RBF neural network. Such hybrid learning mechanism uses optimal methodology and neural network into a systematical structure to govern ambiguity, randomness, and time-varying vagueness, endowing with more accurate constraint estimates. For this reason, the LTTSMC with QPSO-RBF neural network can attenuate the tremble when the ambiguity value is overrated or reduce the steady-state error when the ambiguity value is underrated. In other words, by using the QPSO-RBF neural network and system state information, the switching gain of the LTTSMC can be adaptively adjusted to moderate the overconservation of the LTTSMC design, thereby lessening the tremble and offering global maximum power output. When subjected to partial shading and under high-ambiguity conditions, experimental results from digital implementation show that the proposed algorithm will enable the solar maximum power tracking system to enhance the performance during steady state and tracking speed during transient conditions.

2. Description of Solar PV System

In order to increase the efficiency of solar PV systems, it is necessary to have a maximum power tracking function. In particular, it should be noted that when the PV array encounters a partially occluded phenomenon, the power-voltage curve shows multiple peaks (Figure 1), and traditional maximum power tracking methods (e.g., perturbation observation, incremental conductance, and hill climbing) will fall into a local maximum power point instead of a global maximum power point. In addition, there is a voltage reference value corresponding to the maximum power point of a solar PV system. Therefore, a Zeta DC-DC converter (Figure 2) is used to adjust the solar cell voltage (for the maximum power point voltage). This is because the output voltage of Zeta DC-DC converter can be higher/lower than the input voltage and have the same polarity with continuous output current. Due to the small-ripple inductor current, it can reduce the tremble during steady-state sliding mode.

For solar PV systems, we propose a QPSO-RBF neural network which calculates a voltage reference at the maximum power point in a solar array under partial shading conditions, and a limited-time terminal sliding-mode control achieves the \( v_{rp} \) to reach the voltage reference. The system state variables of the solar PV system are derived from the following matrix. The solar Zeta DC-DC converter circuit shown in Figure 2 uses the switch on and off states to express the matrix of the solar PV system as follows:

\[
\dot{x}(t) = f(x(t)) + g(x(t))u, \quad (1)
\]

where \( \dot{x} = [i_{P1} \ i_{P2} \ i_{C1} \ v_{C1}]^T \), \( u \) denotes control input with duty cycle signal, \( f = [i_{P1}/C_1 - v_{C1}/L_1 - v_{C2}/L_2 \ i_{C1}/C_1 (i_{P2} - i_{C1})/C_o]^T \), and \( g = [- (i_{P1} + i_{P2})/C_1 \ v_{rp} + v_{C1} \ (v_{rp} + v_{C1})/L_2 - (i_{P2} + i_{C1})/C_1 0]^T \). It should also be noted that the parameters of the Zeta DC-DC converter need to be appropriately designed as suggested below [46–49]. In actual coupled inductor, the inductors have unequal inductance, and the ripple currents are not completely the same. For the required ripple current value, the inductance of the coupled inductor can be estimated to be half of the required inductance when two independent inductors (\( L_1 \) and \( L_2 \)) exist; this can be referred to (4) and (19) in [46, 47], respectively. The coupling capacitor \( C_1 \) shown as (6) in [48] can be designed based on the ripple voltage. Also, (19) in [49] shows that the output capacitor \( C_o \) is recommended to have sufficient capacitance to keep the DC-link voltage and to provide continuous load current under high switching frequency.

The control objective in a PV system is to make \( v_{rp} \) track the reference voltage \( v_r \). The error \( e_1 = v_{rp} - v_r \) can be defined as the difference of the \( v_{rp} \) and the reference voltage, at which the control rule is designed, and the purpose is to design the control rule well. Then, to convert the DC voltage generated from Zeta DC-DC converter to AC voltage, Figure 3 shows the circuit diagram of a single-phase full-bridge voltage source inverter, followed by LC filter. The full-bridge DC-AC inverter is the core of the system, which
converts the DC input chopper into a series of pulse-width modulation according to the modulation signal. The function of second-order LC filter is to eliminate the high-frequency component of chopper output voltage $v_C$. We also need to pay attention to the selection and determination of the LC filter component values of the full-bridge DC-AC inverter, which can refer to the recommendations in the following literature [50–52].

1. Selection of switching frequency [51, 52]: usually in order to reduce the size of the LC filter, the switching frequency of the insulated gate bipolar transistor switches can be chosen higher than 30 kHz switching frequency. A temperature [50] which can refer to the recommendations in the following literature component values of the full-bridge DC-AC inverter, usually in order to reduce the size of the LC filter, the switching and fundamental frequencies yield more descent and less amplification, respectively. Once the suggested modulation value is lower than 0.95, the least value of this factor can be obtained. (2) Selection of a factor value relative to LC low-pass filter cutoff frequency [50]: when there is a greater factor value, the switching and fundamental frequencies yield more descent and less amplification, respectively. The factor is chosen by the equations (8), (20), (25), and (26) of [50], thereby acquiring the $L$ and $C$ values. Applying KVL and KCL, the state space equation for a single-phase inverter can be expressed as

$$\dot{x}_{AC} = -v_{AC}/LC - v_{AC}/R_1/C + k_{pwm} \cdot u_{inv}/LC,$$

where $k_{pwm}$ stands for the equivalent gain of the inverter. Therefore, the error state equation of the inverter is obtained as $x_{eq,1} = x_{eq,2}/L - x_{eq,1}/R_1C + k_{pwm} \cdot u_{inv}/LC - v_{AC}/R_1C - v_{AC}$, where $x_{eq,1} = v_{AC} - v_{ACr}, x_{eq,2} = v_{AC} - v_{ACr},$ and $v_{ACr}$ is a demanded sinusoidal reference. Figure 4 displays the structure of the whole control system, and in order to allow the error states converged to zero, the control law $u_{inv}$ is designed via fractional proportional–integral (FPI) method expressed as

$$x_{eq,1} \cdot (k_p + k_i(d^a/dt^a)),$$

where $k_p$ is proportional gain, $k_i$ denotes integral gain, and $a$ symbolizes the noninteger order of the integral term. It must be mentioned that the FOMCON toolbox of the Matlab/simulink package software offers FPI control applications, such as the identification of dynamic models in the time domain and frequency domain, and controller design. This paper employs the FOMCON toolbox to get the gain values of $k_p$ and $k_i$, and then these gain values are adopted in digital implementation, thereby achieving good inverter response [53–56].

### 3. Control Design

The limited-time sliding function can be written as

$$s = e_1 + \frac{1}{\lambda} \frac{d^p}{dt^p},$$

where $e_1 = v_{PV} - v_C, e_2 = \dot{e}_1, \lambda > 0,$ and $p$ and $q$ intend by positive odd numbers ($p < q < 2p$). Afterward a sliding-mode reaching rule $\dot{s} = -\eta_1 |s|^{1-\gamma} \cdot \text{sgm}(s) - \eta_2 |s|^{\alpha} \cdot \text{sgm}(s)$ is recommended to be employed. Note that a sigmoid function \text{sgm}(s) $s = \sqrt{1 + (s/\tau)^2};$ here, $\tau$ is a small positive constant. The control law of the LTTSMC can be expressed as

$$u = u_{eq} + u_r,$$
Proof. Specify a Lyapunov candidate as

\[ u_{eq} = -g^{-1}\left(k_{eq}e + \frac{\lambda}{q} s^2 \right), \tag{4} \]

where \( e \) is the error state vector and \( k_{eq} \) stands for equivalent feedback gain. The index of the \( e \) in the equivalent control \( u_{eq} \) is greater than zero, leading to nonsingularity.

Also,

\[ u_s = -g^{-1}\left[\eta_1 s^{|1-q|}\text{sgn}(s) + \eta_2 s^{|3-q|}\text{sgn}(s)\right], \tag{5} \]

where the sliding control \( u_s \) can compensate for the repercussions of agitations. As a result, the system state will be forced to arrive \( s = 0 \) and converge in a limited amount of time.

**Proof.** Specify a Lyapunov candidate as

\[ V = \frac{1}{2} s^2. \tag{6} \]

According to the dynamic system trajectory and the control law (3) and utilizing the above Lyapunov candidate, the time derivative \( V \) is given as

\[ V = \dot{s} = s \left( \frac{d}{dq} s^{|q-1|} \right) \left( -s - \frac{d}{dq} (\eta_1 s^{|1-q|} + \eta_2 s^{|3-q|}) \text{sgn}(s) \right). \tag{7} \]

On account of \( s^{|q-1|} > 0 \), the differential of \( V \) is less than or equal to zero. This deduced that the \( s \) and \( \dot{s} \) of the LTTSMC in (7) are allowed to converge to the equilibrium for a limited time. In the case of \( s = s_0 + \lambda \dot{s} \) and \( \dot{s} = -\eta_1 s^{|1-q|} \text{sgn}(s) - \eta_2 s^{|3-q|} \text{sgn}(s) \), the system state (1) must also quickly converge to the equilibrium within a limited time. However, the tremble or steady-state error emerges from the LTTSMC. The reason for this situation is that the system load has drastic changes or extreme nonlinearity, so that the final system output cannot follow the reference sine waveform, resulting in inaccurate tracking performance. The control signal \( u \) derived from (3) is altered by the addendum of the QPSO-RBF neural network method, which depresses the tremble/steady-state error in the solar PV system. The RBF neural network is depicted as Figure 5. It is easy to grasp that there are three layers in the RBF neural network constitution, namely, the input layer, the hidden layer, and the output layer. The input layer only carries out the delivery of the information, the hidden layer possesses a perceptible region containing a set of RBFs, and the output layer neurons represent linear amalgamations of neuron activations in the hidden layer. More concretely, there are nonlinear interconnections amid the input layer and the hidden layer, but there are linear relationships amid the hidden and the output layers. Using these relationships, a mapping of low-dimensional vectors is performed, and the RBF constitution transforms the low-dimensional linearly inseparable space into a high-dimensional linearly divisible space, thereby providing an approximation ability of the uncertain nonlinear functions. In general, it is not effortless to precisely calculate the upper limit of a system subject to parameter uncertainty and external intermission, but the RBF constitution is a useful tool for solving highly complex and nonlinear problems. Thereby, this RBF neural network is used to estimate the upper limit of system uncertainty and external intermission, effectively depressing the effect of the tremble. With the application of solar PV systems, since the neurons use mathematical operations in the hidden layer and output layers, the tracking error vector \( e \) is given as input data in the input layer, and thereafter the processed input is passed through the Gaussian RBF, which maps the processed input to the output layer to obtain the output function. Note that the most effective way to discover a particular data set is to use systematic experimentation. It is often not easy to analytically calculate the number of layers or nodes used in each layer of an artificial neural network to solve the specific problem of actual prediction modeling. This is due to the fact that the number of layers and nodes in each layer must be specified...
as model hyperparameters. The designer may be the first person to try to solve the own particular problem using neural networks. As a result, we must use powerful testing tools and controlled experiments to discover the answer. The R programming language provides a package called caret that helps determine the numbers of layers and nodes used in RBF neural networks to achieve the minimum mean square error (MSE), i.e., the best combination of parameters [57–59]. Thereby, this constitution is used to adjust the LTTSMC gain to depress tremble and improve the performance of the system, as described and demonstrated below.

We first define the upper limit of the plant parameter changes and the external load intermissions as $\Theta > |\Theta|$, and the estimated value is symbolized by $\hat{\Theta} = W^T h(e_i); \text{ here, } W = [w_1, w_2, \cdots, w_m]^T$ stands for network weights, and $h$ denotes the Gaussian function as follows:

$$h_j = \exp\left(-\frac{1}{2} \left\| e - c_j \right\|^2 / \rho_j^2 \right), \quad j = 1, 2, \cdots, m, \quad (8)$$

where $c_j$ represents the center of the hidden layer neuron, and the smoothing parameter $\rho_j$ means the width of Gaussian function. Then, make the following suppositions throughout the proof.

**Supposition I** [60, 61]: if there is an optimal weight matrix $W^*$ of the RBF constitution and the (9) is hold, then the output of the optimal neural network can be obtained.

$$\delta(e_i) = W^T h(e_i) - \Theta < \delta_n. \quad (9)$$

**Supposition II** [60, 61]: presuming the uncertainty upper limit of system (1) satisfies the following form:

$$\hat{\Theta} - |\Theta| > \delta_0 > \delta_n > 0. \quad (10)$$

Then, the sliding control $u_j$ can be redescribed as

$$u_j = -\tilde{\Theta} \ \mathrm{sgn} \ (s). \quad (11)$$

The stability of the system (1) can be guaranteed by Lyapunov function below.

$$V = \frac{1}{2} \left( s^2 + \kappa^{-1} (W^* - W)^T (W^* - W) \right), \quad (12)$$

where $\kappa > 0$.

Using the above-mentioned equivalent control and (11), the derivative of $V$ yields

$$\dot{V} = s \dot{s} - \kappa^{-1} (W^* - W)^T \dot{W}$$

$$= -|s| \tilde{\Theta} + s \Theta - \kappa^{-1} (W^T - W^T)^T \dot{W}. \quad (13)$$

In addition, the weight update method is designed to

$$\dot{W} = \kappa |s| h(e_i). \quad (14)$$

\begin{table}[h]
\centering
\caption{Solar cell electrical parameters.}
\begin{tabular}{|c|c|}
\hline
(Irradiance 1 kW/m², module temperature 25°C) & \hline
Rated power & 75 W \hline
Rated working voltage & 17 V \hline
Rated working current & 4.4 A \hline
Open-circuit voltage & 21.7 V \hline
Short-circuit current & 4.8 A \hline
Ideality factor of the diode & 1.2 \hline
Temperature coefficient of short-circuit current & 4 mA/°C \hline
P-N junction parameter & 2.035 \hline
\end{tabular}
\end{table}

From (9), (10), and (14), the (13) becomes

$$\dot{V} = -|s| W^T h(e_i) + s \Theta \leq -|s| (\Theta + \delta(e_i) - |\Theta|) \leq -|s| (\delta_0 - \delta_n) \leq 0, \quad (15)$$

where $\kappa = \delta_0 - \delta_n$. Although the (15) is kept, it is necessary to give further basic explanations about the presence of compact sets in the control of neural networks so that the approximation capability of the neural networks can be constructed. In order to limit the state of the closed-loop system, the reports of the necessary assumptions, the use of a backstepping methodology, and the suggestion for an adaptive law have been provided and proved from previous work, leading to a semiglobally consistent ultimate bounded system stabilization that always keeps the system state in a compact set (see [62] and references therein). Eventually, the solar PV system with RBF neural network and LTTSMC becomes progressively stable and then achieves finite-time convergence with zero tracking error. However, the traditional RBF neural network adopts the local information based on the parameter space to set the relative parameters, which results in the values of the parameters $c_j, \rho_j, \text{ and } w_j$, becoming locally optimal solutions. To obtain the global optimal solution, the QPSO algorithm can be used. When the number of overlaps approaches infinity, there exists a traditional PSO whose algorithm cannot converge to the global optimum with probability 1, i.e., it is not globally convergent. In addition, the velocity of a single particle has an upper limit on its search space, which is finite and cannot cover the entire feasible solution space, thus limiting the algorithm’s ability to search the entire domain. Instead of requiring velocity vectors, the QPSO is a completely stochastic stacking equation that has fewer easily controllable parameters, allowing the particle to search for the global optimal value over the entire feasible solution space. The superposition representation of the QPSO is expressed as

$$\tilde{\xi}_i^k = \psi^k \xi_{best,i} + \left( 1 - \psi^k \right) \tilde{\xi}_i^k, \quad (16)$$

$$X_i^{k+1} = \tilde{\xi}_i^k + \beta^k |Q^k - X_i^k| \ln \left( \frac{1}{\sqrt{W}} \right), \quad (17)$$

Table 1: Solar cell electrical parameters.
where $\beta^k = \beta_{\text{base}} + R$ indicates the compression/expansion factor; here, $\beta_{\text{base}}$ implies the basic compression/expansion factor, and $R$ represents a random number evenly distributed over (0,1); $\psi^k$ and $\Psi^k$ represent random numbers including uniform distribution between 0 and 1, and $Q^k$ denotes the average of the best locations in the region of the cluster for all particles in the search history.

### 4. Results and Discussion

In order to verify the effectiveness of the proposed controller, the solar module with 4 series and 2 parallel is used, and Table 1 gives relevant parameters. Based on the design of Zeta converter and considering the actual PV environment, the parameters are provided as follows: the inductance $L_1$ is 0.46 mH, the inductance $L_2$ denotes 0.5 mH, the capacitance $C_2$ is 0.22 F, and the filter parameters are $k_1 = 0.03$ and $k_2 = 0.05$.
$C_i$ indicates 100 $\mu$F, the capacitance $C_i$ is 120 $\mu$F, and the capacitance $C_o$ means 1000 $\mu$F. Also, the inductance $L$ of the DC-AC inverter stands for 0.4 mH, the capacitance $C$ is 10 $\mu$F, the DC-link voltage $V_{DC}$ signifies 200 V, the AC output is 110 Vrms, $f = 60$ Hz, and the switching frequency represents 30 kHz.

Figure 6 shows the experimental output waveform of a classical PV system under partial shielding at a 90 trigger angle, changing from no load to full load. It can be seen from the figure that the transient voltage drop does not regain quickly, and the ability of the controller to compensate for the transient voltage is apparently poor. Figure 7 reports the experimental output waveform when the PV system encounters partial shielding using the proposed algorithm at 90 trigger angle, changing from no-load to full-load condition; we can observe that the transient voltage drop regains within a short period of time, and the compensation ability is better than the classical terminal sliding-mode control. Figure 8 illustrates the experimental output voltage of the PV system under partial shielding condition with classical terminal sliding-mode control when the filter parameters of the PV system are changed. The proposed output voltage of a PV system under partial shading has depicted in Figure 9 shows when the filter parameters of the PV system are changed. Obviously, the output voltage waveform of the PV system controlled by the classical terminal sliding-mode control has more distortion, but the proposed output voltage of the PV system is very close to the sinusoidal reference voltage waveform. Considering the TRIAC-controlled load situation, the simulated output voltage waveform of a solar PV system controlled by the proposed algorithm is displayed in Figure 10 under partial shading condition with five local peaks. The proposed algorithm implies the strong performance with a slight voltage sag and rapid retrieval time. Figure 11 depicts the tracking error comparison between the classical TSMC and the proposed algorithm. The tracking accuracy and speed of the proposed algorithm are significantly better than classical TSMC. Table 2 shows the output voltage drop in step loads, and Table 3 displays the variation of the output voltage THD on the filter parameters. It is
important to point out that we can compare and analyze four kinds of lately used optimization algorithms, such as adaptive differential evolution (ADE), enhanced simulated annealing (ESA), improved genetic algorithm (IGA), and discrete particle swarm optimization (DPSO) [63–66]. The generation mechanism of ADE new solutions and the population search capability are similar to the DPSO. Because the best solution in the population has no impact on other solutions, there is better diversity but the mutation vector usually comes from the nonoriginal of solutions. The DPSO has fewer iterations, and its performance is much better than ESA. A lot of iterations are demanded by SA, so as to get the DPSO identical results; nevertheless, each iteration time of DPSO wastes more time than ESA. With the probability, both parents and individuals can be selected. The crossover operation can produce seed, which extracts from the parent, and its solution is similar to the parent. The IGA tends to generate solutions that can be clustered around certain fine solutions in the aggregate. By introducing different mutation operations, the diversity of IGA can be introduced into the solution, but the increment in the solution time appears nonlinearity while the population increases.

5. Conclusions

The proposed algorithm uses a QPSO-RBF neural network to find the global maximum power point of the photovoltaic array in the event of partial shielding and a limited-time terminal sliding-mode control to provide tracking control with the unique advantage of finite-time system state convergence, depressed tremble, and steady-state error under uncertain intermission conditions. The algorithm developed with the help of the IoT is used in the solar PV system to establish the maximum power output of solar panels and to maintain the highest PV energy conversion efficiency during partially shaded conditions. When comparing the output voltages of the classical terminal sliding-mode control under varying filter parameters, the total harmonic distortion (THD) rate of the proposed control is very low, and the voltage waveform is close to the required sinusoidal reference voltage. Thereby, the proposed experiments in the solar system indeed achieve good performance under partial shading conditions. More importantly, the IoT depresses the tedious task of visiting working sites with frequently recording of performance data, therefore enhancing the control of remote areas for effective and speedy troubleshooting and maintenance.
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