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ABSTRACT
Recent studies have shown that multi-modeling methods can provide new insights into the analysis of brain components that are not possible when each modality is acquired separately. The joint representations of different modalities is a robust model to analyze simultaneously acquired electroencephalography and functional magnetic resonance imaging (EEG-fMRI). Advances in precision instruments have given us the ability to observe the spatiotemporal neural dynamics of the human brain through non-invasive neuroimaging techniques such as EEG & fMRI. Nonlinear fusion methods of streams can extract effective brain components in different dimensions of temporal and spatial. Graph-based analyzes, which have many similarities to brain structure, can overcome the complexities of brain mapping analysis. Throughout, we outline the correlations of several different media in time shifts from one source with graph-based and deep learning methods. Determining overlaps can provide a new perspective for diagnosing functional changes in neuroplasticity studies.
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Introduction:
The fMRI and EEG are two of the main non-invasive techniques that allow to measure brain function. An electroencephalogram (EEG) is a test that detects electrical activity in brain using small, metal electrodes attached to scalp. The electrical activity of the brain is caused by the synchronization of a pool of cortical neurons, in particular of pyramidal cells. There is a different electrical charge along the neurons. This difference creates an electric dipole that can be acquired by EEG electrodes, and represented as a series of positive and negative waves.

The fMRI is sensitive to change blood oxygen level dependent (BOLD), that describes the variation in the magnetic status of the red blood cells linked to the hemoglobin oxygenation. There are two forms of hemoglobin, the oxyhemoglobin is the form of hemoglobin loosely combined with oxygen with diamagnetic property whereas the deoxyhemoglobin is the form of hemoglobin that has released its bound oxygen with paramagnetic property. Brain activity in each area causes changes in BLOD in that area of the brain, which is monitored by fMRI techniques as a time series.
The brain is a dynamic graph of interacting neurons that are constantly configured to solve an unexpected hyper-task. These configurations can be supervised or semi-supervised [1]. A multi-modal system can solve complex topologies that are difficult or impossible for an individual stream. Dynamic graph generation aims to generate high-quality structure which are consistent with input time series from both modalities EEG & fMRI. This task requires to simultaneously encode the time series, and effectively leverage the graphs in the decoding process in high order domain. While is hard for typical neural generation models to learn the alignments between source relations.

Numerous studies have shown the efficiency of the simultaneous combination of EEG and fMRI [2]. Directional overlap and convergence in different domains have ensured this combination. Although the EEG and fMRI streams are in different domains and each has its own attention, they have a certain high-order correlation that follows a certain pattern for each task. EEG is high-dimensional in time and fMRI is high-dimensional in space and their fusion has the potential to achieve the potential for high spatiotemporal resolution. These physiological signals are directly captured from the brain cortex and hence it would be advantageous to reflect the mental states of human beings.

EEG and fMRI signals of each brain region are structured time series. Some works have used a stream to represent spatio-temporal graphs [3, 4] that the temporal graph characterizes the dynamics of brain activity at each region and the spatial graph characterizes the functional interaction between different brain regions. Which usually analyzes spatio-temporal in rotation or uses partial graph correlation [5, 6], while either lose good temporal information or ignore some spatial data. To address these issues, we suggest cross model to incorporate spatio-temporal convolution on functional & temporal connectivity graphs. Therefore, simultaneous acquisition of EEG and fMRI data covers each other's weaknesses, while improving system noise response especially similar artifacts. EEG has reliable temporal accuracy and spectral resolution of the brain electrophysiology, while fMRI is suitable for spatial analysis of blood flow changes [7, 8]. Furthermore, by simultaneously obtaining data, the function of the brain can be examined in the same states, with different media in the same experimental conditions. Including things like the level of consciousness and concentration that are dynamically changing in humans [9, 10].

There are generally two methods for fusion that are usually biased according to physiological assumptions. A) Asymmetrical approaches, the data extracted from one stream is used to limit or predict another stream. And according to the priority of using stream information, the analysis form is divided into two types. One fMRI-informed EEG, in which fMRI spatial information is used for the source reconstruction of the EEG signals [11] and in the other type, EEG-informed fMRI, the temporal information obtained from EEG is used to localize and infer the fMRI correlations to specific neuronal events [12, 13]. In these approaches, the second modality is biased based on the first modality. And small changes in the first stream can eliminate the effective feature in the second stream and only some features are considered. B) Symmetrical approaches, where a
wide range of features of the two modalities are jointly examined, and in other words, the features have the same weight in a similar analysis [14]. This approach is classified into two groups: data & model-driven methods [15, 16, 17, and 18].

In the data-driven method, a blind search is performed to detect common patterns between streamers by linear and nonlinear methods without considering the physiological relationships of EEG and fMRI [10]. On the other hand, the model-driven method is based on hypothetical neurophysiological that describe the connection between the neuronal generators and the bioelectrical hemodynamic responses so there is a possibility of losing or not considering effective connectivity [19]. As a result, unlike the first method, there is a possibility of losing or not considering effective communication. Therefore, data-driven model is preferred in situations where accurate biophysical modeling and prediction of brain events are not possible [20].

Given the complex data structure in different imaging modalities as well as networked organizational structure of the human brain, novel learning methods based on graphs inferred from imaging data, graph regularizations for the data, and graph embedding of the recorded data, have shown great promise in modeling the interactions of multiple brain regions, information fusion among networks derived from different brain imaging modalities, latent space modeling of the high dimensional brain networks, and quantifying topological novel neuro-biomarker in temporal dependencies and attention structures [21]. In the meantime, attention mechanisms can be used to optimize the system. Attention mechanisms are divided into two main types: soft-attention and self-attention mechanisms. Soft-attention mechanisms allow the model to learn the most relevant parts of the input sequence during training. Soft-attention mechanisms are end-to-end approaches that can be learned by gradient-based methods. Self-attention mechanisms incorporate the attention mechanism into the propagation steps by modifying the convolution operation [22, 23, 24, and 25].

In this study use a graph topology [26] such as the brain topology and analyze it in terms of time and patterning of brain functions to model and configure a multi-modalities system. Using the graph model, it is possible to find dependencies between brain areas (adjust correlation) more easily, and find possible solutions using sub-graphs, just like the brain. Graph analysis focuses on tasks such as node classification, link prediction, and clustering. Graph Convolutional Neural Networks (GCNNs) are deep learning based methods that operate on graph domain in modeling unstructured and structured relational data including brain signals (fMRI and EEG) to investigate structure-function relationships in the human brain [21, 27].

Components and correlated areas of the whole-brain are obtained by analyzing cortical signals, possibly on subcortical, into a graph network of coupled regions of interest (ROIs), or by approximating the cortical signals as a bi-dimensional manifold. The model that will be described is capable of learning the sparse representation and extracts graph features jointly, providing the flexibility to choose between individual and group level explanations. Here, instead of using a prior graph the algorithm focuses on the influences of relationships to introduce inter-intra GCNN model and jointly learn the structure and connection weights to optimize task-related learning of fMRI and EEG while a self-attention mechanism updates the impact of node connections. However, combining modalities may uncover hidden relationships. Thus, proposed here a graph
joint representation learning framework to deal with the challenge. Finally, the degree of correlation between the two streams is determined.

In this article introduces a new attention-based multi-scale GCNN model, aiming to feature extraction and supervised classification. GCNN is a unified, which simultaneously learns the discriminative fMRI and EEG feature representations, classifies the driving brain states, and exploits the functional topological relationship of electrodes and ROI. The model starts with temporal convolutions to learn frequency filters from the preprocess fMRI and EEG data, in which the kernel size is simply determined by the sampling rate of data, and hence, the tuning of kernel size is not necessary that feed attention-based multi-scale method to reveal the correlation between brain connections.

Method:

Graph analysis: A standard convolution for regular grids is clearly not applicable to general graphs. There are two basic approaches currently exploring how to generalize GCNNs to structured data forms. One is to expand the spatial definition of a convolution. Spatial GCNs imitate the Euclidean convolution on grid data to aggregate spatial features between neighboring nodes [28]. In fact, spatial based GCNs define a graph convolution operation based on the spatial relationships that exist among the graph nodes. And the other is to manipulate in the spectral domain with graph Fourier transforms. These methods can be decomposed into spectral bases associated with graph-level information and include graph filtering-based approaches according to spectral graph theory. [29, 30]. Spectral method has proven to be very effective considering the purposes of this article including extracting effective links [31, 32, and 33]. So the convolution operator should behave like a low pass filter by smoothing the feature of each node on the graph using node features in its neighborhood.

An undirected and connected graph can be defined as G = {V, E, W}, in which V represents the set of nodes, parcellation of cerebral cortex or electrode, with the number of |V| = N and E denotes the set of edges connecting these nodes. Let W ∈ R^{N×N} denote an adjacency matrix describing the connections between any two nodes in V, in which the entry of W in the i-th row and j-th column, denoted by w\_{ij}, measures the importance of the connection between the i-th node and the j-th one while assigning a brain signal x ∈ R^{N×T}, i.e. a short time series with duration of T, to each of N brain regions or electrode. methods k-nearest-neighbor (k-NN) and the distance function method are used to build graphs and determine the entries w\_{ij} of the adjacency matrix with only connecting each brain region to its 8 neighbors with highest connectivity whereas a distance function would be the Gaussian kernel function [33, 34].

The spectral analysis of the graph signals relies on the graph Laplacian, which maps the signal distributions from the spatial domain to the graph spectral domain and decomposes the signals into a series of graph modes with different frequencies, also called graph convolution. Specifically, the normalized graph Laplacian matrix is defined as:
\[ L = D - W \in \mathbb{R}^{N \times N}, \]  
(1)

Where \( L \) denote the Laplacian matrix of the graph \( G \), \( D \in \mathbb{R}^{N \times N} \) is a diagonal matrix and the i-th diagonal element can be calculated by \( D_{ii} = \sum j w_{ij} \).

The convolution operator is shown for a given spatial signal \( x \in \mathbb{R}^{N} \) as follows:
\[ \hat{X} = U^{T}X, \]  
(2)

Where \( \hat{X} \) denotes the transformed signal in the frequency domain, \( U \) is an orthonormal matrix that can be obtained via the singular value decomposition (SVD) of the graph Laplacian matrix \( L = U\Lambda U^{T} \), in which the columns of \( U = [u_0, \cdots, u_{N-1}] \in \mathbb{R}^{N \times N} \) constitute the Fourier basis, and \( \Lambda = \text{diag} ([\lambda_0, \cdots, \lambda_{N-1}]) \) is a diagonal matrix. And the inverse conversion to this form is shown:
\[ x = UU^{T}X = UX, \]  
(3)

As a result, the convolution of two signals \( x \) and \( y \) on the graph \( *_{g} \) is as follows:
\[ x *_{g} y = U((U^{T}x) \circ (U^{T}y)), \]  
(4)

Where \( \circ \) denotes the element-wise Hadamard product. \( g(\cdot) \) can be a filtering function such that a signal \( x \) filtered by \( g(L) \) can be expressed as:
\[ y = g(L)x = g(U\Lambda U^{T})x = Ug(\Lambda)U^{T}x, \]  
(5)

Where \( g(\Lambda) = \text{diag} (g(\lambda_0),\cdots,g(\lambda_{N-1})) \) denotes a diagonal matrix with \( N \) spectral filter coefficients. In fact, the convolution between the graph signal \( x \in \mathbb{R}^{N \times T} \) and the vector of \( Ug(\Lambda) \) based on graph \( G \) is defined as their element-wise Hadamard product in the spectral domain:
\[ y = g(L)x = U(Ug(\Lambda))U^{T}x = x *_{g}(Ug(\Lambda)). \]  
(6)

\( K \) is the kernel size of graph convolution, which determines the maximum radius of the convolution from central nodes. Since it is difficult to directly calculate the expression of \( g(\Lambda) \), here we only consider the Chebyshev polynomials of the diagonal matrix of Laplacian eigenvalues. In order to localize the filters in space and reduce their computational complexity, the truncated expansion of the \( K \)-order Chebyshev polynomial is used to approximate the filter [35]. A polynomial of order \( K \) yields strictly \( K \)-localized filters and as mentioned before, a convolution in the graph spatial domain corresponds to a multiplication in the graph spectral domain.

First, Under the \( K \) order Chebyshev polynomials framework, \( g(\Lambda) \) is approximated by:
\[ g(\Lambda) = \sum_{k=0}^{K-1} \theta_k T_k(\Lambda). \]  
(7)

Where \( \theta_k \) is the coefficient of Chebyshev polynomials, and \( T_k(x) \) can be recursively calculated according to the following recursive expressions:
\[ T_0(x) = 1, \quad T_1(x) = x, \]  
(8)
\[ T_k(x) = 2xT_{k-1}(x) - T_{k-2}(x), \quad k \geq 2. \]  
(9)
If \( \lambda_{\text{max}} \) denote the largest element among the diagonal entries of \( \Lambda \) and denote the normalized \( \Lambda \) by \( \Lambda_n = 2\Lambda/\lambda_{\text{max}} - I_N \), such that the diagonal elements of \( \Lambda_n \) lie in the interval of \([-1, 1]\), where \( I_N \) is the \( N \times N \) identity matrix. According to the above equations, the graph convolution operation is obtained as follows:

\[
y = U_{g}(\Lambda_n) U^T x = \sum_{k=0}^{K-1} \theta_k T_k(\Lambda_n) x. \tag{10}
\]

In fact, graph convolution operation represents combination of the convolutional results of \( x \) with each of the Chebyshev polynomial components or Filtering of a signal \( x \) with a \( K \)-localized filter can be shown as Equation 10.

In the first phase, the effective connections of each modality (fMRI and EEG) must be identified. For this purpose, the architecture of convolutional layers is based on the Class Activation Maps [36]. This architecture highlight the most important connections in the model’s classification process. Therefore, the most important or salient nodes for the classification correlate well with characteristic graph features of the corresponding functional type. It has been shown that if a global average pooling (GAP) layer is used at the end of the neural network instead of a fully-connected layer, will result in an excellent node localization. Even though this method in this case was trained for classification, by looking at the areas where the network paid attention, it achieved decent results in node localization. To do this, the network should be trained with a GAP layer. After that layer, there are a fully-connected network followed by a softmax layer, while conditioned on a specific class. In CAM generates saliency map by taking the weighted average of layer output channels using the weights of the fully-connected network that’s connected to the output class. The weights of the dense layer can linearly map onto the corresponding feature maps to generate a class activation map showing the salient nodes in the graph. To obtain salient connections and nodes among all subjects, an argmax operator is used that returns the effective connections and nodes in each class, and this salient map is used to fuse the modalities in the next step. Details are shown in Figure 1.

In the following, the correlations that can be obtained from the content of EEG electrodes based on inter-node interactions and ROI from fMRI are examined.

Given a set of EEG and fMRI features vector of \( n \) nodes \( v_f = \{ \tilde{f}_i \} \) \( i=1 \) to \( n \) of \( n \) nodes, which has already been obtained in GCNN, the corresponding node correlations are computed as:

\[
\zeta^{ij} = \text{sim}(\tilde{f}_i, \tilde{f}_j). \tag{11}
\]

Where \( \text{sim}(\cdot) \) denotes the cosine similarity [37].

The result of the GCNN in the first phase is multiple saliency maps, nodes and related features of affective fMRI and EEG. Here, the number of effective nodes extracted from saliency map in the fMRI modality is considered as a reference. The goal of joint representation learning is to learn a distributed and low dimensional embedding of each ROI, which is denoted as \( J \),

\[
\mathcal{E} = \{ \tilde{e}_0, \tilde{e}_1, \ldots, \tilde{e}_{|n|} \}, \tilde{e} \in \mathbb{R}^d, \forall e \in \mathcal{E}, \tag{12}
\]
Where $\mathbf{e}_i$ is the embedding of $i$-th ROI, and $d$ is the embedding size. In the d-dimension embedding space, the ROI correlations revealed by both the fMRI and EEG features in the saliency maps are preserved. First, we introduce the modeling of multi-view correlations between ROI from multiple saliency maps. ROIs are related to each other from multiple aspects. For example, to make decisions, networks of neurons are involved at different points, some as sensors and some as decision makers, or parts of the brain that form a network together by default. Alternatively, according to the inherent attributes of regions such as default mode or wave propagation between electrodes in EEG mode, adjacent regions show high correlations due to similar functionalities. To learn robust and comprehensive representations of ROIs, we have to consider node correlations from multiple views jointly. In here, we construct five types of node correlations based on EEG components and ROIs in fMRI.

In the following, the correlations that can be obtained from the content of EEG electrodes based on inter-node interactions and ROI from fMRI are examined. For this purpose, first learns node representations using node correlations from single view and graph attention network (GAT) [38] is employed to graphs from saliency maps to learn representations of vertices. GAT applies attention mechanism on graph-structured data. It updates the representation of a vertex by propagating information to its neighbors, where the weights of its neighbor vertices is learned by attention mechanism automatically. Given the input vertex feature $M$, a GAT layer updates the vertex representations by following steps:

$$M = \{f_0, f_1, \ldots, f_n\}, \forall f \in M,$$

$$e_{ij} = \exp \left( \text{ReLU} \left( a^T, [ W_{f_i} || W_{f_j} ] \right) \right).$$

Where $(j, i)$ denotes trace an edge from a node j to a node i and n is the number of nodes. $e_{ij}$ indicate the importance of node j’s features to node i and W and $a$ are learnable parameters, $||$ is the concatenation operation. To make coefficients easily comparable across different nodes, in here normalize them across all choices of j using the softmax function:

$$\alpha_{ij} = \text{softmax}_j (e_{ij}) = \frac{\exp(e_{ij})}{\sum_{k \in N_i} \exp(e_{ik})},$$

$$\tilde{f}_i = \delta \left( \sum_{j \in N_i} \alpha_{ij} W_{f_j} \right).$$

Apply multi-head attention mechanism in each GAT layer as suggested [38] to enhance the performance. Two consecutive layers of the GAT are used to apply to the five graphs obtained from the saliency map and at its output show vertexes and nodes representations as $\mathcal{E}_\beta, \mathcal{E}_\delta, \mathcal{E}_\gamma, \mathcal{E}_\theta, \mathcal{E}_\alpha, \mathcal{E}_{f_{MRI}}$. 
Fig. 1: The overview of the pipeline. fMRI & EEG signals are parcellated by an atlas and transferred to graphs. Then, the graphs are sent to GNN, which gives the prediction of specific tasks, and the salient maps are obtained for each modality. The salient brain regions feed GAT for find vertexes and nodes that are informative to the prediction-related communities.

**Cross-Attention Adaptation:**

Although the features are obtained from different molarities, but they have the same origin then it is reasonable to consider the feature dependencies or correlations for more accurate relationship modeling between nodes of graphs. Also, according to different semantic features, representation of a central entity is generated in semantic representation level. The first part aim to minimize the distance between the features of different modalities in order to mitigate the performance drop caused by the domain gap. Due to such a high correlation of features from multi-view and improving the learning process on each perspective, in here apply multi-head attention [39]. This method is leveraged to stabilize the training process and aggregate semantic features of a central entity in different view relation features. The first step in calculating self-attention is to create two matrixes from each of the view’s input matrixes. So for each view, create a Query matrix, $Q$, and a Key matrix, $K$. These matrixes are created by multiplying the embedding by two matrices that trained during the training process. Given the representations from $M$ different modalities as $\{\mathcal{E}_i \in \mathbb{R}^{n \times d}\}$, $i = 1$ to $M$. So for each presentation, $\mathcal{E}_i$, can define a key matrix $K_i \in \mathbb{R}^{n \times k}$, a query matrix $Q_i \in \mathbb{R}^{n \times k}$, a value matrix $V_i \in \mathbb{R}^{n \times k}$ and trainable weight matrices $W_k$, $W_q$, $W_v$ respectively, with it as follows:

$$K_i = \mathcal{E}_i W_k, \quad Q_i = \mathcal{E}_i W_q, \quad V_i = \mathcal{E}_i W_v.$$  \hfill (17)

Then, can define content-based self-attention and propagate information among all views as follows: as:

$$[A_i]_{i=1 \text{ to } M} = \text{softmax} \left( \frac{Q_i K_i^T}{\sqrt{k}} \right) V_i, \quad i = 1 \text{ to } M \hfill (18)$$

Since $[A]_{i=1 \text{ to } M} = [A_1, A_2, \ldots, A_M] \in \mathbb{R}^{1 \times M}$ is a series of output vectors of $Q$, $K$, and $V$, therefore, $A$ is a series of output vectors of $\mathcal{E}_i$, and derive the following equation:
\[ \hat{e}_i = \sum_{i=1}^{M} A_i e_i. \]  

(19)

Where, \( \hat{e}_i \) is the new i-th view representation generated by the self-attention module. \( \hat{e}_i \) is the output of self-attention layer and to use it in the learning process and the percentage of participation i-th view representation, define \( \hat{e}_i \) as follows:

\[ \hat{e}_i = \rho \hat{e}_i + (1-\rho) E_i, \quad 0 < \rho < 1. \]  

(20)

Multi-view Fusion

Multi-view fusion is applied to saliency map as treated with considering the feature quality of each view and finally the preservation of correlated features. However, the strategy is problematic in some cases where the saliency map of some views may have artifact or noise. To solve this problem, in this here present a weight learning network as fusion layer to learn an adaptive weight for different views as follows:

\[ E_f = \omega_i E_i + \sum_{i=1}^{M} \omega_i E_i. \]  

(21)

Where \( \omega_i \) is the weight of i-th view, which is learned by a single layer MLP network with the i-th embedding as input and regresses M weights \( \omega_i \).

In order to enable the learning of the multi-view fusion layer, \( E_f \) will be a candidate in the learning objective of each view and update the representation of each view as:

\[ \tilde{e} = \frac{E_f + E_i}{2}. \]  

(22)

By using the representation of each view, \( \tilde{e} \), into a joint learning module, obtain node embedding, \( \tilde{e}_\beta, \tilde{e}_\gamma, \tilde{e}_\delta, \tilde{e}_\alpha, \tilde{e}_\Theta, \tilde{e}_{\text{fMRI}} \), on which design learning tasks. Details are shown in Figure 2.

**Learning Network:**

To effectively training our model, in this case propose a simple network consisting of one tasks based on node relation reconstruction that is the graph geometry embedding while considers the cross-view node consistency. The proposed weight learning network can be joined with the node estimation network for end-to-end training without enforcing supervision on the weights. In this process, the network learns node embedding to reserve the node similarity in terms of different node attributes, in this task reconstructs node correlations based on corresponding embedding. Take EEG\( \beta \) attributes as example, the learning objective is defined based on \( \zeta_{\beta} \) and \( \tilde{e}_\beta = \{e^i_\beta \}_{i=1 \text{ to } n} \) as follow:

\[ \zeta_\beta = \sum_{ij} (\tilde{c}^ij - \tilde{e}^i_\beta \tilde{e}^j_\beta)^2, \]  

(23)

In this way, the final learning objective is:
\[ \zeta \text{ total} = \zeta \beta + \zeta \alpha + \zeta \Theta + \zeta \gamma + \zeta \delta + \zeta \text{fMRI}. \] (24)

Fig 2. Multi-view and Cross attention adaptation processing architecture.

References:

[1] Mirakhorli, J., and Amindavar, H. (2017). Semi-supervised hierarchical semantic object parsing. In: IEEE conference on signal processing and intelligent systems, https://doi.org/10.1109/ICSPIS.2017.8311588.

[2] Stefan Debener et al. ‘Trial-by-trial coupling of concurrent electroencephalogram and functional magnetic resonance imaging identifies the dynamics of performance monitoring’. In: Journal of Neuroscience 25.50 (2005), pp. 11730–11737 (cited on pages 2, 11, 23).

[3] Yan S, Xiong Y, Lin D: Spatial temporal graph convolutional networks for skeleton-based action recognition. In: AAAI (2018).

[4] Gadgil, S.; Zhao, Q.; Pfefferbaum, A.; Sullivan, E.V.; Adeli, E.; Pohl, K.M. Spatio-Temporal Graph Convolution for Resting-StatefMRI Analysis. InMedical Image Computing and Computer Assisted Intervention—MICCAI 2020; Martel, A.L., Abolmaesumi, P.,Stoyanov, D., Mateus, D., Zuluaga, M.A., Zhou, S.K., Racoceanu, D., Joskowicz, L., Eds.; Springer International Publishing: Cham,Switzerland,2020;pp.528–538.

[5] Cui Y, et al.: Identifying brain networks of multiple time scales via deep recurrent neural network. In: 21st International Conference, Granada, Spain, September 16–20, 2018, Proceedings, Part III, pp. 284–292 (September 2018) 7.

[6] Dvornek NC, Ventola P, Pelphrey KA, Duncan JS: Identifying autism from resting-state fMRI using long short-term memory networks In: Wang Q, Shi Y, Suk H-I, Suzuki K (eds.) MLMI 2017. LNCS, vol. 10541, pp. 362–370. Springer, Cham (2017). 10.1007/978-3-319-67389-9_42.

[7] René Labounek, David A. Bridwell, Radek Marecek, Martin Lamos, and Jirí Jan. Eeg spatiotemporal patterns and their link to fmri bold signal via variable hemodynamic response functions. Journal of Neuroscience Methods, 318:34–46, 2019.
Zude Zhu, Marcel Bastiaansen, Jonathan G. Hakun, Karl Magnus Petersson, Suiping Wang, and Peter Hagoort. Semantic unification modulates n400 and bold signal change in the brain: A simultaneous eeg-fmri study. Journal of Neurolinguistics, 52:100855, 2019. ISSN 0911-6044. doi: https://doi.org/10.1016/j.jneuroling.2019.

C. Mulert et al., “Integration of fMRI and simultaneous EEG: towards a comprehensive understanding of localization and time-course of brain activity in target detection,” NeuroImage, vol. 22, no. 1, pp. 83–94, May 2004.

J. Jorge, W. van der Zwaag, and P. Figueiredo, “EEG–fMRI integration for the study of human brain function,” NeuroImage, vol. 102, pp. 24–34, Nov. 2014.

H. Wang, X. Lei, Z. Zhan, L. Yao and X. Wu, "A New fMRI Informed Mixed-Norm Constrained Algorithm for EEG Source Localization," in *IEEE Access*, vol. 6, pp. 8258-8269, 2018, doi: 10.1109/ACCESS.2018.2792442.

Abreu, R., Leal, A., and Figueiredo, P. (2018). EEG-informed fMRI: a review of data analysis methods. *Front. Hum. Neurosci.* 12:29. doi: 10.3389/fnhum.2018.00029.

R. J. Huster, S. Debener, T. Eichele, and C. S. Herrmann, “Methods for Simultaneous EEG-fMRI: An Introductory Review,” *J. Neurosci.*, vol. 32, no. 18, pp. 6053–6060, May 2012.

J. Jorge et al., “Simultaneous EEG–fMRI at ultra-high field: Artifact prevention and safety assessment,” NeuroImage, vol. 105, pp. 132–144, Jan. 2015.

Sergio Ruiz et al. ‘Real-time fMRI brain computer interfaces: self-regulation of single brain regions to networks’. In: Biological psychology 95 (2014), pp. 4–20 (cited on pages 23, 24, 128).

Pedro A Valdes-Sosa et al. ‘Model driven EEG/fMRI fusion of brain oscillations’. In: Human brain mapping 30.9 (2009), pp. 2701–2721 (cited on page 24).

Xu Lei, Pedro A Valdes-Sosa, and Dezhong Yao. ‘EEG/fMRI fusion based on independent component analysis: integration of data-driven and model-driven methods’. In: Journal of integrative neuroscience 11.03 (2012), pp. 313–337 (cited on pages 20, 23).

S. P. Kyathanahally, A. Franco-Watkins, X. Zhang, V. D. Calhoun, and 1063 G. Deshpande. A realistic framework for investigating decision making in the brain with high spatiotemporal resolution using simultaneous eeg/fmri and joint ica. *IEEE journal of biomedical and health informatics*, 21(3):814–825, 2017.

V. D. Calhoun and J. Sui, “Multimodal fusion of brain imaging data: A key to finding the missing link(s) in complex mental illness,” *Biol. Psychiatry Cogn. Neurosci. Neuroimaging*, vol. 1, no. 3, pp. 230–244, May 2016.

V. Sakkalis, “Review of advanced techniques for the estimation of brain connectivity measured with EEG/MEG,” *Comput. Biol. Med.*, vol.41, no.12, pp.1110–1117, 2011.

Atasoy S, Deco G, Kringelbach ML, Pearson J. Harmonic. brain modes: a unifying framework for linking space and time in brain dynamics. *The Neuroscientist*. 2018; 24(3):277–293.

Yang, Z.; Yang, D.; Dyer, C.; He, X.; Smola, A.; Hovy, E. Hierarchical attention networks for document classification. In Proceedings of the 2016 Conference of the North American Chapter of the...
[23] Veličković, P.; Cucurull, G.; Casanova, A.; Romero, A.; Lio, P.; Bengio, Y. Graph attention networks. In Proceedings of the International Conference on Learning (ICLR), Vancouver, BC, Canada, 30 April–3 May 2018.

[24] Rakhimberdina, Z.; Murata, T. Linear Graph Convolutional Model for Diagnosing Brain Disorders. In Proceedings of the International Conference on Complex Networks and Their Applications, Taragona, Spain, 10–12 December 2019; pp. 815–826.

[25] Yang, H.; Li, X.; Wu, Y.; Li, S.; Lu, S.; Duncan, J.S.; Gee, J.C.; Gu, S. Interpretable multimodality embedding of cerebral cortex using attention graph network for identifying bipolar disorder. In Proceedings of the Medical Image Computing and Computer Assisted Intervention, Shenzhen, China, 13–17 October 2019; pp. 799–807.

[26] J Mirakhorli, H Amindavar, M Mirakhorli. A new method to predict anomaly in brain network based on graph deep learning. Reviews in the Neurosciences 31 (6), 681-689.

[27] W. Huang, T. A. W. Bolton, J. D. Medaglia, D. S. Bassett, A. Ribeiro and D. Van De Ville, "A Graph Signal Processing Perspective on Functional Brain Imaging," in Proceedings of the IEEE, vol. 106, no. 5, pp. 868-885, May 2018, doi: 10.1109/JPROC.2018.2798928.

[28] Mathias Niepert, Mohamed Ahmed, and Konstantin Kutzkov. Learning convolutional neural networks for graphs. In ICML, pages 2014–2023, 2016.

[29] Joan Bruna, Wojciech Zaremba, Arthur Szlam, and Yann LeCun. Spectral networks and locally connected networks on graphs. arXiv preprint arXiv:1312.6203, 2013.

[30] Hammond DK, Vandergeynst P, Gribonval R (2011) Wavelets on graphs via spectral graph theory. Appl Comput Harmon Anal 30(2):129–150

[31] Yao L, Mao C, Luo Y (2019) Graph convolutional networks for text classification, Proceedings of the AAAI Conference on. Artif Intell 33:7370–7377

[32] Ying R, He R, Chen K, Eksombatchai P, Hamilton WL, Leskovec J (2018) Graph convolutional neural networks for web-scale recommender systems. In: Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, pp 974–983.

[33] Schlichtkrull M, Kipf TN, Bloem P, Van Den Berg R, Titov I, Welling M (2018) Modeling relational data with graph convolutional networks. In: European Semantic Web Conference. Springer, pp 593–607.

[34] D. I. Shuman, S. K. Narang, P. Frossard, A. Ortega, and P. Vandergheynst, “The emerging field of signal processing on graphs: Extending high-dimensional data analysis to networks and other irregular domains,” IEEE Signal Processing Magazine, vol. 30, no. 3, pp. 83–98, 2013.

[35] M. Defferrard, X. Bresson, and P. Vandergheynst, “Convolutional neural networks on graphs with fast localized spectral filtering,” in Proc. Adv. Neural Inf. Process. Syst., 2016, pp. 3844–3852.

[36] Zhou, B., Khosla, A., Lapedriza, A., Oliva, A., Torralba, A.: Learning deep features for discriminative localization. In: Computer Vision and Pattern Recognition (CVPR), 2016 IEEE Conference on, IEEE (2016) 2921–2929.
[37] An EEG Feature Extraction Method Based on Sparse Dictionary Self-Organizing Map for Event-Related Potential Recognition

[38] Petar Velicković, Guillem Cucurull, Arantxa Casanova, Adriana Romero, Pietro Lio, and Yoshua Bengio. Graph attention networks. arXiv preprint arXiv:1710.10903, 2017.

[39] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz Kaiser, and Illia Polosukhin. Attention is all you need. In Advances in neural information processing systems, pages 5998–6008, 2017.