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ABSTRACT
Transformer-based architectures have been the subject of research aimed at understanding their overparameterization and the non-uniform importance of their layers. Applying these approaches to Automatic Speech Recognition, we demonstrate that the state-of-the-art Conformer models generally have multiple ambient layers. We study the stability of these layers across runs and model sizes, propose that group normalization may be used without disrupting their formation, and examine their correlation with model weight updates in each layer. Finally, we apply these findings to Federated Learning in order to improve the training procedure, by targeting Federated Dropout to layers by importance. This allows us to reduce the model size optimized by clients without quality degradation, and shows potential for future exploration.

Index Terms—speech recognition, federated learning, ambient layers, deep learning

1. INTRODUCTION
Neural models for Automatic Speech Recognition (ASR) [1] have improved to surpass conventional systems [2], and newer architectures, such as the Conformer [3], have improved quality and latency for mobile applications. These models typically contain well over 100M parameters [4, 5, 6] and often require hundreds of thousands of training steps to converge. This is resource intensive [7] and poses significant practical challenges when training ASR models on edge devices [8].

Research in deep learning has shown that neural networks benefit from being overparameterized [9, 10], and their layers exhibit non-uniform importance to the predictor’s performance [11], with ambient layers having little impact, and critical layers causing catastrophic changes to model quality if tampered with. Other work has found that, with transformer- and convolution-based architectures, high-quality models can be learned by training only a subset of the full model’s weights [12, 13, 14, 15, 16]. We are motivated by these discoveries to study and extend the concept of ambient layers to ASR, with the hypothesis that training algorithms can be improved using the ambient characteristics of layers to inform model updates. We apply these findings to an application in Federated Learning (FL) [17].

In doing so, we make the following key contributions:

• Prior work [11] explores ambient properties in convolutional models for image classification. We extend this to State-of-the-Art (SOTA) ASR models [3], demonstrating that ambient properties exist across model sizes, architectures, and domains.
• [11] omits batch normalization at cost of some degradation in model quality in order to better illustrate ambient properties. We show that group normalization [18] can be used while maintaining ambient properties.
• We explore model weight updates of trained models, and how they might relate to ambient properties.
• We show one application to a practical FL domain adaptation task, by targeting Federated Dropout [19] using ambient properties.

2. METHODOLOGY

2.1. Data
We use the Librispeech [20] corpus, containing ~960 hours of transcribed training utterances, and ~21 hours of evaluation audio split over 4 sets, Dev, DevOther, Test, and TestOther, with the reporting metric of Word Error Rate (WER). In this paper, we primarily report on the TestOther set, though we examined the WER for all evaluation sets in our experiments and found performance to be consistent across them.

We then apply our findings to a multi-domain dataset (MD) encompassing domains of search, farfield, telephony, YouTube, etc [21, 22]. Relevant durations are shown in Table 1. A portion of this data, termed Short-Form (SF), with an average duration of 4.6 seconds per utterance, is the subject of our federated learning domain transfer experiments. First, we perform centralized training on the MD dataset with SF withheld (MD-SF), and then follow up with training on this withheld domain (SF) in FL simulation. The resulting model is evaluated on a disjoint test set from the SF domain.

© IEEE 2021
layers are tampered with. This may help to maintain predictive power when ambient connections around individual modules in the encoder layers, relative to the rest of the encoder layers.

The additional frame-stacking increases the size of this layer and a frame-stacking layer is introduced as its encoder layer multi-headed self-attention modules is reversed (Figure 1), enabling context [4]. Specifically, the order of the convolution and modifications to enable latency improvements for a streaming architecture [11] is reversed, augmenting Conformer [3] architecture, which is a transformer augmented with convolution layers. We use the three different sizes of models (ConformerS, ConformerM, and ConformerL) from that paper.

We look for ambient properties within the encoder, which, for these models, comprises 16 or 17 equally-sized Conformer layers (Table 2). These models are trained using the Librispeech corpus.

We expand our findings to larger-scale Multi-domain data using a similar Streaming Conformer. This Conformer has modifications to enable latency improvements for a streaming context [4]. Specifically, the order of the convolution and multi-headed self-attention modules is reversed (Figure 1), and a frame-stacking layer is introduced as its encoder layer 4. The additional frame-stacking increases the size of this layer relative to the rest of the encoder layers.

Of note is that in both architectures, there are residual connections around individual modules in the encoder layers, which may help to maintain predictive power when ambient layers are tampered with.

| Dataset                  | Hours |
|--------------------------|-------|
| Multi-domain (MD)        | 400k  |
| Short-form domain (SF)   | 27k   |
| Short-form held out (MD-SF) | 373k |

Table 1. Durations of MD datasets.

| Model        | Conf Params | Conf Layers | Total Params |
|--------------|-------------|-------------|--------------|
| ConformerS   | 8.1M        | 16 × 0.5M   | 10.3M        |
| ConformerM   | 25.4M       | 16 × 1.6M   | 30.7M        |
| ConformerL   | 107.5M      | 17 × 6.3M   | 118.6M       |

Table 2. Architecture of the Non-streaming Conformers.

2.2. Models

Initial experiments analyzing ambient properties are conducted with the Non-Streaming Conformer [3] architecture, which is a transformer augmented with convolution layers. We use the three different sizes of models (ConformerS, ConformerM, and ConformerL) from that paper.

We look for ambient properties within the encoder, which, for these models, comprises 16 or 17 equally-sized Conformer layers (Table 2). These models are trained using the Librispeech corpus.

We expand our findings to larger-scale Multi-domain data using a similar Streaming Conformer. This Conformer has modifications to enable latency improvements for a streaming architecture [4]. Specifically, the order of the convolution and multi-headed self-attention modules is reversed (Figure 1), and a frame-stacking layer is introduced as its encoder layer 4. The additional frame-stacking increases the size of this layer relative to the rest of the encoder layers.

Of note is that in both architectures, there are residual connections around individual modules in the encoder layers, which may help to maintain predictive power when ambient layers are tampered with.

| Dataset                  | Hours |
|--------------------------|-------|
| Multi-domain (MD)        | 400k  |
| Short-form domain (SF)   | 27k   |
| Short-form held out (MD-SF) | 373k |

Table 1. Durations of MD datasets.

| Model        | Conf Params | Conf Layers | Total Params |
|--------------|-------------|-------------|--------------|
| ConformerS   | 8.1M        | 16 × 0.5M   | 10.3M        |
| ConformerM   | 25.4M       | 16 × 1.6M   | 30.7M        |
| ConformerL   | 107.5M      | 17 × 6.3M   | 118.6M       |

Table 2. Architecture of the Non-streaming Conformers.

2.2. Models

Initial experiments analyzing ambient properties are conducted with the Non-Streaming Conformer [3] architecture, which is a transformer augmented with convolution layers. We use the three different sizes of models (ConformerS, ConformerM, and ConformerL) from that paper.

We look for ambient properties within the encoder, which, for these models, comprises 16 or 17 equally-sized Conformer layers (Table 2). These models are trained using the Librispeech corpus.

We expand our findings to larger-scale Multi-domain data using a similar Streaming Conformer. This Conformer has modifications to enable latency improvements for a streaming architecture [4]. Specifically, the order of the convolution and multi-headed self-attention modules is reversed (Figure 1), and a frame-stacking layer is introduced as its encoder layer 4. The additional frame-stacking increases the size of this layer relative to the rest of the encoder layers.

Of note is that in both architectures, there are residual connections around individual modules in the encoder layers, which may help to maintain predictive power when ambient layers are tampered with.

| Dataset                  | Hours |
|--------------------------|-------|
| Multi-domain (MD)        | 400k  |
| Short-form domain (SF)   | 27k   |
| Short-form held out (MD-SF) | 373k |

Table 1. Durations of MD datasets.

| Model        | Conf Params | Conf Layers | Total Params |
|--------------|-------------|-------------|--------------|
| ConformerS   | 8.1M        | 16 × 0.5M   | 10.3M        |
| ConformerM   | 25.4M       | 16 × 1.6M   | 30.7M        |
| ConformerL   | 107.5M      | 17 × 6.3M   | 118.6M       |

Table 2. Architecture of the Non-streaming Conformers.

Initial experiments analyzing ambient properties are conducted with the Non-Streaming Conformer [3] architecture, which is a transformer augmented with convolution layers. We use the three different sizes of models (ConformerS, ConformerM, and ConformerL) from that paper.

We look for ambient properties within the encoder, which, for these models, comprises 16 or 17 equally-sized Conformer layers (Table 2). These models are trained using the Librispeech corpus.

We expand our findings to larger-scale Multi-domain data using a similar Streaming Conformer. This Conformer has modifications to enable latency improvements for a streaming context [4]. Specifically, the order of the convolution and multi-headed self-attention modules is reversed (Figure 1), and a frame-stacking layer is introduced as its encoder layer 4. The additional frame-stacking increases the size of this layer relative to the rest of the encoder layers.

Of note is that in both architectures, there are residual connections around individual modules in the encoder layers, which may help to maintain predictive power when ambient layers are tampered with.

| Dataset                  | Hours |
|--------------------------|-------|
| Multi-domain (MD)        | 400k  |
| Short-form domain (SF)   | 27k   |
| Short-form held out (MD-SF) | 373k |

Table 1. Durations of MD datasets.

| Model        | Conf Params | Conf Layers | Total Params |
|--------------|-------------|-------------|--------------|
| ConformerS   | 8.1M        | 16 × 0.5M   | 10.3M        |
| ConformerM   | 25.4M       | 16 × 1.6M   | 30.7M        |
| ConformerL   | 107.5M      | 17 × 6.3M   | 118.6M       |

Table 2. Architecture of the Non-streaming Conformers.

2.2. Models

Initial experiments analyzing ambient properties are conducted with the Non-Streaming Conformer [3] architecture, which is a transformer augmented with convolution layers. We use the three different sizes of models (ConformerS, ConformerM, and ConformerL) from that paper.

We look for ambient properties within the encoder, which, for these models, comprises 16 or 17 equally-sized Conformer layers (Table 2). These models are trained using the Librispeech corpus.

We expand our findings to larger-scale Multi-domain data using a similar Streaming Conformer. This Conformer has modifications to enable latency improvements for a streaming context [4]. Specifically, the order of the convolution and multi-headed self-attention modules is reversed (Figure 1), and a frame-stacking layer is introduced as its encoder layer 4. The additional frame-stacking increases the size of this layer relative to the rest of the encoder layers.

Of note is that in both architectures, there are residual connections around individual modules in the encoder layers, which may help to maintain predictive power when ambient layers are tampered with.

2.3. Ambient Properties

We refer to heterogeneous characteristics [11] — layers being ambient or critical [16] — as the ambient properties of a network. As in prior work, we identify these ambient properties through ablation studies on each model’s encoder layers. As detailed above, the Conformer [3] architectures we use contain either 16 or 17 repeated conformer layers in their encoders. Although these layers consist of multiple modules, as illustrated in Figure 1, we examine ambient characteristics at the granularity of the entire layer.

To do so, we study post-training properties of the converged model. Let \( \theta \) denote a model with \( D \) parametric layers \( \{ \theta_0, ..., \theta_{D-1} \} \). Similarly, let \( \theta^T \) represent the state of the model after \( T \) steps of training. We wish to determine empirically which of the \( D \) layers are most ambient, and which are most critical.

Specifically, we run two sets of experiments to reset each layer, and check the resulting model’s accuracy (also referred to as quality). For re-initialization (re-init) experiments, we sequentially set one conformer layer at a time to its initial values \( \theta^0_d ← \theta^0_d \). For re-randomization (re-rand) studies, we set each layer to random values sampled from the same distribution \( \theta^0_d ∼ P^0_d \) that the original initial values were sampled from. In both cases, an evaluation on the held-out dataset is then performed to measure WER. Layers that can be reset without significant penalty are considered ambient layers, while the remainder are critical layers.

We conduct re-initialization and re-randomization studies for different initial random seeds using SOTA architectures [3], reporting both ambient properties and stability across runs.

In [11], batch normalization was omitted, as it disrupts the formation of ambient properties. We run experiments using batch normalization to confirm this finding, and also try replacing it with group normalization [18] as an alternative.

2.4. Norms and Churn Metrics

While empirically resetting layers is one way to discover ambient properties, it would be useful to find numeric properties of the trained model that would reflect which layers are ambient. Similar to [11], we check the norm of the weight matrices of our trained checkpoints across layers, but do so per module. With step \( t \), layer \( l \), and module \( m \), we plot

\[
\frac{|W^{m,l}(t) − W^{m,l}(0)|_F}{\max_l |W^{m,l}(t) − W^{m,l}(0)|_F}
\]

for each \( m \) over \( l \) for a fixed \( t \), where the Frobenius norm \( |\cdot|_F \) is taken over all indices other than layer and module (e. g., attention heads).

We refer to this as the churn metric, and compare it across Conformer layers with the ambient properties found empirically.

2.5. Federated Domain Adaptation

Finally, to illustrate one application of ambient properties, we turn to our MD transfer learning setup. We first train a model to convergence on MD-SF, in a centralized setting. Then, we train on the unseen target domain, SF, using a trainer that simulates FL rounds across multiple clients.
To make best use of the limited amount of computational power available on edge devices, we explore using ambient properties to target memory-saving techniques during this federated portion of training. For this paper, we employ Federated Dropout [19], which reduces the number of parameters to train on the client, at the expense of model quality. By first empirically determining the model’s ambient properties, we apply heavier dropout to the ambient layers, in order to increase the computational savings, and check the resulting WER. We compare this with an alternative setting where increased dropout is applied to critical layers.

3. EXPERIMENTAL RESULTS

3.1. Empirical Study of Ambient Properties

As in [11], experiments here showed that batch normalization degrades robustness to re-randomization and re-initialization. However, we find that group normalization [18] gives rise to comparatively stronger ambient properties, as shown in Figure 2. This suggests that group normalization can be used as an alternative to batch normalization, retaining some of the normalization benefits while still being tolerant to layer resets. This works well for FL applications, where group normalization is preferable [23, 24], and reducing training costs is especially desirable. For the rest of the paper, we use group normalization in our experiments.

![Fig. 2. Comparison of the same ConformerL model trained with batch normalization and group normalization, with each layer re-randomized. The model trained with group normalization was more robust to having its layers reset.](image)

![Fig. 4. Stability across 5 runs each of 3 model sizes.](image)

3.2. Numerical Signatures of Ambient Properties

In examining the churn metric across layers in both Non-Streaming (Figure 5(a)) and Streaming (Figure 5(b)) Con-
former models, we observed a distinct geometric pattern in attention-related modules, but not convolution-related modules. These patterns emerged during training—for earlier training phases, they were less distinct or entirely absent, in agreement with our empirical observations from ablation studies during training.

![Graph](image-url)  
(a) Non-streaming ConformerL trained on LibriSpeech.

![Graph](image-url)  
(b) Streaming Conformer trained on MD-SF.

**Fig. 5.** Relative (across layers) magnitude of the change in weight matrices for different modules.

Also similarly, the emerging pattern was less distinct for ConformerM, and absent for ConformerS. Additionally, the attention modules showed greater churn in the higher layers; likewise, we observed that higher layers were more likely to be critical. This suggests that further ablation studies on a per-module basis may yield interesting results.

**4. APPLICATIONS**

The following experiments were aimed at saving training costs by reducing computations on ambient layers. We explored applications in FL, where transport and edge memory are generally scarce resources [25].

Federated Dropout [19] is a technique for reducing computation and memory costs during edge training. Rather than applying flat dropout across the encoder, experiments were conducted to study whether the dropout budget could be more effectively allocated based on layer criticality.

We found that adding dropout to ambient layers gave significantly better WER results than adding dropout to critical layers. Table 3 shows the results in our domain transfer setup, where we see a $11 - 12\%$ relative WER improvement between applying dropout to ambient versus critical layers, given the same number of parameters dropped. Furthermore, when comparing Amb-4 50% dropout to a Flat 20% dropout across the encoder, dropping from the 4 most ambient layers saves more parameters while giving the same WER. This suggests that ambient properties can find a dropout schema that improves on constant dropout across layers.

| Dropout    | Params Dropped | WER  |
|------------|----------------|------|
| Crit-2 50% | 8%             | 6.9  |
| Amb-2 50% | 9%             | 6.3  |
| Crit-3 50% | 9%             | 7.0  |
| Amb-3 50% | 10%            | 6.5  |
| Crit-4 50% | 10%            | 7.3  |
| Flat 20%  | 11%            | 6.6  |
| Amb-4 50% | 12%            | 6.6  |

Table 3. Quality of SF domain transfer task when dropout is either applied to the entire encoder, or targeted to the $n$ most ambient or critical layers (denoted as Amb-$n$ or Crit-$n$).

We show one application of ambient properties, but many others likely exist. It may be possible to omit ambient layers entirely during training, make optimizers aware of ambient properties to improve regularization, or use ambient properties to improve neural architecture search.

**5. CONCLUSION**

In this work, we explored the ambient properties of ASR Conformer models and demonstrated the existence and stability of ambient layers within them. We confirmed that batch normalization is detrimental to ambient properties and illustrated the merits of group normalization instead.

Additionally, we examined weight updates on a per-module basis, showed interesting geometric signatures of attention modules in particular, and proposed a future direction of research in per-module ablation studies.

Finally, we demonstrated how ambient properties can be leveraged to improve computational efficiency during training, and proposed a potential application to Federated Learning, where such efficiency is crucial.
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