Recognition of practical English speech emotion using improved Quantum Ant Colony Algorithm
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Abstract

Due to the drawbacks in Support Vector Machine (SVM) parameter optimization, an improved quantum ant colony algorithm was proposed, and the learning ability in practical English speech emotion recognition was improved. The experimental results showed that quantum ant colony algorithm may significantly improve the practical English speech emotion recognition.
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1 Introduction

Recently as the fast development of computer technology, natural human-computer interaction is becoming more and more important. English speech emotion recognition is one of the key technologies in natural human-computer interaction, which has drawn more and more attention from researchers from psychology, computer science and cognitive science. As a new research topic, research efforts are focused on basic speech emotions including happiness, sadness, anger and neutrality\textsuperscript{[1]}. However, there are various practical emotions in the real world application, such as fidgetiness, and the limited basic
English speech emotion recognition research may not satisfy the demands in the real world\(^2\).

The most common English speech emotion recognition methods include Artificial Neural Network (ANN) \(^3\), Hidden Markov Model (HMM) \(^4\), and Gaussian Mixture Model (GMM) \(^5\). ANN is one of the earliest methods used in speech emotion recognition, Nicholson analyzed the basic emotion types and classified the positive emotions and the negative emotions\(^6\), however the averaged recognition rate was only 50%. HMM adopts temporal features, which are influenced by text variations, for instance, formant feature is a commonly used speech emotion feature, and it is also strongly influenced by phoneme information. GMM is the state-of-the-art in speaker and language identification, but it is largely dependent on the training data and the mixture number is difficult to set in the experiment, therefore the generalization across various applications and databases needs to be improved.

1. SVM classification method based on quantum ant colony algorithm

Considering the annealing mechanism in SA algorithm and the idea of IV, the IV operation is introduced to the global information exchange stage in quantum ant colony algorithm:

1. Find the current global optimal individual \(X_g\) as a vaccine;
2. According to the vaccination probability \(p\), randomly select the information of dimension bits for each individual frog. Replace the corresponding bits of the current individual frog with those of the vaccine and then get the vaccinated individual;
3. Accept the vaccinated individual according to the annealing mechanism, that is select the frog individual according to the annealing probability: accept the vaccinated individual when \(\min(1, \exp(-\Delta f / T)) > \text{rand}()\), where \(\Delta f\) is the difference of the fitness value before and after vaccination, otherwise keep the original individual, thus completing the IV operation.

This operation improves the quality of candidate solutions greatly, and as the annealing temperature drops, the probability of adopting a bad solution drops,
therefore the optimization efficiency and accuracy are improved, which makes the global searching ability be strengthened. Meanwhile, the Gaussian mutation and chaotic disturbance operations are introduced in the local depth searching stage of each sub-population. Compare the individual fitness value in the sub-population with the average fitness value of the current sub-population, when the individual fitness value is better, perform Gaussian mutation: \( \text{mutation}(x) = x(1 + N(0,1)) \), where \( x \) stands for the current individual, \( N(0,1) \) stands for normal distribution random number with zero mean and one as the standard variance, and then accept the individual after mutation according to annealing probability in the SA algorithm. Otherwise, perform chaotic disturbance, and accept the individual according to the annealing probability. This operation improves the diversity of the population in the later stage of the iteration, the ability of jumping out the local extreme and the convergence speed, and the global optimal value may be achieved finally. In which, the chaotic disturbance process is described below:

1. Generate a \( d \)-dimensional chaotic variable \( X = (X_1, X_2, ..., X_d) \) randomly, where \( X_i \in [0,1], i = 1,2,..,d \);

2. Perform Tent chaotic map on \( X^l \):

\[
X'_i = \begin{cases} 
2X_i & 0 \leq X_i \leq 1/2 \\
2(1 - X_i) & 1/2 \leq X_i \leq 1 
\end{cases}
\]

(1)

3. Map back \( X'_i \) to the original optimization space:

\[
\text{new}X_i = \min_i + (\max_i - \min_i)X'_i
\]

(2)

where, \([\min_i, \max_i]\) is the domain of the \( l \)-th dimensional variable in the original optimization space. Then the new individual is got after chaotic disturbance:
newX = (newX_1, newX_2, ..., newX_1, ..., newX_d)

(3)

(4) For the current individual Y (whose fitness value is worse than the average fitness value of the current sub-population), the new individual after chaotic disturbance is:
newY = (Y + newY) / 2

(4)

2. Improved quantum ant colony algorithm

The main idea of the algorithm is: a random moving no load ants encounter an object, and around it, the same objects less, then pick up the objects of higher probability; A random moving load ant, if the surrounding, the same objects more, then it drops the object probability is large. Set a parameter $\beta$, and $\beta$ has a relationship with the population density around the site, $\beta = p \cdot d$. Using many ants, the urban bus station site selection model based on the least running time, forming a plurality of cell, if the value is greater than $\beta$, the site is retained; if the value is less than $\beta$, the site is redundant, it is removed, thereby determining the site address and number. The basic steps of algorithm are as follows:

① Initialization: the population of n individuals $P(t) = (p_1^t, p_2^t, ..., p_n^t)$, where $p_j^t (j = 1, 2, ..., n)$ for the j individual of the t and its description such as:

$$p_j^t = \left( \begin{array}{c} \alpha_1^t \\ \alpha_2^t \\ \vdots \\ \alpha_m^t \end{array} \right)$$

$$p_j^t = \left( \begin{array}{c} \beta_1^t \\ \beta_2^t \\ \vdots \\ \beta_m^t \end{array} \right)$$

(5)
Where m is the number of quantum bits, in the beginning, all \( \alpha_i, \beta_i (i = 1, 2, \ldots, m) \) are \( \frac{1}{\sqrt{2}} \). The initial number of iterations \( t = 0 \);

2. According to the probability amplitude values in the case \( P(t) \) construct \( R(t) \), \( R(t) = \{ r_1^t, r_2^t, \ldots, r_n^t \} \), in which \( r_j^t (j = 1, 2, \ldots, n) \) is a binary string of length \( m \), in which each element is determined by the \( \alpha_i^t \) and \( \beta_i^t \) \( (i = 1, 2, \ldots, m) \) in \( P_j^t (j = 1, 2, \ldots, n) \). Set a random number \( w \in [0, 1] \), if \( |\alpha_i^t|^2 > w \), then \( r_i^t = 0 \), or \( r_i^t = 1 \) \( (i = 1, 2, \ldots, m) \);

3. The total number of candidate sites is \( k \). \( n \) ants will be placed in one of the \( k \) points randomly;

4. Define a tabu search table \( v_b \) and its initial value is 0, if \( v_b(k_i) = 1 \), it expresses the ant chose the site \( i \ (i = 1, 2, \ldots, k) \), if \( v_b(k_i) = 0 \), it expresses the ant gave up the site \( i \ (i = 1, 2, \ldots, k) \);

5. Ants through repeated application of state transition rules, according to Equation (7) to established a path, and in the process of establishing the path of each step. Its description is in equation (6). Until all ants have completed the construction of the solution path;

\[
\beta_i (a, b) = \begin{cases} 
\frac{d_{v_b} - E_x}{L_x} \cdot 0.5 + 0.5 & (a \neq b) \land (L_x \neq 0) \\
0 & a = b \\
0.5 & (a \neq b) \land (L_x = 0)
\end{cases}
\]  \hspace{1cm} (6)

6. Record the optimal solution;

7. Update the amount of pheromone of the path to use the rules of quantum rotation gate;
⑧ If meet the output conditions (such as the maximum evolution generation \( t^{\text{max}} = 2000 \)), then the optimal solution has been reached, otherwise set \( t = t + 1 \) and return to ③.

4. The analysis of simulation

In order to investigate the feasibility and effectiveness of the improved quantum ant colony algorithm, improved quantum ant colony algorithm was tested on the practical English speech emotion database. The experimental results showed that first type error ratio is the sum rate of the misclassification of an emotion as other emotions, and the second type error ratio is the sum rate of the misclassification of other emotions as the target emotion.
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(a) Comparison of recognition rates

![Graph B: Comparison of first type error ratios](image)

(b) Comparison of first type error ratios
5. Conclusions

This paper proposes an improved quantum ant colony algorithm, the improved quantum ant colony algorithm is applied to solve practical English speech emotion, the performance has been improved obviously. Experiments show that: The algorithm is effective and robust, it is feasible and effective for solving the practical English speech emotion.
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