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Abstract

We study the relation between the partition function of refined $SU(N)$ and $SO(2N)$ Chern-Simons on the 3-sphere and the universal Chern-Simons partition function in the sense of Mkrtchyan and Veselov. We find a four-parameter generalization of the integral representation of universal Chern-Simons that includes refined $SU(N)$ and $SO(2N)$ Chern-Simons for special values of parameters. The large $N$ expansion of the integral representation of refined $SU(N)$ Chern-Simons explicitly shows the replacement of the virtual Euler characteristic of the moduli space of complex curves with a refined Euler characteristic related to the radius deformed $c=1$ string free energy.
1 Introduction

In recent years, after the work of Nekrasov [1], it became clear that there should exist a sort of refined topological string theory as a one-parameter deformation of the ordinary topological string on a local Calabi-Yau 3-fold [2, 3]. A one-parameter deformation in the sense that we treat the extra parameter not as an additional coupling constant in which we expand, but rather as a finite parameter of the theory or background, commonly denoted as $\beta$.

This point of view differs from the original A-model definition of the refined topological string partition function as an M-theory index of spinning M2-branes, but is natural in the dual B-model [4, 5]. In detail, as the genus expansion of the B-model topological string partition function on the mirror local Calabi-Yau is entirely determined at tree-level by special geometry, and at higher loops recursively by the holomorphic anomaly equations equipped with specific boundary conditions (holomorphic ambiguity) [6, 7], so appears to be the refined partition function, up to a $\beta$-dependent deformation of the boundary conditions.

In particular, near a conifold point in moduli space, the leading singular terms of the partition function are not anymore given by the self-dual $c = 1$ string free energy, being a generating function for the virtual Euler characteristic of complex curves, as in the unrefined case, but by the radius deformed $c = 1$ string free energy at radius $R = \beta$. Correspondingly, due to the well-known CFT relation between radius deformation and orbifolding, one may see for integer $\beta > 0$ refinement near the conifold point as well purely geometrically as replacing the conifold singularity by an $A_\beta$ singularity.

It has been known already for some time that ordinary $SU(N)$ Chern-Simons on $S^3$ is dual at large $N$ to the topological string on the resolved conifold geometry, i.e., on $\mathcal{O}(-1) \oplus \mathcal{O}(-1) \to \mathbb{P}^1$ [8]. Similarly, $SO/Sp$ Chern-Simons relates to orientifolds of the topological string on the resolved conifold [9]. Recently, a proposal for a refined Chern-Simons partition function has been made in [10, 11]. In particular, for $SU(N)$ the proposed partition function yields at large $N$ the known partition function of the refined topological string on the resolved conifold, while the proposed refined $SO(2N)$ partition function has been claimed to correspond to a refined orientifold at large $N$ [12].

Rather unrelated to these developments, very recently there has been a proposal for a three parameter generalization of Chern-Simons theory, dubbed universal Chern-
Table 1: Vogel parameters for the classical Lie algebras.

| $G$  | $a$ | $b$ | $c$  |
|------|-----|-----|------|
| $A_N$ | -2  | 2   | $N + 1$ |
| $B_N$ | -2  | 4   | $2N - 3$ |
| $C_N$ | -2  | 1   | $N + 2$ |
| $D_N$ | -2  | 4   | $2N - 4$ |

Simons [13, 14]. The original motivation for such a universal Chern-Simons theory goes back to the work of Vogel [15, 16]. Inspired by the analysis of Vassiliev invariants of knots Vogel introduced the notion of universal Lie algebra. This notion leads to a prediction that there exist knot invariants labeled by three parameters $(a, b, c)$ that are defined up to permutation; for some specific values of these parameters we should obtain the invariants coming from Chern-Simons theory based on simple Lie algebras. Namely, the parameters $(a, b, c)$ for simple Lie algebras can be expressed in terms of eigenvalues of the Casimir operator on the symmetric square of the Lie algebra. The eigenvalues $(a, b, c)$ can be considered as projective coordinates on the so-called Vogel plane, the simple Lie algebras sit at special points in the Vogel plane, for classical Lie algebras they are listed in the table 1. The simple Lie superalgebras also sit at points in the Vogel plane.

Notice that Chern-Simons theory depends not only on the choice of simple Lie algebra, but also on the choice of invariant inner product (=the choice of Casimir operator) that enters as a coupling constant $\kappa$ in the action functional. Hence the Chern-Simons theory is described by triples $(a, b, c)$ defined up to permutation, but without identification $(a, b, c) \sim (\lambda a, \lambda b, \lambda c)$. Alternatively, the Chern-Simons theory can be described by projective coordinates $(a, b, c, \kappa)$.

Remarkably, many characteristics of the Lie algebras can be expressed in universal form via Vogel’s three parameters. If we expect that there exist knot invariants depending on Vogel parameters, we should expect that the partition functions of Chern-Simons theory for all simple Lie algebras can be expressed in an universal fashion in terms of these parameters. This has been proved for Chern-Simons theory on $S^3$ in [13, 14], where a closed integral expression in terms of the Vogel parameters for the partition function has been derived.

Though there is no obvious relationship between refined topological string, refined
Chern-Simons and the universal Chern-Simons inspired by Vogel’s universal Lie algebra, one may ask if maybe the former is included at least to some extent in the latter. To take the main result ahead, in general, the refined Chern-Simons partition function on $S^3$ is not a special case of the universal Chern-Simons partition function. However, it is natural to extend the universal Chern-Simons partition function to a function of four parameters $(a, b, c, t)$, or five parameters $(a, b, c, t, \kappa)$ in projective coordinates (“refined universal Chern-Simons”), which contains refined partition functions.

This extension is given by the formulas of \cite{14} where $t$ is considered as an independent parameter (i.e., we drop Vogel’s condition $t = h = a + b + c$, with $h$ the dual Coxeter number). We will find that the refined Chern-Simons partition functions on $S^3$ with refinement parameter $\beta$ of \cite{10, 11} can be obtained by choosing the parameters in the $SU(N)$ case as $(-2, 2\beta, \beta N, \beta N, \kappa)$ and in the $SO(2N)$ case as $(-2, 4\beta, 2\beta N - 4\beta, 2\beta N - 2\beta, \kappa)$. This can be expressed universally as

$$(a, b, c, \kappa) \quad \rightarrow \quad (a, \beta b, \beta c, t = \beta h, \kappa). \quad (1.1)$$

The outline is as follows. In section 2 we will formulate the main claim, that is, the choice of Vogel parameters yielding integral representations of the refined $SU(N)$ and $SO(2N)$ partition functions. Via explicit calculation of the corresponding refined partition functions, as defined in \cite{10, 11}, we will prove the claim in section 3. The integral expression for the refined partition functions will be further used to perform a large $N$ expansion in the $SU(N)$ case in section 4 as this neatly illustrates that refinement essentially corresponds to replacement of the virtual Euler characteristic by a sort of refined (or parameterized, in the spirit of \cite{17}) Euler characteristic. Some technical details are collected in appendices A and B.

## 2 Universal Chern-Simons

The partition function of universal Chern-Simons on $S^3$ has been shown in \cite{13, 14} to be factorizable as

$$Z^U_g = Z^U_{I, g} Z^U_{II, g}.$$ 

The free energy of part I reads

$$F_{I, g} := \log Z^U_{I, g} = \int_0^\infty \frac{dx}{x(e^x - 1)} F_g(x/\delta),$$
with

\[ F_G(x) = \frac{\sinh \left( \frac{x(a-2t)}{4} \right) \sinh \left( \frac{x(b-2t)}{4} \right) \sinh \left( \frac{x(c-2t)}{4} \right)}{\sinh \left( \frac{xa}{4} \right) \sinh \left( \frac{xb}{4} \right) \sinh \left( \frac{xc}{4} \right)} - \frac{(a-2t)(b-2t)(c-2t)}{abc}. \]  

(2.1)

We further defined

\[ \delta := \kappa + t, \]  

(2.2)

with \( \kappa \) the Chern-Simons coupling constant and

\[ t = h = a + b + c, \]  

(2.3)

stands for a half of the Casimir eigenvalue of the adjoint representation, given by the sum of the Vogel parameters \( a, b, c \).

Similarly, the free energy of the second part of the partition function reads

\[ \log Z_{II}^U = \int_0^\infty dx \frac{dx}{x(e^x - 1)} F_G(x/t) + \text{const.}. \]

Notice that the partition function does not change when we replace \( (a, b, c, \kappa) \) with \( (\lambda a, \lambda b, \lambda c, \lambda \kappa) \) (it is a homogeneous function of its arguments). Fixing \( \kappa = 1 \) we can consider it as a symmetric function of \( (a, b, c) \).

In the following, we will define a “refined” or “extended” partition function as a function of \( (a, b, c, t, \kappa) \), given by the same formulas above but with \( t \) free, i.e., not fixed by (2.3). Note that we will still denote the partition function as \( Z_G^U \). For particular choices of \( (a, b, c, t, \kappa) \) we claim to reproduce refined Chern-Simons partition functions.

**A_N**

According to table 1, one sets in the \( A_{N-1} \) case

\[ a = -2, \quad b = 2, \quad c = t = N, \]

to recover the usual partition function of \( SU(N) \) Chern-Simons on \( S^3 \). Let us however set instead

\[ a = -2, \quad b = 2\beta, \quad c = t = \beta N, \quad \kappa = \kappa. \]  

(2.4)

The corresponding function \( F_A(x) \) reads

\[ F_A(x) = \frac{\sinh \left( \frac{x(\beta N+1)}{2} \right) \sinh \left( \frac{x(\beta N-\beta)}{2} \right)}{\sinh \left( \frac{x}{2} \right) \sinh \left( \frac{x\beta}{2} \right)} - (N-1)(\beta N + 1). \]  

(2.5)
The choice of parameters (2.4) violates Vogel’s condition (2.3). We claim however that this choice of parameters corresponds to refined $SU(N)$ Chern-Simons on $S^3$. We will verify that this is indeed the case in section 3.2. The heuristic motivation for the parameters (2.4) comes from the fact that this is the simplest choice yielding the expected denominator in a refined Chern-Simons integral representation out of (2.1).

$D_N$

Similarly, for refined $SO(2N)$ Chern-Simons on $S^3$ we set

\[ a = -2, \quad b = 4\beta, \quad c = 2\beta N - 4\beta, \quad t = 2\beta N - 2\beta, \quad \kappa = \kappa. \quad (2.6) \]

The corresponding function $F_D(x)$ reads

\[ F_D(x) = \frac{2\sinh\left(\frac{x(2\beta N + 1 - 2\beta)}{2}\right)\cosh\left(\frac{x(\beta N - 2\beta)}{2}\right)\sinh\left(\frac{x\beta}{2}\right)}{\sinh\left(\frac{x}{2}\right)\sinh(x\beta)} - N(2\beta N + 1 - 2\beta). \quad (2.7) \]

This can be as well written as

\[ F_D(x) = \frac{\sinh\left(\frac{x(2\beta N + 1 - 2\beta)}{2}\right)\sinh\left(\frac{x\beta}{2}\right)}{\sinh\left(\frac{x}{2}\right)\sinh(x\beta)} + \frac{\sinh\left(\frac{x(2\beta N + 1 - 2\beta)}{2}\right)}{\sinh\left(\frac{x}{2}\right)} \]

\[ - N(2\beta N + 1 - 2\beta). \quad (2.8) \]

As for $A_N$, we claim that the choice of parameters (2.6) corresponds to refined $SO(2N)$ Chern-Simons on $S^3$. That this is indeed the case will be verified in section 3.3.

3 Refined Chern-Simons

3.1 Generalities

Following [10] [11], the refined Chern-Simons partition function is defined as

\[ Z_G^R := c_G \prod_{m=0}^{\beta-1} \prod_{\alpha^+} \left( q^{-\beta(\alpha,\rho) - m}/2 - q^{\beta(\alpha,\rho) - m}/2 \right), \quad (3.1) \]

where $c_G$ is a normalization factor, $\alpha^+$ denotes the set of positive roots and $\rho$ the Weyl vector of the root system of type $G$. Furthermore, we defined

\[ q := \exp \frac{2\pi i}{\delta}, \quad (3.2) \]

with $\delta := \kappa + \beta h$ (this definition of $\delta$ coincides with (2.2) for $t = \beta h$).
It is more natural to write (3.1) as
\[ Z^R_G = (-2i)^{\beta|\alpha_+|} c_G \prod_{m=0}^{\beta-1} \prod_{\alpha^+} \sin \left( \frac{\pi \beta(\alpha, \rho) - m}{\delta} \right). \]

In analogy to the universal Chern-Simons partition function, we split the partition function into two parts, \textit{i.e.},
\[ Z^R_G = Z^R_{I,G} Z^R_{II,G}, \]
with
\[ Z^R_{I,G} := \prod_{m=0}^{\beta-1} \prod_{\alpha^+} \left( \frac{\sin \left( \frac{\pi \beta(\alpha, \rho) - m}{\delta} \right)}{\pi \left( \frac{\beta(\alpha, \rho) - m}{\delta} \right)} \right), \tag{3.3} \]
and
\[ Z^R_{II,G} := c_G \left( -\frac{2\pi i}{\delta} \right)^{\beta|\alpha_+|} \prod_{m=0}^{\beta-1} \prod_{\alpha^+} \left( \beta(\alpha, \rho) - m \right). \tag{3.4} \]

\textbf{Part I}

The so-defined part I of the free energy \( F^R_{I,G} := \log Z^R_{I,G} \) can be easily evaluated. In detail, invoking the identity \( \sin \pi x = \frac{\pi x}{\Gamma(1+x) \Gamma(1-x)} \) one infers
\[ F^R_{I,G} = -\sum_{m=0}^{\beta-1} \sum_{\alpha^+} \log \frac{\sin \left( \frac{\pi \beta(\alpha, \rho) - m}{\delta} \right)}{\pi \left( \frac{\beta(\alpha, \rho) - m}{\delta} \right)} \]
\[ = -\sum_{m=0}^{\beta-1} \sum_{\alpha^+} \left( \log \Gamma \left( 1 + \frac{\beta(\alpha, \rho) - m}{\delta} \right) + \log \Gamma \left( 1 - \frac{\beta(\alpha, \rho) - m}{\delta} \right) \right). \tag{3.5} \]

With the integral representation (for \( \text{Re} \ z > 0 \))
\[ \log \Gamma(z) = \int_{0}^{\infty} \frac{dx}{x} \frac{1}{e^x - 1} \left( (z-1)(1-e^{-x}) + e^{-x(z-1)} - 1 \right), \tag{3.6} \]
this becomes
\[ F^R_{I,G} = -\int_{0}^{\infty} \frac{dx}{x} \frac{1}{e^x - 1} \sum_{m=0}^{\beta-1} \sum_{\alpha^+} \left( e^{-x \frac{m}{\delta}} e^{\frac{\beta(\alpha, \rho)}{\delta}} - e^{-x \frac{m}{\delta}} e^{\frac{\beta(\alpha, \rho)}{\delta}} - 2 \right). \tag{3.7} \]

Let us define for notational simplicity \( \Xi(x, \beta) := \sum_{m=0}^{\beta-1} e^{-x \frac{m}{\delta}} \) and \( p := e^{\frac{\beta}{\delta}} \). With these definitions, the summation part of the integrand in (3.7) reads
\[ \sum_{\alpha^+} (\Xi(x, \beta) p^{\alpha, \rho} - \beta) + \sum_{\alpha^+} (\Xi(-x, \beta) p^{-(\alpha, \rho)} - \beta). \tag{3.8} \]
Since we have $\Xi(x, 1) = 1$, the combined summations over the roots can be performed in the $\beta = 1$ case using the results of [13]. However, we do not know at present how to perform the individual summations in general, hence we have to evaluate the integrand (3.8) in a case by case basis, as we will do for $A_N$ in section 3.2 and for $D_N$ in section 3.3. For that, it will be useful to note that we have in terms of $p$

$$
\Xi(\pm x, \beta) = p^{\pm(1/\beta-1)/2} \frac{p^{1/2} - p^{-1/2}}{p^{1/(2\beta)} - p^{-1/(2\beta)}}. \tag{3.9}
$$

Part II

Let us now consider part II given in (3.4). This part can be written as

$$
\mathcal{F}_{R}^{\beta} = \log c_S + \beta |\alpha_+| \log \left( -\frac{2\pi i}{\delta} \right) + \sum_{\alpha^+} \left( \log (1 + \beta(\alpha, \rho)) - \log (1 - \beta + \beta(\alpha, \rho)) \right). 
$$

Similarly as for part I, we can invoke the integral representation of $\log \Gamma$ given in (3.6) to rewrite the non-constant part of $\mathcal{F}_{R}$ as the integral $\int_{0}^{\infty} \frac{dx}{x} e^{-x} \delta(x - 1) \sum_{\alpha^+} p^{-\delta(\alpha, \rho)}$ over

$$
\beta |\alpha^+| (p^{4/3} - 1) p^{-\delta/3} - (p^{\delta} - 1) \sum_{\alpha^+} p^{-\delta(\alpha, \rho)}. \tag{3.10}
$$

As for part I we do not know how to perform the left-over summation over the positive roots in general and have to proceed case by case, as we will do in the following sections.

3.2 $A_N$

For $SU(N)$ (corresponding to $A_{N-1}$) we have $\frac{1}{2}N(N - 1)$ positive roots. A basis is given by $e_I - e_J$ with $I < J$ and $(e_I)_J = \delta_{I,J}$ such that for a vector $v$ we have that $(e_I - e_J, v) = v_i - v_j$. The Weyl vector $\rho$ is given by $(\rho)_J = (N + 1)/2 - j$. Hence, $(\alpha, \rho) = e_J - e_I$ and $\prod_{\alpha^+} = \prod_{I<J}^{N}$. Thus we have,

$$
\sum_{\alpha^+} p^{(\alpha, \rho)} = -\frac{Np}{(p-1)} + \frac{p(p^N - 1)}{(p-1)^2}, \tag{3.11}
$$

$$
\sum_{\alpha^+} p^{-(\alpha, \rho)} = \frac{N}{(p-1)} - \frac{p(1 - p^{-N})}{(p-1)^2}.
$$
Part I

This leads to the following explicit expression of (3.8) for $A_{N-1}$ root system
\[
\frac{(\Xi(x, \beta)p^{N/2} - \Xi(-x, \beta)p^{-N/2})(p^{N/2} - p^{-N/2})}{(p^{1/2} - p^{-1/2})^2} + N \frac{\Xi(-x, \beta) - p\Xi(x, \beta)}{p - 1} - \beta N(N - 1)
\]

(3.12)

Invoking (3.9), one infers that the integrand (3.12) can be written as
\[
\frac{\sinh \left( \frac{x(\beta N - \beta + 1)}{2 \delta} \right)}{\sinh \left( \frac{x}{2 \delta} \right)} \sinh \left( \frac{x N \beta}{2 \delta} \right) - N(\beta N + 1 - \beta).
\]

(3.13)

With the trigonometric identity (B.1), we deduce that this equals precisely $F_A(x/\delta)$ given in (2.5). Thus, we have shown that
\[
Z_{1,A}^R = \exp \int_0^\infty \frac{dx}{x(e^x - 1)} F_A(x/\delta) = Z_{1,A}^U.
\]

Part II

Invoking (3.11), the integrand of part II given in (3.10) reads for $A_{N-1}$ root system
\[
\frac{1}{2} \beta N(N - 1)(p^{\delta/\beta} - 1)p^{-\delta/\beta} + \left( p^\delta - 1 - \frac{N}{p^\delta - 1} \right).
\]

(3.14)

It is convenient to factor out $(p^{\delta/\beta} - 1) = (e^x - 1)$ such that the integration reduces to $\int_0^\infty \frac{dx}{x}$ with integrand
\[
\frac{1}{2} \beta N(N - 1)p^{-\delta/\beta} + \frac{p^\delta(1 - p^{-\delta N})}{(p^{\delta/\beta} - 1)(p^\delta - 1)} - \frac{N}{p^\delta - 1}.
\]

(3.15)

We want to show that this integral equals $\int_0^\infty \frac{dx}{x(e^x - 1)} f_A(x/t) + \text{const.}$ Therefore, using that for $A_{N-1}$ we have $t = \beta N$, we factor out $(e^x - 1)$ from $f_A$ such that the integration changes to $\int_0^\infty \frac{dx}{x}$. This then allows us to further rescale $x \rightarrow tx$. Hence, the integrand can be written as
\[
\frac{p^{\delta/\beta}(1 - p^{-\delta(N + 1/\beta - 1)})}{(p^\delta - 1)(p^{\delta/\beta} - 1)} - \frac{N(\beta N + 1 - \beta)}{p^{\delta N} - 1}.
\]

(3.16)

Subtracting (3.16) from (3.15) yields
\[
\frac{1}{2} \beta N(N - 1)p^{-\delta/\beta} - \frac{N}{p^{\delta/\beta} - 1} + \frac{N(\beta N + 1 - \beta)}{p^{\delta N} - 1} + \frac{p^\delta - p^{\delta/\beta}}{(p^\delta - 1)(p^{\delta/\beta} - 1)},
\]
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which need to integrate to a constant under \( \int_0^\infty \frac{dx}{x} \). In terms of the integrals of appendix A, this integral reads
\[
\lim_{\epsilon \to 0} \left( \frac{1}{2} \beta N (N - 1) \mathcal{I}_1(1) + N (\beta N + 1 - \beta) \mathcal{I}_2(\beta N, \beta N) - N \mathcal{I}_2(1, 1) + \mathcal{I}_3(\beta, 1) \right),
\]
and can be evaluated to
\[
\frac{\beta N (N - 1)}{2} \log \frac{\beta N}{2\pi} + \frac{N}{2} \log \beta N - \log \sqrt{\beta}.
\]
Hence, we have that
\[
Z_{II,A}^R = \frac{t^N}{\sqrt{\beta}} \left( -i \frac{t}{\delta} \right) \frac{\beta N (N - 1)}{2} \exp \int_0^\infty dx \frac{\mathcal{F}_A(x/t)}{x(e^x - 1)}. \tag{3.17}
\]
This completes the proof of the claim for \( A_N \) root system.

### 3.3 \( D_N \)

For \( SO(2N) \) (corresponding to \( D_N \) root system) we have \( N(N - 1) \) positive roots. A basis is given by \( e_I - e_J, e_I + e_J \) with \( I < J \). The Weyl vector reads \( \rho = N - i \). We have \( (e_I - e_J, \rho) = J - I \) and \( (e_I + e_J, \rho) = 2N - I - J \).

Hence,
\[
\sum_{\alpha^+} p^{(\alpha, \rho)} = \frac{p(p^N - 1)(p^{N-1} + p)}{(p - 1)^2(p + 1)} - \frac{np}{p - 1},
\]
\[
\sum_{\alpha^+} p^{-(\alpha, \rho)} = -\frac{p(p^N - 1)(p^{-2N-2} + p^{-N})}{(p - 1)^2(p + 1)} + \frac{N}{p - 1}.
\]  \tag{3.17}

#### Part I

We infer that (3.8) reads for \( D_N \)
\[
\frac{p^{3/2 - 2N - (1/\beta - 1)/2} (p^N - 1)(p^{N-2} + 1)(p^{2N+1/\beta - 2} - 1)}{(p^{1/(2\beta)} - p^{-1/(2\beta)})(p^{1/2} - p^{-1/2})(p^{1/2} + p^{-1/2})} - N(2\beta N + 1 - 2\beta).
\]
Or, in terms of trigonometric functions
\[
\frac{\sinh \left( \frac{x \beta N}{2\delta} \right) \cosh \left( \frac{x(\beta N - 2\beta)}{2\delta} \right) \sinh \left( \frac{x(2\beta N + 1 - 2\beta)}{2\delta} \right)}{\sinh \left( \frac{x}{2\delta} \right) \sinh \left( \frac{x^2}{2\delta} \right) \cosh \left( \frac{x^2}{2\delta} \right)} - N(2\beta N + 1 - 2\beta),
\]
which can be matched with \( F_D(x/\delta) \) given in (2.7). Thus,
\[
Z_{II,D}^R = \int_0^\infty dx \frac{F_D(x/\delta)}{x(e^x - 1)} = Z_{II,D}^U.
\]
Similarly, using (3.17) we obtain in the $D_N$ case for (3.10) the expression
\[
\beta N(N - 1)(p^{\delta/\beta} - 1)p^{-\delta/\beta} + \frac{p^\delta(p^{2N} - 1)(p^{-\delta(2N - 2)} + p^{-\delta N})}{(p^{\delta/\beta} - 1)(p^2 - 1)} - N.
\] (3.18)

As in the $A_N$ case, it is convenient to factor out $(e^x - 1)$ such that we have the integral
\[
\int_0^\infty \frac{dx}{x} \text{ with integrand}
\]
\[
\beta N(N - 1)p^{-\delta/\beta} + \frac{p^\delta(p^{2N} - 1)(p^{-\delta(2N - 2)} + p^{-\delta N})}{(p^{\delta/\beta} - 1)(p^2 - 1)} - \frac{N}{(p^{\delta/\beta} - 1)}.
\]

It is useful to split the second term further, yielding
\[
\beta N(N - 1)p^{-\delta/\beta} + \frac{p^\delta(1 - p^{-\delta(2N - 2)})}{(p^{\delta/\beta} - 1)(p^2 - 1)} + \frac{p^{-\delta(N - 1)}}{(p^{\delta/\beta} - 1)} - \frac{N}{(p^{\delta/\beta} - 1)}.
\] (3.19)

Similarly, the integral \(\int_0^\infty \frac{dx}{x(e^x - 1)} F_D(x/t) (\text{cf.,} \ (2.8))\), can be rewritten as the integral \(\int_0^\infty \frac{dx}{x} \overline{\text{over}} \) with a redefinition \(x \rightarrow tx\)
\[
\frac{p^\delta(1 + 1/\beta)}{(p^{\delta/\beta} - 1)(p^{2\delta} - 1)} + \frac{p^{-\delta t/(2\beta)}(p^{\delta(t + 1)/\beta} - 1)}{(p^{\delta/\beta} - 1)(p^{2\delta} - 1)} - \frac{N(2\beta N + 1 - 2\beta)}{(p^{2\delta} - 1)}.
\] (3.20)

Subtracting (3.20) from (3.19) yields the left-over terms
\[
\frac{Nt}{2} p^{-\delta/\beta} - \frac{N}{(p^{\delta/\beta} - 1)} + \frac{p^{-\delta(N - 1)}}{(p^{\delta/\beta} - 1)} + \frac{N(t + 1)}{p^{\delta/\beta} - 1} - \frac{p^{-\delta t/(2\beta)}(p^{\delta(t + 1)/\beta} - 1)}{(p^{\delta/\beta} - 1)(p^{2\delta} - 1)} - \frac{p^\delta}{(p^{2\delta} - 1)}.
\] (3.21)

In terms of the integrals of appendix A this reads
\[
\lim_{\epsilon \to 0} \left( \frac{Nt}{2} I_1(1) - N I_2(1, 1) + I_2(1, 1 + t/2) + N(t + 1) I_2(t, t) - I_4(t, 1, t/2) - I_5(2\beta) \right),
\] (3.22)

and evaluates to
\[
N(\beta N - \beta) \log \left( \frac{2\beta N - 2\beta}{2\pi} \right) + \frac{N}{2} \log (2\beta N - 2\beta) - \log 2.
\]

Hence,
\[
Z_{\text{R, II, D}}^{\beta N(N-1)} = \frac{c_D t^{\delta/2}}{2} \left( -\frac{t}{\delta} \right)^{\beta N(N-1)} \exp \int_0^\infty \frac{dx}{x(e^x - 1)} F_D(x/t) \sim Z_{\text{II, D}}^{\beta N(N-1)}.
\]

This completes the proof in the $D_N$ case.
4 Large $N$ expansion

It is instructive to perform the large $N$ expansion of the integral representation in the $SU(N)$ case. For that, we keep fixed at large $N$

$$g_s := \frac{t}{\delta}, \quad \mu := \frac{t}{\delta} = g_s t. \quad (4.1)$$

The function $F_A(x/\delta)$ defined in (2.5) reads in terms of the parameters (4.1)

$$F_A(x, \mu, g_s; \beta) = \frac{\sinh \left( \frac{x(\mu+g_s)}{2} \right) \sinh \left( \frac{x(\mu-\beta g_s)}{2} \right)}{\sinh \left( \frac{x g_s}{2} \right) \sinh \left( \frac{x \beta g_s}{2} \right)} - \frac{(\mu - \beta g_s)(\mu + g_s)}{\beta g_s^2}. \quad (4.1)$$

It is more convenient and natural to perform the additional quantum shift

$$\mu \to \mu' = \mu - \frac{1}{2}(1 - \beta)g_s,$$

in the definition of $\mu$ such that

$$F_A(x, \mu', g_s; \beta) = \frac{\sinh \left( \frac{x(2\mu+(1+\beta)g_s)}{4} \right) \sinh \left( \frac{x(2\mu-(1+\beta)g_s)}{4} \right)}{\sinh \left( \frac{x g_s}{2} \right) \sinh \left( \frac{x \beta g_s}{2} \right)} - \frac{(\mu^2 - (1 + \beta)^2g_s^2)}{4\beta g_s^2}. \quad (4.1)$$

Part I

Under this redefinition, $F_A$ possesses an expansion into even powers of $g_s$ and $\mu$ only, i.e.,

$$F_A(x, \mu', g_s; \beta) = \frac{2}{\beta g_s^2} \sum_{k=1}^{\infty} \frac{x^{2k} \mu^{2k+2}}{(2k+2)!} + 2 \Psi_A^{(0)}(\beta) \sum_{k=1}^{\infty} \frac{(x \mu)^{2k}}{(2k)!} + 2 \sum_{g=2}^{\infty} (\sqrt{\beta g_s})^{2g-2} \left( \Psi_A^{(2g-2)}(\beta) - \Phi_A^{(2g-2)}(\beta) \right) \frac{x^{2g-2}}{(2g-3)!} \quad (4.2)$$

$$+ 2 \sum_{g=2}^{\infty} (\sqrt{\beta g_s})^{2g-2} \frac{\Psi_A^{(2g-2)}(\beta)}{(2g-3)!} \sum_{k=1}^{\infty} \frac{x^{2(g+k-1)} \mu^{2k}}{(2k)!},$$

with coefficients

$$\Phi_A^{(0)}(\beta) := \frac{1}{12} \left( \beta + \frac{1}{\beta} \right) - \frac{1}{4},$$

$$\Phi_A^{(n>0)}(\beta) := (n - 1)! \sum_{k=0}^{n+2} (-1)^k \frac{B_{k} B_{n+2-k}}{k!(n + 2 - k)!} \beta^{k-n/2-1}, \quad (4.3)$$
and
\[ \Psi^{(0)}_A(\beta) := -\frac{1}{24} \left( \beta + \frac{1}{\beta} \right), \]
\[ \Psi^{(n>0)}_A(\beta) := (n - 1)! \sum_{k=0}^{n+2} (-1)^k \frac{B_k B_{n+2-k}}{k!(n + 2 - k)!} (2^{1-k} - 1)(2^{k-n-1} - 1) \beta^{k-n/2-1}. \] (4.4)

The latter coefficients correspond to the expansion coefficients of the free energy of the \( c = 1 \) string at radius \( R \propto \beta \), originally derived in [18].

Invoking the Mellin-transform of the Riemannian \( \zeta \)-function
\[ \Gamma(s) \zeta(s) = \int_0^\infty \frac{dx}{x} x^{s-1}, \] (4.5)
we deduce from (4.2) that at large \( N \) the part I of the free energy reads
\[ F_{I,A}(\mu', g_s; \beta) \sim \sum_{g=0}^\infty F^{(g)}_{I,A}(\mu; \beta) (\sqrt{\beta} g_s)^{2g-2}, \] (4.6)
with
\[ F^{(0)}_{I,A}(\mu; \beta) = 2 \sum_{k=1}^\infty \frac{\zeta(2k)}{2k(2k+1)(2k+2)} \mu^{2k+2}, \]
\[ F^{(1)}_{I,A}(\mu; \beta) = \Psi^{(0)}(\beta) \sum_{k=1}^\infty \frac{\zeta(2k)}{k} \mu^{2k}, \]
\[ F^{(g>1)}_{I,A}(\mu; \beta) = 2 \left( \Psi^{(2g-2)}_A(\beta) - \Phi^{(2g-2)}_A(\beta) \right) \zeta(2g-2) \]
\[ + 2^{g-1} \Psi^{(2g-2)}_A(\beta) \sum_{k=1}^\infty \frac{\zeta(2(g+k+1))\Gamma(2g+k)}{(2k)!} \mu^{2k}. \] (4.7)

Since for \( \beta = 1 \) we have
\[ \Phi^{(n)}_A(1) = \Psi^{(n)}_A(1) = \chi^{(n)}, \]
where \( \chi^{(n)} \) denotes the virtual Euler characteristic of the moduli space of genus \( n \) complex curves, we precisely recover at large \( N \) the “perturbative” free energy of the topological string on the resolved conifold, see [8, 19]. Moreover, we observe that the \( \beta \) degree of freedom of the universal Chern-Simons partition function introduced in (2.4), or equivalently refinement, essentially corresponds to the replacement
\[ \chi^{(n)} \rightarrow \Psi^{(n)}(\beta), \] (4.8)
at large \( N \). This explicitly confirms earlier results of [4]. In particular, one may see the replacement (4.8), that is, refinement, as substituting \( \chi \) with the parameterized Euler characteristic of [17] (cf., [20]).
Part II

The essential difference between part I and II of the partition function is a mere substitution $\delta \rightarrow t$. Therefore we set $\mu = 1$ in (4.2), as is clear from (4.1). Hence, we have to integrate

$$F_A(x, \mu' - \mu + 1, g_s; \beta) = \frac{1}{\beta g_s^2} \left( \frac{2 \cosh(x) - x^2 - 2}{x^2} \right) + 2 \Psi_A^{(0)}(\beta)(\cosh(x) - 1)$$

$$+ 2 \sum_{g=2}^{\infty} (\sqrt{\beta} g_s)^{2g-2} \left( \Psi_A^{(2g-2)}(\beta) - \Phi_A^{(2g-2)}(\beta) \right) \frac{x^{2g-2}}{(2g-3)!} \quad (4.9)$$

$$+ 2 \sum_{g=2}^{\infty} (\sqrt{\beta} g_s)^{2g-2} \Psi_A^{(2g-2)}(\beta) \frac{x^{2g-2}}{(2g-3)!} (\cosh(x) - 1).$$

Defining $F_{II,A}$ as in (4.6), and using the Mellin-transform of the Hurwitz $\zeta$-function

$$\Gamma(z)\zeta(z, v/w) = w^z \int_0^\infty dx \frac{x^z e^{(w-v)x}}{e^{wx} - 1}, \quad (4.10)$$

we infer

$$F_{II,A}^{(0)}(\beta) = \frac{1}{2} \log 2\pi - \frac{3}{4},$$

$$F_{II,A}^{(1)}(\beta) = -\Psi_A^{(0)}(\beta) \lim_{\epsilon \rightarrow 0} \mathcal{I}_1(\epsilon),$$

$$F_{II,A}^{(g>1)}(\beta) = 2 \left( \Psi_A^{(2g-2)}(\beta) - \Phi_A^{(2g-2)}(\beta) \right) \zeta(2g - 2) - \Psi_A^{(2g-2)}(\beta),$$

(4.11)

with the 1-loop (order $g_s^0$) logarithmic divergence given by (A.1). At $\beta = 1$ this reproduces the results of [21], obtained via an asymptotic expansion of Barnes $G$-function (up to the subtile logarithmic divergence at 1-loop).
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A Integrals

In this appendix some not so common integrals needed for the calculations in the main text are derived.
A.1 \( I_1(a > 0) := \int_\epsilon^\infty \frac{dx}{x} e^{-ax} \)

We have
\[
I_1(a) = -\log \epsilon - \log a - \gamma + \mathcal{O}(\epsilon), \tag{A.1}
\]
with \( \gamma \) the Euler-Mascheroni constant.

A.2 \( I_2(a > 0, b \geq a) = \int_\epsilon^\infty \frac{dx}{x} \frac{(a-b)x}{e^{ax}-1} \)

First, note that
\[
1 \cdot e^{ax} - 1 = 1 \cdot ax + 1 - e^{ax} + ax.
\]

Hence,
\[
\frac{e^{(a-b)x}}{e^{ax}-1} = \frac{e^{(a-b)x}}{ax} - \frac{ax e^{(a-b)x}}{2(e^{ax}-1)} - \frac{e^{(a-b)x}}{(e^{ax}-1)} \sum_{n=3}^\infty \frac{(ax)^{n-1}}{n!}. \tag{A.2}
\]

With the help of the Mellin-transform \((4.10)\) we then infer from (A.2) that
\[
\lim_{\epsilon \to 0} I_2(a > 0, b \geq a) = \frac{1}{ae} + (b/a - 1) \left( \log \epsilon + \gamma - 1 + \log(b-a) \right)
\]
\[
+ \frac{1}{2} \left( \log \epsilon + \log a + \gamma + \psi(b/a) \right) - \sum_{n=2}^\infty \frac{\zeta(n, b/a)}{n(n+1)}, \tag{A.3}
\]
with \( \psi(x) \) the Digamma function and \( \zeta(w, v) \) the Hurwitz \( \zeta \)-function.

In particular,
\[
\lim_{\epsilon \to 0} I_2(a > 0, b = a) = \frac{1}{ae} + \frac{1}{2} \log \epsilon + \frac{1}{2} \left( \log a + \gamma - \log 2\pi \right),
\]
and for \( a, b \) integer
\[
\lim_{\epsilon \to 0} I_2(a, ab \geq a) = \frac{1}{ae} + (b - 1/2) \log \epsilon + (b - 1/2) \log a + (b - 1/2) \gamma
\]
\[
+ \log \Gamma(b) - \frac{1}{2} \log 2\pi, \tag{A.4}
\]
where we used for \( I_2(a, ab) \) the relation
\[
\sum_{n=2}^\infty \frac{\zeta(n, 1+c)}{n(n+1)} = -\frac{1}{2} \gamma + \frac{1}{2} \log 2\pi + \frac{1}{2} \left( H_c - 2c \right) + \log \frac{e^{c-1}}{(c-1)!},
\]
with \( H_n \) the \( n \)th Harmonic number and \( c \) an integer.

Further, note that \( \sum_{n=2}^\infty \frac{\zeta(n, 3/2)}{n(n+1)} = \frac{1-\gamma}{2} \) and \( \psi(3/2) = -\gamma - 2 \log 2 + 2 \). Hence,
\[
\lim_{\epsilon \to 0} I_2(a, 3/2a) = \frac{1}{ae} + \log \epsilon + \log a + \gamma - \frac{3}{2} \log 2. \tag{A.5}
\]
**A.3** \( I_3(a > 0, b > 0) := \int_\epsilon^\infty \frac{dx}{x} \frac{e^{ax} - e^{bx}}{(e^{ax} - 1)(e^{bx} - 1)} \)

Note that
\[
\frac{e^{ax} - e^{bx}}{(e^{ax} - 1)(e^{bx} - 1)} = \frac{1}{e^{bx} - 1} - \frac{1}{e^{ax} - 1}.
\]

Hence,
\[ I_3(a > 0, b > 0) = I_2(b, b) - I_2(a, a). \]

In particular,
\[
\lim_{\epsilon \to 0} I_3(a, 1) = \left(1 - \frac{1}{a}\right) \frac{1}{\epsilon} - \frac{1}{2} \log a. \tag{A.6}
\]

**A.4** \( I_4(a > 0, b > 0, c > 0) := \int_\epsilon^\infty \frac{dx}{x} \frac{e^{(a+b)x} - 1}{(e^{ax} - 1)(e^{bx} - 1)} e^{-cx} \)

We have
\[
\frac{e^{(a+b)x} - 1}{(e^{ax} - 1)(e^{bx} - 1)} = \frac{1}{e^{ax} - 1} + \frac{e^{bx}}{e^{bx} - 1}.
\]

Hence,
\[ I_4(a, b, c) = I_2(a, a + c) + I_2(b, c). \]

Invoking (A.4) and (A.5) we deduce for \( a \) even
\[
\lim_{\epsilon \to 0} I_4(a, 1, a/2) = \left(1 + \frac{1}{a}\right) \frac{1}{\epsilon} + \frac{a + 1}{2} \left(\log \epsilon + \gamma\right) + \log a + \log \Gamma(a/2) - 2 \log 2 - \frac{1}{2} \log \pi.
\]

**A.5** \( I_5(a) := \int_\epsilon^\infty \frac{dx}{x} \frac{e^{ax/2}}{e^{ax} - 1} \)

We write
\[
\frac{e^{ax/2}}{e^{ax} - 1} = \frac{1}{e^{ax} - 1} + \frac{ax}{2(e^{ax} - 1)} + \frac{1}{e^{ax} - 1} \sum_{n=2}^\infty \frac{(ax)^n}{2^n n!}.
\]

Hence,
\[
\lim_{\epsilon \to 0} I_5(a) = I_2(a, a) - \frac{1}{2} \log \epsilon - \frac{1}{2} \log a + \sum_{n=2}^\infty \frac{\zeta(n)}{2^n n},
\]

Using that \( \sum_{n=2}^\infty \frac{\zeta(n)}{2^n n} = -\gamma + \frac{1}{2} \log \pi \), we deduce
\[
\lim_{\epsilon \to 0} I_5(a) = \frac{1}{a \epsilon} - \frac{1}{2} \log 2.
\]
B Trigonometric identity

In this section we will derive the trigonometric identity

\[ \sinh(c(x - y + 1)) \sinh(cx) - \sinh(cy) \sinh(c) = \sinh(c(x - y)) \sinh(c(x + 1)) \]. (B.1)

The proof of this identity immediately follows via invoking the fundamental identity

\[ \sinh(x) \sinh(y) = \frac{1}{2} (\cosh(x + y) - \cosh(x - y)) \].

Namely,

\[ \sinh(c(x - y + 1)) \sinh(cx) - \sinh(cy) \sinh(c) \]
\[ = \frac{1}{2} (\cosh(c(2x - y + 1) - \cosh(c(y - 1)) - \cosh(c(y + 1)) + \cosh(c(y - 1))) \]
\[ = \frac{1}{2} (\cosh(c(2x - y + 1) - \cosh(c(y + 1))) \]
\[ = \sinh(c(x - y)) \sinh(c(x + 1)). \] (B.2)
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