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Abstract—To satisfy the capacity requirements of future mobile systems, under-utilized millimeter wave frequencies can be efficiently exploited by employing massive MIMO technology with highly directive beamforming. Hybrid analog-digital beamforming has been recognised as a promising approach for large-scale MIMO implementations with a reduced number of costly and power-hungry RF chains. In comparison to fully connected architecture, hybrid beamforming (HBF) with partially connected RF architecture is particularly appealing for the practical implementation due to less complex RF power division and combining networks. In this paper, we first formulate single- and multi-user rate maximization problems as weighted minimum mean square error (WMMSE) and derive solutions for hybrid beamformers using alternating optimization. The algorithms are designed for the full-array- and sub-array-based processing strategies of partially connected HBF architecture. In addition to the rate maximizing WMMSE solutions, we propose lower complexity sub-array-based zero-forcing algorithms. The performance of the proposed algorithms is evaluated in two different channel models, i.e., a simple geometric model and a realistic statistical millimeter wave model known as NYUSIM. The performance results of the WMMSE HBF algorithms are meant to reveal the potential of partially connected HBF and serve as upper bounds for lower complexity methods. Numerical results imply that properly designed partially connected HBF has the potential to provide an good compromise between hardware complexity and system performance in comparison to fully digital beamforming.

Index Terms—hybrid analog-digital precoding, large scale MIMO, rate maximization, millimeter wave communications.

I. INTRODUCTION

In order to meet the high capacity and performance requirements of 5th generation (5G) mobile systems and beyond, new spectrum needs to be acquired at higher frequencies [1], [2]. Massive multiple-input multiple-output (MIMO) has been recognized as a promising approach to efficiently exploit the vast spectral resources available at millimeter waves, and freeing the great potential of millimeter wave (mm-wave) communications [3], [4]. Massive MIMO technology enables highly directive beamforming by utilizing a large amount of transmit (and/or receive) antennas [3]. High beamforming gain is needed for supporting reasonable cell sizes by compensating severe free-space path loss occurring in mm-wave frequencies [5]. In addition, massive MIMO can provide spectrally efficient communications with high data rates through (multi-user) spatial multiplexing [1], [3]. Implementing massive MIMO using conventional digital beamforming is complex and hardware demanding since one radio frequency (RF) chain per antenna is needed [6]. This is a costly and power consuming requirement due to the large number of needed RF components, such as wideband digital-to-analog converters (DACs) [4], [7]. In terms of hardware complexity, analog beamforming is a more feasible approach supporting single-stream transmission and requiring only a single RF chain regardless of the number of antennas [5]. However, analog beamforming cannot exploit the full potential of massive MIMO since spectrally efficient multi-stream transmission is not supported [5]. In this respect, hybrid analog-digital beamforming (HBF) is considered as a promising solution for implementing massive MIMO and providing a compromise between hardware complexity and spectral efficiency [4], [9]. The hybrid architecture splits the whole beamforming process into digital and analog parts enabling multi-stream transmissions with a reduced number of RF chains [4], [6].

Most of the state-of-the-art hybrid methods are based on fully connected RF architecture [8]–[24], in which each RF chain is connected to all antennas as depicted in Fig. 1. However, due to very challenging and lossy RF signal division and combining processes, fully connected methods are of higher complexity and consume more power, hence over demanding to be implemented in systems with large antenna arrays. A more practical solution is partially connected RF architecture, in which each RF chain is connected only to one subarray of antennas [24]. Partially connected RF architecture itself can be divided into two categories, i.e., full array-based and subarray-based processing designs [25]–[27]. In full array-based processing, all data streams are conveyed to all subarrays. Thus, each stream is transmitted via its corresponding beam which is generated by all subarrays. This implies that full beamforming gain is potentially available. However, the directions of different beams are interdependent due to the partial connectivity. This sets restrictions to the beam generation and leads to suboptimal beam directions. In subarray-based processing, each subarray transmits only a single data stream i.e., each data stream is conveyed to only one RF chain. This leads to a more efficient and flexible beam design process. However, the beamforming gain is limited by the number of antennas per subarray.

HBF has gained a lot of research interest in recent years. As presented in a recent survey paper [4], HBF research can be divided into different categories based on, for example, the
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used system model, the level of channel knowledge and the wideness of bandwidth. Each research category is important, and the corresponding research has its own merits increasing the knowledge on HBF. This paper focuses on instantaneous CSI-based HBF for single- and multi-user settings in frequency flat channels. Due to idealistic assumptions, the results in this paper can be considered as upper bounding benchmarks for more practical HBF designs. In the literature, numerous fully and partially connected HBF approaches have been developed for single- and multi-user MIMO systems. In the following, the main prior works are introduced.

Other research works in the literature have used different criteria and methodologies than ours and the approaches to solve the problem are quite diverse. In the following, we will discuss some examples that are somehow related to our work, however, either the problem formulation or the approaches to tackle the problems are different from ours. For digital SU-MIMO systems, the SVD based beamforming is well known to be the optimal solution, however, it is not applicable in HBF. Hence, other approaches have been used to solve rate maximization problems. Authors in [28] proposed an iterative alternating optimization based algorithm where the optimal digital precoder is approximated by a feasible hybrid precoder based on the minimum mean square error (MMSE) principle. In [29], a HBF solution for the considered rate maximization problem by approximating it as a single-stream beamforming problem with per-antenna power constraints is developed. A HBF design with phase shifter selection was studied for large antenna arrays in [30]. Authors in [31] proposed an OFDM based heuristic HBF algorithm for both fully connected and partially connected architectures. A method using directivity of the channel is proposed for SU-MIMO systems in [32]. In [33], a HBF design based on matrix factorization with finite-alphabet inputs is proposed. An optimal transmit HBF method for partially connected massive MISO system with RF chain and per-antenna power constraints is presented in [34]. Authors in [35] designed an energy efficient transmitter with low resolution DACs for partially connected architecture. However, this paper tries to tackle the rate maximization problem with a WMMSE based alternating optimization approach. Moreover, a lower complexity ZF based algorithm is proposed.

In multi-user massive MISO systems, MMSE based algorithms have been used to tackle the nonconvex sum rate maximization problems. Moreover, lower complexity transmission algorithms, such as zero forcing (ZF) schemes are of practical interest since they may provide relatively good performance with low computational complexity. Authors in [36] have used WMMSE formulation to solve the HBF optimization problem for partially connected architecture in a way which is close to our formulation, however, the approaches to solve the problems are quite different from our case. They have used unit modulus constraint for their analog beamformer and two different approaches named element iteration (IT) and manifold optimization (MO) to solve the problem which are different from our methods. In [16], the MMSE criterion has been considered as the HBF optimization problem, where the HBF design problem is decomposed into two sub-problems i.e., precoding and combining problems, and they are solved in a unified manner but for fully connected architecture. A ZF-based HBF approach was developed for mm-wave massive MU-MIMO communications in [37]. In [38] a two-stage HBF method is proposed. First, the lower bound of sum rate is derived and then an iterative algorithm is designed to improve the performance. A hybrid precoding architecture is presented in [38] that allows both amplitude and phase control at low complexity and cost to allow the implementation of the zero-forcing structure. An analysis framework is presented in [39] to compare fully and partially connected architectures with one stream per subarray. In [40], a block descent algorithm is used to solve a conditional average net sum rate maximizing problem via an equivalent weighted average mean square error minimization (WAMMSE) problem.

Most of the HBF works in the literature use only phase shifting in the analog beamforming process. However, employing analog amplitude control in addition to phase shifting can be assumed to be also a feasible assumption [25–27, 38, 41]. Even though this will somewhat increase the hardware complexity, the design of hybrid beamforming weights becomes more flexible and efficient leading to improved performance. As an example, fully connected HBF with only analog phase shifting can obtain the same performance as fully digital beamforming if the number of RF chains is twice the number of data streams [6]. In comparison, HBF with both analog phase shifting and amplitude control can provide equal performance compared to fully digital beamforming when the number of RF chains and streams is the same. Only few algorithms have been proposed for partially connected HBF employing both analog amplitude and phase control [25, 41]. Authors in [26] proposed an algorithm that minimizes the mean square error (MSE) between the optimal precoder and hybrid beamforming matrix. In [25], several HBF algorithms were developed including singular value decomposition matching, iterative orthogonalization, and transmit-receive zero-forcing. Different optimization-based hybrid methods were devised for frequency selective MIMO systems in [41]. Due to the scarcity of algorithms and performance evaluations in the literature, partially connected HBF with both analog amplitude and phase control needs further studying. Performance comparisons between full array and subarray-based heuristic and optimization-based HBF strategies are of particular interest.
In this paper, several optimization-based and heuristic HBF algorithms are proposed for SU-MIMO and MU-MISO systems with partially connected RF architecture. Algorithms are designed for both full array-and subarray-based HBF processing strategies. In addition to phase shifting, amplitude control is also employed in the analog part of the HBF process. Inspired by the existing WMMSE algorithms in the digital beamforming literature such as [42], we first reformulate the considered SU and MU rate maximization problems as weighted MSE minimization problems. These problems are solved by alternately optimizing between the receive combiner, the digital precoder and the analog beamformer until the objective value converges. This is to find solutions that can perform as upper bounds for systems with similar configurations and to avoid fully connected architecture due to its high complexity. The proposed hybrid WMMSE algorithms are designed for both full array-and subarray-based HBF processing strategies. Since the original problems are non-convex, the optimality of the solutions can not be guaranteed. To the best of our knowledge, this kind of WMMSE algorithms haven’t been proposed in the literature for the considered hybrid systems. In addition to rate maximizing WMMSE methods, we propose lower complexity subarray based ZF algorithms. An iterative subarray-based SU transmit-receive ZF algorithm aims at canceling inter-stream interference using ZF beamforming at both transmitter and receiver. A simple subarray-based ZF scheme is also considered for MU-MISO. Numerical simulations are conducted to evaluate the performance of the proposed HBF algorithms against fully digital and analog (one stream) beamforming solutions in two different environments. One is a simple geometric uniform linear array (ULA) and the other is a more realistic NYUSIM channel model.

The following notations are used throughout this paper. Uppercase boldface and lowercase boldface characters denote matrices and vectors, respectively. diag(·) denotes a diagonal matrix of its arguments. The superscripts \((·)^H\), \((·)^T\), and \((·)^*\), indicate Hermitian, transpose, and complex conjugate, respectively. The matrix \(I_M\) denotes an \(M \times M\) identity matrix. \(\det(·)\) and \(\text{tr}(·)\) are used to represent determinant and trace of a matrix, respectively.

The remainder of the paper is organized as follows. In Section II, the employed system model of SU-MIMO and MU-MISO scenarios are described. Section III presents the formulation of the problems in both scenarios. Section IV and V investigate the proposed algorithms for SU-MIMO and MU-MISO scenarios, respectively. The simulation results are presented and discussed in Section VI. Finally, Section VII concludes the paper.

II. SYSTEM MODEL

This section introduces SU-MIMO and MU-MISO system models assuming partially connected RF architecture at the transmitter side. These models are depicted in Fig. 2. First, the main system details are described, then signal models are presented for both systems separately.

Consider the systems to be in the downlink mode and have identical settings at the base station (BS) side. The number of receive antennas/users is assumed to be considerably smaller than the number of transmit antennas. Moreover, the analog beams at the users are statistically fixed towards the serving BS. Hence, it can be assumed to be part of the channel information. Thus, HBF is considered only at the BS and the receiver is assumed to be fully digital. The BS is equipped with \(N_t\) transmit antennas and a hybrid architecture with \(N_a\) RF chains. In order to find solutions that can perform as upper bounds for partially connected HBF systems with similar configuration, it is assumed that channel state information (CSI) is available at the transmitter as well as the receiver. In the single-user case, the user has \(N_r\) receive antennas and the number of data streams is \(N_s\) which is assumed to be equal to the number of RF chains. In the multi-user case, \(N_u\) single antenna users are served by the BS and the number of data streams \(N_s\) is equal to the number of users and the number of RF chains. Moreover, partially connected architecture is used in which each RF chain is connected to only one subarray of the antennas. The transmit antenna array is partitioned into
Fig. 3: (a) Full array- and (b) subarray-based processing strategies for partially connected HBF.

$N_a$ subarrays each with $n = N_t/N_a$ antennas. In the overall hybrid architecture at the BS, amplitude control is employed in addition to phase shifting in the analog domain.

The HBF architecture consists of a digital precoder $D$ and an analog beamformer $A$. Based on the digital precoder structure, two different designs, i.e., full array-based and subarray-based processing methods can be considered as depicted in Fig. 3. In the case of full array-based processing, all data streams are connected to all RF chains and the digital precoder $D \in \mathbb{C}^{N_a \times N_s}$ is given by

$$
D = \begin{pmatrix}
    d_{11} & d_{12} & \ldots & d_{1N_s} \\
    d_{21} & d_{22} & \ldots & d_{2N_s} \\
    \vdots & \vdots & \ddots & \vdots \\
    d_{N_a1} & d_{N_a2} & \ldots & d_{N_aN_s}
\end{pmatrix} = \begin{pmatrix}
    d_1 \\
    d_2 \\
    \vdots \\
    d_{N_a}
\end{pmatrix}
$$

(1)

where $d_i = (d_{i1}, d_{i2}, \ldots, d_{iN_s})$ and $\bar{d}_j = (d_{j1}, d_{j2}, \ldots, d_{N_a})^T$ are the $i$th and the $j$th row and column vectors of the digital precoder, corresponding to the $i$th and the $j$th subarray and stream, respectively. In the case of subarray-based processing, where each data stream is connected to only one RF chain (i.e., $N_a = N_s$), the digital precoder becomes a diagonal matrix $D = \text{diag}(d_{11}, d_{22}, \ldots, d_{N_aN_a})$. To simplify more, the digital weights can be directly incorporated into the analog beamformer amplitudes and phases of the corresponding subarray. Thus, the digital precoder can be normalized to be identity matrix which only routes data streams to the RF chains. The analog beamformer $A \in \mathbb{C}^{N_t \times N_a}$ can be expressed as

$$
A = \begin{pmatrix}
    a_1 & 0 & \ldots & 0 \\
    0 & a_2 & \ldots & 0 \\
    \vdots & \vdots & \ddots & \vdots \\
    0 & 0 & \ldots & a_{N_a}
\end{pmatrix}
$$

(2)

where $a_i \in \mathbb{C}^{N_t \times 1}$ is the analog RF beamformer of the $i$th subarray, and $0 \in \mathbb{C}^{N_t \times 1}$ is a zero vector.

**A. Signal Model for SU-MIMO**

In the SU-MIMO scenario, the estimated signal vector at the user can be written as

$$
\hat{s} = M^H \text{HAD}s + M^H z
$$

(3)

where $M \in \mathbb{C}^{N_t \times N_d}$ denote the channel matrix, $s = (s_1, s_2, \ldots, s_{N_s})^T \in \mathbb{C}^{N_t \times 1}$ is the vector of data symbols with $E[ss^H] = I_{N_s}$, $z \sim \mathcal{CN}(0, N_0 I_{N_s})$ stands for additive white Gaussian noise, and $M = (m_1, m_2, \ldots, m_{N_s}) \in \mathbb{C}^{N_t \times N_s}$ denotes the digital receive beamformer. The vector $m_i \in \mathbb{C}^{N_t \times 1}$ is the $i$th receive beamformer of the corresponding spatial data stream.

The rate of stream $i$ can be written as

$$
R_i = \log_2 \left( 1 + \frac{|m_i^H H v_i|^2}{N_0 + \sum_{l=1,l\neq i}^{N_s} |m_l^H H v_i|^2} \right)
$$

(4)

where $v_i = (a_1 d_{1i}, a_2 d_{2i}, \ldots, a_{N_s} d_{N_s,i})^T \in \mathbb{C}^{N_t \times 1}$ is the overall hybrid precoder of stream $i$. **B. Signal Model for MU-MISO**

In the MU-MISO scenario, the received signal of the $k$th user can be modeled as

$$
y_k = h_k^H \bar{A} d_k s_k + h_k^H \sum_{i=1,i\neq k}^{N_s} A d_i s_i + z_k
$$

(5)

where $h_k \in \mathbb{C}^{N_t \times 1}$ is the channel vector from the transmitter to the $k$th user, $d_k \in \mathbb{C}^{N_s \times 1}$ is the digital precoder corresponding to the $k$th user, $s_k$ is the data symbol of the user $k$, and $z_k \sim \mathcal{CN}(0, N_0)$ is the additive white Gaussian noise of the $k$th user.

The rate expression for user $k$ can be written as

$$
R_k = \log_2 \left( 1 + \frac{|m_k h_k^H \bar{A} d_k|^2}{N_0 + \sum_{l=1,l\neq k}^{N_s} |m_k h_l^H \bar{A} d_l|^2} \right)
$$

(6)

where $m_k$ is the digital receive vector of user $k$ which only scales and shifts the phase.

### III. Problem Formulation

Our objective is to maximize the data rate of the system while satisfying the total transmission power constraint at the BS. In the following, the rate maximization problem is formulated for SU-MIMO and MU-MISO systems. The optimization problems are equivalently reformulated as weighted MSE minimization that can be solved using iterative alternating optimization efficiently.

**A. Rate Maximization for SU-MIMO**

The optimization objective in the considered SU-MIMO system is to maximize the rate of the user while satisfying the maximum transmission power constraint. This rate maximization problem is expressed as

$$
\text{maximize}_{A,D,M} \sum_{i=1}^{N_s} R_i \\
\text{s.t.} \quad \text{tr}(\text{ADD}^H A^H) \leq P
$$

(7)
where \( P \) is the maximum transmission power at the BS. Solving (7) requires digital precoder \( D \), analog beamformer \( A \), and receive beamformer \( M \) to be optimized jointly. However, this joint optimization problem is non-convex and cannot be optimally solved in its current form. In the Section IV we reformulate (7) as a WMMSE optimization problem. This problem is still non-convex but it can be solved by using an iterative alternating optimization method, however, the solution is not guaranteed to be globally optimal.

The error matrix at the output of the receive beamformer is given by

\[
E = \mathbb{E} \left[ (s - M^H y) (s - M^H y)^H \right] = I - M^H H A D^H A^H M + N_0 M^H M
\]

(8)

The well known rate optimal digital MMSE receive beamformer can be derived as

\[
M = (H A D^H A^H + N_0 I_{N_u})^{-1} H A D.
\]

(9)

The error matrix after applying the receive beamformer is given by

\[
E = (I + \frac{1}{N_0} H A D^H A^H) (I_{N_u})^{-1}
\]

(10)

It can be shown that \( R = \log_2|E^{-1}| \). By successive approximation of the objective function, the rate maximization problem for fully digital beamforming can be iteratively solved via WMMSE optimization [43]. Similarly, for fixed approximation coefficients (weights), our corresponding HBF optimization problem can be written as

\[
\begin{align*}
\minimize_{A, D, M} & \tr (W E) \\
\text{s.t.} & \tr (A D^H A^H) \leq P
\end{align*}
\]

(11)

where \( W = \text{diag}(w_1 w_2 \ldots w_{N_u}) \) is the weight matrix,

\[
w_i = e_i^{-1}
\]

(12)

is the weight of stream \( i \), and

\[
e_i = \left(1 + v_i^H H \left( H \sum_{i=1}^{N_u} v_i v_i^H + N_0 I \right) \right)^{-1} H v_i
\]

(13)

is the error term corresponding to stream \( i \). Since \( \sum_{i=1}^{N_u} R_i = \sum_{i=1}^{N_u} \log_2 |e_i^{-1}| \), we can write the WMMSE problem as

\[
\begin{align*}
\minimize_{A, \{d_i\}, \{m_i\}} & \sum_{i=1}^{N_u} w_i e_i \\
\text{s.t.} & \sum_{i=1}^{N_u} \tr (A d_i d_i^H a_i^H) \leq P
\end{align*}
\]

(14)

In Section IV we propose HBF algorithms to suboptimally solve the non-convex WMMSE problem using alternating optimization over the receive beamformer, digital precoder, and analog beamformer.

**B. Sum Rate Maximization for MU-MISO**

The MU-MISO optimization problem aims at maximizing the sum rate of the users with a maximum transmission power constraint. The sum rate maximization problem can be written as

\[
\begin{align*}
\maximize_{A, \{d_i\}} & \sum_{k=1}^{N_u} R_k \\
\text{s.t.} & \sum_{k=1}^{N_u} \tr (A d_k d_k^H a_k^H) \leq P
\end{align*}
\]

(15)

Joint optimization of the digital precoders \( \{d_i\} \) and the analog beamformer \( A \) is non-convex and cannot be optimally solved in its current form. In the following, we reformulate (15) as a WMMSE problem. Similar to SU-MIMO, this problem is still non-convex but it can be solved by using iterative alternating optimization, however, the solution is not guaranteed to be globally optimal.

The error term at the \( k \)th user is given by

\[
e_k = \mathbb{E} \left[ (s - k y_k) (s - k y_k)^H \right] = 1 - k h_k^H A d_k - \bar{d}_k^H A h_k m_k^* + m_k h_k^H A D D^H A^H h_k m_k^* + m_k m_k^* N_0
\]

(16)

The rate optimal MMSE receiver of user \( k \) can be derived as

\[
m_k = \bar{d}_k^H A h_k (h_k^H A D D^H A^H h_k + N_0)^{-1}.
\]

(17)

After applying the MMSE receiver to (16), the error term at the \( k \)th user is given by

\[
e_k = 1 - \bar{d}_k^H A h_k (h_k^H A D D^H A^H h_k + N_0)^{-1} h_k^H A \bar{d}_k
\]

(18)

Similar to the SU-MIMO case, \( R_k = \log_2 |e_k^{-1}| \). For fixed approximation coefficients (weights), our corresponding HBF optimization problem can be written as

\[
\begin{align*}
\minimize_{A, \{d_i\}} & \sum_{k=1}^{N_u} w_k e_k \\
\text{s.t.} & \sum_{k=1}^{N_u} \tr (A d_k d_k^H a_k^H) \leq P
\end{align*}
\]

(19)

where

\[
w_k = e_k^{-1}
\]

(20)

is the weight of user \( k \). In Section V we propose HBF algorithms to suboptimally solve the non-convex WMMSE problem using alternating optimization over the digital precoder and the analog beamformer.

**IV. HBF ALGORITHMS FOR SU-MIMO**

In this section, three HBF algorithms are proposed for SU-MIMO systems with partially connected RF architecture. One algorithm is developed for full-array based hybrid design and two for sub-array based processing strategy. The derivations of these algorithms are presented in the following subsections.
Algorithm 1 Full Array-Based Hybrid WMMSE Algorithm
1: Set iteration number \(n = 0\) and initialize \(D^n\) and \(A^n\).
2: repeat
3: \(\text{Update } n = n + 1.\)
4: Solve (9) for \(M^n\) while \(D^{n-1}\) and \(A^{n-1}\) are fixed.
5: Update \(W^n\) from (12), (24) given \(D^{n-1}, A^{n-1},\) and \(M^n,\)
6: Solve (22) for \(D^n\) while \(M^n\) and \(A^{n-1}\) are fixed.
7: Solve (26) for \(\{a^n_i\}\) while \(M^n\) and \(D^n\) are fixed.
8: until desired level of convergence

A. Full Array-Based Hybrid WMMSE

The aim of this algorithm is to solve the rate maximization problem via an equivalent reformulation of weighted MSE minimization. By applying an iterative alternating optimization method, the WMMSE problem can be solved so that the objective value converges with a desired accuracy. This algorithm consists of three main steps. First, (11) is solved with respect to the receive beamformer \(M\) while the digital and analog beamformers are fixed. Then, the analog beamformer \(A\) and the receive beamformer \(M\) are kept fixed and (11) is solved for the digital precoder \(D\). Last step is to optimize the analog beamformer \(A\) while keeping the other two variables fixed. In the following, the hybrid WMMSE algorithm is described in detail.

Problem (11) is convex with respect to the receive beamformer \(M\). The Lagrangian expression of (11) is given by

\[
\mathcal{L} = \text{tr}(WE) + \alpha(\text{tr}(A^H A^H) - P)
\]

(21)

where \(\alpha\) is the Lagrange multiplier. The first order optimality condition with fixed digital and analog beamformers yields the MMSE receive beamformer \(M\) in (9). The next step is to solve (11) for \(D\). The resulting expression from the first order optimality condition is

\[
D = (A^H H^H M W M^H H A + \alpha A^H A)^{-1} A^H H^H M W
\]

(22)

where \(\alpha \geq 0\) is chosen such that the transmit power constraint is satisfied. If \(\alpha = 0\) satisfies the transmit power constraint, the solution is ready. Otherwise \(\alpha > 0\) can be found using one dimensional search techniques such as the bisection method.

In the next step, we fix the digital precoder and the receive beamformer and solve (14) with respect to the analog beamformers for different subarrays. Rewriting the received signal as

\[
y = \sum_{j=1}^{N_a} H_j a_j d_j s + z
\]

(23)

yields the error term corresponding with stream \(i\) as

\[
e_i = 1 - m_i^H \sum_{j=1}^{N_a} H_j a_j d_{ji} - \sum_{j=1}^{N_a} d_{ji} a_j^H H_j^H m_i
\]

\[
+ m_i^H \sum_{j=1}^{N_a} H_j a_j d_j \sum_{l=1}^{N_a} d_j a_l^H H_l^H m_l + N_0 m_i^H m_i.
\]

(24)

Algorithm 2 Subarray-Based Hybrid WMMSE Algorithm
1: Set iteration number \(n = 0\) and initialize \(A^n\).
2: repeat
3: \(\text{Update } n = n + 1.\)
4: Solve (9) for \(M^n\) while \(A^{n-1}\) is fixed.
5: Update \(W^n\) from (12) given \(A^{n-1},\) and \(M^n.\)
6: Solve (28) for \(\{a^n_i\}\) while \(M^n\) is fixed.
7: until desired level of convergence

where sub-channel \(H_j \in \mathbb{C}^{N_t \times n}\) is the matrix of complex channel gains between transmit antennas of the \(j\)th subarray and \(N_t\) receive antennas. The channel matrix \(H\) can be written as \(H = (H_1 H_2 \ldots H_{N_a}).\) Consequently, the Lagrangian corresponding to (14) can be expressed as

\[
\mathcal{L} = \sum_{i=1}^{N_s} w_i e_i + \alpha(\sum_{i=1}^{N_s} \text{tr}(a_i^H a_i^H) - P).
\]

(25)

The first order optimality condition with respect to \(a_i\) yields (26) in which \(\alpha \geq 0\) is chosen via the bisection method such that the transmit power constraint is satisfied. This procedure of alternating optimization continues until a desired level of convergence is achieved. The proposed algorithm converges in terms of objective value since solving a convex problem at each step improves the objective value and the resulting MSE is lower bounded [43]. The optimality of the solution cannot be guaranteed due to the non-convexity of the original problem. Hence, the solution has to be treated as suboptimal unless otherwise proven. Algorithm [1] summarizes the proposed full array-based hybrid WMMSE approach.

B. Subarray-Based Hybrid WMMSE

The sub-array-based WMMSE method is a simplified version of Algorithm [1] since the digital beamformer is fixed as an identity matrix. Now the weighted MSE minimization problem in (11) can be solved by alternating between optimization of the receive beamformer \(M\) and the analog beamformer \(A\). In the first step, the problem is solved with respect to the receive beamformer \(M\). The first order optimality condition of (11) with respect to \(M\) yields the same MMSE receive beamformer as in (9). Then, the problem is solved for the analog beamformer \(A\). Using the stream specific MSE expressions, the corresponding Lagrangian is given by

\[
\mathcal{L} = \sum_{i=1}^{N_s} w_i e_i + \alpha(\sum_{i=1}^{N_s} \text{tr}(a_i^H a_i^H) - P).
\]

(27)

The first order optimality condition of \(\mathcal{L}\) with respect to each \(a_i\) yields

\[
a_i = (H_i^H M W M^H H_j + \alpha I_{N_t})^{-1} H_j^H m_i w_j
\]

(28)

where \(\alpha \geq 0\) is chosen via the bisection method while satisfying the transmit power constraint. This alternating optimization procedure is repeated until a desired level of convergence is obtained. The developed subarray-based hybrid WMMSE approach is summarized in Algorithm [2]. The convergence and suboptimality properties of Algorithm [1] apply also for Algorithm [2].
where \( \bar{v}_i \) and \( w_i \) are the \( i \)th column of the normalized overall precoder and the digital combiner, respectively. The total transmit power is limited by \( \sum_{i=1}^{N_s} P_i = P \). The overall hybrid precoding matrix is formed as \( \mathbf{V} = \sqrt{\mathbf{P}} \mathbf{V} \) where \( \mathbf{P} = \text{diag}(P_1, P_2, \ldots, P_{N_s}) \). The overall transmit-receive ZF method is summarized in Algorithm 3.

V. HBF ALGORITHMS FOR MU-MISO

In this section, three partially connected HBF algorithms are developed for MU-MISO systems. The algorithms are designed for both full- and sub-array-based processing strategies. In the following, each algorithm is introduced in detail.

A. Full Array-Based Hybrid WMMSE

This algorithm solves the original sum rate maximization problem in by using alternating optimization on the equivalent problem of weighted MSE minimization so that the objective value converges. In this algorithm, first, (19) is solved with respect to the digital precoder \( \{ \tilde{d}_k \} \) while the analog beamformer is fixed. Then, the analog beamformer \( \mathbf{A} \) is optimized while keeping the digital precoder fixed. In the following, the MU-MISO hybrid WMMSE algorithm is described in detail.

Problem (19) is convex with respect to the digital precoder \( \{ \tilde{d}_k \} \). The Lagrangian expression of (11) is given by

\[
\mathcal{L} = \sum_{k=1}^{N_s} w_k - \sum_{k=1}^{N_s} w_k m_k^* \mathbf{h}_k^H \mathbf{A} \tilde{d}_k - \sum_{k=1}^{N_s} w_k \tilde{d}_k^H \mathbf{A}^H \mathbf{h}_k m_k^* \\
+ \sum_{k=1}^{N_s} w_k m_k^* \mathbf{A} \sum_{j=1}^{N_s} \tilde{d}_j \tilde{d}_j^H \mathbf{A}^H \mathbf{h}_k m_k^* \\
+ \sum_{k=1}^{N_s} w_k m_k^* N_0 + \alpha \sum_{j=1}^{N_s} \text{tr} \left( \mathbf{A} \tilde{d}_j \tilde{d}_j^H \mathbf{A}^H \right) - P
\]

The resulting expression from the first order optimality condition is

\[
\tilde{d}_k = (\mathbf{A}^H \sum_{j=1}^{K} m_j^* w_j m_j^H \mathbf{A} + \alpha \mathbf{A}^H \mathbf{A})^{-1} \mathbf{A}^H \mathbf{h}_k m_k^* w_k
\]

where \( \alpha \geq 0 \) is chosen such that the transmit power constraint is satisfied and can be found using the bisection method. In the following step, we fix the digital precoder and solve (19) with respect to the analog beamformers for different subarrays. The received signal of the \( k \)th user can be rewritten as

\[
y_k = \sum_{j=1}^{N_s} \mathbf{h}_{jk}^H \mathbf{a}_j \tilde{d}_j s_k + \sum_{j=1}^{N_s} \mathbf{h}_{jk}^H \mathbf{a}_j \sum_{i=1}^{N_s} d_{ji} s_i + z_k
\]
Algorithm 4 Full Array-Based Hybrid WMMSE Algorithm
1: Set iteration number \( n = 0 \).
2: Initialize \( \{\tilde{d}_k\}^n \) and \( A^n \).
3: repeat
4: Update \( n = n + 1 \).
5: Compute \( \{m_k^n\} \) from (17) given \( \{\tilde{d}_k\}^{n-1} \) and \( A^{n-1} \).
6: Compute \( \{w_k^n\} \) from (20), (16) given \( \{\tilde{d}_k\}^{n-1} \) and \( A^{n-1} \).
7: Compute \( \{\tilde{d}_k\}^n \) given \( A^{n-1} \).
8: Compute \( \{a_i^n\} \) from (38) given \( D^n \).
9: until desired level of convergence

Algorithm 5 Subarray-Based Hybrid WMMSE Algorithm
1: Set iteration number \( n = 0 \).
2: Initialize \( A^n \).
3: repeat
4: Update \( n = n + 1 \).
5: Compute \( \{m_k^n\} \) from (42) given \( A^{n-1} \).
6: Compute \( \{w_k^n\} \) from (20), (16) given \( A^{n-1} \).
7: Compute \( \{a_i^n\} \) from (44).
8: until desired level of convergence

B. Subarray-Based Hybrid WMMSE

The sub-array-based WMMSE scheme is a reduced version of Algorithm 4 due to the digital beamformer being fixed as an identity matrix. In this case, the multi-user WMMSE problem in (19) can be solved for the analog beamformer \( \{a_j\} \). The received signal of the \( k \)th user can be rewritten as

\[
y_k = h_k^H a_k s_k + \sum_{i=1,i\neq k}^{N_s} h_{ik}^H a_i s_i + z_k
\]

and the error term corresponding to the \( k \)th user as

\[
e_k = E \left[(s_k - m_k y_k)(s_k - m_k y_k)^H\right]
= 1 - m_k \sum_{j=1}^{N_s} h_{jk}^H a_j d_j - \sum_{j=1}^{N_s} a_j h_{jk} m_k^* + \sum_{i=1}^{N_s} a_i^* h_{ik} m_k^* + N_0 m_k m_k^*
\]

where \( h_{ik} \) is the channel vector between \( i \)th subarray and user \( k \). Consequently, the Lagrangian expression corresponding to (14) can be expressed as

\[
\mathcal{L} = \sum_{k=1}^{N_s} w_k - \sum_{k=1}^{N_s} w_k m_k \sum_{j=1}^{N_s} h_{jk}^H a_j d_j - \sum_{k=1}^{N_s} w_k \sum_{j=1}^{N_s} d_j^H a_j h_{jk} m_k^* + \sum_{k=1}^{N_s} w_k \sum_{i=1}^{N_s} d_i^H a_i^* h_{ik} m_k^* + \sum_{k=1}^{N_s} \sum_{i=1}^{N_s} d_i^H a_i^* h_{ik} m_k^* + \alpha (\sum_{j=1}^{N_s} \text{tr}(a_j d_j d_j^H a_j^H) - P).
\]

The first order optimality condition with respect to \( a_i \) yields (38) in which \( \alpha \geq 0 \) is chosen via the bisection method such that the transmit power constraint is satisfied. This alternating optimization procedure is continued until achieving a desired level of convergence. The proposed algorithm converges in terms of objective value since solving a convex problem at each step improves the objective value and the resulting MSE is lower bounded [44]. Due to the non-convexity of the original problem, optimality of the solution cannot be guaranteed. Hence, the solution has to be considered as suboptimal unless otherwise proven. Algorithm 4 summarizes the proposed full array-based hybrid WMMSE approach.

\[
a_i = (\sum_{k=1}^{N_u} h_{ik} m_k^* w_k m_k h_{ik}^H + \alpha I_n)^{-1} \sum_{k=1}^{N_u} h_{ik} m_k^* w_k (d_{ik}^H - m_k \sum_{j=1,j\neq i}^{N_s} h_{jk}^H a_j d_j d_j^H) (d_i d_i^H)^{-1}
\]
The first order optimality condition of $\mathcal{L}$ with respect to each $a_i$ yields

$$a_i = (\sum_{k=1}^{K} h_{ik} m_k^* w_k m_k h_{ik}^H + \alpha I_n)^{-1} h_{i} m_i^* w_i$$

(44)

where $\alpha \geq 0$ is chosen via the bisection method while satisfying the transmit power constraint. This alternating optimization procedure is repeated until a desired level of convergence is obtained. The developed subarray-based hybrid WMMSE approach is summarized in Algorithm 5. The convergence and suboptimality properties of Algorithm 4 apply also for Algorithm 5.

C. Subarray-Based ZF

In the subarray-based ZF method, each subarray uses ZF beamformer to its corresponding user while nulling the interference to the other users. To cancel the interference successfully in this method the number of antennas of each subarray is required to be more than or equal to the number of users. Stacking the channel vectors, the normalized subarray-based ZF beamformer can be formed as

$$\bar{V} = \begin{pmatrix} V_{1,1} & 0 & \cdots & 0 \\ \frac{V_{2,1}}{\|V_{2,1}\|} & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \frac{V_{K,1}}{\|V_{K,1}\|} \end{pmatrix}$$

(45)

where $V_k = H_k^H (H_k H_k^H)^{-1}$. The matrix $H_k \in \mathbb{C}^{n \times K}$ is the channel between $k$th subarray and all $K$ users, and $[.]_k$ denotes the $k$th column of its matrix argument. Then the overall beamformer is formed as $V = \sqrt{P} \bar{V}$ in which WF power allocation is used to form $P$. The complexity of this algorithm is considerably less than previous WMMSE based hybrid algorithms.

VI. SIMULATION RESULTS

In this section, the performance of the proposed HBF algorithms is evaluated via a set of numerical examples in SU-MIMO and MU-MISO scenarios. The propagation channel between the BS and each user is constructed using two different channel models. The first one is a geometric uniform linear array (ULA) antenna configuration, also known as Saleh-Valenzuela model [45]. The second one is a geometry-based stochastic channel model, called the New York University Simulator (NYUSIM) [46], [47], which is based on channel measurements at mm-wave frequencies. In the SU-MIMO scenario, the HBF algorithms are compared to optimal fully digital and analog beamforming solutions, i.e., multi- and single-stream SVD-based approaches, respectively. In the MU-MISO case, the proposed HBF schemes are compared to fully digital WMMSE and ZF beamforming algorithms. In the simulations, we use a relatively large number of transmit antennas to reflect the nature of a massive MIMO type of setting and the communication channels are considered as frequency flat. System performance is measured in terms of achievable rate (i.e., spectral efficiency). The rate performance is averaged over 100 channel realizations.

A. Performance Evaluation in Geometric ULA Channel

This subsection provides a performance study of the HBF methods in a geometric channel model with $L$ propagation paths and ULA antenna configuration. A detailed description of the channel model is given first. The convergence behavior of the hybrid WMMSE algorithms is studied next. Then, all the proposed HBF methods are compared to digital and analog beamforming in SU-MIMO and MU-MISO scenarios with various parameter settings.

The MIMO channel matrix corresponding to the geometric ULA is expressed as

$$H = \sqrt{\frac{N_t N_r}{L}} \sum_{l=1}^{L} \alpha_l g_r(\phi^l_r) g_t(\phi^l_t)^H$$

(46)

where $L$ is the number of paths between the BS and the user, $\alpha_l \sim \mathcal{CN}(0, 1)$ is the path gain for the $l$th path, $\phi^l_r \in [0, 2\pi)$ and $\phi^l_t \in [0, 2\pi)$ are the angles of arrival and departure for the $l$th path, respectively. Moreover, $g_r(\phi^l_r)$ and $g_t(\phi^l_t)$ are the receive and transmit antenna array response vectors, respectively. These array response vectors are functions of angles of The ULA is considered to have $L = 5$ paths with uniform distribution for both angles of departure and arrival, and the antenna spacing equal to half a wavelength. Moreover, the channel is assumed to be frequency flat with normalized path loss. The array response vector of an $N_t$-element ULA can be written as:

$$g(\phi) = \frac{1}{\sqrt{N_t}} \begin{pmatrix} e^{j k d \sin(\phi)} \quad \cdots \quad e^{i(N_t-1) k d \sin(\phi)} \end{pmatrix}^T$$

(47)
In this paper, the carrier frequency is considered to be all over the SNR range. At lower SNRs, its performance is the best rate performance among all other hybrid algorithms seen, full-array based hybrid WMMSE algorithm achieves 64 considered to be SNR in geometric ULA channel model. The numbers of

where \( k = 2\pi f \) and \( d \) is the antenna inter-element spacing. In this paper, the carrier frequency is considered to be \( f = 28 \text{ GHz} \) to reflect the mm-wave communications specification.

Fig. 4 shows the convergence behavior of the hybrid WMMSE algorithms in ULA channel model. It can be seen that the convergence rate of the algorithms in both SU and MU cases is relatively fast at the first tens of iterations. The subarray based algorithms approximately converge after only tens of iterations, however, the convergence speed of the full-array based algorithms become slow closer to the convergence value.

1) SU-MIMO: Fig. 5 illustrates the average rate versus SNR in geometric ULA channel model. The numbers of transmit antennas, receive antennas, and data streams are considered to be 64, 4, and 4, respectively. As it can be seen, full-array based hybrid WMMSE algorithm achieves the best rate performance among all other hybrid algorithms all over the SNR range. At lower SNRs, its performance is close to the optimal fully digital solution while a moderate gap appears in between them at higher SNRs. This gap is mainly due to the partially connected hybrid architecture with lower analog RF chains and consequently lower array gains. Subarray based HBF algorithm’s rate performance is slightly lower than its full-array based counterpart. TxRxZF algorithm performs slightly lower than subarray based hybrid scheme all over SNR regime, however, its performance is lower than full-array based hybrid scheme with a moderate gap which is mainly due to subarray based design. Fully analog (one stream) scheme has the lowest performance in all over the SNR range except in very low SNRs in which TxRxZF, and subarray based hybrid algorithms drop below fully analog scheme.

Fig. 6 presents the average rate versus number of transmit antennas in SU-MIMO system with \( N_t = 64, N_r = 4, N_s = 4 \) at SNR = 5 dB.

2) MU-MISO: Fig. 7 shows the average sum rate versus SNR in for MU-MISO algorithms in geometric ULA channel model. The numbers of transmit antennas and users are considered to be 64 and 4, respectively. One can see that the rate performance of the full-array based hybrid WMMSE design is superior to all other hybrid algorithms, but inferior to fully digital solution all over the number of transmit antenna range. The second best among hybrid algorithms is subarray based hybrid WMMSE scheme and the last is TxRxZF design, each with a small gap from the curve with better performance.

Fig. 7 presents the average rate versus number of transmit antennas in SU-MIMO system with \( N_t = 64, N_r = 4, N_s = 4 \).

Fig. 6: Rate vs. number of transmit antennas in SU-MIMO system with \( N_t = 64, N_r = 4, N_s = 4 \) at SNR = 5 dB.

Fig. 7: Sum rate vs. SNR in MU-MISO system with \( N_t = 64, N_r = 4 \).
range. Subarray based ZF performance is inferior to all other algorithms which is due to both partial connectivity and ZF nature.

Fig. 8 illustrates the average sum rate versus number of transmit antennas in MU-MISO system. The numbers of users is considered to be 4 and the performance is evaluated at 5 dB SNR. It can be seen that the full-array based hybrid WMMSE design performs better than all other hybrid algorithms, but inferior to fully digital WMMSE solution all over the number of transmit antenna range. In higher numbers of transmit antennas, the sum rate increment pace of all the algorithms gets slower and comes to a saturation. Subarray based hybrid WMMSE and fully digital ZF designs have almost identical performance except all over the range of number of transmit antennas. Subarray based ZF algorithm is inferior to all hybrid algorithms with a considerable gap.

B. Performance Evaluation in NYUSIM Channel model

This section evaluates the performance of the HBF schemes in the NYUSIM channel model using a UMa environment with LOS and NLOS propagation conditions. Various settings of parameters are used for SU-MIMO and MU-MISO scenarios. Before the performance analysis, the NYUSIM channel model with its main parameters is introduced.

NYUSIM is a channel simulator developed by New York University which is based on measurements and analysis of the data obtained from various outdoor environments at frequencies from 28 to 73 GHz [46], [47]. This simulator provides an accurate rendering of both time and space actual channel impulse responses. NYUSIM also provides realistic measured signal levels that can be utilized in realistic physical layer and link layer simulations. NYUSIM is applicable in carrier frequencies from 500 MHz to 100 GHz, and RF bandwidths from 0 (continuous wave) to 800 MHz.

The parameters which are used to evaluate the performance in NYUSIM environment are as follows. The center frequency of 28 GHz is used and total transmit power is 10 W. Urban macrocell (UMa) environment in both outdoor line of sight (LOS) and non-line of sight (NLOS) scenarios are considered. The transmit and receive antenna array types are considered to be uniform rectangular array (URA) and uniform linear array (ULA).

1) SU-MIMO: Fig. 9a and 9b show the average rate performance against link distance in NYUSIM UMa environment for LOS and NLOS scenarios, respectively. The numbers of transmit and receive antennas and data streams are set to 64, 16, and 4, respectively and the evaluation is at 28 GHz carrier frequency. One can see that the average rate decreases while increasing the link distance which is due to the path loss. In both figures, full-array based hybrid WMMSE algorithm achieves the best performance among all hybrid designs. Sub-array based hybrid scheme is close to the full-array counterpart in low cell sizes where in higher radii drops slightly. The rate decrease of fully analog scheme when the link distance increases is low. In LOS scenario, the rate performance is
The rate performance is considerably higher than the NLOS case which is due to the severe attenuation in mm-wave frequencies. In NLOS scenario, the decrease in sum rate is considerably higher than the LOS case.

VII. CONCLUSION

In this paper, HBF with partially connected RF architecture was studied for mm-wave massive MIMO systems. We proposed several optimization-based HBF algorithms for SU-MIMO and MU-MISO settings. Both full array- and subarray-based processing approaches of partially connected HBF were considered. We first formulated rate maximization problems for single- and multi-user systems as weighted minimum mean square error (WMMSE) and then derived hybrid beamformers as solutions using alternating optimization. Moreover, we proposed sub-array-based zero-forcing algorithms with lower complexities. A simple geometric ULA and a practical NYUSIM channel models were used to compare the rate performance of the hybrid algorithms. Simulation results showed that partially connected HBF can provide a good balance between hardware complexity and performance compared to fully digital and analog beamforming. The subarray-based hybrid WMMSE algorithm achieves comparable performance to that of the full array-based WMMSE in a SU-MIMO scenario, while being inferior in a MU-MISO setting. The hybrid WMMSE results can potentially serve as performance upper bounds for lower complexity algorithms. An interesting future research subject is to design channel estimation-based HBF algorithms which take into account the frequency selective behavior while the link distance increases due to different cell sizes of NLOS scenario. Subarray based ZF algorithm performs inferior to all other designs. In LOS scenario, the rate performance is considerably higher than the NLOS case which is due to the severe attenuation in mm-wave frequencies. Moreover, the decreasing slope in LOS case is much lower than the NLOS scenario.

2) MU-MISO: Fig. 10(a) and 10(b) present the average sum rate performance versus link distance in NYUSIM UMa environment for LOS and NLOS scenarios, respectively. The numbers of transmit antennas and users are set to 64 and 4, respectively and the evaluation is at 28 GHz carrier frequency. It can be seen that the average sum rate has a decreasing behavior while the link distance increases due to different attenuation. In both figures, the sum rate performance of full-array based hybrid WMMSE algorithm is the best among all hybrid schemes. The performance of fully digital ZF solution is slightly better than full-array hybrid algorithm in lower cell sizes of LOS case and slightly lower than it all over all cell sizes of NLOS scenario. Subarray based ZF algorithm performs inferior to all other designs. In LOS scenario, the
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