Abstract

Conversational agents commonly utilize keyword spotting (KWS) to initiate voice interaction with the user. For user experience and privacy considerations, existing approaches to KWS largely focus on accuracy, which can often come at the expense of introduced latency. To address this tradeoff, we propose a novel approach to control KWS model latency and which generalizes to any loss function without explicit knowledge of the keyword endpoint. Through a single, tunable hyperparameter, our approach enables one to balance detection latency and accuracy for the targeted application. Empirically, we show that our approach gives superior performance under latency constraints when compared to existing methods. Namely, we make a substantial 25% relative false accepts improvement for a fixed latency target when compared to the baseline state-of-the-art. We also show that when our approach is used in conjunction with a max-pooling loss, we are able to improve relative false accepts by 25% at a fixed latency when compared to cross entropy loss.
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1. Introduction

Keyword spotting (KWS) is the task of detecting keywords of interest in a continuous audio stream. One common application of keyword spotting is as a means to interact with a voice assistant such as Amazon Alexa, Google Assistant, or Apple Siri, where saying the keyword initiates a dialogue. In this application, the KWS model acts as a gating mechanism, where detection of the keyword triggers more computationally intensive processing of the audio (occurring either on the device or with audio streamed to a cloud-side system) to extract meaning and elicit a response from the assistant [1]. Such processing requires the KWS model to be both accurate and have low latency, that is, to detect the keyword as soon as possible after it is spoken. This dual objective spur a natural trade-off between accuracy and latency. Low accuracy can lead to a failure to respond or unprompted actions or responses, while increased latency not only causes delays in responses but can change user behavior, such as causing a user to repeat the keyword while waiting for a response.

One classic approach to keyword detection is through a 2-stage model comprised of a first-stage Deep Neural Network (DNN) acoustic model and a Hidden Markov Model (HMM) [2, 3, 4, 5, 6]. Such a keyword spotter may also have additional classifiers after the HMM, such as support vector machines, to increase the accuracy of keyword detection [7]. These KWS systems naturally provide the endpoints of the keyword via the HMM output, and due to their training on subword components, they generally have low latency. During runtime, these systems perform Viterbi decoding of the keyword sequence that produces the times of the keyword’s start and end senones in the input audio. However, this procedure can be computationally expensive, potentially require subword labels (e.g. labeling of individual phones), and can be difficult to train and tune efficiently.

As a result, more recent work has focused on building fully neural-based detection models that omit HMM’s from the detection process. A common approach is to employ a single-stage feed-forward DNN [8] where the model is trained to directly predict the keyword (or individual words in a phrase keyword). This approach is attractive for running on hardware-limited devices as the memory and CPU requirements can easily be tuned, can be trained with only labeling of keywords, and has been shown to outperform a keyword/filler HMM approach. Similarly, Convolutional Neural Networks (CNNs) [9] and Convolutional Recurrent Neural Networks (CRNNs) [10, 11] have shown improvements over fully connected feed-forward DNN’s with similar advantages related to ease of training and compute tuning.

The max-pooling loss [12] is a recently proposed approach to training neural KWS models. This loss selects a frame automatically to minimize the cross-entropy loss. For a positive example, it selects the frame that has the maximum score on the corresponding class, and for a negative example, it selects the frame that has the lowest score. By constructing the loss with a max-pooling, the model is trained without the need for labeling either subword components or the exact alignment of the keyword. Empirically, this has been shown to outperform models trained on pre-selected examples, where the alignment of the keyword segment is determined during dataset creation. The method that used to select the keyword alignments directly influences the KWS model performance and thus not needing precise alignment information helps in improving detection accuracy.

However, one issue that arises from the max-pooling loss is an increase in detection latency. We hypothesize that the model can leverage the additional audio context to improve detection accuracy and thereby increasing the detection latency. Increased latency is particularly noticeable in the case when the audio context for a single decision for the KWS model is significantly larger than the spoken keyword, such as when a user has a high speaking rate. In this case, the max-pooling loss introduces no incentive to detect the keyword immediately following the utterance of the keyword, and as a result, the model instead often outputs the maximum after receiving additional audio context following the keyword. While this additional audio context can help improve model performance, the introduced latency can significantly degrade the customer experience and disrupt the interaction between the user and a conversational agent. Although the increased latency associated with the max-pooling loss could be addressed by introducing a penalty on model latency, this requires accurate labeling of the keyword end-point, removing one of the key advantages of the max-pooling loss.
In this paper we introduce an approach to training KWS models using a loss function that allows for latency control without labeling of the exact alignment of the keyword. The proposed loss function is a generalization of the max-pooling loss that shifts the alignment selected for positive examples to an earlier frame based on a probability, forcing the model to emit earlier detection peaks. By changing this probability, the balance between KWS model accuracy and latency can easily be adjusted without accurate knowledge of the keyword endpoint.

Empirically, we show this approach yields models outperforming the state-of-the-art (SOTA) models for varying latency constraints despite not relying on accurate labeling of the keyword endpoint required for the existing SOTA approach. By adjusting a single parameter of the loss, we are able to meet various latency constraints, with the proposed approach outperforming the SOTA approach for all latency-constrained scenarios. Furthermore, the monotonic relationship between the loss parameter and latency allows for latency constraints to be easily met with limited exploration of the parameter space and thus limited additional training time.

2. Related Work

Most of the literature on KWS has historically focused largely on accuracy improvement and novel architectures [13, 14, 15, 16], though more recent work has also explored latency control. For instance, the accuracy-latency trade-off was discussed by Sigetia et al. [17]. Here, a second stage verification model that uses more context after the keyword to detect hard examples was shown to improve model accuracy at the cost of additional latency for some examples. This approach is in contrast to our motivation here where we aim to train a single stage model providing the capability to the user to choose an operating point for accuracy and latency. From a neural compute reduction perspective, architectural proposals, such as low-latency CRNN [18], have been applied for reductions in parameter count and inference operations, which ultimately translate into latency improvements on compute constrained hardware. Here, however, we focus on the algorithmic latency for KWS, measured by the number of frames after the keyword endpoint the model emits a decision, rather than overhead latency introduced by compute limitations. Notably, Fu et al. [19] propose a loss function to control detection latency by masking audio context after the keyword during training. While sharing similarities with our method, this approach requires explicit knowledge of the keyword endpoint for training, however, and does not easily generalize to other loss functions. These limitations are the central motivators for our method. We use the loss of [19] as the SOTA baseline to compare our results within this paper and refer to their method as the “max-latency approach”.

3. Latency Control for Keyword Spotting

In this section we give a brief introduction on max-pooling loss after which we delve into the proposed approach to control keyword detection latency.

3.1. Max Pooling Loss

The max-pooling loss, given in Eqn. 1 based on cross-entropy, was proposed in [12] for training RNN KWS models:

$$
L(y, [p_{0}, \ldots, p_{T}]) = -\log(p_{y_t}).
$$

where $y$ is the example label and $p_{y_t}$ is the posterior for class $y$ output by the model at time $t$. We used zero as the label for negative examples.

In contrast to traditional classification based on minimizing cross-entropy loss for a specific alignment (selected as part of the data preparation process), the max-pooling loss selects a frame automatically on which it minimizes the cross-entropy loss. For a positive example, it selects the frame that has the maximum score on the corresponding class, since we only need the highest score of the class to pass a threshold to detect the keyword. For a negative example, it selects the frame that has the least score on the negative class (equivalent to the highest score on the positive class in the binary classification setting), encouraging low positive scores across all frames by maximizing the lower bound of negative scores.

Allowing the model to choose the maximal alignment presents two main advantages over using data where the keyword alignment is manually selected. First, the alignment information necessary on training data is significantly reduced, as only a noisy estimate of the location needs to be used to crop a segment of audio containing (but not exactly aligned with) the keyword. This can significantly reduce both data preparation/annotation overhead as well as avoid errors introduced by poor alignment such as clipping of the keyword. Second, allowing the model to select the maximum posterior leads to improved empirical performance as compared to pre-selected alignments [12].

Unfortunately, by allowing the model to determine the maximum frame in the case of a positive example, a significant amount of latency can be introduced into the model, especially when the input segment has a non-trivial amount of audio following the keyword, where we hypothesize the model can leverage this additional audio context to improve detection accuracy.
Figure 2: CNN architecture used in the experiments. Input window consists of 76 frames of audio.

An illustration of this behavior can be seen in Fig. 1. Here, the model correctly detects the keyword, however, does so with significant latency. Intuitively, this is unsurprising as the model likely is able to generate a more confident prediction given the audio context following the keyword.

3.2. Latency Control

One possible approach to avoid this introduced latency is to clip the training audio segment immediately following the keyword; however, this requires knowledge of the endpoint of the keyword. In the extreme case, limiting the audio following the keyword endpoint reduces to the cross-entropy loss where the model is trained on manually aligned data.

Rather than limiting the context of the audio data, we propose a simple augmentation of the max-pooling loss in order to reduce detection latency:

\[
L(y; [P_0, \ldots, P_T]) = - \log(p_y), \quad (2)
\]

where the function \( (\cdot)_+ \) is defined \((x)_+ = \max(x, 0)\) and \( \beta \) is a random value drawn from a predefined distribution \( \mathcal{B} \). In practice, we set \( \mathcal{B} \) to a Bernoulli distribution with user-defined parameter \( b \) (the probability that \( b = 1 \)).

For positive examples, with the probability \( b \), the loss is computed not on the maximum class posterior frame but instead on the posteriors generated by the prior frame. Intuitively, by randomly evaluating the loss of the model on an earlier posterior, we expect that the posterior prior to the peak detection will also be high, allowing for earlier detection. As the user increases the parameter \( b \), an increasingly larger emphasis is placed on the prior posterior. Through varying this parameter, the user can balance between detection accuracy and detection latency.

Note that in this application, the model posterior stride is relatively large, so pushing the model to use the prior posterior through use of a Bernoulli distributed value \( \beta \) is sufficient to reduce latency; however, for detection models with smaller times between posteriors or where larger latency reductions are needed, positive distributions such as a Poisson distribution could be used.

Furthermore, we note that the loss in Eqn. 2 can be generalized to any loss function that takes in the posteriors from a single time point and label using the same approach to selection of alignment:

\[
L(y; [P_0, \ldots, P_T]) = L(y, P_t), \quad (3)
\]

where \( P_t \) is the set of posteriors across class labels at time \( t \) and \( L(y, P) \) is a loss function between a true label \( y \) and vector of model posteriors \( P \). Empirically, we find cross-entropy to be highly effective for the KWS task; however, given differing model requirements (e.g. varying importance of individual classes or differing costs per error type), the proposed approach can easily be generalized to a wide class of problems, such as in [20].

One primary advantage of the proposed approach over prior work is no estimate of the keyword endpoint is necessary. This approach allows for the same dataset, training procedure, and model architecture as used for the max-pooling loss, with only a simple, computationally efficient modification of the loss function applied.

4. Experiments

In this section, we evaluate the method that we propose against the baseline methods. The metric that we use of latency is detection time relative to the end index of the keyword in milliseconds (ms). Negative latency shows that the keyword was detected before its completion. For studying accuracy of detection, we use relative false accept and relative false reject counts to plot the detection error tradeoff (DET) [21] curves for the keyword in the analysis. All models were trained on the same corpus of de-identified, annotated data composed of approximately 20,000 hours of training data, a fraction of which was used for hyperparameter tuning. Individual keyword example segments were roughly aligned using an HMM keyword model which naturally provides an estimate of the alignment for a keyword. Additional padding before and after the keyword was added to ensure alignment errors did not lead to clipping.

We train a variety of models using the CNN architecture proposed in [22] (Fig. 2) for the binary keyword detection problem for the keyword Amazon. Audio is first converted into 64-dimensional log Mel-filterbank energy (LFBE) features calculated over 25ms frames with a 10ms shift before being passed to the model. The KWS models are composed of five convolutional layers followed by three fully connected (FC) layers with max-pooling after the first layer and 3-stride convolution in the second layer. We train model using Adam optimizer and a dropout rate of 0.3 for all the hidden layers.

The same initialization and training approach was used for all models, with only the loss functions varying across models.
We trained 6 models using the proposed approach with parameter values of $b \in \{0.0, 0.1, 0.2, 0.33, 0.5, 1.0\}$, where $b = 0$ is equivalent to the standard max-pooling loss. Additionally, we train a model using a cross-entropy loss without max-pooling, where the alignment for each utterance of the keyword is based on the outputs of the HMM model. The DET curves for these models are shown in Fig. 3, where the relative rate of false accepts and false rejects compared to the baseline cross-entropy trained model are shown.

As expected, the max-pooling model ($b = 0$) has the best detection performance, with the performance decreasing as the parameter $b$ increases, matching the cross-entropy detection performance when $b = 0.33$ and for larger values of $b$ there is further degradation in detection performance as the importance of latency increases at the expense of detection performance.

Additionally, we train models using the max-latency approach proposed in [19] sweeping across the maximum latency parameter, $f$, used to control detection latency. This parameter limits the audio context used in the model following the keyword endpoint as determined by the HMM model. This is equivalent to reducing the range of posteriors included in the argmax in Eqn. 1, forcing the posterior peak to occur earlier to not incur a large loss.

To demonstrate the trade-off between performance and latency, we plot the relative latency of the models compared to the relative false accept rates of the models at a fixed false reject rate in Fig. 4, with the max-pooling loss used as the baseline due to having the highest latency and lowest false accept rate. Note that the latency shown along the x-axis is the average reduction in detection relative to the max-pooling loss at the thresholds selected for the fixed false rejection rate. Our proposed approach clearly outperforms both the max-latency approach as well as the model trained using a cross-entropy loss on predetermined alignments and additionally has the benefit of not requiring exact estimates of the keyword alignment during training.

We also provide a visualization showing the impact of varying the parameter $b$ on a single example of audio in Fig. 5. Here, a clean audio segment of the user saying “Amazon, what time is it?” is plotted, with the normalized detection posteriors plotted below for models trained with the proposed approach. As the value of $b$ is increased, the posterior peak is shifted earlier and earlier, until in the extreme case of $b = 1$, the posterior peak occurs prior to the completion of the keyword, demonstrating the ability to reduce latency simply by varying the parameter $b$.

5. Conclusion

Latency is an important aspect of KWS models for use in conversational agent systems. In this paper we present an approach to reduce KWS latency through use of a novel loss function. Our proposed approach does not require knowledge of the keyword endpoint, is easily implementable, and yields models outperforming SOTA approaches that rely on knowledge of the keyword endpoint. Our results show that we make a significant 25% relative false accepts improvement over the baseline model at fixed latency. As a future work we plan to experiment with this hyperparameter in other commonly used loss functions like the cross entropy loss, and extends its applicability to other use cases such as utterance detection in signal-to-interpretation applications.
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