Challenges in Supporting Exploratory Search through Voice Assistants
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Abstract

Voice assistants have been successfully adopted for simple, routine tasks, such as asking for the weather or setting an alarm. However, as people get more familiar with voice assistants, they may increase their expectations for more complex tasks, such as exploratory search — e.g., “What should I do when I visit Paris with kids? Oh, and ideally not too expensive.” Compared to simple search tasks such as “How tall is the Eiffel Tower?”, which can be answered with a single-shot answer, the response to exploratory search is more nuanced, especially through voice-based assistants. In this paper, we outline four challenges in designing voice assistants that can better support exploratory search: addressing situationally induced impairments; working with mixed-modal interactions; designing for diverse populations; and meeting users’ expectations and gaining their trust. Addressing these challenges is important for developing more “intelligent” voice-based personal assistants.
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Introduction

The increasing adoption of voice assistants has been discussed in a considerable amount of academic literature [12, 5, 1, 2]. We use the term “voice assistants” to refer to digital or virtual assistants whose interactions are primarily driven by speech, but “voice assistants” can also support other modes of interactions including visual and gestural. In particular, prior work suggests that voice assistants are commonly used for music and for productivity tasks (setting alarms and timers), as well as in Internet of Things (IoT) devices and home automation [1].

In the meantime, one increasingly important use case of voice assistants, and perhaps the holy grail of intelligent agents, is exploratory search. Exploratory search, in information retrieval literature, refers to search activities that are pertinent to “learn” and “investigate”, as opposed to “look up” [11]. For example, a user asks the voice assistant for ideas for restaurants on Valentine’s Day, with constraints on location, budget, availability, and ambience that haven’t been thought-through yet [9]. Current voice assistants treat such exploratory search similar to factual search (e.g., How tall is Obama?), returning a single-shot response of a list of retrieved results (see Figure 1). However, in a more natural dialog flow, voice assistants can ask follow-up questions that help users learn, understand, and refine their choices.

There are many open questions and challenges in designing for supporting exploratory search through voice assistants. In this position paper, we aim to lay out four of the challenges: addressing situationally induced impairments; working with mixed-modal interactions; designing for diverse populations; and meeting users’ expectations and gaining their trust. Addressing these challenges can help us collectively drive toward more capable voice assistants.

Figure 1: Voice assistant returns a single-shot response for exploratory search. A more natural dialog flow may ask follow-up questions to further help users understand and refine results.
Challenges in Voice Exploratory Search

Addressing Situationally Induced Impairments

Voice assistants are inherently hands-free, voice-forward and of a mobile nature. Hence, voice-based interactions are often used while dealing with different kinds of situationally induced impairments — when it is not convenient to touch a phone or digital device, e.g., when walking, biking, driving, cooking, or eating [14]. Situationally induced impairments create challenges for voice exploratory search due to high cognitive load for audio perception compared to visual perception [14], but at the same time makes voice-based interactions even more valuable because there is no alternative.

The key tension in voice-based exploratory search during situationally induced impairments is balancing speed and exploration. In the example in Figure 1, each follow-up question around refinements (e.g., budget, availability, location, etc) together with user response to each question would add a significant amount of time to the interaction. It is an open question to quantify exactly how much more time it would take to complete the same refinement flow using voice-based interactions, compared to touch- or click-based UI elements. Such quantification can guide the design trade-offs when it comes to speed versus adding more support for exploration.

Another challenge for voice-based interaction as a result of situationally induced impairments is privacy. Voice search often take place in public environments, such as at a bus stop or on the street [3]. Compared to touch- or click-based interactions, voice makes users more vulnerable when the information being exchanged is personal or sensitive. For example, if a user is searching for clothing and needs to explore the size, it might be particularly challenging to answer “So what is your waist width?” through voice than text.

Working with Mixed-Modal Interactions

Going beyond situationally induced impairments, when users can interact both through voice and visual-based elements, one of the core challenges that follow is deciding how to “mix” mixed-modal interactions. Mixed-modal refers to the fact that although voice assistants are voice-forward, the responses they return could be a mix of speech, text, and visual elements. At the same time, user input can also be through a mix of speaking, typing, clicking, and even more. Compared to using voice alone, mixed-model interaction could be an effective design paradigm to improve information throughput leveraging visual elements and interactive UI. For example, when a user asks, “What are the flight schedules to Paris tomorrow?”, voice assistants combine a brief voice-based response with a visual layout of multiple possible routes to maximize information throughput.

Working with mixed-modal interactions effectively requires more research into understanding the differences between voice- and text-based queries and responses, especially for exploratory search. In terms of query length, we do know that people are issuing longer voice-based queries that are more similar to natural language as compared to text-based searches [5], while earlier work reports that voice-based queries were shorter potentially due to perceptions of lower speech recognition accuracy [12]. However, more analysis is needed to understand whether people use voice- and text-based search for different tasks (in particular information look up v.s. exploratory search), and whether this might change over time over perceived quality.

From the response side, we know relatively little about the effectiveness of different modes of responses in supporting exploratory search. It is also an open question in terms of user preference — do some users prefer voice-based
while others prefer visual-based for the same tasks? Future work is necessary for more rigorous comparisons of voice- and text-based search and responses — for example, by constructing a voice- and text-search dataset for the same exploratory search task and evaluating the difference in efficiency for these tasks. Answering these questions could help us better design and mix different modes of interactions for the best results.

Designing for Diverse Population
Voice assistants are used globally. Hence, it is important to consider the diverse populations for whom we are designing. These user groups can be eclectic in locations, devices, demographics, socioeconomic status, and both digital and language literacies.

Voice-based exploratory search may be particularly meaningful for certain user groups. Prior research has suggested that literacy, gender, and language familiarity all affect how people interact with voice assistants [2]. In one study, low-income women who were semiliterate preferred to use voice searching, while men still preferred text-based searching [2]. Meanwhile, low-income population may use types of devices different that are not flagship devices and have limited support for visual elements. Finally, prior literature noted that low-income users have an “aspirational association with English” [6, 2]. Such aspirational association leads to users searching in English rather than in the vernacular, which may limit their experience. It is important to bear these differences and constraints in mind when designing voice assistants that support exploratory search.

Meeting Expectations and Gaining Trust
Finally, user expectations and trust is the biggest hurdle. We briefly mentioned above that user expectations for voice assistants have grown over the years with the advancement of speech technology, resulting in longer and more natural sounding queries. In fact, the expectation has grown so high [4, 9, 13] that current systems cannot keep up, resulting in “gulfs of execution and evaluation” [9].

One hypothesis is that the anthropomorphism of voice assistants creates higher expectations and trust from users compared to text search, but that trust is more brittle and users are less forgiving towards assistants when they make mistakes. To anthropomorphize is to “ascribe human-like features and characteristics to an otherwise non-human object” [10, 7, 8]. Voice assistants, through anthropomorphism, may result in higher expectations from the users for exploratory search. Users may expect the voice assistant to handle and resolve (through natural dialogs) ambiguity better than text-based search. Future work is needed to test this hypothesis, especially around how technological literacy might play a role [9]. On the other hand, such high expectations might make people less forgiving when the system makes a mistake — users may lose trust quickly if the assistant fails to meet those expectations. Even worse, users may never try similar tasks again once the trust is lost. Therefore, it is important for voice assistants to reliably support exploratory search to maintain trust.

Conclusion
Many open questions still remain when it comes to designing a well-versed voice assistant that supports exploratory search more naturally. In this position paper, we laid out four challenges around designing such voice assistants: addressing situationally induced impairments; working with mixed-modal interactions; designing for diverse populations; and meeting users’ expectations and gaining their trust. By addressing these challenges, we can best bridge the “gulfs of execution and evaluation” [9] and meet the high user expectations for exploratory search through voice assistants.
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