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Abstract

Existing fine-tuning methods use a single learning rate over all layers. In this paper, first, we discuss that trends of layer-wise weight variations by fine-tuning using a single learning rate do not match the well-known notion that lower-level layers extract general features and higher-level layers extract specific features. Based on our discussion, we propose an algorithm that improves fine-tuning performance and reduces network complexity through layer-wise pruning and auto-tuning of layer-wise learning rates. Through in-depth experiments on image retrieval (CUB-200-2011, Stanford online products, and Inshop) and fine-grained classification (Stanford cars, Aircraft) datasets, the effectiveness of the proposed algorithm is verified.

1. Introduction

The ability to collect large amounts of data has allowed deep learning to advance dramatically over the last decade. In particular, deep neural network architectures have evolved by targeting large datasets such as ImageNet [4]. However, in actual computer vision applications, large amounts of data such as those contained ImageNet, cannot be easily obtained. Thus, for applications such as image retrieval or fine-grained classification, for which only small datasets are available, the use of pre-trained networks has become essential [5, 34, 22, 6, 3, 26]. To utilize the pre-trained network for a target task, we use a fine-tuning scheme that initially takes pre-trained weights and adjusts them in whole or in part.

The performance of the fine-tuning depends highly on the following factors: similarity between the source and target tasks [1, 2], choice of deep network model [9], and tuning strategy [24, 6, 19]. From among these factors, our paper focuses on enhancement of tuning strategy. Many efforts have been made to enhance the capability of tuning the network for a given target task. [24] has proposed a fine-tuning method that tunes only the higher-level layers. Weight-reverting methods were proposed in [6, 19], where the tuned weights are reverted to the initial (pre-trained) weights during fine-tuning. In addition, some researchers adjusted the learning rate (LR) periodically to ensure efficient learning by adjusting it to follow a triangular shape [21], and even proposing an exponentially decaying type of LR [14]. However, most existing fine-tuning methods adopt a single LR regardless of layers.

In this paper, instead of using a single LR, we propose an algorithm for layer-wise auto-tuning of LRs where the LR in each layer is automatically tuned according to its role. In addition, we propose a layer-wise pruning algorithm that removes layers according to the usefulness of each pre-trained layer to the new task as illustrated in Figure 1. Our work is inspired by our observation that the trends of layer-wise weight variations by conventional fine-tuning using a single LR, contradict previous studies [31, 32], which claim that low-level layers extract general features while high-level layers extract specific features. Based on our observation, we establish two hypotheses and validate them empirically.
via preliminary experiments. Following the validation of the hypotheses, we develop algorithms for layer-wise pruning and auto-tuning of layer-wise LRs.

The results of the experiment on image retrieval and fine-grained classification tasks show that our methods outperform the existing fine-tuning methods. Furthermore, with regard to image retrieval tasks, our method, which allies only fine-tuning, outperforms the state-of-the-art methods using various kinds of techniques. On the fine-grained classification tasks, our method shows a performance comparable to those of the state-of-the-art methods using add-on techniques.

2. Related works

Fine-tuning is a kind of transfer learning and is used for tuning of pre-trained parametric model. In fine-tuning, the similarity between the source task and the target task is also important as in transfer learning. Regarding the studies on the similarity, Azizpour et al. [1] has suggested factors to transfer knowledge well considering the similarity between target and source tasks. And Cui et al. [2] proposed a method to promote knowledge transfer using similarity between multiple tasks. In the computer vision fields, ImageNet [4] dataset has been widely used for a source task. Hence lots of target tasks have been handled by using deep network models pre-trained by using ImageNet. In Kornblith et al. [9], it has been claimed that there is a positive correlation between ImageNet and most target tasks regardless of deep networks. This implies that ImageNet includes huge amounts of image data covering most image-related tasks. Hence in our paper, we will adopt ResNet-50 pre-trained using ImageNet to validate our algorithm.

In our paper, we are motivated from the role of each layer in fine-tuning a deep network. Regarding the studies on the roles of hidden layers, Yosinski et al. [31] conducted empirical study to quantify the degree of generality/specificity of each layer in deep networks. And Zeiler et al. [32] visualized features in hidden layers to analyze generality/specifity in the layers. Through the studies [31, 32], they claim that the low-level layers extract general features and the high-level layers extract specific features in a deep network. This claim provides insight into our algorithm.

There have been similar works to ours that exploits the role of each layer. In [24], Tajbakhsh et al. have shown that tuning only a few high-level layers is more effective than tuning all layers. Guo et al. [6] proposed an auxiliary policy network that decides whether to use the pre-trained weights or fine-tune them in layer-wise manner for each instance. Ro et al. [19] proposed a rollback scheme that returns a part of weights to their pre-trained state to improve performance. However, these works adopt existing learning settings unlike our method.

Similarly to ours, there are studies that adjust the learning rate periodically during learning process. Smith [21] suggested a way to adjust the learning rate in a triangular form that linearly reduces learning rate and then grows it again. Similarly Loshchilov et al. [14] has also proposed an exponentially decaying and restarting the learning rate for a certain period of time. However, the existing methods for on-line tuning of the learning rate use single learning rate over all the layers. In our work, we aims to develop an algorithm to auto-tune the layer-wise learning rates depending on the role of each layer.

3. Proposed Method

The purpose of this paper is to devise an algorithm that automatically sets the appropriate learning rate (LR) for each layer after removing layers that do not contribute to the learning results in the fine-tuning process. We first discuss our findings observed in the conventional fine-tuning process and then analyze the effects of the layer-wise pruning or layer-wise tuning of LRs through preliminary experiments (Section 3.1). Then, we derive an approximate relationship between the weight variation of each layer and the LR (Section 3.2). Finally, using the results in Sections 3.1 and 3.2, we propose an algorithm for the layer-wise pruning and auto-tuning of LR in each layer (Section 3.3).

3.1. Layer-wise Weight Variations in Fine-tuning

This paper is inspired by previous studies [31, 32, 1]. These studies have demonstrated empirically and qualitatively that lower-level layers extract general features and higher-layer layers extract specific features. Based on these results, we build two hypotheses:

**Hypothesis 1:** The pre-trained high-level layers may not be helpful to a new target task because they are specific to the source task.

**Hypothesis 2:** The weight variations of pre-trained low-level layers would be small because they are generally valid for most tasks, whereas those in high-level layers would be large because they should adopt themselves to a new task specifically.

To clarify these hypotheses and support our idea, we define the weight variation of $k$-th layers as

$$v^k_i = \frac{1}{n_k} \| \Delta w^k_i \|,$$  \hspace{1cm} (1)

where $\Delta w^k_i = w^k_i - w^k_{i-1}$ denotes the amount of weight changes in the $k$-th layer during $t$-th epoch, and $n_k$ is the number of weights in the $k$-th layer.

First, we investigate the trends of layer-wise weight variations in the conventional fine-tuning process. The investigation has been conducted on a retrieval dataset (CUB-200-2011 [25]) with ResNet-50 [7]. Figure 2 shows the trends of weight variation between two consecutive epochs. ‘Layer’
denotes a residual block in Resnet-50, where ‘Layer 1’ indicates the lowest layer to the input layer and thus ‘Layer 16’ becomes the highest layer. From the results shown in Figure 2-(a), which shows the trends of layer-wise weight variations by the conventional fine-tuning, we have observed two interesting points described in the following two paragraphs. These observations support the key ideas of our paper.

The first point is that the weight variations in high-level layers are too small from fine-tuning, as shown in Figure 2-(a). Based on Hypothesis 1, the high-level layer with small weight variation may not contribute to the new task learning. To support this claim, we have conducted a layer-wise pruning experiments in which the high-level layers were removed one by one from the highest layer. The performance variations by the pruning are shown in Table 1. Interestingly, the pruning until Layer 15 improves the performance, which implies that Layers 15 and 16 might not be helpful to the target task. The pruning of layers from Layer 14 does degrade the performance, which means the layers below Layer 14 are helpful to the new task. This preliminary result supports Hypothesis 1 and can be motivation for our simple but efficient layer-wise pruning scheme.

The second point is that the trends in weight variations by traditional fine-tuning do not match Hypothesis 2, as shown in Figure 2-(a). This implies the traditional fine-tuning destroys the general features of the pre-trained network by large variations in low-level layers and cannot promote the high-level layer to adapt itself to the new task. We believe this result is due to the LR assigned by a single value regardless of layers. To verify this, we have conducted a preliminary experiment by adjusting layer-wise LRs using the empirical trial-and-error approach. The layer-wise adjustment of LRs gives a significant improvement, as shown in rows 5, 6, and 7 of Table 1. Figure 2-(b) shows the order of layer-wise weight variations for row 7 (the best result). Interestingly, we can see the order for row 7 meets Hypothesis 2. This result validates Hypothesis 2 that can be utilized to design an auto-tuning scheme for layer-wise LRs.

Based on Hypotheses 1 and 2, we aim to develop an algorithm for the layer-wise pruning and auto tuning of LR (AutoLR). In particular, the layer-wise AutoLR is designed to achieve the order of layer-wise weight variations that meets Hypothesis 2, that is,

\[ v_1^1 \leq v_2^2 \leq \cdots \leq v_K^K. \]  

### 3.2. Weight Variation and LR

Our key idea is to control the weight variation of each layer by tuning the LR of each layer. In this section, we derive a relationship between the LR and the weight variation, which will be used in the auto-tuning scheme for LRs according to the layers.

The weights in the \( k \)-th layer are updated during \( l \)-th iteration for a randomly chosen mini-batch by the stochastic
3.3 Layer-wise Pruning and Auto-tuning of LR

Based on the results analyzed above, we propose an algorithm to prune layers that are not helpful to the target task. Then we also propose an algorithm (AutoLR) to automatically adjust the LR of each layer so that the order of the weight variation size of each layer is consistent with (2). AutoLR is divided into two parts: setting the target weight variation and tuning by adjusting the LR accordingly.

3.3.1 Layer-wise pruning rule

Before applying layer-wise AutoLR, low-contributed high-level layers are pruned by the procedure in Algorithm 1. In the pruning procedure, we fine-tune a network on a target task using the traditional fine-tuning scheme with a layer-wise fixed LR.

\[
\Delta w_{t,l}^k = \rho \Delta w_{t,l-1}^k - \eta^k \nabla L(w_{t,l-1}^k),
\]

where \(\Delta w_{t,l}^k = w_{t,l}^k - w_{t,l-1}^k\), \(L(w_{t,l-1}^k)\) denotes the loss for \(w_{t,l-1}^k\), \(\rho\) is a momentum coefficient, and \(\eta^k\) is LR of \(k\)-th layer. By recursively applying (3), we can obtain

\[
\Delta w_{t,l}^k = -\eta^k [\nabla L(w_{t,l-1}^k) + \rho \nabla L(w_{t,l-2}^k) + \rho^2 \nabla L(w_{t,l-3}^k) + \rho^3 \nabla L(w_{t,l-4}^k) + \cdots],
\]

Define

\[
\nabla L_{acc}(w_t^k) = \sum_{l=1}^{L} [\nabla L(w_{t,l}^k) + \rho \nabla L(w_{t,l-1}^k) + \rho^2 \nabla L(w_{t,l-2}^k) + \rho^3 \nabla L(w_{t,l-3}^k) + \cdots],
\]

where \(L\) is the number of mini-batches and \(\nabla L(w_{t,l}^k) = 0\) for \(l \leq 0\). Then

\[
\Delta w_{t,l}^k = \sum_{l=1}^{L} \Delta w_{t,l}^k = -\eta^k \nabla L_{acc}(w_t^k),
\]

which leads to

\[
\|\Delta w_t^k\| = \eta^k \|\nabla L_{acc}(w_t^k)\|.
\]

From (1) and (7),

\[
v_t^k = \frac{\eta^k}{n_k} \|\nabla L_{acc}(w_t^k)\|.
\]

In the next section, this equation is used for the AutoLR scheme. Actually, \(\|\nabla L_{acc}(w_t^k)\|\) is a function of \(\eta_t\); however, they do not depend on \(\eta_k\) as much, which arises from the vanishing of the high order of \(\eta_k\) in the terms. In AutoLR scheme, we ignore the variation of \(\|\nabla L_{acc}(w_t^k)\|\) between consecutive epochs. Instead, we apply this equation to the AutoLR scheme repeatedly until we get the goal in (2).

3.3.2 Setting target weight variations

We need to renew the target weight variations that satisfy the goal in (2) in each epoch of the learning process. We design two formulas to set the renewed target weight variation depending on sorting quality that denotes how well the current weight variations satisfy the goal in (2). To this end, we measure the sorting quality defined as follows:

\[
sorting quality = 1 - \frac{2}{K^2} \sum_{k=1}^{K} |k - \sigma(v_t^k)|,
\]

where \(\sigma(v_t^k)\) is a function that maps \(v_t^k\) to its ranking in ascending order, and \(\frac{2}{K^2}\) is the scale factor that enforces the sorting quality to be scaled within 0 and 1.

If the sorting quality is above a pre-defined threshold \(\tau_s\), sorting can be considered successful. If the sorting quality is below a pre-defined threshold \(\tau_r\), the target weight variation \(\tilde{v}_t^{(k)}\) is completely reset based on the distribution of the current weight variation as follows:

\[
d_t = \frac{1}{K-1} \left( \alpha \max_{1 \leq k \leq K} v_t^{(k)} - \beta \min_{1 \leq k \leq K} v_t^{(k)} \right)
\]

\[
\tilde{v}_t^{(k)} \leftarrow \min_{1 \leq i \leq K} v_t^{(k)} + (k-1)d_t, \quad k = 1, \cdots, K.
\]

\[
\end{align*}

where the \(\alpha\) and \(\beta\) are the hyper-parameter to set a range of weight variation.

If the sorting quality is greater than \(\tau_r\), the target weight variation requires only partial modifications. To prevent the renewed target sorting from shifting to one side, the modification starts from the center \((k)\) and moves to both ends as
follows:

For $k = \bar{k}, \bar{k} + 1, \ldots, K$

$$\bar{v}_t^{(k)} \left\{ \begin{array}{ll}
    v_t^{(k)} & k = \bar{k} \text{ or } v_t^{(k-1)} \leq v_t^{(k)} \\
    v_t^{(k-1)} + d_t & \text{otherwise},
\end{array} \right. \quad (12)$$

For $k = \bar{k} - 1, \bar{k} - 2, \ldots, 1$

$$\bar{v}_t^{(k)} \left\{ \begin{array}{ll}
    v_t^{(k)} & v_t^{(k+1)} \geq v_t^{(k)} \\
    v_t^{(k+1)} - d_t & \text{otherwise}.
\end{array} \right. \quad (13)$$

### 3.3.3 Renewing LR

To get a new LR $\bar{\eta}_t^k$ which produces the renewed target weight variance $\bar{v}_t^{(k)}$, we utilize (8). As mentioned in 3.2, assuming that $||\nabla\mathcal{L}_{acc}(w_t^k)||$ does not vary so much between epochs, we can set $\bar{v}_t^k \approx \frac{\bar{v}_t^k}{n_k} ||\nabla\mathcal{L}_{acc}(w_t^k)||$, which, along with (8), leads to

$$\bar{v}_t^k - v_t^k \approx \frac{\bar{v}_t^k - \eta_k^k}{n_k} ||\nabla\mathcal{L}_{acc}(w_t^k)|| = \frac{\eta_k^k - \eta_k^k}{\eta_k^k - v_t^k}.$$  

Finally we can get the renewed LR as

$$\bar{\eta}_t^k \approx \frac{\eta_k^k(\bar{v}_t^k - v_t^k)}{v_t^k} + \eta_k^k.$$  

(15)

In actual AutoLR scheme, convergence to the goals of each epoch cannot be done at once, so we adopt an iteration policy as follows:

$$\eta_t^k \left\{ \begin{array}{ll}
    \eta_t^{k(i)}(\bar{v}_t^k - v_t^{k(i)}) & \text{if } k \leq k^{(i)} \text{ and } \eta_t^{k(i)} \in \eta_t^{k(0)} \end{array} \right., \quad (16)$$

where $i$ is the iteration index. This renew procedure is repeated until the goal (2) is achieved in each epoch. The overall flow of AutoLR is given in Algorithm 2.

### 4. Experiments

This section shows our experimental results. We begin by describing the target datasets and metric (Section 4.1). Then, the experimental details are presented (Section 4.2). We then describe the ablation study (Section 4.3) and visualization results (Section 4.4) of our algorithm. Finally, we show the comparison results with existing methods in the remaining sections.

#### 4.1. Datasets and metric

**Image retrieval datasets** To verify our method, we conducted experiments on benchmark datasets for image retrieval tasks and fine-grained classification tasks. Three datasets for image retrieval tasks are given in the following. *CUB-200-2011* [25] dataset consists of 200 different species of birds. The first 100 classes are used for training and the other 100 classes for testing. Especially this dataset can be also utilized for fine-grained classification. This dataset is denoted by ‘CUB-Retrieval’ for retrieval and ‘CUB-C’ for classification. We do not use bounding box annotations. *Stanford Online Products (SOP)* [17] has 120,053 images of 22,634 categories of products. 11,318 and 11,316 categories are used for training and testing, respectively. *Inshop* [13] has 54,642 images of 11,735 categories of clothing items. 3,997 classes are used for training and the other 3,985 classes for testing. In the case of Inshop, the test dataset is divided into query and gallery.

**Fine-grained classification datasets** In order to verify generality of our method, we conducted experiments on fine-grained classification tasks. Including CUB-C above, the following two datasets are used for fine-grained classification tasks. *Stanford Cars* [10] dataset has 196 categories of car images and its total number is 16,185. *Aircraft* [15] dataset has 100 categories of aircraft images and its total number of images is 10,000.

**Evaluation metric** The Recall@K metric [17] is employed for evaluating compared methods in image retrieval task. For the classification task, we employ a top-1 accuracy.
4.3. Ablation Study

We conducted ablation studies to validate the components of the proposed algorithm. We consider three ablation variants: (1) use conventional fine-tuning with the same LR over all layers (baseline), (2) apply layer-wise pruning to the baseline, and (3) apply layer-wise AutoLR to (2). The ablation studies were conducted on CUB-Retrieval, SOP, and Inshop with the pre-trained ResNet-50. Layer-wise pruning was done using our proposed rule described in Section 3.3.1. Then, for all the target tasks (CUB-Retrieval, SOP, and Inshop), the layer-wise pruning until Layer 15 showed the best performance. The second row of Table 2 shows a consistent performance improvement over the two target datasets: CUB-Retrieval and SOP. But for the Inshop dataset, the performance does not improve, but the pruning of two layers contributes to a reduction in the network complexity while maintaining comparable performance. The results show that our simple layer-wise pruning is an effective way to both improve performance and reduce network complexity.

Table 2. Recall@K score of proposed method on image retrieval dataset for the ablation study

| Ablation variants | CUB-Retrieval | Stanford online products | InShop |
|-------------------|---------------|--------------------------|--------|
|                   | 1 2 4 8       | 1 10 10^2 10^3           | 1 10 20 30 |
| (1): baseline     | 63.88 75.14 86.85 92.07 | 80.02 91.21 96.20 98.64 | 87.64 97.12 98.04 98.40 |
| (2): (1) + layer pruning | 67.00 78.49 86.85 92.07 | 83.31 92.90 96.68 98.62 | 88.12 97.10 97.92 98.35 |
| (3): (2) + auto-tuning | 70.41 80.89 88.22 93.05 | 84.10 93.31 97.01 98.88 | 91.97 98.12 98.64 98.87 |

The results for variant (3) are shown in the third row of Table 2. There are meaningful performance improvements for the three target tasks. Figure 3 shows the layer-wise trends of weight variations and LRs by our algorithm for layer-wise AutoLR. The learning was done up to 30 epochs, but after the convergence process was omitted after 15 epochs. t-i represents the i-th automatic tuning trial in each learning epoch. Figure 3-(a) shows that our AutoLR algorithm achieves the goal that the magnitudes of the weight variations are sorted in ascending order from low-level to high-level layers. In Figure 3-(a), Layer 14 is observed to be unsorted after four epochs. This is because the parameter \( \tau_s \) to determine the successful sorting quality is not set to 1 (perfect sorting). Figure 3-(b) shows how the layer-wise LRs are adjusted from the initial LR of 0.001 for all layers and converge to layer-wise constants. The trial tuning iteration was performed once or twice before three epochs, and thereafter the first tuning was successful without further trial tuning. Hence the additional overhead for trial tuning iterations required by the proposed method is negligible. According to the LR trends in the highest layer 14, its change in each tuning was the largest. This result supports our Hypothesis 2 that the high-level layer is specific to the target task and thus its weight variations should be large to adapt itself to the new target task. To meet the goal, the LR in Layer 14 converges to a large value promptly. Our AutoLR algorithm also is valid for other layers, as shown in Figure 3-(b). In conclusion, the ablation study illustrates that the proposed layer-wise pruning and AutoLR algorithm
is an effective and promising ways to improve performance and reduce network complexity.

4.4. Visualization on Effect to Layer-wise Features

To understand how the sorting quality of layer-wise weight variations affects the responses in the layers, we investigated the class activation map (CAM) in each layer using a visualization technique (Grad-CAM) [20].

Figure 4 shows the CAM at the last layer of each pruned model. In the case of none without pruning, activation gives attention to a relatively large area. However, as high-level layers are pruned one by one, activation has more attention to the object or specific area, although the receptive field of each pruned one is the same. This supports our Hypothesis 1 that there may be useless high-layers of a pre-trained network in a new task.

Figure 5 shows the CAM at each layer at the first epoch, where the sorting quality increases by AutoLR via one or two trial iterations. The initial-tune in Figure 5 is done using the conventional fine-tuning with fixed LR and the remaining trials are done using our AutoLR algorithm. As shown in Figure 5, the CAM at each layer tends to have more attention to the object as the sorting quality increases by our AutoLR. In Layer 1, as the sorting quality increases, unnecessary areas are deactivated and essential activation is formed in the target object area. This is because the AutoLR does not corrupt general features on the unnecessary area while the existing fine-tuning learns excessively the unnecessary area as a specific feature of the new target. In Layer 4, the CAM does not vary on unnecessary area; the CAM on the target area tends to more attentive as the sorting quality increases. However, the CAM also be attentive on unnecessary areas for the bird image due to the high LR tuned by our algorithm. In Layer 14, due to the pruning Layers 15 and 16 not being well-tuned by the existing fine-tuning, as shown in Figure 4, Layer 14 already has a good attention to the target. However, the activation is more attentive to the target as the sorting quality increases.

4.5. Comparison with Other LR Settings

Our AutoLR algorithm belongs to a category for the setting of LRs. Here, we verify the superiority of our algorithm by a comparative study on the setting of LRs. The compared methods are ‘Step-decay’ [9], ‘Cyclic’ [21], and ‘Warm restart’ [14]. Step-decay is the most widely used method in fine-tuning [9, 23, 19]. It conducts LR decay by multiplying to all layers by a value \( \gamma \) at a drop timing \( t_d \). The initial LR of Step-decay is set to \( 10^{-3} \). Cyclic [21] triangularly adjusts the LR between the max value \( l_{max} \) and min value \( l_{min} \), where starting at an initial LR, it decreases to \( l_{min} \) linearly and then increases to \( l_{max} \) linearly. In their experiment, \( l_{max} \) and \( l_{min} \) were set to \( 10^{-2} \) and \( 10^{-3} \), respectively. In Warm restart [14], the LR decays exponen-
Table 4. Comparison with state-of-the-art methods on image retrieval datasets (Recall@K Score)

| Method       | Network   | CUB-Retrieval | Stanford online products | Inshop |
|--------------|-----------|---------------|--------------------------|--------|
|              |           | 1 2 4 8       | 10 10^2 10^3            | 1 10 20 30 |
| A-BIER [18]  | Inception-v1 | 57.5 68.7 78.3 86.2 | 74.2 86.9 94.0 97.8 | 83.1 95.1 96.9 97.5 |
| DREML [29]   | Inception-v3 | 58.9 69.6 78.4 85.6 | - - - - | 78.4 93.7 95.8 96.7 |
| ABE-8 [8]    | Inception-v1 | 60.6 71.5 79.8 87.4 | 76.3 88.4 94.8 98.2 | 87.3 96.7 97.9 98.2 |
| NormSoft [33]| ResNet-50  | 61.3 73.9 83.5 90.0 | 79.5 91.5 96.7 - | 89.4 97.8 98.7 99.0 |
| Margin [28]  | ResNet-50  | 63.6 74.4 83.1 90.0 | 72.7 86.2 93.8 98.0 | - - - - |
| MS [26]      | Inception-v1 | 65.7 77.0 86.4 91.2 | 78.2 90.5 96.0 98.7 | 89.7 97.9 98.5 98.8 |
| SCHM [22]    | Inception-v1 | 66.2 76.3 84.1 90.1 | 77.6 89.1 94.7 - | 91.9 98.0 98.7 99.0 |
| BFE [3]      | ResNet-50  | - - - - | 83.0 93.3 97.3 99.2 | - - - - |
| Pruning only | ResNet-50  | 67.0 78.5 86.9 92.1 | 81.7 91.9 96.2 98.6 | 87.7 96.9 97.7 98.2 |
| Proposed     | ResNet-50  | **70.4 80.9 88.2 93.1** | **84.1 93.3 97.0 98.9** | **92.0 98.1 98.6 98.9** |

Table 5. The comparison results (Top-1 Accuracy) with existing methods on fine-grained classification dataset, † indicates the case using additional network module.

| Method     | Network     | ST-Car | Air | CUB-C |
|------------|-------------|--------|-----|------|
| RA-CNN [5] | VGG-19†     | 92.5   | 88.2| 85.3 |
| MA-CNN [34]| VGG-19†     | 92.8   | 89.9| 86.5 |
| DT-RAM [12]| ResNet-50†  | 93.1   | -   | 86.0 |
| DFL-CNN [27]| ResNet-50† | 93.1   | 91.7| 87.4 |
| iSort-Cov [11]| ResNet-101 | 93.3   | 91.4| **88.7**|
| NTS-Net [30]| ResNet-50† | **93.9**| 91.4| 87.5 |
| Spot-tune [6]| ResNet-50† | 92.4   | -   | 84.0 |
| Pruning only | ResNet-50  | 93.0   | 89.5| 84.6 |
| Proposed    | ResNet-50  | **93.8**| **91.8**| 84.9 |

Table 4 shows that the Recall@1 score of our Layer-wise Pruning and AutoLR achieves the best performance on all three retrieval datasets even though our method uses only the fine-tuning method with no add-on techniques. In particular, for the CUB-Retrieval datasets, the performance of the proposed method outperforms the latest SOTA SCHM [22] with margins of more than 4%. Another impressive one is that our method with only a pruning scheme outperforms the current SOTA even though it is a simple pruning method that removes just a couple of high-level layers assessed to be useless to a new task.

4.7. Comparison with Others in Image Retrieval

Table 4 shows that the Recall@1 score of our Layer-wise Pruning and AutoLR achieves the best performance on all three retrieval datasets even though our method uses only the fine-tuning method with no add-on techniques. In particular, for the CUB-Retrieval datasets, the performance of the proposed method outperforms the latest SOTA SCHM [22] with margins of more than 4%. Another impressive one is that our method with only a pruning scheme outperforms the current SOTA even though it is a simple pruning method that removes just a couple of high-level layers assessed to be useless to a new task.

5. Conclusion

In this paper, we proposed a novel algorithm for layer-wise pruning and auto-tuning of layer-wise LRs. The pruning algorithm uses a simple technique to prune a couple of high-level layers that are not helpful to a new task. The auto-tuning algorithm automatically adjusts the LRs depending on the role of each layer so that they contribute to performance improvement. The advantages of the proposed algorithm are not only simple for implementation, but also effective in improving performance and reducing network complexity. The effectiveness and efficiency of the proposed algorithm has been validated by the experiments on image retrieval and fine-grained classification tasks. Hence the proposed automatic pruning and tuning algorithm will be able to contribute to the advances for automated and efficient machine learning.
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