Advanced machine learning models are currently impossible to run on edge devices such as smart sensors and unmanned aerial vehicles owing to constraints on power, processing, and memory. We introduce an approach to machine learning inference based on delocalized analog processing across networks. In this approach, named Netcast, cloud-based “smart transceivers” stream weight data to edge devices, enabling ultraefficient photonic inference. We demonstrate image recognition at ultralow power consumption of 40 attojoules per multiply (<1 photon per multiply) at 98.8% (93%) classification accuracy. We reproduce this performance in a Boston-area field trial over 86 kilometers of deployed optical fiber, wavelength multiplexed over 3 terahertz of optical bandwidth. Netcast allows milliwatt-class edge devices with minimal memory and processing to compute at teraFLOPS rates reserved for high-power (>100 watts) cloud computers.

Advances in deep neural networks (DNNs) are transforming science and technology (1–4). However, the increasing computational demands of the most powerful DNNs limit deployment on low-power devices, such as smartphones and sensors—and this trend is accelerated by the simultaneous move toward Internet of Things (IoT) devices. Numerous efforts are underway to lower power consumption, but a fundamental bottleneck remains because of energy consumption in matrix algebra (5), even for analog approaches including neuromorphic (6), analog memory (7), and photonic meshes (8). In all these approaches, memory access and multiply-accumulate (MAC) functions remain a stubborn bottleneck near 1 pJ per MAC (5, 9–12). Edge devices typically use chip-scale sensors, occupy millimeter-scale footprints, and consume milliwatts of power. Their small footprint and low power budget mean that performance is limited by the size, weight, and power (SWaP) of computing systems integrated on the device.

To make advanced DNNs at all feasible on low-power devices, industry has resorted to offloading computationally heavy DNN inference to cloud servers. For instance, a smart home device may send a voice query as a vector \( U \) to a cloud server, which returns the inference result \( V \) to the client (Fig. 1). This offloading architecture adds a ~200-ms latency to voice commands (13), which makes services such as self-driving impossible. Moreover, offloading poses security risks in both the edge and the cloud: Hacking of the communication network model onto the intensity of distinct optical wavelengths using digital-to-analog converters (DACs), optical modulators (mod), and lasers. Wavelength-division multiplexers (WDMs) combine the separate wavelengths from each modulator to the smart transceiver output. (B) \( U \) and \( V \) highlight current solutions to large model deployments on the edge, with edge device data communicated back to cloud computers. In our solution, smart transceivers have connections to many devices at the edge of the communications network, including cellular networks, smart sensors, content delivery networks, and aircraft. (C) The edge client encodes input activation data onto a single broadband optical modulator, modulating all weight wavelengths simultaneously. Wavelengths are separated with a WDM, and the result of matrix-vector multiplication is computed on time-integrating receivers. (D) Matrix-vector products between an \( M \)-element input vector and \( (MN) \) weight matrix are time-frequency (t-w) encoded, with each wavelength accumulating its results on a time-integrating receiver.

**Fig. 1. Netcast concept.** (A) Smart transceivers integrated alongside cloud computing infrastructure including servers, data storage, network switches, and edge nodes. The smart transceiver sequentially encodes layers of a neural network model onto the intensity of distinct optical wavelengths using digital-to-analog converters (DACs), optical modulators (mod), and lasers. Wavelength-division multiplexers (WDMs) combine the separate wavelengths from each modulator to the smart transceiver output. (B) \( U \) and \( V \) highlight current solutions to large model deployments on the edge, with edge device data communicated back to cloud computers. In our solution, smart transceivers
of client data (in vector $U$) has led to security breaches of private data.

To address these problems, we introduce here a photonic edge computing architecture, named Netcast, to minimize the energy and latency of large linear algebra operations such as general matrix-vector multiplication (GEMV) (3). In the Netcast architecture, cloud servers stream DNN weight data ($W$) to edge devices in an analog format for ultraefficient optical GEMV that eliminates all local weight memory access (14).

Servers containing a “smart transceiver” (15)—which may be in the standard pluggable transceiver format represented in Fig. 1A—periodically broadcast the weights ($W$) of commonly used DNNs to edge devices, using wavelength division multiplexing (WDM) to leverage the large spectrum available at the local access layer. Specifically, the ($M,N$)-sized weight matrix of one DNN layer may be encoded in a time-frequency basis by the amplitude-modulated field $W_n(t) = \sum_{j=1}^{M} w_{nj} e^{-i\omega_j t} \delta(t - j\Delta T)$, where the optical amplitude $w_{nj}$ at frequency $\omega_j$ and time step $j$ represents the $n$th row of the weight matrix (Fig. 1D), and $\delta$ is the impulse response function.

Suppose now that a camera in Fig. 1 requires inference on an image $X$. To do so, it waits for the server to stream the “image recognition” DNN weights, which it modulates with $X(t) = \sum_{j=1}^{M} x_j \delta(t - j\Delta T)$ using a broadband optical modulator and subsequently separates the wavelengths to $N$ time-integrating detectors to produce the vector-vector dot product $Y_n(t) = \sum_{j=1}^{M} w_{nj} x_j \delta(t - j\Delta T)$. This architecture minimizes the active components at the client, requiring only a single optical modulator, digital-to-analog converter (DAC), and analog-to-digital converter (ADC).

**Experimental implementation of Netcast**

We demonstrate the Netcast protocol with a smart transceiver (Fig. 2A), made in a commercial silicon-photonic CMOS foundry (OpSIS/IME, described in supplementary text section 2). The smart transceiver is composed of 48 Mach-Zehnder modulators (MZMs), each capable of modulation up to 50 Gbps for a total bandwidth of 2.4 Tbps (16). The smart transceiver supports WDM, with Fig. 2B showing 16 WDM lasers simultaneously transmitting through the chip with $-10$ dBm (100 mW) power per wavelength. Figure 2C shows an open eye diagram at 50 GHz (supplementary text section 8). Weights are transmitted over 86 km of deployed optical fiber from the Massachusetts Institute of Technology (MIT) main campus to MIT Lincoln Laboratory and back to the main campus (Fig. 2D). The client (Fig. 2E) applies input activation values to the incoming weight data using a high-speed (20-GHz) broadband lithium niobate MZM, with Fig. 2F showing an open eye diagram at 10 GHz (limited by testing equipment). A passive wavelength demultiplexer separates each wavelength channel for detection onto an array of custom time-integrating receivers, with an example of time integration shown in Fig. 2G (supplementary text section 6). After integration, the generated voltages from the receivers are measured by a digitizer and stored in memory. Additional postprocessing steps, such as the non-linear activation function, are performed using a computer. Multiple neural network layers
required for neural network computation (high accuracy, with Fig. 3B showing 8 bits of wavelength. We demonstrate computing with and the resulting time trace from a single scalar floating point multiplications. Electrical floating point results are wavelength multiplexing, the generated photocurrent is time-integrated. 

**Fig. 3. Computational accuracy of Netcast system.** (A) Weight data from multiple wavelength channels is simultaneously modulated by input data. After wavelength multiplexing, the generated photocurrent is time-integrated. (B) Floating-point computing accuracy comparing the results of 10,000 scalar-scalar floating point multiplications. Electrical floating point results are designated as \( y \) and optical results are designated as \( \hat{y} \). The difference \( y - \hat{y} \) has a standard deviation of \( \sigma_{\text{rms}} \approx 0.005 \) or ~8-bit accuracy. (C) Example output activation data from the optical setup correctly classifying the digit “3.” (D) Computing results of image classification over both local links and the 86-km deployed fiber link.

**Table 1. Device contributions to receiver performance assuming conventional technology.**

Device energy consumption is amortized by either a spatial fan-out factor (N) or time-domain fan-out factor (M). We assume a carrier depletion modulator in silicon is used and that a single high-speed (gigahertz) ADC reads out from an array of N slow integrators. See supplementary text section 19 for derivation of nonlinearity energy consumption.

| Device               | Number of devices | Fan-out | Energy per device | Energy per MAC |
|----------------------|-------------------|---------|-------------------|----------------|
| Modulator (16)       | 1                 | N       | \(-1 \text{ pJ}\) | \(-\frac{1}{N} \text{ pJ}\) |
| DAC (37)             | 1                 | N       | \(-1 \text{ pJ}\) | \(-\frac{1}{N} \text{ pJ}\) |
| ADC (38)             | 1                 | M       | \(-1 \text{ pJ}\) | \(-\frac{1}{M} \text{ pJ}\) |
| Integrator (39)      | N                 | M       | \(-1 \text{ fJ}\) | \(-\frac{1}{M} \text{ fJ}\) |
| Nonlinearity         | N                 | M       | >100 fJ           | >100 fJ        |
| Total                | –                 | –       | –                 | \(-\frac{1}{N} \text{ pJ}\) |

Netcast client energy consumption are run by taking the resulting output activations of the previous layer and encoding them onto the input modulator while the next layer’s weights are transmitted.

We show the flow of data through the experimental setup and the accuracy it can achieve in Fig. 3A. Weight data are encoded to multiple modulators simultaneously. For clarity, we show a single row of the digit “3” being encoded and the resulting time trace from a single wavelength. We demonstrate computing with high accuracy, with Fig. 3B showing 8 bits of precision, more than the ~5 bits of precision required for neural network computation (I7, I8).

After calibrating the system, we perform image classification by running a benchmark handwritten digit classification task [Modified National Institute of Standards and Technology (MNIST)], which was trained on a digital computer (supplementary text sections 14 and 16). Figure 3C illustrates an example of the system’s computing result for classifying the digit “3.” We then test the system’s performance both locally and over deployed fiber using a benchmark three-layer MNIST model with 100 neurons per hidden layer (supplementary text section 14).

Using 1000 test images locally, we demonstrate 98.7% accurate computation, comparable with the model’s baseline accuracy of 98.7%. Using the same test images, we utilize 3 THz of bandwidth over the deployed fiber and classify MNIST digits with 98.8% accuracy. This result shows the potential for this architecture to support ultrahigh bandwidths in real-world deployed systems using conventional components.

**Energy efficiency**

Netcast is designed to minimize the power used at the client. To enable this, we make sure every component at the client is performing a large number of MACs (M or N) for modulation and electrical readout, respectively. Only a single MZM and DAC are used to encode input data across N wavelengths, enabling N MACs of work for every voltage applied to the modulator. While the energy costs of these individual components can be high, they have high parallelism, performing many MACs of work per time step. For encoding input activations, the client only uses a single broadband optical modulator, allowing for \(\approx(1/N)\) pJ per MAC of energy consumption using standard components. Furthermore, the integrator and ADC can be much slower than the speed of modulated weights, because readout occurs after M timesteps. As a result, the integrator and ADC can be M times slower, decreasing the cost of electrical readout components to \(\approx(1/M)\) pJ per MAC. Assuming near-term values of \(N = M = 100\), client energy consumption can reach
signal electrons of 1 pJ per MAC and the potential to
Our integrating receivers have a 20 mW power
consumption is summarized in Table 1.
In our experimental demonstration, we have fabricated a 48-channel silicon smart transceiver to deploy weights to the client. The modulators used in this smart transceiver can operate at a data rate of 50 Gbps. The client uses a fiber lithium niobate modulator with a bandwidth of 20 GHz and energy efficiency of 18 pJ per bit (supplementary text section 1). Sharing this input modulator over 48 wavelengths, we find that our input modulator uses 370 fJ per MAC of energy. Simple changes to the client, such as making use of the same modulator at the client as we do at the smart transceiver (≈450 fJ per bit), would enable <10 fJ per MAC energy efficiency. Our integrating receivers have a 20 mW power consumption per channel, leading to an energy efficiency of 1 pJ per MAC and the potential to improve orders of magnitude with commercial technology (see Discussion section).

Receiversensitivity
Applications of Netcast, including free-space deployment to drones or spacecraft, can operate in deeply photon-starved environments. For example, recent satellite optical communication demonstrations, such as NASA’s Lunar Laser Communication Demonstration, have shown ≈100 Mbps communications to satellites orbiting the Moon with link losses in excess of 70 dB (19). To enable high-speed and energy-efficient machine learning on these deployments, optical receivers must have the lowest possible noise floor, ideally operating at the shot noise limit with ≈1 photon per MAC. Modern photoreceivers are limited by either thermal noise of the amplifier and achieve ≈1 fJ per MAC. Our custom time-integrating receivers (Fig. 4A, left) perform M MACs per measurement window before readout, lowering the required optical power per readout by M. Amplified photodetectors, in contrast, read out after each MAC, acquiring thermal noise for each measurement and adding the results of each MAC together to create the resulting output activation value. For time-integrating receivers, the resulting output activation signal is measured while measuring thermal noise once, giving a √N optical energy per MAC scaling. For amplified photodetectors, the partial-product signal terms add together linearly, while thermal noise adds in quadrature, giving a √M scaling. In our experiment, we demonstrate that with M = 100, only 10 aJ per MAC (100 photons) of optical energy is required (two orders of magnitude less than for similar amplified photodetectors). This result brings Netcast close to the fundamental quantum limit of optical computation (21, 22), which we can reach by engineering the receiver to lower thermal noise.

Thermal noise is a hardware-dependent noise source, originating from the thermal motion of charge carriers in an electrical conductor. In a resistor-capacitor (RC) circuit, thermal noise manifests in a fluctuation in the detection of readout electronics in a circuit given by σth = √kBT/C, where kBT is the Boltzmann constant, T is temperature, q is the electron charge, and C is the capacitance of the receiver (23). Conventional amplified photodetectors read out on every MAC operation and add partial-product results to generate an output activation value. Adding together each MAC adds together the measured signal linearly, and noise terms add in quadrature. This results in a signal-to-noise ratio (SNR) of

\[
\text{SNR} = \frac{\text{Signal Electrons}}{\text{Noise Electrons}} = \frac{M_{\text{opt}} \eta \eta_{\text{th}}}{\sqrt{\sum_{i=1}^{M} \sigma_{\text{th}}^2}} = \frac{M_{\text{opt}} \eta \eta_{\text{th}}}{\sqrt{M \sigma_{\text{th}}^2}} = \sqrt{M_{\text{opt}} \eta \eta_{\text{th}}}
\]

where \(P_{\text{opt}}\) is photon flux incident on the detector (units of photons per second), \(\eta\) is detector quantum efficiency, and \(T_{\text{th}}\) is the time period for each MAC. In contrast, our
time-integrating receivers only see thermal noise once per measurement window

\[
\text{SNR} = \frac{\text{Signal Electrons}}{\text{Noise Electrons}} = \frac{MP_{\text{opt}} \eta T_{\text{clk}}}{\sigma_\text{th}}
\]

As a result, we see that the required number of photons per MAC is 1/√M times lower than for standard amplified photoreceivers.

Improvements to time-integrating receivers are possible by minimizing the integration capacitance of the receiver. Figure 5A shows the thermal noise limit of time-integrating receivers as integration capacitance is decreased. This noise floor is fundamentally connected to the size scale of photodetectors, readout electronics, and their proximity of integration (10). Modern foundry processes enable ≈1 fF-scale receivers, lowering the thermal readout noise to the single photon–per-MAC level (24, 25). This single photon–per-MAC regime is fundamentally limited by the quantum nature of light, where precision is determined by the Poissonian distribution of photons that arrive within a measurement window. Poissonian noise, also called shot noise, can be observed in experimentally measured data in Fig. 5C. We investigate this fundamental bound of the Netcast system through a proof-of-concept experiment using superconducting nanowire single-photon detectors (SNSPDs) as shown in Fig. 5B. These photodetectors are ideal, demonstrating pure shot noise–limited performance. We show that the fundamental shot noise bound on the same benchmark digit classification problem from Fig. 4 allows the receiver to operate with high accuracy with <1 photon per MAC (0.1 aJ per MAC). This result may at first seem surprising given that less than a single photon per MAC is counterintuitive. We can understand this measurement better by noting that at readout, we have performed a vector-vector product with \( M = 100 \) MACs. Each MAC can have less than a single photon in it, but the measured signal will have many photons in it. A graphical explanation is given in supplementary text section 18. This single photon–per-MAC regime enables many new applications. The realization of computing with less than one photon per MAC could enable a new class of computing systems that protect both client input and server weight data. Another application that benefits from less than one photon per MAC is deployed spacecraft that operate in a strongly photon-starved environment. Weight data from a directional base station could be transmitted to the spacecraft and classified on the craft, before the results are transmitted to Earth.

**Discussion**

The system-level demonstration shown here is one example of an implementation of Netcast. The cloud-based smart transceiver can reside inside of existing networking hardware such as network switches, servers, or edge nodes. Our ideas can be extended to the case where the user data are streamed through programmable network switches with smart transceivers, enabling in-network optical inference (15). Modern network switches, such as Intel’s Tofino switch, are an ideal platform for developing Netcast commercially, as they are programmable, enabling multiple streams of weights.
to be deployed at line rate (100 Gbps), and can support 64 GB of memory, reaching the storage requirements of modern neural networks. Prior work has demonstrated the feasibility of using programmable switches to perform layer-by-layer inference with smart transceivers (15). The large data storage of these network switches enables multiple models to be stored and queried. The client device could use its broadband modulator to allow for reflection-mode communication back to the server, where the client modulates received light and sends it back along the fiber link for communication. This querying communication can be slow and lossy, as only a few bits are required to request that a new model be sent.

Emerging photonic technologies, such as low-power static phase shifters (26–28) and high-speed phase shifters (29–32), can reduce receiver electrical power consumption to ~10 aJ per MAC. This energy can be further decreased by making use of the tight integration of transistors and photonics in silicon using technologies such as receiverless detectors (10), photonic DACs (33), and photonic ADCs (34). Detectors such as avalanche detectors could be incorporated with a time integrator to provide a benefit to the optical sensitivity of the receiver, but at the cost of added electrical power consumption (supplementary text section 21). Further improvements in optical power consumption are possible by using coherent detection, which boosts the received signal using a strong local oscillator (21). Two examples of a Netcast system using coherent detection to substantially improve optical energy per MAC are detailed in supplementary text section 12.

A number of companies have designed custom edge computing application-specific integrated circuits (ASICs) with reduced SWaP (7, 35), but these ASICs are hampered by the same energy and bandwidth constraints as larger CMOS processors. Analog accelerators, such as memristive crossbar arrays and meshes of photonic interferometers, hold promise for lowering the power consumption of neural networks compared with electronic counterparts, but existing commercial demonstrations still consume watts of power (8, 36).

One obstacle to scaling bandwidth in traditional optical communication systems is dispersion in optical fiber. For a single smart transceiver and client, techniques such as wavelength-dependent delays can compensate for dispersion at the smart transceiver. However, in systems where weights are deployed to multiple clients from one smart transceiver with different lengths of fiber, this technique cannot be used. We discuss the effects of dispersion in supplementary text section 22 and show that it is possible to make use of the optical O-band to enable terahertz of bandwidth at clock rates of 10 GHz per wavelength over more than 10 km of optical fiber.

Outlook

We have described an edge computing architecture that makes use of the strengths of photonics and electronics to achieve orders of magnitude in energy efficiency and optical sensitivity improvements over existing digital electronics. We have demonstrated scalable photonic edge computing using WDM, time-intergrating receivers, scalability to milliwatt-class power consumption, <1 photon–per-MAC receiver sensitivity, and computing over deployed fiber using 3 THz of bandwidth. On image classification tasks, we show 98.8% accurate image classification. The hardware shown in this paper is readily mass-producible from existing CMOS foundries, allowing for near-term impact on our daily lives. Our approach removes a fundamental bottleneck in edge computing, enabling high-speed computing on deployed sensors and drones.
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