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The lack of emergency medical transportation is viewed as the main barrier to the access and availability of emergency medical care in low and middle-income countries (LMICs). In this paper, we present a robust optimization approach to optimize both the location and routing of emergency response vehicles, accounting for uncertainty in travel times and spatial demand characteristic of LMICs. We traveled to Dhaka, Bangladesh, the sixth largest and third most densely populated city in the world, to conduct field research resulting in the collection of two unique datasets that inform our approach. This data is leveraged to develop machine learning methodologies to estimate demand for emergency medical services in a LMIC setting and to predict the travel time between any two locations in the road network for different times of day and days of the week. We combine our robust optimization and machine learning frameworks with real data to provide an in-depth investigation into three policy-related questions. First, contrary to standard practice in high-income countries, we demonstrate that outpost locations optimized for weekday rush hour lead to good performance for all times of day and days of the week. Second, we find that significant improvements in emergency response times can be achieved by re-locating a small number of outposts and that the performance of the current system could be replicated using only one-third of the resources. Lastly, we show that a fleet of small motorcycle-based ambulances has the potential to significantly outperform traditional ambulance vans. In particular, they are able to capture three times more demand while reducing the median response time by 42% due to increased routing flexibility offered by more nimble vehicles on a larger road network. Our results provide practical insights for emergency response optimization that can be leveraged by hospital-based and private ambulance providers in Dhaka and other urban centers in developing countries.
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1. Introduction

Time-sensitive medical emergencies are a major health concern in low and middle income countries (LMICs), comprising one third of all deaths ([Razzak and Kellerman 2002]). Examples of such emergencies include cardiac arrest, motor vehicle accidents, and maternal health issues such as childbirth. Over the last decade, researchers and international organizations have stressed the need for increased focus on emergency medical care in LMICs. ([United Nations 2010], [World Health])
In particular, the 66th World Health Assembly passed a resolution (60.22) that “recognizes the necessity of evidence-based approaches to development of emergency care and asks WHO to promote emergency medicine research” (Anderson et al. 2012). However, despite widespread evidence that emergency medical care in LMICs save lives (Sodemann et al. 1997, Schmid et al. 2001), poor access and availability continues to be a major problem (Kobusingye et al. 2005, Levine et al. 2007) with the lack of emergency medical transportation noted as being the main barrier (Lungu et al. 2001, Macintyre and Hotchkiss 1999).

Optimizing the transport of emergency patients in urban centers in LMICs comes with unique challenges that are not present in high-income countries. First and foremost, traffic can be extremely unpredictable, and route disruptions caused by political demonstrations or extreme congestion occur regularly (Jain et al. 2012, Pojani and Stead 2015). Second, it is not the norm, and often not possible due to congestion, for motorists to yield for emergency vehicles. As a result, route optimization (and vehicle outpost location, by extension) becomes a critical component for improving emergency vehicle response times. Third, LMICs generally do not have historical emergency call data that can be used to forecast future emergency demand. In fact, most LMICs do not have a centralized emergency response system, so the prospect of collecting a large, high-quality dataset is itself a major challenge. Together, these challenges lead to a high degree of uncertainty in both travel times and spatial demand. The nature of these uncertainties directly impacts any modeling approach, which must be compatible with “small data” environments characteristic of LMICs.

In this paper, we develop a robust optimization approach to optimize both the location and routing of emergency response vehicles, accounting for uncertainty in travel times and spatial demand characteristic of LMICs. We traveled to Dhaka, Bangladesh, the sixth largest and third most densely populated city in the world, to conduct field research resulting in the collection of two unique datasets that inform our approach. First, we obtained a field dataset that includes patient travel data associated with several thousand hospital arrivals. This data, acting as a proxy for historical call data available in all modern, high-income countries, is leveraged to develop a machine learning methodology for estimating demand for emergency medical services in a LMIC setting. Second, we equipped five vehicles with custom-built GPS devices that recorded their time and location over a period of 30 days, allowing us to understand traffic and road network characteristics in Dhaka. We then developed a machine learning framework that uses the GPS data, along with census data, to predict the travel time between any two locations in the road network for different times of day and days of the week. For both demand and travel times, our predictions are leveraged to create data-driven uncertainty sets that are input into our robust location-routing model.

Like many urban centers in developing countries, Dhaka does not have a fleet of ambulances that form a centralized emergency response system. Instead, patients use a variety of transportation modes to reach hospitals in emergencies, including rickshaws, compressed natural gas (CNG)
vehicles (i.e., three-wheeled motorcycles), private cars, and private or hospital-based ambulance services. Our modeling framework is well-suited to handle different transportation modes, which are accounted for via differences in road network connectivity according to vehicle type. Smaller and more nimble vehicles can traverse roads that larger vehicles cannot access. Therefore, the consideration of transportation mode affects the ultimate computational tractability of our models. In this paper, we focus on traditional ambulance vans and smaller response vehicles based on the locally inspired CNGs, which have platforms that can be used for patient transport. Three-wheeled ambulances have been recently proposed in Bangladesh [Wadud 2017], but are not yet implemented and their potential impact on response times has not been studied in the scientific literature.

Ambulance services in Dhaka are currently decentralized, meaning there are both private ambulance service providers, which are for-profit businesses, and ambulance fleets that belong to hospitals. Both types of organizations are incentivized to increase the number of patient transports they make, but lack appropriate decision support tools to optimize their operations. For example, hospitals do not currently strategically pre-position their ambulances in the city, but rather position their entire fleet at the hospital. Therefore, private or hospital-based ambulance services are natural knowledge users of our research. Until recently, contact information for these services was also decentralized and unique to each provider, providing significant access challenges for patients. However, in December 2017, Bangladesh introduced the first centralized emergency services number “999” [Dhaka Tribune 2017]. The insights derived from our results can inform government policy on how to build a centralized emergency response system and aid non-government organizations to determine how to best position emergency response vehicle outposts. In particular, we use our real data and our modeling framework to answer four policy-related questions and derive practical insights for emergency response optimization in Dhaka and other LMICs:

1. **Should different outpost locations be used for different times of day?** (Section 6.1)
   While it is common practice in high-income countries for ambulance locations to be adjusted spatiotemporally throughout the day, does that value persist in LMICs?

2. **What performance improvements are possible by optimizing outpost locations?** (Section 6.2)
   How different would a centralized, optimized system be from the current situation where ambulances are parked at hospitals? How does re-positioning outpost locations compare to adding new locations?

3. **How much can the system be improved by using CNG-based response vehicles?** (Section 6.3)
   Can CNG-based ambulances capture additional demand that is currently unserved (or under-served) by existing ambulance vans? What is the potential value of increased routing flexibility offered by CNGs given their ability to traverse smaller roads in the network that are inaccessible to vans?
4. How important is it to consider uncertainty when designing an emergency response network? (Section 6.4) What is the performance improvement of our robust optimization model compared to a deterministic model? How does our robust approach compare to a perfect information approach?

The problem of optimizing emergency vehicle response has historically been cast as a facility location problem (Toregas et al. 1971). Although the facility location literature is rich, there is no unified framework for optimizing emergency vehicle response under both edge-based travel time uncertainty and demand uncertainty (Ahmadi-Javid et al. 2017). A key distinction between this paper and previous work is how we model travel time uncertainty. Our model provides a general edge-based framework for travel time uncertainty, whereas previous research has focused on modeling travel time uncertainty using a path-based approach (Snyder 2006). Edge-length uncertainty is critical for our model because many of the underlying causes of travel time uncertainty in Dhaka (e.g., intersections without signal control, floods, strikes, etc.) impact small subsets of edges as opposed to entire routes in isolation. Uncertainty on individual edges can affect multiple routes and must be accounted for during optimization. Our routing problem is effectively a robust shortest path problem and, depending on how we model edge-length uncertainty, is equivalent to a regularized shortest path problem. The equivalence between robustness and regularization has been noted in domains such as regression (Bertsimas and Copenhaver 2017), but has not been previously demonstrated for the shortest path problem.

Overall, we use the aforementioned challenges faced by LMICs and gaps in the facility location literature to motivate the development of a novel location-routing model that is tailored for emergency response optimization in developing urban centers. We make the following contributions:

- We develop a methodology to predict emergency demand spatially for urban centers without historical demand data by decomposing demand into components that can be estimated using census data and machine learning models. This approach represents the first attempt to predict emergency demand in a developing urban center. Our complete dataset, including census, survey, and hospital location data is unique because, to the best of our knowledge, hospital arrival surveys and patient travel data have never been collected together previously in any LMIC (Section 3).

- We develop and compare several machine learning models to predict travel time on the Dhaka road network by time of day and day of week, using a dataset of vehicle trips collected by our custom-made GPS devices. We find that a random forest model performs the best, with a 43.3–64.2% improvement over several baseline approaches. This paper is the first to use real travel time data from a LMIC for optimization (Section 4).

- We develop a novel edge-based reformulation of the classical path-based $p$-median problem. This reformulation forms the foundation of a two-stage robust optimization model that considers
both uncertain edge lengths (travel time) and node weights (demand). Our approach generalizes previous emergency facility location models based on the $p$-median architecture and provides a unified framework for emergency response optimization under travel time and demand uncertainty that is suitable for LMICs. We develop several approaches to solve our model. First, we develop an equivalent a single-stage mixed-integer linear optimization problem. Second, we develop an exact scenario (i.e., row and column) generation algorithm that can improve the solution time by several orders of magnitude. For application to large-scale problems representative of the real road network in Dhaka, we develop a novel heuristic algorithm by extending a state-of-the-art $p$-median heuristic to work with edge-length uncertainty (Section 5).

- Using our framework and real data from Dhaka, we provide an in-depth investigation into the four policy-related questions posed above (Section 6):

1. In contrast to developing countries where there are significant gains from re-positioning ambulances according to the time and day, there is little to gain in Dhaka by optimizing outpost locations spatiotemporally. Instead, using outpost locations optimized for weekday rush hour leads to good performance for all times of day and days of the week.

2. A significant improvement in emergency response times can be achieved by re-locating a small number of outposts. For example, re-locating 15% of the outposts, a 34.6% reduction in average response time can be achieved. Furthermore, if a centralized network was designed from a clean slate, the performance of the current system could be replicated using roughly one-third of the resources currently in use.

3. A fleet of CNG-based ambulances has the potential to significantly outperform traditional ambulance vans. In particular, they can capture over three times the demand as ambulances while reducing the median response time by 42% due to increased routing flexibility. This gain requires emergency response providers to tailor outpost locations specifically for CNG-based ambulances, instead of locating them at outposts optimized for traditional ambulance vans.

4. Our robust solutions can reduce the median and worst-case response times by up to 33.0% and 45.8%, respectively, compared to a deterministic solution that does not take uncertainty into account. Furthermore, the performance of the robust solution is comparable to a solution that has access to perfect information on the uncertainty.

2. Literature review

Our work is related to three major streams of literature: 1) demand prediction in the context of emergency response optimization, 2) vehicle travel time prediction, and 3) facility location.
2.1. Demand prediction

While most papers use historical emergency call data as a direct estimate for future demand, a growing and more relevant body of literature uses that data to develop machine learning models that can predict future demand. Early approaches considered only spatial demand, using multiple linear regression to relate the magnitude of demand for ambulances with population and other socio-economic factors (e.g., Schuman et al. 1977, Kamenetzky et al. 1982). Key covariates can be summarized into three main groups: measures of population (e.g., household size), measures of economic status (e.g., employment rate, poverty level), and measures of social status (e.g., literacy rate, marriage rate). Temporal-only approaches were developed to forecast emergency calls at various time scales, including daily (Baker and Fitzpatrick 1986), multi-hour blocks (Trudeau et al. 1989), and hourly (Matteson et al. 2011). Finally, there exist methods to predict future emergency demand at fine spatiotemporal resolutions (Setzler et al. 2009, Zhou et al. 2015).

The aforementioned approaches rely on granular historical call data to train prediction models. High-income countries tend to be data-rich, so research efforts have focused on advanced demand prediction techniques using this abundant and granular data. However, in most LMICs, historical call data is not available (Bradley et al. 2017). In this paper, we develop a new approach that does not use historical call data and instead makes use of the limited spatiotemporal data available in many LMICs.

2.2. Travel time prediction

Initial research on predicting edge-based travel times for ambulances focused on developing non-linear relationships between travel time and distance, but did not account for the time of day, day of week, or spatial location of trip (Kolesar et al. 1975, Budge et al. 2010). Recent Bayesian approaches address these limitations (Hofleitner et al. 2012a,b, Westgate et al. 2016). However, all prior research depends directly on the availability of historical emergency transport data, which typically does not exist in LMICs.

In recent years, machine learning approaches have gained popularity and demonstrated superior prediction accuracy for general travel time estimation (Vlahogianni et al. 2014). Travel times for emergency vehicles and regular vehicles are similar in LMICs because road users do not yield for ambulances. As a consequence, we employ a general travel time prediction approach similar to that of Zhang and Li (2015), who use a random forest model that accounts for distance, time of day, and day of week. We extend their model by incorporating demographic and geographic characteristics for the origin and destination nodes, which encodes spatial information about the trip.
2.3. Facility location

Facility location is a very well-studied field and we provide only a brief review of the relevant literature. For a general review of facility location, please see Owen and Daskin (1998) or Melo et al. (2009), and for a comprehensive review of facility location in the context of emergency medical services, please see Li et al. (2011), Basar et al. (2012), or Ahmadi-Javid et al. (2017).

2.3.1. Emergency response. Facility location models have been applied extensively to emergency medical services location problems with the majority of previous research focusing on ambulances. There have been many papers that investigate ambulance response optimization in urban areas in high-income countries (e.g., Brandeau and Larson 1986, Ingolfsson et al. 2008), in rural areas in high-income countries (e.g., Adenso-Diaz and Rodriguez 1997, Chanta et al. 2014), and in rural areas in LMICs (e.g., Bennett et al. 1982, Eaton et al. 1986). However, there have been only a few papers that consider urban areas in LMICs (Fujiwara et al. 1987, Basar et al. 2011, Salman and Yucel 2015, Zhang and Li 2015), and they differ from our work in several important aspects. First, these papers focus on upper-middle-income countries (China, Thailand, and Turkey), whereas we focus on a low-income country (Bangladesh). Second, previous urban ambulance response optimization research, including the papers listed above, has focused exclusively on regions that already have a centralized ambulance system. In contrast, our paper is the first to focus on a developing urban center without an existing ambulance system, which leads to new policy questions not considered in areas with an existing system.

2.3.2. Demand and travel time uncertainty. Demand uncertainty has received significant attention in general location-allocation problems (e.g., Shen et al. 2003, Atamturk and Zhang 2007, Baron et al. 2011) as well as in the specific context of ambulance response optimization (Beraldi et al. 2004, Beraldi and Bruni 2009, Noyan 2010). The ambulance-specific papers all use chance constraints to model uncertain demand, whereas we employ a scenario-based approach that integrates a machine learning model trained with our field data.

Travel time uncertainty in the context of ambulance response optimization has been focused on path-length uncertainty (Ingolfsson et al. 2008, Berman et al. 2013, Abdual Ghani and Ahman 2017). For networks with edge-length uncertainty, previous research has focused on the 1-median problem (Carson and Batta 1990, Averbakh 2003) and networks with special structure (Mirchandani and Odoni 1979, Mirchandani and Oudjit 1980). We are the first to investigate edge-length uncertainty for the general p-median problem applied to ambulance response optimization.

Nearly all previous literature on combining both edge-length and node-weight uncertainty has focused on the special case of the 1-median problem (Chen and Lin 1998, Vairaktarakis and Kouvelis 1999), whereas we develop a methodology for the general p-median problem under uncertainty. The
study by Serra and Marianov (1998), which considers the $p$-median problem with both uncertain path lengths and node weights, is the closest to our work. In contrast, we consider uncertain edge lengths and node weights, which can be interpreted as a generalization of their model.

3. Demand for emergency transportation

In this section, we provide a descriptive analysis of our census and survey data (Section 3.1) and develop a methodology to forecast spatiotemporal demand without historical call data (Section 3.2).

3.1. Descriptive analysis

3.1.1. Census data. We obtained the 2011 Dhaka census from the Bangladesh Bureau of Statistics. The census includes detailed demographic information for each of Dhaka’s 92 official wards (census tracts). Dhaka occupies a very small area of roughly 300 km$^2$ with a population of 8.95 million, which is a slightly larger population than New York City in under 40% of the area. Figure 1 illustrates the variation in four demographic characteristics across Dhaka’s 92 wards.

3.1.2. Survey data. We obtained data from 2,808 surveys administered by physicians to patients arriving at emergency departments (EDs) in 16 major hospitals (9 private, 7 government) across Dhaka. The survey had 14 questions (see EC.1) and was administered over 30 days between July 7, 2014 and August 25, 2014. The survey data includes the chief complaint, date, time, and ward location of the emergency, mode and cost of transportation, and the time of arrival at the ED. Our survey data is unique because it includes patient travel data and as a result, we are able to provide insights on the current emergency medical system that have not been previously captured.
Figure 2 (a) Number of trips and cost for each mode

Figure 2(b) Mode of transportation according to severity

Figure 2 Histograms of trip characteristics for each mode of transportation.

Figure 2(a) displays the various modes of transportation taken by patients and the costs incurred for each mode. Traditional ambulance vans were one of the least used modes of transport, comprising only 7.3% of all trips. Of the survey respondents who answered the question “Why did you not use an ambulance”, 16% indicated that they tried but it was not available and 7% cited slow response times, both of which are issues that can be addressed using our approach. Another major impediment was cost. Ambulances were found to be the most expensive mode of transportation with trips typically costing more than 16 US dollars (USD). For context, the average annual income in Bangladesh is 1,260 USD (Bangladesh Bureau of Statistics 2010). In contrast, rickshaws and CNGs, the two cheapest modes of transportation, comprised 34% and 25% of all trips, respectively.

Although overall ambulance utilization in Dhaka is low, Figure 2(b) shows that it is the mode with the highest proportion of trips for life-threatening emergencies. More than two thirds of all ambulance trips are for life-threatening emergencies, compared to less than one third of rickshaw trips. In life-threatening emergencies, ambulances become the third most common mode of transportation. This data suggests that patients recognize the importance of ambulances and are willing to use them for life-threatening emergencies. These findings also reinforce the importance of considering multiple vehicles types in LMICs. EC.2 provides further descriptive analyses of the data.

3.2. Emergency transport demand estimation

In this section, we outline our framework for estimating emergency demand using the limited data at our disposal. We do not have data on the total number of emergency transports as we would in North America because Dhaka does not have a centralized emergency medical system. Instead, we propose a novel decomposition of a standard metric, the annual number of emergency trips via mode $M$, into three components that can be estimated separately: population, per capita ED visits, and the proportion of ED visits that arrived via mode $M$. 
Let $T_{w,i}^M$ be a random variable representing the annual number of ED trips by individual $i$ originating in ward $w$ using mode $M$. For each individual, we model this random variable as an independent and identically distributed Poisson random variable with mean $\lambda_{w}^{M} = \lambda_{w} \delta_{w}^{M}$, where $\lambda_{w}$ represents the average annual number of ED visits per person from ward $w$ and $\delta_{w}^{M}$ represents the proportion of ED visits from ward $w$ that arrived via mode $M$. The annual number of ED trips originating in ward $w$ using mode $M$ is then $T_{w}^M = T_{w,1}^M + \cdots + T_{w,n_{w}}^M$, where $n_{w}$ represents the number of people in ward $w$. Since the individual $T_{w,i}^M$ are Poisson, $T_{w}^M$ is Poisson as well. The expected annual number of ED trips originating in ward $w$ using mode $M$, denoted $d_{w}^{M}$, is

$$d_{w}^{M} = \mathbb{E}(T_{w}^M) = n_{w} \lambda_{w}^{M} = n_{w} \lambda_{w} \delta_{w}^{M},$$

(1) since the $T_{w,i}^M$ are iid. Equation (1) suggests an approach to estimating $d_{w}^{M}$ by estimating its constituent terms $n_{w}$, $\lambda_{w}$, and $\delta_{w}^{M}$.

As written, equation (1) captures spatial heterogeneity in demand, but not temporal heterogeneity. Dhaka has a major difference in the spatial distribution of the daytime and nighttime population, due to daily migration. The magnitude of the daily migration out of Dhaka is estimated to be over 700,000 as many people leave the city during the day to work in the surrounding industrial areas. Thus, we refine equation (1) using $n_{w}^{DT}$ and $n_{w}^{NT}$, which represent the daytime population and nighttime population, respectively:

$$d_{w}^{M,DT} = n_{w}^{DT} \lambda_{w} \delta_{w}^{M},$$

(2)$$d_{w}^{M,NT} = n_{w}^{NT} \lambda_{w} \delta_{w}^{M}.$$ (3)

In total, there are four quantities to estimate, $n_{w}^{DT}$, $n_{w}^{NT}$, $\lambda_{w}$, and $\delta_{w}^{M}$. We summarize our estimates in this section and refer the reader to EC.3 for details regarding our approach to estimating each parameter. First, we use historical census data and a previously published rate of population growth to estimate the total 2016 daytime and nighttime population in Dhaka to be $n_{w}^{DT} = 8.24$ million and $n_{w}^{NT} = 8.95$ million, respectively. Figures 3(a) and 3(b) illustrate the estimated geographical distribution of the daytime and nighttime populations, respectively.

Leveraging published studies from other South Asian cities, we estimate the expected annual number of ED visits per capita in ward $w$ ($\lambda_{w}$) to lie in the interval $0.23 - 0.46$. Given data limitations and the coarseness of previous studies, we cannot generate ward-specific rates and instead settle on a single estimate for the city.

Finally, we train a regularized (lasso) logistic regression model for predicting the proportion of ED visits from ward $w$ arriving via mode $M$ ($\delta_{w}^{M}$). We combine our survey and census data to train our model. Our final features (see Tables EC.4 and EC.5), consistent with prior literature,
include measures of population (e.g., average household size), measures of social status (e.g., female
marriage rate), and measures of economic status (e.g., access to electricity). Figures 3(c) and 3(d)
display the model-predicted values of ED visits arriving via ambulance ($\delta^A_w$) and CNG ($\delta^C_w$), respectively. We find that areas of higher socioeconomic status are more likely to use ambulances as
compared to CNGs. For example, the wards with the largest values of $\delta^A_w$ include areas with a high
density of foreigners, government officials, and an area with major government offices, hospitals,
and universities. In contrast, CNG use is highest in many of the city’s outer wards, which include
slums. Putting all the pieces together, Figures 4(a) and 4(b) display the expected annual number
of daytime ($d^{A,DT}_w$) and nighttime ($d^{A,NT}_w$) ambulance trips in each ward assuming that $\lambda_w = 0.46$
(i.e., busiest case), while Figures 4(c) and 4(d) display the expected annual number of daytime
($d^{C,DT}_w$) and nighttime ($d^{C,NT}_w$) CNG trips, respectively.
4. Travel time analysis

In this section, we introduce two different road networks in Dhaka (Section 4.1), describe the travel time data collection methodology (Section 4.2), and develop machine learning models to predict the baseline travel time between any two locations in both networks (Section 4.3).

4.1. Road networks

The first road network that we consider is the ambulance network. In consultation with a transportation engineer in Dhaka and using a detailed map of the entire city, we determined exactly which roads are feasible for ambulance travel (many roads are too narrow for an ambulance). The ambulance network has 530 nodes and 1,280 edges. The second road network we consider is the complete network. This network – a superset of the ambulance network – includes all roads ranging from large arterial roads to small alleyways that can only be traversed by small vehicles like rickshaws, motorcycles, and CNGs. The complete road network has 5,358 nodes and 16,538 edges. Figure 5 displays both networks overlaid on Dhaka’s 92 wards.

4.2. Travel time data

We gathered vehicle location data using custom GPS devices and an accompanying Android mobile application developed by our collaborators. These devices were used by five volunteer citizens over 16 days from March 14, 2014 to June 13, 2014 and over 14 days from February 28, 2015 to April 2, 2015. All drivers were instructed to drive normally, using typical routes and speed. A map matching algorithm was developed to map the GPS data to edges on the road network (Ahmed et al., 2015). We obtained data for 269 unique trips. A trip is defined as a path through the network from some origin node to some destination node. A destination node is defined as either one from which
there is no subsequent GPS activity within 20 minutes on an edge emanating from that node or one with the last recorded GPS activity before the device was turned off by the driver. Trips ranged from 1 to 15 edges, with an average trip length of 4.1 edges. Edges in the network were present in a trip between 0 to 30 times, with an average of 3.9 observations per edge and a total of 1,103 edge observations (see Figure EC.5). The median travel time of a trip was 592 s (min: 10 s, max: 5543 s) while the median travel time on an edge was 105 s (min: 5 s, max: 5062 s).

To predict the travel time between two nodes, one challenge we face is limited data. In particular, if we use trip data to train our models, we are limited to only 269 observations. On the other hand, if we use edge data, which is more plentiful and includes 1,103 observations, then we are unable to capture the delays caused at nodes between edges (i.e., intersections) or the impact of traveling through a ward because most edges lie wholly within one ward. To deal with this trade-off, we develop a modified bootstrapping method that simultaneously solves the limited data issue and the issues with using edge data. This bootstrapping method expands our dataset by partitioning each trip into all contiguous sub-trips. For example, a trip that begins at node 1, visits nodes 2, then 3, and terminates at node 4 (denoted 1−2−3−4) would result in six sub-trips: 1−2, 2−3, 3−4, 1−2−3, 2−3−4, and 1−2−3−4. This bootstrapping process results in a total of 4,086 sub-trips, a 15 times increase in the size of the training set. The new sub-trip data is not a direct replication of trip data because each sub-trip has unique features according to the origin/destination of that sub-trip. Figure 6 displays a histogram of speeds for trips, edges, and sub-trips. Note that the sub-trip data includes both trip and edge data. The average speed (standard deviation) for the trip, edge, and sub-trip data is 2.05 km/h (3.90), 3.30 km/h (5.31), and 2.45 km/h (3.64), respectively.

4.3. Travel time prediction

Using the trip, edge, and sub-trip data, we compare four machine learning approaches for predicting the travel time in seconds between any two nodes (not necessarily adjacent) in the network. We
use 73 features including the distance on the road network between the given nodes, the day of week, and time of day. In addition, for both the origin and destination wards, we include building-type information (e.g., the number of commercial or industrial buildings) and the 27 demographic features used to predict emergency demand (see EC.3.3). The target is a real number that denotes the travel time in seconds between the two nodes. Two naive approaches serve as a baseline. The first, Naive S, predicts a constant equal to the average travel time from the empirical data, and the second, Naive D, is a simple linear regression model fit to distance only. We compare all six models using repeated 10-fold cross validation. See EC.4.2 for details.

Figure 7 displays a boxplot of the root mean squared error (RMSE) distribution across 100 repetitions for each of the prediction models tested on sub-trip data. The median RMSE for the Naive D (Naive S) approach was 648s (797s) when trained on edge data, 647s (731s) when trained on trip data, and 645s (684s) when trained on sub-trip data. The random forest model performed the best with a median RMSE of 629s, 605s, and 348s corresponding to improvements of 3% (21%), 6% (17%), and 46% (49%) over the Naive D (Naive S) approach when trained on edge, trip, and sub-trip data, respectively. All improvements were found to be statistically significant at $\alpha = 0.01$ using the Wilcoxon signed-rank test. For completeness, Figures EC.6 and EC.7 display boxplots of the RMSE for predictions tested on edge and trip data, respectively. These results depict a similar finding: a random forest model trained with sub-trip data is the most accurate.

A random forest model comprising 1,000 decision trees was selected as the final model and trained using all 4,086 sub-trips. Each feature was available for inclusion to all 1,000 trees and relative feature importance was determined using the number of trees in the forest to which that feature contributes. Table 1 lists the features that had a relative importance greater than 0.01. Our results suggest that travel distance, hour of day, and day of week are the three most important
features. As expected, travel distance is the most dominant feature with a relative importance of 0.4128. The hour of the day, which can be used as a proxy for peak traffic times, is the only other feature with an importance over 0.1. Our findings are consistent with the results of previous traffic studies, which also found travel distance and the time of day to be the main factors (Zhang and Li 2015, Vlahogianni et al. 2014). As mentioned in Section 2.2, our approach extends previous work by incorporating demographic features for the origin and destination nodes. We found nine geographical census features with a relative importance of at least 0.01. These additional features contribute to an 8% reduction in RMSE relative to a random forest model that only has access to distance and time features (see EC.4.2).

5. Optimization approach

In this section, we develop a two-stage robust optimization model to determine emergency response vehicle outpost locations. The model divides up the city into regions that optimize average, city-wide demand-weighted response time, where each region is served by one outpost. The outpost locations / regions are determined based on how vehicles will be routed from the outpost to demand points (second stage), considering uncertainty in both the demand and travel times.

We begin by introducing a novel edge-based location model that we prove to be equivalent to the classical $p$-median model. The advantage of our model is that it can handle edge-length uncertainty. Next, we introduce our models of uncertainty for emergency demand and travel times, based on the prediction approaches developed in Section 3.2 and 4.3. Finally, we develop and compare several solution approaches.

5.1. Network flow formulation

Let the road network be represented as the graph $G = (\mathcal{N}, \mathcal{E})$. Let $|\mathcal{N}| = n$, $|\mathcal{E}| = m$, and $A \in \mathbb{R}^{n \times m}$ denote the node-arc incidence matrix. Let $c \in \mathbb{R}^m$ denote the vector of edge lengths (i.e., travel
times) and \( d \in \mathbb{R}^n \) denote the vector of node weights (i.e., demand in terms of average annual emergency transports required). Let \( \alpha \in \mathbb{R}^n \) denote the supply available at each potential facility (i.e., number of trips that can be made from each outpost per year), \( P \) denote the number of outposts to be located, and \( e \) denote the vector of all ones. The decision variable representing the vector of flows along each edge is denoted by \( f \in \mathbb{R}^m \) (i.e., how many trips occur on each edge annually). The outpost location variable is given by \( y \in \{0,1\}^n \) where 1 indicates an outpost is located at node \( i \in \mathcal{N} \). In vector form, our deterministic network flow formulation (NFF) is:

\[
\text{NFF:} \quad \text{minimize} \quad c'f \\
\text{subject to} \quad e'y = P, \\
\quad Af \leq \alpha I y - d, \\
\quad f \geq 0, \\
\quad y \in \{0,1\}^n.
\]

(4)

To ensure that (4) is feasible for any value of \( P \), we require the following assumption.

**Assumption 1.** \( \alpha_i \geq \sum_{i=1}^{n} d_i, \forall i \in \mathcal{N} \).

This assumption states that each outpost has enough capacity to service the entire system (i.e., all demand nodes). We do not consider queuing in our model because our primary focus is to determine where to strategically locate emergency response outposts, rather than determining the total number of emergency response vehicles. As a result, this is not a limiting assumption. The following Lemma follows immediately from this assumption (proof omitted).

**Lemma 1.** There exists an optimal solution to NFF such that each demand node is assigned to exactly one outpost.

This result generally holds true for uncapacitated facility location models such as the \( p \)-median. Finally, using Lemma [1] we can show the equivalence between NFF and the \( p \)-median problem.

**Theorem 1.** A solution is optimal for NFF if and only if it is optimal for the \( p \)-median problem.

**Proof.** See EC.5

The proof of Theorem [1] provides a constructive approach to obtain an optimal solution of NFF given an optimal solution of the \( p \)-median problem, and vice versa. Mathematically, this approach provides a polynomial-time many-one reduction between the NFF and the \( p \)-median problem in both directions [Post 1944, Karp 1972].
5.2. Robust optimization model

In this section, we present our two-stage robust optimization model, considering both the travel times $c$ and demands $d$ as uncertain with $C$ and $D$ representing the corresponding uncertainty sets, respectively. Our general two-stage robust network flow formulation is:

$$\text{R-NFF}: \min_{y} \max_{c \in C,d \in D} \min_{f} \quad c'f$$

subject to

$$e'y = P,$$

$$Af \leq \alpha Iy - d,$$

$$f \geq 0,$$

$$y \in \{0,1\}^{n}. \quad (5)$$

The two-stage nature of our formulation is well-suited to the problem of emergency outpost location and vehicle routing. In the first stage, R-NFF determines the optimal outpost locations considering both $c$ and $d$ as uncertain. Intuitively, determining these locations is a high-level strategic decision that must be made under uncertainty, before demand or traffic are realized. Then, given the realized demand and travel time conditions, the second stage determines the optimal routes from the outposts to reach each demand point (i.e., patient location). Routing is a secondary decision that is used to inform the first stage location decision because the suitability of an outpost location is influenced by the route options emanating from that outpost.

5.2.1. Demand uncertainty set ($D$). To model uncertainty in emergency transport demand, we use a scenario-based uncertainty set. We use this approach to preserve tractability while still capitalizing on the richness of our demand predictions. To generate the scenarios that form the uncertainty set, we employ a form of bootstrapping and simulate possible realizations of demand vectors using our framework from Section 3.2.

We assume that the population in each ward follows a triangle distribution on the interval between the daytime and nighttime population, with a peak at the midpoint. Similarly, we assume that $\lambda_w$ follows a triangle distribution on the interval $[0.23 - 0.46]$, where the peak occurs at 0.40 for conservatism. Lastly, we assume that $\delta^M_w$, which is the probability of an emergency patient in ward $w$ taking mode $M$, follows a truncated normal distribution with a mean equal to the predicted ward value (Figures 3(c) and 3(d)) and a standard deviation equal to the median error (see Figures EC.3 and EC.4). For $N$ scenarios, the resulting uncertainty set is defined as $D = \{d^1, d^2, ..., d^N\}$, where the dimension of $d$ is equal to the number of nodes in the network.

The simulated demand vectors need to be adjusted so that the demand in each ward is spread proportionally to the road network nodes in that ward. In other words, we need to map the predicted demand based on the 92 wards to the $\sim 500$ or $\sim 5,000$ nodes in the ambulance and
complete networks, respectively. To make this adjustment, we generate a fine grid of nodes spaced 25m apart across all 92 wards, resulting in over 200,000 grid nodes. We distribute the simulated demand in each ward uniformly among the grid nodes in that ward. Then, we assign each grid node and its corresponding demand to the closest road network node using Euclidean distance.

5.2.2. Travel time uncertainty set (C). Uncertainty in travel time is modeled using an interdiction-based uncertainty set with an overall budget constraint [Wood 1993]. Intuitively, this set models an adversary who is adding traffic (i.e., increasing travel time) to the baseline traffic on each edge. The budget constraint restricts the total amount of travel time that can be added across the network. The mathematical formulation of this uncertainty set is \( C = \left\{ c_{ij}, (i,j) \in \mathcal{E} \mid c_{ij} = \hat{c}_{ij} + w_{ij}, \sum_{(i,j) \in \mathcal{E}} w_{ij} \leq B, w_{ij} \geq 0, \forall (i,j) \in \mathcal{E} \right\} \). We estimate the baseline travel time \( \hat{c}_{ij} \) for each edge using the final random forest model from Section 4.3. In our numerical experiments, we perform a detailed sensitivity analysis on the budget \( B \).

5.3. Solution Algorithms

In this section, we present several methods to solve R-NFF. First, we show that there is an equivalent single-stage mixed-integer optimization model for R-NFF. Then, we present an exact row-and-column generation algorithm to solve this equivalent problem. Finally, for the integer master problem, we devise an efficient heuristic that is needed for large-scale instances.

5.3.1. Equivalent mixed-integer optimization model. First, we replicate \( f \) for each of the scenarios in the demand uncertainty set \( \mathcal{D} \). Formally, we define \( f^k \) as the flow decision variable for scenario \( k = 1, \ldots, N \) and \( \lambda^k \) to be the dual variable corresponding to scenario \( k \) for the travel time uncertainty set constraint \( \sum_{(i,j) \in \mathcal{E}} w_{ij}^k \leq B \) in \( C \). The flow variable \( f^k \) corresponding to the limiting scenario for the first set of constraints in (6) is an optimal flow vector for (5).

**Theorem 2.** R-NFF is equivalent to the following mixed-integer linear optimization problem:

\[
\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad t \geq \hat{c}' f^k + \lambda^k B, \quad k = 1, \ldots, N, \\
& \quad A f^k \leq \alpha I y - d^k, \quad k = 1, \ldots, N, \\
& \quad f^k \leq \lambda^k e, \quad k = 1, \ldots, N, \\
& \quad f^k \geq 0, \quad k = 1, \ldots, N, \\
& \quad \lambda^k \geq 0, \quad k = 1, \ldots, N, \\
& \quad e'y = P, \\
& \quad y \in \{0,1\}^n.
\end{align*}
\]
**Proof.** See [EC.6]

Formulation (6) quickly becomes intractable as the number of scenarios increases and the size of the graph grows. We address these two challenges in the next two subsections. First, we develop a scenario generation algorithm that scales efficiently with the number of scenarios. Similar decomposition algorithms have been developed by Atamturk and Zhang (2007), Zeng and Zhao (2013), Gabrel et al. (2014) and Chan et al. (2017) for related two-stage problems. Second, we develop a heuristic to efficiently solve the master problem associated with the scenario generation approach.

### 5.3.2. Scenario Generation.

Consider a subset of the demand scenarios \( D_{|S|} = \{d_1, d_2, ..., d_{|S|}\} \subset D \), where \( S \) is an index set for the vectors in \( D_{|S|} \), and the corresponding relaxation of formulation (6) with \( D_{|S|} \) in place of \( D \):

\[
\text{R-NFF-MP:} \quad \begin{align*}
\text{minimize} & \quad y, t, f, \lambda \\
\text{subject to} & \quad t \geq \hat{c}^s f^s + \lambda^s B, \quad \forall s \in S, \\
& \quad A f^s \leq \alpha I \bar{y} - d^s, \quad \forall s \in S, \\
& \quad f^s \leq \lambda^s e, \quad \forall s \in S, \\
& \quad f^s \geq 0, \quad \forall s \in S, \\
& \quad \lambda^s \geq 0, \quad \forall s \in S, \\
& \quad e^t y = P, \\
& \quad y \in \{0,1\}^n.
\end{align*}
\]

(7)

The relaxed master problem, (7), produces a lower bound on the optimal value of (5) that can be tightened by adding additional scenarios to the set \( D_{|S|} \). Given an optimal solution \( \bar{y} \) to (7), we solve the following sub-problem, which is a linear optimization problem, for every \( d^k \in D \):

\[
\text{R-NFF-SP-k:} \quad Z^k_{SP} = \min_{f^k, \lambda^k} \hat{c}^k f^k + \lambda^k B \\
\text{subject to} & \quad A f^k \leq \alpha I \bar{y} - d^k, \\
& \quad f^k \leq \lambda^k e, \\
& \quad f^k \geq 0, \\
& \quad \lambda^k \geq 0.
\]

(8)

We choose the scenario \( k^* \in \arg \max_{k=1, \ldots, N} \{Z^k_{SP}\} \) and add the decision variables \( f^{k^*} \) and \( \lambda^{k^*} \), plus their corresponding constraints, to (7). Hence, this approach generates both rows and columns. The scenario generation algorithm terminates when the optimal value of (7) is equal to \( Z^*_{SP} \).

Finally, we comment on the structure of the subproblem (8) and connect it to a stream of research that draws an equivalence between robust optimization and regularization. Since \( \lambda^k \) is
being minimized in (8), the constraint $f^k \leq \lambda^k e$ identifies the maximum value of $f^k_{ij}$ over all $(i,j) \in \mathcal{E}$. Thus, we can rewrite (8) as (we drop the index $k$ for simplicity):

$$\begin{align*}
\text{minimize} & \quad \hat{c}' f + B \|f\|_\infty \\
\text{subject to} & \quad Af \leq \alpha \bar{y} - d, \\
& \quad f \geq 0.
\end{align*}$$

(9)

Formulation (9) is a “regularized” shortest path problem. Without the term $B\|f\|_\infty$ in the objective, (9) is exactly a shortest path problem. The extra term balances finding the shortest path with minimizing the maximum flow along any edge, which is weighted by the budget $B$. In our application, larger values of $B$ correspond to higher levels of traffic uncertainty. Thus, for large $B$, an optimal solution to (9) would prefer to spread out the flows (smaller maximum $f_{ij}$), forcing nature to expend more budget to “lengthen” multiple edges. Equivalently, if flows are concentrated on a few arcs, then nature has easy targets for adding traffic to cause maximal disruption. Our reformulation elucidates a clear connection between a robust shortest path problem and a regularized shortest path problem, similar to the way equivalences have been derived in regression (Xu et al. 2010, Bertsimas and Copenhaver 2017). For example, if we replace the constraint $\sum_{(i,j) \in \mathcal{E}} w_{ij} \leq B$ in $\mathcal{C}$ with $w_{ij} \leq B$, $\forall (i,j) \in \mathcal{E}$, then our subproblem is equivalent to a L1-regularized (lasso) problem.

5.3.3. Master problem heuristic. To solve the large-scale, real-world instances considered in our Dhaka experiments, we require a heuristic for the master problem, which is in essence a $p$-median problem. Although there are many heuristics that have been developed for the $p$-median problem, we cannot apply these algorithms directly because they are unable to handle edge-length uncertainty. Instead, we adapt the heuristic developed by Densham and Rushton (1992) for the classical $p$-median problem. This heuristic, designed for large-scale problems, leverages both the interchange heuristic proposed by Teitz and Bart (1968) and the alternate heuristic proposed by Maranzana (1964). A key benefit of this type of algorithm is that it scales well with both the size of the graph and the number of facilities ($P$). In fact, our heuristic represents the first tractable approach to solving large-scale instances of location problems with edge-length uncertainty. Our approach involves three main phases.

Initialization phase. We initialize our algorithm by randomly selecting $P$ nodes to serve as initial outpost locations, encoded by $\bar{y}$. We solve (8) with this $\bar{y}$ for every $d^k \in \mathcal{D}_S$, and identify $k^* \in \arg\max_{k \in S}\{Z^k_{SP}\}$, $f^{k^*}$, and $\lambda^{k^*}$. The corresponding cost of this solution is $\hat{c}' f^{k^*} + \lambda^{k^*} B$. An advantage of a random initialization phase is that our algorithm can be embedded in a meta-heuristic or a simple approach that considers multiple random starts. We investigate the impact of the number of random starts in our numerical experiments.
Interchange phase. In the interchange phase, we randomly swap a current outpost location node with a candidate node that is not currently in the solution. The new objective value is calculated as before after solving (8) for every $d^k \in D_S$. Swaps that reduce the objective value are accepted. We consider $\ell$ random interchanges, where $\ell$ is a user-chosen parameter.

Alternate phase. In the alternate phase, we use the incumbent solution from the interchange phase to partition the network into $P$ connected subgraphs that are disjoint from each other. Each subgraph contains exactly one outpost location and all demand nodes served by that outpost. We solve (7) for $P = 1$ (i.e., the robust 1-median problem) on each subgraph to determine the optimal outpost location. We then re-combine all subgraphs and the new optimal outpost locations to obtain an updated set of outpost locations, $\bar{y}$, in the full network. We compute the cost of this solution as before, by solving (8) for every $d^k \in D_S$. The alternate phase continues to partition and re-combine outpost locations until it has reached a local optimum. The algorithm then proceeds back to the interchange phase.

Termination. The algorithm iterates between the interchange and alternate phases until a solution from the alternate phase is found that does not result in any swaps during the interchange phase. The algorithm terminates with a solution to a single instance of the master problem (7).

Integration with scenario generation algorithm. The returned solution from the heuristic either terminates the scenario generation algorithm (when the the optimal value of (7) is equal to $Z_{SP}^k$) or is used as input to the sub-problem (8).

5.4. Comparison of solution approaches

In this section, we present results from a set of computational experiments that compare the effectiveness of our exact and heuristic scenario generation algorithms. To do so, we use smaller randomly-generated problem instances that can be solved to optimality.

5.4.1. Experimental setup. We use three random network instances to conduct our experiments. The first network has 30 nodes and 90 edges, the second has 50 nodes and 150 edges, and the third network has 75 nodes and 226 edges. For each graph, we vary the number of scenarios ($|S|$) in $D$, the interdiction budget ($B$) in $C$, and the number of vehicle outposts ($P$). Specifically, we consider: $|S| \in \{1, 10, 100, 1000, 10000\}$, $P \in \{1, 2, 5, 10, 25\}$, and $B \in \{0, 10, 50, 100, 250, 500, 1000\}$. In total, we solve 525 problem instances. We solve each instance using 1) a commercial solver (Gurobi), 2) our exact scenario generation algorithm (SGen), and 3) our heuristic scenario generation algorithm (HSGen) with 10 random starts and 10 interchanges. We chose this number of random starts and interchanges after testing our heuristic with different values (see EC.7). We set a maximum time limit of 36,000 seconds for each instance. All experiments were programmed using
MATLAB 2016a and run on a desktop computer with an Intel Core i7-4790K 4.0 GHz processor and 32 GB of RAM.

To estimate realistic edge-lengths for these instances, we randomly sample from the edge data distribution introduced in Section 4.2. To generate node-weights and demand scenarios, we used a modified version of the methodology outlined in Section 5.2.1. We estimate the population and $\lambda$ as in Section 5.2.1. Without underlying ward features, our logistic regression model is not applicable so we use the naive approach from EC.3.3 instead.

5.4.2. Scenario generation algorithm performance. The scenario generation algorithm was able to solve all 525 problem instances to optimality, while Gurobi struggled with larger instances. Table 2 scales the problem instances in terms of uncertainty set size. Gurobi was not able to solve any of the instances that had 100 or more demand scenarios, except the one with no travel time uncertainty. Table 3 compares the solution times for instances that vary in the size of the underlying network and the number of outposts located. The scenario generation approach enjoys the largest speed up for intermediate values of $P$.

5.4.3. Heuristic algorithm performance. Table 2 also compares the optimal cost and solution time between SGen and HSGen as a function of the number of scenarios and the interdiction budget. The objective function value is displayed as mean response time, in seconds. To determine this value, we divide the actual objective function value by the total number of trips. The performance of the heuristic algorithm remains relatively stable as the number of scenarios increases with solutions times that are an order or magnitude less than SGen. As the travel time budget increases, the gap between SGen and HSGen decreases, while the solution time of HSGen remains essentially constant. Table 3 compares the optimal cost and solution time between SGen and HSGen as a function of the size of the graph and the number of outposts, while holding both the interdiction budget and the number of scenarios constant at 100. Across all instances, the heuristic algorithm was able to obtain the optimal solution when the number of outposts was small. The performance also remains relatively stable as the size of the graph grows. However, the performance degrades as $P$ grows. This degradation in performance is balanced by up to an order of magnitude speed-up in certain cases. While HSGen does not close the optimality gap as the size of the problem increases, for the large-scale, real-world instances of the robust problems that we solve in Section 6, it is the only method capable of generating a solution in a reasonable time limit.

6. Application to Dhaka

In this section, we demonstrate the application of our models using data from Dhaka. Each of the following subsections addresses a policy question relevant to the design of an emergency response
Table 2  Comparison of objective function values and solution times between Gurobi, SGen, and HSGen as a function of graph size. The number of vehicles and the size of the graph are held constant at 5 and, 75 nodes and 226 edges, respectively.

| S  | Objective function value | Solution time |
|----|--------------------------|---------------|
|    | Budget | SGen | HSGen | Gap (%) | Gurobi (s) | SGen (s) | HSGen (s) |
| 1  | 1      | 133.4 | 142.8 | 6.6 | 3.4 | 3.4 | 3.7 |
|    | 10     | 134.8 | 141.0 | 4.4 | 4.3 | 4.3 | 3.6 |
|    | 100    | 145.9 | 171.7 | 15.0 | 5.6 | 5.7 | 3.7 |
|    | 1000   | 205.1 | 214.7 | 4.4 | 10.7 | 11.1 | 4.3 |
| 10 | 1      | 135.1 | 156.7 | 13.7 | 179.5 | 37.3 | 9.4 |
|    | 10     | 136.6 | 147.8 | 7.5 | 192.5 | 31.2 | 9.2 |
|    | 100    | 148.4 | 169.0 | 12.2 | 625.3 | 109.7 | 10.7 |
|    | 1000   | 208.3 | 209.8 | 0.7 | 4581.7 | 72.0 | 12.1 |
| 100| 1      | 143.2 | 164.9 | 13.1 | 26857.0 | 137.9 | 19.1 |
|    | 10     | 144.5 | 163.1 | 11.4 | - | 170.1 | 24.1 |
|    | 100    | 153.7 | 167.1 | 8.0 | - | 197.5 | 16.9 |
|    | 1000   | 218.4 | 227.2 | 3.9 | - | 2974.8 | 24.4 |
| 1000| 1     | 140.1 | 153.8 | 8.9 | - | 585.6 | 84.2 |
|     | 10     | 141.4 | 161.8 | 12.6 | - | 945.3 | 63.0 |
|     | 100    | 152.5 | 158.4 | 3.8 | - | 1160.0 | 93.7 |
|     | 1000   | 212.1 | 219.0 | 3.1 | - | 3721.8 | 34.8 |
| 10000| 1    | 142.5 | 162.4 | 12.2 | - | 3856.3 | 581.2 |
|      | 10     | 143.8 | 161.6 | 11.0 | - | 3264.3 | 462.7 |
|      | 100    | 154.7 | 164.0 | 5.7 | - | 9306.5 | 581.5 |
|      | 1000   | 217.8 | 227.0 | 4.0 | - | 5475.0 | 350.7 |

Table 3  Comparison of objective function values and solution times between SGen and HSGen as a function of graph size. The number of scenarios and the interdiction budget are held constant at 100 and 100, respectively.

| Nodes | Edges | P | Objective function value | Solution time |
|-------|-------|---|--------------------------|---------------|
|       |       |   | SGen | HSGen | Gap (%) | Gurobi (s) | SGen (s) | HSGen (s) |
| 1     | 1     | 213.9 | 213.9 | 0 | 87.8 | 12.7 | 2.0 |
| 2     | 155.8 | 155.8 | 0 | 82.2 | 25.5 | 9.2 |
| 5     | 93.0 | 102.8 | 9.6 | 473.9 | 25.1 | 7.7 |
| 10    | 46.1 | 60.3 | 23.5 | 210.4 | 94.8 | 42.9 |
| 25    | 7.3 | 11.3 | 35.4 | 10.6 | 142.1 | 40.1 |
| 1     | 287.0 | 287.0 | 0 | 525.1 | 38.5 | 9.6 |
| 2     | 191.0 | 191.0 | 0 | 1213.5 | 25.9 | 5.9 |
| 5     | 109.9 | 130.0 | 15.5 | 3534.0 | 89.6 | 25.4 |
| 10    | 62.8 | 88.7 | 29.2 | 3410.6 | 100.0 | 86.7 |
| 25    | 17.2 | 31.8 | 45.7 | 211.6 | 197.4 | 99.4 |
| 1     | 279.5 | 279.5 | 0 | 2671.8 | 31.7 | 6.9 |
| 2     | 232.2 | 232.2 | 0 | - | 88.8 | 13.1 |
| 5     | 153.7 | 167.1 | 8.0 | - | 197.5 | 16.9 |
| 10    | 99.4 | 137.3 | 27.6 | - | 400.9 | 32.0 |
| 25    | 40.4 | 65.9 | 38.7 | 2591.1 | 176.9 | 113.9 |
system: 1) Should different outposts be used for different times of day? (Section 6.1) 2) What performance improvements are possible by optimizing outpost locations? (Section 6.2) 3) How much can the system be improved by using CNG-based response vehicles? (Section 6.3) and 4) How important is it to consider uncertainty when designing an emergency response network? (Section 6.4).

For all experiments, we solve formulation (6) using the HSGen algorithm with 10 random starts and 10 random interchanges. Unless otherwise indicated, we use the uncertainty sets described in Sections 5.2.1 and 5.2.2 with 100 ambulance demand scenarios and a travel time budget \((B)\) of 1000 seconds. Through a detailed sensitivity analysis on the travel time budget (see EC.8.1), we find that optimizing outpost locations using a budget of 1000 seconds generates solutions that perform comparably to solutions optimized for other budgets. Sections 6.1, 6.2, and 6.4 use the ambulance road network, while Section 6.3 uses both the ambulance and complete road networks. All experiments were programmed using MATLAB 2016a and linear programming sub-problems were solved using Gurobi 7.0. The HSGen algorithm was able to solve each large-scale problem instance in under an one hour, and most were solved within 10 minutes. These real-world instances are comparable with the largest problems solved in the facility location literature and papers that focus on problems this large exclusively use heuristic methods (Fischetti et al. 2017). Given that we use a heuristic, the reported response time improvements should be seen as conservative estimates.

6.1. Should different outposts be used for different times of day?

In this section, we quantify the benefit of using different outpost locations for different times of day and days of the week, which we refer to as temporal snapshots. In many developed countries, demand is estimated at a fine spatiotemporal resolution, allowing ambulances to be re-positioned and response to be optimized for different snapshots (Zhou et al. 2015). These re-positioning strategies are motivated by changes in spatial demand as well as gaps in coverage caused by busy vehicles. While daily population migration is still a relevant motivation in LMICs, real-time re-positioning strategies to fill coverage gaps are unrealistic without a centralized emergency response system. Instead, there is a second key motivation for intra-day changes in ambulance locations in LMICs, which is the impact of changing traffic patterns on travel times. For example, we observed first-hand on several occasions during our field work the dramatic increase in travel times in different parts of the city during the evening rush hour. While traffic is less of a concern in high-income countries, emergency vehicles typically face the same traffic conditions as regular road users in LMICs since other vehicles do not (or cannot) yield to ambulances. Thus, our experiments in this section compare the performance of a system that changes outpost locations versus a configuration that keeps the ambulance outposts static.
Figure 8  The response time performance of outpost locations optimized for one specific snapshot and applied to other snapshots.

We use baseline travel times for three different temporal snapshots: weekday rush hour (Monday at 6pm), weekday overnight (Monday at 2am), and weekend midday (Saturday at 12pm). We use daytime population scenarios for rush hour and we use nighttime population scenarios for weekday overnight and weekend midday. For all three snapshots, we solve (6) with $P = 20$ and we test each set of outpost locations on the other two snapshots.

Figure 8 displays the distribution of average response time corresponding to outpost locations optimized for each of the three temporal snapshots. We find that ambulance response times are 30 minutes longer during rush hour as compared to both overnight and weekend. During rush hour, the rush hour-optimized locations have a median response time that is 5.0 min (9.5%) and 5.9 min (11.0%) faster than the average response time of the overnight- and weekend-optimized locations, respectively. During overnight and weekend, the rush hour-optimized locations are only 0.2 min (1.5%) and 1.1 min (6.1%) worse than the best outpost locations, respectively. Furthermore, when considering worst-case performance during rush hour, the rush hour-optimized locations are able to reduce response times by 5.6 min (10.6%) and 7.5 min (12.0%) over the overnight- and weekend-optimized locations, respectively.

6.1.1. Discussion and policy implications. Our results suggest that ambulance providers in Dhaka do not need to optimize outpost locations by time of day or day of week. Instead, providers can use static outpost locations optimized for daytime rush hour. The rush hour-optimized locations produce significant gains in response time during rush hour, while maintaining similar performance to specialized outpost locations at other times of the day. This finding is important because it supports reduced system complexity by removing the need to re-position emergency vehicles. In LMICs, it has been shown that complex solutions are far less likely to succeed compared to simple ones (Bradley et al. 2017). Thus, our rush hour-optimized solution is recommended since it is
optimal for the busiest time of day, close to optimal otherwise, and more likely to be implemented than a solution that involves regular re-positioning.

6.2. What performance improvements are possible by optimizing outpost locations?

Given the results in Section 6.1, we turn our attention to designing a static ambulance emergency response network for daytime rush hour and quantifying the gain from shifting away from the current practice of having hospital-based ambulances. There are currently 87 hospitals with emergency departments. Many of these hospitals have their own ambulance services, while others rely on private services. In both cases, ambulance providers typically position their fleets at the hospitals. To calculate response times, we assign each hospital to the closest node on the ambulance road network, resulting in 67 unique locations. Using these locations, Section 6.2.1 determines the baseline performance of the current hospital-based outpost locations in Dhaka.

We then consider three policy experiments for improving baseline ambulance response times that may inform the decision making of existing ambulance providers interested in improving or expanding their operations, as well as possibly new entrants or the government looking to design a system from scratch. In particular, Section 6.2.2 quantifies the value of re-positioning current outposts. Section 6.2.3 quantifies the value of adding additional outpost locations to the current network. Finally, Section 6.2.4 quantifies the performance of an ambulance network that is designed from scratch, without consideration of current outpost locations. The following sections measure performance of the ambulance networks on the rush hour snapshot, while EC.8.2, EC.8.3, and EC.8.4 confirm that similar results and insights hold for the other temporal snapshots.

6.2.1. What is the baseline performance of current hospital-based outpost locations? The median average response time of hospital-based outpost locations is 43.6, 10.0, and 13.2 minutes, during rush hour, overnight, and weekend, respectively. The variability in average response time across all 100 scenarios is much larger during rush hour, with a 21.7 minute difference between the best and worst scenarios, compared to 3.8 and 5.5 minute differences between the best and worst scenarios during overnight and weekend, respectively.

6.2.2. What is the value of re-positioning current outpost locations? We use a modified version of HSGen for these experiments. For each random start, we randomly choose the required number of outposts to re-position from the current locations and fix them for the remainder of the algorithm. As a result, the problem is reduced to determining the location of a specified number of outposts given a set of incumbent outpost locations.

Figure 9(a) displays the distribution of average response time for each number of re-positioned outposts. Re-positioning a small number of outposts generates a significant improvement in
response times, but we observe diminishing returns as the number of re-located outposts increases. For example, re-locating a single outpost reduces median response time by 8.0 minutes (18.4%) whereas re-positioning all 67 outposts provides an overall response time improvement of 22.0 minutes (50.5%).

Figure 10(a) shows a representative solution from the one-outpost repositioning problem. The current outpost locations are blue, the old outpost location is pink, and the re-positioned outpost location is yellow. Although the Euclidean distance between the old and new outpost locations is only 3.3 km, the time to travel between them is 403.8 minutes during rush hour, meaning that the new location can provide quicker service to an area that would otherwise see significant delays during rush hour. EC.8.2 presents similar results for weekend and overnight, suggesting that the southwest region is under-served for all three temporal snapshots.

6.2.3. What is the value of adding additional outpost locations to the current network? Figure 9(b) displays the distribution of average response time during rush hour as a func-
tion of outposts added. The addition of one new outpost provides the most value with a response time improvement of 8.0 minutes (18.4%), which is nearly the same as re-positioning a single outpost, suggesting that some current outposts provide minimal value. Figure 10(b) displays the location of a single additional rush hour, overnight, and weekend outpost. The additional weekend outpost is the same as the re-positioned outpost shown in Figure 10(a). Although the additional rush hour location is quite different, it is located in an area with many business, government offices, and universities; during rush hour, this area is particularly busy with people commuting home.

6.2.4. What is the value of designing a new emergency response network? Figure 9(c) displays the distribution of average response time for rush hour for newly optimized networks. We observe significant improvements in response time for the first few new outposts and observe steady gains up to about 20 new outposts. The response time performance of 20 new outposts is only 6.9 minutes (15.7%) worse than the current 67 outposts, suggesting that similar performance can be achieved with only one-third of the current resources. If we optimize a new network with 67 outposts, which is the same as re-positioning all 67 outposts, we can further improve response times but with significant diminishing returns. Figure 10(c) displays the location of 20 new outposts in relation to the current outposts. The new outposts are more strategically spread out compared to the current hospital locations that are concentrated in central Dhaka. For example, new outposts are added to the southwest and east of the city, which include low-income areas that were previously under-served by hospital-based outposts.

6.2.5. Discussion and policy implications. Our first two experiments (Sections 6.2.2 and 6.2.3) measure gains from local changes to the current network. The results suggest that a policy focused on re-positioning current outposts provides more value than a policy that aims to add additional outposts. For example, re-positioning 10 outposts provides roughly the same improvement in response time (15.1 minutes) as adding 10 new outposts (13.6 minutes). Practically, this result suggests that some of the current outpost locations are contributing very little to the overall response time calculation (i.e., they are rarely the fastest responding outpost to any given demand point) and that ambulance providers are better off re-positioning their entire fleet as opposed to sending a portion of their fleet to a new outpost location. In addition to providing significant response time reductions, a strategy focusing on re-positioning outposts is more likely to be cost-effective, which is a very important consideration resource-limited settings like LMICs.

If we consider a move towards centralization and a complete redesign of the current system, our third experiment shows that we can achieve roughly the performance of the current system with one-third of the resources. The non-governmental organization behind the newly implemented 999-number or a formal government agency seeking to implement a centralized emergency response
system may consider a complete re-design. Examining the 20 optimized locations from this experiment we find that nine of them coincide with hospital locations, while the other 11 are located off-site. Another way to view these results is that over 40 of the current hospital-based ambulance outposts can be removed without much impact on city-wide response times, or put to better use by concentrating the ambulances at fewer, more strategically located outposts.

Our experiments recommend putting outposts in the southwest, southeast, and northeast wards, suggesting that these areas are generally under-served. The southwest seems particularly underserved since both re-positioned and newly added outposts are located there. Knowing the demographics of the city, this result is not particularly surprising: the southwest wards form part of Old Dhaka and encompasses very dense low-income areas (see Figure 1) that have poor access to emergency transportation.

Overall, the key takeaway is that the current ambulance network in Dhaka is a dominated solution: response times in Dhaka can be significantly reduced without adding new resources, or equivalently, many fewer resources can be employed to match the current level of performance. Our modeling framework can play a pivotal role in the process to help decision makers strategically position their current ambulance resources. Of course, complementary initiatives will be required to achieve these gains, such as better public education about emergency medical transport and awareness of the newly created 999 number, which became operational in December 2017.

6.3. How much can the system be improved by using CNG-based response vehicles?

In this section, we consider the hypothetical situation where the city is served by a fleet of CNG-based emergency response vehicles that are able to traverse every road in the complete road network. Compared to the ambulance road network, the complete road network provides access to a larger portion of the city, including many dense low-income areas that are not accessible to ambulance vans. In some areas of the city, an entire sub-network of the complete road network is reduced to a single node in the ambulance road network. However, the distance between nodes in the sub-network and the nearest ambulance network node may be quite far, and it may be unrealistic to assume patients will coordinate multiple modes of transportation for different legs of their trip. As a result, we hypothesize that much of the emergency demand that arises from these low-income areas is lost or unserved. In Section 6.3.1, we quantify the potential emergency demand lost as a result of lack of access via the ambulance road network. To do this, we generate 100 demand scenarios using the prediction models for both ambulance and CNG demand from Section 3.2 and map this demand to nodes on the complete road network. Nodes that belong to the ambulance network retain the sum of the ambulance and CNG demand, while demand corresponding to complete network nodes that are not present in the ambulance network are assumed to be lost.
In addition to potentially capturing more demand, the complete road network also provides more routing options for smaller, CNG-based emergency response vehicles, which in turn may enable them to better avoid congestion and deal with travel time uncertainty. In Section 6.3.2, we quantify the value of increased routing flexibility provided by the complete network. We start by mapping demand (ambulance demand plus CNG demand) to nodes in the ambulance network. Then, we evaluate the response time performance of the current 67 hospital-based outpost locations as well as 20 new locations on both the ambulance and complete road networks. The 20 new locations are optimized for the corresponding road network, so they represent two distinct solutions.

**6.3.1. How much potential demand is lost by ambulance vans restricted the ambulance road network?** The complete network captures an average of 769,790 ambulance and CNG emergency trips per year, while the ambulance road network only captures 225,559 trips per year, representing a potential loss of 544,231 ambulance and CNG (70.7%) trips. Figure 11(a) visualizes the lost ambulance demand. The 530 green nodes are those that capture demand in both the ambulance and complete networks, while the 4,828 blue nodes only capture demand in the complete network and therefore, represent lost demand for the ambulance road network.

**6.3.2. What is the value of the increased routing flexibility offered by CNG-based response vehicles?** Figure 11(b) displays the response time performance for the current 67 baseline outpost locations and 20 new outpost locations on both the ambulance and complete road networks. The median average response time of the current 67 locations on the ambulance road network is 34.1 minutes with a range of 19.0 minutes between the best and worse scenarios. CNG-based ambulances located at the same outposts are able to reduce the median response time to 19.7 minutes (a 42.2% reduction) and reduce the min-max range to 10.5 minutes (a 44.9% reduction). If we consider 20 new outpost locations, we get a similar reduction in average response time of 41.5%, from 33.7 minutes to 19.7 minutes. We also see a similar decrease in variability across the 100 demand scenarios. Figure 11(c) shows the 20 new outpost locations for both the ambulance (pink nodes) and complete (yellow nodes) road networks. The four blue nodes represent outpost locations that are the same in both networks.

**6.3.3. Discussion and policy implications.** The results in this section represent the first attempt to provide quantitative evidence of the potential benefit of CNG-based ambulances in an LMIC. Recall from Section 3.1.2 that 23% of survey respondents indicated that ambulances were either not available or too slow to reach their location. CNG-based ambulances offer a potential solution to both these issues. Our results have three policy implications:
1. Smaller response vehicles can potentially capture three times more emergency demand than traditional ambulances vans in Dhaka. Much of the additional demand captured is generated from nodes in hard-to-reach and low-income areas, such as urban slums (southern and western clusters of nodes in Figure 11(a)). These areas are known to already suffer from poor access and availability of emergency medical care.

2. Smaller response vehicles are able to reduce the median average response time by 41.5-42.2%, while simultaneously reducing the worst-case by 42.5%. These reductions are entirely due to increased routing flexibility offered by having nimbler vehicles navigating a larger road network. These results may even be somewhat conservative because we did not incorporate the fact that CNG-based vehicles are typically able to travel faster than larger ambulances.

3. Our results demonstrate that the outpost locations chosen for CNG-based ambulances are very different from those chosen for traditional ambulances. This result emphasizes the importance of considering CNG-based ambulances independently; we cannot assume they should be positioned alongside traditional ambulances, even if the ambulance outpost locations are themselves optimized, because they are optimized for a different road network.

Overall, the key takeaway from these experiments is that CNG-based ambulances have the potential to not only significantly improve system efficiency through lower response times, but also simultaneously improve equity and access by capturing substantial demand in the hardest to reach areas of the city.

6.4. How important is it to consider uncertainty when designing an emergency response network?

In this section, we quantify the value of robustness by comparing our robust optimization model to the deterministic model (NFF), as well as to a perfect information formulation that solves NFF.
after the uncertainty has been realized. We focus on the situation where 20 new outposts are being located. We also examine how the performance gaps vary as the travel time budget is varied. The deterministic formulation uses the average demand and baseline travel times with no uncertainty, while the perfect information formulation finds a unique solution for each demand scenario.

Figure 12 displays the response time improvement of the robust and perfect information solutions over the deterministic solution for different levels of travel time uncertainty. For a travel time budget of 1000 seconds, the robust solution generates a 8.0% and 8.6% improvement over the deterministic solution in the median and worst-case average response time, respectively. Compared to the perfect information solution, the robust solution has a median average response time that is only 0.8% worse, with a worst-case average response time that is 1.9% better. As expected, the gains from the robust model increase as the size of the uncertainty set grows. For example, with a budget of 10,000 seconds, the robust solution improves upon the deterministic solution by 33.0% in median and 45.8% in worst-case average response time. At the same time, the performance of the robust solution continues to track the performance of the perfect information solution quite closely.

6.4.1. Discussion and policy implications. Our results demonstrate that a robust optimization framework tailored for the uncertainties faced by LMICs is able to produce solutions that significantly outperform solutions that do not consider uncertainty. As expected, the performance gains increase with the amount of uncertainty considered. Furthermore, our robust solutions are comparable to those derived from a perfect information model. Overall, these results further reinforce the importance of robustness for designing emergency response solutions in environments with substantial uncertainty characteristic of LMICs.
7. Conclusion

In this paper, we developed a comprehensive framework for emergency response optimization that combines two machine learning approaches with a robust optimization model tailored to address the specific challenges faced by LMICs. Our optimization model generalizes previous emergency response models in both high, middle, and low-income countries and provides a unified framework for emergency response optimization under travel time and demand uncertainty. We use two unique datasets that we collected in Dhaka, Bangladesh to train our machine learning models and build our uncertainty sets.

Using our real data and modeling framework, we address four policy questions related to the design of an emergency response system in LMICs, using Dhaka, Bangladesh as a target site. First, we demonstrated that population migration has a minimal impact on response times and that outpost locations optimized specifically for rush hour perform well throughout the day and week. Second, we demonstrated that re-positioning current outpost locations is a better alternative than adding new outposts, especially considering resource limitations in Dhaka. Additionally, a newly designed network can achieve comparable performance to the current network using only one-third of the resources. Half of the new outposts would coincide with current outpost locations, while the other half should be strategically positioned in the lower-income parts of the city. Third, we show that CNG-based ambulances may be able to capture three times more demand than ambulance vans due to their ability to access parts of the city with narrow roads such as slums. In addition, the routing flexibility offered by the larger road network available to CNGs can reduce average response times by 42% and worst-case response times by 43%. Our final experiment demonstrated that our robust optimization framework is able to produce networks with average response times that are up to 33.0% faster than a deterministic solution, comparable to a network designed with perfect information on the uncertainty.

Overall, this work highlights the opportunity of combining machine learning with optimization in the “small data” environments characteristic of LMICs to solve relevant healthcare and public policy challenges.
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Electronic Companion

EC.1. Hospital Survey

Table EC.1 shows the complete hospital survey questionnaire and possible responses. This survey was administered to patients via doctors and the results were translated from Bengali to English.

| Question                                                                 | Response Type          |
|-------------------------------------------------------------------------|------------------------|
| P1. What was the approximate time of the emergency?                     | Free text              |
| P2. When did you decide to leave for the hospital?                      | Free text              |
| P3. Which ward did you leave from?                                      | Ward Number            |
| P4. What time did you leave?                                            | Free text              |
| P5. What was your method of transportation?                             | A. Own car             |
|                                                                         | B. Rental car          |
|                                                                         | C. Rickshaw            |
|                                                                         | D. Ambulance           |
|                                                                         | E. CNG                 |
|                                                                         | F. Taxicab             |
|                                                                         | G. Other               |
| P6. What was the cost of transportation (in BDT)                        | A. <100                |
|                                                                         | B. 100-500             |
|                                                                         | C. 500-1000            |
|                                                                         | D. 1000+               |
| P7. Do you have a mobile phone?                                         | A. Yes                 |
|                                                                         | B. No                  |
| P8. Do you know how to contact an ambulance?                            | A. Yes                 |
|                                                                         | B. No                  |
| P9. Why did you not take an ambulance?                                  | Free text              |
| P10. Why did you come to this hospital?                                 | Free text              |
| H1. Name of hospital                                                    | Free text              |
| H2. What was the arrival time of the patient?                           | Free text              |
| H3. What is the general type of injury/complication?                    | Free text              |
| H4. What time did the patient first receive treatment?                  | Free text              |
EC.2. Demand data analysis

In this section, we conduct additional descriptive data analysis relevant to our project. Figure EC.1 shows a map of Dhaka’s 92 wards including those with a surveyed hospital and Table EC.2 provides summary statistics for key census characteristics. As noted above, ambulance usage was found to be quite low. Aside from cost, another possible explanation for low ambulance utilization is that ambulances were one of the slowest modes of transportation, while rickshaws, private cars, and other, which includes walking, were the fastest modes of transportation. Figure EC.2 displays the distribution of travel time from the trip origin to hospital for each mode of transportation. However, these results require careful interpretation. First, there is an extremely large variation in travel time for each mode, ranging from less than 5 minutes to over 8 hours. Second, many patients use rickshaws (and private cars) for shorter trips as shown in Table EC.3. Higher rickshaw usage, especially for short trips, is likely because rickshaws are readily available at all times and at nearly any location.

EC.3. Demand Estimation

In this section, we detail our methodology for estimating emergency transport demand. EC.3.1 focuses on population estimation, EC.3.2 focuses on estimating the expected number of ED visits per capita, and EC.3.3 presents our machine learning approach to predict the proportion of ED visits arriving via mode $M$. 

Figure EC.1  The map of Dhaka showing all 92 wards including wards without hospitals, wards with hospitals, and wards with surveyed hospitals.
Table EC.2  Demographic summary statistics across Dhaka’s 92 wards.

| Characteristic                        | Dhaka (all wards) | Individual ward | Minimum | Mean  | Maximum |
|---------------------------------------|-------------------|-----------------|---------|-------|---------|
| Population                            | 7,349,324         |                 | 18,170  | 79,884| 228,870 |
| Average household size                 | 4.3               |                 | 3.0     | 4.4   | 5.3     |
| Male-female population ratio           | 1.2               |                 | 0.9     | 1.3   | 2.5     |
| Population under 19 (%)               | 36.2              |                 | 22.9    | 35.5  | 43.5    |
| Population over 60 (%)                | 4.5               |                 | 2.4     | 4.5   | 7.6     |
| Married (%)                           | 59.0              |                 | 29.4    | 57.4  | 66.7    |
| Literacy (%)                          | 73.7              |                 | 52.5    | 74.9  | 90.4    |
| Pukka* house (%)                      | 58.4              |                 | 24.9    | 66.4  | 96.5    |
| Jupri* house (%)                      | 2.1               |                 | 0       | 1.8   | 11.2    |
| Sanitary toilet (%)                   | 58.0              |                 | 7.4     | 60.3  | 98.1    |
| Electricity (%)                       | 98.4              |                 | 92.5    | 98.8  | 99.9    |
| Rent-free home (%)                    | 3.4               |                 | 0.4     | 3.4   | 14.7    |
| Male-female employment ratio          | 2.0               |                 | 0.3     | 2.8   | 12.8    |

*Note that a Pukka house is a solid permanent dwelling usually made from brick or stone that is reflective of higher socioeconomic status, while a Jupri house is a temporary dwelling typically made from tin and other available supplies.

Figure EC.2  Distribution of travel time by mode of transportation.

EC.3.1. Estimating daytime ($n_{DT}^{w}$) and nighttime ($n_{NT}^{w}$) population

We obtained the daytime population in each ward from the Earthquake Vulnerability Assessment of Dhaka, which was conducted by the Government of Bangladesh with support from the United Nations Development Programme. In 2008, the total daytime population in Dhaka was estimated to be 6.63 million people. The nighttime population in each ward is obtained directly from the 2011 census and was estimated to be 7.35 million people. The population of Dhaka has been consistently growing at a rate of approximately 320,000 people per year [Streatfield and Karar 2008]. Under
the assumption that each ward is growing at a rate proportional to its population, we estimate the
total 2016 daytime and nighttime population in Dhaka to be 8.24 and 8.95 million, respectively.

**EC.3.2. Estimating the expected annual number of ED visits per capita ($\lambda_w$)**

In this section, we estimate the expected annual number of ED visits per capita in ward $w$ by
estimating the total number of annual ED visits in Dhaka. A recent study of a ED arrivals at a
“specialty corporate hospital” in Dhaka, found an average of 10,000 ED visits each year [Karim
et al. 2009]. This result requires careful interpretation because specialty hospitals can be very
expensive and serve only a limited population. To the best of our knowledge, there is no further
data on ED visits in Dhaka or other cities in Bangladesh.

To supplement this lack of data, we estimate the number of ED visits using data from other
similar South Asian cities. A study of three major government hospitals in Kirachi, Pakistan found
an average of 70,000 – 100,000 annual ED visits per hospital [Raftery 1996]. A similar study of
two major hospitals in New Dehli, India found that a private hospital with free emergency services
received 30,000 annual ED visits, while a government funded hospital with free services received
over 100,000 annual ED visits [PoSaw et al. 1998].

From these reports, we estimate the number of annual ED visits for a government funded hospi-
tal to be between 70,000 – 100,000 and we estimate the number of annual ED visits for a private
hospital to be between 10,000 – 30,000. Dhaka has 94 hospitals with EDs, of which 19 are govern-
ment funded. From this information, we estimate the number of annual ED visits to be between
2.08 – 4.15 million. Given that Dhaka has a population of 8.95 million, the visit rate is between
230 – 460 per 1000 persons. Therefore, the average number of annual ED visits per capita, $\lambda_w$, is
estimated to be between 0.23 – 0.46.

It is difficult to put these numbers into context because most LMIC countries do not collect
data on annual ED visits. However, data is available for 19 high income OECD countries and the

### Table EC.3

A breakdown of the inter-ward distance travelled by each mode of transportation.

| Mode       | Trips within ward (%) | Median travel distance for all trips (m) | Median travel distance for out of ward trips (m) |
|------------|-----------------------|-----------------------------------------|-----------------------------------------------|
| Rickshaw   | 30.2                  | 1358                                    | 1544                                          |
| CNG        | 6.8                   | 4749                                    | 5233                                          |
| Rental Car | 7.8                   | 6041                                    | 7018                                          |
| Private Car| 41.8                  | 1367                                    | 2462                                          |
| Ambulance  | 9.2                   | 3379                                    | 3670                                          |
| Taxi       | 5.0                   | 5737                                    | 6262                                          |
| Other      | 24.0                  | 2017                                    | 4041                                          |
average number of annual ED visits per capita across all countries is 0.31 with a range from 0.07 to 0.70 (Berchet 2015). These results require careful interpretation because they are from high income countries and they combine data from both rural and urban areas, which are known to have significant differences in ED visit rates. For example, in the US, urban areas have an annual rate of 0.32 ED visits per capita as compared to 0.45 ED visits per capita in rural areas. The only reliable data available for large urban areas is from New York City and Shanghai, which are similar to Dhaka in terms of population, but not in terms of culture or demographics. The annual per capita ED visit rates in New York City and Shanghai are 0.37 (Goins and Conroy 2015) and 0.33 (Zhang et al. 2014), respectively.

**EC.3.3. Estimating the proportion of ED visits arriving via mode \( M \) \( (\delta^M_w) \)**

In this section, we fit a regularized logistic regression model to predict the proportion of ED visits arriving via mode \( M \). In particular, we aim to estimate the proportion of ED visits arriving via ambulance \( (\delta^A_w) \) and the proportion of ED visits arriving via CNG \( (\delta^C_w) \), for each ward in Dhaka, respectively.

The nature of our data presents significant challenges for model training. Our survey data indicates that only 74 of Dhaka’s 92 wards include at least one surveyed patient and as a result, we cannot directly estimate \( \delta^M_w \) for each ward. Furthermore, only 32 of 92 wards include at least 20 observations. Given that the overall ambulance usage \( (\delta_A) \) is 7%, roughly 20 observations are required to ensure sufficient granularity in our estimations. One way to overcome the lack of data is to assume that \( \delta^M_w \) is uniform across all 92 wards and estimate a single proportion, \( \delta^M \), by grouping all wards together. Intuitively, assuming that \( \delta^M \) is uniform across all wards is analogous to using population as a proxy for the annual number of ambulance trips. We use this naive approach as a benchmark for our models. A second approach to overcome the lack of data is to group patients according to the ward in which the trip originated and calculate \( \delta^M_w \) for each ward with 20 or more patients (i.e., only 32 wards). We employ this approach and weight each \( \delta^M_w \) by the number of observations (i.e., patients) from ward \( w \). As a result, our final dataset includes 32 ward observations comprising 1,843 patients. For each ward, the features are a set of demographic variables selected from the census and the target is the proportion of ED trips via mode \( M \), i.e., \( \delta^M_w \), weighted according to the number of observations from ward \( w \).

Grouping patients by ward as opposed to a patient level approach that treats each patient as a unique observation is beneficial for our application for three key reasons: 1) we are interested in estimating \( \delta^M_w \) at the ward level, not the patient level, 2) we want our approach to be generalizable and this framework allows other regions in LMICs with only census data to apply our models, and 3) we require independent variables or features that are available for all 92 wards. The only features
available to us for all 92 wards are from the census and we link this data to the survey data (and mode choice) using the ward where the trip originated. In contrast, a patient level approach will cause all patients from the same ward to have identical independent variables, regardless of their mode choice.

The set of 27 demographic features we use in each model was selected from the census data, which contains 104 unique fields. To do this, we first remove all highly correlated ($R^2 > 0.85$) variables that appear to represent the same latent feature. In particular, we remove the minimum number of variables required to eliminate all pairwise correlations above 0.85. Next, we combined variables to create new features that have been previously shown to correlate with ambulance demand. For example, the original data contained male population, female population, and total population, which are all highly correlated. We kept total population and created a new variable using the ratio of male to female population. After this procedure, a final set of 27 demographic census features remained.

Our data is well suited for logistic regression because our observations can be viewed as independent Bernoulli trials and modelled using a binomial distribution. Given the large set of features and the likelihood of overfitting, we consider a logistic regression model with L1-regularization (LASSO), where $\gamma$ denotes the regularization parameter. We optimize over 1000 values of $\gamma$ between 0.0001 and 0.01. Recall, that the naive prediction approach mentioned above predicts a constant equal to the average $\delta^M$ across all wards. We also consider a weighed naive approach that predicts a constant equal to the weighted average $\delta^M$ across all wards.

We train our models using repeated 10-fold cross validation, which partitions the data into ten sets: eight sets of three wards and two sets of four wards. Each set is used exactly once as the testing set, while the remaining 9 are combined and used as the training set. We repeat this process 500 times to reduce the variance in our estimations of model accuracy. We measure prediction accuracy using root mean squared error

$$RMSE(y, \hat{y}) = \frac{1}{n}||y - \hat{y}||_2,$$

where $y \in \mathbb{R}^n$ are the true targets, $\hat{y} \in \mathbb{R}^n$ are the predicted targets, and $n$ is the number of samples. Once the value of $\gamma$ that minimizes RMSE is determined through repeated cross validation, we train a final model using this $\gamma$ and all available data to estimate $\delta^M_w$ for all 92 wards. All models were implemented using R version 3.3.3.

Figure [EC.3] displays a box plot of the RMSE distribution across the 500 repetitions for ambulance transport ($\delta^A_w$). The solid black line indicates the median and the box indicates the interquartile range. The whiskers extend to 1.5 times the interquartile range. The median RMSE was 0.04385
and 0.03935 for the naive and weighted naive, respectively. The logistic regression model performed the best with a median RMSE of 0.03886, corresponding to a 11.4% improvement over the naive approach and a 1.2% improvement over the weighted naive approach. Both improvements were found to be statistically significant at $\alpha = 0.05$ using the Wilcoxon signed-rank test. Although the logistic regression model only marginally improves upon the weighted naive approach, the model is able to provide insight into demographic features that contribute to ambulance usage as outlined below (also, see Table EC.4).

The logistic regression model with $\lambda = 0.00183$ was selected as the best method and trained using all available data. Table EC.4 provides information regarding the non-zero regression coefficients from the final model. The selected features include measures of population (avg. household size and ratio of males to females), a measure of social status (female marriage rate), and a measure of economic status (access to electricity). These results echo findings from previous research in developed urban centers in North America. In particular, we find that areas of higher social and economic status are more likely to use ambulances. For example, two of the wards with $\delta_{w}^{A} > 0.1$ include areas with a high density of foreigners and government officials and an area with major government offices, hospitals, and universities.

Figure EC.4 displays a box plot of the RMSE distribution across the 500 repetitions for CNG transport ($\delta_{w}^{C}$). The median RMSE was 0.180 and 0.181 for the naive and weighted naive, respectively. The logistic regression model preformed the best with a median RMSE of 0.176, corresponding to a 2.2% improvement over the naive approach and a 2.8% improvement over the weighted naive approach. Both improvements were found to be statistically significant at $\alpha = 0.05$ using the Wilcoxon signed-rank test.
Table EC.4  Non-zero regression coefficients as determined by LASSO for $\delta^A_w$.

| Feature                                      | Coefficient |
|----------------------------------------------|-------------|
| Intercept                                    | -4.065      |
| Average household size (number of persons)   | -0.085      |
| Ratio of male to female population           | 1.358       |
| Female marriage rate (%)                     | -0.014      |
| Access to electricity                        | 0.005       |

Figure EC.4  Comparison of RMSE between the logistic regression model and the naive approaches for $\delta^C_w$.

The logistic regression model with $\lambda = 0.0068$ was selected as the best method and trained using all available data. Table EC.5 provides information regarding the non-zero regression coefficients from the final model. We observe an increase in both the number and diversity of the regression coefficients for predicting $\delta^C_w$ as compared to $\delta^A_w$.

Although we focused on predicting the probability that a patient chooses an ambulance or CNG given that they require transportation to an ED (i.e., $\delta^M_w$, where $M = \{A, C\}$), our approach can be readily adapted to focus on other modes of transportation, such as rickshaws or motorcycles.

**EC.4. Travel time analysis**

**EC.4.1. Travel time data**

Figures EC5(a) and EC5(b) display the number of data samples per sampled edge and the number of edges per trip in the ambulance road network, respectively.
Table EC.5  Non-zero regression coefficients as determined by LASSO for $\delta^C_w$.

| Feature                                      | Coefficient |
|----------------------------------------------|-------------|
| Intercept                                    | -13.600     |
| Ratio of male to female population           | 0.062       |
| Male marriage rate (%)                       | -0.002      |
| Population between 0-19 (%)                  | 0.0077      |
| Population over 60 (%)                       | -0.149      |
| Disability rate (%)                          | -0.390      |
| Pukka house (%)                              | -0.028      |
| Access to a sanitary toilet with seal (%)    | 0.003       |
| Access to electricity (%)                    | 0.126       |
| Ratio of male to female employment           | 0.019       |

Figure EC.5  Histograms for collected GPS data. Only sampled edges are included in these figures.

EC.4.2. Travel time prediction

We compared the accuracy of four popular machine learning models: AdaBoost, Random Forest, linear regression with L1-regularization (LASSO), and K-nearest neighbors (KNN). For AdaBoost, we optimize the learning rate over $\{0.0001, 0.001, 0.01, 0.1, 1\}$ and number of weak learners over $\{100, 250, 500, 750, 1000\}$; for Random forest, we optimize the number of trees over $\{100, 250, 500, 750, 1000\}$; for LASSO, we optimize the regularization parameter over $\{0.0001, 0.001, 0.01, 0.1, 1\}$; for KNN we optimize the number of neighbors over $\{100, 250, 500, 750, 1000\}$. Each model contained an internal cross-validation procedure for hyper-parameter tuning. We train our models using repeated 10-fold cross validation and we repeat the cross validation process 100 times. We measure prediction accuracy using root mean squared error (RMSE). Once the final hyperparameters are determined, we train the model using all available data to obtain the final predictions of travel time, which are used in our optimization model. All
experiments were implemented using Python 3.5. Figures EC.6 and EC.7 display boxplots of the root mean squared error (RMSE) for each of the prediction models tested on edge and trip data, respectively.

To quantify the impact of geographical census features on prediction accuracy, we trained our sub-trip models with only distance and time features. Figure EC.8 displays a boxplot comparing the RMSE of our models trained with all features and with only distance and time features. The Lasso, AdaBoost, and RandomForest models improved when geographic features were included, and these improvements were found to be statistically significant using the Wilcoxon signed-rank test. The KNN model did not improve when geographical features were added because, unlike the other three models, KNN does not have an internal feature weighting process. In other words, the KNN model values all 73 features equally. By using only the distance and time features, we are implicitly selecting the most important features for the model. It may be possible that a small set of carefully selected geographical features added to the distance and time features will further improve KNN performance.
Figure EC.8 Mean-squared error results for sub-trip models with only distance and time features and with all features.

EC.5. Proof of Theorem 1.

Proof (by construction). Note that without vector notation, we can re-write NFF as:

\[
\min_{y, f} \sum_{(i,j) \in E} c_{ij} f_{ij}
\]

subject to

\[
\begin{align*}
\sum_{i \in N} y_i &= P, \\
\sum_{j \in O(i)} f_{ij} - \sum_{j \in I(i)} f_{ji} &\leq \alpha_i y_i - d_i, \forall i \in N, \\
y_i &\in \{0,1\}, \forall i \in N,
\end{align*}
\]

where \( I(i) = \{j \in N | (j,i) \in E\} \) and \( O(i) = \{j \in N | (i,j) \in E\} \). Recall the classic \( p \)-median formulation. The facility location variable is defined as \( x_{ii} = 1 \) if a facility is located at node \( i \in N \) and the assignment (routing) decision variables is denoted \( x_{ij} = 1 \) if demand node \( j \) has been assigned to facility node \( i \). Using this notation, the \( p \)-median problem (ReVelle and Sain 1970) can be formulated as:

\[
\min_{x} \sum_{i \in N} \sum_{j \in N} d_{ij} x_{ij}
\]

subject to

\[
\begin{align*}
\sum_{i \in N} x_{ii} &= P, \\
\sum_{i \in N} x_{ij} &= 1, \forall j \in N, \\
x_{ii} &\geq x_{ij}, \forall i, j, i \neq j, \in N, \\
x_{ij} &\geq 0, \forall i, j \in N, i \neq j, \\
x_{ii} &\in \{0,1\}, \forall i \in N,
\end{align*}
\]

where \( t_{ij} \) denotes the shortest travel time between nodes \( i, j \in N \) (\( i \) and \( j \) need not be adjacent) and \( t_{ii} = 0, \forall i \in N \). The optimal solution to (EC.2) is denoted by \( \hat{x} \).
We first show that the $p$-median is polynomially reducible to NFF. That is, we show that the optimal solution from the $p$-median can be transformed into the optimal solution of NFF in polynomial time and both solutions have the same optimal cost. First, set $\bar{y}_i = \bar{x}_{ii}, \forall i \in N$. By definition, the demand weighted shortest path length from $w \in N$ to $r \in N$ is given by $d_r t_{wr}$. To find the path from $w$ to $r$ (i.e., the sequence of nodes $i_w, ..., i_r$) along which flow must be directed, we solve:

$$\begin{align*}
\text{minimize} & \quad \sum_{(i,j) \in E} c_{ij} f_{ij}^r \\
\text{subject to} & \quad \sum_{i \in O(r)} f_{ri}^w - \sum_{i \in I(r)} f_{ir}^w = d_w, \\
& \quad \sum_{j \in O(i)} f_{ij}^w - \sum_{j \in I(i)} f_{ji}^w = 0, \forall i \in N \setminus \{r, w\}, \\
& \quad \sum_{j \in O(w)} f_{wj}^w - \sum_{i \in I(w)} f_{iw}^w = -d_w, \\
& \quad f_{ij} \geq 0, \forall (i, j) \in E.
\end{align*}$$

(EC.3)

We denote the optimal solution to (EC.3) as $\hat{\mathbf{y}}, \hat{\mathbf{f}}$. For the special case when $r = w$, Formulation (EC.3) is not well-defined and we assume that the shortest path has length zero (i.e., no flow is produced and $f_{ij}^w = f_{ij}^r = 0, \forall i, j \in N$). Set $\tilde{f}_{ij} = \sum_{r \in N} \sum_{w \in N} \tilde{f}_{ij}^r \tilde{x}_{rw}$ to obtain a solution $(\tilde{\mathbf{y}}, \tilde{\mathbf{f}})$ to Formulation (EC.1). We now show that the obtained solution $(\tilde{\mathbf{y}}, \tilde{\mathbf{f}})$ is feasible with respect to (EC.1).

For the first constraint, we have:

$$\sum_{i \in N} \tilde{y}_i = \sum_{i \in N} \tilde{x}_{ii} = P.$$

For the second constraint, define $J = \{j \in N \mid y_j = 0\}$ and $I = \{i \in N \mid y_i = 1\}$. Note that $I \cup J = N$. Consider some $k \in J$ (i.e., $y_k = 0$),

$$\sum_{j \in O(k)} \tilde{f}_{kj} - \sum_{j \in I(k)} \tilde{f}_{jk} = \sum_{j \in O(k)} \sum_{r \in N} \sum_{w \in N} \tilde{f}_{kj}^w \tilde{x}_{rw} - \sum_{j \in I(k)} \sum_{r \in N} \sum_{w \in N} \tilde{f}_{jk}^w \tilde{x}_{rw},$$

$$= \sum_{r \in N} \sum_{w \in N} \tilde{x}_{rw} \left( \sum_{j \in O(k)} \tilde{f}_{kj}^w - \sum_{j \in I(k)} \tilde{f}_{jk}^w \right),$$

$$= \sum_{r \in N \setminus \{k\}} \tilde{x}_{rk} \left( \sum_{j \in O(k)} \tilde{f}_{kj}^r - \sum_{j \in I(k)} \tilde{f}_{jk}^r \right) + \sum_{w \in N \setminus \{k\}} \tilde{x}_{kw} \left( \sum_{j \in O(k)} \tilde{f}_{kj}^w - \sum_{j \in I(k)} \tilde{f}_{jk}^w \right),$$

$$+ \sum_{r \in N \setminus \{k\}} \sum_{w \in N \setminus \{k\}} \tilde{x}_{rw} \left( \sum_{j \in O(k)} \tilde{f}_{kj}^w - \sum_{j \in I(k)} \tilde{f}_{jk}^w \right) + \tilde{x}_{kk} \left( \sum_{j \in O(k)} \tilde{f}_{kj}^k - \sum_{j \in I(k)} \tilde{f}_{jk}^k \right),$$

$$= \sum_{r \in N \setminus \{k\}} \tilde{x}_{rk} (-d_k) + \sum_{w \in N \setminus \{k\}} \tilde{x}_{kw} (d_w) + \sum_{r \in N \setminus \{k\}} \sum_{w \in N \setminus \{k\}} \tilde{x}_{rw}(0) + \tilde{x}_{kk}(0),$$

$$= -d_k.$$
Consider some \( k \in I \) (i.e., \( y_k = 1 \)),
\[
\sum_{j \in O(k)} \hat{f}_{kj} - \sum_{j \in I(k)} \tilde{f}_{jk} = \sum_{j \in O(k)} \sum_{r \in N} \sum_{w \in N} \hat{f}_{rw} \hat{x}_{rw} - \sum_{j \in I(k)} \sum_{r \in N} \sum_{w \in N} \tilde{f}_{rw} \tilde{x}_{rw},
\]
\[
= \sum_{r \in N} \sum_{w \in N} \hat{x}_{rw} \left( \sum_{j \in O(k)} \hat{f}_{kj} - \sum_{j \in I(k)} \tilde{f}_{jk} \right),
\]
\[
= \sum_{r \in N \setminus \{k\}} \hat{x}_{rk} \left( \sum_{j \in O(k)} \hat{f}_{kj} - \sum_{j \in I(k)} \tilde{f}_{jk} \right) + \sum_{w \in N \setminus \{k\}} \hat{x}_{kw} \left( \sum_{j \in O(k)} \hat{f}_{kj} - \sum_{j \in I(k)} \tilde{f}_{jk} \right)
+ \sum_{r \in N \setminus \{k\}} \sum_{w \in N \setminus \{k\}} \hat{x}_{rw} \left( \sum_{j \in O(k)} \hat{f}_{rw} - \sum_{j \in I(k)} \tilde{f}_{rw} \right) + \hat{x}_{kk} \left( \sum_{j \in O(k)} \hat{f}_{kj} - \sum_{j \in I(k)} \tilde{f}_{jk} \right)
\]
\[
= \sum_{w \in N \setminus \{k\}} \hat{x}_{rw} \left( \sum_{j \in O(k)} \hat{f}_{rw} - \sum_{j \in I(k)} \tilde{f}_{rw} \right) + \hat{x}_{kw} \left( \sum_{j \in O(k)} \hat{f}_{rw} - \sum_{j \in I(k)} \tilde{f}_{rw} \right)
\]
\[
\leq \sum_{w \in N \setminus \{k\}} d_w = \sum_{w \in N} d_w - d_k = \alpha - d_k.
\]

Lastly, we show that the objective function values of both solutions are equal,
\[
\sum_{(i, j) \in E} c_{ij} \hat{f}_{ij} = \sum_{(i, j) \in E} c_{ij} \sum_{r \in N} \sum_{w \in N} \hat{f}_{rw} \hat{x}_{rw},
\]
\[
= \sum_{r \in N} \sum_{w \in N} \hat{x}_{rw} \sum_{(i, j) \in E} c_{ij} \hat{f}_{rw},
\]
\[
= \sum_{r \in N} \sum_{w \in N} \hat{x}_{rw} d_w t_{rw}.
\]

We now prove the reverse direction. That is, a solution from NFF can be transformed into a solution for the \( p \)-median with the same optimal cost. We denote the optimal solution to NFF as \((\hat{y}, \hat{f})\).

First, we set \( \hat{x}_{kk} = \hat{y}_k, \forall k \in N \). Define \( J = \{ r \in N \mid \hat{y}_r = 0 \} \) and \( I = \{ w \in N \mid \hat{y}_w = 1 \} \). Note that \( I \cup J = N \). Compute \( t_{rw}, \forall r \in I \) and \( \forall w \in J \) (i.e., the shortest path between nodes \( r \) and \( w \)). This can be done by using Dijkstra’s algorithm or by extracting the path lengths directly from the given optimal solution to NFF. Both methods are polynomial time.

Now, consider some \( k \in J \), and solve \( \text{argmin}_{i \in I} t_{ik} \). Denote the optimal index as \( i^k \) and the optimal value as \( t_{ik} \). Set \( \hat{x}_{jk} = 1, \tilde{x}_{kj} = 0, \forall j \in N \), and \( \hat{x}_{ik} = 0, \forall i \in N \setminus \{i^k\} \). Consider some \( k \in I \), which implies that \( \hat{x}_{kk} = 1 \). Set \( \hat{x}_{ik} = 0, \forall i \in N \setminus \{k\} \) to obtain the solution, \( \hat{x} \). We now show that the obtained solution \( \hat{x} \) is feasible for the \( p \)-median.

For the first constraint, we have:
\[
\sum_{i \in N} \hat{x}_{ii} = \sum_{i \in N} \hat{y}_i = P.
\]
For the second constraint, consider \( r \in J \). By our construction, \( \tilde{x}_{ir} = 1 \) and \( \tilde{x}_{ir} = 0, \forall i \in N \setminus \{ i' \} \).

Therefore, \( \sum_{i \in N} \tilde{x}_{ir} = \tilde{x}_{ir} + \sum_{i \in N \setminus \{ i' \}} \tilde{x}_{ir} = 1 \). Consider, \( w \in I \). By our construction, \( \tilde{x}_{iw} = 1 \) and \( \tilde{x}_{iw} = 0, \forall i \in N \setminus \{ w \} \). Therefore, \( \sum_{i \in N} \tilde{x}_{iw} = \tilde{x}_{iw} + \sum_{i \in N \setminus \{ w \}} \tilde{x}_{iw} = 1 \). Combining these implies \( \sum_{i \in N} \tilde{x}_{ij} = 1, \forall j \in N \).

For the third constraint, consider \( r \in J \). By our construction \( \tilde{x}_{rr} = 0 \) and \( \tilde{x}_{rk} = 0, \forall k \in N \setminus \{ r \} \).

Therefore, \( \tilde{x}_{rr} \geq \tilde{x}_{rk}, \forall r, k \in N \setminus \{ r \} \). Consider \( w \in I \). By our construction, \( \tilde{x}_{ww} = 1 \) and \( \tilde{x} \in \{ 0,1 \} \) (i.e., \( \tilde{x} \leq 1 \)), therefore we have \( \tilde{x}_{ww} \geq \tilde{x}_{wk}, \forall w, k \in N \setminus \{ w \} \). Combining these implies \( \tilde{x}_{ii} \geq \tilde{x}_{ij}, \forall i, j \in N \).

Lastly, we show that the objective function values are equal. First we must derive some intermediate information. Consider the following optimization problem with \( \hat{y} \) fixed,

\[
\begin{align*}
\text{minimize} & \quad \sum_{(i,j) \in E} f_{ij} c_{ij} \\
\text{subject to} & \quad \sum_{j \in O(i)} f_{ij} - \sum_{j \in I(i)} f_{ji} \leq \alpha \hat{y}_i - d_i, \forall i \in N, \\
& \quad f_{ij} \geq 0, \forall (i,j) \in E.
\end{align*}
\]

Denote the optimal solution of \((\text{EC.4})\) by \( \hat{f} \). The dual of \((\text{EC.4})\) is given by,

\[
\begin{align*}
\text{maximize} & \quad \sum_{i \in N} p_i (\alpha \hat{y}_i - d_i) \\
\text{subject to} & \quad p_i - p_j \leq c_{ij}, \forall (i,j) \in E, \\
& \quad p_i \leq 0, \forall i \in N.
\end{align*}
\]

Denote the optimal solution to \((\text{EC.5})\) by \( \hat{p} \). The dual variable \( \hat{p}_k \) represents the change in optimal cost due to increasing \( d_k \) by one unit. If we increase \( d_k \) by one unit, the optimal solution will increase by the length of the shortest path from \( i \in I \) to \( k \). Therefore, at optimality, the value of \(-p_k\) (because \( p_k \) is negative in \((\text{EC.5})\)) is equal to the length of the shortest path from \( i \in I \) to \( k \in J \).

Mathematically, \(-p_k = t_{ik,k} \). Note that this implies that \( p_k = 0, \forall k \in I \) because the shortest path from a facility to itself, has length zero.
Now we show that optimal costs are equal:

\[
\sum_{r \in R} \sum_{w \in N} \tilde{x}_{rw} d_w t_{rw} = \sum_{r \in I} \sum_{w \in N} \tilde{x}_{rw} d_w t_{rw} + \sum_{r \in I} \sum_{w \in (r)} \tilde{x}_{rw} d_w t_{rw} + \sum_{w \in J} \tilde{x}_{rw} d_w t_{rw} + \tilde{x}_{ww} d_w t_{ww}
\]

\[
= \sum_{r \in I} \sum_{w \in N} \tilde{x}_{rw} d_w t_{rw} \quad (t_{ww} = 0, \tilde{x}_{rw} = 0, \forall r \in J, w \in N, \text{ and } x_{wr} = 0, \forall w \in I, r \in I \setminus \{w\})
\]

\[
= \sum_{w \in J} d_w \sum_{r \in I} \tilde{x}_{rw} t_{rw} \quad \text{(By our construction)}
\]

\[
= - \sum_{w \in J} d_w \hat{p}_w \quad \text{(From duality)}
\]

\[
= - \sum_{w \in N} d_w \hat{p}_w \quad (\hat{p}_w = 0, \forall w \in J)
\]

\[
= \alpha \sum_{w \in N} y_w \hat{p}_w - \sum_{w \in N} d_w \hat{p}_w \quad (\hat{p}_w = 0, \forall w \in I \text{ and } y_w = 0, \forall w \in J)
\]

\[
= \sum_{w \in N} \hat{p}_w (\alpha y_w - d_w)
\]

\[
= \sum_{(r,w) \in E} \hat{f}_{rw} c_{rw} \quad \text{(By strong duality)}
\]

Combining both directions, we have that

\[
\sum_{(i,j) \in E} \bar{f}_{ij} c_{ij} = \sum_{i \in I} \sum_{j \in N} \bar{x}_{ij} d_j t_{ij} \leq \sum_{i \in I} \sum_{j \in N} \tilde{x}_{ij} d_j t_{ij}, \forall \tilde{x},
\]

and that

\[
\sum_{i \in I} \sum_{j \in N} \bar{x}_{ij} d_j t_{ij} = \sum_{(i,j) \in E} \bar{f}_{ij} c_{ij} \leq \sum_{(i,j) \in E} \tilde{f}_{ij} c_{ij}, \forall \bar{f}.
\]

Therefore,

\[
\sum_{i \in I} \sum_{j \in N} \bar{x}_{ij} d_j t_{ij} = \sum_{(i,j) \in E} \tilde{f}_{ij} c_{ij}. \quad \square
\]

**EC.6. Proof of Theorem 2.**

*Proof.* Let \( Y = \{ y \mid e^t y = P, y \geq 0 \} \) and \( F(y, d) = \{ f \mid Af \leq \alpha I y - d, f \geq 0 \} \). Then, R-NFF can be written as

\[
\min_{y \in Y} \max_{c \in C, d \in D} \min_{f \in F(y, d)} c' f,
\]

or in epigraph form

\[
\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad t \geq \max_{c \in C, d \in D} \min_{f \in F(y, d)} c' f.
\end{align*}
\]
Enumerating the elements of $D$, the model becomes

$$\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad t \geq \max_{c \in C} \min_{f \in F(y,d^k)} c'f, \quad k = 1, \ldots, N.
\end{align*}$$

Since $C$ and $F(y,d^k)$ are disjoint, we can swap the min and max using the min-max theorem (Neumann 1928):

$$\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad t \geq \min_{f \in F(y,d^k)} \max_{c \in C} c'f, \quad k = 1, \ldots, N.
\end{align*}$$

We then replace $f$ by $f^k$ for each scenario $k$, which yields:

$$\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad t \geq \min_{f^k \in F(y,d^k)} \max_{c \in C} c'f^k, \quad k = 1, \ldots, N.
\end{align*}$$

We can now move $f^k$ to the outer minimization problem:

$$\begin{align*}
\text{minimize} & \quad t \\
\text{subject to} & \quad t \geq \maximize_{c \in C} c'f^k, \quad k = 1, \ldots, N, \\
& \quad f^k \in F(y,d^k), \quad k = 1, \ldots, N.
\end{align*}$$

Finally, for each $k$, we take the dual of the inner maximization problem to obtain the required result. □

EC.7. Comparison of solution approaches

Figure EC.9 displays the performance of HSGen as a function of the number of random starts and random interchanges for different numbers of scenarios and different numbers of outposts. Figure 9(a) shows that HSGen improves significantly from one to ten random starts, but does not appear to improve much beyond ten. By contrast, Figure 9(b) displays a small improvement from one to ten random starts and only marginal improvements thereafter. Thus, we use ten random starts to conduct our real experiments on the Dhaka road network. Figures 9(c) and 9(d) show that there does not appear to be a correlation between increasing the number of random interchanges and the overall solution quality. However, in all cases, there is a small improvement from one to 10 random interchanges. Thus, we use we use ten random interchanges to conduct our real experiments on the Dhaka road network.

EC.8. Dhaka Experiments

Figure EC.10 depicts the locations of all 67 current outposts.
EC.8.1. What is impact of the travel time budget?

In this section, we conduct a sensitivity analysis to determine the impact of the travel time budget. We use the HSGen algorithm with 10 random starts and 10 random interchanges to solve (6) with $P = 20$ and $B = \{0, 100, 1000, 2500, 5000, 7500, 10000\}$. We then apply the outpost locations resulting from a budget of 1000 seconds to all seven budget instances. We compare these results with the response time of outpost locations optimized and evaluated on the same budget. We conduct separate experiments for each of the three temporal combinations.

Figure EC.11 compares the response time performance between a fixed travel time budget and a problem-specific travel time budget for each of the three temporal combinations. For rush hour, the fixed budget outpost locations perform better when evaluated on networks with budgets of 2500 and 10000 with an average improvement of 1.45 minutes (4.5%). For all other instances, the
EC.8.1.1. Discussion and policy implications. Our results suggest that the outpost locations determined using a travel time budget of 1000 seconds are relatively insensitive to changes the travel time budget. This is an important result that implies that ambulance providers in Dhaka can use the optimal outpost locations from a budget of 1000 seconds without concern that these locations will perform significantly worse for other travel time budgets.

EC.8.2. What is the value of re-positioning current outpost locations?

Figure EC.11 displays the distribution of average response time for each number of re-positioned outposts during weekend and overnight. Similar to rush hour, re-locating a single outpost reduces response times by 1.5 minutes (15.0%) and 1.8 minutes (13.6%) for overnight and weekend, respec-
Re-positioning all 67 outposts provides overall response time improvements of 5.7 minutes (57%) and 7.6 minutes (58%) for overnight and weekend, respectively.

Figure EC.13(a) depicts the location of the old and new outpost for overnight and weekend. The road network travel time between the old and new locations for overnight and weekend is 80.8 and 80.2 minutes, respectively. Although the old outpost locations are different, the new outpost location is the same for both overnight and weekend. The new location chosen for both overnight and weekend is also very near to the new outpost location chosen for rush hour. These results further demonstrate that this area is undeserved for all temporal combinations.

Figures EC.13(b), EC.13(c), and EC.13(d) display the location of all current outposts, the old outpost locations, and the new outpost locations when re-positioning all 67 outposts for rush hour, overnight, and weekend. During rush hour, 16 outposts remain the same and the average travel time distance between an old and new outpost is 44.0 minutes. In contrast, only 7 and 10 outpost remain the same for overnight and weekend, respectively. The average distance between an old and new outpost for overnight and weekend is 10.1 and 12.4 minutes, respectively. Across all three instances, a significant number of new outposts are located in the bottom left, bottom center, and bottom right wards suggesting that these areas are under-served. In particular, the bottom center area with a cluster of road network nodes includes Old Dhaka - a densely populated area with many narrow streets.

EC.8.3. What is the value of adding additional outpost locations to the current network?

Figure EC.14 displays the response time distribution for each number of additional outposts. Adding a single new outpost for both overnight and weekend provides the largest value with reductions of 1.5 minutes (15.0%) and 1.5 minutes (11.5%), respectively. Figure EC.15 displays the locations of 20 new outposts for overnight and weekend. The addition of 20 new outposts provides a reduction in response time of 4.8 minutes (47.8%) and 5.9 minutes (44.6%) for overnight and
(a) A single repositioned outpost for overnight
(b) All 67 outposts repositioned during rush hour and weekend

(c) All 67 outposts repositioned during overnight
(d) All 67 outposts repositioned during weekend

Figure EC.13 The location of new and old repositioned outposts.

Figure EC.14 Response time performance of adding additional outpost locations.

weekend, respectively. These results suggest that adding 20 new outposts provides similar value to re-positioning all 67 outposts.
EC.8.4. What is the value of designing a completely new emergency response network?

Figure EC.16 displays the distribution of average response time for overnight and weekend. The response time performance of 20 new outpost locations is 0.5 minutes (5.0%) and 0.5 minutes (3.6%) worse than the current 67 outposts for overnight and weekend, respectively. Figure EC.17 depicts the location of 20 new outposts. The are five current outposts that are the same as the new locations for both overnight and weekend, respectively. In general, the overnight and weekend locations are quite similar to each other with 9 of the same locations. On the other hand, the rush hour locations are typically quite different from the overnight and weekend locations with only 5 and 2 outposts in common, respectively.
Figure EC.17  The locations of 20 new outposts.