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Abstract

In this work, the application of the multi-dimensional higher order dynamic mode decomposition (HODMD) is proposed for the first time to analyse combustion databases. In particular, HODMD has been adapted and combined with other pre-processing techniques (generally used in machine learning), in light of the multivariate nature of the data. A truncation step separate the main dynamics driving the flow from less relevant non-linear dynamics. The method is applied to analyse a database obtained from a Computational Fluid Dynamics (CFD) simulation of an axisymmetric, time varying, non-premixed, co-flow methane flame carried out by means of a detailed kinetic mechanism. Results show that HODMD can reconstruct the main jet dynamics with a reduced number of relevant modes, able to reproduce the system dynamics. These modes are found to be representative for the main flow physics with two main advantages: (i) they provide for the possibility to achieve a strong simplification with respect to the high-dimensional input data, and at the same time (ii) a small reconstruction error with respect to the original dataset is observed. In addition, the method was also validated considering a reduced matrix obtained using Principal Component Analysis (PCA) based feature selection and the Varimax rotation. This validation also reveals that it is not important to have all the variables in the dataset, just a group of them is necessary to obtain the main dynamics of the system. This has an impact on feature selection and on the cost these methodologies for very massive data.
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1. Introduction

Fighting the climate change is one of the major challenges of our society. Reducing the pollutants produced from the combustion of fossil fuels, improving the energy efficiency in industrial devices, or producing new smart energy carriers, are only few examples from the multiple research topics in this field. A strong effort is carried out by the research community to study in detail and to understand the flow physics of reacting flows, motivated by the need to improve the performance and the efficiency of the combustion process and with the aim at finding new eco-friendly alternatives to the current use of fossil fuels.

However, the high complexity associated to the combustion process, from both a physical and chemical point of view, makes it challenging to perform detailed experimental or numerical investigations. On the one hand, carrying out experimental measurements is very complicated because of the small characteristic time scales and the complex chemical reactions driving the dynamics in reacting flows, and also because of the high cost to the use of specialized and sophisticated infrastructures. On the other hand, the large number of species involved in combustion processes, the range of scales and the non-linear turbulence-chemistry impose the use of large computer facilities to obtain accurate and extensive databases allowing to study in detail the complex physics of the flow to understand turbulent combustion [1]. Moreover, the enormous computational cost (CPU time and memory) associated to solve industrial problems limits the advancement in the field. A good alternative to overcome such limitations is using reduced order models (ROMs). ROMs have lately spread within the field of reacting flows, as they offer the opportunity to
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simplify the complex nature of the physical problem, as well as to create high fidelity lower-dimensional models which represent the physics with a low level of error [2–4]. Using ROMs, it is possible to model the main flow dynamics with a reduced computational cost.

Principal Component Analysis (PCA) [2, 5–7] has found widespread application in combustion. PCA is a statistical technique whose aim is to find lower-dimensional manifolds by identifying correlations between the input variables, which are then combined linearly to eventually reduce the problem dimension [8, 9]. The application of PCA has been proved suitable for dimensionality reduction and feature extraction [2, 3, 7, 10], clustering [11, 12], and data analysis and feature selection [13–17].

More recently, dynamic mode decomposition (DMD) [18] has also been introduced as a good tool to extract patterns and develop ROMs in reacting flows. The main advantage of this technique lies in its ability to identify the main frequencies and features, known as DMD modes, leading the flow dynamics of the problem studied. Such modes could be related to flow instabilities reflecting the underlying physical mechanisms driving the flow [19]. Hence, DMD can potentially complement PCA, while considering physical principles governing the flow to develop new efficient ROMs. Some examples of DMD applied to the analysis of reacting flows in the last decade are detailed as follows. Richcoeur et al. [20] applied DMD to study the main dynamics in turbulent combustion, studying in detail the performance of DMD when applied to the analysis of experimental databases. Souvick et al. [21] used DMD in experimental databases to identify the main patterns connected to flow stabilities in a swirl-stabilised dump combustor. In the same line, several authors have used DMD to identify the main flow patterns, linked with the main instabilities present in the flow. For instance, in the analysis of experimental databases, Quinlan et al. [22] developed a technique based on DMD to extract the main patterns and frequencies related to the resonant modes producing an induced transverse combustion instability; Huang et al. [23] used DMD to study of self-excited longitudinal combustion instabilities in laboratory-scaled single-element gas turbine and rocket combustors. Motheau et al. [24] used DMD for the analysis of a LES database, with the aim at developing a low-order model showing that one of the mechanism triggering combustion instability is related to convected and acoustic entropy waves. More applications of DMD to identify patterns and flow instabilities in reactive flows include the work by Abou-Taouk et al. [25], who studied a V-flame in an afterburner-type configuration; the work by Ghani et al. [26], who identified the main patterns in an industrial gas turbine combustion chamber; and the work by Grenga et al. [27, 28], who proposed a more efficient implementation of DMD, suitable to elucidate multiphysics requiring with a reduced memory usage, which was tested in a DNS database solving a turbulent premixed flame problem.

As explained in Ref. [29], the application of DMD is limited to some specific conditions of the database analysed and the physical mechanism underlying the problem under study. Hence, in the analysis of complex dynamical systems, noisy experimental databases, DMD suffers in identifying robust and accurate results modelling the flow dynamics, or may even fail. Higher Order Dynamic Mode Decomposition (HODMD) [30] is introduced as an alternative to overcome such limitations. HODMD is a more robust extension of DMD, which has been proven suitable to the analysis of non-reactive complex flows and noisy experimental data in several complex and industrial applications [31–34]. The performance of HODMD showed in the previous applications, makes it a suitable tool for the analysis of reactive flows and turbulent combustion. This article introduces for the first time, to the authors knowledge, the application of HODMD to analyse a combustion database. More specifically, HODMD algorithm is extended for the analysis of reacting flows, formed by a large number of variables and species, with different magnitudes. The method is able to reduce the data dimensionality and to identify the main frequencies and associated patterns driving the flow dynamics, with the aim at developing a ROM. This application of HODMD is illustrated in a numerical database of a laminar reacting flow representative for the oxidation of a methane jet in air. The results are validated with reduced dimensionality data obtained with PCA. Since HODMD is fully data-driven, this algorithm could be easily extended to the analysis of other type of flows.

The article is organised as follows. Section 2 introduces the methodology used to develop this work. The description of the database generated numerically is introduced in Section 3. Finally, the main results and conclusions are presented in Section 4 and Section 5, respectively.

2. Methodology

This section introduces the theoretical aspects of the two algorithms that are applied in this paper to identify the main patterns and frequencies driving the flow dynamics: the higher order dynamic mode decomposition [30] and
the principal component analysis (PCA) [5], both combined with pre-processing strategies generally used in machine learning. In particular, PCA will also be coupled with the Varimax rotation method [35] to identify a subset of main variables from a database containing a larger number of variables.

2.1. Higher Order Dynamic Mode Decomposition

Higher order dynamic mode decomposition (HODMD) [30] is a data-driven method introduced as a robust extension of dynamic mode decomposition (DMD) [18] for the analysis of complex non-linear dynamical systems. Similarly to DMD, HODMD decomposes spatio-temporal data \( v(x, y, z, t_k) \), collected at time instant \( t_k \) (for convenience expressed as \( v_k \)), as an expansion of \( M \) Fourier-like modes. For two-dimensional databases (as presented in this article), the decomposition reads

\[
v(x, y, t_k) \approx v_k^{\text{approx}} = \sum_{m=1}^{M} a_m u_m(x, y)e^{i \omega_m t_k + i \delta_m}, \quad k = 1, \ldots, K,
\]

where \( u_m \) are the DMD modes and \( a_m, \omega_m, \delta_m \) are their associated amplitudes, frequencies and growth rates. From a practical point of view, it is necessary to collect a group of data equi-distant in time with time interval \( \Delta t \), in the following snapshot matrix

\[
V_1^K = [v_1, v_2, \ldots, v_k, v_{k+1}, \ldots, v_{K-1}, v_K].
\]

with dimension \( J \times K \), with \( J = N_{\text{variable}} \times N_x \times N_y \), where \( N_{\text{variable}} \) are the number of variables considered in the database, and \( N_x \) and \( N_y \) are the number of grid points along the streamwise and normal (or radial) directions. Hence, for a vector containing \( j \) variables, each variable, formed by vectors collected at time \( t_k \), is included in consecutive rows in the snapshot matrix (2). In what follows, when the snapshot matrix \( V_1^K \) formed by a single variable \( j \), it is referred as \( v_j \).

HODMD relies on the following high-order Koopman assumption, which relates \( d \) (tunable) subsequent snapshots as

\[
v_{k+d} = R_i v_k + R_{j} v_{k+1} + \ldots + R_d v_{k+d-1}, \quad k = 1, \ldots, K - d,
\]

where \( R \) (for \( i = 1, \ldots, d \)) are the (so-called) Koopman operators, which are linear and contain the dynamics of the system. This is the essence of HODMD, which provides high accurate results, even in the analysis of highly complex databases. When \( d = 1 \), the Koopman assumption approximates the standard DMD algorithm. Details about the HODMD algorithm can be found in [30, 36], and the Matlab codes can be found in [37].

In what follows, the accuracy of the approximation of the original database \( v_k^{\text{approx}} \) using the DMD expansion eq. (1) will be measured in terms of the relative root mean square (RRMS) error as

\[
\text{RRMS error} = \sqrt{\frac{\sum_{k=1}^{K} \|v_k^{\text{approx}} - v_k\|_2^2}{\sum_{k=1}^{K} \|v_k\|_2^2}}.
\]

2.2. HODMD in combustion flows

The robustness and accuracy of HODMD has been tested in a wide range of applications, including the analysis of complex flows (i.e., noisy experiments[36], transitional flows[38], turbulent flows[34]) to create reduced order models[39] or to extract patterns and to study the flow physics[29]. However, the analysis was limited to database including the three velocity components and pressure. In combustion systems, it is common to deal with a larger number of variables with different magnitudes. Hence, it is necessary carefully pre-processing the data before starting with the analysis, with the aim at extracting the maximum quantity of relevant information from the problem studied. For such aim, this article introduces a three-steps method based on HODMD, which summarizes the novel application of this algorithm for the analysis of combustion data. Moreover, different strategies to reduce the data dimensionality are introduced and discussed. The three-step method is defined as follows.

**Step 1: Centering and scaling.**

Combustion data usually consist of variables that have different units and ranges, such as temperature and chemical species, which therefore entails the need to pre-process them before applying any data-driven algorithm.
Centering consists on the subtraction of the mean value for a given variable to focus on the fluctuations. Scaling the variables to a uniform range is also important because it is common to have order of magnitudes of difference among the different variables. The aforementioned pre-processing operations are accomplished as follows:

$$\tilde{v}_j = \frac{v_j - \bar{v}_j}{c_j},$$  \hspace{1cm} (5)

where $\bar{v}_j$ represents the temporal mean of the variable $v_j$, and $c_j$ is the scaling factor. In this paper, two scaling methods are considered:

- Auto scaling: Uses the standard deviation of each variable, $\sigma_j$, as the scaling factor.
- Range scaling: Uses the difference between the maximum and minimum value of each variable as the scaling factor.

As observed by Parente and Sutherland [5], some scaling methods may emphasize the relevance of some variables because of their distribution. Auto scaling gives similar importance to all the different variables, while range scaling performs better for most of the major species.

**Step 2: Dimension reduction via HOSVD.**

A two-dimensional database can be re-organized into a fourth-order tensor $A_{i_1i_2i_3k}$ (with indexes associated to each one of the components, for $i_1 = 1, \ldots , N_{\text{variables}}$, $i_2 = 1, \ldots , N_x$, $i_3 = 1, \ldots , N_y$, and $k = 1, \ldots , K$), in which each one of the four dimensions correspond to the variables of the dataset, the two spatial components (namely, streamwise, $x$, and normal or radial, $y$, components) and the temporal component, $t$, respectively. The high order singular value decomposition (HOSVD) method [40] can then be used to reduce the data dimensionality in a highly efficient way. This algorithm applies standard SVD to each one of the fibers composing the tensor (see details and the Matlab code to perform this analysis in Ref. [37]), resulting in an expansion as

$$A_{i_1i_2i_3k} = \sum_{p_1=1}^{P_1} \sum_{p_2=1}^{P_2} \sum_{p_3=1}^{P_3} S_{p_1p_2p_3} U_{i_1p_1} W^{(x)}_{i_2p_2} W^{(y)}_{i_3p_3} T_{kn},$$  \hspace{1cm} (6)

where $S_{p_1p_2p_3}$ is a fourth-order tensor (called the core tensor) and the columns of the matrices $U$, $W^{(x)}$, $W^{(y)}$, and $T$ are known as the SVD modes of the decomposition (related to the number of components, called as the component modes, and the streamwise and normal/radial spatial dimension, called as the spatial modes, respectively). Matrix $T$ corresponds to the SVD temporal modes matrix, the reduced snapshot matrix on which the HODMD algorithm is applied, as described in the next Step. The number of SVD modes, $N_e$, associated to the temporal matrix $T$ are calculated based on the tolerance (tunable) $\varepsilon$ as

$$\sigma_{N_e+1}/\sigma_1 \leq \varepsilon.$$  \hspace{1cm} (7)

The SVD modes, associated to the remaining matrices, $P_1$, $P_2$ and $P_3$, are calculated in a similar way for each one of the group of modes. Generally, in standard fluid dynamics applications, the first component of the tensor, $U$, is not truncated, since the number of variables is (at most) 4 (pressure and three velocity components). However, considering the typical size of combustion applications, we also truncate this first dimension, evaluating the influence of this truncation in the reconstruction error as in eq. (4). In this way, it is possible to identify what is the influence of the different variables in the system dynamics.

A new variable will quantify the compression carried out by the HOSVD application in the original database, the compression factor ($CF$), defined as

$$CF = \frac{N_e}{N_{\text{tot}}}$$  \hspace{1cm} (8)

where $N_e$ is the total number of elements of the tensor (namely, $N_e = N_{\text{variables}} \times N_x \times N_y \times K$), and $N_{\text{tot}}$ is the number of elements retained after reducing the data dimensionality with HOSVD.
Step 3: The DMD-d algorithm.

The DMD-d algorithm is applied to the matrix associated with the temporal modes $T$, referred as $\hat{T}_1^K$, of dimension $N \times K$, with $N$ the number of SVD temporal modes retained, also known as spatial complexity of the system, and $K$ the number of snapshots forming the original dataset. For consistency, to compare with the algorithm described in the literature [36], this matrix is called as the reduced snapshot matrix. The high order Koopman assumption eq. (3) is applied to this snapshot matrix as

$$\hat{T}_{d+1}^K \approx R_1 \hat{T}_1^K + R_2 \hat{T}_2^K + \ldots + R_d \hat{T}_d^K.$$  

This equation divides the snapshot matrix into $d$ blocks, each one containing time-delayed $K - d$ snapshots.

The previous equation is rewritten in terms of the modified Koopman matrix $\hat{R}$ and the modified snapshot matrix $\hat{T}_1^{K-d+1}$ as

$$\hat{T}_2^{K-d+1} = \hat{R} \hat{T}_1^{K-d},$$  

also written as

$$\begin{bmatrix}
\hat{T}_2^{K-d+1} \\
\hat{T}_3^{K-d+1} \\
\vdots \\
\hat{T}_d^{K-d+1}
\end{bmatrix} = 
\begin{bmatrix}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1 & 0 \\
\hat{R}_1 & \hat{R}_2 & \hat{R}_3 & \ldots & \hat{R}_{d-1} & \hat{R}_d
\end{bmatrix}
\begin{bmatrix}
\hat{T}_1^{K-d} \\
\hat{T}_2^{K-d} \\
\vdots \\
\hat{T}_d^{K-d}
\end{bmatrix}.$$  

This new matrix, which organizes the snapshot blocks identified in the high order Koopman assumption in columns, increases the spatial complexity of the data to a value $N' > N$, increasing in this way the accuracy in the calculations of the DMD modes. This step justifies the better performance of HO-DMD compared to DMD and other variants, which are all based on a Koopman expansion eq. (3), with $d = 1$.

A new dimension-reduction is carried out into this matrix, to eliminate possible redundancies, via truncated SVD using again the tolerance $\varepsilon$ in the new calculated singular values as

$$\sigma_{N'+1} / \sigma_1 < \varepsilon,$$  

where $N' > N$ (new spatial complexity) is the number of retained SVD modes. Hence, the modified snapshot matrix is obtained as

$$\hat{T}_1^{K-d+1} = \hat{U} \hat{\Sigma} \hat{V}^T \approx \hat{U} \hat{\Sigma} \hat{V}^T,$$  

with $\hat{T}_1^{K-d+1} = \hat{U} \hat{\Sigma} \hat{V}^T$, where $\hat{U}^T \hat{U} = \hat{T}^T \hat{T}$ are the $N' \times N'$-unit matrices, and the diagonal of matrix $\hat{\Sigma}$ contains the singular values $\sigma_1, \ldots, \sigma_{N'}$. To complete this step, eq. (10) is pre-multiplied by $\hat{U}^T$, which invoking (13) results as

$$\hat{T}_2^{K-d+1} = \hat{R} \hat{T}_1^{K-d}.$$  

The new $N' \times N'$-Koopman matrix is related to $\hat{R}$ by $\hat{R} = \hat{U}^T \hat{R} \hat{U}$. Nevertheless, we use the pseudoinverse in eq.(14) (via non-truncated SVD) to the matrix $\hat{T}_1^{K-d}$, instead of computing the previous expresion, which yields

$$\hat{T}_1^{K-d} = \hat{U} \hat{\Lambda} \hat{V}^T,$$  

where $\hat{U} \hat{U}^T = \hat{U}^T \hat{U} = \hat{V}^T \hat{V}$ are the $N' \times N'$-unit matrices and the diagonal of $\hat{\Lambda}$ contains the $N'$ singular values. Substituting (15) into (14) and post-multiplying by $\hat{V} \hat{\Lambda}^{-1} \hat{U}^T$, it is possible obtaining the following equation

$$\hat{R} = \hat{T}_2^{K-d+1} \hat{V} \hat{\Lambda}^{-1} \hat{U}^T.$$  

The reduced DMD expansion for the reduced snapshots is then calculated using $N'$ eigenvectors $\hat{v}_m$ and eigenvalues $\mu_m$ solving the eigenvalue problem of $\hat{R}$, as

$$\hat{v}_k \approx \sum_{m=1}^M \hat{c}_{m} \hat{u}_m e^{(\delta_{m} + i \omega_{m}) t},$$  

where $\delta_{m}$ and $\omega_{m}$ are the real and imaginary parts of the $m$-th eigenvalue, respectively.
for \( k = 1, \ldots, K \). Retaining only the first \( N \) components of the vectors \( \tilde{q}_m = \tilde{U}_q \tilde{a}_m \), it is possible to approximate the reduced DMD modes \( \hat{u}_m \) (dimension \( Nd \)). The damping rates \( \delta_m \) and frequencies \( \omega_m \) are obtained as

\[
\delta_m + i\omega_m = \frac{\log(\mu_m)}{\Delta t}.
\]

The amplitudes \( \hat{a}_m \) are calculated as in optimized DMD [41], solving a least square fitting problem in eq.(17). Invoking (6) and rescaling with unit-norm the modes \( u_m \) and the amplitudes \( a_m \), it is possible to obtain the original DMD expansion (1). Finally, using a second tolerance \( \varepsilon_2 \) (tunable), it is possible to calculate the number of \( M \) DMD modes in eq. (1), called as the spectral complexity, as follows

\[
a_{M+1}/a_1 \leq \varepsilon_2.
\]

When the database analysed presents the transient state of a numerical simulation, an additional step is carried out to identify the leading modes driving the flow dynamics. This step consists on calculating the energy index \( I_m \), defined as

\[
I_m = K \sum_{k=1}^{K} |a_m e^{(\delta_m + i\omega_m)\Delta t}| ||u_m||^2_F \times \Delta t,
\]

where \( || \cdot ||^2_F \) is the square of the Frobenius norm. This index weights the modes taking into account also the damping or growth of the modes in time, which is reflected in \( \delta_m \). More details about this criterion, called as \( HODMD \) with criterion, are presented in [42].

### 2.3. Principal Component Analysis and Variable Selection

Principal Component Analysis (PCA) [7] reduces the dimensionality of an input matrix \( X \), consisting of \((K \times N_x \times N_y)\) rows representative for the statistical observations of a system (e.g., \( N_x \times N_y \) grid points for \( K \) snapshots of a CFD simulation) and \( N_{\text{variables}} \) columns for the associated observable variables, by projecting such matrix onto a lower-dimensional basis consisting of \( q \) eigenvectors.

The PCA algorithm is associated to the covariance matrix \( C \) of the input dataset \( X \), which is defined as follows

\[
C = \frac{1}{(K \times N_x \times N_y) - 1} X^T X.
\]

This covariance matrix can be approximated by solving an eigenvalue problem as

\[
C = ALA^T,
\]

where the matrices \( A \) and \( L \) contain the associated eigenvectors (in columns) and eigenvalues (in the diagonal), respectively. The columns of \( A \) are the Principal Components (PCs) and they represent geometrically the orthogonal coordinates of the lower-dimensional manifold, obtained as a linear combination of the original variables [8]. This matrix also represent the proper orthogonal decomposition (POD) modes, calculated by an SVD of the original dataset \( X \) (see details in [19]). The matrix \( L \) is instead a diagonal matrix, containing the eigenvalues \( \lambda_i \) (with \( i \in [1,N_{\text{variables}}] \)) which are found in descending order of magnitude. This last condition on the eigenvalues’ order has important effects from a mathematical point of view, and it represents a key point for the dimensionality reduction. The magnitude of each eigenvalue \( \lambda_i \), in fact, represents the amount of input data variance being explained by the associated eigenvector. Consequently, if the value of \( \lambda_i \) is large, it entails the associated PC having an important role in the lower-dimensional representation of the input data, as it is representative for a large amount of information. On the other hand, if \( \lambda_i \) is small, it means that the contribution of the associated PC to the orthogonal space representation is negligible, and it can eventually be considered as noise, spatial redundancies (or in turbulent flows, it can be related to small flow scales [34]). In light of what stated above, it follows that the last PCs can be removed so that the \( p \)-dimensional input matrix can be expressed only by \( q \) orthogonal components (with \( q < N_{\text{variables}} \)) associated to the highest eigenvalues, thus considering a truncated eigenvector matrix \( A_q \). The optimal dimensionality for the PCA manifold can be set by...
assessing the amount of input data variance \( t_q \) being explained by the truncated \( q \)-dimensional basis \([10]\), defined as the ratio between the cumulative sum of the first \( q \) eigenvalues and the sum of all eigenvalues

\[
t_q = \frac{\sum_{i=1}^{q} \lambda_i}{\sum_{j=1}^{N_{\text{variables}}} \lambda_j},
\]

and ensuring that the condition \( t_q \approx 1 \) is observed. The dimensionality reduction is finally accomplished by projecting the input data on the truncated basis

\[
Z_q = X A_q.
\]

After the projection, the original input can be then reconstructed leveraging the orthonormality of the eigenvectors matrix as

\[
X_r \approx Z_q A_q^T.
\]

The PCA algorithm shown above can be used not only to perform dimensionality reduction via feature extraction (i.e., to find a new, reduced-order, representation of the original space with a manifold whose components are obtained as a linear combination of the original ones), but also to perform feature selection (i.e., to reduce the dimensionality by selecting a subset of the original variables). In fact, PCA can effectively identify correlations among the variables defining the state space and can subsequently select the best reduced subset from the original group of input variables \([14, 15, 17]\). In particular, according to Joliffe \([17]\), it is possible to discard by means of a backward elimination algorithm (the B2 algorithm) the variables that are more aligned with the last PCs (i.e., the ones having the highest loadings on the last eigenvectors) for a higher correlation with the components whose associated eigenvalues are small.

Nevertheless, if high-dimensional problems are considered, the weights’ distribution on the PCs can be difficult to analyse or interpret, as it is not always possible to identify a clearly dominant weight on one or more eigenvectors. Thus, PCA can be coupled with a rotation technique to increase the eigenvectors’ physical interpretability, for the rotated PCs to be preferentially aligned with one variable, as shown in Fig. 1.

![Figure 1: Schematic of the different steps for a PCA reduction process when coupled with an orthogonal rotation of the eigenvectors.](image)

Different techniques are available in literature to accomplish this operation, and they can be grouped into two classes: orthogonal and oblique rotations. The main difference between the latter is that when the first class of rotations is employed the eigenvectors keep their reciprocal orthogonality (and, consequently, the amount of variance being explained by the reduced basis does not change), while this condition is lost with oblique rotations. As shown by Bellemans \textit{et al.} \([3]\), the Varimax rotation introduced by Kaiser \([35]\) can be considered the most accurate for application to reacting flows data. In particular, this technique belongs to the class of orthogonal rotations and its objective function is the maximization of the sum of variances of the squared coefficients within each eigenvector, i.e., the maximization of the following quantity

\[
\begin{align*}
V & = N_{\text{variables}} \sum_{i=1}^{N_{\text{variables}}} \left( b_{ij}^2 \right)^2 - \gamma \sum_{i=1}^{N_{\text{variables}}} \left( b_{ij}^2 \right)^2 \\
& = \frac{N_{\text{variables}}}{N_{\text{variables}}} \sum_{i=1}^{N_{\text{variables}}} \left( b_{ij}^2 \right)^2 - \gamma \sum_{i=1}^{N_{\text{variables}}} \left( b_{ij}^2 \right)^2,
\end{align*}
\]

where \( b \) is the PC loading, \( \gamma = 1, i \in [1, N_{\text{variables}}], \) and \( j = [1, q] \) with \( q \) being the dimensionality of the PCA manifold \([3]\). When a non-unitary \( \gamma \) is used, different rotation techniques are obtained (e.g., quartimax rotation when \( \gamma = 0 \).
When Varimax rotation is applied, a new representation of the eigenvectors \( \mathbf{A}_q \) is obtained that can be expressed in terms of original PCs when a rotation matrix \( \mathbf{T} \) is defined as in Ref. [3]

\[
\mathbf{A}_q' = \mathbf{T} \mathbf{A}_q,
\]  

(27)

which thus entail the possibility to also retrieve a rotated lower-dimensional representation of the input data as

\[
\mathbf{Z}_q' = \mathbf{X} \mathbf{T} \mathbf{A}_q.
\]  

(28)

In the current work, a rotated basis as in eq. (27) is utilized to perform feature selection via B2 algorithm (hereinafter referred to as B2r, when rotated PCs are taken into account). The impact of the rotation on feature selection will be then compared to the case when B2 is applied to the standard PCA (that is, when an unrotated truncated basis \( \mathbf{A}_q \) is used to discard the variables) in the following sections.

3. Numerical database and PCA

This section briefly introduces the numerical simulations carried out to generate the database of a reactive flow that will be analyzed using the algorithm introduced in Section 2.2. In particular, the considered numerical simulation is representative for the oxidation of a methane jet (65% methane, 35% nitrogen, on a molar basis) in air. The oxidizer is injected into the domain adopting a constant velocity of 35 cm/s, while the fuel velocity varies in space and time according to the following sinusoidal perturbation:

\[
v(r, t) = v_{\text{max}} \left( 1 - \frac{r^2}{R^2} \right) \left[ 1 + A \sin(2\pi f t) \right],
\]  

(29)

with \( R \) representing the internal radius of the nozzle, \( r \) is the radial coordinate, \( t \) is the time, \( v_{\text{max}} \) is the maximum velocity \( (v_{\text{max}} = 70 \text{ cm/s}) \) and \( f \) and \( A \) are the frequency \( (f = 10 \text{ Hz}) \) and the amplitude \( (A = 0.25) \) of the perturbation, respectively. With regard to the kinetic mechanism, the detailed mechanism POLIMI\textunderscore C1\textunderscore C3\textunderscore HT\textunderscore 1412 [43] (accounting for 82 species) was used for the numerical simulations, which were run with LaminarSMOKE code, an OpenFOAM-based operator-splitting solver proposed by Cuoci et al. [44] to simulate laminar reacting flows by means of detailed kinetic mechanism. Additional information regarding this numerical simulations and the numerical setup can be found in Refs. [11, 12].

The dataset representative for the numerical simulation considered for HODMD is a fourth-order tensor formed by 83 variables (the temperature and 82 different species), two spatial dimensions composed by a 150 × 150 grid points (along the streamwise and normal direction, respectively); and 117 snapshots equidistant in time with \( \Delta t = 10^{-3} \). Hence, in tensor form, the dimension of the original database is 83 × 150 × 150 × 117. The order of magnitude of the variables ranges from \( 10^2 \) (temperature) to \( 10^{-11} \) (RALD3G, the smallest radical computed). This means that there are 13 orders of magnitude difference, highlighting the importance of scaling the variables. The variables have been scaled using two different scaling methods, auto scaling and range scaling. In Fig. 2, a representative snapshot is plotted in order to visualise the aforementioned database.

For the PCA-based feature selection, the training matrix \( \mathbf{X} \) consists of 22 snapshots, also taking into account the 83-dimensional thermochemical space. As in the HODMD analysis, prior to the application of PCA for variable selection, the columns of \( \mathbf{X} \) were centered with their mean and scaled with their standard deviation (auto scaling), respectively, because of the different units and ranges of the variables being taken into account. Subsequently, the B2 backward elimination algorithm was applied considering a final number of selected variables ranging in the interval \([2, 81]\) (i.e., it was applied imposing each time a different number of variables to retain) and, in particular, first projecting on the standard PCA basis \( \mathbf{A}_q \), eq. (24), (i.e., applying the standard B2 algorithm), and then rotating the eigenvectors via Varimax (i.e., considering \( \mathbf{A}_q' \), eq. (27), and the B2r selection algorithm).

4. HODMD modelling reactive flows

The application of HODMD algorithm to develop a reduced order model (ROM) involves a three-step algorithm: the data are pre-processed using different scaling methods at step 1, then, a dimensionality reduction is carried out.
using HOSVD at step 2, finally the main dynamics associated to the patterns describing the flow are identified at step 3 using HODMD, and a ROM is developed using this information. Two different cases (obtained in step 2) are compared for each type of preprocessing technique used in step 1: (i) using all the components (retaining all the SVD component modes) and (ii) reducing the number of components as explained in eq. (7) in step 2 (only retaining some SVD component modes according to the tunable tolerance $\epsilon$). It is important to mention that, similarly to PCA, each one of the SVD component modes is related to the number of variables in the database. Therefore, an SVD component mode is composed by the linear combination of the variables studied. The differences found among the various SVD component modes lies in the values of the coefficients forming this linear combination of variables. In what follows, it is important not to confuse the number of components (linear combination of variables), which can be reduced using HOSVD (step 2), with the number of variables, which can be reduced using PCA (as explained in Section 2.3).

4.1. HOSVD and truncated variables

The dimensionality reduction carried out using HOSVD to develop a ROM is studied for two different values of the tolerance $\epsilon$ applied as in eq. (7). As explained before, this tolerance controls the reduction in the spatial and temporal dimensions of the database (SVD spatial and temporal modes), and will also reduce the number of components analysed (SVD component modes) based on their relevant contribution to the dynamical system. Two tolerances are selected, to compare coarse with fine results, these are: $\epsilon = 10^{-2}$ and $10^{-3}$. Figure 3 compares the number of component retained using the different tolerances using auto scaling and range scaling methods. The value of these tolerances is selected based on the magnitude of the singular values (SVD components). It can be observed that using larger tolerances, the number of components retained when using range scaling is too small (smaller than 5) to provide accurate results. The smaller tolerance preserves all variables but one (connected to noise) when using auto scaling. This indicates that lowering this limit will not bring useful information.

Table 1 shows the RRMSE eq. (4) calculated in the reconstruction of the database as in eq. (6): as function of the number of components (SVD component modes) and SVD spatial and temporal modes retained. The HOSVD algorithm has been applied to analyse the dataset with the variables scaled using the range and auto scaling methods, respectively. The compression factor, $CF$, as in eq. (8) for the previous dimensionality reduction is presented in Tab. 2.
Figure 3: Singular values corresponding to the SVD component modes calculated for the two different scaling methods analysed. The tolerances $\varepsilon$ set are highlighted as horizontal black lines.

Table 1: RRMSE eq. (4) (in percentage) comparing the original database to the reconstruction of the reduced tensor, retaining $P_1$, $P_2$, and $N$ spatial (in $x$ and $y$) and temporal SVD modes, respectively. The case All considers all the components ($P_1 = 83$), while the case Red considers the $P_1$ components (SVD component modes) presented in the table. The database is pre-processed as in eq. (5) using the range and auto scaling methods (denoted as Range and Auto, respectively).

Table 2: Compression factor (CF) eq. (8) of the original tensor after applying HOSVD in the databases presented in Tab. 1.

The RRMSE increases with the tolerance level, as expected. With higher tolerances, the reduction carried out by the HOSVD algorithm is larger, resulting in a larger $CF$. As expected, the RRMSE is larger when the number of components are reduced (Red), as well as the $CF$ increases in this case, especially using the case with the coarse tolerance and the range scaling method. In this case, the $CF$ increases by one order of magnitude while the RRMSE is still maintained below 3% (increasing only 0.3% compared to the case with all the components (All)).

Comparing the two variable scaling methodologies, the reconstruction of the tensor is slightly better performed when using auto scaling method compared to range scaling, because the former method provides a uniform weight to the variables. However, the compression factor is also much larger when the variables are scaled with range scaling method than with auto scaling. In other words, the number of SVD modes retained for a similar tolerance is larger with auto scaling, thus the compression factor is smaller. Similar results were identified when performing a PCA analysis, as described in Ref. [5].

The main goals of the proposed model is to provide the best reconstruction of the original dataset using the smallest amount of information possible. Based on this idea, the range scaling appears particularly promising because the order of magnitude or the RRMSE is one or two orders larger in the former case, while the rise in the RRMSE error is only reflected in the first decimal digit. More specifically, comparing the results obtained in both cases, the RRMSE when using range scaling is $\sim 0.3 - 0.4\%$ larger than when using auto scaling in all the cases (the RRMSE is always maintained smaller than 3% and 1% for the coarse and fine tolerances, respectively), while the $CF$ is $\sim 20 - 892\%$ larger when using range than auto scaling, as presented in Tab. 3. This result suggests that reducing the number of
components and using the range scaling method, it is possible to obtain an accurate ROM (with RRMSE smaller than 3% and 1% for the coarse and fine tolerances, respectively) with a high dimensionality reduction.

| DIFF | All | Red |
|------|-----|-----|
| $\epsilon = 10^{-2}$ | 187% | 892% |
| $\epsilon = 10^{-3}$ | 20% | 57% |

Table 3: Comparison of the CF obtained in the range and auto scaling methods as presented in Tab. 2. The rise in magnitude is calculated as $DIFF = (XX_{range} - XX_{auto})/XX_{auto} \times 100$, with $XX_{range}$ and $XX_{auto}$ as the CF calculated in the range or auto scaling methods, respectively.

Finally, to compare the benefit of each pre-processing method in the reconstruction of the flow (quantified with the RRMSE), when using range and auto scaling methods, it is necessary to adjust the tolerance to have the same compression factor in both cases. Hence, we select $\epsilon = 10^{-3}$ and $\epsilon = 7 \times 10^{-2}$ for range and auto scaling, respectively, to build a reduced-dimensionality database, which is considered as a ROM. The selection of these tolerances gives an RRMSE of 13.11% and 0.34% for auto and range scaling methods respectively, and the corresponding associated compression factor is 377 and 290 for the case considering all the components (All). The reason of this choice is based on maintaining the largest number of components for the range scaling method (fine tolerance), increasing the accuracy of the ROM. Hence, we adapt the number of components selected in the auto scaling method, as function of the previous choice. This reduced database will be used (as part of the HODMD algorithm) for the spectral analysis presented in the following section.

4.2. HODMD for the spectral analysis

HODMD is applied to identify the main patterns and associated frequencies driving the flow dynamics. To calibrate the algorithm, several values of $d$ have been used, with the aim at ensuring the robustness of the method, these are $d = 10, 12$ and 15, which are values close to 11, a value proportional to the number of snapshots that is calculated following the calibration tips presented in Ref. [37] as $K/10 = 117/10 \approx 11$. The tolerances used for developing the ROM have been selected in the previous section (to maintain a similar compression factor in both the range and auto scaling methods): $\epsilon = 10^{-3}$ for range scaling and $\epsilon = 7 \times 10^{-2}$ for auto scaling. Figure 4 shows the frequencies as a function of the amplitudes of the DMD modes identified with the different tolerances. The top figure shows the analysis for range scaling, and the bottom figure, for auto scaling. The spectrum calculated is similar in the analysis carried out in the two databases. The spectrum shows a clear periodic solution with a principal mode, the one with the biggest amplitude and frequency $\omega_p$, and the harmonics, modes with lower amplitude and frequency $\omega_n = n \times \omega_p$ for $n \in \mathbb{N} > 1$. The principal mode using range scaling is $\omega_p^{RANGE} \approx 60$, and the one using auto scaling is $\omega_p^{AUTO} \approx 50$. The reason for this difference lies in the different variables selected as dominant in each one of the scaling methods, which is explained in detail below. A similar spectrum (only one is shown for the sake of brevity) has been obtained for the case retaining all the components (All) and retaining a reduced number of components (Red), as previously presented in Tab. 1. This is because, as explained in section 2.2, the DMD-d algorithm is applied to the temporal matrix, which is not affected by the reduction of the components.

The RRMSE error eq. (4) is calculated for the reconstruction of the tensor using the DMD expansion (1) with the DMD modes presented in Fig. 4 (plus their complex conjugate), representing a purely periodic solution. The parameter $d = 12$ has been set as the reference to illustrate this behaviour (although similar results are obtained for $d = 10$ and 15). Table 4 presents this error for the cases All and Red (retaining all and a reduced number of components, respectively). The differences found in this error when HODMD is applied over the database containing all the components and the one with a reduced number of components is small, in good agreement with the results obtained in the previous section. This suggests that the influence of reducing the number of components on the flow dynamics is small. On the other hand, the error is much smaller when using range scaling (error smaller than 1%) than auto scaling (error $\sim 24$%), suggesting that the periodic behaviour identified by HODMD is driven by the main variables (identified in range scaling). This fact indicates that using HODMD to identify the flow dynamics in a database formed by a large number of variables with similar weight (as when using auto scaling) could mask the value of the leading flow frequency, or could alter the proper reconstruction of the original flow (due to the presence of some noise or some error assumed in the frequency calculations). This is in good agreement with the two different values of
leading frequencies identified in the analyses carried out in the database scaled with range and auto scaling methods \(\omega_{\text{AUTO}} \approx 50\) and \(\omega_{\text{RANGE}} \approx 60\).

Finally, Fig. 5 shows the reconstruction error for the 10 variables with minimum (top) and maximum (bottom) RRMSE identified with range scaling, and the results are compared with the RRMSE obtained for the same variables using auto scaling. It can be observed how range scaling reconstructs with smallest error the main variables, while the largest error is obtained in the reconstruction of the radicals. On the contrary, since auto scaling provides a uniform reconstruction (see details in Ref. [5]), the error for the main variables is larger than when using range scaling, while the inverse holds for radicals.

### 4.3. Robustness of the modelling tools

This section shows the robustness of the ROM previously developed, comparing the RRMSE in the reconstruction as function of number of variables analysed and the number of components. To select the number of variables, PCA is applied over the original database using two methods, B2 and B2 with rotation. The number of variables are selected progressively one by one, resulting in new databases. HODMD is then applied progressively over each one of these databases, calculating the RRMSE for the reconstruction of the database. Moreover, range and auto scaling methods are used in the first step of the HODMD analysis for each one of the new databases. Figure 6 shows the variation of the RRMSE as function of the number of variables (from PCA) and the number of components (from HODMD) retained. The analysis is carried out in the two databases presented before, the database with all the components (All), and the reduced database (Red). The variable selection method in PCA does not affect significantly the result, although for a small number of selected variables, B2 method decreases the RRMSE. However, the type of scaling method strongly affects the results. The RRMSE for the reconstruction of the flow fluctuates as function of the number of variables in both cases. The error varies from 20 – 65% when using auto scaling and from 0.6 – 1.5% for the range scaling. Additionally, the reconstruction error stabilises using a smaller number of variables with range scaling, suggesting once more the suitability of this scaling strategy to capture the main flow features. Regarding the number of components, which are marked in the points highlighted in grey in the figure, the results show that when increasing the number of variables, reducing the number of components does not increases the RRMSE to a large
extent. Hence, when the number of variables is increased, reducing the components may be a good strategy to reduce the data dimensionality of the model while maintaining a good reconstruction.

Finally, the main frequency calculated by HODMD as function of the number of variables is plotted in Fig. 7. Since the data analysed represent the transient regime of a numerical simulation (which also increases the difficulty of the analysis presented in this work), eq. (20) is used to set the leading modes in each case. The variable selection cases B2 and B2 with rotation are studied in the databases scaled using auto scaling and range scaling methods. Depending on the number of variables, the frequency changes between \(~40\), \(~60\) and \(~90\) when the database is scaled using range method in both selection methods. Nevertheless, this frequency value is stable for auto scaling, with \(\omega \sim 50\). This suggests once more that there is more than one dynamics driving the flow motion (actually, the method identifies three main dynamics) and the range scaling can prioritize them properly. When there is a small number of variables selected, the value of the main frequency oscillates for range scaling. This phenomenon stabilises when the number of variables is increased, hence the method identifies an averaged value for the frequency of the main variables selected. These results suggest once more, that the main dynamics of the main variables and radicals are driven by different frequencies, at least in the transient regime of the numerical database analysed.
5. Conclusions

This article introduces a new application of the multi-dimensional HODMD algorithm, adapted to develop ROMs in reactive flows. This application is based on a new methodology, fully data-driven, consisting on three main steps. The first step focuses on pre-processing the database analysed, using techniques (generally used in machine learning), which consist on centering and scaling each variable. On the second step, HOSVD is applied to reduce the data dimensionality of the database analysed. With this algorithm, the computational cost (time and memory requirements) of the next step thoroughly decreases. Finally, the third step uses the classical HODMD algorithm.

The effect of reducing the number of components is studied in detail measuring the accuracy of the ROM via the relative RMS error (RRMSE) from the reconstruction of the original database. Two different tolerances have been set (coarse and fine), to study two different cases: maintaining all the components in the model or reducing this number of components via SVD. In both cases, the reconstruction error is slightly smaller when using the auto scaling method, although the compression factor is much larger when using range scaling. The reason of this performance is that auto scaling method, gives all the variables the same importance (i.e., temperature and pressure will be considered as important as the radicals), retaining a bigger number of components for a similar tolerance. On the contrary, range scaling identifies the main variables of the flow, hence providing more accurate flow reconstructions using a smaller number of components. Additionally, reducing the number of components composing the model strongly increases the compression factor, while the RRMSE is slightly increased compared to the case with all the variables. This result suggests that using range scaling method and reducing the number of components can be considered as a good strategy to develop a ROM.

HODMD is applied to the previous reduced-dimensionality databases, finding that the main dynamics driving the flow motion is periodic. The main frequency identified using the range and scaling methods is different. The RRMSE for the reconstruction is smaller than 1% in the case scaled with range, while this error is \( \sim 24\% \) when using the auto scaling method. The variations in the reconstruction error is small for the cases reducing and maintaining all the components. The differences found between these errors suggests that using the range scaling, the dynamics driving the main variables are well captured by HODMD.

The robustness of the method to identify the main flow dynamics, has been tested by applying HODMD to different number of variables. These variables have been selected using PCA with two variable selection methods, B2 and B2 with rotation. The RRMSE of the reconstructed field fluctuates as function of the number of variables as \( \sim 0.6 \sim 1.5 \) and \( \sim 20 \sim 65 \) for the range and auto scaling methods, respectively. Moreover, this reconstruction error stabilises when using a smaller number of variables in the range scaling method. It is also found that reducing the number of components, does not increase the RRMSE of the reconstruction to a large extent when the error is stabilized. These results suggest once more that using the range scaling method and reducing the number of components is the best option to identify the main flow dynamics and to develop a ROM, with a high dimensionality reduction (compression factor).

Finally, the coupling of the HODMD and the variable selection using PCA suggests that a set of variables are adequate to model the main dynamics of the whole system. This has an impact on Feature selection and on the reduction of the computational cost associated with very massive data.
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