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ABSTRACT: We work out constraints imposed by channel duality and analyticity on tree-level amplitudes of four identical real scalars, with the assumptions of a linear spectrum of exchanged particles and Regge asymptotic behaviour. We reduce the requirement of channel duality to a countably infinite set of equations in the general case. We show that channel duality uniquely fixes the soft Regge behaviour of the amplitudes to that found in String theory, $(-s)^{2t}$. Specialising to the case of tachyonic external particles, we use channel duality to show that the amplitude can be any one in an infinite-dimensional parameter space, and present evidence that unitarity doesn’t significantly reduce the dimension of the space of amplitudes.
1 Introduction

String theory arose from an attempt to write down scattering amplitudes for string interactions from consistency conditions rather than from a Lagrangian, also known as the S-Matrix bootstrap program. This program, however, was eventually abandoned in favour of $SU(3)$ Yang-Mills theory. The amplitudes written by Veneziano [1] and generalised by Virasoro [2, 3], while they didn’t prove very useful for understanding strong interactions, eventually gave rise to string theory, which then shed its roots in this program to become a field in its own right.

This program has, in some sense, seen a revival in recent years, both indirectly through applications in conformal bootstrap [4–6] and more directly through a striking result about the three-point functions between two gravitons and higher-spin fields: [7] proved that the three-point functions must either match Einstein gravity, or there must exist an infinite tower of higher-spin fields in the theory.

This last result raises a very interesting question. This question is predicated on the fact that there are only a few classical, tree-level, amplitudes known that have an infinite tower of higher spins: as many as there are different string theories. While, quantum-mechanically, string theory is plagued by a large number of possible compactifications – the so-called “landscape” problem –, each string theory gives a unique tree-level amplitude, for the simple reason that without the
moduli space integrations required at loop level the different dimensions of space-time correspond to decoupled CFTs on the worldsheet. The question is this: given that there are so few examples known of tree-level graviton amplitudes, could it be that these are the only examples? In other words, could it be that the string theories are the only consistent extensions of classical gravity?

The obvious question is: consistent with what? A minimal list of conditions would include: Lorentz-invariance, causality, unitarity and crossing symmetry. So, we could ask the question of what the most general four-point graviton scattering amplitude consistent with this minimal set of consistency conditions is.

In this note, however, we try to head towards this problem via a simpler, more restricted problem. We consider the scattering of four identical scalars (instead of gravitons), and further assume a linear spectrum of exchanged particles and Regge behaviour at large energies. We come to the conclusion that crossing symmetry restricts the Regge asymptotic behaviour to be

\[ A(s, t) \xrightarrow{s \to \infty} (-s)^{2t} \]

but still allows for an infinite-dimensional parameter space of amplitudes, and argue numerically that unitarity doesn’t significantly reduce the dimensionality of this allowed space.

This problem has been addressed recently, using very different methods, in [8–10]. The results of [8, 9] are more or less assumed in our work, in the assumption of linear spectrum. Those of [10] are not relevant for this work, since the case of linear spectrum is a very degenerate one and that work goes beyond this case. Finally, the authors of [11] are able to show that string theory amplitudes can be derived from monodromy and BCFW recursion relations. It would be interesting to use the recursion relations that they have developed for the string theory amplitudes to constraint the higher-point scattering amplitudes using our techniques.

### 1.1 Organisation and Summary of the Note

More precisely, for tree-level four-point amplitudes of four identical scalars, we impose the conditions that its behaviour at large \( s \) is

\[ A(s, t) \xrightarrow{s \to \infty} (-s)^{k(-t)}, \]

that the mass-squareds of exchanged particles are evenly spaced,

\[ m_n^2 = \frac{n - \alpha_0}{\alpha'}, \]

and some other conditions listed in section 2, and investigate the restrictions imposed first by crossing symmetry and then by unitarity.

It should be mentioned here that, throughout this note, we work not with the standard Mandelstam variables \( s, t, u \) but with shifted and rescaled versions of them \( a, b, c \) (see (2.5)) such that the poles from the intermediate particles going on-shell are at \( a = 0, -1, -2, \cdots \) for the \( s \)-channel, \( b = 0, -1, -2, \cdots \) for the \( t \)-channel and \( c = 0, -1, -2, \cdots \) for the \( u \)-channel. For clarity, however, we write the remainder of this introduction in terms of the standard Mandelstam variables while being cavalier about factors.

With the Regge behaviour condition, it is known that crossing symmetry must be implemented not by an independent sums of \( s \)-channel, \( t \)-channel and \( u \)-channel diagrams but by “channel duality:" the \( t \)-channel poles have to be hidden in an infinite sum over \( s \)-channel poles, as illustrated in figure 1. This is because a \( t \)-channel diagram with an exchange of a particle of spin \( l \) behaves at large \( s \) as \( s^l \), which necessarily overpowers the exponential falloff that is the Regge behaviour, and therefore it must be possible to write the entire amplitude in the region \( s > 0 \) without summing over \( t \)-channel diagrams. See [8, 9] for further discussion.

---

1We thank Shiraz Minwalla for explaining this fact, and consequently suggesting this problem, to us.

2This equation is missing some factors. See (2.8) for a more precise statement.
In section 3, we reduce the condition of channel duality to a countably infinite set of equations \((3.11)\) in terms of the values at a discrete set of points of the coefficients \((3.2)\) of the Laurent expansion of the amplitude about \(a = \infty\) (they are still functions of \(t\)). We also obtain a physical interpretation of the function \(k(-t)\) that appears in the exponent in the Regge behaviour, that \(-k(-n)\) is the maximum spin exchanged at level \(n\) (where the lightest exchanged particle corresponds to \(n = 0\)). However, we aren’t able to proceed beyond this at this level of generality.

To be able to proceed, we impose the further condition that the function \(k\) is linear in its argument in section 4. First, using various complex analysis techniques (mostly Carlson’s theorem), we’re able to show that the function \(k\) can’t be just any linear function but has to be \(k(-t) = 2(-t) + l\), which is exactly the sort of behaviour shown by the amplitudes in string theory! This is one of the main results of this note.\(^3\) The final conclusion of section 4, the channel duality equations \((4.12), (4.13)\) and \((4.14)\) are among the other major results of this note; they are necessary and sufficient conditions for an amplitude that satisfies our assumptions to be channel-dual. In the discussion subsection, we try to relate each of these equations to some physical meaning.

In section 5, we turn to solving these equations. While these equations are rather hard to solve, we show that given any channel-dual amplitude \(A_{a,b,c}\) there is an infinite-dimensional parameter space of amplitudes \(\sum_{m=0}^{\infty} a_m A(a + m, b + m, c + m)\) that are also all channel dual with the same poles. While this is obvious, we also show it using our bootstrap equations, for no other reason than that the proof is simple and pretty. That these class of 4-point amplitudes satisfy all the assumptions of dual amplitudes is known from the works of \([12–15]\).

Finally, in section 6 we turn to the question of unitarity and show in the case of the Virasoro-Shapiro amplitude and the dilaton amplitude in closed bosonic string theory that many perturbations of these base amplitudes seem to be consistent with unitarity. This section consists only of numerical arguments.

Appendix A summarises some useful facts about the kinematics of the amplitudes we consider here. Appendix B shows explicitly how our analytic continuation and other techniques and results apply to the Euler beta function, which is the building block of the Veneziano amplitude.

Mathematica files containing parts of relevant computations of this paper are available as ancillary files on arXiv.

\(^3\)This result was indicated by, though not quite proved, by previous work \([12]\).
2 Postulates

We begin by laying out the properties that we require the amplitude to satisfy. The assumptions broadly fall into three categories: legitimate choices about the problem to consider, physically necessary conditions, and conditions that aren’t required but give us a lot of control of the problem. We indicate while listing which type each assumption is in, except where obvious.

The physical situation under consideration is the 2-2 tree-level scattering of four identical scalars of mass \( M_{\text{ext}} \) in a \( D \)-dimensional Minkowski spacetime. We number the incoming particles 1 through 4, with \( k_i \) labelling their respective momenta. We take all four momenta to be ingoing and the momentum conservation with this convention reads, \( k_1 + k_2 + k_3 + k_4 = 0 \). We take the metric to have mostly positive signature. The Mandelstam variables are

\[
\begin{align*}
    s &= -(k_1 + k_2)^2 \\
    t &= -(k_1 + k_3)^2 \\
    u &= -(k_1 + k_4)^2.
\end{align*}
\]

(2.1)

Having set the stage, let us list the assumptions. For a more detailed review, see [16].

1. **Lorentz-Invariance**: The amplitude \( A \) is only a function of the Mandelstam variables \( s, t, u \), and momentum is conserved at every vertex.

2. **Causality, or analyticity**: In the two-dimensional complex \( s, t \) plane the singularities occur only when one or more intermediate particles go on-shell. This allows both tree-level and loop diagrams (in which case the singularities are branch cuts). In particular, the singularities in the amplitude appear only for real values of \( s, t \) or \( u = 4M_{\text{ext}}^2 - s - t \).

3. **Restriction to Tree-Level Amplitudes**: The amplitude is a sum of only tree-level diagrams. Combined with the previous assumption, this means that the only singularities of the amplitude are poles, at values of \( s, t, u \) equal to the mass-squared of a particle in the spectrum of the theory.

4. **Unitarity, or Cutting Rules**: Unitarity of scattering amplitudes is generally ensured by cutting rules. Suppose there are particles of spin \( \theta \) through \( L \) at some mass \( m \). Then, the residue of the amplitude at the pole \( s = m^2 \) must be

\[
\text{Res}_{s=m^2} A(s,t) = \sum_{l=0}^{L} \lambda_{m,l}^2 C_l^{(D/2)} \left( 1 + \frac{2t}{s - M_{\text{ext}}^2} \right), \quad \lambda_{m,l}^2 \geq 0.
\]

(2.2)

Here, each \( \lambda_{m,l}^2 = \sum_i \lambda_{m,l,i}^2 \) is the sum of squares of cubic couplings \( \lambda_{m,l,i} \) of two external scalars and all the particles of mass \( m \) and spin \( l \) (which we have labelled by \( i \)), and the functions \( C_l^{(D/2)} \) are Gegenbauer polynomials (which reduce to Legendre polynomials for \( D = 4 \)); the argument of the Gegenbauer is \( \cos \theta \), where \( \theta \) is the scattering angle in the centre-of-momentum frame, see appendix A for details.

It should be noted that this requirement is only a necessary and not a sufficient condition for unitarity, because of the possibility of many particles with the same mass and spin. In the case when there are multiple such particles, it doesn’t restrict all the \( \lambda_{m,l,i}^2 \) to be positive but only their sum, \( \sum_i \lambda_{m,l,i}^2 \).

5. **Crossing Symmetry**: The amplitude should be invariant under exchange of any pair of external particles, since all four particles are identical. In terms of the Mandelstam variables,
this means that the amplitude should, as a function, satisfy the relations

\[ A(s, t) = A(t, s) = A(s, u = -4M^2_{\text{ext}} - s - t). \]  

(2.3)

6. **Linear Spectrum:** The mass-squareds of the exchanged particles are spaced linearly, that is

\[ m_n^2 = \frac{n - \alpha(0)}{\alpha'}, \quad /n \in \{0, 1, 2 \cdots\}. \]  

(2.4)

This is the first really non-trivial assumption here, the first in the class of “conditions that aren’t required but give a lot of control over the problem;” the ones earlier were all properties that we must require of all tree-level amplitudes.

To take advantage of this simple behaviour, we define proxy variables \( a, b, c \) for \( s, t, u \) as

\[ a = -\alpha' s - \alpha(0), \]  

(2.5)

and similarly for \( b \) and \( c \), so that the poles in the amplitude are at \( a = -n \),

\[ s = m_n^2 \quad \leftrightarrow \quad a = -n \]  

(2.6)

and similarly for \( t, u \) and \( b, c \). Also note that this \( \alpha' \) isn’t the constant that appears in the string action, but just the inverse of the level spacing; in particular for closed bosonic string theory our \( \alpha' \) is related to that one as \( \alpha'_s = \frac{1}{4}\alpha'_{\text{closed bosonic}} \).

Because \( s + t + u = 4M^2_{\text{ext}} \) is a constant, so is \( a + b + c \). We call this constant \( P \) for the remainder of this note,

\[ a + b + c \equiv P = -4\alpha' M^2_{\text{ext}} - 3\alpha(0). \]  

(2.7)

For later convenience, we note that in these variables, the physical \( s \)-channel scattering region is given by \( a < 0, -\alpha(0) < b < -a - \alpha(0) \).

7. **Regge Asymptotic Behaviour, or “Analyticity of the Second Kind”:** At large \( s \) (or \( t \) or \( u \)), the amplitude behaves as

\[ A(a, b, c) \xrightarrow{a \to -\infty} a^{-k(b)} \sim (-s)^{-k(-t)}. \]  

(2.8)

where \( k(b) > 0 \) in the physical \( s \)-channel region, \( b > 0 \).

This appears to be non-analytic at \( a = -\infty \) because \( k(b) \) need not be an integer. However, this is not a true non-analyticity of the amplitude, but the result of the fact that we are restricting ourselves to physical scattering wedge in writing the above asymptotic behaviour.

In particular, we will heavily use that the amplitude admits a Laurent expansion around the infinity once we factor out this apparent non-analyticity. Before we go ahead to discuss the implications of this assumption, we wish to mention that “analyticity of the second kind” often refers to a class of assumptions on the asymptotic behaviour of the amplitudes. These assumptions are used as additional postulates that differentiate the amplitudes of weakly interacting theories like QED and the weak force from those of strongly interacting theories, [16]. Moreover, these assumptions are independent of the bounds that are implied on the asymptotic behaviour of any general amplitude that obeys all the previous assumptions, like the Froissart and Martic bounds.

\[ ^4 \text{These were called } -\alpha(s), -\alpha(t), -\alpha(u) \text{ in the old bootstrap literature, but we use this notation to avoid clutter,} \]

and also because these are the natural variables that turn up in the Virasoro-Shapiro amplitude, as named in [17].
The above assumption, (2.8), is inconsistent with the amplitude being a sum of separate diagrams in the $s,t$ and $u$ channels, because a $t$-channel diagram of spin $l$ behaves as $s^l$ at large $s$, and the fact that $l \geq 0$ means that this will overpower the Regge falloff; see [8, 9] for more details. So, the assumption of Regge behaviour means that crossing symmetry is implemented by channel duality; the sum over all $s$-channel diagrams has all the $t$-channel poles hidden in it. The main thrust of this paper is to understand how they’re hidden in it.

Before going ahead, we note that these assumptions are all true for the Virasoro-Shapiro amplitude. The Virasoro-Shapiro amplitude, which is the scattering amplitude of four tachyons in bosonic string theory, is

$$\Gamma(\alpha')$$

(2.9),

with

$$a = -\frac{\alpha'}{4}s - 1,$$

(2.10)

where $\alpha'$ is not the Regge slope from (2.5) but is related to the inverse of string tension. In this case, the external mass-squared is $M^2_{\text{ext}} = -\frac{4}{\alpha'}$ and $a + b + c = 1$. The asymptotic behaviour is

$$A(a,b,c) \xrightarrow{a \to \infty} f_{a,b},$$

(2.11)

as can be easily shown using Stirling’s approximation.

3 Channel Duality Equations

Having set up the problem, we now try to understand the constraints imposed by channel duality. In this section, we show that the constraints can be reduced to a countably infinite set of equations that have to be simultaneously satisfied. The strategy will be to take the pole-sum form in the $a$ and $c$ channels,

$$A(a,b) = \sum_{n=0}^\infty \frac{f_n(b)}{a+n} + \frac{f_n(b)}{c+n}, \quad \text{Re } b > 0,$$

(3.1)

and recreate the poles in the $b$-channel by a suitable analytic continuation. Since there are no explicit poles in $b$, it must be the case that these poles come from the infinite sum. To see that this is the case, we can ask how the above function can diverge for a particular value of $b$; the answer is clearly that the infinite sum may diverge for particular values of $b$. In particular, that means that this sum must converge for all positive values of $b$, where there are no poles (we are again ignoring the $c$-channel poles here, which are already explicit in the above expression). In Appendix B, we demonstrate the ideas discussed in this and the next section by implementing them on Euler beta functions, which are the building blocks of Veneziano amplitudes.

To make this explicit, we expand the residue in a Laurent series around $n = \infty$,

$$f_n(b) = \sum_{j=0}^\infty g_j(b)n^{-k(b)-j}.$$  

(3.2)

To see that this is the correct leading behaviour, we note that the asymptotic behaviour in $a$ is inherited by $n$, since at $a = -n - \varepsilon$, $\varepsilon < 1$, the amplitude can be approximated by the closest term in the pole-sum

$$A(a,b) \approx \frac{1}{\varepsilon}f_{a,n}(b) = \frac{1}{\varepsilon}f_{a+\varepsilon}(b),$$

(3.3)

$^5$Technically, the $1/(P - a - b + n)$ part has singularities in the $b$ complex plane, but we’re only looking for $b$-channel poles, whose positions are independent of $a$. 


so that this reproduces the Regge behaviour we have assumed. This expansion has to be true, because all dependence of the amplitude (3.1) that isn’t just \( a^{-1} \) can only come from here. Also note that we chose to do the expansion in \( n \) instead of \( -n \sim a \); this is a matter of convenience and will have implications later.

We proceed by substituting the \( 1/n \) expansion of the residue (3.2) into the pole-sum form of the amplitude (3.1),

\[
A(a, b) = \sum_{n=2}^\infty \left( \sum_{j=0}^\infty g_j(b)n^{-k(b)-j} \right) \left( \frac{1}{a+n} + \frac{1}{P-a-b+n} \right) + \sum_{n=0}^1 f_n(b) \left( \frac{1}{a+n} + \frac{1}{P-a-b+n} \right),
\]

where the \( n \leq 1 \) terms have been split off because they’re clearly outside the radius of convergence of the \( 1/n \) expansion. However, since the split-off part is clearly regular in \( b \) – it’s just a polynomial –, we may safely ignore them; to put this another way, the divergence must come from the tail end of the sum so dropping a finite sum in the beginning should not be a problem.

For all \( n > \lfloor a \rfloor \), we can also expand

\[
\frac{1}{a+n} = \sum_{r=0}^\infty \frac{(-a)^r}{n^{r+1}},
\]

and similarly for the \( 1/(c+n) \) term.

Plugging this into the amplitude (3.4) gives\(^6\)

\[
A(a, b) = \sum_{n=\lfloor a \rfloor}^\infty \left\{ \left( \sum_{j=0}^\infty g_j(b)n^{-k(b)-j} \right) \sum_{r=0}^\infty \frac{(-a)^r}{n^{r+1}} \right\} + \sum_{n=\lfloor P-a-b \rfloor}^\infty \left\{ \left( \sum_{j=0}^\infty g_j(b)n^{-k(b)-j} \right) \sum_{r=0}^\infty \frac{(a+b-P)^r}{n^{r+1}} \right\} + \text{reg.}
\]

\[
= \sum_{n=1}^\infty \left( \sum_{j=0}^\infty g_j(b)n^{-k(b)-j} \right) \left( \sum_{r=0}^\infty \frac{(-a)^r + (a+b-P)^r}{n^{r+1}} \right) + \text{reg.}
\]

where we have again ignored all finite sums in \( n \). We can rearrange the sums in the last expression to get

\[
A(a, b) = \sum_{j,r=0}^\infty g_j(b) \{(-a)^r + (a+b-P)^r\} \sum_{n=1}^\infty n^{-k(b)-j-r-1} + \text{reg.}
\]

So far, all our manipulations have only been valid for \( \text{Re}\ b > 0 \). To find the poles in \( b \), which reside at \( b = -n \), we need to analytically continue the expression (3.7) to the left half plane of \( b \). The innermost sum in (3.7) diverges for all \( b \) such that \( k(b) \leq 0 \); this is an artefact of the fact that the expression isn’t valid in that region. To analytically continue, we replace the sums over \( n \) by

\(^6\)Here \( \lfloor a \rfloor \) denotes smallest integer greater than \( a \).
Riemann zeta functions – that is, we only keep the logarithmic divergences in the sum over \( n - 7 \)

\[
A(a, b) = \sum_{j,r=0}^{\infty} g_j(b) \{ (-a)^r + (a + b - P)^r \} \zeta(k(b) + j + r + 1) + \text{reg.}
\]

\[
= \sum_{N=0}^{\infty} \sum_{J=0}^{N} g_j(b) \{ (-a)^{N-J} + (a + b - P)^{N-J} \} \zeta(k(b) + N + 1) + \text{reg.} \quad (3.8)
\]

This expression now makes sense for \( \text{Re}b < 0 \) as well. While this analytic continuation can be justified merely on the grounds of being an analytic continuation and therefore unique, we also show in appendix B in more detail how it works.

The Riemann zeta function \( \zeta(z) \) has a pole at \( z = 1 \) with residue 1. Thus, the expression \( (3.8) \) has poles at \( k(b) = -N \) with residues

\[
\text{Res}_{k=1}(-N) A(a, b) = \frac{1}{k'(k^{-1}(-N))} \sum_{j=0}^{N} g_j(k^{-1}(-N)) \{ (-a)^{N-J} + (a + k^{-1}(-N) - P)^{N-J} \}.
\]

Consistency with crossing symmetry therefore gives us a condition on the function \( k(b) \),

\[
k(-n) = -N, \text{ so that there are poles at } b = -n, \quad (3.10)
\]

and two countably infinite sets of conditions on the functions \( g_j \),

\[
k^{-1}(-N) \notin \{0, -1, \cdots\} \Rightarrow \frac{1}{k'(k^{-1}(-N))} \sum_{j=0}^{N} g_j(k^{-1}(-N)) \{ (-a)^{N-J} + (a + k^{-1}(-N) - P)^{N-J} \} = 0
\]

\[
k^{-1}(-N) = -n \Rightarrow \frac{1}{k'(-n)} \sum_{j=0}^{N} g_j(-n) \{ (-a)^{N-J} + (a - n - P)^{N-J} \} = f_n(a). \quad (3.11)
\]

The first equation ensures that the spurious poles occurring at non-integer values of \( b \) vanish, and the second ensures that the real poles have the correct residues, those required by channel duality. Eqns \( (3.10) \) and \( (3.11) \) are the general conditions for duality.

### 3.1 Discussion

Before going ahead, we note that the linearity of the spectrum has not been substantially used anywhere yet. In the case of a nonlinear spectrum, we can take \( a \) to be a non-linear function of \( s \) such that the poles are at \( a = -n \) and similarly for \( b \) and \( c \). The major difference in this case is that there’s no expression of the form \( c = P - a - b \); however, it is still true that \( c \) can be determined given \( a \) and \( b \), since \( a \) must still be an invertible function of \( s \). Then, eqns \( (3.10) \) and \( (3.11) \) will be valid with the modification that \( a + k^{-1}(N) - P \) must be replaced by \( c_{l=[a-k^{-1}(N)]} \).

Another point worth noting is that the function \( k(b) \) has a physical meaning – the residue \( f_n(b) \) is a polynomial of degree \( -k(-n) \), which means that \( -k(-n) \) is the spin of the maximum spin particle exchanged at level \( n \). This might seem odd at first, since the function was defined in terms of not the physical variables \( s, t, u \) but the made-up variables \( a, b, c \). The point is that the normalisation for \( a \) – that the poles are at \( a = -n \) – is important. If we redefined \( a \), then the degree of the \( n^{th} \) polynomial wouldn’t match the function in the exponent of the asymptotic behaviour.

Having noted that, we also note that these general conditions aren’t very easy to solve. Hence, we now restrict the asymptotic function \( k(b) \) to be linear and proceed.

---

\(^7\)We thank R. Loganayagam and Shiraz Minwalla for this absolutely essential step.
4 The Case of a Linear Asymptotic Function

While we have found the general equations required for channel duality, eqns (3.10) and (3.11), they aren’t very easy to solve. To facilitate control over the equations, we restrict to the case when the asymptotic function \( k(b) \) is linear,

\[
k(b) = kb. \tag{4.1}
\]

With this restriction, we show that the only consistent value of \( k \) is 2. The main reason \( k = 2 \) is special is that the duality equations simplify greatly at this value; we end this section with the simplest form of these equations. The details for the case \( k(b) = kb - l \) are not substantially different, so we drop it to aid clarity.

When \( k(b) \) is a linear function, the condition (3.10) is automatically satisfied, and the countably infinite set of constraints (3.11) on the \( g_J \)s become

\[
N \neq kn \Rightarrow \sum_{J=0}^{N} g_J \left( -\frac{N}{k} \right) \left\{ (-a)^{N-J} + a - \frac{N}{k} - P \right\}^{N-J} = 0,
\]

\[
N = kn \Rightarrow \frac{1}{k} \sum_{J=0}^{kn} g_J (-n) \left\{ (-a)^{kn-J} + (a - n - P)^{kn-J} \right\} = f_n(a). \tag{4.2}
\]

We expand the residue \( f_n(a) \) in powers of \( -a \) as

\[
f_n(a) = \sum_{J=0}^{kn} h_J (-n) (-a)^{kn-J}. \tag{4.3}
\]

The choice of \( -a \) instead of \( a \) in this equation is parallel to the choice of expanding in \( n \) instead of \(-n \) in (3.2). Using this and the binomial expansion of \((a - \frac{N}{k} - P)^{N-J}\), we find

\[
h_J \left( -\frac{N}{k} \right) = \frac{1}{k} \left\{ g_J \left( -\frac{N}{k} \right) + (-1)^{N-J} \sum_{j=0}^{J} (-1)^j \binom{N-J+j}{j} \left( \frac{N}{k} + P \right)^j g_{J-j} \left( -\frac{N}{k} \right) \right\}
\]

\[
= \frac{1}{k} \left\{ \left[ 1 + (-1)^{N-J} \right] g_J \left( -\frac{N}{k} \right) + (-1)^{N-J} \sum_{j=1}^{J} (-1)^j \binom{N-J+j}{j} \left( \frac{N}{k} + P \right)^j g_{J-j} \left( -\frac{N}{k} \right) \right\}, \tag{4.4}
\]

with the definition

\[
h_J(\text{non-integer}) = 0. \tag{4.5}
\]

The first line in (4.4) is written in a form such that the \( a \)-channel and \( c \)-channel contributions are separate from each other, while the second line collects the \( g_J \)s together. We will henceforth use whichever form is convenient.

The reader may have noticed that the notation we’ve been using for the \( h_J \)s is (almost falsely) suggestive – we’ve covertly treated them as functions of the level \( n \). The reason for this is that in the equations (4.4) the right hand side are in fact functions, and therefore we can promote \( h \) to a function of the level by requiring equality with the right hand side. This has to be consistent with the analytic continuation that allowed us to expand the residues \( f_n(b) \) in a \( 1/n \) expansion. But, notice that the right hand side has the factor \((-1)^N\), which has an essential singularity at \( \infty \); this contradicts our assumption about analyticity at \( \infty \), as used in (3.2).

For odd values of \( k \), this poses an insurmountable problem. Consider \( k = 1 \) for example, so
that the left hand side of (4.4) is non-zero for all values of $N$. Then, the residue at level $n$ is

$$f_n(a) = \sum_{j=0}^{n} g_j(-n)(-a)^{n-j} + (-1)^n \sum_{j=0}^{n} \sum_{j=0}^{J}(1-j)^{j} \left( n - j + j \right)^{n+j} \left( n - j + j \right)^{(n+P)} g_{j-n}(n-a)^{n-j} (4.6)$$

Because of the $(-1)^n$, this can’t be analytic at $\infty$, assuming the $g_J$s are analytic at $\infty$. However, we know that the $g_J$s are, in fact, analytic at $\infty$, which can be seen by taking the limit $b \to \infty$ of their definition (3.2), where it must exhibit Regge behaviour.\(^8\) Thus, the channel duality equations for $k = 1$ are inconsistent with our assumptions about analyticity at $\infty$. It is easy enough to see that this extends to all odd values of $k$, and therefore that our assumptions aren’t compatible with $k$ being odd.

What saves the case of even $k$ is that the physical poles are all at even values of $N$ in (4.4); that means we can promote the $h_J$s to two sets of functions, $h^e_J$ obtained from analytically continuing off even $N$ and $h^o_J$ obtained from analytically continuing off odd $N$; note here that the $h^o_J$s are identically 0.

So we consider the equations for odd $N$ and even $N$ separately. For odd $N$, the equations are

$$\{1 - (-1)^J\} g_J \left( -\frac{N}{k} \right) = \sum_{j=1}^{J} (-1)^{j}(N - J + j) \left( N - J + j \right)^{j} \left( \frac{N}{k} + P \right) g_{j-n} \left( -\frac{N}{k} \right), \quad N \text{ odd.} \quad (4.7)$$

It is useful to again split these into two sets of equations, those in which $J$ is odd and those in which $J$ is even. For even $J$, the left hand side is 0 and we find

$$0 = \sum_{j=1}^{J} (-1)^{j}(N - J + j) \left( N - J + j \right)^{j} \left( \frac{N}{k} + P \right) g_{j-n} \left( -\frac{N}{k} \right), \quad N \text{ odd, } J \text{ even.} \quad (4.8)$$

And for odd $J$ we find

$$g_J \left( -\frac{N}{k} \right) = -\frac{1}{2} \sum_{j=1}^{J} (-1)^{j}(N - J + j) \left( N - J + j \right)^{j} \left( \frac{N}{k} + P \right) g_{j-n} \left( -\frac{N}{k} \right), \quad N \text{ odd, } J \text{ odd.} \quad (4.9)$$

As can be seen, these are all constraints that relate various $g_J$s evaluated at the same point, for a countably infinite set of points.

As it happens, this is enough to argue that equations (4.8) and (4.9) are valid everywhere – that is, that they are functional relations among the $g_J$s. This is possible because of a theorem in complex analysis called Carlson’s theorem. Roughly, it says that given a function specified at the positive integers, $f_n$, then there is a unique complex function $f(z)$ such that $|f(z)|$ grows at most as $e^{\tau|z|}$ for some $\tau$ at large $|z|$ with Re $z > 0$ and $f(iy)$ grows slower than $e^{\eta|y|}$ at large values of $y$.

Given that the $g_J$s satisfy the conditions of this theorem, we can see that equations (4.8) and (4.9) must be valid everywhere very easily. Take, for example, eqn (4.9) and separately analytically both the left and the right hand sides. The analytic continuation of the left hand side is clearly $g_J$. The analytic continuation of the right hand side is also unique, since it behave roughly as $\sum N^{2j} g_{j-n}$ and if the $g_J$s satisfy the conditions so do these. Thus, eqn (4.9) is a functional relation. One can similarly argue for eqn (4.8).

What remains is to show that the $g_J$s in fact satisfy the conditions of Carlson’s theorem. Since we are analytically continuing off the negative integers, we need to bound the growth of $g_J(b)$ in the

\(^8\)One may object that (4.6) is a polynomial not in $a$ but in $-a$; pulling out those signs merely shifts the problematic $(-1)^n$ to the other term and the non-analyticity remains. It is also useful to remember to note that, while $\Gamma(z)$ has an essential singularity at $\infty$, the binomial coefficients diverge only polynomially.
left-half plane. Suppose it grows exponentially on the left half plane, $g_J(b) \sim e^{-\nu b}$. Then, because of the duality equations (4.4) and the definition (4.3) of the $h_J$s,

$$f_n(a) \sim e^{\nu n} \sum_J (-a)^{kn-J}.$$  \hspace{1cm} (4.10)

This blow-up at large $n$ contradicts Regge behaviour. This means that the $g_J$s can’t grow exponentially in the left-half plane, and by continuity can’t grow exponentially on the (upper or lower) imaginary axis either. It is worth noting that this doesn’t constrain the behaviour on the right-half plane; in particular, for the Virasoro-Shapiro amplitude, it behaves like $b^\nu$, which is superexponential on the right-half plane and goes to 0 on the left-half plane while being oscillatory on the imaginary axis. Thus, we have proved that the relations (4.9) and (4.8) are functional relations valid for all values of $N$ (but, remember, not $J$).

Having dealt with the odd $N$ equations, we can now deal with those for even $N$. The major difference is that the $h_J$'s that appear in these equations are not 0. The equations are

$$h_J \left( -\frac{N}{k} \right) = \frac{1}{k} \left\{ \left[ 1+(-1)^j \right] g_J \left( -\frac{N}{k} \right) + (-1)^J \sum_{j=1}^J (-1)^j \left( \frac{N-J+j}{j} \left( \frac{N}{k} + P \right) \right)^j g_{J-j} \left( -\frac{N}{k} \right) \right\}$$

$$= \frac{2}{k} g_J \left( -\frac{N}{k} \right),$$  \hspace{1cm} (4.11)

where we have used the functional relations (4.8) and (4.9) – for odd $J$ the first term in the first line vanished and the second term becomes the final answer, and for even $J$ the second term vanishes.

These are nearly the final forms of the duality equations. To see where the final simplification comes from, consider the case $k = 4$. In this case, $N = 4n + 2$ are all spurious poles; thus, $h_J(-n-1/2) = 0$ and therefore $g_J(-n-1/2) = 0$. Since the $g_J$s are 0 at an infinite number of evenly spaced points and $g_J$ can’t grow exponentially, the only solution is $g_J(b) = 0$. This argument clearly generalises to all values of $k$ except 2, since for all $k > 2$ we can find an infinite set of evenly spaced points where $N$ is even and $N/k$ isn’t an integer.

Thus, the final forms of the duality equations are

Definitions: $f_n(b) = \sum_{j=0}^\infty g_J(b)n^{-2b-j} = \sum_{j=0}^{2n} h_J(-n)(-b)^{2n-J}$,  \hspace{1cm} (4.12)

Residue-Matching Eqns: $g_J(-n) = h_J(-n)$, $j \leq 2n$,  \hspace{1cm} (4.13)

Spurious-Pole Eqns: $g_J(b) = -\frac{1}{2} \sum_{j=1}^J (-1)^j \frac{\Gamma(-2b-J+j+1)}{\Gamma(j+1)\Gamma(-2b-J+1)} (P-b)^j g_{J-j}(b)$, $J$ odd,

$$0 = \sum_{j=1}^J (-1)^j \frac{\Gamma(-2b-J+j+1)}{\Gamma(j+1)\Gamma(-2b-J+1)} (P-b)^j g_{J-j}(b),$$  \hspace{1cm} J even.  \hspace{1cm} (4.14)

The reason for naming the equations such is that, when $k = 2$, all the equations from even $N$ involve matching the residues of poles that in fact exist in the amplitude and all those from odd $N$ are those that involve demanding that the residues of the spurious poles vanish.

These equations are among the main results of this note.
4.1 Discussion

The first order of business for this discussion section is to dispel an obvious objection, which is that the Veneziano amplitude

\[ B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a + b)} \xrightarrow{a \to \infty} a^{-b}, \]  

(4.15)

which flatly contradicts our assertion that the asymptotic behaviour has to be \( a^{-2b} \). The answer, of course, is that this is not actually the Veneziano amplitude; the full Veneziano amplitude is the sum of three terms

\[ A_{Ven}(a, b) = B(a, b) + B(a, c) + B(b, c), \xrightarrow{a \to \infty} a^{-2b}, \]  

(4.16)

In fact, the full Veneziano amplitude can be written in the functional form of the Virasoro-Shapiro amplitude, see [2] for details.

Turning to other things, one might wonder if these duality equations (4.12), (4.13), (4.14) mean anything physically. While it is hard to give an overarching narrative to these equations, various aspects of them reflect various physical facts.

Most obviously, the value of \( k \) is related to the particle with highest spin at every level, as seen in (4.2) for example – the highest spin particle propagating at level \( n \) has spin \( kn \). This throws some light on why \( k = 2 \) is special. If \( k \) is odd, then levels at odd values of \( n \) have a highest spin particle with odd spin, but odd spins can’t propagate in the scattering of identical scalar bosons; thus, \( k \) being odd would require an infinite number of intricate cancellations, and our analyticity arguments are essentially that they can’t actually happen. It’s not as clear why \( k = 2 \) is preferred over a generic even \( k \).

First, note that the RMEs (4.13) can be obtained from the definitions of the \( h_J \)s and \( g_J \)s (4.12) by a very simple prescription: interchanging \( b \) and \( -n \) interchanges the roles of the \( h_J \)s and \( g_J \)s in (4.12) (up to problems with the summation limits). It seems that a very simple prescription ensures channel duality.

The SPEs are equations that express the coefficients of odd powers of \( b \) in terms of the coefficients of the even powers of \( b \), as can clearly be seen by their explicit solutions

\[ g_{2j+1}(-n) = \sum_{p=0}^{j} (-1)^p (n + P)^{2p+1} \frac{2n + 1 - 2j + 2p}{2n - 2j} Z(p + 1) g_{2j-2p}(-n), \]  

(4.17)

where

\[ Z(x) = \frac{4}{\pi^{2x}} \sum_{k=-\infty}^{\infty} (4k + 1)^{-2x} = 4 \left( \frac{1}{4 \pi^{2x}} \right) \left\{ \zeta \left( 2x, \frac{1}{4} \right) + (-1)^{2x} \zeta \left( 2x, \frac{3}{4} \right) \right\}, \]  

(4.18)

This fact suggests that the content of the SPEs is that there are no odd spin particles propagating in the amplitude. And this is in fact the case; an arbitrary sum of even-spin Gegenbauer polynomials satisfies these equations, assuming the RMEs.

Thus, the value of \( k \) encodes the spin spectrum of the exchanged particles, the RMEs encode the actual non-trivial s-t crossing symmetry, and the SPEs (given the RMEs) encode the much simpler t-u crossing symmetry (which is equivalent to there not being any odd-spin particles).

---

9We show this numerically in an attached mathematica notebook.
5 Solving the Bootstrap Equations

These equations can be solved for the scattering of four identical scalars. In this section, we show that in this case there is an infinite-dimensional parameter space of solutions. In particular, we show using the bootstrap equations that given a proposed amplitude $A_0(a, b, c)$ that is symmetric in its arguments and has the correct poles and asymptotics, any amplitude of the form

$$A(a, b, c) = \sum_{m=0}^{\infty} a_m A_m(a, b, c) = \sum_{m=0}^{\infty} a_m A_0(a + m, b + m, c + m)$$

(5.1)

also satisfies these same conditions [12–15].

First, we note that this is clearly true. The term $A_m$ has poles at $a = -m, -m - 1, -m - 2, \cdots$ and similarly for $b$ and $c$, all of which are the poles of $A_0$, and therefore the entire sum has the same set of poles as the first term. Similarly, the $m^{th}$ term has asymptotic behaviour $n^{-2b-2m}$, which is dominated by the asymptotic behaviour of $A_0$. Finally, it is manifestly crossing symmetric. Thus, it satisfies all the bootstrap constraints apart from unitarity. We now show this more explicitly using the bootstrap eqns (4.12)-(4.14).

To usefully solve the bootstrap equations, we need to parametrise the residues in some fashion, so that we work with the minimum amount of independent data. The natural way to parametrise residues in a scattering amplitude is as sums of Gegenbauer polynomials with different spins. For our purpose, however, this is an inconvenient basis, because it is very hard to find the combination of Gegenbauers that has Regge asymptotic behaviour; even in the case of the simplest example of the Virasoro-Shapiro amplitude, the general decomposition of the residues into Gegenbauers is not known, and thus even in that case we can’t ascertain exactly how the sum of Gegenbauers attains this behaviour. Much more convenient would be a basis which has the correct asymptotic behaviour. Luckily, there is one right at hand, that given by the $A_m$s in (5.1). Using this decomposition, we’ll see that there are no constraints on the coefficients $a_m$ coming from crossing symmetry.

We write the residue as

$$f_n(b) = \sum_{m=0}^{n} a_m F_{n,m}(b), \quad /F_{n,m}(b) = F_{n-m,0}(b + m),$$

(5.2)

where $F_{n,m}(b)$ is the residue of $A_m$ at $a = -n$. The expansion of $F_{n,m}(b)$ about $n = \infty$ is

$$F_{n,m}(b) = \sum_{j=0}^{\infty} G_j^m(b) n^{-2b-j} /G_{j<2m}^m(b) = 0.$$  

(5.3)

The condition on the $G_j^m$s comes from the fact that $A_m \sim n^{-2b-2m}$.

Because the $A_m$s satisfy the bootstrap equations themselves, we can apply the RMEs (4.13) to rewrites the full residue as

$$f_n(b) = \sum_{m=0}^{n} a_m F_{n,m}(b)$$

$$= \sum_{m=0}^{n} a_m \sum_{j=0}^{2n} G_j^m(-n)(-b)^{2n-j}$$

$$= \sum_{j=0}^{2n} \left\{ \sum_{m=0}^{n} a_m G_j^m(-n) \right\} (-b)^{2n-j}.$$  

(5.4)
From here, we can again apply the RMEs to the full amplitude to find

\[ g_j(-n) = \sum_{m=0}^{n} a_m G_m^j(-n). \] (5.5)

Now, we can plug this form for the \( g_j \) to find

\[
\sum_{m=0}^{n} a_m G_{2J+1}^m(-n) = \sum_{m=0}^{n} a_m \left\{-\frac{1}{2} \sum_{j=1}^{2J+1} (-1)^j \binom{2n - 2J + j}{j} (P + n)^j G_{2J+1-j}^m(-n) \right\}
\]

\[
0 = \sum_{m=0}^{n} a_m \sum_{j=1}^{2J} (-1)^j \binom{2n - 2J + j + 1}{j} (P + n)^j G_{2J-j}^m(-n). \] (5.6)

We see that the expression multiplying each \( a_m \) exactly vanishes by the fact that the \( A_m \)s satisfy crossing, and thus we’ve shown using the bootstrap equations that (5.1) is crossing symmetric.

5.1 Discussion

An important question the above analysis leaves unanswered is whether the form (5.1) is the most general allowed form of the amplitude. For tachyons, it is, but not for particles of positive mass-squared.

One way we could have gone about solving the bootstrap equations might have been to parametrise the residues by an arbitrary sum of even-spin polynomials (polynomials that can be written as a sum of even-spin Gegenbauers). Given that the bootstrap equations guarantee us that the residue at level \( n \) is a polynomial of degree \( 2n \), and that the Gegenbauer with spin \( s \) is a polynomial of degree \( s \), the \( n \)th residue is a sum of \( n+1 \) even-spin Gegenbauers (of spins \( 0, 2, \ldots, 2n \)); in other words, the residue at level \( n \) is given by \( n+1 \) real numbers.

We already used such a parametrisation, (5.2), in which the residue is given by \( a_m, m = 0, 1 \ldots n \). Each polynomial used in this parametrisation, further, is guaranteed to be a positive sum of even-spin Gegenbauers, because of the \( b - c (t - u) \) symmetry of the different components in (5.1). Thus, it naively seems that this is the most general parametrisation and thus (5.1) is the most general amplitude allowed by the bootstrap equations.

There is a problem, however, because some of these polynomials are in general either 0 or a constant. The problem stems because of the special kinematics of the three-point function of two particle at mass \( m \) and one particle at mass \( 2m \). By going to the rest frame of the heavy particle, one realises that both light particles have 0 spatial momentum. Because the incoming state has no orbital momentum, the heavy particle has to be a scalar. Another way to see the same thing is that if the heavy particle weren’t a scalar the interaction vertex would necessarily have some derivatives acting on the light particles, and because of the lack of momentum these derivatives would be 0. Further, in the case of three massless particles, the three-point function has to be 0 on-shell.

Because of this, in the case of massless or massive particles, when the particle of mass \( 2m \) is necessarily in the spectrum, one of the residues of the original amplitude \( A_0 \) has a residue which isn’t a polynomial of degree \( 2n \) but a constant. And because of the structure of (5.2), this means that every subsequent residue is short a polynomial. Thus, it is not obviously true that (5.1) is the most general amplitude satisfying our conditions when the external particles aren’t tachyons. We have not been able to usefully add a polynomial at each level that corrects this problem to check whether it is the most general form, however.
6 Unitarity

Having shown that crossing symmetry allows for an infinite-dimensional parameter space of amplitudes, we may still hope that unitarity constrains it more. While unitarity is hard to analyse in general, we numerically argue in this section that unitarity still allows for an open set in this infinite-dimensional parameter space – that is, we argue that arbitrary small perturbations don’t violate unitarity. We can’t make the argument in the general case, so we take the Virasoro-Shapiro amplitude in 4 spacetime dimensions and look at amplitudes of the form (5.1) with $A_0$ as the Virasoro-Shapiro amplitude.

First, we consider amplitudes of the form $A_0 + a_m A_m$ for a particular value of $m$. The coupling constant of the $l$th Regge trajectory – the set of particles of spin $2n - 2l$ –, the coupling takes the form

$$\lambda_{n,2n-2l}^2 = f_l(n) + a_m g_l(n).$$

(6.1)

The unitarity constraint, that this be positive, provides a lower bound for $a_m$ for values of $n$ such that $g_l(n)$ is positive and an upper bound when $g_l(n)$ is negative. Maximising the lower bound and minimising the lower bound over all $n$ in the respective regions gives us the unitarity constraint on $a_m$ coming from the $l$th Regge trajectory.

We calculated it for $m = 1, 2 \cdots 6$ using 8 Regge trajectories. The bounds, calculated in an attached mathematica notebook, are

-8. $< a_1 < 246$
-1230. $< a_2 < 1744$
-75408. $< a_3 < 545260$
$-6.19451 \times 10^8 < a_4 < 5.61988 \times 10^8$
$-1.04535 \times 10^{12} < a_5 < 1.30753 \times 10^{12}$
$-3.5675 \times 10^{15} < a_6 < 5.70538 \times 10^{15}$. (6.2)

Second, we consider perturbations with two subleading Virasoro-Shapiros at a time, $A_0 + a_{m_1} A_{m_1} + a_{m_2} A_{m_2}$. We take the values (1, 2), (1, 3) and (2, 3) for $(m_1, m_2)$. Then, we consider 25 × 25 points in the region allowed by eqn (6.2) and check (again, a Regge trajectory at a time) whether each of these points is allowed by unitarity or not. For this, we used 5 Regge trajectories. The allowed values of the parameters are coloured in yellow in fig 2.

6.1 Discussion

We see from the above that the unitarity of the Virasoro-Shapiro amplitude is stable to perturbations. We did not run the checks for three or more subleading Virasoro-Shapiros because it seems pretty clear from the above numbers and graphs that unitarity doesn’t constrain the amplitude very much.

One thing that we may note is that one reason the Virasoro-Shapiro amplitude is this stable to perturbations is that it doesn’t seem to have any couplings that are 0, [18], and so there’s always a perturbation small enough that it doesn’t cause a problem. Further, even if one of the couplings were 0, it would only put a hard constraint on perturbation in one direction. Thus, to get a non-trivial unitarity constraint, it must be that the same perturbation moves two couplings that are 0 in opposite directions.

7 Conclusions

We have studied the conditions imposed by Regge asymptotic behaviour, crossing symmetry and unitarity on the scattering amplitude of four identical scalars in the case when the exchanged parti-
Figure 2. We checked unitarity for $25 \times 25$ points for amplitudes of the form $A_0 + a_{m_1}A_{m_1} + a_{m_2}A_{m_2}$, using couplings from 5 Regge trajectories. The yellow regions are the ones allowed by unitarity. The three cases are (a) $m_1 = 1, m_2 = 2$ (b) $m_1 = 1, m_2 = 3$ (c) $m_1 = 2, m_2 = 3$. The ranges scanned were decided by the bounds shown in eqn (6.2).
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A Kinematics

In this appendix, we collect some useful facts about the kinematics of the scattering we’re considering. The basic setup is the tree-level scattering of four identical scalars. We ignore any four-point coupling between these scalars (since it’s channel-dual already), and focus on the particles the scalars have a three-point coupling with. These intermediate particles are exchanged in the s, t and u channels.

A.1 Spinning intermediate particles

Most general scalar-scalar-spin(l) interaction The most general 3-point interaction between 2 scalars and a spin-l particle is given by:

\[
S_{\text{int}} = \lambda \int d^D x \sigma_{\mu_1 \ldots \mu_l}(x) \left( \partial_{(\mu_1} \partial_{\mu_2} \ldots \partial_{\mu_l)} \phi(x) \right), \quad \partial = i(\bar{\partial} - \bar{\partial})
\]  

(A.1)

In writing the above interaction term we have taken into account the symmetric-transverse-traceless representation of an arbitrary spin-l particle.\(^{10}\)

Note that the vertex identically vanishes when \(l\) is odd. This happens because the above vertex picks up a sign \((-1)^l\) under the exchange of the two \(\phi\) fields, which is basically a symmetry. Another way to see this is to consider a 3-point interaction as shown below. The amplitude should not change under the exchange of particle \(1 \rightarrow 2\). However, this corresponds to a rotation by an angle \(\pi\) in the center of mass frame and the odd-spin particle picks up a phase, \((-1)^l\). Thus for consistency, this 3-point interaction vanishes identically.

Propagator of a spin-l particle Finding the propagator of a general spin-l particle is a matter of projecting out a \(l\)-tensor in the correct symmetric-transverse-traceless representation and has been worked out in [19, 20]. We quote the momentum space propagator here:

\[
\frac{-i \Theta^{(l)}_{\mu_1 \ldots \mu_l, \nu_1 \ldots \nu_l}}{p^2 + m^2}
\]

(A.2)

where \(\Theta^{(l)}_{(\mu_1 \ldots \mu_l, \nu_1 \ldots \nu_l)}\) is the spin-(\(l\)) analogue of the projection operator given by:

\[
\Theta^{(s)}_{\mu_1 \ldots \mu_s, \nu_1 \ldots \nu_l} = \left\{ \left\lceil \frac{l}{2} \right\rceil \sum_{p=0} \frac{(-1)^p l! (2l + D - 2p - 5)!!}{2p! (l-p)! (2l + D - 5)!!} \Theta_{\mu_1 \mu_2} \Theta_{\nu_1 \nu_2} \ldots \Theta_{\mu_{2p-1} \mu_{2p}} \Theta_{\nu_{2p-1} \nu_{2p}} \right\}
\]

10In symmetric-transverse-traceless representation, the polarization of the spinning particle can be expanded in a basis like: \(\epsilon^{(\mu_1 \epsilon^{(\mu_2} \ldots \epsilon^{(\mu_l)}\right), \) where \(\epsilon \cdot \epsilon = 0, \epsilon \cdot p = 0\). Here \(p\) is the momentum of the spinning particle and \(\epsilon\) is its polarization.
\[ \Theta_{\mu
u} = \eta_{\mu\nu} - p_\mu p_\nu / p^2 \] is the spin one projection operator and \( \lfloor l/2 \rfloor \) gives the largest integer lesser than \( l/2 \). In the above expression \( \{ \}_{\text{sym}(\mu), \text{sym}(\nu)} \) denotes that the expression needs to be symmetrized in all the \( \mu, \nu \) indices.

**4-scalar scattering with spin(\( l \)) exchange** Using the expressions for the interaction between scalar and spin-\( l \) in (A.1) and the propagator, (A.3), one can easily write down the 4-scalar scattering amplitude with spin-\( l \) intermediate particle.

\[
\langle \phi(k_1)\phi(k_2)\phi(k_3)\phi(k_4) \rangle_{l} = \lambda^2 \left( \frac{l! \Gamma \left( \frac{D-3}{2} \right) (s-4M^2)^l}{2\Gamma \left( \frac{D-3}{2} + l \right)} \times C_l^{D-3}{\frac{D-3}{2}} \right) \times \frac{1}{s-m^2} \tag{A.4}
\]

Here, \( C_l^{D-3} \) are the Gegenbauer polynomials, which originate in the above expression due the particular structure of contractions that appears in (A.3). The Gegenbauer polynomials obey the following orthogonality condition:

\[
\int_0^\pi d\theta (\sin \theta)^{D-3} C_l^{D-3}{\frac{D-3}{2}} \cos \theta |C_l^{D-3}{\frac{D-3}{2}} \cos \theta| = 2^{4-D} \Gamma \left( \frac{D-3}{2} \right) \Gamma \left( \frac{D-3}{2} + l \right) \delta_{l' l} \tag{A.5}
\]

The residue of the pole at \( s = m^2 \) is given by,

\[
\lambda^2 \left( \frac{l! \Gamma \left( \frac{D-3}{2} \right) (m^2-4M^2)^l}{2\Gamma \left( \frac{D-3}{2} + l \right)} \times C_l^{D-3}{\frac{D-3}{2}} \cos \theta \right) \tag{A.6}
\]

here, \( \cos(\theta) \) is the angle of scattering in the center of mass coordinates and is related to the Mandelstam variables by following relations,

\[
\cos(\theta) = 1 + \frac{2t}{s-4M^2} = \frac{u-t}{u+t}
\]

**A.2 Threshold kinematics**

We show that for the scattering of massive scalar particles of mass \( M \), there exists a threshold at mass \( 2M \), at which the kinematics becomes trivial. This is clear from the expression (A.6) for the residue of a physical pole. If the pole occurs at \( s = m^2 = 4M^2 \), corresponding to a particle of mass \( 2M \), then the residue vanishes identically, for \( l \neq 0 \). Thus, at such a threshold mass only scalar particles are allowed. Consequently, the residue, instead of being a polynomial of appropriate
degree in $t$ or $\cos(\theta)$ is a constant. For the case of massless external particles the threshold particle is also massless and hence the residue vanishes identically even for $l = 0$.

For the class of amplitudes that interest us: those one with a linear spectrum, the threshold condition is always met for particles with positive or zero mass. For such particles, the residue of the amplitude becomes a constant at some excited level. However, this doesn’t happen for tachyonic particles, for which the threshold mass is a particle with an even more negative mass.

B Explicit Demonstration of Channel Duality

In this appendix, we explicitly show how channel duality works in the case of the Euler Beta function

$$B(a,b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a+b)}.$$  \hfill (B.1)

which is the building block of the Veneziano amplitude. This serves both as an intuition-building exercise, and as a demonstration of the validity of our techniques in the main text. We choose this function for simplicity; it doesn’t have any $c$-poles, which makes the equations significantly shorter.

First, we go to the region $a < 0, b > 0$, which is the physical s-channel scattering regime. There, we may write

$$B(a,b) = \sum_{n=0}^{\infty} \frac{1}{a+n} \frac{(1-b)(2-b) \cdots (n-b)}{n!}.$$  \hfill (B.2)

This sum converges for $\text{Re} \, b > 0$, since the summand behaves for large $n$ as $n^{−b−1}$.

At the edge of this region of convergence, $b = 0$, all the residues in the expansion are 1. We can recreate this result from the $t$-channel expansion, valid for $a > 0, b < 0$,

$$B(a,b) = \sum_{n=0}^{\infty} \frac{1}{b+n} \frac{(1-a)(2-a) \cdots (n-a)}{n!}.$$  \hfill (B.3)

by the following (strictly invalid) trick. First, we take $b = 0$ and $a = −m$ (which, notice, is outside the region of convergence); the expression (B.3) then becomes

$$B(a,0) \xrightarrow{a→-m} \sum_n \frac{1}{n} \xrightarrow{a→-1} \sum_n 1 + \frac{1}{n} \xrightarrow{a→-2} \sum_n \frac{n}{2} + \frac{3}{2} + \frac{1}{n} \xrightarrow{a→-m} \sum_n \cdots + \frac{1}{n}.$$  \hfill (B.4)

It seems that the coefficient of the $\sum \frac{1}{n}$ term gives the correct residue for this value of $b$. While recreating a factor of 1 is neither useful nor kosher, it is still valid for the reason that we can recreate it using a lot less arbitrary prescription: replacing $\sum n^{−s}$ by the Riemann zeta function $\zeta(s)$, which has a simple pole at $s = −1$! This prescription is less arbitrary for the simple reason that it provides an analytic continuation off the right-half-plane, and it is therefore the unique prescription.
It is useful to do this in a more systematic manner. We rewrite the $s$-channel expansion as

$$B(a, b) = \sum_{n=0}^{\infty} \frac{f_n(b)}{a+n} \quad / \quad f_n(b) = \frac{\Gamma(n + 1 - b)}{\Gamma(n + 1) \Gamma(1 - b)}. \quad (B.5)$$

We can expand the residues $f_n(b)$ in a $1/n$-series,

$$f_n(b) = \sum_{j=0}^{\infty} g_j(b) n^{-b-j}, \quad (B.6)$$

where, for reference, the first few $g_j$s are

$$
\begin{align*}
g_0(b) &= \frac{1}{\Gamma(1-b)} \\
g_1(b) &= \frac{b(b-1)}{2 \Gamma(1-b)} \\
g_2(b) &= \frac{b(2 - 3b - 2b^2 + 3b^3)}{24 \Gamma(1-b)} \\
g_3(b) &= \frac{(-1 + b)^2 b^2 (2 + 3b + b^2)}{48 \Gamma(1-b)} \\
g_4(b) &= \frac{b(-48 + 20b + 180b^2 - 25b^3 - 192b^4 - 10b^5 + 60b^6 + 15b^7)}{5760 \Gamma(1-b)}. \quad (B.7)
\end{align*}
$$

The manipulations from eqn (3.4) to eqn (3.11) go through essentially as in the main text, except without the terms coming from the poles in $c$, with $k(b) = b$. Eqn. (3.11) then becomes

$$f_n(b) = \sum_{j=0}^{n} g_j(-n)(-b)^{n-j}, \quad (B.8)$$

which are exactly the residue-matching equations (4.13). As an aside, we note the lack of any spurious-pole equations (4.14); this is because of the lack of poles in $c$, giving further credence to their interpretation as arising from $b-c$ symmetry.

The reader may readily check using the $g_j$s listed here that eqn (B.8) is indeed correct. A much simpler way to check is to note the eqn (B.8) is the same as eqn (B.6) with $b$ and $-n$ interchanged. The exact expression for the residue, eqn (B.5), is manifestly invariant under that interchange, and therefore we must have arrived at the right answer.
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