Local Stochastic Bilevel Optimization with Momentum-Based Variance Reduction

Junyi Li*, Feihu Huang†, Heng Huang‡

Abstract

Bilevel Optimization has witnessed notable progress recently with new emerging efficient algorithms and has been applied to many machine learning tasks such as data cleaning, few-shot learning, and neural architecture search. However, little attention has been paid to solve the bilevel problems under distributed setting. Federated learning (FL) is an emerging paradigm which solves machine learning tasks over distributed-located data. FL problems are challenging to solve due to the heterogeneity and communication bottleneck. However, it is unclear how these challenges will affect the convergence of Bilevel Optimization algorithms. In this paper, we study Federated Bilevel Optimization problems. Specifically, we first propose the FedBiO, a deterministic gradient-based algorithm and we show it requires $O(\epsilon^{-2})$ number of iterations to reach an $\epsilon$-stationary point. Then we propose FedBiOAcc to accelerate FedBiO with the momentum-based variance-reduction technique under the stochastic scenario. We show FedBiOAcc has complexity of $O(\epsilon^{-1.5})$. Finally, we validate our proposed algorithms via the important Fair Federated Learning task. More specifically, we define a bilevel-based group fair FL objective. Our algorithms show superior performances compared to other baselines in numerical experiments.

1 Introduction

Bilevel optimization problems [57, 51] involve two levels of problems: an outer problem and an inner problem. The two problems are entangled where the outer problem is a function of the minimizer of the inner problem. Recently, great progress has been made to solving this type of problems, especially, efficient single loop algorithms have been developed based on various gradient approximation techniques [26, 24]. Bilevel optimization problems also frequently emerge in machine learning tasks, such as hyper-parameter optimization, meta learning, neural architecture search etc. However, most existing Bilevel Optimization work focuses on the standard non-distributed setting, and how to solve the Bilevel optimization problems under distributed settings is under-explored. Federated learning is a recently promising distributed learning paradigm. In Federated Learning [41], a set of clients jointly solve a machine learning task under the coordination of a central server. To protect user privacy and reduce communication burden, clients only exchange their models every
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a few epochs, but this slows down the convergence. Various algorithms \cite{56, 60, 20, 27, 8, 60} were proposed to accelerate its training. However, most of these algorithms focus on the standard single level optimization problems. \cite{60} considered one type of bilevel formulation, but their algorithm needs Hessian matrix communication every iteration, which is impractical in practice. So efficient algorithms designed for Federated Bilevel Optimization are still missing. In this work, we propose two novel algorithms for Federated Bilevel Optimization and aim to make one step forward to mitigate this gap.

In this work, we propose the FedBiO and FedBiOAcc algorithms. The FedBiO algorithm adapts the single loop gradient-based bilevel algorithm to the federated learning setting. More precisely, each client optimizes its local bilevel problem with a single loop algorithm and for every a few epochs, clients average their local states. Then we utilize the momentum-based variance reduction technique in the local updates of FedBiO, which can control the stochastic noise and accelerate the convergence. We denote the algorithm based on this idea as FedBiOAcc. We theoretically analyze the convergence of two algorithms, which involves careful balance between the distributed-related errors and bilevel-related errors. The first type of error is ‘consensus error’. In Federated Learning, clients do not communicate the model state at every epoch. As a result, the local model states drift away from each other. So the gradient directions queried at these states may not represent the true descent directions. The associated errors are often named as the ‘consensus error’. The consensus error also exists in Federated Bilevel Optimization problems where both inner and outer variables will drift. Another type of error is the ‘inner variable estimation error’ or ‘(hyper)-gradient bias’. For a single level optimization problem, we often assume access of an unbiased gradient oracle. However, this is infeasible in bilevel optimization problems due to high computational complexity. In bilevel optimization, we need to solve the inner problem exactly to get an unbiased estimation of the (hyper-)gradient. A practical way is to solve the inner problem approximately and use the biased (hyper-)gradient. In summary, it is challenging to balance these two types of errors. However, we show that our algorithms FedBiO and FedBiOAcc converge with rate $O(\epsilon^{-2})$ and $O(\epsilon^{-1.5})$ respectively.

Finally, we apply our algorithms to solve an important federated learning task: Improve group fairness in federated learning. Fairness over sensitive groups is one of the most important desiderata in developing machine learning models. However, Federated Learning by design does not learn group-fair models. Meanwhile, due to the fact that sensitive groups often spread across different clients and clients are not allowed to share data with each other. Fair algorithms developed in non-distributed setting can not be applied directly. Recently, several research works focus on the group fairness in Federated Learning: \cite{45} exploited the minimax fairness notion to learn group fair models, but it required access of the global statistics of sensitive groups; \cite{7} enforced the local group fairness with linear constraints, but a local fair model may not be global group fair as clients often have heterogeneous distributions. On top of these limitations, we propose a bilevel formulation to develop group fair models. More precisely, we use a small set of samples which are balanced group-wise to tune the groups weights, in other words, we find the optimal group weights such that the learned weighted model can perform well over the validation set. We solve this problem with our two proposed algorithms and validate over real-world datasets. We summarize our contribution as follows:

1. We propose two novel federated bilevel learning algorithms, \textit{i.e.} the FedBiO and FedBiOAcc.
   We show the convergence of both algorithms theoretically: FedBiO has convergence rate $O(\epsilon^{-2})$ and FedBiOAcc has convergence rate $O(\epsilon^{-1.5})$.
2. We propose a Bilevel Optimization Formulation to improve the group fairness in Federated Learning.
Learning. We compare our algorithms with various baselines and experimental results show superior performance of our new algorithms.

**Organization.** The remainder of this paper is organized as follows: In Section 2, we introduce the related works; In Section 3, we introduce preliminaries about Bilevel Optimization and Federated Learning; In Section 4, we formally define the Federated Bilevel Optimization problem we study and introduce two novel algorithms to solve it: FedBiO and FedBiOAcc; In Section 5, we provide convergence analysis for our proposed algorithms; In section 6, we apply our algorithms to solve the Group Fairness in Federated Learning Problem; In section 7, we make discussions and summarize our approaches.

**Notations** We use $\nabla$ to denote the full gradient, use $\nabla_x$ to denote the partial derivative for variable $x$, higher order derivatives follow similar rules. $\|\cdot\|$ represents $l_2$ norm for vectors and spectral norm for matrices. $[K]$ represents the sequence of integers from 1 to $K$.

## 2 Related Works

**Bilevel Optimization.** Bilevel optimization dates back to at least 1960s when [57] proposed a regularization method, and then followed by many research works [15, 51, 52, 47], while in machine learning community, similar ideas in the name of implicit differentiation were also used in Hyper-parameter Optimization [30, 5, 4, 11]. Early algorithms for Bilevel Optimization solves the accurate inner problem solution for each outer variable. Recently, researchers develop algorithms which solve the inner problem with a fix number of steps, and use ‘back-propagation through time’ technique to compute the hyper-gradient [12, 20, 16, 36, 39]. Very Recently, it witnessed a surge of interest in using implicit differentiation to derive single loop algorithms, i.e. solve the inner problem with one step per hyper-iteration. [19, 22, 26, 25, 6, 63, 24, 32]. Meanwhile, there are also works utilizing other strategies like penalty methods [42], and also other formulations like the case where the inner problem has non-unique minimizers [31]. The bilevel optimization has been widely applied to various machine learning applications, such as Hyper-parameter optimization [39, 14, 17], meta learning [69, 52, 50], neural architecture search [37, 58, 61], adversarial learning [53, 65, 18], deep reinforcement learning [37, 54], etc. Please refer to the Table 2 of the survey paper by [38] for a more thorough review of these applications.

**Federated Learning.** Federated learning [41] is a promising privacy preserving learning paradigm over distributed data. In FL, a server coordinates a set of clients to learn a model with the constraint that private client data never leaves the local device. A basic algorithm for FL is the FedAvg [41] algorithm, where clients receive the current model from the server at each epoch and then update the model locally for several steps and finally upload the new model back to the server. Compared to the traditional data-center distributed learning, Federated Learning poses new challenges including data heterogeneity, privacy concerns, high communication cost and unfairness. To deal with these challenges, some variants of FedAvg [27, 36, 48, 68, 43, 33] are proposed. For example, [34] added regularization terms over the client objective to reduce the client drift. [23, 27, 55] used variance reduction techniques to control variates.

Fairness in Federated Learning has also drawn more attention recently. Some researchers [43, 9, 33, 34] focus on making models exhibit similar performance across different clients. More recently, group fairness is also studied in federated learning. One possible approach is to learn optimal group weights by formulating it as a minimax optimization problem [13, 35]. Another approach is to re-weight the sensitive groups based on local or global statistics [1, 14], this approach often involves
the transfer of sensitive information. Then a recent work [7] proposes FCFL which improves both client fairness and group fairness with multi-objective optimization approach. In our work, we formulate the group fairness as a bilevel optimization problem and use it as an application of our algorithms.

3 Preliminaries

**Bilevel Optimization** Bilevel Optimization problems are composed of two levels of entangled problems as defined in Eq. (1):

\[
h(x) := f(x, y_x) \text{ s.t. } y_x = \arg \min_{y \in \mathbb{R}^d} g(x, y)
\]

As shown in Eq. (1), the outer problem \( f(x, y_x) \) depends on the solution of the inner problem \( g(x, y) \). In machine learning, we usually consider the following stochastic formulation as shown in Eq. (2):

\[
h(x) := E[f(x, y_x; B_f)] \text{ s.t. } y_x = \arg \min_{y \in \mathbb{R}^d} E[g(x, y; B_g)]
\]

where both the outer and inner problems are defined as expectation of some random variables \( B_f \) (outer) and \( B_g \) (inner). In this work, we study the non-convex-strongly-convex bilevel optimization problems of Eq. (2). More formally, we have Assumption 1:

**Assumption 1.** Function \( f(x, y) := E[f(x, y_x; B_f)] \) is possibly non-convex and \( g(x, y) := E[g(x, y_x; B_g)] \) is \( \mu \)-strongly convex w.r.t. \( y \) for any given \( x \).

Based on the above Assumption 1 we have the Hessian matrix \( \nabla^2 y g(x, y_x) \) is positive definite, so we can derive the following expression for hyper-gradient, i.e. \( \nabla h(x) \):

\[
\nabla h(x) = \nabla_x f(x, y_x) - \nabla_{xy} g(x, y_x) \times \left( \nabla_{yy}^2 g(x, y_x) \right)^{-1} \nabla_y f(x, y_x)
\]

For the proof of Eq (3), we refer the readers to related work of bilevel optimization like [19]. Various algorithms are developed in Bilevel Optimization literature to evaluate Eq. (3) approximately. Suppose we denote \( \Phi(x, y) \) as:

\[
\Phi(x, y) = \nabla_x f(x, y) - \nabla_{yy}^2 g(x, y) \times \left( \nabla_{yy}^2 g(x, y) \right)^{-1} \nabla_y f(x, y)
\]

Note that \( \Phi(x, y_x) = \nabla h(x) \). In practice, we estimate the hyper-gradient by randomly sampling from \( f \) and \( g \) and also uses Neumann series to estimate the Hessian Inverse \((\eta \sum_{i=0}^{\infty} (I - \eta H)^i = H^{-1}) \). More precisely, suppose we have independent minibatches of samples \( B_x = \{B_j|j = 1, \ldots, Q\}, B_f, B_g \}, \) then we estimate \( \Phi(x, y) \) as:

\[
\Phi(x, y; B_x) = \nabla_x f(x, y; B_f) - \nabla_{xy} g(x, y; B_g) \eta \sum_{q=1}^{Q-1} \prod_{j=Q-q}^{Q} (I - \eta \nabla_{yy}^2 g(x, y; B_j)) \nabla_y f(x, y; B_f)
\]

Then with the smoothness assumption about the outer function \( f \)/inner function \( g \) and unbiased and bounded variance oracle to their gradient/second gradient, \( \Phi(x, y; B_x) \) has bounded variance.
Assumption 2. Function $f(x, y)$ is $L$-Lipschitz and has $M$-bounded gradient;

Assumption 3. Function $g(x, y)$ is $L$-Lipschitz. For higher-order derivatives, we have:
   a) $\|\nabla^2_{xy}g(x, y)\| \leq C_{g,xy}$ for some constant $C_{g,xy}$
   b) $\nabla^2_{xy}g(x, y)$ and $\nabla^2_{yy}g(x, y)$ are Lipschitz continuous with constant $L_{g,xy}$ and $L_{g,yy}$ respectively.

Assumption 4. We have an unbiased stochastic oracle with bounded variance for estimating the related properties (gradient and Hessian), e.g. $E[\nabla_x f(x, y; \xi)] = \nabla_x f(x, y)$ and $\text{var}(\nabla_x f(x, y; \xi)) \leq \sigma^2$

Note for Assumptions 2 and 3, we assume the Lipschitz condition also holds for the stochastic query, i.e. $f(x, y; B_f)$ and $g(x, y; B_g)$. Furthermore, we require stronger conditions in the above assumptions than single level optimization problems: bounded gradients (for $f$) and second order smoothness (for $g$), but these conditions are necessary to derive the smoothness of $h(x)$ and some other basic properties. Firstly, we have the following Proposition about $\Phi(x, y; B_x)$:

**Proposition 1.** (Combine Lemma 4 and Lemma 7 in [63]) Suppose Assumptions 2, 3, and 4 hold and $\eta < \frac{1}{L}$, the hypergradient estimator $\Phi(x; B_x)$ w.r.t. $x$ based on a minibatch $B_x$ has bounded variance and bias:

   a) $E[|E[\Phi(x, y; B_x)] - \Phi(x, y)|^2] \leq G_1^2$, where $G_1 = (1 - \eta\mu)^{Q+1}ML/\mu$
   b) $E[|\Phi(x, y; B_x) - E[\Phi(x, y; B_x)]|^2] \leq G_2^2$, where $G_2 = 2M^2 + 12M^2L^2\eta^2(Q + 1)^2 + 4M^2L^2(Q + 2)(Q + 1)^2\eta^2$

Furthermore, we have the following useful propositions based on the smoothness assumptions. Cases a), b), c) are rephrased from Lemma 2.2 in [19]. Proof for Case d) is included in Appendix A.

**Proposition 2.** Suppose Assumptions 2 and 3 hold, the following statements hold:

   a) $\|\Phi(x; y) - \nabla h(x)\| \leq C\|y_x - y\|$, where $C = L + Lg_{xy}/\mu + M(Lg_{xy}/\mu + Lg_{yy}C_{g,xy}/\mu^2)$.
   b) $y_x$ is Lipschitz continuous in $x$ with constant $\rho = C_{g,xy}/\mu$.
   c) $h(x)$ is Lipschitz continuous in $x$ with constant $L_h$, i.e., for any given $x_1, x_2 \in X$, we have $\|\nabla h(x_2) - \nabla h(x_1)\| \leq \bar{L}\|x_2 - x_1\|$ where $\bar{L} = (L + C)C_{g,xy}\mu + M(Lg_{xy}C_{g,xy}/\mu + Lg_{yy}C_{g,xy}/\mu^2)$.
   d) $\|\Phi(x_1; y_1) - \Phi(x_2; y_2)\|^2 \leq \Gamma^2(\|x_1 - x_2\|^2 + \|y_1 - y_2\|^2)$, where $\Gamma = L + ML_{g,xy}/\mu + C_{g,xy}(L/\mu + ML_{g,yy}/\mu^2)$.

We denote $L_h = \max(\bar{L}, \Gamma, C)$ for convenience.

**Federated Learning** A general FL problem studies the following problem:

$$\min_{x \in X} h(x) := \frac{1}{M} \sum_{m=1}^{M} E_{\xi}[f^{(m)}(x; \xi)]$$  \hspace{1cm} (6)

Where there is one server and multiple workers. To protect user privacy, only models are transferred among workers and the server. A basic algorithm to solve this problem is the FedAvg [41] and we show its procedure in Algorithm 4.
Algorithm 1 FedAvg

1: **Input:** Initial states $x_1$ learning rates $\{\eta_t\}$
2: Set $x_1^{(m)} = x_1$;
3: for $t = 1$ to $T$ do
4: Randomly sample minibatches $B_x$;
5: Compute $\nu_t^{(m)} = \nabla_x f^{(m)}(x_t^{(m)}, B_x)$
6: $x_{t+1}^{(m)} = x_t^{(m)} - \eta_t \nu_t^{(m)}$
7: if $t + 1 \mod I = 0$ then
8: $x_{t+1} = \frac{1}{M} \sum_{m=1}^M x_{t+1}^{(m)}$
9: else
10: $x_{t+1}^{(m)} = x_{t+1}^{(m)}$
11: end if
12: end for

4 Federated Bilevel Optimization

In this section, we discuss Federated Bilevel Optimization problems. Following standard FL setting, we assume there is one server and multiple clients. Specifically, the optimization problem solved by each client is a Bilevel Optimization Problem. More formally, a Federated Bilevel Optimization problem $h(x)$ has the following form:

$$
\min_{x \in \mathbb{X}} h(x) := \frac{1}{M} \sum_{m=1}^M f^{(m)}(x, y_x^{(m)}) \text{s.t. } y_x^{(m)} = \arg \min_{y \in \mathbb{R}^d} g^{(m)}(x, y) \quad (7)
$$

where $M$ is the number of clients and $f^{(m)}(x, y)$ and $g^{(m)}(x, y)$ are the upper and lower problem over the client $m$ respectively. $h(x)$ denotes the overall objective, and for ease of discussion, we also denote $h^{(m)}(x) = f^{(m)}(x, y_x^{(m)})$, while $\nabla h^{(m)}(x)$ denotes the gradient w.r.t $x$. Note that it is possible that both $f^{(m)}(x, y) \neq f^{(k)}(x, y)$ and $g^{(m)}(x, y) \neq g^{(k)}(x, y)$ for $m \neq k, m, k \in [M]$. In other words, we consider the heterogeneous case. In machine learning, we often consider the stochastic case of Eq. (7) as follows:

$$
\min_{x \in \mathbb{X}} h(x) := \frac{1}{M} \sum_{m=1}^M E[f^{(m)}(x, y_x^{(m)})] \text{s.t. } y_x^{(m)} = \arg \min_{y \in \mathbb{R}^d} E[g^{(m)}(x, y; B_y)] \quad (8)
$$

Federated Bilevel Optimization problems are more complicated than general Federated Learning problems. As shown in Algorithm 1 in FedAvg, we perform local gradient descent and then average local models every a few iterations. For the deterministic case, each client evaluates the exact gradient $\nabla f^{(m)}$ in Eq. (6) in each local iteration. However, in Federated Bilevel Optimization, according to Eq. (6) the hypergradient $\nabla h^{(m)}(x)$ has the following form:

$$
\nabla h^{(m)}(x) = \nabla_x f^{(m)}(x, y_x) - \nabla^2_x g^{(m)}(x, y_x) \times \left[ \nabla^2_y g^{(m)}(x, y_x) \right]^{-1} \nabla_y f^{(m)}(x, y_x)
$$

where $y_x$ is the minimizer of the lower objective which is defined in Eq (7). Note $y_x$ is a function of the variable $x$, which means we need to solve the inner problem for each new state of $x$, i.e., each local iteration, this is very computational expensive and is infeasible in practice. In other words,
we can not evaluate the exact hypergradient, as a result, the FedAvg algorithm is not suitable for solving Federated Bilevel Optimization problems.

Following the recent progress in Bilevel Optimization [26], we know that it is not necessary to get the exact $y_x$, instead we could update the inner variable and outer variable alternatively. As a result, we propose our first algorithm named FedBiO whose procedure is shown in Algorithm 2. In the algorithm, we start from two random states $x_1^{(m)}$ and $y_1^{(m)}$. For each local iteration, we update $x_t^{(m)}$ and $y_t^{(m)}$ with gradient-like step where the gradients are defined in Line 5 of Algorithm 2. For every $I$ iterations, we average the $x$ states over clients. Note that we do not average over the $y$ state, this is due to the definition Eq (7) where $y_x^{(m)}$ only depends on the state $x$ and $g^{(m)}(x,y)$.

The design of FedBiO (Algorithm 2) is natural in the sense that local updates and global average follows the classic idea of FedAvg, and the alternative updates of local variables (local inner variables and outer variables) is used in non-distributed Bilevel Optimization. However, these two designs together will bring extra complexity for the convergence analysis. More specifically, suppose we denote the virtual average $\bar{x}_t = \frac{1}{M} \sum_{m=1}^{M} x_t^{(m)}$, and we use $\|\nabla h(\bar{x}_t)\|^2$ as the convergence measure, there are two sources of errors. The first one is the outer variable consensus error defined as $\frac{1}{M} \sum_{m=1}^{M} \|x_t^{(m)} - \bar{x}_t\|^2$, and the other one is the inner variable estimation error $\frac{1}{M} \sum_{m=1}^{M} \|y_t^{(m)} - y_x^{(m)}\|^2$. Note that outer variable consensus error is often seen in the analysis in FedAvg-type algorithms and is the main error due to local updates, as for the inner variable estimation error, it measures the imperfection of inner variable. In FedBiO, these two types of errors are entangled with each other. To see that, for $t_s$ which satisfies $t_s + 1 = s \times I$, we have:

$$\|y_{t_s}^{(m)} - y_{\bar{x}_{t_s}}^{(m)}\|^2 = \|y_{t_s}^{(m)} - y_{\bar{x}_{t_s}}^{(m)}\|^2 \leq 2\|y_{t_s}^{(m)} - y_{\bar{x}_{t_s}}^{(m)}\|^2 + 2\|y_{\bar{x}_{t_s}}^{(m)} - y_{\bar{x}_{t_s}}^{(m)}\|^2 \leq 2\|y_{t_s}^{(m)} - y_{\bar{x}_{t_s}}^{(m)}\|^2 + 2\rho^2\|\bar{x}_{t_s} - \bar{x}_{t_s}\|^2$$

The equality is because that we average the state $x_t^{(m)}$ at the step $t_s$, the first inequality follows the triangle inequality and the second inequality follows Proposition 2. The inequality shows that the inner variable estimation error can be decomposed to two parts: estimation error to $y_{x_t}^{(m)}$ (denoted by local variable $\bar{x}_{t_s}^{(m)}$) and $\|y_{\bar{x}_{t_s}}^{(m)} - y_{\bar{x}_{t_s}}^{(m)}\|^2$ which is related to outer variable consensus

---

**Algorithm 2 FedBiO**

1. **Input:** Initial states $x_1$ and $y_1$; learning rates $\{\gamma_t\}$ and $\{\eta_t\}$
2. Set $x_1^{(m)} = x_1$ and $y_1^{(m)} = y_1$
3. **for** $t = 1$ to $T$ **do**
   4. Compute $\omega_t^{(m)} = \nabla_y g^{(m)}(x_t^{(m)}, y_t^{(m)})$ and compute $\nu_t^{(m)} = \Phi^{(m)}(x_t^{(m)}, y_t^{(m)})$ with Eq. (4):
   5. $y_{t+1}^{(m)} = y_t^{(m)} - \gamma_t \omega_t^{(m)}$
   6. $x_{t+1}^{(m)} = x_t^{(m)} - \eta_t \nu_t^{(m)}$
   7. **if** $t + 1 \mod I = 0$ **then**
   8. $x_{t+1}^{(m)} = \bar{x}_{t+1} = 1/M \sum_{m=1}^{M} x_{t+1}^{(m)}$
   9. **else**
   10. $x_{t+1}^{(m)} = x_{t+1}^{(m)}$
   11. **end if**
12. **end for**
error. The first error can be bounded following standard argument of gradient descent step (Line 5 in Algorithm 2). While for the outer variable consensus error, we have the following Lemma:

**Lemma 1.** With Assumption 1, 2, 3 hold, and for \( t \in [\ell s - 1, \ell s] \), we have:

\[
\|\bar{x}_t - \bar{x}\| \leq 2L_H^2 \eta^2 \sum_{\ell=\ell s-1}^{\ell s} \mathbb{E} \left[ y_{t,\ell}^{(m)} - y_{\ell s}^{(m)} \right] + 12L_H^2 \eta^2 \sum_{\ell=\ell s-1}^{\ell s} \mathbb{E} \|\bar{x}_{\ell s} - \bar{x}_t\|^2 + 6I^2 \eta^2 \zeta^2,
\]

where \( \zeta \) is a constant that measures the heterogeneity among clients.

Lemma 2 is an intermediate result of the Lemma 1. As shown in Lemma 1 the last two terms are commonly seen in FedAvg type of methods (the accumulation of past consensus error and client heterogeneity), while the first term is the accumulation of inner variable estimation error. Due to the imperfect inner variable estimation, the consensus error is increased further. Although the two types of errors increase the analysis complexity with entanglement, we show in the convergence analysis section that our FedBiO converges with rate \( O(\varepsilon^{-2}) \) by carefully balancing the two types of errors.

Next we consider the Federated Stochastic Bilevel Optimization as defined in Eq. (8). To control the stochastic noise, we apply the idea of momentum-based variance reduction [S]. The procedure
of the algorithm is summarized in Algorithm 3. The main step of the algorithm is as follows:

\[
\begin{align*}
\omega_t^{(m)} &= \nabla_x g^{(m)}(x_t^{(m)}, y_t^{(m)}, B_y) + (1 - c_\omega \alpha_{t-1}^2)(\omega_{t-1}^{(m)} - \nabla_y g^{(m)}(x_{t-1}^{(m)}, y_{t-1}^{(m)}, B_y)) \\
\nu_t^{(m)} &= \Phi^{(m)}(x_t^{(m)}, y_t^{(m)}, B_x) + (1 - c_\nu \alpha_{t-1}^2)(\nu_{t-1}^{(m)} - \Phi^{(m)}(x_{t-1}^{(m)}, y_{t-1}^{(m)}, B_x))
\end{align*}
\]

where \( \Phi^{(m)} \) follows the definition in Eq (5) by replacing \( f \) and \( g \) with \( f^{(m)} \) and \( g^{(m)} \), respectively. If \( t \mod I = 0 \) we average \( x_t^{(m)}, x_{t-1}^{(m)} \) and the momentum state \( \nu_t^{(m)} \) as in Line 17 of Algorithm 3. The analysis of FedBiOACC is more complicated than that of FedBiO. There are several types of errors we need bound to get the convergence, which includes the entangled inner variable estimation error and the outer variable consensus error as in FedBiO, but also the biases from the momentum terms, i.e. the outer momentum bias \( \lVert \nu_t^{(m)} - \nabla h(x_t^{(m)}) \rVert^2 \) and the inner momentum bias \( \lVert \omega_t^{(m)} - \nabla_y g^{(m)}(x_t^{(m)}, y_t^{(m)}) \rVert^2 \). However, we still see the favorable convergence rate of FedBiOACC by balancing different sources of errors. In fact, for both types of momentum biases, we can derive similar recursive equations as its non-distributed counterpart \( [28, 59] \) but with additional terms related to the outer variable consensus error, and for the consensus error, we can bound it by carefully choosing the related hyper-parameters in Algorithm 3.

## 5 Convergence Analysis

In this section, we provide formal analysis to the convergence of our two algorithms, i.e. FedBiO and FedBiOAcc.

### 5.1 Additional Assumptions

We first state some mild assumptions needed in our analysis. We assume \( f^{(m)}(x, y) \) and \( g^{(m)}(x, y) \) for \( m \in [m] \) satisfy Assumption 1, Assumption 2, Assumption 3 and Assumption 4 as Defined in Section 3. Next we also need to bound the differences among clients to get convergence results. More precisely, we assume Assumption 5 holds. Similar assumptions have been used in previous Federated Learning literature \( [28, 59] \).

**Assumption 5.** For any \( m, j \in [M] \) and \( x \), we have:

\[
\begin{align*}
a) \quad \lVert \nabla_x f^{(m)}(x, y) - \nabla_x f^{(j)}(x, y) \rVert & \leq \zeta_f \\
b) \quad \lVert \nabla_y f^{(m)}(x, y) - \nabla_y f^{(j)}(x, y) \rVert & \leq \zeta_f \\
c) \quad \lVert \nabla_x g^{(m)}(x, y) - \nabla_x g^{(j)}(x, y) \rVert & \leq \zeta_{g, xy} \\
d) \quad \lVert \nabla_y g^{(m)}(x, y) - \nabla_y g^{(j)}(x, y) \rVert & \leq \zeta_{g, yy} \\
e) \quad \lVert y_t^{(m)} - y_t^{(j)} \rVert & \leq \zeta_y
\end{align*}
\]

where \( \zeta_f, \zeta_{g, xy}, \zeta_{g, yy}, \zeta_y \) are constants.

Based on the above Assumption, we have the following Proposition to bound the overall heterogeneity of the function \( h^{(m)}(x), m \in [M] \):
Proposition 3. With Assumption 4 and Assumption 5 hold, we have:
\[ \| \nabla h^{(m)}(x) - \nabla h^{(j)}(x) \| \leq \zeta \]
where \( \zeta = (1 + C_{g,x y} / \mu) \zeta \mu + \mu C_{g,x y} \zeta / \mu^2 + (L + L_{g,x y} \mu / M + C_{g,x y} L / \mu + MC_{g,y} L_{g,y} / \mu^2) \zeta g^* \).

Next, in addition to the bounded noise Assumption 4, we make the following assumption:

Assumption 6. The bias and variance of the stochastic hyper-gradient is bounded, i.e. \( \mathbb{E}[\| \mu^{(m)}_t - \mathbb{E}[\mu^{(m)}_t] \|^2] \leq \sigma^2 \) and \( \mathbb{E}[\| \mu^{(m)}_t - \Phi(x_t^{(m)}, y_t^{(m)}) \|^2] \leq G^2 \) for \( m \in [M] \) and \( t \in [T] \), where \( \mu^{(m)}_t \) is the stochastic hyper-gradient denoted in Line 10 of Algorithm 3.

The assumption is reasonable due to Proposition 1 and we can choose \( \sigma = G_1 \) and \( G = G_2 \).

5.2 Convergence Analysis for FedBiO and FedBiOAcc

In this subsection, we provide the convergence result for our FedBiO algorithm and FedBiOAcc algorithm. Firstly, for FedBiO, we have the following Theorem:

Theorem 1. Suppose Assumption 4, 5, 6 hold, \( \delta < \min \left( \frac{\sqrt{(1-q)(1-q_1q_2')}}{2T\rho I \sqrt{q_1q_2'}}, \frac{\mu}{2T}, \frac{\mu_1}{T} \right), \gamma < \frac{1}{2} \) and \( \eta = \frac{\delta}{\sqrt{T}} \), we have:
\[
\frac{1}{T} \sum_{t=1}^{T} \| \nabla h(x_t) \|^2 \leq \frac{2(h(x_t) - h^*)}{\delta \sqrt{T}} + \frac{L_h^2 B_{10}}{(1-q)T} + \frac{2L_h^2 B_{10}}{(1-q)(1-q_1q_2')} + \frac{M^2 \delta^2}{T}
\]
where \( B_{10} = \frac{1}{M} \sum_{m=1}^{M} \| y_{1,m}^{(m)} - y_{x_1,m}^{(m)} \|^2 \), \( q = (1 - \frac{\omega_1}{T}) \), \( q_1 = 1 + \frac{\omega_1}{T} \) and \( q_2 = 1 + \frac{\delta}{\mu_1} \), \( h^* \) the optimal value, \( m' \) is some constant.

We omit the exact form of some constants in Theorem 1 and the full version can be found in Theorem 3. As shown by the Theorem, our FedBiO converge with rate \( O(\epsilon^{-2}) \). Next we provide the convergence result for the FedBiOAcc algorithm. To prove the convergence of FedBiOAcc, we denote the potential function \( G_t \) as follows:
\[
G_t = h(x_t) + \frac{\eta}{320L_h^2 \alpha_t} \left[ \mu_t - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t^{(m)}) \right]^2 + \frac{1}{M} \sum_{m=1}^{M} \left[ y_t^{(m)} - y_{x_t,m}^{(m)} \right]^2 + \frac{\gamma}{32L^2 \alpha_t} \sum_{m=1}^{M} \left[ \omega_t^{(m)} - \bar{g}^{(m)}(x_t^{(m)}, y_t^{(m)}) \right]^2
\]

Then we have the following result for FedBiOAcc:

Theorem 2. Suppose Assumption 4, 5, 6 hold and the hyper-parameter \( c_{e}, c_{w}, \eta, \gamma, \delta \) and \( u \) are chosen according to Theorem 3 and the learning rate \( \alpha_t \) is chosen as in Algorithm 3 then we have:
\[
\frac{1}{T} \sum_{t=1}^{T-1} \mathbb{E} \left[ \| \nabla h(x_t) \|^2 \right] \leq M' \left( \frac{\epsilon^{1/3}}{\delta T} + \frac{\sigma^{2/3}}{\delta T^{2/3}} \right)
\]
where \( M' \) is some constant and the expectation is w.r.t the stochasticity of the algorithm.
The full version of Theorem 2 is in shown in Theorem 3.

**Remark 1.** Recall that $T$ is the total number of running steps, so our FedBiOAcc has convergence rate of $O(\varepsilon^{-1.5})$, but note that the above theorem does not show the linear speedup w.r.t the number of clients $M$ as in the standard Federated Learning. In fact, there are three sources of errors. Firstly, we use the oracle $O(x, y; B_y)$ to estimate the hyper-gradient, it has both bias and variance. Its variance does enjoy the linear speedup w.r.t $M$, but the bias does not. Then for the inner gradient, we use the oracle $\nabla_y y^{(m)}(x_{t-1}^{(m)}, y_{t-1}^{(m)}, B_y)$, which is an unbiased estimator. But because that the inner problem is minimized locally and not averaged over all clients, the stochastic noise related to it does not decrease linearly w.r.t $M$ neither.

## 6 Fair Federated Bilevel Learning

In this section, we apply FedBiO and FedBiOAcc to solve the Fair Federated Learning tasks. The code of all experiments is written in Pytorch and the Federated Learning environment is simulated via Pytorch Distributed Package. We use servers with AMD EPYC 7763 64-Core CPU.

### 6.1 Group Fair Federated Learning

| Distribution | I.I.D | Non-I.I.D |
|--------------|-------|-----------|
| Metrics      |       |           |
| Test Acc.    | 0.8239±0.0167 | 0.0799±0.0452 |
| Train EqOpp. | 0.8287±0.0077 | 0.0244±0.0013 |
| Test Acc.    | 0.8272±0.0077 | 0.0274±0.0029 |
| Train EqOpp. | 0.8273±0.0074 | 0.0249±0.0032 |
| Test Acc.    | 0.8331±0.0019 | 0.0263±0.0010 |
| Train EqOpp. | 0.8204±0.0013 | 0.0289±0.0005 |

In this task, we investigate the group fairness in Federated Learning from the Bilevel Optimization’s perspective. Suppose $D^{(m)}_t = \{x^{(m,t)}_i, y^{(m,t)}_i, a^{(m,t)}_i\}$ is the training set at the $m_{th}$ client, and $D^{(v)}_t = \{x^{(v,m)}_i, y^{(v,m)}_i, a^{(v,m)}_i\}$ denotes the validation set at $m_{th}$ client. $x \in \mathbb{R}^d$, $y \in [I]$, $a \in [K]$ are input attributes, predictive attributes (we use classification as an demonstration) and sensitive attributes, respectively. Furthermore, we denote $n^{(m)}_{y,a}$ as the number of samples which has label $y$ and sensitive attribute label $a$ over $m_{th}$ client. Similarly, we denote $n^{(v,m)}_{y,a}$ as the number of samples with label $y$ and $n^{(m)}_{y,a}$ as the number of samples with sensitive attributes $a$. We can define similar notations for the training set.
We assume the validation sets have the following properties: \( n_{\omega, a_1} = n_{\omega, a_2} \), in other words, we assume the validation sets are group balanced. Then we optimize the following objective to learn a group fair model:

\[
\min_{\omega \in \Omega} \frac{1}{M} \sum_{m=1}^{M} \frac{1}{n_{(m,v)}} \sum_{i=1}^{n_{(m,v)}} f(\theta^*_\omega; x^{(m,v)}_i, y^{(m,v)}_i) \quad \text{s.t.} \quad \theta^*_\omega = \arg \min_{\theta \in \mathbb{R}^d} \frac{1}{n_{(m,t)}} \sum_{i=1}^{n_{(m,t)}} \omega_a f(\theta; x^{(m,t)}_i, y^{(m,t)}_i)
\]

where \( f \) denotes the model to fit and \( \omega = \{ \omega_a \}, a \in [K] \) are weights for sensitive groups. Intuitively, the group weights are tuned such that the learned model \( \theta^*_\omega \) performs well over the validation set \( D_{\omega}^{(m)} \). Since \( D_{\omega}^{(m)} \) have balanced samples from all sensitive groups, the model \( \theta^*_\omega \) has to perform equally well for all different groups to get low loss over the validation set. One advantage of this formulation is that it does not rely on a specific group fairness metric such as Equal Opportunity (EqOpp) [21] or Equalized Odds (EqOdds) [21]. Furthermore, it also does not need access to the global statistics of groups which is hard to acquire in the Federated Learning setting.

We then solve the above bilevel problem with our FedBiO and FedBiOAcc algorithms. We also compare with the following baselines: FedAvg [41], FedReg and two recent works FedMinMax [45], FCFL [4]. Methods proposed in [67] are similar to FedMinMax, we do not include it in the results. Our focus is group fairness, so we do not include client fairness (robustness) focused models such as AFL [43] and q-FedAvg [35]. The FedReg baseline is to add a regularization term over the FedAvg objective, and the regularization term could be any fairness metric such as EqOpp. Note that FedReg evaluates the metric with local statistics only.

We test over real-world benchmark datasets Credit [2] and Adult [29]. We pre-process the datasets with code provided by [10]. For each dataset, we first split it into train and test splits with ratio 7:3, and we keep the group distribution the same for the train and test splits. Then for the train set, we consider both I.I.D and Non-I.I.D cases. For the I.I.D case, we uniformly randomly split the train-set into three subsets and distribute each subset to a client. For the Non-I.I.D case, we split the train-set by sensitive attributes and for each attribute, we split its data into three shares with ratio 2:2:6 and then randomly distribute each share to one client. Finally, for our FedBiO and FedBiOAcc, we select a small subset of the local train set to create the group-fair validation set. We fit a logistic regression model over the benchmark datasets. For our methods, we perform a two stage training procedure: we first estimate optimal group weights with the bilevel formulation, then we use the learned weight to fit a weighted logistic regression model with FedAvg. For FedReg and FCFL, we choose its regularization term as the EqOpp metric. The definition of EqOpp metric is included in the Appendix D. Finally, we perform grid search for the hyper-parameters of all methods and hyper-parameter choices are introduced in the Appendix D.

We summarize results in Table 1, where we use the Test accuracy and EqOpp as metrics, we run 10 runs for each case and report the mean and standard deviation in the table. The best result for each metric is highlighted. As shown by the table, either FedBiO or FedBiOAcc gets the best result for most cases. FedReg/FCFL are based on local group statistics to achieve fairness, and they tend to perform worse in the Non-I.I.D case, e.g. for the Adult dataset, FCFL gets a much lower Train EqOpp in the Non-I.I.D case compared to the I.I.D one, but its Test EqOpp is worse. FedMinMax is a strong baseline and can get good performance under both settings. However, our algorithms have two advantages compared to FedMinMax. Firstly, we don't query global statistics, furthermore, our algorithms communicate every \( I \) iterations, while FedMinMax collects the model states from clients at every iteration.
7 Conclusion

In this paper, we studied a class of novel Federated Bilevel Optimization problems, and proposed two efficient algorithms, i.e., FedBiO and FedBiOAcc, to solve these problems. Moreover, we provided a rigorous convergence analysis framework for our proposed methods. Specifically, we proved that our FedBiO converges with $O(\epsilon^{-2})$ and our FedBiOAcc converges with $O(\epsilon^{-1.5})$. Meanwhile, we apply our new algorithms to solve the important Fair Federated Learning problem with using a new bilevel optimization formulation. The experimental results validate the efficacy of our algorithms.
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A Preliminaries

Before we start the proof, we first define some notations. We define $\bar{t}_s := sI + 1$ with $s \in [S]$. Note at $\bar{t}_s$ iteration, we have $x_{m}^{(m)} = \bar{x}_s$, for $m \in [M]$. For all proofs, we assume that Assumptions 1-3, 5 hold, and there is stochastic, we assume Assumption 4 and 6 hold.

Then we state some propositions useful in the proof:

Proposition 4. (generalized triangle inequality) Let $\{x_k\}, k \in K$ be $K$ vectors. Then the following are true:

1. $||x_i + x_j||^2 \leq (1 + a)||x_i||^2 + (1 + \frac{1}{a^2})||x_j||^2$ for any $a > 0$, and
2. $||\sum_{k=1}^{K} x_k||^2 \leq K \sum_{k=1}^{K} ||x_k||^2$

Proposition 5. For a finite sequence $x(k) \in \mathbb{R}^d$ for $k \in [K]$ define $\bar{x} := \frac{1}{K} \sum_{k=1}^{K} x(k)$, we then have

$$\sum_{k=1}^{K} ||x(k) - \bar{x}||^2 \leq \sum_{k=1}^{K} ||x(k)||^2.$$ 

Proof for Proposition 4 can be found in [32] and the proof for Proposition 5.

Proposition 6 ([8]). Let $a_0 > 0$ and $a_1, a_2, \ldots, a_T \geq 0$. We have

$$\sum_{t=1}^{T} \frac{a_t}{a_0 + \sum_{i=1}^{t} a_i} \leq \ln \left(1 + \frac{\sum_{i=1}^{T} a_i}{a_0}\right).$$

Proposition 7. (Restate of Proposition 2) Suppose Assumptions 2 and 3 hold, the following statements hold:

a) $||\Phi(x; y) - \nabla h(x)|| \leq C ||y_2 - y||$, where $C = L + LC_{g,x,y}/\mu + M(L_{g,x,y}/\mu + L_{g,y}^2 C_{g,x,y}/\mu^2)$.

b) $y_2$ is Lipschitz continuous in $x$ with constant $\rho = C_{g,x,y}/\mu$.

c) $h(x)$ is Lipschitz continuous in $x$ with constant $L_h$ i.e., for any given $x_1, x_2 \in X$, we have $||\nabla h(x_2) - \nabla h(x_1)|| \leq L ||x_2 - x_1||$, where $L = (L + C)C_{g,x,y}/\mu + L + M(L_{g,x,y}M_\mu + L_{g,y}^2 C_{g,x,y}\mu^2)$.

d) $||\Phi(x_1; y_1) - \Phi(x_2; y_2)||^2 \leq \Gamma^2(||x_1 - x_2||^2 + ||y_1 - y_2||^2)$, where $\Gamma = L + ML_{g,x,y}/\mu + C_{g,x,y}(L/\mu + ML_{g,y}/\mu^2)$. We denote $L_h = \max(L, \Gamma, C)$ for convenience.

Note if Case d) holds, it is straightforward to also get the stochastic version, i.e. $||\Phi(x_1; y_1; B) - \Phi(x_2; y_2; B)||^2 \leq \Gamma^2(||x_1 - x_2||^2 + ||y_1 - y_2||^2)$.
Proof. We only prove the Case d here. Proof of other cases can be found in Lemma 2.2 of [10].

\[ \|\Phi(x_1; y_1) - \Phi(x_2; y_2)\| \]
\[ = \|\nabla_x f(x_1, y_1) - \nabla_x g(x_1, y_1)\left(\nabla_{yy} g(x_1, y_1)\right)^{-1}\nabla_y f(x_1, y_1) \]
\[ - \nabla_x f(x_2, y_2) - \nabla_x g(x_2, y_2)\left(\nabla_{yy} g(x_2, y_2)\right)^{-1}\nabla_y f(x_2, y_2)\| \]
\[ \leq \|\nabla_x f(x_1, y_1) - \nabla_x f(x_2, y_2)\| + \|\nabla_x g(x_1, y_1) \]
\[ - \nabla_x g(x_2, y_2)\left(\nabla_{yy} g(x_1, y_1)\right)^{-1}\nabla_y f(x_1, y_1) \]
\[ + \|\nabla_x g(x_2, y_2)\left(\nabla_{yy} g(x_2, y_2)\right)^{-1}\nabla_y f(x_1, y_1) - \nabla_y f(x_1, y_1) \]
\[ \leq \left( L + \frac{ML_{g,yy}}{\mu} + C_{g,yy} \left( L + \frac{ML_{g,yy}}{\mu^2} \right) \right) \left( \|x_1 - x_2\| + \|y_1 - y_2\| \right)^{1/2} \]

which finishes the proof. \[\square\]

**Proposition 8.** With Assumption [1] [2] [3] and Assumption [4] hold, we have:

\[ \|\nabla h^{(m)}(x) - \nabla h^{(j)}(x)\| \leq \left( 1 + \frac{C_{g,xy}}{\mu} \right) \zeta_f + \frac{\mu}{M} \zeta_{g,xy} + \frac{MC_{g,xy} \zeta_{g,xy}}{\mu^2} + \left( L + \frac{L_{g,xy} \mu}{M} + \frac{C_{g,xy} L}{\mu} + \frac{MC_{g,xy} L_{g,xy}}{\mu^2} \right) \zeta_o \]

Proof. Follow the formulation shown in Eq. (4), we have:

\[ \|\nabla h^{(m)}(x) - \nabla h^{(j)}(x)\| = \|\nabla_x f^{(m)}(x, y_x^{(m)}) - \nabla_x g^{(m)}(x, y_x^{(m)})\left(\nabla_{yy} g^{(m)}(x, y_x^{(m)})\right)^{-1}\nabla_y f^{(m)}(x, y_x^{(m)}) \]
\[ - \left( \nabla_x f^{(j)}(x, y_x^{(j)}) - \nabla_x g^{(j)}(x, y_x^{(j)})\left(\nabla_{yy} g^{(j)}(x, y_x^{(j)})\right)^{-1}\nabla_y f^{(j)}(x, y_x^{(j)}) \right) \|
\[ \leq \|\nabla_x f^{(m)}(x, y_x^{(m)}) - \nabla_x f^{(j)}(x, y_x^{(j)})\| + \|\nabla_x g^{(m)}(x, y_x^{(m)}) \]
\[ - \nabla_x g^{(j)}(x, y_x^{(j)})\left(\nabla_{yy} g^{(m)}(x, y_x^{(m)})\right)^{-1}\nabla_y f^{(m)}(x, y_x^{(m)}) \]
\[ + \|\nabla_x g^{(j)}(x, y_x^{(j)})\left(\nabla_{yy} g^{(m)}(x, y_x^{(m)})\right)^{-1}\nabla_y f^{(m)}(x, y_x^{(m)}) \]
\[ - \left( \nabla_y f^{(j)}(x, y_x^{(j)}) \right) \|
\]

where the inequality is due to the triangle inequality. Next we bound the three terms separately. For the first term:

\[ \|\nabla_x f^{(m)}(x, y_x^{(m)}) - \nabla_x f^{(j)}(x, y_x^{(j)})\| \leq \|\nabla_x f^{(m)}(x, y_x^{(m)}) - \nabla_x f^{(j)}(x, y_x^{(m)}) \|
\[ + \|\nabla_x f^{(j)}(x, y_x^{(m)}) - \nabla_x f^{(j)}(x, y_x^{(j)}) \|
\[ \leq \zeta_f + L \|y_x^{(m)} - y_x^{(j)}\| \leq \zeta_f + L \zeta_o \]

(9)
where the second inequality is due to the Assumption 5 and smoothness assumption the Assumption 2. The last inequality also follows the Assumption 5. Next, for the second term, we have:

$$\left\| \nabla_{xy} g^{(m)}(x, y_x) - \nabla_{xy} g^{(j)}(x, y_x) \right\| \leq \frac{\mu}{M} \left\| \nabla_{yy} g^{(m)}(x, y_x) - \nabla_{yy} g^{(j)}(x, y_x) \right\|$$

$$\leq \frac{\mu}{M} \left\| \nabla_{xy} g^{(m)}(x, y_x) - \nabla_{xy} g^{(j)}(x, y_x) \right\| + \frac{\mu}{M} \left\| \nabla_{yy} g^{(j)}(x, y_x) - \nabla_{yy} g^{(j)}(x, y_x) \right\|$$

Next, for the third term, we have:

$$\left\| \nabla_{yy} g^{(j)}(x, y_x) \right\| \leq \frac{\mu \zeta_{g,yy}}{M} + \frac{L_{g,yy} \mu \zeta_{g^*}}{M}$$

where the first inequality follows from the Assumption 4, the second inequality follows from triangle inequality; the third inequality follows from Assumption 6, the last inequality follows from Assumption 5. Next, for the third term, we have:

$$\left\| \nabla_{yy} g^{(j)}(x, y_x) \right\| \leq \frac{\mu \zeta_{g,yy}}{M} + \frac{L_{g,yy} \mu \zeta_{g^*}}{M}$$

where the first inequality is by Assumption 3, the second inequality is by triangle inequality; the third inequality follows by Assumption 4, the last inequality follows by Cauchy Schwartz inequality; the last inequality follows from Assumption 5. Next, for the third term, we have:

$$\left\| \nabla_{yy} g^{(j)}(x, y_x) \right\| \leq \frac{\mu \zeta_{g,yy}}{M} + \frac{L_{g,yy} \mu \zeta_{g^*}}{M}$$

which completes the proof.
B Proof for the FedBiO Algorithm

In this section, we present the proofs for the FedBiO algorithm, we will focus on the deterministic case.

B.1 Hyper-Gradient Bias

Lemma 2. For all \( t \in [\tilde{t}_{s-1}, \tilde{t}_s - 1] \), the iterates generated satisfy:

\[
\left\| \nabla h(\bar{x}_t) - \bar{v}_t \right\|^2 \leq \frac{L_h}{M} \sum_{m=1}^{M} \left( \left( 1 + 2\rho^2 \right) \left\| x_t^{(m)} - \bar{x}_t \right\|^2 + \left\| y_t^{(m)} - y_{\bar{x}_t}^{(m)} \right\|^2 \right)
\]

Proof. Note from Algorithm and the definition of \( \bar{x}_t \), we have:

\[
\left\| \nabla h(\bar{x}_t) - \bar{v}_t \right\|^2 = \frac{1}{M} \sum_{m=1}^{M} \left( \left\| y_t^{(m)} - \nabla h^{(m)}(\bar{x}_t) \right\|^2 \right) \leq \frac{L_h}{M} \sum_{m=1}^{M} \left( \left\| y_t^{(m)} - y_{\bar{x}_t}^{(m)} \right\|^2 \right)
\]

where inequality (a) follows the generalized triangle inequality; inequality (b) follows the Proposition 2.

B.2 Inner Variable Drift Lemma

Lemma 3. When \( \gamma < \frac{1}{L} \), we have:

\[
\sum_{t=1}^{T} \frac{1}{M} \sum_{m=1}^{M} \left\| y_t^{(m)} - y_{\bar{x}_t}^{(m)} \right\|^2 \leq B_{t_0} \frac{1-q}{1-q} + \frac{B_{t_0}}{(1-q)(1-q_1)} + \frac{\rho^2 \eta^2 q_1 q M_t^2 (S-1)}{(1-q)(1-q_1)^2 (1-q_1 q_1)}
\]

\[
+ \frac{\bar{q}_1 \rho^2 q_1 q_1 T}{(1-q)(1-q_1)} \sum_{t=1}^{T} \hat{A}_{\bar{x}_t} + \frac{\bar{q}_1 \rho^2 q_1 q_1 T M_h^2}{1-q}
\]

where \( B_t = \frac{M}{M} \sum_{m=1}^{M} \left\| y_t^{(m)} - y_{\bar{x}_t}^{(m)} \right\|^2 \) and \( \hat{A}_{\bar{x}_t} = \frac{1}{M} \sum_{m=1}^{M} \left\| \bar{x}_t^{(m)} - \bar{x}_t \right\|^2 \), \( q = 1 - \frac{\eta}{2} \), \( \bar{q}_1 = 1 + \frac{\gamma}{\rho} \), \( M_h = \frac{M(M+1)}{\rho} \).

Proof. Note from Algorithm and the definition of \( \tilde{t}_s \) that at \( t = \tilde{t}_{s-1} \) with \( s \in [S] \), \( x_t^{(m)} = \bar{x}_t \), for all \( k \). For \( t \in [\tilde{t}_{s-1} + 1, \tilde{t}_s - 1] \), with \( s \in [S] \), we have:
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\[
\left\| y_{t}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 \leq \left(1 + \frac{\mu_\gamma}{2}\right) \left\| y_{t}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 + (1 + \frac{2}{\mu_\gamma}) \left\| y_{s_{t}}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 \\
\leq \left(1 + \frac{\mu_\gamma}{2}\right)(1 - \mu_\gamma) \left\| y_{t}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 + (1 + \frac{2}{\mu_\gamma}) \left\| y_{s_{t}}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 \\
\leq \left(1 - \frac{\mu_\gamma}{2}\right) \left\| y_{t}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 + \rho^2 \left(1 + \frac{2}{\mu_\gamma}\right) \left\| x_{t}^{(m)} - x_{s_{t-1}}^{(m)} \right\|^2 \\
\leq \left(1 - \frac{\mu_\gamma}{2}\right) \left\| y_{t}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 + \rho^2 \left(1 + \frac{2}{\mu_\gamma}\right) \left\| y_{i_{t}}^{(m)} \right\|^2 \\
\leq \left(1 - \frac{\mu_\gamma}{2}\right) \left\| y_{t}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 + \rho^2 \left(1 + \frac{2}{\mu_\gamma}\right) M_s^2
\]

where the second inequality is due to the property of gradient descent for strongly convex function when \( \gamma < 1/L \). For the last inequality, we use the fact that:

\[
\left\| y_{i_{t-1}}^{(m)} \right\|^2 = \left\| y_{i_{t-1}}^{(m)} \right\|^2 \leq M + \frac{MC_s M_s}{\mu}
\]

and we denote \( M_s = M + \frac{MC_s M_s}{\mu_s} \). We also denote \( q = (1 - \frac{\mu_\gamma}{2}) \) and \( \bar{q} = (1 + \frac{2}{\mu_\gamma}) \) for ease of notation. By telescoping two sides, we have:

\[
\left\| y_{t}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 \leq q^{t - t_{s-1}} \left\| y_{i_{t}}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 + \rho^2 \eta^2 \bar{q} \sum_{t=t_{s-1}}^{t-1} q^{t'-1} M_s^2
\]

where in inequality (b), we use the fact \( q^{t - t_{s-1}} < 1 \) for any \( t \). Then we average over all \( M \) clients and have:

\[
\frac{1}{M} \sum_{m=1}^{M} \left\| y_{t}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 \leq \frac{1}{M} \sum_{m=1}^{M} q^{t - t_{s-1}} \left\| y_{i_{t}}^{(m)} - y_{s_{t-1}}^{(m)} \right\|^2 + \rho^2 \eta^2 \bar{q} M_s^2
\]

As for \( t = t_{s} \), we average variable \( x \) over the \( m \) clients and \( x_{s_{t}}^{(m)} = \tilde{x}_{s_{t}} \), while the inner variable error is related to the \( x \) variable before averaging, i.e. \( \tilde{x}_{i_{t}}^{(m)} \). By the generalized triangle inequality, we have:

\[
\left\| y_{t}^{(m)} - \tilde{x}_{i_{t}} \right\|^2 \leq (1 + \frac{\mu_\gamma}{4}) \left\| y_{t}^{(m)} - \tilde{x}_{i_{t}} \right\|^2 + (1 + \frac{4}{\mu_\gamma}) \left\| y_{s_{t}}^{(m)} - \tilde{x}_{i_{t}} \right\|^2 \\
\leq (1 + \frac{\mu_\gamma}{4}) \left\| y_{t}^{(m)} - \tilde{x}_{i_{t}} \right\|^2 + \rho^2 \left(1 + \frac{4}{\mu_\gamma}\right) \tilde{x}_{i_{t}}^2 \tilde{x}_{i_{t}}^2
\]

We denote \( q_1 = 1 + \frac{\mu_\gamma}{4} \) and \( \bar{q}_1 = 1 + \frac{4}{\mu_\gamma} \). By averaging over \( M \) clients, we have:

\[
\frac{1}{M} \sum_{m=1}^{M} \left\| y_{t}^{(m)} - \tilde{x}_{i_{t}} \right\|^2 \leq \frac{q_1}{M} \sum_{m=1}^{M} \left\| y_{t}^{(m)} - \tilde{x}_{i_{t}} \right\|^2 + \rho^2 \frac{\bar{q}_1}{M} \sum_{m=1}^{M} \tilde{x}_{i_{t}}^2 \tilde{x}_{i_{t}}^2
\]
The first term satisfies Eq. (10) by setting $t = \bar{t}_s$. So we have:

$$\frac{1}{M} \sum_{m=1}^{M} \left\| y_{l_s}^{(m)} - y_{l_{s-1}}^{(m)} \right\|_2^2 \leq \frac{q_1 q l}{M} \sum_{m=1}^{M} \left\| y_{l_{s-1}}^{(m)} - y_{l_{s-1}}^{(m)} \right\|_2^2 + \frac{q_1 \rho^2}{M} \sum_{m=1}^{M} \left\| \bar{y}_{l_s}^{(m)} - \bar{y}_{l_{s-1}}^{(m)} \right\|_2^2 + \frac{\rho^2 \eta^2 q_1 q M_k^2}{1 - q}$$

For ease of notation, we denote $B_t = \frac{1}{M} \sum_{m=1}^{M} \left\| y_{l_{s-1}}^{(m)} - y_{l_{s-1}}^{(m)} \right\|_2^2$ and $\bar{A}_{l_s} = \frac{1}{M} \sum_{m=1}^{M} \left\| \bar{y}_{l_s}^{(m)} - \bar{y}_{l_{s-1}}^{(m)} \right\|_2^2$. Then the above equations can be written as:

$$B_t \leq q^{1-l_{s-1}} B_{l_{s-1}} + \frac{\rho^2 \eta^2 q_1 q M_k^2}{1 - q}, \quad t \in [l_{s-1} + 1, l_s - 1]$$

and:

$$B_t \leq q_1 q l B_{l_{s-1}} + q_1 \rho^2 \bar{A}_{l_s} + \rho^2 \eta^2 q_1 q M_k^2, \quad t = l_s$$

By telescoping, for $s \geq 1$ we have:

$$B_{l_s} \leq q_1 q l B_{l_{s-1}} + \frac{\rho^2 \eta^2 q_1 q M_k^2}{1 - q} \sum_{j=0}^{s-1} q_1^j I + q_1 \rho^2 \sum_{j=1}^{s} q_1^{s-j} q^{(s-j) I} \bar{A}_{l_j}$$

$$\leq q_1 q l B_{l_{s-1}} + \frac{\rho^2 \eta^2 q_1^2 q M_k^2}{(1 - q)(1 - q q^I)} + q_1 \rho^2 \sum_{j=1}^{s} q_1^{(s-j)} q^{(s-j) I} \bar{A}_{l_j}$$

(12)

Then by summing Eq. (11) from $l_{s-1}$ to $t$, we have:

$$\sum_{l=t_{s-1}}^{t} B_l \leq \sum_{l=t_{s-1}}^{t} q^{l-l_{s-1}} B_{l_{s-1}} + \frac{\rho^2 \eta^2 q_l q (t - l_{s-1} - 1)}{1 - q} M_k^2 \leq \frac{B_{l_{s-1}} + \rho^2 \eta^2 q_l (t - l_{s-1} - 1) M_k^2}{1 - q}$$

Combine the above inequality with Eq. (12) and for $s \geq 2$, we have:

$$\sum_{l'=t_{s-1}}^{t} B_{l'} \leq \frac{q_1^{s-1} q^{(s-1) I} B_{l_{s-1}}}{1 - q} + \frac{\rho^2 \eta^2 q_1 q M_k^2}{(1 - q)(1 - q q^I)} + q_1 \rho^2 \sum_{j=1}^{s-1} q_1^{s-1-j} q^{(s-1-j) I} \bar{A}_{l_j} + \frac{\rho \eta^2 q^2 (I - 1) M_k^2}{1 - q}$$

(13)

and for $s = 1$, we have:

$$\sum_{l'=t_0}^{t} B_{l'} \leq \frac{B_{l_{s-1}}}{1 - q} + \frac{\rho \eta^2 q^2 (I - 1) M_k^2}{1 - q}$$

(14)
Finally, we sum $t$ from $1 \to T$ and have:

$$
\sum_{t=1}^{T} B_t \leq \frac{B_{t_0}}{1-q} + \frac{S}{s=2} q_{s-1} q^{(s-1)j} B_{t_0} + \frac{\rho^2 \eta^2 q_1 q M^2 (S-1)}{(1-q)^2(1-q \eta^T)} + \bar{q}_1 \rho^2 s \sum_{j=1}^{S-1} q_j q^j q^{(s-1-j)j} \hat{A}_{t_j} + \frac{\bar{q} \rho^2 \eta^2 S(I-1)M^2_h}{1-q}
$$

where inequality (a) rearranges the terms in the fourth sum term. This completes the proof.

\[\square\]

### B.3 Bound for Client Drift

**Lemma 4.** For $\eta < \min\left(\frac{\sqrt{(1-q)(1-q \eta^T)}}{2 \eta^T \sqrt{q_1 q}} \cdot \frac{1}{\sqrt{1-q}}, \frac{\kappa}{\gamma}, \frac{1}{\sqrt{T}}\right)$ and $\gamma < \frac{1}{\beta}$, then we have:

$$
\sum_{t=1}^{T} \hat{A}_t \leq \frac{6SL^2 Q^2 \eta^2 B_{t_0}}{1-q} + \frac{18(S-1)L^2 \rho^2 \eta^2 M^2_h}{(1-q)^2(1-q \eta^T)} + \frac{12L^2 T \rho \eta^2 (I-1)M^2_h}{1-q} + \frac{18T \rho \eta^2 \zeta^2}{1-q}
$$

where $\hat{A}_t$, $q_1$, $q_1$, $M_h$ are defined as in Lemma 4.

**Proof.** Note from Algorithm and the definition of $\bar{t}_s$ that at $t = \bar{t}_{s-1}$ with $s \in [S]$, $x^{(m)} = \bar{x}_t$, for all $k$. For $t \in [\bar{t}_{s-1} + 1, \bar{t}_s]$, with $s \in [S]$, we have: $x^{(m)} = \bar{x}^{(m)}_{t-1} - \eta \bar{y}^{(m)}_{t-1}$, this implies that:

$$
x^{(m)}_t = x^{(m)}_{t-1} - \sum_{t-1}^{t-1} \eta \bar{y}^{(m)}_t \quad \text{and} \quad \bar{x}_t = \bar{x}_{t-1} - \sum_{t-1}^{t-1} \eta \bar{y}_t.
$$
So for \( t \in [\ell_{s-1} + 1, \ell_s - 1] \), with \( s \in [S] \) we have:

\[
\frac{1}{M} \sum_{m=1}^{M} \left\| \bar{x}_{t}^{(m)} - \bar{x}_{t} \right\|^2 = \frac{1}{M} \sum_{m=1}^{M} \left\| x_{\ell_{s-1}}^{(m)} - \bar{x}_{\ell_{s-1}} - \left( \sum_{\ell=\ell_{s-1}}^{t-1} \eta_{\ell}^{(m)} - \sum_{\ell=\ell_{s-1}}^{t-1} \eta_{\ell} \right) \right\|^2 \leq \frac{1}{M} \sum_{m=1}^{M} \left\| \sum_{\ell=\ell_{s-1}}^{t-1} \eta \left( v_{\ell}^{(m)} - \nabla h^{(m)}(x_{\ell}) \right) \right\|^2 + \frac{2}{M} \sum_{m=1}^{M} \left\| \sum_{\ell=\ell_{s-1}}^{t-1} \eta \left( \nabla h^{(m)}(x_{\ell}) - \frac{1}{M} \sum_{j=1}^{M} \nabla h^{(j)}(x_{\ell}) \right) \right\|^2
\]

where the equality (a) follows from the fact that \( x_{\ell_{s-1}}^{(m)} = \bar{x}_{\ell_{s-1}} \) for \( t = \ell_{s-1} \). (b) uses triangle inequality and (c) follows from the application of Proposition 2. Then for the first term of (15), we have:

\[
\left\| \sum_{\ell=\ell_{s-1}}^{t-1} \eta \left( v_{\ell}^{(m)} - \nabla h^{(m)}(x_{\ell}) \right) \right\|^2 \leq \frac{I}{M} \sum_{\ell=\ell_{s-1}}^{t-1} \left\| \left( v_{\ell}^{(m)} - \nabla h^{(m)}(x_{\ell}) \right) \right\|^2 \leq \frac{1}{M} \sum_{m=1}^{M} \left\| \sum_{\ell=\ell_{s-1}}^{t-1} \eta \left( v_{\ell}^{(m)} - \nabla h^{(m)}(x_{\ell}) \right) \right\|^2 \leq L_{h}^{2} I \eta^{2} \sum_{\ell=\ell_{s-1}}^{t-1} \left\| y_{\ell}^{(m)} - y_{x_{\ell}}^{(m)} \right\|^2
\]

where (a) Follows Proposition 2. Next, for the second term of (15) we have:

\[
\sum_{m=1}^{M} \left\| \sum_{\ell=\ell_{s-1}}^{t-1} \eta \left( \nabla h^{(m)}(x_{\ell}) - \frac{1}{M} \sum_{j=1}^{M} \nabla h^{(j)}(x_{\ell}) \right) \right\|^2 \leq \frac{I}{M} \sum_{\ell=\ell_{s-1}}^{t-1} \left\| \left( \nabla h^{(m)}(x_{\ell}) - \frac{1}{M} \sum_{j=1}^{M} \nabla h^{(j)}(x_{\ell}) \right) \right\|^2 \leq \frac{L_{h}^{2}}{M} I \eta^{2} \sum_{\ell=\ell_{s-1}}^{t-1} \left\| \nabla h^{(m)}(x_{\ell}) - \frac{1}{M} \sum_{j=1}^{M} \nabla h^{(j)}(x_{\ell}) \right\|^2 \leq \frac{6 L_{h}^{2} I \eta^{2}}{M} \sum_{\ell=\ell_{s-1}}^{t-1} \left\| x_{\ell}^{(m)} - \bar{x}_{\ell} \right\|^2 + 3M \eta^{2} \sum_{\ell=\ell_{s-1}}^{t-1} \left\| \nabla h^{(m)}(x_{\ell}) - \frac{1}{M} \sum_{j=1}^{M} \nabla h^{(j)}(x_{\ell}) \right\|^2
\]

(17)
where (a) utilizes the fact that $t - \bar{t}_s - 1 \leq I$ for $t \in [\bar{t}_s - 1 + 1, \bar{t}_s]$ and the generalized triangle inequality; (b) follows the generalized triangle inequality; (c) follows from the $L_h$ lipshitzness of $h$; and (d) utilizes the heterogeneity Assumption and also the fact that $t - \bar{t}_s - 1 \leq I$ for $t \in [\bar{t}_s - 1 + 1, \bar{t}_s]$

Substituting (16) and (17) in (16) we get:

\[
\frac{1}{M} \sum_{m=1}^{M} \| \hat{x}_t^{(m)} - \bar{x}_t \|^2 \leq \frac{2L_h^2 \eta^2}{M} \sum_{m=1}^{M} \sum_{t=\bar{t}_s-1}^{t-1} \left\| y_t^{(m)} - y_{\bar{t}_s}^{(m)} \right\|^2 + 12L_h^2 \eta^2 \sum_{t=\bar{t}_s-1}^{t-1} \frac{1}{M} \sum_{m=1}^{M} \| x_t^{(m)} - \bar{x}_t \|^2 + 6I^2 \zeta^2 \eta^2.
\]

Next we use $\hat{A}_t = \frac{1}{M} \sum_{m=1}^{M} \| \hat{x}_t^{(m)} - \bar{x}_t \|^2$ and $B_t = \frac{1}{M} \sum_{m=1}^{M} \left\| y_t^{(m)} - y_{\bar{t}_s}^{(m)} \right\|^2$ as in Lemma 3 then the above inequality can be simplified to:

\[
\hat{A}_t \leq 2L_h^2 \eta^2 \sum_{t=\bar{t}_s-1}^{t-1} B_t + 12L_h^2 \eta^2 \sum_{t=\bar{t}_s-1}^{t-1} \hat{A}_t + 6I^2 \zeta^2 \eta^2.
\]

For $s \geq 2$, we substitute Eq. (15) to get:

\[
\hat{A}_t \leq 2L_h^2 \eta^2 \sum_{t' = \bar{t}_s-1}^{t-1} B_{t'} + 12L_h^2 \eta^2 \sum_{t=\bar{t}_s-1}^{t-1} \hat{A}_t + 6I^2 \zeta^2 \eta^2
\]

\[
\leq \frac{2L_h^2 I q_1^{-1} q^{(s-1)I} B_0 \eta^2}{1 - q} + \frac{2L_h^2 I \rho^2 \eta^2 q_1 \bar{q} M_h^2}{(1-q)^2(1-q_1^q)} + 2L_h^2 I q_1 \rho^2 \eta^2 \sum_{j=1}^{s-1} q_1^{s-1-j} q^{(s-1-j)I} \bar{A}_j + \frac{2L_h^2 I \eta^2 M_h^2}{1 - q} + 6I^2 \zeta^2 \eta^2 + 12L_h^2 \eta^2 \sum_{t=\bar{t}_s-1}^{t-1} \hat{A}_t
\]

Summing both sides from $t = \bar{t}_s - 1 + 1$ to $\bar{t}_s$ we get:

\[
\sum_{t=\bar{t}_s-1+1}^{\bar{t}_s} \hat{A}_t \leq \frac{2L_h^2 I^2 q_1^{-1} q^{(s-1)I} B_0 \eta^2}{1 - q} + \frac{2L_h^2 I^2 \rho^2 \eta^2 q_1 \bar{q} M_h^2}{(1-q)^2(1-q_1^q)} + \frac{2L_h^2 I^2 \eta^2 M_h^2}{1 - q} + 6I^2 \zeta^2 \eta^2
\]

\[
+ 2L_h^2 I q_1 \rho^2 \eta^2 \sum_{j=1}^{s-1} q_1^{s-1-j} q^{(s-1-j)I} \bar{A}_j + 12L_h^2 \eta^2 \sum_{t=\bar{t}_s-1+1}^{t-1} \hat{A}_t
\]

\[
\leq \frac{2L_h^2 I^2 q_1^{-1} q^{(s-1)I} B_0 \eta^2}{1 - q} + \frac{2L_h^2 I^2 \rho^2 \eta^2 q_1 \bar{q} M_h^2}{(1-q)^2(1-q_1^q)} + \frac{2L_h^2 I^2 \eta^2 M_h^2}{1 - q} + 6I^2 \zeta^2 \eta^2
\]

\[
+ 2L_h^2 I q_1 \rho^2 \eta^2 \sum_{j=1}^{s-1} q_1^{s-1-j} q^{(s-1-j)I} \bar{A}_j + 12L_h^2 \eta^2 \sum_{t=\bar{t}_s-1}^{t-1} \hat{A}_t
\]
For ease of notation, we denote $C_s = \sum_{t=\tilde{t}_s}^{\tilde{t}_s+1} \hat{A}_t$, then we have:

$$
C_s \leq \frac{2L_n^2 I^2 q^{s-1}s^{(s-1)}B_0\eta^2}{1 - q} + \frac{2L_n^2 I^2 \rho^2 q M^2}{(1 - q)(1 - q^\rho)} + \frac{2L_n^2 I^2 q^{s-1}q M^2}{1 - q} + 2L_n^2 I^2 q^\rho q^s(I - 1)M^2 + 6I^3 \zeta^2 \eta^2
$$

$$
+ \frac{2L_n^2 I^2 q^{s-1}q M^2}{1 - q} \sum_{j=1}^{s-1} \frac{q^{1-j}(s-1-j)C_j}{(1 - q)(1 - q^\rho)} + 12L_n^2 I^2 \eta^2 C_s
$$

$$
\leq \frac{2L_n^2 I^2 q^{s-1}q B_0\eta^2}{1 - q} + \frac{2L_n^2 I^2 \rho^2 q M^2}{(1 - q)(1 - q^\rho)} + \frac{2L_n^2 I^2 q^{s-1}q M^2}{1 - q} + 6I^3 \zeta^2 \eta^2
$$

$$
+ \frac{2L_n^2 q M^2}{1 - q} \sum_{j=1}^{s-1} \frac{q^{1-j}(s-1-j)C_j}{1 - q} + 12L_n^2 I^2 \eta^2 C_s
$$

(18)

The second inequality follows that $q_1 q = (1 + \mu \gamma/4)(1 - \mu \gamma/2) \leq 1 - \mu \gamma/4 < 1$. Next for $s = 1$, substitute Eq. (13) we have:

$$
\hat{A}_t \leq \frac{2L_n^2 I^2 \eta^2 B_0}{1 - q} + 12L_n^2 I^2 \eta^2 \sum_{t=\tilde{t}_0}^{\tilde{t}_0+1} \hat{A}_t + 6I^3 \zeta^2 \eta^2
$$

$$
\leq \frac{2L_n^2 I^2 \eta^2 B_0}{1 - q} + \frac{2q L_n^2 I^2 \rho^2 q^s(1 - L_0^2 M^2)}{1 - q} + 12L_n^2 I^2 \eta^2 \sum_{t=\tilde{t}_0}^{\tilde{t}_0+1} \hat{A}_t + 6I^3 \zeta^2 \eta^2
$$

Summing both sides from $t = \tilde{t}_0 + 1$ to $\tilde{t}_s$, we get:

$$
C_1 = \sum_{t=\tilde{t}_0+1}^{\tilde{t}_s} \hat{A}_t \leq \frac{2L_n^2 I^2 \eta^2 B_0}{1 - q} + \frac{2q L_n^2 I^2 \rho^2 q^s(1 - L_0^2 M^2)}{1 - q} + 6I^3 \zeta^2 \eta^2 + 12L_n^2 I^2 \eta^2 C_s
$$

(19)

Then we combine (18) and (19) to have:

$$
\sum_{s=1}^{S} C_s \leq \frac{2SL_n^2 I^2 \eta^2 B_0}{1 - q} + \frac{2(S - 1)L_n^2 I^2 \rho^2 q^s q M^2}{(1 - q)(1 - q^\rho)} + \frac{2SL_n^2 I^2 q^\rho q^s(I - 1)M^2}{1 - q} + 6SI^3 \zeta^2 \eta^2
$$

$$
+ \frac{2q L_n^2 I^2 \rho^2 q^s M^2}{1 - q} \sum_{s=1}^{S} \frac{(q M^2)^{s-1-j}C_j}{1 - q} + 12L_n^2 I^2 \eta^2 \sum_{s=1}^{S} C_s
$$

$$
\leq \frac{2SL_n^2 I^2 \eta^2 B_0}{1 - q} + \frac{2(S - 1)L_n^2 I^2 \rho^2 q^s q M^2}{(1 - q)(1 - q^\rho)} + \frac{2L_n^2 I^2 q^\rho q^s(I - 1)M^2}{1 - q} + 6SI^3 \zeta^2 \eta^2
$$

$$
+ \frac{2q L_n^2 I^2 \rho^2 q^s q M^2}{(1 - q)(1 - q^\rho)} \sum_{s=1}^{S} C_s + 12L_n^2 I^2 \eta^2 \sum_{s=1}^{S} C_s
$$
and by rearranging the terms, we have:

$$\left(1 - \frac{2q_1 L_2^2 I^2 q^2 \rho^2 q_1 q^4}{(1 - q)(1 - q_1 q^2)} - 12L_2^3 I^2 q^2 \right) \sum_{t=1}^{T} \hat{A}_t \leq \frac{2sL_2^2 I^2 q^2 B_0}{1 - q} + \frac{2(S - 1)L_2^3 I^2 \rho^2 q_1 qM_h^2}{(1 - q)(1 - q_1 q^2)} + \frac{2L_2^7 TI \rho^2 q_1 q^2 (I - 1)M_h^2}{1 - q} + 6SI_3 T \zeta^2 q^2$$

Suppose \( \eta < \min\left(\frac{\lambda}{2\rho \sqrt{s_1 q_1 q^4}}, \frac{1}{2\rho s_1 x}\right) \), then we have

$$1 - \frac{2q_1 L_2^2 I^2 q^2 \rho^2 q_1 q^4}{(1 - q)(1 - q_1 q^2)} - 12L_2^3 I^2 q^2 \geq 1 - \frac{1}{2} - \frac{1}{12} > \frac{1}{3}$$

So we have:

$$\sum_{t=1}^{T} \hat{A}_t \leq \frac{6sL_2^2 I^2 q^2 B_0}{1 - q} + \frac{6(S - 1)L_2^3 I^2 \rho^2 q_1 qM_h^2}{(1 - q)(1 - q_1 q^2)} + \frac{6L_2^7 TI \rho^2 q_1 q^2 (I - 1)M_h^2}{1 - q} + 18SI_3 T \zeta^2 q^2$$

Note that we have:

$$q_1 q = (1 + \frac{\mu q}{4})(1 + \frac{2}{\mu q}) = \frac{3}{2} + \frac{\mu q}{4} + \frac{2}{\mu q} < 2 + \frac{2}{\mu q}$$

and by the assumption that \( \eta < \min(1, \frac{\mu q}{2}) \), we simplify the above inequality as:

$$\sum_{t=1}^{T} \hat{A}_t \leq \frac{6sL_2^2 I^2 q^2 B_0}{1 - q} + \frac{18(S - 1)L_2^3 I^2 \rho^2 q^2 M_h^2}{(1 - q)(1 - q_1 q^2)} + \frac{12L_2^7 TI \rho^2 q_1 q^2 (I - 1)M_h^2}{1 - q} + 18SI_3 T \zeta^2 q^2$$

Therefore, the lemma is proved. \(\square\)

### B.4 Descent Lemma

**Lemma 5 (Descent Lemma).** For all \( t \in [T_{s-1}, T_s - 1] \) and \( s \in [S] \), the iterates generated satisfy:

$$h(\tilde{x}_{t+1}) \leq h(\tilde{x}_t) - \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{L_h^2 (1 + 2\rho^2) q}{2M} \sum_{m=1}^{M} \|x_t^{(m)} - \tilde{x}_t\|^2 + \frac{L_h^2 \eta}{2M} \sum_{m=1}^{M} \|y_t^{(m)} - y_{s_t}^{(m)}\|^2$$

where the expectation is w.r.t. the stochasticity of the algorithm.

**Proof.** Using the smoothness of \( f \) we have:

$$h(\tilde{x}_{t+1}) \leq h(\tilde{x}_t) + \langle \nabla h(\tilde{x}_t), \tilde{x}_{t+1} - \tilde{x}_t \rangle + \frac{L_h}{2} \|\tilde{x}_{t+1} - \tilde{x}_t\|^2$$

\(\overset{(a)}{=} h(\tilde{x}_t) - \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2$$

\(\overset{(b)}{=} h(\tilde{x}_t) - \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2$$

\(\overset{(c)}{=} h(\tilde{x}_t) - \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2$$

\(\overset{(d)}{=} h(\tilde{x}_t) - \frac{\eta}{2} \|\nabla h(\tilde{x}_t)\|^2 + \frac{L_h^2 \eta}{2M} \sum_{m=1}^{M} \left(\left(1 + 2\rho^2\right) \|x_t^{(m)} - \tilde{x}_t\|^2 + \|y_t^{(m)} - y_{s_t}^{(m)}\|^2\right)$$
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where equality (a) follows from the iterate update given in Step 6 of Algorithm 6; (b) uses \(a, b = \frac{1}{\eta^2} ||a||^2 + ||b||^2 - ||a - b||^2\); (c) follows the assumption that \(\gamma < 1/L_h\); (d) follows Lemma 3. Hence, the lemma is proved.

### B.5 Proof of Convergence Theorem

#### Theorem 3

For \(\delta < \min \left( \frac{\sqrt{(1-q)(1-q^T)}}{2\rho^T q^T \sqrt{q^T q}}, \frac{\mu^2}{4\rho I}, 1 \right), \gamma < \frac{1}{\eta} \) and \(\eta = \frac{\delta}{\sqrt{T}}\), we have:

\[
\frac{1}{T} \sum_{t=1}^T \|\nabla h(x_t)\|^2 \leq \frac{2(h(x_0) - h^*)}{\eta T} + \frac{L_1^2 B_{t_0}}{(1-q)T} \sum_{t=1}^T \sum_{m=1}^M ||x_{t(m)} - x_t||^2 + \frac{L_1^2}{MT} \sum_{t=1}^T \sum_{m=1}^M ||y_{t(m)} - y_{x_t(m)}||^2
\]

\[
\leq \frac{2(h(x_0) - h^*)}{\eta T} + \frac{L_1^2(1 + 2\rho^2)}{MT} \sum_{t=1}^T \sum_{m=1}^M ||x_{t(m)} - x_t||^2 + \frac{L_1^2}{MT} \sum_{t=1}^T \sum_{m=1}^M ||y_{t(m)} - y_{x_t(m)}||^2
\]

\[
\leq \frac{2(h(x_0) - h^*)}{\eta T} + \frac{L_1^2 B_{t_0}}{(1-q)T} + \frac{L_1^2}{MT(1-q)} \sum_{t=1}^T \sum_{m=1}^M \|x_{t(m)} - x_t\|^2 + \frac{L_1^2 \rho^2 q^T q T (S - 1)}{(1-q)(1-q^T) T} + \frac{L_1^2 \rho^2 q^T q T S - 1}{(1-q^T)} + \frac{L_1^2}{MT} \sum_{t=1}^T \sum_{m=1}^M \|x_{t(m)} - x_t\|^2
\]

\[
\leq \frac{2(h(x_0) - h^*)}{\eta T} + \frac{L_1^2 B_{t_0}}{(1-q)T} + \frac{L_1^2}{(1-q)} \sum_{t=1}^T \sum_{m=1}^M \|x_{t(m)} - x_t\|^2 + \frac{L_1^2 \rho^2 q^T q T (S - 1)}{(1-q)(1-q^T) T} + \frac{L_1^2 \rho^2 q^T q T S - 1}{(1-q^T)} + \frac{L_1^2}{MT} \sum_{t=1}^T \sum_{m=1}^M \|x_{t(m)} - x_t\|^2
\]

\[
\leq \frac{2(h(x_0) - h^*)}{\eta T} + \frac{L_1^2 B_{t_0}}{(1-q)T} + \frac{L_1^2}{(1-q)} \sum_{t=1}^T \sum_{m=1}^M \|x_{t(m)} - x_t\|^2 + \frac{L_1^2 \rho^2 q^T q T (S - 1)}{(1-q)(1-q^T) T} + \frac{L_1^2 \rho^2 q^T q T S - 1}{(1-q^T)} + \frac{L_1^2}{MT} \sum_{t=1}^T \sum_{m=1}^M \|x_{t(m)} - x_t\|^2
\]

**Proof.** From the result of Lemma 3, we set for \(t = [T]\) and multiply both sides by \(2/\eta T\) we get

\[
\frac{1}{T} \sum_{t=1}^T \|\nabla h(x_t)\|^2 \leq \frac{2(h(x_0) - h^*)}{\eta T} + \frac{L_1^2 B_{t_0}}{(1-q)T} \sum_{t=1}^T \sum_{m=1}^M ||x_{t(m)} - x_t||^2 + \frac{L_1^2}{MT} \sum_{t=1}^T \sum_{m=1}^M ||y_{t(m)} - y_{x_t(m)}||^2
\]

where the second inequality uses \(f(x_{t-1}) \geq f^*\) and the fact \(\sum_{m=1}^M ||x_{t(m)} - x_t||^2 \leq \sum_{m=1}^M \|x_{t(m)} - x_t\|^2\) for all \(t\). The third inequality uses Lemma 3 and the fourth inequality uses Lemma 4. Finally, choice of \(\eta = \frac{\delta}{\sqrt{T}}\), \(\delta\) is
a constant such that \( \delta < \min \left( \frac{\sqrt{(1-q)(1-q q^T)} \gamma^1}{2T \rho I}, \frac{1}{2\rho x^T}, \frac{\mu^2}{\gamma^1}, 1 \right) \) we get

\[
\frac{1}{T} \sum_{t=1}^{T} \| \nabla h(\tilde{x}_t) \|^2 \leq \frac{2(h(\tilde{x}_t) - h^*)}{\delta \sqrt{T}} + \frac{L_h^2 B_{t0}}{(1-q)^T} + \frac{2L_h^2 B_{t0}}{(1-q)(1-q q^T)T} + \frac{\delta q^T M_h^2}{(1-q)^T} + \frac{\delta^2 L_h^2 q^T M_h^2}{(1-q)^T}
\]

\[
+ \left( \frac{\bar{q}_t L_h^2 q^T q^T q^T}{(1-q)(1-q q^T)} + L_h^2 (1+2 \rho^2) \right) \left( \frac{6T \delta^2 L_h^2 I^2 B_{t0}}{1-q} + \frac{18(S-1) L_h^2 I^2 \rho^2 M_h^2}{(1-q)^2(1-q q^T)} + 12L_h^2 T I \rho^2 (I-1) M_h^2 \right) \delta^2 \frac{1}{T}
\]

Therefore, we have the theorem.

\[\square\]

## C Proof for the FedBiOAcc Algorithm

In this section, we prove the convergence of the FedBiOAcc Algorithm

### C.1 Bound for Hyper-Gradient Bias

**Lemma 6.** With all assumptions hold and \( c_0 \alpha_{t-1}^2 < 1 \), then for all \( t \in [\hat{t}_{s-1}, \hat{t}_s - 1] \), we have:

\[
\mathbb{E} \left[ \left\| \tilde{\nu}_t - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t^{(m)}) \right\|^2 \right] \leq (1 - c_0 \alpha_{t-1}^2)^2 \mathbb{E} \left[ \left\| \tilde{\nu}_{t-1} - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t^{(m)}) \right\|^2 \right]
\]

\[
+ \frac{4 (c_0 \alpha_{t-1}^2)^2 \sigma^2}{M} + 8 (c_0 \alpha_{t-1}^2)^2 G^2 + \frac{8 L_h^2 (c_0 \alpha_{t-1}^2)^2}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| y_{t-1}^{(m)} - y_{t-1}^{(m)} \right\|^2 \right]
\]

\[
+ \frac{40 L_h^2 q^T \gamma^1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| y_{t-1}^{(m)} \right\|^2 \right] + \frac{40 L_h^2 q^T \gamma^1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| \tilde{\nu}_{t-1} \right\|^2 \right] + \frac{12 L_h^2 q^T \gamma^1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| \omega_{t-1}^{(m)} \right\|^2 \right]
\]

where the expectation is w.r.t the stochasticity of the algorithm.

**Proof.**

\[
\mathbb{E} \left[ \left\| \tilde{\nu}_t - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t^{(m)}) \right\|^2 \right] = \mathbb{E} \left[ \left\| \frac{1}{M} \sum_{m=1}^{M} (\tilde{\nu}_t^{(m)} - \nabla h(x_t^{(m)})) \right\|^2 \right]
\]

\[
\leq \mathbb{E} \left[ \left\| \frac{1}{M} \sum_{m=1}^{M} (\tilde{\nu}_t^{(m)} - (1 - c_0 \alpha_{t-1}^2)(\tilde{\nu}_{t-1}^{(m)} - \nabla h(x_t^{(m)}))) \right\|^2 \right]
\]

\[
= \mathbb{E} \left[ \left\| (1 - c_0 \alpha_{t-1}^2) \left( \tilde{\nu}_{t-1} - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t^{(m)}) \right) \right\|^2 \right]
\]

\[
\leq (1 - c_0 \alpha_{t-1}^2)^2 \mathbb{E} \left[ \left\| \tilde{\nu}_{t-1} - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t^{(m)}) \right\|^2 \right]
\]

\[
+ \mathbb{E} \left[ \left\| \frac{1}{M} \sum_{m=1}^{M} (\tilde{\nu}_t^{(m)} - \nabla h(x_t^{(m)})) \right\|^2 \right] + \mathbb{E} \left[ \left\| (1 - c_0 \alpha_{t-1}^2)(\tilde{\nu}_{t-1}^{(m)} - \nabla h(x_t^{(m)})) \right\|^2 \right]
\]

\[
\leq (1 - c_0 \alpha_{t-1}^2)^2 \mathbb{E} \left[ \left\| \tilde{\nu}_{t-1} - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t^{(m)}) \right\|^2 \right]
\]

\[
+ \mathbb{E} \left[ \left\| \frac{1}{M} \sum_{m=1}^{M} (\tilde{\nu}_t^{(m)} - \nabla h(x_t^{(m)})) \right\|^2 \right] + \mathbb{E} \left[ \left\| (1 - c_0 \alpha_{t-1}^2)(\tilde{\nu}_{t-1}^{(m)} - \nabla h(x_t^{(m)})) \right\|^2 \right]
\]

\[
(20)
\]
where inequality (a) uses the fact that the cross product is zero in expectation; Next for the second term of the above equation. Now suppose we denote \( \tilde{\mu}_t^{(m)} = \mathbb{E}[\mu_t^{(m)}] \), then by the triangle inequality, we have:

\[
\mathbb{E} \left[ \left\| \frac{1}{M} \sum_{m=1}^{M} \left( \mu_t^{(m)} - \nabla h^{(m)}(x_t^{(m)}) + (1 - c_v \alpha_t^{(m-1)}) (\nabla h^{(m)}(x_{t-1}^{(m)}) - \mu_{t-1}^{(m)}) \right) \right\|^2 \right] \\
\leq 2 \mathbb{E} \left[ \left\| \frac{1}{M} \sum_{m=1}^{M} \left( \mu_t^{(m)} - \mu_t^{(m)} + (1 - c_v \alpha_t^{(m-1)}) (\tilde{\mu}_{t-1}^{(m)} - \mu_{t-1}^{(m)}) \right) \right\|^2 \right] \\
+ 2 \mathbb{E} \left[ \left\| \frac{1}{M} \sum_{m=1}^{M} \left( \tilde{\mu}_t^{(m)} - \nabla h^{(m)}(x_t^{(m)}) + (1 - c_v \alpha_t^{(m-1)}) (\nabla h^{(m)}(x_{t-1}^{(m)}) - \tilde{\mu}_{t-1}^{(m)}) \right) \right\|^2 \right] \\
\leq 2 \frac{M}{M} \mathbb{E} \left[ \left\| \mu_t^{(m)} - \tilde{\mu}_t^{(m)} + (1 - c_v \alpha_t^{(m-1)}) (\tilde{\mu}_{t-1}^{(m)} - \mu_{t-1}^{(m)}) \right\|^2 \right] \\
+ 2 \mathbb{E} \left[ \left\| \tilde{\mu}_t^{(m)} - \nabla h^{(m)}(x_t^{(m)}) + (1 - c_v \alpha_t^{(m-1)}) (\nabla h^{(m)}(x_{t-1}^{(m)}) - \tilde{\mu}_{t-1}^{(m)}) \right\|^2 \right]
\]

The last inequality is by the generalized triangle inequality for the second term, the first term uses the fact that the cross product is zero in expectation. We bound the two terms in the above inequality separately. For the first term, we have:

\[
2 \mathbb{E} \left[ \left\| \mu_t^{(m)} - \tilde{\mu}_t^{(m)} + (1 - c_v \alpha_t^{(m-1)}) (\tilde{\mu}_{t-1}^{(m)} - \mu_{t-1}^{(m)}) \right\|^2 \right] \\
\leq (a) 4(c_v \alpha_t^{2})^2 \mathbb{E} \left[ \left\| \mu_t^{(m)} - \tilde{\mu}_t^{(m)} \right\|^2 \right] + 4(1 - c_v \alpha_t^{2})^2 \mathbb{E} \left[ \left\| \mu_t^{(m)} - \mu_t^{(m)} - \tilde{\mu}_t^{(m)} + \mu_{t-1}^{(m)} \right\|^2 \right] \\
\leq (b) 4(c_v \alpha_t^{2})^2 \mathbb{E} \left[ \left\| \mu_t^{(m)} - \tilde{\mu}_t^{(m)} \right\|^2 \right] + 4(1 - c_v \alpha_t^{2})^2 \mathbb{E} \left[ \left\| \mu_t^{(m)} - \mu_t^{(m)} \right\|^2 \right] \\
\leq (c) 4(c_v \alpha_t^{2})^2 \sigma^2 + 4L_h^2 (1 - c_v \alpha_t^{2})^2 \mathbb{E} \left[ \left\| x_t^{(m)} - x_{t-1}^{(m)} \right\|^2 + \left\| y_t^{(m)} - y_{t-1}^{(m)} \right\|^2 \right] \\
\leq (d) 4(c_v \alpha_t^{2})^2 \sigma^2 + 4L_h^2 (1 - c_v \alpha_t^{2})^2 \mathbb{E} \left[ \left\| \eta_{\alpha_t-1} \nu_t^{(m)} \right\|^2 + \left\| \gamma_{\alpha_t-1} \omega_t^{(m)} \right\|^2 \right]
\]

where inequality (a) follows the triangle inequality Proposition 4; (b) follows Propostion 4 due to the definition of \( \tilde{\mu}_t^{(m)} \); (c) follows the smoothness property of \( L_h \) and the bounded variance assumption; (d)
follows the fact that $c_w \alpha^2 < 1$. Next for the second term, we have:

$$
2 \mathbb{E} \left[ \left\| \tilde{\mu}_t - \nabla h(x_t) \right\|^2 \right] \\
\leq 4 (c_w \alpha^2 - 1)^2 \mathbb{E} \left[ \left\| \tilde{\mu}_t - \nabla h(x_t) \right\|^2 \right] + 8 \mathbb{E} \left[ \left\| \tilde{\mu}_t - \tilde{\mu}_t \right\|^2 \right] + 8 \mathbb{E} \left[ \left\| \nabla h(x_t) - \nabla h(x_{t-1}) \right\|^2 \right] \\
\leq 8 (c_w \alpha^2 - 1)^2 \mathbb{E} \left[ \left\| \tilde{\mu}_t - \Phi(x_t, y_t) \right\|^2 \right] + 8 \mathbb{E} \left[ \left\| \nabla h(x_t) - \nabla h(x_{t-1}) \right\|^2 \right] \\
+ 8 \mathbb{E} \left[ \left\| \tilde{\mu}_t - \tilde{\mu}_{t-1} \right\|^2 \right] + 8 \mathbb{E} \left[ \left\| \nabla h(x_t) - \nabla h(x_{t-1}) \right\|^2 \right] \\
\leq 8 (c_w \alpha^2 - 1)^2 G^2 + 8 L_h^2 (c_w \alpha^2 - 1)^2 \mathbb{E} \left[ \left\| \|y_t - y_t\| - \|y_{t-1} - y_{t-1}\| \right\|^2 \right] \\
+ 8 L_h^2 \mathbb{E} \left[ \left\| \eta_{t-1} \tilde{\omega}_{t-1} \right\|^2 \right] + 8 L_h^2 \mathbb{E} \left[ \left\| \gamma_{t-1} \tilde{\omega}_{t-1} \right\|^2 \right]
$$

where inequality (a) and (b) follows the generalized triangle inequality; (c) follows the smoothness of $h(x)$ and the bounded bias assumption \cite{6}. Combine everything together, we have:

$$
\mathbb{E} \left[ \left\| \tilde{\mu}_t - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t) \right\|^2 \right] \\
\leq (1 - c_w \alpha^2 - 1)^2 \mathbb{E} \left[ \left\| \tilde{\mu}_t - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t) \right\|^2 \right] + \frac{4 (c_w \alpha^2 - 1)^2 \sigma^2}{M} + 8 \mathbb{E} \left[ \left\| \nabla h(x_t) - \nabla h(x_{t-1}) \right\|^2 \right] \\
+ \frac{8 L_h^2 (c_w \alpha^2 - 1)^2}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| y_{t-1} - y_{t-1} \right\|^2 \right] + \frac{20 L_h^2 \eta^2 \alpha^2 - 1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| \nu_{t-1} \right\|^2 \right] + \frac{12 L_h^2 \gamma^2 \alpha^2 - 1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| \omega_{t-1} \right\|^2 \right] \\
\leq (1 - c_w \alpha^2 - 1)^2 \mathbb{E} \left[ \left\| \tilde{\mu}_t - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t) \right\|^2 \right] + \frac{4 (c_w \alpha^2 - 1)^2 \sigma^2}{M} + 8 \mathbb{E} \left[ \left\| \nabla h(x_t) - \nabla h(x_{t-1}) \right\|^2 \right] \\
+ \frac{8 L_h^2 (c_w \alpha^2 - 1)^2}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| y_{t-1} - y_{t-1} \right\|^2 \right] + \frac{40 L_h^2 \eta^2 \alpha^2 - 1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| \tilde{\nu}_{t-1} \right\|^2 \right] + \frac{12 L_h^2 \gamma^2 \alpha^2 - 1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| \omega_{t-1} \right\|^2 \right]
$$

In inequality (a) we use the generalized triangle inequality \cite{4}. This completes the proof. \hfill \Box

### C.2 Bound for Inner Variable Drift

**Lemma 7.** Suppose $c_w \alpha^2 < 1$, then for $t \in [\bar{t}_1 + 1, \bar{t}_s]$, with $s \in [S]$, we have:

$$
\frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| \omega_{t-1} - \nabla g(x_t^m) (x_t^m, y_t^m) \right\|^2 \right] \\
\leq (1 - c_w \alpha^2 - 1)^2 \frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| \omega_{t-1} - \nabla h(g(x_t^m, y_t^m)) \right\|^2 \right] + 2 (c_w \alpha^2 - 1)^2 \sigma^2 \\
+ 2 (1 - c_w \alpha^2 - 1)^2 L^2 \frac{1}{M} \sum_{m=1}^{M} \mathbb{E} \left[ \left\| \nu_{t-1} - \tilde{\nu}_{t-1} \right\|^2 \right] + 8 \mathbb{E} \left[ \left\| \nabla h(x_t) - \nabla h(x_{t-1}) \right\|^2 \right] + 8 \mathbb{E} \left[ \left\| \tilde{\mu}_t - \tilde{\mu}_{t-1} \right\|^2 \right] + 4 \mathbb{E} \left[ \left\| \nabla h(x_t) - \nabla h(x_{t-1}) \right\|^2 \right]
$$

where the expectation is w.r.t the stochasticity of the algorithm.
Proof. For $t \in [\bar{t}_{s-1} + 1, \bar{t}_{s} - 1]$, with $s \in [S]$, we follow similar derivation as in Eq. (20) and get:

\[
\mathbb{E} \left[ \left\| \omega^{(m)}_{t} - \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}) \right\|^2 \right] \\
= \mathbb{E} \left[ \left\| \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}, B_y) + (1 - c_{w}\alpha_{t-1}^{(m)})(\omega^{(m)}_{t-1} - \nabla g^{(m)}(x^{(m)}_{t-1}, y^{(m)}_{t-1}, B_y)) - \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}) \right\|^2 \right] \\
= \mathbb{E} \left[ \left(1 - c_{w}\alpha_{t-1}^{2}\right)(\omega^{(m)}_{t-1} - \nabla g^{(m)}(x^{(m)}_{t-1}, y^{(m)}_{t-1}))) + \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}, B_y) - \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}) \right] \\
\quad + \left(1 - c_{w}\alpha_{t-1}^{2}\right)(\nabla g^{(m)}(x^{(m)}_{t-1}, y^{(m)}_{t-1})) - \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}, B_y) \right\|^2 \right] \\
\leq (1 - c_{w}\alpha_{t-1}^{2})^2 \mathbb{E} \left[ \left\| \omega^{(m)}_{t-1} - \nabla g^{(m)}(x^{(m)}_{t-1}, y^{(m)}_{t-1})) \right\|^2 \right] \\
+ 2(c_{w}\alpha_{t-1}^2) \mathbb{E} \left[ \left\| \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}, B_y) - \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}) \right\|^2 \right] \\
+ 2(1 - c_{w}\alpha_{t-1}^2)^2 \mathbb{E} \left[ \left\| \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}, B_y) + \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}, B_y) - \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}, B_y) \right\|^2 \right] \\
\leq (1 - c_{w}\alpha_{t-1}^{2})^2 \mathbb{E} \left[ \left\| \omega^{(m)}_{t-1} - \nabla g^{(m)}(x^{(m)}_{t-1}, y^{(m)}_{t-1})) \right\|^2 \right] \\
+ 2(c_{w}\alpha_{t-1}^2) \sigma^2 + 2(1 - c_{w}\alpha_{t-1}^2)^2 \mathbb{E} \left[ \left\| \nabla g^{(m)}(x^{(m)}_{t}, y^{(m)}_{t}, B_y) - \nabla g^{(m)}(x^{(m)}_{t-1}, y^{(m)}_{t-1}, B_y) \right\|^2 \right] \\
\leq (1 - c_{w}\alpha_{t-1}^{2})^2 \mathbb{E} \left[ \left\| \omega^{(m)}_{t-1} - \nabla g^{(m)}(x^{(m)}_{t-1}, y^{(m)}_{t-1})) \right\|^2 \right] \\
+ 2(c_{w}\alpha_{t-1}^2) \sigma^2 + 2(1 - c_{w}\alpha_{t-1}^2)^2 L^2 \mathbb{E} \left[ \left\| \eta_{t-1} - \nu^{(m)}_{t-1} \right\|^2 + \left\| \gamma_{t} \omega^{(m)}_{t-1} \right\|^2 \right] \\
\leq (1 - c_{w}\alpha_{t-1}^{2})^2 \mathbb{E} \left[ \left\| \omega^{(m)}_{t-1} - \nabla g^{(m)}(x^{(m)}_{t-1}, y^{(m)}_{t-1})) \right\|^2 \right] \\
+ 2(c_{w}\alpha_{t-1}^2) \sigma^2 + 2(1 - c_{w}\alpha_{t-1}^2)^2 L^2 \mathbb{E} \left[ \left\| \nu^{(m)}_{t-1} - \nu_{t-1} \right\|^2 + \left\| \gamma_{t-1} \omega^{(m)}_{t-1} \right\|^2 \right] + \gamma_{t}^2 \alpha_{t-1}^2 \left\| \omega^{(m)}_{t-1} \right\|^2 \right] \\
(21)

where inequality (a) uses the fact that the cross product term is zero in expectation; inequality (b) uses the generalized triangle inequality; inequality (c) follows the bounded variance assumption\[3\] and Proposition\[5\]; inequality (d) uses the smoothness assumption\[3\]; inequality (e) uses the generalized triangle inequality.

When $t = \bar{t}_s$, the only difference is that we use $\bar{x}_{t_{s-1}}$ in Line 9 of the algorithm\[3\] to evaluate $\omega^{(m)}_{t_{s}}$. 
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instead of \( x_{\ell_s - 1}^{(m)} \) when \( t < \ell_s \). We follow similar derivation as in Eq (21) and get:

\[
\mathbb{E} \left[ \| \omega_{\ell_s}^{(m)} - \nabla g^{(m)}(x_{\ell_s}, y_{\ell_s}) \|^2 \right] \leq (1 - c_{E} \alpha_{\ell_s - 1})^2 \mathbb{E} \left[ \| \omega_{\ell_s - 1}^{(m)} - \nabla g^{(m)}(x_{\ell_s - 1}, y_{\ell_s - 1}) \|^2 \right] \\
+ 2(c_{E} \alpha_{\ell_s - 1})^2 \sigma^2 + 2(1 - c_{E} \alpha_{\ell_s - 1})^2 L^2 \mathbb{E} \left[ \| x_{\ell_s}^{(m)} - \bar{x}_{\ell_s - 1} \|^2 + \| \gamma \alpha_{\ell_s - 1} \omega_{\ell_s - 1}^{(m)} \|^2 \right] \\
\leq (1 - c_{E} \alpha_{\ell_s - 1})^2 \mathbb{E} \left[ \| \omega_{\ell_s - 1}^{(m)} - \nabla g^{(m)}(x_{\ell_s - 1}, y_{\ell_s - 1}) \|^2 \right] \\
+ 2(c_{E} \alpha_{\ell_s - 1})^2 \sigma^2 + 2(1 - c_{E} \alpha_{\ell_s - 1})^2 L^2 \mathbb{E} \left[ \| x_{\ell_s} - \bar{x}_{\ell_s - 1} \|^2 + \| \gamma \alpha_{\ell_s - 1} \omega_{\ell_s - 1}^{(m)} \|^2 \right] \\
\leq (1 - c_{E} \alpha_{\ell_s - 1})^2 \mathbb{E} \left[ \| \omega_{\ell_s - 1}^{(m)} - \nabla g^{(m)}(x_{\ell_s - 1}, y_{\ell_s - 1}) \|^2 \right] \\
+ 2(c_{E} \alpha_{\ell_s - 1})^2 \sigma^2 + 2(1 - c_{E} \alpha_{\ell_s - 1})^2 L^2 \mathbb{E} \left[ \| x_{\ell_s} - \bar{x}_{\ell_s - 1} \|^2 + \| \gamma \alpha_{\ell_s - 1} \omega_{\ell_s - 1}^{(m)} \|^2 \right] \\
\leq (1 - c_{E} \alpha_{\ell_s - 1})^2 \mathbb{E} \left[ \| \omega_{\ell_s - 1}^{(m)} - \nabla g^{(m)}(x_{\ell_s - 1}, y_{\ell_s - 1}) \|^2 \right] \\
+ 2(c_{E} \alpha_{\ell_s - 1})^2 \sigma^2 + 2(1 - c_{E} \alpha_{\ell_s - 1})^2 L^2 \mathbb{E} \left[ \frac{1}{M} \sum_{j=1}^{M} \| \eta \alpha_{\ell_s - 1} \nu_{\ell_s - 1}^{(j)} \|^2 + \| \gamma \alpha_{\ell_s - 1} \omega_{\ell_s - 1}^{(m)} \|^2 \right] \\
\leq (1 - c_{E} \alpha_{\ell_s - 1})^2 \mathbb{E} \left[ \| \omega_{\ell_s - 1}^{(m)} - \nabla g^{(m)}(x_{\ell_s - 1}, y_{\ell_s - 1}) \|^2 \right] \\
+ 2(c_{E} \alpha_{\ell_s - 1})^2 \sigma^2 + 2(1 - c_{E} \alpha_{\ell_s - 1})^2 L^2 \mathbb{E} \left[ \frac{1}{M} \sum_{j=1}^{M} \| \eta \alpha_{\ell_s - 1} \nu_{\ell_s - 1}^{(j)} \|^2 + \| \gamma \alpha_{\ell_s - 1} \omega_{\ell_s - 1}^{(m)} \|^2 \right] \\
(23)
\]

The second inequality follows the fact that \( x_{\ell_s}^{(m)} = \bar{x}_{\ell_s} \); the last inequality follows the generalized triangle inequality. Finally, combine Eq. (21) and (23) and average over all M clients finish the proof.

**Lemma 8.** For \( \gamma < \frac{1}{2\mu} \) and \( 0 < \alpha_t < 1 \), we have for \( t \in [\hat{t}_{s-1} + 1, \hat{t}_s - 1] \):

\[
\mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \leq (1 - \frac{\mu \gamma \alpha_{\ell_t - 1}}{4}) \mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \\
+ 2(1 - \frac{\mu \gamma \alpha_{\ell_t - 1}}{4}) \sigma^2 + 2(1 - \frac{\mu \gamma \alpha_{\ell_t - 1}}{4}) L^2 \mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \\
\]

and when \( t = \ell_s \), we have:

\[
\mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \leq (1 - \frac{\mu \gamma \alpha_{\ell_s - 1}}{8}) \mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \\
+ \frac{5 \gamma \alpha_{\ell_t - 1}}{\mu} \mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \\
+ 2 \frac{\mu \gamma \alpha_{\ell_t - 1}}{2} \mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \\
+ (1 + \frac{8 \mu \gamma \alpha_{\ell_t - 1}}{\mu}) \mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \\
\]

**Proof.** For \( t \in [\hat{t}_{s-1} + 1, \hat{t}_s - 1] \), with \( s \in [S] \), following Lemma 9 in \([33]\), for \( \gamma \leq \frac{1}{2\mu} \), we have:

\[
\mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \leq (1 - \frac{\mu \gamma \alpha_{\ell_t - 1}}{4}) \mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \\
+ \frac{25 \gamma \alpha_{\ell_t - 1}}{6 \mu} \mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \\
+ 2 \frac{25 \gamma \alpha_{\ell_t - 1}}{6 \mu} \mathbb{E} \left[ \left\| y_{\ell_t}^{(m)} - \frac{1}{M} \sum_{s=1}^{s_{\ell_t}} \frac{1}{M} \sum_{j=1}^{M} \eta \alpha_{\ell_t - 1} \nu_{\ell_t - 1}^{(j)} \right\|^2 \right] \\
(24)
\]
When \( t = \bar{t}_s \), we average variable \( x \) over the \( m \) clients, i.e. \( \bar{x}^{(m)}_{\bar{t}_s} = \bar{x}_{\bar{t}_s} \). For \( \|y^{(m)}_{\bar{t}_s} - y^{(m)}_{\bar{t}_s}\|^2 \), we can get similar recursive relation as:

\[
\mathbb{E} \left[ \left\| y^{(m)}_{\bar{t}_s} - y^{(m)}_{\bar{t}_s} \right\|^2 \right] \leq (1 - \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{4}) \mathbb{E} \left[ \left\| y^{(m)}_{\bar{t}_s - 1} - y^{(m)}_{\bar{t}_s - 1} \right\|^2 \right] + \frac{25 \gamma \alpha_{\bar{t}_s - 1}}{6 \mu} \mathbb{E} \left[ \left\| \omega^{(m)}_{\bar{t}_s - 1} - \nabla_y g^{(m)}(x^{(m)}_{\bar{t}_s - 1}; y^{(m)}_{\bar{t}_s - 1}) \right\|^2 \right] + \frac{25 \mathcal{L}^2 \eta^2 \alpha_{\bar{t}_s - 1}}{6 \mu \gamma} \mathbb{E} \left[ \left\| \mu^{(m)}_{\bar{t}_s - 1} \right\|^2 \right]
\]

while for \( \|y^{(m)}_{\bar{t}_s} - y^{(m)}_{\bar{t}_s}\|^2 = \|y^{(m)}_{\bar{t}_s} - y^{(m)}_{\bar{t}_s}\|^2 \), by generalized triangle inequality, we have:

\[
\mathbb{E} \left[ \left\| y^{(m)}_{\bar{t}_s} - y^{(m)}_{\bar{t}_s} \right\|^2 \right] \leq (1 + \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{8}) \mathbb{E} \left[ \left\| y^{(m)}_{\bar{t}_s} - y^{(m)}_{\bar{t}_s} \right\|^2 \right] + (1 + \frac{8}{\mu \gamma \alpha_{\bar{t}_s - 1}}) \mathbb{E} \left[ \left\| y^{(m)}_{\bar{t}_s} - y^{(m)}_{\bar{t}_s} \right\|^2 \right] \leq (1 + \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{8}) \mathbb{E} \left[ \left\| y^{(m)}_{\bar{t}_s} - y^{(m)}_{\bar{t}_s} \right\|^2 \right] + (1 + \frac{8}{\mu \gamma \alpha_{\bar{t}_s - 1}}) \rho^2 \mathbb{E} \left[ \left\| \bar{x}^{(m)}_{\bar{t}_s} - \bar{x}_{\bar{t}_s} \right\|^2 \right]
\]

(25)

Combine Eq. (25) and Eq. (26) together, we have:

\[
\mathbb{E} \left[ \left\| y^{(m)}_{\bar{t}_s} - y^{(m)}_{\bar{t}_s} \right\|^2 \right] \leq (1 + \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{8})(1 - \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{4}) \mathbb{E} \left[ \left\| y^{(m)}_{\bar{t}_s - 1} - y^{(m)}_{\bar{t}_s - 1} \right\|^2 \right] - (1 + \frac{8}{\mu \gamma \alpha_{\bar{t}_s - 1}}) \frac{3 \gamma^2 \alpha_{\bar{t}_s - 1}}{4} \mathbb{E} \left[ \left\| \omega^{(m)}_{\bar{t}_s - 1} \right\|^2 \right] + \frac{25 \gamma \alpha_{\bar{t}_s - 1}}{6 \mu} \mathbb{E} \left[ \left\| \omega^{(m)}_{\bar{t}_s - 1} - \nabla_y g^{(m)}(x^{(m)}_{\bar{t}_s - 1}; y^{(m)}_{\bar{t}_s - 1}) \right\|^2 \right] + \frac{25 \mathcal{L}^2 \eta^2 \alpha_{\bar{t}_s - 1}}{6 \mu \gamma} \mathbb{E} \left[ \left\| \mu^{(m)}_{\bar{t}_s - 1} \right\|^2 \right] + (1 + \frac{8}{\mu \gamma \alpha_{\bar{t}_s - 1}}) \rho^2 \mathbb{E} \left[ \left\| \bar{x}^{(m)}_{\bar{t}_s} - \bar{x}_{\bar{t}_s} \right\|^2 \right]
\]

(26)

For the coefficients, since we set \( \gamma < \frac{1}{144 \mu} < \frac{1}{\mu^3} \) and \( 0 < \alpha_t < 1 \), it is straightforward to verify the following inequalities hold:

\[
(1 + \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{8})(1 - \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{4}) = 1 - \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{8} - \frac{\mu^2 \gamma^2 \alpha_{\bar{t}_s - 1}}{32} \leq 1 - \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{8}
\]

\[
-(1 + \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{8}) \frac{3 \gamma^2 \alpha_{\bar{t}_s - 1}}{4} \leq \frac{3 \gamma^2 \alpha_{\bar{t}_s - 1}}{4}
\]

\[
(1 + \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{8}) \frac{25 \gamma \alpha_{\bar{t}_s - 1}}{6 \mu} \leq \frac{605 \gamma \alpha_{\bar{t}_s - 1}}{144 \mu} \leq \frac{5 \gamma \alpha_{\bar{t}_s - 1}}{\mu}
\]

\[
(1 + \frac{\mu \gamma \alpha_{\bar{t}_s - 1}}{8}) \frac{25 \mathcal{L}^2 \eta^2 \alpha_{\bar{t}_s - 1}}{6 \mu^3 \gamma} \leq \frac{605 \mathcal{L}^2 \eta^2 \alpha_{\bar{t}_s - 1}}{144 \mu^3 \gamma} \leq \frac{5 \mathcal{L}^2 \eta^2 \alpha_{\bar{t}_s - 1}}{\mu^3 \gamma}
\]
So we have for \( t = \bar{t}_s \):

\[
\mathbb{E} \left[ \left\| y_{t_s}^{(m)} - y_{\bar{t}_s}^{(m)} \right\|^2 \right] \leq (1 - \frac{\mu \gamma \alpha \bar{t}_s - 1}{8}) \mathbb{E} \left[ \left\| y_{\bar{t}_s}^{(m)} - y_{t_{s-1}}^{(m)} \right\|^2 \right] - \frac{3\gamma^2 \alpha \bar{t}_s - 1}{4} \mathbb{E} \left[ \left\| y_{t_{s-1}}^{(m)} \right\|^2 \right] \\
+ \frac{5\gamma \alpha \bar{t}_s - 1}{5} \mathbb{E} \left[ \left\| y_{t_{s-1}}^{(m)} - \nabla g_{t_{s-1}}(x_{t_{s-1}}^{(m)}, y_{t_{s-1}}^{(m)}) \right\|^2 \right] \\
+ \frac{5L^2 \gamma^2 \alpha \bar{t}_s - 1}{\mu^3 \gamma} \mathbb{E} \left[ \left\| y_{t_{s-1}}^{(m)} \right\|^2 \right] + (1 + \frac{8}{\mu \gamma \alpha \bar{t}_s - 1}) \rho^2 \mathbb{E} \left[ \left\| \tilde{y}_{t_{s}}^{(m)} - \bar{x}_{t_{s}} \right\|^2 \right] 
\]

Combine with cases when \( t \in \bar{t}_{s-1}, \bar{t}_s - 1 \) in Eq. \((24)\) completes the proof.

\[\square\]

**C.3 Bound for Outer Variable Drift**

**Lemma 9.** For \( \alpha < \frac{1}{8 \rho L_h} \) and \( 0 < \eta < 1 \), we have for \( t \in [\bar{t}_{s-1} + 1, \bar{t}_s - 1] \):

\[
\sum_{m=1}^{M} \mathbb{E}[\|v_{t_{s}}^{(m)} - \bar{\nu}_t\|^2] \leq \left( 1 + \frac{33}{32t} \right) \sum_{m=1}^{M} \mathbb{E}[\|v_{t_{s-1}}^{(m)} - \bar{\nu}_{t-1}\|^2] + 4tL_h^2 \alpha^2 \sum_{m=1}^{M} \mathbb{E} \left[ 2\|\eta \bar{\nu}_{t-1}\|^2 + \|\gamma \omega_{t-1}^{(m)}\|^2 \right] \\
+ \frac{8IM(c_0 \alpha \bar{t}_s - 1)^2 \gamma^2}{2L_h} + \frac{M \gamma \omega_{t-1}^{(m)} \zeta^2}{L_h} + \frac{M \gamma \omega_{t-1}^{(m)} \zeta^2}{L_h} \\
+ \frac{\eta^2 \omega_{t-1}^{(m)} (1 + \rho^2)}{2} \sum_{\ell=\bar{t}_{s-1}}^{t-1} \alpha^2 \sum_{m=1}^{M} \left\| (v_{t_{s}}^{(m)} - \bar{\nu}_t) \right\|^2 
\]

where the expectation is w.r.t the stochasticity of the algorithm.

**Proof.** For \( t \in [\bar{t}_{s-1} + 1, \bar{t}_s] \), with \( s \in [S] \), we have: \( \hat{x}_t^{(m)} = \hat{x}_{t_{s-1}}^{(m)} - \eta \alpha_{t_{s-1}} v_{t_{s-1}}^{(m)} \), this implies that:

\[
\hat{x}_t^{(m)} = x_{t_{s-1}}^{(m)} - \sum_{\ell=\bar{t}_{s-1}}^{t-1} \eta \nu_{t_{s}}^{(m)} \quad \text{and} \quad \bar{x}_t = \bar{x}_{t_{s-1}} - \sum_{\ell=\bar{t}_{s-1}}^{t-1} \eta \bar{\nu}_{t_{s}}. 
\]

So for \( t \in [\bar{t}_{s-1} + 1, \bar{t}_s] \), with \( s \in [S] \) we have:

\[
\frac{1}{M} \sum_{m=1}^{M} \left\| \bar{x}_t^{(m)} - \bar{x}_t \right\|^2 = \frac{1}{M} \sum_{m=1}^{M} \left\| \bar{x}_{t_{s-1}}^{(m)} - \bar{x}_{t_{s-1}} - \left( \sum_{\ell=\bar{t}_{s-1}}^{t-1} \eta \nu_{t_{s}}^{(m)} - \sum_{\ell=\bar{t}_{s-1}}^{t-1} \eta \alpha_{t_{s}} \bar{\nu}_{t_{s}} \right) \right\|^2 \\
= \frac{(a)}{M} \sum_{m=1}^{M} \left\| \sum_{\ell=\bar{t}_{s-1}}^{t-1} \eta \alpha_{t_{s}} (v_{t_{s}}^{(m)} - \bar{\nu}_{t_{s}}) \right\|^2 \leq \frac{(b)}{M} \sum_{\ell=\bar{t}_{s-1}}^{t-1} \frac{M \gamma \omega_{t-1}^{(m)} \zeta^2}{L_h} \sum_{m=1}^{M} \left\| (v_{t_{s}}^{(m)} - \bar{\nu}_t) \right\|^2 
\]

where the equality \((a)\) follows from the fact that \( x_{t_{s-1}}^{(m)} = \bar{x}_{t_{s-1}} \) for \( t = \bar{t}_{s-1} \); inequality \((b)\) is due to \( t - \bar{t}_{s-1} \leq I \) and the generalized triangle inequality.
where
\[
\text{Next, we bound the term } \|\mu_t^{(m)} - \bar{v}_t\|^2, \text{ for } t \in [t_{s-1} + 1, t_s - 1], \text{ with } s \in [S]:
\]
\[
\sum_{m=1}^{M} E\|\mu_t^{(m)} - \bar{v}_t\|^2 = \sum_{m=1}^{M} E\left\|\mu_t^{(m)} + (1 - c_v \alpha_t^{2-1}) (\nu_t^{(m)} - \mu_t^{(m)}) - \left(\frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j)} + (1 - c_v \alpha_t^{2-1}) (\bar{v}_{t-1} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j-1)})\right)\right\|^2
\]
\[
= \sum_{m=1}^{M} E\left\| (1 - c_v \alpha_t^{2-1}) (\nu_t^{(m)} - \bar{v}_{t-1}) + \mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j)} - (1 - c_v \alpha_t^{2-1}) (\mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j-1)})\right\|^2
\]
\[
\leq (1 + \beta)(1 - c_v \alpha_t^{2-1})^2 \sum_{m=1}^{M} E\|\nu_t^{(m)} - \bar{v}_{t-1}\|^2
\]
\[
+ \left(1 + \frac{1}{\beta}\right) \sum_{m=1}^{M} E\left\| \mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j)} - (1 - c_v \alpha_t^{2-1}) (\mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j-1)})\right\|^2
\]
where (a) follows from the generalized triangle inequality for some \( \beta > 0 \). Next we bound the second term:
\[
\sum_{m=1}^{M} E\|\mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j)} - (1 - c_v \alpha_t^{2-1}) (\mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j-1)})\|^2
\]
\[
= \sum_{m=1}^{M} E\left\| \mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j)} - \left(\mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j)}\right) + c_v \alpha_t^{2-1} (\mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j-1)})\right\|^2
\]
\[
\leq 2 \sum_{m=1}^{M} E\left\| \mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j)}\right\|^2 + 2(1 - c_v \alpha_t^{2-1})^2 \sum_{m=1}^{M} E\left\| \mu_t^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_t^{(j)}\right\|^2
\]
\[
\leq 2L^2 \sum_{m=1}^{M} E\left\| \nu_t^{(m)} - x_t^{(m)}\right\|^2 + 2(1 - c_v \alpha_t^{2-1})^2 \sum_{m=1}^{M} E\left\| \nu_t^{(m)} - y_t^{(m)}\right\|^2
\]
\[
\leq 2L^2 \sum_{m=1}^{M} E\left\| \eta_t^{(m)}\right\|^2 + 2(1 - c_v \alpha_t^{2-1})^2 \sum_{m=1}^{M} E\left\| \gamma_t^{(m)}\right\|^2
\]
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where inequality (a) is from the triangle inequality, (b) follows Proposition \( \Box \) (c) follows from the Lipschitz-
smoothness of the $h$. Next for the second term of the above equation:

\[
\sum_{m=1}^{M} E \left\| \mu_{t-1}^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_{t-1}^{(j)} \right\|^2 = \sum_{m=1}^{M} E \left\| \mu_{t-1}^{(m)} - \frac{1}{M} \sum_{j=1}^{M} (\mu_{t-1}^{(j)} - \mu_{t-1}^{(m)}) + \frac{1}{M} \sum_{j=1}^{M} \mu_{t-1}^{(j)} \right\|^2 \\
\leq 2 \sum_{m=1}^{M} E \left\| \mu_{t-1}^{(m)} - \mu_{t-1}^{(m)} \right\|^2 + 2 \sum_{k=1}^{K} E \left\| \tilde{\mu}_{t-1}^{(m)} - \frac{1}{M} \sum_{j=1}^{M} \mu_{t-1}^{(j)} \right\|^2 \\
\leq 2M \sigma^2 + 4 \sum_{m=1}^{M} E \left\| \nabla h^{(m)}(\bar{x}_{t-1}) - \nabla h(\bar{x}_{t-1}) \right\|^2 + 8 \sum_{m=1}^{M} E \left\| \tilde{\mu}_{t-1}^{(m)} - \nabla h^{(m)}(\bar{x}_{t-1}) \right\|^2 \\
+ 8 \sum_{m=1}^{M} E \left\| \nabla h(\bar{x}_{t-1}) - \frac{1}{M} \sum_{j=1}^{M} \mu_{t-1}^{(j)} \right\|^2 \\
\leq 2M \sigma^2 + 4 \sum_{m=1}^{M} E \left\| \nabla h^{(m)}(\bar{x}_{t-1}) - \nabla h(\bar{x}_{t-1}) \right\|^2 + 16 \sum_{m=1}^{M} E \left\| \tilde{\mu}_{t-1}^{(m)} - \nabla h^{(m)}(\bar{x}_{t-1}) \right\|^2 \\
+ 32 \sum_{m=1}^{M} E \left\| \Phi^{(m)}(\bar{x}_{t-1}, \bar{y}_{t-1}) - \nabla h^{(m)}(\bar{x}_{t-1}) \right\|^2 \\
\leq 2M \sigma^2 + 32MG^2 + 4 \sum_{m=1}^{M} E \left\| \nabla h^{(m)}(\bar{x}_{t-1}) - \nabla h^{(m)}(\bar{x}_{t-1}) \right\|^2 \\
+ 32L_h \sum_{m=1}^{M} E \left[ \|x_{t-1}^{(m)} - \bar{x}_{t-1}\|^2 + \|y_{t-1}^{(m)} - \bar{y}_{t-1}\|^2 \right] \\
\leq 2M \sigma^2 + 32MG^2 + 4M\zeta^2 + 32L_h^2 (1 + \rho^2) \sum_{m=1}^{M} E \left[ \|x_{t-1}^{(m)} - \bar{x}_{t-1}\|^2 \right]
\]

(29)

Inequality (a) uses triangle inequality; inequality (b) follows Proposition 5; inequality (c) follow Assumption 6 and generalized triangle inequality; inequality (d) and (e) follows the generalized inequality; inequality (f) follows the Assumption 6; inequality (g) utilizes intra-node heterogeneity assumption and Proposition 1.
Finally, combine everything together, we have:

\[
\sum_{m=1}^{M} \mathbb{E}\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2 \\
\leq (1 + \beta)(1 - c_0 \alpha_{\ell - 1}^2)^2 \sum_{m=1}^{M} \mathbb{E}\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2 + 2L_h^2 \left(1 + \frac{1}{\beta}\right) \alpha_{\ell - 1}^2 \sum_{m=1}^{M} \mathbb{E} \left[\|\eta\nu_{\ell}^{(m)}\|^2 + \|\gamma\nu_{\ell}^{(m)}\|^2\right] \\
+ 4M \left(1 + \frac{1}{\beta}\right)(c_0 \alpha_{\ell - 1}^2)^2 \sigma^2 + 64M \left(1 + \frac{1}{\beta}\right)(c_0 \alpha_{\ell - 1}^2)^2 \nu^2 + 8M \left(1 + \frac{1}{\beta}\right)(c_0 \alpha_{\ell - 1}^2)^2 \zeta^2 \\
+ 64 \left(1 + \frac{1}{\beta}\right)(c_0 \alpha_{\ell - 1}^2)^2 \tau \sum_{m=1}^{M} \mathbb{E} \left[\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2\right] \\
\leq (1 + \beta)(1 - c_0 \alpha_{\ell - 1}^2)^2 \sum_{m=1}^{M} \mathbb{E}\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2 + 2L_h^2 \left(1 + \frac{1}{\beta}\right) \alpha_{\ell - 1}^2 \sum_{m=1}^{M} \mathbb{E} \left[\|\eta\nu_{\ell}^{(m)}\|^2 + \|\gamma\nu_{\ell}^{(m)}\|^2\right] \\
+ 4M \left(1 + \frac{1}{\beta}\right)(c_0 \alpha_{\ell - 1}^2)^2 \sigma^2 + 64M \left(1 + \frac{1}{\beta}\right)(c_0 \alpha_{\ell - 1}^2)^2 \nu^2 + 8M \left(1 + \frac{1}{\beta}\right)(c_0 \alpha_{\ell - 1}^2)^2 \zeta^2 \\
+ 64 \left(1 + \frac{1}{\beta}\right)(c_0 \alpha_{\ell - 1}^2)^2 \tau \sum_{m=1}^{M} \mathbb{E} \left[\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2\right] \\
\leq (1 + \frac{1}{\beta}) \sum_{m=1}^{M} \mathbb{E}\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2 + 4L_h^2 \alpha_{\ell - 1}^2 \sum_{m=1}^{M} \mathbb{E} \left[\|\eta\nu_{\ell}^{(m)}\|^2 + \|\gamma\nu_{\ell}^{(m)}\|^2\right] \\
+ 8M(c_0 \alpha_{\ell - 1}^2)^2 \sigma^2 + 128M(c_0 \alpha_{\ell - 1}^2)^2 \nu^2 + 16M(c_0 \alpha_{\ell - 1}^2)^2 \zeta^2 \\
+ 128 \tau \left(1 + \frac{1}{\beta}\right)(c_0 \alpha_{\ell - 1}^2)^2 \sum_{m=1}^{M} \mathbb{E} \left[\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2\right] \\
\leq (1 + \frac{1}{\beta}) \sum_{m=1}^{M} \mathbb{E}\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2 + 4L_h^2 \alpha_{\ell - 1}^2 \sum_{m=1}^{M} \mathbb{E} \left[\|\eta\nu_{\ell}^{(m)}\|^2 + \|\gamma\nu_{\ell}^{(m)}\|^2\right] \\
+ 8M(c_0 \alpha_{\ell - 1}^2)^2 \sigma^2 + 128M(c_0 \alpha_{\ell - 1}^2)^2 \nu^2 + 16M(c_0 \alpha_{\ell - 1}^2)^2 \zeta^2 \\
+ 128 \tau \left(1 + \frac{1}{\beta}\right)(c_0 \alpha_{\ell - 1}^2)^2 \sum_{m=1}^{M} \mathbb{E} \left[\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2\right] \\
\leq (1 + \frac{33}{32\beta}) \sum_{m=1}^{M} \mathbb{E}\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2 + 4L_h^2 \alpha_{\ell - 1}^2 \sum_{m=1}^{M} \mathbb{E} \left[\|\eta\nu_{\ell}^{(m)}\|^2 + \|\gamma\nu_{\ell}^{(m)}\|^2\right] \\
+ IM(c_0 \alpha_{\ell - 1}^2)^2 \sigma^2 + \frac{8M(c_0 \alpha_{\ell - 1}^2)^2 \nu^2}{2L_h^2} + \frac{M c_0^2 \alpha_{\ell - 1}^2 \zeta^2}{L_h^2} + \frac{\eta^2 c_0^2 \alpha_{\ell - 1}^2 (1 + \tau^2)}{2} \sum_{m=1}^{M} \mathbb{E} \left[\|\nu_{\ell}^{(m)} - \bar{\nu}_{\ell}\|^2\right]
\]
where inequality (a) follows Eq. (27); in inequality (b), we set $\beta = 1/I$ and use $I \geq 1$; Inequality (c) uses the generalized triangle inequality; Inequality (d), we use $\alpha_t < \frac{1}{\log n}$, and $\eta < 1$ Therefore, the lemma is proved.

Lemma 10. For $\alpha_t < \frac{1}{\log n}$, we have:

$$\left(1 - \frac{3\eta^2 c_2^2 (1 + \rho^2)}{16\alpha^4 + 32IL^2_t}\right) \sum_{t=\ell}^{\ell-1} \alpha_t D_t \leq \frac{3\eta^4}{32} \sum_{t=\ell}^{\ell-1} \alpha_t E_t + \frac{3\gamma^2}{64} \sum_{t=\ell}^{\ell-1} \alpha_t F_t + \left(\frac{27c_2^2 \sigma^2}{16L_h^2} + \frac{3c_2^2 \zeta^2}{16L_h^2}\right) \sum_{t=\ell}^{\ell-1} \alpha_t^3$$

where the terms $D_t$, $E_t$ and $F_t$ are denoted below.

Proof. To simplify the notation, we denote $A_t = E\left[\left\|\hat{\nu}_t - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_t^{(m)})\right\|^2\right]$, $B_t = E\left[\frac{1}{M} \sum_{m=1}^{M} \left\|y_t^{(m)}\right\|^2\right]$, $C_t = E\left[\frac{1}{M} \sum_{m=1}^{M} \left\|\omega_t^{(m)} - \nabla g_t^{(m)}(x_t^{(m)}, y_t^{(m)})\right\|^2\right]$, $D_t = \frac{1}{M} \sum_{m=1}^{M} E\left[\left\|\hat{y}_t^{(m)} - \bar{y}_t\right\|^2\right]$, $E_t = E\left[\left\|\hat{\nu}_t\right\|^2\right]$, and $F_t = \frac{1}{M} \sum_{m=1}^{M} E\left[\left\|\omega_t^{(m)}\right\|^2\right]$. Then we rewrite Lemma 9 with our new notation as follows:

$$D_t \leq \left(1 + \frac{33}{32I}\right) D_{t-1} + 8IL^2_h \alpha_t^3 \sigma^2 E_t + 4IL^2_h \alpha_t^2 \gamma^2 F_{t-1}$$

$$+ \frac{c_2^2 \sigma^2}{2L_h} + \frac{8c_2^2 \alpha_t^2 \gamma^2}{2L_h} + \frac{c_2^2 \zeta^2}{2L_h} + \frac{\eta^2 c_2^2 \alpha_t^2 (1 + \rho^2)}{2} \sum_{t=\ell}^{\ell-1} \alpha_t^3 D_t$$

Next apply the above equation recursively from $\ell - 1$ to $t$. Note that $D_{\ell-1} = 1/M \sum_{m=1}^{M} E\|\hat{y}_t^{(m)} - \hat{\nu}_{t-1}\|^2 = 0$, so we have:

$$D_t \leq 8IL^2_h \eta^2 \sum_{\ell=\ell-1}^{\ell-1} \left(1 + \frac{33}{32I}\right)^{t-\ell} \alpha_t^3 E_t + 4IL^2_h \gamma^2 \sum_{\ell=\ell-1}^{\ell-1} \left(1 + \frac{33}{32I}\right)^{t-\ell} \alpha_t^2 F_t$$

$$+ \left(\frac{c_2^2 \sigma^2}{2L_h} + \frac{8c_2^2 \alpha_t^2 \gamma^2}{2L_h} + \frac{c_2^2 \zeta^2}{2L_h}\right) \sum_{t=\ell}^{\ell-1} \left(1 + \frac{33}{32I}\right)^{t-\ell} \alpha_t^3 \sum_{t=\ell}^{\ell-1} \left(1 + \frac{33}{32I}\right)^{t-\ell} \alpha_t^3 D_t$$

$$\leq 24L^2_h \eta^2 \sum_{\ell=\ell-1}^{\ell-1} \alpha_t^2 E_t + 12IL^2_h \gamma^2 \sum_{\ell=\ell-1}^{\ell-1} \alpha_t^2 F_t + \left(\frac{3c_2^2 \sigma^2}{2L_h} + \frac{24c_2^2 \alpha_t^2 \gamma^2}{2L_h} + \frac{3c_2^2 \zeta^2}{2L_h}\right) \sum_{t=\ell}^{\ell-1} \alpha_t^3 D_t$$

The second inequality uses the fact that $t - l \leq I$ and the inequality $log(1 + a/x) \leq a/x$ for $x > -a$, so we have $(1 + a/x)^t \leq e^{a/x}$. Then we choose $a = 33/32$ and $x = I$. Finally, we use the fact that $e^{33/(32I)} \leq e^{33/32} \leq 3$. 
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Next we multiply $\alpha_t$ over both sides and take sum from $t_{s-1} + 1$ to $t_s$, we have:

$$\sum_{t=t_{s-1}+1}^{t_s} \alpha_t D_t \leq 24IL_h^2 \eta^2 \sum_{t=t_{s-1}+1}^{t_s} \alpha_t \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 E_t + 12IL_h^2 \gamma^2 \sum_{t=t_{s-1}+1}^{t_s} \alpha_t \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 E_t + 2$$

$$+ \left( \frac{3c_1^2 \sigma^2}{2L_h} + \frac{24c_1^2 G^2}{L_h} + \frac{3c_2^2 c_\mu^2}{L_h} \right) \left( \sum_{t=t_{s-1}+1}^{t_{s-1}} \alpha_t \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 E_t + 12IL_h^2 \gamma^2 \right) \left( \sum_{t=t_{s-1}+1}^{t_s} \alpha_t \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 E_t \right)$$

$$\leq 24IL_h^2 \eta^2 \left( \sum_{t=t_{s-1}+1}^{t_s} \alpha_t \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 E_t + 12IL_h^2 \gamma^2 \right) \left( \sum_{t=t_{s-1}+1}^{t_s} \alpha_t \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 E_t \right)$$

$$+ \left( \frac{3c_1^2 \sigma^2}{2L_h} + \frac{24c_1^2 G^2}{L_h} + \frac{3c_2^2 c_\mu^2}{L_h} \right) \sum_{t=t_{s-1}+1}^{t_s} \alpha_t^3 + \frac{3\gamma^2 c_\mu^2 (1 + \rho^2)}{2} \sum_{t=t_{s-1}+1}^{t_s} \alpha_t \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 D_t$$

$$\leq \frac{3IL_h \eta^2}{2} \sum_{t=t_{s-1}+1}^{t_s} \alpha_t^2 E_t + \frac{3IL_h \eta^2}{4} \sum_{t=t_{s-1}+1}^{t_s} \alpha_t^2 F_t$$

$$+ \left( \frac{3c_1^2 \sigma^2}{32L_h} + \frac{24c_1^2 G^2}{2L_h} + \frac{3c_2^2 c_\mu^2}{16L_h} \right) \sum_{t=t_{s-1}+1}^{t_s} \alpha_t^3 + \frac{3\gamma^2 c_\mu^2 (1 + \rho^2)}{2} \sum_{t=t_{s-1}+1}^{t_s} \alpha_t \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 D_t$$

$$\leq \frac{3\gamma^2}{32} \sum_{t=t_{s-1}+1}^{t_s} \alpha_t E_t + \frac{\gamma^2}{64} \sum_{t=t_{s-1}+1}^{t_s} \alpha_t F_t + \left( \frac{3c_1^2 \sigma^2}{32L_h} + \frac{24c_1^2 G^2}{2L_h} + \frac{3c_2^2 c_\mu^2}{16L_h} \right) \sum_{t=t_{s-1}+1}^{t_s} \alpha_t^3 + \frac{3\gamma^2 c_\mu^2 (1 + \rho^2)}{2} \sum_{t=t_{s-1}+1}^{t_s} \alpha_t \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 \sum_{t=t_{s-1}}^{t_{s-1}} \alpha_t^2 D_t$$

In inequalities (a) and (b), we use $\alpha_t < \frac{1}{t_{s-1}}$ multiple times. next notice that $\sum_{t=t_{s-1}+1}^{t_s} \alpha_t D_t = \sum_{t=t_{s-1}+1}^{t_s} \alpha_t D_t = 0$, so we have:

$$(1 - \frac{3\gamma^2 c_\mu^2 (1 + \rho^2)}{16^3 \cdot 32L_h^3}) \sum_{t=t_{s-1}+1}^{t_s} \alpha_t D_t \leq \frac{3\gamma^2}{32} \sum_{t=t_{s-1}+1}^{t_s} \alpha_t E_t + \frac{\gamma^2}{64} \sum_{t=t_{s-1}+1}^{t_s} \alpha_t F_t + \left( \frac{3c_1^2 \sigma^2}{32L_h} + \frac{24c_1^2 G^2}{2L_h} + \frac{3c_2^2 c_\mu^2}{16L_h} \right) \sum_{t=t_{s-1}+1}^{t_s} \alpha_t^3$$

C.4 Descent Lemma

Lemma 11 (Descent Lemma). For all $t \in [t_{s-1}, t_s - 1]$ and $s \in [S]$, the iterates generated satisfy:

$$\mathbb{E} \left[ h(\tilde{x}_{t+1}) \right] \leq \mathbb{E} \left[ h(\tilde{x}_t) \right] + \left( \frac{\eta \alpha_t}{2} - \frac{\eta^2 \sigma^2 L}{2} \right) \mathbb{E} \left[ \left\| \tilde{v}_t \right\|^2 \right] - \frac{\eta \alpha_t}{2} \mathbb{E} \left[ \left\| \nabla h(\tilde{x}_t) \right\|^2 \right]$$

$$+ \frac{L_h^2 \eta^3 \alpha_t}{M} \sum_{t = t_{s-1}}^{t_s} \alpha_t^2 \sum_{m=1}^{M} \left\| \nabla h(\tilde{x}_t(m) - \bar{v}_t) \right\|^2 + \eta \alpha_t \mathbb{E} \left[ \left\| \sum_{m=1}^{M} \nabla h(\tilde{x}_t(m) - \bar{v}_t) \right\|^2 \right]$$

where the expectation is w.r.t the stochasticity of the algorithm.
Proof. Using the smoothness of $h(x)$ we have:

$$
E\left[ h(\bar{x}_{t+1}) \right] \leq E\left[ h(\bar{x}_t) + (\nabla h(\bar{x}_t), \bar{x}_{t+1} - \bar{x}_t) + \frac{L_h}{2} \| \bar{x}_{t+1} - \bar{x}_t \|^2 \right]
$$

$$
\overset{(a)}{=} E\left[ h(\bar{x}_t) - \eta \alpha_1 \langle \nabla h(\bar{x}_t), \bar{\nu}_t \rangle + \frac{\eta^2 \alpha_1^2 L_h}{2} \| \bar{\nu}_t \|^2 \right]
$$

$$
\overset{(b)}{=} E\left[ h(\bar{x}_t) - \frac{\eta \alpha_1}{2} \| \bar{\nu}_t \|^2 - \frac{\eta \alpha_1}{2} \langle \nabla h(\bar{x}_t), \bar{\nu}_t \rangle + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) \|^2 + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) \|^2 + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) - \bar{\nu}_t \|^2 \right]
$$

$$
= E\left[ h(\bar{x}_t) - \left( \frac{\eta \alpha_1}{2} - \frac{\eta^2 \alpha_1^2 L_h}{2} \right) \| \bar{\nu}_t \|^2 - \frac{\eta \alpha_1}{2} \langle \nabla h(\bar{x}_t), \bar{\nu}_t \rangle + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) \|^2 + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) - \bar{\nu}_t \|^2 \right]
$$

where equality (a) follows from the iterate update given in Line 15 of Algorithm 3. (b) uses $\langle a, b \rangle = \frac{1}{2}||a||^2 + ||b||^2 - ||a - b||^2$. For the last term, we have:

$$
E\left[ \| \nabla h(\bar{x}_t) \|^2 \right] \overset{(a)}{=} 2E\left[ \| \nabla h(\bar{x}_t) - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x^{(m)}_t) \|^2 \right] + 2E\left[ \| \frac{1}{M} \sum_{m=1}^{M} \nabla h(x^{(m)}_t) - \bar{\nu}_t \|^2 \right]
$$

$$
\overset{(b)}{=} \frac{2}{M} \sum_{m=1}^{M} E\left[ \| \nabla h(x^{(m)}_t) - \nabla h(x^{(m)}_t) \|^2 \right] + 2E\left[ \| \frac{1}{M} \sum_{m=1}^{M} \nabla h(x^{(m)}_t) - \bar{\nu}_t \|^2 \right]
$$

$$
\overset{(c)}{=} \frac{2L_h}{M} \sum_{m=1}^{M} E\left[ \| \bar{x}_t - x^{(m)}_t \|^2 \right] + 2E\left[ \| \frac{1}{M} \sum_{m=1}^{M} \nabla h(x^{(m)}_t) - \bar{\nu}_t \|^2 \right]
$$

$$
\overset{(d)}{=} \frac{2L_h^2 \eta^2}{M} \sum_{t=\ell-1}^{\ell-1} \alpha_1^2 \sum_{m=1}^{M} \| \bar{\nu}_t - \bar{\nu}_m \|^2 + 2E\left[ \| \frac{1}{M} \sum_{m=1}^{M} \nabla h(x^{(m)}_t) - \bar{\nu}_t \|^2 \right]
$$

where inequality (a) uses triangle inequality, (b) uses the generalized triangle inequality, (c) uses the smoothness of $h(x)$, (d) uses Eq. (24). Combine the above two equations together, we get:

$$
E\left[ h(\bar{x}_{t+1}) \right] \leq E\left[ h(\bar{x}_t) - \left( \frac{\eta \alpha_1}{2} - \frac{\eta^2 \alpha_1^2 L_h}{2} \right) \| \bar{\nu}_t \|^2 - \frac{\eta \alpha_1}{2} \langle \nabla h(\bar{x}_t), \bar{\nu}_t \rangle + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) \|^2 + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) - \bar{\nu}_t \|^2 \right]
$$

$$
+ \frac{L_h^2 \eta}{M} \sum_{m=1}^{M} \| \bar{\nu}_m - \bar{\nu}_t \|^2 + \frac{\eta \alpha_1}{2} \left( \frac{1}{M} \sum_{m=1}^{M} \nabla h(x^{(m)}_t) - \bar{\nu}_t \right)
$$

$$
= E\left[ h(\bar{x}_t) - \left( \frac{\eta \alpha_1}{2} - \frac{\eta^2 \alpha_1^2 L_h}{2} \right) \| \bar{\nu}_t \|^2 - \frac{\eta \alpha_1}{2} \langle \nabla h(\bar{x}_t), \bar{\nu}_t \rangle + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) \|^2 + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) - \bar{\nu}_t \|^2 \right]
$$

$$
+ \frac{L_h^2 \eta}{M} \sum_{m=1}^{M} \| \bar{\nu}_m - \bar{\nu}_t \|^2 + \frac{\eta \alpha_1}{2} \left( \frac{1}{M} \sum_{m=1}^{M} \nabla h(x^{(m)}_t) - \bar{\nu}_t \right)
$$

where inequality (a) uses triangle inequality, (b) uses the generalized triangle inequality, (c) uses the smoothness of $h(x)$, (d) uses Eq. (24). Combine the above two equations together, we get:

$$
E\left[ h(\bar{x}_{t+1}) \right] \leq E\left[ h(\bar{x}_t) - \left( \frac{\eta \alpha_1}{2} - \frac{\eta^2 \alpha_1^2 L_h}{2} \right) \| \bar{\nu}_t \|^2 - \frac{\eta \alpha_1}{2} \langle \nabla h(\bar{x}_t), \bar{\nu}_t \rangle + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) \|^2 + \frac{\eta \alpha_1}{2} \| \nabla h(\bar{x}_t) - \bar{\nu}_t \|^2 \right]
$$

$$
+ \frac{L_h^2 \eta}{M} \sum_{m=1}^{M} \| \bar{\nu}_m - \bar{\nu}_t \|^2 + \frac{\eta \alpha_1}{2} \left( \frac{1}{M} \sum_{m=1}^{M} \nabla h(x^{(m)}_t) - \bar{\nu}_t \right)
$$

Hence, the lemma is proved. □

C.5 Descent in Potential Function

We first denote the following potential function $G(t)$:

$$
G_t = h(x_t) + \frac{\eta}{320L_h^2 \alpha_1} \| \bar{\nu}_t - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x^{(m)}_t) \|^2 + \frac{1}{M} \sum_{m=1}^{M} \| y^{(m)}_t - y^{(m)}_t \|^2
$$

$$
+ \frac{\gamma}{32L^2 \alpha_1} \times \frac{1}{M} \sum_{m=1}^{M} \| \omega^{(m)}_t - \nabla g^{(m)}(x^{(m)}_t, y^{(m)}_t) \|^2
$$

Lemma 12. Suppose $\frac{1}{\eta} > \max(15L, 1)$, $\frac{1}{\eta} > \max\left( \frac{600L^3}{\mu} + \frac{1}{15L}, 1, \frac{12(1+\rho^2)}{I_u} + \frac{1}{120L}, \frac{1}{\mu}, \frac{1}{20L}, 1 \right)$, $\| \omega \|_{\infty} \leq \frac{900L^5}{\eta \gamma_1^2}, \frac{1}{\gamma_1} \leq \frac{40L^2}{\mu \gamma_1}$, $c_\omega = 320L_h^2 + \frac{\alpha_1^2}{2M^2 \alpha_1}, c_\omega = \frac{\alpha_1^2}{2M^2 \alpha_1}, u = \max(2\sigma^2, \delta^3, c_\omega^3 \delta^3, c_\omega^3 \delta^3, 16\delta^3), \delta = \frac{1}{\max(\gamma_1, \gamma_1^2)}$, then we
have:
\[
E[G_t] - E[G_{t-1}] \leq -\sum_{t=t_{t-1}}^{t_{t-1}} \frac{\eta \alpha_t}{2} \mathbb{E} \left[ \|\nabla h(x_t)\|^2 \right] + \left( \frac{c_3^2 \sigma^2}{16L^2} + \frac{9c_2^2 \sigma^2}{L_h^2} + \frac{3c_2^2 \sigma^2}{16L_h^2} \right) \sum_{t=t_{t-1}}^{t_{t-1}} \alpha_t^3
\]
where the expectation is w.r.t the stochasticity of the algorithm.

Take expectation for both sides of the potential function and we use the notation used in Lemma \[\text{10}\] the potential function has the following form:
\[
E[G_t] = E[h(x_t)] + \frac{\eta A_t}{c\alpha_t} + B_t + \frac{\gamma C_t}{c\alpha_t}
\]
We first bound the term \(A_t/\alpha_{t-1} - A_{t-1}/\alpha_{t-2}\). For \(t \in \{t_{t-1} + 1, L_t\}\). By the condition that \(u \geq \frac{c_0^2}{2} \delta^3\), it is straightforward to verify that \(c_0 \alpha^2 < 1\). Then we rewrite Lemma \[\text{10}\] as follows using our new notation:
\[
A_t \leq (1 - c_0 \alpha_{t-1}^2) A_{t-1} + 4(c_0 \alpha_{t-1}^2)^2 \sigma^2/M + 8(c_0 \alpha_{t-1}^2) \gamma^2 G^2 + 8L_h^2 (c_0 \alpha_{t-1}^2)^2 B_{t-1} + 40L_h^2 \eta \alpha_{t-1} B_{t-1} + 40L_h^2 \eta \alpha_{t-1} E_{t-1} + 12L_h^2 \gamma^2 \alpha_{t-1} F_{t-1}
\]

Naturally, we get:
\[
\frac{A_t}{\alpha_{t-1}} - \frac{A_{t-1}}{\alpha_{t-2}} \leq \left( \frac{(1 - c_0 \alpha_{t-1}^2)^2}{\alpha_{t-1}} - \frac{1}{\alpha_{t-2}} \right) A_{t-1} + 4c_0^3 \alpha_{t-1} \sigma^2/M + 8c_0^2 \alpha_{t-1} G^2 + 8L_h^2 c_0 \alpha_{t-1} B_{t-1} + 40L_h^2 \eta \alpha_{t-1} E_{t-1} + 12L_h^2 \gamma^2 \alpha_{t-1} F_{t-1}
\]

where the inequality is due to the fact that \((1 - c_0 \alpha_{t-1}^2)^2 \leq 1 - c_0 \alpha_{t-1}^2 \leq 1\) for all \(t \in [T]\). Next for the term \(\alpha_{t-1} - \alpha_{t-2}\) we have:
\[
\alpha_{t-1} - \alpha_{t-2} = \frac{(u + \sigma^2 t)^{1/3}}{\delta} - \frac{(u + \sigma^2 (t - 1))^{1/3}}{\delta} \leq \frac{\sigma^2}{3\delta(u + \sigma^2(t - 1))^{2/3}} \leq \frac{\sigma^2}{3\delta^2(u + \sigma^2 t)^{3/3}} \leq \frac{\sigma^2}{24L^2 \delta^3} \alpha_{t-1}
\]

where inequality (a) results from the concavity of \(x^{1/3}\) as: \((x+y)^{1/3} - x^{1/3} \leq y/3x^{2/3}\), inequality (b) used the fact that \(u_t \geq 2\sigma^2\), inequality (c) uses the definition of \(\alpha_t\), inequality (d) uses \(u \geq 16T^3\), so that \(\alpha_t \leq \frac{\delta t}{4L^3}\) for all \(t \in [T]\). Since we have \(\alpha_t = \tilde{c}_\omega + \frac{\delta}{24L^2 \delta^3 t}\), where \(\tilde{c}_\omega = 320L_h^2\) is some constant. It is straightforward to verify that if we set \(\delta = \frac{\sigma^2}{24L^2 \tilde{c}_\omega}\), we have \(\alpha_t \leq 2\tilde{c}_\omega\). Next, we have:
\[
\frac{A_t}{\alpha_{t-1}} - \frac{A_{t-1}}{\alpha_{t-2}} \leq -\tilde{c}_\omega A_{t-1} + 4c_0^3 \alpha_{t-1} \sigma^2/M + 8c_0^2 \alpha_{t-1} G^2 + 8L_h^2 c_0 \alpha_{t-1} B_{t-1} + 40L_h^2 \eta \alpha_{t-1} E_{t-1} + 12L_h^2 \gamma^2 \alpha_{t-1} F_{t-1}
\]

Then We multiply \(\eta/\tilde{c}_\omega\) on both sides and have:
\[
\frac{\eta}{\tilde{c}_\omega} \left( \frac{A_t}{\alpha_{t-1}} - \frac{A_{t-1}}{\alpha_{t-2}} \right) \leq -\eta \alpha_{t-1} A_{t-1} + 4c_0^3 \alpha_{t-1} \sigma^2/(\tilde{c}_\omega M) + 8c_0^2 \alpha_{t-1} G^2/\tilde{c}_\omega + 8L_h^2 c_0 \alpha_{t-1} B_{t-1}/\tilde{c}_\omega + 40L_h^2 \eta \alpha_{t-1} E_{t-1}/\tilde{c}_\omega + 12L_h^2 \gamma^2 \alpha_{t-1} F_{t-1}/\tilde{c}_\omega
\]
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By telescoping from $\ell_{s-1} + 1$ to $\ell_s$, we have:

$$
\frac{\eta}{\hat{c}_0} \left( \frac{A_{\ell_s}}{\alpha_{t_{s-1}}} - \frac{A_{\ell_{s-1}}}{\alpha_{t_{s-1}-1}} \right) \leq - \sum_{t=\ell_{s-1}}^{\ell_s-1} \eta \alpha_t A_t + 4\eta c_\omega^2 \sigma^2/(\hat{c}_0 M) \sum_{t=\ell_{s-1}}^{\ell_s-1} \alpha_t^3 + 8\eta c_\omega^2 G^2/\hat{c}_0 \sum_{t=\ell_{s-1}}^{\ell_s-1} \alpha_t^3 + 8L_0^2\eta c_\omega^2/\hat{c}_0 \sum_{t=\ell_{s-1}}^{\ell_s-1} \alpha_t^3 B_t \\
+ 40L_0^2\eta^3/\hat{c}_0 \sum_{t=\ell_{s-1}}^{\ell_s-1} \alpha_t D_t + 40L_0^2\eta^3/\hat{c}_0 \sum_{t=\ell_{s-1}}^{\ell_s-1} \alpha_t E_t + 12L_0^2\eta\gamma^2/\hat{c}_0 \sum_{t=\ell_{s-1}}^{\ell_s-1} \alpha_t F_t
$$

Similarly, by the condition $u \geq c_\omega^3/\hat{c}_0^3$, the condition of Lemma 5 satisfies. For $t \in [\ell_{s-1} + 1, \ell_s]$, we have:

$$C_t \leq (1 - c_\omega \alpha_{t-1}^2)C_{t-1} + 2(c_\omega \alpha_{t-1}^2)^2 \sigma^2 + 4(1 - c_\omega \alpha_{t-1}^2)2L_0^2 \eta^2 \alpha_{t-1}^2(D_{t-1} + E_{t-1}) + 2(1 - c_\omega \alpha_{t-1}^2)2L_0^2 \gamma^2 \alpha_{t-1}^2 F_{t-1}$$

We bound the term $C_t/\alpha_{t-1} - C_{t-1}/\alpha_{t-2}$ and follow similar derivation as $A_t/\alpha_{t-1} - A_{t-1}/\alpha_{t-2}$ and since we have $c_\omega = \frac{5\hat{c}_0}{\mu} + \frac{2\hat{c}_0^2}{2L_0^2\hat{c}_0}$, where $\hat{c}_0 = 32L_0^2$ is some constant, we get:

$$
\frac{C_t}{\alpha_{t-1}} - \frac{C_{t-1}}{\alpha_{t-2}} \leq - \frac{5\hat{c}_0}{\mu} \alpha_{t-1} C_{t-1} + 2c_\omega^2 \alpha_{t-1}^3 \sigma^2 + 4(1 - c_\omega \alpha_{t-1}^2)^2 \alpha_{t-1}^2(D_{t-1} + E_{t-1}) + 2(1 - c_\omega \alpha_{t-1}^2)^2 \alpha_{t-1}^2 F_{t-1} \\
\leq - \frac{5\hat{c}_0}{\mu} \alpha_{t-1} C_{t-1} + 2c_\omega^2 \alpha_{t-1}^3 \sigma^2 + 4L_0^2 \eta^2 \alpha_{t-1}^2(D_{t-1} + E_{t-1}) + 2L_0^2 \gamma^2 \alpha_{t-1}^2 F_{t-1}
$$

Divide $\gamma/\hat{c}_0$ for both sides and then telescope from $\ell_{s-1} + 1$ to $\ell_s$, we have:

$$
\frac{\gamma}{\hat{c}_0} \left( \frac{C_{\ell_s}}{\alpha_{\ell_{s-1}}} - \frac{C_{\ell_{s-1}}}{\alpha_{\ell_{s-2}}} \right) \leq - \sum_{t=\ell_{s-1}}^{\ell_s-1} \frac{5\gamma}{\mu} \alpha_t C_t + 2\gamma c_\omega^2 \sigma^2/\hat{c}_0 \sum_{t=\ell_{s-1}}^{\ell_s-1} \alpha_t^3 + 4L_0^2 \gamma^2 \sum_{t=\ell_{s-1}}^{\ell_s-1} \alpha_t(D_t + E_t) + 2L_0^2 \gamma^3 \sum_{t=\ell_{s-1}}^{\ell_s-1} \alpha_t F_t
$$

(31)

Next, since we have $u \geq \delta^3$, the condition of Lemma 5 satisfies, we write it as follows, first for $t \in [\ell_{s-1} + 1, \ell_s - 1]$, we have:

$$B_t \leq \left( 1 - \frac{\mu \gamma \alpha_{t-1}}{8} \right) B_{t-1} - \frac{3\gamma^2 \alpha_{t-1} F_{t-1}}{4} + \frac{5\gamma \alpha_{t-1} C_{t-1}}{\mu} + \frac{10L_0^2 \eta^2 \alpha_{t-1} D_{t-1}}{\mu^3 \gamma} + \frac{10L_0^2 \eta^2 \alpha_{t-1} E_{t-1}}{\mu^3 \gamma}$$

and when $t = \ell_s$, we have:

$$B_t \leq \left( 1 - \frac{\mu \gamma \alpha_{t-1}}{8} \right) B_{t-1} - \frac{3\gamma^2 \alpha_{t-1} F_{t-1}}{4} + \frac{5\gamma \alpha_{t-1} C_{t-1}}{\mu} + \frac{10L_0^2 \eta^2 \alpha_{t-1} D_{t-1}}{\mu^3 \gamma} + \frac{10L_0^2 \eta^2 \alpha_{t-1} E_{t-1}}{\mu^3 \gamma} + (1 + \frac{8}{\mu \gamma \alpha_{t-1}}) \frac{\eta^2}{\mu^3} \sum_{t=\ell_{s-1}}^{\ell_s-1} \alpha_t^2 D_t$$
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We telescope from $\bar{t}_{s-1} + 1$ to $\bar{t}_s$ and have:

$$B_{\bar{t}_s} - B_{\bar{t}_{s-1}} \leq -\frac{\mu \gamma}{8} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t B_t - \frac{3}{4} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t F_t + \frac{5 \gamma}{\mu} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t C_t + \frac{10 L^2 \eta^2}{\mu^3 \gamma} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t D_t$$

$$+ \frac{10 L^2 \eta^2}{\mu^3 \gamma} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t E_t + (1 + \frac{8}{\mu^\gamma \alpha_{t_{s-1}}}) I \eta^2 \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t^2 D_t$$

$$\leq -\frac{\mu \gamma}{8} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t B_t - \frac{3}{4} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t F_t + \frac{5 \gamma}{\mu} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t C_t + \frac{10 L^2 \eta^2}{\mu^3 \gamma} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t D_t$$

$$+ \frac{10 L^2 \eta^2}{\mu^3 \gamma} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t E_t + (1 + \frac{8}{\mu^\gamma \alpha_{t_{s-1}}}) I \eta^2 \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t^2 D_t$$

Next for $\alpha_t/\alpha_{t_s-1}$, we have:

$$\frac{\alpha_t}{\alpha_{t_s-1}} = \frac{(u + \sigma^2 (t_s - 1))^{1/3}}{(u + \sigma^2 t)^{1/3}} = \left(1 + \frac{u + \sigma^2 (t_s - 1) - t - \sigma^2 t}{u + \sigma^2 t}\right)^{1/3}$$

$$\leq \left(1 + \frac{(I - 1) \sigma^2}{u + \sigma^2 t}\right)^{1/3} \leq 1 + \frac{(I - 1)}{3(t + 2)} \leq I$$

The third inequality is by the fact that $0 < \bar{t}_s - 1 - t < I - 1$, the fourth inequality uses the concavity of $x^{1/3}$ as: $(x + y)^{1/3} - x^{1/3} \leq y/3x^{2/3}$. The second last inequality uses the fact that $u \geq 2 \sigma^2$, while the last inequality holds for $I \geq 1$ and $t \geq 0$. Next we have:

$$(1 + \frac{8}{\mu^\gamma \alpha_{t_{s-1}}}) \alpha_t^2 = \alpha_t^2 + \frac{8 \alpha_t^2}{\mu^\gamma \alpha_{t_{s-1}}} < \alpha_t + \frac{8 \alpha_t}{\mu^\gamma} \leq \frac{16 I \alpha_t}{\mu}$$

The last inequality is because we have $\gamma < \frac{1}{15 \mu} < \frac{4 I}{\mu}$. Finally, we have:

$$B_{\bar{t}_s} - B_{\bar{t}_{s-1}} \leq -\frac{\mu \gamma}{8} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t B_t - \frac{3}{4} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t F_t + \frac{5 \gamma}{\mu} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t C_t + \frac{10 L^2 \eta^2}{\mu^3 \gamma} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t D_t$$

$$+ \frac{10 L^2 \eta^2}{\mu^3 \gamma} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t E_t + \frac{16 I \eta^2}{\mu} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t^2 D_t$$

$$\leq -\frac{\mu \gamma}{8} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t B_t - \frac{3}{4} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t F_t + \frac{5 \gamma}{\mu} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t C_t$$

$$+ \frac{10 L^2 \eta^2}{\mu^3 \gamma} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t E_t + \left(\frac{16 I \eta^2}{\mu} + \frac{10 L^2 \eta^2}{\mu^3 \gamma}\right) \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t^2 D_t$$

(32)

Next we rewrite Lemma 11 as follows:

$$\mathbb{E} \left[ h(\bar{x}_{t+1}) \right] \leq \mathbb{E} \left[ h(\bar{x}_t) \right] - \left(\frac{\eta \alpha_t}{2} - \frac{\eta^2 \alpha_t^2 L_h}{2}\right) E_t - \frac{\eta \alpha_t}{2} \mathbb{E} \left[ \|\nabla h(\bar{x}_t)\|^2 \right] + L_h^2 \eta \alpha_t \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t^2 D_t + \eta \alpha_t A_t$$
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We telescope from \( \bar{t}_{s-1} \) to \( \bar{t}_s - 1 \) to have:

\[
E\left[h(\bar{x}_{\bar{t}_s}) - h(\bar{x}_{\bar{t}_{s-1}})\right] \leq - \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \left( \frac{\eta \alpha_t}{2} - \frac{\eta^2 \alpha_t^2 L}{2} \right) E_t - \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \frac{\eta \alpha_t}{2} E_t \left\| \nabla h(\bar{x}_t) \right\|^2 \\
+ L_h^2 \eta^3 \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t \sum_{t=\bar{t}_{s-1}}^{t-1} \alpha_t^2 D_t + \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \eta \alpha_t A_t
\]

\[
\leq - \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \left( \frac{\eta \alpha_t}{2} - \frac{\eta^2 \alpha_t^2 L}{2} \right) E_t - \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \frac{\eta \alpha_t}{2} E_t \left\| \nabla h(\bar{x}_t) \right\|^2 \\
+ L_h^2 \eta^3 \left( \sum_{t=\bar{t}_{s-1}}^{t-1} \alpha_t \right) \sum_{t=\bar{t}_{s-1}}^{t-1} \alpha_t^2 D_t + \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \eta \alpha_t A_t
\]

\[
\leq - \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \left( \frac{\eta \alpha_t}{2} - \frac{\eta^2 \alpha_t^2 L}{2} \right) E_t - \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \frac{\eta \alpha_t}{2} E_t \left\| \nabla h(\bar{x}_t) \right\|^2 \\
+ \frac{\eta^3}{256} \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \alpha_t D_t + \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \eta \alpha_t A_t
\]

\[(33)\]

In the last inequality, we use that \( \bar{t}_s - \bar{t}_{s-1} \leq I \) and \( \alpha_t < \frac{1}{16L_h^2 I} \).

Recall that Potential function is defined as:

\[
E[G_t] = E[h(\bar{x}_t)] + \frac{A_t}{\tilde{c}_t \alpha_t} + B_t + \frac{C_t}{\tilde{c}_w \alpha_t}
\]

Combine Eq. (30), Eq. (32), Eq. (31) and Eq. (33) and we have:

\[
E[G_{\bar{t}_s}] - E[G_{\bar{t}_{s-1}}] \leq - \sum_{t=\bar{t}_{s-1}}^{\bar{t}_s-1} \frac{\eta \alpha_t}{2} E_t \left\| \nabla h(\bar{x}_t) \right\|^2 \\
+ \left( \frac{3}{4} - 2L^2 \gamma / \tilde{c}_w - 12L_h^2 \gamma / \tilde{c}_w \right) \gamma^2 \sum_{t=\bar{t}_{s-1}}^{t-1} \alpha_t F_t \\
- \left( \frac{\eta}{2} - \frac{\eta^2 \alpha_t L_h}{2} - \frac{10L^2 \eta^2}{\mu^3 \gamma} - 4L^2 \gamma^2 / \tilde{c}_w - 40L_h^2 \eta^3 / \tilde{c}_w \right) \sum_{t=\bar{t}_{s-1}}^{t-1} \alpha_t E_t \\
- \sum_{t=\bar{t}_{s-1}}^{t-1} \left( \frac{\mu \gamma}{8} - 12L_h^2 \eta^2 \alpha_t^2 / \tilde{c}_w \right) \alpha_t B_t \\
+ \left( \frac{\eta}{256} + \frac{16L^2}{\mu} + \frac{10L^2 \mu^3 \gamma}{\mu^3 \gamma} + 4L^2 \gamma / \tilde{c}_w - 40L_h^2 \eta^3 / \tilde{c}_w \right) \gamma^2 \sum_{t=\bar{t}_{s-1}}^{t-1} \alpha_t D_t
\]

Since we take \( \tilde{c}_w = 32L^2, \tilde{c}_w = 320L_h^2, \alpha_t < \frac{1}{16L_h^2 I}, \frac{1}{\gamma} > \max(15L, 1), \frac{1}{\eta} > \max(0.001, \frac{1}{15L} + 1, \frac{12(1 + \gamma^2)}{\gamma^2}) \),
where the first inequality is because \( \hat{\omega} \nabla h(\hat{x}_t) \nabla h(\hat{x}_{t-1}) \leq \sum_{t=\tau} \alpha_t F_t - \sum_{t=\tau} \alpha_t E_t = \frac{\mu}{320 L_h} \sum_{t=\tau} \alpha_t B_t + \left(1 - \frac{6(1 + \rho^2)}{T^2} \right) \sum_{t=\tau} \alpha_t D_t \)

(34)

For the term related to \( F_t \), we have:

\[
\frac{3}{4} - 2L^2 \gamma/\hat{c}_o - 12\eta L_h^2/\hat{c}_o = \frac{3}{4} - \frac{\gamma}{16} - \frac{3\eta}{8} \geq \frac{3}{4} - \frac{\gamma}{10} \geq \frac{1}{2}
\]

where the first inequality follows \( \eta \leq \gamma \); the second inequality follows that \( \gamma < 1 \); Next for the term related to \( E_t \), we have:

\[
\frac{\eta}{2} - \frac{\eta^2 \alpha_t L_h}{2} - \frac{10L^2 \eta^2}{\mu^3 \gamma} - 4L^2 \gamma \eta^2/\hat{c}_o - 40 L_h^2 \eta^3/\hat{c}_o \geq \frac{\eta}{2} - \frac{\eta^2}{32I} \frac{\eta}{4} (\frac{\gamma + \eta}{2})^2 
\]

\[
\geq \frac{\eta}{4} - \frac{\eta^2}{8} (\frac{1}{4I} + \gamma + \eta) \geq \frac{\eta}{4} - \frac{\eta^2}{8} (\frac{1}{4I} + \frac{\mu^3 \gamma}{40L^2}) \geq \frac{\eta}{8}
\]

where the first inequality is because \( \hat{c}_o = 32L^2 \), \( \hat{c}_o = 320L_h^2 \), \( \alpha_t < \frac{1}{16L_h I} \), \( \eta < \frac{\mu^3 \gamma}{40L^2} \) and the second last inequality is because \( \gamma < \frac{1}{16I} \) and \( \frac{\eta^2}{8} \geq \frac{250 \eta^2}{8I^2} + \frac{125 \eta^2}{8I} + 1 \). Next for the term related to \( B_t \), we have:

\[
\frac{\mu \gamma}{8} - 12L_h^2 \eta c_o \alpha_t \hat{c}_o \geq \frac{\mu \gamma}{8} - 48L_h^2 \eta c_o \geq \frac{\mu \gamma}{8} - \frac{60L_h^2 \eta}{I^2} \geq \frac{\mu \gamma}{16} - \frac{\mu \gamma}{16} \geq \frac{\mu \gamma}{16}
\]

The first inequality is by \( c_o \leq 2 \hat{c}_o \) and \( \alpha_t < \frac{1}{16L_h I} \); the second last inequality is by \( \eta < \frac{\mu \gamma}{800L_h^2} \). Lastly, for the term related to \( D_t \), we have:

\[
\left( \frac{\eta^2}{256} + \frac{16I^2 \eta}{\mu} + \frac{10L^2 \eta}{\mu^3 \gamma} + 4L^2 \gamma \eta/\hat{c}_o + 40 L_h^2 \eta^2/\hat{c}_o \right) \eta \leq \left( \frac{\eta^2}{256} + \frac{16I^2}{\mu} + \frac{1}{4} + \frac{\gamma \eta}{8} + \frac{\eta^2}{8} \right) \eta 
\]

\[
\leq \left( \frac{97}{256} + \frac{120L}{\mu} + \frac{16I^2}{\mu} \right) \eta \leq 1 - \frac{12(1 + \rho^2)}{I^2} \eta
\]

The first inequality is by \( \hat{c}_o = 32L^2 \), \( \hat{c}_o = 320L_h^2 \) and \( \eta < \frac{\mu \gamma}{800L_h^2} \); the second inequality is by \( \eta < 1 \) and \( \gamma < \frac{1}{15I} \); The last inequality is by \( \frac{1}{\eta} \geq \frac{12(1 + \rho^2)}{I^2} + \frac{97}{256} + \frac{120L}{\mu} + \frac{16I^2}{\mu} \). Next, by Lemma 10 we have:

\[
\left(1 - \frac{3\eta^2 c_o(1 + \rho^2)}{16^3 * 32L_h^2} \right) \sum_{t=\tau} \alpha_t D_t \leq \frac{3\eta^2}{32} \sum_{t=\tau} \alpha_t E_t + \frac{3\eta^2}{64} \sum_{t=\tau} \alpha_t F_t + \left( \frac{3c_o^2 \sigma^2}{32L_h} + \frac{3c_o^2 G^2}{2L_h} + \frac{3c_o^2 \rho^2}{16L_h} \right) \sum_{t=\tau} \alpha_t^3
\]

since we have:

\[
\frac{\hat{c}_o^2}{16^3 * 32L_h^2} \leq \frac{4\hat{c}_o^2}{16^3 * 32L_h^2} \leq 4 \times 320L_h^4 \hspace{1cm} 16^3 * 32L_h^2 = 25/8 < 4
\]
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The first inequality is by \( c_\nu \leq 2\bar{c}_\nu \). So we have:

\[
\frac{3\eta^2 c_\nu^2 (1 + \rho^2)}{16^3 \cdot 64 I^2 L_h^4} \leq \frac{12\eta^2 (1 + \rho^2)}{I^2} \leq \frac{12\eta (1 + \rho^2)}{I^2}
\]

Combine Eq. (34) and Eq. (35) and use \( \gamma < 1 \) and \( \eta < 1 \), we have:

\[
E[\partial_t g] - E[\partial_{t-1}] \leq \sum_{t \in I_{t-1}} \frac{\eta t}{2} \left[ \| \nabla h(t) \|^2 \right] + \left( \frac{c_\nu^2 \sigma^2}{16 L^2} + \frac{c_\nu^2 \sigma^2}{20 L_h^2} + \frac{c_\nu^2 \sigma^2}{40 L_h^3} \right) \sum_{t \in I_{t-1}} \alpha_t^3
\]

(36)

which completes the proof.

**Theorem 4.** Suppose \( \frac{1}{\eta} > \max(15L, 1) \), \( \frac{1}{\eta} > \max\left( \frac{660 L^2}{\nu^2} + \frac{1}{16 \nu^2} + 1, \frac{12(1 + \rho^2)}{I^2} + \frac{97}{25} \frac{1}{16 L_h^2}, \frac{1}{16 L^2}, \frac{960 L^2}{\nu^2}, \frac{40 L^2}{\nu^2}, \frac{1}{16 \nu^2} \right) \), \( c_\nu = 320 L_h^2 + \frac{\sigma^2}{240 L_h^2}, c_\omega = \frac{160 L^2}{\nu^2} + \frac{\sigma^2}{240 L_h^2}, u = \max(2\sigma^2, \delta^3, c_\nu^3/\delta^3, c_\omega^3/\delta^3, 16L^3), \delta = \frac{L}{16L_h^2} \), then we have:

\[
\frac{1}{T} \sum_{t=1}^{T-1} E\left[ \| \nabla h(x_t) \|^2 \right] \leq \left( \frac{2(h(x_t)) - h(t)}{\eta} + \frac{2\sigma^2 u^{1/3}}{c_\nu \delta} + \frac{2\sigma^3}{c_\nu \delta} + \frac{2c_\nu^2}{c_\nu \delta} + \frac{2w_1}{\eta c_\nu \delta} + \frac{2w_2}{\eta c_\nu \delta} + \frac{2\gamma \sigma^{8/3}}{\eta c_\omega \delta} \right)
\]

\[
+ \left( \frac{c_\nu^2 \sigma^2}{16 L^2} + \frac{c_\nu^2 \sigma^2}{5 L_h^2} + \frac{c_\nu^2 \sigma^2}{4 L_h^3} + \frac{3\sigma^3}{16 L_h^2} \right) \frac{2\delta^3}{\eta \sigma^2} \left( \frac{w_1^{1/3}}{\delta T^2/3} + \frac{\sigma^{2/3}}{\delta T^2/3} \right)
\]

where the expectation is w.r.t the stochasticity of the algorithm.

First, based on Lemma \([12]\) we have:

\[
E[\partial_t g] - E[\partial_{t-1}] \leq \sum_{t \in I_{t-1}} \frac{\eta t}{2} \left[ \| \nabla h(t) \|^2 \right] + \left( \frac{c_\nu^2 \sigma^2}{16 L^2} + \frac{c_\nu^2 \sigma^2}{5 L_h^2} + \frac{c_\nu^2 \sigma^2}{4 L_h^3} + \frac{3\sigma^3}{16 L_h^2} \right) \sum_{t \in I_{t-1}} \alpha_t^3
\]

Next we sum for all \( s \in [S] \) and assume \( T = SI + 1 \), we have:

\[
E[\partial_T g] - E[\partial_1] \leq \sum_{t=1}^{T-1} \frac{\eta t}{2} \left[ \| \nabla h(x_t) \|^2 \right] + \left( \frac{c_\nu^2 \sigma^2}{16 L^2} + \frac{9c_\nu^2 \sigma^2}{L_h^2} + \frac{3c_\nu^2 \sigma^2}{16 L_h^2} \right) \sum_{t=1}^{T-1} \alpha_t^3
\]
So we have:

$$
\sum_{t=1}^{T-1} \frac{\eta \alpha_t}{2} \mathbb{E} \left[ \| \nabla h(\bar{x}_t) \|^2 \right] \leq \mathbb{E} [G_1] - \mathbb{E} [G_T] + \left( \frac{c_3^2 \sigma^2}{16 L^2} + \frac{c_2^2 \sigma^2}{5T \sigma^2_h} + \frac{2c_2 G^2}{L_h^2} + \frac{3c_2^2 \sigma^2}{16 L_h^2} \right) \sum_{t=1}^{T-1} \alpha_t^3
$$

$$
\leq h(\bar{x}_1) - h^* + \frac{\eta A_1}{c_2 \alpha_1} + B_1 + \frac{c_1 G_1}{c_2 \alpha_1} + \left( \frac{c_3^2 \sigma^2}{16 L^2} + \frac{c_2^2 \sigma^2}{5T \sigma^2_h} + \frac{2c_2 G^2}{L_h^2} + \frac{3c_2^2 \sigma^2}{16 L_h^2} \right) \sum_{t=1}^{T-1} \alpha_t^3
$$

where we use $G_T \geq h^*$ and $h^*$ denotes the optimal value of $h$. Then for the last term:

$$
\sum_{t=1}^{T} \alpha_t^3 = \frac{T}{u + \sigma^2 t} \sum_{t=1}^{T} \frac{\delta^3}{\sigma^2} \leq \frac{T}{u + \sigma^2 T} \sum_{t=1}^{T} \frac{1}{\delta^2} \leq \frac{\delta^3 \ln(T)}{\sigma^2}
$$

where the first inequality follows $u \geq 2\sigma^2 > \sigma^2$, the last inequality follows Proposition 6. Next use the fact that $\alpha_t$ is non-increasing, we have:

$$
\frac{\eta \alpha_T}{2} \sum_{t=1}^{T-1} \mathbb{E} \left[ \| \nabla h(\bar{x}_t) \|^2 \right] \leq h(\bar{x}_1) - h^* + \frac{\eta A_1}{c_2 \alpha_1} + B_1 + \frac{c_1 G_1}{c_2 \alpha_1} + \left( \frac{c_3^2 \sigma^2}{16 L^2} + \frac{c_2^2 \sigma^2}{5T \sigma^2_h} + \frac{2c_2 G^2}{L_h^2} + \frac{3c_2^2 \sigma^2}{16 L_h^2} \right) \frac{2\delta^3 \ln(T)}{\sigma^2}
$$

Divide both sides by $2T/\eta \alpha_T$, we have:

$$
\frac{1}{T} \sum_{t=1}^{T-1} \mathbb{E} \left[ \| \nabla h(\bar{x}_t) \|^2 \right] \leq \frac{2(h(\bar{x}_1) - h^*)}{\eta \alpha_T T} + \frac{2A_1}{c_2 \alpha_1 \alpha_T T} + \frac{2B_1}{\eta \alpha_T} + \frac{2c_1 G_1}{c_2 \alpha_1 \alpha_T T} + \left( \frac{c_3^2 \sigma^2}{16 L^2} + \frac{c_2^2 \sigma^2}{5T \sigma^2_h} + \frac{2c_2 G^2}{L_h^2} + \frac{3c_2^2 \sigma^2}{16 L_h^2} \right) \frac{2\delta^3 \ln(T)}{\sigma^2}
$$

Next we have:

$$
A_1 = \mathbb{E} \left[ \| \bar{x}_T - \frac{1}{M} \sum_{m=1}^{M} \nabla h(x_1^{(m)}) \| \| \right] = \mathbb{E} \left[ \left\| \frac{1}{M} \sum_{m=1}^{M} \left( G^{(m)}(x_1^{(m)}, y_1^{(m)}; B_x) - \nabla h(x_1^{(m)}) \right) \right\| \right] \leq \sigma^2
$$

and $B_1 = \frac{1}{M} \sum_{m=1}^{M} \| y_1^{(m)} - y_2^{(m)} \| \leq C_0^2$. Then we have:

$$
\frac{1}{T} \sum_{t=1}^{T-1} \mathbb{E} \left[ \| \nabla h(\bar{x}_t) \|^2 \right] \leq \frac{2(h(\bar{x}_1) - h^*)}{\eta \alpha_T T} + \frac{2\sigma^2}{c_2 \alpha_1 \alpha_T T} + \frac{2c_2 C_0^2}{\eta \alpha_T} + \frac{2\sigma^2}{c_2 \alpha_1 \alpha_T T} + \frac{2\sigma^2}{c_2 \alpha_1 \alpha_T T} + \left( \frac{c_3^2 \sigma^2}{16 L^2} + \frac{c_2^2 \sigma^2}{5T \sigma^2_h} + \frac{2c_2 G^2}{L_h^2} + \frac{3c_2^2 \sigma^2}{16 L_h^2} \right) \frac{2\delta^3 \ln(T)}{\sigma^2}
$$

Note that we have:

$$
\frac{1}{\alpha_t} = \frac{u + \sigma^2 t}{\delta t} \leq \frac{u^{1/3}}{\delta t} + \frac{\sigma^{2/3}}{\delta t^{2/3}}
$$

where the inequality uses the fact that $(x + y)^{1/3} \leq x^{1/3} + y^{1/3}$. Consider $t = 1$ and $t = T$ and we have:

$$
\frac{1}{T} \sum_{t=1}^{T-1} \mathbb{E} \left[ \| \nabla h(\bar{x}_t) \|^2 \right] \leq \left( \frac{2(h(\bar{x}_1) - h^*)}{\eta} + \frac{2\sigma^2 u^{1/3}}{c_2 \alpha_1 \delta} + \frac{2\sigma^2}{c_2 \alpha_1 \delta} + \frac{2c_2^2 C_0^2}{\eta \alpha T} + \frac{2\sigma^2}{c_2 \alpha_1 \alpha_T T} + \frac{2c_2^2 \sigma^2}{5T \sigma^2_h} + \frac{2c_2 G^2}{L_h^2} + \frac{3c_2^2 \sigma^2}{16 L_h^2} \right) \frac{2\delta^3 \ln(T)}{\sigma^2}
$$
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which completes the proof.

D More Experimental Details

Firstly, we use the well known Equal Opportunity as our main fairness metrics in experiments. It is defined as the $\max_{z \in \mathcal{K}} ||P(\hat{y}|y = 1, a = z) - P(\hat{y}|y = 1, a = \bar{z})||$, where $\hat{y}$ is is predication made by the model, $P$ is the probability notation. Next for the hyper-parameters, we use $I = 5$ for FedAvg, FedReg and our algorithms, and $I = 1$ for FedMinMax and FCFL. For learning rates, we search over the range of $\{0.001, 0.01, 0.1, 1\}$, most algorithms get best performance at 0.1 or 1. Then for special hyper-parameters of each algorithms: For FedReg the regularization coefficient is set as 0.1; For FedMinMax, the stepsize for the group weights are 0.1; For FCFL, we use hyper-parameters provided from the original paper [7]. For our FedBiO, we set the outer learning rate $\eta$ as 0.1; For our FedBiOAcc, we set $\delta$ as 0.1, $u$ as 1 and $c_\nu$ as 1, $c_\omega$ as 1. The results reported in Table 1 are run for 2000 steps with batchsize 128 for the Adult Dataset and 32 for the Credit Dataset.

The two datasets we used in experiments are widely used benchmarks for fair machine learning. More specifically, the Adult dataset aims to predict income level based on around 200 features, and the race/gender are sensitive groups. We use the race as the sensitive attribute in experiments, which include 5 different racial groups. Next the (German) Credit dataset aims to predict good and bad credit risks. the gender and marital status are sensitive attributes.