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Abstract

The Lagrange-Poincaré equations of classical mechanics are cast into a field theoretic context together with their associated constrained variational principle. An integrability/reconstruction condition is established that relates solutions of the original problem with those of the reduced problem. The Kelvin-Noether theorem is formulated in this context. Applications to the isoperimetric problem, the Skyrme model for meson interaction, metamorphosis image dynamics, and molecular strands illustrate various aspects of the theory.
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1 Introduction

Reduction by symmetry of Lagrangian field theories has aided the implementation of many diverse mathematical models from geometric mechanics. Two main approaches have been developed. One approach, investigated in Gotay et al. [2004], employs multisymplectic geometry to extend the symplectic formulation of classical Lagrangian systems. The second approach, studied in Castrillón-López et al. [2000] and Castrillón-López & Ratiu [2003], reduces the variational principal itself without reference to the Hamiltonian side and is referred to as covariant Lagrangian reduction.

A comparison of the covariant Lagrangian reduction approach, Castrillón-López et al. [2000]; Castrillón-López & Ratiu [2003], with the corresponding classical Lagrangian reduction method, Holm et al. [1998]; Cendra et al. [1998, 2001], shows that a paradigm permitting both reductions is currently lacking. Further, examples such as the isoperimetric problem and metamorphosis image dynamics require such a paradigm. And further still, the desired capability for covariant reformulations of classical problems, such as in Marsden & Shkoller [1999], call for such a paradigm.

This paper achieves a full generalization of the classical theory while preserving the flavor of the current covariant theory. Applications to the Skyrme model and the molecular strand illustrate the ideas of Castrillón-López et al. [2000] and Castrillón-López & Ratiu [2003] in §1.1 and §1.2, respectively. A general discussion of classical Lagrangian reduction appears in §1.3. These discussions illustrate the need for the development of the more general theory.

1.1 Principal bundle reduction: the Skyrme model

The first in the series of papers on covariant Lagrangian reduction, Castrillón-López et al. [2000], dealt with the extension of classical Euler-Poincaré reduction of variational principles to the field theoretic context. There, a field theory was formulated on a principal bundle and was reduced by the structure group. These results may be illustrated by the Skyrme model for pion interaction, which was first developed in Skyrme [1961] and whose more recent developments were reviewed from a Physics-based standpoint in Gisiger & Paranjape [1998].

Both the original formulation of the classical Skyrme model and its recent advances have been described, for example in Gisiger & Paranjape [1998], in terms of local coordinates.
The use of local coordinates, while necessary for numerical implementation, tends to obscure the geometric content of the equations. Therefore this paper approaches the theory, on the whole, from a coordinate-free viewpoint. However, to aid communication and compatibility with the references, some of the examples are addressed in local coordinates too.

**The Skyrme model.** The class of model given in Gisiger & Paranjape [1998] may be outlined as follows:

Consider a unitary field \( u : S^3 \rightarrow SU(n) \) over the three-sphere \( S^3 \) for \( n \) either 2 or 3. The three-sphere \( S^3 \) is interpreted as a one-point compactification of Euclidean space \( \mathbb{R}^3 \). In local coordinates, the massless Skyrme Lagrangian reads

\[
L_{\text{Sky}}(u, \partial_j u) = -\frac{f_\pi}{4} \text{tr} \left( u^\dagger (\partial_j u) u^\dagger (\partial_j u) \right) + \frac{1}{32e^2} \text{tr} \left( \left[ u^\dagger (\partial_j u), u^\dagger (\partial_k u) \right]^2 \right)
\]

(1.1)

where \( u^\dagger := \bar{u}^T \) is the adjoint of \( u \). The constants \( f_\pi \) and \( e^2 \) are potentially calculable from QCD but, in practice, are fitted to experimental data. The local representation of the Euler-Lagrange equations for \( L_{\text{Sky}} \) are given by

\[
\partial_j \left( \frac{f_\pi}{2} (\partial^j u) u^\dagger + \frac{1}{8e^2} \left[ (\partial_k u) u^\dagger, [(\partial^j u) u^\dagger, (\partial^k u) u^\dagger] \right] \right) = 0.
\]

(1.2)

Baryons are identified with topological soliton solutions of equation (1.2) with \( u : S^3 \rightarrow SU(n) \). Note that the Lagrangian \( L_{\text{Sky}} \) is \( SU(n) \)-invariant under the transformation

\[
(u, \partial_j u) \mapsto (vu, v(\partial_j u)), \quad \text{for all } v \in SU(n).
\]

Therefore, a reduction by symmetry may be effected. In order to bring out the geometry of the system a reformulation of the problem is required.

**Geometric formulation.** Let \( \pi := \pi_{S^3,P} : P \rightarrow S^3 \) be a principal \( SU(n) \) bundle over the three-sphere \( S^3 \). A section of \( \pi \) is a smooth map \( \sigma : S^3 \rightarrow P \), such that

\[
\pi \circ \sigma = \text{id}_{S^3},
\]

(1.3)

where \( \text{id}_{S^3} \) is the identity map on \( S^3 \). The space of sections of \( \pi \) is denoted \( \Gamma(\pi) \). Recall that a principal bundle admits a section if and only if it is trivial. Therefore, in general only local sections \( \sigma : U \subset S^3 \rightarrow P \) defined on an open subset \( U \subset S^3 \) may be considered.

In a local trivialization \( U \subset S^3 \), a section \( \sigma \) reads \( \sigma(x) = (x, u(x)) \), where \( u : U \subset S^3 \rightarrow SU(n) \). Thus, the space of sections \( \Gamma(\pi) \) corresponds to the space of unitary fields.

Recognize that \( (u, \partial_j u) \) is a local representation of the tangent map \( T\sigma : TS^3 \rightarrow TP \). The jet bundle, \( J^1 P \), provides the natural space to consider such objects. This affine bundle over \( P \) may be defined fiberwise by

\[
J^1_p P = \left\{ \gamma_p \in L \left( T_x S^3, T_p P \right) \middle| T_p \pi \circ \gamma_p = \text{id}_{T_x S^3} \right\},
\]

with projection \( \pi_{P,J^1 P} : J^1 P \rightarrow P \) given by \( \pi_{P,J^1 P}(\gamma_p) = p \). The jet bundle serves field theories as the tangent bundle serves classical Lagrangian systems.
For the most part, \( J^1 P \) is considered as a fiber bundle over \( S^3 \) with projection

\[
\pi_{S^3, J^1 P} := \pi \circ \pi_{P, J^1 P} : J^1 P \to S^3.
\]

Indeed, the tangent map of a section \( \sigma \in \Gamma(\pi) \), interpreted as a map \( x \mapsto T_x \sigma \), offers a section of \( \pi_{S^3, J^1 P} \) since for \( T_x \sigma \in L(T_x S^3, T_{\pi(x)} P) \) equation (1.3) yields

\[
T_{\pi(x)} \pi \circ T_x \sigma = T_x (\pi \circ \sigma) = T_x \text{id}_{S^3} = \text{id}_{T_x S^3}.
\]

The geometry introduced here is succinctly visualized and organized by commutative diagrams. The following commutative diagram exhibits the geometry of the jet bundle:

\[
\begin{array}{ccc}
J^1 P & \xrightarrow{\pi_{S^3, J^1 P}} & S^3 \\
\downarrow{\pi_{P, J^1 P}} & & \downarrow{\pi} \\
P & & P
\end{array}
\]

Arrows between spaces indicate maps from the space at the tail of the arrow to the space at its head. Sometimes arrows are adorned with the name of the maps they represent. Different paths through the diagram are equivalent in terms of composition of the associated maps; therefore, this diagram also communicates the relation

\[
\pi_{S^3, J^1 P} = \pi \circ \pi_{P, J^1 P}.
\]

**The reduced bundle.** Having identified the geometry of the Classical Skyrme Model, one may proceed by thinking about reduction by left \( SU(n) \) symmetry in the style of Castrillón-López et al. [2000]. The quantities \( (\partial_j u)^\dagger \) may be understood as the local representation of a principal connection form \( \mathcal{A} \in \Omega^1(P, su(n)) \) which has been pulled back by the unitary field where \( su(n) \) denotes the Lie algebra of \( SU(n) \). The connection form \( \mathcal{A} \in \Omega^1(P, u(n)) \) on \( P \) provides the required geometric tool to effect the reduction since it provides a vector bundle isomorphism

\[
J^1 P / SU(n) \to L(TS^3, \text{AdP}),
\]

(1.4)

where \( \text{AdP} \) denotes the *adjoint bundle* associated to the principal bundle \( P \) defined as the quotient space

\[
\text{AdP} := (P \times su(n)) / SU(n),
\]

relative to the following diagonal action of \( u \in SU(n) \):

\[
(p, \xi) \in P \times su(n) \mapsto (up, \text{Ad}_u \xi) \in P \times su(n).
\]

Denoting the equivalence class of \( (p, \xi) \in P \times su(n) \) by

\[
[p, \xi]_{su(n)} \in \text{AdP},
\]

the bundle isomorphism \( J^1 P / SU(n) \to L(TS^3, \text{AdP}) \) reads

\[
[T\sigma] \mapsto \bar{\sigma} := [\sigma, \sigma^* \mathcal{A}]_{su(n)}.
\]
**The reduced Euler-Lagrange equations.** The Skyrme model is now written in the same form as the result of Castrillón-López et al. [2000] which states that the Euler-Lagrange equations on $J^1P$ are equivalent to the covariant Euler-Poincaré equations on $L(TS^3, AdP)$, which read

$$\text{div}^A \frac{\delta l}{\delta \sigma} - \text{ad}^*_{\sigma} \frac{\delta l}{\delta \sigma} = 0.$$  

Here $\text{div}^A$ denotes the divergence associated to the covariant exterior derivative on $AdP$ associated with the principal connection $A$ and $\text{ad}^*$ is the dual of the adjoint operator on $\mathfrak{su}(n)$. For the classical Skyrme model, the reduced Lagrangian associated to (1.1) can be written as

$$l(\bar{\sigma}) = \frac{1}{2} \| \bar{\sigma} \|^2 + \frac{1}{4} \| \bar{\sigma} \wedge \bar{\sigma} \|^4,$$

where $\| \cdot \|$ is the norm associated with a Riemannian metric on $S^3$ and an $Ad$-invariant inner product on $\mathfrak{g}$. The unreduced Lagrangian density is

$$L(\gamma_p) = \frac{1}{2} \| [p, A \circ \gamma_p]_{\mathfrak{su}(n)} \|^2 + \frac{1}{4} \| [p, A \circ \gamma_p]_{\mathfrak{su}(n)} \wedge [p, A \circ \gamma_p]_{\mathfrak{su}(n)} \|^2,$$

and is clearly $SU(n)$-invariant. The classical Skyrme model equations then become

$$\text{div}^A \bar{\Pi} - \text{ad}^*_{\bar{\sigma}} \bar{\Pi} = 0 \quad \bar{\Pi} = \frac{f_s}{2} \bar{\sigma}^b + \frac{1}{8e^2} \text{ad}^*_{\bar{\sigma}} (\bar{\sigma} \wedge \bar{\sigma})^b.$$  

where $b$ denotes the flat map $b : L(TS^3, AdP) \to L(T^*S^3, Ad^*P)$ induced by the Riemannian metric on $S^3$ and the $Ad$-invariant inner product on $\mathfrak{g}$. The local representation of equation (1.6) is equation (1.2). For details on related dynamical systems to the classical Skyrme model see Holm [2008]. The link between the covariant and dynamical reductions associated to the equation (1.5) is established in Gay-Balmaz & Ratiu [2009].

### 1.2 Subgroup reduction: the molecular strand

The Skyrme model illustrates reduction of a principal bundle by its structure group as described in Castrillón-López et al. [2000]. Correspondingly, the molecular strand demonstrates reduction of principal bundles by a subgroup of the structure group, which was the subject of Castrillón-López & Ratiu [2003]. A molecular strand may be modeled as a flexible, elastic filament moving in $\mathbb{R}^3$ with rigid charge conformations undergoing rigid rotations mounted along the filament’s length, as shown in Figure 1.1. A full treatment of the molecular strand was undertaken in Ellis et al. [2008].

**The geometry of the molecular strand.** The parameter space for the molecular strand is $X = I \times \mathbb{R}$ where $I$ is an interval of fixed length and $\mathbb{R}$ represents time. The strand may be described by maps

$$(\Lambda, r) : X \to SE(3) \cong SO(3) \times \mathbb{R}^3, \quad x = (s, t) \mapsto (\Lambda(x), r(x)).$$

Here $r : X \to \mathbb{R}^3$ describes the position of a point on the filament at a given time and $\Lambda : X \to SO(3)$ describes the rigid charge conformations along the filament at a given time. These maps correspond to sections $\sigma$ of the principal bundle

$$\pi_{x,p} : P := X \times SE(3) \to X, \quad \pi_{x,p}(x, \Lambda, r) := x,$$
by the relation
\[ \sigma(x) = (x, r(x), \Lambda(x)) . \]

The Lagrangian \( L : J^1 P \to \mathbb{R} \) of the molecular strand is taken to be left \( SO(3) \)-invariant as in Ellis et al. [2008]. Contrary to the case of the Skyrme model, the symmetry group of the theory does not coincide with the structure group \( SE(3) \) of the principal bundle \( P \), but is a is a subgroup of \( SE(3) \). Thus, departing from the Skyrme model, \( P \) is a principal \( SO(3) \)-bundle with the projection
\[ \pi_{\Sigma, P} : P \to \Sigma := X \times \mathbb{R}^3, \quad \pi_{\Sigma, P}(x, r, \Lambda) = (x, \Lambda^{-1}r) . \]

Now there are two bundle structures on \( P \) given by \( \pi_{X, P} \) and \( \pi_{\Sigma, P} \). These two bundle structures induce a third, this time on \( \Sigma = X \times \mathbb{R}^3 \), given by
\[ \pi_{X, \Sigma} : \Sigma \to X, \quad \pi_{X, \Sigma}(x, \rho) = x. \]

The geometry is described by the commutative diagram.

The reduced bundle. Since the symmetry group is a subgroup of the structure group, there is an additional part to the bundle isomorphism (1.4). More precisely, a principal connection \( \mathcal{A} \) on \( \pi_{\Sigma, P} \) furnishes \( J^1 P/\text{SO}(3) \) with the vector bundle isomorphism
\[ J^1 P/\text{SO}(3) \to J^1 \Sigma \oplus \Sigma L(\pi_{X, \Sigma}^*TX, \text{Ad}P) \]
given by
\[ [T\sigma]_{SO(3)} \mapsto \left( T(\pi_{\Sigma,P} \circ \sigma), [\sigma, \sigma^* A]_{so(3)} \right). \] (1.7)

This isomorphism will be studied in detail in §2.2. Since, for the molecular strand, \( \pi_{\Sigma,P} \) is a trivial bundle, the adjoint bundle \( \text{Ad} P \) is also trivial and can be identified with \( \Sigma \times so(3) \rightarrow \Sigma \) (projection on the first factor) via the isomorphism \( [(x, \Lambda, r), \xi]_{so(3)} \mapsto (x, \Lambda^{-1} r, \text{Ad}_{\Lambda^{-1}} \xi) \).

Using the Maurer-Cartan connection
\[ A(v, v_r, v_\Lambda) = v_\Lambda \Lambda^{-1}, \]
the isomorphism (1.7) reads
\[ [(x, r, \Lambda, \text{id}, dr, d\Lambda)]_{SO(3)} \mapsto (x, \rho, d\rho, \Lambda^{-1} d\Lambda) = (x, \rho, \dot{\rho} dt + \rho' ds, \omega dt + \Omega ds) \]
where \( \rho = \Lambda^{-1} r, \omega = \Lambda^{-1} \dot{\Lambda}, \Omega = \Lambda^{-1} \dot{\Lambda}' \), (\( ' \)) denotes differentiation with respect to \( t \), and (\( ' \)) denotes differentiation with respect to \( s \).

**The reduced Euler-Lagrange equations.** The main result from Castrillón-López & Ratiu [2003] states that when \( \pi_{X,P} : P \rightarrow X \) is a principal bundle and \( G \) is a subgroup of the structure group, then the Euler-Lagrange equations on \( P \) for a left \( G \)-invariant Lagrangian \( L \) are equivalent to the Lagrange-Poincaré equations for the reduced Lagrangian \( l \) on the reduced bundle \( J^1 P/G \cong J^1 \Sigma \oplus \Sigma L(\pi_{X,\Sigma}^* TX, \text{Ad} P) \). The Lagrange-Poincaré equations read
\[ \begin{cases} \text{div} A \frac{\delta l}{\delta \sigma} - \text{ad}^* \frac{\delta l}{\delta \sigma} = 0, \\ \text{div} \frac{\delta l}{\delta d\rho} - \frac{\delta l}{\delta \rho} = 0. \end{cases} \] (1.8)

The exact definitions of the differential operators and the functional derivatives appearing in these equations are studied in §2 and §3. The right hand side of the first equation in (1.8) usually has an extra term associated with the curvature of the principal connection \( A \). This term is described in more detail below, but for the present case \( A \) is flat, so the curvature term vanishes. In local coordinates equations (1.8) read
\[ \begin{cases} (\partial_t + \omega \times) \frac{\delta l}{\delta \omega} + (\partial_s + \Omega \times) \frac{\delta l}{\delta \Omega} = 0, \\ \partial_t \frac{\delta l}{\delta \rho} + \partial_s \frac{\delta l}{\delta \rho'} - \frac{\delta l}{\delta \rho} = 0. \end{cases} \]

These equations need to be augmented with an integrability condition to allow reconstruction. This integrability/reconstruction condition is related to the curvature of \( A \). For the molecular strand the required reconstruction condition is
\[ \partial_t \Omega - \partial_s \omega - \omega \times \Omega = 0. \]

These equations recover the results derived in Ellis et al. [2008] where the Lie algebra, \( so(3) \) was identified with \( \mathbb{R}^3 \) and therefore the adjoint actions became cross-products. More details about the reconstruction condition can be found in §3.3.
1.3 Fiber bundle reduction

In §1.1 we introduced the ideas of Castrillón-López et al. [2000] in the context of the classical Skyrme model. Reduction of such ‘pure gauge’ theories requires the introduction of certain geometric tools such as the adjoint bundle and jet bundles. In §1.2 we used the example of the molecular strand to review how principal bundle reduction can be extended to include reduction on principal bundles by a subgroup of the structure group as in Castrillón-López & Ratiu [2003]. The purpose of this paper is to extend these ideas farther to include fiber bundle reduction.

Lagrangian reduction in classical mechanics. Consider classical Lagrangian reduction from the perspective of reduction of variational principles. A variational principle is formulated on a principal bundle \( \pi : Q \to Q/G \) and a principal connection \( \mathcal{A} \) is introduced on \( Q \). The connection yields a bundle isomorphism

\[
(TQ)/G \to T(Q/G) \oplus_{Q/G} \text{Ad}Q
\]

given by

\[
[v_q] \mapsto \left( T\pi(v_q), [q, \mathcal{A}(v_q)]_g \right).
\]

Thus, a curve \( q(t) \in Q \) induces the two curves

\[
\rho(t) := \pi(q(t)) \in Q/G \quad \text{and} \quad \bar{\sigma}(t) = [q(t), \mathcal{A}(\dot{q}(t))]_g \in \text{Ad}Q.
\]

Classical Lagrangian reduction states that the Euler-Lagrange equations on \( Q \) with a \( G \)-invariant Lagrangian \( L \) are equivalent to the Lagrange-Poincaré equations on \( TQ/G \cong T(Q/G) \oplus_{Q/G} \text{Ad}Q \) with reduced Lagrangian \( l \). The Lagrange-Poincaré equations read

\[
\begin{aligned}
\frac{D}{Dt} \frac{\delta l}{\delta \bar{\sigma}} - \text{ad}^*_g \frac{\delta l}{\delta \bar{\sigma}} &= 0, \\
\frac{\delta l}{\delta \rho} - \frac{D}{Dt} \frac{\delta l}{\delta \dot{\rho}} &= \left\langle \frac{\delta l}{\delta \bar{\sigma}}, i_{\dot{\rho}} \bar{\mathcal{B}} \right\rangle,
\end{aligned}
\]

where \( \bar{\mathcal{B}} \) is the reduced curvature form associated to the connection \( \mathcal{A} \) and \( D/Dt \) denotes suitable covariant derivative.

Extension to field theories. When this classical approach is generalized to field theories the natural structure to consider is the trivial fiber bundle

\[
\pi_{X,P} : P := X \times Q \to X, \quad \pi_{X,P}(x,q) := x.
\]

Now \( \Gamma(\pi_{X,P}) \), the space of sections of \( \pi_{X,P} \), generalizes the space of curves in \( Q \) and the principal bundle structure \( \pi \) on \( Q \) gives a natural principal bundle structure

\[
\pi_{\Sigma,P} : P := X \times Q \to \Sigma := X \times (Q/G), \quad \pi_{\Sigma,P}(x,q) := (x, \pi(q)).
\]
More generally, one would consider the following commutative diagram

$$
\begin{array}{ccc}
P & \xrightarrow{\pi_{X,P}} & X \\
\pi_{\Sigma,P} & & \pi_{\Sigma,X} \\
\Sigma & \xleftarrow{\pi_{X,P}} & \Sigma
\end{array}
$$

where $\pi_{X,P}: P \to X$ is any fiber bundle and $\pi_{\Sigma,P}: P \to \Sigma$ is a principal bundle, whose group action preserves the fibers of $\pi_{X,P}$. This situation arises, for example, in the isoperimetric problem and in image dynamics, as is outlined in §5.

**Goals of the paper.** Following the preceding discussion, a specification of properties emerges. One would like to develop a framework for reduction that:

1. Captures the natural generalization of classical Lagrange-Poincaré reduction to field theories.
2. Reduces to classical Lagrange-Poincaré reduction as a particular case.
3. Reduces to the work of Castrillón-López et al. [2000] and Castrillón-López & Ratiu [2003] in particular cases.

In §2 some geometric tools that are necessary for performing reduction are introduced. The relationship between two bundle structures on the same manifold $P$ is also studied. In §3, the Lagrange-Poincaré field equations are developed and a method for reconstruction is given. The Kelvin-Noether theorem associated to the Lagrange-Poincaré field equations is presented in §4. Finally, in §5, the reduction tools developed earlier are applied to the isoperimetric problem and image dynamics. Throughout the paper, constant reference to four particular cases is made in order to illustrate the theory: the unReduced case, principal bundle reduction, subgroup reduction, and classical reduction.

## 2 Geometric constructions

There are two main geometric constructions of interest. The first is the interaction of two bundle structures, $\pi_{X,P}$ and $\pi_{\Sigma,P}$ on $P$. The second is the reduction of the jet bundle $J^1P$ by the structure group $G$.

### 2.1 Geometric setting

Consider a locally trivial fiber bundle $\pi_{X,P}: P \to X$. A *section* of $\pi_{X,P}$ is a smooth map $\sigma: X \to P$ such that $\pi_{X,P} \circ \sigma = \text{id}_X$. We denote by $\Gamma(\pi_{X,P})$ the set of all smooth sections of $\pi_{X,P}$.
Remark. It is necessary to introduce many fiber bundle projections during the development of the theory. The notation indicates the source and target space, e.g. \( \pi_{X,P} : P \to X \), where the first subscript denotes the base space and the second the total space. The order of the subscripts allows one to write, for example,

\[
\pi_{X,Y} \circ \pi_{Y,Z} = \pi_{X,Z}.
\]

The first jet bundle of \( \pi_{X,P} \) is the affine bundle \( \pi_{P_1,J^1P} : J^1P \to P \) whose fiber at \( p \) is the affine space

\[
J^1_pP = \{ \gamma_p \in L(T_xX, T_pP) \mid T_p\pi_{X,P} \circ \gamma_p = \text{id}_{T_xX}, \ x = \pi_{X,P}(p) \},
\]

where \( L(T_xX, T_pP) \) denotes the space of linear maps \( \gamma_p : T_xX \to T_pP \). The first jet bundle is the natural generalization of the tangent bundle to the field theoretic context. Therefore \( J^1P \) plays the role of our un-reduced state space in applications. The manifold \( J^1P \) may also be regarded as a locally trivial fiber bundle over \( X \), that is, \( \pi_{X,J^1P} : J^1P \to X \) with \( \pi_{X,J^1P}(\gamma_p) := \pi_{X,P}(p) \). Given \( \sigma \in \Gamma(\pi_{X,P}) \), the first jet extension of \( \sigma \), defined by \( j^1\sigma(x) := T_x\sigma \), is a section of \( \pi_{X,J^1P} \).

Suppose there is a free and proper left action \( \Phi \) of a Lie group \( G \) on \( P \) such that

\[
\pi_{X,P} \circ \Phi_g = \pi_{X,P}, \ \text{for all} \ g \in G. \tag{2.1}
\]

Equation (2.1) is equivalent to the assumption that the action of \( G \) preserves the fibers of \( \pi_{X,P} \). Since the action is free and proper, there exists a principal bundle \( \pi_{\Sigma,P} : P \to \Sigma \), where \( \Sigma := P/G \). Here \( \Sigma \) is the equivalent of shape space in applications. Since, by (2.1), the projection \( \pi_{X,P} \) is \( G \)-invariant, it induces a surjective submersion \( \pi_{X,\Sigma} : \Sigma \to X \) via the relation

\[
\pi_{X,\Sigma} \circ \pi_{\Sigma,P} = \pi_{X,P}. \tag{2.2}
\]

It is easily verify that if \( \pi_{X,P} \) is proper then \( \pi_{X,\Sigma} \) is also proper.

More generally if \( \pi_{X,P} \) is a locally trivial fiber bundle then \( \pi_{X,\Sigma} \) is also a locally trivial fiber bundle. To see this, take a fiber bundle chart \( \psi : \pi_{X,P}^{-1}(U) \to U \times F \), where \( U \) is an open subset of \( X \) and the manifold \( F \) is the model of the fiber. By definition, \( p_1 \circ \psi = \pi_{X,P} \), where \( p_1 : U \times F \to U \) is the projection onto the first factor. Property (2.1) implies that \( \pi_{X,P}^{-1}(U) \) is a \( G \)-invariant subset. Thus, the diffeomorphism \( \psi \) bestows a well-defined \( G \)-action on \( U \times F \) which turns out to be free, proper, and acts only on the component \( F \). The model fiber \( F \) thereby attains a principal bundle structure \( F \to F/G \) induced by (and depending upon) the chart \( \psi \). Since \( \psi \) is an equivariant diffeomorphism, it drops to a diffeomorphism \( \tilde{\psi} : \pi_{X,P}^{-1}(U)/G \to U \times F/G \). Also, since \( \pi_{X,P}^{-1}(U)/G = \pi_{X,\Sigma}^{-1}(U) \) and \( p_1 \circ \tilde{\psi} = \pi_{X,\Sigma} \), the map \( \tilde{\psi} \) is a fiber bundle chart of \( \pi_{X,\Sigma} : \Sigma \to X \). For principal bundles, one needs to work with local sections, since a principal bundle does not have global sections unless it is trivial.

Remark. There are now two different bundles \( \pi_{X,P} : P \to X \) and \( \pi_{\Sigma,P} : P \to \Sigma \) with the same total space \( P \). In general, the associated vertical distributions do not coincide, although (2.1) provides the inclusion

\[
\ker (T_p\pi_{\Sigma,P}) \subset \ker (T_p\pi_{X,P}).
\]
Thus, it is possible to associate two different jet bundles to \( P \). Throughout this paper only
the first jet bundle of interest is \( \pi_{X,P} : P \rightarrow X \) and hence there is no ambiguity in the
notation \( J^1 P \).

Lagrangian field theories are described by a Lagrangian density \( \mathcal{L} : J^1 P \rightarrow \Lambda^{n+1} X \)
defined on the first jet bundle. Here \( \Lambda^{n+1} X \) denotes the bundle of \((n+1)\)-forms on \( X \), where
\( n + 1 = \dim X \). In this context the \( G \)-action on \( P \), lifted to \( J^1 P \), should be interpreted as
a symmetry of the Lagrangian density. The associated reduction process, described in the
next section, is called the covariant Lagrange-Poincaré reduction.

**Particular cases.** Various previous theories may be identified as particular cases of the
geometric setting developed in this paper. These examples will be referred to throughout
the paper and serve to illustrate the ideas introduced in more familiar contexts while demonstrating
how the objective of capturing previous theories in this new context is fulfilled.

i If \( \Sigma = P \), that is, \( G = \{1\} \), there are no symmetries. The principal bundle structure
disappears and the geometric setting for covariant Lagrangian field theory, referred to
as the unreduced case, emerges. The commutative diagram that describes this case is

\[
\begin{array}{ccc}
P & \xrightarrow{\pi_{X,P}} & X \\
\downarrow{\pi_{X,P}} & \searrow{\pi_{X,P}} & \downarrow{\pi_{X,P}} \\
\Sigma = P & & \\
\end{array}
\]

where \( \pi_{X,P} \) is a fiber bundle.

ii Assume that the configuration space \( \pi_{X,P} : P \rightarrow X \) is itself a principal \( G \)-bundle
and \( G \) is also the symmetry group. Then \( \Sigma = X \) and \( \pi_{X\Sigma} \) is the identity map.
This recovers the geometric setting for covariant Euler-Poincaré reduction, or principal
bundle reduction in Castrillón-López et al. [2000] which is used to study, for example,
the Skyrme model. The commutative diagram that describes this case is

\[
\begin{array}{ccc}
P & \xrightarrow{\pi_{X,P}} & X \\
\downarrow{\pi_{X,P}} & = & \downarrow{\pi_{X,P}} \\
\Sigma = X & & \\
\end{array}
\]

where \( \pi_{X,P} \) is a principal bundle.

iii If \( \pi_{X,P} : P \rightarrow X \) is a principal bundle whose structure group \( H \) contains the group of
symmetries \( G \) as a subgroup one recovers the formulation in Castrillón-López & Ratiu
[2003]. This is the geometric setting for the formulation of the molecular strand from
Ellis et al. [2008] and is referred to as subgroup covariant Lagrange-Poincaré reduction
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or simply subroup reduction. The commutative diagram that describes this case is

\[
P \xrightarrow{\pi_{X,P}} X \xrightarrow{\pi_{X,P}} \Sigma \xrightarrow{\pi_{X,P}} \pi_{\Sigma,P}
\]

where \(\pi_{X,P}\) and \(\pi_{\Sigma,P}\) are respectively \(G\) and \(H\)-principal bundles.

**iv** If \(X = \mathbb{R}, \Sigma = \mathbb{R} \times M\), and \(P = \mathbb{R} \times Q\), where \(\pi_{M,Q} : Q \to M\) is a \(G\)-principal bundle, the geometric setting for Lagrangian reduction in classical mechanics, known as classical reduction, becomes apparent. Here \(Q\) plays the role of the configuration space. There are two well-known particular cases: If \(Q = \mathbb{R}\) (thus \(M = \{m\}\)) the geometric setting for Euler-Poincaré reduction surfaces (this is also a particular case of **ii**), where the configuration space coincides with the group of symmetries; if \(G = \{1\}\) (thus \(Q = M\)) there are no symmetries and we reacquire the geometric setting for unreduced classical Lagrangian mechanics (this is also a particular case of **iii**). The commutative diagram that describes this case is

\[
P = \mathbb{R} \times Q \xrightarrow{\pi_{X,P}=p_1} X = \mathbb{R} \xrightarrow{\pi_{X,P}} \Sigma = \mathbb{R} \times M
\]

where \(\pi_{M,Q}\) is a principal bundle.

**Adjoint bundle.** The adjoint bundle associated with the principal bundle \(\pi_{\Sigma,P} : P \to \Sigma\) is a vector bundle \(\pi_{\Sigma,Ad} : Ad P \to \Sigma\). The total space \(Ad P\) is the quotient space \(P \times_G g\) relative to the following left action of \(G\) on \(P \times g\):

\[(p, \xi) \mapsto (\Phi_g(p), Ad_g \xi).\]

Elements in the adjoint bundle are equivalence classes \([p, \xi]_g\) and the projection is described by

\[\pi_{\Sigma,Ad} \left( [p, \xi]_g \right) = \pi_{\Sigma,P}(p).\]

The adjoint bundle is, in fact, a Lie algebra bundle. That is, each fiber \((Ad P)_s, s \in \Sigma\), has a natural Lie bracket

\[\left[ [p, \xi]_g, [p, \eta]_g \right]_s := [p, [\xi, \eta]]_g,\]

where \(\pi_{\Sigma,P}(p) = s, \xi, \eta \in g\) and these Lie brackets depend smoothly on the base variable \(s \in \Sigma\).
This Lie algebra bundle structure enables the introduction of a wedge product. For 1-forms this wedge product \( \wedge : \Omega^1(\Sigma, \text{Ad} P) \times \Omega^1(\Sigma, \text{Ad} P) \to \Omega^2(\Sigma, \text{Ad} P) \) is defined by

\[
(\alpha \wedge \beta)(u_s, v_s) := [\alpha(u_s), \beta(v_s)]_s - [\alpha(v_s), \beta(u_s)]_s, \tag{2.3}
\]

where \( s \in \Sigma \) and \( u_s, v_s \in T_s \Sigma \).

The different equivalence classes are interpreted as different representations of the dynamics. For given \( s \in \Sigma \) and \( p \in \pi_{\Sigma, 1}^{-1}(s) \) one can define a \( p \)-dependent Lie algebra isomorphism \( \chi_p : (\text{Ad} P)_s \to \mathfrak{g} \) by

\[
\chi_p \left( [q, \eta]_\mathfrak{g} \right) = \xi,
\]

where \( \xi \in \mathfrak{g} \) is such that \([p, \xi]_\mathfrak{g} = [q, \eta]_\mathfrak{g}\).

The choice of \( p \in \pi_{\Sigma, 1}^{-1}(s) \) determines the representation of the dynamics. Thus by altering \( p \) we use \( \chi_p \) to give the dynamics in the convective or the spatial representation.

A connection \( \mathcal{A} \) on the principal bundle \( \pi_{\Sigma, P} : P \to \Sigma \) is a one-form \( \mathcal{A} \in \Omega^1(P, \mathfrak{g}) \) such that

\[
\Phi_{\mathcal{A}} \mathcal{A} = \text{Ad}_{\mathcal{A}} \circ \mathcal{A} \quad \text{and} \quad \mathcal{A}(\xi_P(p)) = \xi, \text{ where } \xi_P(p) := \frac{d}{dt} \bigg|_{t=0} \Phi_{\exp(t\mathcal{A})}(p)
\]

is the infinitesimal generator associated to the Lie algebra element \( \xi \in \mathfrak{g} \). The horizontal distribution associated to \( \mathcal{A} \) is the subbundle \( H_P \subset TP \) defined by

\[
H_p P := \ker (\mathcal{A}(p)).
\]

The horizontal distribution is complementary to the vertical distribution \( V_p P := \ker (T_p \pi_{\Sigma P}) \) and consequently \( TP \) decomposes as \( T_p P = H_P P \oplus V_p P \). The connection \( \mathcal{A} \) defines the horizontal lift operator \( \text{Hor}^\mathcal{A}_p : T_s \Sigma \to H_p P \) according to

\[
\text{Hor}^\mathcal{A}_p (v_s) \in H_p P \quad \text{and} \quad T_s \pi_{\Sigma P} \circ \text{Hor}^\mathcal{A}_p = \text{id}_{T_s \Sigma}
\]

where \( s \in \Sigma \), \( p \in \pi_{\Sigma, 1}^{-1}(s) \) and \( v_s \in T_s \Sigma \).

The connection \( \mathcal{A} \) also induces a covariant derivative on the adjoint bundle

\[
\nabla^\mathcal{A} : \Gamma(\pi_{\Sigma, \text{Ad} P}) \to \Gamma (\pi_{\Sigma, L(T\Sigma, \text{Ad} P)}) \tag{2.5}
\]

given by

\[
\nabla^\mathcal{A}_{v_s} \sigma(s) = \frac{D^\mathcal{A}}{dt} \bigg|_{t=0} \sigma(c(t)) = [p(s), d\xi(v_s)]_{\mathfrak{g}} - [\mathcal{A}(TP(v_s)), \xi(s)]_{\mathfrak{g}} , \tag{2.6}
\]

where \( \xi : \Sigma \to \mathfrak{g} \) and \( p : \Sigma \to P \) are such that \( \sigma(s) = [p(s), \xi(s)]_{\mathfrak{g}} \) and \( c(t) \) is a curve in \( \Sigma \) such that \( c(0) = v_s \) (see Cendra et al. [2001], Lemma 2.3.4). The covariant derivative \( \nabla^\mathcal{A} \) also has an interpretation as a bilinear map

\[
\nabla^\mathcal{A} : \mathfrak{X}(\Sigma) \times \Gamma (\pi_{\Sigma, \text{Ad} P}) \to \Gamma (\pi_{\Sigma, \text{Ad} P}), \quad (X, \sigma) \mapsto \nabla^\mathcal{A}_X \sigma.
\]
2.2 Reduced covariant configuration space

The free and proper action \( \Phi : G \times P \to P \) induces a free and proper action \( \Phi^1 : G \times J^1 P \to J^1 P \) defined by

\[
\Phi^1_g(\gamma_p) := T\Phi_g \circ \gamma_p, \quad \gamma_p \in J^1_p P.
\]

(2.7)

Note that this action preserves \( J^1 P \) since, by (2.1),

\[
T\pi_XP \circ \Phi^1_g(\gamma_p) = T\pi_XP \circ T\Phi_g \circ \gamma_p = T\pi_XP \circ \gamma_p = \text{id}_{T_sX}.
\]

Thus it is valid to consider the quotient manifold \( J^1 P / G \ni [\gamma_p]_G \).

Remark. Recall that \( J^1 P \) denotes the first jet bundle of \( P \) as a fiber bundle over \( X \) and not as a principal bundle over \( \Sigma \).

The connection \( A \) on the principal bundle \( \pi_{\Sigma P} : P \to \Sigma \) introduces the smooth map \( \beta_A \), which is defined by

\[
\beta_A : J^1 P / G \to J^1 \Sigma \oplus \Sigma L(\pi^*_\Sigma TX, \text{Ad} P), \quad \beta_A ([\gamma_p]_G) := (T\pi_{\Sigma P} \circ \gamma_p, [p, A(\gamma_p(-))]_g),
\]

(2.8)

where

\[
\pi_{\Sigma L}(\pi^*_\Sigma TX, \text{Ad} P) : L(\pi^*_\Sigma TX, \text{Ad} P) \to \Sigma
\]

is the vector bundle whose fiber at \( s \in \Sigma \) is \( L(T_{\pi_{\Sigma,\Sigma}}X, \text{Ad} P_s) \).

The map \( \beta_A \) is an isomorphism, the inverse being given by

\[
\beta_A^{-1} : J^1 \Sigma \oplus \Sigma L(\pi^*_\Sigma TX, \text{Ad} P) \to J^1 P / G, \quad \beta_A^{-1}(\delta_s, l_s) = [\text{Hor}_p^A \circ \delta_s + \zeta_p \circ l_s]_G,
\]

where \( p \in P \) is such that \( \pi_{\Sigma, P}(p) = s \) and

\[
\zeta_p : (\text{Ad} P)_s \to V_p P
\]

is defined by \( \zeta_p([q, \eta]_G) = \xi_P(p) \) where \( \xi \in \mathfrak{g} \) is such that \( [q, \eta]_g = [p, \xi]_g \). Note that \( \text{Hor}_p^A \circ \delta_s + \zeta_p \circ l_s \in J^1_p P \) and that its equivalence class does not depend on which \( p \) is chosen. Also, note that the diffeomorphism \( \beta_A \) endows the manifold \( J^1 P / G \) with the structure of an affine bundle over \( \Sigma \).

The isomorphism \( \beta_A \) is interpreted as follows in the four particular cases:

i Here \( G = \{1\} \) thus the principal bundle structure disappears. The bundle isomorphism is the identity on \( J^1 P \).

ii Here \( \Sigma = X \), thus \( \beta_A \) is a bundle map over \( X \) and we have

\[
\beta_A : J^1 P / G \to L(TX, \text{Ad} P), \quad \beta_A([\gamma_p]) = [p, A(\gamma_p(-))]_g
\]

and we recover the isomorphism used in the Euler-Poincaré reduction, see formula (2.5) in Castrillón-López et al. [2000].

iii The isomorphism used in the subgroup Lagrange-Poincaré reduction reemerges, see Proposition 3 in Castrillón-López & Ratiu [2003].
Consider a $G$-invariant Lagrangian density $\mathcal{L} : J^1P \to \Lambda^{n+1}X$. For simplicity, suppose that $X$ is orientable and fix a volume form $\mu$ on $X$. The Lagrangian density may thereby be expressed as $\mathcal{L} = L\mu$, where $L : J^1P \to \mathbb{R}$.

Let $U \subset X$ be an open subset whose closure $\bar{U}$ is compact. Recall that a section $\sigma : \bar{U} \to P$ of $\pi_{X,P}$ is, by definition, smooth if for every point $x \in \bar{U}$ there is an open neighborhood $U_x$ of $x$ and a smooth section $\sigma_x : U_x \to P$ extending $\sigma$. A critical section of the variational problem defined by $\mathcal{L}$ is defined as a smooth local section $\sigma : \bar{U} \to P$ of $\pi_{X,P}$ that satisfies

$$\frac{d}{d\varepsilon}|_{\varepsilon=0} \int_U L(j^1\sigma_\varepsilon) = 0,$$

for all smooth variations $\sigma_\varepsilon : \bar{U} \to P$ such that $\sigma_0 = \sigma$ and $\sigma_\varepsilon|_{\partial U} = \sigma|_{\partial U}$. Since

$$\delta\sigma(x) := \frac{d}{d\varepsilon}|_{\varepsilon=0} \sigma_\varepsilon(x) \in V_{\sigma(x)}P := \ker(T_{\sigma(x)}\pi_{X,P}) \quad \text{and} \quad \delta\sigma|_{\partial U} = 0,$$

one may assume without loss of generality that $\sigma_\varepsilon = \phi_\varepsilon \circ \sigma$, where $\phi_\varepsilon$ is the flow of a vertical (with respect to the bundle structure $\pi_{X,P}$) vector field $V \in \mathfrak{X}^V(P)$ such that $V(\sigma(x)) = 0$ for all $x \in \partial U$. The smooth Tietze extension theorem facilitates $V$'s definition over the whole manifold $P$, but values of $V$ outside $\sigma(\bar{U})$ will not play any role in any subsequent consideration. Note that $\delta\sigma(x) = V(\sigma(x))$ for all $x \in \bar{U}$. Consequently,

$$\delta j^1\sigma(x) := \frac{d}{d\varepsilon}|_{\varepsilon=0} j^1\sigma_\varepsilon(x) = j^1V(j^1\sigma(x)) \in V_{j^1\sigma(x)}j^1P = \ker(T_{j^1\sigma(x)}\pi_{X,j^1P}),$$

where $V \in \mathfrak{X}^V(P) \mapsto j^1V \in \mathfrak{X}^V(j^1P)$ is the 1-jet lift of vector fields. Thus, $\sigma$ is a critical section of the variational problem defined by $\mathcal{L}$ if

$$0 = \frac{d}{d\varepsilon}|_{\varepsilon=0} \int_U L(j^1\sigma_\varepsilon(x))\mu = \int_U \left< \frac{\delta L}{\delta\sigma}(x), j^1V(j^1\sigma(x)) \right> \mu,$$

where $(\delta L/\delta\sigma)(x) \in V^*_{j^1\sigma(x)}j^1P$ is the differential along $j^1\sigma$. That is,

$$\left< \frac{\delta L}{\delta\sigma}(x), Z(j^1\sigma(x)) \right> = dL(j^1\sigma(x))(Z(j^1\sigma(x)))$$
for arbitrary vector fields \( Z \in \mathfrak{X}^V(J^1P) \) that are vertical with respect to \( \pi_{X,J^1P} \). Denoting by \( \mathcal{EL}(L) \) the bundle morphism \( \mathcal{EL}(L) : J^1P \to V^*P \) defined by the condition
\[
\int_U (\mathcal{EL}(L)(j^1\sigma(x)), V(\sigma(x))) \mu = \int_U \left( \frac{\delta L}{\delta \sigma}(x), j^1V(j^1\sigma(x)) \right) \mu, \quad \text{for all } V \in \mathfrak{X}^V(P),
\]
the covariant Euler-Lagrange equations can be written intrinsically as
\[
\mathcal{EL}(L) = 0.
\]
Here \( \mathcal{EL} \) is represented locally by
\[
\mathcal{EL}(L) = \left[ \frac{\partial L}{\partial y^\alpha}(j^1\sigma) - \frac{\partial}{\partial x^i} \left( \frac{\partial L}{\partial v^\alpha_i}(j^1\sigma) \right) \right] dy^\alpha,
\]
where \( L = L(x^i, y^\alpha, v^\alpha_i) d^{m+1}x \). Thus, in coordinates, the covariant Euler-Lagrange equations take the standard form
\[
\frac{\partial L}{\partial y^\alpha}(j^1\sigma) - \frac{\partial}{\partial x^i} \left( \frac{\partial L}{\partial v^\alpha_i}(j^1\sigma) \right) = 0.
\]
These equations may be written globally by using a connection on the affine bundle \( \pi_{P,J^1P} : J^1P \to P \); this point of view will be used at the reduced level.

By \( G \)-invariance, \( L \) induces the reduced Lagrangian \( l : J^1P/G \to \mathbb{R} \). Fixing a connection \( \mathcal{A} \) on the principal bundle \( \pi_{\Sigma,P} : P \to \Sigma \) brings in the bundle isomorphism \( \beta_\mathcal{A} \), thereby permitting the definition of the reduced Lagrangian \( l \) on \( J^1\Sigma \oplus_\Sigma L(\pi_{X,\Sigma}^*TX, Ad P) \).

A section \( \sigma \in \Gamma(\pi_{X,P}) \) of the configuration bundle induces a section
\[
\rho := \pi_{\Sigma,P} \circ \sigma \in \Gamma(\pi_{X,\Sigma})
\]
by (2.2). The reduced section is defined as
\[
\tilde{\sigma} := [\sigma, \sigma^*\mathcal{A}]_g \in \Gamma(\pi_{X,L(\pi_{X,\Sigma}^*TX,Ad P)}).
\]
Thus,
\[
(j^1\rho, \tilde{\sigma}) = \beta_\mathcal{A}( [j^1\sigma]_G) : X \to J^1\Sigma \oplus_\Sigma L(\pi_{X,\Sigma}^*TX, Ad P).
\]
The two components are not independent since \( \rho \) can be obtained from \( \tilde{\sigma} \); explicitly,
\[
\rho = \pi_{\Sigma,L(\pi_{X,\Sigma}^*TX,Ad P)} \circ \tilde{\sigma}.
\]
Note that \((j^1\rho, \tilde{\sigma})\) is a section of the bundle \( J^1\Sigma \oplus_\Sigma L(\pi_{X,\Sigma}^*TX, Ad P) \) viewed as a fiber bundle over \( X \), and not as an affine bundle over \( \Sigma \). These definitions and the \( G \)-invariance of \( L \) (and hence of \( L \)) yield
\[
L(j^1\sigma) = L(j^1\sigma)\mu = l(j^1\rho, \tilde{\sigma})\mu
\]
for any \( \sigma \in \Gamma(\pi_{X,P}) \).

The previous considerations hold without changes when \( \sigma \) is a local section \( \sigma : \bar{U} \to P \).

The fact that \( J^1\Sigma \oplus_\Sigma L(\pi_{X,\Sigma}^*TX, Ad P) \) is a locally trivial fiber bundle over \( X \) follows from the following observation: \( G \) acts on the locally trivial fiber bundle \( \pi_{X,J^1P} : J^1P \to X \) by a free and proper action \( \Phi^1 \), such that \( \pi_{X,J^1P} \circ \Phi^1_g = \pi_{X,J^1P} \). Therefore, by the argument used in §2.1, \( J^1P/G \to X \) is a locally fiber bundle. Thus, the isomorphism \( \beta_\mathcal{A} \) ensures that \( J^1\Sigma \oplus_\Sigma L(\pi_{X,\Sigma}^*TX, Ad P) \) is a locally trivial fiber bundle over \( X \).
3.1 Reduced variations

Using the bundle isomorphism $\beta_A$, the variation of the action defined by $\mathcal{L}$ gives
\[
\frac{d}{d\varepsilon}\bigg|_{\varepsilon=0} \int_U \mathcal{L}(j^1\sigma_\varepsilon) = \frac{d}{d\varepsilon}\bigg|_{\varepsilon=0} \int_U l(j^1\rho_\varepsilon, \sigma_\varepsilon)\mu = 0,
\]
where $U \subset X$ is an open subset and $\sigma_\varepsilon : \bar{U} \to P$ is a smooth variation of the smooth section $\sigma : \bar{U} \to P$.

A covariant derivative on the locally trivial fiber bundle $\pi_{X,\text{Ad}} : \pi_{X,\Sigma} : \pi_{X,\text{Ad}} P : \text{Ad} P \to X$ is required to compute the reduced variations. Recall the following general construction.

**General constructions.** Let $\tau : E \to \Sigma$ a vector bundle endowed with a covariant derivative $\nabla$. Recall that $\nabla$ induces a covariant exterior derivative $d^\nabla : \Omega^k(\Sigma, E) \to \Omega^{k+1}(\Sigma, E)$ whose formula is a direct adaptation of the standard Cartan formula for $k$-forms on a manifold, by replacing all directional derivatives by covariant derivatives relative to $\nabla$. In particular, for one-forms
\[
d^\nabla \alpha(U,V) = \nabla_U(\alpha(V)) - \nabla_V(\alpha(U)) - \alpha([U,V]),
\]
(3.4)

where $\alpha \in \Omega^1(\Sigma, E)$ and $U,V \in \mathfrak{X}(\Sigma)$.

Let $X$ be an arbitrary manifold and $f : X \to E$ a smooth function. Define the $\nabla$-derivative of $f$ by
\[
\bar{\nabla}_x f(x) := \left. \frac{D^\nabla}{Dt} \right|_{t=0} f(c(t)) \in E_{\tau(f(x))},
\]
(3.5)

where $c(t) \in X$ is a curve such that $\dot{c}(0) = v_x$ and $D^\nabla/\text{Dt}$ is the usual covariant time derivative associated to $\nabla$ of the curve $t \mapsto f(c(t))$ in $E$. Note that $\bar{\nabla} f(x) \in L\left(T_x X, E_{\tau(f(x))}\right)$, and when $U \in \mathfrak{X}(X)$, the derivative $\bar{\nabla}_U f$ is a function on $X$ taking values in $E$.

The considerations below require an exterior covariant derivative of forms on $X$ with values in $E$. To make sense of this, assume that there is a smooth map $\pi : \Sigma \to X$. Recall that $\tau^k : L^k_0(\pi^*TX, E) \to \Sigma$ is the vector bundle whose fiber at $s \in \Sigma$ is $L^k_0(\pi^*TX, E)_s = L^k_0(T_{\pi(s)}X, E_s)$, the $k$-linear antisymmetric maps from $T_{\pi(s)}X$ to $E_s$. Define the $E$-valued $k$-forms on $X$ by
\[
\Omega^k_\pi(X, E) := \Gamma\left(\pi_{X,\text{Ad}} L^k_0(\pi^*TX, E)\right),
\]
where $\pi_{X,\text{Ad}} L^k_0(\pi^*TX, E) := \pi \circ \tau^k : L^k_0(\pi^*TX, E) \to X$. Note that this is not a vector bundle and thus $\Omega^k_\pi(X, E)$ are not the usual vector bundle valued $k$-forms on $X$. In fact, $\Omega^k_\pi(X, E)$ is not even a vector space. In spite of this, there is a derivation, analogous to the usual exterior covariant differentiation (3.4) on forms. While the definition of this operator holds for general elements in $\Omega^k_\pi(X, E)$ and is again based on Cartan’s classical formula, only the definition for one-forms is needed:
\[
d^\nabla \alpha(U,V) = \bar{\nabla}_U(\alpha(V)) - \bar{\nabla}_V(\alpha(U)) - \alpha([U,V]),
\]
(3.6)

where $\alpha \in \Omega^1_\pi(X, E)$ and $U,V \in \mathfrak{X}(X)$. Note that $\alpha(U), \alpha(V) : X \to E$, hence (3.5) is valid, also note that $d^\nabla \alpha \in \Omega^2_\pi(X, E)$.

Since $L^0_0(\pi^*TX, E) = E$ by definition, $\tau^0 = \tau : E \to \Sigma$ and thus $\Omega^0_\pi(X, E) = \Gamma(\pi_{X,E}) \subset C^\infty(X, E)$, $\pi_{X,E} := \pi \circ \tau^0$. Therefore the operator $d^\nabla$ on $\Omega^0_\pi(X, E)$ coincides with $\bar{\nabla}$ as defined in (3.5).
**Covariant derivatives.** Returning to the case at hand, the general construction specializes to the covariant derivative $\nabla^A$ on the vector bundle $\text{Ad} P \rightarrow \Sigma$. Thus if $\xi \in \Gamma(\pi_{X,\text{Ad} P})$ and $u_x \in T_x X$, the previous definition, 3.5, gives the $\nabla^A$-derivative of $\xi$ by

$$\tilde{\nabla}^A_{u_x} \xi(x) := \left. \frac{D^A}{Dt} \right|_{t=0} \xi(c(t)),$$

where $c(t)$ is a curve in $X$ such that $c(0) = u_x$. Writing $\xi(x) = [p(x), \zeta(x)]_g$ yields

$$\tilde{\nabla}^A_{u_x} \xi(x) = [p(x), d\zeta(u_x)] - [\mathcal{A}(T_x p(u_x)), \zeta(x)]_g$$

(see Cendra et al. [2001], Lemma 2.3.4). Note also that $\tilde{\nabla}^A_{u_x} \xi$ and $\tilde{\nabla}^A_{v_x} \xi$, that project to the same element $\rho \in \Gamma(\pi_{X,\Sigma})$, that is,

$$\pi_{\Sigma, L}(\pi_{X,\Sigma} T X, \text{Ad} P) \circ \tilde{\nabla}^A_\xi = \pi_{X, \text{Ad} P} \circ \tilde{\nabla}^A X_\xi = \pi_{X, \text{Ad} P} \circ \xi = \rho.$$

Next, in the present situation, the covariant exterior derivative

$$d^A := d\tilde{\nabla}^A : \Omega^1_{\pi_{X,\Sigma}}(X, \text{Ad} P) \rightarrow \Omega^2_{\pi_{X,\Sigma}}(X, \text{Ad} P)$$

is attained from (3.6). That is,

$$d^A \xi(u_x, v_x) = \tilde{\nabla}^A_U (\xi(V)) - \tilde{\nabla}^A_V (\xi(U)) - \xi([U, V]),$$

where $\xi \in \Omega^1_{\pi_{X,\Sigma}}(X, \text{Ad} P)$, $u_x, v_x \in T_x X$, $U, V \in \chi(X)$ satisfying $U(x) = u_x$, $V(x) = v_x$.

**Variations.** The wedge product (2.3) in $\Omega^1(\Sigma, \text{Ad} P)$ extends to elements $\alpha, \beta \in \Omega^1_{\pi_{X,\Sigma}}(X, \text{Ad} P)$ that project to the same element $\rho \in \Gamma(\pi_{X,\Sigma})$ by

$$(\alpha \wedge \beta)(u_x, v_x) := [\alpha(u_x), \beta(v_x)]_{\rho(x)} - [\alpha(v_x), \beta(u_x)]_{\rho(x)},$$

where $u_x, v_x \in T_x X$.

**Proposition 3.1** Let $\sigma : X \rightarrow P$ be a smooth section of $\pi_{X, P} : P \rightarrow X$. Let $\mathcal{A}$ be a connection on the principal bundle $\pi_{\Sigma, P} : P \rightarrow \Sigma$ and $\bar{\sigma} = [\sigma, \sigma^* \mathcal{A}]_g \in \Gamma(\pi_{X, L(\pi_{X, \Sigma} T X, \text{Ad} P)})$ the reduced section. Then

$$d^A \bar{\sigma} + \frac{1}{2} \bar{\sigma} \wedge \bar{\sigma} = \rho^* \mathcal{B},$$

where $\rho$ is the section of $\pi_{X, \Sigma} : \Sigma \rightarrow X$ defined by $\rho := \pi_{\Sigma, P} \circ \sigma$ and $\mathcal{B}$ is the the Ad $P$-valued two-form induced on $\Sigma$ by the curvature $\mathcal{B} = d\mathcal{A} - \frac{1}{2} (\mathcal{A} \wedge \mathcal{A}) \in \Omega^2(P, g)$. 
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Proof. For $U, V \in \mathcal{X}(X)$, (3.7) gives

$$d^A \tilde{\sigma}(U, V) = \tilde{\nabla}^A_\tilde{\sigma}(\sigma(U)) - \tilde{\nabla}^A_\sigma (\sigma(V)) - \sigma([U, V]),$$

$$= \left[ \sigma, d(\sigma^* A(U))U - \sigma^* A(U), \sigma^* A(V) \right]_{\tilde{\sigma}},$$

$$- \left[ \sigma, d(\sigma^* A(U))V - \sigma^* A(V), \sigma^* A(U) \right]_{\tilde{\sigma}},$$

$$- \left[ \sigma, \sigma^* A([U, V]) \right]_{\tilde{\sigma}},$$

$$= \left[ \sigma, d(\sigma^* A)(U, V) - 2 \left[ \sigma^* A(U), \sigma^* A(V) \right] \right]_{\tilde{\sigma}},$$

$$= \left[ \sigma, \sigma^* B(U, V) \right]_{\tilde{\sigma}} - \frac{1}{2} (\sigma \wedge \sigma)(U, V),$$

$$= \rho^* \tilde{B}(U, V) - \frac{1}{2} (\sigma \wedge \sigma)(U, V).$$

Thus we obtain the formula

$$d^A \tilde{\sigma} + \frac{1}{2} \sigma \wedge \tilde{\sigma} = \rho^* \tilde{B}$$

as required. ■

Note that $\tilde{\sigma} \in \Omega^1(X, \rho^* \text{Ad } P)$, where $\rho := \pi_{\Sigma, P} \circ \sigma$ and $\rho^* \text{Ad } P$ is the pull-back vector bundle over $X$. Therefore $d^A \tilde{\sigma}, \tilde{\sigma} \wedge \tilde{\sigma} \in \Omega^2(X, \rho^* \text{Ad } P)$. Since the reduced curvature $\tilde{B}$ belongs to the space $\Omega^1(\Sigma, \text{Ad } P)$, the pullback $\rho^* \tilde{B} \in \Omega^2(X, \rho^* \text{Ad } P)$. Thus, the formula $d^A \tilde{\sigma} + \tilde{\sigma} \wedge \tilde{\sigma} = \rho^* \tilde{B}$ is well-defined as an equality in $\Omega^2(X, \rho^* \text{Ad } P)$.

Corollary 3.2 Let $\sigma_\epsilon$ be a smooth variation of the smooth section $\sigma : \bar{U} \to P$ and $A$ a connection on the principal bundle $\pi_{\Sigma, P} : P \to \Sigma$. Then

$$\left. \frac{D^A}{D\epsilon} \right|_{\epsilon=0} [\sigma_\epsilon(x), \sigma_\epsilon^* A]_{\tilde{\sigma}} = \tilde{\nabla}^A [\sigma, A(\delta \sigma)]_{\tilde{\sigma}} + [\sigma(x), \sigma^* (i_{\delta \sigma} B)(x)]_{\tilde{\sigma}},$$

$$- [\sigma(x), [A(\delta \sigma(x)), \sigma^* A(x)]]_{\tilde{\sigma}},$$

where $B = dA - 1/2 (A \wedge A)$ is the curvature of the connection.

Thus, the infinitesimal variations of $\tilde{\sigma}$ are of the form

$$\delta^A \tilde{\sigma} = \tilde{\nabla}^A \tilde{\eta} - [\tilde{\eta}, \tilde{\sigma}] + \rho^* \left( i_{\delta \rho} \tilde{B} \right),$$

where $\rho := \pi_{\Sigma, L(\pi_{\Sigma, T(\pi_{X, X}, \text{Ad } P)})} \circ \tilde{\sigma}$, $\delta \rho$ is an arbitrary variation of $\rho$ vanishing on $\partial U$, $\tilde{\eta}$ is an arbitrary section in $\Gamma(\pi_{X, \text{Ad } P})$ that projects to $\rho$ and vanishes on $\partial U$, and $\tilde{B}$ denotes the Ad $P$-valued two-form induced on $\Sigma$ by the curvature $B$.

Proof. The second formula is a direct consequence of the first. To prove the first, one could verify the identity in local bundle charts. We prefer a global proof based on the previous lemma.

Extending the bundle geometry in order to explicitly take account of variations achieves the objective. Consider $\hat{P} = \mathbb{R} \times P$ and $\hat{X} = \mathbb{R} \times X$ with the projection $\hat{\pi}_{X, P}(\epsilon, p) =$
To calculate \((e, \pi_{X,P}(p))\). Smooth sections of \(\tilde{\pi}_{X,P}\), \(\tilde{\sigma} : \tilde{X} \to \tilde{P}\) are in bijective correspondence with smooth variations of smooth sections of \(\pi_{X,P}\), as follows:

\[\tilde{\sigma}(e, x) = (e, \sigma_e(x)).\]

Let \(G\) act on \(\tilde{P}\) by extending the action trivially to the \(\mathbb{R}\)-factor. Thus, \(\tilde{\Sigma} : \tilde{P}/G = \mathbb{R} \times \Sigma\) and \(\text{Ad} \tilde{P} = \mathbb{R} \times \text{Ad} P\). Since \(\hat{\rho} = \pi_{X,\Sigma} \circ \tilde{\sigma}\) it is clear that \(\hat{\rho}(e, x) = (e, \rho_e(x))\). Similarly, the connection \(A\) extends to a connection \(\tilde{A} \in \Omega^1(\tilde{P}, g)\) by setting \(\tilde{A}(\partial_e, u_p) := A(u_p)\), for any \(u_p \in T_p P\).

The section \(\tilde{\sigma} : \tilde{X} \to \tilde{P}\) induces the reduced section \(\tilde{\sigma}\) (see (3.2) for the general definition) whose explicit expression may be computed as follows: For \((e, x) \in \tilde{X}, u_x \in T_x X\), letting \(\delta \sigma_e := \frac{d}{dx} \sigma_e\), and using

\[T\tilde{\sigma}(\partial_e, u_x) = (\partial_e, T\sigma_e(u_x) + \delta \sigma_e(x)),\]

generates

\[
\tilde{\sigma}(\partial_e, u_x) := \left[ \tilde{\sigma}(e, x), \tilde{A}(T\tilde{\sigma}(\partial_e, u_x)) \right] = \left[ (e, \sigma_e(x)), A(T\sigma_e(u_x) + \delta \sigma_e(x)) \right]_g
\]

\[= \left( e, \tilde{\sigma}(u_x) + \left[ \sigma_e(x), A(\delta \sigma_e(x)) \right]_g \right). \tag{3.11}\]

The required formula is attained by evaluating the identity in Proposition 3.1,

\[d^A \tilde{\sigma} + \frac{1}{2} \tilde{\sigma} \wedge \tilde{\sigma} = \hat{\rho}^* \tilde{B},\]

on the pair of vectors \((\partial_e, 0), (\partial_e, v_x)\) for \(v_x \in T_x X\). A direct computation shows that

\[
\hat{\rho}^* \tilde{B} ((\partial_e, 0), (\partial_e, v_x)) = \left( e, \left[ \sigma_e(x), B(\delta \sigma_e(x), T\sigma_e(v_x)) \right]_g \right),
\]

\[\frac{1}{2} (\tilde{\sigma} \wedge \tilde{\sigma}) ((\partial_e, 0), (\partial_e, v_x)) = \left( e, \left[ \sigma_e(x), A(\delta \sigma_e(x)) \right]_g \right).
\]

To calculate \(d^A \tilde{\sigma} ((\partial_e, 0), (\partial_e, v_x))\), let \(V \in \mathfrak{X}(X)\) be such that \(V(x) = v_x\) and use (3.9), (3.11), and \([(\partial_e, 0), (\partial_e, V)] = 0\) to get

\[
d^A \tilde{\sigma} ((\partial_e, 0), (\partial_e, v_x)) = \left( \nabla_{(\partial_e, 0)} \tilde{\sigma}(\partial_e, V) \right)(e, x) - \left( \nabla_{(\partial_e, v_x)} \tilde{\sigma}(\partial_e, 0) \right)(e, x)
\]

\[-\tilde{\sigma} [((\partial_e, 0), (\partial_e, V)](e, x) = \left( \nabla_{(\partial_e, 0)} \tilde{\sigma}(V) \right)(e, x) - \left( \nabla_{(0, v_x)} \tilde{\sigma}(e, x) \right) \left[ \sigma_e(x), A(\delta \sigma_e(x)) \right]_g
\]

\[
= \frac{D^A}{D_x}(e, \tilde{\sigma}(v_x)) - \left( e, \nabla_{v_x} \left[ \sigma_e(x), A(\delta \sigma_e(x)) \right]_g \right). \tag{3.12}
\]

The last three identities prove the first stated formula. ■

A covariant derivative \(\nabla^\Sigma\) on the tangent bundle \(\tau_\Sigma : T\Sigma \to \Sigma\) is needed in order to compute the variation of \(T_x \rho\). Given \(\nabla^\Sigma\), (3.5) defines the \(\nabla^\Sigma\)-derivative \(\tilde{\nabla}^\Sigma\) which acts on functions \(X \to T\Sigma\) and thus (3.6) provides the operator

\[d^\Sigma := d^\nabla^\Sigma : \Omega^1_{\pi_{X,\Sigma}}(X, T\Sigma) \to \Omega^2_{\pi_{X,\Sigma}}(X, T\Sigma)\]
Proposition 3.3 Let \( \rho : X \to \Sigma \) be a smooth section of \( \pi_{X,\Sigma} \). Then
\[
d^\Sigma(j^1 \rho) = \rho^* T^\Sigma.
\]
where \( T^\Sigma(U,V) = \nabla^\Sigma_U V - \nabla^\Sigma_V U - [U,V] \) is the torsion tensor of the connection \( \nabla^\Sigma \).

Proof. Recall that the section \( j^1 \rho : X \to J^1 \Sigma \) is interpreted in this formula in the following way. Given \( s \in \Sigma \), let \( x := \pi_{X,\Sigma}(s) \in X \) and so \( j^1 \rho(x) = T_x \rho : T_x X \to T_{\rho(x)} \Sigma \), that is, one thinks of \( j^1 \rho \) as an element of \( \Omega^1_{\pi_{X,\Sigma}}(X, T\Sigma) \). Given \( u_x, v_x \in T_x X \) and having chosen two vector fields \( U, V \in \mathfrak{X}(X) \) such that \( U(x) = u_x \) and \( V(x) = v_x \), \( (3.12) \) and \( (3.5) \) confer
\[
d^\Sigma(j^1 \rho)(u_x, v_x) = \nabla^\Sigma_U(T\rho(V)) - \nabla^\Sigma_V(T\rho(U)) - T\rho([U,V]),
\]
where \( c_1(t) \) and \( c_2(t) \) are curves in \( X \) such that \( c_1(0) = c_2(0) = x \) and \( \dot{c}_1(0) = u_x \), \( \dot{c}_2(0) = v_x \). Since \( \rho \) is a section of \( \pi_{X,\Sigma} \), it is an embedding and the image \( \rho(X) \) is a submanifold of \( \Sigma \). Thus, there exists vector fields \( \tilde{U}, \tilde{V} \in \mathfrak{X}(\Sigma) \) such that \( \tilde{U}(\rho(x)) = T\rho(U(x)) \) and \( \tilde{V}(\rho(x)) = T\rho(V(x)) \). Accordingly,
\[
\rho^* T^\Sigma(u_x, v_x) = T^\Sigma(T\rho(U(x)), T\rho(V(x))) = T^\Sigma(\tilde{U}, \tilde{V})(\rho(x))
\]
\[
= (\nabla^\Sigma_{\tilde{U}} - \nabla^\Sigma_{\tilde{V}} \tilde{U} - [\tilde{U}, \tilde{V}]) (\rho(x))
\]
\[
= \left. \left. \frac{D}{Dt} \right|_{t=0} \tilde{V}(\rho(c_1(t))) - \left. \left. \frac{D}{Dt} \right|_{t=0} T\rho(U(c_2(t))) - T\rho([U,V])(\rho(x))\right.
\]
\[
= \left. \left. \frac{D}{Dt} \right|_{t=0} T\rho(V(c_1(t))) - \left. \left. \frac{D}{Dt} \right|_{t=0} T\rho(U(c_2(t))) - T\rho([U,V])\right.,
\]
which proves the statement. \( \blacksquare \)

The next result may be obtained using the previous formula by extending the bundle geometry to \( \hat{P} \) as was done in the proof of Corollary 3.2 using Proposition 3.1. This time, however, we provide a different proof based on a standard formula for the torsion.

Corollary 3.4 Let \( \rho_\varepsilon \) be a smooth variation of the section \( \rho : \hat{U} \to \Sigma, u_x \in T_x X \), and let \( \nabla^\Sigma \) be a covariant derivative on \( T\Sigma \). Then
\[
\left. \frac{D}{D\varepsilon} \right|_{\varepsilon=0} T_x \rho_\varepsilon(u_x) = \tilde{\nabla}^\Sigma_{u_x} \delta \rho + T^\Sigma(\delta \rho(x), T_x \rho(u_x)).
\]
where \( \tilde{\nabla}^\Sigma \) is the \( \nabla^\Sigma \)-derivative and \( T^\Sigma(U,V) = \nabla^\Sigma_U V - \nabla^\Sigma_V U - [U,V] \) is the torsion tensor of the connection \( \nabla^\Sigma \).
Proof. This is a direct consequence of the formula
\[
\frac{D\nabla^\Sigma}{D\varepsilon} \frac{d}{dt}\alpha(\varepsilon, t) - \frac{D\nabla^\Sigma}{Dt} \frac{d}{d\varepsilon}\alpha(\varepsilon, t) = T^\Sigma \left( \frac{d}{d\varepsilon}\alpha(\varepsilon, t), \frac{d}{dt}\alpha(\varepsilon, t) \right),
\]
where \((\varepsilon, t) \in I \times J \mapsto \alpha(\varepsilon, t) \in \Sigma\) is a smooth smooth function. Here it suffices to choose \(\alpha(\varepsilon, t) = \rho_\varepsilon(c(t))\), where \(c\) is a smooth curve in \(X\) such that \(c(0) = u_x\). \(\blacksquare\)

For simplicity, we will always choose a torsion free connection \(\nabla^\Sigma\). In this case, the previous formulas simplify to
\[
d^\Sigma(j^1 \rho) = 0 \quad \text{and} \quad \frac{D\nabla^\Sigma}{D\varepsilon}\bigg|_{\varepsilon=0} T_x \rho_\varepsilon(u_x) = \hat{\nabla}^\Sigma_{u_x} \delta \rho.
\]

### 3.2 The Lagrange-Poincaré field equations

Let \(l : J^1\Sigma \oplus \Sigma L (\pi^*_{X,\Sigma}TX, \text{Ad} P) \to \mathbb{R}\) be the reduced Lagrangian (see (3.3)). This Section computes the Lagrange-Poincaré equations given by the variational principle
\[
0 = \frac{d}{d\varepsilon}\bigg|_{\varepsilon=0} \int_U L(j^1 \sigma_\varepsilon) = \frac{d}{d\varepsilon}\bigg|_{\varepsilon=0} \int_U l(j^1 \rho_\varepsilon, \sigma_\varepsilon) \mu.
\]

An affine connection on the affine bundle \(J^1\Sigma \oplus \Sigma L (\pi^*_{X,\Sigma}TX, \text{Ad} P) \to \Sigma\) is required in order to obtain explicit formulas. Since the principal connection \(\mathcal{A}\) brings a covariant derivative on \(\text{Ad} P \to \Sigma\), it suffices to choose a covariant derivative \(\nabla^\Sigma\) on the vector bundle \(T\Sigma \to \Sigma\). This induces a connection on \(J^1\Sigma\) given by
\[
\nabla^1_{J^1\Sigma} \gamma := \text{ver}^\gamma \circ \nabla^L \gamma,
\]
where \(\text{ver}^\gamma\) is the vertical projection associated to the section \(\gamma \in \Gamma(\pi_{X,\Sigma}, J^1\Sigma)\), interpreted as a connection on \(\pi_{X,\Sigma}\), and \(Z\) is a vector field on \(\Sigma\). Here \(\nabla^L\) denotes the covariant derivative induced on \(L (\pi^*_{X,\Sigma}TX, T\Sigma)\), from \(\nabla^\Sigma\) and from a covariant derivative \(\nabla^X\) on \(TX\), that is,
\[
(\nabla^L_\xi \ell)(U)(s) := \nabla^\Sigma(\ell(U))(s) - \ell(T_{\pi_{X,\Sigma}(\xi(s))}U),
\]
where \(\ell\) is a section of the vector bundle \(L (\pi^*_{X,\Sigma}TX, T\Sigma) \to \Sigma, \xi \in \mathfrak{X}(\Sigma), U \in \mathfrak{X}(X), s \in \Sigma\), and recall that \(\ell(U)(s) := \ell(s)(U(\pi_{X,\Sigma}(s)))\). However, the final result only depends on \(\nabla^\Sigma\) and not on \(\nabla^X\); see Janyska & Modugno [1996]. In this paper it is also shown that if \(\nabla^\Sigma\) is projectable onto a covariant derivative on \(X\), then \(\nabla^1_{J^1\Sigma} \gamma\) is an affine connection.

Thus assuming a projectable covariant derivative \(\nabla^\Sigma\) is given, an affine connection on \(J^1\Sigma \oplus \Sigma L (\pi^*_{X,\Sigma}TX, \text{Ad} P)\) is obtained. Given a smooth function \(l\) on this affine bundle, define the fiber derivatives
\[
\left\langle \frac{\delta l}{\delta j^1 \rho}(x), v \right\rangle := \frac{d}{d\varepsilon}\bigg|_{\varepsilon=0} l(j^1 \rho(x) + \varepsilon v, \sigma(x)), \quad \left\langle \frac{\delta l}{\delta \sigma}(x), w \right\rangle := \frac{d}{d\varepsilon}\bigg|_{\varepsilon=0} l(j^1 \rho(x), \sigma(x) + \varepsilon w),
\]
where \(v \in L(T_x X, V_{\rho(x)} \Sigma)\) and \(w \in L(T_x X, \text{Ad} P_{\rho(x)})\) are arbitrary vectors. Note that \(\delta l/\delta j^1 \rho\) and \(\delta l/\delta \sigma\) are sections of the bundles \(L (\pi^*_{X,\Sigma}TX, V\Sigma) \to X\) and \(L (\pi^*_{X,\Sigma}TX, \text{Ad} P^*) \to \)
\[ X \); both project to \( \rho \). The derivative with respect to \( \rho \) is the horizontal derivative defined at \((j^1\rho(x), \sigma(x))\) by
\[
\left\langle \frac{\delta l}{\delta \rho}(x), u \right\rangle := \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} l \left( \sigma(\varepsilon)_{(j^1\rho(x), \sigma(x))} \right),
\] (3.15)
where \( \sigma(\varepsilon) \) is a curve in \( \Sigma \) such that \( \sigma(0) = u \in T_{\rho(x)}\Sigma \), and \( \sigma(\varepsilon)_{(j^1\rho(x), \sigma(x))} \) is the unique horizontal curve starting at \((j^1\rho(x), \sigma(x))\) and projecting to \( \sigma(\varepsilon) \).

Consider a variation \( \sigma_\varepsilon \) of a given local section \( \sigma : \tilde{U} \to P \) and the reduced section \( \bar{\sigma}_\varepsilon \). Employing the decomposition of the \( \varepsilon \)-derivative into its vertical and horizontal parts yields
\[
\frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \int_U l(j^1\rho(x), \bar{\sigma}_\varepsilon(x)) \mu = \int_U \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \left( j^1\rho(x), \bar{\sigma}_\varepsilon(x) \right) \mu
\]
\[
= \int_U \left\langle \frac{\delta l}{\delta \rho}(x), \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} \rho_\varepsilon(x) \right\rangle \mu + \int_U \left\langle \frac{\delta l}{\delta \rho}(x), \frac{D^{j^1\Sigma}}{D\varepsilon} \bigg|_{\varepsilon=0} j^1\rho_\varepsilon(x) \right\rangle \mu
\]
\[
+ \int_U \left\langle \frac{\delta l}{\delta \rho}(x), \frac{D^L}{D\varepsilon} \bigg|_{\varepsilon=0} \bar{\sigma}_\varepsilon(x) \right\rangle \mu,
\] (3.16)
where \( D^{j^1\Sigma}/D\varepsilon \) and \( D^L/D\varepsilon \) denote the covariant derivatives associated to the connection \( \nabla^{j^1\Sigma} \) on \( J^1\Sigma \to \Sigma \) and to the induced covariant derivative on \( L(\pi_{X,\Sigma}^*TX, \text{Ad} P) \to \Sigma \), respectively.

The second term may be computed using the following relation:
\[
\left( \frac{D^{j^1\Sigma}}{D\varepsilon} \bigg|_{\varepsilon=0} j^1\rho_\varepsilon(x) \right)(v_x) = \frac{D^{T\Sigma}}{D\varepsilon} \bigg|_{\varepsilon=0} (j^1\rho_\varepsilon(x))(v_x). \] (3.17)

This relation is obtained from the definition of the induced covariant derivative \( D^L/D\varepsilon \) on \( L(\pi_{X,\Sigma}^*TX, T\Sigma) \). Given a curve \( \gamma_\varepsilon \in J^1\Sigma \), (3.14) shows that
\[
\left( \frac{D^L}{D\varepsilon} \bigg|_{\varepsilon=0} \gamma_\varepsilon \right)(v_x) = \left( \frac{D^{T\Sigma}}{D\varepsilon} \bigg|_{\varepsilon=0} (\gamma_\varepsilon \cdot v_x) \right) - \gamma_0 \cdot \left( \frac{D^{T\Sigma}}{D\varepsilon} \bigg|_{\varepsilon=0} v_x \right),
\]
where \( v_x \in TX \) is a curve such that \( v_\varepsilon \in T_{x_\varepsilon}X \) and \( x_\varepsilon \in X \) is such that \( \gamma_\varepsilon \in L(T_{x_\varepsilon}X, T_{x_\varepsilon}\Sigma) \). In the present case \( \gamma_\varepsilon = j^1\rho_\varepsilon(x) \) and variations in \( TX \) are not considered, so \( x_\varepsilon = x \) and \( v_\varepsilon = v_x \). Thus
\[
\left( \frac{D^L}{D\varepsilon} \bigg|_{\varepsilon=0} (j^1\rho_\varepsilon(x)) \right)(v_x) = \frac{D^{T\Sigma}}{D\varepsilon} \bigg|_{\varepsilon=0} (j^1\rho_\varepsilon(x) \cdot v_x).
\] (3.18)

Denoting the connector map of \( \nabla^\Sigma \) by \( K^{T\Sigma} \) and recalling that \( \nabla^\Sigma \) is projectable allows the following calculation:
\[
T\pi_{X,\Sigma} \left( \frac{D^{T\Sigma}}{D\varepsilon} \bigg|_{\varepsilon=0} (j^1\rho_\varepsilon(x) \cdot v_x) \right) = T\pi_{X,\Sigma} \left( K^{T\Sigma} \left( \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} (j^1\rho_\varepsilon(x) \cdot v_x) \right) \right)
\]
\[
= K^{TX} \left( TT\pi_{X,\Sigma} \left( \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} (j^1\rho_\varepsilon(x) \cdot v_x) \right) \right) = K^{TX} \left( \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} T\pi_{X,\Sigma} (j^1\rho_\varepsilon(x) \cdot v_x) \right)
\]
\[
= K^{TX} \left( \frac{d}{d\varepsilon} \bigg|_{\varepsilon=0} v_x \right) = 0.
\]
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This proves that the expression (3.18) is vertical. Thus, by the definition (3.13) of $\nabla^{\mu\Sigma}$, the identity (3.17) is proved.

The third term in equation (3.16) may be evaluated using the equality

$$
\left( \frac{D^L}{D\varepsilon} \right)_{\varepsilon = 0} \sigma_\varepsilon(x) (v_x) = \left( \frac{D^A}{D\varepsilon} \right)_{\varepsilon = 0} \sigma_\varepsilon(x) (v_x),
$$

(3.19)

whose proof is similar to that of (3.17).

Using (3.17), (3.19), and Lemmas 3.2, 3.4, the expression (3.16) may be rewritten

$$
d \left( \varepsilon \rightarrow \int_U l_j \rho_\varepsilon(x), \sigma_\varepsilon(x) \right) \mu
$$

$$
= \int_U \left< \frac{\delta l}{\delta \rho}, \delta \rho \right> \mu + \int_U \left< \frac{\delta l}{\delta j^1}, \tilde{\nabla}^\Sigma \delta \rho + T^\Sigma (\delta \rho, T^\rho) \right> \mu
$$

$$
+ \int_U \left< \frac{\delta l}{\delta \sigma}, \tilde{\nabla}^A \tilde{\eta} - [\tilde{\eta}, \tilde{\sigma}] + \rho^* \left( i_{\rho^*} \tilde{B} \right) \right> \mu
$$

$$
= \int_U \left< - \text{div}^A \frac{\delta l}{\delta \sigma} - \text{ad}_\sigma^* \frac{\delta l}{\delta \rho} + \tilde{\eta} \right> \mu
$$

$$
+ \int_U \left< \frac{\delta l}{\delta \rho} - \text{div}^\Sigma \frac{\delta l}{\delta j^1} - \left< \frac{\delta l}{\delta \sigma}, i_{T^\rho} \tilde{B} \right> + \left< \frac{\delta l}{\delta j^1}, i_{T^\rho} T^\Sigma \right> \mu \right> \mu.
$$

Since $\delta \rho$ and $\tilde{\eta}$ are arbitrary, this results in the vertical and horizontal Lagrange-Poincaré equations given by

$$
\text{div}^A \frac{\delta l}{\delta \sigma} - \text{ad}_\sigma^* \frac{\delta l}{\delta \rho} = 0 \quad \text{and} \quad \frac{\delta l}{\delta \rho} - \text{div}^\Sigma \frac{\delta l}{\delta j^1} + \left< \frac{\delta l}{\delta \sigma}, i_{T^\rho} \tilde{B} \right> + \left< \frac{\delta l}{\delta j^1}, i_{T^\rho} T^\Sigma \right> = \left< \frac{\delta l}{\delta \sigma}, i_{T^\rho} \tilde{B} \right>,
$$

(3.20)

respectively, where the second equation has to be considered as an equation in $V_{\rho(x)}^\Sigma$. For simplicity, we will suppose that $\nabla^\Sigma$ is torsion free.

Here $\text{div}^A$ denotes the divergence associated with $\tilde{\nabla}^A$,

$$
\text{div}^A : \Gamma \left( \pi^*_{X,L}(\pi^*_{X,\Sigma}T^*X,Ad^*P^*) \right) \rightarrow \Gamma (\pi_{X,\Sigma}Ad P^*),
$$

which is defined as minus the adjoint differential operator to $\tilde{\nabla}^A$:

$$
\int_X \left< \text{div}^A l(x), \xi(x) \right> \mu = - \int_X \left< l(x), \tilde{\nabla}^A \xi(x) \right> \mu,
$$

for all $l \in \Gamma \left( \pi^*_{X,L}(\pi^*_{X,\Sigma}T^*X,Ad^*P^*) \right)$ and $\xi \in \Gamma (\pi_{X,\Sigma}Ad P)$ such that $\pi^*_{X,L}(\pi^*_{X,\Sigma}T^*X,Ad^*P^*) \circ l = \pi_{X,\Sigma}Ad P \circ \xi$. In the vertical equation, $\text{ad}^* \sigma$ denotes the map

$$
\text{ad}^* : \Gamma \left( \pi^*_{X,L}(\pi^*_{X,\Sigma}T^*X,Ad P) \right) \times \Gamma \left( \pi^*_{X,L}(\pi^*_{X,\Sigma}T^*X,Ad^*P^*) \right) \rightarrow \Gamma (\pi_{X,\Sigma}Ad P^*), \quad (\tilde{\sigma}, \tilde{\mu}) \mapsto \text{ad}^* \tilde{\mu},
$$

well-defined when $\pi^*_{X,L}(\pi^*_{X,\Sigma}T^*X,Ad^*P^*) \circ \tilde{\mu} = \pi_{X,L}(\pi^*_{X,\Sigma}T^*X,Ad P) \circ \tilde{\sigma}$. Similarly, the operator

$$
\text{div}^\Sigma : \Gamma \left( \pi^*_{X,L}(\pi^*_{X,\Sigma}T^*X,V^\Sigma) \right) \rightarrow \Gamma (\pi_{X,V^\Sigma})
$$

(3.21)
is the divergence associated to the $\nabla^{\Sigma}$-derivative $\tilde{\nabla}^{\Sigma}$ restricted to vertical valued sections:

$$\tilde{\nabla}^{\Sigma} : \Gamma(\pi_{X,V\Sigma}) \to \Gamma(\pi_{X,L}(\pi_{X,\Sigma}TX,V\Sigma)).$$

Note that such a restriction is possible since $\nabla^{\Sigma}$ is projectable. The results obtained above are summarized in the following theorem.

**Theorem 3.5** Let $\pi_{X,P} : P \to X$ be a locally trivial fiber bundle over an oriented manifold with volume form $\mu$. Let $L : J^{1}P \to \mathbb{R}$ be a Lagrangian which is invariant under a free and proper left action $\Phi : G \times P \to P$ such that

$$\pi_{X,P} \circ \Phi_{g} = \pi_{X,P}, \text{ for all } g \in G.$$

Let $\pi_{\Sigma,P} : P \to \Sigma := P/G$ be the associated principal bundle.

Fix a connection $A$ on $\pi_{\Sigma,P}$ and let $l : J^{1}\Sigma \oplus_{\Sigma} L(\pi_{X,\Sigma}TX,Ad P) \to \mathbb{R}$ be the reduced Lagrangian induced on the quotient by means of the identification (2.8). Let $\sigma : U \to P$ be a smooth local section of $\pi_{X,P}$, define the reduced local section $\bar{\sigma}$ of $\pi_{X,L}(\pi_{X,\Sigma}TX,Ad P)$ by

$$\bar{\sigma}(x) = [\sigma(x), A(T_{x}\sigma(\cdot))],$$

and the local section $\rho := \pi_{\Sigma,P} \circ \sigma$ of $\pi_{X,\Sigma}$. Fix a projectable covariant derivative $\nabla^{\Sigma}$ on $T\Sigma$ and suppose, for simplicity, that $\nabla^{\Sigma}$ is torsion free. Then the following are equivalent:

**i** The variational principle

$$\delta \int_{U} L(j^{1}\sigma)\mu = 0,$$

holds for arbitrary vertical variations $\delta \sigma$ vanishing on $\partial U$.

**ii** The section $\sigma$ satisfies the covariant Euler-Lagrange equations for $L\mu$.

**iii** The variational principle

$$\delta \int_{X} l(j^{1}\rho, \bar{\sigma})\mu = 0,$$

holds, for variations of the form $\delta A\bar{\sigma} = \nabla^{A}\bar{\eta} - [\bar{\eta}, \bar{\sigma}] + \tilde{B}(\delta \rho, T\rho)$, where $\delta \rho$ is an arbitrary variation of $\rho$ vanishing on $\partial U$ and $\bar{\eta}$ is an arbitrary section of $\pi_{X,Ad P}$ vanishing on $\partial U$ and such that $\pi_{\Sigma,Ad P} \circ \bar{\eta} = \rho$.

**iv** The section $\bar{\sigma}$ satisfies the Lagrange-Poincaré field equations

$$\begin{cases}
\frac{\delta l}{\delta \rho} - \text{div}^{\Sigma} \frac{\delta l}{\delta j^{1}\rho} = \left\langle \frac{\delta l}{\delta \bar{\sigma}}, i_{T\rho}\tilde{B} \right\rangle,
\text{div}^{A} \frac{\delta l}{\delta \bar{\sigma}} - \text{ad}^{A}_{\bar{\sigma}} \frac{\delta l}{\delta \bar{\sigma}} = 0.
\end{cases} \tag{3.22}$$

In the case of a connection $\nabla^{\Sigma}$ with torsion, a term involving the torsion tensor has to be added in the horizontal Lagrange-Poincaré field equations, see (3.20).

The Lagrange-Poincaré field equations are now examined in the particular cases mentioned before.
i If \( G = \{1\} \) then \( \Sigma = P, \rho = \sigma, l = L, \) and there is no reduction. In this case (3.22) becomes
\[
\frac{\delta L}{\delta \sigma} - \text{div}^P \frac{\delta L}{\delta j^1 \sigma} = 0, \tag{3.23}
\]
which is just a restatement of the covariant Euler-Lagrange equations, using a projectable and torsion free covariant derivative \( \nabla^P \) on \( TP \to P. \)

ii If \( \pi_{X,P} : P \to X \) is a principal bundle and the symmetry group is the structure group, then \( \Sigma = X \) and the section \( \rho \) is absent since it is the identity on \( X. \) Therefore, the reduced variation reads \( \delta^A \sigma = \nabla^A \eta - [\eta, \bar{\sigma}], \) where \( \eta \) is an arbitrary section of \( \pi_{X, \text{Ad}P}, \) and the Lagrange-Poincaré field equations (3.22) read
\[
\text{div}^A \frac{\delta l}{\delta \sigma} - \text{ad}^*_\sigma \frac{\delta l}{\delta \sigma} = 0.
\]
Thus the covariant Euler-Poincaré equations are recovered; see Theorem 3.1 of Castrillón-López et al. [2000].

iii If \( \pi_{X,P} : P \to X \) is a principal bundle whose structure group contains the symmetry group, the sections \( \sigma \in \Gamma(\pi_{\mathbb{R},P}) \) and \( \rho \in \Gamma(\pi_{\mathbb{R},\Sigma}) \) read \( \sigma(t) = (t, q(t)) \) and \( \rho(t) = (t, m(t)), \) where \( m(t) = \pi_{M,Q}(q(t)) \in M. \) The first jet extensions \( j^1 \sigma \) and \( j^1 \rho \) are identified with \( (t, \dot{q}(t)) \) and \( (t, \dot{m}(t)). \)

In this particular situation, the connection \( \mathcal{A} \) on \( P \) is always chosen to be induced by a connection \( \gamma \) on \( Q. \) In this case, the reduced section \( \bar{\sigma} \) is identified with \( (t, \bar{v}(t)), \) where \( \bar{v}(t) = [q(t), \gamma(\dot{q}(t))]_G. \) Similarly, a section \( \xi \in \Gamma(\pi_{\mathbb{R}, \text{Ad}P}) \) covering \( \rho(t) = (t, m(t)) \) reads \( \xi(t) = (t, \xi(t)), \) where \( \xi(t) \in \text{Ad}m(t)Q. \) The \( \nabla^A \)-derivative \( \tilde{\nabla}^A \) of \( \xi \) can thus be identified with the covariant time derivative \( (D^\gamma / Dt)\bar{\xi}(t). \) Using all these observations, the second equation of (3.22) reads
\[
\frac{D^\gamma}{Dt} \frac{\delta l}{\delta \bar{v}} - \text{ad}^*_v \frac{\delta l}{\delta \bar{v}} = 0
\]
and the variation of \( \bar{v} \) is \( \delta^\gamma \bar{v} = \frac{D^\gamma}{dt} \eta - [\eta, \bar{v}] + \tilde{B}(\delta m, \dot{m}), \) where \( \tilde{B} \) is the reduced curvature of \( \gamma. \) Recall that writing the horizontal equation requires a projectable covariant derivative \( \nabla^\Sigma \) on \( T\Sigma, \) which is also assumed to be torsion free for simplicity. In this classical case, the covariant derivative is constructed from a torsion free covariant derivative \( \nabla \) on \( TM \) and the natural covariant derivative on \( T\mathbb{R}. \) In this case, \( \nabla^\Sigma \) is obviously projectable and torsion free. The first equation of (3.22) reads
\[
\frac{\delta l}{\delta m} - \frac{D^\Sigma}{Dt} \frac{\delta l}{\delta \dot{m}} = \left\langle \frac{\delta l}{\delta \bar{v}}, i_{\dot{m}} \tilde{B} \right\rangle.
\]
Thus the classical Lagrange-Poincaré equations obtained by standard Lagrangian reduction are recovered; see Theorem 3.4.1 in Cendra et al. [2001]. Note that here the Lagrangian is allowed to be time-dependent.
If $\nabla$ has a torsion $T^\nabla$, the horizontal equation reads
\[
\frac{\delta l}{\delta m} - \frac{D^\nabla}{Dt} \frac{\delta l}{\delta m} + \left< \frac{\delta l}{\delta m}, i_m T^\nabla \right> = \left< \frac{\delta l}{\delta \bar{v}}, i_m \bar{B} \right>,
\]
see (3.20).

In the particular case, $G = \{1\}$, there is no reduction and the vertical equation is absent. In this case the horizontal equation reads
\[
\frac{D^\nabla}{Dt} \frac{\delta L}{\delta \dot{q}} - \frac{\delta L}{\delta q} = 0.
\]

Of course, this recovers the standard Euler-Lagrange equation written with the help of a connection. In the case when the connection has torsion, this reads
\[
\frac{D^\nabla}{Dt} \frac{\delta L}{\delta \dot{q}} - \frac{\delta L}{\delta q} = \left< \frac{\delta l}{\delta \dot{q}}, i_q T^\nabla \right>;
\]
see (3) in Gamboa & Solomin [2003]. Recall that the usual way to write the Euler-Lagrange equations
\[
\frac{d}{dt} \frac{\partial L}{\partial \dot{q}} - \frac{\partial L}{\partial q} = 0
\]
makes sense only locally; see (3.1).

Another particular case arises when $Q = G$. In this case, there is no horizontal equation and the vertical equation gives the Euler-Poincaré equation. Indeed, in this case, all the connections are equivalent (the bundle $Q \rightarrow Q/G$ is over a point) and the covariant time derivative on the adjoint bundle becomes the ordinary time derivative on the Lie algebra $g$. These observations and (3.22) recover the Euler-Poincaré equation together with the associated constrained variations
\[
\frac{d}{dt} \frac{\delta l}{\delta \bar{v}} - \text{ad}_{\bar{\eta}}^* \frac{\delta l}{\delta \bar{v}} = 0 \quad \text{and} \quad \delta v = \frac{d}{dt} \eta - [\eta, v].
\]

### 3.3 Reconstruction

Having derived the Lagrange-Poincaré field equations it is natural to turn to the problem of reconstruction of solutions to the original Euler-Lagrange equation from solutions to the reduced equations. More precisely, given a solution section $\bar{\sigma} : \bar{U} \rightarrow L(\pi_{X,S}^* TX, \text{Ad} \, P)$ of the Lagrange-Poincaré equations, how can one construct a solution section $\sigma : \bar{U} \rightarrow P$ of the Euler-Lagrange equations? Note that Theorem 3.5 does not consider this problem, since the section $\sigma$ is given a priori. This section deals with the reconstruction problem and demonstrates that reconstruction of field theories requires an extra integrability condition.

**Induced connection.** A section $\bar{\sigma} \in \Gamma(\pi_{X,L(TX,\text{Ad} \, P)})$ induces a $G$-principal bundle $P^\rho \rightarrow X$ and a connection $\mathcal{A}^\rho$ on it as follows: The subset $P^\rho \subset P$ is defined by
\[
P^\rho := \pi_{\Sigma,P}^{-1}(\rho(X)) = \{p \in P \mid \pi_{\Sigma,P}(p) \in \rho(X)\},
\]
where \( \rho := \pi_{\Sigma,L}(\pi_{X,S}TX,Ad\,P) \circ \bar{\sigma} \in \Gamma(\pi_{X,S}). \) Since \( \rho \) is a section, it is an injective immersion and a homeomorphism onto its image. Thus, the image \( \rho(X) \) is a submanifold of \( \Sigma \). Now, since \( \pi_{\Sigma,P} \) is a submersion, it is transversal to the submanifold \( \rho(X) \). This proves that \( P^\rho \) is a submanifold of \( P \), whose tangent space at \( p \) is
\[
T_pP^\rho = (T_p\pi_{\Sigma,P})^{-1}(T_s\rho(T_s\Sigma)), \quad s = \pi_{\Sigma,P}(p).
\]
The manifold \( P^\rho \) may be endowed with the structure of a \( G \)-principal bundle over \( X \) by restriction of the \( G \)-action on \( P \). Note that \( P^\rho \) can be identified with the pull-back bundle \( \rho^*P = \{(x,p) \mid \pi_{\Sigma,P}(p) = \rho(x)\} \), the identification being given by
\[
p \in P^\rho \mapsto (\pi_X,P(p),p) \in \rho^*P.
\]
The section \( \bar{\sigma} \) may be regarded as a section of the vector bundle \( L(TX,\rho^*Ad\,P) \cong L(TX,Ad\,P^\rho) \), and thus induces an equivariant and vertical one-form \( \omega^\sigma \in \Omega^1(P^\rho,\mathfrak{g}) \). The isomorphism \( \Omega^1(P^\rho,\mathfrak{g}) \cong L(TX,Ad\,P^\rho) \) is written explicitly as follows:
\[
\omega^\sigma \in \Omega^1(P^\rho,\mathfrak{g}) \mapsto \bar{\sigma} \in L(TX,Ad\,P^\rho), \quad \bar{\sigma}(u_x) := [p,\omega^\sigma(u_p)]_\mathfrak{g}, \quad (3.24)
\]
where \( u_x = T\pi_{X,P}(u_p) \in T_xX, \, u_p \in T_pP \). The connection \( \mathcal{A} \) on \( \pi_{\Sigma,P} : P \to \Sigma \) naturally induces a connection \( \mathcal{A}^\rho \) on \( P^\rho \to X \). A new connection \( \mathcal{A}^\sigma \) is thereby obtained on \( P^\rho \to X \). Concretely,
\[
\mathcal{A}^\sigma := \mathcal{A}^\rho - \omega^\sigma.
\]
Thus one may interpret the vertical solution of the Lagrange-Poincaré field equations as describing an affine modification to the a priori connection \( \mathcal{A}^\rho \). The modified connection \( \mathcal{A}^\sigma \) is the correct choice of connection for reconstruction, as is explained below.

**Reconstruction condition.** We now prove that if \( \bar{\sigma} \) is the reduced section associated to a section \( \sigma \in \Gamma(\pi_{X,P}) \) then \( \mathcal{A}^\sigma \) is flat. Indeed, in this case \( P^\rho = \{\Phi_g(\sigma(x)) \mid g \in G, x \in X\} \) and for \( p = \sigma(x) \in P^\rho \) and \( v_p \in T_pP^\rho \) formula (3.24) gives
\[
\mathcal{A}^\sigma(v_p) = \mathcal{A}^\rho(v_p) - \omega^\sigma(v_p) = \mathcal{A}(v_p) - \mathcal{A}(T_x\sigma(T_p\pi_{X,P}(v_p))) \quad (3.25)
\]
since \( \bar{\sigma}(x) = [\sigma(x),\sigma^*\mathcal{A}(x)]_\mathfrak{g} \) for all \( x \in X \). Recall that \( u_p \in T_pP^\rho \) if and only if \( T_p\pi_{\Sigma,P}(u_p) \in T_x\rho(T_xX) \). That is, in terms of \( \sigma \),
\[
T_p\pi_{\Sigma,P}(u_p) \in T_{\sigma(x)}\pi_{\Sigma,P}(T_x\sigma(T_xX)).
\]
This proves that \( T_{\sigma(x)}P^\rho = T_x\sigma(T_xX) + V_{\sigma(x)}P \) at \( p = \sigma(x) \), where \( V_{\sigma(x)}P = \ker(T_{\sigma(x)}\pi_{\Sigma,P}) \) is the vertical space relative to \( \pi_{\Sigma,P} \). Thus, for \( p = \sigma(x) \), any \( v_p \in T_pP^\rho \) reads \( v_p = T_x\sigma(v_x) + \xi_P(p) \). Inserting this expression for \( v_p \) into (3.25), reveals the condition \( \xi = 0 \). This proves that the \( \mathcal{A}^\sigma \)-horizontal subspace at \( \sigma(x) \) is given by
\[
H_{\sigma(x)}^\mathcal{A}^\sigma = T_x\sigma(T_xX).
\]
This horizontal distribution is integrable, the integral leaves being given by \( \{\Phi_g(\sigma(x)) \mid x \in X\} = \Phi_g(\text{Im}(\sigma)) \), for each \( g \in G \). Thus, the connection \( \mathcal{A}^\sigma \) on \( P^\rho \) is flat and the *horizontality condition*
\[
\sigma^*\mathcal{A}^\sigma = 0. \quad (3.26)
\]
is a necessary condition for reconstruction.

Conversely, consider a section \( \tilde{\sigma} \) of \( \pi_{X,L(T_X,AdP)} \) such that the connection \( \mathcal{A}^\rho \) on \( P^\rho \) is flat and has trivial holonomy. Since the connection \( \mathcal{A}^\rho \) is flat, the horizontal distribution is integrable and the leaves cover the base, that is, given a leaf \( L \), each fiber intersects the leaf \( L \) at least once. Since the holonomy is trivial, each fiber intersects the leaf exactly once. This construction shows that each integral leaf of the horizontal distribution defines a section of the bundle \( P^\rho \to X \). Thus a family of sections \( \Phi_g \circ \sigma \) of \( \pi_{X,P} \) that project via \( \pi_{\Sigma,P} \) to \( \rho \) is attained. Since

\[
[\sigma, \sigma^* A]_g = [\sigma, \sigma^* \mathcal{A}^\rho + \omega^\rho]_g = [\sigma, \omega^\rho]_g = \tilde{\sigma},
\]

the section \( \tilde{\sigma} \) is the reduced section associated to the family of sections \( \Phi_g \circ \sigma \) for each \( g \in G \). The horizontality condition (3.26) is, of course, satisfied.

Recall that the flatness of the connection does not imply that the holonomy is trivial unless the base is simply connected or the holonomy group is connected. Note that this fact implies that the holonomy of a flat connection is locally trivial, that is, for every \( x \in X \), there exists an open neighborhood \( U \) such that the holonomy of \( P|_U \) is trivial.

The situation is summarized in the following reconstruction theorem.

**Theorem 3.6** Fix a connection \( A \) on the principal bundle \( \pi_{\Sigma,P} : P \to \Sigma \), consider a \( G \)-invariant Lagrangian \( L \) and the reduced Lagrangian \( l \).

If \( \sigma : \tilde{U} \to P \) is a solution of the Euler-Lagrange field equations, then the reduced section \( \tilde{\sigma} \) is a solution of the Lagrange-Poincaré field equations. Moreover the connection \( \mathcal{A}^\rho \) on \( P^\rho \) is flat and the horizontality condition (3.26) holds.

Conversely, given a solution \( \tilde{\sigma} \) of the Lagrange-Poincaré equations on \( \tilde{U} \) such that \( \mathcal{A}^\rho \) is flat and has trivial holonomy over an open set containing \( \tilde{U} \), the family \( \Phi_g \circ \sigma \), \( g \in G \), of solutions of the Euler-Lagrange field equations are given by the integral leaves of the horizontal distribution associated to \( \mathcal{A}^\rho \). In addition, the horizontality condition (3.26) holds. If the connection \( \mathcal{A}^\rho \) is flat one can always restrict it to an open simply connected set contained in \( U \) so that its holonomy on \( U \) is automatically zero.

Note that the curvature of \( \mathcal{A}^\rho \) is \( \mathcal{B} - d^A \omega^\rho - (1/2) \omega^\rho \wedge \omega^\rho \). Therefore, the reconstruction condition is

\[
\mathcal{B} - d^A \omega^\rho - \frac{1}{2} \omega^\rho \wedge \omega^\rho = 0 \quad \text{on} \quad P^\rho. \tag{3.27}
\]

This condition has to be seen as an equality in the space \( \Omega^2(P^\rho, g) \) of equivariant vertical two-forms. The isomorphism (3.24) shows it is equivalent to assume that the corresponding two-form in \( \Omega^2(X, Ad P^\rho) = \Omega^2(X, \rho^* Ad P) \) vanishes. Applying (3.24) to equation (3.27) recovers the formula

\[
d^A \tilde{\sigma} + \frac{1}{2} \tilde{\sigma} \wedge \tilde{\sigma} = \rho^* \mathcal{B}. \tag{3.28}
\]

**Reconstruction equation.** When reconstructing solutions of the Euler-Lagrange field equations one needs to add (3.28) to the reduced field equations (3.22) since there could be solutions to the Lagrange-Poincaré field equations (3.22) that do not correspond to the original Euler-Lagrange system. Given a solution \( (\rho, \tilde{\sigma}) \) as specified above, (3.24) uniquely determines \( \omega^\rho \) by the formula

\[
\tilde{\sigma}(u_x) = \left[ p, \omega^\rho \left( \text{Hor}^A_p(T_x \rho(u_x)) \right) \right]_g, \quad p \in \pi_{\Sigma,P}^{-1}(\rho(x)), \quad u_x \in T_x X, \tag{3.29}
\]
since \( T_p\pi_X,\rho (\text{Hor}^A_\rho (T_x\rho (u_x))) = u_x \). Thus, \( \omega^\rho \) is completely determined in terms of \((\rho, \bar{\sigma})\).

For a section \( \sigma \in \Gamma (\pi_X,\rho) \), the horizontality condition (3.26) for \( \mathcal{A}^\rho \) is

\[
0 = \sigma^* \mathcal{A}^\rho - \sigma^* \omega^\rho = \sigma^* \mathcal{A}^\rho - \rho^* (\text{Hor}^A_\sigma)^* \omega^\rho
\]

(3.30)

because \( \omega^\rho (T_\sigma (u_x)) = \omega^\rho (\text{Hor}^A_\sigma (T_x\rho (u_x))) \) since \( \omega^\rho \in \Omega^1 (P^\rho, g) \). Note that following the determination of \( \omega^\rho \) by (3.29) the only unknown quantity in (3.30) is \( \sigma \). We now show that (3.30) gives a first order PDE that determines \( \sigma \).

If \( u_x \in T_xX \), then by (3.30) and the horizontal-vertical decomposition relative to the connection \( \mathcal{A}^\rho \),

\[
T_x\sigma (u_x) = \text{Hor}^A_{\sigma(x)} \left( T_{\sigma(x)} \pi_{\Sigma,\rho} (T_x\sigma (u_x)) \right) + (\mathcal{A}^\rho (T_x\sigma (u_x)))_p (\sigma (x))
\]

\[
= \text{Hor}^A_{\sigma(x)} (T_x\rho (u_x)) + (\sigma^* \mathcal{A}^\rho (u_x))_p (\sigma (x))
\]

(3.31)

This gives the following first order reconstruction PDE for \( \sigma \):

\[
T_x\sigma = \text{Hor}^A_{\sigma(x)} \circ T_x\rho + (\omega^\rho \circ \text{Hor}^A_{\sigma(x)} \circ T_x\rho )_p (\sigma (x)).
\]

Theorem 3.6 can now be interpreted as asserting that given a solution \((\rho, \bar{\sigma})\) of equations (3.22) and (3.28), there exists a unique solution \( \sigma \) to the reconstruction equation (3.31) in a neighborhood where \( \mathcal{A}^\rho \) has trivial holonomy. This section \( \sigma \) solves the corresponding Euler-Lagrange equations for the unreduced problem.

As a final comment, note that (3.31) is the field theoretic analogue of the classical reconstruction equation \( \xi = g^{-1} \dot{g} \) associated to the Euler-Poincaré equations.

**Particular cases.** The reconstruction condition specializes to the particular cases as follows:

i  It \( G = \{1\} \) there is no reduction and, therefore, no reconstruction condition.

ii In this case the variable \( \rho \) is absent, so \( P^\rho = P \). Moreover, the reduced section \( \bar{\sigma} \) turns out to be associated, via the map \( \beta_A \), to a section \( \zeta \) of \( J^1 P/G \to X \), that can be interpreted as a connection on \( P \). This connection \( \zeta \) does not depend on the chosen \( \mathcal{A} \) and \( \mathcal{A}^\rho \) turns out to be the connection one-form associated to \( \zeta \). The reconstruction condition is simply that the curvature of this connection (or of \( \zeta \)) is zero. This recovers the reconstruction condition that in the case of covariant Euler-Poincaré reduction; see §3.2 of Castrillón-López et al. [2000].

iii The reconstruction condition is the same as in Castrillón-López & Ratiu [2003].

iv Since \( X = \mathbb{R} \), the base is one-dimensional and every connection is flat. Since \( \mathbb{R} \) is simply connected the holonomy is trivial. The reconstruction condition is always satisfied. This agree with the fact that in classical Lagrangian reduction, the solution of the Euler-Lagrange equations can always be constructed from that of the reduced equations.
4 Conservation laws and representations

In applications there is often a natural choice of gauge that is used to formulate the Lagrange-Poincaré field equations in a convenient local form.

This section describes the two predominant choices of representations that occur, the *spatial representation* and the *convective representation*. The Lagrange-Poincaré equations (3.22) are given locally using these choices of gauge. The spatial representation yields Noether’s Theorem as the vertical equation whilst the convective representation has the Euler-Poincaré equation as its vertical equation. This observation shows that the Lagrange-Poincaré equations are equivalent to Noether’s Theorem, a statement often found in the literature when dealing with concrete applications.

This section also formulates a global version of the Kelvin-Noether Theorem that generalizes the result for classical systems given, for example, in Cendra et al. [1998]; Holm et al. [1998].

4.1 Representations and Noether’s Theorem

A section $\sigma \in \Gamma(\pi_X,P)$ introduces a representation of $\text{Ad}^*P$ which, in turn, yields local equations for the vertical part of (3.22). The two natural choices of section and their associated representations are described below.

**Convective representation.** Suppose one seeks a local solution $\sigma : U \subset X \to P$ of (3.22) and (3.31) in a trivialization of $P$ over $U \subset X$. Let $\rho := \pi_{\Sigma,P} \circ \sigma$ and $V := \rho(U) \subset \Sigma$. Suppose further that a flat connection $A$ exists on $P \to V$. Then, there exists a unique section $\gamma : V \to P$ such that $T_s \gamma(v_s) \in H_s P$, for all $s \in \Sigma$ and $v_s \in T_s \Sigma$. Therefore, the section $\sigma^h := \gamma \circ \rho \in \Gamma(\pi_U,P)$ has the property that $T_x \sigma^h(v_x) \in H_{\sigma^h(x)} P$ for all $v_x \in TX|_U$. Such a section is called a *horizontal section*.

**Remark 4.1** It may not be possible to find a flat connection $A$ on an arbitrary open set $V \subset \Sigma$. The convective representation is not defined in such cases. In applications one may find that shrinking the set $U \subset X$ yields a suitable $V \subset \Sigma$ such that the convective representation makes sense.

The map $g : U \subset X \to G$ such that $\sigma(x) = \Phi_{g(x)} \sigma^h(x)$ for all $x \in U$ together with (2.4) produce

$$\chi_{\sigma^h}(\bar{\sigma}) = \chi_{\sigma^h}\left([\sigma, \sigma^* A]_g\right) = g^{-1} dg =: \xi \in \Omega^1(X,g).$$

Consequently, the vertical part of equations (3.22) composed with $\chi_{\sigma^h}$ yields

$$\chi_{\sigma^h}\left(\text{div}^A \frac{\delta l}{\delta \bar{\sigma}} - \text{ad}^*_\sigma \frac{\delta l}{\delta \bar{\sigma}}\right) = \chi_{\sigma^h}\left(\left[\sigma^h, \text{div} \frac{\delta l}{\delta \xi} - \text{ad}^*_\xi \frac{\delta l}{\delta \xi}\right]ight) = \text{div} \frac{\delta l}{\delta \xi} - \text{ad}^*_\xi \frac{\delta l}{\delta \xi}.$$

Thus, the local representation of the vertical Lagrange-Poincaré equation in this gauge is

$$\text{div} \frac{\delta l}{\delta \xi} - \text{ad}^*_\xi \frac{\delta l}{\delta \xi} = 0 \quad (4.1)$$

which recovers the Euler-Poincaré equation. This choice of gauge is called the *convective representation*, see Cendra et al. [1998].
**Spatial representation.** With the same notation as for the convective representation, \( \sigma = g\sigma^h \), the map \( \chi_\sigma \) applied to \( \bar{\sigma} \) yields

\[
\chi_\sigma (\bar{\sigma}) = \chi_\sigma \left( [\sigma, \sigma^* A] \right) = dgg^{-1} =: \Xi \in \Omega^1 (X, \mathfrak{g}) .
\]

Accordingly,

\[
\chi_\sigma \left( \text{div}^A \delta l |_{\delta \bar{\sigma}} - \text{ad}_{\sigma^*} \delta l |_{\delta \bar{\sigma}} \right) = \chi_\sigma \left( \left[ [\sigma, \text{div}^A \delta l] \right]^{\sigma^*} \right) = \text{div} \delta l |_{\delta \Xi} .
\]

Thus, the local representation of the vertical Lagrange-Poincaré equation (3.22) in this gauge reads

\[
\text{div} \delta l |_{\delta \Xi} = 0 \tag{4.2}
\]

which is Noether’s Theorem. This choice of gauge is called the *spatial representation*. Note that \( \text{Ad}_g \xi = \Xi \). Therefore both the Euler-Poincaré equations and Noether’s Theorem are local representations of equations (3.22) corresponding to a particular choice of gauge. In particular, the Euler-Poincaré equation is equivalent to Noether’s Theorem.

**Remark 4.2** When the convective representation can not be defined it is still possible to fix \( \Xi = \sigma^* A \) and proceed with the construction of the spatial representation without the use of \( \sigma^h \). Thus the spatial representation is always well-defined, while the convective representation is not.

**Remark 4.3** In classical Lagrangian reduction when \( X = \mathbb{R} \) it is always possible to construct a local horizontal section. Therefore the convective representation is always well-defined for classical systems.

## 4.2 The Kelvin-Noether theorem

Given any manifold \( \mathcal{C} \) on which \( G \) acts, the *associated bundle* is a fiber bundle over \( \Sigma \) defined by

\[
\mathcal{H}_\mathcal{C} := P \times_G \mathcal{C} = (P \times \mathcal{C}) / G,
\]

where the action of \( G \) on \( P \times \mathcal{C} \) is the diagonal action. The adjoint and coadjoint bundles, \( \text{Ad} P \) and \( \text{Ad}^* P \) are associated bundles with \( \mathcal{C} = \mathfrak{g} \) and \( \mathcal{C} = \mathfrak{g}^* \) respectively. The action of \( G \) on \( \mathfrak{g} \) for \( \text{Ad} P \) is the adjoint action whilst the action on \( G \) on \( \mathfrak{g}^* \) is the coadjoint action. The equivalence class of \( (p, c) \in P \times \mathcal{C} \) is denoted

\[
[p, c]_\mathcal{C} \in P \times_G \mathcal{C}.
\]

The lifted action of \( G \) on \( T\mathcal{C} \) enables the definition of \( \mathcal{H}_{T\mathcal{C}} = P \times_G T\mathcal{C} \). The infinitesimal action \( \text{Ad} P \times \mathcal{H}_\mathcal{C} \rightarrow \mathcal{H}_{T\mathcal{C}} \) on \( \mathcal{H}_\mathcal{C} \) as follows:

\[
[p, \xi]_\mathcal{C} \cdot [p, c]_\mathcal{C} = [p, \xi_c (c)]_{T\mathcal{C}} , \tag{4.3}
\]

where the vector field \( \xi_c \in \mathfrak{X}(\mathcal{C}) \) denotes the infinitesimal generator of \( \xi \in \mathfrak{g} \) on \( \mathcal{C} \).
A connection form \( \mathcal{A} \) on \( \pi_{\Sigma,P} \) yields a \textit{covariant tangent functor} \( T^A \) defined on sections of \( \pi_{X,H_C} \) by

\[
T^A : \Gamma (\pi_{X,H_C}) \to \Gamma \left( \pi_{X,L(\pi_{X,S,TX,H TC})} \right), \quad T^A [\sigma, c]_C = [\sigma, Tc - (\sigma^* \mathcal{A})_C \circ c]_{TC} \quad (4.4)
\]

Therefore, if \( \bar{c} \) is a section of \( \pi_{X,H_C} \) covering the section \( \rho \) of \( \pi_{X,S} \), then \( T^A \bar{c}(v_x) \in (\mathcal{H}_{TC})_{\rho(x)} \).

The map \( K \) can be described by a \( G \)-equivariant map \( \mathcal{K} : \mathcal{C} \to \mathfrak{g}^{**} \) defined by the relation

\[
K ([p, c]_C) = [p, \mathcal{K}(c)]_{\mathfrak{g}^{**}}.
\]

Here \( \mathfrak{g}^{**} \) denotes the double dual of the Lie algebra. For an example where the distinction between \( \mathfrak{g} \) and \( \mathfrak{g}^{**} \) arises, see Holm et al. [1998]. The derivative of \( K : \mathcal{H}_C \to \text{Ad}^{**}Q \) may be defined as follows:

\[
dK ([p, v_c]_C) = ([p, d\mathcal{K}(v_c)]_C).
\]

Note that \( dK : (\mathcal{H}_{TC})_s \to (\text{Ad}^{**}P)_s \) and \( d^A (K \circ \bar{c}) = dK \circ T^A \bar{c} \), where \( \bar{c} = [\sigma, c]_C \) denotes a section of \( \pi_{X,H_C} \). Indeed,

\[
d^A (K \circ \bar{c}) = [\sigma, d\mathcal{K}(c) - (\sigma^* \mathcal{A}) \cdot (\mathcal{K} \circ c)]_{\mathfrak{g}^{**}}
= [\sigma, d\mathcal{K} \circ Tc - d\mathcal{K} \circ (\sigma^* \mathcal{A})_C \circ c]_{\mathfrak{g}^{**}}
= [\sigma, d\mathcal{K} \circ (Tc - (\sigma^* \mathcal{A})_C \circ c)]_{\mathfrak{g}^{**}}
= dK \circ T^A \bar{c}.
\]

This relation is described by the following commutative diagram:

\[
\begin{array}{ccc}
\Gamma \left( \pi_{X,L(\pi_{X,S,TX,H TC})} \right) & \xrightarrow{dK} & \Gamma \left( \pi_{X,L(\pi_{X,S,TX,Ad^{**}P})} \right) \\
T^A \downarrow & & d^A \downarrow \\
\Gamma (\pi_{X,H_C}) & \xrightarrow{K} & \Gamma (\pi_{X,Ad^{**}P})
\end{array}
\]

The infinitesimal actions described in (4.3) on \( \text{Ad}^{**}P \) and \( \mathcal{H}_C \) are readily observed to be related via

\[
[p, \xi]_{\mathfrak{g}} \cdot \mathcal{K}(\bar{c}) = dK \left( [p, \xi]_{\mathfrak{g}} \cdot \bar{c} \right). \quad (4.5)
\]

Additionally, observe the following relationship:

\[
\text{div} \langle \bar{\nu}, \bar{\mu} \rangle = \langle d^A \bar{\nu}, \bar{\mu} \rangle + \langle \bar{\nu}, \text{div}^A \bar{\mu} \rangle,
\]

where \( \bar{\nu} \) and \( \bar{\mu} \) are sections of \( \pi_{X,Ad^{**}P} \) and \( \pi_{X,L(\pi_{X,S}\mathcal{T}^{*}TX,Ad P^{*})} \) respectively, and both cover the same section \( \rho \) of \( \pi_{X,S} \).

The Kelvin-Noether Theorem may be stated as follows:

**Theorem 4.4** Let \( (\rho, \sigma) \in \Gamma (\pi_{X,S}) \times \Omega^1 (X, Ad P) \) be a solution to the Lagrange-Poincaré equations (3.22), and \( \bar{c} \in \Gamma (\pi_{X,H_C}) \) cover \( \rho \) while satisfying

\[
T^A \bar{c} + \bar{\sigma} \circ \bar{c} = 0. \quad (4.7)
\]
If $K : \mathcal{H}_C \to \text{Ad}^{**} P$ fiber-preserving map that covers the identity on $\Sigma$ then the associated circulation

$$I := \left\langle K \circ \bar{c}, \frac{\delta l}{\delta \sigma} \right\rangle \in \mathfrak{X}(X)$$

satisfies

$$\text{div} I = 0.$$

**(Proof.** The result is obtained via a direct calculation that uses (3.22), (4.6), (4.5), and (4.7) as follows:

$$\text{div} I = \text{div} \left\langle K \circ \bar{c}, \frac{\delta l}{\delta \sigma} \right\rangle$$

$$= \left\langle d^A (K \circ \bar{c}), \frac{\delta l}{\delta \sigma} \right\rangle + \left\langle K \circ \bar{c}, \text{div}^A \frac{\delta l}{\delta \sigma} \right\rangle$$

$$= \left\langle (d^A + \text{ad}_\sigma^{**}) (K \circ \bar{c}), \frac{\delta l}{\delta \sigma} \right\rangle + \left\langle K \circ \bar{c}, \left( \text{div}^A - \text{ad}_\sigma^* \right) \frac{\delta l}{\delta \sigma} \right\rangle$$

$$= \left\langle (d^A + \text{ad}_\sigma^{**}) (K \circ \bar{c}), \frac{\delta l}{\delta \sigma} \right\rangle$$

$$= \left\langle dK \circ (T^A \bar{c} + \bar{\sigma} \circ \bar{c}), \frac{\delta l}{\delta \sigma} \right\rangle = 0,$$

as required. ■

Recall that classical Lagrangian reduction (particular case iv), used the formulation $\sigma(t) = (t, q(t))$ and $\bar{\sigma}(t) = [q(t), A(\dot{q}(t))]$. In this case (4.7) becomes

$$T^A \dot{\bar{\sigma}} \circ \bar{c} = [q, \dot{c} - (A(\dot{q}))_{\bar{c}} \circ c]_{TC} + [q, (A(\dot{q}))_{\bar{c}} \circ c]_{TC} = [q, \dot{c}]_{TC} = 0.$$

Therefore (4.7) diminishes to the assumptions for the classical Kelvin-Noether theorem; see Holm et al. [1998]. Furthermore the conclusion to Theorem 4.4 in this context becomes

$$\frac{d}{dt} \left\langle K(c), \frac{\delta l}{\delta \xi} \right\rangle = 0.$$

These results extend those of Cendra et al. [1998] to the Lagrange-Poincaré context.

## 5 Applications

This Section presents a brief outline of some applications of the Lagrange-Poincaré field equations.

The first application is the minimal immersion problem, which is treated explicitly in local coordinate form.

The second and third applications are classical and covariant metamorphosis image dynamics treated in coordinate-free form. The classical formulation may be understood as a change of variables from the treatment given in Holm et al. [2008]. This coordinate transformation formally decouples the equations. The covariant formulation provides a new insight into the problem. This covariant formulation aims to provide a basis for the future use of multisymplectic integrators in image dynamics.
5.1 Minimal immersions

An interesting classical problem that has applications ranging from the shape of soap bubbles to string theory is that of minimal embeddings or, more generally, minimal immersions. In string theory the Nambu action describes a world sheet in spacetime; see for example Nakahara [2003]. The soap bubble problem is a generalization of the isoperimetric problem studied by Newton amongst others.

Given a manifold $X$ and a pseudo-Riemannian manifold $(Q, g)$, the problem is to find an immersion $\eta \in \text{Imm}(X, Q)$ such that the surface area of $\eta(X)$ is minimized. For the soap bubble problem there is an additional constraint on the volume enclosed by $\eta(X)$ which we shall not treat here.

The minimal immersion problem may be cast into the bundle picture described in §2 as follows: Let $P = X \times Q$ and $\pi_{X,P} = p_1$ be projection on the first factor. Since $\pi_{X,P}$ is a trivial fiber bundle, sections $\sigma \in \Gamma (\pi_{X,P})$ of $\pi_{X,P}$ can be represented by smooth maps $\eta: X \to Q$, namely $\sigma(x) = (x, \eta(x))$. Further, consider sections $\sigma \in \Gamma (\pi_{X,P})$ such that $\eta \in \text{Imm}(X, Q)$ is an immersion, that is, $\sigma \in \Gamma^{\text{Imm}} (\pi_{X,P})$ where

$$\Gamma^{\text{Imm}} (\pi_{X,P}) = \{ \sigma \in \Gamma (\pi_{X,P}) \mid \eta \in \text{Imm}(X, Q) \}.$$  

Since $\eta$ is an immersion, $h = \eta^* g$ is a metric on $X$. Locally $h$ reads

$$h_{ij} = (g_{\alpha\beta} \circ \eta) \partial_i \eta^\alpha \partial_j \eta^\beta,$$

where the indices $i, j, ...$ denotes coordinates on $X$ and $\alpha, \beta, ...$ are coordinates on $Q$. The Lagrangian density for the minimal immersions is the volume form on $X$ associated with the metric $h = \eta^* g$:

$$L: J^1 P \to \Lambda^{n+1} X, \quad L(j^1 \sigma) = \sqrt{|h|} d^{n+1} x =: L(j^1 \sigma) d^{n+1} x,$$

where $|h| := |\det h|$. Locally, the Lagrangian reads

$$L \left( x_i, q_\alpha, \nu_\alpha^j \right) = \left| \det \left( g_{\alpha\beta}(q) \nu_\alpha^\alpha \nu_\beta^j \right) \right|^{\frac{1}{2}},$$

where $(x_i, q_\alpha, \nu_\alpha^j)$ are the natural coordinates on $J^1 P$.

Since the bundle $P$ is trivial, the covariant Euler-Lagrange equations read

$$\frac{\delta L}{\delta \eta} - \text{div}^Q \frac{\delta L}{\delta j^1 \eta} = 0,$$  

where $\text{div}^Q$ is the divergence operator associated to a $\nabla^Q$-derivative (see (3.5)). Since $Q$ is a pseudo-Riemannian manifold, the Levi-Civita connection provides a natural choice of covariant derivative on $TQ$. The covariant Euler-Lagrange equations may be calculated by use of the following formula for the derivative of the determinant of an invertible matrix

$$D \det(K) \cdot \delta K = (\det K) \text{tr} \left( K^{-1} \delta K \right).$$  

Since $\nabla^Q$ is the Levi-Civita covariant derivative, the first term of (5.1) vanishes and the covariant Euler-Lagrange equations have the local representation

$$\tilde{\nabla}_i q_\alpha = 0,$$  
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where
\[ p^i_\alpha = \frac{\delta L}{\delta \nu^i_\alpha} = \text{sign}(h) |h|^{\frac{1}{2}} h^{ij} g_{\alpha\beta} \partial_j \eta^\beta \]
and \( \tilde{\nabla}^Q \) is the \( \nabla^Q \)-derivative.

Note that when \( X = \mathbb{R} \) then equation (5.3) reduces to
\[ \tilde{\nabla}^Q_i \dot{\eta} = \nabla^Q_i \dot{\eta} = 0 \]
which is just the geodesic equation on \( (Q, g) \).

Now consider the case when the isometry group \( G = \text{Iso}(Q, g) \) of \( g \) acts freely and properly on \( Q \). Then \( \pi_{M,Q} : Q \to M := Q/G \) is a principal \( G \)-bundle. Whereupon the group action \( G \times P \to P \) by \( (f, (x, q)) \mapsto (x, fq) \) gives \( P \) a principal \( G \)-bundle structure over \( \Sigma = X \times M \). The geometric setup is as described in \( \S 2.1 \); this fact is elucidated by the following diagram:

The diagram also reveals that reduction of the minimal immersion problem is an example of fiber bundle reduction, the natural extension of the classical Lagrange-Poincaré reduction discussed in \( \S 1.3 \).

Identification \( \rho = \pi_{\Sigma,P} \circ \sigma \in \Gamma^{\text{Imm}}(\pi_{X,\Sigma}) \) with \( r \in \text{Imm}(X, M) \) may be effected by writing \( \rho(x) = (x, r(x)) \), where \( r = \pi_{M,Q} \circ \eta \).

**Lemma 5.1** The Lagrangian density \( \mathcal{L} : J^1 P \to \Lambda^{n+1}X \) defined by
\[ \mathcal{L}(j^1 \sigma) = |h|^{\frac{1}{2}} d^{n+1}x, \]
is \( G \)-invariant. Fixing a particular principal connection \( A \) on \( P \), the reduced Lagrangian \( l : (J^1 P)/G \to \mathbb{R} \) may be expressed as
\[ l \left( j^1 \rho, \bar{\sigma} \right) = |h|^{\frac{1}{2}}, \quad h = r^* g_M \oplus \bar{\sigma}^* g_{\text{Ad}Q}, \]
where \( r : \pi_{M,Q} \circ \rho \). \( g_M \) is the Riemannian metric on \( M \) defined by \( g_M = (\text{Hor}^A)^* g \), and \( g_{\text{Ad}Q} \) is the vector bundle metric on \( \text{Ad}Q \) defined by
\[ g_{\text{Ad}Q}(m) \left( [q, \xi], [q, \xi] \right)_g := g(q) (\xi_Q(q), \eta_Q(q)). \]

**Proof.** Since \( g \) is \( G \) invariant in the sense that \( f^* g = g \) for all \( f \in G \),
\[ \mathcal{L} \left( f \cdot j^1 \sigma \right) = |(f\eta)^* g|^{\frac{1}{2}} d^{n+1}x = |\eta^* f^* g|^{\frac{1}{2}} d^{n+1}x \]
\[ = |\eta^* g|^{\frac{1}{2}} d^{n+1}x = \mathcal{L} \left( j^1 \sigma \right). \tag{5.4} \]
Thus \( \mathcal{L} : J^1 P \to \Lambda^{n+1}X \) is left \( G \)-invariant.
Since $Q$ is a pseudo-Riemannian manifold there exists a mechanical connections whose horizontal spaces are orthogonal complements of the vertical spaces. This connection on $Q$ induces a unique connection $\mathcal{A}$ on $P$. The reduced configuration space $J^1P/G$ is identified with $J^1\Sigma \oplus L (\pi^*_\Sigma TX, \Ad P)$ using the isomorphism $\beta_\mathcal{A}$ defined in (2.8). Consequently, the reduced Lagrangian $l: J^1P/G \cong J^1\Sigma \oplus L (\pi^*_\Sigma TX, \Ad P) \to \mathbb{R}$ may be expressed by

$$l(\beta_\mathcal{A} [\gamma]) d^{n+1}x = L (\gamma), \quad \text{for all } \gamma \in J^1P. \tag{5.5}$$

Given a section $\sigma(x) = (x, \eta(x))$, the objective is to compute $h := \eta^*g$ in terms of the reduced quantities $\rho(x) = (x, r(x))$ and $\bar{\sigma}(x) = [\sigma(x), \sigma^*\mathcal{A}(x)]_g = [\eta(x), \eta^*\mathcal{A}(x)]_g$, where in the last equality, the adjoint bundles of $P$ and $Q$ have been identified in the canonical way. Since $\mathcal{A}$ is the mechanical connection,

$$g(q)(u_q, v_q) = g_M(\pi(q))(T\pi(u_q), T\pi(v_q)) + g_{\Ad Q}(\pi(q)) \left( [q, \mathcal{A}(u_q)]_g, [q, \mathcal{A}(v_q)]_g \right).$$

Thus,

$$\eta^*g(x)(u_x, v_x) = g(\eta(x))(T_x\eta(u_x), T_x\eta(v_x))$$

$$= g_M(r(x))(T_xr(u_x), T_xr(v_x))$$

$$+ g_{\Ad Q}(r(x)) \left( [\eta(x), \mathcal{A}(T_x\eta(u_x))]_g, [\eta(x), \mathcal{A}(T_x\eta(v_x))]_g \right)$$

$$= (r^*g_M)(u_x, v_x) + g_{\Ad Q}(r(x)) (\bar{\sigma}(u_x), \bar{\sigma}(v_x)),$$

which is more compactly expressed by

$$\eta^*g = r^*g_M \oplus \bar{\sigma}^*g_{\Ad Q}.$$

This formula, together with (5.4) and (5.5) combine to show that

$$l(j^1\rho, \bar{\sigma}) = |h|^{\frac{1}{2}}, \quad h = r^*g_M \oplus \bar{\sigma}^*g_{\Ad}$$

which is precisely the statement that was to be proved. □

Setting $\nabla^\Sigma := \nabla^X \oplus \nabla^M$, where $\nabla^M$ is the Levi-Civita connection associated to $g_M$ on $M = Q/G$ and $\nabla^X$ is an affine connection on $X$, formula (5.2) gives the functional derivatives,

$$\left< \frac{\delta l}{\delta j^1\rho}, v \right> = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} l(j^1\rho + \epsilon v, \bar{\sigma})$$

$$= \frac{1}{2} \text{sign}(h) \sqrt{|h|} \text{tr} \left( h^{-1} \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} g_M(r) (Tr + \epsilon v, Tr + \epsilon v) \right)$$

$$= \text{sign}(h) \sqrt{|h|} \text{tr} \left( (r^*g_M)^{-1} g_M(r) (Tr, v) \right),$$

and

$$\left< \frac{\delta l}{\delta \bar{\sigma}}, w \right> = \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} l(j^1\rho, \bar{\sigma} + \epsilon w)$$

$$= \frac{1}{2} \text{sign}(h) \sqrt{|h|} \text{tr} \left( h^{-1} \left. \frac{d}{d\epsilon} \right|_{\epsilon=0} g_{\Ad Q}(r) (\bar{\sigma} + \epsilon w, \bar{\sigma} + \epsilon w) \right)$$

$$= \text{sign}(h) \sqrt{|h|} \text{tr} \left( (\bar{\sigma}^*g_{\Ad})^{-1} g_{\Ad Q}(r) (\bar{\sigma}, w) \right).$$
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Derivation of the final functional derivative, $\delta l/\delta \rho$, requires a curve $\sigma (\epsilon) \in \Sigma$. The horizontal curve

$$\sigma_{(J^1\rho(x),\sigma(x))}^h (\epsilon) \in J^1\Sigma \oplus L (\pi^*_X TX, \text{Ad} P)$$

then denotes the horizontal lift of $\sigma(\epsilon)$ with respect to the affine connection $\nabla^{J^1\Sigma} \oplus \nabla^A$. The final functional derivative is then defined by the relation

$$\left< \frac{\delta l}{\delta \rho}, u \right> (x) = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} l \left( \sigma_{(J^1\rho(x),\sigma(x))}^h (\epsilon) \right),$$

as in (3.15). Since $\nabla^M$ is the Levi-Civita connection with respect to $g_M$ there is no contribution to $\delta l/\delta \rho$ from the $g_M$ terms of $l$. Thus,

$$\left< \frac{\delta l}{\delta \rho}, u \right> (x) = \frac{d}{d\epsilon} \bigg|_{\epsilon=0} l \left( \sigma_{(J^1\rho(x),\sigma(x))}^h (\epsilon) \right),$$

$$= \frac{1}{2} \text{sign}(h) \sqrt{|h|} \frac{d}{d\epsilon} \bigg|_{\epsilon=0} \tilde{\mathcal{R}}$$

where

$$\tilde{\mathcal{R}} = \text{tr} \left( \left[ (\bar{\sigma}_{(J^1\rho(x),\sigma(x))})^h g_{\text{Ad}Q(r)} (0) \right]^{-1} \left[ (\bar{\sigma}_{(J^1\rho(x),\sigma(x))})^h g_{\text{Ad}Q(r)} (\epsilon) \right] \right).$$

Note that the first factor in the trace is evaluated at $\epsilon = 0$ before the derivative is taken. Since $\tilde{\nabla}_\epsilon \sigma_{(J^1\rho(x),\sigma(x))}^h = 0$ by definition, $\tilde{\mathcal{R}} \in \sigma^* \mathcal{F} (\Sigma)$. Therefore introducing $\mathcal{R} \in \mathcal{F} (\Sigma)$ such that $\sigma^* \mathcal{R} = \tilde{\mathcal{R}}$ gives

$$\frac{d}{d\epsilon} \bigg|_{\epsilon=0} \tilde{\mathcal{R}} = u \bigwedge d^M \mathcal{R}. \quad (5.6)$$

This leads to the formula

$$\left< \frac{\delta l}{\delta \rho}, u \right> = \frac{1}{2} \text{sign}(h) \sqrt{|h|} u \bigwedge d^M \mathcal{R}.$$

All the functional derivatives collected together read

$$\begin{align*}
\frac{\delta l}{\delta \bar{\sigma}} &= \text{sign}(h) \sqrt{|h|} (\bar{\sigma}^* g_{\text{Ad}Q})^{-1} [\sigma, \bar{\sigma}^* (\mathbb{I} A)]_G =: \Pi \\
\frac{\delta l}{\delta j^1\rho} &= \text{sign}(h) \sqrt{|h|} (r^* g_M)^{-1} g_M (r) (Tr, \cdot) =: P \quad (5.7) \\
\frac{\delta l}{\delta \rho} &= \frac{1}{2} \text{sign}(h) \sqrt{|h|} d^M \mathcal{R},
\end{align*}$$

where $\mathbb{I} : Q \times \mathfrak{g} \rightarrow \mathfrak{g}^*$ is defined by

$$\langle \mathbb{I}(q) \xi, \eta \rangle := g(\xi_Q(q), \eta_Q(q)) = g_{\text{Ad} P} (\mathbb{I} [q, \xi]_\mathfrak{g}, [q, \eta]_\mathfrak{g}).$$
Now, restricting attention to a local neighborhood $U \subset X$ consider $\sigma$ as a local section of the principal bundle $P^\rho$ over $U$. Using capital letters for $g$ coordinates which are raised and lowered by $I$, lower case letters for $X$ coordinates raised and lowered by $h$ and greek letters for $M$ coordinates raised and lowered by $g_M$ results in the following local representations:

\[
\begin{cases}
  \frac{\delta l}{\delta \sigma} = C \left[ \sigma, (\sigma^* A)^i_j \right]_G \cong C (\sigma^* A)^i_j =: \Pi_j \\
  \frac{\delta l}{\delta \gamma} = C r^i \alpha =: P^i \alpha \\
  \frac{\delta l}{\delta \rho} = \frac{1}{2C} \Pi^K_i \Pi^j_K (\Pi_i^j \Pi_j^i)_{\alpha},
\end{cases}
\] (5.8)

where $C := \text{sign}(h) \sqrt{|h|}$.

The Lagrange-Poincaré equations read

\[
\begin{align*}
  \text{div}^M P &= \frac{C}{2} \text{tr} \left( (\bar{\sigma}^* g_{AdQ})^{-1} d^M (\bar{\sigma}^* g_{AdQ}) \right) - \left\langle \bar{\Pi}, i_{\gamma^\alpha} \bar{B} \right\rangle \\
  \text{div}^A \bar{\Pi} - \text{ad}^\alpha \bar{\Pi} &= 0,
\end{align*}
\] (5.9)

where $\bar{B}$ is the reduced curvature form associated to the connection $A$. Equations (5.9) can be written in the local coordinates as

\[
\begin{cases}
  \bar{\nabla}^M P^i \alpha = \frac{1}{2C} (\Pi^J \Pi_J^i)_{\alpha} + \Pi^J B^I_{\alpha \beta} \Pi^I_{\beta} \\
  \frac{\partial \Pi^i_J}{\partial x^i} = 0,
\end{cases}
\] (5.10)

where $B^I_{\alpha \beta}$ is the local representation of the curvature form $B$ associated to $A$. The right hand side of the first of equations (5.10) measures the deviation of $r$ being a minimal immersion in $M = Q/G$ whilst the second of equations (5.10) is Noether’s Theorem.

For reconstruction, consider the form $\omega^\sigma$ defined by equation (3.29). The curvature relation (3.27) is given in coordinate-free form as

\[
B - d^A \omega^\sigma - \frac{1}{2} \omega^\sigma \wedge \omega^\sigma = 0,
\]

which is expressed in local coordinates by

\[
B^I_{\alpha \beta} = (\omega^\sigma)^I_{\alpha, \beta} - \frac{1}{C} c^J_{K\alpha} \Pi^K_{\beta} (\omega^\sigma)^M - (\omega^\sigma)^J_{\beta, \alpha} + \frac{1}{C} c^I_{K\beta} \Pi^K_{\alpha} (\omega^\sigma)^M + c^I_{K\alpha} (\omega^\sigma)^K_{\beta} (\omega^\sigma)^M
\] (5.11)

where $c^I_{K\alpha}$ are the structure constants for $g$. The Reconstruction Theorem 3.6 states that if one can solve equations (5.10) and (5.11) then there exists a unique solution of (3.31) which is also a solution of (5.3).

The degree of geometric content in equations (5.9)-(5.11) indicates why the problem of minimal immersions has fascinated mathematicians and other scientists for so long. One may expect that further investigations of this problem will continue to produce rich mathematical results.
5.2 Metamorphosis image dynamics

The metamorphosis framework is an interesting approach to the control theory problem of how best to match one image to another, particularly when the image possess attributes such as color, or some other representation of physical data. This problem has applications in medical imaging where clinicians seek the best available tools to perform surgery in a non-invasive manner. The metamorphosis approach to this problem was formulated in Holm et al. [2008]. This approach can be cast into the bundle picture as follows.

Let \( \mathcal{N} \) be a manifold of deformable objects (i.e. possible images) on a manifold \( Q \). For example, \( \mathcal{N} = \text{Emb} (M, Q) \), the embeddings of a manifold \( M \), into \( Q \), or \( \mathcal{N} = \text{Imm} (M, Q) \), the immersions of \( M \) into \( Q \). Suppose that the diffeomorphism group \( \mathcal{G} := \text{Diff}(Q) \) of \( Q \) acts on \( \mathcal{N} \) and consider the trivial fiber bundle \( P = \mathbb{R} \times (\mathcal{N} \times \mathcal{G}) \rightarrow \mathbb{R} \) on which the diffeomorphism group acts on the right by the action

\[
(t, \eta, g)h := (t, h^{-1} \circ \eta, h \circ \eta).
\]

The projection is given by

\[
\pi_{\Sigma,P} : \mathbb{R} \times (\mathcal{N} \times \mathcal{G}) \rightarrow \Sigma := \mathbb{R} \times \mathcal{N}, \quad \pi_{\Sigma,P}(t, \eta, g) = (t, g \circ \eta) =: (t, n).
\]

In the context of metamorphosis, \( \eta \) is called the template, \( g \) the deformation and \( n = g \circ \eta \) the image. Note that \( X = \mathbb{R} \) and this is an example of classical Lagrangian reduction (see particular case iv above), for a given Lagrangian \( L : \mathbb{R} \times TN \times T\mathcal{G} \rightarrow \mathbb{R} \). In the context of metamorphosis, the Lagrangian does not depend on time and is given by

\[
L(g, g', \eta, \eta') = \frac{1}{2} \|g'\|_G^2 + \frac{1}{2\tau^2} \|Tg \circ \eta\|_\mathcal{N}^2
\]

(5.12)

where \( \tau \in \mathbb{R} \) is a parameter, \( \|\cdot\|_G \) denotes a \( \mathcal{G} \)-invariant metric on \( T\mathcal{G} \), and \( \|\cdot\|_\mathcal{N} \) denotes a metric on \( TN \).

The Lagrangian in this context is interpreted as the cost of using the controls and the aim is to minimize

\[
S = \int_0^1 L(\eta, \dot{\eta}, g, \dot{g}) \, dt,
\]

where the initial image \( n_0 = g_0 \circ \eta_0 \) and the final image \( n_1 = g_1 \circ \eta_1 \) are given.

The convective velocity

\[
\mathcal{A}(v_t, v_\eta, v_g) = g^{-1}v_g
\]

(5.13)

provides a suitable connection form. Applying (2.9) yields

\[
\beta_A [[(t, \eta_t, g_t, \dot{\eta}_t, \dot{g}_t)], \mathcal{G}] = \left( T\pi_{X,P}(t, \eta_t, g_t, \dot{\eta}_t, \dot{g}_t), [((t, \eta_t, g_t), \mathcal{A}(t, \eta_t, g_t, \dot{\eta}_t, \dot{g}_t)]_{\mathcal{G}} \right)
\]

\[
= (t, n_t, \dot{n}_t, u_t)
\]

where \( u_t = \dot{g}_t \circ g_t^{-1} \), \( n_t = g_t \circ \eta_t \), and \( \mathfrak{g} = \mathfrak{X}(Q) \) is the Lie algebra of the diffeomorphism group \( \mathcal{G} \). Note that the time derivative of \( n_t \) is given by the formula \( \dot{n}_t = u_t \circ n_t + Tg_t \circ \dot{\eta}_t \).
Denoting the reduced Lagrangian associated to $L$ by $l = l(t, n, \dot{n}, u) : \mathbb{R} \times T\mathcal{N} \times \mathfrak{g} \to \mathbb{R}$ the Lagrange-Poincaré equations in this case read

$$\begin{cases}
\partial_t \frac{\delta l}{\delta u_t} + \mathcal{L}_w \frac{\delta l}{\delta u_t} = 0, \\
\frac{D\nabla}{Dt} \frac{\delta l}{\delta n_t} - \frac{\delta l}{\delta n_t} = 0,
\end{cases} \tag{5.14}$$

where $\nabla$ is a torsion free covariant derivative on $\mathcal{N}$ and the fact that the group action is a right action is carefully noted. The reduced Lagrangian associated with $L$ in (5.12) reads

$$l(n, \dot{n}, u) = \frac{1}{2} \|u\|_g^2 + \frac{1}{2\tau^2} \|\dot{n} - u \circ n\|^2.$$ 

Equations (5.14) are equivalent to those in Holm et al. [2008]; but they are simpler in form and expressed in different variables. In these variables, equations (5.14) have split into horizontal and vertical parts with respect to the flat connection (5.13), thereby resulting in their zero right-hand sides.

### 5.3 Covariant formulation of metamorphosis image dynamics

Metamorphosis image dynamics for immersions may be placed into a covariant setting. This is achieved by replacing $X = \mathbb{R}$ by $X = \mathbb{R} \times M$ and $\text{Imm}(M, Q)$ by $Q$, and by considering the trivial fiber bundle

$$\pi_{\Sigma,P} : P = X \times (Q \times \mathfrak{g}) \to \Sigma = X \times Q, \quad (x, q, g) \mapsto (x, g(q)) =: (x, n).$$

Now, let the diffeomorphism group $\mathcal{G} = \text{Diff}(Q)$ act on $P$ by the right action

$$(x, q, g)h = (x, h^{-1}(q), g \circ h),$$

and obtain the principal bundle

$$\pi_{\Sigma,P} : P = X \times (Q \times \mathcal{G}) \to \Sigma = X \times Q, \quad (x, q, g) \mapsto (x, g(q)) =: (x, n).$$

In this framework, templates and deformations are sections of $\pi_{X,P}$ where the deformation is further specified to be independent of the variable $m \in M$. Concretely, for $\sigma \in \Gamma (\pi_{X,P})$,

$$\sigma(t, m) = (t, m, \eta(t, m), g(t, m)), \quad \forall m \in M.$$

where $\eta : X \to Q$ and $g : X \to \mathcal{G} = \text{Diff}(Q)$.

The restrictions required to mimic the classical metamorphosis are:

$$\eta_t \coloneqq \eta(t, \cdot) \in \text{Imm}(M, Q) \quad \text{and} \quad g(t, m) = g(t, m_2), \quad \forall m \in M. \tag{5.15}$$

For the first restriction no constraint is necessary since our the requirement is that

$$\text{rank} (T^M \eta_t) = \text{dim} M, \quad \forall t \in \mathbb{R}. \tag{5.16}$$
where \( T^M \eta : TM \to TQ \) denotes the tangent map of \( \eta \), the variable \( t \) being considered as a parameter.

The first condition in (5.15) formally defines an open subset of the space of curves with values in the manifold \( \mathcal{F}(M, Q) \) of smooth maps from \( M \) into \( Q \). To see this, recall that the space \( \text{Imm}(M, Q) \) of immersions is an open subset of \( \mathcal{F}(M, Q) \) and that \( \Gamma (\pi_X, \Sigma) \) may be identified with the space of curves in \( \mathcal{F}(M, Q) \).

The second condition in (5.15) is enforced by a Lagrange multiplier. Consequently, the new Lagrangian reads:

\[
\tilde{L} \left( j^1 \sigma, \lambda \right) = L \left( j^1 \sigma \right) - \left\langle \lambda, (T^M g) \circ g^{-1} \right\rangle,
\]

where the Lagrange multiplier is a section

\[
\lambda \in \Gamma (\pi_{X,L(T^*M,g^*)}), \quad \text{where} \quad g^* = \Omega^1(Q),
\]

and \( \left\langle \cdot, \cdot \right\rangle \) denotes the pairing between the spaces \( L(T^*M, g^*) \) and \( L(TM, g) \). Note that here \( T^M g \) denotes differentiation of the section dependence on \( M \), \textit{not} the argument of the diffeomorphism in \( Q \).

One creates analogous Lagrangians as before, where now the spatial derivatives of \( \eta \) are considered to be independent variables in the theory. That is,

\[
\dot{j}^1 \sigma = (x, \eta, g, \dot{\eta} dt + T^M \eta, \dot{g} dt + T^M g).
\]

An example of a possible Lagrangian for metamorphosis is

\[
L (g, \dot{g}, T^M g, \eta, \dot{\eta}, T^M \eta) = \frac{1}{2} \| \dot{g} \|^2_Q + \frac{1}{2\tau^2} \| Tg(\dot{\eta}) \|^2_Q + \frac{1}{2\kappa^2} \| Tg \cdot T^M \eta \|^2_L,
\]

where \( \| \cdot \|_Q \) is norm associated to a metric on \( Q \) and \( \| \cdot \|_Q \) is associated to a vector bundle metric on \( L(TM, TQ) \). Note that in the previous formula the Lagrangian is interpreted as being defined on an arbitrary element of the first jet bundle \( J^1P \) and not necessarily on the first jet extension of a section. Therefore, \( \dot{\eta} \) denotes an arbitrary element in \( T\eta Q \) and \( T^M \eta \) is an arbitrary element in \( L(TmM, T\eta Q) \).

A diffeomorphism \( h \in \mathcal{G} \) acts on the first jet extension \( j^1 \sigma \), as follows:

\[
(x, \eta, g, \dot{\eta} dt + T^M \eta, \dot{g} dt + T^M g) \mapsto (x, h^{-1} \circ \eta, g \circ h, Th^{-1} \circ (\dot{\eta} dt + T^M \eta), (\dot{g} dt + T^M g) \circ h);
\]

thus the Lagrangian \( L \) is \( \mathcal{G} \)-invariant.

Fixing the connection \( \mathcal{A}(v_x, v_q, v_g) = g^{-1} v_g \) and writing \( (t, m) = x \) yields

\[
\sigma(x) = [\sigma(x), \sigma^* \mathcal{A}]_{x(Q)} = \left[ (x, \eta(x), g_x), g_x^{-1}(\dot{g}_x + T^M g_x) \right]_{x(Q)}
\]

\[
= (x, n(x), g_x g_x^{-1} dt + (T^M g_x) \circ g_x^{-1}),
\]

where \( n(x) = g_x(\eta(x)) \) which is the same definition of \( n \) as in §5.2. The Lagrange-Poincaré equations can now be written in the convective representation from §4.1 as

\[
\begin{align*}
\partial_t \frac{\delta l}{\delta u_t} + \text{div}^M \left( \frac{\delta l}{\delta (T^M g) \circ g^{-1}} - \lambda \right) + L_u \frac{\delta l}{\delta u_t} &= 0, \\
\text{div}^Q \left( \frac{\delta l}{\delta j^1 n} \right) - \frac{\delta l}{\delta n} &= 0, \\
(T^M g) \circ g^{-1} &= 0.
\end{align*}
\]
Seeking a solution with

\[ \lambda = \frac{\delta l}{\delta (T^M g) \circ g^{-1}} \]

yields the equations

\[
\begin{align*}
\partial_t \frac{\delta l}{\delta u_t} + \mathcal{L}_{u_t} \frac{\delta l}{\delta u_t} &= 0, \\
\text{div}^Q \left( \frac{\delta l}{\delta j^1 n} \right) - \frac{\delta l}{\delta n} &= 0.
\end{align*}
\]

(5.17)

Note that the first equation above is identical to the first equation in (5.14) whilst the second equation (5.17) is a covariant analogue of the second equation in (5.14).

This covariant formulation takes the problem from classical Lagrangian reduction (as in particular case \textbf{iv}), to a covariant problem that does not fall into any of the particular examples.

One of the potential advantages of such a transformation would be to apply multisymplectic integrators. The infinite-dimensional approach introduces special dependence on the time variable and is formulated on an infinite-dimensional manifold. The covariant formulation, on the other hand, takes advantage of exchange symmetry \( t \leftrightarrow m_j \) for any component \( m_j \) of \( m \) to formulate the problem in a multisymplectic fashion. If there is no coupling in the Lagrangian between the fibers of \( \text{Ad} \mathcal{P} \) and \( J^1 \Sigma \), then the multisymplectic problem is posed on a finite dimensional manifold.

### 6 Conclusion and future directions

This paper has presented a framework for Lagrange-Poincaré reduction that unifies the approaches taken in the particular cases \textbf{i} - \textbf{iv} and extends the Lagrange-Poincaré theory beyond the scope of those cases. On one hand, the work of Castrillón-López et al. [2000] and Castrillón-López & Ratiu [2003] has been extended to apply to the general fiber bundle case. On the other hand, the classical Lagrange-Poincaré theory developed in Cendra et al. [1998] and Cendra et al. [2001] has been extended to the field theoretic setting.

Two surprising results have appeared that concern the integrability conditions associated with both reconstruction and the convective representation of the dynamics. First, the requirement of an additional condition for reconstruction first observed in Castrillón-López & Ratiu [2003] was found also to occur here, even though less geometric structure is present. Second, the convective representation may not always exist for an arbitrary problem. This observation highlights the importance of the geometric tools used in formulating the framework. Even though the convective representation may not exist, the general \( \text{Ad} \mathcal{P} \)-valued objects do exist and they can be used either to study the dynamics or to find an alternative representation.

Also note the large range in applications: the examples given here range from the classical Skyrme model in physics to molecular strand dynamics in biology, from metamorphosis image dynamics in computer science and control theory to the isoperimetric problem in mathematics. This range of examples is compelling and an accurate reflection of the unifying power of the framework developed.
The covariant metamorphosis example in §5.3 has revealed an interesting property of the Lagrange-Poincaré theory. Namely, the covariant expression of existing classical Lagrange-Poincaré problems in the present framework produces a geometric reformulation of the problem. Further investigation into this process of geometric reformulation could lead, for example, to new applications of multisymplectic integrators.

Finally, the Kelvin-Noether Theorem has been extended to the Lagrange-Poincaré field setting. This extension is two-fold. Firstly, the Kelvin-Noether theorem is usually stated for Euler-Poincaré systems where there is no shape space, the Theorem now to applies to Lagrange-Poincaré systems where a shape space is present. Secondly, the Kelvin-Noether Theorem now extends from the classical context to the covariant context. This result is particularly important, since it constitutes a major tool for gaining qualitative information about any problem formulated within the scope of the Lagrange-Poincaré field framework.
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