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Abstract

This paper investigates the impact of using Multi-Task Learning (MTL) to predict mood changes over time for each individual (social media user). The presented models were developed as a part of the Computational Linguistics and Clinical Psychology (CLPsych) 2022 shared task. Given the limited number of Reddit social media users, as well as their posts, we decided to experiment with different multi-task learning architectures to identify to what extent knowledge can be shared among similar tasks. Due to class imbalance at both post and user levels and to accommodate task alignment, we randomly sampled an equal number of instances from the respective classes and performed ensemble learning to reduce prediction variance. Faced with several constraints, we managed to produce competitive results that could provide insights into the use of multi-task learning to identify mood changes over time and suicide ideation risk.

1 Introduction

For many countries, suicide has been a formidable challenge, where 1.3% of world deaths in 2019 were due to suicides. Of the committed suicides, most of them were by individuals before reaching their fifties and in countries with low to middle income (World Health Organization, 2021). Considering these factors, it is of utmost importance for any institution responsible for the mental health of the population to early detect users susceptible to suicide ideation and mental disorders. In recent years, social media has become an integral part of the everyday life of many. According to Schimmele et al. (2021), more than 25% of users aged between 15 and 64 have shared their personal information (e.g., pictures, videos, text-based posts) publicly. This data rich with personal information opens the pathway for many research opportunities.

The importance of using social media data to detect users susceptible to suicide ideation (MacA-vaney et al., 2021; Zirikly et al., 2019) and mental disorders (Coppersmith et al., 2015b; Milne et al., 2016) was demonstrated throughout the CLPsych workshop series. When analyzing research, including publications in the CLPsych workshop series, we could see that in comparison to traditional machine learning methods (Cohan et al., 2016; Coppersmith et al., 2015a; Jamil et al., 2017; Schwartz et al., 2014), recent research has focused more on using deep learning architectures (Husseini Orabi et al., 2018; Kshirsagar et al., 2017; Mohammadi et al., 2019) that considerably reduce the time and effort required for feature engineering. However, researchers have continued using traditional machine learning methods to predict individuals susceptible to mental disorders and suicide ideation, which could be due to the lack of large sets of annotated data (e.g., Hauser et al. (2019) or to the requirement of explainability (e.g., Saha et al. (2022)).

In this paper, we describe the experiments conducted using deep learning methods, specifically with multi-task learning, to predict a user’s mood change over time (i.e., either a switch or an escalation in the mood) and also the suicide ideation risk level where a selected user can be categorized into one of the following risk categories: low, moderate, or severe. The main reason for selecting multi-task learning is to leverage its capabilities of sharing knowledge between related but different tasks that could potentially alleviate the negative impact of having a small number of training instances. For example, we identified the negative impact of having a limited number of data points during model training, specifically when using deep learning architectures where different regularization methods were used to reduce model overfitting and increase the model’s generalizability. When predicting suicide ideation risk level, we used an additional dataset from Cohan et al. (2018), named the Self-Reported Mental Health Diagnoses (SMHD) dataset, which
consists of users who have self-declared mental disorders. Similar to Gamaarachchige (2021), which demonstrates the impact different mental disorders have on suicide ideation detection (i.e., whether an individual is susceptible to suicide ideation or not), we investigate the impact mental disorders have on different suicide ideation risk levels (i.e., low, moderate, or severe).

2 Task and Data

The CLPsych 2022 shared task consisted of two subtasks (Tsakalidis et al., 2022a). The first task was to identify a user’s mood change over time (Tsakalidis et al., 2022b), and the second task was to predict the level of suicidality risk for an individual (Shing et al., 2018; Zirikly et al., 2019). Then, when predicting the suicidality risk, the participants were encouraged to discover if there is any relationship between the mood change over time and the risk of suicidality. The dataset provided to the task participants consisted of users and their posts extracted from the Reddit social media platform. Apart from 3,089 posts distributed across 139 timelines posted by 83 users, the rest of the users were sampled from the University of Maryland Reddit Suicidality Dataset (Shing et al., 2018; Zirikly et al., 2019) and the eRisk dataset (Losada and Crestani, 2016; Losada et al., 2020). The combined dataset statistics are shown in table 1.

| # Timelines | Users | Posts |
|-------------|-------|-------|
| 204         | 149   | 5,063 |

Table 1: CLPsych 2022 training data.

For both tasks, we combined the text fields “title” and “content”, and after several preliminary preprocessing steps, we identified 5,143 posts where the majority of the posts were categorized as “None”. The distribution of the classes in the training dataset is shown in table 2, for Task A.

| Label     | Count | Percentage |
|-----------|-------|------------|
| None (O)  | 4,043 | 79%        |
| Escalation (IE) | 773 | 15%        |
| Switch (IS) | 327  | 6%         |

Table 2: Post-level class distribution.

For “Task B”, we grouped all the posts per user and trained our proposed deep learning model on a dataset that contained 127 users distributed among three classes as shown in table 3.

| Label (risk level) | Count | Percentage |
|-------------------|-------|------------|
| Low               | 11    | 9%         |
| Moderate          | 55    | 43%        |
| Severe            | 61    | 48%        |

Table 3: Suicide ideation risk level class distribution.

A considerable class imbalance can be identified when analyzing the class distribution for both tasks. Such imbalance could adversely impact model training and its generalizability, which we will discuss more in the following sections.

For “Task B” only, we used an external dataset from Cohan et al. (2018), that contains users who have self-declared single or multiple mental disorders. Based on the conclusions derived by Gamaarachchige (2021), we sampled users who have self-declared Post-Traumatic Stress Disorder (PTSD), Anxiety, and Bipolar Disorder as the input for the mental illness detection task within the MTL environment. However, we did not include any users who have self-declared other mental illnesses due to time constraints.

Macro-averaged precision, recall, and F1-score were used as evaluation metrics at the post, timeline, and coverage levels.

To generalize and reduce input noise, we performed the following preprocessing steps: lowercased the texts, kept only a selected set of stop words, removed most of the non-alphanumeric characters, removed numbers and URLs, and expanded contractions.

3 Methodology

As mentioned before, we based our experiments on multi-task learning and specifically an architecture using a combination of soft and hard parameter sharing. Multi-task learning allows related tasks to share representations (Caruana, 1997), and based on how parameters are being shared, can be categorized into two types of architectures, which are hard parameter sharing and soft parameter sharing (Ruder, 2017). Each task will share model weights in hard parameter sharing, and features unique to individual tasks will be extracted through the task-specific layers. Even though model weights are not shared between layers in soft parameter sharing, the parameters are regularized between the layers to discover similarities. We used a custom loss...
function that combines "categorical cross-entropy", "mean squared error", and "cosine similarity" to regularize layer weights.

When using MTL for “Task A” (i.e., according to figure 1), the two tasks were to predict whether the post is a “Switch” or “None” (i.e., “IS” or “O”) or whether it is an “Escalation” or “None” (i.e., “IE” or “O”). To prepare the training and validation input for each task, we sampled an equal number of instances from each class where the number of instances to sample is based on the minority class. Selecting an equal number of instances for each class made it possible to align the tasks so that similar tasks could potentially share a common feature space. We kept aside a sample with a class distribution to be the same as the original dataset for testing.

For “Task A”, the task-specific layers consist of a multi-channel Convolutional Neural Network (CNN) (Kim, 2014) where each channel was responsible for filtering features constituting bigrams and trigrams. To reduce the number of learnable parameters, the output from the CNN layers was further transformed using Global Maximum Pooling and then sent through a feedforward neural network. The output from each channel was then merged to form vectors that represent the task-specific features. These vectors were submitted to a loss function to regularize the network weights further. The merged outputs from each task-specific layer were concatenated to form the shared representation where each task will learn from a common feature space. It was identified that the model started to overfit the training data within a few epochs and consequently generated poor results during inference. To overcome model overfitting, we used several regularization techniques such as dropout (Srivastava et al., 2014) (i.e., a probability of 0.4 for “Task A” and 0.2 for “Task B”) and L1 and L2 regularization to penalize larger weights in the multi-channel CNN. Further experiments discovered that making the model more or less complex reduced prediction accuracies due to either overfitting or underfitting, respectively.

We adopted an ensemble learning approach to reduce the variance in the results, which could be due to noise and random sampling. Model training and evaluation were done on three stratified training and validation splits where the final output is generated using an ensemble strategy on the combined predictions. We used the model averaging ensemble (Brownlee, 2018) strategy to generate the output.

For “Task B”, we used the same methods as for “Task A”, except that we used an additional dataset to enhance the shared feature space between users susceptible to suicide ideation and mental disorders. Therefore, we selected a random sample of users similar to the number of users in the suicide ideation detection dataset. For example, to extract shared hidden features between users with severe suicide ideation risk and PTSD, we randomly selected 61 users who have self-declared PTSD from the SMHD dataset. The number of users is identified from the training dataset, where 61 users are categorized with severe suicide ideation risk.

The output of the suicide ideation detection task predicts three classes, that is, whether the user has a “Low”, “Moderate”, or “Severe” suicide ideation risk. For the second task, we conducted experiments using a different combination of mental disorders by predicting whether a given user has PTSD, Anxiety, or Bipolar Disorder. The final predictions are based on a model where users with “Moderate” and “Severe” suicide risks were aligned (i.e., sharing a common feature space) with users who have self-declared PTSD, and users with “Low” risk were aligned with users who have self-declared anxiety.

We used randomly initialized and trainable embedding layers with a dimension of 300 units for both subtasks. For task-specific layers, we used Rectified Linear Unit (ReLU) (2010) activation function and Adam optimizer (2015) with a learning rate 0.001 to update network weights.

4 Experiments and Results
We trained our models for fifteen epochs and reduced the learning rate by a factor of 0.1 if the validation loss did not improve. If the validation loss did not continuously improve, we stopped training and returned the model weights that produced the minimum loss. For both tasks, we trained our models using a mini-batch of size 16. Finally, we selected the label with the highest probability from the output generated using the model averaging ensemble.

We submitted three results for “Task A” and one for “Task B”. The difference between our two submissions, “uOttawa-AI(2)” and “uOttawa-AI(3)”, is based on regularization, where with more optimized regularization hyperparameters (i.e., on the
Figure 1: The Proposed multi-task learning architecture with hard and soft parameter sharing. The mentioned architecture is used mainly for “Task A”. For “Task B”, instead of IE/O and IS/O, we use suicide ideation risk levels as one output and the selected mental disorders as the second (i.e., PTSD/Anxiety).

submission uOttawa-AI(2)), we managed to train our model for more epochs and as a result produced a more generalized model. The “uOttawa-AI(1)” submission results are from a model with fewer learnable parameters.

Our results, compared to a majority class baseline and two preliminary experiments conducted by the task organizers (Tsakalidis et al., 2022b), are mentioned in tables 4, 5, 6, and 7. The results are macro averaged at the post level, window-based, and coverage-based (please refer Tsakalidis et al. (2022a) for more details on the evaluation metrics).

|            | Precision | Recall | F1  |
|------------|------------|--------|-----|
| uOttawa-AI(2) | 0.504      | 0.529  | 0.511|
| Majority   | nan        | 0.333  | 0.280|
| TFIDF      | 0.545      | 0.495  | 0.492|
| BERT       | 0.522      | 0.386  | 0.380|

Table 4: Post-level macro averaged results.

|            | Precision | Recall |
|------------|-----------|--------|
| uOttawa-AI(2) | 0.347      | 0.453  |
| Majority   | nan       | 0.141  |
| TFIDF      | 0.377     | 0.424  |
| BERT       | 0.260     | 0.204  |

Table 5: Coverage-based macro averaged results.

5 Discussion

When analyzing the results of “Task A”, we could see that our proposed architecture has produced competitive results when compared against the baseline and two of the preliminary experiments that use TF-IDF features with logistic regression and the BERT (Bidirectional Encoder Representations from Transformers) language model trained using the Talklife dataset (Tsakalidis et al., 2022b). We also identified that our submission “uOttawa-AI(2)” has produced better coverage and window-based (refer to table 6) predictions.

Even though the test results for the “Task B” model have produced better outcomes than the majority class baseline and the preliminary models trained by the task organizers (refer to table to 7, our model has not performed well in comparison to the best results. One of the critical reasons for the low results is class imbalance. During training, there were only 11 instances for the “Low” risk class compared to 55 and 61 for “Moderate” and “Severe” risk (refer to table 3). During inference, our model has not predicted “Low” risk labels but only “Moderate” and “Severe” labels. Another reason that we identified is the use of mental illness data as a complementary task. Even though the mental illness detection task has shared a common feature space with the suicide ideation detection task (i.e., suicide ideation or not) in Gamaarachchige (2021), when it comes to a more granular level (i.e., level of risk), mental ill-
Table 6: Window-based macro averaged results.

|                | Window 1 | Window 2 | Window 3 |
|----------------|----------|----------|----------|
|                | P        | R        | P        | R        | P        | R        |
| uOttawa-AI(2)  | 0.529    | 0.621    | 0.559    | 0.662    | 0.596    | 0.691    |
| Majority       | nan      | 0.333    | nan      | 0.333    | nan      | 0.333    |
| TFIDF          | 0.496    | 0.539    | 0.505    | 0.550    | 0.506    | 0.551    |
| BERT           | 0.582    | 0.392    | 0.608    | 0.405    | 0.608    | 0.405    |

Table 7: Task B macro averaged results.

|                | Precision | Recall | F1  |
|----------------|-----------|--------|-----|
| uOttawa-AI     | 0.329     | 0.365  | 0.344|
| Majority       | 0.156     | 0.333  | 0.212|
| TFIDF          | 0.302     | 0.338  | 0.295|

ness detection task has not managed to share features with suicide ideation risk levels. Even though we could not derive a conclusion on the suicide risk level and its correlation with a particular mental disorder, it could be assumed that more data representing different risk categories could derive a stronger relationship with certain mental disorders.

6 Conclusion and Future Work

We have investigated the applicability of multi-task learning to predict the change in mood of a social media user over time. With limited experiments, we managed to identify that MTL can be effectively applied to predict whether a post contains a mood shift, an escalation, or no change. Using different MTL architectures, which adopted different forms of parameter sharing strategies, it was identified that a combination of both the parameter sharing strategies (i.e., hard and soft parameter sharing) managed to produce better results. The main drawbacks we faced when using deep learning methods for classification are the class imbalance and the limited number of data points. For both tasks, we adopted a sampling strategy that facilitates task alignment. For “Task B”, we introduced a complementary task intending to enrich the hidden features space so that we could, to a certain extent, eliminate the negative impact of having a smaller dataset with class imbalance. When analyzing the prediction outcomes, we could assume that features shared by certain mental disorders are not sufficient to define a decision boundary over suicide ideation risk levels.

In future research, we will look into the possibilities of improving the prediction accuracies by making changes to the current architecture (e.g., by changing the constructs of task-specific and shared layers) and also by adding contextual (e.g., ELMo\(^1\) (Peters et al., 2018), BERT (Devlin et al., 2019)) and non-contextual embeddings (e.g., word2vec (Mikolov et al., 2013), fastText (Joulin et al., 2017)).
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