A NOTE ON THE REGULAR IDEALS OF LEAVITT PATH ALGEBRAS

DANIEL GONÇALVES AND DANILO ROYER

Abstract. We show that, for an arbitrary graph, a regular ideal of the associated Leavitt path algebra is also graded. As a consequence, for a row-finite graph, we obtain that the quotient of the associated Leavitt path by a regular ideal is again a Leavitt path algebra and that Condition (L) is preserved by quotients by regular ideals. Furthermore, we describe the vertex set of a regular ideal and make a comparison between the theory of regular ideals in Leavitt path algebras and in graph C*-algebras.

1. Introduction

Leavitt path algebras arose as algebraization of graph C*-algebras and are the subject of intense research. Although tempting, we refrain from presenting an exposition of the beginning and development of the field and refer the reader to the excellent works [1, 2].

Our interest in this note is to explore regular ideals (in the sense of Hamana, [16]) of Leavitt path algebras. We will see that the algebraic theory of regular ideals has resemblances with the theory of regular ideals in graph C*-algebras, as we show algebraic analogues of the results proved for graph C*-algebras by Brown, Fuller, Pitts, and Reznikoff in [8]. We will also describe some differences between the analytical and algebraic settings. In particular, we will prove that every regular ideal in a Leavitt path algebra is graded, while the equivalent statement is not true in general for graph C*-algebras, see Remark 3.12.

In the analytical setting, regular ideals of graph C*-algebras are connected with gauge-invariant ideals. The algebraic analogue of a gauge-invariant ideal is a Z-graded ideal (or simply called graded ideal). Graded ideals and structures play a key role in the theory of Leavitt path algebras. We mention a few examples, as [3], where the graded structure of Steinberg algebras is used to deduce that diagonal preserving ring isomorphism of Leavitt path algebras induces C*-isomorphism of C*-algebras for graphs that satisfy Condition (L), [4], where it is
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deduced that the lattice of order-ideals in the $K_0$-group of the Leavitt path algebra is isomorphic to the lattice of graded ideals of the algebra, \cite{17}, where graded irreducible representations of Leavitt path algebras are studied, \cite{18}, where it is shown that for a finite graph, graded regular graded self-injective Leavitt path algebras are of graded type I, \cite{12}, where a complete graphical characterization of strongly graded Leavitt path algebras is given, \cite{6}, where the graded uniqueness theorem is proved via socle theory, and \cite{5}, where it is shown that there is a natural isomorphism between the lattice of graded ideals of a Leavitt path algebras and the monoid of isomorphism classes of finitely generated projective modules.

Next, we provide a more detailed description of what we will prove in this note. After recalling the relevant preliminary concepts on Leavitt path algebra and graded ideals in Section 2, we start Section 3 with the definition of a regular ideal, see Definition 3.1. We then proceed to prove our main theorem, Theorem 3.3, from where we obtain, as an immediate Corollary, that all regular ideals in a Leavitt path algebra are graded, see Corollary 3.4. We describe the vertex set of a regular ideal in Proposition 3.7 and describe relations between regular ideals and cycles in a Leavitt path algebra in Proposition bijecao. We then proceed to study the Leavitt path algebra associated with a quotient graph: Given a Leavitt path algebra, it is known that its quotient by a graded ideal is again a Leavitt path algebra (of a different graph, see \cite[Theorem 2.4.15]{2}). This is the case, for example, of any quotient of an exchange Leavitt path algebra (that is, a Leavitt path algebra associated to a graph that satisfies Condition (K)), since for these algebras all of its ideals are graded (see \cite[Proposition 2.9.9]{2}). In Proposition 3.10 we show that, for row-finite graphs, Condition (L) is preserved by quotients by regular ideals, and show that, for graphs that are row-finite and satisfy Condition (L), the quotient of the associated algebra by a regular ideal is again a Leavitt path algebra. In Remark 3.12 we point to some differences between the analytical and algebraic theory and, finally, we finish the paper with some remarks about maximal regular ideals.

2. Preliminaries

In this section, we recall the key concepts that we will need in this note. We follow the notation in \cite{2} \cite{22}.

2.1. Leavitt path algebras. A graph $E := (E^0, E^1, r, s)$ consists of a countable set of vertices $E^0$, a countable set of edges $E^1$, and maps $r : E^1 \to E^0$ and $s : E^1 \to E^0$ identifying the range and source of each edge. A graph $E$ is row-finite if $s^{-1}(v)$ is finite for each vertex $v$. If $E$ is a graph, a nontrivial path is a sequence $\alpha := e_1e_2\ldots e_n$ of edges with $r(e_i) = s(e_{i+1})$ for $1 \leq i \leq n - 1$. We say the path $\alpha$ has
length $|\alpha| := n$, and we let $E^n$ denote the set of paths of length $n$. We consider the vertices in $E^0$ to be trivial paths of length zero. We also let $E^* := \bigcup_{n=0}^{\infty} E^n$ denote the paths of finite length. For a path $\alpha$, we let $\alpha^0 := \{r(e_i)\} \cup \{s(e_i)\}$ be the set of vertices in the path $\alpha$. A path $\alpha = e_1 \ldots e_n$ is a cycle if $r(e_n) = s(e_1)$ and $s(e_i) \neq s(e_j)$ for each $i \neq j$. An exit for $\alpha$ is an edge $e$ such that $s(e) = s(e_i)$ for some $i$, but $e \neq e_i$. A graph is said to satisfy Condition (L) if every cycle has an exit. The set $E^0_{\text{reg}}$ of regular vertices is the set of all the vertices $v$ such that $s^{-1}(v)$ is nonempty and finite. If $|s^{-1}(v)| = \infty$ then $v$ is called an infinite emitter. Let $H \subseteq E^0$. The set $H$ is hereditary if whenever $\alpha \in E^*$ satisfies $s(\alpha) \in H$, then $r(\alpha) \in H$. The set $H$ is saturated if for all $v \in E^0_{\text{reg}}$, $r(s^{-1}(v)) \subseteq H$ implies $v \in H$. A vertex $w$ is called a breaking vertex of $H$ if $w \in E^0 \setminus H$ is an infinite emitter and $1 \leq |s^{-1}(w) \cap r^{-1}(E^0 \setminus H)| < \infty$. We denote by $B_H$ the set of all the breaking vertices of $H$. For each $v \in B_H$ we define $v^H = v - \sum_{s(e) = v; r(e) \notin H} ee^*$.

The Leavitt path algebra associated with a graph is defined as follows:

**Definition 2.1.** Let $E$ be a directed graph, and let $K$ be a field. The Leavitt path algebra of $E$ with coefficients in $K$, denoted $L_K(E)$, is the universal $K$-algebra generated by a set $\{v : v \in E^0\}$ of pairwise orthogonal idempotents, together with a set $\{e, e^* : e \in E^1\}$ of elements satisfying

(i) $s(e)e = er(e) = e$ for all $e \in E^1$,
(ii) $r(e)e^* = e^*s(e) = e^*$ for all $e \in E^1$,
(iii) $e^*f = \delta_{e,f} r(e)$ for all $e, f \in E^1$,
(iv) $v = \sum_{\{e \in E^1 : s(e) = v\}} ee^*$ whenever $v \in E^0_{\text{reg}}$.

**Remark 2.2.** The Leavitt path algebra associated with a graph can also be constructed via partial skew group ring theory or via groupoid (Steinberg) algebras theory, see [10, 11, 13, 14, 21].

**Definition 2.3.** Let $E$ be a graph and $I$ be an ideal in the Leavitt path algebra $L_K(E)$. Define

$H(I) := \{v \in E^0 : v \in I\}$.

If $H \subseteq E^0$ is hereditary, then we denote by $I(H)$ the ideal in $L_K(E)$ generated by $H$, that is,

$$I(H) := \text{span}\{\gamma \lambda^* : \gamma, \lambda \in E^* \text{ and } r(\gamma) = r(\lambda) \in H\},$$

see [2] Lemma 2.4.1.

**Remark 2.4.** Notice that if $J$ is an ideal of $L_K(E)$ then $H(J)$ is hereditary and saturated, see [2, Lemma 2.4.3] and [13] Proposition 4.7.
In our work, we will use the following characterization of the ideals in $L_K(E)$.

**Proposition 2.5.** [20, Theorem 4] Let $E$ be an arbitrary graph and $I$ a nonzero ideal of $L_K(E)$. Let $H = H(I)$ and define $S = \{v \in B_H : v^H \in I\}$. Then $I$ is generated by $H \cup \{v^H : v \in S\} \cup Y$, where $Y$ is a set of mutually orthogonal elements of the form $u + \sum_{i=1}^{n} k_i g_i^r$ in which the following statements hold:

(i) $g$ is a cycle with no exits in $E^0 \setminus H$ based at a vertex $u \in E^0 \setminus H$;
(ii) $k_i \in K$ with at least one $k_i \neq 0$, and $r_i$ are positive integers.

If $I$ is nongraded, then $Y$ is nonempty.

2.2. **Z-graded ideals of $L_K(E)$**.

**Definition 2.6.** Let $R$ be a ring. We say that $R$ is $\mathbb{Z}$-graded if there is a collection of additive subgroups $\{R_n\}_{n \in \mathbb{Z}}$ of $R$ with the following two properties.

(i) $R = \bigoplus_{n \in \mathbb{Z}} R_n$.
(ii) $R_m R_n \subseteq R_{m+n}$ for all $m, n \in \mathbb{Z}$.

The subgroup $R_n$ is called the homogeneous component of $R$ of degree $n$, and the elements of $R_n$ are said to be homogeneous of degree $n$.

If $E$ is a graph, then we may define a $\mathbb{Z}$-grading on the associated Leavitt path algebra $L_K(E)$ by setting, for each $n \in \mathbb{Z}$,

$$L_K(E)_n := \text{span}_\mathbb{K} \{\alpha \beta^* : \alpha, \beta \in E^* \text{ and } |\alpha| - |\beta| = n\}.$$ 

We recall the definition of a graded ideal.

**Definition 2.7.** If $R$ is a $\mathbb{Z}$-graded ring, then a subspace (ideal) $I$ of $R$ is a $\mathbb{Z}$-graded subspace (ideal) (or just graded) if $I = \bigoplus_{n \in \mathbb{Z}} (I \cap R_n)$, or equivalently, if $y = \sum y_n \in I$ with each $y_n \in R_n$, then $y_n \in I$ for all $n$.

The following result gives a precise description of the graded ideals of a Leavitt path algebra in terms of subsets of $E^0$.

**Theorem 2.8.** [2, Theorem 2.5.9] Let $E$ be a row-finite graph. Then the map $J \mapsto H(J)$ is a lattice isomorphism between the graded ideals of $L_K(E)$ and the hereditary saturated subsets of $E^0$, with inverse $H \mapsto I(H)$.

From the above theorem, we get the following characterization of $I(H(J))$.

**Corollary 2.9.** [2, Lemma 2.8.9] Let $E$ be a graph and $J$ an ideal of $L_K(E)$. Then $I(H(J))$ is the largest graded ideal contained in $J$. 


Definition 2.10. [2, Definition 2.4.11] (The quotient graph by a hereditary subset) Let $E$ be an arbitrary graph, and let $H$ be a hereditary subset of $E^0$. We denote by $E/H$ the quotient graph of $E$ by $H$, defined as follows:

$$(E/H)^0 = E^0 \setminus H$$
$$\text{and } (E/H)^1 = \{e \in E^1 : r(e) \notin H\}.$$ 

The range and source functions for $E/H$ are defined by restricting the range and source functions of $E$ to $(E/H)$.

For any graph $E$ and ideal $J$ in $L_K(E)$, we get the subgraph $E/H(J)$ (notice that $H(J)$ is hereditary, by Remark 2.4). We then have the following.

Proposition 2.11. [2, Corollary 2.4.13] Let $J$ be a graded ideal of $L_K(E)$. Then $L_K(E)/J \simeq L_K(E/H(J))$.

The following result can be used to produce quotient graphs without Condition (L).

Proposition 2.12. Let $J$ be an ideal in $L_K(E)$. If the graph $E/H(J)$ satisfies Condition (L), then $J$ is graded.

Proof. The proof of this proposition is the same as the proof of [8, Proposition 2.6] and so we refrain from presenting it here. □

3. Regular ideals and quotients

Our first step in this section is to define regular ideals. Since the analytical notion does not depend on the norm, there is no change in the definition, which we recall below (as defined in [16], see also [8]).

Let $A$ be an algebra. For a subset $X \subseteq A$, we define $X^\perp$ to be the set

$$X^\perp = \{a \in A : ax = xa = 0 \text{ for all } x \in X\}.$$ 

Definition 3.1. (cf. [2, Definition 3.1]) We call an ideal $J \subseteq A$ a regular ideal if $J = J^\perp$.

Note that, as in the C*-algebra case, if $J$ is an ideal in $A$, then so is $J^\perp$. It also always holds that $J \subseteq (J^\perp)^\perp$ and $J^\perp = J^{\perp\perp\perp}$. So $J^\perp$ is always regular. Next, we show that for a graded ideal $J$ of a $\mathbb{Z}$-graded algebra, $J^\perp$ is also graded.

Lemma 3.2. Let $J$ be a graded ideal of a $\mathbb{Z}$-graded algebra. Then $J^\perp$ is a graded regular ideal.

Proof. Let $z = \sum_{n \in \mathbb{Z}} z_n \in J^\perp$. We need to prove that each $z_n \in J^\perp$. Let $x \in J$. Since $J$ is graded then $x = \sum x_n$, where each $x_n$ is homogeneous and $x_n \in J$. So it is enough to check that $z_n x_i = x_i z_n = 0$ for each $i, n$.

Since $z \in J^\perp$, and $x_i \in J$ for each fixed $i$, we have that

$$\sum_{n \in \mathbb{Z}} x_i z_n = x_i z = 0 = z x_i = \sum_{n \in \mathbb{Z}} z_n x_i,$$
and hence the \( \mathbb{Z} \)-grading of the algebra (and the fact that \( x_i \) is homogeneous) implies that \( z_n x_i = x_i z_n = 0 \) as desired. \( \Box \)

In the spirit of Lemma \( \ref{lem:2.3} \) we show below that for Leavitt path algebras, \( I^\perp \) is always \( \mathbb{Z} \)-graded, for each ideal \( I \).

**Theorem 3.3.** Let \( E \) be an arbitrary graph and let \( I \) be an ideal of \( L_K(E) \). Then \( I^\perp \) is \( \mathbb{Z} \)-graded.

**Proof.** The case \( I = 0 \) is trivial. Moreover, from Lemma \( \ref{lem:2.3} \) we get that if \( I \) is graded then \( I^\perp \) is graded. So, we may suppose that \( 0 \neq I \) and that \( I \) is non-graded. Let \( H = H(I) \), which, by Remark \( \ref{rem:2.4} \) is hereditary and saturated. It follows from Proposition \( \ref{prop:2.5} \) that \( I \) is generated by \( A = H \cup \{v^H : v \in S\} \cup Y \), with \( Y \) nonempty.

Define the subspace

\[
V = \{ z \in L_K(E) : za = 0 \ \forall a \in A \}.
\]

We show that \( V \) is \( \mathbb{Z} \)-graded, according to the \( \mathbb{Z} \)-grading of \( L_K(E) \). Let \( z \in V \) and decompose it in its homogeneous components, say \( z = \sum_{n \in F} z_n \)

where \( F \subseteq \mathbb{Z} \) is a finite set. Let \( a \in H \cup \{v^H : v \in S\} \). Then, \( 0 = za = \sum_{n \in F} z_n a \)

and, since \( a \) has degree 0 and \( L_K(E) \) is \( \mathbb{Z} \)-graded,

we obtain that \( z_n a = 0 \) for each \( n \in F \). Let \( u + \sum_i k_i g^r_i \in Y \) and define

\[
P = \{ n \in F : z_n u \neq 0 \} \quad \text{and} \quad Q = \{ n \in F : z_n u = 0 \}.
\]

Suppose that \( P \neq \emptyset \) and let \( n_0 \) be the minimum of \( P \). Since \( g \) is a cycle based on the vertex \( u \), we have that \( z_n (u + \sum_i k_i g^r_i) = 0 \) for each \( n \in Q \).

Hence,

\[
0 = z(u + \sum_i k_i g^r_i) = \sum_{n \in P} z_n (u + \sum_i k_i g^r_i) = \sum_{n \in P} z_n u + \sum_{n \in P} \sum_i z_n k_i g^r_i.
\]

Since \( L_K(E) \) is \( \mathbb{Z} \)-graded, we obtain that \( z_{n_0} u = 0 \), which is impossible, since \( n_0 \in P \). Then \( P = \emptyset \), and it follows that \( z_n u = 0 \) for each \( n \in F \), and so \( z_n (u + \sum_i k_i g^r_i) = 0 \) for each \( n \in F \). This shows that \( z_n x = 0 \)

for each \( x \in H \cup \{v^H : v \in S\} \cup Y \), and hence \( z_n \in V \) for each \( n \).

Therefore, \( V \) is a graded subspace of \( L_K(E) \).

Analogously, one shows that

\[
V' = \{ z \in L_K(E) : az = 0 \ \forall a \in A \}
\]

is a graded subspace of \( L_K(E) \).

Let

\[
W = \{ z \in L_K(E) : zxa = 0 \text{ for each } x \in L_K(E) \text{ and } a \in A \}.
\]

We show that \( W \) is a \( \mathbb{Z} \)-graded subspace. First, notice that \( z \in W \) if, and only if, \( zxa = 0 \) for each homogeneous element \( x \in L_K(E) \) and each \( a \in A \). Let \( z \in W \) and decompose it in homogeneous components, say \( z = \sum_{n \in F'} z_n \) where \( F' \) is a finite subset of \( \mathbb{Z} \). Then, for each homogeneous
element $x$ of $L_K(E)$, we get that $zx = \sum_{n \in F'} z_n x \in V$. Since $V$ is graded, we obtain that $z_n x \in V$, and so $z_n xa = 0$ for each $a \in A$. Therefore, $z_n \in W$ for each $n \in F'$ and hence $W$ is graded.

Analogously, one proves that

$$ W' = \{ z \in L_K(E) : axz = 0 \text{ for each } x \in L_K(E) \text{ and } a \in A \} $$

is graded.

Finally, notice that

$$ I^\perp = V \cap V' \cap W \cap W' $$

which implies, since $V, V', W, W'$ are all graded, that $I^\perp$ is graded. □

As a consequence of the previous theorem, we obtain that all regular ideals in $L_K(E)$ are graded. This is different from the analytical setting (see Proposition 3.7 in [8] and Remark 3.12).

**Corollary 3.4.** Let $E$ be an arbitrary graph and $I$ a regular ideal of $L_K(E)$. Then $I$ is $\mathbb{Z}$-graded.

**Proof.** Let $I$ be an ideal of $L_K(E)$. Since $I^\perp$ is also an ideal, by Theorem 3.3, $I^{\perp\perp}$ is graded. Hence, $I = I^{\perp\perp}$ is graded. □

Our next goal is to describe the vertex set of a regular ideal. For this, we need the following definitions.

**Definition 3.5.** For an ideal $I$ of $L_K(E)$, we define $\overline{H}(I) \subseteq E^0$ as

$$ \overline{H}(I) := \{ s(\alpha) : \alpha \in E^* \text{ and } r(\alpha) \in H(I) \}. $$

The set $\overline{H}(I)$ should be thought of as some kind of “closure” of the set $H(I)$. In particular notice that it always hold that $H(I) \subseteq \overline{H}(I)$.

**Definition 3.6.** Let $E$ be a graph and $v \in E^0$. The tree of $v$, denoted $T(v)$, is the set

$$ T(v) := \{ r(\alpha) : \alpha \in E^*, s(\alpha) = v \}. $$

**Proposition 3.7.** (cf. [9, Proposition 3.2]) Let $E$ be a row-finite directed graph and $J \subseteq L_K(E)$ be a graded ideal. Then

(i) $J^\perp = I(E^0 \setminus \overline{H}(J))$;
(ii) $J^{\perp\perp} = I(\{w \in E^0 : T(w) \subseteq \overline{H}(J)\})$;
(iii) $J$ is regular if and only if $H(J) = \{w \in E^0 : T(w) \subseteq \overline{H}(J)\}$.

**Proof.** By Lemma 3.2, $J^\perp$ is graded. Hence by Theorem 2.8 $J^\perp = I(H(J^\perp))$. Thus, to prove (i), it suffices to prove that $H(J^\perp) = E^0 \setminus \overline{H}(J)$. This is done similarly to what is done to prove the item (i) in [8] Proposition 3.4. We include the proof for completeness.

First we prove that $H(J^\perp) \subseteq E^0 \setminus \overline{H}(J)$. Let $v \in H(J^\perp)$ (so $v \in J^\perp$). If $v \in \overline{H}(J)$ then there exists $\alpha \in E^*$ such that $v = s(\alpha)$ and $r(\alpha) \in H(J)$. But then $\alpha \in J$, since $I(H(J)) = J$ (by Theorem 2.8).
and $\alpha$ belongs to the ideal generated by $H(J)$. Hence $w\alpha = \alpha \neq 0$, a contradiction, since $v \in J^\perp$ and $\alpha \in J$.

For the converse inclusion, let $w \notin \overline{H}(J)$. By definition, for each $\alpha \in E^*$ with $r(\alpha) \in H(J)$ we have $s(\alpha) \in \overline{H}(J)$. Hence, for such $\alpha$, $ws(\alpha) = 0$ and therefore $w\alpha = 0 = \alpha^*w$. Using again that $I(H(J)) = J$ we obtain, by (1), that $J := \text{span}\{\gamma\lambda^* : \gamma, \lambda \in E^* \text{ and } r(\gamma) = r(\lambda) \in H(J)\}$.

So $w \in J^\perp$ and hence $w \in H(J^\perp)$.

Next we prove (ii). Since $J^\perp = I(H(J^\perp))$, it is enough to prove that $H(J^\perp) = \{w \in E^0 : T(w) \subseteq \overline{H}(J)\}$.

Take $w \in E^0$ with $z \in T(w)$ such that $z \notin \overline{H}(J)$. By (i) $z \in J^\perp$. Let $\alpha \in E^*$ be such that $s(\alpha) = w$ and $r(\alpha) = z$. Then $\alpha z = \alpha \neq 0$. Hence $w \notin J^\perp$.

On the other hand, if $u \notin H(J^\perp)$ then, by (i) and (1), there exists $\gamma, \lambda \in E^*$ with $r(\gamma) = r(\lambda) \in E^0 \setminus \overline{H}(J)$ and such that $u\gamma\lambda^* \neq 0$ or $\gamma\lambda^*u \neq 0$. Assume that $u\gamma\lambda^* \neq 0$ and $|\gamma| > 0$ (the case $|\gamma| = 0$ is direct). Then $s(\gamma) = u$ and hence $r(\gamma) \in T(u)$, what implies that $u \notin \{w \in E^0 : T(w) \subseteq \overline{H}(J)\}$. The case $\gamma\lambda^*u \neq 0$ is dealt with analogously.

We now prove (iii). As proved above, $H(J^\perp) = \{w \in E^0 : T(w) \subseteq \overline{H}(J)\}$ and so, by Remark 2.8, $\{w \in E^0 : T(w) \subseteq \overline{H}(J)\}$ is hereditary and saturated. Suppose first that $J$ is regular. Then item (ii) and Theorem 2.8 imply that

$$H(J) = H(J^\perp) = H(I(\{w \in E^0 : T(w) \subseteq \overline{H}(J)\})) = \{w \in E^0 : T(w) \subseteq \overline{H}(J)\}.$$ 

For the converse, use again (ii) and the fact that $J$ is graded (along with Theorem 2.8) to get that $J = I(H(J)) = J^\perp$. \qed

Next, we will explore relations between regular graded ideals and cycles without exits in row-finite graphs.

Let $E$ be a graph and $P_c(E)$ be the set of all the vertices in cycles without exit in $E$. Fix $H$ a saturated and hereditary subset of $E^0$. Notice that if $c$ is a cycle in $E$, then some vertex of $c$ belongs to $H$ if, and only if, each vertex in $c$ belongs to $H$. So, it is possible to define the map $f : P_c(E) \setminus H \rightarrow P_c(E/H)$ by $f(v) = v$. Clearly, $f$ is injective.

**Proposition 3.8.** Let $E$ be a row-finite graph and let $H \subseteq E^0$ be saturated and hereditary. If $I(H)$ is regular, then $f : P_c(E) \setminus H \rightarrow P_c(E/H)$ defined as above is a bijective map.

**Proof.** All we have to do is to show that $f$ is surjective. Let $v \in P_c(E/H)$. Then $v$ is a vertex of a cycle without exit $c = e_1\ldots e_n$ in $E/H$. Notice that $c$ is also a cycle in $E$. We show that $v \in P_c(E) \setminus H$.

Suppose that $c$ has an exit in $E$, that is, there exists some edge $e \in E$ such that $e \neq e_i$ for some $i$ and $s(e_i) = s(e)$. Then, $r(e) \in H$ because,
otherwise, $c$ has an exit in $E/H$. Since $H$ is hereditary, we have that $r(e\beta) \in H(\subseteq \overline{H}(I(H)))$ for each finite path $\beta$ with $s(\beta) = r(e)$.

Let $u$ be a vertex in $c$. Then, there exist a finite path $\alpha$ such that $s(\alpha) = u$ and $r(\alpha) = r(e)$. Since $r(e) \in H$, we obtain that $u \in \overline{H}(I(H))$.

We conclude that, for each path $\gamma$ with $s(\gamma) = v$, $r(\gamma) \in H$. Hence, from the second item of Proposition 3.7, we obtain that $v \in I(H)^\perp$. Since $I(H)$ is regular, we get that $v \in I(H)$ and hence $v \in H$, which is impossible, since $v$ is a vertex of a cycle in $E/H$. Therefore, $v \in P_c(E) \setminus H$ and $f$ is surjective.

From the previous proposition, we get the following consequences.

**Corollary 3.9.** Let $E$ be row-finite directed graph and $H$ be a saturated and hereditary subset of $E^0$.

(i) If $E/H$ satisfies condition (L) then $P_c(E) \subseteq H$.

(ii) If $I(H)$ is regular then $E/H$ satisfies condition (L) if, and only if, $P_c(E) \subseteq H$.

Next, we show that, as in the C*-algebraic setting (see [8, Corollary 3.8]), quotients by regular ideals preserve Condition (L).

**Proposition 3.10.** Let $E$ be a row-finite graph satisfying Condition (L). Let $J$ be a regular ideal in $L_K(E)$. Then $E/H(J)$ satisfies Condition (L) and $L_K(E)/J \simeq L_K(E/H(J))$.

**Proof.** Since $E$ satisfies condition (L), we have that $P_c(E) = \emptyset$. Hence, $P_c(E) \subseteq H(J)$. Since $J$ is regular, by Corollary 3.4, $J$ is graded. So, $I(H(J)) = J$ (see Theorem 2.8) is regular and, from the second item of Corollary 3.9, we obtain that $E/H(J)$ satisfies condition (L).

The last statement of the proposition follows from Corollary 3.4 and Proposition 2.11. □

**Remark 3.11.** The hypothesis that $J$ is regular can not be dropped in the previous proposition. For instance, let $E$ be the graph with two edges $f, g$ and two vertices $u, v$, with $s(f) = r(f) = u = s(g) = v$. Let $H = \{v\}$, which is saturated and hereditary, and let $J = I(H)$, which is a graded ideal. Notice that $J$ is not regular. Indeed, since $P_c(E) = \emptyset$, if $J$ is regular then, by the second item of Corollary 3.4, $E/H$ satisfy Condition (L), which is not the case. So, $E$ is a graph which satisfies condition (L), and $J$ is a graded ideal (which is not regular) such that $E/H(J) = E/H$ does not satisfy Condition (L).

We refer the reader to [8, Example 3.9] for an example which shows that not all ideals $J$ with $E/J$ satisfying Condition (L) are regular.

**Remark 3.12.** The theory of regular ideals has divergences in the analytical and algebraic settings. A good example to consider is the
graph $E$ with a single vertex and a single edge. In this case $C^*(E) = C(\mathbb{T})$ (the $C^*$-algebra of the continuous complex functions with domain $\mathbb{T} = \{z \in \mathbb{C} : |z| = 1\}$). Let $X = \{a + ib \in \mathbb{T} : a \geq 0\}$, and $I = \{f \in C(\mathbb{T}) : f|_X = 0\}$. Then $I$ is a regular ideal of $C(\mathbb{T})$ but is not gauge-invariant (see [7] for a description of gauge-invariant ideals in graph $C^*$-algebras). In the algebraic framework, we have that $L_K(E) = K[x, x^{-1}]$, the Laurent polynomial algebra and, by Corollary 3.4, each regular ideal is graded.

So, while there are many non-trivial regular, non-gauge-invariant ideals in $C^*(E)$, in the algebraic settings all the regular ideals are graded. Furthermore, while $L_K(E)$ does not contain any non-trivial graded ideal, it contains many non-graded ideals (see [2, Remark 2.1.6]).

We finish the paper noticing that maximal ideals $I$ such that $I^\perp \neq \{0\}$ are a good source of regular ideals, see Proposition 3.13 below. A description of the existence of maximal ideals in Leavitt path algebras is given in [15]. Furthermore, in some situations every prime ideal of a Leavitt path algebra is maximal, see [19, Theorem 6.1].

**Proposition 3.13.** Let $A$ be an algebra with local units (which is the case for Leavitt path algebras). If $I$ is a maximal ideal of $A$ then $I$ is regular or $I^\perp = \{0\}$.

**Proof.** Suppose that $I$ is a non-zero maximal ideal. Since $I \subseteq I^{\perp \perp}$, we have that either $I = I^{\perp \perp}$ or $I^{\perp \perp} = A$ in which case $I^{\perp} = I^{\perp \perp \perp} = A^{\perp} = \{0\}$ (since $A$ has local units).

**Remark 3.14.** If $E$ is an arbitrary graph and $I$ is a maximal ideal of $L_K(E)$ such that $I^\perp \neq \{0\}$ then, $I$ is graded.
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