Predictive Adaptive Filter for Reducing Total Harmonics Distortion in PV Systems
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Abstract: This paper presents a new method for reducing the total harmonic distortion (THD) of photovoltaic (PV) systems by using an adaptive filter based on a predictive model. Instead of reducing the produced THD at each stage of the PV system, a one-step process is implemented at the end stage. The connection topology of the adaptive filter is similar to normal active and passive filters. The main difference is its ability to adjust the filtering coefficients while others cannot. The proposed method is applied to a single-phase standalone PV system by adopting least mean square (LMS), normalized LMS (NLMS) and leaky LMS algorithms to verify the validity of the proposed method. Various values of filter length and step size are evaluated, and results indicate that the proposed method can reduce THD in the current signal of the PV system significantly by using all of the mentioned algorithms. Different step sizes and filter lengths directly influence the effectiveness of the THD reduction, with small step sizes and long filters being the most effective. Amongst the algorithms, NLMS reduces THD the most, and LMS reaches the peak current value the fastest.
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1. Background

Photovoltaics (PV) is one of the most popular energy sources and has been used widely in the last decade due to the increasing demands on alternative clean energy sources. A PV system generally consists of panels to convert photonic power into electricity, DC–DC converters to keep the output voltage stable at certain levels and DC–AC converters to make the power useable in homes. PV systems can be classified into two types, namely, standalone and grid-connected, depending on system application [1]. Standalone PV systems are further classified into those with and without a battery energy storage system to supply AC and DC power, respectively. Unlike the fourth section of a PV system, which describes the manner through which the PV system delivers power to consumers, the first three sections (PV panels, DC–DC converters and DC–AC converters) are common to all types of PV systems.

The solar power delivered to customers is usually contaminated with high levels of distortion due to different factors, such as irradiance fluctuation, temperature uncertainty and frequent switching of converter and inverter parts. The total harmonic distortion (THD) index is the most common means to determine the amount of distortion in a signal. THD is defined as the ratio between the total power accounted for by harmonics and the main power of the signal. A high level of THD affects the performance of the PV system in different ways, including heating, disoperation of electronic equipment, disruption of protective relays and communication interference [2–4]. THD in PV systems...
is more complicated than in other energy systems because it is an accumulated problem from each part of the system, and it occurs not only due to nonlinear loads.

The harmonic distortion generated in a PV system is a consequence of intrinsic and extrinsic effects. Intrinsic harmonic distortions include converter and inverter deficiencies, such as component and control loop nonlinearities, limited pulse-width modulation (PWM) resolution and measurement inaccuracies. Meanwhile, extrinsic harmonic distortion is a result of a connection to a weak and distorted electrical grid. A distorted voltage in the inverter control system acts like a disturbance by the inverter [5,6].

Several factors affect the power quality of PV inverter output current. Solar irradiance level is a key factor that increases current THD and reactive power levels. A low irradiance level (e.g., sunrise, sunset and cloudy days) increases the THD of the output current, but it is drastically reduced as the output active power of the PV inverter reaches its nominal value. The use of power converters to interface between PV systems and the power grid causes harmonic distortion in the output signal. However, this effect is less severe than the harmonics generated by an unstable irradiance level and temperature [7].

Considering this background, several studies have attempted to reduce THD levels, and the presented approaches can be classified into THD reduction at the DC and AC sides, as shown in Figure 1. Using maximum power point tracking (MPPT) algorithms and adopting different types of DC–DC converters are the two main techniques for THD reduction at the DC side. Utilizing various DC–AC inverters and using passive or active filters are the two main approaches for THD reduction at the AC side. Various MPPT techniques have also been adopted to reduce the THD of output power signals in the beginning of a PV system [8–11]. Many new topologies and control strategies including the use of adaptive control algorithms for the implementation of adaptive modular inverters [12,13] have been used to reduce THD in the converter and inverter sections of PV systems [14,15], and active and passive filters have been employed to reduce THD at the customer side of PV systems [16,17]. The development of these strategies is elucidated in the next section.

Figure 1. Harmonics and fluctuation detection techniques [18].
2. Literature Review

The purpose of MPPT is to ensure that a PV system extracts the maximum solar power in a steady and low-THD manner [8,11]. MPPT techniques can be classified into two main categories: classical and modern [19]. The perturbation and observation (P+O) method is the most popular MPPT technique for PV systems due to its simplicity. Steady precision, double tracking speed and efficient energy conversion are amongst the many benefits of using the P+O algorithm [20]. The algorithm is also easier to program and implement compared with other algorithms [19]. A modified version of P+O has been developed to predict the output power of PV arrays [20].

The hill climbing (HC) algorithm is similar to the P+O method; instead of being applied to voltage, perturbation is applied to the duty cycle of the DC–DC converter, and the increase in the duty cycle automatically leads to an increase in output power [19,21]. P+O and HC methods sometimes lead to misjudgement and oscillation around the maximum power point, thereby decreasing the efficiency of the PV system [19,20]. Hence, [22] introduced HC with an adaptive perturbation size, which can be adjusted only during the tracking process. In [23,24], a new version of adaptive HC was developed. Other techniques, such as fractional open-circuit voltage to short-circuit current ($V_{oc}/I_{sc}$) [25–27], ripple correlation control (RCC) [28,29], current sweep strategy [30] and linear current control strategy [31] have also been used. Modern MPPT approaches, such as artificial neural networks (ANN), fuzzy logic control (FLC) and metaheuristics [32–34], are likewise available. These techniques have been used with P+O [35–37] and HC [19,38] to obtain efficient MPPT strategies. The metaheuristic method is the most advanced MPPT algorithm. It has been utilised to solve the optimisation problems that arise in PV systems due to the process of finding the maximum power point [19]. Recent studies have adopted metaheuristic algorithms, including particle swarm optimisation (PSO) [39–41], artificial bee colony (ABC) [42] and genetic algorithms (GA) [43]. Metaheuristic optimisation algorithms are efficient because of their system independency, effective performance and absence of oscillation around the maximum power point [19]. However, the performance of MPPT techniques is easily affected by partial shading of the sun by overhead clouds, which potentially reduce the power output by up to 25% [9,44]. Such fluctuations in power generate harmonics in the output power signal.

The THD of a PV system can also be reduced by decreasing the harmonics generated in the converter and inverter sections of the system. Studies that focused on this area have presented different DC–DC converter topologies, such as buck, boost, buck–boost, Cuk, single-ended primary-inductor converter and flyback converter [45–48]. These topologies function as switching mode regulators to control and convert the DC output into suitable voltage levels [46], which depend heavily on the switching frequency of the PWM control signal [49,50]. All of the presented topologies of DC–DC converters reduce the generated THD by maintaining the output DC voltage at certain levels. Amongst these topologies, the buck–boost converter is the most widely used, due to its efficient capability to maintain the output DC signal at a certain level, which in turn decreases THD. Several studies have been conducted in this area due to the frequent switching nature of DC–AC inverters and their undesirably high level of harmonics [51]. Various inverters and control algorithms have been explored to integrate PV arrays into grids [52]. The output signal from these inverters can be either single or three-phase, and the magnitude range may vary; however, the frequencies are typically 50, 60 and 400 Hz [53,54]. Common types of inverters are either single-phase, three-phase or multilevel [55–57]. Using several active and passive filters might push the PV system into the resonance region of the S-plane if many inductors or capacitors are used, thereby reducing signal stability and making the circuit bulky [18]. In addition to the drawbacks of the mentioned techniques, these techniques are only applicable to a specific part of the PV system. Several techniques usually need to be combined to reduce the accumulated THD, which complicates the PV system.

For these reasons, a simple filtering technique, preferably one that can be applied at the end of the system just before the load, is needed, so that the unwanted harmonics that accumulate throughout the various stages of the PV system can be eliminated without complicating the system’s design structure as other methods do. Although the adaptive–selective harmonic elimination (ASHE) proposed by
Blasko et al. [58, 59] for DC–AC inverters does not fit the mentioned criteria, it still provides insights into potential solutions. ASHE is based on one of the common filtering techniques used in communication and signal processing, namely, adaptive noise cancellation (ANC). Figure 2 shows that the inputs of the noise cancellation block diagram are the primary signal tainted with an unknown amount of noise (\(s_j + n_j\)) and the reference signal (\(n'\)), which is an estimation of the noise in the primary signal. The output of the adaptive filter is computed by multiplying the reference signal with the filter weight, and it is then subtracted from the primary input to generate the error signal, which is also the output signal of the control system. The filter weight is adjusted based on the error signal, and the process is repeated until the error is minimised to a desirable level.

![Figure 2. Noise cancellation adaptive filter.](image)

In the proposed ASHE, the third harmonic of the primary signal is used as the reference signal because it is the most dominant. However, this usage is inapplicable to the PV system because this system has multiple sources of harmonics generated from solar radiation and temperature fluctuations and multiple converter and inverter switching instances throughout the various stages of the PV system. This feature makes the analysis of signal frequency and amplitude difficult, and identifying the most dominant harmonic becomes impossible. The third harmonic is targeted in ASHE because it is feasible to examine the harmonic’s frequency and amplitude due to it having only a single source of input.

In addition to ANC, three other standard adaptive filters are used, and they are system identification, inverse modelling and system prediction [60, 61]. Only noise cancellation and system prediction (Figure 3) adaptive filters have been proven useful for noise reduction and signal enhancement, with successful cases reported in speech and signal processing applications [59, 62, 63]. Furthermore, the noise cancellation adaptive filter is unsuitable for use in the PV system. Therefore, this study proposes the utilisation of the system prediction adaptive filter to reduce the THD of the PV system. The proposed method does not alter or complicate the original design structure of the system and only needs to be applied once before being delivered to consumers.

![Figure 3. System prediction adaptive filter.](image)
3. Methodology

Unlike the noise cancellation model, the proposed system prediction adaptive filter does not require an external source as the reference signal. Instead, a delayed version of the primary input serves as the reference signal. The output signal is obtained immediately from the filtered signal instead of from the subtraction, as shown in the noise cancellation block diagram. The common algorithms used to determine the filter’s weight with minimum error are based on least mean square (LMS), normalised LMS (NLMS) and leaky LMS (LLMS) [60,61,64]. These algorithms are used and compared in this work.

3.1. LMS Algorithm

LMS, the most common algorithm for adaptive filtering, consists of the following steps: (1) computing the output of the adaptive filter produced by a group of tap inputs, (2) generating an estimated error by comparing the output of the filter with the desired signal and (3) using the error signal to adjust the tap weights [60,61]. Selecting the proper step size of the iteration affects the stability and convergence speed of the LMS algorithm.

In the LMS algorithm, the cost function is defined as the mean square error between the estimated output and the actual one. The weights, error and output equations of the LMS algorithm are derived as follows [61].

Given an input $M \times M$ matrix, the $X(n)$ of the adaptive filter is

$$X(n) = [x(n), x(n-1), \ldots, x(n-M+1)]$$

(1)

where $M$ is the filter taps and $n$ is the current input sample. The output, $\mathbf{Y}(n)$, of the adaptive filter is

$$\mathbf{Y}(n) = [y(n), y(n-1), \ldots, y(N-M+1)] = X(n)W(n)^T$$

(2)

where $y(n)$ is the output vector at time sample $n$ and $W(n)$ is the weight matrix, derived as

$$W(n) = [w(0), w(1), \ldots, w(M-1)]^T$$

(3)

LMS uses the steepest descent method to find the filter weights that minimize the cost function $C(n)$. Moreover, $C(n)$ is the expected value of the square of the error signal, $e(n)$, which in turn is the difference between the desired output, $d(n)$, and the actual output, $y(n)$.

$$e(n) = [e(n), e(n-1), \ldots, e(n-M+1)]^T$$

(4)

$$d(n) = [d(n), d(n-1), \ldots, d(n-M+1)]^T$$

(5)

The cost function is defined as follows:

$$C(n) = E[|e(n)|^2]$$

(6)

where $E$ is the expected value. Using the partial derivatives with respect to the individual filter weight based on the steepest descent method to find the minimum value of the error signal leads to the following [61]:

$$\nabla_w C(n) = \nabla_w E[|e(n)|^2] = 2e(n) \frac{\partial e(n)}{\partial w}$$

(7)

We also consider the following:

$$e(n) = d(n) - X(n)W(n)^T$$

(8)
which produces

\[ \frac{\partial e(n)}{\partial w} = -X(n) \]  \hspace{1cm} (9)

Substituting Equation (9) into Equation (7) produces

\[ \nabla_w C(n) = 2e(n) \ast -X(n) \]  \hspace{1cm} (10)

which represents the variation in the weight equation required to yield the minimum value of the cost function. On this basis, the weight update equation can be written as

\[ W(n+1) = W(n) + \mu \frac{\varepsilon + \|X(n)\|^2}{\|X(n)\|^2} \ast e(n) \ast X(n) \]  \hspace{1cm} (11)

where \( \mu \) is the step size. Equation (11) describes the relationship between the current and next weight vector.

3.2. NLMS Algorithm

The adaptive filter’s length and the signal power might affect the stability, convergence and steady state behaviour of the LMS algorithm. NLMS overcomes these problems by normalising the input power. In NLMS, all of the equations presented previously are applicable, except for the weight update equation. Instead, the following is used [61]:

\[ W(n+1) = W(n) + \frac{\mu}{\varepsilon + \|X(n)\|^2} \ast e(n) \ast X(n) \]  \hspace{1cm} (12)

where \( \|X(n)\|^2 = X(n)^H \ast X(n) \) is the normalisation factor, with \( H \) denoting the complex conjugate transposed and \( \varepsilon \) the regularisation size.

3.3. LLMS Algorithm

To ensure the stability and increase the convergence speed of the LMS algorithm without specifying and consequently restricting the learning rate of the step size, LLMS is used instead [64]. Its filter weight is updated as follows, with all other parts remaining the same:

\[ W(n+1) = (1 - \mu \ast \eta)W(n) + \mu \ast e(n) \ast X(n) \]  \hspace{1cm} (13)

where \( \eta \) is the leaky factor, which is a very small positive number (\( \eta << 1 \)).

3.4. THD Filtering Process

The general block diagram of the PV system is shown in Figure 4. To improve the quality of the output signal and reduce the accumulated THD, this paper proposes the use of an adaptive filter just before the load or grid, as shown in Figure 5. The working principle of the adaptive filter in this connection topology is similar to normal active and passive filters. The main difference will be in how the adaptive filter can adjust its filtering coefficients while other filters cannot. The adaptive filter processes the distorted current signal before delivering it to the load based on an adaptive prediction model. The distorted output current signal of the PV system is cleaned using the proposed block diagram by applying the three algorithms mentioned in Section 3. The algorithms’ results are compared afterwards. The flowchart of the THD reduction procedure is shown in Figure 6 and described below.

- Step 1: The distorted current signal from the output of the PV system shown in Figure 6 is loaded. The distorted current serves as the primary signal of the adaptive filter.
- Step 2: The desired signal \( d(n) \) is generated from the primary signal by initialising \( d(n) \) as the primary signal.
• Step 3: The reference signal is generated from the desired signal by using a unit time delay, i.e., \( X(n) = d(n-1) \).
• Step 4: The initial values of filter length \( M \), filter weight \( W(n) \), filter output \( Y(n) \), error signal \( e(n) \) and step size \( \mu \) are set up.
• Step 5: The reference signal \( X(n) \) is divided into several partitions \( x(n) \) based on the size of the signal and adaptive filter. For example, if the reference signal has 1000 elements and the filter length is \( M = 20 \), then the number of the partitions will be 50 (1000/20 = 50).
• Step 6: The filter output \( y(n) \) is computed by multiplying \( x(n) \) with the filter weight, where \( n \) is the range of all partitions.
• Step 7: The error signal \( e(n) = d(n) - y(n) \) is computed.
• Step 8: The filter weight is updated with the new values of \( e(n) \) and \( x(n) \) based on Equation (11), (12) or (13), depending on whether the LMS, NLMS or LLMS is used, respectively.
• Step 9: Steps 6–8 are repeated until the entire reference signal is covered. The level of THD before and after applying the adaptive filter is determined as follows:

\[
\text{THD}(\%) = 100\% \times \sqrt{\frac{i_2^2 + i_3^2 + i_4^2 + \ldots + i_n^2}{i_1^2}} \quad (14)
\]

where \( i_n \) is the current root mean square and \( n \) is the harmonic order.
Figure 6. Flowchart of the PV signal filtering process.
4. Results and Discussion

A single-phase standalone PV system was built in MATLAB Simulink, as shown in Figure 7. The PV model consists of a photocurrent source, a diode and resistors. The photocurrent source is the solar irradiance, which varies from 0 W/m² during nighttime to 1000 W/m² during the peak hours of daytime. The effects of temperature on PV efficiency are disregarded. The values of series and parallel resistances are 0.01 Ω and 10 KΩ, respectively, which are common in PV systems. The PV model is connected to a DC–DC converter to stabilize the output voltage, then to the DC–AC inverter before supplying power to the RL load, which is the most common load characteristic. PWM generators are used to control the converter and inverter circuits. The peak current setting is 1 A.

The distorted output current signal of the PV system is filtered based on the algorithms and filtering process described in Section 3. The results obtained based on step size $\mu = 0.001$ and filter length $M = 30$ are shown in Figure 8. All of the filtered signals are visibly smoother than before, and the THD level is reduced in each case. The THD of the current signal is 19.8% before filtering and successfully reduced to approximately 5.9%, 3.8% and 6.0% after filtering using LMS, NLMS and LLMS algorithms, respectively, proving that the NLMS algorithm is superior to the others.

Various filter step sizes and their effects on filtering are explored whilst maintaining filter length $M = 30$. The results are shown in Figures 9–11 for LMS, NLMS and LLMS algorithms. As shown in Figure 9, the THD based on the LMS algorithm is approximately 5.9% when $\mu = 0.001$ (similar to the result in Figure 8), but it is reduced to approximately 5.4% and 4.0% when the step size decreases to $\mu = 0.0001$ and $\mu = 0.00001$, respectively. Repeating the same investigation using the NLMS algorithm in Figure 10 shows that the THD level decreases from approximately 3.9% to 3.6% and 3.5%. In the LLMS algorithm’s case in Figure 11, THD is reduced from 6% to 5.4% and 4.0%. These results are summarized in Table 1. The effects of filter length are also studied with the three algorithms whilst maintaining step size $\mu = 0.001$ (Figures 12–14). These results indicate that as the filter length decreases from $M = 30$ to $M = 10$ the THD level increases from 5.9%, 3.9% and 6.0% to 6.8%, 5.1% and 7.0% for LMS, NLMS and LLMS algorithms, respectively, indicating that a long filter is effective in reducing THD. The results are summarised in Table 2.
Figure 8. Distorted and filtered current signals using LMS, NLMS and LLMS by setting $\mu = 0.001$ and $M = 30$.

Figure 9. Filtered signal using the LMS algorithm by setting $M = 30$ and $\mu = 0.001, 0.0001$ and $0.00001$.

Figure 10. Filtered signal using the NLMS algorithm by setting $M = 30$ and $\mu = 0.001, 0.0001$ and $0.00001$. 
Figure 11. Filtered signal using the LLMS algorithm by setting $M = 30$ and $\mu = 0.001, 0.0001$ and 0.00001.

Figure 12. Filtered signal using the LMS algorithm by setting $\mu = 0.001$ and $M = 30, 20$ and 10.

Figure 13. Filtered signal using the NLMS algorithm by setting $\mu = 0.001$ and $M = 30, 20$ and 10.

Figure 14. Filtered signal using the LLMS algorithm by setting $\mu = 0.001$ and $M = 30, 20$ and 10.
Table 1. THD based on various step sizes with fixed filter length $M = 30$.

| Step Size | LMS       | NLMS      | LLMS      |
|-----------|-----------|-----------|-----------|
| $\mu = 0.001$ | 5.8991%   | 3.8376%   | 6.0344%   |
| $\mu = 0.0001$ | 5.4270%   | 3.6631%   | 5.4623%   |
| $\mu = 0.00001$ | 3.9999%   | 3.4946%   | 4.0017%   |

Table 2. THD based on various filter lengths with fixed step size $\mu = 0.001$.

| Filter Length | LMS       | NLMS      | LLMS      |
|---------------|-----------|-----------|-----------|
| $M = 10$      | 6.7528%   | 5.1446%   | 6.9716%   |
| $M = 20$      | 6.7207%   | 4.8514%   | 6.7735%   |
| $M = 30$      | 5.8991%   | 3.8376%   | 6.0344%   |

The times taken by each algorithm to reach the peak 1A current based on various step sizes and filter length settings are also compared, and the results are given in Table 3.

Table 3. Time to reach the peak 1A current based on various settings.

| Step Size, $\mu$ | Filter Length, $M=30$ | Filter Length, $M=20$ | Filter Length, $M=10$ |
|------------------|------------------------|------------------------|------------------------|
|                  | LMS        | NLMS       | LLMS       | LMS        | NLMS       | LLMS       | LMS        | NLMS       | LLMS       |
| $0.001$          | 0.0075s    | 0.4500s    | 0.0075s    | 0.0075s    | 0.3905s    | 0.0074s    | 0.0075s    | 0.2403s    | 0.0074s    |
| $0.0001$         | 0.1570s    | 0.8800s    | 0.1570s    | 0.1405s    | 0.8406s    | 0.1566s    | 0.1400s    | 0.7408s    | 0.1408s    |
| $0.00001$        | 0.6398s    | 5.5402s    | 0.6398s    | 0.6245s    | 5.3409s    | 0.6308s    | 0.6243s    | 3.2406s    | 0.6243s    |

As the step size decreases from $\mu = 0.001$ to $\mu = 0.0001$ when $M = 30$, the time needed by LMS and LLMS increases about 20 times, whereas that needed by NLMS increases two times. Although the deterioration in the performance of NLMS is minimal, it is still the slowest in reaching the 1A peak current amongst the three algorithms. Furthermore, LMS and LLMS need the same time to reach 1A in all the settings. As the step size decreases further, the time required by LMS and LLMS increases further by about four times, whereas that needed by NLMS increases by six times. A similar trend is observed for $M = 20$ and $M = 10$ settings. Analysis of the comparisons across various filter lengths whilst maintaining the same step size indicates that the time needed to reach 1A in LMS and LLMS is approximately the same, without any considerable time slowdown, regardless of which step size is used. The average time of all three step sizes is prolonged by only 1.05 times as the filter length increases from 10 to 30 for LMS and LLMS. This effect is more severe in the NLMS algorithm, especially when the filter length changes from 10 to 20. Such an average change over all three step sizes causes the NLMS algorithm to take approximately 1.6 times longer to reach 1A. However, this impact diminishes to the point of being insignificant as the filter length increases further to 30. Table 3 indicates that, amongst all the algorithms, NLMS is the slowest in achieving the 1A peak current and is more sensitive to the variation in step size but less sensitive to the variation in filter length instead. An example of the plot of signal propagation against time based on $\mu = 0.001$ and $M = 30$ for all three algorithms is shown in Figure 15 to illustrate the difference of the algorithms in time performance.

Although NLMS reduces THD the most amongst the three algorithms, it is much slower than the other two algorithms and requires more time to reach the 1A peak current value. By contrast, LMS and LLMS reach the 1A peak current faster than NLMS does but are relatively less effective in reducing THD levels. The overall trend of the results shows that small step size and long filter settings are effective in reducing THD levels, but they also require more time to reach the peak current value compared with large step size and short filter settings.

The obtained results clearly show that the filtering technique works perfectly in eliminating the unwanted harmonics that accumulate throughout the various stages of the PV system without affecting the system stabilities, compared with other methods such as active and passive filters. Applying
active and passive filters can help in reducing the harmonic distortion but might push the PV system into the resonance region of the S-plane, especially when many inductors or capacitors are used [18]. Besides the drawbacks of the previously mentioned techniques, these techniques are only applicable to a specific part of the PV system, which means that several techniques need to be combined to reduce the accumulated THD, which complicates the system. For these reasons, the proposed method was chosen, and it helps in reducing the THD by more than 70%.

5. Conclusions

PV systems are amongst the most widely used clean energy sources, but the high level of harmonics in PV systems is a serious concern that needs to be addressed. This study proposes a new THD reduction method using adaptive predictive filtering. Instead of using several THD reduction techniques at various stages of the PV system from input to output, a single one-step THD reduction approach is used in the proposed method. The method is tested on a single-phase standalone PV model to verify its effectiveness by using LMS, NLMS and LLMS algorithms. The simulation results verify that the proposed method can reduce THD in the PV system by more than 70% in all the algorithms. Sensitivity analyses also reveal that the effectiveness of THD reduction depends heavily on step size and filter length. Using a filter that is long and has a small step size facilitates THD reduction. The NLMS algorithm reduces THD the most compared with the other algorithms, whereas the LMS algorithm converges the fastest.
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