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**Abstract.** Payment channels effectively move the transaction load off-chain thereby successfully addressing the inherent scalability problem most cryptocurrencies face. A major drawback of payment channels is the need to "top up" funds on-chain when a channel is depleted. Rebalancing was proposed to alleviate this issue, where parties with depleting channels move their funds along a cycle to replenish their channels off-chain. Protocols for rebalancing so far either introduce local solutions or compromise privacy.

In this work, we present an opt-in rebalancing protocol that is both private and globally optimal, meaning our protocol maximizes the total amount of rebalanced funds. We study rebalancing from the framework of linear programming.

To obtain full privacy guarantees, we leverage multi-party computation in solving the linear program, which is executed by selected participants to maintain efficiency. Finally, we efficiently decompose the rebalancing solution into incentive-compatible cycles which conserve user balances when executed atomically.
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1 Introduction

Cryptocurrencies are increasingly growing as an alternative payment method. By replacing a central trusted authority (e.g., a bank) with a decentralised ledger, i.e., a blockchain, mutually distrusting users now have the means to achieve consensus over transactions. However, achieving consensus on the blockchain is notoriously inefficient. Bitcoin, for instance, can only support at most 7 transactions per second on average [24]. This severely limits the scalability of blockchain solutions to everyday life situations.

Payment channel networks (PCNs) aim to increase the efficiency and scalability of blockchains while maintaining the benefits of security and decentralisation. PCNs operate on top of blockchains introducing Layer 2 – the blockchain itself being Layer 1. As the name suggests, a PCN consists of several payment channels between pairs of users who wish to transact with each other. Users connected indirectly through a path of channels may route transactions through the network. To open a payment channel, two users create a funding transaction where they lock funds on-chain only to be used in this payment channel. Thereafter, each transaction on the payment channel is simply an exchange of a signed message that depicts the current balances between the two users; so it does not involve the blockchain at all. This can go on indefinitely until the users go back to the blockchain to close the channel. The process of closing a channel consists of one on-chain transaction optimistically, while in worst case of a small constant number of transactions (e.g., in Lightning closing a payment channel costs at most two on-chain transactions). Thus, with at most three blockchain transactions, any pair of users can in theory make an arbitrary number of costless transactions with each other.
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A major drawback of payment channels is that users cannot simply “top up” their balance in the channel off-chain once it is depleted. Instead, they have to go on-chain to refund the payment channel. A solution to extend the lifetime of payment channels is rebalancing, which updates payment channels with the crucial condition that the overall balance of each node is unchanged. Although it is not possible to shift funds from one payment channel to another off-chain, the effect of rebalancing is precisely that: funds from well-funded payment channels transfer to depleted ones.

There are two predominant approaches to rebalancing. The first involves a local search of rebalancing cycles (i.e., transactions of a fixed amount that begin and end with the same user) initiated by a single user. This is the current rebalancing approach in the Lightning Network [1]. The second approach (introduced in [17]) is global instead of local: nodes looking to rebalance specify a maximum amount of rebalancing flow along each of their channels, where the rebalancing transactions are determined by a global evaluation of the state of the network.

A drawback of single-user based cycle finding is it overlooks other rebalancing requests across the network, leading to local solutions. Figure 1 illustrates one such consequence which we call the “cancelling out” effect. Suppose a user Charlie wants to move 10 coins from his channel with Bob to his channel with Alice. If Charlie utilises the cycle finding approach, he will only manage to rebalance 6 coins as depicted in the graph on the right. The channel between Bob and Alice would be ignored because of the lack of sufficient balance on Bob’s end. In a globally optimal solution, however, the entire rebalancing in the graph on the left can be executed, as it takes into account that transactions in both directions can be above the capacity of a channel, as long as they “cancel out” and the resulting transaction is within the capacity.

Furthermore, users must check if the other users on the cycle are willing to forward the rebalancing transaction amount, even after finding rebalancing cycles. This could lead to a prolonged and laborious search for cycles with willing participants. Lastly, this approach requires users to have global knowledge of the network topology which can be unrealistic in terms of storage as the size of the network increases.

The second approach does not suffer from local limitations such as the canceling out effect, and theoretically achieves the global optimal rebalancing. Revive [17] implemented this method by assigning a random delegate, either a trusted external third party or someone from the set of participants, to receive channel constraints and solve a linear program that models rebalancing. This is a serious privacy loophole, since the delegate now has information on the concerned payment channels. Moreover, the delegate has control over the rebalancing output; for instance, the delegate may compute the rebalancing transactions in a malicious or suboptimal way, favouring some transactions over others. Although the authors proposed a method for any participant to challenge the rebalancing transactions, the process is lengthy and requires giving the challenger access to the balances of all participants.

In this work, we present HIDE & SEEK, the first opt-in rebalancing protocol that is both private and achieves a globally optimal rebalancing. Each party that is interested in rebalancing specifies the maximum amount to be forwarded in each of the party’s channel. We employ selected delegates that receive the maximum amounts per channel, calculate and share with each party the exact amount to be moved in each channel. We formulate our problem as a linear program and set our objective function to maximize the total amount of funds to be rebalanced in the network. Our protocol does not involve transaction fees.

On the other hand, we leverage multi-party computation to obtain a fully private solution. Specifically, the participants in HIDE & SEEK only learn the information they would have learned if a trusted third party computed the optimal rebalancing and returned to each participant the amount to be moved along each of their channel. No sensitive information such as the channel balances is leaked.
Finally, we guarantee the rebalancing can be securely and efficiently executed. We propose a simple way to decompose the optimal rebalancing circulation into a set of transaction cycles. As a result, the transactions of each cycle are easy to execute atomically using HTLCs. We note that atomicity is limited to each rebalancing cycle, therefore increasing the protocol’s robustness; any cycle can be executed successfully regardless of the success of other cycles.

We highlight the advantages of our approach in Table 1.

| Cycle finding solution | Private | Globally optimal | Opt-in | Network locality |
|------------------------|---------|-----------------|--------|-----------------|
| Revive                 |        | √               |        |                 |
| Our solution           | √       |                 |        |                 |

Table 1: Summary of main approaches for rebalancing. Private solutions are solutions that do not leak balance information. Globally optimal refers to the optimality of the rebalancing solution. Opt-in refers to solutions where willing users choose to participate in the protocol and non-willing users are not involved at all. Network locality refers to solutions that only require local knowledge of the PCN.

**Our contributions.** We introduce HIDE & SEEK, the first opt-in privacy-preserving and globally optimal rebalancing protocol that can be implemented in a secure and efficient manner. We acknowledge and discuss its limitations in terms of efficiency. We suggest several practical speed ups for the deployment of our solution, and outline possible extensions.

## 2 Preliminaries

### 2.1 Payment channels networks

Users $u, v$ can open a payment channel between each other by locked some of their funds to be used only in this channel: if $u$ locks $a$ units and $v$ locks $b$ units, the state of the channel from $u$ to $v$ is modeled as a real number balance $(u, v) \in [-b, a]$, initialized as 0. The capacity of the channel refers to the sum $a + b$ of these funds. Once the channel is created, both users can send each other money by updating the channel balances in favor of the other party, as long as the state remains within the interval $[-b, a]$.

Users who are not directly connected by a channel in a PCN can still transact with each other if they are connected by a path of payment channels. The users along the transaction path which are not the sender or receiver typically charge a fee for forwarding the transaction that depends on the transaction amount. For a transaction to be successful, the sender has to first send enough money to cover both the desired payment amount and all the fees charged by each user on the payment path. That is, suppose user $s$ wants to send $x$ coins to user $r$ along a payment path $p = \{(s, u_1), ..., (u_k, r)\}$. Then $s$ must send $x + \sum_{i=1}^{k} \text{fee}(u_i)$. Secondly, the balance of each user along the path must be large enough to forward the payment amount together with fees. Then for each user $u_i$ on $p$, balance$(u_i, u_{i+1}) \geq x + \sum_{j=i+1}^{k} \text{fee}(u_j)$. Although the channel capacities are typically public information, the individual balances on each end are private; so senders typically have to try different payment paths until one of them succeeds.

A desired guarantee for payment routing through a path in a PCN is atomicity, i.e., for all users along the path, either all of them update their balances or none of the balances in the path get updated. This is enforced in the Lightning Network using HTLCs. An HTLC $(HTLC(u, v, x, h, t))$ is a smart contract between any two users $u$ and $v$ that locks some amount of coins $x$ using a hash output $h$ and a timelock $t$. To get the locked funds, $v$ has to produce the preimage $r$ to the hash $h = H(r)$ within time $t$, upon which the locked funds will be released to $v$. If $v$ cannot do so within the time limit, $u$ can claim the locked funds. Payment path atomicity is enforced using HTLCs for each channel on the path with the same hash value (determined using a secret chosen by the receiver on the path), but with decreasing timelock values from sender to receiver to guarantee the security of funds.

### 2.2 Network flows

Consider a directed graph $G = (V, E)$ and the associated $|E|$-dimensional Euclidean space of non-negative flow along each edge. A circulation is a flow $f = (f(u, v))_{(u,v) \in E}$ such that the net flow through each vertex is zero:
\[ \sum_{v \in V} f(u, v) = \sum_{v \in V} f(v, u), \forall u \in V. \] Two circulations \( f_1, f_2 \) can be added to get yet another circulation: \( f_1 + f_2 = (f_1(u, v) + f_2(u, v)) \forall (u, v) \in E \). A cycle is a sequence of vertices \( v_1, v_2 \ldots v_k \) such that \( (v_i, v_{i+1}) \in E, \forall 1 \leq i \leq k - 1 \) and \( (v_k, v_1) \in E \) as well. We may equivalently refer to this cycle as \( (e_1, e_2 \ldots e_k) \) where \( e_i = (v_i, v_{i+1}), \forall 1 \leq i \leq k - 1 \) and \( e_k = (v_k, v_1) \). We call \( k \) the length of this cycle. A cycle flow \( f \) of weight \( w \) on cycle \( C \) is a circulation where \( f(e) = w, \forall e \in C \) and \( f(e) = 0 \) otherwise.

A standard result of network flow theory is that any circulation may be expressed as a sum of at most \( |E| \) cycles. We refer the reader to the textbook of Ahuja, Magnanti and Orlin\footnote{Ahuja, R. K., Magnanti, T. L., \\& Orlin, J. B. (2013). Network Flows: Theory, Algorithms, and Applications.} for a detailed treatment.

3 Protocol Overview and Model

3.1 System model

Payment network topology. We model the PCN as a graph \( \hat{G} = (\hat{V}, \hat{E}) \), with a vertex for each node and an edge between \( u \) and \( v \) if there is a payment channel between them. Let \( V \subset \hat{V} \) be the users in the PCN that are interested in rebalancing and let \( G = (V, E) \) be the subgraph of \( \hat{G} \) induced by \( V \). We denote \( |V| = n, |E| = m \). We assume each user \( u \) has only local knowledge of the PCN topology, i.e., only knows the capacities and balances on the edges incident to \( u \).

Cryptographic assumptions. We assume the existence of secure communications channels, hash functions and signatures. We follow \footnote{Ahuja, R. K., Magnanti, T. L., \\& Orlin, J. B. (2013). Network Flows: Theory, Algorithms, and Applications.} and assume the concept of an arithmetic black box for MPC \( \mathcal{F}_{ABB} \), in particular with functionalities like secret sharing, storage, retrieval, addition, multiplication, and comparisons.

Blockchain & network model. We assume a synchronous network, i.e., there is known bounded message delay. We further assume the underlying blockchain satisfies persistence and liveness as defined in \footnote{Ahuja, R. K., Magnanti, T. L., \\& Orlin, J. B. (2013). Network Flows: Theory, Algorithms, and Applications.}.

3.2 Protocol overview

In a nutshell, our proposed protocol \textsc{Hide \\& Seek} consists of two phases: an exploration phase and an execution phase. Firstly, the goal of the exploration phase is to discover rebalancing cycles privately and efficiently. Then, the goal of the execution phase is to guarantee that the rebalancing transactions are executed in a secure manner. At the same time we want to maximise the efficacy of our protocol, that is, we want as many rebalancing cycles to go through as possible.

Exploration phase. The exploration phase first formulates the rebalancing problem as a linear program. Then we randomly select \( k \) delegates out of the participants to perform an MPC protocol to jointly solve the linear program. Next, any set of participants that wish to participate in the rebalancing protocol prepares the shared inputs to the delegates. The output of the exploration phase is a rebalancing circulation.

Execution phase. We first efficiently decompose the rebalancing circulation output of the exploration phase into a set of cycle flows. These cycle flows have the property that they are sign-consistent, i.e. they are consistent with the direction of the flows in the rebalancing circulation. This makes executing these cycles incentive-compatible, as no user would have to execute transactions which violate their specified rebalancing capacity and direction along channels. Once this is done, we enforce atomicity of these cycles by creating an HTLC for each cycle which ensures either transactions along the the entire cycle goes through or none at all.

3.3 Desired properties & threat model

In general, we assume a computationally bounded adversary, i.e., runs in probabilistic polynomial time. The properties \textsc{Hide \\& Seek} should guarantee are the following:

1. Balance conservation (security): The total balance of each node, which is the sum of the node’s balances on each incident channel, must remain the same before and after \textsc{Hide \\& Seek}, even when all other participants are corrupted by the adversary.
2. Privacy: The information revealed during HIDE & SEEK should be not exceed the minimum required to execute rebalancing: (a) the participants must only learn the transaction amounts for each of their payment channels; (b) the delegates of MPC should not be able to determine private financial information of the participants. Both (a) and (b) should hold as long as one of the delegates is not corrupted.

3. Optimality (completeness): Assuming every participant is honest, the result should be optimal in that no other rebalancing yields greater total change over all payment channels.

4 The HIDE & SEEK Protocol

4.1 Exploration phase

Linear programming for rebalancing. The practical problem of rebalancing has many facets, including keeping participants’ financial information private and facilitating coordination. We overlook these considerations momentarily to present the underlying optimization problem of rebalancing.

For a payment channel between \((u, v)\), the users would like to move the state balance\((u, v)\) towards a desired state balance\(^*\)(\(u, v\)). If balance\(^*\)(\(u, v\)) > balance(\(u, v\)) then rebalancing would involve \(u\) transferring funds to \(v\), and we model this as a directed edge from \(u\) to \(v\) with capacity \(m(u, v) := \text{balance}^*(u, v) - \text{balance}(u, v)\). If balance\(^*\)(\(u, v\)) < balance(\(u, v\)) then there is a directed edge from \(v\) to \(u\) with capacity \(m(v, u) := \text{balance}(u, v) - \text{balance}^*(u, v)\). Thus the graph \(G\) is transformed into a directed weighted graph.

The capacities \(m(u, v)\) represent the most flow that can occur through each channel during rebalancing. If \(m(u, v) = 0\) the edge from \(u\) to \(v\) is either non-existent or equivalently, a zero-capacity edge. We also enforce that if \(m(u, v) > 0\), then necessarily \(m(v, u) = 0\).

Let us denote a potential rebalancing by \(f \in \mathbb{R}^{|E|}\) on this directed graph, where \(f(u, v)\) denote the flow from \(u\) to \(v\). Since rebalancing should not result in a net financial gain or loss for any participant, we require \(f\) to be a circulation. Recall that it means the net flow through each vertex is zero:

\[
\sum_{v: (u, v) \in E} f(u, v) = \sum_{v: (v, u) \in E} f(v, u).
\]

Not only must the flows be non-negative, but they must also satisfy the capacity constraints as specified by participants:

\[
0 \leq f(u, v) \leq m(u, v).
\]

Thus, the set of valid rebalancings is a polytope in \(m\)-dimensional Euclidean space defined by \(n + 2m\) linear constraints: \(n\) zero flow constraints for each vertex and \(m\) pairs of flow capacity constraints for each edge.

We wish to compute a rebalancing that maximizes the linear objective \(\sum_{(u, v) \in E} f(u, v)\). We call the linear program so specified the rebalancing problem. This choice of objective function amounts to maximizing the total change in each payment channel’s balance towards its desired state.

Solving the rebalancing problem. One can apply any linear programming algorithm of preference to solve the rebalancing, such as any from the family of simplex methods. In fact, the rebalancing problem can be reduced to the min-cost flow problem, a specialization of linear programming which can be solved more easily. For instance, the min-cost flow problem admits a strongly polynomial algorithm, meanwhile the corresponding question for linear programming is a major open problem in the field.

Appendix A illustrates how the rebalancing problem is equivalent to a min-cost flow problem with the same number of vertices and edges. Henceforth, we refer to the rebalancing problem as a min-cost flow problem.

Delegate selection and multi-party computation. Delegate selection can be done using a simple version of cryptographic sortion as in [15]. Each of the \(k\) delegates involved in the MPC gets \(n + 2m\) inputs which are shares of each of the \(n\) participant’s zero flow constraints and the \(2m\) rebalancing capacity constraint along the \(m\) directed edges (for each edge we have two constraints: one which specifies the maximum rebalancing flow in one direction, and another
Algorithm 1: Depth-first Search Cycle Decomposition

input : Circulation $f$ on directed graph $G = (V, E)$
output : A set of cycle flows $S$ that sum to $f$

1. initialize $i ← 1$
2. initialize $R ← \{ e ∈ E : f(e) ≠ 0 \}$ set of active edges
3. while $R ≠ \emptyset$
   4. pick an edge $e_1 ∈ R$
   5. run depth first search to find a cycle $C_i = (e_1, e_2, \ldots, e_k)$ in $R$
   6. $w_i ← \min f(e), e ∈ C_i$
   7. initialize $f_i ← 0$
   8. for $e ∈ C_i$ do
      9. $f_i(e) = w_i$
     10. $f(e) ← f(e) − f_i(e)$
     11. if $f(e) = 0$ then
         12. delete $e$ from $R$
     13. $i ← i + 1$
4. return $S = \{ f_1, f_2 \ldots f_i \}$

---

Fig. 2: The graph on the left depicts a circulation. The weight of each edge is the transaction amount to send along the edge. The cycles in the graph on the right is a sign consistent decomposition of the circulation.

which specifies the flow has to be 0 in the other direction). The objective function is also shared and given as an input to the delegates. The delegates jointly compute the optimal solution to the rebalancing LP problem and each delegate outputs a share of the final flow on each edge at the end of the protocol.

4.2 Execution phase

Cycle decomposition. The exploration phase concludes with a solution to the rebalancing linear program obtained through multi-party computation. This solution $f^*$ is in fact encoded as shared secrets, and, as observed in [29] (relevant passage), one can process the solution further before returning to individual participants. Instead of directly sending each $f^*(u, v)$ to $u$, we decompose the circulation into a sum of cycle flows. This makes the execution of rebalancing via HTLCs easier; instead of the entire network committing their funds to a large atomic rebalancing transaction, each cycle only requires coordination between nodes constituting the cycle.

As mentioned earlier, each circulation can be expressed as a sum of cycle flows. We briefly describe a standard algorithm to compute this decomposition efficiently. Algorithm 1 uses depth-first search as a subroutine to detect cycles and then induce cycle flows on them. Figure 2 depicts a circulation and its decomposition into cycle flows.

HTLC commitments per cycle. Given such a decomposition, we need to enforce atomicity of each cycle flow by creating an HTLC for each cycle $c$ in the set. This can be done by first selecting a user in each cycle at random to initiate the cycle. This user has to choose a random secret $r_c$ from some domain $\mathcal{X}$ and create a hash of the secret $h_c = H(r_c)$. The timelock for the initiator of the cycle and the next user is set equal to the length of the cycle. The transaction amount
Algorithm 2: HTLC creation for cycles

```plaintext
Algorithm 2: HTLC creation for cycles

input : $S$ set of directed cycles

for $c \in S$ do
   select starting user $u_c$ at random from users in $c$
   timelock $t_c \leftarrow \text{len}(c)$
   $u_c$ chooses random secret $r_c$ and creates $h_c = H(r_c)$

for $e_c = (u, v) \in c$ starting from $u_c$ do
   $u$ creates $HTLC(u, v, w_c, h_c, t_c)$
   decrement $t_c$ by 1
```

5 Analysis

**Desired Properties.** An execution of HIDE & SEEK satisfies the desired properties as stated in Section 3.3. Let us study each of the properties in order.

**Balance Conservation.** Suppose there is a node $v$ that enjoys net financial gain through the execution of HIDE & SEEK under a malicious adversary. HIDE & SEEK specifies a set of cycle flows that the nodes may execute, and $v$ must have participated in some subset of these. Note that by atomicity of cycle flows ensured through HTLCs, it is not possible for a cycle to be executed partially (even when parties act maliciously). If $v$’s balance increased, that means there must be at least one cycle flow with net positive flow through $v$. But this contradicts the definition of cycle flows, since they must satisfy zero flow through each node:

\[
\sum_{(u, v) \in E} f(u, v) = \sum_{(v, u) \in E} f(v, u) \quad \forall v \in V.
\]

**Privacy.** The sensitive data used in the exploratory phase of HIDE & SEEK remains private as long as at least one delegate of the MPC is honest (inherited by the MPC). In the execution phase, users do not know the other users in their cycle except their predecessors and successors in their cycles as we use MAPPCN [30] to preserve user anonymity.

**Optimality.** Assuming the delegates compute the solution correctly, the circulation returned by the min-cost flow algorithm maximizes the total flow through each edge. Under the same assumption, the cycle decomposition algorithm would result in an equivalent (and thus also optimal) set of cycle flows.

**Efficiency.** We break the analysis of the efficiency of HIDE & SEEK into three parts: (1) solving the rebalancing problem, (2) cycle decomposition, and (3) MPC.

**Solving the rebalancing problem.** Solving the underlying min-cost flow problem is the most computationally intensive aspect of HIDE & SEEK. Fortunately we can leverage the vast body of algorithms for this problem being asymptotically optimal in different parameter regimes. The complexity of these algorithms is analyzed in terms of $n$, $m$, the largest capacity $U$ and the largest cost $W$ of an edge. We may presently ignore the term $W$ as each edge has identical cost 1. For the parameter regime of rebalancing, we recommend the double scaling algorithm of Ahuja, Goldberg, Orlin and Tarjan with computes the optimal solution in time $O(nm \log nW \log \log U)$ [4].
An alternative is to use a network simplex algorithm. This family of algorithms are excellent in practice, although theoretical analysis of their effectiveness is an active area of research in optimization. Simplex algorithms are also incredibly simple, and for this reason have they been recommended in Toft’s framework for privately solving linear programs\cite{29} despite the somewhat poorer theoretical guarantees. We recommend the network simplex algorithm of Orlin \cite{22} for the rebalancing problem, which terminates in at most $O(nm \log n)$ pivots. Generally, the amortized cost per pivot is $O(n)$, but Orlin presents a modification with total runtime $O(nm \log n \log nW)$.

*Cycle decomposition.* If the rebalancing circulation obtained by solving the min-cost flow contains $n'$ vertices and $m'$ edges, then the cycle decomposition algorithm as detailed in Algorithm \ref{alg:cycle decomposition} terminates in $O(n'm')$ time, which is $O(nm)$ at worst. Every loop iteration removes at least one edge, and each iteration visits at most $n'$ vertices before finding a cycle. The pre-processing of $G$ to obtain the subgraph induced by the circulation takes $O(n + m)$ time.

Also note that the timelocks used in the execution of a cycle flow are bounded by the length of the cycle.

*MPC.* Although MPC implementations of optimization algorithms incur a penalty in speed, there are multiple methods to speed up the implementation of HIDE & SEEK:

Firstly, the rebalancing problem, much like many other min-cost flow problems, satisfies the Hoffman-Gale conditions: the optimal solution, along with the vertices of the polytope, is guaranteed to be integral. This means the MPC can be performed over faster integer arithmetic rather than slower floating point arithmetic.

HIDE & SEEK can be implemented even faster by reducing the number of bits per variable. This quantity is governed by the maximum capacity per edge as well as the granularity of rebalancing, so that the number of bits required depends on the specific cryptocurrency. For instance, an implementation of HIDE & SEEK for Bitcoin with just 20 bits per variable may restrict all quantities to multiples of $2^{10} = 1024$ satoshis up to $2^{30}$ satoshis which is approximately 10 bitcoins.

The number of delegates chosen to compute the MPC also contributes to the communication cost during rounds, and here we note that HIDE & SEEK does not place any limitations on this number. In fact, it can be as low as two delegates as long as one of them is honest.

Finally, the efficiency of our protocol inherently depends on the MPC primitives used. This is a wide and active area of research, with a lot of new developments in making efficient MPC primitives \cite{10,5,9,8}.

### 6 Limitations and Extensions

In this section, we identify the limitations of our protocol and discuss possible extensions.

*Rational participants.* Participants in financial networks such as PCNs typically act selfishly, aiming to increase their financial gain. As a result, an interesting future study is the security of our scheme under rational participants. In the execution phase, the cycle decomposition ensures that participants always gain from executing a cycle because the cycles are sign-consistent. Nevertheless, HTLCs have been proven vulnerable to attacks where participants collude and act for-profit \cite{20}. Regarding the exploration phase, it has been shown that when participants are rational (with respect to privacy) MPC is possible using randomized mechanisms with constant expected running time \cite{2}.

*Weighted LP.* The linear program of the rebalancing problem currently maximizes the total flow through each edge in the network. This is but an approximation of the practical objective, since in practice, flows through distinct edges are not necessarily equally important.

A more accurate model of rebalancing involved modifying the objective function from $\sum_{(u,v) \in E} f(u,v)$ to $\sum_{(u,v) \in E} w(u,v) f(u,v)$ for non-negative integral weights $w(u,v)$ supplied by $u$ via secret sharing. Let $W$ be the maximum possible weight that participants may specify.

This slight modification greatly enlarges the expressive power of participants, as they can now provide local preferences of one cycle over another. For instance, a user $u$ with one outgoing edge $e_0$ and three incoming edges $e_1, e_2, e_3$ wishes to rebalance $e_0$ desperately. $u$ considers rebalancing along $e_1$ favorable but not urgent, is indifferent to rebalancing along $e_2$, and does not permit any flow through $e_3$. Knowing that outgoing flow through $e_0$ must be
balanced by equal incoming flow, \( u \) may assign a weight \( w(e_2) = 0 \) to allow for flow through \( e_2 \) and then \( e_0 \) in order to rebalance \( e_0 \). This edge preference can be expressed by weights:

\[
w(e_0) = W, \quad w(e_1) = 1, \quad w(e_2) = 0,
\]

and by not including \( e_3 \) in the protocol at all.

The desired properties of Hide & Seek continue to hold after this modification. In terms of efficiency, the double scaling algorithm that we use runs in \( O(nm \log nW \log \log U) \) time rather than \( O(nm \log n \log \log U) \) \cite{4}.

The major drawback of this modification is game theoretic: although incorporating preferences is straightforward when users faithfully follow the protocol, it breaks under the assumption of rational participants. In particular, misreporting the weight of every edge as the maximum \( W \) is a dominant strategy, since that assigns the highest possible weight to every cycle that a user is part of. This reduces this modification to the original case of maximizing \( \sum_{(u,v) \in E} f(u, v) \).

An improved design of this mechanism, such as a clever budgeting of weights, could circumvent this problem, manage individual users’ incentives, and let the weighted LP extension be used practically.

### Optimality with corrupted participants

Participants’ sensitive financial data, such as existence of a payment channel and its capacity for rebalancing, is not verified in the protocol, nor does our threat model consider falsification of this data with respect to optimality.

Unfortunately, this lack of verification can prevent any rebalancing to occur: an adversary with knowledge of the payment channel network can falsify edge data so that each cycle passes through one of their edges. The adversary can then refuse to participate in the execution phase and prevent others from rebalancing, even when cycle flows between honest parties exist.

To defend against such adversary, we propose that parties submit zero knowledge proof of validity along with their edge constraint data. Although one cannot force participants to participate in rebalancing cycles, this modification certainly increases the success rate of rebalancing cycles in Hide & Seek even under an active adversary.

### 7 Related Work

#### Rebalancing PCNs

There are several payment channel primitives proposed in literature \cite{28,24,12,6,7,21}. Regardless of the primitive, a challenge all PCNs share is how to route transactions in the PCN while maintaining balanced channels for as long as possible. Classic routing studies in PCNs like SilentWhispers \cite{19}, SpeedyMurmurs \cite{26}, and others \cite{25} ignore that channels may be slowly depleting. A promising approach to avoid channel depletion and prolong the network availability for transaction routing is to maintain balanced channels or occasionally perform rebalancing. But transaction routing is a challenging task on its own because the channel balances remain secret for privacy purposes \cite{17,27,31}, let alone avoiding channel depletion on-top.

Khalil and Gervais introduce the first channel rebalancing protocol, called Revive \cite{17}. They formulate the problem as an LP, similarly to our work. Then, a delegate is elected to solve the LP and return the solution to the rebalancing participants. Although our work lies close to Revive, it also differs in several aspects. First, Revive considers rebalancing as an LP as well, but Hide & Seek employs faster and more specific min-cost flow algorithms. Second, Revive relies on a single delegate to compute the optimal rebalancing which leaks private information about balances to the delegate. In contrast, Hide & Seek uses MPC to achieve full privacy guarantees. Since Hide & Seek uses MPC, the speeds of the two protocols cannot be compared. We nevertheless expect Revive to also benefit from using our min-cost flow framework. Finally, atomic execution of the rebalancing transactions in Revive requires the transaction language of the underlying blockchain to be Turing-complete, and thus it is not suitable for Bitcoin. Hide & Seek avoids this issue by first decomposing the optimal rebalancing into cycles, and then executing these cycles atomically using HTLCs. The cycle decomposition in Hide & Seek also ensures that, as long as the channel is not part of all cycles, some rebalancing can still occur if individual HTLCs fail on a channel.

From a practical perspective, rebalancing in the Lightning Network currently utilises a brute force search for rebalancing cycles with sufficient capacity. An automated approach for doing so using the imbalance measure was proposed by \cite{23}. Unlike Hide & Seek, these methods do not leverage other rebalancing requests to find the globally
optimal rebalancing. These methods also require nodes to have global knowledge of the network whereas nodes in HIDE & SEEK only need to have local knowledge of the PCN.

Recently some works introduce routing protocols that attempt to maintain balanced channels. In particular, Spider [27] is a payment routing algorithm that maximizes the throughput while maintaining the original channel balances, without providing rebalancing however. Li et al. [18] propose to extend the lifetime of payments channels by estimating payment demand, and using this estimate to decide on the initial balance of channels. Engelshoven and Roos [13], on the other hand, leverage routing fees to incentivize the balanced use of payment channels. All these works are orthogonal and complementary to ours, as we introduce an opt-in rebalancing protocol.

Network flows and MPC. The general problem of solving network flow problems via multi-party computation is considered in the comprehensive PhD thesis of Aly [5]. Various privacy preserving implementations of combinatorial optimization problems are presented. The author acknowledges that the cost for privacy is very high even for the simplest of problems. Roughly speaking, their MPC implementations must iterate for the theoretical worst-case number of iterations to maintain privacy. For the practical problem of rebalancing though, we do not choose to implement extra iterations. On the other hand, we believe that suboptimal rebalancing is better than no rebalancing, and recommend terminating the min-cost flow solution prematurely if needed. Both scaling algorithms and network simplex algorithms monotonically generate better solutions in each iteration, leaving the participants with a feasible solution if they stop early.

8 Conclusion and Future Work

In this work we study the rebalancing problem for PCNs. We present HIDE & SEEK, which is a secure opt-in rebalancing protocol, that is also private and finds the globally-optimal rebalancing. HIDE & SEEK achieves better efficiency by reducing the rebalancing problem to a min-cost flow problem. HIDE & SEEK also achieves better robustness by decomposing the solution into cycles and executing each cycle atomically, as opposed to executing the entire solution atomically.

An interesting direction for future work is to consider the transaction aggregation problem, which is similar to rebalancing but without the balance conservation property (for instance Alice’s balance is not conserved if Alice wants to pay Bob 2 coins for a coffee). The main difficulty with transaction aggregation comes from the constraint that transactions may not be executed partially. In other words, where the optimization underlying rebalancing is a linear program (solvable in polynomial time), the problem underlying transaction aggregation is an integer program (NP-complete in general).
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A Reduction of The Rebalancing Problem to min-cost Flow

Recall that the rebalancing problem consists of finding a circulation on a directed graph with maximum flow while also satisfying the capacity constraints. The related well-studied problem of min-cost circulation provides a cost to each edge as well as lower and upper bounds on the flow through each edge. Rebalancing can thus be seen as a circulation problem with negative costs with flow bounds given by 0 and capacity $m(u, v)$. Below, we provide a short reduction to the more fundamental min-cost flow problem on the same graph.

The reduction is a simple change of variables: define $f' \in \mathbb{R}^{m}$ as $f'(v, u) := m(u, v) - f(u, v)$. Consider the reversed graph $G' = (V, E')$ where all directed edges from $G$ are reversed $E' = \{e' = (v, u) : (u, v) \in E\}$. Rebalancing on $G$ is equivalent to a min-cost flow problem on $G'$.

The constraints $0 \leq f(u, v) \leq m(u, v)$ transform into $0 \leq f'(v, u) \leq m'(u, v) = m(u, v)$. Finally, the zero flow constraints from the rebalancing problem

$$\sum_{(u,v) \in E} f(u, v) - \sum_{(v,u) \in E} f(v, u) = 0$$

transform into

$$\sum_{(v,u) \in E'} m(u, v) - f'(v, u) - \sum_{(u,v) \in E'} m(v, u) - f'(u, v) = 0,$$

or,

$$\sum_{(u,v) \in E'} f'(u, v) - \sum_{(v,u) \in E'} f'(v, u) = \sum_{(u,v) \in E} m(u, v) - \sum_{(v,u) \in E} m(v, u)$$

In other words, the sources and sinks can be defined by whether $\sum_{(u,v) \in E} m(u, v) - \sum_{(v,u) \in E} m(v, u)$ is positive or negative. By a standard technique, we can further reduce the problem to that containing a single source and single sink by appending so-called “super-source and super-sink” to $G'$.

Finally, we need to specify the cost to complete the problem description: if the objective of rebalancing is to maximise $\sum_{(u,v) \in E} c(u, v) f(u, v)$ then we specify the min-cost flow problem to minimize $\sum_{(u,v) \in E'} c(v, u) f'(u, v)$. In this way, not only are the feasible regions of both problems equivalent by the described change of variables, but so are the optimum solutions.