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Abstract

Physics-informed neural network architectures have emerged as a powerful tool for developing flexible PDE solvers which easily assimilate data, but face challenges related to the PDE discretization underpinning them. By instead adapting a least squares space-time control volume scheme, we circumvent issues particularly related to imposition of boundary conditions and conservation while reducing solution regularity requirements. Additionally, connections to classical finite volume methods allows application of biases toward entropy solutions and total variation diminishing properties. For inverse problems, we may impose further thermodynamic biases, allowing us to fit shock hydrodynamics models to molecular simulation of rarefied gases and metals. The resulting data-driven equations of state may be incorporated into traditional shock hydrodynamics codes.
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1. Introduction

Recently, a number of works have evaluated the potential of deep neural networks (DNNs) to solve partial differential equations (PDEs). DNNs possess attractive properties: potentially exponential convergence, breaking of the curse-of-dimensionality, and an ability to handle data sampled from function spaces with limited regularity, such as shock and contact discontinuities.
Practically however, challenges regarding the training of DNNs often prevent the realization of convergent schemes for forward problems. For inverse problems however, a number of methods have emerged that train neural networks to simultaneously match target data while minimizing a PDE residual, which have found application across a wide range of applied mathematics problems. While many variations of this idea exist in the literature, we develop in this work an extension to physics-informed neural networks (PINNs) applied to hyperbolic systems of conservation laws. For this method and related PINNs approaches, the low-dimensional neural network representation of a PDE solution allows a simple and efficient implementation of inverse problems in popular machine learning packages such as Tensorflow and PyTorch.

We consider the application of these approaches to inverse problems in shock physics. Specifically we consider shock-hydrodynamics, a class of models where the Euler equations are used to model materials in high-energy regimes under which shear may be assumed negligible (i.e., substances subject to very high temperatures and rates of deformation), and may be extended to include elastoplastic material response in addition to electromagnetic physics. For these problems, an accurate and appropriate equation of state (EOS) is critical as the material of interest evolves over a large area of phase-space including phase transitions. The process of developing an EOS is typically handled by a labor-intensive assimilation of heterogeneous data compiled from analytical, experimental, and synthetic sources. In this work, we develop improvements upon traditional PINNs to support the extraction of data-driven EOS. For this application, incorporation of a number of physical principles will prove critical to obtaining an EOS which not only fits training data well, but also provides stable solutions when incorporated into a traditional continuum shock solver after training.

The hybrid physics/data loss used in PINNs admits interpretation as a weighted least-squares collocation scheme. As such, PINNs inherit a number of disadvantages of such methods: a need to appropriately weight PDE residual against initial and boundary conditions, a restrictive regularity requirement that solutions be continuous, and a lack of natural means to enforce conservation structure. As a result, applications of PINNs to solve hyperbolic forward problems requires introduction of a number of penalties. The premise of the current work is that an alternative space-time least-squares control volume discretization (cvPINNs) naturally resolves these issues, substantially removing hyper-parameters while providing higher quality solutions. At the same time, exposing connections to traditional finite volume methods (FVM) allows introduction of novel techniques to ensure the solution is asymptotically consistent with the zero-viscosity limit and satisfaction of physically relevant entropy inequalities. In order to do so, we use the framework of complete-EOS, which allows us to write down an entropy-flux pair and enforce entropy conditions in the forward-model. For the inverse model, we parameterize the specific entropy describing the entire thermodynamic behaviour of our substance/material of interest. In this setting, it is important to enforce a number of inequal-
ity constraints \[30\] into the specific entropy in order to preserve, among other things, hyperbolicity in the Euler equations.

A number of works have considered the use of DNNs in the context of shock problems \[26, 20, 31, 32, 33\], and several works have considered using alternative discretizations in the context of PINNs-like methods, for example Ritz-Galerkin discretizations \[1\], Petrov-Galerkin methods \[34\], and mortar methods \[35\]. To our knowledge, this work marks the first attempt to assimilate traditional finite volume methodology to obtain a thermodynamically consistent treatment of inverse problems in shock physics.

We organize the paper by providing an interpretation of classical conservation laws as an integral balance law in space-time, together with an inequality constraint on entropy. We then present both classical PINNs and cvPINNs in the context of forward modeling before moving toward inverse problems. We provide pedagogical examples for a variety of canonical hyperbolic systems, such as Burgers, Euler, and Buckley-Leverett equations. We consider the extraction of equations of state from realistic high-fidelity noisy synthetic sources. First, direct simulation Monte Carlo (DSMC) simulation of Argon gas in the continuum regime allows a comparison of fitting a general purpose DNN EOS vs. a perfect gas law. We conclude by extracting an EOS from molecular dynamics (MD) simulations of shocks propagating through copper bars thereby demonstrating the framework’s ability to handle non-fluid materials whose EOS is \textit{a priori} unknown.

2. Space-time Integral Form PDE Formulation

Given a space-time domain \(\Omega \subset \mathbb{R}^d \times [0,T]\) and a conserved vector quantity \(\mathbf{u} \in \mathbb{R}^P\), we consider a class of conservation laws of the form

\[
\partial_t \mathbf{u} + \nabla \cdot \mathbf{F}(\mathbf{u}) = 0 \quad x, t \in \Omega, \text{ for all } i
\]

\[
\mathbf{u} = \mathbf{u}_0 \quad t = 0
\]

\[
\mathbf{F}(\mathbf{u}) \cdot \hat{n} = g \quad x \in \Gamma_-
\]

where \(\hat{n}\) denotes a vector field, \(\mathbf{F} \in \mathbb{R}^{d \times P}\) a flux, and \(\Gamma_-\) a problem specific subset of \(\partial \Omega\) with positive measure. We refer to components of \(\mathbf{u}\) as \(u^p\) where the superscript \(p \in \{1, ..., P\}\) is the \(p\)th vector component. \(\Gamma_-\) is generally associated with the “upwind” portion of the boundary. Equation (1), interpreted in a weak sense, potentially leads to non-physical multi-valued solutions \[36\]. Following \[37\], we are only interested in solutions understood as the zero-viscosity limit given by \(\mathbf{u} = \lim_{\epsilon \to 0^+} \mathbf{u}_\epsilon\) where

\[
\partial_t \mathbf{u}_\epsilon + \nabla \cdot \mathbf{F}(\mathbf{u}_\epsilon) = \epsilon \nabla^2 \mathbf{u}_\epsilon,
\]

also called viscosity-solutions. Let \(\eta : \mathbb{R}^N \to \mathbb{R}\) be a convex functional and \(\mathbf{q}(\mathbf{u}) : \mathbb{R}^N \to \mathbb{R}^d\) a vector-valued function satisfying the identity \(\nabla u \eta(\mathbf{u})^\top \nabla u \mathbf{F}(\mathbf{u})^\top = \nabla u \mathbf{q}(\mathbf{u})\). Then \((\eta(\mathbf{u}), \mathbf{q}(\mathbf{u}))\) is called an \textit{entropy-flux pair}. Viscosity solutions satisfy the so-called entropy inequality (see for instance \[38\] p. 21)

\[
\partial_t \eta + \nabla \cdot \mathbf{q} \leq 0,
\]
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with equality holding only in smooth regions of the solution. The convex functional $\eta$ is known as a mathematical entropy. We highlight that this is a different object from $s$, the specific entropy, to be introduced later in this manuscript.

We define an “extended-flux” $\hat{F} := \langle u^T, F \rangle \in \mathbb{R}^{d+1 \times P}$ which has the additional column $u^T$. Similarly, we may define an extended entropy-flux to obtain the space-time entropy flux $\hat{q} = \langle \eta, q \rangle \in \mathbb{R}^{d+1}$. Thus the conservation law and entropy inequality may be written in terms of the generalized divergences

$$
\text{div}(\hat{F}) = 0,
\text{div}(\hat{q}) \leq 0,
$$

where $\text{div} = \langle \partial_t, \partial_{x_1}, ..., \partial_{x_d} \rangle$ to explicitly distinguish from the space-only $\nabla \cdot$ operator. Application of the Gauss divergence theorem yields the following integral conservation law form, which holds for any compact $\omega \subset \Omega$ with piecewise smooth boundary $\partial \omega$,

$$
\int_{\partial \omega} \hat{F} \cdot dA = 0,
\int_{\partial \omega} \hat{q} \cdot dA \leq 0.
$$

3. Physics-informed neural networks

To emphasize the advances developed here, this section recalls a classical view of PINNs as a point collocation least squares method and develops a new control volume PINNs (cvPINNs) formulation that has notable advantages for hyperbolic conservation laws.

3.1. Classical PINNs: Point collocation least squares

Denote by $||f||_{\ell^2(D)}$ the root-mean-square norm of a collection of scattered point data $D = \{x_i, f(x_i)\}_{i=1,...,N_{\text{data}}}$. The classical PINNs approach to solve Eqn. 1 introduces pointsets on the interior ($D_{\text{int}} \subset \Omega$), boundaries ($D_{BC} \subset \Gamma$), and initial time points ($D_{IC} \subset \Omega \cap \{t = 0\}$) to define the least squares residual

$$
\mathcal{L}_{\text{PINN}} = ||\partial_t u + \nabla \cdot F(u)||^2_{\ell^2(D_{\text{int}})} + \epsilon_0 ||u - u_0||^2_{\ell^2(D_{IC})} + \epsilon_{\Gamma} ||F(u) \cdot \hat{n} - g||^2_{\ell^2(D_{BC})},
$$

where $\epsilon_0$ and $\epsilon_{\Gamma}$ are penalty hyperparameters requiring calibration. The solution $u$ is assumed to be a neural network whose solution is typically obtained by minimizing Eqn. 6 with first-order optimizers available in popular machine learning libraries (e.g., [23, 39]).

In the context of traditional PDE discretization, this class of weighted residual methods has been used extensively with choices of approximation other than DNNs [40, 41, 42, 43, 44, 45], and possesses two fundamental challenges. First, the use of a point collocation functional mandates working in continuous function spaces, posing challenges for reduced regularity problems such as
those occurring in shocks or $H(\text{div})/H(\text{curl})$ problems. Secondly, the proper weighting of penalty parameters is required to obtain coercivity of $L_{\text{PINN}}$ over an appropriate energy norm. In least squares finite element contexts, tools such as the Agmon-Douglis-Nirenberg (ADM) theory [46] provides weights involving relative measures of cell volumes and boundary faces in the context of Elliptic theory. Neural networks however possess no explicit relationship to a static mesh; in fact DNNs may be identified with a piecewise linear finite element space which evolves during training [2], and therefore the requisite mesh information is not available a priori. These two challenges, stemming from the choice of weighted residual, lead to a number of pathologies in training PINNs that are an active area of current research [10].

3.2. Control Volume PINNs

In control volume PINNs (cvPINNs) we take the space-time integral form, Eqn. 5 as the basis of generating a residual. We approximate $u = \mathcal{N}(t, x; \xi)$, where $\mathcal{N}$ is a deep neural network taking $t$ and $x$ as input and $\xi$ as parameters. Partitioning the domain $\Omega$ into $N_c$ disjoint space-time cells denoted $c$ and applying Eqn. 5 provides the loss

$$L_{\text{cvPINN}} = \sum_{c=1}^{N_c} \left| \int_{f \in \partial c} \tilde{F} \cdot dA \right|^2.$$  

To naturally impose boundary conditions, the fluxes are evaluated conditionally as

$$\tilde{F} = \begin{cases} \hat{F}(\mathcal{N}), & \text{if } x \in \Omega \\ \hat{g}, & \text{if } x \in \Gamma \end{cases}$$

that is, for cells touching an upwind boundary facet, the flux boundary condition is used instead. In this manner, the boundary and initial conditions are incorporated directly, eliminating the parameters $\epsilon_0$ and $\epsilon_\Gamma$. Conservation is naturally imposed via the control volume formulation, eliminating the need for conservation penalties (see e.g. [17]).

In contrast to traditional FV methods, our approximation is not piecewise polynomial within cells with reconstructed piecewise polynomial fluxes at facets. Instead, $\mathcal{N}|_f$ (the restriction of $\mathcal{N}$ to $f$) inherits the regularity of the network activation functions; e.g. for a ReLU activation $\mathcal{N}|_f$ is nonpolynomial and only $C^0$ continuous. Consequently, the quadrature in Eqn. 7 must be performed approximately. For this work we use either composite trapezoidal or composite midpoint quadrature, and a quadrature refinement study has been performed for all presented results to ensure that sufficiently many intervals have been used to reduce quadrature error below the optimization error in training.

We note that characterization of the solution of a hyperbolic system as the $L_2$-minimizer of the residual (as proposed in [7]) might not necessarily retrieve the physically valid viscosity-solution. In other words, if viscosity-solutions of hyperbolic systems are meant to satisfy a Dirichlet principle (i.e. solutions can be characterized as minimizers of some residual) the right choice of norm for
such residual is not known. This well-known fact has been studied by different authors. For instance in [48] the idea of adaptively weighted $L_2$-norms are advanced. For the case of scalar conservation laws and Hamilton-Jacobi equations $L_1$-minimization of the PDE-residual can be proven to retrieve the unique viscosity solution while the $L_2$-norm in general does not (see e.g. [49, 50]). For the case of systems, the right choice of norm is a largely open question.

Here we adopt a more pragmatic approach, choosing to work with the $L_2$-norm to allow use of generic optimization schemes available in popular machine learning packages. In order to mitigate potential deficiencies of the $L_2$-norm we introduce tools to both penalize the violations of the entropy inequality and total variation of our cvPINNs solution. These tools are critical to handling the discontinuities from shocks and contacts that lead to non-physical oscillations which may violate physical constraints. These constraints will be enforced by introducing penalties that allow a simple implementation. We stress however that unlike initial and boundary conditions, their weightings are not tied to a proper weighting by discretization length scales; later results will show that taking a unit weight for all results works well. The approaches presented here are not meant to represent the state-of-the-art of forward-solution methods for hyperbolic system of conservation laws; they are meant to indicate the types of FV tools which may be easily incorporated into physics-informed ML for shock problems.

For ease of presentation, we restrict the remainder of the section to a 1D spatial domain with a Cartesian mesh, although generalizations to polyhedral meshes are possible. We identify a space-time cell $c$ with centroid $(x_i, t_n)$ as $c_{i,n}$, and denote the north, east, south, and west facets as $f_{i,n+\frac{1}{2}}$, $f_{i+\frac{1}{2},n}$, $f_{i,n-\frac{1}{2}}$ and $f_{i-\frac{1}{2},n}$, respectively.

**Artificial viscosity penalization.** A traditional approach to obtaining entropy solutions is to introduce a mesh size-dependent viscosity which vanishes in the continuum limit, effectively discretizing Eqn. 2 by replacing $\epsilon$ with the characteristic mesh size $\Delta x$. We specifically consider the classical artificial viscosity from [51],

$$\partial_t u + \partial_x F(u) = \beta (\Delta x)^2 \partial_x (|\partial_x v| \partial_x u)$$

where $\Delta x$ is the cell width, $\beta > 0$ is a small parameter, and $v$ denotes a problem-specific velocity field. This equation can be written in terms of the generalized space-time flux

$$\hat{F}_{AV} = \langle u^T, F - \epsilon_{AV} (\Delta x)^2 (|\partial_x v| \partial_x u) \rangle$$

as above. In the remainder of the paper, taking $\epsilon_{AV} > 0$ corresponds to adding in this additional flux.

While popular in classical FV methods, when working with DNN solutions the loss may only be incorporated to within optimization error. As a result, for sufficiently small $\Delta x$, there may be insufficient precision for the artificial viscosity to impact the optimizer. We thus introduce this as a means of comparison and motivation for the following alternative means of enforcing a vanishing-viscosity mechanism.
Entropy inequality penalization. Rather than working with Eqn. 2, we may instead seek to impose the entropy inequality constraint in Eqn. 5 directly. While a formal treatment of inequality-constraints requires more sophisticated optimizers, we opt to penalize deviations from the constraint by implementing the following loss,

$$L_{\text{ent}} = \sum_{c=1}^{N_c} \left( \max \left( 0, \int_{\partial c} \hat{q} \cdot dA \right) \right)^2.$$  

(11)

Total Variation penalization. Treatment of discontinuous solutions in a variational $L_2$-framework inevitably leads to Gibbs-like phenomena. We highlight that, in the space-time setting of the cvPINNs solution, sub-optimal training/approximation of the DNN may account for part of these artificial oscillations.

The total variation diminishing (TVD) property is given by

$$TV(u_{n+1}) \leq TV(u_n),$$

where $TV(u_n) = \sup \left\{ \int_{\Omega} u(x,t_n) \text{div} \phi \, dx : \phi \in C^1_c, ||\phi||_{L^\infty} < 1 \right\}$,

(12)

where $C^1_c$ is the set of continuously differentiable, compactly supported vector functions on $\Omega$. Scalar conservation laws in one space dimension satisfy a total-variation bound, therefore the property (12) is a highly desirable feature in numerical solutions of scalar conservation laws (cf. [38]). However, exact solutions of neither scalar conservation laws in two-space dimensions nor general hyperbolic systems are guaranteed to satisfy a TV-bound (cf. [36, 52]). In spite of this contradiction, introduction of a mild TV penalization/regularization is a very popular numerical device used to mitigate spurious behaviour of the numerical solution (see e.g. [53]). In the cvPINNs framework we use a similar approach.

In the classical FVM, $TV$ is often approximated on a 1D Cartesian mesh via

$$TV_h(u_n) = \sum_i |u_{i+1,n} - u_{i,n}|,$$

(13)

where $u_{i,n}$ are the states at the centers of cell, $(i, n)$. In one dimension this may be incorporated into the loss,

$$L_{TVD} = \sum_{n,p} \max \left( 0, TV_h(u_{n+1}^p) - TV_h(u_n^p) \right)^2.$$

(14)

Physics-informed cvPINN. We finally regularize the cvPINN loss with the artificial viscosity, entropy inequality, and TVD penalties to obtain the following loss functional governing forward simulation problems

$$L_{\text{fwd}} = L_{\text{cvPINN}} + \epsilon_{\text{ent}} L_{\text{ent}} + \epsilon_{TVD} L_{TVD}$$

(15)

where $\epsilon_{\text{ent}}$ and $\epsilon_{TVD}$ are positive penalty hyperparameters which we will demonstrate how to set. It is understood that $L_{\text{cvPINN}}$ is modified to accommodate the artificial viscosity flux in Eqn. 10 when we take $\epsilon_{AV} > 0$. 
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4. Least squares control volume scheme for inverse problems

This section generalizes the loss in Eqn. (15) to inverse problems. We consider a class of conservation laws taking the form Eqn. (1) but where the exact functional form of the flux $F$ is partially unknown. We assume that it may be parameterized as $F_\sigma$, for parameter $\sigma$. This encompasses estimation of unknown material properties such as viscosity, as well as the more challenging setting where a model term, such as a multiscale closure or equation of state, are unknown. In this setting the parameter $\sigma$ could correspond to either a selection of candidate models from a dictionary [54], or a neural network parameterization of missing physics [55].

We assume scattered point observations, $u_{data}$, at a pointset, $D \in \Omega$, which may correspond to partial observations of components of the state variable. We define the inverse problem as

$$\min_{\xi,\sigma} L_I, \quad L_I = L_{fwd} + \epsilon_{data} || \mathcal{N} - u_{data} ||^2_{L^2(D)}.$$  \hspace{1cm} (16)

Note that the minimization is performed simultaneously over neural network for the states (the $\xi$ parameters) and the parameters for the flux $\sigma$.

Shock hydrodynamics provides a motivating example where the specific form of the EOS maybe a priori unknown. We will consider both parameter estimation of a known EOS model form (e.g. $\gamma$ in the ideal gas law), and a black-box DNN model appropriate for materials in extreme energy environments undergoing phase transitions. We specialize in the remainder to this EOS estimation problem. Consider as conservation law the 1D Euler equations,

$$\partial_t \begin{bmatrix} \rho \\ M \\ E \end{bmatrix} + \partial_x \begin{bmatrix} M \\ M^2/\rho + p \\ (E + p)M/\rho \end{bmatrix} = 0,$$  \hspace{1cm} (17)

where $\rho$ is the density, $M$ is the momentum, $E = \rho(e + \frac{1}{2}u^2)$ is the total energy density, $p$ is the pressure, $u = M/\rho$ is the velocity, and $e$ is the specific internal energy. Expression (17) requires an additional EOS to obtain closure that characterizes the microscopic state of the system.

While formula for the pressure $p = p(\rho,e)$ would suffice for closing (17), we choose to parameterize a so-called complete-EOS. A complete-EOS consists of an equation for the specific entropy $s := s(\rho,e)$, from which the temperature and pressure can be computed from the Gibbs relations:

$$T^{-1} = \frac{\partial s}{\partial e} \quad \text{and} \quad p = -\rho^2 \frac{\partial s}{\partial \rho} / \frac{\partial s}{\partial e}.$$ 

The framework of complete-EOS is particularly well described in the classical paper [29] and has been used recently in [30] to establish the minimum principle of the specific entropy with largest generality possible. For our problem of interest, the description of the specific entropy has to be parametrized as $s :=$
where \( s(\rho, e; \sigma) \) is the parametrization. The compete-EOS description allows us to have well-defined entropy pairs by choosing \( \eta = -\rho s; \quad q = -Ms. \) (18)

This choice of parameterization exposes the entropy pair required described in §3.2.

However, not any function \( s(\rho, e; \sigma) \) will yield physically admissible behaviour. The following inequality constraints are necessary to guarantee physically admissible \([30]\) solutions:

\[
\partial e s > 0, \quad \partial^2 e s \leq 0 \text{ and } \partial_\rho (\rho^2 \partial_\rho s) < 0.
\] (19)

Violations of the conditions in (19) can result in a loss of hyperbolicity in the Euler equations and violation of the minimum principle of the specific entropy.

We consider two parameterizations of the EOS. The first is a perfect gas, parameterized by the ratio of specific heats, \( \gamma \). To handle potentially negative \( \rho \) or \( e \) during training, we stabilize via

\[
s = \log\left(\frac{\max(e^{1/(\gamma-1)}/\rho)}{\max(\epsilon, \rho)}\right),
\] (20)

where \( \epsilon \) is a small number. It is easy to see that this model satisfies Eqns. [19] for \( \gamma > 0 \), and therefore will always provide a well-posed model.

As a second parametrization we take \( s = NN(\rho, e; \sigma) \). Of particular concern in situations with scarce data, this “black-box” parametrization provides no mechanism to enforce Eqns. [19]. As before, we enforce these inequality constraints via penalty added to the loss in Eq. [16]

\[
\mathcal{L}_{inv} = \mathcal{L}_{I} + \epsilon_R \mathcal{L}_{R}
\] (22)

where

\[
\mathcal{L}_{R} = \| \max(0, -\partial_e s) \|^2_{\ell_2(D_{EOS})} + \| \max(0, \partial^2 e s) \|^2_{\ell_2(D_{EOS})} + \| \max(0, \partial_\rho (\rho^2 \partial_\rho s)) \|^2_{\ell_2(D_{EOS})}.
\] (23)

Here \( D_{EOS} = \{\rho_i, e_i\}_{i=1}^{N_{EOS}} \) is a set of \( N_{EOS} \) collocation points where the penalization is applied. In practice we identify a region of interest in parameter space and uniformly sample points. Together, the following three EOS parametrization (perfect gas parametrization, the neural network parametrization with entropy constraint penalization, and the unpenalized neural network) provide a sequence of increasingly “black-box” parametrization of the missing physics, and will serve as a test-bed for characterizing the role of physical inductive biases on generalizability and model stability in small data limits.
5. Results: Forward solution of hyperbolic problems

Before tackling the inverse problem discussed in Section 4, we demonstrate that cvPINNs provides an appropriate discretization for nonlinear hyperbolic PDEs.

5.1. Entropy condition

The solution to Eqn. 1 is not unique without simultaneous satisfaction of Eqn. 3. For instance, a Riemann problem setup for Burger’s equations, when the right state exceeds the left (e.g. \( u_L < u_R \)), we might recover a nonphysical rarefaction shock solution if only the residual is minimized.

To demonstrate this issue, and how entropy penalization addresses it, we will train three neural networks to solve Burger’s equations for a Riemann problem with hyperparameters \( \epsilon_{\text{ent}} \in \{0, 0.01, 1.0\} \), and \( \epsilon_A V = \epsilon_{\text{TVD}} = 0 \). For Burger’s the entropy pair used is

\[
\eta = u^2; \quad q = \frac{2}{3} u^3. \tag{24}
\]
The initial network weights and biases are selected so that the initial guess is equal to a rarefaction shock solution

\[ u = \begin{cases} 
  u_L = 1 & \text{if } x < \frac{1}{2}t, \\
  u_R = 0 & \text{if } x \geq \frac{1}{2}t.
\end{cases} \]  

We perform this initialization by choosing a set of collocation points and using gradient descent to minimize the \( \ell_2 \) norm between the neural network \( u \) and Eqn. \( 25 \) at the collocation points. Finally, each network is trained using cvPINNs with a different scaling of the entropy penalization. Table A.1 lists the hyperparameters for the minimization procedures for initialization and cvPINNs.

In Figure 1 we examine the effects of the entropy penalization on cvPINNs. By construction the rarefaction shock solution satisfies Eqn. 1 for all time. When \( \epsilon_{ent} = 0 \) is used (as in the left plot), the optimal neural network has already been obtained by the initial guess. As a result we find that training yields the nonphysical rarefaction solution, yet it violates Eqn. 3 (shown in the second row of the image). However, for \( \epsilon_{ent} = 0.01 \) or 1.0, the entropy solution is recovered and no longer violates Eqn. 11. Moreover, the solution is little changed between the two non-zero penalties. Thus, in the remainder we use \( \epsilon_{ent} = 1 \).

5.2. TVD condition

To explore the effect of the TVD penalization, cvPINNs is used to solve a Riemann problem using Euler’s equations (Eqn. 17) assuming a perfect gas EOS (Eqn. 20 with \( \gamma = 1.4 \)). Figure 2 shows the cvPINNs solution to the Sod problem,

\[
\begin{bmatrix}
\rho \\
v \\
p
\end{bmatrix}_{t=0} = \begin{cases}
  \begin{bmatrix} 3 \\ 0 \\ 3 \end{bmatrix} & \text{if } x < 0; \\
  \begin{bmatrix} \rho \\ v \\ p \end{bmatrix}_{t=0} = \begin{bmatrix} 1 \\ 0 \\ 1 \end{bmatrix} & \text{if } x \geq 0.
\end{cases}
\]  

using \( \epsilon_{TVD} = 0, 0.01 \) and 1.0. Without the TVD penalization, using \( \epsilon_{TVD} = 0 \), the plots demonstrate that cvPINNs solutions suffer from substantial oscillations, particularly at the shock front. However, the solutions arising from the non-zero values of \( \epsilon_{TVD} \) show physical oscillations are incrementally reduced by increasing \( \epsilon_{TVD} \). Here, the solution is essentially non-oscillatory for \( \epsilon_{TVD} = 1 \) and does not appear to suffer from further deleterious dissipation effects. Thus, for the remainder of the paper, we use \( \epsilon_{TVD} = 1 \) when applying the TVD penalization. The hyperparameters used for cvPINNs are shown in Table A.2.

5.3. Artificial Viscosity

Section 3.2 introduced an artificial viscosity penalization to enforce both the entropy condition and minimize oscillations (using \( \epsilon_{AV} > 0 \) and \( \epsilon_{TVD} = \epsilon_{ent} = 0 \) in Eqn 15). This section compares artificial viscosity to cvPINNs using TVD and entropy penalization (e.g. \( \epsilon_{TVD} = \epsilon_{ent} = 1 \) and \( \epsilon_{AV} = 0 \) in Eqn 15). Riemann
Figure 2: Effect of TVD regularization on cVPINNs solution for Sod shock problem. (top row) Density (first column), velocity (middle column), and pressure (last column) profiles at time $t = 1$ for TVD regularization weights, $\epsilon_{TVD} = 0$ (---), $\epsilon_{TVD} = 0.01$ (-----), and $\epsilon_{TVD} = 1$ (----), and analytical solution (solid line). (bottom row) Zoomed in profiles at shock front. The profiles shown are the solutions with minimal loss over 10 trials. Here the reduction in oscillations is apparent for increasing values of $\epsilon_{TVD}$. 
Figure 3: Entropy+TVD penalization and viscous penalization results in similar quality solutions for Buckley-Leverett and Euler Riemann problems. True solution (−−−−), no regularization (−−−−−), entropy+TVD regularization (−−−−), viscous regularization (−−−−−−).
problems for the Euler equations with the perfect gas EOS (see Eqn. 17) and the Buckley-Leverett equation,

\[ \partial_t u + \partial_x \left( u^2 - \frac{u^2}{u^2 + \frac{1}{2}(1-u)^2} \right) = 0, \tag{27} \]

with the entropy pair \([57]\),

\[ \eta = \frac{1}{2} u^2, \]
\[ q = \frac{2}{9} \left( \frac{u - 2}{1 - 2u + 3u^2} + \frac{1}{\sqrt{2}} \arctan \left( \frac{-1 + 3u}{\sqrt{2}} \right) - \log(1 - 2u + 3u^2) \right). \tag{28} \]

are solved and compared to analytic solutions. The methods for finding the analytical entropy solutions for these equations are available in \([58]\). As the Buckley-Leverett equation has a non-convex flux the solution to the Riemann problems consists of a composite wave, consisting of a rarefaction connected to a shock.

In Figure 3, we show solutions to unpenalized cvPINNs, cvPINNs using TVD and entropy penalization, artificial viscosity penalization, and the analytical solutions to Riemann problems. For Buckley-Leverett without penalization, the cvPINNs solution finds an incorrect solution with the wrong shock speed and an overshoot behind the shock. Adding the viscous penalty leads cvPINNs to a better, albeit more dissipative, solution. Using the entropy and TVD penalty results in a solution that recovers the correct shock speed, but retains a slight overshoot.

For the Euler equations, omitting penalization does find the correct entropy solution, however it has substantive overshoots at the shock. Adding artificial viscosity dampens the oscillations, resulting in a more dissipated solution. Using the entropy and TVD penalty instead eliminates the oscillation and is less dissipative than the viscous penalization. The hyperparameters used for minimization are available in Table A.3. For the remainder of the paper entropy and TVD penalization are used for cvPINNs solutions.

5.4. Unstructured mesh

Excluding this section, all of the tests consider Cartesian space-time meshes. However, cvPINNs is applicable on general polygonal meshes. To demonstrate this, we consider a Sod shock tube is solved on an unstructured, triangular space-time mesh, generated using pyGMSH \([59]\) with characteristic lengths, \(\Delta x/L = \Delta t/T = 100\). We apply identical parameters to the Cartesian case (see Table A.3), and compare the resulting solution on a regular Cartesian grid of comparable size, 100 × 100, demonstrating similar solution on structured/unstructured meshes (Figure 4).
Figure 4: cvPINNs is compatible with a more general, unstructured mesh. (right) Analytical solution to Eqn. 26 and solution using cvPINNs with entropy and TVD regularizations. (right) Section of the triangular mesh used with cvPINNs.

Figure 5: Comparison of cvPINNs (top row) and traditional PINNs (bottom row) for the Burger’s shock problem demonstrate the sensitivity of PINNs to choice of IC/BC weighting. Analytical solution and PINNs/cvPINNs solutions are shown for times, $t = 0, 0.25, 0.5$. (top left) cvPINNs with no entropy or TVD regularization. (top right) cvPINNs with entropy and TVD regularization weights set to 1. (bottom left) PINNs with weights for IC and BC set to 1. (bottom right) PINNs with weights for IC and BC set to 90. The profiles shown are the solutions with minimal loss over 10 trials.
5.5. Comparison of cvPINNs vs. PINNs

To highlight differences between cvPINNs and PINNs we consider the Riemann problem for the Burgers equation on the domain $[0, T] \times [-L/2, L/2]$,

\[
\partial_t u + \frac{1}{2} \partial_x u^2 = 0,
\]

\[
\begin{align*}
    u(0, x) &= u_L & \text{for } x < 0, \\
    u(0, x) &= u_R & \text{for } x \geq 0.
\end{align*}
\] (29)

For $u_L > u_R$, the weak solution consists of a right moving shock with speed $u_L + u_R$ separating the left and right states. As is typically for nonlinear hyperbolic PDEs, the solution contains a discontinuity.

We compare PINNs and cvPINNs for solving the Burgers equation in Figure 5. Varying the penalty parameters weighting BC/IC demonstrates a large sensitivity in the solution. The cvPINNs solution correctly identifies the shock front, however incorporation of the TVD penalty is necessary to avoid oscillations at the shock front.

Previous works have demonstrated some success with PINNs for nonlinear hyperbolic PDEs, although they often introduce regularization with sensitive parameters. In addition to the IC and BC penalty weight, [60, 47] successfully applied variations of PINNs to hyperbolic PDEs but require clustering collocation points around shocks. This necessitates a priori knowledge of the shock location. Reference [61] applied PINNs to the Buckley-Leverett equation and found that artificial viscosity was necessary to recover the entropy solution. However, the quality of the solution is sensitive to the choice of viscosity parameter. In contrast, cvPINNs with the TVD and entropy regularization appears to be robust with respect to the choice of parameter.

6. Inverse problems: equations of state for shock physics

In this section, we infer EOS’s from solutions to the Euler equations using cvPINNs as discussed in Section 4. In Section 6.1 we verify the cvPINNs method for inverse problems by extracting EOS’s from well studied systems and comparing them to known EOS’s. In Section 6.2 we extract EOS’s for shock hydrodynamics of copper.

6.1. Sod’s shock tube from direct simulation Monte Carlo data

In this section, we apply cvPINNs to extract EOS’s from simulations of compressible gas dynamics. We generate direct simulation Monte Carlo (DSMC) data sets of the Sod shock tube configuration [62] for Argon under continuum flow conditions. DSMC solves the Boltzmann equation stochastically by using probabilistic descriptions of molecular behavior [63]. Since the solution of the Boltzmann equation is valid in continuum flows, DSMC can simulate continuum flows at low Knudsen number ($Kn < 1$) [64, 65, 66]. For this study, we use SPARTA [67] to generate DSMC data. The domain used to simulate each
shock tube is $1\text{mm} \times 50\text{mm}$ tiled by $8 \times 10^4$ cells. Initially, a hundred DSMC simulators are allocated to each cell. A variable-soft-sphere (VSS) model for collision dynamics between DSMC simulators is used. Finally, the time interval between collisions is fixed to 100ps.

From the DSMC data, we extract 1D density, momentum, and total energy profiles. This includes noise due to the stochastic nature of DSMC. To enhance the signal-to-noise ratio of the DSMC data, a box filter is applied to downsample the profiles by a factor of 300.

Figure 6: Pressure from regressed EOS from DSMC data using parameterized perfect gas. Perfect gas for argon (Top left, $\gamma = 5/3$). Learned EOS using data from one (Top right, $\gamma = 1.684$), two (Bottom left, $\gamma = 1.679$), and four (Bottom right, $\gamma = 1.677$) Riemann problems. (Bottom left). Data samples (•) for regression, states for Riemann problem interpolated in Figure 9 (○). This EOS parameterization makes strong assumptions but yields good generalizability.

Five Riemann problems are simulated using SPARTA with varying pressure and density jumps. The data is normalized to the length of the domain, $L = 1\text{mm}$, the total time of the simulation, $1\mu\text{s}$, and the density of argon at standard temperature and pressure, $1.449\text{kg/m}^3$. For the regime considered, the Euler Riemann problem with the perfect gas EOS ($\gamma = 5/3$) provides a good model for the dynamics. We recover EOS’s from the data and compare them to the perfect gas EOS with $\gamma = 5/3$. The left and right states are available in Table B.7. We use the first four cases of this data set as a training set and the last as a test set. The hyperparameters used to train the EOS’s is available in Table A.6.

To assess the quality of EOS obtained, we take the trained EOS and implement it in a traditional finite-difference (FD) based Euler solver (for details, see Appendix C). This allows an assessment of the accuracy of the equation of
state when deployed into a more traditional solver.

In Figure 6, we examine the recovered EOS’s using the perfect gas EOS parameterization in Eqn. 20. We are able to recover the EOS with low error with only a single sample of DSMC shock tube data. In the first column of Figure 9, the resulting FD simulation applied to unseen initial conditions and finds good agreement with DSMC data, regardless of the number of shock tube DSMC simulations used to learn the EOS.

Figure 7 shows the recovered EOS’s using the neural network parameterization without thermodynamic regularization, Eqn. 22. Here, with only a single DSMC shock tube simulation, we find an EOS that fits the data well, but generalizes poorly. We also find imaginary eigenvalues for the flux Jacobian for the states, \((\rho, e)\), in the figure with \(u = 0\). This suggests that the PDE is elliptic for those states and the initial boundary value problem (IBVP) is ill-posed. In the second column of Figure 9, we attempt to perform a FD simulation using the learned EOS on the test shock tube case with a state trajectory passing through the elliptic region. We find the FD solution to be unstable. However, as we add more DSMC shock tube simulations to out training, we are able to find EOS’s that give hyperbolic PDEs for larger regions of state space and we observe the FD simulations of the test case to match well with the DSMC data as shown in Figure 9.

Figure 8 shows the recovered EOS’s using the neural network parameteriza-
Figure 8: Pressure from regressed EOS from DSMC data using neural network with regularization. Perfect gas for argon (Top left). Learned EOS using data from one (Top right), two (Bottom left), and four (Bottom right) Riemann problems. (Bottom left). Data samples (●) for regression, states for Riemann problem interpolated in Figure 9 (●). Elliptic regions for $u = 0$ (●). This EOS parameterization balances generalizability and assumptions on the EOS form.
Figure 9: Solutions to test case Riemann problem using fitted EOS. Parameterized perfect gas (left column), neural network (middle column), and regularized neural network (right column). Finite difference solution for fits using data from one (⋯⋯), two (−−−−), and four (−−−−) Riemann problems. DSMC solution (−−−−). Due to loss of hyperbolicity, the NN EOS parameterization can result in an unstable discretized PDE. The regularized parameterization always gives a stable discretized PDE. The test case accuracy improves for the NN parameterizations as more training data is used.
tion with thermodynamic regularization, Eqn. 22. With only one DMSC shock tube case in the training set, we find that the learned EOS poorly matches the reference perfect gas EOS. However, adding additional training data improves the accuracy of the learned EOS’s. In Figure 9 we observe that the FD simulation with the learned EOS, although stable, matches poorly with the DSMC simulation when only one DSMC shock tube case was used for training. As more training data is used, the FD solution with the learned EOS matches better the DSMC data.

In summary, for the cases considered, we observe that if the EOS model form is known \textit{a priori}, only one solution is necessary to obtain a good fit. On the other end of the spectrum, if a completely black-box model form is used, the inverse problem provides an EOS that cannot be incorporated into a traditional Euler solver unless large amounts of training data are used. By incorporating thermodynamic consistency constraints however, we obtain a stable EOS even in small data limits.

6.2. Shock hydrodynamics of copper from molecular dynamics data

![Figure 10: Visualization of copper impact LAMMPS molecular dynamics simulations rendered in Ovito [68]. (top) Copper bar at $t = 0$. (bottom) Copper bar shortly after impact. A right moving shock is observed via the velocity jump and the compression of copper atoms, $v_0 = -2\text{km/s}$ and $T_0 = 1000\text{K}$.]

In this section, we apply the thermodynamic regularized cvPINNs method for inverse problems to infer the EOS for shock hydrodynamics of copper. We generate training and test data from LAMMPS molecular dynamics simulations of single crystal copper in a reverse-ballistic impact experiment at various temperatures and shock impact velocities with the material described by an embedded atom interatomic potential [69, 70, 71]. Hugoniot states of this interatomic potential have been previously shown to agree well with experimental data sets [72].
Figure 11: FD difference solutions for test copper impact case using EOS learned from training set with two cases (---), four cases (----), and eight cases (-----). DSMC solution for test case (blue) is shown for comparison. The accuracy of the test case improves as more training data is used.
Figure 12: Projection of training data states onto \((\rho, e)\) plane for two case training set (\(*\)), four case training set (\(*\cdot\cdot\cdot\)), eight case training set (\(*\cdot\cdot\cdot\cdot\)) and projection of test data (\(\circ\)). As more training data is included, the training data’s \((\rho, e)\) states surround the test data’s and the test case switches from extrapolation to interpolation.

Figure 13: Pressure from the recovered EOS’s using the 2 sample, 4 sample, and 8 sample training sets. Within the convex hull of the training points (See 12) there is good agreement with the training data.
We performed nine LAMMPS simulations of the copper impact problem at varying temperatures and impact velocities and normalize the data using the length of the simulation domain, 1.4388 µm, and the speed of sound and density of copper at standard temperature and pressure, 3933 m/s and 8960 kg/m³. The initial temperatures and impact velocities are given in Table B.8. All shocks were aligned with the [001] crystallographic direction which results in a single over driven elastic-plastic wave structure [72]. Each of the simulation geometries were constructed by replicating the FCC unit cell (2000:1 aspect ratio along shock direction) and equilibrating at the desired temperature while maintaining a constant pressure of one atmosphere with a Nose-Hoover barostat [73, 74]. As the shock direction is non-periodic, a stable starting pressure and temperature were achieved through serial relaxation steps of decreasing barostat dampening constants, an example input script is supplied in the supplemental material. Higher shock pressures and/or initial temperatures also result in melting. An example visualization of given in Figure 10 wherein atoms are colored by the velocity in the shock direction, the simulated material will impact a stationary wall on the left-most boundary leaving shocked material stationary at a higher ρ and e. We separate these simulations into a training set, with eight cases, and a test set, with just one case. We further separate the training set into three training sets of varying size, (i) with two shock conditions, (ii) four shock conditions, and (iii) with all eight. EOS’s are learned with the thermodynamic regularized neural network parameterization with these training sets. The hyperparameters used for training are available in Table A.6.

From these MD simulations, we extract 1D profile of density, momentum, and total energy. The copper impact simulations can be modeled with the 1D Euler equations with the IBVP,

\[
\begin{bmatrix}
\rho \\
M \\
E
\end{bmatrix}
t=0
= \begin{bmatrix}
\rho_0 \\
M_0 \\
E_0
\end{bmatrix};
\begin{bmatrix}
\partial_x \rho \\
\partial_x M \\
\partial_x E
\end{bmatrix}
_x=0
= 0;
\begin{bmatrix}
\rho \\
M \\
E
\end{bmatrix}
_x=L
= \begin{bmatrix}
\rho_0 \\
M_0 \\
E_0
\end{bmatrix}
\tag{30}
\]

with \(M_0 < 0\). For cvPINNs, we use a finite difference approximation for the fluxes at the boundary, \(x = 0\), for the density and energy,

\[
\rho_{\frac{1}{2},n} = \rho_{1,n}; \quad e_{\frac{1}{2},n} = e_{1,n}.
\tag{31}
\]

Figure 11 shows the FD solutions using the learned EOS for the test case problem and Figure 12 shows a visualization of the training and test sets. The states in the first training set are far from the test states (see Figure 12), as such we find that the FD solution for this EOS does not match well with the DSMC test solution. In fact, we observe a split shock wave instead of the single jump shock of the DSMC data. However, as we use the larger training sets that encompass a larger \(\rho - e\) space to learn the EOS, we find improvements in the match between the FD solutions for the test problem with the learned EOS’s and the DSMC test solution. Figure 13 shows the pressures from the recovered EOS’s from the three training sets. The computational expense to generate the MD training data is modest, roughly 600 cpu-hours, but has resulted in a general use EOS for a wide range of shock conditions.
7. Conclusion

We have presented a new physics-inform machine learning framework that incorporates a space-time control volume scheme to obtain significant improvements in accuracy and solution quality when solving conservation laws with neural networks. We have generated a number of new regularizers to introduce thermodynamic inductive biases and use these biases to solve inverse problems for equations of state over realistic, noisy data-sets corresponding to practical engineering problems.

The future of using deep learning architectures to solve numerical PDEs will require handling of the optimization error. While we have presented here a number of techniques to obtain qualitatively correct and physically meaningful solutions, the barrier in achieving convergence of error with respect to neural network size remains a major challenge to obtaining DNN solutions competitive with traditional finite element/volume methods. We refer the interested reader to some of our ongoing work in this area [75].

A particularly exciting development in the field of scientific machine learning is the area of operator regression, see for example [55, 76, 77]. We anticipate that the framework introduced here, together with the potential to introduce thermodynamically consistent biases, will allow cvPINNs to provide a fruitful area for learning more complex closures, such as those required for turbulence modeling, multiscale modeling, and obtaining closures for modeling non-equilibrium kinetics.
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Appendix A. Hyper-parameters

This section lists the hyperparameters used to generate our results. For all neural network architectures for the solutions to PDEs, we use densely connected neural networks of width 64 and depth 8. For neural networks for the EOS, we use densely connected neural networks of width 4 and depth 4 with tanh activation functions. We use the Adam optimizer \cite{78} for all minimization problems.

| Network Initialization | Box \cite{79} |
|------------------------|---------------|
| TVD hyperparameter ($\epsilon_{TVD}$) | 0 |
| Activation Function | Elu |
| Learning Rate | 1e-4 |
| Training steps | 4.5e6 |
| Cells along time dimension | 25 |
| Cells along space dimension | 50 |
| Quadrature scheme | Composite trapezoidal |
| Quadrature segments | 3 |

Table A.1: Parameters used for the Burgers rarefaction Riemann problem in Figure \cite{1}.

| Network Initialization | Box |
|------------------------|-----|
| Entropy hyperparameter ($\epsilon_{ent}$) | 1 |
| Activation Function | Relu |
| Learning Rate | 1e-3 |
| Training Steps | 9e4 |
| Cell along time dimension | 64 |
| Cell along space dimension | 64 |
| Quadrature scheme | Composite trapezoidal |
| Quadrature segments | 3 |

Table A.2: Parameters used for the Sod shock problem in Figure \cite{2}.
Appendix B. Data sets

This section lists the parameters used to perform the DSMC simulations of the Sod shock problem and the LAMMPS simulations of the Copper impact problem.

Appendix C. Finite difference scheme

To produce solutions to the Euler equations, Eqn. 17, with the learned EOS’s, we use a viscously regularized center difference scheme on a very fine mesh. We define a regular Cartesian grid with points \( \{x_i\} \) and grid spacing, \( \Delta x \). To solve the Euler equations at these grid points and times, \( \{t_n\} \), with timesteps, \( \Delta t \), we use the update rule,

\[
\mathbf{u}_{i,n+1} = \mathbf{u}_{i,n} + \frac{1}{2\Delta x} (F(\mathbf{u})_{i+1,n} - F(\mathbf{u})_{i-1,n}) + \frac{\nu}{\Delta x^2} (\mathbf{u}_{i,n+1} - 2\mathbf{u}_{i,n} + \mathbf{u}_{i,n-1})
\]

(C.1)

where \( \nu \) is an artificial viscosity. We use a grid of size 4000, \( \nu = 10^{-3} \), \( \Delta t = \frac{\Delta x}{\nu} \). We found this scheme and parameters to produce stable and sharp solutions for the problems considered here.
Table A.5: Parameters used for the PINNs solution of the Burgers shock problem in Figure 5.

| Parameter                          | Value   |
|-----------------------------------|---------|
| Network Initialization            | Glorot  |
| Activation Function               | tanh    |
| Learning Rate                     | 1e-5    |
| Training steps                    | 9e4     |
| Points along time dimension       | 25      |
| Points along space dimension      | 50      |

Table A.6: Parameters used in Section 6.1 and 6.2. Two training phases with different learning rates and steps were used for these studies.

| Case | $\rho_l$ | $\rho_r$ | $T_l$  | $T_r$  |
|------|----------|----------|--------|--------|
| 1    | 1.1      | 0.5      | 4805   | 3844   |
| 2    | 0.8      | 0.2      | 1922   | 1922   |
| 3    | 1.2      | 0.7      | 7047   | 5766   |
| 4    | 0.8      | 0.5      | 5125   | 2562   |
| 5    | 1.3      | 0.7      | 3523   | 3523   |

Table B.7: Parameters used for the DSMC simulations. The units for density and temperature are kg/m$^3$ and K, respectively.
Table B.8: Parameters used for the LAMMPS simulations. The units for velocity and temperature are km/s and K, respectively.

| Case | $v_0$ | $T_0$ |
|------|-------|-------|
| 1    | 1.0   | 300   |
| 2    | 1.5   | 300   |
| 3    | 2.0   | 300   |
| 4    | 1.0   | 600   |
| 5    | 1.5   | 600   |
| 6    | 2.0   | 600   |
| 7    | 1.0   | 1000  |
| 8    | 1.5   | 1000  |
| 9    | 2.0   | 1000  |