Predicting heart failure using a wrapper-based feature selection
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ABSTRACT

In the current health system, it is very difficult for medical practitioners/physicians to diagnose the effectiveness of heart contraction. In this research, we proposed a machine learning model to predict heart contraction using an artificial neural network (ANN). We also proposed a novel wrapper-based feature selection utilizing a grey wolf optimization (GWO) to reduce the number of required input attributes. In this work, we compared the results achieved using our method and several conventional machine learning algorithms approaches such as support vector machine, decision tree, K-nearest neighbor, naïve bayes, random forest, and logistic regression. Computational results show not only that much fewer features are needed, but also higher prediction accuracy can be achieved around 87%. This work has the potential to be applicable to clinical practice and become a supporting tool for doctors/physicians.
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1. INTRODUCTION

The term "heart failure" referring to a condition in which the heart's contraction is not as effective as it should be. The heart is a vital organ in the human body because it pumps blood to every other organ. A patient who is living vegetative states still needs the heart to survive. Heart failure (HF) is a chronic condition in which one of the ventricles or atriums on both sides is not able to pump rich oxygen into the body and poor oxygen into the lungs. There are several common reasons cause heart failure. The majority of (HF) patients are elderly. Cardiac arrest often gradually and deliberately develops after parts of a heart got weaken and makes others such as ventricles and atriums do extra workloads to provide enough blood and oxygen to the body [1-2]. With the ubiquitous application of technology in the medical field, it helps the cost of diagnosis to be inexpensive. Unfortunately, nowadays the number of patients who have been diagnoses with heart failure is gradually increasing in suburbs and dramatically increasing in urban areas. Therefore, the earlier for getting diagnosed, the better off it will be for the patients. Because of the difficulty of diagnosing the process of a heart failure condition, it might cause a postponement in treatment operation. Therefore, it is crucial to develop a heart disease prediction system for heart failure to support whoever works in the medical professional field to diagnose patients with conditions more rapid and accurate. Deep learning and Machine learning algorithms have been successfully applied to various field [3-4], especially medical field to support doctor/physician to diagnose various diseases such as heart failure, diabetes. ANN has also been applied by researchers in the medical field [5-7].
In this study, we will use a multilayer perceptron models (MLP) together with preprocessing methods for predicting heart failure patient. Besides, a metaheuristics-based feature selection algorithm grey wolf optimization (GWO) also applied to MLP models to enhance the performance and reduce training time. The result is a benchmark with other common machine learning/deep learning algorithms in the following such as logistic regression (LR) [8], support vector machine (SVM) [9], k-nearest neighbor classifier (KNN) [10], naive classifier (NBC) [11-12], decision tree (DT) [13], and random forest classifier (RFC) [14] based on the original set of available medical features.

Several data mining methods have been successfully applied to diagnosing heart failure (HF). In [10], Davide Chicco represents a model to diagnostic the survival rate of patients who have been using clinical record HF data. In the research [15], a list of the machine learning methods was used for the binary classification of survival. A random forest classifier outperformed all other methods compared to the other models, which is very impressive in this age [16]. Guidi et al. (2013) represent a clinical decision support system (CDSS) for analyzing HF patients and comparing the performance of neural network, support vector machine, fuzzy-genetic, random forest. In [17], the authors used the detailed clinical data on patients hospitalized with HF in Ontario, Canada. In the machine learning literature, alternate classification schemes have been developed such as bootstrap aggregation (bagging), boosting, random forests, and support vector machines. These also compared the ability of these methods to predict the probability of the presence of heart failure with preserved ejection fraction (HFPEF).

Feature selection (FS) is a process that commonly selects in machine learning to solve the high dimensionality problem. In FS, we choose a small number of features but important and usually ignore the irrelevant and noisy features, in order to make the subsequent analysis easier. According to the redundancy and relevance, Yu et al. [18] have classified those feature subsets into four different types: noisy and irrelevant; redundant and weakly relevant, weakly relevant and non-redundant, and strongly relevant. An irrelevant feature does not require predicting accuracy. Furthermore, many approaches can implement with filter and wrapper methods such as models, search strategies, feature quality measures, and feature evaluation. All features play as key factors for determining the hypothesis of the predicting models. Besides that, the number of features and the size of the hypothesis spaces are directly proportional to each other, and so on. When the number of features increases, the size of the searching space also increased. One such outstanding case is that if there are M features with the binary class label in a dataset, it has $2^M$ combination in the search space.

There are three types of FS methods, which are defined based on the interaction with the learning model, namely filter, wrapper, and embedded methods. The Filter method selects statistics-based features. It is independent of the learning algorithm and thus requires less computational time. Statistical measures such as information gain, chi-square test [19], Fisher score, correlation coefficient, and variance threshold are used to understand the importance of the features. In contrast, the wrapper method’s performance highly depends on the classifier. The best subset of features is selected based on the results of the classifier. Wrapper methods are much more computationally expensive than filter methods since it needs to run simultaneously with the classifier many times. However, these methods are more accurate than the filter method. Some of the wrapper examples are recursive feature elimination [20], Sequential feature selection algorithms [21], and genetic algorithms [22]. Thirdly, the embedded method which utilizes ensemble learning and hybrid learning methods for feature selection. This method has a collective decision; therefore, its performance is better than the previous one. One example is the random forest which is less computationally intensive than wrapper methods. One drawback of the embedded method is that it is specific to a learning model.

Many evolutionarTical heuristics-based feature selection methods are also proposed, many of them are wrapper type since it has been proven that wrapper provides better performance [23]. Too et al., [24] proposed a competitive binary grey wolf optimizer (CBGWO), which is based on the grey wolf optimizer (GWO) proposed by Mirjalili et al. [25], for feature selection problem in EMG signal classification. The results showed that CBGWO outranked other algorithms in terms of performance for that case study. Many other wrapper-based feature selection algorithms were also introduced in many previous works to select a subset of features, including binary grey wolf optimization (BGWO) [26], binary particle swarm optimization (BPSO) [27], ant colony optimization (ACO) [28], and binary differential evolution (BDE) [29].

2. **RESEARCH METHOD**

This system includes two steps: data pre-processing which involved outlier detection. Then followed by a multilayer perceptron (MLP). The outlier detection in this research is using interquartile range (IQR) method and then applying grey wolf optimizer to optimize the architecture of multilayer perceptron for classifying the heart failure patients. The detail of this method is described in this section.
2.1. Data Collection

Heart failure clinical records data set has been used in this research, which is records heart failure patients from the Faisalabad Institute of Cardiology and the Allied Hospital in Faisalabad (Punjab, Pakistan). The dataset is available on the UCI repository. The target of this binary classification has two categorial value: 1 - yes (patient is sick) and 0 - no (patient is healthy). The attribute for predicting is “DEATH_EVENT” which contains two categorical values and is considered as a binary classification problem. Table 1 list the number of instance number of attribute and features of the dataset.

The dataset contains 299 instances and 12 attributes. Each of these attributes is physiological measurements. The patients in this dataset include 194 men and 105 women and the range of their ages between 40 and 95 years old. Features, measurements, and range are listed in Table 1.

Table 1. Features, measurement, meaning, and range of the dataset

| Feature               | Explanation                                              | Measurement | Range              |
|-----------------------|-----------------------------------------------------------|-------------|--------------------|
| Age                   | Age of the patient                                        | years       | [40, ..., 95]      |
| Anaemia               | Decrease of red blood cells or hemoglobin                 | Boolean     | 0, 1               |
| High blood pressure   | If the patient has hypertension                           | Boolean     | 0, 1               |
| Creatinine phosphokinase (CPK) | Level of the CPK enzyme in the blood | mcg/L | [23, ..., 7861] |
| Diabetes              | If the patient has diabetes                               | Boolean     | 0, 1               |
| Ejection fraction     | Percentage of blood leaving the heart at each contraction | %           | [14, ..., 80]      |
| Sex                   | Platelets in the blood                                    | binary      | 0, 1               |
| Platelets             | woman or man                                              | kiloplatelets/mL | [25.01, ..., 850.00] |
| Serum creatinine      | Level of serum creatinine in the blood                    | mg/dL       | [0.50, ..., 9.40]  |
| Serum sodium          | Level of serum sodium in the blood                        | mEq/L       | [114, ..., 148]   |
| Smoking               | If the patient smokes or not                              | Boolean     | 0, 1               |
| Time                  | Follow-up period                                          | days        | [4, ..., 285]      |
| [target] death event  | If the patient deceased during the follow-up period        | Boolean     | 0, 1               |

2.2. Data Preprocessing

For preprocessing data, we use the normalization and IQR method of outlier detection. Before training data, we normalize this dataset since the gradient descent will be effective with normalized (scaled) values. We may get the values in the different scales if we would not normalize the data. To adjust weights, our model would take more time to train on this data. However, if we normalize our data by using normalization techniques, we will have numbers on the same scale which will make our model train much faster and gradient descent will be effective in this case. IQR Method of outlier detection, which is used for pre-processing data IQR (short for “interquartile range”) in the middle spread, is also known as the quartile range of the dataset. This concept is used in statistical analysis to help conclude a set of numbers. IQR is used for the range of variation because it excludes most outliers of data.

In Figure 1, the minimum, maximum is the minimum and maximum value in the dataset. The median is also called the second quartile of the data. Q1 is the first quartile of the data, it means that 25% of the data is lies between minimum and Q1. And Q3 is the third quartile of the data, it says that 75% of the data lies between maximum and Q3. The equation below is the Inter-Quartile Range or IQR, which is the difference between Q3 and Q1.

\[
IQR = Q3 - Q1
\] (1)

For detecting the outliers with this technique, we have to define a new range, which is called a decision range. If any point lies outside this range, it is considered an outlier. This range is (2), (3):
2.3. Research Methodology

2.3.1. Grey wolf optimizer (GWO)

Swarm intelligence is the way of communication between an individual and a group. The application of herd intelligence in the fields of industry, science, and commerce has many unique and diverse applications. Research in herd intelligence can help people manage complex systems. GWO simulates the way that the wolves look for food and survive by avoiding their enemies (Figure 2). GWO was firstly introduced by Mirjalili et al., 2014 [25]. Alpha means that the leader gives the decision for a sleeping place, hunting grey, time to wake up. The second level of gray wolves is beta. The betas are the wolves in herds under alpha but also commanded another low-level wolf. The lowest rank among the gray wolves is Omega. They are weak wolves and have to rely on other wolves in the pack. Delta ones are dependent on alphas and betas, but they are more effective than omega. They are responsible for monitoring territorial boundaries and warning inside in case of danger, protect and ensure safety for herds, take care of the weak, and illness wolves in the pack.

![Figure 2. Position updating in GWO](image)

To develop the mathematical model, the best solution is considered as alpha. Beta and delta are the second and the third solution, respectively. The step of GWO is encircling prey is shown (4), (5):

\[
\vec{D} = |\vec{C} \cdot \vec{X}_p(t) - \vec{X}(t)|
\]

(4)

\[
\vec{X}(t + 1) = \vec{X}_p(t) - \vec{A} . \vec{D}
\]

(5)

where \(t\) shows the current iteration, \(\vec{A}\) and \(\vec{C}\) are coefficient vectors, \(X\) is the position vector of a grey wolf and \(\vec{X}_p\) is the position vector of the prey. The coefficient is indicated in the (6), (7):

\[
\vec{A} = 2 \vec{a} . (\vec{r}_1 - \vec{a})
\]

(6)

\[
\vec{C} = 2 \vec{r}_2
\]

(7)

where \(\vec{a}\) is linearly decreased from 2 to 0, \(\vec{r}_1\) and \(\vec{r}_2\) are random vector in \([0, 1]\).

These equations below define the final position of the wolf \(\vec{X}(t + 1)\):
2.3.2. Multilayer perceptron (MLP)

The single-layer perceptron solves only linearly separable problems, but some complex problems are not linearly separable. Therefore, in order to solve some complex problems, one or more layers are added in a single layer perceptron, so it is known as a multilayer perceptron (MLP) [30-33]. The MLP network is also known as a feed-forward neural network having one or more hidden layers as can be seen in Figure 3.

\[
\begin{align*}
\tilde{D}_a &= |\tilde{c}_1, X_a^\ast - \tilde{x}| \\
\tilde{D}_\beta &= |\tilde{c}_2, X_\beta^\ast - \tilde{x}| \\
\tilde{D}_\delta &= |\tilde{c}_3, X_\delta^\ast - \tilde{x}| \\
\tilde{\lambda}_1 &= X_a^\ast - A_1^\ast, \tilde{D}_a \\
\tilde{\lambda}_2 &= X_\beta^\ast - A_2^\ast, \tilde{D}_\beta \\
\tilde{\lambda}_3 &= X_\delta^\ast - A_3^\ast, \tilde{D}_\delta \\
\tilde{x}(t + 1) &= \frac{\tilde{x}_1 + \tilde{x}_2 + \tilde{x}_3}{3}
\end{align*}
\]
The final outputs are based on the calculation of the output of hidden nodes:

\[ o_k = \sum_{i=1}^{n}(w_{ik}S_i) - \theta_k, k = 1,2, ... m \]  

\[ O_k = \text{sigmoid}(o_k) = \frac{1}{1+\exp(-o_k)}, k = 1,2, ... , m \]

where \( w_{ik} \) is the connection weight from \( j^{th} \) to \( k^{th} \) and \( \theta_k \) is the threshold of the \( k^{th} \) output node.

For the definition of the final output, the weights and biases are used. We find the values for weights and biases to achieve a relationship between the inputs and outputs. In this algorithm, weights and biases have been adjusted repeatedly for minimizing the actual output vector of the network and output vector.

3. RESULTS AND ANALYSIS

3.1. Performance Evaluation

In this system, the performance of these algorithms is studied based on performance metrics such as accuracy, precision, recall, F1 score, which are given in these (19-22):

\[ \text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN} \]  

\[ \text{Precision} = \frac{TP}{TP+FP} \]  

\[ \text{Recall} = \frac{TP}{TP+FN} \]  

\[ F_1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \]

Where: a true positive (TP): the samples are classified as true (T) while they are (T); a true negative (TN): the samples are classified as false (F) while they are (F); a false positive (FP): the samples are classified as (T) while they are (F); A false negative (FN): the samples are classified as (F) while they are (T).

3.2. Analysis Results Using Various Machine Learning Models

In this research, six classifier models LR, KNN, SVM, NB, DT, RFC are used. The dataset is divided into 80:20, which is 80% of data for training the models and 20% is used for testing the accuracy of the models. In this research, we apply the removal of the outlier dataset for training.

The bar chart in the Figure 4 indicates the accuracy of machine learning algorithms. As can be seen from the figure that the random forest classifier is having the highest accuracy with 85% compared to the other algorithms. LR also achieves good accuracy as compared to SVM.

![Classification accuracy with different models](image)

Table 2 indicates the classification results of the six models based on accuracy, recall, precision, \( F_1 \) score on the heart failure dataset. It can be seen on the table that, among the six methods, the RFC method performs the best performance, with the highest accuracy 85%, 65.21% recall, 93.75% precision, and 76% \( F_1 \) score than the other machine learning models.
Table 2. The prediction results

| ID | Method   | Accuracy | Recall | Precision | F1 score |
|----|----------|----------|--------|-----------|----------|
| 1  | LR       | 0.80     | 0.4782 | 1         | 0.6470   |
| 2  | KNN      | 0.75     | 0.4782 | 0.7857    | 0.5945   |
| 3  | SVM      | 0.80     | 0.4782 | 1         | 0.6470   |
| 4  | NBC      | 0.6833   | 0.3043 | 0.7       | 0.4242   |
| 5  | DT       | 0.7667   | 0.6086 | 0.7368    | 0.6666   |
| 6  | RFC      | 0.85     | 0.6521 | 0.9375    | 0.7692   |

Figure 5 shows the confusion matrix of all algorithms. The diagonal elements of the matrix are the correctly classified number of points for each data layer. From here, the accuracy can be inferred by the sum of the elements on the diagonal divided by the sum of the elements of the entire matrix. A good model will give a confusion matrix with the elements on the main diagonal having a big value and the remaining elements having a small value. It can be seen from the confusion matrix that the main diagonal elements of the matrix of LR, SVM, and RFC have a higher value.

The receiver operating characteristic (ROC) plot is a measurement for evaluating the classifier performance of each algorithm, as shown in Figure 6.
3.3. Experimental Results of GWO-MLP

In this work, we show the experimental result when grey wolf optimization is applied to multilayer perceptron (GWO-MLP). The Table 3 shows the samples of the selected feature using grey wolf optimization and Figure 7 shows Convergence curve of the fitness function.

| ID | Feature                  | Feature selection |
|----|--------------------------|-------------------|
| 1  | age                      | Selected          |
| 2  | anaemia                  | Selected          |
| 3  | creatinine_phosphokinase | x                 |
| 4  | diabetes                 | x                 |
| 5  | ejection_fraction        | Selected          |
| 6  | high_blood_pressure      | Selected          |
| 7  | platelets                | x                 |
| 8  | serum_creatinine         | x                 |
| 9  | serum_sodium             | x                 |
| 10 | sex                      | Selected          |
| 11 | smoking                  | x                 |
| 12 | time                     | Selected          |

Figure 7. Convergence curve of the fitness function

We can see that 6 of the 12 features are selected. After that, this subset of features is trained on the MLP with 100 epochs, which yields the following result in Figure 8. In this approach, the performance of GWO-MLP achieved 87% of accuracy, 74% recall, 77% precision, and 76% F1 score. With this approach, only six out of the original twelve features were selected, the accuracy of the GWO-MLP model was higher than the other methods, indicating there were unuseful features in the data. Furthermore, the training time of this data is lower than the other models.

Figure 8. (a) Training and Validation accuracy result, (b) Training and Validation loss result

4. CONCLUSION

In this paper, we propose a machine learning model to predict heart failure using an ANN. At first, a wrapper-based feature selection approach using a metaheuristic called GWO to select 6 features out of the original 12 features. These features are used as inputs for the MLP for the prediction task. Our proposed results achieve an accuracy of 87%, which shows that our approach outperformed other machine learning models such as SVM, LR, KNN, NBC, DT, RFC. Furthermore, with fewer features, our machine learning model is much simpler and requires much less computational effort. Potential future works are listed as follows: fine-tuning the MLP architecture, i.e the number of hidden layers and hidden nodes, as well as the activation functions; or optimizing the parameters of the feature selection algorithm for achieving a better performance.
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