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Abstract. It has been observed that many spacetimes which feature a near-extremal horizon exhibit the phenomenon of zero-damped modes. This is characterised by the existence of a sequence of quasinormal frequencies which all converge to some purely imaginary number \( i\alpha \) in the extremal limit and cluster in a neighbourhood of the line \( \text{Im} \ s = \alpha \). In this paper, we establish that this property is present for the conformal Klein–Gordon equation on a Reissner–Nordström–de Sitter background. This follows from a similar result that we prove for a class of spherically symmetric black hole spacetimes with a cosmological horizon. We also show that the phenomenon of zero-damped modes is stable to perturbations that arise through adding a potential.

1. Introduction

Like many physical systems, black holes emit radiation as a response to perturbations. These gravitational waves are expected to be dominated by (after a short initial burst of radiation) quasinormal modes, which are analogous to the characteristic normal modes of oscillation of idealised musical instruments. Just as a normal mode has a (purely imaginary) frequency associated with it, a quasinormal mode has a complex frequency \( s \) which captures the dissipative nature of the black hole horizon\(^1\)—the real part indicates exponential decay (or growth) of the oscillations, since the time dependence of these modes is of the form \( e^{\alpha t} \).

\(^1\)Here we use the notation of [46] since we are considering an initial value problem, where the Laplace transform is more convenient. The Fourier transform is more commonly used in the literature with frequency \( \omega = is \).
Quasinormal modes were first observed by Vishveshwara [45] from numerical simulations of gravitational waves scattering due to a Schwarzschild black hole. In this case, the scattered waveform at intermediate to late times consisted of a damped sinusoid with frequency unrelated to the parameters of the incident wavepacket. This is a phenomenon typical in black hole dynamics: detected gravitational wave signals have been dominated by a superposition of decaying sinusoids in what is called the ringdown phase [1,2]. The expected behaviour of the signal at late times is dependent on the asymptotics of the background spacetime (see [11])—for example, we expect this ringdown behaviour to continue if the spacetime has an asymptotically de Sitter end (for rigorous results, see, for example, [24,36,40]); however, we expect inverse polynomial decay in time if it is asymptotically flat (this is Price’s law—for examples of rigorous results on this, see [4,5,23,43]).

The spectrum of quasinormal frequencies of an astrophysical black hole (one whose charge is small compared to its mass) is distinct from that of other sources of gravitational radiation and is characterised completely by its parameters: mass and angular momentum. Thus, the spectrum gives us predictions to compare with gravitational wave observations, serving as further tests for the existence of black holes and general relativity [3,8,17]. Given a radiation source we are confident is a black hole, we can also use these predictions as a test of the no-hair theorems [17,34]. For recent work which analyses observational data from LIGO-Virgo and compares this to prediction, see [3,8,21].

Zero-damped modes are a family of quasinormal modes characterised by frequencies which cluster on a line of constant imaginary part and converge to a pure imaginary number as a horizon approaches extremality. They have been observed when computing the spectrum of quasinormal frequencies in a variety of situations: for example, with various fields in Reissner–Nordström [28,31,33,52], in Kerr [27,29,32,48] and in Kerr–Newman [16,30]. The existence of these frequencies has implications on the decay of perturbations for spacetimes with asymptotically de Sitter ends and thus is tied to the strong cosmic censorship conjecture for solutions to the Einstein equations with cosmological horizons. This relationship was explored for Reissner–Nordström–de Sitter black holes in [9,10,14,15]. These examples prompt the question of what useful statements can be made about the generic behaviour of quasinormal frequencies as a horizon approaches extremality (in the sense that the surface gravity $\kappa \to 0$). In particular, one can ask if the phenomenon of zero damped modes is generic.

In this paper, we initially consider a conformally coupled Klein–Gordon field propagating in a de Sitter background of cosmological constant $3\kappa^2$ with a potential $V$:

$$-\Box_g \psi + 2\kappa^2 \psi + V \psi = 0. \quad (1.1)$$

This is a simplified model of the linearised Einstein equations which avoids the tensorial structure, but the constructions we shall consider are generalisable to other test fields of interest. Furthermore, the full tensorial equations for the linearised Einstein equations can be reduced to a set of wave equations.
with different potentials depending on the type of perturbation (see [41,49] or the review [37] for the Schwarzschild case). It can be seen with relatively simple arguments (see Sect. 2.2) that when $V = 0$, equation (1.1) exhibits zero-damped quasinormal frequencies $s \in -\kappa \mathbb{N}$.

The first result of this paper (Theorem 3.6) is that (1.1) exhibits the phenomenon of zero-damped frequencies for $V \in C^\infty (\mathbb{R}^3 ; \mathbb{R})$ decaying sufficiently rapidly, i.e. this phenomenon is stable to suitable perturbations. The condition on the potential is essentially that $V$ and its derivatives decay faster than an inverse square potential, since these potentials can be treated as “small” in the extremal limit. More precisely we require

$$|x|^{\alpha + 2} \partial^\alpha V(x) \to 0 \quad \text{as} \quad |x| \to 0$$

for all multi-indices $\alpha$. We also find that if we impose slightly better decay (at least as fast as $O(1/|x|^3)$) the size of the perturbation of these frequencies from the unperturbed ones are of $O(\kappa^2)$ where $\kappa$ is the surface gravity of the horizon. For $V$ spherically symmetric, we can also obtain an expansion in powers of $\kappa$ for the perturbed frequencies (see Theorem 3.5).

The main result (Theorem 4.1) is to extend the above methods to a generic spherically symmetric black hole spacetime with an asymptotically de Sitter end. We again consider the conformal Klein–Gordon equation but this time on a spacetime with a metric of the form

$$g = -f(r)dt^2 + \frac{dr^2}{f(r)} + r^2 g_{S^2}$$

where $f(r) = 1 + w_\Lambda r + \Lambda \alpha_\Lambda r^2 - \Lambda r^2 / 3$ and $\Lambda$ is the cosmological constant of the spacetime. The equation we analyse is

$$-\Box_g \psi + \frac{R}{6} \psi = 0$$

where $R$ is the Ricci scalar of the spacetime. Under suitable assumptions on the $w_\Lambda$, we have both a non-extremal event horizon and a cosmological horizon, and we consider the equation in the region bounded by them. The argument in this case is similar, as for $\Lambda$ sufficiently small, the event horizon can be thought of as “far” from the cosmological horizon and to have a small effect on quasinormal modes supported there. The frequencies approximated by $-\sqrt{\Lambda/3N}$ can be thought of as the de Sitter modes of [26], where this phenomenon is discussed for the Schwarzschild-de Sitter black hole.

In [26], the authors use the spherical symmetry of the spacetime to project the Klein–Gordon equation onto fixed angular momenta and proceed to obtain uniform estimates on the resulting families of ordinary differential equations in suitable weighted spaces. By further using the dual resonant states [25] (or co-modes) of the problem, they set up a Grushin problem to obtain results on the convergence of the frequencies and modes to those of de Sitter in the limit as the black hole mass goes to 0. In this limit, the high frequency modes described in [42] leave any bounded set, so one can show that these zero-damped modes are the only ones present. The results of [26] were recently extended to Kerr–de Sitter spacetimes in [24] using more powerful techniques. In this paper, we
only show existence of a sequence of zero-damped modes using Gohberg–Sigal
theory and the concentration of the co-modes on the cosmological horizon;
however, we do not require restriction to fixed angular momenta and we con-
sider a more general class of spherically symmetric spacetimes.

The final result is an application of the above to a Reissner–Nordström–de
Sitter black hole. We consider the conformal Klein–Gordon equation again and
take the extremal limit for the event horizon instead of the cosmological one.
We make use of a conformal transformation to swap the event and cosmological
horizons and simply apply the above result to obtain the following:

**Theorem 4.2** (Rough version). *Consider the conformal Klein–Gordon equation
on a Reissner–Nordström–de Sitter black hole background:*

\[-\Box_g \psi + \frac{R}{6} \psi = 0.\]

*In the extremal limit where the event and Cauchy horizons coalesce, this equa-
tion exhibits the phenomenon of zero-damped quasinormal frequencies.*

This paper is organised as follows. In Sect. 2, we review the definition
of quasinormal modes and apply this to (1.1) with $V = 0$. We can compute
explicitly the spectrum and modes in this case, demonstrating the existence of
zero-damped modes for this equation. We then review some of the literature
which discusses this phenomenon.

In Sect. 3, we consider the effect of various classes of potential as pertur-
bations to the equation. We begin by considering the inverse square potential
(where we can compute the frequencies and modes explicitly) and establish
existence of zero-damped frequencies in this case. We proceed similarly for
constant potentials and then use the idea of co-modes to prove existence for
compactly supported ones (this is Proposition 3.2). Finally, we begin to estab-
lish the result for perturbations due to a potential using Gohberg–Sigal theory.
We find that for spherically symmetric potentials we can obtain an expansion
for the frequencies in terms of the size of the perturbation (Theorem 3.5 com-
bined with Lemma 3.2) and finally that for suitably decaying potentials, we
still have the phenomenon of zero-damped modes in the extremal limit (The-
orem 3.6).

In Sect. 4, we apply the above methods to a spherically symmetric black
hole spacetime with suitable decay conditions on the metric components (The-
orem 4.1). The analysis is very similar; however, there are subtleties pertaining
to comparing operators defined on different domains and the estimates take a
little more work to obtain. Finally we apply this method to the conformal Klein
Gordon equation on a Reissner–Nordström–de Sitter black hole background to
prove Theorem 4.2.

Throughout, we shall use the metric sign convention ($-,+,+,+$) and use
geometric units where $G = c = 1.$
2. Quasinormal Modes in de Sitter

Quasinormal modes are similar to normal modes in that they demonstrate that there is a period of time in which certain characteristic modes of oscillation dominate the evolution of some perturbation. They also exhibit key differences: they are exponentially damped and appear only in a limited time interval (in the asymptotically flat case) whereas normal modes can propagate from arbitrarily early to arbitrarily late times. In the case of a system with normal modes, one usually imposes boundary conditions which make a suitable operator self-adjoint on a function space of interest and exploits this to get a discrete spectrum with an orthogonal eigenbasis of the function space. The situation is more complicated when considering systems where quasinormal modes arise and there are multiple approaches to defining them. We shall outline two of these in the following sections.

2.1. The Traditional Approach

When defining quasinormal modes, the coordinates used are traditionally with respect to a static slicing which leads to an equation involving a self-adjoint operator. We work on the static patch of de Sitter so the spacetime manifold is \([0, \infty) \times B_{1/\kappa}\), where \(B_{1/\kappa} := \{x \in \mathbb{R}^3 \mid ||x|| < 1/\kappa\}\) is the open ball of radius \(1/\kappa\), and we use coordinates \((t, r, \theta, \phi)\) so the metric is

\[
g = -F(\kappa r) dt^2 + \frac{d\theta^2}{F(\kappa r)} + r^2 g_{S^2} \tag{2.1}
\]

where \(F(r) = 1 - r^2\) and \(g_{S^2}\) is the metric on the unit sphere. We shall consider the initial value problem

\[
\Box_g \psi - 2\kappa^2 \psi = 0, \quad \psi|_{t=0} = \psi_0, \quad \partial_t \psi|_{t=0} = \psi_1, \tag{2.2}
\]

where \(\Box_g\) is the wave operator and \(\kappa\) is the surface gravity of the cosmological horizon. This is related to the cosmological constant of the spacetime: \(\Lambda = 3\kappa^2\). We introduce the tortoise coordinate \(r_*\) defined by the equation \(\kappa r_* = \text{artanh}(r/\kappa)\), which, after dividing through by \(\cosh^2(r_*)\), gives the equation

\[
-\frac{\partial^2 \psi}{\partial t^2} + \frac{\partial^2 \psi}{\partial r_*^2} + \frac{4}{\sinh(2r_*)} \frac{\partial \psi}{\partial r_*} + \frac{\Delta \psi}{\sinh^2(r_*)} - \frac{2}{\cosh^2(r_*)} \psi = 0. \tag{2.3}
\]

Here \(\Delta\) is the Laplace–Beltrami operator on the unit sphere, \(S^2\). We can then define \(\Psi = \psi \tanh(r_*)\) and decompose into spherical harmonics to simplify the problem to a two-dimensional wave equation for each angular momentum sector:

\[
-\frac{\partial^2 \Psi_{lm}}{\partial t^2} + \frac{\partial^2 \Psi_{lm}}{\partial r_*^2} + V_{lm}(r_*) \Psi_{lm} = 0 \tag{2.4}
\]

where \(V_{lm}(r_*) = -l(l + 1)/\sinh^2 r_*\). We see that this is of the form

\[
\left(-\frac{\partial^2}{\partial t^2} + H\right) \Psi_{lm} = 0
\]
for some $H$, a self-adjoint operator between suitably chosen spaces. We then Laplace transform in time to obtain the equation
\[
(H - s^2)\hat{\Psi}_{lm} = f,
\]
(2.5)
where $f$ is constructed from the initial data. If we can solve the above equation in some region $\text{Re}(s) > c_0$, then we can use the Bromwich inversion formula to solve the full initial value problem (2.2). To do so, we may attempt to construct a Green’s function. We see from (2.4) that the potential has exponential decay, so we would expect smooth solutions which obey
\[
\hat{\Psi}_{lm}^\pm \sim e^{\pm sr_*} \quad \text{as} \quad r_* \to \infty.
\]
Assuming $\text{Re} s > 0$ for the moment, we see one of these is decaying. Considering a Taylor series about $r_* = 0$, we also expect a solution which obeys $\hat{\Psi}_{lm}^0(r_*) = O(r_*^{l+1})$ as $r_* \to 0$. Now suppose these are not linearly independent for some $s \in \mathbb{C}$. Then $\hat{\Psi}_{lm}^0 \in L^2(0, \infty)$ since it decays rapidly and is well behaved at 0. So we can compute
\[
\text{Re} \int_0^\infty -(s\hat{\Psi}_{lm}^0)(H - s^2)\hat{\Psi}_{lm}^0 dr_* = \text{Re} \int_0^\infty \left( |s|^2 |\hat{\Psi}_{lm}^0|^2 - \hat{\Psi}_{lm}^0 H \hat{\Psi}_{lm}^0 \right) dr_*,
\]
noting that $H$ is self-adjoint so the second term is real. Since $\hat{\Psi}_{lm}^0$ obeys the equation, the above quantity vanishes. However, if $\text{Re}(s) > ||H||_{H^2 \to L^2} > 0$ (the operator norm of $H : H^2 \to L^2$), we see
\[
0 = \text{Re}(s) \int_0^\infty \left( |s|^2 |\hat{\Psi}_{lm}^0|^2 - \hat{\Psi}_{lm}^0 H \hat{\Psi}_{lm}^0 \right) dr_* \geq \text{Re}(s) \left( |s|^2 - ||H||_{H^2 \to L^2} \right) \left\| \hat{\Psi}_{lm}^0 \right\|_{L^2} > 0,
\]
a contradiction. So there exists a constant $c_0$ such that for $\text{Re}(s) > c_0$, the solutions outlined above are linearly independent and we can construct a Green’s function
\[
G(r_*, \xi; s) = \begin{cases} 
\frac{\hat{\Psi}_{lm}^0(r_*)\hat{\Psi}_{lm}^0(\xi)}{W(s)} & 0 \leq r_* < \xi < \infty \\
\frac{\hat{\Psi}_{lm}^0(\xi)\hat{\Psi}_{lm}^0(r_*)}{W(s)} & 0 \leq \xi < r_* < \infty,
\end{cases}
\]
where $W(s) := \partial_{r_*} \hat{\Psi}_{lm}^0 \hat{\Psi}_{lm}^0 - \hat{\Psi}_{lm}^0 \partial_{r_*} \hat{\Psi}_{lm}^0$ is the Wronskian (which is independent of $r_*$ in this case). It can be shown that the Green’s function is holomorphic in $s$ for this region (this will follow from subsequent arguments in this paper) and moreover we can analytically continue to a larger domain in $\mathbb{C}$ by noting that the only obstruction to defining the above are the places where $W(s) = 0$. The values of $s$ for which this holds are isolated as $W$ is also holomorphic (it is constructed from solutions to an equation which depends analytically on $s$) and we can define these to be quasinormal frequencies. We can define quasinormal modes as non-trivial solutions $\hat{\Psi}_{lm}^0$ to (2.5) with $f = 0$ obeying the boundary conditions $\hat{\Psi}_{lm}^0(0) = 0$ and $\hat{\Psi}_{lm}^0(r_*) \sim e^{-sr_*}$ as $r_* \to 0$. Note that for $\text{Re}s < 0$, this asymptotic boundary condition is ambiguous but can be overcome through the method of complex scaling [42].
We can construct a solution to the original equation given a quasinormal frequency $s$ and the corresponding mode $\hat{\Psi}_{0lm}$ by setting
\[
\Psi_{lm}(t, r^*) = e^{st} \hat{\Psi}_{0lm}(r^*) \sim e^{s(t-r^*)} \quad \text{as} \quad r^* \to \infty.
\]
This is asymptotic to a right-moving wave, so the boundary conditions imposed on $\hat{\Psi}_{0lm}$ are usually called ‘outgoing’ boundary conditions.

2.2. Regularity Quasinormal Modes

The discussion above can be made rigorous with the method of complex scaling (see [42]). However, an approach based on this time foliation for which energy is conserved makes it harder to discuss dispersive decay. A null or hyperboloidal slicing of the spacetime would build the idea of dispersion into the problem since energy naturally radiates through the horizons in this case. This can be seen using the results of [13] for asymptotically de Sitter spacetimes and [12] for ones which are asymptotically flat. The limitations of the traditional definition were first overcome through microlocal methods by Vasy in [44]; however, one can also use physical space methods to recover many of his results. This was outlined by Warnick in [46], which also contains a detailed comparison with the traditional approach. We shall apply these physical space methods to the specific case of the Klein–Gordon equation in de Sitter. In order to do so, we need to use coordinates regular at the horizon. The following change of co-ordinates gives a space-like foliation of the spacetime (see Fig. 1):
\[
\tau = t + \frac{1}{2\kappa} \log(1 - \kappa^2 r^2),
\]
\[
\rho = \kappa r.
\]
Using the co-ordinate $\tau$ gives a foliation where the leaves intersect the horizon and are regular there (see Fig. 1)

After this change of coordinates, (2.1) becomes
\[
g_{\kappa} = -F(\rho)d\tau^2 - \frac{2\rho}{\kappa} d\tau d\rho + \frac{1}{\kappa^2} \left( d\rho^2 + \rho^2 g_{S^2} \right)
\]
and can be extended to the boundary of the open ball so it is defined on $[0, \infty) \times \overline{B_1}$. We further change from polar coordinates on $\overline{B_1}$ to Cartesian ones $\{x_i\}_{i=3}^3$ such that $\sum_{i=1}^3 (x_i)^2 = \rho^2$. We can write (2.2) as:
\[
-\kappa^2 \sum_{i=1}^3 \sum_{j=1}^3 a_{ij} \partial_i \partial_j \psi + 4\kappa^2 \sum_{i=1}^3 x_i \partial_i \psi + 2\kappa^2 \psi
\]
\[
+ 2\kappa \sum_{i=1}^3 x_i \partial_i \partial_\tau \psi + 3\kappa \partial_\tau \psi + \partial_\tau^2 \psi = 0,
\]
where $a_{ij} = \delta_{ij} - x_i x_j$. We impose initial conditions at $\tau = 0$ now instead: $\psi(0, x) = \psi_0(x)$, $\partial_\tau \psi(0, x) = \psi_1(x)$. Setting $(u, v) = (\psi, \partial_\tau \psi)$, we can recast the problem to the following form:
\[
\frac{\partial}{\partial \tau} \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -\kappa^2 L_0 & -\kappa P \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}, \quad \begin{pmatrix} u \\ v \end{pmatrix} \big|_{\tau=0} = \begin{pmatrix} \psi_0 \\ \psi_1 \end{pmatrix},
\]
Figure 1. Penrose diagrams of the static patch of de Sitter depicting a the static slicing and b the hyperboloidal slicing

where

\[ L_0 u := - \sum_{i=1}^{3} \sum_{j=1}^{3} a_{ij} \partial_i \partial_j u + 4 \sum_{i=1}^{3} x_i \partial_i u + 2u, \quad (2.9) \]

\[ P u := \sum_{i=1}^{3} x_i \partial_i u + \frac{3}{2} u. \quad (2.10) \]

By the theory developed in [46], we have the following result:

**Proposition 2.1.** For each \( \tau \geq 0 \), define the operator \( S(\tau) : H^k(B_1) \times H^{k-1}(B_1) \rightarrow H^k(B_1) \times H^{k-1}(B_1) \) such that

\[ S(\tau) \begin{pmatrix} \psi_0 \\ \psi_1 \end{pmatrix} = \begin{pmatrix} u \\ v \end{pmatrix}(\tau), \]

where \((u, v)\) is the unique solution to (2.8). Then the family of operators \( \{S(\tau)\}_{\tau \geq 0} \) forms a \( C^0 \)-semigroup acting on \( H^k(B_1) \times H^{k-1}(B_1) \). The infinitesimal generator of \( S \) is the closed, densely defined operator \( A : D^k(A) \rightarrow H^k(B_1) \times H^{k-1}(B_1) \) given by

\[ A = \begin{pmatrix} 0 & 1 \\ -\kappa^2 L_0 & -\kappa P \end{pmatrix}, \]
where $D^k(\mathcal{A}) = \{\psi \in H^k(B_1) \times H^{k-1}(B_1) \mid \mathcal{A}\psi \in H^k(B_1) \times H^{k-1}(B_1)\}$. The resolvent $(\mathcal{A} - s)^{-1} : H^k(B_1) \times H^{k-1}(B_1) \rightarrow H^k(B_1) \times H^{k-1}(B_1)$ is well-defined and holomorphic on $\text{Re}(s) > C$ for some real constant $C$.

Note $H^k(B_1)$ denotes the usual Sobolev spaces and we take the case $k = 0$ to mean $L^2(B_1)$. We see that eigenvectors of $\mathcal{A}$ must have components obeying:

$$su = v,$$

$$sv = -\kappa^2 L_0 u - \kappa Pu,$$

which means they are of the form

$$u = \begin{pmatrix} u \\ su \end{pmatrix},$$

where $\kappa^2 L_0 u + 2s\kappa Pu + s^2 u = 0$. We define the densely defined operator:

$$L_s := L_0 + 2sP + s^2$$

and note that there is a one-to-one correspondence between eigenvectors of $\mathcal{A}$ and solutions to $L_{s/k} u = 0$ with $u \in D^k(L_{s/k})$. While the dependence on $s$ of this second problem is slightly more complicated, it is an elliptic problem (away from the cosmological horizon where ellipticity degenerates) and we can apply Fredholm theory to it.

For $Re\, s > 1/2 - k$, the $L_s$ form a holomorphic family of Fredholm operators $D^k(L_s) \rightarrow H^{k-1}(B_1)$ where we define $D^k(L_s)$ to be the domain of $L_s$, i.e. the closure with respect to the graph norm of

$$\{ u \in C^\infty(B_1) \mid ||u||_{D^k} := ||u||_{H^{k-1}} + ||L-su||_{H^{k-1}} < \infty \}. \tag{2.12}$$

Note that for the range of values of $s$ we are considering, this set is independent of the value of $s$ and is in fact a subset of $H^k(B_1)$. We can use the redshift effect [13] at the horizon to establish the following result.

**Proposition 2.2.** Let $f \in H^{k-1}(B_1)$ and $\Re(s) > 1/2 - k$. If $L_s u = f$, we have either:

(i) there exists a unique solution to $L_s u = f$ where $u \in H^k(B_1)$

(ii) there exists a finite-dimensional space of solutions $v \in C^\infty(\overline{B_1})$ to $L_s v = 0$. Moreover this can only occur at isolated values of $s$.

The result follows from the theory established in [46]: once estimates corresponding to the redshift effect and the time-like isometry have been established, we are left with a Fredholm problem. The upshot is that given $f \in H^{k-1}(B_1)$, we have a family of solutions $u(s) \in H^k(B_1)$ which are meromorphic in $s$ for $Re(s) > 1/2 - k$ and that the locations of the poles of $u(s) = L_s^{-1} f$ are quasinormal frequencies. It is important to note here that for any $s$ to the left of the region defined (i.e. with $Re(s) < 1/2 - k$), there exists $v \in H^k(B_1)$ such that $L_s v = 0$, so we must restrict to this subset of $\mathbb{C}$. We can now make the following definition:
Definition 2.1. With all the notation as above, we say \( s \in \{ s \in \mathbb{C} \mid \text{Re}(s) > 1/2 - k \} \) is a quasinormal frequency if it is a pole of the resolvent \((A - s)^{-1} : H^k(B_1) \times H^{k-1}(B_1) \to H^k(B_1) \times H^{k-1}(B_1)\). The corresponding quasinormal modes are vectors \( u \in D^k(A) \) such that \( Au = su \).

The approach outlined above will work for any subextremal horizon with anti-de Sitter or de Sitter ends which is what we are primarily interested in. There are problems in the case that the horizon is extremal, which were outlined and addressed for a model problem in [19] and for Reissner–Nordström in [20]. One of the key reasons this method fails for extremal horizons is that we can no longer exploit the redshift effect at the horizon to establish the necessary estimates for a Fredholm alternative. We see this from the fact that for initial data of given regularity (say \( H^{k-1}(B_1) \)), the region on which we can define quasinormal frequencies in the left half-plane becomes smaller as \( \kappa \to 0 \). To retain any sensible notion of invertibility of \( L_s \) in this region, we must restrict to at least \( C^\infty(B_1) \) functions. Even this is not enough: one can construct non-trivial smooth functions solving the homogeneous problem (see [19]). The problem of which space to use is resolved in [19,20] with the construction of suitable \( L^2 \)-based Gevrey spaces.

We shall now compute the quasinormal frequencies for a conformally coupled Klein–Gordon field in de Sitter. Note that to determine the corresponding modes, it suffices to determine the scalar function \( u \) in (2.11) since the second component is just a multiple of it. To aid our computation, we use the spherical symmetry of de Sitter to decompose \( u \) into spherical harmonics:

\[
u = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} u_{lm}(\rho)Y_{lm}(\theta, \phi),\]

where we have switched back to spherical polar coordinates. Using the orthogonality of the \( Y_{lm} \), we can separate the equations to reduce the problem to a set of ordinary differential equations on \([0, 1]\):

\[
(1 - \rho^2)\partial_{\rho}^2 u_{lm} + \left( \frac{2}{\rho} - 4\rho - 2\tilde{s}\rho \right) \partial_{\rho} u_{lm} - \left( \frac{l(l+1)}{\rho^2} + \tilde{s}^2 + 3\tilde{s} + 2 \right) u_{lm} = 0,
\]

where \( \tilde{s} := s/\kappa \). This is a second-order Fuchsian equation with four regular singular points: 0, ±1 and \( \infty \). Considering the indicial equation at \( \rho = 0 \), we see that the roots are \( l \) and \(-l - 1\). The second exponent will clearly lead to solutions which are not smooth at the origin and so can be discarded. We seek a solution of the form \( u_{lm}(\rho) = \rho^l v_{lm}(\rho) \) which leads to the equation

\[
(1 - \rho^2)\partial_{\rho}^2 v_{lm} + \left( \frac{2l + 2}{\rho} - (2\tilde{s} + 2l + 4)\rho \right) \partial_{\rho} v_{lm} - (\tilde{s} + l + 1)(\tilde{s} + l + 2)v_{lm} = 0.
\]

Changing variable to \( z = \rho^2 \), we have:

\[
z(1 - z)\partial_{z}^2 v_{lm} + \left( l + \frac{3}{2} - \left( \tilde{s} + l + \frac{5}{2} \right) z \right) \partial_{z} v_{lm} - \frac{\tilde{s} + l + 1}{2} \cdot \frac{\tilde{s} + l + 2}{2} v_{lm} = 0.
\]
This is the hypergeometric equation, which gives us a unique solution that is smooth at $\rho = 0$:

$$u_{lm}(\rho) = \rho^{l/2} F_1\left[\frac{\bar{s} + l + 1}{2}, \frac{\bar{s} + l + 2}{2}; \frac{3}{2} + l; \rho^2\right],$$

where $F_1$ is the hypergeometric function as defined in [38]. Thus, we have found candidates for quasinormal modes: vectors constructed from functions of the form

$$u(\rho, \theta, \phi) = \rho^l Y_{lm}(\theta, \phi) \cdot F_1\left[\frac{\bar{s} + l + 1}{2}, \frac{\bar{s} + l + 2}{2}; \frac{3}{2} + l; \rho^2\right]$$

satisfy the appropriate equation, we simply need to check that they are smooth at the horizon. Since $\rho^l Y_{lm}(\theta, \phi)$ is smooth in $B_1$, it suffices to check smoothness of the hypergeometric function given above on $[0, 1]$.

From standard results for Fuchsian equations and the Taylor series about $\rho = 0$ of $v_{lm}$, the solution is analytic on the unit disc, so we only need to check behaviour at $\rho = 1$. Provided $\bar{s} \notin \{-l - 1, -l - 2, \ldots\}$, the radius of convergence of the Taylor series about $\rho = 0$ for this hypergeometric function is 1 and hence there must be a singularity of the function on the unit circle in $\mathbb{C}$. This can only occur at a regular singular point of the equation, namely $0, \pm 1, \infty$. Hence, we have a singularity at either $\rho = 1$ or $\rho = -1$, but since $v_{lm}(\rho)$ is even, there must be one at both. Whether this singularity arises from a pole or a branch point, after sufficiently many derivatives, $\partial^k_u u_{lm}$ will not be continuous on $[0, 1]$ and hence we cannot have quasinormal frequencies for $\bar{s} \notin \{-l - 1, -l - 2, \ldots\}$. Now it suffices to check that elements of this set are indeed quasinormal frequencies: for these values of $\bar{s}$, the Taylor series for $v_{lm}$ about $\rho = 0$ terminates. This gives us the following expressions for $u$:

$$\bar{s} = -l - 2n - 1, \quad u = \rho^l Y_{lm}(\theta, \phi) \sum_{k=0}^{n} \frac{n(n-1/2) \ldots (n-k+1)(n-k+1/2)}{\left(\frac{3}{2} + l\right) k!} \rho^{2k},$$

$$\bar{s} = -l - 2n - 2, \quad u = \rho^l Y_{lm}(\theta, \phi) \sum_{k=0}^{n} \frac{n(n+1/2) \ldots (n-k+1)(n-k+3/2)}{\left(\frac{3}{2} + l\right) k!} \rho^{2k},$$

with $n \in \mathbb{N}_0 := \mathbb{N} \cup \{0\}$. We have used the notation $(a)_k$ for the Pochhammer symbol, i.e. $(a)_0 = 1$ and $(a)_k = a(a+1) \ldots (a + k - 1)$ for $a \in \mathbb{C}$ and $k \in \mathbb{N}$. These are polynomials and thus clearly smooth, so the quasinormal frequencies for a given angular momentum sector $l$ are $\{-l - 1, -l - 2, \ldots\}$ with the corresponding modes determined by the above functions. Returning to Cartesian coordinates, we see that for each frequency $\bar{s} = -n$ there is a finite-dimensional subspace of analytic solutions (spanned by $n^2$ polynomials in $\{x_1, x_2, x_3\}$) as expected from the results in [39].

2.3. Quasinormal Co-modes

From Proposition 2.2, we know that $L_a : H^k \to H^{k-1}$ is a holomorphic family of Fredholm operators on $\Omega = \{\bar{s} \in \mathbb{C} \mid \text{Re}(\bar{s}) > 1/2 - k\}$. We know that the inverse exists at some point in $\Omega$; therefore, we have a meromorphic family of
operators $L^{-1}_s$ on $\Omega$ from Theorem C.8 in [18]. This means that given $\tilde{s}_0 \in \Omega$, we can write:

$$L^{-1}_s = A_0(\tilde{s}) + \sum_{j=1}^J \frac{A_{-n_j}}{(\tilde{s} - \tilde{s}_0)^{n_j}},$$

where the $A_{-n_j}$ are finite rank operators and $A_0(\tilde{s})$ is a holomorphic family of Fredholm operators. In light of Theorem C.10 from [18] applied to $2(P + s)L^{-1}_s$ and considerations of eigenvalues and eigenvectors in this case, we see that $L^{-1}_s$ only has simple poles (this is discussed in more detail in Sect. 3.5). We can then use the fact that

$$(s - s_0)L^{-1}_s u = (s - s_0)L_s L^{-1}_s u = (s - s_0)u \to 0$$

to deduce that

$$\text{im } A_{-1} = \ker L_{s_0}, \quad \text{im } L_{s_0} = \ker A_{-1}.$$  

So the residue projects onto the space of solutions to $L_s u = 0$, which we know is finite dimensional. Hence, if the solutions to $L_s u = 0$ are spanned by $\{w_j\}_{j=1}^N$, we can write

$$A_{-1} = \sum_{j=1}^N w_j \theta_j \quad (2.14)$$

where the $\theta_i$ are continuous linear functionals $H^k(B_1) \to \mathbb{C}$ which vanish on $\text{im } L_{s_0}$. If we further have that $A_{-1}$ is a projection, then we can also show that $\theta_i(w_j) = \delta_{ij}$. This gives motivation to think of this problem in the dual picture. This idea was discussed in [25] where the authors defined distributions obeying certain conditions as dual resonant states. The discussion below provides an equivalent definition.

We note that $L_s : D^{k+1}(L_s) \to H^k(B_1)$ is a bounded linear operator and we can define the adjoint $L^+_s : H^k(B_1) \to D^{k+1}(L_s)$ with respect to the $H^k(B_1)$ inner product. Since both $L_s$ and $L^+_s$ are Fredholm of index zero, we can deduce that their kernels have the same dimension and so we seek to define a notion of ‘co-mode’ using the kernel of $L^+_s$.

Another motivation is the expression of $A_{-1}$ given in (2.14). We know the $w_i$ are the quasinormal modes, so we seek an understanding of the $\theta_i$. Since it is often easier to work with distributions than objects in the continuous dual of $H^k(B_1)$, we shall outline a few identifications between spaces. By virtue of the Riesz representation theorem, $H^k(B_1)$ is isomorphic to its continuous dual $H^{-k}(B_1)'$, and we can identify the kernel of $L^+_s$ with the subspace of $H^k(B_1)'$ that vanishes on the image of $L_s$. Fixing some small $\epsilon > 0$, we can also identify $H^k(B_1)'$ with the space

$$X = \{ \theta \in H^{-k}(B_{1+\epsilon}) \mid \text{supp } \theta \subset B_1 \},$$

where we say $\text{supp } \theta \subset B_1$ if for any $u \in H^k(B_{1+\epsilon})$ with $\text{supp } u \subset B_{1+\epsilon} \setminus B_1$, $\theta(u) = 0$. Since $X \subset H^{-k}(B_{1+\epsilon}) \subset \mathcal{D}'(B_{1+\epsilon})$, we can seek distributional solutions to the adjoint problem $L^+_s \theta = 0$. 

Definition 2.2. We say $\theta \in \mathcal{D}'(B_{1+\epsilon})$ is a quasinormal co-mode if it satisfies:

(i) there exists $C > 0$ such that $|\theta(u)| < C||u||_{H^k(B_1)}$ for all $u \in C^\infty_c(B_{1+\epsilon})$ 
($\Rightarrow$ supp $\theta \subset B_1$)

(ii) $L^1_s\theta = 0$ in the sense of distributions, i.e. $\theta(L_s u) = 0$ for any $u \in C^\infty_c(B_{1+\epsilon})$.

By noting that $L^{-1}_s L_s = I_{D^{k+1}(L_s)}$, we see that the co-modes defined above are precisely the $\theta_i$ appearing in (2.14). We can compute some of these explicitly for the problem in de Sitter. We define the following distributions on $B_{1+\epsilon}$: for any test function $f$, we set

$$\Theta_{lm}(f) := \int_{S^2} Y_{lm} f d\sigma,$$

where $S^2$ is the unit sphere and $d\sigma$ is the standard measure on it. By virtue of the divergence theorem, we see this is a continuous linear map on $H^k(B_1)$ for $k \geq 1$ and can be extended continuously to this space. We define the derivative operator

$$\tilde{D}u := \frac{1}{\rho} \left( \sum_{i=1}^{3} x^i \partial_i u + u \right) = \frac{1}{\rho} \partial_{\rho}(\rho u)$$

and note that

$$L_s u = -(1 - \rho^2)\tilde{D}^2 u + 2(s + 1)\rho \tilde{D} u + s(s + 1)u - \frac{1}{\rho^2} \Delta u.$$

Again, $\Delta$ is the Laplace–Beltrami operator on the unit sphere.

Proposition 2.3. $\tilde{D}^k \Theta_{00} : H^{k+1}(B_1) \to \mathbb{C}$ is a co-mode for each $k \in \mathbb{N}_0$

Proof. We see that for $u \in H^{k+2}(B_1) \subset D^{k+2}(L_s)$

$$\tilde{D}^k \Theta_{00}(L_s u) = (-1)^k \Theta_{00}(\tilde{D}^k L_s u).$$

A simple computation shows that for $u \in C^\infty(B_1)$

$$\tilde{D}^k L_s u = -(1 - \rho^2)\tilde{D}^{k+2} u + 2(s + k + 1)\rho \tilde{D}^{k+1} u$$

$$+ (s + k)(s + k + 1)\tilde{D}^k u - \Delta \tilde{D}^k \left( \frac{u}{\rho^2} \right).$$

Using a suitable decomposition of $u$ into spherical harmonics (which exists for smooth functions), the fact that $\Delta Y_{00} = 0$ and orthonormality of spherical harmonics, we are left with

$$\tilde{D}^k \Theta_{00}(L_s u) = 2(s + k + 1) \int_{S^2} \tilde{D}^{k+1} u d\sigma + (s + k)(s + k + 1) \int_{S^2} \tilde{D}^k u d\sigma.$$

So for the quasinormal frequency $s = -k - 1$, we see that $\tilde{D}^k \Theta_{00}(L_s u) = 0$ for $u$ in a dense subset of $D^{k+2}(L_s)$. Since the operator above is linear and continuous, we see that it vanishes for all $u \in D^{k+2}(L_s)$ and hence $\tilde{D}^k \Theta_{00}$ is a co-mode.
Thus, we see that for each quasinormal frequency, there is a co-mode associated to it that is concentrated only on the horizon. One can further show that all co-modes occur as linear combinations of $\tilde{D}_k \Theta_{lm}$ by considering the kernel of a suitable matrix, which agrees with results in [25] obtained through different methods. These linear combinations can be found by hand through computing the eigenvectors of the previously mentioned matrices. Since we are content to find a single sequence of zero-damped mode frequencies, it suffices to consider the co-modes associated with the $l = 0$ angular momentum sector.

It is worth noting that similar arguments can be applied to the wave equation in de Sitter to see that the co-modes are concentrated on the horizon in this case as well (this also is observed in [25]). The reason this holds for these special masses in the Klein–Gordon equation (and in fact, only these special cases) is that the quasinormal spectrum contains $-\kappa N$ (see Sect. 3.2). The concentration of these co-modes means that the associated modes are not excited by data supported away from the horizon and so the standard complex scaling approach would not identify the corresponding frequencies as quasinormal frequencies.

### 2.4. Zero-Damped Modes

So far, we have found that the spectrum of quasinormal frequencies for a conformally coupled Klein–Gordon field in de Sitter is $-\kappa N$ where $\kappa$ is the surface gravity of the cosmological horizon. We can define a notion of ‘extremality’ for the cosmological horizon by considering the extremal limit for the event horizon of a Kerr or Reissner–Nordström spacetime. As we approach extremality, the surface gravity of the event horizon goes to zero—we simply apply this to the cosmological horizon. In the $\kappa \to 0$ limit, we see that the interior of the spacetime more closely resembles Minkowski. We observe that the frequencies converge to zero and cluster closer together as they do so. Since there are infinitely many frequencies on the real line, we can informally think of these as forming the branch cut observed when trying to define quasinormal modes in Minkowski. For this paper, quasinormal modes whose frequencies exhibit this behaviour are called zero-damped modes, although other authors have used different terminology.

This phenomenon has been observed in several spacetimes with horizons approaching extremality. For example, in [47, 48], the authors study the quasinormal modes of the Teukolsky equation for nearly extremal Kerr via the traditional approach. After decomposing the equation using the symmetries of Kerr, they use both a WKB analysis in the eikonal limit (where the angular frequency $l$ is large) and the method of matched asymptotic expansions (the set of solutions were first correctly derived using this method by Hod in [32]) to find zero-damped modes. In this spacetime, there is a sequence of frequencies which cluster on the line $\text{Im } s = -m \Omega_H$ (where $m$ is the azimuthal mode number of the quasinormal mode and $\Omega_H$ is the horizon frequency) instead of $\text{Im } s = 0$ seen in de Sitter. The key observations in [47, 48] were the existence of these modes and the fact that the spectrum bifurcates: there is a critical value of $m/(l + 1/2)$ below which there are both zero-damped modes and what
the authors called damped modes. The latter are quasinormal modes whose frequencies converge to some complex number with non-zero real part in the extremal limit. Above this critical value, only the zero-damped modes persist. This property is related to the fact that the zero-damped modes are concentrated near the turning point in the potential associated with the horizon.

The more general case of nearly extremal Kerr–Newman black holes was discussed in [30] for the slowly rotating case and more recently by Zimmerman and Mark for tractable fields in [50,51] without that assumption. In the latter paper, the authors tackle the simplified model of the Dudley–Finley equation for general nearly extremal Kerr–Newman spacetimes and find approximate expressions for both zero-damped and damped modes for any value of \(a\). Existence for general perturbations is supported by the numerical work provided in [16]. Zimmerman and Mark also consider gravito-electromagnetic perturbations of near-extremal Reissner–Nordström in [50,51] and demonstrate the existence of zero-damped modes in this case.

The case of a charged scalar field on a Reissner–Nordström background was discussed in [28,31] and later in [52] using similar techniques to [32,47,48]. Since both situations contain a \(U(1)\) symmetry (Kerr is axisymmetric, while the charged scalar field has a gauge symmetry), many results carry over from one of the cases to the other by simply swapping \(q\) for \(m\) where \(q\) is the charge of the scalar field and \(m\) is the azimuthal mode number of a Kerr perturbation. As such, the phenomenon of zero-damped modes arises in this situation as well.

This phenomenon has also been observed on a Reissner–Nordström–de Sitter background for both scalar [9,10] and fermionic [14] fields. These results have been generalised to higher dimensions [35] and with non-minimally coupled scalar fields [15].

Using key common features found in the examples above, we propose the following definition to make the notion of zero-damped modes somewhat more mathematically precise:

**Definition 2.3.** Let \((\mathcal{M}, g, \kappa)\) be a family of spacetimes with non-degenerate Killing horizons of surface gravity \(0 < \kappa \leq \kappa_0\). Consider a partial differential equation on this background for which the notion of regularity quasinormal modes as described in the previous subsection is well-defined. We say that the equation exhibits the phenomenon of **zero-damped quasinormal frequencies** if there exists a sequence of functions \(\{s_n : (0, \kappa_0) \to \mathbb{C}\}_{n=1}^{\infty}\) such that:

1. \(s_n(\kappa)\) is a quasinormal frequency for each \(n \in \mathbb{N}, \kappa \in (0, \kappa_0]\),
2. there exists \(\alpha \in \mathbb{R}\) such that \(s_n(\kappa) \to i\alpha\) as \(\kappa \to 0\) for each \(n \in \mathbb{N}\),
3. \(\Re s_n(\kappa) \to -\infty\) as \(n \to \infty\) for each \(\kappa \in (0, \kappa_0]\).

A natural conjecture from the above discussion of examples is that these zero-damped modes are generic to nearly extremal Killing horizons. A start to determining whether they exist for any such set-up is to consider perturbations to a simple example exhibiting this phenomenon, such as de Sitter, and use these results as a black box to tackle more complicated examples.
3. Perturbations Due to a Potential

Let us now consider the perturbation caused by adding a potential $V$ to the equation:

$$-\Box_g \psi + 2\kappa^2 \psi + V \psi = 0. \quad (3.1)$$

In our chosen rescaled coordinates, this becomes:

$$L_0 \psi + \frac{2}{\kappa} P \partial_r \psi + \frac{1}{\kappa^2} \partial^2_r \psi + W \psi = 0, \quad (3.2)$$

where $W(x) = \frac{1}{\kappa^2} V(x/\kappa)$. Through the same reasoning as before, we see that the quasinormal frequencies depend on the invertibility of $L_\tilde{s} + W$. The methods used before can be used again in this case; however, this time the regularity of solutions is limited by the (weak) differentiability of $W$ as well as that of the initial data.

3.1. The Inverse Square Potential

Let us consider in detail an inverse square potential. We consider the equation

$$-\Box g \psi + 2\kappa^2 \psi + \frac{V_0}{r^2} \psi = 0,$$

where $V_0 > 0$. We can obtain similar results to Propositions 2.1 and 2.2 for this equation; however, the singular behaviour of the potential at the origin results in changes to our approach. We define a modified energy

$$E_1(u) := \sum_{i=1}^3 \sum_{j=1}^3 \int_{B_1} a_{ij} \partial_i \bar{u} \partial_j u dx + \gamma \int_{B_1} |u|^2 dx + \int_{B_1} \frac{V_0 |u|^2}{\rho^2} dx,$$

which is well-defined for $u \in H^1(B_1)$ by virtue of Hardy’s inequality. We can use this and the redshift effect at the horizon to obtain a result analogous to Proposition 2.2; however, we lose the ability to differentiate the equation at the origin due to the singularity in the potential. The best we can expect is a solution in $H^1(B_1)$. Since the origin is the only obstacle to obtaining higher regularity (and we are only really interested in behaviour near the horizon, see [20]), we can remedy this by introducing a cut-off $\chi$ and splitting the problem into the two regions. We now consider a coupled system of partial differential equations with solutions in two different spaces ($H^1(\text{supp } \chi)$ for the equation near the origin and $H^k(\text{supp}(1-\chi))$ for the equation near the horizon). The methods for the degenerate elliptic problems described in [46] can be used with minor adaptations to establish the appropriate Fredholm properties of this coupled system and obtain the following result:

Proposition 3.1. Let $f \in H^{k-1}(B_1)$ and $\text{Re}(s) > 1/2 - k$. If $L_\tilde{s} u + V_0 u/\rho^2 = f$, we have either:

(i) there exists a unique solution to $L_\tilde{s} u + V_0 u/\rho^2 = f$ where $u \in H^1(B_1) \cap H^k(B_1 \setminus B_{2/3})$

(ii) there exists $v \in H^1(B_1) \cap C^\infty(B_1 \setminus B_{2/3})$ and which obeys $L_\tilde{s} v = 0$. Moreover this can only occur at isolated values of $s$. 
We can use this to establish estimates to get a result similar to Proposition 2.1 and define quasinormal modes and frequencies. To actually compute these, we may again use spherical symmetry to decompose into spherical harmonics and reduce the problem to an ordinary differential equation. The resulting equation is a second-order Fuchsian equation with the same ordinary points:

\[(1 - \rho^2)\partial_{\rho}^2 u_{lm} + \left(\frac{2}{\rho} - 4\rho - 2\tilde{s}\rho\right) \partial_{\rho} u_{lm} - \left(\frac{l(l + 1) + V_0}{\rho^2} + \tilde{s}^2 + 3\tilde{s} + 2\right) u_{lm} = 0.\]

We can use precisely the same transformations as before; however, the potential has changed the exponents at \(\rho = 0\) to \(\sigma \pm l = -\frac{1}{2} \pm \sqrt{\frac{1}{4} + V_0}.\)

The solution with exponent \(\sigma_l^-\) at the origin gives a singular solution and thus through exactly the same methods as before see that solutions are:

\[u_{lm}(\rho) = \rho^{\sigma_l^-} _2F_1\left[\frac{\tilde{s} + \sigma_l^- + 1}{2}, \frac{\tilde{s} + \sigma_l^- + 2}{2}; \frac{3}{2} + \sigma_l^-; \rho^2\right].\]

Since we require solutions which are smooth at the horizon, we see that quasinormal frequencies are of the form \(\tilde{s} = -\sigma_l^- - k\) for \(k \in \mathbb{N}\) and the corresponding modes are polynomials multiplied by \(\rho^{\sigma_l^-}\). We observe that we have zero-damped modes from the relation \(s = \kappa \tilde{s}\).

**Remark.** Since the frequencies are generically no longer integers, the corresponding co-modes do not concentrate precisely the horizon as before. However, we conjecture that the co-modes in this case are close to the concentrated ones from before in the following sense: let \(\theta\) be a co-mode for the equation with an inverse square potential. Then there exists \(\theta_0\), a co-mode for the original equation that is concentrated on the horizon, such that \(\theta - \theta_0\) is of order \(V_0/(l + 1/2)\) in operator norm.

### 3.2. The Constant Potential

Before we consider a general class of potentials, let us consider the simple case when \(W\) is a constant (i.e. we have a non-conformal mass for the Klein–Gordon equation). We can solve the equation using similar methods to the conformally coupled case and see that the solutions to \((L_s + W)u = 0\) are:

\[u(x) = \rho^l Y_{lm}(\theta, \phi) _2F_1\left[\frac{\tilde{s} + l + 1}{2} + \frac{1}{4}(1 - \sqrt{1 - 4W}), \frac{\tilde{s} + l + 1}{2} + \frac{1}{4}(1 + \sqrt{1 - 4W}); \frac{3}{2} + l; \rho^2\right],\]

where \(\tilde{s} = s/\kappa\). This allows us to read off the quasinormal spectrum as:

\[s = -\kappa\left(2n + l + \frac{3}{2} \pm \frac{1}{2}\sqrt{1 - 4W}\right), \quad n \in \mathbb{N}_0,\]

where \(l\) is the angular appropriate angular momentum number. For \(W \leq 1/4\), we can see that we again have zero-damped modes clustering on the negative
real axis and going to 0 as $\kappa \to 0$. For $W > 1/4$, the frequencies have non-zero imaginary part, but still exhibit the behaviour required of zero-damped mode frequencies. This is somewhat analogous to the situation in [29], where there exists a critical mass which determines whether the damping rate or the frequency is perturbed.

### 3.3. Compactly Supported Potentials

The fact that the co-modes are concentrated on the horizon for suitable values of $W$ (namely 0 and $-2$) implies that the behaviour of the potential near the horizon is all that matters when considering these zero-damped mode frequencies.

**Proposition 3.2.** Let $W \in C^k(B_1)$ such that

$$\partial^\alpha W|_{\partial B_1} = 0$$

for each multi-index $\alpha$ such that $|\alpha| \leq k$. Take $n < k$. Then $-1, -2, \ldots, -(n - 1)$ are quasinormal frequencies of $L_\tilde{s} + W : D^{n+1} \to H^n(B_1)$.

**Proof.** First we note that we have an analogue of Proposition 2.2 for the equation with a $C^k$ potential using the results of [46]. So it suffices to apply the co-modes from Proposition 2.3 to $(L_s + W)u$ and note that the equations are unchanged when the trace of these derivatives of $W$ is zero.

In fact, this result also applies with multiplicity—this follows from finding the appropriate co-modes associated to higher total angular momentum spherical harmonics. We see in particular that if $W \in C^\infty_c(B_1)$ that $-N$ is contained in the quasinormal spectrum of $L_s + W$. It is important to note at this point that this may not be the whole spectrum—additional frequencies could arise in $\text{Re } \tilde{s} < -1/2$ due to the potential. Since $s = \kappa \tilde{s}$, we have established the existence of zero-damped modes in this case.

### 3.4. Rouché’s Theorem for Analytic Families of Fredholm Operators

We have established the existence of zero-damped modes for some very particular classes of potentials; however, we wish to tackle more generic ones. To do so, we need some continuity result on the effect of perturbations of meromorphic families of operators on their poles. Rouché’s theorem is a classical result in complex analysis which achieves this type of control for zeroes of holomorphic functions, and Gohberg and Sigal established an analogue of this for meromorphic families of Fredholm operators in [22]. An alternate proof of their generalisation of the argument principle to holomorphic families of Fredholm operators is presented in [6] along with a discussion on which classes of Banach algebras such a result holds. We shall use the notation of [18] in the statements of the theorems we quote (though we shall use the stronger version of Theorem 3.3 that appears in [22]).

**Definition 3.1.** Suppose $X, Y$ are Banach spaces and $\Omega$ is a connected, open subset of $\mathbb{C}$. We say $A : \Omega \to \mathcal{L}(X, Y)$ is a meromorphic family of Fredholm
operators in $\Omega$ if for any $z_0 \in \Omega$, there exist finite rank operators $\{A_k\}_{k=1}^K$ and a neighbourhood of $z_0$ such that

$$A_0(z) := A(z) - \sum_{k=1}^K \frac{A_k}{(z - z_0)^k}$$

is a holomorphic family of Fredholm operators in this neighbourhood.

**Theorem 3.1.** Suppose $X$ is a Banach space and $A(s)$ is a meromorphic family of Fredholm operators $X \to X$ in $\Omega$ where $\Omega$ is a connected, open subset of $\mathbb{C}$. Given $s_0 \in \Omega$, there exists some neighbourhood of $s_0$ such that

$$A(s) = A_0(s) + \sum_{k=1}^K \frac{A_k}{(s - s_0)^k},$$

where $A_0(s)$ is holomorphic. If $A_0(s_0)$ has index zero, then there exist families of operators $U_1, U_2$ which are holomorphic and invertible in a neighbourhood of $s_0$ and operators $\{P_m\}_{m=0}^M$ such that

$$A(s) = U_1(s) \left( P_0 + \sum_{m=1}^M (s - s_0)^{k_m} P_m \right) U_2(s)$$

in a neighbourhood of $s_0$. The $k_m$ are non-zero integers and the $P_m$ obey

$$P_m P_n = \delta_{mn} P_m,$$

with $\{P_m\}_{m=1}^M$ being of rank 1 and $I - P_0$ being of finite rank. The inverse $A(s)^{-1}$ exists as a meromorphic family of operators near $s_0$ if and only if $\sum_{m=0}^M P_m = I$, in which case it takes the form:

$$A(s)^{-1} = U_2(s)^{-1} \left( P_0 + \sum_{m=1}^M (s - z_0)^{-k_m} P_m \right) U_1(s)^{-1}.$$

**Proof.** See Theorem C.10 in [18] or Theorem 3.1 in [22].

This allows us to define the notion of null multiplicity:

**Definition 3.2.** The **null multiplicity** at $s_0$ of a meromorphic family of operators $A(s)$ is:

$$N_{s_0}(A) := \left\{ \begin{array}{ll}
\sum_{k_m > 0} k_m & M = \text{rank}(I - P_0) \\
\infty & M < \text{rank}(I - P_0) \end{array} \right..$$

When $N_{s_0}(A) < \infty$, $A(s)^{-1}$ is meromorphic and we can compute its null multiplicity:

$$N_{s_0}(A^{-1}) = - \sum_{k_m < 0} k_m.$$

Now we can state a generalisation of the argument principle for these families of operators:
**Theorem 3.2.** Let $H$ be a Hilbert space and suppose $A(s)$ and $A(s)^{-1}$ are meromorphic families of operators $H \to H$ in $\Omega$. Let

$$
\Pi_{s_0} = \frac{1}{2\pi i} \oint_{\Gamma_{s_0,\delta}} \partial_s A(s) A(s)^{-1} ds,
$$

where $\Gamma_{s_0,\delta}$ is a positively oriented circle of radius $\delta$ containing $s_0$ and no other pole of the integrand. Then $\Pi_{s_0}$ has finite rank and

$$
\text{tr}\Pi_{s_0} = N_{s_0}(A) - N_{s_0}(A^{-1}).
$$

**Proof.** See Theorem C.11 in [18] or Theorem 2.1 in [22].

**Theorem 3.3.** Suppose $A(s)$ and $B(s)$ for $s \in \Omega$ are meromorphic families of Fredholm operators as in Theorem 3.2. Suppose further that $U \Subset \Omega$ is a simply connected open subset with $C^1$ boundary $\partial U$ such that $A$ and $B$ are invertible on $\partial U$ and

$$
||A(s)^{-1}(A(s) - B(s))||_{H \to H} < 1, \quad s \in \partial U.
$$

Then

$$
\frac{1}{2\pi i} \text{tr} \oint_{\partial U} \partial_s A(s) A(s)^{-1} ds = \frac{1}{2\pi i} \text{tr} \oint_{\partial U} \partial_s B(s) B(s)^{-1} ds.
$$

**Proof.** See Theorem 2.2 in [22].

**3.5. More General Potentials**

The first important thing to note is that the results in the previous subsection require a family of operators which maps some Hilbert space to itself, so we need to modify the operators we are considering to apply them to our problem. We set

$$
A(s) = L_s L_0^{-1} = I_H + 2sPL_0^{-1} + s^2 L_0^{-1},
$$

$$
B(s) = A(s) + \epsilon W L_0^{-1},
$$

which are holomorphic families of Fredholm operators $H^k(B_1) \to H^k(B_1)$ for $W \in C^k(B_1)$, since $L_0 : D^{k+1}(L_0) \to H^k(B_1)$ is invertible. We first note that by decomposing into spherical harmonics, we can find the eigenvalues and eigenvectors of $L_s$ in $D^{k+1}(L_s)$: this is equivalent to solving the equation for a different mass. We see that the eigenvectors (i.e. solutions of $L_s u = \lambda u$) are

$$
u_{n,l,m}(x, s) = \rho^l Y_{lm}(\theta, \phi) F_2 \left[-n, s + l + \frac{3}{2} + n; \frac{3}{2} + l; \rho^2\right]
$$

for $n \in \mathbb{N}_0$ with corresponding eigenvalues

$$
\lambda_{n,l,m}(s) = (s + l + 1 + 2n)(s + l + 2 + 2n).
$$

This means that for the factorisation of $A(s)$ given by Theorem 3.1, all the positive $k_m$ are 1 and since $A(s)$ is holomorphic in the region of interest, there are no negative $k_m$. Hence, we have

$$
\frac{1}{2\pi i} \text{tr} \oint_{\Gamma_{-n,1/2}} 2(P + z)L_z^{-1} dz = n^2
$$
Noting that we can write
\[ L^{-1} = \frac{A_{-1}}{s+n} + A_0(s), \]
we see that
\[ A(s)^{-1}(A(s) - B(s)) = \frac{\epsilon L_0 A_{-1} W L_0^{-1}}{s+n} + \epsilon L_0 A_0(s) W L_0^{-1}. \]

We define the constants
\[ C_{k,n} = \sup_{s \in \overline{D}(-n,1/2)} \left\{ \left\| L_0 A_0(s) W L_0^{-1} \right\|_{H^k \rightarrow H^k} \right\}, \]
where \( \overline{D}(-n,1/2) \) is the closed disc of radius 1/2 around \(-n\). We can use Theorem 3.3 to obtain the following result.

**Proposition 3.3.** Suppose \( W \in C^k(B_1) \), pick \( 0 < \delta < 1/2 \) and \( n \in \mathbb{N} \) such that \( n < k \). Let
\[ \tilde{C}_{k,n} = \min \left\{ \frac{1}{2} \left\| L_0 A_{-1} W L_0^{-1} \right\|_{H^k \rightarrow H^k}, \frac{1}{C_{k,n}} \right\}. \]

Then for \( 0 < \epsilon < \tilde{C}_{k,n} \delta \), we have
\[ \frac{1}{2\pi i} \text{tr} \oint_{\Gamma_{-n,\delta}} (P + z)(L_z + \epsilon W)^{-1} dz = \frac{1}{2\pi i} \text{tr} \oint_{\Gamma_{-n,\delta}} (P + z)L_z^{-1} dz. \]

**Proof.** We see that for \( \epsilon < \tilde{C}_{k,n} \delta \), we have on a circle of radius \( \delta \) around \(-n\),
\[ \left\| A(s)^{-1}(A(s) - B(s)) \right\|_{H^k \rightarrow H^k} \leq \frac{\epsilon}{\delta} \left\| L_0 A_{-1} W L_0^{-1} \right\|_{H^k \rightarrow H^k} + \epsilon C_{k,n} \]
\[ < \tilde{C}_{k,n} \left\| L_0 A_{-1} W L_0^{-1} \right\|_{H^k \rightarrow H^k} + \tilde{C}_{k,n} C_{k,n} \delta \]
\[ \leq \frac{1}{2} + \delta < 1. \]

Thus, the conditions in Theorem 3.3 are met and we have
\[ \frac{1}{2\pi i} \text{tr} \oint_{\Gamma_{-n,\delta}} (P + z)(L_z + \epsilon W)^{-1} dz = \frac{1}{2\pi i} \text{tr} \oint_{\Gamma_{-n,\delta}} (P + z)L_z^{-1} dz = n^2. \]

The upshot of this result is that we can control the distance, \( \delta \), which a quasinormal frequency arising from a zero-damped mode can move from its unperturbed value provided the perturbation is of size \( O(\delta) \).

**Theorem 3.4.** Let \( W \in C^\infty(B_1; \mathbb{R}) \) and fix \( n \in \mathbb{N} \) and \( 0 < \delta < 1/2 \). We assume further that \( \|W\|_{C^k} = 1 \). Then there exists \( M_k > 0 \) such that for \( \epsilon < M_k \delta \), there exist \( n^2 \) quasinormal frequencies (counted with multiplicity) of \( L_s + \epsilon W \) inside \( D(-n, \delta) \) for \( n \in \{1, 2, \ldots, k\} \).

**Proof.** This is simply an application of Proposition 3.3 above.
3.6. Computing the Perturbed Spectrum

The above result tells us the maximum size a potential can be given how much control we want on the frequencies. It does not give an explicit expression for the perturbed frequencies and how they depend on the potential we add to the equation. In the case of a spherically symmetric potential, we can achieve this in principle: we can obtain a series expansion for the perturbed frequencies.

The $SO(3)$ symmetry of the system means that at frequency $-n$, there are $n^2$ modes corresponding to different spherical harmonics. Each of these will be affected by $W$ in a different way in general, and thus, it is difficult to get precise information on how they are perturbed in this situation. When $W$ is spherically symmetric, multiplication by $W$ commutes with projections onto any angular momentum sector, so we can separate the equation and lift this degeneracy. If $W$ is a non-trivial superposition of angular modes, this doesn’t work since there is mixing between angular momentum sectors and the equations are coupled. At this stage, the poles are still simple and the residues are now rank one operators, which enables us to use Theorem 3.2 to get an expression for perturbed frequencies.

First we define the projections. For $u \in C^\infty(\mathcal{B}_1)$, let us define

$$ (\Pi_{lm} u)(r, \theta, \phi) = Y_{lm}(\theta, \phi) \int_{S^2} u(r, \theta', \phi') Y_{lm}(\theta', \phi') \sin^2 \theta' d\theta' d\phi'. $$

One can show that this is in fact bounded on $C^\infty(\mathcal{B}_1)$ with respect to the $H^k(\mathcal{B}_1)$ norm for each $k \geq 1$ and so extends to a continuous linear map $H^k(\mathcal{B}_1) \to H^k(\mathcal{B}_1)$.

We assume that $W \in C^k(\mathcal{B}_1)$ is spherically symmetric and apply the above methods on $\Pi_{lm}(L_s + W)$ where $\Pi_{lm}$ is the projection onto the angular momentum sector associated with the spherical harmonic $Y_{lm}(\theta, \phi)$. We shall omit explicitly writing the projection $\Pi_{lm}$ when considering operators like $(\Pi_{lm} L_s)^{-1}$ in the following calculations to reduce clutter. Then for $n < k$, consider the functional:

$$ s_n[W] := \frac{1}{2\pi i} \text{tr} \int_{\Gamma_{-n,\delta}} z \partial_z (L_z + W) (L_z + W)^{-1} dz \quad (3.3) $$

$$ = \frac{1}{2\pi i} \text{tr} \int_{\Gamma_{-n,\delta}} 2z (P + z) (L_z + W)^{-1} dz, \quad (3.4) $$

where $\delta < 1$. We note that

$$ s_n[0] = \frac{1}{2\pi i} \text{tr} \int_{\Gamma_{-n,\delta}} z \partial_z (L_z) L_z^{-1} dz $$

$$ = \frac{1}{2\pi i} \text{tr} \int_{\Gamma_{-n,\delta}} (z + n) \partial_z (L_z) L_z^{-1} dz - \frac{n}{2\pi i} \text{tr} \int_{\Gamma_{-n,\delta}} \partial_z (L_z) L_z^{-1} dz $$

and since $L_z^{-1}$ has a simple pole at $z = -n$, the integrand in the first term is holomorphic and hence the integral evaluates to 0. Since the residue is a one-dimensional projection, it follows that $s_n[0] = -n$. Now, take $0 < \epsilon < 1$
sufficiently small so that
\[\frac{1}{2\pi i} \text{tr} \int_{\Gamma_{-n,\delta}} 2(P + z)L_z^{-1}dz = \frac{1}{2\pi i} \text{tr} \int_{\Gamma_{-n,\delta}} 2(P + z)(L_z + \epsilon W)^{-1}dz.\]

This ensures that we are enclosing just one pole of \((L_z + \epsilon W)^{-1}\) and that it is also simple. We observe that
\[s_n[\epsilon W] + n = \frac{1}{2\pi i} \text{tr} \int_{\Gamma_{-n,\delta}} 2z(P + z)\left((L_z + \epsilon W)^{-1} - L_z^{-1}\right)dz\]
\[= \frac{1}{2\pi i} \text{tr} \int_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1}\left((I + \epsilon WL_z^{-1})^{-1} - I\right)dz.\]

Since \(L_z\) is invertible for \(z \in \Gamma_{-n,\delta}\), \(WL_z^{-1}\) is bounded in the operator norm topology along the contour and hence its operator norm will take a maximum value on \(\Gamma_{-n,\delta}\) by continuity. So if we take \(\epsilon\) sufficiently small, we have \(|\epsilon WL_z^{-1}| < 1\) along the contour and we may use a von Neumann series to expand it:
\[s_n[\epsilon W] + n = \frac{1}{2\pi i} \text{tr} \int_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1} \sum_{m=1}^{\infty} (-\epsilon)^m (WL_z^{-1})^m dz.\]

By uniform convergence in the operator norm topology of the sum, we may exchange the sum and the integral and consider for each \(m\) the following:
\[\frac{1}{2\pi i} \int_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1}(WL_z^{-1})^m dz.\]

We write
\[L_z^{-1} = \frac{A_{-1}}{z + n} + A_0(z)\]
and consider its poles to see that the radius of convergence of the Taylor series of \(A_0(z)\) about \(-n\) is 1, so we can write in this disc
\[A_0(z) = A_0(-n) + \sum_{m=1}^{\infty} \frac{A_0^{(m)}(-n)}{m!}(z + n)^m,\]
where \(A_0^{(m)}(z)\) is the \(m\)th derivative of \(A_0\). Let us write \(A_0 = A_0(-n)\) and, for \(m \in \mathbb{N}\),
\[A_m := \frac{A_0^{(m)}(-n)}{m!}.\]

This gives us the expansion
\[L_z^{-1}(WL_z^{-1})^m = \sum_{i_0 = -1}^{\infty} \cdots \sum_{i_m = -1}^{\infty} A_{i_0}(WA)_{i_0} \cdots (WA)_{i_m}(z + n)^{i_0 + \cdots + i_m}\]
and hence (noting that \(2z(P + z) = 2(z + n)^2 + 2(P - 2n)(z + n) - 2n(P - n)\)), we see that
\[2z(P + z)L_z^{-1}(WL_z^{-1})^m = 2 \sum_{i_0 = -1}^{\infty} \cdots \sum_{i_m = -1}^{\infty} A_{i_0}(WA)_{i_0} \cdots (WA)_{i_m}(z + n)^{i_0 + \cdots + i_m + 2}\]
\[ + 2(P - 2n) \sum_{i_0 = -1}^{\infty} \cdots \sum_{i_m = -1}^{\infty} A_{i_0}(WA_{i_1}) \cdots (WA_{i_m}) (z + n)^{i_0 + \cdots + i_m + 1} \]

Using the residue theorem, we see that

\[
\frac{1}{2\pi i} \oint_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1}(WL_z^{-1})^m dz
\]

\[= 2 \sum_{i_0 + \cdots + i_m = -3} A_{i_0}(WA_{i_1}) \cdots (WA_{i_m})
+ 2(P - 2n) \sum_{i_0 + \cdots + i_m = -2} A_{i_0}(WA_{i_1}) \cdots (WA_{i_m})
- 2n(P - n) \sum_{i_0 + \cdots + i_m = -1} A_{i_0}(WA_{i_1}) \cdots (WA_{i_m}).
\]

Since \( A_0(s) \) is holomorphic at \(-n\) with radius of convergence 1, \( \|A_m\|_{H_k \to H_k} < 1 \). Let \( B_k = \max\{1, \|A_{-1}\|_{H_k \to H_k}\} \)

**Lemma 3.1.** For \( \epsilon < 1/(16B_k \|W\|_{C^k}) \),

\[
\sum_{m=1}^{\infty} (-\epsilon)^m \oint_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1}(WL_z^{-1})^m dz
\]

converges in the trace norm topology.

**Proof.** We note that since, \( i_0 + \cdots + i_m < 0 \), each of the \( A_{i_0}(WA_{i_1}) \cdots (WA_{i_m}) \)

is a rank 1 operator and hence the integral gives a finite rank operator with

\[
\text{rank bounded by the number of } (i_0, i_1, \ldots, i_m) \text{ which obey the conditions given. By setting } j_p = i_p + 1 \text{ for } p = 1, 2, \ldots m, \text{ we see that each of the conditions are equivalent to one of the following:}
\]

\[
j_0 + j_1 + \cdots + j_m = m,
j_0 + j_1 + \cdots + j_m = m - 1,
j_0 + j_1 + \cdots + j_m = m - 2,
\]

for \( j_p \) non-negative integers. By standard arguments, the rank of the operator

is at most

\[
\binom{2m}{m} + \binom{2m - 1}{m} + \binom{2m - 2}{m} < 3 \cdot 2^{2m}.
\]

We can bound the trace norm \( \|\cdot\|_1 \) of a finite rank operator on a Hilbert space

by its operator norm and its rank, so we have:

\[
\left\| \frac{1}{2\pi i} \oint_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1}(WL_z^{-1})^m dz \right\|_1 < 3.
\]
\[ 4^m \left\| \frac{1}{2\pi i} \oint_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1}(WL_z^{-1})^m \right\|_{H^k \rightarrow H^k}. \]

We also have the following bound:
\[ ||A_{i_0}(WA_{i_1}) \ldots (WA_{i_m})||_{H^k \rightarrow H^k} \leq B_{k}^{m+1} ||W||_{C^k}^m \]
and hence
\[ \left\| \frac{1}{2\pi i} \oint_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1}(WL_z^{-1})^m \right\|_1 < 18M16^m B_{k}^{m+1} ||W||_{C^k}^m, \]
where \( M \) depends on \( n \) and the operator norm of \( P \). This gives the result.

Thus, we have the following result:

**Theorem 3.5.** Let \( W \in C^\infty(\overline{B_1}; \mathbb{R}) \) be a spherically symmetric potential. Then for \( \epsilon \) sufficiently small, there exist quasinormal frequencies \( s_n \) of \( L_s + \epsilon W \) and \( S_m \in \mathbb{C} \) such that
\[ s_n = -n + \sum_{m=1}^\infty S_m \epsilon^m. \]
Furthermore, we can compute the \( S_m \) explicitly:
\[ S_m = \frac{(-1)^m}{2\pi i} \text{tr} \oint_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1}(WL_z^{-1})^m dz. \]

**Proof.** We begin by projecting into any given angular momentum sector \((l, m)\) as above and performing the same steps to obtain a von Neumann series within a trace. Since the von Neumann series given above converges absolutely in the trace norm topology for small enough \( \epsilon \) by Lemma 3.1, we can use continuity of trace to exchange the summation and trace operations to get
\[ s_n[\epsilon W] + n = \frac{1}{2\pi i} \sum_{m=1}^\infty (-1)^m \epsilon^m \text{tr} \oint_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1}(WL_z^{-1})^m dz \]
\[ = \sum_{m=1}^\infty S_m \epsilon^m , \]
where
\[ S_m = \frac{(-1)^m}{2\pi i} \text{tr} \oint_{\Gamma_{-n,\delta}} 2z(P + z)L_z^{-1}(WL_z^{-1})^m dz. \]

The first-order change to the frequency, \( \delta s_n \), can be expressed as:
\[ \delta s_n = 2\text{tr} \left[ (P - 2n)A_{-1}WA_{-1} - n(P - n)(A_0WA_{-1} + A_{-1}WA_0) \right]. \]
We can write \( A_{-1} = u_n\theta_n \) where \( u_n \) is the quasinormal mode corresponding to this angular momentum sector and frequency normalised so that \( ||u_n||_{H^k} = 1 \). Note that due to Theorem 3.2, the operator \(-2n(P - n)A_{-1}\) is a projection, so the normalisation of \( \theta_n \) is fixed, i.e. \(-2n\theta_n(Pu_n) + 2n^2\theta_n(u_n) = 1\). This gives us
\[ \delta s_n = 2\theta_n(Wu_n)\theta_n((P - 2n)u_n) - 2n\theta_n(PA_0Wu_n + WA_0Pu_n). \]
\[ +2n^2\theta_n(A_0 W u_n + W A_0 u_n). \]

In general, this is quite difficult to compute explicitly since it involves finding the holomorphic part of the inverse operator in a neighbourhood of the pole. This calculation is manageable for the simple case of \( \delta s_1 \) for a constant potential \( W \); however, it is lengthy and not crucial to the main arguments of this paper. As such, we shall omit it and simply state that the result is

\[ \delta s_1 = -1. \]

This agrees with our exact calculation in Sect. 3.2: for \( |W| < 1/4 \), the corresponding frequency is:

\[
\begin{align*}
    s &= -\frac{3}{2} + \frac{1}{2} \sqrt{1 - 4W} \\
    &= -\frac{3}{2} + \frac{1}{2} \left( 1 - \frac{4W}{2} + O(W^2) \right) \\
    &= -1 - W + O(W^2).
\end{align*}
\]

**3.7. The Extremal Limit**

Let us now take \( V \in C^\infty(\mathbb{R}^3; \mathbb{R}) \) which obeys the conditions

\[
|x|^{\alpha+2} \partial^\alpha V(x) \to 0 \quad \text{as} \quad |x| \to \infty
\]

for all multi-indices \( \alpha \) and consider the equation

\[-\square g \psi + 2\kappa^2 \psi + V \psi = 0.\]

We can perform the same manipulations to obtain (3.2). Let \( \chi \in C^\infty(\overline{B_1}) \) be such that \( \chi \equiv 0 \) on \( B_{1/3} \) and \( \chi \equiv 1 \) on \( B_1 \setminus B_{2/3} \) and note that our problem is now considering the invertibility of

\[ L_{s/\kappa} + (1 - \chi) W + \chi W. \]

Since \( 1 - \chi \) vanishes to all orders on the boundary, we see that \( -\kappa N \) is contained in the quasinormal spectrum of \( L_{s/\kappa} + (1 - \chi) W \) from previous results. Again, it is important to note that there may be additional frequencies that result due to the addition of this potential, which will be important when we try to apply Theorem 3.3 to this operator while treating \( \chi W \) as the perturbation. The following lemma establishes that the perturbation due to \( \chi W \) gets smaller as \( \kappa \to 0 \) because of the decay of the potential.

**Lemma 3.2.** Let \( \chi W \) be defined as above. Then given \( \epsilon > 0 \), there exists a constant \( R \) depending on \( \epsilon \) and \( W \) and a constant \( C \) depending only on \( k \) and \( \chi \) such that for all \( 0 < \kappa < 1/(3R) \),

\[ ||\chi W||_{C^k} < C\epsilon. \]

**Proof.** We note that the condition on \( V \) means that given \( \epsilon > 0 \), there exists \( R > 1/\epsilon \) such that for \( |x| > R \),

\[ |x|^{\alpha+2} \partial^\alpha V(x) | < \epsilon \]
for each multi-index $\alpha$ such that $|\alpha| \leq k$. Thus, if $0 < \kappa < 1/(3R)$, we have for $|x| > 1/3$,

$$|\partial^{\alpha}W(x)| = \frac{1}{\kappa^{|\alpha|+2}} |(\partial^{\alpha}V)(x/\kappa)|$$

$$= \frac{1}{|x|^{|\alpha|+2}} \kappa^{|\alpha|+2} |(\partial^{\alpha}V)(x/\kappa)|$$

$$< 3^{|\alpha|+2}\epsilon$$

$$< 3^{k+2}\epsilon.$$  

This gives us

$$|\partial^{\alpha}(\chi W)(x)| \leq \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} |\partial^{\beta}W(x)||\partial^{\alpha-\beta}\chi(x)|$$

$$< \|\chi\|_{C^k} \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} 3^{|eta|+2}\epsilon$$

$$\leq 9\epsilon \|\chi\|_{C^k} 3^k \sum_{\beta \leq \alpha} \binom{\alpha}{\beta}$$

$$= 9 \cdot 6^k \epsilon \|\chi\|_{C^k},$$

which gives the estimate.

With this in mind, we define

$$\tilde{\chi W} := \frac{\chi W}{\|\chi W\|_{C^k}}$$

and note the operator norm of this as a map $H^k(B_1) \to H^k(B_1)$ is independent of $\kappa$. We write

$$A^W(s) = (L_s + (1 - \chi)W)L_0^{-1},$$

$$B^W(s) = A^W(s) + \chi WL_0^{-1},$$

and note that as before we can decompose

$$(L_s + (1 - \chi)W)^{-1} = \frac{A^{-1}_0}{s + n} + A^W_0(s),$$

where $A^W_0(s)$ is bounded in an open neighbourhood of $-n$. The fact that this is a simple pole follows from noting that $L_s' L_0^{-1}$ has simple poles and that the kernel of $L_s'$ is trivial at each of these. Thus, there exists $0 < r < 1/2$ such that $A_0(s)$ is bounded on the disc of radius $r$ around $-n$. Note that we have suppressed the dependence of $r$ on $k$ and $n$—this will in general depend on how many extra frequencies are introduced by the potential. Let us define

$$C^W_{k,n} = \sup_{s \in D(-n,r)} \left\{ \left\| L_0 A^W_0(s) \tilde{\chi W} L_0^{-1} \right\|_{H^k \to H^k} \right\}$$
and
\[ \tilde{C}_{k,n} = \min \left\{ \frac{1}{2} \left\| A_{W}^0 \chi W L_0^{-1} \right\|_{H^k \to H^k}, \frac{1}{C_{W,k,n}} \right\}. \]

We can obtain analogous results to before.

**Proposition 3.4.** For each \( n \in \mathbb{N} \) and \( 0 < \delta < r(n, k) \), there exists \( R > 0 \) such that for all \( 0 < \kappa < 1/(3R) \), there exists at least one quasinormal frequency \( s \) inside \( D(-n\kappa, \delta\kappa) \), i.e.
\[ |s + n\kappa| < \delta\kappa. \]

**Proof.** This is analogous to the proofs of the results from before. We see again that on the circle of radius \( \delta \) around \( -n \) that
\[ \left\| A^W(\tilde{s})^{-1}(A^W(\tilde{s}) - B^W(\tilde{s})) \right\|_{H^k \to H^k} \leq \frac{||\chi W||_{C_k}}{\delta} \left\| L_0 A_{W}^{-1} \chi W L_0^{-1} \right\|_{H^k \to H^k} + ||\chi W||_{C_k} C_{W,k,n}, \]
where again \( \tilde{s} = s/\kappa \). We note that by Lemma 3.2, there exists \( R \) such that for all \( 0 < \kappa < 1/(3R) \) \( ||\chi W||_{C_k} < \tilde{C}_{k,n,\delta} \). Thus, we have
\[ \left\| A^W(\tilde{s})^{-1}(A^W(\tilde{s}) - B^W(\tilde{s})) \right\|_{H^k \to H^k} < \tilde{C}_{k,n} \left\| L_0 A_{W}^{-1} \chi W L_0^{-1} \right\|_{H^k \to H^k} + \tilde{C}_{k,n} C_{W,k,n} \delta \]
\[ \leq \frac{1}{2} + \delta < 1, \]
since \( \delta < r \leq 1/2 \). The conditions in Theorem 3.3 are met and so the number of quasinormal frequencies (counted with multiplicity) are unchanged. So there exists at least one \( s \) such that
\[ \left| \frac{s}{\kappa} + n \right| < \delta \]
\[ \Rightarrow |s + n\kappa| < \delta\kappa < \kappa. \]

**Theorem 3.6.** Let \( V \in C^\infty(\mathbb{R}^3; \mathbb{R}) \) be such that
\[ |x|^{|\alpha|+2} \partial^{\alpha} V(x) \to 0 \quad \text{as} \quad |x| \to \infty \]
for each multi-index \( \alpha \). Let \( g \) be the metric on de Sitter as outlined in Section 2. Then the equation
\[ -\Box_g \psi + 2\kappa^2 \psi + V\psi = 0 \]
exhibits the phenomenon of zero-damped quasinormal frequencies.

**Proof.** This is simply an application of Proposition 3.4, noting that for each \( \kappa \) sufficiently small, there is a subset of the quasinormal spectrum \( \{s_n\}_{n=1}^\infty \) such that
\[ |s_n + n\kappa| < \frac{\kappa}{2}. \]
We see that as $\kappa$ gets smaller, the frequency approaches 0 in a sector with angle $\arcsin(1/2n)$.

This is sufficient to establish the existence of these frequencies; however, we don’t have much control on the size of the error—we just have $O(\kappa)$ circles where we may find them (see Fig. 2).

If we assume better decay of $V$, we can get a better idea of how far away this subset of the spectrum can stray from $-\kappa N$. An example of such a condition would be

$$|x|^{|\alpha|+3}|\partial^\alpha V(x)| < M_1$$

for some constant $M_1 > 0$ and for each multi-index $\alpha$. This would give us existence of quasinormal frequencies $s_n(\kappa)$ such that for $\kappa$ small enough,

$$|s_n(\kappa) + \kappa n| < M_2 \kappa^2$$

for some $M_2 > 0$ independent of $\kappa$ and thus $s_n(\kappa) = -n\kappa + O(\kappa^2)$.

4. Perturbations to the Metric

The arguments above are robust in the sense that they can be applied to more general spherically symmetric black hole spacetimes with a cosmological horizon. We again consider the conformally coupled Klein–Gordon equation but now with the metric

$$g = -f_\Lambda(r)dt^2 + \frac{dr^2}{f_\Lambda(r)} + r^2 g_{S^2}$$

where

$$f_\Lambda(r) = 1 + w_\Lambda(r) + \frac{\Lambda}{3} \alpha_\Lambda r - \frac{\Lambda}{3} r^2$$
for some $\alpha_\Lambda \in \mathbb{R}$ bounded for $\Lambda \in [0, \Lambda_0]$ such that $\alpha_\Lambda \to \alpha_0$ as $\Lambda \to 0$ and with $w_\Lambda(r) \in C^\infty((0, \infty); \mathbb{R})$ for each $\Lambda \in [0, \Lambda_0]$ obeying the following additional conditions:

1. for each $k \in \mathbb{N}_0, \Lambda \in [0, \Lambda_0]$, $r^k \partial_r^k w_\Lambda(r) \to 0$ as $r \to \infty$,
2. $1 + w_0(r)$ has at least one root and finitely many others. We further assume the largest root, $r_e(0)$, is simple and $w_0(r) < 0$ for $r > r_e(0)$,
3. there exists $0 < t < r_e(0)$ such that for each $k \in \mathbb{N}_0$, there exists $\beta_k > 0$ so the following holds
   \[
   \sup_{r \geq t} \left| r^k \partial_r^k w_\Lambda(r) - r^k \partial_r^k w_0(r) \right| < \frac{\Lambda}{3} \beta_k.
   \]

These conditions are sufficient by standard arguments (for sufficiently small $\Lambda$) to establish the following properties:

1. $f_\Lambda(r)$ has a simple root at $r = r_c(\Lambda)$ (cosmological horizon) such that $r_c(\Lambda) \to \infty$ and $\Lambda r_c^2/3 \to 1$ as $\Lambda \to 0$,
2. $f_\Lambda(r)$ has a simple root at $r = r_e(\Lambda)$ (event horizon) such that $r_e(\Lambda) \to 0$ as $\Lambda \to 0$,
3. $f_\Lambda(r)$ has no roots in the interval $(r_e(\Lambda), r_c(\Lambda))$ for $\Lambda$ sufficiently small,
4. $1 - f_\Lambda(r) > 0$ for $r_e(\Lambda) < r < r_c(\Lambda)$ provided $\Lambda$ is sufficiently small, and furthermore, there exists $\epsilon > 0$ such that $1 - f_\Lambda(r) > \epsilon$ for any $r_c(\Lambda)/3 < r < r_e(\Lambda)$.

Important examples of $w_\Lambda$ which obey these conditions are $w_\Lambda(r) = -2m/r$ (the Schwarzschild-de Sitter solution) and $w_\Lambda(r) = -2m/r + q^2/r^2$ (Reissner–Nordström–de Sitter). For an example of $w_\Lambda(r)$ which depends on $\Lambda$, see the next subsection. From now on, we shall suppress the dependence on $\Lambda$ of some quantities. The equation we shall consider is the conformal Klein–Gordon equation for this spacetime:

\[
\Box_g \psi - \frac{R}{6} \psi = 0,
\]

where $R$ is the Ricci scalar of the spacetime. In this case, we see that

\[
R = 4\Lambda - \frac{2\Lambda \alpha_\Lambda}{r} - w''_\Lambda(r) - \frac{4w'_\Lambda(r)}{r} - \frac{2w_\Lambda(r)}{r^2}
= 4\Lambda + \frac{\Lambda}{3} V^w(r).
\]

We use a coordinate transformation analogous to the pure de Sitter case to get a hyperboloidal slicing:

\[
\tau = t - \int_{r_0}^r \frac{\sqrt{1 - f_\Lambda(\xi)}}{f_\Lambda(\xi)} d\xi,
\]

\[
\rho = \frac{r}{r_c},
\]

where $r_0$ is fixed so that it lies in $(r_e(\Lambda), r_c(\Lambda))$ for all $\Lambda \in [0, \Lambda_0]$. Note that the fourth condition given above is necessary to make this transformation well-defined. As before (since the horizons we consider have non-zero surface gravity) the results in [46] allow us to define the quasinormal frequencies and
similar reasoning to Sect. 2 means it suffices to consider following equation on $B_1 \setminus B_{\rho_e}$:

$$\begin{align*}
- \frac{f_\Lambda(r_c \rho)}{r_c^2} \partial^2_\rho u &- \left( \frac{f_\Lambda(r_c \rho)}{r_c} + \frac{2}{r_c^2} f_\Lambda(r_c \rho) \right) \frac{2s}{r_c} \sqrt{1 - f_\Lambda(r_c \rho)} \partial_\rho u \\
+ (s^2 + \frac{2\Lambda}{3} + \frac{2s}{r_c} \sqrt{1 - f_\Lambda(r_c \rho)} - \frac{s}{r_c} \frac{f_\Lambda(r_c \rho)}{2 \sqrt{1 - f_\Lambda(r_c \rho)}} + \frac{\Lambda}{3} V^w(r_c \rho) ) u \\
- \frac{\Delta u}{r_c^2 \rho^2} & = F, \tag{4.1}
\end{align*}$$

where $\rho_e = r_e/r_c$ and $F$ is a function constructed from the initial data. It will be useful to introduce the notation $U_\rho := B_1 \setminus B_r$ from this point onwards.

Dividing through by $3/\Lambda$ and setting $\tilde{s} = s \sqrt{3/\Lambda}$, we get the operator

$$L^w_s u := - \frac{3}{\Lambda r_c^2} f_\Lambda(r_c \rho) \partial^2_\rho u - \left( \frac{3}{\Lambda r_c^2} r_c f_\Lambda(r_c \rho) + \frac{2f_\Lambda(r_c \rho)}{r_c} \right) - 2s \sqrt{3 \Lambda r_c^2 (1 - f_\Lambda(r_c \rho))} \partial_\rho u \\
+ (\tilde{s}^2 + 2 + \frac{2\tilde{s}}{\rho} \sqrt{\frac{3}{\Lambda r_c^2} (1 - f_\Lambda(r_c \rho)) - \tilde{s}} \sqrt{\frac{3}{\Lambda r_c^2} r_c f_\Lambda(r_c \rho) + V^w(r_c \rho) } ) u \\
- \frac{3}{\Lambda r_c^2 \rho^2} \Delta u. \tag{4.2}
$$

In order to use the results outlined in Sect. 3.4, we need to compare the above operator with $L_s$. These operators are, however, defined on different domains. To get around this, we define a smooth, spherically symmetric cut-off $\chi \in C^\infty(B_1)$ such that

$$\chi(x) = \begin{cases} 
0 & |x| < \frac{1}{3} \\
1 & |x| > \frac{2}{3}
\end{cases}$$

and note that for $\Lambda$ sufficiently small, this vanishes to all orders on the event horizon $\rho = \rho_e$. We now define the family of operators

$$Q_s := L^w_s \circ (1 - \chi) - L_s \circ E_\chi,$$

where $E_\chi$ multiplies a function by $\chi$ and extends it to $B_1$ by setting it to zero outside its domain of definition. Note also that we have omitted explicitly writing the map which restricts functions on $B_1$ to functions on $U_{\rho_e}$. This gives us the following decomposition of $L^w_s$:

$$L^w_s = L^w_s \circ (1 - \chi) + L_s \circ E_\chi + Q_s.$$

The unbounded operator $L^w_s \circ (1 - \chi) + L_s \circ E_\chi$ is a degenerate elliptic operator with the degeneracy occurring precisely at the event and cosmological horizons. Furthermore, the surface gravity at these horizons is non-zero, so from the results of [46], this defines a family of Fredholm operators from its domain to $H^k(U_{\rho_e})$. We also have the following estimates:
Lemma 4.1. There exists $\Lambda_0 > 0$ such that for all $\Lambda < \Lambda_0$, there exists a constant $C > 0$ depending only on $k$ such that
\[
|L_0^w (1 - \chi)u + L_0 \circ E_\chi u|_{H^k} \leq C \left( |L_0^w u|_{H^k} + |u|_{H^k} \right),
\]
\[
|L_0^w u|_{H^k} \leq C \left( |L_0^w (1 - \chi)u + L_0 \circ E_\chi u|_{H^k} + |u|_{H^k} \right).
\]

Proof. Throughout this section the constant $C$ may change value from line to line to reduce clutter. The key point is that it depends only on $k$. We begin by proving the intermediary estimate
\[
\left| (\Delta - \partial_\rho^2) u \right|_{H^k} \leq C \left| u \right|_{D^{k+1}(L^w_\chi)}.
\]

Observe that
\[
\left( |L_0^w (\chi u)|_{H^k} \right)^2 \leq \left( \frac{3}{\Lambda r_c^2} \right)^2 \left| (\Delta - \partial_\rho^2) (\chi u) \right|_{H^k}^2
\]
\[
\geq - \frac{6}{\Lambda r_c^2} \left( L_0^w (\chi u) + \frac{3}{\Lambda r_c^2} (\Delta - \partial_\rho^2) (\chi u), (\Delta - \partial_\rho^2) (\chi u) \right)_{H^k},
\]
where $\Delta$ is the Laplacian on $U_{\rho_c}$. We aim to show that the right-hand side can be controlled by a suitable multiple of $|u|_{D^{k+1}(L^w_\chi)}$. A useful observation from the theory developed in [46] is the fact that there exists a constant $C$ depending only on $k$ such that $|u|_{H^{k+1}} \leq C |L_0^w u|_{H^k}$, so it suffices to show that the terms we are interested in can be dominated by a multiple of $|u|_{H^{k+1}}$.

We switch to polar coordinates so $\Delta - \partial_\rho^2 = (2/\rho) \partial_\rho - (1/\rho^2) \Delta$ and consider each of these separately. Since the operators we are interested in commute with angular derivatives, it suffices to prove this for radial ones only.

\[
\partial_\rho^k \left( \frac{2}{\rho} \partial_\rho (\chi u) \right) = \frac{2}{\rho} \partial_\rho^{k+1} (\chi u) + \sum_{j=1}^k p_j(\rho) \partial_\rho^j (\chi u)
\]
for some functions $p_j$ which are bounded on supp $\chi$. We combine this with
\[
\partial_\rho^k \left( L_0^w (\chi u) + \frac{3}{\Lambda r_c^2} (\Delta - \partial_\rho^2) (\chi u) \right)
\]
\[
= - \frac{3f_\Lambda}{\Lambda r_c^2} \partial_\rho^{k+2} (\chi u) + \frac{3}{\Lambda r_c^2} \left( \frac{2}{\rho} (1 - f_\Lambda) - (k + 1) \partial_\rho f_\Lambda \right) \partial_\rho^{k+1} (\chi u)
\]
\[
+ \sum_{j=1}^k q_j(\rho) \partial_\rho^j (\chi u),
\]
where the $q_j$ are some functions constructed from $3f_\Lambda (r_c \rho)/(\Lambda r_c^2)$. We observe that
\[
\frac{3}{\Lambda r_c^2} f_\Lambda (r_c \rho) - (1 - \rho^2) = \frac{3}{\Lambda r_c^2} - 1 + \frac{3}{\Lambda r_c^2} w_\Lambda (r_c \rho) + \frac{\alpha_\Lambda \rho}{r_c}.
\]
Restricting to the support of $\chi$, we see that the right-hand side and its derivatives converge uniformly to 0 as $\Lambda \to 0$ by observing that
\[
\left| \partial_\rho^k (w_\Lambda (r_c \rho)) \right| \leq \left| r_c^k \rho^k (w_\Lambda^{(k)} (r_c \rho) - w_0^{(k)} (r_c \rho)) \right| + \left| r_c^k \rho^k w_0^{(k)} (r_c \rho) \right|.
\]
\[ < 3^k \left( \frac{\Lambda}{3} \beta_k + |r_c^k \rho^k u_{0}^{(k)}(r_c \rho)| \right) \]

and that the quantity in the brackets above goes to 0 as \( \Lambda \to 0 \). Hence, \( 3f_{\Lambda}(r_c \rho)/(\Lambda r_c^2) \to 1 - \rho^2 \) in \( C^4(\text{supp} \chi) \) as \( \Lambda \to 0 \) for each \( l \in \mathbb{N}_0 \). Thus, there exists \( \Lambda_0 > 0 \) such that for all \( \Lambda < \Lambda_0 \), we can control these functions by some constant. Taking the \( L^2 \)-inner product of the expression above, we see that the only pairing that cannot clearly be controlled by a suitable multiple of \( ||u||_{H^{k+1}} \) is

\[- \frac{3}{\Lambda r_c^2} \int_{U_{\rho \epsilon}} \frac{2f_{\Lambda}}{\rho} \partial^{k+1}_\rho (\chi \bar{u}) \partial^{k+2}_\rho (\chi u) dx = - \frac{3}{\Lambda r_c^2} \int_{U_{\rho \epsilon}} \frac{f_{\Lambda}}{\rho} \partial_\rho \left( |\partial^{k+1}_\rho (\chi u)|^2 \right) dx \]

\[= \frac{3}{\Lambda r_c^2} \int_{U_{\rho \epsilon}} \partial_\rho \left( \frac{f_{\Lambda}}{\rho} \right) |\partial^{k+1}_\rho (\chi u)|^2 dx, \]

where the boundary term vanishes due to \( f_{\Lambda} \). Thus, this term can also be made positive by adding a multiple of \( ||u||_{H^{k+1}} \) where the constant is independent of \( \Lambda \) for \( \Lambda \) small enough. To deal with the other term, we write \( \chi u = \rho^2 \cdot \chi u/\rho^2 = \rho^2 U \) and consider

\[ \partial^k_\rho \left( L_0^{\omega}(\chi u) + \frac{3}{\Lambda r_c^2} (\Delta - \partial^2_\rho) (\chi u) \right) = \partial^k_\rho \left( L_0^{\omega}(\rho^2 U) + \frac{3}{\Lambda r_c^2} (\Delta - \partial^2_\rho) (\rho^2 U) \right). \]

We only need to consider the two highest order derivative terms since after multiplying by \( \Delta \partial^k_\rho U \) and integrating by parts on the sphere, we are left with terms of the form \( t(\rho)\partial^{k}_\rho \nabla U \cdot \partial^k_\rho \nabla U \) for some function \( t \) and \( 0 \leq l \leq k + 2 \). These can be controlled by \( ||u||_{H^{k+1}} \) for \( l \leq k \) so we only have to consider the terms with \( l = k + 1 \) and \( l = k + 2 \). These are

\[- \frac{3}{\Lambda r_c^2} \left( \rho^2 f_{\Lambda} \partial^{k+2}_\rho U + 2(k + 2)\rho f_{\Lambda} \partial^{k+1}_\rho U + k\rho^2 \partial_\rho f_{\Lambda} \partial^{k+1}_\rho U - \partial_\rho (\rho^2(1 - f_{\Lambda}))\partial^{k+1}_\rho U \right). \]

(4.3)

We start with the highest order term:

\[ \left( \frac{3}{\Lambda r_c^2} \right)^2 \int_{U_{\rho \epsilon}} \rho^2 f_{\Lambda} \partial^{k+2}_\rho U \Delta \partial^k_\rho U dx = - \left( \frac{3}{\Lambda r_c^2} \right)^2 \int_{U_{\rho \epsilon}} \rho^2 f_{\Lambda} \partial^{k+2}_\rho \nabla U \cdot \partial^k_\rho \nabla U dx \]

\[= \left( \frac{3}{\Lambda r_c^2} \right)^2 \int_{U_{\rho \epsilon}} \rho^2 f_{\Lambda} |\partial^{k+1}_\rho \nabla U|^2 dx \]

\[+ \left( \frac{3}{\Lambda r_c^2} \right)^2 \int_{U_{\rho \epsilon}} \rho^2 \partial_\rho f_{\Lambda} + 4\rho f_{\Lambda}) \partial^{k+1}_\rho \nabla U \cdot \partial^k_\rho \nabla U dx \]

\[\geq \frac{1}{2} \left( \frac{3}{\Lambda r_c^2} \right)^2 \int_{U_{\rho \epsilon}} \rho^2 \partial_\rho f_{\Lambda} + 4\rho f_{\Lambda}) \partial_\rho |\partial^k_\rho \nabla U|^2 dx. \]

Since \( f_{\Lambda} \) vanishes on the boundary, we can integrate by parts to deduce that the term involving \( f_{\Lambda} \) can be dealt with using \( ||u||_{H^{k+1}} \). Combining this with (4.3), we are left with

\[ \frac{1}{2} \left( \frac{3}{\Lambda r_c^2} \right)^2 \int_{U_{\rho \epsilon}} (2\rho - k\rho^2 \partial_\rho f_{\Lambda}) \partial_\rho |\partial^k_\rho \nabla U|^2 dx \]
\[
\geq -\frac{1}{2} \left( \frac{3}{\Lambda r_c^2} \right)^2 \int_{U_{r_c}} (6 - 4k\rho \partial_\rho f_\Lambda - k\rho^2 \partial_\rho^2 f_\Lambda) |\partial_\rho^k \nabla U|^2 \, dx.
\]

The inequality follows from the fact that the cut-off allows us to ignore the inner boundary and that $\partial_\rho f_\Lambda < 0$ at the outer boundary, so $2 - k\partial_\rho f_\Lambda > 0$. Thus, this is also dominated by a suitable multiple of $\|u\|_{H^{k+1}}$ and we have the following result: there exists $C, \Lambda_0 > 0$ depending only on $k$ such that for all $\Lambda < \Lambda_0$,

\[
\left\| (\Delta - \partial_\rho^2) (\chi u) \right\|_{H^k} \leq C \left( \left\| L_0^w (\chi u) \right\|_{H^k} + \left\| u \right\|_{H^{k+1}} \right) \leq C \left\| u \right\|_{D^{k+1}(L^\omega_w)}.
\]

We now use this to prove the lemma. From the product rule and the usual estimates,

\[
\left\| L_0^w (1 - \chi) u + L_0 \circ E_\chi u \right\|_{H^k} \leq C \left( \left\| L_0^w u \right\|_{H^k} + \left\| u \right\|_{H^{k+1}} \right) + \left\| L_0 \circ E_\chi u \right\|_{H^k}.
\]

Since $f_\Lambda$ vanishes only at the horizons and both these zeroes are simple, $(1 - \rho^2)/f_\Lambda(r_c\rho)$ is smooth and bounded on $\text{supp} \chi$ and thus has a finite $C^k$ norm. Thus, there exists a constant $C$ such that for all $\Lambda$ small enough,

\[
\left\| L_0 \circ E_\chi u \right\|_{H^k} \leq \left\| L_0^w (1 - \chi) u + L_0^w (\chi u) \right\|_{H^k} \leq C \left( \left\| L_0^w u \right\|_{H^k} + \left\| u \right\|_{H^{k+1}} \right) \leq C \left\| u \right\|_{D^{k+1}(L^\omega_w)}.
\]

Next we observe that

\[
\left\| L_0^w u \right\|_{H^k} = \left\| L_0^w (1 - \chi) u + L_0^w (\chi u) \right\|_{H^k} \leq \left\| L_0^w (1 - \chi) u + L_0 \circ E_\chi u \right\|_{H^k} + \left\| L_0^w (\chi u) - L_0 \circ E_\chi u \right\|_{H^k}.
\]

Focussing on the second term, we have the following inequality

\[
\left\| L_0^w (\chi u) - L_0 \circ E_\chi u \right\|_{H^k} \leq \left\| (1 - \rho^2 - 3f_\Lambda/(\Lambda r_c^2)) \partial_\rho^2 (\chi u) + \left( 1 - 3/(\Lambda r_c^2) \right) (\Delta - \partial_\rho^2) (\chi u) \right\|_{H^k} \leq C \left\| u \right\|_{D^{k+1}(L^\omega_w)} + \left\| V^w \chi u \right\|_{H^k}.
\]

We can deal with the term involving $V^w$ since

\[
V^w(r_c\rho) = -\frac{6\alpha_\Lambda}{r_c^2} - \frac{3}{\Lambda r_c^2} \left( \frac{r_c^2 \rho^2 w_\Lambda''(r_c\rho)}{\rho^2} + \frac{4r_c \rho w_\Lambda'(r_c\rho)}{\rho^2} + \frac{2w_\Lambda(r_c\rho)}{\rho^2} \right)
\]

and in $\text{supp} \chi$ that $V^w(r_c\rho)$ and finitely many of its derivatives can be made arbitrarily small by similar reasoning to before. Thus, we have both $V^w(r_c\rho) \to 0$ and $3f_\Lambda(r_c\rho)/(\Lambda r_c^2) \to 1 - \rho^2$ in $C^{k+1}(\text{supp} \chi)$ as $\Lambda \to 0$, so there exists $\Lambda_0 > 0$ such that for all $\Lambda < \Lambda_0$ we have all the results above and furthermore

\[
\left\| L_0^w (\chi u) - L_0 \circ E_\chi u \right\|_{H^k} \leq \frac{1}{2} \left\| L_0^w u \right\|.
\]

Therefore,

\[
\frac{1}{2} \left\| L_0^w \right\| \leq \left\| L_0^w (1 - \chi) u + L_0 \circ E_\chi u \right\|_{H^k} + C \left\| u \right\|_{H^{k+1}}.
\]
which yields the result.

The lemma above establishes that \( L_s^w \circ (1 - \chi) + L_s \circ E_\chi \) is a holomorphic family of Fredholm operators \( D^{k+1}(L_s^w) \to H^k(U_{r_c}). \) Furthermore, for \( \rho \in [1/3, 1], \) the cut-off allows the distributions defined in Sect. 2.3 to satisfy the appropriate conditions to be co-modes of this family of operators at the usual frequencies, i.e. \( -N \) is contained in the quasinormal spectrum. We shall treat \( Q_s \) as a perturbation to this operator and apply the results of Sect. 3.4. Using similar notation, we set

\[
A^w(s) = (L_s^w \circ (1 - \chi) + L_s \circ E_\chi)(L_0^w)^{-1},
\]

\[
B^w(s) = A^w(s) + Q_s(L_0^w)^{-1},
\]

noting that \( L_0^w \) is invertible since its kernel is trivial and it is Fredholm of index 0. By Theorem 3.3, the number of frequencies contained within a contour (counted with multiplicity) is the same when

\[
\left| \left| L_0^w (L_s^w \circ (1 - \chi) + L_0 \circ E_\chi)^{-1} Q_s(L_0^w)^{-1} \right| \right|_{H^k \to H^k} < 1
\]
holds for all \( s \in \Gamma_{-n, \delta}. \) We have

\[
\left| \left| L_0^w (L_s^w \circ (1 - \chi) + L_0 \circ E_\chi)^{-1} Q_s(L_0^w)^{-1} \right| \right|_{H^k \to H^k} \\
\leq \left| \left| L_0^w (L_s^w \circ (1 - \chi) + L_0 \circ E_\chi)^{-1} \right| \right|_{H^k \to H^k} \left| \left| Q_s \right| \right|_{D^{k+1} \to H^k} \left| \left| (L_0^w)^{-1} \right| \right|_{H^k \to D^{k+1}} \\
\leq \left| \left| L_0^w (L_s^w \circ (1 - \chi) + L_0 \circ E_\chi)^{-1} \right| \right|_{H^k \to H^k} \left| \left| Q_s \right| \right|_{D^{k+1} \to H^k}.
\]

To finish the argument, we just need to show that \( Q_s \) can be made arbitrarily small as \( \Lambda \to 0. \)

**Lemma 4.2.** Fix \( s \in \mathbb{C}. \) Given \( \epsilon > 0, \) there exists \( \Lambda_0 > 0 \) and depending only on \( s \) and \( k \) such that for all \( 0 < \Lambda < \Lambda_0, \)

\[
\left| \left| Q_s \right| \right|_{D^{k+1} \to H^k} < \epsilon.
\]

**Proof.** We first fix \( k \in \mathbb{N} \) and \( 0 < \epsilon < 1. \) We also assume \( \Lambda \) is sufficiently small so that \( 1/2 < 3/(\Lambda r_c^2) < 3/2 \) and to give the results derived above \( (Q_s \) is a holomorphic family of Fredholm operators and \( \rho_c < 1/3). \) For \( u \in D^{k+1}(L_s^w), \) we can write

\[
Q_s u = \left( 1 - \rho^2 \right) - \frac{3f_A(r_c, \rho)}{\Lambda r_c^2} \partial_\rho^2(\chi u) + \left( 1 - \frac{3}{\Lambda r_c^2} \right) \left( \Delta - \partial_\rho^2 \right)(\chi u) \\
- \frac{3}{\Lambda r_c^2} \left( r_c w'_A(r_c, \rho) + \frac{2}{\rho} w_A(r_c, \rho) + \frac{3\alpha_A}{r_c} \right) \partial_\rho(\chi u) \\
+ 2s \left( \frac{3}{\Lambda r_c^2} \left( 1 - f_A(r_c, \rho) \right) - \rho \right) \partial_\rho(\chi u) \\
+ s \left( \frac{2}{\rho} \frac{3}{\Lambda r_c^2} \left( 1 - f_A(r_c, \rho) \right) - \frac{1}{2} \frac{3}{\Lambda r_c^2} \sqrt{1 - f_A(r_c, \rho)} - 3 \right) \chi u + V^w(r_c, \rho) \chi u.
\]

We deal with each term separately. We have already observed that \( V^w(r_c, \rho) \to 0 \) in \( C^l(\text{supp} \chi) \) as \( \Lambda \to 0 \) for each \( l \in \mathbb{N}, \) so the \( V^w \chi u \) term can be made small
using that. Since $\Lambda$ is small enough, we have
\[
\frac{3}{\Lambda r_c^2} \left| \left| (r_c w'_A(r_c \rho) + 2w_A(r_c \rho) / \rho + 3\alpha_A / r_c) \partial_{\rho}(\chi u) \right| \right|_{H^k} \\
\leq \frac{3}{2} \left( \left| \left| r_c w'_A(r_c \rho) + 2w_A(r_c \rho) / \rho \right| \right|_{C^k} + \frac{3\alpha_A}{r_c} \right) \| u \|_{H^{k+1}},
\]
where $H^l = H^l(U_{\rho^+})$ and $C^l = C^l(U_{1/3})$ for each $l \in \mathbb{N}$. From the properties of $w_A$, we see that there exists $\Lambda_0 > 0$ such that for $\Lambda < \Lambda_0$,
\[
\frac{3}{\Lambda r_c^2} \left( (r_c w'_A(r_c \rho) + 2w_A(r_c \rho) / \rho + 3\alpha_A / r_c) \partial_{\rho}(\chi u) \right) \|_{H^k} < \epsilon \| u \|_{D^{k+1}},
\]
where $D^{k+1} = D^{k+1}(I_s^w)$. By taking $\Lambda_0$ smaller if necessary, we can also ensure that
\[
\frac{3}{\Lambda r_c^2} (1 - f_A(r_c \rho)) = \rho^2 - \frac{3}{\Lambda r_c^2} w(r_c \rho) + \frac{\alpha_A}{r_c} \rho \in \left[ \frac{1}{16}, \frac{151}{144} \right] := I,
\]
since $3f_A(r_c \rho)/(\Lambda r_c^2) \rightarrow 1 - \rho^2$ in $C^l$ for each $l \in \mathbb{N}$. We note that $g(x) = \sqrt{x}$ belongs to $C^\infty(I)$ and thus $g, \partial x g, \ldots, \partial^k x g$ are Lipschitz on $I$. Hence, we have
\[
\left| \left| \sqrt{\frac{3}{\Lambda r_c^2} (1 - f_A(r_c \rho))} \right| \right|_{\infty} \rightarrow \rho \text{ in } C^k \text{ as } \Lambda \rightarrow 0.
\]
Thus (taking $\Lambda_0$ smaller if necessary), we have
\[
\left| \left| 2s \left( \sqrt{\frac{3}{\Lambda r_c^2} (1 - f_A(r_c \rho))} - \rho \right) \partial_{\rho}(\chi u) \right| \right|_{H^k} < \epsilon \| u \|_{D^{k+1}},
\]
\[
\left| \left| s \left( \frac{2}{\rho} \sqrt{\frac{3}{\Lambda r_c^2} (1 - f_A(r_c \rho))} - 1 - \frac{1}{2} \left( \frac{3}{\Lambda r_c^2} r_c f'_A(r_c \rho) - 3 \right) \chi u \right) \right| \right|_{H^k} < \epsilon \| u \|_{D^{k+1}}.
\]
We shall now focus on the second-order terms. We have already proved that
\[
\left| \left| (\Delta - \partial_{\rho}^2)(\chi u) \right| \right|_{H^k} \leq C \| u \|_{D^{k+1}},
\]
where $C$ depends only on $k$ from the discussion in the previous lemma. Thus, for $\Lambda < \Lambda_0$
\[
\left| \left| \left( 1 - \frac{3}{\Lambda r_c^2} \right) (\Delta - \partial_{\rho}^2)(\chi u) \right| \right|_{H^k} < \epsilon \| u \|_{D^{k+1}}.
\]
The radial second-order term is
\[
(1 - \rho^2) - \frac{3f_A(r_c \rho)}{\Lambda r_c^2} \partial_{\rho}^2(\chi u) = \left( \frac{\Lambda r_c^2}{3} \frac{1 - \rho^2}{f_A} - 1 \right) \frac{3f_A(r_c \rho)}{\Lambda r_c^2} \partial_{\rho}^2(\chi u).
\]
For $\rho \in [1/3, 1]$, we see that both $f_A(r_c \rho)$ and $1 - \rho^2$ vanish only at $\rho = 1$ with simple zeroes there, so the fraction in the above expression extends to a smooth function on this interval. We also know that since it obeys that condition, it will converge uniformly to 1 in that interval if and only if its reciprocal does. We write
\[
f_A(r) = 1 + w_A(r) + \frac{\Lambda}{3} \alpha_A r - \frac{\Lambda}{3} r^2
\]
\[ w_A(r) - w_A(r_c) + \frac{\Lambda}{3} \alpha_A(r - r_c) - \frac{\Lambda}{3} (r^2 - r_c^2) \]

\[ = \int_{r_c}^r w'_A(x)dx + \frac{\Lambda}{3} \alpha_A(r - r_c) - \frac{\Lambda}{3} (r^2 - r_c^2), \]

using the fact that \( f_A \) vanishes at \( r = r_c \). Writing \( r = r_c \rho \) and focussing on \( \rho \in [1/3, 1] \), we see that we have

\[ f_A(r_c \rho) = (\rho - 1) \left( \int_0^1 r_c w_A'(r_c \rho t + r_c(1 - t))dt + \frac{\Lambda}{3} \alpha_A r_c - \frac{\Lambda}{3} r_c^2 (1 + \rho) \right). \]

From this we see that

\[ \frac{3}{\Lambda r_c^2} \frac{f_A(r_c \rho)}{1 - \rho^2} = 1 - \frac{1}{1 + \rho} \left( \frac{\alpha_A}{r_c} + \int_0^1 r_c w_A'(r_c \rho t + r_c(1 - t))dt \right) \]

and hence that

\[ \left| \frac{3}{\Lambda r_c^2} \frac{f_A(r_c \rho)}{1 - \rho^2} - 1 \right|_{C^k} \leq C \left( \frac{\alpha_A}{r_c} + \left| \int_0^1 r_c w_A'(r_c \rho t + r_c(1 - t))dt \right|_{C^k} \right), \]

where \( C \) is a constant depending on only on \( k \). The \( \alpha_A/r_c \) term can be made arbitrarily small by taking \( \Lambda \) sufficiently small, so we focus on the other term

\[ \partial_\rho^j \left( \int_0^1 r_c w_A'(r_c \rho t + r_c(1 - t))dt \right) = \int_0^1 r_c^{j+1} t^j w_A^{(j+1)}(r_c \rho t + r_c(1 - t))dt. \]

We know that

\[ |w_A^{(j+1)}(r)| = |w_A^{(j+1)}(r) - w_0^{(j+1)}(r) + w_0^{(j+1)}(r)| \leq \frac{\Lambda}{3} \beta_{j+1} + \frac{\epsilon}{r^{j+1}} \]

for any \( \epsilon > 0 \) provided \( r = r_c \rho \) is sufficiently large. Hence, we have

\[ \left| \int_0^1 r_c^{j+1} t^j w_A^{(j+1)}(r_c \rho t + r_c(1 - t))dt \right| \leq \left( \frac{\Lambda}{3} \beta_{j+1} + \epsilon \right) r_c^{j+1} \left| \int_0^1 \frac{t^j}{(r_c(\rho - 1)t + r_c)^{j+1}}dt \right| \leq \left( \frac{\Lambda}{3} \beta_{j+1} + \epsilon \right) \frac{1}{(j+1)!} \]

The right-hand side can be made arbitrarily small by taking \( \Lambda \) sufficiently small and hence

\[ \frac{3}{\Lambda r_c^2} \frac{f_A(r_c \rho)}{1 - \rho^2} \to 1 \text{ in } C^k([1/3, 1]) \text{ as } \Lambda \to 0 \]

\[ \Rightarrow \frac{\Lambda r_c^2}{3} \frac{1 - \rho^2}{f_A(r_c \rho)} \to 1 \text{ in } C^k([1/3, 1]) \text{ as } \Lambda \to 0. \]

To reduce clutter, we shall set

\[ P_A(\rho) = 1 - \frac{\Lambda r_c^2}{3} \frac{1 - \rho^2}{f_A(r_c \rho)} \]
and observe that

\[
(1 - \rho^2) - \frac{3f_{\Lambda}(r_{-\rho})}{\Lambda r_c^2} \partial^2_{\rho}(\chi u)
\]

\[
= P_{\Lambda}(\rho) \left( L^w_0(\chi u) + \frac{3}{\Lambda r_c^2}(\Delta - \partial^2_{\rho})(\chi u) - \frac{3}{\Lambda r_c^2 \rho^2} \partial_{\rho}(\rho^2 (1 - f_{\Lambda})) \partial_{\rho}(\chi u) - (V^w + 2)\chi u \right),
\]

which yields the estimate

\[
\left\| \left( (1 - \rho^2) - \frac{3f}{\Lambda r_c^2} \right) \partial^2_{\rho}(\chi u) \right\|_{H^k} \leq C \| P_{\Lambda} \|_{C^k} \| u \|_{D^{k+1}}.
\]

Note that similarly to before, this \( C \) depends only on \( k \) provided we already assume \( \Lambda \) is small enough. Since \( P_{\Lambda} \to 0 \) in \( C^k \), there exists \( \Lambda_0 > 0 \) depending only on \( k \) such that for \( \Lambda < \Lambda_0 \),

\[
\left\| \left( (1 - \rho^2) - \frac{3f}{\Lambda r_c^2} \right) \partial^2_{\rho}(\chi u) \right\|_{H^k} < \epsilon \| u \|_{D^{k+1}}.
\]

Combining all these estimates, we have

\[
\| Q_s u \|_{D^{k+1} \to H^k} < \epsilon.
\]

We know that \( (L^w_s \circ (1 - \chi) + L_s \circ E_{\chi})^{-1} \) has a pole of finite order at \(-n\) for \( n = 1, 2, \ldots k \) which is enough to establish the result; however, we can do better and show that these poles are in fact simple.

**Proposition 4.1.** Fix \( k \in \mathbb{N} \). Then for each \( n \in \{1, 2, \ldots k\} \), there exists \( \Lambda_0 > 0 \), \( A^w_{-1} : H^k \to D^{k+1} \) a finite rank operator and \( A^w_0(s) \) is a holomorphic family of Fredholm operators \( H^k \to D^{k+1} \) such that for \( \Lambda < \Lambda_0 \),

\[
(L^w_s \circ (1 - \chi) + L_s \circ E_{\chi})^{-1} = \frac{A^w_{-1}}{s + n} + A^w_0(s)
\]

in a suitable neighbourhood of \(-n\).

**Proof.** First let us note that since the quasinormal modes of \( A(s) := L^w_s \circ (1 - \chi) + L_s \circ E_{\chi} \) are smooth, for a quasinormal mode \( u \) in the region \( 2/3 < \rho \leq 1 \)

\[
A(s)u = 0 \Rightarrow L_s u = 0.
\]

Thus, for \( 2/3 < \rho \leq 1 \), the solutions match the modes we calculated for \( L_s \) previously. It also means that the dimension of the kernel of \( A(-n) \) is \( n^2 \) and that the \( n^2 \) corresponding co-modes \( \{ \theta_i \}_{i=1}^{n^2} \) are the same distributions from earlier. If we set \( \{ u_i \}_{i=1}^{n^2} \) to be a basis for the kernel of \( A(-n) \) and \( \{ v_i \}_{i=1}^{n^2} \) a corresponding basis for the kernel of \( L_{-n} \), i.e. such that \( u_i |_{U_{2/3}} = v_i \), we note that

\[
\theta_i(A'(n)u_j) = \theta_i(A'(n)v_j) = \theta_i(L'_{-n}v_j)
\]

since the \( \theta_i \) are concentrated on the horizon where \( A(s) = L_s \). We have already seen that \( L_s^{-1} \) has simple poles and in a neighbourhood of \(-n\) is of the form

\[
L_s^{-1} = \frac{\Pi_1}{s + n} + B(s)
\]
where $\Pi_1$ is a linear combination of terms of the form $v;\theta_j$ and $B(s)$ is holomorphic in a neighbourhood of $-n$. For $v \in \ker L_{-n}$ and $s \neq -n$, we see

$$v = L_{s}^{-1}L_{s}v = \frac{\Pi_1 L_{-n}v}{s+n} + \Pi_1 L'_{-n}v + (s+n)\Pi_1 v + (s+n)B(s)(L'_{-n} + s+n)v$$

Taking the limit as $s \to -n$ gives that for all $v \in \ker L_{-n}$,

$$v = \Pi_1 L'_{-n}v$$

Hence, it is possible to arrange the $\theta_i$ and $v_i$ such that $\theta_i(L'_{-n}v_j) = \delta_{ij}$. We relabel the bases of modes $\{u_i\}_{i=1}^{n^2}$ and co-modes $\{\theta_i\}_{i=1}^{n^2}$ of $A(s)$ such that $\theta_i(A'(-n)u_j) = \delta_{ij}$. Now let us suppose the pole is of order $N > 1$. In this case, we have

$$A(s)^{-1} = \sum_{j=1}^{N} \frac{A_{-j}^w}{(s+n)^j} + A_0^w(s).$$

where the $A_{-j}^w$ are of finite rank, $A_{-N}^w \neq 0$ and $A_0^w(s)$ is holomorphic in a neighbourhood of $-n$. Recalling that $A(s)u = (s+n)^2u + (s+n)A'(-n)u + A(-n)u$, we see that

$$I_{D^{k+1}} = A(s)^{-1}A(s) = \sum_{j=1}^{N} \frac{A_{-j}^w}{(s+n)^{j-2}} + \sum_{j=1}^{N} \frac{A_{-j}^w A'(-n)}{(s+n)^{j-1}} + \sum_{j=1}^{N} \frac{A_{-j}^w A(-n)}{(s+n)^j} + A_0^w(s)A(s),$$

$$I_{H^k} = A(s)^{-1}A(s) = \sum_{j=1}^{N} \frac{A_{-j}^w}{(s+n)^{j-2}} + \sum_{j=1}^{N} \frac{A'(-n)A_{-j}^w}{(s+n)^{j-1}} + \sum_{j=1}^{N} \frac{A(-n)A_{-j}^w}{(s+n)^j} + A(s)A_0^w(s).$$

Since the above holds for all $s \neq -n$ in some neighbourhood of $-n$, it follows from equating the terms corresponding to $(s+n)^{-N}$ that the following equations hold:

$$A_{-N}^w A(-n) = A(-n)A_{-N}^w = 0$$

This implies that there exist constants $c_{ij}$ such that

$$A_{-N}^w = \sum_{i,j=1}^{n^2} c_{ij}u_i\theta_j.$$

We also have

$$A_{-N}^w A'(-n) + A_{-N+1}^w A(-n) = 0$$

so for any $u \in \ker A(-n)$ (in particular $u_m$ for $m = 1, 2, \ldots n^2$),

$$A_{-N}^w A'(-n)u_m = \sum_{i,j=0}^{n^2} c_{ij}u_i\theta_j(A'(-n)u_m) = \sum_{i=1}^{n^2} c_{im}u_i = 0.$$
From the linear independence of the \( u_i \), the above implies that \( c_{ij} = 0 \) for each \( i, j = 1, 2, \ldots n^2 \), i.e. \( A_{-N}^w = 0 \), a contradiction. Hence, the pole is simple.

With this in mind, we can proceed similarly to the previous section. For each \( n \in \mathbb{N} \), there exists \( 0 < r < 1/2 \) such that \( A_0^w(s) \) is bounded on the disc of radius \( r \) around \(-n\) and we define the following constants

\[
C^w_{k,n} = \sup_{s \in D(-n,r)} \{ ||L_0^w A_0^w(s)||_{H^k \to H^k} \}
\]

and

\[
\tilde{C}^w_{k,n} = \min \left\{ \frac{1}{2}, \frac{1}{\tilde{C}^w_{k,n}} \right\}. \]

**Proposition 4.2.** For each \( n \in \mathbb{N} \) and \( 0 < \delta < r(n,k) \), there exists \( \Lambda_0 > 0 \) such that for all \( \Lambda < \Lambda_0 \), there exists at least one quasinormal frequency \( s \) inside \( D(-n\sqrt{\Lambda/3}, \delta \sqrt{\Lambda/3}) \), i.e.

\[
|s + n\sqrt{\frac{\Lambda}{3}}| < \delta \sqrt{\frac{\Lambda}{3}}.
\]

**Proof.** The proof is exactly analogous to the previous results. We see again that on the circle of radius \( \delta \) around \(-n\) that

\[
\|A^w(\tilde{s})^{-1}(A^w(\tilde{s}) - B^w(\tilde{s}))\|_{H^k \to H^k} \leq \frac{\|Q_{\tilde{s}}\|_{D^{k+1} \to H^k}}{\delta} \left( ||L_0 A_{-1}^w||_{H^k \to H^k} + C^w_{k,n} ||Q_{\tilde{s}}||_{D^{k+1} \to H^k} \right),
\]

where again \( \tilde{s} = s\sqrt{3/\Lambda} \). We note that by Lemma 4.2, there exists \( \Lambda_0 > 0 \) such that for all \( \Lambda < \Lambda_0 \), \( ||Q_{\tilde{s}}||_{D^{k+1} \to H^k} < C^w_{k,n} \delta \). Thus, we have

\[
\|A^w(\tilde{s})^{-1}(A^w(\tilde{s}) - B^w(\tilde{s}))\|_{H^k \to H^k} < \tilde{C}^w_{k,n} ||L_0 A_{-1}^w||_{H^k \to H^k} \leq \frac{1}{2} + \delta < 1,
\]

since \( \delta < r \leq 1/2 \). The conditions in Theorem 3.3 are met and so the number of quasinormal frequencies (counted with multiplicity) are unchanged. So there exists at least one \( s \) such that

\[
|s + n\sqrt{\frac{\Lambda}{3}}| < \delta \sqrt{\frac{\Lambda}{3}}.
\]

**Theorem 4.1.** Let \( w_\Lambda \in C^\infty(0, \infty) \) be a family of functions for \( \Lambda \in [0, \Lambda_0] \) for some \( \Lambda_0 > 0 \) such that \( 1 + w_0 \) has finitely many roots, the largest of which, \( r_e \), is simple and such that \( w_0 < 0 \) for \( r > r_e \). Suppose further that for each \( k \in \mathbb{N}_0 \) and \( \Lambda \in [0, \Lambda_0] \),

\[
(r^k \partial^k r w_\Lambda)(r) \to 0 \text{ as } r \to \infty.
\]
and let us suppose that there exists \( t < r_e \) and \( \beta_k \) such that
\[
\sup_{r \geq t} \left| r^k \partial_r^k (w_\Lambda - w_0)(r) \right| < \frac{\Lambda}{3} \beta_k
\]
for all \( k \in \mathbb{N}_0 \). Let \( \alpha : [0, \Lambda_0] \rightarrow \mathbb{R} \) be a continuous function and write \( \alpha(\Lambda) = \alpha_\Lambda \). Let \( g \) be the metric defined using the above functions in the same way as at the start of this section and \( R \) be its Ricci scalar. Then the equation
\[
-\Box_g \psi + \frac{R}{6} \psi = 0
\]
events the phenomenon of zero-damped quasinormal frequencies.

**Proof.** This is simply an application of Proposition 4.2, noting that for each \( \Lambda \) sufficiently small, there is a subset of the quasinormal spectrum \( \{ s_n \}_{n=1}^\infty \) such that
\[
\left| s_n + n \sqrt{\frac{\Lambda}{3}} \right| < \frac{1}{2} \sqrt{\frac{\Lambda}{3}}.
\]

### 4.1. Nearly Extremal Reissner–Nordström–de Sitter

We expect to be able to prove that zero-damped modes exist for scalar fields minimally coupled to Reissner–Nordström–de Sitter from the results of [9] (these are called near-extremal modes in this paper), so we shall use this example to present an application of the results obtained above. We consider the Reissner–Nordström–de Sitter metric
\[
g_1 = -f_1(r) dt^2 + \frac{dr^2}{f_1(r)} + r^2 g_{S^2},
\]
where
\[
f_1(r) = 1 - \frac{2m}{r} + \frac{q}{r^2} - \frac{\Lambda}{3} r^2 = -\frac{\Lambda}{3} \frac{(r - r_0)(r - r_-)(r - r_+)(r_c - r)}{r^2}.
\]
We can write \( f_1 \) in the second form provided \( m, q \) and \( \Lambda \) obey suitable conditions so that \( f_1 \) has four real roots \( r_0 < 0 < r_- < r_+ < r_c \), so we assume this is the case. This metric is defined on the manifold \( \mathcal{M}_1 = [0, \infty) \times [r_+, r_c] \times S^2 \). By Vieta’s formulae, we have
\[
r_0 + r_+ + r_- + r_c = 0, \quad (4.4)
\]
\[
-\frac{\Lambda}{3} (r_0 r_c + r_+ r_- + (r_0 + r_c)(r_+ + r_-)) = 1, \quad (4.5)
\]
\[
-\frac{\Lambda}{3} (r_0 r_c (r_+ + r_-) + r_+ r_- (r_c + r_0)) = 2m, \quad (4.6)
\]
\[
-\frac{\Lambda}{3} r_0 r_- r_+ r_c = q^2, \quad (4.7)
\]
Note that these can be inverted, which allows us to write the roots as continuous functions of \( \Lambda, m \) and \( q \). Thus, we can parametrise the spacetime using three of the roots (the fourth is determined by (4.4)) and consider the extremal limit using this picture. We define the quantities
\[
\bar{r} = \frac{r_+ + r_-}{2} = -\frac{r_0 + r_c}{2},
\]
Figure 3. The original Reissner–Nordström–de Sitter spacetime is conformal to another spacetime where the horizons are swapped

\[ h = \frac{r_+ - r_-}{2}, \]

and consider the limit where we keep \( \bar{r} \) and \( r_c \) fixed and take \( h \to 0 \). Consider the coordinate transformation inspired by the one used in [7]

\[ \rho = \frac{\gamma r}{r - \bar{r}}, \quad r = \frac{\bar{r} \rho}{\rho - \gamma} \]

for some \( \gamma(h) > 0 \) to be determined later. Under this transformation, we see that

\[ r^2 = \frac{\bar{r}^2 \rho^2}{(\rho - \gamma)^2}, \]

which motivates the introduction of a conformal factor

\[ \Omega = \frac{\bar{r}}{\rho - \gamma} \]

such that

\[ f_1(\rho) = \frac{\Lambda}{3} \left( (\bar{r} - r_0) \rho + \gamma r_0 \right) \left( h \rho + \gamma r_- \right) \left( \gamma r_+ - h \rho \right) \left( (r_c - \bar{r}) \rho - \gamma r_c \right) \frac{\bar{r}^2 \rho^2 (\rho - \bar{r})^2}{\gamma^2} \]

\[ = \Omega^2 f_2(\rho). \]

A quick calculation yields further that

\[ \frac{dr^2}{f_1(r)} = \frac{\Omega^2 d\rho^2}{f_2(\rho)} \]

and hence

\[ g_1 = \Omega^2 \left( -f_2 dt^2 + \frac{dr^2}{f_2} + \rho^2 g_{S^2} \right) = \Omega^2 g_2. \]

The manifold is mapped to \( \mathcal{M}_2 = [0, \infty) \times [\gamma r_c/(r_c - \bar{r}), \gamma r_+/h] \times S^2 \). Note that the event and cosmological horizons have swapped (see Fig. 3).

As before, we study the conformal Klein–Gordon equation on \( \mathcal{M}_1, g_1 \):

\[ \left( \square_{g_1} - \frac{R_1}{6} \right) \psi = 0. \]
We use a standard result to see that for a smooth function $\psi$, we have
\[
\left( \Box_{g_1} - \frac{R_1}{6} \right) \psi = \Omega^{-3} \left( \Box_{g_2} - \frac{R_2}{6} \right) (\Omega \psi)
\]
and hence it suffices to consider the quasinormal spectrum of the equation
\[
\left( \Box_{g_2} - \frac{R_2}{6} \right) \varphi = 0
\]
where $\varphi = \Omega \psi$.

**Theorem 4.2.** Consider the conformal Klein–Gordon equation on $(M_1, g_1)$ as defined above with $m, q, \Lambda$ chosen appropriately. This equation exhibits the phenomenon of zero-damped quasinormal frequencies in the limit as the event horizon becomes extremal.

**Proof.** This is simply an application of Theorem 4.1 to this particular example. Bearing in mind the discussion above, it suffices to check that $f_2$ satisfies the conditions required to apply the theorem.

\[
f_2(\rho) = -\frac{\Lambda}{3\rho^4} h^2 \frac{(r_c - \bar{r})(\bar{r} - r_0)}{\rho^2} \left( \rho + \frac{\gamma r_0}{\bar{r} - r_0} \right) \left( \rho - \frac{\gamma r_c}{r_c - \bar{r}} \right) \left( \rho + \frac{\gamma r_c}{r_c - \bar{r}} \right).
\]

We define a new “cosmological constant” $\lambda$ by
\[
\lambda = \frac{\Lambda}{r^4} (r_c - \bar{r})(\bar{r} - r_0) h^2
\]
and we find that $f_2$ takes the form:
\[
f_2(\rho) = -\frac{\lambda}{3} \rho^2 + F_1 \rho + F_0 + \frac{F_{-1}}{\rho} + \frac{F_{-2}}{\rho^2}.
\]

We again use Vieta’s formulae and the relations between the roots, $\bar{r}$ and $h$ to see
\[
F_1 = \frac{4\lambda}{3} \gamma \left( \frac{r_c^2 + 2r_c \bar{r} - 2\bar{r}^2}{\bar{r}^2} \right),
\]
\[
F_0 = \gamma^2 \left( \frac{\Lambda}{3} \frac{(r_c - \bar{r})(r_c + 3\bar{r})}{\bar{r}^2} + \frac{\lambda}{3} \frac{7\bar{r}^2 - 6\bar{r}r_c - 6r_c^2}{(r_c - \bar{r})(r_c + 3\bar{r})} \right) = \gamma^2 (a_0 + \lambda b_0),
\]
\[
F_{-1} = 2\gamma^3 \left( \frac{\Lambda}{3} \frac{(\bar{r}^2 - 2\bar{r}r_c - r_c^2)}{\bar{r}^2} - \frac{\lambda}{3} \frac{\bar{r}^2 - 4\bar{r}r_c - 2r_c^2}{(r_c - \bar{r})(r_c + 3\bar{r})} \right) = 2\gamma^3 (a_1 + \lambda b_1),
\]
\[
F_{-2} = \gamma^4 \left( \frac{\Lambda}{3} \frac{r_c(r_c + 2\bar{r})}{\bar{r}^2} - \frac{\lambda}{3} \frac{r_c(r_c + 2\bar{r})}{(r_c - \bar{r})(\bar{r} - r_0)} \right) = \gamma^4 (a_2 + \lambda b_2).
\]

At this stage we are in a position to make a selection for $\gamma$
\[
\gamma = \frac{1}{\sqrt{a_0 + \lambda b_0}}
\]
for $\lambda \in [0, \lambda_0]$ where $\lambda_0 < -b_0/a_0$ is taken sufficiently small. We define
\[
\alpha_\lambda = \frac{4\left( \frac{r_c^2 + 2r_c \bar{r} - 2\bar{r}^2}{\bar{r}^2} \right)}{\sqrt{a_0 + \lambda b_0}}
\]
and note that it is a continuous function of $\lambda$ and converges to a well-defined, finite limit as $\lambda \to 0$. Thus, we have

$$f_2(\rho) = 1 + \frac{\lambda}{3} \alpha \rho - \frac{\lambda}{3} \rho^2 + \frac{2a_1 + 2\lambda b_1}{(a_0 + \lambda b_0)^{3/2}} \frac{1}{\rho} + \frac{a_2 + \lambda b_2}{(a_0 + \lambda b_0)^2} \frac{1}{\rho^2}$$

$$= 1 + \frac{\lambda}{3} \alpha \rho - \frac{\lambda}{3} \rho^2 + w_\lambda(\rho).$$

Now we check that $w_\lambda$ satisfies the conditions defined above. Some of these properties are clear: since $w_\lambda$ is a polynomial in $1/\rho$, naturally $w_\lambda \in C^\infty(0, \infty)$ and there exists $\lambda_0 > 0$ such that for each $k \in \mathbb{N}_0$ and $\lambda \in [0, \lambda_0]$,

$$\rho^k (\partial^k w_\lambda)(\rho) \to 0 \text{ as } \rho \to \infty.$$  

Furthermore, it is clear that $1 + w_0$ has finitely many zeroes in $(0, \infty)$ (0, 1 or 2), but we need to check that it has at least one. Since $r_c > \bar{r}$, we see that $a_1 < 0$ and $a_2 > 0$ and hence any real roots of

$$1 + w_0(\rho) = 1 + \frac{2a_1/a_0^{3/2}}{\rho} + \frac{a_2/a_0^2}{\rho^2}$$

$$= \frac{\rho^2 + 2a_1/a_0^{3/2} \rho + a_2/a_0^2}{\rho^2}$$

$$= \frac{\rho^2 - 2\mu \rho + \nu}{\rho^2}$$

will be positive. So it suffices to consider the discriminant of the quadratic,

$$\text{Disc} = \frac{4}{a_0^2} (a_1^2 - a_0 a_2).$$

Since we are only interested in the sign of this quantity, we can multiply out positive factors (such as $\Lambda/(9\bar{r}^4)$) and consider

$$\text{Disc}' = (\bar{r}^2 - 2\bar{r}r_c - \bar{r}_c^2)^2 - r_c(r_c + 2\bar{r})(r_c - \bar{r})(r_c + 3\bar{r})$$

$$= \bar{r}^4 + \bar{r}^2r_c^2 + 2\bar{r}^3r_c$$

$$= \bar{r}^2(\bar{r} + r_c)^2 > 0.$$  

Hence, $1 + w_0$ has two positive roots in $(0, \infty)$ and furthermore these are simple. The largest root is $\rho_e = \mu + \sqrt{\mu^2 - \nu}$. Plugging this in to our expression for $w_0$, we see

$$w_0(\rho) = -\frac{1}{\rho^2} (2\mu \rho - \nu)$$

$$= -\frac{1}{\rho^2} \left(2\mu^2 + 2\mu\sqrt{\mu^2 - \nu} - \nu + 2\mu(\rho - \rho_e)\right)$$

$$= -\frac{1}{\rho^2} \left(\rho_e^2 + 2\mu(\rho - \rho_e)\right),$$

which is negative for $\rho > \rho_e$. Now we check the final condition:

$$|\rho^k \partial^k_\rho (w_\lambda - w_0)(\rho)| \leq \frac{k! |F_{-1}(\lambda) - F_{-1}(0)|}{\rho^{k+1}} + \frac{(k + 1)! |F_{-2}(\lambda) - F_{-2}(0)|}{\rho^{k+2}}.$$
In a sufficiently small neighbourhood of \( \lambda = 0 \), the \( F_i \) are continuously differentiable with bounded derivatives and hence Lipschitz. Thus, there exists a constant \( C > 0 \) such that

\[
|F_j(\lambda) - F_j(0)| \leq \frac{\lambda}{3} C
\]

for \( j = -1, -2 \). After fixing some \( 0 < t < \rho_e \) defined above, we see that

\[
\sup_{\rho \geq t} \rho^k \partial^k_{\rho} (w_\lambda - w_0)(\rho) \leq \frac{k! |F_{-1}(\lambda) - F_{-1}(0)|}{t^{k+1}} + \frac{(k+1)! |F_{-2}(\lambda) - F_{-2}(0)|}{t^{k+2}}
\]

\[
\leq \frac{\lambda}{3} \beta_k
\]

for some \( \beta_k > 0 \).
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