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Abstract. We consider the airplane refueling problem, where we have a fleet of airplanes that can refuel each other. Each airplane is characterized by specific fuel tank volume and fuel consumption rate, and the goal is to find a drop out order of airplanes that last airplane in the air can reach as far as possible. This problem is equivalent to the scheduling problem $1 || \sum w_j (- \frac{1}{C_j})$. Based on the dominance properties among jobs, we reveal some structural properties of the problem and propose a recursive algorithm to solve the problem exactly. The running time of our algorithm is directly related to the number of schedules that do not violate the dominance properties. An experimental study shows our algorithm outperforms state of the art exact algorithms and is efficient on larger instances.

Keywords: Scheduling · Dominance properties · Branch and bound.

1 Introduction

The airplane refueling problem, originally introduced by Gamow and Stern [8], is a special case of single machine scheduling problem. Consider a fleet of several airplanes with certain fuel tank volume and fuel consumption rate. Suppose all airplanes travel at the same speed and they can refuel each other in the air. An airplane will drop out of the fleet if it has given out all its fuel to other airplanes. The goal is to find a drop out order so that the last airplane can reach as far as possible.

Problem definition In the original description of airplane refueling problem, all airplanes are defaulted to be identical. Woeginger [1] generalized this problem that each airplane $j$ can have arbitrary tank volume $w_j$ and consumption rate $p_j$. Denote the set of all airplanes by $J$, a solution is a drop out order $\sigma$ :
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\{1, 2, \ldots , J|\} \mapsto J, \text{ where } \sigma(i) = j \text{ if airplane } j \text{ is the } i^{th} \text{ airplane to leave the fleet. As a result, the objective value of the drop out order } \sigma \text{ is:}
\[
\sum_{j=1}^{n} \left( \frac{w_{\sigma(j)}}{\sum_{k=j}^{n} p_{\sigma(k)}} \right).
\]

As pointed out by Vásquez [17], we can rephrase the problem as a single machine scheduling problem, which is equivalent to finding a permutation \(\pi\) (the reverse of \(\sigma\)) that minimizes:
\[
\sum_{j=1}^{n} \left( -\frac{w_{\pi(j)}}{\sum_{k=j}^{n} p_{\pi(k)}} \right) = \sum_{j=1}^{n} -\frac{w_{j}}{C_{j}},
\]
where \(C_{j}\) is the completion time of job \(j\), and \(p_{j}, w_{j}\) correspond to its processing time and weight, respectively. This scheduling problem is specified as \(1|\|\sum w_{j}(-\frac{1}{C_{j}})\) using the classification scheme introduced by Graham et al. [10].

In the rest of this paper, we study the equivalent scheduling problem instead.

**Dominance properties** Since the computational complexity status of airplane scheduling problem is still open [1], existing algorithms find the optimal solution with branch and bound method. While making branching decisions in a branch and bound search, it would be much more useful if we know the dominance relation among jobs. For example, if we know job \(i\) always precedes job \(j\) in an optimal solution, we can speed up the searching process by pruning all the branches with job \(i\) processed after job \(j\). Let the start time of job \(j\) be \(t_{j}\), we refer to [7] for the definition of local dominance and global dominance:

- **local dominance:** Suppose job \(j\) starts at time \(t\) and is followed directly by job \(i\) in a schedule. If exchanging the positions of jobs \(i, j\) strictly improves the cost, we say that job \(i\) locally dominants job \(j\) at time \(t\) and denote this property by \(i \prec_{l(t)} j\). If \(i \prec_{l(t)} j\) holds for all \(t \in [a, b]\), we denote it by \(i \prec_{l[a,b]} j\).

- **global dominance:** Suppose schedule \(S\) satisfies \(a \leq t_{j} \leq t_{i} - p_{j} \leq b\). If exchanging the positions of jobs \(i, j\) strictly improves the cost, we say that job \(i\) globally dominants job \(i\) in time interval \([a, b]\) and denote this property by \(i \prec_{g[a,b]} j\). If it holds that \(i \prec_{g[0,\infty]} j\), we denote this property by \(i \prec_{g} j\).

We call the schedule that do not violate the dominance properties as potential schedule. The effect of dominance properties is to narrow the search space to the set of all potential schedules, whose cardinality is much smaller than \(n!\), the number of all job permutations.

**Related work** Airplane refueling problem is a special case of a more general scheduling problem \(1|\|\sum w_{j}C_{j}^{eta}\). For most problems of this form, including airplane refueling problem, no polynomial algorithm has been found. Existing methods resort to approximation algorithms or branch and bound schemes.
For approximations, several constant factor approximations and polynomial time approximation scheme (PTAS) have been devised for different cost functions \([3,5,13,14]\). Recently, Gamzu and Segev \([9]\) gave the first polynomial-time approximation scheme for airplane refueling problem.

The focus of exact methods is to find stronger dominance properties. Following a long series of improvements \([2,6,12,15,16]\), Drr and Vásquez \([7]\) conjectured that for all cost functions of the form \(f_j(t) = w_j t^{\beta}, \beta > 0\) and all jobs \(i, j\), \(i \prec_l j\) implies \(i \prec_g j\). Latter, Bansal et al. \([4]\) confirmed this conjecture, and they also gave a counter example of the generalized conjecture that \(i \prec_{I[a,b]} j\) implies \(i \prec_{g[a,b]} j\). For airplane refueling problem, Vásquez \([17]\) proved that \(i \prec_{I[a,b]} j\) implies \(i \prec_{g[a,b]} j\). The establish dominance properties are commonly incorporated into a branch and bound scheme, such as Algorithm \(A^*\) \([11]\), to speed up the searching process.

**Our contribution** Existing branch and bound algorithms search for potential schedules in a trial and error manner. Specifically, when making branching decisions, it is unknown whether current branch contains any potential schedule unless we exhaust the entire branch. So if we can prune all the branches that do not contain potential schedule, it will considerably improve the efficiency of the searching process.

In this paper we give an exact algorithm with the merit above for airplane refueling problem. Specifically, every branch explored by our algorithm is guaranteed to contain at least one potential schedule, and the time to find each potential schedule is bounded by \(O(n^2)\). Numerical experiments exhibit empirical advantage of our algorithm over the \(A^*\) algorithms proposed by former studies, and the advantage is more significant on instances with more jobs.

The main difference between previous methods and our algorithm is that instead of branching on possible succeeding jobs, we branch on the possible start times of a certain job. To this end, we introduce a prefixing technique to determine the possible start times of a certain job in a potential schedule. In addition, the relative order of other jobs regarding that certain job is also decided. Thus, each branch divides the original problem into subproblems with fewer jobs and we can solve the problem recursively.

**Organization** The rest of the paper is organized as follows. In section 2, we introduce a new auxiliary function and give a concise representation of dominance property. Section 3 establishes some useful lemmas. We present our algorithm in section 4 and experimental results in section 5. Finally, section 6 concludes the paper.

## 2 Preliminaries

A **dominance rule** stipulates the local and global dominance properties among jobs. We can refer to a dominance rule by the set \(R := \cup_{i,j \in J} \{ r_{ij} \}\), where \(r_{ij}\)
represents the dominance properties between jobs $i, j$ specified by the rule. Given a dominance rule $R$, we formally define the potential schedule as follows.

**Definition 1 (Potential Schedule).** We call $S$ a potential schedule with respect to dominance rule $R$ if for all $r_{ij} \in R$, start times of jobs $i, j$ in $S$ do not violate relation $r_{ij}$.

**Auxiliary function** For each job $j$, we introduce an auxiliary function $\varphi_j(t)$, where $t \geq 0$ represents the possible start time:

$$\varphi_j(t) = \frac{w_j}{p_j(p_j + t)}.$$

We remark that $\varphi_j(t)$ is well defined since the processing time $p_j$ is positive.

With the help of this auxiliary function, we can obtain a concise characterization of local precedence between two jobs.

**Lemma 1.** For any two jobs $i, j$ and time $t \geq 0$, $i \prec_{l(t)} j$ if and only if $\varphi_i(t) > \varphi_j(t)$.

**Proof.** Suppose $S = AijB$ is an arbitrary schedule, where job $i$ starts at time $t$ and job $j$ is processed directly after job $i$. We use $F(S)$ to represent the cost of the schedule $S$. To explore the local dominance relation between job $i$ and job $j$, we need to check the impact of swapping the order of $i, j$, which leads to:

$$F(AijB) - F(AjiB) = \frac{w_i}{p_i + t} + \frac{w_j}{p_j + p_i + t} - \frac{w_j}{p_j + t} - \frac{w_i}{p_i + p_j + t}$$

$$= \frac{p_i p_j}{p_i + p_j + t} \left( \frac{w_i}{p_i + p_i + t} - \frac{w_j}{p_j(p_j + t)} \right)$$

$$= \frac{p_i p_j}{p_i + p_j + t} (\varphi_i(t) - \varphi_j(t)).$$

Since $\frac{p_i p_j}{p_i + p_i + t} > 0$, the effect of exchanging jobs $i, j$ depends on the term $(\varphi_i(t) - \varphi_j(t))$, which completes the proof. \qed

**Dominance rule** Vásquez [17] proved the following dominance properties of airplane refueling problem.

**Theorem 1 (Vásquez).** For all jobs $i, j$ and time points $a, b$, the dominance property $i \prec_{l[a,b]} j$ implies $i \prec_{g[a,b]} j$.

Based on Theorem [1] and Lemma [1] we obtain the following dominance rule of airplane refueling problem.

**Corollary 1.** For any two jobs $i, j$ with $w_i > w_j$:
1. If $\phi_i(t) \geq \phi_j(t)$ for $t \in [0, \infty)$, $i \prec_g j$;
2. If $\phi_j(t) \geq \phi_i(t)$ for $t \in [0, \infty)$, $j \prec_g i$;
3. else $\exists t_{ij}^* = \frac{w_j p_j - w_i p_i}{w_j p_j - w_i p_i} > 0$ with:
   - $\phi_i(t) > \phi_j(t)$ for $t \in [0, t_{ij}^*)$, $i \prec_{g[0,t_{ij}^*)} j$;
   - $\phi_j(t) \geq \phi_i(t)$ for $t \in [t_{ij}^*, \infty)$, $j \prec_{g[t_{ij}^*, \infty)} i$.

Actually, this rule is equivalent to the rule given in [17], whereas we use $\phi$ to indicate the dominance relation between any jobs $i, j$. Figure 1 gives an illustrative example of the scenario where $t_{ij}^* > 0$.

In this paper, we care about potential schedules with respect to Corollary 1. We refer to these schedules as potential schedules for short.

3 Technical lemmas

In this section, we establish several important properties concerning potential schedules.

3.1 Relative order between two jobs

To begin with, we show that the dominance rule makes it impossible for a job to start within some time intervals in a potential schedule. Let $T := \sum_{j \in J} p_j$ be the total processing time, we have:

**Lemma 2.** For two jobs $i, j \in J$ with $\phi_i(0) > \phi_j(0)$ and $t_{ij}^* \in (0, T)$, if in a complete schedule $S$ job $i$ starts in time interval $[t_{ij}^*, t_{ij}^* + p_j)$, then $S$ is not a potential schedule.

**Proof.** By Corollary 1 it follows that $i \prec_{g[0,t_{ij}^*)} j$ and $j \prec_{g[t_{ij}^*, \infty)} i$.

If job $j$ precedes job $i$ in $S$, then $t_j < t_j + p_j \leq t_i$. Since $t_i \in [t_{ij}^*, t_{ij}^* + p_j)$, we have:
which leads to a violation of the relation \( i \prec_{g[0,t^*_ij]} j \).

Otherwise job \( j \) is processed after job \( i \) in \( S \). In a similar manner we can derive:

\[
t^*_ij \leq t_i \leq t_j - p_i < t^*_ij.
\]

Again relation \( j \prec_{g[t^*_ij,\infty)} i \) is not satisfied. \( \square \)

According to Lemma 2, job \( i \) starts either in \([0, t^*_ij]\) or in \([t^*_ij + p_j, T - p_i]\) in a potential schedule. Next lemma shows that if we fix the start time of job \( i \) to one of these intervals, the relative order of job \( i, j \) in a potential schedule is already decided.

**Lemma 3.** For two jobs \( i, j \in J \) with \( \varphi_i(0) > \varphi_j(0) \) and \( t^*_ij \in (0, T) \), suppose \( S \) is a schedule with \( t_j \notin [t^*_ij, t^*_ij + p_j) \).

1. If \( t_i < t^*_ij \), job \( i \) should be processed before job \( j \), otherwise \( S \) is not a potential schedule;
2. If \( t_i \geq t^*_ij + p_j \), job \( i \) should be processed after job \( j \), otherwise \( S \) is not a potential schedule.

**Proof.** According to Corollary 1 we have \( i \prec_{g[0,t^*_ij]} j \) and \( j \prec_{g[t^*_ij,\infty)} i \).

For the first scenario, processing job \( j \) before job \( i \) in \( S \) would imply \( t_j + p_j < t_i \), which leads to the following inequalities:

\[
0 \leq t_j \leq t_i - p_j < t^*_ij.
\]

Thus we have reached a negation to \( i \prec_{g[0,t^*_ij]} j \).

Similarly, for the second scenario if job \( i \) precedes job \( j \) we will have:

\[
t^*_ij \leq t_i \leq t_j - p_i < T.
\]

Relation \( j \prec_{g[t^*_ij,\infty)} i \) does not hold, which concludes the proof. \( \square \)

Conditioning on the start time of job \( i \), Lemma 2 and Lemma 3 provide a complete characterization of the relative order between jobs \( i, j \) in a potential schedule. See Figure 2 for an overview of these relations.

### 3.2 Possible start times in a potential schedule

In this subsection we consider a general sub-problem scenario. Let \( J' \subseteq J \) be a set of jobs to be processed consecutively at start time \( t_o \), where \( t_o \in [0, T - \sum_{j \in J'} p_j] \). For convenience we denote the completion time \( t_o + \sum_{j \in J'} p_j \) by \( t_c \). Notice that when \( J' = J \), we will have \( t_o = 0 \) by definition, the setting above describes the original problem.
Fig. 2. The relative order of job $i$ and job $j$ in a potential schedule conditioned on the start time of job $i$ with $t_i^* \in (0, T)$ and $\varphi_i(0) > \varphi_j(0)$. When $t_i \in [0, t_i^*)$, job $i$ should precede job $j$; when $t_i \in [t_i^*, t_i^* + p_j)$, the resulting schedule will violate dominance property; when $t_i \in [t_i^* + p_j, T)$, job $j$ should precede job $i$.

We further denote the partial schedule of $J'$ by $S'$. If $S'$ does not violate any dominance rule, we call it a partial potential schedule.

Now consider job $\alpha \in J'$ such that:

$$\alpha = \arg \max_i \varphi_i(t_o).$$

When there are more than one job with the maximum $\varphi(t_o)$, the tie breaking rule is to choose the job with the maximum $\varphi(t_e)$.

Our goal is to study the possible start times of job $\alpha$ in a partial potential schedule $S'$. We start with analyzing the precedence relation of job $\alpha$ with other jobs in a partial potential schedule. To that end, we divide time interval $[t_o, t_e]$ into consecutive subintervals with the time set:

$$C_{\alpha, J'} := \{c_{\alpha j} | c_{\alpha j} = t_{\alpha j}^* + p_j, c_{\alpha j} \in (t_o, t_e), j \in J' \setminus \{\alpha\}\} \cup \{t_o, t_e\}.$$

We re-index the set $C_{\alpha, J'}$ according to their value rank, that is, if a time point ranks the $q^{th}$ in the set, it will be denoted by $c_q$. Besides, we use mapping $M_{\alpha, J'} : J' \rightarrow \mathbb{Z}^+$ to maintain job information of the index. The mapping is defined as:

$$M_{\alpha, J'}(j) = \begin{cases} 1, & \text{if } j = \alpha; \\ \text{the rank of } c_{\alpha j} \text{ in } C_{\alpha, J'}, & \text{if } t_{\alpha j}^* \in (t_o, t_e); \\ |J'| + 1, & \text{if } t_{\alpha j}^* \notin (t_o, t_e). \end{cases}$$

We consider the start time of job $\alpha$ in each subinterval $[c_q, c_{q+1})$. Next lemma shows that once we fix $t_\alpha$ to a subinterval, the positions of all remaining jobs in a potential schedule relative to $\alpha$ are determined.

**Lemma 4.** Suppose $S'$ is partial potential schedule that job $\alpha$ starts within time interval $[t_o, t_e]$, then all $j$ with $M_{\alpha, J'}(j) \leq q$ should proceed $\alpha$, and the rest jobs with $M_{\alpha, J'}(j) > q$ should come after $\alpha$.

**Proof.** Suppose $j$ is an arbitrary job in the set $J'$ other than $\alpha$, by the definition of job $\alpha$ and Corollary 1 we know either it is dominated by job $\alpha$ in time interval $[t_o, t_e]$, or there exists $t_{ij}^* \in (t_o, t_e)$ that $\alpha \preceq \gamma_{[t_o, t_{ij}^*)} j$ and $j \preceq \gamma_{[t_{ij}^*, t_e)} \alpha$. 
For the first case, we always have $M_{j'}^\beta(j) = |J'| + 1 > q$, job $j$ comes after job $\alpha$.

While for the second case, Lemma 2 and Lemma 3 apply, we have:

- If $M_{j'}^\beta(j) \leq q$, it implies that $t_\alpha \geq t_{\alpha j}^* + p_j$. By Lemma 3 job $j$ should precede job $\alpha$ in a potential schedule.
- Otherwise $M_{j'}^\beta(j) < q$, it follows that $t_\alpha < t_{\alpha j}^* + p_j$. Since $S'$ is a partial potential schedule, Lemma 2 rules out the possibility that $t_\alpha \in [t_{\alpha j}^*, t_{\alpha j}^* + p_j)$, we have $t_\alpha < t_{\alpha j}^*$. Again by Lemma 3 job $j$ should come after job $\alpha$.

\[ \Box \]

At last, for the possible start times of job $\alpha$ in a partial potential schedule, we have:

**Lemma 5.** For every time interval $[c_q, c_{q+1})$, there is at most one possible start time for job $\alpha$ in $[c_q, c_{q+1})$. Thus, there are at most $|J'|$ possible start times of job $\alpha$ in a partial potential schedule $S'$.

**Proof.** Suppose that $t_\alpha \in [c_q, c_{q+1})$, according to Lemma 3 the positions of all remaining jobs in $J' \setminus \{\alpha\}$ relative to $\alpha$ are determined. We denote the set of jobs before and after job $\alpha$ as $J_l, J_r$, respectively. The start time of job $\alpha$ is determined by $J_l$. More precisely, we have: $t_\alpha = t_o + \sum_{j \in J_l} p_j$.

While if $t_o + \sum_{j \in J_l} p_j \notin [c_q, c_{q+1})$, we have reached a conflict, which means there is no partial potential schedule that job $\alpha$ starts in current subinterval. As a result, there is at most one possible start time for job $\alpha$ in each subinterval. \[ \Box \]

## 4 Algorithm

In this section we devise an exact algorithm for airplane refueling problem and analyze its running time.

### 4.1 An exact algorithm for airplane refueling problem

We start with some notations. For each job pair $i, j$ of Lemma 2, we name the time interval $b_{ij} = [t_{ij}^*, t_{ij}^* + p_j)$ as the banned interval of job $i$ imposed by job $j$, and denote $B_i := \bigcup_{j \in J \setminus i} b_{ij}$ as the union of all banned intervals of job $i$.

\[ \text{Fig. 3. Possible start times of job } \alpha. \]
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Given an instance of airplane refueling problem, we find the job $\alpha$ and try to start $\alpha$ in each interval induced by $C_{\alpha}^j$. For an interval $[c_q, c_{q+1})$ and corresponding $J_l, J_r$, the possible start time of $\alpha$ will be $t_\alpha = \sum_{i \in J_l} p_i$ if $t_\alpha \in [c_q, c_{q+1})$ and $t_\alpha \notin B_\alpha$, then we have found a potential start time of job $\alpha$.

Figure 3 provides an illustrative example of the above procedure, where $J' = \{i, j, k, l, \alpha\}$. As shown in the figure, the set $C_{\alpha}^j$, divided time interval $[t_o, t_e)$ into 4 subintervals. Job $i$ should always behind job $\alpha$ since $t_{\alpha i}^o < t_o$. For other jobs in $J'$, condition on the start time of job $\alpha$ we have:

1. $t_\alpha \in [c_1, c_2)$: Job $\alpha$ serves as the first job and $t_\alpha^i = t_o$.
2. $t_\alpha \in [c_2, c_3)$: Job $j$ precedes job $\alpha$ in a potential schedule. As $t_\alpha^j = t_\alpha + p_j > c_3$, job $\alpha$ can not start in this interval.
3. $t_\alpha \in [c_3, c_4)$: Job $j, k$ precedes job $\alpha$ in a potential schedule. As $t_\alpha^j = t_\alpha + p_j + p_k$ is in banned intervals of job $\alpha$, job $\alpha$ can not start in this interval.
4. $t_\alpha \in [c_4, c_5)$: Job $j, k, l$ precedes job $\alpha$, $t_\alpha^j = t_\alpha + p_j + p_k + p_l$.

Once we find a possible start time of job $\alpha$, we can solve $J_l$ and $J_r$ recursively with the procedure above until the subproblem has only one job. See Algorithm 1 for the pseudo code of our algorithm, where the initial inputs are the complete job set $J$ and original start time $t = 0$.

\textbf{Algorithm 1 Fast Schedule}

\begin{itemize}
  \item \textbf{Input}: Job set $J$ and start time $t$.
  \item \textbf{Output}: The optimal schedule and the optimal cost.
  \begin{itemize}
    \item \textbf{function} \textsc{FastSchedule}(J, t)
    \begin{itemize}
      \item if $J$ is empty then \textbf{return} 0, []
      \item else if $J$ contains only one job $j$ then \textbf{return} $\frac{p_j}{p_j + t}$, [j]
    \end{itemize}
    \item end if
    \item Find job $\alpha$
    \item $J_l, J_r, \text{opt} \leftarrow \emptyset, J, 0$
    \item for $c_q \in C_{\alpha}^j$ do
    \item Find job $i$ with $M_{\alpha}^j(i) = q$ \quad $\triangleright i = \alpha$ for $q = 1$, i.e. job $\alpha$ is the first job
    \item $J_l \leftarrow J_l \cup \{i\}$
    \item $J_r \leftarrow J_r \setminus \{i\}$
    \item if $c_q \leq t + \sum_{i \in J_l} p_i < c_{q+1}$ \& \quad $(t + \sum_{i \in J_l} p_i) \notin B_\alpha$ then \quad $\triangleright$ new branch
    \item \textbf{opt}, seq $\leftarrow \textsc{FastSchedule}(J_l \setminus \{\alpha\}, t)$
    \item \textbf{opt}, seq $\leftarrow \textsc{FastSchedule}(J_r, t + \sum_{i \in J_l} p_i + p_\alpha)$
    \item if $\text{opt} + \text{opt} + \frac{p_\alpha}{p_\alpha + \sum_{i \in J_l} p_i} > \text{opt}$ then
    \item \textbf{opt}, seq $\leftarrow (\text{opt} + \text{opt} + \frac{p_\alpha}{p_\alpha + \sum_{i \in J_l} p_i}, [\text{seq}, \alpha, \text{seq}])$
    \item \end if
    \item \end if
    \item end for
    \item \textbf{return} \text{opt}, seq
  \end{itemize}
\end{itemize}
Next, we prove the correctness of Algorithm 1.

**Theorem 2.** Algorithm 1 returns the optimal solution of airplane refueling problem.

*Proof.* We only need to show that Algorithm 1 does not eliminate any potential schedules.

While locating possible start times of job $\alpha$, our algorithm drops out schedules with $t_\alpha$ in banned intervals or $t_\alpha$ exceeds current interval. According to Lemma 2 and Lemma 5, all the excluded schedules violate Corollary 1.

Each recursive call also drops out schedules that have jobs in $J_l$ processed after job $\alpha$ or jobs in $J_r$ processed before job $\alpha$. By Lemma 3, these schedules are not potential schedules either. \hfill $\Box$

### 4.2 Running time of Algorithm 1

In this section we analyze the running time of Algorithm 1 with respect to the number of potential schedules. Our main result can be stated as follows:

**Theorem 3.** Algorithm 1 finds the optimal solution of airplane refueling problem in $O(n^2(\log n + K))$ time, where $K$ is the number of potential schedules with respect to Corollary 1.

Before proving this theorem, we need to establish some properties of Algorithm 1. We start by showing that for any job set $J'$ that starts at time $t$, there is at least one partial potential schedule.

**Lemma 6.** Suppose $J' \subseteq J$ is a set of job that starts at time $t$, then there exists a procedure that can find one partial potential schedule for $J'$.

*Proof.* Consider the following procedure that construct the schedule successively. At each stage, choose the job with the maximum $\varphi(C)$ from the unscheduled jobs as the next job, where $C$ is the total processing time of the scheduled jobs plus $t$. We claim this procedure returns a partial potential schedule of $J'$.

Let $S'$ be the schedule returned by the procedure above. Assume by contradiction that there are two jobs $i, j$ that violate dominance properties. Suppose $i$ precedes $j$ in $S'$, then we have $j \prec_{[t_i, t_j-p_j]} i$, which implies $\varphi_j(t_i) > \varphi_i(t_i)$ by Lemma 1. In that case, we should have chosen job $j$ at time $t_i$ instead of $i$, absurdity is obtained. \hfill $\Box$

While Lemma 6 concerns about a single job set, the following lemma describes the relationship between two job sets $J_l$ and $J_r$.

**Lemma 7.** Given start time $t_\alpha \in [c_q, c_{q+1})$ of job $\alpha$ with $t_\alpha \in [t_\alpha, t_\alpha - p_\alpha]$ and $t_\alpha \notin B_{\alpha}$, for any two jobs $j \in J_l$ and $k \in J_r$ with $M_j^p(j) \leq q < M_j^p(k)$, if job $j$ is scheduled before job $\alpha$ and job $k$ is scheduled after job $\alpha$, then no matter where job $j$ and job $k$ start, dominance properties among $\alpha, j$ and $k$ will not be violated.
Proof. The dominance relations between jobs α, j and jobs α, k are satisfied, we only need to consider the relation between job j and job k. From the definition of $c_q$, it follows that

$$t_{αj}^* + p_j ≤ t_α < t_{αk}^* + p_k.$$  

Since $t_α$ is not in banned interval $l_{ak} = [t_{αk}^*, t_{αk}^* + p_k)$, the equation above leads to:

$$t_{αj}^* < t_α < t_{αk}^*.$$  

We distinguish the cases whether job j and job k have global precedence in time interval $[t_α, t_e]$.

**Case 1 (Global dominance).**
Job j and job k have global precedence in time interval $[t_α, t_e]$.

1. $j ≺_{g[t_α, t_e]} k$: Since job j is scheduled before job k, precedence rule is satisfied.
2. $k ≺_{g[t_α, t_e]} j$: We will show this scenario is impossible. At time $t_α$, since $t_{αj}^* < t_α < t_{αk}^*$ we have $j ≺_{l(t_α)} α$ and $α ≺_{l(t_α)} k$, which implies $j ≺_{l(t_α)} k$.
   
   Thus we have constructed a contradiction to global dominance $j ≺_{g[t_α, t_e]} k$.

**Case 2 (Partial dominance).**
Job j and job k have no global precedence in time interval $[t_α, t_e]$. In this case there exists $t_{jk}^* ∈ (t_α, t_e)$.

1. $t_{jk}^* < t_{αj}^*$: On one hand by the definition of $α$ we have $ϕ_k(t_α) > ϕ_j(t_α)$. On the other hand for the start time of job $k$, $t_k > t_α > t_{αj}^* + p_j > t_{jk}^* + p_j$.
   
   According to Lemma 3 job j precedes job k does not violate the dominance properties between i, j. Figure 4 depicts the auxiliary functions of job $α, j, k$ of this scenario.

2. $t_{jk}^* = t_{αj}^*$: We claim this scenario is impossible. If $t_{jk}^* = t_{αj}^*$ we will have $t_{jk}^* = t_{αj}^* = t_{αk}^*$. By the definition of $i, j$ this relation will lead to $t_{αk}^* < t_{αj}^* + p_j < t_α < t_{αk}^* + p_k$, that is, $t_α ∈ [t_{αk}^*, t_{αk}^* + p_k)$. Since $t_α ∉ B_α$ and $[t_{αk}^*, t_{αk}^* + p_k) ⊆ B_α$, we have reached a contradiction. See Figure 5 for the auxiliary functions of job $α, j, k$ of this scenario.

3. $t_{jk}^* > t_{αj}^*$: At first we show $t_{jk}^* > t_{αk}^*$. Assume by contradiction that $t_{jk}^* < t_{jk}^* < t_{αk}^*$, which would imply $α ≺_{g(t_{jk}^*, t_α)} j$ and $α ≺_{g(t_{αk}^*, t_α)} k$. Then for any time $t ∈ (t_{αj}^*, t_{αk}^*)$ we have the relation $j ≺_{l(t_{αj}^*)} α ≺_{l(t_{αk}^*)} k$. However, this is impossible since $t_{jk}^* ∈ (t_{αj}^*, t_{αk}^*)$. Therefore, we have $t_{jk}^* > t_{αk}^*$, and job j starts before time $t_{jk}^*$. In that case, having job j precedes job k does not violate the dominance properties between i, j, our claim holds. See Figure 6 for this scenario.

Combining Lemma 6 and Lemma 7, we can identify a strong connection between Algorithm 1 and potential schedules.
Lemma 8. Whenever Algorithm 1 adds a new branch for an instance \((J, t)\), there is at least one potential schedule on that branch.

Proof. Suppose after we find a possible start time of job \(\alpha\) the remaining jobs are divided into \(J_l\) and \(J_r\). By Lemma 6 both job sets have at least one partial potential schedule. Denote the partial schedule of \(J_l\) by \(S_l\) and the partial schedule of \(J_r\) by \(S_r\), then according to Lemma 7 the jointed schedule \([S_l, \alpha, S_r]\) is also a potential schedule.

Now we are ready to prove Theorem 3.

Proof (Proof of Theorem 3). We only need to generate all \(t_{ij}^*\) and sorted them once, which takes \(O(n^2 \log n)\) time. While finding the possible start times of \(\alpha\), with the already calculated \(t_{ij}^*\), we can construct the set \(C_j^\alpha\) and the mapping \(M_j^\alpha\) in \(O(n)\) time. The iteration over each subinterval \([c_q, c_{q+1})\) also needs at most \(O(n)\) time. Therefore, it takes at most \(O(n)\) time to find a potential start time of a job.

By Lemma 8 there exists at least one potential schedule with job \(\alpha\) starting at that time. For any potential schedule there are \(n\) start times to be decided, as a consequence, Algorithm 1 finds each potential schedule in at most \(O(n^2)\) time. To find all the potential schedules it will take \(O(n^2(\log n + K))\) time. 

5 Experimental Study

We code our algorithm with Python 3 and perform the experiment on a Linux machine with one Intel Core i7-9700K @ 3.6Ghz \(\times\) 8 processor and 16Gb RAM. Notice that our implementation only invokes one core at a time.

For experimental data set we adopt the method introduced by Hhn and Jacobs [12] to generate random instances. For an instance with \(n\) jobs, the processing time \(p_i\) of job \(i\) is an integer generated from uniform distribution ranging from 1 to 100, whereas the priority weight \(w_i = 2^{N(0, \sigma^2)} \cdot p_i\) with \(N\) being normal distribution. Therefore, a random instance is characterized by two parameters \((n, \sigma)\). According to previous results [12,17], instances generated with smaller
σ are more likely to be harder to solve, which means we can roughly tune the hardness of instances by adjusting the value σ.

At first we compare our algorithm with the $A^*$ algorithm given by Vsquez [17]. This algorithm models airplane refueling problem as a shortest path problem on a directed acyclic graph $G$. The vertexes of $G$ consist of all subset of $J$ and arcs are linked according to Corollary 1 and a path from vertex $\{\}$ to $J$ corresponds to a schedule. Since there will be $2^n$ vertexes in $G$ and it takes $O(n)$ time to process each vertex in the worst case, the complexity of this algorithm is $O(n \cdot 2^n)$. This part of experiment is conducted on data set $S_1$, which is generated with $\sigma = 0.1$ and job size ranges from $\{10, 20, \ldots, 140\}$, where for each configuration there are 50 instances.

Secondly, we evaluate the empirical performance of Algorithm 1 on data set $S_2$. In detail, for each job size $n$ in $\{100, 500, 1000, 2000, 3000\}$ and for each $\sigma$ value $\{0.1, 0.101, 0.102, \ldots, 1\}$, there are 5 instances, that is, $S_2$ has 4505 instances in total.

At last, we generate data set $S_3$ to examine the relations of instance hardness with the number of potential schedules and the value of $\sigma$. This data set has 5 instances of 500 jobs for each $\sigma$ from $\{0.100, 0.101, 0.102, \ldots, 1\}$.

**Comparison with $A^*$** We consider the ratio between the average running time of $A^*$ and Algorithm 1 on data set $S_1$. As shown in Figure 7 our algorithm outperforms $A^*$ on all sizes and the speed up is more significant on instances with larger size.

For instances with 140 jobs, our algorithm is over 100 times faster.

![Figure 7. Speed up factor on dependence of instance size, on data set $S_1$.](image)

**Empirical performance** Table I presents the running time of Algorithm 1 on data set $S_2$. We set a 10000 seconds timeout while performing the experiment. When our algorithm does not solve all the instances within this time bound, we present the percentage of the solved instances. For all instances with less than 2000 jobs as well as most instances with 2000 and 3000 jobs, our algorithm
returns the optimal solution within the time bound. While for hard instances of 2000 and 3000 jobs generated with $\sigma$ less than 0.2, our algorithm can solve 92% and 79% of the instances within the time bound respectively.

### Table 1. Running time on data set $S_2$.

| $|J|$ | \num{100} | \num{500} | \num{1000} | \num{2000} | \num{3000} |
|-----|----------|----------|----------|----------|----------|
| Avg. | Std. | Avg. | Std. | Avg. | Std. | Avg. | Std. | Avg. | Std. |
| \(0.1, 0.2\) | 0.37 | 0.16 | 62.26 | 128 | 645.4 | 2223 | 92.40% | - | 79.60% | - |
| \(0.2, 0.3\) | 0.30 | 0.05 | 13.38 | 8.5 | 65.08 | 43.23 | 328.6 | 210.2 | 555.4 | 871.5 |
| \(0.3, 0.4\) | 0.27 | 0.03 | 7.11 | 9.27 | 41.91 | 12.46 | 222.7 | 128.0 | 538.6 | 339.4 |
| \(0.4, 0.5\) | 0.26 | 0.02 | 8.16 | 0.91 | 35.74 | 5.00 | 172.8 | 38.70 | 421.5 | 87.15 |
| \(0.5, 0.6\) | 0.25 | 0.01 | 7.64 | 0.59 | 33.27 | 3.24 | 159.9 | 28.54 | 392.0 | 53.67 |
| \(0.6, 0.7\) | 0.25 | 0.01 | 7.37 | 0.38 | 31.84 | 2.74 | 151.0 | 14.37 | 367.3 | 41.37 |
| \(0.7, 0.8\) | 0.25 | 0.01 | 7.18 | 0.35 | 30.52 | 1.52 | 142.1 | 12.97 | 349.4 | 22.09 |
| \(0.8, 0.9\) | 0.24 | 0.01 | 7.07 | 0.32 | 30.10 | 1.62 | 144.8 | 9.07 | 341.4 | 22.79 |
| \(0.9, 1.0\) | 0.24 | 0.01 | 6.94 | 0.23 | 29.28 | 1.00 | 141.5 | 7.41 | 327.3 | 16.93 |

#### Instance hardness

Figure 8 depicts relations of different hardness indicators. The chart on the left shows the number of potential schedules and the running time of Algorithm 1 on data set $S_3$. Since both variables cover a large range, we present the figure as a log-log plot. As indicated by Theorem, there is a strong correlation between the number of potential schedules and the running time of Algorithm 1. Therefore, the number of potential schedules can serve as a rough measure of the instance hardness. For the relation between the number of potential schedules and the $\sigma$ value, the second chart exhibits that instances generated with small $\sigma$ are more likely to have a large number of potential schedules. The relation above is more obvious on smaller $\sigma$, while on larger $\sigma$ the difference between the number of potential schedules is less significant.

![Fig. 8. Different indicators of instance hardness, on data set $S_3$.](image-url)
6 Conclusions

We devise an efficient exact algorithm for airplane refueling problem. Based on the dominance properties of the problem, we propose a method that can prefix some jobs’ start times and determine the relative orders among jobs in a potential schedule. This technique enables us to solve airplane refueling problem in a recursive manner. Our algorithm outperforms the state of the art exact algorithm on random generated data sets. For large instances with hard configurations that can not be tackled by previous algorithms, our algorithm can solve most of them in a reasonable time.

The empirical efficiency of our algorithm can be attributed to two factors. First, our algorithm explores only the branches that contain potential schedules. Second, on the root node of each branch, the problem is further divided into smaller subproblems, which can also speedup the searching process. Theoretically, we prove that the running time of our algorithm is upper bounded by the number of potential schedules times a polynomial overhead in the worst case.

Another contribution of this work is that we give some new structural properties of airplane refueling problem, which may be helpful in understanding the computational complexity of the problem.
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