Colour segmentation of Gram-Negative bacteria using graph Quadratic Form and Random Walker
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Abstract. Gram-negative bacteria are one of the bacteria that are often pathogenic to the human body. This bacterium causes resistance due to nosocomial with other Gram-negative bacteria. In the medical stage, the bacteria that cause nosocomial traits removed first before antibiotic therapy carried out on the main bacteria. To identify these bacteria, the clinical laboratory needs to make manual observations under a microscope. The approach taken in this research is using the image processing technique. There are four stages: pre-processing, segmentation, feature extraction, and identification. Segmentation is a stage to emphasize the object sought in an image. In this research, the approach used to capture objects is one of them using the Graph Quadratic Form algorithm. This algorithm chose because it can determine the shortest distance of the object from the nearest node so that the process of convergence of the object search becomes faster. The result is that this algorithm is better than the morphology-based algorithm and the contour-based algorithm, while the number of samples taken from 50 patients affected by Gram-negative bacteria. The image under research has a size of 512x512 pixels, a resolution of 72 dpi with a bit depth of 24. The segmentation process is carried out on Gram-negative bacterial images using two classes producing an average accuracy of 89% to Ground truth.

1. Introduction
Gram-negative bacteria are one of the microorganisms that caused respiratory tract diseases in Indonesia. It is related to research conducted that many Gram-negative bacteria cause diseases in the Asian region. In several cases of examination, it found that Gram-negative bacteria have a nosocomial infection [1]. If there are two bacteria found in the sputum sample, the second bacterium must be cleaned first before conducting therapy on the main bacteria. It is related to the handling of antibiotic treatment in patients. This research needs to differentiate it, so the manual observation of identifying bacteria still does in the laboratory [2].

The development of visual observations in laboratories began to use image processing and machine learning in the learning process. There are four main steps in the image processing process, including initial processing, division of the image area, determination of features, and recognition. At the stage of segmentation, the image will be clustered based on the value of its closeness. There are several studies of bacteria related to image processing. Including those conducted by Hiremath (2013) about the characteristics of bacterial cell image by Gram staining using RGB color space to YCbCr, this...
research is doing Image enhancement using Histogram entropy for equalization, improving global thresholding and improving morphological image operations [3]. From one hundred samples taken, 58 patients identified as Gram-positive. Thirty-four patients were Gram-negative, and eight patients were misidentified so that the accuracy was 92% [4].

Amir Reza Miandarhoie conducted image processing research using graphs (2014) said that One of the most versatile of the Voronoi algorithms is being able to segment the optimal model [5]. The weakness of the iterative algorithm is the long turnaround time caused by this algorithm requires more iteration to produce the best segmentation. With the Voronoi diagram estimation, the approach to get the object distance value in the segmentation process did with a shorter time compared to the iterative algorithm [6].

This research conducted to get the benefits of graph algorithms in the segmentation of color images of bacteria. The gap with previous research is to get the results of segmentation that has been done by many researchers is image enhancement, morphologically based approaches, and active contours. The uniqueness of this research is the use of Graphs to help the segmentation process by finding the closest path to the object. It is not only intended to obtain convergence but also to reduce the need for ground truth by finding a way taken by a computer.

2. Literature Review
The literature review chapter discusses the research done previously, namely, research on bacterial identification, image processing, and the use of Graph in image processing.

2.1. Gram-negative bacteria
This bacterium has two layers in the cell wall. First, the outer layer consists of proteins and polysaccharides. Second, the inner layer contains thinner peptidoglycan. This cell wall absorbs the red color during Gram’s coloring [7]. Pathogenic Gram-negative bacteria are more dangerous because the outer layer of the cell wall can protect bacteria. It could be a host defense system by blocking the entry of antibiotic drugs. Lipopolysaccharide compounds on the outer membrane are toxic to the place of residence[8].

2.2. Image processing
Image processing is one of the methods used to obtain information from an image. There are four main processes in image processing, including initial processing with repairs, division of the image object area or segmentation, determination of features that used, and identification of objects [9]. Pre-processing prepares data so that the data is ready to be processed in the segmentation process. At the scene of segmentation, the image is divided into several colors so that it become identified. The feature selection phase will select the features needed in the identification process[10].

The stages of image processing shown in Figure 1.

![Figure 1. Image processing.](image)

2.3. Segmentation
The division of object areas is an essential part of the image analysis process [11]. At this stage, the process will partition the image into sections based on the value of the closeness of the color, shape, texture, and pixel membership [12].

2.4. Graph Quadratic Form
If there are input images with a resolution of n x n pixels, It can liken it to having an n x n matrix. For every n x n matrix A = (\(a_{ij}\)) with non-negative entries on the diagonal [13].

\[
\max_{x_r \in [-1, 1]} \sum_{r,s} a_{rs} x_r x_s = \max_{x_r \in [-1, +1]} \sum_{r,s} a_{rs} x_r x_s ;
\]  

(1)
\[
\max_{\|x\|_2 \leq 1} \sum_{r,s} a_{rs} \langle x_r, x_s \rangle = \max_{\|x\|_2 \leq 1} \sum_{r,s} a_{rs} \langle z_r, z_s \rangle.
\]

(2)

Proof. Since the diagonal entries are non-negative, the quadratic form is convex in each variable, and thus its maximum is attained at the boundary [14].

An immediate consequence of this observation is that if the diagonal entries of \( A \) are non-positive, then the integrity gap \( \text{GAP}_A \) is equal to

\[
\text{GAP}_A = \max_{\|x\|_2 \leq 1} \sum_{r,s} a_{rs} \langle x_r, x_s \rangle
\]

(3)

It will be often more convenient for us to search for an approximate solution among \( x_r \in [-1, 1] \). Then it can sequentially round each \( x_r \) to -1 or 1 without decreasing the value of the objective function [15]. There were consider a slightly modified SDP relaxation if the diagonal entries of \( A \) are non-negative:

\[
\max_{\|x\|_2 \leq 1} \sum_{r,s} a_{rs} \langle z_r, z_s \rangle
\]

(4)

2.5. Generalized Voronoi Diagrams (GVD)

Voronoi is the division of a flat surface into regions or groups based on the distance to the points contained in a subset in the flat surface region. A collection of points includes seeds or scattered points, locations, or generator points that were determined initially, and for each seed in the appropriate area will contain the same color because it is closer to the initial seed than other grain. The region formed is called the Voronoi cell.

Let \( Z = \{z_1, \ldots, z_n\} \) be a set of points of \( \mathbb{R}^d \). To each \( z_i \), there was associate its Voronoi region \( V(z_i) \) with

\[
V(z_i) = \{ x \in \mathbb{R}^d : \|x - z_i\| \leq \|x - z_j\|, \forall j \leq n \}.
\]

(5)

Region \( V(z_i) \) is an intersection of \( n - 1 \) with a size of half-space. In this region, each half of the space contains \( z_i \) enclosed by the bisector of \( z_i \) and several other \( Z \) points. The bisector of this process is hyperplanes, \( V(z_i) \) is a convex polyhedron, so it may not be bound as shown in figures 2 and 3 [16].

![Figure 2](image2.png)

**Figure 2.** The Voronoi diagram contains 9 points.

![Figure 3](image3.png)

**Figure 3.** The Delaunay triangulation of a set of 9 points.

2.6. Sub Markov Random Walker Algorithm

It gave a weighted graph \( G \), where one set of nodes has the label \( V_M \), and another set of nodes not labeled \( V_U \), where \( V_U \cup V_M = V \), the division of multilabel image object areas can be formulated as labelling [17]. Each node \( v_i \in V \) assigned by adding a label from the set. Problem-solving is done by comparing the probability of \( r_{ik}^l \) on each node that has the label \( l_i \) in the algorithm [18]. Before the system calculates the probability value, then the subMarkov transition probability value \( p \) on \( V \) is defined as follows:

\[
\sum_{j \sim i} p(i,j) \leq 1
\]

(6)
SubMarkov transition probabilities in which there is a property value that is by adding an auxiliary node \( \Delta \), then the subMarkov transition probability value \( p \) on \( G \) can be made into a transition probability value (Markov) on \( V \cup \{ \Delta \} \) by specifying \( p(\Delta,\Delta) = 1 \) and \( p(i,\Delta) = 1 - \sum_{j \neq i} p(i,j) \) [19]. Random walkers will leave graph \( G \) randomly by looking at the Probability Value \( p(i,\Delta) \) [20].

3. Research Method

The method used in this research is shown in Figure 4 and 5.

![Figure 4. Graph Quadratic form.](image1)

![Figure 5. Random Walker.](image2)

This research began with reading image data. The image used here has a size of 512x512 pixels, 72 dpi, with a bit depth of 24. Then the generalized Voronoi diagram (GVD) is calculated. The results used to represent the graph so that it forms figures from GVD pixels. The final step is to apply the quadratic form to the diagram to arrange the segmentation. Then the segmentation is done using a sub-Markov random walker, as shown in figure 5. The results used as a comparison of the results of the graph-based segmentation process with ground truth made both manually and with Voronoi diagrams.

4. Result and discussion

The output of this research is the division of the area or segmentation of an object image, which done using a graph — shown in Figure 6,7,8. Figure 6 shows the original vision of the bacterial image, Figure 7 shows the regional division carried out by the Voronoi Graph Diagram (GVD), and Figure 7 shows a graph formed and surrounding the bacteria as a barrier and calculating the distance to the center of the object. Figure 8 shows the Quadratic Shape used to help get the closest position to the object sought. It is equipped with labeling in the form of numbers to find out the number of nodes connected to bacterial objects in the image so that the segmentation process can prioritize particular objects.
After determining the nearest path using Voronoi Graph Diagram to get the results of segmentation, a random walker algorithm used to approach the object. It showed in figures 9, 10, and 11. The next stage used a random walker, a reference to ground truth obtained from medical analysts. Ground truth is guidance to get the object sought and non-object. Figure 9 shows an object image that is given ground truth by giving a blue color to the picture instead of the object and giving the purpose the color red. This step helps to search for objects with the color approach of the image object. Figure 10 shows the results where the image object turns red, and the non-object turns blue and is ready to be segmented. Figure 11 shows the results of segmentation done on the object image while still taking the red color on the image object and removing blue or non-bacterial objects. The next step is segmenting the area of the bacterial object sought with the help of the distance approach.

The segmentation process, as a minimization of the quadratic energy function. In the formed graph requires a unique minimizer, using an iterative scheme. The Random walker assumes an image consisting of \( k \) objects. Each point labelled \( v_m \) belongs to one of these \( k \) objects. It is considering the weight of the edge where the endpoint or the final form of segmentation is \( v_i \) and \( v_j \), where \( v_i \) is the original purpose and \( v_j \) is the target object, for example, \( e = (v_i, v_j) \). The weight of the edge \( \omega(e) \), which is in the range \((0,1)\), the Random walker runs from one point to the next using a probability value \( p \). If the \( v_i \) and \( v_j \) objects are similar in color or intensity, then the shape changes from \( v_i \) to \( v_j \). The shape changes and does not change when it is very different. For each vertex \( v_i \), according to the \( k \) object segmentation if \( p^k_k > p_{k'}^{k'} \) with all \( k' \neq k \). Low transition probability values determined through the edge in the image, where the position is opposite to the side in the graph. Rapid changes in color or intensity depend on this probability value.

Table 1 shows the calculation of segmentation accuracy. Accuracy results obtained by comparing the outputs of the segmentation process with ground truth. An object that has been validated by a laboratory assistant. Fifty 512x512 pixel image samples, 72 dpi resolution and 24-bit depth, trained and compared with four image samples that marked as a reference or ground truth, and the results show the average accuracy of segmentation results is 89%. 

Table 1
Table 1. Calculation of accuracy

|                          | TP (True positive) | TN (True negative) | FP (False positive) | FN (False negative) | Accuracy | Sensitivity | Specificity | Precision Rate |
|--------------------------|-------------------|--------------------|---------------------|--------------------|----------|-------------|-------------|----------------|
| Klebsiella pneumonia     | 18                | 2                  | 1                   | 1                  | 0.91     | 0.95        | 0.67        | 0.95           |
| Acinetobacter Baumanii   | 18                | 2                  | 2                   | 1                  | 0.87     | 0.95        | 0.50        | 0.90           |
| Pseudomonas aerugenusa   | 26                | 5                  | 2                   | 2                  | 0.89     | 0.93        | 0.71        | 0.93           |
| Eschericia Coli          | 18                | 2                  | 1                   | 1                  | 0.91     | 0.95        | 0.67        | 0.95           |

Average: 0.89 0.94 0.64 0.93

A comparison of the advantages and disadvantages of the graph-based method approach compared with research on previous segmentation. The reference used is the range of accuracy of the segmentation produced from each method, although during the last case, it did not use bacterial image objects. The aim is to get GAP and research features to develop. This comparison saw in table 2.

Table 2. Comparison Between Method

| No | Segmentation          | Technique | Method Advantages |
|----|-----------------------|-----------|-------------------|
| 1  | Histogram thresholding| Each color object in the image has a peak, and each represents a specific region | Works with a low complexity value, does not require prior information about the object image |
|    |                       |           | Does not consider the spatial details of an image and Not too good for images that do not have peaks and unclear image details |
|    |                       |           | 87.5%-92%         | Image Segmentation by using Histogram Thresholding. P Daniel Ratna,[21] January 2012 |
| 2  | K-means clustering    | Work-based on the assumption. Its region has specific clusters and corresponding to segments. | Easy implementation and Supervised learning |
|    |                       |           | Problems in determining the number of groups and Segmented areas are not always areas of concern. |
|    |                       |           | 90.83%-93.1%  | Implementation of the K-Means Algorithm as Image Segmenting Method in Identifying the Citrus Leaves Disease. F G, 2018[22] |
| 3  | Edge detection        | Based on discontinuities in the image, and regional segments based on sudden changes in pixel values. | Works well for images that have good contrast. |
|    |                       |           | It does not provide efficient results in images with too many edges, and it is not easy to produce closed boundaries and curves. |
|    |                       |           | 84.72%-96%     | A Combinational Clustering Based Method for cDNA Microarray Image Segmentation Guifang Shao, 2015[23] |
| 4  | Watershed             | It segmented the region based on contour separating different intensity regions. | Simple and fast, Gives better result in |
|    |                       |           | Leads to over segmentation, Sensitive to noise. |
|    |                       |           | 85.25%-90.25% | Detection of Oral Tumor based on Marker Controlled Watershed Algorithm, 2012[24], Anuradha |
Table 2 of the method comparison shows that a graph-based approach considered for the segmentation process. In general, the accuracy value generated also depends on the pre-processing process carried out on the observed object. But sometimes the amount of accuracy is also not a consideration when the processing time needed is the speed in terms of service. Object identification becomes more critical with acceptable accuracy results.

5. Conclusion
The main goal of the current research was to determine that area-based segmentation done using the Graph approach. Bacterial colonies counted and labeled based on the closest distance from each region. The result is that bacterial objects can be searched based on the closest average distance from the node in the Voronoi diagram. The significance of the results obtained that the addition of a random walker can help complete the segmentation process carried out by the Voronoi layout. The results of segmentation show that the suitability of objects compared to ground truth is an average of 89%. The open problem faced is the form of a shifted object or translated image, which may be solved by an invariant moment or Scale Feature Invariant Feature Transform approach.
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