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Abstract

We consider the problem of counting the copies of a $k$-node graph $H$ in an $n$-node graph $G$. Due to the sparsity of real-world graphs, there is considerable interest in understanding the complexity of this problem when the degeneracy $d$ of $G$ is small. In this work we present several results on this topic. Our main contributions are:

- We fully classify the complexity of counting the copies and the induced copies of $H$ in $d$-degenerate graphs $G$, under the Exponential Time Hypothesis. We prove that the copies of $H$ in $G$ can be counted in time $f(k,d) \cdot n^{\text{imn}(H)^{1/2}} \cdot \log n$, where $\text{imn}(H)$ is the size of the largest induced matching of $H$, and that this is essentially optimal: if the class of allowed patterns has unbounded induced matching number, the problem cannot be solved in time $f(k,d) \cdot n^{o(\text{imn}(H)/\log \text{imn}(H))}$ for any $f$. We show a similar result for counting induced copies, in which case the relevant parameter of $H$ turns out to be its independence number $\alpha(H)$. In the language of parameterized complexity, this gives dichotomies in tractable and hard cases when the parameter is $k + d$, and implies that, unless ETH fails, several patterns cannot be counted in time $f(k,d) \cdot n^{o(k/\log k)}$, including $k$-matchings, $k$-independent sets, (induced) $k$-paths, (induced) $k$-cycles, and induced $(k, k)$-bicliques.

- We introduce a novel family of obstructions, that we call $F$-gadgets, which are at the heart of our hardness results. We show that counting the homomorphisms from $H$ to a graph of bounded degeneracy is hard when $H$ has an $F$-gadget of unbounded treewidth. From this result, the hardness results for subgraphs and induced subgraphs above are derived using the complexity monotonicity principle of Curticapean, Dell and Marx (STOC 17) and Chen and Mengel (PODS 16), via a recent approach of Gishboliner, Levanzov and Shapira (ECCC 20). We conjecture that $F$-gadgets actually characterise the hardness of counting homomorphisms in graphs of bounded degeneracy. Our work proves one part of this conjecture, leaving the other part as an open problem.

- We give novel algorithms for approximate counting of subgraphs and induced subgraphs, based on recent reductions to the colourful decision version of the problem by Dell, Lapisnaks and Meeks (SODA 20). We show an algorithm that computes an expected $\varepsilon$-multiplicative approximation of the number of copies of $H$ in $G$ in time $f(k,d) \cdot \varepsilon^{-2} \cdot n^{\tau_1(H) + o(1)}$, where $\tau_1(H)$ is the dag-treewidth of $H$. For induced copies, we give an algorithm with running time $(kd)^{O(k)} \varepsilon^{-2} \cdot n^{\text{imn}(H) + 1 + o(1)}$. This implies, for instance, that we can efficiently approximate the number of induced $(k, k)$-bicliques in a degenerate graph, which for non-degenerate graphs is impossible under standard parameterized complexity assumptions.
1 Extended Abstract

We study the following problems. Given a pattern graph $H$ and a host graph $G$,

- $\text{#SUB}$: compute the number of subgraphs of $G$ isomorphic to $H$
- $\text{#INDSUB}$: compute the number of induced subgraphs of $G$ isomorphic to $H$
- $\text{#HOM}$: compute the number of homomorphisms from $H$ to $G$

These three problems arise in a variety of disciplines such as statistical physics [57, 40], database theory [26, 12, 8], constraint satisfaction problems [23], bioinformatics [11], and network analysis [17, 56]. Unfortunately, they are believed to be intractable: loosely speaking, any algorithm for solving them has running time $|G|^{\Theta(k)}$, where $k = |V(H)|$, unless standard conjectures fail. To circumvent this obstacle, it is common to allow the complexity to depend not only on $f$ and $k$, but on other structural parameters as well. For instance, it is well known that $\text{#HOM}$ can be solved in time $f(k) \cdot |G|^{\text{tw}(H)}$, for some $f$, where $k = |V(H)|$ and tw$(H)$ is the treewidth of $H$ [23]. Since $H$ is typically much smaller than $G$, a running time of $f(k) \cdot |G|^{O(1)}$ is better than $|G|^{\Theta(k)}$ even if $f$ grows quickly. Therefore, we can consider $\text{#HOM}$ as tractable when restricted to a class $C$ of patterns with bounded treewidth. In this case one says that $\text{#HOM}(C)$ is fixed-parameter tractable, or FPT for short, where the parameterization is given by $k$; in other words, it is solvable in time $f(k) \cdot |G|^{O(1)}$. It is also known [23] that, under the Exponential Time Hypothesis (ETH) [38], no algorithm for $\text{#HOM}(C)$ runs in time $f(k) \cdot |G|^{(\text{tw}(H)/\log \text{tw}(H))}$ for any function $f$, whenever $C$ has unbounded treewidth. Thus, the treewidth of $C$ characterizes the fixed-parameter tractability of $\text{#HOM}(C)$. Similar characterizations are known for the other two problems as well: Curticapean and Marx [21] have shown that $\text{#SUB}(C)$ is FPT if and only if the vertex cover number $\text{vc}(C)$ of $C$ is bounded, while Chen, Thurley and Weyer [15] have shown that $\text{#INDSUB}(C)$ is FPT if and only if $C$ is finite.

In this work, we study $\text{#SUB}$, $\text{#INDSUB}$ and $\text{#HOM}$ by assuming as additional parameter the degeneracy of $G$, denoted by $d(G)$ or simply $d$. We seek to understand when those problems are efficiently solvable given that $d$ is small, or more precisely, when they are solvable in time $f(k, d) \cdot |G|^{O(1)}$ for some function $f$. More formally, let us denote by $\text{#SUB}_d$, $\text{#HOM}_d$, $\text{#INDSUB}_d$ the three problems above, but with the parameterization given by $k + d$. Our goal is to find, for each problem, an explicit criterion on the class of allowed patterns $C$ such that the restriction of the problem to $C$ is FPT if and only if $C$ satisfies the criterion. In addition, we aim at establishing fine-grained upper and lower bounds on the complexity of those problems. We observe that degeneracy is a natural and widely-used notion of sparsity which, unlike (say) the treewidth or the maximum degree, captures well the structure of many real-world graphs [31]. For this reason, pattern counting in graphs with small degeneracy has been intensely studied, both in the exact and the approximate variants, with many exciting results [5, 6, 7, 8, 28, 29, 35]. Still, no FPT classification like the one seeked here has been found yet.

The remainder of this extended abstract discusses the related work (Section 1.1), presents our contributions (Section 1.2), discusses our techniques for the upper bounds and the lower bounds (Section 1.3 and Section 1.4), before concluding with some open problems (Section 1.5).

1.1 Related work

For what concerns upper bounds, the seminal work of Chiba and Nishizeki [16] showed that, when $H$ is the complete graph, the copies of $H$ in $G$ can be counted in time $f(k, d) \cdot |V(G)|$. The key idea is that, if $G$ is $d$-degenerate then we can orient it acyclicly so that every node has out-degree at most $d$. Therefore, in time $O(f(k, d) \cdot |V(G)|)$ we can perform an exhaustive search of depth $k – 1$ from each vertex of $G$. Recently, one of the authors extended this approach

\footnote{In this paper, when we say that a problem is not FPT, or hard in any other sense, we always assume that one works under standard hardness conjectures (often, ETH or one of its variants). For the sake of readability, from now on we take this assumption for granted, and avoid repeating it.}
to arbitrary patterns via DAG tree decompositions \cite{7,8}, which are similar to standard tree decompositions of undirected graphs, but are designed to exploit the degeneracy orientation of $G$. The resulting running time bounds are in the form $f(k, d) \cdot |V(G)|^{\tau(H) \cdot \log |V(G)|}$, where $\tau(H)$ is called the dag treewidth of $H$ (for instance, $\tau(H) = 1$ for the clique). Our upper bounds for exact counting rely on these bounds (for approximate counting, instead, we use novel algorithms). In a line of work on near-linear-time algorithms, Gishboliner et al. \cite{35} and Bera et al. \cite{5,6} have shown that, if the longest induced cycle of $H$ has size at most 5, then $\#\text{SUB}_B$ can be solved in time $f(d, k) \cdot |V(G)| \cdot \log |V(G)|$.

For what concerns hardness results, \cite{7,8} showed that, unless ETH fails, no algorithm can count the copies of every $H$ in time $f(k, d) \cdot |V(G)|^{o(\tau(H)/\log \tau(H))}$, for any $f$. However, this bound does not apply to every class of patterns with unbounded dag-treewidth $\tau$, and so \cite{7,8} do not establish an FPT classification. Even more recently, \cite{35, 6} showed that, under the Triangle Detection Conjecture, counting the copies of $H$ in $G$ takes time $\Omega(|V(G)|^{1+\gamma})$ for some $\gamma > 0$ whenever $H$ has an induced cycle of length at least 6. Again, this does not establish an FPT classification and the Triangle Detection Conjecture does not seem sufficiently powerful for that matter. In addition, the techniques used in these works are not immediately extendable to obtain an FPT classification; and although we use a technique of \cite{35} (the extension of complexity monotonicity to degenerate graphs, see below), that technique alone is far from sufficient, and indeed our results are based on substantial novel ingredients.

1.2 Our Results

We provide several results of the fixed-parameter tractability of $\#\text{HOM}_D$, $\#\text{SUB}_B$, and $\#\text{INDSUB}_B$. Our main result is a set of upper and lower bounds that establishes a complete and explicit FPT classification for both $\#\text{SUB}_B$ and $\#\text{INDSUB}_B$, therefore giving necessary and sufficient conditions for any class of patterns $C$ to be easily countable (in the FPT sense). In addition, we give novel hardness results for $\#\text{HOM}_D$, as well as for $\#\text{INDSUB}_B(\Phi)$, the problem of counting the induced copies of all $k$-vertex patterns that satisfy property $\Phi$. We also give novel (in)tractability results for the approximate versions of these problems, where the goal is to compute a multiplicative $\varepsilon$-approximation of the solution. In particular, we provide novel algorithms and upper bounds for approximately counting copies and induced copies. Table 1 and Table 2 summarize all these results and compares them to the non-degenerate case.

The remainder of this section discusses all the results in detail (Sections 1.2.1-1.2.5 for exact counting, and Section 1.2.6 for approximate counting). Our main claims will be stated both in the language of fine-grained complexity (that is, as fine-grained running time bounds) and in the language of parameterized complexity (that is, as dichotomies between classes of patterns). In what follows, we denote by $C$ a generic computable class of graphs. For every problem, say $\#\text{HOM}_D$, we denote by $\#\text{HOM}_D(C)$ its restriction to $H \in C$.

1.2.1 Counting Subgraphs: The Induced Matching Number

Let $\text{imn}(H)$ be the size of the largest induced matching of $H$. A class of graphs $C$ has unbounded induced matching number if for every $c \in \mathbb{N}$, there exists a graph $H \in C$ with $\text{imn}(H) > c$. We prove: 

\footnote{However, we wish to point out that an implicit consequence of \cite{35} is that $\#\text{SUB}_B$ is $\#W[1]$-hard when $H$ is a matching, and $\#\text{INDSUB}_B$ is $\#W[1]$-hard when $H$ is the independent set. Here $\#W[1]$ should be considered the parameterized equivalent of $\#P$ (see Section 2 for a formal definition). In fact, we will show that counting $k$-matchings and counting $k$-independent sets are the minimal $\#W[1]$-hard cases for $\#\text{SUB}_B$ and $\#\text{INDSUB}_B$ respectively.}
### Problem (Exact Counting) | Our results (parameter: $k + d$) | Known results (parameter: $k$)
--- | --- | ---
#SUB | $f(k, d) \cdot n^{\max(1, \text{imn}(H))} \cdot \log n$ not in $f(k, d) \cdot n^{\text{vc}(H)/\log \text{imn}(H)}$ | $f(k) \cdot n^{\text{vc}(H)+O(1)}$ not in $f(k) \cdot n^{\text{vc}(H)/\log \text{vc}(H)}$
| | Theorem [1] and Theorem [2] | see [21]
#INDSUB | $f(k, d) \cdot n^{\alpha(H)} \cdot \log n$ not in $f(k, d) \cdot n^{\alpha(H)/\log \alpha(H)}$ | $f(k) \cdot n^k$ not in $f(k) \cdot n^{k/(\log k)}$
| | Theorem [4] and Theorem [5] | see [15]
#INDSUB($\Phi$) | #W[1]-hard if $\Phi = \text{connectedness}$ or if $\Phi$ is minor-closed, unless trivial or with bounded $\alpha(H)$ | see [39, 40, 44] for an overview
| | Theorem [7] and Theorem [8] | |
#HOM | $f(k, d) \cdot n^{\tau_1(H)} \cdot \log n$ #W[1]-hard if $\text{igm}(H)$ unbounded | $f(k) \cdot n^{\text{tw}(H)+1}$ not in $f(k) \cdot n^{\text{tw}(H)/\log \text{tw}(H)}$
| | Theorem [9] and Theorem [10] | see [23, 44]

Table 1: Our results for the case of exact counting. Here imn, vc, $\alpha$, $\tau_1$, tw, igm denote respectively: induced matching number, vertex-cover number, independence number, dag treewidth, treewidth, and size of the largest induced grid minor. All fine-grained lower bounds assume the ETH. All the hardness results hold for any computable class $C$ of patterns whose relevant parameter (e.g., imn) is unbounded. The fine-grained lower bound for counting homomorphisms was shown in [44] and transfers to subgraphs and induced subgraphs via complexity monotonicity [20].

† For dense classes of graphs $C$, the conditional lower bound is known to be tight (cf. [13, 14, 53]).

### Problem (Approx. Counting) | Our results (parameter: $k + d$) | Known results (parameter: $k$)
--- | --- | ---
#SUB | $f(k, d) \cdot (1/\varepsilon)^2 \cdot n^{\tau_1(H)+o(1)}$ | $k^{O(k)} \cdot (1/\varepsilon)^{O(1)} \cdot n^{\text{tw}(H)+O(1)}$
| | Theorem [12] | see [4]
#INDSUB | $(kd)^{O(k)} \cdot (1/\varepsilon)^2 \cdot n^{\text{imn}(H)+1+o(1)}$ | W[1]-hard for any infinite class of patterns†
| | Theorem [13] | see [15]
#INDSUB($\Phi$) | FPT if $\Phi$ is minor-closed | see [46] for an overview
| | Theorem [14] | |

Table 2: Our results for the case of approximate counting. The symbols tw, $\tau_1$, and imn are as in Table 1. Note that #HOM is left out since we cannot prove bounds better than those for exact counting; in fact, even in the non-degenerate case it is not known whether approximate counting is easier than exact counting, see [11].

† The problem of detecting an induced copy of a pattern graph $H$ in $G$ is W[1]-hard (when parameterized by $k = |V(H)|$), whenever the class of allowed pattern graphs is infinite [15]. Since an $\varepsilon$-approximating reveals whether the solution is zero, the computation of the latter is W[1]-hard under randomised reductions.
Theorem 1. There exists a computable function $f$ such that $\#\text{SUB}$ can be solved in time $f(|H|, d(G)) \cdot |V(G)|^{\max(1, \ln n(H))} \cdot \log |V(G)|$. Moreover, for any computable class of graphs $C$ of unbounded induced matching number, there is no function $f$ such that $\#\text{SUB}(C)$ can be solved in time $f(|H|, d(G)) \cdot |V(G)|^{\omega(\ln n(H)/\log \ln n(H))}$ unless ETH fails.

In the language of parameterized complexity, Theorem 1 yields:

**Theorem 2.** Let $C$ be a computable class of graphs. If $C$ has bounded induced matching number, then $\#\text{SUB}_B(C)$ is FPT. Otherwise, $\#\text{SUB}_B(C)$ is $\#\text{W}[1]$-hard.

Our upper bounds subsume several known algorithms for subgraph counting in degenerate graphs. For instance, we subsume the clique-counting algorithm of Chiba and Nishizeki [16] or the $(k, k)$-biclique counting algorithm of [30] — indeed, both cliques and bicliques have induced matching number 1. Our negative results, on the other hand, imply novel conditional lower bounds for a variety of subgraph patterns:

**Corollary 3.** The following problems are $\#\text{W}[1]$-hard when parameterized by $k$ and $d(G)$ and cannot be solved in time $f(k, d(G)) \cdot |G|^{\omega(k/\log k)}$ for any function $f$, unless ETH fails:
1. compute the number of $k$-cycles in $G$.
2. compute the number of $k$-paths in $G$.
3. compute the number of $k$-matchings in $G$.

Before, $\#\text{W}[1]$-hardness and fine-grained lower bounds for these patterns were known only for non-degenerate host graphs [33, 18, 20].

### 1.2.2 Counting Induced Subgraphs: The Independence Number

Let $\alpha(H)$ be the size of the largest independent set of $H$. A class of graphs $C$ has unbounded independence number if for every $c \in \mathbb{N}$, there exists a graph $H \in C$ with $\alpha(H) > c$. We prove:

**Theorem 4.** There exists a computable function $f$ such that $\#\text{IndSub}$ can be solved in time $f(|H|, d(G)) \cdot |V(G)|^{\alpha(H)} \cdot \log |V(G)|$. Moreover, for any computable class of graphs $C$ of unbounded independence number, there is no function $f$ such that $\#\text{IndSub}(C)$ can be solved in time $f(|H|, d(G)) \cdot |V(G)|^{\omega(\alpha(H)/\log \alpha(H))}$ unless ETH fails.

In the language of parameterized complexity, Theorem 4 yields:

**Theorem 5.** Let $C$ be a computable class of graphs. If $C$ has bounded independence number, then $\#\text{IndSub}_B(C)$ is FPT. Otherwise, $\#\text{IndSub}_B(C)$ is $\#\text{W}[1]$-hard.

As a consequence of our results, we obtain novel conditional lower bounds for several patterns:

**Corollary 6.** The following problems are $\#\text{W}[1]$-hard when parameterized by $k$ and $d(G)$ and cannot be solved in time $f(k, d(G)) \cdot |G|^{\omega(k/\log k)}$ for any function $f$, unless ETH fails:
1. compute the number of induced copies of the $(k, k)$-biclique in $G$.
2. compute the number of $k$-independent sets in $G$.
3. compute the number of induced $k$-cycles in $G$.
4. compute the number of induced $k$-paths in $G$.
5. compute the number of induced $k$-matchings in $G$.

---

3The factor $\log |V(G)|$ can be reduced to $O(1)$ if we accept a a bound in expectation, by replacing the dictionary with deterministic logarithmic access time of [8] with a dictionary with expected access time $O(1)$.

4Again, the $\log |V(G)|$ factor can be removed if we want only an expected running time bound.
Remark. Between our upper and lower bounds, there is a gap in the exponent due to the factors \((\log \text{imn}(H))^{-1}\), \((\log \alpha(H))^{-1}\), and \((\log k)^{-1}\). This is not an artifact of our analysis, but arises from the well-known “can you beat treewidth” open problem (see Conjecture 1.3 in [15]). If “you cannot beat treewidth”, as recent results seem to suggest [42, 9], then all those factors can be dropped and the exponents of our upper bounds are asymptotically tight.

### 1.2.3 Generalised Induced Subgraph Counting

Following Jerrum and Meeks [39], we study the following problem. Let \(\Phi\) be a fixed graph property. The problem \(\text{#IndSub}(\Phi)\) expects as input a graph \(G\) and a positive integer \(k\), and the goal is to compute the number of induced subgraphs of size \(k\) in \(G\) that satisfy \(\Phi\). The parameterization is given by \(k\). Initially, Jerrum and Meeks established \(\text{#IndSub}(\Phi)\) to be \((\text{#W[1]}-)\)-hard if \(\Phi\) is the property of being connected. Today, it is conjectured that \(\text{#IndSub}(\Phi)\) is intractable whenever \(\Phi\) is non-trivial, and recent results go in this direction [54].

In principle, one can hope that \(\text{#IndSub}(\Phi)\) becomes easier when \(d\) is small. However we prove that, even in this case, the problem remains mostly intractable. As usual, let \(\text{#IndSub}_{d}(\Phi)\) be the version of \(\text{#IndSub}(\Phi)\) with \(d(G)\) as additional parameter. As a first result, we prove:

**Theorem 7.** Let \(\Phi\) be the property of being connected. Then \(\text{#IndSub}_{d}(\Phi)\) is \(\text{#W[1]}\)-hard.

This is only a special case, and understanding the complexity of \(\text{#IndSub}_{d}(\Phi)\) for any \(\Phi\) remains elusive, even for the not necessarily degenerate case. However, we provide a complete picture in case of **minor-closed properties**. This is a well-studied class that includes, for example, planarity and acyclicity.

**Theorem 8.** Let \(\Phi\) be a minor-closed property. If \(\Phi\) is trivial (i.e., constant) or of bounded independence number, then \(\text{#IndSub}_{d}(\Phi)\) is \(\text{FPT}\). Otherwise \(\text{#IndSub}_{d}(\Phi)\) is \(\text{#W[1]}\)-hard.

### 1.2.4 Counting Homomorphisms: The Source of Hardness

Recall that \(\text{#Hom}_{d}\) is the problem of counting homomorphisms, parameterized by \(k + d(G)\). A central part of our work consists in novel hardness results for \(\text{#Hom}_{d}\). This is indeed the starting point for all the hardness results for \(\text{Sub}_{d}\) and \(\text{IndSub}_{d}\) that we described above. From a technical standpoint, our main finding is that induced grid minors\(^4\) are obstructions:

**Theorem 9.** Let \(C\) be a computable class of graphs. If \(C\) has induced grid minors of unbounded size, then \(\text{#Hom}_{d}(C)\) is \(\text{#W[1]}\)-hard.

Notice the parallel with \(\text{#Hom}(C)\), which is \(\text{#W[1]}\)-hard if \(C\) has grid minors of unbounded size, where the minors are not necessarily induced (this follows by the results of [23] and by the Excluded Grid Theorem [50]). However, while \(\text{#Hom}(C)\) is known to be hard if and only if \(C\) has grid minors of unbounded size, for \(\text{#Hom}_{d}(C)\) we give only the “if” direction. Hence, we do not know if \(\text{#Hom}_{d}(C)\) is \(\text{FPT}\) when \(C\) has bounded induced grid minors. We leave closing this gap as an open problem, see Section 1.5.

Even though we do not prove that \(\text{#Hom}_{d}\) is \(\text{FPT}\) when \(C\) has bounded induced grid minors, we give some positive results for \(\text{Hom}_{d}\). In particular, we prove upper bounds based on the cliquewidth of the **skeleton graph** of the acyclic orientations of \(H\). Given an acyclic orientation \(H_{\alpha}\) of \(H\), its skeleton graph \(\Lambda(H_{\alpha})\) is the bipartite directed graph having on the left side the **sources** of \(H_{\alpha}\) (vertices with no incoming arcs), and on the right side the **joints** of \(H_{\alpha}\) (vertices reachable from two or more sources), and where the arc \((s, v)\) exists if and only if \(v\) is

\[^4\]In [39], the problem is called \(p-\text{#UnlabelledInducedSubgraphsWithProperty}(\Phi)\).

\[^6\]A graph \(F\) is an induced minor of a graph \(H\) if \(F\) can be obtained from \(H\) by deleting vertices and contracting edges. In contrast to not necessarily induced minors, edge-deletions are not allowed.
reachable from $s$. The skeleton clique-width $skel-cw(H)$ of $H$ is the maximum clique-width of $\Lambda(H_\omega)$ over all acyclic orientations of $H$. Our result is:

\textbf{Theorem 10.} There exists a computable function $f$ such that \#HOM can be solved in time $f(|H|, d(G)) \cdot |V(G)|^{skel-cw(H)} \cdot \log |V(G)|$.

1.2.5 A Remarkable Parallel

The hardness results described above reveal a remarkable parallel between pattern counting in general graphs and pattern counting in bounded-degeneracy graphs: in both cases, a class of patterns $C$ is hard to count if $C$ is not free from some specific minor, with the only difference that, in the degenerate case, the minor must be induced. This minor-free condition actually gives a dichotomy into \#W[1]-hard and FPT cases, with the possible exception of \#HOM$D$, for which we know only the hardness direction.

\textbf{Lemma 11.} Let $P \in \{\#HOM, \#SUB, \#INDSUB\}$, and let $P_\omega$ be the version of $P$ parameterized by $k + d(G)$. Then $P(C)$ and $P_\omega(C)$ are \#W[1]-hard if $C$ has, respectively, minors and induced minors of unbounded size, where the minors are:

- for $P = \#HOM$, grids
- for $P = \#SUB$, matchings
- for $P = \#INDSUB$, independent sets

With the possible exception of \#HOM$D$, the converse holds too, with the problem becoming FPT.

This parallel suggests, of course, that induced grid minors are the right obstructions to \#HOM$D$. This is the main problem that our work leaves open, see Section 1.5.

1.2.6 Approximate Counting

Since for exact pattern counting our results are mostly negative, we also consider \textit{approximate} pattern counting. In particular, we study fixed-parameter tractable randomised approximation schemes (FPTRASes, [11]), which are the FPT equivalent of fully polynomial-time randomised approximation schemes. Let $P$ be a counting problem with parameterization $k$. For any instance $I$ of $P$, let $P(I)$ be the corresponding solution. An $\varepsilon$-approximation of $P(I)$ is any rational number $\hat{c}$ such that $(1 - \varepsilon) \cdot P(I) \leq \hat{c} \leq (1 + \varepsilon) \cdot P(I)$. An FPTRAS for $P$ and $k$ is a (randomised) algorithm $\Lambda$ that, on input $I$ and $\varepsilon$, returns an $\varepsilon$-approximation of $P(I)$ with probability at least 2/3, and has running time bounded by $f(k(I)) \cdot poly(|I|, \varepsilon^{-1})$. The error probability 2/3 can be improved by standard probability amplification to any $\delta > 0$, at the cost of an additional factor of $O(log(1/\delta))$ in the running time.

We begin with the approximate counting of copies. In the general case, Arvind and Raman [11] show that \#SUB($C$) admits an FPTRAS if $C$ has bounded treewidth. Here we show that, in the bounded-degeneracy case, the treewidth can be replaced by the dag-treewidth:

\textbf{Theorem 12.} There exists a computable function $f$ such that \#SUB can be $\varepsilon$-approximated with probability 2/3 in time $\varepsilon^{-2} \cdot f(k,d) \cdot \cdot n^{\tau_1(H)+o(1)}$. Hence, \#SUB$D(C)$ has an FPTRAS whenever $\tau_1(C)$ is bounded.

Combined with our hardness results, this implies that there are classes of patterns for which, in degenerate graphs, exact counting is hard but approximate counting is easy. For example, let $C$ be the class of all $k$-wreath graphs.$^7$ One can see that $C$ has unbounded induced matching $^8$

7The skeleton graph was introduced in [7] to prove that the dag-treewidth of any pattern $H$ is at most $|H|/2 + 2$, and captures the structure of $H_\omega$ that is relevant for the DAG tree decomposition.

8For $k \geq 3$, the graph $W_k$ has vertices $V_0 \cup \ldots \cup V_{k-1}$ and, for all $i \in \{0, \ldots, k-1\}$ it contains all edges between $V_i$ and $V_{i+1(mod k)}$. 
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number, and therefore by Theorem 12 \#Sub\(_i\)(C) is \#W[1]-hard; but its dag treewidth turns out to be at most 2, hence by Theorem 8 \#Sub\(_i\)(C) has an FPTRAS. Moreover, C has unbounded treewidth, and thus Theorem 12 is not subsumed by [4]. Further classes with bounded dag treewidth but unbounded induced matching number and unbounded treewidth include, for example, exploded paths and unions of cliques.

Next, we consider approximate counting of induced copies. In the general case, efficient approximation algorithms are unlikely to exist, as even detecting an induced copy is \#W[1]-hard [15]. In sharp contrast we show that, in the degenerate case, FPTRASes exist whenever the patterns have bounded induced matching number:

**Theorem 13.** The problem \#IndSub can be ε-approximated with probability 2/3 in time \(O(\varepsilon^{-2}k^{O(k)}d^{k+1} \cdot |V(G)|^{\text{inn}(H)+1+o(1)})\). Hence, \#IndSub\(_i\)(C) has an FPTRAS whenever \text{inn}(C) is bounded.

Also in this case, there are classes of patterns for which exact counting is hard but approximate counting is tractable. For instance, consider the class C of all bicliques, for which \(\alpha(C)\) is unbounded but \(\text{inn}(C) = 1\): exact counting is \#W[1]-hard by Theorem 5 yet by Theorem 13 we have an FPTRAS with running time proportional to \(n^{2+o(1)}\).

Finally, we consider the generalised subgraph counting problem, \#IndSub\(_i\)(Φ), see Section 1.2.3 By Theorem 5 \#IndSub\(_i\)(Φ) is \#W[1]-hard for any non-trivial minor-closed property of unbounded independence number. Here we complement that result by showing that, for minor-closed properties, the approximate version is easy:

**Theorem 14.** Let Φ be a minor-closed graph property. Then \#IndSub\(_i\)(Φ) has an FPTRAS.

We conclude with a note about hardness of approximate counting in bounded-degeneracy graphs. In Section 4 we show hardness for some classes of patterns (for example, the subdivisions of a clique). Unfortunately, those hardness results do not match the upper bounds above, so we do not show a dichotomy like we did for exact counting. However we point out that, for approximate counting problems, complexity dichotomies are rare, and sometimes unlikely to exist [27]. In fact, even the case of arbitrary host graphs, which has been studied for a long time, is not resolved yet: While the algorithm of Arvind and Raman [4] establishes tractability for \(H\) of bounded treewidth, it is open whether the remaining instances yield hardness. On the positive side, we provide a possible starting point for future research in Section 1.5.

### 1.3 Overview of our Techniques: Upper Bounds

For exact counting, we use the dynamic programming algorithm of [7, 8] based on dag tree decompositions. The algorithm has running time in the form \(f(d, k) \cdot n^{\tau(H)} \log n\), where \(\tau_1(H) \leq \tau_2(H) \leq \tau_3(H)\) are three variants of the dag treewidth of \(H\); \(\tau_1\) is for counting homomorphisms, \(\tau_2\) is for counting copies, and \(\tau_3\) is for counting induced copies. Our contribution here is to prove upper bounds on \(\tau_1, \tau_2, \tau_3\) as a function of \(\text{inn}\) and \(\alpha\). We also bound \(\tau_1, \tau_2, \tau_3\) as a function of more complex parameters, see Section 6.2 The techniques here are mostly constructive: we show how to build a dag tree decomposition of \(H\) starting from (say) the tree decomposition of certain induced minors of \(H\), see below.

For approximate counting, we make use of a recent result [24] that reduces parameterized approximate counting problems to their colourful decision version. In the colourful decision version, \(G\) is given with a (not necessarily proper) \(k\)-colouring of its vertices, and we are asked whether it contains or not a colourful copy of \(H\) (one that spans all \(k\) colours). The result of [24] says that, if one can solve this problem in time \(T(G, k, d)\), then in time \(\varepsilon^{-2}k^{2k n^o(1)}T(G, k, d)\) one can probabilistically count the (uncoloured) copies of \(H\) in \(G\) within a multiplicative error of \(\varepsilon\). This holds for both subgraphs and induced subgraphs. Hence, our contribution here is to give FPT algorithms for the colourful decision version of our counting problems. For example,
to decide if $G$ contains a colourful independent set, we proceed as follows: If every colour class $V_i$ of $G$ is large, say $|V_i| > kd$, then $G$ necessarily contains a colourful $k$-independent set (this can be seen by sorting $G$ in degeneracy ordering and greedily removing the first vertex of each colour). Otherwise, if there are $\ell \geq 1$ colour classes of size $\leq kd$, then we can explicitly enumerate their colourful $\ell$-independent sets in time $O((kd)^\ell)$ and recurse on the remaining classes. Our algorithms use this routine and other FPT-style arguments.

1.4 Overview of our Techniques: Lower Bounds

Most of our work is devoted to the lower bounds. We prove those bounds by (i) developing hardness results for $#\text{Hom}_d$, and (ii) lifting them to $#\text{Sub}_d$ and $#\text{IndSub}_d$.

These two steps are carried out with different techniques:

A novel obstruction: F-gadgets. In the first step we introduce F-gadgets, a novel kind of obstructions designed to capture the hardness of counting homomorphisms in bounded-degeneracy graphs. Informally, a graph $H$ has an $F$-gadget if $H$ contains an induced subgraph that can be obtained from $F$ by substituting each vertex $v$ by a connected component $S_v$ and each edge $e$ by a path $P_e$ of length at least 2 (see Figure 1 for an example, and Definition 25 for a formalization). Therefore, F-gadgets can be seen as induced minors under constraints, and indeed, if $F$ is an $F$-gadget of $H$, then $F$ is an induced minor of $H$, but the converse is not true (for instance, the complete graph is an induced minor of itself, but not an $F$-gadget of itself).

Exploiting F-gadgets, we prove the following result: if a computable class of graphs $C$ has $F$-gadgets of unbounded treewidth, then $#\text{Hom}_d(C)$ is $#\text{W}[1]$-hard. To this end, we show that the problem of counting the homomorphisms from a graph $F$ to an arbitrary graph $G$ can be FPT-reduced to the problem of counting the homomorphisms from a graph $H$ to a $|H|$-degenerate graph $G'$, where $H$ has an $F$-gadget and $|G'| = \text{poly}(|G|)$. More precisely, let $\mathcal{F}(C)$ be the class of all graphs $F$ such that some $H \in C$ has an $F$-gadget. We show the following parameterized Turing reduction:

$$\#\text{Hom}(\mathcal{F}(C)) \leq_{fpt} \#\text{Hom}_d(C) \quad (1)$$

Since $\#\text{Hom}(\mathcal{F}(C))$ is $#\text{W}[1]$-hard whenever $\mathcal{F}(C)$ has unbounded treewidth [23], it follows that $\#\text{Hom}_d(C)$ is $#\text{W}[1]$-hard whenever $C$ has F-gadgets of unbounded treewidth, as we claimed. For technical reasons, we perform the reduction using the colour-prescribed variants of the problems, where the $G$ is “coloured” with the vertices of the pattern and we must count only the homomorphisms that respect that colouring. The link with the original (i.e., uncoloured) problems are given by standard results, see [23, 36, 25] as well as [19, 52].

Although F-gadgets are the technical machinery used in the proof, our hardness result can be restated in more natural terms using induced grid minors, see Theorem 9. To this end, we establish the following connection:

---

Footnote: More precisely, the colouring is a homomorphism from $G$ to the pattern, see Section [2].
Lemma 15. A class of graphs $C$ has $F$-gadgets of unbounded treewidth if and only if it has unbounded induced grid minors.

Therefore, our hardness result can be rephrased as follows: $\text{#Hom}_D(C)$ is $\#W[1]$-hard for any computable class of graphs $C$ having unbounded induced grid minors.

Complexity monotonicity and expanders. In the second step, we use complexity monotonicity, a principle discovered independently by Curticapean, Dell and Marx [20] and by Chen and Mengel [12]. It is well-known (cf. [43, 5.2.3]) that subgraph counts can be written as finite linear combinations of homomorphism counts, that is:

$$|\text{Sub}(H \rightarrow G)| = \sum_{H'} a_H(H') \cdot |\text{Hom}(H' \rightarrow G)|,$$  \hspace{1cm} (2)

where $H'$ ranges over all possible graphs, but $a_H$ is non-zero only for a finite number of them. Therefore, computing $|\text{Sub}(H \rightarrow G)|$ is at most as hard as computing the terms $|\text{Hom}(H' \rightarrow G)|$. Now, complexity monotonicity says that computing $|\text{Sub}(H \rightarrow G)|$ is precisely as hard as computing the single hardest term $|\text{Hom}(H' \rightarrow G)|$ for which $a_H(H') \neq 0$. This allows one to prove hardness results for $\#\text{Sub}$ starting from hardness results for $\#\text{Hom}$. This principle was originally shown for general graphs $G$, but Gishboliner et al. [33] showed that it holds when $G$ is degenerate as well, providing a way to link the hardness of $\#\text{Sub}_D$ to that of $\#\text{Hom}_D$. The same principle also holds for computing induced subgraph counts.

To exploit this principle, we show the following result. For any graph $H$, there exists some $H'$ such that $a_H(H') \neq 0$ and that $H'$ has an $F$-gadget that is a regular expander of treewidth $\Omega(\text{imn}(H))$. Since $\#\text{Hom}_D(C)$ is hard when $\text{tw}(F(C))$ is unbounded, by complexity monotonicity we infer that $\#\text{Sub}_D(C)$ is hard when $\text{imn}(C)$ is unbounded. Besides mere hardness, we also make sure to preserve the parameters along the reductions, which yields us the fine-grained lower bounds of Theorem 11. The argument for $\#\text{IndSub}_D(C)$ is the same, but in this case the $F$-gadget turns out to be a regular expander of treewidth $\Omega(\alpha(H))$, which yields the fine-grained lower bounds of Theorem 2.

We use the same strategy for $\#\text{IndSub}_D(\Phi)$. However, this requires significantly more work: given only $\Phi$, or some property enjoyed by $\Phi$ (for instance, given only that $\Phi$ is minor-closed), it is much harder to determine which coefficients vanish in the linear combination of a specific pattern $H$ that satisfies $\Phi$. To do this, we rely on the “algebraic approach to hardness” [25]. Let $|\text{IndSub}(\Phi, k \rightarrow *)|$ be the function that maps $G$ to the number of $k$-vertex induced subgraphs of $G$ that satisfy $\Phi$. First, we can again write $|\text{IndSub}(\Phi, k \rightarrow *)|$ as a linear combination of homomorphism counts:

$$|\text{IndSub}(\Phi, k \rightarrow G)| = \sum_{H'} a_{\Phi,k}(H') \cdot |\text{Hom}(H' \rightarrow G)|.$$ \hspace{1cm} (3)

Note that the sum is over all possible graphs $H'$. Now, the algebraic approach to hardness states that $a_{\Phi,k}(H') \neq 0$ whenever $H'$ is an edge-transitive graph with a prime-power number of edges, and $\Phi$ distinguishes $H'$ from an independent set of size $|V(H')|^{10}$. Therefore, if one can find some $H', \Phi$ that satisfy these requirements, one can apply again complexity monotonicity. We show that these requirements hold when $H'$ is the subdivision of an $(\ell, \ell)$-biclique with $\ell$ a power of 2, and $\Phi$ is one of several interesting properties, including for example all non-trivial minor-closed properties of unbounded independence number. Then we apply complexity monotonicity; since the class of all bicliques has unbounded treewidth, and a subdivision of a biclique has the biclique as an $F$-gadget, we obtain hardness of $\#\text{IndSub}_D(\Phi)$ from our results on $\#\text{Hom}_D(C)$, yielding Theorems 7 and 8.

\footnote{More precisely, the algebraic approach applies to an intermediate, vertex-coloured version of the problem. We will carefully introduce the vertex-coloured version when needed, and show that it is interreducible with the uncoloured version, even in case of degenerate graphs $G$.}
1.5 Conclusions and Open Questions

In this work, we have given exhaustive and explicit classifications for the problems of counting subgraphs and induced subgraphs in degenerate host graphs, from the viewpoints of both fine-grained and parameterized complexity theory. The most important problem which we leave open is the question of whether a similar classification can be shown for counting homomorphisms, too. While complexity dichotomies for parameterized homomorphism counting problems in FPT and \#W[1]-hard cases are not always possible [55], we conjecture that one exists in the current setting. Formally, we state the question as follows:

**Open Problem.** Find an explicit criterion on computable graph classes \( C \) such that \( \#\text{Hom}_d(C) \) is FPT if the criterion is satisfied, and \( \#\text{Hom}_d(C) \) is \#W[1]-hard otherwise.

Assuming such a criterion exists, our work shows that it must lie between dag treewidth (which, if bounded, induces fixed-parameter tractability) and induced grid minors size (which, if unbounded, induces \#W[1]-hardness). However, as far as we know, it might in fact be the case that dag treewidth and induced grid minor size are equivalent measures in the sense that a class of graphs \( C \) has bounded dag treewidth if and only if it has bounded induced grid minors. Let us point out the similarity to treewidth and (not necessarily induced) grid minors: By the Excluded-Grid-Theorem [50], a class of graphs has bounded treewidth if and only if it has bounded grid minors. If a similar statement is true for dag treewidth and induced grid minors, we expect the proof to be of significant difficulty, requiring multiple novel structural insights on dag treewidth. The reason for the latter is the fact that induced grid minor size is a measure that seems, a priori, unrelated to orientations of edges, while the dag treewidth originates from DAGs and only extends to undirected graphs by considering all acyclic orientations.

A second direction for future research is provided by the absence of hardness results for approximate pattern counting in degenerate graphs. As mentioned earlier, complexity dichotomies for approximate counting problems are not always possible [27], and even for not necessarily degenerate host graphs, the complexity of approximating subgraph counts is only partially resolved [4]. Consequently, a complete picture of the complexity of approximate pattern counting in degenerate graphs seems to be elusive at this point. Nevertheless, we suggest the induced matching problem as a concrete starting point for further research on that matter:

**Open Problem.** Let \( k \) be a positive integer and let \( G \) be an \( n \)-vertex graph of degeneracy \( d \). Is it possible to compute (with high probability) an \( \varepsilon \)-approximation of the number of induced \( k \)-matchings in \( G \) in time \( f(k,d) \cdot \text{poly}(|V(G)|,\varepsilon^{-1}) \) for some computable function \( f \)?

Note that we chose the problem of counting induced \( k \)-matchings in degenerate graphs, since exact counting is hard by Theorem [5] but its decision version is known to be fixed-parameter tractable [32]. Furthermore, \( k \)-matchings constitute the minimal class of graphs for which our algorithm for approximating induced subgraph counts (see Theorem 13) does not yield fixed-parameter tractability.

**Acknowledgements.** M. Roth is grateful to Lior Gishboliner for introducing him to pattern counting in degenerate graphs.
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2 Preliminaries

Graph Theory, Homomorphisms, etc. Graphs are simple and without self-loops, unless stated otherwise. Given a graph \( G = (V, E) \), a subgraph of \( G \) is a graph obtained by deleting edges and vertices, and an induced subgraph of \( G \) is a graph obtained by deleting vertices only. Given a graph \( H \), we write \( \text{Sub}(H \to G) \) (\( \text{IndSub}(H \to G) \)) for the set of all subgraphs (induced subgraphs) of \( G \) isomorphic to \( H \). Given a vertex subset \( S \subseteq V \), we write \( G[S] \) for the graph induced by \( S \), that is \( V(G[S]) = S \) and \( E(G[S]) = E(G) \cap S^2 \). Given an edge subset \( S \subseteq E \), we write \( G[S] \) for the edge-subgraph \( (V, S) \) of \( G \).

A homomorphism from a graph \( H \) to a graph \( G \) is a mapping \( \varphi : V(H) \to V(G) \) that preserves the edges, i.e., for each edge \( \{u, v\} \in E(H) \) we have \( \{\varphi(u), \varphi(v)\} \in E(G) \). An injective homomorphism is called an embedding, and an embedding is called a strong embedding if \( \{u, v\} \in E(H) \) is equivalent to \( \{\varphi(u), \varphi(v)\} \in E(G) \). We write \( \text{Hom}(H \to G) \), \( \text{Emb}(H \to G) \), and \( \text{StrEmb}(H \to G) \) for the sets of homomorphisms, embeddings, and strong embeddings, respectively, from \( H \) to \( G \). Finally, we write \( \text{Aut}(H) \) for the set of all automorphisms of \( H \). We will use the following well-known relationships:

**Fact 16.** For every pair of graphs \( H \) and \( G \), we have \( |\text{Emb}(H \to G)| = |\text{Aut}(H)| \cdot |\text{Sub}(H \to G)| \) and \( |\text{StrEmb}(H \to G)| = |\text{Aut}(H)| \cdot |\text{IndSub}(H \to G)| \).

We will also need the following transformations. Given a partition \( \rho \) of \( V(G) \), the quotient graph (or just the quotient) \( G/\rho \) is obtained from \( G \) by identifying all vertices that are in the same block of \( \rho \) and deleting multiple edges. We point out that \( G/\rho \) might, a priori, have self-loops, but will usually only consider those quotients without self-loops.\(^{11}\) Given a function \( f : A \times B \to C \) and an element \( a \in A \), we write \( f(a,*) : B \to C \) for the function that maps \( b \in B \) to \( f(a,b) \).

**Fact 17** (See Chapt. 5.2.3 in [43]). Let \( H \) be a graph. We have

\[
|\text{Emb}(H \to \ast)| = \sum_{\rho} \mu(\bot, \rho) \cdot |\text{Hom}(H/\rho \to \ast)|, 
\]

where the sum is taken over all partitions of \( V(H) \), \( \bot \) is the finest partition, and

\[
\mu(\bot, \rho) = (-1)^{|V(H)|-|V(H/\rho)|} \cdot \prod_{B \in \rho} (|B| - 1)! 
\]

is the Möbius function of the partition lattice of \( V(H) \).

**Fact 18** (See Chapt. 5.2.3 in [43]). Let \( H \) be a graph. We have

\[
|\text{StrEmb}(H \to \ast)| = \sum_{H'} (-1)^{|E(H')|-|E(H)|} \cdot \{|H' \supseteq H\}| \cdot |\text{Emb}(H' \to \ast)|, 
\]

where the sum is taken over all (isomorphism classes of) graphs, and \( \{H' \supseteq H\} \) contains all sets \( S \subseteq V(H)^2 \setminus E(H) \) such that \( (V(H), E(H) \cup S) \) is isomorphic to \( H' \).

A graph \( G \) is \( H \)-coloured if it comes with a homomorphism \( c \in \text{Hom}(G \to H) \), called colouring. A homomorphism \( \varphi \in \text{Hom}(H \to G) \) is colour-prescribed if \( c(\varphi(v)) = v \) for all \( v \in V(H) \). This means that each \( v \in V(H) \) must be mapped to a vertex of \( G \) that is coloured with \( v \). We write \( \text{cp-Hom}(H \to G) \) for the set of all colour-prescribed homomorphisms from \( H \) to \( G \). Moreover, \( \varphi \) is called colourful if \( c(\varphi(V(H))) = V(H) \), that is, each colour is met precisely once. We write \( \text{cf-Hom}(H \to G) \) for the set of all colourful homomorphisms from \( H \) to \( G \). We always assume that colourings are surjective, since otherwise \( \text{cp-Hom}(H \to G) = \text{cf-Hom}(H \to G) = \emptyset \). For any \( S \subseteq V(H) \), let \( G - S \) be the graph obtained from \( G \) by deleting all vertices coloured with some vertex in \( S \). We will use the following two well-known facts (see for instance [52] Section 2.5)).

---

\(^{11}\)A quotient without self-loops is called a spasm by some authors, see for instance [20].
Fact 19. $|\text{cp-Hom}(H \to G)| = |\text{Aut}(H)|^{-1} \cdot |\text{cf-Hom}(H \to G)|$.

Fact 20. $|\text{cf-Hom}(H \to G)| = \sum_{S \subseteq V(H)} (-1)^{|S|} \cdot |\text{Hom}(H \to G - S)|$.

A graph $F$ is a minor of a graph $H$ if it can be obtained from $H$ by a sequence of edge contractions, edge deletions, and vertex deletions. It is well known that minors can be equivalently defined via models: a model of $F$ in $H$ is a mapping from $V(F)$ to nonempty disjoint subsets of $V(H)$, that we call blocks and denote by $\{B_u : u \in V(F)\}$, such that $H[B_u]$ is connected for all $u \in V(F)$, and that $H$ has an edge between $B_u$ and $B_v$ if $\{u, v\} \in E(F)$. We emphasise that $B_u \neq \emptyset$ for all $u \in V(F)$. A graph $F$ is an induced minor of a graph $H$ if $F$ can be obtained from $H$ by a sequence of edge contractions and vertex deletions. Induced minors can be expressed via witness structures (cf. [58]), which are identical to models save for the fact that $H$ has an edge between $B_u$ and $B_v$ if and only if $\{u, v\} \in E(F)$.

Parameterized and Fine-grained Complexity Theory. We give a concise introduction to parameterized counting problems and fine-grained complexity theory. For more details see, e.g., [34] Chapter 14.

A parameterized counting problem is a pair $(P, \kappa)$, where $P : \{0, 1\}^* \to \mathbb{N}$ is a counting problem and $\kappa : \{0, 1\}^* \to \mathbb{N}$ is a parameterization. For example, the problem $\#\text{CLIQUE}$ expects as input a graph $G$ and a positive integer $k$, and the task is to compute the number of $k$-cliques in $G$, that is, $P(G, k) := |\text{Sub}(K_k \to G)|$. The parameterization is given by $\kappa$, that is, $\kappa(G, k) := k$. A parameterized (counting) problem is called fixed-parameter tractable (FPT) if there exists a computable function $f$ such that the problem can be solved in time $f(\kappa(x)) \cdot |x|^{O(1)}$, where $x \in \{0, 1\}^*$ is the input instance. An algorithm running in this time is called an FPT algorithm. A parameterized Turing-reduction from $(P, \kappa)$ to $(P', \kappa')$ is an FPT algorithm $A$ equipped with oracle access to $P'$ that computes $P(x)$. Additionally, there must be a computable function $f$ such that for any input $x$, the parameter $\kappa'(y)$ of each oracle query $y$ must be bounded by $f(\kappa(x))$. We write $(P, \kappa) \leq^{\text{fpt}}_T (P', \kappa')$ if a parameterized Turing-reduction exists. The notion of parameterized intractability is given by $\#W[1]$-hardness. A parameterized counting problem $(P, \kappa)$ is $\#W[1]$-hard if $\#\text{CLIQUE} \leq^{\text{fpt}}_T (P, \kappa)$. It is known that $\#W[1]$-hard problems are not fixed-parameter tractable unless ETH, defined below, fails.

Conjecture 21 (ETH [38]). The Exponential Time Hypothesis (ETH) asserts that the problem 3-SAT cannot be solved in time $\exp(o(n))$ where $n$ is the number of variables of the input formula.

Our hardness results will rely on the following theorem, which is an immediate consequence of the works of Dalmau and Jonsson [25] and Marx [14]. We include a proof for the readers’ convenience.

Theorem 22. Let $C$ be a computable class of graphs. If $C$ has unbounded treewidth then $\#\text{cp-Hom}(C)$ is $\#W[1]$-hard and cannot be solved in time $f(|H|) \cdot |G|^{o(\text{tw}(H)/\log \text{tw}(H))}$ for any function $f$, unless ETH fails.

Proof. The $\#W[1]$-hardness follows by the $\#W[1]$-hardness of $\#\text{Hom}(C)$, see [23], and by a reduction from $\#\text{Hom}(C)$ to $\#\text{cp-Hom}(C)$, see [25]. The lower bound follows from a result on the partitioned subgraph isomorphism problem, see [14], which tightly reduces to $\#\text{cp-Hom}(C)$, see [34] Section 2).

We will apply Theorem 22 to the following family $\mathcal{F}$ of regular expanders:

Theorem 23 (see [37], Theorem 8). There exists a family of graphs $\mathcal{F} = \{F_k\}_{k \geq 1}$ and constants $k_0, c > 0$ such that for all $k \geq k_0$ we have $\text{tw}(F_k) \geq k$ and $|V(F_k)| \leq ck$ and $|E(F_k)| \leq ck$.

12We use the definition via a complete problem and refer the reader to [34] Chapter 14 for a more structural and machine-based definition of $\#W[1]$.

13We will exclusively rely on treewidth in a black-box manner. Thus we avoid stating the definition and refer the reader, e.g. to Chapter 7 in [22].
Degeneracy and dag tree decompositions. The degeneracy \( d(G) \) of a graph \( G \) can be defined as the smallest integer \( d \) such that there exists an acyclic orientation of \( G \) with maximum out-degree bounded by \( d \). We can assume that such an orientation is given, since it can be found in time \( O(|E(G)|) \) \cite{19}.

Our running time upper bounds rely on the dag tree decomposition of \( G \) and the dynamic program that it yields. Here, we adopt a generalisation of the original definition of dag tree decomposition. We need this generalisation for some of our results in Section 6.2. Let \( H = (V, A) \) be any directed acyclic graph. We denote by \( S = S(H) \) the set of sources of \( H \), that is, the vertices of indegree zero. For any \( B \subseteq V \), we let \( H(B) \) be the subgraph of \( H \) induced by all vertices reachable from some vertex in \( B \). For any tree \( T \) and any two vertices \( B', B'' \) of \( T \), we denote by \( T(B', B'') \) the unique simple path between \( B' \) and \( B'' \) in \( T \).

**Definition 24.** A (generalised) dag tree decomposition (d.t.d.) of \( H \) is a rooted tree \( T = (B, E) \) such that:

1. \( B \subseteq V(H) \) for all \( B \in B \)
2. \( \bigcup_{B \in B} V(H(B)) = V(H) \)
3. for all \( B, B_1, B_2 \in B \), if \( B \in T(B_1, B_2) \) then \( V(H(B_1)) \cap V(H(B_2)) \subseteq V(H(B)) \)

The width of \( T \) is \( \tau(T) = \max_{B \in T} |B| \). The (generalised) dag treewidth of \( H \) is \( \tau(H) = \min_{\tau} \tau(T) \) where the minimum is over all possible (generalised) d.t.d.’s of \( H \).

It is immediate to verify that if \( T \) is a d.t.d. of \( H \) according to \( G \) then \( T \) is a generalised d.t.d. according to Definition 2 as well. It is easy to verify that the dynamic program of \( G \) and all subsequent bounds continue to hold when \( T \) is a generalised d.t.d., too. Hence for our upper bounds we can use \( \tau(H) \) with \( \tau \) as in Definition 2.

Now let \( H \) be any simple graph. We let \( \Sigma(H) \) be the set of all possible acyclic orientations \( H \) of \( H \). We let \( R(H) \) be the set of all partitions \( \rho \) of \( V(H) \) such that the quotient \( H/\rho \) is without self-loops. We let \( D(H) \) be the set of all supergraphs of \( H \) on the same vertex set \( V(H) \).

Following \( G \), we define:

\[
\tau_1(H) = \max \{ \tau(H) : H \in \Sigma(H) \} \tag{7}
\]
\[
\tau_2(H) = \max \{ \tau_1(H/\rho) : \rho \in R(H) \} \tag{8}
\]
\[
\tau_3(H) = \max \{ \tau_2(H') : H' \in D(H) \} \tag{9}
\]

By the discussion above, the parameters \( \tau_1, \tau_2, \tau_3 \) defined above in terms of Definition 24 are bounded from above by their homologues defined in \( G \). Therefore from now on we omit the adjective “generalised” unless necessary.

## 3 F-gadgets

In this section we introduce our main technical tool: F-gadgets. Informally, a graph \( H \) has an \( F \)-gadget if, by exploding the vertices and subdividing the edges of \( F \), we can obtain an induced subgraph of \( H \). We will show that \( \#\text{Hom}_d(C) \) is hard if \( C \) contains graphs that have \( F \)-gadgets of unbounded treewidth. As the reader will have noticed, we write “F-gadget” to denote the concept and \( F \)-gadget to specify a graph \( F \).

Before giving a formal definition of \( F \)-gadgets, we use a toy example to provide some intuition. Suppose that we want to count the copies of \( H = C_6 \), the cycle on 6 vertices, in graphs of bounded degeneracy. As shown in \( G \), this problem is at least as hard as counting \( F = C_3 \) in arbitrary graphs. To see why this is the case, consider the following reduction. Given \( G \), we compute its 1-subdivision \( G' \). It is immediate to see that \( d(G') \leq 2 \), so \( G' \) has bounded degeneracy, and that the copies of \( H \) in \( G \) are in one-to-one correspondence with the copies of \( F \) in \( G' \). Thus, counting the copies of \( F \) in \( G \) reduces to counting the copies of \( H \) in \( G' \).
The purpose of F-gadgets is to be an obstruction that captures this kind of hardness and applies to counting homomorphisms. That is, the hardness of counting, in a bounded-degeneracy graph $G'$, the homomorphisms from a graph $H$ which looks like a subdivision $F$. However, for technical reasons, the actual definition of $H$ having an F-gadget is fairly more complex than just $H$ being the 1-subdivision of $F$.

**Definition 25.** Given two graphs $F$ and $H$, we say that $H$ has an F-gadget if $V(H)$ can be partitioned as

$$V(H) = igcup_{v \in V(F)} S_v \cup \bigcup_{e \in E(F)} P_e \cup R$$

under the following constraints:

1. $\forall v \in V(F)$: $S_v \neq \emptyset$ and $H[S_v]$ is connected.
2. $\forall e \in E(F)$: $P_e \neq \emptyset$, and if $e = \{u, v\}$, then there are two vertices $s_{u,e} \in S_u$ and $s_{v,e} \in S_v$ such that the subgraph $p_e := H[[s_{u,e}] \cup P_e \cup [s_{v,e}]]$ is a simple path with endpoints $s_{u,e}$ and $s_{v,e}$.
3. $\forall e_h \in E(H)$, either $e_h \in H[S_v]$ for some $v \in V(F)$, or $e_h \in P_e$ for some $e \in E(F)$, or $e_h$ is incident to a vertex of $R$.

If this is the case, then we also say that the triple $(S, P, R)$, where $S = \{S_v\}_{v \in V(F)}$ and $P = \{P_e\}_{e \in E(F)}$, is an F-gadget of $H$.

Recalling the example above, if $H$ is the 1-subdivision of $F$, then it is easy to see that $H$ has an F-gadget: for each $v \in V(F)$, set $S_v := \{v\}$, and for each $e \in E(F)$, set $P_e := \{v\}$, where $v_e$ is the vertex of $H$ corresponding to the edge $e$ of $F$, and set $R := \emptyset$. This holds more in general if $H$ is obtained from $F$ by subdividing each edge at least once. For another example of F-gadget, see Figure 1.

We need one last piece of notation. Let $C$ be any class of graphs.

**Definition 26.** The set of F-gadgets of $C$ is $\mathcal{F}(C) = \{F : \exists H \in C : H$ has an F-gadget$\}$.

For instance, if $C = \{K_n : n \in \mathbb{N}^+\}$, then $\mathcal{F}(C)$ contains only the singleton graph.

### 3.1 Hardness via F-gadgets

Using F-gadgets, we show that the problem of counting colour-prescribed homomorphisms from $F$ to $G$ can be reduced to counting colour-prescribed homomorphisms from $H$ to $G'$, where $H$ has an F-gadget and $G'$ is a graph of degeneracy roughly $|V(H)|$.

**Lemma 27** (F-gadget reduction lemma). For some computable function $f$ there exists a deterministic algorithm $\mathcal{A}$ that, given in input a triple $(F, H, G)$ such that $H$ has an F-gadget and $G$ is F-coloured, in time $f(|H|) \cdot |G|^{O(1)}$ computes an $H$-coloured graph $G'$ such that $d(G') \leq |V(H)| + 2$, $|G'| = O(|G| \cdot |H|)$, and $|\text{cp-Hom}(F \rightarrow G)| = |\text{cp-Hom}(H \rightarrow G')|$.

**Proof.** The algorithm $\mathcal{A}$ works as follows. First, we compute an F-gadget $(S, P, R)$ of $H$, see Definition 25. Note that $(S, P, R)$ exists since by hypothesis $H$ has an F-gadget, and the time needed to compute it is a function of $H$. Next, we construct an $H$-coloured graph $G'$, whose colouring is denoted by $c_H$, as follows. We start with $G'$ being the empty graph, and:

1. For each $g \in V(G)$, we add to $G'$ a copy $H[S_v]^g$ of $H[S_v]$, where $v = c_F(g)$. For each vertex $h^g_v \in H[S_v]^g$, we set $c_H(h^g_v) := h_v$, where $h_v \in S_v$ is the vertex of which $h^g_v$ is a copy.

\[14\]Formally, this is not a partition since $R$ might be empty, but we decided to abuse notation here for the sake of readability.
Claim 28. \( c_H \) is an \( H \)-colouring of \( G' \).

Proof. By definition of \( H \)-colouring, we are claiming that \( c_H \in \text{Hom}(G' \to H) \). By construction, \( c_H \) is a mapping from \( V(G') \) to \( V(H) \). Thus, it remains to show that \( c_H \) is edge-preserving. Let \( e' \in E(G') \). According to the step of the construction of \( G' \) where \( e' \) is created:

1. \( e' \in H[S_v]^g \) for some \( v \in V(F) \) and \( g \in V(G) \). Since \( H[S_v]^g \) is a copy of \( H[S_v] \), then \( e' = \{h'_v, h'_e\} \) where \( h_v, h_e \) is an edge of \( H[S_v] \). Since by construction we set precisely \( c_H(h'_v) = h_v \) and \( c_H(h'_e) = h_e \), in this case \( c_H \) preserves \( e' \).

2. \( e' \in H[P_e]^{(g,g')}, \) or \( e' \) connects \( s_{u,e}^g \in H[S_u]^g \) to \( H[P_e]^{(g,g')} \), for some \( u \in V(F) \) and \( e \in E(F) \), and for some \( g, g' \in V(G') \).

   (a) if \( e' \in H[P_e]^{(g,g')} \), then \( e' = \{h_e^{(g,g')}, h_e^{(g,g')}\} \) where \( h_e, h_e \) is an edge of \( H[P_e] \). Since we set \( c_G(h_e^{(g,g')}) = h_e \) and \( c_G(h_e^{(g,g')}) = h_e \), in this case \( c_H \) preserves \( e' \).
which

This holds because \( \hat{\phi} \) is injective. Let \( h \in V(H) \). If \( h \in S_v \) for some \( v \in V(F) \), then \( \hat{\phi}(h) = h^g \), where \( g = \phi(v) \). If \( h \in P_e \) for some \( e \in E(F) \), then \( \hat{\phi}(h) = h^e \) where \( \{g, g'\} = \phi(e) \). If \( h \in R \), then \( \hat{\phi}(h) = h \).

Using the construction of \( G' \) one can check that \( \hat{\phi} \in \text{cp-Hom}(H \to G') \), and that \( \mu : \phi \mapsto \hat{\phi} \) is injective.

Second, we show that \( |\text{cp-Hom}(H \to G')| \leq |\text{cp-Hom}(F \to G)| \). As above, for each \( \hat{\phi} \in \text{cp-Hom}(H \to G') \) we show some \( \phi \in \text{cp-Hom}(F \to G) \) so that the resulting map \( \mu' : \phi \mapsto \hat{\phi} \) is injective. In fact, we will use \( \mu' = \mu^{-1} \). Let then \( \hat{\phi} \in \text{cp-Hom}(H \to G') \). The crucial observation is that for any \( v \in V(F) \) we must have \( \hat{\phi}(S_v) = V(H[S_v]^g) \) for some \( g \) such that \( c_F(g) = v \). Similarly, for any \( e = \{u, v\} \in E(F) \) we must have \( \hat{\phi}(P_e) = H[P_e]^{(g, g')} \) where \( c_F\{(g, g')\} = e \).

This holds because \( \hat{\phi} \in \text{cp-Hom}(H \to G') \) and by the construction of \( G' \). Therefore, for any \( v \in V(F) \) we simply let \( \phi(v) := g \) if \( \hat{\phi}(S_v) = S_v^g \). The argument above implies that \( \phi \) is colour-prescribed and edge-preserving. Finally, let us show that \( \mu' : \hat{\phi} \mapsto \phi \) is injective. Assume indeed that \( \hat{\phi} \neq \hat{\phi}' \) for some \( \hat{\phi}, \hat{\phi}' \in \text{cp-Hom}(H \to G') \), and let \( \phi := \mu'(\hat{\phi}) \) and \( \phi' := \mu'(\hat{\phi}') \). Note that \( \hat{\phi} \) and \( \hat{\phi}' \) cannot differ on \( R \) as they are colour-prescribed and thus the identity on \( R \). If they differ on some \( h \in P_e \) for some \( e \), they must also differ on some \( h \in S_v \) for some \( v \in V(F) \) to which \( e \) is incident, as otherwise one of \( \hat{\phi} \) and \( \hat{\phi}' \) would not violated its own colour prescription. Consequently, we have \( \phi \neq \phi' \), so \( \mu' \) is injective.

For completeness we point out, as anticipated, that \( \mu' = \mu^{-1} \), as one can check.

This concludes the proof of Lemma 27.

4 Classification for \( \#\text{Sub}_D(C) \)

In this section we give our complete and almost-tight classification for \( \#\text{Sub}_D(C) \). We recall that \( \#\text{Sub}_D(C) \) is the problem that expects as input a graph \( H \in C \) and an arbitrary graph
Let $G$, and whose goal is to compute the number of subgraphs of $G$ that are isomorphic to $H$, with the parameterization given by $|H| + d(G)$. We show:

**Theorem 31.** If $C$ has bounded induced matching number then $\#\text{SUB}_0(C)$ is fixed-parameter tractable, and can be solved in time

$$f(|H|, d(G)) \cdot |V(G)|^{\max(1, \text{imn}(H))} \cdot \log |V(G)|$$

(11)

for some computable function $f$. Otherwise, $\#\text{SUB}_0(C)$ is $\#W[1]$-hard and cannot be solved in time

$$f(|H|, d(G)) \cdot |V(G)|^{\max(1, \text{imn}(H)/\log(\text{imn}(H)))}$$

(12)

for any function $f$, unless ETH fails.

The upper bounds and the lower bounds are proven separately in the next two subsections.

### 4.1 Upper Bounds

For the first part of Theorem 31, we rely on a result by one of the authors [8, Theorem 9]. The result states that $\#\text{SUB}_0(C)$ can be solved in time

$$f(|H|, d(G)) \cdot |V(G)|^{\tau_2(H)} \cdot \log |V(G)|$$

(13)

for some computable function $f$, where $\tau_2(H)$ is the maximum dag treewidth of any quotient $\hat{H}$ of $H$ (with self-loops deleted), see Section 2. Therefore, we only need to show that $\tau_2(H) \leq \max(1, \text{imn}(H))$. Let $H_\tau$ be a generic acyclic orientation of $H$, and let $S = S(H_\tau)$ be the set of sources of $H_\tau$. For any subset $U \subseteq V(H)$, we write $H_\tau(U)$ for the set of all vertices of $H$ that, in $H_\tau$, are reachable from some vertex of $U$. For any $t \geq 1$, a $t$-kernel of $H_\tau$ is a subset $K \subseteq S$ with $|K| = t$ such that $V(H) \setminus S \subseteq H_\tau(K)$; that is, any non-source node of $H_\tau$ is reachable from some node of $K$. Note that by definition $t$-kernels are nonempty, since $t \geq 1$. We prove two intermediate results and, then, we prove that $\tau_2(H) \leq \max(1, \text{imn}(H))$.

**Lemma 32.** If $H_\tau$ has a $t$-kernel, then $\tau(H_\tau) \leq t$.

**Proof.** Let $K$ be a $t$-kernel of $H_\tau$. We construct a d.t.d. $T = (B, E)$ of $H_\tau$ as follows. The root of $T$ is $K$, and for each source $s \in S \setminus K$, the bag $B_s = \{s\}$ is a child of $K$ in $T$. One can immediately check that $T$ satisfies all three properties of Definition 2.1 and therefore is a valid d.t.d. for $H_\tau$. Finally, note that $|B| \leq t$ for all $B \in B$, so $\tau(T) \leq t$, which proves that $\tau(H_\tau) \leq t$. \qed

**Lemma 33.** $H_\tau$ has a $t$-kernel with $t \leq \max(1, \text{imn}(H))$.

**Proof.** For any subset $U \subseteq S$ we let $H_\tau^+(U) = H_\tau(U) \setminus U$. In words, $H_\tau^+(U)$ is the set of non-sources reachable from $U$. Now consider the following iterative procedure. We start by setting $U = S$. Note that this implies that $H_\tau^+(U) = V(H) \setminus S$. Then, while there is some $s \in U$ such that $H_\tau^+(U \setminus \{s\}) = H^+(U)$, we set $U \leftarrow U \setminus \{s\}$. Note that, since we start with $H_\tau^+(U) = V(H) \setminus S$ and at each step we ensure that $H_\tau^+(U \setminus \{s\}) = H^+(U)$, then $U$ is always a $|U|$-kernel, unless $U \neq \emptyset$.

Now consider the final value of $U$. Observe that, if $U = \emptyset$, then $H$ is necessarily the independent set. In this case, $\text{imn}(H) = 0$. We choose any $s \in S$ and set $K = \{s\}$, and $K$ will be a $t$-kernel of $H$, with $t \leq 1 = \max(1, \text{imn}(H))$.

Suppose instead that $U = \{s_1, \ldots, s_k\} \neq \emptyset$. In this case, we set $K = U$. Note that, by construction, $K$ is a $k$-kernel of $H_\tau$. Now, we claim that $k = |K| \leq \text{imn}(H)$. First, observe what follows. For each $s_i \in U$, there must exist an arc $(s_i, u_i) \in H_\tau$ such that for all $s_j \neq s_i$ we
have $u_i \notin H_*(s_j)$. Indeed, if this was not the case, then $H_+^*(\{s_i\}) \subseteq H_+^*(U \setminus \{s_i\})$. This implies that $H_+^*(U \setminus \{s_i\}) = H_+^*(U)$, so the procedure should have removed $s_i$ from $U$, a contradiction. Now, we claim that $M = \{\{s_1, u_1\}, \ldots, \{s_k, u_k\}\}$ is an induced matching of $H$. To see that $M$ is a matching, simply note that by the above discussion the pairs $\{s_1, u_1\}$ are pairwise disjoint edges of $H$. To see that $M$ is induced, observe what follows:

1. $E(H)$ cannot contain $\{s_i, s_j\}$, as both $s_i$ and $s_j$ are sources.
2. $E(H)$ cannot contain $\{s_i, u_j\}$ for $i \neq j$, as otherwise $u_j$ would be reachable from $s_i$, contradicting the fact that $u_j$ is reachable only from $s_j$.
3. $E(H)$ cannot contain $\{u_i, u_j\}$, since otherwise $u_i$ would be reachable from $s_j$, or vice versa, which is again a contradiction.

Thus $M$ is an induced matching of $H$, and therefore $|M| \leq \text{imn}(H)$. Moreover, $\text{imn}(H) \geq 1$ as $|M| \geq 1$. Hence again $|M| \leq \max(1, \text{imn}(H))$, as claimed.

**Lemma 34.** Any graph $H$ satisfies $\tau_2(H) \leq \max(1, \text{imn}(H))$.

**Proof.** Let $H' = H/\rho$ be any quotient of $H$, and $H'_H$ be any acyclic orientation of it. By Lemma 32 and Lemma 33, we have $\tau(H'_H) \leq \text{imn}(H') + 1$. Now, observe that $\text{imn}(H') \leq \text{imn}(H)$, since taking the quotient of a graph cannot increase the induced matching number. By definition of $\tau_2(H)$, this implies that $\tau_2(H) \leq \text{imn}(H)$.

### 4.2 Lower Bounds

We first show that graphs with induced matching number $\ell$ admit quotients with treewidth $\Omega(\ell)$. For the remainder of this section, we let $F = \{F_k\}_{k \geq 1}$ be the class of expander graphs defined in Theorem 23, and $c, k_0$ be the constants specified by the same theorem.

**Lemma 35.** For some positive constants $c$ and $k_0$, we have what follows. Let $H$ be a graph with $\text{imn}(H) = \ell$ and set $k := \lceil \frac{\ell}{2c} \rceil$. If $k \geq k_0$, then there exists a partition $\rho$ of the vertices of $H$ such that $H/\rho$ is without self-loops, and has an $F_k$-gadget, that is, an $F$-gadget of treewidth at least $k$.

**Proof.** The intuition is that, if $H$ has a large induced matching, then we can identify the endpoints of such a matching according to some appropriate quotient $\rho$ in such a way to obtain the 1-subdivision of $F_k$. This implies that $H$ has an $F_k$-gadget, and by Theorem 23 we have $\text{tw}(F_k) \geq k$.

Formally, since $k \geq k_0$, by Theorem 23 we have $|E(F_k)| \leq ck$. Let $\hat{F}$ be the 1-subdivision of $F_k$, and let $m = |E(\hat{F})|$. Clearly $m \leq 2ck$, which implies $m \leq \ell$ since $k \leq \frac{\ell}{2c}$. Now look at $H$. Since $m \leq \ell = \text{imn}(H)$, then $H$ has an induced $m$-matching $H[M]$. And since $H[M]$ is an $m$-matching and $m = |E(\hat{F})|$, there exists a partition $\sigma$ of $H$ such that $H[M] / \sigma$ is isomorphic to $\hat{F}$. Now, consider the partition $\rho := \sigma \cup \{\{v\} \mid v \in V(H) \setminus M\}$ of $V(H)$. As we have just shown, $H/\rho$ contains $\hat{F}$ as an induced subgraph, and moreover $H/\rho$ is without self-loops, for otherwise $H[M]$ would not be induced. But $\hat{F}$ is the 1-subdivision of $F_k$. This implies that $H/\rho$ has an $F_k$-gadget as remarked in Section 3.

Next, we show that if $C$ has $F$-gadgets of unbounded induced matching number then $\#\text{SUB}_0(C)$ is hard.

**Lemma 36.** If $C$ has unbounded induced matching number, then $\#\text{SUB}_0(C)$ is $\#W[1]$-hard and cannot be solved in time

$$f(|H|, d(G)) \cdot |V(G)|^o\left(\frac{\text{imn}(H)}{\log(\text{imn}(H))}\right),$$

for any function $f$, unless ETH fails.
\[ \mathcal{F}' = \{ F_k \in \mathcal{F} \mid k \geq k_0 \land \exists \ell \in \mathbb{N}, H \in C : k = \lfloor \ell/2c \rfloor \land \text{imn}(H) = \ell \}. \tag{15} \]

Note that \( \mathcal{F}' \) has unbounded treewidth, since for all sufficiently large \( \ell \) we have \( F_k \in \mathcal{F}' \) with \( k = \Omega(\ell) \). Thus, by Theorem \[22\] unless ETH fails no algorithm exists that for some function \( f \) solves \( \#\text{Hom}(\mathcal{F}') \) in time \( f(|F|) \cdot |V(G)|^{o(\text{tw}(F)/\log \text{tw}(F))} \). We will construct a tight parameterized Turing-reduction from \( \#\text{cp-Hom}(\mathcal{F}') \) to \( \#\text{Sub}_d(C) \), which will imply the thesis.

Let \((F, G)\) be an instance of \( \#\text{cp-Hom}(\mathcal{F}') \), that is, \( F \in \mathcal{F}' \) and \( G \) is an \( F \)-coloured graph and the goal is to compute \( |\text{cp-Hom}(F \rightarrow G)| \). By definition of \( \mathcal{F}' \), we have \( F = F_k \) for some \( k \geq k_0 \). Hence, our reduction first searches a graph \( \hat{H} \in C \) such that \( \text{imn}(H) = \ell, k = \lfloor \ell/2c \rfloor \), and \( F = F_k \). Since \( C \) is computable, finding \( \hat{H} \) takes time at most \( f_1(|F|) \) for some computable function \( f_1 \).

Now, by Lemma \[35\] \( V(H) \) admits a quotient graph \( \hat{H} = H/\rho \) that is simple and has an \( F_k \)-gadget. Note that we can find \( \hat{H} = H/\rho \) in time only depending on \( H \). By Lemma \[27\] for some computable function \( f_2 \) in time \( f_2(|\hat{H}|) \cdot |G|^{O(1)} \) we can compute an \( \hat{H} \)-coloured graph \( G' \) such that

\[ |\text{cp-Hom}(F_k \rightarrow G)| = |\text{cp-Hom}(\hat{H} \rightarrow G')| \tag{16} \]

Moreover, still by Lemma \[27\], we have \( d(G') \leq |V(\hat{H})| + 2 \) and \( |G'| \leq (|\hat{H}| \cdot |G|)^{O(1)} \).

Now, we show how to compute \( |\text{cp-Hom}(\hat{H} \rightarrow G')| \) by using any algorithm for \( \#\text{Sub}_d(C) \) as an oracle. First, observe that by Facts \[19\] and \[20\] we have that

\[ |\text{cp-Hom}(\hat{H} \rightarrow G')| = |\text{Aut}(\hat{H})^{-1}| \cdot \sum_{S \subseteq V(\hat{H})} (-1)^{|S|} \cdot |\text{Hom}(\hat{H} \rightarrow G' - S)|, \tag{17} \]

where \( G' - S \) is the graph obtained from \( G' \) by deleting all vertices that are coloured with a vertex in \( S \). Thus, we focus on computing the term \( |\text{Hom}(\hat{H} \rightarrow G' - S)| \) for each possible \( S \subseteq V(\hat{H}) \); clearly, there are \( 2^{|V(\hat{H})|} \) such terms. Note also that \( d(G' - S) \leq d(G') \), since \( G' - S \subseteq G' \).

Let then \( S \subseteq V(\hat{H}) \) be fixed. Since \( |\text{Sub}(H \rightarrow *)| = |\text{Aut}(H)^{-1}| \cdot |\text{Emb}(H \rightarrow *)| \), and by Fact \[17\] we have:

\[ |\text{Sub}(H \rightarrow *)| = |\text{Aut}(H)^{-1}| \cdot \sum_{\sigma} \mu(\bot, \sigma) \cdot |\text{Hom}(H/\sigma \rightarrow *)|. \tag{18} \]

Collecting for isomorphic graphs we obtain a function \( a \) of finite support such that

\[ |\text{Sub}(H \rightarrow *)| = \sum_{H'} a(H') \cdot |\text{Hom}(H' \rightarrow *)|, \tag{19} \]

where the sum is taken over all (isomorphism classes of) graphs \( H' \). It is by now well-known that, for each partition \( \sigma \) such that \( H/\sigma \) is without self-loops, we have \( a(H') \neq 0 \), where \( H' \) is the representant of the isomorphism class of \( H/\sigma \) \[20\]. Thus, without loss of generality, we can assume that \( a(\hat{H}) \neq 0 \).

This allows us to invoke complexity monotonicity for bounded degeneracy graphs as described by Gishboliner et al. \[35\]. That is, we use the oracle for \( \#\text{Sub}_d(C) \) to obtain

\[ |\text{Sub}(H \rightarrow (G' - S) \otimes H_i)| = \sum_{H'} a(H') \cdot |\text{Hom}(H' \rightarrow (G' - S) \otimes H_i)| \tag{20} \]

for a sequence of graphs \( H_i \) only depending on \( H \), where \( \otimes \) is the tensor product of graphs\[15\]. Using that

\[ |\text{Hom}(H' \rightarrow (G' - S) \otimes H_i)| = |\text{Hom}(H' \rightarrow (G' - S))| \cdot |\text{Hom}(H' \rightarrow H_i)|, \tag{21} \]

\[15\] The adjacency matrix of \( G_1 \otimes G_2 \) is the Kronecker product of the adjacency matrices of \( G_1 \) and \( G_2 \).
we obtain a system of linear equations which has a unique solution for an appropriate choice of the $H_i$. Hence, solving the systems of linear equations for each $S$ reveals $|\text{Hom}(\tilde{H} \to G - S)|$, which in turn reveals $|\text{cp-Hom}(\tilde{H} \to G)|$ by Equation (17). This concludes the reduction.

Now let us bound the running time. The crucial observation of Gishboliner et al. Observation A.1 is now that the degeneracy of $H$, oracle query ($H, (G' - S) \otimes H_i$) with respect to the parameterization of $\#\text{SUB}_0(C)$, that is, $|H| + d((G' - S) \otimes H_i)$, is bounded by a function of $|F|$. Now, suppose that there exists an algorithm that solves $\#\text{SUB}_0(C)$ in time:

$$f(|H|, d(G')) \cdot |V(G')|^\alpha \left( \frac{\text{imn}(H)}{\log(\text{imn}(H))} \right).$$

(23)

Now recall that, by construction, we have $\text{imn}(H) = \ell \in O(k)$, and that $|G'| \leq (|\tilde{H}| \cdot |G|)^O(1)$. Hence, every call to the oracle for $\#\text{SUB}_0(C)$ takes time at most:

$$\tilde{f}(|F|) \cdot |V(G)|^\alpha \left( \frac{\text{tw}(F)}{\log(\text{tw}(F))} \right).$$

(24)

for some function $\tilde{f}$. As the number of oracle calls is bounded by a function of $F$ as well, by Theorem 22 we would refute ETH, concluding the proof. 

We emphasise a variety of lower bounds that follow from the previous lemma; note that Corollary 31 is subsumed by the following result.

**Corollary 37.** The following problems are $\#W[1]$-hard when parameterized by $k$ and $d(G)$, and cannot be solved in time $f(k, d(G)) \cdot |G|^{O(k/\log k)}$ for any function $f$, unless ETH fails. Given $G$ and $k$,

1. compute the number of $k$-cycles in $G$.
2. compute the number of $k$-paths in $G$.
3. compute the number of $k$-matchings in $G$.
4. compute the number of $k$-trees (i.e., trees with $k$ vertices) in $G$.

**Proof.** The claim for (1.-3.) follows immediately by the previous theorem since $k$-cycles, $k$-paths, and $k$-matchings all have induced matching number $\Omega(k)$.

For (4.), note that the number of $k$-trees in a graph $G'$ equals $\sum_T |\text{Sub}(T \to G')|$, where the sum is over all trees with $k$ vertices. Curticapean, Dell and Marx [20 Corollary 5.3] observed that the linear combination of homomorphism counts associated with the previous sum also satisfies that no quotient (without self-loops) of any $k$-tree vanishes. Thus the proof of the previous theorem applies to counting all $k$-trees as well, and the lower bounds are obtained by observing that the set of all $k$-trees has induced matching number $\Omega(k)$, by taking for example $T = P_k$.

Let us finally prove the full classification for counting subgraphs in degenerate graphs; Theorems 1 and 2 are immediate consequences:

**Proof of Theorem 31.** The upper bound holds by Lemma 34 and [8 Theorem 9], and the lower bound holds by Lemma 36.
5 Classification for \( \text{#IndSub}_D(C) \)

In this section we give our complete and almost-tight classification for \( \text{#IndSub}_D(C) \). We recall that \( \text{#IndSub}_D(C) \) is the problem that expects as input a graph \( H \in C \) and an arbitrary graph \( G \), and whose goal is to compute the number of induced subgraphs \( |\text{IndSub}(H \rightarrow G)| \) of \( G \) that are isomorphic to \( H \), with the parameterization is given by \( |H| + d(G) \). For what follows, recall that \( \alpha(H) \) is the independence number of \( H \). We prove:

**Theorem 38.** If \( C \) has bounded independence number, then \( \text{#IndSub}_D(C) \) is fixed-parameter tractable and can be solved in time

\[
f(|H|, d(G)) \cdot |V(G)|^{\alpha(H)} \cdot \log |V(G)|,
\]

for some computable function \( f \). Otherwise, \( \text{#IndSub}_D(C) \) is \#W[1]-hard and cannot be solved in time

\[
f(|H|, d(G)) \cdot |V(G)|^{\log(\alpha(H))},
\]

for any function \( f \), unless ETH fails.

The upper bounds of Theorem 38 follow directly from Theorem 9 and Lemma 14 of [8]. Thus, we focus on the lower bounds. Similarly to the hardness proof for \( \text{#Sub}_D(C) \), see Section 4 we will use a family of expanders to identify graphs with \( \text{IndSub} \), recall that \( \# \text{IndSub} \) is \#W[1]-hard and cannot be solved in time

\[
f(|H|, d(G)) \cdot |V(G)|^{\log(\alpha(H))},
\]

for any function \( f \), unless ETH fails.

**Lemma 39.** There exist positive constants \( c \) and \( k_0 \) such that the following is true: Let \( H \) be a graph with \( \alpha(H) = \ell \) and set \( k := \lfloor \frac{\ell}{2c} \rfloor \). If \( k \geq k_0 \), then there exists an edge-supergraph \( \tilde{H} \) of \( H \) such that \( \tilde{H} \) has an \( F_k \)-gadget, that is, an \( F \)-gadget of treewidth at least \( k \).

**Proof.** If \( k \geq k_0 \), then by Theorem 23 we have \( |E(F_k)| \leq ck \) and \( |V(F_k)| \leq ck \). Let \( \hat{F} \) be the 1-subdivision of \( F_k \), and let \( m = |V(\hat{F})| \). Clearly, \( |V(\hat{F})| \leq |V(F_k)| + |E(F_k)| \leq 2ck \leq \ell \).

Now let us look at \( H \). Since \( \alpha(H) = \ell \geq m \), then \( H \) has an independent set \( H[I] \) of size \( m \), that is, of size \( |V(\hat{F})| \). Therefore, \( H[I] \) has an edge-supergraph isomorphic to \( \hat{F} \). Let us write \( A \) for a set of edges (between vertices in \( I \)) that, when added to \( H[I] \), yield \( \hat{F} \). Clearly the edge-supergraph \( \tilde{H} := (V(H), E(H) \cup A) \) contains \( \hat{F} \) as induced subgraph. Since \( \hat{F} \) is the 1-subdivision of \( F_k \), we conclude that \( \tilde{H} \) has an \( F_k \)-gadget. \( \Box \)

Now we can show that, if \( C \) has unbounded independence number, then \( \text{#IndSub}_D(C) \) is hard.

**Lemma 40.** If \( C \) has unbounded independence number, then \( \text{#IndSub}_D(C) \) is \#W[1]-hard and cannot be solved in time

\[
f(|H|, d(G)) \cdot |V(G)|^{\log(\alpha(H))},
\]

for any function \( f \), unless ETH fails.

**Proof.** The proof is almost identical to the proof of Lemma 39 with only a few differences. First, we let:

\[
\mathcal{F}' = \{ F_k \mid k \geq k_0 \land \exists \ell \in \mathbb{N}, H \in C : k = \lfloor \ell/2c \rfloor \land \alpha(H) = \ell \}.
\]

Note that this is the same set \( \mathcal{F}' \) defined in the proof of Lemma 39 but with \( \alpha(H) \) in place of \( \text{imn}(H) \).
We construct a tight parameterized Turing-reduction from \( \#\text{cp-HOM}(F') \) to \( \#\text{INDSUB}_n(C) \). The reduction is identical to the one in the proof of Lemma 36 but now we let \( \tilde{H} \) be an edge-supergraph of \( H \) that has an \( F_k \)-gadget. Note that \( \tilde{H} \) exists, by Lemma 39 and again, it can be computed in time depending only on \( H \). Now, we need to express the number of induced subgraphs as a linear combination of homomorphism counts (and to show that the coefficient of \( \tilde{H} \) does not vanish). To this end, since \( |\text{IndSub}(H \rightarrow \triangledown)| = |\text{Aut}(H)^{-1}| \cdot |\text{StrEmb}(H \rightarrow \triangledown)| \), we can combine Fact 17 and Fact 18 to obtain:

\[
|\text{IndSub}(H \rightarrow \triangledown)| = |\text{Aut}(H)^{-1}| \cdot \sum_{H'} (-1)^{|E(H')| - |E(H)|} \cdot |\{H' \supseteq H\}| \cdot \sum_{\sigma} \mu(\perp, \sigma) \cdot |\text{Hom}(H'/\sigma \rightarrow \triangledown)|
\]

(28)

where the first sum is over all isomorphism classes of graphs, and the second sum is over all partitions of \( V(H') \). Collecting for isomorphic graphs we obtain a function \( a \) of finite support such that

\[
|\text{IndSub}(H \rightarrow \triangledown)| = \sum_{H'} a(H') \cdot |\text{Hom}(H' \rightarrow \triangledown)|
\]

(29)

where the sum is again taken over all isomorphism classes of graphs \( H' \). Curticapean, Dell and Marx have shown that \( a(H') \neq 0 \) for each edge-supergraph \( H' \) of \( H \) — see also 50. In particular, the coefficient \( a(H) \) of \( |\text{Hom}(\tilde{H} \rightarrow \triangledown)| \) is non-zero. This yields the desired reduction from \( \#\text{cp-HOM}_0(F') \). The lower bound follows along the lines of Lemma 36 only with \( \alpha(H) \) in place of \( \text{imn}(H) \).

\[\square\]

**Corollary 41** (Corollary 6 restated). The following problems are \( W[1] \)-hard when parameterized by \( k \) and \( d(G) \), and cannot be solved in time \( f(k, d(G)) \cdot |G|^{o(k/\log k)} \) for any function \( f \), unless ETH fails. Given \( G \) and \( k \),

1. compute the number of induced copies of the \( (k,k) \)-biclique in \( G \).
2. compute the number of \( k \)-independent sets in \( G \).
3. compute the number of induced \( k \)-cycles in \( G \).
4. compute the number of induced \( k \)-paths in \( G \).
5. compute the number of induced \( k \)-matchings in \( G \).

**Proof.** Use Lemma 40, noting that every mentioned graph class has independence number lower bounded by \( \Omega(k) \).

\[\square\]

Let us finally prove the full classification for counting subgraphs in degenerate graphs; Theorems 2 and 5 are immediate consequences:

**Proof of Theorem 58.** The upper bound follows directly from Theorem 9 and Lemma 14 of 8, and the lower bound holds by Lemma 40.

\[\square\]

### 5.1 Generalised Induced Subgraph Patterns and k-Graphlets

Having classified the complexity of counting the number of induced copies of a particular graph \( H \), we will now follow the approach of Jerrum and Meeks and consider the problem of counting all induced subgraphs that satisfy a fixed graph property. More precisely, given a computable graph property \( \Phi \), we consider the problem \( \#\text{INDSUB}_n(\Phi) \) which asks, on input a graph \( G \) and a positive integer \( k \), to compute the number of induced subgraphs of size \( k \) in \( G \) that satisfy \( \Phi \). The parameterization is given by \( k \) and \( d(G) \).

Observe that \( \#\text{INDSUB}_n(\Phi) \) subsumes the problems of counting induced copies of \( k \)-cliques, \( k \)-cycles or \( k \)-paths in bounded degeneracy graphs by setting \( \Phi(H) := 1 \) if and only if \( H \) is

---

*Note: The content above is a natural text representation of the given scientific document, focusing on the key aspects of parameterized reductions and complexity classifications in graph theory. The original context and notation are preserved as much as possible to ensure clarity and accuracy.*
a clique, a cycle, or a path, respectively. However, since \( \Phi \) can be any (computable) graph property, we can also express problems of counting more general induced subgraph patterns, such as the number of \( k \)-graphlets; here, a \( k \)-graphlet is a connected induced subgraph of size \( k \).

The goal is to determine the complexity of \( \#\text{INDSUB}_d(\Phi) \) for any property \( \Phi \). However, even without the condition of \( G \) having bounded degeneracy (i.e., even if \( d(G) \) is not a parameter), the complexity of this problem is not fully understood (cf. [54]). For this reason, a complete classification in the spirit of Theorem 38 along \( \Phi \) is currently elusive. Therefore, we will focus on properties that are hereditary or minor-closed, as well as on selected natural properties such as connectivity; we emphasise that the latter was the first one for which the case of unbounded degeneracy was understood [39].

Our hope is that including the degeneracy of \( G \) in the parameter (i.e., assuming that the degeneracy of \( G \) is small), will allow us to identify new tractability results. However, the results of the current section indicate that bounded degeneracy does not help for generalised induced subgraph counting; note that Theorem 17 is subsumed by what follows:

**Theorem 42.** The problem \( \#\text{INDSUB}_d(\Phi) \) is \( \#W[1] \)-hard if any of the following is true:

1. \( \Phi \) is the property of being connected.
2. \( \Phi \) is the property of being claw-free.
3. \( \Phi \) is minor-closed, non-trivial and of unbounded independence number (e.g., planarity).

We emphasise that, in contrast to Theorem 38 we do not obtain (almost) tight conditional lower bounds, but only \( \#W[1] \)-hardness.

The proof of Theorem 12 relies on an algebraic approach of analysing the coefficients in the associated linear combinations of homomorphism counts, as introduced in [25]. However, here we need a result that is stronger (and, it turns out, also more technical).

**Lemma 43.** Let \( \Phi \) be a computable graph property. Suppose that for all but finitely many positive integers \( \ell \) we have

\[
\Phi(\{S_{2\ell+\ell^2}\}) \neq \Phi(K_{\ell,\ell}),
\]

where \( K_{\ell,\ell} \) is the subdivision of the \( (\ell, \ell) \)-biclique, and \( S_{2\ell+\ell^2} \) is the independent set of size \( 2\ell + \ell^2 \). Then, \( \#\text{INDSUB}_d(\Phi) \) is \( \#W[1] \)-hard.

**Proof.** Let \( \tilde{C} \) be the set of all bicoliques \( K_{\ell,\ell} \) such that \( \ell \) is a power of 2 and satisfies Equation (30). The hypotheses of the lemma imply that \( \tilde{C} \) is infinite and has unbounded treewidth. Thus, \( \#\text{CP-HOM}(\tilde{C}) \) is \( \#W[1] \)-hard by Theorem 22. We will use \( \#\text{CP-HOM}(\tilde{C}) \) to infer the hardness of \( \#\text{INDSUB}_d(\Phi) \).

Now let \( C \) be the set of all subdivisions \( K_{\ell,\ell} \) such that \( \ell \) satisfies Equation (30). Moreover, let \( \#\text{CP-INDSUB}_d(\Phi) \) be the following problem: we are given an \( H \)-coloured graph \( G \) for some \( H \), and the goal is to compute \( |\text{cp-IndSub}(\Phi \rightarrow_H G)| \), where:

\[
\text{cp-IndSub}(\Phi \rightarrow_H G) := \{ S \subseteq V(G) : \Phi(G[S]) \land |S| = |V(H)| \land c_H(S) = V(H) \},
\]

that is, the number of induced subgraphs of order \( |V(H)| \) in \( G \) that satisfy \( \Phi \) and are colourful with respect to \( c_H \). The parameterization is given by \( |V(H)| + d(G) \).

We will prove the following chain of reductions:

\[
\#\text{CP-HOM}(\tilde{C}) \leq^{\text{fpt}}_{\text{fpt}} \#\text{CP-HOM}_d(C) \leq^{\text{fpt}}_{\text{fpt}} \#\text{CP-INDSUB}_d(\Phi) \leq^{\text{fpt}}_{\text{fpt}} \#\text{INDSUB}_d(\Phi)
\]

which will prove the claim since, as said, \( \#\text{CP-HOM}(\tilde{C}) \) is \( \#W[1] \)-hard.

\[\text{Our \#W[1]-hardness proof yields an implicit conditional lower bound stating that a running time of } f(k, d(G)) \cdot |G|^{1+\sqrt{k}} \text{ is not possible for any function } f, \text{ unless ETH fails.} \]
We can finally prove Theorem 42.

**Proof.** This reduction holds by Lemma 27, since $K^2_{\ell,\ell}$ by construction has a $K_{\ell,\ell}$-gadget. □

**Claim 45.** $\#\text{cp-Hom}_{p}(C) \leq_{T}^{\text{fpt}} \#\text{cp-IndSub}_{p}(\Phi)$

**Proof.** We apply the following result from [25]. Let $G$ be an $H$-coloured graph. There exists a computable function $a$ of finite support such that

$$|\text{cp-IndSub}(\Phi \rightarrow H G)| = \sum_{H'} a(H') \cdot |\text{cp-Hom}(H' \rightarrow G)|,$$ (33)

where the sum is over all (isomorphism classes of) edge-subgraphs $H'$ of $H$, that is, graphs obtained from $H$ by deleting edges, and where $\text{cp-Hom}(H' \rightarrow G)$ has the obvious meaning, since $V(H') = V(H)$.

Now, complexity monotonicity holds as in the uncoloured case: querying the oracle to obtain the counts $|\text{cp-IndSub}(\Phi \rightarrow H G \otimes H_i)|$ for a sequence of $H$-coloured graphs $H_i$ yields a system of linear equations which has a unique solution from which we can obtain $|\text{cp-Hom}(H' \rightarrow G)|$ for each $H'$ with $a(H') \neq 0$ (see [25, Lemma 14]). Since the $H_i$ only depend on $H$, the degeneracy $d(G \otimes H_i)$ is bounded by $f(|H|) \cdot d(G)$ for some computable function $f$. Consequently, it remains to show that $a(H')$ does not vanish in Equation (33) for $H' = K^2_{\ell,\ell}$. This is where the algebraic approach applies: It was shown in [25] that $a(H) \neq 0$ whenever the following two criteria are satisfied:

1. $\Phi(IS_{V(H)}) \neq \Phi(H)$
2. $H$ is a $p$-edge-transitive graph for some prime $p$.

Here, a graph is called $p$-edge-transitive, if it is edge-transitive, that is, the automorphism group acts transitively on the set of edges, and if the number of edges is a power of $p$.

Now, by the premise of the lemma, we have $\Phi(IS_{V(K^2_{\ell,\ell})}) \neq \Phi(H)$. Note further that $|E(K^2_{\ell,\ell})| = 2\ell^2$ is a power of 2 since $\ell$ is. Finally, we use the fact that a graph $H$ is edge-transitive if and only if $H \setminus e$ and $H \setminus e'$ are isomorphic for every pair of edges $e$ and $e'$ [2]. Using this criterion, it is easy to verify that $K^2_{\ell,\ell}$ is indeed edge-transitive.

We can hence conclude that the coefficient of the subdivision of the biclique does not vanish, hence $\#\text{cp-Hom}_{p}(C) \leq_{T}^{\text{fpt}} \#\text{cp-IndSub}_{p}(\Phi)$ as claimed. □

**Claim 46.** $\#\text{cp-IndSub}_{p}(\Phi) \leq_{T}^{\text{fpt}} \#\text{IndSub}_{p}(\Phi)$

**Proof.** It is known that computing $|\text{cp-IndSub}(\Phi \rightarrow H G)|$ reduces to computing the number of induced subgraphs of size $|V(H)|$ that satisfy $\Phi$ in (uncoloured) induced subgraphs of $G$ via the inclusion-exclusion principle (see, for instance, the full version of [25]). Since the degeneracy of an induced subgraph of $G$ is at most $d(G)$, the latter reduction remains valid if the degeneracy of the graphs is an additional parameter. This proves the claim and the lemma. □

This concludes the proof of Lemma 43.

We can finally prove Theorem 42.

**Proof of Theorem 42.** For cases 1. and 2., note that $\Phi$ distinguishes independent sets from subdivisions of bicliques. Thus, Lemma 43 applies. For case 3., the Robertson-Seymour Theorem [51] implies that any non-trivial minor-closed property is characterised by a finite set of forbidden minors. Therefore $\Phi$ is computable. Since $\Phi$ is non-trivial, the set of forbidden minors is non-empty. Since every graph is the minor of the subdivision of some large enough biclique,
there exists an \( \ell_0 \) such that \( \Phi \) is false for \( K_{2, \ell}^2 \) for all \( \ell \geq \ell_0 \). Finally, since \( \Phi \) has unbounded independence number, we have that for all \( \ell \geq \ell_0 \):

\[
\Phi(|S_{2\ell+2}|) \neq \Phi(K_{2,\ell}^2),
\]

concluding the proof. \( \square \)

**Remark.** As a consequence of our results above, for minor-closed properties we obtain an exhaustive classification into fixed-parameter and #W[1]-hard cases. Formally:

**Corollary 47** (Theorem 3 restated). Let \( \Phi \) be a minor-closed graph property. If \( \Phi \) is trivial or has bounded independence number, then \#IndSub_\(D\)(\(\Phi\)) is fixed-parameter tractable. Otherwise, \#IndSub_\(D\)(\(\Phi\)) is #W[1]-hard.

**Proof.** Recall that every minor-closed property is computable, by the Robertson-Seymour theorem [51]. If \( \Phi \) is trivial, then on input \( G \) and \( k \) we output either 0 or \( \left( |V(G)| \right)_k \), depending on whether \( \Phi = 0 \) or \( \Phi = 1 \). If \( \Phi \) has bounded independence number, we can, on input \( G \) and \( k \), invoke the algorithm from Theorem 38 on every graph \( H \) on \( k \) vertices and for which \( \Phi(H) = 1 \). Afterwards, we output the sum of those counts. The #W[1]-hardness of the remaining cases holds by Theorem 42. \( \square \)

6 Towards a Classification for \#Hom_\(D\)(\(C\))

In this section, we provide results on both the hardness and the tractability of \#Hom_\(D\)(\(C\)). These results do not form a complete classification of the fixed-parameter tractability of \#Hom_\(D\)(\(C\)), as they do not give conditions that are both necessary and sufficient for the class \( C \) to be “easy”. However, they highlight some interesting directions. Moreover, the hardness part is the technical heart of the hardness results for \#Sub_\(D\)(\(C\)) and \#IndSub_\(D\)(\(C\)). The tractability part instead provides some intuition on how one could prove tractability through bounds on the treewidth of F-gadgets, or bounds on the cliquewidth of the pattern graph.

6.1 Hardness Results

Let \( \boxtimes_k \) be the \( k \)-by-\( k \) grid graph \([13]\). We say that a class of graphs \( C \) has induced grid minors of unbounded size if, for every positive integer \( k \), there exists \( H \in C \) such that \( \boxtimes_k \) is an induced minor of \( H \). By leveraging the F-gadgets results of Section 3, we give the following hardness result:

**Theorem 48** (Theorem 8 restated). Let \( C \) be a computable class of graphs. If \( C \) has unbounded induced grid minors, then \#Hom_\(D\)(\(C\)) is #W[1]-hard.

Theorem 18 follows immediately by Lemma 19 and Lemma 52 that we prove in the rest of the section.

**Lemma 49.** \( C \) has unbounded induced grid minors if and only if \( F(C) \) has unbounded treewidth.

**Proof.** We prove the two directions separately.

**Claim 50.** If \( C \) has unbounded induced grid minors, then \( F(C) \) has unbounded treewidth.

**Proof.** Since \( C \) has unbounded induced grid minors, for any \( k > 0 \) there exists \( H \in C \) such that \( \boxtimes_{2k} \) is an induced minor of \( H \). We show that this implies that \( H \) has an F-gadget where \( F = \boxtimes_k \). This implies the claim, since \( \boxtimes_k \) has treewidth \( k \) (cf. Chapter 7.7.1 in [22]).

Let \( W \) be the witness structure for \( \boxtimes_{2k} \) in \( H \). For every \( (i, j), (i', j') \in V(\boxtimes_{2k}) \), let \( B(i, j) \) be the subset of \( V(W) \) corresponding to \( (i, j) \). An F-gadget of \( H \) can be constructed as follows:

\( \boxtimes_k \) has vertex set \( \{(i, j) \mid 0 \leq i, j \leq k - 1\} \), and has an edge between \( (i, j) \) and \( (i', j') \) if and only if \( |i - i'| + |j - j'| = 1 \).
For each \((i, j) \in V(F)\), define \(S_{(i,j)} = B(2i, 2j)\).

For each \(e \in E(F)\), define \(P_e\) as follows. Without loss of generality assume \(e = \{(i, j), (i + 1, j)\}\); the case where \(e = \{(i, j), (i, j + 1)\}\) is symmetric. First, note that \(H\) must contain an induced path \(p_e\) between \(S_{(i,j)} = B(2i, 2j)\) and \(S_{(i+1,j)} = B(2(i + 1), 2j)\) such that all intermediate vertices are in \(B(2i + 1, 2j)\). This is true since, by definition of the minor, there are edges between \(B(2i, 2j)\) and \(B(2i + 1, 2j)\) and between \(B(2i + 1, 2j)\) and \(B(2(i + 1), 2j)\), but no edges between \(B(2i, 2j)\) and \(B(2(i + 1), 2j)\). We set \(P_e\) to be the set of intermediate vertices of \(p_e\).

We let \(R\) contain all remaining vertices of \(V(H)\).

We argue that the resulting partition \((S, P, R)\) of \(V(H)\) is an \(F\)-gadget, by checking that it satisfies the three properties of Definition 2.4.

1. \(\forall u \in V(F), S_u \neq \emptyset\) and \(H[S_u]\) is connected. This holds true since in our case \(S_u = B(2i, 2j)\), and by the properties of \(B\).

2. \(\forall e \in E(F)\): \(P_e \neq \emptyset\), and if \(e = \{u, v\}\), then there are two vertices \(s_{u,e} \in S_u\) and \(s_{v,e} \in S_v\) such that the subgraph \(p_e := H[\{s_{u,e} \cup P_e \cup \{s_{v,e}\}\}]\) is a simple path with endpoints \(s_{u,e}\) and \(s_{v,e}\). All these conditions hold by construction, see above.

3. \(\forall e_h \in E(H)\), either \(e_h \in H[S_u]\) for some \(v \in V(F)\), or \(e_h \in P_e\) for some \(e \in E(F)\), or \(e_h\) is incident to a vertex of \(R\). To see this, note that each edge of \(H\) which is not incident to a vertex of \(R\) must be fully contained in some \(H[S_{(i,j)}]\) or in some \(p_e\). The latter holds true, as the paths \(p_e\) are induced and there is no edge between \(S_{(i,j)} = B(2i, 2j)\) and \(S_{(i',j')} = B(2i', 2j')\) for any \((i, j) \neq (i', j')\).

Hence, \(H\) has an \(F\)-gadget for \(F = \Xi_{k}\).

Claim 51. If \(\mathcal{F}(C)\) has unbounded treewidth, then \(C\) has unbounded induced grid minors.

Proof. Since \(\mathcal{F}(C)\) has unbounded treewidth, by the Excluded Grid Theorem 2.4, for any integer \(k > 0\) there exists some \(F \in \mathcal{F}(C)\) such that \(\Xi_{k}\) is a minor of \(F\). Fix such an \(F\), and consider any \(H \in C\) such that \(H\) has an \(F\)-gadget. We show that \(H\) contains \(\Xi_{k}\) as induced minor.

Let \(M = (M_{(i,j)})_{0 \leq i,j \leq k-1}\) be the model of \(\Xi_{k}\) in \(F\). Using \(M\), we define a witness structure \(W = (W_{(i,j)})_{0 \leq i,j \leq k-1}\) of \(\Xi_{k}\) in \(H\), as follows. For every vertex \((i, j) \in V(\Xi_{k})\), we let \(E(i,j)\) be the set of edges \(e = \{u, v\}\) of \(F\) such that:

(a) \(\{u, v\} \subseteq M_{(i,j)}\), or
(b) \(u \in M_{(i,j)}\) and \(v \in M_{(i+1,j)}\) (if \(i < k - 1\)), or
(c) \(u \in M_{(i,j)}\) and \(v \in M_{(i,j+1)}\) (if \(j < k - 1\)).

Now, by hypothesis, \(H\) has an \(F\)-gadget \((S, P, R)\), where \(S = \{S_v\}_{v \in V(F)}\) and \(P = \{P_e\}_{e \in E(F)}\). We set:

\[
W_{(i,j)} = \bigcup_{v \in M_{(i,j)}} S_v \cup \bigcup_{e \in E(i,j)} P_e, \tag{35}
\]

We observe that the sets \(W_{(i,j)}\) are pairwise disjoint by construction. This holds because (i) the sets \(M_{(i,j)}\) are pairwise disjoint by definition, and the sets \(S_v\) are pairwise disjoint by definition, and (ii) the sets \(E(i,j)\) are pairwise disjoint by construction, and the sets \(P_e\) are pairwise disjoint by definition. It remains to show that \(W = (W_{(i,j)})_{0 \leq i,j \leq k-1}\) is a witness structure of \(\Xi_{k}\) in \(H\).

First, let us argue that \(H[W_{(i,j)}]\) is connected for each \((i, j) \in V(\Xi_{k})\). By construction, each vertex \(a\) in \(W_{(i,j)}\) is either contained in \(S_v\) for some \(v \in M_{(i,j)}\), or in \(P_e\) for some \(e \in E(i,j)\). In the latter case, by definition of \(E(i,j)\) and of \(F\)-gadgets, \(a\) must be connected to a vertex \(b \in S_u\) for some \(u \in M_{(i,j)}\) via a path containing only vertices in \(P_e\). Since \(P_e \subseteq W_{(i,j)}\) it remains to
show that any pair \( a \in S_v \) and \( b \in S_v \) for \( u, u' \in M_{(i,j)} \) is connected in \( H[W_{ij}] \). By definition of \( F \)-gadgets, each \( S_v \) induces a connected graph in \( H \), and by definition of models, \( u \) and \( u' \) are connected in \( F[M_{(i,j)}] \). Since \( P_e \) is a subset of \( W_{ij} \) for each \( e \in E(F) \) fully contained in \( M_{(i,j)} \) (see (a)), we conclude that \( a \) and \( b \) are indeed connected via a path in \( H[W_{ij}] \).

Finally, we have to show that there is an edge between \( W_{ij} \) and \( W'_{ij'} \) in \( H \) if and only if \( (i,j) \) and \( (i',j') \) are adjacent in \( \mathbb{H}_k \). For the “if” direction, assume \( (i,j) \) and \( (i',j') \) are adjacent in \( \mathbb{H}_k \); we only consider the case \( i' = i + 1 \) and \( j' = j + 1 \) is symmetric. By definition of model, there exist vertices \( u \in M_{(i,j)} \) and \( v \in M_{(i+1,j)} \) such that \( e := \{u,v\} \in E(F) \). By construction of \( W \), we have \( P_e \subseteq W_{ij} \) and \( S_v \subseteq W_{(i+1,j)} \), and by definition of \( F \)-gadget, one vertex of \( P_e \) (the last vertex of the path \( p_e \)) is adjacent to a vertex in \( S_v \), concluding the proof of this direction. For the “only if” direction, assume that \( (i,j) \) and \( (i',j') \) are not adjacent in \( \mathbb{H}_k \). By definition of \( F \)-gadget, two vertices \( a, b \in \bigcup_{\mathbb{H}_v} \{S_v \cup \cup_{e \in E(F)} P_e \} \) can be adjacent in \( H \) only if one of the following is satisfied:

- \( \{a, b\} \subseteq S_v \) for some \( v \in V(F) \), or
- \( \{a, b\} \subseteq P_e \) for some \( e \in E(F) \), or
- \( a \in S_v \) for some \( v \in V(F) \) and \( b \in P_e \) for some \( e \in E(F) \), with \( e \) incident to \( v \).

By construction of \( W \), we included only vertices of \( P_e \) in a block of \( W \) if the edge \( e \) is either fully contained in one block (see (a)) or if \( e \) connects two adjacent blocks (see (b) and (c)). Consequently, there are no edges between \( W_{ij} \) and \( W'_{ij'} \) for non-adjacent \( (i,j) \) and \( (i',j') \). This concludes the second direction and thus the proof of this claim.

This concludes the proof of Lemma \( \text{49} \).

**Lemma 52.** If \( \mathcal{F}(C) \) has unbounded treewidth then \( \#\text{Hom}_0(C) \) is \( \#W[1] \)-hard.

**Proof.** First, if \( \mathcal{F}(C) \) has unbounded treewidth, then \( \#\text{Hom}(\mathcal{F}(C)) \) is \( \#W[1] \)-hard by the well-known classification of Dalman and Jonsson \([24]\). Now, we prove the following chain of reductions:

\[
\#\text{Hom}(\mathcal{F}(C)) \leq_{\text{fpt}} \#\text{CP-Hom}(\mathcal{F}(C)) \leq_{\text{fpt}} \#\text{CP-Hom}_0(C) \leq_{\text{fpt}} \#\text{Hom}_0(C) \tag{36}
\]

The first inequality is a well-known fact, see for instance \([25]\). The second inequality follows from Lemma \( \text{24} \). The third inequality can be proven by reducing \( \#\text{CP-Hom}_0(C) \) to \( \#\text{Hom}_0(C) \) via the successive application of Fact \( \text{19} \) and Fact \( \text{20} \) note that, for the latter, we only need to query the oracle for induced subgraphs of \( G' \), which cannot increase its degeneracy. The proof is complete.

**6.2 Some Tractability Results**

In this section we give some tractability results for \( \#\text{Hom}_0(C) \). The first result links the dag-treewidth of \( H_\ast \) to the treewidth of an \( F \)-gadget of \( H \). The second result connects the dag-treewidth of \( H_\ast \) to the cliquewidth of its skeleton graph, described below. In both cases, we obtain fixed-parameter tractability even when the treewidth of \( H \) is unbounded.

Let \( H_\ast \) be any directed acyclic graph. Recall that we denote by \( S \) the set of sources of \( H_\ast \), and for any \( U \subseteq V(H_\ast) \) we denote by \( H_\ast(U) \) the set of all vertices that are reachable from some \( u \in U \). If \( v \in V(H_\ast) \) is such that \( v \in H_\ast(\{s\}) \cap H_\ast(\{s'\}) \) for two distinct sources \( s, s' \) then we say \( v \) is a joint. We write \( J(U) \) for the set of all joints reachable from some \( u \in U \). When \( U \) is a singleton \( \{u\} \), we may simply write \( J(u), H_\ast(u) \), and so on.

**6.2.1 Upper Bounds from the Treewidth of an F-gadget**

For any subset \( U \subseteq V(H) \), the local sources of \( H_\ast[U] \) are the sources of \( H_\ast[U] \) taken as a standalone graph. The set of local sources of \( H_\ast[U] \) is denoted by \( \text{ls}(U) \). We prove:
Theorem 53. Suppose $H$ has an $F$-gadget $(S, \mathcal{P}, R)$, and let $H_\pi$ be an acyclic orientation of $H$. Then

$$\tau(H_\pi) \leq r + s \cdot (\text{tw}(F) + 1)^2$$

(37)

where $r = |\text{ls}(R)|$ and $s$ is the maximum number of local sources in any block of $S$ and $\mathcal{P},$

$$s = \max \left( \max_{e \in V(F)} |\text{ls}(S_e)|, \max_{e \in E(F)} |\text{ls}(P_e)| \right)$$

(38)

Before proceeding to the proof, we need some notation and a technical lemma. Let $T$ be a tree decomposition of $F$. Consider each bag $t \in T$. We write $e \in t$ in place of $e \subseteq t$, to denote that the endpoints of $e$ are both in $t$. We define the following sets:

$$V(t) = \left( \bigcup_{v \in t} S_v \right) \cup \left( \bigcup_{e \in t} P_e \right)$$

(39)

$$\text{ls}(t) = \left( \bigcup_{v \in t} \text{ls}(S_v) \right) \cup \left( \bigcup_{e \in t} \text{ls}(P_e) \right)$$

(40)

Note that $V(t) \subseteq V(H_\pi(\text{ls}(t)))$; that is, every vertex of $V(t)$ is reachable from some $s \in \text{ls}(t)$.

Lemma 54. Let $t_1, t_2 \in T$ and let $t \in T(t_1, t_2)$. For any two vertices $u_1 \in V(t_1)$ and $u_2 \in V(t_2)$, any path in $H \setminus R$ between $u_1$ and $u_2$ intersects $V(t)$.

Proof. Let $\pi$ be any such path. Since $F$ is an induced minor of $H$, then $\pi$ is the concatenation of $\ell \geq 1$ paths $\pi_1 \ldots \pi_\ell$, such that every $\pi_i$ lies entirely inside $S_v$ or $P_e$ for some $v \in V(F)$ or $e \in E(F)$. This gives us a sequence $x_1, \ldots, x_\ell$ where the elements with odd index are vertices (edges) of $F$ and those with even index are edges (vertices) of $F$, such that $x_1 \in t_1$ and $x_\ell \in t_2$, and that $x_i$ and $x_{i+1}$ form an incident pair for every $i = 1, \ldots, \ell - 1$ if $\ell \geq 2$. Thus, we have an alternating sequence of incident vertices and edges from $F[t_1]$ to $F[t_2]$. By the properties of tree decompositions, it follows that $t$ must contain at least one $x_i$ in this sequence (whether it is a vertex or an edge). By construction this implies that $\pi_i \subseteq S_v$ for some $v \in t$ or $\pi_i \subseteq P_e$ for some $e \in t$. But then $S_v, P_e \subseteq V(t)$, hence $\pi$ intersects $V(t)$, as claimed. \hfill \square

Proof of Theorem 53. Let $T$ be an optimal tree decomposition of $F$. We build a d.t.d. $\mathcal{T}$ of $H$ as follows. For each $t \in T$, define the bag:

$$B_t = \text{ls}(R) \cup \text{ls}(t)$$

(41)

Then, let $\mathcal{T}$ be the tree obtained from $T$ by replacing $t$ with $B_t$ for all $t \in T$.

First, let us prove that $\mathcal{T}$ is a valid d.t.d for $H_\pi$ by checking Definition 24. Property (1) holds by construction. For property (2), consider any $u \in V(H)$. If $u \in R$, then by construction $u \in H_\pi(B)$ for any bag $B$. If instead $u \notin R$, then $u \in S_v$ for some $v \in V(F)$ or $u \in P_e$ for some $e \in E(F)$. In any case, since $T$ is a tree decomposition of $F$, there exists $t \in T$ such that $v \in t$ or $e \in t$. Hence, $u$ is reachable from $\text{ls}(t)$, and therefore from $(B_t)$, since $\text{ls}(t) \subseteq B_t$.

We now prove property (3), using $B = B_t$ and $B_1 = B_{t_1}$ and $B_2 = B_{t_2}$. If $H_\pi(B_{t_1}) \cap H_\pi(B_{t_2}) = \emptyset$ then the claim is trivial. Otherwise, fix any vertex $z \in H_\pi(B_{t_1}) \cap H_\pi(B_{t_2})$. If $z$ is reachable from some $u \in \text{ls}(R)$, then $z \in H_{\pi}(B_{t_1})$ as said above. We can therefore continue assuming that $z$ is not reachable from $\text{ls}(R)$. Hence there must be vertices $u_1 \in \text{ls}(t_1)$ such that $z \in H_{\pi}(u_1)$, and $u_2 \in \text{ls}(t_2)$ such that $z \in H_{\pi}(u_2)$. Note that $u_1 \in V(t_1)$ and $u_2 \in V(t_2)$.

Now let $\pi(u_1, z)$ be any directed path from $u_1$ to $z$. Note that $\pi(u_1, z) \cap R = \emptyset$ since otherwise $z$ would be reachable from $\text{ls}(R)$, contradicting our assumptions. Define similarly $\pi(u_2, z)$ and let $\pi(z, u_2)$ be its reverse. Now, we consider $\pi(u_1, z, u_2)$, the path obtained by
concatenating \( \pi(u_1, z) \) and \( \pi(z, u_2) \). Since \( u_1 \in V(t_1) \) and \( u_2 \in V(t_2) \), by Lemma 24 \( \pi(u_1, z, u_2) \) contains a vertex \( u^* \in V(t) \). But \( z \) is reachable from \( u^* \) by construction of \( \pi(u_1, z, u_2) \), and so \( z \) is reachable from \( ls(t) \) as well. Since \( B_t \supseteq ls(t) \), then \( z \in V(H_\pi(B_t)) \), as claimed.

Finally, we show that \( \tau(T) \leq r + s \cdot (tw(T) + 1)^2 \). Consider any bag \( B_t \in T \). Clearly \( |B_t| \leq r + |ls(t)| \), so we prove that \( |ls(t)| \leq s \cdot (tw(T) + 1)^2 \). In turn, note that for any set \( S_v \) or \( P_e \) such that \( v \in t \) or \( e \in t \), by definition we add at most \( s \) vertices to \( B_t \). Therefore we need only to see that \( t \) contains at most \( (tw(T) + 1)^2 \) vertices and/or edges of \( F \). This follows by straightforward calculations as \( t \) contains at most \( tw(T) + 1 \) vertices.

Consider, for instance, a graph \( H \) which is obtained from a graph \( F \) by first subdividing every edge, yielding new vertices \( v_e \) for each \( e \in E(F) \), and, second, substituting every primal vertex \( v \in V(F) \) by a clique \( C_v \). Then \( H \) can have arbitrary large treewidth (just substitute by large enough cliques). However, \( H \) also has an \( F \)-gadget \( (S, P, \emptyset) \) where \( S_v = V(C_v) \) for each \( v \in V(F) \), and \( P_e = \{v_e\} \) for each \( e \in E(F) \). Since each \( S_v \) and each \( P_e \) only have one local source for any acyclic orientation of \( H \), we obtain by the previous result that the dag treewidth of \( H \) is bounded by \( (tw(F) + 1)^2 \). In other words, if \( F \) has small treewidth, then \( H \) has small dag treewidth even though it can have arbitrarily large treewidth.

### 6.2.2 Upper Bounds from the Clique-Width of the Skeleton Graph

In this section, we use the original definition of dag tree decomposition by [8]. The difference with Definition 24 is that each bag must contain only sources of \( H_\pi \), whereas our definition allows for arbitrary vertices. Clearly, the dag treewidth of \( H_\pi \) according to this definition is an upper bound to the dag treewidth according to Definition 24. Therefore, the upper bounds of this section are upper bounds to our generalised notion of dag treewidth.

**Definition 55** ([8], Definition 2.). A dag tree decomposition (d.t.d.) of \( H_\pi \) is a rooted tree \( T = (B, E) \) such that:

1. \( B \subseteq S \) for all \( B \in B \)
2. \( \bigcup_{B \in B} V(H_\pi(B)) = V(H) \)
3. for all \( B, B_1, B_2 \in B \), if \( B \in T(B_1, B_2) \) then \( V(H_\pi(B_1)) \cap V(H_\pi(B_2)) \subseteq V(H_\pi(B)) \)

The reason for using this definition is that, instead of working with \( H_\pi \), we can work with a reachability graph called skeleton.

**Definition 56** ([8], Definition 7). The skeleton of a dag \( H_\pi = (V(H_\pi), A(H_\pi)) \) is the bipartite dag \( \Lambda(H_\pi) = (V_\Lambda, E_\Lambda) \) where \( V_\Lambda = S \cup J \) and \( E_\Lambda \subseteq S \times J \), and \( (u, v) \in E_\Lambda \) if and only if \( v \in J(u) \).

Indeed:

**Lemma 57.** \( T \) is a DTD for \( H_\pi \) if and only if \( T \) is a DTD for \( \Lambda(H_\pi) \).

**Proof.** By construction, \( S(\Lambda(H_\pi)) = S(H_\pi) \), \( J(\Lambda(H_\pi)) = J(H_\pi) \), and for any nodes \( s \in S(H_\pi) \) and \( v \in J(H_\pi) \), \( v \) is reachable from \( s \) in \( \Lambda(H_\pi) \) if and only if \( v \) is reachable from \( s \) in \( H_\pi \). Hence \( T \) satisfies the properties of Definition 56 for \( \Lambda(H_\pi) \) if and only if \( T \) satisfies the properties of Definition 55 for \( H_\pi \).

Figure 3 gives an example of skeleton graph. Note that \( \Lambda(H_\pi) \) does not contain nodes that are neither sources nor joints, as they are irrelevant as far as \( T \) is concerned. Note also that computing \( \Lambda(H_\pi) \) takes time \(|H|^{O(1)}\).
Clique-width. The notions of clique decomposition and clique-width of a graph were defined by Courcelle and Olariu in [17]. A clique decomposition is defined by a rooted parse tree \( T \) (or, equivalently, by what is called a \( k \)-formula). Each node \( x \in T \) specifies an operation \( O_x \) among the ones listed below. Let \( T_x \) be the subtree of \( T \) rooted at \( x \), and \( H_x \) be the subgraph of \( H \) obtained by parsing \( T_x \). We let \( H = H_{\text{root}(T)} \). Each vertex \( v \in H_x \) has a label \( i_x(v) \in [k] \), and we denote by \( L_x(i) \) the set of vertices of \( H_x \) with label \( i \). Each operation \( O_x \) is one of:

- create\((i)\): let \( H_x = (\{v\}, \emptyset) \) and \( i_x(v) = i \). Allowed only if \( x \) is a leaf.
- union: let \( H_x \) be the disjoint union of \( H_{x'} \) and \( H_{x''} \), where \( x', x'' \) are the children of \( x \) in \( T \). Allowed only if \( x \) has two children.
- clique\((i, j)\): let \( H_x \) be obtained from \( H_{x'} \) by setting \( V(H_x) = V(H_{x'}) \) and \( E(H_x) = E(H_{x'}) \cup (L_{x'}(i) \times L_{x'}(j)) \), where \( x' \) is the child of \( x \). So, we are adding edges between each vertex labelled \( i \) and each vertex labelled \( j \) in \( H_{x'} \). Allowed only if \( x \) has one child.
- relab\((i, j)\): let \( H_x \) be obtained from \( H_{x'} \) by relabeling all \( v \in L_{x'}(i) \) as \( j \), where \( x' \) is the child of \( x \). Allowed only if \( x \) has one child.

The smallest number of distinct labels needed to build \( H \) using such a tree is the clique-width of \( H \), denoted by \( \text{cw}(H) \). We will show that \( \tau(H_x) \leq \text{cw}(\Lambda(H_x)) \), where \( \text{cw}(\Lambda(H_x)) \) is meant on the undirected version of \( \Lambda(H_x) \). As a consequence, we will prove the following result. First, let us introduce:

**Definition 58.** The skeleton clique-width of \( H \) is:

\[
\text{skel-cw}(H) := \max_{H_x} \text{cw}(\Lambda(H_x))
\]

(42)

where the max is over all acyclic orientations of \( H \).

The goal of this section is to prove Theorem 10 which is an immediate consequence of combining the dynamic programming algorithm along dag treewidth [8, Theorem 9] with the following bound on the skeleton clique-width:

**Theorem 59.** Every graph \( H \) satisfies \( \tau_1(H) \leq \text{skel-cw}(H) \).

Preliminaries. We will consider a clique decomposition \( T \) of the undirected version of \( \Lambda(H_x) \). To avoid cluttering the notation, however, we will denote \( \Lambda(H_x) \) simply by \( H \). Bear in mind that \( H \) is bipartite into sources and joints, a property that will be used in our proofs.

For any \( x, y \in T \) we denote by \( T(x, y) \) the unique simple path from \( x \) to \( y \) in \( T \). We denote by \( \prec \) the partial order given by \( T \) over its nodes. That is, \( x \preceq y \) means that \( x \) is \( y \) or an ancestor of \( y \), so \( x \in T(y, \text{root}(T)) \), and \( x \prec y \) means that \( x \) is an ancestor of \( y \), so \( x \in T(y, \text{root}(T)) \setminus \{y\} \). Note that \( T \) has the following basic “label propagation” property:

**Fact 60.** If \( x \preceq y \) then \( L_y(i_y(v)) \subseteq L_x(i_x(v)) \).

In words, the set of vertices having the same label as \( v \) can only grow as we move towards the root of \( T \).
We say that a node $v$ is created at $x \in T$ if $x$ is a leaf and $v \in V(H_x)$. We say that an edge $(u, v)$ is created at $x \in T$ if $u, v \in H_v$ and $O_x = \text{CLIQUE}(i_x(u), i_x(v))$. Note that an edge can be created at multiple nodes. Given $v \in H$, we denote by $x_{on}(v)$ the leaf of $T$ where $v$ is created, and by $x_{off}(v)$ the node of $T$ closest to the root of $T$ where an edge insisting on $v$ is created. Obviously, $x_{off}(v) \leq x_{on}(v)$.

**Definition 61.** The active span of $v$ is $\text{AS}(v) = T(x_{on}(v), x_{off}(v))$.

If $x \in \text{AS}(v)$ then we say $v$ is active at $x$. We denote by $A_x$ the vertices active at $x$, and by $A_x(i) = A_x \cap L_x(i)$ the vertices with label $i$ that are active at $x$.

**Designated sources.** We assign a designated source $s_v$ to each vertex $v \in H$. If $v \in S$, then $s_v = v$. Else, we let $s_v = \text{min}_x S_v$, where:

$$S_v = \{ s \in S : (s, v) \text{ created at } x_{off}(v) \}$$

(43)

Thus, to choose $s_v$, we look at all edges incident to $v$ that are created at $x_{off}(v)$ and choose the smallest appearing in those edges.

Before continuing, we give some useful properties.

**Claim 62.** If for some $x \in T$ we have $u \in A_x$ and $i_x(u) = i_x(v)$, then

i) $x_{off}(u) = x_{off}(v)$

ii) $v \in A_x$

iii) $\{u, v\} \subseteq J$ or $\{u, v\} \subseteq S$

iv) $u \in J \implies s_u = s_v$

**Proof.**

i) since $i_x(u) = i_x(v)$, then, at any $y \leq x$, an edge incident to $u$ is created if and only if an edge incident to $v$ is created. Thus, $x_{off}(u) = x_{off}(v)$.

ii) on the one hand, $x_{on}(v) \geq x$, since $v \in H_x$. On the other hand, $x_{off}(v) \leq x$, because $x_{off}(u) = x_{off}(v)$ by (i), and $x_{off}(u) \leq x$ since $u \in H_x$. We conclude that $x \in \text{AS}(v)$, i.e., $v \in A_x$.

iii) suppose by contradiction that $u \in S$ and $v \in J$. Let $y = x_{off}(u) = x_{off}(v)$. As noted above $i_y(u) = i_y(v)$, thus at $y$ we create edges between $u$ and $z$ and between $v$ and $z$, for some $z \in H$. This contradicts the assumption that $H$ is bipartite into sources and joints.

iv) recall the set $S_v$ above. The proof of (i) implies that $S_u = S_v$, and therefore $s_u = s_v$.

**Claim 63.** At any $x \in T$, for any label $i$, either $A_x(i) = \emptyset$ or $A_x(i) = L_x(i)$.

**Proof.** Follows from point (ii) of Claim 62.

**Representants.** Recall that $A_x(i) = A_x \cap L_x(i)$ is the set of active vertices with label $i$.

**Definition 64.** The representant of label $i$ at $x$ is defined, if $A_x(i) \neq \emptyset$, as $r_x(\text{def}) = \text{min}_x A_x(i) = \text{min}_x L_x(i)$. The set of representants at $x$ is $R_x = \{ r_x(i) : A_x(i) \neq \emptyset \}$.

Note that, if $A_x(i) \neq \emptyset$, then by Claim 63 $A_x(i) = L_x(i)$, so the definition above is always consistent. Note also that $|R_x| \leq k$.

**Claim 65** (Monotonicity of representant sources). Let $s \in S$. Suppose that $s \in A_y \setminus R_y$. Then, $s \notin R_x$ for all $x \leq y$.

**Proof.** Let $i = i_y(s)$. Since $s \in A_y$, we have $\emptyset \neq A_y(i) = L_y(i)$ by Claim 63. However, since $s \notin R_y$, we must have $s > r_y(i) = \text{min}_y L_y(i)$. Now, since $x \leq y$, we have $L_y(i) \subseteq L_x(i_z(s))$. Therefore, if $r_x(i_z(s))$ exists, it will satisfy $r_x(i_z(s)) = \text{min}_x L_x(i_z(s)) \leq L_y(i) < s$. Thus $s \neq r_x(i_z(s))$, i.e., $s \notin R_x$.
Constructing a DTD from a clique decomposition. From the parse tree \(T\), we construct a rooted dag tree decomposition \(T\) by replacing each node \(x\) of \(T\) with the bag:

\[
B(x) = \{ s_v : v \in R_x \}
\]  

That is, \(B(x)\) contains the designated source of each representant at \(x\). Note that in general we can have \(B(x) \not\subset H_x\). Before proving that \(T\) is a DTD of \(\Lambda(H_*)\), we need some ancillary notions and claims.

**Definition 66.** An edge \((s, v) \in H\) is broken at \(x\) if \(|\{s, v\} \cap H_x| = 1\).

Clearly, if \((s, v) \in H\) is broken at \(x\) then \((s, v)\) is created at some \(y \leq x\).

**Claim 67** (Active joints have their designated sources in the bag). If \(v \in J\) and \(v \in A_x\), then \(s_v \in B(x)\).

**Proof.** Let \(i = i_x(v)\). By point (iv) of Claim 62, we have \(s_v = s_u\) for all \(u \in A_x(i)\). In particular, \(s_v = s_u\) for \(u = \min A_x(i) = r_x(i)\). But, by construction of \(B(x)\), we have \(s_u \in B(x)\).

**Claim 68** (Joints of broken edges are covered). If \((s, v)\) is broken at \(x\), then \(v \in J(B(x))\).

**Proof.** Suppose first \(v \in H_x\). Then \(x \text{off}(v) \leq x\), so \(v \in A_x\). Moreover, \(v \in J\). Then \(s_v \in B(x)\) by Claim 67. Thus, \(v \in J(B(x))\).

Now suppose \(s \in H_x\). Then \(x \text{off}(s) \leq x\), so \(s \in A_x\). Let \(i = i_x(s)\). Then \(\emptyset \neq A_x(i) = L_x(i)\), by Claim 63 and so \(r = r_x(i)\) exists. Now, let \(y \leq x\) be any node where \((s, v)\) is created. Then, the edge \((r, v)\) is created at \(y\), too, since \(i_y(r) = i_y(s)\). Thus, \((r, v) \in H\), which means \(v \in J(r)\). This implies \(v \in J(B(x))\), since \(r \in B(x)\) by construction of \(B(x)\).

**Claim 69.** If \(s \in B(x) \setminus H_x\), then the edge \((s, v) \in H\) is broken at \(x\) for some joint vertex \(v \in H_x\) such that \(s_v = s\). Moreover, \(s \in B(y)\) for all \(a \leq y \leq x\), for the lowest \(a \leq x\) such that \(s \in H_a\).

**Proof.** If \(s \in B(x) \setminus H_x\), then \(s = s_v\) for some \(v \in J \cup A_x\), so \((s, v)\) is broken at \(x\). By definition of \(a\), the edge \((s, v)\) is created at \(a\), and therefore \(v \in A_y\) as well. Hence, for all \(y\) such that \(a \leq y \leq x\), we have \(v \in A_y\), which by Claim 67 implies \(s \in B(y)\).

**Claim 70.** Suppose \(s \in H_x \cap B(y)\). Then \(s \in H_x \Rightarrow s \in B(x)\) for any \(x > y\).

**Proof.** We distinguish two cases. First, suppose that \(s \in R_y\). Then,

\[
\begin{align*}
s \in R_y & \Rightarrow s \in A_y \\
\Rightarrow s \in A_x & \quad \text{by } R_y \subseteq A_y \\
\Rightarrow s \in R_x & \quad \text{by } s \in H_x \text{ and } x > y \\
\Rightarrow s \in B(x) & \quad \text{by Claim 65}
\end{align*}
\]

Now suppose that \(s \notin R_y\). Then, by construction of \(R_y\),

\[
s \notin R_y \Rightarrow s = s_v : (s, v) \in H, v \in R_y
\]

Thus, \(v \in A_y\). Since \(y < x\), then either \(v \in H_x\) and \(v \in A_x\), or \(v \notin H_x\). If \(v \in A_x\), then \(s = s_v \in B(x)\) by Claim 67. If instead \(v \notin H_x\), then \((s, v)\) is broken at \(x\) with \(s \in A_x\). If \(s \in R_x\), then \(s \in B(x)\). Otherwise, \(s \notin R_x\), which means that \(\min A_x(i) = s' < s\), for some source \(s'\), where \(i = i_x(s)\). But then, when \((s, v)\) is created, \((s', v)\) is created too. Thus \((s', v) \in H\). But then \(s_v \leq s'\), so \(s_v \neq s\), a contradiction.

We now prove:
Lemma 71. Let $\mathcal{T}$ be the tree obtained from $T$ as described above. Then, $\mathcal{T}$ is a valid DTD of $H$ of width $\leq k$.

Proof. We check the three properties of Definition 55. First, by construction $B(x) \subseteq S(H)$ for all $x \in T$. Second, for all $s \in S(H)$ there exists $x \in T$ such that $s \in B(x)$. To see this, take $x = x_{\text{root}}(s)$; then $s$ is active at $x$, and since it is also the only vertex in $H_x$, we have $s = r_x(i_x(s))$ and therefore $B(x) = \{s\}$. Clearly, $|B(x)| \leq |R_x| \leq k$, so the width of $\mathcal{T}$ is at most $k$. It remains to show the third property, that is:

$$x \in T(x', x'') \Rightarrow J(B(x')) \cap J(B(x'')) \subseteq J(B(x))$$

(50)

Clearly, we can assume $x \notin \{x', x''\}$. This implies $x \prec x'$ or $x \prec x''$, so, without loss of generality, we assume $x \prec x'$. Now consider any vertex $z \in J(B(x')) \cap J(B(x''))$. By construction, $z \in J(s') \cap J(s'')$ for some $s' \in B(x')$ and $s'' \in B(x'')$. Hence, $s' = s_{v'}$ and $s'' = s_{v''}$ for some $v' \in R_{x'}$ and $v'' \in R_{x''}$.

Let $S_z$ be the set of sources of $H$ having an edge to $z$. We consider three cases.

Case 1: $(z \cup S_z) \cap H_x \neq \emptyset$ and $(z \cup S_z) \nsubseteq H_x$. Then, some edge $(s, z) \in H$ is broken at $H_x$. Claim 68 then implies $z \in J(B(x))$.

Case 2: $(z \cup S_z) \cap H_x = \emptyset$. Then $s' \notin H_x$, since otherwise, as $x \prec x'$, we would have $s' \in H_x$, contradicting $S_z \cap H_x = \emptyset$. Therefore, $s' \notin R_x$. Yet, we know $s' \in B(x')$. Thus, we must have $s' = s_{v'}$, where $v'$ is some joint vertex of $H$ that satisfies $v' \in R_{x'} \subseteq A_{x'}$. But since $x \prec x'$, then $v' \in H_x$, too. Since $s' \notin H_x$, then the edge $(s', v')$ is broken at $x$. This implies $v' \in A_x$, which by Claim 67 implies $s' = s_{v'} \in B(x)$, and thus $z \in J(B(x))$.

Case 3: $(z \cup S_z) \subseteq H_x$. Denote by $a \in T$ the lowest common ancestor of $x', x''$, let $T_a$ be the subtree of $T$ rooted at $a$. Note that $s'' \in H_a$, since $s'' \in S_z \subseteq H_x$, and since $a \prec x$ as $a$ is the node of $T(x', x'')$ closest to root($T$).

Now, we claim that $s'' \in B(a)$. If $a = x''$, this holds because by hypothesis $s'' \in B(x'')$. Suppose instead that $a \neq x''$. Then $H_x \cap H_{x''} = \emptyset$, as $x$ and $x''$ belong to disjoint subtrees of $T_a$. But $s'' \in H_x$, since $s'' \in S_z$ and we assume $(z \cup S_z) \subseteq H_x$. Therefore, $s'' \notin H_{x''}$, and moreover, $a$ is the lowest ancestor of $x''$ such that $s'' \in H_a$. By Claim 69, $s'' \in B(a)$.

Thus, $s'' \in H_a \cap B(a)$. Since $x \succ a$ and $s'' \in H_x$, by Claim 70, $s'' \in B(x)$, and so $z \in J(B(x))$. \hfill \Box

7 Approximate Counting

In this section, we consider the complexity of approximately counting subgraphs and induced subgraphs in degenerate graphs. We will identify classes of graphs $C$ for which $\#\text{SUB}_B(C)$ and $\#\text{IND}_B(C)$ can be approximated efficiently by a fixed-parameter tractable approximation scheme:

Definition 72 ([4] [13] [24]). Let $(P, \kappa)$ be a parameterized counting problem. A fixed-parameter tractable approximation scheme (FPTRAS) for $(P, \kappa)$ is a randomised algorithm $\&$ that expects as input an instance $I$ of $(P, \kappa)$ and $\varepsilon > 0$, and returns an output $\hat{c}$ such that

$$\Pr[(1 - \varepsilon)P(I) \leq \hat{c} \leq (1 + \varepsilon)P(I)] \geq 2/3.$$  \hfill (51)

The running time of $\&$ must be bounded by $f(\kappa(I)) \cdot \text{poly}(|I|, \varepsilon^{-1})$, where $f$ is computable and independent of $I$.

The error probability of an FPTRAS can be brought down to any $\delta > 0$, thus matching the original definition of an FPTRAS by [4], by standard amplification techniques, at the cost of an additional factor of $O(\log(1/\delta))$ in the running time (see [24]). In what follows, we will call $\hat{c}$ an $\varepsilon$-approximation of $P(I)$ if $(1 - \varepsilon)P(I) \leq \hat{c} \leq (1 + \varepsilon)P(I)$. 
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Let us start by noting that, for \(#\text{Sub}_d(C)\) and \(#\text{IndSub}_d(C)\), an FPTRAS may not always exist. To see this, let \(C\) be the set of all 1-subdivisions of cliques. Then the \(k\)-clique problem, which is \(W[1]\)-hard, reduces to the decision problems \(\text{Sub}_d(C)\) and \(\text{IndSub}_d(C)\), by computing the 1-subdivision \(G'\) of \(G\), which has degeneracy at most 2, and checking if it contains the subdivision of a \(k\)-clique. Since an \(\varepsilon\)-approximation of the number of subdivided \(k\)-cliques in \(G'\) reveals whether or not \(G\) contains a \(k\)-clique, we conclude that \(#\text{Sub}_d(C)\) and \(#\text{IndSub}_d(C)\) do not have an FPTRAS unless \(\text{P} = \text{FPT}\) under randomised reductions.

Hence, in general \(#\text{Sub}_d(C)\) and \(#\text{IndSub}_d(C)\) are unlikely to admit an FPTRAS. Nonetheless, we identify large classes of patterns \(C\) for which an FPTRAS exists. For the remaining classes, we are not able to prove hardness results; but we point out that, for approximate counting problems, dichotomies into easy and hard cases are quite uncommon, and often even unlikely to exist [27]. Even in the case of non-degenerate graphs, the complexity of approximate counting subgraphs is only partially resolved: [4] established the existence of an FPTRAS for counting copies of patterns of bounded treewidth, but it is still not known if patterns of unbounded treewidth induce hardness.

For our results, presented in the subsequent subsections, we rely on a recent reduction from “approximate counting to colourful decision” for self-contained \(k\)-witness problems due to [24]. To this end, we say that a graph \(G\) is \(k\)-\textit{vertex coloured} if it comes with a (not necessarily proper) surjective colouring \(c : V(G) \rightarrow [k]\). Now let \(C\) be a class of graphs. The problem \(\text{MultiColSub}_d(C)\) expects as input a \(k\)-vertex coloured graph \(G\) and a \(k\)-vertex pattern \(H\), and the goal is to decide whether \(G\) contains a subgraph isomorphic to \(H\) that, additionally, contains each colour precisely once. The parameterization is given by \(k + d(G)\). The problem \(\text{MultiColIndSub}_d(C)\) is the same, but for \textit{induced} multicoloured copies.

The following is a direct consequence of Theorem 9 in [24].

**Theorem 73 (24).** Let \(C\) be a class of graphs. If \(\text{MultiColSub}_d(C)\) can be solved in time \(T(G, k, d(G))\), then there is a randomised algorithm \(\mathcal{A}\) that, on input a \(k\)-vertex pattern \(H \in C\), an \(n\)-vertex graph \(G\), and \(\varepsilon > 0\), computes in time \(\varepsilon^{-2}k^{2k}\cdot \text{o}(1)T(G, k, d(G))\) and with probability at least 2/3 an \(\varepsilon\)-approximation of \(#\text{Sub}(H \rightarrow G)\). In particular, \(#\text{Sub}_d(C)\) has an FPTRAS whenever \(\text{MultiColSub}_d(C)\) is FPT. The same holds true for \(\text{MultiColIndSub}_d(C)\) and \(#\text{IndSub}_d(C)\).

Before we begin with our treatment of the multicolour decision versions, let us remark that, following Theorems 2 and 9 in [24], we also obtain efficient algorithms for \(\varepsilon\)-approximate sampling of subgraphs and induced subgraphs in degenerate graphs whenever the multicolour decision version is fixed-parameter tractable.

### 7.1 Detecting Multicoloured Subgraphs

As a warm-up, we will begin with \(\text{MultiColSub}_d(C)\), which turns out to be the significantly easier case when compared to \(\text{MultiColIndSub}_d(C)\), as we will see later. The reason for that is that the detection of multicoloured subgraphs is equivalent to detecting the existence of a homomorphism whose image is multicoloured. In particular, the constraint of hitting each colour precisely once makes sure that the homomorphism is injective.

**Lemma 74.** Let \(C\) be a class of graphs. There is a computable function \(\hat{f}\) such that the problem \(\text{MultiColSub}_d(C)\) can be solved in time \(\hat{f}(k, d) \cdot n^{o(H)}\log n\), where \(d = d(G)\) and \(n = |V(G)|\). In particular, \(\text{MultiColSub}_d(C)\) is FPT whenever the (generalised) dag treewidth of \(C\) is bounded.

---

**Remark:** We remark that the formal statement of Theorem 9 in [24] describes the running time of the algorithm for the multicolour decision version only as a function in \(n\) and \(k\). However, by mimicking its proof (that is, by applying [24] Theorem 1) for our case of approximate counting copies and induced copies of \(H\) in \(G\), we see that the running time can also be expressed as a function in \(G\) and \(k\), and thus also in \(d(G)\).
Proof. Given a \( k \)-vertex coloured graph \( G \) of degeneracy \( d \) and a \( k \)-vertex pattern \( H \in C \), the algorithm proceeds as follows: First, we guess a (not necessarily proper) surjective \( k \)-vertex colouring \( c_H : V(H) \to [k] \) of \( H \). Note that there are \( k! \) many choices as \( |V(H)| = k \). Let \( c_G \) be the \( k \)-vertex colouring of \( G \).

Now, for each guess of \( c_H \), we can decide whether there is a homomorphism \( \varphi \) from \( H \) to \( G \) that respects \( c_H \) (i.e., for each \( v \in V(H) \) we have \( c_G(\varphi(v)) = c_H(v) \)) in time \( f(k, d) \cdot n^{\tau(H)} \log n \). To this end, we adapt the dynamic programming algorithm of [8] in a straightforward way: when enumerating the homomorphisms \( \phi \) from (the subgraphs of) \( H \) to \( G \), we discard \( \phi \) if it does not respect the colouring. It is immediate to see that the resulting algorithm counts the number of homomorphisms from \( H \) to \( G \) that respect \( c_H \) and thus, in particular, decides if one such homomorphism exists.

The overall running time bound is achieved by setting \( \hat{f}(k, d) := k! f(k, d) \).

The result on approximate counting is an immediate consequence.

**Theorem 75** (Theorem 12 restated). There exists a computable function \( f \) and a randomised algorithm \( \mathcal{A} \) that, on input an \( n \)-vertex graph \( G \), a \( k \)-vertex pattern \( H \), and \( \varepsilon > 0 \), computes in time \( \varepsilon^{-2} \cdot f(k, d(G)) \cdot n^{\tau(H) + o(1)} \) and with probability at least \( 2/3 \), an \( \varepsilon \)-approximation of \( \#\text{Sub}(H \to G) \). In particular, \( \#\text{Sub}_\varepsilon^c(C) \) has an FPTRAS whenever the (generalised) dag treewidth of \( C \) is bounded.

**Proof.** Follows immediately by combining the previous lemma with Theorem 73.

**Examples.** We give two examples of classes \( C \) for which approximate counting is hard when parameterized only by \( k \), but is FPT when parameterized by \( k + d \). First, let \( C \) be the class of wreath graphs, which are the disjunctive product (also called “OR product”) of cycles and independent sets. It is not hard to see that if \( H \) is a wreath graph, then every acyclic orientation \( H_{\ast} \) of \( H \) has essentially the same dag tree decomposition of the corresponding oriented cycle, and in particular has \( \tau(H) = 2 \). Since this holds for every orientation and every such \( H \), we have \( \tau_1(C) = 2 \). Hence, by Theorem 75 there exists an FPTRAS for counting the copies of any \( H \in C \) when the parameter is \( k + d \). Second, let \( C \) be the class of all graphs \( H \) that can be constructed through an F-gadget as follows. Let \( F \) be any fixed graph. Then, let \( H \) be any graph obtained from \( F \) by exploding every node into a clique, and by subdividing every original edge once. Then, \( H \) has an F-gadget \( (S, \mathcal{P}, \emptyset) \), where \( H[S_v] \in S \) is a clique for every \( v \in V(F) \). Now consider any acyclic orientation \( H_{\ast} \) of \( H \). Clearly, \( H_{\ast}(S_v) \) as a standalone graph has exactly one node of zero indegree, and the same for \( H_{\ast}(P_e) \), for all \( v \in V(F) \) and all \( e \in E(F) \). Therefore, by Theorem 53 we have that \( \tau_1(H_{\ast}) \) is constant, as \( tw(F) \) is constant (being \( F \) fixed). Thus, by Theorem 74 there exists an FPTRAS for counting the copies of any given \( H \in C \) when the parameter is \( k + d \). However, in both cases, \( C \) has unbounded treewidth. Therefore the existence of an FPTRAS in the non-degenerate case (i.e., for the parameter \( k \) only) is not known, and even impossible under the assumption that treewidth characterises FPT approximability of parameterized subgraph counting in the non-degenerate case (see [4]).

### 7.2 Detecting Multicoloured Induced Subgraphs

Next, we continue with \textsc{MultiColIndSub}_\varepsilon^c(C). In contrast to \textsc{MultiColSub}_\varepsilon^c(C), we are not able to rely on dynamic programming over dtd’s if we aim for any interesting results. Instead, we construct a novel algorithm for detecting colourful induced subgraphs in degenerate graphs, the base case of which is given by the independent set problem:

**Lemma 76.** The problem of detecting a multicoloured \( k \)-independent set in a \( k \)-vertex coloured graph \( G \), when parameterized by \( k + d(G) \) is fixed-parameter tractable and can be solved in time \( O(k^d d(G)^k(k^2 + |G|)) \).
Proof. Let \( d = d(G) \) for short. Consider the following recursive algorithm. Let \( G = (V,E) \), and for each \( i \in [k] \), compute the set of vertices \( V_i \) of \( V \) having colour \( i \). First, suppose that \( |V_i| > d(k-1) \) for all \( i \). In this case, we answer YES. To see why, consider \( G \) sorted in degeneracy order. Let \( v_1 \) be the first vertex in \( V \), and let its colour be \( c_{1} \). Then, delete \( V_{c_{1}} \cup N_{G}(v_{1}) \) from \( V \). By the degeneracy ordering, this deletes at most \( d \) vertices from any \( V_j \) with \( j \neq c_{1} \). Now let \( v_2 \) be the first vertex in \( V \), and let its colour be \( c_{2} \). Then, delete \( V_{c_{2}} \cup N_{G}(v_{2}) \) from \( V \). Like before, this deletes at most \( d \) vertices from any colour class other than \( c_{2} \). Continue until \( i = k \).

Since initially \( |V_i| > d(k-1) \) for all \( i \in [k] \), and at each step we delete at most \( d \) vertices from any one of the remaining colour classes, then \( V \) never becomes empty. This proves that there exists a set of vertices \( \{v_1, \ldots, v_k\} \) spanning all \( k \) colours. By construction \( \{v_1, \ldots, v_k\} \) is an independent set as well. Therefore, in this case the answer is YES.

Suppose now that \( |V_i| \leq d(k-1) \) for \( i = 1, \ldots, \ell \) and \( |V_\ell| > d(k-1) \) for \( i = \ell + 1, \ldots, k \). (We assume the colours are sorted in this way, without loss of generality). Then, we enumerate explicitly \( V_1 \times \cdots \times V_\ell \), which takes time \( (d(k-1))^\ell \). For any tuple \( (v_1, \ldots, v_\ell) \), we check whether \( G[\{v_1, \ldots, v_\ell\}] \) is an independent set. If that is the case, then we do as follows. If \( \ell = k \), then we just stop and return YES. Otherwise, we try extending \( \{v_1, \ldots, v_\ell\} \) into a colourful \( k \)-independent set. Let \( G' \) be the graph obtained by deleting \( (V_1 \cup N_{G}(v_1)) \cup \cdots \cup (V_\ell \cup N_{G}(v_\ell)) \) from \( G \). Observe that \( \{v_1, \ldots, v_\ell\} \) is part of a colourful \( k \)-independent set in \( G \) if and only if \( G' \) contains a colourful \( (k-\ell) \)-independent set. Therefore, we invoke the entire algorithm recursively on \( G' \), and if the output of the recursive call is YES, then we return YES. If \( \ell < k \), and the recursive calls return NO for all \( \{v_1, \ldots, v_\ell\} \), then we return NO.

Straightforward arguments show that the algorithm above is correct. For the running time, consider every call (recursive or not) to the algorithm. By construction, at most \( (d(k-1))^\ell \) such calls are made. To each such call we charge (i) the time taken by the call itself for computing of the sets \( V_\ell \), which is \( O(|G|) \), and (ii) the time taken by the parent call to compute the input for the call itself, which is \( O(k^2 + |G|) \) since the parent call checks if \( G[\{v_1, \ldots, v_\ell\}] \) is an independent set and then computes \( G' \) in linear time. Therefore, the total running time is bounded by \( O(k^d d^k (k^2 + |G|)) \).

Next, we extend the latter result to patterns of bounded induced matching number.

**Lemma 77.** Let \( C \) be a class of graphs. If the induced matching number \( \text{imn}(C) \) of \( C \) is bounded, then \( \text{MULTICOLINDSUB}_{\ell}(C) \) is fixed-parameter tractable and can be solved in time \( k^{O(k^d)} d^{k^2} (k^2 + |G|)^{\text{imn}(C) + 1} \).

**Proof.** Let \( H \in C \) and let \( G \) be a \( d \)-degenerate graph with \( k \)-vertex colouring \( c_G \). First, we compute \( \text{imn}(H) \), which can be done in time \( O(1.43^k \text{poly}(k)) \) [52]. If \( \text{imn}(H) = 0 \), then we have an instance of the multicoloured independent set problem, which by Lemma 76 can be solved in time \( O(d^k k^d (k^2 + |G|)) \), which is in \( k^{O(k^d)} d^{k^2} (k^2 + |G|) \). If \( \text{imn}(H) \geq 1 \), then we continue below.

As usual, we sort \( G \) in degeneracy order in linear time. Now, for each acyclic orientation \( H_\rightarrow \) of \( H \), we search for a multicoloured induced copy of \( H_\rightarrow \) in \( G \) that respects the orientation of the edges, that is, we search a *multicoloured strong embedding*: a function \( \varphi : V(H) \to V(G) \) such that \( (u,v) \in E(H_\rightarrow) \) if and only if \( (\varphi(u),\varphi(v)) \in E(G) \) for all \( u,v \in V(H) \), and \( c_G(\varphi(V(H))) = [k] \). Let \( S \) denote the sources of \( H_\rightarrow \). By Lemma 33, \( H_\rightarrow \) has a \( t \)-kernel \( K \subseteq S \) with \( t \leq \text{imn}(H) \).

That is, there exists a set \( K \) of \( t \leq \text{imn}(H) \) sources from which all non-sources of \( H_\rightarrow \) are reachable. We can find \( K \) in time \( O(2^k k^2) \) by brute force enumeration and graph search. We then let \( \overline{K} = S \setminus K \) be the set of sources outside \( K \), and we let \( H_\rightarrow(K) = H_\rightarrow[V(H) \setminus \overline{K}] \) be the subgraph of \( H_\rightarrow \) reachable from \( K \).

Now the idea is that detecting a colourful induced copy of \( H_\rightarrow(K) \) in \( G \) can be done in FPT time by guessing the image of \( K \), and that detecting a colourful induced copy of \( \overline{K} \) in \( G \) can be done in FPT time by Lemma 76 since \( \overline{K} \) is an independent set. The only complication is that we should search for the copy of \( \overline{K} \) in a certain subgraph of \( G \) so that, together with the copy of \( H_\rightarrow(K) \), it forms a copy of \( H_\rightarrow \).
We begin by enumerating all homomorphisms \( \varphi' : H_\ast(K) \to G \). Let \( \ell = |K|, \) so \( |V(H_\ast(K))| = k - \ell \). Since \( H_\ast(K) \) is reachable from \( t \) sources, and every vertex of \( G \) has outdegree at most \( d \), the enumeration takes time \( O(|V(G)|^{d^k-t-\ell} \text{poly}(k)) \), see [8]. For each such \( \varphi' \) we check if:

1. the image of \( \varphi' \) is an induced copy of \( H_\ast(K) \) in \( G \), and
2. the vertices in the image of \( \varphi' \) have pairwise different colours.

in which case we say \( \varphi' \) is valid. Note that testing if \( \varphi' \) is valid takes time \( O(k^2) \).

Now, for each valid \( \varphi' \), we check whether \( \varphi' \) can be extended to a multicoloured strong embedding, as follows. Let \( K = \{ s_1, \ldots, s_t \} \), and let \( C' \subset [k] \) be the set of colours not covered by \( \varphi' \). For every permutation \( c_1, \ldots, c_\ell \) of \( C' \), for each \( i \in [\ell] \) let \( V_i \) be the subset of vertices \( v \) of \( G \) such that:

1. \( c_G(v) = c_i \)
2. \( N_G^{\text{out}}(v) \cap \im(\varphi') = \varphi'(N_H^{\text{out}}(s_i)) \), that is, the out-neighbours of \( v \) in the image of \( \varphi' \) are precisely the images of the out-neighbours of \( s_i \) (in \( H_\ast \)) under \( \varphi' \)
3. there are no in-neighbours of \( v \) in the image of \( \varphi' \).

The sets \( V_i \) can be computed in time \( O(k^2 |G|) \). If any \( V_i \) is empty, then we skip and continue with the next permutation of \( C' \). Otherwise, let \( G' \) be the subgraph of \( G \) induced by \( V_1, \ldots, V_\ell \). Observe that \( G' \) is \( \ell \)-vertex coloured with colours \( c_1, \ldots, c_\ell \), and that \( G' \) can be constructed in time \( |G| \) from the sets \( V_i \).

Now, the crucial observation is the existence of a bijection between multicoloured \( \ell \)-independent sets in \( G' \) and extensions \( \varphi \) of \( \varphi' \) such that:

1. \( \varphi \) is a multicoloured strong embedding from \( H_\ast \) to \( G \), and
2. for all \( i \in [\ell] \), the colour of the image of \( s_i \) is \( c_i \).

More precisely, the extension \( \varphi \) is given by assigning \( s_i \) the \( c_i \)-coloured element of the independent set in \( G' \). Therefore, we need only to detect a multicoloured \( \ell \)-independent set in \( G' \), which by Lemma [76] takes time \( O(d^\ell k(k^2 + |G|)) \), since \( d(G') \leq d \). By adding the time taken to compute \( G' \), the bound remains unchanged.

Let us wrap up the bounds. The acyclic orientations of \( H \) and the permutations of \( \ell \leq k \) colours give a \( k^{O(k)} \) multiplicative factor. Then, if \( H_\ast \) has a \( t \)-kernel \( K \), and if \( |K| = \ell \), then enumerating all valid \( \varphi' \) takes time \( O(d^{\ell - t} k^{\ell} |V(G)|^{t} \text{poly}(k)) \). For every such \( \varphi' \), we spend time \( O(d^\ell k^t (k^2 + |G|)) \). This yields a total running time of \( k^{O(k)} d^{k-\ell} |V(G)|^{t} |G| \). Since \( t \geq 1 \) because we assumed \( H \) is not an independent set, since \( t \leq \im(H) \leq \im(C) \), and since \( |G| \leq d |V(G)| \), the total running time is bounded by \( k^{O(k)} d^{k} |V(G)|^{\im(C)+1} + o(1) \).

**Theorem 78** (Theorem [18] restated). Let \( C \) be a class of graphs. If the induced matching number of \( C \) is bounded, then the problem \( \# \text{INDSUB}_B(C) \) has an FPTRAS with running time \( O(\varepsilon^{-2} k^{O(k)} d^{k+1} |V(G)|^{\im(C)+1} + o(1)) \).

**Proof.** Follows immediately by Lemma [77] and Theorem [73].

**Examples.** Let \( C \) be the class of complete bipartite graphs. Then, \( \im(C) = 1 \). Therefore, by virtue of Theorem [78] we can approximately count the number of induced copies of any given \( H \in C \) in time \( O(\varepsilon^{-2} k^{O(k)} d^{k+1} |V(G)|^{2} + o(1)) \). However, \( C \) contains arbitrarily large graphs, and therefore, when parameterized only by \( k \), the problem of approximately counting the induced copies of \( H \in C \) in \( G \) is \( \text{W}[1] \)-hard (under randomised reductions) by reducing from the decision version [15].

### 7.3 Generalised Induced Subgraph Patterns

In the last part, we consider the complexity of approximating \( \# \text{INDSUB}_B(\Phi) \) for graph properties \( \Phi \) that have certain closure properties. Recall that \( \# \text{INDSUB}_B(\Phi) \) expects as input a
graph $G$ and a positive integer $k$, and the goal is to compute the number of induced subgraphs of size $k$ in $G$ that satisfy $\Phi$; the parameterization is given by $k + d(G)$. Recall further that we established $\#\text{IndSub}_G(\Phi)$ to be hard in case of exact counting for a variety of natural properties in Theorem [42] including connectivity, claw-freeness and all minor-closed properties of unbounded independence number.

In the non-degenerate case, that is, if we parameterize by $k$ only, it is known that the problem admits an FPTRAS for the properties of being connected and claw-free [39, 40]. In contrast, there is no FPTRAS in the non-degenerate case for the minor-closed property of being planar, unless FPT coincides with $W[1]$ under randomised reductions [41].

Therefore, we investigate to which extent small degeneracy can lead to new tractability results for approximate counting, and, in particular, whether we obtain an FPTRAS for all minor-closed properties. It turns out that a surprisingly simple Monte Carlo algorithm achieves something even stronger.

**Theorem 79.** Let $\Phi$ be a computable graph property that is true on all but finitely many independent sets. Then $\#\text{IndSub}_G(\Phi)$ has an FPTRAS.

**Proof.** If $\Phi$ is true on all but finitely many independent sets, then $\Phi$ is true on all independent sets of size at least $c$ for some constant $c$. Now let $n = |V(G)|$. If $k < c$, then we simply enumerate all $k$-vertex subsets of $G$ and count exactly how many of them satisfy $\Phi$. Hence, in this case we solve $\#\text{IndSub}_G(\Phi)$ in time $f(k) \cdot O(n^k) \leq f(k) \cdot O(n^c)$. If instead $k \geq c$, then we proceed as follows.

First, we observe that $G$ must have an induced independent set of size $\lceil \frac{n}{d+1} \rceil$. To see this, take the vertex of $G$ of smallest degree, delete it from $G$, and continue recursively. Since at each step we delete at most $d + 1$ nodes, we can continue for at least $\frac{n}{d+1}$ steps, and thus for at least $\lceil \frac{n}{d+1} \rceil$ steps. Now, if $\lceil \frac{n}{d+1} \rceil < k$, then $n < k(d + 1)$, and we solve the problem in time $f(k) \cdot O(n^k) = f(k) \cdot O(k^k(d + 1)^k)$ by a brute-force enumeration. If instead $\lceil \frac{n}{d+1} \rceil \geq k$, then the number of induced $k$-independent sets of $G$ is at least $\left( \frac{n}{d+1} \right)^k \geq 1$. Since $k \geq c$, then $\Phi$ holds for any such $k$-independent set. Hence, the fraction of $k$-node induced subgraphs of $G$ that satisfy $\Phi$ is at least (recalling that $\frac{n}{d+1} \geq k$):

$$\frac{\left( \left\lfloor \frac{n}{d+1} \right\rfloor \right)^k}{\binom{n}{k}} \geq \frac{\left( n/(d+1) \right)^k}{n^k} = k^{-k(d + 1)^{-k}}$$

By standard concentration bounds (see e.g. Theorem 11.1 in [48]), by drawing $O(\epsilon^{-2}(dk + k)^k)$ independent uniform samples, we can compute with probability at least $2/3$ an $\epsilon$-approximation of the number of $k$-vertex induced subgraphs of $G$ that satisfy $\Phi$.

Since verifying whether a particular sample satisfies $\Phi$ takes time $f(k)$ for some computable function $f$, the overall running time of the algorithm is always bounded by

$$O(\epsilon^{-2}k^k(d + 1)^k) \cdot f(k) \cdot n^c,$$

yielding the desired FPTRAS. \qed

As an easy consequence, we always get an FPTRAS for minor-closed properties:

**Corollary 80 (Theorem [14] restated).** Let $\Phi$ be a minor-closed graph property. Then the problem $\#\text{IndSub}_G(\Phi)$ has an FPTRAS.

**Proof.** If $\Phi$ is true for all independent sets, then $\#\text{IndSub}_G(\Phi)$ has an FPTRAS by Theorem [79]. Otherwise, $\Phi$ is false for an independent set on $c$ vertices for some constant $c$. But then $\Phi$ is false on all graphs with at least $c$ vertices, since $\Phi$ is minor-closed. Thus, given any $G$ and $k$, if $k > c$ we immediately return 0, otherwise, since $f$ is (poly-time) computable by the Robertson-Seymour theorem [51], then in time $f(k) \cdot O(n^k) = f(k) \cdot O(n^c)$ we can enumerate all $k$-vertex subsets of $G$ and return how many of them satisfy $\Phi$. \qed
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Proof. We consider the three cases separately.

- $P = \#\text{Hom}$.
  The claim holds for $P(C)$ by the results of [23] and the Excluded Grid Theorem [50]. For $P_d$, it holds in one direction by our Theorem 9.

- $P = \#\text{Sub}$.
  For $P(C)$, [21], says that $P(C)$ is $\#\text{W}[1]$-hard if and only if $\text{vc}(C)$ is unbounded. Since the vertex cover number is within a factor of 2 of the matching number, this implies that $P(C)$ is $\#\text{W}[1]$-hard if and only if $C$ has unbounded matching number. Now let $M_\ell$ be a matching on $2\ell$ vertices. Now we observe that a graph $H$ has $M_\ell$ as a minor if and only if it has $M_\ell$ as a subgraph. The “if” is trivial since a subgraph is a minor. For the “only if”, look at the model of $M_\ell$ in $H$, and note that if $\{u, v\} \in E(M_\ell)$, then there is an edge between the blocks $S_u, S_v$ of the model of $M_\ell$ in $H$. We conclude that $\text{vc}(C)$ is unbounded if and only if $C$ has unbounded matching minors.

- $P = \#\text{IndSub}$.
  From [11], we know that $P(C)$ is $\#\text{W}[1]$-hard if and only if $C$ is infinite. Now observe that $C$ is infinite if and only if $C$ contains arbitrarily large independent set minors, since any $k$-vertex graph $H$ has an independent set minor of size $k$ (just delete all edges of $H$).

For $P_0(C)$, Theorem 5 says that $P_0(C)$ is $\#\text{W}[1]$-hard if and only if $\text{imn}(C)$ is unbounded. Now let $I_\ell$ be the independent set on $\ell$ vertices. We observe that a graph $H$ has $I_\ell$ as an induced minor if and only if it has $I_\ell$ as an induced subgraph. The “if” direction is trivial since an induced subgraph is an induced minor. The “only if” direction follows the same argument as above, but now $\{u, v\} \in E(M_\ell)$ if and only if there is an edge between $S_u, S_v$ in $H$.

- $P = \#\text{IndSub}$.

From [11], we know that $P(C)$ is $\#\text{W}[1]$-hard if and only if $C$ is infinite. Now observe that $C$ is infinite if and only if $C$ contains arbitrarily large independent set minors, since any $k$-vertex graph $H$ has an independent set minor of size $k$ (just delete all edges of $H$).

For $P_0(C)$, Theorem 5 says that $P_0(C)$ is $\#\text{W}[1]$-hard if and only if $\text{imn}(C)$ is unbounded. Now let $I_\ell$ be the independent set on $\ell$ vertices. We observe that a graph $H$ has $I_\ell$ as an induced minor if and only if it has $I_\ell$ as an induced subgraph. The “if” direction is trivial since an induced subgraph is an induced minor. For the “only if”, take one vertex from each block $S_v$ in the witness structure of $I_\ell$ in $H$ and note that no edge can exist between two such vertices since $I_\ell$ is an induced minor.