Dimension-adaptive machine learning-based quantum state reconstruction
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Abstract

We introduce an approach for performing quantum state reconstruction on systems of \( n \) qubits using a machine learning-based reconstruction system trained exclusively on \( m \) qubits, where \( m \geq n \). This approach removes the necessity of exactly matching the dimensionality of a system under consideration with the dimension of a model used for training. We demonstrate our technique by performing quantum state reconstruction on randomly sampled systems of one, two, and three qubits using machine learning-based methods trained exclusively on systems containing at least one additional qubit. The reconstruction time required for machine learning-based methods scales significantly more favorably than the training time; hence this technique can offer an overall saving of resources by leveraging a single neural network for dimension-variable state reconstruction, obviating the need to train dedicated machine learning systems for each Hilbert space.
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1 Introduction

Estimating the properties of a quantum system through measurement is a task of fundamental importance in quantum information science. Although methods exist for the partial characterization of quantum systems requiring relatively few measurements (Ekert et al. 2002; Flammia and Liu 2011; Spengler et al. 2012; Huang et al. 2020; Eisert et al. 2020; Luke et al. 2021), the complete reconstruction of a density matrix has the distinct advantage of providing full information on any property of the system. Complete reconstruction requires quantum state tomography (QST), where repeated measurements on an ensemble of identically prepared systems are used to estimate the system’s density matrix. In general, QST consists of the preparation and experimental collection of measurement results and the purely classical and computational step of recovering the density matrix most consistent with the measurement results, known as quantum state reconstruction (Thew et al. 2002; Altepeter et al. 2005; James et al. 2005). Various methods exist for performing quantum state reconstruction, including maximum likelihood estimation (Hradil 1997; Banaszek et al. 1999; James et al. 2001; Lvovsky 2004; Altepeter et al. 2005; James et al. 2005; Smolin et al. 2012), Bayesian inference (Blume-Kohout 2010; Huszár and Houlsby 2012; Kravtsov et al. 2013; Seah et al. 2015; Granade et al. 2016; Williams and Lougovski 2017; Mai and Alquier 2017; Lukens et al. 2020; Simmerman et al. 2020; Lukens et al. 2021; Lu et al. 2022; Chapman et al. 2022), and both adaptive (Quek et al. 2021) and non-adaptive machine learning-based techniques: supervised learning (Lu et al. 2018; Lohani et al. 2020; Danaci et al. 2021; Ahmed et al. 2021b; Lohani et al. 2021; Lohani et al. 2021; Lohani et al. 2022; Torlai et al. 2018; Torlai et al. 2019; Melkani et al. 2020; Hsieh et al. 2022; Genois et al. 2021; Teo et al. 2020).
the case for larger quantum systems (Gross et al. 2010; systems (e.g., one or two qubits), this is not necessarily perform the experimental measurements required for QST 2021b; Lohani et al. 2021). While the resources required to only makes the reconstruction more difficult (Ahmed et al. meaning that statistical noise due to finite measurements an infinite number of measurements have been performed, number of terms. Note that this result holds even assuming an infinite number of measurements have been performed, meaning that statistical noise due to finite measurements only makes the reconstruction more difficult (Ahmed et al. 2021b; Lohani et al. 2021). While the resources required to perform the experimental measurements required for QST often eclipse the reconstruction time for small quantum systems (e.g., one or two qubits), this is not necessarily the case for larger quantum systems (Gross et al. 2010; Höffner et al. 2005; Lu et al. 2022). For this reason, significant research has focused on developing alternative quantum state reconstruction methods with more favorable computational scaling.

The practical challenges presented by the exponential scaling of Hilbert space with qubit number have motivated the search for alternative approaches to characterizing unknown quantum systems. One method is to continue to pursue full state reconstruction but attempt to reduce the onerous measurement and reconstruction requirements at the cost of reduced generality. A prominent example of this approach is to use an incomplete set of measurements but then perform reconstruction to arrive at a state, consistent with the results, that minimizes or maximizes various properties of the overall state such as entropy (Gupta et al. 2021) or the relative entropy (Olivares and Paris 2007). Analogous approaches for reconstruction with reduced measurement sets have also been explored using machine learning techniques (Danaci et al. 2021). However, other methods only aim to reduce the computational complexity of the reconstruction process through assumptions about the rank of the underlying state (Gross et al. 2010) or the noise impacting the measurement results (Smolin et al. 2012; Qi et al. 2013; Hou et al. 2016). Other completely different approaches to characterizing systems with fewer resources than those required for QST include entanglement witnesses (Rosset et al. 2012), classical shadows (Huang et al. 2020; Lukens et al. 2021), random measurements (Lohani et al. 2021; Merkel et al. 2010), and randomized benchmarking (Gross et al. 2010; Liu et al. 2012). Closely related are techniques that reduce the dimensionality of input data via pre-processing, such as in Giordani et al. (2020) and Zia et al. (2022). While all of these approaches can successfully mitigate the resources necessary for QST, they also suffer from reduced generality in that they either make assumptions about the system or only extract a subset of the overall properties of the state.

One recently proposed approach for confronting quantum state reconstruction’s computational cost is to frontload the exponential scaling into the training period of a machine learning-based system (Lohani et al. 2020; Lohani et al. 2021; Danaci et al. 2021; Koutný et al. 2022). In particular, recent results applying pre-trained networks to near-term intermediate scale quantum (NISQ) devices of up to four qubits revealed a significant increase in the training time as a function of the dimension of the underlying space, but only an extremely modest increase in the reconstruction time (Lohani et al. 2021; Koutný et al. 2022). For example, after training, the reconstruction time was 0.77 ms for single-qubit systems, rising only to 0.8 ms for four qubits—a near-trivial increase considering the eight-fold growth in Hilbert space dimension (Lohani et al. 2021). Similarly, another recent study found that neural-network-based reconstruction approaches performed similarly to MLE in terms of average error but were several orders of magnitude faster (Koutný et al. 2022). Note that the training of a network only needs to be performed once, and subsequently the network can be applied to any future datasets using comparatively modest resources. For example, as described above, the pre-trained network for four-qubit systems can always perform full state reconstruction in 0.8 ms (on the hardware used in Lohani et al. (2021)) without any additional training.

Although machine learning-based reconstruction systems can be trained over the entire Hilbert space and used to reconstruct arbitrarily mixed states, the training generally focuses on a fixed Hilbert space dimension in order to limit the number of trainable parameters required to describe the system. In other words, while it is in principle possible to train a network to accept variable-dimension input states, it requires a dramatic, and often practically infeasible, increase in network size and training time. Therefore, an existing weakness of this approach is that a given trained network can only be applied to systems of precisely the dimension on which it was trained and does not generalize to smaller Hilbert spaces, instead requiring a separate system to be trained for every dimension.

Here we address this current limitation by proposing an approach for quantum state reconstruction on systems of $n$ qubits using a machine learning-based system trained on $m$ qubits, where $m \geq n$. We begin by generally relating the average reconstruction fidelity of an $m$-qubit quantum
state to the average reconstruction fidelity of any of its reduced density matrices by applying the monotonicity of the fidelity. We then extract this relationship specifically for ensembles of states randomly sampled according to the Hilbert-Schmidt (HS) measure for \( m \in \{2, 3, 4\} \). We interpret these results to indicate that reconstruction systems intended explicitly for \( m \)-qubit reconstruction implicitly inherit the capacity to perform \( n < m \) qubit reconstructions. In addition, we describe a method, pictured in Fig. 1, for augmenting \( n < m \) qubit tomography measurement results to \( m \) qubits such that the desired reconstruction can be obtained through the partial trace. Finally, we demonstrate our approach using simulated tomographic measurement data for \( n \leq m \) qubits, complete inference utilizing networks trained with \( m \in \{2, 3, 4\} \), and discuss the performance of our method.

2 Machine learning-based quantum state reconstruction

In this section, we describe the general details of our machine learning-based approach to \( m \)-qubit QST. We implement a convolutional neural network (CNN) with a convolutional unit of kernel size \((2, 2)\), strides of 1, ReLU as an activation function, and 25 filters. The output of the CNN is fed into the next layer, which performs pooling with a pool-size \((2, 2)\), followed by a second convolutional unit of the same configuration. Then, we combine two dense layers, followed by a dropout layer with a rate of 0.5, which is then attached to an output layer predicting \( \tau \)-vectors (Cholesky coefficients of the density matrix; Banaszek et al. 1999; Altepeter et al. 2005). The mean square loss between the target and predicted \( \tau \) is evaluated and fed back to optimize the network’s trainable parameters using the Adagrad optimizer. We use a learning rate of 0.01 and batch size of 100 for up to 300 epochs to train the network. At the output layer is attached a pipeline that rearranges the predicted \( \tau \)-vectors into density matrices. The pipeline is built into the same graph of the network for the purposes of computing the average fidelity per epoch for cross-validation and outputting the density matrix directly to avoid postprocessing. As an example, in the two-qubit case, the predicted \( \tau \)-vectors are rearranged to lower triangular matrices, \( T \), expressed as

\[
T = \begin{bmatrix}
\tau_0 & 0 & 0 & 0 \\
\tau_4 + i\tau_5 & \tau_1 & 0 & 0 \\
\tau_{10} + i\tau_{11} & \tau_6 + i\tau_7 & \tau_2 & 0 \\
\tau_{14} + i\tau_{15} & \tau_{12} + i\tau_{13} & \tau_8 + i\tau_9 & \tau_3
\end{bmatrix}.
\] (1)

The density matrices follow as \( \hat{\rho} = \frac{TT^\dagger}{\text{Tr}(TT^\dagger)} \). Note that the physicality of \( \hat{\rho} \) is guaranteed through the Cholesky decomposition, which ensures positive semidefiniteness (James et al. 2001; Altepeter et al. 2005). Finally, at the end of the network, the fidelity \( F \) between the predicted density matrix \( \hat{\rho} \) and the target \( \rho \) is evaluated as

\[
F = \frac{\text{Tr}(\sqrt{\hat{\rho}}\sqrt{\rho}\sqrt{\hat{\rho}}\sqrt{\rho})}{\sqrt{\text{Tr}(\rho)}}^2.
\]

An in-depth description of the network architecture is given in Lohani et al. (2021). Our motivation for choosing the CNN architecture derives from the ability of these networks to detect features present in any location of an input image (Wiatowski and Bölcskei 2017). Since we consider multi-qubit systems, we expect features learned relating to any given subsystem to reappear under qubit exchange (meaning, if the same subsystem appears somewhere else in the system, the features will present themselves similarly in the input array). More generally, several fundamental properties of density matrices are local-unitary invariants, such as the purity and values of entanglement monotones. We conjecture

\[\text{arg}(\text{Tr} \rho)\]

**Fig. 1** A schematic of our approach for dimension-adaptive quantum state reconstruction. The estimation of \( n \)-qubit quantum states uses a machine learning-based reconstruction system trained on \( m \) qubits, where \( m \geq n \). First, we append virtual results for \( m - n \) qubits via engineered padding (red dotted box) to \( n \)-qubit measurements (blue dotted box), and feed the padded measurements into a network pre-trained for \( m \) qubits. At the output, the network returns an \( m \)-qubit density matrix, which is partially traced to return an estimate of the unknown quantum system of \( n \) qubits.
that such properties should be learnable as features of our network, further improving the accuracy of reconstructions across local unitary rotations of similar states. Admittedly, at present it is unclear precisely how these concepts are handled quantitatively in the numerical workings of the CNN, yet nonetheless the efficacy of this approach to state reconstruction, in general, has been confirmed in previous QST studies (Hsieh et al. 2022; Ahmed et al. 2021a; Lohani et al. 2020). Previous work suggests an approximately exponential separation in the computational resources required to train a network of the type described above compared to using it for reconstruction. For example, an analysis of the explicit training and inference times for systems of one to four qubits showed that, using the same computational resources, the training of a one-qubit network took 123 s but only 0.77 ms to perform reconstruction, compared to 1380 s and 0.80 ms, respectively, for a four-qubit system (Lohani et al. 2021). The modest scaling in inference times is the main appeal of machine learning-based reconstruction methods but comes at the cost of an intensive upfront training period. Such unfavorable scaling in the training times of neural networks are reminiscent of those found in reconstruction approaches based on maximum likelihood (Gross et al. 2010; Häffner et al. 2005) or Bayesian estimation (Lukens et al. 2020; Lu et al. 2022); however, the network has the advantage that these resources can be expended ahead of time and only once.

Here we seek to further mitigate the overhead required for training by repurposing a network trained on systems of a particular dimension for inference of all lower-dimensional systems as well. The general approach is pictured in Fig. 1 and described in detail in Section 4. In order to illustrate the proof of concept and train and test our reconstruction approach, we use mixed quantum states sampled according to the HS measure. The choice of sampling according to the HS measure as opposed to others is due to the unique property that it induces a flat Euclidean geometry into the mixed states (Sommers and Zyczkowski 2003; Zyczkowski and Sommers 2003) and has hence found wide adoption in various studies of quantum states. We note, however, that many other distributions of random quantum states exist and have been studied in various contexts, including as prior distributions for Bayesian inference (Granade et al. 2016; Mai and Alquier 2017; Lukens et al. 2020) and training sets for machine learning-based reconstruction (Lohani et al. 2021). (For completeness, in Appendix A we reproduce the results of this manuscript using density matrices sampled according to the Bures measure, another distribution of longstanding significance in quantum information (Sommers and Zyczkowski 2003; Al Osipov et al. 2010).) To train the network, we sample 35,500 random quantum states $\rho$ according to the HS measure for the given $m$. For each $\rho$ we then determine the expectation values for all possible combinations of Pauli operators. These expectation values correspond to tomographic measurement results in the limit of an infinite number of copies (i.e., there is no statistical noise present). Due to its relative simplicity and results showing such a basis set minimizes statistical error (Wootters and Fields 1989), this measurement procedure is often chosen in practice despite being over-complete (Reháček et al. 2004). Quantitatively, these expectations follow from the trace $\hat{p}_k = \text{Tr}(\rho \hat{G}_k)$ where $\hat{G}$ is the set of $6^m$ projectors created from the tensor product of the eigenvectors of all $3^m$ combinations of Pauli operators for an $m$-qubit state. Hence, the index $k$ in $\hat{p}_k$ runs from 1 to $6^m$. For example, for a single qubit, $\hat{G}$ consists of the six eigenvectors associated with $\{X, Y, Z\}$ where $X$, $Y$, and $Z$ are the usual Pauli operators. For $m$ qubits this extends naturally with $\hat{G}$ containing the $6^m$ eigenvectors associated with the $3^m$ combinations of operators $\{X, Y, Z\}_1 \otimes \{X, Y, Z\}_2 \otimes \ldots \otimes \{X, Y, Z\}_m$ where the subscripts indicate qubit number. For each scenario, we split the sampled data into a training set comprising 35,000 states and a validation set of 500 states to cross-validate the network performance per epoch. After training, we generate test sets that are entirely unknown to the trained network. The code to generate all datasets can be found at https://github.com/slohani-ai/machine-learning-for-physical-sciences (2022). Note that the measurement data (probabilities) are in a vector form. Before feeding them into our neural network, we rearrange them into a two-dimensional array. The measurements corresponding to the case of one, two, three, and four qubits are respectively reshaped to arrays of size $(2, 3)$, $(6, 6)$, $(6, 36)$, and $(36, 36)$.

### 3 Reduced density matrix fidelity

Machine learning-based techniques for quantum state reconstruction have been applied to systems of a variety of dimensions. Despite attaining high average reconstruction fidelity for the overall state, to our knowledge the way in which this translates to the fidelity of the reduced density matrices has not been considered. Such an analysis is useful if, after tomography and reconstruction, study of a specific subspace is desired without performing additional reconstruction.

A relationship between the fidelity of two density matrices and the fidelity between any of their corresponding reduced density matrices follows immediately from the well-known property of monotonicity (Nielsen 1996; Wilde...
In particular, the fidelity $F(\rho_{AB}, \sigma_{AB})$ between any two density matrices $\rho_{AB}$ and $\sigma_{AB}$, and corresponding reduced density matrices $\rho_A = \text{Tr}_B(\rho_{AB})$ and $\sigma_A = \text{Tr}_B(\sigma_{AB})$ is bounded by $F(\rho_{AB}, \sigma_{AB}) \leq F(\rho_A, \sigma_A)$ where $A$ and $B$ denote arbitrary bipartitions of each state. In the context of quantum state reconstruction, we can consider $\rho_{AB}$ as the actual ground truth state and $\sigma_{AB}$ as the reconstruction. Hence, the average reconstruction fidelity for any corresponding reduced density matrices over $n$ qubits of an $m$-qubit reconstruction is lower bounded by the average $m$-qubit reconstruction fidelity. Note that we are only able to apply the monotonicity of the partial trace to reconstruction methods that guarantee the physicality of the final density matrix, such as described in Section 2 through the Cholesky decomposition.

It is worth emphasizing that the monotonicity of the fidelity only applies to specific pairs of density matrices. Yet in the context of machine learning-based tomography, we are interested primarily in averages over distributions of quantum states, as we seek to establish bounds on tomographic performance that would apply to a variety of initially unknown density matrices. And as discovered previously, the average performance of machine learning-based reconstruction techniques can be heavily dependent on the distribution of density matrices used to calculate the average (Lohani et al. 2021).

Therefore, we stress that the mean reconstruction fidelity obtained during training only bounds the average $n < m$ reduced density matrix reconstruction fidelities (through monotonicity) when the test states are drawn from the same distribution, or more precisely, when the distribution of $n$-qubit test states is equal to the distribution resulting from tracing out $m - n$ qubits from the $m$-qubit training distribution. In other words, we cannot use monotonicity to obtain a completely general lower bound only based on network performance during training, as the averages depend on the distribution from which the states are drawn during deployment. Note, however, that this complication only occurs when trying to develop a lower bound before deployment. Alternatively, suppose we have prior knowledge regarding the distribution of states for a given deployment scenario. In that case, we can sample this distribution using any pre-trained network and extract the lower bound specifically for this use case. The development of custom distributions of random quantum states that mimic various general features of quantum systems could potentially limit the impact of mismatched training and test distributions in practice (Lohani et al. 2022).

For illustrative purposes we now perform numerical simulations to compare the actual average reconstruction fidelity of the reduced density matrices to the lower bound determined by the monotonicity, using the methods described in Section 2 for $m \in \{2, 3, 4\}$ qubits. The average reconstruction fidelity of each network was determined, which as described above, should serve as the lower bound on the average reconstruction fidelity of the reduced density matrices, and is plotted in Fig. 2 as the horizontal dashed lines. We then use each network to reconstruct another, independent and generally different, ensemble of random quantum states sampled according to the HS measure on $m$ qubits, and for each reconstruction also perform a local trace for every decrement of one qubit and calculate the fidelity against the ground truth state. As evident in Fig. 2, in all cases the average fidelity outperforms the lower bound found from the monotonicity. Intuitively, the high fidelity of the reduced density matrices suggests that any $m$-dimensional reconstruction method implicitly includes some ability to reconstruct $n < m$ dimensional systems as well, provided it can be harnessed in a consistent fashion. This observation forms the inspiration for the general dimension-adaptive reconstruction scheme described in detail below.

### 4 Extending system dimension with synthetic measurement results

In the previous section, inference was performed on true $m$-qubit states using $m$-qubit-trained neural networks. By tracing down these larger $m$-qubit states post-inference, states with $n < m$ qubits were obtained leading to fidelities between the inferred and ground truth subsystems that increased steadily—a finding in agreement with
As pictured in Fig. 1, tomographic data for $\rho_n$ alone can be augmented with synthetic data for the added qubits, meaning that all modifications required to use an $m$-qubit reconstruction technique on an $n < m$ qubit system can be performed in postprocessing. While in principle we could create synthetic measurement results that place the added single-qubit states $\sigma_k$ in any arbitrary state, it is conceptually simple to make them all completely mixed.

The benefit of using separable and completely mixed single-qubit states is twofold. First, with each additional state being separable the joint measurement results are classical products of individual measurement results. Further, the completely mixed nature of the added states means that measurement outcomes are equal and exactly 1/2 for all projective measurements in all orientations. Therefore, postprocessing tomography data for $\rho_n$ to $\rho_m$ is merely a matter of multiplying each of the original measurement results by $(1/2)^{m-n}$ for a standard overcomplete basis consisting of projections on each Pauli eigenvector. The results of following this procedure using networks with $m \in \{2, 3, 4\}$ to reconstruct states with $n < m$ are shown in Fig. 3.

Given the expressive power of machine learning-based reconstruction techniques it is reasonable to question if it is even necessary to perform the synthetic basis extension in order to perform reconstruction with lower dimensional states. For example, a naive alternative would be to merely zero pad all missing measurement results and use this as the input to the network, especially as the network is itself constrained to always produce a physical state. More specifically, given an $m$-qubit network designed to take $6^m$ measurement results as input, we could fill only the first $6^n$ measurement results zeroing out the remaining $6^m - 6^n$ elements. This approach is not well motivated physically, as measurement inputs for the $m$-qubit system are joint measurements that include qubits unavailable to the $n$-qubit system. However, zero padding is nevertheless a straightforward way to perform $n$-qubit reconstruction with a network trained on $m$ qubits and is surprisingly effective when used to replace missing measurements for an $n = m$ qubit reconstruction (Lohani et al. 2020). Note that the order of the $6^n$ measurement results is such that the local bases correctly match their portion of the $m$-qubit joint measurements.

To demonstrate the dramatic difference between this naive zero-padding approach and the basis augmentation approach above we have included the blue lines in Fig. 3.

![Fig 3](image.png)

**Fig 3** Reconstruction fidelity versus number of qubits. The markers $\times$, $\Box$, and $\circ$, respectively, represent the reconstructing cases with the network pre-trained on $m = 4$, $m = 3$, and $m = 2$ qubits. Similarly, the reconstruction fidelity with engineered padding and zero padding are respectively shown by red and blue dotted lines. The magenta line shows the average fidelity between two random density matrices sampled from the Hilbert-Schmidt (HS) measure, whereas the olive line represents the average fidelity between a maximally mixed state and a random density matrix sampled from the HS measure for a system of $n$ qubits.
These reconstructions were performed using the same networks as the red lines but with missing measurements completed by zero padding. The separation in average fidelity between these two approaches is significant. We compare the zero-padding approach to the trivial strategies of (i) selecting another \(n\)-qubit state at random from the same distribution or (ii) selecting the maximally mixed state always. Interestingly, we find that zero padding only performs marginally better than randomly selecting another state according to the HS measure and performs worse than always selecting the identity. These results are shown visually in Fig. 3 where the magenta line shows the average fidelity of two states chosen at random from the HS distribution, and the olive line shows when one is always the identity. More information is available in Appendix B.

In light of the similar trends in Figs. 2 and 3, it is certainly tempting to take the average fidelities found for \(n = m\) as lower bounds for the \(n < m\) cases. Yet whereas monotonicity justifies such a bound in Section 3, it does not apply to the results in Fig. 3. This can be understood through examination of Eq. (2). Even if the \(n\)-qubit target states \(\rho_n\) are HS-distributed in \(2^n\) dimensions, the \(m\)-qubit extension \(\rho_m\) is not HS-distributed in \(2^m\): \(m - n\) of its qubits are restricted to fixed states. Thus, any training results obtained on \(m\)-qubit HS-distributed quantum states cannot be used to bound the fidelities of \(\rho_m\) defined in Eq. (2), which would have been required to thereafter bound the traced-down versions \(\rho_n\). Nevertheless, despite the formal inapplicability of monotonicity, the observed scaling does match our initial intuition motivated by it: a single neural network is able to infer quantum states from Hilbert spaces of lower dimension than that on which it is trained, with fidelity even higher than the designed high-dimensional case.

5 Conclusion

In this work, we have proposed a physically motivated approach to performing quantum state reconstruction on systems of \(n\) qubits when restricted to a state reconstruction technique intended for \(m \geq n\) qubits. The utility of this approach is based on previous results indicating an approximately exponential separation in the required resources for training a neural network to perform quantum state reconstruction and reconstruction itself. Hence, efforts to avoid training an individual network for every potential system dimension that may be encountered in experimental scenarios can potentially offer significant resource savings.

We began by describing a close link between the average reconstruction fidelity of \(m\)-qubit states and their \(n < m\) qubit reduced density matrices using the well-known monotonicity bound of the fidelity. In particular, the average reconstruction fidelity of an \(m\)-qubit QST approach found during training can serve as the lower bound on the average reconstruction fidelity of any reduced density matrix from such an \(m\)-qubit reconstruction. As a proof of principle, we included an illustrative example based on simulated quantum state tomography measurements using a pre-trained machine learning-based state reconstruction system for \(m \in \{2, 3, 4\}\). We performed reconstruction for all \(m\)-qubit systems for each of the pre-trained networks and compared their average \(m\)-qubit performance to the fidelity of their reduced density matrices. We found the average reconstruction fidelities outperformed the lower bound due to the monotonicity in all cases.

Finally, given the high-performance average reconstruction of reduced density matrices, both implied by the monotonicity bound and confirmed in our numerical results, we proposed a method for leveraging \(m\)-qubit QST systems to perform \(n < m\) qubit reconstructions. Our approach consists of expanding \(n\) qubits to \(m > n\) qubit systems via postprocessing and then recovering the \(n\)-qubit density matrix through partial trace. In particular, we propose augmenting the collected tomography data with results from fictitious single-qubit states. In our study, we have opted to use completely mixed single-qubit states to achieve this due to their isotropic behavior under projective measurement and the relative simplicity of how these states alter joint measurements, i.e., as a multiplicative factor. We demonstrate the proof of principle of this approach using systems of up to four qubits. Further, we compare the performance of our technique with the naive approach of expanding the dimensions through zero padding. The zero-padding method performs significantly worse than our simulated measurement approach and only marginally better than the theoretical lower bound of sidestepping tomography and randomly guessing an answer.

While we limited our discussion to systems based on qubits and collections of qubits, restricting the possible Hilbert space dimensions to powers of two, extensions to arbitrary dimensions are straightforward. Additionally, our analysis has focused on the ideal case where we assume infinite measurement results (no statistical noise), which has allowed us to concentrate on the salient features of our method most directly. While previous work has demonstrated the robustness of machine learning-based reconstruction approaches to statistical noise (Ahmed et al. 2021a; Lohani et al. 2021; Lohani et al. 2022), it would be interesting to understand if this persists when systems are applied to lower dimensions. Further, based on previous results showing the impact of engineering training sets to emphasize specific system features (Lohani et al. 2021; Lohani et al. 2022), further improvements could potentially be found by developing training sets that explicitly consider the distribution of their reduced density matrices.
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Appendix A. Results when training and testing states are sampled according to the Bures distribution

In order to illustrate the concept for other cases, we sample 35,500 random quantum states \( \rho \) according to the Bures measure for the given \( m \) (Al Osipov et al. 2010). Similarly, we also simulate the associated \( 6^m \) Pauli measurement outcomes for systems with \( m \in \{2, 3, 4\} \) qubits directly from expectation values. As described in the main text, we split the sampled data into a training set of size 35,000 and a validation set of size 500 to cross-validate the network performance per epoch. We implement a batch size of 100 in the training of a network. After training, we generate test sets, again, using the Bures measure for the same and fewer-qubit systems that are entirely unknown to the trained network. Finally, the reconstruction fidelity with respect to subsystem size and number of qubits are, respectively, shown in Fig. 4(a) and (b). Although the average reconstruction fidelities for states sampled according to the Bures measure are slightly lower than those drawn from the HS measure (see Fig. 2 in the main text), the same important scaling trends hold.

Appendix B. Average fidelity between random quantum states

For completeness we include here the expression for the average fidelity \( \langle F \rangle_N \) between two random mixed states of dimension \( N \) generated according to the HS measure. We take our results from Zyczkowski and Sommers (2005) where a more general expression applicable to two random mixed states chosen according to an arbitrary induced measure is presented. In simplifying the results of Zyczkowski and Sommers (2005) we find

\[
\langle F \rangle_N = \frac{1}{N^4} \left[ \text{Tr} \left( X_0^{-1} X_1 \right) + \left( \text{Tr} \left( X_0^{-1} X_{1/2} \right) \right)^2 - \text{Tr} \left( \left[ X_0^{-1} X_{1/2} \right]^2 \right) \right] \tag{B1}
\]

where \( X_n \) defines a matrix with entries

\[
(X_n)_{k,l} = \frac{\Gamma(n + k + l - 1)}{\Gamma(n + 1)} \tag{B2}
\]

for \( k, l \in \{1, 2, ..., N\} \), and \( \Gamma(\cdot) \) is the usual gamma function. Using these expressions we find for one, two, and three qubit states, respectively, that \( \langle F \rangle_2 = 0.67 \), \( \langle F \rangle_4 = 0.59 \), and \( \langle F \rangle_8 = 0.57 \).

In addition to the average fidelity between two random density matrices chosen according to the HS measure, we also show three other average fidelities in Figs. 3 and 4(b). Figure 4(b) includes the average fidelity between two random quantum states chosen according to the Bures measure. In Zyczkowski and Sommers (2005), an analytical result is given for this situation in the case of single-qubit states: \( \langle F \rangle_2 = 0.590 \), which we supplement with numerical results for two and three qubits to create the relevant curve in Fig. 4b. Finally, in Figs. 3 and 4(b), we also show the average fidelity between random states chosen according to either the HS or Bures measures against the maximally mixed state. We obtain these values numerically but note that asymptotic results for these situations are available (Zyczkowski and Sommers 2005).
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