Abstract—A low-complexity tree search approach is presented that achieves the maximum-likelihood (ML) decoding performance of Reed-Muller (RM) codes. The proposed approach generates a bit-flipping tree that is traversed to find the ML decoding result by performing successive-cancellation decoding after each node visit. A depth-first search (DFS) and a breadth-first search (BFS) scheme are developed and a log-likelihood-ratio-based bit-flipping metric is utilized to avoid redundant node visits in the tree. Several enhancements to the proposed algorithm are presented to further reduce the number of node visits. Simulation results confirm that the BFS scheme provides a lower average number of node visits than the existing tree search approach to decode RM codes.

I. INTRODUCTION

The Reed-Muller (RM) code family [1], [2] is one of the oldest channel coding schemes. It has regained attention recently due to its similarity with polar codes [3]. Both RM and polar codes are constructed by selecting rows of a generator matrix. The row selection for RM codes is such that the minimum distance among all the codewords is maximized, while the row selection for polar codes minimizes the error probability when the low-complexity successive cancellation (SC) decoder is used. Unlike polar codes, RM codes have the advantage of channel-independent code construction that is particularly beneficial when they are used in rapidly changing environments, e.g., in mmWave and THz bands, which are being considered for 5G and other wireless systems. In addition, RM codes can achieve the capacity of binary erasure channels under maximum-likelihood (ML) decoding [4]. Since ML decoding is generally impractical, RM codes are often decoded using decoders that can approach ML decoding performance, such as recursive list decoding [5], decoding on several factor graph permutations [6]–[8], decoding with minimum-weight parity-checks [9], and recursive projection-aggregation decoding [10], [11].

SC decoding was first used to decode RM codes in [12]. However, the error-correction performance of RM codes under SC decoding is far from satisfactory. It was observed in [13] that the resulting error probability of each information bit under SC decoding can be used to perform a bit-flipping tree search to develop a SC ordered search (SCOS) decoding algorithm that achieves ML decoding performance with adaptive complexity. The advantage of the SCOS decoding algorithm over the bit-flipping decoding algorithms for polar codes [14], [15] is that it does not require a cyclic redundancy check (CRC) to determine if the decoding has succeeded. However, the tree search algorithm in [13] relies on two costly computations: the calculation of a metric that has to be performed using empirical methods; and the sorting of the metrics to determine which branch of the tree is explored next.

In this paper, a modified tree search decoding algorithm is presented that, unlike the SCOS decoder in [13], does not require the empirical calculation of a metric, and does not need the sorting operation to determine the next branch traversal. A bit-flipping tree is developed and two tree search algorithms are used to find the ML decoding result: a depth-first search (DFS) approach that has a simple recursive structure; and a breadth-first search (BFS) approach that obtains a lower average decoding complexity than the DFS method. The key idea in the proposed method is to follow the natural bit index order rather than sorting the bit error probabilities. Simulation results show that the proposed methods achieve ML decoding performance while the BFS method requires fewer tree node visits than the SCOS decoder. To further reduce the average and worst-case decoding complexity of the DFS and the BFS schemes, several enhancements are proposed: 1) the depth of the tree is limited to a certain predefined value that provides near-ML decoding performance while significantly reducing the average and worst-case decoding complexity; 2) redundant node visits are eliminated to reduce the worst-case decoding complexity; and 3) a metric is utilized to order the node visits that reduces the average decoding complexity.

II. PRELIMINARIES

A. Reed-Muller Codes

A RM code of length \( N = 2^m \) and order \( r, (0 \leq r \leq m) \) is denoted as \( \mathcal{RM}(r, m) \). The dimension (number of information bits) of \( \mathcal{RM}(r, m) \) is \( K = \sum_{i=0}^{m} \binom{m}{i} \) and it has a minimum distance \( d = 2^{m-r} \). RM codes can be constructed by converting the input bits \( u = \{u_0, u_1, \ldots, u_{N-1}\} \) to the encoded bits \( x = \{x_0, x_1, \ldots, x_{N-1}\} \) by a linear transformation as \( x = u G^\otimes m \), where \( G^\otimes m \) is the \( m \)-th Kronecker power of the matrix \( G = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \) [16]. The construction of RM codes involves generating two sets based on \( w_i \), the weight of the \( i \)-th row of \( G^\otimes m \): a frozen set \( F = \{i | 0 \leq i < N, w_i < d\} \), where \( u_i = 0 \ \forall i \in F \); and an information set \( I = \{i | 0 \leq i < N, w_i \geq d\} \), where \( u_i \ \forall i \in I \) carries the information bits.
Both of the sets $\mathcal{I}$ and $\mathcal{F}$ are known to the transmitter and the receiver.

This paper considers binary phase-shift keying (BPSK) modulation on the vector $\mathbf{x}$ and an additive white Gaussian noise (AWGN) channel model. Thus the received signal is $\mathbf{y} = (1 - 2\mathbf{x}) + \mathbf{z}$, where $\mathbf{1}$ is an all-one vector of size $N$, and $\mathbf{z} \in \mathbb{R}^N$ is the Gaussian noise vector with zero mean and variance $\sigma^2$. The log-likelihood ratio (LLR) values associated with the received vector $\mathbf{y}$ can be calculated as

$$\alpha_i = \ln \frac{P(u_i = 0|\alpha_m, \hat{u}_0, \ldots, \hat{u}_{i-1})}{P(u_i = 1|\alpha_m, \hat{u}_0, \ldots, \hat{u}_{i-1})}, \quad (1)$$

and $u_i$ is estimated as 0 if $\alpha_i > 0$, and as 1 otherwise. To reduce the complexity in the implementation of the SC decoding algorithm, the min-sum approximation [17] is used to carry out (1).

SC decoding is well-suited to work with polar codes of large lengths. However, since SC decoding does not use any available information about the future bits, its error-correction performance on polar codes of moderate lengths and RM codes is not satisfactory. In fact, it was shown in [3] that RM codes are asymptotically unreliable under SC decoding. Therefore, variants of SC decoding such as SC list (SCL) decoding and SC flip (SCF) decoding are used for polar codes and RM codes [5], [14], [15], [18].

SCL decoding is based on running multiple SC decoders in parallel by estimating each information bit as either $\hat{u}_i \in \{0, 1\}$, [5], [14], [15], [18].

SCF decoding is developed for polar codes and it relies on an outer CRC code to detect if the initial SC decoding attempt succeeds or not. In case of a failure, the SCF decoder sequentially flips one bit at a time and performs SC decoding in an attempt to pass the CRC test. In [14], the absolute value of the LLR value for each $u_i$ is selected as a metric to determine the bits that need to be flipped. It was shown in [15] that a dynamic SCF decoding can perform multiple bit-flips at a time. An enhanced bit-flip selection metric based on the LLR value of previous bits is developed that improved the performance of dynamic SCF decoding. However, the dependence of SCF decoding on a CRC renders it unattractive for decoding RM codes.

The SCOS decoding [13] achieves the ML decoding performance by following a sequential schedule that starts with a round of SC decoding. The result of SC decoding is used as a potential ML candidate and the path metric associated with this candidate is stored as $P_{M_{\text{best}}}$ using (2). Then, the estimated values of the information bits $\hat{u}_i$, $i \in \mathcal{I}$, are flipped as $\hat{u}_i \oplus 1$ and their path metrics are calculated considering all the previous bit estimations are unchanged. Then SC decoding is performed to generate a new candidate. If the path metric of the new candidate is smaller than $P_{M_{\text{best}}}$, the candidate is stored as the potential ML candidate and $P_{M_{\text{best}}}$ is updated. To reduce the number of bit-flips, SCOS decoding uses the fact that the path metric calculation in (2) is non-decreasing in $i$. Therefore, if the path metric associated with a bit-flip is larger than $P_{M_{\text{best}}}$, that bit-flip and any subsequent bit-flips cannot result in the ML candidate. SCOS decoding thus creates a list of candidates whose path metrics are less than $P_{M_{\text{best}}}$. In order to determine which bit is flipped next in the list of candidates, a score parameter is calculated for each $\hat{u}_i$ as

$$S_i = P_{M_i} + \sum_{j=0}^{i} \ln(1 - p_j), \quad (3)$$

where $p_j$ is the probability that in SC decoding, the first error occurs in $u_j$. After each SC decoding, the candidates in the list are sorted based on their score and the bit with the minimum score is flipped. To provide a complexity-performance tradeoff, SCOS decoding allows for limiting the list size at the cost of no longer guaranteeing ML decoding performance.

There are two main issues with SCOS decoding. First, the calculation of the score in (3) depends on estimating $p_j$ that is approximated either by massive Monte-Carlo simulations or by density evolution. This is especially cumbersome in rapidly changing environments where the score must be updated frequently. Second, the sorting of scores is a computationally intensive task, especially when the list size increases. The next section presents a tree search approach to tackle SCOS decoding issues.

### III. The Tree Search Approach

#### A. Proposed Algorithm

The tree search approach relies on the generation of a bit-flipping tree as shown in Fig. [1]. Each node in the tree represents a SC decoding attempt after a bit-flipping is performed on the result of the SC decoder in its parent node. The proposed decoding scheme starts by an initial SC decoding attempt, which is represented as the root node in the tree.
The corresponding candidate result is stored as $\hat{u}_{\text{best}}$, and the corresponding path metric is calculated based on $2$ and is stored as $\text{PM}_{\text{best}}$. The decoder then proceeds by traversing the bit-flipping tree until all the nodes are visited. Let the complexity of the proposed decoding scheme be the number of SC decoding attempts. It can be seen that the worst-case complexity of the proposed decoder is equivalent to the number of nodes in the bit-flipping tree, which is

$$C_1 = 2^K.$$  

(4)

To reduce the average complexity of the decoder, the tree needs to be pruned to limit the number of node visits. Therefore, an approach similar to the SCOS decoder in [13] is adopted. In particular, before each node visit, the path metric associated with the bit-flipping at that node is calculated and compared with PM$_{\text{best}}$. The node is visited only if the path metric is less than PM$_{\text{best}}$. Otherwise, that node and any node that is a descendent of that node is not visited. In the case of a node visit, the corresponding path metric is calculated based on $2$ and is compared with PM$_{\text{best}}$. If the path metric is less than PM$_{\text{best}}$, then PM$_{\text{best}}$ is updated with the new path metric and the new ML candidate is stored as $\hat{u}_{\text{best}}$.

To traverse the bit-flipping tree without calculating an additional metric and without any sorting operations, the natural order in the bit indices are considered and two tree traversal approaches are adopted. First, a DFS approach, in which the priority is given to the nested bit-flipping operations as shown in Fig. 1a for $\mathcal{RM}(1, 3)$. Second, a BFS approach, in which the priority is given to bit-flips at the same levels of the tree as shown in Fig. 1b for $\mathcal{RM}(1, 3)$. Note that the order in which the nodes are visited is indicated by the numbers on the edges of the bit-flipping tree. Algorithm 1 and Algorithm 2 summarize the functions $\text{TS-DFS}()$ and $\text{TS-BFS}()$, which represent the bit-flipping tree search based on the DFS and the BFS strategies, respectively.

In Algorithm 1 the inputs to the $\text{TS-DFS}()$ function are $y$, the set of bit-flipping indices $\mathcal{E}$, the ML candidate $\hat{u}_{\text{best}}$, and the path metric associated with the ML candidate $\text{PM}_{\text{best}}$. Before the function is called, $\mathcal{E} = \emptyset$ and $\text{PM}_{\text{best}} = \infty$. The function starts by a round of SC decoding using the function $\text{SC}()$, which takes $y$ and $\mathcal{E}$ as inputs, and results in a candidate $\hat{u}$ and its corresponding LLR values $\alpha$. The path metric for $\hat{u}$ is then calculated and stored in $\text{PM}_{\hat{u}}$. The ML candidate is updated only if $\text{PM}_{\hat{u}} < \text{PM}_{\text{best}}$. Then for any information bit whose index is larger than the maximum index in $\mathcal{E}$, denoted by $i_{\text{max}}$, a metric associated with the bit-flip at the $i$-th index is calculated and is stored in $\text{PM}_{\text{imp}}$. A recursive call to $\text{TS-DFS}()$ is conducted only if $\text{PM}_{\text{imp}} < \text{PM}_{\text{best}}$. The $\text{TS-BFS}()$ function in Algorithm 2 depends on storing a set $S$ of LLR values and bit-flipping positions as $\{\alpha, \mathcal{E}\}$. Since the tree search is conducted by giving priority to the node visits in the same level of the tree, all the candidates at the same level of tree with $\text{PM}_{\text{imp}} < \text{PM}_{\text{best}}$ are stored in an auxiliary set $S_{\text{next}}$. The set $S$ is updated by $S_{\text{next}}$ and the function runs until the set $S$ becomes empty.

While the worst-case complexity of the DFS and the BFS schemes for searching the tree is exponential in $K$, simulation results in Section IV show that the average complexity of the proposed method is small, especially when the channel experiences low levels of noise.

B. Complexity Considerations

1) Limiting the Tree Search: To reduce the number of node visits in the proposed decoding algorithm, the tree is pruned
In addition, when decoding, it does not guarantee the ML decoding performance. The tree-pruning strategy significantly reduces the complexity of the DFS and the BFS strategies are equivalent. Let \( C \) be the maximum depth in the tree. Let \( \hat{u} \) such that the search is only performed up to a specific depth in the tree. Let \( \omega \) denote the maximum depth of the tree up to which the search is carried out and let TS-DFS-\( \omega(\cdot) \) and TS-BFS-\( \omega(\cdot) \) denote TS-DFS(\( \cdot \)) and TS-BFS(\( \cdot \)) functions that search the tree up to depth \( \omega \), respectively. Fig. 2 shows an example of this tree-pruning strategy for \( \mathcal{RM}(1,3) \) with \( \mathcal{F} = \{0, 1, 2, 4\} \), considering the maximum depth of the tree is \( \omega = 2 \), for both DFS (Fig. 2a) and BFS (Fig. 2b) schemes. Note that this tree-pruning strategy uses the fact that it is more likely to achieve the ML decoding performance by performing a small number of bit-flips [15], which is equivalent to limiting the depth of the bit-flipping tree. The worst-case complexity of this scheme is calculated as

\[
C_2 = \sum_{i=0}^{\omega} \binom{K}{i}, \tag{5}
\]

where \( C_2 < C_1 \) for \( \omega < K \). It is worth noting that while this tree-pruning strategy significantly reduces the complexity of decoding, it does not guarantee the ML decoding performance. In addition, when \( \omega = 0 \), the proposed decoding algorithm is equivalent to a single round of SC decoding, and when \( \omega = 1 \), the DFS and the BFS strategies are equivalent.

2) Eliminating Redundant Node Visits: The path metric calculation in (3) significantly reduces the worst-case complexity by considering the information bits that are located before the last frozen bit in the code. This is due to the fact that the path metrics in SC decoding (2) can only increase if the estimation of a bit does not follow the sign of its LLR value. Since the SC decoding algorithm is such that the estimation of each bit follows the sign of its LLR value, only frozen bits with fixed values can change the path metric in (2). The bit-by-bit schedule of SC decoding, thus, makes the estimation of any information bit after the last frozen bit. Let \( K_i \) denote the number of information bits after the last frozen bit. The worst-case complexity of the proposed method is

\[
C_3 = 2^{K-K_i}. \tag{6}
\]

such that the search is only performed up to a specific depth in the tree.
Fig. 2: Pruned bit-flipping tree for $RM(1, 3)$ with $F = \{0, 1, 2, 4\}$, considering a maximum tree depth of $\omega = 2$.

Fig. 3: Pruned bit-flipping tree for $RM(1, 3)$ with $F = \{0, 1, 2, 4\}$. Since there is only one information bit ($u_3$) before the last frozen bit ($u_7$), a maximum of two rounds of SC decoding results in ML decoding performance.

V. Conclusion

This paper proposed a tree search approach that achieves the ML decoding performance for RM codes. Two tree search methods are adopted: a DFS scheme that has a simple recursive structure; and a BFS scheme that results in a low decoding complexity. Several enhancements to reduce the worst-case and the average complexity of the proposed tree search approach are developed: 1) limiting the depth of the tree; 2) eliminating redundant node visits; and 3) ordering the node visits. Simulation results confirm the effect of the proposed methods to reduce complexity and show that the BFS scheme provides lower average decoding complexity than the existing tree search approach to decode RM codes.
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