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Abstract

A central challenge in the development of nanophotonic structures and metamaterials is identifying the optimal design for a sought target functionality, and understanding the physical mechanisms that enable the optimized device’s capabilities. To this end, previously investigated design methods for nanophotonic structures have encompassed both conventional forward and inverse optimization approaches as well as nascent machine learning (ML) strategies. While in principle more computationally efficient than optimization processes, ML-based methods that are capable of generating complex nanophotonic structures are still ‘black boxes’ that lack explanations for their predictions. Motivated by this challenge, in this article we demonstrate that convolutional neural networks (CNN) trained to be highly accurate at forward design, can be explained to derive physics-driven insights by revealing the underlying light-matter relationships learned by network. We trained a CNN model with 10,000 images representative of a class of metal-dielectric-metal metamaterial resonators and their corresponding absorption spectra obtained from simulations. The trained CNN predicted the spectra of new and unknown designs with over 95% accuracy. We then applied the Shapley Additive Explanations (SHAP) algorithm to the trained model to determine features that made positive or negative contributions towards specific spectral points, thereby informing which features to create or eliminate in order to meet a new target spectrum. Our results reveal that the physical relationships between a nanophotonic structure and its electromagnetic response can be obtained — and new designs can be achieved — by exposing the valuable information hidden within a machine learning algorithm.
Introduction

Nanophotonic materials and structures have enabled a wide range of transformative technologies including photonic integrated circuits for optical communication\textsuperscript{1-3}, and metasurfaces that compactly control the propagation of electromagnetic waves\textsuperscript{4-6}. There is significant potential for further advancements in these and other applications, but current photonic design strategies remain a limiting factor. The most common approach to designing nanophotonic structures and devices is via numerical simulations based on physical laws (e.g., Maxwell’s Equations). This design technique, which we here refer to as ‘forward design’\textsuperscript{7}, is well established, but the solution space is restricted by human intuition, and requires a computationally expensive trial-and-error process to obtain target functionalities. As the functionalities being sought from photonic devices increase in complexity, so has the realization that a library of traditional template structures and design intuition will be unable to meet the demand for high performance and highly tailored functionality\textsuperscript{8}.

To address the limitations of forward design, ‘inverse design’ methods have been developed to generate nanophotonic structures that meet predefined targets\textsuperscript{8}. Methodologies such as topology\textsuperscript{9-11} and adjoint-based optimization\textsuperscript{12,13} have shown success in designing complex structures which can deliberately interact with electromagnetic fields, often at sub-wavelength scales, to enable a desired response. However, while inverse design algorithms allow for the discovery of unintuitive and sometimes intricate structures, they can potentially miss globally optimal designs\textsuperscript{7,8}, produce unstable results\textsuperscript{14}, and are often constrained by long runtimes. Additionally, conventional inverse design methods operate as ‘black boxes’ and cannot explain
the underlying relationship between a designed physical structure and its electromagnetic response.

In recent years, machine learning (ML) techniques have emerged as an alternate strategy for the inverse design of nanophotonic devices and metamaterials. Tandem neural networks have been used to design multilayer thin films based on target transmission spectra\textsuperscript{15}, and for spatially-complex geometries, Generative Adversarial Networks (GANs) have been shown to produce images of novel structures, given an input of desired spectral properties. In particular, GANs have been used to design diffractive metagratings\textsuperscript{16}, sub-wavelength antenna\textsuperscript{17}, and two-dimensional metamaterials\textsuperscript{18} with highly tailored spectral properties. Despite recent interest in ML-based inverse design, ML-based forward design remains largely unexplored. ML-based forward design, if implemented, could offer the same advantages as its inverse design counterpart, but for characterizing the electromagnetic response of a given nanophotonic structure rather than devising structures based on a target function. Moreover, ML-based forward design holds the potential to dramatically outperform conventional electromagnetic simulation tools in terms of speed, by accurately and efficiently correlating geometric features to desired electromagnetic variables such as spectral response.

However, the internal decision models built by the machine learning algorithm for either forward- or inverse-design are not well-understood; their contents are widely regarded as ‘black boxes’\textsuperscript{19,20}. This challenge emerges from the fact that supervised ML algorithms, including neural networks, learn by optimizing hundreds of thousands to millions of internal variables (weights and biases) to fit the training data\textsuperscript{21}. Consequently, it is challenging to explain \textit{why} a machine
learning algorithm makes one prediction over another. Indeed, this lack of explainability is a key limitation for both ML-based methods as well as conventional inverse design strategies.

Motivated by these long-standing challenges, in this article, we uncover what a particular class of machine learning algorithms, convolutional neural networks (CNNs), have learned regarding the underlying physical principles which govern specific classes of nanophotonic structures when trained to accurately perform forward design. CNNs are deep neural networks widely used for image analysis and classification\textsuperscript{22}. We first demonstrate that a CNN can accurately perform forward design by learning the relationship between a two-dimensional image representing the geometry of a metal-dielectric-metal metamaterial, and its absorption spectrum over mid-infrared wavelengths. We then use the Deep SHapley Additive exPlanations (SHAP) framework\textsuperscript{24}, to explain the CNN’s predictions by calculating contribution values for each feature in the input image. These explanations reveal that the CNN has learned important physical behaviors of the class of metamaterials studied, including the relationship between resonator length and resonance wavelength. We then leverage these explanations to identify changes to the original structure that would produce a new target spectrum with a desired resonant wavelength absorption peak. Overall, the presented strategy demystifies some of the relationships that enable accurate machine-learning model predictions for photonic devices in general, while also identifying limitations in their capabilities.
Forward Design Convolutional Neural Network (CNN) Development and Evaluation

Figure 1: Utilizing a CNN’s explanations to understand a structure’s response and design transformation. (a) Schematic of the explanation and optimization approach to elucidating the underlying physics learned by a CNN. A CNN is trained on nanophotonic metal-insulator-metal structures and their corresponding absorption spectra over mid-infrared wavelengths. The relationships between structural features and absorption peaks are explained with the SHAP algorithm, and then used to construct new designs with new target resonant wavelengths. (b) The process of converting 3D models into 2D representations for the training data set.

We first developed and trained a CNN for the forward design of nanophotonic structures, such that when it is given an image of a nanophotonic structure as input, it outputs the associated absorption spectrum over a particular wavelength range. To constrain the problem further, we focused on a specific class of nanophotonic structure: metal-insulator-metal (MIM) metamaterials designed to operate at mid-infrared wavelengths\textsuperscript{23}. We performed three-dimensional finite-difference time domain (FDTD) simulations of 10,000 unique structures in Lumerical, and generated 10,000 two-dimensional images of the resonator layers and their
corresponding absorption spectra. Figure 1b illustrates the process of creating training data for the CNN. The simulated structures, previously demonstrated in literature to possess selective thermal emissivity over a large bandwidth\textsuperscript{23}, consist of a 100 nm gold bottom layer, a 200 nm Al\textsubscript{2}O\textsubscript{3} dielectric middle layer, and a 100 nm gold resonator top layer (within a 3.2 \(\mu\)m \(\times\) 3.2\(\mu\)m unit cell). The dimensions of the top layer were progressively adjusted for design variation. The designs consist of cross-shapes, box-shapes (hollow and solid), cross-shapes with perpendicular resonators along the arm tips, and the inverted versions of each shape (as shown in Fig. S3). The models were then converted into two-dimensional images, and each image was associated with an 800-point vector of absorption values (ranging from 0 to 1) across fixed wavelengths (4 \(\mu\)m to 12 \(\mu\)m). Periodic boundary conditions were applied along the x- and y-planes. Each image was resized to 40 \(\times\) 40 pixels and converted to grey-scale for ease of training.

After generating the training data, we trained multiple CNN architectures, with 10% of the training dataset used for validation, to determine the optimum hyperparameters. Table S1 presents each of the trained models along with their validation root-mean-square error (RMSE) and training time. Model 1 served as the starting point, which consisted of three convolutional layer-stacks, each proceeding with a batch normalization layer, rectified linear unit (ReLU) activation layer, and average pooling layer (except the final stack). Each convolutional layer used 3 \(\times\) 3 filters, numbering in 8, 16, and 32 in each subsequent layer. The pooling layer used 2 \(\times\) 2 windows with a stride of 2. By testing incremental changes to the model (Model 2-8), we determined that a four-stack architecture with leaky ReLU layers trained with the adaptive moment estimation (Adam) algorithm yielded the lowest error (Model 9).
Figure 2 shows the predicted output spectra of the CNN when six new and unknown images were used as inputs, as well as the FDTD simulation results corresponding to each image. The simulations were performed by converting the images into the top layer of the MIM structure. Based on the comparison between the simulations and the CNN predictions, we observe that the CNN exhibits a high degree of accuracy in predicting the absorption spectra of a broad range of resonator geometries not present in the training set. The wavelength and amplitude of the predicted resonance peaks are aligned with the simulated peaks (with over 95% mean absolute accuracy). Away from the peaks, we note some minor variation relative to the FDTD simulated results. On average, each prediction was generated in $0.270 \pm 0.043$ seconds ($n = 10$), while each simulation took approximately 15 minutes. The results here demonstrate that the CNN can successfully perform forward design-based tasks with high accuracy and is orders of magnitude faster than conventional numerical simulations.

**Figure 2: Simulating nanophotonic material response with CNNs.** CNN-predicted absorption spectra vs. FDTD simulations of six new nanophotonic structures (shown in the inset images), revealing the high accuracy of the CNN in performing forward design-based multiphysics structural analysis.
Explaining CNN performance with Shapley Additive Explanations (SHAP)

The high accuracy of the CNN’s predictions raises an intriguing question: has the CNN, to some extent, learned the physical relationships between the class of nanophotonic structures we explored and their absorption spectra? Normally, the information required to answer this question is embedded within the neural network’s many thousands of internal weights and parameters. To explain the CNN’s behavior and draw useful conclusions from the network’s internal model, we utilized the Shapley Additive Explanations (SHAP) method. This empirical method calculates a ‘SHAP value’ for each pixel that provides a measure of how important that pixel is to the CNN’s overall prediction for a given output node. With the SHAP values, we can thus explain the contribution of a given geometrical feature (represented by its pixels) of a nanophotonic structure to the structure’s electromagnetic response at each wavelength. SHAP values are calculated through the following equation:

$$
\Phi_i \left( f, x \right) = \sum_{z' \subseteq x'} \frac{|z'|!(M - |z'| - 1)!}{M!} \left[ f_{x'}(z') - f_{x'}(z' \setminus i) \right],
$$
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where, $\Phi_i$ is the SHAP value, $x'$ are simplified inputs that mapped binary values into the original input space ($x$), $M$ is the number of simplified input features, $z'$ is a subset of non-zero indices in $x'$, $f_{x'}(z')$ is a model trained with the feature present, and $f_{x'}(z' \setminus i)$ is a model trained with the feature withheld. The SHAP algorithm captures the effect of withholding a feature, then iterates the computation across all possible subsets ($z' \subseteq x'$).

We performed SHAP explanations on the CNN model trained on 10,000 images of nanophotonic structures previously described. The explanation is typically represented as a heatmap, where red pixels represent positive contributions towards the model’s prediction, and
blue pixels represent negative contributions. As shown in Fig. 3a, SHAP explanation heatmaps were captured at 6.0, 6.4, 6.8, 7.2, 7.6, 8.0, 8.4, and 8.8 μm with single-reference backgrounds (described in the Methods section), while the base image possessed a Lorentzian absorption peak at 5.2 μm and arm lengths of 1.4 μm. These explanations reveal the features, or lack thereof, that the CNN deems critical towards achieving an absorption resonance at the designated wavelengths. Specifically, as the resonance wavelength increases, the explanations show regions of blue (negative contributions) which gradually migrate from the center of the image to the edges, indicating that starting from the base image, the antenna arm lengths must become longer in order to achieve resonance at larger wavelengths. Conversely, Fig. 3b shows that for a base image with longer initial arm lengths (2.9 μm), the arms must become shorter in order to achieve resonance at smaller wavelengths. This behavior is evident from the regions of blue pixels converging towards the center of the image as the resonant wavelength decreases. Both cross-arm tests indicate that the CNN has effectively inferred the relationship between antenna arm length and resonance wavelength.

At the same time, we observe varying degrees of red and blue pixels throughout the explanation heatmaps. For example, on the 8.8 μm explanation with the 5.2 μm base image, there are higher-intensity blue pixels on the top and left arms of the cross, indicating that the CNN weights each arm differently in determining the resonant wavelength, when in reality, all of the arms are equally important to achieving resonance at the designated wavelength. In addition, the magnitude of the blue pixels are greater towards the edges of the structure, while the remaining areas have red pixels scattered throughout. Both results can be attributed to the filters developed by the CNN during training, which dictates the features that contribute the least or the most to a
resonant wavelength. CNNs extract information from images by applying a hierarchy of filters to the input image\textsuperscript{28}. The filters are optimized such that the error is minimized when comparing the CNN’s output to the target output. CNNs have a tendency to develop edge detection filters, since non-edge patterns (\textit{e.g.}, a patch of black pixels) do not typically provide sufficient information to differentiate discrete objects\textsuperscript{22}. Therefore, our CNN was tasked with creating the minimum set of filters that captures the most important features and distinctions (\textit{i.e.}, the cross-arm edges) required to correlate the images to their respective absorption spectra. Naturally, this determines the range of the CNN’s feature recognition capabilities and the extent of which it can generalize (or accurately predict new and unknown images), which may be limited to an unknown degree. However, we can address the model uncertainty by using the SHAP explanations to observe the most prominent sections of the structure contributing to resonance as well as the sections that were disregarded; two pieces of information that provide insight on what the CNN did and did not learn, respectively. Thus, in addition to uncovering the physical relationships learned by the CNN, the presented CNN-explanation approach is also effective at determining the limitations and risks associated with a ML model trained on nanophotonic simulations by providing insight into the model’s behavior.
Figure 3: SHAP explanations for nanophotonic structure classification. SHAP explanations for a (a) ‘short-arm’ cross (1.4 μm lengths) at increasing resonance wavelengths and a (b) ‘long-arm’ cross (2.9 μm lengths) at decreasing resonant wavelengths, revealing the CNN learned that the cross-arms must increase to achieve resonance at longer wavelengths and vice versa.

Using SHAP Explanations for Targeted Design Transformations

To further confirm the physical relationship learned by the CNN, and to assess the possibility of using the SHAP explanations for designing nanophotonic structures with alternate target functionalities, we used the SHAP value heatmaps from the previous section to transform the base image to generate resonances at alternate wavelengths. These transformed designs were then compared with the corresponding FDTD simulated background images (as shown in Fig.
S1a) to ensure that the CNN learned the relationship between cross-arm length and resonance wavelength. Transformation was performed by converting all the blue pixels (and the first 1% of pixels greater than 0 to account for noise) in the heatmaps to black pixels on the base image. Figure S1b and S1c show the spectra of the transformed structures and the original FDTD simulated structures, respectively.

We validated the SHAP explanations, and the design transformations derived from them, against a standard antenna-based analytical relationship between the MIM resonator arm lengths and resonant wavelengths:

\[ \lambda = (2n_{\text{eff}}) L + C. \]  

Here, \( \lambda \) is the resonant wavelength, \( n_{\text{eff}} \) is the effective index of the transverse electric (TE) mode, \( L \) is the length of the resonator, and \( C \) is a correction phase term\(^{25-27} \). In Fig. S1d, the resonant wavelengths at peak absorption and the antenna arm lengths of both sets of structures are plotted (with linear fits of \( R^2=0.998 \)). The FDTD-simulated structures yield an \( n_{\text{eff}} \) of 1.13 and \( C \) of 2.21, while the SHAP-transformed structures display an \( n_{\text{eff}} \) of 1.15 and \( C \) of 2.10, yielding an \( n_{\text{eff}} \) error of 1.8% and a \( C \) error of 4.9%. The comparison between the SHAP-generated and the FDTD simulated structures demonstrates that the information extracted by the CNN aligns strongly with the physical relationship established in Eqn. 2, and that the extracted data can be utilized to make reasonably accurate targeted design transformations.

**Deriving Physical Insights by Explaining Complex Shapes and Spectral Patterns**

To demonstrate the applicability of this explanation and design transformation method to more complex nanophotonic structures, we generated additional explanations for more complex
shapes from the previously described CNN. Figure 4 presents a series of test cases, where explanations of a dual absorption peak structure (L-shaped) and a single-peak structure (I-shaped) were captured at the peak wavelengths of each structure (marked in Fig. 4a). The SHAP explanation heatmaps at the designated wavelengths are shown in Fig. 4b, where the I-shaped image was used as the background for the L-shaped image and vice versa. The complete distribution of SHAP values from each heatmap are plotted and quantified in Fig. 4c and 4d for the I-shaped resonator and L-shaped resonator, respectively. The inset bar graphs present the average SHAP values across each explanation. From these plots, we observe that at the peak/target wavelengths of the background image, the explanation of the base image at those wavelengths (indicated by the red-dashed boxes in Fig. 4b) yield higher-magnitude and more negative SHAP values (blue pixels) than the explanations at non-peak wavelengths. Thus, the results here reveal that the CNN uses the inclusion of the horizontal-bar on the I-shaped structure to determine the presence of two absorption peaks at 5.5 µm and 8.2 µm, while the removal of the bar on the L-shaped structure renders a single peak at 6.3 µm.

Furthermore, the explanations give us more granular details on which areas of each nanophotonic structure contributes to each resonance peak. For example, for the dual-peak L-shaped structure, the explanation at each peak (5.5 µm and 8.2 µm) illustrates different red-pixel dominant regions (features contributing to resonance at these wavelengths). We note that the heatmap’s spatial distribution bears resemblance to the spatial nature of the resonances on either peak. In particular, the electric field concentrations in these structures vary at different resonant wavelengths (Fig. S2). Similar to the electric field of the L-shaped structure at 8.2 µm, SHAP informs us that roughly the entire horizontal-arm length evenly contributes to resonance,
while at 5.2 µm, the center of the arm contributes more to the resonance, which aligns with the nature of the E-field distribution for this resonance (Fig. S2).

**Figure 4:** Explanations of a dual-peak structure and a single-peak structure at various wavelengths. (a) Absorption spectra of a single-peak I-shaped resonator and a dual-peak L-shaped resonator. Red circles indicate the resonant wavelengths. (b) SHAP explanations of the resonators at the previously identified resonant wavelengths. Red dashed boxes indicate the explanations for obtaining new target resonant wavelengths of the opposing shape. Distribution of SHAP values across the explanation pixel-maps for the (c) I-shaped resonator and the (d) L-shaped resonator. Inset bar graphs represent the average SHAP values of each explanation, where the negative SHAP values (blue pixels) are dominant on all target explanations.

We performed the same design transformation study from the previous section to assess its applicability to complex, multi-peak transformations. In Fig. 5a, the L-shaped structure was transformed by utilizing the explanation generated at 6.3 µm, then converting all of the blue
pixels to the opposite state on the original image. The resulting structure exhibited a single absorption peak of approximately 0.9 at 5.4 µm. Using the same approach, we attempted the reverse scenario of generating a dual-peak structure from a single-peak structure (Fig. 5b). We leveraged the explanation from one of the dual-peak wavelengths (as either wavelength resulted in negligible differences) and applied it to the design transformation process. The transformed structure possessed an absorption peak of ~0.6 at 4.8 µm and ~0.48 at 6.9 µm.

The design transformation studies demonstrate that complex spectral targets can be met by converting the pixels identified by the SHAP heatmaps, and thus that the heatmaps themselves reveal useful information about the relationship between geometric features and their electromagnetic response. In the first case, by focusing the image conversion process on the explanations of a single target wavelength, we converted a dual-peak structure into a single-peak structure. In the second case, the single-peak structure was converted into a dual-peak structure by using the SHAP values of two target wavelengths. However, the resonant wavelengths of the transformed structures deviate from the target wavelengths by ~9% (relative to the evaluated wavelength range), indicating that there are limitations associated with this approach. Such limitations may be attributed to one of the most prominent shortcomings of SHAP: its inability to account for feature dependence\textsuperscript{29,30}, which may have inhibited the identification of key structural features required for resonance. Despite this discrepancy between the target and resulting resonant wavelengths, the general patterns identified by the transformed designed structures still offer significant insights into the critical features which contribute to resonance; a critical element which was not accessible in previous ML studies pertaining to nanophotonic structures.
Figure 5: Targeted design transformation for complex spectral responses. Transformation of a (a) dual-peak structure to a single-peak structure and a (b) single-peak structure to a dual-peak structure by utilizing the SHAP values at targeted resonant wavelengths for image conversion.

In summary, we show that convolutional neural networks can predict the optical properties of nanophotonic structures with remarkable precision, serving as an ultra-fast electromagnetic simulator for constrained domains of structures. We further used an explanation algorithm (Shapley Additive Explanations, or SHAP) to identify the contributions of individual features of an image (on a pixel-by-pixel level) towards each of the network’s predictions. The trained CNN predicted the spectra of new and unknown structures with over 95% accuracy, and orders of magnitude faster (~0.3 seconds) than conventional simulation (~15 minutes). By examining the SHAP explanations, both qualitative and quantitative relationships between structure and spectra can be obtained (i.e., resonator arm length vs resonant wavelength), and the explanations themselves can be used to make targeted design transformations. Importantly, the explanations also revealed what the CNN did not learn, thus exposing potential limitations and risks associated with the trained model. As a result, the presented explanation and design
transformation method shows that the patterns and principles encoded within the ML model can be extracted to derive valuable insights into nanophotonic device physics. While we chose to study a class of metamaterial resonators and their corresponding absorption spectra, we emphasize that the approach we have developed is applicable to any class of photonic structure or device for which a sufficiently large training dataset can be assembled by simulations, and any relevant optical device property, including focal depth, field of view and polarization sensitivity. Future studies will thus encompass using emerging explainability algorithms along with the explanation of additional device-property relationships. In the long term, combining explainability with machine learning may enable new discoveries in the physics of highly complex nanophotonic structures, and in turn yield new functionalities and capabilities not possible today.
Methods

Numerical simulations were performed in Lumerical FDTD. To generate the absorption spectra, nanophotonic structures with 3.2 μm × 3.2 μm periodic arrays were simulated. Each structure contained a 100 nm gold bottom layer, a 200 nm Al₂O₃ dielectric middle layer, and a 100 nm gold top resonator layer with various dimensions. Mesh sizes of 20 nm × 20 nm × 20 nm were maintained across the entire simulation domain, and a plane-wave source at normal incidence was applied across a wavelength window of 4 μm to 12 μm.

The CNN was implemented using TensorFlow and Keras, and trained on one Intel Core i5-8600T CPU for 300 epochs. In addition to the model information presented in Table 1, the CNN was trained with a learning rate of 0.001, beta1 of 0.9, beta2 of 0.999, and test dataset of 10%. The DeepExplainer module from the SHAP Python library was used to explain the predictions of the CNN. Image analysis and conversion was performed in Python.

To generate SHAP values for deep learning models, the SHAP algorithm approximates the conditional expectations of SHAP values using a selection of background samples. The background dataset is used to determine the impact of a feature by replacing the feature with values from the background. In doing so, the algorithm can simulate ‘missing’ features and observe the change in the model output. To minimize the noise that was generated by the SHAP explanations, which enabled the optimal conditions for design transformation, we performed the SHAP explanations under single-reference background conditions. For the single-reference background, we used an image with a specific absorption peak as the
background (e.g., 8.0 \( \mu \text{m} \)), and captured the explanation at this peak wavelength. This process was repeated, as necessary, for all target wavelengths.
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Figure S1: Design transformations with a forward-trained CNN and SHAP. (a) Images of the transformed and FDTD simulated structures. The absorption spectra for the corresponding (b) transformed and (c) simulated structures. Image colors correspond to the plot colors. (d) Comparison of the physical relationship between antenna arm length and resonant wavelength for the two sets of structures. The antenna arm lengths in the transformed structures exhibited resonant wavelengths with an $n_{eff}$ error of 1.8% and a C error of 4.9%, in comparison to the ground truths (linear fit of plots shown with $R^2=0.998$).
Figure S2: Electric field simulations of MIM resonators at various resonant wavelengths. The electric field profile of (a) an L-shaped resonator and (b) an I-shaped resonator at 5.5 µm, 6.3 µm, and 8.2 µm.

Figure S3: Nanophotonic structures used for CNN training. A subset of the training data images, consisting of: cross-shapes, box-shapes (hollow and solid), cross-shapes with perpendicular resonators along the arm tips, and the inverted versions of each shape.
| Model 1 | Model 2 | Model 3 |
|--------|--------|--------|
| Layers | Param. | Options | Layers | Param. | Options | Layers | Param. | Options |
| conv2d | 3x3,8  | sgd m  | conv2d | 3x3,16 | sgd m  | conv2d | 3x3,16 | sgd m  |
| ReLU   | 2x2, 2 | 256 minibatch | ReLU   | 2x2, 2 | leakyReLU | ReLU   | 2x2, 2 | leakyReLU |
| avgPool| 3x3,16 | 100 epochs | avgPool| 3x3,32 | avgPool | avgPool| 3x3,32 |
| ReLU   | 2x2, 2 | ReLU    | conv2d | 2x2, 2 | leakyReLU | conv2d | 2x2, 2 |
| avgPool| 3x3,32 | ReLU    | conv2d | 3x3,64 | leakyReLU | conv2d | 3x3,64 |
| ReLU   | 2x2, 2 | ReLU    | conv2d | 2x2, 2 | leakyReLU | conv2d | 2x2, 2 |
| RMSE   | 0.15313| RMSE    | 0.10648| RMSE   | 0.11762|
| Time   | 63 min | Time    | 167 min| Time   | 218 min |

| Model 4 | Model 5 | Model 6 |
|---------|--------|--------|
| Layers | Param. | Options | Layers | Param. | Options | Layers | Param. | Options |
| conv2d | 3x3,8  | sgd m  | conv2d | 3x3,8  | adam   | conv2d | 3x3,8  | sgd m  |
| ReLU   | 2x2, 2 | 256 minibatch | ReLU   | 2x2, 2 | maxPool | ReLU   | 2x2, 2 | maxPool |
| avgPool| 3x3,16 | 100 epochs | avgPool| 3x3,16 | ReLU    | avgPool| 3x3,16 |
| ReLU   | 2x2, 2 | ReLU    | conv2d | 2x2, 2 | ReLU    | conv2d | 2x2, 2 |
| avgPool| 3x3,32 | ReLU    | conv2d | 3x3,32 | ReLU    | conv2d | 3x3,32 |
| ReLU   | 2x2, 2 | ReLU    | conv2d | 2x2, 2 | ReLU    | conv2d | 2x2, 2 |
| avgPool| 3x3,64 | ReLU    | conv2d | 3x3,64 | ReLU    | conv2d | 3x3,64 |
| conv2d | 2x2, 2 | ReLU    | conv2d | 3x3,128| leakyReLU| conv2d | 3x3,128|
| ReLU   | 3x3,128| ReLU    | conv2d | leakyReLU| ReLU    | conv2d | leakyReLU|
| RMSE   | 0.13289| RMSE    | 0.11497| RMSE   | 0.16737|
| Time   | 87 min | Time    | 77 min | Time   | 58 min |

| Model 7 | Model 8 | Model 9 |
|---------|--------|--------|
| Layers | Param. | Options | Layers | Param. | Options | Layers | Param. | Options |
| conv2d | 3x3,8  | sgd m  | conv2d | 3x3,8  | sgd m  | conv2d | 3x3,16 | adam   |
| ReLU   | 2x2, 2 | 256 minibatch | ReLU   | 2x2, 2 | leakyReLU | ReLU   | 2x2, 2 | 128 minibatch |
| avgPool| 3x3,16 | 300 epochs | avgPool| 3x3,16 | leakyReLU | avgPool| 3x3,32 |
| ReLU   | 2x2, 2 | ReLU    | conv2d | 2x2, 2 | leakyReLU | conv2d | 2x2, 2 |
| avgPool| 3x3,32 | ReLU    | conv2d | 3x3,32 | leakyReLU | conv2d | 3x3,64 |
| ReLU   | 2x2, 2 | ReLU    | conv2d | 2x2, 2 | leakyReLU | conv2d | 3x3,128|
| RMSE   | 0.097562| RMSE | 0.14086| RMSE   | 0.07709|
| Time   | 229 min | Time    | 42 min | Time   | 340 min |

Table S1: CNN hyperparameter optimization. Table of trained CNN architectures and corresponding RMSE values.