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ABSTRACT

In this paper, the parabolic partial differential equations in three-dimensions are solved by two types of finite differences, such as, Alternating Direction Explicit (ADE) method and Alternating Direction Implicit (ADI) method. By the comparison of the numerical results for the previous two methods with the Exact solution, we observe that the results of Alternating Direction Implicit (ADI) method is better and nearest to the exact solution compared with the results of Alternating Direction Explicit (ADE) method. we also studied the numerical stability of both methods by Von-Neumann Method.
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1. Introduction:

Partial differential equations (PDEs) form the basis of very many mathematical models of physical, chemical and biological phenomena, and more recently they spread into economics, financial forecasting, image processing and other fields. To investigate the predictions of PDE models of such phenomena, it is often necessary to approximate their solution numerically, commonly in combination with the analysis of simple special cases; while in some of the recent instances the numerical models play an almost independent role [10].

Parabolic partial differential equations in two or three space dimensions with over-specified boundary data feature in the mathematical modeling of many important phenomena. While a significant body of knowledge about the theory and numerical methods for parabolic partial differential equations with classical boundary conditions
has been accumulated, not much has been extended to parabolic partial differential equations with over-specified boundary data [4]. We often meet the problem of solving equation of parabolic type in many fields such as seepage, diffusion, heat conduction and so on [9].

B.J. Noye and K.J. Hayman in [11] used ADI to solve the two dimensional time-dependent heat equations subject to a constant coefficient, J.M. McDonough in [12] used ADI methods for solving elliptic problems and Norma Alias and Md. Rajibul Islam in [1] used alternating group explicit (AGE) method and Iterative alternating decomposition explicit (IADE) method to solve a two-dimensional and three-dimensional in PDE problems. Mohamed A. Antar and Esmail M. Mokheimer in [2] used spreadsheet programs to solve a three dimensional equation for numerical solutions by using finite difference solutions which are the most appropriate.

In this paper, we study and apply the finite difference methods to approximate the solution and study the stability of the numerical solution of a model of parabolic partial differential equation in three dimensions. These methods are combinations of finite difference method with

- Alternating direction explicit method (ADE)
- Alternating direction implicit method (ADI)

First, we derive the finite differential form of ADE and ADI methods for the given model and then present an algorithm for each method. Also we compare between them. The stability for the above methods has been examined.

2. Model of Equation

In the case of three dimensions, the mathematical model is such an initial and boundary value problem is given by [9] as follows:

\[ \frac{\partial^2 u}{\partial t^2} = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2}, \quad (0 \leq x, y, z \leq 1, t \geq 0) \]  \hspace{1cm} (1)

\[ u(x, y, z, 0) = g(x, y, z), \quad (0 \leq x, y, z \leq 1) \]  \hspace{1cm} (2)

\[ u(0, y, z, t) = f_1(y, z, t), u(1, y, z, t) = f_2(y, z, t), \quad (0 \leq y, z \leq 1, t \geq 0) \]  \hspace{1cm} (3)

\[ u(x, 0, z, t) = f_3(x, z, t), u(x, 1, z, t) = f_4(x, z, t), \quad (0 \leq x, z \leq 1, t \geq 0) \]  \hspace{1cm} (4)

\[ u(x, y, 0, t) = f_5(x, y, t), u(x, y, 1, t) = f_6(x, y, t), \quad (0 \leq x, y \leq 1, t \geq 0) \]  \hspace{1cm} (5)

where \( u(x, y, z, t) \) denoting temperature or concentration of chemical [15], while \( g, f_1, f_2, f_3, f_4, f_5 \) and \( f_6 \) are known functions. and where heat transferred in three dimension system of length \( L \), width \( W \) and depth \( D \) as shows in fig. (1) [2]. Fig. (2) shows grid points in cubic.
3. Numerical Methods

We solve the mathematical model in (1) with the combination of the finite difference methods with ADE and ADI methods.

3.1 ADE Method

The alternating direction explicit (ADE) method for generating numerical solutions to the diffusion equation is stable for some time because it is an explicit method; it holds a speed advantage over implicit methods for computations over a single time level [7] the explicit methods in which the solution at the new time step is formed by a combination of previous time step solutions [13, 14].

When we consider a square region \((0 \leq x \leq 1), (0 \leq y \leq 1), (0 \leq z \leq 1)\) and that \(u\) is known at all points within and on the boundary of the square region; we draw lines parallel to \(x, y, z, t\) – axis as
\[
\begin{align*}
  x &= i \Delta x & i &= 0, 1, 2, \ldots \\
  y &= j \Delta y & j &= 0, 1, 2, \ldots \\
  z &= k \Delta z & k &= 0, 1, 2, \ldots \\
  t &= n \Delta t & n &= 0, 1, 2, \ldots 
\end{align*}
\]

Then, the explicit finite difference approximation to parabolic partial differential equation in three dimensional equation is given by
And set \( \Delta x = \Delta y = \Delta z \), then we get

\[
\begin{align*}
\frac{u_{i,j,k}^{n+1} - u_{i,j,k}^n}{\Delta t} &= \frac{u_{i-1,j,k}^n - 2u_{i,j,k}^n + u_{i+1,j,k}^n}{(\Delta x)^2} + \frac{u_{i,j-1,k}^n - 2u_{i,j,k}^n + u_{i,j+1,k}^n}{(\Delta y)^2} + \frac{u_{i,j,k-1}^n - 2u_{i,j,k}^n + u_{i,j,k+1}^n}{(\Delta z)^2} \\
& = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} 
\end{align*}
\]

Multiply eq. (6) by \( \Delta t \) and set \( \Delta x = \Delta y = \Delta z \), then we have a square region and

\[
r = \frac{\Delta t}{(\Delta x)^2} \quad \text{then we get}
\]

\[
u_{i,j,k}^{n+1} = (1 - 6r)u_{i,j,k}^n + r\left(u_{i-1,j,k}^n + u_{i+1,j,k}^n + u_{i,j-1,k}^n + u_{i,j+1,k}^n + u_{i,j,k-1}^n + u_{i,j,k+1}^n\right) 
\]

### 3.2 ADI Method

The ADI was first suggested by Douglas, Peaceman, and Rachford [3, 4, 11] for solving the heat equation in two spatial variables and alternating direction implicit (ADI) methods have proved valuable in the approximation of the solutions of parabolic and elliptic differential equations in two and three variables [6, 7].

In the ADI approach, the finite difference equations are written in terms of quantities at three \( x \) levels. However, three different finite difference approximations are used alternately, one to advance the calculations from the plane \( n \) to a plane \( (n+1) \), the second to advance the calculations from \( (n+1) \) plane to the \( (n+2) \) plane and the third to advance the calculations from \( (n+2) \) plane to the \( (n+3) \) plane [10].

Then, we advance the solution of the parabolic partial differential equation in three dimensions from \( n \)th plane to \( (n+1) \)th plane by replacing \( \frac{\partial^2 u}{\partial x^2} \) by implicit finite difference approximation at the \( (n+1) \)th plane. Similarly, \( \frac{\partial^2 u}{\partial y^2} \) and \( \frac{\partial^2 u}{\partial z^2} \) are replaced by an explicit finite difference approximation at the \( n \)th plane. With these approximations eq.(1) in parabolic model can be written as.

\[
\begin{align*}
\frac{u_{i,j,k}^{n+1} - u_{i,j,k}^n}{\Delta t} &= \frac{u_{i-1,j,k}^n - 2u_{i,j,k}^n + u_{i+1,j,k}^n}{(\Delta x)^2} + \frac{u_{i,j-1,k}^n - 2u_{i,j,k}^n + u_{i,j+1,k}^n}{(\Delta y)^2} + \frac{u_{i,j,k-1}^n - 2u_{i,j,k}^n + u_{i,j,k+1}^n}{(\Delta z)^2} \\
& = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} 
\end{align*}
\]

We set \( \Delta x = \Delta y = \Delta z \) then we have a square region and multiply eq.(8) by \( \Delta t \) then we get

\[
u_{i,j,k}^{n+1} = \frac{\Delta t}{(\Delta x)^2} \left(u_{i-1,j,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i+1,j,k}^{n+1} + u_{i,j-1,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i,j+1,k}^{n+1} + u_{i,j,k-1}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i,j,k+1}^{n+1}\right) 
\]

Let \( r = \frac{\Delta t}{(\Delta x)^2} \), we get

\[
u_{i,j,k}^{n+1} = r\left(u_{i-1,j,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i+1,j,k}^{n+1}\right) + r\left(u_{i,j-1,k}^{n} - 2u_{i,j,k}^{n} + u_{i,j+1,k}^{n}\right) + r\left(u_{i,j,k-1}^{n} - 2u_{i,j,k}^{n} + u_{i,j,k+1}^{n}\right)
\]

And
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\[ u_{i,j,k}^{n+1} - r(u_{i-1,j,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i+1,j,k}^{n+1}) = u_{i,j,k}^n + r(u_{i,j-1,k}^n - 2u_{i,j,k}^n + u_{i,j+1,k}^n) + r(u_{i,j,k+1}^n - 2u_{i,j,k}^n + u_{i,j,k-1}^n) \]

We simplify and rearrange the above equation and we get
\[-ru_{i,j,k}^{n+1} + (1 + 2r)u_{i,j,k}^{n+1} - ru_{i+1,j,k}^{n+1} = (1 - 4r)u_{i,j,k}^n + ru_{i,j-1,k}^n + ru_{i,j+1,k}^n + ru_{i,j,k+1}^n \] ...

(9)

Also, we advance the solution from the (n+1)th plane to (n+2)th plane by replacing \( \frac{\partial^2 u}{\partial y^2} \) by implicit finite difference approximation at (n+2)th plane. Similarly, \( \frac{\partial^2 u}{\partial x^2} \) and \( \frac{\partial^2 u}{\partial z^2} \) are replaced by an explicit finite difference approximation at the (n+1)th plane. With these approximation eqs.(1) in parabolic model can be written as follows:

\[ \frac{u_{i,j,k}^{n+2} - u_{i,j,k}^{n+1}}{\Delta t} = \frac{u_{i-1,j,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i+1,j,k}^{n+1}}{(\Delta x)^2} + \frac{u_{i,j,k-1}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i,j,k+1}^{n+1}}{(\Delta y)^2} + \frac{u_{i+1,j,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i,j,k-1}^{n+1}}{(\Delta z)^2} \]

(10)

We set \( \Delta x = \Delta y = \Delta z \) then, we have a square region and multiply eq.(10) by \( \Delta t \) then we get

\[ u_{i,j,k}^{n+2} - u_{i,j,k}^{n+1} = \Delta t \left( u_{i-1,j,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i+1,j,k}^{n+1} \right) + u_{i,j,k-1}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i,j,k+1}^{n+1} \]

Let \( r = \frac{\Delta t}{(\Delta x)^2} \) we get

\[ u_{i,j,k}^{n+2} - u_{i,j,k}^{n+1} = r(u_{i-1,j,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i+1,j,k}^{n+1}) + r(u_{i,j,k-1}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i,j,k+1}^{n+1}) \]

And

\[ u_{i,j,k}^{n+2} - r(u_{i-1,j,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i+1,j,k}^{n+1}) = u_{i,j,k}^{n+1} + r(u_{i,j-1,k}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i,j+1,k}^{n+1}) + r(u_{i,j,k-1}^{n+1} - 2u_{i,j,k}^{n+1} + u_{i,j,k+1}^{n+1}) \]

We simplify and rearrange the above equation and we get

\[-ru_{i,j,k}^{n+2} + (1 + 2r)u_{i,j,k}^{n+2} - ru_{i+1,j,k}^{n+2} = (1 - 4r)u_{i,j,k}^{n+1} + ru_{i,j-1,k}^{n+1} + ru_{i,j+1,k}^{n+1} + ru_{i,j,k+1}^{n+1} \]

(11)

Now, we advance the solution from (n+2)th plane to (n+3)th plane by replacing \( \frac{\partial^2 u}{\partial x^2} \) and \( \frac{\partial^2 u}{\partial y^2} \) with explicit finite difference approximation at (n+2)th plane then \( \frac{\partial^2 u}{\partial z^2} \) by an implicit finite difference approximation at the (n+3)th plane.

Then, eq.(1) in parabolic model becomes.
\[
\frac{u_{i,j,k}^{n+3} - u_{i,j,k}^{n+2}}{\Delta t} = \frac{u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2}}{(\Delta x)^2} + \frac{u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2}}{(\Delta y)^2} + \frac{u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2}}{(\Delta z)^2} + u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2}
\] 

...(12)

Multiply eq.(12) by \( \Delta t \) when \( \Delta x = \Delta y = \Delta z \) then, we have for a square region and we get

\[
u_{i,j,k}^{n+3} - u_{i,j,k}^{n+2} = \Delta t \left( \frac{u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2}}{(\Delta x)^2} + u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2} \right)
\]

Let \( r = \frac{\Delta t}{(\Delta x)^2} \) we get

\[
u_{i,j,k}^{n+3} - u_{i,j,k}^{n+2} = r \left( u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2} \right) + r \left( u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2} \right) + r \left( u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2} \right)
\]

And

\[
u_{i,j,k}^{n+3} - r(u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2}) = u_{i,j,k}^{n+2} + r(u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2}) + r(u_{i,j,k}^{n+2} - 2u_{i,j,k}^{n+2} + u_{i,j,k}^{n+2})
\]

We simplify and rearrange the above equation and we get

\[
-nu_{i,j,k}^{n+3} + (1 + 2r)u_{i,j,k}^{n+3} - ru_{i,j,k+1}^{n+3} = (1 - 4r)u_{i,j,k}^{n+2} + ru_{i,j,k+1}^{n+2}
\]

...(13)

Expressed from the above equations (9), (11) and (13) by the system \( AX = B \)

\[
x^T = \begin{bmatrix} 1+2r & -r & \cdots & \cdots & 0 & 0 \\ -r & 1+2r & -r & \cdots & \cdots & 0 & 0 \\ 0 & -r & 1+2r & -r & \cdots & \cdots & \vdots \\ 0 & 0 & -r & 1+2r & -r & \cdots & \vdots \\ \vdots & \vdots & \vdots & \vdots & \ddots & \cdots & \cdots \\ \vdots & \vdots & \vdots & \vdots & \cdots & \ddots & \cdots \\ \vdots & \vdots & \vdots & \vdots & \cdots & \cdots & \ddots \\ -r & 1+2r & -r & 0 & \cdots & \cdots & \vdots \\ 0 & 0 & \cdots & \cdots & -r & 1+2r & -r \end{bmatrix} \begin{bmatrix} u_{2,j,k}^{n+1} \\ u_{3,j,k}^{n+1} \\ u_{4,j,k}^{n+1} \\ \vdots \\ \vdots \\ \vdots \\ \vdots \\ u_{m-2,j,k}^{n+1} \\ u_{m-1,j,k}^{n+1} \end{bmatrix}
\]
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\[
\begin{pmatrix}
(1-4r)u^{n}_{2,j,k} + r[u^{n}_{2,j-1,k} + u^{n}_{2,j+1,k} + u^{n}_{2,j,k-1} + u^{n}_{2,j,k+1}] \\
(1-4r)u^{n}_{3,j,k} + r[u^{n}_{3,j-1,k} + u^{n}_{3,j+1,k} + u^{n}_{3,j,k-1} + u^{n}_{3,j,k+1}] \\
\vdots \\
(1-4r)u^{n}_{m1,l,j} + r[u^{n}_{m1-1,l,j-1} + u^{n}_{m1-1,l,j+1} + u^{n}_{m1-1,l,j,k-1} + u^{n}_{m1-1,l,j,k+1}]
\end{pmatrix}
\]

Similarly, applying the above procedure with remainder of equations:

These systems are of a tridiagonal linear system of equations and can be solved by the Gauss elimination.

4. Numerical Stability

There two methods, we used here one including the effect of boundary are conditions and the other excluding the effect of boundary conditions which are used to investigate stability. Both methods are attributed to John von Neumann. These approaches are Fourier and matrix methods. Fourier method, the primary observation in the Fourier method is that the numerical scheme is linear and therefore it will have solution in the form \( u(x,t) = \lambda e^{i\alpha x} \).

Thus, numerical scheme is stable provided \(|\lambda| < 1\) and unstable whenever \(|\lambda| > 1\) [14].

4.1 Stability Analysis of ADE Method

The von-Neumann method has been used to study the stability analysis of Parabolic model in three dimensions.

We can apply this method by substituting the solution in finite difference method at the time \( t \) by \( \psi(t)e^{\Delta x e^{\alpha}e^{\beta y}e^{\gamma z}} \), when \( \alpha, \beta, \gamma > 0 \) and \( m = \sqrt{-1} \) [5,8].

To apply von-Neumann on eq.(1) we have to linearize the problem and from finite difference scheme for eq.(1)

\[ u_{i,j,k}^{n+1} = (1-6r)u_{i,j,k}^{n} + r(u_{i-1,j,k}^{n} + u_{i+1,j,k}^{n} + u_{i,j-1,k}^{n} + u_{i,j+1,k}^{n} + u_{i,j,k-1}^{n} + u_{i,j,k+1}^{n}) \] ...(14)

Where \( \Delta x = \Delta y = \Delta z \) and \( r = \frac{\Delta t}{(\Delta x)^2} \)

We assume \( u_{i,j,k}^{n} = \psi(t)e^{\Delta x e^{\alpha}e^{\beta y}e^{\gamma z}} \)

Substituting in eq.(14), then, we have

\[
\psi(t + \Delta t)e^{\Delta x e^{\alpha}e^{\beta y}e^{\gamma z}} = (1-6r)\psi(t)e^{\Delta x e^{\alpha}e^{\beta y}e^{\gamma z}} + r(\psi(t)e^{\Delta x e^{\alpha}e^{\beta y}e^{\gamma z}} + \psi(t)e^{\Delta x e^{\alpha}e^{\beta y}e^{\gamma z}} + \psi(t)e^{\Delta x e^{\alpha}e^{\beta y}e^{\gamma z}} + \psi(t)e^{\Delta x e^{\alpha}e^{\beta y}e^{\gamma z}})
\]

Or

\[
\psi(t + \Delta t) = 1 + r(e^{-\Delta x} + e^{\Delta x} + e^{-\Delta y} + e^{\Delta y} + e^{-\Delta z} + e^{\Delta z} - 6)
\]
\[
\frac{\psi(t + \Delta t)}{\psi(t)} = \xi = 1 - 4r \left[ \sin^2 \left( \frac{\alpha \Delta x}{2} \right) + \sin^2 \left( \frac{\beta \Delta y}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right]
\]

Where \( \xi \) is the amplification factor, for stable situation we need \( |\xi| \leq 1 \) and hence we have

\[
-1 \leq 1 - 4r \left[ \sin^2 \left( \frac{\alpha \Delta x}{2} \right) + \sin^2 \left( \frac{\beta \Delta y}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right] \leq 1
\]

Considering the left-side inequality (as the right-side inequality is always true), We have

\[
-1 \leq 1 - 4r \left[ \sin^2 \left( \frac{\alpha \Delta x}{2} \right) + \sin^2 \left( \frac{\beta \Delta y}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right]
\]

For some \( \alpha, \beta \) and \( \gamma \), \( \sin^2 \left( \frac{\alpha \Delta x}{2} \right), \sin^2 \left( \frac{\beta \Delta y}{2} \right) \) and \( \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \) are unity. Hence, we have

\[
-1 \leq 1 - 4r(3), \quad r \leq \frac{1}{6} \quad \text{therefore} \quad 0 \leq r \leq \frac{1}{6}
\]

This is the condition for stability, in a square region \( \Delta x = \Delta y = \Delta z \) when we use ADE method for eq.(1).

Thus the ADE method for eq.(1) is conditionally stable.

### 4.2 Stability Analysis of ADI Method

The ADI finite difference method from eq.(9)

Assuming

\[
u_{i,j,k} = \psi(t) e^{\alpha \Delta x} e^{\beta \Delta y} e^{\gamma \Delta z}
\]

…(15)

And substitute (15) in (9) we have

\[
- r \psi(t + \Delta t) e^{\alpha (x-\Delta x)} e^{\beta (y-\Delta y)} e^{\gamma (z-\Delta z)} + (1 + 2r) \psi(t) e^{\alpha \Delta x} e^{\beta \Delta y} e^{\gamma \Delta z} - r \psi(t + \Delta t) e^{\alpha x} e^{\beta \Delta y} e^{\gamma \Delta z} =
\]

\[
(1 - 4r) \psi(t) e^{\alpha \Delta x} e^{\beta \Delta y} e^{\gamma \Delta z} + r \psi(t) e^{\alpha \Delta x} e^{\beta \Delta y} e^{\gamma \Delta z} + \psi(t) e^{\alpha \Delta x} e^{\beta \Delta y} e^{\gamma \Delta z}
\]

Dividing by \( e^{\alpha \Delta x} e^{\beta \Delta y} e^{\gamma \Delta z} \) i.e.

\[
\left[ - re^{-\alpha \Delta x} + (1 + 2r) - re^{\alpha \Delta x} \right] \psi(t + \Delta t) = (1 - 4r) \psi(t) + \left[ re^{-r \beta \Delta y} + re^{r \beta \Delta y} + re^{-r \gamma \Delta z} + re^{r \gamma \Delta z} \right] \psi(t)
\]

i.e.

\[
\frac{\psi(t + \Delta t)}{\psi(t)} \left[ - re^{-\alpha \Delta x} + (1 + 2r) - re^{\alpha \Delta x} \right] = (1 - 4r) + \left( re^{-r \beta \Delta y} + re^{r \beta \Delta y} + re^{-r \gamma \Delta z} + re^{r \gamma \Delta z} \right)
\]

By using Euler formula

\[
e^{\alpha \Delta x} = \cos(\alpha \Delta x) + m \sin(\alpha \Delta x)
\]

\[
e^{-\alpha \Delta x} = \cos(\alpha \Delta x) - m \sin(\alpha \Delta x)
\]

\[
e^{\beta \Delta y} = \cos(\beta \Delta y) + m \sin(\beta \Delta y)
\]

\[
e^{-\beta \Delta y} = \cos(\beta \Delta y) - m \sin(\beta \Delta y)
\]

\[
e^{\gamma \Delta z} = \cos(\gamma \Delta z) + m \sin(\gamma \Delta z)
\]

\[
e^{-\gamma \Delta z} = \cos(\gamma \Delta z) - m \sin(\gamma \Delta z)
\]

Substituting in the above eq. we get

\[
\frac{\psi(t + \Delta t)}{\psi(t)} \left[ 1 + 2r - 2r \cos(\alpha \Delta x) \right] = 1 - 4r + 2r \cos(\beta \Delta y) + 2r \cos(\gamma \Delta z)
\]
i.e.
\[
\frac{\psi(t + \Delta t)}{\psi(t)} \left[ 1 + 2r - 2r \left( 1 - 2 \sin^2 \left( \frac{\alpha \Delta x}{2} \right) \right) \right] =
\]
\[1 - 4r + 2r \left( 1 - 2 \sin^2 \left( \frac{\beta \Delta y}{2} \right) \right) + 2r \left( 1 - 2 \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right)\]
\[
\Rightarrow \quad \frac{\psi(t + \Delta t)}{\psi(t)} \left[ 1 + 4r \sin^2 \left( \frac{\alpha \Delta x}{2} \right) \right] = 1 - 4r \left[ \sin^2 \left( \frac{\beta \Delta y}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right]
\]
\[
\frac{\psi(t + \Delta t)}{\psi(t)} = \frac{1 - 4r \left[ \sin^2 \left( \frac{\beta \Delta y}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right]}{1 + 4r \sin^2 \left( \frac{\alpha \Delta x}{2} \right)}
\]
Then, \( \xi_i = \frac{1 - 4r \left[ \sin^2 \left( \frac{\beta \Delta y}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right]}{1 + 4r \sin^2 \left( \frac{\alpha \Delta x}{2} \right)} \)

Also from eq.(11) we assuming \( u_{i,j,k}^{n+2} = \psi(t + 2\Delta t)e^{\max} e^{m_{y}} e^{m_{z}} \) and \( u_{i,j,k}^{n+1} = \psi(t + \Delta t)e^{\max} e^{m_{y}} e^{m_{z}} \) ... (16)

Substituting (16) in (11) we have
\[
- r \psi(t + 2\Delta t) e^{\max} e^{m_{y}} e^{m_{z}} + (1 + 2r) \psi(t + 2\Delta t) e^{\max} e^{m_{y}} e^{m_{z}} - r \psi(t + 2\Delta t)
\]
\[e^{\max} e^{m_{y}} e^{m_{z}} = (1 - 4r) \psi(t + \Delta t) e^{\max} e^{m_{y}} e^{m_{z}} + r \psi(t + \Delta t) e^{\max} e^{m_{y}} e^{m_{z}} e^{m_{y}(z-\Delta z)} + \psi(t + \Delta t) e^{\max} e^{m_{y}} e^{m_{y}(z+\Delta z)} \]

i.e.
\[
- r \psi(t + 2\Delta t) e^{-m_{y}} + (1 + 2r) \psi(t + 2\Delta t) - r \psi(t + 2\Delta t) e^{m_{y}} e^{m_{y}} e^{m_{y}(z-\Delta z)} + \psi(t + \Delta t) e^{\max} e^{m_{y}} e^{m_{y}(z-\Delta z)} + \psi(t + \Delta t) e^{\max} e^{m_{y}} e^{m_{y}(z+\Delta z)} \]

i.e.
\[
\psi(t + 2\Delta t) \left[ - e^{-m_{y}} + 1 + 2r - e^{m_{y}} \right] = (1 - 4r) + r \left[ e^{-m_{y}} + e^{\max} e^{m_{y}} + e^{m_{y}(z-\Delta z)} + e^{m_{y}(z+\Delta z)} \right]
\]

By using Euler formula as previously
\[
\psi(t + 2\Delta t) \left[ 1 + 2r - 2r \cos(\beta \Delta y) \right] = (1 - 4r) + 2r \cos(\alpha \Delta x) + 2r \cos(\gamma \Delta z)
\]
i.e.
\[
\psi(t + 2\Delta t) \left[ 1 + 2r - 2r \left( 1 - 2 \sin^2 \left( \frac{\beta \Delta y}{2} \right) \right) \right] = 1 - 4r + 2r \left( 1 - 2 \sin^2 \left( \frac{\alpha \Delta x}{2} \right) \right)
\]
\[
+ 2r \left( 1 - 2 \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right)
\]
\[
\psi(t + 2\Delta t) \left[ 1 + 4r \sin^2 \left( \frac{\beta \Delta y}{2} \right) \right] = 1 - 4r \left[ \sin^2 \left( \frac{\alpha \Delta x}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right]
\]
i.e.
\[
\psi(t + 2\Delta t) = \frac{1 - 4r \left[ \sin^2 \left( \frac{\alpha \Delta x}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right]}{1 + 4r \sin^2 \left( \frac{\beta \Delta y}{2} \right)}
\]

Then
\[
\xi_I = \frac{1 - 4r \left[ \sin^2 \left( \frac{\alpha \Delta x}{2} \right) + \sin^2 \left( \frac{\beta \Delta y}{2} \right) \right]}{1 + 4r \sin^2 \left( \frac{\gamma \Delta z}{2} \right)}
\]

Thus, we found that the amplification factors are
\[
\xi_I = \frac{1 - 4r \left[ \sin^2 \left( \frac{\beta \Delta y}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right]}{1 + 4r \sin^2 \left( \frac{\alpha \Delta x}{2} \right)} \tag{17}
\]

\[
\xi_II = \frac{1 - 4r \left[ \sin^2 \left( \frac{\alpha \Delta x}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right]}{1 + 4r \sin^2 \left( \frac{\beta \Delta y}{2} \right)} \tag{18}
\]

\[
\xi_III = \frac{1 - 4r \left[ \sin^2 \left( \frac{\alpha \Delta x}{2} \right) + \sin^2 \left( \frac{\beta \Delta y}{2} \right) \right]}{1 + 4r \sin^2 \left( \frac{\gamma \Delta z}{2} \right)} \tag{19}
\]

Where \( \xi_I, \xi_II \) and \( \xi_III \) stand for the I plane, II plane and III plane. However, in either form unconditional stability is lost.

Furthermore, the combined three-levels have the form:
\[
\xi_{ADI} = \xi_I \cdot \xi_II \cdot \xi_III = \left[ 1 - 4r \left( \sin^2 \left( \frac{\beta \Delta y}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right) \right] \left[ 1 - 4r \left( \sin^2 \left( \frac{\alpha \Delta x}{2} \right) + \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right) \right] \left[ 1 + 4r \sin^2 \left( \frac{\alpha \Delta x}{2} \right) \right] \left[ 1 + 4r \sin^2 \left( \frac{\beta \Delta y}{2} \right) \right] \left[ 1 + 4r \sin^2 \left( \frac{\gamma \Delta z}{2} \right) \right] \tag{20}
\]

A careful analysis of (20) shows that there is a finite stability bound. Each individual equation is conditionally stable by itself, we have that stable provided
Let us consider the cases $\xi_I \leq 1$, $|\xi_H| \leq 1$ and $|\xi_III| \leq 1$. We will show the values of $r$ which satisfy the condition $|\xi_I| \leq 1$ in (17)

$$\left| 1 - 4r \left[ \sin^2 \left( \frac{\beta \Delta y}{2} \right) + \sin^2 \left( \frac{\gamma \Delta x}{2} \right) \right] \right| \leq 1$$

For some values $\alpha, \beta$ and $\gamma$ we have $\sin^2 \left( \frac{\alpha \Delta x}{2} \right), \sin^2 \left( \frac{\beta \Delta y}{2} \right)$ and $\sin^2 \left( \frac{\gamma \Delta x}{2} \right)$ are unity. Hence, we have $-1 \leq \frac{1 - 4r(2)}{1 + 4r} \leq 1$.

Considering the left-side inequality (as the right-side inequality is always true), we have $-1 \leq \frac{1 - 8r}{1 + 4r}$ i.e. $-1 - 4r \leq 1 - 8r$. We get $r \leq \frac{1}{2}$ therefore, $0 \leq r_L \leq \frac{1}{2}$.

Similarly, applying the above procedure with $\xi_H$ in (18) and $\xi_III$ in (19), we obtain that $0 \leq r_H \leq \frac{1}{2}$ and $0 \leq r_{III} \leq \frac{1}{2}$; this shows that the ADI method is conditionally stable in three-dimensional problem. Therefore, the combined three-levels are conditionally stable [6, 17].

5. Numerical Results

Example (1) [9]:

We consider the initial and boundary value problem as follows:

$$\frac{\partial u}{\partial t} = \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \quad (0 < x, y, z < 1; t > 0)$$

$$u(x, y, z, 0) = \sin(x + y + z), \quad (0 \leq x, y, z \leq 1)$$

$$u(0, y, z, t) = \exp(-3t)\sin(y + z), \quad (0 \leq y, z \leq 1; t \geq 0)$$

$$u(1, y, z, t) = \exp(-3t)\sin(1 + y + z), \quad (0 \leq y, z \leq 1; t \geq 0)$$

$$u(x, 0, z, t) = \exp(-3t)\sin(x + z), \quad (0 \leq x, z \leq 1; t \geq 0)$$

$$u(x, 1, z, t) = \exp(-3t)\sin(x + 1 + z), \quad (0 \leq x, z \leq 1; t \geq 0)$$

$$u(x, y, 0, t) = \exp(-3t)\sin(x + y), \quad (0 \leq x, y \leq 1; t \geq 0)$$

$$u(x, y, 1, t) = \exp(-3t)\sin(x + y + 1), \quad (0 \leq x, y \leq 1; t \geq 0)$$

By using the numerical methods such as ADE method and ADI method of (21), we take the parameters $\Delta x = \Delta y = \Delta z = \frac{1}{10}$ and $\Delta t = r(\Delta x)^2$ for convenience using the exact solution of (21) $u(x, y, z, t) = \exp(-3t)\sin(x + y + z)$. Also, we compute the stability of each of the above methods and we conclude that the ADE method is conditionally stable where, $r \leq \frac{1}{6}$ and ADI methods are also conditionally stable where, $r \leq \frac{1}{2}$ is compared between them and with the exact solution.

Example (2) [16]:
We solve the following initial-boundary value problem:

\[
\frac{\partial^2 u}{\partial t^2} + \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} = 0 \quad (0 \leq x, y, z \leq \pi; t \geq 0)
\]

\[
u(0, y, z, t) = u(\pi, y, z, t) = 0,
\]

\[
u(x, 0, z, t) = u(x, \pi, z, t) = 0 \quad (0 \leq x, y, z \leq \pi; t \geq 0)
\]

\[
u(x, y, 0, t) = u(x, y, \pi, t) = 0,
\]

\[
u(x, y, z, 0) = 2\sin x \sin y \sin z \quad (0 \leq x, y, z \leq \pi)
\]

We use the numerical methods such as ADE method and ADI methods of (22).

We take the parameters \( \Delta x = \Delta y = \Delta z = \frac{\pi}{10} \) and \( \Delta t = r(\Delta x)^2 \) for convenience by using the exact solution of (22) \( u(x, y, z, t) = 2\exp(-3t)\sin x \sin y \sin z \). Also, we compute the stability of each of the above methods and we conclude that the ADE method is conditionally stable where, \( r \leq \frac{1}{6} \) and ADI methods are also conditionally stable where, \( r \leq \frac{1}{2} \) is compared between them and with the exact solution.

Table (1) with respect to example (1) contains the numerical solution of the Parabolic equation in three dimensions by using the above two methods with space step size \( \Delta x = \Delta y = \Delta z = 0.1 \) and time step size \( \Delta t = r(\Delta x)^2 \) where \( r = \frac{1}{8} \). Also, we present comparison figures (3) for values of concentration \( u \) by the methods.

Table (2) with respect to example (1) contains the relative error comparison of ADE method with exact solution and ADI method with exact solution of the Parabolic equation in three dimensions at space step size \( \Delta x = \Delta y = \Delta z = 0.1 \) and time step size \( \Delta t = r(\Delta x)^2 \) where \( r = \frac{1}{8} \).

Table (3) with respect to example (2) contains the numerical solution of the Parabolic equation in three dimensions by using the above two methods with space step size \( \Delta x = \Delta y = \Delta z = \frac{\pi}{10} \) and time step size \( \Delta t = r(\Delta x)^2 \) where \( r = \frac{1}{8} \). Also, we present comparison figures (4) for values of concentration \( u \) by the methods.

Table (4) with respect to example (2) contains the relative error comparison of ADE method with Exact solution and ADI method with Exact solution of the Parabolic equation in three dimensions at space step size \( \Delta x = \Delta y = \Delta z = \frac{\pi}{10} \) and time step size \( \Delta t = r(\Delta x)^2 \) where \( r = \frac{1}{8} \).

Table (1) is a comparison between the two methods ADE and ADI with the exact solution for the values of concentration \( u \) that are computed at space step size \( \Delta x = \Delta y = \Delta z = 0.1 \), \( r = \frac{1}{8} \) and \( \Delta t = r(\Delta x)^2 \).
Alternating Direction Implicit Method for ....

| Point (i,j,k,n) | Error of ADE Method With Exact solution | Error of ADI Method With Exact solution |
|----------------|----------------------------------------|----------------------------------------|
| (4,6,2,1)      | 0                                      | 0                                      |
| (3,7,5,1)      | 0                                      | 0                                      |
| (5,2,2,2)      | 3.913157512402389e-006                  | 9.224902280013131e-007                 |
| (6,2,3,2)      | 3.913157512452229e-006                  | 8.476202719776912e-007                 |
| (6,2,2,3)      | 6.965629362591201e-006                  | 1.67615364665402e-006                  |
| (6,2,3,3)      | 7.385375648834013e-006                  | 1.789900104721094e-006                 |
| (6,2,2,4)      | 9.464009520808871e-006                  | 2.618999782815910e-006                 |
| (6,10,10,4)    | 9.391996917166388e-006                  | 2.594909870172700e-006                 |

Table (2): is a relative error comparison of the methods ADE with the exact solution and ADI with the exact solution at space size \( \Delta x = \Delta y = \Delta z = 0.1 \) , \( r = \frac{1}{8} \) and \( \Delta t = r(\Delta x)^2 \).
| Point \((i,j,k,n)\) | Exact Solution | ADE Method | ADI Method |
|----------------|----------------|------------|------------|
| \((4,3,2,1)\) | 0.293892626146237 | 0.293892626146237 | 0.293892626146237 |
| \((7,5,3,1)\) | 1.063313510440050 | 1.063313510440050 | 1.063313510440050 |
| \((2,10,2,2)\) | 0.056876242518016 | 0.056876242518016 | 0.056876242518016 |
| \((10,10,3,2)\) | 0.108136307872132 | 0.108136307872132 | 0.108136307872132 |
| \((10,2,2,3)\) | 0.054763770801568 | 0.054763770801568 | 0.054763770801568 |
| \((2,2,3,3)\) | 0.104166882155451 | 0.104166882155451 | 0.104166882155451 |
| \((10,3,2,4)\) | 0.100343164580931 | 0.100343164580931 | 0.100343164580931 |
| \((2,9,3,4)\) | 0.190864041080742 | 0.190864041080742 | 0.190864041080742 |
| \((10,3,2,5)\) | 0.096379896550511 | 0.096379896550511 | 0.096379896550511 |
| \((3,10,3,5)\) | 0.18387877767385 | 0.18387877767385 | 0.18387877767385 |
| \((10,9,2,6)\) | 0.09311655800397 | 0.09311655800397 | 0.09311655800397 |
| \((3,2,3,6)\) | 0.17710893983998 | 0.17710893983998 | 0.17710893983998 |
| \((10,3,2,7)\) | 0.089941928031700 | 0.089941928031700 | 0.089941928031700 |
| \((10,2,3,7)\) | 0.089941928031700 | 0.089941928031700 | 0.089941928031700 |
| \((9,2,2,8)\) | 0.086401305780018 | 0.086401305780018 | 0.086401305780018 |
| \((10,9,3,8)\) | 0.164875697151579 | 0.164875697151579 | 0.164875697151579 |
| \((4,9,2,9)\) | 0.21879536244445 | 0.21879536244445 | 0.21879536244445 |
| \((2,10,3,9)\) | 0.08356919140181 | 0.08356919140181 | 0.08356919140181 |
| \((9,9,2,10)\) | 0.15313445112478 | 0.15313445112478 | 0.15313445112478 |
Alternating Direction Implicit Method for ...

Table (3): is a comparison between the two methods ADE and ADI with the exact solution for values of concentration $u$ that are computed at space size $\Delta x = \Delta y = \Delta z = \frac{\pi}{10}$, $r = \frac{1}{8}$ and $\Delta t = r(\Delta x)^2$. Table (4): is a relative error comparison of the methods ADE with the exact solution and ADI with the exact solution at space size $\Delta x = \Delta y = \Delta z = \frac{\pi}{10}$, $r = \frac{1}{8}$ and $\Delta t = r(\Delta x)^2$.

| Point (i,j,k,n) | Error of ADE Method With Exact solution | Error of ADI Method With Exact solution |
|-----------------|----------------------------------------|----------------------------------------|
| (4,3,2,1)       | 0                                      | 0                                      |
| (7,5,3,1)       | 0                                      | 0                                      |
| (2,10,2,2)      | 3.872005760313238e-004                  | 7.324996285312854e-005                 |
| (10,10,3,2)     | 3.872005760313093e-004                  | 7.324996285326660e-005                 |
| (10,2,2,3)      | 7.742512277767201e-004                  | 1.465052912632865e-004                 |
| (2,2,3,3)       | 7.742512277766800e-004                  | 1.465052912631781e-004                 |
| (10,3,2,4)      | 1.161152013286873e-003                  | 2.197659856237270e-004                 |
| (2,9,3,4)       | 1.161152013286785e-003                  | 2.197659856234035e-004                 |
| (10,3,2,5)      | 1.547902990589807e-003                  | 2.930320463268755e-004                 |
| (3,10,3,5)      | 1.547902990589854e-003                  | 2.930320463266187e-004                 |
| (10,9,2,6)      | 1.934504217691750e-003                  | 3.663034737665745e-004                 |
| (3,2,3,6)       | 1.934504217691776e-003                  | 3.663034737660562e-004                 |
| (10,3,2,7)      | 2.320955752575711e-003                  | 4.395802683355000e-004                 |
| (2,10,2,7)      | 2.320955752575557e-003                  | 4.395802683355000e-004                 |
| (9,2,2,8)       | 2.707257653202280e-003                  | 5.128624304269712e-004                 |
| (10,9,3,8)      | 2.707257653202869e-003                  | 5.128624304265734e-004                 |
| (4,9,2,9)       | 3.093409977511271e-003                  | 5.861499604335709e-004                 |
| (2,10,3,9)      | 3.093409977511389e-003                  | 5.861499604335289e-004                 |
| (9,9,2,10)      | 3.479412783417774e-003                  | 6.594428587494726e-004                 |
| (10,3,3,10)     | 3.479412783417955e-003                  | 6.594428587498353e-004                 |
| (2,7,2,11)      | 3.865266128815142e-003                  | 7.327411257671027e-004                 |
| (2,3,3,11)      | 3.865266128814974e-003                  | 7.32741125767303e-004                 |
Figure (3). (a) The comparison between ADE method with exact Solution, (b) The comparison between ADI method with exact solution, (c) The comparison between ADE, ADI and exact solution, all for finding the concentration values $u(3,:,2,3)$ at cubic $n=3$, level $k=2$, row $i=3$ and for all columns $j$ when $\Delta x = \Delta y = \Delta z = 0.1$, $\Delta t = r(\Delta x)^2$ and $r = \frac{1}{8}$.

Figure (4). (a) The comparison between ADE method with exact Solution, (b) The comparison between ADI method with exact solution, (c) The comparison between ADE, ADI and exact solution, all for finding the concentration values $u(6,:,4,3)$ at cubic $n=3$, level $k=4$, row $i=6$ and for all columns $j$ when $\Delta x = \Delta y = \Delta z = \frac{\pi}{10}$, $\Delta t = r(\Delta x)^2$ and $r = \frac{1}{8}$.
Figure (5), with respect to example (1) shows that the numerical solution by using ADE and ADI methods in 3-D figure of concentration values $u(:,:,2,3)$ at cubic $n=3$, level $k=2$, for all rows $i$ and for all columns $j$ when $\Delta x = \Delta y = \Delta z = 0.1, \Delta t = r(\Delta x)^2$ and $r = \frac{1}{8}$.

Figure (5), with respect to example (2) shows that the numerical solution by using ADE and ADI methods in 3-D figure of concentration values $u(:,:,4,3)$ at cubic $n=3$, level $k=4$, for all rows $i$ and for all columns $j$ when $\Delta x = \Delta y = \Delta z = \frac{\pi}{10}, \Delta t = r(\Delta x)^2$ and $r = \frac{1}{8}$.

6. Conclusion

Through our study for numerical stability to the ADE method for PDEs in three-dimensional, we conclude that it is conditionally stable such as in two dimensions.
equations, but the ADI method is lost the unconditionally stable that is in two dimensions. Also, we saw that from the numerical results the ADI method is better than the ADE method and its results are nearest to the exact solution compared with the results of ADE method.
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