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ABSTRACT

Emotions are subjective constructs. Recent end-to-end speech emotion recognition systems are typically agnostic to the subjective nature of emotions, despite their state-of-the-art performances. In this work, we introduce an end-to-end Bayesian neural network architecture to capture the inherent subjectivity in emotions. To the best of our knowledge, this work is the first to use Bayesian neural networks for speech emotion recognition. At training, the network learns a distribution of weights to capture the inherent uncertainty related to subjective emotion annotations. For this, we introduce a loss term which enables the model to be explicitly trained on a distribution of emotion annotations, rather than training them exclusively on mean or gold-standard labels. We evaluate the proposed approach on the AVEC’16 emotion recognition dataset. Qualitative and quantitative analysis of the results reveal that the proposed model can aptly capture the distribution of subjective emotion annotations with a compromise between mean and standard deviation estimations.

Index Terms— Bayesian neural networks, end-to-end speech emotion recognition, uncertainty, subjectivity, label distribution learning

1. INTRODUCTION

While individual subjective emotional experiences may be accessed using self-report surveys [1], expressions of emotions are embedded in social context, which makes them inherently dynamic and subjective interpersonal phenomena [2][3]. One way in which emotions become expressed in social interactions and therefore accessible for social signal processing concerns speech signals. Speech emotion recognition (SER) research spans roughly two decades [4], with ever improving state-of-the-art results. As a consequence, affective sciences and SER research has shown increasing prominence in high-critical and socially relevant domains, e.g. health, security and employee well-being [4][5].

Common SER approaches rely on hand-crafted features to predict mean [6] or gold-standard [7] emotion labels. Recently, end-to-end deep neural networks (DNNs) have been shown to deliver state-of-the-art arousal and valence predictions [8][9], by learning features rather than relying on hand-crafted features. Despite their state-of-the-art results, they are often agnostic to the subjective nature of emotions and the resulting label uncertainty [10][11], thereby inducing limited reliability in SER [4]. However, for any real-world application context, it is crucial that SER systems should not only deliver gold-standard predictions but also account for subjectivity based confidence measures [12][4].

Han et al., [10][7] pioneered uncertainty modeling in SER using a multi-task framework to also predict the standard deviation of emotion annotations. However, their work relied on hand-crafted features and a multi-task criterion which does not model any distribution. Sridhar et al., [11] introduced a dropout-based model to estimate uncertainties. However, their model still relied on hand-crafted features and was not explicitly trained on annotation distributions.

Uncertainty in machine learning has been categorized into two types. Aleatoric uncertainty captures data inherent noise (label uncertainty) whereas epistemic uncertainty accounts for the model parameters and structure (model uncertainty) [13]. Stochastic and probabilistic models have mainly been deployed for uncertainty modeling, using auto-encoder architectures [14], neural processes [15], and Bayesian neural networks (BNN) [16]. Bayes by Back-propagation (BBB) for BNNs, formulated by Blundell et al., [16], uses simple gradient updates to optimize weight distributions. This approach can be easily extended to end-to-end models, which makes it a promising candidate for end-to-end uncertainty SER.

In this paper, we propose to use an end-to-end BBB-based BNN architecture for SER. To the best of our knowledge, this is the first time a BNN is used for SER. In contrast to [7][11], the model can be explicitly trained on a distribution of emotion annotations. For this, we introduce a loss term that promotes capturing aleatoric uncertainty (label uncertainty) rather than exclusively capturing epistemic uncertainty (model uncertainty). Finally, we show that our proposed model trained on the loss term can aptly capture label uncertainty.

The rest of the paper is organized as follows. In Section 2 we present related background. In Section 3 we introduce the proposed end-to-end BNN SER model. In Section 4 we explain the experimental setup. In Section 5 we present the results and raise discussions on them.

2. BACKGROUND

2.1. Ground-truth labels

As opposed to emotions as inner subjective experiences [1], we focus on emotional expressions as visible behaviors that others subjectively perceive and can respond to. A common framework for analyzing the expression of emotion in social interactions is pleasure-arousal theory [17][18], which describes emotional experiences in two continuous, bipolar, and orthogonal dimensions: pleasure-displeasure (valence) and activation-deactivation (arousal). A crucial challenge in studying emotional expressions within the arousal and valence framework concerns the significant degree of...
subjectivity surrounding them \cite{4, 10, 19}. To tackle this, annotations \{y_1, y_2, ..., y_a\} for emotions are collected from a annotators \cite{20, 21}. The ground-truth label is then obtained as the mean \(m\) over all annotations from a annotators \cite{6, 22}.

\[
m = \frac{1}{a} \sum_{i=1}^{a} y_i.
\]

Alternatively, an evaluator-weighted mean has been proposed and referred to as the gold-standard \(\hat{m}\) \cite{23, 8, 9}. In this paper, however, we do not utilise the gold-standard and stick to the mean \(m\).

### 2.2. Point estimates in SER

Given a raw audio sequence of \(T\) frames \(X = [x_1, x_2, ..., x_T]\), typically, the goal is to estimate the ground-truth label \(m_t\) for each time frame \(t \in [1, T]\), referred to as \(\hat{m}_t\). The concordance correlation coefficient (CCC), which takes both linear correlations and biases into consideration, has been widely used as a loss function for this task. For Pearson correlation \(r\), the CCC between the ground-truth label \(m\) and its estimate \(\hat{m}\) for \(T\) frames, is formulated as

\[
\mathcal{L}_{\text{CCC}}(m) = \frac{2\sigma_m \sigma_{\hat{m}}}{\sigma_m^2 + \sigma_{\hat{m}}^2 + (\mu_m - \mu_{\hat{m}})^2},
\]

where \(\mu_m = \frac{1}{T} \sum_{t=1}^{T} m_t\), \(\sigma_m^2 = \frac{1}{T} \sum_{t=1}^{T} (m_t - \mu_m)^2\), and \(\mu_{\hat{m}}, \sigma_{\hat{m}}\) are obtained similarly for \(\hat{m}\).

Early approaches relied on hand-crafted features as inputs to estimate CCC. End-to-end DNNs which circumvent the limitations of hand-crafted and -chosen features have been deployed to yield state-of-the-art performance \cite{24, 8, 9}. Notwithstanding their performance, end-to-end DNNs are trained exclusively on ground truth labels and therefore cannot account for annotator subjectivity.

### 2.3. Uncertainty modeling in SER

Han et al. quantified label uncertainty using a statistical estimate, the perception uncertainty \(s\) defined as the unbiased standard deviation of \(a\) annotators \cite{10, 2}:

\[
s = \sqrt{\frac{1}{a-1} \sum_{i=1}^{a} (y_i - m)^2}.
\]

They proposed a multi-task framework to additionally estimate \(s\) along with \(m\). However, the model only accounts for the standard deviation of \(a\) annotations, rather than the whole distribution in itself. Thereby, they are susceptible to unreliable \(s\) estimates for lower values of \(a\) and sparsely distributed annotations.

Sridhar et al. introduced a Monte-Carlo dropout-based uncertainty model, to obtain stochastic predictions and uncertainty estimates \cite{11}. The model is trained exclusively on ground-truth labels \(m\) rather than the distribution of annotations, thereby only capturing the model uncertainty and not the label uncertainties.

### 3. END-TO-END LABEL UNCERTAINTY MODEL

In order to better represent subjectivity in emotional expressions, we propose to estimate the emotion annotation distribution \(Y_t\) for each frame \(t\). While the true distributional family of \(Y_t\) is unknown, we assume, for simplicity, that it follows a Gaussian distribution:

\[
Y_t \sim \mathcal{N}(m_t, s_t).
\]

Thus, the goal is to obtain an estimate \(\hat{Y}_t\) of \(Y_t\) and infer both \(m_t\) and \(s_t\) from realizations of \(\hat{Y}_t\).
3.3. Label uncertainty loss

Inspired by [13], we introduce a KL divergence-based loss term as a measurement of distribution similarity to explicitly fit our model to the label distribution $\hat{Y}$:

$$L_{KL} = f(\hat{Y}_l || \hat{Y}_l)_{KL} = \int \hat{Y}_l(x) \log \frac{\hat{Y}_l(x)}{\hat{Y}_l(x)} dx. \quad (7)$$

The KL divergence is asymmetric, making the order of distributions crucial. In this work, the true distribution $\hat{Y}_l$ is followed by its estimate $Y_l$, promoting a mean-seeking approximation rather than a mode-seeking one and capturing the full distribution [25].

3.4. End-to-end uncertainty loss

The proposed end-to-end uncertainty loss is formulated as,

$$L = L_{ccc}(m) + L_{BBB} + \alpha L_{KL}. \quad (8)$$

Intuitively, $L_{ccc}(m)$ optimizes for mean predictions $m$, $L_{BBB}$ optimizes for BBB weight distributions, and $L_{KL}$ optimizes for the label distribution $\hat{Y}_l$. For $\alpha = 0$, the model only captures model uncertainty (MU). For $\alpha = 1$, the model also captures label uncertainty (+ LU). $L_{ccc}(m)$ is used as part of $L$ to achieve faster convergence and jointly optimize for mean predictions. Including $L_{KL}(m)$ might lead to better optimization of the feature extractor [8][26]. Moreover, it may also contribute towards modeling label distribution.

4. EXPERIMENTAL SETUP

4.1. Dataset

To validate our model, we use the AVEC'16 challenge's 22 subset of the RECOLA dataset 20. Multimodal signals were recorded from 27 subjects, and in this work we only utilize the audio signals collected at 16 kHz. The dataset consists of continuous arousal and valence annotations by $n = 6$ annotators at 40 ms frame-rate, and post-processed with local normalization and mean filtering. The arousal and valence annotations are distributed on average with $\mu_m = 0.01$ and $\mu_m = 0.11$, and $\mu_s = 0.23$ and $\mu_s = 0.14$ respectively, where $\mu_s = \frac{1}{T} \sum_{t=1}^{T} \mu_s$. The dataset is divided into speaker disjoint partitions for training, development and testing, with nine 300 s recordings each. As the annotations for the test partition in the dataset are not publicly available, all results are computed on the development partition.

4.2. Baselines

To validate the mean estimates $m$ of our model, we use the AVEC'16 baseline [22] and Han et al. [7]. For the end-to-end baseline (E2E baseline), we use the proposed architecture but with the uncertainty layer replaced by a vanilla MLP. The resulting end-to-end baseline has 1,446,634 trainable parameters, in contrast to the 1,643,110 parameters in the models comprising the uncertainty layer.

4.3. Choice of hyperparameters

The hyperparameters of the feature extractor (e.g. kernel sizes, filters, stride) are adopted from [26]. A similar extractor with the same hyperparameters has been used in several multimodal emotion recognition tasks with state-of-the-art performance [9][26].

As the prior distribution $P(w)$, [15] recommend a mixture of two Gaussians, with zero means and standard deviations as $\sigma_1 > \sigma_2$ and $\sigma_2 \ll 1$, thereby obtaining a spike-and-slab prior with a heavy tail and concentration around zero mean. But in our case, we do not need mean centered predictions as $y$ does not follow such a distribution, as seen in Section 4.1. In this light, following the standard approach of BBB for BNNs, we propose to use a simple Gaussian prior with unit standard deviation $N(0, 1)$. The $\mu_w$ and $\rho_w$ of the posterior distribution $P(w|D)$ are initialized uniformly in the range $[-0.1, 0.1]$ and $[-3, -2]$ respectively. The ranges were fine-tuned using grid search for maximized $L_{KL}$ at initialization on the train partition.

4.4. Validation metrics

To validate our mean estimates, we use $L_{ccc}(m)$, a widely used metric in literature [8][26][7]. To validate the label uncertainty estimates, we use $L_{ccc}(s)$, along with $L_{KL}$. $L_{ccc}(s)$, previously used in [10], only validates the performance on $s$, and ignores performances on $m$. In this light, we additionally use $L_{KL}$ which takes a holistic approach by validating both $m$ and $s$ performances. However, the metric makes a Gaussian assumption on $\hat{Y}_l$ and hence can be biased. Thus, we use both these metrics for the validation with their respective benefits under consideration.

5. RESULTS AND DISCUSSION

5.1. Mean and standard deviation estimation

Table 1 shows the average performance in terms of CCC for the mean $m$ and standard deviation $s$ estimations, $L_{ccc}(m)$ and $L_{ccc}(s)$ respectively. Comparisons with respect to $s$ are not presented for the three baselines as these approaches do not estimate $s$.

|               | Arousal | Valence |
|---------------|---------|---------|
| $L_{ccc}(m)$  | 0.796   | 0.455   |
| $L_{ccc}(s)$  | -       | -       |
| $L_{ccc}(m)$  | 0.534   | -       |
| $L_{ccc}(s)$  | -       | -       |
| Model uncertainty | 0.736   | 0.270   |
| + Label uncertainty | 0.710   | 0.340   |

Table 1: Performance comparison on mean $m$ and standard deviation $s$ estimates. Larger CCC indicate improved performance.
5.2. Distribution estimation

Table 2 shows the performance of our uncertainty models in terms of $\mathcal{L}_{KL}$. As expected, we see that $\mathcal{L}_{KL}$ decreases when using label uncertainty since $+$ LU also optimizes $\mathcal{L}_{KL}$. To further validate the results, we plot the distribution estimations for a test subject for arousal and valence, seen in Figures 2 and 3 respectively. From the figures, backing the results in Table 2, one may see that $+$ LU best captures the subjectivity in emotions, while MU is optimized more for predictions centered on the mean and strict standard deviations.

Secondly, we see that the $+$ LU model can fit quite accurately the ground truth distribution $\mathcal{Y}$ on the arousal dimension. However, it performs poorly on the valence dimension. Note that it is commonly observed in SER literature that the audio modality insufficiently explains valence [8, 9]. Nevertheless, a probable explanation for the poor estimation of label uncertainty in valence is that the uncertainty layer, shared between arousal and valence, fits the $P(w|D)$ exclusively for the $s$ in arousal, the easier task in SER. The layer models the average degree of uncertainty $\mu_s$ to be similar across the two dimensions, while they are not (seen in Section 5.3).

5.3. Label Uncertainty BNN for SER

This work is the first in literature to study BNNs for SER. The BBB technique, adopted by the proposed model, use simple gradient updates and produce stochastic outputs, making them promising candidates for end-to-end uncertainty modeling. More crucially, they open up possibilities for training the model on a distribution of annotations rather than a less informative standard deviation estimate.

While the proposed model have several advantages, they also come with certain shortcomings. Firstly, they are influenced by the initialization of $P(w)$ and $P(w|D)$, thereby requires heuristics-based initialization for optimal performances. Secondly, in the model we assumed that $\mathcal{Y}_t$ follows a Gaussian distribution, and had only $a \approx 6$ annotations available to model the distribution. This might sometimes lead to unstable $\mathcal{L}_{KL}$ during approximation of $\mathcal{Y}_t$, thereby affecting the training processes. Acknowledging that gaining more annotation is resource inefficient, as future work, we will investigate techniques to model stable $\mathcal{Y}_t$ with limited annotations.

6. CONCLUSION

In this work, we introduced a BNN-based end-to-end approach for SER, which can account for the subjectivity and label uncertainty in emotional expressions. For this, we introduced a loss term based on the KL divergence to enable our approach to be trained on a distribution of annotations. Unlike previous approaches, our approach, with its stochastic outputs, can estimate both the mean and standard deviation of the emotion annotations. Analysis of the results reveal that the proposed uncertainty model trained on the KL loss term can aptly capture the distribution of emotion annotations in-terms of both the CCC and KL divergence, with a compromise on mean estimations. Moreover, we also showed that our approach, trained on raw audio signals, better captures label uncertainty in the arousal dimension of emotional expressions than the valence dimension.
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