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Abstract

Nowadays, there is a series of complexities in biophysics that require a suitable approach to determine the measurable quantity. In this way, the superstatistics has been an important tool to investigate dynamic aspects of particles, organisms and substances immersed in systems with non-homogeneous temperatures (or diffusivity). The superstatistics admits a general Boltzmann factor that depends on the distribution of intensive parameters $\beta = \frac{1}{D}$ (inverse-diffusivity). Each value of $\beta$ is associated with a local equilibrium in the system. In this work, we investigate the consequences of Mittag-Leffler function on the definition of $f(\beta)$-distribution of a complex system. Thus, using the techniques belonging to the fractional calculus with non-singular kernels, we constructed a distribution to $\beta$ using the Mittag-Leffler function. This function implies distributions with power-law behaviour to high energy values in the context of Cohen-Beck superstatistics. This work aims to present the generalised probabilities distribution in statistical mechanics under a new perspective of the Mittag-Leffler function inspired in Atangana-Baleanu and Prabhakar forms.
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1. Introduction

The statistical mechanics theory introduced by Boltzmann and Gibbs was very successful on characterisation of macroscopic quantity by use of microscopic quantities [47]. One of the most important quantities to emerge from this theory is the entropy, particularly for the microcanonical ensemble. Entropy was written by Boltzmann as $S = k_B \ln \Omega$ in which $k_B$ is the Boltzmann constant and $\Omega$ is the number of system configurations for a fixed energy $E$. 
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Over the years, statistical mechanics has been investigated in contexts that transcend the physics, such as genetic algorithm [36], information theory [24], stochastic process in cell biology [7]. However, the advent of experimental techniques brought a series of systems called complex systems that required even more sophisticated theoretical formulations. In this scenario, the search for formalisms that embody more complexities in nature has attracted the attention of many scientists. Particularly, the physics of biological systems has a number of complexities. Even taking statistical approaches to address such systems, there are a number of intrinsic factors of these systems that cannot be disregarded. For example: In an equilibrium homogeneous fluid it has a temperature $T$ and a diffusivity $D$ (in which $D \propto T$). This characteristic ceases to be valid in heterogeneous involvements because there is fluctuation to the diffusivity $D$ (or in temperature), so such systems are out of equilibrium. They have been reported in the movement of nematodes immersed in heterogeneous environment [21], heterogeneous random walks [31], etc.

Thus, the theory that has been successful in addressing systems in complex environments is superstatistics [6, 9]. It provides a simple way to statistically approach the movement of a particle or organisms in complex environment. Some of the newer systems addressed through superstatistics include Brownian yet non-Gaussian diffusion [8], global warming [51], superstatistics of Fermi-Dirac and Bose-Einstein [33], run-and-tumble particles [45], random diffusivity [46], ultracold Buffer gas [37], entropic forms [50], nanoscale electrochemical systems [15], transformation groups of superstatistics [20] and others.

The superstatistics was introduced by Beck and Cohen in Ref. [6, 1]. This theory considers the system as inhomogeneous in the intensive parameter $\beta$, inverse of the temperature so that each different value for the intensive parameter has a particular Boltzmann factor $e^{-\beta E}$. Therefore, superstatistics considers that the $\beta$ value collection can be treated statistically, i.e. there is a $f(\beta)$ distribution of the $\beta$ intensive parameter, in which for $t \gg T$ (long-term run) we have more general distributions that include Boltzmann factor as a particular case. Hence, being $E$ the energy associated with microstates of a $\beta$ inverse-temperature cell and using the above assumptions, we have

$$B = \int_0^\infty d\beta f(\beta)e^{-\beta E},$$

which is the generalized Boltzmann factor and is very useful in approaching
non-equilibrium systems. It is important to mention that non-equilibrium occurs for the entire system and that locally (in each cell) the system is in equilibrium [9]. For a system whose fluctuations in intent values $\beta$ collapse to a single value $\beta_0$, i.e. $f(\beta) = \delta(\beta - \beta_0)$ we retrieve the Boltzmann-Gibbs statistic. In more complex situations the $f(\beta)$ distribution may allow long tail which implies a number of new shapes for the generalised Boltzmann factor [19 28 42]. An important point to consider is how to define the probability distribution associated with generalised Boltzmann factor, introduced in the article [6 48] as follows

$$p(E) = \frac{B(E)}{Z}, \quad (2)$$

in which

$$Z = \sum_i \int_0^\infty d\beta f(\beta)e^{-\beta E_i}, \quad (3)$$

is the partition function. In addition to this construction, the work [48] presents a superstatistics in which the partition function depends on $\beta$. Such consideration implies another way of defining probability. The superstatistics theory is actually quite rich because by defining a $f(\beta)$ distribution you can build multiples types of different statistics, for example by defining $f(\beta)$ as a Gamma distribution (or $\chi^2$) from Eq. (1) the statistical mechanics proposed by Tsallis [49] are obtained. One of the favourable points to Tsallis statistic is that the generalised Boltzmann factor ($e_q(-\beta E)$) by it is that within the specified limit of $q \to 1$ Boltzmann factor [6 47]. In this context, we consider a $f(\beta)$-distribution given by multiplication of a Mittag-Leffler function [22] by a power-law function to define a generalisation of the Gamma distribution (or $\chi^2$). The Mittag-Leffler (ML) functions constitute one of the most important tools that emerge in the context of fractional calculus, in this context some work has attempted to insert the Mittag-Leffler functions in the context of superstatistics [27 26]. In this work, we build and analyse the superstatistics associated with two $f(\beta)$-distributions built by ML functions. We investigate how the generalised distributions $p(E)$ (see Eq. (2)) differ from the classical form contained in Boltzmann-Gibbs statistical mechanics.

The paper is outlined as follows: in section 2, we present the preliminaries concepts about Mittag-Leffler function [22] in context of fractional calculus. In section 3 we introduce the density-diffusivity that consists of
the construction of distribution using Mittag-Leffler functions. In the following, we present a series of behaviour to exemplify the different behaviours to generalised probability distributions for two particular cases of Mittag-Leffler density-diffusivity. Finally, in section 4, we present the conclusions that include a discussion of possible scenarios that results can be applied.

2. Preliminary concepts about Mittag-Leffler function

The Mittag-Leffler function defined appears in a context of fractional calculus. The fractional calculus is the science fields that investigate the fractional derivative operator. There are several other definitions of fractional derivatives, and these satisfy several mathematical properties that are detailed in the reference [38]. The Fractional derivatives, such as Riemann-Liouville, Letnikov, Riesz, and others, are constituted by convolution integrals with power-law kernels. These derivatives applied in differential equations generate a series of special functions [40], the Mittag-Leffler and Fox functions when applied in contexts associated with particles diffusion. In this context, the Mittag-Leffler function defined as follow

\[ E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)}, \tag{4} \]

emerges as a natural solution of equation like \( \frac{d^\alpha}{dz^\alpha}y(z) = y(z) \) \( y(0) = 0 \) and \( z \in \mathbb{R}^+ \). In particular, if \( \alpha \to 1 \) we recover the exponential function. Still in the context of the fractional calculus there is a class of derivative operator that are non-singular and are defined as a convolution under a Mittag-Leffler function. So, the Mittag-Leffler function has been a fundamental function in fractional calculus [43, 25, 18]. In fact, the fractional derivatives describe a series of problems in complex systems [10, 32, 12].

Now we consider the tempered fractional derivative with three parameters Mittag-Leffler kernel [14, 16] in Caputo sense is defined as follows

\[ D_{\alpha,\sigma,\delta}^{\nu,\sigma,\alpha} f(t) = \int_0^t e^{-a(t-t')} \varphi_{\alpha,\sigma}(t-t') \frac{d}{dt'} f(t') dt', \quad t \in \mathbb{R}, \tag{5} \]

with the Prabhakar kernel \( \varphi_{\alpha,\sigma}^{\delta,\nu} \) defined by

\[ \varphi_{\alpha,\sigma}^{\delta,\nu}[t] = t^{\sigma-1} E_{\alpha,\sigma}^{\delta} (-\nu t^\alpha), \tag{6} \]
in which $E_{\alpha,\sigma}^{\delta}(z)$ is the generalised Mittag-Leffler function for three parameters [35], given by

$$E_{\alpha,\sigma}^{\delta}(z) = \sum_{k=0}^{\infty} \frac{(\delta)_k}{\Gamma[\alpha k + \sigma]} \frac{z^k}{k!}, \quad (7)$$

$(\delta)_k = \Gamma[\delta + k]/\Gamma[\delta]$ is the Pochhammer symbol, com $\mathcal{R}\{\sigma\} > 0$ e $\sigma, \alpha, \delta, z \in \mathbb{C}$. The function (7) recovers the two-parameters Mittag-Leffler function [34] to $\delta = 1$, i.e. $E_{\alpha,\sigma}^{1}(z)$. The Mittag-Leffler function (7) is reduced from one parameter to $\sigma = 1$ and $\delta = 1$. Finally, the function (7) assumes the exponential form when $\alpha = \sigma = \delta = 1$, i.e. $E_{1,1}^{1}(z) = e^z$. Among the advantages of using the Prabhakar derivative (Eq. (5)), there is the fact that the Caputo derivative [1] is a particular case of the Prabhakar derivative. The Laplace transform of Eq. (6) is summarised as follows

$$\mathcal{L}\left\{t^{\sigma-1}E_{\alpha,\sigma}^{\delta}(-\nu t^\alpha)\right\} = \frac{s^{\alpha\delta-\sigma}}{(s^{\alpha} + \nu)^{\delta}} \quad \mathcal{R}\{s\} < |\nu|^{-\frac{1}{\alpha}}, \quad (8)$$

in which $\delta, \alpha, \sigma \in \mathbb{C}$ and $\mathcal{R}\{\alpha\}, \mathcal{R}\{\sigma\} > 0$. The Eq. (8) satisfies a series of mathematical proprieties that were detailed in Ref. [10]. Note that to $\delta = 0$, $\alpha = 0$ and $\sigma = 1$, the Eq. (5) retrieves the fractional derivative form of Caputo. Thereby, the fractional Prabhakar derivative has been an efficient tool in physical models to approach the transition among anomalous diffusion [41] and stochastic resetting problem [11], etc. In this decade was defined a fractional derivative by Atangana and Baleanu that has been very applied in general science, the Atangana-Baleanu (AB) fractional derivative reported in [2] is defined as a convolution integration of a Mittag-Leffler function with one parameter in convolution term and an arbitrary function, i.e. $\frac{d}{dt}\int_{a}^{t} dt' K_{AB}(t') f(t - t')$. The AB fractional derivative recovers the ordinary derivative of the first order when $\alpha \to 1$. The AB fractional operator has revealed a class of interesting behaviours in amount quantity of problems in physics. Newer investigations include themes as chaos and statistic [3], reaction-diffusion systems [39], time-fractional variable-order telegraph equation [17], Lévy Flights [13], viscoelastic response [23], etc. In fact, in this scenario, the Mittag-Leffler kernels have been a mathematical tool that has been more understood day by day [44, 14]. Thereby, this work extends

\footnote{Or Riemann–Liouville, depending on how the Prabhakar derivative is defined.}
the applicability of this function to a new field in physics of complex systems, the Cohen-Beck superstatistics.

3. Constructing a $f(\beta)$-distribution with Mittag-Leffler function

In this section, we build a distribution of intensive $\beta$ parameters using the Mittag-Leffler function. Furthermore it is important to emphasise that we consider the $\beta$ parameter in our development, and the diffusivity is given by the inverse relationship with the $\beta$ parameter, i.e. $D = \beta^{-1}$, in which $D$ is the diffusivity of a cell with $T$ temperature [9]. Now, to continue our proposal we introduce some conditions required by the superstatistics [6], formalism, which are as follows:

1. The $f(\beta)$ distribution of the intensive parameters $\beta$ must be normalised, i.e. $\int_0^\infty f(\beta) d\beta = 1$. This guarantees a statistical treatment for theory and has relevance from the point of view of physics.

2. The probability distribution $p(E)$ must be normalized, i.e. the integral $\int_0^\infty dE p(E)$ must exist. In the most general case, the integral

$$\int_0^\infty dE p(E) g(E)$$

must exist in which $g(E)$ is the density of states.

In addition to these considerations, it is important to emphasise again that for $f(\beta) = \delta(\beta - \beta_0)$ we regain Boltzmann’s weight. Furthermore, this proposal may justify the foundations of non-extensive statistical mechanics proposed by Tsallis [4]. Inspired by the $\chi^2$-Gamma distribution that implies the generalised Boltzmann factor by Tsallis [49], let’s assume the general mathematical structure for intensive parameter distribution as follows

$$f(\beta) \propto e^{-\beta^\gamma} \beta^{\sigma - 1} E_{\alpha,\sigma}^{\delta} [-a\beta^\alpha], \quad (9)$$

in which this type of structure appears in a number of contexts in physics to address tempered systems [11]. We can use a series of well-known fractional calculation tools to enter the normalisation constant of the above equation and determine the average value $\langle \beta \rangle$. The $f(\beta)$ function Laplace transform is defined by $\int_0^\infty e^{-s\beta} f(\beta) d\beta$ and results in

$$\mathcal{L} \{f(\beta)\} = \frac{(b + s)^{\alpha\delta - \sigma}}{(a + (b + s)^\alpha)^\delta}, \quad (10)$$
we can define a normalised distribution as follow

\[ \mathcal{L}\{f(\beta)\} = c\mathcal{L}\left\{ e^{-b\beta} \beta^{\sigma-1} E_{\alpha,\sigma}[-a\beta^\alpha] \right\}, \]  

(11)

the average normalise the quantity \( f(\beta) \) is given by

\[ \int_0^\infty f(\beta) d\beta = \lim_{s \to 0} \int_0^\infty e^{-s\beta} f(\beta) d\beta, \]  

(12)

which is a limit on the Laplace transform. Thus, using Eq. (11) and the definition of mean, we have the following normalisation constant

\[ c = (a + b\alpha)^\delta (b^{\alpha-\beta})^{-1} \]

which implies the following distribution

\[ f(\beta) = \frac{(a + b\alpha)^\delta}{b^{\alpha-\beta}} e^{-b\beta} \beta^{\sigma-1} E_{\alpha,\sigma}[-a\beta^\alpha], \]  

(13)

in which \( \beta = D^{-1} \).

We can now set the average value of \( \langle \beta \rangle \) to ensure that it is a finite quantity. Using the same technique as the Laplace transform, we can write the quantity \( \mathcal{L}\{tf(t)\} \) so

\[ \mathcal{L}\{\beta f(\beta)\} = \mathcal{L}\left\{ \frac{(a + b\alpha)^\delta}{b^{\alpha-\beta}} \beta^{\alpha-\beta} E_{\alpha,\sigma}[-a\beta^\alpha] \right\} \]

\[ = \frac{d}{ds} \frac{(a + s + b\alpha)^{\alpha-\beta}}{b^{\alpha-\beta}} \frac{(a + b\alpha)^\delta}{b^{\alpha-\beta}} \]

\[ = \frac{(a + b\alpha)^\delta}{b^{\alpha-\beta}} \frac{\delta\alpha(s + b\alpha)^{\alpha-1}}{(a + s + b\alpha)^{\alpha-1}} (s + b\alpha)^{\alpha-\beta} \]

\[ - \frac{(a + b\alpha)^\delta}{b^{\alpha-\beta}} \frac{\delta\alpha - \beta}{(a + s + b\alpha)^{\alpha-1}} (s + b\alpha)^{\alpha-\beta-1}. \]  

(14)

Then, we can determine exactly the average value of the \( \beta \) parameter is given by \( \langle \beta \rangle = \lim_{s \to 0} \int_0^\infty e^{-s\beta} \beta f(\beta) d\beta \), we obtain

\[ \langle \beta \rangle = \lim_{s \to 0} \mathcal{L}\{\beta f(\beta)\} \]

\[ = \frac{(a + b\alpha)^\delta}{b^{\alpha-\beta}} \frac{\delta\alpha b^{\alpha-1}}{(a + b\alpha)^{\alpha-1} b^{\alpha-\beta}} \]

\[ - \frac{(a + b\alpha)^\delta}{b^{\alpha-\beta}} \frac{\delta\alpha - \beta}{(a + b\alpha)^{\alpha-1} b^{\alpha-\beta-1}} \]

\[ = \frac{\delta\alpha b^{\alpha-1}}{a + b\alpha} - (\alpha\delta - \beta)b^{-1}, \]  

(15)
in which $\langle \beta \rangle > 0$. Here, we can divide the results into two parts. The first of these refers to the distribution associated with a $f(\beta)$ distribution with kernel characteristics defined by Atangana and Baleanu [2]. The second part concerns the particular parameter $\sigma = \alpha \delta$. These two cases satisfy the required conditions for $f(\beta)$ to be associated with a superstatistics.

4. First case: One parameter Mittag-Leffler function for $f(\beta)$ distribution

The first case consists of a detailed analyse of a superstatistics that is based on the kernel proposed by Atangana and Baleanu in the article [2], so we have the following conditions:

$$\delta = \sigma = 1 \quad (16)$$

$$a = \frac{\alpha}{1 - \alpha} \quad (17)$$

in Eq. (13) we obtain the following mathematical expression

$$f(\beta) = \left( \frac{\alpha(1 - \alpha)^{-1} + b^\alpha}{b^\alpha} \right) e^{-b\beta} \beta^{\beta-1} E\left[ -\frac{\alpha}{1 - \alpha} \beta^\alpha \right] \quad (18)$$

Using Eq. (15) and considering $\langle \beta \rangle > 0$ we have

$$\frac{\alpha b^\alpha}{\alpha(1 - \alpha)^{-1} + b^\alpha} > (\alpha - 1) \quad (19)$$

so $1 - \frac{\alpha(1-\alpha)^{-1}}{\alpha(1-\alpha)^{-1} + b^\alpha} > (1 - \alpha^{-1})$ that implies

$$\frac{1}{\alpha} > \frac{\alpha(1 - \alpha)^{-1}}{\alpha(1 - \alpha)^{-1} + b^\alpha} \quad (20)$$

Therefore, $\alpha(1 - \alpha)^{-1} + b^\alpha > \alpha^2(1 - \alpha)^{-1}$ is the condition that must satisfied.

Therefore we consider $1 > \alpha > 0$. Continuing our approach related to the Atangana-Baleanu kernel, we have $a = \frac{\alpha}{1 - \alpha}$ which $1 > \alpha > 0$. Then, replacing (18) in (2) we have

$$p(E) = \frac{1}{Z \alpha} \frac{(b + E)^{\alpha-1}}{(\frac{\alpha}{1 - \alpha} + (E + b)^\alpha)} \quad (21)$$
in which $Z_{\alpha}^{-1} = Z^{-1}(\frac{a}{b^{-1}}^{1-b})$, so that
\begin{equation}
p(E) = \frac{(\alpha + (1 - \alpha)b^{\alpha})}{Z} \frac{(1 + b^{-1}E)^{\alpha-1}}{\alpha + (1 - \alpha)b^{\alpha}(1 + b^{-1}E)^{\alpha}}.
\end{equation}

\[ b^{-1} = \beta_0(1 - \alpha)^{-1} \]

and knowing that $a = \frac{\alpha}{1-\alpha}$ the relation (20) is satisfied. Thus, we have
\begin{equation}
p(E) = \frac{(b^{-\alpha} \frac{\alpha}{1-\alpha} + 1)}{Z} \frac{(1 + (1 - \alpha)^{-1}\beta_0E)^{\alpha-1}}{\frac{\alpha b^{-\alpha}}{1-\alpha} + (1 + (1 - \alpha)^{-1}\beta_0E)^{\alpha}}.
\end{equation}

in which $Z$ is the partition function that normalises the probability. An asymptotic analysis of Eq. (23) can be done with this result, the first limit occurs for high energies
\begin{equation}
\lim_{E \to \infty} p(E) \sim \frac{1}{E},
\end{equation}

the second limit for low power, i.e. $E \to 0$ we obtain $p(E) \sim Z^{-1}$. We can write the probability distribution $p(E)$ as a function that depends on kinetic energy and potential energy. So, in phase space (changing the notation $E$ to $H$) we have to
\begin{equation}
p(\vec{v}, \vec{r}) = \frac{(b^{-\alpha} \frac{\alpha}{1-\alpha} + 1)}{Z} \left( 1 + j \beta_0 \frac{m\vec{v}^2}{2} + j \beta_0 V(\vec{r}) \right)^{\alpha-1} \frac{\alpha b^{-\alpha}}{1-\alpha} + (1 + j \beta_0 \left\{ \frac{m\vec{v}^2}{2} + V(\vec{r}) \right\})^{\alpha},
\end{equation}

in which $j = (1 - \alpha)^{-1}$, $b^{-1} = \beta_0(1 - \alpha)^{-1}$, $\int \int d\vec{v} d\vec{r} p = 1$ and $H(\vec{v}, \vec{r}) = mv^22^{-1} + V(\vec{r})$. Here we can assume that the system is not about the action of a potential, i.e. $V(\vec{r}) = 0$. For simplicity, we can also consider that the generalised one-dimensional canonical ensemble (like a box with $L$ measurement) so Eq. (25) is reduced as follows
\begin{equation}
p(\vec{v}) = \frac{(b^{-\alpha} \frac{\alpha}{1-\alpha} + 1)}{Z} \left( 1 + j \beta_0 \frac{m\vec{v}^2}{2} \right)^{\alpha-1} \frac{\alpha b^{-\alpha}}{1-\alpha} + (1 + j \beta_0 \frac{m\vec{v}^2}{2})^{\alpha},
\end{equation}

in which $j = (1 - \alpha)^{-1}$ and $b^{-1} = \beta_0(1 - \alpha)^{-1}$. This result describes the velocity distribution of particles immersed in a medium with the distribution
of $\beta$ parameter governed by a Mittag-Leffler function with the same parameter choice made in the Atangana-Baleanu kernel, i.e. $a = \frac{\alpha}{1-\alpha}$. Considering a uni-dimensional box a parallel can be made in this text through Maxwell’s distribution. Maxwell’s distribution is typically a Gaussian distribution on velocity, written as

$$p(v) = \frac{\sqrt{\beta_0 m}}{2\pi} e^{-\frac{\beta_0 mv^2}{2}}.$$  

(27)

The Eq. (26) does not converge to Maxwell’s equation for any value of $\alpha$, yet has a very rich behaviour class as shown in Fig. (1). The type of non-Gaussian behaviour in velocity distribution is important to approach turbulent systems [5]. In the next section we observe that there is a suitable choice of parameters in the $f(\beta)$ defined function that recovers the Boltzmann factor, and as a consequence the Boltzmann-Gibbs statistical mechanics.

![Figure 1: This figure shows a series of curves that represent some particular situations of Eqs. (26) and (27) with follow parameters: $\beta_0 = 1$, $m = 2$, $b^{-1} = \beta_0(1-\alpha)^{-1}$ and different $\alpha$-index.](image)
5. Second case: Like-Prabhakar kernel for \( f(\beta) \)-distribution (\( \alpha \delta = \sigma \))

In this section, we analyse a superstatistics associated with the Mittag-Leffler function under \( \sigma = \alpha \delta \) constraint in Eq. (13) which implies

\[
f(\beta) = (a + b^\alpha)^\delta e^{-b^\beta \beta^{\alpha \delta - 1}} E_{\alpha,\alpha \delta}^{\delta}[-a^\beta].
\]  

(28)

Using the Eq. (15) and \( \langle \beta \rangle > 0 \) to the Eq. (28) we has \( \delta a b^{\alpha - 1}(a + b^\alpha) > 0 \) that imply in real-positive values to \( a \) and \( b \). Thereby, using the Eq. (28) in definitions (1) and (2) we obtains

\[
p(E) = \frac{1}{Z} \frac{(1 + a^{-1}b^\alpha)^\delta}{(1 + a^{-1}(E + b)/b)^\delta},
\]  

(29)

in which \( Z \) is the partition function that normalises the probability. Just as in the previous section we can determine the asymptotic limit of this result, the first limit occurs for high energies.

\[
\lim_{E \to \infty} p(E) \sim \frac{1}{E^{\alpha \delta}}.
\]  

(30)

So that \( E \gg b \), for the case that the product \( \delta a = 1 \) the decay is analogous to that found by the density-diffusivity presented in the previous section. Let’s rewrite Eq. (29) in the \((v,r)\) space by defining the \( E \to \mathcal{H}(\vec{v},\vec{r}) \) energy, so

\[
p(\vec{v},\vec{r}) = \frac{(1 + a^{-1}(\mathcal{H}(\vec{v},\vec{r}) + b)^\alpha)^{-\delta}}{Z_{\alpha,\delta}},
\]  

(31)

in which we rewrote the normalization constant \( Z \) as \( Z_{\alpha,\delta} = Z(1 + a^{-1}b^\alpha)^{-\delta} \). Considering a gas confined in a one-dimensional system, as considered in the previous section we have \( \mathcal{H} = m v^2/2 \). Furthermore we know that for the case which the environment is not heterogeneous with respect to the intensive parameter \( \beta \) we obtain the Maxwell-distribution to velocities, for the case that there is a complex environment described by the distribution (31) we obtain a series of results that for particular situations (limits on the parameters) recover the Maxwell-distribution. The Fig. (2) illustrates the velocity distribution for a free particle gas subject to the probability distribution (31) in the case that \( b = 0, a = \delta \beta_0^{-\alpha}, \alpha = 1 \) and \( Z \) is the
normalisation constant, in this figure we show that for low values of $\delta$ the distribution has a long syrup which according to the relation (30) is given by $p(v \to \infty) \sim v^{-2\delta}$. For $\delta \to \infty$ we obtain the Maxwell distribution as the boundary case, that is, we retrieve the Boltzmann statistic. This is only because we set the value of $\alpha = 1$, knowing that we can now consider a high value of $\delta$, i.e. $\delta \gg 1$ fixed, and changing the values of $\alpha$, this new situation is represented in Fig. (3), in which case it is clear that for $\alpha < 1$ the system has a long tailed behaviour and only recovers the Maxwell distribution to $\alpha \to 1$. The third and last situation represented by Fig. (4) considers the value of the parameters $\alpha$ and $\delta$ to be fixed and changes the amount $b$ which for the other analyses was considered null. Thus Fig. (4) shows a series of new long tailed distributions, which correspond to after cases with energy plus a constant.

All of these features discussed and graphically demonstrated for the velocity distribution associated with Mittag-Leffler distribution type to $f(\beta)$ distribution. Now, let’s simply consider $b = 0$ to analyse a special case in Eq.(29). Also let’s consider that $a = \delta \beta_0^{-\alpha}$, so

$$p(E) = \frac{(1 + \frac{\beta_0}{\delta}E^\alpha)^{-\delta}}{Z},$$

(32)
in which $\sigma = \alpha \delta$. To $\delta \to \infty$ we obtain

$$\lim_{\delta \to \infty} p(E) = \frac{e^{-\beta_0 E^\alpha}}{Z},$$

(33)
so that to $\alpha \to 1$ we recover the usual Boltzmann factor

$$\lim_{\delta \to \infty} \alpha \to 1 \left(1 + \frac{\beta_0}{\delta}E^\alpha\right)^{-\delta} \to e^{-\beta_0 E},$$

(34)
in which the effective diffusivity and effective temperature obeys the Einstein-Smoluchowski relation

$$\beta_0 = \frac{1}{D_{eff}} = \frac{1}{k_B T_{eff}},$$

(35)
for the Boltzmann factor obtained at the expression limit (34). The result expressed by Eq. (32) is of great importance because retrieve the Boltzmann-Gibbs statistic. In addition to this result it is important to mention if we
assume $\delta = \frac{1}{q-1}$ and $\alpha = 1$ in Eq. (32) we obtain the distribution proposed by Tsallis in the [49]. In other words, the result contained in Eq. (32) corresponds to a statistical mechanics that reclaims the Boltzmann-Gibbs [47] and Tsallis [49] statistics as special cases.

Figure 2: This figure show a series of curves that represent some particular situations of Eq. (31) with $E = mv^2 - 1$ to follow parameters: $\beta_0 = 1$, $m = 2$, $b = 0$, $\alpha = 1$ and different $\delta$-index. The black-curve represent the Maxwell distribution (Eq. (27)) with $m = 2$ and $\beta_0 = 1$. 
Figure 3: This figure shows a series of curves that represent some particular situations of Eq. (31) with $E = mv^2 2^{-1}$ to follow parameters: $\beta_0 = 1$, $m = 2$, $b = 0$, $\delta = 10^2$ and different $\alpha$-index. The black-curve represents the Maxwell distribution (Eq. (27)) with $m = 2$ and $\beta_0 = 1$.

Figure 4: This figure shows a series of curves that represent some particular situations of Eq. (31) with $E = mv^2 2^{-1}$ to follow parameters: $\beta_0 = 1$, $m = 2$, $\alpha = 1$, $\delta = 10^2$ and different $b$ parameter. The black-curve represents the Maxwell distribution (Eq. (27)) with $m = 2$ and $\beta_0 = 1$. 
6. Conclusion

In this work, we proposed a Mittag-Leffler function to obtain a statistic-mechanics type to irregular (non-homogeneous) environments. Moreover, we considered the Mittag-Leffler function to build a distribution \( f(\beta) \) of intensive parameters. Moreover, we investigate the consequences in the probability for two particular cases, the first one was inspired in AB kernel \[2\] and the second one involve a Mittag-Leffler function with three parameters (to \( \sigma = \alpha \delta \) in Eq. \[8\]). The results found here are accurate and generate relevant consequences in complex environment.

First, we addressed the problem of ML function to \( f(\beta) \)-distribution for a simple case of the Mittag-Leffler function with one parameter in the sense of AB kernel. Thereby, we obtain the probability distribution and we have shown that associated with this case to high energy values the probability distribution has tailed \( p(E) \propto E^{-1} \) that does not depend on \( \alpha \) index. Moreover, we use this result to investigate a gas of particles in a complex environment, we present a series of generalised distribution with long tail.

In the sequence, we investigated a superstatistics associated with \( f(\beta) \)-distribution associated to Mittag-Leffler function with three parameters. In this case, we considered a particular restriction under parameters choice \( \sigma = \alpha \delta \) in three-parameters Mittag Leffler function. We obtain a probability that depends on two parameters, the particular limit to \( E \to \infty \) we obtain a long-tailed as \( p(E) \propto E^{-\alpha \delta} \). We have presented the analytical expression for gas of particles that are evenly distributed in a complex environment associated with \( f(\beta) \)-distribution. We obtain the limit that recover the Boltzmann statistical mechanics, i.e. there are proper choices and limits of parameters that recover the Boltzmann factor.

Our research has revealed that the superstatistics brings new results associated with a \( f(\beta) \)-distribution built with combination of Mittag-Leffler function and a power-law function. In addition, we show that the tools investigated can be useful in the approach of Maxwell-gas in complex environment (or disordered). Therefore, the results contribute to a new point of view in the investigation of a new statistical-mechanics of Mittag-Leffler function to \( f(\beta) \)-distribution.
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