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ABSTRACT. We use techniques of dyadic analysis in order to prove that, for every $0 < s < \frac{1}{2}$, there exists a positive constant $\gamma(s)$ such that the inequality

$$\left( \int_{\mathbb{R}^2} |x-y|^{2s-1} |\varphi(x)| |\varphi(y)| \, dx \, dy \right) \left( \int_{\mathbb{R}^2} |x-y|^{2-2s} |\varphi(x) - \varphi(y)|^2 \, dx \, dy \right) \geq \gamma(s)$$

holds for every $\varphi$ with $\|\varphi\|_{L^2(\mathbb{R})} = 1$. The second integral on the left hand side is the energy quadratic form of order $s$, which for the limit case $s = 1$ gives the local form $\text{Var} |\varphi|^2$ or $\int |\nabla \varphi|^2$. The first is a natural substitution of the position form, which on the Haar system shows the same behavior of the classical $\text{Var} |\varphi|^2$.

1. Introduction

Let us denote, as usual, by $\psi = \psi(x,t)$ the wave function describing the non relativistic state of a quantum system at time $t$. The evolution in time of the system described by $\psi$ is governed by the Schrödinger equation

$$-\frac{\hbar}{i} \frac{\partial \psi}{\partial t} = H \psi,$$

with $H$ the Hamiltonian operator determined by the system and $\hbar = \frac{h}{2\pi}$ where $h$ is the Planck constant. The Hamiltonian operator $H$ takes into account the total energy of the system. The canonical quantization of the classical description of the energy in terms of the kinetic and potential energies, $e = \frac{\vec{p} \cdot \vec{p}}{2m} + V(x)$, where we substitute the momentum $\vec{p}$ by the vector operator $-i\hbar \nabla$, gives the most classical form of the Schrödinger equation for a particle of mass $m$,

$$-\frac{\hbar}{i} \frac{\partial \psi}{\partial t} = \frac{\hbar^2}{2m} \Delta \psi + V \psi,$$

where the kinetic energy is essentially the Laplace operator $\Delta \psi = \nabla^2 \psi = \sum_{i=1}^{3} \frac{\partial^2 \psi}{\partial x_i^2}$. When $V = 0$ we say that we have a free system. The Laplace operator, in the calculus of variations, is the Euler-Lagrange operator corresponding to the energy quadratic form $E_1(\varphi) = \int |\nabla \varphi|^2 \, dx$ associated to the energy bilinear form

$$E_1(\varphi, \eta) = \int \nabla \varphi \nabla \eta \, dx.$$

In other words, the harmonic functions $u$ ($\Delta u = 0$) are the minimizers of $E_1$ on adequate function spaces.

In the classical book of Landkof [6], a huge family of energy bilinear and quadratic forms is introduced and the corresponding potential theory is thoroughly developed. In particular the family $E_s$ ($0 < s < 1$) from which $E_1$ can be regarded as a limit case. Precisely, the energy bilinear form on $\mathbb{R}^n$

$$E_s(\varphi, \eta) = \iint_{\mathbb{R}^n \times \mathbb{R}^n} \frac{\varphi(x) - \varphi(y)}{|x-y|^s} \left| \frac{\varphi(x) - \varphi(y)}{|x-y|^s} \right| |x-y|^s \, dx \, dy.$$
and the associated energy quadratic form

\[ E_s(\varphi) = E_s(\varphi, \varphi) = \int_{\mathbb{R}^n \times \mathbb{R}^n} \frac{|\varphi(x) - \varphi(y)|^2}{|x - y|^s} \, dx \, dy. \]

The Euler-Lagrange operator associated to \( E_s \) is the fractional Laplacian \((-\Delta)^s\), which at least in the principal value sense, is given by

\[ (-\Delta)^s \varphi(x) = \int_{y \in \mathbb{R}^n} \frac{\varphi(x) - \varphi(y)}{|x - y|^{n+s}} \, dy. \quad (1.1) \]

Schrödinger equations with Hamiltonians involving fractional Laplacians have been considered before, see for example [7], [8], [12], [9]. These authors introduce and discuss uncertainty relations of the setting. We aim to use the energy bilinear forms approach described before, in order to prove some uncertainty relations that sound natural to the context of finite \( s \)-energy forms for small \( s \). To precise the above considerations, let us briefly review the uncertainty inequality for the Heisenberg Principle. At this point we have to mention that there is an extensive literature on uncertainty inequalities including Balian-Low’s theorem and many other extensions and point of view. We only refer here to the classical survey [5] and to [4]. Let us also refer to [11] and [10] for related results on fractals and some metric measure spaces.

For the sake of simplicity we shall remain in one dimension space. Set \( \hat{\varphi} \) to denote the Fourier transform of \( \varphi \in L^2(\mathbb{R}) \). The uncertainty inequality reads

\[ \text{Var} |\varphi|^2 \text{Var} |\hat{\varphi}|^2 \geq \frac{1}{16\pi^2} \]

for every \( \varphi \in L^2(\mathbb{R}) \) with \( \|\varphi\|_2 = 1 \). Here

\[ \text{Var} |\varphi|^2 = \inf_{a \in \mathbb{R}} \left( \int_{\mathbb{R}} (x - a)^2 |\varphi(x)|^2 \, dx \right) \]

and similarly

\[ \text{Var} |\hat{\varphi}|^2 = \inf_{a \in \mathbb{R}} \left( \int_{\mathbb{R}} (\xi - a)^2 |\hat{\varphi}(\xi)|^2 \, d\xi \right). \]

Since the term \( \text{Var} |\hat{\varphi}|^2 \) can be rewritten as a constant times \( \int_{\mathbb{R}} |\nabla \varphi|^2 \, dx = \int_{\mathbb{R}} |\nabla \varphi|^2 = E_1(\varphi) \), the energy quadratic form for \( \varphi \) or in physical terms \((-\Delta \hat{\varphi})^2\), we aim to search for an adequate functional \( Q_s \), substituting the classical \((-\Delta \hat{\varphi})^2\), defined on the wave functions \( \varphi \), with \( \|\varphi\|_2 = 1 \), in order to obtain an uncertainty relation of the type

\[ Q_s(\varphi)E_s(\varphi) \geq c \]

for a positive constant which could depend on \( s \) but not on \( \varphi \).

At this point we have to mention the work of two of the authors in [2] and [1], to point out that the Haar wavelet system is the sequence of eigenfunctions of a special nonlocal fractional differential operator which resemble (1.1) with \( n = 1 \). Moreover, the Schrödinger equation for a free particle with these type of kinetic energies and prescribed initial condition are explicitly solved in [2] through the Haar system. In Section 2 we prove a precise dyadic uncertainty relation with a position functional that also, as the energy form, comes from a bilinear positive definite form. Once these results are established we go back, in Section 3, to the Euclidean world in order to produce the desired uncertainty relation for \( s \) small.
2. The dyadic fractional uncertainty inequality

Let $\mathcal{D}$ be the countable family of all dyadic intervals in $\mathbb{R}^+$. An interval $I$ belongs to $\mathcal{D}$ if and only if there exists $j \in \mathbb{Z}$ and $k \in \mathbb{Z}$ such that $I = I_k^j = (k2^{-j}, (k + 1)2^{-j}]$ with $\mathcal{D}_j$ we denote all the dyadic intervals of level $j$, i.e. $\mathcal{D}_j = \{I_k^j : k \in \mathbb{Z}\}$. The Haar system associated to $\mathcal{D}$ is denoted by $\mathcal{H}$. There is a one to one correspondence between $\mathcal{D}$ and $\mathcal{H}$. If $I = I_k^j$ then $h_I(x) = 2^{j/2}h(2^{j}x - k)$, with $h(x) = X_{[0,1/2]} - X_{[1/2,1]}$. If $h = h_k^j$ we write $I(h)$ to denote the interval $I_k^j$. The system $\mathcal{H}$ is an orthonormal basis for $L^2(\mathbb{R}^+)$. A natural metric in $\mathbb{R}^+$ is provided by the dyadic intervals.

**Lemma 1** ([2]). Let $\mathcal{D}$ be the family of dyadic intervals in $\mathbb{R}^+$. The function

$$\delta(x,y) = \inf\{|I| : I \in \mathcal{D} \text{ and } x,y \in I\}$$

is a distance on $\mathbb{R}^+$. For every $x$ and $y$ we have the inequality $|x - y| \leq \delta(x,y)$.

Of course $\delta(x,y)$ in not equivalent pointwise to $|x - y|$ but globally they have the same integrability properties.

**Lemma 2.** With the above notation and $\alpha > 0$ we have,

(a) the $\delta$-ball with center $x \in \mathbb{R}^+$ and radius $r > 0$ is the largest dyadic interval containing $x$ with measure less than $r$. Let us denote this interval by $B_\delta(x,r)$ or by $I(x,r)$;
(b) $\int_{B_\delta(x,r)} \frac{1}{\delta^{1-\alpha}} \, dy = \int_{I(x,r)} \frac{1}{\delta^{1-\alpha}} \, dy = \frac{1}{(2(1-2^{-\alpha}))^\alpha} |I(x,r)|^\alpha \approx r^\alpha$;
(c) $\int_{B_\delta(x,r)} \frac{1}{\delta^{1+\alpha}} \, dy = +\infty$;
(d) $\int_{\notin B_\delta(x,r)} \frac{1}{\delta^{1+\alpha}} \, dy = \frac{2^{1-\alpha}}{(2(1-2^{-\alpha}))^\alpha} |I(x,r)|^{-\alpha} \approx r^{-\alpha}$;
(e) $\int_{\notin B_\delta(x,r)} \frac{1}{\delta^{1-\alpha}} \, dy = +\infty$;
(f) $\int_{\notin B_\delta(x,r)} \frac{1}{\delta^{1-\alpha}} \, dy = \int_{\notin B_\delta(x,r)} \frac{1}{\delta^{1-\alpha}} \, dy = +\infty$.

**Proof.** We shall only check (b) and (d) where the precise constants have to be determined. For (c), (e) and (f) we only need to compare each integral with a divergent sequence.

(b)

$$\int_{B_\delta(x,r)} \frac{1}{\delta^{1-\alpha}} \, dy = \sum_{k=0}^\infty \int_{\{y : \delta(x,y) = 2^k |I(x,r)|\}} \frac{1}{\delta^{1-\alpha}} \, dy = \sum_{k=0}^\infty 2^{k(1-\alpha)} |I(x,r)|^{-1+\alpha} \cdot \{|y : \delta(x,y) = 2^k |I(x,r)|\}|$$

$$= \frac{1}{2} \cdot \frac{1}{1-2^{-\alpha}} |I(x,r)|^\alpha.$$

(d)

$$\int_{\notin B_\delta(x,r)} \frac{1}{\delta^{1+\alpha}} \, dy = \sum_{k=1}^\infty \int_{\{y : \delta(x,y) = 2^k |I(x,r)|\}} \frac{1}{\delta^{1+\alpha}} \, dy = \sum_{k=1}^\infty 2^{-k+1+\alpha} |I(x,r)|^{-\alpha-1} \cdot \{|y : \delta(x,y) = 2^k |I(x,r)|\}|$$

$$= \sum_{k=1}^\infty 2^{-k+1+\alpha} |I(x,r)|^{-\alpha-1} \cdot \frac{2^k |I(x,r)|}{2}$$

$$= \frac{1}{2} \cdot \frac{2^{-\alpha}}{1-2^{-\alpha}} |I(x,r)|^{-\alpha}.$$
Let us introduce two bilinear forms acting on functions defined on the positive real numbers $\mathbb{R}^+$ in terms of the metric $\delta(x, y)$. First let us introduce the energy bilinear form associated to the metric $\delta$ on $\mathbb{R}^+$ of order $0 < s < \frac{1}{2}$

$$E_\gamma^\delta(\varphi, \psi) = \int_{(\mathbb{R}^+)^2} \frac{[\varphi(x) - \varphi(y)][\bar{\varphi}(x) - \bar{\psi}(y)]}{\delta^s(x, y)} \, dx dy. \quad \delta \in \mathcal{H}$$

The energy form $E_\gamma^\delta$ is given by the value of $E_\gamma^\delta$ on the diagonal. Precisely

$$E_\gamma(\varphi, \psi) := E_\gamma^\delta(\varphi, \varphi) = \int_{(\mathbb{R}^+)^2} \frac{|\varphi(x) - \varphi(y)|^2}{\delta(x, y)} \, dx dy. \quad \delta \in \mathcal{H}$$

The second bilinear form that we introduce, and we call the position bilinear form in the dyadic setting of $\mathbb{R}^+$ is given by

$$Q_\gamma^\delta(\varphi, \psi) = \int_{(\mathbb{R}^+)^2} [\delta^s(x, y)\varphi(x)][\delta^s(x, y)\bar{\varphi}(y)] \, dx dy. \quad \delta \in \mathcal{H}$$

The value of $Q_\gamma^\delta$ on the diagonal $\varphi = \psi$ provides the position quadratic form

$$Q_\gamma^\delta(\varphi) := Q_\gamma^\delta(\varphi, \varphi) = \int_{(\mathbb{R}^+)^2} [\delta^s(x, y)\varphi(x)]^2 \, dx dy. \quad \delta \in \mathcal{H}$$

Regarding the finiteness of the quadratic forms $E_\gamma^\delta(\varphi)$ and $Q_\gamma^\delta(\varphi)$ let us notice that while $Q_\gamma^\delta(\varphi)$ requires only some boundedness or integrability for $\varphi$, the finiteness of the energy form instead involves some regularity of $\varphi$. Since we want to compute $E_\gamma^\delta(h)$ for $h \in \mathcal{H}$ and the Haar functions are discontinuous, it seems at first that there is no hope for the finiteness of $E_\gamma^\delta(h)$. Nevertheless, every Haar function is of Lipschitz (Hölder 1) class with respect to $\delta$. Actually this is true for functions built as linear combinations of indicators of dyadic intervals. See [3] for details regarding these basic facts of dyadic analysis.

In order to have an insight of the action of the quadratic form $Q_\gamma^\delta$, let us compute both quantities $\text{Var} \, |h|^2$ and $Q_\gamma^\delta(h)$ for every $h \in \mathcal{H}$.

**Lemma 3.** For every $h \in \mathcal{H}$ and $\gamma_1(s) = \frac{1}{2} \left( \frac{4^s - 2^s - 1}{1 - 2^{-2s}} \right)$ we have

(a) $\text{Var} \, |h|^2 = \frac{1}{12} |I(h)|^2$, and

(b) $Q_\gamma^\delta(h) = \gamma_1(s) |I(h)|^{2s}$.

**Proof.** (a) Take $h \in \mathcal{H}$. Set $I(h)$ to denote the dyadic support of $h$. Let $m(h)$ be the center of $I(h)$. Since $|h|^2 = \frac{N(h)}{I(h)}$ we have that the mean value $\int_{\mathbb{R}} x |h|^2 \, dx = \frac{1}{|I(h)|} \int_{I(h)} x \, dx = m(h)$. Then

$$\text{Var} \, |h|^2 = \int_{\mathbb{R}} (x - m(h))^2 |h(x)|^2 \, dx = \frac{1}{|I(h)|} \int_{I(h)} (x - m(h))^2 \, dx = \frac{1}{12} |I(h)|^2.$$ 

(b) In the sequel we shall write $I_+$ and $I_-$ to denote the right and left halves of $I$.

$$Q_\gamma^\delta(h) = \int_{(\mathbb{R}^+)^2} \delta^{2s}(x, y)h(x)h(y) \, dx dy = \int_{I(h)} \int_{I(h)} \delta^{2s}(x, y)h(x)h(y) \, dx dy$$

$$= \int_{I_+(h)} \int_{I_-(h)} h(x)h(y) \, dx dy + \int_{I_+(h)} \int_{I_+(h)} h(x)h(y) \, dx dy + \int_{I_-} \int_{I_-(h)} h(x)h(y) \, dx dy + \int_{I_+(h)} \int_{I_-} h(x)h(y) \, dx dy$$

$$= I_1 + I_2 + I_3 + I_4.$$
Let us now compute $I(h)$. Notice that the constant $\gamma$ is constant and takes the value $\delta(x,y) = |I(h)|$. Hence

$$I_1 = \int_{I(h)} \int_{I(h)} \delta^{2s-1}(x,y)h(x)h(y)dxdy$$

$$= \frac{1}{|I(h)|} \int_{I(h)} \int_{I(h)} \delta^{2s-1}(x,y)dxdy$$

$$= \frac{1}{|I(h)|} \sum_{j=0}^{\infty} \int_{(I(h)\times I(h)\cap \{(x,y) : \delta(x,y) = 2^{-j} |I(h)|\}}} \delta^{2s-1}(x,y)dxdy$$

$$= \frac{1}{|I(h)|} \sum_{j=0}^{\infty} |I(h)|^{2s-1} 2^{j(1-2s)} |(I(h) \times I(h)) \cap \{(x,y) : \delta(x,y) = 2^{-j} |I(h)|\}|$$

$$= \frac{2 |I(h)|^{2s-1} |I(h)|^2}{|I(h)|} \sum_{j=0}^{\infty} 2^{j(1-2s)} 2^{j} \frac{1}{2^{2j+1}}$$

$$= \frac{2 |I(h)|^{2s}}{|I(h)|} \sum_{j=0}^{\infty} \frac{1}{4} 2^{-2sj}$$

$$= \frac{1}{4} \frac{1}{1 - 2^{-2s}} |I(h)|^{2s}.$$  

Let us now compute $I_3$. On the product $I(h) \times I_+(h)$ the distance $\delta$ is constant and takes the value $\delta(x,y) = |I(h)|$. Hence

$$I_3 = \int_{I(h)} \int_{I_+(h)} \delta^{2s-1}(x,y)h(x)h(y)dxdy$$

$$= -\frac{1}{|I(h)|} |I(h)|^{2s-1} |I(h) \times I_+(h)|$$

$$= -\frac{1}{4} |I(h)|^{2s}.$$  

So that

$$Q_0^s(h) = 2I_1 + 2I_3 = 2 \frac{1}{4} \left( \frac{2^{-2s}}{1 - 2^{-2s}} - 1 \right) |I(h)|^{2s} = \frac{1}{2} \left( \frac{2^{1-2s} - 1}{1 - 2^{-2s}} \right) |I(h)|^{2s}.$$  

Notice that the constant $\gamma_1(s) = \frac{1}{2} \left( \frac{2^{1-2s} - 1}{1 - 2^{-2s}} \right)$ is positive if $0 < s < \frac{1}{2}$.

\[\square\]
The above result shows that except for the constant, there is a formal continuity because with 
\( s = 1 \), (b) look like (a) on the Haar system \( \mathcal{H} \).

For the dyadic energy form of order \( s \) acting on the Haar system we still have a simple 
behavior that suggest a possible uncertainty relation.

**Lemma 4.** For every \( h \in \mathcal{H} \) we have

\[
\mathcal{E}_s^\delta(h) = \gamma_2(s)|I(h)|^{-2s}
\]

with \( \gamma_2(s) = \frac{2^{-2s} - 1}{2 - 2s} \).

Before proving the lemma, let us observe that \( \text{Var} |\hat{h}|^2 = +\infty \) and that from (b) of Lemma 3 
and the above statement \( Q_\delta^\gamma(h) \cdot \mathcal{E}_s^\delta(h) = \gamma(s) \) for every \( h \in \mathcal{H} \) and \( \gamma(s) = \gamma_1(s) \cdot \gamma_2(s) \).

We shall prove that this inequality holds for general \( f \) in the unit ball of \( L^2 \), not just for the 
Haar system.

**Proof of Lemma 4.** We shall keep using the notation that we used in the proof of the above 
Lemma. Take \( h \in \mathcal{H} \), then

\[
\mathcal{E}_s^\delta(h) = \int_{[\mathbb{R}^+]^2} \frac{|h(x) - h(y)|^2}{\delta^{1+2s}(x,y)} \, dx \, dy
\]

\[
= \int_{I(h) \times I(h)} + \int_{I(h) \times I^c(h)} + \int_{I^c(h) \times I(h)}
\]

\[
= I_1 + I_2 + I_3,
\]

where \( I^c(h) \) denotes the complement \( \mathbb{R} \setminus I(h) \) of \( I(h) \).

**Figure 2.** The three integration regions

Notice first that with \( b(h) \) the right end point of \( I(h) \),

\[
I_2 = I_3 = \int_{x \notin I(h)} \left( \int_{y \in I(h)} \frac{(h(x) - h(y))^2}{\delta^{1+2s}(x,y)} \, dy \right) \, dx
\]

\[
= \int_{x \notin I(h)} \left( \int_{y \in I(h)} \frac{h^2(y)}{\delta^{1+2s}(x,y)} \, dy \right) \, dx
\]

\[
= \int_{x \notin I(h)} \frac{1}{\delta^{1+2s}(x,b(h))} ||h||^2_2 \, dx
\]

\[
= \int_{x \notin I(h)} \frac{dx}{\delta^{1+2s}(x,b(h))}
\]

\[
= \sum_{j=1}^{\infty} \int_{\{x: \delta(x,b(h)) = 2^j ||I(h)||^{-1} \}} (2^j ||I(h)||)^{-1-2s} \, dx
\]
\[ \sum_{j=1}^{\infty} 2^{-j(1+2s)} |I(h)|^{-1-2s} 2^{j-1} |I(h)|. \]

To compute \( I_1 \), notice that \( h(x) = h(y) \) on \( (I_-(h) \times I_-(h)) \cup (I_+(h) \times I_+(h)) \), hence

\[
I_1 = \int_{I(h) \times I(h)} \frac{(h(x) - h(y))^2}{\delta^{1+2s}(x, y)} dxdy
\]

So that

\[
\mathcal{E}_r^s(h) = I_1 + 2I_2 = \left( 2 + \frac{2^{-2s}}{1 - 2^{-2s}} \right) |I|^{-2s}.
\]

Let \( S(\mathcal{H}) \) be the linear span generated by \( \mathcal{H} \) in \( L^2 \). In other words \( S(\mathcal{H}) \) is the set of all (finite) linear combinations of members of \( \mathcal{H} \). Let us state the dyadic uncertainty inequality that we are in position to prove with the above lemmas and some orthogonality properties that we prove after the statement of the theorem.

**Theorem 5.** Let \( 0 < s < \frac{1}{2} \) be given and \( \gamma(s) = \gamma_1(s) \cdot \gamma_2(s) \). Then, the inequality

\[
\mathcal{Q}_r^s(\phi) \cdot \mathcal{E}_r^s(\phi) \geq \gamma(s) \|\phi\|_2^4
\]

holds for every \( \phi \in S(\mathcal{H}) \).

The theorem above is an easy consequence of the following and the previous lemmas.

**Lemma 6.** Let \( 0 < s < \frac{1}{2} \).

1. \( E_r^s(h, h) = 0 \) for \( h \neq \bar{h} \) both in \( \mathcal{H} \);
2. \( Q_r^s(h, h) = 0 \) for \( h \neq \bar{h} \) both in \( \mathcal{H} \);
3. \( \mathcal{E}_r^s(\phi) = \gamma_2(s) \sum_{h \in \mathcal{H}} \frac{||\phi, h||^2}{||I(h)||^{2s}} \) for every \( \phi \in S(\mathcal{H}) \);
4. \( \mathcal{Q}_r^s(\phi) = \gamma_1(s) \sum_{h \in \mathcal{H}} |I(h)|^{2s} ||\phi, h||^2 \) for every \( \phi \in S(\mathcal{H}) \).

**Proof of the Theorem 5.** Let \( \phi = \sum_{h \in \mathcal{H}} \langle \phi, h \rangle h \) be a given function in \( L^2(\mathbb{R}^+) \) such that \( \langle \phi, h \rangle = 0 \) except for a finite subset of \( \mathcal{H} \). Then, from Schwartz inequalities for series

\[
\|\phi\|_2^2 = \sum_{h \in \mathcal{H}} |\langle \phi, h \rangle|^2
\]

\[
= \sum_{h \in \mathcal{H}} |I(h)|^2 |\langle \phi, h \rangle| |I(h)|^{-1} |\langle \phi, h \rangle|
\]

\[
\leq \left( \sum_{h \in \mathcal{H}} |I(h)|^{2s} |\langle \phi, h \rangle|^2 \right)^{\frac{1}{2}} \left( \sum_{h \in \mathcal{H}} |I(h)|^{-2s} |\langle \phi, h \rangle|^2 \right)^{\frac{1}{2}}
\]
and (2) shows (4). Hence, we only have to prove (1) contained in the intersection of the supports of $I$ and (2). Actually (1) is proved in \[\bigcup_{\delta} s \subseteq \delta \gamma h \subseteq \delta \phi \] contained in \[\bigcup_{\delta} s \subseteq \delta \gamma h \subseteq \delta \phi \] and \[\bigcup_{\delta} s \subseteq \delta \gamma h \subseteq \delta \phi \] as desired. \[\square\]

**Proof of Lemma 6.** Notice first that (3) follows from (1) and Lemma 4. In fact, for $\varphi \in S(H)$,

\[
E_s^\delta(\varphi) = \int_{(\mathbb{R}^+)^2} \frac{\varphi(x) - \varphi(y)}{\delta^s(x,y)} \frac{dxdy}{\delta(x,y)}
\]

\[
= \int_{(\mathbb{R}^+)^2} \left( \sum_{h \in H} \langle \varphi, h \rangle (h(x) - h(y)) \right)^2 \frac{dxdy}{\delta^s(x,y)}
\]

\[
= \sum_{h \in H} \langle \varphi, h \rangle^2 \int_{(\mathbb{R}^+)^2} \left( \frac{h(x) - h(y)}{\delta^s(x,y)} \right) \frac{dxdy}{\delta(x,y)}
\]

\[
= \sum_{h \in H} \langle \varphi, h \rangle^2 E_s^\delta(h) + \sum_{(h,\tilde{h}) \in H \times H \setminus \{h=\tilde{h}\}} \langle \varphi, h \rangle \langle \varphi, \tilde{h} \rangle E_s^\delta(h,\tilde{h})
\]

\[
= \gamma_2(s) \sum_{h \in H} \left| I(h) \right|^{-2s} \left| \langle \varphi, h \rangle \right|.
\]

The same argument using (b) in Lemma 3 and (2) shows (4). Hence, we only have to prove (1) and (2). Actually (1) is proved in [1], for the sake of completeness we give here a proof in the simple setting of $\mathbb{R}^+$ where we are now working. Let $h$ and $\tilde{h}$ two different Haar wavelets in $\mathcal{H}$, then

\[
E_s^\delta(h,\tilde{h}) = \int_{(\mathbb{R}^+)^2} \frac{|h(x) - h(y)||\tilde{h}(x) - \tilde{h}(y)|}{\delta^{1+2s}(x,y)} dxdy.
\]

Let us consider the two basic cases for the relative positions of $I(h)$ and $\tilde{I}(h)$. First $I(h) \cap I(\tilde{h}) = \emptyset$ and second $I(h) \subseteq I(\tilde{h})$. Assume that $I(h) \cap I(\tilde{h}) = \emptyset$, then $\delta$ is constant on the support of the integrand, so that

\[
E_s^\delta(h,\tilde{h}) = \delta^{-1-2s}(I(h),I(\tilde{h})) \left\{ \int_{I(h) \cap I(\tilde{h})} h(x)\tilde{h}(y)dxdy + \int_{I(h) \setminus I(\tilde{h})} (-h(y))\tilde{h}(x)dxdy \right\} = 0,
\]

as desired. Assume now that $I(h) \subseteq I(\tilde{h})$. Then the support for the integrand in $E_s^\delta(h,\tilde{h})$ is contained in the intersection of the supports of $h(x) - h(y)$ and $\tilde{h}(x) - \tilde{h}(y)$ which is certainly contained in \[\bigcup_{(\mathbb{R} \setminus I(h)) \times I(h)} I(h) \setminus I(\tilde{h}) \] and \[\bigcup_{I(h) \times (\mathbb{R} \setminus I(h))} I(h) \times I(\tilde{h}) \] which in turn is contained in \[\bigcup_{(\mathbb{R} \setminus I(h)) \times I(h)} I(h) \setminus I(\tilde{h}) \] and \[\bigcup_{I(h) \times (\mathbb{R} \setminus I(h))} I(h) \times I(\tilde{h}) \] So that

\[
E_s^\delta(h,\tilde{h}) = \int_{x \in I(h)} \left( \int_{y \in I(h)} \frac{(-h(y))\tilde{h}(x) - \tilde{h}(y)}{\delta^{1+2s}(x,y)} dy \right) dx
\]

\[
+ \int_{x \in I(h)} \left( \int_{y \in I(h)} \frac{h(x) - h(y)\tilde{h}(x) - \tilde{h}(y)}{\delta^{1+2s}(x,y)} dy \right) dx
\]

\[
+ \int_{y \in I(h)} \left( \int_{x \in I(h)} \frac{h(x)\tilde{h}(x) - \tilde{h}(y)}{\delta^{1+2s}(x,y)} dx \right) dy
\]

\[
= I_1 + I_2 + I_3.
\]
Let us show that $I_1$, $I_2$ and $I_3$ vanish. For $I_1$ notice that in the inner integral, for fixed $x \notin I(h) = (a(h), b(h))$ we have two important facts. First $\delta$ is constant on $I(h)$ as a function of $y$ and $\bar{h}(y)$ is constant, say $\bar{h}(b(h))$, for $y \in I(h)$ because the support of $\bar{h}$ is strictly larger than $I(h)$. So that

$$I_1 = - \int_{x \notin I(h)} \frac{1}{\delta(x, I(h))} \left( \int_{y \in I(h)} h(y)(\bar{h}(x) - \bar{h}(b(h)))dy \right) dx$$

which vanished since the inner integral is zero. $I_3 = I_1 = 0$. For $I_2$ we only have to observe that since $x$ and $y$ belong to $I(h)$ we necessarily have that $\bar{h}(x) = \bar{h}(y)$, hence $I_2 = 0$. Let us finally prove (2), that is $Q_x^\delta(h, \bar{h}) = 0$ for $h \neq \tilde{h}$ both in $\mathcal{H}$. Let us again consider two cases. Assume first that $I(h) \cap I(\bar{h}) = 0$. Then

$$Q_x^\delta(h, \bar{h}) = \int_{(\mathbb{R}^+)^2} \delta^{2s-1}(x, y)h(x)\bar{h}(y)dxdy$$

$$= \int_{x \in I(h)} h(x) \left( \int_{y \in \bar{h}(h)} \delta^{2s-1}(x, y)\bar{h}(y)dy \right) dx$$

$$= \int_{x \in I(h)} h(x)\delta^{2s-1}(x, I(\bar{h}))(\int_{y \in I(\bar{h})}\bar{h}(y)dy)dx = 0.$$

Assume now that $I(h) \nsubseteq I(\bar{h})$. In this case the support of the integrand in $Q_x^\delta(h, \bar{h})$ is contained in $I(h) \times I(\bar{h})$

$$Q_x^\delta(h, \bar{h}) = \int_{I(h) \times I(\bar{h})} \delta^{2s-1}(x, y)h(x)\bar{h}(y)dxdy + \int_{x \in I(h)} \int_{y \in I(\bar{h}) \setminus I(h)} \delta^{2s-1}(x, y)h(x)\bar{h}(y)dxdy = I_1 + I_2.$$

Let us first deal with $I_2$ that can be written as

$$I_2 = \int_{y \in I(\bar{h}) \setminus I(h)} \delta^{2s-1}(I(h), y)\bar{h}(y)\left( \int_{x \in I(h)} h(x)dx \right) dy = 0.$$

Since $I(\bar{h}) \nsubseteq I(h)$, then $\bar{h}$ is constant on $I(h)$ and, with $\bar{h}_{|I(h)}$ the restriction of $\bar{h}$ to $I(h)$,

$$I_1 = \int_{I(h) \times I(h)} \delta^{2s-1}(x, y)h(x)\bar{h}(y)dxdy$$

$$= \bar{h}_{|I(h)} \int_{x \in I(h)} h(x) \left( \int_{y \in I(h)} \delta^{2s-1}(x, y)dy \right) dx$$

$$= \bar{h}_{|I(h)} \left[ \int_{x \in I(h)} \frac{1}{\sqrt{|I(h)|}} \left( \int_{y \in I(h)} \delta^{2s-1}(x, y)dy \right) dx - \int_{x \in I(h)} \frac{1}{\sqrt{|I(h)|}} \left( \int_{y \in I(h)} \delta^{2s-1}(x, y)dy \right) dx \right]$$

$$= \pm \frac{1}{\sqrt{|I(h)|}} \left[ \int_{x \in I(h)} \left( \int_{y \in I(h)} \delta^{2s-1}(x, y)dy \right) dx - \int_{x \in I(h)} \left( \int_{y \in I(h)} \delta^{2s-1}(x, y)dy \right) dx \right]$$

$$= 0.$$

The lemma is proved.

3. Euclidean fractional uncertainty

From the results in the previous section we aim to prove a fractional uncertainty in terms of the Euclidean energy and position forms. Following closely the notation of Section 2 we define the energy bilinear form, the energy quadratic form, the position bilinear form, and the position quadratic form for $0 < s < \frac{1}{2}$,

$$E_s(\varphi, \psi) = \int_{\mathbb{R}^2} \frac{[\varphi(x) - \varphi(y)][\overline{\psi}(x) - \overline{\psi}(y)]}{|x - y|^s} dx dy.$$
\[ Q_s(\varphi, \psi) = \iint_{\mathbb{R}^2} |x-y|^s \varphi(x)^{1/\gamma} \psi(y)^{1/\delta} \frac{dxdy}{|x-y|}; \]
\[ E_s(\varphi) = \iint_{\mathbb{R}^2} \frac{\varphi(x) - \varphi(y)}{|x-y|^{2s}} \frac{dxdy}{|x-y|} \quad \text{and} \]
\[ Q_s(\varphi) = \iint_{\mathbb{R}^2} |x-y|^s \varphi(x) \overline{\varphi(y)} \frac{dxdy}{|x-y|}. \]

With these notation, we are in position to state the main result of this section.

**Theorem 7.** Let \( 0 < s < \frac{1}{2} \) and \( \gamma(s) \) be the constant in Theorem 5. Then, the inequality
\[ Q_s(\varphi)| \cdot E_s(\varphi) \geq \gamma(s) \]
holds for every \( \varphi \in L^2(\mathbb{R}) \) with \( \|\varphi\|_2 = 1. \)

**Proof.** Let \( \varepsilon > 0 \) be given. Since \( \iint_{\mathbb{R}^2} |\varphi(x)|^2 \, dx = 1 \), then there exists \( x_0 \in \mathbb{R} \) such that \( \int_{-\infty}^{x_0} |\varphi(x)|^2 \, dx \geq 1 - \varepsilon. \) Let \( D_{x_0} = x_0 + D = \{ J = x_0 + I : I \in D \} \) and \( \delta_{x_0}(x, y) = \inf\{|J| : x, y \in J, J \in D_{x_0}\}. \) Observe also that for \( x \) and \( y \) both larger than \( x_0 \) we have that \( |x-y| \leq \delta_{x_0}(x, y). \)

With this change of the origin all the quantities in Section 2 are well defined and in particular Theorem 5 holds in the half line \( x > x_0. \) If \( \varphi_{x_0} \) denotes the restriction of \( \varphi \) to \( (x_0, \infty) \), we have
\[ Q_s^\gamma(\varphi_{x_0}) \cdot \mathcal{E}_s^\delta(\varphi_{x_0}) \geq \gamma(s) \|\varphi_{x_0}\|^4 \geq \gamma(s)(1-\varepsilon)^2. \]

More explicitly
\[ \left( \iint_{x>x_0, y>x_0} \frac{\delta_{x_0}^s(x, y) \varphi_{x_0}(x) \varphi_{x_0}(y)}{\delta_{x_0}(x, y)} \frac{dxdy}{\delta_{x_0}(x, y)} \right) \left( \iint_{x>x_0, y>x_0} \frac{|\varphi_{x_0}(x) - \varphi_{x_0}(y)|^2}{\delta_{x_0}^s(x, y)} \frac{dxdy}{\delta_{x_0}(x, y)} \right) \geq \gamma(s)(1-\varepsilon)^2. \]

Since \( 0 < s < \frac{1}{2} \), the first factor on the left is bounded above by
\[ \iint_{x>x_0, y>x_0} \frac{|\varphi_{x_0}(x)| \varphi_{x_0}(y)}{|x-y|^{1-2s}} \, dxdy \leq Q_s(\|\varphi\|). \]

For the second factor we also have the upper bound
\[ \iint_{x>x_0, y>x_0} \frac{|\varphi(x) - \varphi(y)|^2}{|x-y|^{2s}} \, dxdy \leq E_s(\varphi). \]

Hence, for every \( \varepsilon > 0 \), we have
\[ Q_s(\|\varphi\|) \cdot E_s(\varphi) \geq \gamma(s)(1-\varepsilon)^2, \]
and we are done. \( \square \)

From Lemma 3 (b) and Lemma 6 we see that for each \( h \in \mathcal{H} \) that \( Q_s^\gamma(h) \mathcal{E}_s^\delta(h) = \gamma(s) \). For the Euclidean case, we have the following result.

**Proposition 8.** For every \( h \in \mathcal{H} \) we have and \( 0 < s < \frac{1}{2} \), \( Q_s(\|h\|) \mathcal{E}_s(h) = \frac{6}{h(1-2s)} \). In fact
\[ (a) \ Q_s(\|h\|) = \frac{1}{s(1-2s)} |J(h)|^{2s}, \quad \text{and} \]
\[ (b) \ \mathcal{E}_s(h) = \frac{6}{s(1-2s)} |J(h)|^{-2s}. \]

**Proof of (a).**
\[ Q_s(\|h\|) = \iint_{\mathbb{R}^2} |x-y|^{2s-1} |h(x)| \, dxdy = \frac{1}{s} \left( \iint_{I_s(h) \times I_s(h)} + \iint_{L_s(h) \times I_s(h)} + \iint_{L_s(h) \times L_s(h)} \right) \]
\[
\frac{1}{|I(h)|}(A_1 + A_2 + A_3 + A_4).
\]

We denote \(I_+(h) = I_+ = (a_+, b_+)\) and \(I_-(h) = I_- = (a_-, b_-)\), notice that \(b_- = a_+\), then

\[
A_1 = \int_{x \in I_+} \left( \int_{y \in I_+} |x - y|^{2s-1} \, dy \right) dx
\]

\[
= \frac{1}{2s} \int_{a_+}^{b_+} \left( (x - a_+)^{2s} + (b_+ - x)^{2s} \right) dx
\]

\[
= \frac{1}{2s} \left( \frac{1}{2s + 1} \right) \left( (b_+ - a_+)^{2s+1} + (b_+ - a_+)^{2s+1} \right)
\]

\[
= \frac{2}{(2s + 1)^2} |I_+|^{2s+1}
\]

\[
= \frac{2 - 2s}{(2s + 1)^2} |I_+|^{2s+1}.
\]

Notice that \(A_1 = A_2\) and \(A_3 = A_4\). Now

\[
A_3 = \int_{x \in I_-} \left( \int_{y \in I_-} |x - y|^{2s-1} \, dy \right) dx
\]

\[
= \int_{x \in I_-} \left( \int_{y \in I_-} (y - x)^{2s-1} \, dy \right) dx
\]

\[
= \frac{1}{2s} \left( \frac{1}{2s + 1} \right) \left( (b_+ - a_+)^{2s+1} - (b_+ - b_-)^{2s+1} - (a_+ - a_-)^{2s+1} + (a_+ - b_-)^{2s+1} \right)
\]

\[
= \frac{1}{2s(2s + 1)} \left( |I_+|^{2s+1} - 2 \left( \frac{|I_-|^2}{2} \right) \right)
\]

\[
= \frac{1}{2s(2s + 1)} \left( 1 - 2^{-2s} \right) |I_+|^{2s+1}.
\]

Hence

\[
Q_s(|h|) = \frac{2}{2s(2s + 1)} \left( 2^{-2s} + 1 - 2^{-2s} \right) |I_+|^{2s} = \frac{1}{s(2s + 1)} |I_+|^{2s}.
\]

**Proof of (b).**

\[
E_s(h) = \iint_{\mathbb{R}^2} \frac{|h(x) - h(y)|^2}{|x - y|^{1+2s}} \, dx \, dy = \iint_{I_+ \times I_+} + \iint_{(\mathbb{R} \setminus I_+) \times I_+} + \iint_{I_+ \times (\mathbb{R} \setminus I_+)} = A + B + C.
\]

For \(A\) we have that, \(A = \iint_{I_+ \times I_+} + \iint_{I_- \times I_-} = 2 \iint_{I_+ \times I_+}\), because \(|h(x) - h(y)|\) vanishes on \((I_- \times I_-) \cup (I_+ \times I_+)\). So that

\[
A = \frac{8}{|I|} \int_{a_+}^{b_+} \left( \int_{a_+}^{b_+} \frac{dy}{(y - x)^{1+2s}} \right) dx
\]

\[
= \frac{4}{s(1 - 2s) |I|} \left[ (a_+ - a_-)^{1-2s} + (b_+ - b_-)^{1-2s} - (b_+ - a_-)^{1-2s} \right]
\]

\[
= \frac{4}{s(1 - 2s) |I|^{1-2s}}.
\]

Notice now that \(B + C = 4B_1\), with

\[
B_1 = \frac{1}{|I|} \int_{-\infty}^{b} \left( \int_{-\infty}^{a} \frac{dx}{(y - x)^{1+2s}} \right) dy = \frac{1}{|I|} \int_{a}^{b} \left( \frac{1}{2s(y - x)^{-2s}} \right) dy = \frac{1}{2s(1 - 2s) |I|^{1-2s}}.
\]
Hence \( E_s(h) = \frac{6}{s(1-2s)} |I|^{-2s} \).

Let us finally point out that \( \gamma(s) \) tends to zero when \( s \) tends to \( \frac{1}{2} \). But it tends to infinity for \( s \to 0 \).

\[ \Box \]
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