Automated segmentation and quantitative analysis of optic disc and fovea in fundus images
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Abstract
Fundus image is widely used diagnosis method and involves the retinal tissues which can be important biomarkers for diagnosing diseases. Many studies have proposed automatic algorithms to detect the optic disc (OD) and fovea. However, they showed some limitations. Although the precise regions of retinal tissues are clinically important, most of these studies focused on the localization not the segmentation. Also, they did not sufficiently prove the clinical effectiveness of the methods using quantitative analysis. Furthermore, many of them have researched about the single retinal tissue. To compensate for these limitations, this study proposed automated segmentation method for both of the OD and fovea. In this study, the dataset was acquired from the DRIVE and Drions databases, and additional ground truth dataset was obtained from an ophthalmologist. The original fundus image was preprocessed to remove noise and enhance contrast. And the retinal vessel was segmented to use for the OD and fovea segmentation. In the OD and fovea segmentation step, a region of interest was designated based on the image features to increase the segmentation accuracy. To segment the OD, the retinal vessel was removed and substituted based on the intensity value of the four nearest non-vessel pixels. Finally, the OD and fovea regions were segmented based on the image features including intensity, shape and size. The proposed method was evaluated by quantitative analysis using eight methods. As a result, the proposed method showed high segmentation performance for the OD and fovea with accuracy of 99.18 and 99.80 % on the DRIVE database.
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1 Introduction

Fundus camera is widely used medical imaging equipment for fundus examinations. It acquires fundus images non-invasively, and the images provide useful clinical information involving retinal tissues, retinal lesions, and anatomical structures, etc.

Retinal tissues, which mainly consist of the retinal vessel, optic disc (OD), and fovea, show different features in fundus images. These retinal tissues can be the most important biomarkers for the diagnosis of diverse diseases in early stage [17]. Specifically, the OD and fovea can provide various information for the diagnosis of glaucoma and diabetic retinopathy, respectively [35, 3]. Furthermore, the OD and fovea show similar characteristics with retinal lesions like microaneurysm, exudate, and drusen, and it may occur misdiagnosis of the retinal lesions. Therefore, segmentation of the OD and fovea is an important task in image processing.

In general, these retinal tissues are analyzed by subjective manual screening conducted by an ophthalmologist. However, manually checking a large number of fundus images is a highly difficult and time consuming work. Also, the diagnostic accuracy may be affected by the skill of the examiner. To solve these problems, many studies have proposed automated algorithms for the segmentation of the OD and fovea.

Extensive researches investigating how to search the OD and fovea have been conducted and many different kinds of methods have been proposed based on morphological operation, watershed transform, active contour, template, etc. [20, 21, 14]. Reza [31] proposed a novel method named circle operator that oriented with specific angles and pixel length. This method segmented the OD by analyzing the pixel intensity variation at four points. This method showed success rate of OD localization from 81.48 to 100 % for different six datasets. Guo et al. [13] proposed structure label transfer to localize the fovea. This method found the most similar images from the reference image and localize the fovea by using the local feature descriptor. The proposed method achieved average success rate of 98.18 % in DRIVE, DIARETDB0, DIARETDB1 and STARE databases, and the average distance between ground truth and detected location was 0.151 OD diameter. Qureshi et al. [30] proposed an ensemble algorithm that combined different methods to overcome the weaknesses of each individual method. They decreased the error rate for detection of the OD and fovea by applying the combined system to the Diaretdb0, Diaretdb1, and DRIVE databases. Abdullah et al. [1] segmented the OD based on morphological operators, circular Hough transform, and grow-cur algorithm. In Drions database, this method achieved an average level of the sensitivity, specificity, and accuracy of 85.08 %, 99.66 %, and 95.49 %, respectively. Samawi et al. [33] segmented the OD using thresholding-based method. They evaluated the method on seven different database and acquired accuracy over 95 %. Naqvi et al. [22] proposed the method of OD homogenization and contour estimation, and this method segmented the OD with accuracy of 98.60 %, 96.72 %, and 98.51 % on Messidor, Drions, and ONHSD.

Despite all these efforts, previous studies showed mainly three limitations. First, Most of the OD and fovea segmentation studies focused on the localization, not segmentation. Localization is that just recognizes the location of the object, while segmentation more precisely finds the object in terms of pixel unit. Secondly, they did not sufficiently prove the clinical effectiveness of the methods using a variety of quantitative evaluation approaches. Some studies designated the center of the true retinal tissue as ground truth and calculated the distance between the center of the segmented region and ground truth to compute accuracy [13, 30, 29, 15, 5]. Others manually labeled the actual retinal tissue region and considered the result to be successful if the segmented point was positioned inside the labeled region [31, 34,
In these cases, evaluation of the method was not sufficiently performed. Lastly, most of existing studies have proposed automated method for the single retinal tissues, although complex information of different retinal tissues is clinically important.

To compensate for these limitations, this study proposed a novel automated segmentation method for both of OD and fovea in the fundus image. They were precisely segmented in pixel unit and the performance was quantitatively evaluated with diverse methods. The overall process of this study is illustrated in Fig. 1. First, the original fundus image was preprocessed based on color space selection, filtering, and contrast enhancement algorithms to remove noise and enhance the contrast. Also, the retinal vessel was segmented using the morphological operator and Otsu’s method prior to the OD and fovea segmentation step. A region of interest (ROI) was assigned based on information of the image features and detected retinal vessel to segment the OD and fovea. For segmentation of the OD, the retinal vessel region was removed and substituted based on the intensity values of the four nearest non-vessel pixels. Finally, the OD and fovea regions were segmented from each of the candidate regions based on the image features. The proposed method was evaluated using quantitative analysis methods including the sensitivity, specificity, precision, negative predictive value (NPV), accuracy, F1 score, structure measure (S-measure), and enhanced-alignment measure (E-measure). The rest of this paper is organized as follows. Section 2 describes the acquired fundus image database and algorithm for the proposed method. Then, Section 3 summarizes results of the proposed method and Section 4 analyzes the results. Finally, Section 5 provides the conclusion of this study.
2 Materials and methods

2.1 Data acquisition

This study obtained the fundus image dataset from the DRIVE and Drions databases to apply and evaluate the proposed method. They are publicly available databases and provide not only fundus images but also ground truth datasets that were manually segmented by an expert. Detailed information on these two databases are as follows.

The DRIVE [36], which stands for Digital Retinal Images for Vessel Extraction, provides image dataset containing a total of 40 fundus images which have been compressed into JPEG format. These images were randomly selected from the dataset that acquired from a diabetic retinopathy screening program in the Netherlands. The images were obtained from a Canon CR5 non-mydriatic 3CCD camera with a 45 degree field of view (FOV). Resolution of each image was 768 × 584 pixels and the FOV was circularly-shaped with a diameter of approximately 540 pixels. In addition, the DRIVE database provides the ground truth dataset of the vasculature for each fundus image. This dataset was manually segmented by human observers who were instructed and trained by an experienced ophthalmologist. In this study, the OD and fovea areas were manually segmented by an ophthalmologist (Dongguk University Hospital, Ilsan, the Republic of Korea) to acquire additional ground truth dataset because the DRIVE database only labeled for the retinal vessel. The ophthalmologist drew a line on the fundus images for the OD and fovea regions. Based on the drawn line, the regions for each tissue were segmented, and binary images were obtained for the ground truth dataset.

The Drions database [2] consists of 110 fundus images obtained from the Ophthalmology Service at Miguel Servet Hospital, Saragossa (Spain). The mean age of the patients was about 53 years with a standard deviation of 13.05. 53.8% of patients were female and the others were male. First, the images were acquired with a colour analogical fundus camera. Then, they were digitized using a HP-PhotoSmart-S20 high-resolution scanner. Through this process, RGB format images with a resolution of 600 × 400 and 8 bits per pixel were obtained. In this study, Drions database was used to compare the OD segmentation performance of the proposed method with other previous studies.

2.2 Preprocessing

In advance of the segmentation step, the original fundus image was modified by preprocessing based on color space selection, filtering, and contrast enhancement algorithms to improve the image quality. The original image may contain the noise and non-uniform background due to diverse factors, such as non-uniform illumination and variation in the pigment of the eye [23]. Noise and non-uniform background can adversely affect segmentation of the retinal tissues. Therefore, these elements were removed to improve segmentation accuracy.

In this study, the green channel was selected from the original RGB image because it showed a clear contrast between each of the retinal tissues (Fig. 2b). And Gaussian filter removed noise by eliminating high-frequency elements in the green channel image (Fig. 2c). The Gaussian filter was set with parameters of 15 × 15 window and 0.8 sigma. This parameter set was selected by comparing the various combinations of parameter conditions. Then, contrast limited adaptive histogram equalization (CLAHE) was applied to improve the local contrast of the image (Fig. 2d). Ordinary histogram equalization adjusts the distribution of all pixels on the image, whereas CLAHE operates on pixels in a small region rather than the entire
region of the image by computing several histograms. It also reduces the occurrence of the noise amplification by limiting the contrast amplification in homogeneous regions. Original fundus image was optimized ahead of segmenting the retinal tissues as shown in Fig. 2.

2.3 Segmentation of the retinal vessel

Morphological operation, which is a widely used image processing method, extracts the structure in image by approaching it from a mathematical morphologic perspective [12]. It transforms the shape of an object on image using a variety of operators which include dilation, erosion, opening, and closing. Each of operators is performed by applying a mask, called a structuring element, in different ways. At this point, the suitable shape and size of a structuring element should be predetermined with consideration of the characteristic of the structure to be detected.

Prior to the OD and fovea segmentation step, the retinal vessel region was segmented to use this information for detecting the ROI and reconstructing the image. It was segmented based on morphological operation, among them using a closing operator. The closing operator do dilation followed by erosion as defined in Eqs. (1)–(3).

\[
A \oplus B = \left\{ z \left( \right) z \bigcap A \neq \emptyset \right\} \\
A \ominus B = \left\{ z \left( B \subseteq A \right) \right\} \\
A \cdot B = (A \oplus B) \ominus B
\]

where A is the image and B is the structure element. \(\oplus\), \(\ominus\), and \(\cdot\) indicate dilation, erosion, and closing, respectively.

Therefore, this process can eliminate a hole, while maintaining the initial size of the region. It was applied to the preprocessed image to remove detail structure (Fig. 3a). For the closing operator, a disk-shaped structure element with a radius of 5 pixels was selected because the disk shape mask is independent for changes in rotation. Then, the difference between the closed image and the preprocessed image was computed (Fig. 3b). This difference image was transformed into a binary image using Otsu’s method [27]. Finally, the retinal vessel was automatically segmented from the fundus image as shown in Fig. 3c.

![Fig. 2](image-url) Illustration of the preprocessing. a Original fundus image, b Green channel image, c Gaussian filtering image, and d Application of CLAHE to obtain the final preprocessed image
2.4 Segmentation of the optic disc

This study proposed a novel method which mainly consists of two steps, designation of a ROI and image reconstruction, to improve the segmentation accuracy of the OD region. In the first step, candidate region of OD was detected from the preprocessed image based on the image characteristic of the OD. This region was detected by calculating the threshold and transforming the image into binary image. To set the threshold, the entire pixel values were arranged in ascending order and the pixel value of the top 10% was calculated. Then, this pixel value was selected as the threshold value. Among all regions in the acquired binary image (Fig. 4a), one region was selected as a ROI for the OD by using image features (Fig. 4b). In this process, the length and intensity features of the OD were applied to prevent misdetection of the other region caused by the noise, illumination artefacts, and pathological structures. Then, a circle-shaped region within radius of 70 pixels from the center of mass (COM) of the selected region was designated as the ROI as shown in Fig. 4c. This parameter was selected by investigating the general size of the OD on fundus images. To enhance the contrast between pixels in the ROI, CLAHE was applied to the selected region as shown in Fig. 4d.

In the second step, the retinal vessel region that could disturb the segmentation of the OD was removed from the selected ROI. The retinal vessel region segmented in the prior procedure was transformed into NaN elements. The NaN elements were substituted with the new pixel values calculated using the four nearest non-vessel pixel values. These four neighbor pixels consist of two non-vessel pixels close to the target pixel in the horizontal ($C_1$, $C_2$) and vertical ($R_1$, $R_2$) coordinate, respectively. As shown in Eq. (4), two weight values were acquired by calculating the distance ratios between target vessel pixel and nearest non-vessel pixels which are on the horizontal coordinate, and sum of weighted intensity values was calculated. Also, this process was perform in the vertical coordinate in the same way as shown in Eq. (5). Then, new value for the vessel pixel was obtained with a mean value of acquired two values (Eq. (6)). In Eqs. (5)–(7), $i$ and $j$ is the coordinate value of vessel pixel in the fundus image. Figure 4e shows the vessel removed image through this process. Finally, Otsu’s method was applied to reconstructed image to segment the OD region. And this region was corrected by measuring the eccentricity and ratio between major and minor length to optimize the segmentation. Figure 4f is the result image of the automated OD segmentation algorithm.
\[
I_{ij}^h = \frac{(C_{ij} - C_2) \times I_{1j}^h + (C_1 - C_{ij}) \times I_{2j}^h}{C_1 - C_2}
\]  
(4)

\[
I_{ij}^v = \frac{(R_{ij} - R_2) \times I_{1j}^v + (R_1 - R_{ij}) \times I_{2j}^v}{R_1 - R_2}
\]  
(5)

\[
I_{ij} = \frac{I_{ij}^h + I_{ij}^v}{2}
\]  
(6)

where \(I\) is intensity value of image. \(C\) and \(R\) represent the column and row value of pixel. \(h\) and \(v\) indicate the horizontal and vertical coordinate.

### 2.5 Segmentation of the fovea

A ROI was designated prior to the segmentation of the fovea, as in the precedent OD segmentation process, to obtain the candidate region and increase the segmentation accuracy. The ROI was obtained based on the structural correlation between the retinal vessel and fovea. The fovea is generally located near the center of the retinal vessel in fundus image. Therefore,
the main retinal vessel was selected from the formerly segmented region and the COM was obtained as shown in Fig. 5a. Then, a circle-shaped region within radius of 100 pixels from the COM was designated as the ROI (Fig. 5b). This parameter was selected based on the general size of the fovea on fundus images.

To segment the fovea, a flood-fill operation was applied to the ROI (Fig. 5c). This operation converted the intensity value of dark pixels which enclosed by brighter pixels based on the intensity value of the surrounding pixels. It filled the holes on image such as the fovea. Also, a closing operator was applied to the ROI in the same manner as the flood-fill operation (Fig. 5d). Then, the difference image was acquired by subtracting the closed image from the flood-fill image as shown in Fig. 5e, and the final fovea region was segmented from the difference image using Otsu’s method. Figure 5f is the result image of the automated fovea segmentation algorithm.

2.6 Quantitative evaluation

This study evaluated the performance of the proposed method using diverse quantitative analysis methods derived from a confusion matrix, including sensitivity, specificity, precision, NPV, accuracy, and F1 score. These evaluation methods were calculated based on true positive (TP), true negative (TN), false positive (FP), and false negative (FN) values. TP represents the number of pixels correctly segmented as the retinal tissue, and TN indicates the number of pixels correctly segmented as the non-retinal tissue. FP and FN signify the number of pixels

![Fig. 5](image)

**Fig. 5** The process for segmentation of the fovea on the DRIVE database. a COM of main retinal vessel structure with the yellow asterisk, b Designation the ROI for segmentation of fovea, c Flood-fill image, d Closed image, e Difference image, f Result of the fovea segmentation
incorrectly identified as the retinal and non-retinal tissue, respectively. Each evaluation method was calculated as defined in Eqs. (7)–(12).

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \tag{7}
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \tag{8}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{9}
\]

\[
\text{Negative Predictive Value} = \frac{TN}{TN + FN} \tag{10}
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{11}
\]

\[
\text{F1 score} = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} = \frac{2 \times TP}{2 \times TP + FP + FN} \tag{12}
\]

Sensitivity and precision measure the ability of the proposed method to segment the retinal tissue. Meanwhile, specificity and NPV measure the ability to segment the non-retinal tissue. Accuracy indicates the ratio of correctly classified pixels among all pixels. F1 score represents the harmonic average of precision and sensitivity. This study also calculated structure measure (S-measure) and enhanced-alignment measure (E-measure) which were proposed on [8, 10]. These metrics evaluate the structural similarity between the segmented region and ground truth.

3 Experimental results

This study proposed an automated segmentation method of the OD and fovea in the fundus image. The performance of the proposed method was evaluated using eight evaluation methods described in Section 2. These evaluation methods were used to prove the clinical effectiveness of the proposed method by performing quantitative analysis, unlike some of the existing studies which calculated only the success rate.

The evaluation was conducted using DRIVE and Drions databases with 40 and 110 images, respectively. And different parameters were compared and optimal conditions were selected. For morphological operation, disk shaped structure element with a radius of 5 pixels was selected because it is independent for changes in rotation. Also, optimal ROI size was selected by investigating the general size of the OD and fovea on fundus images. It was circle-shaped region with radius of 70 and 100 pixels, respectively. The experiment was performed on Intel Core I7-7700 K CPU with MATLAB R2016a.
3.1 Segmentation results of the retinal vessel, OD, and fovea on the DRIVE database

To segment each of three retinal tissues, the proposed method was carried out on the DRIVE database and evaluated based on ground truth determined by manual segmentation by a human. Although the main goal of this study was focused on the OD and fovea, retinal vessel information was used for segmentation of two retinal tissues. Therefore, segmentation results of retinal vessel also evaluated in addition to the OD and fovea. The ground truth of the OD and fovea was separately obtained by an ophthalmologist because DRIVE database only provides the ground truth of the retinal vessel. Table 1 shows the results of retinal tissues segmentation using the proposed method. The segmentation accuracy was in the order of fovea > OD > retinal vessel. The accuracy was over 95% for all retinal tissues. Especially, the fovea and OD was segmented with a significantly high accuracy of 99.80 and 99.18%. Also, S-measure and E-measure values were over 0.95 on these two retinal tissues.

3.2 Comparison of segmentation results with previous studies on the DRIVE and Drions databases

The retinal vessel dataset of the DRIVE database was used for a comparative study between the proposed method and previous studies. The proposed method also applied to the Drions database, which includes the ground truth of OD region, for comparative study of OD segmentation. The experimental results of this study are shown in Tables 3 and 2. The segmentation accuracy of the retinal vessel and OD was 95.35 and 98.94%, respectively. The proposed method showed high performance in terms of accuracy for segmentation compared with previous studies. Also, it required considerably fast computational time lower than 0.3 s. Also, retinal vessel took at least 2 s of computational time for one fundus image in previous studies, whereas the proposed method performed the algorithm in just 0.03 s.

3.3 OD segmentation results according to the application of the two main algorithms to the DRIVE database

The proposed method segmented OD using two main algorithms, the designation of a ROI and image reconstruction. In this study, four conditions were set according to whether or not these two algorithms were applied. Then, the results of each condition were compared to evaluate the performance of these algorithms. Table 4 shows the OD segmentation results for the four conditions. All of the evaluation indices were increased by applying the two algorithms. Among them, sensitivity and precision increased significantly. Specifically, condition 1 and 2 without a ROI showed the low sensitivity and precision which were less than 55%, whereas they sharply increased above 70% in condition 3 and 4 by applying the step designating a ROI. Furthermore, in condition 4, the accuracy and F1 score were respectively increased by 0.64 and 26.35% compared to condition 1.

Table 1 Segmentation results of the retinal vessel, OD, and fovea on the DRIVE database

|         | Sensitivity | Specificity | Precision | NPV | Accuracy | S-measure | E-measure |
|---------|-------------|-------------|-----------|-----|----------|-----------|-----------|
| Vessel  | 75.17       | 97.24       | 73.40     | 97.68| 95.35    | 0.7706    | 0.9365    |
| Optic Disc | 78.22     | 99.54       | 77.16     | 99.63| 99.18    | 0.9857    | 0.9696    |
| Fovea   | 90.60       | 99.85       | 78.42     | 99.94| 99.80    | 0.9944    | 0.9748    |
3.4 Performance of the fovea segmentation algorithm for images not including the fovea

The proposed method demonstrated an outstanding ability to segment the fovea region with a significantly high accuracy of 99.79% as shown in Table 1. However, there was a limitation to accomplish the comparative study of fovea segmentation because most of previous studies conducted localization study and did not utilize the quantitative evaluation approaches which performed in this study. Therefore, to identify the robustness of the proposed method, this study analyzed the results on five fundus images which did not include the fovea as shown in Fig. 6. The results showed that the proposed method did not detect any region in all images.

4 Discussion

Many previous studies suggested diverse methods for searching the OD and fovea region in fundus images to resolve the problems that can occur in subjective manual screening. However, these studies also had some limitations. Therefore, this study proposed an automated segmentation method of the OD and fovea to compensate for these limitations. Then, quantitative analysis was performed based on a total of eight evaluation methods to determine the clinical effectiveness of the proposed method. Also, this study manually segmented the OD
and fovea area to obtain the ground truth, because the DRIVE database only has information for the retinal vessel.

As a result of the quantitative analysis, the proposed method showed excellent performance reaching 99% in the segmentation of the OD and fovea. It is considered that this significantly high experimental results was obtained because the target area was narrowed by designation of a ROI. Through this step, the candidate region was detected and further image processing was conducted focusing on this area. Also, retinal vessel was segmented with accuracy over 95%. It was segmented without ROI and showed relatively low results than OD and fovea segmentation. These results may have been due to the narrow and tiny vessels in the eye. They are very hard to detect because they show low contrast in fundus image. The proposed method may have failed to segment these retinal vessels. However, main region which is important in this study for the OD and fovea segmentation was almost fully segmented.

| No. | ROI | Reconstruction | Sensitivity | Specificity | Precision | NPV | Accuracy | F1 Score |
|-----|-----|----------------|-------------|-------------|-----------|-----|----------|----------|
| 1   | X   | X              | 54.07       | 99.27       | 54.78     | 99.25| 98.54    | 54.41    |
| 2   | X   | O              | 54.21       | 99.27       | 54.84     | 99.25| 98.55    | 54.52    |
| 3   | O   | X              | 76.18       | 99.53       | 72.57     | 99.61| 99.16    | 74.34    |
| 4   | O   | O              | 78.22       | 99.54       | 77.16     | 99.63| 99.18    | 80.76    |

Table 4 Comparison of the OD segmentation results according to the application of the two main algorithms on the DRIVE database

Fig. 6 Five fundus images which did not include the fovea

Springer
In the present study, a comparative study was performed between the proposed method and previous studies. The comparative study was conducted for the retinal vessel and OD using the DRIVE and Drions databases. The experimental results showed that the proposed method segmented the retinal vessel and OD with higher accuracy than previous studies. Especially, the accuracy for OD segmentation was 98.94%, while it was less than 98% on the previous studies. This showed that it was more capable of segmenting the OD compared to previous studies. Also, the proposed method segmented the retinal vessel and OD in low computational time which is under 0.3 s. It considered that the proposed method segmented the OD region with an effective computational time by designating a ROI and reducing the quantity of calculations. Also, retinal vessel was segmented at high speed compared with the proposed method, because it used a morphological operator which is relatively simple algorithm, while complex algorithms like supervised and unsupervised methods were applied in previous studies. In addition, it optimized the shape and size of the structure element to achieve high accuracy in less time. The speed of algorithm is one of the important thing to monitor many images and check the retinal tissues. Therefore, the low computation time is significant strength from a clinical point of view.

This study proposed the designation of a ROI and image reconstruction to segment the OD region and evaluated the performance of these main algorithms. As a result, all evaluation indices were increased by applying these two algorithms, and it demonstrates that they improved the performance for segmentation of the OD. Sensitivity and precision were sharply increased among the six evaluation indices in particular. These results indicate that the increase of TP, and it means the proposed method got better in ability to segment the OD correctly by applying the algorithms. Also, the results showed that the step of designating a ROI affected the segmentation performance more than image reconstruction.

There was a limitation to compare performance for the fovea because previous studies conducted only localization. Therefore, to evaluate the ability and robustness of the proposed method for the fovea segmentation, this study performed the algorithm on five fundus images which did not include fovea. In the results, any area was not detected in all images. It indicates that the proposed method accurately judged there was no the fovea in any of five images. The proposed method detected ROI region based on the vessel structure and segmented the fovea region using its image feature that is the dark circular region enclosed by brighter pixels. On the images not containing the fovea, there would be no region which showed this image characteristic. This is considered to be the reason why no area was segmented in these images. In real clinical site, the image may not involve the fovea region according to shooting condition. These results present that the proposed method didn’t show any error in this situation and confirm the superior performance of the proposed method for segmentation of the fovea.

5 Conclusions

This study proposed a novel automated segmentation method to segment the retinal tissues. To compensate for the limitation of previous studies, this study focused on the precise segmentation for both of the OD and fovea, and the proposed method was evaluated by quantitative analysis methods. As an experimental result, its high performance was confirmed by segmenting the OD and fovea with accuracy of 99.18 and 99.80%, respectively. Also, the segmentation accuracy of retinal vessel was 95.35%, and main retinal vessel structure which was used for the OD and fovea segmentation was almost fully segmented. In addition, this study confirmed the outstanding performance of the proposed method in terms of accuracy and
computational time by conducting a comparative study between the proposed method and previous studies. Furthermore, this study verified the usefulness of the two main OD segmenting algorithms by comparing and analyzing the results with or without them. The results demonstrate that these algorithms can improve the segmentation performance. Also, the robustness of the fovea segmenting algorithm was confirmed by applying the proposed algorithm to fundus images which did not contain the fovea. These results proved the clinical effectiveness of the proposed method because accuracy and time are the most important parts in the screening system of retinal tissues.

However, there are some limitation that need to be supplemented through future study. This study was performed with a small number of fundus images. Particularly, the DRIVE database, which was mostly used in the study, consisted of only 40 fundus images. Therefore, future study should acquire large numbers of images for evaluation of the segmentation method. Also, the method should be performed with abnormal images corrupted by diverse factors including noise and artifact for verification of its clinical applicability.
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