Boundary between noise and information applied to filtering neural network weight matrices
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Deep neural networks have been successfully applied to a broad range of problems where over-parametrization yields weight matrices which are partially random. A comparison of weight matrix singular vectors to the Porter-Thomas distribution suggests that there is a boundary between randomness and learned information in the singular value spectrum. Inspired by this finding, we introduce an algorithm for noise filtering, which both removes small singular values and reduces the magnitude of large singular values to counteract the effect of level repulsion between the noise and the information part of the spectrum. For networks trained in the presence of label noise, we indeed find that the generalization performance improves significantly due to noise filtering.

Introduction: In recent years, deep neural networks (DNNs) have proven to be powerful tools for solving a wide range of problems [1–5], including a large number of applications in physics [6–16]. Many of these networks are highly over-parametrized [17–23] and not only generalize well beyond the training data set, but also have the capacity to memorize large amounts of completely random data [24, 25]. However, if the training data set contains label noise, i.e. mislabeled examples (which is almost inevitable for realistic, large datasets [26]), over-fitting the training data can significantly decrease the generalization performance [27].

In several studies, random matrix theory has been successfully applied to the analysis of neural networks [28–36]. Since weights of neural network are usually initialized randomly, learned information after training can be interpreted as deviations from random matrix theory (RMT) predictions, and it has been shown that even state of the art DNNs have weights that follow RMT predictions [34, 36]. The singular value distribution can be decomposed into a bulk and a tail region, where the random bulk can be fitted with a Marchenko-Pastur distribution appropriate for random matrices. The theory of the Gaussian orthogonal ensemble accurately describes the level spacing and the level number variance of the bulk of the singular values in DNN weight matrices, and most of the singular vectors follow the Porter-Thomas distribution. Deviations from RMT only occur for some large singular values and corresponding vectors [34, 36], explaining the success of low-rank approximations [37–43].

In this letter we study weight matrices for a variety of DNN models and architectures trained with and without label noise. We quantify how well singular vector components follow the Porter-Thomas distribution by applying a Kolmogorov-Smirnov test which takes into account the normalization of vectors, and find that there is a boundary between noise and information: singular vectors with small singular values agree with the RMT prediction, while vectors which large singular values significantly deviate. We confirm this finding by setting singular values to zero, starting from the smallest one, and evaluate the dependence of the training and test accuracy on the percentage of removed singular values. We find that small singular values and the associated vectors indeed do not encode information. When training networks in the presence of label noise, more singular values are needed for a good training performance as compared to the pristine data set, indicating that label noise is encoded predominantly in intermediate singular values. Motivated by these results we suggest an algorithm for noise filtering of neural network weight matrices: we filter the spectra from noise by (i) removing small and intermediate singular values and (ii) by reverting the shift of large singular values due to level repulsion with the noisy bulk. We find that this algorithm improves the test accuracy of DNNs trained with label noise by up to 6 %.

Setup: We train several DNNs on the CIFAR-10 dataset [44] containing \(N = 50000\) training images \(x^{(k)}\) sorted into ten different classes, where the corresponding labels \(y^{(k)}\) are vectors with an entry of one at the position of the class and zeros otherwise. For training with label noise, we randomly shuffle a certain percentage of the labels to force the networks to learn this noise in addition to the underlying rule. In a feed-forward DNN, the \(l\)-th layer with \(n_l\) neurons is described by an \(n_{l-1} \times n_l\) weight matrix \(W_l\), a bias vector \(b_l\) of length \(n_l\), and an activation function \(f_l\) such that an input image \(x\) activates the neurons in the input layer according to \(a_0 = x\) and the activations are then passed through the network via

\[
a_l = f_l(W_l a_{l-1} + b_l) .
\]  

The largest entry in the activation of the output layer \(a_{\text{out}}\) then determines the network’s prediction for the class of the input \(x\). For initialization of the networks, we choose zeros for the biases, draw random weights from a Glorot uniform distribution [45], and choose ReLU activations \(f_l(\xi_i) = \max(\xi_i, 0)\) for hidden layers and softmax \(f_{\text{out}}(\xi_i) = \exp(\xi_i)/\sum_j \exp(\xi_j)\) for the output layer. Dur-
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In CNNs, we first need to reshape the convolutional layer connected layers described above. For convolutional layers and non-negative singular values, orthogonal matrices are used to adjust weights and biases such that the loss function is minimized, i.e. such that the network’s predictions agree with the labels (details of training parameters in [46]). We train two kinds of architectures: (i) fully connected networks with three hidden layers, denoted as MLP1024, with layer sizes [in, 1024, 512, 512, out], and (ii) modern convolutional neural networks (CNNs), called miniAlexNet [25], consisting of two convolutional layers followed by max-pooling, batch normalization, and fully connected layers with regularization. To show that our results are generic, we additionally consider the two large networks alexnet [47] and vgg19 [21] pretrained on the imagenet dataset [47] with 1000 classes. We compute the singular value decompositions $W = U \text{diag}(\nu) V$ with orthogonal matrices $U, V$ containing the singular vectors, and non-negative singular values $\nu$ for the dense fully connected layers described above. For convolutional layers in CNNs, we first need to reshape the convolutional layer weight tensors to a rectangular shape and then perform the singular value decomposition described above [46].

**Boundary between noise and information:** For a random weight matrix in the limit of large matrix dimension, the components of an $m$-dimensional singular vectors follow a Porter-Thomas distribution, i.e. a normal distribution with zero mean and standard deviation $1/\sqrt{m}$. For the finite dimensional weight matrices we study here, the fact that singular vectors are normalized introduces correlations between the singular vector entries. To account for these correlations, we compute the Kolmogorov-Smirnov test statistic with Monte-Carlo methods [46] and apply the test to the empirical distribution of the singular vectors $V$ of trained networks. The resulting $p$-values, $0 \leq p < 1$, indicate the likelihood of the sample to be from the test distribution. In order to reduce the amount of fluctuations in the $p$-values, we average over a window of size 15 centered around a given singular vector. The averaged $p$-values of a random control fluctuate around 0.5 with a standard deviation of $\sigma = 0.05$.

For the MLP1024 architecture in the absence of label noise, we find that the averaged $p$-values drop below two standard deviations of the random control for singular values larger than 2.3, corresponding to 14.3 percent of deviating singular values (blue solid line in the upper panel of Fig. 1), indicating that information may be contained in these singular vectors. For vectors corresponding to small singular values, the $p$-values lie within or even above the $2\sigma$ region (this latter deviation is due to the requirement of orthogonality with vectors belonging to large singular values [46]). Interestingly, the $p$-values in the regime of large singular values barely increase in the presence of 40% label noise. Only for completely random labels (100% label noise) the $p$-values are somewhat increased, which is plausible since random labels should result in more random singular vectors.

As a second approach [34, 36], we directly compare the empirical singular values to a Marchenko-Pastur distribution [48] valid for random matrices. The bulk of small singular values can be fitted with a Marchenko-Pastur distribution (lower panel), which describes the spectrum of randomly initialized weight matrices (dashed line, details in [46]). The upper end of such a fit is for singular values $\lambda \approx 2$, in agreement with the value 2.3 found above for which the $p$-value is outside the $2\sigma$-interval of the random control.

To verify the hypothesis that system specific information is stored in singular vectors corresponding to large singular values, we set singular values to zero, starting from the smallest one, and monitor the training and test accuracy of the networks (Fig. 2). The training accuracy (blue lines, MLP1024 in panel (a), miniAlexNet in panel (b)) indeed shows that learned information is stored only in the largest singular values and corresponding vectors. Label noise is learned differently from the rule and mainly stored in intermediate singular values such that the train-
We next study how the generalization performance of DNNs trained with label noise depends on the removal of singular values. In Fig. 3 we show the impact on the test accuracy of setting singular values to zero (blue lines) in all hidden layers of MLP1024 networks trained with 20% label noise (upper panel) and 40% label noise (lower panel). In the latter case, the generalization accuracy improves by up to 2.5% when removing about 90% of singular values.

In addition, we train another set of MLP1024 networks with severe overfitting, i.e., we train for much longer than necessary to achieve 100% training accuracy, with a slower learning rate schedule [46]. This causes an earlier drop of the test accuracy when removing singular values (red line, Fig. 3), without any noticeable improvements before the drop. We interpret this behavior as a mixing between information and noise in the spectra such that no clear boundary between these regimes exists anymore.

Level repulsion in random matrices can lead to an upward shift of large singular values in the presence of a random bulk of smaller singular values. Such a shift of eigenvalues was discussed in [49] for the case of a linear network, and is also known to exist in empirical covariance matrices, e.g., between returns of a stock portfolio [50, 51]. For the latter case, estimators have been developed which compensate for this singular value shift [52, 53]. Here, we suggest to model the contribution of the weights’ noisy bulk $W_{\text{noise}}$ to the low rank part $W_0$ containing the information in an additive way, such that the weight matrix
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**Figure 2.** Information-noise boundary, demonstrated by setting a given percentage of the singular values to zero. (a) Training accuracy for the MLP1024 network trained with various amounts of label noise (0% blue, 40% green, and 100% brown). (b) Training accuracy for setting singular values from the second convolutional layer of miniAlexNet trained with 0% label noise (blue) and 100% label noise (brown) to zero. (c) Test accuracy for miniAlexNet trained without label noise for setting singular values to zero in the first dense layer (orange) and the second convolutional layer (blue). (d) Test accuracy for the pre-trained networks vgg19 [21] (third dense layer, blue) and alexnet [47] (second dense layer, orange). In all cases, relevant information is stored in the largest singular values and corresponding vectors only. In presence of label noise larger parts of the spectrum are needed to store the noise.
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**Figure 3.** Dependence of the test accuracy on the removal and shifting of singular values from the second hidden layer weights of MLP1024 networks trained in the presence of label noise: upon setting singular values to zero (blue) and when additionally shifting them according to Eq. (3) (green) we observe a significant improvement in performance. For training with overfitting (red) no improvement is observed, indicating that information and noise are mixed in the spectrum.
after training is given by \( W = W_0 + W_{\text{noise}} \). The upwards shift of large singular values due to level repulsion can then be explicitly computed \([49, 54]\) in the limit where the dimensions of the \( n_{l-1} \times n_l \) weight matrix tend to infinity with a fixed ratio \( q = n_l/n_{l-1} \leq 1 \). Under the assumption of i.i.d distributed elements of \( W_{\text{noise}} \) with standard deviation \( \sigma \), the singular values \( \nu \) of \( W \) can be shifted back to recover the unperturbed singular values \( \nu_0 \) of \( W_0 \) via

\[
\frac{\nu_0}{\sigma} = \sqrt{\left(\frac{\nu}{\sigma}\right)^2 - q - 1} + \sqrt{\left(\frac{\nu}{\sigma} - q - 1\right)^2 - 4q} ,
\]

where the standard deviation of the noise term \( \sigma \) is obtained from a Marchenko-Pastur fit to the spectrum (for details see \([46]\)). The effect of such a transformation is shown in Fig. 4: While large values are shifted by a relatively small amount as seen in the inset, there are several singular values that get pushed far into the MP region. When applying a shift of singular values originally outside the Marchenko-Pastur region together with the removal of singular values, we use the following algorithm: we i) rank order the singular values, then ii) shift the large singular values while keeping their rank within the spectrum unchanged, and then iii) remove singular values from small to large according to their rank. The green lines in Fig. 3 describe the dependence of test accuracy on both shifting and removing singular values in the first two hidden layers of MLP1024 networks trained with 20% label noise (upper panel) and 40% label noise (lower panel), respectively. We find significant improvements of the generalization accuracy using a combination of shifting and removing singular values (similar for the convolutional layer of miniAlexNet \([46]\)) as compared to only removing them.

To study the typical improvement in test accuracy when noise filtering DNN weight matrices, we train MLP1024 networks initialized using ten different seeds on the 50000 CIFAR-10 training images for both training schedules at amounts of label noise varying between 0% and 80%. We split the remaining 10000 images from the dataset into a validation set of 2000 images and a test set of 8000 images. Using the validation data we determine the optimum amount of singular values to be removed for all layers, except for the output ones with only ten singular values. We optimize by moving from the last layer to the first one, while always fixing the previously filtered weights when optimizing the next layer. We determine the amount of singular values to be removed in each layer from the maximum of the validation accuracy, when consecutively setting singular values to zero, starting with the smallest one. In the cases where we additionally shift singular values, we compare the accuracy of both shifting and removing an optimal amount of singular values in a given layer with the accuracy of only removing singular values, and then choose the algorithm with the better validation accuracy. In this process, we do not optimize over the amount of singular values which are shifted, but instead determine the smallest singular value to be shifted by the upper boundary of
a Marchenko-Pastur fit to the bulk part of the spectrum as described above.

In Fig. 5 one sees that for networks trained with the regular schedule an average increase of roughly 1% already in the case of 20% label noise is achieved by a combination of shifting and removing (green symbols). Increasing the label noise further we find significant improvements of several percent. However, for the overfitted networks (red symbols) no improvements of the test accuracy are obtained when filtering the singular values. For the pretrained network vgg19 we find that shifting singular values of the last layers can decreases the test accuracy, while small improvements of 0.3% percent are possible on the validation data set when shifting and removing from the first two layers. However, no improvements can be observed on the test set. Here, we randomly drew 2000 images from the original imagenet test set as a validation set and another 8000 as a our new test set such that the two sets are disjoint.

Conclusions. By comparing singular vectors to the Porter-Thomas distribution and singular values to a Marchenko-Pastur law, we argue that weight matrices of DNNs exhibit a boundary between noise and information in their spectra. We substantiate this concept by systematically setting singular values to zero while monitoring the impact on the training and test accuracy. It turns out that (i) small singular values do not contribute to either training or test performance, (ii) large singular values encode the underlying rule, and (iii) intermediate singular values are important for the training accuracy when learning images with label noise, even though they correspond to random singular vectors. We suggest a filtering algorithm combining the removal of small singular values with the downward shift of large ones and find that it increases the generalization performance significantly in the presence of label noise. As label noise can be inherent in datasets where label annotation is difficult, we believe that filtering of weight matrices could be useful for improving the performance of DNNs in such situations.
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A. NEURAL NETWORK ARCHITECTURES AND TRAINING SCHEDULES

In the main text, we consider different network architectures, trained with various amounts of label noise. Tab. S1 lists the network architectures, training datasets, and accuracies achieved on each dataset. For networks trained with several different seeds, we report the average accuracy and the error of the mean. We downloaded the large pre-trained networks iv) alexnet [2] via Matlab and v) vgg19 [3] via tensorflow [4]. For the networks i)-iii), weights are initialized using the Glorot uniform distribution [5], the biases are initialized with zeros, and we standardize each image of the CIFAR-10 dataset by subtracting the mean and dividing by the standard deviation. We train networks i) and iii) for 100 epochs using mini-batch stochastic gradient decent with an initial learning rate of 0.005, an exponential learning rate schedule with decay constant 0.95, momentum of 0.95, and mini-batch size 32. For the first dense layers in the CNN, we use an $L_2$ regularization with strength $10^{-4}$. For the discussion of accuracy improvements when shifting

| network | dataset | noise | training acc | test acc |
|---------|---------|-------|--------------|----------|
| i) 3 hidden layers \{d 3072, d 1024, d 512, d 512, d 10\} (MLP1024) | CIFAR-10 | 0% | 100.0% | (56.99 ± 0.11)% |
| | | 10% | 100.0% | (52.10 ± 0.12)% |
| | | 20% | 100.0% | (48.26 ± 0.13)% |
| | | 30% | 100.0% | (44.55 ± 0.15)% |
| | | 40% | 100.0% | (40.57 ± 0.11)% |
| | | 50% | 100.0% | (36.69 ± 0.11)% |
| | | 60% | 100.0% | (32.46 ± 0.23)% |
| | | 70% | 100.0% | (27.85 ± 0.15)% |
| | | 80% | 100.0% | (23.13 ± 0.19)% |
| | | 100% | 100.0% | 10.3% |
| ii) 3 hidden layer \{d 3072, d 1024, d 512, d 512, d 10\} (MLP1024) overfitting schedule | CIFAR-10 | 0% | 100.0% | (55.99 ± 0.11)% |
| | | 10% | 100.0% | (51.72 ± 0.10)% |
| | | 20% | 100.0% | (47.77 ± 0.11)% |
| | | 30% | 100.0% | (43.60 ± 0.13)% |
| | | 40% | 100.0% | (38.84 ± 0.15)% |
| | | 50% | 100.0% | (34.04 ± 0.14)% |
| | | 60% | 100.0% | (29.01 ± 0.08)% |
| | | 70% | 100.0% | (23.94 ± 0.08)% |
| | | 80% | 100.0% | (19.06 ± 0.09)% |
| iii) CNN \{c 300 5 × 5, p 3 × 3, r, c 150 5 × 5, p 3 × 3, r, f, d 384, d 192, d 10\} (miniAlexNet) [1] | CIFAR-10 | 0% | 100% | 78.5% |
| | | 20% | 100% | 66.4% |
| | | 40% | 100% | 49.8% |
| | | 100% | 100% | 10.2% |
| iv) alexnet [2] | ImageNet | 0% | 100% | 57.1% |
| v) vgg19 [3] | ImageNet | 0% | 100% | 71.8% |
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Figure S1. Comparison between Kolmogorov-Smirnov test statistics for random vectors of length 512 with i.i.d. entries (green) and for normalized vectors (blue). (a) Probability density function of the Kolmogorov-Smirnov distances Eq. (S4) obtained with Monte-Carlo sampling. (b) Cumulative distribution functions for the pdfs shown in (a). It becomes apparent that normalizing the vectors significantly changes the Kolmogorov-Smirnov test statistics even though it leaves the cumulative distribution of the vector entries unchanged.

and removing singular values we also consider an overfitting training schedule ii) with 500 epochs, with a stepwise schedule starting at a learning rate 0.001, which is then reduced it by a factor of 0.7 every 50 epochs. This ensures that we train for a large number of epochs after reaching 100% training accuracy.

B. RESHAPING OF CONVOLUTIONAL LAYER WEIGHTS

For convolutional layers, weights are 4D tensors such that we need to reshape them first to a matrix shape before computing the singular value decomposition. A weight $W$ of shape $(K, L, M, N)$ with $K > L > M > N$ is reshaped to a matrix $\tilde{W}$ with sizes $(K, L \cdot M \cdot N)$ according to

$$
\tilde{W}_{k,l,m,n} = W_{k,l,m,n}
$$

with indices counted from zero. This way, elements that are close to each other in the tensor remain close in the matrix [6].

C. FITTING MARCHenko-PASTur CURVES

In the main text, we fit the singular value density of DNN weight matrices to the Marchenko-Pastur (MP) distribution [7]

$$
P(\nu) = \begin{cases} 
\frac{n}{\pi \sigma^2 \nu} \sqrt{(\nu_{\max}^2 - \nu^2)(\nu^2 - \nu_{\min}^2)} & \nu \in [\nu_{\min}, \nu_{\max}] \\
0 & \text{else}
\end{cases}
$$

with $\nu_{\max} = \sigma(1 \pm \sqrt{m/n})$ to obtain the standard deviation of the noise term $\sigma$ used in the shifting formula Eq. (3). As the spectrum additionally has singular values in the tail, the MP part is not normalized and the end of the MP region is not known a priori. We therefore first broaden the DNN spectrum using Gaussian broadening [8]

$$
P(\nu) \approx \frac{1}{m} \sum_{k=1}^{m} \frac{1}{\sqrt{2\pi\sigma_k^2}} \exp \left(-\frac{(\nu - \nu_k)^2}{2\sigma_k^2}\right).
$$

with $\sigma_k = (\nu_{k+a} - \nu_{k-a})/2$ and window size $a = 15$, and then fit an adjusted MP distribution, where we use $\nu_{\max}$ and the maximum height as independent fit parameters, and infer $\nu_{\min}$ from the smallest singular values. This yields an estimate for $\nu_{\min}$ and $\nu_{\max}$. We then fit the proper MP distribution Eq. (S2), only depending on $\sigma$, to a normalized histogram of the singular values between $\nu_{\min}$ and $\nu_{\max}$.
Figure S2. (a) Mean values of singular vector components for the first hidden layer of the trained MLP1024 DNN (same vectors as in Fig. 1 main text) as a function of the corresponding singular values $\nu$. The red line shows the distribution of means for singular vectors of a random random weight matrix with i.i.d. Gaussian entries, with the corresponding 2$\sigma$ region shown as transparent red stripe. We observe means much closer to zero for singular vectors of the trained weight matrix in the case of small singular values, and significantly larger means for the vectors corresponding to large singular values. (b) Kolmogorov-Smirnov $p$-values (with test statistics from Sec. D) for singular vectors of a 1024 $\times$ 512 matrix $W_{\text{random}}$ (red) with i.i.d. Gaussian entries with zero mean and variance $1/512$; 2$\sigma$ region for $p$-values shown in light red. When adding a matrix $\delta W$ of rank ten with entries from a Gaussian distribution with the same variance but with mean $-0.01$ (similar to mean values observed for empirical vectors corresponding to the largest singular values in (a)), the sum $W_{\text{random}} + \delta W$ (blue) has singular vectors with significantly increased $p$-values, due to the requirement of orthogonality between singular vectors with large and small singular values. The $p$-values are averaged over neighboring singular values with a window size of 15.

D. KOLMOGOROV-SMIRNOV TEST STATISTIC FOR NORMALIZED PORTER-THOMAS VECTORS

Entries of $N$-dimensional singular vectors $\xi_i$ of random matrices from the Gaussian orthogonal ensemble follow the cumulative Porter -Thomas distribution function $C_{\text{PT}}(x) = 1/2 + \text{erf}\left(\sqrt{N/2} x \right)/2$. However, their entries are not uncorrelated due to the normalization condition $\sum_i \xi_i^2 = 1$. Hence, the statistic of the usual Kolmogorov-Smirnov test which determines the $p$-values for uncorrelated data cannot be applied here. We obtain the statistic for normalized vectors using Monte-Carlo sampling of 50000 normalized random vectors $\xi^{(k)}$ by computing the empirical cdf for each vector $C_{\text{emp}}^{(k)}(\xi^{(k)})$ to find the corresponding Kolmogorov-Smirnov distances

$$D^{(k)} = \sup_x |C_{\text{emp}}^{(k)}(\xi^{(k)}) - C_{\text{PT}}(\xi^{(k)})|.$$ (S4)

The cdf $C_{\text{KS}}(D)$ for the 50000 distances $\{D^{(k)}\}$ allows to determine the $p$-values for a given new vector $\xi$ with deviation $D(\xi)$ as $1 - p = C_{\text{KS}}(D(\xi))$. The deviations between the usual Kolmogorov-Smirnov statistic (green) and the sampled statistic for normalized vectors (blue) are shown in Fig. S1.

E. INCREASED $p$-VALUES

In main text Fig. 1 we test the singular vector entries of trained weight matrices against the Porter-Thomas distribution and find that the $p$-values in the random part of the spectrum are significantly higher than statistically expected. We argue that this is due to the presence of a few non-random singular vectors that store the information. These vectors force the random singular vectors to have a narrower distribution around the most likely part of the Porter-Thomas distribution (normal distribution with zero mean) due to the constraint of orthogonality with the deviating singular vectors with large singular values.

For example, using the same test statistic as described in Sec. D such that random normalized vectors from the Porter-Thomas distribution have on average a $p$-value of 0.5, the subset of vectors with zero mean have an average $p$-value of 0.74. We show in Fig. S2(a) that the mean values of singular vector entries for small singular values of trained weight matrices (0% label noise blue, 40% green, 100% brown) are indeed smaller than the expected values.
Figure S3. Dependence of the test accuracy on the removal and shifting of singular values from the weight matrix of the first convolutional layer in miniAlexNet after training with label noise. The dashed lines depict the test accuracy without removing singular values. We compare setting singular values to zero (blue) with additionally shifting the singular values (green) according to main text Eq. (3). (a) For training on CIFAR-10 with 20% label noise, and (b) for 40% label noise.

(2σ range in light red stripe) for fully random matrices (red) while the means are much larger for large singular values where the information is stored.

The increase of $p$-values can also be shown for a simple model, adding a low-rank matrix $\delta W$ to a fully random matrix $W_{\text{random}}$ that would have singular vectors with $p$-value of 0.5 on average. For this we draw a $1024 \times 512$ matrix $W_{\text{random}}$ with Gaussian distributed i.i.d. entries with mean zero and variance $1/512$, for which the $p$-values of singular vectors fluctuate around 0.5 (see red curve in Fig. S2(b), with most values within the 2σ region (light red stripe)). We then draw a second $1024 \times 512$ matrix with i.i.d. Gaussian distributed entries with mean $-0.01$ and variance $1/512$, compute the singular value decomposition, and reconstruct the matrix by only keeping the largest 10 singular values yielding a rank 10 matrix $\delta W$. We then analyze the $p$-values of the singular vectors of $W_{\text{random}} + \delta W$. We find that the $p$-values are increased (blue line in Fig. S2(b)), with mean 0.71, which shows that in the presence of a few singular vectors with a distribution different from the random bulk, we expect the $p$-values in the bulk to be increased due to the enforced orthogonality to the singular vectors with a finite mean.

**F. CLEANING OF A CONVOLUTIONAL LAYER**

In Fig. S3 we show improvements of the test accuracy when filtering weights from convolutional layers of miniAlexNet networks (analogous to Fig. 4 in the main text), both with and without shifting of eigenvalues. The results are very similar to the behavior for dense layers described in the main text.

---
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