Evaluation of the precision of operative augmented reality compared to standard neuronavigation using a 3D-printed skull
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OBJECTIVE Augmented reality (AR) in cranial surgery allows direct projection of preregistered overlaid images in real time on the microscope surgical field. In this study, the authors aimed to compare the precision of AR-assisted navigation and standard pointer-based neuronavigation (NV) by using a 3D-printed skull in surgical conditions.

METHODS A commercial standardized 3D-printed skull was scanned, fused, and referenced with an MR image and a CT scan of a patient with a 2 × 2–mm right frontal sinus defect. The defect was identified, registered, and integrated into NV. The target was physically marked on the 3D-printed skull replicating the right frontal sinus defect. Twenty-six subjects participated, 25 of whom had no prior NV or AR experience and 1 with little AR experience. The subjects were briefly trained in how to use NV, AR, and AR recalibration tools. Participants were asked to do the following: 1) “target the center of the defect in the 3D-printed skull with a navigation pointer, assisted only by NV orientation,” and 2) “use the surgical microscope and AR to focus on the center of the projected object” under conventional surgical conditions. For the AR task, the number of recalibrations was recorded. Confidence regarding NV and AR precision were assessed prior to and after the experiment by using a 9-level Likert scale.

RESULTS The median distance to target was statistically lower for AR than for NV (1 mm [Q1: 1 mm, Q3: 2 mm] vs 3 mm [Q1: 2 mm, Q3: 4 mm] [p < 0.001]). In the AR task, the median number of recalibrations was 4 (Q1: 4, Q3: 4.75). The number of recalibrations was significantly correlated with the precision (Spearman rho: −0.71, p < 0.05). The trust assessment after performing the experiment scored a median of 8 for AR and 5.5 for NV (p < 0.01).

CONCLUSIONS This study shows for the first time the superiority of AR over NV in terms of precision. AR is easy to use. The number of recalibrations performed using reference structures increases the precision of the navigation. The confidence regarding precision increases with experience.
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Augmented reality (AR) refers to the projection of virtual objects on real-world images. This technology is gaining interest not only for use during tumor surgeries but also in the preparation for spine surgeries or cerebrovascular interventions. Together with virtual reality (or the simulation of a virtual environment with which the user can interact), AR offers great opportunities in the fields of education and neurosurgical training. In particular during cranial surgeries, AR has gained popularity because it offers 3 main advantages that are not offered by standard NV: 1) it allows direct projection of preregistered overlaid images on the real-world view while using the surgical microscope; 2) the surgeon keeps his or her focus on the surgical field; and 3) modern recalibration tools palliate inherent imprecision, such as brain shifts during resection. The surgeon is able to reregister the AR according to intracranial reference structures such as vessels or bones. These recalibration possibilities represent an outstanding evolution of NV systems because they possibly reduce the registration error and other errors inherent in the surgery.

However, to the best of our knowledge, no protocol has studied the precision of AR compared to standard NV. The aim of this study was to analyze the precision of AR compared to NV. We hypothesized 1) that AR enhances the precision by at least a factor of 2; 2) that the trust in AR-assisted navigation precision is higher than in NV once the operator has had experience with both; and 3) that 3D video playing experience improves the accuracy of the operator.

**Methods**

**The 3D-Printed Skull**

A commercially available, standardized 3D-printed skull was used for the purpose of this study (Kezlex). The CT scan from the 3D-printed skull was fused with a CT scan and an MRI sequence originating from a patient suffering from a 2 × 2-mm right frontal sinus defect with CSF leak (Elements; Brainlab). A 7 × 5-cm frontal medial opening in the skull let participants look inside. The right frontal sinus defect was not apparent on the 3D-printed model, but its location was precisely marked by the first and the last authors. The position of the defect was hidden to participants during the task. The skull was held in a Mayfield clamp with a referencing array fixed to it, in order to simulate surgical conditions (Fig. 1).

**NV and AR Registration**

The software Elements (Brainlab) was used to create virtual objects such as the skull and the right frontal sinus defect based on the preoperative CT and MRI studies. For the purpose of standard NV, referencing of the 3D-printed skull was performed using 6 predefined landmarks: the 2 supraorbital foramina, the glabella, the medial posterior point of the frontal opening, and 2 points on the structures held by the Mayfield clamp.

For the purpose of the AR, the surgical microscope (Leica) was navigated and referenced after focusing on the center of the referencing array. The virtual 3D volume rendering of the referencing array and skull was then adjusted.
to the real-world image using the microscope AR software (Elements, Application Microscope; Brainlab).

Participants

Twenty-six participants took part in the study: 7 young neurosurgical residents from the Geneva University Hospitals without NV or AR experience, 18 medical students from the University of Geneva Faculty of Medicine without experience or training in neurosurgery, and 1 Brainlab executive with no experience in neurosurgery and little experience with AR. Each participant was asked if she or he had played at least 100 hours of video games with a 3D perspective.

Setup and Task

The skull was held in a Mayfield clamp with a referencing array fixed to it, in order to simulate surgical conditions. Participants then received instruction in NV and AR, and were invited to test the NV and AR system freely for 10 minutes.

The first task focused on using standard NV and a pointer, as described in Fig. 2. Participants were asked to register the 3D-printed skull and to evaluate the global precision of the system. If they were not satisfied, another trial could be performed. The first task consisted of pointing to the center of the defect in the skull by using a navigated pointer (Softouch pointer; Brainlab) without looking into the skull: participants navigated the pointer to reach the target while watching 2D MR-based images on the navigation screen. The distance between the tip of the navigated pointer (point) and the real center of the defect (target) was recorded (point-to-target distance).

The second task focused on using the navigated microscope and AR, as described in Fig. 3. Preregistered virtual objects such as the skull and the right frontal sinus defect were projected into the microscope overlaid on the real-world image. Using the overlaid objects, participants were instructed to target the center of the defect by using the laser of the microscope. Participants were asked to use the recalibration function of the AR system to achieve, according to them, a precision good enough to reach the center of the target. The number of readjustments was recorded. Finally, the distance between the pointed localization (point) and the target was measured (point-to-target distance).

Before and after realizing each task, all participants were asked: “On a scale from 0 to 9, how much do you trust the technology to reach a small target (AR/NV)?” with 0 being no trust and 9 being complete trust (9-level trust).
Likert scale). Assessments made before and after the experiment were compared (pretest and posttest trust). Participants were made aware of the point-to-target distance before giving the posttest score for each task.

**Statistical Analysis**

All statistical analyses were performed using RStudio and R version 3.6.1 software. All continuous nonparametric variables were compared using a Wilcoxon test. Results were expressed in terms of the median, first quartile (Q1), and third quartile (Q3). A p value < 0.05 was considered significant. According to pilot assessments, we assumed that AR would increase the precision (or reduce the point-to-target distance) by 2-fold. The power calculation determined that a sample size of 24 participants was needed to reach an 80% chance to detect a 2-fold increase in precision, considering an α error of 5%.

**Results**

**Participants**

Of the 26 participants, 9 were women (34.6%). None of the participants had prior experience with surgical AR. One man had already used AR, but had no neurosurgical experience. Fifteen participants had a > 100-hour video gaming experience with 3D perspective (57.7%).

**Precision**

All measures for the NV and AR tasks were successful. The median distance-to-target value for the NV task was 3 mm (Q1: 2 mm, Q3: 4 mm) and for the AR task it was 1 mm (Q1: 1 mm, Q3: 2 mm) (p < 0.001) (Fig. 4). There was no statistically significant difference in precision by sex (female: median 1 mm [Q1: 1 mm, Q3: 2 mm]; male: median 1 mm [Q1: 0 mm, Q3: 2 mm] [p = 0.5]) and the
difference in precision did not reach significance for video gaming experience (no experience: median 1.5 mm [Q1: 1 mm, Q3: 2 mm]; with experience: median 1 mm [Q1: 1 mm, Q3: 2 mm] [p = 0.1]).

The median number of recalibrations in the AR task was 4 (Q1: 4, Q3: 4.75). The number of recalibrations was correlated with precision using AR (Spearman rho: −0.71, p < 0.05) (Fig. 5). It has to be highlighted that the extreme distance for AR (4 mm), or the lowest precision, was performed with the lowest number of recalibrations (2 readjustments).

Subjective Trust in the Systems
No difference was found in the pretest trust between AR and NV (AR: median 7 [Q1: 6, Q3: 8]; NV: median 7 [Q1: 6.25, Q3: 8] [p = 0.92]). The posttest trust for AR was higher than for NV (AR: median 8 [Q1: 7.25, Q3: 8.75]; NV: median 5.5 [Q1: 5, Q3: 6.75]). The difference concerning the posttest trust between AR and NV was statistically significant in favor of AR (p < 0.001). The trust in AR improved, and it decreased for NV (AR: +1 [Q1: 0, Q3: 2]; NV: −1 [Q1: −2, Q3: −0.2]) (Fig. 6).

Discussion
This study is, as far as we know, the first analysis reporting superiority in terms of accuracy of AR over NV when using a 3D-printed skull replicating a real clinical scenario. Furthermore, we showed that even if the pretest trust in precision was comparable between NV and AR, the posttest trust in AR was significantly higher than in NV. Video gaming experience did not influence the precision of the operator.

Stieglitz et al. retrospectively analyzed 55 cranial procedures during which standard NV was used and recorded the target registration error immediately after registration by pointing at the center of the nasion and comparing it to preoperative image-based NV. This distance represents the inherent error of the system. Stieglitz et al. reported a mean error of 2.9 mm, consistent with our findings using a 3D-printed skull (median 3.0 mm). The authors also reported an increase in NV inaccuracy after each step of the surgery (after placement of surgical drapes, skin incision, craniotomy, etc.).

The 3D-printed skull was registered through 6 referencing points defined on the NV system. These points were chosen because of their invariability during the procedure, such as the supraorbital foramina in this case. The referencing points were already set in the NV system and participants were asked to target them one by one on the 3D-printed skull for the purpose of homogeneity.

Unvarying “signature” structures used for the recalibration of AR should be in the direct proximity of the target. In our case, readjustment according to the frontal opening and then according to the frontobasal bony structures offered a great configuration to achieve the 1-mm precision.

In our study, the mean distance to target was significantly shorter when using AR compared to NV (mean 1 mm for AR vs 3 mm for NV, p < 0.001). AR offers the opportunity to permanently recalibrate preregistered objects to fit to the actual surgical images. The skull and intracranial bony configuration, as well as cranial sutures and intracranial vessels, offer unvarying structures that can be used as references to readjust using AR. During our task, participants were asked to recalibrate after registration according to the skull. Bony structures of the frontobasal area offered great possibilities to readjust the AR near the target. The analysis showed that 3–4 recalibrations were...
necessary to achieve the 1-mm point-to-target distance (Fig. 5).

The choice to test the setup on medical students and young neurosurgical residents without experience with NV systems was based on the hypothesis that AR is an intuitive and easy-to-use method to localize a relatively small target. All participants received a short introduction and were invited to test the system before performing the task. None of the 26 participants failed. No distinction was made based on sex. This is important because AR has been used for educational and training purposes.20–23

Apprenticeship, surgical experience, and hands-on experience have traditionally been a challenge for young neurosurgical residents.22,23,25–27 Si et al.23 have proposed in their works results from a test of a new AR-guided neurosurgical simulator with haptic answers. After producing a 3D-printed skull from a patient and registering it, 10 participants without neurosurgical experience “in real life” were enrolled. They were asked to remove an intracerebral tumor and their feedback on the realism of the procedure was analyzed. Responses from participants indicated that AR provides a novel and realistic way to obtain experience during neurosurgical training. The participants strongly approved the gain of AR in the procedure of tumor removal. Our data showed that the posttest minus pretest trust strongly favors AR (Fig. 6). After knowing their results

FIG. 5. Graph showing the relation between the point-to-target distance (precision) and the number of recalibrations (Spearman rho: −0.71, p < 0.05).

FIG. 6. Difference of trust posttest minus pretest. Participants had significantly more trust in AR to find small targets after using it compared to standard NV. ***p < 0.001.
for point-to-target distances for NV and AR, the subjects understood the potential of AR to localize relatively small targets. Furthermore, by using nonneurosurgically trained participants, our results reflect the actual inherent error of the NV system without the influence of a participant's neurosurgical skills.

To our surprise, experience with video games did not give a significant advantage regarding AR-assisted navigation accuracy. This may indicate that the 3D volume rendering in the microscope is well perceived by participants even without experience with virtual 3D images, or that our sample was too small to reveal a small effect (15 participants with video gaming experience vs 11 without).

The main limitation in our protocol is based on the following facts. 1) Participants did not engage in the “pre-operative” delineation of the target object. The planning phase seems to be as important as the ability to understand intraoperative structures with the use of AR. 2) Errors potentially associated with multimodality image fusion to generate digital skull models and targets have not been assessed. 3) Errors potentially associated with soft-tissue deformation or brain shift have not been assessed and will be the subject of a dedicated future study.

Despite mimicking surgical conditions as much as possible, it remains a laboratory experiment; assessment of precision and trust in AR versus NV needs now to be formally assessed during cranial surgeries.

Conclusions

The comparison of AR and NV in a simulated surgical condition by using a 3D-printed skull showed a superior precision of AR-assisted navigation with respect to the point-to-target distance compared to standard pointer-based NV. AR systems offer the possibility to readjust the precision of AR-assisted navigation with respect to the condition by using a 3D-printed skull showed a superior performance. Furthermore, AR-assisted navigation has the potential to improve surgical accuracy and minimize the risk of complications in neurosurgical procedures.

References

1. Bir SC, Konar SK, Maiti TK, et al. Utility of neuronavigation in intracranial meningioma resection: a single-center retrospective study. World Neurosurg. 2016;90:546–555.e1.
2. Jenkinson MD, Barone DG, Bryant A, et al. Intraoperative navigation in modern neurosurgery. Minim Invasive Neurosurg. 1995;38(4):163–166.
3. Sun G-C, Wang F, Chen X-L, et al. Impact of virtual and augmented reality based on intraoperative magnetic resonance imaging and functional neuronavigation in glioma surgery involving eloquent areas. World Neurosurg. 2016;96:375–382.
4. Spetzger U, Laborde G, Gilbsbach JM. Frameless neuronavigation in modern neurosurgery. Minim Invasive Neurosurg. 1995;38(4):163–166.
5. Sun G-C, Wang F, Chen X-L, et al. Impact of virtual and augmented reality based on intraoperative magnetic resonance imaging and functional neuronavigation in glioma surgery involving eloquent areas. World Neurosurg. 2016;96:375–382.
6. Stiegltitz LH, Fichtner J, Andres R, et al. The silent loss of neuronavigation accuracy: a systematic retrospective analysis of factors influencing the mismatch of frameless stereotactic systems in cranial neurosurgery. Neurosurgery. 2013;72(5):796–807.
7. Iversen DH, Wein W, Lindseth F, et al. Automatic intraoperative correction of brain shift for accurate neuronavigation. World Neurosurg. 2018;120(e1071–e1078.
8. Rieping MHT, Nguyen H-H, Krings T, et al. Course of brain shift during microsurgical resection of supratentorial cerebral lesions: limits of conventional neuronavigation. Acta Neurochir (Wien). 2004;146(4):369–377.
9. Stiegltitz LH, Raabe A, Beck J. Simple accuracy enhancing techniques in neuronavigation. World Neurosurg. 2015;84(2):580–584.
10. Meola A, Cutolo F, Carbone M, et al. Augmented reality in neurosurgery: a systematic review. Neurosurg Rev. 2017;40(4):537–548.
11. Cabrilo I, Schaller K, Bijlenga P. Augmented reality-assisted bypass surgery: embracing minimal invasiveness. World Neurosurg. 2015;83(4):596–602.
12. Lavé A, Meling TR, Schaller K, Corniola MV. Augmented reality in intracranial meningioma surgery: report of a case and systematic review. J Neurosurg Sci. 2020;64(4):369–376.
13. Lee C, Wong GKC. Virtual reality and augmented reality in the management of intracranial tumors: a review. J Clin Neurosci. 2019;62:14–20.
14. Tagaytayan R, Kelemen A, Sik-Lanyi C. Augmented reality in neurosurgery. Arch Med Sci. 2018;14(3):572–578.
15. Carl B, Bopp M, Saß B, Nimsky C. Microscope-based augmented reality in degenerative spine surgery: initial experience. World Neurosurg. 2019;128(April):e541–e551.
16. Carl B, Bopp M, Saß B, et al. Augmented reality in intradural spinal tumor surgery. Acta Neurochir (Wien). 2019;161(10):2181–2193.
17. Zawy Alsyofy S, Stropp R, Fisuc I, et al. Virtual reality-based evaluation of surgical planning and outcome of monosegmental, unilateral cervical foraminal stenosis. World Neurosurg. 2019;129:e857–e865.
18. Cabrilo I, Bijlenga P, Schaller K. Augmented reality in the surgical field of cerebral aneurysms: a technical report. Neurosurgery. 2014;10(suppl 2):252–261.
19. Vassallo R, Kasuya H, Lo BWY, et al. Augmented reality guidance in cerebrovascular surgery using microscopic video enhancement. Healthc Technol Lett. 2018;5(5):158–161.
20. Bernardo A. Virtual reality and simulation in neurosurgical training. World Neurosurg. 2017;106:1015–1029.
21. Henssen DJHA, Heuvel L van den, Jong GD, et al. Neuroanatomy learning: augmented reality vs. cross-sections. Anat Sci Educ. 2020;13(3):353–365.
22. Pelargos PE, Nagasawa DT, Lagman C, et al. Utilizing virtual and augmented reality for educational and clinical enhancements in neurosurgery. J Clin Neurosci. 2017;25:1–4.
23. Si W-X, Liao X-Y, Qian Y-L, et al. Assessing performance of augmented reality-based neurosurgical training. Vis Comput Ind Biomed Art. 2019;2(1):6.
24. Contreras López WO, Navarro PA, Crispin S. Intraoperative clinical application of augmented reality in neurosurgery: a systematic review. Clin Neuro Neurosurg. 2019;177:6–11.
25. Moiraghi A, Perin A, Sicky N, et al. EANS Basic Brain Course (ABC): combining simulation to cadaver lab for new concept of neurosurgical training. Acta Neurochir (Wien). 2020;162(3):453–460.
26. Stienen MN, Bartek J Jr, Czabanka MA, et al. Neurosurgical procedures performed during residency in Europe—preliminary numbers and time trends. Acta Neurochir (Wien). 2019;161(5):843–853.
27. Stienen MN, Freyschlag CF, Schaller K, et al. Procedures performed during neurosurgery residency in Europe. Acta Neurochir (Wien). 2020;162:2303–2311.

Disclosures

The authors report no conflict of interest concerning the materi-
als or methods used in this study or the findings specified in this paper.

Author Contributions
Conception and design: Haemmerli, Bijlenga. Acquisition of data: Haemmerli, Davidovic. Analysis and interpretation of data: Haemmerli, Bijlenga. Drafting the article: Haemmerli. Critically revising the article: Meling, Chavaz, Schaller, Bijlenga. Reviewed submitted version of manuscript: Haemmerli. Approved the final version of the manuscript on behalf of all authors: Haemmerli. Statistical analysis: Haemmerli. Administrative/technical/material support: Haemmerli, Davidovic, Bijlenga. Study supervision: Haemmerli, Meling, Schaller, Bijlenga.

Correspondence
Julien Haemmerli: Geneva University Hospitals, Hôpitaux Universitaires de Genève, Geneva, Switzerland. julien.haemmerli@hcuge.ch.