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ABSTRACT
Named Entity Recognition (NER) on social media refers to discovering and classifying entities from unstructured free-form content, and it plays an important role for various applications such as intention understanding and user recommendation. With social media posts tending to be multimodal, Multimodal Named Entity Recognition (MNER) for the text with its accompanying image is attracting more and more attention since some textual components can only be understood in combination with visual information. However, there are two drawbacks in existing approaches: 1) Meanings of the text and its accompanying image do not match always, so the text information still plays a major role. However, social media posts are usually shorter and more informal compared with other normal contents, which easily causes incomplete semantic description and the data sparsity problem. 2) Although the visual representations of whole images or objects are already used, existing methods ignore either fine-grained semantic correspondence between objects in images and words in text or the objective fact that there are misleading objects or no objects in some images. In this work, we solve the above two problems by introducing the multi-granularity cross-modality representation learning. To resolve the first problem, we enhance the representation by semantic augmentation for each word in text. As for the second issue, we perform the cross-modality semantic interaction between text and vision at the different vision granularity to get the most effective multimodal guidance representation for every word. Experiments show that our proposed approach can achieve the SOTA or approximate SOTA performance on two benchmark datasets of tweets. The code, data and the best performing models are available at https://github.com/LiuPeiP-CS/IIE4MNER
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Figure 1: The samples for MNER task.
1 INTRODUCTION

Named Entity Recognition (NER) aims to discover entities from unstructured free-form text and classify them into pre-defined categories such as Person (PER), Organization (ORG), Location (LOC), etc [36]. Social media platforms like Twitter and Facebook have become a part of daily life for many people, and tweets on them reflect the opinions, demands and sentiments of users. Mining specific information from tweets can help understand user intents, realize personalized assistance and various downstream applications. As one important means of information extraction, NER plays a crucial role in mining tweet contents.

Currently, prevailing text-based NER methods have achieved decent performance for well-formed text, where they apply CNN, LSTM and Transformer as the encoder to learn contextual representation for input words and softmax, CRF and word-word association designs are used for decoding [6, 11, 16, 21, 27, 39]. Unfortunately, they often have difficulty meeting the expectations of mining sufficient information from tweets since lots of tweets include not only textual content but also images, and some textual content can only be understood in combination with the visual context [20, 36]. For example, in Figure 1(A), given only the text "Rocky is ready for snow season," we can hardly infer the type of named entity "Rocky" because it may be an animal (MISC type) or a person (PER type).

To address the challenge above, Multimodal Named Entity Recognition (MNER) has been proposed. The task of MNER is to identify the entity and classify it with the help of an associated image. Existing MNER methods can be divided into two categories: some works [3, 4, 20, 23, 35–37] take the text and whole image together as input to encode hidden representation for each word, and the other researches [34] build the alignment between hidden textual vectors and visual object features to get richer representation of each word. All of these methods show that MNER can achieve better results than NER by enhancing linguistic representations with the aid of visual information.

Although existing methods have shown success of MNER, there are two remaining challenges. On one hand, meanings of the text and its accompanying image are deeply hidden or not always matched explicitly, so the textual content still plays a major role in MNER. However, the text of tweets often comes in informal language including inconsistent or incomplete syntax, slang, OOV, etc, and it can lead to the data sparsity. As shown in Figure 1(B), how can we understand the entity "#DRC"? Is it a council (ORG type), a president (PER type), or a nation (LOC type)? On the other hand, despite the fact that visual representations are explored in previous works, the representations of whole images ignore fine-grained semantic correspondence between the objects in images and the words in text (as shown in Figure 1(A), the objects can contribute pointing information to detect the entities), while the only use of object-level feature overlooks the fact that there may be misleading objects or no objects in some images such as architectural and scenery images.

To solve these problems, we propose the multi-granularity cross-modality representation learning for MNER in tweets. The model firstly performs unimodal representation learning to obtain and represent the initial tokens of each modality (i.e., text and vision) and learn the implicit inner-connections among these tokens. To alleviate the incomplete semantic description and data sparsity problems of tweet contents, a semantic augmentation method is designed to add the external support for each input word. Secondly, we construct a Multi-Granularity Cross-Modality Transformer (MGCMT) to get the cross-modality semantic interaction between text and vision at the different vision granularity. Specifically, we build the TextImg module to get coarse-grained cross-modality interaction between text and global image, and the TextObj module to get fine-grained cross-modality interaction between text and local objects. In both modules, Transformer layers are stacked to learn multi-level word-aware representation and a gate function is employed to control the contribution from different levels. After concatenating results from the two modules, we thus can have the coarse-to-fine multimodal inference information. The model lastly combines the textual and multimodal information, and feeds the combination to a CRF layer to get label sequence prediction. Additionally, another CRF layer is used to perform the entity span detection which has been proved effective for helping word classification. We have conducted experiments on the two public twitter datasets, and the results demonstrate the advance of our proposed method.

The main contributions of this paper can be summarized as:

- We propose a new model to improve the performance of MNER on social media. The model enhances the representation of each input word by performing semantic augmentation and Multi-Granularity Cross-Modality Transformer.
- We extend the vanilla Transformer to adopt a cross-modality attention mechanism within each level at multi-level, and a gate module is arranged to control the contribution from different levels. Besides, the concatenation is applied for combining the multimodal guidance representations from text-image and text-objects.
- Through comprehensive experiments and analyses, we demonstrate the competitive performance of our method in comparison with the current state-of-the-art models.

2 RELATED WORK

General NER: Traditional supervised learning researches of NER mainly focus on designing various features (such as word-level features [17, 26], list lookup features [31] and document and corpus features [10]) to represent input text and applying different linear classifiers including SVM, HMM and CRF for word classification [25, 38]. With the development of deep learning (DL), more and more DL-based methods continuously achieve state-of-the-art performance on formal text [5, 22]. [9] first proposes a BiLSTM-CRF architecture. Following [9], a body of works employ a recurrent neural network (RNN) with a CRF or softmax for sequence labeling accompanied with feature extractors for words (e.g., CROB, GloVe, Bert) and characters (CNN-based [22], RNN-based [13, 32]). However, these approaches usually fail to achieve satisfactory results on social media posts due to the informal characteristic of posts. Several later works have tried to address this issue by exploiting external resources (e.g., shallow parser, Freebase dictionary, and orthographic characteristics) to incorporate a set of tweet-specific features into input, and they can obtain better performance for NER on social media text [1, 18].
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Methods for MNER: As social media posts become more multimodal, MNER is attracting researchers’ attention. Recent researches have shown that image information is helpful to understand textual content. [23] is the first work to introduce MNER task, and it proposes a LSTM-CNN hybrid multimodal network with modality-attention module to selectively merge textual and whole image information. To control the contribution of visual information, [37] introduces an adaptive co-attention network to dynamically combine the textual and visual representation while [20] designs a visual attention model to extract image features from the regions related to the text and uses a gate to combine textual features and image features. Following [20], [36] proposes a multimodal Transformer architecture to capture inter-modality dynamics between words and image regions, and leverages purely text-based entity span detection as an auxiliary module to further improve performance. Besides, [4] extra employs both image attributes and image knowledge to improve named entity extraction. Recently, [35] proposes a general matching and alignment framework for MNER task, which can reduce the impact of mismatched text-image pairs and make the representations between the two modalities more consistent. Different from the above use of whole image, [34] introduces object-level visual representations, for focusing the attention on entity-relevant objects to help extract the entities precisely. In addition to improvements of MNER methods, [28, 29] consider inferring the text-image relationship to address the problem of inappropriate visual clues and introduce pre-trained multimodal models based on text-image relationship inference.

In this paper, we propose the multi-granularity cross-modality representation learning which can model the inter-modal interactions between text and vision at both the global image level and local object level. We finally fuse the coarse-grained and fine-grained multimodal features to achieve the new state-of-the-art result.

3 THE PROPOSED APPROACH

In this section, we first define the MNER task and give an overview of our proposed approach. Then, we take the sequence and image shown in Figure 2(A) as a running example to detail the components of our approach.

Task Definition: Given a sentence $X$ and its associated image $I$ as input, the goal of MNER is to extract a set of entities from $X$, and classify each extracted entity into one of the pre-defined types [36].

As with other works in the literature [3, 4, 20, 23, 35-37], we regard the task as a sequence labeling problem. Let $X = \{x_0, ..., x_M\}$ denote a sequence of input words with length $M+1$ and $Y = \{y_0, ..., y_M\}$ indicate a corresponding label sequence, where $y_i \in \zeta$ and $\zeta$ is the pre-defined label set in standard BIO2 formats [30].

3.1 Overview

The overall architecture of our model is shown in Figure 2(A). For clarity, the model is described in three main components: (1) unimodal representation learning, (2) multi-granularity cross-modality Transformer, (3) MNER decoding module.

In the unimodal representation learning stage, we first obtain unimodal input representations for text and vision, respectively. The input representation of each textual word combines its contextualized word representation and semantic augmentation representation, while the visual inputs include the representation of global image and the representation of local objects. Next, we deploy three separate unimodal Transformer with self-attention to derive each token’s contextual hidden representation for each mode (i.e., text, image, object).

As a multimodal extension of Transformer [33, 36], the multi-granularity cross-modality Transformer mainly consists of two modules: the bottom captures cross-modality semantic interaction between textual hidden representation and global visual hidden representation while the upper performs inter-modality semantic interaction between the textual and the local visual objects. In each module (details at Figure 2(B)), a gate is extra employed to control and weigh the contribution of interactive results at different levels. At last, word-aware multimodal representations from the two modules are concatenated as the output.

Finally, a decoding module with CRF decoder produces an entity label for each word in the text sequence based on both word-aware multimodal representation and textual context representation of the word. Furthermore, to improve the performance of our approach, we follow [36] to add a purely text-based entity span detection module in our model, where we feed the hidden representations from textual Transformer to another CRF layer to predict each word’s entity span label.
### 3.2 Unimodal Representation Learning

#### 3.2.1 Representations for input text. There are two kinds of representations for text input: contextualized word representation and semantic augmentation representation. Before inputting the two representations of each word into the textual Transformer encoder (Text TransF), we combine them via naive concatenation and linear transformation.

**Contextualized word representation:** BERT [6] benefits from a large external corpus and has strong dynamic feature extraction capability for the same word in different contexts. In this work, each text sequence $X = \{x_0, ..., x_M\}$ is fed into the pre-trained 12-layers BERT to get the sequence representations $E^B = \{E^B_0, ..., E^B_M\}$, where $E^B_i \in \mathbb{R}^d$ is the extracted word representation for $x_i$.

$$E^B_i = BERT(x_i; \theta^{bert}) \in \mathbb{R}^d$$

(1)

where $\theta^{bert}$ is the BERT parameter. Particularly, if $x_i$ is split into several sub-tokens through the tokenizer, we get $E^B_i$ by summing the sub-tokens.

**Semantic augmentation representation:** Semantic augmentation (especially from lexical semantics) has been demonstrated its effectiveness for model performance improvement in many NLP tasks [2, 12, 24]. In order to alleviate the incomplete semantic description and data sparsity problem caused by short and informal social media contents, we introduce semantic augmentation to enhance the representation of each word in the input text sequence.

Specifically, we obtain the semantic augmentation representation of each input word $x_i$ by its most similar $K$ words $\{w_{i1}, ..., w_{iK}\}$ in the embedding space. Since not all the $K$ words make equal contributions to assisting label prediction of $x_i$, it is important to get the most effective information from different words. Thus, an attentive module is leveraged to weigh the effect of different words. For the similar word $w_{ij}$, it is first assigned a weight as:

$$a_{ij} = \frac{\exp(\text{cosine}(o_i, o_{ij}))}{\sum_{k=1}^{K} \exp(\text{cosine}(o_i, o_{ik}))}$$

(2)

where $o_i$ and $o_{ij}$ are the respective embedding of $x_i$ and $w_{ij}$ from a pre-trained Word2Vec model on 30 million tweets by [37]. Then the semantic augmentation representation $E^A_i$ of $x_i$ can be computed by:

$$E^A_i = \sum_{j=1}^{K} a_{ij} o_{ij}$$

(3)

We can get the final representation $E$ before textual Transformer by:

$$E = \{\text{Linear}(\{E^B_i, E^A_i\})|i = 0, ..., M\} = \{E_i|E_i \in \mathbb{R}^d, i = 0, ..., M\}$$

(4)

where $\text{Linear}()$ is the linear transformation for dimension alignment and $\{,\}$ indicates the concatenation operation (the same as below).

#### 3.2.2 Representation for the global image: We use convolutional neural networks (CNN) [15] to obtain visual representation of the global image $I$. Considering that Residual Network (ResNet) [8] is one of the state-of-the-art CNN models for multiple vision tasks and it can extract meaningful feature representation of the input image in its deep layers, we thus take the feature map from the last convolutional layer in a pre-trained 152-layers ResNet to represent $I$.

Concretely, we first resize $I$ into $224 \times 224$ pixels, and then pass it to ResNet and retain the visual feature map with a dimension of $7 \times 7 \times 2048$. The number 2048 is the dimension of the feature vector for each visual block, and $7 \times 7$ is the number of visual blocks. We further transform the feature vector of each block into the same dimension space as word representations using a single linear layer for the subsequent processes. Therefore, the global visual representation of $I$ can be denoted by:

$$R' = ResNet(I; \theta^{res})$$

(5)

$$R = \text{Linear}(R') = \{R_i|R_i \in \mathbb{R}^d, i = 1, 2, ..., 49\}$$

(6)

where $\theta^{res}$ is the ResNet parameter and $R_i$ is a $d$ dimensional feature vector for $i$-th visual block.

#### 3.2.3 Representations for the local objects: As one of the most excellent object detection models, Mask RCNN [7] is widely used in many tasks such as object classification, instance segmentation, etc. To extract visual features of the local objects, we first apply Mask RCNN pre-trained on the MS COCO [19] dataset to detect a set of objects from the image $I$ and classify them into predefined categories. The feature representations of detected objects are then obtained by looking up the category embedding table. In practice, we can get representations for the local objects as follows:

$$H_i = H'_i W_o, W_o \in \mathbb{R}^{81 \times d}$$

(7)

$$H = \{H_i|H_i \in \mathbb{R}^d, i = 1, 2, ..., N\}$$

(8)

where 81 is the size of predefined categories, $W_o$ is the randomly initialized category embedding table, $H'_i$ is an 81-dimension one-hot vector denoting the category of object $i$, $N$ indicates top-$N$ detected objects with higher classification scores.

---

1 We keep the original category set of the MS COCO with size 81 to avoid object omission.

2 If there are no objects detected, we set $H$ to be zero vectors.
3.2.4 Unimodal Transformer with self-attention: Although the primary representation of each unimodal token\(^3\) is extracted, we observe that the interrelated information among all unimodal tokens is ignored. For example, we can admit the inner-connection "Horse is On the Road" but not "Road is On the Horse" between visual objects "Road" and "Horse". In this section, we leverage the Transformer as an encoder to gain the mutual information for each unimodal token. As Figure 3 shows, the unimodal Transformer is composed of two sub-layers where the first is a multi-head attention mechanism and the second is a feed-forward network (FFN). Moreover, the residual connection with layer normalization is applied before FFN and after FFN.

For the modality representation \(\pi (\pi \text{ is one of E, R or H})\), we first have \(\pi = Q = K = V\) as the input of unimodal Transformer. Then, we can obtain the queries, key-value pairs by linear projections, and perform multi-head attention (MA) between queries and key-value pairs. Mathematically, the MA can be expressed as:

\[
q_i = QW_q^i, \quad k_i = KW_k^i, \quad v_i = VW_v^i
\]

\[
z = \text{MA}(Q, K, V) = \text{concat}(\text{softmax}(q_ik_i^T/\sqrt{d})v_i^m)\]

where \(W_q^i, W_k^i, W_v^i \in \mathbb{R}^{d \times (d/m)}\) are trainable parameters for the i-th head, \(d\) and \(m\) are the representation dimension and number of attention heads, \(\text{concat}\{ \cdot \}\) denotes the concatenation operation. Thus, the output \(\chi\) of the unimodal Transformer for a given modality representation \(\pi = Q\) is defined as follows:

\[
\chi' = \text{LN}(Q + z)
\]

\[
\chi = \text{LN}(\chi' + \text{FFN}(\chi'))
\]

In fact, \(\chi\) is the output \(h = \{h_i|h_i \in \mathbb{R}^d, i = 0, ..., M\}\) of textual Transformer when \(\pi = E\), the output \(V = \{V_i|V_i \in \mathbb{R}^d, i = 1, ..., 49\}\) of image-level visual Transformer (R-ViT) when \(\pi = R\) and the output \(O = \{O_i|O_i \in \mathbb{R}^d, i = 1, ..., N\}\) of object-level visual Transformer (O-ViT) when \(\pi = H\). Additionally, owing to that all of queries, keys and values in attention mechanism originate from the same modality representation, we view the multi-head attention as multi-head self-attention (MSA) in such Transformers.

3.3 Multi-Granularity Cross-Modality Transformer

The global visual representation is a reasonable expression, but not the best because it can’t support the fine-grained semantic correspondences between semantic units within an input text-image pair. Different from the global image, local objects can provide the clues for fine-grained semantic interaction across text and vision to help us identify some words as the correct entity types. Therefore, we design the MGCMT which performs cross-modality semantic interaction between text and global image (TextImg), and cross-modality interaction between text and local objects (TextObj).

3.3.1 Cross-Modality Interaction between Text and Global Image

As Figure 3 shows, the basic framework of a cross-modality Transformer (CMT) layer is the same as the unimodal Transformer at Section 3.2.4 except that the \(Q, K, V\) are from different sources. In order to learn more relevant word-aware representation features based on the global image, we stack the cross-modality Transformer layers to build multi-level semantic interaction.

For the basic-level semantic interaction (the left part of TextImg in Figure 2(B)), we have \(\mathbf{h} = Q\) and \(\mathbf{v} = K = V\). Then the word-aware image representation \(\mathbf{S}^{0,1}\) for the input text sequence can be computed through Equation 9–Equation 12, where \(\mathbf{S}^{0,1} \in \mathbb{R}^{(M+1) \times d}\).

For the superior-level semantic interaction (the right part of TextImg in Figure 2(B)), we initially assign \(V\) to \(Q, \mathbf{h}\) to \(K\) and \(V\) to compute the image-aware word representation \(\mathbf{S}^{0,2,\prime}\) via Equation 9–Equation 12 at the first stage, where \(\mathbf{S}^{0,2,\prime} \in \mathbb{R}^{49 \times d}\). At the second stage, we make \(h\) as \(Q, \mathbf{S}^{0,2,\prime}\) as \(K\) and \(V\) to distill the cross-modality representation \(\mathbf{S}^{0,2}\) for the input text sequence, where \(\mathbf{S}^{0,2} \in \mathbb{R}^{(M+1) \times d}\).

We later employ a gate function to trade off the cross-modality contributions of both levels for the input text sequence:

\[
\mu = \sigma(\mathbf{S}^{0,1} \cdot \mathbf{W}^{o,1} + \mathbf{S}^{0,2} \cdot \mathbf{W}^{o,2} + \mathbf{b}^{o})
\]

\[
\mathbf{S}^0 = \mu \odot \mathbf{S}^{0,1} + (1 - \mu) \odot \mathbf{S}^{0,2}
\]

where \(\mathbf{W}^{o,1}, \mathbf{W}^{o,2} \in \mathbb{R}^{d \times d}\) are trainable matrices and \(b^o \in \mathbb{R}^d\) is the corresponding bias term, \(\sigma\) is the sigmoid activation function, \(\odot\) represents the element-wise multiplication operation, \(I\) is a 1-vector with its all elements equal to 1. \(\mathbf{S}^0\) is the final semantic interaction representation between the input text sequence and the global image, where \(\mathbf{S}^0 = \{S^0_i|S^0_i \in \mathbb{R}^d, i = 0, ..., M\}\).

3.3.2 Cross-modality Interaction between Text and Local Objects

The components of TextObj are the same with TextImg but the input representations.

For the basic-level semantic interaction (the left part of TextObj in Figure 2(B)), we have \(\mathbf{h} = Q\) and \(\mathbf{O} = K = V\). Then the word-aware object representation \(\mathbf{S}^{0,1}\) for the input text sequence can be computed through Equation 9–Equation 12, where \(\mathbf{S}^{0,1} \in \mathbb{R}^{(M+1) \times d}\).

For the superior-level semantic interaction (the right part of TextObj in Figure 2(B)), we initially assign \(V\) to \(Q, \mathbf{h}\) to \(K\) and \(V\) to compute the object-aware word representation \(\mathbf{S}^{0,2,\prime}\) via Equation 9–Equation 12 at the first stage, where \(\mathbf{S}^{0,2,\prime} \in \mathbb{R}^{49 \times d}\). At the second stage, we make \(h\) as \(Q, \mathbf{S}^{0,2,\prime}\) as \(K\) and \(V\) to distill the cross-modality representation \(\mathbf{S}^{0,2}\) for the input text sequence, where \(\mathbf{S}^{0,2} \in \mathbb{R}^{(M+1) \times d}\).

Subsequently, we pass \(\mathbf{S}^{0,1}\) and \(\mathbf{S}^{0,2}\) into the gate (Equation 13–Equation 14) to get semantic interaction representation \(\mathbf{S}^0\) between the input text sequence and local objects, where \(\mathbf{S}^0 = \{S^0_i|S^0_i \in \mathbb{R}^d, i = 0, ..., M\}\).

At the end of the MGCMT, we concatenate \(\mathbf{S}^{0}\) and \(\mathbf{S}^{0}\) to obtain the coarse-to-fine grained word-aware multimodal inference representation \(\mathbf{S}\) based on the associated image.

\[
\mathbf{S} = \{\text{Linear}([S^0_i, S^0_i])|i = 0, ..., M\} = \{S_i|S_i \in \mathbb{R}^d, i = 0, ..., M\}
\]

---

\(^3\)We also call each object and image block as the token for convenience.
3.4 MNER Decoding Module

To make use of the textual representation and visual representation completely, we concatenate \( h \) and \( S \) to get the final hidden presentation \( P = \{ P_i | P_i \in \mathbb{R}^{2d}, i = 0, \ldots, M \} \). Following \[23\], we then feed \( P \) to a standard CRF layer to produce the probability of a predicted label sequence \( y \):

\[
p(y|P, \theta^{CRF}) = \frac{\prod_{i=0}^{M-1} \phi_i(y_i, y_{i+1}; P)}{\sum_{y' \in \mathcal{Y}} \prod_{i=0}^{M-1} \phi_i(y'_i, y'_{i+1}; P)}
\]

where \( \phi_i(y_i, y_{i+1}; P) \) is a potential function, \( \mathcal{Y} \) is a set of all possible label sequences, \( \theta^{CRF} \) is a set of parameters that define the potential functions and the transition score from the label \( y_i \) to the label \( y_{i+1} \).

We train the model via maximum conditional likelihood estimation for the training set \( \{(X, Y)_t \} \):

\[
L_m(\theta^{CRF}_m) = \sum_l \log p(Y|P; \theta^{CRF}_m)
\]

In addition to the main modules mentioned above, the entity span detection (ESD) in \[36\] is also used as an auxiliary task in our work. We regard ESD as the simple sequence labeling for \( X \) with a label sequence \( I = \{i_0, \ldots, i_M\} \), where \( i_t \in \{B, I, O\} \). Another independent unimodal Transformer taking as input \( h \) is employed to learn the textual hidden representation \( A = \{a_0, \ldots, a_M\} \) for this task. The prediction loss of \( \{(X, I)_t\} \) on another CRF decoder can be expressed by:

\[
L_a(\theta^{CRF}_a) = \sum_l \log p(I|A; \theta^{CRF}_a)
\]

where \( \theta^{CRF}_a \) has the same meaning with \( \theta^{CRF}_m \) but the different CRF layer. The final loss during our training can be denoted as:

\[
\text{loss} = L_m(\theta^{CRF}_m) + \lambda L_a(\theta^{CRF}_a)
\]

where \( \lambda \) is a hyperparameter to control the contribution of the auxiliary ESD module.

In the decoding phase, we predict the output sequence \( y^* \) for given \( X \) based on maximizing the following score:

\[
y^* = \arg \max_{y \in \mathcal{Y}} p(y|P; \theta^{CRF}_m)
\]

4 EXPERIMENTS

4.1 Datasets and Settings

Datasets: We conduct the experiments on two publicly multimodal NER datasets based on Twitter, constructed by \[37\] and \[20\] separately. We follow the work \[36\] and denote them as TWITTER-2015 and TWITTER-2017 according to posts published time. TWITTER-2015 contains 8257 tweets posted by 2116 users and the total number of entities is 12800. TWITTER-2017 contains 4819 tweets and the number of entities is 8724. For fair comparison, we take the same split as in \[34–37\] (4000 for training, 1000 for development, and 3257 for test) for TWITTER-2015. For TWITTER-2017, we also split the dataset into three parts the same as \[35, 36\]: training set, development set, and test set which contains 3373, 723, and 723 tweets, respectively. Table 1 summaries sizes of the two datasets.

Hyperparameters: For both datasets, we have the same hyperparameters. In the experiments, the maximum length of the input text sequence is 128 which can cover all words, the batch size of training is 32 while it is 16 during test. The word representations \( \mathbf{E}^{\mathbf{w}} \)

| Table 1: The basic statistics of two Twitter datasets |
|---------------------------------|-----------|-----------|-----------|
| Entity Type | TWITTER-2015 | TWITTER-2017 |
|-----------------|-----------|-----------|
| Person          | Train     | Dev       | Test      |
|                 | 2217      | 552       | 1816      |
|                 | 2943      | 626       | 621       |
| Location        | 2091      | 522       | 1697      |
|                 | 940       | 225       | 726       |
| Organization    | 928       | 247       | 839       |
|                 | 1674      | 375       | 395       |
| Miscellaneous   | 940       | 225       | 726       |
|                 | 701       | 150       | 157       |
| Total           | 6176      | 1546      | 5078      |
| Num of Tweets   | 4000      | 1000      | 3257      |
|                 | 3373      | 723       | 723       |
4.3 Main Results

Following [4, 34–36], we compute the experimental results of F1 score (F1) for every single type and overall precision (P), recall (R), and F1 score (F1). For a fair comparison, we refer to the results of all baselines introduced in [4, 34–36] with the same datasets. All results are summarized in Table 2. Results show that our method outperforms the published state-of-the-art (SOTA) performance on TWITTER-15, and achieves the approximate SOTA on TWITTER-17 dataset. We also have several findings below:

1. It is clear that BERT-based methods perform better on both datasets compared with BiLSTM-based encoders (CNN-BiLSTM-CRF vs BERT-CRF, GVATT-HBiLSTM-CRF vs GVATT-BERT-CRF, etc), which indicates that the pre-trained model is quite effective due to its large external knowledge support. The CRF demonstrates its boosting performance for NER through the single type and overall results of BERT-CRF and BERT, as it benefits from the link constraint between two consecutive labels (i.e., the label “I-PER” should not appear after “B-LOC”).

2. Through comparing all multimodal and unimodal approaches, we can find that visual information of either the global image or the local objects is valuable for MNER. For example, the overall F1 of multimodal GVATT-HBiLSTM-CRF is better than its unimodal peer HBiLSTM-CRF, and it improves 1.63% and 1.50% on TWITTER-2015 and TWITTER-2017 respectively.

3. According to OCSGA and other multimodal methods, we think it can provide the visual guidance content required by the representation of global image must be complementary to local objects by comparing OCSGA and our approach. Both findings validate our second motivation.

4.4 Detailed Analysis

The influence of different number of objects. As the number of objects(obj-num) in each image may have an influence on performance of MNER, we thus perform comparisons among different numbers to find the best. Considering the average number of detected objects in each image is 5.47 on TWITTER-2015 and 6.18 on TWITTER-2017 respectively, we set the candidate number in the set [4,5,6,7]. Results are shown in Table 3. We can see that for the same dataset, the different number of objects has a significant effect on performance especially for TWITTER-2017, and for different datasets the optimal number is also not the same. We obtain the best performance when the number is 5 on TWITTER-2015 but 6 on TWITTER-2017, which corresponds to the fact that the average number of objects is different in these two datasets.

The necessity of unimodal learning. In order to explore whether tokens in each mode are really interrelated with each other and can affect the performance of the whole model, we evaluate the unimodal learning for text, global image and local objects (i.e., uni-text, uni-img and uni-obj). As Table 4 shows, the unimodal learning actually has an important influence on MNER since the removal of it would lead to the drop of overall performance. This drop is noticeable especially in uni-obj of both datasets, which indicates the relative position of local objects in visual scenes is useful.

The importance of multi-level multimodal semantic interaction. We also verify the importance of multi-level multimodal semantic interaction within our approach by deleting the basic-level and superior-level separately. Results in Table 5 illustrate the indispensability of multi-level interaction to achieve the SOTA performance. Especially for the superior-level multimodal interaction, we think it can provide the visual guidance content required by the text more accurately and comprehensively.
To better appreciate the advance of our model, we select four representative cases from the test set of TWITTER-2015, and compare their prediction results of OCSGA, UMT and our model. Table 7 shows the prediction results. Next, we will analyze each case in detail.

As we can see, the image of case-a can not actually provide effective visual guidance information (whether the global image or the detected objects) to the text for NER. So, the pure text is the only resource leveraged to detect and classify the entities. Unfortunately, predicted results show that OCSGA and UMT have no capacity to do with such short and informal text as OCSGA can not detect any entities and UMT detects the entities but classifies them into the wrong types despite the help of BERT. However, our approach has achieved the complete and correct results of NER with the help of semantic augmentation. Specifically, the similar words of "GIS", "ESRI" and "NYC" are [{Bioinformatics", "Mysql", "Hadoop", "Hana"}, {OpenStreetMap, "Enerkem", "Akamai", "Gartner"}] and ["SF", "Chicago", "Pilly", "Seattle"] respectively, making us believe the effectiveness of semantic augmentation.

Case-b reveals the success of the fine-grained semantic interaction between text and local objects. We can find that OCSGA and our approach can accurately predict "Kawhi Leonard" with the guidance of detected objects "person" in the image while UMT obtains the wrong prediction because of the noisy guidance of the global image. In fact, the global image is more like a sports hall.

In contrast to case-b, case-c shows the importance of using the global image. Limited representations of detected objects mislead the prediction of OCSGA for "Nirvana" resulting in the wrong empirical classification. UMT and our approach can correctly predict the entity type ORG according to the powerful reasoning of global scene. Case-b and case-c indicate the necessity of fusing multimodal representations from the fine-grained and the coarse-grained.

Although the prediction results of all methods are inconsistent with the original annotation in case-d, we do not approve the entity span "David Attenborough" of the original annotation but detected "Sir David Attenborough" based on common-sense knowledge and consensus. Besides, the annotation [IPC, ORG] President [Sir Philip Craven, PER] named @SportsBusiness Innovator of the Year" existed in the training set is also inconsistent with case-d and supports our view. In fact, there are many such instances in the text set. We think that they have affected our NER performance.

## 4.5 Case Study

To better appreciate the advance of our model, we select four representative cases from the test set of TWITTER-2015, and compare their prediction results of OCSGA, UMT and our model. Table 7 shows the prediction results. Next, we will analyze each case in detail.

As we can see, the image of case-a can not actually provide effective visual guidance information (whether the global image or the detected objects) to the text for NER. So, the pure text is the only resource leveraged to detect and classify the entities. Unfortunately, predicted results show that OCSGA and UMT have no capacity to do with such short and informal text as OCSGA can not detect any entities and UMT detects the entities but classifies them into the wrong types despite the help of BERT. However, our approach has achieved the complete and correct results of NER with the help of semantic augmentation. Specifically, the similar words of "GIS", "ESRI" and "NYC" are [{Bioinformatics", "Mysql", "Hadoop", "Hana"}, {OpenStreetMap, "Enerkem", "Akamai", "Gartner"}] and ["SF", "Chicago", "Pilly", "Seattle"] respectively, making us believe the effectiveness of semantic augmentation.

Case-b reveals the success of the fine-grained semantic interaction between text and local objects. We can find that OCSGA and our approach can accurately predict "Kawhi Leonard" with the guidance of detected objects "person" in the image while UMT obtains the wrong prediction because of the noisy guidance of the global image. In fact, the global image is more like a sports hall.

In contrast to case-b, case-c shows the importance of using the global image. Limited representations of detected objects mislead the prediction of OCSGA for "Nirvana" resulting in the wrong empirical classification. UMT and our approach can correctly predict the entity type ORG according to the powerful reasoning of global scene. Case-b and case-c indicate the necessity of fusing multimodal representations from the fine-grained and the coarse-grained.

Although the prediction results of all methods are inconsistent with the original annotation in case-d, we do not approve the entity span "David Attenborough" of the original annotation but detected "Sir David Attenborough" based on common-sense knowledge and consensus. Besides, the annotation [IPC, ORG] President [Sir Philip Craven, PER] named @SportsBusiness Innovator of the Year" existed in the training set is also inconsistent with case-d and supports our view. In fact, there are many such instances in the text set. We think that they have affected our NER performance.

## 5 CONCLUSION

In this work, we propose the multi-granularity cross-modality representation learning for MNER in tweets. On one hand, the model enhances the representation of each word in input text by semantic augmentation to resolve the data sparsity. On the other hand, it can achieve the cross-modality semantic interaction between text and image at the different vision granularity to get the most effective
local-to-global multimodal guidance representation for MNER. We have conducted experiments on the two public twitter datasets, and the results demonstrate the advance of our proposed method. Through empirical analysis, we find that it is reasonable for our model to pay more attention on cross-modality interaction between text and image at different vision granularity.
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