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ABSTRACT: In this work, we investigate how single-sided and eternal black holes in AdS can host an enormous number of semiclassical excitations in their interior, which is seemingly not reflected in the Bekenstein Hawking entropy. In addition to the paradox in the entropy, we argue that the treatment of such excitations using effective field theory also violates black holes’ expected spectral properties. We propose that these mysteries are resolved because apparently orthogonal semiclassical bulk excitations have small inner products between them; and consequently, a vast number of semiclassical excitations can be constructed using the Hilbert space which describes black hole’s interior. We show that there is no paradox in the dual CFT description and comment upon the initial bulk state, which leads to the paradox. Further, we demonstrate our proposed resolution in the context of small $N$ toy matrix models, where we model the construction of these large number of excitations. We conclude by discussing why this resolution is special to black holes.
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1 Introduction

The Bekenstein-Hawking entropy is a thermodynamic coarse-grained measure which states that the entropy of the black hole is proportional to its area \[ S_{BH} = \frac{A}{4} \] (1.1).

A thorough understanding of black hole microstates’ features is a fundamental question in itself with important implications for quantum gravity. In this regard, AdS-CFT [3–5] has provided us powerful tools to decipher features of black holes and quantum gravity in AdS in terms of boundary non gravitational observables.

Black hole information paradoxes [2, 6, 7] have traditionally served as beacons in the dark regarding physicists’ quest for understanding quantum aspects of black holes, as well as for gravity in general. Every information paradox arises due to the existence of the black hole interior. Some important works discussing the black hole interior are [8–27]. In our work, we will address a close cousin of the information paradox colloquially known as the “Bags of gold” paradox [28], which serves as a valuable frame of reference illustrating the interwoven web of mysteries regarding the black hole interior.

We will briefly discuss the paradox now. Specific spacelike slices which go inside the black hole interior become very large in volume for a choice of boundary time. Therefore these slices can host a considerable number of semiclassical excitations far higher than what the Bekenstein-Hawking entropy suggests, which leads to the paradox. We select these excitations such that they live far apart from each other on the Cauchy slices, thereby having zero spatial overlaps. The central question raised by the paradox is: how do we understand these states in the interior given that they are seemingly not reflected in the Bekenstein-Hawking entropy?
Figure 1. The left figure displays the maximal volume slices for the eternal AdS Schwarzschild black hole. The volumes of these slices increasingly grow with boundary time $t$ thereby becoming very large at late times. The right figure demonstrates the bags of gold paradox for the eternal black hole on the maximal volume slices. We can accommodate an increasingly vast number of excitations placed far apart from each other on these slices which leads to the paradox.

In this paper, we work with black holes in AdS where we formulate the paradox on “nice spacelike slices” of AdS black holes. These slices stay away from singularities and significant curvature invariants everywhere. We pose the bags of gold problem in this spacetime which allows us to utilize the AdS-CFT machinery to dissect the problem. We consider the eternal black hole \cite{29} first, where we will demonstrate the paradox to its greatest extent by considering slices which possess the largest volumes for a given boundary. Maximizing the spacelike volume for a given value of the boundary time constructs the aforesaid nice slice. The salient feature of such a slice is that its volume in the interior becomes increasingly large as the boundary time grows. Consequently, at late times we have slices with gigantic volumes. On these late time slices, we will fit in a high number of semiclassical bulk excitations placed spatially far apart from each other such that they have zero spatial overlap, and consequently are independent of each other. The number of such excitations is much more extensive than what is stated by the Bekenstein-Hawking entropy, which leads to our paradox. Figure 1 displays the physical picture of the paradox. We are thus led to the question: given that the Bekenstein-Hawking entropy is the area divided by 4, how do we account for the ever-increasing number of bulk excitations? Stated differently, does the entropy in equation (1.1) correctly count all these excitations or not?

In addition to the standard formulation of the bags of gold paradox as described above, we also argue that the effective field-theoretic description of the semiclassical excitations is inconsistent with the late time description of black holes using random matrix ensembles \cite{13, 16, 30–38}. We will study spectral observables such as the energy level spacing distribution and the spectral form factor, which we expect to behave in specific fashions for Gaussian unitary ensembles \cite{30, 39–41}. We will show that an EFT description of bags of gold excitations will violate these observables’ expected features either qualitatively or quantitatively or in both fashions, thus leading to inconsistencies.
Our proposed resolution to the above paradoxes is that we have tremendously over-counted the bulk states in the interior. Semiclassical bulk states placed far apart from each other in the interior are seemingly orthogonal. However, these states have small and significant inner products between them, which deviates from the semiclassical expectation of zero inner products. This is because in gravity, two coherent states corresponding to even vastly different classical configurations have a small non-vanishing inner product. In other interactions such as electrodynamics, two such coherent states can have a vanishingly small inner product. In contrast, the inner product between coherent states in gravity does not go to zero but saturates to an $O(e^{-\frac{S}{2}})$ number. The non-vanishing of inner products between two sufficiently distinct coherent states is the primary reason leading to over-counting. More generally, we will show that the maximum number of vectors with small inner products that can be accommodated in a Hilbert space is exponentially larger than the dimension of the Hilbert space. This kinematical statement justifies the existence of an enormous number of interior bulk excitations leading to our paradox. As an example, if the bulk Hilbert space’s true dimensionality is $e^S$ and the inner products between bulk excitations are of order $e^{-\frac{S}{4}}$, then the maximum number of bulk excitations ($m$) with such small inner products is a vast number given by:

$$m \sim e^S \times \exp\left\{\frac{e^{\frac{S}{2}}}{2}\right\}.$$  

(1.2)

If we consider even a small system with dimension $e^S = 3.6 \times 10^5$ with inner products of the order $e^{-\frac{S}{4}}$ then we can fit in up to $10^5 \times e^{300}$ vectors in the Hilbert space which is a huge number, far more sizeable than the number of atoms in our known observable universe ($\sim 10^{78}$–$10^{82}$).

We will pause here to discuss some points. A natural extension to our present discussion is to study the paradox for single-sided black holes. We will do so using a setting similar to the eternal black holes, which we display in figure 4. We advocate the same resolution for the single-sided paradox as we have for the eternal case. Another point is that there exists an entirely different way to arrive at this paradox. The paradox also arises if we glue inflating or FLRW regions inside the interior by using junction conditions [42–46]. These glueings result in similar spacelike slices which have huge volumes in the interior. As a consequence of the paradox, it is also argued that the CFT does not contain the interior states. In our work, we assume that a state-dependent map reconstructs the black hole interior, thus describing the states behind the horizon [23–27]. Thus our interior does not have any glued regions, and the CFT captures our interior excitations. On a related note, [47, 48] also discuss various subtleties regarding the problem of large interior volumes and advocate a similar resolution.

**Overview of results**

We will now give a quick overview of our results. Section 2 poses the paradox discussed above for eternal black holes in detail. Section 3 discusses our proposed resolution, where

---

$^1$Section 3 gives the details of this calculation.
we also determine the maximum number of vectors that can be fit inside a Hilbert space with small inner products. In section 4, we show that the paradox does not show up in the fine-grained entropy of the CFT. From the CFT perspective, the action of state-dependent operators on the state of the black hole generates the interior bulk states in our construction. We show that the bulk state produced by the action of interior operators on the thermofield double state [29, 49, 50] does not lead to any change in the Von Neumann entropy of the CFT. We also calculate the fine-grained entropy using quantum extremal surfaces for the eternal black hole. These surfaces do not enter the black hole interior and therefore, do not capture our interior excitations. Consequently, there is no paradox in the dual CFT. These observations strongly support our claim that the interior states arise due to overcounting and are not independent excitations in quantum gravity.

In the bulk description, it is essential to understand the behaviour of the interior excitations. From the CFT perspective, our excitations appear to be in equilibrium when probed using simple operators in the right side CFT. However, they are out of equilibrium when probed with operators belonging to the complement of the small algebra of simple operators. These properties of the excitations lead to a bulk picture of the excitations arising from the left past horizon of the eternal black hole and travelling through the left side. Afterwards, they fall into the left future horizon where they go on and intersect the nice slices. The above nature of the excitations physically demonstrates the paradox in figure 2 where different excitations come out of the left horizon at particular times governed by the unitary operator $U(t)$. The initial bulk state of the excitations on the black hole is a Euclidean black hole glued to the Lorentzian geometry [51, 52]. Here the excitations are generated using operators at the Euclidean AdS boundary (see figure 3).

We estimate that two excitations placed far apart on the nice slices of single-sided black holes have an overlap of $O(e^{-S/2})$. Such an overlap strongly backs our resolution involving small inner products and is the topic of section 6. We discuss how the treatment of bags of gold excitations using effective field theory violates black holes’ expected spectral properties in section 7. We provide some toy examples of bags of gold configurations there, which violate the qualitative and quantitative features of spectral form factor and energy level spacing distribution. We also argue how our resolution fixes these issues. Next, we explicitly demonstrate that there can be a large number of excitations living in the black hole interior using toy models in section 8. These toy models are small $N$ matrix models in which we first construct a typical state [53–55] in order to model single-sided black holes. We then use the typical state and the small algebra to construct the small Hilbert space describing interior bulk excitations. Random combinations of operators living on this small Hilbert space gives rise to smeared bulk excitations. We see that the small Hilbert space can embed a large number of states having small inner products with each other. We then construct states resembling excitations placed far apart from each other on the Cauchy slice in these matrix models. These states have small inner products, thereby confirming our resolution discussed in section 6.

\[^2\text{See appendix A for the definition of simple operators, the small algebra and its complement.}\]
It is a natural question to ask why such an overcounting does not occur for quantum statistical systems and is special to black holes. Consider a statistical system which has a Hilbert space of dimension \( m \). One can apply our resolution to this system and ask whether this system has a much smaller dimension \( n \), with \( m \gg n \). While we can kinematically pose such a statement, such a situation leads to discrepancies in thermodynamic observables. Another consequence of such a modelling is that forbidden quantum state transfers can occur in the larger system modelled with \( n \) vectors. We discuss these issues in section 9.

2 The bags of gold paradox for the eternal black hole

In this section, we will outline the construction of the maximal volume surfaces. Afterwards, we will place excitations on these slices. Lastly, we will pose and discuss the paradox in detail.

2.1 Maximum volume slices in the interior

Consider an eternal black hole at boundary time \( t \) as in figure 1. We want to construct nice slices which stay away from singularity everywhere and possess the maximum volume for a given boundary time \( t \). We will work with the AdS Schwarzschild metric in \( d + 1 \) dimensions is given by

\[
\begin{align*}
    ds^2 &= -\frac{4f(r)}{f'(r_h)^2} e^{-f'(r_h)r^*} du_k dv_k + r^2 d\Omega^2_{d-1},
\end{align*}
\]

where \( f(r) = r^2 + 1 - \frac{C}{r^d} \), \( r_h \) is the black hole horizon and \( r^* \) is the tortoise coordinate. The subscript \( k \) denotes Kruskal coordinates. Our goal is to show is that the interior’s volume grows as we increase the boundary time \( t \).

Since the paradox involves only the interior, a demonstration of the growth of the interior volume will be sufficient for our purposes. Instead of parametrizing the slices with the boundary time, we will parametrize them using the Kruskal coordinates \((u_0,0)\) on the left horizon and \((0,v_0)\) on the right horizon, as shown in figure 2. Thus we change our problem to a similar one where we compute the maximum volume of slices which end at \((u_0,0)\) on the left horizon and \((0,v_0)\) on the right horizon. This problem has two advantages. We see the first advantage of calculating the maximal volume surfaces in the case of single-sided black holes in section 6. These black holes possess the entire interior region but do not have a boundary time on the left. Therefore we can utilize this construction of maximum volume slices for the single-sided case. This problem also overcomes the problem of infinite exterior volumes.\(^3\)

We set \( u_0 = v_0 \) using the isometry of AdS spacetime. It is convenient to use the infalling Eddington-Finkelstein coordinate \( v = t + r^* \) in order to calculate the maximum volume surfaces.

\[
\begin{align*}
    ds^2 &= -f(r) dv^2 + 2dr dv + r^2 d\Omega^2_{d-1} \tag{2.2}
\end{align*}
\]

\(^3\)Though this can also be tamed by introducing a boundary cutoff.
Note that \( v \) here is different from the Kruskal coordinate \( v_k \). We define an affine spacelike parameter \( \sigma \) to parametrize the nice slice. We now need to extremize the following volume integral to obtain the maximum volume of these surfaces.

\[
V = V_{d-1} \int d\sigma r^{d-1} \left( -f(r) \dot{v}^2 + 2r \dot{v} \right)^{1/2},
\]

(2.3)

where \( V_{d-1} \) is the volume of the \((d-1)\) spherical ball. We end up with the following expression for the volume [56–58]:

\[
V = \frac{\beta A(r_{\text{min}})}{2\pi} \log u_0 + O(1)
\]

(2.4)

where \( A(r_{\text{min}}) \) and \( O(1) \) are terms of order one which do not grow with \( u_0 \). In equation (2.4), \( r_{\text{min}} \) is determined using

\[
f(r_{\text{min}}) r_{\text{min}}^{2(d-1)} + E^2 = 0,
\]

(2.5)

where \( E \) is a conserved quantity \( E = -\frac{\partial L}{\partial \dot{v}} \) with \( L \) denoting the integrand of equation (2.3). The volume extremization, derivation of the resulting equation (2.4) and \( A(r_{\text{min}}) \) are calculated in appendix D. The important observation here is that the interior volume of the nice slice increasingly grows with the Kruskal time. The physical reason is that the wormhole grows larger and larger with Kruskal time.

### 2.2 Placing semiclassical excitations on the nice slice

Since the volume of the nice slice in the interior keeps increasing with the Kruskal time, the interior can accommodate an increasingly large number of semiclassical excitations far apart from each other such that their spatial overlaps with each other are zero. At late times the slice’s volume goes to infinity, and therefore a high number of excitations can be placed far apart from each other. These interior excitations are created by acting with unitary operators on the right CFT in the thermofield double state. Eq. (2.6) describes an interior excitation,

\[
|\psi_e^1\rangle = C_1 e^{-\beta H_R T} U_1(t_1) e^{\beta H_R T} |\text{TFD}\rangle.
\]

(2.6)

Here \( U(t_1) \) is an unitary operator acting on the right CFT, \( C_1 \) is the normalization constant, \( H_R \) is the right CFT’s Hamiltonian. The state \( |\psi_e\rangle \) represents our excitation. These states are motivated by the state-dependent formalism, which we review in appendix A. The unitary operator \( U_1 \) controls the position of these excitations on the slice. This control results due to the timelike coordinate \( t \) in the exterior becoming a spacelike coordinate in the interior. We now create another excitation in the interior:

\[
|\psi_e^2\rangle = C_2 e^{i H_R T} e^{-\beta H_R T} U_2(t_2) e^{\beta H_R T} e^{-i H_R T} |\text{TFD}\rangle.
\]

(2.7)

The action of the Rindler Hamiltonian using factors of \( e^{-i H_R T} \) spatially separates this second excitation from the first one. Since the exterior timelike coordinate becomes spacelike in the interior, these excitations are placed far apart from each other if \( T \) is large enough. We now generate \( m \) number of such excitations similarly, with each excitation
placed far apart from the previous one as a result of modulating with the factor $e^{-iHT}$, where $T$ denotes the time difference between consequent excitations. We will discuss the nature of these excitations in more detail in section 5. Therefore a physical picture of placing the excitations on the nice slice is as follows: consider an excitation created at time $t_1$. This excitation proceeds into the interior of the black hole and intersects the nice slice. Other excitations are created at time $t_2$, and so on at $t_3, t_4$ up to $t_m$.

### 2.2.1 Physical properties of the excitations

We now demand certain physical properties which these excitations should satisfy. We generate the excitations such that the backreaction is very small as compared to the mass of the black hole. If we have $m$ excitations each having energy of the order of $E_0$, then the condition for preventing backreaction is given by

$$m E_0 \ll M_{\text{BH}}. \quad (2.8)$$

We will ensure that the density of excitations $\rho = \frac{m}{V}$ is a finite quantity in the thermodynamic limit, i.e. with $m$ and $V$ large. Fixing the density allows us to calculate the entropy of these excitations in the effective field theory approximation by treating the system as a “dilute gas” of excitations living on the nice slice of the black hole. We also want that the separation between any two excitations is quite more substantial than the smearing time scale $\delta t$ associated with each excitation which leads to the following condition.

$$\delta t_i \ll |t_i - t_j|, \quad \forall j \neq i \quad (2.9)$$

We also impose an IR cutoff for the excitations which restricts them completely to the interior of the black hole. In the late time limit, we demand that the excitations have a length scale shorter than the volume of the black hole divided by the number of excitations, which gives rise to the following bound:

$$\frac{V}{m V_{d-1}} \gg \frac{1}{E_0}, \quad (2.10)$$

where $V_{d-1}$ is the volume of the unit spherical ball as defined previously. Thus our construction defines a “dilute gas” of excitations living in the black hole interior, such that each of these excitations has zero spatial overlap with the others. We will clarify further details regarding the physical behaviour of the excitations in the bulk in section 5.

### 2.3 The paradox in the bulk

We will now roughly calculate the entropy of the “dilute gas” of excitations in the bulk interior using the microcanonical ensemble, assuming that our excitations behave classically. Let $E$ denote the total energy of the configuration. The volume $\Sigma_p$ of a shell with uncertainty $\Delta E$ centred about $E$ in the momentum space is given by:

$$\Sigma_p = \frac{\sqrt{m}}{(m-1)!} E^{m-1} \Delta E. \quad (2.11)$$
Using this we calculate the volume of the phase space spanned by the gas.

\[ \Omega(E, V, m) = \frac{V^m}{m!} \frac{\sqrt{m}}{(m-1)!} E^{m-1} \Delta E. \] (2.12)

The phase space volume enables us to calculate the entropy of the ensemble. We use Stirling approximation and ignore the subleading terms in \( m \). Finally, the expression for entropy with \( \rho = \frac{m}{V} \) is obtained to be

\[ S(E, V, m) = m \log \frac{V}{m^2} = m \log \frac{V E_0}{m} = V \rho \log \frac{E_0}{\rho}, \] (2.13)

where \( E = m E_0 \), with \( E_0 \) being the average energy of a single excitation. Since we have imposed that the density \( \rho \) is a finite non-zero quantity, (2.13) indicates that the entropy scales as the volume. This scaling gives rise to the paradox that the entropy of the dilute gas is larger than the Bekenstein Hawking entropy of the black hole at late times.

### 3 The resolution: overestimation of the Hilbert space’s dimensionality

The reason why the paradox arises is due to a colossal overcounting of the bulk Hilbert space. In our construction, we ensured that the semiclassical excitations have zero spatial overlap, which is sufficient for two different excitations to be independent in effective field theory, i.e. with a vanishingly small inner product. This section motivates why this assertion is not correct in quantum gravity and demonstrates that we can embed many more vectors in a Hilbert space with small inner products than given by the dimension of the space. Some results in this section were also discussed in unpublished notes in [59].

We first review why semiclassical gravity predicts that the inner product between two vectors in the Hilbert space can be arbitrarily small. Afterwards, we will look at why such a prediction does not hold true in quantum gravity.

#### Inner products in semiclassical gravity

We will follow the work of [27] here in order to compute the inner product between semiclassical states. We work with a background metric \( g_{\mu\nu}^0(x) \) in \( d+1 \) dimensions, and consider small linearized fluctuations \( \delta g_{\mu\nu} = g_{\mu\nu}^0 + \sqrt{8\pi G_N} \delta g_{\mu\nu} \) about it. In general these linearized fluctuations can be expressed in terms of creation and annihilation operators

\[ \delta g_{\mu\nu}(x) = \sum_i \sum_k a_i(k) g_{\mu\nu}^i(k) + \text{h.c.} \] (3.1)

where \( i \) denotes the \( \frac{(d+1)(d-2)}{2} \) polarizations and \( k \) goes over the momenta. We choose the functions \( g_{\mu\nu}^i(k) \) such that the creation and annihilation operators obey the same commutation relations for a simple harmonic oscillator. We will look at the coherent states formed by the action of the creation operators which creates the excited spacetime:

\[ |\alpha\rangle = C_\alpha e^{\sum_i \sum_k a_i(k) \alpha(k)} |0\rangle, \] (3.2)
where \( C_\alpha \) is the normalization constant and \( |0\rangle \) is the vacuum such that \( a_i(k) |0\rangle = 0 \). The expectation value of the metric operator on a coherent state \( |g^{cl}\rangle \) gives us the classical value of the metric:

\[
g^{cl}_{\mu\nu} = \langle g^{cl} | \hat{g}_{\mu\nu}(x) | g^{cl} \rangle. \tag{3.3}
\]

We now consider the inner product between the background spacetime and the excited spacetime, such that the two spacetimes are “distant” in the phase space. Here “distant” means a substantial classical perturbation \( \delta g_{\mu\nu} \sim \frac{\Delta}{\sqrt{8\pi G N}} = \Delta N \), where \( N \) is the central charge of the CFT (\( N = N^2 \) for gauge theories with gauge group \( N \)). For small linearized fluctuations, we set \( \Delta \sim O(1) \ll O(N) \) such that \( \Delta \ll 1 \), which still allows us to do linearized perturbations while not being vanishingly small. As shown in [27], the semiclassical inner product between the two bulk states is given by

\[
\langle g^0_{\mu\nu} | g^{cl}_{\mu\nu} \rangle = \exp\left\{ -N v\left( g^0, g^{cl} \right) \right\}, \tag{3.4}
\]

where \( v\left( g^0, g^{cl} \right) \) is an \( O(1) \) quantity. Thus we conclude that the inner product between two different semiclassical excitations can be arbitrarily small. This is a feature common to a QFT, coherent states corresponding to quite different classical excitations can have a vanishingly small overlap.

**Inner products in quantum gravity from the CFT description**

Using the dual CFT description, we will see why the analysis in the preceding subsection is misleading when the phase space “distance” between the classical configurations becomes large. Contrary to the semiclassical indication, the inner product between two different vectors might be a small but finite number even if the classical description is completely different [26, 27, 60]. A simple example is the overlap between two factorized AdS spacetimes and the thermofield double, which are very different classical configurations. These two have an overlap given by:

\[
\langle 0, 0 | TFD \rangle = \frac{1}{\sqrt{Z(\beta)}}, \tag{3.5}
\]

which is small but nonvanishing. The physical basis behind this small overlap is the following: the semiclassical inner product is obeyed only up to a particular “distance” in the phase space between two different classical configurations. Beyond this distance, inner products are saturated and differ from the semi classical inner product.

An example of this saturation is given by “time-shifted states” in the CFT [26, 27], which represent different bulk configurations. Consider the time shifted state given by time evolution on the left CFT acting on the thermofield double:

\[
|\psi_T\rangle = e^{iH_L T} |\text{TFD}\rangle. \tag{3.6}
\]

On the thermofield double consider \( m = e^S \) distinct time shifted states each shifted by a time \( (T_1, T_2 \ldots T_m) \). Now there exist a solution for \( \alpha_i \)'s given in the following equation:

\[
\left| |\text{TFD}\rangle - \sum_{i=1}^{e^S} \alpha_i e^{iH_L T_i} |\text{TFD}\rangle \right|^2 = O(e^{-N}). \tag{3.7}
\]
This leads to the inner products developing a saturated “fat tail” of magnitude $O(e^{-N})$ which is our primary motivation for overcounting. This shows that these bulk states are not really independent of each other.

We give another proof of the presence of small inner products from the CFT description in section 6.2 for single-sided black holes. Given a CFT dual to a single-sided black hole, we will show that two far apart excitations have an inner product of the order of $O(e^{-\frac{S}{2}})$, which serves as the basis for overcounting in the single-sided black holes.

The fundamental reason why this saturation of inner products happens in gravity is an obstruction to the lifting of classical observables living on the phase space to the Hilbert space. The $d$-metric and its canonical conjugate momentum in the $d + 1$ ADM decomposition cannot be naively lifted to well-defined operators on the Hilbert space, as they give rise to the semiclassical inner product. Apart from these examples, there also exist other cases where the inner product in effective field theory receives small corrections in quantum gravity. This “fat tail” is similar to the “spectral form factor” in [38]. Another striking example is the statement that two states in quantum gravity might turn out to be the same [61].

3.1 How many bulk excitations can we possibly have?

We saw in the preceding subsection that all distinct bulk excitations are not independent of each other. Since the inner products saturate, taking excitations far apart would not make them independent. With this motivation, it becomes a natural question to ask how many bulk excitations can we fit inside a Hilbert space of dimension $n$.

This question has a profound consequence: a black hole with coarse-grained entropy $S_{BH}$ can still have a vast number of bulk excitations living on the nice slices, and hence there is no paradox.

3.1.1 How many vectors can we fit inside a Hilbert space of dimension $n$?

We consider the following problem: in a Hilbert space $H$ of dimension $n$, what is the maximum number $m_n(\epsilon) \equiv m$ of vectors $\{v_i\}$ which satisfy the following relations:

$$\langle v_i | v_i \rangle = 1 \quad \& \quad |\langle v_i | v_j \rangle| \leq \epsilon, \quad i \neq j. \quad (3.8)$$

We have $m_n(0) = n$ trivially. The solution to this problem is as follows. Unit vectors in the Hilbert space live on the surface of an $(2n - 1)$ dimensional real sphere. We can fix one vector to be $|v_1\rangle = (1, 0, \ldots, 0, 0)$. The remaining vectors $|v_i\rangle = (a_1, a_2, \ldots, a_{n-1}, a_n)$ will satisfy the following equation,

$$|a_1|^2 + |a_2|^2 + \ldots + |a_{n-1}|^2 + |a_n|^2 = 1. \quad (3.9)$$

For $i \neq 1$, (3.8) implies that $|a_1|^2 \leq \epsilon^2$. Therefore around a vector $|v\rangle$, there is an exclusion zone where there can be no other vector. The boundary of this region is given by

$$|a_2|^2 + \ldots + |a_{n-1}|^2 + |a_n|^2 = 1 - \epsilon^2. \quad (3.10)$$
Since $a_k \in \mathbb{C}$, we write $a_k = c_k + id_k$, where $c_k, d_k \in \mathbb{R}$. We perform the worst-case estimate of the number of vectors by assuming all the inner products are of the order $\epsilon$. We obtain the naive estimate for the number of vectors that satisfy the inner product bounds by dividing the surface area of the $2n-1$ dimensional real sphere (since $|a_1|^2 \sim \epsilon^2$) with the area of the exclusion zone. The exclusion zone for each vector has the radius $\frac{\epsilon}{2}$. Therefore each sphere will have the volume given by

$$\sum_{k=2}^{n} c_k^2 + d_k^2 = 1 - \frac{\epsilon^2}{4}. \quad (3.11)$$

A more accurate computation would also require the packing fraction of such exclusion zones. One can then count the number of vectors and multiply it by the packing ratio to approximately get the highest number of vectors.

$$m \approx 2\pi P S_{2n-1} \left( \frac{1}{1 - \frac{\epsilon^2}{4}} \right)^{2n-2} = 2\pi P \left( 1 - \frac{\epsilon^2}{4} \right)^{-2n+2} \quad (3.12)$$

Here $S_{2n-1}$ is the surface area of the $(2n-1)$ dimensional sphere, the volume enclosed by the $(2n-3)$ dimensional sphere is given by $V_{2n-2}$ and $P$ denotes the constant of proportionality which gets contribution from the packing fraction and also takes into account small errors which may have resulted from our rough counting method. We have also used $\frac{S_{2n-1}}{V_{2n-2}} = 2\pi$. Let us have a look at the function $\left( 1 - \frac{\epsilon^2}{4} \right)^{-2n+2}$. We are interested when $n$ becomes very large. Now using the definition of the exponential function we obtain

$$\lim_{n \to \infty} \left( \frac{1}{1 - \frac{\epsilon^2}{4}} \right)^{2n-2} = \lim_{n \to \infty} \left( 1 - \frac{n\epsilon^2}{n} \right)^{-2n+2} \approx \lim_{n \to \infty} \left( 1 - \frac{n\epsilon^2}{n} \right)^{-2n} = e^{\frac{n\epsilon^2}{2}}. \quad (3.13)$$

Note that the above expression is valid for any value of $\epsilon$, including our case where $n\epsilon^2 \gg 1$. We evaluate the value of $m$ in the limit of large $n$ to be

$$m \approx 2\pi P e^{\frac{n\epsilon^2}{2}}. \quad (3.14)$$

Since our small inner products in question are very close to zero, i.e. $\epsilon \approx 0$, we fix the proportionality constant $2\pi P$ in the case when $\epsilon = 0$, which sets $2\pi P = n$. Therefore the formula describing maximum possible vectors for small $\epsilon$ is given by

$$m \approx n e^{\frac{n\epsilon^2}{2}}. \quad (3.15)$$

We pause here to reflect upon what our formula in (3.15) tells us. With tiny inner products $\epsilon \ll 1$ such that $\epsilon > e^{-\frac{2}{\epsilon}}$, we can obtain an extremely enormous overcounting of the Hilbert space. As an example consider all inner products $\epsilon \sim e^{-\frac{2}{\epsilon}}$. The maximum number of states with such a small inner product that can be embedded in the Hilbert space of dimensionality $e^{S}$ is given by

$$m \sim e^{S} \times \exp \left\{ \frac{e^{\frac{2}{\epsilon}}}{2} \right\}. \quad (3.16)$$
This counting suggests that even for a small $S$ like $S = 10^5$, $m$ is a vast number. Thus a high number of bulk states can be embedded in the actual smaller Hilbert space with tiny inner products, which is the surprising fact underlying our resolution.

In low dimensions equation (3.15) seems to contradict our intuition, for we do not see such tremendous growth. Appendix B deals with the calculation of inner products for vectors denoting the corners of regular polyhedra in general dimensions while building up from low dimensional examples. Inner products of these corner vectors of regular polyhedra eventually reproduce equation (3.15) when the dimensionality becomes large. This approach helps develop our intuition for large Hilbert spaces since it builds up starting from low dimensional examples.

4 Resolution of the paradox from the boundary perspective

As mentioned in the introduction, equation (1.1) is the coarse-grained entropy of a black hole. The origin of coarse-grained quantities like the thermodynamic entropy is due to inherent sloppiness since we measure only a small subspace of the Hilbert space. As a result, coarse-grained quantities can grow under unitary time evolution. In contrast, the fine-grained entropy or the Von Neumann entropy is a more accurate measure of the degrees of freedom. The fine-grained entropy remains invariant under unitary time evolution.

We hereby digress to investigate the paradox from the boundary viewpoint and calculate the Von Neumann entropy on the CFT side. We will show that the calculation of the entropy of the CFT reveals the absence of any paradox because the insertion of the excitations on the thermofield double preserves the Von Neumann entropy.

Computation of the generalized entanglement entropy also demonstrates that there is no paradox in the CFT. This computation involves a choice of quantum extremal surfaces and does not depend on the precise details of the excitations.

We note an important point here: the proof that there is no paradox in the boundary does not capture the qualitative picture of the paradox in bulk. However, this indicates a crucial fact: the excitations do not increase the fine-grained entropy. The invariance of fine-grained and coarse-grained entropy along with the assumption that state-dependent operators reconstruct the black hole interior leaves us with no choice apart from overcounting of vectors to resolve this paradox.

CFT excitations: no paradox

In this subsection, we will look at the entanglement entropy of the right CFT. Consider the thermofield double state, which consists of the left and the right CFTs. Tracing over the left region gives us the reduced density matrix for the right CFT, which is the thermal density matrix $\rho_T$.

\begin{equation}
\rho_R = \text{Tr}_L |\text{TFD}\rangle \langle \text{TFD}| = \sum_i e^{-\beta E_i} \frac{1}{Z(\beta)} |E_i\rangle_R \langle E_i|_R = \rho_T,
\end{equation}

where $\rho_T$ is the thermal density matrix. Equation (2.6) describes an excitation in the interior:

\begin{equation}
|\psi^e_i\rangle = N_i e^{-\frac{\beta H_R}{2}} U_R e^{\frac{\beta H_R}{2}} |\text{TFD}\rangle.
\end{equation}
We will define the following unitary operators for our convenience:

\[ V^i_R \equiv e^{iH_R T} U^i_R e^{-iH_R T}. \]  

Note that here we have included the time evolution contributions \( e^{-iH_R T} \)'s inside the unitary \( V \)'s since they represent unitary contributions. Till now we have worked in the semiclassical picture where we have treated the excitations as \( m \) different vectors. However from the CFT perspective, the boundary state with \( m \) interior excitations is written as the action of a single interior operator on the thermofield double state. The following expression is due to the specific form of the interior operators:

\[ |\psi^e\rangle = C e^{-\frac{\beta H_R}{2}} V^m_R(t_m) V^{m-1}_R(t_{m-1}) \ldots V^2_R(t_2) V^1_R(t_1) e^{\frac{\beta H_R}{2}} |\text{TFD}\rangle = C e^{-\frac{\beta H_R}{2}} V^e_R e^{\frac{\beta H_R}{2}} |\text{TFD}\rangle \]  

We now calculate the reduced density matrix on the right region for this system of excitations.

\[ \rho'_R = \text{Tr}_L |\psi^e\rangle \langle \psi^e| = |C|^2 e^{-\frac{\beta H_R}{2}} e^{\frac{\beta H_R}{2}} \text{Tr}_L |\text{TFD}\rangle \langle \text{TFD}| e^{\frac{\beta H_R}{2}} V^e_R e^{\frac{\beta H_R}{2}} = \frac{1}{Z(\beta)} e^{-\frac{\beta H_R}{2}} e^{\frac{\beta H_R}{2}} e^{-\beta H_R} e^{\frac{\beta H_R}{2}} V^e_R e^{-\frac{\beta H_R}{2}} \]  

The above manipulations follow because \( V_R \) is a unitary operator. We expect the thermal density matrix to remain unchanged under interior operator insertions because the thermal behaviour arises due to the horizon’s existence and is irrespective of insertions in the interior unless a large backreaction changes the horizon. The interior operators are defined only in the effective field theory limit, i.e. the backreaction is small, and hence the thermal density matrix remains invariant. Since the density matrix itself does not change due to the excitations, the entanglement entropy does not change as well. Therefore we see that there is no paradox in the CFT as interior excitations do not change the entanglement entropy.

**Generalized entanglement entropy of the CFT**

Using the generalized entanglement entropy [62–67], we can again show that there is no paradox in the CFT. Quantum extremal surfaces are defined as surfaces which extremize the sum of area and bulk entanglement entropy contributions, given a boundary subregion \( B \). This extremized sum is the generalized entanglement entropy of \( B \).

\[ S_{\text{gen}}(B) = \text{Min}_X \text{ Ext}_X \left[ \frac{\text{Area}(X)}{4G_N} + S_{\text{bulk}}(\Sigma^X_B) \right] \]  

Consider \( B \) to the right boundary region \( R \) on which the right CFT lives. We will consider the case with no excitations living on the black hole first. Quantum extremal surfaces for this case end at the horizon, therefore the generalized entanglement entropy is given by:

\[ S_{\text{gen}}(R) = \frac{\text{Area of black hole}}{4G_N} \]
Now consider a situation where the matter content due to excitations in the interior is very large, which is our case of interest. Consequently, the bulk entropy $S_{\text{bulk}}$ in the interior of the black hole due to all the excitations is very large. In this case, the quantum extremal surfaces are no different and go only up to the horizon, thereby not capturing $S_{\text{bulk}}$ in the interior region. As a result, the fine-grained entropy again is given by (4.7). Therefore we conclude that there is no bag of gold paradox. We note that we do not need the precise form of the excitations in order to derive this conclusion.

5 The nature of the excitations and the initial bulk wavefunction

In this section, we are interested in understanding the exact nature of the excitations created by interior operators as given in (2.6). The excitations’ behaviour also holds the key to qualitatively understand the initial state in the bulk, which leads to the paradox. From the CFT perspective, the states given in (2.6) are non-equilibrium states [68], which we briefly describe. These states $|\psi^e_1\rangle = C_1 e^{-\frac{\beta H_R}{2}} U_1(t_1) e^{\frac{\beta H_R}{2}} |\text{TFD}\rangle$ arise from the past left horizon and end up at the future left horizon. To see this, we first show that these excitations are invisible to the small algebra $A_R$.

$$\frac{d}{dt} \langle \psi^e_1 | O(t) | \psi^e_1 \rangle \sim O \left( \frac{1}{5} \right)$$

Equation (5.2) shows that the state $|\psi^e_1\rangle$ is out of equilibrium. The bulk interpretation is now clear as the operators in the right exterior of the black hole cannot detect the excitations $|\psi^e_1\rangle$. These excitations emerge from the past singularity and are short-lived. At around $t \sim t_1$ they arrive at the left part of the diagram. At a later time, they fall into the future singularity. These non equilibrium states are out of equilibrium at around $t \sim t_1$, but remain in equilibrium for $t \ll t_1$ and come back to equilibrium for $t \gg t_1$, and are therefore transient.

It is now easy to generalize from a single excitation to many excitations as given in (4.4), where as before, we include the factors $e^{-iH_RT}$’s inside the unitaries $V$'s.

$$|\psi^e\rangle = C e^{-\frac{\beta H_R}{2}} V_R^m(t_m) V_R^{m-1}(t_{m-1}) \ldots V_R^2(t_2) V_R^1(t_1) e^{\frac{\beta H_R}{2}} |\text{TFD}\rangle$$

This state in (5.3) will be seen in equilibrium at $t \gg t_1, t_2, \ldots, t_m$ and $t \ll t_1, t_2, \ldots, t_m$. However when probed by the Hamiltonian at intermediate times say at $t \sim t_1, t \sim t_2$ or

---

4The algebras $A, A'$ and the associated small Hilbert space formed by acting with them on the thermofield double state are reviewed in appendix A.
at $t \sim t_m$ the state will appear out of equilibrium. The bulk picture describing out-of-equilibrium behaviour of the excitations at these intermediate times is understood as them coming out of the past left horizon and travelling in the left exterior before falling into the future horizon (see figure 2).

The nature of the excitations reveals the physical picture of the paradox as well. As we have argued earlier, all excitations possess an energy $E_0$, where $m E_0 \ll M_{BH}$. This small energy means that the excitations cannot protrude very much outside the interior on the left-hand side, and all excitations protrude a similar distance after coming out of the past horizon before travelling and falling inside the future horizon.

Now consider early excitations governed by small $t$'s, e.g. $(t_1, t_2 \ldots t_i)$, where $i \ll m$, which come out from the past horizon and fall into the future horizon. These excitations intersect the Cauchy slices with boundaries at earlier Kruskal times and keep intersecting future Cauchy slices at later Kruskal times as well. In contrast, the excitations which come outside the past horizon and fall inside the future horizon at late $t$'s will not intersect the early Kruskal time Cauchy slices. However, these excitations will intersect the late Kruskal time Cauchy slices in the interior (see figure 2). These above features give rise to the physical picture of the paradox. On the late time slices, there will be more and more excitations where the number of excitations is tuned such that they constitute a dilute gas of a fixed density $\rho$. Therefore we have slices which have an increasingly large value of entropy at late times which becomes more substantial than the Bekenstein Hawking entropy.

In the bulk Lorentzian description it naively seems that the excitations emerge out of the past singularity. This apparent problem is rectified by writing down an initial bulk
state for the problem [51, 52]. The way we construct the initial state or the Hartle Hawking wavefunction of the eternal Lorentzian geometry is by gluing it to a Euclidean AdS part and then performing the path integral over the Euclidean part. We can thus obtain the Hartle Hawking state. At $t = t_0$ all excitations are in the exterior and propagate afterwards on the left side of the Penrose diagram. We write our initial state at this $t = t_0$ when all excitations are outside the horizon. Here each excitation should be treated as a small deformation of the initial wavefunction and can be generated by inserting operators at the Euclidean AdS boundary as shown in figure 3. This gives us the CFT state (5.3). The initial state in the bulk is a path integral performed over this configuration of an eternal geometry plus small boundary deformations, which is given in (5.3). This path integral qualitatively resolves the problem of constructing a valid initial bulk state in order to pose the paradox.

6 The paradox for single sided black holes

Till now, we have discussed at length the paradox for the eternal black hole. We can also pose a similar paradox for single sided black holes. These black holes are described on the boundary by a pure state on a single-sided CFT. Using a single side CFT on the right, the bulk description of the black hole can be reconstructed using HKLL reconstruction [69] in the exterior right. The top and bottom regions of the fully extended Kruskal diagram of AdS Schwarzchild black hole can be reconstructed using state-dependent operators as given in appendix A. A part of the left bulk region can also be reconstructed; however, we cannot go too far on the left side as one needs operators with higher and higher energies to approach closer and closer to the left boundary. In other words, a UV cutoff on the right boundary CFT prevents us from going arbitrarily close to the left boundary in the bulk.

\footnote{We thank Debajyoti Sarkar for pointing out related work regarding interior reconstruction [70, 71].}
Figure 4. We demonstrate the paradox for pure state black holes which are single-sided. The dotted line on the left denotes the UV cutoff for the theory living on the right boundary, which prohibits us from reaching arbitrary close to the left boundary. Since the interior region is similar for both the single-sided and eternal black holes, the physical picture of the paradox and its resolution is similar.

Single sided black holes are represented by typical states [53–55] on the boundary CFT. We define these states by considering a quantum statistical system at a temperature $T$ and average energy $E$. The relevant example in our case is a CFT at a temperature $T$. Let us consider a small interval $\Delta E$ centred about $E$ in the CFT energy spectrum with $\Delta E \ll E$. We will be looking at $n$ energy eigenstates $|E_i\rangle$ in the interval $\Delta E$, each with energy $E_i$. The entropy is therefore given by $\Delta S = \frac{\Delta E}{T}$, while the number of states $n$ in the interval is related to the entropy as $n = e^{\Delta S}$. We now define a state by randomly superposing the energy eigenstates:

$$|\psi\rangle = \sum_{i=1}^{n} c_i |E_i\rangle$$

such that $\sum_{i=1}^{n} |c_i|^2 = 1$. Here $c_i$’s are chosen at random. These $|\psi_i\rangle$ states obey a surprising property: for a quantum statistical system, “almost” all the states $|\psi_i\rangle$ mimic thermal behaviour, and we define such states which look thermal as typical states $|\text{TYP}\rangle$. We pause here to precisely quantify the notion of “almost” and understand how exactly do typical states mimic thermal behaviour.

Statistical properties of typical states

We will revisit some properties of typical states within a more general formalism. We consider a $n$ dimensional Hilbert space such that $n = \exp S$. Let us work with an orthonormal basis of states $|\psi_i\rangle$ where $i \in [1, n]$. We will now write down the most general pure state living on this Hilbert space:

$$|\psi\rangle = \sum_{i=1}^{n} c_i |\psi_i\rangle \quad \text{where} \quad \sum_{i=1}^{n} |c_i|^2 = 1.$$
Equation (6.2) describes a sphere $S^{2n-1}$ where all these vectors live, which we previously encountered in section 3.1.1. We define the Haar measure on the pure states which guarantees that each pure state is equally likely.

\[
d\mu = a
dc_1
dc_1^* dc_2 dc_2^* \ldots dc_n dc_n^* \delta \left(1 - \sum_{i=1}^{n} |c_i|^2\right)
\]

(6.3)

Here \(a\) is fixed using the following condition:

\[
\int d\mu = 1.
\]

(6.4)

The measure \(d\mu\) is invariant under independent rotations of phases \(c_i \to e^{i\alpha_i} c_i\). Now consider a linear operator \(O\) acting on this Hilbert space \(H\). We want to study the properties of the expectation value \(\langle \psi | O | \psi \rangle\) and also how it depends on \(c_i\)'s. We argue that for most choices of \(c_i\), the expectation value is independent of the typical state \(\psi\) provided that \(n\) is very large. Firstly the average \(\langle \psi | O | \psi \rangle\) over all states is given by

\[
\langle \psi | O | \psi \rangle = \int d\mu \langle \psi | O | \psi \rangle = \sum_{i,j} O_{ij} \int d\mu c_i^* c_j.
\]

(6.5)

This integral is non-zero only if \(i \neq j\) due to invariance of \(d\mu\) under independent rotations of phases \(c_i \to e^{i\alpha_i} c_i\). Therefore we write

\[
\int d\mu c_i^* c_j = A_i \delta_{ij}, \quad \text{where} \quad A_i = \int d\mu |c_i|^2.
\]

(6.6)

Since all \(c_i\)'s enter the measure in an equivalent way and \(d\mu\) is independent under permutations of \(c_i\)'s, the index \(i\) on \(A_i\) is redundant. Therefore \(A_i \equiv A = \int d\mu |c_i|^2\). In order to evaluate \(A\) we now sum over all \(c_i\)'s in equation (6.6).

\[
A = \int d\mu 1 = \frac{1}{n}.
\]

(6.7)

We use the value of \(A\) to imply that:

\[
\int d\mu c_i^* c_j = \frac{1}{n} \delta_{ij} \Rightarrow \langle \psi | O | \psi \rangle = \sum_{i,j} O_{ij} \int d\mu c_i^* c_j = \frac{1}{n} O_{ij} = \text{Tr} \left[ \rho_\Omega O \right],
\]

(6.8)

where \(\rho_\Omega = \frac{1}{n}\) is the microcanonical density matrix. We thus conclude that the average of the expectation value of operators over all typical states is that of the maximally mixed state. We now want to understand how close is the expectation value of an operator is to the maximally mixed state. In order to do this we need to look at the variance which can be similarly calculated in the following equation:

\[
\frac{\left[ \langle \psi | O | \psi \rangle - \text{Tr} (\rho_\Omega O) \right]^2}{\text{Tr} (\rho_\Omega O^2) - \text{Tr} (\rho_\Omega O)^2} = \frac{1}{e^S + 1} \left[ \text{Tr} (\rho_\Omega O^2) - \text{Tr} (\rho_\Omega O)^2 \right]
\]

(6.9)

We see that the variance is exponentially small in entropy. Therefore we conclude that most pure states must look exponentially close to the mixed state or else we will obtain a
larger number in the variance. Therefore almost all states mimic thermal behaviour which justifies our claim that almost all states $|\psi\rangle$ are typical $|\text{TYP}\rangle$. As a result, we write for almost all such states:

$$\langle \text{TYP} | O | \text{TYP} \rangle = \text{Tr}[\rho_\Omega O] + O\left(\frac{1}{e^S}\right).$$

(6.10)

An important assumption that goes into calculating the variance is that the degree of the operator $k$ is small compared to the dimension of the Hilbert space $k \ll n$. A violation of this property leads to a more substantial variance. Therefore we demand that the number of operator insertions is much smaller compared to the dimension of Hilbert space. The degree $k$ being small provides a statistical basis for imposing this condition on operators in the small algebra and is the boundary counterpart of demanding that the backreaction due to operator insertions is small.

Now consider the case where we are looking at energy eigenkets spread over $\Delta E$ such that $\Delta E \ll E$. In this limit the canonical density matrix approaches the microcanonical density matrix. Each typical state therefore satisfies the following property:

$$\langle \text{TYP} | O_1 O_2 \ldots O_k | \text{TYP} \rangle = \frac{1}{Z(\beta)} \text{Tr}[e^{-\beta H} O_1 O_2 \ldots O_k] + O\left(\frac{1}{S}\right)$$

(6.11)

where we have replaced the microcanonical ensemble with the canonical ensemble. Here again the number of operators $k$ is much smaller than the entropy of the state, $k \ll n$. (6.11) essentially says that $k$-point correlators on the typical state are indistinguishable from thermal $k$-point correlators up to $O\left(\frac{1}{S}\right)$ corrections. This kinematical statement about the correlators is quite surprising; any typical state exhibits such behaviour.

We will clarify a physical question here. How does the typical state know about the inverse temperature $\beta$? This information is contained in the number of energy eigenstates comprising the typical state, and the energy interval where the states live. Hence the system knows about the temperature.

6.1 The single sided paradox and its resolution

We now state the paradox for the single-sided black holes. The construction of maximal volume surfaces in section 2 is the same for this case because the single-sided black hole possesses the same interior region as the eternal black hole does. The excitations in the black hole interior are also similar with the difference being their action on the typical state rather than on the thermofield double state. A single excitation is given by:

$$|\psi^1_e\rangle = C_1 e^{-\beta H_R} U_1(t_1) e^{\beta H_R} |\text{TYP}\rangle$$

(6.12)

As before, we can place similar excitations far apart from each other on the nice slice by adjusting the unitary $U$ to create a dilute gas of density $\rho$. Calculating the entropy of this semiclassical configuration again violates the coarse-grained Bekenstein Hawking entropy at late times in the bulk. The nature of the excitations is also similar, they emerge out from the bottom interior by coming out of the left past horizon and propagate on the left side for some time, and fall into the left future horizon.

Our resolution to the bulk paradox for the single-sided black holes is the same resolution which we have proposed for the eternal case. We have hugely overcounted the excitations in this case as well due to small inner products between coherent bulk states describing
the excitations. The resolution for this case is unchanged because the interior possessed by single-sided and eternal black holes is the same.

As before we see that the fine-grained entropy remains unchanged. This consistency arises as the typical state is a pure state and the entanglement entropy of this system is zero. Similar to what was derived in 4, insertion of multiple bulk interior excitations on the typical state leaves the density matrix unchanged. As a result, we again conclude that there is no paradox in the CFT. Even though the fine-grained entropy of the system is zero, the coarse-grained entropy is $S_{\text{BH}}$. In the following section 6.2 we justify our claim that the enormous number of semiclassical bulk excitations arise due to an overcounting of the bulk Hilbert space.

### 6.2 Why interior bulk states are non-orthogonal in the CFT Hilbert space?

We consider typical states in the CFT which are dual to the single sided black hole in the bulk and are centered about an average energy $E$ with range $2\Delta E$:

$$|\text{TYP}\rangle = \sum_{i=E-\Delta E}^{E+\Delta E} c_i |\psi_i\rangle,$$  \hspace{1cm} (6.13)

where $|\psi_i\rangle$ are normalized states and $\sum_i |c_i|^2 = 1$. We will denote $O_\omega$ as operators in the boundary CFT with energy $\omega$. (6.13) is constructed by acting with a string of $O$’s on the ground state such that the string’s total energy is $E_i$, which then leads to the state $|\psi_i\rangle$. We are looking at states of the form:

$$|\psi\rangle = K e^{-\frac{B}{2}} U(O_\omega) e^{\frac{B}{2}} |\text{TYP}\rangle$$  \hspace{1cm} (6.14)

where $K$ is the constant of normalization, $U(O_\omega)$ is an unitary operator creating bulk excitation generated by products of $O_\omega$. These operator insertions do not change the energy of the typical state much, i.e. $\omega \ll O(\mathcal{N})$. Another requirement is that the number of single oscillator operator insertions in $U(O_{\omega})$ is lesser than $O(\mathcal{N})$. These conditions define the small algebra of observables $\mathcal{A}$ which act on the ground state to give the small Hilbert space.

For the CFT this means that the operator insertions is very small as compared to the energy of the state, and the insertions don’t have very high energy themselves. We now want to evaluate the inner product of the two such states in the small Hilbert space, where as previously, $V_j(O_{\omega_j}, T_j)$ includes the $e^{iHt}$ insertions, i.e. $V_j(O_{\omega_j}, T_j) = e^{iHt} U_j(O_{\omega_j}) e^{-iHt}$.

$$|\psi_i\rangle = K_i e^{-\frac{B}{2}} V_i(O_{\omega_i}, T_i) e^{\frac{B}{2}} |\text{TYP}\rangle \hspace{1cm} & \hspace{1cm} |\psi_j\rangle = K_j e^{-\frac{B}{2}} V_j(O_{\omega_j}, T_j) e^{\frac{B}{2}} |\text{TYP}\rangle$$  \hspace{1cm} (6.15)

These states defined above live in the small Hilbert space and the indices $i, j$ go over the small Hilbert space. The inner product between these states is given by

$$\langle \psi_j | \psi_i \rangle = K_i K_j \langle \text{TYP} | e^{\frac{B}{2}} V_j^{\dagger} (O_j, T_j) e^{-\frac{B}{2}} V_i (O_i, T_i) e^{\frac{B}{2}} |\text{TYP}\rangle$$

$$= K_i K_j \sum_{k, l, o, p, q, r} c_k^* c_n \langle E_k | e^{\frac{B}{2}} | E_o \rangle \langle E_o | V_j^{\dagger} | E_p \rangle \langle E_p | e^{-\frac{B}{2}} | E_q \rangle \langle E_q | V_i | E_r \rangle \langle E_r | e^{\frac{B}{2}} | E_l \rangle$$

$$= K_i K_j \sum_{k, l, o, p, q, r} c_k^* c_n e^{-\frac{B}{2}} e^{\frac{B}{2}} e^{-\frac{B}{2}} e^{\frac{B}{2}} \langle E_k | V_j^{\dagger} | E_p \rangle \langle E_p | V_i | E_l \rangle$$  \hspace{1cm} (6.16)
We see here that in general, these states are not orthogonal. This non-orthogonality arises since we are working with restricted energy operators on the typical states. Because these states are normalized and since \( e^{\frac{\beta E_k}{2}} e^{\frac{\beta E_l}{2}} e^{-\beta E_p} \approx 1 \) as the states lie in the small Hilbert space; we can write the inner products as

\[
\langle \psi_j | \psi_i \rangle = \sum_{k,l} (c^j_k)^* c^l_i, \tag{6.17}
\]

such that \( \sum_l |c^i_l|^2 = 1 \). Equation (6.17) gives rise to a small but finite \( O(e^{-S/2}) \) number, where the dimension of the Hilbert space is \( e^S \). We thus see that the inner product between the vectors is a small number if \( |\psi_j\rangle \) live in a huge dimensional Hilbert space. These small inner products naturally give rise to overcounting in CFTs.

7 Spectral properties of bags of gold spacetimes: contradictions and resolution

Till now we have discussed the paradox of the coarse-grained entropy of bags of gold spacetimes. Let us now understand the spectral features of these spacetimes in the context of effective field theory. Firstly we will work with the semiclassical Hilbert space of the bags of gold spacetime spanned by the excitations placed far apart from each other. We will argue that such an effective field theoretic description of the Hilbert space potentially contradicts with black holes’ spectral observables’ predicted behaviour.

Consider the phase space of a classical system exhibiting chaos. It was conjectured in [30] that the quantum counterpart of such a system should have an energy level spacing distribution which matches one of the three standard random matrix ensembles — Gaussian orthogonal (GOE), unitary (GUE) or symplectic (GSE), depending on the inherent symmetries of the system. Since black holes display scrambling properties, we expect that their level spacing distribution matches the one given by the Gaussian unitary distribution. Therefore a convenient way to model black holes is by using random matrices constructed using Gaussian unitary ensemble. For GUE, the expression for the level spacing distribution is [31]:

\[
P(s) = \frac{32 s^2}{\pi^2} \exp \left[ -\frac{4s^2}{\pi} \right], \tag{7.1}
\]

where \( s \) is the distance between two consecutive eigenvalues, which we expect to be the energy level spacing distribution of black holes as well. The conjecture [30] proposes that the quantum counterpart of a classical system exhibiting chaos possesses either above level spacing distribution or that of its two cousins, the GOE or GSE. This is in contrast to the level spacing distribution obeyed by non-chaotic systems. As a drastically different example, for integrable systems, the Berry-Tabor conjecture states that the level spacing distribution should be Poissonian \( P(s) = \exp\{-s\} \) [72].

\footnote{The derivation of \( O(e^{-S/2}) \) is straightforward, it is the same as calculating the expected displacement in a random walk problem after \( n \) steps.}
Using the formalism of random matrix theory, we will argue that the violations of spectral observables can be classified into two types. The nature of the first violation is characterized by qualitative deviation from the expected GUE energy level spacing distribution. To overcome this violation, we will demand that the only bags of gold configurations which are allowed are strictly consistent with a GUE description. Such an imposition drastically constrains the space of allowed bags of gold configurations. We will observe that even after enforcing this condition, bags of gold configurations can still be captured using the spectral form factor; a spectral observable which quantifies the discrete nature of the system. Thus the effective field theoretic description of the bags of gold’s Hilbert space suffers from serious contradictions as compared to observed characteristics of black holes. Towards the end of this section, we demonstrate how our overcounting hypothesis resolves these contradictions in the spectral form factor.

7.1 Spectral observables in random matrix theory and discrete systems

7.1.1 Random matrix theory observables

In this section, we briefly review the spectral observables of random matrices belonging to the Gaussian unitary ensemble. The Gaussian unitary ensemble of Hermitian matrices \(H\) of dimension \(N \times N\) is defined as follows

\[
Z_G = \int [dH] \exp \left( -\frac{H^2}{4v^2} \right).
\]  

(7.2)

Here \(v^2\) is a real number which is \(O(1)\) and does not scale with \(N\). A convenient way to solve this integral is by decomposing these matrices in terms of their eigenvalues. From (7.2) the joint probability distribution of the eigenvalues \(\lambda_i, i \in [1, N]\) belonging to Gaussian unitary ensemble is given by

\[
p(\lambda_1, \ldots \lambda_N) = C \exp \left[ 2 \sum_{j<k} \log |\lambda_j - \lambda_k| - \sum_j \frac{\lambda_j^2}{2v^2} \right].
\]  

(7.3)

The first term in the exponential of (7.3) arises from the Van der Monde determinant, which comes from the Jacobian of the transformation in the measure, while the second term arises due to the Gaussian potential from (7.2). The average density of eigenvalues \(\bar{\rho}(\lambda)\), where \(\bar{\rho}(\lambda) = \int d\lambda_2 \ldots d\lambda_N p(\lambda, \lambda_2 \ldots \lambda_N)\); is given by

\[
\bar{\rho}(\lambda) = \frac{2\sqrt{R^2 - \lambda^2}}{\pi R^2}; \quad R^2 = 8v^2N, \quad -R \leq \lambda \leq R.
\]  

(7.4)

Given this setup, we focus on the fluctuations of the eigenvalues, which are independent of the potential \(V(\lambda)\) in the large-\(N\) limit. Regarding fluctuations, the vital quantity of interest related to quantum chaos is the level spacing distribution given by \(P(s)\) as given in (7.1).
7.1.2 Measure of discreteness: spectral form factor

As we discussed, apart from the chaotic signatures, since the systems we are studying are black holes which have discrete spectra, it is useful to look at physical observables which can capture discreteness. In this regard, it is useful to understand the typical size of the fluctuations at late times, which in turn characterizes the discreteness of the energy spectrum. In order to define such a quantity, let us first generalize the partition function of a system to include Lorentzian time along with the temperature:

\[ Z(\beta + iT) = \text{Tr} \left[ e^{-\beta H - iT} \right]. \]  

At late times, this generalized partition function oscillates, and the time average of this quantity is zero. Using this partition function, we will now define the spectral form factor which captures the magnitude of such oscillations:

\[ S(\beta, T) = \frac{Z(\beta + iT) Z(\beta - iT)}{Z(\beta)^2} = \frac{1}{Z(\beta)^2} \sum_{i,j=1}^{N} e^{-\beta(E_i + E_j)} e^{i(E_i - E_j)t}. \]  

Since the systems in consideration are chaotic, we now demand that the Hamiltonian in consideration is described by a random matrix obeying GUE statistics. Therefore we write the expression for the generalized partition function in Gaussian unitary ensemble:

\[ \langle Z(\beta + iT) \rangle_G = \frac{1}{Z_G} \int [dH] e^{-\frac{H^2}{2\sigma^2}} \text{Tr} \left[ e^{-\beta H - iT} \right], \]  

where \( Z_G \) is given by (7.2). Equation (7.7) can now be used to calculate the spectral form factor in (7.6). It was shown in [38] that the curve describing the logarithm of spectral form factor versus the logarithm of \( T \) obeys the following features:

1. The curve starts from 1 and starts decaying with a constant slope at early times. This behaviour can be understood by plugging in the level density in (7.4) into (7.7), and then using it to evaluate the spectral form factor in (7.6). The late time decay of the spectral form factor at high temperature is captured by \( S(\beta \approx 0, T) \sim T^{-3} \).

2. The decaying behaviour continues until the dip time, after which the curve rises with a constant slope. The physical reason behind this is as follows: \( S(T, \beta) \) is roughly a sum of connected and disconnected parts. The disconnected part contributes to the decay which dominates until the “dip time”. Equating the late time decay of the spectral form factor and the ramp growth gives the value for the dip time, which is \( t_d \sim e^{N/2} \). After dip time the connected part dominates giving rise to the increasing ramp, which at high temperature is given by \( S(\beta \approx 0, T) \sim \frac{T}{2\pi e^{\pi^2}} \).

3. At a certain time called the plateau time, the ramp stops increasing and gives rise to a constant plateau. Physically the plateau appears because oscillations in the generalized partition function are random and out of phase at very late times, contributing to a small but non-zero number. After the plateau time \( t_p > 2e^N \), the constant plateau of the spectral form factor is given by \( S(\beta \approx 0, T) \sim \frac{1}{\pi e^\pi} \).
This behaviour of the spectral form factor captures the discrete features of black holes, which can be seen from the red curve in figure 6 for $\beta = 1$. We will now see that treating the bulk effective degrees of freedom as independent degrees of freedom violates the delicate structure expected from the above description.

7.2 Spectral properties of bags of gold excitations

As before, we construct several unitary excitations behind the horizon creating a bags of gold configuration. These excitations are of the form given in (2.6), which we restate in the frequency basis:

$$|\psi_i\rangle = K_i e^{-\frac{\beta H_i}{2}} V_i(O,\omega_i,T) e^{\frac{\beta H_i}{2}} |\psi_{BH}\rangle, \quad i \in (1,m)$$  \hspace{1cm} (7.8)

Here as previously, $V_j(O,\omega_j)$ includes the $e^{iH_t}$ insertions, i.e. $V_j(O,\omega_j) = e^{iH_t} U_j(O,\omega_j) e^{-iH_t}$. Here $O_j \in A$, where $A$ is the algebra of simple operators. As argued before, these operator insertions have small energies $\omega_i \ll O(N) \sim N^2$. Consequently the energies of these excitations belong to a small interval $(E-\Delta E, E+\Delta E)$, where $E \sim O(N)$, and $\Delta E \sim O(1)$.

In the semiclassical description since states of the form (7.8) are spread wide apart spatially, we naively think that such distinct configurations have zero inner product. Let us represent the Hilbert space of the effective field theory of the bags of gold spacetime by $H_{BOG} := \{|\psi_i\rangle\}$, $i \in (1,m)$, which is $m$-dimensional. Following this semiclassical logic, we saw previously that the $m$-dimensional space is very large as compared to the $n$-dimensional black hole’s Hilbert space. Since the excitations are placed far apart, this naive reasoning leads us to conclude that the vectors denoting the bags of gold excitations in $H_{BOG}$ are orthonormal:

$$\langle \psi_j | \psi_i \rangle = 0, \quad \langle \psi_j | e^{iH_t} | \psi_i \rangle.$$  \hspace{1cm} (7.9)

7.2.1 Violations of type 1

We will now see how this naive EFT description violates the spectral properties expected from section 7.1. It is straightforward to construct bags of gold Hilbert spaces spanned by vectors $H_{BOG} := \{|\psi_i\rangle\}$ such that the difference in the energy levels of these vectors do not obey the expected level spacing distribution given by GUE, which is given in (7.1).

A trivial example of such an EFT Hilbert space can be constructed by using vectors of the form (7.8) such that $V_i(O,\omega_i, T_i)$ has energies $\omega_i$ in integer multiples of a constant $\omega_i = k_i c$, $k_i \in \mathbb{R}$. The above example is an allowed bags of gold configuration because the only physical condition we have enforced is $\sum \omega_i \ll O(N)$, with no condition on the individual energies of the excitations. As before, we have denoted the number of black hole states as $n$ and the bags of gold configuration as $m$ with $m \gg n$. Thus the Hilbert space is spanned almost exclusively by the bags of gold states, since $m \gg n$. Therefore in this scenario, the level spacing distribution is that of a bunch of simple harmonic oscillators, which is an integrable system and thus is drastically different from the expected distribution in (7.1). In addition, we can see from figure 5 that the spectral form factor does not qualitatively match with the curve expected of black holes. Thus this bags of gold configuration contradicts with spectral features expected from a black hole.
Figure 5. The spectral form factors for different distributions obeying violations of type 1 (see table 1). The figure on the top left consists of random energy levels taken from a uniform probability distribution. The figure on the top right has energy levels picked from a near-uniform probability distribution. Both plots are for 1000 energy levels at $\beta = 2$ over 100 iterations. The bottom figures have uniformly spaced energy levels, and as a consequence, are integrable. The bottom left figure is plotted with 50 energy levels, with $\beta = 1$ over 50 iterations, while the bottom right figure is plotted with 250 energy levels, with $\beta = 1$ over 50 iterations.

In general, we can construct various bags of gold spacetimes by spanning the Hilbert space of the EFT using appropriate vectors such that the energy level spacing distribution and the spectral form factor deviates from the spacing distribution and spectral form factor predicted by GUE. We will call these examples where the energy level spacing distribution and spectral form factor do not qualitatively follow the GUE distribution as violations of type 1.

7.2.2 Violations of type 2

As seen from the type 1 violations, the effective field-theoretic treatment of bags of gold scenarios can not only lose important features like scrambling etc. but may also result in a completely different description which is integrable. In order to overcome these contradictions, one can demand to consider only those bags of gold spacetimes in which the energy level spacing distribution matches with the GUE level spacing distribution. Such a demand substantially reduces the space of allowed bags of gold spacetimes. Consequently, we have a more refined version of the paradox formulated in the effective field theory Hilbert space which is seemingly consistent with a few basic spectral properties of quantum chaotic systems.

However, we will show that even this restricted space of bags of gold spacetimes which obeys naive GUE level spacing statistics is inconsistent with quantitative features of the
| Type          | Energy level spacing distribution $P(s)$ | Spectral form factor $S(\beta, T)$ |
|---------------|-----------------------------------------|-----------------------------------|
| Violation 1   | No specified distribution               | No correlation with black hole’s curve |
| Violation 2   | Follows GUE distribution                | Different $t_d, t_p$ and plateau height |

Table 1. The two types of violations in spectral properties between EFT treatment of bags of gold excitations as independent states and black holes.

Figure 6. The spectral form factors for the “black hole” of 100 states in red and a “bags of gold distribution” with 1000 states in blue plotted using GUE ensemble, over 50 iterations with $\beta = 2$. The dip height, dip time, plateau time and plateau height are visible here which are different for both these configurations, which exemplifies violation 2.

A spectral form factor involving the height and time of the plateau, dip time and the slope of the ramp, which is due to the fact that $m \gg n$. We will call these examples where the level spacing distribution follows GUE statistics along with a quantitative deviation from the black hole’s spectral form factor as violations of type 2. For convenience, we mention the properties characterizing these two classes of violations in table 1. In order to evaluate the plateau height, we need to look at the long term average of the spectral form factor. The only terms which survive over large times are those with $E_i = E_j$, as the rest of the terms cancel out due to dephasing and thus die off. The long time average of the spectral form factor is thus given by:

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T dt S(\beta, t) = \frac{1}{Z(\beta)^2} \sum_{i=1}^N g^2(E_i)e^{-2\beta E_i} = \frac{1}{Z(\beta)^2} \sum_{k=1}^n e^{-2\beta E_k},
\]

(7.10)

where $g(E_i)$ denotes the degeneracy of states at energy $E_i$. For the EFT description of the bags of gold spacetime, the plateau height is given by:

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T dt S(\beta, t) = \frac{1}{Z(\beta)^2} \sum_{i=1}^{N'} g^2(E_i)e^{-2\beta E_i} = \frac{1}{Z(\beta)^2} \sum_{k=1}^m e^{-2\beta E_k}.
\]

(7.11)

Here $m$ is the number of the bags of gold states, such that $m \gg n$. Since $m \gg n$ there is a quantitative disagreement between the plateau height of the original black hole.
Table 2. Violation 2 — The dip time, plateau time and plateau height for a black hole and a bags of gold configuration in EFT description obeying random matrix statistics in terms of the dimensionality of their Hilbert spaces at $\beta \approx 0$.

| Configuration     | Dip Time $(t_d) \sim$ | Plateau time $(t_p) \sim$ | Plateau Height $\sim$ | 2-pt function $\langle O(t)O(0) \rangle - G_p \sim$ |
|-------------------|------------------------|---------------------------|------------------------|---------------------------------------------------|
| Black hole        | $\sqrt{n}$            | $n$                       | $n^{-1}$               | $t \exp\{-2S_{BH}\} - \exp\{-S_{BH}\}$           |
| Bags of gold      | $\sqrt{m}$            | $m$                       | $m^{-1}$               | $t \exp\{-2S_{BOG}\} - \exp\{-S_{BOG}\}$         |

and the bags of gold spacetime. For the high temperature case with $\beta \approx 0$ as described in the section 7.1, we can conclude that the plateau height is $e^{-N} = \frac{1}{n}$ for the original black hole and $e^{-N'} = \frac{1}{m}$ for the bags of gold spacetime. In addition the dip time is $t_d \sim e^{\frac{N}{2}}$ for the black hole and $t_d \sim e^{\frac{N'}{2}}$ for the bags of gold respectively, while the plateau time is $t_p \sim e^{N}$ for the original black hole, while $t_p \sim e^{N'}$ for the bags of gold respectively. These values are collectively summarized in table 2. Thus even if we choose the bags of gold configurations in such a way that they obey naively obey qualitative spectral properties, there are quantitative differences which are captured using the spectral form factor.

[38] also pointed out the behaviour of the two-point function with the assumption that the system obeys the eigenstate thermalization hypothesis, and has a ramp at late times. They predicted that the two-point function should be of the following form:

$$G(t) = \langle O(t)O(0) \rangle \sim G_p + \frac{t}{L^2} - \frac{1}{L},$$  \hspace{1cm} (7.12)

where $L \sim \exp\{S\}$ of the system. Thus the two-point function for the effective field theory of bags of gold and the black hole has different behaviour, as mentioned in table 2.

### 7.3 Resolution of spectral puzzles using overcounting

We now ask whether our earlier proposed resolution to the paradox reconciles these disagreements. We study the spectral properties in the context of pure state black holes for convenience, and we are interested in the order of magnitude of the partition function. Our conclusions can be extrapolated to general black holes as well. As before, we consider typical states defined on the interval $(E - \Delta E, E + \Delta E)$ to represent a pure state black hole. The partition function of the dual CFT describing the original black hole over this interval has the order of magnitude:

$$Z(\beta) = \Tr (e^{-\beta H}) \sim O(ne^{-\beta E}).$$  \hspace{1cm} (7.13)

Here we have considered $\Delta E \ll E$, which gives us the above order of magnitude of the partition function. We now evaluate the partition function of the bags of gold case where we assume that the $m$ states spanning the EFT Hilbert space are orthogonal. Therefore the order of magnitude of the partition function is given by:

$$Z_{BOG}(\beta) = \Tr (e^{-\beta H}) = \sum_{l=1}^{m} \sum_{i,j=1}^{n} \langle l|i\rangle \langle i|e^{-\beta H}|j\rangle \langle j|l\rangle = O(me^{-\beta E}).$$  \hspace{1cm} (7.14)
This overcounting in the partition function manifests itself in wrong quantitative values for the entropy of the black hole, spectral form factor and the two-point function at late times. As earlier, we will argue that the bags of gold states in quantum gravity are not independent but have small inner products with each other. Therefore the actual Hilbert space is spanned by \( n \) vectors, with \( m \) embedded Bags of gold vectors which have tiny but non-zero inner products between each other. Thus we can arrive at the correct conclusion that \( Z_{\text{BOG}} \sim O(ne^{-\beta E}) \) by working with bulk states such that they have small but finite inner products. The above conclusion holds as the correct sum over \( l \) in (7.14) is really up to \( n \) instead of up to \( m \). The conclusion that \( Z_{\text{BOG}} \sim O(ne^{-\beta E}) \) is also consistent with the entropy of the black hole as seen before. Similarly we repeat this analysis for \( Z(\beta,T) \) as well, and hence we argue that the correct spectral form factor for the bags of gold spacetime should match the black hole’s spectral form factor by thinking about the bulk interior states as embedded in the \( n \)-dimensional Hilbert space with small inner products.

Another way to verify that overcounting resolves discrepancies is by observing that the spectral form factor for the bags of gold configuration quantitatively matches with the black hole’s spectral form factor in table 2 if overcounting is taken into account. Given that the actual dimensionality of the \( m \) dimensional overcounted Hilbert space is \( n \), we see that the dip time, the plateau time and the height of the plateau for the bags of gold configurations match with the original black hole’s curve’s features. Similarly, overcounting resolves the discrepancy between the 2-pt function in the bags of gold spacetime and the black hole as well, in accordance with our earlier argument that Bekeknstein-Hawking entropy gives the correct entropy of bags of gold configurations.

8 Study of the paradox using toy matrix models

In this section we explicitly demonstrate how overcounting allows us to construct an immense number of bulk excitations in the context of toy matrix models. Even though the bulk states arise from matrix models in the large \( N \) limit, we can understand aspects of overcounting by performing computations even in small \( N \) toy matrix models. Such matrix models have a small dimension of the Hilbert space, and it is possible to list out the state space explicitly.

By calculating the partition function of a matrix model at temperature \( T \) using the canonical ensemble, we can extract out the average energy and entropy of the system. Exponentiating the entropy gives us the dimension of the Hilbert space. We are interested in the regime of small \( N \) and temperature such that the dimension of the Hilbert space is less than 1000.

We will demonstrate overcounting in two different toy matrix models. The first example is of a \((0 + 1)\) dimensional two matrix model which has a \( U(N) \) global symmetry group. We construct a typical state using the microcanonical ensemble. Afterwards, we will write down the small Hilbert space and demonstrate that we can embed a larger number of vectors compared to the dimension of the small Hilbert space. The second example deals with a CFT consisting of 2 matrices defined on \( S^3 \times \mathbb{R} \). Here we will calculate the Hagedorn temperature and construct the typical state above the Hagedorn temperature. Again we
will construct the small Hilbert space and demonstrate overcounting. These toy examples show that overcounting with small inner products is natural in the small Hilbert space.

A similar construction of states follows for bulk states at large $N$. Apart from computational problems with enumerating the states explicitly, there is no further restriction to doing the same for CFTs with holographic duals in the large $N$ limit. Some results obtained in this section are in agreement with recent related work [73].

8.1 Toy model I: a $(0 + 1)$-d two matrix model

We will work with the two matrix model given by

$$L = \frac{1}{2} \sum_{i,j} \left[ \left( \partial_t A'_{ij} \right)^2 - \omega_A^2 \left( A'_{ij} \right)^2 + \left( \partial_t B'_{ij} \right)^2 - \omega_B^2 \left( B'_{ij} \right)^2 + \lambda A'_{ij} B'_{ij} \right].$$ (8.1)

Here we have put the interaction term with coupling $\lambda$ so that $A'$ and $B'$ are not independently diagonalized. We also demand that $\lambda \approx 0$, so that this coupling term does not have a significant contribution to the energy and the low energy states are the same as the states in the free field theory to a very good approximation. The $\omega$'s here enforce an IR cutoff, and as a result, we do not have any soft modes in the problem.

We will also impose that our physical observables are singlets of the global group.\footnote{In a sense this replicates features of matrix models in which the matrices transform under a gauge group, where the relevant observables are gauge singlets.} Therefore we diagonalize $B'_{ij}$ by using $U^{-1} B' U = B$, with $B$ being a diagonal matrix comprising of the eigenvalues of $B'$. Under the same transformation, $U^{-1} A' U = A$ which is a non-diagonal matrix. Note that this transformation is akin to gauge fixing and a similar transformation in gauged matrix models removes most of the gauge freedom. In the limit $\lambda \approx 0$, the equations of motion of $A$ and $B$ are given by

$$\left[ \frac{\partial^2}{\partial t^2} + \omega_A^2 \right] A_{ij}(\vec{x}, t) = 0, \quad \left[ \frac{\partial^2}{\partial t^2} + \omega_B^2 \right] B_{ii}(\vec{x}, t) = 0. \quad (8.2)$$

In this case, we will have $N^2 + N$ number of independent oscillators, with $N^2$ coming from $A$ and $N$ coming from $B$. In the large $N$ limit, the $N^2$ oscillators are responsible for the Hagedorn growth of states. We will quantize the system by imposing the commutation relations

$$[a_{ij}(k), a^\dagger_{i'j'}(k')] = \delta_{ii'} \delta_{jj'} \quad [b_{ii}(k), b^\dagger_{i'i'}(k')] = \delta_{ii'} \delta_{ii'}. \quad (8.3)$$

The vacuum of this system is given in the following equation. We generate the state space by the repeated application of these oscillators on the vacuum.

$$a_{ij} |0\rangle = 0, \quad b_{ii} |0\rangle = 0. \quad (8.4)$$

8.1.1 Typical states, the small algebra and the small Hilbert space

We work with $N = 4$ for Toy Model I, for which we have $N^2 + N = 20$ creation and annihilation operators. We will set the zero-point energy of the matrix model to zero for
our case by subtracting it off from the energy and thus redefining it, and set \( \omega_A \) and \( \omega_B \) both to 1 while setting \( \lambda = 0.01 \).

The first thing to construct here is the typical state. To do this we first select energy eigenstates in a range \( \Delta E \) about average energy \( E \) such that the energies lie in the interval \( E \pm \frac{\Delta E}{2} \). The typical state is now created using a random superposition of these energy eigenstates. We take the \( E = 16 \) with an interval \( \frac{\Delta E}{2} = 3 \). We now construct a typical state with random \( c_i \)'s weighing energy eigenstates in the interval \( \Delta E \) such that \( \sum_i |c_i|^2 = 1 \). The inverse temperature \( \beta \) of this system is calculated using the first law \( \beta = \frac{\Delta S}{\Delta E} = 0.92 \).

We will now construct the small algebra and subsequently, create the small Hilbert space. We will demand the following three conditions on the small algebra:

- None of the operators in the small algebra annihilates the typical state.
- The maximum number of operator insertions on the state is less than 20, i.e. should be lesser than \( O(N^2 + N) \). We take the maximum number 4.
- The maximum energy of the operator insertions is 3, i.e. much less than average energy \( E \) which in our case is 16. The energy of operator insertions should not take us outside \( \Delta E \) about \( E \) in order to ensure that the backreaction is small.

Using the above conditions we can identify all 104 possible operators and act them on the typical state to generate the 104-dimensional small Hilbert space.

\[
H_{\text{TYP}} := A |\text{TYP}\rangle.
\tag{8.5}
\]

Although not orthogonal these vectors are all linearly independent. As a cross check, we computed the rank of the matrix constructed with all these vectors, which was found to be 104.

### 8.1.2 Kinematical demonstration of overcounting in toy model I

We will now use the small Hilbert space to create the interior states as given in equation (8.6) where \( O_i(\omega) \in A \).

\[
|\psi_i\rangle = K_i e^{-\frac{\beta H}{2}} O_i(\omega) e^{\frac{\beta H}{2}} |\text{TYP}\rangle
\tag{8.6}
\]

We now construct interior “bulk-like states” by taking combinations of singlet states in (8.6). Each of these states corresponds to the action of an “interior bulk” operator on the typical state. We generate \( m = 220 \) vectors \( |v^j\rangle \) spaced apart from each other in the Hilbert space by defining an energy cost between them, which minimizes their inner products. We implement this energy cost numerically by pushing the vectors around in the small Hilbert space (the sphere discussed in section 3.1.1) such that they roughly become equidistant. We discuss this technique in detail in appendix E. The resulting “interior bulk states” are given below where each of them depends on the choice of coefficients \( Z^j_i \)

\[
|v^j\rangle = \sum_i Z^j_i |\psi_i\rangle.
\tag{8.7}
\]
Here the choice of $Z^i_j$ is determined by the energy cost which we can manually select. We plot the vectors’ inner products in figure 7, where each point denotes the absolute value of the inner product between a vector on the $x$-axis and a vector on the $y$-axis. The $x = y$ line has inner product 1, which indicates that these vectors are normalized. As a consistency check the $220 \times 220$ matrix generated by these “bulk states” has rank 104. It can be seen from figure 7 that there is a finitely non-zero inner product between these bulk vectors. As we increases the dimension of the Hilbert space, these inner products can be made quite small yet finite.

### 8.1.3 Excitations separated far apart in the “interior”

Till now we have given a kinematical description of the “bulk excitations”, i.e. we took the Hilbert space and showed that there exist vectors which have small inner products. In order to model the placement of the “bulk excitations” far apart on the maximum volume slices of the black hole we need to send in each excitation long after the previous one. The static description corresponds to the excitations all sent in at the same time, which means that independent excitations are lying nearby close enough on the Cauchy slice and are not separated far apart. We now plot the dynamical case in figure 8 where we send subsequent excitations with a time $T$ separated between them. We now model the bags of gold paradox as given in section 2 by placing the excitations far apart from each other on the Cauchy slice which corresponds to large numerical values of $T$.

We note a few interesting observations regarding the dynamical plot. The diagonal line here is the inner product of a vector on the $x$-axis with time evolution acting on the same vector on the $y$-axis. At $T = 1000$, we see that the diagonal line fades away a bit and the larger inner products get slowly washed out. At a very late time, $T = 10^5$ the diagonal line completely vanishes. This disappearance corresponds to the case when the
excitations on the bulk are placed quite far apart on the maximal volume slices. As we can see, the time evolution washes out correlations between the vectors, and the larger inner products cease to exist. Such a washing-out behaviour verifies the “fat tail” of inner products which means that at late times the CFT excitations have a small overlap and is consistent with our derivation in section 6.2. This numerical overlap becomes lesser and lesser if the dimension of the Hilbert space increases because there is much more space in the Hilbert space to accommodate all the vectors.

8.2 Toy model II: a (3 + 1)-d CFT on $S_3 \times \mathbb{R}$

Toy matrix model I illustrates basic overcounting features for a thermal state constructed out of a matrix model. We will now proceed onto another example which is given by a CFT

Figure 8. We create $m = 220$ excitations in the small Hilbert space of Toy model I. Each excitation is separated from the previous one by time $T = 0$ in the figure on the top left, $T = 1000$ in the top right and $T = 10^5$ in the bottom. We see that increasing time separation gradually washes out the inner products, especially the correlations on the line $x = y$. This behaviour of the inner products indicates that spatially separated excitations on the maximal volume slice have small inner products and hence a “fat tail” in quantum gravity and deviates from the semiclassical zero overlap prediction.
toy model. Here we first write down the CFT partition function and use it to calculate the Hagedorn temperature which allows us to work in the regime of big AdS black holes. We will construct a typical state at a temperature just above the Hagedorn temperature and demonstrate overcounting of bulk excitations. The metric on $S_3 \times \mathbb{R}$ is given by:

$$ds^2 = -dt^2 + a^2 d\psi^2 + a^2 \sin^2 \psi \left( d\theta^2 + \sin^2 \theta d\phi^2 \right),$$  

(8.8)

where $a$ is the radius of the $S_3$; $\psi$ and $\theta$ go from $(0, \pi)$ and $\phi$ goes from $(0, 2\pi)$. On this manifold, we write down a CFT action of two matrix-valued bosonic oscillators $A$ and $B$ transforming under the adjoint representation of $U(N)$ global group in (8.9).

$$S_{CFT} = \sum_{i,j} \left[ -\frac{1}{2} \int d^4 x \sqrt{-g} \left( g^{\mu\nu} \partial_{\mu} A'_{ij} \partial_{\nu} A'_{ij} + g^{\mu\nu} \partial_{\mu} B'_{ij} \partial_{\nu} B'_{ij} + \frac{R}{6} \left( (A'_{ij})^2 + (B'_{ij})^2 \right) \right) \right]$$  

(8.9)

For the metric given in (8.8) the Ricci scalar is given by $R = \frac{6}{a^2}$. As in the previous toy model, we will add a small interaction term with a coupling $\lambda \approx 0$. The small coupling ensures that matrices $A'$ and $B'$ cannot be diagonalized independently, and the energy eigenstates are approximately the same as that of free matrix models.

$$S = S_{CFT} - \sum_{i,j} \left[ \frac{\lambda}{2} \int d^4 x \sqrt{-g} A'_{ij} B'_{ij} \right]$$  

(8.10)

We will again demand that the physical observables are global group singlets. This time instead of fixing the $U(N)$ matrices using diagonalization, we will perform a precise counting of the number of global group singlets constituting a thermal ensemble. We are interested in the following physical observables: average energy, entropy and the dimensionality of the Hilbert space. We will derive these quantities by evaluating the thermal partition function of the matrix model. We outline this calculation in appendix C where we count the number of group singlets using characters of $U(N)$ group and use it to write down the partition function in terms of a Coulomb gas problem with an attractive and a repulsive term. Counting only the group singlets allows us to model the confinement-deconfinement phase transition in the matrix model [74–76]. We calculate that the “Hagedorn temperature” of this system is given by $T_H = 0.63$. The thermodynamic observables at a temperature slightly above Hagedorn temperature $T = 0.64$ are listed in table 3.

### 8.2.1 Typical states, the small algebra and the small Hilbert space

We will work with the $N = 5$ case, which gives us $N^2 + N = 30$ independent oscillators. We set the following parameters: the radius of $S_3$ is given by $a = 1.55$, $\lambda = 0.01$ and $T = 0.64$. As in the previous model we now construct a typical state with $T = 0.64$, which we accomplish by taking states in an interval $\Delta E$ such that $\frac{1}{T} = \frac{\Delta S}{\Delta E}$. We take energy eigenstates spreaded within $\Delta E = 3$ about $E = 5.63$ and create the typical state by random superposition of these vectors. This gives us a microcanonical description of the matrix model for $N = 5$ at $T = 0.64$, the canonical description of which is given in table 3.
We again construct the small Hilbert space by the action of the small algebra on this typical state, where the small algebra satisfies the following conditions:

- The number of operator insertions on the state is much lesser than 30, i.e. should be lesser than O(N^2 + N). We choose that the maximum number of operator insertions on the typical state is 1.
- The maximum energy of the operator insertions is 1.5, i.e. much less than average energy which in our case is 16. The energy of operator insertions should not take us outside ∆E about E in order to ensure that the backreaction is small.
- None of the operators in the small algebra annihilates the typical state.

Since the maximum number of operator insertions is 1, we have 61 states generated by the creation and annihilation operators, and hence the dimension of the small Hilbert space is 61. We will now construct the interior states using operators O_i(ω) ∈ A:

\[ |ψ_i⟩ = K_i e^{-\frac{\alpha H}{2}} O_i(ω) e^{\frac{\alpha H}{2}} |\text{TYP}⟩ \]  

(8.11)

### 8.2.2 Kinematical demonstration of overcounting in toy model II

The vectors in (8.11) constitute the interior bulk excitations in the large N limit, where smeared semiclassical states correspond to combinations of these excitations living in the small Hilbert space. These bulk excitations have the form given in equation (8.7). Using the energy cost defined in appendix E, we now construct m = 500 bulk excitations as in figure 9, which are approximately equidistant from each other. Each point in figure corresponds to the inner product’s absolute value between a vector on the x-axis and the y-axis. As expected, the x = y line has an inner product of 1 along it since the states are normalized.

### 8.2.3 Excitations separated far apart in the “interior”

Till now, we have analyzed overcounting for the static case where the excitations are all situated close to each other on the maximal volume slices in bulk. We now proceed to the dynamical case where we separate the excitations in time, and the corresponding bulk states are spatially separated far apart from each other on the maximal volume nice slices.

| N  | Entropy (S_N) | Average energy (E_N) | Dimension of Hilbert space (D ≈ e^{S_N}) |
|-----|--------------|----------------------|------------------------------------------|
| 2   | 3.43         | 0.54                 | 31                                       |
| 3   | 4.76         | 1.64                 | 116                                      |
| 4   | 5.68         | 3.25                 | 293                                      |
| 5   | 6.59         | 5.63                 | 725                                      |

**Table 3.** Entropy, Average energy and dimension of Hilbert space for small N Toy Matrix model II at T = 0.64.
Figure 9. In the left figure, we have \( m = 500 \) excitations embedded in the \( n = 61 \)-dimensional small Hilbert space of Toy model II. This embedding corresponds to the static case where the time difference between consequent excitations is \( T = 0 \). The right figure deals with \( m = 1000 \) excitations created from the \( n = 61 \)-dimensional Hilbert space. Here we have a time difference of \( T = 10^5 \) between consecutive excitations. This case corresponds to inner products between excitations placed far apart on the maximal volume slice. The inner products saturate at late times which we can see from the washing out of inner products on the \( x = y \) line.

We expect from the previous toy model that the inner products between these excitations get washed out at huge time separations. We now model \( m = 1000 \) vectors embedded in the \( 61 \) dimensional Hilbert space and confirm this in figure 9. Here we see that the inner products saturate at a minuscule value if the time difference between two successive excitations is \( T = 10^5 \). Thus we obtain the predicted “fat tail” for this CFT as well.

We have thus shown using two toy matrix models that the inner products between excitations spaced far apart on the maximum volume slices deviate away from the semi-classically predicted inner product. This is consistent with our finding in section 6.2 that the inner products in CFTs get saturated at a small number. These serve as examples demonstrating our resolution in section 3 that the inner products are essential to resolve the bags of gold paradox.

9 General properties of systems with overcounted Hilbert spaces

We pose the following important question in this section: since our proposed resolution says that the Hilbert space is overcounted due to small inner products between vectors, what are the physical consequences of such a resolution? In other words, can physical systems in our real-world also have a similar overcounting situation, thereby leading to a much smaller Hilbert space than what we think they have? We see that there exist some significant obstructions to such a situation.

Simulating a quantum system’s Hilbert space using a smaller Hilbert space

Consider an \( m \)-dimensional “original” Hilbert space, which can be spanned by \( m \) orthonormal vectors. We will now simulate the \( m \)-dimensional Hilbert space using a smaller
n-dimensional Hilbert space, such that \( m > n \) and see whether it leads to any inconsistency in physical observables. We construct a nearly orthogonal basis of \( m \) vectors, which then "spans" the larger space with the following inner products:

\[
\langle V_1 | V_m \rangle = 0, \quad \langle V_i | V_i \rangle = \langle V_m | V_i \rangle = \epsilon, \quad \forall i = 2, \ldots, m-1; \quad \langle V_i | V_j \rangle = 0 \quad \forall i, j = 2, \ldots, m-2
\]

(9.1)

These vectors are simulating orthogonal states in the larger Hilbert space. We will now consider the Hamiltonian acting on the \( m \)-dimensional space given by:

\[
H = \sum_{i=2}^{m-1} |V_i \rangle \langle V_i |.
\]

(9.2)

This Hamiltonian time evolves the state \(|V_1\rangle\) to \(e^{-iHt}|V_1\rangle\). Therefore starting from \(|V_1\rangle\), time evolution will never lead to \(|V_m\rangle\) in the original Hilbert space. We will keep the form of the Hamiltonian same in the smaller Hilbert space in order to not tamper with the energy spectrum. This time evolution takes place within the space spanned by the vectors:

\[
|V_1\rangle, \quad |\Psi\rangle = \frac{1}{\sqrt{m-2}} P \sum_{i=2}^{m-2} |V_i\rangle, \quad |V_m\rangle,
\]

where \( P \) denotes a projector which projects a vector onto the subspace orthogonal to \(|V_1\rangle\) and \(|V_m\rangle\). In this basis, the Hamiltonian in the above subspace takes the form:

\[
\approx \begin{pmatrix} m\epsilon^2 & \sqrt{m\epsilon} & m\epsilon^2 \\ \sqrt{m\epsilon} & 1 & \sqrt{m\epsilon} \\ m\epsilon^2 & \sqrt{m\epsilon} & m\epsilon^2 \end{pmatrix}.
\]

(9.3)

The original Hamiltonian acting on the \( m \)-dimensional Hilbert space expressed in the orthonormal basis is given by the following matrix,

\[
\begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

(9.4)

These matrices are not the same and their physical properties are very different for large \( m \). The matrix given in equation (9.3) can almost perfectly transfer the state \(|V_1\rangle\) to \(|V_m\rangle\) in a time \( t = \pi/(1 + 2m\epsilon^2) \) [77–79]. Therefore we arrive at a contradiction here. If we try to simulate a system without compromising upon the Hamiltonian’s form, then they can behave erratically under time evolution. Conventional quantum systems thus cannot be described using a smaller Hilbert space as they can demonstrate forbidden quantum state transfers. Such quantum state transfers are a generic feature of simulated larger Hilbert spaces. Earlier, we argued that the semiclassical Hilbert space of gravity is a simulated Hilbert space with small inner products. It will be interesting to understand precisely what kind of such quantum state transfers occur in semiclassical gravity, and what novel physical features do they display.
Simulating a thermal system using a smaller Hilbert space

Consider vectors in an $n$ dimensional Hilbert space simulating a larger $m$ dimensional Hilbert space with $m \gg n$. Here we consider that the physical system is thermal. The vectors in the Hilbert space satisfy the following conditions:

$$\langle v_i | v_i \rangle = 1 \quad \& \quad |\langle v_i | v_j \rangle| \sim \epsilon, \quad i \neq j. \quad (9.5)$$

The thermal system under consideration is specified by energy levels spreaded over $(E \pm \Delta E)$ such that $\Delta E \ll E$. We are interested in the order of magnitude of the partition function, which is given by:

$$Z(\beta) = \text{Tr} \left( e^{-\beta H} \right) = O \left( m e^{-\beta |E|} \right). \quad (9.6)$$

We will now see that the simulated thermal system’s partition function is has a significant correction.

$$Z_{\text{sim}}(\beta) = \text{Tr} \left( e^{-\beta H} \right) \sim \sum_i e^{-\beta E_i} + \sum_{i \neq j} \left[ e^{-\beta E} \epsilon^2 \right]_{ij} = O \left[ m e^{-\beta |E|} \left( 1 + m \epsilon^2 \right) \right]. \quad (9.7)$$

We can see that even with tiny corrections to the inner product of the order of $|\epsilon| \sim \frac{1}{\sqrt{m}}$ we will end up with an immense contribution to the partition function. Thermodynamic observables in a system are functions of the partition function and its derivatives. It is safe to say that such a significant contribution to the partition function messes up details of the thermodynamic observables in the system.

As long as $|\epsilon| \ll \frac{1}{\sqrt{m}}$ we don’t have a problem with the thermodynamic observables. This is consistent with our observation from (3.15) that such a situation does not lead to the possibility of a big overcounting.

10 Discussion and conclusions

In our work, we have demonstrated a possible resolution to understand the case of several excitations living in the black hole interior. We have proposed that these numerous excitations living on large volume Cauchy slices in the interior are not inconsistent with the Bekenstein Hawking entropy, as they have small inner products and thus are not independent excitations. We advocate that such a situation is not a problematic feature of effective field theory but an essential aspect of quantum gravity. This overcounting naturally arises in the context of boundary theories as shown using toy matrix models. We also showed that spectral observables like the form factor and the level spacing distribution are violated in the semiclassical treatment of the interior excitations, and our proposal resolves this contradiction as well.

The notion of small inner products is consistent with the breakdown of locality in quantum gravity. We expect locality to hold in effective field theories. In contrast, in quantum gravity, we expect locality to hold approximately. Here locality can break down in various situations, such as the case where we act with too many probes on the spacetime [80].

Small
inner products between spatially separated excitations can be understood to be another such situation which demonstrates the breakdown of locality in quantum gravity.

We saw some examples of the grave problems associated with simulating a Hilbert space with a much smaller one. So we naturally ask: why are black holes special? Quantum and thermal systems have macroscopic observables which can be measured experimentally, and in a certain sense, we can find out the Hilbert space’s correct dimension. Thus the possible kinematic overcounting of Hilbert space isn’t realized in these systems. For the case of black holes, thermodynamic observables do point out that the Hilbert space is far smaller than what bulk semiclassical quantization indicates. As an example, we know that the thermodynamic entropy of a black hole should go as area. Further, from the CFT side we showed using various examples that spatially separated bulk interior states indeed have small inner products. These small overlaps between the dual bulk semiclassical excitations hint at how the Hilbert space of gravity embeds bulk states.

We pose another question: why do we not see an overcounting using effective field theory in empty AdS? Given a holographic CFT, the HKLL prescription wholly reconstructs the empty AdS bulk. As a result, the CFT description captures all the bulk excitations, and consequently, there is no question of any overcounting. The HKLL prescription readily reconstructs the exterior regions of eternal black holes as well. The only places where overcounting using effective field theory can arise are causally inaccessible regions from the boundary. The black hole interior is an example of such an inaccessible region, and reconstruction using state-dependent operators allows us to resolve apparent paradoxical situations, like the one we have treated here.

In this regard, an important aspect that we have briefly touched upon here is the subject of quantum state transfers in semiclassical gravity. We showed via an example in section 9 that overcounted Hilbert spaces can lead to quantum state transfers which are forbidden if orthogonal vectors span the Hilbert space. Since we have argued that effective field theory in the black hole interior leads to an overcounting of the Hilbert space, it will be useful to understand which forbidden semiclassical quantum state transfers are actually allowed in quantum gravity. We think this holds important implications for black holes in AdS and possibly in flat space as well.

For the general reader not interested in details, we have thus answered an interesting puzzle: can there exist a giant universe inside a big AdS black hole having a relatively small BH entropy, while an external observer is utterly oblivious to the universe’s existence? The answer to this question is yes, provided that the Hilbert space of this universe is constructed from the small Hilbert space of the AdS black hole using small inner products. A significant number of humans, planets and stars can all be described using the overcounted Hilbert space, given that their backreaction on the black hole is extremely small (or in other words, their states belong to the small Hilbert space). Careful measurements of thermodynamic observables and state transfers in semiclassical gravity can lead to the conclusion that the Hilbert space of this universe is constructed from the small Hilbert space of the black hole itself. The initial state giving rise to this universe is a Euclidean state as mentioned in section 5, and the future of this universe is doomed as expected.
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A Review of construction of interior operators in the state-dependent formalism

In this section, we review the construction of state-dependent operators describing modes behind the horizon [23–27]. This construction is similar for both pure and eternal black holes. For eternal black holes, the CFT observables mean the right CFT's observables, which are our objects of interest.

We start with the black hole state $|\psi\rangle$ whose average energy is given by $E$. Firstly an algebra $\mathcal{A}$ is generated by simple operators which are defined as operator polynomials of degree $n$ such that $n \ll N$, where $N$ is the central charge of CFT ($N = N^2$). We will call this algebra the small algebra. The small algebra is associated with the state $|\psi\rangle$ and does not include the Hamiltonian. We exclude the Hamiltonian because we do not want to include any annihilation operators in the algebra, and the Hamiltonian annihilates the state, i.e. $(H - E) |\psi\rangle = 0$. However, we want the algebra to be approximately closed under time evolution. We then construct and work in the small Hilbert space, which is obtained by the action of these simple operators on the state $|\psi\rangle$.

$$\mathcal{H}_|\psi\rangle := \mathcal{A}|\psi\rangle$$  \hspace{1cm} (A.1)

We have thus laid out the basic framework in order to derive various axiomatic/algebraic QFT results. If the algebra $\mathcal{A}$ is considered a Von Neumann algebra, we can derive the Tomita-Takesaki theorem which constructs a commutant algebra $\mathcal{A}'$ for us. Note that this construction does not involve a doubling of the Hilbert space. We define the following antilinear map from $S: \mathcal{H}_|\psi\rangle \rightarrow \mathcal{H}_|\psi\rangle$ and $O \in \mathcal{A}$.

$$SO|\psi\rangle = O^\dagger|\psi\rangle$$  \hspace{1cm} (A.2)

We now decompose the operator $S$ as $S = J \Delta^{1/2}$, where $J$ is an anti-unitary operator and $\Delta$ is Hermitian. Consequently we have $S^\dagger S = \Delta$. The Tomita-Takesaki theorem says that there exists a commutant algebra $\mathcal{A}' \equiv JAJ$, with the property that operators $\tilde{O} \in \mathcal{A}'$ defined by $\tilde{O} = JOJ$ commutes with all elements $O' \in \mathcal{A}$

$$[\tilde{O}, O'] = 0.$$  \hspace{1cm} (A.3)
Since $\Delta$ is Hermitian we express it as $\Delta = \exp\{-K\}$, where $K$ is defined as the modular Hamiltonian for the algebras $\mathcal{A}$ and $\mathcal{A}'$ generating the Hilbert space $\mathcal{H}_\psi$, and is expressed in terms of the antilinear operator $S$ as:

$$K = - \log S^\dagger S.$$ \hspace{1cm} (A.4)

Our job is to construct now the precise form of the modular Hamiltonian and the tilde operators. To construct these, we will apply the above construction to a system with Hamiltonian $H$ acting on the state $\psi$. As given in [68], the modular Hamiltonian up to the leading order in $N$ takes the form:

$$K = \beta (H - E) + O\left(\frac{1}{N}\right)$$ \hspace{1cm} (A.5)

where $E$ is the average energy of the state $\psi$ on which it is acting. Therefore to the leading order in $N$ one can give a precise form for the $\tilde{O}$ operators. Using the definition given in equation (A.2) with the definitions given by $S^\dagger S = \Delta$ and $\tilde{O} = J O J$, we can write down the action of the $\tilde{O}$ operators on the Hilbert space:

$$\tilde{O}(\omega) O' |\psi\rangle = O' e^{-\beta \omega} O^\dagger(\omega) |\psi\rangle \quad \& \quad [H, \tilde{O}(\omega)] O' |\psi\rangle = \omega \tilde{O}(\omega) O' |\psi\rangle.$$ \hspace{1cm} (A.6)

The state-dependent operators $\tilde{O}$ describing the right moving modes in the interior are thus constructed in the above fashion. The commutant algebra allows us to impose causality and locality between the interior and the exterior operators. The role of modular operators is to push the excitations behind the horizon. The unique feature of this construction is that this follows naturally for any well-defined quantum field theory, provided the algebra of simple operators satisfies the requirements as mentioned above.

B Explicit examples of overcounting in small vector spaces

In this appendix we explicitly demonstrate that there can be many more vectors than $n$, where $n$ is the dimensionality of the vector space if $\epsilon \neq 0$. We will demonstrate this using regular polyhedra. The study of overcounting using regular polyhedra serves as an easy way to develop our intuition for understanding overcounting by starting from small dimensions and gradually building up to higher dimensional examples. Note that our vector space defined over reals in contrast to the Hilbert spaces in quantum mechanics. We will denote the maximum number of vectors as a function of $\epsilon$ to be $\hat{m}_n(\epsilon)$ in the previous case. Now regular polyhedra are classified into three classes:

- **Simplex.** This polyhedra is defined by the condition that the distance between any two vertices is the same. Examples are: equilateral triangle with $n = 2$ and tetrahedron with $n = 3$. The vectors corresponding to neighbouring vertices have an inner product given by $\vec{p}_i \cdot \vec{p}_j = -\frac{1}{n}$. Therefore we have $\hat{m}_n\left(-\frac{1}{n}\right) = n + 1$ number of vectors for the simplex.
• **Orthoplex.** These polyhedra are defined such that they have a vector each pointing towards each coordinate direction, such that the inner product between the neighboring vertices is given by \( \vec{p}_i \cdot \vec{p}_j = 0 \). Consequently a simplex has \( \hat{m}_n(0) = 2n \) number of vectors.

• **Hypercube.** In the Cartesian coordinate system, these polyhedra have vertices situated at the coordinates \((\pm 1, \pm 1, \pm 1, \ldots) / \sqrt{n}\). Examples are: square with \( n = 2 \) and cube with \( n = 3 \). The neighboring vertices have inner products given by \( \vec{p}_i \cdot \vec{p}_j = 1 - \frac{2}{n} \). Consequently a hypercube has \( \hat{m}_n(1 - \frac{2}{n}) = 2^n \) number of vectors.

We will now compute the inner products for representatives of these above-mentioned classes of polyhedra. We will now give some examples in low dimensions below:

• **Two dimensions.** In \( n = 2 \) for a regular polygon, the scalar product between position vectors of \( m \) neighbouring vertices is given by \( \vec{p}_i \cdot \vec{p}_j = \cos \left( \frac{2\pi m}{2} \right) \), where \( \hat{m}_2 \left( \frac{2\pi}{m} \right) = m \).

• **Three dimensions.** In \( n = 3 \), the icosahedron has \( \hat{m}_3 \left( \frac{1}{\sqrt{5}} \right) = 12 \) vertices while the dodecahedron has \( \hat{m}_3 \left( \frac{\sqrt{5}}{4} \right) = 20 \) vertices.

• **Four dimensions.** In \( n = 4 \), we consider the 24-cell which has total number of vertices given by \( \hat{m}_4 \left( \frac{1}{2} \right) = 24 \). Similarly the 120-cell has \( \hat{m}_4 \left( \frac{1 + \sqrt{5}}{2} \right) = 120 \) vertices while the 600-cell has \( \hat{m}_4 \left( \frac{1 + 3\sqrt{5}}{8} \right) = 600 \) vertices.

**Overcounting in the limit \( m \to \infty \)?**

We will construct a situation where \( m \) vectors are approximately equidistant on the sphere \( S_{n-1} \) which has surface area of \( \frac{2\pi^{n/2}}{\Gamma(n/2)} \). Each unit vector has an exclusion zone given by \( \frac{2\pi^{n/2}}{m\Gamma(n/2)} \), where we cannot have any other vector. These exclusion zones have a radius \( r \), with the volume of these \( n - 1 \) dimensional zones given by \( \frac{\pi^{n-1}}{\Gamma(n/2)} r^{n-1} \). Therefore we can solve for the radius of the exclusion zone as done in the following equation:

\[
 r \approx \left( \frac{2\sqrt{\pi}\Gamma(n+1/2)}{m\Gamma(n/2)} \right)^{\frac{1}{n-1}}. \tag{B.1}
\]

The distance between two neighbouring unit vectors is given by \( d \approx 2r \). Therefore the inner product between two neighbouring unit vectors can be easily computed and is found to be:

\[
 \vec{p}_i \cdot \vec{p}_j \approx 1 - \frac{1}{2} d^2 = 1 - 2 \left( \frac{2\sqrt{\pi}\Gamma(n+1/2)}{m\Gamma(n/2)} \right)^{\frac{2}{n-1}}. \tag{B.2}
\]

We can now solve the expression for inner products to obtain \( m \). In the limit \( \epsilon \to 1 \) with \( 0 < 1 - \epsilon \ll 1 \), we obtain the following expression for \( m \):

\[
 \hat{m}_n(\epsilon) \approx 2^{n/2} \frac{\sqrt{2\pi}\Gamma(n+1/2)}{\Gamma(n/2)} (1 - \epsilon)^{-\frac{n-1}{2}}. \tag{B.3}
\]
For $0 < \epsilon \ll 1$, $m$ takes the values:

$$\hat{m}_n(\epsilon) \approx 2n \left( \frac{2n}{n + 1} \right)^n$$  \hspace{1cm} (B.4)

This expression for $m$ is in agreement with our derivation of inner products between neighbouring vectors of the simplex and orthoplex, which are given by $\hat{m}_n \left( -\frac{1}{n} \right) = 1 + n$ and $\hat{m}_n(0) = 2n$ respectively. Equation (B.4) is also in agreement with our derivation for the hypercube’s case, up to a minor factor of $\frac{n}{2\epsilon}$.

$$\lim_{n \to \infty} \hat{m}_n \left( 1 - \frac{2}{n} \right) \to 2^n \times \frac{n}{2\epsilon}.$$  \hspace{1cm} (B.5)

C Partition function of the U($N$) two-oscillator model

We outline the calculation of the partition function of two bosonic oscillators denoted by $A$ and $B$ transforming under the adjoint representation of U($N$) global group [74, 75]. We hereby define $x = e^{-\beta}$.

Since we are interested only in the global group singlets, we calculate the partition function by summing over all Boltzmann weights multiplied by the number of group singlets at each Boltzmann weight. With $E_i$ being the energy of the bosonic modes, the partition function is given by

$$Z(x) = \sum_{n_1} \sum_{n_2} x^{n_1 E_1} x^{n_2 E_2} \text{ (All singlets sym}_{n_1}[\text{adj}] \times \text{sym}_{n_2}[\text{adj}])$$  \hspace{1cm} (C.1)

Here the index $n_1$ goes over the $A$ oscillators and $n_2$ goes over $B$ oscillators. Note that here we have set the ground state energy of the oscillators to zero. We now return to the problem of counting the group singlets. A convenient way to count the number of group singlets is by using properties of characters, which are maps from the representation of the group to complex numbers defined as

$$\chi_R : G \to \mathbb{C}$$  \hspace{1cm} (C.2)

satisfying the property that for $g \in G$,

$$\chi_R(g) = \text{Tr}_R(g).$$  \hspace{1cm} (C.3)

These satisfy the orthonormality relation, where $[dg]$ is the Haar measure

$$\int [dg] \chi_R^* (g) \chi_R (g) = \delta_{R_1 R_2},$$  \hspace{1cm} (C.4)

chosen such that $\int [dg] = 1$. Since the character is the trace of the element, therefore $\chi_{R_1 \times R_2} = \chi_{R_1} \chi_{R_2}$. The number of irreps can thus be counted using the above relation as

$$n_{R_t} = \int [dg] \chi_{R_t}^* (g) \prod_j \chi_{R_j} (g).$$  \hspace{1cm} (C.5)
We will now use this relation to count the number of group singlets. For a singlet representation, by definition we have $\chi_s = 1$. Therefore the number of singlets is given by

$$\text{All singlets} = \int [dg] \prod_j \chi_{\mathbb{R}^j}(g)$$

(C.6)

We will now use (C.6) to rewrite the partition function in (C.1) in terms of the characters of $U(N)$:

$$Z(x) = \int [dU] \prod_{i=A,B} \sum_{n_i=0}^\infty x^{n_i} E_i \chi_{\text{sym}^n_i}(U).$$

(C.7)

We will utilize the following relation for the characters in order to simplify the partition function:

$$\sum_{n=0}^\infty t^n \chi_{\text{sym}^n}(g) = \exp \left\{ \sum_{l=1}^\infty \frac{t^l \chi(g^l)}{l} \right\}$$

(C.8)

We denote $z_A$ and $z_B$ as the single particle partition functions for the $A$ and the $B$ harmonic oscillators. Using (C.8), and using the bosonic partition function $z(x) = z_A + z_B$ and $\chi_{\text{adj}}(U) = \text{Tr}(U) \text{Tr}(U^\dagger)$ we get the partition function as

$$Z(x) = \int [dU] \exp \left[ \sum_{k=1}^\infty \frac{z(x^k)}{k} \text{Tr} U^k \text{Tr}(U^\dagger)^k \right].$$

(C.9)

Rewriting this unitary matrix model in terms of the eigenvalues of the unitary matrix easily solves the model [31, 81]. Denoting the eigenvalues of $U$ by $e^{i\alpha_i}$, we write the measure of the model as:

$$\int [dU] = \prod_i \int_{-\pi}^\pi [d\alpha_i] \prod_{i<j} \sin^2 \left( \frac{\alpha_i - \alpha_j}{2} \right)$$

(C.10)

Now the partition function is a function of the eigenvalues $\alpha_i$ and is given by

$$Z(x) = \int [d\alpha_i] \exp \left\{ - \sum_{i \neq j} V(\alpha_i - \alpha_j) \right\}$$

(C.11)

where the potential is given by

$$V(\theta) = -\log \left| \sin \frac{\theta}{2} \right| - \sum_{k=1}^\infty \frac{z(x^k)}{k} \cos k\theta$$

(C.12)

Equation (C.12) is reminiscent of the Coulomb potential for charges on a sphere where the term coming from the measure is repulsive interaction between the like charges, and the other term is attractive interaction due to electric field. The dynamics are similar to the partition function of the Gross-Witten-Wadia model [82–84], and has a third-order phase transition in the $N \to \infty$ limit and has a free energy of $O(N^2)$. The average energy is $O(N^2)$, and as a consequence, the entropy is also of the same order. Therefore we can see that the Hilbert space’s dimensionality is $O(\exp N^2)$. 
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Entropy, average energy and dimensionality of the Hilbert space for oscillators on $S^3 \times \mathbb{R}$

We now proceed to calculate the Hagedorn temperature of the CFT, which is essential because we want to describe black holes, and going above the Hagedorn temperature is the regime where we have black holes in the bulk. We will then calculate the entropy, the average energy and the dimensionality of the Hilbert space.

The single particle partition functions

We evaluate the single-particle partition functions for the CFT living on $S^3 \times \mathbb{R}$. With $\lambda \approx 0$ our bosonic harmonic oscillators $A$ and $B$ obey the equation of motion given by

$$\left(-\partial^2 + a^{-2}\right) A_{ij} = 0 \quad \& \quad \left(-\partial^2 + a^{-2}\right) B_{ij} = 0 \quad (C.13)$$

In four dimensions we utilize the conformal map from $S^3 \times \mathbb{R} \rightarrow \mathbb{R}^4$ to write the partition function $Z = \sum_{E_i} e^{-\beta E_i}$ in the form $Z = \sum_{\Delta} e^{-\beta\Delta}$ where $\Delta$ is the scaling dimension. The scaling dimension goes over all the local operators in the theory which are generated by repeated applications of the derivatives $\partial_\mu$ on the fields, i.e. $(A, \partial_\nu A, \partial_\mu \partial_\nu A \ldots)$ and similarly for the $B$ field modulo the equation of motion. Since $[\partial] = 1$ a single derivative gives rise to a factor in:

$$x^0 + x^1 + x^2 + x^3 + \cdots = \frac{1}{1-x} \quad (C.14)$$

Four such derivatives will give rise to $\frac{1}{(1-x)^4}$. The mass dimension of the matrix oscillators is $[A], [B] = 1$. Without incorporating the equation of motion, the naive partition function constructed using all local operators arising in the matrix model is given by

$$\frac{x}{(1-x)^4} \quad (C.15)$$

We now need to take the modulus by the equation of motion. Notice that the equation of motion imposes a condition on any local operator $O$ of the theory:

$$\left(-\partial^2 + a^{-2}\right) O = 0. \quad (C.16)$$

The factor $(-\partial^2 + a^{-2})$ has a mass dimension $x^2$ which we need to subtract off. The CFT partition function for oscillators $A$ and $B$ upon this subtraction is therefore given by

$$z_A(x) = z_B(x) = \frac{x - x^3}{(1-x)^4} = \frac{x + x^2}{(1-x)^3}. \quad (C.17)$$

The Hagedorn transition

We calculate the entropy in this subsection and deduce the dimensionality of the Hilbert space from it. First of all we set $m_A = m_B = 1$ for our convenience. The entropy from the partition function with $k_B = 1$ is given by

$$S = -\frac{\partial F}{\partial T} = \frac{\partial (T \log Z)}{\partial T} = \log Z + T \frac{\partial Z}{Z \partial T}. \quad (C.18)$$
We can write the potential in (C.12) as
\[ V(\theta) = \log 2 + \sum_{k=1}^{k=\infty} \frac{1}{k} \left( 1 - \frac{2(x + x^2)}{(1-x)^3} \right) \cos k\theta. \] (C.19)

In the low-temperature phase, it follows from (C.12) that the attractive second term goes to zero as \( T \to 0 \). Therefore at low temperature, the repulsive interactions dominate. The way to solve this matrix model in (C.12) is to introduce the eigenvalue density and solve using the mean-field theory approximation. The level density of the eigenvalues is spread uniformly over the circle as \( T \to 0 \). As we increase the temperature, this distribution becomes more and more non-uniform, and the phase ceases to be stable when the terms in the potential turn negative. The condition for the stability of the potential then becomes
\[ \frac{2(x + x^2)}{(1-x)^3} < 1. \] (C.20)

Since \( 0 < x < 1 \) and \( x \) monotonically increases with temperature in this regime, the leading \( k = 1 \) order well approximates the above condition since it gives the strongest contribution. The temperature at which this phase becomes unstable is the Hagedorn temperature and is given by
\[ \frac{2(x + x^2)}{(1-x)^3} = 1. \] (C.21)

Solving this the Hagedorn temperature is given by \( k_b T_H = 0.634484 \).

**Evaluation of the partition function for small \( N \)**

We use the single-particle bosonic partition functions to expand the complete partition function up to the first two powers in cosines, as the remaining terms fall off quite rapidly and therefore have negligible contributions. We will demonstrate this for the \( N = 2 \) case and will treat higher \( N \) similarly. The partition function for \( N = 2 \) is given by
\[ Z(x) = \int_{-\pi}^{\pi} d\alpha_1 d\alpha_2 \sin^2 \left( \frac{\alpha_2 - \alpha_1}{2} \right) \exp \left[ \sum_{k=1}^{\infty} \frac{4 \cos k (\alpha_2 - \alpha_1) x + x^2}{k} \right]. \] (C.22)

Upon the expansion to the first two orders, we obtain the partition function to be
\[ Z(x) = \int_{-\pi}^{\pi} d\alpha_1 d\alpha_2 \sin^2 \left( \frac{\alpha_2 - \alpha_1}{2} \right) \exp \left[ \frac{4(x+x^2)\cos(\alpha_2 - \alpha_1)}{(1-x)^3} + \frac{2(x^2+x^4)\cos(2(\alpha_2 - \alpha_1))}{(1-x)^3} \right]. \] (C.23)

We evaluate the partition function numerically for \( N = 2 \) using equation (C.23) at temperature \( T = 0.64 \), which is just above the Hagedorn temperature. Similarly, we can explicitly write down the first two terms in the partition function, which are the leading contributions and numerically integrate them for \( N = 3, 4, 5 \) at \( T = 0.64 \). We use these to derive the numerical values of entropy, average energy and use the entropy to calculate the dimensionality of the Hilbert space. These values are given in table 3.
D Maximum volume slices for the AdS black hole

In this appendix we will maximize the volume of the nice slices of AdS$^{d+1}$ black holes whose endpoints are at $(u_0, 0)$ on the left horizon and $(0, v_0)$ on the right horizon. Using the isometry of AdS, we will set $u_0 = v_0$. The following calculation holds for both the one-sided black hole and the eternal black hole. The metric in the Kruskal coordinates for the eternal black hole is given by

$$ds^2 = -\frac{4f(r)}{f'(r_h)^2} e^{-f'(r_h)r^*} du_k dv_k + r^2 d\Omega^2_{d-1}, \quad (D.1)$$

where $f(r) = r^2 + 1 - \frac{C}{r^{d-2}}, \ r_h$ is the black hole horizon and $r^*$ is the tortoise coordinate. The Kruskal coordinates are denoted with a subscript $k$ in order to avoid potential confusion with Eddington-Finkelstein coordinate $v$ which we will be using later on.

The variational problem

In this subsection, we utilize the method given in [56, 57] to compute the volumes of maximal slices. First, we will define a conserved quantity $E$ and write the maximum volume in terms of it. Afterwards, we will fix $E$ in terms of the Kruskal coordinate $u_0$.

Note that the method used to calculate the volume-maximizing slices is not restricted to AdS black holes. As an example, we will calculate the maximum volume for slices in the interior of a $2 + 1$ dimensional AdS black brane.

Expression for the maximum volume in terms of the conserved quantity $E$

We write the black hole metric in infalling Eddington-Finkelstein coordinates where we will be using $v = t + r^*$. The method used to compute the volume does not depend on a specific $f(r)$. In these coordinates, the metric takes the form:

$$ds^2 = -f(r) dv^2 + 2dr dv + r^2 d\Omega^2_{d-1}, \quad (D.2)$$

where again $f(r) = r^2 + 1 - \frac{C}{r^{d-2}}$. We assume that the nice slice of maximum volume has the same symmetry as that of the $(d-1)$ sphere. Extremizing (D.3) gives the maximum volume, where a dot denotes the derivative with respect to $\sigma$, which is a parameter characterizing the nice slices. Here $V_{d-1}$ is the volume of the $(d-1)$ spherical ball.

$$V = V_{d-1} \int d\sigma r^{d-1} \left(-f(r) \dot{v}^2 + 2\dot{r} \dot{v}\right)^{\frac{1}{2}} \quad (D.3)$$

Extremizing the above equation follows the same procedure for extremizing action, with the integrand playing the role of a Lagrangian. Since the Lagrangian does not depend on $v$, therefore we have a conserved quantity $E = -\frac{\partial L}{\partial \dot{v}}$.

The volume here (D.3) is reparametrization invariant as it does not depend on the choice of $\sigma$. We will fix the parametrization as follows:

$$r^{d-1} \left(-f(r) \dot{v}^2 + 2\dot{r} \dot{v}\right)^{\frac{1}{2}} - 1 = 0. \quad (D.4)$$
We can now write down equations determining \( r(\sigma) \) and \( v(\sigma) \) using the fixed parametrization and the expression for \( E \), which allows us to write down \( r \) and \( v \) as coupled differential equations in terms of \( E \).

\[
E - r^{2(d-1)} [f(r) \dot{v} - \dot{r}] = 0 \tag{D.5}
\]

\[
r^{2(d-1)} r'^2 - f(r) - r^{-2(d-1)} E^2 = 0. \tag{D.6}
\]

Eliminating \( \dot{v} \) using the above equation, the expression for the maximum volume takes the following form:

\[
V = 2V_{d-1} \int_{r_{\min}}^{r_h} \frac{dr}{r} = 2V_{d-1} \int_{r_{\min}}^{r_h} dr \frac{r^{2(d-1)} + 1}{\sqrt{f(r)r^{2(d-1)} + E^2}}, \tag{D.7}
\]

where \( r \) in the integral goes to a minimum value of \( r_{\min} \) which is determined by substituting \( \dot{r} = 0 \) in (D.6).

\[
f(r_{\min}) r^{2(d-1)} + E^2 = 0. \tag{D.8}
\]

**Fixing \( E \) in terms of Kruskal coordinate \( u_0 \)**

Here we fix \( E \) in terms of \( u_0 \). We see that \( E \) is negative since at \( r = r_{\min} \) as we have \( \dot{r}|_{r=r_{\min}} = 0 \) and \( \dot{v}|_{r=r_{\min}} > 0 \). From the definition of the coordinate \( v \), and using equations (D.5) and (D.6) we get

\[
t_r + r_h^* - r^*(r_{\min}) = \int_{r_{\min}}^{r_h} dv = \int_{r_{\min}}^{r_h} dr \left[ \frac{E}{\sqrt{f(r)r^{2(d-1)} + E^2}} + \frac{1}{f(r)} \right]. \tag{D.9}
\]

Inside the horizon, the Kruskal coordinate \( u_h \) is related to \( r^* \) and \( t \) as \( u = e^{\frac{\int f'(r)|_{r=r}}{2}(r^*-t)} \).

Expressed in Kruskal coordinates (D.9) is given by:

\[
\log(u_0) = \log u_{\min} + \frac{f'(r_h)}{2} \int_{r_{\min}}^{r_h} dr \left[ \frac{E}{\sqrt{f(r)r^{2(d-1)} + E^2}} + \frac{1}{f(r)} \right]. \tag{D.10}
\]

**Analytic expression for the volume growth of maximum volume surfaces in terms of Kruskal coordinate \( u_0 \)**

We derive an analytic expression relating the volume growth of the maximum volume surfaces in terms of the Kruskal coordinate \( u_0 \). Notice that the integrands in (D.7) and (D.10) are regular and don’t blow up at \( r_h \). The integrands are denoted below by \( V' \) and \( I' \) respectively.

\[
\lim_{r \to r_h} V' = \frac{V_{d-1} r_h^{2(d-1)}}{|E|} \tag{D.11}
\]

\[
\lim_{r \to r_h} I' = \lim_{r \to r_h} \left[ \frac{E}{(r^2 - r_h^2)\sqrt{(r^2 - r_h^2)r^2 + E^2}} + \frac{1}{f(r)} \right] = \frac{1}{4} \frac{f'(r_h) r_h^{2(d-1)}}{E^2} \tag{D.12}
\]
At $r_{\text{min}}$ also both these integrands encounter a similar logarithmic blow-up.

\[
\lim_{r \to r_{\text{min}}} V' = \frac{V_{d-1}r_{\text{min}}^{2(d-1)}}{\sqrt{E^2 + r^{2(d-1)}f(r)}} \tag{D.13}
\]

\[
\lim_{r \to r_{\text{min}}} I' = \lim_{r \to r_{\text{min}}} \left[ \frac{E}{(r^2 - r_h^2)\sqrt{(r^2 - r_h^2)r^2 + E^2}} + \frac{1}{f(r)} \right] = -\frac{f'(r_h)|E|}{2f(r_h)r_{\text{min}}^{2(d-1)}} \frac{r_{\text{min}}}{\sqrt{E^2 + r^{2(d-1)}f(r)}} \tag{D.14}
\]

Since these integrands have similar blow up, one can relate the volume with $u_0$ as follows using (D.8) and the definition of Hawking temperature $\beta$,

\[
V = \frac{\beta A(r_{\text{min}})}{2\pi} \log u_0 + O(1) \tag{D.15}
\]

Here $O(1)$ is a subleading quantity which does not grow with $u_0$.

**An example: The 2+1 black brane**

As an example of this above volume maximization we will take a look at 2+1 dimensional branes. This provides us an opportunity to study the late-time behaviour of $E$, thereby allowing us to understand how $E$ characterizes the slice. The general $d+1$ black brane metric is given by:

\[
\text{d}s^2 = -f(r) \text{d}v^2 + 2dr \text{d}v + r^2 \text{d}x_{d-1}^2, \tag{D.16}
\]

where $f(r) = r^2 \left( 1 - \left( \frac{r}{r_h} \right)^d \right)$. The inverse temperature for the black brane is given by $\beta = \frac{4\pi}{f'(r_h)} = \frac{4\pi}{dr_h}$. The expression for $u_{\text{min}}$ takes the form

\[
u_{\text{min}} = e^{\frac{dr_h}{2}r^*(r_{\text{min}})}, \tag{D.17}
\]

where $r_{\text{min}}$ is calculated from (D.8) for $d = 2$ to be

\[
r_{\text{min}} = \sqrt{\frac{r_h^2 + \sqrt{r_h^4 - 4E^2}}{2}}. \tag{D.18}
\]

Note that (D.18) has 3 more roots, two of which are dropped because they are negative. The third root $r = \sqrt{\frac{r_h^2 - 4E^2}{2}}$ is dropped as the integrand becomes imaginary once the lower limit of integration goes below $r_{\text{min}} = \sqrt{\frac{r_h^2 + \sqrt{r_h^4 - 4E^2}}{2}}$. The volume and the relation of $E$ with $u_0$ for $d = 2$ are respectively given by

\[
V = \int_{r_{\text{min}}}^{r_h} dr \frac{r^2}{\sqrt{(r^2 - r_h^2)r^2 + E^2}} \tag{D.19}
\]

and

\[
\log u_0 = \log u_{\text{min}} + r_h \int_{r_{\text{min}}}^{r_h} dr \left[ \frac{E}{(r^2 - r_h^2)\sqrt{(r^2 - r_h^2)r^2 + E^2}} + \frac{1}{f(r)} \right] \tag{D.20}
\]
Late time behaviour of \( r_{\text{min}} \) and \( E \)

The indefinite integrals indicate that the volume tends to infinity as \( E^2 \to r^4 h^4 \). We took into account the largest root as \( r_{\text{min}} \) while solving the minimization equation \( E^2 + r_{\text{min}}^2 f(r_{\text{min}}) = 0 \). \( |E| \) characterizes the nice slice and it increases monotonically with Kruskal time. Therefore at late times \( r_m = \lim_{u \to \infty} r_{\text{min}} \) is an extremum of \( r^2 f(r) \), which translates to \( [r^2 f(r)]' = 0 \). By definition \( r_m \) is also a root of \( E^2 + r^2 f(r) = 0 \). Therefore we see at late times,

\[
r_m = \frac{r_h}{\sqrt{2}},
\]

while late times \( E \) is related to \( r_h \) by

\[
E^2 = \frac{r_h^4}{4}.
\]

The volume is given by (D.15), where we substitute \( r_{\text{min}} \) from (D.18).

E  Technique used to accommodate vectors on the unit sphere in Hilbert space

In order to demonstrate overcounting, we construct a larger number of vectors on a sphere than its dimension such that they are almost equally separated from each other. This procedure is similar to the one we used to derive the worst-case overcounting formula.

In order to do this we define an energy function with a positive energy cost, i.e. a repelling force if vectors are too close to each other. The energy is minimized when the points are evenly distributed. We implement this numerically by pushing vectors away from each other. For vector \( \vec{v}_i \) where \( i \neq j \),

\[
\vec{v}_i \to \vec{v}_i + \alpha \frac{(\vec{v}_i - \vec{v}_j)}{|\vec{v}_i - \vec{v}_j|^2} \beta
\]

This map drives a vector away from the nearest vectors and brings it closer to other distant vectors. The action pushes the vector out of the sphere, and we compensate this by normalizing the vector to bring them back on the sphere. \( \alpha \) and \( \beta \) are parameters which make the pushing action more or less. As a result, the pushing action separates the vectors until they come close to equilibrium and are almost equally separated from each other.

As a test, we check our program for the inner products of simplex, orthoplex and hypercube whose inner product we have already computed in appendix B. We push these vectors 200, 200, 300 times respectively with \( \alpha = 100, 100, 1 \) for these three cases and \( \beta = 4, 4, 1 \), and find that there is convergence to the theoretically estimated dot product after approximately 120 iterations in each case. Figure 10 demonstrates the convergence of the maximum inner products to their theoretical values.

Figure 10 gives a nice description of what the method does. Stronger values of \( \alpha \) and \( \beta \) means a stronger repelling force from nearby vectors and hence more energy cost. Hence for \( \alpha = 100, \beta = 4 \) we require about 120 iterations for the 300 points to converge. However, for a much lower value of \( \alpha = 1, \beta = 1 \) the repelling force is not that strong, and hence the energy cost is not great. Hence it takes many iterations for the inner products to converge to their theoretical value.
Figure 10. We test the pushing technique for simplex in the left figure, orthoplex on the right and hypercube in the bottom figure. We see that the inner products converge to their actual value after around 100 iterations for the left and the right figures where we set the parameters $\alpha = 100$, $\beta = 4$. In comparison, inner products converge to their actual value after 200–220 iterations for the bottom figure which we perform with $\alpha = 1$ and $\beta = 1$.
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