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Abstract
Bayesian optimization (BO) is a popular paradigm for global optimization of expensive black-box functions, but there are many domains where the function is not completely black-box. The data may have some known structure, e.g. symmetries, and the data generation process can yield useful intermediate or auxiliary information in addition to the value of the optimization objective. However, surrogate models traditionally employed in BO, such as Gaussian Processes (GPs), scale poorly with dataset size and struggle to incorporate known structure or auxiliary information. Instead, we propose performing BO on complex, structured problems by using Bayesian Neural Networks (BNNs), a class of scalable surrogate models that have the representation power and flexibility to handle structured data and exploit auxiliary information. We demonstrate BO on a number of realistic problems in physics and chemistry, including topology optimization of photonic crystal materials using convolutional neural networks, and chemical property optimization of molecules using graph neural networks. On these complex tasks, we show that BNNs often outperform GPs as surrogate models for BO in terms of both sampling efficiency and computational cost.

1. Introduction
Bayesian optimization (BO) is a global optimization algorithm well-suited for expensive, black-box, derivative-free functions and has been successfully applied to a wide range of problems in science and engineering (Ueno et al., 2016; Griffiths & Hernández-Lobato, 2020; Korovina et al., 2020) as well as hyperparameter tuning of machine learning models (Snoek et al., 2012; Swersky et al., 2014; Klein et al., 2017). By training a Bayesian surrogate model on the available data, BO can efficiently decide the next data point to label in each iteration to maximize sampling efficiency.

However, in many domains, the objective function is not a complete black box. Many complex, high-dimensional input spaces such as images or molecules have some known structure or symmetries. In addition, rather than directly outputting the value of the objective, the data collection process may instead provide intermediate or auxiliary information from which the objective function can be cheaply computed. For example, a scientific experiment or simulation may produce multiple measurements, such as the optical scattering spectrum of a nanoparticle over a range of wavelengths or the multiple quantum chemistry properties of a molecule from a single density functional theory (DFT) calculation. These are important factors for designing and training an accurate surrogate model, but they are often not fully exploited in existing methods and applications.

Typically the surrogate model in BO is a Gaussian Process (GP), as the posterior predictive distribution can be expressed analytically. However, (1) inference in GPs scales cubically with the number of observations and output dimensionality, limiting its use with larger datasets, and (2) GPs operate most naturally over continuous spaces, and so kernels for high-dimensional data with complex structure must be carefully formulated and tuned by hand for each new task. Encoding inductive biases, symmetries, and invariances can be challenging. Random forests have also been used for iterative optimization as they do not face scaling challenges; however, they still face the same issues with encoding complex structures (Hutter et al., 2011).

More recently, Bayesian neural networks (BNNs) have been proposed as surrogate models for BO since BNNs can be efficiently trained on extremely large datasets (Snoek et al., 2015; Springenberg et al., 2016). Additionally, the ability to incorporate a variety of constraints, symmetries, and inductive biases into BNN architectures allows BO to be applied to more complex tasks with structured data.

This work aims to further expand upon the use of BNNs...
as surrogate models in BO and apply BO to real-world scientific datasets. Our contributions are as follows:

- We take advantage of auxiliary information to improve BNN-based BO for tasks with high-dimensional observations.
- We demonstrate BO on complex input spaces including images and molecules using convolutional and graph neural networks, respectively.
- We apply BO to several realistic scientific datasets, including the optical scattering of a nanoparticle, topology optimization of a photonic crystal material, and chemical property optimization of molecules from the QM9 dataset.

We focus on scientific problems both because the applications are important and because these tasks serve as a useful and challenging testing ground. We show that BNNs are often able to significantly outperform GPs on these problems, and we believe that these strong results will also generalize to other contexts and enable BO to be applied to a wider range of problems.

We make our datasets and code publicly available at [http://github.com/placeholder/deepBO](http://github.com/placeholder/deepBO).

### 2. Related Work

Bayesian optimization of problems with intermediate representations have been studied on synthetic problems that have been decomposed into composite functions (Astudillo & Frazier, 2019). However, the multi-output GP they use scales poorly with output dimensionality, and so is limited to simpler problems. Additionally, GP kernels have been formulated for complex input spaces including convolutional kernels (Van der Wilk et al., 2017; Novak et al., 2020; Wilson et al., 2016) and graph kernels (Shervashidze et al., 2011; Walker & Glocker, 2019).

Neural networks have been previously integrated into a surrogate model for BO by using them as an adaptive basis function for Bayesian linear regression (Snoek et al., 2015). Perrone et al. (2018) showed how this can enable BO in more complex settings, including transfer learning of the adaptive basis across multiple tasks, and modeling of auxiliary signals to improve performance. Alternatively, BNNs that use Hamiltonian Monte Carlo to sample the posterior have been used for single-task and multi-task BO for hyperparameter optimization (Springenberg et al., 2016).

Active learning is a similar scheme to BO that, instead of optimizing an objective function, aims to optimize the predictive ability of a model with as few data points as possible. Deep learning has enabled active learning on a variety of high-dimensional data including images (Gal et al., 2017), language (Siddhant & Lipton, 2018), and partial differential equations (Zhang et al., 2019a). BNNs have also been applied in another similar setting, contextual bandits, where the model chooses between discrete actions to maximize expected reward (Blundell et al., 2015; Riquelme et al., 2018).

### 3. Bayesian Optimization

We formulate BO as a maximization problem in which we wish to find \( x^* \in X, y^* = f(x^*) \in Y \) such that \( x^* = \arg \max_x f(x) \). In general, \( f \) can be a noisy function, but here we assume that evaluations are noise-free, which is typical for numerical simulations in many fields of science.

We briefly review the BO algorithm here, and more details can be found in the Supplementary Materials and in the literature (Brochu et al., 2010; Shahriari et al., 2015). In each iteration, a surrogate model \( \mathcal{M} \) is trained on a labeled dataset \( \mathcal{D}_{\text{train}} = \{ (x_n, y_n) \}_{n=1}^N \), where \( \mathcal{M} \) provides a prediction probability distribution that represent predictive uncertainty. An acquisition function \( \alpha \) then uses \( \mathcal{M} \) to suggest the next data point \( x_{N+1} \in X \) to label, where

\[
\arg \max_{x \in X} \alpha(x; \mathcal{M}, \mathcal{D}_{\text{train}}). \quad (1)
\]

The new data is evaluated to get \( y_{N+1} = f(x_{N+1}) \), and \( (x_{N+1}, y_{N+1}) \) is added to \( \mathcal{D}_{\text{train}} \). The optimization continues until some stopping criteria is met.

#### 3.1. Continued Training with Learning Rate Annealing

One challenge is that training \( \mathcal{M} \) on \( \mathcal{D}_{\text{train}} \) from scratch in every optimization loop adds a large computational cost that limits the applicability of our algorithm. This is especially true in the case where BNNs are used for \( \mathcal{M} \), which are ideally trained for a long time until convergence.

To minimize the training time in each optimization loop, we use the model that has been trained in the \( N \)th optimization loop iteration as the initialization (also known as a “warm start”) for the \((N+1)\)th iteration, rather than training from a random initialization. This enables the model’s training loss to converge in only a few epochs. However, we have found that naive continued training results in poor BO performance because training does not converge for the new data point \( \mathcal{D}_{\text{new}} = (x_{N+1}, y_{N+1}) \) relative to the rest of the data under a limited computational budget, resulting in the acquisition function possibly labeling similar points in consecutive iterations. To mitigate this, we use the cosine annealing learning rate proposed in Loshchilov & Hutter (2016) which starts with a large learning rate and drops the learning rate to 0. This also has the advantage of allowing the model to more easily explore a multimodal posterior (Huang et al., 2017).
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3.2. Acquisition Function

We choose the expected improvement (EI) acquisition function $\alpha_{EI}$ (Jones et al., 1998). When the prediction distribution from the surrogate model $M$ is a normal distribution $\mathcal{N}(\mu(x), \sigma^2(x))$, EI can be expressed analytically as

$$\alpha_{EI}(x) = \sigma(x) \left[ \gamma(x) \Phi(\gamma(x)) + \phi(\gamma(x)) \right],$$  \hspace{1cm} (2)

where $\gamma(x) = (\mu(x) - y_{best})/\sigma(x)$, $y_{best} = \max\{y_n\}_{n=1}^N$ is the best value of the objective function so far, and $\phi$ and $\Phi$ are the PDF and CDF of the standard normal $\mathcal{N}(0,1)$, respectively. For surrogate models that do not give an analytical form for the prediction distribution, we sample from the posterior $N_{MC}$ times and use a Monte Carlo approximation of EI:

$$\alpha_{EI-MC}(x) = \frac{1}{N_{MC}} \sum_{i=1}^{N_{MC}} \max \left( \mu^{(i)}(x) - y_{best}, 0 \right).$$  \hspace{1cm} (3)

where $\mu^{(i)}$ is a prediction sampled from the posterior of $M$. Unless otherwise stated, we set $N_{MC} = 30$ and choose the next data point to label by maximizing EI on a pool of $|X_{pool}| = 10^5$ randomly sampled points.

3.3. Auxiliary Information

Typically we assume $f$ is a black box function, so we train $M: \mathcal{X} \rightarrow \mathcal{Y}$ to model $f$. Here we consider the case where the experiment or observation may provide some intermediate or auxiliary information $z \in Z$, such that $f$ can be decomposed as

$$f(x) = h(g(x)), \hspace{1cm} (4)$$

where $g: \mathcal{X} \rightarrow Z$ is the expensive labeling process, and $h: Z \rightarrow \mathcal{Y}$ is a known objective function that can be cheaply computed. In this case, we train $M: \mathcal{X} \rightarrow Z$ to model $g$, and the approximate EI acquisition function becomes

$$\alpha_{EI-MC-aux}(x) = \frac{1}{N_{MC}} \sum_{i=1}^{N_{MC}} \max \left( h\left( \mu^{(i)}(x) \right) - y_{best}, 0 \right).$$  \hspace{1cm} (5)

We denote models trained using auxiliary information with the suffix “-aux.”

4. Surrogate Models

Ensembles Lakshminarayanan et al. (2017) suggest ensembling neural networks that directly predict both the mean and variance to allow for heteroscedastic noise. In contrast, we assume noise-free labels (which is common for scientific numerical simulations) and use the variance across the ensemble to build the prediction distribution rather than directly parameterizing the variance. Our ensemble size is $N_{MC} = 10$.

Variational BNNs We use Bayes by Backprop (BBB), a variational method that approximates the posterior over the neural network weights with independent normal distributions (Blundell et al., 2015). We also compare Multiplicative Normalizing Flows (MNF) in the Supplementary Material, which uses normalizing flows for more expressive posterior distributions (Louizos & Welling, 2017).

Neural Linear Models We use a neural network as an adaptive basis for Bayesian linear regression (Snoek et al., 2015).

Infinite-Width Neural Networks We implement infinite-width neural networks using the Neural Tangents library (Novak et al., 2020).

GP Baselines We implement BO using Gaussian Processes (GPs) with a Matérn kernel using the GPyOpt library (The GPyOpt authors, 2016). The library optimizes over the acquisition function in the inner loop using the L-BFGS algorithm. We also implement GPs using various kernels provided by the Neural Tangents library, including convolutional kernels for images (Novak et al., 2020). Additionally, we compare against BO with multi-output GPs (MOGPs) for composite functions as implemented by Astudillo & Frazier (2019).

Other Baselines We compare against several global optimization algorithms that do not use Bayesian surrogate models and are cheap to run. LIPO (Malherbe & Vayatis, 2017) is implemented in the dlib library (King, 2009). DIRECT-L (Gablonsky & Kelley, 2001) is implemented in the NLopt library (Johnson, 2010). CMA-ES is implemented in the pycma library (Hansen et al., 2019).

Ensembles and variational methods can easily scale up to high-dimensional outputs with minimal increase in computational cost by simply changing the output layer size, and so we can use the “-aux” variants of these architectures in BO. Neural Linear and GPs scale cubically with output dimensionality, making them infeasible to train on high-dimensional auxiliary information.

5. Experiments

We first examined small-scale, low-dimensional problems without auxiliary or structural information, namely the Branin and Hartmann-6 functions, and found that GPs performed the best as expected. Notably, BNNs are competitive with GPs, showing that they are viable even for these simple problems. These results can be found in the supplementary.

We now look at three scientific optimization tasks all of which provide auxiliary information that can be leveraged. These tasks are more difficult than the synthetic tasks typically studied. In the latter two tasks, the structure of the data also becomes important and hence BNNs significantly outperform GPs and other baselines. Due to space constraints,
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5.1. Multilayer Nanoparticle

Figure 1. (a) A three-layer nanoparticle parameterized by the layer thicknesses. (b) An example of the scattering cross-section spectrum of a six-layer nanoparticle. (c) Whereas GPs are trained to directly predict the objective function, (d) multi-output BNNs can be trained with auxiliary information, which here is the scattering spectrum.

we only highlight results from select architectures (see Supplementary Materials for full results along with dataset and hyperparameter details). All BO results are averaged over multiple trials, and the shaded area in the plots represents ± one standard error over the trials.

BO results are shown in Table 1, and select results are plotted in Figure 2. Adding auxiliary information significantly improves BO performance for both ensembles and BBB. Additionally, they are competitive with GPs, making BNNs a viable approach for scaling BO to large datasets. Surprisingly, the infinite ensemble of infinite-width networks performs poorly compared to normal ensembles, suggesting that the infinite-width formulations do not fully capture the dynamics of their finite-width counterparts. We also compare to MOGPs in the supplemental information. Due to the poor scaling of MOGPs with respect to output dimensionality, we could only run MOGPs for 50 iterations in a comparable amount of time. Even within 50 iterations, MOGPs perform poorly, comparable to random sampling.

5.2. Photonic Crystal Topology

Next we look at a more complex, high-dimensional domain that contains symmetries not easily exploitable by GPs. Photonic crystals (PCs) are nanostructured materials that are engineered to exhibit exotic optical properties not found in bulk materials, including photonic band gaps, negative index of refraction, and angular selective transparency (John, 1987; Yablonovitch, 1987; Joannopoulos et al., 2008; Shen et al., 2014). As advanced fabrication techniques are enabling smaller and smaller feature sizes, there has been growing interest in inverse design and topology optimization to design even more sophisticated PCs (Jensen & Sigmund, 2011; Men et al., 2014) for applications in photonic inte-
Table 1. Select BO results for the nanoparticle scattering problem. “-AUX” refers to models trained with auxiliary information. “INF” refers to infinite ensemble of infinite-width NNs, trained with continuous gradient descent for infinite time, with “NNGP” and “NTK” being the choice of kernel.

| Model        | Narrowband |                             | Highpass |                             |
|--------------|------------|------------------------------|----------|------------------------------|
|              | $y_{\text{BEST}}$ AT $N = 250$ | $y_{\text{BEST}}$ AT $N = 1000$ | $y_{\text{BEST}}$ AT $N = 250$ | $y_{\text{BEST}}$ AT $N = 1000$ |
|              | MEAN  | SE   | MEAN  | SE   | MEAN  | SE   | MEAN  | SE   |
| GP           | 0.1606 | 0.0005 | 0.1621 | 0.0001 | 1.0839 | 0.0017 | 1.0851 | 0.0008 |
| ENSEMBLE     | 0.1558 | 0.0011 | 0.1607 | 0.0003 | 1.0729 | 0.0025 | 1.077 | 0.0021 |
| ENSEMBLE-AUX | 0.1578 | 0.0014 | 0.1593 | 0.0013 | 1.0783 | 0.0003 | 1.0822 | 0.001 |
| BBB          | 0.1596 | 0.0006 | 0.1596 | 0.0006 | 1.0753 | 0.0005 | 1.0753 | 0.0005 |
| BBB-AUX      | 0.1601 | 0.0011 | 0.1601 | 0.0001 | 1.0760 | 0.0028 | 1.076 | 0.0028 |
| NEURAL LINEAR| 0.1543 | 0.0021 | 0.1579 | 0.0015 | 1.0798 | 0.0007 | 1.0836 | 0.0007 |
| INF-NNGP-STD | 0.1551 | 0.0006 | 0.1598 | 0.0006 | 1.0615 | 0.0043 | 1.069 | 0.0018 |
| INF-NTK-STD  | 0.1564 | 0.0006 | 0.1607 | 0.0001 | 1.0607 | 0.0039 | 1.0761 | 0.0014 |
| RANDOM       | 0.1527 | 0.0008 | 0.1555 | 0.0006 | 1.0053 | 0.0063 | 1.0362 | 0.0047 |
| LIPO         | 0.1604 | 0.0016 | 0.1619 | 0.0006 | 1.0792 | 0.0066 | 1.087 | 0.0034 |
| DIRECT-L     | 0.1544 | 0 | 0.156 | 0 | 1.0777 | 0 | 1.0801 | 0 |

Here we consider 2D PCs consisting of periodic unit cells represented by a $32 \times 32$ pixel image, as shown in figure 3(a), with white and black regions representing vacuum (or air) and silicon, respectively. Because optimizing over raw pixel values may lead to pixel-sized features or intermediate pixel values that cannot be fabricated, we have parameterized the PCs with a level-set function $\phi: \mathcal{X} \rightarrow \mathcal{V}$ that converts a 51-dimensional feature vector $\phi(x) = [c_1, c_2, \ldots, c_{50}, \Delta] \in \mathbb{R}^{51}$ representing the level-set parameters into an image $v \in \mathbb{R}^{32 \times 32}$ that represents the PC.

We test BO on two different data distributions, which are shown in Figure 3(b,c). In the PC-A distribution, $x$ spans $c_i \in [-1, 1], \Delta \in [-3, 3]$. In the PC-B distribution, we arbitrarily restrict the domain to $c_i \in [0, 1]$. The PC-A data distribution is translation invariant, meaning that any PC with a translational shift will also be in the data distribution. However, the PC-B data distribution is not translation invariant, as shown by the white regions in the center of all the examples in Figure 3(c). The optical properties of PCs can be characterized by their photonic density of states (DOS), e.g. see Figure 3(d). We choose an objective function that aims to minimize the DOS in a certain frequency range while maximizing it everywhere else, which corresponds to opening up a photonic band gap in said frequency range.

As shown in Figure 3(e,f), we train GPs directly on the level-set parameters $\mathcal{X}$, whereas we train the Bayesian convolutional NNs (BCNNs) on the more natural unit cell image space $\mathcal{V}$. BCNNs can also be trained to predict the full DOS as auxiliary information $z \in \mathbb{R}^{500}$. The BO results, seen in Figure 4, show that BCNNs outperform GPs by a significant margin on both datasets, which is due to both the auxiliary information and the inductive bias of the convolutional layers, as shown in Figure 5(a). Because the behavior of PCs is determined by their topology rather than individual pixel values, BCNNs are much better suited to analyze this dataset as opposed to GPs. Additionally, BCNNs can be made much more data-efficient since they directly encode translation invariance and thus learn the behavior of a whole class of translated images from a single image.

For our main experiments with BCNNs, we use an architecture that respects translation invariance. To demonstrate the effect of another commonly used deep learning training technique, we also experiment with incorporating translation invariance into a translation dependent (i.e. not translation invariant) architecture using a data augmentation scheme in which each image is randomly translated, flipped, and rotated during training. We expect data augmentation to improve performance when the data distribution exhibits the corresponding symmetries: in this case, we focus on translation invariance. As shown in Figure 5(b), we indeed find that data augmentation improves the BO performance of the translation dependent architecture when trained on the translation invariant PC-A dataset, even matching the performance of a translation invariant architecture on PC-A. However, on the translation dependent PC-B dataset, data augmentation initially hurts the BO performance of the translation dependent architecture because the model is unable to quickly specialize to the more compact distribution of PC-B, putting its BO performance more on par with models trained on PC-A. These results show that techniques used to improve generalization performance (such as data augmentation or invariant architectures) for training deep learning architectures can also be applied to BO surrogate models and, when used appropriately, directly translate into improved BO performance. Note that data augmentation would not be feasible for GPs without a hand-crafted kernel as the increased size of the dataset would cause inference to
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Figure 3. (a) A 2D photonic crystal (PC), where the black and white regions represent different materials, and the periodic unit cells are outlined in red. Examples of PC unit cells drawn from the (b) PC-A distribution where \( c_i \in [-1, 1] \), and (b) the PC-B distribution which is arbitrarily restricted to \( c_i \in [0, 1] \). The PC-A data distribution is translation invariant, whereas unit cells drawn from the PC-B distribution all have white regions in the middle of the unit cell, so the distribution is not translation invariant. (d) Example of density of states (DOS) which tell us about the PC’s optical properties. (e, f) Comparison of the process flow for training the surrogate model in the case of (e) GPs and (f) Bayesian Convolutional NNs (BCNN). The BCNN can train directly on the images to take advantage of the structure and symmetries in the data, and predict the multi-dimensional DOS.

become computationally intractable.

5.3. Organic Molecule Quantum Chemistry

Finally, we use BO to optimize the chemical properties of molecules. Chemical optimization is of huge interest with applications in drug design and materials optimization (Hughes et al., 2011). This is a difficult problem where computational approaches such as density functional theory (DFT) can take days for simple molecules and are intractable for larger molecules, synthesis is expensive and time-consuming, and the space of synthesizable molecules is huge and complex. There have been many approaches for molecular optimization that largely revolve around finding a continuous latent space of molecules (Gómez-Bombarelli et al., 2018) or hand-crafting kernels (Korovina et al., 2020).

Here we focus on the QM9 dataset (Ruddigkeit et al., 2012; Ramakrishnan et al., 2014), which consists of 133,885 small organic molecules along with their geometric, electronic, and thermodynamics quantities that have been calculated with DFT. Instead of optimizing over a continuous space, we draw from the fixed pool of available molecules and iteratively select the next molecule to add to \( D_{\text{train}} \).

Graph neural networks (GNNs) are popular for chemistry applications due to the natural encoding of a molecule as a graph with atoms and bonds as nodes and edges. Here we adopt a GNN architecture, implemented by Spektral...
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Figure 6. (a) The GP is trained on the SOAP descriptor calculated for each molecule. (b) The BGNN operates directly on a graph representation of the molecule, where atoms and bonds are represented by nodes and edges, respectively. The BGNN can be trained on multiple properties given in the QM9 dataset.

Figure 7. BO results for various properties. For maximizing $\epsilon_{\text{gap}}$, the BGNNs quickly reach the maximum value. For maximizing $\alpha$, we see that including the extra information significantly improves performance.

(Grattarola & Alippi, 2020), for our Bayesian GNN (BGNN) surrogate model which can be trained directly on molecular graphs, as shown in Figure 6(b). For our GP-based BO baseline, we use the Smooth Overlap of Atomic Positions (SOAP) descriptor to produce a fixed-length feature vector $x \in \mathbb{R}^{7380}$ for each molecule, as shown in Figure 6(a) (De et al., 2016; Himanen et al., 2020).

We compare two different optimization objectives provided by the QM9 dataset: the HUMO-LUMO energy gap $\epsilon_{\text{gap}}$ and the isotropic polarizability $\alpha$. Because many of the chemical properties in the QM9 dataset can be collectively computed by a single DFT or molecular dynamics calculation, we can treat a subset of properties from QM9 as auxiliary information $z$ and train our BGNN to predict this entire subset simultaneously. The objective function $h$ then simply picks out the property of interest.

As shown in Figure 7, BGNNs significantly outperform GPs, showing that the inductive bias in the graph structure can lead to a much more natural representation of the molecule and its properties. In the case of maximizing the polarizability $\alpha$, including the auxiliary information improves BO performance, showing signs of positive transfer. In the case of maximizing the energy gap $\epsilon_{\text{gap}}$, the BGNNs quickly find the maximum value.

6. Discussion

The addition of auxiliary information significantly improves the performance of BO for the nanoparticle and photonic crystal tasks. We conjecture that the additional information forces the BNN to learn a more consistent physical model of the system since it must learn features that are shared across the multi-dimensional auxiliary information, thus enabling the BNN to generalize better. For example, the scattering spectrum of the multilayer particle consists of multiple resonances (sharp peaks), the width and location of which are determined by the material properties and layer thicknesses. The BNN could potentially learn these more abstract features, and thus, the deeper physics, to help it interpolate more efficiently as shown in Peurifoy et al. (2018). It is also possible that the loss landscape for the auxiliary information is smoother than that of the objective function and that the auxiliary information acts as an implicit regularization that improves generalization performance.

For the quantum chemistry task, using auxiliary information improves performance for one of the two properties we optimized. This is likely due to the small size of the available auxiliary information (only a handful of chemical properties from the QM dataset) as compared with the other two tasks. In a more realistic online setting, we would have significantly more physically-informative information available from a DFT calculation, e.g. we could easily compute the electronic density of states (the electronic analogue of the auxiliary information used in the photonics task). We also note that deep BO already performs extremely well on the $\epsilon_{\text{gap}}$ objective function, finding the maximum possible value within a couple hundred iterations, and so there is not much room for improvement.

There is an interesting connection between how well BNNs are able to capture and explore a multi-modal posterior distribution and their performance in BO. For example, we have noticed that larger batch sizes tend to significantly hurt BO performance. On the one hand, larger batch sizes may be resulting in poorer generalization as the model finds sharper local minima in the loss landscape. However, a more likely explanation is that the stochasticity inherent in smaller batch sizes allows the BNN to more easily explore the posterior distribution, which is known to be highly multi-modal (Fort et al., 2019). Indeed, BO often underperforms for very...
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7. Conclusion

We have shown how BNNs can be used as surrogate models in BO, which enables the scaling of BO to large datasets and provides the flexibility to incorporate a wide variety of constraints, data augmentation techniques, and inductive biases. We have demonstrated that integrating domain-knowledge on the structure and symmetries of the data into the surrogate model as well as exploiting intermediate or auxiliary information significantly improves BO performance. Intuitively, providing the BNN surrogate model with all available information allows the BNN to learn a more faithful physical model of the system of interest, thus enhancing the performance of BO. Finally, we have applied BO to real-world, high-dimensional scientific datasets, and our results show that BNNs can outperform GPs.

Future work will investigate more complex BNN architectures with stronger inductive biases. For example, output constraints can be placed through unsupervised learning (Karpate et al., 2017) or by variationally fitting a BNN prior (Yang et al., 2020). Custom architectures have also been proposed for partial differential equations (Raissi et al., 2017; Lu et al., 2020), many-body systems (Cramer et al., 2020), and generalized symmetries (Hutchinson et al., 2020), which will enable effective BO on a wider range of tasks. The methods and experiments presented here enable BO to be effectively applied in a wider variety of settings.
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1. Datasets

1.1. Nanoparticle Scattering

The multilayer nanoparticle consists of a lossless silica core surrounded by alternating layers of lossless TiO$_2$ and lossless silica. The relative permittivity of silica is $\varepsilon_{\text{silica}} = 2.04$. The relative permittivity of TiO$_2$ is dispersive and depends on the wavelength of light:

$$\varepsilon_{\text{TiO}_2} = 5.913 + \frac{0.2441}{10^{-6} \lambda^2} - 0.0803$$

where $\lambda$ is the wavelength given in units of nm. The entire particle is surrounded by water, which has a relative permittivity of $\varepsilon_{\text{water}} = 1.77$.

For a given set of thicknesses, we analytically solve for the scattering spectrum, i.e. the scattering cross-section $\sigma(\lambda)$ as a function of wavelength $\lambda$, using Mie scattering as described in Qiu et al. (2012). The code for computing $\sigma$ was adapted from Peurifoy et al. (2018).

The objective functions for the narrowband and highpass objectives are given as:

$$h_{\text{nb}}(z) = \int_{\lambda_{\text{low}}}^{\lambda_{\text{high}}} \sigma(\lambda) \, d\lambda \approx \sum_{i=1}^{25} \int_{z_i}^{z_{i+1}} \sigma(\lambda) \, d\lambda$$

and

$$h_{\text{hp}}(z) = \int_{\lambda_{\text{low}}}^{\lambda_{\text{high}}} \sigma(\lambda) \, d\lambda \approx \sum_{i=1}^{25} \int_{z_i}^{z_{i+1}} \sigma(\lambda) \, d\lambda$$

where $z \in \mathbb{R}^{201}$ is the discretized scattering cross-section $\sigma(\lambda)$ from $\lambda = 350$ nm to 750 nm.

1.2. Photonic Crystal

The photonic crystal (PC) consists of periodic unit cells with periodicity $a = 1 \mu$m, where each unit cell is depicted as a “two-tone” image, with the white regions representing silicon with permittivity $\varepsilon_1 = 11.4$ and black regions representing vacuum (or air) with permittivity $\varepsilon_0 = 1$.

The photonic crystal (PC) structure is defined by a spatially varying permittivity $\varepsilon(x,y) \in \{\varepsilon_0, \varepsilon_1\}$ over a 2D periodic unit cell with spatial coordinates $x,y \in [0,a]$. To parameterize $\varepsilon$, we choose a level set of a Fourier sum function $\phi$, defined as a linear combination of plane waves with frequencies evenly spaced in the reciprocal lattice space up to a maximum cutoff. Intuitively, the upper limit on the frequencies roughly corresponds to a lower limit on the feature size such that the photonic crystal remains within reasonable fabrication constraints. Here we set the cutoff such that there are 25 complex frequencies corresponding to 50 real coefficients $c = (c_1, c_2, \ldots, c_{50})$.

Explicitly, we have

$$\phi[c](x,y) = \text{Re} \left\{ \sum_{k=1}^{25} (c_k + ic_{k+25}) e^{2\pi i(n_xx+n_yy)/a} \right\},$$

where each exponential term is composed from the 25 different pairs $(n_x,n_y)$ with $n_x,n_y \in [-2,-1,0,1,2]$. We then choose a level-set offset $\Delta$ to determine the PC structure, where regions with $\phi > \Delta$ are assigned to be silicon and regions where $\phi \leq \Delta$ are vacuum. Thus, the photonic crystal unit cell topology is parameterized by a 51-dimensional vector, $[c_1,c_2,\ldots,c_{50},\Delta]^T \in \mathbb{R}^{51}$. More specifically,

$$\varepsilon(x,y) = \varepsilon[c,\Delta](x,y) = \begin{cases} \varepsilon_1 & \phi[c](x,y) > \Delta \\ \varepsilon_0 & \phi[c](x,y) \leq \Delta \end{cases},$$

which is discretized to result in a $32 \times 32$ pixel image $v \in \{\varepsilon_0, \varepsilon_1\}^{32 \times 32}$. This formulation also has the advantage of enforcing periodic boundary conditions.

For each unit cell, we use the MIT Photonic Bands (MPB) software (Johnson & Joannopoulos, 2001) to compute the band structure of the photonic crystal, $\omega(k)$, up to the lowest 10 bands, using a $32 \times 32$ spatial resolution (or equivalently, $32 \times 32$ k-points over the Brillouin zone $-\frac{\pi}{a} < k < \frac{\pi}{a}$). We also extract the group velocities at each k-point and compute the density-of-states (DOS) via an extrapolative
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technique, adapted from Liu et al. (2018). The DOS is computed at a resolution of 20,000 points, and a Gaussian filter of kernel size 100 is used to smooth the DOS spectrum. To normalize the frequency scale across the different unit cells, the frequency is rescaled via \( \omega \sqrt{\varepsilon_{\text{avg}}} \rightarrow \omega_{\text{norm}} \), where \( \varepsilon_{\text{avg}} = \frac{1}{a} \int_0^a \int_0^a \varepsilon(x, y) \, dx \, dy \approx \frac{1}{l^2} \sum_{i,j} v_{i,j} \) is the average permittivity over all pixels. Finally, the DOS spectrum is truncated at \( \omega_{\text{norm}} = 1.2 \) and interpolated using 500 points to give \( z \in \mathbb{R}^{500} \).

The objective function aims to minimize the DOS in a small frequency range and maximize it elsewhere. We use the following:

\[
h_{\text{DOS}}(z) = \frac{\sum_{i=1}^{300} z_i + \sum_{i=301}^{500} z_i}{1 + \sum_{i=301}^{500} z_i},
\]

where the 1 is added in the denominator to avoid singular values.

1.3. Organic Molecule Quantum Chemistry

The Smooth Overlap of Atomic Positions (SOAP) descriptor (De et al., 2016) uses smoothed atomic densities to describe local environments for each atom in the molecule through a fixed-length feature vector, which can then be averaged over all the atoms in the molecule to produce a fixed-length feature vector for the molecule. This descriptor is invariant to translations, rotations, and permutations. We use the SOAP descriptor implemented by DScribe (Himanen et al., 2020) using the recommended parameters: local cut-off \( r_{\text{cut}} = 5 \), number of radial basis functions \( n_{\text{max}} = 8 \), and maximum degree of spherical harmonics \( l_{\text{max}} = 8 \). We use outer averaging, which averages over the power spectrum of different sites.

The graph representation of each molecule is processed by the Spektral package (Grattarola & Alippi, 2020). Each graph is represented by a node feature matrix \( X \in \mathbb{R}^{s \times d_n} \), an adjacency matrix \( A \in \mathbb{R}^{s \times s} \), and an edge matrix \( E \in \mathbb{R}^{e \times d_e} \), where \( s \) is the number of atoms in the molecule, \( e \) is the number of bonds, and \( d_n, d_e \) are the number of features for nodes and edges, respectively.

The properties that we use from the QM9 dataset are listed in Table 1. We separate these properties into two categories: (1) the ground state quantities which are calculated from a single DFT calculation of the molecule and include geometric, energetic, and electronic quantities, and (2) the thermodynamic quantities which are typically calculated from a molecular dynamics simulation.

The auxiliary information for this task consist of the properties listed in Table 1 that are in the same category as the objective property, as these properties would be calculated together. The objective function then simply picks out the corresponding feature from the auxiliary information.

Table 1. List of properties from the QM9 dataset used as labels

| Property          | Unit   | Description                                           |
|-------------------|--------|-------------------------------------------------------|
| \( U \)           | Ha     | Internal energy                                       |
| \( H \)           | Ha     | Enthalpy                                              |
| \( G \)           | Ha     | Free energy                                           |
| \( C_V \)         | \( \text{cal mol}^{-1} \text{K}^{-1} \) | Heat capacity                                         |

Table 1. List of properties from the QM9 dataset used as labels

2. Bayesian Optimization

Algorithm 1 Bayesian optimization with auxiliary information

1: **Input**: Labelled dataset \( D_{\text{train}} = \left\{ (x_n, z_n, y_n) \right\}_{n=1}^{N_{\text{train}}=5} \)
2: for \( N = 5 \) to 1000 do
3: \( \text{Train } M : X \rightarrow Z \) on \( D_{\text{train}} \)
4: \( \text{Form an unlabelled dataset, } X_{\text{pool}} \)
5: \( \text{Find } x_{N+1} = \arg \max_{x \in X_{\text{pool}}} \alpha(x; M; D_{\text{train}}) \)
6: \( \text{Label the data } z_{N+1} = g(x_{N+1}), y_{N+1} = h(z_{N+1}) \)
7: \( D_{\text{train}} = D_{\text{train}} \cup (x_{N+1}, z_{N+1}, y_{N+1}) \)
8: end for

Our algorithm for Bayesian optimization using auxiliary information \( z \) is shown in Algorithm 1. This algorithm reduces to the basic BO algorithm in the case where \( h \) is
Figure 1. Effect of $|X_{\text{pool}}|$ used in the inner optimization loop to maximize the acquisition function on overall BO performance. $y_{\text{best}}$ is taken from the highpass objective function using the ensemble architecture, where “aux” denotes using auxiliary information.

As mentioned in the main text, the inner optimization loop in line 5 of Algorithm 1 is performed by finding the maximum value of $\alpha$ over a pool of $|X_{\text{pool}}|$ randomly sampled points. We can see in Figure 1 that increasing $|X_{\text{pool}}|$ in the acquisition step tends to improve BO performance. Thus, there is likely further room for improvement of the inner optimization loop using more sophisticated algorithms, possibly using the gradient information provided by BNNs.

3. Models and Hyperparameters

All BNNs other than the infinitely-wide networks are implemented in TensorFlow v1. Models are trained using the Adam optimizer using the cosine annealing learning rate with a base learning rate of $10^{-3}$ Loshchilov & Hutter (2016). All hidden layers use ReLU as the activation function, and no activation function is applied to the output layer.

Infinite-width neural networks are implemented using the Neural Tangents library (Novak et al., 2020). We use two different types of infinite networks: (1) “GP-” refers to a closed form expression for Gaussian process inference using the neural network as a kernel, and (2) “INF-” refers to an infinite ensemble of infinite-width networks that have been “trained” with continuous gradient descent for an infinite time. We compare NNGP and NTK kernels as well as the parameterization of the layers. By default, we use the NTK parameterization, but we also use the standard parameterization, denoted by “-STD”.

We also experiment with KL annealing in BBB, a proposed method to improve the performance of variational methods for BNNs in which the weight of the KL term in the loss function is slowly increased throughout training (Wenzel et al., 2020). For these experiments, we exponentially anneal the KL term with weight $\sigma_{KL}(i) = 10^{i/500-5}$ as a function of epoch $i$ when training from scratch; during the continued training, the weight is held constant at $\sigma_{KL} = 10^{-3}$.

Task-specific architecture details are listed in Section 4.

4. Additional Results

4.1. Test Functions

We test BO on several common synthetic functions used for optimization, namely the Branin and 6-dimensional Hartmann functions. We use BNNs with 4 hidden layers and 256 units in each hidden layer, where each hidden layer is followed by a ReLU activation function. Plots of the best value $y_{\text{best}}$ at each BO iteration are shown in Figure 2. As expected, GPs perform the best. Ensembles and BBB also perform competitively and much better than random sampling, showing that deep BO is viable even for low-dimensional black-box functions.

4.2. Nanoparticle Scattering

Unless stated otherwise, all the BNNs used for the nanoparticle scattering problem use an architecture consisting of 8 hidden layers with 256 units each. The infinite-width neural networks for the nanoparticle task consist of 8 hidden layers of infinite width, each of which are followed by ReLU activation functions. Detailed BO results for the nanoparticle scattering problem are shown in Table 2.

KL annealing in the BBB architecture significantly improves performance for the narrowband objective, although results are mixed for the highpass objective. Additionally, KL annealing has the downside of introducing more parameters that must be carefully tuned for optimal performance. MNF performs poorly, especially on the highpass objective where it is comparable to random sampling, and we have found that MNF is quite sensitive to the choice of hyperparameters for uncertainty estimates even on simple regression problems. The different variants infinite-width neural networks do not perform as well as the BNNs on both objective functions,
Table 2. BO results for the nanoparticle scattering problem. * denotes that $y_{\text{best}}$ is measured at $N = 50$ due to computational constraints.

| Model                | Narrowband |          |          | Highpass |          |          |
|----------------------|------------|----------|----------|----------|----------|----------|
|                      | $y_{\text{best}}$ AT $N = 250$ | $y_{\text{best}}$ AT $N = 1000$ |          | $y_{\text{best}}$ AT $N = 250$ | $y_{\text{best}}$ AT $N = 100$ |          |
|                      | MEAN    | SE      | MEAN    | SE      | MEAN    | SE      |
| GP                   | 0.1606  | 0.0005 | 0.1621  | 0.0001 | 1.0839  | 0.0017 | 1.0851  | 0.0008 |
| GP-AUX               | *0.1447 | 0.0029 | -       | -       | *0.9249 | 0.0212 | -       | -       |
| ENSEMBLE             | 0.1558  | 0.0011 | 0.1607  | 0.0003 | 1.0729  | 0.0025 | 1.0777  | 0.0021 |
| ENSEMBLE-AUX         | 0.1578  | 0.0014 | 0.1593  | 0.0013 | 1.0753  | 0.0005 | 1.0753  | 0.0005 |
| BBB                  | 0.1596  | 0.0006 | 0.1596  | 0.0006 | 0.1576  | 0.0028 | 0.1576  | 0.0028 |
| BBB-AUX              | 0.1601  | 0.001  | 0.1601  | 0.001  | 0.1581  | 0.0003 | 0.1581  | 0.0003 |
| BBB-ANNEO            | 0.1598  | 0.001  | 0.1611  | 0.0001 | 0.1826  | 0.0008 | 0.1834  | 0.0005 |
| BBB-AUX-ANNEO        | 0.1613  | 0.0003 | 0.1619  | 0.0  | -       | -       | -       | -       |
| MNF                  | 0.15    | 0.0005 | 0.1547  | 0.0004 | 1.027   | 0.005  | 1.0312  | 0.0036 |
| MNF-AUX              | 0.1549  | 0.0014 | 0.1569  | 0.0006 | 0.9957  | 0.0168 | 0.9938  | 0.0157 |
| NEURAL LINEAR        | 0.1543  | 0.002  | 0.1579  | 0.0015 | 1.0798  | 0.0007 | 1.0836  | 0.0007 |
| INF-NNGP             | 0.1541  | 0.0011 | 0.1579  | 0.0009 | 1.055   | 0.0036 | 1.0411  | 0.0015 |
| INF-NTK              | 0.1536  | 0.0008 | 0.1571  | 0.001  | 1.041   | 0.004  | 1.0411  | 0.0015 |
| INF-NNGP-STD         | 0.1551  | 0.0006 | 0.1598  | 0.0006 | 1.0615  | 0.0043 | 1.069   | 0.0018 |
| INF-NTK-STD          | 0.1564  | 0.0006 | 0.1607  | 0.0001 | 1.0607  | 0.0039 | 1.0761  | 0.0014 |
| GP-NNGP              | 0.1582  | 0.0007 | 0.1609  | 0.0001 | 1.0621  | 0.0027 | 1.0694  | 0.0019 |
| GP-NTK               | 0.1573  | 0.0001 | 0.1611  | 0.0001 | 1.0667  | 0.0032 | 1.0732  | 0.0012 |
| GP-NNGP-STD          | 0.1562  | 0.0008 | 0.1595  | 0.001  | 1.0615  | 0.0058 | 1.0718  | 0.0024 |
| GP-NTK-STD           | 0.1592  | 0.0011 | 0.1608  | 0.0002 | 1.0641  | 0.0033 | 1.0704  | 0.0017 |
| RANDOM               | 0.1527  | 0.0008 | 0.1555  | 0.0006 | 1.0553  | 0.0063 | 1.0362  | 0.0047 |
| LIPO                 | 0.1604  | 0.0016 | 0.1619  | 0.0006 | 1.0792  | 0.0066 | 1.087   | 0.0034 |
| DIRECT-L             | 0.1544  | 0  | 0.156  | 0  | 1.0777  | 0  | 1.0801  | 0  |
| CMA                  | 0.1424  | 0.0046 | 0.143  | 0.0048 | 1.059   | 0.0117 | 1.076   | 0.0127 |

Figure 3. Comparison of $y_{\text{best}}$ at $N = 1000$ for the nanoparticle narrowband objective function for a variety of neural network sizes. All results are ensembles, and “aux” denotes using auxiliary information.

LIPO seems to perform as well as GPs on both objective functions, which is impressive given the computational speed of the LIPO algorithm. Interestingly DIRECT-L does not perform as well as LIPO or GPs on the narrowband objective, and actually performs comparably to random sampling on the highpass objective. Additionally, CMA performs poorly on both objectives, likely due to the highly multimodal nature of the objective function landscape.

We also look at the effect of model size in terms of number of layers and units in Figure 3 for ensembles. While including auxiliary information clearly improves performance across all architectures, there is not a clear trend of performance with respect to the model size. Thus, the performance of BO seems to be somewhat robust to the exact architecture as long as the model is large enough to accurately and efficiently train on the data.

Examples of the optimized structures by the “ENSEMBLE-AUX” architecture are shown in Figure 4. We can see that...
the scattering spectra peak in the shaded region of interest, as desired by the respective objective functions.

Figure 5. Examples of optimized photonic crystal unit cells over multiple trials for (a) PC-A distribution and (c) PC-B distribution. (b,d) Examples of the optimized DOS. Note that the DOS has been minimized to nearly zero in a thin frequency range. Orange shaded regions mark the frequency range in which we wish to minimize the DOS. All results were optimized by the “ENSEMBLE-AUX” architecture.

4.3. Photonic Crystal

The BNN and BCNN architectures that we use for the PC task are listed in Table 3. The size of the “FC” architectures are chosen to have a similar number of parameters as their convolutional counterparts. Unless otherwise stated, all results in the main text and here use the “CONV-TI” and “FC” architectures for BCNNs and BNNs, respectively.

The infinite-width convolutional neural networks (which act as convolutional kernels for GPs) in the PC task consist of 5 convolutional layers followed by 4 fully-connected layers of infinite width. Because the pooling layers in the Neural Tangents library are currently too slow for use in application, we increased the size of the filters to $5 \times 5$ to increase the receptive field of each filter.

Detailed BO results for the PC problem are shown in Table 4. For algorithms that optimize over the level set parameterization $\mathbb{R}^{51}$, we see that GPs perform consistently well, although BNNs using auxiliary information (e.g. Ensemble-Aux) can outperform GPs. DIRECT-L and CMA perform extremely well on the PC-A distribution but performs worse than GP on the PC-B distribution.

Adding convolutional layers and auxiliary information improves performance such that BCNNs significantly outperform GPs. Interestingly, the infinite-width networks perform extremely poorly, although this may be due to a lack of pooling layers in their architecture which limits the receptive field of the convolutions.

Examples of the optimized structures by the “ENSEMBLE-AUX” architecture are shown in Figure 5. The photonic crystal unit cells generally converged to the same shape: a square lattice of silicon posts with periodicity $\sqrt{2}a$.

4.4. Organic Molecule Quantum Chemistry

The Bayesian graph neural networks (BGNNs) used for the chemical property optimization task consist of 4 edge-conditioned graph convolutional layers with 32 channels each, followed by a global average pooling operation, followed by 4 fully-connected hidden layers of 64 units each. The edge-conditioned graph convolutional layers (Simonovsky & Komodakis, 2017) are implemented by Spektral (Grattarola & Alippi, 2020).

More detailed results for the quantum chemistry dataset are shown in Table 5. The architecture with the Bayes by Backprop variational approximation applied to every layer (“BBB”), including the graph convolutional layers, performs extremely poorly, even worse than random sampling in some cases. However, only making the fully-connected layers Bayesian (“BBB-FC”) performs surprisingly well.

Ensembles trained with auxiliary information (“ENSEMBLE-AUX”) and neural linear (“NEURALINEAR”) perform the best on all objective functions. Adding auxiliary information to ensembles helps for the $\alpha$ objective function, and neither helps nor hurts for the other objective functions. Additionally, BNNs perform at least as well or significantly better than GPs in all cases.
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