Tensor Product State Formulation for the Spin 1/2 Antiferromagnetic XXZ Model on the Checkerboard Lattice
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Vertical density matrix algorithm (VDMA), a tensor product state formulation of the “higher-dimensional” density matrix renormalization group, is applied to the spin 1/2 antiferromagnetic XXZ model on the checkerboard lattice. The VDMA was, in the preceding study, applied to the transverse field Ising model on the square lattice and the three-dimensional classical Ising model. In the present paper, its implementation procedure is modified in order to apply the VDMA to the XXZ model. Numerical accuracy of the VDMA is investigated for the XXZ model on the square lattice, which shows that the method gives reliable results for the ground state energy. In the frustrated region, VDMA results are compared with a simple calculation based on a magnetically disordered state. It is found that the weakly frustrated region is in the Nêel ordered phase, while in the strongly frustrated region the realized phase cannot be identified clearly by the obtained results.
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1. Introduction

The density matrix renormalization group (DMRG) method¹,² has become one of the standard numerical techniques for studying one-dimensional (1D) quantum systems and 2D classical systems because of numerical accuracy and the ability to deal with large size systems.³ The success of the DMRG has been stimulating us to extend the algorithm to the one that can handle higher-dimensional systems, principally 2D quantum systems and 3D classical systems.⁴–⁸ Nevertheless, we have not achieved the definite success.

One of the key ideas for developing the “higher-dimensional” DMRG is the tensor product state (TPS).⁹–¹² The TPS is a higher-dimensional generalization of the matrix product state (MPS) for 1D quantum spin systems.¹³ On the basis of the idea of the TPS, several formulations for 3D classical systems have been proposed.¹⁴–¹⁷ One of these TPS formulations is the vertical density matrix algorithm (VDMA).¹⁷ In the preceding study, it is demonstrated that, besides the 3D classical Ising model, the 2D transverse field Ising (TFI) model, a most fundamental 2D quantum spin system, can be also dealt with by using VDMA.¹⁷ However, its implementation procedure for the 2D TFI model is completely equivalent to the one for the 3D classical Ising model because the 2D TFI model is exactly mapped to the 3D classical Ising model. Hence further development and modifications for general 2D quantum systems are desired for the progress of the higher-dimensional algorithm.

In this paper, the VDMA is applied to the S=1/2 antiferromagnetic XXZ model on the checkerboard lattice. This lattice consists of the corner-sharing plaquettes that have the nearest neighbor and the next-nearest neighbor bonds, as depicted in Fig. 1. Interestingly, in the isotropic case, this model is predicted to exhibit either the Nêel ordered phase¹⁸–²⁸ or a magnetically disordered phase called the valence bond crystal (VBC).²⁹–³⁸ Hence it is appropriate to test the capability of the VDMA for both cases.

First, the VDMA calculation has been performed for the unfrustrated 2D XXZ model to compare the VDMA results with available quantum Monte Carlo (QMC) data. It is found that the VDMA gives quantitatively reliable results for the ground state energy; the relative deviations from the QMC results are the order of 1%. In the frustrated region, the VDMA results are compared with a simple calculation based on the VBC. It is found that in the weakly frustrated region the Nêel ordered phase exists, while in the strongly frustrated region the realized phase cannot be identified by the obtained result; in the latter region, the VDMA result for the energy is greater than the upper bound of the energy obtained by using the VBC state.

This paper is organized as follows: In § 2, the definition of the model is given, and then the VDMA for the 2D

---

Fig. 1. The checkerboard lattice. Solid (dashed) lines denote the nearest (next-nearest) neighbor bonds.
The local Hamiltonian model under consideration; its explicit form is given as 

\[ H = \sum_{\langle ij \rangle} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j, \]

where \( S_{ij}^{\alpha} \) is the \( \alpha \)-component (\( \alpha = x, y, \) or \( z \)) of the spin operator at the site \( ij \). The exchange coupling \( J_{ij} \) is set to unity for the nearest neighbor bonds and \( j_d \) for the next nearest neighbor bonds.

The first step of the algorithm is to map the 2D quantum spin model into a 3D classical spin model. We follow the standard “checkerboard” decomposition\(^{10} \) for 2D quantum systems. Divide all the corner-sharing plaquettes in the checkerboard lattice into two groups A and B, as shown in Fig. 2 (a). A plaquette that has 4 sites \((ij), (i'j'), (i''j''), (i'''j''')\) is labeled as \( s(ij) \), where \( i = i' + 1 \) and \( j = j' + 1 \) (see Fig. 2(b)). Then the Hamiltonians of the two groups A and B are written as

\[ H_A = \sum_{s(ij) \in A} \hat{h}_{s(ij)}, \quad \text{and} \quad H_B = \sum_{s(ij) \in B} \hat{h}_{s(ij)}. \quad (3) \]

Here \( \hat{h}_{s(ij)} \) is the local Hamiltonian of the 4 spins on the plaquette \( s(ij) \);

\[ \hat{h}_{s(ij)} = h_{(ij)(i'j')} + h_{(i'j')(i''j'')} + h_{(i''j'')(i'''j)} + h_{(i'''j')(ij)}. \quad (4) \]

Then the following Suzuki-Trotter transformation

\[ Z = \lim_{L \to \infty} \text{Tr}(e^{-\epsilon H_A} e^{-\epsilon H_B})^L \quad (5) \]

is used to map the 2D XXZ model at temperature \( T \) into the classical model on the 3D lattice with \( 2L \) Trotter size (see Fig. 3). It is found that the mapped 3D lattice is composed of the corner-sharing cubes, each of which have 8 Ising spins at its corners. The Boltzmann weight for an unit cube is represented as

\[ W \left( \bar{\sigma}_{ij} \sigma_{ij} \right) \equiv \langle \sigma_{ij} | \exp(\epsilon \hat{h}_{s(ij)}) | \sigma_{ij} \rangle, \quad (6) \]

where we use the notation \( \epsilon = J/\langle Lk_B T \rangle \) and \( | \sigma_{ij} \rangle = | \sigma_{ij} | | \sigma_{i'j'} | | \sigma_{i''j''} | | \sigma_{i'''j'''}, \langle \sigma_{ij} \rangle \) is the \( S^2 \)-representation of the spin at the site \( ij \).

The next step is to take the \( L \to \infty \) limit with fixed \( \epsilon \), which is equivalent to taking the zero temperature limit of the original 2D model. Then the partition function \( Z \) can be expressed as a simple form. Consider \( e^{-\epsilon H_A} e^{-\epsilon H_B} \) as a matrix \( T \), and let \( E_{\text{max}} \) and \( | \psi_{\text{max}}^r \rangle \) be the maximum eigenvalue and the corresponding right (left) eigenstate of \( T \). Using the power method, we can calculate the partition function as follows:

\[ Z = \lim_{L \to \infty \text{fixed } \epsilon} \text{Tr} T^L \]

\[ = \lim_{L \to \infty \text{fixed } \epsilon} E_{\text{max}} \langle \psi_{\text{max}}^r | \psi_{\text{max}}^r \rangle. \quad (7) \]

Hence it is found that \( Z \) is equivalent to the norm \( \langle \psi_{\text{max}}^r | \psi_{\text{max}}^r \rangle \) except for the trivial coefficient \( E_{\text{max}} \). Here it should be stressed that we now need both \( | \psi_{\text{max}}^r \rangle \) and \( | \psi_{\text{max}}^l \rangle \) to evaluate the partition function because \( T \) is an asymmetric matrix. In contrast, for the 2D TFI model we can use a symmetric matrix, and therefore we need only the right (or left) eigenstate.\(^{17} \)

In the framework of the VDMA, each eigenstate is given in a form of the TPS. Let us consider the TPS structure of \( | \psi_{\text{max}}^r \rangle \) using the power method. Define a vector \( | \psi_L^r \rangle \) as

\[ | \psi_L^r \rangle = T^L | \psi_0 \rangle, \quad (8) \]
where $|\psi_0\rangle$ is an “initial” vector that is not orthogonal to $|\psi_{\max}^r\rangle$. Here we use $|\psi_0\rangle$ given by a TPS;

$$|\psi\rangle = \prod_{s(ij)\in B} w(\tau_{ij}^0)|\tau_{ij}^0\rangle,$$

(9)

where $w(\tau_{ij}^0)$ is a local tensor. Then $|\psi_L^r\rangle$ is rewritten as the TPS;

$$\langle(\sigma_{ij}^{2L})|\psi_L^r\rangle = \sum_{\xi_{ij}\forall i j} \left[ \prod_{s(ij)\in A} X^A_L \left( \sigma_{ij}^{2L} \xi_{ij} \right) \right] \times \left[ \prod_{s(ij)\in B} X^B_L \left( \xi_{ij}^{2L} \right) \right],$$

(10)

where

$$|\sigma_{ij}^{2L}\rangle = \prod_{s(ij)\in A} |\sigma_{ij}^{2L}\rangle.$$

(11)

The two tensors $X^A$ and $X^B$ are defined as

$$X^A \left( \sigma_{ij}^{2L} \xi_{ij} \right) = W \left( \sigma_{ij}^{2L} \xi_{ij} \right) \left( \sum_{\tau_{ij}\forall i j} \right) \cdots \times W \left( \sigma_{ij}^{2L} \xi_{ij} \right),$$

(12)

and

$$X^B \left( \xi_{ij}^{2L} \right) = \sum_{\tau_{ij}^0} \left( \prod_{s(ij)\in B} \right) \times W \left( \sigma_{ij}^{2L} \xi_{ij} \right),$$

(13)

where $\xi_{ij}^{2L} = (\sigma_{ij}^{1L}\sigma_{ij}^{2L}\cdots\sigma_{ij}^{2L-1})$ is an auxiliary variable.\(^{17}\)

It should be noted that $|\psi_L^r\rangle$ consists of two types of tensors $X^A$ and $X^B$ whereas only one tensor is needed for the 2D TFI model.\(^{17}\) This difference stems from the structure of $|\psi_L^r\rangle$, which is shown in Fig. 4. We can see that $|\psi_L^r\rangle$ is constructed by $X^A$ and $X^B$, which are represented by rectangular parallelepipeds composed of the cubes vertically piling up (see Fig. 5). We also found that the bare spin variables $\{\sigma_{ij}^{2L}\}$ are on the upper faces of the rectangular parallelepipeds corresponding to the tensor $X^A$, not to $X^B$. Hence the tensor $X^A$ has the bare spin variables $\sigma_{ij}^{2L}$ as indices and $X^B$ does not so.

By taking the limit $L \to \infty$, the right maximum-eigenvalue eigenvector $|\psi_{\max}^r\rangle$ is obtained;

$$|\psi_{\max}^r\rangle = \text{const} \times \lim_{L \to \infty} |\psi_L^r\rangle.$$  

(14)

Therefore $|\psi_{\max}^r\rangle$ is represented as the TPS composed of the tensors $X^A$ and $X^B$ with the auxiliary variables $\xi_{ij}^\infty$. The left maximum-eigenvalue eigenvector $|\psi_{\max}^l\rangle$ is also represented as the same TPS form with the “transposed local tensor”;

$$X^A \left( \eta_{ij}^{2L} \right) = \sum_{\tau_{ij}^0} \left( \prod_{s(ij)\in B} \right) \times W \left( \sigma_{ij}^{2L-4} \xi_{ij} \right),$$

(15)

and

$$X^B \left( \eta_{ij}^{2L} \right) = \sum_{\tau_{ij}^0} \left( \prod_{s(ij)\in B} \right) \times W \left( \sigma_{ij}^{2L-3} \xi_{ij} \right).$$

(16)

where $\eta_{ij}^{2L} \equiv (\sigma_{ij}^{1L}\sigma_{ij}^{2L}\cdots\sigma_{ij}^{2L-1})$. When we define the vector

$$|\psi_L^l\rangle = |\psi_0\rangle |T^L\rangle,$$

(17)

$|\psi_{\max}^l\rangle$ is represented as the following TPS form;

$$\langle(\sigma_{ij}^{2L})|\psi_{\max}^l\rangle = \text{const} \times \lim_{L \to \infty} \langle(\sigma_{ij}^{2L})|.$$  

(18)

$$\lim_{L \to \infty} \sum_{\xi_{ij}\forall i j} \left[ \prod_{s(ij)\in A} X^A_L (\eta_{ij}^{2L}) \right] \times \left[ \prod_{s(ij)\in B} X^B_L (\eta_{ij}^{2L}) \right].$$

(19)

It should be also noted that, from the definitions of the
tensors, the following relations hold:

\[
X^A = \tilde{X}^B \\
X^B = \tilde{X}^A.
\] (20)

These relations are used to obtain renormalized tensors, as is mentioned later.

The key point of the VDMA is to reduce the dimensions of the auxiliary variables \( \xi \) and \( \eta \) using the vertical density matrix (VDM) \( \rho \). By taking account of the lattice structure of the 3D classical model, we can define the VDM as

\[
\rho_{kl}(\sigma_{kl}^l, \xi_{kl}^l | \sigma_{kl}^l, \xi_{kl}^l) = \sum_{\sigma_{ij}^l, \xi_{ij}^l} \prod_{s(ij) \in A} X^A(\eta_{ij}^l) X^A(\sigma_{ij}^l, \xi_{ij}^l) \prod_{s(ij) \in B} X^B(\eta_{ij}^l) X^B(\xi_{ij}^l)
\] (21)

where \( \sum' \) denotes the configuration sum for the all spin variables except \( \sigma_{ij}^l, \xi_{kl}^l, \xi_{kl}^l \), and \( \xi_{kl}^l, \eta_{kl}^l \). \( \prod_{s(ij) \in A} \) denotes the product for the plaquettes of group A except \( s(k, l, 1) \), and \( \prod_{s(ij) \in B} \) is the product for the plaquettes of group B except \( s(k, l) \). The checked spin is defined as

\[
\left( \begin{array}{c}
\tilde{\sigma}_{kl}^r \\
\tilde{\xi}_{kl}^r
\end{array} \right) = \left( \begin{array}{cccc}
\sigma_{kl}^r & \sigma_{kl}^l & \sigma_{kl}^r & \sigma_{kl}^l \\
\xi_{kl}^r & \xi_{kl}^l & \xi_{kl}^r & \xi_{kl}^l
\end{array} \right) \] (22)

The locations of the spin variables are shown in Fig. 6.

The diagonalization of the VDM \( \rho \) gives us the projection operators to reduce the dimensions of \( \xi \) and \( \eta \). Since the VDM \( \rho \) is asymmetric, we obtain right-eigenvectors \( U^r(\sigma \xi \tilde{\xi}) \) and the left-eigenvectors \( U^l(\sigma \xi \tilde{\xi}) \), with the corresponding eigenvalues \( \omega_{\xi} \) in the decreasing order \( \omega_1 \geq \omega_2 \geq \cdots \). In the actual implementation of the VDMA for the 2D XXZ model, all the eigenvalues \( \omega_{\xi} \) are real and positive except for the first several steps of the iteration. By taking \( U^r(\sigma \xi \tilde{\xi}) \) and \( U^l(\sigma \xi \tilde{\xi}) \) with \( \tilde{\xi} \in 1, \cdots, \til \), we construct the projection operators \( U^r \) and \( U^l \).

The renormalization procedure is described as follows. On the basis of the variational principle for the partition function,\(^{11}\) we use the operator \( U^r \) to renormalize the spin variables on each “edge” of \( X^B \), and the operator \( U^l \) is used for \( X^A \). Thus the renormalized tensors \( \tilde{X}^A \) and \( \tilde{X}^B \) are obtained as

\[
\tilde{X}^A(\tilde{\xi}_{ij}) = \sum_{\sigma_{ij}, \xi_{ij}} X^A(\xi_{ij}) X^A(\sigma_{ij}, \xi_{ij}) U(\sigma_{ij}, \xi_{ij}) U(\sigma_{ij}, \xi_{ij})
\] (23)

Fig. 6. The vertical density matrix of the 3D classical model mapped from the 2D XXZ model. Open circles (rectangles) represent the fixed spin variables in eq. (21), and filled circles (rectangles) represent the summed variables.

and

\[
\tilde{X}^B(\tau_{ij}) = \sum_{\sigma_{ij}, \xi_{ij}} X^B(\tau_{ij}) X^B(\sigma_{ij}, \xi_{ij}) U(\sigma_{ij}, \xi_{ij}) U(\sigma_{ij}, \xi_{ij})
\] (24)

The transposed tensor is obtained by using the relation eq. (20).

Here, it should be noted that the forms of the tensors alternate by one renormalization procedure; the new tensor \( \tilde{X}^A \) has only the auxiliary variables as the indices, whereas \( \tilde{X}^B \) has both the bare spins and auxiliary variables. Therefore, \( \tilde{X}^A(B) \) has the same form as \( X^B(A) \), which suggests that we should interchange the tensors as

\[
X_{new}^A = \tilde{X}^B, \quad \text{and} \quad X_{new}^B = \tilde{X}^A,
\] (25)

to obtain new tensors \( X_{new}^A \) and \( X_{new}^B \) for the next step.

The method of calculating the VDM \( \rho \) is essentially the same as that for the 3D Ising model.\(^{17}\) Define two tensors

\[
G^A(\eta_{ij}, \xi_{ij}) = \tilde{X}^A(\eta_{ij}) X^A(\xi_{ij}),
\] (26)

and

\[
G^B(\eta_{ij}, \xi_{ij}) = \tilde{X}^B(\eta_{ij}) X^B(\xi_{ij}),
\] (27)
and regard $G^A$ and $G^B$ as the Boltzmann weights of a new 2D classical statistical system. Then we can calculate the VDM and various observables using the standard DMRG method for 2D classical statistical systems \(^4\) or the corner transfer matrix renormalization group (CTMRG). \(^5\) It should be also noted that, in the DMRG for the 2D classical system (or in the CTMRG), the number of the retained basis is denoted by $m$, which is discriminated from the number of state $M$ of the auxiliary spin variables $\xi$ and $\eta$.

Finally some technical details of the VDMA are mentioned. Since the VDMA deals with infinite-size systems, we can calculate the spontaneous staggered magnetization directly by applying the finite staggered magnetic field. In actual calculation the staggered magnetic field is introduced as follows. Only at the initial step of the VDMA we use the Boltzmann weight defined as

$$W_{\text{initial}}\left(\sigma_{ij}^{\dagger}\sigma_{ij}\right) \equiv \langle \sigma_{ij} | \exp[\tilde{h}_{s(ij)}(H_s)]| \sigma_{ij} \rangle,$$  \hspace{1cm} (28)

where the local Hamiltonian is

$$\tilde{h}_{s(ij)}(H_s) = \tilde{h}_{s(ij)} - H^z_x(S^z_{ij} - S^z_{ij}) - H^x_x(S^x_{ij} - S^x_{ij} + S^x_{ij}),$$  \hspace{1cm} (29)

and $H_s = (H^z_x, H^y_y = 0, H^z_z)$ is the staggered field.

How the staggered field is applied influences converged results and the speed of the convergence. We should not apply the strong staggered field that conflicts the anisotropy of the system. For example, if we set $H^z_x >> 1$ and $H^z_z = 0$ for the Ising-like model ($g < 1$), the convergence often becomes very slow because such an inappropriate field can lead the result to a quasi-stable XY-Néel state, not to the Ising-like Néel ground state.

The author also gives a comment on the initial tensor $w(\tau)$. It is found that $w(\tau)$ does not have a strong influence to the converged results and the speed of the convergence if the initial TPS made from $w(\tau)$ is not orthogonal to $|\psi^M_{\text{TPS}}\rangle$. The only one point of notice is that we must avoid such $w(\tau)$ as effectively apply a strong staggered field that conflicts the anisotropy.

3. Results

3.1 The unfrustrated region ($j_d = 0$)

First, the VDMA calculation has been performed for the 2D XXZ model on the square lattice ($j_d = 0$). This model has been studied intensively with several numerical methods and thus reliable data are available. Hence we here compare the VDMA results with those already-known data to investigate the numerical accuracy of the VDMA.

Figure 7 shows the $\epsilon$-dependence of the ground state energy per plaquette $E$ and the staggered magnetization per site $M_s$ for $(M, m) = (2, 8)$ (open circles) and $(3, 9)$ (crosses). Here $M_s$ is the $z$-component of $\langle \sigma^z \rangle$ of the staggered magnetization for the Ising-like model $g < 1$, the $x$-component of $\langle \sigma^x \rangle$ for the XY-like model $g > 1$, or the absolute value $\sqrt{\langle \sigma^x \rangle^2 + \langle \sigma^y \rangle^2}$ for the Heisenberg model $g = 1$. It has been confirmed that the convergence with respect to $m$ is sufficient in the whole $g$ region.

When using numerical methods based on the Suzuki-Trotter decomposition, the extrapolation for $\epsilon \to 0$ should be performed to obtain the true values of physical quantities. Then the following function

$$O(\epsilon) = O(\epsilon = 0) + a_2 \epsilon^2 + a_4 \epsilon^4,$$  \hspace{1cm} (30)

where $a_2$ and $a_4$ are constants, is commonly employed for an observable $O$. \(^6\) The $E-\epsilon^2$ plot always shows the nearly linear function (see Fig. 7 (a,c,e)). Thus eq. (30) can be used for extrapolation of the energy in the whole $g$ region. For the staggered magnetization $M_s$, in the Ising-like region ($g < 0.6$) $M_s$-$\epsilon^2$ plot also shows almost linear dependence. The $g = 0.4$ case is illustrated in Fig. 7 (b). By contrast, for the (nearly) critical systems ($g \geq 0.6$), the almost linear dependence cannot be observed, which is attributed to the insufficient $M$-convergence for each $\epsilon$ (see Fig. 7 (d,f)). Then $M_s$ at $\epsilon = 0.1$ are used as a rough estimate of $M_s(0)$.
In Table I, results of $E$ and $M_s$ are compared with several QMC results.\textsuperscript{23–25,27} The relative deviations from the QMC results are the order of 1\%. For $M_s$, the quantitative agreement with the QMC results is not so good as that of $E$; at the isotropic point, the VDMA result of $M_s$ is about 30\% larger than a recent QMC result.\textsuperscript{27} However, it has been confirmed that the VDMA results can reproduce the qualitative behavior of $M_s$, such as the phase transition between the Ising-like Néel phase ($M_z^s \neq 0, M_x^s = 0$) and the XY-like Néel phase ($M_z^s = 0, M_x^s \neq 0$) at $g = 1$.

Here, the author gives a comment on the calculation time of the VDMA. The dominant part of the VDMA calculation is the implementation of the DMRG (or CTMRG) for the 2D classical system, and the calculation time of this part scales as $m^2 \times M^8$. Hence it is highly sensitive to $M$. For example, one VDMA calculation with $(M,m) = (3,9)$ takes dozens of hours of workstation time on an Alpha 21264 workstation, although that with $(M,m) = (2,8)$ takes only one or two hours. Thus it is unreasonable to further increase $M$.

### 3.2 The frustrated region ($J_d \neq 0$)

In this subsection the VDMA results for the frustrated region ($J_d \neq 0$) are presented. The most important topic in this region is the presence of a magnetically disordered phase at the “2D pyrochlore” point ($J_d = g = 1$).\textsuperscript{29–38} In addition, in the isotropic case ($g = 1$) the disordered phase is considered to survive up to $J_d = 0.75$.\textsuperscript{30,37} In the following the chief object of interest is the system in the anisotropic region ($g \neq 1$), which has not been explored.

In Fig. 8, the staggered magnetization $M_s$ is plotted as a function of $J_d$ for the Ising-like system ($g = 0.4$), the isotropic system ($g = 1$), and the XY-like system ($g = 1.4$). VDMA results shown in this subsection are obtained by calculations with $(M,m) = (2,16)$. The extrapolation procedure for $\epsilon \to 0$ is same as that of the unfrustrated case. The obtained results show that the finite staggered magnetization $M_s$ remains in the range $0 \leq J_d \leq 1$ for all $g$. For $g = 1$, this is contradict with the observation of the magnetically disordered phase for $J_d \geq 0.75$.

![Fig. 9. The ground state energy $E$. Symbols denote the VDMA results and the solid lines are guides to the eye. The dashed, dotted, and short-dashed lines show $E_{VBC}$.](image)

The disordered phase observed at the 2D pyrochlore point is called the valence bond crystal (VBC).\textsuperscript{32–35} where the array of 4 spin singlets located on the void squares is the basic structure of the ground state. Here a simple argument is given based on the VBC picture to compare with the VDMA results. For this purpose, the VBC state is generalized for the anisotropic system. At the isotropic point the pure VBC state is a direct product of the ground state of a Heisenberg chain with only 4 spins. Hence for $g \neq 1$ the generalized VBC state $|\psi_{VBC}\rangle$ can be given as a direct product state of the ground states of the 4 spin chain with the XXZ-type interaction. Then the expectation value of the energy ($E_{VBC} = -1/4 - (\sqrt{1/4 + 2g^2})/2$) can be obtained, which is an upper bound of the ground state energy. $E_{VBC}$ is independent of $J_d$ because of vanishing correlation of the next-nearest neighbor pairs interacting with $J_d$.

Figure 9 shows the VDMA results of the ground state energy $E$ and the upper bound $E_{VBC}$. It is found that the VDMA results for $E$ is lower than $E_{VBC}$ in the region where the frustration effect is not strong. However, the VDMA result for $E$ exceeds $E_{VBC}$ around $J_d = 1$, which implies that the VDMA calculation does not reach the true ground state there. This is the reason why the VDMA gives finite $M_s$ even near $J_d = 1$ for $g = 1$.

The comparison between the VDMA results and the upper bound $E_{VBC}$ leads to the phase diagram depicted in Fig. 10. Only from the VDMA, it is concluded that the whole parameter region is in the Néel phase. The $g = 1$ line is the phase boundary between Ising-like phase and the XY-like one. Although the presence of the Néel phase is valid in the weakly frustrated region, it is quite doubtful in the shaded region in Fig. 10, where the generalized VBC state gives lower energy than the VDMA result. The remaining problem is what is the realized phase in the shaded region. Naturally, the VBC phase is the prime candidate. In particular, it is likely that the VBC phase extends around the $g = 1$ line within $0.75 \leq J_d \leq 1$.\textsuperscript{30,37} However, it is unclear whether the VBC phase is realized far away from the 2D pyrochlore point. Hence, at present,
we cannot reach a definite conclusion on the shaded region. Thus, further theoretical investigation is needed to complete the ground state phase diagram of this model.

Finally, let us consider how we can obtain a good approximation of the true ground state in the shaded region of Fig. 10. One possible solution in the TPS formulation is to construct a new variational TPS that can represent the pure VBC state. The simplest one of such a state can be made as follows. As shown in ref., the pure VBC state has the staggered pattern of the 4 spin singlets on the void squares (see Fig. 11). Hence the void squares can be divided into two groups C and D; the group C corresponds to the case of \( M = 1 \). Hence more complicated TPS having auxiliary variables with \( M \geq 2 \) would give lower variational energy because it has more variational parameters.

The above discussion also tells us the reason why we have failed to reach the VBC state. In this study, all the tensors are put on the plaquettes that have the cross bond, not on the void plaquette. Hence the TPS used here does not have the natural form to represent the pure VBC state. Thus, to complete the phase diagram, we probably need to use the TPS that reflects the spatial distribution of the 4 spin singlets in the VBC state.

4. Conclusion

In this paper the vertical density matrix algorithm (VDMA) is applied to the spin 1/2 XXZ model on the checkerboard lattice. The VDMA for this model needs several modifications in its implementation procedure because of the lattice structure of the 3D classical spin system mapped by the Suzuki-Trotter transformation.

The ground state energy and the staggered magnetization are calculated for the unfrustrated model to investigate the numerical accuracy of the VDMA. The obtained data show that the ground state energy is quantitatively reliable; the maximum deviation from the QMC results is about 1% for the unfrustrated Heisenberg model. For the staggered magnetization the VDMA only reproduces the qualitative behavior of the 2D XXZ model.

In the frustrated region, the VDMA results are compared with the simple calculation based on the VBC state, which is considered to be realized at the 2D pyrochlore point. It is concluded that, in the weakly frustrated region, the system is in the Neél ordered phase. By contrast, in the strongly frustrated region where the VDMA does not reach the true ground state, the realized phase cannot be identified. Hence to complete the phase diagram of this model, we need more reliable data for the strongly frustrated region in the thermodynamic limit.
For this purpose, further improvement of the VDMA or a novel tensor product formulation would be useful.
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