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Abstract

This paper studies the reasons behind the export performance of different Mexican states from 1994 to 2002. Mexican exports are divided into two components: (1) foreign market potential; and (2) supply capacity. Results suggest that states that experience an increase in supply capacity are, in most cases, also those with better export expansion. However, results suggest that in most cases, export growth is due mainly to an increase in US demand rather than to an improvement in the states’ competitiveness to supply this demand. When looking to the determinants of supply capacity improvements, results suggest the presence of positive neighbouring effects. In other words, part of a state’s improvement in the export sector is thanks to its neighbours.
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1 Introduction

In the mid 1980s Mexico shifted its growth strategy from a policy of industrialization through import substitution to an export-led growth strategy. Trade liberalization policies attempted to encourage investments in the production of tradable goods to exploit Mexico’s potential as an export platform to the United States (Moreno-Brid et al., 2005). The Mexican liberalization process accelerated with the signing of the North American Free Trade Agreement (NAFTA) with Canada and the United States (US) which came into effect in January 1994. Less than twelve months later, Mexico faced one of the worst economic crises in its history. The Mexican peso was devalued and Mexican authorities implemented macroeconomic stabilization policies as a response to the financial crisis.

Exports increased considerably after the devaluation of the peso in 1995, which spurred the competitiveness of Mexican products. Indeed, during the period of 1994-2001 Mexico ranked second, just behind China, among those countries with the largest increase in their share of world manufacturing exports (Moreno-Brid et al., 2005). According to Blecker (2006) in addition to the devaluation of the peso, other circumstances played an important role in Mexico’s export performance from 1996-2000. The first is the fact that NAFTA, apart from opening the US market to Mexican products, guarantees foreign investors’ property rights in Mexico. A second circumstance is the economic boom of the US economy in the Clinton era. However, Mexican exports entered into a recession in 2001, partly due to the Mexican authorities’ encouragement of a high peso as a means of controlling inflation [Blecker (2006)], and partly due to a slowing down in the US growth rate, pointing to a high elasticity of exports in US income, as suggested by Pacheco-López and Thirlwall (2004). As Figure 1 illustrates, most Mexican exports go to the US market, and its growth rate seems to depend on US demand.

Since the Mexican outward oriented strategy was mainly focused on serving the US market, the reference market for many firms changed with liberalization reforms. From a theoretical model inspired by the Mexican case, Krugman and Elizondo (1996) suggest that as the economy opens, the importance of Federal District as an industrial centre decreases. In other words, liberalization policies weaken the
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forward and backward linkages formed by protection policies, and a dispersion of economic activities takes place. These theoretical findings were supported by Hanson (1998) who studies the effects of opening-up on Mexico's regional economies. Analyzing the effects on regional labour demand, he finds evidence that the pattern of industrial concentration around the capital is changing, and new industrial centres have been created in the northern states to profit from their access to the US market.

Given these facts, the purpose of this paper is to study an important issue regarding Mexico's external sector that has not yet received much attention: the origin of disparities in export performance among Mexican states. Indeed, as Figure 2 illustrates, there are great differences in the export share between Mexican states. Most "exporter" states are located in the north of the country. However, as suggested by Krugman and Elizondo (1996), a dispersion of the export sector activity seems to be taking place. Comparing shares in 1993 and 2000/2002, the importance of the metropolitan region states (the Federal District and the State of Mexico) and Chihuahua as exporters has decreased. To determine the factors behind Mexican states’ improvements in export performance, a theoretical model developed by Redding and Venables (2004a) based on a monopolistic competition framework is employed. This model allows for the decomposition of countries’ exports into two components. The first relates to shifts in the demand for countries’ tradable goods, and the second to changes in countries’ supply capacity.

This paper is organized as follows. In section 2, Redding and Venables (2004a) partial equilibrium model is adapted to the Mexican case to develop an estimation framework. Assuming that all Mexican exports go to the US market, exports by Mexican state are presented as a function of their proximity to the US market and of the capacity to supply this market.

Section 3 presents estimation results. Mexican states’ export performances are decomposed into foreign market potential and supply capacity, and differences across Mexico’s states are analyzed. Results suggest that most of the export growth can be explained by shifts in the demand side, measured as market potential. However, states having the better export performances are those that experienced the greatest increases in supply capacity.

Section 4 analyses supply capacity in depth by studying its sources. A theoretical extension to the model is presented that takes into account the general equilibrium process. Then, spatial econometric techniques are introduced to control for spatial linkages and the extended model is estimated. Results suggest that supply capacity is influenced by the economic size and the road infrastructure. Most importantly, results suggest the existence of spatial spillovers that play a positive role in determining supply capacity. Finally, section 5 presents some concluding remarks.
2 Theory

The previous section points out two main facts: (1) Mexican export dependency on the US economy, and (2) differences in terms of international trade levels across states, mainly due to differences in their access to the US market. The Dixit-Stiglitz-Krugman model of monopolistic competition and trade in a multi-region setting allows for the decomposition of exports into two components: the first related to market potential, and the second to supply capacity. This theoretical model is employed to analyze the disparities in export performance among Mexican states. The main assumption is that an increase in the expenditure of tradable goods in US should raise the demand of Mexican tradable goods. However, states would not profit from this increase in Mexican goods demand in the same way, due to differences in trade costs. Thus, the objective is to study which states have reacted better to shifts in the demand side.

2.1 US demand

It is assumed that US consumers have identical preferences. In addition, their utility is given by the consumption of both tradable \( C^T_{us} \) and non tradable \( C^{NT}_{us} \) goods. This utility function is then represented by a Cobb-Douglas function:

\[
U_{us} = (C^T_{us})^\alpha (C^{NT}_{us})^{1-\alpha}, \quad 0 \leq \alpha \leq 1
\]

We assume that the demand of tradable goods is the aggregate of the demand of tradable goods...
produced in region \( i = 1, \ldots, R \). Moreover, region-\( i \)'s firms produce under increasing returns to scale a range of symmetric differentiated goods to provide the US demand. US consumption of tradable goods by sector is represented as standard CES setup:

\[
C^T_{us} = \left[ \sum_{i=1}^{R} n_i x_{i,us}^{(\sigma-1)/\sigma} \right]^{\sigma/(\sigma-1)}, \quad 1 < \sigma \leq \infty
\]

where \( n_i \) is the set of varieties produced by region-\( i \); \( x_{i,us} \) is the US consumption of a single product variety produced in region-\( i \); and \( \sigma \) is the elasticity of substitution across varieties.

In this framework, the US demand for each variety produced in region-\( i \) is a function of the US total expenditure on tradable goods \( (E_{us}) \), product price \( (p_{i,us}) \) and a price index given by all tradable goods sold in the US \( (P_{us}) \). Demand for an individual variety can then be written as:

\[
x_{i,us} = p_{i,us} E_{us} (P_{us})^{(\sigma-1)}
\]

where \( P_{us} \) can be formulated as a generalized mean of the number of firms that supply the US market, as well as a function of prices of individual varieties produced by each region:

\[
P_{us} = \left[ \sum_{j=1}^{R} n_j p_{j,us}^{(1-\sigma)/(1-\sigma)} \right]^{1/(1-\sigma)}
\]

Following the literature, trade costs take the “iceberg” form. It is assumed that region-\( i \)'s varieties by sector have the same producer price \( (p_i) \), and the transportation costs \( (\tau) \) introduce a spread between the domestic and foreign price of any variety produced in region-\( i \). The value of region-\( i \)'s exports to the US is therefore given by:

\[
X_{i,us} = n_i p_i x_{i,us} = n_i p_i^{(1-\sigma)} \tau_{i,us}^{(1-\sigma)} E_{us} (P_{us})^{(\sigma-1)}
\]

As we can see in equation 5, the value of region-\( i \)'s total exports depends on both region-\( i \) and US characteristics. Thus, the term \( E_{us}(P_{us})^{(\sigma-1)} \) is completely exogenous to region-\( i \), it depends on the US tradable goods market, and it will be the same for all Mexican states. Following Redding and Venables (2004a), this term will be considered as the US market capacity \( (m_{us}) \). On the other hand, the term \( n_i p_i^{(1-\sigma)} \tau_{i,us}^{(1-\sigma)} \) depends completely on region-\( i \). Thus, differences in exports across Mexican states are mainly due to their differences in the number of varieties produced by each state, in their price competitiveness, as well as on differences in the costs of delivery to the US market. Also following Redding and Venables (2004a), the term \( n_i p_i^{(1-\sigma)} \) is considered as region-\( i \)'s supply capacity \( (sc_i) \). Finally, equation 5 also shows that varieties’ demand is more influenced by trade costs when there is a high elasticity of substitution. Equation 5 can be rewritten as:

\[
X_{i,us} = s_i \phi_{i,us} m_{us}
\]

where \( \phi_{i,us} = \tau_{i,us}^{(1-\sigma)} \).

Finally, we can define the term \( M_i = \phi_{i,us} m_{us} \) as region-\( i \) foreign market access or real foreign market potential (Head and Mayer, 2004; Redding and Venables, 2004a). Then export performance depends on the supply capacity and on the real foreign market potential:

\[
X_{i,us} = s_i M_i
\]

### 3 Export performance

According to our theoretical model, two elements are necessary to determine the export performance of Mexican states: supply capacity and US market potential. To estimate these two elements, methodology implemented by Redding and Venables (2004b) is employed. In their work Redding and Venables (2004b) use a gravity model to compute supply capacity as the fixed effects of the exporter country and market.
capacity as the fixed effects of the importer partner. Indeed, from equation 6, the following model is specified:

$$\ln(X_{ijt}) = \alpha + \beta \ln(distance_{ij}) + \gamma Border_{ij} + FE_i + FE_j + u_{ijt} \quad (8)$$

Following the literature, bilateral distance and common border are employed as a proxy for obtaining transport costs. More precisely, transportation costs are computed as $$\phi_{ij} = distance_{ij}^{2} \cdot \exp(\gamma \cdot Border_{ij})$$.

Supply capacity can be computed from state-i fixed effects, $$\phi_i = \exp(FE_i)$$. Finally, the US market capacity is obtained from the US importer dummy $$m_{us} = \exp(FE_{us})$$. Once transportation costs and US market capacity are estimated, state-i real US market potential is obtained from $$M_i = \phi_i \cdot m_{us}$$.

### 3.1 Data sources and estimation strategy

The sample of Mexican exports is composed by the thirty two Mexican federative entities, and the period of study is from 1994 to 2002. Equation 4 shows that the price index of US imports is affected by the number of varieties sold in the country. Hence, it is pertinent to take into account the largest number of these varieties. We can include in the sample the main trade partners of the US. Indeed, Canada, Japan, China and Mexico account for more than 52% of US manufacturing imports for the 1994-2002 period. However, to have a more accurate measure of US market capacity, in addition to these four countries, equation 8 is estimated using bilateral trade data between the OECD member countries plus the main US trade partners: China, South Korea and Taiwan (see appendix A for more details). Countries in the sample account for more than 82% of US manufacturing imports for the period 1994-2002.

Except for the Mexican data on exports and distance to US, bilateral trade data and distance data was obtained from the CEPHII Trade, Production and Bilateral Protection Database [Mayer and Zigagno (2005)] and from the CEPHII distance databases, respectively. Given that Mexican regional export data, obtained from Borraz and López-Córdova (2004), is not available at sector level, CEPHII trade flows are grouped into a total bilateral trade flows. CEPHII distances database proposes different distance measures. Following Head and Mayer (2002) formula, the population weighted distance between the 25 most important agglomerations is employed; where distances between agglomerations are calculated following the great circle formula.

Head and Mayer (2002) formula is also employed to measure the distance between a Mexican state and the US. However, distance is measured as the weighted road distance from the state’s most important urban agglomerations (those over 150,000 inhabitants) to the nearest border crossing. This measure is preferable to weighted great circle distance to 25 most important agglomeration, since the latter penalizes the states located at the northwest of Mexico suggesting that some non-border states can be closer to US than Baja California, which is unrealistic. In addition, shipments by road represented over 70 per cent of Mexican shipments to United States.

Three panel regressions of the equation 8 model are implemented to compute supply capacity and foreign market potential for three years periods. The first concerns 1994-1996, which corresponds to the Mexican financial crisis; a second concerns a post-crisis period from 1997 to 1999; and the last concerns the downturn of the US economy from 2000-2002. In addition, the use of three regressions allows us to employ the techniques of seemingly unrelated estimation to compare the differences of regressors between the three periods.

Regression results are presented in Table 1. As expected, the coefficient on distance is negative, which indicates that the further away state-i is from the US, the less it exports. We can also see that the distance coefficient value initially decreases and then increases between the second and third periods, but these variations are not important. Distance coefficient value is near to -1, which is a frequent find among gravity equations literature [Disdier and Head (2003); Head and Mayer (2002)]. The common border coefficient value increases over time, but this increase is not significant.

According to the model, exporter fixed effects represents the supply capacity of a region. We can see that for most of the Mexican states, their coefficient increase between the first and second periods, but it decreases between the second and third periods. We can also see that the states that form Mexico’s industrial belt (the Federal District and the State of Mexico) are among the three states that have the most important supply capacity, however, both of them were doubled by Jalisco, who reports the highest supply capacity for the last period. Table 1 also reports the supply capacity evolution of the US, Canada, Japan and China. Concerning the US and Canada, the evolution is similar to the evolutions of Mexican states. However, China experiences a constant increase in supply capacity, while Japan supply capacity
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Table 1. Gravity regression results

| Dependent Variable: Exports | 1994-1996 | 1997-1999 | 2000-2002 |
|----------------------------|-----------|-----------|-----------|
| Distance                   | -1.010 (0.048)** | -0.997 (0.046)** | -1.000 (0.045)** |
| Border                     | 0.269 (0.110)*  | 0.273 (0.110)*  | 0.287 (0.110)**  |
| Mexican states (supply capacity) |          |            |            |
| MEX                        | -1.146 (0.159)** | -1.283 (0.156)** | -2.008 (0.151)** |
| JAL                        | -2.936 (0.159)** | -1.706 (0.156)** | -1.419 (0.151)** |
| DF Cap                      | -2.015 (0.159)** | -1.972 (0.156)** | -2.143 (0.150)** |
| PUE                        | -2.547 (0.159)** | -1.945 (0.156)** | -1.976 (0.151)** |
| COA                       | -2.905 (0.174)** | -2.581 (0.171)** | -2.252 (0.166)** |
| SON                       | -3.179 (0.173)** | -2.988 (0.169)** | -3.059 (0.161)** |
| GTO                       | -3.629 (0.161)** | -3.017 (0.158)** | -2.966 (0.152)** |
| TAM                       | -3.455 (0.188)** | -2.908 (0.184)** | -3.246 (0.178)** |
| CHH                       | -3.523 (0.211)** | -3.208 (0.205)** | -3.562 (0.200)** |
| QRO                       | -3.777 (0.161)** | -3.372 (0.158)** | -3.607 (0.152)** |
| AGS                       | -3.874 (0.163)** | -3.572 (0.160)** | -3.520 (0.154)** |
| YUC                       | -4.241 (0.157)** | -3.427 (0.154)** | -3.213 (0.148)** |
| NLN                       | -4.017 (0.192)** | -3.165 (0.187)** | -3.431 (0.182)** |
| MIC                       | -3.700 (0.159)** | -3.618 (0.156)** | -3.923 (0.151)** |
| VER                       | -4.310 (0.164)** | -3.919 (0.161)** | -3.701 (0.156)** |
| MOR                       | -3.976 (0.158)** | -3.909 (0.156)** | -4.174 (0.150)** |
| SIN                       | -4.314 (0.160)** | -4.051 (0.157)** | -4.109 (0.151)** |
| DGO                       | -4.491 (0.163)** | -4.321 (0.160)** | -4.197 (0.155)** |
| BCS                       | -4.741 (0.169)** | -4.909 (0.154)** | -5.003 (0.149)** |
| BCS Cap                    | -5.423 (0.200)** | -4.801 (0.196)** | -4.910 (0.202)** |
| TLA                       | -5.486 (0.152)** | -4.698 (0.157)** | -5.049 (0.151)** |
| CHS                       | -4.769 (0.157)** | -4.832 (0.154)** | -5.289 (0.148)** |
| HGO                       | -5.629 (0.160)** | -5.731 (0.157)** | -5.421 (0.151)** |
| ZAC                       | -5.605 (0.163)** | -5.537 (0.160)** | -5.866 (0.155)** |
| GRO                       | -5.987 (0.157)** | -5.589 (0.154)** | -5.321 (0.149)** |
| CAM                       | -5.417 (0.157)** | -5.974 (0.154)** | -5.400 (0.148)** |
| QAX                       | -5.700 (0.157)** | -6.004 (0.155)** | -6.425 (0.149)** |
| NAY                       | -6.250 (0.158)** | -5.926 (0.155)** | -6.740 (0.149)** |
| TAB                       | -6.803 (0.157)** | -6.104 (0.154)** | -6.285 (0.149)** |
| COL                       | -6.861 (0.158)** | -6.016 (0.155)** | -6.671 (0.149)** |
| QTR                       | -7.341 (0.157)** | -6.160 (0.154)** | -7.016 (0.148)** |
| Other exporters (supply capacity) |          |            |            |
| USA                       | 3.815 (0.140)**  | 3.906 (0.140)**  | 3.900 (0.137)**  |
| CAN                       | 1.251 (0.150)**  | 1.223 (0.147)**  | 1.167 (0.161)**  |
| CHN                       | 2.081 (0.148)**  | 2.376 (0.135)**  | 2.789 (0.124)**  |
| Importers (market capacity) |          |            |            |
| USA                       | 2.450 (0.168)**  | 2.698 (0.176)**  | 3.010 (0.181)**  |
| CAN                       | 0.679 (0.158)**  | 0.304 (0.165)**  | 0.601 (0.172)**  |
| JPN                       | 1.319 (0.186)**  | 1.249 (0.187)**  | 1.288 (0.211)**  |
| DEU                       | 1.000 (0.186)**  | 1.008 (0.187)**  | 1.099 (0.178)**  |
| Observations              | 1824         | 1824         | 1824         |
| R-squared                 | 0.92          | 0.93          | 0.93          |

Table notes: * significant at 5%; ** significant at 1%; Standard errors robust to serial correlation and heteroskedasticity in parentheses next to coefficient estimates. Mexican states sorted from high to low average coefficient value. cap superscript refers to Mexico capital and most important economic center. Northern border states are pointed by a nb superscript. Constant term, importer and exporter dummies for other countries in the sample are not reported. See Appendix A.2.1 for key.

decreases. It is not surprising that this country overtook Japan as the second largest manufacturing exporter to US in 2002.

We have seen that market capacity can be computed from the importer fixed effects as: \( m_j = \exp(\text{Imp}_j) \). Table 1 illustrates the fixed effect evolution of Mexico’s NAFTA partners as well as of the other two major world markets: Japan and Germany. We can see the big difference in terms of market capacity between the US and the other countries. In addition, US market capacity increases by 28% between the first and second periods, moreover it experiences an increase of more than 40% between the second and third periods.

We have seen that results look rather stable across the three time periods. In order to look for differences across time periods, a set of tests for the equality of the coefficients is computed and some of them are reported in Table 2. We can see that the null of the equality between regressions are rejected, which, according to our model, suggest that at least one of supply capacity, market capacity and trade


### Table 2. Tests of equality between gravity regressions

| Hypothesis                                      | Test Statistic | Prob > χ² |
|------------------------------------------------|----------------|-----------|
| **Equality of regressors between equations**    |                |           |
| Across time                                    | χ²(100) = 40853.89 | Prob > χ² = 0.00 |
| **Distance effects constant across time**      | χ²(2) = 1.43    | Prob > χ² = 0.49 |
| **Contiguity effects constant across time**    | χ²(2) = 0.21    | Prob > χ² = 0.90 |
| **Supply capacity constant across time**       |                |           |
| AGS                                            | χ²(2) = 65.90   | Prob > χ² = 0.00 |
| BCN                                            | χ²(2) = 89.79   | Prob > χ² = 0.00 |
| RCS                                            | χ²(2) = 15.84   | Prob > χ² = 0.00 |
| CAM                                            | χ²(2) = 169.78  | Prob > χ² = 0.00 |
| COA                                            | χ²(2) = 72.80   | Prob > χ² = 0.00 |
| COL                                            | χ²(2) = 674.66  | Prob > χ² = 0.00 |
| CHS                                            | χ²(2) = 500.86  | Prob > χ² = 0.00 |
| CHI                                            | χ²(2) = 35.56   | Prob > χ² = 0.00 |
| DF                                             | χ²(2) = 16.42   | Prob > χ² = 0.00 |
| DGO                                            | χ²(2) = 120.93  | Prob > χ² = 0.00 |
| GTO                                            | χ²(2) = 188.91  | Prob > χ² = 0.00 |
| GRO                                            | χ²(2) = 91.79   | Prob > χ² = 0.00 |
| HGO                                            | χ²(2) = 789.42  | Prob > χ² = 0.00 |
| JAL                                            | χ²(2) = 854.00  | Prob > χ² = 0.00 |
| MEX                                            | χ²(2) = 300.90  | Prob > χ² = 0.00 |
| MIC                                            | χ²(2) = 52.89   | Prob > χ² = 0.00 |
| MOR                                            | χ²(2) = 40.10   | Prob > χ² = 0.00 |
| NAY                                            | χ²(2) = 438.53  | Prob > χ² = 0.00 |
| NLN                                            | χ²(2) = 120.91  | Prob > χ² = 0.00 |
| OAX                                            | χ²(2) = 108.50  | Prob > χ² = 0.00 |
| PUE                                            | χ²(2) = 212.35  | Prob > χ² = 0.00 |
| QRO                                            | χ²(2) = 133.65  | Prob > χ² = 0.00 |
| QTR                                            | χ²(2) = 530.81  | Prob > χ² = 0.00 |
| SLP                                            | χ²(2) = 89.45   | Prob > χ² = 0.00 |
| SIN                                            | χ²(2) = 44.00   | Prob > χ² = 0.00 |
| SON                                            | χ²(2) = 21.45   | Prob > χ² = 0.00 |
| TAB                                            | χ²(2) = 229.93  | Prob > χ² = 0.00 |
| TAM                                            | χ²(2) = 167.81  | Prob > χ² = 0.00 |
| TLA                                            | χ²(2) = 431.36  | Prob > χ² = 0.00 |
| VER                                            | χ²(2) = 134.80  | Prob > χ² = 0.00 |
| YUC                                            | χ²(2) = 388.55  | Prob > χ² = 0.00 |
| ZAC                                            | χ²(2) = 52.91   | Prob > χ² = 0.00 |
| **Market capacity constant across time**        |                |           |
| USA                                            | χ²(2) = 18.94   | Prob > χ² = 0.00 |

*Table notes: Tests based on results reported on Table 1.*

Costs vary with the time. When computing the Wald tests of equality for the distance coefficients between the three regressions, results suggest that distance effects are time invariant for the period of study. A similar result is found for the common border variable. However, when proceeding to analyze the equality of supply capacity for the Mexican states, the null is rejected. In other words, supply capacity variations are significant between the three periods of study. The same conclusion is obtained from the test of equality for the US importer fixed effect. Thus, improvements in US market capacity are significant across time.

### 3.2 Exports decomposition

Gravity equation allows us to compute the US market capacity the trade costs and the Mexican states supply capacity. Once we have these elements, we can proceed to compute the US market potential for each state, and to analyze their export performance. To compute the foreign market potential for each state we use the following equation: \( M_i = \phi_{i,us}m_{us} \). Once the foreign market potential is computed, export performance can be decomposed into supply capacity growth and foreign market potential growth. We can then proceed to analyze the growth of average exports between period 1 (1994-1996) and period 2 (1997-1999), between periods 2 and 3 (2000-2002), and finally, between periods 1 and 3. Results are presented in Table 3, where states are sorted from best to worst export performance.
between periods 1 and 3. From the average performance (last row of Table 3), we can see that exports growth considerably between periods 1 and 2, but slowed considerably between periods 2 and 3. This change in growth is explained mainly by a slowdown in supply capacity. Indeed, between periods 1 and 2, the average supply capacity grew by 55.4%, while it decreased by 11.6% between periods 2 and 3. Between the initial and final periods of study, average exports grew by about 103%, but most of this boom can be explained by an significant increase in foreign market potential. Moreover, supply capacity decreased for one third of the Mexican states between the initial and final periods by about 30%. We can also see that the foreign market potential increases by 96% between the initial and the last period. This result is two times bigger than the one reported by Redding and Venables (2004a) for Mexico North America market potential for the period 1982/85 - 1994/97. Mayer (2008) computes two different measures of foreign market potential for different countries for the 1960-2003 period. From his database, Mexico's foreign market potentials are computed for the same three time periods to compare them with the results reported Table 3. Mayer’s (2008) average foreign market potential for Mexico increases for about 40% between the 1994/96 and 1997/99 periods and for about 54% between the 1997/99 and 2000/02 periods, for an overall growth of about 116% between the first and the third periods. These results are very similar to those reported in Table 3, which highlights the weight of the US market over the overall foreign market potential for Mexico.

Looking at individual states, we can see that states with the highest levels of exports did not experience the highest average growth in exports. As Table 3 illustrates, the northern border state that experienced the best performance in exports between periods 1 and 3 is Coahuila, ranked sixth in terms of export growth. Jalisco has the best export improvement; indeed, this state increased its exports by over 500%, explained by a considerable improvement in supply capacity that places it as the states with the highest supply capacity.

At the opposite extreme, we can find the poorest Mexican states: Oaxaca and Chiapas. Between periods 1 and 3, these states experienced a export reduction despite of the important increase in foreign market potential. It is important to point out that between the second and third periods, twenty three states (72%) showed a decrease in their supply capacity, among them the country’s capital and four of six northern border states.

Table 3 shows that differences across Mexican states in export performances are mainly driven by differences in supply capacity improvements. This opens the way for the next section which explores the determinants of supply capacity.

Results are also summarized in figures 3 and 4, which draws the spatial distribution of export performance and supply capacity improvements between periods 1 and 3. Concerning export growth, Figure 3 shows that states having a weaker export performance are usually neighbors of at least another state also experiencing a poor export performance. On the other hand, states achieving the strongest levels of export improvements share a border with at least one state with important export growth. However, in both cases, the states can be located at the north or at the south of the country. Figure 4 shows the improvements in supply capacity. We can see that this map is very similar to that of export growth. This opens the way for the next section which explores the determinants of supply capacity. In other words, both figures show that states having the worst export performance and the lowest supply capacity growth are usually neighbors of another state with similar a performance. We can see that in most cases the opposite is also true. Thus, we suspect a neighbor’s effect on a state’s performance.

4 The determinants of supply capacity

The main objective of this section is to clarify the main components of supply capacity. As indicated in the theoretical framework presented previously, supply capacity is a function of the number of varieties produced and of production prices. It is then expected that variables measuring economic size and factor endowments are related to supply capacity. However, as pointed out by Redding and Venables (2004a), supply capacity could also be dependent on real market potential. Indeed, an increase in foreign market potential increases the potential returns of export activities; thus an expansion of the export sector is expected, having some impact on supply capacity. To take this endogeneity into account, Redding and Venables (2004a) applied a simple general equilibrium feature that captures the opportunity costs of resources used in the export sector, summarized by the following equation:

\[
\overline{X}_i = \hat{a}_i - \hat{c}_i \omega + \left[\overline{M}_i + (1 - \sigma)\hat{f}_i \right] \frac{(1 + \omega)}{\sigma}
\]

(9)
Table 3. Components of export growth

| State | Exports growth (%) | Supply capacity (%) | Market access (%) | Exports growth (%) | Supply capacity (%) | Market access (%) | Exports growth (%) | Supply capacity (%) | Market access (%) |
|-------|---------------------|---------------------|-------------------|---------------------|---------------------|-------------------|---------------------|---------------------|-------------------|
| JAL   | 279.8               | 242.1               | 40.8              | 66.9                | 33.2                | 30.8              | 533.9               | 355.9               | 96.8              |
| YUC   | 140.4               | 125.7               | 42.0              | 53.5                | 39.9                | 30.5              | 292.7               | 179.3               | 98.2              |
| GTO   | 99.6                | 79.0                | 40.5              | 52.1                | 19.8                | 39.9              | 203.7               | 114.5               | 96.5              |
| QTR   | 190.2               | 141.3               | 42.2              | -1.9                | -21.9               | 39.5              | 184.8               | 88.5                | 98.3              |
| CAM   | 20.8                | 0.5                 | 41.8              | 74.4                | 39.0                | 40.3              | 175.9               | 92.1                | 94.8              |
| COA   | 58.2                | 38.3                | 38.9              | 128.6               | 77.5                | 39.6              | 176.1               | 78.4                | 98.0              |
| SLP   | 70.1                | 47.8                | 40.0              | 57.1                | 24.0                | 40.0              | 167.2               | 83.3                | 96.0              |
| NLN   | 101.7               | 73.7                | 37.7              | 29.0                | 3.5                 | 40.5              | 160.3               | 78.7                | 93.5              |
| QTR   | 112.7               | 82.6                | 40.8              | 20.7                | -3.1                | 39.8              | 156.8               | 77.0                | 96.8              |
| AGS   | 56.7                | 35.3                | 40.2              | 62.2                | 28.7                | 40.0              | 154.1               | 74.0                | 96.2              |
| TLA   | 148.3               | 122.6               | 40.7              | -0.8                | -22.2               | 39.8              | 146.2               | 73.2                | 96.8              |
| GRO   | 72.7                | 48.9                | 41.4              | 42.4                | 7.0                 | 39.7              | 146.0               | 59.4                | 97.5              |
| BCN   | 106.9               | 86.3                | 33.8              | 14.5                | -10.3               | 41.5              | 136.8               | 67.0                | 93.7              |
| TAB   | 124.3               | 101.2               | 41.4              | 5.0                 | -16.6               | 39.7              | 135.6               | 67.9                | 97.5              |
| CHI   | 56.7                | 37.0                | 36.5              | 20.9                | -5.3                | 40.8              | 89.4                | 29.8                | 92.2              |
| SIN   | 52.8                | 30.1                | 40.7              | 19.3                | -5.6                | 39.8              | 82.2                | 22.8                | 96.7              |
| QRO   | 77.9                | 49.9                | 40.4              | 0.5                 | -20.9               | 39.9              | 78.9                | 18.5                | 96.5              |
| TAM   | 94.3                | 69.4                | 37.9              | -9.0                | -28.7               | 40.5              | 76.9                | 20.8                | 93.7              |
| COL   | 129.1               | 125.9               | 41.1              | -32.9               | -46.5               | 39.7              | 73.9                | 20.9                | 97.2              |
| SON   | 39.9                | 21.0                | 39.1              | 20.0                | -6.9                | 40.2              | 67.9                | 12.7                | 95.9              |
| HGO   | 145.8               | 135.5               | 40.6              | -32.0               | -48.8               | 39.9              | 67.1                | 23.1                | 96.7              |
| DF   | 20.1                | 4.4                 | 40.8              | 8.7                 | -15.7               | 39.8              | 30.5                | -12.0               | 96.9              |
| MOR   | 24.6                | 6.9                 | 41.0              | 0.2                 | -23.3               | 39.8              | 24.9                | -18.0               | 97.1              |
| BCS   | 4.1                 | -12.0               | 41.5              | 10.7                | -12.5               | 39.7              | 15.3                | -23.0               | 97.6              |
| ZAC   | 25.1                | 7.0                 | 40.1              | -8.4                | -28.0               | 40.0              | 14.7                | -23.0               | 96.1              |
| MIC   | 20.7                | 8.5                 | 40.8              | -6.2                | -26.3               | 39.8              | 13.6                | -20.0               | 96.8              |
| DGO   | 40.0                | 18.5                | 40.1              | -20.2               | -37.9               | 40.0              | 11.7                | -26.4               | 96.1              |
| VER   | 20.0                | 8.0                 | 40.8              | -23.8               | -29.9               | 39.8              | -8.5                | -35.1               | 96.9              |
| NAY   | 65.3                | 38.3                | 41.1              | -47.1               | -55.7               | 39.8              | -12.5               | -38.7               | 97.2              |
| MEX   | 34.1                | 16.5                | 40.8              | -30.8               | -52.5               | 39.8              | -19.2               | -44.7               | 96.9              |
| OAX   | 4.5                 | -22.4               | 41.2              | -22.4               | -34.4               | 39.7              | -25.2               | -49.1               | 97.3              |
| CHS   | 8.3                 | -4.1                | 41.7              | -22.4               | -43.1               | 39.6              | -48.5               | -65.4               | 97.8              |
| Average | 77.4               | 55.3                | 40.3              | 12.2                | -11.6               | 39.9              | 102.9               | 40.1                | 96.3              |

*Table notes: export growth is the growth of average exports by state between two time periods. Supply capacity and US market access growth are computed from results reported in Table 1. Mexican states sorted from high to low export growth between period 1-3. cap superscript refers to Mexican capital and most important economic center. nb superscript refers to Northern border states.*

where \( a_i \) is a measure of the size of the economy; \( c_i \) is a measure of comparative costs in the export sector of region-\( i \); \( \omega \) is the price elasticity of export supply; \( t_i \) is the total expenditure on internal transport costs; and \( \hat{\cdot} \) denotes a proportional deviation from a reference point. It is important to point out that a less than proportional relationship between foreign market potential and supply capacity is expected. Thus, the coefficient market potential is expected to be less than one: \( \sigma > 1 + \omega \). Indeed, an increase in export volume requires an increase in production resources which would be drawn from non export sectors. This production factor demand increase in turn increases prices and, consequently, deteriorates supply capacity.

Other expected results are the following ones: an increase in internal trade costs have a negative impact on export performances given that \( \sigma > 1 \); domestic size increases exports volume; and high costs means that a lower volume of exports is supplied for a given price (Redding and Venables, 2004a).

5 Empirical specification and data sources

The sample subject to empirical specification is composed of a panel of annual data of the 32 Mexican states for 1994-2002. The empirical specification of equation 9 takes the following form:

\[ X_i(t) = z_i(t)\beta + u_i(t) \]  

where the dependent variable is the log of total exports of state \( i = 1, ..., N \) for a year \( t = 1, ..., T \).
is then a $N \times 1$ vector of observations in a year $t$. $z_i(t)$ is the $N \times k$ matrix of observations on $k$ exogenous variables in year $t$. Finally, $u_i(t)$ is an $N \times 1$ vector of disturbances in period $t$.

Following on from the previous section, the exogenous variables considered are measures of economic size, measures of export sector comparative costs or competitiveness, measures of internal transportation costs and the foreign market potential variable. Unless otherwise indicated, independent variables are introduced in logarithmic transformation. State-$i$ real GDP and population are employed to measure economic size. To capture the competitiveness of the export sector, variables related productions costs are employed. Finally, domestic trade costs are measured by road infrastructure. Indeed, given that most of shipments to US are made by road, improvements in the road network can lead to a improvements in trade costs as suggested by Martin and Rogers (1995). The road network for each state is measured as the square kilometers of the state’s routes over the state’s area.

The spatial concentration of industrial activities can be a source of positive or negative externalities (Fujita et al., 1999). On one hand, supply capacity can be improved by positive externalities as technological spillovers, access to infrastructure and to specialized labor, backward linkages, etc. On the other hand, negative externalities as congestion effects, as well as increases in wages and land prices could harm supply capacity. To control for industrial agglomeration, the number of industrial firms implanted in the state by kilometer-squared is employed.

To measure differences in production factor costs, the average wage of the state is employed. An increase in wages is suppose to deteriorate supply capacity, but average wages can also be an indicator of skilled-labor endowments which can improve supply capacity.

At the end of the 90s, Mexican government attempted to reform the electric sector. According to President Zedillo’s Mexico faced a growing demand for electrical power and a chronic insufficiency of public resources to make the necessary investments to satisfy this demand (Breceda, 2000). Indeed,
Mexico is a country where the impacts of fluctuations in energy prices, particularly natural gas and electricity, on industrial competitiveness are source of debate. To contribute to this debate, the average cost per Kilo watt for the industries is included as a measure of production costs.

Finally, in addition to foreign market potential values obtained in previous sections, two alternative measures of foreign market potential are employed. The first is the ratio of real US GDP to distance between US and state-i; the second is the ratio of US imports from other regions (countries and states) to distance between the US and state-i. Table 4 presents the summary statistics and appendix A presents a detailed description and sources of the data.

Before proceeding to estimation, some econometric issues must be addressed. In this type of model,
the literature usually takes GDP as an endogenous variable. Indeed, by definition, exports are a component of GDP. Three different approaches are employed to handle this. Firstly, one year lagged GDP values are employed as measures of economic size. Secondly, exports are subtracted to GDP, and the result can be interpreted as a type of state level domestic absorption. Finally, following Redding and Venables (2004a), a theoretical restriction that \( \beta_1 = 1 \) is imposed, and the export-income ratio is employed as the dependent variable.

A most important econometric issue is the influence of neighboring states on export performances. In a similar framework, Koch et al. (2007) employ the properties of destination country price index (see equation 4) to derive an empirical specification involving a spatial autoregressive form in trade flows. More precisely, since the price index is a function of imports from all regions, the exports from one region would be influenced by other regions exports through this index. These authors suggest that the coefficient of the spatial lag dependent variable can be interpreted as a measure of spatial competition. LeSage and Pace (2008) provide two econometrical motivations to include a spatial lag of the dependent variable in the study of trade flows. The first one consist of considering spatial dependence as a long-run equilibrium of a dynamic spatiotemporal process. In other words, a shock in a region is transmitted directly to its neighbors, it is transmitted indirectly to its neighbors neighbors, as well as to its neighbors neighbors neighbors, and so on; moreover, shocks get reflected back to the region from its neighbors. As a consequence, in the equilibrium, the dependent variable in any observation depends on the exogenous variables and error terms in all other observations. The second motivation is founded on an omitted variables argument. These authors show that omitting variables that exhibit a spatial dependence can lead to any: spatial lag model (if the omitted variable is correlated to any exogenous regressor) or spatial error model (if the omitted variable is correlated to the error term).

According to equation 9, factors are immobile across regions and resources are drawn out of non export sectors. However, in the case of regions inside the same country where labour can be a mobile factor, an export sector expansion can draw production resources from other regions via labour migration 2. In addition, improvements in variables such as the road network can lead to improvements in export performances to neighboring regions using this road network to export. Thus, observed and unobserved neighboring characteristics might influence the export performance of a Mexican state-1. Following LeSage and Pace (2008) advises, it should be convenient to include a spatial lag of the dependent variable. However, in the presence of spatially dependent omitted variables correlated only with the error terms, the error terms will exhibit some form of cross-sectional correlation that has to be dealt with (Koch et al., 2007). In our case, Mexican states can face to similar unobserved shocks that lead to a cross-sectional correlation of this kind. For example, a slowdown in the demand of the automobile industry would impact states exporting this industry related products. To handle this cross-sectional correlation, we assume that the disturbance term follows a first order spatial autoregressive process. Including both, the spatial autoregressive disturbances and the spatial lag dependent model in the model yields to a mixed-regressive-spatial autoregressive model with spatial autoregressive disturbance, commonly called the General Spatial Model (SAC)3:

\[
X_i(t) = z_i(t)\beta + \lambda W_i X_i(t) + u_i(t) = Z_i(t)\delta + u_i(t), \quad |\lambda| < 1 \tag{11}
\]

\[
u_i(t) = \rho M_i u_i(t) + \varepsilon_i(t), \quad |\rho| < 1 \tag{12}
\]

where \( Z_i(t) = [z_i(t), X_i(t)] \); \( \delta = [\beta', \lambda]' \); and \( \rho \) are scalar autoregressive parameters; \( W_i = M_i \) are \( N \times N \) spatial weighting matrices which defines the interactions between states; and \( \varepsilon_i(t) \) is an \( N \times 1 \) vector of the remainder disturbances or innovations (Kapoor et al., 2007) in period \( t \) with mean zero and variance \( \sigma^2_i \). This assumption implies that a shock in state-\( i \) would be transmitted to all other states affecting their export performance. LeSage and Pace (2008) propose to take into account the spatial dependences of both the origin and the destination regions. In our case, given that a common destination for all exports is assumed, spatial dependences are considered only between the exporter regions. The weight matrices \( W_i = M_i \) are constructed as follows. For any year \( t = 1, ..., T \), a weight matrix \( W_i \) is defined as:

\[
W_i(t) = \begin{bmatrix}
0 & w_{i,j} & w_{i,k} \\
w_{j,i} & 0 & w_{j,k} \\
w_{k,i} & w_{k,j} & 0
\end{bmatrix} \tag{13}
\]

2 Note that if this is the case, the coefficient value of \( MP_i \) may be higher than one.

3 Kelejian and Prucha (1998) refer to the SAC model as the (first-order) spatial autoregressive model with (first-order) autoregressive disturbances of order (1, 1), for short SARAR(1, 1).
where \( w_{i,j} = (1 / \text{distance}_{i,j}) \) if the states \( i \) and \( j \) are neighbors, and zero otherwise. Matrix \( W_t \) is standardized, so that the sum of every row of the matrix is one.

An additional econometric problem comes from the construction of the foreign market potential. This variable was calculated for three year periods, while this section employs yearly data. In addition, firm heterogeneity literature suggests that the heterogeneity in productivity of existing firms plays an important role in the export performance. Chaney (2008) extends Melitz (2003) model to a multi-country framework. He shows that the number of firms exporting, as well as its export levels, depend on firms' productivity and on the elasticity of substitution. When trade barrier decreases, a region hosting competitive firms captures a larger market share than a region hosting less productive firms. The firms already implanted in a region influence both present and future export performance of the region. These points suggest that there are characteristics that are transmitted over time. To take this into account, it is allowed for the innovations to be correlated over time. Following Kapoor et al. (2007), the error structure is defined as:

\[
\varepsilon_i(t) = \mu_i + v_i(t)
\]

and \( v_i(t) \) in an \( N \times 1 \) vector of error components with zero mean and variance \( \sigma^2_v \); and \( \mu_i \) in an \( N \times 1 \) vector of state-\( i \) specific error components with zero mean and variance \( \sigma^2_{\mu} \). The innovations vector \( \varepsilon_i(t) \) thus depends on disturbances which differ for each state but are constant for the same state over different years (\( \mu_i \)), and of disturbances that are specific to each state and to each time period (\( v_i(t) \)). In other words, the specification of the innovations corresponds to that of a classical one-way error component model (Kapoor et al., 2007). It is assumed that the processes \( \mu_i \) and \( v_i(t) \) are independent. Thus, \( \varepsilon_i(t) \) are autocorrelated over time, but are not correlated across units:

\[
E \varepsilon_i(t) = 0 \quad \text{and} \quad E \varepsilon_i(t), \varepsilon_j(s) =
\begin{bmatrix}
\sigma^2_{\mu} + \sigma^2_v & \text{if } i = j; \ t = s \\
\sigma^2_v & \text{if } i = j; \ t \neq s \\
0 & \text{otherwise}
\end{bmatrix}
\]

Stacking the observations in equations 10, 11 and 14 we obtain:

\[
X = Z\delta + u
\]

\[
u = \rho(I_T \otimes W)u + \varepsilon = (I_{NT} - \rho I_T \otimes W)^{-1}\varepsilon
\]

\[
\varepsilon = (e_T \otimes I_N)\mu + v
\]

where \( X = [X'(1),...,X'(T)'] \); \( Z = [Z'(1),...,Z'(T)'] \); \( u = [u'(1),...,u'(T)'] \); \( \varepsilon = [\varepsilon'(1),...,\varepsilon'(T)'] \); \( v = [v'(1),...,v'(T)'] \); \( \mu = [\mu'(1),...,\mu'(T)'] \); \( I_T, I_N \) and \( I_{NT} \) are identity matrices of dimension \( T, N \) and \( NT \), respectively; \( e_T \) is a vector of ones of dimension \( T \); and \( \otimes \) denotes the Kronecker product. Note that this specification allows for spatial interactions in both the error components \( v_i(t) \) and the specific error \( \mu_i \) components. Finally, the variance-covariance matrix of the disturbance vector \( \varepsilon \) can be represented as:

\[
\Omega = \sigma^2_{\mu} (J_T \otimes I_N) + \sigma^2_v I_{NT} = \sigma^2_v Q_0 + \sigma^2_{\mu} Q_1
\]

where \( \sigma^2_{\mu} = \sigma^2_v Q_0 + T \sigma^2_v; \ Q_0 = (I_T - \frac{J_T}{T}) \otimes I_N; \ Q_1 = \frac{J_T}{T} \otimes I_N; \) and \( J_T = e_T e_T' \) is a \( T \times T \) matrix of unit elements.4

The estimation approach employed in this paper is a feasible generalized spatial two stage least squares (FG2 SLS) procedure developed by Kapoor et al. (2007) and Kelejian and Prucha (1998). This approach involves three steps. In the first step, the regression model in equation 15 is estimated by two stage least squares (2SLS) to obtain the residuals (\( \hat{u} = X - Z\beta \)). In this step, following Kelejian and Prucha (1998), the exogenous regressors and their first and second order spatial lags \( (z_i(t), W_i z_i(t), W_i^2 z_i(t)) \) are employed as instruments for the spatial lag of the dependent variable. In the second step, the residuals are used in the generalized moments procedure suggested by Kapoor et al. (2007) to estimate the spatial autoregressive parameter \( \hat{\rho} \), \( \hat{\sigma}^2_{\mu} \), \( \hat{\sigma}^2_v \) and \( \hat{\Omega}_\varepsilon \) by a non-linear optimization routine. Finally, in the third

---

4For more details on the properties of the matrices and assumptions see Kapoor et al. (2007).
where \( X^\ast = Z^\ast \delta + \varepsilon \) \hspace{1cm} (19)

where \( X^\ast = [I_T \otimes (I_N - \hat{\rho}W)]X \); and \( Z^\ast = [I_T \otimes (I_N - \hat{\rho}W)]Z \). Then the FG2SLS estimator is defined as:

\[
\beta_{\text{FG2SLS}} = (Z^\ast \hat{\Omega}_\varepsilon^{-1} Z^\ast)^{-1} Z^\ast \hat{\Omega}_\varepsilon^{-1} X^\ast
\]

5.1 Estimation results

Table 5 presents parameter estimates of the model employing OLS which will be used as a benchmark. Note that, to capture Mexican economy volatility (especially during the financial crisis years), time dummies were included to the specification, but not reported. OLS estimates suggest that the size and foreign market potential are important factors influencing export performances, since both variables are always significantly positively related to the different specifications of the dependent variable. Results suggest that road network is an important factor, since it is significant for the different specifications. When the dependent variable is the total exports (columns 1-2), time lagged GDP, market potential and infrastructure are significantly positively correlated to exports. More importantly, when adding regionally fixed effects to control for spatial heterogeneity, they remain significant; see column 2 in comparison to column 1. This is not the case for the agglomeration and electricity costs variables which lose their significance when adding region dummies. When employing domestic absorption as a measure of economic size (columns 3-4), this variable is significant and positively correlated to exports, as well as market potential and road network. Agglomeration variable lost again its significance when adding region dummies. In the third specification (columns 5-6), the market potential and the road network coefficients are again positive and significant. Given that the only measure of size is the population levels, this variable becomes significant and positively correlated to exports. In this specification, wages become significant and positively correlated to exports/GDP ratio. This result is not robust compared to those found in previous specifications, which suggest that wages coefficient could be influenced by omitted variables bias.

Table 5 also reports the Lagrange multiplier (LM) and its robust versions (RLM) to see which specification applies better to our case, spatial-error or spatial-lag dependences. We can see that we cannot reject the presence of both spatial lag dependent variable and spatial error influences. The next step is then to control for these types of spatial autocorrelation by computing the FG2SLS estimates.

Results (reported in Table 6) suggest that state’s size, road infrastructure and foreign market potential are the main determinants of export performance. The size of the state is again significant when measured as economic size. Moreover, when omitting economic size variables, the population size reflects the significance of the size of the states. Concerning spatial dependences, results suggest the presence of these dependences across neighboring states. The spatial lag of the dependent variable is always positive and significant, which suggest the agglomeration of export activity into a group of states. This result can also be interpreted as the result of a positive influence of variables affecting export performance in neighboring regions such as neighbors size and road networks.

The estimate of the autoregressive parameter \( \rho \) is always significantly related to the dependent variables, but its sign changes when including regional dummies. We can infer that this coefficient captures the effects of omitted variables that create both positive and negative spatial spillovers across Mexican states. Hence, controlling for spatial error dependence allows us to reduce the bias created by the omission of important variables. This can be seen clearly if we compare the coefficients of the wages variable reported in column 6 in both Table 5 and Table 6. Indeed, introducing the error variable spatial wage loses its significance.

The results reported in Table 6 are in line with the theoretical model and can be interpreted as follows. Road density facilitates transportation, thus reducing trade costs improves the export performance. In addition, as suggested by the theory, the expansion of the export sector needs production factors. Thus, the availability of a significant quantity of production factors, measured by the size of the state, would improve the export sector. In addition, improvements in the export sector would be transmitted to neighboring states, creating regions that concentrate the export activity. Finally, after controlling for supply capacity, the foreign market potential is a key element in improving exports. Moreover, the FMP
Table 5. OLS - Determinants of export performance

| Dependent variable | Exports | Exports / GDP |
|--------------------|---------|---------------|
| GDP t-1            | 1.363   | 1.715         | 1.200 | 1.440 |
| (GDP aÅS exports)  | (0.236)** | (0.262)** |
| Population         | -0.613  | -0.6892       | -0.172 | -0.398 | 0.523 | 1.052 |
| Wages              | 0.283   | -0.147        | 0.606  | -0.039 | 2.701 | 1.331 |
| Price of kwh       | -0.802  | -0.173        | -0.776 | -0.108 | -0.189 | 0.093 |
| Agglomeration      | 0.618   | 0.176         | 0.613  | 0.157  | 0.003  | 0.113 |
| Road network       | 0.654   | 0.575         | 0.655  | 0.543  | 0.599  | 0.295 |
| FMP                | 0.846   | 0.592         | 0.921  | 0.671  | 1.051  | 0.728 |

Observations: 288
R-squared: 0.79
Time dummies: yes
Region dummy: no

Table notes: * significant at 5%; ** significant at 1%. Standard errors robust to serial correlation and heteroskedasticity in parentheses under coefficient estimates. Each regression includes a constant and time dummies not reported. Region specific effects not reported.

Table 6. FGLS - Determinants of export performance

| Dependent variable | Exports | Exports / GDP |
|--------------------|---------|---------------|
| GDP t-1            | 1.363   | 1.715         | 1.200 | 1.440 |
| (GDP aÅS exports)  | (0.275)** | (0.308)** |
| Population         | -0.300  | 0.035         | -0.091 | 0.548 | 0.698 | 1.276 |
| Wages              | 0.257   | -0.453        | 0.828  | -0.001 | 1.217 | 0.795 |
| Price of kwh       | -0.006  | 0.151         | -0.004 | 0.133  | -0.030 | -0.021 |
| Agglomeration      | 0.231   | 0.016         | 0.243  | 0.038  | 0.332  | 0.091 |
| Road network       | 0.290   | 0.411         | 0.278  | 0.391  | 0.345  | 0.331 |
| FMP                | 0.665   | 0.527         | 0.780  | 0.501  | 0.561  | 0.639 |
| W Exports          | 0.513   | 0.381         | 0.463  | 0.397  | 0.451  | 0.562 |
| Rho                | -0.256  | 0.077         | -0.300 | 0.071  | -0.351 | -0.276 |

Observations: 288
R-squared: 0.76
Time dummy: yes
Region dummy: no

Table notes: * significant at 5%; ** significant at 1%. Standard errors robust to serial correlation and heteroskedasticity in parentheses under coefficient estimates. Each regression includes a constant and time dummies not reported. Region specific effects not reported.

estimator is lower than one, which suggests that an increase in the demand side raises costs and prices in the export sector, discouraging supply capacity as proposed by Redding and Venables (2004a).

Given that the FMP variable was constructed from regressions involving export data, one could doubt the pertinence of employing this variable. This variable is replaced, therefore, by two alternative
### Table 7. Regressions with alternative measures of FMP

| Dependent variable | Exports | Exports / GDP |
|--------------------|---------|---------------|
|                    | (1)     | (2)           | (3) | (4) | (5) | (6) |
| GDP$_{t-1}$        | 1.306   | 1.305         | 0.782 | 0.781 | 1.268 | 1.267 |
|                    | (0.370)** | (0.370)** | (0.345)** | (0.345)** | (0.228)** | (0.228)** |
| (GDP aĂ§ exports) |          |               |       |     |     |     |
| Population         | 0.047   | 0.048         | 0.554 | 0.555 | 1.268 | 1.267 |
|                    | (0.395) | (0.395)       | (0.378) | (0.378) | (0.228)** | (0.228)** |
| Wages              | -0.538  | -0.540        | -0.075 | -0.075 | 0.507 | 0.503 |
|                    | (0.686) | (0.686)       | (0.669) | (0.669) | (0.692) | (0.601) |
| Price of kWh       | 0.174   | 0.175         | 0.161 | 0.161 | 0.003 | 0.004 |
|                    | (0.402) | (0.402)       | (0.423) | (0.423) | (0.385) | (0.385) |
| Agglomeration      | 0.014   | 0.014         | 0.034 | 0.034 | 0.089 | 0.088 |
|                    | (0.196) | (0.196)       | (0.195) | (0.195) | (0.213) | (0.213) |
| Road network       | 0.413   | 0.413         | 0.393 | 0.393 | 0.338 | 0.338 |
|                    | (0.135)** | (0.135)**   | (0.139)** | (0.139)** | (0.133)* | (0.133)* |
| US GDP/Distance    | 0.552   | 0.625         | 0.628 | 0.628 | 0.676 | 0.676 |
|                    | (0.134)** | (0.146)**   | (0.146)** | (0.146)** | (0.138)** | (0.138)** |
| US imports/Distance| 0.555   |               | 0.628 | 0.628 |       |       |
|                    | (0.134)** | (0.146)**   | (0.146)** | (0.146)** | (0.138)** | (0.138)** |
| W Exports          | 0.389   | 0.390         | 0.415 | 0.417 | 0.576 | 0.577 |
|                    | (0.186)* | (0.186)*      | (0.195)* | (0.195)* | (0.177)** | (0.176)** |
| Rho                | 0.081   | 0.081         | 0.073 | 0.073 | -0.272 | -0.273 |
|                    | (0.010)** | (0.010)**   | (0.012)** | (0.012)** | (0.027)** | (0.027)** |
| Observations       | 288     | 288           | 288   | 288   | 288   | 288   |
| R-squared          | 0.62    | 0.62          | 0.61  | 0.61  | 0.67  | 0.67  |
| Time dummies       | yes     | yes           | yes   | yes   | yes   | yes   |
| Region dummy       | yes     | yes           | yes   | yes   | yes   | yes   |

1. Table notes: * significant at 5%; ** significant at 1%. Standard errors robust to serial correlation and heteroskedasticity in parentheses under coefficient estimates. Each regression includes a constant and time dummies not reported. Region specific effects not reported.

measures of market potential. From gravity equation we have found a distance estimator around minus one. The first alternative measure is then the ratio of real US GDP to distance between US and state-i; the second is the ratio of total US imports minus state-i exports to distance between the US and state-i.

Table 7 draws the estimates when employing alternative measures of market potential. Comparing results to those found previously, we can see that there are no significant differences on the significance and coefficient values for the market potential, road network and size variables. Indeed, these remain the most important factors explaining export performances. Population size is also significant excluding when the GDP and the absorption variables are excluded. Regarding the coefficient value of the three market potential variables, in all cases are lower than one as expected. Moreover, except for the population variables, after controlling for spatial dependences\(^5\), their coefficient value become smaller. Hence, not controlling for these dependences could lead to overstate the importance of significant variables, and even to give significance to variables that are not (as the variable wages in our case\(^6\)).

Finally, note that, except for production costs which are not significant, results are in line with equation 9. In other words, states’ size, improvements in internal trade costs, and foreign market potential are the main determinants for export supply capacity.

### 6 Conclusions

This paper studies the export performance of Mexican states after liberalization reforms. The paper focuses on the role played by the transport costs determining access to foreign markets, as well as the states’ competitiveness in supplying foreign market demand. Given the Mexico’s location, its main foreign market in recent years has been the US market. Thus, the theoretical assumption is that Mexican exports vary in function of shifts in the US demand for tradable goods. The paper also studies the response of the different states to these changes in demand in order to determine which states profit better from liberalization reforms.

\(^5\)The results without spatial lag variable and spatial error not reported for the alternative measures of FMP, but available upon request.

\(^6\)The wages variable has a similar behavior when using alternative measures of FMP. Indeed, this variable is significantly positively related to the exports/GDP variable until controlling for spatial dependences.
Results also highlight the importance of states’ market potential in determining export levels. Northern border regions have almost five times more market potential than southern regions. However, when analyzing the changes in market potential and their impact on export performance, northern border states fare no better. Furthermore, results suggest that the states that have the better export performance are not necessarily those with the higher increase in market potential. An important factor in export performance is the supply capacity improvement of each state. States that experience an increase in supply capacity are, in most cases, also the states with better export performance.

Among the factors influencing supply capacity, results indicate that economic size, road infrastructure and spatial spillovers from neighboring states’ are significant factors. Since export sector expansion needs additional resources, better endowed states react better to this expansion. Improvements in infrastructure impact directly the trade costs since it makes easier the distribution of goods and supplies. Concerning spatial dependences, result suggest the presence of positive spatial spillovers from neighboring states’ export activity. In other words, changes in a state’s export volume or in state’s characteristics influencing export activity (as size and road network) will indirectly have a positive impact on the supply capacity in neighboring states. According to obtained results, there are also spatial spillovers through the error term. This result implies that state level data cannot be considered as independently generated because of the presence of similarities with neighboring states. Moreover, taking into account this form of dependence allows to reduce the omitted bias variables. Results also suggest that differences in production costs, measured by the wages and electricity prices, as well as their evolution have not affected the competitiveness of export activities.

Unfortunately for the Mexican economy, results suggest that in most cases export improvement is due mainly to an increase in the US demand for tradable goods rather than to an improvement in supply capacity. It seems, then, that an export-led growth strategy has reinforced Mexico’s dependency on the US economy. As a consequence, Mexico’s exports have become vulnerable to slowdowns in the United States. Thus, citing Blecker (2006), "... given the likelihood that the United States will have slower growth over the next several years as a result of its mammoth fiscal and trade deficits, it is all the more important for Mexico to redouble its efforts at export diversification (perhaps more through marketing efforts rather than trade agreements)." (Blecker, 2006: pp.33-34). In addition, it is clear that there are some regions for which the US demand (measured as the market potential) is not as important as for other regions. Hence, in order to reduce disparities across regions, Mexican economic policy must also look to stimulating national demand (especially in the poorest states), rather than expecting improvements in a foreign demand that only favours a group of states.
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A Variables definition and data sources

A.1 Preliminary notes.

All variables are introduced in logarithmic transformation. Variables indicated by (*) concern data reported in Mexican pesos. This data was transformed to 1996 constant USD employing the real exchange rate Mexico Peso / US Dollar reported by the Centro de Estudios de las Finanzas Públicas de la H. Cámara de Diputados.

A.2 Gravity equation

A.2.1 Sample

The sample is composed by the following economies for the 1994-2002 period:

1. 32 Mexico’s federative entities: Aguascalientes (AGS), Baja California (BCN), Baja California South (BCS), Campeche (CAM), Coahuila (COA), Colima (COL), Chiapas (CHS), Chihuahua (CHI), the Federal District (DF), Durango (DGO), Guanajuato (GTO), Guerrero (GRO), Hidalgo (HGO), Jalisco (JAL), Mexico (MEX), Michoacan (MIC), Morelos (MOR), Nayarit (NAY), Nuevo Leon (NLN), Oaxaca (OAX), Puebla (PUE), Queretaro (QRO), Quintana Roo (QTR), San Luis Potosi (SLP), Sinaloa (SIN), Sonora (SON), Tabasco (TAB), Tamaulipas (TAM), Tlaxcala (TLA), Veracruz (VER), Yucatan (YUC), and Zacatecas (ZAC).

2. OECD member countries at 1994: Australia (AUS), Austria (AUT), Belgium (BEL), Canada (CAN), Switzerland (CHE), Germany (DEU), Spain (ESP), Finland (FIN), France (FRA), United Kingdom (GBR), Greece (GRC), Iceland (ISL), Italy (ITA), Japan (JPN), Netherlands (NLD), Norway (NOR), New Zealand (NZL), Portugal (PRT), Sweden (SWE), Turkey (TUR), United States (USA).

3. United States main trade partners (in the top ten) not belonging to the OECD at 1994: China (CHN), Republic of Korea (KOR), Taiwan (TWN).

A.2.2 Dependent variable

Exports. Manufacturing trade flows. Data source: Data on bilateral trade of OECD and main US partners comes from CEPII Trade, Production and Bilateral Protection Database [Mayer and Zignago (2005)]. Mexican export data was obtained from Borraz and López-Córdova (2004).

A.2.3 Explanatory variables

Distance. Population weighted distance, following Head and Mayer (2002) formula: \( \text{distance}_{i,us} = \sum_{j \in i} \frac{\text{population}_j}{\text{population}_i} \text{distance}_{j,us} \). Distance between countries is measured as the great circle distance between the 25 most important agglomerations. Data source: CEPII distances database. Distance between Mexican states and US is the weighted road distance from the state’s most important urban agglomerations (those over 150,000 inhabitants) to the nearest border crossing. Data source: Constructed by the author with population data from the 1990 population census data (INEGI) and road distance data from the Mexican Secretaria de Comunicaciones y Transportes (SCT).

Common border. Binary variable that takes the value of 1 if countries share a common border and 0 otherwise. Since this variable is at country level, this variable takes the value of 1 for all Mexican states - US common border.

A.3 The determinants of supply capacity

A.3.1 Sample

The sample is composed by the 32 Mexico’s federative entities for the 1994-2002 period.
A.3.2 Dependent variable

Exports. Manufacturing trade flows. Data source: Borraz and López-Córdova (2004).

A.3.3 Explanatory variables

GDP$_{t-1}$. (*) Time lag of State gross domestic product. Data source: INEGI.

Population. State total population. Data source: Consejo Nacional de Población (CONAPO).

Wages. (*) Average daily wage reported to the social security in 2000 constant USD. Data source: Secretaría del Trabajo y Previsión Social (STPS).

Price of kwh. (*) Price of kilowatt hour for industrial activity. Data source: Comisión Federal de Electricidad (CFE).

Agglomeration. Ratio of industrial sector consumers of electricity to state’s area. Data source: Comisión Federal de Electricidad (CFE).

Road network. Ratio of squared kilometers of paved roads to state’s area. Data source: INEGI.

US GDP. Real GDP in 1996 dollars. Data source: Bureau of Economic Analysis (BEA).

US imports. US total imports. Data source: US International Trade Commission database.

Regional dummies are created grouping states in 10 regions: (1) Northwest: Baja California, Baja California South, Sonora and Sinaloa; (2) North: Chihuahua, Durango and Zacatecas; (3) Northeast: Coahuila, Nuevo Leon and Tamaulipas; (4) Occident: Colima, Jalisco, Michoacan and Nayarit; (5) Central: Aguascalientes; Guanajuato, San Luis Potosí and Queretaro; (6) Metropolitan: Federal District, Mexico State and Morelos; (7) Central east: Hidalgo, Puebla and Tlaxcala; (8) Gulf: Tabasco and Veracruz; (9) South: Chiapas, Guerrero and Oaxaca; (10) Southeast: Campeche, Quintana Roo and Yucatan. Except for the Gulf region dummy, all dummy variables are included as regressors.