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Abstract – Human activity recognition based on the computer vision is the process of labelling image sequences with action labels. Accurate systems for this problem are applied in areas such as visual surveillance, human computer interaction and video retrieval. The challenges are due to variations in motion, recording settings and gait differences. Here we propose an approach to recognize the human activities through gait. Activity recognition through Gait is the process of identifying an activity by the manner in which they walk. The identification of human activities in a video, such as a person is walking, running, jumping, jogging etc are important activities in video surveillance. We contribute the use of Model based approach for activity recognition with the help of movement of legs only. Experimental results suggest that our method are able to recognize the human activities with a good accuracy rate and robust to shadows present in the videos.
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I. INTRODUCTION

The goal of automatic video analysis is to use computer algorithms to automatically extract information from unstructured data such as video frames and generate structured description of objects and events that are present in the scene. Among many objects under consideration, humans are of special significance because they play a major role in most activities of interest in daily life. Therefore, being able to recognize basic human actions in an indispensable component towards this goal and has many important applications. For example, detection of unusual actions such as jumping, running can provide timely alarm for enhanced security (e.g. in a video surveillance environment) and safety (e.g. in a life-critical environment such as a patient monitoring system). In this paper, we use the concept of Gait for human activity recognition. The definition of Gait is defined as: “A particular way or manner of moving on foot”. Using gait as a biometric is a relatively new area of study, within the realms of computer vision. It has been receiving growing interest within the computer vision community and a number of gait metrics have been developed. We use the term Gait recognition to signify the identification of an individual from a video sequence of the subject walking. This does not mean that Gait is limited to walking, it can also be applied to running or any means of movement on foot. Gait as a biometric can be seen as advantageous over other forms of biometric identification techniques for the following reasons: unobtrusive, distance recognition, reduced detail, and difficult to conceal. This paper focuses on the design, implementation, and evaluation of activity recognition system through gait in video sequences. It introduces a novel method of identifying activities only on the basis of leg components and waist component. The use of waist below components for recognizing the activities makes it to achieve fast activity recognition over the large databases of videos and hence improves the efficiency and decreases the complexity of the system. To recognize the actions, we establish the features of each action from the parameters of human model. Our aim is to develop a human activity recognition system that must work automatically without human intervention. We recognized four actions in this paper namely walking, jumping, jogging and running. The walking activity is identified by the velocities of all components superior to zero but lesser than a predefined threshold. In case of jumping activity, every part of human moves only vertically and in the same direction either upward or downward. Therefore, jumping action can be identified by the velocities of all the three components to be near or equal to zero in horizontal direction but greater than zero in vertical direction. The only differences between jogging and running activities are that travelling speed of running is greater than jogging and other difference is of distance ratio between the leg components to the axis of ground. In case of running activity, speed of travelling is greater than jogging and the other difference is of distance ratio between leg components to the axis of ground.

The rest of the paper is structured as follows: Section 2 discusses the trend of activity recognition research area in the past decade which introduces the fundamentals of gait recognition systems and human activity recognition models; Section 3 presents the proposed work of human activity recognition using Gait; Section 4 analyzes and evaluates the empirical results of experiments to validate the proposed framework. Before evaluating the proposed system, some hypotheses are established and the evaluations are conducted against these hypotheses; finally section 5 summarizes the novelties, achievements, and limitations of the framework, and proposes some future directions of this research.

II. LITERATURE REVIEW

In recent years, various approaches have been proposed for human motion understanding. These approaches generally fall under two major categories: model-based approaches and model-free approaches. Poppe has made a survey on vision based human action recognition [1]. When people observe human walking patterns, they not only observe the global
motion properties, but also interpret the structure of the human body and detect the motion patterns of local body parts. The structure of the human body is generally interpreted based on their prior knowledge. Model-based gait recognition approaches focus on recovering a structural model of human motion, and the gait patterns are then generated from the model parameters for recognition. Model-free approaches make no attempt to recover a structural model of human motion. The features used for gait representation includes: moments of shape, height and stride/width, and other image/shape templates.

Leung & Yang reported progress on the general problem of segmenting, tracking, and labeling of body parts from a silhouette of the human [2]. Their basic body model consists of five U-shaped ribbons and a body trunk, various joint and mid points, plus a number of structural constraints, such as support. In addition to the basic 2-D model, view-based knowledge is defined for a number of generic human postures (e.g., “side view kneeling model,” “side horse motion”), to aid the interpretation process. The segmentation of the human silhouette is done by detecting moving edges. Yoo et al. estimate hip and knee angles from the body contour by linear regression analysis [3]. Then trigonometric-polynomial interpolant functions are fitted to the angle sequences and the parameters so-obtained are used for recognition.

In [4], human silhouette is divided into local regions corresponding to different human body parts, and ellipses are fitted to each region to represent the human structure. Spatial and spectral features are extracted from these local regions for recognition and classification. In model-based approaches, the accuracy of human model reconstruction strongly depends on the quality of the extracted human silhouette. In the presence of noise, the estimated parameters may not be reliable.

To obtain more reliable estimates, Tanawongsuwan and Bobick reconstruct the human structure by tracking 3D sensors attached on fixed joint positions [5]. However, their approach needs lots of human interaction because they have considered and identified only walking type of activity whereas our method has considered four type of activities and the performance is reasonable for each type of activity. Wang et al. build a 2D human cone model, track the walker under the Condensation framework, and extract static and dynamic features from different body part for gait recognition [6]. Their approach has fused static and dynamic features to improve the gait recognition accuracy but extraction of both static and dynamic features required more computation which lacks its applicability in real time scenario.

Zhang et al. used a simplified five-link biped locomotion human model for gait recognition [7]. Gait features are first extracted from image sequences, and are then used to train hidden Markov models for recognition. In [8], an approach for automatic human action recognition is introduced by using the parametric model of human from image sequences using motion/texture based human detection and tracking. They used the motion/texture of full body part whereas proposed approach used only the gait pattern of the lower body part which is more time efficient. Bobick & Davis interpret human motion in an image sequence by using motion-energy images (MEI) and motion-history images (MHI) [9]. The motion images in a sequence are calculated via differencing between successive frames and then thresholded into binary values. These motion images are accumulated in time and form MEI, which are binary images containing motion blobs. The MEI is later enhanced into MHI, where each pixel value is proportional to the duration of motion at that position. Moment-based features are extracted from MEIs and MHIs and employed for recognition using template matching. Because this method is based on the whole template matching instead of the only gait pattern of the legs, it does not take the advantage of recent development whereas we incorporated the matching only based on the gait analysis. Recent Gait studies for activity recognition suggest that gait is a unique personal characteristic, with cadence and cyclic in nature [10]. Rajagopalan & Chellappa [11] described a higher-order spectral analysis-based approach for detecting people by recognizing human motion such as walking or running. In their proposed method, the stride length was determined in every frame as the image sequence evolves.

Vega and Sarkar [12] offered a novel representation scheme for view-based motion analysis using just the change in the relational statistics among the detected image features, without the need for object models, perfect segmentation, or part-level tracking. They modeled the relational statistics using the probability that a random group of features in an image would exhibit a particular relation. To reduce the representational combinatorics of these relational distributions, they represented them in a Space of Probability Functions (SoPF). Different motion types sweep out different traces in this space. They also demonstrated and evaluated the effectiveness of that representation in the context of recognizing persons from gait. But, there method requires multiple cameras from different viewpoints to model multi-view recognition system which requires extra setup and also computation, whereas the proposed approach is able to achieve high recognition performance from only a single viewpoint. Several other approaches and features used in [13-25] may be tied with gait analysis to predict the human actions. Human activity recognition using smartphones is also studied [26] but its recognition rate can be improved using gait analysis with more time efficiently. Table 1 compares the existing approaches.

| Ref. | Method | Advantage | Disadvantage | Uses |
|------|--------|-----------|--------------|------|
| [8]  | Gait recognition | Locomotion human model | Insensitive to noise | Indoor scenario |
| [9]  | Model-based Action Recognition | Inclusion of motion texture | Poor performance in walking case | Indoor environment |
| [12] | Spectral analysis of human motion | Higher-order Spectral | Periodic detection | Differentiate between people and vehicular objects |
| [13] | View based motion analysis | Object models are not required | Need to reduce the distribution combinatory | Outdoor scenario |
| [27] | Activity recognition using smartphones | Real time application | More than one classifier reduces the accuracy | Indoor/Outdoor both |
III. PROPOSED METHODOLOGY

The proposed technique of human activity recognition is based on the foreground extraction, human tracking, feature extraction and recognition. Figure 1 shows the framework of the introduced human activity recognition system using Gait to identify four basic human activities (i.e. walking, running, jogging and jumping). The proposed method has following main steps: Foreground Extraction, Human Tracking, Feature Extraction and Activity Recognition. In this framework, the video is given as an input to the system from the activity database and frames are extracted from that video. The parametric model of human is extracted from image sequences using motion/texture based human detection and tracking. After that the results are displayed as the recognized activities like walking, running, jogging and jumping; and finally the performance of the method is tested experimentally using the datasets under indoor and outdoor environments.

A. Foreground Extraction

The first step is to provide a video sequence of an activity as an input in the proposed system from the dataset. That video contains a number of continuous frames. After that background subtraction technique is used to separate moving object present inside those frames. But these frames contain some noises which may lead to incorrect foreground subtraction. So first of all, we remove these noises. Some of the small noises are removed by using morphological image processing tools such as Erosion, Dilation, or Gaussian Filters. Generally, an object might be detected in several fragmented image regions. In that case, a region-fusion operation is needed. Two regions are considered to be the same object if they are overlapped or their distance less than a specific threshold value. With these constraints, the method is again very sensible to light condition, such as shadow, contrast changing and sudden changes of brightness.

\[
M_1 = \eta_{20} + \eta_{02}
\]
\[
M_2 = (\eta_{20} - \eta_{02})^2 + 4\eta_{11}^2
\]
\[
M_3 = (\eta_{30} - 3\eta_{12})^2 + (3\eta_{21} - \eta_{03})^2
\]
\[
M_4 = (h_{30} + h_{12})^2 + (h_{21} + h_{03})^2
\]
\[
M_5 = (h_{30} - 3h_{12})/h_{30} + h_{12} |(h_{30} + h_{12})^2 \cdot 3(h_{21} + h_{03})^2 |
+ (3h_{21} - h_{03})/h_{21} + h_{03} |(3h_{30} + h_{12})^2 \cdot (h_{21} + h_{03})^2 |
\]
\[
M_6 = (h_{20} - h_{02})/h_{30} + h_{12} |(h_{30} + h_{12})^2 \cdot (h_{21} + h_{03})^2 |
+ (4h_{11}/h_{30} + h_{12}) |h_{21} + h_{03} |
\]
\[
M_7 = (3h_{21} - h_{03})/h_{30} + h_{12} |(h_{30} + h_{12})^2 \cdot 3(h_{21} + h_{03})^2 |
+ (3h_{21} \cdot h_{03})^2 (h_{21} + h_{03}) |3(h_{30} + h_{12})^2 \cdot (h_{21} + h_{03})^2 |
\]

These seven values given by Hu are used as a feature vector for centroid in the human model.

Figure 1. Framework of Proposed System of Human Activity recognition

Intuitively, introducing some special characteristics of object, for instance texture properties, will probably improve the better results. Therefore, in the fusion process the color probability density of object’s texture is additionally applied for computing the similarity between regions using Mean-shift algorithm [27]. This mixture of motion and texture of object for detection and tracking can reduce significantly noises and increases consequently the effectiveness of our tracking algorithm. However, there are always additive noises superposed with detected objects that will be eliminated later by human model constraints. The mean shift algorithm is a nonparametric clustering technique which does not require prior knowledge of the number of clusters, and does not constrain the shape of the clusters. Hence, mean shift represents a general non-parametric mode finding/clustering procedure.

B. Human Tracking and Activity Recognition

In this phase, we apply Hu-moments [28] for shape analysis in which Zero- to third-order moments are used for shape recognition and orientation as well as for the location tracking of the shape. Hu-moments are invariant to translation, rotation and scaling. Hu derived expressions from algebraic invariants applied to the moment generating function under a rotation transformation. They consist of groups of nonlinear centralized moment expressions. The result is a set of absolute orthogonal (i.e. rotation) moment invariants, which can be used for scale, position, and rotation invariant pattern identification. The advantage of using Hu invariant moment is that it can be used for disjoint shapes. In particular, Hu invariant moment set consists of seven values computed by normalizing central moments through order three. In terms of central moment the seven moments are given as below:

\[
M_1 = \eta_{20} + \eta_{02}
\]
\[
M_2 = (\eta_{20} - \eta_{02})^2 + 4\eta_{11}^2
\]
\[
M_3 = (\eta_{30} - 3\eta_{12})^2 + (3\eta_{21} - \eta_{03})^2
\]
\[
M_4 = (h_{30} + h_{12})^2 + (h_{21} + h_{03})^2
\]
\[
M_5 = (h_{30} - 3h_{12})/h_{30} + h_{12} |(h_{30} + h_{12})^2 \cdot 3(h_{21} + h_{03})^2 |
+ (3h_{21} - h_{03})/h_{21} + h_{03} |(3h_{30} + h_{12})^2 \cdot (h_{21} + h_{03})^2 |
\]
\[
M_6 = (h_{20} - h_{02})/h_{30} + h_{12} |(h_{30} + h_{12})^2 \cdot (h_{21} + h_{03})^2 |
+ (4h_{11}/h_{30} + h_{12}) |h_{21} + h_{03} |
\]
\[
M_7 = (3h_{21} - h_{03})/h_{30} + h_{12} |(h_{30} + h_{12})^2 \cdot 3(h_{21} + h_{03})^2 |
+ (3h_{21} \cdot h_{03})^2 (h_{21} + h_{03}) |3(h_{30} + h_{12})^2 \cdot (h_{21} + h_{03})^2 |
\]

C. Feature Extraction

We employed a model based approach to extract the features. The extracted foreground that supposed to be a human is segmented into centroid and two leg components. We use Mean-shift algorithm again for computing the similar regions below the centroid of the human body for each leg components that will serve for tracking legs. We assume that with only these three components of human model the four basic actions could be identified correctly. The human model constraints are used for noise suppression. The three components namely centroid, left leg and right leg (i.e. vm1,
vm2, vm3 respectively), are used in order to model parametric approach. The threshold concept is also used along with the defined method. Threshold calculation is applied as follows: Video sequences from the KTH and Weizmann datasets are normalized on the basis of number of frames and the time of a particular sequence for an activity. The threshold is calculated on the basis of a case study given in [29]. To recognize the actions, we establish the features of each action from the parameters of human model as follows: **Walking feature:** In case of walking action, every part of human move generally and approximately in the same direction and speed. Therefore, the walking activity can then be identified by the velocities of all components superior to zero but lesser than a predefined threshold for walking. Note that the significant difference between running and walking strides is that at least one of the feet will be in contact with the principal axis (ground) at any given time as shown in Figure 2 (a). **Jumping feature:** In case of jumping activity, every part of human moves only vertically and in the same direction either up or down [30-39]. Therefore, jumping action can be identified by the velocities of all the three components to be near or equal to zero in horizontal direction but greater than zero in vertical direction as shown in Figure 2(b). **Jogging feature:** The only differences between jogging and running activities were that travelling speed of running is greater than jogging and other difference is of distance ratio between the leg components to the axis of ground as shown in Figure 2(c). **Running feature:** Similarly in case of running activity, speed of travelling is greater than jogging and the other difference is of distance ratio between leg components to the axis of ground as shown in Figure 2 (d).

3) Background subtraction technique is implemented to subtract background from the frames in order to obtain the foreground moving object.
4) Morphological operators are used to remove additional noises in the frames.
5) Mean-shift algorithm is used to track the human; based on the texture similarities in the frames.
6) Hu-moments are calculated to recognize the centroid of the tracked human. Again the Mean-shift algorithm is used to recognize each leg components of the model.
7) For feature extraction, model based approach is employed. The extracted foreground that supposed to be human is then segmented into centroid and the two leg components i.e., total three components.
8) The features of each action from the parameters of human model acts as the features for classifying all four activities (walking, jumping, jogging and running).
9) The features depend on the following criteria: Walking, Jumping, Jogging and Running.

**Figure 2. Silhouette pattern for (a) Walking, (b) Jumping, (c) Jogging and (d) Running**

**Algorithm for Human Activity Recognition**
1) Input is fed to the system as a single video sequence.
2) Frames are extracted from the input video, which are used for further processing.

**IV. RESULTS AND DISCUSSIONS**
This section analyses the various aspects of the proposed method. In activity recognition through gait, feature requirement is the main issue to model the human according to the parameters to fulfill the criteria.

**A. Data Set Used**
In order to evaluate our proposed approach of human activity recognition, we have used two datasets: (1) KTH Human Actions dataset (http://www.nada.kth.se/cvap/actions) and (2) Weizmann Actions dataset (http://www.wisdom.weizmann.ac.il/~vision/SpaceTimeActions.html).

**KTH Human Actions dataset:** KTH video dataset uses six types of human actions such as “walking”, “jogging”, “running”, “boxing”, “hand waving” and “hand clapping”, which were performed by 25 subjects in different scenarios with different clothing conditions as well.
Figure 4. Result on standard KTH dataset from of walking; first image shows input frame, second image shows corresponding output image; at the end, it recognize human activity as “Walking”.

Figure 5. Experimental result on standard KTH dataset of jogging; first image shows input frame, second image shows corresponding output image; at the end, it recognize human activity as “Jogging”.

Figure 6. Result on standard KTH dataset of running; first image shows input frame, second image shows corresponding output image; at the end, it recognize human activity as “Running”.

Figure 7. Experimental result on standard Weizmann dataset of walking; first image shows input frame, second image shows corresponding output image; at the end, it recognize human activity as “Walking”.
The video sequences are down sampled to 160*120 pixels and an average length varying from 4 to 41 seconds. This dataset contains 2391 activity sequences. All videos are having static background with 25 fps. We use walking, jogging and running sequences of KTH actions data set for evaluation.

Weizmann Actions dataset: Weizmann Actions dataset uses ten types of natural human actions such as “run,” “walk,” “skip,” “jumping-jack”, “jump-forward-on-two-legs”, “jump-in-place-on-two-legs”, “gallop sideways”, “wave-two-hands”, “wave-one-hand”, or “bend” which are performed by 9 different people in different scenarios with different clothing conditions as well. The video sequences are down sampled to 184*144 pixels and an average length varying from 2 to 4 seconds. This dataset contains 90 low resolution activity sequences. All the videos are having static background and running with 50 fps. We use walking, jogging and jumping sequences of Weizmann Actions dataset in this paper.

We have used templates of Mean Shift Clustering and Hu-Moments for jogging, running, walking and jumping activities as shown in Figure 3. It is assumed that using centroid and two legs only these four activities can be identified.

B. Experimental Results

We have performed the human activity recognition experiments, with the proposed technique, on several videos, captured in outdoor and indoor environment. We have used two standard dataset namely KTH action dataset and Weizmann action dataset. In this paper, we have performed the experiments considering both indoor and outdoor scenario using KTH action dataset. But we have performed on only outdoor images of Weizmann action dataset.

1) Results on KTH dataset

Figure 4, 5 and 6 show the different frames of experimental results at different time instances on a standard KTH actions dataset. In Figure 4, first image of frame 5 shows that a human is walking. Second image of frame 5 shows the corresponding recognition result as walking with good accuracy. In Figure 5, first image of frame 10 shows that a human is jogging. Second image of frame 10 shows the corresponding recognition result as jogging. In Figure 6, first image of frame 3 shows that a human is running. Second image of frame 3 shows the corresponding recognition result as running with good accuracy.

2) Results on Weizmann dataset

To validate the robustness of our proposed method, we experimented on a standard Weizmann dataset. Figure 7, 8 and 9 shows the frame by frame result analysis of different human activity on this dataset at different time instances. In Figure 7, first image of frame 5 shows that a human is walking in outdoor environment. Second image of frame 5 shows the corresponding recognition result as walking with good accuracy.
Table 2. Table shows the result analysis of proposed method on KTH Human Actions dataset and Weizmann Actions dataset on the basis of frames

| Name of Dataset | Environment condition | Human Activities | Number of Frames | Number of Frames recognized | Recognition rate |
|-----------------|-----------------------|------------------|------------------|----------------------------|------------------|
| KTH Dataset     | Outdoor               | Walking          | 1443             | 1434                       | 99.3%            |
|                 | Indoor                | Walking          | 1415             | 1383                       | 97.7%            |
|                 | Outdoor               | Jogging          | 1525             | 1425                       | 93.4%            |
|                 | Indoor                | Jogging          | 1218             | 1157                       | 94.9%            |
|                 | Outdoor               | Running          | 1089             | 980                        | 89.9%            |
|                 | Indoor                | Running          | 1137             | 1080                       | 94.9%            |
|                 |                       |                  |                  |                            | Avg. % 95.01%    |
| Weizmann Dataset| Outdoor               | Walking          | 678              | 650                        | 95.8%            |
|                 | Outdoor               | Running          | 588              | 552                        | 93.8%            |
|                 | Outdoor               | Jumping          | 756              | 642                        | 84.5%            |
|                 |                       |                  |                  |                            | Avg. % 91.36%    |

Table 3. Comparison of results with existing methods

| Method        | Dataset        | No. of Subjects | Number of Frames | Human Activities | Recognition rate |
|---------------|----------------|-----------------|------------------|------------------|------------------|
| Proposed      | KTH Dataset    | 25              | 7827             | Walking, Jogging, Running | 95.01%          |
|               | Weizmann Dataset | 9              | 2022             | Walking, Jogging, Running | 91.36%          |
| [8]           | USF Dataset    | 75              | 2045             | 4-7 activities    | 61%              |
| [9]           | Indoor Dataset | -               | 9933             | Standing, Sitting, Bending, Walking, Laying | 93%              |
| [13]          | -              | 71              | -                | Walking, Jogging, Running | 90%              |

In Figure 8, first image of frame 10 shows that a human is running in outdoor environment. Second image of frame 1 shows the corresponding recognition result as running with good accuracy. In Figure 9, first image of frame 1 shows that a human is jumping in outdoor environment. Second image of frame 1 shows the corresponding recognition result as jumping with good accuracy.

C. Result Analysis

Accuracy of proposed method is measured based on the number of frames recognized and number of frames not recognized by the following formulae:

\[
\text{Accuracy(\%)} = \frac{\text{No. of frames correctly recognized}}{\text{Total no. of video frames in a sequence}} \times 100
\]

Table 2 shows the accuracy of introduced approach over two large datasets with encouraging results; up to 95.01% of activities are recognized correctly in KTH dataset and 91.36% of activities are recognized correctly in Weizmann dataset. We have calculated the accuracy in both indoor and outdoor scenarios in the case of KTH dataset. Table 3 shows that the proposed method outperforms other existing methods.

Zhang et al. achieved 61% gait recognition accuracy over USF dataset of 4-7 activities using a simplified five-link biped locomotion human model [8]. Over indoor dataset of 5 activities, 93% accuracy is gained using the parametric model of human from image sequences using motion/texture based human detection and tracking [9]. Vega and Sarkar reported 90% accuracy using 3 actions over 71 subjects using the change in the relational statistics among the detected image.
features, without the need for object models, perfect segmentation, or part-level tracking [13]. Whereas, we are able to gain up to 95% and 91% accuracy using just gait analysis over KTH and Wiesmann datasets respectively. From the experimental results it is deduced that the introduced approach is more robust and able to achieve high accuracy over large datasets by considering more activities.

V. CONCLUSIONS

An efficient human activity recognition using gait technique based on model based approach is introduced in this paper which uses Mean shift clustering algorithm and Hu-Moments to construct the activity templates. This method has a promising execution speed of 25 frames per second and good activity recognition accuracy. The experimental results demonstrate that the proposed method accurately recognizes different activities in various video frames considering both indoor and outdoor scenarios while maintaining a high recognition accuracy rate. Currently our method determines key poses of each activity independently using parametric model only. Different activity classes may give similar key poses which may cause confusion and redundancy in recognition. More discriminative key poses can be applied jointly using some more refined and sophisticated algorithms such as Support Vector Machine (SVM). We found promising recognition performance more than 95% over 3–4 activities. Experimental results suggest that the proposed method outperforms other existing methods.
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