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Abstract

We consider sampling from composite densities on $\mathbb{R}^d$ of the form $d\pi(x) \propto \exp(-f(x) - g(x))dx$ for well-conditioned $f$ and convex (but possibly non-smooth) $g$, a family generalizing restrictions to a convex set, through the abstraction of a restricted Gaussian oracle. For $f$ with condition number $\kappa$, our algorithm runs in $O(\kappa^2d\log^2\frac{ed}{\epsilon})$ iterations, each querying a gradient of $f$ and a restricted Gaussian oracle, to achieve total variation distance $\epsilon$. The restricted Gaussian oracle, which draws samples from a distribution whose negative log-likelihood sums a quadratic and $g$, has been previously studied [CV18, MFWB19] and is a natural extension of the proximal oracle used in composite optimization. Our algorithm is conceptually simple and obtains stronger provable guarantees and greater generality than existing methods for composite sampling. We conduct experiments showing our algorithm vastly improves upon the hit-and-run algorithm for sampling the restriction of a (non-diagonal) Gaussian to the positive orthant.

∗These authors contributed equally.
1 Introduction

We study the problem of approximately sampling from a distribution \( \pi \) on \( \mathbb{R}^d \), with density

\[
\frac{d\pi(x)}{dx} \propto \exp(-f(x) - g(x)).
\]

Here, \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) is assumed to be “well-behaved” (i.e. has finite condition number), and \( g : \mathbb{R}^d \rightarrow \mathbb{R} \) is a convex, but possibly non-smooth function. This problem generalizes the special case of sampling from \( \exp(-f(x)) \) for well-behaved \( f \), simply by setting \( g \) to be uniformly zero. The existing (and extensive) literature on logconcave sampling, a natural problem family with roots in Bayesian statistics, machine learning, and theoretical computer science, typically focuses on the case when the log-density is well-behaved, and the distribution has support \( \mathbb{R}^d \). Indeed, even the specialization of (1) where \( g \) indicates a convex set is not well-understood; existing bounds on mixing time for this restricted setting are large polynomials in \( d \) [BDMP17, BEL18], and typically weaker than guarantees in the general logconcave setting [LV06b, LV06a], where no assumptions are made at all other than convexity of \( f + g \), and only access to a zeroth order oracle is assumed.\footnote{Throughout, we refer to a first order oracle for function, \( f \) as returning on query \( x \in \mathbb{R}^d \), the pair \((f(x), \nabla f(x))\), whereas a zeroth order oracle only returns \( f(x) \). Typical methods developed for sampling in the well-conditioned log-density regime are based on interacting with first order oracles.}

Sampling from logconcave distributions and optimization of convex functions have a close relationship, which has been extensively studied [BV04, LV06a]. However, the toolkit for first-order convex optimization has to date been much more flexible in terms of the types of problems it is able to handle, beyond optimizing well-conditioned functions. Examples of problem families which efficient first-order methods for convex optimization readily generalize to solving are

\[
\min_{x \in \mathcal{X}} f(x), \text{ where } \mathcal{X} \subseteq \mathbb{R}^d \text{ is a convex set,}
\]

as well as its generalization

\[
\min_{x \in \mathbb{R}^d} f(x) + g(x), \text{ where } g : \mathbb{R}^d \to \mathbb{R} \text{ is convex and admits a proximal oracle.}
\]

The seminal work [BT09] extends accelerated gradient methods to solve (2) via proximal oracles, and has prompted many follow-up studies. Existence of an efficient proximal oracle is a natural measure of “simplicity” of \( g \) in the context of composite optimization, which we now define.

**Definition 1 (Proximal oracle).** \( \mathcal{O}(\lambda, v) \) is a **proximal oracle** for convex \( g : \mathbb{R}^d \rightarrow \mathbb{R} \) if it returns

\[
\mathcal{O}(\lambda, v) \leftarrow \arg\min_{x \in \mathbb{R}^d} \left\{ \frac{1}{2\lambda} \|x - v\|_2^2 + g(x) \right\}.
\]

In other words, a proximal oracle minimizes functions which sum a quadratic and \( g \). It is clear that the proximal oracle definition implies they can also handle arbitrary sums of linear functions and quadratics, as the resulting function can be rewritten as the sum of a constant and a single quadratic. Definition 1 is desirable as many natural non-smooth composite objectives arising in learning settings, such as the Lasso [Tib96] and elastic net [ZH05], admit efficient proximal oracles.
1.1 Our contribution

Motivated by the success of the proximal oracle framework, we study sampling from the family (1) through the natural extension of Definition 1, which we term a “restricted Gaussian oracle”. Informally, the oracle samples from a Gaussian (with covariance a multiple of $I$) restricted by $g$.

**Definition 2 (Restricted Gaussian oracle).** $O(\lambda, v)$ is a restricted Gaussian oracle for convex $g : \mathbb{R}^d \to \mathbb{R}$ if it returns

$$O(\lambda, v) \leftarrow \text{sample from the distribution with density } \propto \exp \left( -\frac{1}{2\lambda} \|x - v\|^2 - g(x) \right).$$

The notion of a restricted Gaussian oracle has appeared previously [CV18, MFWB19], and its efficient implementation was a key subroutine in the fastest (zeroth-order) sampling algorithm for general logconcave distributions [CV18]. It was shown in [MFWB19] that a variety of composite distributions arising in practical applications, including coordinate-separable $g$, and $\ell_1$ or group Lasso regularized densities, admit such oracles. Our main result is an algorithm efficiently sampling from (1), assuming access to a restricted Gaussian oracle for $g$ and the minimizer $x^*$ of $f + g$.

**Theorem 1.** Consider a distribution of the form (1), where $f$ has a condition number $\kappa$, and convex $g$ admits a restricted Gaussian oracle $O$. Also, assume we know the minimizer $x^*$ of $f + g$. Algorithm 1, Composite-Sample, samples from $\pi$ within total variation distance $\epsilon \in [0, 1]$, in $O(\kappa^2d \log \frac{2\kappa d}{\epsilon})$ iterations. Each iteration queries $\nabla f$ and $O$ an expected constant number of times.

Recent work [MFWB19] also considered the problem of composite sampling via a restricted Gaussian oracle. However, their work also assumed access to the normalization constant of the restricted Gaussian, as well as Lipschitzness of $g$, amongst other criteria. Our result, Theorem 1, holds with no additional assumptions other than the relevant oracle access, including in the absence of a warm start. While there remains a gap between our runtime\(^3\) of $\tilde{O}(\kappa^2d)$ and recent runtimes of $\tilde{O}(\kappa d)$ in the non-composite setting [LST20], our algorithm substantially improves upon prior composite sampling work in both generality and runtime guarantees. We believe this provides evidence that the restricted Gaussian oracle is a useful abstraction in studying logconcave sampling with composite potentials.

Finally, we remark that although our method follows several reductions, each is conceptually lightweight (as discussed in the following section) and easily implementable via either a rejection sampling procedure or oracle calls. To demonstrate this empirically, we evaluate our method for the task of sampling a (non-diagonal) Gaussian restricted to the positive orthant in Section 4.

1.2 Technical overview

We now survey the main components in the development of our algorithm.

**Reduction to the shared minimizer case.** We first observe that we can without loss of generality assume that $f$ and $g$ share a minimizer. In particular, by shifting both functions by a linear term, i.e. $\tilde{f}(x) \overset{\text{def}}{=} f(x) - \langle \nabla f(x^*), x \rangle$, $\tilde{g}(x) \overset{\text{def}}{=} g(x) + \langle \nabla f(x^*), x \rangle$, where $x^*$ is the minimizer of $f + g$, first-order optimality implies both $\tilde{f}$ and $\tilde{g}$ are minimized by $x^*$. Moreover, implementation

\(^2\)This assumption is not restrictive, as efficient algorithms minimize $f + g$ in $\tilde{O}(\sqrt{\kappa})$ gradient queries to $f$ and proximal oracle queries to $g$ [BT09]. Proximal oracle access is typically a weaker assumption than restricted Gaussian oracle access. We discuss effects of inexactness in this minimization procedure in Appendix D.

\(^3\)Throughout, the $\tilde{O}$ notation hides logarithmic factors in $\kappa$, $d$, and $\epsilon^{-1}$. 
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of a first-order oracle for $\tilde{f}$ and a restricted Gaussian oracle for $\tilde{g}$ are immediate without additional assumptions. This modification becomes crucial for our later developments, and we expect this simple observation, reminiscent of “variance reduction” techniques in stochastic optimization [JZ13], to be broadly applicable to improving algorithms for the sampling problem induced by (1).

**Beyond Moreau envelopes: expanding the space.** A typical approach in convex optimization in handling non-smooth objectives $g$ is to instead optimize its Moreau envelope, defined by

$$g^\eta(y) \overset{def}{=} \min_{x \in \mathbb{R}^d} \left\{ g(x) + \frac{1}{2\eta} \|x - y\|_2^2 \right\}. \quad (3)$$

Intuitively, the envelope $g^\eta$ trades off function value with proximity to $y$; a standard exercise shows that $g^\eta$ is smooth (has a Lipschitz gradient), with smoothness depending on $\eta$, and moreover that computing gradients of $g^\eta$ is equivalent to calling a proximal oracle (Definition 1). It is natural to extend this idea to the composite sampling setting, e.g. via sampling from the density $\exp \left( -f(x) - g^\eta(x) \right)$.

However, a variety of complications prevent such strategies from obtaining rates comparable to their noncomposite, well-conditioned counterparts, including difficulty in bounding closeness of the resulting distribution, as well as bias in drift of the sampling process due to error in gradients.

Our approach departs from this smoothing strategy in a crucial way, inspired by Hamiltonian Monte Carlo (HMC) methods [Kra40, Nea11]. Hamiltonian Monte Carlo can be seen as a discretization of the ubiquitous Langevin dynamics, on an expanded space. In particular, discretizations of Langevin dynamics simulate the stochastic differential equation $\frac{dx_t}{dt} = -\nabla f(x_t) + \sqrt{2} \frac{dW_t}{dt}$, where $W_t$ is Brownian motion. HMC methods instead simulate dynamics on an extended space $\mathbb{R}^d \times \mathbb{R}^d$, via an auxiliary “velocity” variable which accumulates gradient information. This is sometimes interpreted as a discretization of the underdamped Langevin dynamics [CCBJ18]. HMC often has desirable stability properties, and the strategy of expanding the dimension via an auxiliary variable has been used in algorithms obtaining the fastest rates in the well-conditioned logconcave sampling regime [SL19, LST20]. Inspired by this phenomenon, we consider the density on $\mathbb{R}^d \times \mathbb{R}^d$

$$\frac{d\hat{\pi}}{dz}(z) \overset{def}{=} \exp \left( -f(y) - g(x) - \frac{1}{2\eta} \|x - y\|_2^2 \right) \text{ where } z = (x,y). \quad (4)$$

Due to technical reasons, the family of distributions we use in our final algorithms are of slightly different form than (4), but this simplification is useful to build intuition. Note in particular that the form of (4) is directly inspired by (3), where rather than maximizing over $x$, we directly expand the space. The idea is that for small enough $\eta$ and a set on $x$ of large measure, smoothness of $f$ will guarantee that the marginal of (4) on $x$ will concentrate $y$ near $x$, a fact we make rigorous. To sample from (1), we then show that a rejection filter applied to a sample $x$ from the marginal of (4) will terminate in constant steps. Consequently, it suffices to develop a fast sampler for (4).

**Alternating sampling with an oracle.** The form of the distribution (4) suggests a natural strategy for sampling from it: starting from a current state $(x_k, y_k)$, we iterate

1. Sample $y_{k+1} \sim \exp \left( -f(y) - \frac{1}{2\eta} \|x_k - y\|_2^2 \right)$.
2. Sample $x_{k+1} \sim \exp \left( -g(x) - \frac{1}{2\eta} \|x - y_{k+1}\|_2^2 \right)$, via a restricted Gaussian oracle.

When $f$ and $g$ share a minimizer, taking a first-order approximation in the first step, i.e. sampling
\[ y_{k+1} \sim \exp(-f(x_k) - \langle \nabla f(x_k), y - x_k \rangle - \frac{1}{2\eta} \|y - x_k\|^2_2), \]
can be shown to be a generalization of the Leapfrog step of Hamiltonian Monte Carlo updates. However, for \( \eta \) very small (as in our setting), we observe that the first step itself reduces to the case of sampling from a distribution with constant condition number, which can be performed in \( \tilde{O}(d) \) gradient calls by e.g. Metropolized HMC \([DCWY18, CDWY19, LST20]\). Moreover, it is not hard to see that this “alternating marginal” sampling strategy preserves the stationary distribution exactly, so no filtering is necessary. Directly bounding the conductance of this random walk, for small enough \( \eta \), leads to an algorithm running in \( \tilde{O} \left( \kappa^2 d^2 \right) \) iterations, each calling a restricted Gaussian oracle once, and a gradient oracle for \( f \) roughly \( \tilde{O}(d) \) times. This latter guarantee is by an appeal to known bounds \([CDWY19, LST20]\) on the mixing time in high dimensions of Metropolized HMC for a well-conditioned distribution, a property satisfied by the \( y \)-marginal of (4) for small \( \eta \).

**Stability of Gaussians under bounded perturbations.** To obtain our tightest runtime result, we use that \( \eta \) is chosen to be much smaller than \( L^{-1} \) to show structural results about distributions of the form (4), yielding tighter concentration for bounded perturbations of a Gaussian (i.e. the Gaussian has covariance \( \frac{1}{\eta} I \), and is restricted by \( L \)-smooth \( f \) for \( \eta \ll L^{-1} \)). To illustrate, let

\[
\frac{dP_x(y)}{dy} \propto \exp \left( -f(y) - \frac{1}{2\eta} \|y - x\|^2_2 \right)
\]

and let its mean and mode be \( \bar{y}_x, y^*_x \). It is standard that \( \|\bar{y}_x - y^*_x\|_2 \leq \sqrt{d\eta} \), by \( \eta^{-1} \)-strong logconcavity of \( P_x \). Informally, we show that for \( \eta \ll L^{-1} \) and \( x \) not too far from the minimizer of \( f \), we can improve this to \( \|\bar{y}_x - y^*_x\|_2 = O(\sqrt{\eta}) \); see Proposition 8 for a precise statement.

Using our structural results, we sharpen conductance bounds, improve the warmness of a starting distribution, and develop a simple rejection sampling scheme for sampling the \( y \)-variable in expected constant gradient queries. These improvements lead to our main result, an algorithm running in \( \tilde{O} \left( \kappa^2 d \right) \) iterations. Our proofs are continuous in flavor and based on gradually perturbing the Gaussian and solving a differential inequality; we believe they may of independent interest.

1.3 Related work

The broad problem of sampling from a logconcave distribution (with no assumptions beyond convexity on the log-density) has attracted much interest in the theoretical computer science community, as it generalizes uniform sampling from a convex set. General bounds under zeroth-order query access imply logconcave distributions are samplable in polynomial time \( \tilde{O}(d^4) \) in the absence of a warm start \([LV06a]\). For more densities with more favorable structure, however, the first-order access model is attractive to exploit said structure.

Since seminal work of \([Dal17]\), an exciting research direction has studied first-order random walks for distributions with well-behaved log-densities, developing guarantees under assumptions such as Lipschitz derivatives of different orders \([CCBJ18, DR18, CV19, CDWY19, DCWY18, DM19, DMM19, LSV18, MMW+19, SL19, LST20]\). To our knowledge, when the log-density \( f \) has a condition number of \( \kappa \) (with no other assumptions), to obtain \( \epsilon \) total variation distance the best-known guarantee is \( \tilde{O}(\kappa d) \) calls to \( \nabla f \) \([LST20]\), and to obtain \( \epsilon D \) 2-Wasserstein distance\(^4\) the best-known is \( \tilde{O} \left( \kappa^7/6 \epsilon^{-1/3} + \kappa \epsilon^{-2/3} \right) \) oracle calls \([SL19]\). These results do not typically generalize beyond when the support of \( f \) is \( \mathbb{R}^d \), prompting study of a more flexible distribution family.

Towards this goal, recent works studied sampling from densities of the form (1), or its specializations (e.g. restrictions to a convex set). Several \([Per16, BDMP17, Ber18]\) are based on Moreau envelope

\(^4D = \sqrt{d/\mu} \) is the scale-invariant effective diameter of a \( \mu \)-strongly logconcave distribution.
or proximal regularization strategies, and demonstrate efficiency under more stringent assumptions on the structure of the composite function \(g\), but under minimal assumptions obtain fairly large provable mixing times \(\Omega(d^5)\). Algorithms derived from proximal regularization have also been considered for non-composite sampling [Wib19]. Another discretization strategy based on projections was studied by [BEL18], but obtained mixing time \(\Omega(d^7)\). Finally, improved algorithms for special constrained sampling problems have been proposed, such as simplex restrictions [HKRC18].

Of particular relevance and inspiration to this work is the algorithm of [MFWB19]. By generalizing and adapting Metropolized HMC algorithms of [DCWY18, CDWY19], adopting a Moreau envelope strategy, and using (a stronger version of) the restricted Gaussian oracle access model, [MFWB19] obtained a runtime which in the best case scales as \(\tilde{O}(\kappa^2d)\), similar to our guarantee. However, this result required a variety of additional assumptions, such as access to the normalization factor of restricted Gaussians, Lipschitzness of \(g\), warmness of the start, and various problem parameter tradeoffs. The general problem of sampling from (1) under minimal assumptions more efficiently than general-purpose logconcave algorithms is to the best of our knowledge unresolved (even under restricted Gaussian oracle access), a novel contribution of our method and mixing time bound.

### 1.4 Roadmap

Section 3 states our algorithm and subroutines, and provides a proof of Theorem 1 assuming various properties of our process. We demonstrate empirical performance of our method in Section 4. We defer proofs of technical ingredients to appendices, but give strategy overviews in the body.

### 2 Preliminaries

**General notation.** For \(d \in \mathbb{N}, \{d\}\) denotes the set of naturals \(1 \leq i \leq d\). We use the Loewner order \(\preceq\) on symmetric matrices, \(I\) to denote the identity matrix of appropriate dimension, and \(\|\cdot\|_2\) to mean the Euclidean norm. \(\mathcal{N}(\mu, \Sigma)\) is the Gaussian density with specified mean and covariance.

**Functions.** We call differentiable \(f : \mathbb{R}^d \to \mathbb{R}\) \(L\)-smooth if it has a Lipschitz gradient, i.e. \(\|\nabla f(x) - \nabla f(y)\|_2 \leq L \|x - y\|_2\) for all \(x, y \in \mathbb{R}^d\). If \(f\) is twice-differentiable, it is well-known this implies for all \(x \in \mathbb{R}^d\), \(\nabla^2 f(x) \preceq LI\). We say twice-differentiable \(f\) is strongly convex if \(\mu I \preceq \nabla^2 f(x)\) everywhere. When a function is \(L\)-smooth and \(\mu\)-strongly convex, we define its condition number \(\kappa \overset{\text{def}}{=} \frac{L}{\mu}\). Strong convexity and smoothness respectively imply for all \(x, y \in \mathbb{R}^d\),

\[
  f(x) + \langle \nabla f(x), y - x \rangle + \frac{\mu}{2} \|y - x\|_2^2 \leq f(y) \leq f(x) + \langle \nabla f(x), y - x \rangle + \frac{L}{2} \|y - x\|_2^2.
\]

**Distributions.** We say distribution \(\pi\) is logconcave if \(\frac{d\pi}{dx}(x) = \exp(-f(x))\), for some convex function \(f\); it is \(\mu\)-strongly logconcave if its negative log-density is \(\mu\)-strongly convex. It is known that \(\mu\)-strong logconcavity implies \(\mu\)-sub-Gaussian tails (e.g. [DCWY18], Lemma 1). For \(A \subseteq \mathbb{R}^d\), \(\pi(A) \overset{\text{def}}{=} \int_{x \in A} d\pi(x)\); we denote the complement \(\mathbb{R}^d \setminus A\) by \(A^c\). We say distribution \(\rho\) is \(\beta\)-warm with respect to \(\pi\) if \(\frac{d\rho(x)}{d\pi(x)} \leq \beta\) everywhere. The total variation distance between two distributions \(\pi\) and \(\rho\) is \(\|\pi - \rho\|_{TV} \overset{\text{def}}{=} \sup_{A \subseteq \mathbb{R}^d} |\pi(A) - \rho(A)|\). Finally, for a density \(\pi\) on \(\mathbb{R}^d\) and function \(h : \mathbb{R}^d \to \mathbb{R}\),

\[
  \mathbb{E}_\pi[h(x)] \overset{\text{def}}{=} \int h(x)d\pi(x), \quad \text{Var}_\pi[h(x)] \overset{\text{def}}{=} \mathbb{E}_\pi[(h(x))^2] - (\mathbb{E}_\pi[h(x)])^2.
\]
3 Algorithm

In this section, we state the components of our method. Throughout, fix distribution \( \pi \) with density
\[
\frac{d\pi}{dx}(x) \propto \exp(-f(x) - g(x)), \text{ where } f: \mathbb{R}^d \to \mathbb{R} \text{ is } L\text{-smooth, } \mu\text{-strongly convex,}
\]
and \( g: \mathbb{R}^d \to \mathbb{R} \) admits a restricted Gaussian oracle \( O \).

Observe that distribution \( \pi \) is \( \mu \)-strongly logconcave. We assume that we have precomputed \( x^* \triangleq \arg\min_{x \in \mathbb{R}^d} \{f(x) + g(x)\} \); see discussion in Section 1.1. Our algorithm proceeds in stages following the outline in Section 1.2, which are put together in Section 3.4 to prove Theorem 1.

1. Composite-Sample is reduced to Composite-Sample-Shared-Min, which takes as input a distribution with negative log-density \( f + g \), where \( f \) and \( g \) share a minimizer; this reduction is given in Section 3.1, and the remainder of the paper handles the shared-minimizer case.

2. The algorithm Composite-Sample-Shared-Min is a rejection sampling scheme built on top of sampling from a joint distribution \( \hat{\pi} \) on \((x, y) \in \mathbb{R}^d \times \mathbb{R}^d \) whose \( x \)-marginal approximates \( \pi \). We give this reduction in Section 3.2.

3. The bulk of our analysis is for Sample-Joint-Dist, an alternating marginal sampling algorithm for sampling from \( \hat{\pi} \). To implement marginal sampling, it alternates calls to \( O \) and a rejection sampling algorithm Sample-Y. We prove its correctness in Section 3.3.

Algorithm 1 Composite-Sample\((\pi, x^*, \epsilon)\)

**Input:** Distribution \( \pi \) of form (5), \( x^* \) minimizing negative log-density of \( \pi \), \( \epsilon \in [0, 1] \).

**Output:** Sample \( x \) from a distribution \( \pi' \) with \( \|\pi' - \pi\|_{TV} \leq \epsilon \).

1. \( \tilde{f}(x) \leftarrow f(x) - \langle \nabla f(x^*), x \rangle \), \( \tilde{g}(x) \leftarrow g(x) + \langle \nabla f(x^*), x \rangle \)
2. return Composite-Sample-Shared-Min\((\pi, \tilde{f}, \tilde{g}, x^*, \epsilon)\)

3.1 Reduction from Composite-Sample to Composite-Sample-Shared-Min

Correctness of Composite-Sample is via the following properties, whose proofs are in Appendix A.

**Proposition 1.** Let \( \tilde{f} \) and \( \tilde{g} \) be defined as in Composite-Sample.

1. The density \( \propto \exp(-f(x) - g(x)) \) is the same as the density \( \propto \exp(-\tilde{f}(x) - \tilde{g}(x)) \).
2. Assuming first-order (function and gradient evaluation) access to \( f \), and restricted Gaussian oracle access to \( g \), we can implement the same accesses to \( \tilde{f}, \tilde{g} \) with constant overhead.
3. \( \tilde{f} \) and \( \tilde{g} \) are both minimized by \( x^* \).

3.2 Reduction from Composite-Sample-Shared-Min to Sample-Joint-Dist

Composite-Sample-Shared-Min is a rejection sampling scheme, which accepts samples from subroutine Sample-Joint-Dist in the high-probability region \( \Omega \) defined in (6). We give a general analysis for approximate rejection sampling in Appendix A.3.1, and Appendix A.3.2 bounds relationships between distributions \( \pi \) and \( \hat{\pi} \), defined in (5) and (7) respectively (i.e. relative densities and normalization constant ratios). Combining these pieces proves the following main claim.

**Proposition 2.** Let \( \eta = \frac{1}{32L_\kappa d \log(288\kappa/\epsilon)} \), and assume Sample-Joint-Dist\((f, g, x^*, O, \delta)\) samples within \( \delta \) total variation of the \( x \)-marginal on (7). Composite-Sample-Shared-Min outputs a sample within total variation \( \epsilon \) of (5) in an expected \( O(1) \) calls to Sample-Joint-Dist.
Algorithm 2 Composite-Sample-Shared-Min(π, f, g, x∗, ϵ)

Input: Distribution π of form (5), where f and g are both minimized by x∗, ϵ ∈ [0, 1].
Output: Sample x from a distribution π′ with ∥π′ − π∥TV ≤ ϵ.

1: while true do
2: Define the set Ω def = \{x | \|x − x∗\|_2 ≤ 4 \sqrt{\frac{d \log(288κ/ϵ)}{μ}} \} (6)
3: x ← Sample-Joint-Dist(f, g, x∗, O, \frac{ϵ}{18})
4: if x ∈ Ω then
5: τ ∼ Unif[0, 1]
6: y ← Sample-Y(f, x, η)
7: α ← exp(f(y) − ⟨∇f(x), y − x⟩ − \frac{L}{2} \|y − x\|^2 + g(x) + \frac{ηL^2}{2} \|x − x∗\|^2)
8: \hat{θ} ← exp(-f(x) − g(x) + \frac{η}{2(1 + ηL)} \|∇f(x)\|_2^2) (1 + ηL)^\frac{3}{2} α
9: if τ ≤ \frac{\hat{θ}}{4} then
10: return x
11: end if
12: end if
13: end while

3.3 Implementing Sample-Joint-Dist

Sample-Joint-Dist alternates between sampling marginals in the joint distribution \(\hat{π}\), as seen by definitions (9), (10). In Appendix A.4.1, we give a short proof that marginal sampling attains the correct stationary distribution. We bound the conductance of the induced walk on iterates \(\{x_k\}\) by combining an isoperimetry bound with a total variation guarantee between transitions of nearby points in Appendix A.4.2. Finally, we give a simple rejection sampling scheme Sample-Y as Algorithm 4 for implementing the step (9). Since the y-marginal of \(\hat{π}\) is a bounded perturbation of a Gaussian (intuitively, f is L-smooth and \(\eta^{-1} \gg L\)), we show in a high probability region that rejecting from the sum of a first-order approximation to f and the Gaussian succeeds in 2 iterations.

Remark 1. For simplicity of presentation, we were conservative in bounding constants throughout; in practice (cf. Section 4), we found that the constant in Line 4 is orders of magnitude too large (a constant < 10 sufficed). Several constants were inherited from prior analyses, which we do not rederive to save on redundancy.

We now give a complete guarantee on the complexity of Sample-Joint-Dist.

Proposition 3. Sample-Joint-Dist outputs a point with distribution within \(δ\) total variation distance from the x-marginal of \(\hat{π}\). The expected number of gradient queries per iteration is constant.

3.4 Putting it all together: Proof of Theorem 1

We show Theorem 1 follows from the guarantees of Propositions 1, 2, and 3. By observing the value of K in Sample-Joint-Dist, we see that the number of total iterations in each call to Sample-Joint-Dist is bounded by \(O \left( \frac{κ^2 d \log^2 (\frac{2K}{δ})}{δ} \right)\). Proposition 3 also shows that every iteration, we require an expected constant number of gradient queries and calls to \(O\), the restricted Gaussian oracle for g, and that the resulting distribution has \(δ\) total variation from the desired
Algorithm 3 Sample-Joint-Dist\((f,g,x^*,\eta,O,\delta)\)

**Input:** \(f, g\) of form \((5)\) both minimized by \(x^*\), \(\delta \in [0,1]\), \(\eta > 0\), \(O\) restricted Gaussian oracle for \(g\).

**Output:** Sample \(x\) from a distribution \(\hat{\pi}'\) with \(\|\hat{\pi}' - \hat{\pi}\|_{TV} \leq \delta\), where we overload \(\hat{\pi}\) to mean the marginal of \((7)\) on the \(x\) variable.

1: \(\eta \leftarrow \frac{1}{32L\kappa d \log(16\kappa/\delta)}\)
2: Let \(\hat{\pi}\) be the density with \(\frac{d\hat{\pi}}{dx}(x) \propto \exp\left(-f(y) - g(x) - \frac{1}{2\eta} \|y - x\|_2^2 - \frac{\eta L^2}{2} \|x - x^*\|_2^2\right)\) \((7)\)
3: Call \(O\) to sample \(x_0 \sim \pi_{\text{start}}\), for \(\frac{d\pi_{\text{start}}}{dx}(x) \propto \exp\left(-L + \frac{\eta L^2}{2} \|x - x^*\|_2^2 - g(x)\right)\) \((8)\)
4: \(K \leftarrow \frac{2^{26} \cdot 100}{\eta \mu} \log\left(\frac{d\log(16\kappa)}{\delta}\right)\) (see Remark 1)
5: for \(k \in [K]\) do
6: Call Sample-Y\((f,x_{k-1},\eta,\frac{\delta}{2Kd \log(\frac{\delta}{\eta})})\) to sample \(y_k \sim \pi_{x_{k-1}}\) (Algorithm 4), for \(\frac{d\pi_x}{dy}(y) \propto \exp\left(-f(y) - \frac{1}{2\eta} \|y - x\|_2^2\right)\) \((9)\)
7: Call \(O\) to sample \(x_k \sim \pi_{y_k}\), for \(\frac{d\pi_y}{dx}(x) \propto \exp\left(-g(x) - \frac{1}{2\eta} \|y - x\|_2^2 - \frac{\eta L^2}{2} \|x - x^*\|_2^2\right)\) \((10)\)
8: end for
9: return \(x_K\)

The marginal of \(\hat{\pi}\). Next, Proposition 2 implies that the number of calls to Sample-Joint-Dist in a run of Composite-Sample-Shared-Min is bounded by a constant, the choice of \(\delta\) is \(\Theta(\epsilon)\), and the resulting point has total variation \(\epsilon\) from the original distribution \(\pi\). Finally, Proposition 1 shows sampling from a general distribution of the form \((1)\) is reducible to one call of Composite-Sample-Shared-Min, and the requisite oracles are implementable.

### 4 Experiments

We test our algorithm on the problem of sampling from a Gaussian restricted to an orthant. Formally, for a Gaussian with mean \(m\) and covariance \(\Sigma\), and where \(O\) is a random orthant\(^5\) (coordinatewise sign restrictions on \(\mathbb{R}^d\)), we consider sampling from the distribution\(^6\)

\[
\pi^*(x) \sim \exp\left(-\frac{1}{2}(x - m)^\top \Sigma^{-1}(x - m) - 1_{x \in O}\right).
\]

\(^5\)This generalizes the case of the positive orthant by changing signs of \(m\) appropriately.

\(^6\)The indicator \(1_{x \in O}\) is 0 if \(x \in O\) and \(\infty\) otherwise.
This problem is motivated by applications in posterior estimation with side information that the variable of interest has sign constraints, e.g. in physics simulations [NBD+18]. For such distributions with nondiagonal covariances, sampling in the high-dimensional regime can be challenging, and to our knowledge no high-accuracy practical samplers exist for this fundamental problem.

We verify the correctness of our algorithm by using the output of naïve rejection sampling (accepting samples in $O$) on Gaussian distributions with random covariance and random mean in low dimensions, where we can meaningfully plot histograms. We defer this test to Appendix E.

In high dimensions, we show our algorithm vastly improves upon the hit-and-run method [LV06b], the most efficient general-purpose logconcave sampler in practice. Hit-and-run has a mixing time of $O(d^3)$ theoretically [LV06b] and $O(d^2)$ empirically. We test our algorithm on randomly generated Gaussian distributions with dense covariance matrices. For fair comparison to hit-and-run (which works on well-rounded distributions), the condition numbers $\kappa$ of all randomly generated Gaussian distributions are small constants $\approx 10$ and the smoothness parameters are $\approx 5$. The main tunable parameter in our algorithm is the step size $\eta$, which we chose so that both Sample-Y and Sample-Joint-Dist reject with probability at most $\frac{1}{2}$.

In Figure 1a, we compare the mixing times of our algorithm and hit-and-run and show the dependence on the dimension $d$. The mixing criterion used was that the process has an effective sample size $\text{ESS} > 10$ for all coordinates. To ensure a stable scaling of the mixing time, we use fixed mean $m = 0$. Our algorithm used step size $\eta \approx \frac{0.3}{d}$ for each $d = 20, 35, 50, 65, 80$. We show that our algorithm improves upon hit-and-run by a factor $O(d)$, which corroborates our theoretical analysis.

In Figure 1b, we plot the autocorrelation of the two algorithms’ trajectories for $d = 500$, projected on a random unit direction. We show that in the very high-dimensional regime, our algorithm can converge significantly faster than hit-and-run. In this experiment, each coordinate of $m$ is chosen uniformly at random from $[-0.5, 0.5]$, and $\eta = 0.0014$ for our algorithm. We include an autocorrelation plot of shorter trajectories showing mixing time of our algorithm in Appendix E.

Figure 1: Comparison between Composite-Sample and Hit-and-Run. (a) Dimension dependence of mixing time, averaged over 10 runs. (b) Autocorrelation plots of algorithms for $d = 500$.
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A Deferred proofs from Section 3

A.1 Technical facts

We will repeatedly use the following facts throughout this paper.

Fact 1 (Gaussian integral). For any $\lambda \geq 0$ and $v \in \mathbb{R}^d$,
\[
\int \exp \left( -\frac{1}{2\lambda} \|x - v\|_2^2 \right) dx = (2\pi\lambda)^{d/2}.
\]

Fact 2 ([Har04], Theorem 1.1). Let $\pi$ be a $\mu$-strongly logconcave density. Let $d\gamma_\mu(x)$ be the Gaussian density with covariance matrix $\mu^{-1}I$. For any convex function $h$,
\[
E_\pi[h(x - E_\pi[x])] \leq E_{\gamma_\mu}[h(x - E_{\gamma_\mu}[x])].
\]

Fact 3 ([DCWY18], Lemma 1). Let $\pi$ be a $\mu$-strongly logconcave distribution, and let $x^*$ minimize its negative log-density. Then, for $x \sim \pi$ and any $\delta \in [0, 1]$, with probability at least $1 - \delta$,
\[
\|x - x^*\|_2 \leq \sqrt{d \mu \left( 2 + 2 \max \left( \frac{4 \log(1/\delta)}{d}, \frac{\log(1/\delta)}{d} \right) \right)}.
\]

Fact 4 ([DM19], Theorem 1). Let $\pi$ be a $\mu$-strongly logconcave distribution, and let $x^*$ minimize its negative log-density. Then,
\[
E_\pi[\|x - x^*\|_2^2] \leq d\mu.
\]

A.2 Deferred proofs from Section 3.1

Proposition 1. Let $\tilde{f}$ and $\tilde{g}$ be defined as in Composite-Sample.

1. The density $\propto \exp(-f(x) - g(x))$ is the same as the density $\propto \exp(-\tilde{f}(x) - \tilde{g}(x))$.
2. Assuming first-order (function and gradient evaluation) access to $f$, and restricted Gaussian oracle access to $g$, we can implement the same accesses to $\tilde{f}$, $\tilde{g}$ with constant overhead.
3. $\tilde{f}$ and $\tilde{g}$ are both minimized by $x^*$.

Proof. For $f$ and $g$ with properties as in (5), with $x^*$ minimizing $f + g$, define the functions
\[
\tilde{f}(x) \overset{\text{def}}{=} f(x) - \langle \nabla f(x^*), x \rangle, \quad \tilde{g}(x) \overset{\text{def}}{=} g(x) + \langle \nabla f(x^*), x \rangle,
\]
and observe that $\tilde{f} + \tilde{g} = f + g$ everywhere. This proves the first claim. Further, implementation of a first-order oracle for $\tilde{f}$ and a restricted Gaussian oracle for $\tilde{g}$ are immediate assuming a first-order oracle for $f$ and a restricted Gaussian oracle for $g$, showing the second claim; any quadratic shifted by a linear term is the sum of a quadratic and a constant. We now show $\tilde{f}$ and $\tilde{g}$ have the same minimizer. By strong convexity, $\tilde{f}$ has a unique minimizer; first-order optimality shows that
\[
\nabla \tilde{f}(x^*) = \nabla f(x^*) - \nabla f(x^*) = 0,
\]
so this unique minimizer is $x^*$. Moreover, optimality of $x^*$ for $f + g$ implies that for all $x \in \mathbb{R}^d$,
\[
\langle \partial g(x^*) + \nabla f(x^*), x^* - x \rangle \leq 0.
\]
Here, $\partial g$ is a subgradient. This shows first-order optimality of $x^*$ for $\tilde{g}$ also, so $x^*$ minimizes $\tilde{g}$. \qed
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A.3 Deferred proofs from Section 3.2

A.3.1 Approximate rejection sampling

We first define the rejection sampling framework we will use, and prove various properties.

**Definition 3** (Approximate rejection sampling). Let \( \pi \) be a distribution, with \( \frac{d\pi}{dx}(x) \propto p(x) \). Suppose set \( \Omega \) has \( \pi(\Omega) = 1 - \epsilon' \), and distribution \( \hat{\pi} \) with \( \frac{d\hat{\pi}}{dx}(x) \propto \hat{p}(x) \) has for some \( C \geq 1 \),

\[
\frac{p(x)}{\hat{p}(x)} \leq C \text{ for all } x \in \Omega, \text{ and } \int \frac{\hat{p}(x)dx}{p(x)dx} \leq 1.
\]

Suppose there is an algorithm \( A \) which draws samples from a distribution \( \hat{\pi}' \), such that \( \|\hat{\pi}' - \hat{\pi}\|_{TV} \leq 1 - \delta \). We call the following scheme approximate rejection sampling: repeat independent runs of the following procedure until a point is outputted.

1. Draw \( x \) via \( A \) until \( x \in \Omega \).
2. With probability \( \frac{\hat{p}(x)}{C \hat{p}(x)} \), output \( x \).

**Lemma 1.** Consider an approximate rejection sampling scheme with relevant parameters defined as in Definition 3, with \( 2\delta \leq \frac{1 - \epsilon'}{C} \). The algorithm terminates in at most

\[
\frac{1}{\frac{1}{C} - 2\delta}
\]

calls to \( A \) in expectation, and outputs a point from a distribution \( \pi' \) with \( \|\pi' - \pi\|_{TV} \leq \epsilon' + \frac{2\delta C}{1 - \epsilon'} \).

**Proof.** Define for notational simplicity normalization constants \( Z \equiv \int p(x)dx \) and \( \hat{Z} \equiv \int \hat{p}(x)dx \). First, we bound the probability any particular call to \( A \) returns in the scheme:

\[
\int_{x \in \Omega} \frac{p(x)}{C \hat{p}(x)} d\pi'(x) \geq \int_{x \in \Omega} \frac{p(x)}{C \hat{p}(x)} d\pi(x) - \int_{x \in \Omega} \frac{p(x)}{C \hat{p}(x)} (d\pi'(x) - d\pi(x))
\]

\[
= \int_{x \in \Omega} \frac{Z}{CZ} d\pi(x) - \int_{x \in \Omega} \frac{p(x)}{C \hat{p}(x)} (d\pi'(x) - d\hat{\pi}(x)) \geq \frac{1 - \epsilon'}{C} - \int_{x \in \Omega} |d\pi'(x) - d\hat{\pi}(x)| \geq \frac{1 - \epsilon'}{C} - 2\delta.
\]

The second line followed by the definitions of \( Z \) and \( \hat{Z} \), and the third followed by triangle inequality, the assumed lower bound on \( Z/\hat{Z} \), and the total variation distance between \( \pi' \) and \( \hat{\pi} \). By linearity of expectation and independence, this proves the first claim.

Next, we claim the output distribution is close in total variation distance to the conditional distribution of \( \pi \) restricted to \( \Omega \). The derivation of (13) implies

\[
\int_{x \in \Omega} \frac{p(x)}{C \hat{p}(x)} d\pi(x) \geq \frac{1 - \epsilon'}{C}, \quad \left| \int_{x \in \Omega} \frac{p(x)}{C \hat{p}(x)} (d\pi'(x) - d\pi(x)) \right| \leq 2\delta,
\]

\[
\implies 1 - \frac{2\delta C}{1 - \epsilon'} \leq \frac{\int_{x \in \Omega} \frac{p(x)}{C \hat{p}(x)} d\pi'(x)}{\int_{x \in \Omega} \frac{p(x)}{C \hat{p}(x)} d\pi(x)} \leq 1 + \frac{2\delta C}{1 - \epsilon'}.
\]


Thus, the total variation of the true output distribution from $\pi$ restricted to $\Omega$ is

$$\leq \frac{1}{2} \int_{x \in \Omega} \left| d\pi(x) - \frac{p(x)}{C \hat{p}(x)} d\hat{\pi}'(x) \right| + \frac{1}{2} \int_{x \in \Omega} \left| \frac{p(x)}{C \hat{p}(x)} d\hat{\pi}'(x) \right|.$$  

$$\leq \frac{1}{2} \int_{x \in \Omega} \left| d\pi(x) - \frac{p(x)}{C \hat{p}(x)} d\hat{\pi}'(x) \right| + \frac{1}{2} \int_{x \in \Omega} \left| \frac{p(x)}{C \hat{p}(x)} d\hat{\pi}'(x) \right| + \delta C - \hat{\pi}'(x).$$

The first inequality was triangle inequality, and we bounded the second term by (14). To obtain the final equality, we used

$$\int_{x \in \Omega} \frac{p(x)}{C \hat{p}(x)} \hat{\pi}'(x) = \int_{x \in \Omega} \frac{Z}{C \hat{Z}} d\pi(x) = \left( \frac{1 - \epsilon'}{C} \right) Z \hat{Z} = \frac{1}{1 - \epsilon'} \cdot \hat{Z} \cdot \frac{1}{1 - \epsilon'} \cdot \hat{\pi}'(x).$$

We now bound this final term. Observe that the given conditions imply that $\frac{d\pi}{d\hat{\pi}}(x)$ is bounded by $C$ everywhere in $\Omega$. Thus, expanding we have

$$\frac{1}{2} \int_{x \in \Omega} \frac{d\pi(x)}{1 - \epsilon'} \left| 1 - \frac{d\hat{\pi}'(x)}{d\hat{\pi}(x)} \right| \leq \frac{C}{2(1 - \epsilon')} \int_{x \in \Omega} \left| d\hat{\pi}(x) - d\hat{\pi}'(x) \right| \leq \frac{\delta C}{1 - \epsilon'}.$$

Finally, combining these guarantees, and the fact that restricting $\pi$ to $\Omega$ loses $\epsilon'$ in total variation distance, yields the desired conclusion by triangle inequality.

**Corollary 1.** Let $\hat{\theta}(x)$ be an unbiased estimator for $\frac{p(x)}{\hat{p}(x)}$, and suppose $\hat{\theta}(x) \leq C$ with probability 1 for all $x \in \Omega$. Then, implementing the procedure of Definition 3 with acceptance probability $\frac{\hat{\theta}(x)}{C}$ has the same runtime bound and total variation guarantee as given by Lemma 1.

**Proof.** It suffices to take expectations over the randomness of $\hat{\theta}$ everywhere in the proof of Lemma 1. \hfill $\square$

### A.3.2 Distribution ratio bounds

We next show two bounds relating the densities of distributions $\pi$ and $\hat{\pi}$. We first define the normalization constants of (5), (7) for shorthand, and then tightly bound their ratio.

**Definition 4 (Normalization constants).** We denote normalization constants of $\pi$ and $\hat{\pi}$ by

$$Z_\pi \overset{\text{def}}{=} \int_x \exp \left( -f(x) - g(x) \right) dx,$$

$$Z_\hat{\pi} \overset{\text{def}}{=} \int_{x,y} \exp \left( -f(y) - g(x) - \frac{1}{2\eta} \|y - x\|^2 - \frac{\eta L^2}{2} \|x - x^*\|^2 \right) dxdy.$$
Lemma 2 (Normalization constant bounds). Let $Z_\pi$ and $Z_\hat{\pi}$ be as in Definition 4. Then,

$$\left(\frac{2\pi\eta}{1 + \eta L}\right)^\frac{d}{2} \left(1 + \frac{\eta L^2}{\mu}\right)^{-\frac{d}{2}} \leq \frac{Z_\hat{\pi}}{Z_\pi} \leq (2\pi\eta)^\frac{d}{2}.$$

Proof. For each $x$, by convexity we have

$$\int_y \exp \left(-f(y) - g(x) - \frac{1}{2\eta} \|y - x\|^2 - \frac{\eta L^2}{2} \|x - x^*\|^2\right) dy \leq \exp \left(-g(x) - \frac{\eta L^2}{2} \|x - x^*\|^2\right) \int_y \exp \left(-f(x) - \langle \nabla f(x), y - x\rangle - \frac{1}{2\eta} \|y - x\|^2\right) dy$$

$$= \exp \left(-f(x) - g(x) - \frac{\eta L^2}{2} \|x - x^*\|^2\right) \int_y \exp \left(\frac{\eta}{2} \|\nabla f(x)\|^2 - \frac{1}{2\eta} \|y - x + \eta \nabla f(x)\|^2\right) dy \quad (15)$$

$$= (2\pi\eta)^\frac{d}{2} \exp (-f(x) - g(x)) \exp \left(\frac{\eta}{2} \|\nabla f(x)\|^2 - \frac{\eta L^2}{2} \|x - x^*\|^2\right) \leq (2\pi\eta)^\frac{d}{2} \exp (-f(x) - g(x)).$$

Integrating both sides over $x$ yields the upper bound on $\frac{Z_\hat{\pi}}{Z_\pi}$. Next, for the lower bound we have a similar derivation. For each $x$, by smoothness

$$\int_y \exp \left(-f(y) - g(x) - \frac{1}{2\eta} \|y - x\|^2 - \frac{\eta L^2}{2} \|x - x^*\|^2\right) dy \geq \exp \left(-f(x) - g(x) - \frac{\eta L^2}{2} \|x - x^*\|^2\right) \int_y \exp \left(\langle \nabla f(x), x - y\rangle - \frac{1 + \eta L}{2\eta} \|y - x\|^2\right) dy$$

$$= \exp \left(-f(x) - g(x) - \frac{\eta L^2}{2} \|x - x^*\|^2\right) \int_y \exp \left(\frac{\eta}{2} \|\nabla f(x)\|^2\right) \left(\frac{2\pi\eta}{1 + \eta L}\right)^\frac{d}{2} \geq \exp \left(-f(x) - g(x) - \frac{\eta L^2}{2} \|x - x^*\|^2\right) \left(\frac{2\pi\eta}{1 + \eta L}\right)^\frac{d}{2}.$$

Integrating both sides over $x$ yields

$$\frac{Z_\hat{\pi}}{Z_\pi} \geq \left(\frac{2\pi\eta}{1 + \eta L}\right)^\frac{d}{2} \int_x \exp (-f(x) - g(x) - \frac{\eta L^2}{2} \|x - x^*\|^2) dx \frac{Z_\hat{\pi}}{Z_\pi} \int_x \exp (-f(x) - g(x)) dx \geq \left(\frac{2\pi\eta}{1 + \eta L}\right)^\frac{d}{2} \left(1 + \frac{\eta L^2}{\mu}\right)^{-\frac{d}{2}}.$$

The last inequality followed from Proposition 7, where we used $f + g$ is $\mu$-strongly convex. \qed

Lemma 3 (Relative density bounds). Let $\eta = \frac{c_2 L \kappa d \log(2\delta \kappa / \epsilon)}{2}$, For all $x \in \Omega$, as defined in (6), $\frac{d\pi}{d\hat{\pi}}(x) = 2$. Here, $\frac{d\pi}{d\hat{\pi}}(x)$ denotes the marginal density of $\hat{\pi}$. Moreover, for all $x \in \mathbb{R}^d$, $\frac{d\pi}{d\hat{\pi}}(x) \geq \frac{1}{2}$.

Proof. We first show the upper bound. By Lemma 2,

$$\frac{d\pi}{d\hat{\pi}}(x) = \frac{\exp (-f(x) - g(x))}{\int_y \exp (-f(y) - g(x) - \frac{1}{2\eta} \|y - x\|^2 - \frac{\eta L^2}{2} \|x - x^*\|^2) dy} \cdot \frac{Z_\hat{\pi}}{Z_\pi}$$

$$\leq \frac{\exp (-f(x) - g(x))}{\int_y \exp (-f(y) - g(x) - \frac{1}{2\eta} \|y - x\|^2 - \frac{\eta L^2}{2} \|x - x^*\|^2) dy} \cdot (2\pi\eta)^\frac{d}{2}. \quad (16)$$
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We now bound the first term, for \( x \in \Omega \). By smoothness, we have
\[
\frac{\exp(-f(y) - g(x))}{\exp(-f(x) - g(x))} \geq \exp \left( \langle \nabla f(x), x - y \rangle - \frac{L}{2} \|y - x\|_2^2 \right),
\]
so applying this for each \( y \),
\[
\int_y \exp \left( -f(y) - g(x) - \frac{\eta L^2}{2} \|x - x^*\|_2^2 \right) \frac{\exp(-f(x) - g(x))}{\exp(-f(y) - g(x))} \geq \exp \left( -\frac{\eta L^2}{2} \|x - x^*\|_2^2 \right) \int_y \exp \left( \langle \nabla f(x), x - y \rangle - \frac{1 + \eta L}{2\eta} \|y - x\|_2^2 \right) dy
\]
\[
= \exp \left( -\frac{\eta L^2}{2} \|x - x^*\|_2^2 + \frac{\eta}{2(1 + \eta L)} \|\nabla f(x)\|_2^2 \right) \int_y \exp \left( -\frac{1 + \eta L}{2\eta} \|x - y - \frac{\eta}{1 + \eta L} \nabla f(x)\|_2^2 \right) dy
\]
\[
\geq \exp \left( -\frac{\eta L^2}{2} \cdot \frac{16d \log(288 \kappa / \epsilon)}{\mu} \right) \left( \frac{2 \eta \kappa}{1 + \eta L} \right)^{\frac{d}{4}} \geq \frac{3}{4} \left( \frac{2 \pi \eta}{1 + \eta L} \right)^{\frac{d}{4}}.
\]
In the last line, we used that \( x \in \Omega \) implies \( \|x - x^*\|_2^2 \leq \frac{16d \log(288 \kappa / \epsilon)}{\mu} \), and the definition of \( \eta \). Combining this bound with (16), we have the desired
\[
\frac{d\pi}{d\tilde{\pi}}(x) \leq \frac{4}{3} (1 + \eta L)^{\frac{d}{2}} \leq 2.
\]

Next, we consider the lower bound. By combining (15) with Lemma 2, we have the desired
\[
\frac{d\pi}{d\tilde{\pi}}(x) = \frac{\exp(-f(x) - g(x))}{\int_y \exp(-f(y) - g(x) - \frac{\eta L^2}{2} \|y - x\|_2^2 \|x - x^*\|_2^2) dy} \cdot \frac{Z_{\pi}}{Z_{\tilde{\pi}}}
\]
\[
\geq (2\pi \eta)^{-\frac{d}{2}} \cdot \left( \frac{2 \pi \eta}{1 + \eta L} \right)^{\frac{d}{2}} \left( \frac{\eta L^2}{\mu} \right)^{-\frac{d}{2}} \left( \frac{1}{1 + \eta L} \right)^{\frac{d}{2}} (1 + \eta L)^{-\frac{d}{2}} \geq \frac{1}{2}.
\]

\[\square\]

A.3.3 Correctness of Composite-Sample-Shared-Min

**Proposition 2.** Let \( \eta = \frac{1}{32Ld \log(288 \kappa / \epsilon)} \), and assume Sample-Joint-Dist\((f, g, x^*, O, \delta)\) samples within \( \delta \) total variation of the \( x^* \)-marginal on (7). Composite-Sample-Shared-Min outputs a sample within total variation \( \epsilon \) of (5) in an expected \( O(1) \) calls to Sample-Joint-Dist.

**Proof.** We remark that \( \eta = \frac{1}{32Ld \log(288 \kappa / \epsilon)} \) is precisely the choice of \( \eta \) in Sample-Joint-Dist where \( \delta = \epsilon / 18 \), as in Composite-Sample-Shared-Min. First, we may apply Fact 3 to conclude that the measure of set \( \Omega \) with respect to the \( \mu \)-strongly logconcave density \( \tilde{\pi} \) is at least \( 1 - \epsilon / 3 \). The conclusion of correctness will follow from an appeal to Corollary 1, with parameters
\[
C = 4, \quad \epsilon' = \frac{\epsilon}{3}, \quad \delta = \frac{\epsilon}{18}.
\]

Note that indeed we have \( \epsilon' + \frac{2\delta C}{1 - \epsilon'} \) is bounded by \( \epsilon \), as \( 1 - \epsilon' \geq \frac{2}{3} \). Moreover, the expected number of calls (12) is clearly bounded by a constant as well.
We now show that these parameters satisfy the requirements of Corollary 1. Define the functions

\[ p(x) \overset{\text{def}}{=} \exp(-f(x) - g(x)), \]
\[ \hat{p}(x) = (2\pi\eta)^{-\frac{d}{2}} \int_y \exp \left( -f(y) - g(x) - \frac{1}{2\eta} \|y - x\|^2 - \frac{\eta L^2}{2} \|x - x^*\|^2 \right) dy, \]

and observe that clearly the densities of \( \pi \) and \( \hat{\pi} \) are respectively proportional to \( p \) and \( \hat{p} \). Moreover, define \( Z = \int p(x) dx \) and \( \tilde{Z} = \int \hat{p}(x) dx \). By comparing these definitions with Lemma 2, we have \( Z = Z_x \) and \( \tilde{Z} = (2\pi\eta)^{-\frac{d}{2}} Z_x \), so by the upper bound in Lemma 2, \( \tilde{Z}/Z \leq 1 \). Next, we claim that the following procedure produces an unbiased estimator for \( \frac{p(x)}{\hat{p}(x)} \).

1. Sample \( y \sim \pi_x \), where \( \frac{d\pi_x(y)}{dy} \propto \exp \left( -f(y) - \frac{1}{2\eta} \|y - x\|^2 \right) \)
2. \( \alpha \leftarrow \exp \left( f(y) - \langle \nabla f(x), y - x \rangle - \frac{L}{2} \|y - x\|^2 + g(x) + \frac{\eta L^2}{2} \|x - x^*\|^2 \right) \)
3. Output \( \hat{\theta}(x) \leftarrow \exp \left( -f(x) - g(x) + \frac{\eta}{2(1 + \eta L)} \|\nabla f(x)\|^2 \right) \left( 1 + \eta L \right)^{\frac{d}{2}} \alpha \)

To prove correctness of this estimator \( \hat{\theta} \), define for simplicity

\[ Z_x = \int_y \exp \left( -f(y) - g(x) - \frac{1}{2\eta} \|y - x\|^2 - \frac{\eta L^2}{2} \|x - x^*\|^2 \right) dy. \]

We compute, using \( \frac{d\pi_x(y)}{dy} = \frac{\exp(-f(y) - g(x) - \frac{1}{2\eta} \|y - x\|^2 - \frac{\eta L^2}{2} \|x - x^*\|^2)}{Z_x} \), that

\[ E_x [\alpha] = \int_y \exp \left( f(y) - \langle \nabla f(x), y - x \rangle - \frac{L}{2} \|y - x\|^2 + g(x) + \frac{\eta L^2}{2} \|x - x^*\|^2 \right) d\pi_x(y) \]
\[ = \frac{1}{Z_x} \int_y \exp \left( -\langle \nabla f(x), y - x \rangle - \frac{L}{2} \|y - x\|^2 - \frac{1}{2\eta} \|y - x\|^2 \right) dy \]
\[ = \frac{1}{Z_x} \exp \left( -\frac{\eta}{2(1 + \eta L)} \|\nabla f(x)\|^2 \right) \left( \frac{2\pi\eta}{1 + \eta L} \right)^{\frac{d}{2}}. \]

This implies that the output quantity

\[ \hat{\theta}(x) = \exp \left( -f(x) - g(x) + \frac{\eta}{2(1 + \eta L)} \|\nabla f(x)\|^2 \right) \left( 1 + \eta L \right)^{\frac{d}{2}} \alpha \]

is unbiased for \( \frac{p(x)}{\hat{p}(x)} = \exp(-f(x) - g(x))Z_x^{-1}(2\pi\eta)^{\frac{d}{2}} \). Finally, note that for any \( y \) used in the definition of \( \hat{\theta}(x) \), by using \( f(y) - f(x) - \langle \nabla f(x), y - x \rangle - \frac{L}{2} \|y - x\|^2 \leq 0 \) via smoothness, we have

\[ \hat{\theta}(x) = \exp \left( -f(x) - g(x) + \frac{\eta}{2(1 + \eta L)} \|\nabla f(x)\|^2 \right) \left( 1 + \eta L \right)^{\frac{d}{2}} \alpha \]
\[ \leq \left( 1 + \eta L \right)^{\frac{d}{2}} \exp \left( \frac{\eta}{2(1 + \eta L)} \|\nabla f(x)\|^2 + \frac{\eta L^2}{2} \|x - x^*\|^2 \right) \]
\[ \leq \left( 1 + \eta L \right)^{\frac{d}{2}} \exp \left( \eta L^2 \|x - x^*\|^2 \right) \leq 4. \]

Here, we used the definition of \( \eta \) and \( L^2 \|x - x^*\|^2 \leq 16Lkd\log(288\kappa/\epsilon) \) by the definition of \( \Omega \).
A.4 Deferred proofs from Section 3.3

Throughout this section, for error tolerance $\delta \in [0, 1]$ which parameterizes $\text{Sample-Joint-Dist}$, we denote for shorthand a high-probability region $\Omega_\delta$ and its radius $R_\delta$ by

$$\Omega_\delta \overset{\text{def}}{=} \{ x \mid \| x - x^* \|_2 \leq R_\delta \}, \quad \text{for} \quad R_\delta \overset{\text{def}}{=} 4 \sqrt{\frac{d \log(16 \kappa/\delta)}{\mu}}. \quad (17)$$

The following density ratio bounds hold within this region, by simply modifying Lemma 3.

**Corollary 2.** Let $\eta = \frac{1}{32L^{2d} \log(16 \kappa/\delta)}$, and let $\hat{\pi}$ be parameterized by this choice of $\eta$ in (7). For all $x \in \Omega_\delta$, as defined in (17), $\frac{d\pi}{d\hat{\pi}}(x) \leq 2$. Moreover, for all $x \in \mathbb{R}^d$, $\frac{d\pi}{d\hat{\pi}}(x) \geq \frac{1}{2}$.

The following claim follows immediately from applying Fact 3.

**Lemma 4.** With probability at least $1 - \frac{\delta^2}{8(1 + \kappa)^2}$, $x \sim \hat{\pi}$ lies in $\Omega_\delta$.

Finally, when clear from context, we overload $\hat{\pi}$ as a distribution on $x \in \mathbb{R}^d$ to be the $x$ component marginal of the distribution (7), i.e. with density

$$\frac{d\hat{\pi}}{dx}(x) \propto \int_y \exp \left( -f(y) - g(x) - \frac{1}{2\eta} \| y - x \|_2^2 - \frac{\eta L^2}{2} \| x - x^* \|_2^2 \right) dy.$$

In Section A.4.1, we show $\hat{\pi}$ is stationary for $\text{Sample-Joint-Dist}$. In Section A.4.2, we bound the conductance of the walk, used in Section A.4.3 to bound its mixing time and overall complexity.

A.4.1 Correctness of Sample-Joint-Dist

Correctness of $\text{Sample-Joint-Dist}$ follows from the following simple lemma.

**Lemma 5** (Alternating marginal sampling). Let $\hat{\pi}$ be a density on two blocks $(x, y)$. Sample $(x, y) \sim \hat{\pi}$, and then sample $\tilde{x} \sim \hat{\pi}(\cdot, y)$, $\tilde{y} \sim \hat{\pi}(\tilde{x}, \cdot)$. Then, the distribution of $(\tilde{x}, \tilde{y})$ is $\hat{\pi}$.

**Proof.** The density of the resulting distribution at $(\tilde{x}, \tilde{y})$ is proportional to the product of the (marginal) density at $y$ and the conditional distribution of $\tilde{x} \mid y$, which by definition is $\hat{\pi}$. Therefore, $(\tilde{x}, \tilde{y})$ is distributed as $\hat{\pi}$, and the argument for $\tilde{y}$ follows symmetrically. \qed

A.4.2 Conductance of Sample-Joint-Dist

We bound the conductance of this random walk, as a process on the iterates $\{x_k\}$, to show the final point has distribution close to the marginal of $\hat{\pi}$ on $x$. We use the well-known framework of bounding mixing time via average conductance, introduced in [LK99], and since extended by e.g. [KLM06, GMT06, CDWY19]. We state a formulation by [CDWY19] convenient for our purposes.

**Definition 5** (Restricted conductance). Let a random walk with stationary distribution $\hat{\pi}$ on $x \in \mathbb{R}^d$ have transition densities $T_x$, and let $\Omega \subseteq \mathbb{R}^d$. The $\Omega$-restricted conductance, for $v \in (0, \frac{1}{2} \hat{\pi}(\Omega))$, is

$$\Phi_\Omega(v) = \inf_{\hat{\pi} \in (0, v)} \frac{T_S(S^c)}{\hat{\pi}(S \cap \Omega)}, \quad \text{where} \quad T_S(S^c) \overset{\text{def}}{=} \int_{x \in S} \int_{x' \in S^c} T_x(x') d\hat{\pi}(x) dx'.$$
Lemma 8 (Isoperimetry). Also, suppose random walk satisfies the bound for all $v$ Lemmas 6, 7, and 8. By combining these results in the context of Proposition 5, we see that the We note that the parameters of Algorithm 3 and the set $\Omega$ point $x$ (Transitions of nearby points) Lemma 7 (Warm start). For $\eta \leq \frac{1}{\text{Lcd}}$, $\pi^{\text{start}}$ defined in (8) is a $(2(1 + \kappa)^2/2$-warm start for $\hat{\pi}$. Lemma 7 (Transitions of nearby points). Suppose $\eta L \leq 1$, $\eta L^2 R^2_\delta \leq 1/2$, and $400d^2 \eta \leq R^2_\delta$. For a point $x$, let $T_x$ be the density of $x_k$ after sampling according to Lines 6 and 7 of Algorithm 3 from $x_{k-1} = x$. For $x, x' \in \Omega_\delta$ with $\|x - x'\|_2 \leq \sqrt{\frac{\eta}{10}}$, for $\Omega_\delta$ defined in (17), we have $\|T_x - T_x'\|_{TV} \leq \frac{1}{2}$. Lemma 8 (Isoperimetry). Density $\hat{\pi}$ and set $\Omega_\delta$ defined in (7), (17) satisfy (18) with $\psi = 8\mu^{-1/2}$. We note that the parameters of Algorithm 3 and the set $\Omega_\delta$ in (17) satisfy all assumptions of Lemmas 6, 7, and 8. By combining these results in the context of Proposition 5, we see that the random walk satisfies the bound for all $v \in (0, \frac{1}{2}]$:

$$\Phi_{\Omega}(v) \geq \frac{\Delta}{128\psi} \sqrt{\log \left( \frac{1}{v} \right)}.$$
Plugging this conductance lower bound, the high-probability guarantee of $\Omega_\delta$ by Lemma 4, and the warm start bound of Lemma 6 into Proposition 4, we have the following conclusion.

**Corollary 3 (Mixing time of ideal Sample-Joint-Dist).** Assume that calls to Sample-Y are exact in the implementation of Sample-Joint-Dist. Then, for any error parameter $\delta$, and

$$K \defeq \frac{2^{26} \cdot 100}{\eta \mu} \log \left( \frac{d \log(16\kappa)}{4\delta} \right),$$

the distribution of $x_K$ has total variation at most $\delta/2$ from $\hat{\pi}$.

### A.4.3 Complexity of Sample-Joint-Dist

We first state a guarantee on the subroutine Sample-Y, which we prove in Appendix B.4.

**Lemma 9 (Sample-Y guarantee).** For $\delta \in [0,1]$, define $R_\delta$ as in (17), and let $\eta = \frac{1}{32L \kappa \log(16\kappa/\delta)}$. For any $x$ with $\|x - x^*\|_2 \leq \sqrt{\kappa d \log(16\kappa/\delta)} \cdot R_\delta$, Algorithm 4 (Sample-Y) draws an exact sample $y$ from the density proportional to $\exp \left( -f(y) - \frac{1}{2\eta} \|y - x\|_2^2 \right)$ in an expected 2 iterations.

We also state a result due to [CDWY19], which bounds the mixing time of 1-step Metropolized HMC for well-conditioned distributions; this handles the case when $\|x - x^*\|_2$ is large in Algorithm 4.

**Proposition 6 (Theorem 1, [CDWY19]).** Let $\pi$ be a distribution on $\mathbb{R}^d$ whose negative log-density is convex and has condition number bounded by a constant. Then, Metropolized HMC from an explicit starting distribution mixes to total variation $\delta$ to the distribution $\pi$ in $O(d \log(\frac{d}{\delta}))$ iterations.

**Proposition 3.** Sample-Joint-Dist outputs a point with distribution within $\delta$ total variation distance from the $x$-marginal of $\hat{\pi}$. The expected number of gradient queries per iteration is constant.

**Proof.** Under exact implementation of Sample-Y, Corollary 3 shows the output distribution of Sample-Joint-Dist has total variation at most $\delta/2$ from $\hat{\pi}$. Next, the resulting distribution of the subroutine Sample-Y is never larger than $\delta/(2Kd \log(d \kappa/\delta))$ in total variation distance away from an exact sampler. By running for $K$ steps, and using the coupling characterization of total variation, it follows that this can only incur additional error $\delta/(2d \log(d \kappa/\delta))$, proving correctness (in fact, the distribution is always at most $O((d \log(d \kappa/\delta))^{-1})$ away in total variation from an exact Sample-Y.

Next, we prove the guarantee on the expected gradient evaluations per iteration. Lemma 9 shows whenever the current iterate $x_k$ has $\|x - x^*\|_2 \leq \sqrt{\kappa d \log(16\kappa/\delta)} \cdot R_\delta$, the expected number of gradient evaluations is constant, and moreover Proposition 6 shows that the number of gradient evaluations is never larger than $O(d \log(d \kappa/\delta))$, where we use that the condition number of the log-density in (9) is bounded by a constant. Therefore, it suffices to show in every iteration $0 \leq k \leq K$, the probability $\|x_k - x^*\|_2 > \sqrt{\kappa d \log(16\kappa/\delta)} \cdot R_\delta$ is $O((d \log(d \kappa/\delta))^{-1})$. By the warmness assumption in Lemma 6, and the concentration bound in Fact 3, the probability $x_0$ does not satisfy this bound is negligible (inverse exponential in $\kappa d^2 \log(\kappa/\delta)$). Since warmness is monotonically decreasing with an exact sampler\(^7\), and the accumulated error due to inexactness of Sample-Y is at most $O((d \log(d \kappa/\delta))^{-1})$ through the whole algorithm, this holds for all iterations.

---

\(^7\)This fact is well-known in the literature, and a simple proof is that if a distribution is warm, then taking one step of the Markov chain induces a convex combination of warm point masses, and is thus also warm.
B  Mixing time ingredients

We now prove facts which are used in the mixing time analysis of Sample-Joint-Dist. Throughout this section, as in the specification of Sample-Joint-Dist, \( f \) and \( g \) are functions with properties as in (5), and share a minimizer \( x^* \).

B.1 Warm start

We show that we obtain a warm start for the distribution \( \hat{\pi} \) in algorithm Sample-Joint-Dist via one call to the restricted Gaussian oracle for \( g \), by proving Lemma 6.

Lemma 6 (Warm start). For \( \eta \leq \frac{1}{L \kappa d} \), \( \pi^{\text{start}} \) defined in (8) is a \( 2(1 + \kappa)^{\frac{3}{2}} \)-warm start for \( \hat{\pi} \).

Proof. By the definitions of \( \hat{\pi} \) and \( \pi^{\text{start}} \) in (7), (8), we wish to bound everywhere the quantity

\[
\frac{d\pi^{\text{start}}}{d\hat{\pi}}(x) = \frac{Z_{\pi}}{Z_{\text{start}}} \cdot \frac{\exp \left( -\frac{L}{2} \|x - x^*\|_2^2 - \frac{\eta L^2}{2} \|x - x^*\|_2^2 - g(x) \right)}{\int_y \exp \left( -f(y) - g(x) - \frac{1}{2\eta} \|y - x\|_2^2 - \frac{\eta L^2}{2} \|x - x^*\|_2^2 \right) dy}.
\]

(19)

Here, \( Z_{\pi} \) is as in Definition 4, and we let \( Z_{\text{start}} \) denote the normalization constant of \( \pi^{\text{start}} \), i.e.

\[
Z_{\text{start}} \overset{\text{def}}{=} \int_x \exp \left( -\frac{L}{2} \|x - x^*\|_2^2 - \frac{\eta L^2}{2} \|x - x^*\|_2^2 - g(x) \right) dx.
\]

Regarding the first term of (19), the earlier derivation (15) showed

\[
\int_y \exp \left( -f(y) - g(x) - \frac{1}{2\eta} \|y - x\|_2^2 - \frac{\eta L^2}{2} \|x - x^*\|_2^2 \right) dy \leq (2\pi\eta)^{\frac{3}{2}} \exp (-f(x) - g(x)).
\]

Then, integrating, we can bound the ratio of the normalization constants

\[
\frac{Z_{\pi}}{Z_{\text{start}}} \leq \frac{\int_x (2\pi\eta)^{\frac{3}{2}} \exp (-f(x) - g(x)) dx}{\int_x \exp \left( -\frac{L}{2} \|x - x^*\|_2^2 - \frac{\eta L^2}{2} \|x - x^*\|_2^2 - g(x) \right) dx}
\]

\[
\leq \frac{\int_x (2\pi\eta)^{\frac{3}{2}} \exp \left( -f(x^*) - \frac{\eta}{2} \|x - x^*\|_2^2 - g(x) \right) dx}{\int_x \exp \left( -\frac{L}{2} \|x - x^*\|_2^2 - \frac{\eta}{2} \|x - x^*\|_2^2 - g(x) \right) dx}
\]

\[
\leq (2\pi\eta)^{\frac{3}{2}} \exp (-f(x^*)) \left( 1 + \frac{L}{\mu} \right)^{\frac{3}{2}}.
\]

(20)

The second inequality followed from \( f \) is \( \mu \)-strongly convex and \( \eta L^2 \leq \mu \) by assumption. The last inequality followed from Proposition 7, where we used \( \frac{\eta}{2} \|x - x^*\|_2^2 + g(x) \) is \( \mu \)-strongly convex. Next, to bound the second term of (19), notice first that

\[
\frac{\exp \left( -\frac{L}{2} \|x - x^*\|_2^2 - \frac{\eta L^2}{2} \|x - x^*\|_2^2 - g(x) \right)}{\int_y \exp \left( -f(y) - g(x) - \frac{1}{2\eta} \|y - x\|_2^2 - \frac{\eta L^2}{2} \|x - x^*\|_2^2 \right) dy} = \frac{\exp \left( -\frac{L}{2} \|x - x^*\|_2^2 \right)}{\int_y \exp \left( -f(y) - \frac{1}{2\eta} \|y - x\|_2^2 \right) dy}.
\]
It thus suffices to lower bound \( \exp \left( \frac{L}{2} \| x - x^* \|_2^2 \right) \int_y \exp \left( -f(y) - \frac{1}{2\eta} \| y - x \|_2^2 \right) dy \). We have

\[
\exp \left( \frac{L}{2} \| x - x^* \|_2^2 \right) \int_y \exp \left( -f(y) - \frac{1}{2\eta} \| y - x \|_2^2 \right) dy \\
\geq \exp \left( -f(x) + \frac{L}{2} \| x - x^* \|_2^2 \right) \int_y \exp \left( -\langle \nabla f(x), y - x \rangle - \left( \frac{1}{2\eta} + \frac{L}{2} \right) \| y - x \|_2^2 \right) dy \\
= \exp \left( -f(x) + \frac{L}{2} \| x - x^* \|_2^2 \right) \left( 2\pi\eta \right)^{\frac{d}{2}} \exp \left( \left( \frac{\eta}{2(1 + L\eta)} \right) \| \nabla f(x) \|_2^2 \right) \\
\geq \exp(-f(x^*)) \left( \frac{2\pi\eta}{1 + L\eta} \right)^{\frac{d}{2}} \tag{21}
\]

The first and third steps followed from \( L \)-smoothness of \( f \), and the second applied the Gaussian integral (Fact 1). Combining the bounds in (20) and (21), (19) becomes

\[
\frac{d\pi_{\text{start}}}{d\pi}(x) \leq \left( 1 + \frac{L}{\mu} \right)^{\frac{d}{2}} (1 + L\eta)^{\frac{d}{2}} \leq 2(1 + \kappa)^{\frac{d}{2}},
\]

where \( x \in \mathbb{R}^d \) was arbitrary, which completes the proof.

\[\square\]

### B.2 Transitions of nearby points

Here, we prove Lemma 7. Throughout this section, \( \mathcal{T}_x \) is the density of \( x_k \), according to the steps in Lines 6 and 7 of \textit{Sample-Joint-Dist} (Algorithm 3) starting at \( x_{k-1} = x \). We also define \( \mathcal{P}_x \) to be the density of \( y_k \), by just the step in Line 6. We first make a simplifying observation.

**Lemma 10.** For any two points \( x, x' \), we have

\[
\| \mathcal{T}_x - \mathcal{T}_{x'} \|_{TV} \leq \| \mathcal{P}_x - \mathcal{P}_{x'} \|_{TV}.
\]

**Proof.** This follows by the coupling characterization of total variation distance (see e.g. Chapter 5 of [LPW09]). Per the optimal coupling of \( y \sim \mathcal{P}_x \) and \( y' \sim \mathcal{P}_{x'} \), whenever the total variation sets \( y = y' \), we can couple the resulting distributions in Line 7 of \textit{Sample-Joint-Dist} as well.

Thus, it suffices to understand \( \| \mathcal{P}_x - \mathcal{P}_{x'} \|_{TV} \) for nearby \( x, x' \in \Omega \). Our proof of Lemma 7 combines two pieces: (1) bounding the ratio of normalization constants \( Z_x, Z_{x'} \) of \( \mathcal{P}_x \) and \( \mathcal{P}_{x'} \) for nearby \( x, x' \) in Lemma 13 and (2) the structural result Proposition 8. To bound the normalization constant ratio, we state two helper lemmas. Lemma 11 characterizes facts about the minimizer of

\[
f(y) + \frac{1}{2\eta} \| y - x \|_2^2. \tag{22}
\]

**Lemma 11.** Let \( f \) be convex with minimizer \( x^* \), and \( y_x \) minimize (22) for a given \( x \). Then,

1. \( \| y_x - y_{x'} \|_2 \leq \| x - x' \|_2 \).
2. For any \( x \), \( \| y_x - x^* \|_2 \leq \| x - x^* \|_2 \).
3. For any \( x \) with \( \| x - x^* \|_2 \leq R \), \( \| x - y_x \|_2 \leq \eta LR \).
Proof. By optimality conditions in the definition of $y_x$,
\[ \eta \nabla f(y_x) = x - y_x. \]

Fix two points $x$, $x'$, and let $x_t \eqdef (1-t)x + tx'$. Letting $J_x(y_x)$ be the Jacobian matrix of $y_x$,
\[ \frac{d}{dt} \eta \nabla f(y_{x_t}) = \frac{d}{dt} (x_t - y_{x_t}) \implies \eta \nabla^2 f(y_{x_t}) J_x(y_{x_t})(x' - x) = (I - J_x(y_{x_t}))(x' - x) \]
\[ \implies J_x(y_{x_t})(x' - x) = (I + \eta \nabla^2 f(y_{x_t}))^{-1}(x' - x). \]

We can then compute
\[ y_{x'} - y_x = \int_0^1 \frac{d}{dt} y_{x_t} dt = \int_0^1 J_x(y_{x_t})(x' - x) dt = \int_0^1 (I + \eta \nabla^2 f(y_{x_t}))^{-1}(x' - x) dt. \]

By triangle inequality and convexity of $f$, the first claim follows:
\[ \| y_{x'} - y_x \|_2 \leq \int_0^1 \| (I + \eta \nabla^2 f(y_{x_t}))^{-1} \|_2 \| x' - x \|_2 dt \leq \| x' - x \|_2. \]

The second claim follows from the first by $y_{x^*} = x^*$. The third claim follows from the second via
\[ \| x - y_x \|_2 = \eta \| \nabla f(y_x) \|_2 \leq \eta L \| y_x - y^* \|_2 \leq \eta LR. \]

Next, Lemma 12 states well-known bounds on the integral of a well-conditioned function $h$.

**Lemma 12.** Let $h$ be a $L_h$-smooth, $\mu_h$-strongly convex function and let $y_h^*$ be its minimizer. Then
\[ (2\pi L_h^{-1})^\frac{d}{2} \exp (-h(y_h^*)) \leq \int_y \exp (-h(y)) \leq (2\pi \mu_h^{-1})^\frac{d}{2} \exp (-h(y_h^*)). \]

Proof. By smoothness and strong convexity,
\[ \exp \left( -h(y_h^*) - \frac{L_h}{2} \| y - y_h^* \|_2^2 \right) \leq \exp(-h(y)) \leq \exp \left( -h(y_h^*) - \frac{\mu_h}{2} \| y - y_h^* \|_2^2 \right). \]

The result follows by Gaussian integrals, i.e. Fact 1.

We now define the normalization constants of $\mathcal{P}_x$ and $\mathcal{P}_{x'}$:
\[ Z_x = \int_y \exp \left( -f(y) - \frac{1}{2\eta} \| y - x \|_2^2 \right) dy, \]
\[ Z_{x'} = \int_y \exp \left( -f(y) - \frac{1}{2\eta} \| y - x' \|_2^2 \right) dy. \]

We apply Lemma 11 and Lemma 12 to bound the ratio of $Z_x$ and $Z_{x'}$.

**Lemma 13.** Let $f$ be $\mu$-strongly convex and $L$-smooth. Let $x, x' \in \Omega_{\delta}$, for $\Omega_{\delta}$ defined in (17), and
First, by Lemma 10, it suffices to show

\[
\frac{Z_x}{Z_{x'}} \leq 1.05 \exp \left( 3LR\Delta + \frac{L\Delta^2}{2} \right).
\]

**Proof.** First, applying Lemma 12 to \(Z_x\) and \(Z_{x'}\) yields that the ratio is bounded by

\[
\frac{Z_x}{Z_{x'}} \leq \frac{\exp \left( -f(y_x) - \frac{1}{2\eta} \|y_x - x\|^2 \right) \left( 2\pi \left( \mu + \frac{1}{\eta} \right)^{-1} \right)^{\frac{d}{2}}}{\exp \left( -f(y_{x'}) - \frac{1}{2\eta} \|y_{x'} - x\|^2 \right) \left( 2\pi \left( L + \frac{1}{\eta} \right)^{-1} \right)^{\frac{d}{2}}} \leq 1.05 \exp \left( f(y_{x'}) - f(y_x) + \frac{1}{2\eta} \left( \|y_{x'} - x\|^2 - \|y_x - x\|^2 \right) \right).
\]

Here, we used the bound for \(\eta^{-1} \geq 32Ld\) that

\[
\left( \frac{L + \frac{1}{\eta}}{\mu + \frac{1}{\eta}} \right)^{d/2} \leq 1.05.
\]

Regarding the remaining term, recall \(x, x'\) both belong to \(\Omega_\delta\), and \(\|x - x'\|_2 \leq \Delta\). We have

\[
f(y_{x'}) - f(y_x) + \frac{1}{2\eta} \left( \|y_{x'} - x\|^2 - \|y_x - x\|^2 \right) \\
\leq \langle \nabla f(y_x), y_{x'} - y_x \rangle + \frac{L}{2} \|y_{x'} - y_x\|^2 + \frac{1}{2\eta} \|y_{x'} - x + y_x - x, y_{x'} - y_x + x - x'\| \\
\leq LR\Delta + \frac{L\Delta^2}{2} + \frac{1}{2\eta} \left( \|y_x - x\|_2 + \|y_{x'} - x'\|_2 \right) \left( \|y_{x'} - y_x\|_2 + \|x' - x\|_2 \right) \\
\leq LR\Delta + \frac{L\Delta^2}{2} + \frac{2\eta LR}{2\eta} \left( \|y_{x'} - y_x\|_2 + \|x' - x\|_2 \right) \leq 3LR\Delta + \frac{L\Delta^2}{2}.
\]

The first inequality was smoothness and expanding the difference of quadratics. The second was by \(\|\nabla f(y_x)\|_2 \leq L \|y_x - x\|_2 \leq LR\) and \(\|y_{x'} - y_x\|_2 \leq \Delta\), where we used the first and second parts of Lemma 11; we also applied Cauchy-Schwarz and triangle inequality. The third used the third part of Lemma 11. Finally, the last inequality was by the first part of Lemma 11 and \(\|x' - x\|_2 \leq \Delta\). \(\square\)

We now are ready to prove Lemma 7.

**Lemma 7** (Transitions of nearby points). Suppose \(\eta L \leq 1, \eta L^2 R_3^2 \leq \frac{1}{2}, \) and \(400d^2 \eta \leq R_3^2\). For a point \(x\), let \(T_x\) be the density of \(x_k\) after sampling according to Lines 6 and 7 of Algorithm 3 from \(x_{k-1} = x\). For \(x, x' \in \Omega_\delta\) with \(\|x - x'\|_2 \leq \frac{\sqrt{\eta}}{10}\), for \(\Omega_\delta\) defined in (17), we have \(\|T_x - T_{x'}\|_{TV} \leq \frac{1}{2}\).

**Proof.** First, by Lemma 10, it suffices to show \(\|P_x - P_{x'}\|_{TV} \leq \frac{1}{2}\). Pinsker’s inequality states

\[
\|P_x - P_{x'}\|_{TV} \leq \sqrt{\frac{1}{2} d_{KL}(P_x, P_{x'})},
\]

where \(d_{KL}\) is the Kullback-Leibler divergence (Section 21.4). We need to upper bound the Kullback-Leibler divergence:

\[
\frac{Z_x}{Z_{x'}} \leq 1.05 \exp \left( 3LR\Delta + \frac{L\Delta^2}{2} \right).
\]

The first inequality was smoothness and expanding the difference of quadratics. The second was by \(\|\nabla f(y_x)\|_2 \leq L \|y_x - x\|_2 \leq LR\) and \(\|y_{x'} - y_x\|_2 \leq \Delta\), where we used the first and second parts of Lemma 11; we also applied Cauchy-Schwarz and triangle inequality. The third used the third part of Lemma 11. Finally, the last inequality was by the first part of Lemma 11 and \(\|x' - x\|_2 \leq \Delta\). \(\square\)
where \( d_{KL} \) is KL-divergence, so it is enough to show \( d_{KL}(\mathcal{P}_x, \mathcal{P}_{x'}) \leq \frac{1}{2} \). Notice that
\[
d_{KL}(\mathcal{P}_x, \mathcal{P}_{x'}) = \log \left( \frac{Z_{x'}}{Z_x} \right) + \int_y \mathcal{P}_x(y) \log \left( \frac{\exp \left( -f(y) - \frac{1}{2\eta} \|y - x\|^2 \right)}{\exp \left( -f(y) - \frac{1}{2\eta} \|y - x'\|^2 \right)} \right) dy.
\]

By Lemma 13, the first term satisfies, for \( \Delta = \frac{\sqrt{\eta}}{10} \),
\[
\log \left( \frac{Z_{x'}}{Z_x} \right) \leq 3LR\Delta + \frac{L\Delta^2}{2} + \log(1.05).
\]

To bound the second term, we have
\[
\int_y \mathcal{P}_x(y) \log \left( \frac{\exp \left( -f(y) - \frac{1}{2\eta} \|y - x\|^2 \right)}{\exp \left( -f(y) - \frac{1}{2\eta} \|y - x'\|^2 \right)} \right) dy = \frac{1}{2\eta} \int_y \mathcal{P}_x(y) \left( \|y - x'\|^2 - \|y - x\|^2 \right) dy
\]
\[
= \frac{1}{2\eta} \int_y \mathcal{P}_x(y) \langle x - x', 2(y - x) + (x - x') \rangle dy
\]
\[
\leq \frac{\Delta^2}{2\eta} + \frac{\Delta}{\eta} \left\| \int_y y\mathcal{P}_x(y)dy - x \right\|_2.
\]

Here, the second line was by expanding and the third line was by \( \|x - x'\|_2 \leq \Delta \) and Cauchy-Schwarz. By Proposition 8,
\[
\left\| \int_y y\mathcal{P}_x(y)dy - x \right\|_2 \leq 2\eta LR,
\]
where by assumption the parameters satisfy the conditions of Proposition 8. Then, combining the two bounds, we have
\[
d_{KL}(\mathcal{P}_x, \mathcal{P}_{x'}) \leq 3LR\Delta + \frac{L\Delta^2}{2} + \frac{\Delta^2}{2\eta} + 2LR\Delta + \log(1.05) = 5LR\Delta + \frac{L\Delta^2}{2} + \frac{\Delta^2}{2\eta} + \log(1.05).
\]

When \( \Delta = \frac{\sqrt{\eta}}{10}, \eta L \leq 1, \) and \( \eta L^2 R^2 \leq \frac{1}{2} \), we have the desired
\[
d_{KL}(\mathcal{P}_x, \mathcal{P}_{x'}) \leq \frac{\sqrt{\eta} LR}{2} + \frac{L\eta}{200} + \frac{1}{200} + \log(1.05) \leq \frac{1}{2}.
\]

\( \square \)

### B.3 Isoperimetry

In this section, we prove Lemma 8, which asks to show that \( \pi_{\Omega_{\delta}} \) satisfies a log-isoperimetric inequality (18). Here, we define \( \pi_{\Omega_{\delta}} \) to be the conditional distribution of the \( \pi \) x-marginal on set \( \Omega_{\delta} \). We recall this means that for any partition \( S_1, S_2, S_3 \) of \( \Omega_{\delta} \),
\[
\pi_{\Omega_{\delta}}(S_3) \geq \frac{1}{2\psi} d(S_1, S_2) \cdot \min (\pi_{\Omega_{\delta}}(S_1), \pi_{\Omega_{\delta}}(S_2)) \cdot \sqrt{\log \left( \frac{1 + \min (\pi_{\Omega_{\delta}}(S_1), \pi_{\Omega_{\delta}}(S_2))}{\min (\pi_{\Omega_{\delta}}(S_1), \pi_{\Omega_{\delta}}(S_2))} \right)}.
\]

The following fact was shown in [CDWY19].

**Lemma 14** ([CDWY19], Lemma 11). Any \( \mu \)-strongly logconcave distribution \( \pi \) satisfies the log-isoperimetric inequality (18) with \( \psi = \mu^{-\frac{1}{2}} \).

Observe that \( \pi_{\Omega_{\delta}} \), the restriction of \( \pi \) to the convex set \( \Omega_{\delta} \), is \( \mu \)-strongly logconcave by the definition
of $\pi$ (5), so it satisfies a log-isoperimetric inequality. We now combine this fact with the relative density bounds Lemma 3 to prove Lemma 8.

**Lemma 8** (Isoperimetry). Density $\hat{\pi}$ and set $\Omega_\delta$ defined in (7), (17) satisfy (18) with $\psi = 8\mu^{-\frac{3}{2}}$.

**Proof.** Fix some partition $S_1$, $S_2$, $S_3$ of $\Omega_\delta$, and without loss of generality let $\hat{\pi}_{\Omega_\delta}(S_1) \leq \hat{\pi}_{\Omega_\delta}(S_2)$. First, by applying Corollary 2, which shows $\frac{d\pi}{d\hat{\pi}}(x) \in \left[\frac{1}{2}, 2\right]$ everywhere in $\Omega_\delta$, we have the bounds

$$\frac{1}{2} \pi_{\Omega_\delta}(S_1) \leq \hat{\pi}_{\Omega_\delta}(S_1) \leq 2 \pi_{\Omega_\delta}(S_1), \quad \frac{1}{2} \pi_{\Omega_\delta}(S_2) \leq \hat{\pi}_{\Omega_\delta}(S_2) \leq 2 \pi_{\Omega_\delta}(S_2), \quad \hat{\pi}_{\Omega_\delta}(S_3) \geq \frac{1}{2} \pi_{\Omega_\delta}(S_3).$$

Therefore, we have the sequence of conclusions

$$\hat{\pi}_{\Omega_\delta}(S_3) \geq \frac{1}{2} \pi_{\Omega_\delta}(S_3) \geq \frac{d(S_1, S_2)\sqrt{\mu}}{4} \cdot \min(\pi_{\Omega_\delta}(S_1), \pi_{\Omega_\delta}(S_2)) \cdot \sqrt{\log \left(1 + \frac{1}{\min(\pi_{\Omega_\delta}(S_1), \pi_{\Omega_\delta}(S_2))}\right)},$$

$$\geq \frac{d(S_1, S_2)\sqrt{\mu}}{8} \cdot \hat{\pi}_{\Omega_\delta}(S_1) \cdot \sqrt{\log \left(1 + \frac{1}{2 \hat{\pi}_{\Omega_\delta}(S_1)}\right)},$$

$$\geq \frac{d(S_1, S_2)\sqrt{\mu}}{16} \cdot \hat{\pi}_{\Omega_\delta}(S_1) \cdot \sqrt{\log \left(1 + \frac{1}{\pi_{\Omega_\delta}(S_1)}\right)}.$$

Here, the second line was by applying Lemma 14 to the $\mu$-strongly logconcave distribution $\pi_{\Omega_\delta}$, and the final line used $\sqrt{\log(1 + \alpha)} \leq 2\sqrt{\log(1 + \frac{\alpha}{2})}$ for all $\alpha > 0$. \qed

**B.4 Correctness of Sample-Y**

In this section, we show how we can sample $y$ efficiently in the alternating scheme of the algorithm Sample-Joint-Dist, within an extremely high probability region. Specifically, for any $x$ with $\|x - x^*\|_2 \leq \sqrt{kd \log(16\kappa/\delta)} \cdot R_\delta$, where $R_\delta$ is defined in (17), we give a method for implementing

$$\text{draw } y \propto \exp \left(-f(y) - \frac{1}{2\eta} \|y - x\|_2^2\right) dy.$$

The algorithm is Algorithm 4, which is a simple rejection sampling scheme.

We first recall properties of rejection sampling (an “exact” version of Lemma 1 and Corollary 1).

**Definition 6** (Rejection sampling). Let $\pi$, $\hat{\pi}$ be distributions with $\frac{d\pi}{d\Omega}(x) \propto p(x)$, $\frac{d\hat{\pi}}{d\Omega}(x) \propto \hat{p}(x)$. Moreover, suppose for some $C \geq 1$, and all $x \in \mathbb{R}^d$,

$$\frac{p(x)}{\hat{p}(x)} \leq C.$$

We call the following scheme rejection sampling: repeat independent runs of the following procedure until a point is outputted.

1. Draw $x \sim \hat{\pi}$.
2. With probability $\frac{p(x)}{C\hat{p}(x)}$, output $x$.  
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Lemma 9 (Sample-Y guarantee). For \( \delta \in [0,1] \), define \( R_\delta \) as in (17), and let \( \eta = \frac{1}{32L\kappa d\log(16\kappa/\delta)} \). For any \( x \) with \( \|x - x^*\|_2 \leq \sqrt{\kappa d\log(16\kappa/\delta)} \cdot R_\delta \), Algorithm 4 (Sample-Y) draws an exact sample \( y \) from the density proportional to \( \exp\left(-f(y) - \frac{1}{2\eta} \|y - x\|^2_2\right) \) in an expected 2 iterations.

Proof. For \( \|x - x^*\|_2 \leq \sqrt{\kappa d\log(16\kappa/\delta)} \cdot R_\delta \), Sample-Y is a rejection sampling scheme with

\[
p(y) = \exp\left(-f(y) - \frac{1}{2\eta} \|y - x\|^2_2\right), \quad \hat{p}(y) = \exp\left(-f(x) - \langle \nabla f(x), y - x \rangle - \frac{1}{2\eta} \|y - x\|^2_2\right).
\]

It is clear that \( p(y) \leq \hat{p}(y) \) everywhere by convexity of \( f \), so we may choose \( C = 1 \). To bound the
the ratio of the normalization constants of $\hat{p}$ and $p$. First, by Fact 1,

$$\int_y \exp \left( -f(x) - \langle \nabla f(x), y - x \rangle - \frac{1}{2\eta} \|y - x\|^2 \right) dy = \exp \left( -f(x) + \frac{\eta}{2} \|\nabla f(x)\|^2 \right) \left( 2\pi \eta \right)^{\frac{d}{2}}.$$

Next, by smoothness and Fact 1 once more,

$$\int_y \exp \left( -f(y) - \frac{1}{2\eta} \|y - x\|^2 \right) dy \geq \int_y \exp \left( -f(x) - \langle \nabla f(x), y - x \rangle - \frac{1 + \eta L}{2\eta} \|y - x\|^2 \right) dy$$

$$= \exp \left( -f(x) + \frac{\eta}{2(1 + \eta L)} \|\nabla f(x)\|^2 \right) \left( \frac{2\pi \eta}{1 + \eta L} \right)^{\frac{d}{2}}.$$

Taking a ratio, the quantity in (24) is bounded above by

$$\exp \left( \left( \frac{\eta}{2} - \frac{\eta}{2(1 + \eta L)} \right) \|\nabla f(x)\|^2 \right) \left( 1 + \eta L \right)^{\frac{d}{2}} \leq 1.5 \exp \left( \frac{\eta^2 L}{2(1 + \eta L)} \|\nabla f(x)\|^2 \right)$$

$$\leq 1.5 \exp \left( \frac{\eta^2 L^3}{2} \cdot \left( \frac{16\kappa d^2 \log^2(16\kappa/\delta)}{\mu} \right) \right) \leq 2.$$

The first inequality was $(1 + \eta L)^{\frac{d}{2}} \leq 1.5$, the second used smoothness and the assumed bound on $\|x - x^*\|_2$, and the third again used our choice of $\eta$. \qed

### C Structural results

Here, we prove two structural results about distributions whose negative log-densities are small perturbations of a quadratic, which obtain tighter concentration guarantees compared to naive bounds on strongly logconcave distributions. They are used in obtaining our bounds in Section B, but we hope both the statements and proof techniques are of independent interest to the community. Our first structural result is a bound on normalization constant ratios, used throughout the paper.

**Proposition 7.** Let $f : \mathbb{R}^d \to \mathbb{R}$ be $\mu$-strongly convex with minimizer $x^*$, and let $\lambda > 0$. Then,

$$\frac{\int \exp(-f(x)) dx}{\int \exp \left( -f(x) - \frac{1}{2\lambda} \|x - x^*\|^2 \right) dx} \leq \left( 1 + \frac{1}{\mu \lambda} \right)^{\frac{d}{2}}.$$  

**Proof.** Define the function

$$R(\alpha) \overset{\text{def}}{=} \int \exp \left( -f(x) - \frac{1}{2\lambda} \|x - x^*\|^2 \right) dx.$$

$$f(x) = \frac{1}{2\lambda} \|x - x^*\|^2$$

$$\int \exp \left( -f(x) - \frac{1}{2\lambda} \|x - x^*\|^2 \right) dx = \int \exp \left( -f(x) - \frac{1}{2\lambda} \|x - x^*\|^2 \right) dx = \frac{\int \exp(-f(x)) dx}{\int \exp \left( -f(x) - \frac{1}{2\lambda} \|x - x^*\|^2 \right) dx} \leq \left( 1 + \frac{1}{\mu \lambda} \right)^{\frac{d}{2}}.$$
Let $d\pi_\alpha(x)$ be the density proportional to $\exp\left(-f(x) - \frac{1}{2\lambda\alpha} \|x - x^*\|_2^2\right) dx$. We compute

$$
\frac{d}{d\alpha} R(\alpha) = \int \frac{\exp\left(-f(x) - \frac{1}{2\lambda\alpha} \|x - x^*\|_2^2\right)}{\int \exp\left(-f(x) - \frac{1}{2\lambda} \|x - x^*\|_2^2\right) dx} \cdot \frac{1}{2\lambda\alpha^2} d\pi_\alpha(x)
$$

$$
= \frac{R(\alpha)}{2\lambda\alpha^2} \int \frac{\exp\left(-f(x) - \frac{1}{2\lambda} \|x - x^*\|_2^2\right) \|x - x^*\|_2^2}{\int \exp\left(-f(x) - \frac{1}{2\lambda} \|x - x^*\|_2^2\right) dx} d\pi_\alpha(x)
$$

$$
= \frac{R(\alpha)}{2\lambda\alpha^2} \int \|x - x^*\|_2^2 d\pi_\alpha(x) \leq \frac{R(\alpha)}{2\alpha} \cdot \frac{d}{\mu\lambda\alpha + 1}.
$$

Here, the last inequality was by Fact 4, using the fact that the function $f(x) + \frac{1}{2\lambda\alpha} \|x - x^*\|_2^2$ is $\mu + \frac{1}{\lambda\alpha}$-strongly convex. Moreover, note that $R(1) = 1$, and

$$
\frac{d}{d\alpha} \log\left(\frac{\alpha}{\mu\lambda\alpha + 1}\right) = \frac{1}{\alpha} - \frac{\mu\lambda}{\mu\lambda\alpha + 1} = \frac{1}{\mu\lambda\alpha^2 + \alpha}.
$$

Solving the differential inequality

$$
\frac{d}{d\alpha} \log(R(\alpha)) = \frac{dR(\alpha)}{R(\alpha)} \cdot \frac{1}{R(\alpha)} \leq \frac{d}{2} \cdot \frac{1}{\mu\lambda\alpha^2 + \alpha},
$$

we obtain the bound for any $\alpha \geq 1$ (since $\log(R(1)) = 0$)

$$
\log(R(\alpha)) \leq \frac{d}{2} \log\left(\frac{\mu\lambda\alpha + \alpha}{\mu\lambda\alpha + 1}\right) \Rightarrow R(\alpha) \leq \left(\frac{\mu\lambda\alpha + \alpha}{\mu\lambda\alpha + 1}\right)^d \leq \left(1 + \frac{1}{\mu\lambda}\right)^d.
$$

Taking a limit $\alpha \to \infty$ yields the conclusion. \hfill \Box

Our second structural result uses a similar proof technique to show that the mean of a bounded perturbation $f$ of a Gaussian is not far from its mode, as long as the gradient of the mode is small. We remark that one may directly apply strong logconcavity, i.e. a variant of Fact 4, to obtain a weaker bound by roughly a $\sqrt{d}$ factor, which would result in a loss of $\Omega(d)$ in the guarantees of Theorem 1. This tighter analysis is crucial in our improved mixing time result.

Before stating the bound, we apply Fact 2 to the convex functions $h(x) = (\theta^\top x)^2$ and $h(x) = \|x\|_2^4$ to obtain the following conclusions which will be used in the proof of Proposition 8.

**Corollary 4.** Let $\pi$ be a $\mu$-strongly logconcave density. Then,

1. $\mathbb{E}_\pi[(\theta^\top (x - \mathbb{E}_\pi[x]))^2] \leq \mu^{-1}$, for all unit vectors $\theta$.
2. $\mathbb{E}_\pi[\|x - \mathbb{E}_\pi[x]\|_2^2] \leq 3d^2\mu^{-2}$.

**Proposition 8.** Let $f : \mathbb{R}^d \to \mathbb{R}$ be $L$-smooth and convex with minimizer $x^*$, let $x \in \mathbb{R}^d$ with $\|x - x^*\|_2 \leq R$, and let $d\pi_\eta(y)$ be the density proportional to $\exp\left(-f(y) - \frac{1}{2\eta} \|y - x\|_2^2\right) dy$. Suppose that $\eta \leq \min\left(\frac{1}{2L^2R^2}, \frac{R^2}{300d^2}\right)$. Then,

$$
\|\mathbb{E}_{\pi_\eta}[y] - x\|_2 \leq 2\eta LR.
$$
Proof. Define a family of distributions $\pi^\alpha$ for $\alpha \in [0, 1]$, with

$$d\pi^\alpha(y) \propto \exp\left(-\alpha (f(y) - f(x) - \langle \nabla f(x), y - x \rangle) - f(x) - \langle \nabla f(x), y - x \rangle - \frac{1}{2\eta} ||y - x||_2^2\right)dy.$$  

In particular, $\pi^1 = \pi_\eta$, and $\pi^0$ is a Gaussian with mean $x - \eta \nabla f(x)$. We define $\bar{y}_\alpha \overset{\text{def}}{=} \mathbb{E}_{\pi_\alpha}[y]$, and $y_\alpha \overset{\text{def}}{=} \arg\min_y \left\{ \alpha (f(y) - f(x) - \langle \nabla f(x), y - x \rangle) + f(x) + \langle \nabla f(x), y - x \rangle + \frac{1}{2\eta} ||y - x||_2^2 \right\}$. 

Define the function $D(\alpha) \overset{\text{def}}{=} ||\bar{y}_\alpha - x||_2$, such that we wish to bound $D(1)$. First, by smoothness

$$D(0) = ||\mathbb{E}_{\pi_0}[y] - x||_2 = ||\eta \nabla f(x)||_2 \leq \eta LR.$$  

Next, we observe

$$\frac{d}{d\alpha} D(\alpha) = \left\langle \frac{\bar{y}_\alpha - x}{||\bar{y}_\alpha - x||_2^2}, \frac{d\bar{y}_\alpha}{d\alpha} \right\rangle \leq \left\| \frac{d\bar{y}_\alpha}{d\alpha} \right\|_2.$$  

In order to bound $\left\| \frac{d\bar{y}_\alpha}{d\alpha} \right\|_2$, fix a unit vector $\theta$. We have

$$\left\langle \frac{d\bar{y}_\alpha}{d\alpha}, \theta \right\rangle = \frac{d}{d\alpha} \left\langle \int (y - x)d\pi^\alpha(y), \theta \right\rangle$$

$$= \int \langle y - x, \theta \rangle (f(x) + \langle \nabla f(x), y - x \rangle - f(y))d\pi^\alpha(y)$$

$$\leq \sqrt{\int (\langle y - x, \theta \rangle)^2d\pi^\alpha(y)} \sqrt{\int (f(x) + \langle \nabla f(x), y - x \rangle - f(y))^2d\pi^\alpha(y)}$$

$$\leq \sqrt{\int (\langle y - x, \theta \rangle)^2d\pi^\alpha(y)} \sqrt{\int \frac{L^2}{4} ||y - x||_2^4 d\pi^\alpha(y)}.$$  

The third line was Cauchy-Schwarz and the last line used smoothness and convexity, i.e.

$$-\frac{L}{2} ||y - x||_2^2 \leq f(x) + \langle \nabla f(x), y - x \rangle - f(y) \leq 0.$$  

We now bound these terms. First,

$$\int (\langle y - x, \theta \rangle)^2d\pi^\alpha(y) \leq 2 \int (\langle y - \bar{y}_\alpha, \theta \rangle)^2d\pi^\alpha(y) + 2 \int (\langle \bar{y}_\alpha - x, \theta \rangle)^2d\pi^\alpha(y)$$

$$\leq 2\eta + 2||\bar{y}_\alpha - x||_2^2 = 2\eta + 2D(\alpha)^2.$$  

Here, we applied the first part of Corollary 4, as $\pi^\alpha$ is $\eta^{-1}$-strongly logconcave, and the definition of $D(\alpha)$. Next, using for any $a, b \in \mathbb{R}^d$, $||a + b||_2^4 \leq (||a||_2 + ||b||_2)^4 \leq 16 ||a||_2^4 + 16 ||b||_2^4$, we have

$$\int \frac{L^2}{4} ||y - x||_2^4 d\pi^\alpha(y) \leq 4L^2 \|y - \bar{y}_\alpha\|_2^4 d\pi^\alpha(y) + \int 4L^2 \|x - \bar{y}_\alpha\|_2^4 d\pi^\alpha(y)$$

$$\leq 12L^2 \eta^2 + 4L^2 D(\alpha)^4.$$  
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Here, we used the second part of Corollary 4. Maximizing (25) over \( \theta \), and applying (26), (27),

\[
\frac{d}{d\alpha} D(\alpha) \leq \left\| \frac{d\tilde{y}_\alpha}{d\alpha} \right\|_2 \leq \sqrt{8L^2(\eta + D(\alpha)^2)(3d^2\eta^2 + D(\alpha)^4)} \\
\leq 4L(\sqrt{\eta} + D(\alpha)) \cdot \max(2\eta d, D(\alpha)^2).
\]

(28)

Assume for contradiction that \( D(1) > 2\eta LR \), violating the conclusion of the proposition. By continuity of \( D \), there must have been some \( \bar{\alpha} \in (0, 1) \) where \( D(\bar{\alpha}) = 2\eta LR \), and for all \( 0 \leq \alpha < \bar{\alpha} \), \( D(\alpha) < 2\eta LR \). By the mean value theorem, there then exists \( 0 \leq \hat{\alpha} \leq \bar{\alpha} \) such that

\[
\frac{dD(\hat{\alpha})}{d\alpha} = \frac{D(\hat{\alpha}) - D(0)}{\hat{\alpha}} > \eta LR.
\]

On the other hand, by our assumption that \( 2\eta L^2 R^2 \leq 1 \), for any \( d \geq 1 \) it follows that

\[
2\eta d \geq 4\eta^2 L^2 R^2 > D(\hat{\alpha})^2, \quad \sqrt{2\eta} \geq 2\eta LR > D(\hat{\alpha}).
\]

Then, plugging these bounds into (28) and using \( \sqrt{\eta} + D(\hat{\alpha}) \leq \frac{5}{2}\sqrt{\eta} \) as \( \sqrt{2} \leq \frac{3}{2} \),

\[
\frac{d}{d\alpha} D(\hat{\alpha}) \leq 4L \cdot \frac{5}{2}\sqrt{\eta} \cdot 2\eta d = 20\sqrt{\eta} \frac{d}{R} \cdot \eta LR \leq \eta LR.
\]

We used \( \eta \leq \frac{R^2}{1000d^2} \) in the last inequality. This is a contradiction, implying \( D(1) \leq 2\eta LR \). \( \square \)

D Approximation tolerance

We briefly discuss the tolerance of our algorithm to approximation error in two places: computation of the point \( x^* \), and implementation of the restricted Gaussian oracle for the composite function \( g \).

**Inexact minimization.** Standard methods such as the FISTA method of [BT09] imply that under access to gradient queries to \( f \) and a proximal oracle for \( g \), we can find the minimizer to inverse polynomial accuracy in problem parameters (measured by Euclidean distance to the true minimizer) with negligible increase in runtime. By expanding the radii \( R_\delta \) in the definition of the sets \( \Omega_\delta \) by a constant factor, this accommodates tolerance to inexact minimization and only affects all bounds throughout the paper by constants.

**Inexact oracle implementation.** Similarly, our algorithm is tolerant to total variation error inverse polynomial in problem parameters for the restricted Gaussian oracle for \( g \). To see this, we pessimistically handled the case where the sampler \( \text{Sample-Y} \) for a quadratic restriction of \( f \) resulted in total variation error in the proof of Proposition 3, assuming that the error was incurred in every iteration. By accounting for similar amounts of error in calls to \( \mathcal{O} \), the bounds in our algorithm are only affected by constants.

E Additional details for Section 4

We provide additional details for our experiments here.

**Correctness verification.** We verify the correctness of our algorithm against the output of naive rejection sampling (accepting samples in \( \mathcal{O} \)). The rejection sampling algorithm generates samples from the unrestricted Gaussian distribution and rejects the samples falling outside the chosen orthant, so the resulting distribution follows the target distribution exactly. Due to the curse of dimensionality, it is only possible to do rejection sampling in low dimensions; we choose dimension
$d = 10$. The Gaussian distribution is randomly generated with a dense covariance matrix and mean $m$, with $m_i \sim \text{Unif}[-0.5, 0.5]$ for each coordinate $i$. We plot the 2D histograms of $N = 3000$ samples projected on 5 pairs of random directions in Figure 2. In running our algorithm for this experiment, we choose $\eta = 0.01$ and $K = 500$ in Sample-Joint-Dist.
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Figure 2: 2D histograms of Composite-Sample and rejection sampling under 5 pairs of random projections for $d = 10$.

**Additional autocorrelation plots.** Figure 3 shows autocorrelation plots of the trajectories of our algorithm and hit-and-run with iteration counts $K = 20000$ and $K = 500000$. The parameter choices used in this experiment are stated in Section 4.
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Figure 3: Autocorrelation plot of composite-sample and hit-and-run for $d = 500$. 