Hydrodynamics in graphene: Linear-response transport
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We develop a hydrodynamic description of transport properties in graphene-based systems, which we derive from the quantum kinetic equation. In the interaction-dominated regime, the collinear scattering singularity in the collision integral leads to fast unidirectional thermalization and allows us to describe the system in terms of three macroscopic currents carrying electric charge, energy, and quasiparticle imbalance. Within this “three-mode” approximation, we evaluate transport coefficients in monolayer graphene as well as in double-layer graphene-based structures. The resulting classical magnetoresistance is strongly sensitive to the interplay between the sample geometry and leading relaxation processes. In small, mesoscopic samples, the macroscopic currents are inhomogeneous, which leads to a linear magnetoresistance in classically strong fields. Applying our theory to double-layer graphene-based systems, we provide a microscopic foundation for a phenomenological description of giant magnetodrag at charge neutrality and find the magnetodrag and Hall drag in doped graphene.

I. INTRODUCTION

Traditional hydrodynamics [1] describes systems at large length scales (compared to the mean free path). The hydrodynamic equations are typically formulated in terms of currents and densities of conserved quantities and can be derived from the kinetic equation using either the Chapman-Enskog [2] or Grad [3] procedures. Within the leading approximation, gradients of the macroscopic physical quantities are assumed to be small, such that the system can be characterized by the local equilibrium distribution function. Dissipative properties, such as electrical or thermal conductivity or viscosity are then determined by small corrections to the local-equilibrium distribution function. Within linear response, such corrections are proportional to a weak external bias.

Recently, the kinetic equation approach was applied to electronic excitations in graphene [4–11]. In contrast to conventional metals and semiconductors, graphene is characterized by a linear excitation spectrum, which makes the system explicitly non-Galilean-invariant [6–8,12,13]. Consequently, the transport scattering time in graphene is strongly affected by the electron-electron interaction [14], which has to be taken into account on equal footing with disorder. At the same time, due to the classical nature of the Coulomb interaction between charge carriers in graphene, the system is also non-Lorentz-invariant [6–8,12,13]. As a result, the standard derivation [1,10,12,13] of the hydrodynamic equations has to be revisited [5–7].

The linearity of the quasiparticle spectrum in graphene leads to an important corollary: the energy and momentum conservation laws for Dirac quasiparticles coincide in the special case of collinear scattering. This kinematic peculiarity results in a singular contribution to the collision integral [4,6,8,11,14,15] allowing for a nonperturbative solution to the kinetic equation. A distinct feature of this solution is fast unidirectional thermalization [11] that facilitates integration of the kinetic equation. A unique feature of the resulting hydrodynamic description of electronic transport in graphene is the inequivalence of the electric current and total momentum of the system [6,7,11]. As the latter is equivalent to the energy current, the transport properties of graphene are governed by a nontrivial interplay of electric current and energy relaxation.

Two-fluid hydrodynamics in graphene was suggested in Refs. [9,10] and then extended to double-layer graphene-based structures in Ref. [11], which allowed for a description of the Coulomb drag effect [16–19] in graphene. An extension of this approach to mesoscopic (finite-size) samples was suggested in Ref. [19]. Qualitatively, this theory can be interpreted in terms of a semiclassical two-band model that yields a nontrivial magnetic field dependence of the transport coefficients and accounts for the effect of giant magnetodrag at the neutrality point [19]. The classical mechanism of this effect is similar to the standard mechanism of magnetoresistance in multiband systems [20].

In this paper, we rigorously derive the hydrodynamic description of electronic transport in graphene within linear response. While we use the same collinear-scattering singularity as found in Refs. [4,6,8,11] in order to integrate the quantum kinetic equation, we argue that the physics of the system should be described in terms of three macroscopic currents [21,22]: the electric current $j$, energy current $Q$, and quasiparticle imbalance $P$. In some sense, our approach unifies the above two types of two-fluid description of graphene, where the two macroscopic currents considered are either $j$ and $Q$ (see Refs. [4,6,8,11]), or $j$ and $P$ (see Refs. [9,10]). Our three-mode hydrodynamics is applicable for any value of doping providing us with a unified approach to electronic transport in graphene.

For general doping, the resulting theory is rather cumbersome. However, at the charge neutrality point and in
the degenerate limit, the equations simplify allowing for an analytic solution. In the former case, we focus on the issue of magneto-resistance, a subject of considerable experimental interest [23–29]. In particular, we demonstrate the appearance of the linear magneto-resistance in moderately strong, classical magnetic fields in monolayer graphene [30]. In double-layer graphene-based systems, we describe negative Coulomb drag [32,33] and justify the phenomenological two-band model of Ref. [19] (precisely at the Dirac point the imbalance current is proportional to the energy current allowing one to reduce the number of variables). Both effects occur in narrow, mesoscopic samples in the presence of energy relaxation and quasiparticle recombination due to electron-phonon interaction.

In the opposite limit of very high doping (i.e., in the “Fermi-liquid regime”), all three macroscopic currents become equivalent and the theory is reduced to the standard Drude-like description that can be also derived by perturbative methods [32]. Here we find the leading corrections to the standard picture of Coulomb drag [32,33] yielding magnetodrag and Hall drag in doped graphene.

The rest of the paper is organized as follows. We begin (Sec. II) with the summary of our theory and results for monolayer graphene. In Sec. III, we present a derivation of the macroscopic description of electronic transport. In Sec. IV, we apply this theory to evaluate transport coefficients in graphene. In Sec. V, we apply our theory to double-layer graphene-based systems [16–19]. Concluding remarks can be found in Sec. VI. Technical details are relegated to the appendices.

II. MACROSCOPIC DESCRIPTION OF TRANSPORT IN MONOLAYER GRAPHENE

In this section, we describe transport properties of monolayer graphene. Neglecting all quantum effects [34–36], we base our considerations on a set of macroscopic transport equations, which essentially generalize the usual Ohm’s law to the case of collision-dominated transport in graphene. These equations can be derived from the kinetic equation (see Sec. III below) in the interaction-dominated regime, where the scattering time due to electron-electron interaction \( \tau_{ee} \) is much smaller than the disorder mean free time \( \tau \):

\[
\tau_{ee} \ll \tau.
\]

We limit ourselves to the discussion of the steady state. The latter is typically established by means of disorder scattering. A notable exception is neutral graphene in the absence of magnetic field, where the steady state exist due to the electron-electron interaction alone. However, in the presence of the field, even at the Dirac point, the steady state cannot be reached without disorder. Therefore we have to keep the weak disorder in the problem. For simplicity, we assume the mean free time \( \tau \) to be energy independent, although in physical graphene most of the impurity scattering processes lead to energy-dependent relaxation rates. A corresponding generalization of our theory is straightforward [32] and does not lead to qualitatively new effects [37]. At the same time, a quantitative description of experimental data may greatly benefit from a realistic description of disorder [19].

In this paper, we are focusing on kinetic coefficients describing dissipative processes in the system within linear response. The nonlinear hydrodynamics of graphene will be discussed in a separate publication [38].

A. Linear-response equations in graphene

One of our main results is a set of macroscopic equations describing electronic transport in graphene within linear response. What makes this theory unusual is that the electric current \( j \) is inequivalent to the energy current \( Q \) and the quasiparticle imbalance current \( P \). The three macroscopic currents obey the following equations:

\[
- \mathbf{\nabla} \Pi + \mathbf{E} + \mathbf{R}_H \mathbf{K} \times \mathbf{e}_B = \mathbf{R}_0 j + \frac{\pi}{e^2 K} \left( \mathbf{A} + \frac{\mathbf{C}}{\tau_{ee}} \right),
\]

\[
- \mathbf{\nabla} \Theta + \mathbf{N}_1 \mathbf{E} + \mathbf{R}_H (j \times \mathbf{e}_B) = \mathbf{R}_0 \frac{e}{K} Q,
\]

\[
- \mathbf{\nabla} \Xi + \frac{\mu}{K} \mathbf{E} + \mathbf{R}_H \mathbf{K} \times \mathbf{e}_B = e \mathbf{R}_0 \mathbf{P} + \frac{\pi}{e^2 K} \left( \frac{\mathbf{A}}{\tau_{ee}} + \frac{\mathbf{C}}{\tau_{ss}} \right).
\]

Here, \( \mathbf{E} \) is the electric field, \( \mathbf{e}_B \) is the unit vector in the direction of the magnetic field \( \mathbf{B} = B \mathbf{e}_B \), and \( K \) is the mean quasiparticle kinetic energy in graphene [19] (with \( T \) being the temperature and \( \mu \) the chemical potential):

\[
K = 2T \ln(1 + e^{\mu/T}) - \mu \rightarrow \begin{cases} \mu, & T \ll \mu, \\ 2T \ln 2, & T \gg \mu. \end{cases}
\]

The dimensionless quantity \( \mathbf{N}_1 = 2n_0/(v_0 K) \) represents the equilibrium charge density \( n_0 \) (here, \( v_0 = \partial n_0 / \partial \mu \)), and the two coefficients \( \mathbf{R}_0 \) and \( \mathbf{R}_H \) are

\[
\mathbf{R}_0(\mu, \tau, T) = \frac{\pi}{e^2 K} \tau, \quad \mathbf{R}_H(\mu, B, T) = \frac{\pi \omega_B}{e^2 K},
\]

where \( e \) is the electron charge, the frequency \( \omega_B \) is

\[
\omega_B = \frac{e v_f^2 B}{c K},
\]

and \( v_f \) is the quasiparticle velocity.

In graphene, the energy current \( Q \) is equivalent to the total momentum of electrons, which cannot be relaxed by electron-electron interaction respecting momentum conservation. Therefore the transport scattering rates due to electron-electron interaction appear only in Eqs. (1a) and (1c). The three scattering times \( \tau_{ss}, \tau_{ee}, \) and \( \tau_{vs} \) describe the mutual scattering of the velocity and imbalance modes respecting Onsager reciprocity.

The above three modes form the three-mode ansatz for the nonequilibrium correction to the electronic distribution function [see Eq. (19) below and Appendix A]:

\[
h = \frac{2v}{e v_0 T v_f^2} \left[ \mathbf{A} + \mathbf{B} \frac{e}{K} + \mathbf{C} \text{sign}(e) \right],
\]

where the vectors \( \mathbf{A}, \mathbf{B}, \) and \( \mathbf{C} \) are linear combinations of the three macroscopic currents that are introduced for brevity [see Eq. (A1) for details]. The absence of the vector \( \mathbf{B} \) in the...
right-hand side of Eq. (1) is due to momentum conservation. However, all three auxiliary vectors enter the Lorentz terms in the following combinations:

\[
\mathbf{K} = \mathbf{A} \tanh \frac{\mu}{2T} + \mathbf{B} + \mathbf{C},
\]

(6)

\[
\tilde{\mathbf{K}} = \mathbf{A} + \mathbf{B} \frac{\mu}{K} + \mathbf{C} \tanh \frac{\mu}{2T}.
\]

(7)

The quantity \( \Pi \) represents the inhomogeneous part of the flux density of the electric current (cf. the usual momentum flux density or the “stress tensor”) and is given by a linear combination of the inhomogeneous densities corresponding to the three modes in the system: the charge \( \delta n_e \), energy \( \delta u \), and imbalance \( \delta \rho \). Similarly, the quantities \( \Theta \) and \( \Sigma \) describe the flux densities for the energy and imbalance currents, see Eqs. (34) below.

In finite-size samples, equations (1) have to be supplemented by the corresponding continuity equations and Maxwell’s equations, since inhomogeneous charge density fluctuations give rise to electromagnetic fields. Therefore the electric field \( \mathbf{E} \) in Eq. (1) comprises the externally applied and imbalance densities with the same coefficients as the vectors \( \mathbf{A} \) and \( \mathbf{B} \). The self-consistency equations can be obtained by integrating the electrostatic problem described by the Maxwell’s equations [1]:

\[
\nabla \cdot \mathbf{E} = 4\pi \delta n \delta(z), \quad \nabla \times \mathbf{E} = 0, \quad \nabla \times \mathbf{B} = \frac{4\pi}{c} \mathbf{j}.
\]

(8)

While charge carriers are confined within the graphene sheet, the electromagnetic fields are not, hence the factor of \( \delta(z) \) in Eq. (8). At the same time, we assume that the uniform charge density \( n_0 \) is controlled by an external gate. Consequently, only the nonuniform part of the charge density \( \delta n \) is taken into account in Eq. (8).

The continuity equations can be obtained by integrating the kinetic equation in the usual fashion [1]. In the steady state, charge conservation requires

\[
\nabla \cdot \mathbf{j} = 0.
\]

(9a)

Similar equations can be derived for the energy and imbalance density. Since both of them are conserved by electron-electron interactions, the collision integral in Eq. (18) does not contribute to the continuity equations. At the same time, the electron-phonon interaction (that we have so far neglected) may lead to energy and imbalance relaxation processes [9,19,39–45]. Taking into account the electron-phonon collisions, we find the following continuity equations (see Appendix C for details):

\[
e\nabla \cdot \mathbf{P} = -\frac{b}{\tau_{ib}} + \frac{c}{\tau_{ie}},
\]

(9b)

\[
e\nabla \cdot \mathbf{Q} = \frac{b}{\tau_{ib}} - \frac{c}{\tau_{ie}}.
\]

(9c)

Here, the auxiliary quantities \( b \) and \( c \) are linear combinations of inhomogeneous parts of the charge, energy, and imbalance densities with the same coefficients as the vectors \( \mathbf{B} \) and \( \mathbf{C} \), see Eq. (A2). Physically, the imbalance relaxation (described by \( \tau_{ib} \) and \( \tau_{ie} \)) is due to interband processes only and thus is expected to be slower than the energy relaxation (described by \( \tau_{ib} \) and \( \tau_{ie} \)).

The macroscopic equations (1) simplify at the neutrality point and in the degenerate (or Fermi-liquid) limit. We now turn to the discussion of the solutions to Eq. (1) in these cases, which clarify the structure of our theory.

**B. Transport in the degenerate limit**

At high doping (or at low temperatures), the electronic system in graphene becomes degenerate. In the limit \( \mu \gg T \), all three macroscopic currents become equivalent:

\[
j(\mu \gg T) \approx \frac{e}{\mu} Q(\mu \gg T) \approx e P(\mu \gg T).
\]

(10)

The additional vectors introduced in Eqs. (1) simplify to

\[
\mathbf{A}, \tilde{\mathbf{K}}, Q(\mu \gg T) \approx j, \quad \mathbf{C}(\mu \gg T) = 0.
\]

In this regime, the Galilean invariance is effectively restored and all relaxation rates due to electron-electron interaction vanish. Consequently, the three equations (1) become equivalent to the Ohm’s law:

\[
-e \frac{\nabla \delta n}{e^2 v_0} + \mathbf{E} + R_H \mathbf{j} \times e \mathbf{B} = R_0 \mathbf{j}.
\]

(11)

where

\[
R_0 = R_0(\mu \gg T) = \frac{\pi}{(e^2 \mu \tau)}
\]

(12a)

and

\[
R_H = R_H(\mu \gg T) = \pi v_s^2 B/(e c \mu^2),
\]

(12b)

are the usual longitudinal and Hall resistances.

Physically, the above simplification is related to the fact, that in the degenerate regime interband processes are exponentially suppressed. Effectively, only one band participates in transport and therefore the textbook results apply; in particular, there is no magnetoresistance. For leading corrections to this behavior, see Sec. V.A.2.

**C. Transport at the neutrality point**

At the charge neutrality point \( \mu = 0 \), the auxiliary vectors in Eq. (1) have the form

\[
\mathbf{A}(\mu = 0) = \tilde{\mathbf{K}}(\mu = 0) = \mathbf{j},
\]

\[
\mathbf{C}(\mu = 0) = \frac{e Q}{2 T \Delta(0) \ln 2} - e P \frac{\mathcal{N}_2(0)}{\Delta(0)}.
\]

(13a)

Here, the numerical coefficients are

\[
\gamma_0 = \frac{\pi}{2} / (12 \ln^2 2) \approx 1.7119,
\]

(13b)

\[
\mathcal{N}_2(0) = 9 \zeta(3) / (8 \ln^3 2) \approx 4.0607,
\]

(13c)

\[
\gamma_2 = (\mathcal{N}_2(0) - \gamma_0) / (\gamma_0 - 1) \approx 3.2996,
\]

(13d)

and

\[
\Delta(0) = \gamma_0^2 - \mathcal{N}_2(0) \approx -1.1303.
\]

(13e)
In addition, one of the relaxation rates vanishes as well
\[ \tau_{ee}^{-1}(\mu = 0) = 0. \]
As a result, the equations (1) simplify. Below we consider the two limiting cases of wide and narrow samples as determined by the interplay between the electron-phonon scattering and the magnetic field [30].

1. Transport coefficients in macroscopic samples

If the sample width is the largest length scale in the problem, \( W \gg \ell_R \omega_{ph}^2 \tau_{ee} \) (where \( \tau_{ee} \) is the typical value of the electron-electron transport scattering times and \( \ell_R \) is the typical length scale describing quasiparticle recombination due to electron-phonon scattering, see Sec. IV B), the boundary effects may be neglected and the sample behaves as if it were infinite. Then all physical quantities can be considered uniform. At charge neutrality, the equations (1) take the form

\[
E + \mathbf{R}_H \mathbf{K} \times \mathbf{e}_B = \mathbf{R}_0 j + \frac{\pi j}{2 e^2 T \tau_{ee} \ln 2}, \tag{14a}
\]
\[
\mathbf{R}_H j \times \mathbf{e}_B = \mathbf{R}_0 e \left( \frac{C}{2 \ell_R} \right) \mathbf{Q}, \tag{14b}
\]
\[
\mathbf{R}_H j \times \mathbf{e}_B = e \mathbf{R}_0 P + \frac{\pi C}{2 e^2 T \tau_{ee} \ln 2}. \tag{14c}
\]

The parameters \( \mathbf{R}_0 \) and \( \mathbf{R}_H \) are given by Eq. (3) evaluated at \( \mu = 0 \).

At this point, the essential role of disorder becomes self-evident. Indeed, in the absence of disorder \( \mathbf{R}_0 = 0 \) and then Eq. (14b) becomes senseless, at least when the system is subjected to external magnetic field. Physically, this means that in the absence of disorder our original assumption of the steady state becomes invalid: under external bias, the energy current increases indefinitely.

In the absence of magnetic field, the electric current is decoupled. In this case, the electrical resistivity of graphene can be read off Eq. (14a) [using Eqs. (2) and (3) at the neutrality point]:

\[
R(B = 0; \mu = 0) = \frac{\pi}{2 e^2 T \tau_{ee} \ln 2} \left[ \tau^{-1} + \tau_{ee}^{-1}(0) \right]. \tag{15}
\]

If the system is subjected to an external magnetic field, then all three macroscopic currents are entangled. Using Eqs. (13), (14b), and (14c), we find the following expression for the vector \( \mathbf{K} \) that determines the Lorentz term in the equation (14a) for the electric current:

\[
\mathbf{K} = j \times \mathbf{e}_B \kappa \mathbf{R}_H / \left[ \mathbf{R}_0 \Delta(0) \right],
\]
where

\[
\kappa = \kappa_0 - 1 + \left[ \kappa_0 - N_2(0) \right] \frac{\Delta(0) - \gamma_0 \tau_{ee} / \tau_{ss}}{\Delta(0) - N_2(0) \gamma_0 \tau_{ee} / \tau_{ss}}.
\]

Clearly, the direction of the Lorentz term coincides with the direction of the electric current. Hence, there is no classical Hall effect at the Dirac point (as expected from symmetry considerations):

\[
R_H(\mu = 0) = 0. \tag{16}
\]

At charge neutrality, carriers from both bands are involved in scattering processes and the system exhibits nonzero classical magnetoresistance (similarly to multiband semiconductors [20]):

\[
R(B; \mu = 0) = R(B = 0; \mu = 0) + \delta R(B; \mu = 0),
\]

\[
\delta R(B; \mu = 0) = \frac{R_H^2 \kappa}{R_0 \Delta(0)} \approx \frac{v_s^4 T^2}{\tau^2 \epsilon^4}, \tag{17}
\]

The sign of \( \delta R(B; \mu = 0) \) is determined by the interplay of \( \tau \), \( T \), and \( \tau_{ss} \). However, using Eqs. (13e) and (13c), we find the coefficient as

\[
\frac{\pi \kappa}{8 \ln^3 2 \Delta(0)} \approx -1.04 \kappa \approx \frac{1.71 + 1.03 \tau / \tau_{ss}}{1 + 3.59 \tau / \tau_{ss}} > 0.
\]

Thus our Eq. (17) describes positive magnetoresistance.

Magnetoresistance in graphene was previously calculated within the two-mode approximation in Ref. [6] where it was found \( \delta R(B; \mu = 0) = [\pi / 9 \kappa(3)] v_s^4 T^2 c^2 B^2 / T^3 \). This expression shows the same parameter dependence as our Eq. (17) but with a numerical prefactor \( \pi / 9 \kappa(3) \approx 0.2904 \), which is independent of the interaction strength. The electron-electron scattering time \( \tau_{ee} \) does not appear in the two-mode approximation. In the “hydrodynamic” limit \( \tau \gg \tau_{ss} \), the prefactor in Eq. (17) approaches the same numerical value as the result of Ref. [6].

2. Transport in mesoscopic samples

In small enough samples, or in strong enough magnetic fields \( W \ll \ell_R \omega_{ph}^2 \tau_{ee} \), boundary conditions become important and physical quantities become inhomogeneous. The macroscopic equations acquire gradient terms and have to be considered alongside the corresponding continuity equations as well as the Maxwell equations describing the self-consistent electromagnetic fields. In general, the solution of a such system of equations is a formidable computational task that is best approached numerically. The notable exception is the neutrality point, where the classical Hall effect is absent (due to exact electron-hole symmetry). In this case, the electrostatic problem is trivial and we can tackle the problem analytically. Still, within the three-mode approximation, the solution is rather tedious, see Sec. IV below. The main qualitative result is the appearance of the linear magnetoresistance in moderately strong classical fields for \( \ell_R \ll \sqrt{W / \epsilon c T^2} \).

The result is governed by energy relaxation and quasiparticle recombination due to electron-phonon interaction. On a qualitative level, this effect is independent of the details of the quasiparticle spectrum and can also be found in other two-component materials, such as narrow-band semiconductors, semimetals, and macroscopically disordered media at the neutrality point [30,46,47].

III. FROM KINETIC EQUATION TO MACROSCOPIC DESCRIPTION

In this section, we derive the macroscopic equations (1) describing electronic transport in monolayer graphene in the interaction-dominated regime.
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A. Boltzmann equation approach

1. Kinetic equation

We begin with the standard (Boltzmann) form of the kinetic equation [1,4,6,8–11]:

\[
\frac{\partial f}{\partial t} + \mathbf{v} \cdot \frac{\partial f}{\partial \mathbf{r}} + \left( e\mathbf{E} + \frac{e}{c} \mathbf{v} \times \mathbf{B} \right) \cdot \frac{\partial f}{\partial \mathbf{p}} = -\frac{\delta f}{\tau} + \mathcal{I},
\]

where \( f \) is the distribution function, \( \mathcal{I} \) is the collision integral, \( \tau \) is the transport impurity scattering time (which may be energy-dependent), and \( \delta f \) is the nonequilibrium correction:

\[
\delta f = f - f^{(0)} = f^{(0)}(1 - f^{(0)})h = -T \frac{\partial f^{(0)}}{\partial \epsilon} h.
\]  

Here, \( f^{(0)} \) is the equilibrium Fermi-Dirac distribution with the corresponding temperature \( T \). In this paper, we consider the steady-state transport and thus take the distribution function to be time-independent:

\[
\frac{\partial f}{\partial t} = 0.
\]  

2. Macroscopic currents

Let us now introduce macroscopic physical observables. The electric current is defined as

\[
j = e \sum \mathbf{v} \delta f, \quad \text{(21a)}
\]

where the sums run over all of the single-particle states. Similarly, the energy current is defined as

\[
Q = \sum \epsilon \mathbf{v} \delta f, \quad \text{(21b)}
\]

Finally, we introduce the “imbalance current” (cf. Ref. [9])

\[
P = \sum \text{sign}(\epsilon) \epsilon \mathbf{v} \delta f. \quad \text{(21c)}
\]

The appearance of this current reflects the independent conservation of the number of particles in the upper and lower bands in graphene.

All currents (21) vanish in equilibrium. In the degenerate (or “Fermi-liquid”) limit, \( \mu \gg T \), the nonequilibrium correction (19) to the distribution function contains a \( \delta \) function [1]. Thus the above sums are dominated by the states with energies close to the chemical potential \( \epsilon \sim \mu \) and all three currents become equivalent, see Eq. (10).

3. Nonequilibrium distribution function: infinite sample

Within the standard linear-response theory [1], one describes macroscopic states that are only weakly perturbed from equilibrium by some external probe. In this case, the nonequilibrium correction \( \delta f \) to the distribution function, or equivalently the function \( h \), see Eq. (19), is linear in the strength of the probe. At the same time, the function \( h \) (which we will hereafter refer to as the nonequilibrium distribution function) has to be proportional to the quasiparticle velocity, otherwise the macroscopic currents (21) will remain zero. Now, within linear response, the strength of the external probe is proportional to the electric current and thus one can express the nonequilibrium distribution function \( h \) as

\[
h = A(\epsilon) \mathbf{j} \cdot \mathbf{v}.
\]

In an infinite sample, all physical quantities are uniform. Moreover, in the degenerate regime, \( A(\epsilon) \rightarrow A(\mu) \). Such a description is completely equivalent to the standard linear-response theory [1], but is more natural in situations where one passes a current through a sample rather than applies an electric field, for example, in drag measurements [16–19].

In nearly neutral graphene, the energy dependence of the distribution function becomes important. Taking advantage of the collinear scattering singularity [4,6,8,11,19] we retain only those terms in the power series of the distribution function \( h \) (or the prefactor \( A(\epsilon) \) ) in \( \epsilon \), which correspond to either zero modes of the collision integral, or to its eigenmodes with nondivergent eigenvalues [48]. In general, there are three such terms:

\[
A(\epsilon) = A_0 + A_\epsilon \text{sign}(\epsilon) + A_\delta \epsilon,
\]

where the coefficients \( A_i \) can be expressed in terms of the macroscopic currents by evaluating the sums in Eq. (21). The resulting distribution function allows us to formulate macroscopic or hydrodynamic equations describing electronic transport in graphene.

If the system is subjected to an external magnetic field, the direction of the macroscopic currents may deviate from the driving bias. In this case, we may write the nonequilibrium distribution function in the form

\[
h = \frac{2}{e v_0 T_v} \left[ C_0(\epsilon) \mathbf{v} \cdot \mathbf{j} + C_\epsilon(\epsilon) \mathbf{v} \cdot (\mathbf{j} \times \mathbf{e}_z) \right],
\]

where \( v_0 \) is the density of states

\[
v_0 = \sum \left( -\frac{\partial f^{(0)}}{\partial \epsilon} \right) = \frac{NK}{2\pi v_g^2},
\]

with \( N \) being the degeneracy of the single-particle states (in physical graphene \( N = 4 \)).

Based on the above arguments, we truncate the energy-dependent functions \( C_i(\epsilon) \) as follows:

\[
C_i(\epsilon) = C_i^{(0)} + C_i^{(1)} \epsilon + C_i^{(2)} \epsilon^2,
\]

leading to the three-mode approximation for the distribution function. The coefficients \( C_i^{(j)} \) can be found by requiring the distribution function (22) to yield the physical observables (21). The resulting expression is somewhat cumbersome and is given in Appendix A. For the subsequent derivation of the macroscopic equations, we only need the energy dependence of the distribution function for which we use a short-hand notation (5):

\[
h = \frac{2v}{e v_0 T_v} \left[ \mathbf{A} + \mathbf{B} \frac{\epsilon}{K} + C \text{sign}(\epsilon) \right].
\]

The vectors \( \mathbf{A}, \mathbf{B}, C \) are given in Eq. (A1).

4. Macroscopic densities

The above arguments rely on translational invariance of the infinite system to establish the fact that all macroscopic physical quantities are homogeneous. Then the currents can be defined by Eq. (21), while the corresponding densities are determined by the equilibrium distribution function \( f^{(0)} \). As both the currents and densities are independent of the coordinates and time, the corresponding continuity equations are trivially satisfied.
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Taking into account either sample geometry or local perturbations leads to nonhomogeneous distributions of physical quantities. Within linear response, the nonuniform deviations of the macroscopic densities are expected to be small (as determined by the small driving force) and can be accounted for by an additional term in the nonequilibrium distribution function similar to Eq. (22), but expressed in terms of the densities rather than currents.

To a good approximation, electron and hole numbers in graphene are conserved independently. Defined as densities rather than currents.

\[
\sum_{\epsilon>0} f = \sum_{\epsilon<0} (1 - f),
\]

(25a)

they can be combined into the total charge density

\[
n = e(n_e - n_h), \quad n = n_0 + \delta n(r), \quad \delta n(r) = e \sum \delta f,
\]

(25b)

and the quasiparticle density

\[
\rho = n_e + n_h, \quad \rho = \rho_0 + \delta \rho(r), \quad \delta \rho(r) = \sum \text{sign}(\epsilon) \delta f.
\]

Finally, we define the energy density

\[
\delta u = \sum \epsilon f + \sum \epsilon (1 - f), \quad u = u_0 + \delta u(r), \quad \delta u(r) = \sum \epsilon \delta f.
\]

Similarly to Eq. (10), all three densities become equivalent in the degenerate limit:

\[
n(\mu \gg T) = \frac{e}{\mu} u(\mu \gg T) = e\rho(\mu \gg T).
\]

(26)

5. Nonequilibrium distribution function: mesoscopic sample

Consider now a small, mesoscopic sample (still within linear response). If boundary conditions are important, then the nonequilibrium distribution function acquires a nonequilibrium term that can be expressed in terms of the fluctuating densities (25). Now we can write the deviation of the distribution function (19) as follows:

\[
\delta f = -\tau \frac{\partial f^{(0)}}{\partial \epsilon}(h + \delta h), \quad \delta f = -\tau \frac{\partial f^{(0)}}{\partial \epsilon}(h + \delta h), \quad \delta f = -\tau \frac{\partial f^{(0)}}{\partial \epsilon}(h + \delta h),
\]

(27)

where \(h\) is given by Eq. (5) and the extra term \(\delta h\) can be written in a similar form:

\[
\delta h = \frac{1}{\nu_0 T} \left[ a + \frac{e}{K} + c \text{sign}(\epsilon) \right].
\]

(28)

The coefficients \(a, b, \) and \(c\) are linear combinations of the inhomogeneous densities (25) [cf. Eq. (A2)]. In the degenerate limit, \(a(\mu \gg T) = \delta n\), while \(b(\mu \gg T) = \epsilon(\mu \gg T) = 0\). At the Dirac point, these quantities simplify to

\[
a(\mu = 0) = \delta n, \quad b(\mu = 0) = -\frac{e \delta u}{K \Delta(0)} + e \delta \rho \frac{\gamma_0}{\Delta(0)}, \quad c(\mu = 0) = \gamma_0 \frac{e \delta u}{K \Delta(0)} - e \delta \rho \frac{\gamma_0}{\Delta(0)}.
\]

(29)

[cf. Eqs. (13)].

B. Macroscopic equations: infinite system

In an infinite system, physical quantities are uniform:

\[
\frac{\partial f}{\partial r} = 0.
\]

Substituting the distribution function (5) into the kinetic equation (18) and integrating over the energies and momenta of the single-particle states, we find the set of linear equations describing the macroscopic currents.

1. Electrical current

Multiplying Eq. (18) by \(e\nu\) and integrating, we find the equation for the electric current (21a):

\[
E + R_H K \times e_B = R_0 J = \frac{\pi}{e^2 K} T,
\]

(30a)

where the coefficients \(R_0\) and \(R_H\) are given by Eq. (3) and the Lorentz-force term contains the vector

\[
K = eK \sum \frac{\delta f}{\epsilon},
\]

(30b)

which for the distribution function (5) has the form (6).

Finally, we define the energy current

\[
u_0 I = -\frac{A}{\tau_{vv}} - \frac{C}{\tau_{ex}}.
\]

(30c)

For more details on the integration of the collision integral and the precise expressions for the relaxation rates see Appendix B 1. In the two-mode approximation used in Refs. [11,19], the imbalance current was not introduced and the rate \(\tau_{vv}^{-1}\) did not appear. The rate \(\tau_{vv}^{-1}\) was previously introduced in Ref. [11].

In the degenerate limit, the relaxation rates \(\tau_{vv}^{-1}\) and \(\tau_{ex}^{-1}\) vanish due to the restored Galilean invariance. Moreover, the rate \(\tau_{ex}^{-1}\) vanishes at the Dirac point as well:

\[
\tau_{vv}^{-1}(\mu \gg T), \tau_{ex}^{-1}(\mu \gg T) \to 0; \quad \tau_{ex}^{-1}(\mu = 0) = 0.
\]

Note that in the general case of energy-dependent impurity scattering time \(\tau(\epsilon)\), the numerical coefficients entering Eq. (30) will change. This, however, does not yield any qualitatively new behavior [32]. The same applies to all of the equations derived below.

2. Energy current

The equation for the energy current can be obtained by multiplying the kinetic equation (18) by \(e\nu\) and integrating similarly to the above. As a result we find

\[
\frac{\partial f}{\partial r} = 0.
\]

(31a)

where similarly to Eq. (30c) we define

\[
I = \sum e\nu I = 0.
\]

(31b)

Physically, the latter equality follows from momentum conservation and the time-reversal properties of the scattering probability. In double-layer systems, this conclusion applies to the intralayer collision integral only, see below.
3. Imbalance current

The imbalance current obeys the equation (which can be obtained by multiplying the kinetic equation by $v \text{sign}(e)$ and integrating over all single-particle states)

$$\frac{\mu}{K} E + R_\beta \tilde{K} \times e_B = e R_0 P - \frac{\pi}{eK} \mathcal{T}'', \quad (32a)$$

where the counterpart of Eq. (30b) is [see Eq. (7)]

$$\tilde{K} = eK \sum_v \frac{\delta f}{|e|} \quad (32b)$$

The integrated collision integral in Eq. (32) is given by

$$\mathcal{T}'' = \sum_v v \text{sign}(e) e \mathbb{I} = -\frac{\mathcal{A}}{e \epsilon_{vy}} - \frac{\mathcal{C}}{e \epsilon_{ss}}, \quad (32c)$$

see Appendix B1 for details. In the degenerate limit,

$$\epsilon_{ss}^{-1}(\mu > T) \to 0.$$ 

C. Macroscopic equations in mesoscopic systems

In the case of relatively small, mesoscopic samples (see below for specific conditions), we can no longer rely on translational invariance and need to determine spatial variations of the physical quantities from Eq. (18). In other words, we need to take into account the gradient term in the left-hand side of the kinetic equation.

Proceeding similarly to the case of infinite systems, we adopt the three-mode approximation (5) for the nonequilibrium distribution function (19) and integrate the kinetic equation. This way, we arrive at Eq. (1), which differs from the equilibrium distribution function (19) and integrate the kinetic equation. This way, we arrive at Eq. (1), which differs from

$$\mathcal{A}/\pi1\alpha\beta = a + b N_1 + c \frac{\mu}{K}, \quad (34a)$$

$$\Theta = \frac{1}{e^2 v_0} \left[ a N_1 + b N_2 + c T^2 \left( \frac{\pi^2}{3} + \frac{\mu^2}{T^2} \right) \right], \quad (34b)$$

$$\Xi = \frac{1}{e^2 v_0} \left[ a \frac{\mu}{K} + b \frac{T^2}{T^2} \left( \frac{\pi^2}{3} + \frac{\mu^2}{T^2} \right) + c \right]. \quad (34c)$$

The macroscopic equations (1) are thus derived. Again, all numerical coefficients are specific to the case of energy-independent $\tau$.

IV. MAGNETORESISTANCE OF MONOLAYER GRAPHENE

In this section, we apply our formalism to the problem of magnetoresistance of graphene at charge neutrality. We show that at $\mu = 0$, the three hydrodynamic modes are strongly affected by the sample boundaries and quasiparticle recombination, leading to strong positive magnetoresistance, the experimentally observed effect, see Refs. [23–25,28].

A. Boundary conditions

Solutions of the finite-size problems are largely determined by the boundary conditions. Here we consider the simplest strip geometry: we assume that our sample has the form of an infinite strip along the $x$ axis, with the width $W$ in the perpendicular $y$ direction. We will be interested in the effects of the external magnetic field that we assume to be directed along the $z$ axis, i.e., perpendicular to the surface of the sample.

Since the length of the strip is assumed to be very large, all physical quantities are independent of $x$. Consider the problem, where a current is being driven through the strip. This fixes the average current density defined as

$$\overline{j_x} = \frac{1}{W} \int_{-W/2}^{W/2} dy j_x(y).$$

As there are no contacts along the strip, the $y$ component of any current must vanish at $y = \pm W/2$:

$$j_y(\pm W/2) = Q_y(\pm W/2) = P_y(\pm W/2) = 0. \quad (35a)$$

Combining this argument with the continuity equation (9a) yields

$$j_y = 0. \quad (35b)$$

Finally, charge conservation requires

$$\int_{-W/2}^{W/2} dy \delta n(y) = 0.$$ 

Our task is to find the average electric field in the strip

$$E = \frac{1}{W} \int_{-W/2}^{W/2} dy E(y),$$

and hence the sheet resistance of the sample is

$$R = \frac{E_x}{\overline{j_x}}. \quad (36)$$
The electric field satisfies the Maxwell equations (8). In particular, in our geometry, it follows from the second of the equations (8) that the \( x \) component of the electric field is a constant:

\[
\frac{\partial E_x}{\partial x} = \frac{\partial E_z}{\partial z} = 0 \quad \Rightarrow \quad \frac{\partial E_x}{\partial z} = 0,
\]

\[
\frac{\partial E_y}{\partial x} = \frac{\partial E_z}{\partial y} = 0 \quad \Rightarrow \quad \frac{\partial E_y}{\partial y} = 0,
\]

or in other words

\[ E_x = E_y = \text{const}. \tag{37} \]

B. Mesoscopic graphene sample at the Dirac point

Consider the set of equations (1) at the Dirac point. Given the absence of the Hall effect, the charge density can be assumed to be uniform. In this case, we find

\[ E + \mathcal{R}_H \mathbf{K} \times \mathbf{e}_B = \mathcal{R}_0 j + \frac{\pi}{2 e^2 T \tau_v \ln 2} \mathbf{Q}, \tag{38a} \]

\[ -\frac{\nabla \delta u}{2 e v_0 T \ln 2} + \mathcal{R}_H j \times \mathbf{e}_B = \frac{e}{2 T \ln 2} \mathbf{Q}, \tag{38b} \]

\[ -\frac{\nabla \delta \rho}{e v_0} + \mathcal{R}_H j \times \mathbf{e}_B = e \mathcal{R}_0 \mathbf{P} + \frac{\pi}{2 e^2 T \tau_s \ln 2} \mathbf{Q}, \tag{38c} \]

where the vectors \( \mathbf{K} \) and \( \mathbf{C} \) [given in Eq. (13) above] are

\[ \mathbf{K} = \frac{\gamma_0 - 1}{\Delta(0)} \left( \frac{e \mathbf{Q}}{2 T \ln 2} - e \mathbf{P} \gamma_2 \right), \]

and

\[ \mathbf{C} = \frac{\gamma_0 e \mathbf{Q}}{2 T \Delta(0) \ln 2} - e \mathbf{P} \frac{N_s(0)}{\Delta(0)}, \]

where the numerical coefficients \( \gamma_0 \) and \( \gamma_2 \) are given in Eqs. (13b) and (13d). The parameters \( \mathcal{R}_0 \) and \( \mathcal{R}_H \) are evaluated at \( \mu = 0 \):

\[ \mathcal{R}_0 \rightarrow \mathcal{R}_0(\mu = 0) = \frac{\pi}{2 e^2 T \tau_v \ln 2}, \tag{38d} \]

\[ \mathcal{R}_H \rightarrow \mathcal{R}_H(\mu = 0) = \frac{\pi \xi B}{4 e c T^2 \ln^2 2}. \tag{38e} \]

The relaxation times \( \tau_v \) and \( \tau_s \) are evaluated at the Dirac point as well.

As we have already mentioned, in these equations, all quantities are independent of the coordinate \( x \) along the strip, such that \( \delta u = \delta u(y) \) and \( \delta \rho = \delta \rho(y) \). Taking into account Eq. (35b), we notice that all the vectors in the left-hand sides of Eqs. (38b) and (38c) are directed along the \( y \) axis. Thus we find that both the energy current and imbalance current are orthogonal to the electric current and can be written in the form

\[ e \frac{\mathbf{Q}}{2 T \ln 2} = (0, q), \quad e \mathbf{P} = (0, p). \tag{39} \]

Consequently, the vector \( \mathbf{K} \) is also pointing in the \( y \) direction. Therefore the \( y \) component of Eq. (38a) simply reads \( E_y = 0 \), as it should be. The \( x \) component of Eq. (38a) now reads

\[ E_x + \mathcal{R}_H \mathcal{K}_y = \mathcal{R}_j j, \quad \mathcal{R}_j = \mathcal{R}_0 + \frac{\pi}{2 e^2 T \tau_v \ln 2}. \tag{40} \]
The recombination length is inversely proportional to the magnetic field \( \ell_R \sim [c T/(e v_B)] \sqrt{\tau_{ph}/\tau_{ee}} \). The linear magnetoresistance is illustrated in the inset in Fig. 1.

V. TRANSPORT PROPERTIES OF DOUBLE-LAYER SYSTEMS

Double-layer systems are often used to study the transport properties of two-dimensional systems. In comparison to single-layer devices, one can can study two additional phenomena: (i) the relatively weak effect of the second layer on the single-layer transport properties and (ii) the strong Coulomb drag effect. The latter is due to interlayer electron-electron scattering and is important only in the academic case of disorder-free graphene in the degenerate limit, where it provides the only source of resistance. In all other cases, the effect is relatively small due to the weakness of the interlayer interaction. On the other hand, the drag effect in double-layer systems [16–19] is solely due to the interlayer interaction and has no counterpart in noninteracting systems. Given the extensive theoretical literature devoted to Coulomb drag (see Refs. [11,19,31–33] and references therein), here we focus on the two following issues. Firstly, we compute the leading correction to the Fermi-liquid prediction for the drag coefficient in the degenerate regime \( \mu \gg T \). Secondly, we discuss the drag effect at charge neutrality, where our theory provides microscopic justification to the phenomenological treatment of the effect of giant magnetodrag at charge neutrality given in Ref. [19].

Transport properties of double-layer systems can be described within the same macroscopic approach to the Boltzmann equation as we have used above in the context of monolayer graphene. Now we introduce the system of two coupled kinetic equations similar to Eq. (18):

\[
\frac{\partial f_1}{\partial t} + v_1 \cdot \frac{\partial f_1}{\partial r} + \left( eE_1 + \frac{e}{c} v_1 \times B \right) \cdot \frac{\partial f_1}{\partial p} = - \delta f_1 + \mathcal{I}_{11}(f_1) + \mathcal{I}_{12}(f_1, f_2),
\]

\[
\frac{\partial f_2}{\partial t} + v_2 \cdot \frac{\partial f_2}{\partial r} + \left( eE_2 + \frac{e}{c} v_2 \times B \right) \cdot \frac{\partial f_2}{\partial p} = - \delta f_2 + \mathcal{I}_{22}(f_2) + \mathcal{I}_{21}(f_1, f_2). \tag{47}
\]

Now the distribution functions \( f_i \) carry the layer index \( i = 1, 2 \). The single-layer collision integrals \( \mathcal{I}_{ii}(f_i) \) are the same as the ones used in the above discussion of monolayer graphene, see Eq. (B1) and Appendix B1 for details. The interlayer coupling is described by the interlayer collision integrals \( \mathcal{I}_{12}(f_1, f_2) \) and \( \mathcal{I}_{21}(f_1, f_2) \), see Appendix B2.

A. Infinite system

Within linear response, the deviations of the distribution functions \( f_i \) from equilibrium can be described by Eq. (19).
In an infinite system, we can still use the three-mode approximation (5) for the nonequilibrium distribution functions $h_i$:

$$h_i = \frac{2v}{ev_i^2 T_0^2} \left[ A_i + B_i \frac{\nu}{K_i} + C_i \text{sign}(\nu) \right].$$

(48)

The vectors in Eq. (48) can be read off Eq. (A1), with the self-evident addition of the layer index.

1. Macroscopic equations

Here, we would like to describe the double-layer system similarly to the above macroscopic description of monolayer graphene. Integrating the kinetic equations (47), we obtain the following equations for the macroscopic currents (here $i$ refers to a layer, while $j$ to the other layer):

$$E_i + R^{(i)}_{Hj} K_i \times e_B = n^{(i)}_0 j_i - \frac{\pi}{e^2 K_i} I_{ij} - \frac{\pi}{e^2 K_i} I_{ji},$$

(49a)

$$n^{(i)}_0 E_i + R^{(i)}_{Hj} j_i \times e_B = n^{(i)}_0 \frac{\nu}{K_i} Q_i - \frac{\pi}{e^2 K_i} \tilde{T}_{ij},$$

(49b)

$$\frac{\mu_i}{K_i} E_i + R^{(i)}_{Hj} K_i \times e_B = n^{(i)}_0 \frac{\nu}{K_i} P_i - \frac{\pi}{e^2 K_i} \tilde{P}_{ij} - \frac{\pi}{e^2 K_i} \tilde{T}_{ji},$$

(49c)

Here, the intralayer collision integrals $I_{ij}$ and $T_{ij}$ are still described by Eqs. (30c) and (32c), respectively, with the obvious addition of the layer index. The interlayer collision integrals are described in detail in Appendix B2. One can recast them in terms of relaxation rates and rewrite the equations (49) in the form (1). The resulting equations contain a rather large number of terms. Therefore, below, we will discuss the most interesting limiting cases, where they can be significantly simplified.

2. Coulomb drag in degenerate limit

In the degenerate limit, Coulomb drag can be described by means of the generalized Ohm’s (or Drude) equations [11] with the phenomenological term describing interlayer friction by means of the corresponding scattering time $\tau_D$. It is well known [32], however, that the traditional Fermi-liquid theory of Coulomb drag is applicable only for very large densities, far beyond the current experimental range [16–19].

Leading corrections to the Fermi-liquid results can be described in terms of small deviations of the energy and imbalance currents from their limiting values (10). It is intuitively clear that the imbalance current approaches the limiting value exponentially. In contrast, the energy current is expected to exhibit power law corrections. These can be demonstrated by the following arguments.

The drag measurement is performed by passing a current $j_i = j_1 e$, through one of the layers (the active layer) and measuring the induced electric field (or voltage) in the other, passive layer. Consider for simplicity identical, macroscopic layers. In the degenerate regime, we may set $eP_{1i} = j_1$ (since the deviations from this equality are exponentially small in $T/\mu$), neglect small differences between various interlayer relaxation rates, disregard intralayer interaction effects, and assume interlayer thermalization that yields [see, e.g., Eq. (B27)]

$$\frac{\nu}{\mu} Q_2 = \frac{\nu}{\mu} Q_1 - N_1 j_1.$$ 

As a result, the macroscopic equations have the form

$$E_1 + R_{Hj} K_1 \times e_B = (R_0 + R_D) j_1,$$

(50a)

$$n_0 E_1 + \frac{N_1}{2} R_{Hj} j_1 \times e_B = R_0 \frac{\nu}{\mu} Q_1 + N_1 R_D j_1,$$

(50b)

$$E_2 + R_{Hj} K_2 \times e_B = -R_D j_1,$$

(50c)

where $R_D = \pi/(e^2 \mu \tau_D)$ [see Eq. (B14)] is the standard drag resistivity. The auxiliary vectors in the Lorentz terms read

$$\mathbf{K}_1 \approx j_1 - \left( \frac{\nu}{\mu} Q_1 - N_1 j_1 \right), \quad \mathbf{K}_2 \approx -\frac{\nu}{\mu} Q_2.$$ 

Neglecting small deviations of the energy current in the active layer from its limiting value $(\nu/\mu) Q_1 = j_1$, we find the standard drag effect (defined according to Refs. [16,19])

$$Q_2 = 0 \Rightarrow R_D = \frac{E_{2x}}{j_1} = -R_D,$$

(51)

which is independent of the magnetic field.

In contrast, taking into account a small deviation of $Q_1$ from its limiting value, we find that the leading correction to $R_D$ depends on the magnetic field:

$$R_D = -R_D + \frac{\pi^2 T^2}{6\mu^2} \frac{R_{H}^2 R_0}{R_0 + R_{H}^2}.$$ 

(52)

The same calculation also yields the Hall drag resistivity:

$$R_{DH} = \frac{E_{2y}}{j_1} = \frac{\pi^2 T^2}{6\mu^2} \frac{R_{H}^3}{R_0^2 + R_{H}^2}.$$ 

(53)

In contrast to the traditional theories of Coulomb drag, the above results contain contributions that do not directly depend on any interlayer electron-electron scattering rate. Instead, this is the effect of interlayer thermalization.

At the same time, the presence of the second layer leads to the appearance of magnetoresistance in the first layer (which vanishes in the limit $\mu \to \infty$),

$$R(\mu \gg T) = R_0 + R_D + \frac{\pi^2 T^2}{6\mu^2} \frac{R_{H}^2 R_0}{R_0 + R_{H}^2},$$

(54)

as well as a small correction to the Hall coefficient:

$$R_H(\mu \gg T) = R_H - \frac{\pi^2 T^2}{6\mu^2} \frac{R_{H}^3}{R_0^2 + R_{H}^2}.$$ 

(55)

The above corrections exhibit a power-law dependence on the small ratio $T/\mu$. This is in contrast to the exponential approach to the Fermi-liquid limit that was found within the two-mode approximation in Ref. [19], as illustrated in Fig. 2. Indeed, the phenomenological model of Ref. [19] included the electric and imbalance currents. The latter approaches its limiting value $eP_{1i} = j_1$ only exponentially. Hence the exponentially small magnetodrag in doped graphene found in Ref. [19] (in notable disagreement with experimental data) is an artifact of neglecting the energy current in the simplified phenomenological model. At the same time, at
charge neutrality, the imbalance current is proportional to the energy current while both are orthogonal to \( j \). Hence the phenomenological model of Ref. [19] captures qualitative physics at the Dirac point.

3. Macroscopic theory at the neutrality point

At the charge neutrality (or double Dirac) point, we may consider the two layers to be identical. With the help of the thermalization conditions (B28) and Eq. (13), we find the following macroscopic description of an infinite double-layer system [cf. Eq. (14)]. The first layer is described by the equations [with the auxiliary vectors given by Eq. (13)]

\[
E_1 + \mathcal{R}_H K_1 \times e_B = \left( \mathcal{R}_j + \frac{\pi}{2e^2 T \tau_{iv_{12}} \ln 2} \right) j_1, \tag{56a}
\]

\[
\frac{1}{2} \mathcal{R}_H j_1 \times e_B = \mathcal{R}_0^{(1)} e \frac{2}{2T \ln 2} Q, \tag{56b}
\]

\[
\frac{1}{2} \mathcal{R}_H j_1 \times e_B = e \mathcal{R}_0^{(1)} P_1 \left( \tau_{ss}^{-1} + \tau_{zz}^{-1} \right) C_1. \tag{56c}
\]

The energy and imbalance currents in the second layer are determined by the thermalization conditions (B28). In a typical setup for drag measurements, no electric current is allowed to flow in the second layer. Hence the remaining equation [cf. Eq. (56a)] simplifies to

\[
E_2 + \mathcal{R}_H K_1 \times e_B = 0. \tag{56d}
\]

The solution of the equations (56) is identical to that described in Sec. II. The presence of the second layer does not significantly change transport in the first layer, in particular, Eqs. (56) still predict positive magnetoresistance. The Hall classical effect does not appear at charge neutrality as it should.

For the second layer, this theory predicts positive Coulomb drag [defined in Eq. (51)] in agreement with qualitative arguments of Ref. [19]. In order to explain the experimentally observed negative drag [16,19], the theory needs to be refined as follows: (i) the finite width \( W \) of the system should be taken into account; the relative parameter is \( W/\ell_b \), where \( \ell_b \) is the phonon-induced relaxation length, see Sec. IV; (ii) the above interlayer thermalization procedure should be improved to take into account the finite interlayer electron-electron relaxation rate. This is outlined in Sec. V B.

B. Mesoscopic system at charge neutrality

In a mesoscopic system, we need to take into account spatial inhomogeneity of the macroscopic currents and densities. In this case, the nonequilibrium distribution function acquires the additional contribution (28)

\[
\delta h_i = \frac{1}{e \nu_i T} \left[ a_i + b_i \frac{\epsilon}{K_i} + c_i \text{sign}(\epsilon) \right]. \tag{57}
\]

Similarly to the situation in monolayer graphene, macroscopic equations in double-layer systems acquire gradient terms. The resulting equations contain two copies of Eq. (1) where one has to add interlayer scattering rates from the right-hand side of Eq. (49), two copies of continuity equations similar to Eq. (9) where one has to include additional contributions due to interlayer electron-electron interaction (see Appendix D), and the Maxwell equations (8). A general solution to this system of equations is rather convoluted. Hence here we limit ourselves to a qualitative discussion.

Of particular interest is the drag effect at charge neutrality, where the experiment [16,19] shows an unusually strong dependence of \( R_D \) on the external magnetic field, i.e., giant magnetodrag. The problem of Coulomb drag in graphene at charge neutrality was previously addressed in Refs. [19,31] based on a two-fluid approach. As shown in Sec. IV above, the energy and imbalance currents in the active layer at the neutrality point are parallel to each other and orthogonal to the driving current \( Q_1 \parallel P_1 \perp j_1 \). Excluding one of these currents from the macroscopic equations one effectively derives a two-fluid model. Thus our theory provides a macroscopic foundation for the earlier phenomenological models. The key point is that the currents \( Q \) and \( P \) can be transferred between the layers by means of the interlayer interaction in contrast to the electric current, whose transfer is forbidden by the exact electron-hole symmetry at the Dirac point.

In the limit of infinitely fast interlayer thermalization (discussed above in Sec. V A 2) the energy and imbalance currents in the two layers have the same direction leading to positive drag. Taking into account finiteness of the corresponding relaxation rates (Appendix D) refines the theory in analogy with including viscous terms into standard hydrodynamic theory [1,38]. The resulting theory contains four differential equations for the energy and imbalance currents [cf. Eq. (42a) in the single-layer case]. If the sample is wide enough (i.e., if the width of the sample \( W \) is larger than the phonon-induced recombination length), the energy and imbalance currents in the two layers flow in the same direction and the system exhibits positive drag as discussed above. On the contrary, in narrow samples, it is the inhomogeneous energy and imbalance densities in the two layers that coincide, pushing the currents in the opposite directions and yielding negative drag [19,31]. Similarly to the discussion in Sec. IV, the magnetic field dependence of the result is quadratic in weak fields and linear in classically strong fields.
VI. SUMMARY

We have developed a macroscopic (hydrodynamic-like) description of electronic transport in graphene. Our approach is based on the “three-mode” ansatz for the nonequilibrium distribution function in graphene. This ansatz is justified in the interaction-dominated regime by the collinear scattering singularity in the collision integral. Under such assumptions, transport properties of graphene can be described in terms of the three macroscopic currents, $j$, $P$, and $Q$. In small, mesoscopic samples physical properties become inhomogeneous and we need to introduce the inhomogeneous corrections to the corresponding charge, energy, and imbalance densities. In that case, the complete set of macroscopic equations includes three equations (1) for the currents, which can be viewed as the generalization of the Ohm’s law, three continuity equations, and the Maxwell equations, describing the self-consistent electromagnetic field.

Solving the macroscopic equations, one can find temperature, density, and geometry (i.e. the system size) dependence of transport coefficients. For general doping, this is a formidable computational task. However, far away from charge neutrality (in the degenerate or “Fermi-liquid” regime) all the three currents become equivalent and the theory reduces to the single-mode equation (11) with the Drude transport coefficients (12) as it should, given that no quantum interference singularity in the collision integral. Under such assumptions, the interaction-dominated regime by the collinear scattering distribution function in graphene. This ansatz is justified in the “three-mode” ansatz for the nonequilibrium description of electronic transport in graphene. Our approach allows for analytic solutions. We have shown that graphene transport properties of graphene can be described in terms of the three macroscopic currents, $j$, $P$, and $Q$. In small, mesoscopic samples physical properties become inhomogeneous and we need to introduce the inhomogeneous corrections to the corresponding charge, energy, and imbalance densities. In that case, the complete set of macroscopic equations includes three equations (1) for the currents, which can be viewed as the generalization of the Ohm’s law, three continuity equations, and the Maxwell equations, describing the self-consistent electromagnetic field.

Solving the macroscopic equations, one can find temperature, density, and geometry (i.e. the system size) dependence of transport coefficients. For general doping, this is a formidable computational task. However, far away from charge neutrality (in the degenerate or “Fermi-liquid” regime) all the three currents become equivalent and the theory reduces to the single-mode equation (11) with the Drude transport coefficients (12) as it should, given that no quantum interference singularity in the collision integral. Under such assumptions, the interaction-dominated regime by the collinear scattering distribution function in graphene. This ansatz is justified in the “three-mode” ansatz for the nonequilibrium description of electronic transport in graphene. Our approach allows for analytic solutions. We have shown that graphene transport properties of graphene can be described in terms of the three macroscopic currents, $j$, $P$, and $Q$. In small, mesoscopic samples physical properties become inhomogeneous and we need to introduce the inhomogeneous corrections to the corresponding charge, energy, and imbalance densities. In that case, the complete set of macroscopic equations includes three equations (1) for the currents, which can be viewed as the generalization of the Ohm’s law, three continuity equations, and the Maxwell equations, describing the self-consistent electromagnetic field.

Exactly at the Dirac point, the theory simplifies as well and allows for analytic solutions. We have shown that graphene at charge neutrality exhibits strong positive magnetoresistance (45). Specifically, the resistance behaves quadratically in not too strong fields, Eq. (17), and crosses over to the linear dependence (46) once the field increases beyond a certain value determined by the sample width and quasiparticle recombination rate due to electron-phonon interaction, see Fig. 1.

Strong positive magnetoresistance in graphene was observed in Refs. [23–25,28] at charge neutrality. Our results qualitatively agree with the experimental data. As seen in Fig. 1, our theory explains well the increase of resistivity in the range $\delta R/R \sim 0.1–1$ at $B \sim 1$ T, as observed in experiments. It is worth emphasizing that we are considering a homogeneous sample, with a spatially constant concentration of impurities. Thus the mechanism of strong positive magnetoresistance analyzed in this work is essentially different from that based on an assumption of macroscopic inhomogeneities that were discussed as a possible source of magnetoresistance in Refs. [23,24]. Further experimental studies of magnetoresistance in high-mobility graphene samples (including the dependence on the sample width) would be of great interest.

In double-layer systems, our theory provides the microscopic justification of the phenomenological treatment of the giant magnetodrag problem suggested in Ref. [19]. The three-mode ansatz allows for more precise quantitative description of the effect. In particular, we have calculated the leading correction to the Fermi-liquid prediction for the drag coefficient in doped graphene. Physically, the resulting magnetodrag (52), as well as Hall drag (53) is due to interlayer thermalization. Treating all three modes on equal footing allows us to remove the artifacts of two-mode approximations, see Fig. 2.

In this paper, we have limited ourselves to linear-response theory. A generalization of our approach to nonlinear hydrodynamics in graphene will be reported in a subsequent publication [38].
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APPENDIX A: NONEQUILIBRIUM DISTRIBUTION FUNCTION IN THE THREE-MODE APPROXIMATION

In this Appendix, we give the complete expression for the nonequilibrium distribution function $h$ in monolayer graphene in terms of the three macroscopic currents (21) and densities (25):

$$h = \frac{2v}{e\nu T v^2_s} \left[ A + B + C \Sigma(n) \right],$$  \hspace{1cm} (A1a)

$$A = j + \frac{e Q}{\Delta} - \frac{N_1 j}{\Delta} \left[ N_1 - \frac{\mu T}{K^3} \left( \frac{\pi^2}{3} + \frac{\mu^2}{T^2} \right) \right] + \frac{e P - \frac{\mu}{K} j}{\Delta} \left[ N_2 \frac{\mu}{K} - N_1 \frac{T^2}{K^2} \left( \frac{\pi^2}{3} + \frac{\mu^2}{T^2} \right) \right],$$  \hspace{1cm} (A1b)

$$B = \frac{e Q}{\Delta} - \frac{N_1 j}{\Delta} \left( \frac{\mu^2}{K^2} - 1 \right) + \frac{e P - \frac{\mu}{K} j}{\Delta} \left[ T^2 \left( \frac{\pi^2}{3} + \frac{\mu^2}{T^2} \right) - N_1 \frac{\mu}{K} \right],$$  \hspace{1cm} (A1c)

$$C = \frac{e Q}{\Delta} - \frac{N_1 j}{\Delta} \left[ \frac{T^2}{K^2} \left( \frac{\pi^2}{3} + \frac{\mu^2}{T^2} \right) - N_1 \frac{\mu}{K} \right] + \frac{e P - \frac{\mu}{K} j}{\Delta} \left( N_1^2 - N_2 \right),$$  \hspace{1cm} (A1d)

$$\delta h = \frac{1}{e\nu T} \left[ a + b \frac{e}{K} + c \Sigma(n) \right],$$  \hspace{1cm} (A2a)

$$a = \delta n + \frac{e \delta u - N_1 \delta n}{\Delta} \left[ N_1 - \frac{\mu T}{K^3} \left( \frac{\pi^2}{3} + \frac{\mu^2}{T^2} \right) \right] + \frac{e \delta P - \frac{\mu}{K} \delta n}{\Delta} \left[ N_2 \frac{\mu}{K} - N_1 \frac{T^2}{K^2} \left( \frac{\pi^2}{3} + \frac{\mu^2}{T^2} \right) \right].$$  \hspace{1cm} (A2b)
where $N_1$ is a dimensionless quantity proportional to the carrier density in graphene:

$$n_0 = \int_{-\infty}^{\infty} d\epsilon v(\epsilon)[f^{(0)}(\epsilon; \mu) - f^{(0)}(\epsilon; 0)], \quad \sum \epsilon \left( -\frac{\partial f^{(0)}}{\partial \epsilon} \right) = 2n_0, \quad 2n_0 = N_1 v_0 \mu = N_1 v_0 K.$$  

(A3a)

This dimensionless function depends only on the ratio $x = \mu / T$ and has the following asymptotic behavior:

$$N_1(x) \approx \begin{cases} 2 - \frac{\pi^2}{6 x^2} + \ldots, & x \ll 1, \\ 1 + \frac{\pi^2}{2 x^2} + \ldots, & x \gg 1. \end{cases} \quad N_2(x) \approx \begin{cases} \frac{\pi^2}{2 x^2} \left(1 - \frac{\pi^2}{2 x^2} + \ldots\right), & x \ll 1, \\ 1 + \frac{\pi^2}{2 x^2} + \ldots, & x \gg 1. \end{cases} \quad (A3b)

Similarly, the dimensionless quantity $N_2$ represents a similar sum:

$$N_2(x) = \frac{1}{v_0 K^2} \sum \epsilon^2 \left( -\frac{\partial f^{(0)}}{\partial \epsilon} \right) \approx \begin{cases} \frac{3}{8 \pi^2} + \frac{3}{4 \pi^2} \left(1 - \frac{9(3)}{16 \pi^2} \right) x^2, & x \ll 1, \\ 1 + \frac{\pi^2}{2 x^2}, & x \gg 1. \end{cases} \quad (A4)

and the dimensionless quantity $\Delta$ is

$$\Delta = \left[ \frac{T^2}{K^2} + \frac{\mu^2}{T^2} \right] - N_1 \frac{\mu}{K}^2 + (N_2 - N_1^2) \left( \frac{\mu^2}{K^2} - 1 \right) \approx \begin{cases} -1.13025 + 0.9348 x^2, & x \ll 1, \\ -4 \frac{\pi^2}{x^2} e^{-x}, & x \gg 1. \end{cases} \quad (A5)

APPENDIX B: RELAXATION RATES DUE TO ELECTRON-ELECTRON INTERACTION

1. Monolayer graphene

Within linear response, the collision integral in Eq. (18) can be linearized with the help of Eq. (19) as follows:

$$\mathcal{I} = \sum_{1,1',2,2'} W_{12,1'2'} f_1^{(0)} f_2^{(0)} (1 - f_1^{(0)}) (1 - f_2^{(0)}) (h_{1'} + h_{2'} - h_1 - h_2).$$  

(B1)

a. Collision term in the equation for the electric current

Following the usual steps involving introduction of transferred energy $\omega$ and momentum $q$, we find for the integrated collision integral Eq. (30c) appearing in the equations (30) for the electric current,

$$\mathcal{I} = \frac{e}{32} \int \frac{d^3q d\omega}{(2\pi)^3} \frac{|U(q, \omega)|^2}{\sinh^2(\omega / 2T)} \sum_{1,1',2,2'} (2\pi)^3 |\lambda_{vw}|^2 \delta(\epsilon_1 - \epsilon_1' + \omega) \delta(\mathbf{p}_1 - \mathbf{p}_1' + \mathbf{q}) \left( \tanh \frac{\epsilon_1 - \mu}{2T} - \tanh \frac{\epsilon_1 + \omega - \mu}{2T} \right)$$

$$\times \left\{ \sum_{2,2'} (v_2 - v_2') (2\pi)^3 |\lambda_{vw}|^2 \delta(\epsilon_2 - \epsilon_2' - \omega) \delta(\mathbf{p}_2 - \mathbf{p}_2' - \mathbf{q}) \left( \tanh \frac{\epsilon_2 - \mu}{2T} - \tanh \frac{\epsilon_2 + \omega - \mu}{2T} \right) \right\} (h_{1'} + h_{2'} - h_1 - h_2). \quad (B2)$$

Here, $|\lambda_{vw}|^2$ are the “Dirac factors.”

Taking into account the explicit form of the distribution function (5), summations over states $1,1'$ and $2,2'$ factorize. Consequently, one can evaluate them separately. The resulting expressions can be denoted as follows:

$$(2\pi)^3 \sum_{1,1'} |\lambda_{vw}|^2 \delta(\epsilon_1 - \epsilon_1' + \omega) \delta(\mathbf{p}_1 - \mathbf{p}_1' + \mathbf{q}) \left( \tanh \frac{\epsilon_1 - \mu}{2T} - \tanh \frac{\epsilon_1 + \omega - \mu}{2T} \right) = Y_{00}(q, \omega), \quad (B3a)$$

$$(2\pi)^3 \sum_{1,1'} (v_1' - v_1) |\lambda_{vw}|^2 \delta(\epsilon_1 - \epsilon_1' + \omega) \delta(\mathbf{p}_1 - \mathbf{p}_1' + \mathbf{q}) \left( \tanh \frac{\epsilon_1 - \mu}{2T} - \tanh \frac{\epsilon_1 + \omega - \mu}{2T} \right) = \frac{q}{q} v_2 Y_{0A}(q, \omega), \quad (B3b)$$

$$(2\pi)^3 \sum_{1,1'} (v_1' \text{sgn} \epsilon_1' - v_1 \text{sgn} \epsilon_1) |\lambda_{vw}|^2 \delta(\epsilon_1 - \epsilon_1' + \omega) \delta(\mathbf{p}_1 - \mathbf{p}_1' + \mathbf{q}) \left( \tanh \frac{\epsilon_1 - \mu}{2T} - \tanh \frac{\epsilon_1 + \omega - \mu}{2T} \right) = \frac{q}{q} v_2 Y_{0C}(q, \omega), \quad (B3c)$$

$$(2\pi)^3 \sum_{1,1'} (v_1'^a - v_1^a) (v_1'^b - v_1^b) |\lambda_{vw}|^2 \delta(\epsilon_1 - \epsilon_1' + \omega) \delta(\mathbf{p}_1 - \mathbf{p}_1' + \mathbf{q}) \left( \tanh \frac{\epsilon_1 - \mu}{2T} - \tanh \frac{\epsilon_1 + \omega - \mu}{2T} \right)$$

$$= \frac{q^2 q^b}{q^b} \delta^{ab} Y_{AA}(q, \omega), \quad (B3d)$$
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(2π)^3 \sum_{\lambda_1',\lambda_1} (v_1^\lambda - v_1^0) (v_1^\lambda - v_1^0) (v_1^\lambda - v_1^0) \delta_1 (v_1^\lambda - v_1^0) \delta_1 \delta (p_1 - p_1' + q) \left( \tanh \frac{\epsilon_1 - \mu}{2T} - \tanh \frac{\epsilon_1 + \omega - \mu}{2T} \right) \\
= \frac{q^2 v_1^0}{q^2} Y_{AC}(q, \omega). \quad (B3e)

All of these defined functions \( Y_{ij}(q, \omega) \) obey the trivial symmetry property

\[
Y_{ij}(q, \omega) = -Y_{ji}(-q, -\omega). \quad (B4)
\]

Since the collision integral \( \mathcal{I} \) has the dimension of inverse time, it is convenient to introduce the transport scattering times due to Coulomb interaction. Given the multitude of terms in the kinetic equation, we choose to define several interaction-related time scales. In the current equation, two such time scales appear (if the arguments of \( Y_{ij}(q, \omega) \) have their standard form we omit them for brevity):

\[
\frac{1}{\tau_{vv}} = \frac{1}{v_0} (Y_{00} Y_{AA} - Y_{0A} Y_{0A}), \quad \text{where} \quad \cdots = \frac{e}{32T} \int \frac{d^2qd\omega}{(2\pi)^3} |U(q, \omega)|^2 \sin^2(\omega/2T) \cdots, \quad (B5)
\]

\[
\frac{1}{\tau_{ss}} = \frac{1}{v_0} (Y_{00} Y_{CC} - Y_{0C} Y_{0C}). \quad (B6)
\]

Both time scales \( \tau_{vv}^{-1} \) and \( \tau_{ss}^{-1} \) vanish in the Fermi-liquid limit (physically, due to the restored Galilean invariance). On the other hand, at charge neutrality \( \tau_{ss}^{-1} = 0 \), since

\[
Y_{0A}(\mu = 0) = Y_{AC}(\mu = 0) = 0, \quad (B7)
\]

while \( \tau_{vv}^{-1} \) remains finite. Using the above relaxation rates, we can write the integrated collision integral in equation (30) in the form (30c).

### b. Collision term in the equation for the imbalance current

Treating the collision integral in Eq. (32) in the same way as Eq. (B2) above, we find

\[
\begin{align*}
\mathcal{I}_{12} &= -\frac{e}{32} \int \frac{d^2qd\omega}{(2\pi)^3} |U_{12}(q, \omega)|^2 \sum_{\lambda_1',\lambda_1} (2\pi)^3 |\lambda_{vv}^0|^2 \delta_1 (v_1^0 - v_1^0) (v_1^0 - v_1^0) (v_1^0 - v_1^0) \delta_1 (v_1^0 - v_1^0) \delta (p_1 - p_1' + q) \left( \tanh \frac{\epsilon_1 - \mu}{2T} - \tanh \frac{\epsilon_1 + \omega - \mu}{2T} \right) \\
&\times \sum_{2,2'} (v_2 - v_2') (2\pi)^3 |\lambda_{vv}^0|^2 \delta_1 (v_2^0 - v_2^0) (v_2^0 - v_2^0) (v_2^0 - v_2^0) \delta (p_2 - p_2' + q) \left( \tanh \frac{\epsilon_2 - \mu}{2T} - \tanh \frac{\epsilon_2 + \omega - \mu}{2T} \right) \\
&\times (h_{2,1} + h_{1,2} - h_{2,1} - h_{1,2}). \quad (B11)
\end{align*}
\]
The chemical potentials and the nonequilibrium distribution functions carry the layer index (i.e., $h_{-1}$ stands for the distribution function in layer 2 describing the state 1) and the potential $U_{12}(q, \omega)$ describes interlayer interaction.

Consequently, the auxiliary functions (B3) as well as the densities of states, will now also acquire the layer index. This leads to a larger number of decay rates in comparison to $\tau_{ee}^{-1}$ and $\tau_{v}^{-1}$. Since most of them vanish at the Dirac point, we express the collision integral (B11) as follows:

$$I_{12} = -A_1 \frac{e}{v_{01}} \int Y_{AA}^{(1)} Y_{00}^{(2)} + A_2 \frac{e}{v_{02}} \int Y_{0A}^{(1)} Y_{00}^{(2)} - B_1 \frac{ev}{v_{01}K_1} \int q Y_{0A}^{(1)} Y_{00}^{(2)}$$

$$+ B_2 \frac{ev}{v_{02}K_2} \int q Y_{0A}^{(1)} Y_{00}^{(2)} - C_1 \frac{e}{v_{01}} \int Y_{AC}^{(1)} Y_{00}^{(2)} + C_2 \frac{e}{v_{02}} \int Y_{0C}^{(1)} Y_{00}^{(2)},$$

where

$$\int \cdots = \frac{1}{32T} \int \frac{d^2q d\omega |U_{12}(q, \omega)|^2}{(2\pi)^3 \sinh^2(\omega/2T)} \cdots.$$  

The first two terms are familiar from the standard theory of Coulomb drag [32]; the usual “drag rate” $\tau_D^{-1}$ is given by

$$\frac{1}{\tau_D} = \frac{e}{v_{02}} \int Y_{0A}^{(1)} Y_{00}^{(2)}.$$  

In the degenerate regime, the relaxation rates in the first two terms become identical. The traditional theory is then recovered by taking into account interlayer thermalization, see below.

At the neutrality point, this expression simplifies significantly. Indeed, taking into account Eq. (B7), we find

$$I_{12}(\mu_1 = \mu_2 = 0) = -A_1 \frac{e}{v_{01}} \int Y_{AA} Y_{00} = -\frac{A_1}{\tau_{ee}},$$

where the layer indices can be omitted since at the neutrality point the layers are identical to each other. The new relaxation rate $1/\tau_{ee,12}$ differs from Eq. (B5) insofar it reflects the interlayer interaction potential $U_{12}(q, \omega)$.

**b. Collision term in the equation for the energy current**

The equation for the energy current is obtained by multiplying the kinetic equation by $e v$ and integrating over all states. Then, similarly to Eq. (B11), we find

$$I_{12} = -\frac{1}{32T} \int \frac{d^2q d\omega |U_{12}(q, \omega)|^2}{(2\pi)^3 \sinh^2(\omega/2T)} \int \sum_{1,1'}(2\pi)^3 |\lambda_{11'}|^2 \delta(\epsilon_1 - \epsilon_1' + \omega) \delta(p_1 - p_1' + q)$$

$$\times \sum_{2,2'}(\epsilon_2 v_2 - \epsilon_2' v_2')(2\pi)^3 |\lambda_{22'}|^2 \delta(\epsilon_2 - \epsilon_2' - \omega) \delta(p_2 - p_2' - q)$$

$$\times (h_{2,1'} + h_{1,2'} - h_{2,1} - h_{1,2}),$$

where (due to momentum conservation)

$$\epsilon_2 v_2 - \epsilon_2' v_2' = v^2 q.$$  

In contrast to monolayer graphene [see Eq. (31b)], the integrated collision integral in the double-layer system does not vanish. Similarly to Eq. (B12), we find

$$I_{12} = -A_1 \frac{v}{v_{01}} \int q Y_{0A}^{(1)} Y_{00} + A_2 \frac{v}{v_{02}} \int q Y_{0A}^{(1)} Y_{00} - B_1 \frac{v^2}{v_{01}K_1} \int q^2 Y_{0A}^{(1)} Y_{00}$$

$$+ B_2 \frac{v^2}{v_{02}K_2} \int q^2 Y_{0A}^{(1)} Y_{00} - C_1 \frac{v}{v_{01}} \int q Y_{0C}^{(1)} Y_{00} + C_2 \frac{v}{v_{02}} \int q Y_{0C}^{(1)} Y_{00},$$

At the neutrality point, the first two terms vanish [similarly to Eq. (B15)]:

$$I_{12}(\mu_1 = \mu_2 = 0) = -(B_1 - B_2) \frac{v}{v_{01}K(0)} \int q^2 Y_{0A} Y_{00} - (C_1 - C_2) \frac{v}{v_{02}} \int q Y_{0C} Y_{00}.$$  
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c. Collision term in the equation for the imbalance current

The integrated interlayer collision integral in the equation for the imbalance current takes the form

\[
\mathcal{I}_{12}^\nu = -\frac{1}{32} \int \frac{d^2q\omega |U_{12}(q,\omega)|^2}{(2\pi)^3 \sinh^2(\omega/2T)} \sum_{\nu_1,\nu_2} (2\pi)^3 |\lambda_{\nu_1\nu_2} | \delta(\epsilon_1 - \epsilon'_1 + \omega) \delta(p_1 - p'_1 + q) \left( \tanh \frac{\epsilon_1 - \mu_2}{2T} - \tanh \frac{\epsilon_1 + \omega - \mu_2}{2T} \right)
\times \sum_{2,7} \{ v_2 \text{sign}(\epsilon_2) - v_2' \text{sign}(\epsilon'_2) \} (2\pi)^3 |\lambda_{\nu_2\nu_1} | \delta(\epsilon_2 - \epsilon'_2 - \omega) \delta(p_2 - p'_2 - q) \left( \tanh \frac{\epsilon_2 - \mu_1}{2T} - \tanh \frac{\epsilon_2 + \omega - \mu_1}{2T} \right)
\times (h_{2,1'} + h_{1,2'} - h_{2,1} - h_{1,2}).
\]  

(B20)

Similarly to Eqs. (B12) and (B18), we can rewrite Eq. (B20) as follows:

\[
\mathcal{I}_{12}^\nu = -\mathcal{A}_1 \frac{1}{v_{10}} \oint Y_{AC}^{(1)} Y_{00}^{(2)} + \mathcal{A}_2 \frac{1}{v_{20}} \oint Y_{0C}^{(1)} Y_{00}^{(2)} - \mathcal{B}_1 \frac{v_q}{v_{20} K_2} \oint q Y_{AC}^{(1)} Y_{00}^{(2)} - \mathcal{C}_1 \frac{1}{v_{10}} \oint Y_{CC}^{(1)} Y_{00}^{(2)} + \mathcal{C}_2 \frac{1}{v_{20}} \oint Y_{0C}^{(1)} Y_{00}^{(2)}.
\]  

(B21)

At the neutrality point, the above expression simplifies and takes the form

\[
\mathcal{I}_{12}^\nu(\mu_1 = \mu_2 = 0) = -(\mathcal{B}_1 - \mathcal{B}_2) \frac{v_q}{v_{20} K_2(0)} \oint q Y_{00} Y_{00} - \mathcal{C}_1 \frac{1}{v_{10}} \oint Y_{CC} Y_{00} + \mathcal{C}_2 \frac{1}{v_{20}} \oint Y_{0C} Y_{00}.
\]  

(B22)

d. Interlayer thermalization

The integrated collision integrals (B18) and (B21) contain formally diverging expressions

\[
\oint q^2 Y_{00} Y_{00}, \quad \oint q Y_{0C} Y_{00}, \quad \oint Y_{CC} Y_{00}, \quad \oint Y_{0C} Y_{00}.
\]

The divergence stems from the fact that each of the functions \(Y_{00}^{(i)}, Y_{0C}^{(i)}, \) and \(Y_{CC}^{(i)} \) diverge as \(|\omega| \rightarrow v_q q\):

\[
Y_{00}^{(i)} \propto |\omega|^2 v_q^2, \quad Y_{0C}^{(i)}(\omega > v_q q), \quad Y_{CC}^{(i)}(\omega > v_q q) \propto (|\omega|^2 - v_q^2)^{-1/2}.
\]

The diverging part can be separated with the help of the following relations:

\[
\begin{align*}
Y_{00}^{(i)}(\omega > v_q q) &= 2 |\omega| v_q Y_{00}^{(i)}(\omega > v_q q) + \tilde{Y}_{00}^{(i)}(\omega > v_q q), \\
Y_{0C}^{(i)}(\omega > v_q q) &= 4 \omega^2 v_q^2 Y_{00}^{(i)}(\omega > v_q q) + \tilde{Y}_{0C}^{(i)}(\omega > v_q q),
\end{align*}
\]

(B23)

(B24)

where the new functions \(\tilde{Y}_{00}^{(i)}\) and \(\tilde{Y}_{0C}^{(i)}\) vanish at \(|\omega| = v_q q\). Then the collision integral (B18) takes the form

\[
\mathcal{I}_{12} = -\mathcal{A}_1 \frac{v_q}{v_{10}} \oint q Y_{00}^{(1)} Y_{00} + \mathcal{A}_2 \frac{v_q}{v_{20}} \oint q Y_{00}^{(1)} Y_{00} - \mathcal{C}_1 \frac{v_q}{v_{10}} \oint q Y_{00}^{(1)} Y_{00} (|\omega| < v_q q)
\]

\[
- \mathcal{C}_1 \frac{v_q}{v_{10}} \oint q Y_{0C}^{(1)} Y_{00} (|\omega| > v_q q) + \mathcal{C}_2 \frac{v_q}{v_{20}} \left[ \oint q Y_{00}^{(1)} Y_{00} (|\omega| < v_q q) + \oint q Y_{0C}^{(1)} Y_{0C} (|\omega| > v_q q) \right]
\]

\[
- (\mathcal{B}_1 \frac{v_q}{v_{10} K_1} - \mathcal{B}_2 \frac{v_q^2}{v_{20} K_2}) \Gamma_0 - (\mathcal{C}_1 \frac{1}{v_{10}} - \mathcal{C}_2 \frac{1}{v_{20}}) \Gamma_2,
\]

(B25)

where the last line contains the diverging integrals

\[
\Gamma_0 = \oint q^2 Y_{00} Y_{00}, \quad \Gamma_2 = 2 \oint |\omega| Y_{00} Y_{00} (|\omega| > v_q q).
\]  

(B26)

The terms with these diverging rates should be excluded from the hydrodynamic equations, which reduces the number of independent macroscopic currents. In order to do so, one has to solve the system of equations (49) for the combinations \(B_1 v_{10} K_1 = B_2 v_{20} K_2\) and \(C_1 v_{10} = C_2 v_{20}\) keeping the rates \(\Gamma_i\) and then take the limit \(\Gamma_i \rightarrow \infty\). This yields the interlayer thermalization conditions

\[
B_1(\mu_1 = 0) = B_2(\mu_2 = 0), \quad C_1(\mu_1 = 0) = C_2(\mu_2 = 0).
\]  

(B27)

At the neutrality point, these conditions simplify to

\[
B_1(\mu_1 = 0) = B_2(\mu_2 = 0), \quad C_1(\mu_1 = 0) = C_2(\mu_2 = 0).
\]  

(B28)
Now the number of independent currents and correspondingly the number of macroscopic equations is reduced from six to four. All terms that do not contain the diverging rates $\Gamma_i$ can be straightforwardly simplified using Eqs. (B27). More care is needed when treating the contributions of the collision integrals (B25) and (B21) where one needs to find the limiting value of the expressions containing $\Gamma_i$. As a result, we find the thermalized equations (50) and (56). The latter equations also contain the relaxation rate $\tau_{ss,12}$ is given by

$$\tau_{ss,12} = \frac{1}{\nu_0} \oint \left( Y_{00} Y_{CC} - Y_{0c}^2 \right) \theta(|\omega| < v_g q) + \frac{1}{\nu_0} \oint \left( Y_{00} Y_{CC} - Y_{0c}^2 + 4 \frac{|\omega|}{v_g q} Y_{00} Y_{0c} \right) \theta(|\omega| > v_g q),$$

appearing from the nondiverging difference between the last two terms in Eq. (B22).

**APPENDIX C: RELAXATION RATES DUE TO ELECTRON-PHONON INTERACTION**

1. Electron-phonon collision integral

Consider the standard form of electron-phonon collision integral. In graphene, it has the following form [1,39–45]:

$$\mathcal{I}_{e,\text{ph}} = \sum_{\nu} \left( f_1[1 - f_2]W_{1\rightarrow 2} - f_2[1 - f_1]W_{2\rightarrow 1} \right),$$

where

$$W_{1\rightarrow 2} = 2\pi \sum_{q} |\lambda_{\nu_q}|^2 W_q \left[ (1 + N_q)\delta(p_2 - p_1 + q)\delta(e_2 - e_1 + \omega_q) + N_q \delta(p_2 - p_1 - q)\delta(e_2 - e_1 - \omega_q) \right].$$

Here, $N_q$ is the phonon distribution function, $\omega_q$ is the phonon dispersion, and $W_q$ is the transition matrix element squared. For acoustic phonons [41],

$$W_q = \frac{D^2 q^2}{2\rho_m \omega_q},$$

where $D$ is the screened deformation potential and $\rho_m$ is the mass density of graphene. At the same time, in graphene, inelastic relaxation may occur through a combined scattering process involving both a phonon and an impurity [45]. Other possibilities include two-phonon scattering and phonon-induced intervalley scattering. For these processes, the matrix element is more involved.

We now linearize the collision integral (C1) in the standard fashion [1] using Eq. (27) and a similar form of the nonequilibrium correction to the phonon distribution function:

$$N_q = N_q^{(0)} + \delta N_q, \quad \delta N_q = N_q^{(0)}(1 + N_q^{(0)})\chi = -T \frac{\partial N_q^{(0)}}{\rho_q \omega_q},$$

Consider the first term in Eq. (C1b). The same $\delta$ functions appear also in the second term in Eq. (C1) describing the reverse process. Combining the two, one finds the following combination of distribution functions:

$$f_1(1 - f_2)(1 + N_q) - f_2(1 - f_1)N_q = (1 - f_1)(1 - f_2)(1 + N_q) \left( f_1 \frac{f_1}{1 - f_1} - f_2 \frac{N_q}{1 - f_2 + 1 + N_q} \right).$$

It is straightforward to check that the expression in square brackets vanishes in equilibrium. Linearization yields [the nonequilibrium correction (5) contains the velocity and thus does not contribute to the relaxation rates]:

$$f_1(1 - f_2)(1 + N_q) - f_2(1 - f_1)N_q \approx f_1^{(0)}(1 - f_2^{(0)})(1 + N_q^{(0)})\delta h_1 - \delta h_2 - \chi q.$$  (C2)

The combination of the equilibrium distribution functions in Eq. (C2) can be further simplified as

$$f_1^{(0)}(1 - f_2^{(0)})(1 + N_q^{(0)}) = -T \frac{\partial N_q^{(0)}}{\rho_q \omega_q} (f_1^{(0)} - f_2^{(0)}).$$

Finally, one may write the linearized electron-phonon collision integral as a sum of the electron and phonon parts [following Eq. (C2)]:

$$\mathcal{I}_{e,\text{ph}} = \mathcal{I}_e + \mathcal{I}_{ph},$$  (C3a)

where the electronic part is given by

$$\mathcal{I}_e = \frac{\pi}{4} \sum_q \frac{W_q}{\sinh^2(\omega_q/2T)} \sum_{\nu} |\lambda_{\nu_q}|^2 \left[ \delta(p_2 - p_1 + q)\delta(e_2 - e_1 + \omega_q) - \delta(p_2 - p_1 - q)\delta(e_2 - e_1 - \omega_q) \right]$$

$$\times \left( \tanh \frac{\epsilon_2 - \mu}{2T} - \tanh \frac{\epsilon_1 - \mu}{2T} \right)(\delta h_1 - \delta h_2).$$  (C3b)
In this paper, we consider the phonon system to be at equilibrium and therefore neglect the phonon part of the collision integral. This means that all backaction effects, such as phonon drag, are neglected. For some physical processes, most notably, thermoelectric effects, such processes might be important. Then one has to consider the phonon kinetic equation on equal footing with Eq. (18).

2. Energy relaxation rates

The relaxation rates are obtained by integrating the collision integral (C3). The “energy” continuity equation is obtained by multiplying the kinetic equation by $\epsilon$ and integrating over all states. The corresponding integrated collision integral has the form

$$\sum_{\tau} \epsilon_{2} I_{\tau} = \frac{\pi}{4} \sum_{q} \frac{W_{q}}{\sinh^{2}(\omega_{q}/2T)} \sum_{1,2} \epsilon_{2} \lambda_{\nu_{h}, \nu_{l}}^{2} \left[ \delta(p_{2} - p_{1} + q) \delta(\epsilon_{2} - \epsilon_{1} + \omega_{q}) - \delta(p_{2} - p_{1} - q) \delta(\epsilon_{2} - \epsilon_{1} - \omega_{q}) \right]$$

$$\times \left( \tanh \frac{\epsilon_{2} - \mu}{2T} - \tanh \frac{\epsilon_{1} - \mu}{2T} \right) (\delta h_{1} - \delta h_{2}).$$

(C4)

The difference between the nonequilibrium distribution functions reads

$$\delta h_{1} - \delta h_{2} = \frac{1}{e_{v_{0}} T} \left[ b \frac{\epsilon_{1} - \epsilon_{2}}{k} + c \{ \text{sign}(\epsilon_{1}) - \text{sign}(\epsilon_{2}) \} \right].$$

Consequently, we can define two relaxation rates:

$$\sum_{\tau} \epsilon_{2} I_{\tau} = - \frac{b}{\tau_{E_{b}}} + \frac{c}{\tau_{E_{c}}}.$$  

(C5)

Specifically, at the neutrality point, we can use Eq. (29) and express the integrated collision integral in terms of the energy and imbalance densities:

$$\sum_{\tau} \epsilon_{2} I_{\tau} = \frac{e \delta u}{K \Delta(0)} \left[ \frac{1}{\tau_{E_{b}}} + \frac{\pi^{2}}{12 \ln^{2} 2 \tau_{E_{c}}} \right] + \frac{e \delta \rho}{\Delta(0)} \left[ \frac{N_{2}(0)}{\tau_{E_{c}}} + \frac{\pi^{2}}{12 \ln^{2} 2 \tau_{E_{b}}} \right].$$

(C6)

3. Imbalance relaxation rates

Similarly, we find the imbalance relaxation rates. The corresponding integrated collision integral has the form

$$\sum_{\tau} \text{sign}(\epsilon_{2}) I_{\tau} = \frac{\pi}{4} \sum_{q} \frac{W_{q}}{\sinh^{2}(\omega_{q}/2T)} \sum_{1,2} \text{sign}(\epsilon_{2}) \lambda_{\nu_{h}, \nu_{l}}^{2} \left[ \tanh \frac{\epsilon_{2} - \mu}{2T} - \tanh \frac{\epsilon_{1} - \mu}{2T} \right]$$

$$\times [ \delta(p_{2} - p_{1} + q) \delta(\epsilon_{2} - \epsilon_{1} + \omega_{q}) - \delta(p_{2} - p_{1} - q) \delta(\epsilon_{2} - \epsilon_{1} - \omega_{q}) ] (\delta h_{1} - \delta h_{2}).$$

(C7)

Clearly, only interband scattering processes contribute to this collision integral (unlike the case of the energy relaxation, where both inter and intraband processes have to be taken into account).

For general doping, we define the following relaxation rates:

$$\sum_{\tau} \text{sign}(\epsilon_{2}) I_{\tau} = \frac{\delta u}{\tau_{I_{b}}} - \frac{\delta \rho}{\tau_{I_{c}}}, \quad \tau_{I_{b}} = \tau_{E_{c}}.$$  

(C8)

At the neutrality point, this yields

$$\sum_{\tau} \text{sign}(\epsilon_{2}) I_{\tau} = - \frac{e \delta u}{K \Delta(0)} \left[ \frac{1}{\tau_{I_{b}}} + \frac{\pi^{2}}{12 \ln^{2} 2 \tau_{I_{c}}} \right] + \frac{e \delta \rho}{\Delta(0)} \left[ \frac{N_{2}(0)}{\tau_{I_{c}}} + \frac{\pi^{2}}{12 \ln^{2} 2 \tau_{I_{b}}} \right].$$

(C9)

Combining the above electron-phonon collision integrals into the two continuity equations for the energy and imbalance densities, we find Eq. (41), where the matrix matrix elements of $T_{ph}$ combine the above relaxation rates. The rates $\tau_{E_{c}}^{-1}$ and $\tau_{I_{c}}^{-1}$ are determined by the interband scattering processes in contrast to the rate $\tau_{E_{b}}$, which contains contribution of the intraband processes as well. Therefore

$$\tau_{E_{b}} \ll \tau_{E_{c}} \leq \tau_{I_{c}},$$

(C10)

such that the matrix $T_{ph}$ has two positive eigenvalues as it should.

APPENDIX D: CONTINUITY EQUATIONS IN DOUBLE-LAYER SYSTEMS

The electron-electron interaction does not contribute to the continuity equations in monolayer graphene (9) due to the conservation laws. In double-layer systems, only the electric charge is conserved leaving the corresponding continuity equation trivial [cf. Eq. (9a)], while the quasiparticle energy and imbalance are affected by interlayer scattering.
1. Energy relaxation due to electron-electron interaction

The continuity equation for energy is obtained by multiplying the kinetic equation by $\epsilon$ and integrating over all states. Integrating the collision integral that describes interlayer electron-electron interaction, we find [cf. Eq. (B16)]

$$I_{12}^\nu = -\frac{1}{32} \int \frac{d^3 \omega}{(2\pi)^3} \frac{|U_{\nu}(q, \omega)|^2}{\sinh^2(\omega/2T)} \sum_{1,1'} (2\pi)^3 |\lambda_{\nu \nu'}|^2 \delta(\epsilon_1 - \epsilon_1' + \omega) \delta(p_1 - p_1' + q) \left( \tanh \frac{\epsilon_1 - \mu_2}{2T} - \tanh \frac{\epsilon_1 + \omega - \mu_2}{2T} \right)$$

$$\times \sum_{2,2'} (\epsilon_2 - \epsilon_2') (2\pi)^3 |\lambda_{\nu \nu'}|^2 \delta(\epsilon_2 - \epsilon_2' - \omega) \delta(p_2 - p_2' - q) \left( \tanh \frac{\epsilon_2 - \mu_1}{2T} - \tanh \frac{\epsilon_2 - \omega - \mu_1}{2T} \right)$$

$$\times (\delta h_{2,1} + \delta h_{1,2} - \delta h_{2,1} - \delta h_{1,2}).$$  \hspace{1cm} (D1)

Using the explicit form of the distribution function (28) and energy conservation, we find

$$\delta h_{2,1} - \delta h_{2,1} = \frac{1}{e v_{02} T} \left( b_1 e_1' - e_1 \right) K_2 + c_2 (\text{sign}(\epsilon_1') - \text{sign}(\epsilon_1)) = \frac{1}{e v_{02} T} \left[ b_1 \frac{\omega}{K_2} + c_2 \text{sign}(\omega) \right],$$

and similarly for the first layer. As a result

$$e I_{12}^\nu = -\left( \frac{b_1}{v_{01} K_1} - \frac{b_2}{v_{02} K_2} \right) \oint \omega^2 Y_{00}^{(1)} Y_{00}^{(2)} - \left( \frac{e_1}{v_{01}} - \frac{e_2}{v_{02}} \right) \oint |\omega| Y_{00}^{(1)} Y_{00}^{(2)}. \hspace{1cm} (D2)$$

2. Imbalance relaxation due to electron-electron interaction

Similarly to the previous section, we find the contribution of electron-electron interaction to the continuity equation for quasiparticle imbalance [cf. Eq. (B20)]:

$$I_{12}^{\nu'} = -\frac{1}{32} \int \frac{d^3 \omega}{(2\pi)^3} \frac{|U_{\nu'}(q, \omega)|^2}{\sinh^2(\omega/2T)} \sum_{1,1'} (2\pi)^3 |\lambda_{\nu \nu'}|^2 \delta(\epsilon_1 - \epsilon_1' + \omega) \delta(p_1 - p_1' + q) \left( \tanh \frac{\epsilon_1 - \mu_2}{2T} - \tanh \frac{\epsilon_1 + \omega - \mu_2}{2T} \right)$$

$$\times \sum_{2,2'} (\text{sign}(\epsilon_2) - \text{sign}(\epsilon_2')) (2\pi)^3 |\lambda_{\nu \nu'}|^2 \delta(\epsilon_2 - \epsilon_2' - \omega) \delta(p_2 - p_2' - q) \left( \tanh \frac{\epsilon_2 - \mu_1}{2T} - \tanh \frac{\epsilon_2 - \omega - \mu_1}{2T} \right)$$

$$\times (\delta h_{2,1} + \delta h_{1,2} - \delta h_{2,1} - \delta h_{1,2}).$$  \hspace{1cm} (D3)

Using the explicit form of the distribution function (28) and energy conservation, we find

$$e I_{12}^{\nu'} = -\left( \frac{b_1}{v_{01} K_1} - \frac{b_2}{v_{02} K_2} \right) \oint \omega^2 Y_{00}^{(1)} Y_{00}^{(2)} - \left( \frac{e_1}{v_{01}} - \frac{e_2}{v_{02}} \right) \oint |\omega| Y_{00}^{(1)} Y_{00}^{(2)}. \hspace{1cm} (D4)$$

3. Thermalization in finite-size samples

The collision integrals (D2) and (D4) contain formally diverging expressions [similar to Eqs. (B26)]:

$$\oint \omega^2 Y_{00}^{(1)} Y_{00}^{(2)} \quad \oint |\omega| Y_{00}^{(1)} Y_{00}^{(2)} \quad \oint Y_{00}^{(1)} Y_{00}^{(2)}. \hspace{1cm} (D5)$$

If one assumes equal strength of intra and interlayer Coulomb interaction, then one needs to perform the interlayer thermalization procedure described in Appendix B2d. In finite-size systems, this procedure has to include the continuity equations containing the formally diverging terms (D5). Since the macroscopic equations contain gradient terms, the resulting hydrodynamic equations will now contain gradients of the driving current $J_1(y)$.

On the other hand, at the phenomenological level, one may assume the interlayer interaction to be weaker than the intralayer interaction. In that case, the latter is responsible for forming the hydrodynamic modes, while the former [where the terms (D5) are treated as finite] play the role of additional relaxation rates. This way one obtains the phenomenological model of Ref. [19], which qualitatively captures the essential physics of the system.
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