Variational Quantum Algorithm for Estimating the Quantum Fisher Information
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The Quantum Fisher information (QFI) quantifies the ultimate precision of estimating a parameter from a quantum state, and can be regarded as a reliability measure of a quantum system as a quantum sensor. However, estimation of the QFI for a mixed state is in general a computationally demanding task. In this work we present a variational quantum algorithm called Variational Quantum Fisher Information Estimation (VQFIE) to address this task. By estimating lower and upper bounds on the QFI, based on bounding the fidelity, VQFIE outputs a range in which the actual QFI lies. This result can then be used to variationally prepare the state that maximizes the QFI, for the application of quantum sensing. In contrast to previous approaches, VQFIE does not require knowledge of the explicit form of the sensor dynamics. We simulate the algorithm for a magnetometry setup and demonstrate the tightening of our bounds as the state purity increases. For this example, we compare our bounds to literature bounds and show that our bounds are tighter.

I. Introduction

The goal of quantum sensing is to utilize quantum coherence or quantum entanglement to better estimate unknown parameters of quantum systems via measurement [1–3]. This includes quantum magnetometry [4, 5], quantum thermometry [6–9], quantum illumination [10, 11], distributed sensing [12, 13], quantum system identification [14] for the estimation of the Hamiltonian parameters [15–19], graph structure [20] or system dimensions [21, 22]. The methodologies developed in quantum sensing are expected to contribute to the progress in various state-of-the-art fields of science and technology, such as molecule structure determination [23, 24], biosensing [25, 26], nanomaterial magnetism [27, 28], dark matter detection [29], and gravitational wave detection [30, 31].

Quantum Fisher Information (QFI) is a fundamentally important quantity in quantum sensing because it quantifies the ultimate precision achievable in estimating a parameter $\theta$ from a quantum state $\rho_0$ via the quantum Cramér-Rao bound (QCRB) [32, 33]. For single parameter estimation, QFI is associated with the standard fidelity between the true state $\rho_0$ and an error state, $\rho_{0+\delta}$. The intuition behind this relation is that QFI captures the response of the quantum state to a small change in $\theta$. A true state with a high QFI will be very distinguishable from the error state, making it easier to estimate the parameter via measurement.

While the QFI has been extensively studied for pure quantum states [34, 35], the case of mixed states has received considerably less attention, with recent theoretical results shedding light on using mixed states for metrology applications [36]. Since preparing pure quantum states is intrinsically a difficult task (due to system-environment interactions), most quantum states prepared in quantum hardware are mixed states. As such, one of the main goals for state-of-the-art technologies for quantum control is the reduction of quantum noise to be able to prepare states with high purities.

An example of such technologies are quantum computers. While quantum devices are expected to outperform classical computers in many tasks such as factoring and simulating complex systems, currently available quantum devices, known as Noisy Intermediate-Scale Quantum (NISQ) computers [37], are prone to hardware noise and hence prepare mixed states. Moreover, the limited number of qubits and constrained circuit depth makes it impractical to implement error correction schemes. This does not preclude, however, the possibility of still employing mixed states (with either high purity or high rank) for practical applications, and this is precisely the scope of this work.

Variational Quantum Algorithms (VQAs) are one of the most promising strategies to overcome these limitations in the NISQ era [38] and make use of near-term quantum devices. In VQAs, a cost function $C(\alpha)$ is efficiently estimated with a quantum computer, while part of the computational complexity is pushed to a classical optimizer which minimizes the cost by adjusting the parameters $\alpha$ of a parameterized quantum circuit. VQAs have been studied for various applications [39–54], and the scaling of their trainability has been explored recently [55–61].

In the past decade, there have been several proposals to apply classical machine learning methods to the quantum parameter estimation problem [62–64]. However, even more recently, the prospect of instead using NISQ devices to enhance quantum sensing capabilities has become an exciting research direction and is precisely the topic of our work. State preparation for sensing via VQAs has been proposed for phase estimation in trapped atomic arrays [65, 66], noisy magnetometry [67], multiple parameter estimation [68], and for phase estimation.
assisted by purity loss measurement [69, 70]. However, it is not obvious that these protocols avoid an important practical issue known as barren plateaus in the cost training landscape [55, 56]. In addition, they can also require detailed information about the dynamics of how the parameter $\theta$ is encoded in the quantum state, which is not always known in practice, and which is not needed in our work.

Here we propose a VQA to estimate the QFI on mixed states that addresses the issues previously mentioned. Namely, our method could avoid barren plateaus, and does not require information about the dynamics of interest (i.e. the explicit mathematical form of the generator of unitary dynamics is not required). We name this algorithm the Variational Quantum Fisher Information Estimation (VQFIE) algorithm. VQFIE computes upper and lower bounds on the QFI, and these bounds are based on bounding the quantum fidelity. We specifically focus on bounds obtained by truncating the spectrum of the exact state [45], which can be computed by taking advantage of previous variational methods for obtaining a quantum state’s principal components [48]. One can then use VQFIE to variationally prepare the state that maximizes the estimated QFI. As schematically shown in Fig. 1, we expect applications of our proposed algorithm in various fields such as material science, biology, and chemistry.

The paper is organized as follows. In Sec. II, we formulate the basic theory for VQFIE by introducing novel lower and upper bounds on the QFI. Then, in Sec. III we present the structure of the VQFIE algorithm for computing the aforementioned bounds and for estimating the QFI. In Sec. IV, we present numerical simulations of VQFIE for a magnetometry application. We finally compare our bound to the literature in Sec. V, followed by the concluding remarks in Sec. VI.

II. Theoretical Framework

A. General background

Consider the scenario where an $n$-qubit quantum state $\rho$, known as the probe state, interacts with a source that encodes the information of a single parameter $\theta$ and maps the input state into the so-called exact state $\rho_0$. The QFI quantifies the ultimate precision $\Delta \theta$ when estimating the parameter $\theta$ from $\rho_0$ via the Quantum Cramér-Rao Bound as [32, 33]

$$\left(\Delta \theta\right)^2 \geq \frac{1}{\nu I(\theta; \rho_0)},$$  \hspace{1cm} (1)

where $\nu$ is number of measurement repetitions used to estimate $\theta$, and where $I(\theta; \rho_0)$ is the QFI which is uniquely determined by the parameter to be estimated and the measured quantum state. We note that the standard mathematical definition of the QFI is given in terms of a so-called symmetric logarithmic derivative (SLD) operator, which need not be unique in general [71]. However, here we utilize a more experimentally useful definition of the QFI for single parameter estimation, given as [32, 33]

$$I(\theta; \rho_0) = -4 \lim_{\delta \to 0} \frac{\partial^2}{\partial \delta^2} F(\rho_0, \rho_0 + \delta),$$  \hspace{1cm} (2)

where $F(\rho, \sigma) = \sqrt{\rho_0 \sigma_0} \sigma_0 + \delta \sqrt{\rho_0}$ is the standard fidelity between the exact state $\rho_0$ and the error state $\rho_0 + \delta$.

Equation (2) quantifies the sensitivity of the state $\rho$ to small changes $\delta$ in the parameter as the second partial derivative of the fidelity between exact and error states. Hence, the more sensitive $\rho_0$ is to these small $\theta$ changes, the larger the QFI is, and the more precise the estimation of the parameter will be according to Eq. (1). Note that here no assumptions were made regarding what $\theta$ is, or how it was encoded in $\rho_0$. This formalism then encompasses cases such as $\theta$ being the magnitude of a field (magnetometry) or a temperature (thermometry).

In practice one approximates the QFI by

$$I_\delta(\theta; \rho_0) = 8 \frac{1 - F(\rho_0, \rho_0 + \delta)}{\delta^2},$$  \hspace{1cm} (3)

where $|\delta| \ll 1$. Although, a smaller $\delta$ will always lead to a better approximation, the achievable range of values will depend on the experimental implementation. In the limit of the parameter shift $\delta$ approaching zero, Eq. (3) becomes the QFI as $I(\theta; \rho_0) = \lim_{\delta \to 0} I_\delta(\theta; \rho_0)$.

FIG. 1. Application of the Variational Quantum Fisher Information Estimation (VQFIE) algorithm. A quantum system $\rho$ interacts with a source that encodes the information of a parameter $\theta$ in the state as $\rho_0$. The goal of VQFIE is to estimate the quantum Fisher information (QFI), $I(\theta; \rho_0)$, which is related to the minimal achievable uncertainty when estimating $\theta$ from $\rho_0$. One can then use VQFIE to variationally prepare the state $\rho$ that maximizes the estimated QFI. The VQFIE algorithm can then be used in many applications related to precision sensing, such as magnetometry and thermometry.
B. Bounds on the Quantum Fisher Information

There are many ways in which to bound and estimate the QFI [66, 69, 70, 72–74] however many have scaling that precludes their implementation on near-term devices. Moreover, most known methods require detailed knowledge of how the unknown parameter was encoded in the state, which is certainly not always known in practice. For a VQA intended to run on NISQ hardware, quantities of interest must be computable with sufficiently shallow quantum circuits. In this section we present such bounds on the QFI which are derived from upper and lower bounding the standard fidelity in Eq. (3).

That is, for any two functions $f_1(\rho_0, \rho_{\theta+\delta})$ and $f_2(\rho_0, \rho_{\theta+\delta})$ such that

$$f_1(\rho_0, \rho_{\theta+\delta}) \leq F(\rho_0, \rho_{\theta+\delta}) \leq f_2(\rho_0, \rho_{\theta+\delta}),$$

we can obtain induced bounds for the QFI as

$$\mathcal{I}_\delta(f; \rho_0) \leq \mathcal{I}_\delta(\theta; \rho_0) \leq \mathcal{I}_\delta(f_1; \rho_0),$$

where we defined the induced bound for a function $f(\rho_0, \rho_{\theta+\delta})$ as

$$\mathcal{I}_\delta(f; \rho_0) = 8 \frac{1 - f(\rho_0, \rho_{\theta+\delta})}{\delta^2},$$

which in turn allows us to define bounds for the QFI in the $\delta \to 0$ limit as $\mathcal{I}(f; \rho_0) = \lim_{\delta \to 0} \mathcal{I}_\delta(f; \rho_0).$

In what follows, we first summarize our recent result of a lower and upper bound for the QFI called the truncated QFI (TQFI) bounds [75], which are based on truncating the exact state $\rho_0$ to its largest $m$ eigenvalues [45] and computing the truncated fidelities [45]. Then, we employ the so-called sub- and super-Fidelities [76] to derive the Sub- and Super-Quantum Fisher Information (SSQFI) bounds. Here we remark that, as discussed below, the lower TQFI bound is not just a bound on the QFI, but has additional operational meaning.

1. Truncated QFI

Let $\rho_0 = \sum_{k=1}^{2^m} \lambda_k \vert \lambda_k \rangle \langle \lambda_k \vert$ be the spectral decomposition of the exact state, where $\lambda_k$ is the $k$-th eigenvalue of $\rho$, and $\vert \lambda_k \rangle$ its associated eigenvector. Here, $1 \leq r \leq 2^m$ is the rank of $\rho_0$. Moreover, let us assume that the eigenvalues are ordered in decreasing order such that $\lambda_k \geq \lambda_{k+1}$. Then, for a given integer $m$ such that $1 \leq m \leq r$, we define the sub-normalized states

$$\rho_\theta^{(m)} = \Pi_{\rho_\theta} = \sum_{k=1}^{m} \lambda_k \vert \lambda_k \rangle \langle \lambda_k \vert,$$

$$\rho_{\theta+\delta}^{(m)} = \Pi_{\rho_{\theta+\delta}} = \sum_{k=1}^{m} \lambda_k \vert \lambda_k \rangle \langle \lambda_k \vert,$$

where $\Pi_{\rho_{\theta+\delta}}$ is the projection operator onto the subspace generated by the $m$ eigenvectors of $\rho_{\theta+\delta}$ associated to its $m$ largest eigenvalues.

As shown in [45, 77], the following bounds hold

$$F\left(\rho_\theta^{(m)}, \rho_{\theta+\delta}^{(m)}\right) \leq F\left(\rho_\theta, \rho_{\theta+\delta}\right) \leq F_*\left(\rho_\theta^{(m)}, \rho_{\theta+\delta}^{(m)}\right).$$

Here $F\left(\rho_\theta^{(m)}, \rho_{\theta+\delta}^{(m)}\right)$ is the truncated fidelity, and $F_*\left(\rho_\theta, \rho_{\theta+\delta}\right)$ denotes the truncated generalized fidelity between two sub-normalized states $\rho_\theta$ and $\rho_{\theta+\delta}$, given by

$$F_*\left(\rho_\theta, \rho_{\theta+\delta}\right) = \sqrt{1 - \text{Tr}[\sigma]\left(1 - \text{Tr}[\tau]\right)}.$$

Here we remark that the bounds in (9) get monotonically tighter as $m$ increases, with equalities holding if $m = r$ [45]. We note that, as discussed below, the truncated fidelity bounds can be computed with $2m+1$ qubits. Additionally, as shown in [45] the bounds in (9) are tight if: (1) $\rho$ is a high purity state, or (2) $\rho$ is a low rank state and if $m = r$.

Combining Eqs. (4)–(6) with the truncated fidelity bounds in (9) allows us to define the TQFI bounds [75]

$$\mathcal{I}_\delta\left(F_*, \rho_\theta^{(m)}\right) \leq \mathcal{I}_\delta(\theta; \rho_\theta) \leq \mathcal{I}_\delta\left(F_*, \rho_{\theta+\delta}^{(m)}\right),$$

with equalities again holding if $m = r$. We note that the quantity $\mathcal{I}(F_*; \rho_\theta^{(m)})$ was recently introduced in [75] and is known as the Truncated Quantum Fisher Information (TQFI). The TQFI represents a generalization of the QFI for sub-normalized states as it satisfies the canonical criteria of a QFI measure. We encourage the interested reader to see Ref. [75] for details.

2. Sub- and super-bounds

As shown in [76], the following bounds hold $\forall \delta \in \mathbb{R}$

$$\sqrt{E(\rho_\theta, \rho_{\theta+\delta})} \leq F(\rho_\theta, \rho_{\theta+\delta}) \leq \sqrt{R(\rho_\theta, \rho_{\theta+\delta})}.$$

Here, $E(\rho, \sigma)$ and $R(\rho, \sigma)$ are respectively called the sub-fidelity, and super-fidelity between the quantum states $\rho$ and $\sigma$, and are defined as

$$E(\rho, \sigma) = \text{Tr}[\rho \sigma] + \sqrt{2 \left(\text{Tr}[\rho \sigma]^2 - \text{Tr}[\rho \sigma \rho \sigma]\right)},$$

$$R(\rho, \sigma) = \text{Tr}[\rho \sigma] + \sqrt{1 - \text{Tr}[\rho^2]}(1 - \text{Tr}[\sigma^2]).$$
As shown in Appendix I, because these quantities are expressed as traces of products of quantum states, they can be efficiently estimated on a quantum computer requiring up to $4n+1$ qubits [45, 76, 78]. By combining Eqs. (4)–(6) with the sub-, and superfidelity bounds in (12) we can define the Sub- and Super-Quantum Fisher Information (SSQFI) bounds

$$\mathcal{I}_\delta \left(\sqrt{R}; \rho_0^{(m)}\right) \leq I_\delta(\theta; \rho_0) \leq \mathcal{I}_\delta \left(\sqrt{E}; \rho_0^{(m)}\right). \quad (15)$$

It is worth noting that it has been recently shown in [79] that the sub-QFI bound is faithful to the QFI in the sense that both quantities are maximized and minimized for the same quantum states. Such a result implies that the state found by maximizing the lower bound in (15) is optimal for metrology and sensing applications.

3. Dynamics-agnostic QFI bounds

One of the main advantages of the TQFI and SSQFI bounds is that they are dynamics agnostic, meaning that their computation requires no knowledge about how the source encodes the parameter $\theta$ in $\rho$. This is in contrast to other known bounds on the QFI. For instance, for phase estimation where the state is given by (21) one can show that $4(\text{Tr}[\rho_0^2 G^2] - \text{Tr}[(\rho_0 G)^2])$ is a lower bound, and $4(\text{Tr}[\rho_0^2 G^2] - \text{Tr}[\rho_0 G]^2)$ is an upper bound on $I(\theta; \rho_0)$ [69]. However, computing these bounds requires knowledge of the generator $G$, which might not always be accessible. To avoid requiring such extra knowledge, we here instead define the following dynamics-agnostic quantities from the bounds previously presented:

$$H_\delta(\theta; \rho_0) = \max \left\{ \mathcal{I}_\delta \left(F_\ast; \rho_0^{(m)}\right), \mathcal{I}_\delta \left(\sqrt{R}; \rho_0^{(m)}\right) \right\}, \quad (16)$$

$$J_\delta(\theta; \rho_0) = \min \left\{ \mathcal{I}_\delta \left(F; \rho_0^{(m)}\right), \mathcal{I}_\delta \left(\sqrt{E}; \rho_0^{(m)}\right) \right\}. \quad (17)$$

Hence, the following bounds on the QFI hold

$$H_\delta(\theta; \rho_0) \leq I_\delta(\theta; \rho_0) \leq J_\delta(\theta; \rho_0). \quad (18)$$

It is worth noting that as shown in [45], the TQFI bounds are often tighter than the SSQFI bounds when $m \in \mathcal{O}(\text{poly}(n))$. Hence, for large enough $m$ we will have $H_\delta(\theta; \rho_0) = \mathcal{I}_\delta \left(F_\ast, \rho_0^{(m)}\right)$ and $J_\delta(\theta; \rho_0) = \mathcal{I}_\delta \left(F, \rho_0^{(m)}\right)$, meaning that it will suffice to compute the TQFI bounds. Moreover, as previously mentioned, the computation of the TQFI bounds requires only $2n+1$ qubits for $n$-qubit states $\rho$, while the computation of the SSQFI bounds (specifically the upper bound) requires $4n+1$ qubits.

III. Variational Quantum Fisher Information Estimation (VQFIE) algorithm

In this section, we present a high level description of the VQFIE algorithm, shown in Fig. 2. For completeness, we describe the algorithm including the optional step (dashed boxes in Fig. 2) of variationally preparing the state that maximizes the QFI for estimating the parameter $\theta$.

We remark that the VQFIE algorithm is meant to address the situation where the state of interest has a relatively high purity. Physically speaking, this would occur if one attempts to prepare a pure state on an noisy quantum device, which then results in a mixed state with high purity. Low temperature thermal states provide another important example. Specifically, in order for the bounds in VQFIE to remain tight, the input state $\rho_\alpha$ should be approximately low rank, as defined in Ref. [45]. We emphasize that such states are of significant physical interest, especially in the context of quantum sensing where one aims to prepare a state with high purity.

We also remark that the task of estimating the QFI for such states (i.e., low-rank mixed states) is likely to be hard for classical computers. This can be seen in a number of ways. First, because the QFI can be expressed in terms of the fidelity between two quantum states, hardness results that apply to fidelity estimation (such as ref. [45]) also apply to QFI. Second, the standard technique for QFI estimation using a classical computer involves posing the problem as a semi-definite program which has computational run time polynomial in the dimension of the states [74]. Because this dimension scales exponentially with the number of qubits, such techniques are not scalable to problem sizes of interest. As such, a quantum computer could provide advantage in the task of estimating the QFI of an arbitrary mixed quantum state.

A. Algorithm Structure

1. State preparation

As schematically depicted in Fig. 2, the input to the VQFIE algorithm are $N$ copies of an $n$-qubit input state $\rho_m$, a value of $\delta$, and a set of parameters $\alpha$ which parametrize a unitary $U_\alpha$. When computing the TQFI bounds we have $N = 2$, whereas the computation of the SSQFI bounds require $N = 4$ copies of $\rho_m$. In both cases, we can first apply the parametrized unitary to the input state to obtain a variational probe state

$$\rho_\alpha = U_\alpha \rho_m U_\alpha^\dagger. \quad (19)$$

The goal of $U_\alpha$ is to map the input state $\rho_m$ to the state that maximizes the QFI. Note that if one just wants to estimate the QFI, and not variationally maximize it, one need not apply $U_\alpha$ to the input state.

Since no knowledge about the dynamics of the source is assumed, we employ a hardware efficient ansatz [80] for the parametrized unitary $U_\alpha$. This ansatz reduces the circuit depth overhead when implementing VQFIE on a quantum computer by expressing $U_\alpha$ as a sequence of gates taken from an alphabet of native gates to the specific hardware employed. Hence, without loss of gen-
The next step in VQFIE is the computation of the QFI bounds. As indicated in (16) and (17) one needs to compute the TQFI and the SSQFI bounds. Here, we briefly describe how each one of those quantities can be estimated on a quantum computer.

The SSQFI bounds are obtained by computing the sub- and super-fidelities of Eqs. (13)–(14). The terms in \( E(\rho_\theta, \rho_{\theta+\delta}) \) and \( R(\rho_\theta, \rho_{\theta+\delta}) \) of the form \( \text{Tr}[\rho_\theta^B] \) or \( \text{Tr}[\rho_\theta \rho_{\theta+\delta}] \) can be computed with 2n qubits by means of the destructive swap test [81]. The destructive swap test employs a constant-depth quantum circuit with classical post-processing that scales linear in the number of qubits [81]. For the \( \text{Tr}[\rho_\theta \rho_{\theta+\delta}] \) term, one can employ a generalized swap test (e.g., Refs. [78, 82]) involving a controlled permutation gate, whose circuit depth scales linearly in the number of qubits. For completeness, we show how the generalized swap test can be used to estimate these functional in Appendix I. As shown there, these circuits are efficient in the problem size. Finally, we remark that one can also compute the SSQFI bounds via the circuits introduced in [76].

Computing the TQFI bounds is a more involved procedure and requires a variational subroutine. Specifically, we will need to obtain the \( m \) largest eigenvalues and associated eigenvectors of \( \rho_\theta \). These are obtained using the Variational Quantum State Eigensolver algorithm [48], which variationally diagonalizes the state \( \rho_\theta \) over the subspace of its \( m \) principal components. Specifically, one trains a parametrized gate sequence to achieve this subspace diagonalization task. The subroutine then returns estimates of the \( m \) largest eigenvalues and their associated eigenvectors, denoted \( \{\lambda_i\}_{i=1}^m \) and \( \{|\phi_i\rangle\}_{i=1}^m \), respectively. We refer the reader to Appendix I for additional details on these subroutines.

After this variational subroutine, one then runs several non-variational quantum circuits to compute the overlap between \( \rho_{\theta+\delta} \) and the estimates of the principal components of \( \rho_{\theta} \), i.e., the states in the set \( \{|\lambda_i\rangle\}_{i=1}^m \). These overlaps are then combined with classical post-processing as described in Ref. [45], in order to compute the upper and lower bounds on the fidelity appearing in (9). We remark that Ref. [45] showed that this procedure scales efficiently with problem size. Here we remark that the ef-
ficiency in estimating the TQFI bounds relies on the efficiency of the variational diagonalization subroutine [48].

3. Classical Parameter Update

When preparing the optimal probe state \( \rho_\alpha \) the final step of each VQFIE iteration is a classical parameter update. Here our algorithm learns the parameters \( \alpha \) that approximately maximize the cost function

\[
C_\alpha = H_\delta(\theta; \rho_\theta),
\]

where we note that the dependence on \( \alpha \) that arises from the preparation unitary is left implicit to simplify the notation. Here, a hybrid quantum-classical optimizer employs the value of the cost (or its gradient) to update the preparation parameters, \( \alpha \). The whole algorithm then repeats until stopping criteria are met. The probe state from the final iteration, which approximately maximizes Eq. (22), is then used to calculate the upper bounds. The estimation of the QFI is then between \( H_\delta \) and \( J_\delta \).

B. Gradient scaling

Significant progress has recently been made on studying the scaling of gradients in VQAs [55–60]. This includes identifying some conditions under which the gradient vanishes exponentially in \( n \), known as a barren plateau landscape.

We now proceed to argue that VQFIE does not exhibit a barren plateau landscape when a shallow-depth ansatz is employed. In particular, here we will use the results in [56] that connect the existence of barren plateaus in VQAs to the locality of the cost function. Specifically, it was shown that global cost functions, i.e. cost functions where one computes the expectation value of operators acting non-trivially on all qubits, lead to barren plateaus. On the other hand, local cost functions, i.e., cost functions where one computes the expectation value of operators acting non-trivially on a small subset of qubits, do not exhibit barren plateaus for shallow ansatzes [56]. Hence we aim to argue that the cost functions employed in VQFIE are local, rather than global, in nature.

First we consider the variational subroutine used to compute the TQFI bounds. This is the Varitaional Quantum State Eigensolver, proposed in Ref. [48], and therein a local cost function was proposed for the diagonalization task of interest. We refer the reader to Ref. [48] for details on this local cost function. But it suffices to say that the cost landscape would not have a barren plateau so long as the ansatz depth is sufficiently shallow, i.e., \( \mathcal{O}(\log(n)) \) depth [56].

Second we consider the variational optimization of the \( \alpha \) parameters in the state preparation unitary. This involves the cost function in (22), which takes the maximum between the lower bounds provided by the TQFI and the SSQFI. In our implementation of VQFIE, we found the TQFI to typically provide a tighter bound [45], so we focus our discussion here on the TQFI. From Ref. [75], we can write the TQFI lower bound in the limit \( \delta \to 0 \) as

\[
\mathcal{I}\left(F_\star; \rho_\theta^{(m)}\right) = 4\text{Tr}\left[\rho_\theta^{(m)}G^2\right] - \sum_{i,j=1}^{m} \frac{8\lambda_i\lambda_j}{\lambda_i + \lambda_j} |G_{ij}|^2
\]

with \( G_{ij} = \langle \lambda_i | G | \lambda_j \rangle \), and where \( \Pi^m_{\rho_\theta} + \Pi^m_{\rho_\theta} = 1 \).

In this form, we see that the first term is a local cost function [56], so long as \( G \) is local, and hence its gradient should remain large for a shallow depth ansatz. For instance, for a magnetometry application (see below) one has \( G = \sum_{i=1}^{n} Z_i \), and hence \( G^2 = n1 + \sum_{i \neq j} Z_i Z_j \) contains terms that act non-trivially on at most two qubits. In contrast, the last term is a global cost function. Recalling that \( \Pi^m_{\rho_\theta} = \sum_{k=m+1}^{d} |\lambda_k\rangle\langle \lambda_k| \), the final term in (23) is of the form \( \sum_{k=m+1}^{d} \text{Tr}\left[ G|\lambda_k\rangle\langle \lambda_k| G\rho_\theta^{(m)} \right] \), and one computes the expectation value of the global operators \( G|\lambda_k\rangle\langle \lambda_k| G \). (Note that this term is global regardless of the locality of \( G \)). Hence, the contribution to the cost function gradient associated with this final term will be exponentially suppressed. Finally, we note that the middle term is likely to have a smaller gradient than the first term even though it is not a fully global term. Hence, we expect that the first term in this expression will have the largest gradient magnitude, and as a result the overall gradient magnitude will not vanish exponentially for an \( \mathcal{O}(\log(n)) \) depth ansatz.

To further support the claims that our algorithm has a local cost function, and hence does not exhibit a barren plateau for shallow ansatzes, we refer the reader to the numerical simulation section. Therein we numerically analyze the trainability of our cost function.

IV. Numerical simulation

In this section, we present our numerical results obtained from simulating the VQFIE algorithm. Specifically, we train the parameters in \( U_\alpha \) in order to prepare the probe state that maximizes the QFI for a magnetometry application. Hence, we consider a system of \( n \) spin-1/2 particles (\( n \) qubits) interacting with a uniform magnetic field. The Hamiltonian is modeled as

\[
G = \sum_{i=1}^{n} Z_i ,
\]

with \( Z_i \) the Pauli \( z \) operator on qubit \( i \). The parameter \( \theta \) appearing in Eq. (21) is the phase acquired by spins, after precessing for some time under the action of the magnetic field.
Here we recall that if the probe state is pure $\rho_\alpha = |\psi_\alpha\rangle\langle \psi_\alpha|$, then it is well known that the optimal probe state corresponds to the GHZ state $|\text{GHZ}\rangle = (|0\rangle^\otimes n + e^{i\varphi}|1\rangle^\otimes n)/\sqrt{2}$ with $\varphi \in \mathbb{R}$, and the QFI reaches the Heisenberg limit

$$\max_{\langle \psi_\beta \rangle} I(\theta, |\psi_\beta\rangle\langle \psi_\beta|) = 4n^2. \quad (25)$$

Here $|\psi_\beta\rangle = W_\beta |\psi_\alpha\rangle$. Moreover, if the probe state $\rho_\alpha$ is mixed, then the optimal state can be obtained from Ref. [36], and its associated QFI is

$$\max_{\rho_\alpha} I(\theta, \rho_\beta) = \frac{1}{2} \sum_{k=1}^{d} \lambda_{k,d-k+1}(g_k - g_{d-k+1})^2, \quad (26)$$

where $g_k$ are the eigenvalues of $G$ ordered in decreasing order and where $d = 2^n$. Here, $\lambda_{k,l} = 0$ if $\lambda_k = \lambda_l = 0$ and $\lambda_{k,l} = (\lambda_k - \lambda_l)^2/(\lambda_k + \lambda_l)$ otherwise [36], and we recall that $\lambda_k$ is the $k$-th eigenvalue of the probe state $\rho_\alpha$. Note, that in order to compute (26) one must have perfect knowledge of all the eigenvalues of $\rho_\alpha$ and of the generator $G$. Hence, such quantity is not efficiently computable in practice. However, here we employ Eqs. (25)–(26) to benchmark the maximum QFI obtained by training the parameters in $U_\alpha$.

1. **Performance of VQFIE in experimentally relevant regimes**

For our heuristics we simulated the VQFIE algorithm without sampling noise. Moreover, the cost function optimization was performed by employing the Constrained Optimization By Linear Approximation (COBYLA) algorithm [83]. For each case analyzed we ran 30 instances of VQFIE, each with 200 cost optimization iterations, and we present the results of the run that achieved the largest final cost function value. We remark that for $U_\alpha$ we employed a layered hardware efficient ansatz with three layers composed of single qubits rotations and CNOT gates.

In Fig. 3(a) we show results for an $n = 4$ qubit implementation of the VQFIE algorithm for a randomly generated mixed state with a purity of 0.95 and for different values of $m$ in the truncated state $\rho_\theta^{(m)}$. In all cases, the TQFI lower bound was tighter than the SSQFI lower bound so that $H_\delta(\theta; \rho_\theta) = I_\delta(F_*, \rho_\theta^{(m)})$. Here we can verify that the TQFI lower bound becomes tighter with increasing $m$. Note that the improvement in the $m = 4$ case is not as significant due to the fact that smaller eigenvalues give rise to smaller improvements. This is due to the fact that most of the information in the state is encoded in the subspace spanned by the eigenvectors associated with the largest eigenvalues [45].

Let us now analyze the performance of VQFIE for different purities. In Fig. 3(b) we present results for ran-
domly generated $n = 4$ input states with purities of 0.75, 0.8, . . . . 0.95. Let us first remark that the maximum QFI achievable increases with the purity, as shown by the vertical lines obtained from Eq. (26). In all cases we chose $m = 4$, and for all purities we found that the TQFI lower bound is tighter than the SSQFI lower bound. Moreover, we can also see that, as expected, VQFIE has a better performance for high purity states, as the final cost value is larger for higher purities. This again can be explained from the fact that in low purity states, more information is encoded in a larger number of eigenvalues and the subspace generated by their associated eigenvectors. Hence, truncating the state to $m = 4$ leads to information loss and to looser truncated bounds. Similarly, the SSQFI bounds are also loose for low purities due to the looseness of the sub- and super-fidelities in this case [45].

We note that, for quantum metrology applications, one wishes to prepare probe states that are typically low rank (high purity), as states that are close to being maximally mixed are not good candidates for quantum sensors [36]. Hence, it is fortunate that our algorithm has a better performance in this high-purity regime.

2. Scaling of the cost function landscape for VQFIE

In this section we numerically analyze the presence or absence of barren plateaus in the VQFIE cost function landscape. Specifically, we consider here the case when one trains the parameters $\alpha$ via the TQFI lower bound. In Section III B, we argued that in this case the cost function is local, and hence that no barren plateau arises for shallow hardware efficient ansatzes (i.e., with $O(\log(n))$ depth). Here we recall that the standard way to numerically analyze the existence of barren plateaus is by computing the variance of the cost function partial derivative, leading to the following definition.

**Definition 1.** A cost function $C_\alpha$ exhibits a barren plateau if $E_\alpha[\partial_\mu C_\alpha/n^2]=0$ and if

$$\text{Var}_\alpha[\partial_\mu C_\alpha/n^2] \in O(1/2^n), \quad (27)$$

where $\partial_\mu C_\alpha \equiv \partial C_\alpha/\partial \alpha_\mu$ for some $\alpha_\mu \in \alpha$.

Here the expectation values are taken over the parameters $\alpha$, and we divided the cost function by the normalization factor $n^2$. Note that (27) implies that the cost function gradients are (on average) exponentially suppressed across the landscape, and hence that the landscape is essentially flat for large problem sizes.

Recently, it was shown in [84] that the presence of barren plateaus can also be diagnosed via the variance of difference in cost function values, i.e., by analyzing the scaling of $\text{Var}_{\alpha,\alpha'}[\Delta C_{\alpha,\alpha'}/n^2]$, where $\Delta C = C_\alpha - C_{\alpha'}$. The main advantage here is that $\text{Var}_{\alpha,\alpha'}[\Delta C_{\alpha,\alpha'}/n^2]$ is computationally cheaper to compute, as it requires less quantum circuit evaluations [84]. Hence we have the following alternative definition.

**Definition 2.** A cost function $C_\alpha$ exhibits a barren plateau if $E_\alpha[\partial_\mu C_\alpha/n^2]=0$ and if

$$\text{Var}_{\alpha,\alpha'}[\Delta C_{\alpha,\alpha'}/n^2] \in O(1/2^n). \quad (28)$$

In Fig. 5, we show numerical results for $\text{Var}_{\alpha,\alpha'}[\Delta C_{\alpha,\alpha'}/n^2]$ versus the number of qubits ($n = 2, 3, \ldots, 13$) for the VQFIE cost function defined in Eq. (22). We employ a hardware efficient ansatz with $\log(n)$ layers for the magnetometry application of Eq. (24), with different values of $\delta = 0.1, 0.5, 1$. For $n = 2, \ldots, 11$ we computed by variance by averaging over 1000 random parameter initializations, while for $n = 12, 13$ we averaged over 100 initializations. Here we can see that for $\delta = 1$ the variance of cost function differences vanishes exponentially with the system size (as noted by a straight line in the log-linear plot). In this case, the cost function is clearly global as one compares two states in an exponentially large Hilbert space whose fidelity is (on average) exponentially small. Such case is similar to that analyzed in [56], where a cost function defined as the overlap between two quantum states that are not necessarily close exhibits a barren plateau.

On the other hand, as $\delta$ decreases the scaling of $\text{Var}_{\alpha,\alpha'}[\Delta C_{\alpha,\alpha'}/n^2]$ drastically improves since the cost becomes local and Eq. (23) holds. Specifically, for $\delta = 0.1$ the variance $\text{Var}_{\alpha,\alpha'}[\Delta C_{\alpha,\alpha'}/n^2]$ clearly does not vanish exponentially with $n$, which means that the cost function does not exhibit a barren plateau. This non-exponential scaling is characteristic of local cost functions [56]. Moreover, one can see that $\text{Var}_{\alpha,\alpha'}[\Delta C_{\alpha,\alpha'}/n^2]$ is increased by orders of magnitude by reducing the value of $\delta$. Taken together, these results show that in the small delta limit, the cost function trainability is improved as the cost function becomes local.

V. Comparison to Literature

In this section we heuristically compare the TQFI and the SSQFI lower bounds with the so-called purity loss bound, a dynamics-agnostic lower bound for the QFI [69, 70]. As shown below, the bounds presented in this manuscript are tighter than the purity loss bound for all cases considered.

As shown in [69, 70], the following lower bound on the QFI holds

$$\mathcal{L} (\theta; \rho_0) \leq \mathcal{I} \left( \mathcal{F}_{\mathcal{G}}; \rho_0^{(m_1)} \right), \quad (29)$$

where $\mathcal{L} (\theta; \rho_0) = 4 \left( \text{Tr} \left[ \rho^2 G^2 \right] - \text{Tr} \left[ \rho G \mathcal{G} \right] \right)$. However, this quantity can also be expressed as [69]

$$\mathcal{L} (\theta; \rho_0) \approx 2 \frac{\Delta \nu}{(\Delta x)^2}, \quad (30)$$

where $\Delta \nu$ is the purity loss given by

$$\Delta \nu = \text{Tr} \left[ \rho^2 \right] - \text{Tr} \left[ \rho_{\text{ave}}^2 \right]. \quad (31)$$
Here, $\rho_{\text{ave}}$ is the ensemble-averaged state obtained by considering that the parameter $\theta$ is not stable during an experiment but rather is subject to statistical fluctuations. Hence, each time the probe states interacts with the source the unitary $W_{\theta(x)}$ is applied with some probability $p_x$. Finally, $\theta(x)$ is a random variable normally distributed about $\theta$ with some variance $(\Delta x)^2 \ll 1$, and we define $\rho_{\text{ave}} = \sum_x p_x \rho(x)$ \cite{69}. Hence, $\mathcal{L}(\theta; \rho_0)$ quantifies how fragile the probe state is to stochastic fluctuations in the parameter $\theta$.

In Fig. 4 we compare the TQFI and the SSQFI bounds with the purity loss bound of (30) for different system sizes ($n = 4, 6, 8$) and for states with purities in the range $(1/n, 1)$. In all cases, the probe state was the mixed state that leads to the maximized QFI of (26) from \cite{36}. Just as with the shift parameter $\delta$ in Eq. (3), one would ideally minimize $(\Delta x)^2$; however, achievable ranges depend on experimental capabilities. So to fairly compare to Ref. \cite{70}, we set $\delta = (\Delta x)^2 = 0.1$, as this was the value used in their experiment. Here we remark that the TQFI bounds were computed with $m = 4$ while the purity of the average state $\rho_{\text{ave}}$ was obtained by stratified sampling from a discretized Gaussian distribution with $K$ samples (or strata) \cite{70}. We refer the reader to Appendix II for a detailed discussion of how the number of strata was obtained for a fair comparison between bounds.

As shown in Fig. 4, the VQFIE lower bound of (16) is tighter than the purity loss bound for all values of $n$ and purities considered. In fact, both the TQFI and the SSQFI lower bounds are individually tighter than the purity loss bound, with the only exception being $n = 4$. Here $\mathcal{L}(\theta; \rho_0)$ is larger than the TQFI lower bound for purities smaller than 1/2. As previously mentioned, this is expected due to fact that the TQFI bounds are loose for low purity states. Moreover, we can also see that for $n = 6$ and $n = 8$ the VQFIE bounds are noticeably better than the purity loss bounds. This can be due to the fact that for (30) to hold one requires $(\Delta x)^2 \ll 1$, which is not always the case \cite{70}.

Finally, let us remark that Fig. 4 also shows that the VQFIE upper and lower bounds can be very tight for high purities. This means that $J_5 \sim H_5$ will give a small interval where the QFI actually lies, and hence VQFIE outputs a precise estimate of the QFI in this purity range.

**FIG. 4. VQFIE and purity loss bounds.** Here we present the TQFI, SSQFI and the purity loss bounds on the QFI for different system sizes ($n = 4, 6, 8$) and for purities in $(1/n, 1)$. For each value of the purity the bounds were evaluated at the optimal probe state of [36] which maximizes the mixed state QFI in Eq. (26). Here we can see that in all cases considered the VQFIE lower bounds of (16) is tighter than the purity loss bound in (30). Moreover, the plots also show that the VQFIE bounds in Eq. (18) are tighter for high purities, i.e., in the range of purities for which VQFIE is aimed.

**FIG. 5. Normalized variance of the VQFIE cost function difference versus number of qubits.** As shown in Ref. [84], the y-axis can viewed as a proxy for the trainability of the cost function. If the variance of the cost difference vanishes exponentially with the number of qubits, the cost exhibits a barren plateau. However, for $\delta = 0.1$ we see that this variance does not decrease exponentially with problem size. Namely, since the $y$-axis is presented in a log scale, and since the green curve deviates significantly from a straight line, then the scaling is non-exponential.
VI. Conclusion

In this work, we presented an algorithm designed for NISQ devices to estimate the quantum Fisher information (QFI), called Variational Quantum Fisher Information Estimation (VQFIE). For this purpose, we introduced new upper and lower bounds on the QFI that are based on bounding the fidelity. These bounds are then efficiently computed on a quantum computer, as part of our proposed algorithm.

Specifically, we presented two types of bounds on the QFI that are conceptually distinct, in that while both attempt to tackle the problem of computing the quantum fidelity (a non-linear function of quantum states), the approach used is different in each case. One of our bounds is based on truncating the spectrum of the exact state and reducing the complexity of computing the non-linear function on (sub-normalized) quantum states. These are called the Truncated Quantum Fisher Information (TQFI) bounds. Our other bounds are based on bounds for the quantum fidelity known as the Sub- and Super-fidelity, which replace the non-linear function in the fidelity by linear or quadratic functions. In this case, the bounds are called the Sub- and Super-Quantum Fisher Information (SSQFI) bounds.

We especially focused on the TQFI bounds. Our previous work established the TQFI lower bound as being operationally meaningful [75]. The present paper focuses on computing the TQFI bounds using a variational quantum algorithm, and we show how the maximization of the lower bound over state preparations can be used to enhance quantum sensing capabilities.

Although we found the TQFI to be tighter for the magnetometry Hamiltonian considered, in general this may not be the case. As such, we include the possibility in our algorithm to include both TQFI and SSQFI bounds, keeping only the tightest in the end. Although the TQFI bounds were tighter in our specific implementation, there were two distinct benefits to investigating the SSQFI bounds. First, in a companion paper [79], we proved that the Sub-QFI is a faithful lower bound, meaning that the state that maximizes the sub-QFI is the same state that maximizes the QFI. Second the SSQFI bounds do not require the variational quantum subroutine to truncate the state to the principal components.

In addition to introducing the general algorithm, we provided qualitative and quantitative arguments as to why our algorithm avoids barren plateaus for shallow depth ansatzes and for small δ values, suggesting a favorable scaling for the gradient magnitude, and hence a favorable scaling for training.

While trainability is a crucial consideration when proposing lower bounds for use in VQA cost functions, so too is the tightness of the proposed bounds. As illustrated in our numerical results, we expect our bounds to be tighter as the purity of the state increases. This is also true for other bounds on the QFI in the literature. For the magnetometry example that we considered, we found that our bounds were tighter than recently proposed literature bounds, over a range of different purity values.

In addition to tightness and trainability, another key aspect of VQFIE is the fact that our bounds are agnostic to the underlying dynamics. Computing our bounds does not require knowledge of the generator of the dynamics. This is useful for quantum sensing tasks for systems that are either complicated or not fully characterized. Hence, this makes the VQFIE algorithm broadly applicable.

VQFIE is a promising algorithm for implementation in the NISQ era. Because the quantum Cramér-Rao bound (QCRB) is ubiquitously used as a figure of merit in experiments, efficiently and accurately estimating the QFI (upon which the QCRB directly depends) is a crucially important task in quantum sensing. As such, we expect that our algorithm will find broad applicability in evaluating the performance of quantum sensors in the fields of chemistry, biology, material science, and cosmology.
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Appendix

I. Details on the VQFIE algorithm

This appendix aims to make our paper more self-contained by providing additional details on the different VQFIE sub-routines employed to compute the TQFI bounds. However, we also refer the reader to the original papers on state diagonalization [48] and fidelity estimation [45].

State Diagonalization

Let us here describe the Variational Quantum State Eigensolver (VQSE) algorithm of [48]. As described in the main text, VQSE is employed to obtain approximates of the $m$-largest eigenvalues of a state, and to prepare their associated approximated eigenvectors. Here we recall that we use this algorithm as a subroutine to compute the TQFI as schematically shown in Fig. 2.

The VQSE algorithm takes in as input an integer $m$, a quantum state $\rho$, and a set of parameters $\beta$ used to parameterize a diagonalizing gate sequence which we denote as $V_\beta$. Then, the output are estimates of the $m$ largest eigenvalues and their associated eigenvectors. Here, the algorithm aims to minimize a cost function of the form

$$C_\beta = \text{Tr} \left[ HV_\beta \rho V_\beta^\dagger \right],$$

for some Hamiltonian $H$ diagonal in the computational basis such that its $m$ lowest eigenenergies are non-degenerate.

This cost function exploits the close connection between majorization and diagonalization, as the cost is minimized if $V_\beta$ maps the $k$-th largest eigenvector of $\rho$ to the $k$-th smallest energy eigenstate of $H$.

The parameters in $\beta$ are trained in a hybrid quantum-classical optimization loop whose trainability is guaranteed from the fact that one can always choose $H$ to be a local Hamiltonian [56]. Once the optimal parameters $\beta$ have been obtained it is then straightforward to extract approximates of the largest eigenvalues $\{\tilde{\lambda}_i\}_{i=1}^m$ and their associated eigenvectors $|\tilde{\lambda}_i\rangle$. To estimate the $m$ largest eigenvalues, one simply acts the optimal gate sequence, $V_\beta$, on $\rho$ and then measures in the computational basis. Mathematically, we have

$$\tilde{\lambda}_i = \langle z_i | V_\beta_{\text{opt}} \rho | V_\beta_{\text{opt}}^\dagger | z_i \rangle,$$

and in practice, one simply measures the approximately diagonalized state a finite number of times. We denote this number as $N_{\text{runs}}$. Then, for a bitstring $z_i$ with frequency of occurrence $f_i$, the eigenvalues are estimated as

$$\tilde{\lambda}_i \approx \frac{f_i}{N_{\text{runs}}}.$$

Once the $m$ largest eigenvalues are approximated, the associated eigenvectors can be obtained via

$$|\tilde{\lambda}_i\rangle = V_{\beta_{\text{opt}}}^\dagger | z_i \rangle,$$

where $|z_i\rangle = X^{z_1} \otimes \cdots \otimes X^{z_n} |0\rangle^\otimes n$ and were $z_i \in \{0, 1\}$.

Computing TQFI Bounds

In this section we describe the Variational Quantum Fidelity Estimation algorithm (VQFE) of [45]. This algorithm is employed as a subroutine in VQFIE to estimate the TQFI bounds.

The input to VQFE is an $n$-qubit state $\rho_{\theta+\delta}$ and the estimates of the $m$ largest eigenvalues ($\{\tilde{\lambda}_i\}_{i=1}^m$) and associated eigenvectors ($\{|\tilde{\lambda}_i\rangle\}_{i=1}^m$) of $\rho_{\theta}$, both of which are obtained from VQSE. The goal of VQFE is to compute the generalized fidelity, which we recall for convenience:

$$F_*(\rho_{\theta}^{(m)}, \rho_{\theta+\delta}^{(m)}) = \| \sqrt{\rho_{\theta}^{(m)}} \sqrt{\rho_{\theta+\delta}^{(m)}} \|_1 + \sqrt{(1 - \text{Tr}[\rho_{\theta}^{(m)}])(1 - \text{Tr}[\rho_{\theta+\delta}^{(m)}])}.$$

Here, we define the so called $T$-matrix, whose elements are given by

$$T_{ij} = \sqrt{\tilde{\lambda}_i \tilde{\lambda}_j} \left( \rho_{\theta+\delta}^{(m)} \right)_{ij}.$$

$$\kappa_{\text{max}} = \max \{|\tilde{\lambda}_i\rangle \}$$
where
\[
(\rho^{(m)}_{\theta+\delta})_{ij} = \langle \tilde{\lambda}_i | \rho^{(m)}_{\theta+\delta} | \tilde{\lambda}_j \rangle.
\]  
(38)

Note that the first term in the generalized fidelity can be expressed as
\[
\| \sqrt{\rho^{(m)}_{\theta}} \sqrt{\rho^{(m)}_{\theta+\delta}} \|_1 = \text{Tr} \sqrt{\sum_{i,j} T_{ij} |\tilde{\lambda}_i \rangle \langle \tilde{\lambda}_j|}.
\]  
(39)

As described in [45], since we have access to the circuit \( V_{\beta} \) that prepares the estimated eigenvectors \( | \tilde{\lambda}_i \rangle \), then the matrix elements \( (\rho^{(m)}_{\theta+\delta})_{ij} \) can be efficiently estimated in a quantum computer via a non-variational algorithm. Hence, with post-processing one can always classically create and diagonalize the \( m \times m \) \( T \)-matrix to obtain (39). This step is efficient as we assume that \( m \in \mathcal{O}(\text{poly}(n)) \). Similarly, it is straightforward to see that the second term in the generalized fidelity is also completely determined by \( \{ \tilde{\lambda}_i \}_{i=1}^m \) and by \( (\rho^{(m)}_{\theta+\delta})_{ij} \) (both of which are known \( \forall i, j = 1, \ldots, m \)) as
\[
F_s(\rho^{(m)}_{\theta}, \rho^{(m)}_{\theta+\delta}) = \text{Tr} \sqrt{\sum_{i,j} T_{ij} |\tilde{\lambda}_i \rangle \langle \tilde{\lambda}_j|} + \sqrt{\left( 1 - \sum_i \tilde{\lambda}_i \right) \left( 1 - \sum_i (\rho^{(m)}_{\theta+\delta})_{ii} \right)}.
\]  
(40)

Hence, both TQFI bounds can be obtained from the (known) terms in (40).

**Computing SSQFI Bounds**

Here, we show how to estimate functionals of the form \( \text{Tr} [\rho^T \sigma \rho] \), which are needed to compute the SSQFI bounds. The circuit in Fig. 6 can be used to estimate this quantity for \( n \)-qubit quantum states \( \rho \) and \( \sigma \). In general, linear and non-linear functionals of quantum states can be directly estimated using what we refer to as the generalized SWAP test [78, 82].

**FIG. 6. The generalized SWAP test.** Using one ancillary qubit to control a cyclic permutation gate, one can estimate linear and non-linear functionals of a quantum state [78, 82].

Let \( \rho \) and \( \sigma \) be \( n \)-qubit quantum states. Then in the standard orthonormal basis for \( n \) qubits, we can write the first and second copies of the states as
\[
\rho = \sum_i a_i |i\rangle \langle i|, \quad \sigma = \sum_j b_j |j\rangle \langle j|, \quad \rho = \sum_k c_k |k\rangle \langle k|, \quad \sigma = \sum_l d_l |l\rangle \langle l|,
\]  
(41)

where the boldface indices are bitstrings of the form \( i = i_1 i_2 \cdots i_n \) with \( i_1, i_2, \ldots, i_n \in \{0, 1 \} \). Thus the initial state in Fig. 6 is given as
\[
\rho_{in} = \sum_{i,j,k,l} a_i b_j c_k d_l |0, i, j, k, l\rangle \langle 0, i, j, k, l|.
\]  
(42)
The Hadamard gate transforms the standard basis vectors as
\[ H|0\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle), \] (43)
\[ H|1\rangle = \frac{1}{\sqrt{2}}(|0\rangle - |1\rangle). \] (44)

The cyclic shift operator (referred to as a permutation gate in the main text), \( S_n \), is defined by its action on a tensor product basis for \( n \)-qubits:
\[ S_n|\psi_1, \psi_2, \ldots, \psi_{n-1}, \psi_n\rangle = |\psi_n, \psi_1, \psi_2, \ldots, \psi_{n-1}\rangle. \] (45)

Note that in the case of \( n = 2 \), the cyclic shift operator is simply the familiar SWAP operator [85]. Thus the action of the gate sequence in Fig. 6 is:
\[ H \xrightarrow{\text{Hadamard}} \frac{1}{\sqrt{2}}(|0, i, j, k, l\rangle + |1, i, j, k, l\rangle), \] (46)
\[ \xrightarrow{\text{controlled-} S_n} \frac{1}{\sqrt{2}}(|0, i, j, k, l\rangle + |1, j, k, l, i\rangle), \] (47)
\[ H \xrightarrow{\text{Hadamard}} \frac{1}{2}(|0, i, j, k, l\rangle + |0, j, k, l, i\rangle). \] (48)

Recalling Eq. 42, one can see that the probability of measuring the ancilla qubit in the \( |0\rangle \) state is
\[ p(0) = \frac{1}{2} + \frac{1}{2} \sum_{i,j,k,l} a_i b_j c_k d_l (|0, i, j, k, l\rangle \langle 0, i, j, k, l| + |0, j, k, l, i\rangle \langle 0, j, k, l, i|), \] (50)
\[ = \frac{1}{2} + \frac{1}{2} \sum_{i,j,k,l} a_i b_j c_k d_l \delta_{ij} \delta_{jk} \delta_{kl} \delta_{li}, \] (51)
\[ = \frac{1}{2} + \frac{1}{2} \sum_i a_i b_i c_i d_i, \] (52)
\[ p(0) = \frac{1}{2} + \frac{1}{2} \text{Tr}[\rho \sigma \rho \sigma]. \] (53)

So, using a quantum computer with \( 4n + 1 \) qubits, one can directly estimate the functional \( \text{Tr}[\rho \sigma \rho \sigma] \) using the probability of measuring the ancillary qubit in the zero state. Moreover, removing the second copies of \( \rho \) and \( \sigma \), one is able to estimate functionals of the form \( \text{Tr}[\rho \sigma] \) using the same method. In that case, only \( 2n + 1 \) qubits are needed and the cyclic shift operator simply becomes the SWAP operator.

II. Lower bound comparison

In this section, we first compare the conditions under which the TQFI lower bound and the purity loss bound of Refs. [69, 70] can saturate their inequalities and be equal to the QFI. Then we present details on how the purity loss bound was computed in our heuristics.

A. Bound saturation

As shown below, while the TQFI bounds can always saturate the bounds (and be efficiently computable) for states with low rank \( r \), the purity loss bounds can never saturate the inequality for \( r \geq 3 \). This implies that the VQFIE bounds can always be tighter for low rank states with \( r \geq 3 \).

First, let us recall that the TQFI bounds can be saturated if \( m \) is equal to the rank \( r \) of the probe state. Moreover, since one can estimate the truncated fidelities for \( m \in \mathcal{O}(\text{poly}(n)) \) this means that the TQFI bounds can be saturated for low rank states with \( r \in \mathcal{O}(\text{poly}(n)) \).
Let us now analyze the purity loss bound. In the main text we defined the quantity
\[ L(\theta; \rho_\theta) = 4 \left( \text{Tr} [\rho^2 G^2] - \text{Tr} [\rho G \rho G] \right) = 2 \sum_{i,j} (\lambda_i - \lambda_j)^2 |\langle \lambda_i | G | \lambda_j \rangle|^2, \] (54)
which is a lower bound on the QFI as \( L(\theta; \rho_\theta) \leq I(\theta; \rho_\theta). \) Then, from the definition of the quantum Fisher information \([32, 33]\), we have
\[ I(\theta; \rho_\theta) = 2 \sum_{i,j} (\lambda_i - \lambda_j)^2 \frac{1}{\lambda_i + \lambda_j} |\langle \lambda_i | G | \lambda_j \rangle|^2. \] (55)

From the fact that
\[ \frac{1}{\lambda_i + \lambda_j} \geq 1, \] (56)
it is easy to see that \( I(\theta; \rho_\theta) \) takes its minimum when
\[ \lambda_i + \lambda_j = 1. \] (57)

The condition in (57) implies that the QFI reaches its minima when \( \rho_\theta \) is either a rank-1 or a rank-2 state. Hence, it is straightforward to see that if (57) holds we have
\[ I(\theta; \rho_\theta) = L(\theta; \rho_\theta). \] (58)

However, for \( r \geq 3 \), the lower bound cannot saturate the inequality so that we have the following strict inequality
\[ I(\theta; \rho_\theta) > L(\theta; \rho_\theta) \text{ when } r \geq 3. \] (59)

B. Heuristical computation of the purity loss

In this section we describe additional details on how \( \rho_{\text{ave}} \) was computed. As shown in [69] and as described in the main text, the lower bound in (54) can be approximated by
\[ L(\theta; \rho_\theta) \approx 2 \frac{\Delta \nu}{(\Delta x)^2}, \] (60)
where
\[ \Delta \nu = \text{Tr} [\rho^2] - \text{Tr} [\rho_{\text{ave}}^2], \] (61)
is the purity loss, and where \((\Delta x)^2\) is the variance of the random variable \( \theta(x) \), which defines the statistical fluctuation in the source. In Ref. [70], the authors proposed computing the state \( \rho_{\text{ave}} \) by using a stratified sampling technique. Namely, they assumed that \( \theta(x) \) is drawn from a discretized Gaussian distribution \( G \) with \( K \) samples (or strata) and a variance \((\Delta x)^2\). That is,
\[ \rho_{\text{ave}} \approx \frac{1}{K} \sum_{j=1}^{K} \rho_{\theta_j}, \] (62)
where \( \rho_{\theta_j} = W_{\theta_j} \rho W_{\theta_j}^\dagger \) and where \( \theta_j \) is taken from \( G \). Hence, the purity of \( \rho_{\text{ave}} \) can be expressed as
\[ \text{Tr}[\rho_{\text{ave}}^2] \approx \frac{1}{K^2} \sum_{j=1}^{K} \text{Tr}[\rho_{\theta_j}^2] + \frac{2}{K^2} \sum_{j<m}^{K} \text{Tr}[\rho_{\theta_j} \rho_{\theta_m}], \] (63)
and can be efficiently computed via \((K^2 + K)/2\) destructive swap tests [81] between the states \( \rho_{\theta_j} \) and \( \rho_{\theta_m} \) for \( j \geq m \).

As discussed in [70], the higher the number of strata \( K \), the better the approximation in (60). Hence in order to determine how many strata we use in our numerics we here propose to determine \( K \) so that the number of calls to a quantum computer is the same when computing the TQFI lower bound that when computing the purity-loss bound.
First, let us determine how many calls to a quantum computer are necessary when computing the TQFI. As previously outlined, each iteration of VQFIE variationally diagonalizes the probe state and usually requires the use of a gradient descent algorithm over $p$ parameters in $V_\beta$. By employing the parameter shift-rule [86, 87], this requires to run $2p$ quantum circuits. Moreover, the estimation of each gradient to a precision of $1/\sqrt{s}$ requires $s$ shots. In our numerical implementation, the training algorithm in VQSE took $t = 200$. Hence, in each iteration of VQFIE where the sub-routine VQSE is ran we require $2stp$ calls to a quantum computer. Finally, we remark that to guarantee the trainability of VQSE we assume a hardware efficient ansatz with $\log(n)$ layers, meaning that $p = n \log(n)$. Then, as outlined in Ref. [45], the fidelity computation requires one to estimate $m$ eigenvalues up to a precision of $1/\sqrt{s}$. A conservative estimate assumes $m = n$ eigenvalues are kept in the truncated state. Finally, as described in the previous section, computing the TQFI bounds requires the estimation of the matrix elements of the $m$-by-$m$ symmetric matrix $T$ of Eq. (37) up to a precision $1/\sqrt{s}$. Here we recall that there are $(m^2 + m)/2$ independent matrix elements in a symmetric matrix of size $m \times m$. Hence, in total, VQFIE requires

$$TQFI \text{ bound calls to quantum computer} = s \left( 2tn \log(n) + n + \frac{n + n^2}{2} \right).$$  (64)

We turn now to the purity loss bound. This bound requires the estimation of $\text{Tr}[\rho^2]$ to a precision of $1/\sqrt{s}$, and also implies the computation of $\text{Tr}[\rho_{\text{avg}}^2]$. As previously discussed, computing the purity of $\rho_{\text{avg}}$ requires estimating $(K^2 + K)/2$ state overlaps up to precision $1/\sqrt{s}$, where $K$ is the number of strata used for $\rho_{\text{avg}}$. Hence, the total number of calls to the quantum computer will be

$$\text{Purity bound calls to quantum computer} = s \left( \frac{K^2 + K}{2} + 1 \right).$$  (65)

Finally, the number of strata $K$ which leads to a fair comparison between the TQFI bound and the purity loss bound can be found by numerically solving

$$\frac{K^2 + K}{2} + 1 = 2tn \log(n) + n + \frac{n + n^2}{2}.$$  (66)