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Abstract

Recently, orthogonal recurrent neural networks (RNNs) have emerged as state-of-the-art models for learning long-term dependencies. This class of models mitigates the exploding and vanishing gradients problem by design. In this work, we employ tools and insights from differential geometry to offer a novel perspective on orthogonal RNNs. We show that orthogonal RNNs may be viewed as optimizing in the space of divergence-free vector fields. Specifically, based on a well-known result in differential geometry that relates vector fields and linear operators, we prove that every divergence-free vector field is related to a skew-symmetric matrix. Motivated by this observation, we study a new recurrent model, which spans the entire space of vector fields. Our method parameterizes vector fields via the directional derivatives of scalar functions. This requires the construction of latent inner product, gradient, and divergence operators. In comparison to state-of-the-art orthogonal RNNs, our approach achieves comparable or better results on a variety of benchmark tasks.

1 Introduction

Recurrent Neural Networks (RNNs) are commonly used for modeling time-series data. Unfortunately, standard RNNs are challenging to train due to the exploding and vanishing gradient problem [1]. Recently, Arjovsky et al. [2] showed that the dynamic behavior of gradients during training is fully determined by the eigenvalues of the hidden-to-hidden weight matrices. Their analysis led to the design of unitary weights RNNs, with several follow-up works [3, 4, 5, 6, 7, 8, 9, 10, 11]. From a mathematical viewpoint, restricting the weights to be unitary or orthogonal is equivalent to optimizing over the Stiefel manifold, which can be parameterized using skew-Hermitian matrices and the matrix exponential operation [10, 11]. While unitary RNNs achieve state-of-the-art results on a few long-term memory tasks, their expressivity is limited. This issue was partially addressed by relaxing the unitary constraints [7], and through the design of non-normal connectivity weights [12].

In general, the class of sequence models including RNNs are known to be intimately related to the practice and theory of dynamical systems. Motivated by this connection, many approaches that incorporate dynamics properties into their models have been proposed. One example involves the learning of invariant quantities via their Hamiltonian or Lagrangian representations [13, 14, 15, 16, 17]. Other techniques draw inspiration from Koopman theory, yielding neural network models where the evolution operator is linear [18, 19, 20, 21, 22]. Given the success of unitary RNNs in processing sequential data and their rich algebraic structure that is related to the Stiefel manifold, we raise the following interesting question:

What is the geometrical interpretation of unitary RNNs, and how do we model and exploit it?

In this paper, we show that orthogonal RNN models may be viewed as optimizing in the space of divergence-free vector fields. Based on a well-known result in differential geometry which relates vector fields and linear operators, we prove that every divergence-free vector field is related to a skew-symmetric matrix. These matrices are the generators of the orthogonal group via the exponential map [10]. Our geometric perspective makes it clear that
orthogonal units merely learn a single vector field per layer, allowing one to exploit tools from differential geometry, ordinary differential equations, and dynamical systems for further analysis. Furthermore, we recall that vector fields with zero divergence span only a fraction of the space of all vector fields. Given these results, we propose a new recurrent model that we call the latent vector field recurrent neural network (lvfRNN). Among the theoretical advantages of this model are that its hidden-to-hidden matrix represents an object with rich theoretical foundations and that it spans the whole space of vector fields.

To derive our method, we observe that vector fields can be parameterized via the directional derivative of scalar functions (Sec. 3.2). Namely, it is sufficient to know the directional derivative of all scalar functions with respect to a vector field to fully reconstruct it. The opposite is also true—given a vector field, it is easy to obtain its associated directional derivative. Building the latter operator requires the design of a differential geometry toolbox, including tools such as the gradient and divergence operators, as well as the inner product (Sec. 3.3). We then discuss several features of our approach with respect to the continuous setting, including its relation to unitary RNNs, and we offer simple criteria for training stable lvfRNN models (Sec. 4.2). Finally, we describe certain implementation details (Sec. 4.3), and we evaluate our model on several sequence tasks (Sec. 5).

Overall, the contributions of our work are the following.

- We propose a differential geometry interpretation of orthogonal RNNs, showing that these models optimize in the space of divergence-free vector fields. Furthermore, we prove that every skew-symmetric matrix is associated with a divergence-free vector field.
- Our geometric perspective establishes the foundation to exploit tools from differential geometry, dynamical systems, and ordinary differential equations for further analysis and design of orthogonal recurrent models.
- We suggest a novel recurrent model, lvfRNN, whose span covers the entire space of vector fields, including those fields that are divergence-free. We show that our approach attains comparable or better results than state-of-the-art unitary RNN methods on several sequence benchmark tasks.

2 Related Work

Unitary and orthogonal RNN. Arjovsky et al. [2] proposed to constrain the recurrent weights to be the product of unitary matrices and Fourier transforms. Their approach achieved superior results in comparison to several other RNN baselines on problems that require long-term memory such as the copy and add tasks. However, their method can only represent a limited subspace of orthogonal matrices. To alleviate this issue, [3], and [7] used the Cayley transform on skew-symmetric matrices, and [5], and [9] further suggested to scale the latter transform to include the negative one eigenvalue. A complete parameterization of the orthogonal group with skew-Hermitian matrices was proposed in [10, 11]. These latter works leverage concepts from Lie theory and the connection between a Lie algebra and its group via the exponential map. To further improve the expressivity of orthogonal transformations, Kerg et al. [12] advocated the design of nonnormal hidden-to-hidden weights whose eigenvalues have unit norm.

Dynamical systems and deep learning. Viewing deep learning through the lens of continuous-time dynamical systems has recently inspired several works. A large body of work focuses on constructing models by approximating continuous-time dynamical systems [23, 24, 25]. Such models can also be studied by using tools from numerical analysis [26, 27, 28]. Dynamical systems theory also provides useful tools for studying RNNs [29, 30, 8, 31, 32].

Physics-based models. Incorporating physics priors into neural networks is a natural choice when processing time-series data. A particular interest was given to the automatic learning of equivariances in dynamical systems through their Hamiltonian [14, 15, 16] or Lagrangian [13] formulations. Another successful ansatz models the nonlinear dynamics using Koopman theory, where it is assumed that the inputs can be embedded in a way such that their evolution is linear [18]. In this context, the infinitesimal generator of the Koopman operator is closely-related to latent vector fields and to the theory that underlies our methodology [33]. However, to the best of our knowledge, the relation between vector fields and recurrent neural networks is novel to this work. More fundamentally, our approach takes a further step in the direction of combining machine learning and differential geometry knowledge. The lvfRNN model establishes the link between recurrent networks and their geometrical interpretation while laying the groundwork for further development using differential geometry [34] and differential equations [35] literature.

Vector fields and machine learning. Vector fields are frequently used in the literature of machine learning across various inference tasks. For instance, [36] improve multi-task learning using vector fields by characterizing the
differential structure of tasks while exploiting the geometric structure of the data. In [37], the authors recover an Euclidean embedding of a weighted directed graph by associating it with a manifold and a vector field along with Laplacian-type operators. More recently, [38] develop a general theory of group equivariant convolutional neural networks (G-CNN) by showing that convolution kernels are equivalent to linear maps, allowing to analyze G-CNN via the theory of fiber bundles. Vector fields also appear in generative adversarial networks to improve training by promoting the update steps to be conservative [39] or to visualize the optimization landscape [40]. Another common task of deep learning is the solution of differential equations by modeling the space of their admissible vector fields, see, e.g., [41, 23, 42]. Perhaps closest in spirit to our work is the interpretation of recurrent models as dynamical systems [43, 44, 45] where the map between hidden states may be viewed as a vector field. However, our point of view is fundamentally different from this classical perspective on recurrent models, as we link vector fields to matrices through their action on scalar functions. Given the current literature in the field, we believe that our work offers a novel complementary interpretation of sequential models.

3 A Differential Geometry Perspective

In this section, we briefly review a neural model which optimizes over finite-dimensional groups, as was recently suggested in [10]. We then consider a differential geometry perspective which extends this model to infinite-dimensional Lie groups of tangent vector fields. Finally, we discuss some of the inherent challenges involved in accomplishing a practical extension that respects the underlying geometric structure.

3.1 Neural models over matrix groups

The baseline model we consider was proposed to mitigate the issue of exploding and vanishing gradients, and to better span the space of orthogonal connectivity matrices. Given an input vector \( x_t \in \mathbb{R}^m \), the \( \exp \) RNN model [10] describes the evolution of the hidden state \( h_t \in \mathbb{R}^k \) by

\[
h_t = \sigma(\exp(A)h_{t-1} + Ux_t),
\]

where \( \sigma(\cdot) \) is some nonlinear activation, \( U \in \mathbb{R}^{k \times m} \) embeds the input onto the latent space, and \( \exp(A) \) is the matrix exponential that maps the skew-symmetric \( A \in \text{Skew}(k) \) onto an orthogonal matrix. We note that other models such as the unitary RNN (uRNN) [2], full capacity unitary RNN (fcuRNN) [3], scaled Cayley orthogonal RNN (scoRNN) [5], and other related approaches are encapsulated in the above model (1).

The unitary RNN methods share the key advantage that their hidden-to-hidden matrix is isometric, i.e., it preserves the norm of the vectors it acts on (gradients included). However, previous work considers the problem of designing isometric maps strictly from an algebraic viewpoint—exploiting the relation between skew-symmetric and orthogonal matrices. In what follows, we advocate that the differential geometry viewpoint is advantageous and it should also be taken into account. To this end, we observe that unitary RNN can be viewed as optimizing in the space of divergence-free vector fields (3.2), and we propose a new recurrent model which uses the entire space of vector fields (3.3). Specifically, we provide a concrete discrete differential geometry toolbox that respects many of the continuous properties (4.1) while allowing to easily control high-level features such as dynamical stability and isometry (4.2).

3.2 Divergence-free vector fields and skew-symmetric matrices

In the continuous setting, a vector field \( \mathbf{v} \) can be thought of as a smooth assignment of a vector (direction and length) per point of the domain. These objects are indispensable in the study of natural phenomena, and the differentiation and integration of vector fields is directly associated to their features. For instance, the divergence of a vector field \( \nabla \cdot \mathbf{v} \) captures the amount of outward flux per point, and it is formally defined as the trace of the Jacobian of \( \mathbf{v} \). We say that a vector field is divergence-free if at every point it has zero divergence.

A classical approach in differential geometry views vector fields as operators which act on scalar functions [46]. Namely, given a continuously differentiable function \( f \), the action of the vector field \( \mathbf{v} \) on \( f \) is given by

\[
\mathbf{v}(f) = \langle \mathbf{v}, \nabla f \rangle := D_{\mathbf{v}}(f),
\]

where \( \nabla \) is the gradient operation and \( \langle \cdot, \cdot \rangle \) is a pointwise inner product. From a geometric point-of-view, \( D_{\mathbf{v}}(f) \) is the directional derivative of \( f \) in \( \mathbf{v} \)’s direction. A basic example in 2D of a divergence-free vector field and its action on a particular function is shown in Fig. [1]. Specifically, we consider \( \mathbf{v} = (-x, y) \) and \( f = x \). Clearly, \( \nabla \cdot \mathbf{v} = 0 \) and \( \mathbf{v}(f) = \langle \mathbf{v}, \nabla f \rangle = -x \).
Figure 1: Vector fields may be viewed as operators acting on scalar functions. For instance, applying the two-dimensional divergence-free vector field $v$ (left) on the scalar function $f$ (middle) is equivalent to computing the directional derivative of $f$ with respect to $v$. The resulting function is the $x$-coordinate of $v$ which is given by $v(f) = -x$ (right).

Eq. (2) shows that $D_v$ is a linear operator that is independent of its input. Importantly, directional derivative operators are infinite-dimensional, even if the underlying domain is finite-dimensional, e.g., $\mathbb{R}^m$ in our case. Interestingly, $D_v$ fully encodes $v$, and thus given a vector field, we can construct its related $D_v$ and vice versa. For instance, the example in Fig. 1 highlights that a vector field can be reconstructed from its directional derivative by applying it to the coordinate functions of the domain. The following result establishes the relation between divergence-free vector fields and skew-symmetric (infinite-dimensional) matrices.

**Theorem 1** The vector field $v$ is divergence-free if and only if its operator $D_v$ is skew-symmetric.

**Sketch of the proof.** The key observation in the detailed proof we provide in App. A is that the operator $D_v$ acts on scalar functions which can be represented with a basis $\{\phi_j\}$. Then, we can compute the individual elements of $D_v$ by using the standard inner product for functions $f, g$ in the $L^2$ function space, which is given by

$$\langle f, g \rangle_M := \int_M f(x)g(x) \, dx.$$ 

From a direct calculation and the use of standard vector calculus identities, it follows that

$$(D_v)_{ij} = \langle \phi_i, D_v(\phi_j) \rangle_M = -\langle D_v(\phi_i), \phi_j \rangle_M = -(D_v)_{ji}.$$ 

The second equality holds on domains with no boundary and vector fields with zero divergence as we fully explain in the proof in App. A. Importantly, this theorem allows one to view orthogonal RNNs as vector field networks in the limit. Thus, it motivates one to exploit tools and results associated with vector fields to design and improve neural network models, as we show in what follows.

### 3.3 A latent vector field perspective

While Thm. 1 characterizes isometric recurrent models such as expRNN using vector fields, it also naturally raises the following question: What about fields whose divergence is nonzero? Indeed, the subset of divergence-free vector fields represents only a fraction of the whole space. Thus, a recurrent model that spans all possible vector fields would be more expressive in comparison to orthogonal networks. In the smooth setting, the set of vector field operators forms a Lie (sub)group [47], and thus we would like to extend expRNN from the special orthogonal group $SO(\kappa)$ to the setting of vector field objects.

We consider the space of vector fields to be any $\kappa \times \kappa$ real-valued matrix with zero diagonal, i.e., $\text{vf}_\kappa := \{V \in \mathbb{R}^{\kappa \times \kappa} | \text{diag}(V) = 0\}$. That is, $V \in \text{vf}_\kappa$ encodes a vector field by including its $\kappa$-vectors in rows (see Fig. 2 left). The diagonal of $V$ is set to zero to exclude vector fields with self-loops. The set $\text{VF}_\kappa = \{D_V | V \in \text{vf}_\kappa\}$ denotes the associated set of directional derivative operators. Given a specific realization of $\text{VF}_\kappa$, a “straightforward” approach to extend expRNN would be to consider the following model

$$h_t = \sigma(\exp(D_V)h_{t-1} + Ux_t),$$  \hspace{1cm} (3)
Figure 2: We plot an example latent divergence-free vector field $V$ for $\kappa = 6$ (left) with its associated directional derivative matrix $D_V$ (middle). Viewing the latent domain as a complete graph, we visualize the vector field $V$ as prescribing directed weights between every pair of nodes, where in this example red corresponds to the value $1.0$ and blue is related to $-0.25$ values (right).

subject to $D_V \in \text{VF}_\kappa$, i.e., we restrict the matrix $D_V$ to the class of vector field matrices of dimension $\kappa$, $\text{VF}_\kappa$.

Unfortunately, there are two key differences between $\text{SO}(\kappa)$ and vector fields which limit the validity of Eq. (3) here. First, the Lie group of the vector field is infinite-dimensional, and thus an approximation is required for (3). Second, while the Lie bracket is closed for smooth directional derivative operators, it is not closed for the finite $\text{VF}_\kappa$ as we show below. Thus, the matrix exponential of $D_V$ does not optimize in $\text{VF}_\kappa$ in the sense that $\frac{\partial}{\partial V} \exp(D_V) \notin \text{VF}_\kappa$ for all $V \in \text{vf}_\kappa$. Moreover, the next result, which we will prove in App. B, emphasizes some of the difficulties in constructing a matrix vector fields group which respects Thm 1.

**Theorem 2** There is no finite-dimension matrix Lie algebra with elements $R + T$ where $R$ is skew-symmetric and $T$ is diagonal under the standard commutator, whose skew-symmetric matrices are associated with divergence-free vector fields.

**Sketch of the proof.** The main idea behind the proof is to show that a set of vector field operators $\text{VF}_\kappa$ whose elements are sums of skew-symmetric and diagonal matrices, is not closed under the commutator action, and thus it is not a Lie algebra. For matrix groups such as the one we consider, the standard commutator reads

$$[D_U, D_V] = D_U D_V - D_V D_U.$$ 

A straightforward calculation shows that for general vector fields $U, V \in \text{vf}_\kappa$, the commutator action yields a matrix whose diagonal is zero. However, we show in the detailed proof in App. B that the resulting operator is not skew-symmetric, as it includes a symmetric component which is not trivial in the general case. Thus, the commutator breaks the relation between divergence-free vector fields and skew-symmetric operators.

### 4 The Latent Vector Field Model

To address some of the challenges we mentioned above and to optimize in the space $\text{VF}_\kappa$, we propose an approach that is based on numerical integrators of differential equations. Specifically, given a smooth vector field $\mathbf{v}$, its associated transport equation describes the temporal evolution of a scalar function along the flow lines of $\mathbf{v}$, and it is given by

$$\partial_t \mathbf{f} = -D_\mathbf{v} \mathbf{f},$$

for some initial condition $\mathbf{f}(0) = \mathbf{f}_0$. The above Eq. (4) is a linear ordinary differential equation, and it may be integrated with a variety of approaches. In this work, we focus on the explicit Euler integrator which in operator notation reads

$$C_V = I - \tau D_V, \quad \text{s.t.} \quad V \in \text{vf}_\kappa,$$

where $I$ is an identity matrix of size $\kappa$, and $\tau \in \mathbb{R}^+$ is the timestep. Thus, our approach can be viewed as optimizing in $\text{VF}_\kappa$ by projecting onto that space at each and every iteration. Finally, we define the latent vector field recurrent neural network (lvfRNN) model via

$$h_t = \sigma(C_V h_{t-1} + U x_t), \quad \text{s.t.} \quad D_V \in \text{VF}_\kappa.$$
To complete our construction, we need a proper definition of vector fields and their directional derivatives in a latent domain composed of $\kappa$ nodes. For simplicity, we assume that the underlying domain is fully connected with no self-edges, and thus information can propagate from any node to every other different node. Therefore, a latent vector field is a matrix $V \in \text{vf}_\kappa \subset \mathbb{R}^{\kappa \times \kappa}$ with zero main diagonal. Additionally, we define a differential geometry toolbox, including an inner product and the gradient and divergence operators. Here, we briefly list these definitions, and we provide a more complete discussion and motivation for our choices in App. C. To avoid confusion with the continuous setting, we denote by $\text{grad}$ and $\text{div}$ the discrete gradient and divergence operators, respectively. We show in Fig. 2 an example of a latent vector field, its associated $\mathcal{D}_V$ matrix, and its visualization as a weighted directed graph.

### 4.1 A latent differential geometry toolbox

**Gradient of a hidden state $\kappa$.** In our setup, the hidden state $\kappa \in \mathbb{R}^\kappa$ takes the role of a scalar function, and its gradient vector field $\text{grad} \kappa \in \mathbb{R}^{\kappa \times \kappa}$ per node is taken as the (forward) finite differences between the current node and all other nodes. Formally,

$$(\text{grad} \kappa)_{ij} = \kappa_i - \kappa_j , \quad i, j = 1, 2, ..., \kappa .$$

**Divergence of a vector field $V$.** The divergence $\text{div} V \in \mathbb{R}^\kappa$ of a vector field is defined to be the sum of contributions of all incoming and outgoing edges related to node $i$, i.e.,

$$(\text{div} V)_i = \sum_{j=1}^{\kappa} V_{ji} - V_{ij} , \quad i = 1, 2, ..., \kappa .$$

**Directional derivative of $V$.** To encode the directional derivative action in Eq. (2) for any hidden state, we propose to construct $\mathcal{D}_V \in \mathbb{R}^{\kappa \times \kappa}$ as follows,

$$(\mathcal{D}_V)_{ij} = \begin{cases} V_{ji} - V_{ij} & \text{if } i \neq j \\ -(\text{div} V)_i & \text{otherwise} \end{cases} .$$

It follows that any such operator can be decomposed into the sum of a diagonal part (flux) and a skew-symmetric part (rotation). Namely, for every $V$ we have that

$$\mathcal{D}_V = R_V - T_V ,$$

where $R_V = V^T - V$ is a skew-symmetric matrix, i.e., $R_V + R_V^T = 0$, and $T_V$ is the diagonal matrix whose entries along the main diagonal satisfy $T_V = \text{diag}(\text{div} V)$.

### 4.2 Properties of latent vector field models

Our approach features several interesting properties which we discuss next. We show that $\text{VF}_\kappa$ forms a vector space, allowing to design architectures that use linear combinations of different latent vector fields while staying in $\text{VF}_\kappa$. We then position our model with respect to existing recurrent models regarding characterizing features such as the

...
Algorithm 1 Construction of $C_V$ matrices

1: Input: matrix dimension $\kappa \in \mathbb{R}^+$, timestep $\tau \in \mathbb{R}^+$
2: Initialize $V$ to be doubly-stochastic
3: $R_V = V^T - V$  
   \hspace{1em} # rotation component
4: $T_V = \text{diag}(\text{rows}_\text{sum}(R_V))$  
   \hspace{1em} # flux component
5: $C_V = I_\kappa - \tau(R_V - T_V)$
6: Return: $C_V \in \mathbb{R}^{\kappa \times \kappa}$ following Eq. (5)

To initialize $V$, we experimented with common choices such as Cayley \cite{5} and Henaff \cite{50} initialization schemes. However, we noticed that the following method yields the best results. We propose to sample $V$ from the space of doubly stochastic matrices of size $\kappa$. While a true uniform sampler is challenging to achieve, the following scheme is easy to code and it provides reasonable results. We start with a $V_0 \in \mathbb{R}^{\kappa \times \kappa}$ sampled uniformly from $[0, 1]$, and we iteratively project it onto the space of row-stochastic (rows sum to one) and column-stochastic (columns sum to one) subspaces \cite{51}. This procedure converges in a few iterations to an error threshold of $1e{-8}$, producing a doubly-stochastic matrix $V$, see Alg. 2. In our experiments, we evaluated the baseline unitary RNNs using our scheme as well as the Cayley and Henaff schemes. However, in most cases, we did not see any improvement when using doubly stochastic initial weights for unitary RNN models.

5 Experiments

In this section, we evaluate the performance of our approach and compare it to state-of-the-art unitary recurrent models such as uRNN \cite{2}, euRNN \cite{4}, fcuRNN \cite{3}, exprNN \cite{10}, nnRNN \cite{12}, and RNN \cite{52}. We focus on three learning tasks that are commonly used for benchmarking, the copy task \cite{53}, the polyphonic music task on the JSB and MuseData datasets \cite{54,55}, the TIMIT speech prediction problem \cite{56}, and the character level prediction task on the PTB dataset \cite{57}. We chose to focus on these tasks as they require from the modeling architecture long-term memory capabilities and relatively high expressivity. In what follows, we describe the results for the character-level, speech, and polyphonic music tasks, and we provide additional results in App. F.

In our experimental setup, we match the number of hidden units across all architectures for the copy and character-level prediction tasks with 182 and 1024 units, respectively. On the polyphonic music and speech prediction problems, we match the number of weights to $\approx 350k$ and $\approx 200k$, respectively. For each of the tasks and for each model, we provide the loss over the test set, and we additionally report the accuracy for the language and copy tasks. To obtain these results, we performed an extensive hyperparameter search for each model based on the guidelines and code provided by the authors, and we list the hyperparameters that were used in practice in App. F.
Algorithm 2 Random Sampling of Doubly Stochastic Matrices

1: Input: matrix size $\kappa \in \mathbb{R}^+$, and threshold $\epsilon \in \mathbb{R}^+$
2: Output: $V \in \mathbb{R}^{\kappa \times \kappa}$ such that $V$ is doubly-stochastic
3: Initialize $V^0 = \text{rand} (\kappa)$
4: for $l = 0, 1, 2, \ldots$ do
5: \hspace{1em} $V^l = \text{diag}(V^l 1_k) - 1 V^l$
6: \hspace{1em} $V^{l+1} = V^l \text{diag}(1_k^T V^l) - 1$
7: \hspace{1em} if $||V^l 1_k - 1_k||^2 + ||1_k^T V^{l+1} - 1_k^T||^2 < \epsilon$ then
8: \hspace{2em} break
9: \hspace{1em} end if
10: end for
11: Return $V = V^{l+1}$

method achieves good results on long-term memory tasks such as the copy task, whereas on tasks that require both high expressivity and memory, our approach attains the best results in comparison to other approaches.

5.1 Character level prediction task

This language task involves a long string of characters which is split using truncated backpropagation through time, and the goal is to predict the next character for every position of the sub-strings. In our experiments, we compare the different models for a corpus split of 150 time steps. The loss function for this task is the cross entropy, and the performance is measured using the mean bits per character (BPC). We used the Penn Tree Bank (PTB) dataset which contains 5059k characters for training, 396k for validation, and 446k for testing, with an alphabet size of 50. For instance, here is a short excerpt from the train set

\ldots the average seven-day compound \ldots

We show in Tab. 1 the loss and accuracy results we obtained for this task. These results highlight the expressivity of our model since the hidden size is fixed in this setting. For comparison, nnRNN uses $\approx 2.8m$ trainable parameters, whereas our method exploits only $\approx 1.3m$ parameters (similar to expRNN and fcuRNN).

Table 1: Using a fixed amount of 1024 hidden units, we evaluate the performance of various models on PTB and list their obtained BPC and accuracy values. (Lower values for BPC are better.)

| Method       | BPC   | Accuracy |
|--------------|-------|----------|
| RNN          | 1.65  | 62.23%   |
| uRNN [2]     | 1.62  | 65.81%   |
| euRNN [4]    | 1.61  | 65.68%   |
| fcuRNN [3]   | 1.50  | 68.01%   |
| expRNN [10]  | 1.49  | 68.07%   |
| nnRNN [12]   | 1.47  | 68.78%   |
| Ours         | 1.43  | 69%      |

5.2 TIMIT speech task

The goal in the speech data task is to predict the log-magnitude of real-world speech frames of a short-time Fourier transform (STFT). In the spectral domain, an audio signal is encoded using a complex-valued matrix of size $F \times T$, where $T$ is the number of frames and $F$ represents the number of frequency bins. Reconstructing the audio signal is achieved by using the phase of the original inputs. Given the log-magnitude of all STFT frames up to time $t$, the network predicts the log-magnitude at time $t + 1$. We performed an evaluation of our model on the TIMIT speech dataset (https://catalog.ldc.upenn.edu/LDC93S1) using the pre-processing and train/test split per [3]. We use 3640, 192 and 400 utterances for the training, validation and test sets, respectively. The results for this experiment
Table 2: Each of the architectures uses ≈ 200k trainable parameters, and we show the mean squared error results (MSE) on the validation and test sets for each model.

| Method     | Validation MSE | Test MSE | \(\kappa\) |
|------------|----------------|----------|-----------|
| euRNN [4]  | 16             | 15.15    | 378       |
| fcuRNN [3] | 14.96          | 14.69    | 256       |
| scORNN [5] | 7.97           | 7.36     | 425       |
| expRNN [10]| 5.52           | 5.48     | 425       |
| Ours       | 6.46           | 6.15     | 510       |

Table 3: In this example we use a similar number of parameters per model (≈ 350k), and we report the negative log likelihood loss values obtained for the polyphonic music task on the JSB and MuseData datasets.

| Method     | JSB dataset | MuseData |
|------------|-------------|----------|
| RNN        | 8.77        | 6.39     |
| uRNN [2]   | 8.71        | 6.61     |
| euRNN [4]  | 8.65        | 6.52     |
| fcuRNN [3] | 8.69        | 6.66     |
| expRNN [10]| 8.53        | 6.53     |
| nnRNN [12] | 8.84        | 6.2      |
| Ours       | **8.36**    | **6.19** |

of the mean squared error loss are shown in Tab. 2, where our method and expRNN beat the other approaches by a large margin.

5.3 Polyphonic music task

In this task, the network takes as input temporal sequences of 88-bit one hot encodings of piano keys where one indicates a key that is pressed at a given time. For example, the following trimmed sequence is taken from the MuseData dataset where the \(y\)-axis represents time and the \(x\)-axis corresponds to the different played keys. The goal in this task is to predict the next binary vector for every position in the sequence. The loss function for this task is the negative log likelihood. We consider the JSB Chorales dataset which consists of the entire corpus of 382 four-part harmonized chorales by J. S. Bach, and we also use the MuseData electronic library dataset that includes 783 orchestral and piano classical music elements. In this task, 1vfrNN obtains significantly better test loss measures in comparison to all other methods for both of the datasets, as we report in Tab. 3.

In order to verify that the better loss measure obtained by our model is also of practical significance, we show in Fig. 3 the relative error measure for a predicted collection obtained with our model in comparison to other recurrent models. Namely, the \(x\)-axis represents the chorales examples in the collection, and the \(y\)-axis is the error computed via

\[
\frac{d(Y(i)_{\text{mtd}}, \hat{Y}(i))/d(Y(i)_{\text{ours}}, \hat{Y}(i))},
\]

where \(d\) is the negative log likelihood function, \(\hat{Y}(i)\) is the true label, \(Y(i)_{\text{ours}}\) is the label computed using our method, and \(Y(i)_{\text{mtd}}\) is computed using one of the methods in the legend. Clearly, the 1vfrNN shows a better performance over a wide range of chorales examples.

6 Conclusion

In this work, we proposed a novel interpretation of unitary recurrent neural networks using the theory and practice of differential geometry. In particular, orthogonal units are typically designed with respect to their algebraic structure,
e.g., the relation between skew-symmetric matrices and the special orthogonal group. Our approach shows that there is an underlying geometrical object associated with every orthogonal model. Namely, we prove that orthogonal neural networks are in fact optimizing in the space of divergence-free vector fields. In practice, our observation allows to exploit tools and results from differential geometry in the context of designing and applying new sequence models; and we suggest a new recurrent model which spans the entire space of vector fields, including those fields with zero divergence. Our method requires the construction of a discrete differential geometry toolbox in latent space, involving the inner product, gradient and divergence operators. We evaluate our model on several common benchmarks, and we show it achieves comparable or better results when compared to recent state-of-the-art baseline units.

In conclusion, we believe that our work provides a new point-of-view to thinking about recurrent models which is associated with a myriad of theoretical and practical tools for further analysis and design.

Acknowledgements

We are grateful for the generous support from Amazon AWS. N. B. Erichson, and M. W. Mahoney would like to acknowledge the IARPA (contract W911NF20C0035), ARO, NSF, and ONR via its BRC on RandNLA for providing partial support of this work. Our conclusions do not necessarily reflect the position or the policy of our sponsors, and no official endorsement should be inferred. M. Ben-Chen acknowledges support from the Israel Science Foundation (grant No. 504/16), and the European Research Council (ERC starting grant no. 714776 OPREP).

References

[1] Yoshua Bengio, Patrice Simard, and Paolo Frasconi. Learning long-term dependencies with gradient descent is difficult. *IEEE Transactions on Neural Networks*, 5(2):157–166, 1994.

[2] Martin Arjovsky, Amar Shah, and Yoshua Bengio. Unitary evolution recurrent neural networks. In *International Conference on Machine Learning*, volume 48, pages 1120–1128, 2016.

[3] Scott Wisdom, Thomas Powers, John Hershey, Jonathan Le Roux, and Les Atlas. Full-capacity unitary recurrent neural networks. In *Advances in Neural Information Processing Systems*, pages 4880–4888, 2016.

[4] Li Jing, Yichen Shen, Tena Dubcek, John Peurifoy, Scott Skirlo, Yann LeCun, Max Tegmark, and Marin Soljačić. Tunable efficient unitary neural networks (eunn) and their application to RNNs. In *International Conference on Machine Learning*, volume 70, pages 1733–1741, 2017.

[5] Kyle Helfrich, Devin Willmott, and Qiang Ye. Orthogonal recurrent neural networks with scaled Cayley transform. In *International Conference on Machine Learning*, volume 80, pages 1969–1978, 2018.

[6] Zakaria Mhammedi, Andrew Hellicar, Ashfaqur Rahman, and James Bailey. Efficient orthogonal parametrisation of recurrent neural networks using Householder reflections. In *International Conference on Machine Learning*, volume 70, pages 2401–2409, 2017.
[7] Eugene Vorontsov, Chiheb Trabelsi, Samuel Kadoury, and Chris Pal. On orthogonality and learning recurrent networks with long term dependencies. In *International Conference on Machine Learning*, volume 70, pages 3570–3578, 2017.

[8] Bo Chang, Minmin Chen, Eldad Haber, and Ed H. Chi. AntisymmetricRNN: A dynamical system view on recurrent neural networks. In *International Conference on Learning Representations*, 2019.

[9] Kehelwala DG Maduranga, Kyle E Helfrich, and Qiang Ye. Complex unitary recurrent neural networks using scaled Cayley transform. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 33, pages 4528–4535, 2019.

[10] Mario Lezcano-Casado and David Martinez-Rubio. Cheap orthogonal constraints in neural networks: A simple parametrization of the orthogonal and unitary group. In *International Conference on Machine Learning*, volume 97, pages 3794–3803, 2019.

[11] Mario Lezcano Casado. Trivializations for gradient-based optimization on manifolds. In *Advances in Neural Information Processing Systems*, pages 9154–9164, 2019.

[12] Giancarlo Kerg, Kyle Goyette, Maximilian Puellma Touzel, Gauthier Gidel, Eugene Vorontsov, Yoshua Bengio, and Guillaume Lajoie. Complex unitary recurrent neural networks using scaled Cayley transform. In *Proceedings of the AAAI Conference on Artificial Intelligence*, volume 33, pages 4528–4535, 2019.

[13] Michael Lutter, Christian Ritter, and Jan Peters. Deep lagrangian networks: Using physics as model prior for deep learning. In *International Conference on Learning Representations*, 2019.

[14] Samuel Greydanus, Misko Dzamba, and Jason Yosinski. Hamiltonian neural networks. In *Advances in Neural Information Processing Systems*, pages 15353–15363, 2019.

[15] Zhengdao Chen, Jianyu Zhang, Martin Arjovsky, and Léon Bottou. Symplectic recurrent neural networks. In *International Conference on Learning Representations*, 2020.

[16] Yaofeng Desmond Zhong, Biswadip Dey, and Amit Chakraborty. Symplectic ODE-Net: Learning Hamiltonian dynamics with control. In *International Conference on Learning Representations*, 2020.

[17] Peter Toth, Danilo J. Rezende, Andrew Jaegle, Sébastien Racanière, Aleksandar Botev, and Irina Higgins. Hamiltonian generative networks. In *International Conference on Learning Representations*, 2020.

[18] Yiping Lu, Aoxiao Zhong, Quanzheng Li, and Bin Dong. Beyond finite layer neural networks: Bridging deep architectures and numerical differential equations. In *Advances in Neural Information Processing Systems*, pages 3276–3285, 2018.
[28] Jingfeng Zhang, Bo Han, Laura Wynter, Bryan Kian Hsiang Low, and Mohan S. Kankanhalli. Towards robust ResNet: A small step but a giant leap. In *International Joint Conference on Artificial Intelligence*, pages 4285–4291, 2019.

[29] Ryan Vogt, Maximilian Puelma Touzel, Eli Shlizerman, and Guillaume Lajoie. On Lyapunov exponents for RNNs: Understanding information propagation using dynamical systems tools. *arXiv preprint arXiv:2006.14123*, 2020.

[30] Rainer Engelken, Fred Wolf, and LF Abbott. Lyapunov spectra of chaotic recurrent neural networks. *arXiv preprint arXiv:2006.02427*, 2020.

[31] N Benjamin Ericson, Omri Azencot, Alejandro Queiruga, Liam Hodgkinson, and Michael W Mahoney. Lipschitz recurrent neural networks. In *International Conference on Learning Representations*, 2021.

[32] Soon Hoe Lim, N Benjamin Ericson, Liam Hodgkinson, and Michael W Mahoney. Noisy recurrent neural networks. *arXiv preprint arXiv:2102.04877*, 2021.

[33] Andrzej Lasota and Michael C Mackey. *Chaos, fractals, and noise: stochastic aspects of dynamics*, volume 97. Springer Science & Business Media, 2013.

[34] Michael D Spivak. *A comprehensive introduction to differential geometry*. Publish or perish, 1970.

[35] Serge Lang. *Fundamentals of differential geometry*, volume 191. Springer Science & Business Media, 2012.

[36] Binbin Lin, Sen Yang, Chiyuan Zhang, Jieping Ye, and Xiaofei He. Multi-task vector field learning. In *Advances in Neural Information Processing Systems*, pages 287–295, 2012.

[37] Dominique C Perrault-Joncas and Marina Meila. Directed graph embedding: an algorithm based on continuous limits of Laplacian-type operators. In *Advances in Neural Information Processing Systems*, pages 990–998, 2011.

[38] Taco S Cohen, Mario Geiger, and Maurice Weiler. A general theory of equivariant CNNs on homogeneous spaces. In *Advances in Neural Information Processing Systems*, pages 9142–9153, 2019.

[39] Lars Mescheder, Sebastian Nowozin, and Andreas Geiger. The numerics of GANs. In *Advances in Neural Information Processing Systems*, pages 1825–1835, 2017.

[40] Hugo Berard, Gauthier Gidel, Amjad Almahairi, Pascal Vincent, and Simon Lacoste-Julien. A closer look at the optimization landscapes of generative adversarial networks. In *International Conference on Learning Representations*, 2020.

[41] Adam P Trischler and Gabriele MT D’Eleuterio. Synthesis of recurrent neural networks for dynamical system simulation. *Neural Networks*, 80:67–78, 2016.

[42] Jens Berg and Kaj Nyström. A unified deep artificial neural network approach to partial differential equations in complex geometries. *Neurocomputing*, 317:28–41, 2018.

[43] Shun-Ichi Amari. Characteristics of random nets of analog neuron-like elements. *IEEE Transactions on Systems, Man, and Cybernetics*, pages 643–657, 1972.

[44] John J Hopfield. Neurons with graded response have collective computational properties like those of two-state neurons. *Proceedings of the National Academy of Sciences*, 81(10):3088–3092, 1984.

[45] Fu-Sheng Tsung and Garrison W Cottrell. Phase-space learning. In *Advances in Neural Information Processing Systems*, pages 481–488, 1995.

[46] Theodore Frankel. *The geometry of physics: an introduction*. Cambridge University Press, 2011.

[47] Jerrold E Marsden and Tudor S Ratiu. *Introduction to mechanics and symmetry: a basic exposition of classical mechanical systems*, volume 17. Springer Science & Business Media, 2013.

[48] John Miller and Moritz Hardt. Stable recurrent models. In *International Conference on Learning Representations*, 2019.

[49] Razvan Pascanu, Tomas Mikolov, and Yoshua Bengio. Understanding the exploding gradient problem. *CoRR*, abs/1211.5063, 2:417, 2012.

[50] Mikael Henaff, Arthur Szlam, and Yann LeCun. Recurrent orthogonal networks and long-memory tasks. In *International Conference on Machine Learning*, volume 48, pages 2034–2042, 2016.

[51] Richard Sinkhorn. A relationship between arbitrary positive matrices and doubly stochastic matrices. *The Annals of Mathematical Statistics*, 35(2):876–879, 1964.
A Divergence-Free Vector Fields

One of the main foundations of our approach is the relation between vector fields and matrices. Here, we prove that divergence-free vector fields in the continuous setting are associated with skew-symmetric directional derivative operators. In what follows, we assume that the functions and vector fields attain the required properties (such as smoothness requirements) such that the following derivations hold.

\textbf{Theorem 1} \ The vector field $\mathbf{v}$ is divergence-free if and only if its operator $D_\mathbf{v}$ is skew-symmetric.

\textbf{Proof.} \ Let $\mathcal{M} = \mathbb{R}^m$ be the domain of scalar functions $f: \mathcal{M} \to \mathbb{R}$ and (tangent) vector fields $\mathbf{v}: \mathcal{M} \to T\mathcal{M}$. We denote by $\mathcal{F}$ the space of square integrable scalar functions which vanish at $\pm \infty$, $\mathcal{F} := \{ f: \int_{\mathcal{M}} |f(x)|^2 \, dx < \infty, \lim_{x \to \pm \infty} f(x) = 0 \}$, and its associated inner product by $\langle f, g \rangle_{\mathcal{M}} := \int_{\mathcal{M}} f(x) g(x) \, dx$. It is well-known that $\mathcal{F}$ admits an orthonormal functional basis $\{ \phi_j : \mathcal{M} \to \mathbb{R} \}_{j=1}^\infty$ such that

$$f(x) = \sum_j f_j \phi_j(x), \quad \text{with} \quad f_j := \langle f, \phi_j \rangle_{\mathcal{M}}.$$  \hspace{1cm} (11)

In what follows, we consider the standard differential tools on $\mathcal{M}$ such as the gradient $\nabla$ and the divergence $\nabla \cdot$. Let $D_\mathbf{v}$ be the operator associated with a divergence-free vector field $\mathbf{v}$. The operator $D_\mathbf{v}$ is defined via $D_\mathbf{v}(f)(x) := \langle \mathbf{v}(x), \nabla f(x) \rangle$ and thus $D_\mathbf{v}$ acts on the space of scalar functions, i.e., $D_\mathbf{v}: \mathcal{F} \to \mathcal{F}$. In the basis $\{ \phi_j \}$,
the elements of $D_v$ are given by
\[
(D_v)_{ij} = \int_{\mathcal{M}} \phi_i(x) \left[ v(x) \cdot \nabla \phi_j(x) \right] \, dx
\]
\[
= - \int_{\mathcal{M}} \nabla \cdot (\phi_i \, v)(x) \, \phi_j(x) \, dx
\]
\[
= - \int_{\mathcal{M}} [v(x) \cdot \nabla \phi_i(x) + \phi_i(x) \nabla \cdot v(x)] \, \phi_j(x) \, dx
\]
\[
= - \int_{\mathcal{M}} [v(x) \cdot \nabla \phi_i(x)] \, \phi_j(x) \, dx
\]
\[
= -(D_v)_{ji},
\]
where the second equality holds due to integration by parts on domains with no boundary, the third equality because of vector calculus identities, and the fourth equality uses the zero divergence assumption. Conversely, we note that the above calculation shows that if $D_v$ is skew-symmetric then $\nabla \cdot v(x) = 0$ for every $x \in \mathcal{M}$ because its projection onto the basis $\{\phi_j\}_{j=1}^\infty$ is zero for every $j$, i.e., $\langle \phi_j, \nabla \cdot v \rangle_{\mathcal{M}} = 0$.

B The Lie Algebra of Vector Field Operators

In [10], the authors parameterize the orthogonal group via the matrix exponential of skew-symmetric matrices. Their approach is advantageous as the matrix exponential and its differential can be computed efficiently. To employ a similar technique on the space of vector fields, we would need that the vector space $VF_\kappa$ is a Lie algebra. Unfortunately, while it is well-known that vector fields form a Lie algebra with the Lie bracket as a commutator in the continuous setting [46], this property does not carry over to $VF_\kappa$ as defined in Sec. 3 with the matrix commutator. The key difference is that the nonlinear terms cancel in the continuous setting since the order of differentiation can be arbitrary, whereas skew-symmetric matrices do not commute in general, and thus the nonlinear terms remain in the discrete setup. For instance,
\[
D_V = \begin{pmatrix} 0 & 1 & -1 \\ -1 & 0 & 1 \\ 1 & -1 & 0 \end{pmatrix}, \quad D_U = \begin{pmatrix} 1 & 1 & -2 \\ -1 & 0 & 1 \\ 2 & -1 & -1 \end{pmatrix}, \quad [D_U, D_V] = \begin{pmatrix} 0 & 2 & -2 \\ 0 & 0 & 0 \\ -2 & 2 & 0 \end{pmatrix},
\]
where $[D_U, D_V] = D_U D_V - D_V D_U$. It is clear that $[D_U, D_V]$ is not a directional derivative of a vector field $W \in vf_\kappa$ as it is not the sum of a skew-symmetric and diagonal matrices $D_W = R_W - T_W$. We prove the more general result we will need the following lemma.

Lemma 1 Let $R$ and $T$ be skew-symmetric and diagonal matrices, respectively. $R$ commutes with $T$ if and only if the following holds for any $i, j$. If $T_{ii} \neq T_{jj}$ then $R_{ij} = 0$.

Proof. The matrices $R$ and $T$ commute if and only if
\[
(TR)_{ij} = (T)_{ii}(R)_{ij} = (R)_{ij}(T)_{jj} = (RT)_{ij}.
\]
The above relation holds in two cases: 1) $T_{ii} = T_{jj}$, and 2) $T_{ii} \neq T_{jj}$ and $R_{ij} = 0$.

Theorem 2 There is no finite-dimension matrix Lie algebra with elements $R + T$ where $R$ is skew-symmetric and $T$ is diagonal under the standard commutator whose skew-symmetric matrices are associated with divergence-free vector fields.

Proof. Let $vf_\kappa$ be the set of vector fields. We consider any construction $VF_\kappa = \{A_V|V \in vf_\kappa\}$ of directional derivative operators such that $A_V = R_V + T_V$ with $R_V$ a skew-symmetric matrix and $T_V$ a diagonal matrix. We assume that $VF_\kappa$ forms a matrix Lie algebra with the standard matrix commutator. Then, the commutator of any two vector fields $U, V \in VF_\kappa$ reads
\[
[A_U, A_V] = (R_U + T_U)(R_V + T_V) - (R_V + T_V)(R_U + T_U) = R_U R_V - R_V R_U + R_U T_V - T_V R_U + T_U R_V - R_V T_U.
\]
The first term, $R_U R_V - R_V R_U$, is skew-symmetric as can be shown via
\[
R_U R_V - R_V R_U = R_U^T R_V^T - R_V^T R_U^T = (R_V R_U)^T - (R_U R_V)^T = -(R_U R_V - R_V R_U)^T,
\]
whereas the other two terms, $R_U T_V - T_V R_U$ and $T_U R_V - R_V T_U$ are symmetric. For instance,
\[
R_U T_V - T_V R_U = -R_U^T T_V + T_V R_U^T = (R_U T_V)^T - (T_V R_U)^T = (R_U T_V - T_V R_U)^T .
\]
Further, the diagonal part of $R_U T_V - T_V R_U$ (and similarly $T_U R_V - R_V T_U$) is zero, since $R_U$ is skew-symmetric and $T_V$ is diagonal.

The above calculation shows that $[A_U, A_V]$ is the sum of a skew symmetric matrix and two symmetric matrices. Denote by $A_{[U,V]} = [A_U, A_V] \in V F_\kappa$, and let $A_{[U,V]} = R_{[U,V]} + T_{[U,V]}$ be its decomposition into skew-symmetric and diagonal matrices. Then, based on the arguments above, we have that $T_{[U,V]} = 0$, and hence, according to our assumption, $A_{[U,V]}$ represents a divergence-free field and is skew-symmetric. This holds if the symmetric matrix $Z = R_U T_V - T_V R_U + T_U R_V - R_V T_U$ is zero. We note that if both $V$ and $U$ are divergence-free, then $Z = 0$.

However, not all vector fields in $vf_\kappa$ admit the above structure. We conclude that both $V$ and $U$ are not divergence-free and the individual components are not zero. Then, to satisfy $Z = 0$, we have that
\[
(R_U)_{ij}((T_U)_{ii} - (T_V)_{jj}) = (R_U)_{ij}((T_V)_{ii} - (T_V)_{jj}) .
\]
However, similar to the previous cases, we obtain that $V$ depends on $U$ (and vice versa) to yield a zero $Z$ matrix, but not all vector fields in $vf_\kappa$ admit the above structure. We conclude that $VF_\kappa$ is not a Lie algebra as it voids the closure property.

C Differential Geometry in Latent Space

The main challenge in discretizing Eq. (2) is that the topology (connectivity) of the latent domain and its differential structure are unknown, unlike triangle meshes where this information is available \[55\]. For simplicity, we assume that the underlying $\kappa$-dimensional domain is fully connected with no self-edges. In what follows, we motivate our choices for the operators involved in Eqs. (7), (8), and (9). In practice, the choice of the grad operator affects the discretizations of $\text{div}$ and $D_V$ as well. For the gradient $\text{grad} h : \mathbb{R}^\kappa \to \mathbb{R}^{\kappa \times \kappa}$, we simply take the (forward) finite differences between the current node and its neighboring (all other) nodes. Formally,
\[
(\text{grad} h)_{ij} = h_i - h_j , \quad i, j = 1, 2, ..., \kappa .
\]
(12)

Now, to construct a divergence operator we may propose an independent discretization. However, it is beneficial that the gradient and divergence satisfy a discrete integration by parts property (see e.g., the proof for Thm 1). Namely, we require that
\[
\text{vec}(V)^T \text{vec}(\text{grad} h) + (\text{div} V)^T h = 0 ,
\]
(13)
for every vector $h \in \mathbb{R}^\kappa$ and vector field $V \in vf_\kappa$. The combination of Eq. (12) and Eq. (13) leads to the following definition of the divergence of a vector field $v$, i.e.,
\[
(\text{div} V)_i = \sum_{j=1}^{\kappa} V_{ji} - V_{ij} .
\]
(14)

The above definition has a very intuitive interpretation as we sum over the contributions of each of the incoming and outgoing edges related to node $i$. Finally, given $h$ and $V$, we want the discrete $D_V h$ to respect as many properties as possible of its continuous version, including the relation between divergence-free vector fields and skew-symmetry of the directional derivative. Thus, we arrive at
\[
(D_V h)_i = \sum_j (V_{ij} - V_{ji})(\text{grad} h)_{ij}
= \sum_j (V_{ij} - V_{ji})(h_i - h_j)
= \left( \sum_{j=1}^{\kappa} (V_{ij} - V_{ji}) \right) h_i - \sum_{j=1}^{\kappa} (V_{ij} - V_{ji})h_j .
\]
(15)

As the above formulation is the same for every $h$, we extract the definition of $D_V$ and obtain Eq. (9). We emphasize that the diagonal of $V$ does not play a role in $D_V$, and thus we consider these elements to be zero.
It is straightforward to show that the set $\mathcal{VF}_\kappa = \{\mathcal{D}_V | V \in \mathcal{VF}_\kappa\}$ forms a vector space with the usual addition of matrices and multiplication by a scalar, the inverse element is $-\mathcal{D}_V = \mathcal{D}_{-V}$, and the identity element is the zero matrix. Moreover, it is immediate from Eq. (15) that $\mathcal{D}_V$ is a linear operator such that $\mathcal{D}_V c = 0$ where $c$ is a constant vector. Unfortunately, elements in $\mathcal{VF}_\kappa$ do not satisfy the Leibniz rule, i.e.,

$$[\mathcal{D}_V (f \cdot g)]_i = \sum_j (V_{ij} - V_{ji})(f_i g_j - f_j g_i)$$

$$\neq \sum_j (V_{ij} - V_{ji})(2f_i g_j - f_j g_j - f_i g_j)$$

$$= [\mathcal{D}_V (f) \cdot g + f \cdot \mathcal{D}_V (g)]_i,$$

for general $f, g \in \mathbb{R}^\kappa$ and $V \in \mathcal{VF}_\kappa$. For instance, if $\kappa = 2$, we have that $f = (1, 0)^T, g = (0, 1)^T$ with $V = [0, 1; 2, 0]$ leads to $\mathcal{D}_V (f \cdot g) = 0$, whereas $\mathcal{D}_V (f) \cdot g + f \cdot \mathcal{D}_V (g) = (1, -1)^T$. Thus, the above discretization (15) of the directional derivative is not compatible with the continuous case with respect to the Leibniz rule.

D Properties of Directional Derivative Operators

**Proposition 1** Let $\mathcal{D}_V \in \mathcal{VF}_\kappa$. Then $\mathcal{D}_V$ is normal and has imaginary spectrum if $(\text{div } V) = 0$.

**Proof.** Let $V \in \mathcal{VF}_\kappa$. It immediately follows that if $(\text{div } V)_i = 0$ for every $i$, then $\mathcal{D}_V$ is skew-symmetric and thus has an imaginary spectrum. Consequently, it is also normal since a real-valued matrix $A$ is normal if $A^T A = A A^T$ and we have $\mathcal{D}_V^T \mathcal{D}_V = -\mathcal{D}_V^T \mathcal{D}_V = \mathcal{D}_V \mathcal{D}_V^T$. More generally, $\mathcal{D}_V$ is normal if and only if it can be permuted into a block-diagonal matrix with each block having a constant divergence.

$$\mathcal{D}_V^T \mathcal{D}_V = (R_V - T_V)^T (R_V - T_V) = -R_V^2 - T_V^2 + R_V T_V + T_V^2,$$

$$\mathcal{D}_V \mathcal{D}_V^T = (R_V - T_V) (R_V - T_V)^T = -R_V^2 + T_V^2 - R_V T_V + T_V^2.$$

Therefore, it follows that $\mathcal{D}_V$ is normal if $A = -A$ where $A = T_V R_V - R_V T_V$, which holds when $A = 0$, i.e., $T_V$ and $R_V$ commute, and we can apply Lemma [1] to obtain the result.

**Proposition 2** Let $\mathcal{D}_V \in \mathcal{VF}_\kappa$. Then $\mathcal{C}_V$ is stable if $(\text{div } V)_i \leq 0$ for every node $i = 1, 2, ..., \kappa$.

**Proof.** Let $x \in \mathbb{R}^\kappa$ and $j \in \{1, 2, ..., \kappa\}$. We assume that $\text{div}(V)_i \leq 0$ for every $i$, and we want to show that the real part of the eigenvalues of $\text{Re}(\lambda_j(\mathcal{C}_V)) \leq 1$. First, we observe that $-x^* \mathcal{D}_V x \leq 0$, since

$$-x^* \mathcal{D}_V x = x^* (T_V - R_V) x = x^* T_V x \leq 0,$$

where the second equality holds for any skew-symmetric matrix $R_V$, and the third inequality follows from the non-positive pointwise divergence. Now, let $w_j$ be the eigenvector associated with the eigenvalue $\lambda_j(\mathcal{D}_V)$. It follows that

$$\lambda_j(\mathcal{D}_V) |w_j|^2 = w_j^* \lambda_j(\mathcal{D}_V) w_j = w_j^* \mathcal{D}_V w_j \geq 0.$$

Therefore, $\text{Re}(\lambda_j(\mathcal{D}_V)) \geq 0$, which is equivalent to the constraint $\text{Re}(\lambda_j(\mathcal{C}_V)) = \text{Re}(1 - \tau \lambda_j(\mathcal{D}_V)) \leq 1$, for any $\tau \geq 0$.

E Results for the Copy task

The copy challenge was first proposed in [53] to evaluate the memory capabilities of sequence models. During the training, input and output sequences of length $T + 2K$ are randomly generated with respect to an alphabet of size $L$. For instance, an input-output pair for $T = 10$, $K = 5$, $L = 9$ could take the following form

Input: 92836--------
Output: ----------------92836

Namely, the network goal is to memorize the first $K$ characters and to output them starting at the colon mark while ignoring the in-between $T$ hyphens. The loss function for this task is the cross entropy. Choosing at random the last
Table 4: We set the hidden state size to 128 across all models and measure their cross entropy loss and accuracy results. We also list the number of trainable parameters per model.

| Method   | CEL    | Accuracy | #params |
|----------|--------|----------|---------|
| RNN      | 9.5e−2 | 16%      | 19k     |
| uRNN [2] | 3.5e−3 | 99%      | 6.5k    |
| euRNN [4] | 2.1e−3 | 99%      | 18.9k   |
| fcuRNN [3] | 1.6e−3 | 99%      | 10.6k   |
| expRNN [10] | 3.5e−6 | 100%     | 10.6k   |
| nnRNN [12] | 3e−4   | 100%     | 43.6k   |
| Ours     | 2.1e−2 | 95%      | 11k     |

$K$ characters yields a baseline cross entropy loss of $K \log(L)/(T + 2K)$. Our experiments focus on the setting, $T = 200, K = 10, L = 9$.

We show the cross entropy loss (CEL) and accuracy results we obtain for this task in Table 4. The hidden size is fixed to 128 units and thus we also list the number of trainable parameters per model. We note that while our approach achieves a loss value which is relatively high, the obtained accuracy is comparable to all other unitary RNNs. Specifically, our model attains $\approx 95\%$, whereas expRNN yields 100% accuracy. In comparison, a vanilla RNN fails on the copy task, and it obtains $\approx 16\%$; this result is consistent with previous studies, e.g., [2].

Finally, as this task requires evolution matrices that are (approximately) unitary, we used a midpoint integration rule instead of the explicit Euler step in Eq. (5), namely, given a $V \in \text{vf}_\kappa$ we compute

$$C_V = \left( I + \frac{\tau}{2} D_V \right)^{-1} \left( I - \frac{\tau}{2} D_V \right).$$

(16)

Using an inverse computation during backpropagation naturally increases the computational complexity of our method. In this case, the computational demands are similar to other orthogonal methods such as [5, 9].

\section{Hyperparameters for lvfRNN}

We detail in Table 5 the various hyperparameters used to train our latent vector field model on the tasks described in Sec. 5. We denote by $\kappa$ the size of the hidden layer, $l$ is the number of stacked recurrent layers [59], $\sigma$ is the nonlinearity per Eq. (6), opt denotes the optimizer which is Adam [60] in all cases, LR and LR decay are the learning rate and learning rate decay, respectively, clip and dropout are implemented as described in [61] and [62], respectively, $\tau$ is the time step per Eq. (5), and $\lambda$ is the parameter which balances between the task’s loss and the deviation from zero divergence, see Sec. 4.3.

Table 5: The hyperparameters used for lvfRNN to obtain the results we reported in the main text.

| Task     | $\kappa$ | $l$ | $\sigma$ | opt      | LR  | LR decay | clip | dropout | $\tau$ | $\lambda$ |
|----------|----------|-----|----------|----------|-----|----------|------|---------|--------|-----------|
| Copy (200) | 128      | 1   | modrelu  | Adam     | 1e−4 | 1        | −1   | 0       | 15     | 0         |
| JSB      | 300      | 3   | tanh     | Adam     | 1.5e−3 | 0.5      | 15   | 0.3     | 1      | 0         |
| MuseData | 300      | 3   | tanh     | Adam     | 1e−3   | 0.5      | 20   | 0.2     | 3      | 0         |
| PTB (150) | 1400     | 1   | tanh     | Adam     | 2e−3   | 0.5      | −1   | 0       | 5      | 0.1       |
| TIMIT    | 255      | 2   | tanh     | RMSprop  | 3e−4   | 1        | 15   | 0       | 2      | 0.2       |