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Advances over the past decade have presented new avenues to achieve control over material properties using intense pulses of electromagnetic radiation, with frequencies ranging from optical (approximately 1 PHz, or $10^{15}$ Hz) down to below 1 THz ($10^{12}$ Hz). Some of these new developments have arisen from new experimental methods to drive and observe transient material properties, while others have emerged from new computational techniques that have made nonequilibrium dynamics more tractable to our understanding. One common issue with most attempts to realize control using electromagnetic pulses is the dissipation of energy, which in many cases poses a limit due to uncontrolled heating and has led to strong interest in using lower frequency and/or highly specific excitations to minimize this effect. Emergent developments in experimental tools using shaped X-ray pulses may in the future offer new possibilities for material control, provided that the issue of heat dissipation can be resolved for higher frequency light.

1 Introduction

The idea of using intense pulses of light to control the outcome of chemical reactions has been a subject of active interest for some time, and in fact has been a prominent subject of several past Faraday Discussions (FD 113 and FD 153). Here, the core idea is that for at least some kinds of chemical processes, it is possible to use appropriately tailored electromagnetic radiation to influence the outcome in some way, which usually relies on the persistent coherence of excited electronic states in the molecules involved. While this work on chemical processes has yielded important new insights and potential applications,¹-³ the rapid energy redistribution and decoherence of electronic states observed in most molecular systems has presented challenges.⁴

In view of this, it might seem problematic to extend the idea of light-driven control to solid-state materials, where the size of the system becomes much larger than the small molecules that have been most amenable to coherent
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control in chemistry. While this might be true in many cases, in materials where there is already in equilibrium strong competition between incompatible ordering mechanisms, a tiny nudge toward one direction can produce outsized effects. One example of such a competition is between superconductivity and charge or spin order in many unconventional superconductors, which in equilibrium results in complex phase diagrams.\(^5\)\(^6\) Another is the related phenomenon of charge density waves, which results also in solid–solid phase transitions from a competition between vibrational and electronic energies.\(^7\) In other cases, emergent many-body effects can lead to surprisingly long coherence times that can in principle be exploited for control.\(^8\) Electronic coherence may not even be necessary for some control concepts, as long-lived vibrational coherences can also be manipulated by appropriately shaped light.\(^9\)

Recent methodological advances over the last few decades have now made possible the first explorations of these possibilities. One important development is the advent of intense sources of short-pulse radiation in the THz and mid-infrared ranges.\(^10\)\(^11\) There are several reasons why this is useful for the control of materials. For insulators and semiconductors, excitation at low frequencies can be used to drive specific dipole-active excitations without the delivery of a significant amount of energy density to delocalized electronic states. If the driven excitations couple in some way to a change in order, this may be used to change this order with minimal uncontrolled heating of the material. In materials where several different excitations couple to the desired material control parameter, it may be more efficient and less damaging to drive the excitation with the lowest energy. In yet other materials, such as Mott insulators, sufficiently high electric fields can drive a phase transition; high intensity quasi-single-cycle THz-frequency pulses may offer a way to achieve this on sub-picosecond time-scales.\(^12\) In superconductors, nonlinear interactions in the THz frequency range make it in principle possible to excite the Higgs mode, an oscillation of the amplitude of the superconducting order parameter.\(^13\)

Another important enabling technology is the development of experimental methods to study transient material properties on femtosecond and picosecond time scales. Both electron and X-ray diffraction have now been successfully extended to achieve femtosecond time resolution in pump–probe experiments, offering the possibility to observe directly transient structural changes on atomic length scales.\(^14\)\(^19\) In parallel to this, angle-resolved photoemission (ARPES) is also now an established tool for the direct measurement of electronic structure.\(^20\)\(^22\) Taken together, these methods are a unique tool for observing and understanding the interactions of the lattice, charge and spin degrees of freedom in materials, which is essential for the development and validation of light-driven control mechanisms.

In parallel to this experimental work, there have also been significant advances in theoretical concepts and computational tools for understanding the potential for material control with light. For molecular solids, new methods to approximate the rates of intersystem crossing have been developed and applied.\(^23\)\(^24\) The phenomenon of nucleation and growth of a new phase in a molecular crystal was also successfully modeled using coupling between localized electronic excitations and vibrational modes, both showing the importance of vibrational coupling in molecular crystals and providing an indication of how to treat such phenomena more generally.\(^25\) In strongly correlated systems, an important new tool is the
extension of dynamical mean field theory to nonequilibrium cases, which has allowed for fundamental study of nonequilibrium phenomena in quantum materials. On a more applied level, there have also been several developments in applying density functional theory to the study of several phenomena that have been observed experimentally, including ionic Raman scattering (also called nonlinear phononics) and interactions between spins and time-dependent polarizations that arise from particular coherent vibrational motions.

Here, I give a brief overview of selected aspects of light-driven material control research, with an emphasis on topics discussed in papers in this Faraday Discussion. As an organizing principle, I separate potential control schemes by the initial mechanism of light–matter coupling. First, I discuss control via the driving of electronic transitions, which has to date been the most experimentally studied mechanism for material control. Then, I discuss possibilities for control using the direct excitation of vibrations with light, made possible with intense radiation at lower frequencies in the mid-infrared and THz ranges. Next are analogous studies where magnetic or hybrid magnetic-vibrational excitations are driven. Lastly, I talk about some other control schemes where the electric field of an intense laser pulse initiates some change to a material that is not included in the previously discussed categories. In all cases, I indicate some of the key factors relevant to current and future work in the area.

# 2 Control using electronic transitions

One of the most actively investigated mechanisms for material control is the direct excitation of electric-dipole active electronic transitions. These transitions can have very high cross sections and are often accessible at near-optical wavelengths, and so are a relatively easy way to deliver a considerable amount of energy density into a material. Depending on the interactions of either the initial or final electronic state with other excitations in the material, this initial electronic excitation can then lead to other changes to the material. An understanding of the interactions of the excited electronic transition with the full array of other electronic and vibrational excitations are often needed to predict how the material can respond.

A very general phenomenon and a prominent example of this is the generation of coherent vibrational excitations via electron–phonon coupling, often called “coherent phonons” in the literature when discussing crystalline materials. Coherent phonon generation is often described as having two “mechanisms”: impulsive stimulated Raman scattering or displacive excitation. This is not strictly accurate, since in both cases the microscopic mechanisms are very similar, but the resulting dynamics manifest in different forms. In general, a particular electronic state transition can drive coherent oscillations of a vibrational mode if the state change causes a shift of the local minimum of the potential energy along the vibrational mode coordinate.

Fig. 1 presents a simplified view of how coherent phonons are generated in both the impulsive and displacive limits. For a light pulse with a duration much shorter than the vibrational period, the lifetime of the electronic states populated by the light interaction relative to the period of the vibration changes the form of the dynamics. If the lifetime is very short compared to the light pulse duration, the potential energy shift occurs only during the light pulse interaction. This
results in an effective force along the vibrational mode coordinate that is impulsive in nature, leading to coherent oscillations with a sine-like phase around the initial equilibrium structure. This is the limit that corresponds to impulsive stimulated Raman scattering. If instead the electronic state (or in some cases, collections of excited states) that causes the potential energy shift has a long lifetime compared to the period of vibration, the resulting effective force is step-like. This leads to coherent oscillations about the shifted potential energy minimum with a cosine-like phase. This limit is called displacive excitation. In a more general case (where the state lifetime is neither very short nor very long
compared to the vibrational period), the phase of the oscillation is somewhere in between. It is also possible to drive similar dynamics in the variance of the vibrational coordinate by exciting electronic states that change the frequency of vibrational modes, a phenomenon sometimes called phonon squeezing due to similarities with light squeezing in quantum optics.\textsuperscript{33–35} Tracking such dynamics using diffuse X-ray scattering is in fact a newly developed method to determine electron–phonon coupling and phonon dispersion in strongly photoexcited materials, a method called Fourier transform inelastic X-ray scattering.\textsuperscript{36}

A class of systems where these dynamics play a key role is molecular spin-crossover materials,\textsuperscript{37} which serves as one key example of light-driven material control. The spin-crossover phenomenon refers to a change in the spin state of a 3d-transition metal ion component by changing the temperature, pressure or photoexcitation. The typical photoexcitation pathway, depicted in Fig. 2, involves an initial excitation into a manifold of so-called MLCT (metal-to-ligand change transfer) states which, as the name suggests, involves a shift of charge density from the ion to a nearby ligand. This MLCT manifold then relaxes to a high-spin state. Due to the rapidity of these decay processes, the local structure of the metal–ligand complex does not coincide with a local minimum of the interatomic potential energy surface in the excited high-spin electronic state. This results in an elongation of the metal–ligand bond distance, which ends up effectively trapping the ion in a metastable configuration.\textsuperscript{38} In crystalline materials, the structural component of the transition results in cooperative structural transformations over multiple length and time scales, which are possible to resolve
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**Fig. 2** Configuration-coordinate diagram for photoexcited Fe(bpy)\textsubscript{3}, one example of a spin-crossover molecule. The transition to a high-spin electronic state of the Fe ion occurs via a higher energy MLCT state that is directly excited by the absorption of a visible or UV photon. Reprinted with permission from ref. 40 [Gawelda et al., *Phys. Rev. Lett.*, 2007, 98, 054401]. Copyright 2007 by the American Physical Society.
using a variety of methods, including time-resolved microscopy, diffraction and spectroscopy.\textsuperscript{39} Note also that typically a large fraction of the energy initially deposited by the excitation is dissipated during the relaxation process, resulting in an increase in the effective temperature of the metastable state relative to the initial low-spin state, which also has an influence on the structure.

Control has also been explored in materials with more delocalized electronic states. In semiconductors, excitation can result in the formation, destruction or modulation of excitons (bound pairs of electrons and holes) that can be tracked using ultrafast spectroscopy.\textsuperscript{41–43} As with the molecular solids, electron–phonon coupling often strongly affects the dynamics.\textsuperscript{44} In some low-dimensional metals, another manifestation of electron–phonon coupling is the formation of charge density waves (CDWs), a periodic modulation of the charge and an associated lattice distortion that results in the formation of a gap in the electronic density of states at the Fermi energy. Photon-driven electronic excitation across the CDW band gap shifts this balance, leading to displacive excitation of the amplitude mode of the distortion or, at higher excitation levels, a transient phase change to an unmodulated “melted” state observable by optical spectroscopy and X-ray diffraction.\textsuperscript{45–49} Electronic excitation has also been used to drive other kinds of structural symmetry changes in various materials.\textsuperscript{50,51}

Another new development in this arena is the interest in Higgs mode spectroscopy of superconductors, recently stimulated due to the ability to generate intense THz pulses suitable for nonlinear interactions at low frequencies.\textsuperscript{53} The Higgs mode in superconductors refers to an oscillation of the amplitude of the complex-valued superconducting order parameter. The name of the mode is derived from a mathematical analogy to the Higgs mechanism in particle physics. The Higgs mode carries no charge moments, and so usually does not couple to light in any linear-response regime. It is also a very low energy excitation that exists in the THz frequency regime. It can be shown that the Higgs mode can in some circumstances contribute to an enhancement of third-harmonic generation for THz frequency pulses when the THz frequency is half of the superconducting pair energy gap, and experimental evidence for such an enhancement has been observed in both BCS and cuprate superconductors.\textsuperscript{89–91} An alternative method that has been proposed to excite and observe the Higgs mode is to use pump–probe THz methods to very suddenly disrupt (“quench”) the pairing interactions by using a THz pulse to inject quasiparticles near the superconducting gap, leading to a change of the free energy as a function of the amplitude of the condensate. This can then launch coherent oscillations of the Higgs mode that can be observed as a modulation of the reflectance of a probe (see Fig. 3). Such an experiment was performed by Matsunaga \textit{et al.}, which indeed observed coherent oscillations at the Higgs mode frequency in a BCS superconductor.\textsuperscript{88}

It is also possible to strongly control magnetic order in materials using electronic excitation. One of the earliest and still much discussed phenomena is ultrafast demagnetization, reported first by Beaurepaire \textit{et al.}\textsuperscript{52} Intense electronic excitation of several different ferromagnetic transition metals and alloys results in a rapid drop of the magnetization density on a time scale of tens of femtoseconds.\textsuperscript{53,54} The precise mechanism in all observed cases is still under debate but appears to be a combination of rapid spin transport\textsuperscript{55} and spin-flip scattering with phonons\textsuperscript{56} that occurs during the extremely high transient electron temperatures caused by laser heating of the conduction electrons. Ultrafast X-ray scattering
measurements have demonstrated that a significant fraction of the angular momentum of the spins in laser excited iron is transferred to the lattice in the form of transverse strain launched from the surface.\(^{57}\)

A related phenomenon observed in some metallic ferrimagnetic systems with a magnetic compensation point is all-optical switching of the net magnetization.\(^{58,59}\) In these materials, it is possible to understand the switching dynamics as primarily driven by changes in the transient temperature of the metal that occur in response to short pulse excitation. This was first observed in the FeGdCo alloy,\(^{60}\) an amorphous alloy where the Gd and FeCo spins are antiferromagnetically coupled. At room temperature, the magnetic moment contributed by the Gd is smaller and the alloy has a net magnetization along the direction of the FeCo. The sudden heating of the electrons by light-pulse excitation causes a faster and larger demagnetization of the Fe component, resulting in a transient net magnetization aligned to the Gd component. During the slow cooling of the system, angular momentum conservation within the spin system then leads to a reversal of the total ferrimagnetic order relative to the initial configuration.

---

Fig. 3  THz-driven switching in the canted antiferromagnet TmFeO\(_3\). (a) The structure of TmFeO\(_3\), showing the sublattice spin orientations and the direction of the net magnetic moment. (b) A sketch of the magnetic potential energy and spin dynamics for low (blue) and high (red) field excitations. (c) Measured dynamics of the Faraday rotation angle, an experimental measure of the spin angle orientation. (d) Amplitude of the Fourier transform of the data in panel c. (e) Simulated behavior of the long-lived offset in the Faraday rotation as a function of the excitation level for two alignments of the near-infrared probe (red circles and red spheres). The difference at high fields is a consequence of the metastable transfer of spins over the potential energy barrier. Reprinted with permission from Nature\(^{65}\) [Schlauderer et al., Temporal and spectral fingerprints of ultrafast all-coherent spin switching]. Copyright 2019 Springer Nature.
It is also possible to excite coherent spin dynamics in magnetically ordered systems in a manner analogous to the excitation of coherent vibrational dynamics. This has been of particular interest recently in antiferromagnetic systems, which have attracted interest for their potential for fast dynamics not limited by angular momentum conservation.61,62 One example is offered by the orthoferrites, where electronic excitation can launch spin dynamics by inducing a sudden transient change to the magnetic anisotropy that determines the orientation of the sublattice magnetisations.63 In a semi-classical treatment, the Lagrangian for antiferromagnetic dynamics contains a term mathematically analogous to the kinetic energy of a massive particle in a simple harmonic oscillator, and thus shows inertial motion that can be exploited to achieve actual switching of the magnetic order in response to the impulsive excitation of coherent magnetic dynamics.64

The manipulation of magnetic anisotropy is another means to control materials with a non-zero net magnetic moment, as has been demonstrated by exciting d–d transitions in insulating ferrimagnetic garnets, where the dissipation of energy into general heating is very low compared to similar switching in metallic systems.66 This can also be extended to very low frequencies. The orthoferrite TmFeO$_3$ is an antiferromagnet with a small ferromagnetic spin canting.67 By strong near-field enhancement of an electromagnetic pulse in the THz frequency range, Schlauderer et al. were able to demonstrate coherent switching of the ferromagnetic orientation via excitation of the local electronic states of the Tm$^{3+}$ ions (see Fig. 3).65 The idea that such low energy excitations can be effectively exploited to achieve ferromagnetic switching is highly promising, since this appears to approach a minimal dissipation limit for such control schemes.

3 Control by vibrational excitations

For material control where a structural coordinate is either an order parameter or strongly coupled to an order parameter, the direct excitation of vibrations with electromagnetic fields can offer an attractive alternative. If the order parameter itself happens to couple directly to the electromagnetic radiation, it may be possible to very directly drive some metastable change. An example of this would be soft-mode structural ferroelectrics, with typical soft mode frequencies in the THz frequency range. Time-resolved X-ray diffraction experiments have been applied to directly measure such dynamics.68,69 Appropriately shaped and timed THz pulses have been predicted as a means to drive domain reversal.70 In SrTiO$_3$, there is evidence that very high transient THz fields can drive the structure to a metastable ferroelectric state, possibly via a soft mode excitation, which has been inferred from time-resolved measurements of second harmonic generation.71

In other materials, it may not be possible to directly affect the order parameter with electromagnetic radiation, but it is nevertheless coupled nonlinearly to particular vibrational modes that it is possible to drive directly, usually at frequencies ranging from 1–40 THz. This is broadly known as nonlinear photonics, which has been extensively reviewed elsewhere.73 Analogously to electron–phonon driven mechanisms for coherent phonon generation, it is also possible to drive coherent vibrational modes by exciting high frequency vibrational modes with appropriate symmetry.72,74 To illustrate the basic idea, assume that the
interatomic potential energy can be written as a function of two coupled normal mode coordinates as

\[ V(Q_R, Q_{IR}) = \frac{1}{2} \omega_R^2 Q_R^2 + \frac{1}{2} \omega_{IR}^2 Q_{IR}^2 + a Q_R Q_{IR}^2, \]  

(1)

where \( Q_R \) is the coordinate of a Raman-active mode with frequency \( \omega_R \), \( Q_{IR} \) is the coordinate of an infrared-active mode with frequency \( \omega_{IR} \), and \( a \) is a coupling constant. If we rewrite this as

\[ V(Q_R, Q_{IR}) = \frac{1}{2} \omega_R^2 Q_R^2 \left( Q_R + \frac{a}{\omega_R^2} Q_{IR}^2 \right)^2 + \frac{1}{2} \omega_{IR}^2 Q_{IR}^2 - \frac{a^2 Q_{IR}^4}{2 \omega_R^2}, \]  

(2)

it is evident that the \( a Q_R Q_{IR}^2 \) nonlinear coupling term appearing in eqn (1) can be considered as causing a shift in the minimum of the potential energy with respect to \( Q_R \) by an amount \(-a Q_{IR}^2 / \omega_R^2\). In the case where \( \omega_{IR} \gg \omega_R \), the dynamics of the \( Q_R \) coordinate can be described by an effective potential energy that is displacively shifted from equilibrium by \( \Delta Q_0 = -a Q_{IR}^2 / \omega_R^2 \) (see Fig. 4). A more generalized version of this concept has been applied to explain experiments observing ferroelectric polarisation dynamics in LiNbO\(_3\), where optical second harmonic generation was used to infer a transient reversal of the polarisation.\(^{75}\)

A variety of material phase transitions using nonlinear phononics have been reported. One early example is the driving of an insulator–metal transition in a manganite by vibrational excitation, which was interpreted as a nonlinear phononics phenomenon.\(^{76}\) A later example of a similar phase transition was

---

**Fig. 4** Displacive excitation of coherent phonons using vibrational excitation and nonlinear vibrational coupling. (a) Potential energy as a function of a Raman-active phonon mode with coordinate \( Q_R \) for different fixed values of a driven infrared coordinate \( Q_{IR} \). The blue curve shows the \( Q_{IR} = 0 \) potential energy relation, while the grey curves are fixed non-zero values of \( Q_{IR} \) with shifted minima due to \( a Q_R Q_{IR}^2 \) coupling. (b) Measured anisotropic reflectivity changes in La\(_{0.7}\)Sr\(_{0.3}\)MnO\(_3\) due to coherent excitation of an \( E_g \) mode via driving of a high-frequency \( E_u \) mode. (c) Corresponding changes in X-ray diffraction from the (201) lattice planes, demonstrating unambiguously the displacement of the \( E_g \) mode coordinate. Panels (b) and (c) are reprinted from ref. 72 (Först et al., Displacive lattice excitation through nonlinear phononics viewed by femtosecond X-ray diffraction, *Solid State Commun.*, 2013, 169, 24). Copyright 2013, with permission from Elsevier.
explained instead by a more direct nonlinear coupling between an excited mode and the electronic band gap. It is also possible to destroy electronic and magnetic ordering using vibrational excitation, in a manner qualitatively similar to electronic excitation. Nonlinear phononics is also a promising mechanism to explain experiments on cuprates where the resonant excitation of selected vibrational modes has been shown to enhance spectroscopic signatures of superconductivity. Similar excitations have been shown to enhance superconducting transport in other materials as well, although it is not at present clear whether nonlinear phononics or some other mechanism leads to the enhancement of the superconducting order in general.

Much of the interest in using the excitation of vibrational modes to control materials is connected to the idea that such a mechanism can lead to more selective deposition of energy into the system, minimizing possibly undesirable heating that inevitably leads to a state of higher entropy. Typical experiments nevertheless require very high intensities for the stimulating pump pulse, which can also drive nonlinear optical processes that compete with the excitation of the vibrational mode and can lead to undesirable nonspecific excitations. It is probably still necessary in most cases to carefully select materials that are amenable to such control by seeking situations where strongly competing orders already exist in equilibrium and can be rebalanced via specific structural distortions.

4 Driving magnetic and hybrid vibrational–magnetic excitations

It is also possible to use the magnetic field component of pulsed radiation to drive magnetic excitations via magnetic dipole interactions, although due to the relative weakness of the magnetic Zeeman interaction, this usually leads to fairly
weak perturbations compared to other control methods. The use of broadband single-cycle THz pulses to drive and control the amplitude of coherent antiferromagnetic spin excitations has been demonstrated in NiO.\textsuperscript{85} In this work, Kampfrath \textit{et al.} estimate that peak magnetic fields of more than 10 T are needed to drive dynamics out of the linear regime, which would imply peak electric fields on the order of $3 \text{ GV m}^{-1}$, where many gapped materials experience strong nonlinear electronic interactions from effects like Zener tunneling that lead to massive Joule heating from field-generated carriers.\textsuperscript{86} It might therefore be quite challenging to exploit Zeeman interactions for magnetization control into new metastable configurations for general magnetic systems.

An alternative is to drive hybrid excitations of spin and vibration, where the vibrational component confers an electric dipole moment that can more strongly couple to the light. These are called electromagnon modes and appear in several materials, including some multiferroics. One example is TbMnO\textsubscript{3}, where Mochizuki \textit{et al.} predicted that intense THz pulses with peak field strengths on the order of $1 \text{ GV m}^{-1}$ can lead to persistent switching of the antiferromagnetic order. Ultrafast magnetic X-ray scattering measurements of similar THz-induced motion validated the basic idea that such pulses can drive large amplitude coherent electromagnons in this material (see Fig. 5), and suggested that even more moderate peak fields of 200 MV m\textsuperscript{-1} could lead to spin reorientations to new metastable configurations.\textsuperscript{87} While fields this high might also lead to transient temperature increases \textit{via} Joule heating, the fields are considerably lower than those that would be needed for similar effects from Zeeman coupling.

5 \hspace{1em} Electric-field-driven control

In recent years there has been discussion of several mechanisms for transient electric-field-driven control of materials that do not fit neatly into any of the
previous categories. One is the concept of using periodic electric fields to create Floquet states in materials, steady-state solutions to a periodically time-dependent Hamiltonian. Much recent discussion, mostly on the theory side, has focused on the question of whether it is possible to “engineer” new kinds of quantum order in periodically driven materials.92 Experimental verification of this idea in real materials is fairly sparse, although there are claims of evidence for some phenomena related to Floquet states, such as dynamical localization93 and the formation of Floquet–Bloch bands seen in ARPES.94 One challenge here is again the fact that to see sizable changes, very large electric field amplitudes may be required. While in gapped systems with minimal impurities it may be possible to operate at a frequency where linear interactions of the electric field with the material are negligible, at high fields, nonlinear field-driven effects other than the periodic modulation needed for Floquet engineering may appear and lead to unwanted effects. Even in idealized systems used in simulations, the dissipation and thermalization of energy is a serious issue, although in some cases may be manageable.95–97

The advent of extremely short, sub-femtosecond pulses generated by high-harmonics of ultrafast lasers98 or free-electron lasers99 has also offered new opportunities for studying field driven phenomena in materials at near-optical frequencies.100,101 Experiments in this regime are highly challenging, but offer a potential opportunity to study and even guide pure charge dynamics on nanometer length scales.

On the other extreme end of the frequency spectrum, there are some methods of material control where quasi-static electric fields have been shown to drive material transformations. There has recently been interest in exploring the time scale of these transformations, which is now possible using quasi-half-cycle THz radiation.102 In several materials, including Mott insulators, fast changes in conductivity in response to intense THz pulses have been observed.12,103,104 The mechanisms for these changes are not in all cases well understood, but one plausible idea is that the intense electric field causes the excitation of electrons across the Mott gap by a phenomenon analogous to Zener tunneling in semiconductor junctions,105 followed by avalanche ionization and Joule heating from the subsequent acceleration of carriers in the THz electric field.12 This causes a highly inhomogeneous heating along thin fibrous regions of the material aligned to the electric field of the THz pulse. The expansion of the heated fiber and the compression of the surrounding material may lead to the metastable metallization of portions of the material.

6 Conclusions

In this introductory overview for this Faraday Discussion, I have tried to give a unified framework for the diverse methods currently being pursued for material control. One common theme in many aspects of this research is the role of the thermalization of the energy deposited from light–matter interaction. Sometimes, this thermalization process is desirable, for example when the goal is to drive the material into a higher entropy state. This is the case for the melting of charge density waves or ultrafast demagnetization. This photoinduced state is not necessarily identical to a state obtained by a conventional increase of the temperature, since some thermally driven changes, such as lattice expansion, can
take much longer than the thermalization of other degrees of freedom. The exact path to thermalization might also result in the trapping of the system in a metastable configuration.

In many cases, however, the thermal redistribution of energy can lead to undesired effects. Thus, a recent trend is to try to achieve material control via highly specific excitations that are maximally coupled to the desired dynamics, and minimally coupled to dissipative excitations that lead to thermalization. This has led to strong interest in using THz and mid-infrared light sources, since these are the frequencies where in gapped materials it is possible to drive infrared active collective excitations of vibrations, spins or local electronic transitions without exciting delocalized electronic states that rapidly dissipate. This has generated some spectacular successes, but the ultimate potential of this concept is yet to be determined. In particular, it is not yet clear how generally such control can be applied without requiring such high intensities that strong nonlinear field driven effects compete with the targeted linear or low-order nonlinear interactions.

The applications of new seeded femtosecond and even sub-femtosecond X-rays from free electron lasers are still mostly only conceptual, but may offer unique new opportunities in material understanding and control. One such opportunity is the ability to drive and observe purely electronic dynamics on attosecond time scales, which has already begun to be explored using existing sources. Another potential application to materials would exploit the short wavelength of such radiation, which is comparable to interatomic distances. The short wavelength, combined with high intensities and transform limited pulses, makes possible the manipulation of short-wavelength excitations in materials, spanning the Brillouin zone of crystals. Of course, with intense X-rays, parasitic heating is an even bigger issue than for optical pulses, since the inevitable ionization of core levels leads inexorably to a cascade of electronic and other excitations. It may therefore be necessary for such control concepts to focus predominantly on very fast time scales, before thermalization from those cascading excitations takes hold. It is nevertheless an interesting new frontier to explore.
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