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Abstract—Automatic key-phrase extraction (AKE) is one of the most popular research topics in the field of natural language processing (NLP). Several techniques were used to extract the key-phrases: statistical, graph-based, classification algorithms, deep learning, and embedding techniques. AKE approaches that use embedding techniques are based on calculating the semantic similarity between a vector representing the document and the vectors representing the candidate phrases. However, most of these methods only give acceptable results in short texts such as abstracts paper, but on the other hand, their performance remains weak in long documents because it is represented by a single vector. Generally, the key phrases of a document are often expressed in certain parts of the document as, the title, the summary, and to a lesser extent in the introduction and the conclusion, and not of the entire document. For this reason, we propose in this paper KP-USE. A method extracts key-phrases from long documents based on the semantic similarity of candidate phrases to parts of the document containing key-phrases. KP-USE makes use of the Universal Sentence Encoder (USE) as an embedding method for text representation. We evaluated the performance of the proposed method on three datasets containing long papers, namely, NUS, Krapivin2009, and SemEval2010, where the results showed its performance outperforms recent AKE methods which are based on embedding techniques.
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I. INTRODUCTION

The explosive growth in the number of digital documents has prompted researchers to find effective ways to analyze and summarize all these documents [1]. AKE is one of the best document content analysis solutions. Researchers have used several techniques to improve the performance of key-phrase extraction [2]. Sentence embedding [3] is a recent technique that has been used to select key-phrases using a similarity measure [4]. Most of these methods perform less well, especially in long documents, because the document contains a large amount of information, which negatively affects its representation by a single vector. In general, most documents contain the title, abstract, introduction, and conclusion. These are the parts likely to contain key-phrases. The calculation of the similarity between the candidate phrases and the document must therefore take this factor into account.

The objective of this article is to propose KP-USE, a new, unsupervised method for key-phrases extraction from documents. KP-USE divides the document into five main parts: title, abstract, introduction, body, and conclusion. It represents each part by a USE technique [5] as a sentence embedding technique, in which the semantic similarity between candidate key-phrases and document is based on the phrases proximity to these parts, giving preference to parts that often contain key-phrases.

The rest of the article is organized as follows. In Section 2, we discuss related works. The USE sentence embedding technique is presented in Section 3, and then we present the proposed method for key-phrase extraction in Section 4. We empirically evaluate KP-USE in Section 5. Finally, we conclude the article in Section 6.

II. RELATED WORK

In this section, we will talk about the most important related work to automatic key-phrases extraction, and in addition, we will introduce sentence embedding techniques.

A. Key-phrases Extraction Approaches

Over the past twenty years, many automatic methods of key-phrase extraction have been proposed. Siddiqi et al. in [6] classify these approaches into three sets, supervised, Semi-Supervised and unsupervised methods. Generally, the extraction by supervised approaches can be considered as a binary classification problem, where the candidate phrases are classified either as a key-phrase or a non-key phrase. While unsupervised methods rely on ordering candidate phrases based on calculating the score from one or more weights.

While Papagiannopoulou et al. in [2] suggested classifying these methods according to the approved techniques, methods based on statistics such as [7], [8], [9]. Graph-based methods such as [10], [11], [12]. Methods that use binary classification such as [13], [14]. Methods based on deep learning as [15],[16], [17] and methods based on embedding techniques such as [18], [19], [20].

B. Sentence Embedding Technics

Sentence embedding is an efficient way to convert textual data into fixed-length multidimensional vectors. Sentence embedding methods can be classified into two categories: (i) non-parameterized methods such as SIF [21], uSIF [22], and GEM [23] which rely on a simple technique, by encoding the words that make up the sentence and averaging the resulting vectors as a vector representing the sentence. However, this technique neglects information about word order and sentence semantics. (ii) parameterized more complex methods and generally perform better than unparameterized models [24].
The popularity of encoders has led to a great evolution of these methods. Conneau et al. propose in [25] InferSent is a technique based on a supervised RNN model predicting the semantic relations between pairs of sentences. Universal Sentence Encoder [5] is a trained and optimized technique for short sentences and paragraphs, it is based on two encoder models, Transformer and Deep Average Network (DAN). Subramanian et al. propose in [26] a more complex model for learning sentence embeddings in a multitasking configuration. Reimers and Gurevych propose in [27] Sentence-BERT, which also uses a Siamese network to create BERT-based sentence embeds [28]. Generally, Parameterized methods outperform non-parameterized ones on many tasks, but they are computationally expensive and require more training time.

III. Universal Sentence Encoder

Universal Sentence Encoder (USE) is a sentence embedding model that encodes a sentence or paragraph into a 512-dimensional vector. This vector encodes the meaning of the sentence and can therefore be used as input for NLP tasks such as document classification, key-phrase extraction, and textual similarity analysis.

A. USE Process

The idea of USE is to encode sentences into 512-dimensional vectors, via an encoder. These vectors are used in many NLP tasks. Depending on the errors made in these tasks, USE again reproduces vectors for these sentences. Fig. 1 shows the USE process.

The USE process begins with a tokenization operation, where sentences are converted to lowercase and tokenized into tokens. In the second step, USE encodes the sentence.

B. Encoder

USE offers two architectures for encoding the sentence. The first is based on a transformer consisting of six layers. Each layer has a feedback network preceded by a self-attention module that takes into account word order and context when generating each word representation. Fig. 2 shows USE architecture with transformer encoder.

The second is based on Deep Average Network (DAN) proposed by Iyyer et al in [29], where the vectors of the words in the sentence are averaged. The resulting vector is then passed through a 4-layer deep neural network (DNN) to obtain a vector of 512 dimensions. Fig. 3 shows USE architecture with DAN.

Generally, the result obtained through the transformer is very precise but requires more calculation time. It is therefore difficult to use for long texts, whereas DAN generates text encoding in less time but with less accuracy than a transformer.

C. Multi-task Learning

After the encoding of the sentences, either by transformers or by DAN. USE relies on multi-task learning (MTL) [30] to exploit commonalities and differences across tasks. This improves its learning efficiency and the accuracy of its predictions in the vector representation of sentences. Also, the authors of USE exploited a set of sources as training data. In addition to Stanford Natural Language Inference (SNLI) corpus [31], some web resources such as Wikipedia, web news, question and answer web pages, and discussion forums were also used.

Once USE has been trained, it can be used to represent any text, whether it is a phrase, a sentence, or a paragraph, with a 512-dimensional vector.
D. Evaluation of USE

To show that embedding USE provides a better text representation. The authors used semantic similarity in the different tasks of SentEval [32]. They also preferred using angular distance (Formula 2) as a measure of similarity rather than cosine (Formula 1) because, in their opinion, it gave better results.

\[ \text{sim}(p, q) = \frac{\sum p_i q_i}{\sqrt{\sum p_i^2 \sum q_i^2}} \]  \hspace{1cm} (1)

\[ \text{ang\_sim}(p, q) = 1 - \frac{1}{\pi} \arccos(\text{sim}(p, q)) \]  \hspace{1cm} (2)

- **DataSet:** Binary classification and sentence similarity tasks in SentEval are used to evaluate the quality of sentence representations. Table I shows the datasets used to evaluate the performance of USE. These datasets are used by USE authors to evaluate the two USE models, Transformer and DAN.

- **Results:** The experimental results showed the performance of USE in many tasks, whether in the transformer model or the DAN model. In Table II, we show the results of the two models for different datasets.

We also observe that encoding by transformer generally works better than encoding by DAN. On the other hand, the USE authors point out that the complexity of the transformer-based model is \( O(n^2) \), while the DAN model is \( O(n) \). Therefore, the transformer model is slower than the DAN model, especially with increasing sentence length.

| Dataset                                | Number of samples | Task                        |
|----------------------------------------|-------------------|-----------------------------|
| Text REtrieval Conference (TREC) [33]  | 6 000             | Question and answering      |
| Customer Reviews (CR) [34]             | 4 000             | Product reviews             |
| Subjectivity Summarization (SUBJ) [35]  | 10 000            | Subjectivity/Objectivity    |
| Multi-Perspective Question and Answering (MPQA) [36] | 11 000            | Opinion polarity           |
| Movie Reviews (MR) [37]                | 11 000            | Sentiment                   |
| Stanford Sentiment Analysis (SST) [38] | 67 300            | Sentiment                   |

| Dataset                                | USE DAN | USE Transformer |
|----------------------------------------|---------|-----------------|
| TREC                                   | 91.19   | 92.51           |
| CR                                     | 80.97   | 87.43           |
| SUBJ                                   | 92.65   | 93.87           |
| MPQA                                   | 85.38   | 86.98           |
| MR                                     | 74.45   | 81.44           |
| SST                                    | 77.62   | 85.38           |

IV. KP-USE APPROACH

In this section, we propose KP-USE, which is a new method for key-phrases extraction from documents.

A. KP-USE Process

The KP-USE process presented in Fig. 4 shows that our method consists of five main steps:

1. Step 1: Extraction of candidate key-phrases;
2. Step 2: Split the document into five main sections;
3. Step 3: Vector representation of main sections and candidate key-phrases by USE;
4. Step 4: Calculate the score of each candidate key-phrase;
5. Step 5: Sorting the candidate key-phrases according to their score and extracting the phrases with the best score as key-phrases.

B. Candidate Key-phrases

The process of candidate key-phrases extraction (Fig. 5) begins with removing non-text data from the document, as well as converting all text to lowercase, and translating foreign words from the text into the language being studied. Then, the tokenization technique is used to convert the cleaned text into an array of tokens, to determine the grammatical category of each word using the Part-Of-Speech Tagging (POST) technique.

![Fig. 4. The KP-USE Process.](image-url)
Several AKE approaches have noted that key-phrases are noun phrases composed of one or more words such as [1], [39], and [40]. According to [19], the gerund form of a verb (VBG) can be used as a noun and the past participle form of a verb (VBN) can be considered as an adjective in the composition of key sentences. Therefore, (NN.*|JJ.*|VBN|VBG)*(NN.*|VBG) is the proposed pattern for candidate key-phrase extraction.

C. Document Fraction

Through our analysis of more than 50 scientific papers, we noticed that most of the key-phrases are semantically similar to the title of the article and are often mentioned in the abstract and to a lesser extent in the introduction and the conclusion. Based on this result (Table III), we propose to split the document into five parts, namely title, abstract, introduction, and conclusion, while the fifth part comprises the rest of the document. To favor the parts similar to the key phrases. In Table III, we propose for each part a proximity coefficient which will be used when calculating the similarity between the candidate phrases and the document.

TABLE III. THE PROXIMITY COEFFICIENTS FOR EACH PART

| Section  | Average Similarity | Coefficient |
|----------|--------------------|-------------|
| Title    | 0.61               | 3           |
| Abstract | 0.68               | 3           |
| Introduction | 0.42        | 2           |
| Body     | 0.14               | 1           |
| Conclusion | 0.35          | 2           |

Some documents may not have one of the five parts. In this case, KP-USE considers the proximity coefficient of the non-existent part to be zero. Therefore, there will be no effect on the calculation of the similarity between the candidate phrases and the document. Thus, we will be able to apply KP-USE to any document.

D. Sentence Embedding

Our method proposes to extract key-phrases from the document based on the calculation of semantic similarity between the candidate key-phrases and the five parts of the document that have been identified in Table III. Before calculating the similarity, we must first represent the phrases candidate and the five parts by vectors. For this, we exploit USE as an embedding technique to obtain vectors of 512 dimensions. We test USE for encoding models, Transformer and DAN, to see which works best.

E. Candidate Key-phrase Score

The score of any candidate key-phrase is expressed by its semantic similarity with the document. This score is calculated based on the similarity of the candidate phrase to each of the five parts of the document, which is calculated by Formula 1. To exploit the proximity coefficient of each part of the candidate phrase, KP-USE uses Formula 3 to calculate the score for each candidate key-phrase.

\[
\text{Score}(P_i) = \frac{1}{\sum_{j=1}^{5} C_j} \sum_{k=1}^{5} \text{sim}(V_k, U_i) \times C_k
\]

P_i: The candidate key-phrase i.
U_i: the vector that represents phrase i.
V_k: The vector that represents part k.
C_k: Coefficient of part k.
C_j: Coefficient of part j.

V. EXPERIMENTAL EVALUATION

In this section, we will present the datasets that were used to evaluate KP-USE. Additionally, we will verify which of the two models exploited in USE performs better in AKE by evaluating their performance using the precision, recall, and F1-score metrics. Then, we compare the performance of our method with other AKE methods based on embedding techniques.

A. Datasets

To evaluate the performance of our method, we used three datasets that are considered the most widely used in evaluating key-phrase extraction approaches, which are.

- NUS [41], is a set of scientific data, consisting of 211 conference papers where each paper contains between 4 and 12 pages. Keywords were identified by the volunteer students where each student was asked to read three articles and extract the keywords.
- Krapivin2009 [42]: It is considered one of the largest datasets in terms of number documents, containing 2,304 research articles in the field of computer science. The keywords of the articles were identified by the authors and checked by the reviewers.
- Semeval-2010 [43]: This is one of the most widely used data sets for evaluating keyword extraction approaches. It consists of 244 scientific articles belonging to the field of computer science, where the number of article pages varies from 6 to 8 pages. The keywords for each article are defined by the authors and professional editors. Table IV shows the statistics for the three datasets.

The most important feature of the datasets used is that they contain scientific papers consisting of 4 and 15 pages, i.e. each paper contains the five parts we have discussed in Table III will confirm the credibility of the results we will obtain.
TABLE IV. DATASETS USED TO EVALUATE KP-USE

| Dataset       | Type of doc | Docs | Language | Tokens per Doc | KP per Doc | Annotation   |
|---------------|-------------|------|----------|----------------|------------|--------------|
| NUS           | Full paper  | 211  | EN       | 8398.30        | 11.00      | Reader       |
| Krapivin2009  | Full paper  | 2304 | EN       | 8040.74        | 6.34       | Author       |
| SemEval2010   | Full paper  | 244  | EN       | 7961.20        | 14.70      | Author/Reader|

B. Evaluation Metrics

Several evaluation metrics are used in key-phrase extraction [44]. Researchers generally prefer three metrics, namely precision, recall, and F1-score because of their validity and ease of use. These are the same metrics we will use to evaluate KP-USE.

- Precision: To evaluate the precision of the approach, we use this metric. Its value is expressed as the proportion of correctly extracted key-phrases compared to the total number of extracted key-phrases. To calculate the precision, we use formula 4.

\[
\text{Precision} = \frac{\text{Correct KeyPhrases}}{\text{Extracted KeyPhrases}} \tag{4}
\]

- Recall: To evaluate the completeness of key-phrase extraction, we use the recall metric, which expresses the proportion of correctly extracted key-phrases among the author's or reader's selected key-phrases. To calculate the yield, we use formula 5.

\[
\text{Recall} = \frac{\text{Correctly Assigned KeyPhrases}}{\text{Assigned KeyPhrases}} \tag{5}
\]

- F1.Score: There is often an inverse interaction between precision and recall. When precision is high, recall is low. For this, the F1-score is used, to combine precision and recall. To calculate F1-score, we use formula 6.

\[
\text{F1.Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{6}
\]

C. Comparison of USE Models

To choose the appropriate encoding model for KP-USE, we experimented with extracting key phrases using both encoding models, Transformer and DAN. Table V shows the performance of KP-USE according to each model according to the F1-Score metric on the three datasets NUS, Krapivin, and SemEval2010 for top 5 (F1@5), top 10 (F1@10), and top 15 (F1@15).

From the results obtained, we find that KP-USE based on the Transformer model performs better than KP-USE based on the DAN model in all the datasets used. Although the complexity of the Transform model is higher than that of the DAN model, we prefer to use the Transformer-based model because it achieves promising results.

D. Performance Comparison

We compare KP-USE with three methods which are also based on embedding techniques namely EmbedRank [45] is an unsupervised method that uses the Sent2vec [46] embedding technique for the representation of phrases and documents. SIFRank [18] is an unsupervised key-phrase extraction method based on the SIF [21] and ELMo [47] embedding model. The third approach is MDERank [20], this is an unsupported approach. It implicitly embeds position and frequency offset information by encoding the document using BERT embedding technique [48].

In general, the results obtained by KP-USE remain acceptable compared to the performance of the other methods at the level of long documents. Table 6 present these results.
E. Discussion

KP-USE is an unsupervised AKE method that takes advantage of the USE embedding technique to represent text vectorially. KP-USE relied on splitting the text to focus the search for key-phrases in the parts that might contain them, and this split also helps to improve the embedding of the document because instead of just being represented by a single vector, each part is represented by a vector. What also characterizes KP-USE is that the similarity calculation takes into account the parts of the document which often contain key-phrases, unlike other methods which consider all parts of the document to be of the same degree of importance, which makes KP-USE more efficient than these methods, especially in long documents. KP-USE can also be applied to short documents, where the importance coefficient for any part that does not exist in the document is zero, so the similarity calculation between candidate phrases and the document is not affected. KP-USE performance could be improved even more if we could develop it to be able to predict key-phrases that are not mentioned in the document.

VI. CONCLUSION

In this paper, we proposed KP-USE, an unsupervised method of extracting key-phrases from the document based on the USE embedding technique which uses the Transformer network model. Our method splits the document into five parts, namely title, abstract, introduction, body, and conclusion, to favor the parts likely to contain key-phrases while calculating the semantic similarity between the candidate key-phrases and the document. KP-USE was evaluated on three datasets continent of long documents, namely NUS, Krapivin, and Semeval 2010. F1-Score results showed that the performance of KP-USE was superior to the performance of unsupervised methods based on embedding techniques and on the calculation of semantic similarity to extract key-phrases. In the future, we will develop KP-USE to predict key-phrases not mentioned in the document.
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