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Abstract—We present the design and test results of a time-to-digital-converter (TDC). The TDC will be a part of the readout Application-Specific Integrated Circuit (ASIC), called endcap timing read-out chip (ETROC), to read out low-gain avalanche detectors (LGADs) for the CMS endcap timing layer (ETL) of high-luminosity large hadron collider (LHC) upgrade. One of the challenges of the ETROC design is that the TDC is required to consume less than 200 μW for each pixel at the nominal hit occupancy of 1%. To meet the low-power requirement, we use a single delay line for both the time of arrival (TOA) and the time over threshold (TOT) measurements without delay control. A double-strobe self-calibration scheme is used to compensate for process variation, temperature, and power supply voltage. The TDC is fabricated in a 65-nm CMOS technology. The overall performances of the TDC have been evaluated. The TOA has a bin size of 17.8 ps within its effective dynamic range of 11.6 ns. The effective measurement precision of the TOA is 5.6 and 9.9 ps with and without nonlinearity correction, respectively. The TDC block consumes 97 μW at the hit occupancy of 1%. Over a temperature range from 23 °C to 78 °C and a power supply voltage range from 1.05 to 1.35 V (the nominal value of 1.20 V), the self-calibrated bin size of the TOA varies within 0.4%. The measured TDC performances meet the requirements except that more tests will be performed in the future to verify that the TDC complies with the radiation tolerance specifications.

Index Terms—Front-end electronics, integrated circuit, time measurement, time-to-digital converters (TDCs).

I. INTRODUCTION

THE high-luminosity large hadron collider (HL-LHC) operation is currently scheduled to start in 2027. All detectors on the LHC are undergoing upgrades to meet the demands of the HL-LHC operation to achieve the physics goals. One novel detector concept is officially chosen for both the CMS and ATLAS experiments to measure the arrival time of charged particles with a resolution of 30–40 ps per track at the start of the HL-LHC and 60 ps in the worst case at the end of the operation. This new detector, together with the conventional silicon-based tracker, would allow the reconstructed interaction point along the beamline to be well-separated in both space and time. In CMS, this is the minimum-ionizing-particle timing detector (MTD) [1]. The MTD has two parts: the barrel timing layer (BTL) and the endcap timing layer (ETL). In the ETL, the low-gain avalanche detector (LGAD) [2], [3] is read out using an Application-Specific Integrated Circuit (ASIC) called the endcap timing read-out chip (ETROC) [4], [5]. A critical design block of the ETROC is a time-to-digital converter (TDC). The TDC performs the precision time measurement of arrival hits against the 40-MHz LHC clock. The TDC should measure the time of arrival (TOA) with a less than 30 ps bin size over a 5-ns dynamic range. The TDC should also measure the time over threshold (TOT) for time-walk correction with a less than 100 ps bin size over a 10-ns dynamic range [1]. The power consumption of the TDC is required to be less than 200 μW per pixel at the 1% hit occupancy due to the limitation of the cooling system. The power consumption requirement is most challenging for the TDC design and leads us to study an innovative approach that has never been implemented in ASICs. In this article, we will present a TDC implemented in a 65-nm CMOS technology. This TDC has achieved a TOA bin size of 17.8 ps over a window of 11.6 ns and a TOT bin size of 35.4 ps over a window of 16.6 ns with a power consumption of 97 μW at the 1% hit occupancy.

II. DESIGN OF THE TDC

A. Design Approach

The conventional approach of TDC implementation in ASICs is based on a controlled delay line or delay-locked loops (DLLs) [6]–[9]. The delay cells are tuned to match the system clock period. The output taps of the delay cells are routed to a set of registers and the leading edge of the input hit signal captures the delay pattern. An advantage of this approach is that the propagation delay of each delay cell is well-determined for the cost of extra power to control the delay cells. If the speed of the delay cells is not high enough, a Vernier architecture can be used to improve the precision. However, it is hard for a TDC implemented in this approach
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Fig. 1. Block diagram of the TDC.

...to meet the low-power consumption requirement of the ETROC.

Our TDC design is based on a simple untuned delay-line approach originally developed in the field programmable gate arrays (FPGAs) [10]–[12]. In this approach, the input hit signal propagates in the delay line and a register array takes snapshots at the leading edge of the system clock. The position of the signal transition in the delay line is encoded into the arrival time relative to the clock. Due to the simplicity of the untuned delay line, the delay cell is fast and power-efficient. We use one single delay line to measure both the TOA and the TOT.

The propagation delay of each untuned delay cell is sensitive to process variation, temperature, and power supply voltage. To compensate for these variations, a double-strobe self-calibration approach successfully demonstrated in FPGAs is used to record the timestamp twice. For each input hit signal, the extra measurement calibrates the propagation delay and improves the measurement precision.

When the propagation of the whole delay line is shorter than the required range of the TOA and the TOT, after the input hit reaches the end of the delay line, it is fed back to the beginning of the delay line and oscillates in the delay line. The oscillation stops after both the TOA and the TOT measurements are complete. A counter is incremented to count the oscillations. Accurate TOA and TOT measurements are then calculated by combining the coarse counter values with a snapshot of the delay line (the fine values).

B. Design Concept

Fig. 1 shows the block diagram of the TDC. The input hit signal (PULSE) of the TDC is the discriminator output after the preamplifier signal. The TDC measures the TOA and the TOT of the PULSE signal. The TDC needs a pair of external clock signals, one at 40 MHz (CLK40M) and the other one at 320 MHz (CLK320M), from an on-chip clock generator. The on-chip clock generator performance has been studied with simulation and the expected jitter contribution is at 1.1 ps (rms) level. Based on the signals CLK40M, CLK320M, and PULSE, a controller generates a START signal, a TOA clock (TOACLK), a TOT clock (TOTCLK), and a TOA latch signal (TOALATCH). The time measurement is implemented with a delay line for fine time measurement and a ripple counter for coarse time measurement. Three recorders, each implemented in a D-flip-flop (DFF) chain, snapshot the fine and coarse times of the TOA, the TOT, and the calibration, respectively. The data are encoded in a TDC encoder. The hit flag indicates whether there is valid data over a 40-MHz clock cycle.

Fig. 2 displays the timing diagram of the major signals used in the TDC. CLK40M is a synchronous copy of the 40-MHz LHC clock with phase adjustable inside the chip. CLK320M has two successive pulses with a known phase difference in every 25 ns. The phase difference is programmable with a default value of 3.125 ns. The leading edge of the first pulse of CLK320M is aligned with the rising edge of CLK40M. The START signal is asserted after the leading edge of the PULSE signal and reset after the leading edge of the second pulse of the CLK320M signal. The assertion of START enables the oscillation of the delay line and the deassertion of START disables the oscillation. The TOACLK signal has two consecutive pulses with the same phase difference as CLK320M. The first pulse is asserted after the leading edge of the CLK40M signal and the second pulse is asserted after the second pulse of CLK320M. The TOALATCH signal duplicates the first pulse of the TOACLK signal. The TOACLK signal snapshots two
timestamps in the TOA/CAL recorder. The first timestamp stores the TOA information, while the second one keeps the calibration information. The TOALATCH signal transfers the first timestamp immediately to the TOA recorder. The second timestamp is stored in the TOA/CAL recorder for in situ calibration. The leading edge of the TOTCLK is aligned with the trailing edge of the signal PULSE and is used to catch the TOT state in the delay line. To minimize the time of the DFFs in the transparent mode and save power, both the TOACLK and TOTCLK signals are active low for about 400 ps.

Over each bunch crossing period of 25 ns, the TDC is designed to only handle the first hit. Any other hits following the first hit within the same bunch crossing period will be ignored. The TDC will always be ready to handle the first hit in the next bunch crossing period. The dead time of the TDC is shown in Fig. 2.

The PULSE provided by the preamplifier and discriminator in ETROC is typically 5 ns wide and maximum 10 ns wide. If the PULSE goes wider for whatever reason and its falling edge is beyond the falling edge of the CLK40M, the TOT_Code will be set to 1 (the minimum value).

C. Fine Time Measurement

Fig. 3 shows the schematic of the TDC fine time measurement circuit. The delay line has 63 NAND gates and forms an oscillator. All gates are configured as inverters except that the first one is controlled by the START signal. At each rising edge of the TOACLK or TOTCLK signals, a DFF chain takes a snapshot of the delay line for the fine time information. The resolution requirement of the TOT is more relaxed than that of the TOA, so the TOA DFF chain attaches to every tap (D0, D1, D2, ..., D62) of the delay line, while the TOT DFF chain only connects to every even tap (D0, D2, D4, ..., D62).

D. Coarse Time Measurement

The coarse time is derived from a 3-bit ripple counter, which records the number of oscillating turns. Fig. 4 shows the schematic of the TDC coarse time measurement. The clock of the ripple counter comes from the 31st tap (D31) of the delay line. The signal D31 is buffered by a latch, which has the same load as a DFF. The coarse time measurement is implemented in a 3-bit ripple counter and two DFF chains. The two DFF chains snapshot the timestamps of the coarse time information for the TOA and the TOT, respectively.

Since the START signal is asynchronous with the CLK40M and CLK320M signal, the TOA/TOT recorders may violate the setup/hold time requirements of the DFFs. In this case, the metastability phenomenon may occur and the outputs of the DFFs may be unstable. To resolve the metastability problem, the counter and the recorders are duplicated, whereas the clock of the duplicated counter is inverse. If the metastability occurs in one recorder groups, the outputs of the other recorder group are stable. The fine time information is used to distinguish which counter recorders are more stable than the other. It should be noted that the metastability also exists in the fine time recorders. However, at any specific moment, only one DFF in each recorder may have a metastable state. After its unstable output is considered in the encoder design, metastability affects only the least significant bits (LSBs) of the fine time measurement.

E. Calibration Circuit

The schematic of the calibration and the TOA recorders is shown in Fig. 5. As mentioned before, the TOACLK signal has two consecutive pulses with a known phase difference, which carries the calibration information. The fine and coarse time measurements are snapshotted by two DFF chains, as shown in Figs. 3 and 4, respectively. The DFF chains that snapshot the TOA time information are triggered twice. The first timestamp, which represents the TOA information, is stored in the TOA/CAL DFF chain, while the second timestamp, which stands for the calibration information, is kept in the calibration TOA DFF chain.

F. Radiation Tolerance

Following the practice of lpGBT [13], the delay line of the ETROC TDC uses the same enclosed layout transistors (ELTs) to improve the radiation tolerance. Due to power consumption considerations, this version of TDC prototype design does not use triple modular redundancy (TMR) in the TDC.

G. Prototype Chip

The TDC block includes a few supporting functional blocks that are used for test purposes. Electrical transmitter/receiver (eTx/eRx) ports transmit/receive differential signals. A clock divider divides an input clock of 1.28 GHz to generate the internal clocks at 40 and 320 MHz. A diagnostic mode read-out (DMRO) circuit scrambles the 30-bit TDC data (including the TOA code, the TOT code, the CAL code, and the hit flag), adds a 2-bit frame header (2'b10), and serializes the 32-bit parallel data to a 1.28-Gb/s serial stream in each 40-MHz clock cycle. An I2C module is used for slow control. A gated ring oscillator (GRO) is a copy of the delay line that is used to calibrate the oscillation frequency of the delay line and can be used to calibrate the oscillation frequency of the delay line.

Fig. 6(a) shows the layout of the TDC block. The dimension of the TDC block is 0.700 mm × 1.900 mm. The TDC core, excluding the input–output pads and supporting circuits, occupies 0.169 mm × 0.468 mm.
The prototype of ETROC named ETROC1 is designed and fabricated in a 65-nm CMOS technology [14], [15]. Besides a dedicated standalone TDC block, the ETROC1 contains a $5 \times 5$ array of pixels. Each pixel consists of a preamplifier, a discriminator, and a TDC block along with digital readout circuitry. Fig. 6(b) and (c) shows the photographs of the standalone TDC block on ETROC1. The TDC block is located on the upper right corner of ETROC1. The standalone TDC block of the ETROC1 chip is wire-bonded on the test board, allowing direct access to the signals for the standalone TDC block.

The test results of the standalone TDC will be reported in this article. The design and the test results of the ETROC1 are beyond the scope of this article and will be reported somewhere else in the future.

III. TEST RESULTS OF THE TDC

A. Test Setup

The block diagram of the test setup is shown in Fig. 7. A pattern generator [16] provides a 1.28-GHz clock and a 40-MHz clock. Based on the 40-MHz clock, a clock builder [17] drives a pulse generator with user-adjustable frequency. The pulse generator in turn provides the input pulse (PULSE) of the TDC with an adjustable width. The jitter of the Pattern Gen, the Clock builder, and the Pulse Gen is measured to be less than few picoseconds (rms). Their contributions should be negligible for the TDC performance study. The output data of the TDC at 1.28 Gb/s are buffered in an FPGA (Xilinx Model KC705 Development Kit) and transferred to a personal computer (PC) through an Ethernet cable. Fig. 8 shows the photographs of the test setup.

For dedicated TOA measurement, the PULSE frequency emulates the hit occupancy of the TDC. For example, when the occupancy is 1%, the frequency of the input pulse should be about 400 kHz (1% of 40 MHz). In the actual test, the CLK frequency is set at 400.0001 MHz to generate the PULSE at 400.0001 kHz to emulate the 1% occupancy. Due to the tiny frequency shift from 400 to 400.0001 kHz, the PULSE
chases the system clock of 40 MHz constantly with a step of 0.625 ps [18]. In this way, the entire measurement range is evenly covered. The width of PULSE is controlled by the pulse generator [19] and it emulates the TOT. It is set at a typical value of 5 ns for dedicated TOA study.

For the dedicated TOT study, the frequency of the PULSE is set at 40 MHz and this corresponds to 100% hit occupancy of the TDC operation. The width of PULSE is adjusted by a different pulse generator [20], with step of 2 ps over the nominal TOT dynamic range from 0.4 to 10.2 ns.

B. Resolution

In the TOA measurement, the arrival time of the input pulse increases a fixed value after each clock cycle, and in the TOT measurement, the width of input pulse increases a constant value after data acquisition. The TOA/TOT times are calculated based on the index of the acquired data. When we plot the measured TOA/TOT codes with all TOA/TOT times, we obtain a stair-shaped curve, namely, the transfer function. Fig. 9 shows the transfer functions of the TOA and the TOT. The details of each transfer function at a typical TOA (TOT) code of 56 (150) are zoomed in and displayed in the lower right corner. The effective dynamic range of the TOA is about 11.6 ns, significantly larger than the required range of 5 ns. The large dynamic window of the TOA can be used to study long-lived particles in the HL-LHC. The effective dynamic range of the TOT is measured separately to be 16.6 ns, larger than the range (which is limited by the pulse generator during the test) as shown in Fig. 9. The effective dynamic range of the TOT is larger than the required dynamic range of 10 ns.

A minimum-square linear fitting of the measured data is also shown in Fig. 9. The reciprocal of the linear fitting slope is the quantization resolution or the average bin size of the measurement. The bin size represents the propagation delay of each delay cell. The resolution of the TOA is estimated to be 17.8 ps. The bin size of the TOT is 35.4 ps, about twice the TOA bin size as expected.

C. Nonlinearity

Nonlinearity is the deviation of the transfer function from the ideal linear relationship. Nonlinearity is usually divided into integral nonlinearity (INL) and differential nonlinearity (DNL).

The INL reflects the deviation of each stair center in the transfer function from the expected time. Based on our measurements, the INLs of the TOA and the TOT. Based on our measurements, the INL of the TOA (TOT) is less than $\pm 1.0$ LSB (TOA) and $\pm 1.3$ LSB (TOT). The INL performances meet the design goal INL should be less than $\pm 1.5$ LSB for both TOA and TOT).

The DNL reflects the uneven stair width of the transfer function. In our measurement, the arrival time of the pulse and the
pulsewidth are uniformly distributed in the effective windows. However, due to the existence of the DNL, the distribution of the TOA and TOT codes is not uniform. The count of each code is proportional to its bin size. The DNL is estimated as follows:

\[
DNL(i) = \frac{\text{count}(i)}{\text{average count}} - 1
\]

where \(DNL(i)\) is the DNL of the \(i\)th code of the TOA or TOT, \(\text{count}(i)\) is the count of the \(i\)th code, and the average count is the average count of all codes. Fig. 11 shows the DNLs of the TOA and the TOT. Based on our measurements, the DNL is less than \(\pm 0.5\) and \(\pm 0.8\) LSB for the TOA and TOT, respectively. The DNL performances of the TOA/TOT meet the design goal (DNL should be less than \(\pm 1.0\) LSB for both TOA and TOT).

For the TOA measurement, DNL represents the nonuniform propagation delay of the NAND delay cells. The delay of the even cells is slightly different from that of the odd cells. For example, as can be seen in Fig. 9(a), Bin 56 is wider than Bins 55 and 57. This even–odd effect reflects the fact that the propagation delay from the rising edge to the falling edge is different from the one from the falling edge to the rising edge. The DNL of the TOA has a period of 126, combining the delay line of 63 NAND gates with the even–odd effects.

The same periodicity exists in TOT DNL. Since the TOT DFF chain only connects to every other tap of the delay cells, the TOT code from 1 to 31 and from 33 to 63 is twice the propagation delay of a NAND gate, whereas the bin size of the TOT at 32 or 64 is the propagation delay of the first NAND gate (in the TDC implementation, the TOT code has an offset of 1). That is why the values of the DNL at 32, 64, 96, ..., are less than the other values. The periodicity of the TOT DNL is also reflected in the TOT INL figure, where there is a jump after every 32 codes.

D. Effective Measurement Precision

The residuals of the linear fitting of the TOA/TOT transfer function represent the deviation of the measurements from the expected values. The histograms of the linear fitting residuals at the TOA (TOT) of 56 (150), typical values of the TOA/TOT codes in the ETL application, are shown in Fig. 12(a).

Fig. 12(b) displays the histograms of the combined fitting residuals of all TOA/TOT codes. The standard deviation of the combined residuals is about 9.9 ps for TOA (16.7 ps for TOT), which represents the effective measurement precision in a large dynamic range without nonlinearity correction.

When we operate the TDC in a large dynamic range, the effective measurement precision with nonlinearity correction is calculated as the weighted average [15] of the standard deviation of all codes as follows:

\[
\sigma = \sqrt{\sum_i w(i) \sigma^2(i)} / \sum_i w(i)
\]

where \(\sigma\) is the weighted average of all codes, \(\sigma(i)\) is the standard deviation of the \(i\)th code, and \(w(i)\) is the bin size of the \(i\)th code. The effective measurement precision of the TOA (TOT) measurement is estimated to be about 5.6 ps (10.4 ps). Based on the average bin size, the quantization noise of the TOA (TOT) is estimated to be 5.2 ps (10.2 ps). The quantization noise dominates the effective measurement precision with nonlinearity correction. When the TDC is operated in a small window, the effective measurement precision without the nonlinearity correction is close to the effective measurement precision with nonlinearity correction.

E. Power Consumption

We have measured the power consumption of the TDC functional block for various operating conditions. At the hit occupancies of 1%, 2%, 5%, and 10%, the total power consumptions of the TDC block are 97, 122, 195, 318 \(\mu\)W.
respectively. The power consumption of 97 μW at the nominal hit occupancy of 1% is less than half of the specification.

F. Self-Calibration

The delay cells in the TDC block are plain CMOS NAND gates and their propagation delays change with the process variations, power supply voltage, and temperature. However, using two strobes separated with a known time interval, the propagation delays are measured constantly (for every hit). Therefore, the variation in the propagation delays of the delay cells can be self-calibrated during the offline analysis process.

The process variation for the TDC design has been studied extensively during the design stage. The variations are all within our requirements. In particular, the delay line latency varies from 14 to 28 ps over processes (ss, tt, ff corners), voltages (1.08, 1.20, and 1.32 V), and temperatures (−45 °C, −20 °C, 27 °C, and 55 °C) (PVTs) as shown in Fig. 13. This range of variation can be calibrated away using the double-strobe self-calibration. With more than 20 ETROC1 prototype chips we have tested so far, with each chip containing 16 pixels and each pixel containing one TDC stage, no large variation has been observed.

Fig. 14 shows the histogram of the measured calibration codes in the TOA test. The measured calibration codes fall into four consecutive bins. The mean value (173.5) of the calibration codes is consistent with the average propagation delay (17.8 ps) of each delay cells within 1%.

We have measured the bin sizes of the TDC at various power supplies voltages (VDDs) from 1.05 to 1.35 V and at room temperature 23 °C. We have also examined the bin sizes of the TDC at various temperatures from 23 °C to 77 °C and the nominal power supply voltage of 1.20 V. The measured bin sizes of the TOA and the calibration versus VDDs and temperatures are shown in Fig. 15.

As can be seen in Fig. 15, the bin sizes of the TOA and the calibration decrease with the power supply voltage and increase with temperature, consistent with our expectations. The calibration bin size is slightly larger than the TOA bin size. The bin size difference between the TOA and the calibration becomes more significant when the power supply voltage goes lower. This is confirmed in the simulation.

The worst case difference between the TOA bin size and the calibration bin size is 1.5% at 1.05 V and at room temperature. Such a bin size difference between the TOA and the calibration can be tolerated even if it is not calibrated. However, the difference can be easily self-calibrated offline.

A drying oven [21] was used to control the ambient temperature of the TDC during the testing, with a lower temperature limit at about 23 °C room temperature. At room temperature, from 1.05 to 1.35 V, the bin size of the TOA varies 23%, relative to the bin size at the nominal power supply voltage of 1.20 V. At the nominal power supply voltage, from 23 °C to 77 °C with a step of 5 °C, the bin size of the TOA varies 6.3%, relative to the bin size at room temperature. Such a bin size variation makes the offline self-calibration critically important to achieve the required measurement precision.

Self-calibration has been demonstrated to work well in the test. The bin size of the TOA can be self-calibrated as per the following equation:

$$B_{\text{TOA cal}}(x) = \frac{B_{\text{TOA meas}}(x_0)}{B_{\text{CAL}}(x_0)}, \quad B_{\text{CAL}}(x)$$

where $B_{\text{TOA cal}}$ is the self-calibrated TOA bin size, $B_{\text{TOA meas}}$ is the raw TOA bin size, $B_{\text{CAL}}$ is the calibration bin size, $x$ represents the power supply voltage VDD or the
temperature, and $x_0$ is the nominal power supply voltage of 1.20 V or room temperature. The self-calibrated TOA bin size is also shown in Fig. 15. Compared with the raw TOA bin size, the self-calibrated TOA bin sizes vary within 0.43% and 0.16% in the whole range of power supply voltage and temperature, respectively.

G. Radiation Tolerance

The TDC is required to tolerate a total ionizing dose (TID) of 1 MGY. Because of no access to the irradiation facility [22] at European Organization for Nuclear Research (CERN) during the Covid-19 pandemic, we preliminarily evaluated the radiation tolerance of the TDC with a low-dose-rate facility at Southern Methodist University. More tests will be performed in the future to verify that the TDC meets the radiation tolerance specifications.

The TDC was exposed in an X-ray irradiator (Precision x-rays, Inc., Model iR160 [23]) with a maximum energy of 160 keV for about 7 h. Fig. 16 shows the photograph of the test setup. The TID reached 23.4 kGy with a dose rate of 0.93 Gy/s.

1) During the irradiation test, the power supply current was monitored every 5 s. Fig. 17(a) shows the variations in the power supply current related to its initial value before the test. As can be seen in Fig. 17(a), the power supply current decreases within 5%.

2) During the test, a pulse with a width of 6.25 ns and a frequency of 80 MHz was input to the TDC. The TOA, the TOT, and the calibration codes of 500 words each were acquired every 5 s. The mean value, the minimum value, and the maximum value of each code in each acquisition were calculated. The change in the TOA, the TOT, and the calibration are shown in Fig. 17(b)–(d). The decrease in the TOA, the TOT, and the calibration codes are less than 1 LSB.

3) All performances of the TDC were measured before and after the test and compared. The bin sizes of the TOA, the TOT, and calibration decreased consistently by 0.67%, 1.2%, and 0.68%, respectively. It should be noted that the change in the TOA/TOT codes after the test is in the inverse direction of the change observed during irradiation. Therefore, the changes in the TOA/TOT bin sizes after the test are not induced by radiation and more likely due to the test environments such as the temperature or the power supply voltage. No significant degradation was observed in precision, INL, and DNL of the TOA/TOT.

IV. Conclusion

We have successfully designed and tested a delay-line-based TDC in a commercial 65-nm CMOS technology. The TOA has a bin size of 17.8 ps within its effective dynamic range of 11.6 ns. The DNL and the INL of the TOA are less than ±0.5 and ±1.0 LSB, respectively. The effective measurement precision of the TOA is 5.6 and 9.9 ps with and without the nonlinearity correction, respectively. The TOT has a bin size of 35.4 ps. The dynamic range of the TOT is measured to be 16.6 ns. The DNL and INL of the TOT are ±0.8 and ±1.3 LSB, respectively. The effective measurement precision of the TOT is 10.4 and 16.7 ps with and without nonlinearity correction, respectively. The actual TDC block consumes 97 $\mu$W at a hit occupancy of 1%. The self-calibration tests demonstrate that over a temperature range from 23 °C to 77 °C and a power supply voltage range from 1.05 to 1.35 V, the self-calibrated bin size varies within 0.4%. The TDC survives the TID of 23.4 kGy. The measured TDC performances meet the requirements for the ETROC for the CMS ETL project except for the lack of testing for radiation tolerance.
More tests will be performed in the future to verify that the TDC complies with the radiation tolerance specifications.
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