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\textbf{ABSTRACT}

In this article, we present the transmission dynamic of the acute and chronic hepatitis B epidemic problem and develop an optimal control strategy to control the spread of hepatitis B in a community. In order to do this, first we present the model formulation and find the basic reproduction number $R_0$. We show that if $R_0 \leq 1$, then the disease-free equilibrium is both locally as well as globally asymptotically stable. Then, we prove that the model is locally and globally asymptotically stable, if $R_0 > 1$. To control the spread of this infection, we develop a control strategy by applying three control variables such as isolation of infected and non-infected individuals, treatment and vaccination to minimize the number of acute infected, chronically infected with hepatitis B individuals and maximize the number of susceptible and recovered individuals. Finally, we present numerical simulation to illustrate the feasibility of the control strategy.
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\section{1. Introduction}

The most important organ in the human body is the liver. Liver infection causes different diseases. Hepatitis B is one of the contagious diseases causing inflammation of the liver. The virus itself does not cause direct damage to the liver cell, but the response of the immune system leads to the inflammation of liver. When hepatitis B virus (HBV) enter the body, it infects the cells in the liver, which are called hepatocytes. As a result the immune system targets hepatocyte and produces inflammation of the liver \cite{4}. Infection of hepatitis B has two phases, acute hepatitis and chronic hepatitis. Acute hepatitis B refers to the first six months of exposure of the patient's body to HBV. In this stage the immune system is usually able to clear the virus from the body and the individual may completely recover within a few months. Chronic hepatitis B refers to the illness that occurs when HBV remains in the body for a long time and develops serious health problem. Individuals with chronic hepatitis often do have no history of acute illness, but it can cause liver scarring that causes liver failure and may also develop liver cancer \cite{13}.
HBV can be transmitted from one individual to another individual on different ways, such as transmission of blood, semen and vaginal secretions [10,12,15]. Another major transmission of HBV is the unprotected sexual contact, sharing of razors, blades or toothbrushes [3]. Also the virus transmits from an infected mother to her child during the time of birth. However, HBV cannot be transmitted through water, food, hugging, kissing and casual contact such as in the workplace, school, etc. [15]. The mode of transmission of HBV and HIV is the same, but HBV is 50–100 times more infectious [20].

Hepatitis B is a global health problem. According to WHO about 400 million population is infected worldwide chronically. In China 93 million population are affected due to HBV infections [11,23]. Vaccine for the prevention of hepatitis B is available in the market that is very effective [14,19].

In the real world phenomena mathematical modelling is one of the powerful tools to describe the dynamical behaviour of different diseases [21,22,24,25]. Mathematicians and biologists used different epidemic models to understand the transition of different infectious diseases in the population. In 1991 Anderson and May described the effect of carriers on transmission of HBV by using a simple deterministic model [1]. Nokes et al. [17] presented a model for the transmission dynamic of hepatitis B. Medley et al. used a mathematical model for eliminating HBV in New Zealand [16]. Zhao et al. presented an age-structured model for the prediction of HBV transmission and evaluated the long-term effectiveness of the vaccination programme in China [27]. Dontwi et al. [5] studied a transmission model for HBV. Khan and Zaman developed an epidemic model for the transmission dynamic and vaccination of hepatitis B [8].

In this article, we develop a HBV transmission model. The infectious class is divided into two stages, such as acute infectious and chronic infectious stage. Thus, the total population is divided into four compartments, $S(t)$ susceptible, $I_1(t)$ infected with acute hepatitis B, $I_2(t)$ infected with chronic hepatitis B and $R(t)$ recovered individuals. After formulation of the model, we find the basic reproduction number $R_0$ and the disease-free as well as the endemic equilibrium. We also prove that under certain conditions, the model is both locally and globally stable. Furthermore, three time-dependent control variables, such as isolation, treatment and vaccination are taken to develop a control strategy. The purpose of this control strategy is to minimize the number infected individuals and maximize the number of recovered individuals. Finally, we present numerical simulations and verify all the analytical results by using the numerical method.

### 2. Model formulation

In this section, we develop a mathematical model for HBV transmission by extending the work presented in [8]. We divide the host population denoted by $T(t)$ into four compartments: susceptible individuals $S(t)$, who are not infective but have the chance to catch the disease; infected $I_1(t)$ represents those individuals who are infective with acute hepatitis; $I_2(t)$ are those individuals, who are infected with chronic hepatitis and $R(t)$ represents those individuals who have recovered after the infection with a life-time immunity. The flowchart for the transmission of HBV is given in Figure 1.
Thus, the mathematical model is represented by the following four differentials equations:

\[
\begin{align*}
\frac{dS(t)}{dt} &= b - \alpha S(t) I_2(t) - (\mu_0 + v) S(t), \\
\frac{dI_1(t)}{dt} &= \alpha S(t) I_2(t) - (\mu_0 + \beta + \gamma_1) I_1(t), \\
\frac{dI_2(t)}{dt} &= \beta I_1(t) - (\mu_0 + \mu_1 + \gamma_2) I_2(t), \\
\frac{dR(t)}{dt} &= \gamma_1 I_1(t) + \gamma_2 I_2(t) + v S(t) - \mu_0 R(t),
\end{align*}
\]  

(1)

with initial conditions

\[S(0) \geq 0, \quad I_1(0) \geq 0, \quad I_2(0) \geq 0, \quad R(0) \geq 0.\]

Here \(b\) represents the birth rate, \(\alpha\) is the moving rate from susceptible to infected with acute hepatitis B, \(\beta\) is the moving rate from acute stage to infected with chronic hepatitis, \(\gamma_1\) is the recovery rate from acute stage to recovered, \(\gamma_2\) is the recovery rate from chronic stage to recovered compartment, \(\mu_0\) is the death rate occurring naturally, which is also called natural mortality rate, \(\mu_1\) is the death rate occurring due to hepatitis B and \(v\) represents hepatitis B vaccination rate.

Basic reproduction number \(R_0\) is defined to be the expected number of secondary infections produced by an index case or the average number of secondary infection arising from a single individual introduced into the susceptible class during its entire infectious period in a totally susceptible population [6]. We obtain the basic reproduction number \(R_0\) of the model (1) as

\[
R_0 = \frac{\alpha \beta b}{(\mu_0 + v)(\mu_0 + \beta + \gamma_1)(\mu_0 + \mu_1 + \gamma_2)}.
\]  

(2)
3. Steady-state analysis

In this section, we use stability analysis theory to find steady state of our proposed model. First, we prove that the model (1) is locally asymptotically as well as globally asymptotically stable at disease-free and endemic equilibrium points. For disease-free equilibrium the model (1) is both locally and globally stable, if the value of basic reproduction number is less than unity while for the endemic equilibrium the model (1) is stable if the value of the basic reproduction number $R_0$ is greater than unity. Model (1) has a disease-free equilibrium, denoted by $E_0$ and defined as, $E_0 = (S_0, 0, 0, R_0)$, where $S_0 = b/(\mu_0 + v)$ and $R_0 = vb/\mu_0(\mu_0 + v)$. The endemic equilibrium is given by $E^* = (S^*, I_1^*, I_2^*, R^*)$, where

$$S^* = \frac{1}{\alpha \beta}(\mu_0 + \mu_1 + \gamma_2)(\mu_0 + \beta + \gamma_1),$$
$$I_1^* = \frac{1}{\alpha \beta}(\mu_0 + v)(\mu_0 + \mu_1 + \gamma_2)[R_0 - 1],$$
$$I_2^* = \frac{1}{\alpha}(\mu_0 + v)[R_0 - 1],$$
$$R^* = \frac{1}{\mu_0}\left[\left(\frac{\gamma_1}{\alpha \beta}(\mu_0 + v)(\mu_0 + \mu_1 + \gamma_2) + \frac{\gamma_2}{\alpha}(\mu_0 + v)(R_0 - 1)\right)\right. 
\left. + \frac{v}{\alpha \beta}(\mu_0 + \mu_1 + \gamma_2)(\mu_0 + \beta + \gamma_1)\right].$$

Regarding the stability of the model (1) at $E_0$ and $E^*$, we have the following results.

**Theorem 3.1:** If $R_0 < 1$, then the model (1) is locally asymptotically stable at disease-free equilibrium, $E_0 = (b/(\mu_0 + v), 0, 0, vb/\mu_0(\mu_0 + v))$ while $E_0$ is unstable saddle point if $R_0 > 1$.

**Proof:** To prove the result, we evaluate the Jacobian matrix for the system (1) and it is given by

$$J = \begin{pmatrix}
\alpha I_2 - (\mu_0 + v) & 0 & -\alpha S & 0 \\
\alpha I_2 & -(\mu_0 + \beta) - \gamma_1 & aS - (\mu_0 + \mu_1) & 0 \\
0 & \beta & -\gamma_2 & 0 \\
v & \gamma_1 & \gamma_2 & -\mu_0
\end{pmatrix}. \tag{4}$$

Using $E_0 = (b/(\mu_0 + v), 0, 0, vb/\mu_0(\mu_0 + v))$ in Equation (4), we obtain

$$J(E_0) = \begin{pmatrix}
-(\mu_0 + v) & 0 & -\alpha b/\mu_0 + v & 0 \\
0 & -(\mu_0 + \beta) - \gamma_1 & \alpha b/\mu_0 + v & 0 \\
0 & \beta & -(\mu_0 + \mu_1) - \gamma_2 & 0 \\
v & \gamma_1 & \gamma_2 & -\mu_0
\end{pmatrix}. \tag{5}$$
Two eigenvalues \( \lambda_1 \) and \( \lambda_2 \) of \( J(E_0) \) are negative, \( \lambda_1 = -(\mu_0 + v) < 0, \lambda_2 = -\mu_0 < 0 \). For the rest eigenvalues, we take the following \( 2 \times 2 \) matrix, such that

\[
A = \begin{pmatrix}
-(\mu_0 + \beta) - \gamma_1 & \frac{\alpha b}{\mu_0 + v} \\
\beta & -(\mu_0 + \mu_1) - \gamma_2
\end{pmatrix}.
\]  

(6)

Now for the Routh–Hurwitz criteria, it is sufficient to prove that, trace of \( A \) is negative and determinant of \( A \) is positive, if \( R_0 < 1 \), thus we have

\[
\text{Trac}(A) = \begin{pmatrix}
-(\mu_0 + \beta) - \gamma_1 + -(\mu_0 + \mu_1) - \gamma_2
\end{pmatrix},
\]

\[
\text{Trac}(A) = -(\mu_0 + \beta) + \gamma_1 + (\mu_0 + \mu_1) + \gamma_2,
\]

\[
\text{Trac}(A) = -(2\mu_0 + \beta + \mu_1 + \gamma_1 + \gamma_2).
\]

Thus, \( \text{Trac}(A) = -(2\mu_0 + \beta + \mu_1 + \gamma_1 + \gamma_2) \) < 0. Now for the determinant of \( A \), we have

\[
\text{det}(A) = \begin{pmatrix}
((\mu_0 + \beta) + \gamma_1)((\mu_0 + \mu_1) + \gamma_2) - \frac{\alpha \beta b}{\mu_0 + v}
\end{pmatrix},
\]

\[
\text{det}(A) = (\mu_0 + \beta) + \gamma_1((\mu_0 + \mu_1) + \gamma_2)
\]

\[
\left[1 - \frac{\alpha \beta b}{(\mu_0 + \beta + \gamma_1)(\mu_0 + \mu_1 + \gamma_2)}\right],
\]

\[
\text{det}(A) = ((\mu_0 + \beta) + \gamma_1)((\mu_0 + \mu_1) + \gamma_2)[1 - R_0],
\]

which implies that \( \text{det}(A) \) is positive, if \( R_0 < 1 \). Therefore, \( \text{Trac}(A) < 0 \) and \( \text{det}(A) > 0 \) if and only if \( R_0 < 1 \). But on the other hand, if \( R_0 > 1 \), then \( \text{Trac}(A) < 0 \) and \( \text{det}(A) < 0 \), which shows that the characteristic equation of \( A \) has positive and negative root, therefore \( E_0 \) is an unstable saddle point.

Theorem 3.2: The model (1) is locally asymptotically stable at endemic equilibrium \( E^* = (S^*, I^*_1, I^*_2, R^*) \), if \( R_0 > 1 \) and satisfies the following conditions:

\[
\alpha \beta b < \phi,
\]

\[
\phi_1 < \phi_2,
\]

where

\[
\phi = (\mu_0 + \beta + \gamma_1)(\mu_0 + \mu_1 + \gamma_2)[3\mu_0 + v + \beta + \gamma_1 + \gamma_2],
\]

\[
\phi_1 = (\mu_0 + v)(\mu_0 + \beta + \gamma_1)\gamma_2,
\]

\[
\phi_2 = 2(\mu_0 + v)(\mu_0 + \mu_1 + \gamma_2)(\mu_0 + \beta + \gamma_1),
\]

otherwise unstable.
Proof: Using \( E^* = (S^*, I_1^*, I_2^*, R^*) \) in the Jacobian matrix given in Equation (4), we obtain

\[
J(E^*) = \begin{pmatrix}
\alpha \beta b & 0 & -(\mu_0 + 1 + \gamma_2)(\mu_0 + \beta + \gamma_1) & 0 \\
\alpha \beta b & 0 & -(\mu_0 + \beta) - \gamma_1 & 0 \\
0 & \beta & -\gamma_2 & 0 \\
v & \gamma_1 & \gamma_2 & -\mu_0/
\end{pmatrix}.
\]

Clearly, one eigenvalue of \( J(E^*) \) is negative that is \( \lambda_1 = -\mu_0 < 0 \). For the remaining eigenvalues, we construct the \( 3 \times 3 \) matrix and it is given by

\[
B = \begin{pmatrix}
\alpha \beta b & 0 & -(\mu_0 + 1 + \gamma_2)(\mu_0 + \beta + \gamma_1) & 0 \\
\alpha \beta b & 0 & -(\mu_0 + \beta) - \gamma_1 & 0 \\
0 & \beta & -\gamma_2 & 0 \\
0 & \gamma_1 & \gamma_2 & -\mu_0/
\end{pmatrix}.
\]

The characteristic polynomial of the above matrix becomes

\[
\psi(\lambda) = \lambda^3 + a_1 \lambda^2 + a_2 \lambda + a_3,
\]

where

\[
a_1 = (\mu_0 + v) + (\mu_0 + \beta + \gamma_1) + \gamma_2 - (\mu_0 + v)(R_0 - 1),
\]

\[
a_2 = (\mu_0 + v)(\mu_0 + \beta + \gamma_1) + (\mu_0 + v)\gamma_2 - (\mu_0 + \mu_1 + \gamma_2)(\mu_0 + \beta + \gamma_1)
\]

\[
+ (\mu_0 + \beta + \gamma_1)\gamma_2 - [(\mu_0 + v) + (\mu_0 + v)\gamma_2](R_0 - 1),
\]

\[
a_3 = (\mu_0 + v)(\mu_0 + \beta + \gamma_1)\gamma_2 - (\mu_0 + v)(\mu_0 + \mu_1 + \gamma_2)(\mu_0 + \beta + \gamma_1)
\]

\[
+ [2(\mu_0 + v)(\mu_0 + \mu_1 + \gamma_2)(\mu_0 + \beta + \gamma_1) - (\mu_0 + v)(\mu_0 + \beta + \gamma_1)\gamma_2](R_0 - 1).
\]

Here for the Routh–Hurwitz criteria, we need to prove that, \( a_i > 0 \), for \( i = 1,2,3 \) and \( a_1a_2 > a_3 \). Thus, \( a_1 > 0, a_3 > 0 \) and \( a_1a_2 > a_3 \) are possible only if \( R_0 > 1, \alpha \beta b < \phi \) and \( \phi_1 < \phi_2 \). Therefore, by Routh–Hurwitz criteria all the roots of the characteristic polynomial \( \psi(\lambda) \) have negative real parts. Hence \( E^* \) is locally asymptotically stable, which completes the proof.

Theorem 3.3: If \( R_0 \leq 1 \), then the model (1) is globally asymptotically stable at disease-free equilibrium, \( E_0 = (S_0, 0, 0, R^0) \) and unstable otherwise.

Proof: To show the global stability of the model (1) at \( E_0 \), we construct the Lyapunov function and it is given by

\[
\Phi(t) = d_1(S - S_0) + d_2I_1 + d_3I_2,
\]

where \( d_i \) for \( i = 1,2,3 \) are some positive constants to be chosen later. Now calculating the time derivative of Equation (9) and then using the model (1), we obtain

\[
\frac{d\Phi}{dt} = d_1[b - \alpha SI_2 - (\mu_0 + v)S] + d_2[\alpha SI_2 - (\mu_0 + \beta + \gamma_1)]I_1
\]

\[
+ d_3[\beta I_1 - (\mu_0 + \mu_1 + \gamma_2)]I_2.
\]
By assuming the positive constants \( d_1 = d_2 = \mu_0 + v, d_3 = \alpha b/(\mu_0 + \mu_1 + \gamma_2) \) and \( S_0 = b/(\mu_0 + v) \) in Equation (10), we obtain
\[
\frac{d\Phi}{dt} = (\mu_0 + v)[(S_0(\mu_0 + v) - \alpha SI_2 - (\mu_0 + v)S)] \\
+ (\mu_0 + v)[(\alpha SI_2 - (\mu_0 + \beta + \gamma_1)I_1] + \frac{\alpha b}{\mu_0 + \mu_1 + \gamma_2} [\beta I_1 - (\mu_0 + \mu_1 + \gamma_2)]I_2.
\]
Simplifying and rewriting the above equation after little rearrangement, we obtain
\[
\frac{d\Phi}{dt} = -(\mu_0 + v)^2[S - S_0] - [(\mu_0 + v)(\mu_0 + \beta + \gamma_1)(1 - R_0)]I_1 - \alpha bI_2.
\]
Thus, \( \frac{d\Phi}{dt} < 0 \), if \( R_0 \leq 1 \). Also \( \frac{d\Phi}{dt} = 0 \) if and only if \( S = S_0, I_1 = 0 \) and \( I_2 = 0 \). Therefore, LaSalle's invariant principle [9], then implies that \( E_0 \) is globally asymptotically stable. This completes the proof.

\textbf{Theorem 3.4:} The endemic equilibrium state \( E_1 = (S^*, I_1^*, I_2^*, R^*) \) of the model (1) is globally asymptotically stable, if \( R_0 > 1 \), otherwise unstable.

\textbf{Proof:} To prove the global stability of the model (1) at endemic equilibrium point \( E^* = (S^*, I_1^*, I_2^*, R^*) \), we define the Lyapunov function which is given by
\[
\Psi(t) = \frac{1}{2}[(S - S^*) + (I_1 - I_1^*) + (I_2 - I_2^*)]^2.
\]
Calculating the derivative of the above function with respect to time and then using the model (1), we obtain
\[
\frac{d\Psi}{dt} = [(S - S^*) + (I_1 - I_1^*) + (I_2 - I_2^*)][b - (\mu_0 + v)S - (\mu_0 + \gamma_1)I_1 \\
- (\mu_0 + \mu_1 + \gamma_2)I_2].
\]
By using Equation (3) and after some simple simplification, we obtain
\[
\frac{d\Psi}{dt} = [(S - S^*) + (I_1 - I_1^*) + (I_2 - I_2^*)][(\mu_0 + \gamma_1)I_1^* + \beta I_1^* + (\mu_0 + v)S^* - (\mu_0 + v)S \\
- (\mu_0 + \gamma_1)I_1 - (\mu_0 + \mu_1 + \gamma_2)I_2],
\]
\[
\frac{d\Psi}{dt} = -[(S - S^*) + (I_1 - I_1^*) + (I_2 - I_2^*)][(\mu_0 + \gamma_1)(I_1 - I_1^*) + (S - S^*)(\mu_0 + v)] \\
+ \frac{1}{\alpha} (\mu_0 + v)(\mu_0 + \mu_1 + \gamma_2)(R_0 - 1) - (\mu_0 + \mu_1 + \gamma_2)I_2.
\]
After some rearrangement and using Equation (3) in the above, we have
\[
\frac{d\Psi}{dt} = -[(S - S^*) + (I_1 - I_1^*) + (I_2 - I_2^*)][(\mu_0 + \gamma_1)(I_1 - I_1^*) + (S - S^*)(\mu_0 + v)] \\
+ [(\mu_0 + \mu_1 + \gamma_2)] \left[ \frac{1}{\alpha} (\mu_0 + v)(R_0 - 1) - I_2 \right],
\]
\[
\frac{d\Psi}{dt} = -[(S - S^*) + (I_1 - I_1^*) + (I_2 - I_2^*)][(\mu_0 + \gamma_1)(I_1 - I_1^*) + (S - S^*)(\mu_0 + v)] \\
- [(\mu_0 + \mu_1 + \gamma_2)](I_2 - I_2^*).
Hence \( d\Psi /dt \leq 0 \) for all \((S^*, I_1^*, I_2^*, R^*)\). The equality \( d\Psi /dt = 0 \) holds, only for \( S = S^*, I_1 = I_1^*, I_2 = I_2^* \). Then the endemic equilibrium \( E^* \) is the only positively invariant set containing in \([(S, I_1, I_2, R), S = S^*, I_1 = I_1^*, I_2 = I_2^*, R = R^*] \). Therefore, the positive \( E^* \) is globally asymptotically stable.

\[ \square \]

4. Numerical simulation

In this section, we verify some of our analytical results by using the numerical method. Numerical simulations are easily understandable as compared with the analytical results, which are very complex. Here, the simulation of our paper should be considered from a qualitative point of view, but not on the quantitative point of view. However, some of the parameters are taken in such a way so that it would be much more biologically feasible. This shows that instead of real-world data using the numerical analysis, experimental data are considered for the simulation, which is a powerful tool having a great interest.

For numerical simulation we consider a set of parameters that is \( b = 0.4, \alpha = 0.005, \beta = 0.01, \mu_0 = 0.03, \mu_1 = 0.002, \gamma_1 = 0.05, \gamma_2 = 0.06 \) and \( v = 0.02 \). The numerical result in Figure 2(a) of the model (1) shows that the disease-free equilibrium is locally as well as globally asymptotically stable. Because in this case the contact rates \( \alpha \) and \( \beta \) are very small, while the recovery rate is very high, so the reproduction number \( R_0 \) is less than one. We choose another set of parameters that are \( b = 0.4, \alpha = 0.05, \beta = 0.1, \mu_0 = 0.03, \mu_1 = 0.04, \gamma_1 = 0.05, \gamma_2 = 0.06 \) and \( v = 0.02 \). This value of parameters of the proposed model (1) has two equilibria, disease-free and endemic equilibrium. The endemic equilibrium is locally asymptotically stable (see Figure 2(b)). Furthermore, the parameter value also satisfied \( R_0 > 1 \) and the conditions of Theorem 3.2 that is \( \alpha \beta b < \phi, \phi_1 < \phi_2 \) hold. This ensures the verification of analytical result of Theorem 3.2.

5. Optimal control application

To control the spread of HBV infection in the community, we apply optimal control techniques. Optimal control is one of the useful mathematical tools through which we are able to design the control strategy for controlling various kind of infectious diseases. To develop a control strategy, we use the optimal control theory [24,25]. Our purpose here is to reduce HBV infection from the population by maximizing the number of susceptible \( S(t) \) and recovered individuals \( R(t) \) and minimizing the number of infected with acute hepatitis B individuals \( I_1(t) \), infected with chronic hepatitis B individuals \( I_2(t) \) by using the time-dependent control variables isolation \( u_1(t) \) of infected and non-infected individuals, treatment \( u_2(t) \) and hepatitis B vaccination \( u_3(t) \).

In the system (1), we have four state variables \( S(t), I_1(t), I_2(t) \) and \( R(t) \). For the control problem, we consider the three control variables, namely isolation \( u_1(t) \) of infected and non-infected individuals treatment \( u_2(t) \) of infected individuals and vaccination \( u_3(t) \). Thus, we have the following optimal control problem to minimize the objective functional

\[
J(u_1, u_2, u_3) = \int_0^T \left[ A_1 S(t) + A_2 I_1(t) + A_3 I_2(t) + \frac{1}{2} (B_1 u_1^2(t) + B_2 u_2^2(t)) + B_3 u_3(t) \right] dt, \tag{12}
\]
subject to

$$\frac{dS(t)}{dt} = b - \alpha S(t)I_2(t)(1 - u_1(t)) - \mu_0 S(t) - u_3(t)S(t),$$

**Figure 2.** The plot shows the solution curves at the disease-free and endemic equilibrium with respect to set of parameters $A_1$ and $A_2$. 
To seek the minimal value of the Lagrangian, we define Hamiltonian \( H \) and (14). In fact the Lagrangian for the optimal control problem is given by the following
\[
\frac{dI_1(t)}{dt} = \alpha S(t)I_2(t)(1 - u_1(t)) - (\mu_0 + \beta + \gamma_1)I_1(t) - (u_2(t) + u_3(t))I_1(t),
\]
\[
\frac{dI_2(t)}{dt} = \beta I_1(t) - (\mu_0 + \mu_1 + \gamma_2)I_2(t) - (u_2(t) + u_3(t))I_2(t),
\]
\[
\frac{dR(t)}{dt} = \gamma_1 I_1(t) + \gamma_2 I_2(t) + u_3(t)S(t) - \mu_0 R(t) + (u_2(t) + u_3(t))(I_1(t) + I_2(t)),
\]
with initial conditions
\[
S(0) \geq 0, \quad I_1(0) \geq 0, \quad I_2(0) \geq 0, \quad R(0) \geq 0.
\]
In Equation (12) \( A_1, A_2 \) and \( A_3 \) represent the weight constants of susceptible individuals \( S(t) \), infected with acute-infected hepatitis B individuals \( I_1(t) \) and infected with chronic individuals \( I_2(t) \), respectively. Furthermore, in the objective functional \( B_1, B_2 \) and \( B_3 \) are the weight constants for the isolation of infected and non-infected, treatment and vaccination controls. The terms \( \frac{1}{2}B_1 u_1^2, \frac{1}{2}B_2 u_2^2 \) and \( \frac{1}{2}B_3 u_3^2 \) describe the cost associated with isolation, treatment and vaccination. Our goal is to find the control function, such that
\[
J(u_1^*, u_2^*, u_3^*) = \min\{J(u_1, u_2, u_3) \mid u_1, u_2, u_3 \in U\}
\]
satisfying the system (13), where the control set is defined as
\[
U = \{(u_1, u_2, u_3) / u_i(t) \text{ is Lebesgue measurable on } [0, 1], 0 \leq u_i(t) \leq 1, i = 1, 2, 3\}. \quad (15)
\]

6. Existence of optimal control problem

To show the existence of the control problem, we consider the control system (13) with initial condition at time \( t = 0 \). For bounded Lebesgue measurable controls, positive initial conditions and positive bounded solutions to the state system exist [2]. In order to find the optimal solution, let us go back to the optimal control problem (13) and (14). So first we need to define the Lagrangian and Hamiltonian for the optimal control problems (13) and (14). In fact the Lagrangian for the optimal control problem is given by the following equation:
\[
L(S, I_1, I_2, u_1, u_2, u_3) = A_1 S(t) + A_2 I_1(t) + A_3 I_2(t) + \left[\frac{1}{2}(B_1 u_1^2 + B_2 u_2^2 + B_3 u_3^2)\right]. \quad (16)
\]

To seek the minimal value of the Lagrangian, we define Hamiltonian \( H \) for the optimal control problem as
\[
H = L(S, I_1, I_2, u_1, u_2, u_3) + \lambda_1 \frac{dS(t)}{dt} + \lambda_2 \frac{dI_1}{dt} + \lambda_3 \frac{dI_2}{dt} + \lambda_4 \frac{dR(t)}{dt}. \quad (17)
\]
Thus for the existence of our control problem, we have the following results.

**Theorem 6.1:** There exists an optimal control \( u^* = (u_1^*, u_2^*) \in U \), such that
\[
J(u_1^*, u_2^*, u_3^*) = \min J(u_1, u_2, u_3)
\]
subject to the control system (13) with initial condition.
**Proof:** To prove the existence of an optimal control we use techniques presented in [7,24]. Since both the control variables and the state variables are non-negative values. So in this minimizing problem, the necessary convexity of the objective functional define in Equation (12) in $u_1(t), u_2(t)$ and $u_3(t)$ is satisfied. The control variables set $u_1, u_2, u_3 \in U$ is also convex and closed by definition. The optimal system is bounded, which ensure the compactness needed for the existence of the optimal control. Further the integrand in the objective functional $A_1S(t) + A_2I_1(t) + A_3I_2(t) + \frac{1}{2}(B_1u_1^2 + B_2u_2^2, B_3u_3^2)$ is convex on the control set $U$, which completes the proof. □

Next, we find the optimal solution of our proposed control problem. In order to do this, we use the Pontryagin maximum principle [25]. By using this principle the Hamiltonian is given by

$$H(t, x(t), u(t), \lambda(t)) = f(t, x(t), u(t)) + \lambda(t)g(x((t), u(t))).$$

(18)

If $(x^*, u^*)$ is an optimal solution of our proposed optimal control problem, then there exists a non-trivial vector function $\lambda(t) = (\lambda_1(t), \lambda_2(t), \ldots, \lambda_n(t))$, such that

$$\frac{dx}{dt} = \frac{\partial H(t, x(t), u(t), \lambda(t))}{\partial \lambda},$$

$$0 = \frac{\partial H(t, x(t), u(t), \lambda(t))}{\partial u},$$

$$\lambda(t)' = -\frac{\partial H(t, x(t), u(t), \lambda(t))}{\partial x}. \quad (19)$$

Now, we apply the necessary condition to the Hamiltonian, so we have the following results.

**Theorem 6.2:** Let $S^*, I_1^*, I_2^*$ and $R^*$ be optimal state solution with associated optimal control variables $(u_1^*, u_2^*, u_3^*)$ for the optimal control problems (12) and (13). Then there exist adjoint variables $\lambda_1(t), \lambda_2(t), \lambda_3(t)$ and $\lambda_4(t)$, satisfying

$$\lambda_1'(t) = -A_1 + (\lambda_1(t) - \lambda_2(t))\alpha I_1^*(1 - u_1^*(t)) + (\lambda_1(t) - \lambda_4(t))u_3^* + \lambda_1(t)\mu_0,$$

$$\lambda_2'(t) = -A_2 + (\lambda_2(t) - \lambda_4(t))(u_2^* + u_3^*) + (\lambda_2(t) - \lambda_3(t))\beta + (\lambda_2(t) - \lambda_4(t))\gamma_1 + \lambda_2(t)\mu_0,$$

$$\lambda_3'(t) = -A_3 + (\lambda_1(t) - \lambda_2(t))\alpha S^*(1 - u_1^*) + (\lambda_3(t) - \lambda_4(t))(u_2^* + u_3^*) + (\lambda_3(t) - \lambda_4(t))\gamma_2 + \lambda_3(t)\mu_0 + \mu_1),$$

$$\lambda_4'(t) = \lambda_4(t)\mu_0, \quad (20)$$

with transversality conditions (boundary conditions)

$$\lambda_i(T) = 0 \quad \text{for}\ i = 1, 2, 3, 4. \quad (21)$$

Furthermore, the optimal controls variables $u_1^*(t), u_2^*(t)$ and $u_3^*(t)$ are given by

$$u_1^*(t) = \max\left\{\min\left\{\frac{\alpha S^*I_1^*}{B_1}(\lambda_2(t) - \lambda_1(t)), 1\right\}, 0\right\}.$$
\begin{align*}
u^*_2(t) &= \max \left\{ \min \left\{ \frac{1}{B_2} \left( (\lambda_2(t) - \lambda_4(t)) I_1^* + (\lambda_3(t) - \lambda_4(t)) I_2^* \right), 1 \right\}, 0 \right\}, \\
u^*_3(t) &= \max \left\{ \min \left\{ \frac{1}{B_3} (\lambda_1(t) S^* + (\lambda_2(t) - \lambda_4(t)) I_1^* + (\lambda_3(t) - \lambda_4(t)) I_2^*), 1 \right\}, 0 \right\}.
\end{align*}

**Proof:** To determine the adjoint equation (20) and the transversality condition (21), we use the Hamiltonian (17). By setting $S(t) = S^*$, $I_1(t) = I_1^*$, $I_2(t) = I_2^*$ and $R(t) = R^*$ and differentiating the Hamiltonian with respect to $S(t)$, $I_1(t)$, $I_2(t)$ and $R(t)$, respectively, we will get the required adjoint system (20). Furthermore, to obtain $u_1^*$, $u_2^*$ and $u_3^*$, we differentiating Hamiltonian with respect to $u_1$, $u_2$ and $u_3$, respectively, and then solving $\partial H/\partial u_1 = 0$, $\partial H/\partial u_2 = 0$ and $\partial H/\partial u_3 = 0$ on the interior of the control set and using the optimality condition. Finally by using the property of control space $U$, we obtain Equation (22), which completes the proof. \hfill \blacksquare

Here, we call the formulas (22) for $u^* = (u_1^*, u_2^*, u_3^*)$ with the characterization of optimal controls. The state variables and the optimal controls variables are found by solving the optimality system, which contain the state system (13), the adjoint system (20), initial conditions and boundary conditions, together with the characterization of the optimal controls $(u_1^*, u_2^*, u_3^*)$. In addition, the second derivatives of the Lagrangian with respect to $u_1$, $u_2$ and $u_3$ are positive, which make sure that the optimal problem is minimum at control $u_1^*$, $u_2^*$ and $u_3^*$. By putting the values of $u_1^*$, $u_2^*$ and $u_3^*$ in the control system (13), we obtain the following system:

\begin{align*}
\frac{dS^*(t)}{dt} &= b - \alpha S^*(t) I_2^*(t) (1 - u_1^*) - \mu_0 S^* - u_3^* S^*, \\
\frac{dI_1^*(t)}{dt} &= \alpha S^* I_2^* (1 - u_1^*) - (\mu_0 + \beta + \gamma_1) I_1^* - (u_2^* + u_3^*) I_1^*, \\
\frac{dI_2^*(t)}{dt} &= \beta I_1^* - (\mu_0 + \mu_1 + \gamma_2) I_2^* - (u_2^* + u_3^*) I_2^*, \\
\frac{dR^*(t)}{dt} &= \gamma_1 I_1^* + \gamma_2 I_2^* + u_3^* S^* + v S^*(t) + (u_2^* + u_3^*) (I_1^* + I_2^*) - \mu_0 R^*.
\end{align*}

(23)

In the next section, we solve the optimality system, i.e. Equations (20)–(13) numerically.

### 7. Numerical results of the control problem

In this section, we solve the optimality system (20)–(23) by using the Runge–Kutta method of order four. To do this, first we solve the state system (23) by the Runge–Kutta fourth-order scheme with initial condition forward in time $[0, 20]$ and then solving the adjoint system (20) by the backward Runge–Kutta fourth-order scheme in the same interval of time with the help of transversality condition and the solution of state system (23). For the simulation purposes, we use the parameters’ value as follows: $\alpha = 0.8$, $\beta = 0.025$, $b = 0.0121$, $\gamma_1 = 0.05$, $\gamma_2 = 0.5$, $\mu_0 = 0.0121$ and $\mu_1 = 0.02$. In which the parameters $\alpha = 0.8$, $b = 0.0121$, $\mu_0 = 0.0121$ are taken from [7,18,26] and the remaining are assumed as...
Figure 3. Population of susceptible with and without control.

Figure 4. Population of hepatitis B acute-infected individuals with and without control.
**Figure 5.** Population of hepatitis B chronically infected individuals with and without control.

**Figure 6.** Population of recovered individuals with and without control.
**Figure 7.** The plot shows the dynamic of control variable isolation.

**Figure 8.** The plot shows the dynamic of control variable treatment.
Figure 9. The plot shows the dynamic of control variable vaccination.

biologically feasible values. Furthermore, the weight constants are assumed to be $A_1 = 400$, $A_2 = 1000$, $A_3 = 1000$, $B_1 = 0.001$, $B_2 = 0.34$ and $B_3 = 0.45$. So we obtain the following results presented from Figures 3 to 9.

Figures 3–6 represent the dynamic of susceptible, acute-infected individuals with hepatitis B, chronically infected individuals with hepatitis B and recovered individuals, respectively. Figures 7–9 represent the dynamic of control variables isolation, treatment and vaccination, respectively. Our main objective of applying the optimal control tool is to minimize the number of infected individuals and maximize the number of non-infected individuals, which are clearly shown by the numerical results.

8. Conclusion

In this work, we presented the model for the transmission dynamic of acute and chronic HBV. We incorporated in the model acute-infected class and chronic-infected class and then developed the model with these new features. After formulating the model, we found the basic reproduction number $R_0$. As in epidemiological models, the model has two steady states, infected and uninfected steady states. Thus, we investigated both the states, disease-free state and endemic state and proved that the disease-free and endemic equilibria are both locally as well as globally stable under certain conditions. For the global stability, we developed the Lyapunov function and showed that both the local and global dynamic are completely determined by the basic reproduction number $R_0$. Furthermore, three time-dependent control variables are taken and a control strategy for minimizing the number of infected individuals and maximizing the number of non-infected individuals was developed.
Finally, we presented the numerical simulation and verified all the analytical results numerically. By using control variables isolation, treatment and vaccination, we are able to control the spreading of hepatitis B. We believe that this new extension, assumption and analysis are biologically much more plausible.
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