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Abstract. Phylogenetic networks can model more complicated evolutionary phenomena that trees fail to capture such as horizontal gene transfer and hybridization. The same Markov models that are used to model evolution on trees can also be extended to networks and similar questions, such as the identifiability of the network parameter or the invariants of the model, can be asked. In this paper we focus on finding the invariants of the Cavendar-Farris-Neyman (CFN) model on level-1 phylogenetic networks. We do this by reducing the problem to finding invariants of sunset networks, which are level-1 networks consisting of a single cycle with leaves at each vertex. We then determine all quadratic invariants in the sunset network ideal which we conjecture generate the full ideal.

1. Introduction

The field of phylogenetics aims to determine the evolutionary relationships between species which are often represented with trees. There are some evolutionary phenomena that trees are unable to capture though. Non-treelike evolutionary processes include horizontal gene transfer where genetic material is passed laterally within a generation or hybridization. Phylogenetic networks have emerged as a tool to model events in the evolutionary history of organisms that tree models are unable to represent. This has spurred an effort to study networks and develop methods to reconstruct them from data. Many results have already been obtained on the combinatorial properties of networks and many current methods for constructing networks are combinatorial in nature. Other methods that have been used to infer trees have also been extended to networks such as maximum parsimony, maximum likelihood, and neighbor joining.

Recently, there has been work on the algebraic structure of network models motivated by the advances that algebraic methods achieved for tree models which include many identifiability results and descriptions of the phylogenetic invariants of many tree-based models which all utilize invariants. Gross and Long began the study of the algebraic and geometric structure of network models and obtained some identifiability results for a certain class of Jukes-Cantor (JC) network models. Further identifiability results have since been obtained for networks using algebraic and combinatorial methods. These include level-1 networks under the coalescent model, large-cycle networks under the Kimura 2-Parameter (K2P) and Kimura 3-Parameter (K3P) models, and level-1 networks under the JC, K2P, and K3P models. There have also been some results obtained on the invariants of network models such as those in [9].

In this paper we focus on finding the invariants of the Cavendar-Farris-Neyman (CFN) model on level-1 phylogenetic networks. The discrete Fourier transform, which is used to simplify the parameterization of group-based models, such as the CFN model, can also be applied to network models as well. After applying this transform, CFN tree models become toric varieties but the same is not true for CFN network models which makes analyzing their algebraic structure more difficult. As observed in [19], the toric fiber product of can still be applied to group-based network models. Our approach leverages this toric fiber product structure to reduce the problem to that of finding the invariants for sunset networks which consist of only a single cycle. While sunset network varieties are still not toric, they do have a lower-dimensional
torus action on them meaning they are \textit{T-varieties} \cite{22}. We use this torus action to break up the ideal of invariants of a \( n \)-leaf sunlet network into homogeneous graded pieces we call \textit{gloves}. As a result, we arrive at the following theorem.

\textbf{Theorem.} A quadratic \( f \) is an invariant of the \( n \)-sunlet network if and only if it is an invariant for both of the underlying trees obtained by deleting a reticulation edge.

We then explicitly produce all quadratic generators of the sunlet network ideal that lie in a given graded piece which gives a complete set of quadratic generators of the sunlet network ideal under the CFN model. We conjecture that the sunlet network ideal is generated by quadratics which would imply our set of quadratic generators actually generate the entire ideal.

We have also studied the 4- and 5-leaf sunlet networks in more detail. We have shown through explicit computation that their corresponding varieties are normal and Gorenstein. This means that any level-1 network that can be built by gluing together 4- and 5-leaf sunlets along trees is normal and Cohen-Macaulay since these properties are preserved by the toric fiber product. Level-1 networks built from gluing 4- and 5-sunlets along leaves that are not adjacent to the reticulation vertex of the respective networks are also Gorenstein for the same reason but this may not hold if networks are glued together along leaves adjacent to the reticulation vertex. Lastly, we compute the multigraded Hilbert function of the 4-leaf sunlet network. All of these computational results along with an implementation of our algorithm to find quadratic generators and computational evidence for our conjectures can be found at:

\url{https://github.com/bkholler/CFN_networks}.

This paper is organized as follows. In Section 2, we provide some background on phylogenetic models with a particular emphasis on the CFN model and the ideal of invariants for CFN tree models. We also describe the toric fiber product. In Section 3, we show that studying the CFN model on level-1 networks can be reduced to understanding the CFN model on \( n \)-sunlets. In Section 4, we give a complete description for quadratic invariants for any sunlet network. In Section 5, we focus on 4- and 5-leaf sunlet networks and describe some algebraic properties of their ideals. In Section 6, we discuss some open problems and conjectures concerning network ideals and give some possible directions for approaching them. In particular, we conjecture that the CFN sunlet network ideal is generated by quadratics and is dimension \( 2n \) when the network has \( n \) leaves.
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In this section, we provide some background on phylogenetic networks and phylogenetic Markov models on them. We then discuss toric fiber products which will be useful tools for describing the ideal of phylogenetic invariants for the CFN model on a phylogenetic network.

2.1. Phylogenetic Networks. In this section, we review the basics of phylogenetic networks and define some network structures that we will use throughout the paper. Our notation and terminology is adapted from [19, 20]. For additional information on the combinatorial properties of networks and definitions associated to them we refer the reader to [20, 36].

Definition 2.1. A phylogenetic network $N$ on leaf set $\{1, 2, \ldots, n\}$ is a rooted acyclic digraph with no edges in parallel and satisfying the following properties:

1. the root has out-degree two;
2. a vertex with out-degree zero has in-degree one, and the set of vertices with out-degree zero is $\{n\}$;
3. all other vertices have either in-degree one and out-degree two, or in-degree two and out-degree one.

Vertices with in-degree one and out-degree two are called tree vertices while vertices with in-degree two and out-degree one are called reticulation vertices. Edges directed into a reticulation vertex are called reticulation edges and all other edges are called tree edges. This paper focuses on the CFN model which is group-based and hence time-reversible. This means that it is impossible to identify the location of the root under this model so we are only interested in the underlying semi-directed network structure of the phylogenetic network. The underlying semi-directed network of a phylogenetic network is obtained by suppressing the root and undirecting all tree edges in the network. The reticulation edges remain directed though. This is illustrated in Figure 1.

As the number of reticulation vertices in the network increases, the parameterization of the model becomes increasingly complicated. A common restriction is to limit the number of reticulation vertices in each biconnected component of the network. A network is called level-$k$ if there is a maximum of $k$ reticulation vertices in each biconnected component of the network. In this paper we will focus on level-1 networks and a special subclass of these networks called sunlet networks which were first studied in [19].

Definition 2.2. A $n$-sunlet network is a semi-directed network with one reticulation vertex and whose underlying graph is obtained by adding a leaf to every vertex of a $n$-cycle. We denote with $S_n$ the $n$-sunlet network with reticulation vertex adjacent to the leaf 1 and the other leaves labelled clockwise from 1 in increasing order.

Note that any level-1 network can be constructed by gluing sunlets of possibly different sizes along trees. It was noted in [19] that this corresponds to a toric fiber product of their ideals. We develop this further in Section 3. We end this section with an example that corresponds to the 4-sunlet, $S_4$, which we will use throughout this paper.

Example 2.3. Consider the network pictured on the left in Figure 1. This is a 4 leaf, level-1 network. The reticulation edges are dashed and the reticulation vertex is the vertex adjacent to the leaf labelled 1. It’s underlying semi-directed network is pictured on the right. This semi-directed network is a 4-sunlet with reticulation vertex 1. Observe that deleting either of the reticulation edges in the sunlet network yields an unrooted binary tree with 4 leaves but that these two trees are not the same.

2.2. Phylogenetic Markov Models. In this section, we review the basics of phylogenetic Markov models for trees and networks. For additional information we refer the reader to [34, 36]. Phylogenetic Markov models on networks are determined by the trees that result from deleting reticulation edges in the network. This means we first need to describe phylogenetic Markov models on trees.
A $\kappa$-state phylogenetic Markov model on an $n$-leaf, leaf-labelled rooted binary tree $T$ gives us a joint distribution on the states of the leaves of $T$. This joint distribution is determined by associating a random variable $X_v$ with state space $[\kappa]$ to each internal vertex $v$ of $T$ and a $\kappa \times \kappa$ transition matrix $M_e$ to each directed edge $e = (u, v)$ of $T$ such that $M_{i,j} = P(X_v = j|X_u = i)$. Also associate a root distribution $\pi$ to the root $r$ of $T$. Let $X_i$ be the random variable associated to the leaf labelled $i$ for $i \in [n]$. Then the probability of observing a configuration $(x_1, \ldots, x_n) \in [\kappa]^n$ of states at the leaves is

$$
P(X_1 = x_1, \ldots, X_n = x_n) = \sum_{j \in [\kappa]} \pi_{j,v} \prod_{(u,v) \in E(T)} M_{j,v}(u,v)^{x_v}.$$ 

Note that the joint distribution of $(X_1, \ldots, X_n)$ is given by polynomials in the entries of $\pi$ and the $M_e$. This means that the model can be thought of as a polynomial map

$$\psi_T : \Theta_T \to \Delta_{\kappa^n-1}$$

where $\Theta_T$ is the stochastic parameter space of the model (the space of transition matrices and root distributions) and $\Delta_{\kappa^n-1}$ is the probability simplex. Since this map is a polynomial map, tools from algebraic geometry can be used to study the model. This is one of the key takeaways from algebraic statistics and we refer the reader to [40] for additional information.

We ignore the restrictions of the stochastic parameter space and extend $\psi_T$ to be a complex polynomial map and study the variety $V_T = \text{im}(\psi_T)^{\text{Zar}}$ which is called the phylogenetic variety associated to $T$. Polynomials in the vanishing ideal $I_T = I(V_T)$ are called phylogenetic invariants and a major problem for any phylogenetic model is to describe this ideal. Characterizing the invariants of phylogenetic models began with [10, 29] and has been continued by many including but not limited to [3, 12, 13, 31, 38].

We can now use the Markov models we have for trees to define phylogenetic Markov models on networks. Let $N$ be a network with reticulation vertices $v_1, \ldots, v_m$ and let $e_0^i$ and $e_1^i$ be the reticulation edges adjacent to $v_i$. Associate a transition matrix to each edge of $N$. Independently at random we delete $e_0^i$ with probability $\lambda_i$ and otherwise delete $e_1^i$ and record which edge is deleted with a vector $\sigma \in \{0, 1\}^m$ where $\sigma_i = 0$ indicates that edge $e_0^i$ was deleted. Each $\sigma$ corresponds to a different tree $T_{\sigma}$. Then the parameterization $\psi_N$ is given by

$$
\psi_N = \sum_{\sigma \in \{0,1\}^m} \left( \prod_{i=1}^m \lambda_i^{1-\sigma_i} (1 - \lambda_i)^{\sigma_i} \right) \psi_{T_{\sigma}}
$$

where $\psi_{T_{\sigma}}$ is the parameterization corresponding to the tree $T_{\sigma}$ with transition matrices inherited from the original network $N$. Note that this is similar to a mixture model but with many additional relations among the parameters. The parameterization $\psi_N$ is still a polynomial map though which means we can still consider the Zariski closure of the image $\psi_N$ and the corresponding ideal of phylogenetic invariants, $I_N$. As mentioned previously, if the phylogenetic model is time-reversible then we get the same model by considering the Markov process on the underlying semi-directed network. We end this section with our running example.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{network_diagram.png}
\caption{A four leaf, level-1 network pictured on the left with all edges directed away from the root. On the right is the associated semidirected network obtained by suppressing the root and undirecting all tree edges. The edges are implicitly assumed to be directed into the vertex adjacent to the leaf 1.}
\end{figure}
Example 2.4. Consider the 4-sunlet $S_4$ pictured in figure 2 with reticulation vertex adjacent to the leaf 1 and reticulation edges $e_5$ and $e_8$. The trees $T_0$ and $T_1$ are obtained by deleting edges $e_8$ and $e_5$ respectively. Since there is only one reticulation vertex in $S_4$, the sum in Equation 1 simplifies to

$$
\psi_{S_4} = \lambda \psi_{T_0} + (1 - \lambda) \psi_{T_1}.
$$

The transition matrices used in the parameterization maps $\psi_T$ are inherited from the original network. For instance the edge $e_6$ in the original network has a transition matrix $M_{e_6}$ associated to it and thus the edge $e_6$ that appears in $T_0$ and the edge $e_6$ that appears in $T_1$ both use the same transition matrix $M_{e_6}$.

2.3. The CFN Model. In this section, we review the CFN model, sometimes called the binary Jukes-Cantor model, and some known results about the ideal of phylogenetic invariants of trees under this model. In particular, we describe the discrete Fourier transform which turns the map $\psi_T$ into a monomial map in the transformed parameters and thus the ideal $I_T$ becomes a toric ideal [38]. This vastly simplifies the network parameterization as well and will make it much easier to define the parameterization explicitly. We begin with a description of general group-based models and then discuss the CFN model in particular.

Definition 2.5. Let $G$ be a finite abelian group of order $\kappa$ and $T$ a rooted binary tree. The state space of the random variables $X_v$ is identified with the elements of the group $G$. A group-based model on $T$ is a phylogenetic Markov model on $T$ such that for each transition matrix $M^e$, there exists a function $f_e : G \to \mathbb{R}$ such that $M^e_{g, h} = f(g - h)$.

The CFN model is a 2 state phylogenetic Markov model where the states are purine (adenine and guanine) and pyrimidine (thymine and cytosine), that is the DNA bases are grouped into two groups corresponding to their chemical structure. It is a group-based model for the group $G = \mathbb{Z}/2\mathbb{Z}$ with the states purine and pyrimidine arbitrarily associated to the elements of $\mathbb{Z}/2\mathbb{Z}$. This means the transition matrices in the model have the form

$$
M^e = \begin{pmatrix}
\alpha & \beta \\
\beta & \alpha
\end{pmatrix}
$$

and the associated function $f_e : \mathbb{Z}/2\mathbb{Z} \to \mathbb{R}$ is simply $f_e(0) = \alpha$ and $f_e(1) = \beta$.

Group-based models allow for a linear change of coordinates that makes $\psi_T$ a monomial map in the transformed parameters. This means many group-based models (such as the CFN, JC, K2P, and K3P models) are toric varieties in the transformed coordinates [38]. This change of coordinates is called the discrete Fourier transform and was first utilized in [15, 23]. The new image coordinates, commonly called the Fourier coordinates, are denoted with $g_{g_1, \ldots, g_n}$ for $g_1, \ldots, g_n \in G$. For the CFN model, that is we have $G = \mathbb{Z}/2\mathbb{Z}$, the parameterization $\psi_T$ can be given in terms of the edges of the tree and their corresponding splits which we briefly describe first.

A split of $[n]$ is a set partition $A|B$ of the set $[n]$. A split $A|B$ is valid for an unrooted binary tree $T$ leaf-labelled by $[n]$ if it can be obtained as the leaf sets of the two connected components of $T \setminus e$ for some edge $e$ of $T$. So we let $\Sigma(T)$ be the set of edges of $T$ and to each edge $e$ we associate the split $A_e|B_e$ that deleting
the edge \( e \) yields. Now for each edge \( e \in \Sigma(T) \) and each group element \( g \in \mathbb{Z}/2\mathbb{Z} \) we have a parameter \( a_g^e \).

The parameterization of the model \( \psi_T \) in the Fourier coordinates is given by

\[
q_{g_1,...,g_n} = \begin{cases} 
\prod_{A_e \in \Sigma(T)} a_{\sum_{e \in [n]} g_e} & \text{if } \sum_{i \in [n]} g_i = 0 \\
0 & \text{otherwise}.
\end{cases}
\]

Note in the parameterization we are utilizing the natural identification between the edge \( e \) and its associated split \( A_e|B_e \). We can now think of the variety \( V_T \) as being the closure of the map given in Equation (2) where the parameters are allowed to range freely over the complex numbers.

We now introduce two different interpretations of the toric ideal \( I_T \) that will be useful in building the sunlet ideal \( I_{S_n} \). Sturmfels and Sullivant showed in [38] that the ideal of phylogenetic invariants for a tree \( T \) is

\[
\text{the closure of the map given in Equation 2 where the parameters are allowed to range freely over the complex numbers.}
\]

**Example 2.6.** Let \( T \) be the unrooted binary tree determined by the split 12|34. Then

\[
M_0 = \begin{pmatrix} 00 & 11 \\ 11 & q_{0000} & q_{0011} \\ & q_{1100} & q_{1111} \end{pmatrix}
\]

and

\[
M_1 = \begin{pmatrix} 01 & 10 \\ 10 & q_{0101} & q_{0110} \\ & q_{1001} & q_{1010} \end{pmatrix}
\]

So the ideal of phylogenetic invariants for \( T \) is

\[
I_T = \langle q_{0000}q_{1111} - q_{0011}q_{1100}, q_{0101}q_{1010} - q_{0110}q_{1001} \rangle.
\]

Essentially, their construction shows that the ideal \( I_T \) is given by rank constraints on matrices that come from slicing and flattening the tensor \( (q_g : g \in (\mathbb{Z}/2\mathbb{Z})^n) \) according to the splits of \( T \). This determinantal representation is also amenable to computation since determining whether or not a point is in the variety can be done by verifying that the rank of the associated matrices, \( M_i \), is at most one. Another representation of relations in \( I_T \) was given by Buczyńska and Wiśniewski in [8]. They use systems of paths on the tree \( T \) to describe these binomials instead. Note that any \( g \in (\mathbb{Z}/2\mathbb{Z})^n \) defines a unique system of disjoint paths on \( T \) that connects the leaves \( \ell \) such that \( g_\ell = 1 \). One can also construct this path system by including every edge \( e \) such that for the associated split \( A_e|B_e \) it holds that \( \sum_{g \in A_e} g_a = \sum_{g \in B_e} g_b = 1 \). The following example illustrates their construction.

**Example 2.7.** Let \( T \) again be the 4 leaf tree defined by the single split 12|34. Note that each \( g \in (\mathbb{Z}/2\mathbb{Z})^4 \) corresponds to a unique system of disjoint paths between the leaves \( \ell \in [4] \) such that \( g_\ell = 1 \). For instance \( q_{0101} \) corresponds to the red path

![Red Path](image)

We saw in Example that \( q_{0000}q_{1111} - q_{0011}q_{1100} \in I_T \). Using the interpretation of the variables as paths, we can see this relation as encoding that two systems of paths are equivalent. The paths are pictured below in red.

![Red Paths](image)
Since the discrete Fourier transform gives a linear change of coordinates it can also be applied to group-based models on phylogenetic network models \[19\]. This means the parameterization of \( S_n \) is
\[
\begin{aligned}
q_{g_1,\ldots,g_n} &= \begin{cases}
\prod_{i=1}^n \frac{a_1^{x_{i}} \cdots a_p^{x_{n}}}{i} g_i + \prod_{i=1}^n \frac{a_1^{x_{i}} \cdots a_p^{x_{n}}}{i} g_i & \text{if } \sum_{i=1}^n g_i = 0 \\
0 & \text{otherwise}.
\end{cases}
\end{aligned}
\]

**Example 2.8.** Let \( S_n \) be the 4-sunlet pictured in Figure 2. As we saw in the previous example, the trees \( T_0 \) and \( T_1 \) that are also pictured in Figure 2 are obtained from \( S_n \) by deleting the reticulation edges \( e_8 \) and \( e_9 \) respectively. We denote the Fourier parameter corresponding to the edge \( e_i \) and group element \( g_j \) by \( a_{ij} \). The parameterization \( \psi_{S_n} \) in the Fourier coordinates is
\[
q_{g_1,\ldots,g_4} = \begin{cases}
\alpha_1 g_1 + \sum_{i=1}^4 \alpha_i g_i & \text{if } \sum_{i=1}^4 g_i = 0 \\
0 & \text{otherwise}.
\end{cases}
\]
The first term in the above parameterization comes from the parameterization \( \psi_{T_0} \) in the Fourier coordinates and the second term comes from \( \psi_{T_1} \).

This new parameterization is easier to work with than the previous parameterization but \( I_{S_n} \) is still not a toric ideal in the new coordinates. This means the techniques used to analyze the ideal \( I_T \) can not be directly used to analyze \( I_{S_n} \). One of our goals in this paper is to develop new techniques to describe the invariants in \( I_{S_n} \) that are reminiscent of the original constructions for trees.

### 2.4. Toric Fiber Products

In this section we recall the *toric fiber product* operation on multigraded ideals first defined by Sullivant in \[39\].

We first consider a polynomial ring \( \mathbb{C}[\bar{x}] := \mathbb{C}[x_1,\ldots,x_n] \) equipped with a grading by elements of a lattice \( M \). This means that there is a linear map \( \deg : \mathbb{N}^n \to M \), and a direct sum decomposition of \( \mathbb{C}[\bar{x}] \) as a \( \mathbb{C} \)-vector space into isotypical components indexed by \( M \):
\[
\mathbb{C}[\bar{x}] = \bigoplus_{m \in M} \mathbb{C}[\bar{x}]_m,
\]
where \( \mathbb{C}[\bar{x}]_m \) has a basis of the set of monomials \( x^\alpha \) where \( \deg(\alpha) = m \). The support semigroup \( S(\deg) \subseteq M \) is defined to be the set of \( m \) such that \( \mathbb{C}[\bar{x}]_m \neq 0 \). It is straightforward to show that \( S(\deg) \) is closed under addition, contains \( 0 \in M \), and is generated by the set \( \{d_1,\ldots,d_n\} \subseteq M \), where \( d_i = \deg(e_i) \).

A polynomial \( f \in \mathbb{C}[\bar{x}] \) is said to be \( M \)-homogeneous if \( f \in \mathbb{C}[\bar{x}]_m \) for some \( m \in S(\deg) \). Equivalently, \( f \) is \( M \)-homogeneous if and only if each non-zero monomial term \( C_\alpha x^\alpha \) appearing in \( f \) satisfies \( \deg(\alpha) = m \). A polynomial ideal \( I \subseteq \mathbb{C}[\bar{x}] \) is \( M \)-homogeneous if it satisfies the following equivalent conditions:

1. \( I = \langle f_1,\ldots,f_\ell \rangle \) for \( M \)-homogeneous polynomials \( f_i \in \mathbb{C}[\bar{x}]_m \),
2. \( I = \bigoplus_{m \in M} I_m \), where \( I_m = I \cap \mathbb{C}[\bar{x}]_m \).

Next we consider two \( M \)-graded polynomial rings \( \mathbb{C}[\bar{x}], \mathbb{C}[\bar{y}] \) with homogeneous ideals \( I \subseteq \mathbb{C}[\bar{x}] \) and \( J \subseteq \mathbb{C}[\bar{y}] \). Let \( \deg_1 : \mathbb{N}^n \to M \) and \( \deg_2 : \mathbb{N}^m \to M \) be the linear maps corresponding to the \( M \)-gradings on \( \mathbb{C}[\bar{x}] \) and \( \mathbb{C}[\bar{y}] \), respectively. We make the technical assumption that the set of degrees \( \mathcal{A} = \{d_1,\ldots,d_r\} \subseteq M \) obtained by applying the functions \( \deg_1, \deg_2 \) to the generators of \( \mathbb{C}[\bar{x}] \) and \( \mathbb{C}[\bar{y}] \) form a linearly independent set in \( M \), and we assume without loss of generality that \( \text{rank}(M) = r \). We also assume that each degree \( d_i \) is realized by an element of \( \bar{x} \) and an element of \( \bar{y} \). These conditions are satisfied by the toric fiber products of cycle networks we consider in this paper, where \( M = \mathbb{Z}^2 \) and the degree set can be taken to be \( \{0,1\} \times \{0,1\} \).

We define \( S \subseteq \mathbb{C}[\bar{x},\bar{y}] \) to be the subalgebra spanned by those monomials \( x^\alpha y^\beta \) such that \( \deg_1(\alpha) = \deg_2(\beta) \). It is a straightforward consequence of the linear independence assumption on \( \mathcal{A} \) that \( S \) is generated as an
Proof. If \( \phi \) is a map to a domain, and possesses a binomial Gröbner basis.

A key feature of the toric fiber product construction in the linearly independent case we consider here is that a Gröbner basis for \( I \times_M J \) can be assembled from Gröbner bases for \( I \) and \( J \). Recall that a weight vector \( w \in \mathbb{Q}^n \) defines an initial ideal \( \text{in}_w(I) \subset \mathbb{C}[\tilde{x}] \) (see [37]). In particular, \( \text{in}_w(I) \) is generated by the initial forms \( \text{in}_w(f) \) for \( f \in I \), where \( \text{in}_w(f) \) is the polynomial obtained from \( f \) by taking only those monomial terms whose monomial power is minimized on the inner product with \( w \). We say that \( G \subset I \) is a Gröbner basis for \( I \) with respect to \( w \) if the initial forms \( \{ \text{in}_w(g) \mid g \in G \} \subset \text{in}_w(I) \) are a generating set.

The kernel of the map \( \mathbb{C}[\bar{z}] \to \mathbb{C}[\tilde{x}, \bar{y}] \) is a binomial ideal with a distinguished generating set \( \text{Quad}_M \). Following the description in [39] Proposition 2.6], we suppose \( x_{i_1}, x_{i_2}, y_{j_1}, y_{j_2} \) all have the same degree \( d \), then we get a relation:

\[ z_{i_1,j_1}z_{i_2,j_2} = z_{i_1,j_2}z_{i_2,j_1}. \]

Ranging over all \( d \in \mathcal{A} \) we obtain a set of binomial quadratic relations \( \text{Quad}_M \subset I \times_M J \).

Let \( w_1 \in \mathbb{Q}^n \) and \( w_2 \in \mathbb{Q}^m \) be weights for \( \mathbb{C}[\tilde{x}] \) and \( \mathbb{C}[\bar{y}] \), respectively. We obtain a weight \( \phi^*(w_1, w_2) \) for \( \mathbb{C}[\bar{z}] \) by setting \( \phi^*(w_1, w_2)(z_{i,j}) = w_1[x_i] + w_2[y_j] \). For an \( M \)-homogeneous polynomial \( g \in \mathbb{C}[\tilde{x}] \), Lift\( (g) \subset \mathbb{C}[\bar{z}] \) is obtained as follows. Let \( g = \sum C_a x_1^{a_1} \cdots x_n^{a_n} \), where \( \sum a_i \deg_1(x_i) = u \in M \) is fixed for all monomials with \( C_a \neq 0 \). Linear independence of \( \mathcal{A} \) implies that for each \( d_i \in \mathcal{A} \), the total contribution of \( d_i \) in each monomial term is independent of \( \kappa \). Now, for each \( x_i \) select \( \kappa(i) \in [m] \) such that \( \deg_1(x_i) = \deg_2(y_{\kappa(i)}) \) and \( \kappa(i) = \kappa(j) \) when \( \deg_1(x_i) = \deg_2(y_{\kappa(j)}) \). This choice \( \kappa \) defines a set of monomial generators \( z_{1,\kappa(1)}, \ldots, z_{n,\kappa(n)} \in \mathbb{C}[\bar{z}] \). The \( \kappa \)-lift of \( g \) is the polynomial \( g_{\kappa} = \sum C_a x_1^{a_{1,\kappa(1)}} \cdots x_n^{a_{n,\kappa(n)}} \in \mathbb{C}[\bar{z}] \). The set Lift\( (g) \) is then defined to be the set of all such lifts.

The lift of an \( M \)-homogeneous polynomial in \( \mathbb{C}[\bar{y}] \), and the lift of a set of polynomials are defined similarly. The following is [39] Theorem 2.8).

Proposition 2.10. Let \( G_1 \subset I \) and \( G_2 \subset J \) be Gröbner bases with respect \( w_1 \) and \( w_2 \) respectively, then \( \{ \text{Lift}(G_1), \text{Lift}(G_2), \text{Quad}_M \} \) is a Gröbner basis with respect to \( \phi^*(w_1, w_2) \), and \( \text{in}_{w_1}(I) \times_M \text{in}_{w_2}(J) = \text{in}_{\phi^*(w_1,w_2)}(I \times_M J) \).

Corollary 2.11. If \( I \) and \( J \) have weights \( w_1 \) and \( w_2 \), respectively, with Gröbner bases with degrees bounded above by \( k \), then there is a Gröbner basis of \( I \times_M J \) with respect to \( \phi^*(w_1, w_2) \) of degree greater than 2 and bounded above by \( k \). If the initial ideals \( \text{in}_{w_1}(I) \), \( \text{in}_{w_2}(J) \) are toric, then \( \text{in}_{\phi^*(w_1,w_2)}(I \times_M J) \) is toric.

Proof. If \( \text{in}_{w_1}(I) \), \( \text{in}_{w_2}(J) \) are toric, then Proposition 2.10 implies that \( \text{in}_{\phi^*(w_1,w_2)}(I \times_M J) \) is the kernel of a map to a domain, and possesses a binomial Gröbner basis.

The assumption that \( I \) and \( J \) are \( M \)-homogeneous ideals implies that their factor rings \( A = \mathbb{C}[\tilde{x}]/I \) and \( B = \mathbb{C}[\bar{y}]/J \) are \( M \)-graded as well:
The linear independence of the set $A \subset M$ implies that the factor ring $\mathbb{C}[\bar{z}]/I \times_M J$ is isomorphic to the subalgebra $\bigoplus_{m \in M} A_m \otimes B_m \subset A \otimes_C B$. We let $(A \otimes_C B)^{T_M}$ denote this subalgebra. This notation is explained as follows. The spectrum of the group algebra $\mathbb{C}[M]$ is an algebraic torus $T_M$, and the $M$-grading on $A$ and $B$ naturally corresponds to an action by $T_M$, where the graded components $A_m$ and $B_m$ are the $m \in M$-isotypical spaces of $A$ and $B$, respectively, when these rings are regarded as $T_M$ representations. Consequently, we can define an “anti-diagonal” $T_M$-action on the tensor product $A \otimes_C B$ by giving $B_m$ isotypical degree $-m$. The subring $(A \otimes_C B)^{T_M} \subset A \otimes_C B$ is the ring of invariants with respect to the antidiagonal action. In the following we use the invariant-theoretic interpretation of the toric fiber product.

**Proposition 2.12.** With $I$, $J$, and $A$, $A$, and $B$ as above, if $A$ and $B$ are normal, then $(A \otimes_C B)^{T_M}$ is normal. If there exist $w_1$ and $w_2$ such that $\mathbb{C}[\bar{z}]/in_w(I)$ and $\mathbb{C}[\bar{y}]/in_w(J)$ are normal toric algebras, then $(A \otimes_C B)^{T_M}$ is normal and Cohen-Macaulay.

**Proof.** The invariant ring of a normal algebra is normal, and the invariant ring of a Cohen-Macaulay ring is Cohen-Macaulay. If $\mathbb{C}[\bar{z}]/in_w(I)$ and $\mathbb{C}[\bar{y}]/in_w(J)$ are normal toric algebras, then both are normal and Cohen-Macaulay. It follows that the algebras $A$ and $B$ are normal and Cohen-Macaulay, and also that $\mathbb{C}[\bar{z}]/in_{\phi^*(w_1, w_2)}(I \times_M J)$ is normal and Cohen-Macaulay. We conclude that $(A \otimes B)^{T_M}$ is normal and Cohen-Macaulay as well.

We recall the characterization of Gorenstein normal toric algebras [35 Corollary 6.3.8]. Let $P \subseteq \mathbb{R}^n$ be a polyhedral cone with affine semigroup $S_P = P \cap \mathbb{Z}^n$ and relative interior $int(P)$. For $w \in P$ let $[w]$ denote the associated element of the affine semigroup algebra $\mathbb{K}[S_P]$. The canonical module of $\mathbb{K}[S_P]$ is isomorphic to the ideal $\langle [w] \mid w \in int(P) \cap \mathbb{Z}^n \rangle = \Omega_P \subset \mathbb{K}[S_P]$. The algebra $\mathbb{K}[S_P]$ is Gorenstein if and only if $\Omega_P = [w]K[S_P]$ for some $w \in int(P)$.

**Proposition 2.13.** Let $I$, $J$, and $A$, $A$, and $B$ be as above. Suppose there exist $w_1$ and $w_2$ such that $\mathbb{K}[\bar{z}]/in_{w_1}(I)$ and $\mathbb{K}[\bar{y}]/in_{w_2}(J)$ are Gorenstein normal toric algebras isomorphic to $\mathbb{K}[S_P]$ and $\mathbb{K}[S_Q]$ for cones $P \subseteq \mathbb{R}^n$ and $Q \subseteq \mathbb{R}^m$, respectively. Finally, suppose that the canonical module generators $u \in P$ and $v \in Q$ have the same $M$-degree. Then $\mathbb{K}[\bar{z}]/in_{\phi^*(w_1, w_2)}(I \times_M J)$ and $(A \otimes B)^{T_M}$ are normal Gorenstein algebras.

**Proof.** If $(p, q) \in S_P \times_M S_Q$ is not of the form $(p', q') + (u, v)$ for $p' \in S_P$ and $q' \in S_Q$, then it follows that $p \in S_P$ or $q \in S_Q$ is not an interior point of $P$ or $Q$, respectively. Say $p$ is not an interior point of $P$. It follows that for some linear function $\ell: \mathbb{R}^n \rightarrow \mathbb{R}$, $\ell(p) = 0$ and $\ell(w) > 0$. We extend $\ell$ to $\ell': \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$. It follows that $\ell'(p, q) = 0$ and $\ell'(u, v) > 0$, so that $(p, q)$ must be on the relative boundary of $P \times_M Q$. By contrapositive, if $(p, q)$ is a relative interior point of $P \times_M Q$, then $(p, q) = (p', q') + (u, v)$, for some $(p', q') \in S_P \times_M S_Q$. This implies that $\mathbb{K}[\bar{z}]/in_{\phi^*(w_1, w_2)}(I \times_M J)$ is normal and Gorenstein. It follows that $(A \otimes B)^{T_M}$ is normal and Cohen-Macaulay, with the same Hilbert function as its initial algebra $\mathbb{K}[\bar{z}]/in_{\phi^*(w_1, w_2)}(I \times_M J)$. Now [35 Theorem 4.4] implies that $(A \otimes B)^{T_M}$ is Gorenstein.

3. Reduction to Sunlet Networks

In this section, we show that gluing level-1 networks together along a leaf corresponds to a toric fiber product of their corresponding ideals. This was pointed out in [14] but the authors do not prove it. We include a more detailed discussion and the proof here for completeness. This means that the ideal of invariants for any network can be constructed by taking toric fiber products of sunlet networks and trees.

Let $\mathcal{N}$ be a level-1 network and observe that we can either find an edge $e$ such that when $e$ is cut, $\mathcal{N}$ is split into two new networks $\mathcal{N}_-$ and $\mathcal{N}_+$ where $\mathcal{N}_-$ and $\mathcal{N}_+$ are level-1 networks with fewer leaves or that

$$A = \bigoplus_{m \in M} A_m \quad B = \bigoplus_{m \in M} B_m.$$
no such \( e \) exists in which case \( \mathcal{N} \) is a sunlet network or 3-leaf tree. We can of course recover the network \( \mathcal{N} \) by gluing \( \mathcal{N}_- \) and \( \mathcal{N}_+ \) along the edge \( e \) which is a leaf of both new networks. We denote the operation of gluing these networks along a leaf edge as \( \mathcal{N} = \mathcal{N}_- \ast \mathcal{N}_+ \). This operation is pictured in Figure 3.

We now assume \( \mathcal{N} \) does admit a decomposition \( \mathcal{N} = \mathcal{N}_- \ast \mathcal{N}_+ \) and denote the ambient polynomial rings of these networks with \( \mathbb{C}[q] \), \( \mathbb{C}[q]_- \), \( \mathbb{C}[q]_+ \). Note that their corresponding ideals \( I_{\mathcal{N}}, I_{\mathcal{N}_-}, I_{\mathcal{N}_+} \) are all homogeneous in the grading determined by \( \text{deg}(q_g) = e_g \) where \( e_g \) is the corresponding standard basis vector.

**Example 3.1.** Let \( \mathcal{N}_- \) be the corresponding network pictured in Figure 3 then
\[
\mathbb{C}[q]_- = \mathbb{C}[q_g|g = (g_1, g_2, g_3, g_e) \in \mathbb{Z}_2 \text{ and } g_1 + g_2 + g_3 + g_e = 0]
\]
and one can compute explicitly that
\[
I_{\mathcal{N}_-} = \langle q_{0000} q_{1111} - q_{0111} q_{1000} - q_{0101} q_{1010} - q_{0010} q_{1001} \rangle \subseteq \mathbb{K}[q_-].
\]
We can clearly see that this polynomial is homogeneous of degree \( e_0 + e_1 = \frac{1}{1} \) by simply examining the last entry of the label sequence of each monomial.

**Proposition 3.2.** Assume \( \mathcal{N} \) is not a sunlet network or 3-leaf tree and let \( \mathcal{N} = \mathcal{N}_- \ast \mathcal{N}_+ \) be a decomposition of \( \mathcal{N} \) into two smaller level-1 networks. Let each variable \( q_g \) in \( \mathbb{C}[q], \mathbb{C}[q]_-, \mathbb{C}[q]_+ \) have degree \( e_g \). Then \( I_{\mathcal{N}} \) is the toric fiber product:
\[
I_{\mathcal{N}} = I_{\mathcal{N}_-} \times_A I_{\mathcal{N}_+}
\]
with \( A = \{e_0, e_1\} \) linearly independent.

**Proof.** We prove this by slightly modifying the parameterization \( \psi_{\mathcal{N}} \) and then factorizing it which is a standard technique introduced in [39]. Recall that for a tree \( \mathcal{T} \), \( I_{\mathcal{T}} \) can be thought of as the kernel of the map
\[
\psi_{\mathcal{T}} : \mathbb{C}[q] \rightarrow \mathbb{C}[a^i_q : g \in \mathbb{Z}/2\mathbb{Z}, i \in E(\mathcal{N})]
\]
given by Equation 2 and \( I_{\mathcal{N}} \) is then the kernel of the map
\[
\psi_{\mathcal{N}} = \sum_{\sigma \in \{0, 1\}^m} \left( \prod_{i=1}^m \lambda_1^{1-\sigma_i} (1 - \lambda_i)^{\sigma_i} \right) \psi_{\mathcal{T}_\sigma}.
\]
Note that squaring the variables associated to the edge \( e \), which are \( a^i_{g_e} \), everywhere they appear does not change the parameterization. Furthermore, the edge \( e \) which we have glued along is an edge in every tree \( \mathcal{T}_\sigma \) and so we can also split each \( \mathcal{T}_\sigma \) along this edge to get two new trees \( \mathcal{T}_{\sigma}^+ \) and \( \mathcal{T}_{\sigma}^- \). Then we have from [39] Theorem 3.10 that
\[
(4) \quad \psi_{\mathcal{T}_\sigma} (q_g) = \psi_{\mathcal{T}_{\sigma}^-} (q_g) \psi_{\mathcal{T}_{\sigma}^+} (q_g).
\]
That is the parameterization for the tree \( \mathcal{T}_\sigma \) factors as a product of the parameterizations for the trees \( \mathcal{T}_{\sigma}^+ \) and \( \mathcal{T}_{\sigma}^- \).

Without loss of generality let \( v_1, \ldots, v_t \) be the reticulation vertices of \( \mathcal{N} \) that lie in \( \mathcal{N}_- \) and \( v_{t+1}, \ldots, v_m \) be those that lie in \( \mathcal{N}_+ \). Then we can substitute Equation 4 into \( \psi_{\mathcal{N}} \) and regroup to get
\[
\psi_{\mathcal{N}} (q_g) = \sum_{\sigma \in \{0, 1\}^m} \left( \prod_{i=1}^t \lambda_1^{1-\sigma_i} (1 - \lambda_i)^{\sigma_i} \right) \psi_{\mathcal{T}_{\sigma}^-} (q_g) \left( \prod_{i=t+1}^m \lambda_1^{1-\sigma_i} (1 - \lambda_i)^{\sigma_i} \right) \psi_{\mathcal{T}_{\sigma}^+} (q_g)
\]
\[
= \psi_{\mathcal{N}_-} (q_g) \psi_{\mathcal{N}_+} (q_g)
\]
since trees \( \mathcal{T}_{\sigma}^- \) and \( \mathcal{T}_{\sigma}^+ \) are exactly the trees that appear in the parameterization of \( \psi_{\mathcal{N}_-} \) and \( \psi_{\mathcal{N}_+} \) respectively.
We can glue two four leaf networks along identified leaves to get a six leaf network. This corresponds to taking a toric fiber product of the corresponding ideals.

This implies that $\psi_N$ factors through the map

$$\phi : \mathbb{C}[q] \to \mathbb{C}[q^-] \otimes \mathbb{C}[q^+]$$

$$q_g \mapsto q_g^- \otimes q_g^+$$

and thus $I_N$ is the desired toric fiber product.

**Remark 3.3.** The exact same proof can be used to extend the above proposition to all group-based models on level-1 phylogenetic networks. We present it in terms of the CFN model here since that is the main focus of our paper.

The above proposition gives an immediate algorithm for constructing the ideal $I_N$ if the ideals for all sunlet networks and trees are known. The original network $N$ is recursively decomposed into sunlet networks and trees. One then builds the ideal back up by taking toric fiber products of the sunlet network ideals and tree ideals. Since the ideals corresponding to trees are completely known, the problem of finding the ideal $I_N$ now amounts to understanding the sunlet network ideals $I_{S_n}$. This is our main focus for the remainder of this paper.

### 4. Quadratic Invariants of Sunlet Networks

#### 4.1. Sunlet Networks are Graded

Let $S_n$ be the $n$-sunlet network. The leaf edges are labelled $e_1, \ldots, e_n$, the reticulation edges are $e_{n+1}$ and $e_{2n}$, and all the other edges are listed sequentially around the cycle clockwise. Let

$$R_n = \mathbb{C}[q_{g_1, \ldots, g_n} \mid (g_1, \ldots, g_n) \in (\mathbb{Z}/2\mathbb{Z})^n \text{ and } \sum_{i=1}^n g_i = 0]$$

and let

$$S_n = \mathbb{C}[a_g^i \mid g \in \mathbb{Z}/2\mathbb{Z} \text{ and } 1 \leq i \leq 2n].$$

Then the defining ideal of $S_n$ is given by the kernel of $\psi_n : R_n \to S_n$ defined by

$$q_{g_1, \ldots, g_n} \mapsto \prod_{j=1}^n a_{g_j}^{g_j} \left( \prod_{j=1}^{n-1} a_{g_j+1}^{g_j+1} g_t + \prod_{j=2}^n a_{g_j+1}^{g_j+1} g_t \right).$$

We grade $R_n$ by $\mathbb{Z}^{n+1}$ as follows:

$$\text{deg}(q_{g_1, \ldots, g_n}) = (1, h_1, \ldots, h_k)$$
where \( h_i = 1 \) if \( g_i = T \) and \( h_i = 0 \) if \( g_i = \mathbf{0} \). Similarly, we grade \( S_n \) by \( \mathbb{Z}^{n+1} \) as follows:

\[
\deg(a^j_{gi}) = \begin{cases} 
0 & \text{if } j > n \\
(1, h_1, 0, \ldots, 0) & \text{if } j = 1 \\
(0, 0, \ldots, h_j, \ldots, 0) & \text{if } 2 \leq j \leq n 
\end{cases}
\]

where the \( h_j \)'s are defined as above and it occurs in the \((j + 1)^{\text{st}}\) position. In this way, we see that \( \psi_n \) is \( \mathbb{Z}^{n+1} \)-graded C-algebra homomorphism; thus, the kernel of \( \psi_n \) inherits the grading on \( R_n \).

**Remark 4.1.** We have shown that the coordinate ring of the \( n \)-sunlet variety is graded by \( \mathbb{Z}^{n+1} \). In particular, this makes the variety into a \( T \)-variety: there is a \( T \cong (\mathbb{C}^*)^{n+1} \) action on the variety. We note that \( S_n \) does not yield a toric variety since in general \( \dim(T) < \dim S_n \).

### 4.2 Quadratic phylogenetic invariants for sunlet networks.

In this subsection, we will leverage the grading from Section 4.1 to find all quadratic invariants of \( S_n \). At first glance, this procedure might feel slightly unnatural; however, as we will see in Section 4.3, our approach produces all quadratic invariants for any phylogenetic tree. Since these ideals are generated by quadratics this completely describes all invariants for trees, and so we argue that this is a natural procedure to try on networks. At the end of this subsection, we will also give a visual representation of the quadratic invariants in terms of paths in the network.

Throughout this section, let \( \psi_n : R_n \to S_n \) be the parameterization of the network variety \( S_n \) as defined in Section 4.1 and let \( J_n = \ker \psi_n \). We begin with a definition.

**Definition 4.2.** Fix \( F \subseteq [n] \) and \( a \in (\mathbb{Z}/2\mathbb{Z})^F \). The **glove**, \( G(n, F, a) \), is the \( \mathbb{C} \)-vector space spanned by all quadratic monomials \( q^g q^h \) in \( R_n \) so that \( g|_F = h|_F = a \) and \( g|_{\overline{F}} + h|_{\overline{F}} = 1 \) where \( 1 \) is the all ones vector in \( (\mathbb{Z}/2\mathbb{Z})^{\overline{F}} \). If \( F = \emptyset \), then we simply write \( G(n, \emptyset) \).

**Remark 4.3.** It is not efficient to consider all possible gloves since for some choices of \( F \) and \( a \), the corresponding glove intersects \( J_n \) trivially. In fact, given a glove, \( G(n, F, a) \subseteq R_n \), if \( G(n, F, a) \cap J_n \neq \{0\} \), then \( |[n]|_{\overline{F}} \geq 4 \) and is even. In order to prove the claim, we first show that if \( |[n]|_{\overline{F}} \) is odd, then \( G(n, F, a) = \{0\} \). Indeed, if one considers a monomial \( q^g q^h \in G(n, F, a) \), then it is not possible for \( \sum_{i=1}^{n} g_i \) and \( \sum_{i=1}^{n} h_i \) to both be 0; hence, no such monomial exists. Now, suppose that \( |[n]|_{\overline{F}} = 0 \) or 2. In either case, \( \dim_{\mathbb{C}}(G(n, F, a)) = 1 \). Then as \( \psi_n(q^g) \neq 0 \) for any \( g \) and as \( S_n \) is an integral domain, all non-trivial polynomials from \( G(n, F, a) \) lie outside the kernel of \( \psi_n \).

**Remark 4.4.** Note that when \( n \geq 4 \) and is even, \( \dim_{\mathbb{C}}(G(n, \emptyset)) = 2^{n-2} \). One way to see this is to note that the indices \( \{g, h\} \) that appear in the chosen basis for \( G(n, \emptyset) \) are exactly the cosets of \( \langle 1 \rangle \subseteq \{g \in (\mathbb{Z}/2\mathbb{Z})^n \mid \sum_{i=1}^{n} g_i = 0 \} \).

With respect to the \( \mathbb{Z}^{n+1} \) grading from Section 4.1, each glove \( G(n, F, a) \) is \( (R_n)_c \) where \( c_1 = 2 \) and \( c_{i+1} = 2c_i \) when \( i \in F \). Moreover, this encompasses all graded components whose total degree is 2. Therefore, in order to describe all quadratic phylogenetic invariants of \( S_n \), it is enough to find a basis for \( G(n, F, a) \cap J_n \) for each choice of \( F \) and \( a \) where \( |[n]|_{\overline{F}} = 2k \) for all \( k \) in \( \{1, \ldots, \lfloor \frac{n}{2} \rfloor \} \).

In order to state the main result of this section, we need to define two linear maps obtained out of a glove \( G(n, F, a) \). Consider two following subsets of \([n]\):  

\[
\mathbb{E}(n, F) = \{i \mid |[i]|_{\overline{F}} \text{ is even and } 2 \leq i \leq n - 1\} \\
\mathbb{O}(n, F) = \{i \mid |[i]|_{\overline{F}} \text{ is odd and } 2 \leq i \leq n - 1\}.
\]

When \( n \) and \( F \) are clear from context, we will just write \( \mathbb{E} \) and \( \mathbb{O} \), respectively. Using these subsets of \([2, \ldots, n-1]\), we color the monomials lying in \( G(n, F, a) \) in two ways. If we have a monomial lying in \( G(n, F, a) \), and we know that one of the factors is \( q^g \), then the other factor is determined by \( g \). Thus, it is convenient for us to only record “half” of each term, so we set \( L(n, F, a) = \{g \mid q^g q^h \in G(n, F, a) \text{ and } g <_{\text{lex}} h \} \).
If $q_{g}g_{h} \in \mathcal{G}(n, \mathcal{F}, \mathbf{a})$ and $g \in L(n, \mathcal{F}, \mathbf{a})$, we define our two colorings as follows.

$$c_{\Xi}(q_{g}g_{h}) = \left( \sum_{i=1}^{j} g_{i} \right)_{j \in \Xi} \in (\mathbb{Z}/2\mathbb{Z})^{\mathbb{G}}$$

$$c_{\Omega}(q_{g}g_{h}) = \left( \sum_{i=1}^{j} g_{i} \right)_{j \in \Omega} \in (\mathbb{Z}/2\mathbb{Z})^{\mathbb{G}}$$

Now we can define our two maps $M_{\Xi}^{n, \mathcal{F}, \mathbf{a}} : \mathcal{G}(n, \mathcal{F}, \mathbf{a}) \rightarrow \mathbb{C}^{(\mathbb{Z}/2\mathbb{Z})^{\mathbb{G}}}$ and $M_{\Omega}^{n, \mathcal{F}, \mathbf{a}} : \mathcal{G}(n, \mathcal{F}, \mathbf{a}) \rightarrow \mathbb{C}^{(\mathbb{Z}/2\mathbb{Z})^{\Omega}}$. With respect to the bases $\{q_{g}g_{h} \mid g \in L(n, \mathcal{F}, \mathbf{a}), \{e_{c} \mid c \in (\mathbb{Z}/2\mathbb{Z})^{\mathbb{G}}\}$, and $\{e_{c} \mid c \in (\mathbb{Z}/2\mathbb{Z})^{\Omega}\}$, these maps have the following matrix representations.

$$(M_{\Xi}^{n, \mathcal{F}, \mathbf{a}})_{c,q_{g}g_{h}} = \begin{cases} 1 & \text{if } c = c_{\Xi}(q_{g}g_{h}) \\ 0 & \text{otherwise} \end{cases}$$

and

$$(M_{\Omega}^{n, \mathcal{F}, \mathbf{a}})_{c,q_{g}g_{h}} = \begin{cases} 1 & \text{if } c = c_{\Omega}(q_{g}g_{h}) \\ 0 & \text{otherwise} \end{cases}.$$
The first point is clear by the definition of the maps $M^n_0$ and $M^n_0$. For the second and third points, we will show that for any $c_1 \in (\mathbb{Z}/2\mathbb{Z})^d$ and $c_2 \in (\mathbb{Z}/2\mathbb{Z})^d$ there is a unique $q_{q_0}h_{q_0} \in \mathcal{G}(n, \varnothing)$ so that $c_2(q_{q_0}h_{q_0}) = c_1$ and $c_0(q_{q_0}h_{q_0}) = c_2$. Note that uniqueness will follow immediately since if there were two monomials whose colors are $c_1$ and $c_2$, then they must be the same since $c_1$ and $c_2$ record all the partial sums of each of their corresponding group elements. We will build up $g \in L(n, F, a)$ whose partial sums are given by $c_1$ and $c_2$. Let $c \in (\mathbb{Z}/2\mathbb{Z})^{(2, \ldots , n-1)}$ be the unique vector with $c|_1 = c_1$ and $c|_0 = c_2$. If we let $c = (0, c_0, 0) \in (\mathbb{Z}/2\mathbb{Z})^n$, then we set $g_i = c_i + c_{i-1}$ for $i > 2$ and $g_1 = 0$. One can see that $\sum_{j=1}^i g_i = c_j$ for any $2 \leq j \leq n - 1$. In order to get a monomial in the glove, we consider $q_{q_0}h_{q_0} \in \mathcal{G}(n, \varnothing)$. By construction, $c_2(q_{q_0}h_{q_0}) = c_1$ and $c_0(q_{q_0}h_{q_0}) = c_2$.

Now, we can show that the row rank of $M^n_0$ is one less than the number of rows. Up to scaling there is only one linear relation among the rows which is given by adding up the first $2^{n/2-1}$ rows and subtracting off the last $2^{n/2-1}$ rows. Points (2) and (3) above guarantee that this is the only relation among the rows. Since the rank of $M^n_0$ is $2^{n/2} - 1$ and $\dim_C \mathcal{G}(n, \varnothing) = 2^{n-2}$, we have that $\dim_C(J_n \cap \mathcal{G}(n, \varnothing)) = (2^{n/2-1} - 1)^2$.

For the second statement fix a glove $\mathcal{G}(n, F, a)$. First, suppose that $\sum_{i \in F} a_i = 0$. Then for any $g \in (\mathbb{Z}/2\mathbb{Z})^{n-|F|}$, define $g(F, a) \in (\mathbb{Z}/2\mathbb{Z})^n$ as $g(F, a)|_F = a$ and $g(F, a)|_{F^c} = g$. Then define a linear map $T : \mathcal{G}(n, \varnothing) \to \mathcal{G}(n, F, a)$ defined by $T(g_{q_0}h_{q_0}) = g_{q_0}h_{q_0}(+) g_{q_0}(F, a)$. $T$ is an isomorphism, and it is not hard to see that there is a map which makes the diagram commute and is an isomorphism which restricted to the images of the horizontal maps.

\[
\begin{array}{c}
\mathcal{G}(n, \varnothing) \xrightarrow{T} \mathcal{G}(n, F, a) \\
\downarrow \quad \downarrow \\
\mathcal{G}(n, F, a) \xrightarrow{M_{n, F, a}} \mathcal{G}(n, F) \oplus \mathcal{G}(n, F)^d
\end{array}
\]

It then follows that $J_n \cap \mathcal{G}(n, F, a) \cong J_{n-|F|} \cap \mathcal{G}(n, \varnothing)$ in this case. The other case, when $\sum_{i \in F} a_i = 1$, is exactly the same except $g(F, a)$ is defined as $g(F, a)|_F = a$ and $g(F, a)|_{F^c} = g + e_{n-|F|}$.  

By the proposition, in order to find a basis for $J_n \cap \mathcal{G}(n, F, a)$ when $1$ is not in $F$ or $1$ is in $F$ but $a_1 = 1$, it is enough to find a basis for $J_{n-|F|} \cap \mathcal{G}(n-|F|, \varnothing)$ and then apply the map $T$. In the next proposition, we provide an explicit basis for $J_n \cap \mathcal{G}(n, \varnothing)$ for any even $n$ greater than or equal to $4$.

**Theorem 4.8.** Fix an even integer $n \in \mathbb{Z}_{\geq 4}$, and a group element $c \in (\mathbb{Z}/2\mathbb{Z})^{(2, \ldots , n-1)}$ so that $c|_{\mathcal{E}(n, \varnothing)} \neq 0$ and $c|_{\mathcal{G}(n, \varnothing)} \neq 0$. Then we define the polynomial

\[
f_c = q_{c(0, 0)}h_{c(0, 0)} - q_{c(0, 0)}h_{c(0, 0)} + q_{c(0, 0)}h_{c(0, 0)} - q_{c(0, 0)}h_{c(0, 0)}
\]

in $J_n \cap \mathcal{G}(n, \varnothing)$. Here $g(c', c'')$ is defined by setting $g_1 = 0$ and for $i > 2$ we have that $g_i = c_i - c_{i-1}$ where $c \in (\mathbb{Z}/2\mathbb{Z})^n$ has $c_1 = c_0 = 0$ and $c|_c = c'$ and $c|_0 = c''$, and $h(c_1, c_2) = 1 + g(c_1, c_2)$. Then

\[B_n = \{ f_c | c \in (\mathbb{Z}/2\mathbb{Z})^{(2, \ldots , n-1)} and \ c|_{\mathcal{E}} \neq 0, c|_{\mathcal{G}} \neq 0 \}
\]

is a basis for $J_n \cap \mathcal{G}(n, \varnothing)$.

**Proof.** Note that by definition $f_c \in \mathcal{G}(n, F, a)$. To see that $f_c \in J_n$, note that

\[
M^n_0 f_c = e_{0|c} + e_{0|c} - e_{c|c} - e_{0|c} + e_{c|c} - e_{0|c} = 0.
\]

By Theorem 4.5 $f_c \in J_n$.

Since $|B_n| = (2^{n/2-1} - 1)^2$, it is enough show that $B_n$ is independent. Consider any linear combination of the elements of $B_n$

\[
0 = \sum c_a f_c.
\]
Projecting $\sum_{c} a_c f_c$ onto $\text{span}_C \{ q_{g}(c_{[\text{e}],c_{[\text{o}]}}) q_{h}(c_{[\text{e}],c_{[\text{o}]}}) \}$, yields $a_c q_{g}(c_{[\text{e}],c_{[\text{o}]}}) q_{h}(c_{[\text{e}],c_{[\text{o}]}})$ from which it follows that $a_c = 0$ for all such $c$.

**Remark 4.9.** Let $I_n$ be the ideal generated by all quadratics in $J_n$. Then Propositions 4.7 and 4.8 give a recipe for obtaining generators of $J_n \cap G(n,F,a)$ where either $1 \notin F$ or $1 \in F$ but $a_1 = 0$. The case when $1 \in F$ and $a_1 = 0$ is easily taken care of using previously known technology. In this case, the parameterization restricts to a monomial map. These phylogenetic invariants are obtained from the underlying tree $T$ in $\mathcal{S}_n$ where all the edges containing the reticulation vertex are deleted. Of course, this tree only has $n-1$ leaves, so we lift these phylogenetic invariants to the network via the map $q_g \rightarrow q_{(0,g)}$. These facts along with Propositions 4.7 and 4.8 allow us to find all quadratic generators of the sunlet network ideal very quickly. Our implementation of this can be found in the macaulay2 file `sunletQuadGens.m2`.

Similar to the tree case, each variable $q_g$ can be thought of as a system of paths on the network. The paths connecting the vertices $t$ such that $g_t = 1$ though are not necessarily unique. Indeed, there is a unique system of paths connecting all such vertices for each tree. For a monomial, $q_g$, we consider all the edges in the network which are supported in either of these two path systems. Now, we fix a glove $G(n,F,a)$ so that $1 \notin F$. For any monomial $q_g q_h \in G(n,F,a)$, we take the symmetric difference of the collection of edges obtained from each monomial. Below is an example with $q_{001100}q_{100010} \in G(\{2,6\},(0,0)) \subset R_6$.

Note that in this example, the leaves which are omitted correspond to $F = \{2,6\}$. Note $E = \{3,5\}$, $O = \{2,4\}$, $c_E(q_{001100}q_{100010}) = (1,0) \in (\mathbb{Z}/2\mathbb{Z})^{(3,5)}$, and $c_O(q_{001100}q_{100010}) = (0,0) \in (\mathbb{Z}/2\mathbb{Z})^{(2,4)}$. Putting these two colorings together gives us $(0,1,0,0) \in (\mathbb{Z}/2\mathbb{Z})^{(2,3,4,5)}$. We see that the 1 in the coloring indicates that $e_{6+3}$ should be removed while the zeros in positions 2, 4, and 5 indicate that the edges $e_{6+2}, e_{6+4}$, and $e_{6+5}$ should remain in the resulting diagram. In fact, these observations hold true as long as $1 \notin F$. Therefore, we define the diagram for $q_g q_h \in G(n,F,a)$ (for any $F$) by omitting any leaves which are in $F$ and any edge $e_{n+k}$ when the coloring of the monomial in position $k$ is 1. These diagrams gives us a visual interpretation of the colorings $c_E$ and $c_O$.

**Example 4.10.** These diagrams give us an easy way to tell if an element $f \in G(n,F,a)$ is in an invariant. For example, take $f = q_{011111}q_{111100} - q_{011111}q_{111100} + q_{101101}q_{111101} - q_{011110}q_{111100} \in G(\{1,3\},(1,1)) \subset R_6$. Here $E = \{4\}$ and $O = \{2,3,5\}$. Then $c_E$ and $c_O$ on each monomial is as follows.

\[
\begin{align*}
    c_E(q_{101000}q_{111111}) & = 0 & \quad c_O(q_{101000}q_{111111}) & = (1,0,0) \\
    c_E(q_{010111}q_{111110}) & = 0 & \quad c_O(q_{010111}q_{111110}) & = (1,0,1) \\
    c_E(q_{011010}q_{111101}) & = 1 & \quad c_O(q_{011010}q_{111101}) & = (1,0,1) \\
    c_E(q_{011110}q_{111101}) & = 1 & \quad c_O(q_{011110}q_{111101}) & = (1,0,0)
\end{align*}
\]

Pictorially, this is as follows:

\[
\psi_6(q_{011111}q_{111100} + q_{101101}q_{111101}) = \psi_6(q_{101011}q_{111100} + q_{101110}q_{111100})
\]

We can tell that $f \in J_6 \cap G(\{1,3\},(1,1))$ by noting that the odd colors, $(1,0,0)$ and $(1,0,1)$, and the even colors, 0 and 1, appear once on each side of the equation, i.e. $M_E^{(1,3),(1,1)}(f)$ and $M_O^{(1,3),(1,1)}(f)$ are both 0.

On the other hand, one can also see that $J_6 \cap G(\{1,3\},(1,1))$ contains no binomials of the form $z_1 q_{g_1} q_{h_1} - z_2 q_{g_2} q_{h_2}$.
for any suitable group elements and complex numbers \( z_i \in \mathbb{C} \setminus \{0\} \). The reason being that if this were to vanish under \( \psi_0 \) that would mean that \( z_1 = z_2 \) and the colorings of each \( g_6, h_6 \), would need to be identical, but this would imply that \( g_1 = g_2 \) and \( h_1 = h_2 \).

**Example 4.11.** Let \( n = 6 \) and \( \mathcal{F} = \emptyset \). In this case, \( \mathcal{G}(6, \emptyset) \) is spanned by the following 16 monomials.

\[
\begin{align*}
q_{000000}q_{111111} &- q_{000001}q_{111100} - q_{000101}q_{111010} - q_{000110}q_{111001}, \\
q_{001001}q_{101110} &- q_{001010}q_{101101} - q_{001100}q_{101011} - q_{001111}q_{101000}, \\
q_{010001}q_{101110} &- q_{010010}q_{101101} - q_{010100}q_{101011} - q_{010111}q_{101000}, \\
q_{011000}q_{100011} &- q_{011011}q_{100010} - q_{011110}q_{100001} - q_{011111}q_{100000}.
\end{align*}
\]

We have the following matrices where the columns are indexed by the monomials above and the rows are indexed by elements of \((\mathbb{Z}/2\mathbb{Z})^2 \) lexicographically.

\[
M_{g}^{6,\emptyset} = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

\[
M_{h}^{6,\emptyset} = \begin{pmatrix}
1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]

Then \( J_6 \cap \mathcal{G}(6, \emptyset) \) is a 9-dimensional \( \mathbb{C} \)-vector space spanned by the following polynomials.

\[
\begin{align*}
q_{000000}q_{111111} - q_{000011}q_{111100} + q_{000101}q_{111010} - q_{000110}q_{111001}, \\
q_{000000}q_{111111} - q_{000110}q_{111100} + q_{001010}q_{111011} - q_{001100}q_{111001}, \\
q_{000000}q_{111111} - q_{000110}q_{111100} + q_{001010}q_{111011} - q_{001100}q_{111001}, \\
q_{000000}q_{111111} - q_{001000}q_{100111} + q_{001010}q_{100101} - q_{001100}q_{100101}, \\
q_{000000}q_{111111} - q_{001000}q_{100111} + q_{001010}q_{100101} - q_{001100}q_{100101}, \\
q_{000000}q_{111111} - q_{001010}q_{100101} + q_{001100}q_{100101} - q_{001111}q_{100100}, \\
q_{000000}q_{111111} - q_{001010}q_{100101} + q_{001100}q_{100101} - q_{001110}q_{100100}, \\
q_{000000}q_{111111} - q_{010010}q_{101011} + q_{010100}q_{101011} - q_{010110}q_{101001}, \\
q_{000000}q_{111111} - q_{010010}q_{101011} + q_{010100}q_{101011} - q_{010111}q_{101000}, \\
q_{000000}q_{111111} - q_{010100}q_{101011} + q_{010110}q_{101001} - q_{010111}q_{101000}
\end{align*}
\]

Let us consider the colorings of the monomials in the last polynomial. Note \( E = \{2, 4\} \) and \( \emptyset = \{3, 5\} \)

\[
\begin{align*}
c_2(q_{000000}q_{111111}) & = (0, 0) & c_\emptyset(q_{000000}q_{111111}) & = (0, 0) \\
c_2(q_{011110}q_{100001}) & = (1, 1) & c_\emptyset(q_{011110}q_{100001}) & = (0, 0) \\
c_2(q_{001001}q_{101110}) & = (1, 1) & c_\emptyset(q_{001001}q_{101110}) & = (1, 1) \\
c_2(q_{001111}q_{110000}) & = (0, 0) & c_\emptyset(q_{001111}q_{110000}) & = (1, 1)
\end{align*}
\]

This relation can be viewed pictorially as

\[
\psi_6(q_{000000}q_{111111} + q_{010001}q_{101110}) = \psi_6(q_{011110}q_{100001} + q_{001111}q_{110000})
\]

We also note that the dimension of \( S_6 \) is 12, its codimension is 20, and \( J_6 \) is minimally generated by 79 polynomials; thus, contrary to say the 4-leaf case, \( S_6 \) is not a complete intersection even set-theoretically.
4.3. Quadratic phylogenetic invariants of trees. Let $T$ be a binary tree with leaf set $[n]$, and let $I_T$ be the defining ideal for the corresponding variety. As was discussed in Section 2.3 the phylogenetic invariants for this model are given purely in terms of $2 \times 2$ minors of certain matrices. In this section, we give a separate description for the generating set which is in line with the approach from Section 4.2. Using the same reasoning as in Section 4.1, we can see that $I_T$ is also graded by $\mathbb{Z}^{n+1}$; hence, the quadratic generators can be described by the $\mathbb{C}$-vector spaces $I_T \cap G(n, F, a)$ where we can again restrict to when $[n] \setminus F$ is even has cardinality at least 4. Recall that for any edge $e \in \Sigma(T)$, the edge induces a split of the tree $A_e \cup B_e$. In this section, given a glove $G(n, F, a)$, we define

$$E_T(F) = \{ e \in E(T) | |A_e \setminus F| \text{ is even} \}.$$ 

When it is clear from context, we will simply write $E_T$. Similarly, we let the linear map $M_{E_T}^{F, a}: G(n, F, a) \to \mathbb{C}^{(2/22)^{E_T}}$ be defined by the following matrix as in the previous subsection.

$$\begin{cases} (M_{E_T}^{F, a})_{c^g, h^h} = 1 & \text{if for all } e \in E_T, c_e = \sum_{i \in A_e} g_i \\ 0 & \text{otherwise} \end{cases}$$

where $g \leq h$. Then we have the following theorem which is analogous to Theorem 4.5 but for trees.

**Theorem 4.12.** Given a glove $G(n, F, a)$ and a phylogenetic tree $T$, the $\mathbb{Z}^{n+1}$-graded piece $I_T \cap G(n, F, a)$ is the kernel of $M_{E_T}^{F, a}$.

**Proof.** Let $S_T = \mathbb{C}[a_{g}^e \mid g \in \mathbb{Z}/2\mathbb{Z} \text{ and } e \in E(T)]$. Recall that $I_T$ is the kernel of $\psi_T: R_n \to S_T$ defined by

$$q_g \mapsto \prod_{A_e \in \Sigma(T)} a_{\sum_{i \in A_e} g_i}^e.$$ 

Now, fix a glove $G(n, F, a)$, and note that if $q_g q_h \in G(n, F, a)$, then $\sum_{i \in A_e} g_i = \sum_{i \in A_e} h_i$ if and only if $e \in E_T$. Consider any polynomial $f = \sum_{g \in L(n, F, a)} c_g q_g q_h \in G(n, F, a)$. If we apply $\psi_T$, we get the following.

$$\psi_T(f) = \sum_{g \in L(n, F, a)} c_g \left( \prod_{e \in E(T)} a_{\sum_{i \in A_e} g_i}^e \right) \left( \prod_{e \in E(T)} a_{\sum_{i \in A_e} h_i}^e \right) = \sum_{g \in L(n, F, a)} c_g \left( \prod_{e \in E_T} \left( a_{\sum_{i \in A_e} g_i}^e \right) \right) \left( \prod_{e \in E_T} \left( a_{\sum_{i \in A_e} h_i}^e \right) \right)^2 \left( \prod_{e \in E_T} \left( a_{\sum_{i \in A_e} g_i}^e \right) \right)^2 \left( \prod_{e \in E_T} \left( a_{\sum_{i \in A_e} h_i}^e \right) \right)^2$$

The monomials, $\prod_{e \in E_T} \left( a_{\sum_{i \in A_e} g_i}^e \right)^2$, can be identified as standard basis vectors in $\mathbb{C}^{(2/22)^{E_T}}$. After making this identification, it becomes evident that $\psi_T(f) = 0$ if and only if $M_{E_T}^{F, a}(f) = 0$. \hfill $\Box$

Consider $S_n$ and its two underlying trees $T_0$ and $T_1$, and fix any glove $G(n, F, a)$ where either 1 is not in $F$ or 1 is in $F$ but $a_1 = 1$. Recall that $T_0$ is obtained by deleting the reticulation edge that lies between the leaves $e_1$ and $e_2$, and $T_1$ is obtained by deleting the reticulation edge that lies between the leaves $e_1$ and $e_n$. The defining ideals for $T_0$ and $T_1$ are generated by quadratic binomials. Here we will show that the polynomials $f_e$ from Proposition 4.8 are either sums or differences of binomials coming from $I_{T_0}$ and $I_{T_1}$. In the following proposition, we only consider the case when $n$ is even, at least 4, and $F = \emptyset$ since any other glove of the form stated can be obtained from this case.

**Proposition 4.13.** Let $n \in \mathbb{Z}_{\geq 4}$ be even, and consider any polynomial

$$f_e = q_{g(0, e, 0)} q_{h(e, 0)} - q_{g(e, e, 0)} q_{h(e, e, 0)} + q_{g(e, e, c, 0)} q_{h(e, c, c, 0)} - q_{g(0, e, c, 0)} q_{h(0, e, c, 0)}$$

in $J_n \cap G(n, \emptyset)$ from Proposition 4.8. Then

$$q_{g(e, e, 0)} q_{h(e, e, 0)} - q_{g(e, e, c, 0)} q_{h(e, c, c, 0)}$$
The monomial $q_{g(0,0)}/h_{h(0,0)} - q_{g(0,0)}/h_{h(0,0)}$ are in $I_{T_0} \cap G(n, \varnothing)$, and
\[
q_{g(0,0)}/h_{h(0,0)} - q_{g(0,0)}/h_{h(0,0)}
\]
\[
q_{g(0,0)}/h_{h(0,0)} - q_{g(0,0)}/h_{h(0,0)}
\]
are in $I_{T_1} \cap G(n, \varnothing)$. $E$ is the set of even numbers between 2 and $n - 1$ and $\varnothing$ is the odd numbers in the same range.

Proof. Note that $E = E_{T_0}$ and $\varnothing = E_{T_1}$. Then the claim follows by Theorem [1],[2] \hfill \square

**4.4. Proof of Theorem 4.5** Let $f = \sum_{g,h \in G(n,F,a)} c_{g,h}q_{g}q_{h}$ with $c_{g,h} \in \mathbb{C}$. We want to identify necessary and sufficient conditions on the coefficients $c_{g,h}$ for $f \in J_n$. We analyze the gloves in three cases.

1. $1 \notin F$
2. $1 \in F$ and $a_1 = 1$
3. $1 \in F$ and $a_1 = 0$

**Case 1:** $1 \notin F$. First, note that for each monomial, $q_{g}q_{h}$, in $G(n,F,a)$, either $g_1$ or $h_1$ is 0. We will always assume that $g_1 = 0$, and we also remark that $h$ is completely determined by $g$; therefore, we will write $c_{g}$ instead of $c_{g,h}$. We have the set $L(n,F,a)$ as defined in Section 4 which in this case simplifies to

\[
L(n,F,a) = \{ (g \in (\mathbb{Z}/2\mathbb{Z})^n | \text{ there exists } h \text{ so that } q_{g}q_{h} \in G(n,F,a) \}.
\]

Now, we compute $\psi_n(f)$.

\[
\psi_n(f) = \sum_{g \in L(n,F,a)} c_{g} \psi_n(q_{g}q_{h})
\]

\[
= \sum_{g \in L(n,F,a)} c_{g} \left( \prod_{j=1}^{n} (a_{g_j}^j)^2 \right) \left( \prod_{j \notin F} a_{g_j}^j \right)
\]

\[
= \sum_{g \in L(n,F,a)} c_{g} \left( \prod_{j=1}^{n} (a_{g_j}^j)^2 \right) \left( \prod_{j \notin F} a_{g_j}^j \right)
\]

The monomial $\left( \prod_{j \notin F}(a_{g_j}^j)^2 \right) \left( \prod_{j \notin F} a_{g_j}^j \right)$ depends only on $F$ and $a$, so this can be factored out and denoted by $m_{F,a}$.

\[
\psi_n(f) = m_{F,a} \sum_{g \in L(n,F,a)} c_{g} \left( \prod_{j=1}^{n} a_{g_j}^j \right) \left( \prod_{j=1}^{n} a_{g_j}^j \right)
\]

\[
= m_{F,a} \sum_{g \in L(n,F,a)} c_{g} \left( a_{g_j}^{n+1} \prod_{j=1}^{n-1} a_{g_j}^{n+1} + a_{g_j}^n \prod_{j=1}^{n-1} a_{g_j}^n \right)
\]

\[
= m_{F,a} \sum_{g \in L(n,F,a)} c_{g} \left( a_{g_j}^{n+1} \prod_{j=1}^{n-1} a_{g_j}^{n+1} + a_{g_j}^n \prod_{j=1}^{n-1} a_{g_j}^n \right)
\]

We proceed by multiplying these two binomials and make the following observations about the various sums in the subscripts.

- $\sum_{j=1}^{n} g_j = \sum_{j=2}^{n} g_j$ since $g_1 = 0$
- $\sum_{j=1}^{n} g_j = \sum_{j=1}^{n-1} h_j$ if and only if $\{j\} \notin F$ has even cardinality.
- $\sum_{j=2}^{n} g_j = \sum_{j=2}^{n-1} h_j$ if and only if $\{j\} \notin F$ has odd cardinality.
This yields the following.

\[
\psi_n(f) = m_{F,a} \sum_{g \in L(n,F,a)} c_g \left( a_0^{n+1} a_1^{n+1} \prod_{j \in \Sigma} (a_0^{n+j} \prod_{l=1}^{n+1} g_t)^2 \prod_{j \in \Omega} \prod_{l=1}^{n+j} g_t \right) \\
+ a_0^{n+1} a_1^{2n} \prod_{j \in E} (a_0^{n+j} \prod_{l=1}^{n+1} g_t)^2 + a_1^{n+1} a_0^{2n} m_{F,\Omega} \prod_{j \in \Omega} (a_0^{n+j} \prod_{l=1}^{n+j} g_t)^2 \\
+ a_0^{2n} a_1^{n+1} \prod_{j \in \Omega} \prod_{l=1}^{n+j} g_t^2 \right)
\]

Note that the following products depend only on $F$. We make these substitutions and proceed.

\[
m_{F,E} := \prod_{j \in E} a_0^{n+j} a_1^{n+j} \\
m_{F,\Omega} := \prod_{j \in \Omega} a_0^{n+j} a_1^{n+j}
\]

\[
\psi_n(f) = m_{F,a} \sum_{g \in L(n,F,a)} c_g \left( (a_0^{n+1} a_1^{n+1} + a_1^{n+1} a_0^{2n}) m_{F,\Omega} \prod_{j \in \Omega} (a_0^{n+j} \prod_{l=1}^{n+1} g_t)^2 \right) \\
+ (a_0^{n+1} a_1^{2n} + a_0^{2n} a_1^{n+1}) m_{F,E} \prod_{j \in E} (a_0^{n+j} \prod_{l=1}^{n+j} g_t)^2 \\
= m_{F,a} m_{F,\Omega} (a_0^{n+1} a_1^{n+1} + a_1^{n+1} a_0^{2n}) \sum_{g \in L(n,F,a)} c_g \prod_{j \in \Omega} (a_0^{n+j} \prod_{l=1}^{n+1} g_t)^2 \\
+ m_{F,a} m_{F,E} (a_0^{n+1} a_1^{2n} + a_0^{2n} a_1^{n+1}) \sum_{g \in L(n,F,a)} c_g \prod_{j \in E} (a_0^{n+j} \prod_{l=1}^{n+j} g_t)^2
\]

In the last line, we note that the superscripts appearing in the sums are completely disjoint. Since the $c_g \in \mathbb{C}$ for every $g \in L(n,F,a)$, the only way for $\psi_n(f) = 0$ is if both sums vanish. Recall the maps of $M_{E,F,a}^n$ and $M_{\Omega,F,a}^n$ from Section 3. By the definition of $M_{E,F,a}^n$, the first sum vanishes if and only if $f \in \ker M_{E,F,a}^n$, and similarly the second sum vanishes if and only if $f \in \ker M_{\Omega,F,a}^n$. It then follows that $f \in J_n \cap \mathcal{G}(n,F,a)$ if and only if $f$ lies in the intersection of these two kernels.

**Case 2:** $1 \in F$ and $a_1 = 1$. First, note that for each monomial, $q_g h_n$, in $\mathcal{G}(n,F,a)$, both $g_1$ and $h_1$ are 1. We will always assume that $g \preceq_{\text{lex}} h$, i.e. $g \in L(n,F,a)$. Again, we remark that $h$ is completely determined.
by \( g \); therefore, we will write \( c_g \) instead of \( c_{g,h} \). Now, we compute \( \psi_n(f) \).

\[
\psi_n(f) = \sum_{g \in L(n,F,a)} c_g \psi_n(q_g f_h)
\]

\[
= \sum_{g \in L(n,F,a)} c_g \left( \prod_{j=1}^{n} a_j^{g_j} \right) \left( \prod_{j=1}^{n-1} a_j^{n+j g_0 + j} \right) \left( \prod_{j=2}^{n} a_j^{n+j \sum_{l=1}^{g_t} h_l} \right) \left( \prod_{j=2}^{n} a_j^{n+j \sum_{l=2}^{g_t} h_l} \right)
\]

The monomial \( \left( \prod_{j \in F} a_j^{g_j} \right)^2 \) depends only on \( F \) and \( a \), so it can be factored out of the sum, and it will be denoted as \( m_{F,a} \).

\[
\psi_n(f) = m_{F,a} \sum_{g \in L(n,F,a)} c_g \left( \prod_{j=1}^{n-1} a_j^{n+j \sum_{l=1}^{g_t} g_l} \right) \left( \prod_{j=2}^{n} a_j^{n+j \sum_{l=2}^{g_t} g_l} \right) \left( \prod_{j=2}^{n} a_j^{n+j \sum_{l=2}^{g_t} h_l} \right)
\]

Now, we will proceed by multiplying all these terms out and regrouping using the following observations about the various sums in the subscripts.

- \( \sum_{l=1}^{g_t} g_l = 1 + \sum_{l=2}^{g_t} g_l \) since \( g_1 = 1 \)
- \( \sum_{l=1}^{g_t} g_l = \sum_{l=1}^{h_l} h_l \) if and only if \( [j] \setminus F \) has even cardinality.
- \( \sum_{l=2}^{g_t} g_l = \sum_{l=2}^{h_l} h_l \) if and only if \( [j] \setminus F \) has even cardinality.
- \( \sum_{l=1}^{g_t} g_l = \sum_{l=2}^{h_l} h_l \) if and only if \( [j] \setminus F \) has odd cardinality.
- \( \sum_{l=2}^{g_t} g_l = \sum_{l=1}^{h_l} h_l \) if and only if \( [j] \setminus F \) has odd cardinality.

Then we get the following.

\[
\psi_n(f) = m_{F,a} \sum_{g \in L(n,F,a)} c_g \left( a_1^{n+1} a_1 a_1^{n+j} \prod_{j \in \Xi} \left( a_j^{n+j \sum_{l=1}^{g_t} g_l} \right)^2 \prod_{j \in \Omega} a_0^{n+j} a_1^{n+j} + a_1^{n+1} a_1 a_1^{2n} \prod_{j \in \Xi} a_1^{n+j} a_1^{n+j} \prod_{j \in \Omega} \left( a_j^{n+j \sum_{l=1}^{g_t} g_l} \right)^2 \right.
\]

\[
\left. + a_1^{n+1} a_1 a_1^{2n} \prod_{j \in \Xi} a_1^{n+j} a_1^{n+j} \prod_{j \in \Omega} \left( a_j^{n+j \sum_{l=2}^{g_t} g_l} \right)^2 \prod_{j \in \Omega} a_0^{n+j} a_1^{n+j} \right)
\]

The following products depend only on \( F \), so we give them names.

\[
m_{F,\Xi} := \prod_{j \in \Xi} a_0^{n+j} a_1^{n+j}
\]

\[
m_{F,\Omega} := \prod_{j \in \Omega} a_0^{n+j} a_1^{n+j}
\]
Then we have the following.

\[
\psi_n(f) = m_{F,a} \sum_{g \in L(n,F,a)} c_g \left( a_1^{n+1} a_1^{n+1} m_{F,0} \prod_{j \in E} (a_{\sum_{l=1}^j g_l}^{n+j})^2 + a_1^{n+1} a_1^{2n} m_{F,E} \prod_{j \in E} (a_{\sum_{l=1}^j g_l}^{n+j})^2 + a_1^{2n} a_1^{2n} m_{F,0} \prod_{j \in E} (a_{\sum_{l=1}^j g_l}^{n+j})^2 \right)
\]

\[
= m_{F,a} m_{F,0} (a_1^{n+1})^2 \sum_{g \in L(n,F,a)} c_g (a_{\sum_{l=1}^j g_l}^{n+j})^2 + m_{F,a} m_{F,E} (a_1^{2n})^2 \sum_{g \in L(n,F,a)} c_g (a_{\sum_{l=1}^j g_l}^{n+j})^2 + m_{F,a} m_{F,\emptyset} a_1^{2n} \sum_{g \in L(n,F,a)} c_g (a_{\sum_{l=1}^j g_l}^{n+j})^2
\]

In the final expression of the equation above, there are four sums. The monomials in the first two sums have the same superscripts, and the monomials in the second two sums have the same superscripts. Moreover, these two sets of superscripts are disjoint, so there can be no cancellation among these pairs of sums. Thus, \( \psi_n(f) = 0 \) if and only if the following equations hold.

\[
0 = (a_1^{n+1})^2 \sum_{g \in L(n,F,a)} c_g (a_{\sum_{l=1}^j g_l}^{n+j})^2 + (a_1^{2n})^2 \sum_{g \in L(n,F,a)} c_g (a_{\sum_{l=1}^j g_l}^{n+j})^2
\]

(1)

\[
0 = \sum_{g \in L(n,F,a)} c_g (a_{\sum_{l=1}^j g_l}^{n+j})^2 + \sum_{g \in L(n,F,a)} c_g (a_{\sum_{l=1}^j g_l}^{n+j})^2
\]

(2)

In (1), there can be no cancellation among these two sums because of the coefficients \((a_1^{n+1})^2\) and \((a_1^{2n})^2\) in front of the sums. The subscripts in each of these sums are all off by exactly 1; therefore, the first term is 0 if and only if the second term is 0. In (2), the subscripts in each sum are also again off by exactly 1. In order to show there is no cancellation among these sums, we will show that the monomials appearing in each sum are distinct.

**Lemma 4.14.** There are no distinct \( g, g' \in L(n, F, a) \) so that \( \sum_{l=1}^j g_l = \sum_{l=2}^j g'_l \) for all \( 2 \leq j \leq n-1 \) so that \( [j] \setminus F \) has odd cardinality. In other words, in (2), the monomials in the two sums above are disjoint.

**Proof.** Let \( \{i_1, \ldots, i_m\} = [n-1] \setminus F \). Suppose \( g, g' \in L(n, F, a) \) and \( \sum_{l=1}^j g_l = \sum_{l=2}^j g'_l \) for all \( j \in \{i_1, \ldots, i_m\} \). Since \( g'_1 = 1 \), we have \( \sum_{l=1}^j g_l = 1 + \sum_{l=1}^j g'_l \) for all \( j \in \{i_1, \ldots, i_m\} \). Since \( g|_{a} = g'|_{a} \), we see that \( g_{i_1} = 1 + g'_{i_1} \). However, this contradicts that \( g' \in L(n, F, a) \). Since \( L(n, F, a) = \{ g \mid q_g h \in G(n, F, a) \text{ and } g <_{\text{lex}} h \} \), there is some \( h' \) so that \( q_g h \in G(n, F, a) \), and since \( i_1 \notin F \), \( h'_{i_1} = 0 \) which implies \( h' <_{\text{lex}} g' \) and \( g' \notin L(n, F, a) \). \( \square \)

All this is to show that equations (1) and (2) reduce to the following equations. Thus, \( \psi_n(f) = 0 \) if and only if the following equations hold.

\[
0 = \sum_{g \in L(n,F,a)} c_g (a_{\sum_{l=1}^j g_l}^{n+j})^2
\]

\[
0 = \sum_{g \in L(n,F,a)} c_g (a_{\sum_{l=1}^j g_l}^{n+j})^2
\]
Recalling the definitions of $M^n_{\mathcal{F},a}$ and $M^{\mathcal{F},a}_{\mathcal{G}}$, we see that $f \in J_n \cap \mathcal{G}(n, \mathcal{F}, a)$ if and only if it lies in the intersection of $\ker M^n_{\mathcal{F},a}$ and $\ker M^{\mathcal{F},a}_{\mathcal{G}}$.

**Case 3:** $1 \in \mathcal{F}$ and $a_1 = 0$. Note that for each monomial, $q_{\mathcal{G}}q_{\mathcal{h}}$, in $\mathcal{G}(n, \mathcal{F}, a)$, $g_1$ and $h_1$ are 0. We will always assume that $g \in L(n, \mathcal{F}, a)$. Now, we compute $\psi_n(f)$.

$$\psi_n(f) = \sum_{g \in L(n, \mathcal{F}, a)} c_g \psi_n(g_{\mathcal{G}}q_{\mathcal{h}})$$

$$= \sum_{g \in L(n, \mathcal{F}, a)} c_g \left( \prod_{j=1}^{n} a_{gj}^j \right) \left( \prod_{j=1}^{n+1} a_{\sum_{i=1}^{j-1} g_i}^{n+1} + \prod_{j=2}^{n} a_{\sum_{i=1}^{j-2} g_i}^{n+1} \right) \left( \prod_{j=1}^{n} a_{hj}^j \right) \left( \prod_{j=1}^{n+1} a_{\sum_{i=1}^{j-1} h_i}^{n+1} + \prod_{j=2}^{n} a_{\sum_{i=1}^{j-2} h_i}^{n+1} \right)$$

The monomial $\left( \prod_{j \in \mathcal{F}} (a_{gj}^j)^2 \right) \left( \prod_{j \notin \mathcal{F}} a_{gj}^j a_{hj}^j \right)$ depends only on $\mathcal{F}$ and $a$, so we note this can be factored out and we denote it by $m_{\mathcal{F},a}$.

$$\psi_n(f) = m_{\mathcal{F},a} \sum_{g \in L(n, \mathcal{F}, a)} c_g \left( \prod_{j=1}^{n} a_{\sum_{i=1}^{j-1} g_i}^{n+1} + \prod_{j=2}^{n} a_{\sum_{i=1}^{j-2} g_i}^{n+1} \right) \left( \prod_{j=1}^{n} a_{\sum_{i=1}^{j-1} h_i}^{n+1} + \prod_{j=2}^{n} a_{\sum_{i=1}^{j-2} h_i}^{n+1} \right)$$

Now, we will go through the tedious task of multiplying these two binomials. In order to simplify the computation, we make the following observations about the various sums in the subscripts.

- $\sum_{j=1}^{\ell} g_j = \sum_{j=2}^{\ell} g_j$ since $g_1 = 0$
- $\sum_{j=1}^{\ell} h_j = \sum_{j=2}^{\ell} h_j$ since $h_1 = 0$
- $\sum_{j=1}^{\ell} g_j = \sum_{j=1}^{\ell} h_j$ if and only if $[j] \notin \mathcal{F}$ has even cardinality.
- $\sum_{j=2}^{\ell} g_j = \sum_{j=2}^{\ell} h_j$ if and only if $[j] \notin \mathcal{F}$ has even cardinality.

With these observations, we get the following:

$$\psi_n(f) = m_{\mathcal{F},a} \sum_{g \in L(n, \mathcal{F}, a)} c_g \left( a_0^{n+1} a_{\sum_{j=1}^{\ell} g_j}^{n+1} \prod_{j \in \mathcal{F}} (a_{\sum_{i=1}^{j-1} g_i}^{n+1} + a_{\sum_{i=1}^{j-2} g_i}^{n+1}) \prod_{j \notin \mathcal{F}} (a_{\sum_{i=1}^{j-1} g_i}^{n+1} a_{\sum_{i=1}^{j-2} g_i}^{n+1}) \right)$$

Note that the product $\prod_{j \in \mathcal{F}} a_{\sum_{i=1}^{j-1} g_i}^{n+1} a_{\sum_{i=1}^{j-2} g_i}^{n+1}$ depends only on $\mathcal{F}$ and $\mathcal{G}$, so we set it equal to $m_{\mathcal{F},a}$. Then we have the following.

$$\psi_n(f) = m_{\mathcal{F},a} m_{\mathcal{F},\mathcal{G}} (a_0^{n+1} + a_0^{2n})^2 \sum_{g \in L(n, \mathcal{F}, a)} c_g \prod_{j \in \mathcal{F}} (a_{\sum_{i=1}^{j-1} g_i}^{n+1})^2$$
Recalling the definition of $M_{E}^{n,F,a}$, we see that $\psi_n(f) = 0$ if and only if $f \in \ker M_{E}^{n,F,a}$.

5. Algebraic Properties of Small Sunlet Networks

5.1. The 4-Sunlet Network. In this section, we use a toric initial ideal of $J_4$ to show that $S_4$ is normal
and Gorenstein.

We consider a monomial weighting $w = (w_{0000}, w_{1111}, w_{0011}, w_{1010}, w_{0110}, w_{1001})$, $w_{ijkl} \in \mathbb{Z}$ of the generators of the polynomial ring $R_4 = \mathbb{C}[q_{0000}, q_{1111}, q_{0011}, q_{1100}, q_{0101}, q_{1010}, q_{0101}, q_{1001}]$ which satisfies the following equalities and inequalities:

$$w_{0000} + w_{1111} = w_{0011} + w_{1010} > w_{0110} + w_{0101} + w_{1001}$$

The associated initial ideal of $J_4 = \langle q_{0000}q_{1111} - q_{0011}q_{1100}, q_{0101}q_{1010} - q_{0110}q_{1001} \rangle$ is generated by the binomial $q_{0000}q_{1111} - q_{0011}q_{1100}$.

**Definition 5.1.** Let $\Delta_4 \subset \mathbb{R}^6$ be the convex hull of the points $(0, 0, 0, 0, 0, 0), (1, 0, 0, 0, 0, 0), (0, 1, 0, 0, 0, 0), (1, 1, 0, 0, 0, 0), (0, 0, 1, 0, 0, 0), (0, 0, 0, 1, 0, 0), (0, 0, 0, 0, 1, 0), \text{ and } (0, 0, 0, 0, 0, 1)$. Let $G_4 \subset \mathbb{Z}^{6+1}$ be the graded semigroup obtained by taking the integral points in the cone $P_4 \subset \mathbb{R}^{6+1}$ over $\Delta_4 \times \{1\} \subset \mathbb{R}^{6+1}$.

**Proposition 5.2.** The initial algebra $R_4/\text{in}_w(J_4)$ is isomorphic to the affine semigroup algebra $\mathbb{C}[G_4]$. The latter is normal and Gorenstein with $a$–invariant equal to $-6$.

*Proof.* The algebra $\mathbb{C}[G_4]$ is a polynomial ring in four variables $t^{0010001}, t^{0001001}, t^{0000101}, t^{0000011}$ over the subalgebra $A = \mathbb{K}[t^{0000101}, t^{1000001}, t^{0001001}, t^{0000011}]$. The relations among the generators of the algebra $A$ are generated by the relation $t^{0000001}t^{1000001}t^{0001001}t^{0000011}$. It follows that $\mathbb{K}[G_4]$ is normal and Gorenstein.

The canonical module of $\mathbb{C}[G_4]$ is isomorphic to the ideal generated by $G_4 \cap \text{int}(P_4)$. In turn, this ideal is principal and generated by the degree 6 element $t^{1111116} = t^{0000001}t^{1100001}t^{0010001}t^{0001001}t^{0000011}t^{0000011}$. We define a map $\phi : R_4 \to \mathbb{C}[G_4]$ as follows:

- $q_{0000} \to t^{0000001}$
- $q_{0011} \to t^{1000001}$
- $q_{1100} \to t^{0100001}$
- $q_{0101} \to t^{0010001}$
- $q_{0110} \to t^{0001001}$
- $q_{1001} \to t^{0000011}$

The kernel of $\phi$ is seen to be $\text{in}_w(J_4) = \langle q_{0000}q_{1111} - q_{0011}q_{1100} \rangle$. We can compute the weight of each generator of $G_4$ along each edge of the four leaf network by mapping it to a monomial in $R_4/\text{in}_w(J_4)$ with $\phi$. Let $\pi_i : G_4 \to \mathbb{Z}_{\geq 0}e_0 + \mathbb{Z}_{\geq 0}e_1$ be the map which assigns an element $u \in G_4$ the weight along the $i$-th edge. The generator of the canonical module of $\mathbb{K}[G_4]$ corresponds to the monomial $q_{0000}q_{1111}q_{0101}q_{1010}q_{0101}q_{1001}$. This monomial has weight $3e_0 + 3e_1$ on each edge in the 4-cycle.

The algebra $R_4/J_4$ is multigraded by the group $(\mathbb{Z}_{\geq 0}e_0 + \mathbb{Z}_{\geq 0}e_1)^4$. The multigrading is shared by the degeneration $\mathbb{C}[G_4]$, where it corresponds to the linear projection $\bar{\pi} = (\pi_1, \pi_2, \pi_3, \pi_4) : G_4 \to (\mathbb{Z}_{\geq 0}e_0 + \mathbb{Z}_{\geq 0}e_1)^4$.

The image of $\bar{\pi}$ is the set $Q_4 \subset (\mathbb{Z}_{\geq 0}e_0 + \mathbb{Z}_{\geq 0}e_1)^4$ of $(A_1e_0 + A_2e_1, B_1e_0 + B_2e_1, C_1e_0 + C_2e_1, D_1e_0 + D_2e_1)$ where $A_1 + A_2 = B_1 + B_2 = C_1 + C_2 = D_1 + D_2$ and $A_1 + B_1 + C_1 + D_1 \in \mathbb{Z}$. 
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Remark 5.3. Note that the multigrading by \((\mathbb{Z}_{>0}e_0 + \mathbb{Z}_{>0}e_1)^4\) coincides with the grading by \(\mathbb{Z}^5\) described in Section 4.1 by sending \((A_1e_0 + A_2e_1, B_1e_0 + B_2e_1, C_1e_0 + C_2e_1, D_1e_0 + D_2e_1)\) to \((A_1 + A_2, A_2, B_2, C_2, D_2)\).

Fix \(p \in Q_4\), then the number of elements of \(G_4\) which map to \(p\) under \(\pi\) coincides with the value \(h_{R_4/J_4}(p)\) of the multigraded Hilbert function of \(R_{\pi}\). This value can be computed as follows. Let \(A' = A_1 + \text{MIN}\{0, \frac{1}{2}(C_1 + D_1 - A_1 - B_1)\}, B' = B_1 + \text{MIN}\{0, \frac{1}{2}(C_1 + D_1 - A_1 - B_1)\}, C' = C_1 - \text{MIN}\{0, \frac{1}{2}(C_1 + D_1 - A_1 - B_1)\}, D' = D_1 - \text{MIN}\{0, \frac{1}{2}(C_1 + D_1 - A_1 - B_1)\}\), then

\[
h_{R_4/J_4}(p) = \frac{1}{2}(\text{MIN}\{A', B', C', D'\} + \text{MIN}\{0, E'\} + 1)(3\text{MIN}\{A', B', C', D'\} - \text{MIN}\{0, E'\} + 2).
\]

The Hilbert series is given by

\[
H_{R_4/J_4}(T) = \frac{1 + T}{(1 - T)^4}.
\]

Now fix a 4-valent tree \(T\), and let \(N\) be the network obtained by gluing 4-sunlet networks together according to \(T\). Let \(G_T\) be the toric fiber product of \(E(T)\) according to the topology of \(T\). The next proposition establishes the basic properties of the semigroup algebra \(\mathbb{C}[G_T]\) and the network algebra \(\mathbb{C}[q]/IN\).

Proposition 5.4. The semigroup \(G_T\) is generated in degree 1. Its generators are the lattice points in a normal polytope \(\Delta_T\) obtained as a fiber product polytope of \(E(T)\) copies of \(\Delta_4\) over the topology of \(T\). With these generators, the semigroup algebra \(\mathbb{C}[G_T]\) is presented by a quadratic ideal, and is Gorenstein with \(a\)-invariant equal to –6. Moreover, the algebra \(\mathbb{C}[q]/IN\) is normal, presented by quadratics, and Gorenstein with \(a\)-invariant equal to –6, and its Hilbert function agrees with Ehrhart polynomial of \(\Delta_T\).

Proof. This is a consequence of Propositions 2.12 and 2.13.

5.2. The 5-Sunlet Network. In this section, we focus on the 5-sunlet network \(S_5\) and its corresponding ideal \(J_5\). We describe the structure of its generating set and also discuss some properties of the ideal. All computations for this section can be found in the macaulay2 file sunlet5.m2.

We first computed the ideal \(J_5\) by elimination with a degree bound. We computed a Gröbner basis for the elimination ideal up to degree 2 and then verified that the result was prime and of the correct dimension which is 10. The dimension is obtained by computing the rank of the Jacobian of \(\psi_S\), symbolically. As a result we get that

\[
J_5 = \langle q_{10111}q_{11000} - q_{01000}q_{11011} + q_{00100}q_{11110} - q_{10000}q_{11110}, \quad q_{01111}q_{11000} - q_{01000}q_{11011} + q_{01000}q_{11101} - q_{01000}q_{11111}, \\
q_{00111}q_{10100} - q_{01000}q_{11011} + q_{00100}q_{11101} - q_{00100}q_{11111}, \\
q_{01111}q_{01000} - q_{01010}q_{11011} + q_{00100}q_{11110} - q_{00100}q_{11111}, \\
q_{01111}q_{10000} - q_{01010}q_{11011} + q_{00000}q_{11110} - q_{00000}q_{11111}, \\
q_{01111}q_{10010} - q_{01010}q_{11011} + q_{00000}q_{11110} - q_{00000}q_{11111}, \\
q_{01001}q_{10000} - q_{01000}q_{10100} + q_{00000}q_{11011} - q_{00000}q_{11111}, \\
q_{01001}q_{10010} - q_{01000}q_{10100} + q_{00010}q_{11011} - q_{00010}q_{11111}, \\
q_{01001}q_{10100} - q_{01000}q_{10100} + q_{00110}q_{11011} - q_{00110}q_{11111}, \\
q_{01001}q_{10110} - q_{01000}q_{10110} + q_{00110}q_{11011} - q_{00110}q_{11111}, \rangle.
\]
We also computed the tropical variety explicitly. It has 252 maximal cones. Using \texttt{sunlet5.m2}, we found that 116 of these maximal cones give prime toric initial ideals [18]. The toric varieties corresponding to these 116 cones are all normal which was checked using normaliz. The following example showcases one of these toric degenerations.

**Example 5.5.** Consider the weight vector

\[
\mathbf{w} = (w_{00000}, w_{00001}, w_{00010}, w_{00100}, w_{01000}, w_{01010}, w_{01100}, w_{01110}, w_{10000}, w_{10001}, w_{10010}, w_{10100}, w_{10110}, w_{11000}, w_{11010}, w_{11100}, w_{11110})
\]

\[
= (0, 0, 0, 0, 0, -3, -3, 0, -2, -3, -3, -4, -4, -5)
\]

Using \texttt{gfan}, we found that with respect to this weight vector, the polynomials in the left column form a Gröbner basis for \( J_5 \), and the terms with the *lowest* weights are underlined. The polynomials in the right column are the corresponding initial forms which generate \( in_{\mathbf{w}}(J_5) \).

\[
\begin{align*}
q_{01111}q_{11000} - q_{10100}q_{11101} + q_{10100}q_{11101} - q_{10001}q_{11110} & \quad q_{10111}q_{11000} - q_{10100}q_{11111} \\
q_{01111}q_{11000} - q_{10100}q_{11101} + q_{10100}q_{11101} - q_{10001}q_{11110} & \quad q_{10111}q_{11000} - q_{10110}q_{11111} \\
q_{01111}q_{11010} - q_{10110}q_{11111} + q_{00110}q_{11111} - q_{10101}q_{11111} & \quad q_{10111}q_{11010} - q_{10100}q_{11110} \\
q_{01111}q_{11000} - q_{10100}q_{11101} + q_{10100}q_{11101} - q_{10001}q_{11110} & \quad q_{10111}q_{11000} - q_{10110}q_{11111} \\
q_{10010}q_{10100} - q_{01010}q_{10100} + q_{00110}q_{10100} - q_{10001}q_{10100} & \quad q_{10001}q_{10100} - q_{10000}q_{11110} \\
q_{10010}q_{10100} - q_{01010}q_{10100} + q_{00110}q_{10100} - q_{10001}q_{10100} & \quad q_{10001}q_{10100} - q_{10000}q_{11110} \\
q_{10010}q_{10100} - q_{01010}q_{10100} + q_{00110}q_{10100} - q_{10001}q_{10100} & \quad q_{10001}q_{10100} - q_{10000}q_{11110} \\
q_{10010}q_{10100} - q_{01010}q_{10100} + q_{00110}q_{10100} - q_{10001}q_{10100} & \quad q_{10001}q_{10100} - q_{10000}q_{11110} \\
q_{10010}q_{10100} - q_{01010}q_{10100} + q_{00110}q_{10100} - q_{10001}q_{10100} & \quad q_{10001}q_{10100} - q_{10000}q_{11110}
\end{align*}
\]

The ideal, \( in_{\mathbf{w}}(J_5) \), defines a toric variety which is parameterized by monomials whose exponent vectors are the columns in the matrix below. This matrix was found using [23, Theorem 4]. In particular, the Fourier coordinate generators of \( S_5 \) are a *Khovanskii basis* of a valuation associated to the cone containing \( \mathbf{w} \), and the convex hull of the columns of \( A \) in \( \mathbb{R}^{16} \) is a *Newton-Otounkov* body of the sunlet variety \( V_5 \subset \mathbb{P}^{15} \).

\[
A = \left(\begin{array}{cccccccccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 1 & 1 & 3 & 3 & 0 & 0 & 1 & 1 & 2 & 2 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 3 & 1 & 3 & 0 & 2 & 0 & 1 & 1 & 1 & 2 & 0 & 1 & 0 \\
0 & 0 & 0 & 2 & 0 & 2 & 2 & 2 & 6 & 0 & 0 & 0 & 0 & 0 & 0 & 2 \\
0 & 0 & 2 & 2 & 2 & 2 & 0 & 0 & 2 & 2 & 0 & 0 & 0 & 2 & 2 & 0 \\
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
2 & 1 & 1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 2 \\
0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 2 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
0 & 1 & 1 & 1 & 1 & 1 & 1 & 2 & 1 & 1 & 1 & 2 & 1 & 2 & 2 & 2 \\
2 & 1 & 2 & 2 & 1 & 1 & 1 & 2 & 1 & 1 & 2 & 1 & 1 & 0 & 1 & 1 \\
2 & 2 & 1 & 2 & 1 & 2 & 1 & 1 & 1 & 2 & 1 & 1 & 1 & 1 & 0 & 1 \\
2 & 2 & 2 & 1 & 2 & 1 & 1 & 1 & 2 & 1 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}\right)
\]

Using normaliz, we were able to show that the semigroup generated by the columns of \( A \) is saturated with respect to the rank 10 sublattice of \( \mathbb{Z}^{16} \) that they span; hence, this is a normal toric variety from which we
can conclude that $S_5$ is normal and Cohen-Macaulay. Moreover, the Hilbert series is given by

$$H_{R_5/I_5}(T) = \frac{1 + 6T + 10T^2 + 6T^3 + T^4}{(1 - T)^{10}}.$$ 

Since the numerator is symmetric and since it is Cohen-Macaulay, [35, Theorem 4.4] shows that $S_5$ is Gorenstein. These computations can be found in sunlet5.m2. One can also check $S_5$ is Gorenstein by noting that the canonical module of $\mathbb{C}[NA] \cong R_5/m_m(J_5)$ is generated by the following vector:

$$(6, 8, 8, 10, 8, 3, 4, 5, 5, 5, 4, 3, 8, 7, 7, 7)^t.$$ 

This exponent vector corresponds to the degree 6 monomial $q_{000000}q_{001010}q_{10001}q_{10111}q_{11101}q_{11110}$. 

In this last proposition, we record all the algebraic properties of $S_5$ that we investigated in the previous example, and we record that level-1 networks built from 4- and 5-sunlets are Cohen-Macaulay.

**Proposition 5.6.** $S_5$ is a normal, Gorenstein variety. Its tropicalization has 252 maximal cones, 116 of which yield prime binomial initial ideals.

**Corollary 5.7.** Any level-1 network built out of 4- and 5-sunlet networks is a normal Cohen-Macaulay variety.

**Proof.** Since 4- and 5-sunlet varieties are normal and Cohen-Macaulay, combining Proposition 2.12 with Proposition 2.10 shows that any level-1 network built out from 4- and 5-sunlet networks is normal and Cohen-Macaulay. □

6. Open Problems

In this section, we discuss some conjectures for which we have computational evidence and suggest some possible techniques for solving them. We also provide some interesting open problems surrounding sunlet network ideals.

One of the main drawbacks to the techniques used in Section 4 is that it only yields quadratic generators for $J_n$. For $n$-sunlet networks with $4 \leq n \leq 7$, we have verified that their ideals are quadratically generated. This was done in Macaulay2 by showing that over $\mathbb{Q}$, $\ker \psi_n = I_n$ for $n = 4, 5, 6, 7$. Since we had equality over $\mathbb{Q}$, the ideals must still be equal after extending to the complex numbers. While we have verified that $J_n$ is generated by quadratics for $4 \leq n \leq 7$, it remains open as to whether these generate $J_n$ for $n \geq 8$. For the CFN model, the ideals for trees are always generated by quadratics, and as we have seen the quadratic invariants obtained for the sunlet ideals are built from invariants from the underlying trees; hence, we suspect that $J_n$ is always quadratically generated.

**Conjecture 6.1.** Let $I_n$ be the ideal generated by all quadratic invariants in $J_n$. Then $I_n = J_n$ for all $n \geq 4$.

In order to prove Conjecture 6.1, it would be enough to show that $I_n$ is prime and of the correct dimension. To this end, we have the following conjecture which would prove Conjecture 6.1.

**Conjecture 6.2.** For $n \geq 5$, $\dim J_n = 2n = \dim I_n$, and $I_n$ is prime.

A possible approach to proving that $I_n$ is prime is that taken in [31]. The main workhorse of their technique is the following lemma which was originally stated in [17, Proposition 23].

**Lemma 6.3.** [31, Lemma 2.5] Let $k$ be a field and $J \subset k[x_1, \ldots, x_n]$ be an ideal containing a polynomial $f = gx_1 + h$ with $g, h$ not involving $x_1$ and $g$ a non-zero divisor modulo $J$. Let $J_1 = J \cap k[x_2, \ldots, x_n]$ be the elimination ideal. Then $J$ is prime if and only if $J_1$ is prime.
This lemma can be used to create a descending chain of ideals each one involving one less variable. As long as a polynomial \( f \) of the required form can be found, then one can prove that the original ideal is prime by verifying that the last ideal in the chain is prime. For \( 4 \leq n \leq 7 \) we have done this with \( I_n \) by repeatedly eliminating variables in reverse lexicographic order until we are left with an ideal in only the variables \( q_k \) such that \( g_1 = 0 \). That is we build a chain

\[
I_n \supset I_n^{(1)} \supset \cdots \supset I_n^{(2^{n-2})}
\]

where \( I_n^{(j)} \) is obtained by eliminating the \( j \)th variable in reverse lexicographic order from \( I_n^{(j-1)} \) and at each step we ensure that a polynomial \( f \) of the form described in Lemma 6.3 exists. Typically one would then need to verify that \( I_n^{(2^{n-2})} \) is prime but the following lemma shows there is no need for this. Our implementation of this can be found in the macaulay2 file \texttt{primeDescent.m2}.

**Lemma 6.4.** Let \( I_n^{(2^{n-2})} = I_n \cap \mathbb{C}[q_k : g_1 = 0] \). Then \( I_n^{(2^{n-2})} \cong I_T \) where \( T \) is the tree obtained by deleting the reticulation vertex of \( S_n \) and all adjacent edges.

This lemma implies that if one can always find a polynomial \( f \) of the desired form in each of the intermediate elimination ideal \( I_n^{(j)} \) then \( I_n \) is prime since the last ideal \( I_n^{(2^{n-2})} \) is isomorphic to a tree ideal; thus, it must be prime.

For the question of the dimension of \( J_n \), we have the following bound.

**Proposition 6.5.** For \( n \geq 4 \) it holds that \( 2n - 1 \leq \dim(J_n) \leq 2n + 1 \).

**Proof.** First we note that \( J_n \) is properly contained in the ideals \( I_{T_0} \) and \( I_{T_1} \) for the trees \( T_0 \) and \( T_1 \) that are obtained from \( S_n \) by deleting reticulation edges. It is well known that each of these ideals has \( \dim(I_{T_i}) = 2n - 2 \) (see for example [3]). Since we have that \( J_n \) is a prime ideal properly contained in these two prime ideals which are not equal, we get the lower bound \( 2n - 1 \leq \dim(J_n) \). For the other bound recall that \( V_{S_n} \) can also be thought of as a projective variety the map \( \psi_{S_n} \) parameterizing \( J_n \) can be thought of as a map

\[
\psi_{S_n} : \prod_{e \in E(S_n)} \mathbb{P}^1 \rightarrow \mathbb{P}^{2^{n-1}-1}
\]

where each copy of \( \mathbb{P}^1 \) in the domain corresponds to an edge of \( S_n \). This immediately implies that the projective variety corresponding to \( S_n \) has dimension at most \( \#E(S_n) = 2n \) and so \( \dim(J_n) \leq 2n + 1 \). \( \square \)

We also have that \( \dim J_n \leq \dim I_n \) as \( I_n \subseteq J_n \). Moreover, using the rank of Jacobian of \( \psi_{S_n} \), we have shown for \( 5 \leq n \leq 8 \) that the dimension of \( J_n \) is \( 2n \). We’ve also computed the rank of the Jacobian with random values substituted in for the parameters for \( n \) up to 17. In each case we’ve found that the rank is also \( 2n \) which means that \( \dim(J_n) = 2n \) with probability 1 for \( 9 \leq n \leq 17 \). These computations can be found in the file \texttt{sunletDim.m2}.

As we have seen in Section 5 the 4- and 5-sunlet networks are normal, Gorenstein varieties. We have not been able to show that \( S_4 \) is Gorenstein; however, we have computed its Hilbert series which suggests it is indeed Gorenstein.

\[
H_{R_0/J_6}(T) = \frac{1 + 20T + 131T^2 + 376T^3 + 528T^4 + 376T^5 + 131T^6 + 20T^7 + T^8}{(1 - T)^{12}}
\]

Therefore, to show that \( S_6 \) has the Gorenstein property, it would be enough to show that it is Cohen-Macaulay by [35, Theorem 4.4].

**Question 6.6.** Is \( S_n \) normal, Cohen-Macaulay, and Gorenstein for \( n \geq 6 \)?
In Example 5.5, we also saw that the generator of the canonical module had degree $3e_0 + 3e_1$ for each non-reticulation leaf, while at the reticulation edge, it had degree $2e_0 + 4e_1$. Then Propositions 2.12 and 2.13 imply the following proposition.

**Proposition 6.7.** Let $N$ be a level-1 network obtained by gluing 4- and 5-sunlets along trees under the condition that nothing is glued to a reticulation edge in a 5-sunlet. Then the phylogenetic variety $V_N$ is Gorenstein.

The fact that the reticulation edge for a 5-sunlet has a different degree than the 4-sunlet case does not mean that other level-1 networks built out of 4- and 5-sunlets are not Gorenstein. It just means that some other proof would be needed to show the Gorenstein property.

As we have seen in Section 5, there are very well-behaved toric degenerations of $S_4$ and $S_5$. In the case when $n = 5$, there are 116 cones in the tropical variety which yield normal toric varieties; however, most of them are somewhat less well-behaved than the one shown. For example, using the weight given in Example 5.5 one sees that the quadratic invariants produced in Section 4 actually form a Gröbner basis with respect to this weight. This is a property that does not happen for most of the weights in the tropical variety. Moreover, the initial forms of these quadratic invariants are always invariants for at least one of the underlying trees $T_0$ or $T_1$. To this end, we ask the following.

**Question 6.8.** For $n \geq 5$, is there a weight vector $w$ on $R_n$ for which $in_w(J_n)$ is a prime binomial ideal? If so, can it be shown that there is a combinatorial rule for finding such a $w$ where a Gröbner basis of $J_n$ with respect to $w$ can be deduced combinatorially?

This question is interesting even in the case when $n = 6$. If one was able to find a toric degeneration of $S_6$ to a normal toric variety, then since the numerator of the Hilbert series is symmetric, one would also know that $S_6$ is Gorenstein.
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