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Abstract

We introduce a new algebraic framework based on the deformation of pre-Lie products. This allows us to provide a new construction of the algebraic objects at play in Regularity Structures in the works by Bruned, Hairer and Zambotti (2019) and by Bruned and Schratz (2022) for deriving a general scheme for dispersive PDEs at low regularity. This construction also explains how the algebraic structure by Bruned et al. (2019) cited above can be viewed as a deformation of the Butcher-Connes-Kreimer and the extraction-contraction Hopf algebras. We start by deforming various pre-Lie products via a Taylor deformation and then we apply the Guin-Oudom procedure which gives us an associative product whose adjoint can be compared with known coproducts. This work reveals that pre-Lie products and their deformation can be a central object in the study of (S)PDEs.
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Introduction

1 Introduction

Decorated trees and their various Hopf algebra structures have revealed themselves to be very efficient for solving (stochastic) partial differential equations ((S)PDEs). Indeed, the theory of singular SPDEs has developed very fast in the last years. This is due to the theory of Regularity Structures introduced by Martin Hairer in [33]. Many equations whose well-posedness was open are now covered by this theory like the KPZ equation, $\varphi^3_4$ (see [33]), $\varphi^4_{4-\delta}$ (see [4]), sine-Gordon in the full subcritical regime (see [31]), generalised KPZ equation (see [7]), Yang-Mills in dimension two (see [16]). For surveys on this development one can look at [10] or the textbook [26]. The idea of Regularity Structures takes its root in rough paths [36, 31, 32]; one wants to approximate the solution of a singular SPDE by a Taylor expansion whose monomials are iterated integrals. This type of expansion is truncated to a sufficiently high order but it could be arbitrarily large when we consider a model close to subcriticality like $\varphi^4_{4-\delta}$. This is where algebraic structures enter the game for dealing with the computational challenge of such an expansion.

The core of this structure resides in decorated trees which are suitable combinatorial objects for encoding iterated integrals. Indeed, decorations on the edges encode noises, convolution with kernels and derivatives on the previous objects, whereas decorations on the vertices correspond to monomials over $d+1$ variables for the time and the spatial components. Recently, decorated trees have been also used in the context of PDEs for writing a resonance-based scheme for dispersive equations in [14]. They allow to push an efficient numerical scheme from the first to the higher orders of approximation. It also covers a large class of equations. This reveals that more applications to PDEs could be expected in the future.

Such a structure was sketched in [33] and formalised in [9]. Two Hopf algebras act on the solution expansion: the first one recenters iterated integrals around a base point, the second renormalises these integrals which can be ill-defined in many situations due to the singularity of the noises. The convergence of the renormalised iterated integrals is proved in [18]. These two structures can be understood as a generalisation of the Butcher-Connes-Kreimer Hopf algebra [15, 21, 22] and the extraction-contraction Hopf algebra [20, 17] which appear both in Numerical analysis and Quantum field theory. We want to derive a rigorous mathematical statement describing this analogy. The idea is to construct a map that will transport all the properties from the original structures to the ones used for singular SPDEs.

Theorem 1.1 The structures defined in [9] and [14] are deformations of the Butcher-Connes-Kreimer and the extraction-contraction Hopf algebras.

For proving this theorem, one has to build on the specificity given by (S)PDEs. Indeed, one uses in the various applications Taylor expansions which are encoded at
the algebraic level in [9]. The main idea is therefore to deform all classical structures by means of "algebraic" Taylor expansions. Derivatives and monomials appear as decorations on decorated trees and by changing them along with the transformation one gets a formal Taylor series with a leading term and terms of lower degrees.

Behind Theorem 1.1, one can think about a larger programme. Indeed, many algebraic structures use trees and graphs and they have prescribed rules on how to carry some operations as extraction-contraction and cutting edges. The main difficulty is to untangle all these operations in order to get the basic operations that will generate all the structure.

Starting with the grafting product which is a pre-Lie product and applying an algebraic procedure, D. Guin and J. M. Oudom recovered in [29, 30] the Grossman-Larson product [28], which is an associative product obtained from the Butcher-Connes-Kreimer coproduct by dualisation and suitable normalisation of the dual basis by symmetry factors. Their procedure works for any pre-Lie product and gives an alternative way of presenting the Hopf algebras at hand. A pre-Lie perspective on renormalisation has already been proposed in rough paths (see [5]) which was the inspiration for the work [4]. For edge-decorated trees, one needs to use multi-pre-Lie algebras introduced in [4]. Multi-pre-Lie algebras are vector spaces (on some field \( k \) of characteristic zero) endowed with a family of pre-Lie products such that any finite linear combination of those remains a pre-Lie product. For decorated trees, it will be a family of grafting products indexed by the edge decorations. In fact, one can see the whole family as a pre-Lie product by considering only planted trees. In the diagram below we provide a partial answer to theorem 1.1 and it reveals the approach followed in this paper

\[
\begin{array}{ccc}
\curvearrowright & \text{Guin-Oudom} & \Theta \\
\downarrow & \downarrow & \downarrow \\
\bowtie & \text{Dual} & \Delta_{\text{CK}} \\
\downarrow & \downarrow & \downarrow \\
\curvearrowright & \text{Guin-Oudom} & \Phi \\
\downarrow & \downarrow & \downarrow \\
\bowtie & \text{Dual} & \Delta_{\text{DCK}}
\end{array}
\] (1.1)

The upper part of the diagram corresponds to the application of the Guin-Oudom procedure to the pre-Lie product \( \bowtie \) (collection of grafting products). This step has been performed in [27] and leads to the construction of a Butcher-Connes-Kreimer coproduct on decorated trees. The lower part of the diagram is the same procedure applied to the deformation \( \overset{\sim}{\bowtie} \) of \( \bowtie \) introduced in [4]. This is the content of Theorem 3.4 and leads to the construction of \( \Delta_{\text{DCK}} \). It is more involved due to the fact that one has to introduce infinite sums and use bigraded spaces as in [9]. Then, one wants a way to move from the upper part to the lower part. The maps \( \Phi \) and \( \Psi \) are not easy to define. Instead, we construct the isomorphism \( \Theta \) in Theorem 2.7 which can be extended naturally to decorated planted trees such that:

\[
\Theta(\bar{\sigma} \bowtie \bar{\tau}) = \Theta(\bar{\sigma}) \overset{\sim}{\bowtie} \Theta(\bar{\tau})
\] (1.2)
where $\bar{\sigma}, \bar{\tau}$ are decorated planted trees. Then, the pre-Lie structure of $\hat{\circ}$ is transported to $\circ$ via the isomorphism $\Theta$. The construction of $\Theta$ relies on the freeness of $\circ$ and the fact that:

$$\bar{\sigma} \circ \bar{\tau} = \bar{\sigma} \hat{\circ} \bar{\tau} + \text{lower grading terms} \quad (1.3)$$

where one measures the grading of a decorated trees as the sum of its edge decorations. In this way, $\hat{\circ}$ is an algebraic deformation of $\circ$. Therefore, the coproduct $\Delta_{\text{DCK}}$ in the diagram\cite{1.1} can be understood as a deformation of the Butcher-Connes-Kreimer coproduct $\Delta_{\text{CK}}$. The coproduct $\Delta_{\text{DCK}}$ (to be precise, its flipped version obtained by exchanging both sides of the tensor product) has an important application in Numerical Analysis (see \cite{1.4}). Yet, coproducts in \cite{[Y]} are different from $\Delta_{\text{DCK}}$. This is due to derivations compatible with the pre-Lie product that needs to be added. In order to repeat the diagram\cite{1.4}, one has to work with another pre-Lie product defined by means of plugging denoted by $\triangleright$. We obtain a similar diagram when we construct two coproducts $\Delta_{\text{P}}$ (resp. $\Delta_{\text{DP}}$) from $\triangleright$ (resp. a deformation $\hat{\triangleright}$ of $\triangleright$):

$$\triangleright \xrightarrow{\text{Guin-Oudom}} \ast \xrightarrow{\text{Dual}} \Delta_{\text{P}}$$

$$\hat{\triangleright} \xrightarrow{\text{Guin-Oudom}} \ast_{2} \xrightarrow{\text{Dual}} \Delta_{\text{DP}} \quad (1.4)$$

Then, after performing an identification one can get from $\Delta_{\text{DP}}$ the coproduct $\Delta_{2}$ which has been introduced in \cite{[Y]} for recentering iterated integrals. The lower part of the diagram is the subject of Theorem\cite{3.16}. One cannot find an isomorphism that will preserve the pre-Lie structure like in (1.2), sending $\triangleright$ to $\hat{\triangleright}$ (see Proposition\cite{3.11}). One still has the deformation property\cite{1.13} namely:

$$\sigma \hat{\triangleright} \tau = \sigma \triangleright \tau + \text{lower grading terms} \quad (1.5)$$

where $\sigma, \tau$ are decorated trees. For proving that $\hat{\triangleright}$ is a pre-Lie product one needs to use the Chu-Vandermonde identity, which we recall in Paragraph\cite{3.1} which is also crucial for deriving the coassociativity in \cite{[Y] Prop. 3.11'} for the coproduct denoted by $\Delta_{2}$ therein. The pre-Lie product given by $\Theta$ is $\triangleright$ satisfying

$$\Theta(\sigma \triangleright \tau) = \Theta(\sigma) \triangleright \Theta(\tau).$$

Then, one is able to give an expression for $\hat{\triangleright}$ in Proposition\cite{3.13}

$$\sigma \hat{\triangleright}_{v} \tau = ^{\uparrow \nabla_{\sigma}}_{v} (\Pi \sigma ^{\triangleright}_{v} \tau) \quad (1.6)$$

where $\hat{\triangleright}_{v}$ is the deformed plugging at the node $v \in N_{\tau}$ ($N_{\tau}$ nodes of $\tau$), $\Pi$ removes the node decoration at the root of $\sigma$ denoted by $n_{\sigma}$ and $^{\uparrow \nabla_{\sigma}}_{v}$ adds the decoration $n_{\sigma}$ to the node $v$. We explain in Proposition\cite{3.17} how the product $\ast_{2}$ can be connected to $\hat{\circ}$:

$$\mathcal{J}_{b}(\sigma \ast_{2} \tau) = ^{\uparrow \nabla_{\sigma}}_{N_{\tau}} (\Pi \sigma \hat{\circ} \mathcal{J}_{b}(\tau)) \quad (1.7)$$
where \( \uparrow_{\mathcal{N}_\sigma} \) splits the decoration \( n_\sigma \) among the nodes of \( \tau \) and \( \mathcal{F}_b(\tau) \) grafts the tree \( \tau \) onto a new root via an edge decorated by \( b \). The two formulae \( (1.6) \) and \( (1.7) \) give a different perspective with the use of derivations \( \uparrow_{\mathcal{N}_\sigma} \) and \( \uparrow_{\mathcal{N}_\tau} \).

For the extraction-contraction coproduct \( \Delta_{EC} \), we use the Chapoton-Livernet insertion product \( \downarrow \) of a tree into another. It is a pre-Lie product and can be directly defined via the product \( \ast \). This definition seems new in comparison with the literature. Then, the deformation \( \downarrow \) is obtained by replacing \( \ast \) by \( \ast_2 \). One can run the Guin-Oudom procedure and get the following diagram:

\[
\begin{array}{cccc}
\ast & \text{Def} & \downarrow & \ast_1 \\
\ast_2 & \text{Def} & \downarrow & \ast_1 \\
\end{array}
\]

\( \xrightarrow{\text{Guin-Oudom}} \)

\( \xrightarrow{\text{Dual}} \)

\( \Delta_{EC} \)

\( \Delta_1 \)

The fact that \( \ast_1 \) is the dual of \( \Delta_1 \) is given in Theorem \( [3,24] \) which concludes the proof of Theorem \( [1,1] \). We are also able to write the cointeraction between \( \Delta_2 \) and \( \Delta_1 \) obtained in \( [9] \) at the level of the deformed products, between \( \ast_2 \) and \( \downarrow \) (see Theorem \( [3,25] \)). This cointeraction has been previously observed in \( [20,17] \) for the non-deformed structures. The coproduct \( \Delta_1 \) is the same one as in \( [6] \) but for \( \Delta_2 \) the order of the factors in the tensor product is opposite compared with \( [9] \).

In the end, we have proposed one single procedure allowing to recover the structure of \( [13,9] \) from the standard Butcher-Connes-Kreimer coproduct. Indeed, the isomorphism \( \Theta \) transports the grafting product used for constructing the Butcher-Connes-Kreimer coproduct to \( \ast \) which allows us to recover \( [14] \). Then the formulae \( (1.6) \) and \( (1.7) \) shows how the construction in \( [9] \) is connected to the isomorphism \( \Theta \) and \( \ast \). In this paper, we view the extraction-contraction coproduct as constructed from the pre-Lie insertion that depends on the product dual of the Butcher-Connes-Kreimer coproduct. Therefore, the deformed extraction-contraction coproduct follows from this property. Let us mention that the formalism developed in this work has already some impact on the study of singular SPDEs. The work proposes \( [23] \) a shorter proof of the renormalised equations first established in \( [44] \). This proof is used in \( [33] \) for establishing the renormalised equation in a non-translation invariant setting. The spirit of our construction is also used in \( [35] \) for constructing a structure group for quasi-linear equations.

Let us outline the paper by summarising the content of its sections. In Section \( [2] \) we recall basics on multi-pre-Lie algebras and explore derivation for these structures. We see how they could be encoded directly into the grafting product for decorated trees. Then, we present the Taylor deformation considered in this paper. It is constructed via the isomorphism \( \Theta \) in Theorem \( [2,7] \) which transports the pre-Lie structure of \( \ast \) to \( \ast \).

In Section \( [3] \) we consider various products and their deformations. This is where we provide the main results for making Theorem \( [1,1] \) precise. We start by
the product $\bowtie$ on decorated planted trees which groups the products $\bowtie^a$ together. It is deformed via $\Theta$ into $\widehat{\bowtie}$. By applying the Guin-Oudom procedure, we get an associative product $\star_0$. In Theorem 3.4 we identify the dual of $\star_0$ that is the deformed Butcher-Connes-Kreimer coproduct $\Delta_{\text{BCK}}$. This explicit formula is very useful in Section 4. Then, we move to another product $\rhd$, the plugging of a decorated tree into another. We obtain a deformed product $\widehat{\rhd}$ not coming directly from $\Theta$. The Guin-Oudom approach gives again an associative product $\star_2$ whose adjoint is $\Delta_2$ (see Theorem 3.16). The last product is the insertion product $\triangleright$ whose deformation $\widehat{\triangleright}$ is constructed from $\star_2$. We then define an associative product $\star_1$ from $\widehat{\triangleright}$ whose adjoint $\Delta_1$ is a deformed extraction-contraction coproduct (see Theorem 3.24). The section ends on studying a cointeraction property between deformed products.

In Section 4 we consider the two main applications of these algebraic structures which are a numerical scheme for dispersive PDEs and the theory of Regularity Structures for singular SPDEs. In subsection 4.1 we focus on the numerical applications and show that the coproduct used for the local error analysis is actually very close to the one obtained in Theorem 3.16. In subsection 4.2 we show that the pre-Lie approach developed in Section 4 gives an immediate and elegant construction of the algebraic objects at play in the theory of Regularity Structures. One gets the recentering coproduct from Theorem 4.2 and the extraction-contraction coproduct from Theorem 4.3 (the coproduct which is used for implementing the BPHZ algorithm [11, 34, 38]). Then, the cointeraction between these two maps is related to the pre-Lie cointeraction given in Section 4.
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2 Algebraic deformation of multi-pre-Lie algebras

In this section, we present the notion of multi-pre-Lie algebra introduced in [3]. One of the main examples are decorated trees equipped with a family of grafting products. We consider derivations for this structure and define a Taylor deformation. The latter is the deformation used for constructing various products in Section 3.

2.1 Multi-pre-Lie algebras

Definition 2.1 Let $E$ be any set. A multi-pre-Lie algebra indexed by $E$ is a vector space $\mathcal{P}$ over a field $k$ of characteristic zero, endowed with a family $\langle \bowtie^a \rangle_{a \in E}$ of
bilinear products such that

\[ x \overset{a}{\cdot} (y \overset{b}{\cdot} z) - (x \overset{a}{\cdot} y) \overset{b}{\cdot} z = y \overset{b}{\cdot} (x \overset{a}{\cdot} z) - (y \overset{b}{\cdot} x) \overset{a}{\cdot} z \]  

for any \( a, b \in E \) and for any \( x, y, z \in \mathcal{P} \).

In particular, each product \( \overset{a}{\cdot} \) is left pre-Lie as well as any finite linear combination of those. The corresponding brace elements are recursively defined by

\[ (x_1 \cdots x_n) \overset{a_1 \cdots a_n}{\cdot} z := x_1 \overset{a_1}{\cdot} \left( (x_2 \cdots x_n) \overset{a_2 \cdots a_n}{\cdot} z \right) \]

\[ - \sum_{i=2}^{n} (x_2 \cdots x_{i-1} (x_1 \overset{a_1}{\cdot} x_i) x_{i+1} \cdots x_n) \overset{a_2 \cdots a_n}{\cdot} z \]

for any \( x_1, \ldots, x_n, z \in \mathcal{P} \). They are invariant under any permutation of the pairs \((x_1, a_n), \ldots, (x_n, a_n)\). Let us give a few important examples:

**Example 1** Let \( E \) and \( V \) be two sets, let \( T^E_V \) be the set of rooted trees with vertices decorated by \( V \) and edges decorated by \( E \), and let \( \mathcal{T}^E_V \) be the linear \( k \)-span of \( T^E_V \).

The family of pre-Lie products is given by grafting by means of decorated edges, namely:

\[ \sigma \overset{a}{\cdot} \tau := \sum_{v \in \mathcal{N}_\tau} \sigma \overset{a}{\cdot} v \tau, \]

where \( \sigma \) and \( \tau \) are two decorated rooted trees, \( \mathcal{N}_\tau \) is the set of vertices of \( \tau \) and where \( \sigma \overset{a}{\cdot} v \tau \) is obtained by grafting the tree \( \sigma \) on the tree \( \tau \) at vertex \( v \) by means of a new edge decorated by \( a \in E \). The proof of (2.1) is similar to the proof of the fact that grafting is a pre-Lie operation, and can be visualized by the following picture, symmetric with respect to the two branches:

\[ \sigma \overset{a}{\cdot} \tau \]

where \( \sigma, \tau \) and \( w \) are decorated trees. Below we present an example of grafting:

\[ \bullet \overset{a}{\cdot} \alpha = \beta + \gamma \]

**Proposition 2.2** For any set \( E \), the \( E \)-multiple pre-Lie operad is given by the \( k \)-span of the labelled rooted trees with \( E \)-decorated edges, where the labellisation is understood with respect to the vertices.

**Proof.** The proof (see [27]) is a straightforward adaptation of the description of the pre-Lie operad by F. Chapoton and M. Livernet [23].
Corollary 2.3 For any pair of sets \((E, V)\), the free \(E\)-multiple pre-Lie algebra generated by \(V\) is given by the \(k\)-span of rooted trees with \(E\)-decorated edges and \(V\)-decorated vertices.

Example 2 We keep the notations of the previous example, but we suppose that a commutative monoid \(\Omega\) acts on \(V\). For any \(a \in E\) and \(\omega \in \Omega\), the binary product \(\bowtie^{a, \omega}\) is defined as follows:

\[
\sigma \bowtie^{a, \omega} \tau := \sum_{v \in N_v} \uparrow^{\omega}_v (\sigma \bowtie^a_v \tau),
\]

where the operator \(\uparrow^{\omega}_v\) stands for changing the decoration \(n_v\) of the vertex \(v\) into \(\omega n_v\).

As \(\uparrow^{\omega}_v\) and \(\sigma \bowtie^a_v\) commute, we also have:

\[
\sigma \bowtie^{a, \omega} \tau = \sum_{v \in N_v} \sigma \bowtie^a_v (\uparrow^{\omega}_v \tau).
\]

One can notice that the operators \(\uparrow^{\omega}\) defined by

\[
\uparrow^{\omega} \tau := \sum_{v \in N_v} \uparrow^{\omega}_v \tau
\]

form a family of commuting derivations for all pre-Lie products \(\bowtie^{a, \omega'}\). By derivation, we mean a linear map satisfying the Leibniz rule.

Proposition 2.4 The vector space \(T^V_E\) endowed with the binary products \(\bowtie^{a, \omega}\) is a \(E \times \Omega\)-multiple pre-Lie algebra.

Proof. In the particular case when the three trees are made of a single vertex, Equation (2.1) comes from the fact that

\[
\alpha \bowtie^{a, \omega} \beta \bowtie^{b, \omega'} \gamma = \sum_{v \in N_v} \uparrow^{\omega}_v (\alpha \bowtie^a_v \beta \bowtie^b_v \gamma)
\]

is manifestly symmetric in \((a, \omega)\) and \((b, \omega')\), due to the commutativity of the monoid \(\Omega\). The general case is straightforward and left to the reader.

We abbreviate \(\bowtie^{a, 1}\) with \(\bowtie^a\) where 1 is the unit of \(\Omega\).

Proposition 2.5 Suppose that \(V = S \times \Omega\), and that the action of \(\Omega\) on \(V\) is given by \(\omega.(s, \omega') := (s, \omega \omega')\). Then \(\left\langle T^V_E, (\bowtie^a)_{a \in E}, (\uparrow^\omega)_{\omega \in \Omega} \right\rangle\) is the free \(S\)-generated \(E\)-multiple pre-Lie algebra endowed with an \(\Omega\)-indexed family of commuting derivations.
Proof. Let $\left( A, (\triangleright^a)_{a \in E} \right)$ be an $E$-multiple pre-Lie algebra endowed with an $\Omega$-indexed family of commuting derivations $(D^\omega)_{\omega \in \Omega}$. Fix a collection $(\alpha_s)_{s \in S}$ of elements of $A$. By Corollary 2.3 there is a unique morphism $\Phi_\alpha$ of $E$-multiple pre-Lie algebras from $T^V_E$ to $A$ such that $\Phi_\alpha(\bullet_s) = \alpha_s$ for any $s \in S$. We want to extend $\Phi_\alpha$ to a morphism

$$\Psi_\alpha : \left( T^V_E, (\triangleright^a)_{a \in E}, (\uparrow^\omega)_{\omega \in \Omega} \right) \rightarrow \left( A, (\triangleright^a)_{a \in E}, (D^\omega)_{\omega \in \Omega} \right).$$

From $\Psi_\alpha \circ \uparrow^\omega = D^\omega \circ \Psi_\alpha$ we immediately get:

$$\Psi_\alpha(\bullet_s, \omega) = D^\omega(\alpha_s).$$

By Corollary 2.3 again, there is a unique morphism $\chi_\alpha$ of $E$-multiple pre-Lie algebras from $T^V_E$ to $A$ such that $\chi_\alpha(\bullet_s, \omega) = D^\omega(\alpha_s)$ for any $\omega \in \Omega$ and $s \in S$. To prove that $\Psi_\alpha$ and $\chi_\alpha$ coincide, it only remains to prove $\chi_\alpha \circ \uparrow^\omega(\tau) = D^\omega \circ \chi_\alpha(\tau)$ for any $\omega \in \Omega$ and for any $\tau \in T^V_E$.

We proceed by induction on the number $|\tau|$ of vertices of $\tau$, the case $|\tau| = 1$ being obvious. Any $\tau$ with at least two vertices can be written as

$$\tau = \sum_{j=1}^k \tau_1^j \triangleright^{a_j} \tau_2^j,$$

where the components $\tau_1^j$ and $\tau_2^j$ are strictly smaller with respect to the number of vertices. We can then compute:

$$\chi_\alpha \circ \uparrow^\omega(\tau) = \chi_\alpha \circ \uparrow^\omega \left( \sum_{j=1}^k \tau_1^j \triangleright^{a_j} \tau_2^j \right)$$

$$= \chi_\alpha \left( \sum_{j=1}^k \uparrow^\omega \tau_1^j \triangleright^{a_j} \tau_2^j \right)$$

$$= \sum_{j=1}^k D^\omega \chi_\alpha(\tau_1^j) \triangleright^{a_j} \chi_\alpha(\tau_2^j) + \chi_\alpha(\tau_1^j) \triangleright^{a_j} D^\omega \chi_\alpha(\tau_2^j)$$

$$= D^\omega \left( \sum_{j=1}^k \chi_\alpha(\tau_1^j) \triangleright^{a_j} \chi_\alpha(\tau_2^j) + \chi_\alpha(\tau_1^j) \triangleright^{a_j} \chi_\alpha(\tau_2^j) \right)$$

$$= D^\omega \chi_\alpha(\tau).$$

\[\square\]

2.2 Taylor deformation of free multi-pre-Lie algebras

We suppose here that $\Omega$ is the monoid $\mathbb{N}^{d+1}$ endowed with componentwise addition. A grading is given by

$$|n|_g := s_1 n_1 + \cdots + s_{d+1} n_{d+1}$$
where $s := (s_1, \ldots, s_{d+1}) \in \mathbb{N}_{d+1}^d$ is fixed. We suppose that $V = S \times \mathbb{N}^{d+1}$ and $E = S' \times \mathbb{N}^{d+1}$ where $S$ and $S'$ are two finite sets. Then $\Omega$ acts freely on both $E$ and $V$ in a graded way. We denote by $\dagger$ the addition in $\Omega$ as well as both actions of $\Omega$ on $E$ and $V$. A family of deformed grafting products on $\mathcal{T}_E$ is defined as follows:

$$
\sigma \bar{\uparrow}^a \tau := \sum_{v \in N_T} \sum_{\ell \in \mathbb{N}^{d+1}} \left( \frac{n_v}{\ell} \right) \sigma \bar{\uparrow}^{a-\ell} (\dagger_{-\ell}^v \tau).
$$

(2.7)

Here $n_v \in \mathbb{N}^{d+1}$ denotes the second component of the decoration at the vertex $v$. The generic term is self-explanatory if there exists a (unique) pair $(b, \alpha) \in E \times V$ such that $a = \ell + b$ and $n_v = \ell + \alpha$. It vanishes by convention if this condition is not satisfied. We define the grading of a tree in $\mathcal{T}_E$ by the sum of the gradings of its edges given by $| \cdot |_{\text{grad}}$:

$$
|\tau|_{\text{grad}} := \sum_{e \in E_{\tau}} |e(e)|_a
$$

(2.8)

where $E_\tau$ are the edges of $\tau$ and $e(e)$ is the decoration of the edge $e$. Then, $\bar{\uparrow}^a$ is a deformation of $\uparrow^a$ in the sense that:

$$
\sigma \bar{\uparrow}^a \tau = \sigma \uparrow^a \tau + \text{lower grading terms}.
$$

We repeat the example in (2.3) but now with the deformation:

$$
\bullet \bar{\uparrow}^a \cdot_k = \alpha \cdot_k + \beta \cdot_k + \sum_{\ell \neq 0} \left( \gamma \right) a^-\ell \cdot_k + \sum_{\ell \neq 0} \left( \beta \right) \beta^-\ell \cdot_k.
$$

(2.9)

The second line of (2.9) contains the lower grading terms.

**Remark 2.6** The deformation (2.7) has been first introduced for singular SPDEs in [4]. The leading term corresponds to the higher order of a Taylor jet. Indeed, if we consider $\tau$ to be $\bullet_k$, the tree composed of a single node decorated by a Taylor jet, and $\sigma$ to be $\bullet$, we get:

$$
\bullet \bar{\uparrow}^a \bullet_k = \sum_{\ell \in \mathbb{N}^{d+1}} \left( \frac{k}{\ell} \right) \bullet \bar{\uparrow}^{a-\ell} \bullet_{k-\ell}
$$

(2.10)

We interpret the tree $\bullet_k$ as a monomial of degree $k$ and the edge $\uparrow^a$ is associated to the derivatives of some smooth function $f : \mathbb{R}^{d+1} \to \mathbb{R}$. Indeed, if we multiply a decorated tree by the product of the factors $\frac{1}{n_v!}$ where $v$ is any vertex, one has

$$
\bullet \bar{\uparrow}^a \frac{1}{k!} \bullet_k = \sum_{\ell \in \mathbb{N}^{d+1}} \frac{1}{\ell!} \bullet \bar{\uparrow}^{a-\ell} \frac{1}{(k-\ell)!} \bullet_{k-\ell}.
$$

(2.11)
We suppose that $a \geq k$ and we can rewrite (2.11) as a Taylor jet of $f^{(a-k)}$ when the bound is given by $k$:

$$
\sum_{\ell \leq k} \frac{x^{k-\ell}}{(k-\ell)!} f^{(a-\ell)}(0),
$$

where we have made the following identifications:

$$
\frac{1}{(k-\ell)!} \cdot k-\ell \equiv \frac{x^{k-\ell}}{(k-\ell)!}, \quad f^{(a-\ell)}(0) \equiv \frac{1}{\ell!} \cdot \cap^{a-\ell}.
$$

**Theorem 2.7** There exists a unique linear isomorphism $\Theta : \mathcal{T}_E^V \to \mathcal{T}_E^V$ such that

$$
\Theta(\bullet_\alpha) = \bullet_\alpha \text{ for any } \alpha \in V
$$

and

$$
\Theta(\sigma \cap^a \tau) = \Theta(\sigma) \cap^a \Theta(\tau)
$$

(2.12)

for any $\sigma, \tau \in \mathcal{T}_E^V$ and for any $a \in E$.

**Proof.** We introduce the set $PT_E^V$ of planar rooted trees with edges decorated by $E$ and vertices decorated by $V$, and $\mathcal{PT}_E^V$ will stand for the linear span of $PT_E^V$. A collection of left graftings is defined by

$$
\sigma \cap^a \tau := \sum_{v \in N_\tau} \sigma \cap^a \tau_v
$$

(2.13)

for any $\sigma, \tau \in PT_E^V$, where $\sigma \cap^a \tau_v$ is obtained by grafting $\sigma$ on $\tau$ at vertex $v$ on the left of the other branches, by means of a new edge decorated by $a$.

**Lemma 2.8** $(\mathcal{PT}_E^V, (\cap^a)_{a \in E})$ is the free algebra endowed with a family of magmatic products indexed by $E$, generated by $V$.

**Proof.** The free magma endowed with a family of magmatic products indexed by $E$ generated by $V$ is obtained as the set of planar binary trees with leaves decorated by $V$ and internal vertices decorated by $E$. The magmatic product $\vee_a$ of two such trees $S$ and $T$, with $a \in E$, is obtained by plugging $S$ and $T$ on the left (resp. right) branch of the $Y$-shaped tree with a unique internal node decorated by $a$.

D. Knuth’s rotation correspondence maps bijectively this set of planar binary trees onto $PT_E^V$. It transforms leaves into vertices and internal nodes into edges. The magmatic product $\vee_a$ is transformed into the left Butcher product indexed by $a$ defined by

$$
\sigma \circ^a \tau := \sigma \cap^a_{\theta_e} \tau
$$

(2.14)
where $\varrho_\tau$ is the root of $\tau$. By freeness property, there is a unique linear map $\Psi : PTV_E \to PTV_E$ such that $\Psi(\bullet_\alpha) = \bullet_\alpha$ for any $\alpha \in V$, and such that
\begin{equation}
\Psi(\sigma \rhd_x^a \tau) = \Psi(\sigma) \rhd_x^a \Psi(\tau)
\end{equation}
(2.15)
for any $\sigma, \tau \in PTV_E$. It is obvious that
\[ \sigma \rhd_x^a \tau = \sigma \circ \rhd_x^a \tau + \text{higher potential energy terms}, \]
where the potential energy of a tree is the sum of the heights of its vertices. From this we can infer, by induction on the number of vertices, that
\[ \Psi(\sigma) = \sigma + \text{higher potential energy terms} \]
for any $\sigma \in PTV_E$. This in turns implies that $\Psi$ is a linear isomorphism, the matrix of which is triangular with 1’s on the diagonal in a suitable basis. Details in the particular case $E = \{ \star \}$ can be found in [25] and in [11], adaptation to any finite set $E$ is straightforward.

Let us now finish up the proof of Theorem 2.7 by universal property of the free magmatic algebra, there exists a unique linear map
\[ \overline{\Theta} : PTV_E \to PTV_E \]
such that $\overline{\Theta}(\bullet_\alpha) = \bullet_\alpha$ for any $\alpha \in V$, and such that
\begin{equation}
\overline{\Theta}(\sigma \rhd_x^a \tau) = \overline{\Theta}(\sigma) \rhd_x^a \overline{\Theta}(\tau)
\end{equation}
(2.16)
with
\[ \sigma \rhd_x^a \tau := \sum_{v \in N} \sum_{\ell \leq N} \left( \begin{array}{c} n_v \\ \ell \\ \end{array} \right) \sigma \rhd_x^{a-\ell} \left( \uparrow_{v}^{\ell} \tau \right) \]
(2.17)
for any $a \in E$. Here $\uparrow_{v}^{\ell} \tau$ is the obvious analogue of $\uparrow_{v}^{\ell} \tau$ in the planar setting. From (2.16) and (2.17) one easily shows, by induction on the number of vertices, that
\[ \overline{\Theta}(\sigma) = \sigma + \text{lower grading terms} \]
for any $\sigma \in PTV_E$, hence $\overline{\Theta}$ is a linear isomorphism. Moreover, one can also easily see, by induction on the number of vertices, that $\overline{\Theta}(\sigma)$ is a sum of planar trees all of which coincide with $\sigma$ modulo a change of decoration. It therefore gives rise to a linear isomorphism $\Theta : TV_E \to TV_E$ such that the following diagram commutes (where $\pi$ stands for the canonical projection which forgets the planarity):
\begin{center}
\begin{tikzcd}
PTV_E \arrow{r}{\overline{\Theta}} \arrow{d}{\pi} & PTV_E \arrow{d}{\pi} \\
TV_E \arrow{r}{\Theta} & TV_E
\end{tikzcd}
\end{center}
The map $\Theta$ defined above fulfills the requirements of Theorem 2.7
Corollary 2.9 The algebra $(\mathcal{T}^V_E, (\triangleright^a)_{a \in E})$ is $E$-multiple pre-Lie.

Proof. This is immediate from the fact that $(\mathcal{T}^V_E, (\triangleright^a)_{a \in E})$ is $E$-multiple pre-Lie, and from

$$\sigma \triangleright^a \tau = \Theta(\Theta^{-1}(\sigma) \triangleright^a \Theta^{-1}(\tau)).$$

It is natural to introduce the associated $\Omega$-indexed family of modified derivations:

$$\hat{\uparrow}^\omega := \Theta \uparrow^\omega \Theta^{-1}, \quad (2.18)$$

which obviously form a family of commuting derivations with respect to the new family of pre-Lie products $(\triangleright^a)_{a \in E}$. As an obvious consequence of Proposition 2.5 and Theorem 2.7.

Corollary 2.10 The space $\mathcal{T}_E^V$ endowed with $(\triangleright^a)_{a \in E}$ and $(\hat{\uparrow}^\omega)_{\omega \in \Omega}$ is the free $S$-generated $E$-multiple pre-Lie algebra endowed with an $\Omega$-indexed family of commuting derivations. The isomorphism with the original structure $(\mathcal{T}_E^V, (\triangleright^a)_{a \in E}, (\hat{\uparrow}^\omega)_{\omega \in \Omega})$ is given by $\Theta$.

Let us remark that $\hat{\uparrow}^\omega$ does not coincide with $\uparrow^\omega$: for example,

$$\uparrow^\omega \Theta \downarrow_\omega' = \sum_{\ell \in \Omega} (\omega')^\ell a - \ell \omega'' - \ell + \sum_{\ell \in \Omega} (\omega')^\ell a - \ell \omega'' - \ell \neq \uparrow^\omega \Theta \downarrow_\omega'$$

$$\Theta \uparrow^\omega \downarrow_\omega'' = \sum_{\ell \in \Omega} (\omega'')^\ell a - \ell \omega'' - \ell + \sum_{\ell \in \Omega} (\omega + \omega'')^\ell \omega'' - \ell \neq \Theta \uparrow^\omega \downarrow_\omega''$$

Finally, from Proposition 2.4 we get that the vector space $\mathcal{T}_E^V$ endowed with the binary products $\triangleright^a\omega$ is a $E \times \Omega$-multiple pre-Lie algebra, with

$$\sigma \triangleright^a\omega \tau = \Theta(\Theta^{-1}(\sigma) \triangleright^a\omega \Theta^{-1}(\tau)). \quad (2.19)$$

3 Algebraic deformations of various products

We consider three products on decorated trees: grafting, plugging and insertion. The grafting product is deformed by using the isomorphism $\Theta$ and we construct an associative product via the Guin-Oudom procedure associated to it. Then, the coproduct dual of this product is identified as the deformed Butcher-Connes-Kreimer coproduct on decorated trees. For the plugging, the deformation is not exactly given by $\Theta$ but follows the same spirit. The associated product obtained by applying
Guin-Oudom is the dual of a Butcher-Connes-Kreimer coproduct where derivations have been added in the definition. Then, we also define the deformed insertion from this deformed product. The last part of this section focuses on the cointeraction between deformed products.

3.1 Reminder on the Chu-Vandermonde identity

Let $S$ be any finite set, and let $k, \ell : S \rightarrow \mathbb{N}$ with $\mathbb{N} := \{0, 1, 2, \ldots\}$. Factorials and binomial coefficients are defined by:

$$\begin{align*}
\ell! & := \prod_{x \in S} \ell(x)!, \\
\binom{k}{\ell} & := \prod_{x \in S} \frac{k(x)}{\ell(x)},
\end{align*}$$

(3.1)

where $\binom{a}{b} := \frac{a!}{b!(a-b)!}$ if $a, b \in \mathbb{N}$ and $a \geq b$, with the convention $\binom{a}{b} = 0$ if $a, b \in \mathbb{N}$ and $a < b$. Now let $\tilde{S}$ be another finite set, and let $\pi : S \rightarrow \tilde{S}$ be a map (not necessarily surjective nor injective). For any map $\ell : S \rightarrow \mathbb{N}$ we define $\pi_\ast \ell : \tilde{S} \rightarrow \mathbb{N}$ by:

$$\pi_\ast \ell(x) = \begin{cases} 
0 & \text{if } x \text{ is not in the image of } \pi, \\
\sum_{y \in S, \pi(y) = x} \ell(y) & \text{if } x \text{ is in the image of } \pi.
\end{cases}$$

(3.2)

Proposition 3.1 (Chu-Vandermonde identity) For any $\tilde{\ell} : \tilde{S} \rightarrow \mathbb{N}$ and for any $k : S \rightarrow \mathbb{N}$ the following holds:

$$\binom{\pi_\ast k}{\tilde{\ell}} = \sum_{\ell, \pi_\ast \ell = \tilde{\ell}} \binom{k}{\ell}.$$  

(3.3)

Proof. Consider the obvious equality between polynomials with variables indexed by $\tilde{S}$:

$$\prod_{s \in \tilde{S}} (1 + X_{\pi(s)})^{k(s)} = \prod_{\tilde{s} \in \tilde{S}} (1 + X_{\pi(\tilde{s})})^{\pi_\ast k(\tilde{s})},$$  

(3.4)

and pick the coefficient of the monomial $\prod_{\tilde{s} \in \tilde{S}} X_{\tilde{s}}^{\tilde{\ell}(\tilde{s})}$ on both sides.

3.2 Deformation of grafting product

We denote by $P_E^V$ the set of planted trees and by $\mathcal{P}_E^V$ their linear span. A planted tree is of the form $\mathcal{F}_a(\tau)$ where $\tau \in \mathcal{F}_E^V$ and $\mathcal{F}_a(\tau)$ denotes the grafting of the tree $\tau$ onto a new root via an edge decorated by $a \in E$. Remark that, according to our conventions, the root of a planted tree is not decorated. We define two pre-Lie products on the planted trees by:

$$\mathcal{F}_a(\sigma) \rtimes \mathcal{F}_b(\tau) = \mathcal{F}_b(\sigma \rtimes a \tau), \quad \mathcal{F}_a(\sigma) \backslash \mathcal{F}_b(\tau) = \mathcal{F}_b(\sigma \backslash a \tau).$$

(3.5)

We have the following property
**Proposition 3.2** The space $\mathcal{P}_E^V$ endowed with $\lhd$ or $\hat{\lhd}$ is a pre-Lie algebra.

**Proof.** This comes from the obvious identification of $\mathcal{P}_E^V$ with $\mathcal{F}_E^V \otimes kE$ given by

$$J_a(\tau) \mapsto \tau \otimes a.$$ 

It is easily seen that the structure $\lhd^a$ resp. $(\hat{\lhd})^a$ on $\mathcal{F}_E$ is $E$-multiple pre-Lie if and only if the bilinear product $\lhd$ resp. $(\hat{\lhd})$ on $\mathcal{F}_E^V \otimes kE$ given by

$$(\sigma \otimes a) \lhd (\tau \otimes b) := (\sigma \lhd^a \tau) \otimes b \quad \text{resp.} \quad (\sigma \otimes a) (\hat{\lhd}) (\tau \otimes b) := (\sigma (\hat{\lhd})^a \tau) \otimes b$$

is pre-Lie [27].

Below we present an example of computation with $\lhd$:

\[
\begin{array}{c}
\alpha \\
\downarrow a \\
\lhd \\
\downarrow b \\
\beta \\
\end{array} = \begin{array}{c}
\beta \\
\downarrow b \\
\end{array} \\
\begin{array}{c}
\alpha \\
\downarrow a \\
\end{array}
\]  
\[\quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad (3.6)
\]

The main difference with (2.3) is that we do not have decorations at the root and one cannot graft at the root: we get one term less. If we extend $\Theta$ defined in Theorem (2.7) to $\mathcal{P}_E^V$ by:

$$\Theta(J_a(\tau)) := J_a(\Theta(\tau)),$$

we obtain that $\hat{\lhd}$ is a deformation of $\lhd$. For every $\tau, \sigma \in \mathcal{F}_E^V$, one has

$$\Theta(J_a(\sigma) \lhd J_b(\tau)) = \Theta(J_a(\sigma)) \hat{\lhd} \Theta(J_b(\tau)). \quad (3.8)$$

Indeed,

$$\Theta(J_a(\sigma) \lhd J_b(\tau)) = \Theta(J_b(\sigma \lhd^a \tau))$$

$$= J_b(\Theta(\sigma \lhd^a \tau))$$

$$= J_b(\Theta(\sigma) \lhd^a \Theta(\tau))$$

$$= J_b(\Theta(\sigma)) \lhd J_b(\Theta(\tau))$$

$$= \Theta(J_a(\sigma)) \hat{\lhd} \Theta(J_b(\tau))$$

where we have used (3.8), (3.5) and (3.7). The deformation of (3.6) is given by

\[
\begin{array}{c}
\alpha \\
\downarrow a \\
\lhd \\
\downarrow b \\
\beta \\
\end{array} = \begin{array}{c}
\beta \\
\downarrow b \\
\end{array} + \sum_{0<|\ell| \leq |\beta| \land |a|} \binom{\beta}{\ell} \left( \begin{array}{c}
\beta - \ell \\
\downarrow b \\
\end{array} \right) \quad (3.9)
\]
We want to construct a Hopf algebra from the pre-Lie algebra \((\mathcal{P}_E^V, \curvearrowright)\). We follow the path initiated by Guin and Oudom in [29, 30]. It has also been used in [27] for the pre-Lie algebra \((\mathcal{P}_E^V, \circlearrowleft)\) for constructing a Butcher-Connes-Kreimer type coproduct. We want to see how this perspective is robust toward the deformation of the pre-Lie product. We denote by \(\mathfrak{g}\) the Lie algebra \((\mathcal{P}_E^V, [\cdot, \cdot])\) where the bracket is given for \(\bar{\sigma}, \bar{\tau} \in \mathcal{S}_E^V\) by:

\[
[\bar{\sigma}, \bar{\tau}] = \bar{\sigma} \circlearrowleft \bar{\tau} - \bar{\tau} \circlearrowleft \bar{\sigma}.
\]

We first consider the symmetric algebra \(S(\mathcal{P}_E^V)\) with its usual multiplicative coproduct \(\Delta\) defined for every \(\bar{\tau} \in \mathcal{P}_E^V\) by:

\[
\Delta \bar{\tau} = \bar{\tau} \otimes 1 + 1 \otimes \bar{\tau}.
\]  (3.10)

A natural basis of this symmetric algebra is given by trees with undecorated root. We denote by \(X^k\) the decorated one-vertex tree \(\bullet_k\). We extend the map \(\Delta\) multiplicatively to trees with decorated root by:

\[
\Delta X^k = X^k \otimes 1 + 1 \otimes X^k.
\]  (3.11)

Multiplicativity is not intended for the tree product but for the natural action of \(S(\mathcal{P}_E^V)\) on \(\mathcal{S}_E^V\) obtained by identifying the roots of the planted trees with the one of the tree in \(\mathcal{S}_E^V\). We identify the forest \(X^k \prod_{i \in I} \mathcal{I}_n(\sigma_i)\) with the decorated tree \(X^k \prod_{i \in I} \mathcal{I}_n(\sigma_i)\). Using Sweedler's notation it reads for \(w \in S(\mathcal{P}_E^V)\):

\[
\Delta w = \sum_{(w)} w^{(1)} \otimes w^{(2)}.
\]

We are now in position to apply the Guin-Oudom construction to the pre-Lie algebra \((\mathcal{P}_E^V, \circlearrowright)\). One can define a product on \(S(\mathcal{P}_E^V)\) for every \(u, v, w \in S(\mathcal{P}_E^V)\), \(x, y \in \mathcal{P}_E^V\) by:

\[
1 \cdot w = w, \quad u \cdot 1 = 1^*(u), \quad x \cdot y = x \circlearrowright y,
\]

\[
w \cdot uv = \sum_{(w)} (w^{(1)} \cdot u)(w^{(2)} \cdot v),
\]  (3.12)

\[
xv \cdot y = x \circlearrowleft (v \cdot y) - (x \circlearrowleft v) \cdot y
\]

where \(1^*\) stands for the counit, and where \(\circlearrowright\) is extended to \(\mathcal{P}_E^V \otimes S(\mathcal{P}_E^V)\) in the following way:

\[
x \circlearrowright x_1 \ldots x_k = \sum_{i=1}^k x_1 \ldots (x \circlearrowright x_i) \ldots x_k,
\]

with \(x_i \in \mathcal{P}_E^V\). Then, we define the associative product \(*_0\) as:

\[
w *_0 v = \sum_{(w)} ((w^{(1)} \cdot v)w^{(2)}).
\]  (3.13)

One has the following characterisation from [30, Theorem 2.12]:

---
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Proposition 3.3 The space \((S(P^V_E), \ast_0, \Delta)\) is a Hopf algebra isomorphic to the enveloping algebra \(U(g)\) where the Lie algebra \(g\) is \(P^V_E\) endowed with the antisymmetrization of the pre-Lie product \(\tilde{\ast}\).

In the sequel, we want to identify the dual of the product \(\ast_0\). We suppose that the set \(V\) of vertex decorations coincides with the commutative monoid \(\Omega\). It will be given by the following maps \(\Delta_{\text{dck}} : S(P^V_E) \rightarrow S(P^V_E) \otimes S(P^V_E)\) and \(\tilde{\Delta}_{\text{dck}} : \tilde{T}^V_E \rightarrow S(P^V_E) \otimes \tilde{T}^V_E\) defined recursively by:

\[
\Delta_{\text{dck}} \mathcal{F}_a(\tau) = (\text{id} \otimes \mathcal{F}_a) \Delta_{\text{dck}} \tau + \mathcal{F}_a(\tau) \otimes 1, \quad \tilde{\Delta}_{\text{dck}} X^k = 1 \otimes X^k
\]

\[
\tilde{\Delta}_{\text{dck}} \mathcal{F}_a(\tau) = (\text{id} \otimes \mathcal{F}_a) \tilde{\Delta}_{\text{dck}} \tau + \sum_{\ell \in \mathbb{N}^{d+1}} \frac{1}{\ell!} \mathcal{F}_{a+\ell}(\tau) \otimes X^\ell. \tag{3.14}
\]

The map \(\Delta_{\text{dck}}\) is extended using the product of \(S(\tilde{T}^V_E)\) (denoted by \(\tilde{\prod}\)). We use the tree product (denoted by \(\prod\)) for extending the map \(\tilde{\Delta}_{\text{dck}}\). We also define the map \(\tilde{\Delta}_{\text{root}}\) by

\[
\tilde{\Delta}_{\text{root}} \mathcal{F}_a(\tau) = \sum_{\ell \in \mathbb{N}^{d+1}} \frac{1}{\ell!} \mathcal{F}_{a+\ell}(\tau) \otimes X^\ell, \quad \tilde{\Delta}_{\text{root}} X^k = 1 \otimes X^k
\]

and extend it multiplicatively with respect to the tree product. We have replaced the standard tensor product \(\otimes\) by \(\otimes\) for making sense of the infinite sum over \(\ell\). Indeed, the maps \(\Delta_{\text{dck}}\) and \(\tilde{\Delta}_{\text{dck}}\) are triangular maps for the bigrading given in [9] by

\[
(|T^n_\ast|_0) = (|T^n_\ast|_{\text{grad}}, |N_T \setminus \{\emptyset\}| + |E_T|),
\]

where \(T\) is a rooted tree, \(\epsilon : E_T \rightarrow E\) are the edge decorations and \(n : N_T \rightarrow V\) are the node decorations. \(T^n_\ast\) is the decorated tree with such decorations. We have used the grading \(|\cdot|_{\text{grad}}\) defined in (2.8).

We recall some basics on bigraded spaces extracted from [9] Sec. 2.3. A bigraded space \(V\) is given by

\[
V = \bigboxplus_{n \in \mathbb{N}^2} V_n,
\]

where each \(V_n\) is a vector space and any element \(v\) of \(V\) is given as a formal sum \(v = \sum_{n \in \mathbb{N}^2} v_n\) with \(v_n \in V_n\) and such that there exists \(k \in \mathbb{N}\), \(v_n = 0\) when \(n_2 > k\).

For two bigraded spaces \(V\) and \(W\), we define \(V \otimes W\) as the bigraded space

\[
V \otimes W \equiv \bigboxplus_{n \in \mathbb{N}^2} \left[ \bigoplus_{m+\ell=n} (V_m \otimes W_\ell) \right]. \tag{3.15}
\]

We consider the following partial order on \(\mathbb{N}^2\)

\[
(m_1, m_2) \geq (n_1, n_2) \iff m_1 \geq n_1 \& m_2 \leq n_2.
\]
A family \( \{ A_{m,n} \}_{m,n \in \mathbb{N}^2} \) of linear maps \( A_{m,n} : V_n \to \bar{V}_m \) between two bigraded spaces \( V \) and \( \bar{V} \) is called triangular if \( A_{m,n} = 0 \) unless \( m \geq n \).

Following [2, Remark 2.16], one has a canonical inclusion \( V^* \otimes W^* \subset (V \otimes W)^* \) and the dual \( V^* \) consists of formal sums \( \sum_n v_n^* \) with \( v_n^* \in V_n^* \), and for every \( k \in \mathbb{N} \) there exists \( f(k) \) such that \( v_n^* = 0 \) for every \( n \in \mathbb{N}^2 \) with \( n_1 \geq f(n_2) \).

From this definition of the dual, we clearly see from (2.7) that \( \bar{\otimes} \) is a map defined from \( \mathcal{D}_E^V \otimes \mathcal{D}_E^V \) into \( \mathcal{D}_E^V \). Indeed, the product \( \bar{\otimes} \) gives a finite sum which is clearly an element of the dual. We can derive a recursive formulation of \( \bar{\otimes} \) in order to match the one for \( \Delta_{ck} \). We also associate a grafting product to \( \Delta_{ck} \) denoted by \( \bar{\otimes} \). This product plays a central role in the recursive expression of \( \bar{\otimes} \):

\[
\sigma \bar{\otimes} J_b(\tau) = J_b(\sigma \bar{\otimes} \tau),
\]

\[
J_a(\tau) \bar{\otimes} X^k \tau_0 = \sum_{\ell \in \mathbb{N}^{i+1}} \binom{k}{\ell} X^{k-\ell} J_{a-\ell}(\tau) \tau_0 + X^k (J_a(\tau) \bar{\otimes} \tau_0),
\]

\[
\prod_{i \in I} J_{a_i}(\sigma_i) \bar{\otimes} \tau = J_{a_j}(\sigma_j) \bar{\otimes} \left( \prod_{\ell \in \mathbb{N}^{i \neq j}} J_{a_i}(\sigma_i) \bar{\otimes} \tau \right)
\]

\[
- \sum_{j \in \mathbb{N}^{i \neq j}} \left( J_{a_j}(\sigma_j) \bar{\otimes} J_{a_i}(\sigma_i) \prod_{\ell \in \mathbb{N}^{i \neq j}} J_{a_i}(\sigma_i) \right) \bar{\otimes} \tau
\]

where \( n \in J, \sigma \in S(\mathcal{D}_E^V), \tau \in \mathcal{D}_E^V \). Here \( \tau_0 \) is a tree with root decoration zero, and can therefore be identified as an element of \( S(\mathcal{D}_E^V) \). The identities (3.16) separate the grafting at the root from the grafting on the other nodes. For the dual, we consider an inner product on the decorated trees \( \langle \cdot, \cdot \rangle \) such that for every \( \sigma, \tau \in \mathcal{D}_E^V \):

\[
\langle \sigma, \tau \rangle = \delta_{\sigma, \tau} S(\tau)
\]

where the algebraic symmetry factor \( S \) is defined inductively as follows: for any tree \( \tau \) written as \( \tau = X^k \prod_{j=1}^m J_{a_j}(\tau_j)^{\beta_j} \), where we group terms (uniquely) in such a way that \( (a_i, \tau_i) \neq (a_j, \tau_j) \) for \( i \neq j \), we inductively set

\[
S(\tau) = k! \left( \prod_{j=1}^m S(\tau_j)^{\beta_j !} \right) .
\]

The presence of \( k! \) can be seen as an internal hidden symmetry at each vertex, as if each vertex, seen under the microscope, behaves as a list of \( d + 1 \) packets of smaller points. We adopt the same definition on \( S(\mathcal{D}_E^V) \) where the product \( \prod \) is replaced by \( \prod \). We extend naturally the inner product (3.17) to the space \( \mathcal{D}_E^V \otimes \mathcal{D}_E^V \) by setting

\[
\langle \sigma_1 \otimes \sigma_2, \tau_1 \otimes \tau_2 \rangle = \langle \sigma_1, \tau_1 \rangle \langle \sigma_2, \tau_2 \rangle
\]

In the proof below and also in the rest of the paper, we will use multinomial coefficients for \( k, \ell_1, \ldots, \ell_n \in \mathbb{N}^{i+1} \):

\[
\binom{k}{\ell_1, \ldots, \ell_n} = \frac{k!}{(k - \sum \ell_i)! \prod \ell_i !}.
\]
Let \( I \) be a finite set and let \( A \) be a commutative algebra. We consider an element \( \tau = \otimes_{i \in I} \tau_i \) in the tensor algebra \( \otimes_{i \in I} A \). For every partition \( \pi \) of \( I \), we define the product \( \mathcal{M}^\pi \) by:

\[
\mathcal{M}^\pi \tau = \bigotimes_{J \in \pi} \prod_{j \in J} \tau_j, \quad \tau \in \otimes_{i \in I} A
\]

where the product \( \prod \) is the product in \( A \), and where \( J \in \pi \) means that \( J \) is a block of the partition \( \pi \). We will also use this definition when the algebras in the tensor product are different. From the context, one can deduce the products used in every element of the partition.

**Theorem 3.4** The product \( \ast_0 \) is the dual of the deformed Butcher-Connes-Kreimer coproduct \( \Delta_{\text{dck}} \). One has

\[
\langle \tau_1 \ominus \tau_2, \tau_3 \rangle = \langle \tau_1 \odot \tau_2, \Delta_{\text{dck}} \tau_3 \rangle \quad (3.18)
\]

where \( \tau_1 \in S(\mathcal{P}_E^V) \), \( \bar{\tau}_2, \bar{\tau}_3 \in \mathcal{P}_E^V \) and \( \tau_2, \tau_3 \in \mathcal{F}_E^V \).

**Proof.** First, one can easily check that for \( \tau_1, \tau_2 \in S(\mathcal{P}_E^V) \), \( \tau_3 \in \mathcal{F}_E^V \)

\[
\langle X^k \tau_1 \tau_2, \tau_3 \rangle = \langle \tau_1 \otimes X^k \tau_2, \Delta \tau_3 \rangle \quad (3.19)
\]

where \( \Delta \) is the extension given in (3.11). Such an identity results from manipulating the definition of the symmetry factor \( S \). We proceed by induction on the number of edges for proving (3.18). For \( \tau_1 = \prod_{i \in I} \mathcal{J}_{a_i}(\sigma_i) \in S(\mathcal{P}_E^V) \) and \( \tau_2, \tau_3 \in \mathcal{F}_E^V \), one has

\[
\langle \tau_1 \ominus \mathcal{J}_b(\tau_2), \mathcal{J}_b(\tau_3) \rangle = \langle \tau_1 \ominus \tau_2, \tau_3 \rangle.
\]

Then by applying the induction hypothesis on \( \ominus \), we get

\[
\langle \tau_1 \ominus \tau_2, \tau_3 \rangle = \langle \tau_1 \otimes \tau_2, \Delta_{\text{dck}} \tau_3 \rangle = \langle \tau_1 \otimes \mathcal{J}_b(\tau_2), (\mathcal{id} \otimes \mathcal{J}_b) \Delta_{\text{dck}} \tau_3 \rangle = \langle \tau_1 \otimes \mathcal{J}_b(\tau_2), \Delta_{\text{dck}} \mathcal{J}_b(\tau_3) \rangle
\]

where we have used (3.14) in the last line. For \( \tau_2 = X^k \tau_0 \) where \( \tau_0 \) has zero node decoration at the root, one gets from (3.16)

\[
\prod_{i \in J} \mathcal{J}_{a_i}(\sigma_i) \ominus \tau_2 = \sum_{\mathcal{J} \subseteq I} \sum_{\ell_i \in \mathbb{N}^{d+1}} \binom{k}{\ell_i} X^{k - \sum_{i \in J} \ell_i} \left( \prod_{i \in J} \mathcal{J}_{a_i}(\sigma_i) \right) \left( \prod_{i \in I \setminus J} \mathcal{J}_{a_i}(\sigma_i) \ominus \tau_0 \right).
\]
Then by using the recursive definition of the map $\tilde{\Delta}_{\text{dck}}$ given in (3.14), one has

\[
\tilde{\Delta}_{\text{dck}} \left( X^k \prod_{i \in I} \mathcal{F}_{a_i}(\sigma_i) \right) = \left( 1 \otimes X^k \right) \prod_{i \in I} \left( \tilde{\Delta}_{\text{dck}} \mathcal{F}_{a_i}(\sigma_i) \right) + \sum_{\ell_i \in \mathbb{N}^{d+1}} \frac{1}{\ell_i!} \mathcal{F}_{a_i+\ell_i}(\sigma_i) \otimes X^{\ell_i} )
\]

\[
= \sum_{J \subset I} \left( \sum_{\ell_i \in \mathbb{N}^{d+1}} \tilde{\Delta}_{\text{dck}} \prod_{i \in I \setminus J} \mathcal{F}_{a_i}(\sigma_i) \right) \left( \prod_{i \in J} \mathcal{F}_{a_i}(\sigma_i) \otimes X^{k+\sum_{i \in J} \ell_i} \right)
\]

where

\[
\tilde{\Delta}_{\text{dck}} \mathcal{F}_a(\sigma) = \Delta_{\text{dck}} \mathcal{F}_a(\sigma) - \mathcal{F}_a(\sigma) \otimes 1.
\]

One can match in the dual the factors of the previous two identities by using (3.10). Indeed, one has

\[
\langle \tau_1 \tilde{\wedge} \tau_2, \tau_3 \rangle = \sum \left( \sum_{J \subset I} \left( \prod_{i \in I \setminus J} \mathcal{F}_{a_i}(\sigma_i) \right) \right) \left( \prod_{i \in J} \mathcal{F}_{a_i}(\sigma_i) \otimes X^{k-\sum_{i \in J} \ell_i} \right) \left( \prod_{i \in J} \mathcal{F}_{a_i}(\sigma_i) \otimes X^{k+\sum_{i \in J} \ell_i} \right)
\]

\[
\left( \prod_{i \in I \setminus J} \mathcal{F}_{a_i}(\sigma_i) \right) \tilde{\wedge} \tau_0 \right), \Delta \tau_3 \rangle
\]

\[
= \sum_{J \subset I} \left( \prod_{i \in J} \mathcal{F}_{a_i}(\sigma_i) \otimes X^{k} \right) \otimes \left( \prod_{i \in J} \mathcal{F}_{a_i}(\sigma_i) \otimes \tau_0 \right), \Delta \tau_3 \rangle
\]

\[
= \sum_{J \subset I} \left( \prod_{i \in J} \mathcal{F}_{a_i}(\sigma_i) \otimes X^{k} \right), \mathcal{M}^{(1)(3)(24)} \left( \Delta_{\text{root}} \otimes \Delta_{\text{dck}} \right) \Delta \tau_3 \rangle
\]

\[
= \langle \left( \Delta_{\text{root}} \otimes \Delta_{\text{dck}} \right) \Delta \rangle, \mathcal{M}^{(1)(3)(24)} \left( \Delta_{\text{root}} \otimes \Delta_{\text{dck}} \right) \Delta \tau_3 \rangle
\]

\[
= \langle \left( \Delta_{\text{root}} \otimes \Delta_{\text{dck}} \right) \Delta \rangle, \mathcal{M}^{(1)(3)(24)} \left( \Delta_{\text{root}} \otimes \Delta_{\text{dck}} \right) \Delta \tau_3 \rangle
\]

\[
= \langle \tau_1 \tilde{\wedge} \tau_2, \Delta_{\text{dck}} \tau_3 \rangle
\]

where we have also used the identity:

\[
\mathcal{M}^{(1)(3)(24)} \left( \Delta_{\text{root}} \otimes \Delta_{\text{dck}} \right) \Delta = \Delta_{\text{dck}}.
\]

Moreover, we have applied the induction hypothesis on $\tilde{\wedge}$ and used that

\[
\langle \sum_{\ell_i \in \mathbb{N}^{d+1}} \left( \prod_{i \in J} \mathcal{F}_{a_i}(\sigma_i) \otimes X^{k-\sum_{i \in J} \ell_i} \right) \left( \prod_{i \in J} \mathcal{F}_{a_i}(\sigma_i) \right), \tau_3 \rangle
\]

\[
= \left( \prod_{i \in J} \mathcal{F}_{a_i}(\sigma_i) \otimes X^{k}, \Delta_{\text{dck}} \tau_3 \right).
\]
For proving (3.20), one has to check that the combinatorial coefficients provided by the polynomials are the same:

\[
\binom{k}{(\ell_i)_{i \in J}} \langle X^{k-\sum_{i \in J} \ell_i}, X^{k-\sum_{i \in J} \ell_i} \rangle = \frac{k!}{(k-\sum_{i \in J} \ell_i)! \prod_{i \in J} \ell_i!} \left( k - \sum_{i \in J} \ell_i! \right) = \left( \prod_{i \in J} \frac{1}{\ell_i!} \right) k! = \left( \prod_{i \in J} \frac{1}{\ell_i!} \right) \langle X^k, X^k \rangle,
\]

which concludes the proof. \(\square\)

### 3.3 Deformation of a plugging product

Suppose here that the set \(V\) of vertex decorations is equal to the commutative monoid \(\Omega\). We define a plugging operator \(\triangleright\) on \(T^V_E\) as the following. For every \(\sigma, \tau \in T^V_E\), we set

\[
\sigma \triangleright \tau = \sum_{v \in N_\tau} \sigma \triangleright_v \tau
\]

where \(\sigma \triangleright_v \tau\) is the tree obtained by the identification of the root of \(\sigma\) with the node \(v\). Both decorations of the root of \(\sigma\) and \(v\) are simply added in this process. Below, we give an example of this operation:

![Diagram of plugging product]

This operation is different from (3.6) where only planted trees are considered with no decorations at the root. It also does not coincide with \(\triangleright_a,\omega\) defined on planted trees in (2.4). For later use we decompose the plugging product \(\triangleright\) into

\[
\triangleright := \triangleright_{\text{root}} + \triangleright_{\text{non-root}},
\]

where \(\sigma \triangleright_{\text{root}} \tau := \sigma \triangleright_{\varrho(\tau)} \tau\) is the tree obtained by plugging at the root of \(\tau\).

**Proposition 3.5** The space \(T^V_E\) endowed with \(\triangleright\) is a pre-Lie algebra but not free.

**Proof.** The proof of the pre-Lie relation is straightforward and left to the reader. The non-freeness comes from the fact that any brace element \((\sigma_1 \cdots \sigma_n) \triangleright \tau\) is obtained by summing up all possibilities of merging the roots of the components \(\sigma_j\) with distinct vertices of \(\tau\). It therefore vanishes whenever \(n\) exceeds the number of vertices of \(\tau\). \(\square\)
In the sequel, we will use the shorthand notation \( \ell = (\ell_1, \ldots, \ell_n) \in (\mathbb{N}^{d+1})^n \) and \( |\ell| = \sum \ell_i \). On can define a deformed version of this plugging operator in the same spirit as before. But we graft simultaneously several edges. We set for a tree \( \sigma \) of the form \( X^k \prod_{i=1}^n \mathcal{F}_{a_i}(\sigma_i) \)

\[
\sigma \overset{\tau}{\rightharpoonup} := \sum_{v \in N_r} \sigma \overset{\tau}{\rightharpoonup}_v \tau \tag{3.23}
\]

where \( \sigma \overset{\tau}{\rightharpoonup}_v \tau \) is given by

\[
\sigma \overset{\tau}{\rightharpoonup}_v \tau := \sum_{\ell \in (\mathbb{N}^{d+1})^n} \left( \frac{n_v}{\ell} \right) \left( X^k \prod_{i=1}^n \mathcal{F}_{(a_i-\ell_i)}(\sigma_i) \right) \overset{\tau}{\rightharpoonup}_v (|\ell| - |\ell'|) \tau. \tag{3.24}
\]

As an example, the deformation of \( (3.21) \) is given by

\[
\overset{\tau}{\rightharpoonup} = \overset{\tau}{\rightharpoonup}_{\text{root}} + \overset{\tau}{\rightharpoonup}_{\text{non-root}} \tag{3.26}
\]

where \( \overset{\tau}{\rightharpoonup}_{\text{root}} \) (resp. \( \overset{\tau}{\rightharpoonup}_{\text{non-root}} \)) is defined the same way as \( \overset{\tau}{\rightharpoonup} \) except that we consider only the root (resp. we sum over the nodes except the root).

**Proposition 3.6** The space \( \mathcal{G}_E^V \) endowed with \( \overset{\tau}{\rightharpoonup} \) is a pre-Lie algebra but not free.

**Proof.** Let \( \sigma = X^k \prod_{i=1}^n \mathcal{F}_{a_i}(\sigma_i) \), \( \tau = X^k \prod_{i=1}^m \mathcal{F}_{a_i}(\tau_i) \) and \( w \) elements of \( \mathcal{G}_E^V \). We want to prove that

\[
\sigma \overset{\tau}{\rightharpoonup} (\tau \overset{w}{\rightharpoonup}) - (\sigma \overset{\tau}{\rightharpoonup} \tau) \overset{w}{\rightharpoonup} = \tau \overset{w}{\rightharpoonup} (\sigma \overset{\tau}{\rightharpoonup} w) - (\tau \overset{\tau}{\rightharpoonup} \sigma) \overset{\tau}{\rightharpoonup} w. \tag{3.27}
\]

The only difficult part is when \( \sigma \) and \( \tau \) are plugged on the same node \( v \in N_w \) decorated by \( n_v \). In terms of the binomial coefficient, we get from the left hand side of \( (3.27) \)

\[
\sum_{\ell \in (\mathbb{N}^{d+1})^n} \sum_{\ell' \in (\mathbb{N}^{d+1})^m} \left( \frac{n_v}{\ell} \right) \left( \frac{n_v - |\ell|}{\ell} \right) \left( \frac{\ell}{\ell'} \right) - \sum_{\ell, r \in (\mathbb{N}^{d+1})^n} \sum_{\ell' \in (\mathbb{N}^{d+1})^m} \left( \frac{n_v}{\ell} \frac{\ell}{\ell'} \right) \left( \frac{\ell}{\ell'} \right).
\]

On the right hand side, we get

\[
\sum_{\ell \in (\mathbb{N}^{d+1})^n} \sum_{\ell' \in (\mathbb{N}^{d+1})^m} \left( \frac{n_v}{\ell} \right) \left( \frac{n_v - |\ell|}{\ell} \right) - \sum_{\ell, r \in (\mathbb{N}^{d+1})^n} \sum_{\ell' \in (\mathbb{N}^{d+1})^m} \left( \frac{n_v}{\ell} \frac{\ell}{\ell'} \right) \left( \frac{\ell}{\ell'} \right).
\]
We first notice that
\[
\binom{n_v}{\ell, r} = \binom{n_v}{\ell} \binom{n_v - |\ell|}{r}.
\]

By using Chu-Vandermonde identity, we get
\[
\sum_{\ell, r \in (\mathbb{N}^{d+1})^n} \binom{n_v - |\ell|}{r} \binom{k}{\ell} = \sum_{\ell \in (\mathbb{N}^{d+1})^n} \binom{n_v - |\ell| + k}{\ell}
\]
which allows us to conclude. The non-freeness argument is similar to the one invoked in the proof of Proposition 3.5 \(\Box\)

**Remark 3.7** One cannot repeat the proof given in theorem 2.7 because the product \(\triangleright\) is not free. Instead, we have used the Chu-Vandermonde identity.

We want to know if the plugging operator \(\hat{\triangleright}\) can be derived using the \(\Theta\) defined in Theorem 2.7 before and the operator \(\triangleright\). The answer is yes but it does not come from a direct transport of structure. Considering the transported plugging operator \(\hat{\triangleright}\) defined as
\[
\hat{\Theta}(\sigma \triangleright \tau) = \hat{\Theta}(\sigma) \hat{\triangleright} \Theta(\tau)
\]
we will see that it does not coincide with \(\hat{\triangleright}\). Let us first give an explicit expression of the linear isomorphism \(\Theta\):

**Proposition 3.8** Let \(\tau = X^k \prod_{i=1}^n \mathcal{F}_{a_i}(\tau_i) \in \mathcal{D}_E\), one has:
\[
\Theta(\tau) = \sum_{\ell \in (\mathbb{N}^{d+1})^n} \binom{k}{\ell} X^{k-|\ell|} \prod_{i=1}^n \mathcal{F}_{a_i - \ell_i}(\Theta(\tau_i)).
\]

**Proof.** One has
\[
\tau = (\tau_1 \cdots \tau_n) \curvearrowright_{a_1 \cdots a_n} X^k,
\]

hence we easily get
\[
\Theta(\tau) = (\Theta(\tau_1) \cdots \Theta(\tau_n)) \widehat{\curvearrowright}_{a_1 \cdots a_n} \Theta(X^k) = (\Theta(\tau_1) \cdots \Theta(\tau_n)) \widehat{\curvearrowright}_{a_1 \cdots a_n} X^k = \sum_{\ell \in (\mathbb{N}^{d+1})^n} \binom{k}{\ell} X^{k-|\ell|} \prod_{i=1}^n \mathcal{F}_{a_i - \ell_i}(\Theta(\tau_i)) \text{ by (3.8) and (3.7).} \]
\(\Box\)

In the next proposition, we give an explicit expression of the product \(\hat{\triangleright}_\text{root}\) defined by
\[
\hat{\Theta}(\sigma \hat{\triangleright}_\text{root} \tau) = \hat{\Theta}(\sigma) \hat{\triangleright}_\text{root} \Theta(\tau).
\]
Similarly to (3.22) one has then:
\[
\hat{\triangleright} = \hat{\triangleright}_\text{root} + \hat{\triangleright}_\text{non-root}.
\]
Proposition 3.9 Let $\sigma = X^k \prod_{i=1}^n \mathcal{J}_{\alpha_i}(\sigma_i)$ and $\tau = X^{\bar{k}} \prod_{i=1}^n \mathcal{J}_{\bar{\alpha}_i}(\bar{\tau}_i) \in \mathcal{F}_E^\mathcal{V}$, one has
\[
\sigma \overset{\text{root}}{\triangleright} \tau = \sum_{\ell \in (\mathbb{N}^{d+1})^n} \sum_{\bar{\ell} \in (\mathbb{N}^{d+1})^n} \binom{k}{\ell} \binom{k}{\bar{\ell}} X^{k+k-|\ell|-|\bar{\ell}|} \prod_{i=1}^n \mathcal{J}_{(\alpha_i-\ell_i)}(\sigma_i) \prod_{i=1}^n \mathcal{J}_{(\bar{\alpha}_i-\bar{\ell}_i)}(\bar{\tau}_i).
\]
\[\tag{3.28}
\]

Proof. The proof relies on the recursive definition of $\Theta$ given in Proposition 3.8. Indeed, one has:
\[
\Theta(\sigma \overset{\text{root}}{\triangleright} \tau) = \sum_{\ell, \bar{\ell}} \binom{k}{\ell} \binom{k}{\bar{\ell}} X^{k+k-|\ell|-|\bar{\ell}|} \prod_{i=1}^n \mathcal{J}_{(\alpha_i-\ell_i)}(\sigma_i) \prod_{i=1}^n \mathcal{J}_{(\bar{\alpha}_i-\bar{\ell}_i)}(\bar{\tau}_i).
\]

On the other hand, from (3.28) one has
\[
\Theta(\sigma) \overset{\text{root}}{\triangleright} \Theta(\tau) = \sum_{\ell, \bar{\ell}, m, \bar{m}} \binom{k}{\ell} \binom{k}{\bar{\ell}} \binom{k-|\ell|}{m} \binom{k-|\bar{\ell}|}{\bar{m}} \prod_{i=1}^n \mathcal{J}_{(\alpha_i-\ell_i-m_i)}(\sigma_i) \prod_{i=1}^n \mathcal{J}_{(\bar{\alpha}_i-\bar{\ell}_i-\bar{m}_i)}(\bar{\tau}_i).
\]

Now, we perform the change of variable $r_i = \ell_i + m_i$ and $\bar{r}_i = \bar{\ell}_i + \bar{m}_i$:
\[
\Theta(\sigma) \overset{\text{root}}{\triangleright} \Theta(\tau) = \sum_{\ell, \bar{\ell}, \bar{r}} \binom{k}{\ell} \binom{k}{\bar{\ell}} \binom{k-|\ell|}{\bar{r}-\ell} \binom{k-|\bar{\ell}|}{r-\bar{\ell}} X^{k+k-|r|-|\bar{r}|} \prod_{i=1}^n \mathcal{J}_{(\alpha_i-r_i)}(\sigma_i) \prod_{i=1}^n \mathcal{J}_{(\bar{\alpha}_i-\bar{r}_i)}(\bar{\tau}_i).
\]

We fix $r$ and $\bar{r}$ and by the Chu-Vandermonde identity, we get:
\[
\sum_{\ell, \bar{\ell}} \binom{k}{\ell} \binom{k-|\ell|}{\bar{\ell}-\ell} \binom{k-|\bar{\ell}|}{r-\bar{\ell}} = \sum_{\ell, \bar{\ell}} \binom{k}{\ell} \binom{k}{\bar{\ell}} \binom{k-|\ell|}{\bar{r}-\ell} \binom{k-|\bar{\ell}|}{r-\bar{\ell}} = \binom{k+k}{\bar{r}, r}.
\]

Then we conclude from the previous identity that:
\[
\Theta(\sigma \overset{\text{root}}{\triangleright} \tau) = \Theta(\sigma) \overset{\text{root}}{\triangleright} \Theta(\tau).
\]
\[
\qed
\]

Remark 3.10 One can derive a formula for $\sigma \overset{\text{root}}{\triangleright} \tau$ when $\tau$ is not the root of $\sigma$. It will be similar to (3.23) and it will be symmetric like $\overset{\text{root}}{\triangleright}$ when it turns out to modify the edge decoration.
The next proposition reveals the main difference between $\hat{\cdot}$ and $\tilde{\cdot}$ which can be observed at the root.

**Proposition 3.11** The operators $\triangleright, \hat{\cdot}, \tilde{\cdot}$ satisfy the following properties:

$$\sigma \triangleright_{\text{root}} \tau = \tau \triangleright_{\text{root}} \sigma, \quad \sigma \hat{\triangleright}_{\text{root}} \tau = \tau \hat{\triangleright}_{\text{root}} \sigma, \quad \sigma \tilde{\triangleright}_{\text{root}} \tau \neq \tau \tilde{\triangleright}_{\text{root}} \sigma.$$

**Proof.** For $\triangleright_{\text{root}}$, the property follows from its definition. Then $\Theta$ transports this structure to $\tilde{\cdot}_{\text{root}}$. But with an explicit computation, one can check that $\sigma \hat{\triangleright}_{\text{root}} \tau \neq \tau \hat{\triangleright}_{\text{root}} \sigma$. 

**Remark 3.12** The main consequence of Proposition 3.11 is that $\hat{\cdot}_{\text{root}}$ is not directly obtained from $\Theta$ which makes its construction more subtle. Proposition 3.13 shows that one needs to take into account insertion of polynomials after the plugging.

**Proposition 3.13** Let $\sigma, \tau \in \mathcal{T}_E^V$, one has for every $v \in N_v$

$$\sigma \hat{\triangleright}_{v} \tau = \uparrow^v_{\sigma} \left( \Pi \sigma \hat{\triangleright}_{v} \tau \right)$$

(3.29)

where $\Pi$ sets to zero the node decoration equal to $n_\sigma$ at the root of $\sigma$.

**Proof.** When $\sigma$ has zero node decoration from (3.28), one has

$$\sigma \hat{\triangleright}_{v} \tau = \sigma \tilde{\triangleright}_{v} \tau.$$

Then, we conclude from (3.23) which gives

$$\sigma \hat{\triangleright}_{v} \tau = \uparrow^v_{\sigma} \left( \Pi \sigma \hat{\triangleright}_{v} \tau \right).$$

**Remark 3.14** The identity (3.29) allows us to write:

$$\sigma \hat{\triangleright}_{v} \tau = \uparrow^v_{\sigma} \left( \Pi \sigma \hat{\triangleright}_{v} \tau \right) = \uparrow^v_{\sigma} \left( \Theta \left( \Pi \sigma \hat{\triangleright}_{v} \Theta (\tau) \right) \right)$$

$$= \Theta^{-1} \uparrow^v_{\sigma} \left( \Theta \left( \Pi \sigma \hat{\triangleright}_{v} \Theta (\tau) \right) \right)$$

where $\uparrow^v_{\sigma}$ is given as in (2.18).

As for $\hat{\cdot}$, we apply the Guin-Oudom construction to the pre-Lie product $\hat{\cdot}$ on the space $\mathcal{T}_E^V$. We now consider the symmetric algebra $S(\mathcal{T}_E^V)$ with its usual coproduct $\Delta$ defined for every $\tau \in \mathcal{T}_E^V$ by:

$$\Delta \tau = \tau \otimes 1 + 1 \otimes \tau.$$  

(3.30)

On $S(\mathcal{T}_E^V)$, we identify single node with no decorations as the empty forest. We obtain a product $\bullet_2$ on $S(\mathcal{T}_E^V)$ defined as in (3.12). One can notice that for $x \in S(\mathcal{T}_E^V), y \in \mathcal{T}_E^V$:

$$x \bullet_2 y = 0.$$
when the number of trees in $x$ is larger than the number of nodes in $y$. Then, we define the following product $\star_2$ as:

$$w \star_2 v = \sum_{(w)} (\langle w^{(1)} \bullet_2 v \rangle \langle w^{(2)} \rangle).$$

We denote by $g_2$ the Lie algebra $(\mathcal{F}_E^Y, [\cdot, \cdot])$ where the bracket is given for $\sigma, \tau \in \mathcal{F}_E^Y$ by:

$$[\sigma, \tau] = \sigma \hat{\mathcal{D}} \tau - \tau \hat{\mathcal{D}} \sigma.$$

**Proposition 3.15** The space $(S(\mathcal{F}_E^Y), \star_2, \Delta)$ is a Hopf algebra isomorphic to the enveloping algebra $\mathcal{U}(g_2)$ where the Lie algebra $g_2$ is $\mathcal{F}_E^Y$ endowed with the antisymmetrization of the pre-Lie product $\hat{\mathcal{D}}$.

Let us recall from [QRL sec. 4.2] a symbolic notation for decorated forests with one distinguished tree. This notation was crucial in that paper for deriving a recursive formula for an extraction-contraction coproduct. Here it plays another important role in identifying the dual of the product $\star_2$. The linear span $\mathcal{F}_E^Y \otimes S(\mathcal{F}_E^Y)$ of forests with one distinguished tree is denoted by $\hat{S}(\mathcal{F}_E^Y)$. The map

$$\tau \otimes \tau_1 \cdots \tau_n \mapsto \tau \tau_1 \cdots \tau_n$$

from $\hat{S}(\mathcal{F}_E^Y)$ into $S(\mathcal{F}_E^Y)$ is denoted by $\mathcal{C}$. Adopting the notation $\tau \mathcal{C}(\tau_1) \cdots \mathcal{C}(\tau_n)$ for the left-hand side, the map $\mathcal{C}$ satisfies

$$\mathcal{C}(\tau \mathcal{C}(\tau_1) \cdots \mathcal{C}(\tau_n)) = \mathcal{C}(\tau) \mathcal{C}(\tau_1) \cdots \mathcal{C}(\tau_n).$$

We identify $S(\mathcal{F}_E^Y)$ as a subspace of $\hat{S}(\mathcal{F}_E^Y)$ by adding a distinguished single node tree without decoration to each element of $S(\mathcal{F}_E^Y)$. Then, $\mathcal{C}$ is an operator from $\hat{S}(\mathcal{F}_E^Y)$ into itself which is in agreement with the first use of this symbol in [QRL sec. 4.2]. We endow $\hat{S}(\mathcal{F}_E^Y)$ with the following product:

$$\left( \sigma \prod_i \mathcal{C}(\sigma_i) \right) \left( \tau \prod_j \mathcal{C}(\tau_j) \right) = \sigma \tau \prod_i \mathcal{C}(\sigma_i) \prod_j \mathcal{C}(\tau_j)$$

where $\sigma \tau$ is now the tree product between $\sigma$ and $\tau$. We extend $\Delta$ on $\hat{S}(\mathcal{F}_E^Y)$ by defining it on the distinguished tree as multiplicative for the tree product. Now for monomials (identified with one-vertex trees), one has:

$$\Delta X = X \otimes 1 + 1 \otimes X$$

which gives rise to the following identity

$$\Delta X^k = \sum_\ell \binom{k}{\ell} X^\ell \otimes X^{k-\ell}.$$
We consider the following maps \( \Delta_{dp} : \mathcal{F}_E^V \rightarrow \hat{S}(\mathcal{F}_E^V) \otimes \mathcal{F}_E^V \) and \( \Delta_{dp} : \mathcal{F}_E^V \rightarrow S(\mathcal{F}_E^V) \otimes \mathcal{F}_E^V \) defined recursively by:

\[
\Delta_{dp} X = X \otimes 1 + 1 \otimes X,
\]

\[
\Delta_{dp} \mathcal{F}_a(\tau) = \Delta_{dp} \mathcal{F}_a(\tau) + \sum_{\ell \in \mathbb{N}^{d+1}} \frac{1}{\ell!} \mathcal{F}_a(\tau) \otimes X^\ell.
\]

Then, they are extended multiplicatively.

**Theorem 3.16** The product \(*_2\) is the dual of the deformed coproduct \(\Delta_2 = (\mathcal{C} \otimes \text{id}) \Delta_{dp}\). One has

\[
\langle \tilde{\tau}_1 \otimes \tau_3, \Delta_2 \rangle = \langle \tilde{\tau}_1 \otimes \tau_2, \tau_3 \rangle, \quad \langle \tilde{\tau}_1 \otimes \tau_2, \Delta_{dp} \rangle = \langle \tilde{\tau}_1 \otimes \tau_2, \tau_3 \rangle
\]

where \(\tilde{\tau}_1 \in \hat{S}(\mathcal{F}_E^V)\) and \(\tau_2, \tau_3 \in \mathcal{F}_E^V\).

**Proof.** The proof follows essentially the same steps as in Theorem \([3.4]\). First, one can easily check that for \(\tau_1, \tau_2, \tau_3 \in \mathcal{F}_E^V\)

\[
\langle X^n \tau_1, \tau_2, \tau_3 \rangle = \langle X^n \tau_1 \otimes X^n - k \tau_2, \tau_3 \rangle
\]

where here we view an element of \(\mathcal{F}_E^V\) as an element of \(\hat{S}(\mathcal{F}_E^V)\) having one distinguished tree and an empty forest. For \(\tau_2 = X^k \tau_0 = X^k \prod_{j=1}^n \mathcal{F}_{a_j}(\sigma_j) \in \mathcal{F}_E^V\)

and \(\tilde{\tau}_1 = \prod_{i \in \mathcal{I}} \mathcal{C}(X^{k_i} \prod_{j \in J_i} \mathcal{F}_{a_{ij}}(\tau_{ij})) \in S(\mathcal{F}_E^V)\), one has

\[
\tilde{\tau}_1 \otimes \tau_2 = \sum_{i \in \mathcal{I}} \sum_{\ell \in \mathbb{N}^{d+1}} \left( \prod_{(\ell_j) \in J_i} X^{k_j - \sum_{j \in J_i} \ell_j + k_i} \prod_{j \in J_i} \mathcal{F}_{a_{ij}}(\tau_{ij}) \right) \prod_{r \in \mathcal{I} \setminus \{i\}} \mathcal{C}(X^{k_r} \prod_{j \in J_r} \mathcal{F}_{a_{jr}}(\tau_{jr}) \otimes \prod_{j \in J_r} \mathcal{F}_{a_j}(\sigma_j) + X^k \dot{\tau}_1 \otimes \tau_0).
\]

Then by using the recursive definition of the coproduct \(\Delta_{dp}\), one has

\[
\Delta_{dp} \left( X^m \prod_{j \in J} \mathcal{F}_{a_j}(\tau_j) \right) = \Delta_{dp} X^m \prod_{j \in J} \left( \Delta_{dp} \mathcal{F}_{a_j}(\tau_j) \right)
\]

\[
+ \sum_{\ell_j \in \mathbb{N}^{d+1}} \frac{1}{\ell_j!} \mathcal{F}_{a_{ij}}(\tau_{ij}) \otimes X^{\ell_j}
\]

\[
= \sum_{J \subseteq \mathcal{I}, k, \ell_i \in \mathbb{N}^{d+1}} \left( m \atop k \right) X^{m-k} \prod_{i \in \mathcal{I}} \mathcal{F}_{a_{ij} + \ell_i}(\tau_i) \otimes X^{k + \sum_{i \in J} \ell_i} \prod_{i \in \mathcal{I} \setminus J} \mathcal{F}_{a_i}(\tau_i).
\]

Then the proof follows the same lines as in Theorem \([3.4]\), where now one uses \(\Delta\) defined on \(\mathcal{F}_E^V\) separating the polynomial decorations, see \((3.31)\). The only property
missing is to match the combinatorial coefficient in the dual when we plug at the root similarly as \( HSNRPIN \). Indeed, one has
\[
\left( n + \sum_{i \in J} \ell_i \right) \langle X^{n+k}, X^{n+k} \rangle = \left( n + \sum_{i \in J} \ell_i \right)(n+k)!
\]
On the other hand, one gets
\[
\frac{1}{\prod_{i \in J} \ell_i!} \binom{n+k}{k} \langle X^k \otimes X^{n+\sum_{i \in J} \ell_i}, X^k \otimes X^{n+\sum_{i \in J} \ell_i} \rangle = \frac{k!(n + \sum_{i \in J} \ell_i)!}{\prod_{i \in J} \ell_i!} \binom{n+k}{k}.
\]
Then the coefficients coincide, which allows us to conclude. \( \square \)

We consider the unital algebra morphism \( \mathcal{K} : S(\mathcal{T}_E^V) \to \mathcal{T}_E^V \) given by \( \mathcal{K}(1) = \bullet_0 \) and
\[
\mathcal{K}\left( \prod_i \mathcal{C}(\tau_i) \right) = \prod_i \tau_i \quad (3.32)
\]
where \( \tau_i \in \mathcal{T}_E^V \) and the product \( \prod_i \tau_i \) is the tree product. The map \( \mathcal{K} \) merges all the trees into one by identifying the roots. The decorations at the roots are added to the new root. One easily checks that
\[
\Delta_2 \mathcal{K} = (\mathcal{K} \otimes \mathcal{K}) \Delta_2.
\]
Then the coproduct \( \Delta_2 : S(\mathcal{T}_E^V) \to S(\mathcal{T}_E^V) \otimes S(\mathcal{T}_E^V) \) can be viewed as a coproduct from \( \mathcal{T}_E^V \) into \( \mathcal{T}_E^V \otimes \mathcal{T}_E^V \) and it will be recursively defined by:
\[
\Delta_2 X = X \otimes 1 + 1 \otimes X,
\]
\[
\Delta_2 \mathcal{I}_a(\tau) = (id \otimes \mathcal{I}_a) \Delta_2 \tau + \sum_{\ell \in \mathbb{N}^{d+1}} \frac{1}{\ell!} \mathcal{I}_{a+\ell}(\tau) \otimes X^\ell.
\]
We still denote the product associated to \( \Delta_2 \) by \( \star_2 \). The dual map \( \mathcal{K}^* \) of \( \mathcal{K} \) corresponds to identifying all the ways to split a tree into blocks:
\[
\mathcal{K}^* \left( X^k \prod_i \mathcal{I}_{a_i}(\tau_i) \right) = \sum_{k_1 + \cdots + k_n = k} \sum_{J_1 \sqcup \cdots \sqcup J_{n-m} = I} \prod_{j=1}^m \mathcal{C}(X^{k_j}) \left( \prod_{j \in J_{i-m}} \mathcal{I}_{a_j}(\tau_j) \right) \quad (3.33)
\]
In the next Proposition, we present a connection between the two products \( \mathcal{K}^* \) and \( \star_2 \).
Proposition 3.17 One has for $\sigma = X^k \prod_{i \in I} \mathcal{F}_{a_i}(\sigma_i), \tau \in \mathcal{T}_E^V$,

$$\mathcal{J}_b(\sigma *_2 \tau) = \tilde{\gamma}^k \sum_{k=\sum_{v \in N_\tau} k_v} \frac{k}{k_v} \mathcal{J}_b(\tau)$$  \hspace{1cm} (3.34)

where $\tilde{\gamma}^k$ is defined by

$$\tilde{\gamma}^k \stackrel{k}{\rightarrow} N_\tau = \sum_{k=\sum_{v \in N_\tau} k_v} \frac{k}{k_v} .$$  \hspace{1cm} (3.35)

Proof. From the definition of $*_2$, one has:

$$\sigma *_2 \tau = (\mathcal{K}^* \sigma) \triangleright \tau .$$

Due to the property of the product $\triangleright$, one can have only $|N_\tau|$ blocks containing polynomials decorations at the root in $\mathcal{J}_b(\tau)$. Therefore, one gets

$$\sigma *_2 \tau = \tilde{\gamma}^k \left( \mathcal{K}^* \prod_{i \in I} \mathcal{F}_{a_i}(\sigma_i) \triangleright \tau \right) .$$

Then, we can conclude with the following identity

$$\mathcal{J}_b \left( \left( \mathcal{K}^* \prod_{i \in I} \mathcal{F}_{a_i}(\sigma_i) \right) \triangleright \tau \right) = \prod_{i \in I} \mathcal{F}_{a_i}(\sigma_i) \triangleright \mathcal{J}_b(\tau) .$$

Indeed, $\mathcal{K}^*$ groups branches that will be grafted onto the same node in $\tau$. \hspace{1cm} \square

Remark 3.18 We could have used the right hand side of (3.34) for defining the product $*_2$. Then, it is not trivial to see that the product $*_2$ is associative. Moreover, the identity (3.35) corresponds to the identification $\mathcal{K}$ on the polynomials. We find natural to apply this splitting to trees.

Remark 3.19 When $k = 0$, one recovers the product $*_0$ given in (3.13).

We finish this subsection by presenting an example of computation for $*_2$. We consider the following trees:

$$\sigma = \begin{array}{c c c c} \beta & \gamma & \alpha \\ b & \delta & c & a \\ \end{array} , \quad \tau = \begin{array}{c c c c} \beta & \gamma \\ b & c & d & a \\ \end{array} , \quad \mathcal{K}^* \sigma = \sum_{\delta = \delta_1 + \delta_2} (\bullet_{\delta_1} b \gamma c_{\delta_2} + \bullet_{\delta_1} b \delta_{\delta_2} c_{\delta_2} + \cdots) .$$

Therefore, $\sigma *_2 \tau$ is given by

$$\sigma *_2 \tau = \sum_{\delta = \delta_1 + \delta_2} (\bullet_{\delta_1} b \gamma c_{\delta_2} + \bullet_{\delta_1} b \delta_{\delta_2} c_{\delta_2} \triangleright \bullet_{\delta_2}) \hspace{1cm} (3.36)$$
\[ \sum_{\delta} \left( \sum_{\ell} \left( \omega_{\ell} \right) \right) + \sum_{\ell} \left( \omega_{\ell} \right) \]

Note that \( \tau \) has two vertices, therefore one only keeps in \((3.30)\) at most two blocks decomposition from \( K_\sigma \).

### 3.4 Deformation of the insertion product

The insertion of a tree \( \sigma \) into another \( \tau \) is defined by

\[ \sigma \triangleright \tau = \sum_{v \in \mathbb{N}_\tau} \sigma \triangleright_v \tau \]

where \( \sigma \triangleright_v \tau \) is given as

\[ \sigma \triangleright_v \tau = (P_v(\tau) \ast \sigma) \triangleright_v T_v(\tau) \quad (3.37) \]

where

- \( \ast \) is the product associated to \( \triangleright \) constructed via the Guin-Oudom procedure and the identification \( \mathcal{K} \).
- \( P_v(\tau) \) corresponds to the subtree attached to \( v \) in \( \tau \).
- \( T_v(\tau) \) is the trunk obtained by removing all the branches attached to \( v \).
- The decoration \( n_v \) at the node \( v \) is set to be zero in \( T_v(\tau) \) and it is put in the tree \( P_v(\tau) \).

**Remark 3.20** The identity \((3.37)\) is new in comparison to the literature on the insertion product, which was defined for the first time in \([RS] \). The idea is to construct \( \triangleright \) directly from \( \ast \) which now becomes the central object. One can then transfer properties of the grafting operator to the insertion as the pre-Lie property.

We provide an example of computation:

\[ \sigma = \begin{array}{c} \alpha \\ a \\ \omega \end{array}, \quad \tau = \begin{array}{c} \beta \\ b \\ c \\ \delta \\ \gamma \end{array}, \quad P_v(\tau) = \begin{array}{c} \beta \\ b \\ c \\ \delta \\ \gamma \end{array}, \quad T_v(\tau) = \begin{array}{c} \alpha \\ a \\ \omega \end{array}, \]

where \( v \) is the vertex of \( \tau \) decorated by \( \delta \). On gets \( P_v(\tau) \ast_2 \sigma \) from \((3.36)\). We proceed as in the previous section by deforming the product \( \triangleright \). A good candidate is...
given by
\[ \sigma \triangleright_{v} \tau = \sum_{v \in N} \sigma \triangleleft_{\tau_{v}} \]
where \( \sigma \triangleright_{v} \tau \) is defined as
\[ \sigma \triangleright_{v} \tau = (P_{u}(\tau) \ast_{2} \sigma) \triangleright_{v} T_{u}(\tau). \]  \hfill (3.38)
The deformation is performed by replacing \( \ast \) by \( \ast_{2} \). The next proposition shows that as \( \triangleright \), the product \( \triangleright \) is a pre-Lie product.

**Proposition 3.21** The bilinear map \( \triangleright \) is a pre-Lie product.

**Proof.** The proof relies on the fact that \( \ast_{2} \) is an associative product. One has from (3.38)
\[ (\eta \triangleright_{u} \sigma) \triangleleft_{\tau_{v}} = (P_{v}(\tau) \ast (\eta \triangleright_{u} \sigma)) \triangleright_{v} T_{u}(\tau). \]  \hfill (3.39)
Then
\[ P_{u}(\tau) \ast_{2} (\eta \triangleright_{u} \sigma) = P_{u}(\tau) \ast_{2} (P_{u}(\sigma) \ast \eta) \triangleright_{u} T_{u}(\sigma). \]
On the other hand
\[ \eta \triangleright_{u} (\sigma \triangleright_{v} \tau) = (P_{u}(\sigma \triangleright_{v} \tau) \ast_{2} \eta) \triangleright_{u} T_{u}(\sigma \triangleright_{v} \tau). \]  \hfill (3.40)
Then if we assume that \( u \in N_{\sigma} \),
\[ P_{u}(\sigma \triangleright_{v} \tau) = \sum_{P_{v,1}(\tau)P_{v,2}(\tau)=P_{u}(\tau)} (P_{v,1}(\tau) \ast_{2} P_{u}(\sigma)), \]
\[ T_{u}(\sigma \triangleright_{v} \tau) = T_{u}(P_{v}(\tau) \ast_{2} \sigma) \triangleright_{v} T_{u}(\tau) \]
\[ = \sum_{P_{v,1}(\tau)P_{v,2}(\tau)=P_{u}(\tau)} (P_{v,2}(\tau) \ast_{2}^{u} T_{u}(\sigma)) \triangleright_{v} T_{u}(\tau), \]
where \( \ast_{2}^{u} \) behaves like \( \ast_{2} \) except that insertions on the node \( u \) are not allowed. The product \( P_{v,1}(\tau)P_{v,2}(\tau) \) under the sum has to be understood as the tree product. This yields
\[ \eta \triangleright_{u} (\sigma \triangleright_{v} \tau) = \sum_{P_{v,1}(\tau)P_{v,2}(\tau)=P_{u}(\tau)} ((P_{v,1}(\tau) \ast_{2} P_{u}(\sigma)) \ast_{2} \eta) \]
\[ \triangleright_{u} ((P_{v,2}(\tau) \ast_{2}^{u} T_{u}(\sigma)) \triangleright_{v} T_{u}(\tau)). \]
In order to conclude, we use the associativity of \( \ast_{2} \)
\[ (P_{v,1}(\tau) \ast_{2} P_{u}(\sigma)) \ast_{2} \eta = P_{v,1}(\tau) \ast_{2} (P_{u}(\sigma) \ast_{2} \eta) \]
to match (3.39) with (3.40). If \( u \notin N_{\sigma} \) then the insertions are disjoint and one has:
\[ \eta \triangleright_{u} (\sigma \triangleright_{v} \tau) = \sigma \triangleright_{u} (\eta \triangleright_{u} \tau). \]
Remark 3.22 One can try to apply $\Theta$ and see how $\triangleright$ is deformed. One has

$$\Theta(\sigma \triangleright_v \tau) = \Theta(P_v(\tau) \ast_2 \sigma) \triangleright_v \Theta(T_v(\tau)).$$

The product $\triangleright_v$ is not deformed because $\Theta(T_v(\tau))$ has zero decoration at the node $v$. Then by using

$$\Theta(T_v(\tau)) = T_v(\Theta(\tau)), \quad \Theta(P_v(\tau)) = P_v(\Theta(\tau))$$

we obtain

$$\Theta(\sigma \triangleright_v \tau) = (P_v(\Theta(\tau)) \tilde{\ast}_2 \Theta(\sigma)) \triangleright_v T_v(\Theta(\tau)) = \Theta(\tilde{\sigma} \triangleright_v \tilde{\tau}).$$

where $\tilde{\ast}_2$ is the product obtained from $\tilde{\triangleright}$ and

$$\tilde{\sigma} \tilde{\triangleright}_v \tilde{\tau} := (P_v(\tau) \tilde{\ast}_2 \sigma) \triangleright_v T_v(\tau).$$

The product $\tilde{\triangleright}$ is not directly obtained from a deformation of $\triangleright$ by $\Theta$. This is due to the construction of $\tilde{\ast}_2$ from $\ast$ which is also not only an application of the isomorphism $\Theta$.

We denote by $\ast_1$ the product obtained by applying the Guin-Oudom procedure on the product $\triangleright$. We want to identify the dual map of $\ast_1$. A good candidate is $\Delta_1 : S(\overline{\mathcal{Y}}_E) \to S(\overline{\mathcal{Y}}_E) \otimes S(\overline{\mathcal{Y}}_E)$ recursively defined as:

$$\Delta_1 = \mathcal{M}(13)(2)(\Delta_0 \otimes \text{id}) \Delta_2$$

where $\Delta_0 : \overline{\mathcal{Y}}_E \to S(\overline{\mathcal{Y}}_E) \otimes \overline{\mathcal{Y}}_E$ is defined multiplicatively for the tree product by

$$\Delta_0 X^k = 1 \otimes X^k, \quad \Delta_0 \mathcal{J}_a(\tau) = (\text{id} \otimes \mathcal{J}_a) \Delta_1 \tau.$$  \hfill (3.41)

Remark 3.23 The recursive formulation [3.41] and [3.42] has been introduced in [172]. It is a decomposition of the extraction-contraction coproduct into two different actions: one is the extraction at the root given by $\Delta_2$, the other is the extraction outside the root which is iterated by the map $\Delta_0$. This recursive construction can be generalised for designing renormalisation maps. One just needs to replace $\Delta_2$ by a linear map $R : \overline{\mathcal{Y}}_E \to \overline{\mathcal{Y}}_E$ which has some compatibility with $\Delta_2$ that is:

$$(\text{id} \otimes R) \Delta_2 = \Delta_2 R.$$  \hfill (3.42)

Then, one can define a renormalisation map

$$M = M^\circ R, \quad M^\circ X^k \tau = X^k M^\circ \tau, \quad M^\circ \mathcal{J}_a(\tau) = \mathcal{J}_a(M \tau),$$

where $M^\circ$ is multiplicative for the tree product. It just corresponds to replace the extraction by another procedure which is iterated deeper in the tree. These new renormalisation maps can be used either in Regularity Structures (see [172]) or Rough Paths (see [173]). This approach has also been used in [24] under the name of local product.
For proving the next theorem, we will use a recursive formula for the deformed insertion $\hat{\triangleright}$ given for $\hat{\tau}_1 = \prod_{i \in I} \tau_{1i} \in S(\mathcal{F}_E^V)$, $\tau_2, \tau_3 = X^k \prod_{j=1}^m J_{a_j}(\tau_{3j}) \in \mathcal{F}_E^V$ by

$$
\hat{\tau}_1 \hat{\triangleright} \tau_2 = \hat{\tau}_1 \triangleright_{\text{non-root}} \tau_2 + \sum_{j \in I} \hat{\tau}_{1j} \triangleright_{\text{non-root}} (\hat{\tau}_2 \hat{\triangleright} \tau_j) \quad \triangleright_{\text{non-root}} \tau_j
$$

$$
\tau_2 \triangleright_{\text{non-root}} X^k \prod_{j=1}^m J_{a_j}(\tau_{3j}) \frac{m}{\prod_{i \neq j} \tau_i} + \sum_{i=1}^m X^k J_{a_i}(\tau_2 \triangleright \tau_{3i}) \prod_{j \neq i} J_{a_j}(\tau_{3j}).
$$

**Theorem 3.24** The product $\triangleright_1$ is the dual of $\Delta_1$. One has

$$
\langle \hat{\tau}_1 \hat{\triangleright} \tau_2, \tau_3 \rangle = \langle \hat{\tau}_1 \hat{\triangleright}_{\text{non-root}} \tau_2, \tau_3 \rangle = \langle \hat{\tau}_1 \hat{\triangleright} \tau_2, \Delta_0 \tau_3 \rangle
$$

where $\hat{\tau}_1 \in S(\mathcal{F}_E^V)$, $\tau_2, \tau_3 \in \mathcal{F}_E^V$.

**Proof.** We proceed by induction on the size of the trees. From the identity (3.41), one has for $\hat{\tau}_1 = \prod_{i \in I} \tau_{1i} \in S(\mathcal{F}_E^V)$, $\tau_2, \tau_3 \in \mathcal{F}_E^V$,

$$
\langle \hat{\tau}_1 \hat{\triangleright} \tau_2, \Delta_1 \tau_3 \rangle = \langle \hat{\tau}_1 \hat{\triangleright} \tau_2, \mathcal{M}^{(13)(2)}(\Delta_0 \hat{\triangleright} \tau_3) \Delta_2 \tau_3 \rangle.
$$

We notice that the dual map $(\mathcal{M}^{(13)(2)})^*$ of $\mathcal{M}^{(13)(2)}$ is given by:

$$(\mathcal{M}^{(13)(2)})^*(\hat{\tau}_1 \hat{\triangleright} \tau_2) = \hat{\tau}_1 \hat{\triangleright} \tau_2 \hat{\triangleright} 1 + \sum_{j \in I} \left( \prod_{i \neq j} \hat{\tau}_{1i} \hat{\triangleright} \tau_i \tau_2 \hat{\triangleright} \tau_{1j} \right).$$

Therefore by using the induction hypothesis, one gets

$$
\langle \hat{\tau}_1 \hat{\triangleright} \tau_2, \mathcal{M}^{(13)(2)}(\Delta_0 \hat{\triangleright} \tau_3) \rangle
$$

$$
= \langle \hat{\tau}_1 \hat{\triangleright} \tau_2 \hat{\triangleright} 1 + \sum_{j \in I} \left( \prod_{i \neq j} \hat{\tau}_{1i} \hat{\triangleright} \tau_i \tau_2 \hat{\triangleright} \tau_{1j} \right), \Delta_0 \hat{\triangleright} \tau_3 \rangle
$$

$$
= \langle \left( \hat{\tau}_1 \hat{\triangleright}_{\text{non-root}} \tau_2 \right) \hat{\triangleright} \tau_2 \hat{\triangleright} 1 + \sum_{j \in I} \left( \prod_{i \neq j} \hat{\tau}_{1i} \hat{\triangleright}_{\text{non-root}} \tau_2 \hat{\triangleright} \tau_{1j} \right), \Delta_2 \tau_3 \rangle
$$

$$
= \langle \hat{\tau}_1 \hat{\triangleright}_{\text{non-root}} \tau_2 + \sum_{j \in I} \prod_{i \neq j} \hat{\tau}_{1i} \hat{\triangleright}_{\text{non-root}} \tau_2 \hat{\triangleright} \tau_{1j}, \tau_3 \rangle.
$$

It remains to match the part given by $\Delta_0 \tau_3$. For $\tau_3 = X^k \prod_{j=1}^m J_{a_j}(\tau_{3j})$, we get

$$
\Delta_0 \tau_3 = (1 \hat{\triangleright} X^k) \prod_{j=1}^m (\text{id} \hat{\triangleright} J_{a_j}) \Delta_1 \tau_{3j}. \quad (3.44)
$$

On the other hand,

$$
\hat{\tau}_1 \hat{\triangleright}_{\text{non-root}} X^k \prod_{j=1}^m J_{a_j}(\tau_{3j}) \quad (3.45)
$$
\[
= \sum_{l=1}^{m} \prod_{j=1}^{m} X^k \mathcal{J}_{a_j} \left( \prod_{i \in J_j} \tau_{1i} \triangleright 1 \right) \nonumber \]

One can match the two identities (3.44) and (3.45) in order to conclude. \( \square \)

3.5 Cointeraction between deformed products

The classical cointeraction between grafting and insertion states that for \( \tau_1, \tau_2 \in \mathcal{T}_E \) and \( \tau \in S(\mathcal{T}_E) \):

\[
\sum (\tau^{(1)} \triangleright \tau_1) \wedge^a (\tau^{(2)} \triangleright \tau_2) = \tau \triangleright (\tau_1 \wedge^a \tau_2) \quad (3.46)
\]

where Sweedler’s notation corresponds to the coproduct \( \Delta \) introduced in (3.30). This identity has been enounced at the Hopf algebraic level [17] and appears in B-series [20]. It describes the interaction between multiplication and composition of B-series. The pre-Lie cointeraction (3.46) is extracted from [37]. One can also write this identity for the pre-Lie product \( \wedge^a \):

\[
\sum (\tau^{(1)} \triangleright \text{non-root} \tau_1) \wedge (\tau^{(2)} \triangleright \tau_2) = \tau \triangleright (\tau_1 \wedge \tau_2) \quad (3.47)
\]

where this time \( \tau_1 \in \mathcal{T}_E \) and \( \triangleright \text{non-root} \) is the insertion everywhere except at the root. This identity is not true if one replaces \( \wedge \) by the plugging product \( \triangleright \). But if we use the product \( \ast \) with the identification \( \mathcal{K} \), one gets:

\[
\sum (\tau^{(1)} \triangleright \text{non-root} \tau_1) \ast (\tau^{(2)} \triangleright \tau_2) = \tau \triangleright (\tau_1 \ast \tau_2). \quad (3.48)
\]

We want to check that these identities are preserved by the deformation. Applying the linear isomorphism \( \Theta \) on (3.46), we get:

\[
\Theta(\tau \triangleright (\tau_1 \wedge^a \tau_2)) = \Theta(\tau) \triangleright (\Theta(\tau_1) \wedge^a \Theta(\tau_2)),
\]

which is not the desired identity. Indeed, \( \Theta \) makes appear \( \triangleright \) instead of \( \triangleright \). One cannot get a deformation of the cointeraction using \( \Theta \) but we are able to get the following statement

**Theorem 3.25** One has for \( \tau_1, \tau_2 \in \mathcal{T}_E \) and \( \tau \in S(\mathcal{T}_E) \):

\[
\sum (\tau^{(1)} \triangleright \text{non-root} \tau_1) \wedge (\tau^{(2)} \triangleright \tau_2) = \tau \triangleright (\tau_1 \wedge \tau_2), \quad (3.49)
\]

\[
\sum (\tau^{(1)} \triangleright \text{non-root} \tau_1) \ast_2 (\tau^{(2)} \triangleright \tau_2) = \tau \triangleright (\tau_1 \ast_2 \tau_2). \quad (3.50)
\]
Proof. We perform the proof using the identity \((3.38)\) and with \(\tau \in \mathcal{S}_E^V\). It turns out that \((3.50)\) can be rewritten as

\[
\left( \tau \overset{\text{non-root}}{\triangleright} \tau_1 \right) \star_2 \tau_2 + \tau_1 \star_2 \left( \tau \overset{\text{non-root}}{\triangleright} \tau_2 \right) = \tau \overset{\text{non-root}}{\triangleright} (\tau_1 \star_2 \tau_2).
\]

Then

\[
\tau \overset{\text{non-root}}{\triangleright} (\tau_1 \star_2 \tau_2) = \sum_{v \in N_{\tau_1} \setminus \{\varphi_1\}} \tau \overset{\text{non-root}}{\triangleright} (\tau_1 \star_2 \tau_2) + \sum_{v \in N_{\tau_2}} \tau \overset{\text{non-root}}{\triangleright} (\tau_1 \star_2 \tau_2).
\]

It is straightforward to check that

\[
\sum_{v \in N_{\tau_1} \setminus \{\varphi_1\}} \tau \overset{\text{non-root}}{\triangleright} (\tau_1 \star_2 \tau_2) = \left( \sum_{v \in N_{\tau_1} \setminus \{\varphi_1\}} \tau \overset{\text{non-root}}{\triangleright} \tau_1 \right) \star_2 \tau_2 = \left( \tau \overset{\text{non-root}}{\triangleright} \tau_1 \right) \star_2 \tau_2.
\]

For \(v \in N_{\tau_2}\), one has

\[
\tau \overset{\text{non-root}}{\triangleright} (\tau_1 \star_2 \tau_2) = (P_v(\tau_1 \star_2 \tau_2) \star_2 \tau) \triangleright_v (\tau_1 \star_2 \tau_2) = \sum_{(\tau_1^{(1)}, \tau_1^{(2)})} \left( \tau_1^{(1)} \star_2 P_v(\tau_2) \right) \star_2 \tau) \triangleright_v (\tau_1^{(2)} \star_2 \tau_2) = \tau_1 \star_2 \left( (P_v(\tau_2) \star_2 \tau) \triangleright_v (\tau_1 \star_2 \tau_2) \right) = \tau_1 \star_2 \left( \tau \overset{\text{non-root}}{\triangleright} \tau_2 \right)
\]

where Sweedler’s notations \(\tau_1^{(1)}, \tau_1^{(2)}\) correspond to the coproduct \(\Delta\) introduced in \((3.30)\) and we have used the identity:

\[
\tau_1 \star_2 \left( \tau_2 \triangleright_v \tau_3 \right) = \sum_{(\tau_1)} \left( \tau_1^{(1)} \star_2 \tau_2 \right) \triangleright_v \left( \tau_1^{(2)} \star_2 \tau_3 \right)
\]

with \(\tau_1 \in \mathcal{S}_E^V, v \in N_{\tau_2}\), and \(\tau_3\) has zero node decoration at the node \(v\). The proof for \((3.49)\) follows the same lines. \(\square\)

Remark 3.26 The proof of Theorem \((3.25)\) does not depend on the deformation. It is the same proof if one replaces \(\star_2\) by \(\star\) and \(\overset{\text{non-root}}{\triangleright}\) by \(\triangleright\). The proof exploits the fact that \(\overset{\text{non-root}}{\triangleright}\) (resp. \(\triangleright\)) is defined in terms of \(\star_2\) (resp. \(\star\)) and \(\triangleright\).

Remark 3.27 The cointeraction described in Theorem \((3.25)\) has a counterpart for the map \(M\) defined in \((3.43)\):

\[
(M^\circ \otimes M) \Delta_2 = \Delta_2 M.
\]

This formulation appears in [12] for defining more general renormalisation maps that could interact with the model given by the theory of Regularity Structures.
4 Applications

In this section, we will see that the various deformed products introduced in the
previous section have many applications among (S)PDEs. The first application is
about a numerical scheme for dispersive PDEs. The second application focuses on
the main coproducts which are used within singular SPDEs. The deformed grafting
insertion has its origin from that field.

4.1 Numerical Analysis

In [12], the authors derived a resonance-based numerical schemes for equations of
the type
\[
\begin{align*}
  i\partial_t u(t, x) + \mathcal{L} \left( \nabla, \frac{1}{\varepsilon} \right) u(t, x) &= |\nabla|^\alpha p(u(t, x), \pi(t, x)) \\
  u(t, x) &= v(x), \quad (t, x) \in \mathbb{R}^+ \times \mathbb{T}^d
\end{align*}
\]
where \( \mathcal{L} \) is a differential operator and \( p \) is a monomial of the form \( p(u, \bar{u}) = u^N \bar{u}^M \).

One can rewrite Duhamel’s formulation of (4.1) in Fourier space:
\[
\hat{u}_k(t) = e^{itP(k)}\hat{\pi}_k - i|\nabla|^\alpha(k) e^{itP(k)} \int_0^t e^{-i\xi P(k)} p_k(u(\xi), \bar{u}(\xi)) d\xi
\]
where \( P(k) \) denotes the differential operator \( \mathcal{L} \) in Fourier space
\[
P(k) = \mathcal{L} \left( \nabla, \frac{1}{\varepsilon} \right)(k), \quad p_k(u(t), \bar{u}(t)) = \sum_{k = \sum k_j - \sum j}^{N} \prod_{i=1}^{M} \hat{u}_{k_i}(t) \prod_{j=1}^{M} \hat{\pi}_{k_j}(t).
\]

The numerical scheme iterates this formulation and produces integrals that can be
viewed as a character II defined on a set of planted trees \( \mathcal{P}_E^V \).

The decorations encode the \( k, e^{itP} \) and polynomials in \( \xi \). Decorated trees are of
the form:
\[
\mathcal{J}_{(o,m)}(\lambda_k^\ell T), \quad T \in S(\mathcal{P}_E^V)
\]
where \( V = \mathbb{Z}^d \times \mathbb{N} \) and \( E = \mathcal{L} \times \mathbb{N} \). The finite set \( \mathcal{L} \) collects different types and
allows us to know if one has \( e^{itP} \) or \( \int_0^t e^{-i\xi P} \cdots d\xi \) (integrals in time correspond to
a subset \( \mathcal{L} \subset \mathcal{L} \)). The second decoration on the edges given by \( \mathbb{N} \) is associated to
dervatives in time that one has to take in some Taylor expansions approximating the
previous operators. The decoration on the node denoted by \( \lambda_k^\ell \) has to be understood as
an inert decoration \( k \in \mathbb{Z}^d \) for the frequency \( k \) and a decoration \( \ell \in \mathbb{N} \) which
corresponds to the polynomial in time coming from approximations. Then, one defines maps
\( \Delta_{na} : \mathcal{P}_E^V \to \mathcal{P}_E^V \otimes S(\mathcal{P}_E^V) \) and \( \Delta_{na} : S(\mathcal{P}_E^V) \to S(\mathcal{P}_E^V) \otimes S(\mathcal{P}_E^V) \)
such that
\[
\begin{align*}
\hat{\Delta}_{na} \lambda^{\ell} &= \lambda^{\ell} \otimes 1, \\
\hat{\Delta}_{na} \mathcal{J}_{(o,m)}(\lambda_k^\ell T) &= \left( \mathcal{J}_{(o,m)}(\lambda_k^\ell) \otimes \text{id} \right) \hat{\Delta}_{na} T + \sum_{n \in \mathbb{N}} \lambda_{n^{\ell}}^{n, T} \hat{\mathcal{J}}_{(o,m+n)}(\lambda_k^\ell T), \\
\hat{\Delta}_{na} \mathcal{J}_{(o,m)}(\lambda_k^\ell T) &= \left( \mathcal{J}_{(o,m)}(\lambda_k^\ell) \otimes \text{id} \right) \hat{\Delta}_{na} T + 1 \otimes \mathcal{J}_{(o,m)}(\lambda_k^\ell T).
\end{align*}
\]
The identities \[4,3\] can be obtained by applying \(\mathcal{M}^{(2)(1)}\) to \(3,14\):

\[
\tilde{\Delta}_{\text{NA}} = \mathcal{M}^{(2)(1)} \Delta_{\text{DCK}}, \quad \Delta_{\text{NA}} = \mathcal{M}^{(2)(1)} \Delta_{\text{DCK}}.
\] (4.4)

As a consequence of (4.4) and Theorem \[3,4\] we obtain one of our main results

**Theorem 4.1** The map \(\Delta_{\text{NA}}\) is a deformation of the Butcher-Connes-Kreimer coproduct. It is obtained by applying the Guin-Oudom procedure on \(\tilde{\otimes}\) which is a deformation of \(\otimes\) given by the map \(\Theta\).

The maps used in \[14\] are slightly different from \[4,3\]. Indeed, for numerical schemes, we define the order \(r\) of the scheme a priori. This produces projections such that the sum over \(n\) is finite. In the end we only keep trees of a certain size determined by the number of integrations (edges decorated by \(\mathcal{L}_+\)) and polynomials (node decorations). There is another major simplification. In the scheme described in \[14\] there is no a priori derivatives on the edges. Therefore, \(m\) is zero inside the tree. The deformation \(2.7\) reads in this context for \(\tau_1, \tau_2 \in \mathcal{T}_E^V\):

\[
\tau_1 \tilde{\otimes}^{(o,m)} \tau_2 = \sum_{v \in \mathcal{N}_{\tau_2}} \sum_{\ell \in \mathbb{N}} \binom{n_v}{\ell} \tau_1 \tilde{\otimes}^{(o,m-\ell)} \left(\uparrow^\ell \tau_2\right)
\]

\[
= \sum_{v \in \mathcal{N}_{\tau_2}} \binom{n_v}{m} \tau_1 \tilde{\otimes}^{(o,0)} \left(\uparrow^m \tau_2\right).
\] (4.5)

One other simplification in the scheme comes from the way one approximates the various operators appearing within the iterated integrals. For \(\int_0^t e^{-i\xi P(k)} \cdots d\xi\) one uses a well-chosen Taylor expansion depending on the resonances. One Taylor-expands the lower part in the resonances and integrates exactly the dominant part. This will guarantee a minimisation of the local error. For \(e^{it P(k)}\), there is no approximation. Therefore, at the algebraic level we will restrain the grafting in (4.5) to an edge where \(o \in \mathcal{L}_+\).

The scheme is described by a family of characters \((\Pi^n)_n \in \mathbb{N}\) on \(\mathcal{R}_E^V\) where \(n\) corresponds to the regularity assumed a priori on the solution. The map \(\Delta_{\text{NA}}\) is used for the local error analysis. Indeed, via a Birkhoff factorisation one constructs another character \(\hat{\Pi}^n\) such that

\[
\hat{\Pi}^n = (\Pi^n \otimes (\mathcal{Q} \circ \Pi^n \mathcal{A} \cdot)(0)) \Delta_{\text{NA}},
\] (4.6)

where \(\mathcal{A}\) is the antipode associated to \(\Delta_{\text{NA}}\) and \(\mathcal{Q}\) is a projector which allows to single out oscillations. Then one can derive one of the main theorems for the local error analysis of the scheme see [14, Theorem 3.11]. This Birkhoff factorisation is put into perspective in [6] and it is compared with the usual one with the Butcher-Connes-Kreimer coproduct.
4.2 Regularity Structures

Trees with both decorations on the edges and vertices were first introduced for singular SPDEs in [3]. They are efficient for encoding stochastic iterated integrals coming from a mild formulation. Indeed, let consider a system of SPDEs:

\[ \partial_t u_t - \mathcal{L}_u u_t = F_t(u, \nabla u, \ldots, \xi), \quad (t,z) \in \mathbb{R}_+ \times \mathbb{R}^d, \quad t \in \mathcal{L}_+ \]  

(4.7)

where \( \xi = (\xi_t)_{t \in \mathcal{L}_-} \) are space-time noises, \( u = (u_t)_{t \in \mathcal{L}_+} \) and \( (\mathcal{L}_t)_{t \in \mathcal{L}_+} \) is a family of differential operators. The main idea of Regularity Structures introduced by Martin Hairer in [33] is to iterate this formulation locally when singular noises \( \xi \) are replaced by their regularisation \( \xi' \). Non-linearities \( F \) are Taylor-expanded around a base point \( x \in \mathbb{R}^{d+1} \) and one can construct recentered iterated integrals around that point. These integrals give a local description of the solution of (4.7):

\[ u_t(y) = \sum_{\tau \in \mathcal{T}_t} \frac{\Upsilon^F_\tau(x)}{S(\tau)} (\Pi_x \tau)(y) + R_t(x,y), \]  

(4.9)

where \( t \in \mathcal{L}_+ \), \( \mathcal{T}_t \subset \mathcal{T}^V_E \) are trees generated by (4.8) with \( V = \mathbb{N}^{d+1} \) and \( E = \mathcal{L} \times \mathbb{N}^{d+1} (\mathcal{L} = \mathcal{L}_+ \cup \mathcal{L}_-) \). \( S(\tau) \) is the symmetry factor associated to \( \tau \), \( \Upsilon^F_\tau \) are elementary differentials depending on \( u \) and its derivatives. The form of (4.9) is very similar to the one for B-series in numerical analysis. The map \( \Pi_x : \mathcal{T}^V_E \to \mathcal{C}^\infty \) is defined as a character for the tree product such that \( (\Pi_x \tau) \lesssim |x-y|^{|\tau|_s} ; |\tau|_s \) is the degree associated to \( \tau \) computed from the regularity of the noises and the Schauder estimates given by the kernels \( K_t \) (see for more details [9], Def. 5.12). The remainder \( R_t(x,y) \lesssim |x-y|^\alpha \) is better behaved in comparison to \( (\Pi_x \tau)(y) \). The scaling \( s \) depends on the differential operator \( \mathcal{L}_t \): for the Laplacian, it is \((2,1,\ldots,1)\) where time counts double in comparison to the other spatial components. The deformed pre-Lie product has been introduced in [41] for proving a morphism property of \( \Upsilon^F_\tau \). Indeed, from [41] Cor. 4.15 one has

\[ \Upsilon^F_\tau \{ \tau_1 \wedge \tau_2 \} = \Upsilon^F_{\sigma} \{ \tau_1 \} D_{\nabla^m \sigma} \Upsilon^F_{\tau_2} \]

where \( D_{\nabla^m \sigma} \) is the derivative in the variable \( \nabla^m \sigma \). This morphism property is crucial for understanding how the renormalisation acts on the equation. The deformation \( \wedge \) has been studied in [4]. A universal property is obtained in [4] Prop. 4.21 based on an extension of the proof given by Chapoton-Livernet in [23]. What is clearly missing in [4] is the point of view of the deformation and the construction of the coproduct for \( \Pi_\xi \) within Regularity Structures. Indeed, an adjoint has been identified in [4] Def. 4.11 but it does not take into account the extraction...
of polynomials. The original recentering coproduct $\Delta_{rc} : \mathcal{T}_E^V \to \mathcal{T}_E^V \otimes \mathcal{T}_E^V$ is given in [9] (previously in [33] but with projections) by

$$\Delta_{rc}X = X \otimes 1 + 1 \otimes X, \quad \Delta_{rc}\mathcal{F}_{(o,m)}(\tau) = (\mathcal{F}_{(o,m)} \otimes \text{id})\Delta_{rc}\tau + \sum_{n \in \mathbb{N}} \frac{X^n}{n!} \otimes \mathcal{F}_{(o,m+n)}(\tau). \quad (4.10)$$

The map $\Delta_{rc}$ can be obtained from $\Delta_2$ by

$$\Delta_{rc} = \mathcal{M}^{(2|1)}(\Delta_2). \quad (4.11)$$

As a consequence of (4.11) and Theorem 3.16 we obtain one of our main results

**Theorem 4.2** The map $\Delta_{rc}$ is a deformation of the Butcher-Connes-Kreimer coproduct. It is obtained by applying the Guin-Oudom procedure on $\triangleright$ which is a deformation of $\triangleright$.

As for numerical analysis, the sum over $n$ is truncated in (4.10). One keeps only trees with branches connected to the root of positive degree: $|\mathcal{F}_{(o,m+n)}(\tau)|_s > 0$. The idea is that one has to subtract a Taylor expansion up to the regularity given by the degree. We introduce a new space $\hat{T}_+$ which corresponds to trees having all the branches outgoing the root to be of positive degree:

$$\hat{T}_+ := \left\{ X^k \prod_{i=1}^n \mathcal{F}_{(o_i, p_i)}(\tau_i), \ |\mathcal{F}_{(o_i, p_i)}(\tau_i)|_s > 0, \tau_i \in \mathcal{T} \right\}, \quad (4.12)$$

where $\mathcal{T} \subset \mathcal{T}_E^V$ is the set of trees appearing in the right hand side of (4.7). These trees are generated by a subcritical and normal complete rule $R$ coming from the non-linearity in (4.7). We refer the reader to [9, Section 5], where those rules have been detailed. One can then define from $\Delta_{rc}$ a coaction $\Delta^+: \mathcal{T} \to \mathcal{T} \otimes \hat{T}_+$ obtained from (4.10) by performing several projections. They allow us to move from $\mathcal{T}_E^V$ to $\mathcal{T}$ and $\hat{T}_+$. Then, one of the central results in [33] is:

$$\Pi_x = \left( \Pi \otimes (\Pi \hat{A}_+) \right) \Delta^+, \quad (4.13)$$

where $\hat{A}_+$ is a twisted antipode from $\mathcal{T}_+$ into $\hat{T}_+$ and $\Pi$ is a character on trees computing iterated integrals without any recentering. The space $\hat{T}_+$ is similar to $\hat{T}_+$ except that one does not project according to the degree in (4.12). The identity (4.13) has been interpreted as a Bogoliubov recursion in [6].

In many cases when one wants to remove the mollification on the noises ($\varepsilon$ goes to zero), the map $\Pi_x \tau$ fails to converge. One needs to perform some renormalisation via the BPHZ scheme [11][34][38]. This renormalisation has been implemented in [9] via an extraction-contraction type coproduct. Then, from the group of characters associated to this coproduct, one is able to renormalise the model whose convergence
is proved in [18]. This extraction-contraction map $\Delta_{\text{RN}} : S(\mathcal{T}_E^V) \to S(\mathcal{T}_E^V) \otimes S(\mathcal{T}_E^V)$ is given by:

$$\Delta_{\text{RN}} = (\mathcal{M} \otimes \text{id} \Delta^\text{non-root}_{\text{RN}}) \Delta_{\text{RC}}. \quad (4.14)$$

The identity (4.14) is a recursive formulation based on [12] Prop. 44. The second term $\Delta^\text{non-root}_{\text{RN}}$ does not extract a tree at the root whereas $\Delta_{\text{RC}}$ extracts such a tree. Then $\Delta^\text{non-root}_{\text{RN}}$ is iterated on $\Delta_{\text{RC}}$ for extracting other trees outside the root. A non-recursive definition could be found in [9]. The recursive definition is useful for establishing the connection with the coproducts constructed from the Guin-Oudom procedure. The map $\Delta_{\text{RN}}$ is actually equal to $\Delta_1$. Indeed, one has from (4.11)

$$\mathcal{M}^{(13)(2)}(\Delta_0 \otimes \text{id}) \Delta_2 = \mathcal{M}^{(13)(2)}(\Delta_0 \otimes \text{id}) \mathcal{M}^{(1)(2)} \Delta_{\text{RC}} = (\mathcal{M} \otimes \text{id} \Delta_0) \Delta_{\text{RC}}. \quad (4.14)$$

We conclude by matching the two recursive identities recursively and $\Delta_0 = \Delta^\text{non-root}_{\text{RN}}$. As a consequence of Theorem [3.24], we obtain one of our main results

**Theorem 4.3** The map $\Delta_{\text{RN}}$ is a deformation of the extraction-contraction coproduct. It is obtained by applying the Guin-Oudom procedure on $\Delta$ which is a deformation of $\Delta$.

As for the previous coproduct, one also performs projections for $\Delta_{\text{RN}}$. Indeed, one defines a coaction $\Delta^\tau : \mathcal{T} \to \mathcal{T}_{\tau} \otimes \mathcal{T}$ from it, where the extraction is limited to trees of negative degree. This projection excludes single nodes and one denotes by $\mathcal{T}_{\tau}$ the forests whose trees are in $\mathcal{T}$ and each tree is of negative degree. Then, the BPHZ renormalisation map is given in [9] by

$$\mathcal{M}_{\text{BPHZ}} = \left( E(\Pi \tilde{A}_\tau \cdot \text{id}) \otimes \text{id} \right) \Delta^\tau \quad (4.15)$$

where $\tilde{A}_\tau : \mathcal{T}_{\tau} \to \hat{\mathcal{T}}_{\tau}$ is a twisted antipode and $\hat{\mathcal{T}}_{\tau}$ corresponds to forests whose trees are in $\hat{\mathcal{T}}$. The identity (4.15) has also been interpreted as a Bogoliubov recursion in [6]. One of the main results in [9] is Theorem 6.16 which gives a simple formula for the renormalised model $\hat{\Pi}_x$:

$$\hat{\Pi}_x = \Pi_x \mathcal{M}_{\text{BPHZ}}. \quad (4.16)$$

The fact that this definition gives again a model relies on the cointeraction (see [9] Theorem 5.37) obtained when one adds extended decorations in the regularity structures trees. At the level of the coactions, it reads:

$$\mathcal{M}^{(13)(2)(4)}(\Delta^\tau \otimes \Delta^\tau) \Delta^\tau = (\text{id} \otimes \Delta^\tau) \Delta^\tau, \quad (4.17)$$

where for $\bar{\tau}_1, \bar{\tau}_3 \in \mathcal{T}_{\tau}, \tau_4 \in \mathcal{T}_{\tau}$, and $\tau_2 \in \mathcal{T}$

$$\mathcal{M}^{(13)(2)(4)}(\bar{\tau}_1 \otimes \bar{\tau}_2 \otimes \bar{\tau}_3 \otimes \tau_4) = \bar{\tau}_1 \cdot \bar{\tau}_3 \otimes \tau_2 \otimes \tau_4.$$
We have denoted the forest product by $\cdot$ and the coaction $\Delta^-$ is extended as a coaction on $\mathcal{T}_+$. As a consequence of Theorem 3.25 we obtain the following cointeraction

$$\mathcal{M}^{(13)(2)(4)}(\Delta_{\text{non-root}}^\bot \otimes \Delta_1) \Delta_2 = (\text{id} \otimes \Delta_2) \Delta_1. \quad (4.18)$$

Then by rewriting $\Delta_2$ as $\Delta_{rc}$, we get

**Theorem 4.4** The map $\Delta_{rc}$ is in cointeraction $\Delta_{ec}$ in the sense that:

$$\mathcal{M}^{(13)(2)(4)}(\Delta_{\text{rn}}^\bot \otimes \Delta_{\text{non-root}}^\bot) \Delta_{rc} = (\text{id} \otimes \Delta_{rc}) \Delta_{\text{rn}}.$$

**Remark 4.5** The cointeractions (4.17) and (4.18) seem to differ because of the term $\Delta_{\text{non-root}}^\bot$. In fact, for avoiding the extraction at the root, the authors in [5] use colors. The root of any tree in $\mathcal{T}_+$ or $\mathcal{T}_+$ is colored and the map $\Delta^-$ is extended to those trees by extracting trees which do not contain a node of that color.
Appendix A  Symbolic index

In this appendix, we collect the most used symbols of the article, together with their meaning and the page where they were first introduced.

| Symbol | Meaning | Page |
|--------|---------|------|
| □    | Grafting operator on $\mathcal{V}_E$ with an edge decorated by $a$ | 7 |
| $\bowtie a$ | Deformation of □ by $\Theta$ | 10 |
| □    | Grafting operator on $\mathcal{P}_E$ | 14 |
| $\bowtie$ | Deformation of □ by $\Theta$ | 14 |
| □    | Product $\otimes : S(\mathcal{V}_E) \otimes \mathcal{V}_E \rightarrow \mathcal{V}_E$ defined from □ | 18 |
| △    | Plugging product on $\mathcal{V}_E$ | 21 |
| △    | Deformed Plugging product by $\Theta$ | 23 |
| △    | Deformed Insertion product by $\Theta$ | 32 |
| △    | Deformed Plugging product obtained from $\tilde{\bowtie}$ | 22 |
| △    | Deformed Insertion product obtained from △ | 31 |
| *    | Product obtained from △ by the Guin-Oudom procedure | 30 |
| *₀   | Product obtained from □ by the Guin-Oudom procedure | 16 |
| *₂   | Product obtained from △ by the Guin-Oudom procedure | 26 |
| *₂   | Product obtained from △ by the Guin-Oudom procedure | 32 |
| *₁   | Product obtained from △ by the Guin-Oudom procedure | 32 |
| $\Delta_{DCX}$ | Coprodut $\Delta_{DCX} : S(\mathcal{P}_E) \rightarrow S(\mathcal{P}_E) \otimes S(\mathcal{P}_E)$ dual of *₀ | 17 |
| $\Delta_{DCX}$ | Coprodut $\Delta_{DCX} : \mathcal{V}_E \rightarrow \mathcal{V}_E \otimes \mathcal{V}_E$ dual of □ | 17 |
| $\Delta_{DP}$ | Coprodut $\Delta_{DP} : \mathcal{V}_E \rightarrow \mathcal{V}_E \otimes \mathcal{V}_E$ defined from $\Delta_{DP}$ | 26 |
| $\Delta$ | Coprodut $\Delta : S(\mathcal{V}_E) \rightarrow S(\mathcal{V}_E) \otimes S(\mathcal{V}_E)$ defined from $\Delta_1$ | 32 |
| $\Delta_1$ | Coprodut $\Delta_1 : S(\mathcal{V}_E) \rightarrow S(\mathcal{V}_E) \otimes S(\mathcal{V}_E)$ dual of *₁ | 32 |
| $\Delta_2$ | Coprodut $\Delta_2 = (\mathcal{C} \otimes \mathcal{id}) \Delta_{DP}$ dual of *₂ | 27 |
| $\mathcal{C}$ | Linear map $\mathcal{C} : \mathcal{V}_E \rightarrow S(\mathcal{V}_E)$ | 26 |
| $\mathcal{K}$ | Linear map $\mathcal{K} : S(\mathcal{V}_E) \rightarrow \mathcal{V}_E$ merging the roots | 28 |
| $\Theta$ | Linear isomorphism $\Theta : \mathcal{V}_E \rightarrow \mathcal{V}_E$ sending $\bowtie a$ to $\tilde{\bowtie} a$ | 11 |
| $\mathcal{P}_E$ | Planted trees with edges decorated by $E$ and nodes by $V$ | 14 |
| $S(\mathcal{P}_E)$ | Symmetric space over $\mathcal{P}_E$ | 16 |
| $S(\mathcal{V}_E)$ | Symmetric space over $\mathcal{V}_E$ | 25 |
| $\tilde{S}(\mathcal{V}_E)$ | Decorated forests with one distinguished tree | 26 |
| $\mathcal{V}_E$ | Rooted trees with edges decorated by $E$ and nodes by $V$ | 7 |
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