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Abstract

The definition of corpus representativeness used here assumes that a representative corpus should reflect as well as possible the average language use a native speaker encounters in everyday life over a longer period of time. As it is not practical to observe people’s language input over years, we suggest to utilize two types of experimental data capturing two forms of human intuitions: Word familiarity norms and word association norms. If it is true that human language acquisition is corpus-based, such data should reflect people’s perceived language input. Assuming so, we compute a representativeness score for a corpus by extracting word frequency and word association statistics from it and by comparing these statistics to the human data. The higher the similarity, the more representative the corpus should be for the language environments of the test persons. We present results for five different corpora and for truncated versions thereof. The results confirm the expectation that corpus size and corpus balance are crucial aspects for corpus representativeness.
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1. Introduction

A text corpus can be hoped to be representative of many characteristics of a text, such as of the language of a region, of a particular group of speakers, of a time period, of a subject area, or of a genre. In this paper we propose a method for measuring corpus representativeness. This method could in principle be applicable to any of the above cases. But it requires gold standard data which in practice tends to be only available for general language as typically encountered by native speakers.

The gold standard data we require are such speakers’ language intuitions. As our starting point we assume that human language acquisition is essentially corpus-based. By this we mean that when acquiring a language, our brain unconsciously analyzes and stores the statistical properties of the language input we receive. During language production, these properties are reproduced by accessing the stored information. In certain experimental settings it is possible to focus on particular aspects of language production. This way some of the stored information can be accessed specifically.

Previous work provides evidence that this is possible at least for the following two types of information: Word frequency (Rapp, 2005) and word association (Wettler et al., 2005). Concerning word frequencies, although people are generally not aware that their brain stores information on the occurrence frequencies of the words they perceive, it can be shown in two ways that this is nevertheless the case: The reaction times for the word recognition task can be measured, or test persons can be asked to rate word familiarities. In both cases there is a high correspondence with word frequency data as taken from balanced corpora such as the British National Corpus (Rapp, 2005; Brisbaert & New, 2009).

Concerning word associations, it has been found that these can be derived from text corpora. The results show a high level of similarity to human word associations, and the procedure used is in agreement with psychological learning theory (Wettler et al., 2005).

Whereas previous work had the focus on optimizing the algorithms with the aim of maximizing the similarity between the corpus-derived and the human associations, in the current paper we change the perspective: We take the algorithm as fixed and vary the corpora. We then say that the better the corpus derived associations match the human associations, the higher should be the representativeness of the respective corpus. Hereby we use as our gold standard compilations of human intuitions as collected from test persons in large scale experiments.

In the following sections, after describing the nature of the human intuitions, we realize this approach for the above two types of information, namely word frequency and word association. In Rapp (in print) and Rapp (2014) we have dealt with the two aspects before, but here we for the first time compare the two approaches.

2. Human language intuitions

2.1 Word familiarities

The first type of human intuitions which we would like to consider are word familiarities as obtained from test persons. Such data has been experimentally collected by psychologists from native speakers, as exemplified in the MRC Psychological Database (Coltheart, 1981) where familiarities for thousands of test words are listed.

---

1 Another such property is word relatedness in the sense of Harris’ distributional hypothesis (Pantel & Lin, 2002). We are currently conducting work analogous to what is described in this paper for word-relatedness, with roughly similar outcome.

2 Asking test persons questions such as: Is table an English word? Or: Is elbat an English word?
To collect the familiarity judgments, test persons were asked to rank the subjective familiarities of words on a scale between 1 and 7. Hereby, 1 is to be assigned to an unknown word, and 7 to a very familiar word from everyday language. The familiarity judgements resulting from such experiments have been compiled in large tables, the so called familiarity norms. For our experiments, we decided to use the familiarity norms included in the MRC Psycholinguistic Database which is actually a conglomerate of three familiarity norms comprising altogether 4920 words.

In previous work (for an overview and references see Rapp, 2005) it has been shown that there is some correspondence between the human familiarity judgments and the corpus frequencies of words in text corpora. For illustration, Table 1 shows the top six most familiar words in the MRC database together with their frequencies in the Brown corpus and compares them to the least familiar words. As can be seen, the familiar words have consistently much higher corpus frequencies on average.

Rapp (2005) reports a high correlation (according to Pearson) between the subjects’ familiarity judgements and the logarithm of the observed corpus frequencies. As an explanation it is hypothesized that human familiarity ratings are based on the word frequencies as observed by the test persons in the everyday language they perceive.

However, if the familiarity norms reflect word frequencies in perceived language, then it should be possible to use them as a standard for measuring the frequency aspect of corpus representativeness. A corpus whose word frequencies are highly correlated to the familiarity norms is likely to be a good surrogate for everyday language, although word frequency of course reflects only one of many properties of a corpus, see the reflections on this in Section 7. Nevertheless, for a corpus to be representative, it is a necessary (though not sufficient) condition that its word frequencies are similar to those in everyday language.

### Table 1

| Word       | Fam. | Freq. |
|------------|------|-------|
| BREAKFAST  | 6.6  | 53    |
| AFTERNOON | 6.5  | 106   |
| CLOTHES    | 6.5  | 89    |
| BEDROOM    | 6.5  | 52    |
| DAD        | 6.5  | 15    |
| GIRL       | 6.5  | 220   |

### Table 2

| above | constellation | feminine |
|-------|---------------|----------|
| below (59) | stars (39) | masculine (26) |
| high (4)    | star (33) | girl (14)    |
| over (4)    | sky (5)   | woman (8)    |
| sky (4)     | andromeda (2) | female (6) |
| all (3)     | aquarius (2) | sex (3) |
| up (3)      | plough (2) | beauty (2) |
| me (2)      | aircraft (1) | bird (2) |
| under (2)   | cancer (1) | girls (2) |
| us (2)      | clear (1)  | nice (2) |
| average (1) | dance (1) | pretty (2) |

Table 2: Top ten associations to three stimulus words as taken from the EAT. The numbers of subjects responding with the respective word are given in brackets.

### 2.2 Word associations

The other type of human intuitions which we would like to consider are word associations as obtained from test persons. Such data has been collected from native speakers in large scale experiments, as exemplified in the *Edinburgh Associative Thesaurus (EAT; Kiss et al., 1973)* where English word associations for thousands of stimulus words are listed.

It is relatively straightforward to conduct such experiments: Typically, the subjects are given questionnaires with lists of stimulus words, and are asked to write down for each stimulus word the spontaneous association which first comes to mind. This leads to collections of associations, the so-called association norms, as exemplified in Table 2.
Word associations derived from corpora are the basis underlying the second part of this work. Wettler et al. (2005) linked these to psychological learning theory, thereby providing strong evidence that human association learning is in essence corpus based. A later paper by Turney & Pantel (2010) nicely works out the relationship between frequency and meaning. In short, there is some evidence that the framework assumed here is sound.

3. Corpora

Our corpus representativeness measure is to be applied to a number of well known corpora. These are:

1. Brown Corpus (balanced corpus of 1 million words; Francis & Kučera, 1989)
2. British National Corpus (BNC; balanced corpus of 100 million words; Burnard & Aston, 1998)
3. English Wikipedia (300 million words of encyclopaedic texts)
4. ukWaC (British English web corpus of 2 billion words)
5. English Gigaword Corpus 4th edition (4 billion words of newswire text)

Both the MRC database and the EAT use uppercase characters only as at the time of their construction a distinction between uppercase and lowercase characters was not yet standard in computing. As this is only a minor shortcoming, we decided not to try to make up for it. We only converted both resources to lowercase to improve readability. For reasons of consistency, we also converted all corpora to lowercase.

For the experiments described in the next sections we needed to cut off our corpora in order to provide results for subcorpora of particular sizes. Because corpus size was measured as the number of running words, and as these numbers depend somewhat on how word segmentation is conducted, let us briefly describe the procedure we used: In order to keep our algorithm as language independent as possible, we simply consider any uninterrupted sequences of alpha characters as words, but also any sequences of non-alpha characters except white space (blanks, tabulator, new line). That is, white space and transitions between the two types of characters (alpha and non-alpha) are considered as word separators.

4. Procedure

4.1 Corpus statistics concerning familiarities

In the case of word familiarities the statistics extracted from the corpora are very simple, namely the log frequencies of the words. The MRC database contains familiarities for 4920 words. As just two of them are multi-word units, we considered this an inconsistency and removed them, so that 4918 words remained. Another reason was that multiword units might possibly require different treatment than single words. For example, it is not clear how the familiarities of the components combine to the familiarity of the entire multiword unit.

![Figure 1: Occurrence frequency f of a primary response at distance d from a stimulus word, averaged over 100 stimulus/response pairs. At large distances from the stimulus word the average occurrence frequency of a primary response is 0.49 (Rapp, 1996).](image)

### Table 3: BNC frequencies and MRC familiarities for the (alphabetically) top 20 words covered in the familiarity norms of the MRC database.

| Word | Word frequency in the BNC | Word familiarity in the MRC database |
|------|---------------------------|-------------------------------------|
| a    | 2247100                   | 632                                 |
| abandon | 1316                  | 510                                 |
| abandonment | 500                 | 359                                 |
| abasement | 20                   | 226                                 |
| abatement | 137                   | 294                                 |
| abess | 57                        | 187                                 |
| abdication | 124                  | 284                                 |
| abdomen | 303                        | 426                                 |
| abduction | 230                   | 413                                 |
| aberration | 149                   | 208                                 |
| abhor | 43                        | 360                                 |
| ability | 9190                      | 563                                 |
| able | 30634                     | 575                                 |
| abode | 167                       | 334                                 |
| abominable | 88                        | 358                                 |
| aboriginal | 222                   | 295                                 |
| about | 198665                    | 593                                 |
| above | 25935                     | 607                                 |
| abridgement | 34                     | 303                                 |
| abrupt | 499                        | 486                                 |

The two types of data, namely the familiarity norms from the MRC database and the word frequencies as extracted from one of the corpora, were merged as exemplified in Table 3 for the case of the BNC. Note that although the test subjects' familiarity judgements were originally on a scale between 1 (not familiar) and 7 (highly familiar), to avoid decimal numbers when averaging results, all ratings were multiplied by 100 which is reflected in the table.

---

3 We use the English part of the Wikipedia XML Corpus (Denoyer & Gallinarly, 2006). Although this is smaller than current versions, it has the advantage that it is an offline copy so that our results can be replicated.

4 [http://wacky.ssmlit.unibo.it/doku.php?id=corpora](http://wacky.ssmlit.unibo.it/doku.php?id=corpora)

5 [http://catalog.ldc.upenn.edu/LDC2009T13](http://catalog.ldc.upenn.edu/LDC2009T13)
Computing a corpus representativeness score now simply involves taking the logarithm (base 10) of the frequencies in column 2, and then computing Pearson's correlation coefficient between the resulting vector and column 3. However, as especially for small corpora many of the word frequencies can be zero, and as the logarithm of zero is not defined, we applied the usual heuristic of adding one to each number before taking the logarithm.

4.2 Corpus statistics concerning associations

As discussed previously, in this section we assume that there is a relationship between word associations as collected from human subjects and word co-occurrences as observed in a corpus, and our hypothesis is that the strength of this relationship can be used as a measure of corpus representativeness. A corpus leading to simulated associations very similar to the ones collected from humans is likely to be a good surrogate for everyday language, although word associations constitute only one of many properties of a corpus. Nevertheless, for a corpus to be representative, it is a necessary (though not sufficient) condition that the word associations derived from it are similar to those collected from humans.

As our source of human data we use the EAT (Kiss et al. 1973) which is the largest classical collection of its kind. The EAT comprises the associative responses as requested from around 100 British students for each of altogether 8400 stimulus words. As exemplified in Table 2, some of the responses to a particular stimulus word are given by many students, whereas others are given by only one or two. What is the reason for this? According to the theory, the associative response of a test person should reflect this person's language environment, i.e. the text and speech the person previously encountered and whose statistical properties were stored in long term memory. As apparently there is some variation in each person's language history, some variation in the associative responses can be expected. This is a natural and desired effect.

However, there is also an undesired component in this variation: That test persons perceive only a single input word at a time is an idealization. In reality, they still have the previous input words in short term memory, and also the (e.g. classroom) environment provides lots of additional (e.g. visual) stimuli. So what the subjects actually come up with is based on a mix of all these stimuli plus of what they have in short (and possibly medium) term memory. For example, the responses on the stimulus word artist could be influenced by some artwork present in classroom, or of a museum visit the day before. The responses to transport could be influenced by the means of transport the students used for arriving in class, such as car, bicycle, train, or bus. Or the response to cinema could depend on a recently watched movie.

As corpus representativeness should focus on long term averages and not on short term effects, such influences are undesired and should be avoided. We do so by assuming: Responses confirmed by many students are more likely to reflect long term averages (especially if the group of test persons is heterogeneous). And responses provided by only one or two test persons are more likely to be noise.

As the EAT is rather large, we can afford to stay on the high quality side of this scale. For this reason, we decided to use only the primary associative response for each stimulus word, and to discard all other responses. Alternatively, we could have decided to take the top two or top five responses into account. However, preliminary experiments showed that this would "water down" our results. That is, the basic effects would remain the same, but in a somewhat less salient fashion. Compare Rapp (2013) where such effects are quantified for the related task of multiword association.

Like the MRC familiarity norms, the EAT also contains some multiword units. A problem is that when computing associations for single word stimuli, it is not clear whether or not matching components of a multiword unit should be considered. For example, given New Year, should the occurrences of Year within this multiword unit nevertheless be used for computing the associations to Year? As for computing corpus representativeness it seemed not important to elaborate on this less relevant problem, we simply decided to remove all items from the EAT where either the stimulus word or the primary associative response happened to be a multiword unit.

Finally, as high frequency function words were considered of little relevance to our analysis and in order to keep our algorithm efficient, we decided not to take into account some of the most frequent words. Based on the word frequencies in the British National Corpus we compiled a list of 48 words with frequencies 250,000 or higher. If either the stimulus word or its primary response occurred in this list, we removed the respective item from the EAT.

In summary, of the 8400 items in the EAT we removed those involving multiword units and high frequency function words, thereby obtaining a list of 7731 remaining items.

Whereas some previous studies involving the computation of word associations used lemmatization, we decided not to do so here. Firstly, in view of future work, we wanted to keep the basic algorithm for computing word associations as language independent as possible. Secondly, lemmatizing the EAT is problematic as it does not provide context for its words. Thirdly, lemmatization has benefits mainly at the evaluation stage, but this is not important in our setting. For example, given the stimulus word table and the primary associative response chair, if the simulation produced the plural form chairs this would count as incorrect without lemmatization. But as this is a relatively infrequent phenomenon, and as it applies in a similar way across corpora, it is not very relevant for corpus comparisons where the focus is not on polishing individual results.

For extracting word associations from our corpora we used the following procedure: For all words occurring as stimuli in our EAT derived gold standard we computed the co-occurrence vectors. That is, each vector contains the number of co-occurrences of the stimulus word with
all other co-occurring words. It counts as a co-occurrence if two words appear together within a distance of at most ten words, i.e. a text window of plus and minus 10 words around the stimulus word is considered. Hereby the exact distance within the window is not taken into account.

Having completed the co-occurrence counting, in the next step an association measure was applied to the co-occurrence vectors. This is meant to account for the differences in absolute word frequencies. As our association measure of choice we used the log-likelihood ratio (Dunning, 1993) which is very well established for such purposes. It compares the observed co-occurrence counts with the co-occurrence counts expected from chance, thus strengthening significant word pairs and weakening incidental word pairs. The resulting vectors we call association vectors. Given these vectors, the strongest association to a given stimulus word can be determined by simply looking for the highest value within the respective association vector. The corresponding word is considered to be the associative response predicted by the system. For the same stimulus words used in Table 2, Table 4 shows some sample associations as computed using the British National Corpus.

Let us briefly discuss the above choice of window size (±10 words). Some previous studies have used smaller window sizes such as e.g. ±2 words in Wettler et al. (2005). However, other than in the present work this study had eliminated function words from the corpus, so that the effective window size might have been around ±4 words. Also, it should be noted that the best window size depends on the size of the corpus: For small corpora the problem of data sparseness can be somewhat reduced by considering a larger window, whereas for larger corpora this is not necessary and a smaller window might possibly lead to a higher accuracy of the predictions (compare Figure 1).

Concerning the representativeness of our five corpora, we tried to come up with some hypotheses before we started to compute the results. These were our predictions:

1. Representativeness should increase with corpus size.
2. The Brown corpus and the BNC should be more representative than unbalanced corpora of the same size.
3. The Brown corpus (1 million words) should be more representative than the first million words of the British National Corpus as the latter is balanced only over its full size (100 million words), but not over its first million words.
4. For same sizes, we would expect ukWaC to be more representative than Wikipedia as we think that corpus heterogeneity is a plus for representativeness. ukWaC is obviously more heterogeneous as, for example, it is multi genre multi topic whereas Wikipedia is single genre multi topic.
5. The Gigaword Corpus should be the least representative for identical sizes. Although, like Wikipedia, it is also single genre multi topic, the distribution of topics is not as wide because in newsticker texts there are strong foci e.g. on politics and sports.

The actual results are given separately for the two approaches in the following two subsections.
5.1 Results based on word familiarities

These results are given in Table 5. There we find for each of the five corpora its size and the computed Pearson correlation coefficients between the MRC words’ familiarities and their corpus frequencies. For better comparison with the results presented in the next section (which are percentages) we multiply these correlations by 100 and take this product as the representativeness of a corpus. The range of values can thus be between 0 and 100, whereby 0 denotes a complete lack of representativeness, and 100 denotes perfect representativeness. The representativeness scores are also computed for partial corpora, whereby all parts have in common that they start with the beginning of the respective corpus.

Table 5: Familiarity-based corpus representativeness for full and partial corpora. Representativeness is measured as the correlation between the corpus frequencies of words and their familiarities. For easier comparison with Table 6 all correlations were multiplied by 100.

| Corpus size (words) | Brown | BNC | Wikipedia | uk-WaC | Giga-word |
|---------------------|-------|-----|-----------|--------|-----------|
| 100                 | 7.63  | 9.02| 8.15      | 9.44   | 3.29      |
| 1000                | 15.94 | 20.09| 15.75     | 18.76  | 14.88     |
| 10000               | 29.66 | 32.80| 27.68     | 32.71  | 29.86     |
| 100000              | 49.48 | 48.67| 46.70     | 50.57  | 44.22     |
| 1 million           | 67.04 | 68.50| 59.89     | 64.40  | 55.00     |
| 10 million          | –     | 73.61| 65.53     | 71.37  | 62.20     |
| 100 million         | –     | 75.13| 66.66     | 73.31  | 66.00     |
| 1 billion           | –     | –   | 73.68     | 69.10  |           |
| full corpus         | 68.89 | 75.56| 67.04     | 73.72  | 73.35     |
| full corpus mill. words | 1.18 | 117 | 313       | 2345   | 4371      |

Table 6: Association-based corpus representativeness scores for full and partial corpora.

| Corpus size (words) | Brown | BNC | Wikipedia | uk-WaC | Giga-word |
|---------------------|-------|-----|-----------|--------|-----------|
| 100                 | 0.31  | 0.22| 0.30      | 0.47   | 0.13      |
| 1000                | 0.49  | 0.67| 0.72      | 0.61   | 0.28      |
| 10000               | 0.60  | 0.91| 0.71      | 0.69   | 0.83      |
| 100000              | 2.95  | 3.09| 3.12      | 2.90   | 1.91      |
| 1 million           | 13.22 | 13.85| 11.24     | 11.87  | 5.91      |
| 10 million          | –     | 35.26| 26.83     | 30.02  | 14.20     |
| 100 million         | –     | 52.67| 42.89     | 48.40  | 25.13     |
| 1 billion           | –     | –   | 55.92     | 35.57  |           |
| full corpus         | 14.62 | 53.63| 49.89     | 57.07  | 44.43     |
| full corpus mill. words | 1.18 | 117 | 313       | 2345   | 4371      |

Fig. 2: Pearson’s correlation coefficient (×100) between corpus frequencies and word familiarities depending on corpus size for five corpora.

We can see in Table 5 that, as expected, the representativeness is almost zero if only the first 100 words of a corpus are taken into account, and gradually increases to at least 67 for the full corpora. This increase can be better seen in Figure 2 which is a graphical representation of Table 5. The horizontal axis has a logarithmic scale, but still the curves flatten with increasing corpus size, especially above 1 million words. Note that the curve for the Brown corpus is not very well visible as it ends at 1 million words and thus has a range where all curves are overlapping.

5.2 Results based on word associations

These results are given in Table 6, with a graphical representation provided in Fig. 3. There we find for each of the five corpora its size and the percentage of primary associative responses which ranked among the top ten in the corpus-based associations. These percentages we take as the association-based representativeness of the respective corpus. The range of values can be between 0 and 100, whereby 0 denotes a complete lack of representativeness, and 100 denotes perfect representativeness. The values are also provided for partial corpora, whereby the parts always start at the beginning of the respective corpus.

Fig. 3: Association-based corpus representativeness scores depending on corpus size.
6. Discussion

If we compare the curves in Figures 2 and 3, it is apparent that the shapes are rather different. This can be explained by obvious differences in the two methods: The familiarity-based approach uses statistics of order zero (word frequencies), whereas the association-based approach uses first order statistics (word co-occurrences). Although for both methods a flattening of the curves can be expected for large corpora for the reason that there is an upper limit of corpus representativeness (100) leading to saturation, apparently for the first order statistics even larger corpora would be needed to make this happen.

Concerning very small partial corpora, for the familiarity-based approach the curves quickly rise, whereas for the association-based approach the increases in accuracy are small at the beginning. This is also to be expected because in a partial corpus of e.g. 1000 words only few of the 7731 EAT stimulus words can occur, and even fewer of the expected co-occurrences.

So these discrepancies between the two approaches are not a surprise. They are roughly analogous to what could be expected when considering the frequencies of n-grams of different lengths. Of more interest is a comparison of the results for the different corpora, i.e. their relative performance. In this respect we can see quite some similarities, which is desirable as the claim is that both methods are supposed to measure aspects of the same thing, namely corpus representativeness.

In particular, if we consider the hypotheses stated in Section 5, the findings are as follows:

Hypothesis 1, namely that the representativeness of all corpora steadily increases with corpus size is clearly confirmed by both approaches.

Hypothesis 2, saying that the balanced corpora, namely the Brown corpus and the BNC, should be more representative for their sizes than non-balanced corpora, is also confirmed by both approaches. At 1 million words, these two are the top performers. At 100 million words, the BNC performs best. Note, however, that the smaller the corpus sizes, the less predictable the results as the sampling errors increase. For this reason it probably does not make much sense to compare the representativeness scores among the smaller partial corpora (e.g. below 100,000 words). We only presented them here to be able to verify hypothesis 1.

Hypothesis 3 (Brown better than BNC for 1 million words) could not be confirmed by any of the two approaches, although the results are fairly close in both cases. Our explanation for this is that the BNC better matches the language environment of the EAT students (experiments were conducted in Edinburgh) as it represents British English whereas the Brown corpus represents American English. Apparently this effect is stronger than the balancing effect we had in mind.

Possibly the time periods when the text samples were produced might also play a role. The EAT experiments were conducted between June 1968 and May 1971. The BNC’s text samples mainly date from 1975 to 1994 (only some imaginative texts date back earlier: 1960 to 1974).

The materials in the Brown corpus were all published in the United States in 1961. This means: The EAT students’ language environment was pre 1968 to pre 1971. The BNC authors’ was mainly pre 1975 to pre 1994. And the Brown authors’ pre 1961.

Hypothesis 4, namely that ukWaC is better than Wikipedia, is confirmed for all corpus sizes above 100,000 words. As noted before, for smaller corpus sizes sampling errors are likely to be significant.

Hypothesis 5, saying that the Gigaword corpus should be the least representative, is clearly confirmed for almost all corpus sizes.

Overall four of the five hypotheses were confirmed by both methods, and the other hypothesis was rejected by both for a good reason that we had overlooked. This provides some evidence that the computed scores are actually related to what might sensibly be considered as the representativeness of a corpus.

In particular, it is worth noting that our measure confirms the intuition that it makes sense to balance a corpus and that corpus heterogeneity is a plus: The balanced BNC performs best at 100 million words, and the very heterogeneous ukWaC is another top performer.

7. Summary and outlook

In this work we defined the term corpus representativeness as the ability of a corpus to represent the average language use a native speaker encounters in everyday life. As we cannot easily observe test persons over years, our suggestion was to utilize human intuitions on word familiarities and on word associations.

Previous work had provided evidence that human word familiarities are based on word frequencies in perceived language, and that human word associations are based on the co-occurrences of words in perceived language. Although this may still be controversial, in the current work we took these findings for granted but turned round the perspective. We said that a corpus is representative for the language environment of a group of persons if the word familiarities and word associations derived from it resemble these persons’ intuitions.

For full and partial versions of five well known English corpora we computed the word familiarities and word associations for test sets of several thousand words. We then, for each corpus, compared the resulting familiarities and associations to the human data, and computed similarity scores which we took as measures of corpus representativeness.

Note that our measures only aim for representativeness concerning an average person’s language environment (rather than e.g. the sum of the language environments of all speakers of a language). Therefore it is by design that it does not take into account a corpus’ comprehensiveness beyond the vocabulary and associations an average native speaker knows. Therefore it can be justified that the very large Gigaword corpus, despite its rather comprehensive vocabulary, did not perform well.

But considerably more severe appears the following shortcoming: Our measures are limited in so far as they only consider two particular aspects of corpus represent-
ativeness, namely word familiarity and word association. They do not explicitly consider higher level features e.g. concerning syntax, semantics, pragmatics, or style.

Let us therefore, as a next step, propose an extension to be dealt with in future work: Whereas word熟悉ities and word associations are based on statistics of orders zero and one, we suggest to extend the method to statistics of order two. Second order statistics concern word relatedness, thereby – in the spirit of Harris’ distributional hypothesis – identifying words with common context. Here human data is also available: A prototypical example is the data from the well known TOEFL synonym test (Landauer & Dumais, 1997). But synonym dictionaries could also be considered as human data, and in particular WordNet whose variants are available for many languages. That is, the quality of corpus-derived WordNet synsets could be taken as a measure of corpus representativeness.

After compiling a number of scores representing statistics of order zero, one and two, these scores might finally be combined into an overall score e.g. by computing their geometric mean. This would be in analogy to the BLEU score (Papineni et al., 2002) used in machine translation evaluation where matches (between machine translation and human reference translation) of various n-gram lengths are separately scored and then combined.
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