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Fig. 1: Generalized flow diagram for a scratch input system. Note that multiple vibrational receivers and control systems may be used, assuming that the gesture classifier is correctly configured.

The vibrations generated from scratching and tapping on surfaces can be highly expressive and recognizable, and have therefore been proposed as a method of natural user interface (NUI). Previous systems require custom sensor hardware such as contact microphones and have struggled with gesture classification accuracy.

We propose a deep learning approach to scratch input. Using smartphones and tablets laid on tabletops or other similar surfaces, our system achieved a gesture classification accuracy of 95.8%, substantially reducing gesture misclassification from previous works. Further, our system achieved this performance when tested on a wide variety of surfaces, mobile devices, and in high noise environments.

The results indicate high potential for the application of deep learning techniques to natural user interface (NUI) systems that can readily convert large unpowered surfaces into a user interface using just a smartphone with no special-purpose sensors or hardware.

CCS Concepts: • Human-centered computing → Gestural input; Sound-based input / output; Accessibility technologies; HCI theory, concepts and models; User interface toolkits.
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1 INTRODUCTION

There is substantial information, both frequency and time-based, contained in scratches, taps, and swipes made on a textured surface. One can easily observe that the type of gesture, speed, intensity, and shape significantly alter the sound produced. While other factors such as different surface materials and background noise alter the sounds, most gestures remain recognizable.

Scratch input offers the possibility of rapidly deployable, low cost, large scale touch input surfaces. With a sufficiently high-performance system, a wide range of environments could be configured on an ad hoc basis to become an immersive, expressive user interface. Nearly any “scratchable” surface could potentially become an interface, producing a form...
of natural user interface augmented reality (Figure 1). Potential use cases include home automation, accessibility technology, and user interface in hazardous environments (discussed in Section 1.2).

1.1 Prior Work on Scratch Input

This expressiveness of scratching, tapping, and swiping surfaces is likely what inspired the first documented instance of scratch input [Mann 2007]. Mann et al initially proposed scratch input as a source signal and modulation trigger for a novel musical instrument known as a "physiphone" or a "hyperacoustic instrument" [Mann et al. 2008]. Shortly thereafter, scratch input was proposed in a human-computer interaction system by Chris Harrison in 2008 [Harrison and Hudson 2008].

In this work, a custom sensing apparatus made of a microphone and a modified stethoscope was used in low-noise environments to classify a set of 6 gestures. Based on energy peak counting and amplitude variation, a hand-written shallow decision tree was used for classification. The gestures investigated all differed clearly in terms of number of energy peaks (e.g., single tap, double tap) or amplitude variation (i.e., scratch vs. tap). To evaluate the effectiveness of the system, users were given five minutes to practice the gestures as they received real-time feedback on the quality of their gestures from the system. Experimenters also provided advice during this time on how participants should adjust their gestures for maximum accuracy. Finally, the 15 participants were requested to perform each of the 6 gestures 5 times each in random order as gesture classification accuracy was recorded.

The study yielded an overall accuracy of 89.5%, with lower accuracy for complex gestures (triple swipe, quadruple swipe). The investigation offered an overview of potential applications of scratch input including device enclosures and clothing fabric, though the noise in such environments was noted as a challenge for the practical application of scratch input technology.

Further work has been done by Harrison and others on similar topics since, including investigations on the human body as a transmission medium and input surface in 2010 called Skinput [Harrison et al. 2010]. In this work, Harrison et al successfully localize finger taps on the arm and hand into 20 areas. 186 features were computed based on signal amplitude, standard deviation, Fourier transform, and total energy from each of the 5 receivers in the arm band. Using a support vector machine, a mean classification accuracy of 87.6% was achieved. In 2011, Harrison introduced TapSense, a system to enable the identification of the object being used to tap a surface [Harrison et al. 2011]. A modified stethoscope similar to the apparatus of [Harrison and Hudson 2008] was used for sensing. Using a support vector machine with 559 features extracted from a Fourier transform computed on a sliding 43ms window, the system achieved roughly 95% accuracy for differentiating fingertip, fingernail, knuckle, and finger pad taps. Similar methods were used by Ono et al in 2013 to recognize different types of touches and grasps on objects using a paired vibration speaker and piezo-electric microphone [Ono et al. 2013]. A support vector machine with 400 features extracted from a windowed Fourier transform was used to recognize a variety of object grasp positions.

The general progression in user input and gesture recognition based on vibrations has been toward making use of progressively higher dimensionality features and more complex classifier algorithms. Naturally, questions arise on the applicability of deep learning techniques in such systems to enhance classification accuracy.

1.2 Potential Use Cases

In addition to presenting a highly accurate scratch input gesture classifier, we highlight the utility of the proposed system for "internet of things" (IoT) implementations in home automation, for human-computer interaction accessibility,
and for use in harsh environments where conventional computer interaction methods are infeasible (e.g., front-line workers in biohazardous and other extreme environments).

1.2.1 Home Automation. The proposed system could readily be used in a variety of home automation use cases. High-accuracy user input on a relatively small set of gestures is readily applied to control tasks in home automation [Villanueva and Drögehorn 2018]. Advantages of the proposed scratch input system include the rapid deployment of extremely large, low-cost interface surfaces and environments. With several low-cost microphones or networked mobile devices, any space could be converted into an interactive, controllable, and responsive environment.

Since any scratching or tapping gesture can be used for the system that consistently differs from the rest acoustically, gestures could also be made intuitive and language-independent. For example, the vertical scratch and circular scratch gestures, resembling a binary ‘1’ (on) and ‘0’ (off) respectively, may be used to turn on and off a lamp. Similarly, the W-scratch, resembling iconographic depictions of water [Siegeltuch 2017], may be used for faucets, flushing, or other related functions.

When compared with existing commonly sold voice assistants for home automation, the proposed system also stands out in terms of privacy. All computation for gesture classification and noise discrimination could easily be implemented onboard with a low-cost microprocessor or system on a chip. Meanwhile, voice assistants today are nearly universally “cloud based”, entailing a host of security concerns [Lei et al. 2017]. To execute commands, voice recordings are recorded and sent to a remote system (“cloud”) for processing before execution. In production, the proposed deep learning-based scratch user interface system could easily separate the gesture classification system from the networked components, drastically increasing user privacy and security.

1.2.2 Accessibility. As addressed in [Harrison and Hudson 2008], the majority of computer systems in common use today are relatively small for ease of transportation (e.g., mobile phones, laptops). Even in the home, where it may be possible to deploy a larger scale user interface system, it is often inconvenient and prohibitively expensive. This problem is especially important for those people affected by disabilities relating to pain, flexibility, and dexterity. According to a 2012 Canadian Survey on Disability, over 25% of those reported to have some type of disability were identified as having dexterity disability that limited their daily activity [Christine Bizier 2012].

A natural user interface (NUI) system that could easily expand to the size of a table could help to ameliorate these limitations on daily activity as they relate to the use of ubiquitous computing systems. As will be discussed later, the proposed system could also be configured to continuously learn and improve on a user’s data, enabling adaptation to each individual’s accessibility needs. Since the proposed system was validated and tested with a wide variety of consumer smartphone and tablet microphones, it would be rapidly deployable and very likely low-cost for the end user given the widespread use of smartphones.

1.2.3 Hazardous Environments. Given the proposed system’s ease of use for system control tasks like home automation in with little to no reliance on dexterity, it is logical to propose its use in extreme environments. In areas of extreme cold, for instance, thick protective gear must be worn that severely inhibits manual dexterity. While conventional computer system input devices may be difficult to use, scratches and taps remain easy to replicate. A set of gestures optimized for use with protective equipment could be easily designed and implemented with the following system, aiding in the maintenance of safety and efficiency as safety equipment would need not be removed to use the system.
1.3 Design Goals, Scope, and Principles

Deep learning and machine learning are a natural step forward for scratch input technology. With enough data on a well-defined problem, these learning algorithms are often able to perform extremely well on hitherto unsolved automated classification and regression problems such as object recognition, speech recognition, and natural language processing. This investigation seeks to understand the extent to which deep learning techniques can be used to enhance scratch input technology. We seek improvement in terms of the following metrics:

1. Increased gesture classification accuracy.
2. Decreased reliance on custom apparatus.
3. Increased performance with a diversity of users and noisy environments on similar-sounding gestures (Fig. 2).

To investigate this, a dataset of over 8,000 audio gesture clips were collected using generic mobile devices by a range of users in diverse environments. The proposed deep convolutional neural network achieved 95.8% testing accuracy despite increased noise, gesture similarity, and surface diversity. Several “baseline” machine learning models utilizing waveform representation techniques similar to [Hershey et al. 2017] were also trained to validate performance gains made by the deep learning approach.

2 PROPOSED SYSTEM

We propose a high-performance audio gesture processing system (Figure 3) that uses a convolutional neural network (CNN) for classification in conjunction with a Mel-spectrogram. In order to test the applicability of the system, a dataset of 8,640 audio samples was collected, processed, and used to train and test the proposed system and two baseline models. Full code for data processing, feature extraction, model architecture, training, and validation can be found in the project GitHub repository (link).

2.1 Data Collection

The dataset for this experiment was evenly split between 6 gesture classes:

1. Fingertip Tap
This gesture set was chosen so that results obtained would be comparable to those in [Harrison and Hudson 2008] where 6 gesture classes were also tested. Video instructions on gathering the data were sent to 24 participants, each with different surfaces, environments, and mobile devices for recording. The video provided instructions and examples for how to execute each gesture along with a metronome recording to help users achieve consistent timing between gestures. Each participant recorded 70 audio gesture segments of each input classes. During the silence/null class recording, participants were encouraged to do other work and activities, resulting in realistic background noise (e.g., typing, page rustling, talking). To clean mis-timed and improper audio gesture segments, the first 10 gestures from each recording were removed from the dataset, resulting in a final dataset of 8,640 audio gesture segments.

Recordings contained both steady-state and transient background noise. Gesture recordings varied substantially in amplitude and speed. Different mobile device models also varied in terms of frequency filtering, microphone frequency response, and recording bitrate. 12 of the 24 participants used iPhones or iPads from 2017 or later while the rest used devices produced by Huawei, Xiaomi, Samsung, Pocophone, Google, Motorola, LG, or One Plus in a similar time period. The full dataset with device specifications is available from the authors upon request.

2.2 Data Processing & Feature Extraction
The raw audio files were manually cropped and aligned such that the gestures all occurred at the same times. Audio was then re-sampled at 44.1 kHz. The clips were segmented into individual gesture recordings, resulting in a dataset of 8,640 individual gesture audio files, each between 0.75 and 1.5 seconds long. For training and testing purposes, each gesture was symmetrically cropped to the minimum length of 0.75 seconds (see Fig. 4).

To represent the waveforms to the machine learning algorithm, additional feature extraction was required. If the audio recordings were directly inputted, each audio vector would have dimensionality on the order of $10^4$ due to the 44.1 kHz re-sampling rate. Past studies have confirmed that deep learning on such feature vectors is incredibly computationally expensive and tends to lead to poor results (overfitting) [Wyse 2017] [Palanisamy et al. 2020].
The feature extraction method chosen for this study was to convert the audio gesture recordings into Mel-frequency spectrograms. Mel-frequency spectrograms are a type of spectrogram with a logarithmic frequency and amplitude scale [Zwicker 1961]. They are produced by generating Fourier transforms of a signal on short time windows and calculating the energy contained in each logarithmically-spaced frequency interval (known as a “Mel”). This technique has yielded excellent results in state-of-the-art deep learning audio classification studies [Hershey et al. 2017] [Thornton [n.d.]] [Tanveer et al. 2021] due to its favourable representation of the time-frequency attributes of a signal. Because of the logarithmic frequency scale, an increased or decreased fundamental frequency simply results in vertical translation on the plot without the dilation or contraction associated with typical spectrograms. Thus, differently pitched scratches and taps tend to differ only in location on the spectrogram, improving the CNN’s ability to generalize a rule for recognizing each gesture class. Mel-spectrograms of size 100 by 65 pixels were generated, corresponding to a 0.75 second long rolling “processing window”.

2.3 System Design and Training

The CNN consists of two convolutional layers each composed of a number of 3x3 kernels followed by two fully connected layers with 100 hidden units. 2x2 max pooling was used after each of the convolutional layers, and ReLU activation functions were used throughout. For training, cross entropy loss was minimized via stochastic gradient descent (SGD).
Batch normalization was employed [Ioffe and Szegedy 2015] to aid in training. A softmax function was applied to the output of the CNN to obtain class probabilities. A graphical depiction of the CNN can be seen in Fig. 3.

Other hyperparameters including SGD batch size, learning rate, and the number of 3x3 kernels per convolutional layer were selected via grid search (see Table 4). To train the classifiers, the dataset was split into a training dataset (60%), a validation dataset (15%), and a testing dataset (25%). The training set was used in each grid search iteration to train the model for 50 epochs while the validation dataset was used to select the best model from the grid search procedure. The final accuracies are reported in terms of performance on the separate testing set (per [Goodfellow et al. 2016], [Yaser et al. 2012]).

3 RESULTS

3.1 Baseline Classifiers

To validate the utility of computationally expensive deep learning approaches over simpler machine learning approaches, two baseline classifiers were trained on the dataset.

The first baseline classifier was trained using feature vectors representing signal energy as a function of time similar to [Harrison and Hudson 2008]. Features for this classifier were extracted by summing along the columns of the Mel-frequency spectrograms (Fig 5), resulting in 65-dimensional feature vectors. A Multi-Layer Perceptron (MLP) model was used with 1 hidden layer with ReLU activation functions. 100 neurons were used in the hidden layer, and with the Adam optimizer, the model achieved a test set accuracy of 71.2%. This accuracy is considerably lower than that in [Harrison and Hudson 2008] despite the substantially more complicated MLP model, indicating that time-energy features may not be sufficient in higher noise and more diverse environments for this gesture set.

The second baseline classifier used the same MLP model as the first. The feature vectors in this case represented energy as a function of frequency, similar to [Harrison et al. 2010], [Ono et al. 2013]. Feature vectors were calculated by summing along the rows of the Mel-frequency spectrograms. The 100-dimensional feature vectors yielded a test accuracy of 81.2%. This result indicates that frequency-energy information may be more helpful for gesture classification in higher noise/variance environments.

3.2 CNN Model Results

The overall test set accuracy of the final CNN classifier selected using grid search 95.8%. Several methods were used to validate the performance of the classifier in addition to overall accuracy on the testing dataset. First, the receiver-operating characteristic (ROC) curves were calculated. ROC curves plot the rate of false positives against true positive rates for different “certainty cutoffs” on the model output. In the best case, the ROC curve would pass through the top left corner (Fig. 6), indicating that the model could achieve 100% true positive rate and 0% false positive rate. The area under the ROC curve is the de facto measurement for classifier success in machine learning, and was calculated for each gesture’s classification. An area of 1 represents perfect classification and an area of 0.5 represents random guessing [Fawcett 2006].

The ROC curves show extremely high performance on all classes, with the lowest class being Fingernail Tap and the highest being W-scratch, each with area-under-curve value of 0.9902 and 0.9975 respectively (Fig. 6).

A confusion matrix (Table. 1) was also calculated for the model’s classification performance on the test set. The horizontal labels at the top represent the algorithm’s classification while the vertical labels to the left represent the ground truth class value for each sample in the testing set. The confusion matrix shows that the algorithm most
commonly output the silence class when “uncertain”. The fingernail tap class was most commonly confused for another class.

Table 1. Confusion Matrix for Cropped Test Data

| Class               | Circle Scratch | Fingernail Tap | Fingertip Tap | Silence | Vertical Scratch | W-Scratch |
|---------------------|----------------|----------------|---------------|---------|-----------------|-----------|
| Circle Scratch      | 302            | 0              | 0             | 4       | 2               | 2         |
| Fingernail Tap      | 2              | 292            | 4             | 5       | 1               | 1         |
| Fingertip Tap       | 3              | 5              | 269           | 3       | 0               | 0         |
| Silence             | 6              | 3              | 4             | 300     | 4               | 3         |
| Vertical Scratch    | 2              | 0              | 0             | 3       | 266             | 1         |
| W-Scratch           | 2              | 0              | 0             | 2       | 1               | 265       |

During model testing, certain practical qualitative patterns were observed. In particular, it was observed that the circle scratch class was frequently misclassified as silence.

Confounding examples of this and other classes showed substantial visual similarity to the improper class (Fig. 7). In the case of the circular scratch, misclassified gestures often lasted longer than the total length of the spectrogram frame and therefore appeared similar to steady-state background noise instead of a transient scratch.
Fig. 6: ROC curves for final CNN model on testing dataset.

Fig. 7: Live Demo Perception of Circle Scratch Input - Confused
4 DISCUSSION

The high and consistent accuracy from the CNN model shown in Table 1 and Figure 6 show that deep learning can be used to enhance scratch input to a great extent. Despite environmental noise resulting from the use of non-contact microphones and variation in environment and surface, the proposed system for scratch input yielded 95.8% test set accuracy.

The experiments also raised important questions relating to the practical implementation of such a deep learning scratch input system. Namely, the active time window duration of each segment and the generalizability of the model to a new surface/environment are of interest to characterize the applicability of the findings. Advantages and disadvantages of the deep learning approach as compared to previous works are also of interest.

4.1 Comparison to Prior Work

The use case for the proposed system most closely resembles that of Harrison and Hudson 2008 paper on scratch input [Harrison and Hudson 2008] with key differences in apparatus, feature extraction, and algorithmic complexity.

In large part due to the increased algorithmic complexity and lengthy training procedure, the proposed deep learning system was able to achieve a 95.8% classification accuracy on the 6 gesture types while Harrison and Hudson’s system achieved an 89.5% classification accuracy. The proposed system also achieved this accuracy in spite of additional background noise and variation resulting from the use of miscellaneous phone and tablet microphones rather than the stethoscope apparatus used by Harrison and Hudson. The gestures in the present investigation did not differ in terms of energy profile as cleanly as those of [Harrison and Hudson 2008], and the users did not have the opportunity to practice with the system before recording their data.

This increase in classification accuracy comes at a cost, however. The CNN algorithm and the Mel-spectrogram feature extraction in the proposed system is substantially more computationally expensive. It also lacks the interpretability of Harrison and Hudson’s shallow decision tree algorithm where one could theoretically trace the genesis of a classification error to either a miscount of the energy peaks or an incongruent amplitude variation measurement. As well, the proposed system requires a “silence” class to differentiate null input from other gestures while prior work does not.

It is clear that a deep learning approach to scratch input has the potential to drastically decrease gesture misclassification for scratch input and related interaction modalities, even in noisy and high-variance environments with diverse apparatus. The system increases classification by a roughly 5% from past work, corresponding to a decrease in gesture misclassification from 10.5% ([Harrison and Hudson 2008]) to 4.2%, or a 60% decrease in gesture misclassification.

4.2 Window Sizing Tradeoff

One of the important trade-offs that must be made when used with a spectrogram/convolutional neural network for gesture classification relates to the duration of each gesture recording. In practice, the algorithm has an “active window” of audio that it processes at a given time. This corresponds to the width (i.e. duration) of the spectrogram images used as input for the model. For convolutional neural networks, this size must be constant.

For these tests, the duration of each gesture segment was cropped to the exact same length (0.75 seconds). This places a lower limit on the spacing between two subsequent gestures as well as an upper limit on the length (and amount of information available) on each gesture. It was observed that longer gestures such as W-scratch and circular scratch would at times exceed the duration of the frame, resulting in the problem discussed in subsection Section 3.2.
To investigate the amount of information that is lost by cropping longer gestures, multiple alternatives for gesture spectrogram resizing were tested. The original gesture recordings ranged from 0.75 to 1.5 seconds long, there was an opportunity to experiment with scaling up the shorter segments, scaling down the larger ones, or simply padding all of the gestures to a uniform size with black space, as seen in Figures 8, 9, 10. While these approaches are not feasible in practice, the results aid in understanding information lost or gained because of the “active window” size.

Table 2 lists the highest accuracies achieved the model using different image transformation methods, with the highest accuracy achieved from padding, lowest accuracy from cropping, and scaling (squeeze/stretch) in the middle. This result likely stems from information being lost from cropping the images, distorted from scaling, and mostly retained in padding.

Table 2. Best model accuracies for different image transformations

|                      | Cropped | Padded | Scaled Small | Scaled Large | Scaled Medium |
|----------------------|---------|--------|--------------|--------------|---------------|
| Seed                 | 6       | 6      | 6            | 6            | 6             |
| Learning Rate        | 0.3     | 0.1    | 0.1          | 0.1          | 0.1           |
| Batch Size           | 126     | 48     | 48           | 64           | 48            |
| Kernels              | 26      | 4      | 12           | 12           | 8             |
| Test Accuracy        | 95.80%  | 97.15% | 96.41%       | 96.36%       | 96.07%        |

In the context of user interface and human-computer interaction, small differences in classification accuracy can substantially change the user’s experience. Therefore, meaningful engineering design and research is warranted to determine the optimal window size and gesture set for use in a production system. Investigation on the use of non-windowed machine learning approaches such as recurrent neural networks may also be of value to address these limitations.

4.3 Calibration Requirements

Per Section 2.2, the full 8,640-element dataset was randomly split into testing, training, and validation subsets. Thus, each model was trained and tested on every participant's data. The same background noise and environments were represented in the training, validation, and testing subsets. This likely made classification easier since the model had already "seen" each environment and noise distribution. A production system would not necessarily have this benefit, unless some calibration were used.
To understand the model’s performance in new environments without calibration, the training and testing were re-executed, now split on a subject-by-subject basis. The hyperparameters selected via grid search were re-used for the experiment. The model therefore was not exposed to the particular environment or noise distribution of the subjects in the testing set, emulating a production environment. This resulted in a 76% overall accuracy and the following results (Fig. 11, Table. 3):

![ROC curves of the model](image)

**Fig. 11:** Test set ROC curves for participant-based train/test split model.

**Table 3. Confusion Matrix for Cropped Test Data (From an Unseen Surface)**

|                  | Circle Scratch | Fingernail Tap | Fingertip Tap | Silence | Vertical Scratch | W-Scratch |
|------------------|----------------|----------------|---------------|---------|------------------|-----------|
| Circle Scratch   | 261            | 15             | 10            | 24      | 19               | 35        |
| Fingernail Tap   | 2              | 291            | 31            | 1       | 6                | 5         |
| Fingertip Tap    | 4              | 10             | 325           | 32      | 1                | 0         |
| Silence          | 61             | 8              | 16            | 299     | 18               | 38        |
| Vertical Scratch | 7              | 2              | 1             | 6       | 291              | 10        |
| W-Scratch        | 25             | 34             | 37            | 34      | 25               | 272       |
Since performance is clearly inferior to the initial results, it would be necessary to include this calibration step in a production system to expose the model to the noise distribution and surface characteristics of a new environment. To emulate the training of the initial 95.8% accuracy model, only a few minutes would need to be spent to recording the 6 gestures to augment the training dataset. This is a challenge to consider for this deep learning approach when comparing its overall applicability with previous works.

### 4.4 Future Work

One of the primary areas for further exploration relates to the user experience of a deep learning-based scratch input system. Optimization of “active window” size and gesture duration would have an outsized effect on user experience. Similarly, closer examination of problematic noises (e.g., pen scratches or typing) and associated mitigation methods are of interest. Power efficient implementation of the processing pipeline would also be important for production implementations of deep learning scratch input.

Another topic of interest is the incorporation of top-down approaches similar to those presented in previous work (e.g., the shallow decision tree used in Harrison and Hudson 2008) with the proposed deep learning methods. As mentioned in Section 4.1, the deep learning approach is not without its disadvantages despite its increased classification accuracy. Interpretability, reliability, and energy concerns may be addressed via a hybrid system that incorporates alternative approaches to scratch input.

The calibration process required to use the deep learning scratch input system with high accuracy is worthy of investigation. In particular, the use of transfer learning and data augmentation could aid in further reducing the time taken to calibrate the system. A natural next step for the deep learning system could also involve continuous learning and improvement as the system is used.

As proposed, the system is a discrete input system with a relatively small set of classes. Incorporating one or more spatial dimension into the input signal could enhance the usability. This could potentially be accomplished via multiple microphones or by using a computer vision system to locate the user’s gesture. As again, user experience testing would be paramount in understanding the applicability of this augmentation.

Expanding the types of surfaces upon which the system works would also aid in the creation of more immersive interaction modalities with deep learning scratch input. Initial interest from Mann et al [Mann et al. 2008] originated in part from work in water-based musical instrumentation. Perhaps deep learning scratch input could be applied similarly to other states of matter. Similarly, a deep learning approach to scratch input for musical expression may yield interesting results.

### 5 CONCLUSION

The extent to which deep learning can be used to enhance scratch input was investigated. A convolutional neural network-based system was proposed and tested, achieving a final testing accuracy of 95.8% on a dataset collected from a variety of environments and surfaces using generic smartphones and tablets. These results reduced the gesture misclassification rate by 60% as compared to the previous state-of-the-art [Harrison and Hudson 2008] despite the additional challenge associated with multiple environments and non-contact microphones.

We concluded a high potential for deep learning in the creation of natural user interface (NUI) systems and other rapidly deployable user interfaces that make use of vibrational signals arising from user action (i.e., scratching, tapping, swiping). Home automation, accessibility, and hazardous environment use cases were highlighted, and challenges
associated with the methodology in production were addressed. Next steps include further user testing, transfer learning for calibration, and experimentation with alternative deep learning models.

6 APPENDICES

Table 4. Fixed and variable hyperparameters used in the CNN model

| Fixed Hyperparameters | Variable Hyperparameters (Name + Range) |
|-----------------------|----------------------------------------|
| 2 Convolutional Layers | Input Image Transformation             |
|                       | Crossing/padding/squeezing/stretching   |
| 2 Fully Connected Layers | Batch Size                     |
|                       | [24, 48, 64, 126]                   |
| Batch Normalization   | Number of Kernels in the Convolutional Layers |
|                       | [4, 8, 12, 26]                       |
| Cross Entropy Loss function | Learning Rate                  |
|                       | [0.3, 0.1, 0.01]                     |
| 3x3 Kernel Size       | Seed                                  |
|                       | [6, 42]                               |
| 100 Neurons in the First Fully Connected Layer |                          |
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