Upper bound for the tail functions of the growth rate for supercritical branching processes in random environment
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Abstract. Suppose that \((Z_n)_{n \geq 0}\) is a supercritical branching process in independent and identically distributed random environment. We study the right tail function of the scaled growth rate for \((Z_n)_{n \geq 0}\) and establish an Hoeffding type inequality.
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1 Introduction and setting

The branching process in random environment (BPRE) has become a hot topic since 1970’s. One of the best-known works since then are those developed by Athreya and Karlin in 1971 ([1], [2]), based on the Smith and Wilkinson’s model ([15]) where the random environment process is supposed to be independent and identically distributed (i.i.d.) random variables (r.v.s), they extend their model to more general situations of the random environment like e.g. stationary and metrically transitive random process or Markov chain. They found ‘extinction or explosion result’ for BPRE and delimited complete criteria for certainty or noncertainty of extinction and clarified the three classes: subcritical, critical and supercritical BPRE for the first time. Then Tanny [16] improved the conditions of ‘extinction or explosion result’ and studied the rate of growth of the BPRE especially when the branching process (BP) is supercritical. Later on, based on these results, a series of papers appeared and studied especially BPs in i.i.d. random environment. Their focus are mainly in two directions: one is on the asymptotic of the survival probability for subcritical BPs, the typical papers are [12], [13], [14] and [15]; another one is on the large deviations of supercritical BPs, the typical papers are [15], [16], [14] and [13].

However, so far the Hoeffding type inequalities for BPRE has not been studied yet in the literature. If \((Y_i)_{1 \leq i \leq n}\) is a sequence of centered \((\mathbb{E}(Y_i) = 0)\) r.v.s with finite variance. The Hoeffding type inequalities provide upper bounds for the right tail function of \(\sum_{i=1}^{n} Y_i\). Particularly, if \((Y_i)_{1 \leq i \leq n}\) are independent r.v.s satisfying \(Y_i \leq 1\), the classical Hoeffding inequality, initially developed by Bennett [3] and Hoeffding [10], is in the following form: for any \(t > 0\),

\[
P \left( \sum_{i=1}^{n} Y_i \geq nt \right) \leq \left( \frac{\tau^2}{t + \tau^2} \right)^n e^{nt},
\]
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where $\tau^2 = \frac{1}{n} \sum_{i=1}^{n} \mathbb{E}(Y_i^2)$. More recently, Fan et al. \cite{5} improved the classical upper bound and extended their results to the case when $(\sum_{i=1}^{n} Y_i)_n$ is a supermatingale with differences bounded above.

In this paper, we study the right tail function of the growth rate for supercritical BPs in i.i.d. random environment and give an upper bound, by using the Hoeffding type inequality developed by Fan et al. \cite{5}. The paper is organized as follows. In the rest of this section, the BPs in i.i.d. random environment and the assumptions will be introduced. The main result Theorem 2.4 and its proof are given in Section 2. In Section 3 some examples such as binary branching and binomial branching in i.i.d. random environment will be discussed to show the feasibility.

Consider a branching process (BP), denoted by $(Z_n)_{n\geq 0}$, evolving in i.i.d. random environment $\xi = (\xi_0, \xi_1, \cdots)$ with common distribution $\nu$. The BPs in i.i.d. environment can be defined as follows. For instance, one may also refer to \cite{11} and \cite{8} for the definition. Let $Z_n$ denote the number of individuals at the $n$th generation in a family tree and $Z_n$ satisfies the following recursive form:

$$Z_0 = 1, \quad Z_{n+1} = \sum_{i=1}^{Z_n} N_{n,i}, \text{ for } n \geq 0,$$

where $N_{n,i}$ represents the family size of the $i$th father individual located in the $n$th generation. Given the environment $\xi_n$ in the $n$th generation, $(N_{n,i})_{i \geq 1}$ is a sequence of i.i.d. r.v.s with the conditional probability mass function (p.m.f.) $(p_k(\xi_n))_{k \geq 0}$. Because the one-to-one correspondence between p.m.f. and probability distribution, sometimes people also call $(p_k(\xi_n))_{k \geq 0}$ the (conditional) offspring distribution in the ($n+1$)th generation. Suppose that given the environment sequence $\xi$, every family size $(N_{n,i})_{n \geq 0}$ are conditionally independent from generation to generation. Let

$$m_n := \sum_{k=0}^{+\infty} kp_k(\xi_n), \text{ for } n \geq 0;$$

$$\Pi_n := m_0 \cdots m_{n-1}, \text{ for } n \geq 1 \text{ and } \Pi_0 = 1;$$

$$S_n := \log \Pi_n = \sum_{i=1}^{n} X_i, \text{ for } n \geq 1,$$

where for $i \geq 1$, $X_i := \log m_{i-1}$ is the log-conditional mean of the family size of a father individual located in the ($i-1$)th generation given the environment $\xi_{i-1}$ in that generation. Then we have

$$\log Z_n = S_n + \log W_n,$$

from which it can be seen that $\log Z_n$ is decomposed into two components: $S_n$ and $\log W_n$. It is well known (see also \cite{11} and \cite{8} for instance) that $(S_n)_{n \geq 1}$ is a random walk with i.i.d increments and $(W_n)_{n \geq 1}$ is a non-negative martingale under both quenched and annealed laws.
denoted by $\mathbb{P}_\xi$ and $\mathbb{P}$ respectively, with respect to (w.r.t) the filtration $(\mathcal{F}_n)_{n \geq 1}$, where $\mathcal{F}_n$ is given by

$$\mathcal{F}_n = \sigma(\xi, N_{k,i}, 0 \leq k \leq n - 1, i = 1, 2, \ldots).$$

Moreover,

$$W = \lim_{n \to +\infty} W_n \quad \text{exists} \quad \mathbb{P} - \text{a.s.}$$

and

$$\mathbb{E}(W) \leq 1.$$

Let $\mu = \mathbb{E}(X_1)$ and $\sigma^2 = \text{Var}(X_1)$. Throughout the paper, we will use $\nu(\cdot)$, $\mathbb{E}_\xi$ and $\mathbb{E}$ to present the expectations w.r.t the probability distributions $\nu$, $\mathbb{P}_\xi$ and $\mathbb{P}$ respectively. We denote by $C$ an absolute constant whose value may differ from line to line. And we assume the following basic assumptions:

1) $0 < \mu < +\infty$ and $\mathbb{E}|\log(1 - p_0(\xi_0))| < +\infty$,

which implies the population size tends to $+\infty$ with positive probability.

2) $0 < \sigma^2 < +\infty$,

which implies that $\mathbb{P}(Z_1 = 1) = \mathbb{E}(p_1(\xi_0)) < 1$.

3) $\mathbb{E}\left(\frac{Z_1 \log^+ Z_1}{m_0}\right) < +\infty,$

which is a necessary and sufficient condition (by Theorem 2 in [16]) to imply that $W_n \to W$ in $L^1$, as $n \to +\infty$; and

$$\mathbb{P}(W > 0) = \mathbb{P}(Z_n \to +\infty) = \lim_{n \to +\infty} \mathbb{P}(Z_n > 0) > 0.$$

We need the following two more hypothesis:

**H1)** Suppose $\exists M > 0, \text{ s.t. } \forall i \geq 1,$

$$\frac{X_i - \mu}{M} \leq 1 \quad \text{a.s.}$$

in other words, $X_i$ is almost surely a bounded random variable.

**H2)** There exist $p > 1$ and $q > 2$, s.t.

$$\mathbb{E}\left(\frac{Z_1}{m_0}\right)^p < +\infty \quad \text{and} \quad \mathbb{E}(|\log m_0|^q) < +\infty.$$

For BPs in i.i.d random environment, it is easy to arrange $(p_k(\xi_0))_k$ to satisfy the assumption 1), as long as the conditional offspring distribution is not concentrated on $k = 0, 1$ and its conditional variance exists, for almost all environments $\xi_0$’s in the 0th (initial) generation. In other words, if the conditions below hold, then the assumptions 1) and 2) will be both satisfied.

(C1) $\sum_{k \geq 1} k^2 p_k(\xi_0) < +\infty, \quad \exists k \geq 2, \text{ s.t. } p_k(\xi_0) > 0 \text{ and } m_0 > 1, \nu - \text{a.s.}$

Under (C1), a sufficient condition for the assumption 3) is the following

(C2) $\sum_{k \geq 2} (k \log k) \nu |p_k(\xi_0)| < +\infty,
because $m_0 > 1$, $\nu - a.s.$ and
\[
\mathbb{E}\left[\frac{Z_1 \log Z_1}{m_0}\right] = \sum_{k \geq 2} (k \log k) \nu \left[\frac{p_k(\xi_0)}{m_0}\right] \leq \sum_{k \geq 2} (k \log k) \nu [p_k(\xi_0)].
\]

The assumption H1) can be attained if and only if for any $i \geq 1$,
\[
\sum_{k=0}^{+\infty} k p_k(\xi_{i-1}) \leq C, \quad \nu - a.s.
\]
From above, if (C1) and (C2) hold, then all the assumptions 1) - 3), H1) and H2) will be satisfied. One may find further discussion in Section 3 for two particular examples.

Let
\[
\tilde{Z}_n := \log Z_n - n\mu \sqrt{n}M = \tilde{X}_n + V_n,
\]
where $\tilde{X}_n := \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \left(\frac{X_i - \mu}{M}\right)$ constitutes a centered random walk with i.i.d. increments,
\[
V_m := \log W_m \sqrt{n}M \quad \text{for } 1 \leq m \leq n,
\]
and the last equality above is obtained by \ref{eq:4}. Throughout the paper, we denote by $C$ an absolute constant whose value may differ from line to line.

2 Main results and proofs

We denote by $\mathbb{1}$ the indicator function. Applying the Hoeffding type inequality in Theorem 2.1, \cite{5} to $\tilde{X}_n$, we have

\textbf{Theorem 2.1} (\cite{5}). Under the assumption H1), for any $x \geq 0$ and $n \geq 1$,
\[
\mathbb{P}\left[\sum_{i=1}^{n} \left(\frac{X_i - \mu}{M}\right) \geq x\right] \leq H_n(x, v_n),
\]
where $v_n = \sqrt{\sum_{i=1}^{n} \mathbb{E} \left(\frac{X_i - \mu}{M}\right)^2} = \frac{\sqrt{n\sigma}}{M}$ and $H_n$ is a function defined by
\[
H_n(x, v) := \left[\left(\frac{v^2}{x + v^2}\right)^{x + v^2} \left(\frac{n}{n - x}\right)^{n - x}\right]^{\frac{n}{x + v^2}} \mathbb{1}\{x \leq n\},
\]
for any $x \geq 0$ and $v > 0$.

\textbf{Corollary 2.2}. Under the assumption H1), for any $x \geq 0$,
\[
\mathbb{P}(\tilde{X}_n \geq x) \leq H_n \left(\sqrt{nx}, \frac{\sqrt{n\sigma}}{M}\right).
\]
And we have the following elementary lemma about the function $H_n$ which is useful to prove the main result Theorem 2.4.
Lemma 2.3. For any $x \geq 0$ and $v > 0$, the function $H_n(x, v)$ is non-increasing in $x$.

Proof. By the definition of $H_n$, when $0 \leq x \leq n$,
\[
\log H_n(x, v) = \frac{n}{n + v^2} \left\{ (x + v^2)[2 \log v - \log(x + v^2)] + (n - x)[\log n - \log(n - x)] \right\}.
\]

Taking partial derivative in both sides w.r.t $x$, we can obtain
\[
\frac{\partial}{\partial x} H_n(x, v) = \frac{n}{n + v^2} H_n(x, v) \log \left[ \frac{v^2(n - x)}{n(v^2 + x)} \right] \leq 0,
\]

since for any $0 \leq x \leq n$ and $v > 0$, $H_n(x, v) > 0$ and
\[
0 < \frac{v^2(n - x)}{n(v^2 + x)} \leq \frac{nv^2}{nv^2 + nx} \leq 1.
\]

And from the inequality above, the equality in (2) is attained only when $x = 0$. In the case when $x > n$, we have $H_n(x, v) \equiv 0$. We thus prove the desired result.

We want to find the upper bound for the tail function $P(\tilde{Z}_n \geq x)$. Indeed, we have

Theorem 2.4. Under the assumptions H1) and H2), there exist constants $C > 0$, $\delta \in (0, 1)$ and $x_1 \geq 0$ s.t. for $1 \leq m \leq n$ and $x \in [x_1, +\infty)$,
\[
P\left( \frac{\log Z_n - n\mu}{\sqrt{nM}} \geq x \right) \leq H_n\left( \sqrt{nx}, \sqrt{n\sigma M} \right) + 4H_n\left( \sqrt{n - m} (x - x_1), v_{m,n} \right) + C\delta^m,
\]

where $v_{m,n} = \frac{\sqrt{n - m} \sigma}{M}$.

In particular, if $m = np$ with $p \in (0, 1)$, then
\[
P\left( \frac{\log Z_n - n\mu}{\sqrt{nM}} \geq x \right) \leq H_n\left( \sqrt{nx}, \sqrt{n\sigma M} \right) + 4H_n\left( \sqrt{n - np} (x - x_1), \frac{\sqrt{n - np} \sigma}{M} \right) + C\delta^{np}.
\]

We can replace $\sqrt{n}$ by $n$ in the denominator of the tail functions $P\left( \frac{\log Z_n - n\mu}{\sqrt{nM}} \geq \cdot \right)$ above, on contrary to what is usually done by the others (see \[11\] and \[8\] for instance), subject to the scale level or the subjects of interest.

From the perspective on the rate of convergence in the central limit theorem for log $Z_n$, the Theorem 1.1 in \[8\] about the Berry-Esseen’s bound provides both lower and upper bounds for $|P[ (\log Z_n - n\mu)/\sigma \sqrt{n} - \Phi(x)]|$, where $\Phi$ is the standard normal distribution function. This theorem implies that there exists a constant $\delta_2 \in (0, 1)$, s.t. $\forall x \in [\frac{xn}{M}, +\infty)$,
\[
P\left[ \frac{\log Z_n - n\mu}{\sqrt{nM}} \geq x \right] \leq \overline{F}\left( \frac{Mx}{\sigma} \right) + \frac{C}{n^{\delta_2/2}},
\]

where $\overline{F}(x) := 1 - \Phi(x)$ is the right tail function of the standard normal distribution. In comparison between \[3\] and \[4\], it can be seen that $\delta^{np} = o\left( n^{-\delta_2/2} \right)$, as $n \to +\infty$, given the facts
\( F(x) \leq 1 \) and \( \lim_{n \to +\infty} H_n(x, v) = \left( \frac{v^2}{x + v^2} \right)^{x+v^2} \exp(x) \leq \exp \left[ -\frac{x^2}{2(v^2 + \frac{1}{3} x)} \right] \leq 1, \) for any \( x \geq 0 \) and \( v > 0 \) (see also Remark 2.1 in [5] for the last inequalities). Therefore, our upper bound in (3) is sharper and improves the one implied by Berry-Esseen’s in [3].

The proof of Theorem 2.4 is inspired from that of Theorem 1.1 in [8].

Since for any \( x \geq 0 \) and \( n \geq 1 \),
\[
\mathbb{P}(\tilde{Z}_n \geq x) = \mathbb{P}(\tilde{X}_n \geq x) + \mathbb{P}(\tilde{Z}_n \geq x, \tilde{X}_n < x) - \mathbb{P}(\tilde{Z}_n < x, \tilde{X}_n \geq x).
\]
Therefore,
\[
\mathbb{P}(\tilde{Z}_n \geq x) \leq \mathbb{P}(\tilde{X}_n \geq x) + \left| \mathbb{P}(\tilde{Z}_n \geq x, \tilde{X}_n < x) - \mathbb{P}(\tilde{Z}_n < x, \tilde{X}_n \geq x) \right|.
\]
(5)
So we need to study the joint distribution of \( (\tilde{Z}_n, \tilde{X}_n) \). We have the following lemma.

**Lemma 2.5.** Under assumptions H1) and H2), there exist constants \( C > 0, \delta \in (0, 1) \), and \( x_1 \geq x_0 \), s.t. for \( 1 \leq m \leq n \),

1) \( \mathbb{P}(\tilde{Z}_n < x, \tilde{X}_n \geq x) \leq 2H_{n-m} \left( \sqrt{n-m}(x-x_0), v_{m,n} \right) + C\delta^m, \ \forall x \in [x_0, +\infty), \)

2) \( \mathbb{P}(\tilde{Z}_n \geq x, \tilde{X}_n < x) \leq 2H_{n-m} \left( \sqrt{n-m}(x-x_1), v_{m,n} \right) + C\delta^m, \ \forall x \in [x_1, +\infty). \)

**Proof of Theorem 2.4.** From (5), Corollary 2.2 and Lemma 2.5 we have for \( x \geq x_1 \),
\[
\mathbb{P}(\tilde{Z}_n \geq x) \leq H_n \left( \sqrt{n}x, \frac{\sqrt{n}\sigma}{M} \right) + 2 \left[ H_{n-m} \left( \sqrt{n-m}(x-x_0), v_{m,n} \right) + H_{n-m} \left( \sqrt{n-m}(x-x_1), v_{m,n} \right) \right] + C\delta^m.
\]
By Lemma 2.3 and Remark 2.1 in [5], \( H_n(x, v) \) is \( \downarrow \) in \( x \) and \( \uparrow \) in \( n \), so
\[
\mathbb{P}(\tilde{Z}_n \geq x) \leq H_n \left( \sqrt{n}x, \frac{\sqrt{n}\sigma}{M} \right) + 2 \left[ H_n \left( \sqrt{n-m}(x-x_0), v_{m,n} \right) + H_n \left( \sqrt{n-m}(x-x_1), v_{m,n} \right) \right] + C\delta^m
\]
\[
\leq H_n \left( \sqrt{n}x, \frac{\sqrt{n}\sigma}{M} \right) + 4H_n \left( \sqrt{n-m}(x-x_1), v_{m,n} \right) + C\delta^m.
\]
Letting \( m = n^p \), we can obtain the second inequality in this theorem.

Henceforth our main task is to prove Lemma 2.5. Before proving it, let’s introduce some notations. Set
\[
Y_{m,n} := \frac{1}{\sqrt{n}} \sum_{i=m+1}^{n} \frac{X_i - \mu}{M}, \text{ for } 0 \leq m \leq n - 1;
\]
\[
Y_n := Y_{0,n};
\]
and
\[
D_{m,n} := V_n - V_m, \text{ for } 1 \leq m \leq n - 1.
\]
Then we have

$$\tilde{X}_n = Y_n$$

and

$$\tilde{Z}_n = Y_n + V_n.$$  

**Proof of Lemma 2.5.** Using the notations above, we have

$$P(\tilde{Z}_n < x, \tilde{X}_n \geq x) = P(Y_n + V_n < x, Y_n \geq x)$$

$$\leq P(Y_n + V_m < x + \frac{1}{\sqrt{n}}, Y_n \geq x) + P(|D_{m,n}| > \frac{1}{\sqrt{n}})$$

$$:= I_1 + I_2.$$  

(6)

Since $Y_n = Y_m + Y_{m,n}$,

$$I_1 = P(Y_m + Y_{m,n} + V_m < x + \frac{1}{\sqrt{n}}, Y_m + Y_{m,n} \geq x)$$

$$= \int P(Y_{m,n} + s + t < x + \frac{1}{\sqrt{n}}, Y_{m,n} + s \geq x) \nu_m(ds, dt),$$

where $\nu_m(ds, dt)$ is the joint distribution of $(Y_m, V_m)$. By conditioning on $(Y_m, V_m)$ and the independence between $Y_{m,n}$ and $(Y_m, V_m)$, for $0 \leq m \leq n - 1$, the equality above becomes

$$I_1 = \int \mathbb{1}_{\{t \leq \frac{1}{\sqrt{n}}\}} \left[ P(Y_{m,n} \geq x - s) - P(Y_{m,n} \geq x - s - t + \frac{1}{\sqrt{n}}) \right] \nu_m(ds, dt).$$  

(7)

By the identical distribution of the random environment, $Y_{m,n}$ follows the same distribution as $Y_{n-m}$, for $0 \leq m \leq n - 1$. Moreover, by the assumption H1), we have

$$Y_{n-m} \leq \sqrt{\frac{n-m}{n}} \ a.s.$$  

Therefore, we can replace $Y_{m,n}$ in (7) by $Y_{n-m}$ to obtain

$$I_1 = \int \mathbb{1}_{\{t \leq \frac{1}{\sqrt{n}}\}} \left[ P(Y_{n-m} \geq x - s) - P(Y_{n-m} \geq x - s - t + \frac{1}{\sqrt{n}}) \right] \nu_m(ds, dt).$$

Applying Theorem 2.4 to $Y_{n-m}$, we have for $x \in [x_0, +\infty)$, with $x_0 := \max(s, t + s - \frac{1}{\sqrt{n}})$,

$$P(Y_{n-m} \geq x - s) \leq H_{n-m} \left( \sqrt{n-m} (x-s), \frac{\sqrt{n-m} \sigma}{M} \right)$$

and

$$P(Y_{n-m} \geq x - s - t + \frac{1}{\sqrt{n}}) \leq H_{n-m} \left( \sqrt{n-m} (x-s - t + \frac{1}{\sqrt{n}}), \frac{\sqrt{n-m} \sigma}{M} \right).$$

By Lemma 2.3 and Remark 2.1 in [5], $H_n(x, v)$ is ↓ in $x$ and ↑ in $n$, we thus have

$$P(\tilde{Z}_n < x, \tilde{X}_n \geq x) \leq 2H_{n-m} \left( \sqrt{n-m} (x-x_0), \frac{\sqrt{n-m} \sigma}{M} \right) + I_2$$

$$\leq 2H_n \left( \sqrt{n-m} (x-x_0), \frac{\sqrt{n-m} \sigma}{M} \right) + I_2.$$  
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The next step is to find an upper bound for $I_2$. By Markov’s inequality,

$$I_2 = P(|V_n - V_m| > \frac{1}{\sqrt{n}}) = P\left(\frac{1}{M} |\log W_n - \log W_m| > 1\right) \leq \frac{1}{M} E |\log W_n - \log W_m|.$$ 

We need the following Lemma.

**Lemma 2.6** ([8]). Under assumption H2), there exist constants $c > 0$ and $\delta \in (0, 1)$, s.t. for $n \geq 0$,

$$E |\log W_{n+1} - \log W_n| \leq c \delta^n.$$

Using Lemma above, we obtain that there exist constants $\delta \in (0, 1)$ and $c > 0$, s.t. for $0 \leq m \leq n - 1$,

$$E |\log W_n - \log W_m| = \sum_{k=m}^{n-1} E |\log W_{k+1} - \log W_k|$$

$$\leq c \sum_{k=m}^{n-1} \delta^k = \frac{c \delta^m (1 - \delta^{n-m})}{1 - \delta} \leq c' \delta^m,$$

where $c' = \frac{c}{1-\delta}$. The first inequality in Lemma 2.5 is therefore proven with $C = \frac{c'}{M}$. The second one can be proven similarly, with $x_1 := \max(s, t + s + \frac{1}{\sqrt{n}}) \geq x_0$. 

\[\square\]

3 Examples

3.1 Binary branching

A typical example is the binary BP in i.i.d random environment $\bar{\xi}$ with common distribution supported in a finite set. Consider $\nu = \{\nu_k\}_{1 \leq k \leq k_0}$ be a probability distribution with support in the finite set $\{a_1, \ldots, a_{k_0}\} \in (0, 1)^{k_0}$, where $\nu_k$ is the mass on $a_k$ for each $k$. Suppose the random environment of the $(n + 1)$th generation $\xi_n$ depends solely on one single random parameter $P_n \in (0, 1)$, the success rate of a Bernoulli trial, so that we can denote the entire random environment process by $\bar{\xi} = (P_0, P_1, \cdots)$. Suppose $\{P_0, P_1, \cdots\}$ is a sequence of i.i.d r.v.s following the common probability distribution $\nu$. Given the environment, the offspring distribution in each family is Bernoulli. More precisely, given $\bar{\xi}$, the conditional p.m.f. of the family size $N_{k,i}$ is given by

$$\mathbb{P}(N_{k,i} = 1) = P_k, \quad \text{and} \quad \mathbb{P}(N_{k,i} = 2) = 1 - P_k,$$

for any $k \geq 0$ and $i \geq 1$, that is, every family size is either 1 or 2.

Since

$$m_0 = \mathbb{E}(N_{0,1}|P_0) = 1 \times P_0 + 2 \times (1 - P_0) = 2 - P_0 > 1, \quad \nu - a.s.$$ 

and $p_0(\xi_0) = 0$, we have

$$0 < \mu = \nu[\log(2 - P_0)] < +\infty,$$

$$\mathbb{E}[\log(1 - p_0(\xi_0))] = 0,$$
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\[
\mathbb{E} \left( \frac{Z_1 \log^+ Z_1}{m_0} \right) = \nu \left[ \mathbb{E}_{\xi_0} \left( \frac{Z_1 \log^+ Z_1}{m_0} \right) \right] = 2(\log 2) \nu \left[ \frac{1 - P_0}{2 - P_0} \right] < 2(\log 2) \nu (1 - P_0) < 2 \log 2,
\]
for any \( i \geq 1 \), \( X_i = \log (2 - P_{i-1}) < \log 2 \), \( \nu \) - a.s.,
\[
\mathbb{E} \left( \frac{Z_1}{m_0} \right)^p = \nu \left[ \mathbb{E}_{\xi_0} \left( \frac{Z_1}{m_0} \right)^p \right] = 2^p + (1 - 2^p) \nu (P_0) < 1, \quad \text{for } p > 1
\]
and
\[
\mathbb{E} | \log m_0|^q = \nu | \log (2 - P_0)|^q < (\log 2)^q, \quad \text{for } q > 2.
\]
So the assumptions 1) - 3), H1) and H2) are all fulfilled.

### 3.2 Binomial branching

Consider a BP living in the same kind of random environment as in the example above, with a Binomial(\( N, P \)) offspring distribution in the \((i + 1)\)th generation, where \( P \) is a r.v. parameter and \( N > 1 \) be a given determinist number s.t. \( N \cdot \min\{a_1, \cdots, a_k\} > 1 \). Similar to the example above, let \( \xi = (P_0, P_1, \cdots) \) be the random environment depending sorely on the i.i.d random parameters \((P_i)_{i \geq 0} \in (0, 1)^\mathbb{N})\). Given \( \xi \), the conditional p.m.f. of the family size \( N_{k,i} \) is given by
\[
\mathbb{P}_\xi(N_{k,i} = j) = \binom{N}{j} P_k^j (1 - P_k)^{N - j},
\]
for any \( 0 \leq j \leq N, k \geq 0 \) and \( i \geq 1 \). Then in this case, \( m_0 = NP_0 > 1 \) \( \nu \) - a.s. and we can verify that all the assumptions 1) - 3), H1) and H2) are fulfilled. Indeed, since the environment distribution \( \nu \) is with support in a finite set, it is evident that all the summations in the expectation w.r.t \( \nu \) below are finite summations of bounded terms and more precisely,
\[
0 < \mu = \log N + \nu (\log P_0) < \log N,
\]
\[
\mathbb{E} | \log (1 - \rho_0(\xi_0))| = \nu | \log [1 - (1 - P_0)^N]| < +\infty,
\]
\[
0 < \sigma^2 = \nu | \log P_0 - \nu (\log P_0)|^2 < +\infty,
\]
\[
\mathbb{E} \left( \frac{Z_1 \log^+ Z_1}{m_0} \right) = N^{-1} \sum_{k=2}^{N} (k \log k) \binom{N}{k} \nu \left[ P_0^{k-1} (1 - P_0)^{N-k} \right] < +\infty,
\]
\( \forall i \geq 1 \), \( X_i = \log N + \log P_{i-1} < \log N \), \( \nu \) - a.s.,
\[
\mathbb{E} \left( \frac{Z_1}{m_0} \right)^p = N^{-p} \sum_{k=0}^{N} k^p \binom{N}{k} \nu \left[ P_0^{k-p} (1 - P_0)^{N-k} \right] < +\infty, \quad \text{for } p > 1
\]
and
\[
\mathbb{E} | \log m_0|^q = \nu | \log N + \log P_0|^q < +\infty, \quad \text{for } q > 2.
\]
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