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Abstract. A sequence \((x_n)_{n=1}^\infty\) on the torus \(T\) exhibits Poissonian pair correlation if for all \(s \geq 0\),
\[
\lim_{N \to \infty} \frac{1}{N} \# \left\{ 1 \leq m \neq n \leq N : |x_m - x_n| \leq \frac{s}{N} \right\} = 2s.
\]
It is known that this condition implies equidistribution of \((x_n)\). We generalize this result to \(4\)-fold differences: if for all \(s > 0\) we have
\[
\lim_{N \to \infty} \frac{1}{N^2} \# \left\{ 1 \leq m, n, k, l \leq N : |x_m + x_n - x_k - x_l| \leq \frac{s}{N^2} \right\} = 2s
\]
then \((x_n)_{n=1}^\infty\) is equidistributed. This notion generalizes to higher orders, and for any \(k\) we show that a sequence exhibiting \(2k\)-fold Poissonian correlation is equidistributed. In the course of this investigation we obtain a discrepancy bound for a sequence in terms of its closeness to \(2k\)-fold Poissonian correlation. This result refines earlier bounds of Grepstad & Larcher and Steinerberger in the case of pair correlation, and resolves an open question of Steinerberger.

1. Introduction

Let \((x_n)_{n=1}^\infty\) be a sequence on \(T\). If each \(x_n\) is drawn independently and uniformly at random from \(T\), then for all \(s \geq 0\)
\[
\lim_{N \to \infty} \frac{1}{N} \# \left\{ 1 \leq m \neq n \leq N : |x_m - x_n| \leq \frac{s}{N} \right\} = 2s \quad \text{almost surely.}
\]
This property is called Poissonian pair correlation, and has been studied intensely in recent years; for example by Heath-Brown [10], Aistleitner, Larcher, & Lewko [2], Steinerberger [16, 15], and Marklof [12]. A sequence exhibits Poissonian pair correlation if the pairwise differences behave similarly at small scales to those of a Poissonian random variable. In general, studying the pairwise differences of a sequence is very difficult. For example, Weyl proved that for \(\alpha\) an irrational number, the sequence \((\{\alpha n^2\})_{n=1}^\infty\) is equidistributed on \(T\). The pair correlation of such sequences is related to the spacings between eigenvalues of certain Hamiltonian matrices; motivated by this connection to physics, mathematicians asked if sequences of the form \((\{\alpha n^d\})_{n=1}^\infty\) exhibit Poissonian pair correlation. This problem inspired much work, for instance, by Boca & Zaharescu [3], El-Baz, Marklof & Vinogradov [6], Heath-Brown [10], Nair & Pollicott [13], Rudnick, Sarnak, & Zaharescu [14], Aistleitner, Larcher, & Lewko [2], Walker [19], Steinerberger [16 15], and Marklof [12] among others. Despite intense study of pairwise differences for sequences on \(T\),
it was only proven very recently that Poissonian pair correlation implies equidistribution. Aistleitner, Lachmann & Pausinger [1] and Grepstad & Larcher [9] proved this result independently in 2017.

**Theorem 1** (Aistleitner, Lachmann & Pausinger, Grepstad & Larcher). If a sequence \((x_n)\) exhibits Poissonian pair correlation, it is equidistributed.

Theorem [1] can be interpreted as a difference theorem at scale: if the differences \(x_n - x_m\) of a sequence behave like a Poissonian random variable at small scales, then the sequence itself is equidistributed. A global version of this result has been known for some time; Weyl [20] proved that the sequence of differences \(x_n - x_m\) is equidistributed on \(\mathbb{T}\) if and only if the sequence \((x_n)\) is equidistributed. This result comes with explicit discrepancy bounds.

**Theorem 2** (Cassels [4], 1953). Let \(x_1, \ldots, x_N\) be a finite sequence and \((y_n)_{n=1}^N\) be the sequence consisting of pairwise differences \((x_m - x_n)_{1 \leq m \neq n \leq N}\). Let \(D\) be the discrepancy of \((x_1, \ldots, x_N)\) and \(F\) the discrepancy of \((y_1, \ldots, y_{N^2})\). Then
\[
D \leq c \sqrt{F}(1 + |\log F|).
\]

Earlier results of this kind were given by Vinogradoff [21], van der Corput & Pisot [18], and Koksma [11]. Given a sequence \((x_n)\), we may apply Weyl’s difference theorem twice. Taking the difference sequence of the difference sequence, we see that \((x_n)\) is equidistributed if and only if the sequence of four-fold differences \((x_m + x_n - x_k - x_l)\) is equidistributed. By analogy with Theorem [1] we show that if the four fold differences \((x_m + x_n - x_k - x_l)\) behave like a Poissonian random variable at small scales, then the sequence is equidistributed. We also generalize to higher order differences: if sums of the form \((x_{a_1} + \cdots + x_{a_k}) - (x_{b_1} + \cdots + x_{b_k})\) behave like a Poissonian random variable at small scales, then the sequence is equidistributed. In the proof of this result we derive an estimate on the Weyl sums, which we use to obtain an explicit discrepancy bound on the original sequence. This bound turns out to be quite strong: it refines earlier results of Grepstad & Larcher [9] and Steinerberger [14], and allows us to resolve an open problem of Steinerberger regarding pair correlation and discrepancy.

## 2. Results

### 2.1. Introduction

Let \((x_n)_{n=1}^\infty\) a sequence. If for all \(s > 0\) we have
\[
\lim_{N \to \infty} \frac{1}{N^2} \sum_{1 \leq m, n, k, l \leq N} \left\{ \begin{array}{l}
1 \leq a_j, b_j \leq N \\
\{a_j\} \neq \{b_j\}
\end{array} \right\} : \left| \sum_{j=1}^k x_{a_j} - \sum_{j=1}^k x_{b_j} - x_m + x_n \right| \leq \frac{s}{N^2}
\]
then \((x_n)\) is equidistributed. We call this condition **four-fold Poissonian correlation**, and we can generalize to any even numbers of variables.

**Definition.** A sequence \((x_n)_{n=1}^\infty\) has **Poissonian correlation of 2k-fold differences** if for all \(s \geq 0\),
\[
\lim_{N \to \infty} \frac{1}{N^k} \sum_{1 \leq a_j, b_j \leq N} \left\{ \begin{array}{l}
1 \leq a_j, b_j \leq N \\
\{a_j\} \neq \{b_j\}
\end{array} \right\} : \left| \sum_{j=1}^k x_{a_j} - \sum_{j=1}^k x_{b_j} \right| \leq \frac{s}{N^k}
\]
\[
= 2s.
\]

It is worth mentioning that the notion of 2k-fold correlation is different from the notion of **local m-level correlation**, which is common in the literature (see e.g. [14]). The notion of local m-level correlations is a straightforward generalization of Poissonian pair correlation to several points; just like Poissonian pair correlation it
only detects points very close to each other, and it takes place at scale $1/N$. On the other hand, $2k$-fold correlations are a global phenomenon, and take place at scale $1/N^k$. Our intuition is that higher order correlation is in some sense a weaker property than pair correlation, because taking higher order differences destroys more and more information from the original sequence.

2.2. Examples. We provide examples showing that the notions of Poissonian pair correlation and $2k$-fold Poissonian correlation are distinct. See §5 for details and more examples.

2.2.1. Pair correlation does not imply four-fold correlation. Consider the sequence $(x_1, -x_1, x_2, -x_2, \ldots)$ where each $x_n$ is chosen uniformly and independently at random on $\mathbb{T}$. This sequence will have Poissonian pair correlation because local spacings behave randomly, but it will not have four-fold correlation, because there will be approximately $N^2$ sums of the form

$$x_m + (-x_m) - x_n - (-x_n) = 0.$$ 

This example illustrates that Poissonian pair correlation is a local property, whereas four-fold correlation is a global property. See §5 Example 1 for more details, and Example 2 for a sequence of the form $(\{n_\alpha\})_{\alpha=1}^\infty$ that exhibits Poissonian pair correlation but not four-fold correlation.

2.2.2. Four-fold correlation does not imply Pair correlation. Let

$$(y_n) = (x_1 + p_1, x_1 + p_2, x_2, x_2 + p_3, x_2 + p_4, \ldots)$$

be a sequence with each $x_n$ chosen uniformly and independently at random on $\mathbb{T}$, and $p_n$ a perturbation chosen uniformly and independently at random in the range $[-n^{-3/2}, n^{-3/2}]$. The sequence $(y_n)$ does not have Poissonian pair correlation because $y_{2n} - y_{2n+1}$ is at scale $n^{-3/2}$, so for large enough $n$, $|y_{2n} - y_{2n+1}| < s/n$. On the other hand $(y_n)$ does have four-fold correlation because the perturbations $p_n$ are at scale $n^{-3/2}$, and the notion of four-fold correlation only detects perturbations at scale $n^{-2}$. This example exploits the difference in scaling regimes between pair correlation and four-fold correlation. Later on we will introduce a variation of four-fold correlation that takes place at the same scaling regime as Poissonian pair correlation—see §5 Example 3 for details, and Example 4 for a comparison of the two concepts at the same scaling regime.

2.3. Poissonian Correlation of $2k$-fold Differences implies Equidistribution. We show an analogue of Theorem 1 for higher order differences.

**Theorem 3.** If a sequence $(x_n)$ exhibits Poissonian correlation of $2k$-fold differences, then $(x_n)$ is equidistributed.

In the case of $k = 1$, this reduces to Theorem which was proved independently by Aistleitner, Lachmann & Pausinger and Grepstad & Larcher. Our proof generalizes Steinerberger’s proof of Theorem in ; in the proof we derive a strong condition on the Weyl sums of the sequence, which is analogous to Steinerberger’s estimate in the $k = 1$ case. If a sequence $(x_n)$ exhibits Poissonian correlation of $2k$-fold differences, then

$$\limsup_{N \to \infty} \frac{N/(4t)}{N} \left| \frac{1}{N} \sum_{j=1}^{N} e^{2\pi i m x_j} \right|^{2k} \leq \frac{k!}{t} \quad \text{for all } t > 0.$$
This equation can be used to obtain discrepancy bounds for the original sequence. Notice that as \( k \) increases, this condition becomes weaker: because we are taking a higher power, the Weyl sums can be larger. This fact agrees with our intuition that Pair correlation is a stronger condition than higher order correlation, because as we take higher order differences, we destroy more information. It is worth mentioning that although we do not analyze the higher dimensional case in this paper, an analogous version of Theorem 3 should go through for sequences in \( \mathbb{T}^m \) with the Euclidean norm. Indeed, our proof is based on Steinerberger’s proof of Theorem 1, and Steinerberger’s proof was developed to generalize Theorem 1 to higher dimensions.

2.4. Weak Poissonian correlation. In addition to Poissonian correlation of \( 2 \)-fold differences, we consider a continuous family of similar conditions at various scaling regimes. For any \( \alpha \geq 0 \), we say that a sequence exhibits \( 2 \)-fold Poissonian correlation at rate \( \alpha \) if for all \( s > 0 \),

\[
\lim_{N \to \infty} \frac{1}{N^{2k-\alpha}} \sum_{1 \leq a_j, b_j \leq N, \{a_j\} \neq \{b_j\}} \left\| \sum_{j=1}^{k} x_{a_j} - \sum_{j=1}^{k} x_{b_j} \right\| \leq \frac{s}{N^\alpha} = 2s.
\]

The interesting range of \( \alpha \) to consider is \( 0 \leq \alpha \leq k \), as for \( \alpha > k \) the scaling is too small. This notion was first introduced by Nair and Pollicott in the context of pair correlation [13], and Steinerberger proved Poissonian pair correlation at rate \( \alpha \) for any \( 0 < \alpha < 1 \) is sufficient to conclude equidistribution [17]. We generalize his result to higher order differences.

**Theorem 4.** If a sequence \( (x_n) \) exhibits Poissonian correlation of \( 2 \)-fold differences at rate \( \alpha \) for some \( 0 \leq \alpha \leq k \), then \( (x_n) \) is equidistributed.

Notice that the \( \alpha = 0, k = 1 \) case of this theorem reduces to Weyl’s result that if a difference sequence \((x_n - x_m)\) is equidistributed, the original sequence \((x_n)\) is equidistributed as well. The \( \alpha = k \) case recovers Theorem 3. Choices \( 0 < \alpha < k \) interpolate between the global differences of Weyl’s theorem and the critical scaling regime of Poissonian correlation; the case \( \alpha = 1 \) may be of particular interest.

**Corollary 5.** Let \( (x_n) \) be a sequence. If for some \( k > 0 \) we have

\[
\lim_{N \to \infty} \frac{1}{N^{2k-1}} \sum_{1 \leq a_j, b_j \leq N, \{a_j\} \neq \{b_j\}} \left\| \sum_{j=1}^{k} x_{a_j} - \sum_{j=1}^{k} x_{b_j} \right\| \leq \frac{s}{N} = 2s \quad \text{for all } s > 0,
\]

then \( (x_n) \) is equidistributed.

This corollary allows us to compare Poissonian pair correlation and \( 2 \)-fold Poissonian correlation at the same scaling regime. In Example 1 we show that the sequence \((x_1, x_1, x_2, x_2, \ldots)\) with \( x_n \) chosen uniformly and independently on \( \mathbb{T} \) has four-fold Poissonian correlation at rate \( \alpha = 1 \), but not Poissonian pair correlation.

2.5. Discrepancy bounds from the exponential sum estimate.

2.5.1. Introduction. In our proof of Theorem 3 we derive inequality (2), yielding a strong estimate on the Weyl sums for the sequence. We can use the Erdős-Turán inequality to obtain discrepancy estimates from (2). For \( (x_n) \) a sequence on \( \mathbb{T} \), we
let \( \mu_N = \frac{1}{N}(\delta_{x_1} + \cdots + \delta_{x_N}) \) be the normalized counting measure for the first \( N \) points. The discrepancy of the sequence is then

\[
D_N = \sup_{A \subseteq \mathbb{T}} \left| \frac{1}{N} \# \{1 \leq n \leq N : x_n \in A\} - |A| \right| = \sup_{A \subseteq \mathbb{T}} |\mu_N(A) - |A||.
\]

The classical Erdős-Turán inequality \(^7, \, 8\) says that for any probability measure \( \mu \) on the circle \( \mathbb{T} \),

\[
\sup_{A \subseteq \mathbb{T}} |\mu(A) - |A|| \leq C \left( \frac{1}{M} + \sum_{m=1}^{M} |\hat{\mu}(m)| \right)
\]

for all \( M > 0 \) where \( C \) is a universal constant. Taking \( \mu = \mu_N \) above, we obtain

\[
D_N \lesssim \frac{1}{M} + \sum_{m=1}^{M} \frac{1}{m} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right| \quad \text{for all } M > 0
\]

where the notation \( \lesssim \) suppresses the constant \( C \). Using this estimate, we obtain

\[
D_N \lesssim \frac{T}{N^k} + k \left( \frac{\sqrt{N^k/(4T)}}{T} \right)^{2k} \quad \text{for all } T, N > 0
\]

for all \( T, N > 0 \). We now have a bound for the discrepancy of a sequence in terms of the exponential sum estimate arising in our result \(^2\). However, we have no a priori information on the quantitative rate at which these exponential sums converge for large \( N \). The following definition describes the rate at which a sequence achieves Poissonian correlation, and allows us to obtain an explicit discrepancy bound from Equation \(^4\).

2.5.2. Explicit discrepancy bounds.

Definition. For \((x_n)\) a sequence on \( \mathbb{T} \), let the Poissonian pair discrepancy be

\[
D_{T,N} = \max_{s \in \{1, \ldots, T\}} \left( \frac{1}{N} \# \{1 \leq m \neq n \leq k : |x_m - x_n| < s/N - 2s \} \right)
\]

and more generally, for any \( k > 0 \) we let the \( 2k \)-fold correlation discrepancy be

\[
D_{T,N}^{(2k)} = \max_{s \in \{1, \ldots, T\}} \left( \frac{1}{N^k} \# \left\{ \frac{1}{N^k} \# \{1 \leq a_1, b_2 \leq N : (a_j) \neq (b_j) \} : \sum_{j=1}^{k} x_{a_j} - \sum_{j=1}^{k} x_{b_j} \right| < \frac{s}{N^k} \right) - 2s \right).
\]

The correlation discrepancy measures quantitatively how quickly a sequence achieves Poissonian correlation. Notice that instead of taking an absolute difference from \( 2s \), we just take a difference. This is because in our bounds we only need to ensure quantities such as \( \frac{1}{N} \# \{1 \leq m \neq n \leq k : |x_m - x_n| < s/N \} \) are not too large, we do not need to ensure they are actually close to the expected value for a random sequence. Grepsad & Larcher \(^9\) discuss a notion similar to Poissonian pair discrepancy, but slightly different; we compare our notion to theirs in \(^4.2\). We can relate the correlation discrepancy to the sequence discrepancy.

Theorem 6. For any sequence \((x_n)_{n=1}^{\infty}\), we have

\[
D_N \lesssim \frac{T}{N^k} + k \left( \frac{k! \cdot D_{T,N}^{(2k)}}{T} \right)^{\frac{1}{k}}
\]
This explicit result shows that in the assumptions of Theorem 3, we only need to assume Poissonian correlation (1) at integer values of $s$, not for all $s > 0$. We can also generalize Theorem 6 to deal with weak correlation. For any $0 \leq \alpha \leq k$, if

$$
\max_{0 < s < T} \frac{1}{N^{2k-\alpha}} \# \left\{ 1 \leq a_j, b_j \leq N \mid \{a_j\} \neq \{b_j\}, \sum_{j=1}^{k} x_{a_j} - \sum_{j=1}^{k} x_{b_j} \leq \frac{s}{N^{\alpha}} \right\} \leq 2s + F
$$

then

$$
D_N \lesssim T^{-\alpha} + k \left( \frac{k!}{TN^{k-\alpha}} + \frac{F}{T} \right)^{\frac{1}{\pi}}.
$$

Consider the case $k = 1$, $\alpha = 0$; then $F$ is the discrepancy of the first $N^2 - N$ terms of the difference sequence $(x_m - x_n)_{1 \leq m \neq n \leq N}$, and we have

$$
D_N \lesssim T + \frac{1}{\sqrt{T}} \left( \frac{1}{N^2} + F \right)^{1/2}.
$$

Because $F \geq 1/N^2$ this equation becomes $D_N \lesssim T + \sqrt{F/T}$. Optimizing for $T$ we obtain $D_N \lesssim F^{1/3}$, which is a quantitatively worse version of Theorem 2. Indeed, this is Vinogradoff’s bound [21] for the same problem from 1926, which Cassels gave a simplified proof of [5]. Our proof seems to be different from both of theirs.

2.5.3. Comparison to other discrepancy bounds. We can phrase Theorem 6 differently so as to more closely resemble similar inequalities in other papers. Suppose

$$
\frac{1}{N^{k}} \# \left\{ 1 \leq a_j, b_j \leq N \mid (a_j) \neq (b_j), \sum_{j=1}^{k} x_{a_j} - \sum_{j=1}^{k} x_{b_j} \leq \frac{s}{N^{k}} \right\} \leq (1 + \delta)2s
$$

for $s \in \{1, \ldots, T\}$. Then $\frac{D_{x,N}}{T,N} \leq \delta$, so by Theorem 6

$$
D_N \lesssim T^{-\alpha} + k^{3/2}T^{-\frac{1}{\pi}} + \delta^{\frac{1}{\pi}}
$$

using $(a + b)^{\frac{1}{\pi}} \leq a^{\frac{1}{\pi}} + b^{\frac{1}{\pi}}$ for $k \geq 1$. The case $k = 1$ of pair correlation yields

$$
D_N \lesssim T^{-\alpha} + \frac{1}{\sqrt{T}} + \sqrt{\delta}
$$

This form of the equation highlights that $\frac{D_{x,N}}{T,N}$ is a more fundamental quantity than $D_{T,N}$, and it is interesting to consider for fixed $\delta$ how our bound changes with $T$ and $N$. In the regime $\min \left( \frac{1}{2}N^{2/5}, \frac{1}{8} \right) \leq T \leq N^{2/5}$ we take $T^2$ in (8) to obtain

$$
D_N \lesssim N^{-1/5} + \sqrt{\delta}
$$

which is Grepstad & Larcher’s discrepancy bound in [9]. Their result has the advantage of being completely explicit in the constants. In the regime $T = 1/\delta$ we have

$$
D_N \lesssim \frac{1}{N\delta} + \sqrt{\delta}
$$

which refines Steinerberger’s Theorem 1 in [15]. We can use (8) to answer Open Problem 1 from the same paper. Both Steinerberger’s bound and Grepstad & Larcher’s bound only work for $T$ larger than some minimal value determined by $\delta$; motivated by this fact, Steinerberger asks for the minimal range $0 < s < T$ in which one needs to have control over the correlation discrepancy in order to control
the sequence discrepancy. The answer is that there is no minimum range $T$; one immediately starts getting global regularity statements for any $T > 0$, all the way up to an optimal bound of $\sqrt{\delta}$ which is achieved for $T > 1/\delta$.

2.5.4. Discrepancy bounds obtained for a random sequence. As an example of the discrepancy bound in Theorem 6 we consider a sequence $(x_n)$ chosen uniformly and independently at random on $T$. Up to logarithmic factors we have $D_{T,N}^{(2k)} \approx T/N^k$, and this estimate yields

$$D_N \lesssim k^{3/2}N^{-\frac{2}{\pi^2+k}}$$

via Theorem 6. Interestingly, this bound improves as $k$ increases. Up to logarithmic factors the discrepancy of a random sequence is $D_N \approx 1/\sqrt{N}$; so (9) says that a sequence exhibiting Poissonian correlation of $2k$-fold differences for all $k$, and having correlation discrepancy comparable to a random sequence for all $k$, must have discrepancy close to that of a random sequence.

3. Proof of results

3.1. Proof of Theorem 3. We first prove that a sequence having Poissonian correlation of four-fold differences is equidistributed, and then generalize to $2k$-fold differences. Before diving into the proof, we state a property equivalent to Poissonian correlation of $2k$-fold differences which we will use in our proof.

**Lemma 1.** A sequence $(x_n)$ exhibits Poissonian correlation of $2k$-fold differences if and only if for all $f : \mathbb{R} \to \mathbb{R}$ piecewise $C^1$, compactly supported, and even we have

$$\lim_{N \to \infty} \frac{1}{N^k} \sum_{1 \leq a_i, b_j \leq N, \{a_1, \ldots, a_k\} \neq \{b_1, \ldots, b_k\}} F_N \left( \sum_{j=1}^{k} x_{a_j} - \sum_{j=1}^{k} x_{b_j} \right) = \int_{-\infty}^{\infty} f(x) \, dx$$

where

$$F_N(x) = \sum_{m \in \mathbb{Z}} f(N^k(x + m)).$$

In addition, if $f$ is supported on $[-t, t]$, then we only need Poissonian correlation (7) to hold for all $0 < s < t$ in order for (10) to hold.

The proof of this Lemma is standard, and in the case $k = 1$ this is sometimes taken as the definition of Poissonian pair correlation. In particular, if $f = \chi_{[-s,s]}$, then Equation (10) is the same as Equation (11) in the definition of $2k$-fold correlation.

3.1.1. Proof that four-fold Poissonian correlation implies equidistribution.

**Proof.** We follow along similar lines to Steinerberger’s proof of Theorem 1 in [16]. For now, let $f$ be an arbitrary even, piecewise $C^1$ function compactly supported on
with \( \int_{-t}^{t} f(x)dx = 1 \). Let

\[
A^{(N)}(f) = \frac{1}{N^k} \sum_{1 \leq m,n,k,l \leq N} F_N(x_m + x_n - x_k - x_l),
\]

\[
R^{(N)}(f) = \frac{1}{N^k} \sum_{1 \leq m,n,k,l \leq N} F_N(x_m + x_n - x_k - x_l),
\]

We have

\[(11) \quad A^{(N)}(f) = \frac{Cf(0)}{N^k} + R^{(N)}(f)\]

where \( C = \#\{1 \leq m,n,k,l \leq N : \{m,n\} = \{k,l\} \} \). Notice \( C \leq 2N^2 \). We can compute the quantity \( A^{(N)}(f) \) in another way using Fourier series. We have

\[
\hat{F}_N(m) = \int_{T} F_N(x)e^{-2\pi imx}dx
\]

\[
= \int_{T} \sum_{c \in \mathbb{Z}} f(N^2(x + c))e^{-2\pi imx}dx
\]

\[
= \frac{1}{N^2} \int_{\mathbb{R}} f(y)e^{-2\pi imy/N^2}dy
\]

\[
= \frac{1}{N^2} \hat{f}(m/N^2)
\]

so

\[
A^{(N)}(f) = \sum_{1 \leq m,n,k,l \leq N} \sum_{m \in \mathbb{Z}} \hat{F}_N(m) \exp(2\pi im(x_m + x_n - x_k - x_l))
\]

\[
= \frac{1}{N^2} \sum_{m \in \mathbb{Z}} \hat{f}(m/N^2) \left| \sum_{n=1}^{N} e^{2\pi imx_n} \right|^4
\]

\[
= 1 + \sum_{m \in \mathbb{Z} \setminus \{0\}} \hat{f}(m/N^2) \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^4.
\]

Substituting this expression in \((11)\), we get

\[
2 \sum_{m=1}^{\infty} \hat{f}(m/N^2) \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^4 \leq 2f(0) + R^{(N)}(f) - 1.
\]

Using the characterization of \(2k\)-fold Poissonian correlation from Lemma \([\text{I}]\) we have \( \lim_{N \to \infty} R^{(N)}(f) = 1 \), so

\[(12) \quad \limsup_{N \to \infty} \sum_{m=1}^{\infty} \hat{f}(m/N^2) \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^4 \leq f(0).\]

Now we will choose \( f \) carefully so we can obtain estimates on the Weyl sums from \((12)\). Let \( g(x) = \frac{1}{t} \chi_{[-t/2,t/2]} \), and \( f = g * g \). Then

\[
\hat{g}(m) = \frac{\sin(\pi mt)}{\pi mt}, \quad \hat{f}(m) = |\hat{g}(m)|^2 = \left( \frac{\sin(\pi mt)}{\pi mt} \right)^2.
\]
Explicitly, \( f = \frac{1}{t} (t - |x|) \chi_{[-t,t]} \). Notice that \( \hat{f}(m) \geq 0 \), and \( \hat{f}(m) \geq 1/2 \) for \( m < \frac{1}{4t} \). It follows that

\[
\frac{1}{2} \sum_{m=1}^{N^2/(4t)} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^4 \leq \sum_{m=1}^{\infty} \hat{f}(m/N^2) \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^4
\]

and we may apply inequality (12) to obtain

\[
\limsup_{N \to \infty} \sum_{m=1}^{N^2/(4t)} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^4 \leq \frac{2}{t}
\]

where the factor \( \frac{1}{t} \) on the right hand side appears because \( f(0) = \frac{1}{t} \). It follows that

\[
\limsup_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^4 \leq \limsup_{N \to \infty} \sum_{m=1}^{N^2/(4t)} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^4 \leq \frac{2}{t} \quad \text{for all } m > 0.
\]

This equation holds for all \( t > 0 \), so we have

\[
\lim_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^4 = 0 \quad \text{for all } m > 0,
\]

thus

\[
\lim_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right| = 0 \quad \text{for all } m > 0
\]

and by Weyl’s theorem on equidistribution, \((x_n)\) is equidistributed on \( T \). □

3.1.2. Proof for 2k-fold differences.

Proof. The proof for arbitrary \( k \) is analogous to the proof when \( k = 2 \) above. Let \( f \) be an arbitrary even, piecewise \( C^1 \) function compactly supported on \([-t,t]\) with \( \int_{-\infty}^{\infty} f(x) dx = 1 \). Let

\[
A^{(N)}(f) = \frac{1}{N^k} \sum_{1 \leq a_j, b_j \leq N} F_N \left( \sum_{j=1}^{k} x_{a_j} - \sum_{j=1}^{k} x_{b_j} \right),
\]

\[
R^{(N)}(f) = \frac{1}{N^k} \sum_{1 \leq a_j, b_j \leq N, \{a_1, \ldots, a_k\} \neq \{b_1, \ldots, b_k\}} F_N \left( \sum_{j=1}^{k} x_{a_j} - \sum_{j=1}^{k} x_{b_j} \right).
\]

We have

\[
A^{(N)}(f) = \frac{Cf(0)}{N^k} + R^{(N)}(f)
\]

where \( C = \#\{1 \leq a_j, b_j \leq N : \{a_1, \ldots, a_k\} = \{b_1, \ldots, b_k\}\} \). Notice \( C \leq k! N^k \). We can compute the quantity \( A^{(N)}(f) \) in another way using Fourier series. We have, as in the case \( k = 2 \),

\[
A^{(N)}(f) = 1 + \sum_{m \in \mathbb{Z} \setminus \{0\}} \hat{f}(m/N^k) \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^{2k}
\]
Substituting into Equation (14) we get

\[ 2 \sum_{m=1}^{\infty} \hat{f}(m/N^k) \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^{2k} \leq k! f(0) + R^{(N)}(f) - 1 \]

using \( C \leq k! N^k \). Using the characterization of Poissonian correlation of 2k-fold differences from Lemma 1, we have \( \lim_{N \to \infty} R^{(N)}(f) = 1 \), so

\[ \limsup_{N \to \infty} \sum_{m=1}^{\infty} \hat{f}(m/N^k) \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^{2k} \leq \frac{k! f(0)}{2} \]

With \( f = \frac{1}{t^2}(t - |x|)\chi_{[-t, t]} \) as in the proof for four-fold differences, we have

\[ \frac{1}{2N^{2k/(4t)}} \sum_{m=1}^{N^{2k/(4t)}} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^{2k} \leq \sum_{m=1}^{\infty} \hat{f}(m/N^k) \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^{2k} \]

and we may apply inequality (16) to obtain Equation (2)

\[ \limsup_{N \to \infty} \sum_{m=1}^{N^{k/(4t)}} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^{2k} \leq \frac{k!}{t} \]

It follows that

\[ \limsup_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^{2k} \leq \limsup_{N \to \infty} \sum_{m=1}^{N^{k/(4t)}} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^{2k} \leq \frac{k!}{t} \quad \text{for all } m > 0. \]

This equation holds for all \( t > 0 \), so we have

\[ \lim_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right|^{2k} = 0 \quad \text{for all } m > 0, \]

thus

\[ \lim_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi imx_n} \right| = 0 \quad \text{for all } m > 0 \]

and by Weyl’s theorem on equidistribution, \((x_n)\) is equidistributed on \( T \).

Theorem 1 is a special case of this result for \( k = 1 \). In particular, our proof reduces to Steinerberger’s proof of Theorem 1 in [16] for the case \( k = 1 \). We did not use the full strength of Poissonian pair correlation in this proof; we only used the fact that for all \( s > 0 \),

\[ \limsup_{N \to \infty} \frac{1}{N^k} \# \left\{ \frac{1 \leq a_j, b_j \leq N}{\{a_j\} \neq \{b_j\} : \sum_{j=1}^{k} x_{a_j} - \sum_{j=1}^{k} x_{b_j} < \frac{s}{N^k} \} \right\} \leq 2s \]

This equation can be read as saying that not too many 2k-fold differences are too close to 0. We show in [4] that this equation only needs to hold for integer values of \( s \), not all \( s > 0 \). Steinerberger derived the exponential sum estimate (2) in the case \( k = 1 \), and argued that this estimate shows Poissonian pair correlation is a very strong property. In [4] we bolster his claim by using this estimate to prove a strong discrepancy bound on the original sequence.
3.2. Proof of Theorem 4. We now prove that Poissonian correlation of 2k-fold differences at rate $\alpha$ implies equidistribution. We first modify Lemma 1 for the case of weak correlation.

**Lemma 2.** A sequence $(x_n)$ exhibits weak Poissonian correlation of 2k-fold differences at rate $\alpha$ if and only if for all $f : \mathbb{R} \to \mathbb{R}$ piecewise $C^1$, compactly supported, and even we have

$$
\lim_{N \to \infty} \frac{1}{N^{2k-\alpha}} \sum_{1 \leq a_j, b_j \leq N} \sum_{\{a_1, \ldots, a_k\} \neq \{b_1, \ldots, b_k\}} F_N \left( \sum_{j=1}^k x_{a_j} - \sum_{j=1}^k x_{b_j} \right) = \int_{-\infty}^{\infty} f(x) \, dx
$$

where

$$F_N(x) = \sum_{m \in \mathbb{Z}} f(N^\alpha (x + m)).$$

In addition, if $f$ is supported on $[-t, t]$, then we only need weak correlation (3) to hold for all $0 < s < t$ in order for Equation (17) to hold.

We now prove Theorem 4.

**Proof.** The setup is identical to the proof of Theorem 3. Let $f$ be a piecewise $C^1$ function, even and compactly supported on $[-t, t]$. Analogously to (14), we let

$$A^{(N)}(f) = \frac{1}{N^{2k-\alpha}} \sum_{1 \leq a_j, b_j \leq N} \sum_{\{a_1, \ldots, a_k\} \neq \{b_1, \ldots, b_k\}} F_N \left( \sum_{j=1}^k x_{a_j} - \sum_{j=1}^k x_{b_j} \right),$$

$$R^{(N)}(f) = \frac{1}{N^{2k-\alpha}} \sum_{1 \leq a_j, b_j \leq N} \sum_{\{a_1, \ldots, a_k\} \neq \{b_1, \ldots, b_k\}} F_N \left( \sum_{j=1}^k x_{a_j} - \sum_{j=1}^k x_{b_j} \right).$$

and obtain

$$A^{(N)}(f) = \frac{C f(0)}{N^{2k-\alpha}} + R^{(N)}(f).$$

Next, we Fourier expand to obtain

$$A^{(N)}(f) = 1 + \sum_{m \in \mathbb{Z} \setminus \{0\}} \hat{f}(m/N^\alpha) \left| \frac{1}{N} \sum_{n=1}^N e^{2\pi i m x_n} \right|^{2k}.$$

Combining these, we have

$$2 \sum_{m=1}^{\infty} \hat{f}(m/N^\alpha) \left| \frac{1}{N} \sum_{n=1}^N e^{2\pi i m x_n} \right|^{2k} \leq k! f(0) \frac{1}{N^{k-\alpha}} + R^{(N)}(f) - 1$$

where we use $C \leq k! N^k$. By Lemma 2, $\lim_{N \to \infty} R^{(N)}(f) = 1$, so we can take a limit to obtain

$$\limsup_{N \to \infty} \sum_{m=1}^{\infty} \hat{f}(m/N^\alpha) \left| \frac{1}{N} \sum_{n=1}^N e^{2\pi i m x_n} \right|^{2k} \leq \frac{k! f(0)}{2 N^{k-\alpha}}.$$

For $f = \frac{1}{t^2} (t - |x|) \chi_{[-t, t]}$ as in the proof of Theorem 3, we have

$$\limsup_{N \to \infty} \sum_{m=1}^{N^\alpha/(4t)} \left| \frac{1}{N} \sum_{n=1}^N e^{2\pi i m x_n} \right|^{2k} \leq \frac{k!}{t^{Nk-\alpha}}.$$
and it follows that
\[
\limsup_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i m x_n} \right|^{2k} \leq \frac{k!}{t^{Nk-\alpha}} \quad \text{for all } m > 0.
\]

If \( \alpha < k \), then we only need this equation to hold for some fixed \( t > 0 \) in order to conclude
\[
\lim_{N \to \infty} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i m x_n} \right|^{2k} = 0 \quad \text{for all } m > 0,
\]
which implies by Weyl’s theorem that the sequence is equidistributed. If \( \alpha = k \), then the right hand side of inequality (18) is only small for large values of \( t \). So for \( \alpha < k \), in order to conclude equidistribution we need to have weak correlation (3) for all values \( 0 < s < t \), for some \( t > 0 \). For \( \alpha = k \), we need to have correlation at all values \( s > 0 \) in (3).

\[\blacksquare\]

The proof of Theorem 4 illustrates that in order to conclude equidistribution, we need to control correlations at large enough distance scales. The right hand side of inequality (18) is small if the scale we consider is large; for \( \alpha = k \) the scale is large only when \( t \) is large, but for \( \alpha < k \) the scale is large even for \( t \) small. Notice that for \( \alpha = 0 \), we have proved Weyl’s result that if the sequence of differences \((x_m - x_n)\) is equidistributed then the original sequence \((x_n)\) is equidistributed.

4. Explicit Discrepancy Bounds

4.1. Proof of discrepancy estimates. We prove the discrepancy bound in Equation (4).

Proof. By the Erdős-Turán inequality (2.5.1), we have
\[
D_N \lesssim \frac{1}{M} + \sum_{m=1}^{M} \frac{1}{m} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i m x_n} \right| \quad \text{for all } M > 0.
\]

Applying Hölder’s inequality above with \( p = 2k \), \( q = \frac{2k}{2k-1} \) we obtain
\[
\sum_{m=1}^{M} \frac{1}{m} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i m x_n} \right| \leq \left( \sum_{m=1}^{M} \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i m x_n} \right)^{2k} \left( \sum_{m=1}^{M} m^{-\frac{2k}{2k-1}} \right)^{\frac{2k-1}{2k}}
\]

Using an integral estimate,
\[
\sum_{m=1}^{M} m^{-\frac{2k}{2k-1}} \leq 1 + \int_{1}^{\infty} x^{-\frac{2k}{2k-1}} \, dx = 2k
\]

So
\[
D_N \lesssim \frac{1}{M} + k \left( \sum_{m=1}^{M} \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i m x_n} \right)^{2k} \frac{1}{\pi^k} \quad \text{for all } M > 0.
\]

Letting \( M = N^k/(4T) \) we obtain Equation (4). \[\blacksquare\]

We now prove Theorem 6, providing a bound on the discrepancy of a sequence in terms of the correlation discrepancy.
Proof. First we prove a quantitative version of Lemma 1, obtaining a quantitative bound on the correlation of a test function. Let \( f(x) = \frac{1}{T^2} (T - |x|) \chi_{[-T,T]} \) as in the proof of Theorem 3, where \( T > 0 \) is an integer. Then we show

\[
R^{(N)}(f) \leq 1 + \frac{1}{T^2} + \frac{D_{T,N}}{T},
\]

with \( R^{(N)}(f) \) as in (13). Let \( g(x) \) be the step function

\[
g(x) = \frac{1}{T^2} \left( \chi_{[-T,T]} + \chi_{[-(T-1),T-1]} + \cdots + \chi_{[-1,1]} \right),
\]

then

\[
R^{(N)}(g) = \frac{1}{T^2} \sum_{s=1}^{T} P_{s,N}
\]

where

\[
P_{s,N} = \frac{1}{N^2} \# \left\{ \left( \frac{1}{N} \sum_{j=1}^{N} x_{a_j} - \frac{1}{N} \sum_{j=1}^{N} x_{b_j} \right) \leq \frac{s}{N} \right\},
\]

and we have \( P_{s,N} \leq 2s + D_{T,N} \). We have \( \frac{1}{T^2} \sum_{s=1}^{T} 2s = \int_{-\infty}^{\infty} g(x) dx = 1 + \frac{1}{T} \), so

\[
R^{(N)}(g) \leq 1 + \frac{1}{T^2} + \frac{D_{T,N}}{T}.
\]

Because \( f \leq g \), we also have \( F_{N} \leq G_{N} \), and we obtain (19) from the above. Substituting this bound in (15) we obtain

\[
\sum_{m=1}^{N^{k/(4t)}} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i mx_n} \right|^{2k} \leq k! \frac{1}{T^2} + \frac{D_{T,N}}{T}
\]

plugging this inequality into Equation (4), we obtain

\[
D_{N} \lesssim \frac{T}{N^k} + k \left( \frac{k!}{T^2} + \frac{D_{T,N}}{T} \right)^{\frac{1}{2^k}}
\]

as desired. \( \square \)

Equation (7) generalizes this bound to all \( 0 \leq \alpha \leq k \); here we assume the correlation discrepancy bound holds for all \( 0 < s < T \), rather than just integer values of \( s \).

Proof. We prove that under the assumption (6), \( R^{(N)}(f) \leq 1 + \frac{F}{T} \). For any \( L > 0 \) an integer, let \( c = T/L \). Let \( g(x) \) be the step function

\[
g(x) = \frac{c}{T^2} \left( \chi_{[-c,c]} + \chi_{[-2c,2c]} + \cdots + \chi_{[-Lc,Lc]} \right)
\]

Then analogously to before, \( R^{(N)}(g) \leq 1 + \frac{F}{T} \). This equation holds for any \( L > 0 \), so \( R^{(N)}(g) \leq 1 + \frac{F}{T} \) and so it follows that

\[
\sum_{m=1}^{N^{n/(4t)}} \left| \frac{1}{N} \sum_{n=1}^{N} e^{2\pi i mx_n} \right| \leq \frac{k!}{TN^{k-\alpha}} + \frac{F}{T}.
\]

Applying the Erdös Turan inequality with \( M = N^{n/(4t)} \), we obtain

\[
D_{N} \lesssim \frac{T}{N^{n}} + k \left( \frac{k!}{TN^{k-\alpha}} + \frac{F}{T} \right)^{\frac{1}{2^k}}
\]
4.2. **Comparison with Grepstad and Lachter’s discrepancy bound.** For 
\((x_1, \ldots, x_N)\) a collection of points on \(T\), let

\[
F_{T,N} = \max_{s=1,\ldots,T} \left| \frac{1}{2s} \# \left\{ 1 \leq m \neq n \leq N : \left| x_m - x_n \right| \leq \frac{s}{N} \right\} - N \right|.
\]

Grepstad & Larcher [9] prove the discrepancy bound

\[
D_N \lesssim N^{-1/5} + \sqrt{\frac{F_{T,N}^2}{N}}
\]

in the regime

\[
\min \left( \frac{1}{2} N^{2/5}, \frac{N}{F_{T,N}^2} \right) \leq T \leq N^{2/5}.
\]

We have \(F_{T,N} \geq \frac{ND_{T,N}}{T}\), so our bound from Theorem 6 yields in the case of Pair correlation

\[
D_N \lesssim \frac{T}{N} + \frac{1}{\sqrt{T}} + \sqrt{\frac{F_{T,N}}{N}}
\]

In the regime Grepstad & Larcher discuss, \(\frac{T}{N} \leq N^{-1/5}\) and \(\frac{1}{\sqrt{T}} \lesssim \max \left( N^{-1/5}, \sqrt{\frac{F_{T,N}}{N}} \right)\).

It follows from Theorem 6 that \(D_N \lesssim N^{-1/5} + \sqrt{\frac{F_{T,N}}{N}}\) which is Grepstad & Lachter’s bound.

4.3. **Comparison with Steinerberger’s discrepancy bound.** In Theorem 1 of [15], Steinerberger proves that if for some \(0 < \delta < 1/2\) a set of points \(\{x_1, \ldots, x_N\}\) satisfies

\[
\frac{1}{N} \# \left\{ 1 \leq m \neq n \leq N : \left| x_m - x_n \right| \leq \frac{s}{N} \right\} \leq (1+\delta)2s \quad \text{for all } 1 \leq s \leq (8/\delta)\sqrt{\log N},
\]

then \(D_N \lesssim \delta^{1/3} + N^{-1/3}\delta^{-1/2}\). In this situation we have by (8)

\[
D_N \lesssim \frac{T}{N} + \frac{1}{\sqrt{T}} + \delta^{1/3},
\]

and letting \(T = \frac{1}{2} < (8/\delta)\sqrt{\log N}\) we obtain \(D_N \lesssim \frac{1}{N^2} + \sqrt{\delta}\). For \(N > \delta^{-3/4}\), \(\frac{1}{N^2} \leq N^{-1/3}\delta^{-1/2}\) so our bound is stronger. For \(N < \delta^{-3/2}\), \(N^{-1/3}\delta^{-1/2} > 1\) and Steinerberger’s bound is trivial. Because \(\delta^{-3/2} > \delta^{-3/4}\), we have

\[
\frac{1}{N\delta} + \sqrt{\delta} \lesssim \delta^{1/3} + N^{-1/3}\delta^{-1/2}
\]

and (8) refines Steinerberger’s bound.

4.4. **Explicit discrepancy bounds for a random sequence.** We give a proof sketch for Equation (9), which is the optimal discrepancy bound one can obtain from Theorem 6 for a sequence having \(2k\)-fold correlation discrepancy similar to that of a random sequence.

**Proof.** Let \((x_n)\) be a sequence of points chosen uniformly and independently at random on \(T\). Then up to logarithmic a factor,

\[
D_{T,N}^{(2k)} \approx \sigma(X)
\]
Example 1. Let correlation does not imply Poissonian pair correlation. Four-fold correlation, and having four-fold order correlation. The two concepts are incomparable: the property of being Poissonian because for any we have 

\[
\sigma^2(X) = N^{2k}, \quad \frac{1}{N^{2k}} p(1-p) \approx \frac{2T}{N^k}
\]

So up to logarithmic factors, \( D^{(2k)}_{T,N} \approx \sqrt{T/N^k} \). Let \( T = N^\beta \), with \( \beta \) to be chosen later. Then we have

\[
D_N \lesssim N^{\beta-k} + k \left( k! N^{-\beta} + N^{-k/2} T^{-\beta/2} \right)^{\frac{1}{\beta k}} \lesssim N^{\beta-k} + k^{3/2} N^{-\frac{3}{2} \beta} + k N^{-\frac{1+\beta}{4}}
\]

where we use \((k!)^{1/\beta} \lesssim k^{1/2}\). The minimum of these three terms is largest asymptotically when \( \beta - k = -\frac{\beta}{2\beta} \), or when \( \beta = \frac{k}{1+1/(2\beta)} \). In this case \( \beta - k = -\frac{1}{2+1/k} \), so we obtain \( D_N \lesssim k^{3/2} N^{-1/(2\beta)} \) up to logarithmic factors, as desired. \( \square \)

5. Examples

We exhibit some examples differentiating Poissonian pair correlation from higher order correlation. The two concepts are incomparable: the property of being Poissonian pair correlated does not imply four-fold correlation, and having four-fold correlation does not imply Poissonian pair correlation.

Example 1. Let 

\[
(y_n) = (x_1, -x_1, x_2, -x_2, \ldots)
\]

where \( x_n \) is chosen uniformly and independently at random on \( \mathbb{T} \). Then \( (y_n) \) almost surely exhibits Poissonian pair correlation, but does not exhibit Poissonian correlation of four-fold differences. This example illustrates how correlation of \( 2k \)-fold differences is a global notion, whereas Poissonian pair correlation is local.

Proof. First we show \( (y_n) \) does not have Poissonian correlation of four-fold differences. Indeed, we have

\[
\# \left\{ 1 \leq m, n, k, l \leq N : |y_m + y_n - y_k - y_l| = 0 \right\} \geq N^2/4 - N/2
\]

because for any we have \( 1 \leq a \neq b \leq N/2 \),

\[
y_{2a} + y_{2a+1} - y_{2b} - y_{2b+1} = x_a - x_a + x_b - x_b = 0
\]

and there are \( N^2/4 - N/2 \) such choices of \( a, b \). Notice that the obstruction to \( (y_n) \) being four-fold correlated is global; in general, the four points \( x_a, -x_a, x_b, -x_b \) will be far away from each other on \( \mathbb{T} \). On the other hand, \((y_n)\) is Poissonian pair correlated. We have

\[
\# \{ 1 \leq m \neq n \leq 2N : |y_m - y_n| \leq c \} = 2A^{(N)}(N) + 2B^{(N)}(N)
\]

where

\[
A^{(N)} = \# \{ 1 \leq a \neq b \leq N : |x_a - x_b| \leq c \}, \quad B^{(N)} = \# \{ 1 \leq a \neq b \leq N : |x_a + x_b| \leq c \}.
\]

We have

\[
\lim_{N \to \infty} \frac{A^{(N)} s/N}{N} = 2s \quad \text{and} \quad \lim_{N \to \infty} \frac{B^{(N)} s/N}{N} = 2s \quad \text{a.s}
\]

so it follows almost surely that

\[
\lim_{N \to \infty} \frac{1}{2N} \# \{ 1 \leq m \neq n \leq 2N : |y_m - y_n| \leq \frac{s}{2N} \} = \lim_{N \to \infty} \left( \frac{A^{(N)} s/N}{N} + \frac{B^{(N)} s/N}{N} \right) = 2s
\]
and \((y_n)\) is almost surely Poissonian pair correlated.

\[E(1, \ldots, a_N) = O(N^{3-\varepsilon})\]

for some \(\varepsilon > 0\), then \(\{a_n\}\) has Poissonian pair correlation for almost all \(\alpha\).

\[E(a_1, \ldots, a_N) = \#\{1 \leq m, n, k, l \leq N : a_m - a_n = a_k - a_l\}\]

is the additive energy, and \(\{a_n\}\) is the fractional part. Let \((a_n)\) be a sequence with additive energy satisfying \(E(a_1, \ldots, a_N) = O(N^{3-\varepsilon})\), \(E(a_1, \ldots, a_N) = \Omega(N^{2+\varepsilon})\) for some \(\varepsilon > 0\). For \(N\) large enough,

\[\frac{1}{N^2} \# \{1 \leq m, n, k, l \leq N : |a_m \alpha + a_n \alpha - a_k \alpha - a_l \alpha| = 0\} \geq CN^\varepsilon\]

so there is no \(\alpha\) for which \(\{a_n\}\) has Poissonian correlation of four-fold differences. Yet for almost all \(\alpha\), \(\{a_n\}\) has Poissonian pair correlation, so for some irrational \(\alpha\), \(\{a_n\}\) has Poissonian pair correlation but not four-fold Poissonian correlation.

**Example 3.** We present a sequence exhibiting Poissonian correlation of four-fold differences, but not Poissonian pair correlation. Let \((y_n)\) be the sequence given by

\[y_{2n} = x_n + \frac{a_{2n}}{n^{3/2}}, \quad y_{2n+1} = x_n + \frac{a_{2n+1}}{n^{3/2}}\]

where \(x_n\) is chosen uniformly and independently at random on \(\mathbb{T}\), and \(a_n\) is chosen uniformly and independently at random on the interval \([-1,1]\). Then \((y_n)\) does not have Poissonian pair correlation, but it does have Poissonian correlation of four-fold differences.

**Proof.** We let

\[x(y_{2n}) = x(y_{2n+1}) = x_n.\]

For any \(s > 0\), there is some \(N' > 0\) large enough that for \(N > N', \frac{1}{N^{3/2}} < \frac{s}{2N}\). Then we have

\[\# \{1 \leq m \neq n \leq 2N : |x_m - x_n| \leq \frac{s}{2N}\} \geq \frac{N}{2}\]

and so

\[\limsup_{N \to \infty} \frac{1}{N} \# \{1 \leq m \neq n \leq N : |x_m - x_n| \leq \frac{s}{N}\} \geq \frac{1}{4}\]

thus \((x_n)\) is not Poissonian pair correlated. On the other hand, \((x_n)\) does exhibit Poissonian correlation of four-fold differences. The idea is that the scale of Poissonian pair correlation is \(s/N\) whereas the scale of four-fold correlation is \(s/N^2\); adding perturbations of scale \(N^{-3/2}\) destroys Poissonian pair correlation but maintains four-fold correlation. Formally,

\[y_m + y_n - y_k - y_l = x(y_m) + x(y_n) - x(y_k) - x(y_l) + \frac{a_m}{m^{3/2}} + \frac{a_n}{n^{3/2}} - \frac{a_k}{k^{3/2}} - \frac{a_l}{l^{3/2}}.\]
The value \( x(y_m) + x(y_n) - x(y_k) - x(y_l) \) is a random variable which, depending on the choice of \( m, n, k, l \), is either uniformly distributed on \( \mathbb{T} \) or equal to 0. In the first case,
\[
\mathbb{P}(|y_m + y_n - y_k - y_l| \leq c) = 2c
\]
and in the second case,
\[
\mathbb{P}(|y_m + y_n - y_k - y_l| \leq c) = \mathbb{P} \left( \left| \frac{a_m}{n^{3/2}} + \frac{a_n}{n^{3/2}} - \frac{a_k}{k^{3/2}} - \frac{a_l}{l^{3/2}} \right| \leq c \right)
\leq \mathbb{P}(|a_m + a_n - a_k - a_l| \leq N^{3/2}c)
\leq \frac{3}{8}N^{3/2}c
\]
Notice that \( x(y_m) + x(y_n) - x(y_k) - x(y_l) = x_a + x_b - x_c - x_d = 0 \) if and only if \( \{a, b\} = \{c, d\} \), which occurs if \( \{m, n\} = \{m \pm 1, n \pm 1\} \). So there are at most \( 4N^2 \) choices \( (m, n, k, l) \) falling into the second category. Let
\[
X_c^{(N)} = \# \left\{ 1 \leq m, n, k, l \leq N, \{m, n\} \neq \{k, l\} : x(y_m) + x(y_n) - x(y_k) - x(y_l) \neq 0, |y_m + y_n - y_k - y_l| \leq c \right\},
\]
\[
Y_c^{(N)} = \# \left\{ 1 \leq m, n, k, l \leq N, \{m, n\} \neq \{k, l\} : x(y_m) + x(y_n) - x(y_k) - x(y_l) = 0, |y_m + y_n - y_k - y_l| \leq c \right\}.
\]
Choosing \( c = s/N^2 \) as in the definition of four-fold correlation,
\[
\frac{1}{N^2} \# \left\{ 1 \leq m, n, k, l \leq N, \{m, n\} \neq \{k, l\} : |y_m + y_n - y_k - y_l| \leq s \frac{N^2}{N^2} \right\} = \frac{X_{s/N^2}^{(N)}}{N^2} + \frac{Y_{s/N^2}^{(N)}}{N^2}.
\]
We have
\[
\lim_{N \to \infty} \frac{X_{s/N^2}^{(N)}}{N^2} = 2s
\]
almost surely, by the same argument that a uniformly random sequence has Poisson pair correlation. We have
\[
\mathbb{E}[Y_{s/N^2}^{(N)}] \leq (4N^2) \left( \frac{3}{8}N^{3/2} s N^{-2} \right) = \frac{3}{2} s N^{3/2}
\]
so by Markov’s inequality,
\[
\mathbb{P}(Y_{s/N^2}^{(N)} \geq N^{2-\varepsilon}) \leq \frac{3}{2} s N^{-1/2+\varepsilon}
\]
thus
\[
\lim_{N \to \infty} \frac{Y_{s/N^2}^{(N)}}{N^2} = 0 \quad \text{almost surely}
\]
and it follows that
\[
\lim_{N \to \infty} \frac{1}{N^2} \# \left\{ 1 \leq m, n, k, l \leq N, \{m, n\} \neq \{k, l\} : |y_m + y_n - y_k - y_l| < s \frac{N^2}{N^2} \right\} = 2s \quad \text{a.s.}
\]
So \( (y_n) \) almost surely has Poissonian correlation of four-fold differences as desired. □

Note that it was important that the scale of our perturbations was \( n^{-1-\varepsilon} \) for some \( 0 < \varepsilon < 1 \)– we chose \( \varepsilon = 1/2 \). If \( \varepsilon \leq 0 \), then the perturbations would be so large that the sequence would remain Poissonian pair correlated. If \( \varepsilon > 1 \), then the perturbations would be so small that the sequence would not have Poissonian correlation of four-fold differences. Indeed, suppose the perturbations were at scale
1/\sqrt{N^3}$. Then we would have $E[Y_{s/\sqrt{N^2}}] \leq \frac{3}{2}sN^3$, and Markov’s inequality would yield $P(Y_{s/\sqrt{N^2}} \geq N^2) \leq \frac{3}{2}sN$ which is useless.

**Example 4.** The sequence in Example 3 exploited the difference in scaling between Poissonian pair correlation and four-fold correlation; pair correlation takes place at scale $1/N$, and four-fold correlation takes place at scale $1/N^2$. We may instead compare pair correlation to four-fold correlation at rate $\alpha = 1$, as here the two notions take place at the same scale. Recall that a sequence has four-fold correlation at rate $\alpha = 1$ if for all $s > 0$,

$$\lim_{N \to \infty} \frac{1}{N^3} \# \left\{ 1 \leq m, n, k, l \leq N \mid \{m, n\} \neq \{k, l\} : |x_m + x_n - x_k - x_l| \leq \frac{s}{N} \right\} = 2s.$$

Let $(y_n)$ be the sequence given by $(y_n) = (x_1, x_1, x_2, x_2, \ldots)$.

where $x_n$ is chosen uniformly and independently at random on $T$. Then $(y_n)$ does not have Poissonian pair correlation, nor does it have four-fold Poissonian correlation at rate $\alpha = 2$, but it does have four-fold Poissonian correlation at rate $\alpha = 1$.

**Proof.** First,

$$\frac{1}{N} \# \{1 \leq m \neq n \leq N : |y_m - y_n| = 0 \} \geq \frac{1}{2}$$

so $(y_n)$ is not Poissonian pair correlated. Also, $(y_n)$ does not have Poissonian correlation of four-fold differences at rate $\alpha = 2$ because

$$\frac{1}{N^2} \# \left\{ 1 \leq m, n, k, l \leq N : \{m, n\} \neq \{k, l\} : |y_m + y_n - y_k - y_l| = 0 \right\} \geq \frac{1}{2}.$$

However, $(y_n)$ does have Poissonian correlation of four-fold differences at rate $\alpha = 1$. Similarly to Example 3, each random variable $y_m + y_n - y_k - y_l$ is uniformly distributed or equal to 0. Let

$$X^{(N)} = \# \left\{ 1 \leq m, n, k, l \leq N : \{m, n\} \neq \{k, l\} : |y_m + y_n - y_k - y_l| = 0 \right\},$$

$$Y^{(N)} = \# \left\{ 1 \leq m, n, k, l \leq N : \{m, n\} \neq \{k, l\} : 0 < |y_m + y_n - y_k - y_l| < c \right\}.$$

We can only have $y_m + y_n - y_k - y_l = 0$ if $(\{m, n\}, \{k, l\}) = (\{a, b\}, \{a \pm 1, b \pm 1\})$, so $X^{(N)} \leq 4N^2$. In the second case, the standard proof that a random sequence chosen uniformly and independently at random is Poissonian pair correlated extends to show

$$\lim_{N \to \infty} \frac{Y_{s/N}^{(N)}}{N^3} = 2s \ a.s$$

So we have

$$\lim_{N \to \infty} \frac{1}{N^3} \# \left\{ 1 \leq m, n, k, l \leq N : \{m, n\} \neq \{k, l\} : |x_m + x_n - x_k - x_l| \leq \frac{s}{N} \right\} = \lim_{N \to \infty} \frac{X^{(N)}}{N^3} + \frac{Y_{s/N}^{(N)}}{N^3} = 2s$$

almost surely, and we are done. □
6. Conclusion

A main difficulty in studying Poissonian pair correlation is a lack of examples. Theorem 3 provides a countable collection of conditions each of which are stronger than equidistribution and similar to Poissonian pair correlation. It is plausible that it will be easier to find a sequence that exhibits Poissonian correlation of $2k$-fold differences for $k > 1$ than it is to find a sequence exhibiting Poissonian pair correlation. The motivation is that in taking higher order differences we destroy more information from the original sequence, and are left with a sequence that is more random.

**Question 1.** Do any explicit and common sequences exhibit Poissonian correlation of four-fold differences, but not Poissonian pair correlation?

We may also ask a more quantitative version of the same idea. We say that an increasing sequence $(a_n)$ of positive integers has the *metric pair correlation property* if for almost all $\alpha$, $(\{a_n + \alpha\})$ has Poissonian pair correlation. In a similar way, we say that $(a_n)$ has the *metric $2k$-fold correlation property* if for almost all $\alpha$, $(\{a_n + \alpha\})$ has Poissonian correlation of $2k$-fold differences. Quantitatively, one can compare the size of the exceptional sets by their Hausdorff dimension. The Hausdorff dimension of the set of $\alpha$ for which $(\{a_n + \alpha\})$ is not Poissonian pair correlated has been intensely studied, for instance in [2]. It would be interesting to compare the Hausdorff dimension of the exceptional set for the Poissonian pair correlation property and the $2k$-fold correlation property. In particular, one might expect that because taking higher order correlations destroys more information, the Hausdorff dimension of the exceptional set decreases for larger values of $k$.

**Question 2.** Let $(a_n)$ a sequence of integers having the metric $2k$-fold correlation property and the metric $2m$-fold correlation property, with $k < m$. Let \( A = \{ \alpha : (\{a_n + \alpha\}) \text{ not } 2k\text{-fold correlated} \}, B = \{ \alpha : (\{a_n + \alpha\}) \text{ not } 2m\text{-fold correlated} \}. \)

Will the Hausdorff dimension of $A$ be greater than that of $B$?

A positive answer to this question would strengthen our notion that Poissonian correlation of higher order differences is a weaker property than Poissonian correlation of lower order differences. Other approaches to making this general idea precise would be interesting routes for further study.
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