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Abstract Graph neural networks provide a powerful toolkit for embedding real-world graphs into low-dimensional spaces according to specific tasks. Up to now, there have been several surveys on this topic. However, they usually lay emphasis on different angles so that the readers can not see a panorama of the graph neural networks. This survey aims to overcome this limitation, and provide a comprehensive review on the graph neural networks. First of all, we provide a novel taxonomy for the graph neural networks, and then refer to up to 400 relevant literatures to show the panorama of the graph neural networks. All of them are classified into the corresponding categories. In order to drive the graph neural networks into a new stage, we summarize four future research directions so as to overcome the facing challenges. It is expected that more and more scholars can understand and exploit the graph neural networks, and use them in their research community.

Keywords Graph Convolutional Neural Network, Graph Recurrent Neural Network, Graph Representation Learning, Graph Generative Model, Graph Neural Network

Citation Yu Zhou. Graph Neural Networks: Taxonomy, Advances and Trends. Sci China Inf Sci, for review

1 Introduction

Graph, as a complex data structure, consists of nodes (or vertices) and edges (or links). It can be used to model lots of complex systems in real world, e.g. social networks, protein-protein interaction networks, brain networks, road networks, physical interaction networks and knowledge graph etc. Thus, Analyzing the complex networks becomes an intriguing research frontier. With the rapid development of deep learning techniques, many scholars employ the deep learning architectures to tackle the graphs. Graph Neural Networks (GNNs) emerge under these circumstances. Up to now, the GNNs have evolved into a prevalent and powerful computational framework for tackling irregular data such as graphs and manifolds.

The GNNs can learn task-specific node/edge/graph representations via hierarchical iterative operators so that the traditional machine learning methods can be employed to perform graph-related learning tasks, e.g. node classification, graph classification, link prediction and clustering etc. Although the GNNs has attained substantial success over the graph-related learning tasks, they still face great challenges. Firstly, the structural complexity of graphs incurs expensive computational cost on large graphs. Secondly, perturbing the graph structure and/or initial features incurs sharp performance decay. Thirdly, the Wesfeiler-Leman (WL) graph isomorphism test impedes the performance improvement of the GNNs. At last, the blackbox work mechanism of the GNNs hinders safely deploying them to real-world applications.

* Corresponding author (email: zhouyu@tyut.edu.cn)
In this paper, we generalize the conventional deep architectures to the non-Euclidean domains, and summarize the architectures, extensions and applications, benchmarks and evaluation pitfalls and future research directions of the graph neural networks. Up to now, there have been several surveys on the GNNs. However, they usually discuss the GNN models from different angles and with different emphases. To the best of our knowledge, the first survey on the GNNs was conducted by Michael M. Bronstein et al [1]. Peng Cui et al [2] reviewed different kinds of deep learning models applied to graphs from three aspects: semi-supervised learning methods including graph convolutional neural networks, unsupervised learning methods including graph auto-encoders, and recent advancements including graph recurrent neural networks and graph reinforcement learning. This survey laid emphasis on semi-supervised learning models, i.e. the spatial and spectral graph convolutional neural networks, yet comparatively less emphasis on the other two aspects. Due to the space limit, this survey only listed a few of key applications of the GNNs, but ignored the diversity of the applications. Maosong Sun et al [3] provided a detailed review of the spectral and spatial graph convolutional neural networks from three aspects: graph types, propagation step and training method, and divided its applications into three scenarios: structural scenarios, non-structural scenarios and other scenarios. However, this article did not involve the other GNN architectures such as graph auto-encoders, graph recurrent neural networks and graph generative networks. Philip S. Yu et al [4] conducted a comprehensive survey on the graph neural networks, and investigated available datasets, open-source implementations and practical applications. However, they only listed a few of core literatures on each research topic. Davide Bacciu et al [367] gives a gentle introduction to the field of deep learning for graph data. The goal of this article is to introduce the main concepts and building blocks to construct neural networks for graph data, and therefore it falls short of an exposition of recent works on graph neural networks.

It is noted that all of the aforementioned surveys do not concern capability and interpretability of GNNs, combinations of the probabilistic inference and GNNs, and adversarial attacks on graphs. In this article, we provide a panorama of GNNs for readers from 4 perspectives: architectures, extensions and applications, benchmarks and evaluations pitfalls, and future research directions, as shown in Fig. 1. For the architectures of GNNs, we investigate the studies on graph convolutional neural networks (GCNNs), graph pooling operators, graph attention mechanisms and graph recurrent neural networks (GRNNs). The extensions and applications demonstrate some notable research topics on the GNNs through integrating the above architectures. Specifically, this perspective includes the capabilities and interpretability, deep graph representation learning, deep graph generative models, combinations of the Probabilistic Inference (PI) and the GNNs, adversarial attacks for GNNs, Graph Neural Architecture Search and graph reinforcement learning and applications. In summary, our article provides a complete taxonomy for GNNs, and comprehensively review the current advances and trends of the GNNs. These are our main differences from the aforementioned surveys.

**Contributions.** Our main contributions boils down to the following three-fold aspects.

1. We propose a novel taxonomy for the GNNs, which has three levels. The first includes architectures, benchmarks and evaluation pitfalls, and applications. The architectures are classified into 9 categories, the benchmarks and evaluation pitfalls into 2 categories, and the applications into 10 categories. Furthermore, the graph convolutional neural networks, as a classic GNN architecture, are again classified into 6 categories.

2. We provide a comprehensive review of the GNNs. All of the literatures fall into the corresponding categories. It is expected that the readers not only understand the panorama of the GNNs, but also comprehend the basic principles and various computation modules of the GNNs through reading this survey.

3. We summarize four future research directions for the GNNs according to the current facing challenges, most of which are not mentioned the other surveys. It is expected that the research on the GNNs can progress into a new stage by overcoming these challenges.

**Roadmap.** The remainder of this paper is organized as follows. First of all, we provide some basic
2 Preliminaries

In this section, we introduce relevant notations so as to conveniently describe the graph neural network models. A simple graph can be denoted by $G = (V, E)$ where $V$ and $E$ respectively denote the set of $N$ nodes (or vertices) and $M$ edges. Without loss of generality, let $V = \{v_1, \cdots, v_N\}$ and $E = \{e_1, \cdots, e_M\}$. Each edge $e_j \in E$ can be denoted by $e_j = (v_{s_j}, v_{r_j})$ where $v_{s_j}, v_{r_j} \in V$. Let $A_G$ denote the adjacency matrix of $G$ where $A_G(s, r) = 1$ iff there is an edge between $v_s$ and $v_r$. If $G$ is edge-weighted, $A_G(s, r)$ equals the weight value of the edge $(v_s, v_r)$. If $G$ is directed, $(v_{s_j}, v_{r_j}) \neq (v_{r_j}, v_{s_j})$ and therefore $A_G$ is asymmetric. A directed edge $e_j = (v_{s_j}, v_{r_j})$ is also called an arch, i.e. $e_j = \{v_{s_j}, v_{r_j}\}$. Otherwise $(v_{s_j}, v_{r_j}) = (v_{r_j}, v_{s_j})$ and $A_G$ is symmetric. For a node $v_s \in V$, let $N_G(v_s)$ denote the set of neighbors of $v_s$, and $d_G(v_s)$ denote the degree of $v_s$. If $G$ is directed, let $N_G^+(v_s)$ and $N_G^-(v_s)$ respectively denote the incoming and outgoing neighbors of $v_s$, and $d_G^+(v_s)$ and $d_G^-(v_s)$ respectively denote the incoming and outgoing degree of $v_s$. Given a vector $a = (a_1, \cdots, a_N) \in \mathbb{R}^N$, $\text{diag}(a)$ (or $\text{diag}(a_1, \cdots, a_N)$) denotes a diagonal matrix consisting of the elements $a_n, n = 1, \cdots, N$. 

Figure 1 The overall architecture of this paper.
A vector $x \in \mathbb{R}^N$ is called a 1-dimensional graph signal on $G$. Similarly, $X \in \mathbb{R}^{N \times d}$ is called a $d$-dimensional graph signal on $G$. In fact, $X$ is also called a feature matrix of nodes on $G$. Without loss of generality, let $X[j,k]$ denote the $(j,k)$-th entry of the matrix $X \in \mathbb{R}^{N \times d}$, $X[j,:] \in \mathbb{R}^d$ denote the feature vector of the node $v_j$ and $X[:,j]$ denote the 1-dimensional graph signal on $G$. Let $\mathbb{I}_N$ denote a $N \times N$ identity matrix. For undirected graphs, $L_G = D_G - A_G$ is called the Laplacian matrix of $G$, where $D_G[r,r] = \sum_{c=1}^{N} A_G[r,c]$. For a 1-dimensional graph signal $x$, its smoothness $s(x)$ is defined as

$$s(x) = x^T L_G x = \frac{1}{2} \sum_{r,c=1}^{N} A_G(r,c) (x[r] - x[c])^2.$$  (1)

The normalization of $L_G$ is defined by $\mathcal{L}_G = \mathbb{I}_N - D_G^{-\frac{1}{2}} A G D_G^{-\frac{1}{2}}$. $\mathcal{L}_G$ is a real symmetric semi-positive definite matrix. So, it has $N$ ordered real non-negative eigenvalues $\{\lambda_n: n = 1, \cdots, N\}$ and corresponding orthonormal eigenvectors $\{u_n: n = 1, \cdots, N\}$, namely $\mathcal{L}_G = U \Lambda U^T$ where $\Lambda = \text{diag}(\lambda_1, \cdots, \lambda_N)$ and $U = (u_1, \cdots, u_N)$ denotes a orthonormomal matrix. Without loss of generality, $0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N = \lambda_{\text{max}}$. The eigenvectors $u_n, n = 1, \cdots, N$ are also called the graph Fourier bases of $G$. Obviously, the graph Fourier basis are also the 1-dimensional graph signal on $G$. The graph Fourier transform [5] for a given graph signal $x$ can be denoted by

$$\hat{x} \triangleq \mathcal{F}(x) = U^T x.$$  (2)

The inverse graph Fourier transform can be correspondingly denoted by

$$x \triangleq \mathcal{F}^{-1}(\hat{x}) = U \hat{x}.$$  (3)

Note that the eigenvalue $\lambda_n$ actually measures the smoothness of the graph Fourier mode $u_n$. Throughout this paper, $\rho(\cdot)$ is used to denote an activation function, and $\otimes$ denote the concatenation of at least two vectors. We somewhere use the function $\text{Concat}(\cdot)$ to denote the concatenation of two vectors as well.

## 3 Architectures

In this section, we conduct circumstantial investigations for the GNN architectures so as to provide users with available ingredients to construct complex GNN models.

### 3.1 Graph Convolutional Neural Networks (GCNNs)

The GCNNs play pivotal roles on tackling the irregular data (e.g. graph and manifold). The GCNNs are motivated by the Convolutional Neural Networks (CNNs) to learn hierarchical representations of irregular data. There have been some efforts to generalize the CNN to graphs [27, 31, 48]. However, they are usually computationally expensive and cannot capture spectral or spatial features. Below, we introduce the GCNNs from the next 6 aspects: spectral GCNNs, spatial GCNNs, Graph wavelet neural networks and GCNNs on special graphs.

#### 3.1.1 Spectral Graph Convolution Operators

The spectral graph convolution operator is defined via the graph Fourier transform. For two graph signals $x$ and $y$ on $G$, their spectral graph convolution $x \ast_G y$ is defined by

$$x \ast_G y = \mathcal{F}^{-1}((\mathcal{F}(x) \otimes \mathcal{F}(y))) = U (U^T x \otimes U^T y) = U \text{diag}(U^T y) U^T x,$$  (4)
where $\odot$ denotes the element-wise Hadamard product [7, 18, 27]. The spectral graph convolution can be rewritten as

$$x * G f_\theta = U f_\theta U^T x,$$

where $f_\theta$ is a diagonal matrix consisting of the learnable parameters. That is, the signal $x$ is filtered by the spectral graph filter (or graph convolution kernel) $f_\theta$. For a $d^{(l)}$-dimensional graph signal $X^{(l)}$ on $G$, the output $X^{(l+1)}$ yielded by a graph convolution layer, namely $d^{(l+1)}$-dimensional graph signal on $G$, can be written as

$$X^{(l+1)}[:, k] = \rho \left( \sum_{j=1}^{d^{(l)}} U f^{(l)}_{\theta, j, k} U^T X^{(l)}[:, j] \right),$$

(5)

where $f^{(l)}_{\theta, j, k}$ is a spectral graph filter, i.e. a $N \times N$ diagonal matrix consisting of learnable parameters corresponding to the $j$-th graph signal at $l$-th layer and the $k$-th graph signal at $(l+1)$-th layer. The computational framework of the spectral GCNN in Eq. (5) is demonstrated in Fig. 2. It is worth noting that the calculation of the above graph convolution layer takes $O(N^3)$ time and $O(N^2)$ space to perform the eigendecomposition of $L_G$ especially for real large graphs. More generally, a generic graph filter $F^{(l)}_{\theta, j, k} \in \mathbb{R}^{N \times N}$ can be employed to reformulate the graph convolution layer, i.e.

$$X^{(l+1)}[:, k] = \rho \left( \sum_{j=1}^{d^{(l)}} F^{(l)}_{\theta, j, k} X^{(l)}[:, j] \right),$$

where $k = 1, \cdots, d^{(l+1)}$. The literature [127] gives a comprehensive analysis of when work matters by transforming different classical network structures to GCNNs and provides guidelines for choosing appropriate graph network frameworks. GraphMix [179], as a regularization technique, is inspired by interpolation based data augmentation techniques [387, 388], and is adjusted for the graph-structured data. It augments the vanilla GCNN with a Fully Connected Network (FCN) via a parameter sharing strategy. The FCN loss is computed using the manifold mixup, which is defined as follows

$$\mathcal{L} = \mathbb{E}_{(x,y) \sim \mathcal{D}} \mathbb{E}_{(x',y') \sim \mathcal{D}} \mathbb{E}_{\lambda \sim \text{Beta}(\alpha,\alpha)} l (f(\text{Mix}_\lambda(g(x),g(x'))), \text{Mix}_\lambda(y,y')),$$

where $g(\cdot)$ is a function mapping input vectors to hidden states, $f(\cdot)$ is a function mapping hidden states to predicted output, and $\text{Mix}_\lambda(a,b) = \lambda \odot a + (1 - \lambda) \odot b$. The GCNN loss is computed in the standard manner. These two losses are optimized in an alternating fashion. The manifold mixup is used in the FCN so as to facilitate learning better features.
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**Figure 2** Computational framework of the spectral GCNN.
Spectral Graph Filter. Many studies focus on designing different spectral graph filters. Mikael Henaff et al [27] argues that smooth spectral graph filter coefficients result in spatially-localized filters and therefore use parametric filters of the form

\[ f_\theta = \text{diag} \left\{ \sum_{j=1}^{r} \alpha_j \beta_j(\lambda_1), \ldots, \sum_{j=1}^{r} \alpha_j \beta_j(\lambda_N) \right\}, \]

where \( \beta_j(\lambda_k) \) and \( \alpha_j \) respectively denote the interpolation kernels and coefficients. In order to circumvent the eigendecomposition, the spectral graph filter \( f_\theta \) can be formulated as a \( K \)-localized polynomial of the eigenvalues of the normalized graph Laplacian \( \tilde{L}_G \) [6,8,78], i.e.

\[ f_\theta(\Lambda) = \sum_{k=0}^{K-1} \theta_k \tilde{A}^k, \]  

(6)

In practice, the \( K \)-localized Chebyshev polynomial [78] is a favorable choice of formulating the spectral graph filter, i.e.

\[ f_\theta(\Lambda) = \sum_{k=0}^{K-1} \theta_k T_k(\tilde{A}), \]

where the Chebyshev polynomial is defined as

\[ T_0(x) = 1, \quad T_1(x) = x \]
\[ T_k(x) = 2xT_{k-1}(x) - T_{k-2}(x) \]

(7)

and \( \tilde{\Lambda} = \frac{2}{\lambda_{\text{max}}} \Lambda - I_N \). The reason why \( \tilde{\Lambda} = \frac{2}{\lambda_{\text{max}}} \Lambda - I_N \) is because it can map eigenvalues \( \lambda \in [0, \lambda_{\text{max}}] \) into \([-1, 1]\). This filter is \( K \)-localized in the sense that it leverages information from nodes which are at most \( K \)-hops away. In order to further decrease the computational cost, the 1st-order Chebyshev polynomial is used to define the spectral graph filter. Specifically, it lets \( \theta_0 = \theta_1 = -\theta_2 \). Moreover, the renormalization trick is used here to mitigate the limitations of the vanishing/exploding gradient, namely substituting \( \tilde{D}_G^{-\frac{1}{2}} A_G \tilde{D}_G^{-\frac{1}{2}} \) for \( I_N + D_G^{-\frac{1}{2}} A_G D_G^{-\frac{1}{2}} \) where \( \tilde{A}_G = A_G + I_N \) and \( \tilde{D}_G = \text{diag} \left( \sum_{k=1}^{N} \tilde{A}[1,k], \ldots, \sum_{k=1}^{N} \tilde{A}[N,k] \right) \). As a result, the Graph Convolutional Network (GCN) [6,375] can be defined as

\[ X^{(l+1)} = \rho \left( \tilde{D}_G^{-\frac{1}{2}} \tilde{A}_G \tilde{D}_G^{-\frac{1}{2}} X^{(l)} \Theta(l) \right). \]

(8)

The literature [19] proposes a dual GCNN which incorporates local consistency and global consistency of the semi-supervised learning into an objective function. The local consistency embodied by the adjacency matrix \( A \) is defined to be \( \text{Conv}^{(l)}_A(X) = X^{(l)} = \rho \left( \tilde{D}_G^{-\frac{1}{2}} \tilde{A}_G \tilde{D}_G^{-\frac{1}{2}} X^{(l-1)} W^{(l-1)} \right) \), whereas the global consistency embodied by the Positive Pointwise Mutual Information (PPMI) matrix \( P \) [377,378] is defined to be \( \text{Conv}^{(l)}_P(X) = X^{(l)} = \rho \left( \tilde{D}_G^{-\frac{1}{2}} P_G \tilde{D}_G^{-\frac{1}{2}} X^{(l-1)} W^{(l-1)} \right) \).

The Chebyshev spectral graph filter suffers from a drawback that the spectrum of \( \tilde{L}_G \) is linearly mapped into \([-1, 1]\). This drawback makes it hard to specialize in the low frequency bands. In order to mitigate this problem, Michael M. Bronstein et al [12] proposes the Cayley spectral graph filter. Given that \( i \) denotes the imaginary unit, i.e. \( i^2 = -1 \), the Cayley spectral graph filter is defined to be

\[ f_{c,h}(\tilde{L}_G) = c_0 I_N + 2 \text{Re} \left( \sum_{j=0}^{r} c_j C(h \tilde{L}_G)^j \right), \]

where the order-\( r \) Cayley polynomial \( f_{c,h}(\lambda) = c_0 + 2 \text{Re} \left( \sum_{j=0}^{r} c_j C(\lambda)^j \right) \) and the Cayley transform \( C(\lambda) = \frac{\lambda - 1}{\lambda + 1} \). The spectral zoom parameter \( h \) in \( g_{c,h}(\cdot) \) can dilate the spectrum of \( \tilde{L}_G \). In addition to
the aforementioned spectral graph filters, there are also other available filters, e.g. the adaptive graph filter [8] via metric learning (Mahalanobis distance and Gaussian kernel), the Lanczos-based multi-scale graph filter [14], the simple graph convolution filter [22], the accelerated graph filter using Lanczos [30], the cross graph convolution [37], the topology adaptive graph filter [38,39], the fractional generalized sigma-based filter [44]. MixHop [90] is a higher-order graph convolution architecture via sparsiﬁed neighborhood mixing. It replaces the graph convolution layer in Eq. (8) with $X(l+1) = \max_{p \in P} \rho \left( \tilde{A}_G X^{(l)} W_j^{(l)} \right)$, where the hyper-parameter $P$ is a set of integer adjacency powers. The literature [90] proves that the MixHop GCN, rather than the vanilla GCN, can represent two-hop delta operators, and is capable of representing general layer-wise neighborhood mixing. Some studies are motivated by the capsule network [400] to construct capsule-inspired graph neural networks [52–54]. CapsGNN [52] consists of three key blocks: basic node capsules extraction block, high level graph capsules extraction block and graph classification block. The first takes the layer-wise outputs of a GCN, and outputs primary capsules. The second apply an attention module to scale the primary capsules, and the last is used to perform the graph classification task via the dynamic routing mechanism.

**Overcoming Time and Memory Challenges.** A chief challenge for GCNNs is that their training cost is strikingly expensive, especially on huge and sparse graphs. The reason is that the GCNNs require full expansion of neighborhoods for the feed-forward computation of each node, and large memory space for storing intermediate results and outputs. There are two approaches, namely sampling and decomposition, to overcome the time and memory challenges for spectral GCNNs. Applying sampling techniques to every node is a straightforward approach to mitigating above issues [9–11,23,25]. The literature [9] accelerates the training of GCNs through performing an adaptive layer-wise sampling method (neighbor sampling). The literature [10] interprets the graph convolution in Eq. (8) as integral transforms of embedding functions with respect to a probability measure, and then uses importance sampling to consistently estimate the integrals. The sampling techniques can also be integrated into the mini-batch Stochastic Gradient Descent (mini-batch SGD) method [11,23]. The literature [11] develops control variate based algorithms allowing sampling an arbitrary small neighbor size when training the GCNs via the mini-batch SGD. The literature [23] employs a graph clustering method to partition a graph into disjoint subgraphs, and then samples a cluster as a mini-batch when performing SGD. The literature [25] addresses the time and memory challenges by transforming the GCNs into regular CNNs via k-largest node selection and 1-D convolution kernels and performing mini-batch SGD via subgraph selection. The second approach to mitigating time and space costs is to decompose graphs into several small dense subgraphs [24]. Specifically, this paper employs the chordal decomposition technique to accelerate the training of GCNs on large-scale sparse networks. It contains two stages: (1) preprocessing, namely decomposing a large-scale sparse networks into several cliques and constructing a clique tree; (2) GCN training, which is performed clique by clique by traversing the clique tree.

**Depth Trap of Spectral GCNNs.** A bottleneck of GCNNs is that their performance maybe decrease with ever-increasing number of layer. This decay is often attributed to three factors: (1) overfitting resulting from the ever-increasing number of parameters; (2) gradient vanishing/explosion during training; (3) oversmoothing making vertices from different clusters more and more indistinguishable. The reason for oversmoothing is that performing the Laplacian smoothing many times forces the features of vertices within the same connected component to stuck in stationary points [16]. The Laplacian smoothing is defined as

$$X^{(l+1)} = (1 - \gamma)X^{(l)} + \gamma \tilde{D}^{-1}AX^{(l)}$$

$$= X^{(l)} - \gamma(\mathbb{I}_N - \tilde{D}^{-1}A)X^{(l)}.$$  

A feasible approach to combating the oversmoothing is to capitalize on information beyond the K-hop neighbors. The literature [33] proposes a novel architecture which incorporates the student-teacher semi-supervised framework [376] into the classic GCN. Its overall loss function is defined to be

$$L(\Theta_s, \Theta_t; A, A', D_L, D_U) = \sum_{(x,y) \in D_L} l_s + \sum_{x \in D_L \cup D_U} l_{st},$$
where $D_L$ and $D_U$ denote the labeled and unlabeled data respectively, $l_s = - \sum_{c=1}^{C} y_{c} \log \text{GCN}_s(A; x; \Theta_s)_c$ denotes the cross entropy of the student network and $l_t = D_{KL} (\text{GCN}_t(A; x; \Theta_t) || \text{GCN}_t'(A'; x; \Theta_s))$ denotes the KL divergence between the teacher network and the perturbed student network. It is noted that this model can discover much more information from unlabeled vertices and learn from the global graph topology. The literature [373] proposes a novel, fast and easily-implementing normalization layer, named PairNorm, in order to mitigating the oversmoothing issues. Specifically, epoch-wise DropEdge randomly drops out a certain rate of edges of the input graph at each training epoch, whereas layer-wise one performs the dropping-edge operations at each of the GCN. For the gradient vanishing issues, a feasible solution to mitigate it is to add skip connections between two inconsecutive layers [398]. In practice, the highway networks [399] can be employed to control the tradeoff of how much multi-hop neighborhood information should be passed to the current node.

### 3.1.2 Spatial Graph Convolution Operators

To the best of our knowledge, the original spatial GCNN model constitutes a transition function and an update function [47, 76, 77, 380]. In order to ensure the uniqueness of states, the transition function must be a contraction map. It is noted that the universal approximation theorem for graph neural networks holds as well. That is, under mild generic conditions, most of practically useful functions on graphs can be approximated in probability by GNNs up to any prescribed degree of accuracy [77]. In the following, we firstly introduce a generic framework of the spatial GCNN, and then discuss its variants sequentially.

Graph networks (GNs) as generic architectures with relational inductive bias [85] provide an elegant interface for learning entities, relations and structured knowledge. Specifically, GNs are composed of GN blocks in a sequential, encode-process-decode or recurrent manner. GN blocks contain three kinds of update functions, namely $\phi^e(\cdot), \phi^v(\cdot)$, and $\phi^a(\cdot)$, and three kinds of aggregation functions, namely $\psi^{e\rightarrow v}(\cdot), \psi^{e\rightarrow u}(\cdot), \psi^{v\rightarrow u}(\cdot)$. The iterations are described as follows.

$$
\begin{align*}
\bar{e}'_k &= \phi^e(e_k, v_{rk}, v_{sk}, u) \\
v'_i &= \phi^v(v_i, \bar{e}'_i, u) \\
u' &= \phi^a(u, \bar{v}', \bar{v}')
\end{align*}
$$

where $e_k$ is an arch from $v_{sk}$ to $v_{rk}$, $E'_i = \{(e'_k, s_k, r_k) : r_k = i, k = 1, \ldots, M\}$, $V' = \{v'_i : i = 1, \ldots, N\}$ and $E' = \{(e'_k, s_k, r_k) : k = 1, \ldots, M\}$, see Fig. 3. It is noted that the aggregation functions should be invariant to any permutations of nodes or edges. In practice, the GN framework can be used to implement a wide variety of architectures in accordance with three key design principles, namely flexible representations, configurable within-block structure and flexible multi-block architectures. The first principle means that GNs support highly flexible graph representations in terms of the representations of the attributes and the structure of the graph itself. The second means that the GN block can be configured in different manners. This also reflects the general adaption and universality of the GN framework. The last means that the GN blocks can be organized in different architectures, e.g. sequential architectures, encode-process-decode architectures and recurrent architectures. GNs can be employed to learn object-
and relation-centric representations of complex systems so as to help them implement relational inductive bias [100, 102]. Simon S. Du et al [49] present a new class of graph kernels, namely Graph Neural Tangent Kernels (GNTKs), based on GNs. GNTKs not only have the expressive power of GNs, but also inherit advantages of graph kernels. Below, we respectively introduce three prevalent variants of the GNs, namely Message Passing Neural Networks (MPNNs) [93], Non-local Neural Networks (NLNNs) [102] and GraphSAGE [104].

**Figure 3** Computational framework of the spatial GCNN.

**Variants of GNs—MPNNs.** MPNNs [93] have two phases, a message passing phase and a readout phase. The message passing phase is defined by a message function $M_l$ (playing the role of the composition of the update function $\psi^e(v)$ and the update function $\phi^e(\cdot)$) and a vertex update function $U_l$ (playing the role of the update function $\phi^v(\cdot)$). Specifically,

$$m^{(l+1)}_v = \sum_{u \in N_G(v)} M_l(x^{(l)}_v, x^{(l)}_u, e_{v,u})$$

$$x^{(l+1)}_v = U_l(x^{(l)}_v, m^{(l+1)}_v),$$

where $e_{v,u}$ denotes the feature vector of the edge with two endpoints $v$ and $u$. The readout phase computes a universal feature vector for the whole graph using a readout function $R(\cdot)$, i.e.

$$u = R\left(\left\{ x^{(L)}_v : v \in V \right\}\right).$$

The readout function $R(\cdot)$ should be invariant to permutations of nodes. Note that a lot of GCNNs can be regarded as special forms of the MPNN such as convolutional networks for learning molecular fingerprints [103], gated graph sequence neural networks [122], interaction networks [336] and molecular graph convolutions [195].

**Variants of GNs—NLNNs.** NLNNs [102] give a general definition of non-local operations [381] which is a flexible building block and can be easily integrated into convolutional/recurrent layers. Specifically, the generic non-local operation is defined as

$$y_s = \frac{1}{C(x_s)} \sum_t f(x_s, x_t)g(x_t),$$

where $s$ is the index of the output position, $t$ is the index enumerating all possible positions, $x$ and $y$ are input and output signal respectively, $f(\cdot, \cdot)$ denotes the affinity between $x_s$ and $x_t$, and $C(x_s) =$
\[ f(x_s, x_t) \]
is a normalization factor. The affinity function \( f(\cdot, \cdot) \) can be instantiated by the following forms:

1. Gaussian: \( f(x_s, x_t) = e^{x_s^T x_t} \);
2. Embedded Gaussian: \( f(x_s, x_t) = e^{\theta(x_s)^T \eta(x_t)} \), where \( \theta(x_s) = W_\theta x_s \) and \( \eta(x_t) = W_\eta x_t \);
3. Dot Product: \( f(x_s, x_t) = \theta(x_s)^T \eta(x_t) \);
4. Concatenation: \( f(x_s, x_t) = \text{ReLU}(w_f^T [\theta(x_s), \eta(x_t)]) \).

Finally, the non-local building block is defined as \( z_s = W_z y_s + x_s \), where "+x_s" denotes a residual connection. It is noted that \( f(\cdot, \cdot) \) and \( g(\cdot) \) play the role of \( \phi^v(e_k, v_{i_k}, v_{s_k}, u) \), and the summation in formula (11) plays the role of \( \psi^{c-v}(E'_i) \).

**Variants of GNs——GraphSAGE.** GraphSAGE (SAMPLE and AGGREGATE) [104] is a general inductive framework capitalizing on node feature information to efficiently generate node embedding vectors for previously unseen nodes. Specifically, GraphSAGE is composed of an aggregation function \( \text{AGGREGATE}^{(l)}(\cdot) \) and an update function \( \text{UPDATE}^{(l)} \), i.e.

\[
x^{(l)}_{N_G(v)} = \text{AGGREGATE}^{(l)} \left( \left\{ x^{(l-1)}_u : u \in N_G(v) \right\} \right)
\]

\[
x^{(l)}_v = \text{UPDATE}^{(l)} \left( \left\{ x^{(l-1)}_u, x^{(l)}_{N_G(v)} \right\} \right)
\]

where \( N_G(v) \) denotes a fixed-size set of neighbors of \( v \) uniformly sampling from its whole neighbors so as to reduce the time and memory cost. The aggregation function can be instantiated by the following forms:

1. Mean Aggregator: \( x^{(l)}_v = \sigma \left( W \cdot \text{MEAN} \left( \left\{ x^{(l-1)}_u \right\} \cup \left\{ x^{(l-1)}_u : u \in N_G(v) \right\} \right) \right) \);
2. LSTM Aggregator: applying the LSTM model [160] to a random permutation of neighbors of \( v \);
3. Pooling Aggregator: \( \text{AGGREGATE}^{(l)} = \max \left( \left\{ \sigma \left( W x^{(l)}_u + b \right) : u \in N_G(v) \right\} \right) \).

Note that the aggregation function and update function play the role of \( \psi^{c-v}(E'_i) \) and \( \phi^v(v_i, y_i, u) \) in formula (10) respectively.

**Variants of GNs——Hyperbolic GCNNs.** The Euclidean GCNNs aim to embed nodes in a graph into a Euclidean space. This will incur a large distortion especially when embedding real-world graphs with scale-free and hierarchical structure. Hyperbolic GCNNs pave an alternative way of embedding with little distortion. The \( n \)-dimensional hyperbolic space \([69, 193]\), denoted as \( \mathbb{H}^n_K \), is a unique, complete, simply connected \( d \)-dimensional Riemannian manifold with constant negative sectional curvature \(-\frac{1}{K}\),

\[ \mathbb{H}^n_K = \left\{ x \in \mathbb{R}^{n+1} : \langle x, x \rangle_M = -K, x_0 > 0 \right\}, \]

where the Minkowski inner produce \( \langle x, y \rangle_M = -x_0 y_0 + \sum_{j=1}^{d} x_j y_j, \forall x, y \in \mathbb{R}^{n+1} \). Its tangent space centered at point \( x \) is denoted to be \( T_x \mathbb{H}^n_K = \left\{ v \in \mathbb{R}^{n+1} : \langle x, v \rangle_M = 0 \right\} \). Given \( x \in \mathbb{H}^n_K \), let \( u \in T_x \mathbb{H}^n_K \) be unit-speed. The unique unit-speed geodesic \( \gamma_{x-u}(\cdot) \) such that \( \gamma_{x-u}(0) = x \) and \( \dot{\gamma}_{x-u}(0) = u \) is denoted as \( \gamma_{x-u}(t) = \cosh \left( \frac{t}{\sqrt{K}} \right) x + \sqrt{K} \sinh \left( \frac{t}{\sqrt{K}} \right) u, t > 0 \). The intrinsic distance between two points \( x, y \in \mathbb{H}^n_K \) is then equal to

\[ d^K_M(x, y) = \sqrt{K} \text{arccosh} \left( \frac{-\langle x, y \rangle_M}{K} \right). \]

Therefore, the above \( n \)-dimensional hyperbolic space with constant negative sectional curvature \(-\frac{1}{K}\) is usually denoted as \( (\mathbb{H}^n_K, d^K_M(\cdot, \cdot)) \). In particular, \( \mathbb{H}^1_1 \), i.e. \( K = 1 \), is called the hyperboloid model of the hyperbolic space. Hyperbolic Graph Convolutional Networks (HGCN) [15] benefit from the expressiveness of both GCNNs and hyperbolic embedding. It employs the exponential and logarithmic maps of the
Let the message passing is performed directly between subgraph structures rather than individual nodes. Let \( \|v\|_M = \langle v, v \rangle_M, v \in \mathcal{T}_{\mathbb{H}^n_K} \). The \( \exp^K_x(v) \) and \( \log^K_x(v) \) are respectively defined to be
\[
\exp^K_x(v) = \cosh \left( \frac{\|v\|_M}{\sqrt{K}} \right) x + \sqrt{K} \sinh \left( \frac{\|v\|_M}{\sqrt{K}} \right) \frac{v}{\|v\|_M}
\]
\[
\log^K_x(y) = \frac{d^K_M(x, y)}{\|y + \frac{1}{K} \langle x, y \rangle_M x\|_M}
\]
where \( x \in \mathbb{H}^n_K, v \in \mathcal{T}_{\mathbb{H}^n_K} \) and \( y \in \mathbb{H}^n_K \) such that \( y \neq 0 \) and \( y \neq x \). The HGCN architecture is composed of three components, namely a hyperbolic feature transform, an attention-based aggregation and a non-linear activation with different curvatures. They are respectively defined to be
\[
h^H_j = \left( W^{(l)} \otimes \mathcal{K}^{l-1} x^H_{j-1} \right) \otimes \mathcal{K}^{l-1} y^{(l)}
\] (hyperbolic feature transform),
\[
y^H_j = \text{AGGREGATE}^{K-1}(h^H_j)
\] (attention-based aggregation),
\[
x^H_j = \exp^K_{j} \left( \rho \left( \log^K_{j-1} \left( y^H_j \right) \right) \right)
\] (non-linear activation with different curvatures),
where \( o = (\sqrt{K}, 0, \cdots, 0) \in \mathbb{H}^n_K \), the subscript \( j \) denotes the indices of nodes, the superscript \( l \) denotes the layer of the HGCN. The linear transform in hyperboloid manifold is defined to be \( W \otimes^K x^H = \exp^K_o \left( W \log^K_o (x^H) \right) \) and \( x^H \otimes^K b = \exp^K_{x^H} \left( P^K_{o \rightarrow x^H} (b) \right) \), where \( P^K_{o \rightarrow x^H} (b) \) is the parallel transport from \( \mathcal{T}_{\mathbb{H}^n_K} \) to \( \mathbb{T}_{x^H \mathbb{H}^n_K} \). The attention-based aggregation is defined to be
\[
\text{AGGREGATE}^{K}(x^H)_j = \exp^K_{x^H_j} \left( \sum_{k \in N_G(j)} \omega_{j,k} \log^K_{x^H_k} (x^H_k) \right)
\]
where the attention weight \( \omega_{j,k} = \text{Softmax} \left( C_{l,k}^{(l)} \right) \) is a hashing function and \( C_{l,k}^{(l)} \) the node coloring (label) of \( s = (s_1, \cdots, s_k) \in V^k \) at the \( l \)-th time. Moreover, let \( N^j_G(s) = \{(s_1, \cdots, s_{j-1}, r, s_{j+1}, \cdots, s_k) : r \in V\} \). The \( k \)-WL is computed by
\[
C_{l,k}^{(l+1)}(s) = \text{HASH} \left( C_{l,k}^{(l)}(s), (c_1^{(l+1)}(s), \cdots, c_k^{(l+1)}(s)) \right)
\]
where
\[
c_j^{(l+1)} = \text{HASH} \left( \{ \{ C_{l,k}^{(l)}(s) : s' \in N^j_G(s) \} \} \right)
\]
Let \( N_G(s) = \bigcup_{j=1}^k N^j_G(s) \). The local neighborhood \( N_{G,L}(s) \) is composed of all \( t \in N_G(s) \) such that \( (v, w) \in E \) for the unique \( v \in s - t \) and the unique \( w \in t - s \). The \( k \)-GCNN computes new features of \( s \in V^k \) by multiple computational layers. Each layer is computed by
\[
X_k^{(l+1)}[s, :] = \rho \left( X_k^{(l)}[s, :] W_1^{(l)} + \sum_{t \in N_G(s)} X_k^{(l)}[t, :] W_2^{(l)} \right)
\]
In practice, the local \( k \)-GCNNs is usually used to scale \( k \)-GCNNs to larger datasets and to prevent overfitting, in practice, i.e.
\[
X_k^{(l+1)}[s, :] = \rho \left( X_k^{(l)}[s, :] W_1^{(l)} + \sum_{t \in N_{G,L}(s)} X_k^{(l)}[t, :] W_2^{(l)} \right)
\]
Furthermore, in order to learn hierarchical representations, the initial input of $k$-GCNN is just equal to the output features learned by a $(k-1)$-GCNN, i.e.

$$X_k^{(0)}[s,:) = \rho \left( X^{iso}[s,:) \right) \cdot \sum_{u \in S} X_k^{(L_{k-1})}[u,:].$$

Note that we abuse the notation $X_k^{(l)}[s,:]$ to let it denote the feature vector corresponding to $s \in V^k$.

**Variants of GNs——Miscellaneous.** In addition to the aforementioned GN framework and its variants, there are also other spatial GCNNs which is defined from other viewpoints. Diffusion-Convolutional Neural Network (DCNN) [20], which is permutation-invariant under graph isomorphism, employs $H$-hop transition matrix to capture distant connectivity information. Position-aware Graph Neural Networks (P-GNNs) [46] can compute position-aware node embedding vectors via learning a non-linear distance-weighted aggregation scheme over sampled anchor sets. Memory-based graph networks, namely Memory-based Graph Neural Network (MemGNN) and Graph Memory Network (GMN) [84], are an efficient memory layer for GNNs, which can jointly learn node hierarchical representations. Graph Partition Neural Networks (GPNNs) [35] are able to tackle extremely large graphs by virtue of a heuristic graph partition algorithm. Specifically, they alternate between nodes in partitions and globally propagating information between the partitions. Edge-Conditioned Convolution (ECC) [43] proposes to condition filter weights on the respective edge labels via a filter-generating network, borrowed from dynamic filter networks [385], mapping from edge labels to edge-specific weight matrix. The literature [21] argues that spatial graph convolution should have three properties, namely seed-oriented, degree-aware and order-free, and proposes a generic degree-specific spatial GCNN named DEMO-Net via hash kernel [386]. Column networks [29] is a novel deep learning model for collective classification in multi-relational graphs. Each entity aggregates information from relations of different types associated with it, and then update its state at the next layer via the aggregated information and the state at the current layer. The literature [32] defines spatial convolution filters as a polynomial of functions of the graph adjacency matrix.

**Invariance and Equivariance.** Let $P \ast A_G = P^T A_G P$ denote the tensor resulting from renumbering the nodes in $V_G$ according to the permutation matrix $P$. Permutation-invariance refers to that a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$ (e.g. the aggregation function) is independent of any permutations of node/edge indices [50, 389], i.e. $f(P \ast A_G) = f(A_G)$ where $P$ is a permutation matrix and $A_G \in \mathbb{R}^{n^k}$ is a $k$-order tensor of edges or multi-edges in the (hyper-)graph $G$. Permutation-equivariance refers to that a function $f : \mathbb{R}^n \rightarrow \mathbb{R}^{n^l}$ coincides with permutations of node/edge indices [50, 389], i.e. $f(P \ast A_G) = P \ast f(A_G)$ where $P$ and $A_G$ are defined as similarly as the permutation-invariance. The literature [50] considers a specific class of invariant and equivariant GCNNs with a single hidden layer, for which we prove new universality theorems. The one-layer GCNNs are obtained by summing channels formed by applying an equivariant linear operator, a pointwise non-linearity and either an invariant or equivariant linear operator. In particular, for permutation-invariant aggregation functions, A straightforward choice is to take sum/ max/average/concatenation as heuristic aggregation schemes. Nevertheless, these aggregation functions treat all the neighbors of a vertex equivalently so that they cannot precisely distinguish the structural effects of different neighbors to the target vertex. That is, the aggregation functions should extract and filter graph signals aggregated from neighbors of different hops away and different important.

GeniePath [34] proposes a scalable approach for learning adaptive receptive fields of GCNNs. It, as an adaptive path layer, is composed of two complementary functions, namely adaptive breadth function and adaptive depth function. The former learns the importance of different sized neighborhoods, whereas the latter extracts and filters graph signals aggregated from neighbors of different hops away. More specifically, the adaptive breadth function is defined as follows.

$$h_{v_j}^{temp} = \tanh \left( \sum_{v_k \in N_G(v_j), j \neq v_j} \alpha(h_{v_j}^{(t)}, h_{v_k}^{(t)}) \cdot h_{v_k}^{(t)} \right),$$

where

$$\alpha(x, y) = \text{Softmax}_y \left( \alpha^T \tanh \left( W^T_x x + W^T_y y \right) \right).$$
The adaptive depth function is defined as a LSTM [160], i.e.

\[ i_{v_j} = \sigma \left( \left( W_i^{(l)} \right)^T h_{v_j}^{\text{temp}} \right) \quad f_{v_j} = \sigma \left( \left( W_f^{(l)} \right)^T h_{v_j}^{\text{temp}} \right) \]

\[ o_{v_j} = \sigma \left( \left( W_o^{(l)} \right)^T h_{v_j}^{\text{temp}} \right) \quad \tilde{C}_{v_j} = \tanh \left( \left( W_c^{(l)} \right)^T h_{v_j}^{\text{temp}} \right) \]

\[ c_{v_j}^{(l+1)} = f_{v_j} \odot c_{v_j}^{(l)} + i_{v_j} \odot \tilde{C}_{v_j} \quad h_{v_j}^{(l+1)} = o_{v_j} \odot \tanh \left( c_{v_j}^{(l+1)} \right) \quad (12) \]

**GEOM-GCN** [17] proposes a novel permutation-invariant geometric aggregation scheme consisting of three modules, namely node embedding, structural neighborhood, and bi-level aggregation (i.e. low-level aggregation, high-level aggregation and non-linear aggregation). The geometric aggregation scheme can overcome two fundamental weaknesses, namely losing structural information of nodes and failing to capture long-range dependencies in disassortative graphs. PiNet [41] is an end-to-end spatial GCNN architecture that utilizes the permutation equivariance of graph convolutions in order to learn permutation-invariant graph representations. It is composed of a pair of double-stacked message passing layers, namely attention-oriented message passing layers and feature-oriented message passing layers, combined by a matrix.

**Depth Trap of Spatial GCNNs.** Like the spectral GCNNs, spatial GCNNs also go through a depth trap. That is, the performance gets decayed as the depth of spatial GCNNs increases. As stated previously, the depth trap results from oversmoothing, overfitting and gradient vanishing/explosion. In order to escape from the depth trap, DeepGCN [13] borrows concepts from CNNs, specifically residual/dense connections [382,383] and dilated aggregation [384], and adapts them to the spatial GCNN architecture. That is, DeepGCN has three instantiations, namely ResGCN, DenseGCN and dilated graph convolution. ResGCN is inspired by the ResNet [382], which is defined to be

\[ G^{(l+1)} \triangleq \mathcal{H}(G^{(l)}, \Theta^{(l)}) \]

\[ = \mathcal{F}(G^{(l)}, \Theta^{(l)}) + G^{(l)}, \]

where \( \mathcal{F}(\cdot, \cdot) \) is a map taking a graph as input and outputting an updated graph representation. In practice, it can be computed by spectral or spatial GCNNs. DenseGCN collectively exploit information from different GCNN layers like the DenseNet [383], which is defined to be

\[ G^{(l+1)} \triangleq \mathcal{H}(G^{(l)}, \Theta^{(l)}) \]

\[ = \text{Concat} \left( \mathcal{F}(G^{(l)}, \Theta^{(l)}), G^{(l)} \right) \]

\[ = \text{Concat} \left( \mathcal{F}(G^{(l)}, \Theta^{(l)}), \cdots, \mathcal{F}(G^{(0)}, \Theta^{(0)}), G^{(0)} \right), \]

where Concat(\( \cdot \)) is a vertex-wise concatenation function that densely fuse input graph \( G^{(0)} \) with all the intermediate GCNN layer outputs. The dilated aggregation [384] can magnify the receptive field of spatial GCNNs by a dilation rate \( d \). More specifically, let \( N_G^{(k,d)}(v) \) denote the set of \( k \times d \) nearest neighbors of vertex \( v \) in \( G \). If \( (u_1, u_2, \cdots, u_{k \times d}) \) are the first sorted \( k \times d \) nearest neighbors, then

\[ N_G^{(k,d)}(v) = \left\{ u_{1}, u_{1+d}, \cdots, u_{1+(k-1)d} \right\}. \]

Thereby, we can construct a new graph \( G^{(k,d)} = (V^{(k,d)}, E^{(k,d)}) \) where \( V^{(k,d)} = V \) and \( E^{(k,d)} = \left\{ (v, u) : v \in V, u \in N_G^{(k,d)} \right\}. \) The aggregation and update functions of the spatial GCNN are applied to \( G^{(k,d)} \) so as to obtain a dilated graph convolution layer. The jumping knowledge networks [89] adopts neighborhood aggregation with skip connections to integrate information from different layers. More formally, each node is updated as

\[ x_v^{(l)} = \rho \left( W^{(l)} \text{AGGREGATE} \left( \left\{ x_u^{(l-1)} : u \in N_G(v) \right\} \right) \right) \]

\[ x_v^{(l)} = \text{COMBINE} \left( x_v^{(l-1)}, x_v^{(l)} \right) \]
where the `COMBINE` function embodies the skip connection between different layers.

### 3.1.3 Graph Wavelet Neural Networks

As stated previously, the spectral and spatial GCNNs are respectively inspired by the graph Fourier transform and message-passing mechanism. Here, we introduce a new GCNN architecture from the perspective of the Spectral Graph Wavelet Transform (SGWT) [189]. First of all, the SGWT is determined by a graph wavelet generating kernel \( g : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) with the property \( g(0) = 0, g(+\infty) = \lim_{x \to +\infty} g(x) = 0 \). An feasible instance of \( g(\cdot) \) is parameterized by two integers \( \alpha \) and \( \beta \), and two positive real numbers \( x_1 \) and \( x_2 \) determining the transition regions, i.e.

\[
g(x; \alpha, \beta, x_1, x_2) = \begin{cases} 
x_1^{-\alpha} x^\alpha & x < x_1 \\
x(x) & x_1 \leq x \leq x_2 \\
x^{-\beta} x_2^\beta & x > x_2,
\end{cases}
\]

where \( s(x) \) is a cubic polynomial whose coefficients can be determined by the continuity constraints \( s(x_1) = s(x_2) = 1 \), \( s'(x_1) = \frac{s'}{x_1} \) and \( s'(x_2) = -\frac{s'}{x_2} \). Given the graph wavelet generating kernel \( g(\cdot) \) and a scaling parameter \( s \in \mathbb{R}^+ \), the spectral graph wavelet operator \( \Psi_g^s \) is defined to be

\[
\Psi_g^s = U g(s\Lambda) U^T,
\]

where \( g(s\Lambda) = g(\text{diag}(s\lambda_1, \cdots, s\lambda_N)) \). A graph signal \( x \in \mathbb{R}^N \) on \( G \) can thereby be filtered by the spectral graph wavelet operator, i.e.

\[
W^g_{g,s} = \Psi_g^s x \in \mathbb{R}^N.
\]

The \( j \)-th entry of \( W^g_{g,s} \) in formula (14) is equal to \( W^g_{g,s}[j] = (\Psi^s_g x)[j], \quad j = 1, \cdots, N \). Let \( \psi^{s,j}_g = \Psi^s_g \delta_j \) where \( \delta_j(k) = 1 \) if \( k = j \) and 0 otherwise. It is therefore easy to prove that

\[
W^g_{g,s}[j] = (\psi^{s,j}_g, x),
\]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product of two vectors. Note that directly computing the spectral graph wavelet transformation via Eq. (14) is computationally expensive especially for large graphs since the eigendecomposition of the Laplacian \( L_G \) commonly requires \( O(N^3) \) computational complexity. Here, we can also employ the \( K \)-localized Chebyshev polynomial [78] to fast approximate the spectral graph wavelet transformation, i.e.

\[
\Psi^s_g = \frac{1}{2} c_0^s + \sum_{k=1}^{K} c_k^s T_k(\bar{L})
\]

\[
c_k^s = 2c^{-s} J_k(-s),
\]

where \( \bar{L} = \frac{2}{\max_{N}} L - I_N \), \( T_j(x) \) is the Chebyshev polynomial (see formula 7) and \( J_k(-s) \) is the Bessel function of the first kind.

**Graph Wavelet Neural Networks.** The above spectral graph wavelet operator \( \Psi^s_g \) can be employed to construct a Graph Wavelet Neural Network (GWNN) [191]. Let \( \Psi^{-s}_g = (\Psi^s_g)^{-1} \). The graph wavelet based convolution is defined to be

\[
x *_{G} y = \Psi^{-s}_g (\Psi^s_g x \otimes \Psi^s_g y)
\]

by replacing the graph Fourier transform in formula (4) with the graph wavelet transform. The GWNN is composed of multiple layers of the graph wavelet based convolution. The structure of the \( l \)-th layer is defined as

\[
X^{(l+1)}[:, j] = \rho \left( \sum_{k=1}^{d(l)} \Psi^{-s}_g \Theta_{j,k}^{(l)} \Psi^s_g X^{(l)}[:, k] \right).
\]

where \( \Theta_{j,k}^{(l)} \) is a diagonal filter matrix learned in spectral domain. In order to reduce the number of learnable parameters, Eq. (16) can be rewritten as a matrix form, i.e.

\[
X^{(l)}_{\text{temp}} = X^{(l)} W^{(l)} \quad \text{(Feature Transformation)}
\]

\[
X^{(l+1)} = \rho \left( \Psi^{-s}_g \Theta \Psi^s_g X^{(l)}_{\text{temp}} \right) \quad \text{(Graph Wavelet based Convolution)}.
\]
In practice, the learnable filter matrix $\Theta$ can be replaced with the $K$-localized Chebyshev Polynomial in formula (15) so as to eschew the eigendecomposition of the Laplacian $L_G$.

**Graph Scattering Networks.** The literature [190] utilizes a special instance of the graph wavelet operator $\Psi_\phi^k$ in Eq. (13) to construct a graph scattering network, and proves its covariance and approximate invariance to permutations and stability to graph manipulations. Suppose $X = (x_1, \cdots, x_d) \in \mathbb{R}^{N \times d}$ is a $d$-dimensional graph signal on $G$. The graph scattering transform is defined to be

$$S[\mathcal{P}_J]X = (S[\mathcal{P}_J]x_j)_{j=1}^d, \quad W[\mathcal{P}_J]X = (W[\mathcal{P}_J]x_j)_{j=1}^d,$$

where $S[\mathcal{P}_J]x_j = (S[p]x_j)_{p \in \mathcal{P}_J}$, $W[\mathcal{P}_J]x_j = (W[p]x_j)_{p \in \mathcal{P}_J}$ and $\mathcal{P}_J = \bigcup_{m=0}^{\infty} \{ p : \text{length}(p) = m \}$ denotes the collection of all paths of finite length. The windowed scattering transform of a graph signal $x$ on $G$ with respect to a path $p$ of length $m$ is defined by

$$S[p]x = U \text{diag}(\phi(2^{-J}\lambda_1), \cdots, \phi(2^{-J}\lambda_N))U^T W[p]x,$$

where $\phi(\cdot)$ is a scaling function, and $W[p]x = W[m]W[j_{m-1}] \cdots W[j_1]x$. The one-step propagator $W[\psi_j] : \mathbb{R}^N \to \mathbb{R}^N$ is defined by $W[\psi_j]x = f \ast \psi_j = W\text{diag}(\psi(2^{-J}\lambda_1), \cdots, \psi(2^{-J}\lambda_N)) W^T x$, where $\psi_j(n) = \psi(2^{-J}n)$ is a wavelet function.

### 3.1.4 GCNNs on Special Graphs

The aforementioned GCNNs (possibly with graph pooling operators or attention mechanisms) aims at learning the node/edge/graph representations of input graphs (directed or undirected, weighted or unweighted). The graphs extracted from the real-world may have more additional characteristics, e.g. spatial-temporal graphs, heterogeneous graphs, hyper-graphs, signed graphs and so on. The literature [28] proposes a GCNN for signed graphs by leveraging balance theory to correctly aggregate and propagate information across positive and negative links. Below, we introduce the GCNN architectures on these special graphs.

**Heterogeneous Graphs.** Heterogeneous Graphs are composed of nodes and edges of different types, and each type of edges is called a relation between two endpoints. For example, a bibliographic information network contains at least 4 types of nodes, namely Author, Paper, Venue and Term, and at least 3 types of edges, namely Author-Paper, Term-Paper and Venue-Paper [395]. The heterogeneity and rich semantic information brings great challenges for designing heterogeneous graph convolutional neural networks. In general, heterogeneous graphs can be denoted as $H = (V,E,\nu,\zeta)$, where $\nu(v)$ denotes the type of node $v \in V$ and $\zeta(e)$ denotes the type of edge $e \in E$. Let $T^v$ and $T^e$ respectively denote the set of node types and edge types. Below, we summarize the heterogeneous GCNNs from two perspectives, namely vanilla heterogeneous GCNNs and heterogeneous graph attention mechanism.

1) **Vanilla Heterogeneous GCNNs.** The Heterogeneous Graph Neural Networks (HetGNNs) [61] aims to resolve the issue of jointly considering heterogeneous structural information as well as heterogeneous contents information of nodes. It firstly samples a fixed size of strongly correlated heterogeneous neighbors for each node via a Random Walk with Restart (RWR) and groups them into different node types. Then, it aggregates feature information of those sampled neighboring nodes via a bi-directional Long Short Term Memory (LSTM) and attention mechanism. Running RWR with a restart probability $p$ from node $v$ will yield a collection of a fixed number of nodes, denoted as RWR($v$). For each node type $t$, the $t$-type neighbors $N^t_C(v)$ of node $v$ denotes the set of top-$k_t$ nodes from RWR($v$) with regard to frequency. Let $C_v$ denote the heterogeneous contents of node $v$, which can be encoded as a fixed size embedding via a function $f_1(v)$, i.e.

$$f_1(v) = \sum_{j \in C_v} \left[ \text{LSTM}(\mathcal{FC}_{\theta_z}(x_j)) \bowtie \text{LSTM}(\mathcal{FC}_{\theta_z}(x_j)) \right],$$

where $\mathcal{FC}_{\theta_z}(\cdot)$ denotes feature transformer, e.g. identity or fully connected neural networks with parameter $\theta_z$, and the definitions of LSTM and LSTM refer to the literature [160], see Eq. (12). Now, the
content embedding of the $t$-type neighbors of node $v$ can be aggregated as follows,
\[
f^t_j(v) = \operatorname{Aggregate}^T (\{ f_1(v') : v' \in \mathcal{N}_G^t(v) \})
\]
\[
= \frac{\sum_{v' \in \mathcal{N}_G^t(v)} \left[ \operatorname{LSTM}(f_1(v')) \otimes \operatorname{LSTM}(f_1(v')) \right]}{|\mathcal{N}_G^t(v)|}.
\]

Let $\mathcal{F}(v) = \{ f_1(v) \} \cup \{ f^t_j(v) : t \in T^v \}$. As a result, the output embedding of node $v$ can be obtained via the attention mechanism, i.e.
\[
\mathcal{E}_v = \sum_{f_j(v) \in \mathcal{F}(v)} \omega_{v,j} f_j(v),
\]
where the attention weights is computed by
\[
\omega_{v,j} = \frac{\exp (\rho (u^T f_j(v) \otimes f_1(v))))}{\sum_{f_j(v) \in \mathcal{F}(v)} \exp (\rho (u^T f_j(v) \otimes f_1(v))))}.
\]

The objective of the HetGNN is the Maximum Likelihood Estimation (MLE) of the heterogeneous softmax function, and is optimized by employing the Negative Sampling (NE) techniques. The literature [62] aims to learn the deep relational features on heterogeneous graphs via the proposed GraphInception. This model firstly converts the input heterogeneous graph into a multi-channel graph (each meta path corresponds to a channel), and then employs graph inception module inspired by the Inception module [397] to automatically generate a hierarchy of relational features from simple to complex ones.

2) Heterogeneous Graph Attention Mechanism. The literature [75] firstly proposes a hierarchical attention based heterogeneous GCNNs consisting of node-level and semantic-level attentions. The node-level attention aims to learn the attention weights of a node and its meta-path-based neighbors, and the semantic-level attention is able to learn the importance of different meta-paths. More specifically, given a meta path $\Phi$, the node-level attention weight of a node $v_i$ and its meta-path-based neighbors $v_j \in \mathcal{N}_G^\Phi(v_i)$ is defined to be
\[
\alpha_{j,k}^\Phi = \frac{\exp (\rho (a_k^\Phi (M_{\nu(v_i)} x_j \otimes M_{\nu(v_k)} x_k)))}{\sum_{v_k \in \mathcal{N}_G^\Phi(v_j)} \exp (\rho (a_k^\Phi (M_{\nu(v_j)} x_j \otimes M_{\nu(v_k)} x_k)))},
\]
where $M_{\nu(v_j)}$ transforms the feature vectors of nodes of type $\nu(v_j)$ in different vector spaces into a unified vector space. The embedding of node $v_i$ under the meta path $\Phi$ can be computed by
\[
x_{\Phi,j}^{i+1} = \sum_{k \in \mathcal{N}_G^\Phi(v_j)} \omega_{j,k}^\Phi M_{\nu(v_k)} x_k^\Phi.
\]

Given a meta-path set $\{ \Phi_0, \cdots, \Phi_P \}$, performing the node-level attention layers under these meta paths will yield a set of semantic-specific node representations, namely $\{ X^{\Phi_0}, \cdots, X^{\Phi_P} \}$. The semantic-level attention weight of the meta path $\Phi_j$ is defined as
\[
\beta_{\Phi_j}^\Phi = \frac{\exp (\omega_{\Phi_j}^\Phi)}{\sum_{p=1}^P \exp (\omega_{\Phi}^\Phi)},
\]
where $\omega_{\Phi}^\Phi = \frac{1}{|\mathcal{V}|} \sum_{v_k \in \mathcal{V}} q^T \tanh \left( W x_k^\Phi + b \right)$. The final embedding matrix $X = \sum_{p=1}^P \beta_{\Phi_p}^\Phi X^{\Phi_p}$. Moreover, the literature [36, 68, 361] studies the GCNNs for multi-relational graphs. They usually establish attention-based neural architectures with different learnable parameters under different relations, and then update hidden representations of nodes by aggregating all the outputs from different architectures. Some other studies [60, 114] borrows the concept of transformer from the literature [73] to learn the node representations of dynamic heterogeneous graphs via self-attention mechanisms and positional encoding heuristics.
Spatio-Temporal Graphs. Spatio-temporal graphs can be used to model traffic networks [59, 71] and skeleton networks [55, 57]. In general, a spatio-temporal graph is denoted as \( G_{ST} = (V_{ST}, E_{ST}) \) where \( V_{ST} = \{ v_{t,j} : t = 1, \ldots, T, j = 1, \ldots, N_{ST} \} \). The edge set \( E_{ST} \) is composed of two types of edges, namely spatial edges and temporal edges. All spatial edges \( (v_{t,j}, v_{t,k}) \in E_{ST} \) are collected in the intra-frame edge set \( E_{S} \), and all temporal edges \( (v_{t,j}, v_{t+1,j}) \in E_{ST} \) are collected in the inter-frame edge set \( E_{T} \). The literature [59] proposes a novel deep learning framework, Spatio-Temporal Graph Convolutional Networks (STGCN), to tackle the traffic forecasting problem. Specifically, STGCN consists of several layers of spatio-temporal convolutional blocks, each of which has a "sandwich" structure with two temporal gated convolution layers (abbreviated as Temporal Gated-Conv) and a spatial graph convolution layer in between (abbreviated as Spatial Graph-Conv). The Spatial Graph-Conv exploits the conventional GCNNs to extract the spatial features, whereas the Temporal Gated-Conv the temporal gated convolution operator to extract temporal features. Suppose that the input of the temporal gated convolution for each node is a length-\( M \) sequence with \( C_{in} \) channels, i.e. \( X \in \mathbb{R}^{M \times C_{in}} \). The temporal gated convolution kernel \( \Gamma \in \mathbb{R}^{K \times C_{in} \times 2C_{out}} \) is used to filter the input \( Y \) to yield an output \( P \approx Q \in \mathbb{R}^{(M-K+1) \times (2C_{out})} \), i.e.

\[
\Gamma \ast_{T} Y = P \oplus \sigma(Q) \in \mathbb{R}^{(M-K+1) \times C_{out}},
\]

where the sigmoid gate \( \sigma(Q) \) controls which inputs in \( P \) are relevant for discovering compositional structure and dynamic variances in time series. The Spatial Graph-Conv takes a tensor \( X^{(l)} \in \mathbb{R}^{M \times N_{ST} \times C^{(l)}} \) as input, and outputs a tensor \( X^{(l+1)} \in \mathbb{R}^{(M-2(K-1)) \times N_{ST} \times C^{(l+1)}} \), i.e.

\[
X^{(l+1)} = \Gamma^{1}_{I} \ast_{T} \rho \left( \Theta^{(l)} \ast_{G} \left( \Gamma^{0}_{I} \ast_{T} X^{(l)} \right) \right),
\]

where \( \Gamma^{0}_{I}, \Gamma^{1}_{I} \) are the upper and lower temporal kernel and \( \Theta^{(l)} \) is the spectral kernel of the graph convolution. Structural-RNN [56] is derived from the factor graph representation of the spatio-temporal graph. The factor graph representation has a factor \( \Psi_{v}(x_{v}, y_{v}) \) for each node \( v \in V_{ST} \) and a pairwise factor \( \Psi_{e}(x_{e}, y_{e}[0], y_{e}[1]) \) for each edge \( e \in E_{ST} \). Note that the Structural-RNN assigns semantically similar nodes to the same factor so as to reduce the number of learnable parameters, and so do the edges. Each type of node factor is essentially a nodeRNN capturing the temporal dependencies of the nodes, whereas each type of pairwise factor is essentially an edgeRNN capturing the temporal dependencies of the edges. In order to capture the spatial dependencies of nodes and edges, the outputs of each type of edgeRNN is fed into the nodeRNN when the edge is incident to the node. The literatures [108, 109] propose a gated Graph Convolutional Recurrent Neural Network (GCRRN) combining the vanilla GCNNs and RNNs to learn the spatio-temporal representations of nodes on spatio-temporal graphs. That is, it employs the RNN architecture to extract the long short-term dependencies in the outputs \( (X^{(1)}, X^{(2)}, \ldots, X^{(L)}) \) of layers of the vanilla GCNN.

Hypergraphs. The aforementioned GCNN architectures are concerned with the conventional graphs consisting of pairwise connectivity between two nodes. However, there could be even more complicated connections between nodes beyond the pairwise connectivity, e.g. co-authorship networks. Under such circumstances, a hypergraph, as a generalization to the conventional graph, provides a flexible and elegant modeling tools to represent these complicated connections between nodes. A hypergraph is usually denoted as \( G = (V, E, \omega) \), where \( V = \{ v_{1}, \ldots, v_{N} \} \) like the conventional graph, \( E = \{ e_{1}, \ldots, e_{M} \} \) is a set of \( M \) hyperedges. \( \omega(e_{k}) \) denote weights of hyperedges \( e_{k} \in E \). A non-trivial hyperedge is a subset of \( V \) with at least 2 nodes. In particular, a trivial hyperedge, called a self-loop, is composed of a single node. The hypergraph \( G \) can also be denoted by an incidence matrix \( H_{G} \in \mathbb{R}^{N \times M} \), i.e.

\[
H_{G}[j,k] = \begin{cases} 
0, & v_{j} \notin e_{k} \\
1, & v_{j} \in e_{k}.
\end{cases}
\]

For a node \( v_{j} \in V \), its degree \( \text{deg}_{V}(v_{j}) = \sum_{e_{k} \in E} \omega(e_{k})H_{G}[j,k] \). For a hyperedge \( e_{k} \in E \), its degree
The hypergraph Laplacian can also be factorized by the eigendecomposition, i.e.,
\[ \Lambda = \text{diag}(\lambda_1, \cdots, \lambda_N) \]
\[ D_V = \text{diag}(\deg_V(v_1), \cdots, \deg_V(v_N)) \],
\[ D_E = \text{diag}(\deg_e(e_1), \cdots, \deg_e(e_M)) \],
\[ W_V = \text{diag}(\omega(e_1), \cdots, \omega(e_M)) \].

According to the literature [65], the hypergraph Laplacian \( L_G \) of \( G \) is defined to be
\[ L_G = I_N - D_V^{-\frac{1}{2}}H_G W_G D_E^{-1}H_E^{-\frac{1}{2}}D_V^{-\frac{1}{2}}. \]
The hypergraph Laplacian can also be factorized by the eigendecomposition, i.e.,
\[ L_G = \mathcal{U} \Lambda \mathcal{U}^T, \]
where \( \Lambda = \text{diag}(\lambda_1, \cdots, \lambda_N) \) and \( \mathcal{U} \) is an orthonormal matrix. The spectral hypergraph convolution operator, the Chebyshev hypergraph convolutional neural network and the hypergraph convolutional network can be defined in analogy to Eqs (4,6,8). The HyperGraph Neural Network (HGNN) architecture proposed in the literature [65] is composed of multiple layers of the hyperedge convolution, which is defined to be
\[ X^{(l+1)} = \rho \left( D_V^{-\frac{1}{2}}H_G W_G D_E^{-1}H_E^{-\frac{1}{2}}D_V^{-\frac{1}{2}}X^{(l)} \Theta^{(l)} \right). \]
Note that the HGNN essentially views each hyperedge as a complete graph so that the hypergraph is converted into a conventional graph. The HyperGCN [64] adopts a more efficient approach than the HGNN to performing the above conversion. For a d-dimensional graph signal \( X^{(l)} \in \mathbb{R}^d \) on \( G \) at the \( l \)th layer, the HyperGCN firstly computes the \( \{j, k_e\} = \arg \max_{j, k \in \mathcal{E}} \|X[j, :] - X[k, :]\|^2 \). Let \( \mathcal{K}_e = \{m \in \mathcal{E} : m \neq j, m \neq k_e\} \) denote the mediator set. Then, it constructs a new graph whose node set is \( V \) and edge set includes the edges in \( \{(j_e, k_e)\} \cup \{(j_e, m) : m \in \mathcal{K}_e\} \cup \{(k_e, m) : m \in \mathcal{K}_e\} \). Finally, the HyperGCN performs the graph convolutional operators on the new graph to learn the node representations.

The Directed Hypergraph Networks (DHN) [63] treats each hyperedge \( e \in \mathcal{E} \) as a node of a conventional graph \( G_e = (\mathcal{E}, E_e) \). Then, we employ the conventional GCNNs to update the hyperedge representations, i.e., \( X_e^{(l+1)} = f_{\text{GCNN}}(G_e, X_e^{(l)}) \). At last, the node representations are interacted with the hyperedge representations via the following update formula,
\[ X_V^{(l+1)} = \rho \left( D_V^{-\frac{1}{2}}H_G W_G D_E^{-1}H_E^{-\frac{1}{2}}D_V^{-\frac{1}{2}}X^{(l)} \Theta^{(l)} \right), \]
\[ X_E^{(l+1)} = \rho \left( D_V^{-\frac{1}{2}}H_G W_G D_E^{-1}H_E^{-\frac{1}{2}}D_V^{-\frac{1}{2}}X^{(l)} \Theta^{(l)} \right). \]

The HNHN [174] interleaves updating the node representations with the hyperedge representations by the following formulas,
\[ X_V^{(l+1)} = \rho \left( D_V^{-1}H_G W_G D_E^{-1}H_E^{-1}D_V^{-1}X^{(l)} \Theta^{(l)} \right), \]
\[ X_E^{(l+1)} = \rho \left( D_V^{-1}H_G W_G D_E^{-1}H_E^{-1}D_V^{-1}X^{(l)} \Theta^{(l)} \right). \]

3.1.5 Summary

The aforementioned GCNN architectures have attracted considerable attention of many scholars all over the world, and been applied to many applications regarding the graphs. In practice, we can construct our own GCNNs by assembling a variety of modules introduced above. Additionally, some scholars also studies the GCNNs from some novel perspectives, e.g. the parallel computing framework of the GCNNs [40], the hierarchical covariant compositional networks [213], the transfer active learning for GCNNs [45] and quantum walk based subgraph convolutional neural network [51]. Note that these studies are closely related to the GCNNs yet fairly different from the ones introduced above.
3.2 Graph Pooling Operators

Graph pooling operators are very important and useful modules of the GCNNs especially for graph-level tasks such as graph classification. There are two kinds of graph pooling operators, namely global graph pooling operators and hierarchical graph pooling operators. The former aims to obtain the universal representations of input graphs, and the latter aims to capture adequate structural information for node representations.

**Global Graph Pooling Operators.** Global graph pooling operators pool all of representations of nodes into a universal graph representation. Many literatures [8, 21, 41] apply some simple global graph pooling operators, e.g. max/average/concatenate graph pooling, to performing graph-level classification tasks. Here, we introduce some more sophisticated global graph pooling operators in contrast to the simple ones. Relational pooling (RP) [98] provides a novel framework for graph representation with maximal representation power. Under this framework, all node embeddings can be aggregated via a learnable function to form a global embedding of $G$. Let $X^{(v)} \in \mathbb{R}^{N \times d_v}$ and $X^{(e)} \in \mathbb{N}^{N \times N \times d_e}$ respectively denote node feature matrix and edge feature tensor. Tensor $A_G \in \mathbb{R}^{N \times N \times (1+d_e)}$ combines the adjacency matrix $A_G$ of $G$ with its edge feature tensor $X^{(e)}$, i.e. $A_G[u, v, :] = \mathbb{I}_{(u,v)\in E_G} \otimes X^{(e)}[u, v, :]$. After performing a permutation on $V_G$, the edge feature tensor $A_G^{(\pi, \pi)}[\pi(r), \pi(c), d] = A_G[r, c, d]$ and the node feature matrix $X^{(v)}[\pi(r), c] = X^{(v)}[r, c]$. The joint RP permutation-invariant function for directed or non-directed graphs is defined as

$$f(G) = \frac{1}{N!} \sum_{\pi \in \Pi_{|V|}} f\left(A_G^{(\pi, \pi)}, X^{(v)}\right),$$

where $\Pi_{|V|}$ is the set of all distinct permutations of $V_G$ and $f(\cdot, \cdot)$ is an arbitrary (possibly permutation-sensitive) vector-valued function of the graph $G$. Note that $f(\cdot, \cdot)$ can be denoted as Multi-Layer Perceptrons (MLPs), Recurrent Neural Networks (RNNs), Convolutional Neural Networks (CNNs) or Graph Neural Networks (GNNs). The literature [98] proves that $f(G)$ is the most expressive representation of $G$ under some mild conditions, and provides approximation approaches to making RP computationally tractable. The literature [92] proposes a novel SortPooling layer which takes node features of a graph yielded by a spatial GCNN as input and outputs a sorted graph representation with a fixed size via traditional CNNs. Then, we concatenate all Weisfeiler-Lehman (WL) colors (i.e. feature vectors) of each node from all iteration and sort nodes in descending order according to their final WL colors. At last, CNNs are applied to the sorted representations for prediction. The literature [97] proposes a function space pooling method which maps a set of node representations to a function space. Specifically, this method firstly maps $d$-dimensional node representations to $[0, 1]^d$ element-wise via a sigmoid function $\sigma(x) = \frac{1}{1 + e^{-x}}$. Then, all the images are mapped to a function space via a $d$-dimensional Gaussian distribution with these images as centers, i.e.

$$g_u(x) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(x-u)^2}{2\sigma^2}},$$

where $u = \sigma(x)$ is an image of a node representation $x$. Finally, the function representation of $G$ is defined as $\hat{G}(x) = \sum_{u \in S(D)} g_u(x)$, where $S(D)$ denotes the set of images of node representations, and can be approximated as a finite dimensional vector space by discretizing the function domain using a regular grid of elements.

**Hierarchical Graph Pooling Operators.** Hierarchical graph pooling operators group a set of proximal nodes into a super-node via graph clustering methods. Consequently, the original graph is coarsened to a new graph with coarse granularity. In practice, the hierarchical graph pooling operators are interleaved with the GCNN layers. In general, there are three kinds of approaches to performing the graph coarsening operations, namely invoking the existing graph clustering algorithms (e.g. spectral clustering [7] and Graclus [99]) and learning a soft cluster assignment and selecting the first $k$ top-rank nodes.

1. **Invoking existing graph clustering algorithms.** The graph clustering aims to assign proximal nodes to the same cluster. The proximity of two nodes can be measured by their structural similarity or
structural equivalence. After invoking a graph clustering algorithm, the output clusters can be viewed as super-nodes, and the connections between two clusters are viewed as super-edges. As a result, the coarsened graph is composed of all the super-nodes and super-edges. The hierarchical graph pooling operators aggregate the representations of nodes in super-nodes via aggregation functions such as max pooling and average pooling [91] to compute the representations of the super-nodes. The relationship between the original graph and the coarsened graph is referred to the literature [82] proposing the EigenPooling method. As stated previously, $G$ contains $N$ nodes and $M$ edges, its adjacency matrix $A$ and a $d$-dimensional graph signal on $G$ are respectively denoted as $A_G$ and $X$. In order to construct a coarsened graph of $G$, a graph clustering method is employed to partition $G$ into $K$ disjoint clusters, namely $\{G_k : k = 1, \cdots, K\}$. Suppose each cluster $G_k$ has $N_k$ nodes, namely $\{v_{k,1}, \cdots, v_{k,N_k}\}$, and its adjacency matrix is denoted as $A_{G_k}$. The coarsened graph $G_{coar}$ of $G$ can be constructed by regarding the clusters $G_k, k = 1, \cdots, K$ as super-nodes and connections between two super-nodes as edges. For $G_k$, its sampling matrix $C_k$ of size $(N \times N_k)$ is defined by

$$C_k(s,t) = \begin{cases} 1 & \text{if node } v_{k,s} \text{ in } G_k \text{ is identical to vertex } v_t \text{ in } G \\ 0 & \text{otherwise} \end{cases}$$

On one hand, $C_k$ can be used to down-sample a $1$-dimensional graph signal $x$ on $G$ to obtain an contracted graph signal $x_{G_k}$ on $G_k$, i.e. $x_{G_k} = C_k^T x$. On the other hand, $C_k$ can also be used to up-sample a graph signal $x_{G_k}$ on $G_k$ to obtain a dilated graph $G$, i.e. $x = C_k x_{G_k}$. Furthermore, the adjacency matrix $A_{G_k}$ of $G_k$ can be computed by

$$A_{G_k} = C_k^T A_G C_k.$$ 

The intra-subgraph adjacency matrix of $G$ is computed by

$$A_{\text{intra}} = \sum_{k=1}^{K} C_k A_{G_k} C_k^T.$$ 

Thereby, the inter-subgraph adjacency matrix of $G$ can be computed by $A_{\text{inter}} = A_G - A_{\text{intra}}$. Let $M_{coar} \in \mathbb{R}^{N \times K}$ denote the assignment matrix from $G$ to $G_{coar}$. Its $(j,k)$-th entry is defined as

$$M_{coar}[j,k] = \begin{cases} 1 & \text{if } v_j \text{ in } G \text{ is grouped into } G_k \text{ in } G_{coar} \\ 0 & \text{otherwise} \end{cases}$$

As a result, the adjacency matrix $A_{coar}$ of the coarsened graph $G_{coar}$ is computed by

$$A_{coar} = M_{coar}^T A_{\text{inter}} M_{coar}.$$ 

In fact, $A_{coar}$ can be written as $A_{coar} = f(M_{coar}^T A_G M_{coar})$ as well, where $f(\tilde{a}_{i,j}) = 1$ if $\tilde{a}_{i,j} > 0$ and $f(\tilde{a}_{i,j}) = 0$ otherwise. As stated previously, $X$ is a $d$-dimensional graph signal on $G$. Then, a $d$-dimensional graph signal $X_{coar}$ on $G_{coar}$ can be computed by $X_{coar} = M_{coar}^T X$. EigenPooling [82] employs spectral clustering to obtain the coarsened graph, and then up-sample the Fourier basis of subgraphs $G_k, k = 1, \cdots, K$. These Fourier basis are then organized into pooling operators with regard to ascending eigenvalues. Consequently, the pooled node feature matrix is obtained via concatenating the pooled results. The literature [42] proposes a novel deep Hierarchical Graph Convolutional Network (H-GCN) consisting of graph coarsening layers and graph refining layers. They employs both the structural equivalence grouping and structural similarity grouping to generate coarsened graphs. Suppose H-GCN has $L$ layers. These two kinds of layers are symmetric in the sense that $A^{(l)}$ is identical to $A^{(L-l+1)}$. The graph coarsening layers employ structural equivalence grouping and structural similarity grouping to compute the coarsened graph, and the graph refining layers aims to restore the original topological structure of the corresponding graph. H-GCN employs multi-channel mechanism to explore features in different subspaces, i.e. $X^{(l)} = \sum_{c=1}^{C} w_c X_c^{(l)}$. 
(2) Learning a soft cluster assignment. STRUCTPool [390], as a structured graph pooling technique, regards the graph pooling as a graph clustering problem requiring the learning of a cluster assignment matrix via the feature matrix \( X \) and adjacency matrix \( A_G \). Learning the cluster assignment matrix can be formulated as a Conditional Random Field (CRF) [391] based probabilistic inference. Specifically, the input feature matrix \( X \) is treated as global observation, and \( Y = \{Y_1, \cdots, Y_N\} \) is a random field where \( Y_i \in \{1, \cdots, K\} \) is a random variable indicating which clusters the node \( v_i \) is assigned to. As a result, \((Y, X)\) can be characterized by a CRF model, i.e.

\[
P(Y | X) = \frac{1}{Z(X)} \exp (-\mathcal{E}(Y | X))
\]

where \( \mathcal{E}(Y | X) = \sum_{C \in \mathcal{C}_G} \psi_C(Y_C | X) \) is called an energy function, \( \mathcal{C}_G \) is a set of cliques, \( \psi_C(Y_C | X) \) is a potential function and \( Z(X) \) is a partition function. The energy function \( \mathcal{E}(Y | X) \) can usually be characterized by an unary energy \( \psi_u(\cdot) \) and a pairwise energy \( \psi_p(\cdot, \cdot) \), i.e.

\[
\mathcal{E}(Y | X) = \sum_{s=1}^{N} \psi_u(y_s | X) + \sum_{s \neq t} \psi_p(y_s, y_t | X) a^{s,t}_{l},
\]

where \( a^{s,t}_{l} \) denotes the \((s, t)\)-th entry of the \( l\)-th hop adjacency matrix \( A^{l}_G \). The unary energy matrix \( \Psi_u = (\psi_u(y_s | X))_{N \times K} \) can be obtained by a GCNN taking the global observation \( X \) and the adjacency \( A_G \) as input. The pairwise energy matrix \( \Psi_p = (\psi_p(y_s, y_t | X))_{K \times K} \) can be obtained by

\[
\psi_p(y_s, y_t | X) = \mu(y_s, y_t) \frac{x^s_t x^t_s}{\sum_{j \neq s} x^s_j x^t_j},
\]

where \( \mu(y_s, y_t) \) is a learnable compatibility function. Minimizing the energy function \( \mathcal{E}(Y | X) \) via mean-field approximation results in the most probable cluster assignment matrix \( \tilde{M} \) for a give graph \( G \). As a result, we obtain a new graph \( A_{\text{coar}} = f(M^T A_G M) \) and \( X_{\text{coar}} = M^T X \). DIFFPool [94] is a differentiable graph pooling operator which can generate hierarchical representations of graphs and can be incorporated into various GCNNs in an end-to-end fashion. It maps an adjacency matrix \( A_G^{(l)} \) and embedding matrix \( Z^{(l)} \) at the \( l\)-th layer to a new adjacency matrix \( A_{G^{(l+1)}} \) and a coarsened feature matrix \( X^{(l+1)} \), i.e.

\[
\left( A_{G^{(l+1)}}, X^{(l+1)} \right) = \text{DIFFPool} \left( A_{G^{(l)}}, Z^{(l)} \right).
\]

More specifically,

\[
X^{(l+1)} = (M^{(l)})^T Z^{(l)},
\]

\[
A_{G^{(l+1)}} = (M^{(l)})^T A_{G^{(l)}} M^{(l)}.
\]

Note that the assignment matrix \( M^{(l)} \) and embedding matrix \( Z^{(l)} \) are respectively computed by two separate GCNNs, namely embedding GCNN and pooling GCNN, i.e.

\[
Z^{(l)} = \text{GCNN}_{\text{embed}} \left( A_{G^{(l)}}, X^{(l)} \right),
\]

\[
M^{(l)} = \text{Softmax} \left( \text{GCNN}_{\text{pool}} \left( A_{G^{(l)}}, X^{(l)} \right) \right).
\]

(3) Selecting the first \( k \) top-rank nodes. The literature [86] proposes a novel Self-Attention Graph Pooling operator (abbreviated as SAGPool). Specifically, SAGPool firstly employs the GCN [6] to calculate the self-attention scores, and then invokes the top-rank function to select the top \( \lceil kN \rceil \) node indices, i.e.

\[
Z = \rho \left( \tilde{D}^{-\frac{1}{2}} A_G \tilde{D}^{-\frac{1}{2}} X \Theta \right), \quad \text{idx} = \text{top-rank} (Z, \lceil kN \rceil),
\]

\[
Z_{\text{mask}} = Z_{\text{idx}}, \quad X' = X_{\text{idx}},
\]

\[
X_{\text{out}} = X' \odot Z_{\text{mask}}, \quad A_{\text{out}} = A_{\text{idx}, \text{idx}}.
\]
As a result, the selected top-$[kN]$ node indices are employed to extract the output adjacency matrix $A_{\text{out}}$ and feature matrix $X_{\text{out}}$. In order to exploit the expressive power of an encoder-decoder architecture like U-Net [72], the literature [95] proposes a novel graph pooling (gPool) layer and a graph unpooling (gUnpool) layer. The gPool adaptively selects top-$k$ ranked node indices by the down-sampling technique to form a coarsened graph ($A_{\text{coar}} \in \mathbb{R}^{N \times N}$ and $X_{\text{coar}} \in \mathbb{R}^{N \times d}$) based on scalar projection values on a learnable projection vector, i.e.

$$y = \frac{X_{\text{pool}}}{l_{\text{max}}}, \quad \text{idx} = \text{top-rank}(y, k)$$

$$\tilde{y} = \tanh(y_{\text{idx}}), \quad X_{\text{coar}} = X_{\text{idx}}$$

$$A_{\text{coar}} = A_{\text{idx, idx}}, \quad X_{\text{coar}} = \tilde{X}_{\text{coar}} \cdot (\tilde{y}1_T^T),$$

where $y \in \mathbb{R}^d$. The gUnpool performs the inverse operation of the gPool layer so as to restore the coarsened graph into its original structure. To this end, gUnpool records the locations of nodes selected in the corresponding gPool layer, and then restores the selected nodes to their original positions in the graph. Specifically, we have

$$X_{\text{refine}} = \text{Distribute}(0_{N \times d}, X_{\text{coar}}, \text{idx}),$$

where the function $\text{Distribute}(\cdot, \cdot, \cdot)$ distributes row vectors in $X_{\text{coar}}$ into $0_{N \times d}$ feature matrix according to the indices idx. Note that row vectors of $X_{\text{refine}}$ with indices in idx are updated by the ones in $X_{\text{coar}}$, whereas other row vectors remain zero. The literature [96] adopts the similar pooling strategy as gPool to learn the hierarchical representations of nodes. The global representation of the input graph can be computed by

$$u = \sum_{l=1}^{L} u^{(l)}$$

$$= \sum_{l=1}^{L} \left( \frac{1}{N^{(l)}} \sum_{j=1}^{N^{(l)}} x_j^{(l)} \bowtie \max_j x_j^{(l)} \right),$$

where $x_j^{(l)}$ denotes the feature vector of the node $v_j$ in the graph $G^{(l)}$ with $N^{(l)}$ nodes.

### 3.3 Graph Attention Mechanisms

Attention mechanisms, firstly introduced in the deep learning community, guide deep learning models to focus on the task-relevant part of its inputs so as to make precise predictions or inferences [73, 392, 393]. Recently, applying the attention mechanisms to GCNNs has gained considerable attentions so that various attention techniques have been proposed. Below, we summarize the existing attention techniques on graphs and categorize them into 4 classes [394], namely softmax-based graph attention, similarity-based attention techniques have been proposed. Below, we summarize the existing attention techniques on graphs and categorize them into 4 classes [394], namely softmax-based graph attention, similarity-based graph attention, spectral graph attention and attention-guided walk. Without loss of generality, the neighbors of a given node $v_0$ in $G$ are denoted as $v_1, \cdots, v_{d_0}$, and their current feature vectors are respectively denoted as $x_0, x_1, \cdots, x_{d_0}$, where $d_0 = d_G(v_0)$.

**Softmax-based Graph Attention.** The softmax-based graph attention is typically implemented by employing a softmax with learnable weights [66, 110] to measure the relevance of $v_j, j = 1, \cdots, d_G(v_0)$ to $v_0$. More specifically, the softmax-based attention weights between $v_0$ and $v_j$ can be defined as

$$\omega_{0,j} = \text{Softmax} \left( [e_{0,1}, \cdots, e_{0,d_G(v_0)}] \right)$$

$$= \frac{\exp \left( \rho (a^T(Wx_0 \bowtie Wx_j)) \right)}{\sum_{k=1}^{d_G(v_0)} \exp \left( \rho (a^T(Wx_0 \bowtie W_k)) \right)},$$

where $e_{0,j} = \exp \left( \rho (a^T(Wx_0 \bowtie Wx_j)) \right)$, $a$ is a learnable attention vector and $W$ is a learnable weight matrix, see Fig. 4(a). As a result, the new feature vector of $v_0$ can be updated by

$$x'_0 = \rho \left( \sum_{j=1}^{d_G(v_0)} \omega_{0,j} W x_j \right).$$
In practice, multi-head attention mechanisms are usually employed to stabilize the learning process of the single-head attention [66]. Suppose there are $H$ independent attention strategies executing the update of Eq. (18). The updated feature vectors, respectively denoted by $x_0^{(h)} = \rho \left( \sum_{j=1}^{d_G(v_0)} \omega_0^{(h),j} W^{(h)} x_j \right)$, $h = 1, \cdots, H$, can be combined by two kinds of functions, namely concatenation and average. The concatenation based multi-head attention is computed by

$$x_0' = \bigtriangleup_{h=1}^H x_0^{(h)}$$

$$= \bigtriangleup_{h=1}^H \rho \left( \sum_{j=1}^{d_G(v_0)} \omega_0^{(h),j} W^{(h)} x_j \right).$$

The average based multi-head attention is computed by

$$x_0' = \rho \left( \frac{1}{H} \sum_{h=1}^H \sum_{j=1}^{d_G(v_0)} \omega_0^{(h),j} W^{(h)} x_j \right).$$

The conventional multi-head attention mechanism treats all the attention heads equally so that feeding the output of an attention that captures a useless representationmaybe mislead the final prediction of the model. The literature [74] computes an additional soft gate between $0$ and $1$ to assign different weights to heads, and gets the formulation of the gated multi-head attention mechanism. The Graph Transformer (GTR) [110] can capture long-range dependencies of dynamic graphs with softmax-based attention mechanism by propagating features within the same graph structure via an intra-graph message passing. The Graph-BERT [367] is essentially a pre-training method only based on the graph attention mechanism without any graph convolution or aggregation operators. Its key component is called a graph transformer based encoder, i.e.

$$X^{(l+1)} = \text{G-Transformer} \left( X^{(l)} \right)$$

$$= \text{Softmax} \left( \frac{QK^T}{\sqrt{d_k}} \right) V,$$
where $Q = X^{(l)}W_Q^{(l+1)}$, $K = X^{(l)}W_K^{(l+1)}$ and $V = X^{(l)}W_V^{(l+1)}$. The Graph2Seq [106] is a general end-to-end graph-to-sequence neural encoder-decoder model converting an input graph to a sequence of vectors with the attention based LSTM model. It is composed of a graph encoder, a sequence decoder and a node attention mechanism. The sequence decoder takes outputs (node and graph representations) of the graph encoder as input, and employs the softmax-based attention to compute the context vector sequence.

**Similarity-based Graph Attention.** The similarity-based graph attention depends on the cosine similarities of the given node $v_0$ and its neighbors $v_j, j = 1, \cdots, d_G(v_0)$. More specifically, the similarity-based attention weights are computed by

$$\omega_{0,j} = \frac{\exp(\beta \cdot \cos(Wx_0, Wx_j))}{\sum_{k=1}^{d_G(v_0)} \exp(\beta \cdot \cos(Wx_0, Wx_k))},$$

(19)

where $\beta$ is learnable bias and $W$ is a learnable weight matrix, see Fig. 4(b). It is well known that $\cos(x, y) = \frac{(x,y)}{\|x\| \|y\|}$. Attention-based Graph Neural Network (AGNN) [67] adopts the similarity-based attention to construct the propagation matrix $P^{(l)}$ capturing the relevance of $v_j$ to $v_i$. As a result, the output hidden representation $X^{(l+1)}$ at the $(l+1)$-th layer is computed by

$$X^{(l+1)} = \rho \left( P^{(l)}X^{(l)} \right),$$

where $P^{(l)}(i,j) \triangleq \omega_{i,j}$ is defined in formula (19).

**Spectral Graph Attention.** The Spectral Graph Attention Networks (SpGAT) aims to learn representations for different frequency components regarding weighted filters and graph wavelet bases [362]. The eigenvalues of the normalized graph Laplacian $\mathcal{L}_G$ can be treated as frequencies on the graph $G$. As stated in the Preliminary section, $0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N = \lambda_{\text{max}}$. The SpGAT firstly extracts the low-frequency component $B_L = \{u_1, \cdots, u_n\}$ and the high-frequency component $B_H = \{u_{n-n+1}, \cdots, u_N\}$ from the graph Fourier bases $\{u_1, u_2, \cdots, u_N\}$. So, we have

$$X_L = X^{(l)}\Theta_L, \quad X_H = X^{(l)}\Theta_H,$$

$$X^{(l+1)} = \rho \left( \text{AGGREGATE} \left( B_L F_L B_L^T X_L, B_H F_H B_H^T X_H \right) \right),$$

(20)

where $F_L$ and $F_H$ are respectively used to measure the importance of the low- and high-frequency. In practice, we exploit a re-parameterization trick to accelerate the training. More specifically, we replace $F_L$ and $F_H$ respectively with the learnable attention weights $\Omega_L = \text{diag}(\omega_L, \cdots, \omega_L)$ and $\Omega_H = \text{diag}(\omega_H, \cdots, \omega_H)$ so as to reduce the number of learnable parameters. To ensure that $\omega_L$ and $\omega_H$ are positive and comparable, we normalize them by the softmax function, i.e.

$$\omega_L = \frac{\exp(\omega_L)}{\exp(\omega_L) + \exp(\omega_H)}, \quad \omega_H = \frac{\exp(\omega_H)}{\exp(\omega_L) + \exp(\omega_H)}.$$

In addition to the attention weights, another important issue is how to choose the low- and high-frequency components $B_L$ and $B_H$. A natural choice is to use the graph Fourier bases, yet the literatures [191,194] conclude that utilizing the spectral graph wavelet operators can achieve better embedding results than the graph Fourier bases. Therefore, we substitute $B_L$ and $B_H$ in Eq. (14) for the spectral graph wavelet operator $\Psi_{L,g}^s$ and $\Psi_{H,g}^s$, i.e.

$$X^{(l+1)} = \rho \left( \text{AGGREGATE} \left( (\Psi_{L,g}^s) F_L (\Psi_{L,g}^s)^{-1} X_L, (\Psi_{H,g}^s) F_H (\Psi_{H,g}^s)^{-1} X_H \right) \right).$$

**Attention-guided Walk.** The two aforementioned kinds of attention mechanisms focuses on incorporating task-relevant information from the neighbors of a given node into the updated representations of the pivot. Here, we introduce a new attention mechanism, namely attention-guided walk [81], which has different purpose from the softmax- and similarity-based attention mechanisms. Suppose a walker walks along the edges of the graph $G$ and he currently locates at the node $v_t$. The hidden representation
The step embedding \( s^{(t)} \) is computed by a step network \( f_s \left( r^{(t-1)}, x_{v_t}; \Theta_s \right) \) taking the ranking vector \( r^{(t-1)} \) and the input feature vector \( x_{v_t} \) of the top-priority node \( v_t \) as input, i.e.

\[
x^{(t)} = f_x \left( s^{(t)}, x^{(t-1)}; \Theta_x \right).
\]

The hidden representation \( x^{(t)} \) is then fed into a ranking network \( f_r \left( x^{(t)}; \Theta_r \right) \) and a predicting network \( f_p \left( x^{(t)}; \Theta_p \right) \), i.e.

\[
\hat{l}^{(t)} = f_p \left( x^{(t)}; \Theta_p \right), \\
\]

\[
\hat{r}^{(t)} = f_r \left( x^{(t)}; \Theta_r \right).
\]

The ranking network \( f_r \left( x^{(t)}; \Theta_r \right) \) determines which neighbors of \( v_t \) should be prioritized in the next step, and the predicting network \( f_p \left( x^{(t)}; \Theta_p \right) \) makes a prediction on graph labels. Now, \( x^{(t)} \) and \( r^{(t)} \) are fed into the next node to compute its hidden representations. Fig. 5 shows the computational framework of the attention-guided walk.

![Figure 5](image-url) The computational framework of the attention-guided walk.

### 3.4 Graph Recurrent Neural Networks

In addition to the GCNNs, there are another classic GNN architectures, namely Graph Recurrent Neural Networks (GRNNs), which generalize the Recurrent Neural Networks (RNNs) to the graphs. In general, the GRNN can be formulated by Eq. \( h^{(l+1)}_{v_j} = \text{GRNN} \left( x^{(l)}_{v_j}, \left\{ h^{(l)}_{v_k} : v_k \in N_G(v_j) \cup \{v_j\} \right\} \right) \). Below, we introduce the GRNN architectures in details.

**Graph LSTM.** The Graph Long Short Term Memory (Graph LSTM) \([117–121, 123, 143]\) is a generalization to the vanilla LSTM from the sequential data or multi-dimensional data to general graph-structured data. Specifically, the graph LSTM updates the hidden states and cell states of nodes by the
following formula,

\[ \begin{align*}
    i_{v_j}^{(l+1)} &= \sigma \left( W_i x_v^{(l)} + \sum_{v_k \in N_G(v_j) \cup \{v_j\}} U_i h_{v_k}^{(l)} + b_i \right), \\
    o_{v_j}^{(l+1)} &= \sigma \left( W_o x_v^{(l)} + \sum_{v_k \in N_G(v_j) \cup \{v_j\}} U_o h_{v_k}^{(l)} + b_o \right), \\
    \tilde{c}_{v_j}^{(l+1)} &= \tanh \left( W_c x_v^{(l)} + \sum_{v_k \in N_G(v_j) \cup \{v_j\}} U_c h_{v_k}^{(l)} + b_c \right), \\
    f_{v_j,v_k}^{(l+1)} &= \sigma \left( W_f x_v^{(l)} + U_f h_{v_k}^{(l)} + b_f \right) \\
    c_{v_j}^{(l+1)} &= i_{v_j}^{(l+1)} \odot \tilde{c}_{v_j}^{(l+1)} + \sum_{v_k \in N_G(v_j) \cup \{v_j\}} f_{v_j,v_k}^{(l+1)} \odot c_{v_k}^{(l)}, \\
    h_{v_j}^{(l+1)} &= i_{v_j}^{(l+1)} \odot \tanh(c_{v_j}^{(l+1)}) .
\end{align*} \]

see the Fig. 6. The literature [267] develops a general framework, named structure-evolving LSTM, for learning interpretable data representations via the graph LSTM. It progressively evolves the multi-level node representations by stochastically merging two adjacent nodes with high compatibilities estimated by the adaptive forget gate of the graph LSTM. As a result, the new graph is produced with a Metropolis-Hastings sampling method. The Gated Graph Sequence Neural Networks (GGS-NNs) [122] employs Gated Recurrent Unit (GRU) [115] to modify the vanilla GCNNs so that it can be extended to output sequence.

**Figure 6** Computational framework of the Graph LSTM.

**GRNNs for Dynamic Graphs.** A dynamic graph is the one whose structure (i.e. adding a node, removing a node, adding an edge, removing an edge) or node/edge representations change over time. The GRNN models provide a powerful tool to tackle dynamic graphs. The Dynamic Graph Neural Network (DGNN) model [107] can model the dynamic information as nodes or edges adding. More specifically, the DGNN is composed of two key components: an update component and a propagation component. Suppose an edge \((v_s, v_g, t)\) is added to the input dynamic graph at time \(t\). Let \(t-\) denotes a time before the time \(t\). The update component consists of three sequential units: the interacting unit, the S- or G-update unit and the merging unit. The interacting unit takes the source and target representations before the time \(t\) as input, and outputs the joint representation of the interaction, i.e. \(x_e^{(t)} = \rho \left( W_s x_s^{(t-)} + W_g x_g^{(t-)} + b_e \right)\). The S- and G-update units employ the LSTM [160] to respectively
update the cell states and hidden states of the source and target, i.e.

\[
(C_{v_s}^{(t)}, h_{v_s}^{(t)}) = \text{LSTM}_s \left( C_{v_s}^{(t-1)}, h_{v_s}^{(t-1)}, \Delta t_s \right),
\]

\[
(C_{v_g}^{(t)}, h_{v_g}^{(t)}) = \text{LSTM}_s \left( C_{v_g}^{(t-1)}, h_{v_g}^{(t-1)}, \Delta t_g \right).
\]

The merging unit adopts the similar functions to the interacting unit to respectively merge \(h_{v_s}^{(t)}\) and \(h_{v_s}^{(t-1)}\), and \(h_{v_g}^{(t)}\) and \(h_{v_g}^{(t-1)}\). The propagation component can propagate information from two interacting nodes (\(v_s\) and \(v_g\)) to influenced nodes (i.e. their neighbors). It also consists of three units: the interacting unit, the propagation unit and the merge unit, which are defined similarly to the update component except that they have different learnable parameters. The literature [105] addresses the vertex- and graph-focused prediction tasks on dynamic graphs whose vertex set does not change over time by combining GCNs, LSTMs and fully connected layers. The Variational Graph Recurrent Neural Networks (VGRNNs) [113] is essentially a variational graph auto-encoder whose encoder integrates the GCN and RNN into a graph RNN (GRNN) framework and decoder is a joint probability distribution of a multi-variate Gaussian distribution and Bernoulli Distribution. Note that the semi-implicit variational inference is employed to approximate the posterior in practice so as to generate the node embedding.

**GRNNs based on Vanilla RNNs.** The GRNNs based on vanilla RNNs firstly employ random walk techniques or traversal methods, e.g. Breadth-First Search (BFS) and Depth-First Search (DFS), to obtain a collection of node sequences, and then leverage RNN model, e.g. LSTM and GRU, to capture the long short-term dependencies. The literature [116] performs joint random walks on attributed networks, and utilizes them to boost the deep node representation learning. The proposed framework is called GraphRNA consisting of two key components, namely a collaborative walking mechanism AttriWalk and a tailored deep embedding architecture for joint random walks, named Graph Recurrent Network (GRN). Suppose \(A_G\) denotes the node-attribute matrix of size \(N \times M\). The AttriWalk admits the transition matrix of size \(R^{(N+M) \times (N+M)}\) which is written as

\[
T = \begin{bmatrix}
\alpha A_G & (1 - \alpha) A_G^T \\
(1 - \alpha) A_G & 0
\end{bmatrix}.
\]

After obtaining the sequences via the collaborative random walk, the bi-directional GRU [115] and pooling operator are employed to learn the global representations of sequences. The literature [111] leverages the BFS node ordering and truncation strategy to obtain a collection of node representation sequences, and then uses the GRU model and variational auto-regression regularization to perform the graph classification.

4 Extensions and Applications

The aforementioned architectures are essentially ingredients of constructing the GNNs. Below, we investigate the directions and tasks of the GNNs from the next 7 aspects: capability and interpretability, deep graph representation learning, deep graph generative models, combinations of the PI and GNNs, adversarial attacks for the GNNs, graph neural architecture search and graph reinforcement learning.

4.1 Capability and Interpretability

The GCNNs have achieved tremendous empirical successes over the supervised, semi-supervised and unsupervised learning on graphs. Recently, many studies start to put an eye on the capability and interpretability of the GCNNs.

**Capability.** The capability of the GCNNs refers to their expressive power. If two graphs are isomorphic, they will obviously output the same representations of nodes/edges/graph. Otherwise, they should output different representations. However, two non-isomorphic graphs maybe output the same representations in practice. This is the theoretical limitations of the GCNNs. As described in the
The 1-hop spatial GCNNs (1-GCNNs) have the same expressive power as the 1-dimensional Weisfeiler-Leman (1-WL) graph isomorphism test in terms of distinguishing non-isomorphic graphs. The 1-WL iteratively update the colors of nodes according to the following formula:

\[ C_{i}^{l+1}(v) = \text{Hash}\left( C_{i}^{l}(v), \left\{ C_{i}^{l}(u) : u \in N_{G}(v) \right\} \right) \]

According to the literatures [83, 88], we have that the 1-GCNN architectures do not have more power in terms of distinguishing two non-isomorphic graphs than the 1-WL heuristic. Nevertheless, they have equivalent power if the aggregation and update functions are injective. In order to overcome the theoretical limitations of the GCNNs, the literature [83] proposes a Graph Isomorphism Network (GIN) architecture, i.e.

\[ A_{v}^{l+1} = \text{AGGREGATE}^{l+1}(\left\{ X^{l}(u,:) : u \in N_{G}(v) \right\}) \]

\[ X^{l+1}[v,:]=\text{UPDATE}^{l+1}\left(X^{l}[v,:],A_{v}^{l+1}\right) \]

\[ \triangleq \text{MLP}\left((1+\epsilon^{l+1})X^{l}[v,:]+A_{v}^{l+1}\right) \]

where \( \epsilon^{(l)} \) is a scalar parameter. The literature [163] studies the expressive power of the spatial GCNNs, and presents two results: (1) The spatial GCNNs are shown to be a universal approximator under sufficient conditions on their depth, width, initial node features and layer expressiveness; (2) The power of the spatial GCNNs is limited when their depth and width is restricted. In addition, there are some other studies on the capability of the GCNNs from different perspectives, e.g. the first order logic [164], p-order graph moments \( M_{p}(A_{G}) = \prod_{j=1}^{p}(A_{G} \cdot W_{j} + B_{j}) \) [167] and algorithmic alignment with the dynamic programming [401].

**Interpretability.** Interpretability plays a vital role in constructing a reliable and intelligent learning systems. Although some studies have started to explore the interpretability of the conventional deep learning models, few of studies put an eye on the interpretability of the GNs [85]. The literature [165] bridges the gap between the empirical success of the GNs and lack of theoretical interpretations. More specifically, it considers two classes of techniques: (1) gradient based explanations, e.g. sensitivity analysis and guided back-propagation; (2) decomposition based explanations, e.g. layer-wise relevance propagation and Taylor decomposition. The GNExplainer [166] is a general and model-agnostic approach for providing interpretable explanations for any spatial GCNN based model in terms of graph machine learning tasks. Given a trained spatial GCNN model \( \Phi \) and a set of predictions, the GNExplainer will generate a single-instance explanation by identifying a subgraph of the computation graph and a subset of initial node features, which are the most vital for the prediction of the model \( \Phi \). In general, the GNExplainer can be formulated as the following optimization problem:

\[ \max_{G_{S},X_{F}} I(Y,(G_{S},X_{F})) = H(Y) - H(Y|G = G_{S}, X = X_{F}) \]  

(21)

where \( I(\cdot,\cdot) \) denotes the mutual information of two random variables, \( G_{S} \) is a small subgraph of the computation graph and \( X_{F} \) is a small subset of node features \( \{X_{F}[j,:]:v_{j} \in G_{S}\} \). The entropy term \( H(Y) \) is constant because the spatial GCNN model \( \Phi \) is fixed. Therefore, Eq. (21) is equivalent to minimizing the conditional entropy \( H(Y|G = G_{S}, X = X_{F}) \). In order to improve the tractability and computational efficiency of the GNExplainer, the final optimization framework is reformulated as

\[ \min_{M,F} - \sum_{c=1}^{C} \mathbb{I}[y=c] \log P_{\Phi}(Y = y|G = A_{G} \oplus \sigma(M), X = X_{F}) \].

In addition, the GNExplainer also provides multi-instances explanations based on graph alignments and prototypes so as to answer questions like "How did a GCNN predict that a given set of nodes all have label c ?".
4.2 Deep Graph Representation Learning

Graph representation learning (or called network embedding) is a paradigm of unsupervised learning on graphs. It gains a large amount of popularity since the DeepWalk was published in 2014 [154]. Subsequently, many studies exploit deep learning techniques to learn low-dimensional representations of nodes [139]. In general, the network embedding via the vanilla deep learning techniques learn low-dimensional feature vectors of nodes by utilizing either stacked auto-encoders to reconstruct the adjacent or positive point-wise mutual information features [124, 132, 133, 136, 141, 142] or RNNs to capture long and short-term dependencies of node sequences yielded by random walks [134, 135]. In the following, we introduce the network embedding approaches based on GNNs.

**Network Embedding based on GNNs.** In essence, the GNNs provides an elegant and powerful framework for learning node/edge/graph representations. The majority of the GCNNs and GRNNs are concerned with semi-supervised learning (i.e. node-focused tasks) or supervised learning (i.e. graph-focused) tasks. Here, we review the GNN based unsupervised learning on graphs. In general, the network embedding based on GNNs firstly utilize the GCNNs and variational auto-encoder to generate gaussian-distributed hidden states of nodes, and then reconstruct the adjacency matrix and/or the feature matrix of the input graph [87, 127, 129, 131, 138, 148]. A representative approach among these ones is the Variational Graph Auto-Encoder (VGAE) [87] consisting of a GCN based encoder and an inner product decoder. The GCN based encoder is defined to be

\[
q(Z|X, A_G) = \prod_{j=1}^{N} q(Z[j,:]|X, A_G) = \prod_{j=1}^{N} \mathcal{N}(Z[j,:]|\mu_j, \text{diag}(\sigma_j^2)),
\]

where \(\mu_j = \text{GCN}_\mu(X, A_G)\) and \(\log \sigma_j = \text{GCN}_\sigma(X, A_G)\). The inner product decoder is defined to be

\[
p(A_G|Z) = \prod_{j=1}^{N} \prod_{k=1}^{N} p(A_G[j,k]|Z[j,:], Z[k,:]) = \prod_{j=1}^{N} \prod_{k=1}^{N} \sigma(Z[j,:]|Z[k,:]^T).
\]

They adopt the evidence lower bound [151] as their objective function. The adversarially regularized (variational) graph autoencoder [129] extends the VGAE by adding an adversarial regularization term to the evidence lower bound. The literature [128] proposes a symmetric graph convolutional autoencoder which produces a low-dimensional latent nodes representations. Its encoder employs the Laplacian smoothing in Eq. (9) to jointly encode the structural and attributed information, and its decoder is designed based on Laplacian sharpening as the counterpart of the Laplacian smoothing of the encoder. The Laplacian sharpening is defined to be

\[
X^{(l+1)} = (1 + \gamma)X^{(l)} - \gamma D^{-1}AX^{(l)}
\]

\[
= X^{(l)} + \gamma(I_N - D^{-1}A)X^{(l)},
\]

which allows utilizing the graph structure in the whole processes of the proposed autoencoder architecture. In addition, there are some other methods to perform the unsupervised learning on graphs, which do not rely on the reconstruction of the adjacency and/or feature matrix, e.g. the graph auto-encoder on directed acyclic graphs [79], pre-training GNNs via context prediction and attribute masking strategies [130], and deep graph Infomax using a noise-contrastive type objective with a standard binary cross-entropy loss between positive examples and negative examples [140].

4.3 Deep Graph Generative Models

The aforementioned work concentrates on embedding an input graph into a low-dimensional vector space so as to perform semi-supervised/supervised/unsupervised learning tasks on graphs. This subsection introduces deep graph generative models aiming to mimic real-world complex graphs. Generating complex graphs from latent representations is confronted with great challenges due to high nonlinearity and
arbitrary connectivity of graphs. Note that graph translation [145] is akin to graph generation. However, their difference lies in that the former takes two graphs, i.e. input graph and target graph, as input, and the latter only takes a single graph as input. The NetGAN [154] utilizes the generative adversarial network [149] to mimic the input real-world graphs. More specifically, it is composed of two components, i.e. a generator $G$ and a discriminator $D$, as well. The discriminator $D$ is modeled as a LSTM in order to distinguish real node sequences, which are yielded by the second-order random walks scheme node2vec [155], from faked ones. The generator $G$ aims to generate faked node sequences via another LSTM, whose generating process is as follows.

$$v_0 = 0, z \sim N_m(0, I_m), (C_0, h_0) = g_{\theta'}(z)$$

$$(C_j, h_j, o_j) = \text{LSTM}_G(C_{j-1}, h_{j-1}, v_{j-1}),$$

$v_j \sim \text{Cat} (\text{Softmax}(o_j)).$

The motif-targeted GAN [147] generalizes random walk based architecture of the NetGAN to characterize mesoscopic context of nodes. Different from [147,154], the GraphVAE [146] adopts a probabilistic graph decoder to generate a probabilistic fully-connected graph, and then employs approximate graph matching to reconstruct the input graph. Its reconstruction loss is the cross entropy between the input and reconstructed graphs. The literature [150] defines a sequential decision-making process to add a node/edge via the graph network [85], readout operator and softmax function. The GraphRNN [152] is a deep autoregressive model, which generates graphs by training on a representative set of graphs and decomposes the graph generation process into a sequence of node and edge formations conditioned on the current generated graph. Specifically, let $\pi$ be a permutation over $N$ nodes and $S^\pi_j \in \{0, 1\}^{j-1}$ be an adjacency vector representing the links between node $\pi(v_l)$ and the previous nodes $\{\pi(v_k), k = 1, \cdots, j - 1\}$. The GraphRNN is denoted as $P(S^\pi) = \prod_{j=1}^{N} P(S^\pi_j | S^\pi_{j-1})$, where the conditional probability is computed by a RNN.

### 4.4 Combinations of the PI and GNNs

The GNNs and PI are two different paradigms for learning from complicated real-world data. The former specializes in learning hierarchical representations based on local and global structural information, and the latter learning the dependencies between random variables. How to combine them becomes an intriguing research topic. This subsection provides a summarization of this topic.

**Conditional Random Field Layer Preserving Similarities between Nodes.** The literature [162] proposes a CRF layer for the GCNNs to enforce hidden layers to preserve similarities between nodes. Specifically, the input to each layer is viewed as a random vector around the output of the last layer. That is, $X^{(l+1)}$ is a random vector around $B^{(l+1)} = \text{GCNN}(X^{(l)}, A_G, X)$. The objective function for the GCNN with a CRF layer can be reformulated as

$$J(W; X, A_G, Y) = \mathcal{L}(Y; B^{(L)}) + \sum_{l=1}^{L-1} \frac{1}{2} \|X^{(l)} - B^{(l)}\|^2_F + \mathcal{R}(X^{(l)}),$$

where the first term after ”=“ is the conventional loss function for semi-supervised node classification problem, and the last term is a regularization one implementing similarity constraint. $\mathcal{R}(X^{(l)})$ is modeled as a CRF, i.e.

$$p(X^{(l)}|B^{(l)}) = \frac{1}{Z(B^{(l)})} \exp \left( -E \left( X^{(l)}|B^{(l)} \right) \right)$$

where

$$E \left( X^{(l)}|B^{(l)} \right) = \sum_{v \in V} \varphi_v(X^{(l)}[v,:], B^{(l)}[v,:]) + \sum_{(u,v) \in E} \varphi_{u,v} \left( X^{(l)}[u,:], X^{(l)}[v,:], B^{(l)}[u,:], B^{(l)}[v,:] \right).$$

Let $s_{u,v}$ denote the similarity between $u$ and $v$. The unary energy component $\varphi_v(X^{(l)}[v,:], B^{(l)}[v,:]) = \|X^{(l)}[v,:]-B^{(l)}[v,:]\|^2_F$, and the pairwise energy component $\varphi_{u,v} \left( X^{(l)}[u,:], X^{(l)}[v,:], B^{(l)}[u,:], B^{(l)}[v,:] \right) = \|X^{(l)}[u,:]-B^{(l)}[u,:]\|^2_F.$
conditional inference is employed to approximate the posterior $p(Y_u | Y_l, X_v)$. The objective function as defined in the ELBO, i.e.

$$ ELBO (q_{θv}(Y_u | X_V)) = \mathbb{E}_{q_{θv}(Y_u | X_V)} [\log (p_{θv}(Y_u, Y_l | X_V)) - \log (q_{θv}(Y_u | X_V))] . $$

This objective can be optimized by the variational Bayesian EM algorithm [161], which iteratively updates the variational distribution $q_{θv}(Y_u | X_V)$ and the likelihood $p_{θv}(Y_u | Y_l, X_V)$. In the VBE stage, $q_{θv}(Y_u | X_V) = \prod_{v \in U} q_{θv}(y_v | X_V)$, and $q_{θv}(y_v | X_V)$ is approximated by a GCNN. In the VBM stage, the pseudo-likelihood is employed to compute the following formula

$$ \mathbb{E}_{q_{θv}(Y_u | X_V)} [\sum_{v \in V} \log p_{θv} (y_v | Y_{\backslash v}, X_V)] = \mathbb{E}_{q_{θv}(Y_u | X_V)} [\sum_{v \in V} \log p_{θv} (y_v | Y_{N_G(v)}, X_V)] , $$

and $p_{θv} (y_v | Y_{N_G(v)}, X_V)$ is approximated by another GCNN. The literature [159] adopts the similar idea to the GMNN. Its posterior is modeled as a CRF with unary energy components and pairwise energy components whose condition is the outputs of the prescribed GCNN. The maximum likelihood estimation employed to estimate the model parameters.

**GCNN-based Gaussian Process Inference.** A Gaussian Process (GP) defines a distribution over a function space and assumes any finite collection of marginal distributions follows a multivariate Gaussian distribution. A function $f : \mathbb{R}^d \rightarrow \mathbb{R}$ follows a Gaussian Process GP($m(·), \kappa(·, ·)$) if $(f(X_1), \cdots, f(X_N))^T$ follows a $N$-dimensional Gaussian distribution $N_N (\mu, \Sigma)$, where $\mu = (m(X_1), \cdots, m(X_N))^T$ and $\Sigma[j, k] = \kappa (X_j, X_k)$, for any $N$ d-dimensional random vectors. For two d-dimensional random vectors $X$ and $X'$, we have $\mathbb{E}[f(X) = m(X)$ and $\text{Cov}(f(X), f(X')) = \kappa(X, X')]$. Given a collection of $N$ samples $D = \{(X_j, y_j) : j = 1, \cdots, N\}$, the GP inference aims to calculate the probability $p(y | X)$ for predictions, i.e.

$$ f \sim \text{GP}(0(·), \kappa(·, ·)), y_j \sim \text{DIST}(λ(f(X_j))), $$

where $λ(·)$ is a link function and $\text{DIST}(·)$ denotes an arbitrary feasible noise distribution. To this end, the posterior $p(f | D)$ needs to be calculated out firstly. The literature [156] employs amortized variational Bayesian inference to approximate $p(f | D)$, i.e. $f = μ + Lε$, and the GCNNs to estimate $μ$ and $L$.

**Other GCNN-based Probabilistic Inference.** The literature [157] combines the GCNNs and variational Bayesian inference to infer the input graph structure. The GCNNs are employed to estimate parameters of likelihood, and the latter approximates the posterior proportional to the likelihood and adjacency matrix prior. The literature [158] infers marginal probabilities in probabilistic graphical models by incorporating the GCNNs to the conventional message-passing inference algorithm. The literature [168] approximates the posterior in Markov logic networks with the GCNN-enhanced variational Bayesian inference. That is, the GCNNs can capture the dependencies of observed facts on hidden ones.
4.5 Adversarial Attacks for the GNNs

For the classification tasks, it should be noted that in many circumstances where classifiers are deployed, adversaries deliberately contaminate data in order to fake the classifiers [149,364]. This is the so-called adversarial attacks for the classification problems. As stated previously, the GNNs can solve semi-supervised node classification problems and supervised graph classification problems. Therefore, it is inevitable to study the adversarial attacks for GNNs and defense [365].

Adversarial Attacks on Graphs. The literature [182] firstly proposes a reinforcement learning based attack method which can learn a generalizable attack policy, while only requiring prediction labels from the target classifier. This paper provides a definite definition for a graph adversarial attacker. Given a sample \((G,c,y) \in \{(G_j,c_j,y_j) : j = 1, \cdots, M)\) and a classifier \(f \in F\), the graph adversarial attacker \(g : F \times G \to G\) asks to modify a graph \(G = (V,E)\) into \(\tilde{G} = (\tilde{V},\tilde{E})\), such that

\[
\max_g \mathbb{I}(f(\tilde{G},c) \neq y) \\
\text{s.t.} \quad \tilde{G} = g(f,(G,c,y)), \\
\mathcal{I}(G,\tilde{G},c) = 1,
\]

where \(\mathcal{I} : G \times G \times V \to \{0,1\}\), named an equivalence indicator, checks whether two graph \(G\) and \(\tilde{G}\) are equivalent under the classification semantics. The equivalence indicator are usually defined in two fashions, namely explicit semantics and small modifications. The explicit semantics are defined as

\[
\mathcal{I} \left( G, \tilde{G}, c \right) = \mathbb{I} \left( f^* (G,c) = f^* (\tilde{G},c) \right)
\]

where \(f^*\) is a gold standard classifier, and the small modifications are defined as

\[
\mathcal{I} \left( G, \tilde{G}, c \right) = \mathbb{I} \left( \left| \left( E - \tilde{E} \right) \cup \left( \tilde{E} - E \right) \right| < m \right) .
\]

where \(N(G,b) = \{(u,v) : u,v \in V, d_G(u,v) \leq b\}\). The attack procedure is modeled as a finite horizon Markov Decision Process (MDP) \(M_m(f,G,c,y)\), and therefore can be optimized by Q-learning with a hierarchical Q-function so as to learn the attack policy. For the MDP \(M_m(f,G,c,y)\), its action at time step \(t\) is \(a_t \in A \subseteq V \times V\) allowed to add or delete edges in the graph, its state at time step \(t\) is \((\tilde{G}_t,c)\) where \(\tilde{G}_t\) is a partially modified graph with some of the edges added/deleted from \(G\), and the reward function is defined as

\[
R \left( G, c \right) = \begin{cases} 
1 & f(\tilde{G},c) \neq y \\
-1 & f(\tilde{G},c) = y.
\end{cases}
\]

Note that the GCNNs are employed to parameterize the Q-function. The NETTACK, proposed in the literature [181], considers attacker nodes \(A\) to satisfy the following constraints, i.e.

\[
X'_{u,j} \neq X^{(0)}_{u,j} \implies u \in A, \quad \text{(Feature Attack)} \\
A'_{u,v} \neq A^{(0)}_{u,v} \implies u \in A \lor v \in A, \quad \text{(Structure Attack)} \\
\sum_u \sum_j \left| X^{(0)}_{u,j} - X'_{u,j} \right| + \sum_{u<v} \left| A^{(0)}_{u,v} - A'_{u,v} \right| \leq \Delta, \quad \text{(Equivalence Indicator)}
\]

where \(G'\) is derived by perturbing \(G^{(0)}\). Let \(P_{\Delta,0}^A\) denote the set of all perturbed graphs \(G'\) fulfilling formulas (22). The goal is to find a perturbed graph \(G' = (A',X')\) that classifies a target node \(v_0\) as \(c_{\text{new}}\) and maximizes the log-probability/logit to \(c_{\text{old}}\), i.e.

\[
\max_{(A',X') \in P_{\Delta,0}^A} \max_{c_{\text{new}} \neq c_{\text{old}}} \log Z^*_v c_{\text{new}} - \log Z^*_v c_{\text{old}},
\]

where \(Z^* = f_{\theta^*}(A',X')\) with \(\theta^* = \arg \min_{\theta} \mathcal{L}(\theta;A',X')\). It is noted that the NETTACK, accelerated by incremental computations, employs the GCNNs to model the classifier. The literature [183] adopts similar equivalence indicator to Eq. (22), and poisoning attacks are mathematically formulated as a
bilevel optimization problem, i.e.

\[
\min_{\tilde{G}} \mathcal{L}_{\text{attack}} (f_{\theta^*}(\tilde{G}))
\]

\[
s.t. \quad \tilde{G} \in \mathcal{P}_{\Delta,A}^{G_0} \\
\theta^* = \arg\min_{\theta} \mathcal{L}_{\text{train}} (f_{\theta}(\tilde{G})).
\]

This bilevel optimization problem in formula (23) is then tackled using meta-gradients, whose core idea is to treat the adjacency matrix of the input graph as a hyperparameter.

**Defense against the Adversarial Attacks.** A robust GCNN requires that it is invulnerable to perturbations of the input graph. Here, we introduce some works on defense against adversarial attacks. The robust GCN (RGCN) [180] can fortify the GCNs against adversarial attacks. More specifically, it adopts Gaussian distributions as the hidden representations of nodes, i.e.

\[
X^{(l+1)}[j:] \sim N \left( \mu_j^{(l+1)}, \text{diag}(\sigma_j^{(l+1)}) \right),
\]

in each graph convolution layer so that the effects of adversarial attacks can be absorbed into the variances of the Gaussian distributions. The Gaussian based graph convolution is defined as

\[
\mu_j^{(l+1)} = \rho \left( \sum_{v_k \in \mathcal{N}_G(v_j)} \frac{\mu_k^{(l)} \circ \alpha_k^{(l)}}{\sqrt{\tilde{D}_{j,k} \tilde{D}_{k,k}}} W^{(l)}_{\mu} \right)
\]

\[
\sigma_j^{(l+1)} = \rho \left( \sum_{v_k \in \mathcal{N}_G(v_j)} \frac{\sigma_k^{(l)} \circ \alpha_k^{(l)} \circ \alpha_k^{(l)}}{D_{j,k} D_{k,k}} W^{(l)}_{\sigma} \right),
\]

where \( \alpha_j^{(k)} \) are attention weights. Finally, the overall loss function is defined as regularized cross-entropy. The first regularization term is

\[
\mathcal{L}_{\text{reg1}} = \sum_{j=1}^{N} D_{KL} \left( N \left( \mu_j^{(1)}, \text{diag}(\sigma_j^{(1)}) \right) \| N(0,1) \right),
\]

which is used to constrain the latent representations at the first layer. The second regularization term is to impose \( L_2 \) regularization on parameters \( W_{\mu}^{(0)} \) and \( W_{\sigma}^{(0)} \) of the first layer. The literature [176] presents a batch virtual adversarial training method which appends a novel regularization term to the conventional objective function of the GCNs. Therefore, the resultant loss is

\[
\mathcal{L} = \mathcal{L}_0 + \alpha \cdot \frac{1}{N} \sum_{u \in V} E(p(y|X_u,W)) + \beta \cdot \mathcal{R}_{\text{adv}}(V,W),
\]

where \( \mathcal{L}_0 \) is an average cross-entropy loss of all labelled nodes, \( E(\cdot) \) is the conditional entropy of a distribution, and \( \mathcal{R}_{\text{adv}}(V,W) \) is the average Local Distributional Smoothness (LDS) loss for all nodes. That is,

\[
\mathcal{R}_{\text{adv}}(V,W) = \frac{1}{N} \sum_{u \in V} \text{LDS}(X[u,:],W,r_{\text{adv}},u),
\]

where \( \text{LDS}(x,w,r_{\text{adv}}) = D_{KL} \left( p(y|x,W) \| p(y|x+r_{\text{adv}},W) \right) \) and \( r_{\text{adv}} \) is the virtual adversarial perturbation. Additionally, there are some works aiming at verifying certifiable (non-)robustness to structure and feature perturbations for the GCNNs and developing robust training algorithm [177, 178]. That is, once a node is certified, it is guaranteed for the node prediction to be robust to any structure or feature perturbations given an attack model. The literature [180] proposes to improve GCN generalization by minimizing the expected loss under small perturbations of the input graph. Its basic assumption is that the adjacency matrix \( A_G \) is perturbed by some random noises. Under this assumption, the objective function is defined as

\[
\min_{W} \int q(\epsilon|\alpha) \mathcal{L}(X,Y,A_G(\epsilon),W) d\epsilon,
\]
where $A_G(\epsilon)$ denotes the perturbed adjacency matrix of $G$ and $q(\epsilon|\alpha)$ is a zero-centered density of the noise $\epsilon$ so that the learned GCN is robust to these noises and generalizes well.

### 4.6 Graph Neural Architecture Search

Neural Architecture Search (NAS) [171] has achieved tremendous success in discovering the optimal neural network architecture for image and language learning tasks. However, existing NAS algorithms cannot be directly generalized to find the optimal GNN architecture. Fortunately, there have been some studies to bridge this gap. The graph neural architecture search [172, 173] aims to search for an optimal GNN architecture within a designed search space. It usually exploits a reinforcement learning based controller, which is a RNN, to greedily validate the generated architecture, and then the validation results are fed back to the controller. The literature [175] proposes a Graph HyperNetwork (GHN) to amortize the search cost of training thousands of different networks, which is trained to minimize the training loss of the sampled network with the weights generated by a GCNN.

### 4.7 Graph Reinforcement Learning

The GNNs can also be combined with the reinforcement learning so as to solve sequential decision-making problems on graphs. The literature [188] learns to walk over a graph from a source node towards a target node for a given query via reinforcement learning. The proposed agent M-Walk is composed of a deep RNN and Monte Carlo Tree Search (MCTS). The former maps a hidden vector representation $h_t$, yielded by a special RNN encoding the state $s_t$ at time $t$, to a policy and Q-values, and the latter is employed to generate trajectories yielding more positive rewards. The NerveNet [187] propagates information over the underlying graph of an agent via a GCNN, and then predicts actions for different parts of the agent. The literature [186] combines the GNNs and Deep Reinforcement Learning (DRL), named DRL$+$GNN, to learn, operate and generalize over arbitrary network topologies. The DRL$+$GNN agent employs a GCNN to model the Q-value function.

### 4.8 Applications

In this subsection, we introduce the applications of the GNNs. Due to the space limitation, the applications are illustrated with Fig. 7. In this figure, we only list the application fields and the corresponding references.

![Figure 7 The GNN Application Summarizations](image-url)
5 Benchmarks and Evaluation Pitfalls

In this section, we briefly introduce benchmarks, evaluation Pitfalls and applications of the GNNs. The benchmarks provide ground truth for various GNN architectures so that different GNNs can be compared fairly, the evaluation pitfalls empirically show that the existing evaluation criterion have potential pitfalls. Moreover, we summarize applications of the GNNs.

**Benchmarks.** Graph neural networks have become a powerful toolkit for mining complex graphs. It becomes more and more critical to evaluate the effectiveness of new GNN architectures and compare different GNN models under a standardized benchmark with consistent experimental settings and large datasets. A feasible benchmark for the GNNs should include appropriate graph datasets, robust coding interfaces and experimental settings so that different GNN architectures can be compared in the same settings. The literature [169] makes a pioneering effort to construct a reproducible GNN benchmarking framework in order to facilitate researchers to gauge the effectiveness of different GNN architectures. Specifically, it releases an open-source benchmark infrastructures for GNNs, hosted on GitHub based on PyTorch and DGL libraries [402], introduces medium-scale graph datasets with 12k-70k graphs of variable sizes 9-500 nodes, and identifies important building blocks of GNNs (graph convolutions, anistropic diffusion, residual connections and normalization layers) with the proposed benchmark infrastructures. The literature [372] presents an Open Graph Benchmark (OGB) including challenging, real-world and large-scale benchmark graph datasets, encompassing multiple important graph deep learning tasks ranging from social and information networks to biological networks, molecular graphs and knowledge graphs, to facilitate scalable, robust and reproducible deep learning research on graphs. The OGB datasets, which provide a unified evaluation protocol using application-specific train/validation/test dataset splits and evaluation metrics, releases an end-to-end graph processing pipeline including graph data loading, experimental settings and model evaluations.

**Evaluation Pitfalls.** The literature [170] compares four typical GCNN architectures: GCN [6], MoNet [18], GAT [66] and GraphSAGE using three aggregation strategies [104] against 4 baseline models: logistic regression, multi-layer perceptron, label propagation and normalized laplacian label propagation, and uses a standardized training and hyper-parameter tuning procedure for all these models so as to perform a more fair comparison. The experimental results show that different train/validation/test splits of datasets lead to dramatically different rankings of models. In addition, their findings also demonstrate that simpler GCNN architectures can outperform more sophisticated ones only if the hyper-parameters and training procedures are tuned fairly for all models.

6 Future Research Directions

Although the GNNs have achieved tremendous success in many fields, there still exists some open problems. This section summarizes the future research directions of the GNNs.

**Highly Scalable GNNs.** The real-world graphs usually contain hundreds of millions of nodes and edges, and have dynamically evolving characteristics. It turns out that it is difficult for the existing GNN architectures to scale up to the huge real-world graphs. This motivates us to design highly scalable GNN architectures which can efficiently and effectively learn node/edge/graph representations for the huge dynamically-evolving graphs.

**Robust GNNs.** The existing GNN architectures are vulnerable to adversarial attacks. That is, the performance of the GNN models will sharply drop once the structure and/or initial features of the input graph are attacked by adversaries. Therefore, we should incorporate the attack-and-defense mechanism into the GNN architectures, i.e. constructing robust GNN architecture, so as to reinforce them against adversarial attacks.

**GNNs Going Beyond WL Test.** The capabilities of the spatial GCNNs are limited by the 1-WL test, and the higher-order WL test is computationally expensive. Consequently, two non-isomorphic graphs will produce the same node/edge/graph representations under appropriate conditions. This mo-
tivates us to develop a novel GNN framework going beyond WL test, or design an elegant higher-order GNN architectures corresponding to the higher-order WL test.

**Interpretable GNNs.** The existing GNNs work in a black box. We do not understand why they achieve state-of-the-art performance in terms of the node classification task, graph classification task and graph embedding task etc. Interpretability has become a major obstacle to apply the GNNs to real-world issues. Although there have been some studies to interpret some specific GNN models, they cannot interpret general GNN models. This motivates us to construct a unified interpretable framework for the GNNs.

7 Conclusions

This paper aims to provide a taxonomy, advances and trends of the GNNs. The GNN architectures are classified into 9 categories (graph convolutional neural networks, capability and interpretability, graph recurrent neural networks, deep graph representation learning, deep graph generative models, combinations of the PI and the GNNs, adversarial attacks for the GNNs, graph neural architecture search and graph reinforcement). Then, we review the benchmarks and evaluation pitfalls, applications and future research directions of the GNNs. It is expected that the relevant scholars can understand the computational principles of the GNNs, consolidate the foundations of the GNNs and apply them to more and more real-world issues, through reading this review.
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