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Abstract. In this paper, we introduce directed networks called “divergence network” in order to perform graphical calculation of divergence functions. By using the divergence networks, we can easily understand the geometric meaning of calculation results and grasp relations among divergence functions intuitively.

Keywords: divergence function, network, graph, Bregman divergence, Jensen divergence, f-divergence, canonical divergence, Kullback-Leibler divergence, Jensen-Shannon divergence, convex conjugate.

1. Introduction

Divergences are functions which measure the discrepancy between two points and play a key role in the field of machine learning, statistics, signal processing. Given a set Ω and \( P, Q \in \Omega \), a divergence is defined as a function \( D : \Omega \times \Omega \to \mathbb{R} \) which satisfies the following properties.

1. \( D(P, Q) \geq 0 \) for all \( P, Q \in \Omega \).
2. \( D(P, Q) = 0 \iff P = Q \).

When analyzing the relations among multiple classes of divergence functions or analyzing divergence functions for multiple points, we must deal with complicated calculation and it is not easy to understand the geometric meaning of the results.

Therefore, we introduce new directed networks called “divergence network” for graphical calculation of divergence functions.

In section 2, we define the divergence networks and the network function.

In section 3, we show properties of the network function and the deformation rules of the divergence networks.

Section 2 and 3 are the main contents of this paper.

In section 4, we show network representations of some divergence functions (the Bregman divergence [3], the Jensen divergence [4, 10], f-divergence [1, 6] and so on) and in section 5 we derive some results shown in [11, 13, 14] by using the divergence networks. These classes of divergences include well-known divergence functions (e.g. the Kullback-Leibler divergence [9], the Jensen-Shannon divergence [4] and so on).

2. Divergence Network and Network Function

First, we define the convex conjugate.

Definition 2.1. The convex conjugate \( F^* : \text{dom} F^* \to \mathbb{R} \) is defined in terms of the supremum by

\[
F^*(x^*) \overset{\text{def}}{=} \sup_x \{ \langle x^*, x \rangle - F(x) \},
\]

where \( \langle \cdot, \cdot \rangle \) is an inner product. \( F^* \) is a convex function.
Because the derivative of $F$ is the maximizing argument, we get
\[
x^* = \nabla F(x)
\]  
(2)

\[
F(x) + F^*(x^*) = \langle x^*, x \rangle.
\]

2.1. Notations and definitions.

- Let $i, j \in \mathbb{N}$ be an indices.
- Let $P_1, Q_1$ be coordinates in $\mathbb{R}^d$.
- Let $\alpha_i, \beta_i$ be weights in $\mathbb{R}$.
- Let $\langle \cdot, \cdot \rangle$ be an inner product.
- Let $F : \mathbb{R}^d \to \mathbb{R}$ be a differentiable and strictly convex function.
- Let $F^*$ be a convex conjugate function of $F$.
- Let $x^* = \nabla F(x)$.
- $F(P)$ denotes $F(P_1, P_2, \cdots, P_d)$.

Definition 2.2. (Definition of the divergence network) Let $\{v_i\}$ be nodes with coordinates and ON or OFF states.
Let $\{e_j\}$ be directed or undirected edges with weights and ON or OFF states.
Let each edge be associated with two nodes.
Let $V$ be a set of nodes $\{v_i\}$ and $E$ be a set of edges $\{e_j\}$.
We define the divergence network $N$ as an ordered pair $N \defeq (V, E)$.

Definition 2.3. (Definition of the network function) Let $\Lambda$ be a set of the divergence networks.
Let $N, N_1 \in \Lambda$. Let $V(N)$ be all nodes in $N$ and let $E(N)$ be all edges in $N$.
We define the network function $\Phi_N : \Lambda \to \mathbb{R}$ as follows.

\[
\Phi_N(N_1) \defeq \sum_{v \in N_1} \Phi_N(v) + \sum_{e \in N_1} \Phi_N(e)
\]  
(3)

We take the sum of all nodes and edges in the divergence network $N_1$.

When $N = N_1$, we omit the subscription $N$ of $\Phi_N$ and write $\Phi_N(N)$ as $\Phi(N)$.
When $v_i, e_j \in N$, we define the value of $\Phi_N(v_i)$ and $\Phi_N(e_j)$ in the following subsections.
When $v_i, e_j \notin N$, we define $\Phi_N(v_i) = \Phi_N(e_j) = 0$.

Remark: However the network function $\Phi$ also depends on the convex function $F$, we don’t explicitly write $F$ since we deal with only a single convex function in this paper.

Definition 2.4. (Symbols about the divergence networks) Let $N, N_1, N_2$ be the divergence networks.

- Let $V(N)$ be all nodes in $N$.
- Let $E(N)$ be all edges in $N$.
- We write $N_1 = N_2$ if and only if $V(N_1) = V(N_2)$ and $E(N_1) = E(N_2)$.
- When $V(N) = V(N_1) \cup V(N_2)$ and $E(N) = E(N_1) \cup E(N_2)$, we write $N = N_1 \cup N_2$.
- When $V(N) = V(N_1) \cap V(N_2)$ and $E(N) = E(N_1) \cap E(N_2)$, we write $N = N_1 \cap N_2$.
- When $N = N_1 \cup N_2$ and $E(N_1) \cap E(N_2) = \emptyset$, we write $N = N_1 + N_2$.
- When $\Phi_N(N_1) = \Phi_N(N_2)$, we write $N_1 \iff N_2$. This symbol means that we can deform $N_1$ to $N_2$ and $N_2$ to $N_1$ while keeping the value of the network function.
2.2. **Edges.** We introduce directed edges (arrows).

\[ \alpha \in \mathbb{R} \text{ denotes a weight and } P, Q \in \mathbb{R}^d \text{ denote coordinates.} \]

- (a) **ON-arrow.**
  \[ \Phi_N(e) \overset{\text{def}}{=} -\alpha \langle P, Q^* \rangle \]  
  (4)

- (b) **OFF-arrow.**
  \[ \Phi_N(e) \overset{\text{def}}{=} 0 \]  
  (5)

- (c) denotes ON or OFF-arrow.

**Remark:** We regard ON-arrow and OFF-arrow which connect \( P \) and \( Q \) as different edges. If \( P = Q \), an arrow becomes a directed loop. Next, we introduce undirected edges (lines).

\[ P \xrightarrow{\alpha} Q = P \xleftarrow{\alpha} Q \]

**Figure 2.2.** Definition of lines.

If \( P = Q \), a line becomes a undirected loop.

2.3. **Nodes.** We introduce nodes.

\[ P \in \mathbb{R}^d \text{ denotes a coordinate of a node.} \]

- (a) **ON-node.**
  \[ \Phi_N(v) \overset{\text{def}}{=} \sum_i \alpha_i F^*(P^*) + \sum_j \beta_j F(P) \]  
  (6)
where $\sum_i \alpha_i$ denotes a total sum of input weights of both solid and dotted edges and $\sum_j \beta_j$ denotes a total sum of output weights of both solid and dotted edges. If $\deg(v) = 0$, $\Phi_N(v) = 0$.

- (b) OFF-node.

$$\Phi_N(v) \overset{\text{def}}{=} 0$$  \hfill (7)

- (c) denotes ON or OFF-node.

**Remark:** Even if the coordinates of nodes are the same, we regard ON-node and OFF-node as different nodes.

Next, we introduce a centroid and convex conjugate centroid. These centroids are a kind of nodes.

![Figure 2.4. Definition of centroids.](image)

(a) denotes ON-centroid and (b) denotes OFF-centroid. The values of the network function for centroids are defined the same as nodes. A coordinate $C$ is defined as

$$C \overset{\text{def}}{=} \frac{1}{\Sigma} \sum_i \alpha_i P_i,$$  \hfill (8)

where $\Sigma \overset{\text{def}}{=} \sum_i \alpha_i$, $\{\alpha_i\}$ are the weights of solid or dotted arrows and $\{P_i\}$ are the start points of solid or dotted arrows.

![Figure 2.5. Definition of convex conjugate centroids.](image)

(a) denotes ON-convex conjugate centroid and (b) denotes OFF-convex conjugate centroid. The values of the network function for convex conjugate centroids are defined the same as nodes. A coordinate $\hat{C}$ is defined as

$$\hat{C}^* \overset{\text{def}}{=} \frac{1}{\Sigma} \sum_i \alpha_i P_i^*,$$  \hfill (9)

where $\Sigma \overset{\text{def}}{=} \sum_i \alpha_i$, $\{\alpha_i\}$ are the weights of solid or dotted arrows and $\{P_i\}$ are the end points of solid or dotted arrows.
3. Properties of the network function and Deformation rules

First, we introduce a simple but important divergence network called “Bregman network”.
Next, we show properties of the network function.
Finally, we introduce deformation rules for the divergence networks.

3.1. Bregman network. We define the Bregman network $N_B$ as follows.

Properties of the Bregman network

- $\Phi(N_B) = \alpha B_F(P,Q)$, where $B_F(P,Q) \overset{\text{def}}{=} F(P) - F(Q) - \langle \nabla F(Q), P - Q \rangle$ is the Bregman divergence.
- If $\alpha > 0$, $\Phi(N_B) \geq 0$ and $\Phi(N_B) = 0 \iff P = Q$.
- If $\alpha < 0$, $\Phi(N_B) \leq 0$ and $\Phi(N_B) = 0 \iff P = Q$.

Proof. From Figure 2.1 and Figure 2.3 and using (2), we get

$$\Phi(N_B) = \alpha (F(P) - \langle P, Q^* \rangle + F^*(Q^*)) = \alpha (F(P) - \langle P, Q^* \rangle + \langle Q, Q^* \rangle - F(Q))$$

$$= \alpha (F(P) - F(Q) - \langle Q^*, P - Q \rangle) = \alpha B_F(P,Q).$$

About other properties, we can easily verify by using properties of the Bregman divergence.

3.2. Properties of the network function. Let $N, N_1, N_2$ be the divergence networks.

Property 1. If $N = N_1 + N_2$,

$$\Phi(N) = \Phi(N_1) + \Phi(N_2).$$

Property 2. Let $\{N_{B,i}\}$ be the Bregman networks and let $N = \sum_i N_{B,i}$. Let all weights in $N$ are positive. Then, $\Phi(N)$ is a divergence function.

- $\Phi(N) \geq 0$.
- $\Phi(N) = 0$ if and only if coordinates of all nodes in $N$ are the same.

Property 3. Let $N_B$ be the Bregman network. Let $N = N_1 + N_B$ and let $\alpha$ be a weight of the Bregman Network. If $\alpha > 0$,

$$\Phi(N) \geq \Phi(N_1).$$

If $\alpha < 0$,

$$\Phi(N) \leq \Phi(N_1).$$

Proof of Property 1. From $E(N_1) \cap E(N_2) = \phi$ and the definition of $\Phi$ for edges, we get $\Phi_N(e_j) = \Phi_{N_1}(e_j) + \Phi_{N_2}(e_j)$.

For nodes, we first consider the case $v_i \in V(N) \setminus V(N_2)$. By the definition of the divergence network, all edges which are associated with the node $v_i$ belong to
From the definition of \( \Phi \) for nodes, we get \( \Phi_{N_1}(v_i) = \Phi_{N_1}(v_i) \) and \( \Phi_{N_2}(v_i) = 0 \). Hence, we get \( \Phi_N(v_i) = \Phi_{N_1}(v_i) + \Phi_{N_2}(v_i) \).

In the case \( v_i \in V(N) \setminus V(N_1) \), we get \( \Phi_N(v_i) = \Phi_{N_1}(v_i) + \Phi_{N_2}(v_i) \) in the same way.

Finally, we consider the case \( v_i \in V(N_1) \cap V(N_2) \). From the definition of \( \Phi \) for nodes, we get \( \Phi_N(v_i) = \Phi_{N_1}(v_i) + \Phi_{N_2}(v_i) \). From these result, we get

\[
\Phi(N) = \sum_{V(N)} \Phi_N(v_i) + \sum_{E(N)} \Phi_N(e_j)
\]

(14)

\[
= \left( \sum_{V(N_1)} \Phi_{N_1}(v_i) + \sum_{E(N_1)} \Phi_{N_1}(e_j) \right) + \left( \sum_{V(N_2)} \Phi_{N_2}(v_i) + \sum_{E(N_2)} \Phi_{N_2}(e_j) \right)
\]

= \( \Phi(N_1) + \Phi(N_2) \).

**Proof of Property 2 and 3.**

By Property 1 and the properties of the Bregman network, we get the results.

Then, we introduce deformation rules of the divergence network.

### 3.3. Summation rule.

We can integrate arrows of the same state which are associated with the same nodes.

![Summation rule](image)

We can easily prove by the definition of \( \Phi \) for nodes and edges.

### 3.4. Deletion rule.

We can delete an isolated node \( v \) (\( \text{deg}(v) = 0 \)). We can easily verify by using the definition of \( \Phi \) for nodes.

We can also delete all edges in the following figure.

![Deletion rule](image)

We can easily verify for Figure 3.3 (a) and (b). For Figure 3.3 (c), we can prove by putting \( P = Q \) in Figure 3.1 and using \( B_F(P, P) = 0 \).
3.5. **ON-OFF rule 1.** Let weights satisfy $\Sigma \overset{\text{def}}{=} \sum_{i=1}^{M} \alpha_i = \sum_{j=1}^{L} \beta_j$ and let $v$ be a node with a coordinate $P$. In the following case, we can change the state of node $v$.

![Figure 3.4. ON-OFF rule 1.](image)

**Remark:** $N_a$ and $N_b$ are the same other than the state of $v$ and a loop on $v$.

**Proof.**

From the definition of the network function for nodes and edges and using (2), we get

$$
\Phi_N(N_a) = \sum_i \alpha_i F^*(P^*) + \sum_i \beta_i F(P) + R(v,e) = \Sigma \langle P, P^* \rangle + R(v,e) \quad (15)
$$

$$
\Phi_N(N_b) = \Sigma \langle P, P^* \rangle + R(v,e), \quad (16)
$$

where $R(v,e)$ denotes the sum of the values from nodes other than $v$ and edges other than the loop on $v$. Hence, $\Phi_N(N_a) = \Phi_N(N_b)$.

3.6. **ON-OFF rule 2.** Let weights satisfy $\Sigma \overset{\text{def}}{=} \sum_{i=1}^{M} \alpha_i = \sum_{j=1}^{L} \beta_j$ and let $v$ be a node with a coordinate $P$. In the following case, we can change the state of node $v$.

![Figure 3.5. ON-OFF rule 2.](image)

**Remark:** $N_a$ and $N_b$ are the same other than the state of a node $v$ and a directed loop on $v$.

**Proof.**

From the definition of the network function for nodes and edges, we get

$$
\Phi_N(N_a) = R(v,e) \quad (17)
$$

$$
\Phi_N(N_b) = \sum_i \alpha_i F^*(P^*) + \sum_i \beta_i F(P) - \Sigma (F(P) + F^*(P^*)) + R(v,e) = R(v,e), \quad (18)
$$

where $R(v,e)$ denotes the sum of the values from nodes other than $v$ and edges other than the loop on $v$. Hence, $\Phi_N(N_a) = \Phi_N(N_b)$.
3.7. **Insertion rule 1.** Let $\Sigma \overset{\text{def}}{=} \sum_{i=1}^{M} \alpha_i$ and $C \overset{\text{def}}{=} \frac{1}{\Sigma} \sum_{i=1}^{M} \alpha_i P_i$. Let $v$ be a node with a coordinate $Q$. In the following case, we can insert a centroid.

Remark: In $N_a$, $N_b$ and $N_c$, the state of nodes with coordinates $\{P_i\}$ and $Q$ are the same.

Proof. We first prove Figure 3.6 (a) $\rightarrow$ (b) in the case a node $Q$ is ON-state. By using the definition of centroids $C \overset{\text{def}}{=} \frac{1}{\Sigma} \sum_{i=1}^{M} \alpha_i P_i$, we get

\[
\Phi_N(N_a) = \sum_{i} \alpha_i (P_i, Q^*) + \sum_{i} \alpha_i F^*(Q^*) + R(v)
\]

\[
= \Sigma(C, Q^*) + \Sigma F^*(Q^*) + R(v)
\]

\[
\Phi_N(N_b) = \Sigma(C, Q^*) + \Sigma F^*(Q^*) + R(v),
\]

where $R(v)$ denotes the sum of the values from nodes with coordinates $\{P_i\}$. Hence, the result follows. In the case a node $Q$ is OFF-state, we can prove in the same way.

Next, we prove Figure 3.6 (b) $\iff$ (c) by using the deformation rules as follows.

• (1)$\rightarrow$(2): We apply Figure 3.6 (a)$\rightarrow$(b) (insertion rule 1) for $Q = C$.

**Figure 3.6.** Insertion rule 1.

**Figure 3.7.** Deformation of the network $N_c$. 

• (1)$\rightarrow$(2): We apply Figure 3.6 (a)$\rightarrow$(b) (insertion rule 1) for $Q = C$. 

...
• (2)→(3): We apply Figure 3.4 (a)→(b) (ON-OFF rule 1) for C.
• (3)→(4): We apply Figure 3.2 (a) (summation rule) and Figure 3.3 (b) (deletion rule).

Because $N_a = N_b$, the result follows.

3.8. Insertion rule2. Let $\Sigma \equiv \sum_{i=1}^{M} \alpha_i$ and $\hat{C}^* \equiv \frac{1}{\Sigma} \sum_{i=1}^{M} \alpha_i P_i^*$. Let $v$ be a node with a coordinate $Q$. In the following case, we can insert a convex conjugate centroid.

![Figure 3.8. Insertion rule 2.](image)

Remark: In $N_a$, $N_b$ and $N_c$, the state of nodes with coordinates $\{P_i\}$ and $Q$ are the same.

Proof.
We first prove Figure 3.8 (a)→(b) in the case a node $Q$ is ON-state. By using the definition of centroids $C^* \equiv \frac{1}{\Sigma} \sum_{i=1}^{M} \alpha_i P_i^*$, we get

$$\Phi_N(N_a) = \sum_{i} \alpha_i \langle Q, P_i^* \rangle + \sum_{i} \alpha_i F(Q) + R(v)$$

$$= \Sigma \langle Q, \hat{C}^* \rangle + \Sigma F(Q) + R(v)$$

$$\Phi_N(N_b) = \Sigma \langle Q, \hat{C}^* \rangle + \Sigma F(Q) + R(v),$$

where $R(v)$ denotes the sum of the values from nodes with coordinates $\{P_i\}$. Then, the result follows. In the case a node $Q$ is OFF-state, we can prove in the same way. We prove Figure 3.8 (b) $\iff$ (c) in the same way as the insertion rule 1.

3.9. Connection rule. Let $C \equiv \frac{1}{\alpha+\beta}(\alpha P + \beta Q)$ and $\hat{C}^* \equiv \frac{1}{\alpha+\beta}(\alpha P^* + \beta Q^*)$. In the following case, we can connect nodes on $P$ and $Q$ directly.
Proof. We prove Figure 3.9 by using the deformation rules as follows.

\begin{itemize}
  \item (1) $\rightarrow$ (2): We apply Figure 3.8 (a) $\rightarrow$ (b) (insertion rule 2) for $Q = C$ and apply Figure 3.6 (c) $\rightarrow$ (b) (insertion rule 1) for $Q = \hat{C}$.
  \item (2) $\rightarrow$ (3): We apply Figure 3.4 (a) $\rightarrow$ (b) (ON-OFF rule 1) for $P$ and $Q$.
  \item (3) $\rightarrow$ (4): We apply Figure 3.3 (a) (deletion rule).
\end{itemize}

From this figure and the definitions of the centroid and the convex conjugate centroid, we get

$$
\Phi_N(N_4) = \alpha\langle P, P^* \rangle + \beta\langle Q, Q^* \rangle - (\alpha + \beta)\langle C, \hat{C}^* \rangle \\
= \frac{\alpha\beta}{\alpha + \beta} ((\langle P, P^* \rangle + \langle Q, Q^* \rangle - \langle P, Q^* \rangle - \langle Q, P^* \rangle)).
$$
On the other hand, by using (2), we get
\[ \Phi_N(N_b) = \frac{\alpha \beta}{\alpha + \beta} (F(P) + F^*(P^*) - \langle P, Q^* \rangle - \langle Q, P^* \rangle + F(Q) + F^*(Q^*)) \quad (24) \]
\[ = \frac{\alpha \beta}{\alpha + \beta} (\langle P, P^* \rangle + \langle Q, Q^* \rangle - \langle P, Q^* \rangle - \langle Q, P^* \rangle). \]

Hence, we obtain \( \Phi_N(N_a) = \Phi_N(N_d) = \Phi_N(N_b) \). We can prove \( \Phi_N(N_b) = \Phi_N(N_c) \) in the same way.

4. Network representations of divergence functions

We show some divergence network representations of divergence functions.

4.1. Bregman network and symmetric Bregman network. We have introduced the Bregman network in subsection 3.1. The Bregman network represents not only the Bregman divergence but also the canonical divergence of a dually flat space [2].

\textbf{Proof.}

The canonical divergence \( D_C(P,Q) \) is defined as
\[ D_C(P,Q) \overset{\text{def}}{=} \psi(\theta(P)) + \phi(\eta(Q)) - \sum_i \theta_i(P)\eta_i(Q), \quad (25) \]
where \( \{\theta_i\} \) and \( \{\eta_i\} \) denote affine coordinates which satisfy \( \eta_i = \theta_i^* \) and \( \psi(\theta) \) and \( \phi(\eta) \) are strictly convex functions which satisfy \( \phi = \psi^* \). By replacing \( F \rightarrow \psi \) and \( P_i \rightarrow \theta_i(P) \) and using (10), we get \( \Phi(N_B) = \alpha D_C(P,Q) \).

Next, we introduce the symmetric Bregman network \( N_{SB} \) as follows.

\[ \Phi(N_{SB}) = \alpha B_{F,\text{sym}}(P,Q), \quad (26) \]
where \( B_{F,\text{sym}}(P,Q) \overset{\text{def}}{=} B_F(P,Q) + B_F(Q,P) \) is the symmetric Bregman divergence [11].

\textbf{Proof.}

By Figure 2.2 and Figure 3.1 the result follows.

4.2. Jensen network. Let \( \Sigma \overset{\text{def}}{=} \sum_i \alpha_i \) and \( C \overset{\text{def}}{=} \frac{1}{\Sigma} \sum_i \alpha_i P_i \). We introduce the Jensen network \( N_J \) as follows.
\[ \Phi(N_J) = \sum J_{F,\alpha}(P), \]  

(27)

where \( J_{F,\alpha}(P) \) is defined as \( \frac{1}{M} \sum_{i} \alpha_i F(P_i) - F(C) \), \( \alpha \) denotes \((\alpha_1, \alpha_2, \ldots, \alpha_M)\) and \( P \) denotes \((P_1, P_2, \ldots, P_M)\).

If \( \alpha_i > 0 \) for all \( i \), \( J_{F,\alpha}(P) \) is the Jensen divergence [12].

**Proof.**

We deform the divergence network \( N_J \) as follows.

- (1) \( \rightarrow \) (2): We apply Figure 3.6 (a) \( \rightarrow \) (b) (insertion rule 1) for \( Q = C \).
- (2) \( \rightarrow \) (3): We apply Figure 3.5 (a) \( \rightarrow \) (b) (ON-OFF rule 2) for \( C \) and apply Figure 3.3 (c) (deletion rule) for \( C \).
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\[ \Phi(N_3) = \sum_i \alpha_i F(P_i) + \sum_i \alpha_i F^*(C^*) - \Sigma(F(C) + F^*(C^*)) \]  
\[ = \Sigma\left(\frac{1}{\Sigma} \sum_i \alpha_i F(P_i) - F(C) \right) \] (28)

Hence, the result follows.

4.3. Convex conjugate Jensen divergence. Let \( \Sigma \) \( \equiv \sum_i \alpha_i \) and \( \tilde{C}^* \) \( \equiv \frac{1}{\Sigma} \sum_i \alpha_i P_i^* \).

We introduce the convex conjugate Jensen network \( N_{CJ} \) as follows.

\[ \Phi(N_{CJ}) = \sum J_{F^*,\alpha}(P^*), \] (29)

where \( J_{F^*,\alpha}(P^*) \) \( \equiv \frac{1}{\Sigma} \sum_i \alpha_i F^*(P_i^*) - F^*(\tilde{C}^*) \), \( \alpha \) denotes \( (\alpha_1, \alpha_2, \cdots, \alpha_M) \) and \( P^* \) denotes \( (P_1^*, P_2^*, \cdots, P_M^*) \).

If \( \alpha_i > 0 \) for all \( i \), \( J_{F^*,\alpha}(P^*) \) is the convex conjugate Jensen divergence. We can prove this equation in the same way as the Jensen network.

4.4. \( f \)-network. Let \( F(1) = 0 \) and \( \Sigma \) \( \equiv \sum_i p_i = \sum_i q_i \).

We introduce the \( f \)-network \( N_f \) as follows.

\[ \Phi(N_f) = \Sigma D_f(P, Q), \] (30)
where $D_f(P, Q) \stackrel{\text{def}}{=} \frac{1}{\Sigma} \sum_i q_i F\left(\frac{p_i}{q_i}\right)$. If $p_i, q_i > 0$ for all $i$ and $\Sigma = 1$, $D_f(P, Q)$ is the $f$-divergence.

**Proof.** We can write $D_f(P, Q) = \frac{1}{\Sigma} \sum_i q_i F\left(\frac{p_i}{q_i}\right)$. By replacing $p_i \rightarrow q_i$ and putting $\alpha_i = q_i$ in $J_{F, \alpha}(P) = \frac{1}{\Sigma} \sum_i \alpha_i F(p_i) - F(C)$, we get $C = \frac{1}{\Sigma} \sum_i q_i \frac{p_i}{q_i} = 1$ and the same equation as $D_f(P, Q)$. Then, the result follows. The network topology of the Jensen network and $f$-network are the same.

5. **Application examples of the divergence networks**

Let $\sum_i$ denotes $\sum_{i=1}^M$ and $\Sigma = \sum_i \alpha_i$. We show some results by using the divergence networks.

5.1. **Results about relations among different divergences.** By comparing Figure 3.1 and Figure 4.2 and using the network function Property 1, we get

$$\frac{1}{\Sigma} \sum_i \alpha_i B_F(P_i, C) = J_{F, \alpha}(P). \quad (31)$$

By comparing Figure 3.1 and Figure 4.4 and using the network function Property 1, we get

$$\frac{1}{\Sigma} \sum_i \alpha_i B_F(\hat{C}, P_i) = J_{F^*, \alpha}(P^*). \quad (32)$$

By putting $Q = C$ in Figure 3.8 (insertion rule 2), we get

$$\sum_i \alpha_i B_F(C, P_i) = \sum_i \alpha_i B_F(\hat{C}, P_i) + \Sigma B_F(C, \hat{C}) = \Sigma(J_{F^*, \alpha}(P^*) + B_F(C, \hat{C})). \quad (33)$$

Adding $\sum_i \alpha_i B_F(P_i, C) = \Sigma J_{F, \alpha}(P)$ to both sides, we get

$$\frac{1}{\Sigma} \sum_i \alpha_i B_{F, \text{sym}}(P_i, C) = J_{F, \alpha}(P) + J_{F^*, \alpha}(P^*) + B_F(C, \hat{C}). \quad (34)$$

We can deform the divergence network of LHS of this equation in the same way as Figure 3.10.

![Figure 5.1](image-url)  

**Figure 5.1.** Deformation of the divergence network.

From this figure, we get

$$\sum_i \alpha_i B_{F, \text{sym}}(P_i, C) = \sum_i \alpha_i (P_i, P_i^*) - \Sigma(C, \hat{C}^*). \quad (35)$$
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By combining (34), we get

\[
\sum_i \alpha_i \langle P_i, P_i^* \rangle - \langle C, \hat{C}^* \rangle = J_{F, \alpha}(P) + J_{F^*, \alpha}(P^*) + B_F(C, \hat{C}).
\]

(36)

If \( M = 2 \), (34) is written as

\[
\alpha + \beta \left( \alpha B_{F, \text{sym}}(P, C) + \beta B_{F, \text{sym}}(Q, C) \right) = J_{F, \alpha}(P, Q) + J_{F^*, \alpha}(P^*, Q^*) + B_F(C, \hat{C}).
\]

(37)

From Figure 3.9 (connection rule), we get

\[
\frac{\alpha \beta}{(\alpha + \beta)^2} B_{F, \text{sym}}(P, Q) = J_{F, \alpha}(P, Q) + J_{F^*, \alpha}(P^*, Q^*) + B_F(C, \hat{C}).
\]

(38)

For example, when \( F(x) = \sum_{\mu=1}^d x_\mu \log x_\mu \) and \( \alpha + \beta = 1 \), \( B_F(P, Q) \) and \( \frac{1}{\alpha \beta} J_{F, \alpha}(P, Q) \) and \( \frac{1}{\alpha \beta} J_{F^*, \alpha}(P^*, Q^*) \) are equal to the Kullback-Leibler divergence [9], the Jeffrey’s J-divergence [8], the scaled skew Jensen-Shannon divergence [10] and the Amari’s \( \alpha \)-divergence [5] respectively (see [14]).

By replacing \( P_i \rightarrow \frac{p_i}{q_i} \) and putting \( \alpha_i = q_i \) in (36) and using \( C = 1 \) and \( \hat{C}^* = \sum_i q_i \left( \frac{p_i}{q_i} \right)^* = \sum_i q_i F' \left( \frac{p_i}{q_i} \right) \), we get

\[
\sum_i F' \left( \frac{p_i}{q_i} \right) (p_i - q_i) = D_f(P, Q) + \hat{D}_f(P, Q) + B_F(1, \hat{C}),
\]

(39)

where \( \hat{D}_f(P, Q) \) def = \( \frac{1}{\alpha \beta} \sum q_i F^* \left( F' \left( \frac{p_i}{q_i} \right) \right) \) - \( F^* \left( \hat{C}^* \right) \).

For example, when \( F(x) = -\log x \) and \( \Sigma = 1 \), \( B_F(P, Q) \) and \( D_f(P, Q) \) are equal to the Itakura-Saito divergence [7] and the reverse Kullback-Leibler divergence. The LHS of (39) is equal to the Neyman chi-square divergence [8] (see [14]).

5.2. Results about geometrical properties of divergence functions. We show the parallelogram law for the symmetric Bregman divergence. Let \( P_i + R_i = Q_i + S_i \) for all \( i \) or \( P_i^* + R_i^* = Q_i^* + S_i^* \) for all \( i \). Then,

\[
B_{F, \text{sym}}(P, Q) + B_{F, \text{sym}}(Q, R) + B_{F, \text{sym}}(R, S) + B_{F, \text{sym}}(S, P)
\]

\[
= B_{F, \text{sym}}(P, R) + B_{F, \text{sym}}(Q, S)
\]

(40)

holds. In the case \( P_i + R_i = Q_i + S_i \), we prove this equation by deforming the divergence network as follows. In the case \( P_i^* + R_i^* = Q_i^* + S_i^* \), we can prove in the same way.
• (1)→(2): We apply Figure 3.6 (a) → (c) (insertion rule 1) for triangle PQR. C is a centroid of P and R.

• (2)→(3): By assumption, centroids of P and R, Q and S and rectangle PQRS are the same. Hence, we can apply Figure 3.6 (a) → (c) (insertion rule 1) for triangle QRS, RSP and SPQ in the same way.

• (3)→(4): We apply Figure 3.9 (a) → (b) (connection rule).

As described above, we can grasp relations among divergence functions and geometric properties of them intuitively. When $F(x) = \frac{1}{2} \sum_{\mu=1}^{d} x_{\mu}^{2}$, $B_{F,sym}(P,Q)$ is equal to the squared Euclidean distance and (40) is consistent with the parallelogram law in the Euclidean space.

6. Conclusion

We have introduced a new graphical calculation method called “divergence network” for divergence functions and have introduced the network function which gives the value of the divergence network.

Then, we have shown properties of the network function and the deformation rules of the divergence networks.

Finally, we have shown examples of the network representations of divergence functions and have shown some application examples of the divergence networks.

Through application examples, we have concluded that it is easy to intuitively grasp relations among divergence functions and geometric meaning of the results by using the divergence networks.

Studies on relation with graph theory or network theory are future works.
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