INTRODUCTION

As the scale of global research continues to increase, research organizations are becoming more reliant on quantitative approaches to determine how to recruit and promote researchers, allocate funding, and evaluate the impact of prior allocations. It has been common practice for funders; appointment, tenure, and promotion committees; academic administrations; publishers; and others to apply a variety of quantitative metrics to rank researchers, papers, journals, and even institutions and countries. Many of these quantitative metrics are based on research publications. The total number of publications can be used to infer scientific output or productivity, whereas the number of citations to those publications may be used to infer the impact of the research. In aggregate, these “publication metrics” have potential to serve both researchers and those evaluating the work of researchers. For the researcher, metrics can highlight the scope and strengths of one’s work, forming a useful starting point to answer the question, “what have I done?” Researchers can use metrics to structure their review of their past work, design efficient summaries of their prior research trajectory, and inform future decision making. For an evaluator (and many researchers eventually find themselves in the position of evaluating the scientific achievements of others), understanding a researcher’s publication and citation record provides context for judging their achievements and future potential.

Publication metrics are not only important for individual careers, but also affect the progress of science as a whole via their role in the funding award process. Understanding the origin and intended use of popular publication metrics can inform an evaluative strategy that balances the usefulness of publication metrics with the limitations of what they can convey about the productivity and quality of an author, a publication, or a journal. This paper serves as a brief introduction to citation networks like Google Scholar, Web of Science Core Collection, Scopus, Microsoft Academic, and Dimensions. It also explains two of the most popular publication metrics: the h-index and the journal impact factor. The purpose of this paper is to provide practical information on using citation networks to generate publication metrics, and to discuss ideas for contextualizing and juxtaposing metrics, in order to help researchers in translational science and other disciplines document their impact in as favorable a light as may be justified.
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Abstract
Research organizations are becoming more reliant on quantitative approaches to determine how to recruit and promote researchers, allocate funding, and evaluate the impact of prior allocations. Many of these quantitative metrics are based on research publications. Publication metrics are not only important for individual careers, but also affect the progress of science as a whole via their role in the funding award process. Understanding the origin and intended use of popular publication metrics can inform an evaluative strategy that balances the usefulness of publication metrics with the limitations of what they can convey about the productivity and quality of an author, a publication, or a journal. This paper serves as a brief introduction to citation networks like Google Scholar, Web of Science Core Collection, Scopus, Microsoft Academic, and Dimensions. It also explains two of the most popular publication metrics: the h-index and the journal impact factor. The purpose of this paper is to provide practical information on using citation networks to generate publication metrics, and to discuss ideas for contextualizing and juxtaposing metrics, in order to help researchers in translational science and other disciplines document their impact in as favorable a light as may be justified.
receive many grant applications may see quantitative publication metrics as a shortcut to assess research quality and impact. Researchers competing for grants may in turn strive to achieve a perceived threshold for certain metrics. An understanding of the origin and intended use of popular publication metrics can inform an evaluative strategy that balances the usefulness of metrics with the limitations of what they can convey about the productivity and quality of an author, a paper, or a journal.

This is especially important in translational science, a discipline created to improve patient and population outcomes. Translational science researchers are iteratively called upon by peers, funders, and their institutions to use their publication records to document their progress toward these outcomes, and translational science evaluators use publication metrics in their assessments.\(^5\)\(^6\) The purpose of this paper is to briefly describe the most frequently used quantitative publication metrics, provide practical information on generating metrics, and discuss ideas for contextualizing and juxtaposing metrics, in order to help researchers in translational science and other disciplines document their impact in as favorable a light as may be justified.

CITATION NETWORKS

Overview

Citation counts represent the number of times a publication has been cited by other publications. Because citation counts represent a key constituent of the most frequently used publication metrics, understanding their source is necessary to effectively utilize publication metrics. Citation counts are usually provided by citation networks or indices, which are systems that connect each publication to every publication it cites, as well as every publication that has cited it. No single citation network functions as the dominant source of citation data. Instead, several citation networks exist and vary according to which publications they include. As a consequence, citation networks also vary in the citation numbers they generate for any given publication. Citation networks include traditional indexed databases, which contain article metadata ingested from publisher sources and accessed by users via a searchable interface; academic search engines, which scrape the web for relevant content and allow users to search the content via a web interface; and metadata datasets that can only be accessed computationally (e.g., via API [Application Programming Interfaces]). However, citation data are compiled, networks are created by connecting each citation reference in the publication’s bibliography to that reference’s record in the database. For example, if paper A cites another paper B, the citation network “reads” that citation and adds one cited reference to the existing total citation count of paper A. Users have a choice among multiple science citation networks. Six of the largest are described in Table 1.

Practical applications

To select one or more citation networks, users may consider (1) the network’s coverage of publication types and areas of research, (2) its number of citation linkages between publications, (3) the user-friendliness of its interface, and (4) its functionality when it comes to automatically generating metrics. Researchers should be aware that most citation networks are primarily comprised of journal articles. Therefore, it may be more difficult to assess the citation impact of gray literature such as white papers, reports, clinical trials, or other nontraditional publications.\(^7\) Recent studies comparing various citation networks for accuracy and completeness may help inform the decision to choose a particular citation network.\(^8\)\(^–\)\(^12\) Because publication metrics are derived from citation counts within citation networks, and citation counts vary depending on the network’s publication coverage, metrics derived for a given author from one network will not necessarily be concordant with metrics for the same author but derived from another network. A researcher may find that one citation network contains records for most of their publications, whereas another network may only have records for some of their publications. Although it is generally advantageous for researchers to find a network containing records for all of their publications,\(^5\) researchers selecting among networks must also consider that networks’ bibliometric data vary according to the quality of the included data, in addition to the quantity of publications reported. For example, a researcher is likely to find more of their publications, and therefore a higher citation count and h-index, by using Google Scholar. However, as described in Table 1, Google Scholar may contain erroneous or duplicate records due to the way it collects publication data from the web. Although at first glance the researcher may think that Google Scholar offers a higher number and therefore a “better” metric, the accuracy of that metric may be questionable if it is based upon faulty bibliographic data. Precise documentation by researchers of the citation network(s) they select to inform their publication metrics provides the opportunity for their evaluators to assess the accuracy of their analyses.

If a researcher determines that metrics from multiple citation networks are useful to show context for their work, two or more different citation networks can be documented clearly to avoid confusion in interpreting their metrics. For example, a researcher working on a tenure and promotion dossier may decide to primarily use Web of Science Core Collection to search for their journal articles, and use Web of Science Core Collection’s citation counts and calculated h-index to document their career’s published articles. This researcher may also use Google Scholar to find their gray
| Citation network            | Accessibility        | Type of database                                      | Description                                                                                                                                                                                                 | Owner                        | Number of publication records | Number of citation connections |
|-----------------------------|----------------------|-------------------------------------------------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|------------------------------|-------------------------------|-------------------------------|
| Web of Science Core Collection | Subscription required | Indexed database (i.e., its publication metadata comes from publishers); citation network | Clarivate publishes several citation indices that cover publications in different disciplines and formats, but the largest is the Science Citation Index Expanded, which is included in the Web of Science Core Collection | Clarivate Analytics          | 53 million                    | 1.1 billion                   |
| Scopus                      | Subscription required | Indexed database; citation network                    | Scopus’s essential functionality is very similar to Web of Science Core Collection                                                                                                                          | Elsevier                     | 75 million                    | 1.4 billion                   |
| Google Scholar              | Freely available     | Academic search engine (i.e., it crawls the web looking for scholarly content); citation network | Google Scholar contains many publications beyond journal articles, such as books, reports, patents, presentations, posters, and other materials. As it crawls the web, creating citation connections, sometimes it encounters incorrect or difficult-to-parse bibliographies and erroneously creates duplicate records for the same publication. Google Scholar’s broad and opaque definition of scholarly content, as well as its automated citation record creation process, usually results in higher citation count numbers than Web of Science and Scopus. | Google                       | Unknown, but was recently estimated at 389 million |
| OpenCitations Index of Crossref Open DOI-to-DOI Citations | Freely available     | Publication metadata and citation index dataset       | The data are accessible through an API or a public website, but the search is limited and the interface may be difficult to navigate for users.                                                                 | Crossref                     | 58 million                    | 720 million                   |
| Microsoft Academic          | Freely available     | Indexed database; academic search engine; citation network | Launched in 2016, Microsoft Academic’s citation index is unique in presenting citation counts not only as verified connections between papers in its own index, but also as an “estimated” citation count using a statistical prediction tool to compensate for possible citations that may exist outside of its own dataset. | Microsoft                    | 240 million                   | 2.2 billion (estimated)       |
| Dimensions                  | Freely available     | Indexed database that also leverages additional open and proprietary data; citation network | Dimensions is the newest publication index and citation data source, launched in 2018. Dimensions makes use of open data such as Crossref, its parent company Digital Science’s other research-related products, and publisher partnerships to index and link its records. | Digital Science              | 106 million                   | 1.2 billion                   |

Abbreviation: API, Application Programming Interfaces.

Note that with the exception of Crossref, a not-for-profit 501(c)(6) organization, all the “freely available” networks listed in this table are owned by for-profit companies. The citation networks may be free to the user, but they likely generate revenue for their parent company by collecting user data from searches and academics’ profiles.
literature publications, and decide to include the citation counts of those publications to promote their research that resulted in a white paper, report, or other nonarticle publication type. In this example, the dossier should clearly indicate that the metrics presented for the journal articles came from Web of Science Core Collection, while the metrics presented for the gray literature publications came from Google Scholar.

**PUBLICATION-LEVEL METRICS**

**Overview**

Publication-level (including both articles and nonarticle publications) metrics represent any quantitative number relating to an individual publication. Most commonly, this takes the form of citation counts: the number of citations to any given publication. In addition to citation counts, the number of article views and downloads are frequently listed on journal articles hosted on publisher websites. Other emerging metrics known as “alternative metrics” often seek to indicate social impact rather than solely scientific impact. Although they may theoretically be applied to authors, institutions, journals, or other entities, in practice, the most prevalent implementation of alternative metrics is publication-level. Examples include the number of times a publication has been shared on social media or blogs, the number of comments or “likes” it has received, or the number of times it has been mentioned in mass media. Due to their loosely defined and rapidly changing nature, alternative metrics are difficult to locate, although one company, Altmetrics, has monetized centralizing various indicators into an “attention score.” Alternative metrics can add societal context and diversity to a research evaluation, but researchers and evaluators should keep in mind that metrics reflecting public engagement may not correlate with scientific impact. 

**Practical applications**

Citation counts for an individual publication can be generated by searching a title or Digital Object Identifier (DOI) in any of the citation networks described in Table 1. All six citation networks display the number of citations to a particular publication on the search results page for that publication. Individual publication citation counts may be used to highlight particularly impactful citations, but a more creative approach for a researcher’s dossier might be to group publications together and write about the citation impact of the group. For example, a researcher may aggregate citations by time period (e.g., before or after getting a prior promotion or being awarded a grant), by their different research fields or subfields (e.g., clinical and basic science), or by authorship type (e.g., first vs. senior [last author). This facilitates discussion of publication impact in context, and may be useful to assert the value of a previous grant investment, explain impact variation within different fields, or provide evidence that research leadership affected impact. Another approach for a researcher or evaluator might be to selectively use comparative metrics by comparing a single or group of publications to any of the following: other articles published in the same field, other articles published within the same journal, or other articles published by peer researchers.

One strategy for utilizing publication-level metrics for a grouped set of publications is to use the mean number of citations per publication. This number may be higher or lower than the same author’s h-index (see below) depending on the distribution of citations within the body of work. Supplementing the mean number of citations for a large list of articles with the median and/or the standard deviation would help evaluators to understand the spread of the citation counts. Such measures of central tendency and variability could be used alongside, or instead of, direct citation counts for individual publications when presenting any of the previously discussed methods of grouping publications.

**AUTHOR-LEVEL METRICS**

**Overview**

The h-index is the number (N) for an author such that at least N of the author’s publications have a minimum of N citations each. For example, imagine an author with any number of total publications, and at least 10 of their total papers have 10 or more citations. This author’s h-index would be 10 (Table 2). The h-index is a widely used and easily understood metric that demonstrates the citation impact across an author’s career. However, users of the h-index should recognize several major limitations of this metric. The h-index is consistently skewed toward researchers’ older papers, which have had more time to accumulate citations. A high h-index is challenging to achieve for early career researchers. The h-index also weights all authors equally regardless of authorship position, meaning it does not provide information about the relative contribution of authors. Additionally, h-indices may be lower for researchers who have published extensively, but have only a limited number of highly cited publications compared with researchers whose papers’ citations are more evenly distributed. The h-index is also vulnerable to extreme instances of self-citation, or in-group citation, which artificially inflate it. Finally, and importantly, the h-index should not be used to compare researchers across fields, as citation rates vary widely between disciplines. As long as the drawbacks are understood, the h-index can be a useful tool in an analysis comparing the total publication output
of an author with the distribution of citations to their work. Numerous alternatives to the h-index have been proposed that attempt to correct for such drawbacks, including variations on the h-index itself, the e-index, the g-index, and the m-quotient, but none have reached the popularity of the original h-index.

**Practical applications**

An h-index can be calculated manually from a list of an author’s publications’ total citation counts. Ideally, citation counts should be generated from a single citation network; citation counts collected from multiple networks should be presented separately and not joined into a single h-index. If the list of citation counts for each paper is sorted from highest to lowest, it is simple to spot the crossover point at which the number of citations meets or exceeds the number of publications (Table 2). If an author does not have a list of their publications at hand, an h-index can also be generated by searching Web of Science Core Collection, Scopus, or Google Scholar. In Web of Science and Scopus, an author’s publications can be searched by author name, affiliation, or unique identifier (such as ORCID); and an h-index may be generated from the result set. In Google Scholar, authors will need to create a profile page and add their publications to their account to have their h-index displayed. Researchers should be aware that Google Scholar may display duplicate records for their publications. This can cause inflated citation counts, if duplicate records are counted separately as citing papers. It can also cause the total number of citations to one publication to be split across the duplicate records for that same publication, decreasing the author’s h-index. Researchers are encouraged to verify their publication records in Google Scholar. As with the publication-level metrics discussed previously, it may be useful to consider multiple h-indices for groups of publications that represent temporal, thematic, or authorship responsibility to either argue for or evaluate specific impact.

**Journal-level metrics**

**Overview**

The most popular journal metric is the journal impact factor (JIF), created by the scientometrician Eugene Garfield. The JIF is the number of total “citable items” a journal published in a 2-year period divided by the total number of citations over the same 2-year period. The denominator is currently defined as articles, review articles, and proceedings papers.

| TABLE 2 | Two different patterns of the distribution of authors’ total number of publications |

| Author A’s 15 total publications, sorted in order of decreasing citation count | Author B’s 100 total publications, sorted in order of decreasing citation count |
|---|---|
| Publication #1: 270 citations | Publication #1: 5000 citations |
| Publication #2: 250 citations | Publication #2: 1000 citations |
| Publication #3: 210 citations | Publication #3: 800 citations |
| Publication #4: 170 citations | Publication #4: 685 citations |
| Publication #5: 120 citations | Publication #5: 469 citations |
| Publication #6: 116 citations | Publication #6: 371 citations |
| Publication #7: 101 citations | Publication #7: 196 citations |
| Publication #8: 29 citations | Publication #8: 82 citations |
| Publication #9: 17 citations | Publication #9: 57 citations |
| Publication #10: 10 citations | Publication #10: 11 citations |
| Publication #11: 9 citations | Publication #11: 9 citations |
| Publication #12: 8 citations | Publication #12: 8 citations |
| Publication #13: 5 citations | Publication #13: 8 citations |
| Publication #14: 0 citations | Publication #14: 7 citations |
| Publication #15: 0 citations | Publication #15: 6 citations |
| Publications #16–100: 5 or fewer citations each | |
| Summary: Author A has an h-index of 10, because A has at least 10 papers with at least 10 citations each. | Summary: Author B also has an h-index of 10, because B has at least 10 papers with at least 10 citations each, even though they have a more extensive publication history and more individual citation counts on their most highly cited papers. |
whereas the numerator includes citations to all publications in a journal. The JIF is a proprietary metric owned by Clarivate Analytics, who publishes Journal Citation Reports (JCR; subscription required), a database of annually updated JIFs, journal rankings, and other journal-level metrics. The JIF was originally designed to indicate a relationship between a journal’s publications and citations, but there have been many critiques of its evolution into a single-number proxy for broad scientific value.31–33

Responsible application of JIFs requires an understanding of how the impact factor is calculated. For example, because citable items are defined to include research papers but to exclude nonresearch publication types (e.g., letters and editorials), editors may restructure their publication types in order to publish research articles in sections that were classified by Clarivate as “editorial.” Similarly, reducing the number of items in JIF denominators increases the total JIF. To keep JIFs proprietary, Clarivate does not disclose information on journals’ citable item sections, making it impossible for users to know if the metric is fair or accurate.34 Editors may also pursue a higher impact factor via their journal’s submissions by asking submitters to include more citations to the journal in their manuscripts, or by soliciting more highly cited article types. Review articles consistently receive more citations than original research articles,35 so editors may be incentivized to focus on secondary rather than primary publications. The pursuit of citations contributes to publication bias wherein prestigious, and aspirational, journals reject incremental or replicative research in favor of novel results, whose findings may not be reliable.36 As with h-indices, JIFs are also susceptible to fraudulent citations.37 Most importantly, the impact factor of a journal is not capable of conveying the quality, scientific accuracy, or impact of any particular article published within that journal. The impact factor reflects citation patterns to the journal title as a whole, not the impact of any individual publication. Other journal metrics include Eigenfactor,38 Scopus CiteScore,39 SciImago Journal Rank Indicator,40 and various modifications of the JIF itself, that may be useful for researchers desiring to explore or verify journal metrics for a particular context.41,42 However, the original JIF remains, by far, the most familiar journal-level metric.

Practical applications

The journal impact factor for a particular journal title can be searched via JCR. Although some individual journals may list their impact factors on their websites, it is recommended that dates and JIFs be verified via JCR. Research evaluators may not be familiar with the relative prestige of journals outside their own discipline, so researchers may use this opportunity to make a compelling presentation of the JIFs of the journals where they have published. JCR contains journal ranking data, simplifying the process of comparative analysis. Researchers can compare the JIFs of the journals in which they have published to other journals in the same field. A journal without a sky-high impact factor may still be in the top quartile of journals within one’s field. JCR also contains historical impact factor data, which may be useful for discussion of a researcher’s decision to publish in up-and-coming journals.

LIMITATIONS

Some of the key limitations of citation networks and their citation counts, the h-index and the JIF, have been discussed in the present paper. However, other metric considerations, as well as the broader concept of quantitative publication metrics as a whole, should be further studied in the process of evaluation policies and procedures improvement. This paper is intended as an introduction to the most frequently used publication metrics in the context of research careers or grant evaluations, and not as a thorough analysis of all available metrics. Additionally, this paper seeks to present practical information on how to access and apply popular metrics and tools in the context of research evaluation. Many of the products mentioned in this paper require expensive subscriptions that may be beyond the budget of some institutions. Understanding how the “free” alternatives, which collect user data in lieu of subscriptions, compare to the major subscription databases may be helpful for researchers trying to understand their options for accessing and presenting their publication metrics. Those who wish to gain a deeper understanding of their local subscriptions, or who seek further information about scientometrics, are encouraged to contact their institution’s librarian.

CONCLUSION

The use of quantitative strategies as a proxy for the scientific productivity, impact, and quality of research publications has both strengths and limitations.43,44 No metric can serve as a fully representative proxy for research quality. The research itself, which may include nonpublication outputs, must be evaluated based on scientific integrity, societal need, advancement of the field, and other potentialities that matter to the evaluators (such as emphasis on support for new or underrepresented researchers, or previously unfunded research topics). There is increasing recognition of the importance of utilizing publication metrics responsibly in research evaluation.45 The San Francisco Declaration on Research Assessment and the Leiden Manifesto provide recommendations and principles for improving research assessment and the appropriate use of metrics.46,47
Quantitative publication metrics may serve as one component of a holistic assessment. However, even when integrated into a peer-reviewed evaluative process that also includes qualitative assessment, metrics can either overly inflate or miss the perceived “impact” of research. Nevertheless, publication metrics’ ubiquity demands that funders, authors, and the publishing industry have a solid grasp of the strengths and weaknesses of using numbers as a proxy for scientific impact. A prudent utilization of publication metrics requires a thoughtful approach that includes a realistic understanding of what individual and aggregate metrics are capable of conveying. When used as part of a larger narrative, publication metrics can provide insight into an article’s reach, a journal’s evolution, or a researcher’s career. Strategic application of metrics can empower researchers to tell a clearer and more holistic story of their work, and responsible interpretation of metrics can empower evaluators to more efficiently, fairly, and consistently determine the future of scientific funding and advancement. Future improvements in research evaluation strategies can incentivize Open Science and the greater dissemination of research outputs. Ultimately, the considered and transparent application and interpretation of publication metrics may help address some of the social inequities in science, provide more opportunity for under-represented researchers and research areas, improve the wellbeing of researchers caught in the burnout “publish or perish” cycle, and speed the most promising basic research to clinical and policy implementation, and improved outcomes.
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