ON THE ANTI-COMMUTATOR OF TWO FREE RANDOM VARIABLES

DANIEL PERALES

ABSTRACT. Let \((\kappa_n(a))_{n \geq 1}\) denote the sequence of free cumulants of a random variable \(a\) in a non-commutative probability space \((\mathcal{A}, \varphi)\). Based on some considerations on bipartite graphs, we provide a formula to compute the cumulants \((\kappa_n(ab + ba))_{n \geq 1}\) in terms of \((\kappa_n(a))_{n \geq 1}\) and \((\kappa_n(b))_{n \geq 1}\), where \(a\) and \(b\) are freely independent. Our formula expresses the \(n\)-th free cumulant of \(ab + ba\) as a sum indexed by partitions in the set \(\mathcal{Y}_{2n}\) of non-crossing partitions of the form

\[
\sigma = \{B_1, B_3, \ldots, B_{2n-1}, E_1, \ldots, E_r\}, \quad \text{with } r \geq 0,
\]

such that \(i \in B_i\) for \(i = 1, 3, \ldots, 2n - 1\) and \(|E_j|\) even for \(j \leq r\). Therefore, by studying the sets \(\mathcal{Y}_{2n}\) we obtain new results regarding the distribution of \(ab + ba\). For instance, the size \(|\mathcal{Y}_{2n}|\) is closely related to the case when \(a, b\) are free Poisson random variables of parameter 1. Our formula can also be expressed in terms of cacti graphs. This graph theoretic approach suggests a natural generalization that allows us to study quadratic forms in \(k\) free random variables.
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1. Introduction

1.1. The problem of the anti-commutator.

Free cumulants, \((\kappa_n)_{n \geq 1}\), were introduced by Speicher [Spe94] as a combinatorial tool to study the addition of free random variables. Free cumulants can also be used to study the multiplication of free random variables (see [NS96]), via the following formula

\[
\kappa_n(ab) = \sum_{\tau \in \mathcal{NC}(n)} \left( \prod_{V \in \tau} \kappa_{|V|}(a) \prod_{W \in Kr(\tau)} \kappa_{|W|}(b) \right),
\]

where \(\mathcal{NC}(n)\) is the set of non-crossing partitions of \([n] := \{1, \ldots, n\}\) and \(Kr(\tau)\) is the Kreweras complement of \(\tau\) (see Definition 2.7 below).

It is then natural that one studies some other polynomials in two free random variables \(a\) and \(b\). Due to the non-commutative nature of \(a\) and \(b\), it makes sense that the next in line
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should be the commutator \( i(ab - ba) \) and the anti-commutator \( ab + ba \). It turns out that the free cumulants are also useful to study these cases. The combinatorial study of \( i(ab - ba) \) was done by Nica and Speicher [NS98]. The main observation is that the minus sign leads to the massive cancellation of terms in the expansions of the free cumulants of \( i(ab - ba) \), leading to a tractable formula. On the other hand for \( ab + ba \) there are no cancellations to be followed, and the combinatorial approach becomes much more involved. The only exception is when \( a \) and \( b \) have symmetric distributions, that is, all their odd moments (and therefore all their odd cumulants) are zero. In this special case, \( ab + ba \) and \( i(ab - ba) \) have the same distribution and the common distribution can be computed using \( R \)-diagonal elements, see [NS98] or Lecture 15 of [NS06].

More recently, a formula to compute the Boolean cumulants of the free anti-commutator \( ab + ba \) in terms of the individual Boolean cumulants of \( a \) and \( b \) was provided in [FMNS20]. On the other hand, Ejsmont and Lehner studied quadratic forms of even variables [EL20b] (see also [EL17]) and the limiting distribution that arises from sums of commutators and anti-commutators [EL20a]. There also exist plainly analytic approaches to compute the anti-commutator. In [Vas03], various systems of equations are given, which can in principle be used to calculate the Cauchy transform of \( ab + ba \), while [HMS18] provides an algorithm which can be used to obtain the distribution of a free anti-commutator, by using the linearization trick.

1.2. A new formula for the anti-commutator.

In this paper, we provide a general formula to compute the free cumulants of the anti-commutator \( ab + ba \) in terms of the individual Boolean cumulants of \( a \) and \( b \). The key idea is to carefully examine certain graphs associated to non-crossing partitions. These graphs have already appeared in [MS12], see also Section 4.4 of [MS17]. In the present paper, the relevant feature we seek in these graphs is whether they are connected and bipartite.

**Definition 1.1.** Let \( \mathcal{NC}(2n) \) be the set of non-crossing partitions of \( [2n] := \{1, 2, \ldots, 2n\} \).

1. Given a partition \( \pi \in \mathcal{NC}(2n) \), we construct the graph \( G_\pi \) as follows:
   - The vertices of \( G_\pi \) are going to be the blocks of \( \pi \).
   - For \( k = 1, 2, \ldots, n \) we draw an undirected edge between the block containing element \( 2k - 1 \) and the block containing element \( 2k \). We allow for loops and multiple edges, thus \( G_\pi \) has exactly \( n \) edges.

2. We denote
   \[
   \mathcal{X}_{2n} := \{ \pi \in \mathcal{NC}(2n) : G_\pi \text{ is connected and bipartite} \}.
   \]

   A partition \( \pi \in \mathcal{X}_{2n} \) has a natural **bipartite decomposition** \( \pi = \pi' \sqcup \pi'' \). Denoting by \( V_1 \) the block of \( \pi \) which contains the number 1, we have that \( \pi' \) consists of the blocks of \( \pi \) which are at even distance from \( V_1 \) in the graph \( G_\pi \), while \( \pi'' \) consists of the blocks of \( \pi \) which are at odd distance from \( V_1 \) in that graph.

3. For every \( n \in \mathbb{N} \), we denote by \( \mathcal{Y}_{2n} \) the set of non-crossing partitions of the form
   \[
   \sigma = \{ B_1, B_3, \ldots, B_{2n-1}, E_1, \ldots, E_r \}, \quad \text{with } r \geq 0,
   \]
   such that \( i \in B_i \) for \( i = 1, 3, \ldots, 2n - 1 \) and \( |E_j| \) even for \( j \leq r \).

   In plain words, \( \sigma \in \mathcal{Y}_{2n} \) if it separates odd elements and the blocks of \( \sigma \) containing just even elements have even size. The notation is set to remind us that \( B_i \) is the **block containing** \( i \), while \( E_j \) is of **even size** and also happens to contain only even elements, as \( \{1, 3, \ldots, 2n - 1\} \subseteq B_1 \cup \cdots \cup B_{2n-1} \).

In Section 4 we will show that the sets \( \mathcal{X}_{2n} \) and \( \mathcal{Y}_{2n} \) are actually related via the Kreweras complementation map:
Proposition 1.2. For every $n \in \mathbb{N}$, we have that
\[ \mathcal{X}_{2n} = Kr(\mathcal{Y}_{2n}), \]
where $Kr : \mathcal{NC}(n) \to \mathcal{NC}(n)$ is the Kreweras complementation map.

Example 1.3. 1. Here is an example of a partition $\sigma \in \mathcal{Y}_1$, on the left. In the middle we have $\pi = Kr(\sigma) \in \mathcal{X}_1$, and on the right we have the graph $\mathcal{G}_\pi$.

The bipartite decomposition of $\mathcal{G}_\pi$ has $\pi' = \{V_1, V_3, V_6\}$ and $\pi'' = \{V_2, V_5\}$.

2. In the table below we list the 5 partitions $\sigma$ of $\mathcal{Y}_4$ with their corresponding $\pi := Kr(\sigma) \in \mathcal{X}_4$ and the graph $\mathcal{G}_\pi$:

| $\sigma$ | $\pi$ | $\mathcal{G}_\pi$ |
| --- | --- | --- |
| $\begin{bmatrix} 1 \\ 2 \\ 3 \\ 4 \\ 5 \\ 6 \\ 7 \\ 8 \\ 9 \\ 10 \\ 11 \\ 12 \end{bmatrix}$ | $\begin{bmatrix} 1 \\ 2 \\ 3 \\ 4 \\ 5 \\ 6 \\ 7 \\ 8 \\ 9 \\ 10 \\ 11 \\ 12 \end{bmatrix}$ | $\begin{bmatrix} \bullet \\ \bullet \\ \bullet \\ \bullet \\ \bullet \end{bmatrix}$ |

Our main contribution is a formula that expresses the cumulants of the anti-commutator as a sum indexed by $\mathcal{X}_{2n}$, or equivalently $\mathcal{Y}_{2n}$ (as the Kreweras map is a bijection).

Theorem 1.4. Consider two free random variables $a$ and $b$, and let $(\kappa_n(a))_{n \geq 1}$, $(\kappa_n(b))_{n \geq 1}$ and $(\kappa_n(ab + ba))_{n \geq 1}$ be the sequence of free cumulants of $a$, $b$ and $ab + ba$, respectively. Then, for every $n \geq 1$ one has
\[
(2) \quad \kappa_n(ab + ba) = \sum_{\pi \in \mathcal{X}_{2n}} \left( \prod_{V \in \pi'} \kappa_{|V|}(a) \prod_{W \in \pi''} \kappa_{|W|}(b) + \prod_{V \in \pi'} \kappa_{|V|}(b) \prod_{W \in \pi''} \kappa_{|W|}(a) \right).
\]

Equation (2) takes a simpler form when $a$ and $b$ have the same distribution, which means that $\varphi(a^n) = \varphi(b^n)$ for all $n \in \mathbb{N}$, or equivalently that $\kappa_n(a) = \kappa_n(b)$ for all $n \in \mathbb{N}$. This phenomenon was also observed in [FMNS20], for the formula in terms of Boolean cumulants.

Corollary 1.5. Consider two free random variables, $a$ and $b$, with the same distribution, and let us denote $\lambda_n := \kappa_n(a) = \kappa_n(b)$. Then, one has
\[
(3) \quad \kappa_n(ab + ba) = 2 \cdot \sum_{\pi \in \mathcal{X}_{2n}} \prod_{V \in \pi} \lambda_{|V|} \quad \forall n \in \mathbb{N}.
\]

Corollary 1.6. If $a$ and $b$ are free random variables, both with free Poisson distribution of parameter $\lambda$, namely $\kappa_n(a) = \kappa_n(b) = \lambda$ for all $n \in \mathbb{N}$, formula (3) specializes to
\[
\kappa_n(ab + ba) = 2 \cdot \sum_{\pi \in \mathcal{X}_{2n}} \lambda_{|\pi|} = 2 \cdot \sum_{\pi \in \mathcal{Y}_{2n}} \lambda^{2n+1-|\pi|} \quad \forall n \in \mathbb{N}.
\]
In the special case where $a, b$ are both free Poisson of parameter 1, the cumulants are just given by twice the size of $\mathcal{Y}_{2n}$. In Theorem 4.1 below we will obtain a recursive formula for the sizes $|\mathcal{Y}_2|, |\mathcal{Y}_4|, |\mathcal{Y}_6|, \ldots$ and this allows us to get the compositional inverse of the moment series of the anti-commutator.

**Theorem 1.7.** Let $\nu$ be the distribution of the free anti-commutator of two free Poisson of parameter 1. The compositional inverse of the moment series of $\nu$ is given by

$$M_{\nu}^{-1}(z) = \frac{-7z - 6 + 3\sqrt{(z + 2)(9z + 2)}}{4(z + 2)^2(z + 1)}. \tag{4}$$

**Remark 1.8.** To get a better grasp of Theorem 1.4, we now identify in Equation (2) all those terms that also appear in the expansion of $\kappa_n(ab)$ from formula (1). Let $\mathcal{NC}_2(2n)$ be the set of all non-crossing pair-partitions of $[2n]$, that is, the set of partitions $\sigma = \{V_1, \ldots, V_n\} \in \mathcal{NC}(2n)$ with $|V_1| = \cdots = |V_n| = 2$. It is immediate that $\mathcal{NC}_2(2n) \subseteq \mathcal{Y}_{2n}$; indeed, the non-crossing condition forces every pair of a $\sigma \in \mathcal{NC}_2(2n)$ to contain one odd number and one even number, hence the pairs $V_1, \ldots, V_n$ of $\sigma$ can be renamed as $B_1, B_3, \ldots, B_{2n-1}$ with $i \in B_i$ for $i = 1, 3, \ldots, 2n - 1$.

As a consequence, it follows that

$$\mathcal{X}_{2n} \supseteq \text{Kr}(\mathcal{NC}_2(2n)) = \{\langle \tau, Kr(\tau) \rangle \mid \tau \in \mathcal{NC}(n)\},$$

where for every $\tau \in \mathcal{NC}(n)$ we denote by $\langle \tau, Kr(\tau) \rangle$ the partition in $\mathcal{NC}(2n)$ obtained by placing $\tau$ on positions $\{1, 3, \ldots, 2n - 1\}$ and its Kreweras complement on positions $\{2, 4, \ldots, 2n\}$. (See Section 2.1 below for a precise discussion of this procedure.)

When we look at the summation over $\mathcal{X}_{2n}$, indicated on the right-hand side of Equation (2), and check the terms of that summation which are indexed by partitions $\langle \tau, Kr(\tau) \rangle$ with $\tau \in \mathcal{NC}(n)$, we run into a double copy of the summation shown in (1), giving the free cumulants $\kappa_n(ab)$ and $\kappa_n(ba)$.

### 1.3. Rephrasing in terms of cacti graphs.

Our main formula, (2), can be also phrased solely in terms of graphs.

**Definition 1.9.** Let $\mathcal{G}$ be a graph, where we allow loops and multiple edges.

1. A *cycle* is a finite sequence of vertices and edges $(v_1, e_1, v_2, e_2, \ldots, v_j, e_j)$ with vertices $v_1, \ldots, v_j \in V_\mathcal{G}$ and where $e_i \in E_\mathcal{G}$ connects $v_i$ with $v_{i+1}$ for $i = 1, \ldots, j$ (assuming $j + 1 = 1$). We say that the cycle is simple if there is no proper subset $\{v_1, \ldots, v_k\} \subset \{v_1, \ldots, v_j\}$ such that $v_1, \ldots, v_k$ are the vertices of another cycle.

2. A *cactus* is a connected graph in which every edge $e \in E_\mathcal{G}$ belongs to at most one simple cycle. We say that $e$ is rigid if it belongs to a simple cycle, and we say that $e$ is flexible if it does not belong to a simple cycle. The term cactus has already appeared in Traffic Freeness in connection with Free Probability, but a our notion is slightly different, see Remark 6.6 for details.

3. An *outercycle* (or orientation) of a cactus graph $\mathcal{G}$ is a cycle $C$ that passes exactly once through every rigid edge and twice through every flexible edge. Every cactus graph has an outercycle, see Remark 6.3 below. An oriented cactus graph is a pair $(\mathcal{G}, C)$ where $\mathcal{G}$ is a cactus graph and $C$ is an outercycle. We denote by $\text{OCG}_n$ the set of oriented cacti graphs with exactly $n$ edges.

Note: two orientations $C = (v_1, e_1, v_2, e_2, \ldots, v_j, e_j)$ and $C' = (v'_1, e'_1, v'_2, e'_2, \ldots, v'_j, e'_j)$ of a cactus graph $\mathcal{G}$ are considered to be the same if there exists an automorphism $g$ of the graph $\mathcal{G}$ such that $g(v_i) = v'_i$ and $g(e_i) = e'_i$ for $i = 1, \ldots, j$.

Now let us see what kind of graph $\mathcal{G}_\pi$ can be.

**Proposition 1.10.** Let $\pi \in \mathcal{NC}(2n)$ be such that $\mathcal{G}_\pi$ is connected. Then, $\mathcal{G}_\pi$ is a cactus graph.
In particular, the set \( \{ \pi \in \mathcal{X}_{2n} \} \) consists of cacti graphs. We next want to study the size of \( \{ \pi \in \mathcal{X}_{2n} : \mathcal{G}_\pi = \mathcal{G} \} \) for a given cactus graph \( \mathcal{G} \). This can be done effectively, once we have an outercycle.

**Notation and Remark 1.11.** Consider a partition \( \pi \in \mathcal{NC}(2n) \) such that \( \mathcal{G}_\pi \) is connected. It is possible to construct a canonical outercycle \( C_\pi \) of the cactus \( \mathcal{G}_\pi \). This outercycle starts in the block \( V_1 \) of \( \pi \) that contains the number 1 and ‘goes around’ \( \mathcal{G}_\pi \), it is concisely defined as follows. Let \( S_\pi \) be the permutation of the symmetric group in \( 2n \) elements whose orbits are the blocks of \( \pi \), where the elements of each block are run in increasing order. Namely, if \( V = \{ y_1 < y_2 < \cdots < y_r \} \) is a block of \( \pi \) then \( S_\pi(y_i) = y_{i+1} \) for \( i = 1, \ldots, r \) (considering \( r + 1 = 1 \)). Also, let \( \tau := (12)(34) \cdots (2n-1, 2n) \) be the permutation that transposes pairs of consecutive elements. Then consider the orbit of 1 in \( S_\pi \circ \tau \), and denote it as \( x_1, x_2, \ldots, x_j \) with \( x_1 = 1 \). If we let \( v_i \) be the block containing the element \( x_i \), and \( e_i \) be the edge joining the blocks containing elements \( x_i \) and \( \tau(x_i) \), then the outercycle is given by \( C_\pi = (v_1, e_1, v_2, e_2, \ldots, v_j, e_j) \).

**Example 1.12.** We now explain how to obtain the canonical outercycle \( C_\pi \) of the graph \( \mathcal{G}_\pi \) associated to the partition \( \pi \) from the first part of Example 1.3:

To the left we have the partition \( \pi \) with 6 extra segments \( l_i \) that remind us of the pairs of consecutive elements \( 2i - 1 \) and \( 2i \) that will form the edges of the graph. Notice that \( \mathcal{G}_\pi \), which is depicted to the right, is indeed a cactus graph. It has four flexible edges \( l_1, l_2, l_3, l_4 \), and two rigid edges \( l_5, l_6 \) coming from a multiple edge that forms a simple cycle of size 2. For this partition \( \pi \), we have that \( S_\pi = (1, 7)(2, 4, 5)(3, 6)(8, 9, 12)(10, 11) \) and if we alternately apply \( \tau \) and \( S_\pi \) to 1 we get

\[
(5) \quad 1, 2, 4, 3, 3, 4, 5, 6, 6, 5, 2, 1, 7, 8, 9, 10, 11, 12, 8, 7, 1, 2, \ldots
\]

Therefore, the orbit of 1 in \( S_\pi \circ \tau \) is \( 1, 4, 3, 5, 6, 2, 7, 9, 11, 8 \), and the canonical outercycle is

\[
C_\pi = (V_1, l_1, V_2, l_2, V_3, l_2, V_4, l_3, V_1, l_4, V_2, l_4, V_4, l_5, V_5, l_5, V_6, l_6, V_5, l_6).
\]

There is a simple way to obtain \( C_\pi \) from the drawing of \( \pi \) together with the six segments. Imagine that the lines of the diagram represent the walls of a house seen from above, and that we are standing between 1 and 2, touching the wall \( l_1 \) from the south (from below) with the left hand. Then we start walking around the house always touching the walls with the left hand. If we record in order the blocks \( V_i \) and lines \( l_j \) that we pass when going around, we end up with \( C_\pi \). Moreover, if we record the numbers we encounter while going around we get the sequence (5). The first 1 and 2 (or \( l_1 \)) we encounter is our starting point (to the south of the wall). The second time we reach \( l_1 \), we are on the other side of the wall (to the north) of our starting point, the last time we reach 1 and 2 we are back in our starting point. The reason why we did not get 10 and 12 in the orbit, is because there is a ‘secret’ chamber enclosed by \( V_5, V_6, l_5 \) and \( l_6 \). This chamber corresponds to the unique simple cycle of \( \mathcal{G}_\pi \). Notice that in the planar drawing of \( \mathcal{G}_\pi \) this amounts for going around the outer (unbounded) face in counterclockwise direction. So \( C_\pi \) is indeed a cycle that surrounds \( \mathcal{G}_\pi \). Furthermore, notice \( C_\pi \) passes once through every rigid edge and twice through every flexible edge. We can get other outercycles of \( \mathcal{G}_\pi \) by cyclically permuting the entries of \( C_\pi \), but these are not considered the canonical cycle corresponding to \( \pi \).

We now present a concise formula for the size of the preimage of an oriented cactus graph.
Proposition 1.13. Let \((G, C) \in OCG_n\) with \(C = (v_1, e_1, v_2, \ldots, v_j, e_j)\) and denote by \(f_C\) the number of flexible edges in \((G, C)\) distinct from \(e_1\). Namely, if \(e_1\) is rigid, then \(f_C\) is simply the number of flexible edges in \(G\) and if \(e_1\) is flexible, \(f_C\) is the number of flexible edges of \(G\) minus 1. Then,

\[
|\{\pi \in NC(2n) : (G_\pi, C_\pi) = (G, C)\}| = 2^{f_C}.
\]

In other words, there are exactly \(2^{f_C}\) partitions \(\pi \in NC(2n)\) such that \(G_\pi = G\) and whose canonical cycle is \(C\).

The previous results allow us to rewrite Theorem 1.4 just in terms of graphs.

Theorem 1.14. Consider two free random variables \(a\) and \(b\), and let \((\kappa_n(a))_{n \geq 1}\), \((\kappa_n(b))_{n \geq 1}\) and \((\kappa_n(ab+ba))_{n \geq 1}\) be the sequence of free cumulants of \(a\), \(b\) and \(ab+ba\), respectively. Then, for every \(n \geq 1\) one has:

\[
(6) \quad \kappa_n(ab+ba) = \sum_{(G, C) \in OCG_n} 2^{f_C} \left( \prod_{v \in V_G^G} \kappa_{d(v)}(a) \prod_{w \in V_G^G} \kappa_{d(w)}(b) \prod_{w \in V_G^G} \kappa_{d(w)}(a) \right),
\]

where \(f_C\) is the number of flexible edges in \((G, C)\) without counting the first edge of \(C\); \((V_G^G, V_G^G)\) is the unique bipartition of the vertices \(V_G\) such that \(V_G^G\) contains the first vertex of \(C\); and \(d(v)\) is the degree of the vertex \(v\) in \(G\).

Again, if \(a\) and \(b\) have the same distribution the formula simplifies.

Corollary 1.15. Consider two free random variables, \(a\) and \(b\), with the same distribution, and let us denote \(\lambda_n := \kappa_n(a) = \kappa_n(b)\). Then, one has

\[
(7) \quad \kappa_n(ab+ba) = \sum_{(G, C) \in OCG_n} 2^{f_C+1} \prod_{v \in V_G} \lambda_{d(v)}, \quad \forall n \in \mathbb{N}.
\]

Another application of Theorem 1.14 concerns the free anti-commutator with a semicircular element.

Proposition 1.16. Consider two free random variables \(a\) and \(s\), where \(s\) is semicircular. This means that \(\kappa_2(s) = 1\) and \(\kappa_n(s) = 0\) for every \(n \neq 2\), and let us denote \(\lambda_n := \kappa_n(a)\). Then, for odd \(m \in \mathbb{N}\) one has \(\kappa_m(as+sa) = 0\), while for even \(m := 2n\), one has

\[
(8) \quad \kappa_{2n}(as+sa) = \sum_{(G, C) \in OCG_n} 2^{g_C+1} \prod_{v \in V_G} \lambda_{d(v)},
\]

where if the first edge, \(e_1\), of \(C\) is flexible then \(g_C := 2f_C + 1\), while if the first edge of \(C\) is rigid then \(g_C := 2f_C\).

Notice that Equation (7) is similar to Equation (8), except that the former is restricted to bipartite graphs and the exponents of 2 differ. Compare this to the analogue equations where we pick cumulants of products instead of anti-commutators. Namely, if \(a, b, s\) are free random variables, with \(a, b\) having the same distribution and \(s\) being semicircular, then it follows from Equation (1) that \(\kappa_m(as) = 0\) for \(m\) odd and \(\kappa_{2n}(as) = \kappa_n(ab)\) for every \(n \in \mathbb{N}\). Thus, for the cumulants of products these two formulas coincide.

1.4. Generalization to quadratic forms.

The graph approach suggests a very natural generalization which is useful to study quadratic forms:

\[
a := \sum_{1 \leq i,j \leq k} w_{i,j}a_i a_j,
\]
where \( a_1, \ldots, a_k \) are free random variables, \( w_{ij} \in \mathbb{R} \) and we require \( w_{ij} = w_{ji} \) for \( 1 \leq i \leq j \leq k \), so that \( a \) is self-adjoint. Even in this generality we just make use of cacti graphs, the difference is that instead of bipartite graphs we need to consider \( k \)-colored graphs.

**Notation 1.17.** We will denote by \( OCG_n^{(k)} \), the set of \( k \)-colored oriented cacti graphs with \( n \) edges. Namely, we take an oriented cactus \((\mathcal{G}, C) \in OCG_n \) together with a coloring \( \lambda : V_{\mathcal{G}} \to [k] \) of the vertices of \( \mathcal{G} \). For \( i = 1, \ldots, k \), we denote by \( Q_i =: \lambda^{-1}(i) \subset V_{\mathcal{G}} \) the subset of vertices that has color \( i \). Given a sequence of weights \((w_{ij})_{1 \leq i,j \leq k} \), and a graph \( \mathcal{G} \in OCG_n^{(k)} \) we denote by

\[
 w_{\mathcal{G}} := \prod_{(v,u) \in E_{\mathcal{G}}} w_{\lambda(v),\lambda(u)}
\]

the product of the weights of each edge of the graph \( \mathcal{G} \).

**Theorem 1.18.** Consider free random variables \( a_1, \ldots, a_k \) and let

\[
 a := \sum_{1 \leq i,j \leq k} w_{ij} a_i a_j,
\]

where \( w_{ij} \in \mathbb{R} \) and \( w_{ji} = w_{ij} \) for \( 1 \leq i \leq j \leq k \). Then, the cumulants of \( a \) are given by

\[
 \kappa_n(a) = \sum_{(\mathcal{G}, C) \in OCG_n^{(k)}} 2^{fc} w_{\mathcal{G}} \prod_{i=1}^{k} \left( \prod_{v_i \in Q_i} \kappa_{|v_i|}(a_i) \right).
\]

If we restrict our attention to the case where all the variables are even, then we can retrieve Proposition 4.5 of [EL17] (see also [EL20b]). The details are given in Corollary 6.9.

Besides this introductory section, this paper has five other sections. Section 2 reviews the basic notions on non-crossing partitions, free cumulants and free probability, needed later on in the paper. In Section 3 we prove our main Theorem 1.4 describing the cumulants of the anti-commutator. In Section 4, we prove Proposition 1.2 and study in more detail the set \( \mathcal{Y}_{2n} \). These results are used for the applications in Section 5, which is divided in two parts. First we study the case of two free Poisson of parameter 1 and prove Theorem 1.7, then we use our method to retrieve the previously known formula in the case where distributions are assumed to be symmetric. Finally, in Section 6 we explore a graph theoretic approach and prove Theorem 1.14 and Theorem 1.18.
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2. Preliminaries

2.1. Partitions.

We begin with a brief introduction to the definitions and notations used in this paper regarding partitions of a set. For detailed discussion of all of these concepts the standard reference is [NS06]. A **partition** \( \pi \) of a finite set \( S \) is a set of the form \( \pi = \{V_1, \ldots, V_k\} \) where \( V_1, \ldots, V_k \subset S \) are pairwise disjoint non-empty subsets of \( S \) such that \( V_1 \cup \cdots \cup V_k = S \). The subsets \( V_1, \ldots, V_k \) are called **blocks** of \( \pi \), and we write \( |\pi| \) for number of blocks (in this case \( k \)). We denote by \( \mathcal{P}(S) \) the set of all partitions of \( S \), and we further write \( \mathcal{P}(n) \) in the special case where \( S = [n] := \{1, \ldots, n\} \).

Given a partition \( \pi \in \mathcal{P}(n) \), we say that \( V \in \pi \) is an **interval block** if it is of the form \( V = \{i, i + 1, \ldots, i + j\} \) for some integers \( 1 \leq i < i + j \leq n \). We further say that \( \pi \in \mathcal{P}(n) \) is an **interval partition** if all the blocks \( V \in \pi \) are intervals.
Definition 2.1. We say that \( \pi \in \mathcal{P}(n) \) is a non-crossing partition if for every \( 1 \leq i < j < k < l \leq n \) such that \( i, k \) belong to the same block \( V \) of \( \pi \) and \( j, l \) belong to the same block \( W \) of \( \pi \), then it necessarily follows that all \( i, j, k, l \) are in the same block, namely \( V = W \). We will denote by \( \mathcal{NC}(n) \) the set of all non-crossing partitions of \([n]\).

Given a totally ordered set \( S \), we can define the notion of interval and non-crossing partition of \( S \), by taking the (unique) order preserving bijection from \( S \) to \( \{1, \ldots, |S|\} \), and using the given definition for \( n = |S| \). Through this note we will just use the special case where \( S \subset [n] \) and the total order for \( S \) is inherited from the total order of \([n]\). We will denote by \( \mathcal{NC}(S) \) the set of all non-crossing partitions of \( S \).

Notation 2.2 (Restriction). Given a partition \( \pi \in \mathcal{P}(n) \) and \( S \subset [n] \) we denote by \( \pi|S \) the partition of \( \mathcal{P}(|S|) \) obtained by first considering the partition in \( \mathcal{P}(S) \) with blocks \( \{V_1 \cap S, V_2 \cap S, \ldots, V_k \cap S\} \) and then re-indexing the elements of \( S \) with \( 1, 2, \ldots, |S| \) to get a partition of \( \mathcal{P}(|S|) \). Notice that restrictions of non-crossing (resp. interval) partitions are again non-crossing (resp. interval) partitions.

We can equip \( \mathcal{P}(n) \) with a lattice structure using the reverse refinement order \( \leq \). For \( \pi, \sigma \in \mathcal{P}(n) \), we write “\( \pi \leq \sigma \)” if every block of \( \sigma \) is a union of blocks of \( \pi \). The maximal element of \( \mathcal{P}(n) \) with this order is \( 1_n := \{(1, \ldots, n)\} \) (the partition of \([n]\) with only one block), and the minimal element is \( 0_n := \{\{1\}, \{2\}, \ldots, \{n\}\} \) (the partition of \([n]\) with \( n \) blocks). With this order, \( (\mathcal{NC}(n), \leq) \) is a sub-poset of \( (\mathcal{P}(n), \leq) \).

Definition 2.3. Given two partitions \( \pi, \sigma \in \mathcal{P}(n) \), the join of \( \pi \) and \( \sigma \) in the lattice of all partitions, denoted as \( \pi \vee \sigma \), is defined as the smallest partition that is bigger than \( \pi \) and \( \sigma \) in the inverse refinement order.

Given two partitions \( \pi, \sigma \in \mathcal{NC}(n) \), the join of \( \pi \) and \( \sigma \) in the lattice of non-crossing partitions, denoted simply as \( \pi \vee \sigma \), is defined as the smallest non-crossing partition that is bigger than \( \pi \) and \( \sigma \) in the reverse refinement order.

Notice that definition of the join depends on which lattice we are working with. We are only concerned with the lattice \( \mathcal{NC}(n) \), but we will work with special a case where both joins coincide, and in this case we can make use of a explicit description of \( \pi \vee \sigma \).

Remark 2.4 (Some properties of the joins). If one of the partitions \( \pi \) or \( \sigma \) is an interval partition, then the two joins coincide \( \pi \vee \sigma = \pi \vee \sigma \) (see Exercise 9.43 of [NS06]). Moreover, for two partitions \( \pi, \sigma \in \mathcal{P}(n) \), it is known that \( \pi \vee \sigma = 1_n \) if and only if for every two elements \( i, j \in [n] \) we can find elements \( i = i_0, i_1, i_2, \ldots, i_{2k+1} = j \) such that for \( l = 0, \ldots, k \), the pair \( i_{2l}, i_{2l+1} \) is in the same block of \( \sigma \), and the pair \( i_{2l+1}, i_{2l+2} \) is in the same block of \( \pi \). A detailed discussion on these and other properties of the join can be found in Lecture 9 of [NS06]. In this paper, we are particularly interested in partitions \( \pi \) such that \( \pi \vee I_{2n} = 1 \) for \( I_{2n} := \{\{1\}, \{3\}, \ldots, \{2n-1, 2n\}\} \). Since \( I_{2n} \) is an interval partition, this means that \( \pi \vee \sigma = \pi \vee I_{2n} \), and we have the nice description presented above.

Throughout this paper we are going to encounter some well studied subsets of \( \mathcal{NC}(n) \). We will exploit the fact that some of these subsets are well behaved when applying the Kreweras complement map. The rest of this subsection is devoted to present and fix the notation for all these subsets and discuss the Kreweras complement map.

Definition 2.5. Given a partition \( \pi \in \mathcal{P}(2n) \) we say that

- \( \pi \) is parity preserving if every block \( V \in \pi \) is contained either in \( \{1, 3, \ldots, 2n-1\} \) or in \( \{2, 4, \ldots, 2n\} \). We denote the set of parity preserving non-crossing partitions of \([2n]\) by \( \mathcal{NC}^{\text{par}}(2n) \).
- \( \pi \) is even if every block \( V \in \pi \) has even size. We denote the set of non-crossing even partitions of \([2n]\) by \( \mathcal{NC}^{\text{even}}(2n) \).
• \( \pi \) is a pairing (or a pair partition) if every block \( V \in \pi \) size \( |V| = 2 \). We denote the set of non-crossing pair partitions of \([2n]\) by \( \mathcal{NC}_2(2n) \).

Notice that the definitions are in general for every partition (not necessarily non-crossing), but we give the notation of the set just for the non-crossing partitions as we are only concerned with these partitions.

**Notation 2.6.** Observe that given two partitions \( \sigma_1, \sigma_2 \in \mathcal{NC}(n) \), there is a unique partition \( \sigma \in \mathcal{P}(2n) \) such that \( \sigma \) is parity preserving, \( \sigma\{1,3,\ldots,2n-1\} = \sigma_1 \) and \( \sigma\{2,4,\ldots,2n\} = \sigma_2 \), we denote this partition \( \sigma \) by \( \langle \sigma_1, \sigma_2 \rangle \).

Notice that \( \sigma_1, \sigma_2 \) being non-crossing is a necessary but not sufficient condition for \( \langle \sigma_1, \sigma_2 \rangle \) to be non-crossing. The Kreweras complement of a fixed partition \( \sigma_1 \) is actually the biggest partition \( \sigma_2 \in \mathcal{NC}(n) \) such that \( \langle \sigma_1, \sigma_2 \rangle \) is non-crossing.

**Definition 2.7** (Kreweras complement). Given \( \pi \in \mathcal{NC}(n) \), its Kreweras complement, \( Kr_n(\pi) \in \mathcal{NC}(n) \), is defined as the biggest partition of \( \mathcal{NC}(n) \) such that \( \langle \pi, Kr_n(\pi) \rangle \in \mathcal{NC}(2n) \). We will omit the sub-index \( n \) in \( Kr_n \) whenever it is clear from the context.

**Remark 2.8.** Since \( \langle \pi, 0_n \rangle \) is always non-crossing, then the set of non-crossing partitions such that \( \langle \pi, Kr_n(\pi) \rangle \in \mathcal{NC}(2n) \) is not empty. Since \( \mathcal{NC}(n) \) is a lattice, there exists a unique maximum, which means that the Kreweras complement is well-defined. Moreover, the map \( Kr : \mathcal{NC}(n) \to \mathcal{NC}(n) \) is actually a lattice anti-isomorphism of \( \mathcal{NC}(n) \). In particular, for every \( \pi, \sigma \in \mathcal{NC}(n) \), we have that \( Kr(\pi \lor \sigma) = Kr(\pi) \lor Kr(\sigma) \) and \( Kr(\pi \land \sigma) = Kr(\pi) \land Kr(\sigma) \). Another important property of this map is that \( |Kr(\pi)| = n + 1 - |\pi| \) for all \( \pi \in \mathcal{NC}(n) \), thus we actually have that \( Kr(0_n) = 1_n \) and \( Kr(1_n) = 0_n \).

We are also going to use the inverse of the Kreweras complement \( Kr^{-1} \), which for \( \sigma \in \mathcal{NC}(n) \) can be explicitly defined as the biggest partition \( Kr^{-1}(\sigma) \in \mathcal{NC}(n) \) such that \( \langle Kr^{-1}(\sigma), \sigma \rangle \in \mathcal{NC}(2n) \).

**Remark 2.9.** An interesting fact is that the Kreweras complement of an even partitions is a parity preserving partition, and vice-versa. Namely we have that \( Kr_2n(\mathcal{NC}^{\text{even}}(2n)) = \mathcal{NC}^{\text{par}}(2n) \) and \( Kr_2n(\mathcal{NC}^{\text{par}}(2n)) = \mathcal{NC}^{\text{even}}(2n) \) (see Exercise 9.42 of [NS06].)

Notice that \( \mathcal{NC}_2(2n) \subset \mathcal{NC}^{\text{even}}(2n) \), and this implies that

\[
Kr_{2n}(\mathcal{NC}_2(2n)) \subset Kr_{2n}(\mathcal{NC}^{\text{even}}(2n)) = \mathcal{NC}^{\text{par}}(2n).
\]

Moreover, the pair partitions are in some sense the minimal even partitions, and thus when taking the Kreweras complement we get the maximal parity preserving partitions. Specifically, the image of the set of pair partitions under the Kreweras complement map can be described as

\[
Kr_{2n}(\mathcal{NC}_2(2n)) = \{ \langle \pi, Kr_n(\pi) \rangle \in \mathcal{NC}(2n) : \pi \in \mathcal{NC}(n) \}.
\]

Vice-versa, the Kreweras complement of partitions of this type gives again a pair partition.

### 2.2. Free cumulants.

A non-commutative probability space is a pair \((\mathcal{A}, \varphi)\), where \(\mathcal{A}\) is a unital algebra over \(\mathbb{C}\) and \(\varphi : \mathcal{A} \to \mathbb{C}\) is a linear functional, such that \(\varphi(1_\mathcal{A}) = 1\). The \(n\)-th multivariate moment is the multilinear functional \(\varphi_n : \mathcal{A}^n \to \mathbb{C}\), such that \(\varphi_n(a_1, \ldots, a_n) := \varphi(a_1 \cdots a_n) \in \mathbb{C}\), for elements \(a_1, \ldots, a_n \in \mathcal{A}\). In this framework, Voiculescu’s original definition of freeness for random variables explains how to compute the mixed moments in terms the moments of each variable (see [VDN92]). Since this definition is out of the scope of this paper, we will restrict our presentation to the characterization of freeness using free cumulants.
Notation 2.10. Given a family of multilinear functionals \( \{f_m : \mathcal{A}^m \to \mathbb{C}\}_{m \geq 1} \) and a partition \( \pi \in \mathcal{P}(n) \), we define \( f_{\pi} : \mathcal{A}^n \to \mathbb{C} \) to be the map
\[
f_{\pi}(a_1, \ldots, a_n) := \prod_{V \in \pi} f_{|V|}(a_V), \quad \forall a_1, \ldots, a_n \in \mathcal{A},
\]
where for every block \( V := \{v_1, \ldots, v_k\} \) of \( \pi \) (such that \( v_1 < \cdots < v_k \) are in natural order) we use the notation \( f_{|V|}(a_V) := f_k(a_{v_1}, \ldots, a_{v_k}) \).

With this notation in hand we can define the free cumulants.

Definition 2.11 (Free cumulants). Let \((\mathcal{A}, \varphi)\) be a non-commutative probability space. The free cumulants \(\{\kappa_n : \mathcal{A}^n \to \mathbb{C}\}_{n \geq 1}\) are the family of multilinear functionals \(\varphi\) defined by the following formula:
\[
\varphi_n(a_1, \ldots, a_n) = \sum_{\pi \in \mathcal{NC}(n)} \kappa_{\pi}(a_1, \ldots, a_n).
\]

If we are just working with one variable, and all the arguments are the same \(a_1 = a_2 = \cdots = a_n = a\), then we adopt the simpler notation \(\kappa_n(a) := \kappa_n(a, \ldots, a)\) and \(\kappa_n(a, a, a) := \kappa_n(a, a)\).}

Remark 2.12. Cumulants are well defined since the right-hand side of the equation contains only one \(\kappa_n\) term and the other terms are monomials of cumulants of smaller sizes. Thus we can recursively define \(\kappa_n\) in terms of \(\varphi_n\) and \(\kappa_{n-1}, \kappa_{n-2}, \ldots, \kappa_1\).

Theorem 2.13 (Vanishing of mixed cumulants, see e.g. [NS06], Lecture 11). Given a non-commutative probability space \((\mathcal{A}, \varphi)\) and \(a, b \in \mathcal{A}\) two random variables. Then the following two statements are equivalent:
1. \(a\) and \(b\) are free.
2. Every mixed cumulant vanishes. Namely, for every \(n \geq 2\) and \(a_1, \ldots, a_n \in \{a, b\}\) which are not all equal, we have that \(\kappa_n(a_1, \ldots, a_n) = 0\).

Finally, when working with cumulants whose entries have products of the underlying algebra \(\mathcal{A}\), there is an efficient formula that allows us to write this cumulant as a sum over cumulants with more entries, where the products are now separated into different entries. The general formula was found in [KS00] and is known as the products as arguments formula. Here we will just use a particular case.

Theorem 2.14 (Products as arguments formula). Let \((\mathcal{A}, \varphi)\) be a non-commutative probability space and fix \(n \in \mathbb{N}\). Let \(a_1, a_2, \ldots, a_{2n} \in \mathcal{A}\) be random variables, and consider \(I_{2n} := \{\{1, 2\}, \{3, 4\}, \ldots, \{2n - 1, 2n\}\}\) the unique interval pair partition. Then we have that
\[
\kappa_n(a_1 a_2, a_3 a_4, \ldots, a_{2n-1} a_{2n}) = \sum_{\pi \in \mathcal{NC}(2n) \atop \pi \cdot I_{2n} = I_{2n}} \kappa_{2n}(a_1, a_2, a_3, a_4, \ldots, a_{2n-1}, a_{2n}).
\]

3. A Formula for the Anti-commutator

The goal of this section is to prove our main result, Theorem 1.4. The approach relies on first performing standard computations using linearity of the cumulants and products as arguments formula, to get a sum indexed by partitions \(\pi\), this is the content of Proposition 3.2. Then, the key idea is that the graph \(G_{\pi}\) puts into evidence many partitions \(\pi\) that do not really contribute to the previous sum, this is done in Proposition 3.5. This ultimately yields that the sum is indexed just by \(\mathcal{X}_{2n}\). The proof of Proposition 1.2, which is independent from Theorem 1.4 will be given in Section 4.

Through this section we are going to fix two free random variables \(a, b\), and a natural number \(n \in \mathbb{N}\). Our ultimate goal is to describe the \(n\)-th free cumulant of the anti-commutator \(\kappa_n(ab + ba)\) in terms of the cumulants of \(a\) and \(b\). By multilinearity of the cumulants this
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Then the entries in $(a,b)^{\varepsilon}$ that contain $a$ we use the notation
$$A(\varepsilon) := \{2i - 1|1 \leq i \leq n, \varepsilon(i) = 1\} \cup \{2i|1 \leq i \leq n, \varepsilon(i) = *\}.$$  

Then the entries in $(a,b)^{\varepsilon}$ that contain $a$ are given by $B(\varepsilon) := [2n]\backslash A(\varepsilon)$.

For example, if we consider $\varepsilon = (1,*,*,1,*,1) \in \{1,*\}^{6}$, then $(a,b)^{\varepsilon} = (ab,ba,ba,ab,ab,ab)$
and if we split each entry we get
$$(a,b)^{\varepsilon} = (a,b,a,b,a,b,a,b,a,b,a,b,a,b).$$  
This means that
$$A(\varepsilon) = \{1,4,6,7,10,11\}, \quad \text{and} \quad B(\varepsilon) = \{2,3,5,8,9,12\}.$$  

Using the products as entries formula together with the vanishing of mixed cumulants, we can easily rewrite the $n$-th cumulant of the anti-commutator. This is a combination of ideas that is commonly found in arguments involving the combinatorics of free probability.

Proposition 3.2. The free cumulants of the anti-commutator $ab + ba$ of two free random variables $a,b$ satisfy the following formula for all $n \in \mathbb{N}$:

$$\kappa_n(ab + ba) = \sum_{\pi \in \mathcal{NC}(2n)} \sum_{\varepsilon \in \{1,*\}^{n}} \left( \prod_{V \in \pi, V \subset A(\varepsilon)} \kappa_{|V|}(a) \right) \left( \prod_{W \in \pi, W \subset B(\varepsilon)} \kappa_{|W|}(b) \right),$$

where $I_{2n} := \{\{1,2\},\{3,4\},\ldots,\{2n-1,2n\}\}$ is the unique interval pair partition of $[2n]$, and $I_{2n}$ is the maximum partition.

Proof. For a fixed $\varepsilon \in \{1,*\}^{n}$, products as arguments formula (11) asserts that
$$\kappa_n((ab)^{\varepsilon}) = \sum_{\pi \in \mathcal{NC}(2n) \pi \vee I_{2n} = 1_{2n}} \kappa_{\pi}((a,b)^{\varepsilon}).$$  
Therefore, if we sum over all possible $\varepsilon \in \{1,*\}^{n}$ we get that

$$\kappa_n(ab + ba, \ldots, ab + ba) = \sum_{\varepsilon \in \{1,*\}^{n}} \sum_{\pi \in \mathcal{NC}(2n)} \kappa_{\pi}((a,b)^{\varepsilon}) = \sum_{\pi \in \mathcal{NC}(2n)} \sum_{\varepsilon \in \{1,*\}^{n}} \kappa_{\pi}((a,b)^{\varepsilon}),$$

where in the second equality we just changed the order of the sums. Finally, since $a$ and $b$ are free, every mixed cumulant will vanish and thus we require that $\{A(\varepsilon),B(\varepsilon)\} \geq \pi$ in order to get $\kappa_{\pi}((a,b)^{\varepsilon}) \neq 0$. In this case we actually get
$$\kappa_{\pi}((a,b)^{\varepsilon}) = \left( \prod_{V \in \pi, V \subset A(\varepsilon)} \kappa_{|V|}(a) \right) \left( \prod_{W \in \pi, W \subset B(\varepsilon)} \kappa_{|W|}(b) \right).$$  
After substituting this into (13) we get the desired result. \hfill \square

A key idea is that the right-hand side of (12) can be greatly simplified by observing that there are very few $\varepsilon$ satisfying $\{A(\varepsilon),B(\varepsilon)\} \geq \pi$. Here is where the graph $G_{\pi}$ from Definition 1.1 becomes very useful. Actually, the reason to construct the edges of $G_{\pi}$ by joining the
blocks containing $2i - 1$ and $2i$ is specifically to store information regarding $\pi \vee I_{2n}$. This is made precise in the next lemma.

**Lemma 3.3.** Fix a partition $\pi \in NC(2n)$. Then $\pi \vee I_{2n} = 1_{2n}$ if and only if $G_{\pi}$ is connected.

**Proof.** Recall from Remark 2.4 that $\pi \vee I_{2n} = 1_{2n}$ if and only if $\pi \vee \pi I_{2n} = 1_{2n}$, and this is equivalent to the fact that for every two elements $i, j \in [2n]$ we can find elements $i = i_0, i_1, i_2, \ldots, i_{2k+1} = j$ such that for $l = 0, \ldots, k$, the pair $i_{2l}, i_{2l+1}$ is in the same block of $I_{2n}$ and the pair $i_{2l+1}, i_{2l+2}$ is in the same block $V_l$ of $\pi$. Observe that $i_1, i_2$ being in the same block of $I_{2n}$ means that $(i_1, i_2)$ is an edge in $G_{\pi}$ and since $i_{2l+1}, i_{2l+2} \in V_l \in \pi$, then edges $(i_{2l}, i_{2l+1})$ and $(i_{2l+2}, i_{2l+3})$ have the vertex $v_l$ in common. Thus, to every sequence we can associate a path in $G_{\pi}$ between the block containing $i$ and the block containing $j$.

Therefore if we assume that $\pi \vee \pi I_{2n} = 1_{2n}$ and want to prove that $G_{\pi}$ is connected, we take two arbitrary blocks $V, W \in \pi$ and some representatives $i \in V$ and $j \in W$. Since $\pi \vee \pi I_{2n} = 1_{2n}$ we have a sequence $i = i_0, i_1, i_2, \ldots, i_{2k+1} = j$ and thus a path in $G_{\pi}$ between the $V$ and $W$, so $G_{\pi}$ is connected.

Conversely, assume that $G_{\pi}$ is connected, and fix $i, j \in [2n]$. Then we consider the blocks $V, W \in \pi$ such that $i \in V$ and $j \in W$. Since $G_{\pi}$ is connected there exists a path connecting $V$ and $W$ in $G_{\pi}$, which in turn gives us a sequence connecting $i$ and $j$, and thus $\pi \vee \pi I_{2n} = 1_{2n}$. □

Now we can use $G_{\pi}$ to test when $\{A(\varepsilon), B(\varepsilon)\} \geq \pi$ for a fixed $\pi \in NC(n)$ and a fixed $\varepsilon \in \{1, \ast\}^n$. Turns out that $G_{\pi}$ must be bipartite.

**Remark 3.4** (Bipartite graphs). Let $G = (V_G, E_G)$ be an undirected graph (where loops and multiedges are allowed), we say that $G$ is bipartite if there exist a partition $\{V'_G, V''_G\}$ of the set of vertices $V_G$ such that there are no edges $E_G$ connecting two vertices in $V'_G$ or connecting two vertices in $V''_G$. In other words, all vertices connect a vertex in $V'_G$ with a vertex in $V''_G$.

Moreover, if $G$ is connected and bipartite, then the partition $\{V'_G, V''_G\}$ is unique (up to the permutation $\{V'_G, V''_G\}$). This is because once we identify a vertex $v \in V'_G$, then the set of any other vertex $u \in V'_G$ is determined by its distance to $v$. If the distance is even, then $u \in V'_G$, and if the distance is odd, then $u \in V''_G$.

**Proposition 3.5.** Let $\pi \in NC(2n)$ such that $\pi \vee I_{2n} = 1_{2n}$ and consider $G_{\pi}$.

- If there exists an $\varepsilon \in \{1, \ast\}^n$ such that $\{A(\varepsilon), B(\varepsilon)\} \geq \pi$, then $G_{\pi}$ is bipartite.
- Moreover, if $G_{\pi}$ is bipartite, then there are exactly two tuples $\varepsilon \in \{1, \ast\}^n$ satisfying $\{A(\varepsilon), B(\varepsilon)\} \geq \pi$. Furthermore, these tuples are completely opposite, that is, they do not coincide in any entry.

**Proof.** For the first part, the existence of an $\varepsilon \in \{1, \ast\}^n$ such that $\{A(\varepsilon), B(\varepsilon)\} \geq \pi$ implies that we can write $\pi = \{A_1, \ldots, A_r, B_1, \ldots, B_s\}$ such that $A_i \subset A(\varepsilon)$ for $i = 1, \ldots, r$ and $B_j \subset B(\varepsilon)$ for $j = 1, \ldots, s$. If we consider $V' = \{A_1, \ldots, A_r\}$ and $V'' = \{B_1, \ldots, B_s\}$, then $\{V', V''\}$ is a bipartition of $G_{\pi}$. Indeed, by construction of $G_{\pi}$, if $e \in E_{G_{\pi}}$, then $e$ connects the blocks containing elements $2k - 1$ and $2k$ for some $k = 1, \ldots, n$. However, by definition of $A(\varepsilon)$ and $B(\varepsilon)$, one must contain $2k - 1$ while the other contains $2k$. Thus $e$ connects vertices from different sets and $\{V', V''\}$ is actually a bipartition of $G_{\pi}$.

For the second part, since $\pi \vee I_{2n} = 1_{2n}$, we know from Lemma 3.3 that $G_{\pi}$ is connected. Then, if $G_{\pi}$ is also bipartite, by Remark 3.4 there exist a unique bipartition $\{\pi', \pi''\}$ of the vertices of $G_{\pi}$ (blocks of $\pi$), say $\pi' = \{V_1, \ldots, V_r\}$ and $\pi'' = \{W_1, \ldots, W_s\}$, where $V_i$ contains the element $1$. Then we must have $A(\varepsilon) = V_1 \cup \cdots \cup V_r$ or $A(\varepsilon) = W_1 \cup \cdots \cup W_s$. This clearly determines $\varepsilon$, since $\varepsilon(i) = 1$ if and only if $2i - 1 \in A(\varepsilon)$. Furthermore, since $(V_1 \cup \cdots \cup V_r) \cap (W_1 \cup \cdots \cup W_s) = \emptyset$, then the two possible $\varepsilon$ do not coincide in any entry. □
Notation 3.6. In light of the previous result, given a \( \pi \in \mathcal{NC}(2n) \) such that \( \mathcal{G}_\pi \) is connected and bipartite, we will denote by \( \varepsilon_\pi \) the (unique) tuple such that \( A(\varepsilon_\pi), B(\varepsilon_\pi) \) are in \( A(\pi) \) and \( 1 \in A(\varepsilon_\pi) \). And we denote by \( \varepsilon'_\pi \) the other possible tuple, which actually satisfies that \( A(\varepsilon'_\pi) = B(\varepsilon_\pi) \) and \( B(\varepsilon'_\pi) = A(\varepsilon_\pi) \).

Remark 3.7. Recall from Definition 1.1 that every \( \pi \in \mathcal{X}_{2n} \) is naturally decomposed as \( \pi := \pi' \uplus \pi'' \) where \( (\pi', \pi'') \) is the bipartition of \( \mathcal{G}_\pi \). From the previous proof we can observe that we have the equalities \( \pi' = \pi | A(\varepsilon_\pi) \) and \( \pi'' = \pi | B(\varepsilon_\pi) \).

We are now ready to prove our main result.

Proof of Theorem 1.4. Our starting point is Equation (12) from Proposition 3.2. Using Lemma 3.3, it can be rephrased as

\[
\kappa_n(ab + ba) = \sum_{\pi \in \mathcal{NC}(2n), \mathcal{G}_\pi \text{ is connected and } \pi \text{ is bipartite}} \sum_{\varepsilon \in \{1, \ldots, n\}^n} \left( \prod_{V \subseteq A(\varepsilon_\pi)} \kappa_{|V|}(a) \right) \left( \prod_{W \subseteq B(\varepsilon_\pi)} \kappa_{|W|}(b) \right). \tag{14}
\]

By Proposition 3.5 the condition \( \{A(\varepsilon, B(\varepsilon)) \geq \pi \) is only true if \( \mathcal{G}_\pi \) is bipartite. Furthermore, in this case \( \varepsilon \) can only be one of \( \varepsilon_\pi \) or \( \varepsilon'_\pi \). Therefore, the right-hand side of (14) can be simplified to

\[
\sum_{\pi \in \mathcal{NC}(2n), \mathcal{G}_\pi \text{ is connected, } \varepsilon \in \{\varepsilon_\pi, \varepsilon'_\pi\}} \left( \prod_{V \subseteq A(\varepsilon_\pi)} \kappa_{|V|}(a) \prod_{W \subseteq B(\varepsilon_\pi)} \kappa_{|W|}(b) + \prod_{V \subseteq A(\varepsilon'_\pi)} \kappa_{|V|}(a) \prod_{W \subseteq B(\varepsilon'_\pi)} \kappa_{|W|}(b) \right).
\]

Finally, from Remark 3.7 we have that \( \pi' = \{V \in \pi : V \subseteq A(\varepsilon_\pi)\} = \{W \in \pi : W \subseteq B(\varepsilon'_\pi)\} \) and similarly \( \pi'' = \{W \in \pi : W \subseteq B(\varepsilon_\pi)\} = \{V \in \pi : V \subseteq A(\varepsilon'_\pi)\} \), so we obtain the desired formula (2).

4. Detailed study of the set \( \mathcal{Y}_{2n} \)

We begin this section by proving Proposition 1.2. Then we give some basic remarks and collect various facts concerning the set \( \mathcal{Y}_{2n} \). The goal is to have a better understanding of this set, which leads to a better understanding of \( \mathcal{X}_{2n} \) and simplifies the computations when applying Theorem 1.4. The main result in this section is Theorem 4.1, that provides a recursive formula to compute the values \( |\mathcal{Y}_{2n}| \).

In order to apply Theorem 1.4 it is useful to have an easy way to determine for which \( \pi \) the graph \( \mathcal{G}_\pi \) is connected and bipartite. So far, the only way to check this is to actually construct the graph and analyze it. Here is where Proposition 1.2, which asserts that \( Kr(\mathcal{Y}_{2n}) = \mathcal{X}_{2n} \), proves to be very useful, as the set \( \mathcal{Y}_{2n} \) has a very simple description.

Proof of Proposition 1.2. Let us fix \( \sigma \in \mathcal{NC}(2n) \) and \( \pi := Kr(\sigma) \). The proof can be separated in two independent statements:

(A) \( \mathcal{G}_\pi \) is connected if and only if \( \sigma \) separates odd elements (there is no block \( W \in \sigma \) containing two odd elements).

Indeed, from Lemma 3.3, \( \mathcal{G}_\pi \) is connected if and only \( \pi \uplus I_{2n} = 1_{2n} \). By properties of the Kreweras complement \( \pi \uplus I_{2n} = 1_{2n} \) and only if \( Kr^{-1}(\pi) \wedge Kr^{-1}(I_{2n}) = Kr^{-1}(1_{2n}) = 0_{2n} \). Since \( Kr^{-1}(I_{2n}) = \{\{1, 3, \ldots, 2n-1\}, \{2\}, \{4\}, \ldots, \{2n\}\} \), for the latter to hold it is necessary and sufficient that all the odd elements of \( \sigma = Kr^{-1}(\pi) \) are in different blocks.

(B) \( \mathcal{G}_\pi \) is bipartite if and only if \( |W| \) is even for every block \( W \in \sigma \) such that \( W \subseteq \{2, 4, \ldots, 2n\} \).
In this case it is simpler to show that the negations of previous statements are equivalent. By standard arguments in graph theory (see for instance [Bol13]) we know that \( G_\pi \) is non-bipartite if and only if \( G_\pi \) contains an odd cycle which in turn is equivalent to \( G_\pi \) containing a simple odd cycle. Thus, to complete the proof we need to show that \( G_\pi \) contains a simple odd cycle if and only if \( \sigma \) contains a block \( W \) with \( |W| \) odd and \( W \subset \{2, 4, \ldots, 2n\} \).

For the if statement take a simple cycle of \( G_\pi \) with odd length \( j \). Assume that the cycle has (in that order) the vertices \( V_1, \ldots, V_j \in \pi \) and edges \( e_1, e_2, \ldots, e_j \) corresponding to \( (2i_1 - 1, 2i_1), (2i_2 - 1, 2i_2), \ldots, (2i_j - 1, 2i_j) \). This means that for \( k = 1, \ldots, j \), we have that \( 2i_{k-1}, 2i_k - 1 \in V_k \) with \( i_0 := i_j \). Then, the previous restrictions are equivalent to the fact that \( W := \{2i_1, 2i_2, \ldots, 2i_j\} \) is a block of \( \sigma \). Indeed, those elements are in the same block of \( \sigma \) since \( V_1, \ldots, V_j \) are different blocks of \( \pi \) (because the cycle is simple). Also \( W \) does not contain any other element since this would generate a crossing with one of the arcs \((2i_j, 2i_1 - 1), (2i_1, 2i_2 - 1), \ldots, (2i_{j-1}, 2i_j - 1)\) of \( \pi \).

Conversely, if \( \sigma \) contains the block \( W = \{2i_1, 2i_2, \ldots, 2i_j\} \) of odd size and completely contained in \( \{2, 4, \ldots, 2n\} \). Then each of the arcs \((2i_1, 2i_1 - 1), (2i_2, 2i_2 - 1), \ldots, (2i_j, 2i_j - 1)\) belongs to a different block of \( \pi \) and this implies that \( G_\pi \) contains an odd cycle with edges \((2i_1 - 1, 2i_1), (2i_2 - 1, 2i_2), \ldots, (2i_j - 1, 2i_j)\).

Once we have (A) and (B), we know that \( \pi \in \mathcal{X}_{2n} \) if and only if \( \sigma \) separates odd elements and \( |W| \) is even for every block \( W \in \sigma \) such that \( W \subset \{2, 4, \ldots, 2n\} \). Then \( \sigma \) has blocks \( B_1, B_3, \ldots, B_{2n-1} \) with \( i \in B_i \) for \( i = 1, 3, \ldots, 2n - 1 \), and since the rest of the blocks \( E_1, \ldots, E_r \), are contained in \( [2n]\backslash \{(B_1 \cup B_3 \cup \cdots \cup B_{2n-1}) \} \subset \{2, 4, \ldots, 2n\} \) they must have even size. Therefore we conclude that \( \pi \in \mathcal{X}_{2n} \) if and only if \( \sigma \in \mathcal{Y}_{2n} \).

Now we turn to study the size of the set \( \mathcal{Y}_{2n} \). A direct enumeration of this set looks rather complicated, but we can give a recurrence relation. For this we need to introduce the sets \( \mathcal{Y}_{2n-1} \) for \( n \in \mathbb{N} \), that (analogously to the even case) consist of all non-crossing partitions of \([2n - 1]\) that can be written as

\[
\sigma = \{B_1, B_3, \ldots, B_{2n-1}, E_1, \ldots, E_r\}, \quad \text{with } r \geq 0,
\]

where \( i \in B_i \) for \( i = 1, 3, \ldots, 2n - 1 \) and \( |E_j| \) even for \( j \leq r \).

**Theorem 4.1.** For every \( n \in \mathbb{N} \), denote \( \alpha_n := \mathcal{Y}_{2n} \) and \( \beta_n := \mathcal{Y}_{2n-1} \). Then, we have that \( \alpha_1 = \beta_1 = 1 \) and the following relations hold:

\[
\alpha_n = \sum_{1 \leq s \leq n} \sum_{\text{s is even}} \sum_{r_1 + \cdots + r_s = n} \beta_{r_1} \beta_{r_2} \cdots \beta_{r_s} + \sum_{j=1}^{n} \beta_j \beta_{n+1-j}, \quad \forall n \geq 2,
\]

(15)

\[
\beta_n = \sum_{s=1}^{n} \sum_{r_1 + \cdots + r_s = n, r_1, \ldots, r_s \geq 1} \beta_{r_1} \beta_{r_2} \cdots \beta_{r_s} \alpha_{r_s}, \quad \forall n \geq 2.
\]

(16)

**Remark 4.2.** Notice that if we take \( \gamma_k = \mathcal{Y}_k \), then the previous result gives a recursive way to compute \((\gamma_k)_{k \geq 1}\). Since the formulas are different for even and odd values, the notation with \( \alpha_n \) and \( \beta_n \) turns out to be simpler, and that is the reason we opt for it.

**Proof.** The fact that \( \alpha_1 = \beta_1 = 1 \) is straightforward since sets \( \mathcal{Y}_1 \) and \( \mathcal{Y}_2 \) just contain one partition, namely \( 1_1 = \{1\} \) and \( 1_2 = \{\{1\}, \{2\}\} \), respectively. In order to obtain the recursive formulas the general idea is to represent \( \mathcal{Y}_m \) as a disjoint union of products of sets \( \mathcal{Y}_k \) with \( k < m \). We will base this study in the following standard bijection between non-crossing partitions:

Given \( \sigma \in \mathcal{NC}(m) \), assume that \( W = \{w_1, w_2, \ldots, w_s\} \in \sigma \) is the block containing the last element, namely \( w_s = m \). Consider the intervals \( J_1 = \{1, 2, \ldots, w_1 - 1\}, J_2 = \{w_1 + 1, w_1 + 2, \ldots, w_2 - 1\}, \ldots, J_s = \{w_{s-1} + 1, \ldots, m - 1\} \) created after removing \( W \) from \([m], \)


and assume that $|J_i| = k_i$ for $i = 1, \ldots, s$. Note that if $w_i + 1 = w_{i+1}$, then $J_i = \emptyset$ and $k_j = 0$. Then, we have the following bijection

$$
\Psi : \mathcal{NC}(m) \to \bigcup_{s=1}^{m} \bigcup_{k_1 + \cdots + k_s = m-s}^{k_1, k_2, \ldots, k_s \geq 0} \mathcal{NC}(k_1) \times \cdots \times \mathcal{NC}(k_s),
$$

$$
\sigma \mapsto \Psi(\sigma) := (\sigma|J_1, \sigma|J_2, \ldots, \sigma|J_s),
$$

where if $k_j = 0$, we assume that $\mathcal{Y}_0 = \{\emptyset\}$ contains an abstract empty partition and thus $|\mathcal{Y}_0| = 1$. To reconstruct $\sigma$ from an element $(\sigma_1, \sigma_2, \ldots, \sigma_s) \in \mathcal{NC}(k_1) \times \cdots \times \mathcal{NC}(k_s)$ with $k_1 + \cdots + k_s = m - s$, we consider $w_i = k_1 + \cdots + k_i + i$ for $i = 1, \ldots, s$ and define $\sigma$ as the (unique) partition in $\mathcal{NC}(m)$ such that $\{w_1, w_2, \ldots, w_s\} \in \sigma$ and $\sigma|J_i = \sigma_i$ for $i = 1, \ldots, s$.

Here we are only concerned with the restriction of $\Psi$ to the set $\mathcal{Y}_m$. Let us separate in the cases $m = 2n - 1$ and $m = 2n$.

**Case** $m = 2n - 1$. Let $\sigma = \{B_1, B_3, \ldots, B_m, E_1, \ldots, E_r\} \in \mathcal{Y}_m$ and take the block $B_m = \{w_1, w_2, \ldots, w_{s-1}, m\}$ containing the last element. Since $\sigma$ separates odd elements, then $w_1, w_2, \ldots, w_{s-1}$ must be even. If we consider the intervals $J_1, \ldots, J_s$ left by $W$ with sizes $k_1, \ldots, k_s$ respectively, we have that $k_1, k_2, k_3, \ldots, k_{s-1}$ are odd, while $k_s$ is even. Moreover, since $w_i$ is even for $i = 1, \ldots, s - 1$, the restrictions $\sigma|J_i$ separate odd elements and the blocks with only even elements are of even size. Therefore, we have that $\sigma|J_i \in \mathcal{Y}_{k_i}$ for $i = 1, \ldots, s$ and we obtain that

$$
\Psi(\mathcal{Y}_m) = \bigcup_{s=1}^{m} \bigcup_{k_1 + \cdots + k_s = m-s}^{k_1, k_2, \ldots, k_s \geq 0, \text{ odd}} \mathcal{Y}_{k_1} \times \cdots \times \mathcal{Y}_{k_s}.
$$

Now, let us write $k_s = 2r_s - 2$, such that $r_s \geq 1$ and $|\mathcal{Y}_{k_s}| = \alpha_{r_s-1}$, we also write $k_j = 2r_j - 1$ such that $|\mathcal{Y}_{k_j}| = \beta_{r_j}$ for $j = 1, 2, \ldots, s - 1$. This means that the condition in the indices is $2(r_1 + \cdots + r_s) - s - 1 = k_1 + \cdots + k_s = m - s = 2n - 1 - s$, or equivalently $r_1 + \cdots + r_s = n$. Finally, since $\Psi$ is bijection and on the right-hand side of (17) the union is disjoint, we obtain (16).

**Case** $m = 2n$. Let $\sigma = \{B_1, B_3, \ldots, B_{m-1}, E_1, \ldots, E_r\} \in \mathcal{Y}_m$, then we have two options for the last block $W := \{w_1, w_2, \ldots, w_{s-1}, m\}$. Either $W = E_j$ for some $j = 1, \ldots, r$ (without loss of generality we take $j = 1$), or $W = B_i$ for some $i = 1, 3, \ldots, m - 1$.

**First subcase.** Assume that $W = E_1$ and let $\mathcal{Y}_{m}^E \subset \mathcal{Y}_m$ be the set of partitions $\sigma \in \mathcal{Y}_m$ such that their last block, $W$, has only even elements. In this case, $w_1, \ldots, w_{s-1}$, $s$ are all even, and then $k_i$ is odd for all $i = 1, \ldots, s$. Proceeding as in the previous case we get that

$$
\Psi(\mathcal{Y}_m^E) = \bigcup_{1 \leq \ell \leq s} \bigcup_{k_1 + \cdots + k_s = m-s}^{k_1, k_2, \ldots, k_s \geq 0, \text{ odd}} \mathcal{Y}_{k_1} \times \cdots \times \mathcal{Y}_{k_s}.
$$

Let us now write $k_1 = 2r_1 - 1$ such that $|\mathcal{Y}_{k_1}| = \beta_{r_1}$ for $i = 1, \ldots, s$. The condition on the indices is $2(r_1 + \cdots + r_s) - s = k_1 + \cdots + k_s = m - s = 2n - s$, which can be restated as $r_1 + \cdots + r_s = n$, and actually this implies that $s \leq n$. Therefore, we obtain

$$
|\Psi(\mathcal{Y}_m^E)| = \sum_{1 \leq \ell \leq n} \sum_{r_1 + \cdots + r_s = n}^{r_1, \ldots, r_s \geq 1} \beta_{r_1} \beta_{r_2} \cdots \beta_{r_s}.
$$

**Second subcase.** Assume that $W = B_i$ for an odd element $i$, and let $\mathcal{Y}_{m}^B \subset \mathcal{Y}_m$ be the set of partitions where $W$ is of the form $B_i$. We could proceed as in the previous cases, but now there is a simpler approach. We notice that the restrictions $\sigma_1 := \sigma|[1, 2, \ldots, i]$ and
\[ \sigma_2 := \sigma|\{i, i+1, \ldots, m-1\} \] satisfy that \( \sigma_1 \in \mathcal{Y}_i \) and \( \sigma_2 \in \mathcal{Y}_{m-i} \). Moreover we have a bijection
\[ \Phi : \mathcal{Y}_{m_i}^{B_i} \rightarrow \mathcal{Y}_i \times \mathcal{Y}_{m-i}, \]
\[ \sigma \mapsto (\sigma_1, \sigma_2). \]

Notice that given \((\sigma_1, \sigma_2) \in \mathcal{Y}_i \times \mathcal{Y}_{m-i}\) such that \( \sigma_1 = \{V_1, \ldots, V_r\} \) with \( i \in V_r \), and \( \sigma_2 = \{W_1, \ldots, W_s\} \) with \( 1 \in W_1 \). Then the inverse function is given by
\[ \Phi^{-1}(\sigma_1, \sigma_2) = \{V_r \cup W'_1 \cup \{m\}, V_1, V_2, \ldots, V_{r-1}, W'_2, W'_3, \ldots, W'_s\}, \]
where for \( k = 1, \ldots, s \) the sets \( W'_k := W_k + i - 1 \) are the translations by \( i - 1 \) of the blocks of \( \sigma_2 \). Finally if we sum over all possible odd numbers \( i = 2j - 1 \) between \( 1 \) and \( m = 2n - 1 \) we obtain that
\[ \sum_{1 \leq i \leq m \text{ odd}} |\mathcal{Y}_i^{E_i}| = \sum_{j=1}^{n} \beta_j \beta_{n+1-j}, \tag{20} \]

If we add together (19) and (20) we obtain the desired formula (15). \( \square \)

Now we want to give a more careful look to the set \( \mathcal{Y}_{2n} \) and study the cardinality of the subsets where partitions \( \sigma \in \mathcal{Y}_{2n} \) have a fixed size \(|\sigma| = k\). We begin by checking which are these possible sizes \( k \).

**Remark 4.3.** Recall that every \( \sigma \in \mathcal{Y}_{2n} \) can be written as \( \sigma = \{B_1, \ldots, B_{2n-1}, E_1, \ldots, E_r\} \).
Then the size of the partition is \(|\sigma| = n + r\) with \( r \geq 0 \). Moreover, since \(|E_j|\) is even we have \(|E_j| \geq 2\) for \( j = 1, \ldots, r \), and since \( E_1 \cup \cdots \cup E_r \subset \{2, 4, \ldots, 2n\} \), we have that \(|E_1| + \cdots + |E_r| \leq n \). Thus, we conclude that \( r \leq \frac{n}{2} \) and we get a bound for the size of partitions in \( \mathcal{Y}_{2n} \):
\[ n \leq |\sigma| \leq \frac{3n}{2}. \]

**Notation 4.4.** For \( \sigma \in \mathcal{Y}_{2n} \), we will say that \( r := |\sigma| - n \) is the level of \( \sigma \) and use the notation \( \mathcal{Y}^{(r)}_{2n} := \{\sigma \in \mathcal{Y}_{2n} : |\sigma| = n + r\} \), for \( r = 0, 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor \).

It turns out that we can give closed formulas for the sizes \(|\mathcal{Y}^{(r)}_{2n}|\) in the extreme cases when the level \( r \) is 0 or \( \left\lfloor \frac{n}{2} \right\rfloor \). Interestingly enough, both formulas are related in a different way to the sequence of Catalan numbers \((C_n)_{n \geq 0} = 1, 1, 2, 5, 14, \ldots \).

**Proposition 4.5.** With the previous notation, \(|\mathcal{Y}^{(0)}_{2n}| = 2^{n-1}C_n\).

**Proof.** Notice that \( \mathcal{Y}^{(0)}_{2n} \) is the set of non-crossing partitions where every block contains exactly one odd element. We similarly define \( \mathcal{Y}^{(0)}_{2n-1} \) as the set of non-crossing partitions of \([2n-1]\) where every block contains exactly one odd element. And we use the notation \( \theta_{m} := |\mathcal{Y}^{(0)}_{m}| \). We follow the recurrence relation ideas from the proof of Theorem 4.1 to inductively show that \( \theta_{2n} = 2^{n-1}C_n \), and \( \theta_{2n+1} = 2^n C_n \). The induction hypothesis is trivially true, since \(|\mathcal{Y}^{(0)}_{1}| = |\mathcal{Y}^{(0)}_{2}| = 1\). For the inductive step we separate in two cases.

First consider the case \( m = 2n \). Let \( \sigma = \mathcal{Y}^{(0)}_{2n+1} \) and take the last block \( W \in \sigma \) (namely \( m \in W \)). Opposed to the proof of Theorem 4.1, now we cannot have the first subcase \( W = E_1 \), and only need to check the second subcase \( W = B_i \). Moreover, when doing the restrictions we still have exactly one odd element in each block. So we obtain only partitions with level 0. Thus, in this case the bijection \( \Phi \) gives
\[ \Phi(\mathcal{Y}^{(0)}_{2n}) = \bigcup_{1 \leq k \leq 2n \atop k \text{ odd}} \mathcal{Y}^{(0)}_{k} \times \mathcal{Y}^{(0)}_{2n-k}. \]
Thus if we take $k = 2j + 1$, then the induction hypothesis an the recursive relation satisfied by the Catalan numbers yield that

$$\theta_{2n} = \sum_{j=0}^{n-1} \theta_{2j+1} \theta_{2n-2j-1} = \sum_{j=0}^{n-1} 2^j C_j \cdot 2^{n-j-1} C_{n-j} = 2^{n-1} \sum_{j=0}^{n-1} C_j C_{n-j} = 2^{n-1} C_n.$$  

For the case $m = 2n + 1$. Let $\sigma = Y_{2n+1}^{(0)}$ and consider the block $W \in \sigma$ with $m \in W$. We separate in 2 cases. If $W = \{m\}$, then we have that $W|\{1, \ldots, m-1\} \in Y_{m-1}^{(0)}$ and we obtain $\theta_{2n} = 2^{n-1} C_n$ partitions in this subcase. Otherwise, we consider $s = \min(W)$, which has to be even (as $s \neq m$ and $\sigma$ separates odd elements). Then we separate $\sigma$ into the partitions $\sigma_1 = \sigma|\{1, \ldots, s-1\}$ and $\sigma_2 = \sigma|\{s+1, \ldots, m\}$. Then, the map $\Phi'$ sending $\sigma$ to

$$\Phi'(\sigma) = (\sigma_1, \sigma_2) \in \bigcup_{1 \leq s \leq m \text{ even}} Y_s^{(0)} \times Y_{m-s}^{(0)},$$

is a bijection. Thus, if we take $s = 2j + 2$, we count

$$\sum_{j=0}^{n-1} \theta_{2j+1} \theta_{2n-2j-1} = 2^{n-1} C_n$$

partitions in this subcase. Adding both subcases, we conclude that $\theta_{2n+1} = 2^n C_n$.  

**Proposition 4.6.** With the previous notation, for $k \in \mathbb{N}$ one has

$$|Y_{4k}^{(k)}| = C_k \quad \text{and} \quad |Y_{4k+2}^{(k)}| = (2k+1)C_{k+1}.$$  

**Proof.** For the case $2n = 4k$, we want to count partitions that can be written as $\sigma = \{B_1, \ldots, B_{4k-1}, E_1, \ldots, E_k\}$, but this implies that $|E_1| = |E_2| = \cdots = |E_k| = 2$ and $|B_1| = \cdots = |B_{4k-1}| = 1$, and we have a bijection with pair partitions $\{E_1, \ldots, E_k\} \in NC_2(2k)$, so we conclude that $|Y_{4k}^{(k)}| = |NC_2(2k)| = C_k$.  

For the case $2n = 4k+2$ we use the same kind of bijections we have been using throughout all this section. We want to count partitions of the form $\sigma = \{B_1, \ldots, B_{4k+1}, E_1, \ldots, E_k\}$, but this implies that $|E_1| = |E_2| = \cdots = |E_k| = 2$ and $|B_1| = \cdots = |B_{4k-1}| = 1$, except for one block $B_i = \{e, i\}$ that consist of its corresponding odd element $i$ and one even element $e$. Then, the block $B_i$ separates the partition $\sigma$ into two independent partition $\sigma_1$ and $\sigma_2$ contained in the pockets $J_1 = \{e + 1, \ldots, i - 1\}$ and $J_2 = \{i + 1, \ldots, e - 1\}$ (with elements taken mod $4k$). Moreover, even elements of $\sigma_1$ form a pair partition, so $|\sigma_1| = 4j$ should be multiple of 4, and we actually have that $\sigma_1 \in Y_{4j}^{(j)}$ and $\sigma_2 \in Y_{4k-4j}^{(k-j)}$. Thus, there are $2k+1$ ways to choose the odd element $i$, and for each of them we have

$$\sum_{j=0}^{k} |Y_{4j}^{(j)}| \cdot |Y_{4k-4j}^{(k-j)}| = \sum_{j=0}^{k} C_j C_{k-j} = C_{k+1}$$

ways to construct the partitions $\sigma_1$ and $\sigma_2$ and we conclude that $|Y_{4k+2}^{(k)}| = (2k+1)C_{k+1}$.  

**Remark 4.7.** At this point, one may wonder if the sizes of the sets $|Y_{2n}^{(r)}|$ for $r = 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor - 1$, have some other interesting formulas. We can surely generalize the ideas used in Theorem 4.1, Proposition 4.5 and Proposition 4.6 to get recursive formulas. However, the sets $Y_{2n}^{(r)}$ (and thus the recursions needed) become much more involved and it is not clear if there is a nice closed formula. We now point out an algorithm that can be used to recursively compute each value. Observe that $|Y_m^{(1)}|$ can be written in terms of $|Y_m^{(0)}|$ and $|Y_m^{(0)}|$ for $m < 2n$. Since we know the values for the level $r = 0$ we can recursively compute all the values for level $r = 1$. In general, $|Y_{2n}^{(r)}|$ can be written in terms of $|Y_m^{(j)}|$ for $m < 2n$ and
j \leq r. Thus we can do a recursion on r to compute all the values of \(|\mathcal{Y}_m^{(r)}|\) (where for each r we first do the recursion on m).

The sizes of the sets \(|\mathcal{Y}_{2n}|\) and \(|\mathcal{Y}_{2n}^{(r)}|\) for small values of n and r are given in the following table:

| n  | 2 | 4 | 6 | 8 | 10 |
|-----|---|---|---|---|----|
| \(|\mathcal{Y}_{2n}|\) | 1 | 5 | 26 | 155 | 987 |
| \(|\mathcal{Y}_{2n}^{(0)}|\) | 1 | 4 | 20 | 112 | 672 |
| \(|\mathcal{Y}_{2n}^{(1)}|\) | 1 | 6 | 41 | 290 | |
| \(|\mathcal{Y}_{2n}^{(2)}|\) | 2 | 25 |

As the reader may have noticed, it is useful to consider the sizes \(|\mathcal{Y}_m|\) for all integers m, rather than just the even ones. Thus, we also present a table including these values (the level in the odd case is defined in the same way as in the even case).

| m  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
|-----|---|---|---|---|---|---|---|---|---|----|----|
| \(|\mathcal{Y}_m|\) | 1 | 1 | 2 | 5 | 9 | 26 | 48 | 155 | 287 | 987 | 1834 |
| \(|\mathcal{Y}_m^{(0)}|\) | 1 | 1 | 2 | 4 | 8 | 20 | 40 | 112 | 224 | 672 | 1344 |
| \(|\mathcal{Y}_m^{(1)}|\) | 1 | 1 | 6 | 8 | 41 | 61 | 290 | 460 | |
| \(|\mathcal{Y}_m^{(2)}|\) | 2 | 2 | 25 | |

**Remark 4.8.** Since \(|\sigma| + |Kr(\sigma)| = 2n + 1\), all the previous discussion directly gives information on the size of the levels of \(\mathcal{X}_{2n}\). In particular, for every \(\pi \in \mathcal{X}_{2n}\) we have that

\[
\eta + 1 \geq |\pi| \geq \left\lfloor \frac{n}{2} \right\rfloor + 1.
\]

And for a fixed \(k \in \mathbb{N}\) we have that \(Kr(\mathcal{Y}_{2n}^{(n+1-k)}) = \{\sigma \in \mathcal{X}_{2n} : |\sigma| = k\}\), and thus their cardinalities coincide.

To finish this section we give a possible line of study that will help to further understand the set \(\mathcal{Y}_{2n}\).

**Remark 4.9.** Fix a \(\sigma \in \mathcal{Y}_{2n}\) and consider its restriction \(\sigma_{\text{even}} := \sigma \cap \{2, 4, \ldots, 2n\}\) to the even elements. This gives us a non-crossing partition of \([n]\). Moreover, it is easy to observe that for every \(\pi \in \mathcal{NC}(n)\) we can find a \(\sigma \in \mathcal{Y}_{2n}\) such that \(\sigma_{\text{even}} = \pi\). Then, for a fixed \(\pi \in \mathcal{NC}(n)\), an interesting question is which are the values \(q_\pi := \{|\sigma \in \mathcal{Y}_{2n} : \sigma_{\text{even}} = \pi\}|\). This information will give a much better understanding of \(\mathcal{Y}_{2n}\) and \(\mathcal{X}_{2n}\). For instance if \(\pi = 0_n\), the partitions of \(\sigma \in \mathcal{Y}_n\) such that \(\sigma_{\text{even}} = 0_n\) are exactly the pair partitions. Thus, in this case we get \(q_{0_n} = |\mathcal{NC}(n)| = C_n\) partitions. We now give some basic ideas towards finding the values \(q_\pi\).

In general, given \(\pi \in \mathcal{NC}(n)\), a possible algorithm to construct a \(\sigma \in \mathcal{Y}_{2n}\) such that \(\sigma_1 = \pi\) is the following. We take \([2n]\) and draw \(\pi\) in the even elements \(\{2, 4, \ldots, 2n\}\). Then we choose a subset \(S = \{V_1, \ldots, V_r\}\) of the blocks of \(\pi\), and attach to each block a distinct odd element. For the resulting partition to be in \(\mathcal{Y}_{2n}\) we need to make sure of two things. First, that all the blocks of odd size in \(\pi\) are in \(S\). The second and more tricky part, is that we do not generate any crossing when doing the attachment of the odd elements.

An attachment that works for every partition is to put the element \(\min(V) - 1\) in each \(V \in S\). Alternatively, we can attach \(\min(V) + 1\) to each \(V \in S\). Thus there are at least two options for each subset \(S\). Since there are \(2^{\{V \in \pi : |V| \text{ is even}\}}\) possible ways to pick the subset \(S\) we get the following lower bound:

\[
q_\pi \geq 2^{\{V \in \pi : |V| \text{ is even}\}} + 1.
\]
This bound is tighter when $\pi$ has various even blocks. However, if $\pi$ has only blocks of odd size, such as when $\pi = 0_n$, the right-hand side becomes 2 and the bound does not really helps. Knowing the values $q_{\pi}$, or at least improving this simple bound is a useful step towards a better understanding of $Y_{2n}$.

5. Applications

This section is divided in two parts, each makes use of Theorem 1.4 and some results from Section 4 to deal with different applications. In Section 5.1 we study the case of two free Poisson of parameter 1 and prove Theorem 1.7. Then, in Section 5.2 we use our method to retrieve the formula from [NS98], where distributions are assumed to be symmetric.

5.1. Anti-commutator of two free Poisson with parameter 1.

The objective of this section is to study the distribution $\nu$ of the anti-commutator $ab - ba$ in the particular case where $a, b$ are distributed as a free Poisson distribution (also known as Marchenko-Pastur distribution) of parameter 1, and in particular prove Theorem 1.7. The reason why the free Poisson is very special, is because all cumulants are equal to 1, namely $\kappa_n(a) = \kappa_n(b) = 1$ for all $n \in \mathbb{N}$.

Remark 5.1. Notice that Corollary 1.6 directly yields that

$$\kappa_n(ab + ba) = 2|\mathcal{X}_{2n}| = 2|\mathcal{V}_{2n}|,$$

Therefore, we can use formulas (15) and (16) from Theorem 4.1 to recursively compute the cumulants of the anti-commutator $ab + ba$. The first few cumulants are

$$2, 10, 52, 310, 1974, 13176, 90948, 6450382, \ldots$$

Therefore, the moment-cumulant formula yields that the first few moments are

$$2, 14, 120, 1182, 12586, 141160, 1642584, 19646558, 240050838, \ldots$$

We now want to compute the moment series of $\nu$. In order to do this we first rewrite Theorem 4.1 as a relation between the formal power series associated to $(\alpha_n)_{n \geq 1}$ and $(\beta_n)_{n \geq 1}$, the sequences of values of $Y_m$ for even and odd $m$ respectively.

Notation 5.2. Let us denote by $A$ and $B$ the formal power series on $x$ associated to the sequences $(\alpha_n)_{n \geq 1}$ and $(\beta_n)_{n \geq 1}$, respectively. That is

$$A(x) := \sum_{n=1}^{\infty} \alpha_n x^n = \sum_{n=1}^{\infty} |\mathcal{V}_{2n}| x^n, \quad B(x) := \sum_{n=1}^{\infty} \beta_n x^n = \sum_{n=1}^{\infty} |\mathcal{V}_{2n-1}| x^n.$$

Proposition 5.3. The formal power series $A(x)$ and $B(x)$ satisfy the following relations

$$A(x) = \frac{B^2(x)}{1 - B^2(x)} + \frac{B^2(x)}{x},$$

$$B(x) = \frac{A(x) + 1}{1 - B(x)}.$$

Proof. First we observe that basic operations of power series tell us that

$$\frac{1}{1 - B(x)} = 1 + B(x) + B^2(x) + \cdots = 1 + \sum_{n=1}^{\infty} x^n \sum_{s=1}^{n} \sum_{r_1 + \cdots + r_s = n} \beta_{r_1} \beta_{r_2} \cdots \beta_{r_s}.$$ 

To handle the sum appearing in (19), where tuples must be of even size we use the following formal power series:
\[ E(x) := \sum_{n=1}^{\infty} x^n \sum_{1 \leq s \leq n} \sum_{r_1 + \cdots + r_s = n \atop s \text{ is even } r_1, r_2, \ldots, r_s \geq 1} \beta_r_1 \beta_r_2 \cdots \beta_r_s. \]

A straightforward comparison of coefficients yields
\[ E(x) = B^2(x)(E(x) + 1). \]

Solving for \( E \) we get
\[ E(x) = \frac{B^2(x)}{1 - B^2(x)}. \]

Then, the \( n \)-th coefficient of \( A(x) \) is the left hand side of (15), while the right-hand side is exactly the sum of \( n \)-th coefficient of \( E(x) \) plus the \( n \)-th coefficient of \( \frac{B^2(x)}{x} \), thus we get formula (21):
\[ A(x) = E(x) + \frac{B^2(x)}{x} = \frac{B^2(x)}{1 - B^2(x)} + \frac{B^2(x)}{x}. \]

On the other hand if we multiply \((\frac{1}{1-B(x)})(A(x) + 1)(x)\) (where \( x \) merely just adjust the coefficients), then the \( n \)-th coefficient of this product is given by the right-hand side of (16), since the left hand side is \( n \)-th coefficient of \( B(x) \) we obtain (22).

Since we have two power series, satisfying two equations, (21) and (22), we can manipulate them to obtain functional equation containing only \( A(x) \) or only \( B(x) \). After these manipulations we obtain the following.

**Proposition 5.4.** The formal power series \( A(x) \) and \( B(x) \) satisfy the following equations:
\[ 4(A(x) + 1)^4 x^2 + 7(A(x) + 1)^3 x - 4(A(x) + 1)^2 x - 2(A(x) + 1)^2 + (A(x) + 1)^3 + 1 = 0, \]
\[ (24) \quad B(x)(1 - 2B(x))(1 - B(x))(1 + B(x)) = x. \]

**Proof.** To simplify notation we omit the dependence on \( x \) whenever we are just evaluating on \( x \), that is, we write \( A, B \) instead of \( A(x), B(x) \). We also use the notation \( A_1 := A(x) + 1 \). By using (22) and then (21) we get that
\[ B - B^2 = A_1 x = \left( \frac{B^2}{1 - B^2} + \frac{B^2}{x} + 1 \right) x = \left( \frac{1}{1 - B^2} + \frac{B^2}{x} \right) x = \frac{x}{1 - B^2} + B^2. \]

Multiplying by \( 1 - B^2 \) and solving for \( x \) yields (24). On the other hand, from (22) and (24) we obtain
\[ \frac{1}{A_1} = \frac{x}{B(1 - B)} = (1 - 2B)(1 + B) = 1 - B - 2B^2. \]

Also, directly from (22) we know that \( A_1 x = B - B^2 \), a linear combination of both equations yields
\[ \frac{1}{A_1} - 2A_1 x = 1 - B - 2B^2 - 2B + 2B^2 = 1 - 3B. \]

Solving for \( B \) we obtain
\[ B = \frac{1}{3} \left( 1 - \frac{1}{A_1} + 2A_1 x \right) = \frac{2A_1^2 x + A_1 - 1}{3A_1}. \]

Replacing this on (22) we obtain an expression entirely on \( A_1 \):
\[ A_1 x = \left( \frac{-2A_1^2 x + 2A_1 + 1}{3A_1} \right) \left( \frac{2A_1^2 x + A_1 - 1}{3A_1} \right) \]
\[ = \frac{-4A_1^4 x^2 - 2A_1^3 x + 2A_1^2 x + 4A_1^3 x + 2A_1^2 x - 2A_1 + 2A_1^2 x + A_1 - 1}{9A_1^2}. \]

Multiplying by \( 9A_1^2 \) and simplifying we obtain (23).
We are now ready to prove Theorem 1.7, the main result of this section. We use the standard notation
\[ R_\nu(z) := \sum_{n=1}^{\infty} \kappa_n(ab + ba)z^n \quad \text{and} \quad M_\nu(z) := \sum_{n=1}^{\infty} \phi((ab + ba)^n)z^n, \]
for the \( R \)-transform and moment series of \( \nu \), respectively. Where \( \nu \) is the distribution of the free anti-commutator of two free Poisson distributions.

**Proof of Theorem 1.7.** We want to show that the compositional inverse of the moment series of \( \nu \) is given by
\begin{equation}
M_\nu^{(1)}(z) = \frac{-7z - 6 + 3\sqrt{(z + 2)(9z + 2)}}{4(z + 2)(z + 1)}.
\end{equation}

For this, we first observe that the \( R_\nu \) is simply \( 2 \cdot A \). This implies that \( 2(A(x) + 1) = R_\nu(x) + 2 \). Therefore, if we multiply \((23)\) by 8 (to avoid fractions on the coefficients) and write it in terms of the \( R \)-transform we get
\[ 0 = 2(R_\nu(x) + 2)^4x^2 + 7(R_\nu(x) + 2)^3x - 4(R_\nu(x) + 2)^2x - 8(R_\nu(x) + 2)^2 + 4(R_\nu(x) + 2) + 8 \]
\[ = \left(2(R_\nu(x) + 2)^4\right)x^2 + \left((R_\nu(x) + 2)^2(7R_\nu(x) + 6)\right)x - \left(4R_\nu^2(x) + 12R_\nu(x)\right). \]

Let us simplify this expression by taking \( y := (R_\nu(x) + 2)^2x \), this yields
\[ 0 = 2y^2 + (7R_\nu(x) + 6)y - 4(R_\nu^2(x) + 3R_\nu(x)). \]
This is a polynomial in \( y \) of degree 2 so by the quadratic formula we know that
\[ y = \frac{-7R_\nu(x) + 6 \pm \sqrt{(7R_\nu(x) + 6)^2 + 4 \cdot 2 \cdot 4(R_\nu^2(x) + 3R_\nu(x))}}{2 \cdot 2}. \]
The discriminant simplifies to
\[ 49R_\nu^2(x) + 84R_\nu(x) + 36 + 32R_\nu^2(x) + 96R_\nu(x) = 9(R_\nu(x) + 2)(9R_\nu(x) + 2), \]
and we obtain that
\[ x = \frac{y}{(R_\nu(x) + 2)^2} = \frac{-7R_\nu(x) + 6 \pm 3\sqrt{(R_\nu(x) + 2)(9R_\nu(x) + 2)}}{4(R_\nu(x) + 2)^2}. \]
Since we want \( R_\nu(0) = 0 \) to hold, we pick the positive sign in the previous equation. Thus the compositional inverse \( R^{(-1)}(z) \) of the \( R \)-transform is
\[ R^{(-1)}(z) = \frac{-7z - 6 + 3\sqrt{(z + 2)(9z + 2)}}{4(z + 2)^2(z + 1)} \]
And by a basic relation between \( R^{(-1)}(z) \) and \( M^{(-1)}(z) \), (see formula (16.31) of [NS06]), we conclude that
\[ M^{(-1)}(z) = \frac{R^{(-1)}(z)}{(1 + z)} = \frac{-7z - 6 + 3\sqrt{(z + 2)(9z + 2)}}{4(z + 2)^2(z + 1)}, \]
as desired. \( \square \)

**Remark 5.5.** If we consider the Cauchy transform \( G := G_\nu(z) \) and use its relation to the \( R \)-transform or the Moment series of \( \mu \), we can obtain that \( G \) is the solution to a polynomial equation of degree six:
\[ 2z^4G^6 + 8z^3G^5 + 12z^2G^4 + 8zG^3 + 2G^2 + 7z^3G^4 + 13z^2G^3 + 5zG^2 - G - 4z^2G^2 - 4zG + 8 = 0. \]
For instance, we can directly obtain this from \((23)\) and the relation \( zG(z) + 1 = 2A(G(z)) + 2. \)
Remark 5.6 (Anti-commutator of two free Poisson with parameter \( \lambda \)). Let \( \nu \) be the distribution of \( ab + ba \), where \( a, b \) are free Poisson of parameter \( \lambda > 0 \). Notice that our discussion from Section 4 together with Corollary 1.6 yield that \( \kappa_n(\nu) = P_n(\lambda) \) is a polynomial on \( \lambda \) of degree \( n + 1 \), with principal coefficient \( 2^n C_n \), and where 0 is a root of multiplicity \( \left\lfloor \frac{n}{2} \right\rfloor + 1 \).

More specifically, if we let \( h := \left\lfloor \frac{n}{2} \right\rfloor \) we have that
\[
P_n(\lambda) = \lambda^{n+1-h}\left(d_0\lambda^h + d_1\lambda^{h-1} + \cdots + d_h\right),
\]
where \( d_r := 2\left|\gamma_r^{(r)}\right| \) for \( r = 0, 1, \ldots, h \).

5.2. Anti-commutator of two even elements.

In this section we apply Theorem 1.4 to the special case where both \( a \) and \( b \) are even elements. Recall that \( a \) is an even element if all its odd moments are 0, namely \( \varphi(a^n) = 0 \) for every odd \( n \). This case was already studied by Nica and Speicher in connection with the free commutator (see Theorem 15.20 of [NS06]). Here we recover this formula using our main result and some nice combinatorial observations.

**Theorem 5.7** (Theorem 15.20 of [NS06]). Let \( a \) and \( b \) two free even random variables. Then the odd free cumulants of the anti-commutator are 0 while the even free cumulants are given by the following formula
\[
(26) \quad \kappa_{2n}(ab + ba) = 2\sum_{\pi_1 \in \mathcal{NC}(n)} \left( \prod_{V \in \pi_1} \kappa_2|V|(a) \right) \sum_{\pi_2 \in \mathcal{NC}(n)} \left( \prod_{W \in \pi_2} \kappa_2|W|(b) \right), \quad \forall n \in \mathbb{N}.
\]

**Proof.** The approach is to use our main theorem, to express the cumulant of the anti-commutator as sum indexed by \( \mathcal{X}_{2n} \), that can be further restricted to even partitions. If we apply \( Kr^{-1} \) to this index set, we obtain partitions in \( \mathcal{Y}_{2n} \) that are parity preserving. These partitions have a simple description, so when we apply the Kreweras complement we retrieve the result. Let us begin by applying Theorem 1.4 to rewrite \( \kappa_n(ab + ba) \) as
\[
(27) \quad \sum_{\pi \in \mathcal{X}_{2n}} \left( \prod_{V \in \pi} \kappa_1|V|(a) \right) \prod_{W \in \pi''} \kappa_1|W|(b) + \prod_{V \in \pi'} \kappa_1|V|(b) \prod_{W \in \pi''} \kappa_1|W|(a).
\]

Recall that by the moment-cumulant formula, since \( a \) and \( b \) are even, this readily implies that all its odd cumulants vanish. Thus, whenever we have some block \( V \in \pi \) such that \( |V| \) is odd, the whole product will vanish. As a result, if \( n \) is odd, all the products will have such a block and we get that \( \kappa_n(ab + ba) = 0 \). Moreover when \( n \) is even, the partition \( \pi \) must be even for the product not to vanish. Thus the index of the sums in (27) can be restricted to \( \mathcal{X}_{2n} \cap \mathcal{NC}^{even}(2n) \). Since we understand better \( \mathcal{Y}_{2n} \), let us take inverse of the Kreweras complement map. Using Remark 2.9 we get that
\[
Kr^{-1}(\mathcal{X}_{2n} \cap \mathcal{NC}^{even}(2n)) = Kr^{-1}(\mathcal{X}_{2n}) \cap Kr^{-1}(\mathcal{NC}^{even}(2n)) = \mathcal{Y}_{2n} \cap \mathcal{NC}^{par}(2n).
\]

Notice that every partition \( \sigma \in \mathcal{Y}_{2n} \cap \mathcal{NC}^{par} \) can be written as \( \{B_1, \ldots, B_{2n-1}, E_1, \ldots, E_r\} \) with \( i \in B_i \) and \( |E_j| \) even. Moreover, the blocks of \( \sigma \) have the same parity. Therefore, \( B_i \subset \{1, 3, \ldots, 2n - 1\} \) and this implies that \( B_i = \{i\} \) for \( i = 1, 3, \ldots, 2n - 1 \). On the other hand, we have that \( E_1 \cup \cdots \cup E_r = \{2, 4, \ldots, 2n\} \) and since all have even size, we get that \( \sigma' := \sigma|\{2, 4, \ldots, 2n\} \) is an even partition. Therefore, \( \sigma = \langle 0_n, \sigma' \rangle \) for an even partition \( \sigma' \) (see Notation 2.6), and we obtain the simpler description
\[
\mathcal{Y}_{2n} \cap \mathcal{NC}^{par}(2n) = \{\langle 0_n, \sigma' \rangle \in \mathcal{NC}(2n) : \sigma' \in \mathcal{NC}^{even}(n)\}.
\]

Now we apply the Kreweras complement to this set in order to retrieve \( \mathcal{X}_{2n} \cap \mathcal{NC}^{even}(2n) \). Let us denote by \( I'_{2n} := \{\{2,3\}, \{4,5\}, \ldots, \{2n-2, 2n-1\}, \{1,2n\}\} \) the partition which is the
Let us now consider the ‘fattening’ map $\Psi : [n] \to I_{2n}$ that sends every $j \in [n]$ to the pair $\Psi(j) = \{2j, 2j+1\} \in I_{2n}$ (where we assume $2n+1 = 1$). We can naturally extend this map to blocks $V = \{j_1, \ldots, j_k\} \subset [n]$ by taking $\Psi(V) = \{2j_1, 2j_1+1, \ldots, 2j_k, 2j_k+1\} \subset [2n]$, and we can extend it further to partitions $\tau \in N\mathcal{C}(2n)$ by taking $\Psi(\tau) = \{\Psi(V) : V \in \tau\} \in N\mathcal{C}(2n)$. Then we have a bijection

$$\Psi : N\mathcal{C}(n) \to \{\pi \in N\mathcal{C}(2n) : \pi \geq I_{2n}\},$$

and we obtain that partitions $\pi \in \mathcal{X} \cap N\mathcal{C}_{\text{even}} = Kn(\mathcal{Y} \cap N\mathcal{C}_{\text{par}})$ can be described as $\pi = \Psi(\tau)$ for some $\tau \in N\mathcal{C}_{\text{par}}(n)$. Therefore in (27) we can alternatively sum over $\Psi(N\mathcal{C}_{\text{par}}(n))$. Moreover, the tuple $\varepsilon_\pi$ associated to a partition $\pi \in \Psi(N\mathcal{C}_{\text{par}}(n))$ satisfies that $A(\varepsilon_\pi) = \{\Psi(V) \subset [2n] : V \subset \{1, 3, \ldots, n-1\}\}$ and $B(\varepsilon_\pi) = \{\Psi(V) \subset [2n] : V \subset \{2, 4, \ldots, n\}\}$. Thus, for $\pi = \Psi(\tau)$ we have

$$\prod_{V \subset A(\varepsilon_\pi)} \kappa_{|V|}(a) \prod_{W \subset B(\varepsilon_\pi)} \kappa_{|W|}(b) = \prod_{V' \subset \{1, 3, \ldots, n-1\}} \kappa_{|V'|}(a) \prod_{W' \subset \{2, 4, \ldots, n\}} \kappa_{|W'|}(b).$$

Finally, if we write $n = 2m$ we have the description $N\mathcal{C}_{\text{par}}(n) : \{\langle \pi_1, \pi_2 \rangle \in N\mathcal{C}(n) : \pi_1, \pi_2 \in N\mathcal{C}(m), \pi_2 \leq Kn(\pi_1)\}$, and we obtain the desired result. $\square$

6. Cacti graphs and quadratic forms

This section is divided in two parts. The first part is devoted to prove Theorem 1.14, which is a formula for the anti-commutator where the summation is now indexed by cacti graphs. In the second part we prove Theorem 1.18, a generalization that expresses cumulants of quadratic forms as sums indexed by colored cacti graphs.

6.1. A formula in terms of cacti graphs.

Through this section we will consider a directed version of the graph $\mathcal{G}_\pi$ from Definition 1.1.

Definition 6.1. Given a $\pi \in N\mathcal{C}(n)$, we denote by $\overrightarrow{\mathcal{G}_\pi}$ the directed graph with vertices given by the blocks of $\pi$ and $n$ edges, where for the direction of the $k$-th edge, we simply select the block containing element $2k-1$ as the outgoing vertex and the block containing element $2k$ as the ingoing vertex.

For a directed graph $\overrightarrow{\mathcal{G}}$, we use the notation $\overrightarrow{(v,w)}$ to mean that $v$ is the outgoing vertex and $w$ the ingoing vertex. We say that a cycle $v_1, \ldots, v_j$ is oriented if all its edges are in the same direction, namely $\overrightarrow{(v_i, v_{i+1})}$ for $i = 1, \ldots, j$.

We begin by proving Proposition 1.10, which asserts that graphs $\mathcal{G}_\pi$ coming from a non-crossing partition $\pi$ must be cacti. Moreover, we notice that the cycles of $\overrightarrow{\mathcal{G}_\pi}$ are oriented.

Proof of Proposition 1.10. Let $\pi$ be a non-crossing partition and take a block $V \in \pi$. The other blocks $W \in \pi$ can be naturally separated in two groups. Either $W$ is nested inside of $V$, namely $\min V \leq \min W \leq \max W \leq \max V$, otherwise we say the $W$ is outside $V$. Let us denote

$$\mathcal{N}_V := \{W \in \pi : W \text{ nested inside of } V\} \quad \text{and} \quad \mathcal{O}_V := \pi \setminus (\mathcal{N}_V \cup \{V\}).$$

Notice that there is no edge in $\mathcal{G}_\pi$ that connects a vertex from $\mathcal{N}_V$ with a vertex from $\mathcal{O}_V$. Indeed, for the sake of contradiction assume that $Y \in \mathcal{N}_V$, $W \in \mathcal{O}_V$ and the edge $e_i = (2i-1, 2i)$ connects $Y$ and $W$, this means that $Y$ and $W$ have elements that differ by 1, but this is impossible as $Y \subset \{\min(V) + 1, \ldots, \max(V) - 1\}$ while $W \subset \{1, \ldots, \min(V) - 1\} \cup \{\max(V) + 1, \ldots, 2n\}$, a contradiction.
If we consider a simple cycle \( V_1, \ldots, V_j \) of \( G_\pi \), the previous observation yields that for \( i = 1, \ldots, j \) if we take the vertex \( V_i \), then the other vertices \( V_1, \ldots, V_{i-1}, V_{i+1}, \ldots, V_j \) all belong either to \( N_{V_i} \) in which case we say \( V_i \) is principal, or else they all belong to \( O_{V_i} \). It is easy to check that there must be at least one principal block, otherwise we can order the blocks \( V_1 < V_2 < \cdots < V_j \) in such a way that \( \max(V_i) + 1 = \min(V_{i+1}) \) for \( i = 1, \ldots, j - 1 \). But we also need that \( \max(V_j) + 1 = \min(V_1) \) which is impossible. Moreover, if a vertex \( V \) is principal, then the other blocks are nested inside it and no other vertex can be principal, so in every cycle there is exactly one principal vertex. Assume without loss of generality that \( V_1 \) is the principal vertex, this forces that \( \max(V_i) + 1 = \min(V_{i+1}) \) for \( i = 2, \ldots, j - 1 \), and that \( \min(V_2) - 1 \) and \( \max(V_j) + 1 \) are two consecutive elements of \( V_1 \). Notice that if we consider the directed version \( \overrightarrow{G_\pi} \), this implies that the cycle is oriented, thus every simple cycle of \( \overrightarrow{G_\pi} \) must be oriented.

Observe that a principal vertex \( V \) is a block of the partition \( \pi \), thus its elements \( V = \{x_1, \ldots, x_r\} \) naturally leave \( r - 1 \) pockets \( P_i := \{x_s + 1, \ldots, x_{s+1} - 1\} \) for \( s = 1, \ldots, r - 1 \). Then, if an edge \((W, Y)\) is on a simple cycle with principal vertex \( V \), this means that both blocks are contained on the same pocket, say \( P_i \). Moreover, the only possible cycle within \( P_i \) that has \( V_1 \) as principal vertex must consist of those blocks covered by \( V \) in \( P_i \) (namely, the outer blocks of \( \pi[P_i] \)). This implies that given a vertex \( V \) and an edge \((W, Y)\) of a graph \( G_\pi \), there is at most one simple cycle that has \( V \) as principal vertex and \((W, Y)\) as an edge.

To conclude that every \( G_\pi \) is a cactus we proceed by contradiction. Assume that the edge \((Y, W)\) belongs to two different simple cycles \( s_1 \) and \( s_2 \), and consider the principal vertex \( V_1 \) and \( V_2 \) of each cycle. Then \( V_1 \) and \( V_2 \) both cover \( Y \) (and \( W \)) so \( V_1 = V_2 \), but this further implies that \( s_1 = s_2 \).

**Remark 6.2.** Recall that for a planar graph \( G \), Euler’s formula states that \( v - e + f = 2 \), where \( v := |V_G| \), \( e := |E_G| \) and \( f \) are the number of vertices, edges and faces, respectively, of the graph \( G \). This formula has a very nice interpretation in terms of partitions. Consider a partition \( \sigma \in \mathcal{Y}_{2n} \), its Kreweras complement \( \pi := K^r(\sigma) \in \mathcal{X}_{2n} \) and the graph \( G_\pi \). First, the vertices of \( G_\pi \) are the blocks of \( \pi \), so \( v = |\pi| \). Secondly, we have a fixed number of edges \( n \), so \( e = n \). Finally, we can write \( \sigma \) as \( \{B_1, B_3, \ldots, B_{2n-1}, E_1, \ldots, E_r\} \), and we noticed in Section 3 that each of the even blocks \( E_j \) corresponds to a simple cycle of \( G_\pi \), or equivalently, to an inner face of its planar representation. If we add the outer face we get that \( f = r + 1 = |\sigma| - n + 1 \). Thus, Euler’s formula asserts that \( |\pi| - n + |\sigma| - n + 1 = 2 \) or equivalently that \( |\pi| + |\sigma| = 2n + 1 \). But this is a well known fact of the Kreweras complement. Thus, in this case the formula satisfied by the Kreweras complement, \( |\sigma| + |K^r(\sigma)| = 2n + 1 \) is just a recast of Euler’s formula.

Next we study the size of \( \{\pi \in \mathcal{NC}(2n) : G_\pi = G\} \) for a given cactus graph \( G \). We begin by explaining why every cactus graph \( G \) has at least one outercycle \( C \) (possibly several).

**Remark 6.3.** Cacti graphs are outetranplanar, that is, they admit a planar representation where all vertices belong to the outer (unbounded) face. In such a planar representation, each simple cycle corresponds to an inner face, and for every edge \( e \in E_G \) there are exactly two faces that have \( e \) as an edge. If \( e \) is rigid, one of the faces is the simple cycle it belongs to, while the other must be the outer face. On the other hand, if \( e \) is flexible, the ‘two’ faces turn out to be the same face, which has to be the outer face. Thus, if we fix an edge and start moving around the contour of the outer face in counter-clockwise direction, we will obtain a cycle \( C = \langle v_1, e_1, v_2, e_2, \ldots, v_j, e_j \rangle \), that passes once through every rigid edge and twice through every flexible edge, thus \( C \) is an outercycle. Notice that the outercycle completely determines the planar representation of \( G \), thus it determines \( G \), as we can retrieve the graph by drawing the edges in order in counter-clockwise direction, being careful that we may need to return to every vertex several times. The number of outercycles of each
cactus $\mathcal{C}$ depends on the number of planar representations. Furthermore, for each planar representation we may have various outercycles, depending on which edge we start, and some of these outercycles may turn out to be the same, if there is an automorphism of $\mathcal{C}$ sending one to another.

After this discussion, we are ready to prove Proposition 1.13, which asserts \(|\{\pi \in \mathcal{NC}(2n) : (\mathcal{C}_\pi, \mathcal{C}_\pi) = (\mathcal{C}, \mathcal{C})\}| = 2^{f_C}\), where $f_C$ is the number flexible edges without counting the first edge $C$.

**Proof of Proposition 1.13.** The main idea is that if we consider a $\pi \in \mathcal{NC}(2n)$, then we already observed that $\mathcal{C}_\pi$ is a cactus whose all simple cycles are oriented. Moreover, $\mathcal{C}_\pi$ was constructed in a way that when a rigid edge $e_i = (v_i, v_{i+1})$ appears in $\mathcal{C}_\pi$ it is pointing to the right $\mathcal{C}_i$. Thus in order to go from the pair $(\mathcal{C}_\pi, \mathcal{C}_\pi)$ to $(\mathcal{C}, \mathcal{C})$ we just need to forget the direction of all the edges, except $\mathcal{C}_i$ which is oriented to the right by construction. Then, to get the preimage we have a pair $(\mathcal{C}, \mathcal{C})$ and want to reconstruct $(\mathcal{C}_\pi, \mathcal{C}_\pi)$, but this amounts to remembering (choosing) the direction of the flexible edges different from $e_1$, since the directions of the rigid edges and of $e_1$ are determined by $C$. And this can be done in $2^{f_C}$ different ways. The detailed proof consists of two main steps:

First, we transform the undirected graph $\mathcal{G}$ into a directed graph $\overrightarrow{\mathcal{G}}$. For this, we pick a direction for the edges $E_{\mathcal{G}}$. We will do this by assigning a direction to the edges $e_1, \ldots, e_j$ of $C$. For $e_r = (v_r, v_{r+1})$ we use the notation $\overrightarrow{e_r} = (v_r, v_{r+1})$ or $\overleftarrow{e_r} = (v_{r+1}, v_r)$. We begin by assigning the simplest direction, that is $\overrightarrow{e_1}, \ldots, \overrightarrow{e_j}$. Since every rigid vertex appears once in $C$, this direction is well defined for these edges. Moreover, since we draw $C$ in counterclockwise direction, this implies that every simple cycle will be also oriented in counterclockwise direction. On the other hand, flexible edges appear twice in $C$, and actually the direction we assigned is always inconsistent. For instance if the flexible edge $e$ appears in $C$ as $e_r = (v_r, v_{r+1})$ and as $e_s = (v_s, v_{s+1})$ for $1 \leq r < s \leq j$, then we must have that $v_{r+1} = v_s$ and $v_r = v_{s+1}$. This is because $e$ is not in a simple cycle, and thus if we remove $e$ from $\mathcal{G}$ we disconnect the graph, (separating $v_r$ from $v_{r+1}$) and since $v_{r+1}, v_{r+2}, \ldots, v_s$ is a path in the disconnected graph, this implies that $v_{r+1} = v_s$ and thus $v_r = v_{s+1}$. Thus we either need to assign $\overrightarrow{e_r}$ and $\overrightarrow{e_s}$ or take $\overleftarrow{e_r}$ and $\overleftarrow{e_s}$. If $e_1$ is a flexible edge, we always pick $\overrightarrow{e_1}$, since $\mathcal{C}_\pi$ starts with the block containing element 1, and goes to the block containing element 2. For any other flexible edge, we can go for any of the two choices. After this procedure, in our sequence $\overrightarrow{e_1}, \overrightarrow{e_2}, \overrightarrow{e_3}, \ldots, \overrightarrow{e_j}$ of edges of $C$ we end up with $n$ of them pointing to the right, one for each rigid edge and one for each flexible edge. Meanwhile, the remaining $j - n$ edges of $C$, one for each flexible edge, are pointing to the left. Choosing a direction for each flexible edge different from $e_1$ can be done in two ways, so in total we have $2^{f_C}$ possible directed graphs $\overrightarrow{\mathcal{G}}$ obtained from $\mathcal{G}$.

The second part of the proof consists on observing that each directed oriented cactus $\overrightarrow{\mathcal{G}}$ determines a unique partition $\pi \in \mathcal{NC}(n)$ such that $(\mathcal{C}_\pi, \mathcal{C}_\pi) = (\mathcal{C}, \mathcal{C})$. To retrieve the partition we consider in order the $n$ edges of $C$ that are pointing to the right: $\overrightarrow{e_1}, \overrightarrow{e_2}, \ldots, \overrightarrow{e_n}$ (with $1 = i_1 < i_2 < \cdots < i_n \leq j$). Then, we set $\overrightarrow{L_r} := \overrightarrow{e_i}$ to be the edge going from the block containing $2r-1$ to the block containing $2r$. Namely, if $\overrightarrow{L_r} = (u, v)$ this means that $u \geq 2r - 1$ and $v \geq 2r$. Notice that this uniquely determines a non-crossing partition. This is because if we have a vertex $V$ with outcoming edges $l_{k_1}, \ldots, l_{k_r}$ and incoming edges $l_{m_1}, \ldots, l_{m_s}$, this implies that the block $V$ has elements $2k_1 - 1, \ldots, 2k_r - 1$ and $2m_1, \ldots, 2m_s$. □

**Remark 6.4.** Notice that as a corollary of the result we just proved, we can give a new proof of Proposition 4.5, which states that $|\mathcal{Y}_n^{(0)}| = 2^{n-1}C_n$. Recall that $\mathcal{Y}_n^{(0)}$ consist of those partitions of the form $\sigma = \{B_1, B_3, \ldots, B_{2n-1}\}$ that separate odd elements and do not have ‘even’ blocks. But in terms of the graph of its Kreweras complement $\pi := Kr(\sigma)$,
this means that $\mathcal{G}_\pi$ is a cactus graph with no cycles. This is better known as a tree. Let $\text{OTG}_n$ denote the set of oriented tree graphs, which are simply those oriented cacti graphs $(\mathcal{G}, C) \in \text{OCG}_n$ such that $\mathcal{G}$ is a tree. Notice that $\text{OTG}_n$ is in bijection with planar rooted trees with $n$ edges, which are counted by the Catalan number $C_n$. Indeed, given a planar rooted tree, we take $\mathcal{G}$ to be the tree itself, and for the orientation $C$ we start in the root and go around in counter-clockwise direction. Moreover, in a tree all the edges are flexible, so $f_C = n - 1$ (as the first edge of the cycle do not counts). Thus, we can conclude that $|\mathcal{Y}_{2n}^{(0)}| = \{|\pi \in \mathcal{NC}(2n) : (\mathcal{G}_\pi, C_\pi) \in \text{OTG}_n\} = 2^{n-1}C_n$.

We can also give a new proof of Proposition 4.6, which asserts that

$$\left|\mathcal{Y}_{4k}^{(k)}\right| = C_k \quad \text{and} \quad \left|\mathcal{Y}_{4k+2}^{(k)}\right| = (2k + 1)C_{k+1}, \quad \forall k \in \mathbb{N}.$$ 

In this case we look for cacti graphs $\mathcal{G}$ with the largest amount of cycles, in the even case when the cactus has $2k$ edges, the largest amount of cycles can be $k$, all of which should have size 2, and all edges must be rigid. But cycles of size two are just two edges joining the same two vertices. And if we ‘thin’ the cactus by identifying the edges in each pair, we end up with a tree on $k$ edges. Each orientation of the resulting tree gives one possible orientation of the associated cactus and we directly conclude that $|\mathcal{Y}_{4k}^{(k)}| = C_k$. The odd case can be handled in a similar way.

We now proceed to prove Theorem 1.14, which is a purely graph theoretic formula for the anti-commutator, where index now runs over bipartite cacti graphs.

**Proof of Theorem 1.14.** Recall that in Theorem 1.4 we found the following formula for the anti-commutator:

$$\kappa_n(ab + ba) = \sum_{\pi \in \mathcal{F}_{2n}} \left( \prod_{V \in \pi'} \kappa_{|V|}(a) \prod_{W \in \pi''} \kappa_{|W|}(b) + \prod_{V \in \pi'} \kappa_{|V|}(b) \prod_{W \in \pi''} \kappa_{|W|}(a) \right). \tag{28}$$

From Proposition 1.10 we know that $\mathcal{G}_\pi$ is always a cactus, and we already saw in Section 3 that $\mathcal{G}_\pi$ must be bipartite. In other words, all its simple cycles are of even size. So we can break the sum depending on which bipartite cactus graph $\mathcal{G}_\pi$ is formed by $\pi$, moreover we consider the canonical orientation $C_\pi$ of $\pi$. Then, $\kappa_n(ab + ba)$ is expressed as

$$\sum_{(\mathcal{G}, C) \in \text{OCG}_n} \sum_{\substack{\pi \in \mathcal{F}_{2n} \\ (\mathcal{G}, C_\pi) = (\mathcal{G}, C) \in \pi' \cup \pi''}} \left( \prod_{V \in \pi'} \kappa_{|V|}(a) \prod_{W \in \pi''} \kappa_{|W|}(b) + \prod_{V \in \pi'} \kappa_{|V|}(b) \prod_{W \in \pi''} \kappa_{|W|}(a) \right). \tag{29}$$

But we know that $(\pi', \pi'') = (V'_\mathcal{G}, V''_\mathcal{G})$ is the unique bipartition of $\mathcal{G}$. And we can observe that for $V \in \pi$ the size of the block $|V|$ corresponds to the degree of $V$ as a vertex of $\mathcal{G}$. Thus, once we fix a graph $\mathcal{G}$, no matter which partition it came from, the term of the sum is given by:

$$\prod_{v \in V'_\mathcal{G}} \kappa_{|v|}(a) \prod_{w \in V''_\mathcal{G}} \kappa_{|w|}(b) + \prod_{v \in V'_\mathcal{G}} \kappa_{|v|}(b) \prod_{w \in V''_\mathcal{G}} \kappa_{|w|}(a).$$

Moreover, from Proposition 1.13 we know that $|\{\pi \in \mathcal{NC}(2n) : (\mathcal{G}_\pi, C_\pi) = (\mathcal{G}, C)\}| = 2^{f_C}$. and this allows us to conclude that

$$\kappa_n(ab + ba) = \sum_{(\mathcal{G}, C) \in \text{OCG}_n} 2^{f_C} \left( \prod_{v \in V'_\mathcal{G}} \kappa_{|v|}(a) \prod_{w \in V''_\mathcal{G}} \kappa_{|w|}(b) + \prod_{v \in V'_\mathcal{G}} \kappa_{|v|}(b) \prod_{w \in V''_\mathcal{G}} \kappa_{|w|}(a) \right).$$

$\square$
A direct application of Theorem 1.14 is Corollary 1.15 concerning the case where the variables have the same distribution. Another interesting application is Proposition 1.16 which studies the case when one variable is semicircular. We present the proof of the latter as it is not straightforward as the former.

**Proof of Proposition 8.** Recall that Equation (6) asserts that for every \( n \in \mathbb{N} \)

\[
\kappa_m(as + sa) = \sum_{(G,C) \in \text{OCG}_m} 2^{fc} \left( \prod_{v \in V_G^0} \kappa_d(v)(a) \prod_{w \in V_G^0} \kappa_d(w)(s) \prod_{v \in V_G^0} \kappa_d(w)(s) \prod_{w \in V_G^0} \kappa_d(v)(a) \right).
\]

Recall that \( \kappa_d(v)(s) = 0 \) unless \( d(v) = 2 \), so the whole product will vanish unless \( d(v) = 2 \) for all \( V_G^0 \). Let us say that \( V_G^0 \) and \( V_G^0 \) are 2-regular if all its vertices have degree 2 in \( G \). This means that our formula simplifies to

\[
\kappa_m(as + sa) = \sum_{(G,C) \in \text{OCG}_m} 2^{fc} \prod_{v \in V_G^0} \kappa_d(v)(a) + \sum_{(G,C) \in \text{OCG}_{2n}} 2^{fc} \prod_{v \in V_G^0} \kappa_d(v)(a).
\]

Notice that since \( (V_G^0, V_G^0) \) is a bipartition of the graph \( G \) which has \( m \) edges, this implies that \( \sum_{v \in V_G^0} d(v) = m = \sum_{v \in V_G^0} d(v) \). But, if \( V_G^0 \) or \( V_G^0 \) are 2-regular this forces \( m \) to be even. Thus, the product vanishes whenever \( m \) is odd and we get \( \kappa_m(as + sa) = 0 \). For the even case \( m = 2n \), let us focus on the second summation. Notice that given a bipartite graph \( (G, C) \in \text{OCG}_{2n} \) such that \( V''_G \) is 2-regular we can construct a graph \( (G', C') \in \text{OCG}_n \), by ‘erasing’ all the vertices \( w \in V''_G \) but keeping track of the 2 edges ending on \( w \), say \( e = (u, w) \in E_G \) and \( f = (w, v) \in E_G \), by merging them into the edge \( g = (u, v) \in E_{G'} \).

Finally, let \( V_{G'} = V''_G \) and draw and edge between \( u, v \in V''_G \) if there exist a vertex \( w \in V''_G \) such that \( (u, w), (w, v) \in E_G \).

Given an outercycle \( C = (v_1, e_1, w_1, f_1, v_2, e_2, w_2, f_2, \ldots, w_j, f_j) \) of \( G \), where \( v_i \in V_G^0 \) and \( w_i \in V_G^0 \) for \( i = 1, \ldots, j \), there is a natural way to construct an outercycle \( C' = (v_1, g_1, v_2, g_2, \ldots, v_j, g_j) \) of \( G' \), by letting \( g_i \in E_{G'} \) be the edge obtained by merging edges \( e_i \) and \( f_i \) of \( G \). Notice that for each \( w \in V''_G \), either both \( (u, w) \) and \( (w, v) \) are flexible edges of \( G \) and thus \( (u, v) \) is a rigid edge of \( G' \) or both are rigid edges of \( G \) and \( (u, v) \) is a rigid edge of \( G' \). This implies that the flexible edges of \( G' \) are half the flexible edges of \( G \), thus we have that if \( e_1 \) is flexible, then \( f_C = 2f_{C'} + 1 = g_C \), and if \( e_1 \) is rigid, then \( f_C = 2f_{C'} = g_C \).

The previous procedure is actually a bijection between \( \text{OCG}_n \) and

\[
\{(G, C) \in \text{OCG}_{2n} : G \text{ is bipartite, } V''_G \text{ is 2-regular}\}.
\]

This means that we have

\[
\sum_{(G,C) \in \text{OCG}_{2n}} 2^{fc} \prod_{v \in V_{G'}} \kappa_d(v)(a) = \sum_{(G', C') \in \text{OCG}_n} 2^{2fc} \prod_{v \in V_{G'}} \kappa_d(v)(a)
\]

With a similar, but slightly more involved procedure, we can biject \( \text{OCG}_n \) with

\[
\{(G, C) \in \text{OCG}_{2n} : G \text{ is bipartite, } V''_G \text{ is 2-regular}\},
\]

and we again obtain the right-hand side of (30) when on the left-hand side we take \( V' \) to be 2-regular instead of \( V''_G \). Adding both cases we conclude Equation (8). \( \square \)

To conclude this section let us comment on how the even case looks in this cactus graph approach. This case is particularly interesting as the graphs appearing here are the same that appear in the study of Traffic Freeness.
Definition 6.5. We say that a cactus graph $G$ is rigid, if all its edges are rigid. Namely, all its edge belong to exactly one simple cycle.

Remark 6.6. The term ‘cactus’ has already appeared in the study of Traffic Freeness in connection to Free Probability, see for instance [Mal20], [AM20] and the references therein. In [AM20], a cactus graph has all its edges on a simple cycle, thus it is what we call rigid cactus. What we call cactus, in that paper appears under the name of quasi-cactus. Although Au and Male consider graphs with extra structure necessary for handling traffics, some of the underlying combinatorial techniques look similar. The similarities and differences between these two alike objects of study can be explained if we look at how the graphs are constructed from a non-crossing partition. In [AM20], this is done via a quotient graph called $C^\pi$, which in our approach can be described as the graph $G\pi$ where $n$ extra edges are drawn, each joining the blocks containing elements $2i$ and $2i+1$ for $i = 1, \ldots, n$. Adding these extra edges forces the cactus graph to be rigid.

The study of the anti-commutator via graphs, in the special case where the variables are even is governed by rigid cacti, as pointed out by the following result.

Corollary 6.7. Consider two free even random variables $a$ and $b$. Then, for every $n \geqslant 1$

$$\kappa_n(ab + ba) = \sum_{\substack{(G,C)\in\text{OCC}_n \\ G \text{ is bipartite} \ \ \ G \text{ is rigid}}} \left( \prod_{v\in V_G} \kappa_{d(v)}(a) \prod_{u\in V_G''} \kappa_{d(u)}(b) + \prod_{v\in V_G} \kappa_{d(v)}(b) \prod_{u\in V_G''} \kappa_{d(u)}(a) \right).$$

Proof. We observe that cacti graphs where all its vertices have even degree must be rigid. Indeed, for the sake of contradiction assume that $G$ is a cactus graph where all its vertices have even degree and it has a flexible edge $e$. If we consider the graph $G'$ obtained by deleting $e$ from $G$, then $G'$ has two connected components, let $A$ be one of these components and let $v$ be the unique vertex of $A$ that was an endpoint of $e$. Then the degree of $v$ in $G'$ is odd (as $dg(v)$ in $G$ is even and we removed $e$), since the sum of the degrees of the vertices in $A$ is even, there must be another vertex $u$ that has odd degree, but then $d(u)$ in $G$ is odd, a contradiction. Notice that the converse is trivial, thus, rigid cacti are characterized as cacti where all its vertices have even degree. If we restrict the sum in (6) to graphs with only even degrees, and we use previous observation we directly get (31).

Remark 6.8. Recall that in Theorem 5.7 we already had a formula for the anti-commutator of even variables. The reason why the right-hand side of formula (26) is the same as the right-hand side of (31), follows from the fact that oriented rigid cacti graphs with $2n$ edges are in bijection with $\mathcal{NC}(n)$. This bijection should be clear from the development in [AM20] and previous work on Traffic Freeness related to rigid cacti graphs. Below we just give an idea on a precise bijection that uses oriented tree graphs.

Given an oriented rigid ridget cactus graph $G$ consider the tree $T_G$ that has vertices given by the vertices and faces (simple cycles) of $G$, we draw an edge between a vertex $v$ and a face $f$ of $G$ if $v$ is contained in $f$. It is easy to see that $T_G$ is a tree with $n$ edges, and where the degree of $v$ in $T_G$ is now half the degree of $v$ in $G$. The outercycle $C = (v_1, e_1, v_2, \ldots)$ of $G$ naturally gives an outercycle $C'$ of $T_G$ that starts in $v_1$ and whenever we had the string $(v_i, e_i, v_{i+1})$ in $C$, we replace it by the string $(v_i, e_i', f_i, e_{i+1}', v_{i+1})$ of $C'$ that instead of going directly from $v_i$ to $v_{i+1}$ first goes to the face $f_i$ that contains $e_i$. On the other hand, non-crossing partitions are in bijection with oriented tree graphs as follows. Let $\pi \in \mathcal{NC}(n)$ and consider the partition $\hat{\pi} = \langle \pi, Kr(\pi) \rangle \in \mathcal{NC}(2n)$, then $(G_{\hat{\pi}}, C_{\hat{\pi}})$ is an oriented tree with $n$ edges, (it must be a tree as it has $n+1$ vertices). Moreover, in the bipartite decomposition $\hat{\pi} = \hat{\pi}' \cup \hat{\pi}''$ the degrees of the vertices of $\hat{\pi}'$ are exactly the sizes of the blocks of $\pi$. Putting together these bijections, gives a combinatorial explanation on why the right-hand sides of (26) and (31) are the same.
6.2. Quadratic forms.
The purpose of this subsection is to prove Theorem 1.18, which is a general version of the main result of the preceding subsection. This theorem enables us to compute quadratic forms on free random variables $a_1, \ldots, a_k$:

$$a := \sum_{1 \leq i, j \leq k} w_{i,j} a_i a_j.$$

The approach is to adapt the ideas from Section 3, to this more general setting. In most of the cases the generalization is straightforward, so we can directly prove a result of this kind. In the proof we restrict our attention to introducing the new necessary notation and pointing out how we can modify our previous results to fit the new setting.

**Proof of Theorem 1.18.** Consider a $2n$-tuple $\varepsilon = (\varepsilon(1), \ldots, \varepsilon(2n)) \in [k]^{2n}$ with entries $\varepsilon(i)$ in $[k] := \{1, \ldots, k\}$. And for $i \in [k]$, let $A_i(\varepsilon) := \{ t \in [2n] : \varepsilon(t) = i \}$ denote the entries of $\varepsilon$ that are equal to $i$. Then, these sets together, $A(\varepsilon) = \{A_1(\varepsilon), \ldots, A_k(\varepsilon)\}$, form an ordered partition of $[2n]$. For every tuple $\varepsilon \in [k]^{2n}$, we denote its weight as

$$w(\varepsilon) := \prod_{r=1}^{n} w_{\varepsilon(2r-1), \varepsilon(2r)}.$$

With this notation, formula (12) from Proposition 3.2 is easily generalized to

$$\kappa_n(a) = \sum_{\pi \in \mathcal{NC}(2n)} \sum_{\varepsilon \in [k]^{2n}} w(\varepsilon) \prod_{i=1}^{k} \left( \prod_{V \subseteq \pi, V \subset A_i(\varepsilon)} \kappa_{|V|}(a) \right).$$

Then, if we fix a $\pi \in \mathcal{NC}(2n)$ such that $\pi \cup I_{2n} = 1_{2n}$. From Lemma 3.3 we know that $G_\pi$ is connected, and proceeding as in Proposition 3.5 we further obtain that for every colored graph $G_\pi \in OCG_n^{(k)}$, we can construct a unique tuple $\varepsilon \in [k]^{2n}$ such that $A(\varepsilon) = \{Q_1, \ldots, Q_k\}$ (as ordered partitions). If replace this in (32) we obtain a general version of our main formula

$$\kappa_n(a) = \sum_{\pi \in \mathcal{NC}(2n), \text{ } \text{ } \text{ } G_\pi \text{ is connected}} w(\varepsilon) \prod_{i=1}^{k} \left( \prod_{V \subseteq \pi, V \subset A_i(\varepsilon)} \kappa_{|V|}(a) \right).$$

Notice that we no longer require the graph to be bipartite, as this was a restriction coming from the fact that anti-commutator is the case $k = 2$ (bicolored) with the extra requirement that $w_{1,1} = w_{2,2} = 0$, which forces the graph to be bipartite. Finally, we can break the sum depending on the oriented cactus graph formed by each $\pi$. Proceeding in the same way we did for the proof of Theorem 1.14, we conclude the desired formula (9).

As a direct corollary of Theorem 1.18 we can restrict to the case where the variables $a_1, \ldots, a_k$ are all even. A formula for the cumulants of a quadratic form in this case was already provided by Ejsmont and Lehner in Proposition 4.5 of [EL17] (see also [EL20b]). The combinatorial link between their formula and the one presented below is again explained by the bijection between rigid cacti and non-crossing partitions mentioned in Remark 6.8.

**Corollary 6.9.** Consider $k$ free even random variables $a_1, \ldots, a_k$ and let $a$ be quadratic form on these variables

$$a := \sum_{1 \leq i, j \leq k} w_{i,j} a_i a_j.$$
where \( w_{ij} \in \mathbb{R} \) and \( w_{ji} = w_{ij} \) for \( 1 \leq i \leq j \leq k \). Then, the cumulants of \( a \) are given by

\[
\kappa_n(a) = \sum_{(G,C) \in \text{OCG}_n^{(k)}} \text{rigid } G \prod_{i=1}^{k} \left( \prod_{v_i \in Q_i} \kappa_{|v_i|}(a_i) \right).
\]

To finish this section, we study the quadratic form given by a sum of anti-commutators. As some weights are equal to 0, this implies that the terms for some graphs vanish and the sum to the right-hand side of (9) simplifies, and has a nice interpretation as \( k \)-partite graphs.

**Example 6.10.** To study the sum of the anti-commutators of \( k \) free random variables \( a_1, \ldots, a_k \)

\[
a := \sum_{1 \leq i < j \leq k} a_i a_j + a_j a_i,
\]

this amounts to considering the weights \( w_{ii} = 0 \) for \( 1 \leq i \leq k \) and \( w_{ij} = 1 \) for \( 1 \leq i, j \leq k \) with \( i \neq j \). Therefore, we can restrict our attention to the subset \( \text{ACSG}_n^{(k)} \subset \text{OCG}_n^{(k)} \) (standing for anti-commutator sums graphs) where the coloring \((Q_1, \ldots, Q_k)\) is \( k \)-partition of \( G \). Then, the cumulants of \( a \) are given by

\[
\kappa_n(a) = \sum_{(G,C) \in \text{ACSG}_n^{(k)}} 2^{f_C} \prod_{i=1}^{k} \left( \prod_{v_i \in Q_i} \kappa_{|v_i|}(a_i) \right).
\]

Notice that if just consider semicircular variables in this formula, then the terms in the sum will vanish for all graphs except when \( G \) is the cycle graph on \( n \) edges. This graph has only one possible orientation \( C \), this cycle is the graph \( G \) itself. Moreover \( G \) has only rigid edges, so \( f_C = 0 \). Thus \( \kappa_n(a) \) is just the number of \( k \)-partitions of the cycle graph on \( n \) edges. This retrieves the formulas presented in Section 6.1 of [EL20a] (see also Remark 2.6 of [EL20b]).
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