Abstract

Transformers allow attention between all pairs of tokens, but there is reason to believe that most of these connections—and their quadratic time and memory—may not be necessary. But which ones? We evaluate the impact of sparsification patterns with a series of ablation experiments. First, we compare masks based on syntax, lexical similarity, and token position to random connections, and measure which patterns reduce performance the least. We find that on three common fine-tuning tasks even using attention that is at least 78% sparse can have little effect on performance if applied at later transformer layers, but that applying sparsity throughout the network reduces performance significantly. Second, we vary the degree of sparsity for three patterns supported by previous work, and find that connections to neighbouring tokens are the most significant. Finally, we treat sparsity as an optimizable parameter, and present an algorithm to learn degrees of neighboring connections that gives a fine-grained control over the accuracy-sparsity trade-off while approaching the performance of existing methods.

1 Introduction

BERT (Devlin et al., 2019) models achieve high performance at the cost of increased computation and decreased interpretability. The combination of multiple learned self-attention heads has the capacity to carry a significant amount of information between all pairs of tokens, but it appears that many of these potential connections are either unused or unnecessary (Lu et al., 2021). For example, many attention heads empirically correspond to relatively simple patterns such as “attend to the following token” or “attend to the first token” (Clark et al., 2019), and many can be removed without affecting performance significantly (Michel et al., 2019).

One state-of-the-art model for long sequences (Zaheer et al., 2020) uses a specific combination of three such patterns: globally connected tokens, neighbour connections, and random connections.

The success of these sparsity patterns raises several questions. While probing studies have provided insight into the behavior of individual heads, the aggregate effect of attention is less clear, even in models that induce sparsity (Meister et al., 2021). Which patterns are most important? Are there other patterns that could perform equally well or better? And do specific parameterizations of patterns affect performance? Is it possible to learn these sparse patterns while optimizing for sparsity and accuracy? We address these questions with three experiments.

First, rather than trying to explain what attention is doing, we attempt to rule out what attention is not doing by applying aggressive sparsity patterns while finetuning from a standard pre-trained model. We apply a series of fixed masks with fixed sparsity to each input text based on an instance-specific graph structure, including parse trees, semantic similarity networks, linear-chain neighbours, and random graphs. Our goal in such drastic model alterations is not to improve performance but to measure which interventions damage performance the least: if a model cannot “rewire” an existing model to accommodate a sparser network of interactions, the missing interactions must have been necessary in some way. We find that most patterns are similar, but linear-chain neighbour connections are the most robust over three commonly used fine-tuning tasks.

In addition, we find that sparse attention masks can be applied to the final layers of a BERT model with little impact on performance, indicating that these layers can be sparsified or even eliminated. In contrast, applying the same masks to earlier layers has a more significant effect on performance, indicating that dense connections are more important.
at the early stages of encoding.

Second, we investigate the effect of varying the degree of sparsity of individual patterns when they are used in combination, by exploring the space of combinations of global, random, and neighbour connections used in BigBird (Zaheer et al., 2020). Again, we find that eliminating neighbour connections has the most drastic effect among these patterns.

Finally, having established the importance of neighbour connections, we present a method inspired by LDPC codes from coding theory that learns the degree of connectivity in the neighbour connections while optimizing for sparsity. We show that our method gives a more fine-grained control over the trade-off between accuracy and sparsity than methods using fixed sparsity patterns like BigBird. It also achieves higher accuracies than BigBird in the high sparsity regime. To summarize, our contributions are:

• We investigate the attention mechanism in BERT by applying aggressive sparsity patterns. The Neighbour and Random patterns are least damaging to the model, indicating that syntactic or semantic meaning is not the only information the model learns.

• We further explore the best patterns with an ablation study centered on the BigBird model. We try various combinations of sparsity patterns and node degrees, again confirming the importance of the Neighbour pattern.

• We propose a method to learn the degrees of sparse Neighbour patterns that allows for more fine-grained control over models with desired accuracy and sparsity requirements. Our results provide guidance to developers of transformer-based models to anticipate the effect of any desired degree of sparsity.

2 Related Work

There has been considerable work on sparsifying attention. Attention heads are known to “specialize” (Clark et al., 2019), and removing heads that were initially available can have surprisingly little effect relative to using fewer heads from the start (Voita et al., 2019; Michel et al., 2019). Attention can also be reformulated as conditional expectations filtered through sparse networks of tokens (Ren et al., 2021), resulting in reductions in time and memory. Other approaches include the Star Transformer (Guo et al., 2019), Sparse Transformer (Child et al., 2019), Log-Sparse Transformer (Li et al., 2019) and the Block Sparse Transformer (Qiu et al., 2019). All these methods use specific predefined sparsity patterns to mask the full attention matrix.

In searching for effective sparse patterns, we perform ablation experiments in which we remove all connections except those that correspond to a specific pattern. We compare networks based on syntactic structure (Tenney et al., 2019; Hewitt and Manning, 2019; Coenen et al., 2019; Zanzotto et al., 2020; Zhang et al., 2016) as well as semantic similarity (Jawahar et al., 2019; Kelly et al., 2020) and positional neighbours (Clark et al., 2019; Zaheer et al., 2020).

There is a strong connection between graphs and attention. Graph neural networks (GNNs) have become increasingly popular, and have been used as an alternative to transformers for language modeling (Bastings et al., 2017; Marcheggiani and Titov, 2017). It has been noted that attention weights in transformer models can be thought of as a “soft” graphical structure where all token nodes are fully connected, but the edge weights vary based on learned patterns. In both the transformer and GNN context, performance and scalability depend critically on finding a simple attention matrix, equivalent to applying a sparse graph between tokens. But because there are combinatorially many graph topologies, searching over all possible graphs to find the optimal sparsity structure would be prohibitively difficult.

In contrast to predefined sparsity patterns, a second line of work tries to derive adaptive sparsity patterns based on data. Adaptive Sparse Transformer (Correia et al., 2019) uses Entmax instead of Softmax; Routing Transformer (Roy et al., 2021) uses non-negative matrix factorization on the attention matrix. Another recent paper, Reformer (Kitaev et al., 2020), optimizes attention by using locally sensitive hashing (LSH) to only compute a few dominant dot products rather than materializing the whole attention matrix. These approaches usually learn sparser structures more adapted to the characteristics of a particular task. They also allow for a higher level of sparsity control, responsive to a learning objective. Using an approach like this can help us better understand how the model learns, especially in combination with a static pat-
tern. Our third experiment on learning patterns while optimizing sparsity is most directly comparable to Adaptive Attention Span (Sukhbaatar et al., 2019), but we learn global sparsity patterns specific to the task rather than being specific to each instance.

3 Transformer sparsity and LDPC codes

Our objective is to find well performing sparse connectivity patterns between tokens. The quadratic scaling of attention produces blowup in time and memory that can be burdensome even for short sequences. We know that much of this work is not needed, but which parts? The best pattern would be simple, requiring little to no information about the specific text sequence; as sparse as possible; but maintaining as much of the important information flow as possible.

As a Transformer-based (Vaswani et al., 2017) model, BERT uses the self-attention mechanism (Cheng et al., 2016; Parikh et al., 2016; Paulus et al., 2017) as a key component to transform a sequence of representations $X = [x_1, x_2, ..., x_n]$ of length $n$. If $d$ is the dimension of each of the representations, the following function computes a new set of representations

$$\text{Attention}(Q, K, V) = \sigma \left( \frac{QK^T}{\sqrt{d}} \right) V \quad (1)$$

Here each of the matrices $Q, K, V$ are linear transformations (each of dimension $n \times d$) of the matrix of representations $X$, respectively called the query, key and value matrices. The time complexity of computing the attention matrix $QK^T$ is $O(n^2d)$. If the attention matrix is sparsified by the Hadamard product between a binary sparsification mask $M$ (of dimension $n \times n$ specifying the sparse pattern) and $QK^T$ (Fig. 1), then the complexity of the attention mechanism reduces to $O((1 - \varsigma(M))n^2d)$, where $\varsigma(M)$ is the sparsity of $M$ which is the fraction of entries in $M$ equal to 0.

One can think of $QK^T$ as a matrix encoding information about the interaction of all the tokens in a sequence as defined by the $n^2$ pairwise dot-products. The goal of discovering sparse attention masks $M$ then is to find more compact encodings of this interaction using fewer pairwise terms. But the search space for $M$ is exponentially large; since each position is a binary variable it is $O(2^{n^2})$. To make the problem more tractable, we take inspiration from coding theory and in particular from LDPC (low density parity check) codes (Richardson and Urbanke, 2008). For LDPC codes, the task is to discover sparse $M$ that can be used as parity check matrices for encoding data. Using theoretical results that show that given a specific degree distribution, random matrices have mostly equivalent performance, the search then reduces to finding sparse degree distributions and then sampling random matrices from an optimal degree distribution.

We apply the same reasoning to search for good sparse $M$ (random or otherwise) to act as “encoders” of the attention information in transformers. Note that, in contrast to LDPC codes where each of the $n$ positions is equivalent, positional information in a sequence of tokens of natural language (and hence their transformer representations) is important. This observation leads to a series of research questions:

- Are sparse random graphs optimal for language, which exhibits sequential and hierarchical structure? We address this issue by comparing a random graph to a selection of structured sparsity patterns, based on syntax, lexical similarity, and positional proximity.
- Can we measure difference between specific sparsity patterns, and are they sensitive to degree? We select three patterns used in the BigBird model, enumerate combinations of node-degrees and analyze their performance.
- Within the best set of patterns, is the optimal pattern learnable? Similar to LDPC codes, we formulate a problem of learning degree distributions on these patterns and fine-tune models with an objective that optimizes for sparsity (which is a function of the degree distribution) as well as accuracy.

4 Data and Sparsity patterns

Coding theory implies that random graphs have good performance for coding, but does this re-
We evaluate four increasingly complicated sparse syntax trees for whether a sentence is grammatical. As this task becomes more complex, we compute the syntax trees for both sentences and then combine them. We have to also account for the word-piece tokenization that is expected in a transformer model. We resolve it via computing the offsets between the original parents of the token and the new parents after tokenization, and if a parent token has been split into multiple word-pieces, we assume the parent to be just the first piece. Further, for every piece of a child token that has been split we assume the same parent. We define the remaining sparsity patterns to match the sparsity $S$ of the syntax tree.

| Metric          | CoLA | SST-2 | MNLI |
|-----------------|------|-------|------|
| Similarity($10^{-4}$) | Train | Val. | Train | Val. | Train | Val. |
| $N$ tokens      | 9    | 9.44  | 10.12 | 20.92 | 34.93 | 34.26 |
| $N$ examples    | 5415 | 1043  | 67349 | 872   | 392702 | 9815 |
| Vocab size      | 5415 | 1043  | 67349 | 872   | 392702 | 9815 |

Given an instance of input text, we generate four instance-specific graphs to represent different sparsity patterns (Fig. 2) as described below. To make the task more difficult, we apply the same sparsity pattern to the attention matrices of all the layers of the transformer except the last one.

**Syntax tree.** In this pattern we use a syntax tree produced by a graph-based dependency parser trained on Universal Dependencies (Nivre et al., 2020) that uses a small transformer – distilled from multilingual BERT (Devlin et al., 2019) – as the neural feature extractor. We then convert the trees to the corresponding symmetrical adjacency matrices with a density of $\frac{7}{n}$ or equivalently, a sparsity of $S = 1 - \frac{2}{n}$, where $n$ is the number of tokens in a sentence. For inputs with multiple sentences (e.g. MNLI), we compute the syntax trees for both sentences and then combine them. We have to also account for the word-piece tokenization that is expected in a transformer model. We resolve it via computing the offsets between the original parents of the token and the new parents after tokenization, and if a parent token has been split into multiple word-pieces, we assume the parent to be just the first piece. Further, for every piece of a child token that has been split we assume the same parent. We define the remaining sparsity patterns to match the sparsity $S$ of the syntax tree.

**Word similarity.** In this pattern we use pretrained GloVe embeddings (Pennington et al., 2014) to evaluate the cosine similarity between words in an input text. We rank word pairs by their cosine similarity and greedily select edges until we reach the level of sparsity $S$ to match the more constrained syntax graph. We make sure that the edges are symmetrical and since the syntax tree has an odd number of edges (due to the root pointing to itself), we add one extra connection. Just like in the syntactic trees we also adjust the graph to the word-piece tokens. Although this method is simpler than producing parse trees, it still requires extra computation and memory to store embeddings and to compute input-specific graphs.

**Neighbour.** This graph represents a linear chain topology in which each note is connected to the previous node and the following node. It is attractive as it could be “hard coded” without any variation or dependency on the content of the input. The sparsity of the Neighbour graph is $1 - \frac{2}{n} + \frac{2}{n^2} \approx S$. The intuition for this pattern comes from (Roy et al., 2020; Zaheer et al., 2020) where it is shown to be effective.

**Random.** Inspired by LDPC codes we include a graph with randomly chosen edges, to match the sparsity $S$ of the syntax tree graph. This is the only graph that is not symmetric. Unlike the neighbour graph, each token has two random neighbours, so while this sparsity pattern is computationally simple it is more complex than the linear chain.

In the datasets we consider, mean sparsity increases with the average sequence length, from $S \approx 78\%$ for CoLA to $S \approx 94\%$ for MNLI.

5 **Comparison of sparsity patterns**

In separate experiments we enforce attention sparsity in two directions, starting from the bottom layer and moving towards the top, and starting from top layer and moving towards the bottom. For the **Top Down** experiments, layers starting from layer
Big mouse lives under the house.

Figure 2: **Sparsity graphs.** We sparsify attention matrices with 4 different graphs represented as sparse adjacency matrices $M$. Syntax matrices come directly from the syntactic trees that we infer for each sentence in the datasets. **Neighbour** matrix is formed by keeping attentions from each token only to its immediate neighbours. Random is a matrix consisting of randomly sampled token attentions, but the sparsity ($S$) is the same as in the syntax attention. Finally, the Similarity matrix has connections where the cosine similarity scores were high enough to reach the same overall sparsity level as the Syntax graph.

Table 2: **Graph properties** provide insight as to why certain graphs show better accuracy. **Diameter** is the longest shortest path between two tokens in a sentence. **Shortest path** is an average across all shortest paths in a sentence. **Number of components** is only relevant to the unconnected graphs. We average over all the examples in the train/validation sets.

| Metric          | CoLA                  | SST-2                  | MNLI                   |
|-----------------|-----------------------|------------------------|------------------------|
| Random          | Diameter: 3.81 / 3.93 | Shortest path: 2.19 / 2.23 | Num components: 3.75 / 3.82 |
| Syntax          | Diameter: 3.76 / 5.74  | Shortest path: 2.13 / 2.89 | Num components: 4.12 / 6.47 |
| Similarity      | Diameter: ∞           | Shortest path: ∞       | Num components: ∞      |
| Neighbour       | Diameter: 10.32 / 10.67 | Shortest path: 4.11 / 4.22 | Num components: 12.32/24.16 |

Figure 3: In the top-down setting, for each layer we replace dense attention (filled box) with sparse attention (small squares) from the final layer to that layer. In the bottom-up setting we do the opposite.

For the smaller CoLA dataset we record five independent runs for each setting. For the Top Down experiments, for up to four top layers only one pair of mask topologies was distinguishable from dense attention at $p < 0.05$, for the others any difference was consistent with simple random variation. As we go further down, Random becomes significantly worse ($p < 0.01$); at the very lowest levels runs are so variable that we cannot establish statistical significance. For the Bottom Up pattern, using sparse attention up to various levels results in no statistically significant difference except for Neighbour, especially at the third level. As we have 264 testable configurations, we do not include multiple runs with the same parameters for the two larger tasks. Performance declines more quickly when we enforce sparsity for lower layers (Bottom Up) than when we sparsify the same number of top layers (Top Down). Full, dense attention may be more critical at the early stages of encoding, but the Neighbor pattern is most able to maintain performance.

In general, there was surprisingly little differentiation between graph topologies. Neighbour is most similar to Syntax. Similarity is closer to Random. When there is differentiation, Random is most often worse. However, it is important to note that we are constructing Random graphs that have the same level of sparsity as the Syntax graph.
While we focus on the most comparable case for the purposes of this paper, early results suggested that a more dense Random graph may have better performance while still maintaining a high level of sparsity. Sparsity has less effect for SST-2 than CoLA and MNLI. It is possible that the information that needs to propagate between tokens to get high performance on SST-2 is simple enough that six layers are sufficient, so that even a small number of random connections make little difference in performance relative to dense attention. MNLI training becomes unstable when sparsity is applied to more than a few layers, dropping to a majority-class baseline.

Relation with graph properties To better understand why certain patterns achieve better performance we show average graph properties in Table 2. MNLI has higher values than the other two datasets for all three metrics, possibly due to longer sentences and more complex syntactic structures. The ratio between Syntax and Neighbour shortest paths is also higher in MNLI, which might explain why Syntax is comparable to the Neighbour graph only in MNLI.

6 Varying the degree of fixed-sparsity patterns

The previous section compared patterns that vary in the type of information used (syntax, lexical similarity, position, random), but keep the degree of sparsity constant to make comparisons fair. In this section we choose the simplest and highest performing of these (neighbour and random) and evaluate combinations of these with varying degrees of sparsity. We note that these patterns are also used in the BigBird model, which is a simple and yet effective approach to Transformer sparsification. This model includes at its core a Neighbour pattern. BigBird consists of a set of \( g \) global tokens attending on all parts of the sequence; all tokens attending to a window of \( w \) local neighboring tokens; all tokens attending to a set of \( r \) random tokens. For the GLUE experiments BigBird authors empirically chose \( g = 2, w = 3, r = 3 \); we are not aware of any investigation into the relative importance of the three patterns or how performance depends on the associated degree hyperparameters. As in the previous experiments, we initialize with a densely pre-trained checkpoint and apply a fixed sparsification at the finetuning stage. This is a more difficult setting than the experiments in Zaheer et al. (2020), where they use sparse attention during both pretraining and finetuning, as our goal is to analyze sparsity patterns rather than to achieve state-of-the-art results. For each configuration we calculate sparsity and accuracy. Sparsity varies by configuration and by dataset due to differences in average sentence length. Results for each tested configuration are shown as points in Figure 5.

Neighbour connections are the most important

Increasing the window size \( w \) of neighbour connections improves model performance. Even configurations with only neighbour-based graphs have higher accuracy than any graph without neighbour connections. As shown on the Figure 5 when \( w = \{2, 4\}, g = 0, r = 0 \) (•, •) we
still observe that model performance is competitive or better than the model with configuration \( w = 0, g = 3, r = 5 \) (+) for example.

Global tokens are the second most important pattern When we set \( g = 0, w = 0 \) we observe for MNLI and CoLA that the models with only random connections are close to random performance (\( \underline{\underline{\underline{\underline{\underline{w}}}}}, + \)). For MNLI, the absence of global token connections leads to random performance even with the neighbour pattern. Natural language inference inputs are longer, and are designed to require longer-range dependencies. With more tokens the potential diameter of a graph could be larger, but connections to global tokens reduce the maximum minimum path between two tokens to 2.

7 Learning Sparse Degree Distributions

In previous sections we found that neighbour connections are powerful and that increasing the degree of node connections in sparse graphs significantly increases performance. In this section, inspired by how degree distributions are optimized for LDPC codes, we consider whether we can learn the degrees of node connections by optimizing for accuracy and sparsity.

Since for all six experiments we observed the Neighbour pattern to be associated with the least drop in the accuracy, we will optimize the degrees of nodes in the Neighbour pattern. As mentioned in (Zaheer et al., 2020) a great deal of information about a token can be derived from its neighboring tokens. From a linguistic perspective, attending to neighboring tokens is syntactically relevant and from a graph perspective it increases graph connectivity. Unlike existing work on adaptive sparsity ((Sukhbaatar et al., 2019)), our sparse graphs do not depend on details of an instance and can be computed without reference to data.

This problem is difficult because it involves discrete optimization with an exponentially large solution space. To learn degrees that are length agnostic, we learn the fractional degrees \( \delta_{\ell h} \) for head \( h \) in layer \( \ell \), such that the corresponding degree is \( \lceil \delta_{\ell h} n \rceil \), where \( n \) is the number of tokens in a sentence (or the maximum degree). Thus the attention matrix in head \( h \) in layer \( \ell \) is masked by each token attending to its \( \lceil \delta_{\ell h} n \rceil \) closest neighbours. If the original finetuning task optimizes for the model parameters \( \Theta \) by minimizing \( \text{Loss}(\Theta) \), we instead minimize

\[
\text{Loss}'(\Theta, \{\delta_{\ell h}'\}) + \frac{1}{HL} \sum_{\ell=1}^{L} \sum_{h=1}^{H} \delta_{\ell h}'^2
\]

where \( H \) and \( L \) are the number of heads and layers.

\(^1\)For SST-2, the point associated with \( g = 0, r = 0, w = 0 \) has accuracy 50% and is omitted to improve the visual perspective.
in the transformer. The second term is a regularization term representing the average density of the attention matrices over all the layers, $\lambda$ being the sparsity loss coefficient. In this way, we optimize both for accuracy and sparsity, learning the degrees of the sparsity pattern in the process. The $\delta^h_k$ are parameterized as sigmoid() of free variables.

As before we run all the experiment with the same three tasks from the GLUE benchmark: SST-2, CoLA and MNLI. As with previous experiments, we do not sparsify the last layer in order to keep the connections with the prediction CLS token. We show the results computed on the validation dataset for our model and BigBird in Figure 5. While training our models, we record the validation accuracy and sparsity after each epoch. We aggregate the sequences of accuracy-sparsity pairs from 20 different experiments – 4 different sparsity loss coefficients $\lambda = \{0.5, 1.0, 2.0, 5.0\}$ and 5 different initial sparsity levels $\{0.27, 0.37, 0.5, 0.62, 0.73\}$. As a final step of output preprocessing we have cleaned the collected points by removing the accuracy outliers and in Figure 5 we demonstrate the mean and standard deviation computed across a window of size 10. We refer to our method as Learned Sparsity.

**Learned Sparsity allows for continuous sparsity control** As shown in Fig. 5 learned sparsity gives more finegrained control over the accuracy-sparsity trade-off curve than fixed sparsity patterns. Users can pick checkpoints with desired levels of accuracy-sparsity more effectively.

**Learned Sparsity performs better at high sparsity levels** Learned sparsity achieves notably better accuracy than fixed-sparsity settings when sparsity is greater than 0.8. This is especially true for SST-2, where Learned Sparsity models achieve accuracy $>0.86$ while fixed-sparsity accuracy drops below 0.82.

**Some fixed-sparsity settings outperform learned sparsity** Although all fixed-sparsity configurations should be reachable under the learned objective, they sometimes show more accuracy, e.g. when only the neighbour pattern is used ($r = 0$ and $g = 0$) for SST-2. This discrepancy may be due to the difficulty of optimizing the sum of two competing objectives in (2). Also, although the $\delta^h_k$ are smooth parameters, mapping them to integer degrees may destabilize optimization. But when $g > 0$, it is also natural to expect fixed-sparsity performance to be better since global tokens connections can have a big impact on longer sentences.

**Learned degrees are similar across heads and layers** The degree distributions learned by Learned Sparsity are close to uniform. For example, for one model for MNLI that achieves an accuracy of 0.68, the fractional degrees have a mean of 0.56 and s.d. of 0.002. This may be related to the way the fractional degrees are parameterized.

**Pre-training with learned sparsity is promising** While we focus in this work on finetuning dense models, we also find that pre-training with learned sparsity shows promising results. In the appendix (Fig. 6) we provide MNLI results for the accuracy and degree distributions after pre-training with the learned sparsity framework.

8 Conclusion

Inspired by LDPC codes, we evaluate sparse attention graph topologies that most reduce density while preserving transformer performance. We first evaluate whether random connections are as effective as more information-rich patterns at the same rate of sparsity. We find that syntactic relationships and lexical similarity have little effect, but proximity relationships (connecting neighbouring tokens) lose the least information. Second, we vary node degree for a combination of sparsity patterns and find that, again, neighbour graphs have the single largest effect on performance. There does not appear to be one single optimal architecture, but rather the best sparsity pattern appears to depend on the task: simpler, more lexical tasks like SST-2 may be fine with a simpler neighbour topology, while tasks requiring more complicated joint inference over multiple sections may require more global connections. Finally, we obtain a more fine-grained perspective on the trade-off between sparsity and performance by learning the distribution of degrees for attention heads finetuning. While optimizing for both sparsity and performance is difficult, these results imply a lower bound and that sparser, higher performing topologies should exist. Although Transformer architectures have revolutionized NLP and many other fields, they are inherently wasteful and opaque. These experiments point towards new possibilities in designing better, faster, and cheaper models.
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A Appendix

A.1 Finetuning BERT

For all datasets we use the BERT Base model: 12 layers, 12 heads and a hidden dimension of 768, containing \( \approx 109M \) parameters. We load the publicly available pretrained uncased checkpoint before finetuning on our data. We use the ADAM optimizer for 10 epochs with a learning rate of 5e-5 and a warmup ratio of 0.1, following the standard practice of finetuning BERT (Devlin et al., 2019). We set the train batch size to 32.

A.2 Pre-training with learned sparsity

We pre-train sparse BERT-Base models from scratch, optimizing for a loss similar to (2) with the addition of an MLM loss term. We follow the standard process of BERT pre-training (Devlin et al., 2019). To make the training more stable, we use a slightly different parameterization of \( \delta_{\ell}^h \) than the sigmoid() of free variable used in Sec 7. This is followed by finetuning on the MNLI dataset. As shown in Fig. 6(a), the models pre-trained with learned sparsity achieve accuracies close to full attention performance even at >70% sparsity, one model achieving an accuracy of 0.814 (compared to 0.829 of the full model) at a sparsity of 0.763. This shows the effectiveness of our approach. In Fig. 6(b), we show the sparsities of the neighbour patterns learned by each head in each layer. It is interesting to see the diversity of these patterns across the layers.

A.3 Computation Budget

For our experiments we used a total of \( \approx 800 \) hours on TPUv2 (8-core) accelerators.

A.4 Limitations

We conduct experiments on only 3 finetuning tasks, all in English. More experiments need to be done to confirm our results on other tasks or datasets with a greater diversity of languages. Due to the large number of experiments, we limited our choice of hyperparameters to the standard ones used for finetuning BERT in the literature. Further, our study is restricted to the standard transformer model used in BERT and further studies are required to generalize our results to the numerous other transformer variants used in the practice.
Figure 6: Results for the Learned Sparsity framework for pretraining + finetuning on the MNLI dataset. (a) Accuracy is close to full attention performance up to almost 70% sparsity, which demonstrates the effectiveness of our method. (b) Distribution of the sparsities for all the attention heads showing the sparsity patterns emerging in the heads and can help identify the underlying learning dynamics.