ON CONJUGACY OF NATURAL EXTENSIONS OF 1-DIMENSIONAL MAPS

J. BOROŃSKI, P. MINC, AND S. ŠTIMAC

Abstract. We prove that for any nondegenerate dendrite \( D \) there exist topologically mixing maps \( F : D \to D \) and \( f : [0, 1] \to [0, 1] \), such that the natural extensions (aka shift homeomorphisms) \( \sigma_F \) and \( \sigma_f \) are conjugate, and consequently the corresponding inverse limits are homeomorphic. Moreover, the map \( f \) does not depend on the dendrite \( D \), and can be selected so that the inverse limit \( \lim_\leftarrow (D, F) \) is homeomorphic to the pseudo-arc. The result extends to any finite number of dendrites. Our work is motivated by, but independent of, the recent result of the first and third author on conjugation of Lozi and Hénon maps to natural extensions of dendrite maps.

1. Introduction

The present paper pertains to the notion of the natural extension of a map, introduced by Rohlin in [36]. Given a map \( f : X \to X \) on a compact metric space \( X \), the natural extension of \( f \) is the homeomorphism \( \sigma_f \) defined on the inverse limit space \( \lim_\leftarrow (X, f) \) by \( \sigma_f(x_0, x_1, x_2, \ldots) = (f(x_0), x_0, x_1, x_2, \ldots) \). It gives the unique invertible map semi-conjugate to \( f \), such that any other invertible map semi-conjugate to \( f \) is also semi-conjugate to \( \sigma_f \). There exists a bijection between the set of invariant probability measures of \( f \) and \( \sigma_f \), and the topological entropies of \( f \) and \( \sigma_f \) coincide [36]. Natural extensions of noninvertible maps of branched 1-manifolds appear in the mathematical literature in the context of studying dynamics on surfaces, e.g. in hyperbolic attractors [40], Hénon attractors [4], [5], [6], \( C^0 \) dynamics [12], [14], [15], complex dynamics [35], and rotation theory [9], [13], [28].

Our paper is motivated by a recent result of the first and last author [11], in which it has been shown that for a class of mildly dissipative plane homeomorphisms, that contains positive Lebesgue measure subsets of Lozi and Hénon maps, the dynamics on their attractors is conjugate to natural extensions of densely branching dendrite maps. In that context a question arose, whether these homeomorphisms could be also conjugate to natural extensions of maps on some simpler 1-dimensional spaces, such as the interval \([0, 1]\). The homeomorphisms in question are transitive.
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\footnote{In the mathematical literature this homeomorphism is also called the shift on the inverse limit \( \lim_\leftarrow (X, f) \) and was used prior to Rohlin’s work, for instance in an example considered by Williams [39]. In our context, however, we want to emphasize the relation between noninvertible maps and their particular invertible extensions, and not merely consider a homeomorphism on the inverse limit space, hence the use of the term natural extension seems more appropriate.}
on their attractors, and sometimes even topologically mixing, and such properties are inherited by the respective dendrite maps. Therefore, it would seem as if the existence of dense orbits, together with density of the set of branch points in the dendrites, would force the corresponding inverse limit spaces to have a much richer topological structure than those of inverse limits of some simpler spaces, such as the interval, which has no branch points at all. This in turn would suggest that the above mentioned simplification is not possible. In the present paper, however, we show that such an intuition is deceitful. In Section 4 we introduce the notion of a small folds property for interval maps (Definition 4.4), and then show that every map with that property can be factored through an arbitrary dendrite. More precisely, if \( f : [0, 1] \rightarrow [0, 1] \) is a continuous surjection with the small folds property and \( D \) is an arbitrary nondegenerate dendrite, then there are continuous surjections \( g : [0, 1] \rightarrow D \) and \( h : D \rightarrow [0, 1] \) such that \( h \circ g = f \); see Lemma 4.5. It follows that if \( F = g \circ h \) then the natural extensions \( \sigma_F \) and \( \sigma_f \) are conjugate. In particular, \( F \) is transitive on \( D \) and \( \lim(D, F) \) is homeomorphic to the pseudo-arc if \( f \) has the same properties on \([0, 1]\). W.R.R. Transue and the second author of the present paper constructed a transitive map \( f \) of \([0, 1]\) onto itself such that \( \lim([0, 1], f) \) is homeomorphic to the pseudo-arc \([31]\) (see also \([19, 26, \text{ and } 27]\) for related constructions). It is possible that this map has the small folds property, but it is not apparent how to prove it. However, in Section 5 we tweak the original construction from \([31]\) to get a modified map \( f \) that does have the small folds property in addition to the properties promised by \([31]\), see Theorem 5.7. This modified map \( f \) can be factored through any nondegenerate dendrite \( D \) creating interesting dynamics on \( D \), see Theorem 5.8. The following theorem is a restatement of Theorem 5.8.

**Theorem 1.1.** For any nondegenerate dendrite \( D \) there exist topologically mixing maps \( F : D \rightarrow D \) and \( f : [0, 1] \rightarrow [0, 1] \) such that the natural extensions \( \sigma_F : \lim(D, F) \rightarrow \lim(D, F) \) and \( \sigma_f : \lim([0, 1], f) \rightarrow \lim([0, 1], f) \) are conjugate. Moreover, the map \( f \) does not depend on a dendrite \( D \) and can be constructed so that \( \lim(D, F) \) is homeomorphic to the pseudo-arc.

Note that the interval maps \( f \) such that \( \lim([0, 1], f) \) is the pseudo-arc are generic in the closure of the subset of maps of the interval that have dense set of periodic points \([18]\). Moreover, all such maps have infinite topological entropy by \([33]\) (see also \([10]\) for a stronger result). Consequently, the same is true for the maps \( F, \sigma_F \) and \( \sigma_f \). This is noteworthy since, although any transitive interval map has positive entropy \([8]\), there do exist transitive zero entropy maps on dendrites \([10]\) (see also \([11, 21, 23]\) and \([30]\) for related results). Note also that the class of dendrites is very rich. Every dendrite is locally connected, but there is a number of other properties with respect to which various elements of the class differ from each other, such as the properties of the subsets of end points and branch points. The set of end points in a dendrite can be finite, countably infinite or even uncountable, and either be closed or not. The set of branch points do not need to be finite, but can be countably infinite, and even dense in the dendrite. In addition, a branch point may separate the dendrite into infinitely many components. There exists a universal object in the class of all dendrites, the Ważewski dendrite \( D_\omega \) \([38]\); i.e. any dendrite \( D \) embeds as a closed subset of \( D_\omega \). In that context, below we formulate a stronger version of our main result Theorem 5.9.
Theorem 1.2. For any \( k \in \mathbb{N} \), and any dendrites \( D_1, D_2, \ldots, D_k \), there exist topologically mixing maps \( \{ F_i : D_i \to D_i \}^k_{i=1} \) such that for any \( i, j \in \{ 1, 2, \ldots, k \} \) we have

1. \( F_i \) and \( F_j \) are semi-conjugate,
2. the natural extensions \( \sigma_{F_i} \) and \( \sigma_{F_j} \) are conjugate, and
3. the inverse limits \( \lim_{\leftarrow} (D_i, F_i) \) and \( \lim_{\leftarrow} (D_j, F_j) \) are homeomorphic.

In addition, \( F_i \) can be chosen so that \( \lim_{\leftarrow} (D_i, F_i) \) is the pseudo-arc, for any \( i = 1, 2, \ldots, k \).

The above theorems produce, what seems to be, a very surprising family of examples for the question of conjugacy between natural extensions of self-maps of distinct dendrites. These examples, however, do not provide any new pieces of information for Hénon or Lozi maps. Moreover, it seems rather unplausible that, for parameter values considered in [11], these maps would semi-conjugate to interval maps with small folds property, should any of them semi-conjugated to any interval map at all. In fact it is known that for certain Hénon maps this is never true [4]. Furthermore, Hénon and Lozi attractors discussed in [11] always contain nondegenerate arc components (such as branches of unstable manifolds), whereas the pseudo-arc contains no nondegenerate arcs at all. Recall that the pseudo-arc is a fractal-like object first constructed by Knaster in 1922. It was rediscovered by Moise in 1948 [32], who constructed it as a hereditarily equivalent continuum distinct from the arc, and in the same year by Bing who obtained it to show that there exist a topologically homogeneous plane continuum, distinct from the circle [7]. Since then the pseudo-arc received a lot of attention in the mathematical literature, mainly in topology, but it also appears in other branches of mathematics, such as dynamical systems, including smooth and even complex dynamics; see e.g. [17], [21], [22], [37]. Several topological characterizations of the pseudo-arc are known. One of the most recent ones, by Oversteegen and Hoehn [24] from 2016, states that the pseudo-arc is a unique topologically homogeneous plane nonseparating continuum (see also [25]).

2. Preliminaries

A map is a continuous function. Given a map \( f : X \to X \) on a compact metric space \( X \), we let

\[
\lim(X, f) = \{ (x_0, x_1, \ldots) \in X^{\mathbb{N}} : x_i \in X, x_i = f(x_{i+1}), \text{ for any } i \in \mathbb{N} \}
\]

and call \( \lim(X, f) \) the inverse limit of \( X \) with bonding map \( f \), or inverse limit of \( f \) for short. It is equipped with metric induced from the product metric in \( X^{\mathbb{N}} \). The map \( f \) is said to be transitive if for any two nonempty open sets \( U, V \subset X \) there exists an \( n \in \mathbb{N} \) such that \( f^n(U) \cap V \neq \emptyset \). The map \( f \) is said to be topologically mixing if for any two nonempty open sets \( U, V \subset X \) there exists an \( N \in \mathbb{N} \) such that \( f^n(U) \cap V \neq \emptyset \) for all \( n > N \). The map \( f \) is said to be topologically exact, or locally eventually onto, if for every nonempty open set \( U \) there exists an \( n \) such that \( f^n(U) = X \). It is evident from the definitions that topological exactness implies mixing, which implies transitivity. A map \( F : Y \to Y \) is said to be semi-conjugate to \( f \) if there exists a surjective map \( \varphi : Y \to X \) such that \( f \circ \varphi = \varphi \circ F \). If in

\( A \) space \( X \) is topologically homogeneous if for any \( y, z \in X \) there exists a homeomorphism \( H : X \to X \) such that \( H(y) = z \).
addition $\varphi$ is a homeomorphism then $F$ is said to be conjugate to $f$. A continuum is a compact and connected metric space that contains at least two points. A dendrite is a locally connected continuum $D$ such that for all $x, y \in D$ there exists a unique (possibly degenerate) arc in $D$ with endpoints $x$ and $y$. We denote this arc by $xy$. The arcs $xy$ and $yx$ are the same as sets. We assume that $xy$ is oriented from $x$ to $y$ if this is needed. So, $x$ and $y$ are the first and the last points, respectively, of $xy$. An end point of $D$ is a point $e$ such that $D \setminus \{e\}$ is connected. The set of all end points of $D$ will by denoted by $E_D$. A branch point $b \in D$ is a point such that $D \setminus \{b\}$ has at least three components. For an arbitrary $x \in D$ and arbitrary positive number $\epsilon$, by $B_D(x, \epsilon)$ we will denote the open ball in $D$ with center at $x$ and radius $\epsilon$. In the present paper, a dendrite with finitely many branch points will be called a tree. An arc is a dendrite with no branch points.

If $x$ and $y$ are real numbers, by $[x, y]$ we understand the closed interval between $x$ and $y$, regardless whether $x \leq y$ or $x \geq y$. Similarly as in the case of dendrites, we use the order of endpoints to indicate the orientation of the interval. We do not use the notation $xy = [x, y]$ in the context of real numbers, even though $[x, y]$ is a dendrite.

3. Preliminary results on dendrites

G. T. Whyburn proved that every dendrite $D$ can be expressed as $D = E_D \cup \bigcup_{i=0}^{\infty} A_i$ where $(A_i)$ is a sequence of arcs such that $\lim_{i \to \infty} \text{diam}(A_i) = 0$; see [41, V, (1.3)(iii), p.89] and [44] Corollary 10.28, p. 177. Since we need a slightly stronger version of Whyburn’s theorem we prove it below, see Theorem 3.11. We start with the following simple observation.

Proposition 3.1. Let $T$ be a tree. Let $p_0 \in E_T$ and $q_0, q_1, \ldots, q_k$ be an enumeration of all points in $E_T \setminus \{p_0\}$. Then there exists a unique sequence of points $p_1, \ldots, p_n \in T \setminus E_T$ such that, if $A_i = p_i q_i$ for all $i = 0, \ldots, k$, then $A_i \cap \bigcup_{j=0}^{i-1} A_j = \{p_i\}$ for each $i = 1, \ldots, k$. Moreover, $\bigcup_{j=0}^{k} A_j = T$.

Note that in the above proposition the points $p_1, \ldots, p_n$ do not need to be distinct.

Now let $D$ be a dendrite which is not a tree, and let $S = (s_1, s_2, \ldots)$ be a sequence of points dense in $D$.

Proposition 3.2. There exists an infinite sequence of nondegenerate arcs $A_0 = p_0 q_0, A_1 = p_1 q_1, A_2 = p_2 q_2, \ldots$ contained in $D$ such that

1. $p_0, q_0 \in E_D$, and
2. for each integer $i \geq 1$
   (a) $A_i \cap \bigcup_{j=0}^{i-1} A_j = \{p_i\}$,
   (b) $q_i \in E_D$, and
   (c) $s_i \in \bigcup_{j=0}^{i} A_j$.

Let $A_0 = p_0 q_0, A_1 = p_1 q_1, A_2 = p_2 q_2, \ldots$ be as in the above proposition.

Proposition 3.3. $\bigcup_{j=0}^{i} A_j$ is a tree for each integer $i \geq 0$.

Corollary 3.4. For every $a, b \in \bigcup_{j=0}^{\infty} A_j$ there is an integer $n \geq 0$ such that $ab \subset \bigcup_{j=0}^{n} A_j$. 
Proposition 3.5. For every $a, b \in D \setminus E_D$ there is an integer $n \geq 0$ such that $ab \subset \bigcup_{j=0}^{n} A_j$.

Proof. Since $a, b \in D \setminus E_D$, the arc $ab$ can be extended from both ends to an arc $a'b' \subset D$ so that $a'a' \cap ab = \{a\}$ and $ab \cap bb' = \{b\}$. Let $D_a$ and $D_b$ be dendrites contained in $D \setminus ab$ such that $a' \in \text{int}(D_a)$ and $b' \in \text{int}(D_b)$. Observe that each point of $ab$ separates $D$ between $D_a$ and $D_b$. Since $S$ is dense in $D$, there are positive integers $n_a$ and $n_b$ such that $s_{n_a} \in D_a$ and $s_{n_b} \in D_b$. Clearly, $ab \subset s_{n_a} s_{n_b}$. Set $n = \max(n_a, n_b)$. Condition $32(24)$ implies that both $s_{n_a}$ and $s_{n_b}$ belong to $\bigcup_{j=0}^{n} A_j$. So $s_{n_a} s_{n_b} \subset \bigcup_{j=0}^{n} A_j$ since $\bigcup_{j=0}^{n} A_j$ is a tree. Consequently, $ab \subset \bigcup_{j=0}^{n} A_j$. \qed

Corollary 3.6. $D \setminus E_D \subset \bigcup_{j=0}^{\infty} A_j$.

Corollary 3.7. For each nonempty open set $U \subset D$ there is a nonnegative integer $i$ such that $U \cap A_i$ contains a nondegenerate arc.

For every arc $L \subset D \setminus E_D$, let $\nu(L)$ denote the least nonnegative integer such that $L \subset \bigcup_{j=0}^{\nu(L)} A_j$.

Proposition 3.8. Let $d_i$ be the supremum of diameters of arcs contained in $D \setminus \bigcup_{j=0}^{i} A_j$. Then $\lim_{i \to \infty} d_i = 0$.

Proof. Clearly, $d_i \leq d_j$ for all integers $i$ and $j$ such that $0 \leq j \leq i$.

Suppose the proposition is false. Then there is a positive number $\epsilon$ such that $d_i > \epsilon$ for all $i = 0, 1, \ldots$. It follows that, for each $i$ there is an arc $J$ in $D \setminus \bigcup_{j=0}^{i} A_j$ such that diam$(J) > \epsilon$. Let $L$ be a subarc of $J$ such that $L$ is contained in the interior of $J$, but diam$(L)$ is still greater than $\epsilon$. Obviously, $L \subset J \setminus E_D$. So the following statement is true.

Claim. For each integer $i \geq 0$, there is an arc $L \subset D \setminus \left( E_D \cup \bigcup_{j=0}^{i} A_j \right)$ such that diam$(L) > \epsilon$.

Let $L_0 \subset D \setminus E_D$ be an arc with diam$(L_0) > \epsilon$. Use the claim with $i = \nu(L_0)$ to get $L_1$ contained in $D \setminus \left( E_D \cup \bigcup_{j=0}^{\nu(L_0)} A_j \right)$ such that diam$(L_1) > \epsilon$. Continue using the claim repeatedly to obtain a sequence of arcs $L_1, L_2, L_3, \ldots$ such that, for each positive integer $k$, $L_k \subset D \setminus \left( E_D \cup \bigcup_{j=0}^{\nu(L_{k-1})} A_j \right)$ and diam$(L_k) > \epsilon$. Observe that the arcs $L_0, L_1, L_2, L_3, \ldots$ are mutually disjoint and each of them has diameter greater than $\epsilon$ which is impossible in a dendrite. This contradiction completes the proof of the proposition. \qed

For each positive integer $i$, let $l(i)$ be the least nonnegative integer such that $p_i \in A_{l(i)}$. Clearly, $i > l(i)$.

For each nonnegative integer $n$ and each positive integer $i$, let $\mu(n, i)$ denote the set of those integers $j$ such that $1 \leq j \leq i$ and $l(j) = n$. Clearly, $\mu(n, i) = \emptyset$ if $i \leq n$. Additionally, set $\mu(n, 0) = \emptyset$.

We say that a nonnegative integer $n$ precedes $i$, and write $n \prec i$, if $l^k(i) = n$ for some positive integer $k$. If $n$ does not precede $i$ we write $n \nprec i$.

Observe that $0 \prec i$ for all positive integers $i$.

Proposition 3.9. There are no positive integers $i$ and $j$ such that $l(j) \prec i \prec j$.

In particular, if $l(i) = l(j)$ then neither $i$ precedes $j$ nor $j$ precedes $i$. 
For each nonnegative integer \( i \), let \( C_i \) denote the component of \( D \setminus \{ p_i \} \) containing \( A_i \setminus \{ p_i \} \).

**Proposition 3.10.** The following statements are true for each positive integer \( i \).

1. \( C_i \) is an open path connected set.
2. \( \text{cl}(C_i) = C_i \cup \{ p_i \} \).
3. \( C_i \cap \bigcup_{j=0}^{k-1} A_j = \emptyset \).
4. Let \( j \) be an integer greater than \( i \). Then the following three statements are equivalent.
   - \( A_j \cap C_i \neq \emptyset \).
   - \( A_j \subset C_i \).
   - \( i < j \).

**Theorem 3.11** (Whyburn). \( D = E_D \cup \bigcup_{i=0}^{\infty} A_i \) and \( \lim_{i \to \infty} \text{diam} \,(C_i) = 0 \).

**Proof.** The theorem follows from Propositions 3.8 and 3.10. \( \square \)

**Proposition 3.12.** Let \( h_0 : \bigcup_{j=0}^{\infty} A_j \to [0,1] \) such that \( \text{diam} \,(h_0(A_i)) \leq 2^{-i} \) and \( h_0 \) is continuous on \( \bigcup_{j=0}^{i} A_j \) for all nonnegative integer \( i \). Then there is a unique extension of \( h_0 \) to a continuous mapping \( h : D \to [0,1] \).

**Proof.**

**Claim.** For each \( x \in D \) and each nonnegative integer \( i \) there is a continuum \( K_i(x) \subset B_D \,(x,2^{-i}) \) containing \( x \) in its interior such that \( |h_0(a) - h_0(b)| \leq 2^{-i} \) for all \( a, b \in K_i(x) \cap \bigcup_{j=0}^{\infty} A_j \).

**Proof of the claim.** If \( x \notin \bigcup_{j=0}^{i+1} A_j \), set \( T = \emptyset \). Otherwise, let \( T \subset \bigcup_{j=0}^{i+1} A_j \) be a tree containing \( x \) in its interior with respect to \( \bigcup_{j=0}^{i+1} A_j \), and such that \( \text{diam} \,(h_0(T)) \leq 2^{-(i+1)} \). Clearly, \( Z = \text{cl} \,(\bigcup_{j=0}^{i+1} A_j \setminus T) \) is a compact set not containing \( x \). Let \( K_i(x) \subset B_D \,(x,2^{-i}) \setminus Z \) be a continuum such that \( x \in \text{int} \,(K_i(x)) \). Take any two points \( a, b \in K_i(x) \cap \bigcup_{j=0}^{\infty} A_j \). To prove the claim it remains to prove that \( |h_0(a) - h_0(b)| \leq 2^{-i} \).

There is an integer \( k > i + 1 \) such that \( ab \subset \bigcup_{j=0}^{k} A_j \), see Corollary 3.7. Since \( ab \subset K_i(x) \subset D \setminus Z \), we get the result that \( ab \subset T \cup \bigcup_{j=i+2}^{k} A_j \). Set \( L_{i+1} = ab \cap T, L_{i+2} = ab \cap A_{i+2}, L_{i+3} = ab \cap A_{i+3}, \ldots, L_k = ab \cap A_k \). Observe that \( \text{diam} \,(h_0(L_j)) \leq 2^{-j} \) for all \( j = i+1, \ldots, k \). Thus

\[
\sum_{j=i+1}^{k} \text{diam} \,(h_0(L_j)) \leq \sum_{j=i+1}^{k} 2^{-j} < \sum_{j=i+1}^{\infty} 2^{-j} = 2^{-i}
\]

Clearly, \( \bigcup_{j=i+1}^{k} L_j = ab \). Let \( M \) be a subset of \( \{ i + 1, i + 2, \ldots, k \} \) minimal with respect to the property \( \bigcup_{j \in M} L_j = ab \). Let \( m \) denote the number of elements of \( M \). Since the intersection of an arc with a continuum, both contained in a dendrite, is either the empty set, or a point, or a nondegenerate arc, we infer that \( L_j \) is a nondegenerate arc for each \( j \in M \). Since \( \bigcup_{j=i+1}^{k} L_j = ab \) is connected, there is a one-to-one function of \( \{ 1, \ldots, m \} \) onto \( M \) such that \( a \in L_{\sigma(1)} \) and \( L_{\sigma(n)} \cap \left( \bigcup_{j=i}^{n-1} L_{\sigma(j)} \right) \neq \emptyset \) for all \( n = 2, \ldots, m \). It follows from the minimality of \( M \) that \( b \in L_{\sigma(m)} \) and \( L_{\sigma(j)} \cap L_{\sigma(n)} \neq \emptyset \) if and only if \( |n - j| \leq 1 \) for all \( j, n = 1, \ldots, m \).
Consequently, $|h_0(a) - h_0(b)| \leq \sum_{j=1}^m \text{diam} \left( h_0 \left( L_{\sigma(j)} \right) \right) \leq \sum_{j=i+1}^k \text{diam} \left( h_0 \left( L_j \right) \right)$. 
Thus, it follows from (2) that $|h_0(a) - h_0(b)| < 2^{-i}$ and the Claim is true.

For an arbitrary point $x \in D$ and an arbitrary nonnegative integer $i$, let $K_i(x)$ be the continuum defined in the Claim. Observe that $K_i'(x) = \bigcap_{j=0}^i K_j(x)$ is a continuum containing $x$ in its interior. So, we may replace $K_i(x)$ in the claim by $K_i'(x)$ and have the additional property that $K_{i+1}(x) \subset K_i(x)$ for each nonnegative integer $i$.

$K_i(x) \cap \bigcup_{j=1}^\infty A_j \neq \emptyset$ because $K_i(x)$ has nonempty interior and $\bigcup_{j=0}^\infty A_j$ is dense in $D$. So, $H_i(x) = h_0 \left( K_i(x) \cap \bigcup_{j=0}^\infty A_j \right)$ is not empty. It follows from the choice of $K_i(x)$ that $H_{i+1}(x) \subset H_i(x)$ and $\text{diam} \left( H_i(x) \right) \leq 2^{-i}$. Consequently, $\text{cl} \left( H_i(x) \right) \subset [0,1]$ is a closed nonempty set, $\text{cl} \left( H_{i+1}(x) \right) \subset \text{cl} \left( H_i(x) \right)$ and $\text{diam} \left( \text{cl} \left( H_i(x) \right) \right) \leq 2^{-i}$ for all nonnegative $i$. It follows that $\bigcap_{i=0}^\infty \text{cl} \left( H_i(x) \right)$ is a single point. We denote this point by $h(x)$. Clearly, $h(x) \in \text{cl} \left( H_j(x) \right)$ for all nonnegative integers $j$.

We will show that $h$ is continuous. Take an arbitrary point $x \in D$ and a positive number $\epsilon$. We will show that there is an open neighborhood $U$ of $x$ in $D$ such that $|h(z) - h(x)| < \epsilon$ for each $z \in U$. Let $i$ be a nonnegative integer such that $2^{-i} < \epsilon$. Set $U = \text{int} \left( K_i(x) \right)$ and take an arbitrary point $z \in U$. There is an integer $n$ such that $B_D(z, 2^{-n}) \subset U = \text{int} \left( K_i(x) \right) \subset K_i(x)$. Hence $K_n(z) \subset K_i(x)$. It follows that $H_n(z) = h_0 \left( K_n(z) \cap \bigcup_{j=0}^\infty A_j \right) \subset h_0 \left( K_i(x) \cap \bigcup_{j=0}^\infty A_j \right) = H_i(x)$. So, $h(z) \in \text{cl} \left( H_n(z) \right) \subset \text{cl} \left( H_i(x) \right)$. Since $\text{diam} \left( \text{cl} \left( H_i(x) \right) \right) \leq 2^{-i}$ and both $h(z)$ and $h(x)$ belong to $\text{cl} \left( H_i(x) \right)$, we have the result $|h(z) - h(x)| \leq 2^{-i} < \epsilon$. Hence, $h$ is continuous.

Finally, we must observe that $h$ is an extension of $h_0$. Suppose that $x \in \bigcup_{j=0}^\infty A_j$. Then $x \in K_i(x) \cap \bigcup_{j=0}^\infty A_j$ for each nonnegative integer $i$. It follows that $h_0(x) \in H_i(x)$ for all $i \geq 0$. Consequently, $\bigcap_{i=0}^\infty \text{cl} \left( H_i(x) \right) = \{h_0(x)\}$ and, therefore, $h(x) = h_0(x)$. The extension is unique since it is continuous and $\bigcup_{j=0}^\infty A_j$ is dense in $D$. □

4. Factorization Lemma and the Small Folds Property

\[ \begin{array}{cccccccc}
X & \leftarrow_{ho} & X & \leftarrow_{ho} & X & \leftarrow_{ho} & X & \leftarrow_{ho} \\
\downarrow_{g} & & \downarrow_{g} & & \downarrow_{g} & & \downarrow_{g} & \\
Y & \leftarrow_{go} & Y & \leftarrow_{go} & Y & \leftarrow_{go} & Y & \leftarrow_{go} \\
\end{array} \]

Proposition 4.1. Let $X$ and $Y$ be two compact spaces, and let $g : X \to Y$ and $h : Y \to X$ be two continuous mappings. Then $\lim (X, h \circ g)$ and $\lim (Y, g \circ h)$ are homeomorphic. Moreover, the following statements are true.

1. Suppose $g$ is a surjection and $h \circ g$ is transitive on $X$. Then $g \circ h$ is transitive on $Y$.
2. Suppose $g$ is a surjection and $h \circ g$ is topologically mixing on $X$. Then $g \circ h$ is topologically mixing on $Y$. 

Suppose $g$ is a surjection, $\operatorname{int}_X (h(U)) \neq \emptyset$ for each nonempty open set $U \subset Y$, and $h \circ g$ is topologically exact on $X$. Then $g \circ h$ is topologically exact on $Y$.

Proof. Consider the sequence $(Z_i)_{i=1}^{\infty}$ where $Z_i = X$ for even $i$ and $Z_i = Y$ odd $i$. Let $f_i : Z_{i+1} \to Z_i$ be $h$ if $i$ is even and $g$ if $i$ is odd. Observe that restricting all threads $(z_i)_{i=0}^{\infty} \in \lim (Z_i, f_i)$ to even terms results in all threads belonging to $\lim (X, h \circ g)$. Since such restriction is a homeomorphism between the corresponding inverse limits, see [20, Corollary 2.5.11], $\lim (X, h \circ g)$ and $\lim (Z_i, f_i)$ are homeomorphic. Similarly, $\lim (Y, g \circ h)$ and $\lim (Z_i, f_i)$ are homeomorphic, since restricting $(z_i)_{i=0}^{\infty}$ to odd terms results in all threads belonging to $\lim (Y, g \circ h)$. Hence, $\lim (X, h \circ g)$ and $\lim (Y, g \circ h)$ are homeomorphic.

Suppose that assumptions of the statement (1) are satisfied. Then there is $x \in X$ such that $(h \circ g)^i (x) \neq (g \circ h)^i (g(x))$ for each positive integer $i$. Since $g$ is a surjection, the image of a dense set in $X$ is dense in $Y$. Consequently, $(h \circ g)^i (g(x)) \neq \emptyset$ is dense in $Y$. So, the orbit of $g(x)$ under $g \circ h$ is dense in $Y$. Thus, $g \circ h$ is transitive on $Y$ and the statement (1) is true.

Now, suppose that assumptions of the statement (2) are satisfied. Let $U$ and $V$ be arbitrary open nonempty subsets of $Y$. Clearly, $g^{-1} (U)$ and $g^{-1} (V)$ are open nonempty subsets of $X$. Also, $g (g^{-1} (U)) = U$ and $g (g^{-1} (V)) = V$. Since $h \circ g$ is topologically mixing, there exists a number $N$ such that $(h \circ g)^i (g^{-1} (U)) \cap g^{-1} (V) \neq \emptyset$ for all $i > N$. So,

$$g\left((h \circ g)^i (g^{-1} (U)) \cap g^{-1} (V)\right) \neq \emptyset \quad \text{for all } i > N.$$ 

Since $g (A \cap B) \subset g (A) \cap g (B)$ for all $A,B \subset X$, we infer that

$$g\left((h \circ g)^i (g^{-1} (U))\right) \cap g (g^{-1} (V)) \neq \emptyset \quad \text{for all } i > N.$$ 

Since $g\left((h \circ g)^i (g^{-1} (U))\right) \cap g (g^{-1} (V)) = (g \circ h)^i (g (g^{-1} (U))) = (g \circ h)^i (g^{-1} (V)) = V$, we get the result that $(g \circ h)^i (U) \cap V \neq \emptyset$ for all $i > N$. Hence, the statement (2) is true.

Finally, suppose that assumptions of the statement (3) are satisfied. Let $U$ be an arbitrary nonempty open subset of $Y$. Then $V = \operatorname{int}_X (h(U))$ is a nonempty open subset of $X$. Since $h \circ g$ is topologically exact on $X$, there is a positive integer $i$ such that $(h \circ g)^i (V) = X$. It follows that $g \circ (h \circ g)^i (V) = g \circ (X) = \emptyset$ since $g$ is a surjection. Since $V \subset h(U)$, we infer that $(g \circ h)^i (U) = g \circ (h \circ g)^i (h(U)) \cap g \circ (h \circ g)^i (V) = V$. Consequently, $(g \circ h)^{i+1} (U) = Y$ and $g \circ h$ is topologically exact on $Y$.

Proposition 4.2. Let $f$ be a continuous real function defined on an interval $I$. Suppose $a,b \in f (I)$ and $a \neq b$. Then there are points $c,d \in I$ such that $f(c) = a$, $f(d) = b$ and $f(t) \in (a,b)$ for each $t \in (c,d)$.

Proof. Let $c_0, d_0 \in I$ be such that $f(c_0) = a$ and $f(d_0) = b$. Let $d$ be the first point in the oriented interval $[c_0, d_0]$ such that $f(d) = b$. Finally, let $c$ be the last point in the oriented interval $[c_0, d]$ such that $f(c) = a$. □
Observe that (10)

**Definition 4.3** (see [31] p 1166). Let \( f : [0, 1] \to [0, 1] \) be a continuous function. Let \( a \) and \( b \) be two points of the interval \([0, 1]\), and let \( \delta \) be a positive number. We say that \( f \) is \( \delta \)-crooked between \( a \) and \( b \) if, for every two points \( c, d \in [0, 1] \) such that \( f(c) = a \) and \( f(d) = b \), there is a point \( c' \) between \( c \) and \( d \) and there is a point \( d' \) between \( c' \) and \( d \) such that \(|b - f(c')| \leq \delta \) and \(|a - f(d')| \leq \delta \). We say that \( f \) is \( \delta \)-crooked if it is \( \delta \)-crooked between every pair of points.

**Definition 4.4.** Let \( f : [0, 1] \to [0, 1] \) be a continuous function. We say that \( f \) has the small folds property if, for every positive number \( \lambda < 1 \), there exist positive numbers \( \beta < \lambda \) and \( \xi < \beta/4 \) satisfying the following condition

for every \( a \) and \( b \) such that \(|a - b| < \beta\), \( f \) is \( \xi \)-crooked between \( a \) and \( b \).

**Lemma 4.5** (Factorization Lemma). Let \( f : [0, 1] \to [0, 1] \) be a continuous surjection with the small folds property and let \( D \) be a dendrite. Then there are continuous surjections \( g : [0, 1] \to D \) and \( h : D \to [0, 1] \) such that \( h \circ g = f \) and \( \text{int}_{[0,1]}(h(U)) \neq \emptyset \) for each nonempty open set \( U \subset D \).

**Proof.** We will assume here that \( D \) is not a tree. The proof in case where \( D \) is a tree is similar, but much simpler. We include a short sketch of the proof in this case at the end of our argument.

Let \( A_0 = p_0q_0, A_1 = p_1q_1, A_2 = p_2q_2, \ldots, l(i) \), \( \mu(n,i) \) and \( \prec \) be as in Section [31].

Let \( r_0 = 0, s_0 = 1 \), and let \( \tau_0 \) be a homeomorphism of \([r_0, s_0]\) onto \( A_0 \) such that \( \tau_0(r_0) = p_0 \) and \( \tau_0(s_0) = q_0 \). Additionally, let \( u_0, v_0 \in [0, 1] \) be such that \( u_0 < v_0 \) and the interval \([u_0, v_0]\) is minimal with respect to the property \( f([u_0, v_0]) = [0, 1] = [r_0, s_0] \).

We will construct sequences \((r_i)_{i=1}^{\infty}, (s_i)_{i=1}^{\infty}, (\tau_i)_{i=1}^{\infty}, (u_i)_{i=1}^{\infty}, \) and \((v_i)_{i=1}^{\infty}\) satisfying the following conditions for all positive integers \( i \).

1. \( 0 \leq r_i < s_i \leq r_{i+1} + 2^{-i} \).
2. \( \tau_i \) is a homeomorphism of \([r_i, s_i]\) onto \( A_i \) such that \( \tau_i(r_i) = p_i \) and \( \tau_i(s_i) = q_i \).
3. \( r_i = \tau_i^{-1}(p_i) \).
4. \( u_i < v_i \).
5. \( f(u_i) = f(v_i) = r_i \).
6. \( f(t) > r_i \) for \( t \in (u_i, v_i) \).
7. \( s_i = \max(f([u_i, v_i])) \).
8. \( \text{diam}(\tau_i(f([u_i, v_i]))) < 2^{-i} \) where \( \text{diam}(*) \) is the diameter in \( D \).
9. Suppose \( n \) is an integer such that \( 0 \leq n < i \). Then the following three statements are equivalent.
   - \([u_i, v_i] \cap \{u_n, v_n\} \neq \emptyset \).
   - \([u_i, v_i] \subset \{u_n, v_n\} \).
   - \( n < i \).
10. Suppose \( n \) is an integer such that \( 0 \leq n \leq i \). Suppose also \( x \in (r_n, s_n) \). Then there is an interval \( I \subset (u_n, v_n) \setminus \bigcup_{j \in \mu(n,i)} [u_j, v_j] \) such that \( x \in \text{int}(f(I)) \).

Observe that (10) is satisfied.

Let \( i \) be a positive integer. Suppose \((r_j)_{j=0}^{i-1}, (s_j)_{j=0}^{i-1}, (\tau_j)_{j=1}^{i-1}, (u_j)_{j=1}^{i-1}, (v_j)_{j=1}^{i-1}\) satisfying the above conditions have been constructed. We will now construct \( r_i, s_i, \tau_i, u_i \) and \( v_i \).
Set \( r_i = \tau_t(i)^{-1}(p_i) \). Using (10) with \( n = l(i) \) and \( x = r_i \), we get an interval \( I \subset (u(i)_t, v(i)_t) \setminus \bigcup_{j \in \mu(n(i),i-1)} [u_j, v_j] \) such that \( r_i \in \text{int}(f(I)) \). Let \( \lambda \) be a positive number satisfying the following conditions.

(\( \lambda\)-1) \( \lambda < 2^{-i} \),
(\( \lambda\)-2) \( \text{diam}(\tau_t(i)([r_i - \lambda, r_i + \lambda])) < 2^{-i} \), and
(\( \lambda\)-3) \( |r_i - \lambda, r_i + \lambda| \subset f(I) \).

Let \( \beta < \lambda \) and \( \xi < \beta/4 \) be positive numbers as in Definition 4.3. Set \( a = r_i - 2\xi \) and \( b = r_i + 2\xi \). Clearly, \([a, b] \subset (r_i - \lambda, r_i + \lambda) \subset f(I) \). Using Proposition 4.2 we get points \( c, d \in I \) such that \( f(c) = a \), \( f(d) = b \) and \( f(t) \in (a, b) \) for each \( t \) between \( c \) and \( d \). Since \( b - a = 4\xi < \beta \) and \( f \) is \( \xi \)-crooked between \( a \) and \( b \), there is a point \( c' \) between \( c \) and \( d \) and there is a point \( d' \) between \( c' \) and \( d \) such that \( |b - f(c')| < \xi \) and \( |a - f(d')| < \xi \). It follows that

\[
r_i + \xi < f(c') < r_i + 2\xi = b \quad \text{and} \quad a = r_i - 2\xi < f(d') \leq r_i - \xi.
\]

We will now consider the cases \( c < d \) and \( d < c \) to define \( u_i, v_i \) and an interval \( J \subset (u(i)_t, v(i)_t) \setminus \bigcup_{j \in \mu(n(i),i)} [u_j, v_j] \) such that

\[
(\ast) \quad f([u_i, v_i]) \subset \text{int}(f(I)).
\]

Case: \( c < d \). In this case \( c < c' < d' < d \). Let \( u_i \) be the greatest number in the interval \([c, c']\) such that \( f(u_i) = r_i \), and let \( v_i \) be the least number in the interval \([c', d']\) such that \( f(v_i) = r_i \). Also, set \( J = [d', d] \).

Case: \( d < c \). In this case \( d < d' < c < c' \). Let \( u_i \) be the least number in the interval \([d', c']\) such that \( f(u_i) = r_i \), and let \( v_i \) be the least number in the interval \([c', c]\) such that \( f(v_i) = r_i \). Also, set \( J = [d, d'] \).

Observe that (4) is satisfied in both cases. To conclude the construction we set \( s_i = \max(f([u_i, v_i])) \) as required in condition (7)i. It is easy to check that conditions (1), ..., (4), are true.

Proof of (10). If \( n = i \), then \( \mu(n, i) = \emptyset \). So, \( (u_n, v_n) \setminus \bigcup_{j \in \mu(n, i)} [u_j, v_j] = (u_n, v_n) \) and (10), follows from (5) and (7). So we may assume that \( n < i \). Using (10) for \( n \neq i \) we infer that there is an interval \( I_{i-1} = (u_n, v_n) \setminus \bigcup_{j \in \mu(n, i-1)} [u_j, v_j] \) such that \( x \in \text{int}(f(I_{i-1})) \). If \( n \neq l(i) \), then \( i \notin \mu(n, i) \), \( \mu(n, i) = \mu(n, i-1) \) and (10), is satisfied by letting \( I = I_{i-1} \). So, we may assume that \( n = l(i) \). To finish the proof of (10), we will consider the following two cases \( x \notin f([u_i, v_i]) \) and \( x \in f([u_i, v_i]) \).

Case \( x \notin f([u_i, v_i]) \). In this case there is an interval \( L \subset f(I_{i-1}) \) such that \( x \in \text{int}(L) \) and \( L \cap f([u_i, v_i]) = \emptyset \). It follows from (1) that there is an interval \( I \subset I_{i-1} \) such that \( f(I) = L \). Observe that this choice of \( I \) satisfies condition (10).

Case \( x \in f([u_i, v_i]) \). In this case set \( I = J \) and observe that (10), follows from (3).

The construction of \((r_i)_{i=1}^\infty, (s_i)_{i=1}^\infty, (\tau_i)_{i=1}^\infty, (u_i)_{i=1}^\infty, (v_i)_{i=1}^\infty \) satisfying (1), ..., (10), is now complete.

Let \( h_0 \) be a real function of \( \bigcup_{j=0}^\infty A_j \) defined by \( h_0(x) = \tau_i^{-1}(x) \) for \( x \in A_i \) for every nonnegative integer \( i \). Observe that conditions (1), ..., (7), guarantee that \( h_0 \) is a well-defined function onto \([0, 1] \) satisfying the assumptions of Proposition 3.2.12

Thus, there is a unique extension of \( h_0 \) to a continuous mapping \( h : D \to [0, 1] \).

Since \( \tau_i^{-1} \) is an embedding of \( A_i \) into \([0, 1] \) for each nonnegative integer \( i \), it follows from Corollary 4.4.4 that \( \text{int}_{[0, 1]}(h(U)) \neq \emptyset \) for each nonempty open set \( U \subset D \).
For each nonnegative integer \( i \), we will define a function \( g_i : [0,1] \to \bigcup_{j=0}^i A_j \) by a recursive formula: Set \( g_0 = \tau_0 \circ f \) and, for each positive integer \( i \), let \( g_i \) be defined by

\[
g_i(t) = \begin{cases} 
g_{i-1}(t), & \text{if } t \in [0,1] \setminus (u_i, v_i); 
\tau_i \circ f(t), & \text{if } t \in (u_i, v_i).
\end{cases}
\]

The following claim is an easy consequence of the above definition.

**Claim 4.5.1.** Suppose \( n \) and \( i \) are integers such that \( 0 \leq n < i \). Then \( g_i(t) = g_n(t) \) for each \( t \in [0,1] \setminus \bigcup_{j=n+1}^i (u_j, v_j) \).

**Claim 4.5.2.** Let \( i \) be a nonnegative integer. Then the following properties are true.

1. \( g_i \) is a continuous surjection onto \( \bigcup_{j=0}^i A_j \).
2. \( h \circ g_i = f \).
3. Suppose \( n \) is an integer such that \( 0 \leq n \leq i \) then
   1. \( g_i(t) = g_n(t) = \tau_n \circ f(t) \) for \( t \in [u_n, v_n] \setminus \bigcup_{j \in \mu(n,i)} (u_j, v_j) \),
   2. \( g_i \left( [u_n, v_n] \setminus \bigcup_{j \in \mu(n,i)} (u_j, v_j) \right) = A_n \), and
   3. \( g_i([u_n, v_n]) \subset C_n \).

**Proof of 4.5.2.** We will prove the claim by induction with respect to \( i \). Observe that (P-1), (P-2), (P-3) are true. Suppose that \( i \) is a positive integer such that (P-1), (P-2), (P-3) for \( i-1 \) are true. We will prove (P-1), (P-2), (P-3) for \( i \).

Clearly, \( l(i) < i \). If \( j \in \mu(l(i), i-1) \) then \( j \neq i \) by Proposition 3.9. So, it follows from (3) with \( n = l(i) \) that \( [u_i, v_i] \cap \bigcup_{j \in \mu(l(i), i-1)} [u_j, v_j] = \emptyset \). Using (4), again, this time with \( n = l(i) \) we get the result that \( [u_i, v_i] \subset (u_{l(i)}, v_{l(i)}) \). It follows from (2)(ii), (3), (4), and (P-3), (P-1), (P-2), (P-3) that \( g_{i-1}(u_i) = g_{i-1}(v_i) = p_i \).

So, \( g_{i-1} \) restricted to \( [0,1] \setminus (u_i, v_i) \) and \( \tau_i \circ f \) defined on \( [u_i, v_i] \) are two continuous functions agreeing on the intersection of their (compact) domains. Consequently, \( g_i \) which is the union of these two functions is continuous on the interval \([0,1]\). Also, observe that this definition of \( g_i \) guarantees (P-1), (P-2), (P-3). If \( 0 \leq n < i \) then (P-3), (P-1), (P-2) follows automatically from (P-3), (P-1), (P-2) because \( \mu(n, i-1) \subset \mu(n, i) \). So, (P-3), (P-1), (P-2) is true for all integers \( n \) such that \( 0 \leq n \leq i \). The property (P-3) for \( i \), (P-1) for \( i \), (P-2) for \( i \), (P-3) for \( i \), and continuity of \( g_i \) for \( i \) follows from continuity of \( g_i \), (P-1), (P-2), and (P-3).

**Proof of (P-3), (P-2), (P-3).** Observe that (P-3), (P-2), (P-3) is true since \( g_i((u_i, v_i]) \subset A_i \setminus \{p_i\} \subset C_i \). Hence, it is enough to prove (P-3), (P-2), (P-3) for each nonnegative integer \( n \leq i \). In this case we may use (P-3), (P-2), (P-3) for \( n-1 \) to infer that \( g_{i-1}((u_n, v_n]) \subset C_n \). Suppose \( n \neq i \). Then \( [u_i, v_i] \cap [u_n, v_n] = \emptyset \) by (4), and \( g_i([u_n, v_n]) = g_{i-1}([u_n, v_n]) = g_{i-1}([u_n, v_n]) \). So, \( g_i((u_n, v_n]) \subset A_n \subset C_n \). Hence, we may assume that \( n < i \). In such case \( [u_i, v_i] \subset (u_n, v_n) \) by (4). Consequently, \( g_i(u_i) = g_{i-1}(u_i) = \tau_n \circ f (u_i) = p_i \) belongs to \( C_i \). Thus, \( A_i \subset C_i \) since \( p_i \neq A_i \). This implies that \( g_i((u_i, v_i]) \subset A_i \subset C_n \). It follows that \( g_i([u_n, v_n]) \subset C_n \) since \( g_i((u_n, v_n]) \setminus (u_i, v_i) = g_{i-1}((u_n, v_n]) \setminus (u_i, v_i) \). This completes the proof of (P-3), (P-2), (P-3) in general.

It follows from (P-2), recall that \( h \mid \bigcup_{j=0}^i A_j = h_0 \) and \( h_0(x) = \tau_{i-1} \) for all \( x \in A_i \). It follows from the definition of \( g_i \) that \( g_i(t) = \tau_i \circ f(t) \) for all \( t \in (u_i, v_i) \). So, \( h \circ g_i(t) = \tau_i \circ f(t) = f(t) \) for all \( t \in (u_i, v_i) \). Now, it follows from (P-2) for \( i \), (P-1) for \( i \), (P-2) for \( i-1 \), and the claim is true.
Claim 4.5.3. \((g_i)\) is a Cauchy sequence.

Proof of 4.5.3. Let \(\epsilon\) be an arbitrary positive number. It follows from Theorem 3.11 that there is an integer \(m\) such that \(2^{-m} < \epsilon\) and \(\text{diam}(C_j) < \epsilon/2\) for each \(j \geq m\). Let \(i\) be an arbitrary integer greater than \(m\) and let \(t\) be an arbitrary element of \([0,1]\). To complete the proof of the claim, we will show that

\[
\text{(1)}\quad d(g_i(t), g_m(t)) < \epsilon
\]

If \(t \notin \bigcup_{j=m+1}^i (u_j, v_j)\) then \(g_i(t) = g_m(t)\) by 4.5.1 and the (1) is true. So, we may assume that \(t \in \bigcup_{j=m+1}^i (u_j, v_j)\). Let \(n\) be the least integer such that \(m < n\) and \(t \in (u_n, v_n)\). It follows from (P–3) that \(g_i(t) \in C_n\). Since \(p_n \in \text{cl}(C_n)\) by Proposition 3.10(2), we infer that

\[
\text{(1)}\quad d(g_i(t), p_n) \leq \text{diam}(C_n) < \epsilon/2
\]

Clearly, \(l(n) < n \leq i\). Since \(t \in (u_n, v_n) \subset (u_{l(n)}, v_{l(n)})\) by (9), the choice of \(n\) implies that \(l(n) \leq m\).

Suppose there exists an integer \(j\) such that \(l(n) \leq m\) and \(t \in (u_j, v_j)\). Then, since \(m < n\) and \(t \in (u_n, v_n) \cap (u_j, v_j) \cap (u_{l(n)}, v_{l(n)})\), (9) and (9) imply that \(l(n) < j < n\) which contradicts Proposition 3.4. So, \(t \notin \bigcup_{j=l(n)+1}^i (u_j, v_j)\) and Claim 4.5.3 implies

\[
\text{(2)}\quad g_i(t) = g_m(t)
\]

Using (2), (3), and (9) we infer that \(\tau_{l(n)}(f(u_n)) = p_n\). It follows from (P–3) that \(g_i(u_n) = \tau_{l(n)}(f(u_n)) = p_n\) and \(g_i(t) = \tau_{l(n)}(f(t))\). We now apply (9) to estimate the distance between \(g_i(t)\) and \(p_n\) in the following way: \(d(p_n, g_i(t)) = d(\tau_{l(n)}(f(u_n)), \tau_{l(n)}(f(t))) \leq \text{diam}(\tau_{l(n)}(f[u_n, v_n])) < 2^{-n}\). Since \(2^{-n} \leq 2^{-m-1} < \epsilon\) we get the result

\[
\text{(3)}\quad d(p_n, g_i(t)) < \epsilon/2
\]

Combining (1), (3) and (2) we infer that

\[
\text{(4)}\quad d(g_i(t), g_m(t)) \leq d(g_i(t), p_n) + d(p_n, g_i(t)) + d(g_i(t), g_m(t)) < \epsilon/2 + \epsilon/2 + 0
\]

Hence, (4) is true and the proof of the claim is complete.

Let \(g = \lim_{i \to \infty} g_i\). Clearly, \(g\) is continuous as the limit of a uniformly convergent sequence of continuous functions into a compact space \(D\). Observe that \(g([0,1]) = D\) since \(\bigcup_{j=0}^\infty A_j\) is dense in \(D\) and \(g_i\) is a surjection onto \(\bigcup_{j=0}^i A_j\) by (P–1). Finally, observe that the sequence \((h \circ g_i)\) converges uniformly to \(h \circ g\) since the sequence \((g_i)\) converges uniformly to \(g\) and \(h\) is continuous. But \(h \circ g_i = f\) for all \(i\). Consequently, \(h \circ g = f\). This completes the proof of the lemma in the case when \(D\) is not a tree.

Sketch of Proof in the case when \(D\) is a tree. In this case \(D\) may be represented as a finite union \(\bigcup_{i=0}^k A_i\), see 5.1. Set \(r_0, s_0, \tau_0, u_0\) and \(v_0\) the same way as before and then construct \((r_i)_{i=1}^k, (s_i)_{i=1}^k, (\tau_i)_{i=1}^k, (u_i)_{i=1}^k, (v_i)_{i=1}^k\) satisfying conditions (1)–(10), for all positive integers \(i \leq k\). Note that (8) and other estimates of distance by \(2^{-i}\) are irrelevant in this finite case and may be omitted. After the \(k\)th step of the construction, define \(h : D \to [0,1]\) by \(h(x) = \tau_{i-1}^{-1}(x)\) for \(x \in A_i\). Then construct \(g_0, g_1, \ldots, g_k\) using the same
recursive formula as above. Finally, set \( g = g_k \) and observe that \( h \) and \( g \) defined this way satisfy the lemma.

5. A TRANSITIVE MAP ON \([0,1] \) WITH THE SMALL FOLDS PROPERTY

W.R.R. Transue and the second author of the present paper constructed in \([31]\) a transitive map \( f \) of \([0,1] \) onto itself such that \( \lim (\lim([0,1], f)) \) is homeomorphic to the pseudo-arc. It is possible, but not entirely clear that the map on \([0,1] \) constructed in \([31]\) has the small folds property. In this section we will tweak the original construction very slightly to be able to show that the small folds property is satisfied.

5.1. Summary of the original construction in \([31]\). The two key elements of that construction are \([31\) Proposition 5, p. 1166] and \([31\) Lemma, p. 1167]. The lemma is used repeatedly by the inductive construction in the proof of the main result in \([31\) (Theorem on page 1169). In turn, the lemma uses Proposition 5 in each pass. We will summarize the proposition by briefly describing arguments passed to the routines and the output produced by them.

- \([31\) Proposition 5, p. 1166]. \textbf{Input}: positive numbers \( \epsilon < 1 \) and \( \gamma < \epsilon/4 \). \textbf{Output}: A piecewise linear continuous function \( g \) mapping \([0,1] \) onto itself such that the distance between \( g \) and the identity is estimated by \( \epsilon \), and \( g \) is \( \gamma \)-crooked between all \( a, b \in [0,1] \) such that \( |a - b| < \epsilon \). (See the original statement of the proposition in \([31\) for more essential properties of \( g \).)

A continuous and piecewise linear function \( f \) of \([0,1] \) onto itself is called admissible if \( |f'(t)| \geq 4 \) for every \( t \) such that \( f'(t) \) exists and for every \( 0 \leq a < b \leq 1 \) there is a positive integer \( m \) such that \( f^m([a, b]) = [0,1] \). For example, the second iteration of the full tent map is admissible.

- \([31\) Lemma, p. 1167]. \textbf{Input}: an admissible map \( f \) and positive numbers \( \eta \) and \( \delta \). \textbf{Output}: A positive integer \( n \) and an admissible map \( F \) such that \( f \) and \( F \) are \( \eta \)-close, \( F^n \) is \( \delta \)-crooked. Moreover, if \( 0 \leq a < b \leq 1 \) and \( b - a \geq \eta \), then \( f([a, b]) \subset F([a, b]) \) and \( F^n([a, b]) = [0,1] \).

In the proof of the lemma, properties of the input are used to select a positive number \( \epsilon \), a positive integer \( n \), and a positive number \( \gamma \). (The order of this choice is important. The choice of \( n \) depends on that of \( \epsilon \). The choice of \( \gamma \) depends on \( \epsilon \) and \( n \).) Then \([31\) Proposition 5, p. 1166] is used to obtain \( g \). The function \( F = f \circ g \) satisfies the lemma.

In the following observation we use the same notation as in the first three lines of page 1168 in \([31\).

\textbf{Observation 5.1.} In the proof of \([31\) Lemma, p. 1167], \( \epsilon \) is selected to be exactly \( \eta/s \) where \( s \) is such that \( |f'(t)| < s \) whenever \( f'(t) \) exists. In fact, we may set \( \epsilon \) to be any positive number \( \leq \eta/s \) and apply the same proof as it is written in \([31\) without any need for an additional change. Another degree of freedom in the proof of the lemma is the choice of \( \gamma \). After \( \epsilon \) and \( n \) are selected, \( \gamma \) may be chosen to be any positive number less than \( \min(\alpha, s^{-n}, \epsilon/4, \delta s^{-n}/5) \). This will allow us to strengthen the lemma by imposing an additional condition on \( \gamma \).

In the proof of the main result in \([31\) (Theorem on page 1169) a sequence of admissible functions \( f_1, f_2, \ldots \) and a sequence of positive integers \( n(1), n(2), \ldots \) are constructed by induction to satisfy the following three conditions

\begin{enumerate}
\item \( |f_{i+1}(t) - f_i(t)| < 2^{-i} \) for each \( t \in [0,1] \),
\end{enumerate}
(ii) \( f_i^{n(k)} \) is \((2^{-k} - 2^{-k-i})\)-crooked for each positive integer \( k \leq i \), and

(iii) if \( 0 \leq a < b \leq 1 \) and \( b - a \geq 2^{-k} \), then \( f_i^{n(k)}([a, b]) = [0, 1] \) for each positive integer \( k \leq i \).

For each integer \( i \geq 2 \), [31, Lemma, p. 1167] is used with \( f = f_{i-1} \) and with a certain choice of \( \eta \) and \( \delta \). Then \( n(i) \) and \( f_i \) are defined by setting \( n(i) = n \) and \( f_i = F \) where \( n \) and \( F \) are output by the lemma.

The first condition in the construction guarantees that the sequence \((f_i)\) converges uniformly. The second condition implies that the inverse limit of copies of \([0, 1]\) with \( \lim_{i \to \infty} f_i \) as the bonding map is the pseudo-arc. Finally, \( \lim_{i \to \infty} f_i \) is transitive by (iii) and Theorem 6 of [3].

5.2. Adjustments to the construction. We will use Observation 5.2.1 to obtain the following lemma.

**Lemma 5.2** (Replacement for [31, Lemma, p. 1167]). Let \( f : [0, 1] \to [0, 1] \) be an admissible map. Let \( \eta, \delta \) and \( \lambda \) be three positive numbers. Then there is an integer \( n \) and there are continuous maps \( g \) and \( F \) of \([0, 1]\) onto itself satisfying the following conditions:

1. \( F = f \circ g \),
2. \( |F(t) - f(t)| < \eta \) and \( |g(t) - t| < \eta \) for each \( t \in [0, 1] \),
3. \( F^n \) is \( \delta \)-crooked,
4. if \( 0 \leq a < b \leq 1 \) and \( b - a \geq \eta \), then \( f^j([a, b]) \subset F^j([a, b]) \) for each positive integer \( j \),
5. if \( 0 \leq a < b \leq 1 \) and \( b - a \geq \eta \), then \( F^n([a, b]) = [0, 1] \),
6. \( F \) is admissible, and
7. there exist positive numbers \( \beta < \lambda \) and \( \xi < \beta/4 \) satisfying the following condition: for every \( a \) and \( b \) such that \( |a - b| < \beta \), \( F \) is \( \xi \)-crooked between \( a \) and \( b \).

**Proof.** Let \( \alpha \) and \( s \) be defined in the same way as in the proof of [31, Lemma, p. 1167]. Let \( \epsilon \) be a positive number less than \( \min(\eta/s, \alpha) \). It follows from (1) on page 1167 in [31, Lemma, p. 1167] that

**Observation 5.2.1.** Suppose that \( a, b, a', b' \in [0, 1] \) are such that \( |a - b| < 2\epsilon \) and \( [a', b'] \subset f^{-1}([a, b]) \). Then \( |a' - b'| < \epsilon \).

Let \( n \) be defined in the same way as in the proof of Lemma in [31], that is if \( 0 \leq a < b \leq 1 \) and \( b - a > \epsilon/4 \), then \( f^n([a, b]) = [0, 1] \). Let \( \beta \) be a positive number less than \( \min(2\epsilon, \lambda) \), let \( \xi \) be a positive number less than \( \beta/4 \), and let \( \gamma \) be a positive number less than \( \min(\alpha, s^{-n}, \epsilon/4, \delta s^{-n}/5, \xi/s) \). As it was done in the original proof we now use [31, Proposition 5] to get the map \( g \) and define \( F = f \circ g \).

(Notice that \( |g(t) - t| \) could be estimated in (2) by \( \eta/s \) instead just by \( \eta \) as it is stated in that condition.) The proof of all conditions except for (4) and (7) was given in [31] and will be omitted here. We will only prove (4) and (7).

**Proof of (4).** Recall that the number \( s \) was defined in [31] such that \( |f'(t)| < s \) for all \( t \) such that \( f'(t) \) is defined. Observe that \( s > 4 \) because \( f \) is admissible. It was observed in [31] that \( \text{diam} \ (f(C)) \leq s \text{diam} \ (C) \) for every \( C \subset [0, 1] \); see (2) on page 1167 in [31].

Let \( a \) and \( b \) be such that \( 0 \leq a < b \leq 1 \) and \( b - a \geq \eta \). Since \( \epsilon < \eta/s < \eta/4 \), \( b - a \geq 4\epsilon > \epsilon/4 \). It follows from the choice of \( n \) that \( f^n([a, b]) = [0, 1] \). Observe
that

\[(*) \quad \text{diam} \left( f^j ([a, b]) \right) \geq \gamma \quad \text{for each nonnegative integer } j.\]

Otherwise, \( \text{diam} \left( f^{j+n} ([a, b]) \right) \leq s^n \text{diam} \left( f^j ([a, b]) \right) < s^n \gamma \) which is a contradiction because \( f^{j+n} ([a, b]) = [0, 1] \) and \( s^n \gamma < s^n s^{-n} = 1. \)

[31] Proposition 5 (v) states that \( A \subset g (A) \) for each interval \( A \subset [0, 1] \) such that \( \text{diam} (A) \geq \gamma \). Applying \( f \) to both sides of the inclusion \( A \subset g (A) \) we get \( f (A) \subset f \circ g (A) = F (A) \). Hence,

\[(**) \quad f (A) \subset F (A) \quad \text{for each interval } A \subset [0, 1] \text{ such that } \text{diam} (A) \geq \gamma.\]

We will prove the inclusion

\[(I_j) \quad f^j ([a, b]) \subset F^j ([a, b])\]

by induction with respect to \( j \). It follows from \((*)\) for \( j = 0 \) that \( b - a \geq \gamma. \) So we may use \((**)\) with \( A = [a, b] \) to get \((I_1)\). Now, suppose \( j \geq 2 \) and \((I_{j-1})\) is true. We need to show \((I_j)\). Applying \( f \) to both sides of the inequality \((I_{j-1})\) we infer that \( f^j ([a, b]) \subset f \left( F^{j-1} ([a, b]) \right) \). Since it follows from \((**)\) for \( j = 1 \) and \((I_{j-1})\) that \( \text{diam} \left( F^{j-1} ([a, b]) \right) \geq \gamma \), we may use \((**)\) with \( A = F^{j-1} ([a, b]) \) to get \( f \left( F^{j-1} ([a, b]) \right) \subset F \left( F^{j-1} ([a, b]) \right) = F^j ([a, b]). \) Hence,

\[f^j ([a, b]) \subset f \left( F^{j-1} ([a, b]) \right) \subset F^j ([a, b]).\]

So, \((I_j)\) is true and the proof of \((I)\) is complete.

Proof of \([7]\). Take any \( a \) and \( b \) such that \( |a - b| < \beta. \) We need to show that \( F = f \circ g \) is \( \xi \)-crooked between \( a \) and \( b \). Take \( c, d \in [0, 1] \) such that \( f \circ g (c) = a \) and \( f \circ g (d) = b \). Let \( c_0 \) be the last point in \([c, d]\) such that \( f \circ g (c_0) = a \). Clearly, \( c_0 \in [c, d] \). Let \( d_0 \) be the first point in \([c_0, d]\) such that \( f \circ g (d_0) = b \). Clearly, \( f \circ g ([c_0, d_0]) = [a, b] \) and \( f \circ g ([c_0, d_0]) = [a, b] \). Consequently, \( g ([c_0, d_0]) = [g (c_0), g (d_0)] \) and \( g ([c_0, d_0]) = [g (c_0), g (d_0)] \). Since \( |a - b| < \beta < 2 \epsilon \), it follows from \([5.2.1]\) that \( |g (c_0) - g (d_0)| < \epsilon \). By \([31]\) Proposition 5 (ii), \( g \) is \( \gamma \)-crooked between \( g (c_0) \) and \( g (d_0) \). So, there exists \( c' \) between \( c_0 \) and \( d_0 \), and there exists \( d' \) between \( c' \) and \( d_0 \) such that \( |g (d_0) - g (c')| < \gamma \) and \( |g (c_0) - g (d')| < \gamma \). It follows from the choice of \( c_0 \) and \( d_0 \) that \( c' \) is between \( c \) and \( d \), and \( d' \) is between \( c' \) and \( d \). Since \( \text{diam} \left( f \left( C \right) \right) < s \text{diam} \left( C \right) \) for every nonempty set \( C \subset [0, 1] \) by \([31]\) (2), p. 1167], \( \gamma < \xi / s \), \( f \circ g (d_0) = b \) and \( f \circ g (c_0) = a \) we infer that \( |b - f \circ g (c')| < \xi \) and \( |a - f \circ g (d')| < \xi \). Thus, \( F = f \circ g \) is \( \xi \)-crooked between \( a \) and \( b \).

Proposition 5.3. Let \( f \) and \( g \) be continuous functions of \([0, 1]\) into \([0, 1]\). Suppose that \( f \) is \( \xi \)-crooked between \( a \) and \( b \) for some \( a, b \in [0, 1] \) and a positive number \( \xi \). Then \( f \circ g \) is also \( \xi \)-crooked between \( a \) and \( b \).

Proof. Suppose there are \( c, d \in [0, 1] \) such that \( f \circ g (c) = a \) and \( f \circ g (d) = b \). Since \( f \) is \( \xi \)-crooked between \( a \) and \( b \), and for some \( a, b \in [0, 1] \), there is a point \( c_1 \) between \( g (c) \) and \( g (d) \), and there is a point \( d_1 \) between \( c_1 \) and \( g (d) \) such that \( |b - f (c_1)| \leq \xi \) and \( |a - f (d_1)| \leq \xi \). Since \( g \) is continuous, there is a point \( c' \) between \( c \) and \( d \), and there is a point \( d' \) between \( c' \) and \( d \) such that \( g (c') = c_1 \) and \( g (d') = d_1 \). Observe that \( |b - f \circ g (c')| = |b - f (c_1)| \leq \xi \) and \( |a - f \circ g (d')| = |a - f (d_1)| \leq \xi \).
Proposition 5.4. Let \((g_i)_{i=1}^{\infty}\) be a sequence of continuous functions of \([0,1]\) into \([0,1]\). For all integers \(i\) and \(j\) such that \(1 \leq i < j\), let \(g_{i,j}\) denote the composition 
\[g_i \circ g_{i+1} \circ \ldots \circ g_j.\] Additionally, set \(g_{i,i} = g_i\). Suppose that, for each nonnegative integer \(i\), the sequence \((g_{i,j})_{j=i}^{\infty}\) uniformly converges. Let \(g_{i,\infty} = \lim_{j \to \infty} g_{i,j}\). Then \(g_{i,j} \circ g_{j+1,\infty} = g_{i,\infty}\) for all positive integers \(i\) and \(j\) such that \(i \leq j\).

In the next proposition we will use the same notation as in the previous one.

Proposition 5.5. Let \((g_i)_{i=1}^{\infty}\) be a sequence with the same properties as in Proposition 5.4. Suppose also that for each \(\lambda > 0\) there is a positive integer \(j\), and there exist positive numbers \(\beta < \lambda\) and \(\xi < \beta/4\) satisfying the following condition
\[(*_{1,j})\] for every \(a\) and \(b\) such that \(|a - b| < \beta\), \(g_{1,j}\) is \(\xi\)-crooked between \(a\) and \(b\).

Then \(g_{1,\infty}\) has the small folds property.

Proof. In order to prove the proposition it is enough to show \((*_{1,\infty})\) that is \([5.4]\) with \(g_{1,j}\) replaced by \(g_{1,\infty}\). For that purpose observe that \(g_{1,\infty} = g_{1,j} \circ g_{j+1,\infty}\) by 5.4. Now, use Proposition 5.3 with \(f = g_{1,j}\) and \(g = g_{1,\infty}\).

The following proposition is well-known. We state it here for convenience. Note that \(F\) in this proposition does not have to be continuous. Also, a similar proposition with \([0,1]\) replaced by an arbitrary compact metric space is true.

Proposition 5.6. Suppose \(n\) is a positive integer and \(f : [0,1] \to [0,1]\) be a continuous function. Then, for each \(\epsilon > 0\) there exists \(\eta > 0\) with the property
\[|f^n(t) - F^n(t)| < \epsilon\] for all \(t \in [0,1]\) and each function \(F : [0,1] \to [0,1]\) such that
\[|f(t) - F(t)| < \eta\] for all \(t \in [0,1]\).

Proof. The proposition is trivial if \(n = 1\). Suppose \(n > 1\) and the proposition is true for \(n - 1\). We will prove that it is also true for \(n\).

Take an arbitrary \(\epsilon > 0\). Since \(f\) is continuous, there is \(\delta > 0\) such that
\[|f(a) - f(b)| < \epsilon/2\] for all \(a, b \in [0,1]\) such that \(|a - b| < \delta\). Using the proposition with \(n - 1\) and \(\epsilon\) replaced by \(\delta\), we infer that there is a positive number \(\eta \leq \epsilon/2\) with the property
\[|f^{n-1}(t) - F^{n-1}(t)| < \delta\] for all \(t \in [0,1]\) and each function \(F : [0,1] \to [0,1]\) such that \(|f(t) - F(t)| < \eta\) for all \(t \in [0,1]\). Suppose \(F\) is a specific function such that \(|f(t) - F(t)| < \eta\) for all \(t \in [0,1]\). In particular,
\[|f(F^{n-1}(t)) - F(F^{n-1}(t))| < \eta \leq \epsilon/2\] for all \(t \in [0,1]\). It follows from the choices of \(\eta\) and \(\delta\) that
\[|f(F^{n-1}(t)) - f(F^{n-1}(t))| < \epsilon/2\] for all \(t \in [0,1]\). Consequently,
\[|f^n(t) - F^n(t)| = |f^n(t) - f(F^{n-1}(t)) + f(F^{n-1}(t)) - F^n(t)| \leq |f(F^{n-1}(t)) - f(F^{n-1}(t))| + |f(F^{n-1}(t)) - F(F^{n-1}(t))| < \epsilon/2 + \epsilon/2 = \epsilon\] for all \(t \in [0,1]\).

Theorem 5.7. There is a map \(f : [0,1] \to [0,1]\) such that

(1) the inverse limit of copies of \([0,1]\) with \(f\) as the bonding map is a pseudo-
arc,
(2) \(f\) is topologically exact, and
(3) \(f\) has the small folds property.

Proof. The proof of this theorem is very similar to that of \([31]\) Theorem, p 1169].
As it was done in \([31]\), we construct a sequence of positive integers \(n(1), n(2), \ldots\) and a sequence of admissible functions \(f_1, f_2, \ldots\) of \([0,1]\) onto itself. In \([31]\), the lemma was used with \(f = f_{i-1}\) to define \(f_i\) as \(F = f \circ g\) for \(i \geq 2\). We will use
here Lemma 5.2 instead and remember \( g \) as \( g_i \) for future use. So, we will also construct another sequence of continuous functions \( g_2, g_3, \ldots \) of \([0, 1]\) onto itself. Additionally, we set \( g_1 = f_1 \). This allows us to use the notation from Proposition 5.4. In particular, \( f_i = g_{1,i} \) for each integer \( i \).

Our construction will have the following properties for each positive integer \( i \):

1. If \( i > 1 \), then \( |g_{k,i-1} (t) - g_{k,i} (t)| < 2^{-i} \) for each \( t \in [0, 1] \) and each positive integer \( k \leq i - 1 \).
2. \( f_i^{n(k)} \) is \((2^{-k} - 2^{-k-i})\)-crooked for each positive integer \( k \leq i \).
3. If \( 0 \leq a < b \leq 1 \) and \( b - a \geq 2^{-k} \), then \( f_i^{n(k)} ([a, b]) = [0, 1] \) for each positive integer \( k \leq i \), and
4. There are positive numbers \( \beta < 2^{-i} \) and \( \xi < \beta/4 \) satisfying the condition: for every \( a \) and \( b \) such that \( |a - b| < \beta \), \( g_i \) is \( \xi \)-crooked between \( a \) and \( b \).

To construct \( n(1) \) and \( f_1 \), we use Lemma 5.2 with any admissible map \( f, \eta = 1/2, \delta = 1/4 \) and \( \lambda = 1/2 \). Then we set \( n(1) = n, f_1 = F \) and \( g_1 = F \) where \( n \) and \( F \) are from the lemma. We assume that \( n(1), \ldots, n(i-1), f_1, \ldots, f_{i-1} \) and \( g_1, \ldots, g_{i-1} \) have already been constructed for some integer \( i \geq 2 \). We will construct \( n(i), f_i \) and \( g_i \).

Since each of the functions \( g_1, \ldots, g_{i-1} \) is continuous, there is a positive number \( \eta' \) with the property that if \( g : [0, 1] \to [0, 1] \) is a function such that \( |g(t) - t| < \eta' \) for all \( t \in [0, 1] \), then \( |g_{k,i-1} (t) - g_{k,i-1} \circ g(t)| < 2^{-i} \) for each positive integer \( k \leq i - 1 \) and all \( t \in [0, 1] \).

For each positive integer \( k \leq i - 1 \), use Proposition 5.6 with \( n = n(k), f = F_{i-1} \) and \( \epsilon = 2^{-k-i-1} \) to get a positive number \( \eta_k \) with the property
\[
|f_{i-1}^{n(k)} (t) - F^{n(k)} (t)| < 2^{-k-i-1} \quad \text{for all} \quad t \in [0, 1]
\]
and each function \( F : [0, 1] \to [0, 1] \) such that \( |f_{i-1} (t) - F(t)| < \eta_k \) for all \( t \in [0, 1] \). Observe that it follows from condition (ii) for \( i-1 \), (1) and (11) Proposition 2 that
\[
F^{n(k)} \quad \text{is} \quad (2^{-k} - 2^{-k-i})\)-crooked.
\]

Let \( \eta \) be a positive number less than min \( \{2^{-i}, \eta', \eta_1, \eta_2, \ldots, \eta_{i-1}\} \). Now we use Lemma 5.2 with \( \eta \) we defined, \( f = f_{i-1}, \delta = 2^{-i} - 2^{-i-i} \) and \( \lambda = 2^{-i} \). Then we set \( n(i) = n, f_i = F \) and \( g_i = g \) where \( n, F \) and \( g \) are obtained from the lemma. Clearly, \( f_i = f_{i-1} \circ g_i \) and \( f_i = g_{1,i} \). Observe that (i) is satisfied since \( \eta < \eta' \). Condition (ii) follows from (1) since \( \eta < \eta_k \) for each positive integer \( k \leq i - 1 \). To prove (iii), it is enough to observe that if \( b - a \geq 2^{-i} > \eta \), then \( f_{i-1}^{n(j)} ([a, b]) \subset f_j^{n(j)} ([a, b]) \) for each positive integer \( j \), see 5.2 (1). Finally, (iv) follows from 5.2 (7) since \( \lambda = 2^{-i} \).

By (i), the sequence \( (g_{1,j})_{j=1}^{\infty} \) converges uniformly for each positive integer \( i \). In particular, \( (g_{1,j})_{j=1}^{\infty} = (f_j)_{j=1}^{\infty} \) converges uniformly. Denote its limit by \( f \). Our proof of 5.7 (1) and 5.7 (2) exactly follows 5.1. Applying Propositions 1 and 3 in 5.1, we infer that \( f^{n(k)} \) is \((2^{-k})\)-crooked for each positive integer \( k \). Applying Propositions 1 and 4 in 5.1, we get the result that the inverse limit of copies of \([0, 1]\) with \( f \) as the bonding map is a pseudo-arc. Condition (iii) of the construction implies that if \( 0 \leq a < b \leq 1 \) and \( b - a \geq 2^{-k} \), then \( f^{n(k)} ([a, b]) = [0, 1] \). It follows that \( f \) is topologically exact. Since the sequence \( (g_{1,j})_{j=1}^{\infty} \) converges uniformly for
each positive integer \(i\), condition (iv) of the construction allows us to use Proposition 5.5 and get the result that \(f\) has the small folds property. □

**Theorem 5.8.** There exists a topologically mixing map \(f\) of \([0, 1]\) onto itself such that the inverse limit space \(\lim_{\leftarrow} ([0, 1], f)\) is the pseudo-arc, and for any nondegenerate dendrite \(D\), there exist onto maps \(g : [0, 1] \to D\) and \(h : D \to [0, 1]\) such that \(h \circ g = f\). Moreover, the map \(F = g \circ h\) of \(D\) onto itself is topologically mixing, the natural extensions of \(f\) and \(F\) are conjugate, and the inverse limit space \(\lim_{\leftarrow} (D, F)\) is the pseudo-arc.

**Proof.** The theorem follows easily from Lemma 4.5, Theorem 5.7 and Proposition 4.1. □

Our construction gives in fact the following stronger result.

**Theorem 5.9.** There exists a topologically mixing map \(f\) of \([0, 1]\) onto itself such that the inverse limit space \(\lim_{\leftarrow} ([0, 1], f)\) is the pseudo-arc, and for any nondegenerate dendrites \(D_1, \ldots, D_k\), there exist onto maps \(g_i : [0, 1] \to D_i\) and \(h_i : D_i \to [0, 1]\), for \(i = 1, \ldots, k\), such that \(h_i \circ g_i = f\). Moreover, the map \(F_i = g_i \circ \cdots \circ h_i\) of \(D_i\) onto itself is topologically mixing, the natural extensions of \(f\) and \(F_i\) are conjugate, and the inverse limit space \(\lim_{\leftarrow} (D_i, F_i)\) is the pseudo-arc, for \(i = 1, \ldots, k\).

![Diagram](https://via.placeholder.com/150)
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