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Introduction

Heterogeneous systems are becoming more common on High Performance Computing (HPC) systems. Even using tools like CUDA [1] and OpenCL [2] it is a non-trivial task to obtain optimal performance on the GPU. Approaches to simplifying this task include Merge [3] (a library based framework for heterogeneous multi-core systems), Zippy [4] (a framework for parallel execution of codes on multiple GPU’s), BSGP [5] (a new programming language for general purpose computation on the GPU) and CUDA-lite [6] (an enhancement to CUDA that transforms code based on annotations). In addition, efforts are underway to improve compiler tools for automatic parallelization and optimization of affine loop nests for GPU’s [7] and for automatic translation of OpenMP parallelized codes to CUDA [8].

In this paper we present an alternative approach: a new computational framework for the development of massively data parallel scientific codes applications suitable for use on such petascale/exascale hybrid systems built upon the highly scalable Cactus framework [9][10]. As the first non-trivial demonstration of its usefulness, we successfully developed a new 3D CFD code that achieves improved performance.
1. Cactus Computational Framework

The Cactus framework [9-10] was designed and developed to enhance programming productivity in large-scale science collaborations. The design of Cactus allows scientists and engineers to develop independent components for Cactus without worrying about portability issues on computing systems. The common infrastructure provided by Cactus also enables developing scientific codes that work across different disciplines. This approach emphasizes code re-usability, and greatly simplifies constructing sound interfaces and well-tested and well-supported software. As the name Cactus suggests, the Cactus framework consists of a central core called flesh, which provides infrastructure and interfaces for modular components called thorns.

Building upon the flesh, thorns can provide implementations for computational concepts such as parallelization, mesh refinement, I/O, check-pointing, web servers, and so forth. The Cactus Computational Toolkit (CCTK) is a collection of thorns which provide basic computational capabilities. Application thorns make use of the CCTK via the Cactus flesh API. Cactus is well suited for domain discretizations via regular, block-structured grids as are common e.g. for higher order finite differences. The Carpet AMR library [11-12] implements the recursive block-structured AMR algorithm by Berger and Oliger [13], and provides support for multi-block (or multi-patch) domain discretizations. A set of explicit time integration schemes such as Runge-Kutta methods are provided by a Method of Lines time integrator. Overall, the Cactus framework hides the detailed implementations of Carpet and other utility thorns from application developers.

1.1. MPI-Based Data Parallelism in Cactus

The Cactus framework adopts the idea of data parallelism in its design and implementation. In Cactus, the computational grid is decomposed into multiple components that are distributed between processes, and the same set of operations are applied to each. The communication component of Cactus uses the Message Passing Interface (MPI) to exchange data between processes. In Cactus, it is the task of a special driver component to set up storage for variables, partition the grid between MPI processes, and manage inter-process communication. Unlike physical boundaries where the boundary data can be set or calculated from boundary conditions, data at inter-process boundaries need to be copied from other processes where the neighboring grid components are located. This is implemented via a ghost region at the inter-process boundaries that is automatically set up by the driver. The necessary size of a ghost region depends on the numerical algorithms used and can be selected as parameters at run-time.

1.2. Parallelization on CPU-GPU Hybrid Systems

The data parallelism in Cactus matches well with the features of CUDA [14] and OpenCL [15] in supporting programming on hybrid computer systems. On the computational framework level, there is not much difference between CUDA and OpenCL when targeting NVIDIA Fermi-class GPU’s. In this work we only focus on the parallelization on the CUDA architecture, and will present a computational framework based on OpenCL in a later publication.

Based upon the CUDA architecture, we build an MPI-CUDA based computational framework in Cactus [1]. It enables a simple, semi-automatic, yet efficient implementation
and execution of CUDA-enabled applications. Auto-tuning enables efficient data distribution between nodes, effectively hiding additional cost introduced by GPU-host and host-host interconnections. The computational overhead in such a generic framework is greatly reduced by overlapping data transfers and computation with the asynchronous data transfers and concurrent copy and execution supported in CUDA. With the help from such a computational framework, application developers can then spend more time optimizing the numerical kernel itself, implementing more efficient algorithms in these kernels, and (most importantly) advancing the science content in their code.

This system has been tested and benchmarked on a 3D CFD implementation (see section 4) based on a finite difference discretization of Navier-Stokes equations.

Figure 1. The Cactus computational framework manages the domain decomposition and communication among the split domains via MPI. Computations are performed primarily on GPU’s. The data transfers between CPU’s as well as to and from the GPU’s are concurrent with the computation.

2. GPGPU Programming in Cactus

Achieving efficient execution on a GPU often requires careful analysis of the application followed by extensive testing and tuning. For many important problems, such as linear algebra routines, this work has been done and packaged into libraries for convenient use by others [16].

Iterative grid techniques are widely used, and seem like a good fit for the high floating point density of GPU’s. But because each investigator may run a different grid kernel a simple library routine would not achieve wide use. GPU implementations of iterative grid algorithms must deal with the problem of ghost zone exchange made more tedious by GPU memory access constraints, among other factors. On conventional cluster systems iterative grid application programmers do not need to consider such issues when using a framework like Cactus. Cactus manages data communication between a cluster’s nodes, including ghost zone exchange, so that application code need only operate on that data. The problems related to ghost zone interchange between CUDA blocks is similar in many ways to ghost zone interchange between processors in a cluster CPU configuration.

In this work the Cactus framework has been extended to cover GPU execution via an architecture neutral programming abstraction to highly optimize finite difference operations in a multithreaded computing environment (see list [1]).
3. CaCUDA Kernel Abstraction

The task of simplifying the generation of CUDA code for a finite differencing code is not a straightforward one. Shared arrays with appropriate stencil sizes have to be carefully managed, and data needed by the stencil has to be streamed in while calculations proceed. It is possible to abstract away much of the difficult work into boiler plate code, but doing so requires some extra machinery. We design and implement a programming abstraction in the Cactus framework to enable automatic generation from a set of highly optimized templates to simplify code construction. The workflow chart of a typical CaCUDA-based application can be found in figure 2.

There are three major components in our CaCUDA Kernel abstraction.

1. **CaCUDA Kernel Descriptor** is used to declare the variables that will be needed in the GPGPU computation, and identify a few relevant properties.
2. **CaCUDA Templates** are a set of templates which are highly optimized for particular types of computational tasks and optimization strategies.
3. **CaCUDA Code Generator** is used to parse the descriptors and automatically generate CUDA-based macros. The code generator is based on Piraha [17], which implements a type of parsing expression grammar [18]. Due to the page limit, we do not list the templates and the sample code generated by CaCUDA. More about the CaCUDA project can be found at the CaCUDA project site [19].
The above kernel abstraction can be integrated in a straightforward manner as a thorn (module), CaCUDA in Cactus without touching the flesh (core infrastructure). The kernel descriptor in this abstraction is similar in both format and functionality to those Cactus Configuration Language (CCL) files, which are used to declare global data structures, runtime parameters, and the way various C or Fortran subroutines interact through the schedule tree. The abstractions already used by Cactus are: param.ccl, configuration.ccl, schedule.ccl, and interface.ccl. To this set we add an additional declarative file called cacuda.ccl. The Cactus Framework already has a mechanism, implemented through the configuration.ccl file, by which discovery of additional preprocessing code can be enabled prior to the compilation of C/Fortran code.

4. CFD Implementation

Computational Fluid Dynamics (CFD) is one of the branches of fluid mechanics which uses numerical methods and algorithms to solve and analyze fluid flows. It is successfully used in various fields of science and engineering such as weather forecasting, aerodynamic optimization of body shapes (e.g. planes, cars, ships), gas reservoir uncertainty analysis. Unfortunately accurate CFD simulations need great computational power. It is very important to adapt existing algorithms to new hybrid architectures and execute them in a massively parallel manner.

4.1. Background and Governing Equations

The CFD numerical method is governed by Navier-Stokes incompressible equations which are derived from Newton’s second law (conservation of momentum) and conservation of mass (incompressibility). The Navier-Stokes equations are
Figure 3. The figure to the left shows the quantitative comparison of midsection centerline velocity with those by Ghia etc. [22]. The one to the right shows the contours of the X component of the velocity field along Y axis.

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla)\mathbf{u} = -\nabla \phi + \nu \nabla^2 \mathbf{u} + \mathbf{f}
\]

(1)

\[
\nabla \cdot \mathbf{u} = 0
\]

(2)

where \(\mathbf{u}\) is the velocity field, \(\nu\) is the the kinematic viscosity, \(\mathbf{f}\) is the body force, \(\phi\) is the modified pressure (pressure over density). The presented equations need to be further discretized in order to perform proper simulation. In this process we have followed [20] and [21]. The equations are discretized using a finite-difference method. The computational domain is distributed onto a regular rectangular and staggered grid. The computations are performed in the stencil pattern. This implies that calculations are performed in close neighborhood of each grid’s cell.

4.2. Code Validation and Verification

A homogeneous distribution of computations for the lid-driven cavity problem with a Reynolds number of 100 was used to benchmark the overall performance of the framework and verify the numerical implementation. We show the quantitative comparison of midsection centerline velocity with those by Ghia etc. [22] in figure 3.

While these results come from a terascale machine, there is no logical barrier to continued scaling, and we plan to continue scaling studies as resources become available.

4.3. Performance and Scalability

We carried out performance and scaling tests on a 6 node GPU cluster at Cyfronet. Each node had 2 Tesla M2050 GPU’s, two Intel Xeon X5670 processors running at 2.93GHz, and an infiniband interconnect. The CFD code was measured for both the standalone code and the CaCUDA framework-based code. The performance results of one node were 43.5 and 58 GFlop/s for the standalone simulation and the simulation implemented within CaCUDA respectively. The scalability results of the 3D CFD code that makes use of the CaCUDA framework as well as the standalone version are shown in figure 4.
5. Conclusions

In this paper an implementation of a new generic capability for computing on hybrid CPU/GPU architectures in the Cactus computational framework has been presented. The capability to handle the data exchange between GPU and CPU address space and deploying the computations in the hybrid environment was implemented as a new thorn “CaCUDA”. Moreover the application remarkably facilitates the implementation process by generating the templates of all declared kernel functions. Due to the flexibility and extensibility of the Cactus framework no changes to the Cactus flesh were necessary, guaranteeing that existing features and user implemented thorns are not affected by this addition.

As a test case application of these new framework’s features an incompressible CFD code has been implemented to test the overall performance and scalability. The results proving its usability have been presented.

Our current effort is focused on minimizing the costs of the data exchange between GPU and CPU and optimizing the boundary exchange. Further integration in this area may improve performance and scalability.
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