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Abstract  
Censoring is an unavoidable feature of reliability and survival analysis due to time and cost constraints. In this paper, we numerically study the effect of sample size, censoring rate and parameter size of Weibull distribution on its estimates. Some interesting properties and comparison of the Bayes and ML estimates along with their standard errors have been studied. The sample expressions for the Bayes and ML estimates and their variances are derived as a function of test termination time. The difference between ML estimates and uninformative Bayesian estimates becomes negligible for large sample size.
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1. Introduction

In recent era Weibull distribution has proved its importance in the field of reliability and life testing because of its flexibility in fitting life time distributions. Various problems associated with this distribution have been considered by numerous writers, among whom are Kao (1958, 1959), Leone, Rutenberg, and Topp (1960), Procassini and Romano (1961), Lloyd and Lipow (1962), Dubey (1963), Esary and Proschan (1963), Lehman (1963), Menon (1963), Proschan (1963) and Jaech (1964).

Seguro and Lambert (2000) proposed modified maximum likelihood method to calculate the parameters of the Weibull wind speed distribution for wind energy analysis. They recommended their method for use with wind data in frequency distribution format. Ng et al. (2012) used maximum likelihood estimators (MLEs), corrected MLEs, weighted MLEs, maximum product spacing estimators and least squares estimators to estimate three parameter Weibull distribution based on progressively Type-II right censored sample. In addition they proposed the use of a censored estimation method with one-step bias-correction to obtain estimates for iterative procedures.

Monthly average wind speed in Malaysia for nine different sites for the year 2011 was studied by Albani and Ibrahim (2013). They applied Weibull and Rayleigh model to data. The scale and shape parameter was calculated by method of MLE. From the analysis, it was shown that the Weibull distribution was fitting the field data better than the Rayleigh distribution. Earlier; Paul (2004), Pimenta et.al (2004) and Khan (2006) has discussed that the most practical and simplest method used for wind distribution function.
Saleem and Aslam (2010a) focused on rayleigh distributed survival time with a rayleigh distributed censor time considered to derive the maximum likelihood and the Bayes estimators for the unknown parameters and their corresponding variances. Saleem et al. (2010b) considered the Bayesian analysis of the mixture of power function distribution using the complete and the censored sample. The characteristic function of three parameter Weibull distribution is derived independently and the moment generating function (MGF) is deduced from it by Muraleedharan (2013). It generated all the moments of the distribution and satisfies the tests to verify a function to be a characteristic function. He also obtained expressions for mean, variance, skewness and kurtosis from MGF. Further literature on parameter estimation is available in Munir et al. (2013).

A major deterrent to wider usage of the Weibull distribution has been the difficulty in estimating its parameters. Unfortunately, the calculations involved are not always simple. Depending on the values of the parameters, the Weibull distribution can be used to model a variety of life behaviors. It is a versatile distribution that can take on the characteristics of other types of distributions, based on the value of the shape parameter.

2. The Weibull distribution

The two-parameter Weibull random variable \( t \) has the following distribution function

\[
F(t; \nu, \theta) = 1 - e^{-\left(\frac{t}{\theta}\right)^\nu}; \quad t \geq 0
\]

and the density function is given by

\[
f(t; \nu, \theta) = \left(\frac{\nu}{\theta}\right) t^{\nu-1} e^{-\left(\frac{t}{\theta}\right)^\nu}; \quad t \geq 0
\]

Here; \( \nu > 0 \) is the shape parameter and \( \theta > 0 \) is the scale parameter of the distribution. Its complementary cumulative distribution function is a stretched exponential function. The Weibull distribution is related to a number of other probability distributions, it interpolates between the exponential distribution \( (\nu = 1) \) and the Rayleigh distribution \( (\nu = 2) \).

Hazard function is constant in exponential distribution and increasing in Rayleigh distribution. In Weibull distribution when shape parameter \( (\nu < 1) \) then hazard function is less than zero i.e., decreasing trend, when \( (\nu > 1) \) then hazard function is greater than zero i.e., is increasing trend. Moreover, the Weibull family is commonly used in statistical analysis of lifetime or response time data from reliability experiments and survival studies. It is generally adequate for modeling monotone hazard rates, and large data are needed to discriminate it from other monotone hazard rate models such as gamma.
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Figure 1: Shows some of the simple Weibull distribution for $\theta = 3$.

Graphical representations of different values of shape parameter for the Weibull model are shown in figure-1. This figure suggests that as we increases the shape parameter the distribution tends to be approximately normal. However, for higher values of shape parameter the graph of cdf gives elongated S shape for the Weibull model.

Table 1: Parameters affect on properties of Weibull distribution

| Parameters | Range       | Descriptives     | Skewness | Kurtosis     |
|------------|-------------|------------------|----------|--------------|
| $\theta = \nu$ |             |                  |          |              |
| $0 < \theta, \nu < 1$ | Mean < Variance | Positive | Leptokurtic |
| $\theta, \nu = 1$ | Mean = Variance |            |            |
| $1 < \theta, \nu \leq 2$ | Mean > Variance | Positive | Leptokurtic |
| $2 < \theta, \nu \leq 3.5$ | Mean > Variance | Positive | Leptokurtic |
| $\theta, \nu > 3.5$ | Mean > Variance | Positive | Leptokurtic |
| $\nu \leq 1$ | Mean < Variance | Positive | Leptokurtic |
| $1 < \nu \leq 2$ | Mean < Variance | Positive | Leptokurtic |
| $2 < \nu \leq 3.5$ | Mean < Variance | Positive | Leptokurtic |
| $\nu > 3.5$ | Mean < Variance | Positive | Leptokurtic |
| $\theta < \nu$ | Mean > Variance | Positive | Leptokurtic |
| $\theta < \nu$ | Mean > Variance | Positive | Leptokurtic |
| $\nu \leq 2$ | Mean < Variance | Positive | Leptokurtic |
| $2 < \nu \leq 3.5$ | Mean < Variance | Positive | Leptokurtic |
| $\nu > 3.5$ | Mean < Variance | Positive | Leptokurtic |

Saqib (2014) found some parameters affect on properties of Weibull distribution about table 1 shows that

- when shape & scale parameter are equal
  but lies b/w (0, 1) the mean is less than variance and the distribution is positively skewed & leptokurtic. But, when shape & scale parameter are equals to one, the mean is equal to variance and the distribution is positively skewed & leptokurtic. Similarly, when shape & scale parameter lies b/w (1, 2] the mean is greater than variance and the distribution is positively skewed & leptokurtic. However, when shape & scale parameter lies b/w (2, 3.5] the mean is greater than variance and the distribution is positively skewed & pletykurtic. When both parameters are greater than 3.5, the mean will be greater than variance and the distribution is negatively skewed & pletykurtic.
when scale parameter is greater than shape parameter
but scale parameter is greater than or equal to 4 and shape parameter less than or
equal to 1.5, the mean is less than variance and the distribution is positively skewed
& leptokurtic. However, if scale parameter is greater than or equal to 4 and shape
parameter greater than 1.5, the mean will be greater than variance and the
distribution is positively skewed & leptokurtic.

when scale parameter is less than shape parameter
the mean is greater than variance but if shape parameter less than or equal to 2 the
distribution will be positively skewed & leptokurtic. When scale parameter is less
than shape parameter, but shape parameter lies between (2, 3.5] the distribution is
positively skewed & pletykurtic. If shape parameter is greater than 3.5, the
distribution will be negatively skewed & pletykurtic.

3. Methodology
Censoring is an important feature of the lifetime data because most of the times it is not
feasible to continue the experiment until the last observation in order to obtain a complete
data set, i.e., a data set with the exact life times of all the objects. A censored data set
contains at least one observation about which only partial information on the exact failure
time is available. There are three types of censored observations, the left, the interval and
the right censored observations. A right censored observation may be of Type I or Type II. Censoring is said to be of Type I if the censoring time is fixed and the number of failures is random. On the other hand in Type II, censoring the number of failures in the
sample is predetermined and so the time to complete the test is random. Basic literature
on account of censoring can be seen in Kalbfleisch and Prentice (2002).

3.1 Sampling
In a typical life test, \( n \) samples are placed under observation and as each failure occurs,
the time is noted. Finally at some pre-determined fixed time \( T \) or after some pre-
determined fixed number of sample fail, the test is terminated. In both of these cases the
data collected consist of observations \( t_1, t_2, \ldots, t_n \) plus the information that \( (n - r) \) samples
survived beyond the time of termination, \( T \) in the former case, and \( t_n \) in the latter. When \( T \)
is fixed and \( r \) is thus a random variable, censoring is said to be of type I. When \( r \) is fixed
and the time of termination \( t_n \) is a random variable, censoring is said to be of type II. We
define \( t_j \) = failure time of the \( j \)th unit belonging to the population where \( j = 1, 2, \ldots, r \),
\( 0 < t_j \leq T \).

3.2 Censored Likelihood Function
The Likelihood Function for the Weibull distribution is given by;
\[
L = \left( \prod_{j=1}^{r} f(t_j) \right) \left( 1 - F(T)^{r-j} \right)
\]
(3)
Where \( t_j = [t_1, t_2, \ldots, t_r] \) corresponds to sample data.
\[
L \propto \left( \frac{\nu}{\theta} \right)^r e^{-\frac{\nu}{\theta} \sum_{j=1}^{r} \ln(t_j)} e^{-\frac{1}{\theta} \sum_{j=1}^{r} (t_j + (n-r)T)}
\]
(4)
3.3 ML Estimation

Saqib (2014) obtained ML estimates by simultaneously solving the two equations obtained by setting the first order derivatives of the likelihood with respect to \( \theta, \nu \) to zero.

\[
r = \frac{rt^\nu}{\theta} + \frac{1}{\theta} (n-r)T^\nu \quad \text{Where } rt^\nu = \sum_{j=1}^{r} t_j^\nu
\]

(5)

\[
r = \hat{\nu} \left[ \frac{1}{\hat{\theta}} \sum_{j=1}^{r} t_j^\nu \ln t_j + \frac{(n-r)}{\hat{\theta}} T^\nu \ln T - \frac{r}{\hat{\theta}} \ln t_j \right]
\]

(6)

It is not possible to solve the above system of nonlinear equations analytically. However they can be solved by numerical iterative procedure. Let \( \beta = (\theta, \nu) \) and it is a well known result that \( \beta \sim N(\beta, I^{-1}(\beta)) \).

3.4 Variance of ML estimates

For Weibull distribution of our objective elements are given by

\[
I(\beta) = -E \left( \frac{\partial^2 L}{\partial \beta \partial \beta'} \right) = -E \begin{bmatrix}
\frac{\partial^2 I}{\partial \theta^2} & \frac{\partial^2 I}{\partial \theta \partial \nu} \\
\frac{\partial^2 I}{\partial \nu \partial \theta} & \frac{\partial^2 I}{\partial \nu^2}
\end{bmatrix}
\]

(7)

is the information matrix of order \( \times 2 \), inverting it we can find the variance of ML estimates on the main diagonal. Following are the elements of the symmetric information matrix.

\[
-E \left( \frac{\partial^2 \ln(L)}{\partial \theta^2} \right) = \frac{1}{\theta^2} [r + \frac{2}{\theta} (n-r)T^\nu]
\]

(8)

\[
-E \left( \frac{\partial^2 \ln(L)}{\partial \nu^2} \right) = \frac{r}{\nu^2} + \frac{1}{\theta} (n-r)T^\nu [\ln T]^2
\]

(9)

\[
-E \left( \frac{\partial^2 \ln(L)}{\partial \theta \partial \nu} \right) = -E \left( \frac{\partial^2 \ln(L)}{\partial \nu \partial \theta} \right) = -\frac{1}{\theta^2} (n-r)T^\nu \ln T
\]

(10)

3.5 Expressions for Estimators and Their Variances Assuming Uniform Prior

Let us assume a state of ignorance that \( \theta \) and \( \nu \) are uniformly distributed over \( (0, \infty) \).

Hence

\[
f(\theta) = k_1, 0 < \theta < \infty \text{ and } f(\nu) = k_2, 0 < \nu < \infty.
\]

Assuming independence we have an improper joint prior that is proportional to a constant and is incorporated with the likelihood (3.4) to yield a proper joint posterior distribution. The respective marginal distributions yield the following Bayes estimators of \( \theta \) and \( \nu \) under the squared error loss function.

\[
Posterior \propto Likelihood \times Prior
\]

(11)
\[
p(\theta, v | t) = \frac{1}{c} v^r \left( \frac{1}{\theta} \right)^r e^{-\frac{\sum_{j=1}^{r} \left( \frac{1}{v_j} \right)}{-\frac{1}{\theta} \left( \sum_{j=1}^{r} t_j + (n-r)T^r \right)}}; \quad \theta, v > 0 \quad (12)
\]

\[
\therefore c = \Gamma(r-1) \int_0^\infty v^{r-1} e^{-\frac{\sum_{j=1}^{r} \left( \frac{1}{v_j} \right)}{-\frac{1}{\theta} \left( \sum_{j=1}^{r} t_j + (n-r)T^r \right)}} \, dv
\]

Now marginal posterior distribution for \( v \)

\[
p(v | t) = \frac{\Gamma(r-1)}{c} v^{r-1} e^{-\frac{\sum_{j=1}^{r} \left( \frac{1}{v_j} \right)}{-\frac{1}{\theta} \left( \sum_{j=1}^{r} t_j + (n-r)T^r \right)}}; \quad 0 \leq v \leq \infty \quad (13)
\]

Now we obtain Bayes estimator and its variance for \( v \) under square error loss function.

\[
\hat{v}_B = \frac{\Gamma(r-1)}{c} \int_0^\infty v^{r-2} e^{-\frac{\sum_{j=1}^{r} \left( \frac{1}{v_j} \right)}{-\frac{1}{\theta} \left( \sum_{j=1}^{r} t_j + (n-r)T^r \right)}} \, dv
\]

\[
V(\hat{v}_B) = \left[ \frac{\Gamma(r-1)}{c} \int_0^\infty v^{r-2} e^{-\frac{\sum_{j=1}^{r} \left( \frac{1}{v_j} \right)}{-\frac{1}{\theta} \left( \sum_{j=1}^{r} t_j + (n-r)T^r \right)}} \, dv \right]^2
\]

\[
p(\theta | t) = \frac{1}{\Gamma(r-1)} e^{-\frac{\sum_{j=1}^{r} \left( \frac{1}{v_j} \right)}{-\frac{1}{\theta} \left( \sum_{j=1}^{r} t_j + (n-r)T^r \right)}}; \quad \theta > 0 \quad (14)
\]

Now we obtain Bayes estimator and its variance for \( \theta \) under square error loss function.

\[
\hat{\theta}_s = \frac{\left( \sum_{j=1}^{r} t_j^r + (n-r)T^r \right)}{r-2}
\]

\[
\Delta_1 = \Gamma(n-1) \int_0^\infty v^{n-2} e^{-\frac{\sum_{j=1}^{n} \left( \frac{1}{v_j} \right)}{-\frac{1}{\theta} \left( \sum_{j=1}^{n} t_j \right)}} \, dv
\]

\[
V(\hat{\theta}_s) = \frac{\left( \sum_{j=1}^{r} t_j^r + (n-r)T^r \right)}{(r-3)(r-2)^2}
\]

\[
\Delta_2 = \int_0^\infty v^{n-2} e^{-\frac{\sum_{j=1}^{n} \left( \frac{1}{v_j} \right)}{-\frac{1}{\theta} \left( \sum_{j=1}^{n} t_j \right)}} \, dv
\]

\[
\Delta_3 = \int_0^\infty v^{n-2} e^{-\frac{\sum_{j=1}^{n} \left( \frac{1}{v_j} \right)}{-\frac{1}{\theta} \left( \sum_{j=1}^{n} t_j \right)}} \, dv
\]

### 3.5 The Limiting Expression

When the sample is uncensored, \( T \) tends to \( \infty \), \( r \) tends to \( n \) and consequently all the observations are included into our analysis. Therefore, the amount of information contained in the sample is increased, which consequently results in the reduction of the
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variances of the estimates. The expressions for the complete sample Bayes and ML estimators (table 2) and their variances (table 3) are simplified below.

**Table 2: The limiting expressions for the Bayes and ML estimates as \( T \to \infty \)**

| Parameters | Bayes | ML |
|------------|-------|-----|
| \( \theta \) | \( \lim_{T \to \infty} \hat{\theta}_n = \frac{\sum_{j=1}^{n} t_j}{n-2} \) | \( \lim_{T \to \infty} \hat{\theta} = \frac{\sum^n_{j=1} t_j}{n} \) |
| \( \nu \) | \( \lim_{T \to \infty} \hat{v}_n = \frac{\Gamma(n-1)\Delta_3}{\Delta_1} \) | \( \lim_{T \to \infty} \hat{v} = \frac{1}{\hat{\theta}} \left[ \sum^n_{j=1} t_j \ln t_j - \sum^n_{j=1} \ln t_j \right] \) |

In Table 2 the efficiency of both (Bayes and ML) estimates are increased. This is clear from the second order derivatives of the log likelihood given in above section that the off diagonal terms of the information matrix vanish and ensure the independence of the ML estimates. The information matrix becomes a diagonal matrix which can very comfortably be inverted by simply inverting the terms on the main diagonal.

**Table 3: The limiting expressions for the Bayes and ML variances as \( T \to \infty \)**

| Parameters | Bayes | ML |
|------------|-------|-----|
| \( \theta \) | \( \lim_{T \to \infty} V \left( \hat{\theta}_n \right) = \left( \frac{\sum_{j=1}^{n} t_j}{(n-3)(n-2)} \right)^2 \) | \( \lim_{T \to \infty} V \left( \hat{\theta} \right) = \frac{\theta^2}{n} \) |
| \( \nu \) | \( \lim_{T \to \infty} V \left( \hat{v}_n \right) = \frac{\Gamma(n-1)(\Delta_3-\Delta_2)}{\Delta_1} \) | \( \lim_{T \to \infty} V \left( \hat{v} \right) = \frac{\nu^2}{n} \) |

4. Simulation Study

A simulation study was conducted in order to investigate the performance of the Bayes estimators, impact of sample size and censoring rate on the fit of the model. Sample of sizes =20, 30, 50, 100, 150, 300 and 500 were generated from the Weibull distribution with parameters \( \nu \) and \( \theta \) such that \( \nu = 1, 1.5, 2, 2.5 \) and \( \theta = 4, 5 \). A random number \( u \) was generated from the uniform on \((0, 1)\) distribution. Right censoring was carried out using a fixed censoring time \( T \). All the observations that were greater than \( T \) were declared censored ones. Different fixed censoring times \( T \) were chosen in order to evaluate the impact of censoring rates on the estimates. For each of the combination of parameters, sample size and censoring rate, 1000 samples were generated using the Mathetmica following the inverse transformation method of simulation. In each case
only failure units were identified. For each of the 1000 samples, for each of combinations of parameters the Bayes estimates were computed through Mathemetica and average of 1000 estimates is presented in table 4-7.

Reference to table 4-5 shape & scale parameter becomes closer to their corresponding lifetime parameters by increasing the sample size for both the techniques. For Bayes estimates, if we increase the values of shape parameter a decrease in estimates of scale parameter is noted but some exceptional cases at different censoring rates for different sample sizes and vise versa whilst there is a mixed pattern is observed in ML estimates. With an increase in the values of scale parameter, table 4 reports, a decrease in estimates of shape parameter is noted at different censoring rates for different sample sizes and vise versa however, there is a mixed pattern is observed in ML estimates. In addition, for Bayes estimates, it is observed that both the lifetime parameters are over estimated but were under estimated also for ML estimates.

The standard errors of Bayes and ML estimates for both the lifetime parameters decreases by increasing sample size (table 4-6) but at different censoring rates the standard error of scale parameter increases with an increase in corresponding lifetime parameter for different sample sizes. It is worth mentioning that by increasing shape parameter the standard error of scale parameter decreases at different sample sizes by varying censoring rates for Bayes estimates but showed mixed pattern in ML estimates. Also, the standard error of shape parameter decreases with an increase in corresponding lifetime parameter for different sample sizes at different censoring rates for Bayes estimation while in ML estimation it increases but some exceptional cases. It is worth mentioning that by increasing scale parameter the standard error of shape parameter increases at different sample sizes by varying censoring rates for Bayes estimates whilst increase but some exceptional cases.

When we were dealing with the Bayes estimates an increase in censoring rate caused the decreases in estimate of the scale parameter for small values of shape parameter but showed mixed pattern for larger values of shape parameter. There is a mixed pattern of the estimates of scale parameter for increasing the values of shape parameter in case of ML estimation. The estimates of the shape parameter decreases as we increase censoring rate but some exceptional cases regardless of values of scale parameter for the Bayes estimates however, there is a mixed pattern of the estimates of shape parameter for any given value of scale parameter in ML estimation. Keeping an increase in censoring rate will decreases the standard error of both scale and shape parameter but some exceptional cases and signifies the Bayes estimation in comparison with ML estimation for which there is a mixed pattern for the standard error of both scale and shape parameter.
| V | \( T = 3.2 \) | \( T = 3.8 \) |
|---|---|---|
| \( \hat{\theta} \) | \( \hat{\gamma} \) | \( \hat{\theta} \) | \( \hat{\gamma} \) | \( \hat{\theta} \) | \( \hat{\gamma} \) |
| 20 | 7.19471 | 1.28707 | 4.51477 | 1.21353 | 6.67216 | 1.25113 |
| (3.4507800) | (0.3749140) | (0.9664165) | (0.1481740) | (2.717900) | (0.3577670) |
| 30 | 5.61429 | 1.16649 | 4.38479 | 1.18479 | 5.44280 | 1.15055 |
| (1.7499100) | (0.2091490) | (0.7593076) | (0.2060422) | (1.5314500) | (0.2478740) |
| 50 | 4.88919 | 1.10308 | 4.31858 | 1.11385 | 4.75223 | 1.08416 |
| (1.0497900) | (0.190550) | (0.5841327) | (0.5915634) | (0.9512690) | (0.1808010) |
| 1.0 | 150 | 4.39189 | 1.04570 | 4.24565 | 1.09176 | 4.32869 | 1.04109 |
| (0.6262320) | (0.1293840) | (0.4036364) | (0.1099555) | (0.5805160) | (0.1217960) |
| 300 | 4.26180 | 1.03144 | 4.16786 | 1.08560 | 4.20619 | 1.02649 |
| (0.4869270) | (0.1101270) | (0.3245027) | (0.0987143) | (0.4571850) | (0.0942745) |
| 400 | 3.90997 | 1.01035 | 4.13779 | 1.03090 | 3.99890 | 1.01357 |
| (0.3254730) | (0.0743993) | (0.2262980) | (0.0632007) | (0.3100450) | (0.0714344) |
| 500 | 4.07358 | 1.01019 | 4.03898 | 1.05531 | 4.04590 | 1.01132 |
| (0.2490300) | (0.0601047) | (0.1711410) | (0.0484285) | (0.2473270) | (0.0522621) |
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Table 4: Bayes and ML estimates of Weibull parameters and their standard errors (in parenthesis) with \( \theta = 4 \).
| \( V \) | \( N \) | \( \hat{T} \) | \( \hat{n} \) | \( \hat{v} \) | \( \hat{T} \) | \( \hat{n} \) | \( \hat{v} \) |
|---|---|---|---|---|---|---|---|
| 20 | 11.25450 | 1.43065 | 5.70001 | 2.13185 | 10.01830 | 3.13755 | 5.74897 | 2.12235 |
|     | (6.784000) | (0.5317600) | (1.2768046) | (2.736158) | (5.3991900) | (0.4130410) | (1.2289915) | (0.2406317) |
| 30 | 5.79833 | 1.23917 | 5.58456 | 1.71867 | 7.36446 | 1.20248 | 5.61897 | 1.20595 |
|     | (2.792500) | (0.3222030) | (1.0662645) | (2.384292) | (2.434200) | (0.2865410) | (0.5770205) | (0.1968850) |
| 50 | 6.45576 | 1.14282 | 5.49532 | 1.16614 | 6.17021 | 1.10517 | 5.35879 | 1.14297 |
|     | (1.5374900) | (0.2232050) | (0.7768822) | (0.1490955) | (1.3458200) | (0.2055900) | (0.7249400) | (0.1480509) |
| 1.0 | 100 | 5.52606 | 1.04886 | 5.29646 | 1.15147 | 5.49687 | 1.04872 | 5.25865 | 1.13880 |
|     | (0.8586230) | (0.1428280) | (0.5242804) | (0.1572123) | (0.7965460) | (0.1134590) | (0.5073975) | (0.1045379) |
| 150 | 5.39463 | 1.01410 | 5.27137 | 1.12851 | 5.32742 | 1.03315 | 5.20566 | 1.12986 |
|     | (0.6696520) | (0.1200230) | (0.4255314) | (0.0963103) | (0.6192580) | (0.1128490) | (0.5003920) | (0.1042110) |
| 300 | 5.17548 | 0.98180 | 5.18546 | 1.11776 | 5.16795 | 1.01587 | 5.07238 | 1.08913 |
|     | (0.4452920) | (0.0825258) | (0.2973260) | (0.0672306) | (0.4210900) | (0.0782743) | (0.2810356) | (0.0593856) |
| 500 | 5.08941 | 0.91312 | 5.05835 | 0.98111 | 5.10757 | 1.01274 | 5.04340 | 1.01919 |
|     | (0.353360) | (0.0661561) | (0.2242170) | (0.0516385) | (0.3943600) | (0.0696633) | (0.2158850) | (0.0211616) |

Table 5: Bayes and ML estimates of Weibull parameters and their standard errors (in parenthesis) with \( \theta = 5 \)

\( T = 3.2 \)

\( T = 3.8 \)
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Table 6: Bayes and ML estimates of Weibull parameters and their standard errors (in parenthesis) with $\theta = \nu = 0.4$

| $n$  | Bayes $\hat{\theta}$ | Bayes $\hat{\nu}$ | ML $\hat{\theta}$ | ML $\hat{\nu}$ | $T = 3.2$ | $T = 3.8$ |
|------|------------------------|------------------|-------------------|----------------|----------|----------|
| 20   | 0.42839 (0.1097330)    | 0.43259 (0.0804596) | 0.64940 (0.1330460) | 0.39745 (0.0990769) | 0.43063 (0.1100100) | 0.42906 (0.0797294) | 0.78218 (0.1650670) | 0.29293 (0.0681180) |
| 30   | 0.41776 (0.0848799)    | 0.41923 (0.0622741) | 0.78956 (0.1310640) | 0.43996 (0.0817299) | 0.41532 (0.0828032) | 0.41951 (0.0671551) | 0.76578 (0.1270570) | 0.36211 (0.0673869) |
| 50   | 0.41545 (0.0622090)    | 0.40904 (0.0472003) | 0.66693 (0.0860701) | 0.32783 (0.0473902) | 0.40971 (0.0657405) | 0.40870 (0.0505820) | 0.64756 (0.0949875) | 0.37479 (0.0574516) |
| 100  | 0.40454 (0.0423499)    | 0.40582 (0.0395781) | 0.56428 (0.0438857) | 0.34747 (0.0287208) | 0.40641 (0.0419104) | 0.40470 (0.0370878) | 0.56336 (0.0422174) | 0.36212 (0.0298016) |
| 150  | 0.40252 (0.0357688)    | 0.40310 (0.0267726) | 0.55973 (0.0364591) | 0.37405 (0.0267323) | 0.40419 (0.0345798) | 0.40414 (0.0344655) | 0.58261 (0.0377196) | 0.33246 (0.0237916) |
| 300  | 0.40246 (0.0276901)    | 0.40082 (0.0208987) | 0.55249 (0.0280173) | 0.36161 (0.0217638) | 0.40260 (0.0265052) | 0.40118 (0.0185489) | 0.49207 (0.0266069) | 0.37935 (0.0219517) |
| 500  | 0.40198 (0.0200221)    | 0.40042 (0.0200221) | 0.50839 (0.0213533) | 0.39020 (0.0175436) | 0.40041 (0.0213533) | 0.40104 (0.0169774) | 0.47803 (0.0202138) | 0.38466 (0.0172257) |

Table 7: Bayes and ML estimate along with variances as a function of $T$ for $\theta = 5, \nu = 2.5$ and $n = 200$

| $T$  | Bayes $\hat{\theta}$ | Bayes $\hat{\nu}$ | ML $\hat{\theta}$ | ML $\hat{\nu}$ | $\text{Cov}(\hat{\theta}, \hat{\nu})$ |
|------|------------------------|------------------|-----------------|----------------|----------------|
| 3    | 5.20831 (0.3823660)    | 2.53752 (0.1495240) | 4.85058 (0.3196480) | 2.32112 (0.1253250) | 0.00910149 |
| 4    | 5.21329 (0.3747590)    | 2.53997 (0.1453500) | 4.97192 (0.3437220) | 2.43108 (0.1497370) | 0.000429048 |
| 5    | 5.21207 (0.3739680)    | 2.53435 (0.1442410) | 5.36858 (0.3796160) | 2.53763 (0.1794380) | 0.0 |
| 10   | 5.19293 (0.3714500)    | 2.53474 (0.1403630) | 5.44457 (0.3849890) | 2.59897 (0.1837750) | 0.0 |
| 15   | 5.21941 (0.3747020)    | 2.53928 (0.1401890) | 5.69917 (0.4029920) | 2.69437 (0.1905210) | 0.0 |

The efficiency of estimates for scale and shape parameters as a function of $T$ are highlighted in table 7. An increase in the efficiency of the estimates with the increase in $T$ is expected. The maximum gain in precision is accompanied by an increase in test termination time $T = 3$ to $T = 10$ for Bayes estimates while for ML estimation the test termination time pictorates $T = 3$ to $T = 5$. The further increase in test termination time is not reciprocated by a significant increase in the precision of the estimates. The relative increase in variances of the estimates can be plotted against the test termination time to decide the suitable value of $T$. 
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5. Conclusion

The ML estimates and the Bayes estimates are identical and are almost equally efficient for large samples but the ML estimates tend to be more efficient for small samples only instead of Bayes estimates. Both estimates are independent with the increase in the test termination time. The ML estimates and the Bayes estimates are expressed as a function of test termination time. This is advantageous in deciding the suitable test termination time.
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