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Abstract: Recently proposed spherical convolutional neural networks (SCNNs) have shown advantages over conventional planar CNNs on classifying spherical images. However, two factors hamper their application in an objection detection task. First, a convolution in S2 (a two-dimensional sphere in three-dimensional space) or SO(3) (three-dimensional special orthogonal group) space results in the loss of an object’s location. Second, overlarge bandwidth is required to preserve a small object’s information on a sphere because the S2/SO(3) convolution must be performed on the whole sphere, instead of a local image patch. In this study, we propose a novel grid-based spherical CNN (G-SCNN) for detecting objects from spherical images. According to input bandwidth, a sphere image is transformed to a conformal grid map to be the input of the S2/SO3 convolution, and an object’s bounding box is scaled to cover an adequate area of the grid map. This solves the second problem. For the first problem, we utilize a planar region proposal network (RPN) with a data augmentation strategy that increases rotation invariance. We have also created a dataset including 600 street view panoramic images captured from a vehicle-borne panoramic camera. The dataset contains 5636 objects of interest annotated with class and bounding box and is named as WHU (Wuhan University) panoramic dataset. Results on the dataset proved our grid-based method is extremely better than the original SCNN in detecting objects from spherical images, and it outperformed several mainstream object detection networks, such as Faster R-CNN and SSD.
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1. Introduction

A vision-based object detection task is to recognize and locate objects of interest in a given image efficiently and accurately. Convolutional neural networks (CNNs) have shown outstanding performances in object detection [1-3], as well as in other vision tasks such as image classification [4-6] and semantic segmentation [7-9]. Although many CNN based approaches have obtained satisfactory results on detecting objects in planar images [5,10,11], their applications on other manifolds, such as sphere, are basically unexplored. As omnidirectional or panoramic camera has shown a wide range of applications in virtual reality [12], driverless cars [13], monitoring systems [14] and SLAM [15,16], how to detect objects from a spherical image becomes more significant.

Different from planar images, position-related distortions are unavoidable when projecting a spherical signal to its planar representation. This type of distortion was deeply investigated in Gauss’s age for mapping the Earth. In this deep learning age, a planar CNN must depend on the translation invariance of convolutions to obtain its power. This prerequisite cannot be met when using a spherical image because the space of moves on a sphere is a set of 3D rotations, i.e., a special orthogonal group called SO(3) instead of 2D translations.
Most recently, two novel works proposed spherical CNN (SCNN), which defined convolution in the SO(3) space instead of the 2D plane to strictly preserve rotation invariance [17,18]. This kind of SCNN has shown obvious advantages over conventional CNNs in spherical image classification, for example, classifying digits in a spherical image simulated from the MNIST dataset and labelling 3D objects from the ShapeNet dataset [19]. However, there are two critical restrictions when extending a classification task to object detection.

The first one is that the spherical convolution in the SO(3) space causes the accurate location information of an object’s signal in the sphere space to be lost. There is no simple way to retrieve the object’s bounding box.

The second one is that the bandwidth (corresponding to pixel resolution in a planar image) should be wide enough to preserve a small object’s signal, because the spherical convolution is performed on the whole sphere, instead of a local image patch. Although [17] reported that using a SCNN with fewer parameters could obtain better classification results than a conventional CNN in classifying rotated spherical images, they utilized a very small spherical image (64 x 64) to alleviate the bandwidth burden. Whereas, in object detection, much larger images may have to be handled. Furthermore, an object of interest only covers a small part of the whole sphere, in most cases.

In this study, we present a grid based SCNN (G-SCNN) for detecting objects in panoramic images (Figure 1). Our method extends the applications of SCNNs to object detection for the first time. The main idea is as follows: We unwrap a sphere to a conformal grid map (e.g., 28 x 28) to be the input of the network according to a given input bandwidth and then scale the feature maps of an object to cover a certain area of the grid map (e.g., 7 x 7), instead of using their original size. The strategy largely solves the bandwidth problem in an efficient way and guarantees successful applications of a SCNN to object detection. We also partially solved the problem of location information loss by using a rotation augmented planar region proposal network (RPN).

![Figure 1. The workflow of our grid based spherical CNN (G-SCNN) for object detection. The omnidirectional images with rotation-invariance augmentation are fed into the VGG-16 to extract features. The RPN is used to provide bounding box proposals. The candidate objects in each bounding box are projected onto a grid map, which is then classified by the SCNN. The accurate bounding box is also retrieved.](image)

The main contributions of the paper are the following:

1. We extend the SCNN’s capacity to object detection via a simple and effective method. The object detection results are extremely better than the original SCNN and outperformed mainstream object detection methods, such as Faster R-CNN and SSD.

2. An omnidirectional image dataset ([http://study.rsgis.whu.edu.cn/pages/download/](http://study.rsgis.whu.edu.cn/pages/download/)) of real street scenes with multi-class annotations is created for assessing object detection algorithm, which is a beneficial supplement to those simulated spherical image datasets and indoor datasets.

2. Related Work

There are numerous algorithms developed for detecting objects in planar images, from early classic sliding-window strategies [20,21] to current CNN based approaches [11,22–24]. In contrast, methods designed for omnidirectional images are much fewer. In the task of omnidirectional image classification...
or object detection, the main challenge is that large geometric distortions must be introduced when projecting a spherical signal to the equivalent planar representation.

To mitigate the effects of this location-related distortion, Su et al. [25] used planar convolutions with different kernel sizes at the different rows of a spherical image. Coors et al. [26] designed a network called SphereNet, in which rotation invariance was encoded into planar CNNs by applying a set of pre-designed convolutional filters at different locations. Different from [26], Dai et al. [27] proposed a network to automatically learn adaptive convolutional filters for different locations. Tateno et al. [28] developed a distortion-aware deformable convolution filter to regress depth information from panoramic images. Zhao et al. [29] sampled an irregular grid map based on the pixels’ distortion level and applied square convolutional kernels on the grid map for spherical image classification. Pais et al. [30] used reinforcement learning to predict pedestrians’ positions by projecting the 3D bounding boxes of pedestrians onto panoramic images. There are also methods which only use adequate planar convolutional filters to fit the rotation distortions [31,32].

By introducing graph-based representations, Khasanova et al. [33] gave convolutional filters the ability to respond consistently to a signal despite of its different positions on a sphere. Khasanova et al. [34] further developed a graph-based network, where features are inherently invariant to isometric transformations, such as rotation and translation. Monroy et al. [35] mapped an omnidirectional image to six image patches with fixed view angles to mitigate spherical distortion. Marcos et al. [36] simulated rotation-invariance features by applying each convolutional filter at multiple orientations. In summary, these methods attempt to reduce the impact of spherical projection distortion either through re-sampling the spherical images or through re-sampling the filters.

Very recently, rigorous analytical methods instead of numerical simulation have been developed. Worrall et al. [37] proposed harmonic networks, which achieved both rotation and translation equivariance by replacing planar convolutional filters with circular harmonics. By representing sources of variation with symmetry groups, Gens et al. [38] gave a generalization of CNNs that formed feature maps over arbitrary symmetry groups. Cohen et al. [39] put forward group equivariant CNNs for sphere images through exploring symmetries. Cohen et al. [18] further encoded rotation equivariance into classification networks by performing convolutions in S2 (a two-dimensional sphere in three-dimensional space) and SO(3) space. Esteves et al. [17] modeled 3D data with multivalued spherical functions and proposed a spherical convolution in the spherical harmonic domain for 3D object classification. These methods attempt to treat signals on different positions of a sphere as analytically equivalent, but their applications are limited to the classification and retrieval of spherical images.

To our knowledge, the rigorous spherical convolution in the SO(3) space [17,18] has not been applied to an object detection task.

3. Methods

We briefly review the spherical convolution presented in the work of [18], then, we introduce our G-SCNN and its application in object detection.

3.1. Spherical Convolution

In three-dimensional Euclidean space, the well-known rotation matrix \( R \) is a \( 3 \times 3 \) unit orthogonal matrix. All the matrices constitute a special orthogonal group, SO(3), which can be parameterized by ZYZ-Euler angles with \( \alpha \in [0, 2\pi] \), \( \beta \in [0, \pi] \), \( \gamma \in [0, 2\pi] \), or angles with several other rotation sequences. A function \( f \) defined on SO(3) can, therefore, be written as a function with the three Euler angles as variables [40]. For a point on a sphere, i.e., \( x \in S2 \), the product of \( R \) and \( x \) represents the result of rotating \( x \). Analogously, a general rotation operator \( L_R \) performs a rotation on the function \( f \), as follows:

\[
[L_R f](x) = f(R^{-1} x). \quad (1)
\]

The inner product of spherical signals \( \psi \) and \( f \) could be written as follows:
The rotation operator on SO(3) space is as follows:

$$R(\alpha, \beta, \gamma) = \begin{pmatrix} 
\cos \beta \cos \gamma + \sin \beta \cos \alpha \\
\cos \beta \sin \gamma - \sin \beta \sin \alpha \\
-\sin \beta \end{pmatrix}$$

Analogous to S2 convolution, the SO(3) convolution is expressed as follows:

$$[\psi \ast f](R) = \langle L_R \psi, f \rangle = \int_{S^2} \sum_{k=1}^{K} \psi_k(R^{-1}x) f_k(x) dx.$$  \hspace{1cm} (3)

By denoting a spherical point or filter with latitude-longitude coordinate \([\alpha, \beta]\), where \(\alpha \in [0, 2\pi]\) and \(\beta \in [0, \pi]\), the definition of S2 convolution is given as:

$$\langle \psi, f \rangle = \int_{S^2} \sum_{k=1}^{K} \psi_k(x) f_k(x) dx.$$  \hspace{1cm} (2)

The output of S2 convolution is a function on SO(3) represented by ZYZ-Euler angles.

As convolutions in an image domain can be equivalently represented as multiplications in Fourier space, a discrete Fourier transform theorem is used for the efficient computation of S2/SO(3) convolutions [18]. The process of a S2/SO(3) convolution is as follows: the spherical signals \(f\) and \(\psi\) (in latitude-longitude coordinates) are Fourier transformed, multiplied in frequency domain, summed over channels, and finally inversely Fourier transformed.

### 3.2. Grid-Based Spherical Convolutions

An S2 or SO(3) convolution is the building block of a SCNN for image classification or object detection. The bandwidth of an S2/SO(3) convolution determines the resolution of an input, as well as what level of detail with which it is processed. Taking SO(3) convolution as an example, a continuous signal \(f(\alpha, \beta, \gamma)\) is firstly quantified to a \(2B \times 2B \times 2B\) cube, as follows:

$$\{(\alpha_{j_1}, \beta_k, \gamma_{j_2})|0 \leq k, j_1, j_2 \leq 2B - 1\},$$  \hspace{1cm} (6)

where \(B\) is the bandwidth and

$$\alpha_{j_1} = \frac{2\pi j_1}{2B}, \quad \beta_k = \frac{\pi(2k+1)}{4B}, \quad \gamma_{j_2} = \frac{2\pi j_2}{2B}.$$  \hspace{1cm} (7)

The discrete SO(3) Fourier transform at bandwidth \(B\) can be expressed as:

$$f_{MM}^{l}\left(\frac{n}{B}\right) = \sum_{j_1=0}^{2B-1} \sum_{\beta=0}^{2B-1} \sum_{k=0}^{2B-1} w_{B}(k) f(\alpha_{j_1}, \beta, \gamma_{j_2}) \overline{D}_{MM}^{l}(\alpha_{j_1}, \beta, \gamma_{j_2}).$$  \hspace{1cm} (8)

where \(w_{B}(k)\) is the quadrature weights associated to the bandwidth \(B\) [41], \(\overline{D}_{MM}^{l}\) is the L2-normalized Wigner D-function, and \(\overline{D}_{MM}^{l}\) is its complex conjugate [40].

Analogously, a spherical signal, \(g(\theta, \phi)\), is quantified to a \(2B \times 2B\) grid, as follows:

$$\{(\theta_j, \phi_k)|0 \leq j, k \leq 2B - 1\},$$  \hspace{1cm} (9)

where \(\theta_j = \frac{\pi(2j+1)}{4B}, \phi_k = \frac{2\pi k}{2B}\) are the latitude and longitude, respectively.
An output bandwidth, which determines the level of detail of the output features, is also required to set for the inverse Fourier transform in an S2/SO(3) convolution. The output bandwidth must be no greater than the input bandwidth.

A typical SCNN for image classification consists of an S2 convolution that translates input to SO(3) feature maps and a series of SO(3) convolutions that learn higher semantic features with rotation invariance. In the work of [18], an input bandwidth of 30 was used for classifying digits from 60 × 60 spherical images, which exactly preserves the original resolution. An output bandwidth of 10 of the S2 convolution was used to ensure the information is not over compressed. Additionally, the digits almost covered the whole image. Hence, the bandwidth quantization and compression have no impact on learning satisfactory representations.

However, in an object detection task, the images are much larger, but the bandwidth cannot be set as large as them. For example, a single SO(3) convolution with an input and output bandwidth of 256 would occupy several gigabytes [40]. With a commonly used 6G GPU, the maximum output bandwidth just reaches 32, even though only one S2 and one SO(3) convolution layer are used in a simple classification or object detection network.

Figure 2a shows an object (in the red box) in a square image with width $W$. The object is projected onto the quantized $2B_1 \times 2B_1$ grid, where the input bandwidth $B_1$ is set to $W/2$. By setting an available output bandwidth $B_2$ (typically $B_2 << B_1$), the S2 convolution outputs a very small and over-compressed feature (the yellow block). Hence the S2/SO(3) convolutions hardly learn any effective representation of the object. This forbids a successful application of the original SCNN in object detection.

Figure 2b shows the grid-based spherical convolution we proposed. The key rule is keeping the output bandwidth close to the input bandwidth, to avoid over-compression, and ensuring the object or its feature map covers an adequate space on the input grid map. We scaled the object to exactly cover $m \times m$ grids before feed it into the S2 convolution. The number $m$, the input bandwidth $B_1$, and the output bandwidth $B_2$ are set according to the above rule and the available GPU memory. In this study, we set $2m = B_1 = 14$ and $B_2 = 10$ in the S2 convolution, and the bounding box of an object was scaled to cover 1/16 of the grid map.

Figure 2. The original spherical convolution (a) and our grid-based spherical convolution (b).
3.3. G-SCNN for Object Detection

After S2 or SO(3) convolutions the bounding box of an object in the spherical space is largely lost and there is no easy way to retrieve it. In addition, how to find a feature’s bounding box in the SO(3) space has not yet been explored. In this study, we used a simulated manner that resamples signals from multiple viewpoints to increase rotation invariance. Then, the object’s bounding box was detected by a conventional planar regional proposal network (RPN) [5]. One input image was resampled to 8 images at each 45° rotation angle around the Z axis, pointing upwards. In other words, a sphere is unfolded 8 times at different horizontal directions, as follows: \( \theta = 0, \phi = k \pi / 4 \) where \( k = 0, 1, \ldots, 7 \). This is suitable because most of the interested objects in street-view omnidirectional images lie approximately along the 0° latitude line.

In Figure 3, the RPN with a VGG-16 backbone is utilized to detect bounding boxes. For each box, the corresponding features in the Conv5-3 layer (the last convolutional layer of the VGG-16) were resampled to 7 × 7 to feed the grid based spherical convolution (Figure 2b). The SCNN for object detection consists of one S2 convolution and one SO(3) convolution, followed by three fully connected (FC) layers and a softmax, i.e., S2-ReLU-SO(3)-ReLU-FC×3-softmax.

![Diagram of G-SCNN](image)

**Figure 3.** Our G-SCNN for object detection. Omnidirectional images with rotation augmentation are fed into the network for detecting objects of interest.

3.4. Data Preprocessing

Our panoramic images were collected from a multiple fisheye camera rig. First, the six fisheye images were projected onto a sphere according to the calibration parameters between the fisheye cameras and the virtual panoramic camera and a given sphere radius \( r \), as follows:
We checked the SCNN’s capability in real and larger street scene. Five classes of objects, including building, car, crosswalk, crosswalk warning line, and streetlight were selected from 2558 images to 512 × 512 pixels. Both planar and spherical CNNs use light and comparable structures. The maximum 1616 × 1232 pixel resolution. The focal length of the fisheye camera is 3.3 mm and the radius of the panoramic sphere is set to 20 m. After the data preprocessing (Figure 4), four classes of objects of interest, including light, crosswalk, crosswalk warning line (a diamond sign indicating the upcoming crosswalk), and car were manually labelled in the Driscoll–Healy images (see Table 1). Cross-checking was carefully carried out to minimize the risk of false judgement. In object detection, one third of the data is used for training and the rest for testing. All experiments are executed on a Linux PC with an Intel i5-8400 CPU, a GeForce GTX 1080 TI 11G GPU, and 8G memory.

\[
X = mR_iK_i(x) + T_i, \\
||X|| = r^2. 
\]

In Equation (9), \(T_i\) and \(R_i\) are the translation vector and rotation matrix between the \(i\)-th fisheye camera and the panoramic camera. The calibration model \(K(\cdot)\) projects the fisheye image to an equivalent planar image. Here, we use a generic fisheye calibration model, proposed in [42].

Second, the spherical point \(X = [X\ Y\ Z]^T\) is projected to a Driscoll–Healy image by using Equations (11) and (12). Each pixel \((x', y')\) in the Driscoll–Healy grid exactly corresponds to the spherical signal (S2) according to \(\alpha = 2\pi x'/2B\) and \(\beta = \pi y'/2B\), where \(\alpha \in [0, 2\pi], \beta \in [0, \pi]\).

\[
\varphi_h = \arccos\left(\frac{Y}{X}\right), \varphi_v = \arccos\left(\frac{Z}{\sqrt{X^2 + Y^2 + Z^2}}\right), \\
x' = \frac{2\varphi_h B}{2\pi}, y' = \frac{2\varphi_v B}{\pi}. 
\]

4. Experiment and Analysis

4.1. Dataset

Some existing indoor datasets, such as the Matterport3d [43] and ScanNet [44], may be used to generate spherical panoramas, but the process is complex and not rigorous. Therefore, they were rarely used in the studies of spherical object detection. Other studies [25,26] used semi-synthetic or synthetic datasets, but it is more valuable to use real data for testing.

Due to the lack of real omnidirectional image datasets with the annotations of objects’ bounding box, we created a street scene dataset called WHU (Wuhan University) panoramic dataset. The dataset consists of 600 RGB images captured from vehicle-borne PGR’s Ladybug3 camera [45] in Kashiwa and Dagong cities, Japan. The camera consists of six fisheye lenses, each of which has a maximum 1616 × 1232 pixel resolution. The focal length of the fisheye camera is 3.3 mm and the radius of the panoramic sphere is set to 20 m. After the data preprocessing (Figure 4), four classes of objects of interest, including light, crosswalk, crosswalk warning line (a diamond sign indicating the upcoming crosswalk), and car were manually labelled in the Driscoll–Healy images (see Table 1). Cross-checking was carefully carried out to minimize the risk of false judgement. In object detection, one third of the data is used for training and the rest for testing. All experiments are executed on a Linux PC with an Intel i5-8400 CPU, a GeForce GTX 1080 TI 11G GPU, and 8G memory.

![Figure 4. Producing Driscoll–Healy image from a multi-camera rig.](image)

Table 1. The spherical street-view dataset containing 600 images and 5058 objects.

| Category         | Light | Crosswalk | Warning Line | Car  | Total |
|------------------|-------|-----------|--------------|------|-------|
| Number           | 1777  | 867       | 355          | 2059 | 5058  |

4.2. Classification

Classification tasks using a SCNN were only testified in virtual reprojection of 2D planar images [18]. We checked the SCNN’s capability in real and larger street scene. Five classes of objects, including...
building, car, crosswalk, crosswalk warning line, and streetlight were selected from 2558 omnidirectional images for testing. For each omnidirectional image, only one interested object with adequate size was reserved and the rest of the pixels were set to zero. We scaled these processed images to 512 × 512 pixels. Both planar and spherical CNNs use light and comparable structures. The planar CNN structure is as follows: Conv-ReLU-Conv-ReLU-FC-Softmax, with 5 × 5 kernel size, 32, 64 channels, and 443 k parameters in total. The spherical CNN structure is as follows: S2-ReLU-SO(3)-ReLU-FC-Softmax, with 256, 24 and 12 bandwidth, 32, 64 channels and 149 k parameters. We trained both networks for 100 epochs using an ADAM optimizer with a learning rate of 10^{-4} and a batch size of 32.

In the first experiment, two thirds of the 2558 samples were randomly selected for training and the rest for testing. In the second experiment, those objects located on the left sphere (1427 samples) were selected for training and the objects on the right sphere (1131 samples) were used for testing. Table 2 shows that, when using the spherical CNN, the classification accuracy is improved by 4.8% in the first experiment and dramatically improved about 70% in the second experiment, compared to the planar CNN, respectively. This proved the effectiveness and advantage of a spherical CNN for classifying spherical images.

| Method         | Spherical CNN | Planar CNN |
|----------------|---------------|------------|
| random         | 93.2%         | 88.4%      |
| left: right    | 86.7%         | 18.5%      |

### 4.3. Object Detection

The experiments were designed to evaluate object detection performance in our spherical street-view dataset. Six methods, the Faster R-CNN [5], Faster R-CNN with FPN (short as FPN) [46], SCNN [18], SSD [47], our G-SCNN, and a variant of the Faster R-CNN (named as Faster R-CNN+) were used for comparison. All of them share the same planar RPN strategy and 600 × 600 image inputs. In all tests, the batch size was set to 1. The size of S2 filters was set to 24 points, which is comparable to a planar convolution with a kernel size of 5 (i.e., 25 points). In the SO(3) convolution, a third dimension was introduced, wherein we increased the number of filter points to 72. Each network was separately trained for 70,000 iterations, with the SGD optimizer starting with an initial learning rate of 10^{-3}, which was decreased by a factor of 10 after 50,000 iterations.

The SCNN we used is similar to the structure used for classification [18]. After ROIs are detected by using the RPN, each ROI image patch in the input image is projected onto a blank 600 × 600 grid map (i.e., bandwidth = 300), which is then fed into the SCNN structure, as follows: S2-ReLU-SO(3)-ReLU-SO(3)-ReLU-FC×3-softmax. The input and output bandwidths are 300 and 18 in S2 convolution, 18 and 12 in the first SO(3) convolution, and 12 and 8 in the second SO(3) convolution. The number of output channels of the three convolutions is 24, 48, and 96, respectively.

In our G-SCNN, the ROI is retrieved from the 16× down-sampled features (Conv5-3) of the VGG-16 and resampled to 7 × 7 after ROIPooling. It is then projected onto a 28 × 28 grid map (bandwidth = 14) by keeping the same location and resolution. The grid map is then fed into our spherical CNN: S2-ReLU-SO(3)-ReLU-Fc×3-softmax, where the input and output bandwidths are 14 and 8 in the S2 convolution and 8 and 6 in the SO(3) convolution respectively. The numbers of input and output channels of the S2 convolution are 512 and 128, respectively. The number of output channels of the SO(3) convolution is 512.

We use the Faster R-CNN+ for ablation experiments, which has the same configuration with our G-SCNN, except the spherical convolutions are replaced with planar convolutions. We keep the output size of the planar convolutions as 28 × 28 and use a kernel size of 5 × 5 to coincide with the S2 and SO(3) convolutions.

For the SSD, the input images were scaled to 512 × 512 pixels, due to the structure of the SSD.
Table 3 shows the object detection results using the Faster R-CNN, FPN, Faster R-CNN+, SCNN, SSD, and our G-SCNN methods, respectively. The AP (average precision) is counted on IoU > 0.5. The SCNN performs the worst and 25% lower than the other methods on mAP (mean average precision), demonstrating the incompetence of applying an original SCNN for object detection. The Faster R-CNN has reached 57.9% mAP. The mAP of the Faster R-CNN+ is 2.5% lower than ours, which demonstrates that the higher performance of our G-SCNN is completely due to the introduction of the specific spherical convolutions. The mAP of the SSD is 3.3% lower than ours and the mAP of FPN is close to ours.

Table 3. Object detection results of different methods on mAP$_{50}$.

| Method   | Light | Crosswalk | W-Line | Car  | mAP$_{50}$ |
|----------|-------|-----------|--------|------|------------|
| Faster   | 0.641 | 0.448     | 0.731  | 0.498| 0.579      |
| FPN      | 0.619 | 0.504     | 0.631  | 0.622| 0.594      |
| Faster+  | 0.622 | 0.441     | 0.726  | 0.513| 0.575      |
| SCNN     | 0.464 | 0.383     | 0.256  | 0.254| 0.339      |
| SSD      | 0.529 | 0.553     | 0.702  | 0.485| 0.567      |
| ours     | 0.678 | 0.446     | 0.779  | 0.497| 0.600      |

Table 4 shows the object detection results on AP$_{75}$ (IoU > 0.75). The mAP of all the methods dropped and our method outperformed the second-best Faster R-CNN 2.8%. The mAP of the SSD and the FPN dropped more. Compared to the results of Table 3, it indicates that the bounding box accuracy of our method is also better than that of the other methods.

Table 4. Object detection results of different methods on mAP$_{75}$.

| Method   | Light | Crosswalk | W-Line | Car  | mAP$_{75}$ |
|----------|-------|-----------|--------|------|------------|
| Faster   | 0.358 | 0.184     | 0.491  | 0.212| 0.311      |
| FPN      | 0.329 | 0.150     | 0.337  | 0.190| 0.251      |
| Faster+  | 0.366 | 0.178     | 0.486  | 0.194| 0.306      |
| SCNN     | 0.282 | 0.197     | 0.161  | 0.125| 0.192      |
| SSD      | 0.260 | 0.208     | 0.520  | 0.186| 0.245      |
| ours     | 0.391 | 0.231     | 0.512  | 0.221| 0.339      |

Table 5 shows the object detection results with data augmentation. Each training image was resampled to 8 images at each 45° horizontal interval. We performed offline augmentation on these images and fed them into the network for training. The Faster R-CNN, Faster R-CNN+, FPN, and our method got 5.7%, 3.6%, 4.2%, and 4.1% improvements on mAP$_{50}$, and 5.0%, 2.2%, 2.8%, and 5.3% improvements on mAP$_{75}$, respectively. The rotation sampling increases the planar CNN’s capacity for detecting rotated objects, however, our method still performs the best on both mAP$_{50}$ and mAP$_{75}$. The performance of the SCNN got no improvement because its key restriction is lacking enough bandwidth for objects of interest. The performance of the SSD also showed almost no improvement as it is the only method that does not use an RPN for searching bounding boxes.

Table 6 shows the results of applying the rotation augmented models on the rotated test data. One test image was resampled 8 times and the test data now go 8× larger. The mAP of all the methods dropped a little. On mAP$_{50}$ the Faster R-CNN dropped 4%, the FPN dropped 3%, and our method dropped 2%. Our method outperformed the second best methods 1.4% and 2.5% on mAP$_{50}$ and mAP$_{75}$ respectively, and showed better rotation invariance. The SCNN performed the worst.

Table 5 shows the results of applying the rotation augmented models on the rotated test data. One test image was resampled 8 times and the test data now go 8× larger. The mAP of all the methods dropped a little. On mAP$_{50}$ the Faster R-CNN dropped 4%, the FPN dropped 3%, and our method dropped 2%. Our method outperformed the second best methods 1.4% and 2.5% on mAP$_{50}$ and mAP$_{75}$ respectively, and showed better rotation invariance. The SCNN performed the worst.

Figure 5 shows some examples of detected objects in the spherical images. Our G-SCNN (blue box) detected most of the objects of interest (the ground truth is denoted with red box). The bounding boxes of our method are closer to the ground truth than that of the other methods, for example, the crosswalk warning line in Figure 5b, the crosswalks in Figure 5c, d, and the cars in the right side of Figure 5f. The original SCNN (yellow box) only detected a few objects with obvious false negatives. The Faster R-CNN (green box) and Faster R-CNN+ (purple box) could also detect most of the objects. However,
for those large and distorted objects, like crosswalk warning line and crosswalk, they performed worse than our method and their bounding boxes were less accurate.

Table 5. Object detection results of different methods trained with rotation augmented samples. The accuracy of single class is counted on AP$_{50}$.

| Method    | Light | Crosswalk | W-Line | Car  | mAP$_{50}$ | mAP$_{75}$ |
|-----------|-------|-----------|--------|------|------------|------------|
| Faster    | 0.702 | 0.518     | 0.810  | 0.517| 0.636      | 0.361      |
| FPN       | 0.622 | 0.525     | 0.720  | 0.679| 0.636      | 0.279      |
| Faster+   | 0.696 | 0.485     | 0.744  | 0.519| 0.611      | 0.328      |
| SCNN      | 0.494 | 0.395     | 0.213  | 0.257| 0.340      | 0.193      |
| SSD       | 0.563 | 0.566     | 0.676  | 0.514| 0.579      | 0.247      |
| ours      | 0.718 | 0.521     | 0.803  | 0.526| 0.641      | 0.392      |

Table 6. Applying the rotation augmented models on the rotated test data. The accuracy of single class is counted on AP$_{50}$.

| Method    | Light | Crosswalk | W-Line | Car  | mAP$_{50}$ | mAP$_{75}$ |
|-----------|-------|-----------|--------|------|------------|------------|
| Faster    | 0.702 | 0.450     | 0.723  | 0.513| 0.597      | 0.344      |
| FPN       | 0.598 | 0.517     | 0.710  | 0.601| 0.606      | 0.266      |
| Faster+   | 0.690 | 0.440     | 0.721  | 0.516| 0.592      | 0.316      |
| SCNN      | 0.480 | 0.390     | 0.202  | 0.248| 0.330      | 0.182      |
| SSD       | 0.556 | 0.556     | 0.664  | 0.506| 0.570      | 0.244      |
| ours      | 0.712 | 0.520     | 0.729  | 0.518| 0.620      | 0.369      |

![Figure 5](https://example.com/fig5.jpg)

**Figure 5.** Examples of detected objects of interest with different methods. Red, blue, green, purple, yellow, orange, and cyan boxes are ground truth, the results of (a) our method, (b) the Faster R-CNN, (c) the Faster R-CNN+, (d) the spherical CNN, (e) the FPN, and (f) SSD, respectively.
5. Discussion

5.1. Detecting Small Objects

A small object in a big spherical image causes difficulty in both classification and object detection, when using spherical convolution. Taking traffic signs as an example, we checked the performances of the six methods for detecting small objects from the street-view omnidirectional images. A total of 578 traffic signs in the 600 omnidirectional images were manually labeled. The average area of traffic signs in our dataset is 173.3 pixels and most of them cover less than 0.1% of the area of the 600 × 600 image. According to the classification criteria of the MS-COCO dataset [48], there are 573 small traffic signs (area ≤ 32 × 32 pixels), 5 medium traffic signs (32 × 32 pixels < area ≤ 96 × 96 pixels) and zero large traffic signs (area > 96 × 96 pixels). With one third of samples for training and the rest for testing, the performances of the six methods on mAP_{50} are listed in Table 7. Compared to the other objects in Table 3, the mAP_{50} of almost all the methods dropped about 30%, and the mAP_{50} of the SCNN decreased to below 10%. The Faster R-CNN and FPN were shown to be slightly better than our method as the rotation deformation of a small object could be very slight.

Table 7. Detecting small traffic signs in spherical street-view images. The accuracy is counted on mAP_{50}.

| Method     | Faster R-CNN | FPN | Faster R-CNN+ | SCNN | SSD | Ours  |
|------------|--------------|-----|---------------|------|-----|-------|
| No augment | 0.1988       | 0.232 | 0.1749       | 0.0991 | 0.1717 | 0.1762 |
| With augment | 0.2531       | 0.322 | 0.2072       | 0.0825 | 0.1761 | 0.2421 |

5.2. Efficiency

Table 8 shows the training efficiency of the six methods. The classic CNN methods are much faster, since they only perform convolutions in planar space. Although the FFT is utilized, the spherical CNN based methods with S2/SO(3) convolutions in SO(3) space show relatively lower efficiency. We investigated why our method is slower than the original SCNN. We found the SCNN basically missed those small objects and, therefore, converged to a result on only a part of the training samples. Our method showed a normal efficiency of spherical CNNs for object detection.

Table 8. Training efficiency of different methods.

| Method     | Train Time (h) |
|------------|----------------|
| Faster R-CNN | 2.9            |
| Faster R-CNN+ | 4.3            |
| SCNN        | 14.9           |
| SSD         | 2.5            |
| FPN         | 6.5            |
| Ours        | 32.6           |

5.3. Features in SO(3) Space

The features of spherical convolutions encapsulate the information of a signal on arbitrary positions of the sphere. An SO(3) convolution realizes this by rotating the filters. Figure 6a shows a car in a 128 × 128 Driscoll–Healy image (bandwidth B = 64). Figure 6b,c visually exhibits the car’s feature maps after two planar convolutions and S2 + SO(3) convolutions, respectively. Note that we kept the size of the feature maps the same as the input. An SO(3) feature is a 3-dimensional tensor with the size of [2 × B, 2 × B, 2 × B], which is different from a planar feature (a 2-dimensional tensor with the size of [2 × B, 2 × B]). Therefore, we display the SO(3) feature maps at equal intervals along the γ axis in Figure 6c.
Figure 6b shows that the position of the planar feature exactly corresponds to the original image. However, the position of the spherical features does not. The rotations of the filters caused the output features to rotate along the $\gamma$ axis, losing accurate location information. We tried summing the SO(3) signal over the gamma component to retrieve the corresponding signal on S2. However, we did not obtain accurate bounding boxes of interested objects and the object detection network did not converge. How to accurately locate objects in SO(3) space has not been explored and we hope to discover an effective way in future.

5.4. The Impact of Encoder

The performances of the popular structures, the VGG16, VGG19, ResNet50, ResNet101, and ResNet152, were respectively evaluated as the encoder of the RPN in our G-SCNN. All of the five networks shared the same settings in training and the test. In Table 9, the ResNet152 and VGG16 obtained the highest mAP$_{50}$ score, whereas the VGG16 obtained the highest mAP$_{75}$ score. Considering both the accuracy and the efficiency, the VGG16 is the best structure for our object detection task from spherical images.

| Feature Extractor | mAP$_{50}$ | mAP$_{75}$ | Training Time (iter/s) |
|-------------------|------------|------------|------------------------|
| VGG-16            | 0.600      | **0.338**  | 1.67                   |
| VGG-19            | 0.551      | 0.282      | 1.69                   |
| ResNet-50         | 0.574      | 0.296      | 3.42                   |
| ResNet-101        | 0.578      | 0.301      | 3.47                   |
| ResNet-152        | **0.602**  | 0.325      | 3.50                   |
6. Conclusions

This study proposed a novel and effective grid based spherical CNN (G-SCNN) that extends the capacity of a spherical CNN to object detection for the first time. The experiments have proved our method conquers the shortcomings of the original SCNN, i.e., lacking of enough bandwidth, through introducing a grid map before the S2 convolution. The grid map keeps the output bandwidth close to the input bandwidth, and ensures the objects’ information is effective in the S2/SO3 convolutions performed on the whole spherical images. The G-SCNN also outperformed several mainstream CNN based object detection methods, both on mAP$_{50}$ and mAP$_{75}$. Additionally, we created an open street-view panoramic image dataset with multi-class annotations for object detection, which is a beneficial supplement to existing simulated spherical image datasets and indoor datasets.

As it is the first attempt, the current spherical CNN structure is still subject to the planar RPN for finding bounding boxes. More sophisticated algorithms and structures might be further explored for directly locating bounding boxes in the SO3 space.

Author Contributions: D.Y. executed the experiments and analyzed the results. S.J. led the research and wrote the paper.

Funding: This research was funded by the National Key Research and Development Program of China, Grant No. 2018YFB0505003.

Acknowledgments: The authors thank Taco S. Cohen, Mario Geiger, and Jonas Köhler sharing their helpful opinions on the calculation of spherical convolutions.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Girshick, R. Fast R-CNN. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Santiago, Chile, 7–13 December 2015; pp. 1440–1448.
2. Ren, S.; Girshick, R.; Sun, J. Faster R-CNN: Towards real-time object detection with region proposal networks. IEEE Trans. Pattern Anal. Mach. Intel. 2017, 39, 1137–1149. [CrossRef] [PubMed]
3. He, K.; Gkioxari, G.; Dollár, P.; Girshick, R. Mask R-CNN. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 2980–2988.
4. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. ImageNet Classification with Deep Convolutional Neural Networks. In Proceedings of the NIPS 2012, Lake Tahoe, CA, USA, 3–8 December 2012; pp. 1097–1105.
5. Simonyan, K.; Zisserman, A. Very deep convolutional networks for large-scale image recognition. In Proceedings of the 3rd International Conference on Learning Representations (ICLR), San Diego, CA, USA, 7–9 May 2015; pp. 1–14.
6. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep residual learning for image recognition. In Proceedings of the IEEE International Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 28 June–1 July 2016; pp. 770–778.
7. Long, J.; Shelhamer, E.; Darrell, T. Fully convolutional networks for semantic segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Boston, MA, USA, 7–12 June 2015; pp. 3431–3440.
8. Ronneberger, O.; Fischer, P.; Brox, T. U-Net: Convolutional networks for biomedical image segmentation. In Proceedings of the Medical Image Computing and Computer Assisted Interventions, Munich, Germany, 5–9 October 2015; pp. 234–241.
9. Chen, L.C.; Papandreou, G.; Kokkinos, I.; Murphy, K.; Yuille, A.L. DeepLab: Semantic Image Segmentation with Deep Convolutional Nets, Atrous Convolution, and Fully Connected CRFs. IEEE Trans. Pattern Anal. Mach. Intell. 2018, 40, 834–848. [CrossRef] [PubMed]
10. Redmon, J.; Divvala, S.; Girshick, R.; Farhadi, A. You Only Look Once: Unified, Real-Time Object Detection. In Proceedings of the 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 26 June–1 July 2016; pp. 779–788.
11. Dai, J.; Li, Y.; He, K.; Sun, J. R-FCN: Object detection via region-based fully convolutional networks. In Proceedings of the 30th Conference on Neural Information Processing Systems, Barcelona, Spain, 5–10 December 2016; pp. 379–387.

12. Popov, V.; Gorbenko, A. Building the Panoramic Image for Mobile Robot Localization. In Proceedings of the Applied Mechanics and Materials, Hong Kong, China, 17 August 2013; pp. 967–970.

13. Zhang, T.; Liu, X.; Mei, T.; Tang, G.; Li, B.; Wang, X. A novel platform for simulation and evaluation of intelligent behavior of driverless vehicle. In Proceedings of the 2008 IEEE International Conference on Vehicular Electronics and Safety; (ICVES), Columbus, OH, USA, 22–24 September 2008; pp. 237–240.

14. Chen, X.; Yang, J. Towards monitoring human activities using an omnidirectional camera. In Proceedings of the Fourth IEEE International Conference on Multimodal Interfaces, Pittsburgh, PA, USA, 14–16 October 2002; pp. 423–428.

15. Caruso, D.; Engel, J.; Cremers, D. Large-scale direct SLAM for omnidirectional cameras. In Proceedings of the IEEE/RSJ International Conference on Intelligent Robots Syst (IROS), Hamburg, Germany, 28 September–2 October 2015; pp. 141–148.

16. Rituerto, A.; Puig, L.; Guerrero, J. Visual SLAM with an omnidirectional camera. In Proceedings of the 20th International Conference on Pattern Recognition, Istanbul, Turkey, 23–26 August 2010; pp. 348–351.

17. Esteves, C.; Allen-Blanchette, C.; Makadia, A.; Daniilidis, K. Learning so (3) equivariant representations with spherical cnns. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 52–68.

18. Cohen, T.S.; Geiger, M.; Köhler, J.; Welling, M. Spherical CNNs. In Proceedings of the International Conference on Learning Representations (ICLR), Vancouver, BC, Canada, 30 April–3 May 2018.

19. Chang, A.X.; Funkhouser, T.; Guibas, L.; Hanrahan, P.; Huang, Q.; Li, Z.; Savarese, S.; Savva, M.; Song, S.; Su, H. ShapeNet: An Information-Rich 3D Model Repository. arXiv 2015, arXiv:1512.03012.

20. Viola, P.; Jones, M. Rapid object detection using a boosted cascade of simple features. In Proceedings of the 2001 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR), Kauai, HI, USA, 8–14 December 2001; Volume 1.

21. Felzenszwalb, P.; Girshick, R.; McAllester, D.; Ramanan, D. Object detection with discriminatively trained part based models. IEEE Trans. Pattern Anal. Mach. Intell. 2010, 32, 1627–1645. [CrossRef] [PubMed]

22. Shrivastava, A.; Gupta, A.; Girshick, R.B. Training Region-Based Object Detectors with Online Hard Example Mining. In Proceedings of the Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 26 June–1 July 2016; pp. 761–769.

23. Bell, S.; Lawrence Zitnick, C.; Bala, K.; Girshick, R. Inside-Outside Net: Detecting Objects in Context with Skip Pooling and Recurrent Neural Networks. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 26 June–1 July 2016; pp. 2874–2883.

24. Cai, Z.; Fan, Q.; Feris, R.S.; Vasconcelos, N. A Unified Multi-Scale Deep Convolutional Neural Network for Fast Object Detection. In Proceedings of the 2016 European Conference on Computer Vision, Amsterdam, The Netherlands, 8–16 October 2016; pp. 354–370.

25. Su, Y.-C.; Grauman, K. Learning spherical convolution for fast features from 360 imagery. In Proceedings of the Advances in Neural Information Processing Systems, Long Beach, CA, USA, 4–9 December 2017; pp. 529–539.

26. Coors, B.; Paul Condurache, A.; Geiger, A. Spherenet: Learning spherical representations for detection and classification in omnidirectional images. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 518–533.

27. Dai, J.; Qi, H.; Xiong, Y.; Li, Y.; Zhang, G.; Hu, H.; Wei, Y. Deformable convolutional networks. In Proceedings of the 2017 IEEE International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 764–773.

28. Tateno, K.; Navab, N.; Tombari, F. Distortion-aware convolutional filters for dense prediction in panoramic images. In Proceedings of the European Conference on Computer Vision (ECCV), Munich, Germany, 8–14 September 2018; pp. 707–722.

29. Zhao, Q.; Zhu, C.; Dai, F.; Ma, Y.; Jin, G.; Zhang, Y. Distortion-aware CNNs for Spherical Images. In Proceedings of the International Joint Conference on Artificial Intelligence (IJCAI), Stockholm, Sweden, 13–19 July 2018; pp. 1198–1204.
30. Pais, G.D.; Dias, T.J.; Nascimento, J.C.; Miraldo, P. OmniDRL: Robust Pedestrian Detection using Deep Reinforcement Learning on Omnidirectional Cameras. *arXiv* 2019, arXiv:1903.00676.

31. Da Silva, S.P.P.; da Nóbrega, R.V.M.; Medeiros, A.G.; Marinho, L.B.; Almeida, J.S.; Reboucas Filho, P.P. Localization of Mobile Robots with Topological Maps and Classification with Reject Option Using Convolutional Neural Networks in Omnidirectional Images. In Proceedings of the 2018 International Joint Conference on Neural Networks (IJCNN), Rio de Janeiro, Brazil, 8–13 July 2018; pp. 1–8.

32. Posada, L.F.; Velasquez-Lopez, A.; Hoffmann, F.; Bertram, T. Semantic mapping with omnidirectional vision. In Proceedings of the 2018 IEEE International Conference on Robotics and Automation (ICRA), Brisbane, Australia, 21–25 May 2018; pp. 1901–1907.

33. Khasanova, R.; Frossard, P. Graph-based classification of omnidirectional images. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 869–878.

34. Khasanova, R.; Frossard, P. Graph-based isometry invariant representation learning. In Proceedings of the 34th International Conference on Machine Learning (ICML), Sydney, Australia, 6–11 August 2017; pp. 1847–1856.

35. Monroy, R.; Lutz, S.; Chalasani, T.; Smolic, A. Salnet360: Saliency maps for omni-directional images with cnn. *SIGNAL PROCESS-IMAGE* 2018, 69, 26–34. [CrossRef]

36. Marcos, D.; Volpi, M.; Komodakis, N.; Tuia, D. Rotation equivariant vector field networks. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Venice, Italy, 22–29 October 2017; pp. 5048–5057.

37. Worrall, D.E.; Garbin, S.J.; Turmukhambetov, D.; Brostow, G.J. Harmonic networks: Deep translation and rotation equivariance. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Honolulu, HI, USA, 21–26 June 2017; pp. 5028–5037.

38. Gens, R.; Domingos, P.M. Deep symmetry networks. In Proceedings of the NIPS 2014 Advances in Neural Information Processing Systems, Montreal, QC, Canada, 8–13 December 2014; pp. 2537–2545.

39. Cohen, T.; Welling, M. Group equivariant convolutional networks. In Proceedings of the 2016 International Conference on Machine Learning (ICML), New York, NY, USA, 19–24 June 2016; pp. 2990–2999.

40. Kostelec, P.J.; Rockmore, D.N. SOFT: SO(3) Fourier Transforms; Department of Mathematics, Dartmouth College: Hanover, NH, USA, 2003.

41. Driscoll, J.; Healy, D. Computing Fourier Transforms and Convolutions on the 2-Sphere. *Adv. Appl. Math.* 1994, 15, 202–250. [CrossRef]

42. Kannala, J.; Brandt, S. A generic camera model and calibration method for conventional, wide-angle, and fish-eye lenses. *IEEE Trans. Pattern Anal. Mach. Intell.* 2006, 28, 1335–1340. [CrossRef][PubMed]

43. Chang, A.; Dai, A.; Funkhouser, T.; Halber, M.; Nießner, M.; Savva, M.; Song, S.; Zeng, A.; Zhang, Y. Matterport3D: Learning from RGB-D Data in Indoor Environments. In Proceedings of the International Conference on 3D Vision, Qingdao, China, 10 October 2017.

44. Dai, A.; Chang, A.X.; Savva, M.; Halber, M.; Funkhouser, T.A.; Nießner, M. ScanNet: Richly-Annotated 3D Reconstructions of Indoor Scenes. In Proceedings of the Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 June 2017; Volume 2, p. 10.

45. Introduction of a PGR’s Ladybug3 Camera. Available online: https://www.ptgrey.com/ladybug3-360-degree-firewire-spherical-camera-systems (accessed on 5 April 2019).

46. Lin, T.; Dollár, P.; Girshick, R.; He, K.; Hariharan, B.; Belongie, S. Feature Pyramid Networks for Object Detection. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 2117–2125.

47. Liu, W.; Anguelov, D.; Erhan, D.; Szegedy, C.; Reed, S.; Fu, C.; Berg, A.C. SSD: Single Shot MultiBox Detector. In Proceedings of the European Conference on Computer Vision, Amsterdam, The Netherlands, 8–16 October 2016; pp. 21–37.

48. Chen, X.; Fang, H.; Lin, T.-Y.; Vedantam, R.; Gupta, S.; Dollár, P.; Zitnick, C.L. Microsoft COCO captions: Data collection and evaluation server. *arXiv* 2015, arXiv:1504.00325.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).