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Abstract
Recently, non-orthogonal multiple access (NOMA) and energy harvesting (EH) from radio frequency (RF) have been considered as promising candidates for next-generation mobile communications. In this paper, we investigate a novel solution to enhance the reliability and the supply stability of a downlink NOMA relaying networks, in which we integrate two techniques: (i) simultaneous wireless information and power transfer, i.e. the relay node can harvest the energy from source signals and use this energy to help forward information from source node to two user nodes; and (ii) data buffer aid at relay node, i.e. the data packets received from the source can be stored in a buffer and then be re-transmitted to the destination nodes only when the channel condition is good. The performance of the proposed system is analyzed rigorously to derive the system outage probability (OP), throughput and the average packet delay. Furthermore, a power allocation optimization problem to minimize the OP is formulated and solution to this problem is also provided. In addition, the optimal transmission rates to maximize the throughput of each user are presented in numerical results. Monte Carlo simulations are conducted to verify the analytical results, which confirms that with data buffer at relay, the overall outage probability (OOP) can be reduced significantly.
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1 Introduction
The non-orthogonal multiple-access (NOMA) is considered as a promising multiuser communication technique for the fifth-generation (5G) mobile network since it can achieve superior spectral efficiency, especially for applications in large-scale Internet-of-things (IoT) networks [1]. Unlike the orthogonal-multiple-access (OMA), NOMA users can share the same radio resources, including time and bandwidth. The key idea for this advantage is to employ the power domain or codes domain, where different users are distinguished by their power levels or different code [2]. Recent researcher have shown that NOMA can be applied to not only point-to-point but also relay networks [3]. While the application of NOMA to the point-to-point networks were well investigated, there is still increasing need for the case of cooperative relaying networks [4–6]. The authors of [4, 5] proposed a dual-hop cooperative relaying scheme using NOMA, where two source nodes communicate with each other simultaneously via a common relay on the same frequency band. Especially, in [5], the author considered replacing the static relay by unmanned aerial vehicles (UAV). In this scheme, after receiving symbols transmitted in parallel by both sources with different power levels, the relay or UAV forwards the superposition coded composite signal using
NOMA to two destinations. However, in this work power control for uplink multiple access was not considered. In 2020, Hoang et al. [6] proposed a multi-beamforming scheme for multiple clusters in downlink NOMA system, where the relay nodes are the cluster heads.

In addition, harvesting energy from the ambient environment has become a promising solution for energy-constrained electronic devices, which are conventionally supported by limited power sources such as battery [7–10]. In some special applications, charging the battery is too expensive or even impossible, e.g. sensor network works under toxic environment and body area network. Moreover, some natural energy sources such as solar and wind, and radio frequency (RF) can be also utilized as effective sources for energy harvesting (EH). Compared with other kinds of energy sources, the RF EH [11], also known as wireless energy transfer, has some advantages. Since RF EH is an active energy supply method, it can provide more reliable energy flow to guarantee the quality of service. On the other hand, buffer-aided (BA) relays have been shown to improve wireless conditions through increased diversity, thus resulting in reduced outages and better throughput [12]. Therefore, utilizing RF-EH technique together with NOMA scheme helps prolong the lifetime and improves the spectral utilization efficiency of the energy-constrained multi-user wireless relaying networks. The NOMA systems combining with RF EH were investigated in [13–18]. A simultaneous wireless information and power transfer (SWIPT) of NOMA networks were considered in [13], where base station simultaneously communicates with the users, namely, relay user and far user, by using finite block length data burst. The optimization problem to obtain the optimal power allocation factors to NOMA user fairness performance are proposed in [14]. The authors in [14] stated that the sum rates can be maximized when equal individual power allocation factors. The authors of [15] investigated a NOMA system in which the NOMA user near the source can act as the EH relays to assist the far NOMA users in forwarding the information. In these works, the authors considered the users reception signals in two different time slots, however, the service was simultaneously provided to users in the NOMA system. The authors in [16] considered a NOMA scheme in cognitive radio networks, where the relay node with SWIPT assists the source to transmit the superimposed composite signal to two receivers. They derived the closed-form of outage probabilities (OPs) for 2 receivers and minimized the system energy efficiency (EE). In [17], minimizing energy consumption is the ultimate goal in a SWIPT-NOMA downlink system with multiple near users and one far user, where the authors applied a golden section Dinkelbach algorithm to solve the optimization problem. However, there was no outage analysis in this work. A pair of best near and best far users were selected in [18] for improving the OP in a SWIPT-NOMA system, where the near user served as a relay for the far user. The common point of these above works is that they do not consider using a data buffer at the relay. The sum-throughput maximization problem by beamforming design for relaying NOMA networks with SWIPT was investigated in [19]. In this system, the users are grouped into multiple clusters based on cluster-specific beamforming. The results of this above-mentioned works shown that the performance of NOMA outperform OMA scheme.

An energy BA EH relay was applied in cooperative communication system to improve system performance in [20], but in this work the authors didn’t consider data BA. On the other hand, the work in [21] proposed a hybrid NOMA/OMA system with BA relay selection. As a result, two BA opportunistic relay selection algorithms were proposed. The aim of that work is to improve the outage performance and sum-rate of the system. The work in [22] studied the conventional cooperative NOMA system with BA relaying. Herein the authors considered an adaptive transmission scheme in which different working modes are employed in different time slots. The authors in [23] proposed a priority-based max-link relay selection for data BA decode-and-forward (DF) cooperative networks. In this work, the authors derived analytical expressions of outage probability (OP) and bit error rate (BER) to evaluate the system performance. In addition to NOMA downlink system investigation, the hybrid NOMA/OMA uplink system with the help of a BA relay was also considered in [24].

So far, most of previous works related to cooperative communication protocols and NOMA technique in literature have proposed the superposition signal coding at the source. Meanwhile, the relay node, which has a fixed power, only decodes and forwards signals to destinations. However, due to the random nature of wireless channel, the amount of energy harvested at the relay is usually very small and variable. Hence, the power allocation at the relay can reduce the feedback energy and guarantee the performance fairness for all users. To the best of our knowledge, the analysis of the effectiveness of using energy and/or data buffer at the relay is still moderated. In 2019, our research group has initially introduced the outage analysis of a relay-assisted NOMA networks with two users, in which SWIPT and data buffer aid could be applied at the relay [25]. Another work on SWIPT-NOMA systems that exploits the energy and data buffer at relay was proposed in [26], where the authors introduced a protocol of adaptive allocating the transmit powers to NOMA users and the power splitting factor of EH to minimize the total energy consumption. However, that paper assumes the ideal data buffer, i.e. the size of the buffer is sufficiently large to
prevent the overflow, and the derivation of the OOP expression has not been carried out in that work. A summary of previous works on SWIPT-NOMA systems is shown in Table 1, in which their advantages and limitations are also highlighted. Motivated by the above facts, in this paper, we extend our research work by analyzing a different cooperative DF relaying scheme where a source transmits information packets to the relay, while relay broadcasts the modulation superposition signals to two users. Here, R employs time-switching-based EH prior to the communication with destinations. Based on the channel gain from the relay node to the destination node, the relay performs one of three power allocation schemes, i.e. fixed, adaptive, and optimal power allocation, for two users. Furthermore, NOMA technology is investigated for the cooperative transmission in term of two scenarios, i.e. with and without buffer aid at the relay node.

The main contributions of this paper are summarized as below:

– We proposed a novel downlink NOMA relay system applying SWIPT, where designated relay node is either equipped with buffer or not. To harvest energy, the relay uses time switching protocol (TS). The system performance is investigated in both cases, i.e. perfect and imperfect SIC. In addition, the outage performance is considered for both linear and non-linear EH model. The performance of the system is improved, and additionally the spectral utilization efficiency and the lifetime of wireless networks will be enhanced.

– The optimal power allocation at the relay node to minimize OP is also considered in this paper. Since the harvested energy is very small, the reallocation of the harvested energy after converting from the source RF signals is important for saving cost. Moreover, the optimal transmission rate to maximize the throughput of each user is also provided.

– Markov chain model and state-transition matrix is used to describe the random process at the BA relay. It is shown that with BA relay the diversity gain is improved significantly.

– The system performance is demonstrated by OP and the throughput of the system over Rayleigh fading channel. We derive the closed-form expression to evaluate the rate of symbols and outage performance of SWIPT-NOMA system. The performance comparison between NOMA and OMA system for the case with/without BA relay is also provided.

– The analytical results are validated by simulation. From the derived closed-form expressions, practical networks can be investigated in the in future.

Our proposed system can find applications in surveillance sensor networks for disaster detection or Internet of Things (IoT) networks, where installing fixed power lines or frequent replacing of batteries for a large number of nodes is inconvenient, for example, the sensor network that works in a toxic environment. Furthermore, the proposed system can be applied to sensor nodes in wireless body area networks for healthcare and other medical applications. Another application area that our work can be applied is RFID, which has caught intensive research and has been widely used for identification, tracking, and inventory management. Besides, the advantages of the proposed solutions in terms of low energy cost, reducing greenhouse effect, and prolonging lifetime are very useful for future mobile networks.

The remaining of the paper is organized as follows. Sect. 2 presents the SWIPT-NOMA system model and channel model. The analysis of OP with and without buffer aid at the relay node is given in Sects. 4 and 4.2.

### Table 1: Features of previous research works on SWIPT-NOMA

| Work | Objective function | Optimal variable(s) | OP | Throughput | Relay | EH | Data buffer |
|------|--------------------|---------------------|----|------------|-------|----|-------------|
| [13] | Block length       | Power, PS factor    | BLER | No         | Single | PSR | No          |
| [14] | Data rate          | Power, TS factor    | No  | No         | No    | TSP | No          |
| [15] | Throughput         | PS factor           | Yes | Yes        | Single, incremental | PSR | No          |
| [16] | EE                 | Power, PS factor    | Yes | No         | Single | PSR | No          |
| [17] | EE                 | Power, PS factor    | No  | No         | Near users | PSR | No          |
| [18] | OP                 | Best near and far users | Yes | No         | Near users | PSR | No          |
| [26] | Energy consumption | Power allocation, PS factor | No | No | Single | PSR | Infinite |
| [25] | No                 | No                  | Yes | No         | Single | TSR | Finite |
| This work | OP, throughput    | Power, TS factor    | Yes | Yes        | Single | TSR | Finite |
respectively. The derivation of the system throughput is given in Sect. 4.3. The average packet delay is demonstrated in Sect. 4.5. Numerical results, which verify our analysis, are presented in Sect. 5. Finally, the conclusion is given in Sect. 6. For the convenience, we provide in Table 2 the notations along with their descriptions used in this paper.

### Table 2 Mathematical notations

| Notation | Description |
|----------|-------------|
| Pr       | Probability |
| $F_X(x)$ | Cumulative distribution function (CDF) |
| $f_X(x)$ | Probability density function (PDF) |
| $\mathcal{CN}(\mu, \sigma^2)$ | A circularly symmetric complex Gaussian RV $x$ with mean $\mu$ and variance $\sigma^2$ |
| $E\{\cdot\}$ | The statistical expectation operator |
| $\Gamma(\cdot)$ | Gamma function [27] |
| $K_n(\cdot)$ | The second kind of Bessel function order $n$ [27] |
| $E_n(z)$ | Exponential integral function $n$ [27] |
| $\alpha$ | time-switching factor |
| $\eta$ | energy conversion efficient |
| $L$ | the size of the buffer |
| $r_t$ | target transmission rate |
| $a_i$ | power allocation coefficient for $x_i$ |

### 2 System model

The NOMA downlink relay network that is investigated in this paper is shown in Fig. 1. In this network, a source (S) wants to send its messages to two destinations (D₁) (the near user) and (D₂) (the far user) simultaneously with the help of a relay, (R), which is capable of harvesting energy from the source. It is assumed that S, D₁, and D₂ have stable power supply, while R has no extra energy supply for forwarding task and needs to harvest energy from S. In addition, the relay node is assumed to have an information...
buffer to store the received messages [28]. We assume that the direct links between the source and both destinations are not available due to far distance or obstacles. All nodes are equipped with a single antenna and operate in a half-duplex mode.1

The channels between two arbitrary nodes are subject to block and flat Rayleigh fading, which has only the small-scale component. This means that the channel coefficients are constant during each data transmission block, but vary from one block to another. We assume that the relay has perfect channel state information (CSI) of the S → R link and R → D1, D2 links at the beginning of each transmission block by applying some short pilot signals. Based on this set of information, R can decide whether it is ready to operate in transmitting or receiving mode [29].

As shown in Fig. 1, the complex channel fading coefficient of the link between S and R is denoted by $h_i \sim CN(0, \Omega_i)$. The channel coefficient between R and D1 is $g_{1} \sim CN(0, \Omega_1)$, where $i \in \{1, 2\}$ and \( \Omega_1 = \mathbb{E}(|g_1|^2) \), \( \Omega_2 = \mathbb{E}(|g_2|^2) \). The additive white Gaussian noise (AWGN) at R, D1 and D2 is respectively denoted by $w_{A} \sim CN(0, N_0)$, where $A \in \{R, D_1, D_2\}$. Without loss of generality, we assume that the users’ channel gains are sorted in the descending order as follows: $|g_1|^2 > |g_2|^2$.

### 2.1 Energy harvesting and information transfer protocol

The time-switching relaying (TSR) protocol for EH [30] is applied in this work. Please refer to [30] for more detailed explanation.2 Note that, the work in [30] only considered EH for the orthogonal multiple access system, i.e., the conventional relay system, and without data buffer aid.

According to this protocol (shown in Fig. 2), each transmission block of duration $T$ is divided into three time slots. In the first time slot of duration $xT$, the relay harvests the energy from the source. After that, the communication from the source (S) to the destinations (D1 and D2) consists of two time slots with equal length $(1 - x)T/2$, in which S can send the superposition signal to R and then R can forward3 it to D1, D2, respectively [31]. Here, $0 \leq x \leq 1$ denotes the EH time-switching factor in one transmission block. Therefore, the amount of harvested energy at the relay for the case of linear model in the $i$th time slot is given by [32, 33]

$$E_h = xT\eta P_S|h_1|^2,$$

where $0 < \eta < 1$ denotes the energy conversion efficiency, which depends on the harvesting electric circuitry.

We assume that all energy harvested is consumed by the relay for forwarding information signals to all users D1,4 The processing power for the transmitting/receiving circuitry at the relay is generally negligible compared to the power used for information transfer and perhaps venial. So, from (1), the transmit power of the relay is given as

$$P_R = \frac{E_h}{(1 - x)T/2} = \frac{2x\eta P_S|h_1|^2}{(1 - x)^2}.$$

**Remark 1** In practice, the energy harvester will output a constant due to its circuit design. Such a non-linear model can represent the joint effect of non-linear phenomena caused by hardware constraints, including circuit sensitivity limitation and current leakage. The main reason for nonlinear EH model can be explained from the relationship between the input RF power and the output direct current of energy harvester. This nonlinear function is caused by nonlinear semiconductor devices such as diodes and transistors in the energy harvester circuit. Denote $P_{th}$ as the saturation power threshold of harvester, thus the transmit power of the relay node for the proposed nonlinear model using in this manuscript is given by

$$P_R = \begin{cases} \frac{2x\eta P_S|h_1|^2}{1 - x}, & P_S|h_1|^2 \leq P_{th} \\ \frac{2x\eta P_{th}}{1 - x}, & P_S|h_1|^2 > P_{th}. \end{cases}$$

### 2.2 Data buffer at relay

In order to process the data the relay is equipped with a buffer for storing the decoded messages (a.k.a. packet) received from the source. For TS scheme the relay also has an energy storage device to store the harvested energy.5

The communication procedure using data buffer at the relay can be described as follows. For each transmission block (with duration of $T$), the relay or source node is allowed to transmit data (in their assigned time slot as illustrated in Fig. 2) depending on the status of the relay buffers and the availability of the corresponding channel, so that it can provide a successful transmission or reception of one packet.6 For example, if the S → R link is in outage

---

1 This model can employ two antennas for the relay node and operate in a full-duplex mode.

2 The analytical approach in this paper can be applied to the power-splitting EH model [30] as well.

3 However, source or relay only sends signal if the data buffer is in some proper states, as described later.

4 At this moment, EH-RF should be developed only for sensor networks, health care and medical systems such as wireless body networks with short communication distance.

5 The storing of harvested energy in TS scheme is refered as charging-then-communicate. In contrast, PS scheme is refered as charging-and-communicate.
Fig. 2 TSR EH and information transfer protocol

or the data buffer is full at one transmission block, then S should not send its message in the second time slot of that block.

If S is allowed to transmit, it will generate a transmit packet of size $2r_0T$ bits, which is intended for two destination nodes $D_1$ and $D_2$, to send to the relay. Here, $r_0$ is the desired transmission rate of the system. Each packet contains two segments, the first of which is used for the transmit symbols to $D_1$ and the other is used for the transmit symbols to $D_2$. The relay buffer has $L \geq 2$ storage units, each of which can store $2r_0(1-x)$ bits. The relay node decodes the received packet and stores it into the storage device. Each storage device is split into two parts of the same length, which are used to store the information symbols intended for $D_1$ and $D_2$, respectively.

Assume that the source always has information symbols to transmit. At the relay, the number of storage units that have stored information symbols is denoted as $l$, where $0 \leq l \leq L$. The availability of the links to transmit data depends on the value of $l$. In particular, for $l = 0$, only the source-to-relay link is available because the relay has no information symbol to transmit. For $0 < l < L$, both the source-to-relay and relay-to-destination links are available. For $l = L$, only the relay-to-destination links are available because the relay has no free storage units to store the information symbols received from the source.

2.3 Signal model

In each time slot, if the source (S) is selected to transmit data, it combines two messages $x_1$ and $x_2$ into a transmission packet by the superposed modulation in the different power levels. Then, the received signal at the relay is given by

$$y_R = h_1 \sqrt{P_S} x_1 + w_R,$$

where $P_S$ denotes the transmit power of the source node, $w_R$ is AWGN at $R$, $h_1$ is the channel gain between source and relay and is modeled by Rayleigh distribution. So, $|h_1|^2$ is exponentially distributed.

The signal-to-noise ratio (SNR) of the source-to-relay link is given by [28]

$$\gamma_R = \frac{P_S|h_1|^2}{N_0}. \quad (4)$$

In a specific time slot, if the relay (R) is selected, it transmits a modulated superposition information symbol $x_R = a_1P_R x_1 + \sqrt{(1-a_1)}P_R x_2$ stored in the buffer through multicast communication, where $x_1$ and $x_2$ denote the information symbols intended for $D_1$ and $D_2$, respectively. $a_i, i = 1, 2$ is the power allocation coefficient for $D_i$, respectively. At the end of a time slot, the received signals at the destinations are given by

$$y_D = \sqrt{P_R} g_i \left( \sqrt{a_1} x_1 + \sqrt{1-a_1} x_2 \right) + w_{D_i}, i \in \{1, 2\}.$$  \(5\)

Without loss of generality, it is assumed that the channel power gains are already sorted in descending order, i.e. $|g_1|^2 > |g_2|^2$. According to NOMA principle, the relay allocates more power for $D_2$ in order to balance the fairness of the system performance and to achieve the boundary of the capacity region for a pair of users [2]. Due to the broadcast nature of the wireless environment, the instantaneous signal-to-interference-and-noise ratio (SINR) of the $R \rightarrow D_2$ link is given by

$$\gamma_{D_2}^{x_2-x_1} = \frac{(1-a_1) P_R |g_2|^2}{a_1 P_R |g_1|^2 + N_0}, \quad (6)$$

where the information symbol $x_1$ is treated as the interference at $D_2$, i.e., SIC is not applied at $D_2$. At $D_1$, the goal is to decode information symbol $x_1$. By applying SIC technology [34], $D_1$ can remove the detected information symbol $x_2$ from the received signals before decoding $x_1$. From (5), the instantaneous SNR and SINR of the $R \rightarrow D_1$ link in the case of perfect SIC are expressed respectively as

$$\gamma_{D_1}^{x_1} = \frac{(1-a_1) P_R |g_1|^2}{a_1 P_R |g_1|^2 + N_0}, \quad (7)$$

$$\gamma_{D_1}^{x_2-x_1} = \frac{a_1 P_R |g_1|^2}{N_0}. \quad (8)$$

For the case of imperfect SIC, i.e., the residual interference power of $x_2$ has an impact on $x_1$, the SINR at $D_1$ is given as

$$\gamma_{D_1}^{x_2-x_1} = \frac{a_1 P_R |g_1|^2}{\kappa(1-a_1) P_R |g_1|^2 + N_0}, \quad (9)$$

where $0 \leq \kappa \leq 1$ the level of residual interference power of $x_2$ after SIC.
3 Problem definitions

To help the readers understand the multiple goals of this work, in this section we summarize the technical problems that we are going to tackle in this paper.

3.1 Overall outage probability analysis

The overall outage probability (OOP) of the system is defined as the probability that neither the source-to-relay link nor the relay-to-both-destination links is unavailable for transmission to achieve the target predefined transmission rate. For simplicity, we assume that the target transmission rates from the source to the relay and the relay to the destinations are the same and equal to $r_0$. Hence, the outage event occurs when the instantaneous end-to-end SNR $\frac{1}{2}\log_2(1 + \gamma_{e2e})$ is less than $r_0$. The factor of $\frac{1}{2}$ appears due to the two consecutive time slots for communication between the source and the destination. It is easy to see that OOP is equal to the probability that the output SNR, $\gamma_{e2e}$, falls below a certain threshold, $\gamma_{th} = 2^{\frac{r_0}{2}} - 1$. In the Sect. 4, we will derive the closed-form expressions of the OOP for both cases: with or without the data buffer-aid at the relay.

3.2 Throughput analysis

The other goal of this work is to derive the throughput of the NOMA system with and without BA relay. The throughput is derived from the previous expression of OP. When the codeword is long enough (i.e., its duration is larger than the channel coherence time), the ergodic capacity should be considered as a performance factor. In contrast, when the codeword is short (i.e., its duration is less than the channel coherence time), the throughput should be considered instead of the ergodic capacity [35, 36].

Assuming that the symbols $x_1$ and $x_2$ are transmitted at rates of $r_1$ and $r_2$, respectively, over wireless channels with ideal channel coding, then the throughput for transmission of $x_\ell$, where $\ell \in \{1, 2\}$ can be determined as

$$\tau(r_\ell) = r_\ell \Pr(\log_2(1 + \gamma_{e2e}^\ell) > r_\ell),$$

where $\gamma_{e2e}^\ell$ is the end-to-end SNR at $D_\ell$.

Then the total throughput of the considered NOMA without buffer aided relay system is

$$\tau(r) = \tau(r_1).$$

We are going to derive the throughput expressions for both the non-data-buffer and with-data-buffer cases in Sect. 4.

3.3 Optimization of power allocation

To obtain the minimum OOP and minimum OP $D_i$ in (18) and (20) we formulate the OP minimization problems $P_1$ and $P_2$ as

$$P_1 : \min_{a_1} \text{OOP},$$

s.t. $0 \leq a_1 \leq 1, a_1 < \frac{1}{1 + \gamma_{th}}.$

and

$$P_2 : \min_{a_1} \text{OPD}_1,$$

s.t. $0 \leq a_1 \leq 1, a_1 < \frac{1}{1 + \gamma_{th}}.$

where $a_1$ is the power allocation coefficient for $D_1$ (the power allocation coefficient for $D_2$ is $a_2 = 1 - a_1$).

The condition $a_1 < \frac{1}{1 + \gamma_{th}}$ indicates that the OP is less than one.

3.4 Optimal data transmission

To determine the optimal data transmission rate that maximizes the throughput of each user $D_i$ in (34), we formulate the following optimization problem:

$$P_3 : \min_{r_\ell} \tau(r_\ell),$$

s.t. $r_\ell > 0,$

for $i = 1, 2$.

Due to the complexity of the throughput functions, in this paper we will use numerical method to find the optimal data rate. The optimal solutions are given for both perfect SIC and imperfect SIC cases in Sect. 5.

3.5 Average packet delay of the buffer-aided relay system

One of the important performance metric for the data buffer is the average packet delay. In this paper, we also aim to derive the closed-form expression of the total average packet delay in our considered system. To determine this quantity, we consider a period of time that is long enough, and denote the throughputs of $S$ and $R$ by $\tau_S$ and $\tau_R$, respectively. Let’s also define $Q_S$ and $Q_R$ as the average queuing length (in number of time slots) of $S$ and $R$, respectively. Based on [37, Eq. (7)], $Q_S$ is derived by how the packets are delivered by $S$ thoroughly. Then the average packet delay at the source is defined as

$$\bar{D}_S = \frac{Q_S}{\tau_S}$$

and the average packet delay at the relay is expressed as
Finally, the total average packet delay of the system is given by
\[ D = D_S + D_R. \]  

4 Performance analysis

4.1 Outage probability without buffer aided relay

In this section, we investigate the system performance of the SWIPT-NOMA downlink relaying in terms of the overall OP, the OP for each destination and the throughput of the system.

4.1.1 Overall outage probability

The following theorem provides the exact closed-form expression of the OOP and the approximation of the OP of the SWIPT-NOMA downlink relaying system.

**Theorem 1** The OOP of the system when the relay knows both \( g_1 \) and \( g_2 \) is given by
\[
\text{OOP} = 1 - \frac{1}{\Omega_1} \sum_{k=0}^{\infty} \frac{(-1)^k}{k!} \left( \frac{\Psi_{\text{min}}}{\Omega_2} \right)^k \times \left[ 1 + \frac{e^{-\gamma_{th}}}{\Omega_1 P_S} \right]^{k-1} 
+ \frac{e^{-\gamma_{th}}}{\Omega_1 P_S} \sum_{j=0}^{k-2} \frac{(-1)^j}{(j)!} \left( \frac{\gamma_{th}}{\Omega_1 P_S} \right)^j \prod_{\ell=0}^{k-1-j} \left( k - 1 - \ell \right)
\]
where \( \Psi_{\text{min}} = \min \left\{ \frac{\gamma_{th}}{\alpha_i P_S + \phi P_S(1-a_i(1+\gamma_{th}))} \right\} \), and the condition \( a_i < \frac{1}{1+\gamma_{th}} \) must holds.

At high SNR regime, OOP can be approximated by
\[
\text{OOP} \approx 1 - e^{-\gamma_{th} / \Omega_1 P_S} \sqrt{\frac{4\Psi_{\text{min}}}{\Omega_1 \Omega_2}} K_1 \left( \sqrt{\frac{4\Psi_{\text{min}}}{\Omega_1 \Omega_2}} \right),
\]
where \( K_1(\cdot) \) is the first-order modified Bessel function of the second kind.

**Proof** Please refer to “Appendix A”. When the condition \( a_i < \frac{1}{1+\gamma_{th}} \) holds, to ensure that the overall outage does not occur, we need to allocate more power to \( D_2 \). With the assumption that SIC for information symbol \( x_2 \) at the \( D_2 \) is perfect, if the relay knows the channel responses \( g_1 \) and \( g_2 \), it can adjust the power allocation coefficient \( a_i \) to balance the OP of the relay-to-destinations links.

It should be noted that if \( |g_1|^2 > |g_2|^2 \), then
\[
\frac{(1-a_i)P_R |g_1|^2}{a_i P_R |g_2|^2} > \frac{(1-a_i)P_R |g_1|^2}{a_i P_R |g_2|^2} + N_0.
\]
This remark is very important for analyzing the OP expressions in the next part.

4.1.2 Outage probability at the destinations

In this section, we derive a closed-form expression of the OP at each destination. When one destination is in outage, the other still can detect its desired information symbol.

**Theorem 2** The OP at \( D_1 \) and \( D_2 \) are given respectively as
\[
\text{OP}_{D_1} = 1 - \frac{1}{\Omega_1} \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \left( \frac{b}{\Omega_2} \right)^m \times \left[ \frac{\psi_{\text{th}}}{(m-1)! \Omega_1^{m-1}} \text{Ei} \left( -\frac{\gamma_{th}}{\Omega_1 P_S} \right) \right. 
+ \left. \frac{e^{-\gamma_{th}}}{\Omega_1 P_S} \sum_{q=0}^{m-2} \frac{(-1)^q}{q!} \left( \frac{\gamma_{th}}{\Omega_1 P_S} \right)^q \prod_{r=0}^{m-1-q} (m-1-r) \right]
\]
\[
\text{OP}_{D_2} = 1 - \frac{1}{\Omega_1} \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \left( \frac{b}{\Omega_2} \right)^m \times \left[ \frac{\psi_{\text{th}}}{(m-1)! \Omega_1^{m-1}} \text{Ei} \left( -\frac{\gamma_{th}}{\Omega_1 P_S} \right) \right. 
+ \left. \frac{e^{-\gamma_{th}}}{\Omega_1 P_S} \sum_{q=0}^{m-2} \frac{(-1)^q}{q!} \left( \frac{\gamma_{th}}{\Omega_1 P_S} \right)^q \prod_{r=0}^{m-1-q} (m-1-r) \right]
\]
where \( \psi_{\text{max}} = \min \left\{ \frac{\gamma_{th}}{\alpha_i P_S + \phi P_S(1-a_i(1+\gamma_{th}))} \right\} \), \( b = \frac{\psi_{\text{th}}}{\alpha_i P_S + \phi P_S(1-a_i(1+\gamma_{th}))} \), \( \gamma_{th} = 2^{\alpha_i - 1}, i \in \{1,2\} \), and the condition \( a_i < \frac{1}{1+\gamma_{th}} \) holds. Here, \( r_1 \) and \( r_2 \) are the target transmission rates at \( D_1 \) and \( D_2 \), respectively.
For the case of imperfect SIC at D₁, the OP is given by

\[
\text{OP}^{\text{SIC}}_{\text{D}_1} = 1 - \frac{1}{\Omega_1} \sum_{t=0}^{\infty} \frac{(-1)^t}{t!} \left( \frac{A_{\text{max}}}{\Omega_2} \right)^t \times \left[ \frac{(-1)^t}{(t-1)!} \left( \frac{1}{\Omega_1} \right)^{t-1} \sum_{k=0}^{t-1} \frac{\left( \frac{-\xi_1}{\xi_2} \right)}{\left( \frac{-\xi_1}{\xi_2} \right)^{t-k}} \sum_{\ell=0}^{t-k} \left( 1 - \frac{a_1}{1 - a_1(1 + \gamma_{\text{th}})} \right) \right] + \frac{\left( \frac{-\xi_1}{\xi_2} \right)^{t-1}}{\left( \frac{-\xi_1}{\xi_2} \right)^{t-k}} \sum_{k=0}^{t-2} \frac{\left( \frac{-\xi_1}{\xi_2} \right)^k}{\left( \frac{-\xi_1}{\xi_2} \right)^{t-k}} \sum_{\ell=0}^{t-k} \left( 1 - \frac{a_1}{1 - a_1(1 + \gamma_{\text{th}})} \right),
\]

(22)

where

\[
A_{\text{max}} = \max \left\{ \frac{\zeta_1}{\phi P_S (a_1 - \zeta_1 (1 - a_2))}, \frac{\zeta_1}{\phi P_S (1 - a_1 (1 + \zeta_1))} \right\}.
\]

Proof To obtain the OP expression of D₁ and D₂, we first analyze the instantaneous SINR and SNR at D₁ and D₂. For details of the proof, please refer to “Appendix B”.

According to Theorems 1 and 2, the power allocation coefficients for NOMA system must be selected properly to guarantee the fairness between D₁ and D₂. On another aspect, the impact of the transmission rate and imperfect SIC coefficient to the system OOP may be significant, as will be shown later in numerical results. Therefore, appropriate selection of the EH time-switching factor and the transmission rate is necessary.

4.1.3 Optimal power allocation to minimize the outage probability

In this section, we study the power allocation problem to minimize the OP of the proposed SWIPT-NOMA system.

**Theorem 3** The optimal power allocation coefficient \(a_1^*\) to minimize the OP in the EH-NOMA system is given by

\[
a_1^* = \frac{1}{2 + \gamma_{\text{th}}}.
\]

(23)

Proof The problems \(P_1\) and \(P_2\) defined in (12) and (13) are equivalent to the problems of maximizing

\[
\psi_{\text{min}} = \min \left\{ \frac{\gamma_1}{a_1 \phi P_S}, \frac{\gamma_1}{\phi P_S (1 - a_1 (1 + \gamma_1))} \right\} \quad \text{and} \quad Q_{\text{max}} = \max \left\{ \frac{\zeta_1}{a_1 \phi P_S}, \frac{\zeta_1}{\phi P_S (1 - a_1 (1 + \gamma_1))} \right\},
\]

respectively. In addition, we assume that \(\gamma_{\text{th}} = \zeta_1\), which means that the data rate of D₁ is equal to the system data rate.

\[
P_1 : \max \left\{ \min \left( \frac{1}{a_1}, \frac{1}{1 - a_1 (1 + \gamma_{\text{th}})} \right) \right\},
\]

(24)

s.t. \(0 \leq a_1 \leq 1, a_1 < \frac{1}{1 + \gamma_{\text{th}}}\).

\[
P_2 : \max \left\{ \frac{1}{a_1}, \frac{1}{1 - a_1 (1 + \gamma_{\text{th}})} \right\},
\]

(25)

We consider two cases of the objective functions of \(P_1\) and \(P_2\) under the following conditions:

\[
\frac{1}{a_1} \leq \frac{1}{1 - a_1 (1 + \gamma_{\text{th}})} \quad \text{and} \quad \frac{1}{a_1} > \frac{1}{1 - a_1 (1 + \gamma_{\text{th}})}.
\]

Then, the above problems can be solved similarly as those in [38, 4.1]. After some mathematical manipulations, we obtain the optimal power allocation coefficient \(a_1^*\) as shown in Theorem (3). It should be noticed that the power allocation for D₁ is considered, subject to the condition that the decoding of data for D₂ is successful.

4.2 Analysis of the outage probability with buffer aided relay

In this section, we investigate the OP of the proposed system, where the buffer aid is employed at the relay node. For convenience, we assume that the source node always has data to transmit. We also consider the number of transmitted symbols as the number of transmitted packets. The general operation of the system with buffer aid relay is depicted as follow. The system chooses a node to transmit (source or relay) in a given time slot. To perform this, the information of the outage states of the S → R link and R → D₁ link is required. Therefore, the system uses one bit for feedback information from the destination to the relay. This information helps R known if the link R → D₁ is in outage or not. One bit, which is fed back from the relay to source, is used to determine if the source should be in transmit or silent mode. In transmit mode, the source transmits the packets to the relay, then the relay decodes the packets and stores the decoded packets in its buffer. After that, the relay transmits the packets to the destinations node.

If the source is selected to transmit but the S → R link is in outage, the source should remains silent, and the outage occurs. Similarly, if the relay is selected to transmit but the R → D₁ links is in outage, the relay remains silent. Unlike the case of without buffer-aid, in this case the outage event is defined as the probability that the relay does not receive and transmit, i.e. it remains silent. To describe the state transition of the BA relay, we denote the outage events of S → R link and R → D₁ link by \(O_{SR}\) and \(O_{RD}\), respectively.

The probabilities that the links are not in outage are

\[
8 \text{ Moreover, if the relay knows the channel gains } g_1 \text{ and } g_2 \text{ and the total power factor } a_1 + a_2 = \text{ equal to one, we can allocate power for D₁ and D₂ by adapting to channel gains, i.e. } a_1 = \frac{|g_2|^2}{(|g_1|^2 + |g_2|^2)}, \text{ to ensure the fairness in outage performance.}
\]
\(O_{SR} = 1 - O_{SR}\) and \(O_{RD} = 1 - O_{RD}\), respectively. In addition, R decision scheme is described as in Table 3. In Table 3, \(l\) and \(L\) respectively represents the number of packets stored in the buffer and the buffer size at the relay node. The outage and non-outage links are indicated by \('0'\) and \('1'\), respectively.

To calculate the \(OP\) of the system, from the Table 3, we build a Markov chain. We start at the initial state \(l = 0\) (i.e. when the buffer is empty). If the S – R link is in outage, which means that the source does not transmit, then the buffer will be empty. In other words, the buffer state moves from \(l = 0\) to \(l = 0\) with probability of \(O_{SR}\) (Case B in Table 3).

When the S – R link is not in outage, we consider two cases. The first case is when the R – D link is in outage (Case D). Consequently, the relay receives the signal, making the buffer state moves from \(l = 0\) to \(l = 1\) with probability of \((1 - O_{SR})O_{RD}\). The second case is when the link RD is not in outage (Case G). The relay receives the signal, making the buffer state moves from \(l = 0\) to \(l = 1\) with probability of \(1 - O_{SR}\). Similarly, we can obtain the probability of moving to the other states. Finally, we get the Markov chain showing the state transitions as depicted in Fig. 3. The whole operation of data buffer can be summarized in the Algorithm 1.

**Algorithm 1: Control operation of data buffer at the relay**

```
1 At the beginning of each transmission block
2 begin
3   Retrieve the CSI of the channels S → R and R → D;
4   Evaluate the OP of each link;
5   if SR Link State == False then
6     Send bit 0 to S  \(\triangleright\) Ask the source to be silent;
7     if \(l == 0\) or RD Link State == False then
8       Silent;
9     else
10        Transmit  \(\triangleright\) (in its assigned time slot);
11        \(l := l - 1\);
12   end
13 else if (RD Link State == False) and \(l == L\) then
14     Send bit 0 to S  \(\triangleright\) Ask the source to be silent;
15     Silent;
16 else if (RD Link State == False) and \(l < L\) then
17     Send bit 1 to S  \(\triangleright\) Ask the source to transmit;
18     Receive  \(\triangleright\) (in the assigned time slot of S);
19     \(l := l + 1\);
20 else if (RD Link State == True) and \(l <= 1\) then
21     Send bit 1 to S  \(\triangleright\) Ask the source to transmit;
22     Receive;
23     \(l := 1 + 1\);
24 else if (RD Link State == True) and \(l == L\) then
25     Send bit 0 to S  \(\triangleright\) Ask the source to remain silent;
26     Transmit;
27     \(l := 1 - 1\);
28 else
29     Send bit 1 to S  \(\triangleright\) Ask the source to transmit;
30     Receive;
31     Transmit;
32 end
33 end
```
From Table 3 and the presented Markov chain, the OP of the considered system is calculated as

\[ \text{OP} = \mathcal{O}_{SR} \Pr\{l = 0\} + \mathcal{O}_{RD} \Pr\{l = L\} + \mathcal{O}_{SR} \mathcal{O}_{RD} (1 - \Pr\{l = 0\} - \Pr\{l = L\}), \]

where \( \Pr\{l = 0\} \) and \( \Pr\{l = L\} \) are the probabilities of the events that the buffer is empty and full, respectively. To derive the OP of the system in (26), we define a state transition matrix \( A \) with size of \((L + 1) \times (L + 1)\) for the Markov chain as follows, where \( A_{ij} \) denotes the element of the \( i \)th row and \( j \)th column of the matrix \( A \), which refers to the probability of moving from state \( i \) at time \( t \) to state \( j \) at time \( t + 1 \).

\[
A_{ij} = \Pr\{l_{t+1} = j|l_t = i\}. \tag{27}
\]

For the case of \( L = 5 \), matrix \( A \) is expressed as

\[
A = \begin{pmatrix}
\mathcal{O}_{SR} & \mathcal{O}_{SR} & 0 & 0 & 0 & 0 \\
\mathcal{O}_{SR} \mathcal{O}_{RD} & \mathcal{O}_{SR} \mathcal{O}_{RD} & \mathcal{O}_{SR} & 0 & 0 & 0 \\
0 & \mathcal{O}_{RD} & \mathcal{O}_{SR} \mathcal{O}_{RD} & \mathcal{O}_{SR} \mathcal{O}_{RD} & 0 & 0 \\
0 & 0 & \mathcal{O}_{RD} & \mathcal{O}_{SR} \mathcal{O}_{RD} & \mathcal{O}_{SR} \mathcal{O}_{RD} & 0 \\
0 & 0 & 0 & \mathcal{O}_{RD} & \mathcal{O}_{SR} \mathcal{O}_{RD} & \mathcal{O}_{SR} \mathcal{O}_{RD} \\
0 & 0 & 0 & 0 & \mathcal{O}_{RD} & \mathcal{O}_{SR} \mathcal{O}_{RD}
\end{pmatrix} \tag{28}
\]

We should note that matrix \( A \) is not symmetric because the states are not symmetric and the transition probabilities are not the same. Then, the stationary distribution \( \pi \) of the Markov chain can be expressed as

\[
\pi = (A - I + B)^{-1} \mathbf{b}, \tag{29}
\]

where \( I \) is an identity matrix, \( B \) is an \((L + 1) \times (L + 1)\) matrix with all elements equal to 1, \( \mathbf{b} = (1 \ 1 \ \ldots \ \ 1)^T \) and denote as \( \mathcal{O}_{SR} = 1 - \mathcal{O}_{SR}, \mathcal{O}_{RD} = 1 - \mathcal{O}_{RD} \).

**Theorem 4** With the BA relaying, the OP of the proposed system becomes

\[
\text{OP} = \sum_{i=1}^{L+1} \pi_i A_{ii}. \tag{30}
\]

**Proof** To determine the state transition matrix \( A \), we need to derive \( \mathcal{O}_{SR} \) and \( \mathcal{O}_{RD} \). We assume that the minimum data transmission rate from S \( \rightarrow \) R is \( r_0 \), then the OP of S \( \rightarrow \) R link is defined as

\[
\mathcal{O}_{SR} = \Pr\left(\frac{1 - \frac{a}{2}}{2} \log_2(1 + \gamma_{SR}^R) < r_0\right) = 1 - e^{\frac{-a}{r_0}}. \tag{31}
\]

According to SIC principle, if \( D_1 \) is able to remove \( x_3 \) from its received signal, the OP of the link from the relay to the destination nodes is given by

\[
\mathcal{O}_{RD} = \Pr\left(\frac{1 - \frac{a}{2}}{2} \log_2(1 + \max\{\gamma_{RD}^1, \gamma_{RD}^2\}) < r_0\right). \tag{32}
\]

After doing some algebra, we get

\[
\mathcal{O}_{RD} = 1 - \sqrt{\frac{4A}{\mathcal{O}_{SR}}}K_1\left(\sqrt{\frac{4A}{\mathcal{O}_{SR}}}\right) - \sqrt{\frac{4B}{\mathcal{O}_{SR}}}K_1\left(\sqrt{\frac{4B}{\mathcal{O}_{SR}}}\right) + \sqrt{\frac{4(A+B)}{\mathcal{O}_{SR}}}K_1\left(\sqrt{\frac{4(A+B)}{\mathcal{O}_{SR}}}\right), \tag{33}
\]

where \( A = \frac{\gamma_{SR}^R}{\min\{\gamma_{RD}^1, \gamma_{RD}^2\}} \) and \( B = \frac{\gamma_{RD}^1}{\min\{\gamma_{RD}^1, \gamma_{RD}^2\}} \).

For the detailed derivations of \( \mathcal{O}_{RD} \), please refer to “Appendix C”. \( \square \)

### 4.3 Throughput analysis

In this section, we derive the throughput of the NOMA system with and without BA relay. According to the definitive formula of the throughput [(34) and (11)], the total throughput of the considered NOMA without buffer aided relay system is

\[
\tau(r) = r_1 \Pr(\log_2(1 + \gamma_{SR}^1) > r_1) + r_2 \Pr(\log_2(1 + \gamma_{SR}^2) > r_2), \tag{34}
\]

where \( \gamma_{SR}^1 = \min(\gamma_{SR}^R, \gamma_{RD}^1) \) and \( \gamma_{SR}^2 = \min(\gamma_{SR}^R, \gamma_{RD}^2) \).

**Remark 2** Equation (34) indicates that very high code rate \( r_1 \) of the signal in each S \( \rightarrow \) D communication link results in lower probability of successful decoding and degraded system throughput. In contrast, low \( r_1 \) results in high probability of successful decoding, but the system throughput may not be as high as expected because of the low transmission rate \( r_1 \). The overall throughput of the considered NOMA system without buffer aided relay can be rewritten as

\[
\tau(r) = r_1 (1 - \text{OP}_{D_1}) + r_2 (1 - \text{OP}_{D_2}). \tag{35}
\]

**Remark 3** When using buffer at the relay to store data packets, the throughput of the relay is considered as a key
performance factor. The throughput of the BA relay is defined as transmission rate $r_0$ multiplied with the probability that the relay transmits successfully. If $R$ transmits successful, the buffer state changes from state $s_i$ at time $t$ to state $s_{i-1}$ at time $t + 1$. Thus, the throughput of the BA relaying NOMA can be found as

$$
\tau(r) = r_0 \sum_{i=1}^{L+1} \pi_i A_{(i-1)i}.
$$

(36)

### 4.4 Optimal data transmission rate

As can be seen in (34) and (36), the system throughput is a function of the data transmission rate. It is necessary to determine the optimal rate that maximizes the throughput of each user. From (10), when the transmit power is given, the throughput of $D_1$ is given as

$$
\tau(r_1) = r_1 \Pr(\log_2(1 + g_1^2) > r_1),
$$

(37)

where $g_1 = 2^{r_1} - 1$.

Since the channel coefficients are exponential random variables, the throughput of $D_1$ in the case of perfect SIC can be rewritten as

$$
\tau(\bar{g}_1) = \log_2(1 + \bar{g}_1) e^{-\frac{\bar{g}_1}{\mathbb{E}[g_1]}} \max \left\{ \frac{\bar{g}_1}{\mathbb{E}[g_1]}, \frac{\bar{g}_1}{\mathbb{E}[(g_1)^2]}, \frac{\bar{g}_1}{\mathbb{E}[(g_1)^3]} \right\},
$$

(38)

and the throughput of $D_1$ in the case of imperfect SIC is

$$
\tau(\bar{g}_1)^{\text{IP}} = \log_2(1 + \bar{g}_1) e^{-\frac{\bar{g}_1}{\mathbb{E}[g_1]}} \max \left\{ \frac{\bar{g}_1}{\mathbb{E}[g_1]}, \frac{\bar{g}_1}{\mathbb{E}[(g_1)^2]}, \frac{\bar{g}_1}{\mathbb{E}[(g_1)^3]} \right\}.
$$

(39)

Similarly, we have the throughput of $D_2$ as

$$
\tau(\bar{g}_2) = \log_2(1 + \bar{g}_2) e^{-\frac{\bar{g}_2}{\mathbb{E}[g_2]}} \max \left\{ \frac{\bar{g}_2}{\mathbb{E}[g_2]}, \frac{\bar{g}_2}{\mathbb{E}[(g_2)^2]}, \frac{\bar{g}_2}{\mathbb{E}[(g_2)^3]} \right\},
$$

(40)

where $\bar{g}_2 = 2^{r_2} - 1$. From (38), (39) and (40), we can use one-dimensional search techniques to find the transmission rate that maximizes the throughput of the $D_1$ and $D_2$, respectively. The results will be shown in Sect. 5.

#### 4.5 Average packet delay of the buffer-aided relay system

In this section, the average packet delay of the system, including the delay at the source and at the relay, is analyzed. When we consider a period of time that is long enough, we can assume that the sum of the packets transmitted by the relay is equal to the sum of the packets received by it. Therefore, both throughputs of $S$ and $R$, denoted by $\tau_S$ and $\tau_R$ respectively, can be calculated as

$$
\tau_S = \tau_R = \frac{1 - OP}{2}.
$$

(41)

Let’s define $Q_S$ and $Q_R$ as the average queuing length (in number of time slots) of $S$ and $R$, respectively. Based on [37, Eq. (7)], $Q_S$ is derived by how the packets are delivered by $S$ thoroughly. The source transmitted at most one packet in each time slot, thus $Q_S$ is

$$
Q_S = 1 - \tau_S = \frac{1 + OP}{2}.
$$

(42)

Then the average packet delay at the source is determined as

$$
D_S = \frac{Q_S}{\tau_S} = \frac{1 + OP}{1 - OP}.
$$

(43)

The average queuing length of $R$ can be given as

$$
Q_R = \sum_{i=1}^{L+1} \pi_i (i-1).
$$

(44)

Thus, the average packet delay at the relay is expressed as

$$
D_R = \frac{Q_R}{\tau_R} = \frac{2}{1 - OP} \sum_{i=2}^{L+1} \pi_i (i-1).
$$

(45)

Finally, the total average packet delay of the system is given by

$$
D = D_S + D_R.
$$

(46)

For example, from Table 3, $R$ can be chosen in the Case F and Case G as $\text{SNR} \to \infty$, i.e. $OP \to 0$. We assume that the system starts at state $s_1$, i.e., the buffer is empty.
$l = 0 \) Based on Case G, the relay receives two packets in two time slots, so the buffer moves to state $s_3$, (i.e., $l = 2$). After that, in Case F, the relay transmits two packets to $D_1$ and $D_2$ in one time slot, the buffer moves to state $s_2$ (i.e., $l = 1$). Then, based on Case G, the relay receives a packet and the buffer moves again to state $s_3$, (i.e., $l = 2$). Then, the buffer repeats the this cycle. Thus, we have the state transition probabilities is $\pi_2 = \pi_3 = 1/2$. From (44), we have $Q_R = \pi_2(2 - 1) + \pi_3(3 - 1) = \frac{1}{2}$. Then by using (45), we obtain $D_R = \frac{3}{2}$. When $\text{SNR} \to \infty$, i.e., $\text{OP} \to 0$, we have $D_R = 3$. So, the total average packet delay of the NOMA system is $D = 4$. The mathematical result matches with numerical result.

5 Numerical results

In this section, detailed numerical results are provided to illustrate the impact of power allocation on the performance of SWIPT-NOMA system with data BA relay, in terms of the OP and the throughput. For comparison, we also provide the performance of the SWIPT-OMA system with the same parameters. Configurations and parameters of the system are explained as follows. In this system, we only consider small-scale Rayleigh fading and assume that the terminals are stationary, where $D_1$ is closer to the relay nodes than $D_2$. Hence, we need to allocate more power to $D_2$ than $D_1$ to ensure the user fairness. We perform $10 \times 2^{14}$ independent trials for each Monte-Carlo simulation.

In this paper we consider three typical power allocation schemes as follows. Firstly, the optimal power allocation coefficient is derived in Theorem (3). Second, we used an adaptive power allocation scheme for $D_1$ and $D_2$, in which the allocation factors are adjusted corresponding to channel gains, i.e. $a_1 = \mathbb{E}\{g_{11}^2\} / \left(\mathbb{E}\{g_{11}^2\} + \mathbb{E}\{g_{21}^2\}\right)$. Thirdly, the fixed power allocation scheme is considered, where the allocation factor for $D_1$ is fixed at $a_1 = 0.3$ and the one for $D_2$ is $1 - a_1$.

The EH time-switching factor is $\alpha = 0.3$ and the energy conversion efficiency is $\eta = 0.8$. The system data rate $r_1 = 1 \text{ bps/Hz}$ while $r_2 = r_0 = 0.5 \text{ bps/Hz}$. The saturation power threshold of harvester varies as $P_{th} \in \{15, 20, 25\} \text{ dB}$. The buffer size is set to $L = 25$. In all following figures, ‘Ana’ represents the analytical results, while ‘Sim’ denotes the simulation results. On the other hand, ‘Opt PA’, ‘Adapt PA’, and ‘Fix PA’ represents the optimal power allocation, adaptive power allocation, and fixed power allocation, respectively. The obtained numerical results show that the optimal power allocation can increase the system performance and the NOMA scheme significantly improves the spectrum utilization.

Figure 4 illustrates the OOP in terms of the average SNR in dB for two cases, i.e., with and without data buffer aid at the relay node. As observed from Fig. 4, the OOP of the system (including the outage events of both $D_1$ and $D_2$) in the case of optimal power allocation outperforms the case of fixed power allocation. From Fig 4, we can see that the benefit of the optimal power allocation in terms of OOP compared to fixed and adaptive power allocation schemes is not significant. This is because we have selected fixed power allocation factor $a_1 = 0.3$, which is approximated to the optimal power allocation factor $a'_1$ (when $\alpha = 0.3$ and $r = 0.5$ returns $a'_1 = 0.2709$). This is also approximated to the adaptive power allocation factor. In order to achieve the fairness of the overall system performance, the transmitter needs to allocate power according to the channel gains of $R \to D_1$ and $R \to D_2$. Meanwhile, for the case of without BA relaying, the diversity order of the system is equal to 2. Hence, employing data buffer at the relay leads to the reduction of OP, but it trades off with the packet delay. We can also see that the analytical results agree well with the simulation results.

Figure 5 plots the OOP and the OP of $D_1$ and $D_2$, respectively. The optimal power allocation coefficient as presented in Theorem 3 is used for both the cases with and without data buffer-aid at the relay node. We can see that the outage performance of $D_1$ is better than $D_2$. This is because the distance from the relay to $D_2$ is longer than the one from the relay to $D_1$ [39] The OOP is calculated as the probability of the event that both $D_1$ and $D_2$ cannot decode their symbols successfully. The simulation and analytical results are in excellent match, which validates the correctness of the closed-form expression of (18), (20), and (21) as presented in the proposed analysis. From Fig. 5, we can observe that the joint OP of $D_1$ and $D_2$ is less than the individual OP of each $D_1$ and $D_2$, which is reasonable.

Figure 6 presents the $\text{OP}_{D_1}$ versus SNR in dB for different power allocation scheme. The power allocation coefficient is fixed at $a_1 = 0.3$ when investigating the outage performance. Moreover, we also conduct the optimal power allocation for the relay as described in Theorem 3. For the adaptive power allocation scheme, we set $a_1 = \mathbb{E}\{g_{11}^2\} / \left(\mathbb{E}\{g_{11}^2\} + \mathbb{E}\{g_{21}^2\}\right)$ and $a_2 = 1 - a_1$. Again, we can see that analytical results are in excellent agreement with simulation results. From Fig. 6 we can see that the NOMA system has better outage performance than the OMA system. Different from Fig. 4, the gap of the
curves plotted in Fig. 6 is more significant for the cases with fixed or adaptive power allocation and the case of optimal power allocation. The reason is that the probability of the event that both $D_1$ and $D_2$ are in outage is less than the probability of the each event that $D_1$ and $D_2$ is in outage.

Figure 7 plots the OP of $D_2$ versus SNR in dB for different power allocation schemes and OP of $D_2$ in the case of non-linear EH. From this figure we see that, in the cases of fixed and adaptive power allocation scheme, the outage performance of $D_2$ in NOMA system is worse than the OMA system. In contrast, the NOMA system with the optimal power allocation has better outage performance than the OMA system. For all schemes, the NOMA system provides better spectral efficiency because two users are served simultaneously. The gap between the curves plotted in Fig. 7 is also insignificant for the two cases with fixed and adaptive power allocation scheme. The reason is that we choose the power allocation coefficient for $x_1$ and $x_2$ based on the average channel gains from $R$ to $D_1$ and $D_2$, which leads to the fact that OP of $D_1$ and OP of $D_2$ are the same. In addition, we also see that the analytical results are in excellent agreement with the simulation results. On the other hand, in Fig. 7 we demonstrate the OP of $D_2$ for non-linear EH model obtained by simulation. Here, we see that the OP for nonlinear model is saturated by a thresholds $P_{th}$. As we can observe, the different $P_{th}$ results in different OP values. In particular, increasing the saturation threshold, which means more power is harvested at the relay, makes the OP of $D_2$ decreasing. In addition, for smaller $P_{th}$, the saturation point appears at smaller SNR.

The effect of imperfect SIC to the system OP is illustrated in Fig. 8. In this case, we use the optimal power allocation scheme and the exact analysis of (22) for reference. The curves in Fig. 8 show that decreasing $\kappa$, i.e. decreasing residual interference level, results in an improvement in outage performance. In particular, $\kappa = 0$, i.e., no SIC error, is corresponding to the best OP of $D_1$. This can be explained clearly as follows. Because $x_2$ is decoded first, then $x_1$ is decoded in the existence of residual interference by $x_2$, the performance of $D_1$ is definitely affected by the imperfect SIC. In summary, imperfect SIC has no effect on the demodulation of the signal $x_2$, but do has an impact on the demodulation of $x_1$. In another aspect, Fig. 8 shows the comparison of OP at $D_1$ in the cases of non-linear and linear EH. It is indicated by Fig. 8 that, for linear EH the OP continuously decreases as the average
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\caption{OOP versus average SNR, and performance comparison of fixed, adaptive, and optimal power allocation schemes for the cases of with and without BA relaying}
\end{figure}
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\caption{OP versus the SNR with optimal power allocation for the cases of with and without BA relaying}
\end{figure}
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\includegraphics[width=\textwidth]{fig6}
\caption{OP of $D_1$ versus SNR, performance comparison of fixed, adaptive and optimal the power allocation}
\end{figure}
SNR increases, while for non-linear EH the OP reaches a saturated state at high values of average SNR.

Figure 9 depicts the effect of the power allocation coefficient on the OP. It should be noted that we only set the coefficient for D1 while the coefficient for D2 is derived from the condition $a_2 = 1 - a_1$. As shown in Fig. 9, different data rate, $r_2$, leads to different minimum values of OP. In this figure, we can see that when the transmission rate $r_2$ is reduced, the power allocation coefficient for $D_2$ decreases to get better system performance and guarantee the fairness in outage performance of $D_1$ and $D_2$.

Figure 10 demonstrates the throughput of NOMA system with and without buffer-aid at relay. As we can see, the system with buffer aid outperforms the ones without buffer aid. The reason is that when the buffer is used, the transmission is carried out with more reliable channel condition. The benefits of the BA relay is remarkable, especially at low SNR values. On the other hand, the throughput of NOMA system is also higher than the throughput of OMA system. It is because in OMA scheme only one packet is transmitted by relay in one time slot, while in NOMA scheme two packets can be transmitted by relay in one time slot.

Figure 11 illustrates the throughput of NOMA systems with and without buffer aid at relay in imperfect SIC condition versus SNR in dB. The special case that $\kappa = 0$ is corresponding to the perfect SIC operation. On the other hand, the throughput of OMA system with and without buffer aid at relay are also plots to compare with NOMA systems. The results show that for both cases with and without buffer aid, the throughput of NOMA system is always higher than the throughput of OMA system. Moreover, the performance gap between the systems with and without buffer aid at high SNR regime is insignificant.

It is due to the trade-off between the probability of successful decoding and the transmission rate.

Figure 12 illustrates the effect of the transmission rate on the throughput of each user in the considered SWIPT-NOMA relay system. We can see that the throughput of each user increases to the maximum point, then decreases to zero. This can be explained as follows. At the small data rate, the system is likely to decode the message successfully. Therefore, increasing data rate leads to higher throughput. But at some certain point, increasing data rate makes the decoding harder to succeed. As a result, the OP increases quickly and makes the throughput decrease. Another observation is that for both perfect and imperfect SIC cases, the throughput of $D_1$ is always higher than that of $D_2$. It is due to the closer distance from $D_1$ to $R$ than...
from D2 to R, which enhances the probability of successful decoding the signal at D1. In addition, the optimal data rates for two users are also different. Specially, for the throughput of D2 is maximized at the transmission rate of about 1 bps/Hz, while the optimal data rates for D1 in imperfect and perfect SIC cases are 1.5 bps/Hz and 2 bps/Hz, respectively. Because the path loss of the R → D2 link is larger than that of R → D1 link, the optimal transmission rate for D2 should be smaller than the one for D1.

In Fig. 13, we plot the average packet delay in our proposed system as a function of the average SNR in dB to verify the result in Sect. 4.5, where \( r_1 = r_2 = 0.5 \) bits/slot. As observed from Fig. 13, at high SNR regime, i.e. SNR ≥ 10 dB, we get the total average packet delay equal to 4 packets. This result confirms that the mathematical derivation in Sect. 4.5 is accurate. On the other hand, the average packet delay at the relay is larger than the average packet delay at the source. It is because when R is selected to transmit data, it must know both \( g_1 \) and \( g_2 \), while in receiving mode, it only needs to know \( h \). The delay in this scenario is acceptable when considering the corresponding outage performance and throughput.

6 Conclusion

In this paper, we proposed a NOMA cooperative relaying network with and without data buffer-aid at relay. In addition, the relay node harvests the energy from the source using the time-switching protocol. We focus on deriving the OP and throughput of the system over Rayleigh fading channels. Moreover, we proposed a power allocation scheme at the relay node, which aims to reduce the feedback cost. Specifically, power allocation only depends on the targeted point on the capacity region of the scheduled users, i.e. \( \gamma_b \). Numerical results of the OPs and throughput show that the proposed NOMA downlink relaying system significantly outperforms the equivalent OMA system, especially in the case of imperfect SIC, where the outage performance is decreasing remarkably.

The data buffer-aid employed at the relay helps improve the outage performance of the system. However, the outage performance of the proposed system trades off with the permissible packet delay. The impact of fixed, adaptive and optimal power allocation scheme on the performance of EH-NOMA downlink relaying network was also investigated to confirm that, when optimal power allocation scheme is applied, the OP of the system is improved significantly. Furthermore, to take into account the practical characteristics of EH circuits, we provide the simulation results for non-linear EH model. All closed-form
expressions derived in this paper are verified by Monte-Carlo simulations.

With the derivation of closed-form expressions of OP and throughput as well as the optimal power allocation and transmission rate for different variations of the systems, this work provides a comprehensive performance analysis of SWIPT-NOMA systems with BA relay, which is distinguished from other works on the similar topic.

Our proposed relaying network can achieve two goals: (i) the energy efficiency is improved by the harvested energy from ambient RF environment. (ii) the spectrum utilizing efficiency in the proposed system is superior to that of the OMA system. In this model, all nodes are equipped with a single antenna. However, it can be developed for multiple-antenna systems in near-future work.

Appendix A

The goal of this appendix is to derive the OOP of the SWIPT-NOMA system over Rayleigh fading channels. The overall OP of the system can be expressed as

\[
\text{OOP} = \begin{cases} 
\Pr(g_R \leq \gamma_{th}) \\
\Pr(g_R > \gamma_{th}, \max(\gamma_{D_1}, \gamma_{D_2}, \gamma_{D_1}^{\gamma_1\rightarrow\gamma_2}) \leq \gamma_{th}) 
\end{cases}
\]

For (4), we obtain the closed-form expression of the first term of (47) as

\[
\text{OP}_1 = \Pr \left( |h_1|^2 \leq \frac{\gamma_{th}}{P_S} \right) = 1 - e^{\frac{\gamma_{th}}{P_S}}. \tag{48}
\]

To obtain the closed-form expression of the second term of (47), we rewrite the second term of (47) as

\[
\text{OP}_2 = \Pr \left( \gamma_R > \gamma_{th}, \gamma_{D_1}^{\gamma_1\rightarrow\gamma_2} \leq \gamma_{th}, \gamma_{D_2}^{\gamma_1\rightarrow\gamma_2} < \gamma_{th} \right).
\]

From (49) and the condition \(\gamma_{D_1}^{\gamma_1\rightarrow\gamma_2} > \gamma_{D_2}^{\gamma_1\rightarrow\gamma_2}\), we have:

\[
\text{OP}_2 = \Pr \left( \gamma_R > \gamma_{th}, \gamma_{D_1}^{\gamma_1\rightarrow\gamma_2} \leq \gamma_{th}, \gamma_{D_2}^{\gamma_1\rightarrow\gamma_2} < \gamma_{th} \right).
\]

By substituting (4), (7), and (8) into (50) and denoting \(|h_1|^2 = X, |g_1|^2 = Y, \) and \(|g_2|^2 = Z, \) we obtain:

\[
\text{OP}_2 = \Pr \left( X > \frac{\gamma_{th}}{P_S}, XY \leq \frac{\gamma_{th}}{a_1 \phi P_S}, XY \right. \left. < \frac{\gamma_{th}}{\phi P_S a_2 - a_1 \gamma_{th}} \right).
\]

As seen from (51), the outage always occurs if \(a_1 \geq \frac{1}{1 + \gamma_{th}}. \)

Thus, allocating more power to the \(D_2\) is required so that \(1 - a_1 (1 + \gamma_{th}) > 0\) always holds. The condition \(a_1 < \frac{1}{1 + \gamma_{th}}\) is used throughout this paper. For simplicity, we can rewrite (51) as

\[
\text{OP}_2 = \Pr \left( X > \frac{\gamma_{th}}{P_S}, XY \leq \psi_{\min} \right), \tag{52}
\]

where \(\psi_{\min} = \min \left\{ \frac{\gamma_{th}}{a_1 \phi P_S}, \frac{\gamma_{th}}{\phi P_S [1 - a_1 (1 + \gamma_{th})]} \right\}. \)

Based on the properties of conditional probability \([40]\) and the assumption that the channel gains have exponential distributions, we have:

\[
\text{OP}_2 = \int_{\frac{\gamma_{th}}{P_S}}^{\infty} F_Y \left( \frac{\psi_{\min}}{x} \right) f_X(x)dx
\]

\[
= \int_{\frac{\gamma_{th}}{P_S}}^{\infty} \left( 1 - e^{-\psi_{\min}} \right) f_X(x)dx, \tag{53}
\]

where \(F_Y(y) = 1 - e^{-\phi y} \) and \(f_Y(x) = \frac{1}{\phi} e^{-\phi x} \) are the CDF of \(X\) and the PDF of \(Y\), respectively.

Substituting PDF of \(X\) into (53) yields

\[
\text{OP}_2 = e^{-\frac{\gamma_{th}}{P_S}} - \frac{1}{\Omega_1} \int_{\frac{\gamma_{th}}{P_S}}^{\infty} e^{-\frac{\psi_{\min}}{\gamma_{th}}} \phi dx. \tag{54}
\]

By using the Taylor’s series expansions of the exponential function, doing some algebra on (54), and using [27, 3.351.4], we obtain the second term of (47) as
We obtain the OP expression of the system by combining (48) and (55). When the transmission power is high, we have $\gamma_{th} \ll P_S$. Then, (54) can be approximated as

$$\text{OP}_2 = 1 - \frac{1}{\Omega_2} \int_{0}^{\infty} e^{-\frac{x}{\Omega_2}} dx.$$ 

From (56), by using [27, 3.324.1], i.e.,

$$\int_{0}^{\infty} e^{-\frac{x}{\Omega_2}} dx = \sqrt{\frac{\Omega_2}{x}} K_0 (\sqrt{\frac{x}{\Omega_2}}),$$

we have:

$$\text{OP}_2 = \frac{1}{\Omega_2} \left( \frac{\Omega_2}{x} \right)^{\frac{1}{2}} K_0 \left( \sqrt{\frac{x}{\Omega_2}} \right).$$

We derive the OP of $D_1$ as

$$\text{OP}_{D_1} = 1 - \frac{1}{\Omega_1} \int_{0}^{\infty} e^{-\frac{x}{\Omega_1}} dx.$$ 

By using the Taylor series expansions of the exponential function, after some manipulations of (61) using [27, 3.351.4], we obtain the OP of $D_1$ as presented in (20).

For the case of imperfect SIC, we replace $\gamma_{D_1}^i$ from (9) into (59), then OP are derived similar to (59) to (61). After some manipulations, we have $\Delta_{max} = \max \left\{ \eta S_{1} \left( 1 - \xi_1 \right), \eta S_{1} \left( 1 - \xi_1 \right) \right\}$, and this term is used instead of $Q_{max}$ in (61).

Next, we calculate the OP expression at $D_2$. With the given SINR at $D_2$ and the notation $\lambda_2 = \min \{ \gamma_{R}, \gamma_{D_1}^2 \}$, we can write:

$$\text{OP}_{D_2} = \Pr(\min(\gamma_{R}, \gamma_{D_1}^2) \leq \xi_2) = 1 - \Pr(\gamma_{R} > \xi_2, \gamma_{D_1}^2 > \xi_2).$$

Substituting (4) and (6) into (62) yields

$$\text{OP}_{D_2} = 1 - \Pr \left( \frac{P_S h_1^1}{N_0} > \xi_2, \frac{a_2 P_R |g_2|^2}{a_1 P_R |g_2|^2 + N_0} > \xi_2 \right) = 1 - \Pr \left( \frac{\xi_2}{P_S} X Z > \frac{\xi_2}{\phi P_S (a_2 - a_1 \xi_2)} \right).$$

Then, by applying similar calculations as in Appendix A we can obtain the OP of $D_2$ as

$$\text{OP}_{D_2} = 1 - \frac{1}{\Omega_1} \int_{\frac{\xi_2}{\phi P_S (a_2 - a_1 \xi_2)}}^{\infty} e^{-\frac{x}{\Omega_1}} dx.$$ 

By using the Taylor's series expansions of the exponential function $e^{-\frac{x}{\Omega_1}} = \sum_{k=0}^{\infty} (-1)^k \left( \frac{x}{\Omega_1} \right)^k$, and using [27, 3.351.4], from (64) we can obtain the closed-form expression of the OP of $D_2$ as given in (21) after some mathematical manipulations. The proof of Theorem 2 is completed. □

Appendix C

From (6) and (8), the expression of $O_{RD}$ can be expressed as
\[ O_{RD} = \Pr \left( \max \left( \gamma_1, \gamma_2 \right) \right) < \gamma_{th} \]
\[ = \Pr \left( \frac{a_1 P_R |g_1|^2}{N_0} \left( 1 - a_1 \right) P_R |g_2|^2 + 1 \right) < \gamma_{th} \]
\[ = \Pr \left( X < \frac{\gamma_{th}}{a_1 P_R |g_1|^2}, XZ < \frac{\gamma_{th}}{\phi P_S (1 - a_1 (1 + \gamma_{th}))} \right). \] (65)

Based on the definition of the conditional probability, we can write:

\[ O_{RD} = \int_0^\infty \int_0^\infty \Pr \left( Y < \frac{A}{x}, Z < \frac{B}{y} \right) f_X(x) dx \]
\[ = \int_0^\infty \int_0^\infty \Pr \left( Y < \frac{A}{x} \right) f_Z(z) f_X(x) dx dz \]
\[ = \int_0^\infty \left[ 1 - e^{-A} - e^{-B} + e^{-A} \phi \frac{\gamma_{th}}{\phi P_S (1 - a_1 (1 + \gamma_{th}))} \right] f_X(x) dx, \] (66)

where \( A = \frac{1 - \gamma_{th}}{a_1 P_R |g_1|^2}, B = \frac{\gamma_{th} \phi}{P_S (1 - a_1 (1 + \gamma_{th}))}. \) After some manipulations, we get (33), which completes the proof of Theorem 4. □
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