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The growing interest in the interactions between dark matter particles and electrons has received a further boost by the observation of an excess in electron recoil events in the XENON1T experiment. Of particular interest are dark matter models in which the scattering process is inelastic, such that the ground state can upscatter into an excited state. The subsequent exothermic downscattering of such excited states on electrons can lead to observable signals in direct detection experiments and gives a good fit to the XENON1T excess. In this work, we study terrestrial upscattering, i.e. inelastic scattering of dark matter particles on nuclei in the Earth, as a plausible origin of such excited states. Using both analytical and Monte Carlo methods, we obtain detailed predictions of their density and velocity distribution. These results enable us to explore the time dependence of the flux of excited states resulting from the rotation of the Earth. For the case of XENON1T, we find the resulting daily modulation of the electron recoil signal to be at the level of 10% with a strong dependence on the dark matter mass.

I. INTRODUCTION

For many years, the expectation that dark matter (DM) particles should have a mass at the TeV scale and scatter predominantly on nuclei has guided the development of direct detection experiments [1]. Only quite recently have strategies been developed to search for electron recoils as a signature of the scattering of DM particles at the GeV scale or below [2]. While many experiments designed to look for nuclear recoils also have excellent sensitivity to electron recoils, there have been many ideas and proposals for new technologies looking specifically for the signatures of electron scattering, using for example CCDs [3–6], graphene [7, 8], three-dimensional Dirac materials [9–11], superconductors [12–14], polar targets [15], superconducting nanowires [16–18], scintillators [19, 20], and more [21–27]. In addition to technological advances, a number of phenomenological ideas on how to probe lower DM masses were proposed, e.g. by looking for Migdal scatterings [28–32], or a high-energetic DM population from solar reflection [33–37] or cosmic ray upscatters [38–41]. At the same time, the theoretical description of DM-electron scatterings in material is continuously getting extended and improved [42–50].

As expected, these rapid developments have been accompanied by the observation of a number of experimental excesses for which no known background model exists. Most notable among these are an excess seen close to threshold across several experiments [51, 52] and an excess at a few keV electron recoil energy reported by the XENON1T experiment [53]. Unfortunately, neither of these excesses can be readily interpreted in terms of elastic scattering of DM particles off individual electrons. This has led to rapidly growing interest in scattering processes that are inelastic due to the excitation (or de-excitation) of internal modes of either the detector or the DM particle.

Indeed, it has been shown that the XENON1T excess can be well fitted in models of inelastic DM [54], in which an excited state downscatters to its ground state and releases an energy comparable to the observed electron recoil energy, see e.g. Refs. [55–65]. The origin of the population of excited states depends on the specific model under consideration. The cases most commonly considered are that the excited states are a cosmological relic (i.e. their lifetime exceeds the age of the universe) or that they are produced in astrophysical objects such as the Sun [58].

In the present work, we consider terrestrial upscattering as an alternative mechanism to produce a population of excited states, which can subsequently create observable signals in direct detection experiments. In this set-up a DM particle in the ground state is excited by upscattering on an atom in the Earth and subsequently de-excited by downscattering in the detector. We note that a similar mechanism has been considered previously under the name of "luminous DM" [66], but this model assumes that the excited DM particles de-excite spontaneously (under the emission of a photon) rather than via downscattering [67].
For the case of downscattering, it is essential to accurately calculate not only the fraction of excited particles, but also of their velocity distribution. To achieve this goal, we extend the analytical formalism for terrestrial elastic nuclear scattering from Kavanagh et al. [68] to account for an inelastic splitting. We find that because of the inelasticity of the collision, DM particles may be slowed down considerably during upscattering, which enhances their density via the “traffic jam” effect [69], but makes it necessary to account for the probability that the excited state decays before reaching the detector. We validate these findings using explicit Monte Carlo simulations similarly to Ref. [70].

Applying our formalism to the XENON1T excess, we find that the observed signal can be fitted for DM masses of a few GeV, provided that the DM-nucleon cross section (responsible for upscattering) and the DM-electron cross section (responsible for downscattering) are of a similar magnitude. We furthermore calculate for the first time the modulation of the signal resulting from the daily rotation of the Earth and find that the effect may be large enough to be observable in future experiments aiming to confirm the excess.

The remainder of this work is structured as follows. In Sec. II we review the direct detection of electron recoils using noble gas targets with a specific focus on the case of inelastic scattering. Section III then describes our new formalism for terrestrial upscattering and presents our calculation of the resulting flux of excited DM particles. In Sec. IV we combine both effects to calculate direct detection signals from the combination of terrestrial upscattering and subsequent downscattering. We use the XENON1T excess as an illustrative example to constrain the parameter space of the model and to predict the daily modulation of the signal. Section V reviews some of the model-building challenges and complementary constraints for the scenario that we consider. Additional technical details are provided in appendix A.

II. DIRECT DETECTION OF INELASTIC DARK MATTER

The basic idea of inelastic DM is that there is a mass splitting $\delta > 0$ between the ground state $\chi$ with mass $m_\chi$ and the excited state $\chi^*$, where $\delta \ll m_\chi$ [54, 71]. The couplings of these particles are off-diagonal, meaning that every scattering process must involve one ground state and one excited state. This allows for inelastic upscattering $\chi + X \to \chi^* + X$, where $X$ can for example be a nucleus, and for exothermic downscattering $\chi^* + X \to \chi + X$. While in the former process a part of the kinetic energy of the incoming DM particle is absorbed, in the latter process additional energy is released in the form of recoil energy of the outgoing particles. We begin our discussion by briefly reviewing the scattering kinematics and the resulting event rates in direct detection experiments for both nuclear and electron recoils for the case of inelastic and exothermic scattering.

The differential event rate of nuclear recoils with respect to recoil energy $E_{nr}$ is given by

$$\frac{dR}{dE_{nr}} = \frac{\rho}{m_N m_\chi} \int_{v > v_{\text{min}}} v f(v) \frac{d\sigma}{dE_{nr}} d^3v,$$

(1)

where $m_\chi$ and $m_N$ denote respectively the DM and target nucleus mass and $\rho$ and $f(v)$ are the DM density and velocity distribution in the laboratory frame. The differential scattering cross section can be written as

$$\frac{d\sigma}{dE_{nr}} = C_T^2(A, Z) F(E_{nr}) \frac{m_N \sigma_p}{2 \mu_n^2 v^2},$$

(2)

where $\mu_p = m_\chi m_p/(m_\chi + m_p)$ is the reduced DM-nucleon mass, $F(E_{nr})$ is the nuclear form factor, $\sigma_p$ is the DM-proton scattering cross section and the function $C_T(A, Z)$ gives the scaling of the DM-nucleus cross section $\sigma$ with mass number $A$ and charge $Z$. In the following we will focus on the case that the DM couplings to SM particles are proportional to their charge, such that $C_T(A, Z) = Z$. Moreover, we assume that the mediator of the interaction is heavy compared to the momentum transfer, such that no additional form factor is needed to parametrize the momentum dependence of the scattering process itself.

Energy and momentum conservation are encoded in the minimum velocity $v_{\text{min}}$ required to produce a nuclear recoil of energy $E_{nr}$:

$$v_{\text{min}} = \frac{m_N E_{nr}}{\mu_N} \pm \delta \frac{1}{\sqrt{2 E_{nr} m_N}},$$

(3)

where $\mu_N$ is the reduced DM-nucleus mass. The positive sign corresponds to upscattering, the negative sign to downscattering.

In the following, we will assume that almost all DM particles are in the ground state. For upscattering, the DM density is therefore given by the local DM density, $\rho = 0.4 \text{GeV cm}^{-3}$ [72], and the velocity distribution is given by the Standard Halo Model:

$$f(v) = f_{\text{SHM}}(v + v_E(t)),$$

(4)

where $f_{\text{SHM}}(v)$ is a Maxwell-Boltzmann distribution with $v_0 = 220 \text{ km s}^{-1}$ cut off at the escape velocity $v_{\text{esc}} = 544 \text{ km s}^{-1}$, and $v_E(t)$ is the velocity of the Earth relative to the Galactic rest frame [73]. Under these assumptions, upscattering is possible only if $v_{\text{min}} < v_{\text{esc}} + v_E \approx 2.5 \cdot 10^{-3} c$, which in turn requires $\delta/\mu_N \lesssim 3 \cdot 10^{-6}$. Thus, for DM particles in the GeV range, inelastic scattering is possible only if the mass splitting is in the keV range. This is illustrated in Fig. 1, which shows the upper bounds from CRESST-III [74], CDMSlite [75] and XENON1T [76] on the DM-proton scattering cross section $\sigma_p$ as a function of $\delta$ and $m_\chi$. These constraints have been obtained using a modified version of DDCalc [77, 78].

Let us now turn to the case of electron scattering. In this case, we need to account for the binding energy $E_b$ of the electron. Denoting its final kinetic energy by $E_{\text{et}} =...
k^2/(2m_c) and the initial (final) DM velocity by \( v(v') \),
energy conservation implies

\[
\frac{1}{2}m_X v^2 - E_h = \frac{1}{2}m_X v'^2 + E_{er} \pm \delta, \tag{5}
\]

where we have neglected terms of higher order in \( v \) and \( \delta \)
and used that the recoil energy of the nucleus is negligible
for \( m_N \gg m_X \) 31]. In the following we will focus on
downscattering, corresponding to the negative sign in the first equation.
Defining the momentum change of the DM particle by \( q = m_X(v - v') \)
and the energy transfer \( \Delta E_e = E_h + E_{er} \) one then finds

\[
v_{\text{min}} = \left| \frac{\Delta E_e - \delta}{q} + \frac{q}{2m_X} \right|. \tag{6}
\]

Moreover, using the upper bound on the DM velocity \( v_{\text{max}} \)
we can determine the range of allowed momentum transfer, which can be written as \( q_{\text{min}} < q < q_{\text{max}} \) with

\[
q_{\text{min}} = \text{sign}(\Delta E_e - \delta)m_X v_{\text{max}} \left( 1 - \sqrt{1 - \frac{2(\Delta E_e - \delta)}{m_X v_{\text{max}}^2}} \right), \tag{7}
\]

\[
q_{\text{max}} = m_X v_{\text{max}} \left( 1 + \sqrt{1 - \frac{2(\Delta E_e - \delta)}{m_X v_{\text{max}}^2}} \right). \tag{8}
\]

The differential rate of electron recoil events is then given

\[
\frac{\text{d}R_{\text{ion}}}{\text{d}E_{\text{er}}} = \frac{\rho}{m_X 8E_{\text{er}}\mu_c^2} \sum_{n,l} \int_{q_{\text{min}}}^{q_{\text{max}}} q dq \left| f_{n,l \rightarrow E_{\text{er}}} (q) \right|^2 \times \int_{v > v_{\text{min}}} \text{d}^3v f^*(v) \frac{v}{v}, \tag{9}
\]

where \( f^*(v) \) denotes the velocity distribution of excited states
(normalized such that \( \rho \int \text{d}^3 v f^*(v) \equiv \rho^* \) yields the density of excited states), \( \sigma_e \) is the DM-electron scattering cross section (which we again assume to be
momentum-independent) and \( \mu_c \) is the DM-electron reduced mass.
The quantum numbers \( n \) and \( l \) denote the different atomic shells and the corresponding ionization form factors for a final state energy \( E_{\text{er}} \) are given by

\[
f_{n,l \rightarrow E_{\text{er}}} (q) = \frac{4k^3}{(2\pi)^3} \sum_{l'} \sum_{l=0}^{\infty} \sum_{m=-l}^{l} |f_{l-2}(q)|^2. \tag{10}
\]

To calculate these form factors for Xenon, we use
DarkARC [44] which employs Rothaam-Hartree-Fock orbitals 79]
for the initial state and solves the Schrödinger equation for continuum states of a hydrogen-like potential
with adjusted charge for the final state 44, 80]. We have checked that this approach agrees well with the one from Ref. [2].

Figure 2 shows the ionization form factors for the 5p and 5s shells and different electron recoil energies in the keV range.
We find that these form factors are strongly peaked at momentum transfer \( q \sim \sqrt{2m_c E_{\text{er}}} \).
These momentum transfers are however tiny compared to the values of \( q_{\text{min}} \) obtained for elastic scattering (\( \delta = 0 \), as
indicated by the vertical lines. For exothermic scattering, on the other hand, much smaller values of \( q_{\text{min}} \) are possible if \( \delta \approx \Delta E_e \). If this is the case the integration over \( q \) leads to a strong enhancement of the scattering rate. If \( \delta \) is large compared to the initial energy of the electron, we therefore find that the differential event rate for exothermic scattering will be peaked at \( E_{\text{er}} \approx \delta \).

In the following we will be most interested in electron recoil energies in the range 2–3 keV, corresponding to the excess observed in the XENON1T experiment. This consideration fixes the mass splitting \( \delta \) to the same range, which in turn implies \( m_\chi \gtrsim 1 \) GeV in order for upscattering on nuclei to be kinematically allowed.\(^1\) A more detailed analysis of the parameter space will be performed in Sec. IV. First we however need to take a closer look at terrestrial upscattering in order to calculate the presently unknown density \( \rho^* \) of excited states and their speed distribution \( f^*(v) \equiv \int d\Omega_v v^2 f^*(v) \).

III. TERRESTRIAL UPSCATTERINGS

In the context of exothermic and luminous DM, the origin of the excited states that pass through our detector is a central question. For a long enough mean lifetime \( \tau \), there might be a primordial population that originates from the thermal bath of the early Universe and survives until the present time when it can trigger our detectors \([58, 60, 81–83]\). For shorter lifetimes, these particles will have decayed by now, and in order for us to be able to detect exothermic and luminous DM, we rely on local mechanisms to generate a detectable amount of excited DM states inside our solar system, either from the Sun or from inside the Earth \([58]\). In this paper, we focus on terrestrial upscattering which is the most important source of excited DM states if the excited states created inside the Sun decay before reaching the Earth, i.e. if \( v\tau \ll 1 \) AU.

In the context of daily modulations due to elastic DM-nuclear scatterings, Kavanagh et al. have developed a general analytic framework to describe the impact of Earth scatterings on the DM distribution inside a detector \([68]\). While its validity is limited to the single-scattering regime, and the impact of multiple elastic scatterings typically require Monte Carlo simulations \([70, 84–87]\), the formalism is ideal to describe upscatterings of inelastic DM. For this purpose, we extend the formalism by Kavanagh et al. in two major ways. We need to account for

(a) the modified kinematics of inelastic scatterings, and

(b) the possibility that an excited state created deep inside the Earth might decay before reaching the Earth’s surface.

The main result of this section is an analytic expression of the speed distribution \( f^*(v) \) of upscattered DM particles through any detector on Earth, presented in Eq. (44), which allows us to compute the expected electron recoil event rates and modulation signature of exothermic and luminous DM. Finally, the density \( \rho^* \) of excited states is a crucial parameter for direct detection and is encapsulated in \( f^*(v) \) by its relative normalization:

\[
\rho^* = \rho \int dv \; f^*(v). \tag{11}
\]

The final results obtained in this section depend on the assumed velocity distribution of the incoming DM particles (see above), the particle physics properties of DM and the position of the detector \( r_{\text{det}} \). The latter dependence can be simplified by exploiting the system’s axial symmetry around the direction of the Earth’s velocity in the galactic rest frame. As shown in Fig. 3 of Ref. \([68]\), the polar angle \( \gamma \) relative to this symmetry axis is defined by

\[
\cos \gamma = -\frac{v_{\text{E}} \cdot r_{\text{det}}}{v_{\text{E}} r_{\text{E}}}, \tag{12}
\]

where \( r_{\text{E}} \) denotes the Earth’s radius. This angle serves as a measure of the detector’s location on Earth relative to the DM wind, with \( \gamma = 0^\circ (180^\circ) \) corresponding to the DM wind passing through the detector from below (above).

A. Contribution from one direction

Every point inside the Earth acts as a source of excited DM upscattered by terrestrial nuclei. First, we focus on excited states that arrive at a detector from a certain direction defined by the line between a point A on

\(^1\) Upscattering on electrons is also possible in principle, but the required momentum transfer is so large that the ionization form factor is heavily suppressed. For the cross sections that we will be interested in, this effect is therefore completely negligible.
the Earth’s surface and the detector’s location B, characterized by the angle $\theta$ as sketched in the right panel of Fig. 3. Furthermore, we assume a DM particle from the galactic halo with initial velocity $v'$ to potentially upscatter at a point C along the line AB. The probability of a DM particle to scatter within an infinitesimal interaction region around C of length $dl$ (along AB) and surface $dS$ (perpendicular to AB) is given by

$$dp_{\text{scat}} = \frac{dl}{\lambda(r) \cos \alpha}, \quad (13)$$

where $\lambda(r)$ is the mean free path, which depends on the density of scattering targets and hence on the distance $r$ between point C and the Earth’s center, and $\alpha$ is the scattering angle in the Earth’s rest frame, as shown in Fig. 3.

The rate of halo DM particles of velocity $v'$ entering the interaction region, upscattering on a terrestrial nucleus, and ending up with a final velocity $v$ towards the detector is given by

$$\left[ f_0(v') v' dS d^3v' \right] \times \left[ \frac{dp_{\text{scat}} P(v' \to v) d^3v}{\text{probability to scatter to } v} \right]. \quad (14)$$

This can be equated to the rate of upscattered DM particles leaving the infinitesimal interaction region towards the detector,

$$f^*(v, v', r_C) v \cdot dS d^3v', \quad (15)$$

which provides us with an expression for the contributions of the interaction point C to the upscattered DM distribution $f^*(v)$. Using $v \cdot dS = v dS$ and $v' \cdot dS = v' dS \cos \alpha$, we find

$$f^*(v, v', r_C) = \frac{dl}{\lambda(r) v} f_0(v') P(v' \to v) d^3v'. \quad (16)$$

In order to obtain all contributions for a given velocity $v$ or equivalently a direction, we need to integrate over all interaction points along the line AB. In doing so, we need to account for the fact that the $\chi^+$ particles are unstable with a mean lifetime of $\tau$,

$$f^*(v, v') \equiv \int_{AB} \frac{dl}{\lambda(r) v} \exp \left( -\frac{l}{v \tau} \right) f_0(v') P(v' \to v) d^3v'. \quad (17)$$

The exponential weight factor describes the particles that decay before reaching the detector’s location. It depletes the density of upscattered states, in particular of slow ones.

Following the steps of Kavanagh et al., we assume a single nuclear target in order not to clutter the notation with additional indices. A generalization to multiple targets is trivial, and we will restore the target index in the very end. Due to $\lambda^{-1}(r) = n(r) \sigma$, where $n(r)$ is the target number density, and $\sigma$ is the total upscattering cross-section, we can isolate the only factors of Eq. (17) that depend on the position inside the Earth, and we absorb the integral into an effective Earth-crossing distance $d_{\text{eff}}(\cos \theta)$,

$$d_{\text{eff}}(\cos \theta) \equiv \int_{AB} \frac{dl}{\lambda(r) v} \exp \left( -\frac{l}{v \tau} \right). \quad (18)$$

Here, we defined an averaged number density of target nucleus $i$,

$$\bar{n} \equiv \frac{1}{r_{\text{E}}} \int_0^{r_{\text{E}}} dr n(r). \quad (19)$$

Next, we change the variable of integration to $r$. For a given value of $r$, the distance $l$ to the detector is given by

$$l = r_{\text{E}} \cos \theta \pm \sqrt{r^2 - r_{\text{E}}^2 \sin^2 \theta}, \quad (20)$$

where by construction $\cos \theta \geq 0$. We can therefore write the integral along AB as

$$\bar{n} d_{\text{eff}}(\cos \theta) = \exp \left( -\frac{r_{\text{E}} \cos \theta}{v \tau} \right) \int_{r_{\text{E}} \sin \theta}^{r_{\text{E}}} dr n(r) \frac{r}{\sqrt{r^2 - r_{\text{E}}^2 \sin^2 \theta}} \left[ \exp \left( \frac{r^2 - r_{\text{E}}^2 \sin^2 \theta}{v \tau} \right) + \exp \left( -\frac{r^2 - r_{\text{E}}^2 \sin^2 \theta}{v \tau} \right) \right] \quad (21)$$

$$= 2v \tau \exp \left( -\frac{r_{\text{E}} \cos \theta}{v \tau} \right) \int_{r_{\text{E}} \sin \theta}^{r_{\text{E}}} dr n(r) \frac{d}{dr} \sinh \left( \frac{\sqrt{r^2 - r_{\text{E}}^2 \sin^2 \theta}}{v \tau} \right) \quad (22)$$

We assume that the mass density inside the Earth’s mantle and core is constant respectively,

$$n(r) = \begin{cases} n_c, & \text{for } r < r_{\text{core}}, \\ n_m, & \text{for } r_{\text{core}} \leq r \leq r_{\text{E}}. \end{cases} \quad (23)$$

We list the various elements included in our analysis and their respective abundances in the mantle and core in table I.
parametrize the probability as

\[ P(\text{ing process}). \]

need further knowledge of the kinematics of the scatter-

\[ v, \alpha \] is the probability

This relation allows us to rewrite Eq. (17) as

\[ f^*(v, v') = \sigma \bar{n}_{\text{eff}}(\cos \theta) \frac{v'}{v} f_0(v') P(v' \rightarrow v) d^3v'. \tag{25} \]

The last piece of this expression that we need to evalu-
ate is the probability \( P(v' \rightarrow v) \) to upscatter from initial velocity \( v' \) to final velocity \( v \). In order to do so, we will need further knowledge of the kinematics of the scattering process.

### B. Probability and kinematics for upscatterings

Due to the azimuthal symmetry of the system, the probability \( P(v' \rightarrow v) \) only depends on the scattering angle \( \alpha \) in the Earth’s rest frame. We can therefore parametrize the probability as

\[ P(v' \rightarrow v) = \frac{1}{2\pi v^2} \delta(v - \kappa^{-1}(v', \alpha)) P(\cos \alpha), \tag{26} \]

where \( \kappa(v, \alpha) \) is the kinematic relation yielding the initial state speed \( v' \) in terms of \( v \) and \( \alpha \), the function \( \kappa^{-1}(v', \alpha) \) is the corresponding inverse, and \( P(\cos \alpha) \) is the probability to scatter with scattering angle \( \alpha \). The kinematic functions \( \kappa \) and \( \kappa^{-1} \) can be obtained from energy and momentum conservation,

\[ \frac{1}{2} m_X v'^2 = \frac{1}{2} m_X v^2 + \frac{1}{2} m_N v_N^2 + \delta, \tag{27} \]

\[ m_X v' = m_X v + m_N v_i. \tag{28} \]

The core radius is taken to be \( r_{\text{core}} = 3500 \text{ km} \). Core and mantle are found to contribute 32% and 68% to the total mass of Earth, respectively.

### TABLE I. Fractions of the total mass in core and mantle. The values are taken from Ref. [68] apart from Ni, which was found in Ref. [88].

| Element | O | Si | Mg | Fe | Ca | Na | S | Al | Ni | total |
|---------|---|----|----|----|----|----|---|----|----|-------|
| Mass in GeV | 14.9 | 26.1 | 22.3 | 52.1 | 37.2 | 21.4 | 29.8 | 25.1 | 58.7 |
| Relative abundance mantle | 0.4400 | 0.2100 | 0.2280 | 0.0626 | 0.0253 | 0.0027 | 0.0003 | 0.0235 | 0 | 0.9924 |
| Relative abundance core | 0 | 0.060 | 0 | 0.855 | 0 | 0 | 0.019 | 0 | 0.052 | 0.986 |

The physical solutions are found by demanding \( \kappa_+^{-1}(v', \alpha) > 0 \) and \( \kappa_+(v, \alpha) > 0 \). Depending on the sign in \( \kappa_+^{-1}(v', \alpha) \) and \( \kappa_+(v, \alpha) \) as well as the scattering angle \( \alpha \), this can be translated in conditions on \( v' \). To simplify our calculations, we will from now on assume that \( m_X < m_N \). In this case, we find

\[ v' \geq \sqrt{\frac{2 \mu_N m_N^2}{\mu_N (m_N^2 - m_X^2 \sin^2 \alpha)}} \geq \sqrt{\frac{2 \mu}{\mu_N}}, \tag{31} \]

which is the kinetic threshold for the upscattering process. Moreover, we find that for \( \kappa_+(v, \alpha) \) only the '+' solution is physical, which is why we simply write \( \kappa(v, \alpha) \equiv \kappa_+(v, \alpha) \) in the following. For \( \kappa_+^{-1}(v', \alpha) \) we include both solutions (if they are both physical) but find that the '+' solution gives the dominant contribution.

The second ingredient of Eq. (26) is the probability \( P(\cos \alpha) \), which can be related to the probability for a given scattering angle \( \alpha_{\text{cms}} \) in the center-of-mass system (CMS),

\[ P(\cos \alpha) = P(\cos \alpha_{\text{cms}}) d \cos \alpha_{\text{cms}} d \cos \alpha. \tag{32} \]

Throughout this study, we assume isotropic contact inter-
actions, i.e. \( P(\cos \alpha_{\text{cms}}) = \frac{1}{2} \). Next we express \( \cos \alpha_{\text{cms}} \)
in terms of $\cos \alpha$ and $v'$ in the Earth’s rest frame,

$$\cos \alpha_{\text{CMS}} = \frac{\mathbf{v}'_{\text{CMS}} \cdot \mathbf{v}_{\text{CMS}}}{v'_{\text{CMS}} v_{\text{CMS}}}.$$ (33)

Using

$$v'_{\text{CMS}} = \frac{\mu_N}{m_N} v', \quad v_{\text{CMS}} = v - \frac{\mu_N}{m_N} v',$$

we find

$$\cos \alpha_{\text{CMS}} = \frac{v \cos \alpha - \frac{\mu_N}{m_N} v'}{\sqrt{\frac{\mu_N^2}{m_N^2} v'^2 - 2 \frac{\mu_N}{m_N} \delta v' \cos \alpha}}_{\alpha = \kappa^\pm_1(v', \alpha)} = \frac{v \cos \alpha - \frac{\mu_N}{m_N} v'}{\sqrt{\frac{\mu_N^2}{m_N^2} v'^2 - 2 \frac{\mu_N}{m_N} \delta}}_{\alpha = \kappa^\pm_1(v', \alpha)},$$ (35)

where we have used energy and momentum conservation in the CMS in the second step. We can now evaluate the derivative in Eq. (32),

$$\frac{d \cos \alpha_{\text{CMS}}}{d \cos \alpha} = \frac{\frac{dv}{d \cos \alpha} \cos \alpha + v}{\sqrt{\frac{\mu_N^2}{m_N^2} v'^2 - 2 \frac{\mu_N}{m_N} \delta \cos \alpha}}_{\alpha = \kappa^\pm_1(v', \alpha)}$$ (36)

with

$$\frac{d \kappa^\pm_1(v', \alpha)}{d \cos \alpha} = \frac{\mu_N v'}{m_N} \left(1 \pm \frac{\cos \alpha}{\sqrt{\frac{m_N^2}{m_N^2} - \sin^2 \alpha - \frac{2 \delta m_N^2}{\mu_N m_N^2 v'^2}}} \right).$$ (37)

These results enable us to evaluate $P(\cos \alpha)$ for all physical solutions. An example is shown in Fig. 4 for the case $\delta = 1$ keV, $m_N = 5$ GeV and $m_N = 30$ GeV. Physical solutions are found for $\frac{1}{2} \mu_N v^2 > \delta$ corresponding to $v > 205$ km s$^{-1}$. We find that for large velocities of the incoming DM particle the scattering becomes nearly isotropic. For the smallest velocities considered, on the other hand, almost all of the kinetic energy in the CMS is required for upscattering, such that the outgoing particles are almost stationary in this frame. Their velocities in the laboratory frame are then dominated by the relative velocity between the two frames, such that only a finite range of scattering angles in the forward direction is physical. In these cases the scattering probability is obtained by summing over the two physical solutions: $P(\cos \alpha) = P_+(\cos \alpha) + P_-(\cos \alpha)$, as indicated by the dashed and dotted lines. For even smaller velocities, scattering is completely forbidden.

![Graph showing the distribution of the scattering angle $\alpha$ in terms of the scattering probability $P(\cos \alpha)$ for different velocities $v'$ of the incoming DM particle, with solid, dashed, and dotted lines representing different values of $v$, $m_N$, and $m_N$.](image)

**FIG. 4.** Distribution of the scattering angle $\alpha$ in terms of the scattering probability $P(\cos \alpha)$ for different velocities $v'$ of the incoming DM particle (solid lines). Each curve is normalized to unity. For the two smallest velocities considered only large values of $\cos \alpha$ are physical (as indicated by the vertical grey lines). In these cases the total scattering probability receives two separate contributions from the two solutions of Eq. (29), called $P_+$ and $P_-$, which are indicated by the dashed and dotted lines, respectively.

We can use these scattering probabilities to evaluate Eq. (26) and Eq. (25), leading to

$$f^+(v, v') = \frac{1}{2} \frac{\sigma N_{\text{eff}}(\cos \theta)}{v^3} f_0(v') \times \sum_{\pm} \delta(v - \kappa^\pm_1(v', \alpha)) P^\pm(\cos \alpha) d^3v'. $$ (38)

Again we sum over both solutions of Eq. (29) if they are both physical.

**C. Summing over initial velocities, directions, and targets**

We continue by integrating Eq. (38) over the initial velocities $v'$ of the DM particles in spherical coordinates $(v', \theta', \phi')$. Performing the integral over the initial speed $v'$ fixes its value through the $\delta$-distribution,

$$\delta(v - \kappa^\pm_1(v', \alpha)) = \left| \frac{d \kappa^\pm_1(v', \alpha)}{d v'} \right|^{-1} (v' = \kappa(v, \alpha)),$$ (39)

with

$$d \kappa^\pm_1(v', \alpha) = \frac{(m_N^2 - \mu_N^2 \sin^2 \alpha) v'}{\sqrt{(m_N^2 - \mu_N^2 \sin^2 \alpha) v'^2 - 2 \delta m_N^2 / \mu_N}} \pm m_N \cos \alpha \frac{1}{m_N + m_N},$$ (40)
which leaves us with

$$f^*(v) = \sum_{\pm} \int_0^{2\pi} \int_{-1}^1 \, d\phi' \int_{0}^{1} \, d\cos \theta'$$

$$\times \sigma i \bar{n}_{\text{eff}}(\cos \theta) \left| \frac{d\kappa_{\pm}^{-1}(v', \alpha)}{dv'} \right|^{-1}$$

$$\times \frac{v'^3}{v} f_0(v', \cos \theta', \phi') P_{\pm}(\cos \alpha) \bigg|_{v' = \kappa(v, \alpha)} \right). \quad (41)$$

The speed distribution is then obtained via

$$f^*(v) = v^2 \int_0^{2\pi} \, d\phi \int_0^1 \cos \theta \, f^*(v), \quad (42)$$

where the integration bounds of $\cos \theta$ reflect the fact that the upscattered states pass through the detector from below.

At this point we should note the relation between the spherical coordinates of $v'$, $v$ and the scattering angle $\alpha$,

$$\cos \alpha = \sin \theta \sin \theta' \cos(\phi - \phi') + \cos \theta \cos \theta'. \quad (43)$$

As we integrate over all values of $\phi$, we can eliminate the dependency of $\cos \alpha$ on $\phi'$ by a shift. The only remaining part depending on $\phi'$ is the initial DM velocity distribution, and we perform the integral over $\phi'$ separately. To denote this, we omit the $\phi'$ argument, i.e. $f_0(v', \cos \theta') \equiv \int_0^{2\pi} \, d\phi' f_0(v', \cos \theta', \phi')$.

So far, we have assumed that the Earth consists of a single nucleus species. By summing over all nuclear targets present in the Earth’s mantle and core, we obtain the final expression for the speed distribution of upscattered DM states,

$$f^*(v) = \sum_{\pm, i} \int_0^{1} \, d\cos \theta \int_0^{2\pi} \, d\phi \int_{-1}^1 \, d\cos \theta'$$

$$\times \sigma_i \bar{n}_{\text{eff}, i}(\cos \theta) \left| \frac{d\kappa_{\pm}^{-1}(v', \alpha)}{dv'} \right|^{-1}$$

$$\times \frac{v'^3}{v} f_0(v', \cos \theta') P_{\pm, i}(\cos \alpha) \bigg|_{v' = \kappa_{i}(v, \alpha)} \right). \quad (44)$$

Examples for speed distributions are shown in Fig. 5 for various values of the mass splitting $\delta$, DM mass $m_\chi$, and mean lifetime $\tau$.

We would like to draw attention to one particular feature of Eq. (44), which is the explicit factor $v^{-1}$ that appears in the final result. This factor can be understood as the so-called “traffic jam” effect, i.e. an enhancement of the density as the velocity decreases [69]. This enhancement is particularly significant in our case, as the inelastic nature of the scattering process leads to a loss of kinetic energy and allows for very small values of the final speed $v$.

We have confirmed the validity of our analytic formalism resulting in Eq. (44) by describing the same process using Monte Carlo simulations of DM particles as they traverse through the Earth’s bulk mass and get upscat-
tered by terrestrial nuclei. For details on this crucial consistency check, we refer to App. A. In summary, we find very good agreement between the two independent approaches.

We emphasize that throughout the derivation, we have assumed the single scattering regime. In particular, Eq. (44) does not account for the possibility that the upscattered particle scatters down before reaching the detector (as opposed to decaying). Assuming that the probability to up- and downscatter are comparable, this is justified for all parameters assumed in this study, as the upscattered fraction $\rho^*/\rho$, and thereby also the upscattering probability, will always fall well below unity.

IV. RESULTS

Let us now combine the various calculations discussed in the previous two sections in order to obtain the event rate for electron recoils from terrestrial upscattering on nuclei followed by downscattering on electrons in the experiment. Before turning our attention to the XENON1T excess, we discuss a few general features of the signal.

First of all, we note that in our set-up the fraction of excited DM particles at a given experiment is proportional to the DM-proton scattering cross section $\sigma_p$. In the following, we will furthermore make the assumption that the lifetime of the excited state is large enough that spontaneous de-excitation inside the Earth is negligible, which corresponds to $\tau \gg 100$ s. In this case the entire Earth contributes to upscattering and the fraction of excited states becomes to good approximation independent of $\tau$ (see the bottom panel of Fig. 5 and Sec. V for further discussion).

The usual searches for nuclear recoils in direct detection experiments (see Fig. 1) imply an upper bound on the fraction of excited DM particles at a given experiment as a function of the DM mass and the mass splitting $\delta$. Figure 6 shows this bound at the (average) position of the XENON1T experiment in the Gran Sasso laboratory ($\cos \gamma = -0.5$) for different values of $\delta$. We find that as long as the DM particle is light enough for upscattering to be unconstrained by the XENON1T experiment, the fraction of excited states can be in the range $10^{-6} - 10^{-4}$ for $\delta$ of the order of a few keV. For larger values of $\delta$ only heavier DM particles can experience upscattering and the overall upscattering probability is suppressed.

The probability of downscattering on the electrons in a given experiment is then proportional to $\sigma_e$. An electron recoil signal therefore probes the effective cross section

$$\sigma_{\text{eff}} \equiv \sqrt{\sigma_p \sigma_e}$$

as a function of the DM mass $m_\chi$ and $\delta$, which determine the probability for upscattering. By fitting both the magnitude and shape of a given signal we can then infer all three parameters.

FIG. 6. Upper bound at 90% confidence level on the fraction of excited DM particles from terrestrial upscattering as a function of $m_\chi$ for different values of $\delta$.

A. The XENON1T excess

Let us now turn our attention to the XENON1T excess, which is located at electron recoil energies of about 3 keV. It has been shown that both a mono-energetic recoil spectrum (as expected for example from the absorption of a bosonic DM particle [89–91]) and the slightly broader spectrum expected for exothermic DM-electron scattering can give a good fit to the excess [57]. The reason is that the predicted recoil spectrum is broadened by the energy resolution of the detector, which is given by

$$\sigma(E) = a \cdot \sqrt{E} + b \cdot E$$

with $a = 0.31 \sqrt{\text{keV}}$ and $b = 0.0037$ [53]. The event rate in a given bin $[E_i, E_{i+1}]$ is therefore found to be

$$R_i = \int_{E_i}^{E_{i+1}} \frac{dR}{dE_{\text{er}}}(E_{\text{er}})\xi(E_{\text{er}}) \sqrt{E} \left[ \frac{1}{2} \left( \text{erf} \left( \frac{E_{i+1} - E_{\text{er}}}{\sqrt{2} \sigma(E_{\text{er}})} \right) - \text{erf} \left( \frac{E_{i} - E_{\text{er}}}{\sqrt{2} \sigma(E_{\text{er}})} \right) \right) \right]$$

where $\xi(E_{\text{er}})$ denotes the detector efficiency.

To determine the parameter regions of our model compatible with the XENON1T excess, we consider a $\chi^2$ test statistic:

$$\chi^2 = \sum_{i=1}^{4} \frac{(R_{i,\text{pred}} - R_{i,\text{obs}})^2}{\Delta_i^2},$$

where $R_{i,\text{pred}}$ is the sum of the DM signal and the expected background in each bin (as given in Ref. [53]) and the observed event rates as well as their uncertainties $\Delta_i$ from Poisson noise are also taken from Ref. [53]. For the purpose of parameter estimation it is sufficient to
include the first four bins, beyond which the DM signal is expected to vanish (for $\delta \sim 3\,\text{keV}$). For each combination of $m_\chi$ and $\delta$ we can then find the best-fit value of the effective cross section, $\sigma_{\text{eff}}$, and calculate the preference over the background-only hypothesis via $\Delta \chi^2 \equiv \chi^2(\sigma_{\text{eff}} = 0) - \chi^2(\sigma_{\text{eff}})$.

The left panel of Fig. 7 shows the best-fit value of the effective cross section as a function of $m_\chi$ for $\delta = 2.8\,\text{keV}$, which is found to maximize the value of $\Delta \chi^2$ (see inset). We find that terrestrial upscattering followed by exothermic downscattering on electrons can fit the XENON1T excess across the whole range of DM masses that we consider down to the kinematic limit where upscattering becomes forbidden. As an example we show in the right panel of Fig. 7 the parameter point $m_\chi = 2.5\,\text{GeV}$ and $\delta = 2.8\,\text{keV}$, for which $\sigma_{\text{eff}} = 2.4 \times 10^{-39}\,\text{cm}^2$ and $\Delta \chi^2 = 11.1$. We will use this parameter point as a benchmark value in the following.

**B. Daily modulations**

Should the XENON1T excess be confirmed by future direct detection experiments, the central question will be how to disentangle the various possible explanations. A key strategy to answering this question is to study the time-dependence of the signal. Indeed it is well known that many direct detection signals exhibit an annual modulation resulting from the motion of the Earth around the Sun. In the present case, there turns out to be an even more promising signature, namely a daily modulation resulting from the rotation of the Earth.

The origin of the daily modulation lies in the anisotropy of the DM velocity distribution arriving on Earth. Indeed, the motion of the Sun (and hence the Earth) through the Milky Way leads to a so-called “DM wind” from the direction of Cygnus, meaning that DM particles arriving from this direction are on average faster than those from other directions. Due to the Earth’s rotation, the orientation of the DM wind in the laboratory frame changes over the course of a day, leading to modulating signals in any experiment sensitive to the direction of the incoming DM particles [7, 10, 11, 92–94]. In our case, the experiment itself is not sensitive to the direction of the incoming DM particles, but the incoming flux of excited states varies over the course of the day (see also Refs. [67, 68, 95]).

If the rotation axis of the Earth points in the $z$ direction, we can parametrize the detector position and the direction of the DM wind via

$$r_{\text{det}} = (\cos \theta_t \cos \omega t, \cos \theta_t \sin \omega t, \sin \theta_t) ,$$

$$v_E = (\sin \beta, 0, \cos \beta) ,$$

where $\omega = 2\pi\,\text{day}^{-1}$, $\theta_t$ denotes the latitude of the detector and $\beta = 42.8^\circ$ is the angle between the Earth’s rotation axis and the DM wind. Here we have chosen the time coordinate in such a way that at $t = 0$ the detector position lies in the plane of the DM wind and the Earth’s rotation axis.

In the laboratory frame, the direction of the DM wind is given by the angle

$$\cos \gamma \equiv - \frac{v_E \cdot r_{\text{det}}}{|v_E||r_{\text{det}}|} = - (\cos \theta_t \cos \omega t \sin \beta + \sin \theta_t \cos \beta) .$$

The latitude of the XENON1T experiment is $\theta_t = 42.5^\circ$, such that $\gamma$ varies between about $-1$ and 0. In other words, at $t = 0$ the DM wind comes almost directly from above, while at $t = 12$ hours it points almost exactly sideways. This means that at $t = 0$ the DM particles would have to upscatter at a large angle (> 90°) in order to

![FIG. 7. Left: Value of the best-fit effective cross section $\sigma_{\text{eff}}$ as a function of $m_\chi$ for $\delta = 2.8\,\text{keV}$. The value of $\delta$ is chosen to maximize the signal preference $\Delta \chi^2$ (see inset). Right: Comparison of the background expectation and the predicted signal for $m_\chi = 2.5\,\text{GeV}$, $\delta = 2.8\,\text{keV}$ and $\sigma_{\text{eff}} = 2.4 \times 10^{-39}\,\text{cm}^2$ with the event rates observed by the XENON1T experiment.](image-url)
contribute to the downscattering signal, which suppresses the contribution from slow DM particles (see Fig. 4). As a result, we expect the event rate to exhibit a minimum at \( t = 0 \) and a maximum at \( t = 12 \) hours, where smaller upscattering angles are sufficient.

This expectation is confirmed in Fig. 8, which shows the time dependence of \( \cos \gamma \) (dashed gray line, right y-axis) and of the signal for \( \delta = 2.8 \) keV and \( m_\chi = 2.5 \) GeV (blue line, left y-axis). To characterize the modulation we define the minimum and maximum rate \( R_{\text{min,max}} \), the average rate \( \bar{R} = (R_{\text{min}} + R_{\text{max}})/2 \), the modulation \( \Delta R(t) = R(t) - \bar{R} \) and the modulation fraction \( F = (R_{\text{max}} - R_{\text{min}})/(R_{\text{max}} + R_{\text{min}}) \). In the present case, the modulation fraction is approximately 8\% for \( m_\chi = 2.5 \) keV, which is too small to be observable with the number of electron recoil events seen by XENON1T but may be observable in future experiments.\(^2\)

We note that the modulation fraction grows rapidly with increasing DM mass, as a result of the upscattering process (in the Earth frame) being increasingly peaked in the forward direction. For example, for \( m_\chi = 14 \) GeV the daily modulation is already at the level of 24\%. Hence, a precise determination of the modulation fraction may not only enable us to distinguish between the mechanism proposed here and alternative explanations of the XENON1T excess, but also to determine the DM mass, which has almost no effect on the energy dependence of the electron recoil spectrum.

V. DISCUSSION

In the previous section we have established exothermic downscattering on electrons as a viable explanation of the XENON1T excess and inelastic upscattering in the Earth as an interesting possibility to create excited states with a time-dependent density. So far, we have phrased our analysis in terms of the derived parameters \( \tau \) and \( \sigma_{\text{eff}} \). In this section we discuss how these quantities may be obtained from a more fundamental theory and what corresponding model-building challenges to expect.

A. Decays of the excited states

As mentioned above, for our results we have assumed that \( \tau \gg 100 \) s, such that the entire Earth contributes to upscattering. In principle, also smaller values of \( \tau \) could be considered, but doing so would imply larger cross sections in order to achieve the same signal strength. In terms of upper bounds on \( \tau \) our calculations assume that there are no other sources of excited states apart from terrestrial upscattering. In particular, we do not consider upscattering in the Sun, which has been studied previously in Ref. [58]. This is a good approximation as long as \( \tau \lesssim 10^5 \) s, such that any excited states produced in the Sun would decay before reaching the Earth. For larger values of \( \tau \) the Sun may contribute significantly to the flux of excited DM particles on Earth, because its core temperature is large enough to efficiently excite DM particles through electron scattering.

So far we have not specified the mechanism through which the excited state decays. Within the SM the two possible decay modes are \( \chi^* \rightarrow \chi \gamma \) and \( \chi^* \rightarrow \chi \nu \nu \). However, for the latter process the available phase space is so small that it will be very challenging to achieve sufficiently small lifetimes, \( \tau \lesssim 10^5 \) s. In the former case, the excited state can decay for example via an inelastic magnetic dipole moment [96]

\[
\mathcal{L} = \mu_\chi F^{\mu\nu} \bar{\chi} \sigma_{\mu\nu} \chi^* + \text{h.c.}
\]

The corresponding lifetime is given by \( \tau = 4\pi (\mu_\chi^2 \delta^3) \), which is in the desired range for \( \mu_\chi \sim 10^{-8} \mu_B \) with \( \mu_B \) being the Bohr magneton.\(^3\)

However, if the excited states decay into the ground state and a mono-energetic photon, there are two additional constraints that need to be considered. First of all, spontaneous de-excitation in the detector followed

\(^2\) For concreteness, Ref. [11] proposes a simple hypothesis test, for which the significance of modulation is approximately \( F \sqrt{N_\epsilon} \) standard deviations, where \( N_\epsilon \) is the total number of signal events and backgrounds are assumed to be negligible. Hence, to observe daily modulation with 3\sigma significance would require \( N_\epsilon \approx 900 \) (\( N_\epsilon \approx 225 \)) for \( F = 10\% \) (\( F = 20\% \)), corresponding to about a factor of 20 (factor of 5) more statistics than XENON1T.

\(^3\) We note that for values of \( \mu_\chi \) in this range there may be an additional contribution to upscattering via long-range interactions, which is not covered by the formalism presented in this work.
by the absorption of the resulting photon constitutes an additional source of electron recoils with a rate given by
\[ R = \frac{\rho^e V_{\text{det}}}{\tau m_\chi}, \]
where \( V_{\text{det}} \) is the active volume of the detector. Requiring that the resulting signal does not violate experimental constraints leads to an upper bound on \( \sigma_p \) as a function of \( \tau \), which can be significantly stronger than the from Fig. 1.\(^4\) This is illustrated in Fig. 9, which shows the available parameter space as a function of \( \sigma_p \) and \( \tau \) for \( m_\chi = 2.5 \) GeV under the assumption that the excited states decay via \( \chi^* \to \chi + \gamma \). The dashed gray lines show the values of the downscattering cross-section, \( \sigma_e \) required to fit the excess for \( \delta = 2.8 \) keV.

A second set of constraints originate from searches for x-ray lines, which are sensitive to the upscattering and subsequent de-excitation of DM particles in the DM halo of the Milky Way or of another galaxy or galaxy cluster [97, 98]. However, the expected magnitude of this signal depends on the detailed distribution of SM particles in the DM halo as well as on the cross section of inelastic DM self-scattering. A calculation of these model-dependent constraints is beyond the scope of the present work.

To conclude this discussion, we note that it is also possible for the excited state to decay invisibly, provided there exists another light boson with sub-keV mass beyond the SM. Indeed, such a light particle may be directly related to the mechanism that generates the DM mass splitting (see Ref. [99] for a similar discussion in the context of accelerator searches). We leave a more detailed analysis of such models as well as their cosmological viability to future work.

### B. Cross section hierarchy

So far we have only considered the effective cross section \( \sigma_{\text{eff}} = \sqrt{\sigma_e \sigma_p} \), which is required to be of the order of \( 10^{-39} \) cm\(^2\) in order to fit the XENON1T excess (see Fig. 7). However, for the range of \( m_\chi \) and \( \delta \) that we are interested in, experimental bounds on DM-nucleus scattering require \( \sigma_p \lesssim 10^{-39} \) cm\(^2\), which implies the hierarchy \( \sigma_e > \sigma_p \). While this seems like an innocuous requirement at first sight, it actually turns out to be quite challenging from the model-building point of view to realize such a hierarchy. The reason is that, assuming the same process mediates both DM-nucleon and DM-electron scattering, one would expect
\[ \frac{\sigma_e}{\sigma_p} = \frac{\mu_e^2}{\mu_p^2} \approx \frac{m_e^2}{m_p^2} < 10^{-6}. \]

Hence, to achieve \( \sigma_e > \sigma_p \) it is necessary for DM to couple much more strongly to electrons than to nucleons.

A conceivable solution might be to consider a leptophilic vector mediator with no tree-level couplings to quarks, but even the couplings induced at the one-loop level [100, 101] would spoil the desired hierarchy. For a leptophilic scalar mediator, on the other hand, DM-quark interactions only arise at the two-loop level [102] making it possible to achieve \( \sigma_e > \sigma_p \). A more detailed investigation of the related model-building challenges is beyond the scope of the present work.

We emphasize that the problem is exacerbated for heavier DM masses. Already for \( m_\chi = 10 \) GeV the XENON1T results for DM-nucleus scattering imply \( \sigma_p \lesssim 10^{-44} \) cm\(^2\), which would correspond to an implausibly large DM-electron cross section of \( \sigma_e \sim 10^{-34} \) cm\(^2\). Our set-up therefore clearly favours DM masses close to the threshold for upscattering (\( m_\chi \approx 2 \) GeV). Intriguingly, experimental constraints on \( \sigma_p \) in this mass range are expected to improve considerably in coming years (see e.g. Ref. [103]), such that it may be possible to observe both nuclear and electron recoils originating from inelastic upscattering and downscattering, respectively.

---

\(^4\) We note in passing that it is also possible to fit the XENON1T excess with terrestrial upscattering followed by spontaneous de-excitation in the detector, as in models of luminous DM [55]. For \( \tau \gg 100 \) s we find that the daily modulation is very similar to the case of exothermic downscattering, making it very difficult to distinguish between these two possibilities experimentally.
VI. CONCLUSIONS

Searches for electron recoils originating from the scattering of DM particles are an exciting avenue to extend the sensitivity of direct detection experiments to smaller DM masses. Great advances have been made in recent years both in terms of addressing the technological challenges and in terms of improving the theoretical framework needed for accurate signal predictions. At the same time a wealth of models of light DM have been proposed that allow for a consistent cosmological history and make testable predictions for near-future experiments.

The XENON1T excess in electron recoil events offers an ideal test case to apply these recent developments and identify the viable explanations as well as the required calculational methods. One particularly interesting example is the exothermic downscattering of a sub-dominant population of excited DM states, for which the ionization probability is greatly enhanced and an excellent fit to the observed shape of the excess is obtained. However, the origin of these excited states is often left unspecified and may be difficult to calculate in detail.

In this work we have addressed this question by studying a specific mechanism for producing a small fraction of excited states, namely inelastic upsckattering on nuclei in the Earth. For this purpose, we have extended previous analyses of terrestrial scattering to include the kinematics of inelastic collisions, the decay probability of the excited state and the "traffic jam" effect, which enhances the density of low-velocity particles. We have validated our analytical results using explicit Monte Carlo simulations of the scattering processes.

As the central result, we obtain the density $\rho^*$ and velocity distribution $f^*(v)$ of excited states as a function of the model parameters and the position of the detector on the Earth’s surface. Since this position changes (relative to the DM wind) over the course of each day, the resulting flux of excited states exhibits a characteristic daily modulation, that may be used to identify the origin of the signal and determine the DM mass.

We find that the XENON1T excess can be fitted for a wide range of DM masses, provided the mass splitting $\delta$ is comparable to the typical electron recoil energy. However, the requirement of a sufficiently large fraction of excited states points towards DM masses in the range 1–5 GeV. In this mass range, the modulation fraction is found to be of the order of 10%, which is too small to be detectable with current data but a promising target for future measurements.

Given experimental upper bounds on the DM-proton scattering cross section (in particular if the excited state decays under the emission of a photon), the required DM-electron cross sections are quite large. This finding points towards rather specific underlying models, in which the DM particle couples much more strongly to leptons than to baryons. It will be exciting to explore these implications further, should the XENON1T excess be confirmed by the next generation of experiments.
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Appendix A: Verification of analytic formalism via Monte Carlo simulations

To validate our analytical formalism, we can use Monte Carlo (MC) simulations as an independent approach to this problem. These simulations are powerful tools that can be applied far beyond the single scattering approximation [36, 70] but for our purposes it is sufficient to remain within this assumption to test the analytical results. The concept is fairly simple: First, we draw initial states from the DM distribution in the halo. In doing so, we note a subtlety pointed out in [70] which adds an intermediate step between the initialization of the particle and the scattering event: To ensure spatial homogeneity, we randomly position the particle on a disk of radius $r_E$ perpendicular to the initial velocity. Assuming the latter to point in the $z$ direction, we can therefore write the initial position as

$$\mathbf{r} = r_{\text{ini}} \hat{\mathbf{e}}_z + \sqrt{\xi} r_E (\cos(\phi) \hat{\mathbf{e}}_x + \sin(\phi) \hat{\mathbf{e}}_y) ,$$

where $r_{\text{ini}} > r_E$ is an arbitrary distance and the parameters $\xi$ and $\phi$ are uniformly distributed on $[0, 1]$ and $[0, 2\pi]$, respectively.

The next step is to calculate the particle’s path through the Earth according to its initial position and direction in order to account for the density model of the Earth, c.f. Eq. (24). For a given path we randomly determine the distance that the particle travels before scattering. This distance is distributed as

$$P(d) = \Lambda \exp\left(-\frac{d}{\Lambda}\right) ,$$

with the mean free path $\Lambda = \sum_i (n_i \sigma_i)^{-1}$. Here, $n_i$ and $\sigma_i$ denote the element specific number density and interaction cross section, respectively.\textsuperscript{5} We consider two scenarios:

\textsuperscript{5} Note that in practice, we will consider each element separately and only once we have derived the speed distribution, we sum up all contributions.
1. The particle passes only through the mantle. In this case, we draw a free path from the distribution in Eq. A2 and check if the point of scattering lies within the Earth, in which case we can continue with the simulation.

2. If the particle passes through the core, we check each segment of the path ("mantle-core-mantle") for a scattering event.

Once we have established the point of scattering, we can calculate the outgoing velocity of the particle via the kinematic relation

\[ v = \sqrt{\frac{m_a v^2 - \frac{2 \delta}{m_\chi} m_a (m_a + m_\chi) n + m_\chi v'}{m_a + m_\chi}}. \]  

(A3)

The isotropy of scattering in the center of mass frame is represented by the isotropically distributed unit vector \( n \). Combining the point of exit with the final velocity, we have successfully completed one simulated event. If we are interested in the inclusion of decays as well we can follow a similar approach as for the free path. We can translate the decay time \( \tau \) into an effective mean free path \( \Lambda = v \tau \), taking into account the speed of the particle. Then, we determine the point where the particle decays and select only those particles which survive until they leave the Earth.

In the following, we will outline how to extract the speed distribution from the MC data. Our procedure closely follows Ref. [70], deviating only at one major step. The basic idea is that the remaining symmetry of the initial velocity distribution around the DM wind allows us to sort the simulated particles into bins of \( \cos \gamma \) according to where they leave the Earth after scattering. For a given detector position, the particles in the corresponding bin can be used to infer the reduced flux \( \Phi(v) \) through the surface, where

\[ \Phi(v) = n^* f(v) v \cos \theta \]  

(A4)

with \( \theta \) being the angle between the particle trajectory and the surface and \( n^* \) being the number density of excited states. The reason that the simulation yields the reduced flux rather than the flux itself is that all simulated trajectories are counted equally, irrespective of how long it takes the particle to reach the detector.

Since we want to infer the velocity distribution \( f(v) \) rather than the flux, we need to reweight each event according to Eq. (A4). In this context it is essential to account for the “DM traffic jam” effect [69], i.e. the fact that a loss of velocity leads to an increase in density proportional to \( v'/v \).\(^6\) Hence, the appropriate weighting factor for each particle is given by

\[ w_i = \frac{v_i'}{v_i \cos \theta_i}. \]  

(A5)

Using these weights, the shape of the speed distribution is correctly reproduced.

To obtain also the correct normalization, we need to determine the fraction of excited DM particles. For this purpose we can compare the MC data set to the case of an “empty Earth”, i.e. the absence of scattering events, for which the number of outgoing particles in a given bin of \( \cos \gamma \) can be calculated analytically. Including this normalization factor, we obtain the histogram shown in Fig. 10. We find excellent agreement between the analytical approach and the MC simulation for a wide range of parameter choices, validating the calculations in Sec. III for the single scattering regime. Since the MC simulations are significantly more time-consuming, we use the analytical calculation for our main results.

\(^6\) This effect is negligible for elastic scattering of light DM and was therefore not considered in Ref. [70]. In our case, however, \( v \) can be very different from \( v' \) and the effect leads to a significant enhancement of the contribution from slow particles.
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