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ABSTRACT

Today’s Automatic Speech Recognition systems only rely on acoustic signals and often don’t perform well under noisy conditions. Performing multi-modal speech recognition - processing acoustic speech signals and lip-reading video simultaneously - significantly enhances the performance of such systems, especially in noisy environments. This work presents the design of such an audio-visual system for Automated Speech Recognition, taking memory and computation requirements into account. First, a Long-Short-Term-Memory neural network for acoustic speech recognition is designed. Second, Convolutional Neural Networks are used to model lip-reading features. These are combined with an LSTM network to model temporal dependencies and perform automatic lip-reading on video. Finally, acoustic-speech and visual lip-reading networks are combined to process acoustic and visual features simultaneously. An attention mechanism ensures performance of the model in noisy environments. This system is evaluated on the TCD-TIMIT ‘lip-speaker’ dataset for audio-visual phoneme recognition with clean audio and with additive white noise at an SNR of 0dB. It achieves 75.70% and 58.55% phoneme accuracy respectively, over 14 percentage points better than the state-of-the-art for all noise levels.

Index Terms— Automatic Speech Recognition, Lipreading, Sensor Fusion, Deep Learning, Resource Aware Design

1. INTRODUCTION

Current automatic speech recognitions (ASR) systems perform very well for clean audio but not when noise is present [1], which limits their use in practical situations. On top of that, the best current systems use complex neural networks which require lots of memory and computations, making implementation on embedded systems difficult. For practical embedded applications, resource-efficient systems with high noise tolerance are needed.

To improve the performance under noise, several techniques have been proposed. Some systems estimate the noise envelope from the signal and subtract this from the noisy speech (Spectral Subtraction). 2 achieved 30.1% phoneme accuracy on the TIMIT dataset for 0 dB audio SNR, compared to 65.4% for clean audio. In 3 an algorithm is introduced to detect and compensate for different noise circumstances using a time-varying probability model of the spectra of the clean speech, noise and channel distortion. As an example, their method reduces the Word Error Rate (WER) on the Wall Street Journal dataset from 28.8% to 12.6%, compared to a clean audio WER of 4.9%. These techniques can improve ASR performance but often only under certain circumstances, and their performance still lags significantly behind clean audio performance.

An alternative way of tackling this problem is to use visual information by performing lipreading in addition to possibly noisy acoustic signals, a technique humans use as well. Several authors have proposed automated lip-reading ASR systems. A common approach is to first generate feature vectors from video frames, which are then processed by a Hidden Markov Model (HMM). Lan et al [4] take this approach and compare several feature extraction techniques, such as Active Appearance Modeling (AAM), sieve features, eigenlips and DCT-based techniques. The best system achieves 35% word error rate (WER) on the GRID lipreading dataset.

More recently, Deep Learning methods have been applied for visual ASR. These allow learning directly from raw data and do not require expert knowledge, while showing better performance than hand-crafted feature recognizers. An often used dataset is GRID, even though it is not suited for real-life speech recognition due to its very simple sentence structure and its lack of phoneme labels. In [5] Long-Short-Term-Memory (LSTM) neural networks were used for lipreading, achieving a 20.4% WER on GRID, while Assael et al. [6] use spatio-temporal Convolutional Neural Networks (CNN) and achieved a WER of 4.8%. Chung et al. [7] use a CNN-LSTM architecture for lipreading, achieving a WER of 3.0% on GRID. They also perform audio-visual speech recognition on their own LRS dataset, combining the lipreading CNN-LSTM with an LSTM for audio recognition through an attention network.

This work uses a similar setup, but takes the system’s required resources in terms of necessary operations and memory into account. Furthermore, it analyzes the performance of the audio-visual system under noisy audio conditions. In Section 4 LSTM networks for acoustic only ASR are evaluated on the TIMIT dataset. The section discusses the performance versus resource requirements trade-off in different network architectures. Section 5 discusses CNNs for lipreading, which are then combined with LSTM networks in order to model temporal information [7]. Also here, a solution is optimal when it requires the least amount of resources. In Section 3 acoustic and visual networks using the least resources are combined through an attention network.

2. DATASET AND IMPLEMENTATION DETAILS

Large, varied and well-labeled audio-visual datasets are expensive to create and therefore often non-public (for example [8]). Until recently, the largest public audio-visual dataset was GRID, which uses only very simple sentence structures, making it unsuitable to train for real-life ASR. Chung et al. used video from several BBC programs to generate a large-scale Lip Reading Sentences (LRS) dataset [7] which was not yet released during this work. The LRS dataset only has sentence-level labeling, in contrast to TCD-TIMIT which also contains phoneme-level labels. Though TCD-TIMIT is smaller than LRS, it still contains more data of higher quality than most other public datasets [9]. It contains videos from 59 normal speakers and 3 professional lipspeakers. We evaluate our work on the TCD-TIMIT lipspeaker dataset for acoustic, visual and audio-visual phoneme recognition.
1. A network with $N_L = 2$ bidirectional LSTM layers, $N_h$ LSTM units per sublayer, and one Fully Connected (FC) layer of $N_o$ neurons. At timestep $t_i$, $\vec{x}_{t_i}$ is the input vector and $\vec{h}_{t_i}$ is the network output. Bidirectional layers process the sequence of input vectors $\vec{x}_{t_1}, \ldots, \vec{x}_{t_L}$. The output of the forward and backward layers for each timestep is the next layer’s input sequence.

TCD-TIMIT label files have been created through force-alignment with the P2FA tool [10] and use the reduced phoneme set by Lee and Hon [11]. For acoustic speech recognition the TIMIT dataset is used as well, with the same phoneme set. All networks are trained using backpropagation Adam optimization with Cross-Entropy loss, using an initial learning rate of 0.01 with exponential decay of 0.5. Training is stopped when the validation loss does not decrease for 5 epochs. All networks are implemented in Python, using the Theano [12] and Lasagne [13] frameworks.

### 3. ACoustic PHONEME RECOGNITION

There are several networks that perform well for audio-only speech recognition. Hierarchical convolutional deep maxout networks [14] currently hold the state-of-the-art on the TIMIT dataset (83.5% phoneme accuracy). Graves et al. achieved 82.3% using Deep Bidirectional LSTM networks (DBLSTM) with Connectionist Temporal Classification (CTC) [15]. This paper also uses DBLSTM networks as they are relatively simple. Instead of applying CTC with beam search to find the most probable phoneme sequence, the force-aligned label files provided in the TCD-TIMIT dataset are used. For each time interval specified in the label file, the top phoneme prediction at the audio frame corresponding to the middle of that interval is selected. As there is no extra decoding step, training is faster and this allows for more direct comparison of network performance.

Deep neural networks are state-of-the-art, but the most accurate require up to hundreds of MB of storage and billions of operations per evaluation. This is too costly for embedded systems, hence this resource-accuracy trade-off should be well considered. Each weight in an Recurrent Neural Network (RNN) requires one Multiply-Accumulate (MAC) operation, or two floating point operations (FLOP), for the processing of each audio frame.

The audio is converted to 12 mel-frequency cepstral coefficients (MFCCs) plus the energy, with first and second derivatives, resulting in a frame of 39 features for each ‘timestep’ of 10 ms of audio. These

| $N_h$ | $N_L=1$ | $N_L=2$ | $N_L=3$ | $N_L=4$ |
|-------|---------|---------|---------|---------|
| 8     | 78.76   | 79.98   | 79.90   | 78.66   |
| 32    | 78.76   | 79.98   | 79.90   | 78.66   |
| 64    | 78.76   | 79.98   | 79.90   | 78.66   |
| 128   | 78.76   | 79.98   | 79.90   | 78.66   |
| 256   | 78.76   | 79.98   | 79.90   | 78.66   |
| 512   | 78.76   | 79.98   | 79.90   | 78.66   |
| 1024  | 78.76   | 79.98   | 79.90   | 78.66   |

Table 1. TIMIT Acoustic Phoneme accuracy with DBLSTMs. $N_L$ is the number of layers and $N_h$ the number of LSTM units per layer.
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are normalized using mean and variance of the training set.

RNNs process a stream of inputs, using internal states as a memory to model time dependencies. At each timestep, a vector of input features is processed and the internal states of the neurons are updated. In LSTMs the neurons are replaced by LSTM units, improving performance for long time-sequences [16]. In a bidirectional network each layer consists of two recurrent layers. The input stream is split in sequences of length $L$, the number of timesteps in an input sentence, and two recurrent layers processes this sequence in opposite directions. This allows the network to use both past and future information for its predictions, improving performance. The outputs of both layers are summed for each timestep, and passed on to subsequent layers. Fig. 1 shows the network architecture of a deep bidirectional LSTM network. As each layer is now replaced by two sublayers the number of neurons and weights in the network doubles. However, performance increases significantly as well [15]. After all recurrent layers, one feed-forward layer performs classification.

All tested network are bidirectional and the number of LSTM units across layers is kept equal, so each network is fully defined by the number of layers $N_L$ and the number of LSTM units per layer $N_h$. For simplicity, $N_h$ denotes the number of neurons in the forward LSTM layer only. All tested networks are first trained using the TIMIT dataset for comparison with other authors. Then they are retrained on the TCD-TIMIT dataset and their performance is compared with TCD-TIMIT baseline results [9].

Table 1 shows an overview of the phoneme recognition performance of several network architectures on TIMIT, while Fig. 2 shows the trade-off between this computational complexity and performance when the number of number of units per layer $N_h$ and the number of layers $N_L$ are varied. The network with $N_L=2$ and $N_h=256$ offers high performance (80.98% accuracy) at limited cost and is selected for use in the final audio-visual network (Section 5). The $N_L=3$, $N_h=512$ network achieves slightly higher performance (82.04%) but requires six times more computations and memory.
82.3% was achieved, so this is a competitive result. The baseline on TCD-TIMIT is 65.46%, while our highest result is 67.03% with \( N_L=3 \) and \( N_h=512 \). Fig. 3 shows the performance degradation of this network when white noise is added to the audio. Performance degrades to 22.23% for TIMIT and 20.10% for TCD-TIMIT. This confirms the need for a noise-robust audio-visual ASR solution.

### 4. VISUAL PHONEME RECOGNITION

Visual ASR systems often uses visemes as class labels instead of phonemes. Visemes are visually indistinguishable features, and several phonemes can map to a single viseme. Several phoneme-to-viseme mappings have been proposed, but it is unclear whether using such a mapping is useful at all. In [17] it was found that a word-level lipreading system using phoneme-based DNN-HMMs can perform better than a viseme-based system. Therefore this work uses phonemes as class labels. The inputs are greyscale 120x120 pixel images of the speakers’ mouth area. For faster training, only the image frames corresponding to the middle of each phoneme interval in the force-aligned label file are processed.

As Convolutional Neural Networks (CNNs) have shown very good performance on many image recognition tasks, three different CNN architectures are compared: first a simple CNN architecture 'CNN\_chung' [7], second a CNN with 13 layers 'VGG\_13' based on VGG16 [18], and third a residual neural network with 50 layers 'ResNet50' [19]. The VGG13 network removes the last convolutional-pooling stage from VGG16 to retain a sufficient number of features in the CNN output. Table 2 shows the results, together with the necessary resources. Performance of the three CNNs is relatively close. Memory and computational cost are highest for VGG\_13, followed by ResNet\_50, and lowest for CNN\_chung, which offers decent performance at low FLOP and memory requirements.

For speech recognition using temporal information is important, which can be achieved by adding bidirectional LSTM layers to the CNN network. The CNN output features can be directly fed to the LSTM layers (CNN-LSTM) or a Fully Connected (FC) layer can be added in between (CNN-FC-LSTM). Fig. 4 shows the CNN-FC-LSTM architecture while Fig. 5 compares the performance of the two architectures for several LSTM networks. The FC layer between CNN and LSTM has 39 neurons with softmax nonlinearity, so its outputs could also be interpreted as phoneme probabilities.

An overview of the performance of our networks is shown in Table 2. Adding LSTM layer improves performance dramatically, achieving best performance for \( N_L=2 \) and \( N_h=256 \). Replacing CNN\_chung by a residual network with 50 layers slightly improved performance (49.05% compared to 48.65%), at the cost of higher memory requirements. Without the FC layer between CNN and LSTM performance (49.05% compared to 48.65%), at the cost of higher memory requirements.
5. AUDIO-VISUAL PHONEME RECOGNITION

Acoustic and visual networks can be combined by feeding their concatenated outputs at each timestep, as input to the fully connected classification layers. Three layers of 512 neurons each are used. Section 3 showed that for the acoustic network, an LSTM network with 2 layers and 256 LSTM units per layer performed well at fairly low memory and computation requirements, so this architecture is used for the acoustic model and after CNN memory and computation requirements, so this architecture is used for the acoustic model and after CNN layers. Three layers of 512 neurons each are used. Sec-

catenated outputs at each timestep, as input to the fully connected

Acoustic and visual networks can be combined by feeding their concatenated outputs at each timestep, as input to the fully connected classification layers. Three layers of 512 neurons each are used. Section 3 showed that for the acoustic network, an LSTM network with 2 layers and 256 LSTM units per layer performed well at fairly low memory and computation requirements, so this architecture is used for the acoustic model and after CNN in the visual network. The acoustic and visual networks are first trained separately, then the combined network is built using the pretrained weights, and the entire network is trained with backpropagation.

Fig. 6 shows the performance of acoustic and visual networks, of the audio-visual network with and without attention, and of the TCD-TIMIT audio-visual baseline. To our knowledge, this baseline is currently the state-of-the-art (SotA) for audio-visual phoneme recognition on the TCD-TIMIT lipspeaker dataset. Fig. 7 shows the full final network architecture with an added attention mechanism. Without attention, the audio-visual feature vector directly goes to the FC network. Without attention, the audio-visual network achieves 76.19% for clean audio and 42.03% for 0dB audio SNR. This is significantly better than either acoustic or visual networks for clean audio. However, performance is worse than for the visual-only network. This is because the fully connected layers attribute a fixed relative importance to acoustic and visual features so the network cannot adapt to changes in audio quality. Intuitively, when audio quality is low visual features should be valued higher, while acoustic features should be valued higher when audio quality is high.

An attention system can intelligently combine the audio and visual features, by estimating how much each subnetwork is of its predictions and varying the relative weights of the features correspondingly. This attention network (AN) can be implemented as a feed-forward network as shown in Fig. 7, where the inputs are the outputs of the acoustic and visual networks. The AN consists of three layers of 512 neurons each. The AN is first trained with clean audio, then retrained with varying levels of additive white noise to enable the AN to learn the optimal relative audio-visual weighting in each noise condition.

Table 4 illustrates that at 0dB audio SNR, the audio-visual network with attention performs much better than without attention. It is also better than visual-only networks and audio-only networks at any noise level. Fig. 6 shows the performance for different noise levels. The audio-visual network with attention achieves 14% absolute improvement over the TCD-TIMIT audio-visual baseline across all noise levels. Table 3 compares the best solutions in terms of performance and resource requirements. The baseline resource costs are not given in [9], but model size is estimated from [21]. The results show that combining acoustic and visual data significantly improves ASR performance, particularly in noisy conditions. The attention mechanism is crucial to achieve high performance across noise levels.

6. CONCLUSION

This work discusses the resource-aware design of a noise-resistant audio-visual phoneme recognition system achieving state-of-the-art results on the TCD-TIMIT lipspeaker dataset. For each of the building blocks of this audio-visual system, the trade-off between performance and required resources is analyzed.

First, LSTM-based audio networks are shown to perform well. On TCD-TIMIT the highest achieved performance is 67.03% phoneme accuracy, compared to the baseline performance of 65.47%.

Second, CNN-based neural networks are evaluated for lipreading. CNN-LSTM architectures perform much better than CNN-only networks, achieving 68.46% viseme accuracy compared to 56.31% respectively. The TCD-TIMIT baseline architecture achieves 57.85% viseme accuracy, which is over 10 percentage points less. On phonemes, highest accuracy is 42.55% using a CNN-only network and 51.02% for a CNN-LSTM network.

Finally, acoustic and visual networks are combined through an attention mechanism to increase recognition performance in noisy conditions. This audio-visual network achieves 75.70% phoneme accuracy for clean audio and 58.55% at 0dB audio SNR, which is an up to 16% absolute improvement on the audio-visual TCD-TIMIT baseline that achieves 59% and 44% respectively. The best system requires a larger budget than the baseline HMM-based system at 30-10 FLOPS and 137.4 MB of model storage, but the performance is significantly higher both for clean and noisy audio.
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