A reformulation of time-dependent Kohn-Sham theory in terms of the second time derivative of the density
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The Kohn-Sham approach to time-dependent density-functional theory (TDDFT) can be formulated, in principle exactly, by invoking the force-balance equation for the density, which leads to an explicit expression for the exchange-correlation potential as an implicit density functional. It is shown that this suggests a reformulation of TDDFT in terms of the second time derivative of the density, rather than the density itself. The result is a time-local Kohn-Sham scheme of second order in time whose causal structure is more transparent than that of the usual Kohn-Sham formalism. The scheme can be used to construct new approximations at the exchange-only level and beyond, and it offers a straightforward definition of the exact adiabatic approximation.

I. INTRODUCTION

Over the last decades, time-dependent density-functional theory (TDDFT) has become the method of choice for calculating dynamical properties of electronic many-body systems. The basic theorem of TDDFT due to Runge and Gross (RG) establishes the one-to-one correspondence between time-dependent densities and one-body potentials, for given initial states. Thus, in spite of some subtle open questions regarding the existence and uniqueness of the density-potential mapping, TDDFT represents a complete and formally exact reformulation of the quantum mechanical many-body problem, whose central quantity is the electronic density $n(r, t)$.

The many-body Schrödinger equation is a conceptually straightforward initial value problem: start with an initial many-body state and propagate it forward under the influence of a given time-dependent external potential. However, the complexity of the wave function increases exponentially with the number of particles. Using the density as basic variable is therefore a very attractive idea, recognizing that the many-body wave function is not necessary to describe the properties of interacting electrons. In this paper, we closely examine this idea and its implications, and then offer a new perspective.

We first ask the following question: TDDFT tells us that all observables can be expressed as functionals of the density, but what do these functionals actually look like? At the formally exact level, a density functional can be represented as a procedure, where the many-body wave function is “hidden” as an internal variable. As a consequence, a density functional at a given time $t$ contains a memory which goes back all the way to the initial time. This affects the nature of the initial value problem in TDDFT in a profound manner.

In the seminal work by van Leeuwen, an explicit link between the Kohn-Sham (KS) and the many-body system was established using an equation of motion for the density, often referred to as the force-balance equation. This formalism has been used as the basis for fixed-point proofs to demonstrate the causality of the time-dependent KS approach and to study the density-potential mapping and for constructing approximations.

We use the force-balance equation to formulate a closed prescription for the time propagation of the exact KS-TDDFT scheme, which is written in the form of an initial value problem that is nonlocal in time, accounting for the inherent memory effects. From this, we arrive at the central insight in this paper: by using the second time derivative of the density, $\ddot{n}(r, t)$ as basic variable instead of $n(r, t)$, we can formulate an alternative KS scheme that is effectively local in time, i.e., the propagation at time $t$ is entirely determined by (many-body) objects evaluated at the same time $t$. We refer to this alternative scheme as KS-TDFT.

KS-TDFT still includes all the complexities of the many-body problem. However, it represents a time-local initial value problem, which has conceptual and, possibly, practical advantages. In addition to discussing the formally exact framework of KS-TDFT, we show that it is consistent with and can be reduced to standard KS theory. We also show that it yields the known exchange-only approximation of TDDFT in the appropriate limit, and that it provides fresh insight into the definition and meaning of the adiabatic approximation.

The paper is organized as follows. In Section II we characterize density functionals as maps connecting the density to any given observable. In Section III standard KS-TDFT is formulated using the force-balance equation. We then make the transition to KS-TDFT in Section IV and show that it can be realized in several variants. In Section V we discuss two approximations: exact exchange and beyond, and the adiabatic approxi-
mation. Conclusions are drawn in Section VI while several appendices provide further technical details.

The following notation is used throughout the paper. Italicized letters (f) are used for functions, a hat ( ̂f ) denotes operators acting on the Hilbert space of physical states, and calligraphic letters (F) are used for functionals (i.e., maps between functions and/or quantum states). This expresses the fact that a certain observable, say O(r, t), can be calculated either in the standard quantum mechanical way, O(r, t) = ⟨O⟩, or the density-functional way, O(r, t) = O[Ψ]. Furthermore, we distinguish between the value of a function at a specific point in (space)time [e.g., n(r, t), v_{\text{ext}}(r, t), Ψ(t)] and the set of all the values over its domain {t_0 ≤ t < ∞, r ∈ ℝ^3}, denoted by the object without argument (n, v_{\text{ext}}, Ψ).

In the following we will ignore the electronic spin. When explicitly referring to initial times O, we will assume that t_0 = 0. Atomic units (ℏ = c = m = 4πℏ_0 = 1) will be used throughout this paper.

II. CHARACTERIZING TIME-DEPENDENT DENSITY FUNCTIONALS

We begin by formulating the time-dependent density functional for the generic observable O(t), that is to say, a set of equations that completely characterizes the map

$$O: (Ψ_0, n) \rightarrow O.$$  

Let us start from the Schrödinger equation, i.e., the initial value problem

$$\begin{cases} i\partial_t Ψ(t) = \left(\hat{T} + \hat{W} + \int dr v_{\text{ext}}(r, t)\hat{n}(r)\right)Ψ(t) \\ Ψ(0) = Ψ_0, \end{cases}$$  

where $\hat{T}$, $\hat{W}$, and $\hat{n}$ are the operators of kinetic energy, interaction and density, respectively. This constitutes the definition of the functional $(Ψ_0, v_{\text{ext}}) \rightarrow Ψ$: given the initial state and the external potential at all times, the set completely identifies the wave function $Ψ(t)$ at all times. One can then define the potential-functional of any observable via $O = ⟨\hat{O}⟩$ as follows:

$$\begin{cases} O(r, t) = ⟨ψ(t) | \hat{O}(r) | ψ(t)⟩ \\ i\partial_t ψ(t) = \left(\hat{T} + \hat{W} + \int dr v_{\text{ext}}(r, t)\hat{n}(r)\right)ψ(t) \\ ψ(0) = Ψ_0 \end{cases}$$

in which $ψ(t)$ denotes an internal variable, as $O(r, t)$ is considered the sole output of the functional. In the end, $ψ(t)$ is still equal to the many-body wave function $Ψ(t)$, which is the output of the functional, but now it is hidden within the functional.

The mapping $(Ψ_0, v_{\text{ext}}) \rightarrow O$ is causal: the set shows that $O(r, t)$ only depends on $v_{\text{ext}}(0 ≤ t' < t)$ and, of course, the initial state $Ψ_0$. In other words, to calculate the observable at time $t$ one only needs to know the external potential in the past up until $t$, not in the present nor in the future. It is important to note that the map itself only features $v_{\text{ext}}$ and $ψ$ at time $t$, and that this completely encodes the information of $v_{\text{ext}}$ at all previous times. More precisely, to propagate $O(r, t)$ we do not need to always use all of $v_{\text{ext}}(0 ≤ t' ≤ t)$, but just $ψ(t)$ and $v_{\text{ext}}(t)$ as we go along. All the memory of the functional is carried within the wave function at time $t$; the implementation is thus time-local.

The RG theorem allows us to turn the potential-functional into a density-functional:

$$\begin{cases} O(r, t) = ⟨ψ(t) | \hat{O}(r) | ψ(t)⟩ \\ i\partial_t ψ(t) = \left(\hat{T} + \hat{W} + \int dr v(r, t)\hat{n}(r)\right)ψ(t) \\ ψ(0) = Ψ_0 \end{cases}$$

(4)

Here, the input is the density $n$ and the initial state $Ψ_0$, the output is the observable $O$, and $ψ$ and $v$ are internal variables. The RG theorem guarantees that, once a certain density is plugged in, there is only one $v$ that satisfies the system of equations, namely the $v_{\text{ext}}$ that gives rise the that very density. In other words, the map can now be recast as

$$(Ψ_0, n) \rightarrow (Ψ_0, v) \rightarrow ψ \rightarrow O.$$  

(5)

While this provides a comprehensive formal definition of the time-dependent density functional associated with a given observable, it is not very useful for practical purposes: to evaluate for an actual situation one must not only be able to solve the Schrödinger initial value problem, but also to find the adequate $v$ that gives rise to the given $n$, for instance, via a guess-and-check algorithm.

For an alternative, more convenient definition, let us focus on the input of the functional. For sufficiently smooth densities (as required by the RG theorem), the information about $n$ is completely encoded by

$$\begin{cases} n(r, 0) \\ \partial_t n(r, 0) \\ \partial_t^2 n(r, t). \end{cases}$$

(6)

The second time-derivative of the density, and the associated initial conditions, can then be obtained as follows:

$$\begin{cases} n(r, 0) = ⟨Ψ_0 | \hat{n}(r) | Ψ_0⟩ \\ \partial_t n(r, 0) = −⟨Ψ_0 | ∇ \cdot \hat{j}(r) | Ψ_0⟩ \\ \partial_t^2 n(r, t) = ∇ \cdot (⟨ψ(t) | \hat{n}(r) | ψ(t)⟩ \nabla v(r, t)) + ⟨ψ(t) | \hat{q}(r) | ψ(t)⟩, \end{cases}$$

(7)

where $\hat{q}(r) = [T + \hat{W}, [T, \hat{n}(r)]] = \partial_r \hat{T}_{ρρ}(r) + \partial_r \hat{W}_ρ(r)$, featuring the operators of the momentum-stress tensor $\hat{T}_{ρρ}(r)$ and the divergence of the interaction-stress tensor $\hat{W}_ρ(r)$.
From the perspective of the functional \([4]\), the first two equations in \([7]\) are redundant, for both \(n\) and \(\Psi_0\) are given and trivially satisfy those equations, as long as a physical density is plugged in. As a consequence of the RG theorem, the density-potential map

\[
(\Psi_0, n) \leftrightarrow (\Psi_0, v_{\text{ext}})
\]

thus implies an alternative map of the form

\[
(\Psi_0, \dot{n}) \leftrightarrow (\Psi_0, v_{\text{ext}}),
\]

where \(\dot{n}\) denotes the set \(\{\partial^2 n(r, t \geq 0)\}\). This has important implications for our definition of the density functional: by rewriting the set \([4]\) as

\[
\begin{cases}
O(r, t) = \langle \psi(t) | \hat{O}(r) | \psi(t) \rangle \\
i \partial_t \psi(t) = \left( \hat{T} + \hat{W} + \int dr \ v(r, t) \hat{n}(r) \right) \psi(t) \\
\psi(0) = \Psi_0 \\
\partial_t^2 n(r, t) = \nabla \cdot \left( \langle \psi(t) | \hat{n}(r) | \psi(t) \rangle \nabla v(r, t) \right) + \langle \psi(t) | \hat{q}(r) | \psi(t) \rangle \\
gauge condition on \(v(r, t)\),
\end{cases}
\]

we can now use the last group of equations to write \(v\) at a given time \(t\) in terms of \(\dot{n}\) and \(\psi\) at the same time \(t\). We denote this by

\[
v(r, t) = V_r [\dot{n}(t) - \langle \hat{q}(t) \rangle, \langle \dot{n}(t) \rangle],
\]

where the subscript \(r\) reminds us that the operator acts only on the coordinates and not on the time variable, and expectation values are taken with respect to \(\psi(t)\). Existence and computation of the operator \(V\) are discussed in Appendix 1. Equation \(11\) then allows us to rewrite the set \(10\) in the following manner:

\[
\begin{cases}
O(r, t) = \langle \psi(t) | \hat{O}(r) | \psi(t) \rangle \\
i \partial_t \psi(t) = \left( \hat{T} + \hat{W} + \int dr \ V_{r}[\dot{n}(t) - \langle \hat{q}(t) \rangle, \langle \dot{n}(t) \rangle] \right) \psi(t) \\
\psi(0) = \Psi_0.
\end{cases}
\]

This system represents a complete characterization of the map \(1\), alternative to \(4\). On one hand, the time-dependent many-body Schrödinger equation has turned into a different problem, in which the external potential is replaced by a many-body object with a complex internal structure; on the other hand, we no longer need an inversion algorithm to find the \(v\) that determines \(n\) (which, importantly, involves times prior to \(t\)). As a consequence of this, we have arrived at a time-local initial value problem: all quantities appearing on the right-hand side of the Schrödinger equation in \(12\) only depend on the time \(t\) at which the derivative at the left-hand side is calculated—provided, however, that we look at \(\dot{n}(r, t)\) as a given object (i.e., the input into the functional), rather than the actual second time derivative of the density (i.e., an object to be determined).

The above rewriting also clarifies the causal structure of the mapping, for it shows that \(O(r, t)\) depends only on \(\{\dot{n}(0 \leq t' < t)\}\). As before [see the remarks after Eq. \(2\)], to actually calculate \(O(r, t)\) we do not need to keep track of all past values of \(\dot{n}\) as we go along, but \(\psi(t)\) and \(\dot{n}(t)\) at time \(t\) are sufficient. Recasting the problem in the form of Eq. \(12\) therefore suggests that adopting \(\dot{n}(r, t)\) as fundamental quantity simplifies the structure of the theory. In the following we shall take further advantage of this idea.

### III. KS-TDDFT

In Sec. \(II\) we formally defined a given observable as a functional of \(\dot{n}\). Now we want to apply the same idea to the KS approach, in an operational sense. The goal is to obtain a closed set of equations that completely identifies the dynamics of the system (see the left panel of Fig. \(1\)).

We start from the noninteracting initial-value problem

\[
\begin{cases}
i \partial_t \Phi(t) = \left( \hat{T} + \int dr \ v_S(r, t) \hat{n}(r) \right) \Phi(t) \\
\Phi(0) = \Phi_0.
\end{cases}
\]

If the initial state \(\Phi_0\) is such that

\[
\begin{cases}
\langle \Phi_0 | \dot{n} | \Phi_0 \rangle = \langle \Psi_0 | \dot{n} | \Psi_0 \rangle \\
\langle \Phi_0 | \nabla \cdot \hat{j} | \Phi_0 \rangle = \langle \Psi_0 | \nabla \cdot \hat{j} | \Psi_0 \rangle
\end{cases}
\]

and the potential is written as

\[
v_S(r, t) = v_{\text{ext}}(r, t) + v_{\text{Hxc}}(r, t)
\]

with the Hartree-exchange-correlation (Hxc) potential \(v_{\text{Hxc}}(r, t)\) following from

\[
\nabla \cdot \left( n(t) \nabla v_{\text{Hxc}}(r, t) \right) = q(t) - p(t),
\]

where \(q(t) = \langle \hat{q}(t) | \hat{q}(r) | \Psi(t) \rangle\), \(p(t) = \langle \hat{p}(t) | \hat{p}(r) | \Phi(t) \rangle\), and \(\hat{p}(r)\) is the noninteracting version of the operator \(\hat{q}(r)\), then the density of the KS system, \(n(t) = \langle \hat{n}(r) | \hat{n}(r) | \Phi(t) \rangle\), matches the many-body density. This is explicitly demonstrated in Appendix 2.

Just like for \(v\) in \(10\), if we add a gauge condition we can formally solve Eq. \(16\) as

\[
v_{\text{Hxc}}(r, t) = V_r [q(t) - p(t), n(t)].
\]

Equation \(17\) defines \(v_{\text{Hxc}}(r, t)\) as a functional of the KS and the many-body wave functions. To transform it into a density functional, we must write all expectation values in \(16\) as density functionals. Following Sec. \(II\) [see Eq. \(4\)], the density-functional form of \(q(r, t)\) is given by the
set of equations
\[
\begin{align*}
q(r, t) &= \langle \psi(t) | \dot{q}(r) | \psi(t) \rangle \\
\imath \partial_t \psi(t) &= \left( \hat{T} + \hat{W} + \int d\mathbf{r} \, v(r, t) \hat{n}(r) \right) \psi(t) \\
\psi(0) &= \Psi_0 \\
n(r, t) &= \langle \psi(t) | \hat{n}(r) | \psi(t) \rangle
\end{align*}
\] (18)

Similarly, for the quantity \( p(r, t) \) we have
\[
\begin{align*}
p(r, t) &= \langle \phi(t) | \dot{p}(r) | \phi(t) \rangle \\
\imath \partial_t \phi(t) &= \left( \hat{T} + \int d\mathbf{r} \, w(r, t) \hat{n}(r) \right) \phi(t) \\
\phi(0) &= \Phi_0 \\
n(r, t) &= \langle \phi(t) | \hat{n}(r) | \phi(t) \rangle
\end{align*}
\] (19)

where \( \phi(t) \) and \( w(r, t) \) are internal variables.

To close the circle, we need to connect the density appearing as input of the functionals with the KS orbitals. However, using the expression \( n(r, t) = \langle \Phi(t) | \hat{n}(r) | \Phi(t) \rangle \) is not completely straightforward, as discussed in Ref. \[11\] if implemented on a discrete time grid, the first nontrivial step, \( t = \Delta t \), is consistently carried out only if the density functionals are fed with \( \hat{n} \) constructed via the continuity equation, namely \( \dot{n}(r, \Delta t) = - \langle \Delta t \rangle_{\Phi} \nabla \cdot \mathbf{j} | \Phi(\Delta t) \rangle \). This result can be generalized to all subsequent time steps, and we can write
\[
\dot{n}(r, t) = - \langle \Phi(t) | \nabla \cdot \mathbf{j} | \Phi(t) \rangle.
\] (20)

In summary, Eqs. \[13\]–\[20\] form a closed set that completely determines the evolution of the KS system. This set involves the propagation of the many-body wave function, hidden in one of the two density functionals needed to build \( v_{\text{Hxc}} \), so from a practical point of view it is not more convenient than the original formulation of the problem. Moreover, constructing \( q(r, t) \) and \( p(r, t) \) as functionals of the density requires the construction of \( v \) and \( w \), respectively, which makes the initial value problem nonlocal in time. Indeed, the very fact that KS-TDDFT can be consistently propagated in time is far from obvious: it requires careful analysis\[11\] to demonstrate that the system is causal, i.e., it does not require knowledge of the many-body density ahead of time.

**IV. KS-TDDFT**

Now let us go back to the idea of building a theory for \( \dot{n} \), rather than \( n \). Suppose that, in analogy with the standard KS approach, we want to get \( \dot{n} \) from a fictitious, noninteracting system. However, taking
\[
\dot{n}(r, t) = \partial_t^2 \langle \Phi(t) | \hat{n} | \Phi(t) \rangle
\] (21)
as input into the Hxc functional would not work: the system becomes non-predictive in the sense that it has an infinity of solutions. The reason is that the KS equation, being a first-order initial value problem, has one initial condition; but Eq. \[21\] involves second-order time derivatives, resulting in an under-determined problem.

A well-defined, time-local initial value problem is obtained as follows. First, we raise the order of the KS equation by transforming the first-order initial-value problem...
(22)

which ensures that all explicit time-derivatives are at most of first order (see right panel of Fig. 7).

Consider the first step in more detail. Simple time differentiation leads to

\[
\begin{align*}
\dot{\Phi}(t) &= \left( \ddot{T} + \int \text{d}r \ v_{\text{ext}}(r, t) \dot{n}(r) \right) \Phi(t) + \\
&+ \int \text{d}r \ \dot{v}_{\text{Hxc}}(r, t) \dot{n}(r) \Phi(t) \\
\Phi(0) &= \Phi_0.
\end{align*}
\]

Next, information about \( v_{\text{ext}}(r, t) \) needs to be fed into the system. Recall that in the first-order problem the information about the external potential is passed to the KS system by writing \( v_{\text{ext}}(r, t) = v_{\text{ext}}(r, t) + v_{\text{Hxc}}(r, t) \) and density-functionalizing the Hxc part. Now, if we write the second equation of (23) as

\[
i \dot{\Phi}(0) = \left( \ddot{T} + \int \text{d}r \ (v_{\text{ext}}(r, 0) + v_{\text{Hxc}}(r, 0)) \dot{n}(r) \right) \Phi_0,
\]

where \( v_{\text{Hxc}}(r, 0) \) is given by (16) at \( t = 0 \), the system knows about \( v_{\text{ext}}(r, 0) \) and then we only need to provide information about \( v_{\text{ext}}(r, t) \). This is achieved by writing the first equation of (23) as

\[
i \dot{\Phi}(t) = \left( \ddot{T} + \int \text{d}r \ v_1(r, t) \dot{n}(r) \right) \Phi(t)
+ \int \text{d}r \ (\dot{v}_{\text{ext}}(r, t) + v_2(r, t)) \dot{n}(r) \Phi(t)
\]

and density-functionalizing \( v_1(r, t) \) and \( v_2(r, t) \). We proceed along similar lines as in Sec. 11 ensuring that the KS \( \dot{n} \) matches the many-body \( \dot{n} \). In detail:

\[
\begin{align*}
v_1(r, t) &= v(r, t) + V_{\text{r}}[\dot{q}(t) - p(t), n(t)] \\
v_2(r, t) &= V_{\text{r}}[\dot{q}_1(t) + v(t)q_2(t) - p_1(t) - v(t)p_2(t) + \\
&- \nabla \cdot \left( - \nabla \cdot j(r, t) \nabla V_{\text{r}}[\dot{q}(t) - p(t), n(t)] \right) n(t)
\end{align*}
\]

with

\[
\begin{align*}
v(r, t) &= V_{\text{r}}[\dot{q}(t) - q(t), n(t)] \\
q(t) &= \{ \psi(t), \dot{q}(r) \} |\psi(t)\} \\
p(t) &= \{ \phi(t), \dot{p}(r) \} |\phi(t)\} \\
n(t) &= \{ \phi(t), \dot{n}(r) \} |\phi(t)\}
\end{align*}
\]

\[
\begin{align*}
q_1(r, t) &= \{ \psi(t), \dot{T} + W, \dot{q}(r) \} |\psi(t)\} \\
q_2(r, t) &= \{ \psi(t), \dot{n}, \dot{q}(r) \} |\psi(t)\} \\
p_1(r, t) &= \{ \phi(t), \dot{T}, \dot{p}(r) \} |\phi(t)\} \\
p_2(r, t) &= \{ \phi(t), \dot{n}, \dot{p}(r) \} |\phi(t)\} \\
\nabla \cdot j(r, t) &= - \{ \phi(t), \dot{T}, \dot{n}, \phi(t) \} |\phi(t)\} \\
\end{align*}
\]

and

\[
\begin{align*}
i \partial_t \psi(t) &= \left( \ddot{T} + W + \int \text{d}r \ V_{\text{r}}[\dot{u}(t) - q(t), n(t)] \dot{n}(r) \right) \psi(t) \\
\psi(0) &= \Psi_0 \\
i \partial_t \phi(t) &= \left( \ddot{T} + \int \text{d}r \ V_{\text{r}}[\dot{u}(t) - p(t), n(t)] \dot{n}(r) \right) \phi(t) \\
\phi(0) &= \Phi_0.
\end{align*}
\]

Notice that now \( \dot{n} \) is the sole input variable, while \( n \) is treated as an internal variable. This set of equations completely defines the functionals required by TDDFT. Our realization of the functionals entails the propagation of two wave functions, a many-body \( \psi \) and a single-particle \( \phi \), which store the memory of the functional about past values of \( \dot{n} \). This yields the potentials “on the fly” during the propagation of the equations of motion. In other words, to propagate \( v_1(t) \) and \( v_2(t) \) the functional only uses \( \psi(t) \) and \( \phi(t) \) at time \( t \), which encodes the values \( \{ \dot{n}(0 \leq t' < t) \} \). Thus, by propagating two auxiliary wave functions alongside the KS wave function \( \Phi(t) \), the functional technically becomes local in time while still retaining its memory of past densities.

A central task of the constituting set of equations is to make sure that the external potential is appropriately accounted for. It turns out that in doing so we have a choice, which does not affect the exact solution, but may have consequences for approximations. In (26) we have made what we call the minimal choice (m-KS), replacing \( v_{\text{ext}} \) with the internal variable \( v \) everywhere. By contrast, the maximal choice (M-KS) would be to explicitly keep \( v_{\text{ext}} \) in both equations of (26). Mixed choices are possible as well, such as feeding \( v_{\text{ext}} \) to \( v_1 \), but not \( v_2 \) (Mm-KS), or vice versa (mM-KS). These choices are equivalent in the sense that they lead to the same solution of the system. In deriving approximations, however, the particular choice of approach may make a substantial difference.

Carefully distinguishing between these choices allows one to establish the connection between KS-TDDFT and KS-TDDFT: one finds that KS-TDDFT is equivalent to Mm-KS-TDDFT. The two potentials \( v_1 \) and \( v_2 \) then become related via \( v_2(r, t) = \partial_t (v_1(r, t) - v_{\text{ext}}(r, t)) \), reducing the two degrees of freedom to one, the Hxc potential of Eq. (17), which satisfies \( v_{\text{Hxc}}(r, t) = v_1(r, t) - v_{\text{ext}}(r, t) \).

This formal result provides important insight into the nature of KS-TDDFT: it clarifies the way the KS-TDDFT system, when combined with the exact Hxc functional, propagates in time. KS-TDDFT, being a second-order differential problem using \( \dot{n} \) as basic variable, is a time-local and demonstrably causal initial-value problem, and KS-TDDFT inherits this property. Furthermore, we can state more precisely what the “memory” of the Hxc functional actually is, namely the fact that \( v_{\text{Hxc}}(t) \) is uniquely defined by the initial states and the set \( \{ \dot{n}(0 \leq t' < t) \} \).
V. APPROXIMATIONS

The complete set of equations for KS-TDDFT, Eqs. (22, 29), in any of its realizations, can be used as starting point for further developments aimed at simplifying their structure before intervening with approximations. Some simple approximations, however, can readily be applied to the system in its actual form.

A. Exchange-only and beyond

The characterization of density-functionals provided at the end of Section II involves a wave function that comes from a many-body problem which is more complex than the usual Schrödinger equation, involving the inverse Sturm-Liouville operator; likewise for the set of KS-TDDFT equations. More specifically, the set involves the propagation of one many-body state, \( \psi \), and two single-particle states, \( \phi \) and \( \Phi \). The states \( \psi \) or \( \phi \) are used to evaluate the expectation values of certain operators which, in turn, are used to define the potentials \( v_1 \) and \( v_2 \) that enter in the equation of motion for \( \psi \).

The first, simplest approximation is to take all expectation values appearing in this scheme with respect to the KS wave function \( \Phi \), instead of \( \phi \) and \( \psi \). This has the twofold advantage of avoiding to deal with a many-body wave function and to propagate more than one equation of motion. In the case of Mm-KS-TDDFT (the version equivalent to KS-TDDFT), one finds that this reduces to

\[
\nabla \cdot [n(r,t) \nabla v_{\text{HXC}}(r,t)] \approx \langle \Phi(t) | \partial_t \hat{W}_v(r) | \Phi(t) \rangle. \tag{30}
\]

This expression was introduced earlier by Ruggenthaler and Bauer, who called it the local Hartree-exchange-only (LHXO) approximation. Working out the right-hand side of Eq. (30) gives following explicit approximation for the LHXO exchange potential (assuming that the system is not spin polarized):

\[
\nabla v_{\text{LHXO}}(r,t) = -\int dr' |\gamma(r',r,t)|^2 \left( \frac{1}{r-r'} \right), \tag{31}
\]

where \( \gamma(r,r') \) is the KS one-particle reduced density matrix. Equation (31) can be compared with the well-known Slater exchange potential \[ v_{\text{Slater}}^\text{Slater}(r,t) = -\int dr' \frac{|\gamma(r',r,t)|^2}{n(r,t)|r-r'|}. \tag{32} \]

The Slater potential (which is derived in a different way) has been widely studied in the literature, and is known to be a decent approximation to the exact exchange potential. The performance of the LHixo potential, although much less studied, seems to be comparable to that of the Slater potential.

The approximation (30) can be improved in several ways. A systematic approach to constructing more and more accurate approximations is via the Göring-Levy perturbation theory according to which the many-body wave function \( \Psi(t) \) is expanded as

\[
\Psi(t) = \Phi(t) + \Psi^{(1)}(t) + \Psi^{(2)}(t) + \ldots. \tag{33}
\]

This expansion is in orders of a coupling parameter \( \lambda \), whose significance is discussed in Appendix 3. To first order in \( \lambda \), Göring-Levy perturbation theory defines the exact-exchange formulation of TDDFT. We show in Appendix 3 that by replacing \( \psi \) in the Mm-KS-TDDFT scheme with the KS wave function \( \Phi(t) \) plus its first-order correction \( \Psi^{(1)}(t) \), we indeed recover the exact exchange potential of KS-TDDFT.

The flexibility of the formalism of Sec. IV can be exploited for constructing additional approximations at the exchange-only level. In m-KS-TDDFT, the “internal” many-body wave function \( \psi \) appears in several places: \( q_1 \) and \( q_2 \), which in turn enter into \( v_1 \) and \( v_2 \). At each occurrence, \( \psi \) can be approximated by \( \Phi \) or \( \Phi + \Psi^{(1)} \).

Higher orders of the \( \lambda \)-expansion can in principle be used for a systematic treatment of time-dependent correlation, thus extending the KS-TDDFT formalism beyond exact exchange.

B. Adiabatic approximation

The adiabatic approximation plays a central role in TDDFT, at the formal level as well as in practice. We will first discuss the adiabatic approximation in more general terms, and then in the specific context of KS-TDDFT.

The adiabatic theorem states that, for sufficiently slowly varying time-dependent Hamiltonians, a many-body system which at the initial time \( t_0 \) is in an eigenstate of the Hamiltonian at \( t_0 \), will remain, in good approximation, proportional to the instantaneous eigen-state of the nonstationary Hamiltonian. More precisely, if \( \psi(t_0) = \varphi_{\text{gs}}^t \) with \( H(t_0)\varphi_{\text{gs}}^t = E_{\text{gs}}^t \varphi_{\text{gs}}^t \), then for \( t \geq t_0 \) the solution to the time-dependent Schrödinger equation \( i\partial_t \psi(t) = H(t)\psi(t) \) can be approximated as

\[
\psi(t) = e^{i\xi_n(t)} e^{-i E_{\text{gs}}^t \int_{t_0}^t dt' \varphi_{n}^t}, \tag{34}
\]

with \( H(t)\varphi_{n}^t = E_{n}^t \varphi_{n}^t \) and the phase \( \xi_n(t) \) following from \( \partial_t \xi_n(t) = i \langle \varphi_{n}^t | \partial_t \varphi_{n}^t \rangle \).

In the context of TDDFT, the term “adiabatic approximation” requires some clarification. It is most commonly used in situations where the KS time propagation is carried out with an approximate ground-state xc potential, such as the local-density approximation (LDA), evaluated at the time-dependent density at the same time: \( v_{\text{xc}}^{\text{ad,app}}(r,t) = v_{\text{xc}}^{\text{LDA}}[n_{\text{gs}}(r)] n_{\rho}(r,t) \to n(r,t) \),

where \( n_{\text{gs}}(r) \) is a ground-state density. The vast majority of applications of KS-TDDFT are performed in this way.
If the approximate ground-state xc potential \( v_{\text{xc-app}}^{\text{gs}} \) is an explicit density functional, then the adiabatic approximation is straightforward. However, many approximate xc functionals are given in terms of the KS orbitals at time \( t \), such as the Slater potential \( \varepsilon_{\text{Sl}} \) or the KLI potential \( \varepsilon_{\text{KLI}} \). The KS orbitals are implicit density functionals: via the KS equation they carry a memory of past densities. Therefore, the Slater potential is an adiabatic orbital functional, but not an adiabatic density functional.

A procedure to construct adiabatic approximations to explicit orbital functionals was given in Ref. [27] for the case of exact exchange. It consists of two steps, to be carried out at each step of the time propagation: (1) Find a noninteracting system which produces \( n(r,t) \) as its ground-state density. There are many numerical schemes which can do this efficiently [28]. (2) Use the resulting static KS orbitals (and eigenvalues, if needed) to evaluate the xc functionals: via the KS equation they carry a memory of potential.

\[ v_{\text{xc}}(r) = \frac{1}{4\pi} \int d^3 r' \left[ n(r',t) \right], \]

\[ n(r,t) = \frac{1}{4\pi} \int d^3 r' \left[ n(r',t) \right]. \]

Here, \( v_{\text{xc}}(r) \) is the external one-body potential which produces \( n(r,t) \) as the ground-state density in an interacting many-body system. To obtain it explicitly requires inversion of the static many-body Schrödinger equation, which is much harder than inverting the KS equation.

Lastly, the adiabatically exact KS potential is defined as that local potential \( v_{\text{loc}}(r) \) which yields the exact time-dependent density \( n(r,t) \) at time \( t \) as its ground-state density, in a noninteracting system. The adiabatically exact xc potential can be constructed as

\[ v_{\text{xc}}^{\text{loc}}(r,t) = v_{\text{loc}}(r) - v_{\text{ext}}(r) - \int dr' \frac{n(r',t)}{|r - r'|}. \]

Here, \( v_{\text{ext}}(r) \) is the external one-body potential which produces \( n(r,t) \) as the ground-state density in an interacting many-body system. To obtain it explicitly requires inversion of the static many-body Schrödinger equation, which is much harder than inverting the KS equation.

Compared to this, the definition of an adiabatically exact scheme is more straightforward in KS-TDDFT. All we need to do is to replace the full time propagation of the states \( \psi \) and \( \phi \), Eqs. [29], with the instantaneous eigenstate problems

\[ \hat{T} + \hat{W} + \int dr \varphi(\hat{n}(t) - q^{\phi}_{\psi}, n^{\phi}_{\psi}) \psi^t = E^{\phi}_{\psi} \psi^t, \]

\[ \hat{T} + \int dr \varphi(\hat{n}(t) - p^{\phi}_{\psi}, n^{\phi}_{\psi}) \phi^t = E^{\phi}_{\psi} \phi^t, \]

(37)

where \( q^{\phi}_{\psi} = \langle \psi^t | q | \psi^t \rangle \), \( n^{\phi}_{\psi} = \langle \psi^t | \hat{n} | \psi^t \rangle \), \( p^{\phi}_{\psi} = \langle \phi^t | q | \phi^t \rangle \), and \( n^{\phi}_{\phi} = \langle \phi^t | \hat{n} | \phi^t \rangle \). This prescription is compatible with the adiabatic limit of the wave functions, Eq. [34]. Notice, in particular, that the inversion of the many-body Schrödinger equation is avoided, and, when applied to Mm-KS-TDDFT, the corresponding exact adiabatic Hxc potential is obtained as

\[ v_{\text{Hxc}}^{\text{ad}}(r,t) = \varphi(\hat{n}(t) - p^{\phi}_{\psi}, n^{\phi}_{\psi}). \]

(38)

VI. CONCLUSIONS

Our point of departure in this paper was the general statement that in TDDFT the many-body wave func-...
APPENDICES

1. The $V(e)$ operator

In going from Eq. (10) to Eq. (12) we have assumed that the last relation of (10), complemented with a suitable gauge condition, allows us to completely identify $v(r,t)$, given all other functions. Written in a more compact way, Eq. (10) implies

$$\nabla \cdot (f(r,t)\nabla v(r,t)) = g(r,t),$$

(39)

where $f(r,t)$ and $g(r,t)$ are given real functions. The formal solution of this is

$$v(r,t) = V(e)[g(t), f(t)].$$

(40)

As first recognized by van Leeuwen, Eq. (39) requires the inversion of the Sturm-Liouville operator $\nabla \cdot (f(r,t)\nabla \cdot \ldots)$, which is indeed well defined when supplemented with a gauge condition. Unfortunately, for generic $f$ and $g$ there is no explicit expression for this inverse operator, but efficient numerical methods to solve Eq. (39) are available.

Perhaps a more intuitive perspective on Eq. (39) can be gained from the observation that in the case of homogeneous density $|\nabla n(r,t)| = 0$, or, in the notation of Eq. (39), $\nabla f(r,t) = 0$, it has the form of Poisson’s equation, the cornerstone of electrodynamics:

$$\nabla^2 \phi(r,t) = \frac{\rho(r,t)}{\varepsilon},$$

(41)

$\rho(r,t)$ being the charge distribution and $\varepsilon$ the dielectric constant, which has the analytic solution

$$\phi(r,t) = \int dr' \frac{\rho(r',t)}{4\pi \varepsilon |r' - r|}.$$  

(42)
In fact, Eq. (39) can be regarded as Poisson’s equation in an inhomogeneous medium. More specifically, for a dielectric function of the form $\varepsilon(\mathbf{r}, t)$, Poisson’s equation reads

$$\nabla \cdot (\varepsilon(\mathbf{r}, t) \nabla \phi(\mathbf{r}, t)) = -\rho(\mathbf{r}, t),$$

which has the exact form of Eq. (39); also notice that neither $\varepsilon(\mathbf{r}, t)$ nor $n(\mathbf{r}, t)$ can take negative values.

Numerical solution of the inhomogeneous Poisson equation, Eq. (43), and hence of Eq. (39), can be achieved by iteration:

$$v(\mathbf{r}, t) = \int d\mathbf{r}' \frac{1}{4\pi|\mathbf{r}' - \mathbf{r}|} \left( \frac{\hat{n}(\mathbf{r}', t) - q(\mathbf{r}', t)}{n(\mathbf{r}', t)} + \frac{\nabla n(\mathbf{r}', t)}{n(\mathbf{r}', t)} \cdot \nabla v(\mathbf{r}', t) \right),$$

where the function $v$ appears on both sides. If we start iterating by setting $v(\mathbf{r}, t) = 0$ on the right-hand side, the first iteration is exact in the case $\nabla n(\mathbf{r}, t) = 0$, while subsequent iterations contain higher and higher spatial derivatives of the density. In other words, the solution is built around a homogeneous-electron-gas-like approximation by adding terms more and more sensitive to inhomogeneities of the density.

2. Equivalence of many-body and KS densities

For the many-body (MB) system we have

$$\dot{n}_{MB}(\mathbf{r}, t) = \nabla \cdot (n_{MB}(\mathbf{r}, t) \nabla v_{\text{ext}}(\mathbf{r}, t)) + \langle \Psi(t) | \hat{q} | \Psi(t) \rangle,$$

where $n_{MB}(\mathbf{r}, t) = \langle \Psi(t) | \hat{n} | \Psi(t) \rangle$. The corresponding relation for the KS system is given by

$$\dot{n}_{KS}(\mathbf{r}, t) = \nabla \cdot (n_{KS}(\mathbf{r}, t) \nabla v_{\text{KS}}(\mathbf{r}, t)) + \langle \Phi(t) | \hat{q} | \Phi(t) \rangle,$$

where $n_{KS}(\mathbf{r}, t) = \langle \Phi(t) | \hat{n} | \Phi(t) \rangle$. Using Eqs. (15) and (16) we can rewrite the latter as

$$\dot{\hat{n}}_{KS}(\mathbf{r}, t) = \nabla \cdot (n_{KS}(\mathbf{r}, t) \nabla v_{\text{KS}}(\mathbf{r}, t)) + \langle \Phi(t) | \hat{q} | \Phi(t) \rangle.$$

By subtracting Eq. (47) from Eq. (45) and introducing the function $\delta(\mathbf{r}, t) = n_{MB}(\mathbf{r}, t) - n_{KS}(\mathbf{r}, t)$, we obtain

$$\delta(\mathbf{r}, t) = \nabla \cdot (\delta(\mathbf{r}, t) \nabla v_{\text{ext}}(\mathbf{r}, t)).$$

From the initial conditions $\delta(\mathbf{r}, 0) = 0$, $\delta(\mathbf{r}, 0) = 0$. (49)

Together, Eqs. (49) and (48) form a well-defined initial value problem with a unique solution. By direct check one can see that $\delta(\mathbf{r}, t) = 0$ is indeed a solution, and hence $n_{MB}(\mathbf{r}, t) = n_{KS}(\mathbf{r}, t)$.

3. Derivation of exact-exchange TDDFT

We begin with the equation of motion of the density,

$$\dot{n}(\mathbf{r}, t) = \nabla \cdot [n(\mathbf{r}, t) \nabla v(\mathbf{r}, t)] + q(\mathbf{r}, t),$$

see Eq. (7), where

$$q(\mathbf{r}, t) = \langle \Psi(t) | \partial_r \partial_r T_{\mu\nu}(\mathbf{r}) + \partial_r \partial_r W_{\mu}(\mathbf{r}) \Psi(t) \rangle.$$

Written in second-quantized notation, the momentum-stress tensor is

$$\hat{T}_{\mu\nu}(\mathbf{r}) = \frac{1}{2} \sum_{\sigma} \left\{ [\partial_{\sigma} \hat{\psi}_{\mu}^\dagger(\mathbf{r})] \partial_{\sigma} \hat{\psi}_{\nu}(\mathbf{r}) + [\partial_{\sigma} \hat{\psi}_{\nu}^\dagger(\mathbf{r})] \partial_{\sigma} \hat{\psi}_{\mu}(\mathbf{r}) \right\}$$

and the divergence of the interaction-stress tensor is

$$\hat{\nabla}_{\nu}(\mathbf{r}) = \sum_{\sigma\sigma'} \int d\mathbf{r}' \left[ \partial_{\nu} \frac{1}{|\mathbf{r} - \mathbf{r}'|} \hat{\psi}_{\sigma}^\dagger(\mathbf{r}) \hat{\psi}_{\sigma'}(\mathbf{r}') \right] \hat{\psi}_{\sigma'}(\mathbf{r}) \hat{\psi}_{\sigma}(\mathbf{r}).$$

Next, we use Görling-Levy perturbation theory\textsuperscript{21,22} to connect Eq. (50) with the time-dependent optimized effective potential (TDOEP) formalism\textsuperscript{23} specifically, we will derive the limit of exact exchange.

We begin by defining a modified time-dependent Schrödinger equation as follows:

$$i \frac{\partial}{\partial t} \Psi^\lambda(t) = \left[ \hat{T} + \hat{V}^\lambda(t) + \lambda \hat{W} \right] \Psi^\lambda(t).$$

The single-particle potential $v^\lambda(\mathbf{r}, t)$ is chosen such that the density is the same for each $\lambda$ along the so-called adiabatic connection, $0 \leq \lambda \leq 1$:

$$\langle \Psi^\lambda(t) | \hat{n}(\mathbf{r}) | \Psi^\lambda(t) \rangle = n(\mathbf{r}, t),$$

where $v^{\lambda=1}(\mathbf{r}, t) = v(\mathbf{r}, t)$ is the given external potential, and $v^{\lambda=0}(\mathbf{r}, t) = v_{x}(\mathbf{r}, t)$ is the time-dependent KS potential. Next, $v^\lambda(\mathbf{r}, t)$ is expanded as

$$v^\lambda(\mathbf{r}, t) = v_{x}(\mathbf{r}, t) + \lambda v^{(1)}(\mathbf{r}, t) + \lambda^2 v^{(2)}(\mathbf{r}, t) + \ldots.$$  (56)

From the definition of the time-dependent KS potential, one immediately finds that

$$v_H(\mathbf{r}, t) + v_{xc}(\mathbf{r}, t) = -v^{(1)}(\mathbf{r}, t) - v^{(2)}(\mathbf{r}, t) - \ldots.$$  (57)

The first-order term is the sum of the negative Hartree and local exchange potentials:

$$v^{(1)}(\mathbf{r}, t) = -v_H(\mathbf{r}, t) - v_{xc}(\mathbf{r}, t).$$  (58)

All higher-order terms taken together yield the correlation potential: $v^{(2)} + v^{(3)} + \ldots = -v_c$.

The time-dependent many-body wave function can also be expanded in powers of $\lambda$. To zeroth order in
\[ \lambda, \text{ one finds } \Psi^{(0)}(t) = \Phi(t) \text{ (the KS wave function). The first-order correction is given by} \]
\[ \Psi^{(1)}(t) = \frac{1}{\hbar} \sum_{k=0}^{\infty} \int_{t}^{t'} dt' \Phi_k(t') \hat{W} - \hat{V}(t') - \hat{V}_x(t') | \Phi_0(t') \rangle. \tag{59} \]

The \( \Phi_k(t) \) are time-dependent Slater determinants, built using occupied and unoccupied orbitals that follow from time propagation under the influence of the time-dependent KS Hamiltonian \( \hat{H}_s(t) \).

Let us now return to Eq. (50), generalizing it along the adiabatic connection:
\[ \ddot{n}(r, t) = \nabla \cdot [n(r, t) \nabla v_x^{\lambda}(r, t)] + \langle \Psi^{(1)}(t) | \partial_{\mu} \partial_\lambda \hat{T}_{\mu\nu}(r) | \Phi_0(t) \rangle + \lambda \langle \Psi^{(1)}(t) | \partial_\lambda \hat{W}(r) | \Phi_0(t) \rangle. \tag{60} \]

The zeroth-order equation,  
\[ \ddot{n}(r, t) = \nabla \cdot [n(r, t) \nabla v_d(r, t)] + \langle \Phi_0(t) | \partial_{\mu} \partial_\lambda \hat{T}_{\mu\nu}(r) | \Phi_0(t) \rangle, \tag{61} \]

simply expresses the fact that the noninteracting KS system produces the exact density. The first-order equation reads
\[ 0 = \nabla \cdot [n(r, t) \nabla v_x^{(1)}(r, t)] + \langle \Psi^{(1)}(t) | \partial_{\mu} \partial_\lambda \hat{T}_{\mu\nu}(r) | \Phi_0(t) \rangle + \langle \Phi_0(t) | \partial_{\mu} \hat{T}_{\mu\nu}(r) | \Psi^{(1)}(t) \rangle + \langle \Phi_0(t) | \partial_{\mu} \hat{W}(r) | \Phi_0(t) \rangle. \tag{62} \]

which gives, using Eq. (58),
\[ \nabla \cdot [n(r, t) \nabla v_{Hx}(r, t)] = \langle \Psi^{(1)}(t) | \partial_\nu \partial_\mu \hat{T}_{\mu\nu}(r) | \Phi_0(t) \rangle + \langle \Phi_0(t) | \partial_\nu \hat{T}_{\mu\nu}(r) | \Psi^{(1)}(t) \rangle + \langle \Phi_0(t) | \partial_\nu \hat{W}(r) | \Phi_0(t) \rangle. \tag{63} \]

Equation (63) is different from the local Hartree-exchange-only (LHXO) approximation of Ruggenthaler and Bauer, see Eq. (30), due to the presence of the terms featuring \( \Psi^{(1)}(t) \). Instead, Eq. (63) defines the \textit{exact} exchange potential of TDDFT, \( v_x(r, t) \). To see this, one needs to prove that Eq. (63) is equivalent to the exact-exchange TDOEP equation. Indeed, Liao et al. have shown that the TDOEP equation—an integral equation over time—can be recast into a time-local differential equation featuring \( \nabla \cdot [n(r, t) \nabla v_x(r, t)] \). It is a technically straightforward though somewhat tedious exercise to show that the right-hand side of Eq. (63) reduces to the right-hand side of Eq. (20) of Ref. 32, thus establishing the desired equivalence.