On the Robustness of the Constancy of the Supernova Absolute Magnitude: Non-parametric Reconstruction & Bayesian approaches
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In this work, we test the robustness of the constancy of the Supernova absolute magnitude $M_B$ using Non-parametric Reconstruction Techniques (NRT). We isolate the luminosity distance parameter $d_L(z)$ from the Baryon Acoustic Oscillations (BAO) data set and cancel the expansion part from the observed distance modulus $\mu(z)$. Consequently, the degeneracy between the absolute magnitude and the Hubble constant $H_0$, is replaced by a degeneracy between $M_B$ and the sound horizon at drag epoch $r_d$. When imposing the $r_d$ value, this yields the $M_B(z) = M_B + \delta M_B(z)$ value from NRT. We perform the respective reconstructions using the model independent Artificial Neural Network (ANN) technique and Gaussian processes (GP) regression. For the ANN we infer $M_B = -19.22 \pm 0.20$, and for the GP we get $M_B = -19.25 \pm 0.39$ as a mean for the full distribution when using the sound horizon from late time measurements. These estimations provide a 1$\sigma$ possibility of a nuisance parameter presence $\delta M_B(z)$ at higher redshifts. We also tested different known nuisance models with the Markov Chain Monte Carlo (MCMC) technique which showed a strong preference for the constant model, but it was not possible not single out a best fit nuisance model.

I. INTRODUCTION

The $\Lambda$CDM model is a six parameter model that is not only the simplest parametric model of cosmology but also the one that has historically been the most successful in explaining cosmological observations. In the most recent reporting, $\Lambda$CDM has shown to be in an excellent agreement with measurements of the cosmic microwave background (CMB) radiation, the abundances of elements in the early Universe, the large scale structure of the Universe and other major astronomical measurable quantities [1–4]. While foundational problems persist in $\Lambda$CDM such as the nature of dark matter and dark energy, as well as long-standing theoretical issues in general relativity (GR) [5], the fortitude of the concordance model has prompted new questions in the foundations of basic cosmological principles [6].

The revisiting of the foundations of $\Lambda$CDM has come about due to the growing observational crisis primarily centered on the value of the Hubble constant $H_0$, which appears to be the most serious of the emerging cosmological tensions [7–10]. The discrepancy between early and late time measurements of the value of $H_0$ came to the fore with the reporting of local values of $H_0$ from the SH0ES [11, 12], the latest of which gives $H_0^{Pl18} = 73.04 \pm 1.04 \, \text{km} \, \text{s}^{-1} \, \text{Mpc}^{-1}$ [11], which are brought down by strong lensing measurements [13] and measurements from the tip of the red giant branch [14, 15]. On the other end of the spectrum, early Universe measurements give a drastically lower value with the latest Planck Collaboration value being $H_0^{Pl18} = 67.4 \pm 0.5 \, \text{km} \, \text{s}^{-1} \, \text{Mpc}^{-1}$ [1]. Other early time measurements are largely consistent with this value such as the extended Baryon Oscillation Spectroscopic Survey (eBOSS) [2], the Dark Energy Survey [16], and results from the Atacama Cosmology Telescope (ACT) [17]. The 5$\sigma$ disagreement between the early time estimation and the late time estimation of $H_0$ is so dramatic that it represents one of the biggest challenges in modern cosmology.

Another approach to viewing this tension is through the sound horizon at last scattering, $r_d$, which depends on the matter content of the pre-recombination Universe and which can have an enormous impact on the way we interpret expansion data [18]. In this work, we will utilize both the Planck Collaboration fiducial value of the sound horizon, $r_d^{Pl18} = 147.09 \pm 0.26 \, \text{Mpc}$ [1, 19], and the late time value given by $r_d^{\text{SN+BAO+SH0ES}} = 136.1 \pm 2.7 \, \text{Mpc}$ [20].

The reaction to the cosmological tension has been varied with numerous proposals for solutions [21, 22] with a large portion of the community still seeking some systematic source to the cosmological tensions problem. However, these efforts are diminished with every new data release. By and large, the efforts to resolve the tension fall into the following possible modifications: departures from GR on cosmic scales [23–28]; adding new species to the $\Lambda$CDM model such as those described in Refs. [21, 29]; radical new physics at recombination that alters the sound horizon [30–33]; or alterations to the expansion history at late times [34–37].

In this work, we test the robustness of this statement against type Ia supernovae (SNIa) and baryonic acoustic...
TABLE I. A compilation of angular BAO measurements from luminous red and blue galaxies and quasars from diverse releases of the SDSS.

| $z$ | $D_A/r_d$ | $\sigma_{Data}$ | year | Ref. |
|-----|-----------|-----------------|------|------|
| 0.11 | 2.607     | 0.138           | 2021 | [43] |
| 0.24 | 5.594     | 0.305           | 2016 | [44] |
| 0.32 | 6.636     | 0.11            | 2016 | [45] |
| 0.38 | 7.389     | 0.122           | 2019 | [46] |
| 0.44 | 8.19      | 0.77            | 2012 | [47] |
| 0.51 | 7.893     | 0.279           | 2015 | [48] |
| 0.54 | 9.212     | 0.41            | 2012 | [49] |
| 0.6   | 9.37      | 0.65            | 2012 | [47] |
| 0.697 | 10.18     | 0.52           | 2020 | [50] |
| 0.73  | 10.42     | 0.73            | 2012 | [47] |
| 0.81  | 10.75     | 0.43            | 2017 | [51] |
| 0.85  | 10.76     | 0.54            | 2020 | [52] |
| 0.874 | 11.41     | 0.74           | 2020 | [50] |
| 1.00  | 11.521    | 1.032           | 2019 | [53] |
| 1.480 | 12.18     | 0.32           | 2020 | [54] |
| 2.00  | 12.011    | 0.562           | 2019 | [53] |
| 2.35  | 10.83     | 0.54            | 2019 | [55] |
| 2.4   | 10.5      | 0.34            | 2017 | [56] |

oscillation (BAO) data. This may provide another avenue by which the tension in the Hubble diagram may be interpreted. Our approach involves taking several parametric models of $M_B = M_B(z)$, together with two non-parametric approaches. In the parametric case, we take a number of literature models for the possible variation in absolute magnitude [38–42]. On the other hand, for the non-parametric approaches we test for possible dependence on redshift through two independent machine learning probes, namely Gaussian processes (GPs) and artificial neural networks (ANNs) which we expand upon later on.

The plan of the work is as follows: Section II reconstructs $M_B$ from these measurements, while in Section III and IV we adopt the GPs and the ANNs for the reconstruction of $M_B$, respectively. In Section V we use the Bayesian analysis technique for different $\delta M_B$ models, while we discuss our reported results in section VI.

II. DISTANCE LADDERS

A full resolution to the tension remains largely an open problem. In this work, we attempt to probe the nuanced features of the Hubble tension using late time expansion data by exploring the constancy of the absolute magnitude of SNIa. We start with the luminosity distance which is fixed by the evolution of the Hubble parameter through

$$d_L(z) = (1 + z) \int_0^z \frac{c \, dz'}{H(z')} ,$$

(1)

where $c$ is the speed of light, and which naturally leads to the angular diameter distance $D_A(z) = d_L(z)/(1 + z)^2$. Thus, irrespective of the source of the corrections needed to resolve the Hubble tension, these measurements can constrain the evolution of $H(z)$. We also note that it is not possible to include CMB data without assuming a cosmological model and so we only consider late time data to avoid adding this further constraint on our hypothesis. We can thus retain independence from a cosmological model throughout the GPs and ANN reconstructions.

For the SNIa standard candles, the distance modulus $\mu_{Ia}(z)$ (defined as the difference between absolute and relative magnitudes) is related to the luminosity distance through

$$\mu_{Ia}(z) = 5 \log_{10}[d_L(z)] + 25 + M_B(z) ,$$

(2)

where $d_L(z)$ is measured in units of Mpc, and where $M_B(z)$ represents the possible redshift dependence of the intrinsic magnitude, which is regularly assumed to be a constant. In the present work, we explore the possibility that this may inherit some dynamics due to the cosmic evolution across redshift. We do not speculate on the potential sources, whether astrophysical or cosmological, for such a redshift dependence to arise in this work. The emergence of any possible redshift dependence would be sourced from the absolute magnitude, while $M_B(z)$ is largely assumed to be a constant in most of the literature.

The possibility of a redshift variation in the absolute magnitude was suggested in Refs. [57, 58] where they claim that the Hubble tension can also be reinterpreted through these variations in $M_B(z)$. Indeed, Refs. [59–64] suggest that a transition in the dark energy equation of state or in the absolute magnitude as a possible solution to the Hubble tension. In addition to the SNIa observations, we also make use of BAO measurements [43–56, 65, 66] in order to take a fuller account of the possible evolution of $M_B(z)$. We incorporate BAO measurements into Eq. (2) by substituting in for the angular diameter distance giving

$$M_B = \mu_{Ia} - 5 \log_{10} \left[ (1 + z)^2 \left( \frac{D_A}{r_d} \right)_{BAO} \right] - 25 ,$$

(3a)

where the reciprocal theorem was used, and which gives uncertainties

$$\Delta M_B = \Delta \mu_{Ia} + 5 \frac{5}{\ln 10} \left[ \frac{\Delta r_d}{r_d} + \frac{\Delta (D_A/r_d)_{BAO}}{(D_A/r_d)_{BAO}} \right] .$$

(3b)

Since Eq. (3b) is an analytical derivation of the error for Eq. (3a), it does not make an assumption on the Gaussianity of the data. Furthermore, here $r_d$ enters as a measurement with its mean and error and not as a prior.

We reconstruct the $\mu_{Ia}$ from the Type Ia supernova and the $(D_A/r_d)_{BAO}$ from the BAO measurements (see
Table I). Through these reconstructions, we are able to produce intermediary points for both types of data, so that be used to assess to what level the $M_B$ nuisance parameter adheres to being a constant. As a consequence of this approach, the degeneracy between the $M_B$ and $H_0$, is replaced by $M_B$ and $r_d$. The BAO data set we use does not include covariance matrices but instead tests for the effect of possible correlations on the final results (for more details see Ref. [67]).

III. GAUSSIAN PROCESS RECONSTRUCTION

The GP reconstructs the data set elements as part of a stochastic process in which each element is the taken to be part of a multivariate normal distribution [68–70]. GPs have been applied in a number of cosmological scenarios [71–96]. The GPs will be defined via a mean function $\mu(z)$, and a kernel, function $k(z, \tilde{z})$ which together describe the continuous realisation of the GPs reconstruction $\xi(z) \sim \text{GP}(\mu(z), k(z, \tilde{z}))$, where $\tilde{z}$ represents the elements of the input data sets.

GPs utilizes a Bayesian approach to optimizing its kernel hyperparameters leaving open the functional choice of the kernel, so that they are fit using Bayesian optimizer approach where the difference between the reconstructed and observed behaviors is minimized at the redshift points where observations exist. For any two redshift points $z$ and $\tilde{z}$, the kernel incorporates the strength of the correlation for the reconstructed parameter [97]. There exist a number of literature kernel choices [69, 72] which were designed to be general purpose, but which generally agree with each other to within an amount of uncertainty. In this work we consider the Radial Basis (RB) function kernel:

$$k(z, \tilde{z}) = \sigma_f^2 \exp \left( -\frac{(z - \tilde{z})^2}{2l^2} \right), \quad (4)$$

and the Rational Quadratic (RQ) kernel:

$$k(z, \tilde{z}) = \frac{\sigma_f^2}{(1 + |z - \tilde{z}|/2a)^\alpha}. \quad (5)$$

We have also tested the Matern kernel, but we exclude these results from the figures since they give identical results to those obtained with the RB kernel.

These kernels are infinitely differentiable and represent different expressions of the hyperparameters $\sigma_f$ and $l$ which characterize the smoothness and overall profile of the reconstructed profile. The length-scale $l$ signifies the distance to which pairs of elements in the data set can influence each other to a significant enough extent, while $\sigma_f$ controls the uncertainties across the redshift range of the reconstruction.

The upper panel of Fig. 1 shows the final reconstruction of $M_B(z)$ for both choices of $r_d$, namely the one measured by Planck 2018 and the one inferred from the H0LiCOW+SNiA+BAO+SH0ES measurement. Both the RQ and the RB kernels show the same behavior of $\delta M_B$ at higher redshifts.

For the low redshift, the GPs predicts a singularity for $z = 0$ which comes from a numerical artifact, since we take the quantity $\sim \log_{10}(D_A(z))$ and for $z = 0$ the $D_A$ is zero. The fluctuations for $z > 1$ may be caused by the BAO data set possessing only a small number of measurements in this redshift range. However, the possibility for $\delta M_B(z) < 0$ remains.

The new degeneracy $M_B - r_d$ from the combination Type Ia + BAO can yield the value of $M_B(z)$ assuming a particular $r_d$. The mean of $M_B(z)$ (over the two kernels) gives $M_B = -19.42 \pm 0.35$ for the sound horizon from $r_d^{\text{PL18}}$, and $M_B = -19.25 \pm 0.39$ for the sound horizon using H0LiCOW+SN+BAO+SH0ES. Different kernels give only a different error, see Table II. The results are consistent with latest measurement of $M_B$ for the sound horizon by H0LiCOW+SN+BAO+SH0ES. The projected $M_B$ values are characterised by a small tail distribution with one peak, as illustrated in Fig. 2.

IV. ARTIFICIAL NEURAL NETWORK RECONSTRUCTION

ANNs offer a promising method of modeling natural processes [98, 99]. The ANN approach is comprised of input and output layers which connects the internal, or hidden, layers to the respective input and output data. The hidden layers give structure to the ANN neurons whose relationships define how the ANN will respond to different inputs. In our scenario we are interested in input redshifts and output Hubble parameters together with their associated uncertainties. The process by which an ANN gives an output is a convoluted one with each neuron accepting any number of inputs but only outputting a single value. The output of a neuron is defined by a weighted sum of its inputs which may be complemented by a bias term, this is then passed through a nonlinear transformation (or activation function) to produce the neuron’s output. The initial input and output layers perform linear transformations on the incoming and outgoing signals. In this way, an input signal will traverse the entire network in a structured manner.

The ANN features a huge number of other hyperparameters, such as the weighted sum, which are optimized during the learning process to better model the training data. The way in which the number of neurons in an ANN are selected and structured into layers needs to be optimized using a subset of the observational data or, as in our case, the use of mock data sets which are generated by mimicking the observational redshift distribution and with an identical number of observational data points. We do this using a risk-like statistic in which for each trained ANN design, we compare the profile for increasing number of neurons for every number of hidden layers (for example, one to three layers). For the mock data, for instance in the case of the SNiA $\mu_{1a}(z_i)$, we compare...
FIG. 1. Nonparametric Reconstruction for the Absolute Magnitude from GPs (upper) and ANN (lower) with a 68% confidence interval. The kernels are Rational Quadratic (RQ) and Radial Basis (RB) function. The reconstructions of $M_B(z)$ when assuming the sound horizon $r_d$ from the Planck (blue) and the H0LiCOW+SN+BAO+SH0ES (green) are illustrated in both panels.

the ANN output predicted values $\mu_{Ia}(z_i)$ together with their associated ANN uncertainties $\sigma_{Ia}(z_i)$ through [100]

$$\text{risk} = \sum_{i=1}^{N} \text{bias}_i^2 + \sum_{i=1}^{N} \text{variance}_i$$

$$= \sum_{i=1}^{N} (\mu_{Ia}(z_i) - \bar{\mu}_{Ia}(z_i))^2 + \sum_{i=1}^{N} \sigma_{Ia}^2(\mu_{Ia}(z_i)),$$ (6)

where $N$ is the total number of SNIa input data points. This gives a clear method by which we select the optimal number of layers and neurons.

The other seemingly ambiguous part of this reconstruction technique is the approach by which the ANN is trained with real data. The number of iterations through which the ANN is successively trained is determined by a loss function which quantifies directly the difference between predicted values and the ground truth for the training data. Similar to the GP optimizer, ANNs are optimized against observational data using the loss function since it quantifies the differences between the reconstructions and the observed data at redshift points where observations are present. There are a variety of possible loss functions (see, for instance, Ref. [98]) such as the L1 loss function. The L1 loss function is robust against outliers in the data but is not very stable for
small adjustments in the data which possibly gives multiple solutions. For this reason we also consider the L2 loss function which takes a mean square error approach to quantifying the fit of the ANN predicted values. While the L2 loss function is less robust to outliers, it is more stable for small changes to ANN predictions and gives unique solutions. In each iteration, the hyperparameters of the ANN are updated through a gradient–based optimizer. In this work, we take Adam’s algorithm \[101\] as our optimizer since this will accelerate the training convergence. In our analyses, the L1 loss function was found to be the optimal loss function for both the Pantheon and BAO data sets. Moreover, in the case of the Pantheon data set we adopted an ANN with three layers and 256 neurons, whereas for the BAO data set an ANN consisting of two layers and 8192 neurons was found to be the optimal network structure.

ANNs with at least one hidden layer and a continuous non-linear activation function can approximate any continuous function \[102\] making this an appropriate approach to cosmological data. In this work, we use the open-source PyTorch\[^1\] based code for reconstructing functions from data called Reconstruct Functions with ANN (ReFANN\(^2\)) \[103\] which was implemented on GPUs. To accelerate this process, we also make use of batch normalisation \[104\] which is implemented prior to every non-linear layer to effects significantly the convergence time and stability of the ANN.

The results from the ANN reconstruction can be seen in Fig. 1. Here, the contrast with the GP reconstructions can be clearly observed. As in the GP case, we plot the reconstructions that result from considering Eq. (3a) for two prior values of \(r_d\). In this case, we consider one format of the ANN while in the GP case we consider two kernels to show consistency between these choices. One can clearly observe that the ANN eliminates the drastic fluctuations from the reconstructed function, i.e. in a way it clears the "noise", as compared with the GPs reconstruction. However, it leaves the over-all trend of the "jump" in small \(z\) (\(z \in (0.25, 0.5)\)) and also the notable decrease in the value of \(M_B(z)\) for high \(z\). In addition, there is an apparent difference in the means of the GPs and ANN reconstructions in the neighbourhood of zero redshift. However, when taken in the context of the 1\(\sigma\) uncertainties, this disappears since the GPs uncertainties here are very large due to a numerical divergence close to

---

\[^1\]\(https://pytorch.org/docs/master/index.html\)

\[^2\]\(https://github.com/Guo-Jian-Wang/refann\)
the origin. The Gaussians of \( M_B \) from both methods may be seen on Fig. 2. One can see that while both methods agree on the mean values for the respective \( r_d \) for the full distribution, for the ANN, we observe bimodal distributions, while for the GP, we see a Gaussian with a tail. In Table II, we have presented both the mean and standard deviation for the full distributions and also when the distribution is fitted with a bimodal distribution (for ANN) and for a Gaussian with a tail (for GP). Interestingly, the ANN seems to suggest two populations of objects, which in the GP seems looks like a tail, i.e. a single or principle peak together with a tail distribution that diminishes with the GPs reconstructions. This difference can be due to higher errors in the GP reconstruction.

V. MODEL COMPARISON

The question on the constancy of \( M_B \) has two aspects. One of them is in connection with the Etherington's reciprocity theorem or the so called distance duality relation (DDR) (explicitly, \( d_L(z) = (1 + z)^2d_A(z) \)) which theoretically should hold for any metric theories of gravity where the photon number is conserved and photons travel along null geodesics. The validity of DDR has been studied and confirmed using different astronomical sources in the pioneer works by [105–111]. In a number of more recent works ([111–116]), different datasets have been used along with various numerical methods, to answer the question if DDR holds for all redshifts and objects and if not, whether there could be a better functional form for it. The over all conclusion is that this relation holds even though there are some evidences of mild deviations, especially for models with spatial curvature.

The other aspect and the one that we focus in this section is - if it is possible that the deviation is in \( M_B \) itself, namely of the possible redshift dependence of the intrinsic luminosity of SNIa. This question has also been studied in different forms in the literature ([38–41, 117]). To check how our approach works in this case, we will consider the following phenomenological models [39, 40]:

\[
\delta M_B(z) = \begin{cases} 
\epsilon z & \text{Model A} \\
\epsilon [(1 + z)^\delta - 1] & \text{Model B} \\
\epsilon [\ln(1 + z)]^\delta & \text{Model C}
\end{cases}
\]

We compare them with the default \( M_B = \text{const} \) model. For the expansion rate we consider the flat \( \Lambda \)CDM model.

To account for the possible color \((C)\) and time stretching of the light curve \((X_t)\) corrections in the SNIa light curves, one can use the following standardization formula [119]:

\[
\mu_{\text{obs}} = m_B^* - (M_B - \alpha X_1 + \beta C),
\]

where \( m_B^* \) corresponds to the observed peak magnitude in the B-band rest-frame, \( M_B \) is the absolute magnitude of the SNIa in the B-band rest-frame, \( \alpha \) is the the amplitude of the stretch correction and \( \beta \) is the amplitude of the color correction. The Pantheon dataset has been already pre-marginalized with respect to these two parameters and they have been taken into account into its covariance matrix [41]. To account for the possibility that adding a redshift dependence of \( M_B \) may compromise this pre-marginalization, we test our results with and without adding priors for \( \alpha \) and \( \beta \). We see that including the color and light curve stretching corrections as constants or as Gaussian priors, gives very similar results. We present the Gaussian ones, because they allow to account for an effect of the redshift dependence \( M(z) \) on the systematics.

Another important aspect is whether to use a Gaussian prior on \( H_0 \) or on \( M_B \). In Refs. [58, 120] it was argued that it is better to use a prior on \( M_B \), in order to avoid double counting of low-redshift supernovae, and to avoid the deceleration parameter being set to the standard model value \( q_0 = -0.55 \) ([121]), while accounting for \( M_B \) being constrained by local calibration. This also allows for the inclusion of more information such as the the shape of the SNIa magnitude-redshift relation, among others. The MCMC results show that the priors on \( H_0 \) or on \( M_B \) are largely equivalent for our purposes. For this reason, we use the DES prior on \( M_B \) \((M_B = -19.2478 \pm 0.0294)\) ([58, 122]) and leave \( H_0 \) as a free parameter.

The other priors we use are: uniform priors on \( H_0 \): \( (50, 100), \Omega_m \in (0.2, 0.4), \Omega_r \in (0., 0.01), e^{\text{line}} \in (-1, 1) \).
and $\epsilon^{A,B,C} \in (-1, 1)$, $\delta \in (0, 1)$. We find these ranges to suitably contain the case of constant $M_B$ for each model while also offering a justifiable interval of possible variance. The priors we use for $\alpha, X_1, \beta, C$ correspond to the G10 model in Ref. [123].

Since using a Gaussian prior on $M_B$ is equivalent to imposing Gaussian prior on $H_0$, when we choose to work with the DES prior, our remaining free parameter is $r_d$. The two datasets we combine, the SNIa and the BAO data, are not sufficient to break the degeneracy on $r_d$, thus we explore 3 options for it:

1. One can leave $r_d$ as a free parameter with a uniform prior. In this case, the results show a tendency to get very low $H_0$ with "normal" $r_d$ or a very high $H_0$ and a very low $r_d$. This means that the system moves too freely in the $H_0-r_d$ plane.

2. One can use Gaussian priors on $r_d$ coinciding with measurements from the early and the local Universe, namely $r_d^{P18} = 147.09 \pm 0.26$ Mpc and $r_d^{\Lambda CD M} = 136.1 \pm 2.7$ Mpc, and thus to fix $H_0$.

3. One can replace the prior on $r_d$ with a prior on $\Omega_b$ by imposing a Gaussian prior on the baryonic density ($\Omega_b = 0.0224 \pm 0.0001$) and calculating $r_d$ from

$$r_d = \int_{z_d}^{\infty} \frac{c_s(z)}{H(z)} dz,$$  \hspace{1cm} (9)

where the drag epoch $z_d \approx 1060$ is also calculated from the inferred values. The speed of sound at $z_d$ is $c_s \approx c (3 + 9 \rho_b/(4 \rho_\gamma))^{0.5}$ in the baryon-photon fluid with the baryon $\rho_b(z)$ and the photon $\rho_\gamma(z)$ densities, respectively [124].

We omit presenting here case 1., because it is too uninformative. The two other cases can be seen on tables III and IV. We see that in case 2, there is still some small variation in $H_0$ and $r_d$ depending on the model, but as a whole, the inferred $H_0$ corresponds to the chosen $r_d$ and the variations in $\Omega_m$ are small. The only notable difference is in the parameters $\delta$ and $\epsilon$, which are different from zero within the 68 % CL for all of the priors as seen from table III in the Appendix. In case 3., $H_0$ is rather low, despite working with the DES prior on $M_B$ (the calculated $r_d > 150$).

One can use different statistical measures to compare the models. We use Akaike information criterion (AIC), Bayesian information criterion (BIC), Deviance information criterion (DIC) and the logarithm of the Bayes factor (BF) [125], where the $\Delta$ is always evaluated with respect to the zero hypothesis $M_B(z) = \text{const}$ (ex. $\Delta\text{AIC}_i = \text{AIC}_0 - \text{AIC}_i$) and for the BF ($\Delta \text{ evidence}_0 / \text{ evidence}_i$). The results can be seen in the table IV in the Appendix. We find that the null hypothesis is the best model only with respect to the AIC and BIC measurements. With respect to DIC the $M_B = \text{const}$ hypothesis is the worst, but the statistical support is weak, meaning that purely based on this measure it is not possible to distinguish between the different hypothe-
With respect to BF, we see that \( M_B = \text{const} \) model is better than the Line hypothesis for both \( r_d \) but the other 3 models are either indistinguishable or better than \( M_B = \text{const} \). The statistical measures for \( r_d^{\text{Pl18}} \) show weak support for \( M_B = \text{const} \), while the measures for \( r_d^{\text{HW+SN+BAO+SH0ES}} \) show support for the \( M(z) \) models. In case 3, all statistical measures but DIC show some support for \( M_B = \text{const} \).

From this comparison, we can say that none of the models can be ruled out merely on statistical grounds and also none of them is strongly preferred. The reason for the weak support for the constant model may be in the large-error boxes of the data or some type of unknown systematic. But it also raises the question, is it possible that we still have to find the best functional dependence for \( M_B(z) \).

VI. DISCUSSION

Supernovae used as distance indicators that lead to the discovery of cosmic acceleration. Cosmic acceleration is usually attributed to a form of DE. However, in recent years, several studies have raised the question of whether or not intrinsic SNIa luminosities might evolve with redshift \([38-41, 126]\). Here we test the soundness of inferred absolute magnitude combining SNIa data with BAO measurements. We isolate the luminosity distance parameter \( d_L(z) \) from the BAO dataset and cancel the expansion term from the observed distance modulus \( m_I(z) \). Consequently, the combination with the BAO replaces the known degeneracies between \( M_B \) and \( H_0 \) for the Type Ia supernova data and between \( H_0 \) and the \( r_d \) for the BAO data with a new degeneracy between \( r_d \) and \( M_B \). By choosing two different values for \( r_d \), one specifies the \( M_B \) from NRT. The sound horizon from Planck \( r_d^{\text{Pl18}} = 147.09 \pm 0.26 \text{ Mpc} \) gives \( M_B = -19.38 \pm 0.20 \) from ANN and \( M_B = -19.42 \pm 0.35 \) from GPs. The sound horizon from \( \text{H0LiCOW+SN+BAO+SH0ES} \) \( r_d^{\text{HW+SN+BAO+SH0ES}} = 136.1 \pm 2.7 \text{ Mpc} \) gives \( M_B = -19.22 \pm 0.20 \) from ANN and \( M_B = -19.25 \pm 0.39 \) from GPs. The latter value of \( M_B \) matches the recently measured value by Ref. \([11]\). These mean values have been obtained assuming one Gaussian distribution for the whole reconstruction. For the ANN, however, one can fit the distribution with a bimodal one (see Table II), which suggests two sub-sets of preferred values for \( M(z) \). The GP can be fit with a Gaussian with a tail, which when accounted for makes the mean values a bit lower than the cited above.

From the NRT approaches, we see a 1\( \sigma \) possibility of a nuisance parameter presence \((\delta M_B(z) \neq 0)\) in higher redshifts. The two different approaches (ANN and GP) differ in their error predictions, with the ANN a lot less noisy, but both of them seem to predict some kind of deviation from \( M_B = \text{const} \) at \( z > 1 \). One possible reason for this deviation could be that it is due to the big errors of the high-redshift BAO points. For this reason, on our plots, we have removed the last two BAO points, so that we can avoid the large errors of the reconstruction. In our results we see that the two NRT approaches have different behavior of \( M_B \) for small redshifts \((z \in [0, 0.25])\). This is due to the initial numerical singularity that GPs has, but the ANN does not. Over-all, the two different methods show very similar behavior in the range \( z \in [0.25, 2] \) – fluctuations and a decreasing trend with the redshift with an increasing error due to the low number of datapoints for higher redshifts.

Using Bayesian Analysis we test different phenomenological models for \( \delta M(z) \) and we see that there is no strong preference for any model, despite the constant model of \( M_B \) giving the strongest constraints on the parameters. This means that the question of whether there is a better functional dependence describing \( M_B(z) \) is open and that we need better high-redshift data to be able to get strong statistical preferences for any model. The conclusion from our application of different approaches on the combined SN and BAO datasets is that the constancy of \( M_B \) we observe is within 1\( \sigma \) which leaves the door open for a possibility for a nontrivial nuisance parameter presence \( \delta M_B(z) < 0 \) in higher redshifts.
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Appendix A: Details on the MCMC
TABLE III. The final values of the inferred parameters for the considered models of nuisance parameter and with the different ways to set $r_d$ discussed in the text. Values marked with $^*$ are calculated, not inferred.

\[
\begin{array}{|c|c|c|c|c|c|c|c|c|c|}
\hline
\text{Model} & H_0 & \Omega_m & \Omega_r & M & \epsilon & \delta & \Omega_\Lambda & r_d \\
\hline
\epsilon = 0 & 69.6 \pm 0.49 & 0.3 \pm 0.01 & 0.0056 \pm 0.0003 & -19.21 \pm 0.03 & 0.0000 & 0 & 0.69 \pm 0.01 & 147.1 \pm 0.3 \\
\text{Line} & 68.71 \pm 0.73 & 0.33 \pm 0.02 & 0.0054 \pm 0.0033 & -19.21 \pm 0.03 & 0.06 \pm 0.03 & 0.17 \pm 0.01 & 0.66 \pm 0.02 & 147.1 \pm 0.3 \\
A & 68.7 \pm 0.67 & 0.34 \pm 0.02 & 0.0058 \pm 0.0036 & -19.22 \pm 0.04 & 0.35 \pm 0.24 & 0.32 \pm 0.2 & 0.66 \pm 0.02 & 147.1 \pm 0.2 \\
B & 68.7 \pm 0.68 & 0.34 \pm 0.03 & 0.0058 \pm 0.0033 & -19.23 \pm 0.03 & 0.13 \pm 0.06 & 0.29 \pm 0.22 & 0.66 \pm 0.02 & 147.1 \pm 0.3 \\
C & 68.59 \pm 0.78 & 0.34 \pm 0.03 & 0.0058 \pm 0.0035 & -19.23 \pm 0.03 & 0.11 \pm 0.05 & 0.52 \pm 0.32 & 0.65 \pm 0.02 & 147.1 \pm 0.3 \\
\hline
\epsilon = 0 & 72.65 \pm 1.09 & 0.31 \pm 0.01 & 0.0064 \pm 0.0025 & -19.2 \pm 0.03 & 0.0000 & 0 & 0.69 \pm 0.01 & 140.4 \pm 1.8 \\
\text{Line} & 71.17 \pm 1.34 & 0.35 \pm 0.02 & 0.0052 \pm 0.0033 & -19.2 \pm 0.02 & 0.09 \pm 0.03 & 0.16 \pm 0.01 & 0.64 \pm 0.02 & 140.8 \pm 2.3 \\
A & 72.2 \pm 1.24 & 0.34 \pm 0.02 & 0.0062 \pm 0.003 & -19.2 \pm 0.03 & 0.29 \pm 0.19 & 0.43 \pm 0.27 & 0.65 \pm 0.02 & 139.5 \pm 2.4 \\
B & 73.63 \pm 1.13 & 0.33 \pm 0.02 & 0.0061 \pm 0.0032 & -19.23 \pm 0.03 & 0.26 \pm 0.08 & 0.07 \pm 0.05 & 0.67 \pm 0.02 & 137.7 \pm 2.6 \\
C & 74.1 \pm 1.64 & 0.33 \pm 0.02 & 0.0059 \pm 0.0026 & -19.24 \pm 0.03 & 0.27 \pm 0.11 & 0.09 \pm 0.07 & 0.66 \pm 0.03 & 136.7 \pm 2.6 \\
\hline
\end{array}
\]

$r_{d}^{\text{FITS}} = 147.09 \pm 0.26$ Mpc

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{Model} & AIC & \Delta AIC & BIC & \Delta BIC & DIC & \Delta DIC \log(BF) \\
\hline
\epsilon = 0 & 84.9 & 99.7 & 63.7 \\
\text{Line} & 87.5 & -2.6 & 103.4 & -3.7 & 63.4 & 0.29 & 1.5 \\
A & 90.2 & -5.3 & 107.1 & -7.4 & 63.1 & 0.65 & 0.4 \\
B & 90.1 & -5.2 & 107.0 & -7.4 & 62.9 & 0.72 & 0.9 \\
C & 89.9 & -5.1 & 106.9 & -7.2 & 62.9 & 0.85 & 0.4 \\
\hline
\end{array}
\]

$r_{d}^{\text{FITS}} = 136.1 \pm 2.7$ Mpc

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{Model} & AIC & \Delta AIC & BIC & \Delta BIC & DIC & \Delta DIC \log(BF) \\
\hline
\epsilon = 0 & 85.2 & 100.0 & 64.1 \\
\text{Line} & 87.9 & -2.8 & 103.9 & -3.9 & 64.0 & 0.04 & 1.3 \\
A & 90.3 & -5.1 & 107.2 & -7.2 & 63.2 & 0.9 & -1.4 \\
B & 89.8 & -4.6 & 106.7 & -6.7 & 62.7 & 1.4 & -3.4 \\
C & 90.4 & -5.2 & 107.3 & -7.3 & 63.3 & 0.8 & -2.3 \\
\hline
\end{array}
\]

$\Omega_b = 0.0224 \pm 0.0001$

TABLE IV. The selection criteria values for different models of nuisance parameter.

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{Model} & AIC & \Delta AIC & BIC & \Delta BIC & DIC & \Delta DIC \\
\hline
\text{Line} & 87.8 & -2.7 & 103.7 & -3.8 & 63.8 & 0.1 & 2.9 \\
A & 90.6 & -5.5 & 107.5 & -7.6 & 63.5 & 0.4 & 1.0 \\
B & 90.3 & -5.1 & 107.1 & -7.2 & 63.1 & 0.8 & 1.0 \\
C & 90.4 & -5.3 & 107.4 & -7.5 & 63.4 & 0.6 & 1.0 \\
\hline
\end{array}
\]