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Abstract: Prognostics technology is important for the sustainability of solid oxide fuel cell (SOFC) system commercialization, i.e., through failure prevention, reliability assessment, and the remaining useful life (RUL) estimation. To solve SOFC system issues, data-driven prognostics methods based on the dynamic neural network (DNN), one of non-linear models, were investigated in this study. Based on DNN model types, the neural network autoregressive (NNARX) model with external inputs, the neural network autoregressive moving average (NNARMAX) model with external inputs, and the neural network output error (NNOE) were utilized to predict the degradation trend and estimate the RUL. First, the degradation trend prediction was executed to evaluate the correctness of the proposed DNN model structures in the first learning phase. Then, the RUL was estimated on the basis of the degradation trend of the NN models in the second inference phase. The comparison test results show the prediction accuracy of the NNARX model is higher and the RUL estimation can be given within a smaller relative error than the NNARMAX and NNOE models. The evaluation criteria of the root mean square error and mean absolute error of the NNARX model are the smallest among these three models. Therefore, the proposed NNARX model can effectively and precisely provide degradation trend prediction and RUL estimation of the SOFC system.
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1. Introduction

Renewable energy technologies are being heavily studied due to the depletion of fossil energy reserves and global environmental issues. Solid oxide fuel cell (SOFC) technology is a renewable and sustainable source of energy; its advantages include low noise, near zero emissions, superior energy efficiency, and high power density [1,2]. Nevertheless, the performance of a SOFC system can be easily affected by inadequate operation, impure inlet gases, and aging [3]. These degradation mechanisms are generated by uncertain complexities and environment conditions, which is why durability and reliability are obstacles to the large-scale deployment of SOFC systems [4].

Due to the durability, reliability, and cost (i.e., of long-life) issues of SOFC systems, effective maintenance strategies are important. Various strategies have been conducted to evaluate system conditions and to avoid high cost maintenance procedures. Prognostics and health management (PHM) is a novel maintenance strategy and is receiving increasing attention [5]; it offers cost-effective prediction and detection to improve availability, reliability, and security of the system. The PHM of the SOFC system uses real measurement data to predict the health degradation trend and estimate the residual of life or remaining useful life (RUL) to effectively prolong the lifespan of the SOFC system. In the process of...
PHM, prognostics technology plays an important role in predicting future conditions, and for RUL to be functional [6].

Currently, various prognostics methods are being studied to predict the degradation trend and estimate RUL, and can be separated into three categories: physics-based, data-driven, and hybrid [7,8]. The physics-based methods, also called fault physics and white box models, describe the phenomenon of system and failure models using empirical or mathematical relations. The comprehensive reviews of mathematical modeling of SOFCs are available to predict the fuel cell behaviors [9–11]. The advantages of these methods are that they are able to identify compositions according to their specifications [12], such as material properties, geometrical features, degradation of electrochemistry phenomena, etc. A physics-based method is suitable for better understanding the aging phenomena of the SOFCs. However, because it is not easy to build an accurate model, a proper mathematical representation has not been conducted due to the lack of failure mechanisms for complex SOFC systems. Hence, a physics-based method may not be appropriate to describe the physical degradation mechanism since assumptions, errors, and uncertainties are made in modeling [13]. In other words, the computationally complex and insufficiently accurate knowledge of degradation physics leads to increased uncertainty in prognosis of the SOFC system.

In contrast, data-driven methods can be considered as black-box models that learn the experimental data of state monitoring and historical data into appropriate information and system degradation behavioral models [15]. Data-driven methods generally use different machine learning approaches to either predict the degradation trend or estimate the RUL, and are particularly suitable for the SOFC complex system even though degradation mechanisms are not well understood. From the open literature, the traditional data-driven methods of nonlinear systems generally include the regression model [16], the Wiener process, gamma process [17], stochastic filtering model, risk-based covariance model, hidden Markov model, and semi-hidden Markov Model [18]. The advantage of a data-driven method is that it has strong, nonlinear imitation, and is easily implemented. Hybrid methods are used by integrating physics-based and data-driven methods, taking advantage of both methods and, hence, solving the shortcomings of a single method. Combining physics-based and data-driven methods allows for cumulating their advantages, but there are drawbacks; i.e., hybrid methods still need a lot of computing time to compare the physics-based and data-driven methods [19]. According to the above advantages and disadvantages of the different prognostics methods, the study proposes a data-driven prognostics method for the SOFC system.

From the literature review, to the best of the authors’ knowledge, the current prognostics methods for fuel cells mostly focus on proton exchange membrane fuel cell (PEMFC) systems. In addition, the degradation trend of performance and RUL estimation of the SOFC system, using effective data-driven methods, have not been published in the literature. Recently, due to the rapid development of algorithms in the semiconductor sector, data-driven methods based on artificial neural network (ANN) methodologies are attracting increasing attention in the engineering and applied science fields [20–22]. The ANN methods, especially the dynamic neural network (DNN) model, can effectively describe the complex nonlinear characteristics between inputs and outputs, such as the SOFC system. The advantage of the DNN model is the ability to use previous state memory to deal with nonlinear problems; it is particularly useful in solving time series prognostics topics [23–25].

The present work, conducted with DNN models, focuses on the neural network autoregressive exogenous (NNARX) input model, the neural network autoregressive moving average with exogenous (NNARMAX) input model, and the neural network output error (NNOE) model, to investigate the degradation trend prediction and the RUL estimation of the SOFC system. First, the experimental raw data preprocessing was
performed to eliminate the unreliable measurement data to reduce the computational complexity by the locally weighted scatterplot smoothing (LOWESS) technique. Second, NNARX, NNARMAX, and NNOE models were built to predict the voltage degradation of SOFC performance with evaluation criteria. Finally, the RUL of the SOFC system was estimated based on the critical threshold. Moreover, the results of the degradation trend prediction and RUL estimation were compared with three methods to show feasibility.

The remainder of this paper is organized as follows. Section 2 presents the long-term experiment setting and data implementation of the SOFC system. Section 3 presents the whole prognostics framework based on NNARX, NNARMAX, and NNOE for the SOFC system. In Section 4, the prognostic framework based on DNN methods are presented. The comparison results and discussion for different prognostics methods are presented in Section 5. Finally, the concluding remarks are demonstrated in Section 6.

2. Experiment Setting and Data Implementation

In this section, the experimental setting and data implementation of the commercial anode-supported cell (ASC) type of the SOFC system were derived in the first. Specifically, the aging effects for the long-term degradation test and thermal cycle test were carried out based on the non-sealed cell test facility, as shown in Figure 1 [26]. The test cell of the SOFC was placed between the fuel and oxidant housings to separate the gases and facilitate electricity generation, and mixed gases burning occurred when the gases escaped the region of the cell. In the facility of SOFC system, hydrogen and nitrogen can be supplied on the anodic side and, at the same time, oxygen and air can be provided on the cathode side, respectively. The cell housing test bench consisted of flow field plates that connected to the control system through a metal pipe to provide fuel and oxidants, thermocouples, gas pipes, current collectors, and voltage and current wires, allocating with a metal net collecting current.

![Figure 1. The schematic device of the SOFC test [26].](image)

The test environment conditions and recording of the test data can be provided by the control system. The key compositions of the SOFC cell, NiO/YSZ, YSZ, and LSC, are included in different planar structure layers of the anode, electrolyte, and cathode, with a total thickness of 550 \( \mu \)m, an active area of \( 9 \times 9 \) cm\(^2\), and a size of \( 10 \times 10 \) cm\(^2\). The main compositions and thicknesses of the cell, manufactured commercially, are listed in Table 1. In order to obtain a higher electrical output, the operating temperature of the SOFC system in this experiment was set to 700 °C. The long-term stability is the main factor and the most important characteristic for SOFC commercial life to evaluate the durability. We investigated the influence of the flow rate of gases for the long-term test (5000 h) at operating temperatures heated up to 700 °C. The first 3000 h of the long-term test of a
standard operating procedure (SOP) was operated with cathode air and anode hydrogen supplied by a constant gas flow rate of 800 to 2000 cm$^3$/min, respectively. Afterward, the polarization curve performances were performed under a current density of 400 mA/cm$^2$.

### Table 1. Main composition and thickness of the commercial SOFC cell.

| Layer              | Composition/Thickness |
|--------------------|-----------------------|
| Anode composition  | NiO/YSZ (12 µm)       |
| Anode support      | NiO/YSZ (500 µm)      |
| Cathode composition| LSC (20–30 µm)        |
| Electrolyte composition | YSZ (3 µm)     |

To determine the influence of the reduced flow rate on cell performance and durability, the long-term test with a reduced flow rate, for 200 h, was carried out after a 3000 h SOP long-term test. The flow rates of the cathode air and anode hydrogen were reduced within 500 and 1500 cm$^3$/min, respectively, after the SOP long-term test was held for 2000 h. From the previous results of the SOP test, the long-term durability of the open current voltage (OCV) was higher than the basic value. However, the OCV of the latter test, after 2000 h, was less than the former SOP test. The reason for the performance degradation is because the internal gas partial pressure became irreversible. More detailed results and analysis about the SOFC experiment can be found in previous published literature [27,28]. Considering the most important and available degradation characteristics, the output voltage of the SOFC system, as a health indicator, is a suitable index to describe the degradation of performance [29].

### 3. Considered Theory

The reliable and accurate prognostics methods play an important role in the life and maintenance costs of the SOFC system by predicting the future performance and RUL. In this study, the DNN nonlinear time-series model structures, such as NNARX, NNARMAX, and NNOE models, were employed to establish the long-term degradation trend prediction and the RUL estimation for the SOFC performance. In basic DNN networks architecture, the model outputs depend on the current input as well as the current or previous inputs, outputs, or states of the network, as presented in Figure 2. The advantage of the proposed prognostics method can build the complex relationship and the ability to extract the implicit nonlinear characteristics in such a multivariate SOFC system. In addition, they also have good “learning” sequential, time-varying capacity, and generalization capabilities of prognostics algorithms/prognostics performance. Thanks to the superior performance of the nonlinear DNN methods, NNARX, NNARMAX, and NNOE models were applied in the present research for prognostics, the long-term performance degradation trend, and the RUL estimation of the SOFC system.
3.1. Model Development

The nonlinear time-series DNN models are used to construct networks for prognostics of the SOFC system and can be expressed by the general input–output empirical form as below [23]:

\[ A(q)y(t) = \frac{B(q)}{C(q)} u(t - n_b) + \frac{D(q)}{E(q)} e(t) \]  

where \( q \) is negative shift operator, and the \( A(q), B(q), C(q), D(q), \) and \( E(q) \) are polynomials structures, which present different model types. For the ARX model, the terms of polynomial \( C(q), D(q), \) and \( E(q) \) are set to 1; the ARMAX model, the \( C(q), \) and \( E(q) \) are set to 1; the OE model, the \( A(q), D(q), \) and \( E(q) \) are also set to 1. The input–output model can be presented in a regression form within \( A(q) \) in \( q^{-1} \):

\[ \hat{y} = \varnothing^T X(t) \]  

where \( \hat{y} \) is the model predicted output and \( \varnothing^T \) is the dynamic neural unit model type. According to the different model types, the dynamic neural unit structure parameter of \( X(t) \) is constructed by:

1. The B polynomial is related to the control signal.

\[ u(t - i), i = 1, \ldots, n_b \]  

2. The A polynomial is related to the output of the measurement.

\[ y(t - i), i = 1, \ldots, n_a \]  

3. The \( \hat{y}(k - i) \) is related to the simulated outputs from the past \( u(k) \), associated with the C polynomial.

4. The predicted errors are associated with the D polynomial.

\[ e(t - i) = y(t - i) - \hat{y}(t - i) \]  

The relationship of the input–output nonlinear models can be expressed as follows:

\[ X(t) = [y(t - 1), \ldots, y(t - n_a), u(t - 1), \ldots, u(t - n_b)] \] for ARX model.
\[ X(t) = \begin{bmatrix} y(t-1), \ldots, y(t-n_a), u(t-n_k), \ldots, u(t-n_b) \\ \epsilon_u(t-1), \ldots, \epsilon_u(t-n_e) \end{bmatrix} \] for ARMAX model (7)

\[ X(t) = [\hat{y}(t-1), \ldots, \hat{y}(t-n_a), u(t-1), \ldots, u(t-n_b)] \] for OE model (8)

where \( u(t) \) is the control input, \( y(t) \) is the measured output, and \( \epsilon(t) \) is the white noise disturbance. The \( n_a \) is the output order of model, \( n_b \) is the input order of model, \( n_k \) is past time delay, and \( n_e \) is the noise order of the model. The dynamic neural unit of the nonlinear DNN model can be summarized as follows:

\[
\begin{align*}
\text{NNARX} & = [n_a \ n_b \ n_k] \\
\text{NNARMAX} & = [n_a \ n_b \ n_c \ n_k] \\
\text{NNOE} & = [n_a \ n_b \ n_e]
\end{align*}
\]

### 3.2. Learning with Backpropagation (BP) Method

Parameter estimation is a process involving mathematical model optimization based on proposed neural network nonlinear autoregressive models of the SOFC system. The principle of the parameter estimation is to select the accurate method or the prediction criterion to be minimized. The backpropagation neural network (BPNN), as the most commonly used learning algorithm, is a multilayer perceptron (MLP) neural network; it has the ability to model simple (as well as very complex) functional relationships [30]. Therefore, the customary to apply three-layer feedforward neural network structures with input layer, hidden layer, and output layer is conducted. The predicted output model forms within BPNN, confined in one hidden layer, with a hyperbolic tangent function \( f \) and linear function \( F \) used in the hidden and output layer, derived as follows:

\[
\hat{y}_i(w, W) = F_i \left\{ \sum_{j=1}^{q} W_{ij} h_j(w) + W_{i0} \right\} = F_i \left\{ \sum_{j=1}^{q} W_{ij} f_j \left( \sum_{l=1}^{m} w_{jl} z_l + w_{j0} \right) + W_{i0} \right\}
\]

The weights specified by the unknown parameter vector \( \theta \) or in terms of the matrices, \( w \) and \( W \), are adjustable for the network parameters, which is determined by the training process. The objective of the training network is to minimize error functions between predictions and measurements.

The prediction error is based on the introduction of a measurement of closeness in terms of a normalized sum square error criterion. An empirical equation for the determination of hidden neurons used in a previous study is expressed as follows:

\[
h_{nn} = \sqrt{m + n + \alpha}
\]

where \( h_{nn} \), \( m \), and \( n \) are the numbers of hidden neurons, inputs, and outputs, respectively; \( \alpha \) represents a constant from 1 to 10. Moreover, from the analysis of results, according to our published literature [31], the hidden neuron number of 10 is selected and used in the following analysis.

### 4. Prognostic Framework Based on DNN Methods

The proposed prediction of the degradation trend and estimate of the RUL framework of the SOFC system, based on the DNN model, are shown in Figure 3, and described in detail according to processes in the following.
Figure 3. Flow chat of the DNN model for SOFC system prognostic.

4.1. Experimental Raw Data Preprocessing

Inspired by the literature [29], the output voltage of the SOFC system is considered the time-aging indicator in the prognostics process. Since the experimental raw voltage data involve many noises and peaks, many measurement points may lead to heavy computational load (and are time consuming). Therefore, data preprocessing is highly required to improve the qualitative nature of original raw voltage data. We utilized the robust locally weighted scatterplot filtered approach (LOWESS) to smooth the raw measurement for the subsequent processing [32]. The filtered algorithm consists of weighted linear least squares and second-order polynomial models. By computing the window width weight of each data point in the span of the smooth, the original raw data with noises and peaks can be effectively filtered. The weight coefficients are given as follows:

\[
 w_i = \begin{cases} 
 \left(1 - \left(\frac{y_i - \hat{y}_i}{6\text{MAD}}\right)^2\right)^2, & |y_i - \hat{y}_i| < 6\text{MAD} \\
 0, & |y_i - \hat{y}_i| \geq 6\text{MAD} 
\end{cases}
\] (12)

where \(y_i\) and \(\hat{y}_i\) are real and fit data, respectively, \(y_i - \hat{y}_i\) denotes the residual of the \(i_{th}\) data point generated by regression smoothing procedures, and MAD is treated as the median absolute deviation of the residual. The spread-out of the residual is computed by median absolute deviation.

The original raw datum is reconstructed by LOWESS to improve the quality and still retain the characteristic phenomenon. To deal with the reconstructed data, the window width is one of the key parameters. When the filter window width is small, the smooth data are closer to the original values, leading to a meaningless smooth result. On the contrary, if the window width is large, minor weight variations in the short time duration might not be detected. Therefore in this work, we set the window width filter to 20. Figure 4 shows raw
and smooth data of the SOFC voltage with the elapsed time. It can be seen that the original voltage data with noises and spikes are clearly smoothed, with a consistent trend, compared to the raw experimental data after preprocessing. The preprocessing of smoothed data not only reduce uncertainty, but also retain the main characteristic tendencies of the original raw data. The data set dimensions include gas flow rate, cell temperature, humidity, current, voltage, pressure, etc. The dimensionality difference among parameters between the input and output significantly cause data distortion. To further reduce the impact of substantial variable differences on the model performance, the original raw data must be standardized to extract the feature data into the interval \([0, 1]\). The standardized method is proposed by the following formula:

\[
\hat{y} = \frac{y - y_{\text{min}}}{y_{\text{max}} - y_{\text{min}}}
\]  

where \(\hat{y}\) is the standardized data, \(y\) is the original raw data, \(y_{\text{max}}\) is the maximum value of the original data, and \(y_{\text{min}}\) is the minimum value of original data.

![Raw and smooth long-term degradation data of the SOFC voltage.](image)

**Figure 4.** Raw and smooth long-term degradation data of the SOFC voltage.

### 4.2. Feature Extraction of Neural Network Structures

In the present study, the proposed methods for prognostics of the SOFC system performance were conducted by MATLAB, a trademark of MathWorks, Inc. (Natica, MA, USA) [33]. The optimal dynamic neural unit parameters of NNARX structures, such as hidden neural number \((h_n)\), model output order \((n_a)\), model input order \((n_b)\), and the time delay \((n_t)\), were computed by Taguchi orthogonal array methods. The parameters were selected by statistical analysis to compute the best performance of prediction. The detailed statement of the experimental analysis result is provided by a previous published paper [25].

For consistency, the parameter structures of relative repressors for NNARMAX and NNOE should be conducted under the same conditions as the NNARX model. The performance degradation predictions of the SOFC system, based on the NN structures with NNARX, NNARMAX, and NNOE models, were compared by evaluating their convergence accuracies with the normalized sum square error (NSSE). Every neuron network structure was conducted with a tangent-sigmoid activation function and the output layer with a linear transfer function for these three models.

Comparison results of different model type convergent iteration graphs in the learning phase are shown in Figure 5. It can be seen that, although the convergence rate of the NNARX model is slower than other model types, the number of stable convergence
iterations is superior to others. Table 2 lists the dynamic neural unit values and the analysis results of convergences accuracy for the proposed DNN model types based on NNARX, NNARMAX, and NNOE model structures. From the analysis results, the proposed DNN models have lower NSSE values, which indicate that the prediction model has high accuracy and can prove that the selected dynamic neural unit is acceptable.

![Figure 5. Comparison results of different DNN models convergent iteration.](image)

| Dynamic Neural Unit | Model | Hidden Number ($h_n$) | Output Order ($n_a$) | Input Order ($n_b$) | Noise Order ($n_c$) | Time Delay ($n_k$) | NSSE         |
|--------------------|-------|-----------------------|----------------------|---------------------|---------------------|--------------------|--------------|
| NNARX              | 10    | 5                     | 5                    | None                | 1                   | 1.32 × 10^{-10}  |
| NNARMAX            | 10    | 5                     | 5                    | 1                   | 1                   | 3.43 × 10^{-7}    |
| NNOE               | 10    | 5                     | 5                    | None                | 1                   | 6.56 × 10^{-5}    |

### 4.3. Performance Evaluation Criteria

In order to compare the accuracy of long-term prediction degradation trend results, a series of evaluation criteria should be put forward. In this study, the symbols of the root mean square error (RMSE), and mean absolute error (MAE), were selected to test the prediction performance degradation trend reliability, and were used for quantitatively comparing the cumulative errors over the entire range of the proposed prognostics methods.

\[
\text{RMSE} = \sqrt{\frac{1}{N} \sum_{1}^{N} (p(t) - \hat{p}(t))^2}
\]  

(14)

\[
\text{MAE} = \frac{1}{N} \sum_{1}^{N} |p(t) - \hat{p}(t)|
\]  

(15)

where $p(t)$ is the experimental measurement voltage value, $\hat{p}(t)$ is the model predicted voltage value, and $N$ is the number of the measured voltage. The performance of the criteria index is “smaller is better”.

---
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---
After that, the evaluation indexes—relative error (RE) and prediction accuracy (PA)—were used to evaluate the results of the RUL estimation between the actual RUL and predicted one. The relevant formula is calculated as follows:

\[
RE = \left| \frac{\text{RUL}_{\text{EoL,actual}} - \text{RUL}_{\text{EoL,prognostic}}}{\text{RUL}_{\text{EoL,prognostic}}} \right| \times 100\%
\]

\[
PA = 1 - RE
\]

where \(EoL\) represents the end of life of system. \(\text{RUL}_{\text{EoL,actual}}\) indicates the actual RUL and \(\text{RUL}_{\text{EoL,prognostic}}\) denotes the predicted RUL. In regard to the performance index of PA—higher is more accurately.

5. Results and Discussion

5.1. Comparison of Performance Degradation Prediction

The prognostics framework of the SOFC system includes two parts: learning phase and inference phase. Moreover, by evaluating the proposed prognostics method for the aging degradation trend prediction and RUL estimation of SOFC, the data set was divided into 50% for the learning phase and the remaining for the inference phase, because the arrangement can sufficiently capture the characteristics of the system and avoid overfitting during the prognostic processes [34]. The total data set duration of the SOFC long-term experiment was 1000 h. The time lengths of [0 h, 500 h] and [501 h, 1000 h] were selected as the learning phase and inference phase, respectively. A comparison among the degradation trend predicted results, namely NNARX, NNARMAX, and NNOE models, and experimental measurement data were made for variations of SOFC voltages over time, as shown in Figure 6. It is obvious that the degradation trend behavior of the SOFC system can be tracked by all three nonlinear NN models during the prognostics processes.

![Figure 6. Comparison results of the SOFC degradation trend prediction and RUL estimation by different DNN models.](image)

Comparison results on prediction accuracy between the learning phase and inference phase, within the statistic indices RMSE and MAE, are shown in Figures 7 and 8, respectively. According to the performance criteria index in the prognostics processes, the results of the NNARX model have the lowest values. The best accuracies of RMSE (1.58 \(\times\) 10\(^{-6}\)) and MAE (9.3 \(\times\) 10\(^{-7}\)) were achieved by using the NNARX model with a small variation compared to the actual experimental data in the learning phase, and the values of RMSE...
and MAE of the inference phase were $1.86 \times 10^{-6}$ and $9.4 \times 10^{-7}$, respectively. For the NNARMAX model, the RMSE and MAE in the learning phase were $8.19 \times 10^{-5}$ and $5.83 \times 10^{-5}$, respectively, but increased to $1.23 \times 10^{-4}$ and $8.05 \times 10^{-5}$, respectively, in the inference phase. The worst accuracy was obtained by the NNOE model and the values of RMSE and MAE were $1.11 \times 10^{-4}$ and $8.80 \times 10^{-5}$, respectively, in the learning phase, and $3.40 \times 10^{-3}$ and $3.02 \times 10^{-3}$, respectively, in the inference phase. It can be concluded that the prediction of the degradation trend can be captured qualitatively by all three models in the learning phase. The comparison predictions of the learning phase and inference phase using NNARX, NNARMAX, and the NNOE models are further summarized in Table 3.

Figure 7. RMSE of the degradation prediction in the learning phase and inference phase.

Figure 8. MAE of the degradation prediction in the learning phase and inference phase.
Table 3. Comparison results of prediction for various nonlinear DNN models in the learning phase and inference phase.

| Model      | RMSE Learning Phase | MAE Inference Phase | RMSE Learning Phase | MAE Inference Phase |
|------------|----------------------|---------------------|----------------------|---------------------|
| NNARX      | $1.58 \times 10^{-6}$ | $1.86 \times 10^{-6}$ | $9.30 \times 10^{-7}$ | $9.44 \times 10^{-7}$ |
| NNARMAX    | $8.19 \times 10^{-5}$ | $1.23 \times 10^{-4}$ | $5.83 \times 10^{-5}$ | $8.05 \times 10^{-5}$ |
| NNOE       | $1.11 \times 10^{-4}$ | $3.40 \times 10^{-3}$ | $8.80 \times 10^{-5}$ | $3.02 \times 10^{-3}$ |

On the soft computing theory of the nonlinear system, the NNARX model is defined as a parallel structure in a series, while the NNARMAX and NNOE model are parallel structures. It indicates the NNARMAX and NNOE model structures are constituted by output feedback estimation. However, the NNARX model structure is determined by the current output with the combination of past inputs and outputs. Hence, the computation form of NNARX is stable and the parameters are easy to evaluate without feedback. In contrast, the current output of the NNARMAX model is computed by the combination of previous inputs, outputs, and residuals. Thus, the parameter structure of residual regression is applied to compensate feedback for the stability during the computation process. Moreover, the NNOE model structure is based on past and present output values, leading to unstable computation and insufficient predictive ability easily. It demonstrates that the NNARX model prediction degradation trend ability is better than other NARMAX and NNOE models. Although the performance indexes of the NNOE model, i.e., RMSE and MAE, are higher than the other two models, the prediction degradation trend still has the same consistency with experimental data.

In order to verify the prediction accuracy of the proposed method, the prediction results are compared of open literature methods based on backpropagation (BP), support vector machine (SVM), and random forest (RF) [35], as shown in Table 4. From the results shown, the average criteria of the proposed methods (learning phase and inference phase) are lower than other existing methods. Although the data lengths are different, the comparison results can still demonstrate the effectiveness of the proposed DNN models based on NNARX, NNARMAX, and NNOE.

Table 4. Comparison results of prediction accuracy with previous methods.

| Method                  | RMSE      | MAE        |
|-------------------------|-----------|------------|
| NNARX                   | $1.72 \times 10^{-6}$ | $9.37 \times 10^{-7}$ |
| NNARMAX                 | $1.02 \times 10^{-4}$ | $6.94 \times 10^{-5}$ |
| NNOE                    | $1.76 \times 10^{-3}$ | $1.55 \times 10^{-3}$ |
| Backpropagation (BP) [35] | 0.0032  | 0.0769  |
| Support vector machine (SVM) [35] | 0.4492  | 0.2998  |
| Random forest (RF) [35] | 0.524   | 0.3598  |

5.2. Remaining Useful Lifetime Inference

Based on the results of the proposed NN model structure obtained during the learning phase, the second half samples were used to estimate the RUL of the SOFC system. From the literature, the SOFC stack failures can be explained as the water vapor produced by the cathode, preventing the delivery capability of ambient air, or the compound produced by the anode, leading to the degradation of the SOFC system [36,37]. In order to protect the SOFC system and adopt timely mitigation actions, a critical threshold, a little higher than the failure threshold, should be defined in advance.

According to the failure definition in international standards [38], when the cell voltage declines more than 2% of the initial voltage, the fault of the SOFC stack is diagnosed, and the SOFC failure is considered to occur soon, requiring possible preventive maintenance [39]. When the prognostics time ($T_p$) starts at time $T_p = 500$ h for the inference phase, the estimation voltage is computed based on the parameters determined by the nonlinear
neural network structures with NNARX, NNARMAX, and NNOE models in the learning phase. Therefore, the RUL denotes the time period between the $T_p$ and end of life (EoL) in the inference phase.

As shown in Figure 6, the real measured voltage is indicated by the red line, while the estimated voltages, i.e., NNARX, NNARMAX, and NNOE, are denoted in the black, blue, and green lines, respectively. When the experimental output voltage value of the SOFC system decreases to 0.805 V, the corresponding RUL time is set as the EoL time $T_{EoL} = 947.71$ h, which indicates that the mitigation strategy is required against the failure. Since the inference time scale is set at 500–1000 h, the RUL is 447.71 h. From the RUL estimation results, all NNARX, NNARMAX, and NNOE can efficiently capture the degradation trend of the SOFC performance, attributed to the appropriate variable selection analysis of input parameters.

During the inference phase of the RUL estimation, the prognostic evolutions of the NNARX and NNARMAX models approach the critical threshold between 947.19 and 947.04 h, which is close to that of the measured value. The RUL times of NNARX and NNARMAX are 447.19 h and 447.04 h, respectively, which is lower than the real RUL value of 447.71 h. On the other hand, the predictive curve of the NNOE model can fit the experimental value well in the beginning of the prognostic period. However, it drops rapidly after $T = 520$ h and reaches the critical threshold of 805 V at $T = 775.81$ h.

Although the NNOE model has a deviation from the real values, its predicted tendency is still consistent with experimental data. It can be reasonably ascertained that all three models can be used as diagnostic methods for predicting the RUL. In Table 5, the RUL prediction errors among the estimated and actual values, absolute error (AE), and RE of the NNARX model are less than the NNARMAX and NNOE models at the inference phase, leading to a higher prediction accuracy. It was also found that these AE and RE values of the NNOE model are relatively higher than those of the NNARX and NNARMAX models.

| Models    | RUL$_{prognostic}$ | AE   | RE    | PA   |
|-----------|--------------------|------|-------|------|
| NNARX     | 447.19             | 0.52 | 0.12% | 99.88%|
| NNARMAX   | 447.04             | 0.67 | 0.15% | 99.85%|
| NNOE      | 275.81             | 171.9| 38.40%| 61.6% |

For further uncertainty analysis of the RUL estimation, the inference was carried out every 50 h after $T = 500$ h within the 1 ± 0.05% confidence intervals with the upper and lower boundaries, as shown by black dash lines in Figure 9. The results of the RUL estimation show that both NNARX and NNARMAX models agree very well with the actual RUL values and always fall into the confidence intervals.

By comparison with the real RUL, the RUL estimation of the NNOE model presents an overestimation in the range considered after $T = 600$ h and begins beyond the upper boundary of the confidence interval after $T = 650$ h. Although the NNOE model can correctly capture the fuel cell degradation trend in the learning stage, it shows the weak generalization ability in the RUL inference phase. This is attributed to the fact that the parameter structure of the NNOE model belongs to the recursive regression method, leading to the difficulty of the model parameter estimation.

Based on the present results, the prognostic of the NNARX model not only depict the trend of the voltage degradation, but is also appropriate in quantitative accuracy for the RUL prediction.
6. Conclusions

This paper presents DNN model structures based on NNARX, NNARMAX, and NNOE models, to predict the performance degradation and the RUL estimation for the SOFC system. The proposed method was conducted based on the SOFC long-term degradation test. The results indicate that the proposed model, based on the NNARX model, has the best prognostic performance. Based on the present results, the main contribution might be summarized as follows:

(1) In the learning phase, the proposed models can efficiently capture the degradation trend of the SOFC performance. During the inference phase, the NNARX model provides higher (and more accurate) prognostic performances than the other NNARMAX and NNOE models.

(2) In the DNN model structures, the NNARX model has low values of RMSE and MAE due to parallel structure in a series. Although both NNARMAX and NNOE are parallel structures, the computation form of the NNARX model is stable, leading to better prognostics accuracy than the NNOE model.

(3) The results of the RUL estimation demonstrate that both NNARX and NNARMAX models not only agree very well with the actual RUL values, but also “fall into” the confidence intervals. Although the NNOE model has a deviation from the real RUL values, its predicted tendency is still qualitatively consistent with experimental data.

(4) Comparing the results with previous prognostic methods from the open literature, the proposed methods of the DNN models present better performances.
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