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Abstract—The sentiment analysis task has various applications in practice. In the sentiment analysis task, words and phrases that represent positive and negative emotions are important. Finding out the words that represent the emotion from the text can improve the performance of the classification models for the sentiment analysis task. In this paper, we propose a methodology that combines the emotion lexicon with the classification model to enhance the accuracy of the models. Our experimental results show that the emotion lexicon combined with the classification model improves the performance of models.
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I. INTRODUCTION

The topic of sentiment analysis (SA) has attracted a lot of academic interest and research, particularly in the development of predictive models. SA has various applications in daily life since it is a tool to monitor opinions from user-generated data and assist decision-making [1]. The application of sentiment analysis appeared in many fields, such as e-commerce, social media, blogs, discussion forums, and education.

In the SA tasks, words and phrases which represent the negative and positive sentiments play essential roles [2]. According to [3], the lexicon methods try to find the "prior polarity" meaning of the word, while the machine learning methods try to create a generic classifier from the domain specified labeled dataset with the purpose of extracting the "contextual priority" from the text. Those methodologies have advantages and disadvantages since the authors in [3] propose an approach to combine both two methodologies to improve the performance of the sentiment classifier. Therefore, in this paper, we propose a methodology of integrating the emotion lexicons with the machine learning models to enhance the performance of the classifiers for the sentiment analysis task in the Vietnamese language.

Previous works in Vietnamese sentiment tasks have created the dataset on specific domains such as social networks, education, e-commerce, and the emotion lexicon. In this paper, we use three datasets, including UIT-VSMEC [4], UIT-VSFC [5], and ViHSD [6] with the VnEmoLex lexicon to investigate the performance of our approach on the Vietnamese sentiment analysis task. All three datasets are the large-scale dataset and are manually annotated by humans with a strict annotation procedure on a specific domain such as the social media domain (UIT-VSMEC), student and education domain (UIT-VSFC), and hate speech detection (ViHSD). Besides, VnEmoLex is a lexicon emotion set with eight different emotion types and contains 12,795 emotional words.

Our paper is structured as follows. Section II surveys several current works in the Vietnamese sentiment analysis task. Section III takes a brief look at the used datasets for our experiments. Section IV describes our proposed methodologies to combine the lexicon features with the machine learning classifier. Section V illustrates our experimental results and describes the error analysis for the proposed method. Finally, section VI concludes our works and suggests future works.

II. RELATED WORKS

The sentiment analysis task can be categorized as the text classification task. Various benchmark datasets are created to serve the sentiment analysis task in Vietnamese for different domains, such as the VLSP 2018 [8] and UIT-ABSA [9] dataset for aspect-based Sentiment Analysis on restaurant and hotel domains, the UIT-VSFC [5] dataset for sentiment analysis on student feedback, the UIT-VSMEC [4] for emotional classification of user comments on social network sites, the UIT-ViSFD [10] for aspect-based sentiment analysis about smartphone feedback, and the ViHSD [6] and VLSP 2019 HSD [11] dataset for hate speech detection on social media texts (According to [12], hate speech detection and sentiment analysis tasks are related because they both treat the negative and positive sentiment through the hate speech message). We choose the UIT-VSMEC, UIT-VSFC, and ViHSD as three datasets for evaluating our proposed methodology.

Besides the annotated dataset, VnEmoLex [7] and VietSentiWordNet [13] are two lexicons used for the sentiment analysis task. The VnEmoLex contains eight fundamental levels of sentiment, including joy, sadness, anger, fear, trust, disgust, surprise, and anticipation, while the VietSentiWordNet contains only three levels, which are positivity, negativity, and neutrality. In this paper, we use the VnEmoLex lexicon because it has more levels of emotion than the VietSentiWordNet.

Finally, based on each dataset, there are several approaches to construct the classification models to detect the sentiment from text. The Maximum entropy model achieved the best result on the UIT-VSFC dataset [5], the Text-CNN model obtained the highest result on the UIT-VSMEC dataset [4], and...
the BERT model gave the best result on the ViHSD dataset [6]. From the current baseline models on each three datasets, we propose our methodology, which combines the emotion lexicon with the current classifier to boost the performance.

III. VIETNAMESE SENTIMENT ANALYSIS DATASETS

The UIT-VSMEC is created for emotion detection on Vietnamese social media text [4]. This corpus has a total of seven levels of emotion as described in Table I. We use this dataset as the benchmark dataset to evaluate the efficiency of our proposed methodology. Besides the UIT-VSMEC, we also analyze our results on two remaining benchmark datasets, including UIT-VSFC and the ViHSD to empathize with the effectiveness of our methodology. The UIT-VSFC is created to analyze the feedback of students about education activity [5]. This corpus has two tasks: the sentiment-based task for detecting user emotion from the text about the education activity and the topic-based task for classifying the categories belonging to the teaching and learning activities such as lecturer, facility, and curriculum [5]. In this paper, we use the sentiment-based task for our experiments. The labels of the UIT-VSFC are shown in Table I. Finally, the ViHSD is a dataset created for the hate speech detection task on the Vietnamese language [6]. This corpus also has three labels as shown in Table I. All three datasets are manually annotated by humans with a detailed and strict annotation procedure.

In general, although the three datasets have different labels because they were created for a specific domain task, they have the same feature in the text. Hence, we use these three datasets as the benchmark for evaluating the performance of our methodology.

IV. METHODOLOGY

The task of sentiment analysis is categorized as the text classification task. Figure 2 illustrates briefly our methodology, including pre-processing techniques, combining the emotion lexicon to the feature vectors, and fitting them to the classification models.

A. Data pre-processing

In [14], the authors proposed seven techniques to pre-process the text based on the characteristic of Vietnamese social media texts. We adapt those pre-processing techniques for our experiments. Our pre-processing techniques are described below:

1) Standardizing words: Mistake words frequently appear in social media datasets, for example: “ủaaa” should be “ủa” (what?), or “đẹppp quáa” should be “đẹp quá” (so...
beautiful). Alternatively, you may come across numerous instances of improper punctuation, for example: “quý hóa quá” should be “quý hóa quá” (so appreciate). In part due to the features and complexity of Vietnamese, as well as the nature of social media. As a result, in order to carry out the subsequent processing stages, the return words must be standardized. We employ the punctuation standardized, such as: “tuỳ” converted to “tùy” (depend on you), along with the word standardization technique used in [14].

2) Conversion of emoticons into emoji: For social media data sets, as well as the current state of language used by young people, capturing and processing emojis (symbols for user emotions) is necessary. Statistics from the UIT-VSMEC dataset show that more than 40% of words contain emojis. This clearly demonstrates the social media aspect of the dataset, which makes it challenging to deal with these emoticons. Because each emoji has a unique nuance and because an emoticon is tailored to a certain emoji, for example: “:)))” or “=))” is normalized as “:)” (slightly smiling face). The papers have also identified and developed the issue with how emojis are handled [15], [16]. Therefore, we made the decision to standardize emoticons (method 1) before switching back to emojis. In Table II, several examples of emojis conversion are shown.

| Emoticons       | Standardized emoticons | Convert to emoji |
|-----------------|------------------------|------------------|
| :))) , :)     | :)                     | 😊               |
| =))            | =)                     | 😊               |
| : (            | :(                     | 😞               |
| ^ ^            | ^                      | 😞               |
| <33            | <3                     | 😞               |

3) Correction of misspelled words and search for acronyms: Misspellings are unavoidable when people communicate on social media, especially when using isolated languages like Vietnamese. Therefore, rapid processing is always required to provide a more complete evaluation. In this paper, we use a list of Vietnamese misspellings, including 736 words that [14] uses to accompany its letters. We must standardize the incorrect terms in order to replace them with the standard form in Vietnamese for each word in the list, which includes acronyms and misspelled words.

4) Control Teencode and Stopwords: When performing sentiment analysis problems, Teencode and Stopwords are always issues that garner attention, but with Vietnamese, the level of efficacy that it provides is always at the level that must be confirmed. In order to objectively assess the effectiveness, we processed the original data set using only Teencode and Stopwords in this paper before combining it with other techniques.

5) Words segmentation: Words segmentation in Vietnamese presents a questionable issue while performing text sentiment analysis. Even though two words or phrases may share the same meaning and arouse positive emotions, segmenting them into different words causes them to have an impact and slightly dilute the meaning of the phrase and sentence. The efficiency of word segmentation for each problem, each scenario, and the target must therefore be examined using genuine intuitive experiments. We use the VnCoreNLP [17] as the word segmenter for our experiments.

B. Emotion Lexicons

Annotated lexicon for the eight primary Vietnamese emotions (joy, sadness, anger, fear, trust, disgust, surprise, and anticipation) classified into two main categories, positive and negative emotions—can be found in VnEmoLex [7]. A total of 12,795 words make up VnEmoLex, 4,431 of which are obtained from EmoLex and the remainder 8,364 from VietWordnet.

The next step is to create a counter for VnEmoLex words used in sentences from the original dataset. From there, create more label attributes, which are simply the total amount of labels (emotion at VnEmolex) in the sentence. Following VnEmoLex processing, certain sentences are described in Table III. The words that appear and are represented in the emotion lexicon are marked in green. It is clear that a word can bring up a variety of feelings at once, this challenges us with a problem and makes processing words difficult. In UIT-VSMEC, six labels from VnEmoLex were chosen to fit the original dataset after being filtered out. For the UIT-VSFC, we choose the positive and negative labels in order to fit the data, other emotions outside of these two labels will be neutral. For the ViHSD dataset, we made the decision to combine the VnEmolex features and convert them into the highly adaptable in the ViHSD dataset. The labels “Anger”, “Fear” and “Disgust”, for example, will be converted to “Toxic” while the labels “Enjoyment” and “Trust” will be converted to “Clean”.

1https://gist.github.com/nguyenvanhieuvn/7d9441c10b3c2739499f5a4d9ea06bf
2https://github.com/stopwords/vietnamese-stopwords
TABLE III

| Sentence | Disgust | Fear | Enjoyment | Sadness | Surprse | Anger |
|----------|---------|------|-----------|---------|---------|-------|
| cho đàng đẻ con quỷ. về nhà con nhà may ra mà đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đẻ con đàng đ NotImplementedException

Table III

Describe some of the sentences in the UIT-VSMEC dataset that were obtained from combining it with VNEmolex.

CommonCrawl data. Important contributions of XLM-R include up-sampling low-resource languages during training and vocabulary generation, creating a larger common vocabulary, and increasing the total model capacity to 550 million parameters.

V. EXPERIMENTS AND RESULTS

A. Model settings

**Text-CNN** [21]: Text-CNN is an adaptation of the convolutional model used for text classification. In the Text-CNN, text data can be viewed as sequential data such as time series data or a one-dimensional matrix. Then, the convolutional layers extract important features from the texts.

**Bi-GRU** [22]: GRU is a more advanced kind of Bi-LSTM, often referred to as update gate and reset gate, which was utilized to alleviate the gradient loss issue that traditional RNNs encountered. The two vectors essentially determine what data should be sent to the output. The unique feature is that it can be taught to retain old data without erasing output prediction-related data.

**BERT** [18]: BERT is a contextualized word representation model pre-trained using bidirectional transformers and based on a masked language model. BERT showed power in many NLP tasks including the sentiment analysis task and is currently the SOTA method. BERT and its variants are called the BERTology [23].

**PhoBERT** [24]: PhoBERT is a monolingual language model trained on Vietnamese text. The architecture of PhoBERT is based on the RoBERTa model and is optimized for training on large-scale Vietnamese corpus. For the downstream task, the PhoBERT model requires the VnCoreNLP [17] for pre-processing texts.

**XLM-R** [25]: XLM-R is a multilingual model that was developed with more than two terabytes of filtered and cleaned

3 https://fasttext.cc/docs/en/crawl-vectors.html

We present our experimental results based on the procedure as mentioned in Section IV. First of all, we evaluate the impact of the pre-processing technique on the performance of the model. According to the experimental results in Table IV, the XLM-R gives the best results with 62.79% by macro F1 score on the UIT-VSMEC without the VnEmoLex. Therefore, we use the XLM-R model as the standard model to evaluate the effectiveness of pre-processing techniques.

The results of the techniques used to experiment with the XLM-R model are summarized in Table V. From the results, the three methods (1+2+3) give the best results on the UIT-VSMEC dataset, which is 64.80% by macro F1-score. Hence,
we apply these three methods to pre-process the text before fitting it to the classification models in combination with the VnEmoLex.

### TABLE V

| Technique | Accuracy (%) | Macro F1-Score (%) | Weighted F1-Score (%) |
|-----------|--------------|--------------------|-----------------------|
| Original  | 67.53        | 62.79              | 67.22                 |
| 1         | 67.68        | 62.84              | 67.41                 |
| 1+2       | 67.97        | 63.07              | 67.48                 |
| 1+2+3     | 68.83        | 64.80              | 68.50                 |
| 1+2+3+4   | 68.53        | 64.22              | 68.13                 |
| 1+2+3+4+5 | 67.92        | 63.50              | 67.38                 |
| 2+3       | 68.09        | 64.12              | 67.81                 |
| 1+3+4     | 68.78        | 64.49              | 68.20                 |
| 1+3+5     | 68.60        | 64.17              | 67.93                 |

After applying three pre-processing methods, we integrate the VnEmoLex with the classification models as described in Section IV. Table VI describes the results of classification models on the VSMEC dataset. It can be seen that the Text-CNN model when applying the VnEmoLex achieves the best results for deep learning models, which is 55.25% by macro F1-score. Also, XLM-R with the VnEmolex obtains the best results with 67.03% by macro F1-score (this result is higher than the baseline model in [4]). Both methodologies increase the results when applying the VnEmoLex, proving the effectiveness of the method when used with the VnEmolex data set.

### TABLE VI

| Models | Accuracy (%) | Macro F1-Score (%) | Weighted F1-Score (%) |
|--------|--------------|--------------------|-----------------------|
| Baseline model [4] | 39.74 | 55.79 | 55.95 |
| Text-CNN | 53.79 | 55.79 | 55.95 |
| Text-CNN+VnEmoLex | 58.68 | 55.27 | 58.47 |
| Bi-LSTM | 53.54 | 51.68 | 53.38 |
| Bi-LSTM+VnEmoLex | 54.40 | 53.80 | 55.28 |
| Bi-GRU | 53.70 | 52.32 | 53.54 |
| Bi-GRU+VnEmoLex | 55.08 | 54.27 | 54.67 |
| BiERT | 60.12 | 57.02 | 60.25 |
| BiERT+VnEmoLex | 56.43 | 57.80 | 60.60 |
| BiBiERT | 64.65 | 62.32 | 65.84 |
| BiBiERT+VnEmoLex | 67.02 | 63.70 | 66.76 |
| XLM-R | 68.83 | 64.00 | 68.50 |
| XLM-R+VnEmoLex | 70.42 | 67.03 | 70.06 |

Beside the UIT-VSMEC, we conduct the experiment on the two datasets including UIT-VSFC and ViHSD. We use the XLM-R and Text-CNN with the three pre-processing techniques (1+2+3) on both datasets. Table VII summarizes all of the results. It can be seen that the XLM-R model in combining with the VnEmoLex also shows the highest results on the UIT-VSFC and ViHSD datasets, which are 83.40% and 68.29% by macro F1-score, respectively.

### C. Error analysis

We used the confusion matrix to evaluate how well the models performed by better visualizing the prediction and actuality of the labels. The confusion matrix of the XLM-R - the best classification model on the test set of the UIT-VSMEC is shown in Figure 4. As can be seen, the best classification model on the Sadness label has more than 81% correct prediction points, followed by the Enjoyment label’s accuracy of 80.80% and the Fear label’s accuracy of more than 78%. Label Anger has the lowest accuracy at 45%.

We can obtain both good and bad prediction labels using the confusion matrix. For example, when predicting the relationship between the labels of Anger and Disgust, which have conceptual levels that are quite comparable, annotators frequently struggle with meaning confusion. Therefore, model confusion is unavoidable. Table VIII contains a few illustrations of prediction errors along with their corresponding explanations.

### VI. Conclusion

In this paper, we propose a methodology that combines classification models with the VnEmoLex lexicons for the sentiment analysis task in Vietnamese. The results showed that the VnEmoLex lexicon has significantly improved the performance of classification models on the three datasets including the UIT-VSMEC, UIT-VSFC, and ViHSD. The XLM-R combined with the VnEmoLex lexicons obtains the highest results on three datasets, which are 67.03% for the UIT-VSMEC, 83.40% for the UIT-VSFC, and 68.29% for the ViHSD by macro F1-score. Besides, the text pre-processing
techniques also play an important role in boosting the classification model. In addition, the ambiguity in the text caused by the use of social languages such as abbreviation, metaphor, and emoticon makes the classification models confused in detecting the actual emotion from the text. In the future, we will improve the model performance by using the semantic labels and grammatical rules for the sentiment task to solve the problem of ambiguity in social media texts.
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