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Abstract: Typhoon Goni crossed several provinces in the Philippines where agriculture has high
socioeconomic importance, including the top-3 provinces in terms of planted coconut trees. We have
used a computational model to infer coconut tree density from satellite images before and after
the typhoon’s passage, and in this way estimate the number of damaged trees. Our area of study
around the typhoon’s path covers 15.7 Mha, and includes 47 of the 87 provinces in the Philip-
pines. In validation areas our model predicts coconut tree density with a Mean Absolute Error of
5.9 Trees/ha. In Camarines Sur we estimated that 3.5 M of the 4.6 M existing coconut trees were
damaged by the typhoon. Overall we estimated that 14.1 M coconut trees were affected by the
typhoon inside our area of study. Our validation images confirm that trees are rarely uprooted
and damages are largely due to reduced canopy cover of standing trees. On validation areas, our
model was able to detect affected coconut trees with 88.6% accuracy, 75% precision and 90% recall.
Our method delivers spatially fine-grained change maps for coconut plantations in the area of study,
including unchanged, damaged and new trees. Beyond immediate damage assessment, gradual
changes in coconut density may serve as a proxy for future changes in yield.
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1. Introduction

During the 2020 Pacific typhoon season, typhoon Goni became the strongest storm
in history to make landfall, with speeds of 225 km/h [1,2]. At its peak it achieved 1-min
sustained wind speeds of 315 km/h and was a Category-5 Hurricane equivalent on the
Saffir-Simpson scale [2]. An estimated 24 M people live in severely affected areas by
Goni and an estimated 850 k were in need of assistance in the early response phases [1].
According to AON plc., initial estimates of damages in agriculture and infrastructure are
at 415 million USD [2]. The damages to agriculture alone caused by this event in the
Philippines have been estimated at 5.01 billion PHP (102 million USD) [3], and much of
the damage took place in family farms which are the primary source of income to most of
the 2.5 million coconut farmers in the country [4], a population group with a high poverty
rate [5].

Although the scale of Typhoon Goni was unprecedented, it was not an isolated event.
The Philippines Coconut Authority (PCA) estimated that typhoon Haiyan in 2013 damaged
33 million coconut trees over almost 300,000 ha [6]. For the tropical storm Kai-tak in 2017
(known as Urduja in the Philippines) the PCA estimated that 965,000 trees were affected, of
which 6000 coconut trees experienced a 100% crop yield loss, while 42,000 coconut trees
were heavily damaged, resulting in 50% crop yield loss [7]. That second group with 50% yield
loss mainly consisted of trees that had lost foliage, but were not uprooted. Accurate
mapping of such damage to the canopy is very relevant as it scales with the amount of affected trees, ultimately leading to massive yield loss in the short- to mid-term, at country-scale. To mitigate negative impacts on the local population, rapid response actions are essential, which calls for accurate, large-scale damage maps. In this paper, we propose a machine learning-based, country-scale damage estimation approach and experimentally validate its performance for the impact of typhoon Goni on coconut trees in the Philippines.

Timely and accurate mapping of natural hazard impacts is important for a precise and efficient disaster response [1]. Although in situ surveys on the ground can provide reliable data for small-scale events, rapid assessment often becomes infeasible if the affected area is large, particularly if its accessibility is compromised [8]. According to van den Homberg et al., only 40% of the information needed during disaster responses is typically supplied in a timely and pertinent manner [9]. Damage maps based on remote sensing data can reduce the response time while scaling to entire countries, if they can be generated with a high degree of automation. A valuable source of evidence are medium resolution, freely available satellite images captured by satellite constellations with Synthetic Aperture Radar (SAR) such as Sentinel-1; or multi-spectral, optical images like Sentinel-2 and Landsat.

It has been argued that SAR images, acquired with active illumination in the microwave spectrum, are the first choice due to their ability to observe the Earth’s surface in unfavourable weather conditions and during night time. This robustness against varying atmospheric conditions in principle allows for near-real time change detection, and C-band SAR images have been used for forest density classification [10]. This classification relies on varying back-scatter from different vegetation species. However, SAR-based methods may have limited sensitivity to subtle vegetation changes [11], especially within the same species.

In our study we turn to multi-spectral optical satellite imagery, since we aim to detect small degradations in the canopies of coconut palm trees. i.e., we accept some data loss due to clouds in return for a high sensitivity to intricate vegetation changes. Multi-spectral optical satellite images from Sentinel-2 allow for fine-grained analyses of vegetation, including crop classification [12,13], large scale mapping of tree crops [14,15], and vegetation height estimation [16]. In previous work we have shown that Sentinel-2 imagery is suitable for mapping oil palms and coconut trees [15,17]. Here, we build on those works and extend them to a change detection framework that has the ability to quantify subtle variations in the canopy structure of coconut trees.

More specifically, we employ a deep learning method to analyse the damage caused by typhoon Goni on coconut trees. First, we apply the active learning method developed in [15] to train a convolutional neural network (CNN) which regresses the number of intact coconut tree canopies in each Sentinel-2 pixel, at 10 m GSD. We then use that CNN to estimate coconut canopy densities both before and after the passage of typhoon Goni. By analysing differences between the two maps we quantify the number of trees that were damaged by the typhoon. As expected, our results show that the largest damages have occurred near the location where typhoon Goni first made landfall. We also demonstrate that our method, based on supervised, class-specific tree densities produces more plausible maps than alternative methods based on unsupervised change detection. Furthermore, we validate our method in selected regions with very high resolution (VHR) images, where individual trees are discernible and the presence or absence of damages can be visually ascertained.

This remainder paper is organised as follows. In Section 2 we discuss some related work regarding disaster response and change detection methods for remote sensing applications. In Section 3 we introduce the dataset used in this work and describe in detail the area of interest. In Section 4 we introduce the proposed active learning method for change detection as well as several baselines used for comparison. In Section 5 we evaluate the performance of the proposed method compare it with other baselines. In Section 6 we discuss the strengths as well as the limitations of the proposed method. Finally, conclusions are provided in Section 7.
2. Related Work

2.1. Disaster Response

With every 1 °C increase in the Anthropogenic Climate Change Index (ACCI, a measure for the anthropogenic portion of climate change) the share of strong Category 4–5 events among all hurricanes across the globe increases by 40% [18]. Given the large human and economic cost that such natural disasters cause every year [19], much effort and attention has been put into studying and understanding their effects [20,21]. Early responses during post-disaster phases are crucial to mitigate short- and mid-term consequences. Governments and non-governmental organisations need to take action quickly, not only in the short term to provide relief materials, health assistance and rescue operations; but also in the mid term to mitigate socioeconomic impacts with suitable relief strategies [22,23]. A clear understanding of the magnitude of the damage is crucial to focus efforts and provide effective policies [24]. Common sources of information are news, satellite imagery, and social-media reports from affected users. Analysing this vast amount of information in a timely and concise way is challenging [25].

Many automated methods have been proposed to forecast hazards, to assess vulnerabilities, and to track the recovery in affected regions [26,27]. Notably, several works attempt to extract information about such events from remote sensing data sources [27–33]. This is especially valuable for rapid mapping tasks, since access to affected regions is often hindered during and immediately after the event. Other works use alternative data sources, such as social media [34], instead of remote sensing data. Yet others also use field surveys to better understand the consequences of natural disasters and to better prepare for future events [35].

While several methods for damage assessment in natural disasters are presented in general, there are also dedicated works that target a single event or type of disaster, such as tsunamis [36], floods [30,37,38], earthquakes [39], hurricanes [28,40], and typhoons [33,34]. Some studies aim to monitor the evolution of a given region over longer periods of time, usually focusing on measuring the recovery of the considered region [31,33], while others focus on single instants (e.g., single image analysis) [29]. Most works on damage assessment focus on urban areas, usually attempting to detect damaged buildings [30,32,36,41–43].

There is a large diversity of data-driven remote sensing methods designed to tackle specific needs after a hazard event. Bejiga et al. [44] aim to detect objects of interest in the context of search-and-rescue missions after avalanche events, using a convolutional neural network coupled with a support vector machine. For flood detection, Ireland et al. [37] use Landsat imagery and compare the performance of different machine learning methods. Yang and Cervone [38] provide damage assessments on thousands of aerial images with limited human input. To assist with the development of data-driven approaches for post-disaster building damage evaluation, Gupta et al. [43] propose the xBD dataset, a collection that is large enough to train modern, data-hungry deep learning methods.

More closely related to our task are data-driven methods to assess damages from tropical storms, i.e., typhoons, cyclones and hurricanes. Ghaffarian et al. [33] adopt a random forest algorithm to derive land cover maps from cloud-free composites from Landsat 7 and 8 images. Damage and recovery maps were produced according to the changes observed between different dates. Such approach provides valuable insights on the temporal evolution of the region during and after a natural disaster, although post-classification change analysis is prone to errors especially near region boundaries, and end-to-end classification methods have recently been preferred over random forests [45,46]. Sheykhmousa et al. [31] take a similar approach and extract transition patterns from land use and land cover maps, generated from high resolution WorldView-2 images. Some works have explored the alternative strategy to directly analyse a single post-disaster image. Kovordányi and Roy [40] forecast the direction of a cyclone’s track at a given instant using satellite images; and Jiang and Friedland [28] predict hurricane-induced damage by detecting urban debris zones in high-resolution images.
2.2. Vegetation Mapping

Detection and quantitative analysis of vegetation has been a research topic in remote sensing for decades. Jasinski [47] proposed a physics-inspired method for estimating canopy densities of natural systems with little or no ground truth data using Landsat data. Others have proposed indices such as the normalised difference vegetation index (NDVI) to retrieve fractional vegetation cover and leaf area index [48]. Hansen et al. [49] used a regression method to estimate tree cover from MODIS (500 m GSD) on a planetary scale. More recently, Agapiou [50] used Sentinel-1 and Sentinel-2 data coupled with crowd-sourced OpenStreetMap data to estimate the vegetation cover in the vicinity of archaeological sites. Melville et al. [51] used random forests to identify four vegetation classes in images obtained using an unmanned aircraft system. Some works were specifically aimed at evaluating vegetation changes. Hansen et al. [52] have generated maps that quantify forest loss between the years 2000 and 2012 from satellite data. Khan et al. [53] used deep neural networks to detect various types of forest changes over a period of 29 years.

Crop mapping has received a large attention in the remote sensing community. It is a frequent use case for multi-spectral images from satellites such as Sentinel-2, Landsat or MODIS. Multi-spectral images allow for species identification, often based on image time series [12,13], as well as crop yield prediction [54,55]. In terms of tropical tree crops, oil palms have been mapped in south-east Asia [15,56] and at global scale [14].

In our previous work we have developed methods to retrieve the density of oil palms, coconuts and olive trees from Sentinel-2 images [17]. That work has then been extended into an active learning scheme to map oil palm density at large scale with a tractable annotation effort [15]. The present paper builds on that active learning approach and utilises a similar pipeline to map the density of coconut canopies and estimate the effect that typhoon Goni had on them.

2.3. Change Detection

An intuitive and very common option to analyse the impact of natural disasters in image data are change detection algorithms. The literature about change detection is vast [57–59] and not primarily concerned with natural disasters, although there recently have been efforts to encourage such experiments [43]. A limited number of studies have applied change detection to identify regions whose state significantly differs before and after a given event [33,53].

In their simplest form, change detection algorithms aim to classify pixels into changed and unchanged classes. Most change detection algorithms belong to one of the following groups: (1) image differencing with automatic thresholding [60], (2) change vector analysis [61], and (3) direct change prediction [45,53,62]. The earliest approaches simply form a difference image and turn it into a (unitless) measure of per-pixel change, followed by thresholding or clustering [57,58]. Another family of methods, named change vector analysis (CVA), describes the temporal evolution of each pixel with a high-dimensional vector that encodes the change “direction”, so that changes are not only identified but also characterised to some degree [63]. Object-based approaches were also proposed to increase robustness, by analysing image “objects” (often simply small, homogeneous segments) instead of individual pixels [58]. Finally, the problem can also be formulated as semantic co-segmentation, where a label is assigned directly to each pair of corresponding (before/after) pixels, without explicitly image differencing or thresholding [59]. This last formulation is especially suited for data-driven algorithms like convolutional neural networks (CNNs), which are nowadays one of the most powerful tools for image analysis [46].

Unsupervised change detection algorithms do not require training data to be annotated by experts, which is often expensive and slow, and at least conceptually should generalise well across different geographical regions, since they do not suffer from training data biases [58,64]. Thus, they may seem particularly well suited to study natural disasters. On the downside, the price to pay for not fitting to the specific task is that these methods cannot discriminate different types of changes that have comparable visual saliency.
At least one representative method from each of the three groups described above has also been selected as baselines in our experiments, these are described in more detail in Section 4.3.

3. Area of Interest

Typhoon Goni made landfall at Catanduanes island on the 31 October 2020 with ground speeds of 225 km/h [65]. Its course covered the provinces of Camarines del Sur, Albay and Quezon towards the east. The affected region is not only home to 24 M people but it also contains an important share of the country’s coconut trees. According to the Food and Agriculture Organization of the United Nations the Philippines are the world’s second largest coconut producer only after Indonesia and produced 17.8 Mt of coconut in 2019. The top-3 provinces in terms of coconut trees are Quezon, Northern Samar, Camarines Sur, all of which are located very close to Goni’s path. Figure 1 shows the estimated number of coconut trees per province and Goni’s path. For our analysis, we included all the provinces located within 500 km from the centre line of the typhoon’s path (marked with white boundaries in Figure 1). This strip covers 15.7 Mha and 47 of the 87 provinces in the Philippines.

![Figure 1. Overview of estimated coconut tree counts per province in 2020 and Typhoon Goni’s path. Provinces with white boundaries represent our area of study.](image)

Data

We created a coconut canopy density map before the typhoon landfall on 31 October 2020, using Sentinel-2 images recorded between January 2020 and 15 October 2020. From this time period, we chose the 10 images from each location least effected by clouds, to build a density map without gaps. In that map we also count the number of intact coconut trees in each province, Figure 1. See details on the method in Section 4.1. We then computed a density map after the typhoon with Sentinel-2 images recorded between 15 December
2020 and 15 April 2021. We use all available images from that period and predict a density for all cloud-free pixels.

As reference labels for training, we used density maps derived from coconut trees identified with interactive photo-interpretation of images from Google Earth (GSD < 30 cm) from 2017. During annotation we manually marked the centre of each coconut tree crown in different areas in the Philippines. Contiguous areas of at least 300 ha represent the minimal areas for labelling, we refer to such base labelling areas as blocks. We created a density map with the annotated locations on a 0.625 m GSD grid and applied a squared kernel of size 20 × 20 m, then we summed the densities into a 10 m GSD grid that matches the Sentinel-2 resolution. Using a grid 16 times denser than the 10 m of Sentinel-2, and a squared kernel, allows the model to focus on identifying the tree density rather than the specific (sub-pixel) tree location, thus reducing the impact of potential co-registration errors. That strategy already proved successful in our earlier work for oil palms [15], as well as olive trees and coconut trees [17]. Our training set consisted of an initial set of 37 blocks, plus additional 50 blocks which were selected using an active learning approach (see more details in Section 4.1), resulting in a total of 87 blocks for training and 31 additional blocks were set aside for validation.

To validate our approach against actual, visually recognisable damages caused by the typhoon we relied on high-resolution images. For the state before the typhoon we used images from Google Earth (GSD < 30 cm), For after the typhoon we used Worldview-2 images from Maxar Technologies (GSD 50 cm). We selected a variety of locations to inspect different levels of damage across the region of interest.

4. Methods

We estimate the typhoon damage by identifying coconut canopy density changes between images before and after the event. To that end we have created two different maps using a collection of images sensed in two different time periods as described in Section 3. We first train a model to estimate coconut density in the Philippines using input images and ground truth labels exclusively from before the typhoon. We then apply that model to images from before and after the event to obtain coconut density maps, and analyse the changes in density. See Figure 2 for an overview of the complete method.

A naïve and straightforward approach to evaluate the density difference could lead to inconsistencies, due to two important issues. First, since our density model was not trained with images collected after the typhoon, a potential domain shift might lead to inaccurate predictions. Second, our after-map is obtained with notably less samples than our before-map which could also increase the uncertainty of the predictions after the typhoon. It is therefore crucial to account for prediction uncertainty, such that change detection can be based on trustworthy predictions.

In the following we first review the active learning strategy used to ensure accurate density estimation without excessive labelling efforts. We then describe how we model uncertainty and filter out unreliable predictions. Finally, we describe other change detection methods that are used as baselines to compare to.
Figure 2. Overview of our method. We use active learning for efficient labelling to train a model for coconut tree density estimation. Damage estimation is performed using images from before and after the typhoon pass. After a robustness and change analysis we predict the following change classes: damaged, new or unchanged coconut, and non-coconut pixels.

4.1. Active Learning for Density Estimation

Based on our previous work on tree density retrieval from Sentinel-2 [15,17], we derive a map of coconut canopy density, covering the entire region of interest in the Philippines. A Convolutional Neural Network (CNN), with 9 residual blocks each consisting of 3 convolutional layers, predicts the number of intact coconut canopies per pixel. For details of the network architecture we refer to [15].

We rely on active learning [15] to keep the labelling effort as low as possible for the large area of interest. The fundamental idea of active learning is to start from some base model trained with only a small amount of reference data, and to iteratively grow the training set and improve the model, with additional help of an acquisition function \( g(x) \). The acquisition function scores unlabelled samples \( x \), so as to identify which samples are most informative and should be added to the training set. For our large regions of interest the set of candidate samples to choose from is very large, so \( g(x) \) should be cheap to compute and scale.

As a rule of thumb, samples to be added to the training set should be diverse to avoid annotating redundant information (e.g., annotating several trees of highly similar characteristics) and they should have high prediction uncertainty under the old model, so that their correct label adds a lot of information to the training set. We use the acquisition function proposed in our previous work [15] to balance diversity and uncertainty:

\[
g(x_i) = \frac{\sigma^2(\hat{y}_i)}{\sum_{j \in \mathcal{X}} \sigma^2(\hat{y}_j)} + \frac{d^2(x_i, \mu)^2}{\sum_{j \in \mathcal{X}} d^2(x_j, \mu)^2},
\]

The first term in Equation (1) estimates the epistemic (model) uncertainty, i.e., the “lack of knowledge” of the model after seeing only a limited set of training examples. This uncertainty is estimated with an ensemble of models trained independently [66,67], where...
the disagreement between ensemble members serves as a measure of how uncertain the ensemble is about a specific input. In particular, with \( M \) models \( f_i \) trained independently of each other, we can compute the epistemic uncertainty as the standard deviation of the model ensemble:

\[
\sigma_y^2 = \frac{1}{M-1} \sum_{i=1}^{M} (\hat{y}_i - \bar{y})^2,
\]

where \( \hat{y}_i = f_i(x) \) is the individual prediction from model \( f_i \) and \( \bar{y} = M^{-1} \sum_{i=1}^{M} (\hat{y}_i) \) is the average over all individual predictions. We obtain this estimate for all available samples in our study area \( X \).

The second term in Equation (1) represents an estimate of the sample diversity, and aims to maximise the variety of the selected sample set. Diversity is measured via distances \( d^2 \) from the mean feature value \( \mu \) in the latent feature space \( z \) of the CNN. Please refer to [15] for further details.

4.2. Robust Density Change Detection

After the model has been trained with the actively selected samples, we apply it to our entire area of interest. More robust change estimates can be obtained by using only predictions with reasonably low uncertainty. In general, predictions are affected by two types of uncertainties: epistemic uncertainty, i.e., the model’s lack of knowledge due to unseen patterns not encountered during training, which was already used to select the training samples; and the aleatoric uncertainty, which is the uncertainty inherent in the data, where the input data does not contain the information needed to unambiguously determine the correct output, even if perfect model parameters were known.

Unobserved conditions that give rise to epistemic uncertainty could include a vegetation type not encountered in the training set or, more relevant to our case, situations that are normally not encountered except after a typhoon, such as destroyed buildings or defoliated forest. This uncertainty can be modelled by running an ensemble of (density) prediction networks on the same input image, in the same way as during active learning.

The aleatoric uncertainty in optical remote sensing can largely be attributed to cloud cover. For Sentinel-2, cloud probability masks are available. To reduce the overall effect of clouds on our predictions, we discard pixels with cloud probability >50% during training, and predict only for pixels with a low chance of dense cloud cover (cloud probability <10%). This however does not completely remove the uncertainty, as some part of it stems from other sources, for instance imperfect cloud masks or not density-related changes on the ground. Rather than using only a single input image per location, we run the prediction for multiple different (cloud-free) images within a time window and average the estimates. A natural approach to model the uncertainty in such a scenario is to compute the standard deviation over the \( N_{lat,lon} \) predictions at a given location. This is especially important for the after-map, where only 4 months of Sentinel-2 data were available at the time of our study.

We are interested in computing the overall uncertainty, to filter out unreliable estimates. To that end we evaluate the standard deviation both over \( M \) different models and over \( N \) different samples at each location. The combined epistemic and aleatoric uncertainty of the predicted density is equal to:

\[
\sigma_y = \sqrt{\frac{1}{(M-1)(N-1)} \sum_{i=1}^{M} \sum_{j=1}^{N} (\hat{y}_{i,j} - \bar{y})^2}.
\]

The combined standard deviation is transformed to a quantity similar in nature to the coefficient of variation (CV), but adjusted depending on the distribution of \( \hat{y} \):

\[
CV = \frac{\sigma_y}{\hat{y}}.
\]
where $\epsilon$ acts as a regulariser for very low values of $\hat{y}$ that could otherwise affect the CV. The CV quantifies the relative standard deviation measure with respect to the predicted density. Depending on the desired recall (i.e., the percentage of predictions that we want to keep), we can select predictions according to a confidence threshold, $CV < \tau$, and discard predictions with too high uncertainty. Furthermore, we also remove predictions at pixels that never had clear visibility within the considered time window (i.e., always cloud probability >10% or cloud shadow). Changes are only computed for pixels that have low uncertainty both before and after the typhoon.

Using only the reliable density estimates, we create a change image $\Delta = \hat{y}_{\text{before}} - \hat{y}_{\text{after}}$. Based on the values $\Delta$ and $\hat{y}_{\text{before}}$, pixels are classified according to the rule:

$$\text{Change}(\Delta, \hat{y}_{\text{before}}) = \begin{cases} 
\text{Damaged}, & \text{if } \hat{y}_{\text{before}} \geq 0.4 \text{ and } \Delta \geq 0.4 \\
\text{New}, & \text{if } \hat{y}_{\text{before}} < 0.4 \text{ and } \Delta \leq -0.4 \\
\text{Unchanged}, & \text{if } \hat{y}_{\text{before}} \geq 0.4 \text{ and } |\Delta| < 0.4 \\
\text{Non-coconut}, & \text{otherwise} 
\end{cases}$$

where $|\cdot|$ denotes the absolute value. We chose the threshold after a preliminary analysis, in which we observed that pixels with densities $>0.4$ consistently lie within coconut plantations.

### 4.3. Baselines

Unsupervised change detection is a common alternative to evaluate the magnitude of damage after a natural disaster. Here we consider three different approaches against which we compare our method. Since all methods perform a pair-wise image comparison, we compute cloud-free median composites such that they are (like our model) not affected by clouds, and perform change detection between the before and after composites.

**Change vector analysis (CVA)** [68]: This traditional change detection method is based on analysing change vectors generated by comparing pixel values in coregistered images. Changed regions are expected to contain change vectors with large magnitudes, and the direction of these vectors provides some insight on the type of change that has occurred. For unsupervised change detection, Otsu’s thresholding algorithm is used to separate pixels into changed and unchanged based on the magnitudes of the change vectors.

**k-means** [60]: This approach computes the difference between before and after, the so-called “delta image”. A neighbourhood around each pixel is then considered to cluster the delta image into changed and unchanged pixels. Given an image with $N$ pixels and $d$ channels, we concatenate the pixel values from a $s \times s$ window around each pixel into a “feature vector” for the pixel and flatten the resulting feature map into a matrix of size $N \times s^2d$. Next we perform Principal Component Analysis to extract the top eigenvectors $e_j$ of the covariance matrix, project all feature vectors onto the space spanned by these eigenvectors, and cluster them with k-means (with $k = 2$). The underlying assumption is that a pixel that has changed will fall into a different cluster than surrounding pixels with no change. We repeated this procedure for window sizes $s \in \{2, 4, 6, 8, 10\}$ and aggregated the multiple clusterings into a final one with an additional k-means.

**Deep change vector analysis (DCVA)** [69]: This change detection method uses a pretrained CNN to obtain pixelwise features to build a change vector. Automatic feature selection is done to compile a group of features that are especially helpful in differentiating changed regions from unchanged ones. Pixels are separated into changed and unchanged using a thresholding algorithm, either Otsu’s method or a local adaptive thresholding algorithm.

**Deep slow feature analysis (DSFA)** [61]: This approach uses Slow Feature Analysis (SFA) [70], an unsupervised method that projects the input data into a slowly varying (i.e., maximally invariant) feature space. This allows for an easy identification of changed vs. unchanged pixels in the transformed space. Specifically, DSFA uses a neural network to compute a projection matrix that extracts the most invariant features in a non-linear fashion. Once the projection matrices have been learned (with stochastic gradient descent),
the projected features are again classified into changed and unchanged pixels by clustering. In practice, \(k\)-means is again used for that purpose.

**Self-supervised Adversarial Change Detection (S2-cGAN) [62]:** This method relies on a Generative Adversarial Network (GAN) to identify changes. From a pair of unchanged images, it trains a Discriminator to identify semantically unchanged pairs of pixels in different time-steps. At inference time, that discriminator should be able to recognise which pixels have changed, since they constitute outliers compared to the training data. In practice, at training time only one image \(x\) is used and small perturbations are added to obtain a synthetic pair of “unchanged” images for discriminator training.

**Deep Kernel PCA (KPCA) [71]:** This algorithm uses a Siamese network in combination with kernel PCA to produce change vectors and map them into a 2D polar domain. These vectors are then thresholded automatically using Otsu’s algorithm to separate changed pixels from unchanged ones.

5. Results

We trained our model using only Sentinel-2 pixels that are not marked as cloud, cloud shadow, water or snow in the the Sen2Cor [72] scene classification layer. Furthermore, we masked-out pixels that have a cloud probability > 50% for training, which allows the model to observe different cloud coverage conditions. At inference time we used only pixels with cloud probability < 10% to avoid possible noise coming from different cloud conditions.

To evaluate the performance of density estimation, we aggregate predictions into 1 ha blocks and compare them to reference data. The evaluation on 1 ha blocks sidesteps the influence of residual co-registration errors between reference data and Sentinel-2 images. On validation blocks, our Mean Absolute Error (MAE) after training only with the initial 37 training blocks was 8.9 Trees/ha, and dropped to 5.9 Trees/ha after including the actively selected samples. This represents a reduction of \(\approx 34\%\) (see Figure 3). For a fair comparison we applied the same robust thresholding in both cases, as we will explain below. These results are in line with our previous study about oil palm density, where active learning lead to a reduction of 28% with respect to the initial MAE.

![Figure 3](image-url)

**Figure 3.** Performance of coconut palm density estimation as predicted by our method (right axis) compared to manually labelled validation data (vertical axis). Each green dot indicates a comparison per block of size 300 ha each, while the unit on both axes is Trees/ha. Values with densities below 1 Trees/ha were trimmed for visualisation.
We present a visual comparison of reference and predicted density maps at two different locations in Figure 4. The main structure of the plantations is correctly mapped and the density values in general agree. However, pixels in areas of high density (close to 2 trees) exhibit some under-estimation bias, as in the middle image of Figure 4.

![Figure 4. Qualitative example of coconut density estimation. Ground Truth (GT) in top row, prediction of our model in bottom row. Numbers in parentheses represent the sum of (intact) coconut trees in the area. Areas without GT (shown as gray) are excluded from both counts.](image)

As mentioned in Section 4, we considered only confident estimates according to the threshold $CV > \tau$. It is expected that a lower value of $\tau$ should increase the accuracy, but reduce the overall recall. Which exact value of $\tau$ to use depends on the use case. In our case, we aim for high map coverage and remove only the most uncertain locations. See Table 1 for an evaluation how varying values of $\tau$ affect the output. For these results, we used $\epsilon = 0.7$ to compute the $CV$ and have tested different values of $\tau$. We observe that at $\tau = 0.45$ the MAE improves by 9.1% at the cost of leaving out the <2% most uncertain samples, which we regard as the best compromise.

| $\tau$ | Recall (%) | MAE |
|-------|------------|-----|
| 0.10  | 46.68      | 1.08|
| 0.20  | 64.92      | 2.16|
| 0.40  | 95.50      | 5.33|
| **0.45** | **98.20** | **5.91** |
| 0.50  | 99.39      | 6.26|
| 2.00  | 100.00     | 6.50|

We applied the chosen threshold $\tau = 0.45$ to all predictions in our study area. Due to cloud cover especially in high-altitude regions in several states in the before-map, the overall recall dropped to 89.1% for the complete study area. Fortunately, most discarded pixels lie in mountain areas, where no coconut is grown, consequently the recall over the validation areas, where coconut plantations are found, was a lot higher (>98%).

5.1. Estimated Coconut Damages

Using Equation (5), we estimate how many trees were damaged between the two considered time-steps. The estimated number of healthy coconut tree canopies in our study area was 58.4 M before and 44.3 M after the passage of the typhoon, respectively. Meaning
that 14.1 M coconut trees were affected by the typhoon. We aggregated our results per state and observed the largest changes in Camarines Sur, with 3.5 M coconut trees estimated to have been damaged. Cataduanes, the point of first landfall, does not have a significant amount of coconut trees, see Figure 5. Notably, we observe a clear correlation between the level of damage and the proximity to the storm track as well as the temporal order along the track.

![Figure 5. Overview of Typhoon Goni’s estimated damages to coconut crops.](image)

Table 2 shows the top-15 provinces in terms of overall coconut crop yield (before the passage of Goni). In our change analysis we do also predict a few localised areas with new coconut plantings. In 31 of the 47 provinces in our region of interest the estimated changes lie within ±0.1 million trees. In certain areas on Masbate island (which represents 6% of the coconut planted area), we observe regions with an apparent increase of coconut trees. These areas however appear to largely be false negatives in the before-map, where there are only few cloud free images.

5.2. Coconut Damage Evaluation

To validate our large-scale predictions we obtained high-resolution images from Worldview-2 © 2021 Maxar Technologies with a GSD of 50 cm. Images were selected in various parts of the study area. We visually analysed the high-resolution images and marked changes between images before and after the typhoon. Although this is a manually difficult task, we focused on areas with clear changes on the ground. In total we annotated 87 different change points including changes on coconut plantations, and added background
points that showed no explicit change. See Figure 6 for examples of annotated points from each class.

Table 2. Top-15 provinces in the Philippines in terms of total coconut tree count. Total [%] represents the percentage with respect to the total coconut tree count of the area of study. Recall [%] is the percentage of covered area with respect to the land area of each province.

| State          | Before [M] | After [M] | Relative Damage [%] | Total [%] | Recall [%] |
|----------------|------------|-----------|---------------------|-----------|------------|
| Quezon         | 12.2       | 9.3       | 23.7                | 20.9      | 76.8       |
| Northern Samar | 6.2        | 4.2       | 32.9                | 10.7      | 84.0       |
| Camarines Sur  | 4.6        | 1.1       | 77.1                | 7.9       | 70.5       |
| Sorsogon       | 4.5        | 4.8       | −5.5                | 7.8       | 73.1       |
| Eastern Samar  | 4.4        | 2.9       | 33.0                | 7.5       | 84.0       |
| Masbate        | 3.9        | 4.6       | −18.4               | 6.6       | 96.0       |
| Samar          | 3.3        | 2.3       | 30.3                | 5.7       | 92.3       |
| Leyte          | 3.3        | 2.0       | 40.2                | 5.7       | 87.0       |
| Albay          | 2.4        | 1.1       | 52.8                | 4.1       | 89.3       |
| Camarines Norte| 2.4        | 1.3       | 44.1                | 4.1       | 52.3       |
| Aurora         | 1.8        | 1.4       | 21.7                | 3.1       | 82.7       |
| Oriental Mindoro| 1.3       | 1.3       | 2.1                 | 2.2       | 62.4       |
| Cebu           | 1.1        | 1.1       | −7.7                | 1.8       | 97.5       |
| Biliran        | 1.0        | 1.1       | −6.0                | 1.7       | 90.5       |
| Romblon        | 1.0        | 1.1       | −12.3               | 1.6       | 89.2       |

Figure 6. Left: examples of manually annotated validation points. Right: geographical overview of all the very high resolution (VHR) areas used for validation.

In Figure 7 we present example areas located close to the typhoon path in northern Albay. Validation images show that most tree trunks remain rooted in ground, i.e., lower density found with our method corresponds mostly to canopy loss, not fallen trees.
Figures 7 and 9 show examples of areas in the provinces of Aurora and Samar, respectively, which exhibited only minor damages. Most of the areas there show no changes, which appears consistent with our high-resolution validation images. However, we observed very localised areas where damages are predicted. From the high-resolution validation images, there is no clear sign of damaged trees in these areas. We speculate that these predictions are due to subtle changes of the tree foliage, co-registration errors, or inaccurate predictions from the radiometrically more challenging post-typhoon images. The phenomenon is localised and does not appear systematically, therefore it does not significantly affect the large-scale analysis.

Figure 8. Comparison of density estimations and high resolution reference data in Aurora, Philippines. Images before and after were sensed on 19 September 2020 and 24 December 2020 respectively.
5.3. Baseline Comparisons

We compare our predicted changes with unsupervised change detection, as described in Section 4.3. Results on Table 3 show that most of the baselines are not sensitive enough for detecting any changes in the coconut plantations. Our method detects changed vs. unchanged coconut pixels with an accuracy of 88.6%, and a precision and recall of 75% and 90%, respectively. The baseline methods detect any type of change, but we can use validation points that contain coconut to evaluate their performance on coconut plantation areas (See Table 4). k-means, CVA and KPCA all obtain a recall of 27.3%. GAN, DSFA and DCVA did not predict any correct changes in our validation areas. KPCA has an overall accuracy of 80.5%, which is however largely due to the fact that it predicts almost no changes at all.

Table 3. Confusion matrices for 87 validation points. For the comparison, our predicted classes new, unchanged and not coconut had to be merged into a single background class to match the outputs of pure change detection. C: Change, N: No_change, U: Uncertain.

|        | Ours | GAN | k-Means | DSFA | DCVA | CVA | KPCA |
|--------|------|-----|---------|------|------|-----|------|
| Coconut |      |     |         |      |      | C (11)|     |
| C (11) | 9    | 1   | 1       | 0    | 11   | 8   | 0    | 11   | 3    | 8    | 3    | 8    |
| N (30) | 3    | 22  | 5       | 7    | 23   | 12  | 0    | 30   | 7    | 23   | 8    | 22   | 0    | 30   |
| Background |      |     |         |      |      |     |      |
| (46)   | 0    | 43  | 3       | 0    | 46   | 29  | 17   | 0    | 46   | 10   | 36   | 14   | 32   | 4    | 42   |

Table 4. Validation results in %. The metrics were computed only at points with true landcover coconut, since unsupervised baselines are unable to detect coconut and also flag changes in the background, contrary to our method.

|        | Ours | GAN | k-Means | DSFA | DCVA | CVA | KPCA |
|--------|------|-----|---------|------|------|-----|------|
| Accuracy | 88.6 | 56.1 | 36.6    | 73.2 | 56.1 | 61.0| 80.5 |
| Recall  | 90.0 | 0.0  | 27.3    | 0.0  | 0.0  | 27.3| 27.3 |
| Precision | 75.0 | 0.0  | 14.3    | 0.0  | 0.0  | 27.3| 100.0|

Furthermore, we visually analysed the different damaged areas. Results are shown in Figure 10. We concentrate our validation efforts on areas with strong damages (top)
and mixed change states (bottom). For reference, we also include the Sentinel-2 median composite that served as input for the baselines.

DSFA shows no clear indication of changes in coconut plantations, in either of the analysed locations. It does however flag some changes in vegetation and soil areas. As expected, the method homes in on the strongest changes between the two images, however it does not seem to be able to detect coconut damages, which are visually more subtle than other changes.

$k$-means, on the other hand, flags many more changes. It appears that strong, apparent changes are detected much better than with DSFA. This could be partially due to the fact that $k$-means uses a neighbourhood of pixels to cluster each pixel instead of single pixels as DSFA. Some of the predicted changes by $k$-means in the top image are in areas that were reported as damaged coconut areas. It is unclear however which type of change this could be representing as in the composite images there is no clear indication of change.

S2-cGAN, similar to $k$-means, detects some changes in areas that are heavily affected according to our prediction. It seems to have fewer false positives than DSFA and $k$-means. However, it does return also non-coconut changes on certain urban structures, as in Figure 10 (bottom). Overall this more recent method delivers more consistent results than the other baselines.

Across all compared methods we observe a high level of agreement on unchanged areas (Figure 10, middle), even though unsupervised methods can of course fail to recognise whether an unchanged area shows coconut plantings. Overall, it was to be expected that the main problem of unsupervised change detection for damage assessment are false alarms due to land-cover changes not associated with coconut trees. But we also observe a significant volume of false negatives (missed changes).

![Figure 10](image_url)

**Figure 10.** Comparison of our method with unsupervised change detection methods DSFA [61], $k$-means [60] and S2-CGAN [62] in northern Albay (top) and Quezon (bottom).
6. Discussion

6.1. Sentinel-2 for Damage Detection

In this work we have used multi-spectral, optical satellite images from the Sentinel-2 constellation to detect damage to coconut trees. We point out that our estimates correspond to a “cumulative net loss” of species-specific canopy cover. Consequently, our method can detect a wide range of changes to coconut trees, but cannot differentiate precisely between a small number of completely denuded or uprooted trees and a larger number of trees with only slightly thinned out canopies. We use four months of data after the typhoon to compensate for the high-cloud coverage. We further alleviate the problem of erroneous predictions by explicitly modelling uncertainty and using only high-confidence estimates, while maintaining a good recall (>80% overall and >98% in areas with coconut plantations).

Although not having 100% recall could lead to a slight underestimation of the damages, we did not observe a systematic effect in our validation areas. It appears that, by retaining only sufficiently reliable estimates, we obtain a map that still contains the large majority of changes, but is a lot less affected by noise, as demonstrated by the clearly reduced MAE in our validation areas.

6.2. SAR Sensors for Damage Estimation

A common alternative for mapping the impact of natural hazards are SAR images [11]. SAR data have the advantage that there are no data gaps due to clouds, which are a main challenge for optical remote sensing, particularly in the tropics. Indeed, for our study we rely on four months of data to gather enough cloud-free Sentinel-2 images. It remains unclear if a SAR sensor (and with which bands or polarisations) could identify changes of the tree foliage and serve as a basis for density estimation. This is an open question for future investigation. On the other hand, it is an advantage of our model that it does not mainly observe tree stems but the actual foliage, and therefore can directly retrieve canopy changes, not only the removal (or planting) of entire trees. This capability is crucial for our application, since the large majority of affected coconut trees suffer damage only to the canopy, which is likely to affect their health and yield, while their stems remain in place.

6.3. Limitations of Our Study

Assessing subtle damages to the foliage of coconut trees is difficult. Collecting data on the ground via field studies would yield the most accurate reference data, but does not scale to large areas, and is too time-consuming to be applied directly after an event. Furthermore, after typhoons and similar events the affected regions are often hard to access. We resorted to assessing the performance of our model with the help of commercial VHR satellite imagery of several sample regions scattered across the impact zone. We manually analysed those images, and assessed specific changes in 87 diverse locations with these images, these results show that observable changes can be detected with a very high performance (88.9% accuracy); but subtle changes are hard to recognise and presumably were not always detected.

Another current limitation is that the correlation between reduced canopy coverage and yield is not well understood. Although one can expect reduced foliage to have an impact on overall tree health and ultimately yield, and a correlation between leaves and unripe fruit being torn off, the precise relationship is unknown and requires a more thorough investigation. We note that the relation between plant health and yield has been observed for other crops like wheat [73], parsley [74] and almonds [75].

7. Conclusions

We have assessed the damage caused by Typhoon Goni to coconut trees in the Philippines. Our image analysis is based on canopy density estimation in multi-spectral Sentinel-2 images, which is able to recognise a wide range of damages to the tree canopies. Accurate mapping of reduced and damaged foliage may help to anticipate yield loss in the mid- and
long-term that may impact livelihood and well-being of coconut producers (many of which are smallholder farmers).

Overall, we estimated that 14.1 M coconut trees were affected by typhoon Goni inside our study area. We observed a larger impact on provinces that were directly under the typhoon’s path, including Camarines Sur, Quezon and northern Samar, all of which are home to large coconut plantations.

While we rely on optical satellite imagery to map even small damages to the trees’ foliage, our method is challenged by cloud cover. We believe that a promising direction for future research is the combination of optical and SAR satellite imagery. Some research already exists that advocates the joint usage of SAR and optical sensors [76,77], which could possibly allow us to combine the best of both worlds: robustness against clouds and sensitivity to subtle changes of foliage.

With climate change increasing the likelihood and severity of natural hazards like typhoons [78], methods that allow for large-scale, consistent damage assessment will play an important role to support mitigation measures against negative impacts on the local population. Our change estimates could, for example, be used to make predictions of future economical impacts and ultimately of the livelihood of coconut farmers. Studies analysing the mid- and long-term impact of similar events have been published after typhoon Haiyan in 2013 [5,31,33], but took several years to complete. We hope that the large-scale, high-resolution maps that our method is able to generate in a short time can support stakeholders with quantitative evidence to take better informed decisions with less time lag.
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