Motion of influential players can support cooperation in Prisoner’s Dilemma
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Abstract. We study a spatial Prisoner’s dilemma game with two types (A and B) of players located on a square lattice. Players following either cooperator or defector strategies play Prisoner’s Dilemma games with their 24 nearest neighbors. The players are allowed to adopt one of their neighbor’s strategy with a probability dependent on the payoff difference and type of the given neighbor. Players A and B have different efficiency in the transfer of their own strategies; therefore the strategy adoption probability is reduced by a multiplicative factor (\( w < 1 \)) from the players of type B. We report that the motion of the influential players (type A) can improve remarkably the maintenance of cooperation even for their low densities.

PACS. 89.65.-s Social and economic systems – 89.75.Fb Structures and organization in complex systems – 87.23.Cc Population dynamics and ecological pattern formation – 05.50.+q Lattice theory and statistics

1 Introduction

For the consideration of cooperation among selfish individuals the application of evolutionary Prisoner’s Dilemma (PD) games proved to be a fruitful mathematical background [1]. In the original two-person one-shot game the equivalent players have two options (to cooperate (C) or to defect (D)) to choose and their payoffs depend on their choices. The highest total payoff is achieved and shared equally if both players choose C. On the contrary, the players share equally the lowest total income when both choose defection. The highest individual payoff is received by the defector against the cooperator co-player who obtains the lowest individual payoff. The selfish players are enforced to choose defection that yields better score for any choice of the co-player. In the traditional game theory the players are intelligent, thus both selfish individual choose defection providing the second lowest income for the players.

During the last decades the original concepts of game theory [2] were extended for different directions that include the introduction of uncertainties, multi-agent repeated games, evolutionary rules, etc. Due to the progressive research many ways were discovered how the cooperation can be maintained in a society of selfish individuals as it is observed in real biological [3,4] and human systems [5]. The most relevant mechanisms supporting cooperation are the kin selection [6], direct reciprocity [5,7], indirect reciprocity [8,9], group selection [10], and spatial systems with short range interactions between the players [11] (for comparison and further references consult the paper by Nowak [12]).

In the spatial evolutionary PD games the players’ payoff come from games with their neighbors and the players can adopt a strategy from one of their neighbors with a probability dependent on the payoff difference. Most of the early works were concentrated on the evaluation of the average density of cooperators when varying the model parameters, like the set of strategies, the evolutionary rules including noises, the payoff values, and the structure of connectivity (for a survey see [13,14]). It turned out that cooperators cannot remain alive in the spatial evolutionary PD game if the temptation to choose defection (defector’s income against cooperator) exceeds a threshold value dependent on the mentioned parameters. In contrary to spatial evolutionary PD games, more than 80 percent of players choose cooperation within the whole range of payoff parameters in the models suggested by Santos et al. [15,16] where the players were located on the sites of a scale-free network.

For the investigation of human societies the so-called social networks provide a more appropriate connectivity...
structure and different versions of evolutionary PD games were studied on small-world, scale-free, and other networks too [17–19]. An extremely large enhancement in the proportion of cooperators is occurring when the evolutionary rule is controlled by the difference of total incomes that favors the strategy adoption from those players who have a large number of neighbors [15,16]. In these models the players with many neighbors play a crucial role in the maintenance of cooperation because their strategy is adopted by their neighborhood and this process is beneficial for cooperators while it decreases the defector’s income. The same mechanism can occur and support cooperation for those models where a portion of players have enhanced activity in spreading their own strategy over their neighborhood [20]. In real human societies these latter players can represent influential players and masters as well as prophets or agitators.

Some enhancement in the density of cooperators was already reported by several authors who considered the effect of inhomogeneous strategy adoption probabilities [21–23]. The most significant increase of the cooperative behavior is found for those types of inhomogeneities where each player is characterized by a strategy transfer capability quantifying the probability of strategy adoption from the given player to her neighbors [20,24]. Subsequent investigations have clarified that the efficiency of this mechanism can be improved if the number of neighbors is increased even for regular connectivity structures [25]. Furthermore, it turned out that the co-evolution of strategy distribution and strategy transfer capability yields an inhomogeneity in the strategy transfer activity supporting the cooperative behavior [26].

In the present paper the above investigations are extended to study what happens in a spatial evolutionary PD games if the number of neighbors is large (24) while the density of influential players is low. Such a large neighborhood is natural in social systems. Besides it, the large number of neighbors enhances the phenomenon and allow us to visualize its main features. For low densities of influential players the direct links between these players are rare. Consequently, the cooperative behavior cannot spread away through these direct connections. Now we show that this difficulty can be overcome if the influential players are allowed to migrate. In this case the temporary connections between the latter players can provide suitable conditions for the cooperators to rule over the whole system.

2 The model

We consider an evolutionary two-strategy Prisoner’s Dilemma game with players located on the sites \(x\) of a square lattice. Two types of players are distinguished and their spatial distribution is described by an Ising formalism \((n_x = A \text{ or } B)\). The portion of players \(A\) and \(B\) are fixed \([\nu \text{ and } (1-\nu)]\). The player at site \(x\) can follow either an unconditional cooperator \((s_x = C)\) or defector \((s_x = D)\) strategy, denoted by unit vectors as

\[
s_x = C = \begin{pmatrix} 1 \\ 0 \end{pmatrix} \text{ or } D = \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

This notation allows us to use a simple matrix algebra for the definition of the total income \(U_x\) of player \(x\) coming from PD games played with all her neighbors \(y \in \Omega_x\), that is,

\[
U_x = \sum_{y \in \Omega_x} s_x^T \mathbf{A} \cdot s_y,
\]

where \(s_x^T\) is the transpose of the state vector \(s_x\), and the summation runs over all the neighbors of player \(x\). In the present case each player has 24 neighbors \((|\Omega_x| = 24)\) located inside a block of 5 \(\times\) 5 sites around the central player \(x\). Following the notation suggested by Nowak et al. [11] we use the rescaled payoff matrix:

\[
\mathbf{A} = \begin{pmatrix} 1 & 0 \\ b & 0 \end{pmatrix}, \quad 1 < b < 2,
\]

where we have only one parameter \(b\) characterizing the temptation to choose defection. In the present evolutionary PD game a randomly chosen player \(x\) could adopt the strategy from one of its randomly chosen neighbors \(y \in \Omega_x\) with a probability \(W(s_x \rightarrow s_y)\) depending on the payoff difference and the type of player \(y\) [20]. Namely,

\[
W(s_x \rightarrow s_y) = w_y \frac{1}{1 + \exp [(U_x - U_y)/K]},
\]

where \(K\) characterizes the uncertainties (stochastic noises) in the value of total payoff [27–29] and/or a freedom for the players to make irrational decisions when adopting a strategy [30,31]. The multiplicative factor \(w_y\) defines the strategy transfer capability of the player \(y\) in the following way

\[
w_y = \begin{cases} 1, & \text{if } n_y = A \\ w, & \text{if } n_y = B. \end{cases}
\]

Players of type \(A\) are considered as influential players who are capable to convince their neighbors (with a high efficiency on comparison to players of type \(B\)) to follow them in the choice of strategy.

The system started from a state where a fraction \(\nu\) of players (distributed randomly) belong to the type \(A\) and the rest of players are \(B\). In the random initial state the players follow \(C\) or \(D\) strategies with equal probability independently of their types. During one Monte Carlo step (MCS) each player has a chance once on average to adopt a strategy from one of their neighbors (chosen at random) as described above. Besides it, the influential players are allowed to move. More precisely, after each MCS a fraction \(f\) of \(A\) players (chosen at random) can exchange their sites with one of the randomly selected nearest neighbors \(y\) if \(n_y = B\), that is, \((s_x, s_y) \rightarrow (s_y, s_x)\), \(n_x = A \rightarrow B\), and \(n_y = B \rightarrow A\). The magnitude of \(f\) characterizes the migration (diffusivity) of influential players. The simulations were performed on a square lattice with a size \(L \times L\).
under periodic boundary conditions. After a suitable thermalization time \( t_s \) we have evaluated the concentration \( \rho \) of cooperators in the stationary states by averaging over a sampling time \( t_s \). Most of the MC simulations were performed for \( L = 400, K = 2.4, \) and \( \nu = 0.02 \) for different values of \( w, b, \) and \( f \). As the relaxation (thermalization) time depends on \( w \) therefore \( t_s = t_s \) is varied from \( 10^4 \) to \( 10^6 \) MCS. The longer run time is used for small values of \( w \) when most of the players (of type \( B \)) modify their strategy with a low frequency proportional to \( w \).

3 Monte Carlo results for quenched distribution of types

First we investigate the system when the motion of players \( A \) is forbidden (\( f = 0 \)) for a small density (\( \nu = 0.02 \)) which is significantly lower than the optimum (\( \nu_{\text{opt}} \approx 0.2 \)) discussed in a previous paper [25]. Figure 1 illustrates the main features of the spatial distribution of strategies and types (\( s_x \) and \( n_x \)) for a low value of \( w \). The snapshot shows clearly that players of type \( A \) are surrounded by players following the same strategy. That is cooperative \( A \) players have cooperative neighbors and defective \( A \) players have defective ones. This means that the income of cooperating \( A \)s (in short, \( AC \) players) is enhanced by their neighborhood (\( BC \) players) while the defecting \( A \)s receive a very low payoff. In fact, this short range correlation (in the strategy distribution) is the reason why cooperators can survive for the given parameters (\( b \) and \( K \)) ensuring survival only for defectors in the homogeneous system (i.e. for \( \nu = 0 \) or 1, or for \( w = 1 \) at arbitrary \( \nu \)).

For such a large neighborhood and a large value of \( 1/w \) one can think that the short-time dynamics (strategy adoption) between two neighboring \( A \) players can be approximated by introducing an effective payoff matrix as it was described by Pacheco et al. [32] when studying the co-evolution of strategy distribution and connectivity structure. One can observe in Figure 1 that both the \( AC \) and \( AD \) players form small colonies. We have to emphasize that the strategy distribution varies continuously and due to the stochastic noise even an \( AD \) player can be transformed into \( AC \) and vice versa. For the present low value of \( \nu \) the overlapping neighborhood of the \( A \) players do not span the whole system. Consequently, the strategy fluctuations in the intermediate regions play a crucial role in the coexistence of \( D \) and \( C \) strategies.

For the quantitative analysis MC simulations were performed to determine the average density (\( \rho \)) of cooperators when varying the payoff parameter (temptation \( b \)) for several values of \( w \) while other parameters are fixed. Figure 2 compares six curves describing a monotonous decrease of \( \rho \) from 1 to 0 within a coexistence region where \( 0 < \rho < 1 \). This means that only defectors remain alive if \( b > b_{c2}(K, w, \nu) \) and cooperators prevail the whole systems if \( b < b_{c1}(K, w, \nu) \) (both threshold values depend on the model parameters). The effect of inhomogeneous teaching activity is practically negligible if the ratio \( 1/w \) is not large enough. Notice that two curves (obtained for \( w = 1 \) and 0.2) practically coincide in Figure 2. On the contrary, the density of cooperators as well as the second threshold value of temptation (\( b_{c2}(K, w, \nu) \)) is increased significantly if \( w \) becomes very small. At the same time, the MC results indicate only a small increase in the first threshold value of temptation (\( b_{c1}(K, w, \nu) \)).

If parameters are tuned in the homogeneous (\( w = 1 \)) spatial system, then the extinction of cooperators (or even defectors) exhibits a critical phase transition belonging to the directed percolation universality class [33–35]. This means that the decrease of density follows a power law behavior when approaching the critical point, that is \( \rho \sim |b - b_c|^\beta \) if \( b \to b_c \), where the value of exponent
\( \beta \) is determined by the spatial dimension. The algebraic decrease of \( \rho \) is accompanied by a divergence in fluctuations, correlation length, and relaxation time (for details see [36,37]). These features cause technical difficulties in the accurate determination of \( \rho \). Because long run time and large system size are required in the close vicinity of the critical point. The technical difficulties become more pronounced if a Griffiths-like phase occur in the inhomogeneous spatial system [38]. This is the reason why data with a small value of \( \rho \) are missing in Figure 2 for low values of \( \nu \).

Figure 3 shows several examples about how the density \( \rho(t) \) of cooperators evolves towards the final stationary state in the vicinity of the second transition point. Despite of the large system size \((L = 1800)\) the vanishing density of cooperators exhibits some relevant fluctuation preventing the clear visualization of the average behavior in the log-log plot for sufficiently long times. In order to suppress the undesired disturbance of fluctuation the data in Figure 3 are averaged over a time window \((0.8t_n < t < 1.2t_n\) where \(t_n \approx 2^{n/2}\)) with an interval increasing linearly with \(t\). The smoothed data suggest that the density of cooperators decrease algebraically \((\rho(t) \sim t^{-\delta})\) with an exponent \(\delta > 0\) dependent on \(b\). The upper curve of this plot illustrates an example where \(\rho(t)\) tends to a finite limit value.

Similar behavior was reported for other simpler models (e.g., contact process) when considering the extinction of a species (or any other objects or states) on a quenched inhomogeneous spatial background [39–43]. In the inhomogeneous backgrounds we can distinguish patches providing better conditions for the species (henceforth strategies) to survive. For low densities \((\rho)\) of the disappearing strategies the active territories are separated from each other and the whole process can be well approximated by the statistical description of independent extinctions on patches of different sizes. The average life-time increases with the size \(s\) of the mentioned patches while the probability of their appearance decreases exponentially with \(s\). Noest [39,40] has shown that the resulting process yields an algebraic decay. Recent theoretical investigations of the random contact process [44–47] are focused on clarification of what happens when varying the strength of inhomogeneity (for a survey see [48]). Similar behavior is expected in the present model. Unfortunately the numerical confirmation of the mentioned feature exceeds our computational capabilities. We have to emphasize, however, that technical difficulties are reduced if the inhomogeneous background changes continuously. In the latter case the system becomes equivalent to the homogeneous cases for sufficiently large time- and length-scales [37,43] and this feature simplifies the numerical analysis as discussed below.

4 Monte Carlo results for moving influential players

In this section we study the system when a slow motion of \(A\) players is introduced. Most of the subsequent MC data are obtained for \(\nu = 0.02\) when 10% of players \(A\) \((f = 0.1)\) are allowed to exchange their position with one of the neighbors as described above. In agreement with the expectations, for such a slow migration the AC (AD) players are surrounded by cooperating BCs (defecting BDs).

As a result, at the beginning of the evolutionary process one can observe a spatial distribution similar to the one plotted in Figure 1. For slow motion the given neighborhoods accompany the (central) influential players. Due to their motion the rare \(A\) players can approach each other and when two of them interact then AC convinces AD to cooperate with a high probability and within a short time this new strategy will be adopted by the neighbors, too. Consequently, the number of \(AD\) players decreases gradually as demonstrated in the upper snapshot of Figure 4.

In the present model the highest individual income is received by a solitary defector because she exploits all her cooperating neighbors. So the strategy of the solitary defector of type \(B\) can be transferred to her neighborhood unless this player adopt cooperation from a neighboring AC player. The lower snapshot in Figure 4 shows a situation when the moving AC players eliminate the (small) groups of \(AD\) players. Sometimes, however, the strategy of the solitary defector can be adopted even by a neighboring AC player who will enforce her neighbors to form a gang of defectors as illustrated in the lower snapshot of Figure 4. The formation of the defector gang reduces the income of the focal AD player who will be conquered by an AC player opposing her sooner or later and finally the defection becomes extinct in the whole system.

In order to quantify the efficiency of the mechanism described above we have determined the functions \(\rho(b)\) at \(f = 0.1\). For the sake of comparison the rest of parameters are equivalent to those used in the previous section. The results plotted in Figure 5 are similar to those obtained for quenched distributions of \(A\) players at their higher densities (e.g., \(\nu = 0.2\) [25]). The most striking difference between the results of Figures 2 and 5 is that here the first transition occurs at higher values of \(b\). In
other words, the moving AC players are capable to defeat those (rare) gangs of defectors which are stabilized for some quenched constellations. As well as for higher densities of A players the coexistence region shifts towards the larger values of \( b \) when the strategy transfer capability (\( w \)) of B players is decreased. The results in Figure 5 indicate a logarithmic increase in the critical values of temptation, i.e., \( \delta b_c \sim \ln 1/w \). The systematic analysis of this effect (for lower values of \( w \)) is prevented by the long relaxation time increasing with \( 1/w \).

The visualization of the evolution of strategy distribution (for typical snapshots see Figs. 1 and 4) indicates clearly that the evolutionary process is mainly controlled by the competition between the moving AC and AD players surrounded by their own followers. In some sense the situation is analogous to the case of group (and/or kin) selection [10, 49–51]. The fluctuating neighborhood of the moving AC and AD players induces uncertainties in the final results when they compete with each other. Besides it, the strategy distribution in the ‘no man’s land’ (consisting of sites not influenced by players A) can also affect the variation of strategy for players of type A. All these processes together yield a complex behavior dependent on the model parameters. In the next section the effect of mobility (\( f \)) is investigated quantitatively.

5 Effect of mobility

In the limit of large mobility the advantage of the AC players vanishes because they cannot benefit from their followers left behind during their motion. Furthermore, their fast motion can be interpreted as a mixing favoring defection (see the results of mean-field approximation [14]). In the opposite limit (\( f \rightarrow 0 \)) the system is expected to reproduce a behavior discussed for the quenched distribution of A players. Now we study what happens when varying the mobility of A players.

For low values of \( 1/w \) the small enhancement of cooperation is reduced gradually when \( f \) is increased (see the lowest data obtained for \( w = 0.02 \) in Fig. 6). On the contrary, one can observe a local maximum in the density of cooperators at an optimum value of \( f \) if \( w = 0.005 \). The density of cooperators reaches its saturation value (\( \rho = 1 \)) within a suitable range of \( f \) if \( 1/w \) exceeds a threshold value. For all the three plotted curves the density of cooperators vanishes if \( f \) exceeds a threshold value dependent on the parameters.

6 Effect of density of influential players

Previous investigations [15, 16, 52] have indicated clearly that on the scale-free graphs the introduction of additional links between the influential players can suppress the mechanism supporting the emergence of cooperative
behave. Similarly, an optimal density $\nu$ of A players was found on the two-dimensional lattices for quenched distribution of players A and B. It turned out that the optimal value of $\nu$ depends mainly on the number of neighbors but it is also affected by other parameters (e.g., $b$ and $K$).

Figure 7 summarizes the results of MC simulations obtained for three different values of $b$ while other parameters are fixed. The results indicate clearly that optimal density of influential players is reduced particularly for such values of $b$ and $K$ where the cooperation can be maintained at a low level. The lowest curve in Figure 7 shows clearly the appearance of a maximum at $\nu = \nu_{\text{opt}} \simeq 0.03$ when varying $\nu$ if $K = 2.4$, $b = 1.35$, $f = 0.1$, and $w = 0.002$ while for these fixed parameters the cooperators remain alive only within a range of $\nu$. Similar behavior can be observed when the survival of C strategy is supported by decreasing the temptation $b$. More precisely, the profile of the curve $\rho(\nu)$ becomes wider and higher until reaching the saturation value. Notice that the cooperators die out for all the three cases plotted in Figure 7 if the density of influential players exceeds a value (0.21) close to the optimum for quenched disorder.

7 Summary

Within the framework of evolutionary Prisoner’s Dilemma games we have studied the improvement of cooperative behavior with two types of players (both are following either cooperation or defection unconditionally) if the influential players (type A) are allowed to walk randomly through the whole square lattice. Our analysis is concentrated to systems with a small portion of influential players where the players have large neighborhood ($n = 24$). In these cases the influential players and their followers form an apparent group if there is a relevant difference between the strategy transfer capability between the A and B players. As a result, the evolution of strategy distribution is governed basically by the competition between the cooperative and defective influential players in such a way that the direct PD interaction (payoff) can be replaced by an effective interaction related to games with re-scaled payoffs. Similar phenomenon was described by Pacheco et al. [32,53] who studied the co-evolution of strategy distribution and connectivity structure. Besides it, the processes in the present model are resembling the kin and/or group selections [6,10,49] supporting cooperation, too. In comparison with the case of quenched distribution of A players, the quantitative analysis has confirmed that higher level of cooperation can be achieved if the system has less number of influential players who can move randomly with an optimal rate.

This work was supported by the Hungarian National Research Fund (Grant No. 73449) and by the COST P10 project “Physics of Risk”.

References

1. J.W. Weibull, *Evolutionary Game Theory* (MIT Press, Cambridge, MA, 1995)
2. J. von Neumann, O. Morgenstern, *Theory of Games and Economic Behaviour* (Princeton University Press, Princeton, 1944)
3. J.M. Smith, *Evolution and the theory of games* (Cambridge University Press, Cambridge, 1982)
4. B. Kerr, M.A. Riley, M.W. Feldman, R.I.M. Bohannan, Nature **418**, 171 (2002)
5. R. Axelrod, *The Evolution of Cooperation* (Basic Books, New York, 1984)
6. W.D. Hamilton, J. Theor. Biol. **7**, 1 (1964)
7. R.L. Trivers, Q. Rev. Biol. 46, 35 (1971)
8. M.A. Nowak, K. Sigmund, Nature 393, 573 (1998)
9. E. Fehr, S. Gächter, Nature 415, 137 (2002)
10. A. Traulsen, M.A. Nowak, Proc. Natl. Acad. Sci. USA 103, 10952 (2006)
11. M.A. Nowak, R.M. May, Int. J. Bif. Chaos 3, 1560 (1993)
12. M.A. Nowak, Science 314, 573 (1998)
13. E. Fehr, S. Gächter, Nature 415, 137 (2002)
14. A. Traulsen, M.A. Nowak, Proc. Natl. Acad. Sci. USA 103, 10952 (2006)
15. M.A. Nowak, R.M. May, Int. J. Bif. Chaos 3, 1560 (1993)
16. M.A. Nowak, Science 314, 573 (1998)
17. M.A. Nowak. Evolutionary Dynamics: Exploring the Equations of Life (Harvard University Press, Cambridge, MA, 2006)
18. G. Szabó, G. Fáth, Phys. Rep. 446, 97 (2007)
19. F.C. Santos, J.M. Pacheco, Phys. Rev. Lett. 95, 098104 (2005)
20. F.C. Santos, J.F. Rodrigues, J.M. Pacheco, Proc. Roy. Soc. Lond. B 273, 51 (2006)
21. G. Abramson, M. Kuperman, Phys. Rev. E 63, 030901(R) (2001)
22. H. Ebel, S. Bornholdt, Phys. Rev. E 66, 056118 (2002)
23. N. Masuda, K. Aihara, Phys. Lett. A 313, 55 (2003)
24. A. Szolnoki, G. Szabó, Europhys. Lett. 77, 30004 (2007)
25. B.J. Kim, A. Trusina, P. Holme, P. Minnhagen, J.S. Chung, M.Y. Choi, Phys. Rev. E 66, 021907 (2002)
26. Z.-X. Wu, X.-J. Xu, Y.-H. Wang, Chin. Phys. Lett. 23, 531 (2006)
27. Z.-X. Wu, X.-J. Xu, Z.-G. Huang, S.-J. Wang, Y.-H. Wang, Phys. Rev. E 74, 021107 (2006)
28. A. Szolnoki, M. Perc, G. Szabó, Eur. Phys. J. B 61, 505 (2008)
29. G. Szabó, A. Szolnoki, Phys. Rev. E 79, 016106 (2009)
30. A. Szolnoki, M. Perc, New J. Phys. 10, 043036 (2008)
31. M. Perc, New J. Phys. 8, 22 (2006)
32. M. Perc, Phys. Rev. E 75, 022101 (2007)
33. A. Traulsen, M.A. Nowak, J.M. Pacheco, J. Theor. Biol. 244, 349 (2007)
34. L.E. Blume, Games Econ. Behav. 5, 387 (1993)
35. G. Szabó, C. Hauert, Phys. Rev. E 66, 062903 (2002)
36. J.M. Pacheco, A. Traulsen, M.A. Nowak, Phys. Rev. Lett. 97, 258103 (2006)
37. H.K. Janssen, Z. Phys. B 42, 151 (1981)
38. P. Grassberger, Z. Phys. B 47, 365 (1982)
39. G. Szabó, C. Tóke, Phys. Rev. E 58, 69 (1998)
40. J. Marro, R. Dickman, Nonequilibrium Phase Transitions in Lattice Models (Cambridge University Press, Cambridge, 1999)
41. H. Hinrichsen, Adv. Phys. 49, 815 (2000)
42. R.B. Griffiths, Phys. Rev. Lett. 23, 17 (1969)
43. A.J. Noest, Phys. Rev. Lett. 57, 90 (1986)
44. A.J. Noest, Phys. Rev. B 38, 2715 (1988)
45. A.G. Moreira, R. Dickman, Phys. Rev. E 54, R3090 (1996)
46. R. Dickman, A.G. Moreira, Phys. Rev. E 57, 1263 (1998)
47. G. Szabó, H. Gergely, B. Oborny, Phys. Rev. E 65, 066111 (2002)
48. J. Hooyberghs, F. Iglói, C. Vanderzande, Phys. Rev. Lett. 90, 100601 (2003)
49. J. Hooyberghs, F. Iglói, C. Vanderzande, Phys. Rev. E 69, 055140 (2004)
50. T. Voja, M. Dickison, Phys. Rev. E 72, 036126 (2005)
51. J.A. Hoyos, Phys. Rev. E 78, 032101 (2008)
52. F. Iglói, C. Monthus, Phys. Rep. 412, 277 (2005)
53. L. Lehmann, L. Keller, S. West, D. Roze, Proc. Nat. Acad. Sci. USA 105, 6736 (2007)
54. A. Traulsen, N. Shores, M.A. Nowak, Bull. Math. Biol. 70, 1410 (2008)
55. S. Bowles, Science 314, 1569 (2006)
56. Z. Rong, X. Li, X. Wang, Phys. Rev. E 76, 027101 (2007)
57. J.M. Pacheco, A. Traulsen, M.A. Nowak, J. Theor. Biol. 243, 437 (2006)