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Abstract

Miniversal deformations for pairs of skew-symmetric matrices under congruence are constructed. To be precise, for each such a pair \((A, B)\) we provide a normal form with a minimal number of independent parameters to which all pairs of skew-symmetric matrices \((\tilde{A}, \tilde{B})\), close to \((A, B)\) can be reduced by congruence transformation which smoothly depends on the entries of the matrices in the pair \((\tilde{A}, \tilde{B})\). An upper bound on the distance from such a miniversal deformation to \((A, B)\) is derived too. We also present an example of using miniversal deformations for analyzing changes in the canonical structure information (i.e. eigenvalues and minimal indices) of skew-symmetric matrix pairs under perturbations.
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1. Introduction

Canonical forms of matrices and matrix pencils, e.g., Jordan and Kronecker canonical forms, are well known and studied with various purposes but the reductions to these forms are unstable operations: both the corresponding canonical forms and the reduction transformations depend discontinuously on the entries of an original matrix or matrix pencil. Therefore, V.I. Arnold introduced a normal form, with the minimal number of independent parameters, to which an arbitrary family of matrices \(\tilde{A}\) close to a given matrix \(A\) can be reduced by similarity transformations smoothly depending on the entries of \(\tilde{A}\). He called such a normal form a miniversal deformation of \(A\). Now the notion of miniversal deformations has been extended to matrices with respect to congruence \([14]\) and *congruence \([13]\), matrix pencils with respect to strict equivalence \([19, 23]\) and congruence \([11]\), etc. (more detailed list is given in the introduction of \([15]\)).
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Miniversal deformations can help us to construct stratifications, i.e., closure hierarchies, of orbits and bundles. These stratifications are the graphs that show which canonical forms the matrices (or matrix pencils) may have in an arbitrarily small neighbourhood of a given matrix (or matrix pencil). In particular, the stratifications show how the eigenvalues may coalesce or split apart, appear or disappear. Both the stratifications and miniversal deformations may be useful when the matrices arise as a result of measures and their entries are known with errors, see [27, 30] for some applications in control and stability theory.

The questions related to eigenvalues and another canonical information for the pencils \( A - sB \), where \( A = \pm A^T \) and \( B = \pm B^T \), or \( A = \pm A^* \) and \( B = \pm B^* \), dragged some attention over time and, especially, recently, e.g., see the following papers on canonical forms [35, 37], codimension computations [8, 9, 17, 18], low rank perturbations [4], miniversal deformations [11, 14, 23], partial [13, 22] and general [16] stratification results, staircase forms [5, 7]. Such pencils also appear as the structure preserving linearizations of the corresponding matrix polynomials [32, 33]. In particular, the papers [4, 16, 17, 35, 37] deal with skew-symmetric matrix pencils, i.e. \( A - sB \), where \( A = -A^T \) and \( B = -B^T \), and [33] deals with skew-symmetric matrix polynomials. Skew-symmetric matrix pencils appear in multisymplectic partial differential equations [6], systems with bi-Hamiltonian structure [34], as well as in the design of a passive velocity field controller [28]. Recall that, an \( n \times n \) skew-symmetric matrix pencil \( A - sB \) is called congruent to \( C - sD \) if and only if there is a non-singular matrix \( S \) such that \( S^T AS = C \) and \( S^T BS = D \). The set of matrix pencils congruent to a skew-symmetric matrix pencil \( A - sB \) is called a congruence orbit of \( A - sB \).

In this paper, we derive the miniversal deformations of skew-symmetric matrix pencils under congruence and bound the distance from these deformations to unperturbed matrix pencils in terms of the norm of the perturbations. The number of independent parameters in the miniversal deformations is equal to the codimensions of the congruence orbits of skew-symmetric matrix pencils (obtained independently in [17]). The Matlab functions for computing these codimensions were developed [12] and added to the Matrix Canonical Structure (MCS) Toolbox [25]. Example 2.1 shows how the miniversal deformations from Theorem 2.1 can be used for the investigation of the possible changes of the canonical structure information.

The rest of the paper is organized as follows. In Section 2, we present the main theorems, i.e., we construct miniversal deformations of skew-symmetric matrix pencils and prove an upper bound on the distance between a skew-symmetric matrix pencil and its miniversal deformation. In Section 3, we describe the method of constructing deformations (Section 3.1) and derive
the miniversal deformations step by step: for the diagonal blocks (Section 3.2), for the off-diagonal blocks that correspond to the canonical summands of the same type (Section 3.3), and for the off-diagonal blocks that correspond to the canonical summands of different types (Section 3.4).

In this paper all matrices are considered over the field of complex numbers. Except in Example 2.1, we use the matrix pair notation \((A, B)\) instead of the pencil notation \(A - sB\). We also use one calligraphic letter, e.g., \(\mathcal{A}\) or \(\mathcal{D}\), to refer to a matrix pair.

2. The main results

In this section, we present the miniversal deformations of pairs of skew-symmetric matrices under congruence and obtain an upper bound on the distance between a skew-symmetric matrix pair and its miniversal deformations. In Section 3, we will derive these miniversal deformations.

First we recall the canonical form of pairs of skew-symmetric matrices under congruence given in [37]. For each \(k = 1, 2, \ldots\), define the \(k \times k\) matrices

\[
J_k(\lambda) := \begin{bmatrix}
\lambda & 1 & \ddots & \\
1 & \lambda & \ddots & \\
\ddots & \ddots & \ddots & 1 \\
\end{bmatrix}, \quad I_k := \begin{bmatrix}
1 & \ddots & \\
\ddots & \ddots & 1 \\
\end{bmatrix},
\]

where \(\lambda \in \mathbb{C}\), and for each \(k = 0, 1, \ldots\), the \(k \times (k + 1)\) matrices

\[
F_k := \begin{bmatrix}
1 & 0 & \ddots & \\
\ddots & \ddots & \ddots & \\
1 & 0 & \\
\end{bmatrix}, \quad G_k := \begin{bmatrix}
0 & 1 & \ddots & \\
\ddots & \ddots & \ddots & \\
0 & 1 & \\
\end{bmatrix}.
\]

All non-specified entries of the matrices \(J_k(\lambda), I_k, F_k,\) and \(G_k\) are zero.

**Lemma 2.1** ([36, 37]). Every pair of skew-symmetric complex matrices is congruent to a direct sum, determined uniquely up to permutation of summands, of pairs of the form

\[
\mathcal{H}_n(\lambda) := \begin{bmatrix}
0 & I_n \\
-I_n & 0
\end{bmatrix}, \begin{bmatrix}
0 & J_n(\lambda) \\
-J_n(\lambda)^T & 0
\end{bmatrix}, \quad \lambda \in \mathbb{C}, \quad (1)
\]

\[
\mathcal{K}_n := \begin{bmatrix}
0 & J_n(0) \\
-J_n(0)^T & 0
\end{bmatrix}, \begin{bmatrix}
0 & I_n \\
-I_n & 0
\end{bmatrix}, \quad (2)
\]

\[
\mathcal{L}_n := \begin{bmatrix}
0 & F_n \\
-F_n^T & 0
\end{bmatrix}, \begin{bmatrix}
0 & G_n \\
-G_n^T & 0
\end{bmatrix}. \quad (3)
\]
Thus, each pair of skew-symmetric matrices is congruent to a direct sum

\[(A, B)_{\text{can}} = \bigoplus_{i=1}^{a} H_{h_i}(\lambda_i) \oplus \bigoplus_{j=1}^{b} K_{k_j} \oplus \bigoplus_{r=1}^{c} L_{l_r},\]

consisting of direct summands of three types of pairs.

2.1. Miniversal deformations

The concept of a miniversal deformation of a matrix with respect to similarity was given by V. I. Arnold \[1\] (see also \[3, § 30B\]). This concept can straightforwardly be extended to pairs of skew-symmetric matrices with respect to congruence.

A deformation of a pair of skew-symmetric \(\hat{n} \times \hat{n}\) matrices \((A, B)\) is a holomorphic mapping \(A(\delta)\), where \(\delta = (\delta_1, \ldots, \delta_k)\), from a neighborhood \(\Omega \subset \mathbb{C}^k\) of \(\bar{\delta} = (0, \ldots, 0)\) to the space of pairs of skew-symmetric \(\hat{n} \times \hat{n}\) matrices such that \(A(\bar{\delta}) = (A, B)\). Note that in this paper we consider only skew-symmetric deformations, i.e., the skew-symmetric structure of matrix pairs is preserved. Therefore we write only “deformation” but not “skew-symmetric deformation” without the risk of confusion.

Definition 2.1. A deformation \(A(\delta_1, \ldots, \delta_k)\) of a pair of skew-symmetric matrices \((A, B)\) is called versal if for every deformation \(B(\sigma_1, \ldots, \sigma_l)\) of \((A, B)\) we have

\[B(\sigma_1, \ldots, \sigma_l) = I(\sigma_1, \ldots, \sigma_l)^T A(\varphi_1(\bar{\delta}), \ldots, \varphi_k(\bar{\delta})) I(\sigma_1, \ldots, \sigma_l),\]

where \(I(\sigma_1, \ldots, \sigma_l)\) is a deformation of the identity matrix, and all \(\varphi_i(\bar{\delta})\) are convergent in a neighborhood of \(\bar{\delta}\) power series such that \(\varphi_i(\bar{\delta}) = 0\). A versal deformation \(A(\delta_1, \ldots, \delta_k)\) of \((A, B)\) is called miniversal if there is no versal deformation having less than \(k\) parameters.

By a \((0, \ast)\) matrix we mean a matrix whose entries are 0 and \(\ast\) and we consider pairs \(D\) of \((0, \ast)\) matrices. We say that a pair of skew-symmetric matrices is of the form \(D\) if it can be obtained from \(D\) by replacing the stars with complex numbers, respecting the skew-symmetry. Denote by \(D(\mathbb{C})\) the space of all pairs of skew-symmetric matrices of the form \(D\), and by \(D(\varepsilon)\) the pair of parametric skew-symmetric matrices obtained from \(D\) by replacing the \((i, j)\)-th and \((j, i)\)-th stars with the parameters \(\varepsilon_{ij}\) and \(-\varepsilon_{ji}\), respectively, in the first matrix and the \((i', j')\)-th and \((j', i')\)-th stars with the parameters \(\varepsilon'_{i'j'}\) and \(-\varepsilon'_{j'i'}\), respectively, in the second matrix. In other words

\[D(\varepsilon) := \left( \sum_{(i,j) \in \text{Ind}_1(D)} \varepsilon_{ij} E_{ij}, \sum_{(i',j') \in \text{Ind}_2(D)} \varepsilon'_{i'j'} E_{i'j'} \right),\]
\[ D(\mathbb{C}) := \{ D(\bar{\varepsilon}) \mid \bar{\varepsilon} \in \mathbb{C}^k \} = \left\{ \left. \begin{array}{c} C E_{ij} \varepsilon_{ij}, \varepsilon'_{ij} E' \varepsilon'_{ij} \end{array} \right| (i, j) \in \text{Ind}_1(\mathcal{D}), (i', j') \in \text{Ind}_2(\mathcal{D}) \right\}, \quad (6) \]

where

\[ \text{Ind}_1(\mathcal{D}), \text{Ind}_2(\mathcal{D}) \subseteq \{1, \ldots, \hat{n}\} \times \{1, \ldots, \hat{n}\}, \]

are the sets of indices of the stars in the upper-triangular parts of the first and the second matrices, respectively, of the pair \( \mathcal{D} \), and \( E_{ij} \) is the matrix whose \((i, j)\)-th entry is 1, \((j, i)\)-th entry is -1 and the other entries are zero. Note that the large "+" in (6) denotes the entrywise sum of matrices.

Following [23], we say that a miniversal deformation of \((A, B)\) is simplest if it has the form \((A, B) + \mathcal{D}(\bar{\varepsilon})\), where \( \mathcal{D} \) is a pair of \((0, \ast)\) matrices. If the matrix pair \( \mathcal{D} \) in \((A, B) + \mathcal{D}(\bar{\varepsilon})\) has no zero entries (except on the main diagonals), then \( \mathcal{D} \) defines the deformation

\[ U(\bar{\varepsilon}) := \left( A + \sum_{i=1}^{\hat{n}} \sum_{j=i+1}^{\hat{n}} \varepsilon_{ij} E_{ij}, B + \sum_{i=1}^{\hat{n}} \sum_{j=i+1}^{\hat{n}} \varepsilon'_{ij} E'_{ij} \right). \quad (7) \]

In other words, for all pairs of \( \hat{n} \times \hat{n} \) skew-symmetric matrices \((A + E, B + E')\) that are close to a given pair of skew-symmetric matrices \((A, B)\), we derive the normal form \( \mathcal{A}(E, E') \) with respect to the congruence transformation

\[ (A + E, B + E') \mapsto S(E, E')^T (A + E, B + E') S(E, E') =: \mathcal{A}(E, E'), \quad (8) \]

in which \( S(E, E') \) is holomorphic at 0 (i.e. its entries are power series in the entries of \( E \) and \( E' \) that are convergent in a neighborhood of 0) and \( S(0, 0) \) is a nonsingular \( \hat{n} \times \hat{n} \) matrix.

Since \( \mathcal{A}(0, 0) = S(0, 0)^T (A, B) S(0, 0) \), we can take \( \mathcal{A}(0, 0) \) equal to the congruence canonical form \((A, B)_{\text{can}}\) of \((A, B)\), see [14]. Then

\[ \mathcal{A}(E, E') = (A, B)_{\text{can}} + \mathcal{D}(E, E'), \quad (9) \]

where \( \mathcal{D}(E, E') \) (= \( \mathcal{D}(\bar{\varepsilon}) \) for some \( \bar{\varepsilon} \in \mathbb{C}^k \)) is a pair of skew-symmetric matrices that is holomorphic at 0 and \( \mathcal{D}(0, 0) = (0, 0) \). In Theorem [2.1] we derive \( \mathcal{D}(E, E') \) with the minimal number of nonzero entries that can be attained using the congruence transformation defined in (8).

We use the following notation, in which each star denotes a function of the entries of \( E \) and \( E' \) that is holomorphic at zero:

- \( 0_{mn} \) is the \( m \times n \) zero matrix;
- \( 0_{mn,*} \) is the \( m \times n \) matrix

\[
\begin{bmatrix}
0_{m-1,n-1} & 0 & \cdots & 0 \\
0 & \ddots & \cdots & 0 \\
0 & \cdots & 0 & * \\
\end{bmatrix}
\]
\(0_{mn}\) is the \(m \times n\) matrix
\[
\begin{bmatrix}
* \\
* & 0_{m,n-1} \\
\vdots \\
* \\
\end{bmatrix}
\]
if \(m \leq n\), and
\[
\begin{bmatrix}
* & * & \cdots & * \\
0_{m-1,n} \\
\end{bmatrix}
\]
if \(m \geq n\) \hspace{1cm} (10)

(if \(m = n\), then we can take any of the matrices defined in (10));

\(0^\circ, 0^\bullet, 0^\circ\) are matrices that are obtained from \(0^\circ\), by clockwise rotation by 90°, 180° and 270°, respectively;

\(0_{mn}^\circ\) is the \(m \times n\) matrix
\[
\begin{bmatrix}
* \\
\vdots \\
* \\
\end{bmatrix}
\begin{bmatrix}
0_{m,n-1} \\
\end{bmatrix}
\]
(in contrast to \(0_{mn}^\circ\) and \(0_{mn}^\circ\), the matrix \(0_{mn}^\circ\) has stars in the first column even if \(m > n\));

\(0_{mn}^\bullet\) is the \(m \times n\) matrix
\[
\begin{bmatrix}
0_{m,n-1} \\
\vdots \\
* \\
\end{bmatrix}
\]
(in contrast to \(0_{mn}^\circ\) and \(0_{mn}^\circ\), the matrix \(0_{mn}^\bullet\) has stars in the last column even if \(m > n\));

\(0_{mn}^\circ\) is the \(m \times n\) matrix
\[
\begin{bmatrix}
* \\
\vdots \\
* \\
\end{bmatrix}
\begin{bmatrix}
0_{m-1,n-1} \\
\vdots \\
* \\
\end{bmatrix}
\]

\(0_{mn}^\bullet\) with \(m < n\) is the \(m \times n\) matrix
\[
\begin{bmatrix}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & * & \cdots & 0 \\
\end{bmatrix}
\]
\((n - m)\) stars

if \(m \geq n\) then \(0_{mn}^\bullet = 0\).

Further, we will usually omit the indices \(m\) and \(n\).

Let
\[
(A, B)_{\text{can}} = \mathcal{X}_1 \oplus \cdots \oplus \mathcal{X}_t
\]
be a canonical pair of skew-symmetric complex matrices for congruence, in which \(\mathcal{X}_1, \ldots, \mathcal{X}_t\) are pairs of the form (10–3), and let \(\mathcal{D}(E, E')\) be a pair of skew-symmetric matrices, defined in (9), whose matrices are partitioned into blocks conformally to the decomposition (11):

\[
\mathcal{D}(E, E') = \mathcal{D} = \left(\begin{array}{c|c}
D_{11} & \cdots & D_{1t} \\
\vdots & \ddots & \vdots \\
D_{t1} & \cdots & D_{tt}
\end{array}\right), \quad \left(\begin{array}{c|c}
D'_{11} & \cdots & D'_{1t} \\
\vdots & \ddots & \vdots \\
D'_{t1} & \cdots & D'_{tt}
\end{array}\right). \hspace{1cm} (12)
\]
Note that \((D_{ji}, D'_{ji}) = (-D_{ij}^T, -D'_{ij}^T)\) and define
\[
\mathcal{D}(\mathcal{X}_i) := (D_{ii}, D'_{ii}) \quad \text{and} \quad \mathcal{D}(\mathcal{X}_i, \mathcal{X}_j) := (D_{ij}, D'_{ij}), \quad i < j.
\] (13)

Since each pair of skew-symmetric matrices is congruent to its canonical pair of matrices, it suffices to construct the miniversal deformations for the pairs of canonical matrices (i.e. direct sums of the pairs \((1) - (3))\).

**Theorem 2.1.** Let \((A, B)_{\text{can}}\) be a pair of skew-symmetric complex matrices \((1)\). A simplest miniversal deformation of \((A, B)_{\text{can}}\) can be taken in the form \((A, B)_{\text{can}} + \mathcal{D}\) in which \(\mathcal{D}\) is a pair of \((0, *)\) matrices (the stars denote independent parameters, up to skew-symmetry, see also Remark 2.1) whose matrices are partitioned into blocks conformally to the decomposition of \((A, B)_{\text{can}}\), see \((12)\), and the blocks of \(\mathcal{D}\) are defined, in the notation \((13)\), as follows:

(i) The diagonal blocks of \(\mathcal{D}\) are defined by
\[
\begin{align*}
\mathcal{D}(\mathcal{H}_n(\lambda)) &= \begin{pmatrix} 0 & 0^\omega \\ 0^\omega & 0 \end{pmatrix}, \\
\mathcal{D}(\mathcal{K}_n) &= \begin{pmatrix} 0 & 0^\omega \\ 0^\omega & 0 \end{pmatrix}, \\
\mathcal{D}(\mathcal{L}_n) &= (0, 0).
\end{align*}
\] (14, 15, 16)

(ii) The off-diagonal blocks of \(\mathcal{D}\) whose horizontal and vertical strips contain pairs of \((A, B)_{\text{can}}\) of the same type are defined by
\[
\begin{align*}
\mathcal{D}(\mathcal{H}_n(\lambda), \mathcal{H}_m(\mu)) &= \begin{cases} 
(0, 0) & \text{if } \lambda \neq \mu, \\
\begin{pmatrix} 0 & 0^\omega \\ 0^\omega & 0 \end{pmatrix} & \text{if } \lambda = \mu,
\end{cases} \\
\mathcal{D}(\mathcal{K}_n, \mathcal{K}_m) &= \begin{pmatrix} 0 & 0^\omega \\ 0^\omega & 0 \end{pmatrix}, \\
\mathcal{D}(\mathcal{L}_n, \mathcal{L}_m) &= \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0^\omega_m \\ 0^\omega_m & 0 \end{pmatrix}.
\end{align*}
\] (17, 18, 19)

(iii) The off-diagonal blocks of \(\mathcal{D}\) whose horizontal and vertical strips contain pairs of \((A, B)_{\text{can}}\) of different types are defined by
\[
\begin{align*}
\mathcal{D}(\mathcal{H}_n(\lambda), \mathcal{K}_m) &= (0, 0), \\
\mathcal{D}(\mathcal{H}_n(\lambda), \mathcal{L}_m) &= (0, [0 \ 0^\omega]), \\
\mathcal{D}(\mathcal{K}_n, \mathcal{L}_m) &= (0^\omega, 0).
\end{align*}
\] (20, 21, 22)
Remark 2.1 (About the independency of parameters). All parameters placed instead of the stars in the upper triangular parts of matrices of $D$ are independent and the lower triangular parts are defined by the skew-symmetry. In particular, it means that parametric matrix pairs obtained from $(D_{ij}, D'_{ij})$ and $(D'_{i'j'}, D''_{i'j'})$ have dependent (in fact, equal up to the sign) parametric entries if and only if $i' = j$ and $j' = i$.

Let us give an example of how the miniversal deformations from Theorem 2.1 can be used for the investigation of changes of the canonical structure information under small perturbations.

Example 2.1. We show that in an arbitrarily small neighbourhood of a matrix pair with the canonical form $L_1 \oplus L_0$ there is always a matrix pair with the canonical form $H_3(\lambda), \lambda \neq 0$ (in fact, also with $H_2(0)$ and $K_2$).

It is enough to consider perturbations of $L_1 \oplus L_0$ in the form of the miniversal deformations given in Theorem 2.1 (with only three independent nonzero parameters). Since we will use the theory developed for matrix pencils we switch to the pencil notation $X - sY$, instead of $(X, Y)$. Thus a miniversal deformation of $L_1 \oplus L_0$ is the pencil

\[
\begin{bmatrix}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -\varepsilon_1 & 0
\end{bmatrix}
- s
\begin{bmatrix}
0 & 0 & 1 & 0 \\
-1 & 0 & 0 & \varepsilon_2 \\
-1 & 0 & 0 & \varepsilon_3 \\
0 & -\varepsilon_2 & -\varepsilon_3 & 0
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & -s & 0 \\
-1 & 0 & 0 & -s \varepsilon_2 \\
0 & s \varepsilon_2 & -\varepsilon_1 + s \varepsilon_3 & 0 \\
0 & 0 & s \varepsilon_2 & -s^2 \varepsilon_3
\end{bmatrix},
\tag{23}
\]

which has the Smith form (see [31] for the definition)

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \varepsilon_1 - s \varepsilon_2 - s^2 \varepsilon_3 & 0 \\
0 & 0 & 0 & \varepsilon_1 - s \varepsilon_2 - s^2 \varepsilon_3
\end{bmatrix}.
\tag{24}
\]

In turn, the pencil $H_3(\lambda)$ is

\[
\begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{bmatrix}- s
\begin{bmatrix}
0 & 0 & \lambda & 1 \\
0 & 0 & 0 & \lambda \\
-\lambda & 0 & 0 & 0 \\
-1 & -\lambda & 0 & 0
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & 1 - s \lambda & s \\
0 & 0 & 0 & 1 - s \lambda \\
-1 + s \lambda & 0 & 0 & 0 \\
-s & -1 + s \lambda & 0 & 0
\end{bmatrix},
\tag{25}
\]

and has the Smith form

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 - 2s \lambda - s^2 \lambda^2 & 0 \\
0 & 0 & 0 & 1 - 2s \lambda - s^2 \lambda^2
\end{bmatrix}.
\tag{26}
\]

Now (24) with $\varepsilon_2 = 2 \varepsilon_1 \lambda$ and $\varepsilon_3 = \varepsilon_1 \lambda^2$ is strictly equivalent to (26) which implies that the pencils (23) and (25) are strictly equivalent by [29, Proposition A.5.1, p. 663] (note that $\lambda \neq 0$ and we must choose $\varepsilon_1 \neq 0$) and due
to [31, Theorem 3, p. 275] the pencils (23) and (25) are congruent. Since \( \varepsilon_1 \) (and thus \( \varepsilon_2 \) and \( \varepsilon_3 \)) can be chosen arbitrarily small we can find a pair with the canonical form \( H_2(\lambda), \lambda \neq 0 \) in any neighbourhood of \( L_1 \oplus L_0 \).

Note that, for (23) and (25) we could have also computed the skew-symmetric Smith form derived in [33]. The result of this example also follows from the more general result in [16] but the proof given here is constructive, i.e. the perturbation is derived explicitly.

The pair of matrices \( D \) (12) in Theorem 2.1 will be constructed in Section 3 as follows. The vector space

\[
T_{(A,B)_{\text{can}}} := \{ C^T (A,B)_{\text{can}} + (A,B)_{\text{can}} C | C \in \mathbb{C}^{\hat{n} \times \hat{n}} \}
\]

is the tangent space to the congruence class of \( (A,B)_{\text{can}} \) at the point \( (A,B)_{\text{can}} \) since

\[
(I + \varepsilon C)^T (A,B)_{\text{can}} (I + \varepsilon C) = (A,B)_{\text{can}} + \varepsilon (C^T (A,B)_{\text{can}} + (A,B)_{\text{can}} C) + \varepsilon^2 C^T (A,B)_{\text{can}} C
\]

for all \( \hat{n} \)-by-\( \hat{n} \) matrices \( C \) and each \( \varepsilon \in \mathbb{C} \). Then \( D \) is constructed such that

\[
\mathbb{C}_c^{\hat{n} \times \hat{n}} \times \mathbb{C}_c^{\hat{n} \times \hat{n}} = T_{(A,B)_{\text{can}}} + D(\mathbb{C}) \tag{28}
\]

in which \( \mathbb{C}_c^{\hat{n} \times \hat{n}} \) is the space of all skew-symmetric \( \hat{n} \)-by-\( \hat{n} \) matrices, \( D(\mathbb{C}) \) is the vector space of all pairs of skew-symmetric matrices obtained from \( D \) by replacing its stars by complex numbers, see (6). Thus, one half of the number of stars in \( D \) is equal to the codimension of the congruence orbit of \( (A,B)_{\text{can}} \) (note that the total number of the stars is always even). Lemma 3.2 in Section 3.1 ensures that any pair of \((0, *)\) matrices that satisfies (28) can be taken as \( D \) in Theorem 2.1.

2.2. Upper bound for the norm of miniversal deformations

In this section, we bound the distance from the miniversal deformations to a matrix pair that was originally perturbed, using the norm of the perturbations. In particular, we see that this distance can be made arbitrarily small by decreasing the size of the allowed perturbations. Similar techniques are used in [14, 15] to prove the versality of the deformations.

We use the Frobenius norm of a complex \( n \times n \) matrix \( Y = [y_{ij}] \):

\[
\|Y\| := \sqrt{\sum |y_{ij}|^2}.
\]

Recall that for matrices \( Y \) and \( Z \) and \( \nu, \omega \in \mathbb{C} \) the following inequalities hold (e.g., see [24, Section 5.6])

\[
\|\nu Y + \omega Z\| \leq \|\nu\| \|Y\| + |\omega| \|Z\| \quad \text{and} \quad \|YZ\| \leq \|Y\| \|Z\|. \tag{29}
\]
Let \((A, B) \in (\mathbb{C}^{\hat{n} \times \hat{n}}, \mathbb{C}^{\hat{n} \times \hat{n}})\) and \(\alpha := \|A\|, \beta := \|B\|\). By (28), for each pair of skew-symmetric \(\hat{n}\)-by-\(\hat{n}\) matrices \((E_{ij}, 0)\) and \((0, E_{ij}', 0)\), \(1 \leq i, j, i', j' \leq \hat{n}\) there exist \(X_{ij}, X_{ij}' \in \mathbb{C}^{\hat{n} \times \hat{n}}\) such that

\[
(E_{ij}, 0) + X_{ij}^T(A + M, B + N) + (A + M, B + N)X_{ij} \in \mathcal{D}(\mathbb{C}),
\]

\[
(0, E_{ij}') + X_{ij}'^T(A + M, B + N) + (A + M, B + N)X_{ij}' \in \mathcal{D}(\mathbb{C}),
\]  

(30)

where \(\mathcal{D}(\mathbb{C})\) is defined in [1]. If \((i, j) \in \text{Ind}_1(\mathcal{D})\), then \((E_{ij}, 0) \in \mathcal{D}(\mathbb{C})\), and so we can put \(X_{ij} = 0\). Analogously, if \((i', j') \in \text{Ind}_2(\mathcal{D})\), then \((E_{ij}', 0) \in \mathcal{D}(\mathbb{C})\), and so we can put \(X_{ij}' = 0\). Denote

\[
\gamma := \sum_{(i, j) \in \text{Ind}_1(\mathcal{D})} \|X_{ij}\| + \sum_{(i', j') \in \text{Ind}_2(\mathcal{D})} \|X_{ij}'\|.
\]  

(31)

**Theorem 2.2.** Let \((A, B) \in (\mathbb{C}^{\hat{n} \times \hat{n}}, \mathbb{C}^{\hat{n} \times \hat{n}})\) and let \(\varepsilon \in \mathbb{R}\) such that

\[
0 < \varepsilon < \frac{1}{\max\{1 + \gamma(\alpha + 1)(2 + \gamma), 1 + \gamma(\beta + 1)(2 + \gamma)\}},
\]

where \(\alpha := \|A\|, \beta := \|B\|\) and \(\gamma\) is defined in (31). For each pair of skew-symmetric \(\hat{n}\)-by-\(\hat{n}\) matrices \((M, N)\) satisfying

\[
\|M\| < \varepsilon^2, \quad \|N\| < \varepsilon^2,
\]  

(32)

there exists a matrix \(S = I_\hat{n} + X\) depending holomorphically on the entries of \((M, N)\) in a neighborhood of zero such that

\[
S^T(A + M, B + N)S = (A + P, B + Q), \quad (P, Q) \in \mathcal{D}(\mathbb{C}), \quad \|P\| < \varepsilon, \quad \text{and} \quad \|Q\| < \varepsilon,
\]

where \(\mathbb{C}^{\hat{n} \times \hat{n}} \times \mathbb{C}^{\hat{n} \times \hat{n}} = T_{(A, B)\text{can}} + \mathcal{D}(\mathbb{C})\).

**Proof.** First, note that if \(M = 0\) and \(N = 0\) then \(S = I_\hat{n}\). We construct \(S = I_\hat{n} + X\). If \(M = \sum_{i, j} m_{ij}E_{ij}\) and \(N = \sum_{i, j} n_{ij}E_{ij}\) (i.e., \(M = [m_{ij}]\) and \(N = [n_{ij}]\)), then we can chose \(X_{ij}\) and \(X_{ij}'\) (30), such that

\[
\sum_{i, j}(m_{ij}E_{ij} + n_{ij}E_{ij}) + \sum_{i, j}(m_{ij}X_{ij}^T + n_{ij}X_{ij}')^T(A + M, B + N) + (A + M, B + N)\sum_{i, j}(m_{ij}X_{ij} + n_{ij}X_{ij}') \in \mathcal{D}(\mathbb{C})
\]

and for

\[
X := \sum_{i, j}(m_{ij}X_{ij} + n_{ij}X_{ij}')
\]
we have

\[(M, N) + X^T(A + M, B + N) + (A + M, B + N)X \in \mathcal{D}(\mathbb{C}).\]

If \((i, j) \notin \text{Ind}_1(\mathcal{D})\) (or, respectively, \((i, j) \notin \text{Ind}_2(\mathcal{D})\)), then \(|m_{ij}| < \varepsilon^2\) (or, respectively, \(|n_{ij}| < \varepsilon^2\)) by \[22\]. We obtain

\[
\|X\| \leq \sum_{(i,j) \notin \text{Ind}_1(\mathcal{D})} |m_{ij}||X_{ij}| + \sum_{(i,j) \notin \text{Ind}_2(\mathcal{D})} |n_{ij}||X'_{ij}| \\
< \sum_{(i,j) \notin \text{Ind}_1(\mathcal{D})} \varepsilon^2\|X_{ij}\| + \sum_{(i,j) \notin \text{Ind}_2(\mathcal{D})} \varepsilon^2\|X'_{ij}\| = \varepsilon^2 \gamma.
\]

Put

\[S^T(A + M, B + N)S = (A + P, B + Q) \quad \text{where} \quad S := I_n + X,
\]

then

\[(P, Q) = (M, N) + X^T(A + M, B + N) + (A + M, B + N)X \\
+ X^T(A + M, B + N)X.
\]

Summing up, we obtain

\[
\|P\| \leq \|M\| + 2\|X\|(\|A\| + \|M\|) + \|X\|^2(\|A\| + \|M\|) \\
< \varepsilon^2 + 2\varepsilon^2\gamma(\alpha + \varepsilon^2) + \varepsilon^4\gamma^2(\alpha + \varepsilon^2) = \varepsilon^2 + \varepsilon^2\gamma(\alpha + \varepsilon^2)(2 + \varepsilon^2\gamma) \\
< \varepsilon^2(1 + \gamma(\alpha + 1)(2 + \gamma)) < \varepsilon,
\]

\[
\|Q\| \leq \|N\| + 2\|X\|(\|B\| + \|N\|) + \|X\|^2(\|B\| + \|N\|) \\
< \varepsilon^2(1 + \gamma(\beta + 1)(2 + \gamma)) < \varepsilon.
\]

\[\square\]

3. Proof of the main theorem

3.1. A method of construction of miniversal deformations

We give a method of construction of simplest miniversal deformations, which will be used in the proof of Theorem 2.1.

The deformation (17) is universal in the sense that every deformation \(B(\sigma_1, \ldots, \sigma_l)\) of \((A, B)\) has the form \(\mathcal{U}(\bar{\varphi}(\sigma_1, \ldots, \sigma_l))\), where \(\varphi_{ij}(\sigma_1, \ldots, \sigma_l)\) are convergent in a neighborhood of \(\bar{0}\) power series such that \(\varphi_{ij}(\bar{0}) = 0\). Hence every deformation \(B(\sigma_1, \ldots, \sigma_l)\) in Definition 2.1 can be replaced by \(\mathcal{U}(\bar{\varphi})\), which proves the following lemma.

Lemma 3.1. The following two conditions are equivalent for any deformation \(A(\delta_1, \ldots, \delta_k)\) of pair of matrices \((A, B)\):
Lemma 3.2. Let \( (33): \) there is a deformation \( I \) of the size \( n \times \hat{n} \) of the form \( D \) of the form \( \phi \). The space \( C \hat{C} \) of nonsingular \( n \)-by-\( \hat{n} \) matrices on the space \( (C_{\hat{C}}^{\hat{n} \times \hat{n}}, C_{\hat{C}}^{\hat{n} \times \hat{n}}) \) by

\[
(A, B)^S = S^T (A, B) S, \quad (A, B) \in (C_{\hat{C}}^{\hat{n} \times \hat{n}}, C_{\hat{C}}^{\hat{n} \times \hat{n}}), \quad S \in GL_{\hat{n}}(C).
\]

The orbit \( (A, B)^{GL_{\hat{n}}} \) of \( (A, B) \) under this action consists of all pairs of skew-symmetric matrices that are congruent to the pair \( (A, B) \).

The space \( T_{(A, B)} \) is the tangent space to the orbit \( (A, B)^{GL_{\hat{n}}} \) at the point \( (A, B) \) (see [12]). Hence \( D(\hat{\varepsilon}) \) is transversal to the orbit \( (A, B)^{GL_{\hat{n}}} \) at the point \( (A, B) \) if

\[
(C_{\hat{C}}^{\hat{n} \times \hat{n}}, C_{\hat{C}}^{\hat{n} \times \hat{n}}) = T_{(A, B)} + D(\hat{\varepsilon})
\]

(see definitions in [5], §29); two subspaces of a vector space are called transversal if their sum is equal to the whole space).

This proves the equivalence of (i) and (ii) since a transversal (of the minimal dimension) to the orbit is a (mini)versal deformation [2, Section 1.6]. The equivalence of (ii) and (iii) is obvious.

Due to the versality of each deformation \( (A, B)^D(\hat{\varepsilon}) \) in which \( D \) satisfies [10]; there is a deformation \( I(\hat{\varepsilon}) \) of the identity matrix such that \( (A, B)^D(\hat{\varepsilon}) = I(\hat{\varepsilon})^T U(\hat{\varepsilon}) I(\hat{\varepsilon}) \), where \( U(\hat{\varepsilon}) \) is defined in [17].

Thus, a simplest miniversal deformation of \( (A, B) \in (C_{\hat{C}}^{\hat{n} \times \hat{n}}, C_{\hat{C}}^{\hat{n} \times \hat{n}}) \) can be constructed as follows. Let \( (T_1, \ldots, T_r) \) be a basis of the space \( T_{(A, B)} \).
and let \((E_1, \ldots, E_{\bar{n}(\bar{n} - 1)})\) be the basis of \((\mathbb{C}_c^{\bar{n} \times \bar{n}}, \mathbb{C}_c^{\bar{n} \times \bar{n}})\) in which every \(E_k\) is either of the form \((E_{ij}, 0)\) or \((0, E_{ij'})\). Removing from the sequence \((T_1, \ldots, T_r, E_1, \ldots, E_{\bar{n}(\bar{n} - 1)})\) every pair of matrices that is a linear combination of the preceding matrices, we obtain a new basis \((T_1, \ldots, T_r, E_{i_1}, \ldots, E_{i_k})\) of the space \((\mathbb{C}_c^{\bar{n} \times \bar{n}}, \mathbb{C}_c^{\bar{n} \times \bar{n}})\). By Lemma 3.2 the deformation

\[
A(\varepsilon_1, \ldots, \varepsilon_{k_1}, \varepsilon_1', \ldots, \varepsilon_{k_2}') = (A, B) + \varepsilon_1 E_1 + \cdots + \varepsilon_{k_1} E_{i_{k_1}} + \varepsilon_1' E_{i_{k_1}+1} + \cdots + \varepsilon_{k_2} E_{i_k} \\
= (A, B) + \varepsilon_1 (E_{i_{k_1}j_1}, 0) + \cdots + \varepsilon_{k_1} (E_{i_{k_1}j_{k_1}}, 0) \\
+ \varepsilon_1' (0, E_{i_{k_1+1}j_{k_1+1}}) + \cdots + \varepsilon_{k_2}' (0, E_{i_kj_k}),
\]

where \(k_1 + k_2 = k\), is miniversal.

For each pair of skew-symmetric \(\hat{m} \times \hat{m}\) matrices \((A_1, B_1)\) and each pair of skew-symmetric \(\hat{n} \times \hat{n}\) matrices \((A_2, B_2)\), define the vector spaces

\[
V(A_1, B_1) := \{S^T(A_1, B_1) + (A_1, B_1)S, \text{ where } S \in \mathbb{C}^{\hat{n} \times \hat{m}}\}, \quad (34)
\]

\[
V((A_1, B_1), (A_2, B_2)) := \{(R^T(A_2, B_2) + (A_1, B_1)S, S^T(A_1, B_1) + (A_2, B_2)R), \text{ where } S \in \mathbb{C}^{\hat{n} \times \hat{n}} \text{ and } R \in \mathbb{C}^{\hat{m} \times \hat{m}}\}. \quad (35)
\]

**Lemma 3.3.** Let \((A, B) = (A_1, B_1) \oplus \cdots \oplus (A_t, B_t)\) be a block-diagonal matrix in which every \((A_i, B_i)\) is \(n_i \times n_i\). Let \(D\) be a pair of \((0, *)\) matrices of the size of \((A, B)\). Partitioning \(D\) into blocks \((D_{ij}, D_{ij}')\) conformably to the partitioning of \((A, B)\) (see (12)). Then \((A, B) + \mathcal{D}(E, E')\) is a simplest miniversal (skew-symmetric) deformation of \((A, B)\) under congruence if and only if

(i) every coset of \(V(A_i, B_i)\) in \((\mathbb{C}_c^{n_i \times n_i}, \mathbb{C}_c^{n_i \times n_i})\) contains exactly one matrix of the form \((D_{ij}, D_{ij}')\), and

(ii) every coset of \(V((A_i, B_i), (A_j, B_j))\) in \((\mathbb{C}_c^{n_j \times n_j}, \mathbb{C}_c^{n_i \times n_j}) \oplus (\mathbb{C}_c^{n_j \times n_i}, \mathbb{C}_c^{n_j \times n_i})\) contains exactly two pairs of matrices \(((W_1, W_2), (-W_1^T, -W_2^T))\) in which \((W_1, W_2)\) is of the form \((D_{ij}, D_{ij}')\) and correspondingly \((-W_1^T, -W_2^T)\) is of the form \((D_{ji}, D_{ji}')\) = \((-D_{ij}', -D_{ij})\).

**Proof.** By Lemma 3.2 (iii), \((A, B) + \mathcal{D}(\mathcal{E})\) is a simplest miniversal deformation of \((A, B)\) if and only if for each \((C, C') \in (\mathbb{C}_c^{\bar{n} \times \bar{n}}, \mathbb{C}_c^{\bar{n} \times \bar{n}})\) the coset \((C, C') + T_{(A,B)}\) contains exactly one \((D, D')\) of the form \(D\), that is,

\[
(D, D') = (C, C') + S^T(A, B) + (A, B)S \in \mathcal{D}(\mathbb{C}) \quad \text{with } S \in \mathbb{C}^{\bar{n} \times \bar{n}}. \quad (36)
\]

Partition \((D, D')\), \((C, C')\), and \(S\) into blocks conformably to the partitioning of \((A, B)\). By (36), for each \(i\) we have \((D_{ii}, D_{ii}') = (C_{ii}, C_{ii}') + S_{ii}^T(A_i, B_i) +\)
Lemma 3.3, \[ \begin{pmatrix} D^{ii} & D^{ij} \\ D^{ji} & D^{jj} \end{pmatrix} \begin{pmatrix} D'^{ii} & D'^{ij} \\ D'^{ji} & D'^{jj} \end{pmatrix} = \begin{pmatrix} C^{ii} & C^{ij} \\ C^{ji} & C^{jj} \end{pmatrix}, \begin{pmatrix} C'^{ii} & C'^{ij} \\ C'^{ji} & C'^{jj} \end{pmatrix} \]

Hence for each \( H^{2.1} \) satisfy the condition (i) of Lemma 3.3.

Corollary 3.1. \((A, B)S_{ii}, \) and for all \( i \) and \( j \) such that \( i < j \) we have

\[ \begin{pmatrix} A_i + D^{ii}(\varepsilon) & D^{ij}(\varepsilon) \\ D^{ji}(\varepsilon) & A_j + D^{jj}(\varepsilon) \end{pmatrix} = \begin{pmatrix} B_i + D'_i(\varepsilon) & D'_ij(\varepsilon) \\ D'_ji(\varepsilon) & B_j + D'_jj(\varepsilon) \end{pmatrix} \]

This proves the lemma.

Thus, (36) is equivalent to the conditions

\[(D_{ii}, D'_{ii}) = (C_{ii}, C'_{ii}) + S_{ii}T(A_i, B_i) + (A_i, B_i)S_{ii} \in D_{ii}(\mathbb{C}), 1 \leq i \leq t, \quad (38)\]

\[((D_{ij}, D'_{ij}), (D_{ji}, D'_{ji})) = ((C_{ij}, C'_{ij}), (C_{ji}, C'_{ji})) + ((S_{ji}^T A_j + A_i S_{ij}, S_{ji}^T B_j + B_i S_{ji}), (S_{ji}^T A_i + A_j S_{ji}, S_{ij}^T B_i + B_j S_{ji})) \in D_{ij}(\mathbb{C}) \oplus D_{ji}(\mathbb{C}), 1 \leq i < j \leq t. \quad (39)\]

Hence for each \((C, C') \in (\mathbb{C}^{n \times n}, \mathbb{C}^{n \times n}) \) there exists exactly one \((D, D') \in D(\mathbb{C})\) of the form (36) if and only if

(i') for each \((C_{ii}, C'_{ii}) \in (\mathbb{C}^{n_i \times n_i}, \mathbb{C}^{n_i \times n_i}) \) there exists exactly one \((D_{ii}, D'_{ii}) \in D_{ii}(\mathbb{C})\) of the form (38), and

(ii') for each \(((C_{ij}, C'_{ij}), (C_{ji}, C'_{ji})) \in (\mathbb{C}^{n_i \times n_j}, \mathbb{C}^{n_i \times n_j}) \oplus (\mathbb{C}^{n_j \times n_i}, \mathbb{C}^{n_j \times n_i}) \) there exists exactly one \(((D_{ij}, D'_{ij}), (D_{ji}, D'_{ji})) \in D_{ij}(\mathbb{C}) \oplus D_{ji}(\mathbb{C})\) of the form (39).

This proves the lemma.

**Corollary 3.1.** In the notation of Lemma 3.3, \((A, B)D(\varepsilon)\) is a miniversal deformation of \((A, B)\) if and only if each pair of submatrices of the form

\[ \begin{pmatrix} A_i + D^{ii}(\varepsilon) & D^{ij}(\varepsilon) \\ D^{ji}(\varepsilon) & A_j + D^{jj}(\varepsilon) \end{pmatrix} \]

is a miniversal deformation of the pair \((A_i \oplus A_j, B_i \oplus B_j)\).

We are ready to prove Theorem 2.1 now. Each \( \mathcal{X}_i \) in (11) is of the form \( \mathcal{H}_n(\lambda), \mathcal{K}_n, \) or \( \mathcal{L}_n, \) and so there are 9 types of pairs \( D(\mathcal{X}_i) \) and \( D(\mathcal{X}_i, \mathcal{X}_j) \) with \( i < j; \) they are given in (14)–(22). It suffices to prove that the pairs (14)–(22) satisfy the conditions (i) and (ii) of Lemma 3.3.

3.2. **Diagonal blocks of \( D\)**

First we verify that the diagonal blocks of \( D\) defined in part (i) of Theorem 2.1 satisfy the condition (i) of Lemma 3.3.
3.2.1. Diagonal blocks $D(\mathcal{H}_n(\lambda))$ and $D(\mathcal{K}_n)$

We consider the pairs of blocks $\mathcal{H}_n(\lambda)$ and $\mathcal{K}_n$.

Due to Lemma 3.3(i), it suffices to prove that each pair of skew-symmetric 2n-by-2n matrices $(A, B) = ([A_{ij}]_{i,j=1}^n, [B_{ij}]_{i,j=1}^n)$ can be reduced to exactly one pair of matrices of the form (14) by adding

$$\Delta(A, B) = (\Delta A, \Delta B) = \left( \begin{array}{cc} \Delta A_{11} & \Delta A_{12} \\ \Delta A_{21} & \Delta A_{22} \end{array} \right), \left( \begin{array}{cc} \Delta B_{11} & \Delta B_{12} \\ \Delta B_{21} & \Delta B_{22} \end{array} \right)$$

$$= \begin{bmatrix} S_{11}^T & S_{12}^T \\ S_{12} & S_{22} \end{bmatrix} \left( \begin{array}{cc} 0 & I_n \\ -I_n & 0 \end{array} \right) \left( \begin{array}{cc} 0 & J_n(\lambda) \\ -J_n(\lambda)^T & 0 \end{array} \right) + \left( \begin{array}{cc} 0 & I_n \\ -I_n & 0 \end{array} \right) \left( \begin{array}{cc} 0 & J_n(\lambda) \\ -J_n(\lambda)^T & 0 \end{array} \right) \begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix}$$

$$= \begin{bmatrix} S_{21} - S_{21}^T & S_{11}^T + S_{22} \\ -S_{11} - S_{12}^T & S_{12}^T - S_{12} \end{bmatrix} \begin{bmatrix} -S_{11}J_n(\lambda)^T + J_n(\lambda)S_{21} & S_{11}^T J_n(\lambda) + J_n(\lambda)S_{22} \\ -S_{12}J_n(\lambda)^T - J_n(\lambda)^T S_{11} & S_{12}^T J_n(\lambda) - J_n(\lambda)^T S_{12} \end{bmatrix}$$

in which $S = [S_{ij}]_{i,j=1}^n$ is an arbitrary 2n-by-2n matrix. Due to the skew-symmetry there are three pairs of n-by-n blocks in (40) that can be treated independently. For any $X$ we have

$$-XJ_n(\lambda)^T + J_n(\lambda)X = -X(\lambda I + J_n(0))^T + (\lambda I + J_n(0))X = -XJ_n(0)^T + J_n(0)X.$$

Thus, without loss of generality, we can assume that $\lambda = 0$. Therefore the deformation of $\mathcal{K}_n$ is equal to the deformation of $\mathcal{H}_n(\lambda)$ up to the permutation of matrices.

First we consider the pair of blocks $\Delta(\mathcal{A}_{11}, B_{11}) = (S_{21} - S_{21}^T, -S_{21}^T J_n(0)^T + J_n(0)S_{21})$ in which $S_{21}$ is an arbitrary n-by-n matrix. Obviously, by adding $\Delta A_{11} = S_{21} - S_{21}^T$ we reduce $A_{11}$ to zero. To preserve $A_{11}$, we must hereafter take $S_{21}$ such that $S_{21} - S_{21}^T = 0$, i.e., $S_{21}$ is symmetric. We reduce $B_{11}$ by adding $\Delta B_{11} = -S_{21}^T J_n(0)^T + J_n(0)S_{21}$.

$$\Delta B_{11} = \begin{bmatrix} s_{11} & s_{12} & s_{13} & \ldots & s_{1n} \\ s_{12} & s_{22} & s_{23} & \ldots & s_{2n} \\ s_{13} & s_{23} & s_{33} & \ldots & s_{3n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ s_{1n} & s_{2n} & s_{3n} & \ldots & s_{nn} \end{bmatrix} + \begin{bmatrix} 0 & 0 & 1 & \ldots & 0 \\ 1 & 0 & 0 & \ldots & 0 \\ 0 & 1 & 0 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 1 \end{bmatrix} \begin{bmatrix} s_{11} & s_{12} & s_{13} & \ldots & s_{1n} \\ s_{12} & s_{22} & s_{23} & \ldots & s_{2n} \\ s_{13} & s_{23} & s_{33} & \ldots & s_{3n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ s_{1n} & s_{2n} & s_{3n} & \ldots & s_{nn} \end{bmatrix}$$

$$= \begin{bmatrix} 0 & s_{22} - s_{13} & s_{23} - s_{14} & \ldots & s_{2n} \\ s_{22} - s_{13} & 0 & s_{33} - s_{24} & \ldots & s_{3n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ s_{2n} - s_{3n} & s_{33} - s_{24} & 0 & \ldots & s_{4n} \\ -s_{2n} & -s_{3n} & -s_{4n} & \ldots & 0 \end{bmatrix} + \begin{bmatrix} 0 & s_{22} - s_{13} & s_{23} - s_{14} & \ldots & s_{2n} \\ s_{22} - s_{13} & 0 & s_{33} - s_{24} & \ldots & s_{3n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ s_{2n} - s_{3n} & s_{33} - s_{24} & 0 & \ldots & s_{4n} \\ -s_{2n} & -s_{3n} & -s_{4n} & \ldots & 0 \end{bmatrix}$$

(41)
We reduce $B_{11}$ anti-diagonally-wise and since $B_{11}$ is skew-symmetric, we just need to reduce the upper triangular part of $B_{11}$ and the lower triangular part will be reduced automatically. Let $b = (b_1, \ldots, b_{n-1})$ denote the elements of the upper half of the $k$-th anti-diagonal (counting from the top left corner) of $B_{11}$. Each of the first $(n-1)$ upper halves of the anti-diagonals of $\Delta B_{11}$ is of the form

$$s = \begin{cases} (s_{2k} - s_{1,k+1}, s_{3,k-1} - s_{2k}, \ldots, s_{t,t+1}) & \text{if } k \text{ is even, } t = \frac{k+2}{2}; \\ (s_{2k} - s_{1,k+1}, s_{3,k-1} - s_{2k}, \ldots, s_{t,t+1} - s_{t-1,t+2}) & \text{if } k \text{ is odd, } t = \frac{k+1}{2}, \end{cases}$$

where $k = 2, 3, \ldots, n-1$, (the first anti-diagonal is zero). Choosing the parameters $s_{ij}$ we want to make $s$ equal to $b$, i.e. we want to solve the system of linear equations

$$\begin{bmatrix} -1 & 1 & 0 \\ \vdots & \ddots & \ddots \\ 0 & \ddots & -1 & 1 \end{bmatrix} \begin{bmatrix} s_{1,k+1} \\ s_{2k} \\ \vdots \\ s_{tt} \end{bmatrix} = \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_{t-1} \end{bmatrix}, \quad (42)$$

where $k$ is even (and the analogous system for $k$ being odd). The system (42) has a solution. Therefore, we can reduce each of the first $(n-1)$ anti-diagonals of $B_{11}$ to zero, by adding the corresponding anti-diagonals of $\Delta B_{11}$.

For each $k$-th upper parts of the last $n$ anti-diagonals we have the following systems of equations

$$\begin{bmatrix} 1 & 1 & 0 \\ \vdots & \ddots & \ddots \\ 0 & \ddots & -1 & 1 \end{bmatrix} \begin{bmatrix} s_{2-n+k,n} \\ s_{3-n+k,n-1} \\ \vdots \\ s_{t'+1,t'+1} \\ s_{t'+1} \end{bmatrix} = \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_{t'-2} \\ b_{t'-1} \end{bmatrix}, \quad (43)$$

where $k = n, n+1, \ldots, 2n-2$, (the last anti-diagonal is zero) and $t' = t - k + n$ and $t$ is defined as above. The system (43) has a solution. Therefore we can reduce the last $n$ anti-diagonals of $B_{11}$ to zero. Altogether, we reduce $B_{11}$ to zero matrix by adding $\Delta B_{11}$.

The possibility of reducing $(A_{22}, B_{22})$ to zero by adding $\Delta (A_{22}, B_{22}) = (S_{12}^T - S_{12}, S_{12}^T J_n(0) - J_n(0)^T S_{12})$ follows directly from the reduction of the blocks $(A_{11}, B_{11})$. We have $0 = B_{11} - S_{21}^T J_n(0)^T + J_n(0) S_{21}$ where $B_{11}$ is a skew-symmetric matrix. Multiplying this equality by the $n$-by-$n$ flip matrix

$$Z := \begin{bmatrix} 0 & 1 \\ \vdots & \ddots \\ 1 & 0 \end{bmatrix} \quad (44)$$
from both sides and using that $Z^2 = I$ and $ZJ_n(0)^T Z = J_n(0)$ we get

$$0 = ZB_{11}Z - ZS_{21}^T ZJ_n(0) + J_n(0)^T ZS_{21}Z.$$ 

This ensures that the pair of blocks $(A_{22}, B_{22})$ can be set to zero since $ZB_{11}Z$ and $ZS_{21}Z$ are arbitrary skew-symmetric and symmetric matrices, respectively.

To the pair of blocks $(A_{21}, B_{21})$ we can add $\Delta(A_{21}, B_{21}) = (S_{11}^T + S_{22}, S_{11}^T J_n(0) + J_n(0)^T S_{22})$. Adding $S_{11}^T + S_{22}$ we reduce $A_{21}$ to zero. To preserve $A_{21}$, we must afterwards take $S_{11}$ and $S_{22}$ such that $S_{11}^T = -S_{22}$. Thus we add $\Delta B_{21} = -S_{22}J_n(0) + J_n(0)^T S_{22}$, with any matrix $S_{22}$,

$$\Delta B_{21} = \begin{bmatrix}
s_{11} & s_{12} & s_{13} & \cdots & s_{1n} \\
s_{21} & s_{22} & s_{23} & \cdots & s_{2n} \\
s_{31} & s_{32} & s_{33} & \cdots & s_{3n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-s_{n1} & -s_{n2} & -s_{n3} & \cdots & -s_{nn}
\end{bmatrix} = \begin{bmatrix}
0 & 1 & \cdots & 0 \\
0 & 0 & \cdots & 1 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{bmatrix} \begin{bmatrix}
s_{11} & s_{12} & s_{13} & \cdots & s_{1n} \\
s_{21} & s_{22} & s_{23} & \cdots & s_{2n} \\
s_{31} & s_{32} & s_{33} & \cdots & s_{3n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-s_{n1} & -s_{n2} & -s_{n3} & \cdots & -s_{nn}
\end{bmatrix}.$$

We examine each diagonal of $\Delta B_{21}$ independently since each diagonal has unique variables. For each of the first $n$ diagonals (starting from the bottom left corner) we have the following system of equations

$$\begin{bmatrix}
1 & 0 & \cdots & 0 \\
-1 & 1 & \cdots & 0 \\
-1 & -1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-1 & -1 & \cdots & 1
\end{bmatrix} \begin{bmatrix}
s_{n+2-k,1} \\
s_{n+2-k,2} \\
\vdots \\
s_{n+2-k,n-1} \\
s_{n,k-1}
\end{bmatrix} = \begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_k
\end{bmatrix}. \quad (46)$$

The matrix of this system has $k-1$ columns and $k$ (since the first diagonal is zero $k = 2, \ldots, n$) rows and its rank is equal to $k - 1$ but the rank of the full matrix of the system is $k$; by the Kronecker-Capelli theorem the system (45) does not have a solution. Nevertheless, if we turn down the first or the last equation of the system (i.e. we do not set the first or the last element of the corresponding diagonal of $B_{21}$ to zero), then (46) will have a solution.

For the last $(n-1)$ diagonals we have a system of equations like (12), which has a solution. Therefore we can set each element of the matrix $B_{21}$ to zero except the elements either in the first column or the last row.

The blocks $\Delta(A_{12}, B_{12}) = (-S_{11} - S_{22}, -S_{22}^T J_n(0)^T - J_n(0)^T S_{11})$ are equal to $\Delta(A_{21}, B_{21})$ up to the transposition and sign.
Altogether, we obtain

\[ \mathcal{D}(\mathcal{H}_n(\lambda)) = \left( 0, \begin{bmatrix} 0 & 0^\ast \\ 0^\ast & 0 \end{bmatrix} \right) \quad \text{and} \quad \mathcal{D}(\mathcal{K}_n) = \left( \begin{bmatrix} 0 & 0^\ast \\ 0^\ast & 0 \end{bmatrix}, 0 \right). \]

3.2.2. Diagonal blocks \( \mathcal{D}(L_n) \)

Using Lemma 3.3.1, like in Section 3.2.1, we prove that each pair \((A, B) = ([A_{ij}]_{i,j=1}^2, [B_{ij}]_{i,j=1}^2)\) of skew-symmetric \((2n + 1)\)-by-\((2n + 1)\) matrices can be set to zero by adding

\[
\Delta(A, B) = (\Delta A, \Delta B) = \left( \begin{bmatrix} \Delta A_{11} & \Delta A_{12} \\ \Delta A_{21} & \Delta A_{22} \end{bmatrix}, \begin{bmatrix} \Delta B_{11} & \Delta B_{12} \\ \Delta B_{21} & \Delta B_{22} \end{bmatrix} \right) = \begin{bmatrix} S_{11}^T & S_{12}^T \\ S_{12}^T & S_{22}^T \end{bmatrix} \left( \begin{bmatrix} 0 & F_n \\ -F_n^T & 0 \end{bmatrix}, \begin{bmatrix} 0 & G_n \\ -G_n^T & 0 \end{bmatrix} \right) + \begin{bmatrix} 0 & F_n \\ -F_n^T & 0 \end{bmatrix} \begin{bmatrix} 0 & G_n \\ -G_n^T & 0 \end{bmatrix} \left( \begin{bmatrix} S_{11} \\ S_{21} \end{bmatrix}, S_{22} \right)
\]

\[
\Delta(A, B) = \begin{bmatrix} -S_{21}^T F_n^T + F_n S_{21} \\ -S_{21}^T F_n^T + F_n S_{21} \end{bmatrix}, \begin{bmatrix} -S_{21}^T G_n^T + G_n S_{21} \\ -S_{21}^T G_n^T + G_n S_{21} \end{bmatrix}, \begin{bmatrix} -S_{21}^T G_n^T + G_n S_{21} \\ -S_{21}^T G_n^T + G_n S_{21} \end{bmatrix}
\]

\[(47)\]

where \( S = [S_{ij}]_{i,j=1}^2 \) is an arbitrary matrix. Each pair of blocks \((A_{ij}, B_{ij}), i, j = 1, 2, \) of \((A, B)\) is changed independently.

We add \( \Delta(A_{11}, B_{11}) = (-S_{21}^T F_n + F_n S_{21}, -S_{21}^T G_n + G_n S_{21}) \) in which \( S_{21} \) is an arbitrary \((n + 1)\)-by-\(n\) matrix to the pair of blocks \((A_{11}, B_{11})\). Obviously, by adding \(-S_{21}^T F_n + F_n S_{21}\) we reduce \( A_{11} \) to zero. To preserve \( A_{11} \), we must hereafter take \( S_{21} \) such that \( F_n S_{21} = S_{21}^T F_n^T \). Thus \( S_{21} \) without the last row is \( n \times n \) and symmetric:

\[
S_{21} = \begin{bmatrix}
S_{11} & S_{12} & S_{13} & \ldots & S_{1n} \\
S_{12} & S_{22} & S_{23} & \ldots & S_{2n} \\
S_{13} & S_{23} & S_{33} & \ldots & S_{3n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
S_{1n} & S_{2n} & S_{3n} & \ldots & S_{nn} \\
S_{1,n+1} & S_{2,n+1} & S_{3,n+1} & \ldots & S_{n,n+1}
\end{bmatrix}
\]
Now we reduce $B_{11}$ by adding

$$\Delta B_{11} = - \begin{bmatrix}
  s_{11} & s_{12} & s_{13} & \ldots & s_{1n} & s_{1,n+1} \\
  s_{12} & s_{22} & s_{23} & \ldots & s_{2n} & s_{2,n+1} \\
  s_{13} & s_{23} & s_{33} & \ldots & s_{3n} & s_{3,n+1} \\
  \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
  s_{1n} & s_{2n} & s_{3n} & \ldots & s_{nn} & s_{n,n+1}
\end{bmatrix} \begin{bmatrix}
  0 & 0 \\
  1 & \ddots & \vdots \\
  \vdots & \ddots & \ddots & \vdots \\
  0 & \ddots & \ddots & \ddots & 0 \\
  0 & \ddots & \ddots & \ddots & \ddots & 0
\end{bmatrix}
\begin{bmatrix}
  0 \\
  1 \\
  \vdots \\
  0 \\
  1
\end{bmatrix}
$$

+ \begin{bmatrix}
  0 & 1 & 0 \\
  0 & \ddots & \ddots \\
  0 & \ddots & \ddots & \ddots \\
  0 & \ddots & \ddots & \ddots & 1 \\
  0 & \ddots & \ddots & \ddots & \ddots & 1
\end{bmatrix}
\begin{bmatrix}
  s_{11} & s_{12} & s_{13} & \ldots & s_{1n} \\
  s_{12} & s_{22} & s_{23} & \ldots & s_{2n} \\
  s_{13} & s_{23} & s_{33} & \ldots & s_{3n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  s_{1n} & s_{2n} & s_{3n} & \ldots & s_{nn} \\
  s_{1,n+1} & s_{2,n+1} & s_{3,n+1} & \ldots & s_{n,n+1}
\end{bmatrix}
$$

$$= \begin{cases}
  -s_{i,j+1} + s_{i+1,j} & \text{if } i < j, \\
  s_{i,j+1} - s_{i+1,j} & \text{if } i > j, \\
  0 & \text{if } i = j,
\end{cases} \quad (48)$$

where $i, j = 1, \ldots, n$. The upper part of each anti-diagonal of $\Delta B_{11}$ has unique variables. Thus we reduce each anti-diagonal of $B_{11}$ independently. We have a system of equations (42) for the upper part of each anti-diagonal, which has a solution. It follows that we can reduce every anti-diagonal of $B_{11}$ to zero. Hence we can reduce $(A_{11}, B_{11})$ to zero by adding $\Delta(A_{11}, B_{11})$.

To the pair of blocks $(A_{12}, B_{12})$ we can add $\Delta(A_{12}, B_{12}) = (S_{11}^T F_n + F_n S_{22}, S_{11}^T G_n + G_n S_{22})$ in which $S_{11}$ and $S_{22}$ are arbitrary matrices of corresponding size. Adding $S_{11}^T F_n + F_n S_{22}$, we reduce $A_{12}$ to zero. To preserve $A_{12}$, we must hereafter take $S_{11}$ and $S_{22}$ such that $F_n S_{22} = -S_{11}^T F_n$. This means that

$$S_{22} = \begin{bmatrix}
  0 \\
  -S_{11}^T \\
  \vdots \\
  0 \\
  y_1 & y_2 & \ldots & y_{n+1}
\end{bmatrix}$$
Therefore we reduce $B_{12}$ by adding

$$\Delta B_{12} = S_{11}^T G_n + G_n S_{22} = \begin{bmatrix} s_{11} & s_{12} & s_{13} & \ldots & s_{1n} \\ s_{21} & s_{22} & s_{23} & \ldots & s_{2n} \\ s_{31} & s_{32} & s_{33} & \ldots & s_{3n} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ s_{n1} & s_{n2} & s_{n3} & \ldots & s_{nn} \end{bmatrix} \begin{bmatrix} 0 & 1 & 0 \\ -s_{11} & -s_{12} & \ldots & -s_{1n} & 0 \\ -s_{21} & -s_{22} & \ldots & -s_{2n} & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ -s_{n1} & -s_{n2} & \ldots & -s_{nn} & 0 \end{bmatrix} + \begin{bmatrix} 0 & 1 & 0 \\ -s_{11} & -s_{12} & \ldots & -s_{1n} & 0 \\ -s_{21} & -s_{22} & \ldots & -s_{2n} & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ -s_{n1} & -s_{n2} & \ldots & -s_{nn} & 0 \end{bmatrix}.$$

\[ (49) \]

It is easily seen that we can set $B_{12}$ to zero by adding $\Delta B_{12}$ (diagonal-wise).

The pair of blocks $\Delta(A_{21}, B_{21}) = (-S_{12}^T F_n^T - F_n^T S_{11}, -S_{22}^T G_n^T - G_n^T S_{11})$ is analogous to $\Delta(A_{12}, B_{12})$ up to transposition and sign.

To the pair of blocks $(A_{22}, B_{22})$ we add $\Delta(A_{22}, B_{22}) = (S_{12}^T F_n - F_n^T S_{12}, S_{12}^T G_n - G_n^T S_{12})$ in which $S_{12}$ is an arbitrary $n$-by-$(n + 1)$ matrix. Obviously, by adding $S_{12}^T F_n - F_n^T S_{12}$, we reduce $A_{22}$ to zero. To preserve $A_{22}$, we must hereafter take $S_{12}$ such that $S_{12}^T F_n = F_n^T S_{12}$. Thus

$$S_{12} = \begin{bmatrix} s_{11} & s_{12} & s_{13} & \ldots & s_{1n} & 0 \\ s_{12} & s_{22} & s_{23} & \ldots & s_{2n} & 0 \\ s_{13} & s_{23} & s_{33} & \ldots & s_{3n} & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ s_{1n} & s_{2n} & s_{3n} & \ldots & s_{nn} & 0 \end{bmatrix}.$$

The matrix $S_{12}$ without the last column is $n \times n$ and symmetric. Now we
reduce $B_{22}$ by adding

$$\Delta B_{22} = \begin{bmatrix}
  s_{11} & s_{12} & s_{13} & \ldots & s_{1n} \\
  s_{12} & s_{22} & s_{23} & \ldots & s_{2n} \\
  s_{13} & s_{23} & s_{33} & \ldots & s_{3n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  s_{1n} & s_{2n} & s_{3n} & \ldots & s_{nn}
\end{bmatrix} \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 \\
  0 & 0 & 1 & \ldots & 0 \\
  0 & 0 & 0 & \ddots & \vdots \\
  0 & 0 & 0 & \ldots & 0 \\
  0 & 0 & 0 & \ldots & 0 
\end{bmatrix} \begin{bmatrix}
  s_{11} & s_{12} & s_{13} & \ldots & s_{1n} \\
  s_{12} & s_{22} & s_{23} & \ldots & s_{2n} \\
  s_{13} & s_{23} & s_{33} & \ldots & s_{3n} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  s_{1n} & s_{2n} & s_{3n} & \ldots & s_{nn}
\end{bmatrix}$$

We have a system of equations of type (13) which has a solution for the upper part of each anti-diagonal. It follows that we can reduce every anti-diagonal of $B_{22}$ to zero. Hence we can reduce $(A_{22}, B_{22})$ to zero by adding $\Delta(A_{22}, B_{22})$.

Summing up the analysis for all pairs of blocks, we get $D(L_n) = 0$.

3.3. Off-diagonal blocks of $D$ that correspond to summands of $(A, B)_{can}$ of the same type

Now we verify the condition (ii) of Lemma 3.3 for off-diagonal blocks of $D$ defined in Theorem 2.1(ii); the diagonal blocks of their horizontal and vertical strips contain summands of $(A, B)_{can}$ of the same type.

3.3.1. Pairs of blocks $D(\mathcal{H}_n(\lambda), \mathcal{H}_m(\mu))$ and $D(\mathcal{K}_n, \mathcal{K}_m)$

Due to Lemma 3.3(ii), it suffices to prove that each group of four matrices $((A, B), (-A^T, -B^T))$ can be reduced to exactly one group of the form (17) by adding

$$(R^T \mathcal{H}_m(\mu) + \mathcal{H}_n(\lambda) S, S^T \mathcal{H}_n(\lambda) + \mathcal{H}_m(\mu) R), \quad S \in \mathbb{C}^{2n \times 2m}, R \in \mathbb{C}^{2m \times 2n}.$$

Obviously, if we reduce the first pair of matrices, the second pair will be reduced automatically. So we reduce a pair $(A, B)$ of 2n-by-2m matrices by adding

$$\Delta(A, B) = R^T \mathcal{H}_m(\mu) + \mathcal{H}_n(\lambda) S =$$

$$
\begin{bmatrix}
  0 & I_m \\
  -I_m & 0
\end{bmatrix} +
\begin{bmatrix}
  0 & I_n \\
  -I_n & 0
\end{bmatrix} S R^T \begin{bmatrix}
  0 & J_m(\mu) \\
  -J_m(\mu)^T & 0
\end{bmatrix} +
\begin{bmatrix}
  0 & J_n(\lambda) \\
  -J_n(\lambda)^T & 0
\end{bmatrix} S
\end{bmatrix}.
It is clear that we can reduce $A$ to zero. To preserve $A$, we must hereafter choose $R = [R_{ij}]_{i,j=1}^2$ and $S = [S_{ij}]_{i,j=1}^2$ such that

$$R^T \begin{bmatrix} 0 & I_m \\ -I_m & 0 \end{bmatrix} + \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix} S = 0,$$

or equivalently

$$\begin{bmatrix} S_{11} & S_{12} \\ S_{21} & S_{22} \end{bmatrix} = \begin{bmatrix} -R_{12}^T & R_{11}^T \\ R_{21}^T & -R_{11}^T \end{bmatrix}.$$

Now $B := [B_{ij}]_{i,j=1}^2$ is reduced by adding

$$\Delta B := \begin{bmatrix} R_{11}^T & R_{12}^T \\ R_{12}^T & R_{22}^T \end{bmatrix} \begin{bmatrix} 0 & J_m(\mu) \\ -J_m(\mu) & 0 \end{bmatrix} + \begin{bmatrix} 0 & J_n(\lambda) \\ -J_n(\lambda) & 0 \end{bmatrix} \begin{bmatrix} -R_{22}^T & R_{21}^T \\ R_{12}^T & -R_{11}^T \end{bmatrix}.$$

Therefore $B_{11}$ is reduced by adding

$$\Delta B_{11} = -R_{21}^T J_m(\mu) + J_n(\lambda) R_{21}^T,$$

where

$$\begin{cases} (\lambda - \mu)r_{ij} + r_{i+1,j} - r_{i,j+1} & \text{if } 1 \leq i \leq (n-1), 1 \leq j \leq (m-1), \\
(\lambda - \mu)r_{ij} + r_{i+1,j} & \text{if } 1 \leq i \leq (n-1), j = m, \\
(\lambda - \mu)r_{ij} - r_{i,j+1} & \text{if } 1 \leq j \leq (m-1), i = n, \\
(\lambda - \mu)r_{ij} & \text{if } i = n, j = m. 
\end{cases}$$

We have a system of $nm$ equations which has a solution if $\lambda \neq \mu$. Thus for $\lambda \neq \mu$ we can set $B_{11}$ to zero by adding $\Delta B_{11}$.

Now we consider $\lambda = \mu$, i.e.

$$\Delta B_{11} = -R_{21}^T J_m(\lambda) + J_n(\lambda) R_{21}^T,$$

where

$$\begin{bmatrix} r_{21} - r_{12} & r_{22} - r_{13} & r_{23} - r_{14} & \cdots & r_{2,m-1} - r_{1m} & r_{2m} \\ r_{31} - r_{22} & r_{32} - r_{23} & r_{33} - r_{24} & \cdots & r_{3,m-1} - r_{2m} & r_{3m} \\ r_{41} - r_{32} & r_{42} - r_{33} & r_{43} - r_{34} & \cdots & r_{4,m-1} - r_{3m} & r_{4m} \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ r_{n1} - r_{n-1,2} & r_{n2} - r_{n-1,3} & r_{n3} - r_{n-1,4} & \cdots & r_{n,m-1} - r_{n-1,m} & r_{nm} \\ -r_{n2} & -r_{n3} & -r_{n4} & \cdots & -r_{nm} & 0 \end{bmatrix}.$$
for the block $B_{11}$ by $\pm Z$:

\[
\begin{align*}
B_{12} - R_{11}^T J_m(\mu) - J_n(\lambda) R_{11}^T = & ZB_{11} + ZR_{21}^T ZZ J_m(\mu) Z J_n(\lambda) Z R_{21}^T Z = \\
& = \begin{cases} 
0Z = 0 & \text{if } \lambda \neq \mu, \\
0^\top Z = 0^\top & \text{if } \lambda = \mu,
\end{cases}
\end{align*}
\]

\[
\begin{align*}
B_{21} - R_{22}^T J_m(\mu)^T + J_n(\lambda)^T R_{22} = & ZB_{11} + ZR_{21}^T J_m(\mu)^T - Z J_n(\lambda) Z R_{21}^T Z = \\
& = \begin{cases} 
Z0 = 0 & \text{if } \lambda \neq \mu, \\
Z0^\top = 0^\top & \text{if } \lambda = \mu,
\end{cases}
\end{align*}
\]

\[
\begin{align*}
B_{22} - R_{12}^T J_m(\mu) - J_n(\lambda)^T R_{12} = & ZB_{11} Z + ZR_{21}^T ZZ J_m(\mu)^T Z - Z J_n(\lambda) Z Z R_{21}^T Z = \\
& = \begin{cases} 
Z0Z = 0 & \text{if } \lambda \neq \mu, \\
Z0^\top Z = 0^\top & \text{if } \lambda = \mu.
\end{cases}
\end{align*}
\]

Summing up the derivations for all blocks, we get that $\mathcal{D}(\mathcal{H}_n(\lambda), \mathcal{H}_m(\mu))$ is equal to (17) and, respectively, $\mathcal{D}(\mathcal{K}_n, \mathcal{K}_m)$ is equal to (15).

### 3.3.2. Pairs of blocks $\mathcal{D}(\mathcal{L}_n, \mathcal{L}_m)$

Due to Lemma 3.3(ii), it suffices to prove that each group of four matrices $((A, B), (-A^T, -B^T))$ can be reduced to exactly one group of the form (19) by adding

\[
(R^T \mathcal{L}_m + \mathcal{L}_n S, S^T \mathcal{L}_n + \mathcal{L}_m R), \quad S \in \mathbb{C}^{2n+1 \times 2m+1}, \quad R \in \mathbb{C}^{2m+1 \times 2n+1}.
\]

It is enough to reduce only the first pair of matrices, i.e. $(A, B)$. We reduce it by adding

\[
\Delta(A, B) = R^T \mathcal{L}_m + \mathcal{L}_n S
\]

\[
= \begin{bmatrix}
0 & F_m \\
-F_m^T & 0
\end{bmatrix} + \begin{bmatrix}
0 & F_n \\
-F_n^T & 0
\end{bmatrix} S, R^T \begin{bmatrix}
0 & G_m \\
-G_m^T & 0
\end{bmatrix} + \begin{bmatrix}
0 & G_n \\
-G_n^T & 0
\end{bmatrix} S.
\]

It is easily seen that we can set $A$ to zero. To preserve $A$, we must hereafter take $R = \left[R_{ij}\right]_{i,j=1}^2$ and $S = \left[S_{ij}\right]_{i,j=1}^2$ such that

\[
\begin{bmatrix}
R_{11}^T & R_{21}^T \\
R_{12}^T & R_{22}^T
\end{bmatrix} \begin{bmatrix}
0 & F_m \\
-F_m^T & 0
\end{bmatrix} + \begin{bmatrix}
0 & F_n \\
-F_n^T & 0
\end{bmatrix} \begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{bmatrix} = 0,
\]

or equivalently

\[
\begin{bmatrix}
-R_{21}^T F_m^T & R_{11}^T F_m \\
-R_{22}^T F_m^T & R_{12}^T F_m
\end{bmatrix} = \begin{bmatrix}
-F_n S_{21} & -F_n S_{22} \\
F_n S_{11} & F_n S_{12}
\end{bmatrix}.
\]
Therefore the equality corresponding anti-diagonal of \( \Delta \)
\[
\begin{align*}
\Delta B := \begin{bmatrix}
\Delta B_{11} & \Delta B_{12} \\
\Delta B_{21} & \Delta B_{22}
\end{bmatrix} &= \begin{bmatrix}
R_{11}^T & R_{12}^T \\
R_{21}^T & R_{22}^T
\end{bmatrix} \begin{bmatrix}
0 & G_m \\
-G_m^T & 0
\end{bmatrix} + \begin{bmatrix}
0 & G_n \\
-G_n^T & 0
\end{bmatrix} \begin{bmatrix}
S_{11} & S_{12} \\
S_{21} & S_{22}
\end{bmatrix} \\
&= \begin{bmatrix}
-R_{21}^T G_m^T + G_n S_{21} & R_{11}^T G_m + G_n S_{22} \\
-R_{22}^T G_m^T - G_n^T S_{11} & R_{12}^T G_m - G_n^T S_{12}
\end{bmatrix}
\end{align*}
\]
where \( S_{ij} \) and \( R_{ij} \), \( i, j = 1, 2 \) satisfy (50).

We reduce each pair of blocks independently. First we reduce \( B_{11} \). Using the equality \( R_{21}^T F_m = F_n S_{21} \) we obtain that

\[
S_{21} = \begin{bmatrix}
a_1 & \cdots & a_m
\end{bmatrix}, \quad R_{21}^T = \begin{bmatrix}
Q & b_1 \\
\vdots & \\
Q & b_n
\end{bmatrix}, \text{where } Q = [q_{ij}] \text{ is any } n\text{-by-}\!m \text{ matrix.}
\]

Therefore

\[
\Delta B_{11} = -R_{21}^T G_m^T + G_n S_{21} = -\begin{bmatrix}
Q & b_1 \\
\vdots & \\
Q & b_n
\end{bmatrix} G_m + G_n \begin{bmatrix}
a_1 & \cdots & a_m
\end{bmatrix}
= \begin{bmatrix}
q_{11} - q_{12} & q_{22} - q_{13} & \cdots & q_{2,m-1} - q_{1m} & q_{2m} - b_1 \\
q_{31} - q_{22} & q_{32} - q_{23} & \cdots & q_{3,m-1} - q_{2m} & q_{3m} - b_2 \\
q_{41} - q_{32} & q_{42} - q_{33} & \cdots & q_{4,m-1} - q_{3m} & q_{4m} - b_3 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
q_{n1} - q_{n-1,2} & q_{n2} - q_{n-1,3} & \cdots & q_{n,m-1} - q_{n-1,m} & q_{nm} - b_{m-1} \\
a_1 - q_{n2} & a_2 - q_{n3} & \cdots & a_{n-1} - q_{nm} & a_n - b_m
\end{bmatrix}.
\]

(51)

We can set each anti-diagonal of \( B_{11} \) to zero independently by adding the corresponding anti-diagonal of \( \Delta B_{11} \). Thus we can reduce \( B_{11} \) by adding \( \Delta B_{11} \) to zero.

Now to the pair \((A_{12}, B_{12})\): To preserve \( A_{12} \), we take \( R_{11} \) and \( S_{22} \) such that \( R_{11}^T F_m = -F_n S_{22} \) thus

\[
S_{22} = \begin{bmatrix}
0 & \cdots & 0 \\
-R_{11}^T & \vdots & \\
0 & \cdots & 0
\end{bmatrix}, \quad b_1 \cdots b_m \ b_{m+1}
\]
where $R_{11}^T$ is any $n$-by-$m$ matrix. Thus

$$
\Delta B_{12} = R_{11}^T G_m + G_n S_{22} = R_{11}^T G_m + G_n \begin{bmatrix} -R_{11}^T & 0 \\ b_1 & \cdots & b_m & b_{m+1} \end{bmatrix}
$$

$$
\begin{bmatrix}
-r_{21} & r_{11} - r_{22} & r_{12} - r_{23} & \cdots & r_{1,m-1} - r_{2m} & r_{1m} \\
-r_{31} & r_{21} - r_{32} & r_{22} - r_{33} & \cdots & r_{2,m-1} - r_{3m} & r_{2m} \\
-r_{41} & r_{31} - r_{42} & r_{32} - r_{43} & \cdots & r_{3,m-1} - r_{4m} & r_{3m} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
-r_{n1} & r_{n-1,1} - r_{n2} & r_{n-1,2} - r_{n3} & \cdots & r_{n-1,m-1} - r_{nm} & r_{n-1m} \\
b_1 & r_{n1} + b_2 & r_{n2} + b_3 & \cdots & r_{n,m-1} + b_m & r_{nm} + b_{m+1}
\end{bmatrix}
$$

If $m + 1 \geq n$ then we can set $B_{12}$ to zero by adding $\Delta B_{12}$. If $n > m + 1$ then we cannot set $B_{12}$ to zero. Then we reduce it diagonal-wise starting from the top-right corner. By adding the first $m$ and the last $m + 1$ diagonals of $\Delta B_{12}$ we set the corresponding diagonals of $B_{12}$ to zeros. We can set the remaining $n - m - 1$ diagonals of $B_{12}$ to zeros, except the last element of each of them. Hence $(A_{12}, B_{12})$ is reduced to $(0, 0_{m+1,n}^T)$ by adding $\Delta(A_{12}, B_{12})$.

$(A_{21}, B_{21})$ is reduced in the same way (up to the transposition) as $(A_{12}, B_{12})$. Hence it can be reduced to the form $(0, 0_{n+1,m}^T)$.

Consider $(A_{22}, B_{22})$. We reduce $A_{22}$ to the form $0$, by adding $\Delta A_{22} = R_{12}^T F_m - F_n^T S_{12}$. To preserve $A_{22}$, we must hereafter take $R_{12}$ and $S_{12}$ such that $R_{12}^T F_m = F_n^T S_{12}$ thus

$$
R_{12}^T = \begin{bmatrix} 0 & Q & \cdots & 0 \end{bmatrix}, S_{12} = \begin{bmatrix} Q & 0 & \cdots & 0 \end{bmatrix}, \text{ where } Q = [q_{ij}] \text{ is any } n \times m \text{ matrix.}
$$

Therefore,

$$
\Delta B_{22} = R_{12}^T G_m - G_n S_{22} = \begin{bmatrix} 0 & Q & \cdots & 0 \\ 0 & \vdots & \ddots & \vdots \\ 0 & \vdots & \ddots & 0 \end{bmatrix} G_m - G_n \begin{bmatrix} Q & 0 \\ \vdots & \vdots \\ 0 & 0 \end{bmatrix}
$$

$$
= \begin{bmatrix} 0 & q_{11} & q_{12} & \cdots & q_{1,m-1} & q_{1m} \\
-q_{11} & q_{21} - q_{12} & q_{22} - q_{13} & \cdots & q_{2,m-1} - q_{1m} & q_{2m} \\
-q_{21} & q_{31} - q_{22} & q_{32} - q_{23} & \cdots & q_{3,m-1} - q_{2m} & q_{3m} \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
-q_{n-1,1} & q_{n1} - q_{n-1,2} & q_{n2} - q_{n-1,3} & \cdots & q_{n,m-1} - q_{n-1,m} & q_{nm} \\
-q_{n1} & q_{n2} & \cdots & q_{nm} & 0
\end{bmatrix}
$$

By adding $\Delta B_{22}$, we can set each element of $B_{22}$ to zero except the elements in the first column and the last row (or, alternatively, the elements in the first row and the last column).

Summing up the results, we have that $\mathcal{D}(\mathcal{L}_m, \mathcal{L}_n)$ is of the form $[19]$. 

25
3.4. Off-diagonal blocks of $D$ that correspond to summands of $(A,B)_{can}$ of different types

Finally, we verify the condition (ii) of Lemma 3.3 for off-diagonal blocks of $D$ defined in Theorem 2.21 iii); the diagonal blocks of their horizontal and vertical strips contain summands of $(A,B)_{can}$ of different types.

3.4.1. Pairs of blocks $D(H_n(\lambda),K_m)$

Due to Lemma 3.3 ii), it suffices to prove that each group of four matrices $((A,B),(-A^T,-B^T))$ can be reduced to exactly one group of the form (20) by adding

$$(R^T K_m + H_n(\lambda) S, S^T H_n(\lambda) + K_m R), \quad R \in \mathbb{C}^{2m \times 2n}, \quad S \in \mathbb{C}^{2n \times 2m}.$$  

Obviously, if we reduce $(A,B)$ then the second pair will be reduced automatically. We have

$$\Delta(A,B) = R^T K_m + H_m(\lambda) S = \begin{bmatrix} R^T & J_m(0) \end{bmatrix} + \begin{bmatrix} 0 & I_n \\ -J_m(0) & 0 \end{bmatrix} R^T + \begin{bmatrix} 0 & I_m \\ -J_m(0) & 0 \end{bmatrix} S,$$

It is clear that we can set $A$ to zero. To preserve $A$, we must hereafter take $R = [R_{ij}]_{i,j=1}^2$ and $S = [S_{ij}]_{i,j=1}^2$ such that

$$R^T \begin{bmatrix} 0 & J_m(0) \\ -J_m(0) & 0 \end{bmatrix} + \begin{bmatrix} 0 & I_n \\ -I_m & 0 \end{bmatrix} S = 0,$$

or equivalently

$$S = \begin{bmatrix} -R_{22}^T J_m(0) & R_{12}^T J_m(0) \\ R_{21}^T J_m(0) & -R_{11}^T J_m(0) \end{bmatrix}.$$

Therefore $B = [B_{ij}]_{i,j=1}^2$ is reduced by adding

$$\Delta B = \begin{bmatrix} \Delta B_{11} & \Delta B_{12} \\ \Delta B_{21} & \Delta B_{22} \end{bmatrix} = \begin{bmatrix} R_{11}^T & R_{21}^T \\ R_{12}^T & R_{22}^T \end{bmatrix} \begin{bmatrix} 0 & I_m \\ -I_m & 0 \end{bmatrix} + \begin{bmatrix} 0 & J_m(\lambda) \\ -J_m(\lambda) & 0 \end{bmatrix} \begin{bmatrix} -R_{22}^T J_m(0) & R_{12}^T J_m(0) \\ R_{21}^T J_m(0) & -R_{11}^T J_m(0) \end{bmatrix}$$

$$= \begin{bmatrix} -R_{21}^T J_m(\lambda) - R_{21}^T J_m(0) & R_{12}^T J_m(0) \\ -R_{22}^T J_m(\lambda) - R_{22}^T J_m(0) & R_{11}^T J_m(0) \end{bmatrix}.$$

The block $B_{11}$ is reduced to zero by adding

$$\Delta B_{11} = -R_{21}^T J_m(\lambda) - R_{21}^T J_m(0) = \begin{cases} -r_{ij} + \lambda r_{i+1,j+1} + r_{i+1,j+1} & \text{if } 1 \leq i \leq n-1, 1 \leq j \leq m-1, \\
-r_{ij} + \lambda r_{i,j+1} & \text{if } 1 \leq j \leq m-1, i = n, \\
-r_{ij} & \text{if } 1 \leq i \leq n, j = m, \\
r_{ij} & \text{otherwise.}
\end{cases}$$
because it results in a square system of \( nm \) equations that has a solution.

The reduction of the other blocks follows from above since

\[
R_{11}^T - J_n(\lambda)R_{11}^T J_m(0) = -R_{21}^T Z + J_n(\lambda)R_{21}^T ZZ J_m(0)^T Z, \\
-R_{22}^T + J_n(\lambda)^T R_{22}^T J_m(0)^T = -Z R_{21}^T Z + Z J_n(\lambda) Z R_{21}^T ZZ J_m(0)^T Z, \\
R_{12}^T - J_n(\lambda)^T R_{12}^T J_m(0) = -Z R_{21}^T + Z J_n(\lambda) ZZ R_{21}^T J_m(0)^T, 
\]

where the matrices \( Z \) (see [14]) are of the corresponding sizes.

Altogether, we have that \( \mathcal{D}(\mathcal{H}_n(\lambda), \mathcal{L}_m) \) is zero.

### 3.4.2. Pairs of blocks \( \mathcal{D}(\mathcal{H}_n(\lambda), \mathcal{L}_m) \)

Due to Lemma 3.3(ii), it suffices to prove that each group of four matrices \((A, B), (-A^T, -B^T)\) can be reduced to the group of the form (21) by adding

\[
(R^T \mathcal{L}_m + \mathcal{H}_n(\lambda) S, S^T \mathcal{H}_n(\lambda) + \mathcal{L}_m R), \quad S \in \mathbb{C}^{2n \times 2n+1}, \quad R \in \mathbb{C}^{2n+1 \times 2n}.
\]

Obviously, if we only reduce \((A, B)\), then \((-A^T, -B^T)\) will be reduced automatically. We have

\[
\Delta(A, B) = R^T \mathcal{L}_m + \mathcal{H}_n(\lambda) S \\
= \left( R^T \begin{bmatrix} 0 & F_m \\ -F_m^T & 0 \end{bmatrix} + \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix} S R^T \begin{bmatrix} 0 & G_m \\ -G_m^T & 0 \end{bmatrix} \right) + \begin{bmatrix} 0 & J_n(\lambda) \end{bmatrix} S.
\]

It is easy to check that we can set \( A \) to zero. To preserve \( A \), we must hereafter take \( R = [R_{ij}]_{i,j=1}^2 \) and \( S = [S_{ij}]_{i,j=1}^2 \) such that

\[
R^T \begin{bmatrix} 0 & F_m \\ -F_m^T & 0 \end{bmatrix} + \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix} S = 0, \text{ or equivalently } S = \begin{bmatrix} -R_{22}^T F_m^T & -R_{12}^T F_m \\ R_{21}^T F_m & -R_{11}^T F_m \end{bmatrix}.
\]

Thus \( B = [B_{ij}]_{i,j=1}^2 \) is reduced by adding

\[
\Delta B = \begin{bmatrix} \Delta B_{11} & \Delta B_{12} \\ \Delta B_{21} & \Delta B_{22} \end{bmatrix} \\
= \begin{bmatrix} R_{11}^T & R_{12}^T \\ R_{21}^T & R_{22}^T \end{bmatrix} \begin{bmatrix} 0 & G_m \\ -G_m^T & 0 \end{bmatrix} + \begin{bmatrix} 0 & J_n(\lambda) \end{bmatrix} \begin{bmatrix} -R_{22}^T F_m^T & -R_{12}^T F_m \\ R_{21}^T F_m & -R_{11}^T F_m \end{bmatrix}.
\]

First, adding

\[
\Delta B_{11} = -R_{21}^T G_m^T + J_n(\lambda) R_{21}^T F_m = \begin{bmatrix} -r_{12} + \lambda r_{11} + r_{21} & -r_{13} + \lambda r_{12} + r_{22} & \ldots & -r_{1,m+1} + \lambda r_{1m} + r_{2m} \\ -r_{22} + \lambda r_{21} + r_{31} & -r_{23} + \lambda r_{22} + r_{32} & \ldots & -r_{2,m+1} + \lambda r_{2m} + r_{3m} \\ \ldots & \ldots & \ldots & \ldots \\ -r_{n-1,2} + \lambda r_{n-1,1} + r_{n1} & -r_{n-1,3} + \lambda r_{n-1,2} + r_{n2} & \ldots & -r_{n-1,m+1} + \lambda r_{n-1,m} + r_{nm} \\ -r_{n2} + \lambda r_{n1} & -r_{n3} + \lambda r_{n2} & \ldots & -r_{n,m+1} + \lambda r_{nm} \end{bmatrix},
\]
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we can set $B_{11}$ to zero as follows. For the last ($n$-th) row of $B_{11}$ we have the following system of equations

$$
\begin{bmatrix}
\lambda & -1 \\
\lambda & -1 \\
\vdots & \vdots \\
\lambda & -1
\end{bmatrix}
\begin{bmatrix}
r_{n1} \\
r_{n2} \\
\vdots \\
r_{nm}
\end{bmatrix}
= 
\begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_m
\end{bmatrix}
$$

(52)

which has a solution. For the $(n-1)$-th row we have

$$
\begin{bmatrix}
\lambda & -1 \\
\lambda & -1 \\
\vdots & \vdots \\
\lambda & -1
\end{bmatrix}
\begin{bmatrix}
r_{n-1,1} \\
r_{n-1,2} \\
\vdots \\
r_{n-1,m+1}
\end{bmatrix}
= 
\begin{bmatrix}
b_1 \\
b_2 \\
\vdots \\
b_m
\end{bmatrix}
$$

(53)

The variables $r_{n1}, r_{n2}, \ldots, r_{nm}$ are known from (52), thus (53) becomes a system of the type (52) and the system (53) has a solution. Repeating this reduction to every row from the bottom to the top, we set $B_{11}$ to zero.

The block $B_{21}$ is reduced like the block $B_{11}$ and thus we omit this verification.

Now we turn to the reduction of $B_{12}$ and $B_{22}$. It suffices to consider only $B_{12}$. We have

$$
\Delta B_{12} = R_{11}^T G_m - J_n(\lambda) R_{11}^T F_m
$$

$$
= 
\begin{bmatrix}
-\lambda r_{11} - r_{21} & r_{11} - \lambda r_{12} - r_{22} & \ldots & r_{1,m-1} - \lambda r_{1m} - r_{2m} & r_{1m} \\
-\lambda r_{21} - r_{31} & r_{21} - \lambda r_{22} - r_{32} & \ldots & r_{2,m-1} - \lambda r_{2m} - r_{3m} & r_{2m} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
-\lambda r_{n-1,1} - r_{n1} & r_{n-1,1} - \lambda r_{n-1,2} - r_{n2} & \ldots & r_{n-1,m-1} - \lambda r_{n-1,m} - r_{nm} & r_{n-1,m} \\
-\lambda r_{n1} & r_{n1} - \lambda r_{n2} & \ldots & r_{n,m-1} - \lambda r_{nm} & r_{nm}
\end{bmatrix}
$$

Adding $\Delta B_{12}$ we reduce $B_{12}$ to the form $0^r$.

Summing up the results for all the blocks, we have that $D(\mathcal{H}_n(\lambda), \mathcal{L}_m)$ is equal to (24).

3.4.3. Pairs of blocks $D(\mathcal{K}_n, \mathcal{L}_m)$

Due to Lemma (33)(ii), it suffices to prove that each group of four matrices $((A, B), (-A^T, -B^T))$ can be reduced to the group of the form (22) by adding

$$
(R^T \mathcal{L}_m + \mathcal{K}_n S, S^T \mathcal{K}_n + \mathcal{L}_m R), \quad S \in \mathbb{C}^{2n \times 2m+1}, \quad R \in \mathbb{C}^{2m+1 \times 2n}.
$$
As in the previous sections, we reduce only \((A, B)\) and \((-A^T, -B^T)\) is reduced automatically. We have

\[
\Delta(A, B) = R^T\mathcal{L}_m + K_nS
\]

\[
= \left( R^T \begin{bmatrix} 0 & F_m \\ -F_m & 0 \end{bmatrix} + \begin{bmatrix} 0 & J_n(0) \\ -J_n(0)^T & 0 \end{bmatrix} \right) S, R^T \begin{bmatrix} 0 & G_m \\ -G_m & 0 \end{bmatrix} + \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix} S .
\]

It is clear that we can set \(B\) to zero. To preserve \(B\), we must hereafter take \(R = [R_{ij}]_{i,j=1}^2\) and \(S = [S_{ij}]_{i,j=1}^2\) such that

\[
R^T \begin{bmatrix} 0 & G_m \\ -G_m & 0 \end{bmatrix} + \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix} S = 0, \text{ or equivalently } S = \begin{bmatrix} -R_{12}^TG_m & R_{12}^TG_m \\ R_{21}^TG_m & -R_{11}^TG_m \end{bmatrix}.
\]

Hence \(A = [A_{ij}]_{i,j=1}^2\) is reduced by adding

\[
\Delta A = \begin{bmatrix} \Delta A_{11} & \Delta A_{12} \\ \Delta A_{21} & \Delta A_{22} \end{bmatrix} = \begin{bmatrix} R_{11}^T & R_{12}^T \\ R_{21}^T & R_{22}^T \end{bmatrix} \begin{bmatrix} 0 & F_m \\ -F_m & 0 \end{bmatrix} + \begin{bmatrix} 0 & J_n(0) \\ -J_n(0)^T & 0 \end{bmatrix} \begin{bmatrix} -R_{12}^TG_m & R_{12}^TG_m \\ R_{21}^TG_m & -R_{11}^TG_m \end{bmatrix}
\]

\[
= \begin{bmatrix} -R_{12}^TF_m + J_n(0)R_{12}^TG_m & R_{11}^TF_m - J_n(0)R_{12}^TG_m \\ -R_{22}^TF_m + J_n(0)^T R_{22}^TG_m & R_{12}^TF_m - J_n(0)^T R_{12}^TG_m \end{bmatrix}.
\]

First we reduce the block \(A_{11}\) \((A_{21}\) is reduced in the same way). We have

\[
\Delta A_{11} = -R_{12}^TF_m + J_n(0)R_{12}^TG_m
\]

\[
= \begin{bmatrix} -r_{11} + r_{22} & -r_{12} + r_{23} & -r_{13} + r_{24} & \cdots & -r_{1m} + r_{2,m+1} \\ -r_{21} + r_{32} & -r_{22} + r_{33} & -r_{23} + r_{34} & \cdots & -r_{2m} + r_{3,m+1} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ -r_{n-1,1} + r_{n2} & -r_{n-1,2} + r_{n3} & -r_{n-1,3} + r_{n4} & \cdots & -r_{n-1,m} + r_{nm} \\ -r_{n1} & -r_{n2} & -r_{n3} & \cdots & -r_{nm} \end{bmatrix},
\]

and thus we reduce each diagonal of \(A_{11}\) independently. For each of the first \(m\) diagonals, starting from the bottom-left corner, we have a system of type (13) which has a solution, and for the remaining diagonals we have the system of type (12) which has a solution too. Thus adding \(\Delta A_{11}\) we set \(A_{11}\) to zero.

Last, we reduce the blocks \(A_{12}\) and \(A_{22}\) and it is enough to consider only \(A_{12}\). We have

\[
\Delta A_{12} = R_{11}^TF_m - J_n(0)R_{11}^TG_m
\]

\[
= \begin{bmatrix} r_{11} & r_{12} - r_{21} & r_{13} - r_{22} & \cdots & r_{1m} - r_{2,m-1} & -r_{2m} \\ r_{21} & r_{22} - r_{31} & r_{13} - r_{23} & \cdots & r_{2m} - r_{3,m-1} & -r_{2m} \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ r_{n-1,1} & r_{n-1,2} - r_{n1} & r_{n-1,3} - r_{n2} & \cdots & r_{n-1,m} - r_{nm} & -r_{nm} \\ r_{n1} & r_{n2} & r_{n3} & \cdots & r_{nm} & 0 \end{bmatrix}.
\]
Adding $\Delta A_{12}$ we reduce $A_{12}$ to the form $0^\sim$.

Summing up the results for all blocks we have that $D(K_n, L_m)$ is equal to $[22]$. 
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