Gear compound fault detection method based on improved multiscale permutation entropy and local mean decomposition
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Abstract. The traditional multiscale entropy algorithm shows inconsistency because some points are ignored when the signal is coarsened. To solve this problem, this paper proposes an improved multiscale permutation entropy (IMSPE). Firstly, the fault signal is decomposed into several product functions (PF) by local mean decomposition (LMD). Secondly, IMSPE is proposed to extract fault features of product functions. IMSPE integrates the information of multiple coarse sequences and solves problems of entropy inconsistency. Finally, the proposed method based on LMD and IMSPE is applied into gear fault diagnosis system. The experiment shows the proposed method can distinguish different gear fault types with a higher accuracy than traditional methods.

Keywords: fault diagnosis, entropy, IMSPE, LMD.

1. Introduction

Gear box is an important mechanical part which is used to transfer power and movement. However, due to the poor working environment, gearbox is prone to various compound faults. Therefore, it is necessary to propose a fault diagnosis method for gearbox faults. For these years, vibration signal detection and diagnosis method is the most widely used gear fault detection method [1]. Short time Fourier transform method can effectively detect the local frequency characteristics of fault signal by inner product. Bao et al. [2] proposed an adaptive short time Fourier transform based on fast path optimization, and applied the method to the fault detection of planetary gearbox. This method can adaptively change time window length in the short-time Fourier transform process. Experimental results show that the adaptive short-time Fourier transform method is effective in planetary gearbox fault diagnosis. Chen [3] proposed a gear tooth fault diagnosis based on wavelet transform. This method successfully extracted fault signal from vibration waveform signal of gear box system. However, there are still some shortcomings of wavelet function, such as the base function is difficult to match with the extracted fault features. Empirical mode decomposition method (EMD) has a good analysis effect on the time-varying nonlinear signals. It has some ability to characterize the local instantaneous characteristics effectively [4]. Tang et al. [5] applied EMD signal decomposition and SVM pattern recognition method in the gear fault diagnosis system. It shows this method accurately identify the gears with different crack depths. In view of the nonstationary characteristics of gear vibration signal, Zhang [6] proposed a fault detection method based on EEMD and SVM for gears. The experimental shows this method is effectively applied to gear fault detection. Although EMD has significant advantages of high time-frequency resolution and strong adaptability compared with other time-frequency analysis methods, there are some defects of EMD, for example: mode aliasing, over envelope which will reduce the fault detection accuracy. LMD can adaptively decompose a chaotic and irregular signal into many PF with physical significance [7]. Cheng et al. [8] proved that LMD method can largely eliminate the endpoint effect and preserve the information contained in the signal more completely. For these advantages, this paper applies LMD in gear compound faults signal decomposition. Wang et al. [9] introduced the mask method into the LMD method,
and a LMD-MS method combining the mask signal method was proposed. LMD was used to decompose the signal, and then the mask signal method was used to process the PF component to reduce the noise and eliminate the mode aliasing.

After LMD decomposition, the entropy should be obtained to reflect different fault status from PF components of LMD. Sample entropy (SE), approximate entropy (AE) and fuzzy entropy (FE) are often used to obtain the information entropy of vibration signals [10-12]. Now, permutation entropy, an effective method for identifying abrupt change points, is often applied to extract the features of different faults. Landauskas constructed the patterns of permutation entropy by using non-uniform embedding of the vibration signal and detected the early faults of rolling bearing [13]. Sharma combined permutation entropy and variation mode decomposition to detect gear faults effectively [14]. However, the above methods can only extract the entropy in a single scale. Multiscale analysis can reflect the complexity characteristics and obtain more characteristic information of signals [15,16]. Gao et al. applied multiscale permutation entropy (MPE) and tensor nuclear norm canonical polybasic decomposition in the fault detection of gears [17]. It shows this method can accurately identify the different faults of gear. However, the traditional MPE shows inconsistency since some points in the signals are ignored when the original signal is coarsened. [18]. For this reason, the error and fluctuation of entropy will appear with the increasing of scale factor. IMSPE is proposed to solve the existing shortcomings in this paper. The proposed IMSPE is improved from two aspects based on the MPE: the process of coarsening and the definition of entropy. On this basis, the IMSPE method can be effectively utilized to measure the complexity of gear and extract the key feature vector which contained in PF components of LMD.

The proposed method has some advantages. (1) The comparison and analysis of the IMSPE method with the SE, AE, PE method proves IMSPE has obvious advantages in gearbox fault type recognition. The main reason is that multiscale entropy extraction method can improve the effectiveness of sample features compare with single scale entropy methods. (2) The proposed IMSPE solves the errors and fluctuations of the traditional multiscale entropy through the process of coarsening. For this reason, IMSPE can obtain more effective signal features to distinguish different fault types and extract gearbox fault information more accurately compared with MSE, MFE and MPE.

The structure of this paper is presented as follows: Section 2 introduces LMD signal decomposition method. Section 3 proposes the IMSPE feature extraction method. Section 4 analyzes experiment classification results of IMSPE. Section 5 gives the concludes of this paper.

2. Principle of LMD

LMD is an adaptive decomposition method. The LMD method can decompose the non-stationary signal into a series of PF components and a residual component R. Each PF component is the product of an envelope signal and a FM signal. The PF component of any original signal \( x(t) \) after decomposition can be expressed as follows:

1) Given any \( x(t) \), find out all the maximum and minimum points \( n_i \), and calculate the local mean points \( m_i \) as follows:

\[
m_i = \frac{(n_{i+1} + n_i)}{2}.
\]

(1)

All the local mean points \( m_i \) are connected by straight lines, and then the moving average method is used to smooth for many times, then, mean function \( m_{11}(t) \) can be calculated.

2) All envelope estimation points \( a_i \) are calculated by Eq. (2), and the envelope estimation function \( a_{11}(t) \) can be calculated as in step (1):

\[
a_i = \frac{(n_{i+1} - n_i)}{2}.
\]

(2)
3) A new signal \( h_{11}(t) \) is calculated when \( m_{11}(t) \) is subtracted from the given signal \( x(t) \), as shown in Eq. (3):

\[
h_{11}(t) = x(t) - m_{11}(t). \tag{3}
\]

By dividing \( a_{11}(t) \), we can get \( s_{11}(t) \) as follows:

\[
s_{11}(t) = \frac{h_{11}(t)}{a_{11}(t)} \tag{4}
\]

Judge whether the obtained signal \( s_{11}(t) \) is pure FM signal. If the envelope function \( a_{11}(t) = 1 \) is satisfied, it means that the obtained signal \( s_{11}(t) \) is a pure FM signal. Otherwise, the \( s_{11}(t) \) is regarded as the \( x(t) \) and steps (1)-(3) until the envelope estimation function \( a_{1(n+1)}(t) = 1 \) of \( s_{1n}(t) \), that is to say, to ensure \( s_{1n}(t) \) as a pure FM signal:

\[
\begin{align*}
  h_{11}(t) &= x(t) - m_{11}(t), \\
  h_{12}(t) &= s_{11}(t) - m_{12}(t), \\
  &\vdots \\
  h_{1n}(t) &= s_{1(n-1)}(t) - m_{1n}(t), \\
  s_{11}(t) &= \frac{h_{11}(t)}{a_{11}(t)}, \\
  s_{12}(t) &= \frac{h_{12}(t)}{a_{12}(t)}, \\
  &\vdots \\
  s_{1n}(t) &= \frac{h_{1n}(t)}{a_{1n}(t)}. 
\end{align*} \tag{5}
\]

4) The envelope estimation function \( a(t) \) of component can be obtained by multiplying all envelope estimation functions obtained in iteration process, as shown in Eq. (6):

\[
a(t) = a_{11}(t)a_{12}(t) \cdots a_{1n}(t) = \prod_{q=1}^{n} a_{1q}(t). \tag{6}
\]

5) The first PF component can be obtained by multiplying the envelope estimation function \( a_{1}(t) \) with pure FM signal, which is called PF1 component:

\[
P_{F1}(t) = a_{1}(t)s_{1n}(t). \tag{7}
\]

6) The PF1 component is subtracted from the original signal \( x(t) \) to get a new signal \( u_{1}(t) \). Repeat steps (1)-(5) until the residual component \( u_{k} \) is a single component signal:

\[
\begin{align*}
  u_{1}(t) &= x_{1}(t) - P_{F1}(t), \\
  u_{2}(t) &= u_{1}(t) - P_{F2}(t), \\
  &\vdots \\
  u_{k}(t) &= u_{k-1}(t) - P_{Fk}(t). 
\end{align*} \tag{8}
\]

After LMD decomposition, the original signal is reconstructed as follows:

\[
x(t) = \sum_{p=1}^{k} P_{Fp}(t) + u_{k}(t). \tag{9}
\]
3. The IMSPE method

3.1. Multiscale PE

PE can effectively measure the complexity of signal. When the signal is no regular, the value of PE is high; otherwise, the value is small. For example, the permutation entropy of white noise is the largest while that of sinusoidal signal is the smallest. MPE is an improvement of PE. It decomposes time series into multi sequence, and then calculate PE of each scale subsequence, and then describe the complexity of signals from multiple dimensions. Given time series \( x(i) \), one can decompose it into the multiple scales according to the Eq. (10):

\[
y^s(j) = \frac{1}{s} \sum_{i=(j-1)s+1}^{js} x_i.
\]  

(10)

In this Formula: \( s \) is the scale factor, \( 1 \leq j \leq n/s \), \( y^s \) is a sub-sequence under scale \( s \). For any sub-sequences \( y^s \), the MPE is calculated by the following steps:

1) The phase space is reconstructed according to the following formula:

\[
\text{Y}^s = \begin{bmatrix}
    y^s(1) & y^s(1+\tau) & \cdots & y^s(1+(m-1)\tau) \\
    y^s(2) & y^s(2+\tau) & \cdots & y^s(2+(m-1)\tau) \\
    y^s(3) & y^s(3+\tau) & \cdots & y^s(3+(m-1)\tau) \\
    \vdots & \vdots & \ddots & \vdots \\
    y^s(K) & y^s(K+\tau) & \cdots & y^s(K+(m-1)\tau)
\end{bmatrix}
\]  

(11)

In this formula: \( \text{Y}^s \) is the reconstruction matrix. \( K = \frac{n}{s} - (m-1)\tau \), \( \tau \) is time delay, \( m \) is the embedding dimension.

2) Each row \( \text{Y}^s(i) \) of the reconstructed matrix \( \text{Y}^s \) is arranged by ascending order. PE of sub-sequences under the scale \( s \) is calculated according the following steps:

Each row \( \text{Y}^s(i) \) of the reconstructed matrix \( \text{Y}^s \) is presented as follows:

\[
y^s(i + (j_1 - 1)\tau) \leq y^s(i + (j_2 - 1)\tau) \leq \cdots \leq y^s(i + (j_m - 1)\tau).
\]  

(12)

Therefore, a set of symbolic sequences \( S(i) \) can be obtained:

\[
S(i) = (j_1, j_2, \cdots, j_m).
\]  

(13)

In the formula, the \( m \) kinds of symbol sequences \( j_1, j_2, \cdots, j_m \) have \( m! \) combinations in total. The sequence of symbols \( S(i) \) is one of the permutations of species. By calculating the probability of the occurrence \( p_1, p_2, \cdots, p_k \), \( k \leq m! \), the entropy of \( k \) different symbol sequences of time series can be defined as permutation entropy as follows:

\[
H_p(x) = \sum_{j=1}^{k} -p_j \ln p_j.
\]  

(14)

3) By calculating the probability of the occurrence of each symbol sequence \( p_1, p_2, \cdots, p_k \), \( k \leq m! \), the entropy of \( k \) different symbol sequences of time series can be defined as permutation entropy as follows:
\[ H_p(x) = \sum_{j=1}^{k} -p_j \ln p_j. \] (15)

4) Further, the multiscale permutation entropy of the original time series can be obtained by calculating the permutation entropy of the subsequences under other scales according to the above steps.

3.2. The proposed IMSPE

In fact, the multiscale permutation entropy method is widely used in many fields because it can extract the effect feature to represent the state of the system. However, this method still has some drawbacks [17], especially: when the original signal is coarsened, the traditional multiscale permutation entropy algorithm shows inconsistency. For example, when the time scale is 2, the computational model is the same for non-overlapping data points \((x_1, x_2)\) and \((x_3, x_4)\), but there is no overlapping point such as point \((x_2, x_3)\). Because there is no calculation model for overlapping cases, it is equivalent to form a breakpoint at this point, which causes a sudden change in the calculation results. In order to solve the above problems, the classical multiscale permutation method is improved from two aspects: the coarsening process and the definition of sample entropy, and then IMSPE is developed to describe the complexity of the signal. The improved coarsening process is shown:

1) Establish a new time series set \(z_{i,j}^{(s)} = \{y_{i,1}^{(s)}, y_{i,2}^{(s)}\}\) according to Eq. (16). For each scale factor \(s\), different time series \(z_{i,j}^{(s)}(i = 1, 2, \ldots, s)\) can be generated as the Eq. (13), which can optimize the stability of the entropy value at the breakpoint in the traditional method. Since \(z_{i}^{(s)}\) is only set as \(y_{i,1}^{(s)}\), a certain mutation is likely to take place at the breakpoint, which leads to the unstable result of the entropy value in the traditional MPE:

\[
\begin{align*}
z_{i}^{(s)} &= \{y_{i,1}^{(s)}, y_{i,2}^{(s)}\}, \\
y_{i,1}^{(s)} &= \frac{\sum_{k=(j-1)s+1}^{js} x_k}{s}, \\
y_{i,2}^{(s)} &= \frac{\sum_{k=(j-1)s+2}^{js} x_k}{s}, \\
&i = 1, 2, \ldots s, \quad j = 1, 2, \ldots, \frac{n}{s}.
\end{align*}
\]

2) In the range \(1 \leq i \leq s\), the probability of each symbol sequence \(p_1^{1,i}, p_2^{1,i}, \ldots, p_{m+1}^{1,i}\) and \(p_1^{2,i}, p_2^{2,i}, \ldots, p_{m+1}^{2,i}\).

3) The IMSPE algorithm is defined as:

\[ H_p^i(x) = \frac{\sum_{j=1}^{m+1} \sum_{f=1}^{2} -p_{f,j}^{i} \ln p_{f,j}^{i}}{2}, \quad 1 \leq i \leq s. \] (17)

The proposed IMSPE algorithm can solve the problem of non-overlapping data points effectively due to the above improvement.

4. Experiment

4.1. Introduction to the experiment

The gear fault vibration signals are collected through QPZZ-II gear fault test platform which is shown in Fig. 1. This experimental system consists of AC motor, gearbox, loading device, data
acquisition system et al. The motor drives the driving shaft in the gearbox. The speed is set at 880 r/min and the sampling frequency is 5120 Hz. In this gearbox, there are two gears meshing with each other, the number of teeth for the small gear is 55, and the number of teeth for the big gear is 75. The small gear is connected with the driving shaft, and the big gear is connected with the driven shaft through the key. The small gear is the driving wheel, and the big gear is the driven wheel. The driven shaft is connected with the magnetic powder brake through the coupling, and the motor speed and load of the magnetic powder brake are controlled by the console. The data acquisition system is composed of acceleration sensor and acquisition instrument.

Fig. 1. QPZZ-II gear fault test platform

In this experiment, there are five fault types including small gear wear fault, big gear pitting fault, big gear broken tooth fault, big gear pitting+small gear wear fault, big gear broken tooth+small gear wear fault. The latter two faults are compound faults. Two fault gears are presented as in Fig. 2. Vibration signals of five different operating states are shown in Fig. 3.

Fig. 2. a) The broken tooth gear and b) wear gear

Due to the influence of random factors such as noise in the signal, the signal component is complex and the fault characteristics are not obvious. It is impossible to distinguish the different gears by directly observing the original time-domain signal type. Based on the proposed IMSPE and LMD, the process of gearbox fault type identification method is presented as follows:

1. The collected gear fault signals are randomly divided into training set and test set, and a series of PF components are obtained by LMD decomposition. The PF components under five fault states are shown in Fig. 4.

2. The IMSPE values are calculated from the PF components. In this paper, three parameters of IMSPE are set as follows: data length is \( n = 1024 \), embedding dimension \( m = 4 \) and time delay \( \tau = 1 \), Scale factor \( s = 10 \).

3. The feature vector obtained from the training set is input into Least squares support vector machines (LSSVM) [19] for training, and the fault type recognition model is obtained. Then, the feature vector obtained from the test set is input LSSVM for fault type identification.
Fig. 3. The vibration signal of five fault states
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Fig. 4. LMD decomposition results for five kinds of gear vibration signals

4.2. Comparative analysis of MSE, MFE, MPE and the proposed IMSPE based on LMD

In order to verify the superiority of the proposed IMSPE in feature extraction, some multi scale feature extraction methods, such as multiscale sample entropy (MSE), multiscale permutation entropy (MPE), multiscale fuzzy entropy (MFE), are used to extract the fault features. The scale factor of all these methods is also set 10. For each fault type, there are 40 samples for each fault type. 50% of the samples were randomly selected for training and the rest for testing. The recognition results based on LSSVM are shown in Figs. 5-8. As can be seen from Fig. 5, only 3
test samples of the proposed IMSPE are misclassified: Two big gear broken tooth faults are mistakenly classified as big gear broken tooth+small gear wear compound faults. One big gear broken tooth+small wear compound fault is wrongly classified as big gear broken tooth fault. All five faults classification results are presented in Table 1.

| Fault type                      | Fault output | LMD_MSE | LMD_MFE | LMD_MPE | LMD_IMSPE |
|---------------------------------|--------------|---------|---------|---------|-----------|
| Small gear wear fault           | 1            | 100 %   | 96 %    | 100 %   | 1000 %    |
| Big gear pitting fault          | 2            | 92 %    | 92 %    | 100 %   | 100 %     |
| Big gear broken tooth fault     | 3            | 80 %    | 88 %    | 72 %    | 92 %      |
| Big gear pitting + small gear wear fault | 4 | 92 % | 96 % | 96 % | 100 % |
| Big gear broken tooth + small gear wear fault | 5 | 72 % | 80 % | 72 % | 96 % |

The recognition rate based on IMSPE feature extraction method is 100 %, 100 %, 92 %, 100 %, 96 % for five gear fault samples. Fig. 6 shows the fault classification result of MSE based on LMD. There are 16 test samples of MSE are misclassified. Especially, six big gear broken tooth+small gear wear compound faults are wrongly classified big gear broken tooth faults. One big gear broken tooth+small gear wear compound fault is wrongly classified small gear wear fault. The recognition rate based on MSE feature extraction method is only 100 %, 92 %, 80 %, 100 %, 72 % for five gear fault samples. Fig. 7 shows the fault classification result of MFE based on LMD. There are 12 test samples of MFE are misclassified. Five big gear broken tooth+small gear wear compound faults are wrongly classified big gear broken tooth faults. The recognition rate based on MFE feature extraction method is only 96 %, 92 %, 88 %, 96 %, 80 % for five gear fault samples. Fig. 8 shows the fault classification result of MPE based on LMD. there are 15 test samples of MFE are misclassified. The recognition rate based on MPE feature extraction method is only 96 %, 92 %, 88 %, 96 %, 80 % for five gear fault samples. Through the above comparative analysis, the proposed IMSPE feature extraction method obtain the highest recognition rate. The main reasons is that the traditional multiscale entropy algorithm, such as MPE, MFE, MSE, shows inconsistency since some points in the signals are ignored. The proposed IMSPE solves the errors and fluctuations of MPE, MFE, MSE through the process of coarsening. The fault features, which are obtained by IMSPE, can reflect different fault states of rolling bearing more clearly, so it has higher fault diagnosis accuracy.
4.3. Comparative analysis of IMSPE based on LMD and IMSPE for original signal

In order to further verify the necessity of LMD vibration signal decomposition method, the IMSPE value of each PF component obtained by LMD decomposition is compared with the IMSPE value directly calculated from the original signal. The classification results of the five fault types are shown in Fig. 9 and Table 2. The results obtained by directly calculating the IMSPE entropy of the original signal can’t effectively distinguish five types faults of the gearbox. Fig. 9
shows that there are 14 test samples of IMSPE of original signal are misclassified. However, Fig. 3 shows only 3 test samples of IMSPE based on LMD are misclassified. The main reason is that the LMD method decomposes the complex gear non-stationary signal into the sum of several PF components, which highlights the local signal of all kinds of faults, so it can effectively extract the fault features of acoustic emission signal of bearing fault.

![Fig. 9. Fault classification result of IMSPE value from the original signal](image)

**Table 2.** Gear fault classification accuracy comparison of LMD_IMSPE and Orig.IMSPE

| Fault type                     | Fault output | Orig.IMSPE | LMD.IMSPE |
|-------------------------------|--------------|------------|-----------|
| Small gear wear fault         | 1            | 88 %       | 1000 %    |
| Big gear pitting fault        | 2            | 92 %       | 100 %     |
| Big gear broken tooth fault   | 3            | 84 %       | 92 %      |
| Big gear pitting + small gear wear fault | 4 | 96 %       | 100 %     |
| Big gear broken tooth + small gear wear fault | 5 | 84 %       | 96 %      |

4.4. Comparative analysis of SE, AE, PE and the proposed IMSPE based on LMD

In order to verify the advantages of multiscale entropy for IMSPE, single scale entropy methods, such as sample entropy (SE), approximate entropy (AE), permutation entropy (PE) are used to extract the fault features of PF components and input it into the LSSVM for pattern recognition. The number of training samples and test samples is consistent with the IMSPE method, and the entropy of the first five PF components is considered. The classification results of the above five types are shown in Table 3. As can be seen from Table 3, compared with SE, AE and PE, the proposed IMSPE is superior to other three methods and can more accurately distinguish different fault types of gearbox. The main reason is that the multiscale entropy extraction method can improve the effectiveness of sample features compare single scale entropy methods.

**Table 3.** Gear fault classification accuracy comparison of LMD_SE, LMD_AE, LMD_PE and the proposed LMD_IMSPE

| Fault type                          | Fault output | LMD_SE | LMD_AE | LMD PE | LMD_IMSPE |
|-------------------------------------|--------------|--------|--------|--------|-----------|
| Small gear wear fault               | 1            | 68 %   | 64 %   | 84 %   | 1000 %    |
| Big gear pitting fault              | 2            | 80 %   | 80 %   | 88 %   | 100 %     |
| Big gear broken tooth fault         | 3            | 60 %   | 72 %   | 56 %   | 92 %      |
| Big gear pitting + small gear wear fault | 4 | 68 %   | 60 %   | 100 % | 100 %    |
| Big gear broken tooth + small gear wear fault | 5 | 88 %   | 92 %   | 60 %   | 96 %      |
5. Conclusions

In this paper, a feature extraction method based on LMD and IMSPE is proposed for different fault types of gearbox vibration signals. Compared with MSE, MFE and MPE, the proposed method can extract gear fault information more accurately. In addition, combined with the LSSVM algorithm, the proposed method is realized the fault classification of gear faults. The effectiveness of the method is verified by experiments. The achievements are presented as follows:

1) The proposed IMSPE solves the errors and fluctuations of the traditional multiscale entropy through the process of coarsening. For this reason, IMSPE can obtain more effective signal features to distinguish different fault types and extract gearbox fault information more accurately compared with MSE, MFE and MPE.

2) By studying the five kinds of fault of rolling bearing, it proves that the proposed IMSPE based on LMD can be effectively applied in the compound fault diagnosis of gear.

3) Although with higher fault diagnosis accuracy, the new method still in the experimental verification stage based on the gear experiment system. In terms of this problem, the ability to resist noise should be further improved to make this method more effective in the actual working environment in the future.
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