Stability Assessment Approach Based on Trajectory Section Eigenvalue
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Abstract—Eigenvalue Method can analyze the operating features of the system. The trajectory section eigenvalue method combines the model and trajectory, and extends the equilibrium point eigenvalue to the unbalanced point of the cross section at any time on the disturbed trajectory, which well solves the non-linearity and the time-varying issues of the system. Based on the theoretical basis of clarifying the trajectory section eigenvalue (TSE) method, the paper establishes a stability evaluation framework based on the time-varying second-order resonant circuit, which extrates the damping feature and frequency feature information in the eigenvalue sequence of the trajectory section, then compares it with the results of signal processing. The influence mechanism of time-varying factors on system stability is clarified, and the advantages of the trajectory section eigenvalue method in stability evaluation are demonstrated.

1 INTRODUCTION

The state matrix of the linear time-invariant system is determined by the system itself and is not affected by external disturbances. The state matrix can reflect the motion features and global stability of the linear time-invariant system and easy to solved in the time domain. The dynamic response of the system after being disturbed at the equilibrium point is completely determined by the state matrix, and the equilibrium point eigenvalue method is based on this. However, most of the actual engineering systems are time-varying and nonlinear, and the response of the system after being disturbed is difficult to solve in the time domain.

The common solution is to obtain an overall stable and structurally consistent linear model of the system at the system equilibrium point through the first-order Taylor expansion, construct the linear differential equation of the system to obtain the state matrix, and then analyze the dynamic features (features) of the system by obtaining the eigenvalue, however, it cannot account for time-varying and non-linear factors outside the equilibrium point, reflect the global dynamic features accurately [1]. The shortcoming that equilibrium point eigenvalue can only be limited to the equilibrium point is revealed. To solve this problem, many scholars have done tentative work, trying to extend the equilibrium point eigenvalue method to the nonlinear region of the system. The vector field normal form method [2]-[5] and the modal series method [6], [7] are common methods. Both of them approximate the nonlinear factors in the system model by taking into account the higher-order Taylor expansion term of the nonlinear equation at the equilibrium point. However, these methods are limited to calculation feasibility, only take the second-order terms into account, and it is difficult to fully take into account the influence of strong nonlinear factors. In essence, these methods are still based on the system equation at the equilibrium point, and do not go beyond the limitations of the origin feature root method. It is still difficult to deal with strong nonlinear and time-varying factors while increasing calculation. Literature [8] even pointed out that if the system has time-delay links or discontinuous factors, the Taylor series will not converge, and the system model cannot be linearized at the equilibrium point. Under this theoretical predicament, related scholars pioneered the trajectory section eigenvalue [9], extending the eigenvalue method from the equilibrium point to the non-equilibrium point. Since then, the trajectory section eigenvalue has been widely concerned and applied [10]-[16]. Most research is devoted to mining information in time sections to complete clustering, disturbance determination, or local stability evaluation.

Low-frequency oscillation is one of the key issues of power system stability. Commonly used signal processing methods are used for identification and analysis, including wavelet method, Prony method and Hilbert-Huang Transform (HHT) method, etc. They each have good performance in accuracy, rapidity, stability and completeness, but they all have unavoidable limitations. Author will clarify the theoretical basis of the trajectory section eigenvalue, then use the eigenvalue information of the trajectory section and signal processing methods to reveal the dynamic response features of the time-varying system, based on the second-order resonant circuit. In the end, the paper complete...
the evaluation of the system stability, compare the performance of the trajectory section eigenvalue (TSE) method and the signal processing method on stability online evaluation work.

2 Theory Of Trajectory Section Eigenvalue

Literature [17] pointed out that Euler integration means that the system dynamics in each analysis step on the disturbed trajectory can be approximated by a linear function. Therefore, the mathematical model of the system in the analysis step can be approximated as a linear steady system with external excitation. The system state matrix is determined by the topological structure and algebraic value of the initial time section, the time-varying nonlinear factors in each integration step can be expressed as

\[ (12) \]

\[ (13) \]

\[ (14) \]

The time domain solution is as follows

\[ Z_i(\Delta t) = C_i T_i(\Delta t) - A_i U_i^{-1} B_i \]

(6)

\[ T_i(\Delta t) = \begin{bmatrix} e_k & e_k & e_k & \ldots & e_k \end{bmatrix} \]

(7)

Weighted reorganization of \( Z_i(\Delta t) \) from formula (6)

\[ \Delta X_i(\Delta t) = U_i C_i T_i(\Delta t) - U_i A_i U_i^{-1} B_i \]

(9)

Formula (11) is equal to formula (12), at any time between time \( t_k \) and \( t_k+1 \), the state increment expression is:

\[ \Delta X_i(t-t_k) = U_i C_i T_i(t-t_k) - U_i C_i T_i(0) \]

(10)

The incremental reconstruction of the state in the analysis step is completed.

2.2 State Incremental Reconstruction Based on Trajectory Section Eigenvalues

In order to prove the correctness of the eigenvalue method of the trajectory section, the following changes are made to formula

\[ Z_i(\Delta t) = U_i^{-1} \Delta X_i(\Delta t) \]

(4)

\[ U_i \text{ and } U_i^{-1} \text{ are the modal matrix and the modal inverse matrix respectively, formula can be obtained after transformation.} \]

\[ \dot{Z}_i(\Delta t) = U_i^{-1} A_i U_i Z_i(\Delta t) + U_i^{-1} B_i \]

(5)

The time domain solution is as follows

\[ Z_i(\Delta t) = C_i T_i(\Delta t) - A_i U_i^{-1} B_i \]

(6)

\[ T_i(\Delta t) \]

is the exponential component representing the feature mode, \( C_i \) is the parameter matrix, can be obtained by \( Z_i(0) = 0 \).

\[ T_i(\Delta t) = \begin{bmatrix} e_k & e_k & e_k & \ldots & e_k \end{bmatrix} \]

(7)

Weighted reorganization of \( Z_i(\Delta t) \) from formula (6)

\[ \Delta X_i(\Delta t) = U_i C_i T_i(\Delta t) - U_i A_i U_i^{-1} B_i \]

(9)

First, Tyler expands \( T_i(\Delta t) \) at \( \Delta t = 0 \)

\[ T_i(\Delta t) = T_i(0) + A_i T_i(0) \Delta t + A_i^2 T_i(0) \frac{\Delta t^2}{2}; \xi \in [0, \Delta t] \]

(12)

Incorporate formula (12) into formula (9)

\[ \Delta X_i(\Delta t) = U_i C_i T_i(0) + U_i C_i A_i T_i(0) \Delta t + U_i C_i A_i^2 T_i(0) \frac{\Delta t^2}{2} \]

(13)

Given that

\[ U_i C_i A_i T_i(0) = B_i = f(X(t_k), Y(t_k)) \]

(14)

Further simplify

\[ \Delta X_i(\Delta t) = f(X(t_k), Y(t_k)) \Delta t + U_i C_i A_i^2 T_i(0) \frac{\Delta t^2}{2} \]

(15)

The local truncation error of the reconstruction from \( t_k \) to \( t_k+1 \) is

\[ R(\Delta t) = U_i C_i A_i^2 T_i(0) \frac{\Delta t^2}{2} \]

(16)

Expand the state increment at \( t_k \) by the first-order Euler

2.1 Piecewise Linearization

Describe nonlinear system models with differential-algebraic equations

\[ \begin{align*}
    \dot{X} &= f(X, Y) \\
    0 &= g(X, Y)
\end{align*} \]

(1)

\( X \) represents the system state variable, and \( Y \) represents the system algebraic variable. The updated value of each time interval state variable and algebraic variable is obtained by numerical integration.

\[ \frac{d}{dt} X(t_k) + \Delta X_i(\Delta t) = f(X(t_k), Y(t_k)) \]

(2)

\[ \Delta X_i(\Delta t) = A_i \Delta X_i(\Delta t) + B_i \]

(3)

Equation (3) transforms the nonlinear differential equations into linear differential equations with time-varying disturbance terms, completes the continuation of the equilibrium point eigenvalue method on the non-equilibrium point.

2.3 Error Analysis of State Incremental Reconstruction

First, Tyler expands \( T_i(\Delta t) \) at \( \Delta t = 0 \)

\[ T_i(\Delta t) = T_i(0) + A_i T_i(0) \Delta t + A_i^2 T_i(0) \frac{\Delta t^2}{2}; \xi \in [0, \Delta t] \]

(12)

Incorporate formula (12) into formula (9)

\[ \Delta X_i(\Delta t) = U_i C_i T_i(0) + U_i C_i A_i T_i(0) \Delta t + U_i C_i A_i^2 T_i(0) \frac{\Delta t^2}{2} \]

(13)

Given that

\[ U_i C_i A_i T_i(0) = B_i = f(X(t_k), Y(t_k)) \]

(14)

Further simplify

\[ \Delta X_i(\Delta t) = f(X(t_k), Y(t_k)) \Delta t + U_i C_i A_i^2 T_i(0) \frac{\Delta t^2}{2} \]

(15)

The local truncation error of the reconstruction from \( t_k \) to \( t_k+1 \) is

\[ R(\Delta t) = U_i C_i A_i^2 T_i(0) \frac{\Delta t^2}{2} \]

(16)
\[ \Delta X(\Delta t) = f(X(t_i), Y(t_i)) \Delta t + \ddot{X}(t_i) \xi^2/2; \xi \in [0, \Delta t) \]  

(17)

The local truncation error of the first-order Euler method is

\[ R(\Delta t) = P(\Delta t) = \ddot{X}(t_i) \xi^2/2 \]  

(18)

The local truncation error of the first-order Euler method is an infinitesimal of the same order, when the local truncation error of the first-order Euler method is bounded, the local truncation error of the reconstruction can be approached to zero. The trajectory section eigenvalue method updates the state matrix at each analysis step, without accumulated error.

3 Trajectory Section Eigenvalue of Second-order Resonant Circuit

There are two independent energy storage elements in the classic second-order resonant circuit, the capacitor \(C\) and the inductance \(L\), so there are two state variables. The selection of state variables is arbitrary in principle [18], choose \(u_c\) and \(i\) as the two state variables of this system.

\[
\begin{align*}
\dot{U}_C &= \frac{1}{C} I \\
\dot{I} &= -\frac{U_C}{L} - \frac{R}{L} I + \frac{U_c}{L}
\end{align*}
\]

(19)

State space expression

\[
\begin{bmatrix}
\dot{U}_c \\
\dot{i}
\end{bmatrix} = 
\begin{bmatrix}
0 & 1/C \\
-1/L & -R/L
\end{bmatrix} 
\begin{bmatrix}
U_c \\
i/L
\end{bmatrix} + 
\begin{bmatrix}
0 \\
U_c/L
\end{bmatrix}
\]

(20)

According to the trajectory section eigenvalue method, the system is linearized and expanded on each time section.

\[
\begin{align*}
\Delta U_{c,k} &= I_k/C_k + \Delta I_k/C_k \\
\Delta I_k &= \Delta U_{c,k}/L_k - R_k \Delta I_k/L_k \\
&+ (U_{c,k} - R_k I_k + U_{c,k}/L_k) \\
A_k &= 
\begin{bmatrix}
0 & 1/C_k \\
-1/L_k & -R_k/L_k
\end{bmatrix}
\end{align*}
\]

(21)

\[
B_k = \begin{bmatrix}
I_k/C_k \\
(U_{c,k} - R_k I_k + U_{c,k}/L_k)/L_k
\end{bmatrix}
\]

(23)

The state increment expression from \(t_k\) to \(t_{k+1}\):

\[
\Delta X_k(\Delta t) = A_k \Delta X_k(\Delta t) + B_k
\]

(24)

According to Kirchhoff’s quantification, \(U_{c,k} - R_k I_k + U_{c,k}/L_k = 0\) when the circuit is operating at an equilibrium point, \(I = 0\), \(B_k = 0\).

\[
\Delta X_k(\Delta t) = A_k \Delta X_k(\Delta t)
\]

(25)

It can be seen from equation (25) that the dynamic behavior of the system in the minimum range of the balance point is completely determined by the trajectory section eigenvalue. It proves that the equilibrium point eigenvalue is the special point on the trajectory section eigenvalue.

The eigenvalue of system is

\[
\lambda_{1,2} = -\frac{R_k}{2L_k} \pm \sqrt{\frac{R^2_k}{4L^2_k} - \frac{1}{L_k C_k}}
\]

(26)

The attenuation factor, resonance frequency and natural oscillation angular frequency of the system at the \(k\) time section are respectively:

\[
\alpha_k = \frac{R_k}{2L_k}
\]

(27)

\[
\omega_{0,k} = \frac{1}{\sqrt{L_k C_k}}
\]

(28)

\[
\omega_{k} = \sqrt{\omega_{0,k}^2 - \alpha_k^2}
\]

(29)

4 Time-varying factor simulation and stability online assessment framework

State matrix of second-order resonant circuit consists of \(R, \ L, \ C\). Give \(R, \ L, \ C\) different time-varying features to simulate the time-varying factors in the system.

Without considering nonsingularity, an n-order square matrix has n eigenvalues. A pair of conjugate complex eigenvalues describes an oscillating component with sinusoidal features, a real eigenvalue represents an exponentially decayed or divergent aperiodic component. The real part of the eigenvalue is the instantaneous damping feature \(\sigma_k\), the modulus of the imaginary part of the eigenvalue divided by \(2\pi\) is the instantaneous frequency feature \(f_k\). According to Lyapunov’s first method, when the real part has a positive value, the system issues an instability warning.

In order to explore the difference between the trajectory section eigenvalue method and the signal processing method in the online stability assessment, the simulation will use wavelet transform, Prony two typical signal analysis methods202119 to identify the response curve of the second-order resonant circuit after being disturbed, track system damping and frequency changes through a sliding time window, alarm when the system.
damping exceeds the threshold. The relevant literature of the three signal analysis methods is very complete, and no further explanation is given here.

5 SIMULATION

In the steady state operation of the second-order resonant circuit, the power supply voltage is 10V, the capacitor voltage is 10V, and the current in the circuit is 0A.

5.1 On-line Evaluation of Stability of Time-varying Systems

Simulate time-varying features. \( R = 1.5 - 0.1 \times t \), \( L = 1 + 0.3 \times \sin(0.8 \times t) \), \( C = 0.05F \). The voltage source suddenly drops to 6V at 0s and returns to 10V after 0.5s.

![Figure 2 Response waveform of Uc](image1)

It can be seen from Fig. 2. that the system has experienced oscillation attenuation, constant amplitude oscillation, divergent oscillation after disturbance, and finally tends to be unstable.

![Figure 3 Atlas of TSE](image2)

The damping and frequency features are extracted from the eigenvalue sequence, extract the oscillation features by using the Morlet complex wavelets with a wavenumber of 6 and a wavenumber of 12 (time window widening) combined with the wavelet ridge method [19], the frequency resolution is 0.01 Hz. Compare the extraction results of the two methods.

![Figure 4 Oscillation feature extraction by wavelet ridge method](image3)

According to Fig. 4. the wavelet method has obvious limitations. The accuracy of the analysis of system oscillation features is directly related to the length of the time window. For processes with strong time-varying features, the wavelet ridge method has to use an appropriately narrow window to correctly reflect the time-varying oscillation feature. In addition, the existence of the time window leads to the end effect, so the beginning and the end of the curve in Fig. 4. cannot be included in the observation interval.

When evaluating system stability online, the trajectory section eigenvalue method is more sensitive than the signal processing method. The signal processing method completes the oscillation feature acquisition by moving the time window, so the real instability point must be ahead of the operating point. The trajectory section eigenvalue method updates the state matrix by monitoring system parameters, and calculates the eigenvalues in each analysis step to complete the stability evaluation, which is fast and time-short.
According to Fig. 5, the trajectory section eigenvalue method detects that the system damping becomes non-negative at 15s, and an instability warning is issued; the Molert complex wavelet with a wave number of 6 issues an instability warning at 16.90s, and the Molert complex wavelet with a wave number of 12 issues an instability warning at 20.23s. The trajectory section eigenvalue method can issue an instability warning before the wavelet method.

Fig. 6 compares the extraction results of the system oscillation characteristics by the Prony method and the trajectory section eigenvalue method. The Prony method uses 4s and 8s sliding time windows to extract the oscillation features, the length of sliding step is 0.01s. Intersect the curve from 5s to 25s at the center of the window to avoid the end effect. In the comparison between the Prony method and the trajectory section eigenvalue method, the Prony method with the 4s window can better reflect the damping and frequency feature of the system, while the 8s window Prony method can better reflect the damping and frequency feature of the system. The window will produce a large time lag and cannot reflect the time-varying characteristics of the system in time.

Fig. 7 is the instability warning diagram of the Prony method. The system issues an instability warning at 16.48s, when the time window is 4s, and the system issues an instability warning at 19.71s, when the time window is 8s. They both alarm after 15s.

Table 1 summarizes the alarm time of the two signal processing methods.

| Method | Window | Alarm Time |
|--------|--------|------------|
| TSE    | none   | 15s        |
| Wavelet| 6 wave | 16.90s     |
|        | 12 wave| 20.23s     |
| Prony  | 4s     | 16.48s     |
|        | 8s     | 19.71s     |

The above simulation shows that the TSE method can quickly track the time-varying oscillation feature of the system by continuously updating the system parameters, constructing the state matrix and calculating the eigenvalues, then judge the stability accurately.

The signal processing method scans the response curve through a sliding time window. Because of the time window, the system instability alarm point will
always lag behind the actual operating point. The lag time is related to the selection of the signal processing method and the length of the time window.

5.2 Comparison of Equilibrium Point Eigenvalue and Trajectory Section Eigenvalue Method

In order to compare the difference between the equilibrium point eigenvalue and the trajectory section eigenvalue more intuitively, we carried out the following simulation.

Simulate time-varying factors, \( R = 1.5 - 0.1 \times t \), \( L = 1 \), \( C = 0.2 \) the voltage source rises to 12V in the 5s, Fig. 10 shows the disturbance response curve.

![Figure 8 Disturbance response curve](image)

Known from waveform of TSE and Equilibrium Point Eigenvalue (EPE), their assessment of stability is completely different, in order to study the mechanism of this phenomenon, the section extracts the eigenvalue information of TSE and EPE separately at the critical time section, and conducts an in-depth analysis of the dynamic response process to verify the consistency of the two methods with the dynamic behavior of the system.

**TABLE 2 EIGENVALUES OF KEY SECTION**

| t(s) | EPE (real, imagine) | TSE (real, imagine) |
|------|---------------------|---------------------|
| 9    | -1.000 ±8.1035      | -0.4000 ±8.1551     |
| 12   | -1.000 ±8.1035      | -0.2000 ±8.1625     |
| 15   | -1.000 ±8.1035      | 0.0000 ±8.1650      |
| 18   | -1.000 ±8.1035      | 0.2000 ±8.1625      |

According to Table 2, the eigenvalue following the method of EPE is -1.000±8.1035i through the whole process, and the real part of the eigenvalue is always -1. The whole process has positive damping feature, and the system should oscillate attenuated and return to the steady state of equilibrium.

However, the trajectory of the numerical simulation shows that the oscillation is excited again after attenuation and begins to diverge. Obviously, it does not match the conclusion of the EPE method, the EPE method is invalid in this situation. According to the TSE method, the system updates the state matrix one time section by time, the real part of the eigenvalue undergoes a process from negative to positive, and the damping feature of the system changes from negative to positive, which explains the phenomenon that the simulation trajectory first attenuates the oscillation and then diverges.

6CONCLUSION

The TSE method combines the model and the trajectory, uses piecewise linearization to extend the EPE to any time section of the whole process of the system response, it solves the time-varying and nonlinear problems that plague the EPE method, shows the influence mechanism of time-varying factors on system stability. Based on clarifying the theory of TSE, this paper establishes a priori model and simulates time-varying factors, and applies TSE method and signal processing method to analyze the perturbed oscillation curve of the system model, proving that the TSE method can reflect the time-varying feature better than the signal processing method, can issue an instability warning before the signal processing method. Through the comparison between TSE method and traditional signal processing method, this paper demonstrates the time and speed advantages of TSE in online stability evaluation, which is of great significance to engineering applications. The TSE method deserves to be further studied and promoted.
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