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Objective: Coronary artery calcium (CAC) score is a strong predictor for future adverse cardiovascular events. Anthropomorphic phantoms are often used for CAC studies on computed tomography (CT) to allow for evaluation or variation of scanning or reconstruction parameters within or across scanners against a reference standard. This often results in large number of datasets. Manual assessment of these large datasets is time consuming and cumbersome. Therefore, this study aimed to develop and validate a fully automated, open-source quantification method (FQM) for coronary calcium in a standardized phantom.

Materials and Methods: A standard, commercially available anthropomorphic thorax phantom was used with an insert containing nine calcifications with different sizes and densities. To simulate two different patient sizes, an extension ring was used. Image data were acquired with four state-of-the-art CT systems using routine CAC scoring acquisition protocols. For interscan variability, each acquisition was repeated five times with small translations and/or rotations. Vendor-specific CAC scores (Agatston, volume, and mass) were calculated as reference scores using vendor-specific software. Both the international standard CAC quantification methods as well as vendor-specific adjustments were implemented in FQM. Reference and FQM scores were compared using Bland-Altman analysis, intraclass correlation coefficients, risk reclassifications, and Cohen’s kappa. Also, robustness of FQM was assessed using varied acquisitions and reconstruction settings and validation on a dynamic phantom. Further, image quality metrics were implemented: noise power spectrum, task transfer function, and contrast- and signal-to-noise ratio among others. Results were validated using imQuest software.
1. INTRODUCTION

Coronary artery calcium (CAC) score is a strong predictive value for future adverse cardiovascular events, including myocardial infarction and sudden cardiac death, and a powerful tool in primary prevention.1–3 In 1990, Agatston and colleagues developed a specific quantification method for CAC using electron beam tomography (EBT).4 This so-called Agatston score—currently quantified using cardiac computed tomography (CT)—is clinically used for further risk classification of asymptomatic individuals at intermediate risk.5–7 In addition to the Agatston score, two other metrics were introduced to quantify CAC, namely the volume and mass score.8,9

It is well known that CAC scores vary between different CT scanners. Not only do CAC scores differ between scanners of different vendors but also between different systems from the same vendor, and between the same systems from the same vendor if a slightly different starting position is applied.10–12 Moreover, CAC scores can vary greatly due to motion of the coronary arteries during the scan phase of a CAC scoring CT acquisition.13 In order to study these differences, their possible impact on clinical outcome, and to optimize acquisition protocols, dedicated coronary calcium phantoms are frequently used. In the well-established international standard developed for CAC quantification by McCollough and colleagues, a commonly evaluated commercially available anthropomorphic phantom was used (thorax and CCI phantom, QRM, Möhrendorf, Germany).8 With this phantom not only the Agatston score but also the volume and mass score of the calcifications in the phantom can be studied among different scanners and different vendors for influences of acquisition and reconstruction parameters. This phantom also contains calibration rods, allowing for adequate mass score assessment.

However, manual assessment of the CAC scores is time consuming and cumbersome, especially when several scan and/or reconstruction parameters have been systematically varied resulting in a large number of scans. Therefore, the aim of our study was to develop and validate a fully automated quantification method (FQM) for coronary calcium in a standardized phantom. In order to be useful for a variety of CT scanners of different vendors, we sought to develop an automated scoring method that replicates CAC scores.

2. MATERIALS AND METHODS

2.A. Phantom

We used a standard, commercially available anthropomorphic thorax phantom (QRM-Thorax, QRM, Möhrendorf, Germany) (Fig. 1a). The static phantom comprises artificial lungs, a spine, and a shell of soft tissue–equivalent material. X-ray attenuation of the phantom’s materials is similar to human tissues when data are acquired at a peak tube potential of 120 kVp. To simulate two different patient sizes, an extension ring (QRM-Extension ring, QRM, Möhrendorf, Germany) of fat equivalent material (−100 Hounsfield Units (HU)) was used. With this extension ring, outer dimensions of the phantom increased from 300 × 200 mm to 400 × 300 mm, similar to a small and large patient size, respectively.14 Within the thorax, a commercially available calcium-containing insert (Cardiac Calcification Insert (CCI), QRM, Möhrendorf, Germany) was placed, which is commonly used in coronary calcium studies (Fig. 1b).8,15–20 The insert consisted of nine hydroxyapatite (HA)-containing calcifications and two large calibration rods. These calibration rods consisted of water-equivalent material and 200 mgHAc m−3. The calcifications had diameters and lengths of 1.0, 3.0, and 5.0 mm, defined as small, medium, and large, respectively. For each calcification size, three densities were present in the phantom: 200, 400, and 800 mgHAc m−3, defined as low, medium, and high density, respectively.

To assess the performance of our automatic scoring method on dynamic data, a robotic arm (QRM Sim2D, QRM, Möhrendorf, Germany) moved artificial coronary arteries in a water-filled compartment, which was positioned in the center of the anthropomorphic thorax phantom. Two artificial arteries were used, where each artery consisted of two calcifications. These calcifications were equal in dimensions (5.0 ± 0.1 mm in diameter, with a length of 10.0 ± 0.1 mm) but different in density. Densities were 196 ± 3, 380 ± 2, 408 ± 2, and 800 ± 2 mgHAc m−3. The arteries were moved at four constant velocities (0–30 mm/s,
increment of 10 mm/s along the x-axis, comparable to heart rates of 0, <60, 60-75, and >75 bpm. Electrocardiography trigger output was used to ensure that acquisition was done during linear motion of the calcifications.

2.B. Acquisition and reconstruction

Static phantom image data were acquired with four state-of-the-art CT systems, one from each of the main CT manufacturers: CT-1: Aquilion One Vision (Canon Medical Systems, Otawara, Japan); CT-2: Brilliance iCT (Philips Healthcare, Best, The Netherlands); CT-3: Revolution CT (GE Healthcare, Waukesha, Wisconsin, USA); and CT-4: SOMATOM Force (Siemens Healthineers, Erlangen, Germany), respectively. Routine CAC scoring acquisition protocols for small and large patients were used (Table I). To simulate interscan variability each acquisition of the thorax phantom with and without extension ring was done five times with small translations and/or rotations of approximately 2 mm and 2 degrees, respectively. Raw data were reconstructed with filtered back projection (FBP) (Table I).

2.C. Vendor-specific CAC scores

For all acquisitions, vendor-specific CAC scores were derived using each vendor’s commercial software implementation (Table I). These CAC scores included Agatston, volume, and mass scores. For each vendor, CAC scores derived with their respective software were used as reference CAC scores for the analysis. The CT specific mass calibration factor was determined for each CT system according to standard methodology.

2.D. CAC score standard: Automated algorithms

The international standard for quantification of CAC scores was implemented in a fully automated algorithm (FQM) for CAC scoring of the CCI phantom. This was done...
in two popular programming languages to allow for wide usage: MATLAB® R2020a (Mathworks, Natick, Massachusetts, USA) and Python (Python 3.7.3). Both algorithms were made publicly available via Github (https://github.com/nwerf/FQM_Analysis) to assist in any research where the CCI insert is used.

After importing a DICOM series into FQM (module 1), the center of the insert (module 2) and two main locations in the CCI were found: the largest calcifications (module 3) and the 200 mg HA calibration rod (module 4; Figure 2). These calcified areas were found using a connected component analysis (4-connected) with the standard CAC scoring threshold of 130 HU.4 Next, a mask based on the locations of the nine calcifications was determined. First, the largest calcifications were defined based on the area of the connected components. For each density, the locations of the other calcifications were determined using the known distances between the calcifications of different sizes, on the connecting lines between the center of the insert and the center of the large calcification. The mean HU value of each of the large calcifications was used to determine the density of the calcifications, with the highest mean HU value corresponding to the highest density, etc. By using this methodology, the exact position of the phantom within the CT system, and any rotation of the CCI insert within the thorax phantom, was made irrelevant, consequently adding to the robustness of FQM.

**Fig. 2.** Flowchart of FQM. [Color figure can be viewed at wileyonlinelibrary.com]
The international standard implementation for all three CAC scoring methods (Agatston, volume, and mass scores) were in accordance with their respective definitions from literature. All methods used a minimum in-plane area of 1 mm$^2$ for pixels >130 HU to identify calcium-containing lesions. The Agatston scores were derived for each calcified area per slice from a multiplication of that area with an associated weighting factor depending on the maximum HU within the area: 130 to 200 HU = 1; 200 to 300 HU = 2; 300 to 400 HU = 3; and ≥400 HU = 4. The Agatston score per calcification was defined as the summation of all Agatston scores per slice.

The volume score was determined according to Callister et al. based on a linear interpolation to create isotropic voxels. To achieve this, the slice thickness was decreased to match in-plane pixel spacing by means of a linear grid interpolation in 3D. To limit computation time, this was only performed for the slices containing the calcifications. For each slice, the volume score was calculated by multiplication of the number of voxels per lesion with the interpolated voxel volume.

Lastly, mass scores were determined according to McCollough et al. using scan-specific mass calibration factors. Mean CT numbers (HU) for the calibration factor calculation were measured in the center slice of the large cylinder-shaped calibration rods with a region of interest of 1.5 cm$^2$. The calibration rods were automatically located based on the known specifications of the phantom. Then, mean CT numbers (HU) for both calibration rods were used to calculate the scan-specific calibration factor. Finally, mass scores of the calcifications were calculated by multiplication of the calibration factor with the calcified volume (without interpolation) and the mean CT number of the lesion.

To assess robustness of FQM, additional acquisitions with varying acquisition settings were made on CT-4 and scored with its vendor-specific software. In these acquisitions, parameters that have a well-known influence on CAC scores were changed: tube potential was changed from 120 to 100 and 80 kVp, tube current time product was changed from 44 to 34 and 22 mAs, convolution kernel was changed from Qr36 to Qr32 and Qr44, iterative reconstruction was applied at levels 2 and 4, and lastly, field-of-view was changed from 250 to 200 and 320 mm. Finally, robustness was assessed for a dynamic phantom on another CT system: SOMATOM Definition Flash (Siemens Healthineers, Erlangen, Germany). A routinely used clinical CT CAC protocol was used for acquisition and reconstruction (Table I; Fig. 3).

2.E. Vendor-specific CAC scores: Automated algorithms

In addition, FQM was adapted in such a way that the calculation of the calcium scores matched the methodology used in the vendor-specific software packages. These adjustments were based on scoring mechanism descriptions in manuals, and information provided by the vendors. The following parameters were adapted: HU threshold used to designate a pixel as calcium, the threshold used to indicate the minimum area necessary for calcium scoring, and the use of interpolation for specific CAC scores (Table II). Vendor-specific parameters were automatically extracted by FQM from the DICOM header information, which also identified the vendor-specific CT system that was used to acquire the data. In addition, the algorithms allowed for manual selection of vendor-specific scoring parameters. With this, images from any of the four vendors can be evaluated with scoring parameters from any other vendor.

2.F. Image quality assessment

For the automated analysis of the CCI phantom, several image quality metrics were included to assess image quality differences for changing acquisition or reconstruction parameters. These image quality metrics both concerned image noise and contrast measurement. For the image noise, first the standard deviation (SD) of the mean CT value (HU) of a square region of interest (ROI) of 55 × 55 mm in a noncalcium-containing slice of the CCI insert was calculated. Second, image noise was characterized with a noise power spectrum (NPS) analysis. This analysis was implemented according to the methodology of the International Commission on Radiation Units and Measurements (ICRU), as previously implemented by Van Ommen et al. For this, 18 radially dispersed ROIs of 15 × 15 mm were used. Both 2D and 1D NPS results were extracted.

For the contrast-related image quality metrics, first the mean HU and SD of the three large calcifications and two calibration rods were calculated. For each calcification, the mean HU was calculated over the entire volume of each calcification. The mean HU and SD of a circular ROI of 1.5 cm$^2$ in the calibration rod were calculated within the center slice of these rods. Second, the signal-to-noise ratio (SNR) and contrast-to-noise ratio (CNR) were calculated for the calcifications.

Lastly, the task-transfer function (TTF) was computed. The TTF is a type of modulation-transfer function, which is also valid for nonlinear systems and incorporates contrast and noise. For this, the ICRU implementation for modulation transfer function calculation was used. For robustness, the TTF was calculated by radially averaging the edge spread function (ESF) of the calibration rod, as described previously by Van Ommen et al. Due to the proximity of the water-equivalent calibration rod, the ESF in the direction of this rod was excluded from the analysis. In addition, image data were linearly interpolated by a factor 4, to reduce pixel-size effects. For quick evaluation purposes, 50% and 10% TTF were also calculated.

NPS and TTF results were validated by comparison with the CT image analysis tool (imQuest (Duke University, Durham, 2018)) described in Task Group 233 of the American Association of Physicists in Medicine (AAPM) for two datasets, reconstructed with different reconstruction kernels (Qr44, Qr32). For the NPS calculation, only one ROI was
placed at the center of the insert for both tools for the current comparison due to potential measurement errors resulting from manual placement of 18 ROIs for imQuest.

2.G. Statistical analysis

To assess the accuracy of our FQM, automatically quantified CAC scores were compared with reference scores obtained with vendor-specific software. Agreement between FQM and reference CAC scores was assessed using Bland-Altman analyses. Reliability between the methods was determined by calculating intraclass correlation coefficients (ICCs) and root mean square error (RMSE). Reference and FQM scores were classified per calcification according to the Agatston risk stratification: 0 – absent; >0 and <10 – minimal; ≥10 and <100 – mild; ≥100 and <400 – moderate; and ≥400 – severe. Calcifications classified differently by FQM from the reference classifications were defined as reclassifications. Subsequently, reliability of reclassification between FQM and reference scores was determined by calculating Cohen’s kappa (κ). All statistical analyses were performed with SPSS for Windows, version 26.0. A *P*-value <0.05 was used to determine significant differences.

3. RESULTS

3.A. Vendor-specific CAC scores: automated algorithms

Vendor-specific adjustments to our generic CAC scoring methods were necessary to match vendor-specific scores. An overview of all parameters, including vendor-specific parameters, is shown in Table II. Three parameters varied among the different vendor-specific software packages. First, the HU threshold, used to indicate whether a pixel contains CAC, varied. In general, a threshold of 130 HU was used for all vendors, for all CAC scores. However, for one vendor, the threshold was 100 mg HA, when a CT system-specific calibration factor was available in the software. When this...
calibration factor was not available, the normal threshold of 130 HU was used. Second, the minimum area used to designate a group of pixels as calcium varied. For a group of pixels with HU above the CAC scoring threshold, this minimum area varied between $>0$ pixels and 1 mm$^2$. Last, some vendors used an interpolation algorithm to create isotropic voxels for the volume score, and some vendors did not. Parameters for the volume and mass score of CT-3 were kept confidential by the vendor and could, therefore, not be implemented into the FQM.

With these vendor-specific CAC scoring parameters implemented, FQM scores were in high agreement with the vendor-specific software scores for all CAC scoring methods (Fig. 4). Smallest confidence interval (CI) (95%) range of absolute differences between the FQM and vendor-specific scores was 0.000 to 0.000 mg for the mass score when FQM was compared to S4. Largest CI range was $0.001$ ($0.033$ to $0.031$), $0.2$ ($0.365$ to $0.035$) mm$^3$, and $0.071$ mg. Comparisons gave an ICC of 1.000 (1.000-1.000). RMSE for Agatston, volume, and mass score ranged between 0.02 and 1.01, 0.80 and 1.64 mm$^3$, and 0.00 and 0.22 mg, respectively. Reclassification of the calcifications occurred 7 times of 90 calcifications (7.8%) at CT-1 and 3 times of 90 calcifications (3.3%) at CT-3. All reclassifications were from zero to minimal or vice versa. No reclassifications occurred with CT-2 and CT-4. This gave an interplatform reliability of $0.969$ ($P < 0.0001$), 95% CI [0.947, 0.991], between FQM_{MATLAB} and the vendor-specific software and $0.973$ ($P < 0.0001$), 95% CI [0.953, 0.993], between FQM_{PYTHON} and the vendor-specific software.

3.B. Algorithm robustness

FQM scores were also in high agreement with the vendor-specific software packages after varying the acquisition settings for all CAC scores. When FQM scores were compared with the vendor-specific scores, mean (95% CI) differences for Agatston, volume, and mass score were $0.001$ ($0.033$ to $0.031$), $-0.2$ ($-0.365$ to $-0.035$) mm$^3$, and $-0.071$ mg. 3736 van Praagh et al.: Automatic CAC quantification in phantom
1.086 to 0.944) mg HA, respectively (Fig. 5). ICCs (mean [95% CI]) were excellent (1.000 [1.000-1.000] for all CAC scores). No reclassifications occurred. RMSE were between 0.012 and 0.020 for Agatston scores, 0.220 and 0.835 mm³ for volume scores, and 0.003 and 1.063 mg for mass scores. Remarkably, all RMSEs of mass scores were below 0.034 mg except for field-of-view changes, where RMSE scores were 1.042 and 1.063 mg for FOV 320 and 200, respectively.

For the dynamic phantom, FQM scores were in high agreement with vendor-specific software too. When FQM scores were compared with the vendor-specific scores, mean (95% CI) differences for Agatston, volume, and mass scores were 0.393 (−2.502 to 1.716), 0.514 (−10.177 to 9.15) mm³, and −0.283 (−0.651 to 1.181) mg HA, respectively (Fig. 6). ICCs (mean [95% CI]) were excellent (1.000 [1.000-1.000] for Agatston and mass scores and 0.999 [0.999-1.000] for volume scores). RMSE was 1.139, 4.926 mm³, and 0.536 mg for Agatston, volume, and mass scores, respectively.

On a regular desktop computer (Windows 7, i5-6500 CPU 3.2 GHz, 8 GB RAM), evaluating a single scan with FQM took on average 3 or 6 seconds without or with interpolation for the volume score, respectively. In contrast, manual analysis of the phantom (without advanced image quality assessment) is in the order of minutes.

3.C. Image quality

For two datasets which were reconstructed with different reconstruction kernels (Qr44, Qr32), 10% and 50% TTF results were calculated (Fig. 7). For the NPS analysis, images, ROI placement, and resulting 1D NPS curve results are shown in Figure 8. For both reconstruction kernels, NPS results were comparable between FQM and imQuest.

4. DISCUSSION

In this study, we successfully developed an open-source, fully automated, vendor-independent, robust method to quantify CAC in two commonly used commercially available phantoms. In addition, we implemented vendor-specific scoring methods from four major calcium scoring software vendors with excellent agreement. Two scoring methods could not be implemented in our method due to non-disclosures. Also, image quality metrics, useful for comparison of CT scans with varying imaging parameters, were automatically extracted from the image data. These advanced image quality metrics can aid in assessing the influence of nonlinear (post) processing steps on CAC scores.

Our algorithm is focused on a fully automated analysis of a standard anthropomorphic cardiac phantom. The main reasons for this focus are the substantial reduction of evaluation time and the lack of inter- and intraobserver variability, manual notation errors, and software problems because of acquisition settings. An example of the latter is that some software programs are not able to process calcium scoring scans with a slice thickness different from the usual 3 mm, which can be rather inconvenient for research purposes. This in contrast to FQM, which is written in both MATLAB and Python, making it widely usable, depending on programming language preference. This phantom is often used for careful evaluation of novel technical advances in CT, eg, acquisition techniques, such as novel photon-counting detector elements, or reconstruction techniques, such as kernels which allow for tube voltage-independent CAC acquisitions, before clinical usage.16,25 FQM can aid in these experiments, as larger number of scans can easily be analyzed in a fully automatic manner.

Although the predictive role in risk stratification of low nonzero calcium scores caused by microcalcifications is still unknown, zero CAC scores are proven to be a strong negative

![Fig. 5. Bland-Altman plots of S4 compared to the FQM of all CAC scores. Acquisition parameters were changed for assessment of algorithm robustness. [Color figure can be viewed at wileyonlinelibrary.com]](image1)

![Fig. 6. Bland-Altman plots of S4 compared to the FQM of all CAC scores. Scans were acquired with a dynamic phantom and scored with FQM for assessment of algorithm robustness. [Color figure can be viewed at wileyonlinelibrary.com]](image2)
predictor of CAD. Also, Criqui and colleagues found an inversely proportional association of density on future cardiovascular events. Therefore, the detection of small and low-density calcifications is of utmost importance. In our study, we found three main software parameters, which influence CAC detection and, therefore, quantification. First, the threshold used to discriminate calcium-containing voxels from noncalcium-containing voxels. Second, the minimum calcification area threshold used to discriminate between noise and calcium-containing voxels. And third, the use of isotropic interpolation for volume scores. All factors have an important impact on the detection of microcalcifications, especially for high noise acquisitions. For these acquisitions, lower thresholds and use of interpolation will increase CAC area, and smaller minimum calcification areas will increase the number of false positives due to noise effects. It is, thus, important to investigate the exact influence of these parameters on CAC scores and the impact of scoring method standardization on differences in CAC scores between scanners. Besides that, the need of an improved CAC scoring method is high. Both Agatston and volume scores show high variability in scores within and between CT systems. The mass score is a more reliable score in terms of variability, although small differences still exist. FQM is, thus, a helpful tool in the development of new CT acquisition/reconstruction protocols and new scoring methods. 

Fig. 7. TTF results for both FQM and imQuest for two datasets, reconstructed with different reconstruction kernels. In addition, deviations at 50% and 10% TTF between results from both analyses are shown. [Color figure can be viewed at wileyonlinelibrary.com]

Fig. 8. NPS results for both FQM and imQuest. Left, images for the Qr32 (upper) and Qr44 (lower) reconstruction kernel are shown, together with the placed ROI. Right, resulting 1D NPS results are shown. Small differences between both results are expected to be due to small differences in ROI placement. [Color figure can be viewed at wileyonlinelibrary.com]
A few studies developed an automatic CAC scoring algorithm for patient CT angiography scans. However, to the best of our knowledge, this is the first study that developed a fully automated, vendor-neutral method for quantification of CAC scores in a phantom. Also, no other study examined and reproduced the exact scoring methods of the four major calcium scoring software vendors. Only a few studies compared software platforms in CAC scores. However, these were either with platforms that are nowadays no longer widely used, or they compared scores, but did not go into detail about the parameters. 

Weinginer and colleagues used three different workstations, Syngo Calcium Scoring (Siemens), Aquarius (TeraRecon), and Vitrea (Vital Images), to acquire CAC scores of 59 patients. Total Agatston and volume scores were compared between these systems. Although all results were numerically different, they found excellent correlations between the three workstations for both scoring methods.

Our study has limitations. First, we were not able to implement the volume and mass quantification method of GE Healthcare. The vendor explained that they make use of a patented algorithm which adapts the threshold to help correct for beam hardening and overestimation. This adaptive threshold is used for both volume and mass scores. Another limitation of this study is that, currently, FQM can only be used in the described phantoms and not in patients or other phantoms as it makes use of the physical properties of these phantoms. However, these are commonly used phantoms for coronary calcium studies and FQM provides simple and fast analyses. Also, the main body of FQM can be rewritten to include other phantoms as we have shown in our flowchart and by validating both a static and a dynamic phantom. This increases the usability of FQM. Finally, only in-plane resolution measurements were added to the current version of FQM. Longitudinal measurements, based on the edge of the calibration rod, could be added in a future release.

5. CONCLUSIONS

In conclusion, we developed a fully automated, open-source, robust method in MATLAB and Python to quantify CAC in a commercially available and widely used phantom. The algorithm contains the international standard quantification methods described in literature, as well as almost all scoring methods of four major calcium scoring software vendors with an excellent agreement. The need for manual calcium scoring was completely eliminated with our fully automated method. Also, the automated algorithm contains image quality assessment for fast comparison of differences in acquisition and reconstruction parameters.
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