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Abstract

It was recently observed in [4] that the holographic nature of gravity may hold a key to quantization of gravity. The so-called “holographic quantization” has been carried out in [15,16] for Einstein gravity in a flat background. Generalizing the procedure to a curved background is the main goal of the present work. In particular, we consider the Einstein action expanded around a Schwarzschild background.
1 Introduction

When a bulk spacetime admits a foliation, its dynamics may be described through the collective dynamics of the leaves, the co-dimension one hypersurfaces. Although the total dynamics of the leaves and the direction transverse to the leaves is a priori expected to have the bulk degrees of freedom, it has turned out that it has only the surface degrees of freedom, the holographic property of gravity [1] [2], which in turn has its origin in the large amount of gauge symmetry. By employing the ADM formulation [3], it has recently been shown [4,5] that the holographic nature of gravity may be a key to the long-standing problem of quantization of gravity [6–14]. The procedure dubbed “holographic quantization” has been carried out for Einstein gravity in a flat background [4,15,16]. Generalizing the procedure to a curved background is the main goal of this paper.1

In comparison with the existing approaches to quantization, our goal is more modest in two aspects. A YM theory has the very nice property that it is renormalizable even if the gauge modes are placed on the external lines of the Feynman diagrams. In other words, the theory is renormalizable completely off-shell. As far as we can see, a gravity theory does not seem to share the same luxury, at least not in any obvious way. It has been proposed in [4] that a slightly modest goal of renormalizing the physical states can be achieved. Secondly, instead of the goal of finding a background-independent quantization we aim at a less ambitious goal of a background-specific quantization that has moderate background dependence. For example, the gauge choices available should depend on the background under consideration as we will analyze later.

A curved spacetime requires, not surprisingly, more care compared with the flat background analyses2 in [15] and [16]: one should be more careful about gauge-fixings, the reduction procedure is more subtle and the computation of the propagator more challenging. (Fortunately, only the tensor structures of the propagators will be needed for calculating the counter-terms.) For exam-

---

1The equivalence between the usual formulation and ADM formulation of general relativity was questioned in [17]. The task undertaken in this work is the curved space analogues of [4,16]: quantization of gravity associated with the physical states dictated by the ADM formulation with the synchronous type gauge.

2Since renormalizability should be a local property, the curved space case is expected to work as well. However, the details of the renormalization procedure would be needed in applications to various black hole physics.
ple, the flat space gauge-fixing $K = 0$ where $K$ denotes the trace of the second fundamental form $K_{mn}$ should be modified. Nevertheless, the procedure can be carried out and we illustrate the quantization with a Schwarzschild black hole background.

As a matter of fact, the gauge-fixing of $K$ turns out to bear an interesting origin. The flat space fixing $K = 0$ is generalized to $K = K^{(0)}$ - the condition that $K$ be non-dynamical - where $K^{(0)}$ denotes the classical value. Recall that the condition $K = 0$ appeared through one of the nonlinear de Donder gauge equations and played a crucial role in the flat space quantization. More generally, $K = K^{(0)}$ arises from gauging away the trace part of the fluctuation metric: the condition $K = K^{(0)}$ is a constraint that arises from the gauge-fixing of the conformal-transformation part of the diffeomorphism, as will be analyzed in section 3. The constraint will again play a critical role analogous to that in the flat case.

The $K = K^{(0)}$ condition eventually leads to the reduction of the second fundamental form $K_{mn}$ in a manner that generalizes the flat case. (Previous works in which the relevance of a hypersurface as true degrees of freedom was noticed include [1, 18–20].) Once the reduction is established, the renormalization can be carried out similarly to the flat case. One of the complications is that the expression of the 4D Riemann tensor in terms of the 3D quantities contains more terms than in the flat case. We revisit the renormalization of the graviton one-loop two-point amplitude and also comment on other amplitudes.

The rest of the paper is organized as follows.

In section 2, we review the flat space quantization and set the stage for the curved space analysis. Some of the steps in the flat space quantization become generalized and come to carry clearer meanings in the systematic curved space analysis in section 3. In particular, we conduct an in-depth analysis of the $K = 0$ gauge. We first slightly refine our gauge-fixing strategy because of the new element, the gauge-fixing of the trace piece of the fluctuation metric. We fix the shift vector as before; in consequence the already-nondynamical $n$-field (whose non-dynamism is well known through the Hamiltonian analysis) becomes further constrained (see (12) below). We then gauge-fix the conformal part of the diffeomorphism.
After reviewing the literature that points out the unphysical nature of the trace of the fluctuation metric, we gauge away the trace. The field equation of the trace piece must be introduced as a constraint which is nothing but the $K$-constraint. Then we show that the $K = K(0)$ constraint leads to the reduction of the second fundamental form $K_{mn}$. The mathematical duality between the Riemannian foliation and totally geodesic foliation will play a crucial role. The interplay between the Lagrangian and Hamiltonian formulations will be important. The reduction of the effective action - the curved space analogue of the analysis carried out in [16] - is outlined in section 4. As in the flat case, the theory is shown to be renormalizable by a metric field redefinition at the end. We end with a summary and future directions. Appendix A has our conventions and useful identities. We show in Appendix B that a certain part of the analysis readily applies, with a slight modification, to the AdS and dS black hole cases whose full analyses are left for the future. In Appendix C, the reduction of $K_{mn}$ is further elucidated by taking an example of a scalar theory.

2 Review of flat case

It will be useful to recall the flat space quantization to set the stage for the curved case analysis. The flat case has many of the ingredients of the curved space but is simpler. Consider the Einstein-Hilbert action

$$S = \int d^4x \sqrt{-g} \, R \tag{1}$$

Let us introduce the fluctuation metric $\phi_{\mu\nu}$:

$$g_{\mu\nu} \equiv \eta_{\mu\nu} + \phi_{\mu\nu} \tag{2}$$

One can expand the action around a flat metric; to the second order of the fluctuation fields it is given by (the action has been rescaled by an overall factor 2)

$$S = \sqrt{-g} \left( -\frac{1}{2} \nabla_{\gamma} \phi^{\alpha\beta} \nabla^{\gamma} \phi_{\alpha\beta} + \frac{1}{2} \nabla_{\gamma} \phi^{\alpha}_{\alpha} \nabla^{\beta} \phi_{\beta} + \nabla_{\kappa} \phi^{\alpha\mu} \nabla^{\lambda} \phi_{\lambda\mu} - \nabla_{\lambda} \phi_{\lambda\mu} \nabla^{\mu} \phi^{\alpha}_{\alpha} \right. \tag{3}
$$

$$+ \phi^{\alpha\beta} \phi_{\gamma\delta} R_{\gamma\delta}^{\alpha\beta} - \phi^{\alpha\beta} \phi_{\gamma\delta} R^{\lambda} \gamma_{\kappa} \phi^{\alpha}_{\alpha} \phi_{\beta\gamma} - \frac{1}{2} \phi^{\alpha\beta} \phi_{\alpha\beta} R + \frac{1}{4} \phi^{\alpha}_{\alpha} \phi^{\beta}_{\beta} R + \cdots \right)$$
where the connection and the fields $R, R_{\mu\nu}, R_{\mu\nu\rho\sigma}$ are functions of the background metric and of course vanish for a flat background. However, the form of the action above is useful for the refined application of the background field method as explained in [16]. The gauge-fixing term (again rescaled by a factor 2) is given by

$$L_{g.f.} = -\left(\phi_{\mu} - \frac{1}{2} \nabla_{\mu}\phi\right)^2; \quad (4)$$

the corresponding ghost term should be added to the action above. Renormalizability can be established once one considers only the physical external states in the Feynman diagrams. Let us now take a short excursion to the Hamiltonian formalism for determination of the physical states. (The interplay between the Lagrangian and Hamiltonian will be even more important in the curved space analysis.)

A globally hyperbolic spacetime admits separation of one of the spatial coordinates $x^3$ from the rest

$$x^\mu \equiv (y^m, x^3) \quad (5)$$

where $\mu = 0, \ldots, 3$ and $m = 0, 1, 2$ and parameterization of the metric (see, e.g., [21–24] for reviews)

$$g_{\mu\nu} = \begin{pmatrix} h_{mn} & N_m \\ N_n & n^2 + h^{mn} N_m N_n \end{pmatrix}, \quad g^{\mu\nu} = \begin{pmatrix} h^{mn} + \frac{1}{n^2} N^m N^n - \frac{1}{n^2} N^m \\ -\frac{1}{n^2} N^n \quad \frac{1}{n^2} \end{pmatrix} \quad (6)$$

We consider a Schwarzschild black hole later. Only the outside of the black hole is globally hyperbolic. However, it should not matter since the renormalizability should be a local property. The coordinate $x^3$ will be taken as one of the spatial coordinates for the flat case at hand and as the radial coordinate $r$ for the black hole case later. Even though these coordinates are not the genuine time coordinates, we still call the spacetimes “globally hyperbolic.” In the ADM variables, the action takes (the total derivative terms will not be kept track of for now)

$$S = \int d^4x \ n\sqrt{-h} \left( R + K^2 - K_{mn}K^{mn} \right) \quad (7)$$

where $R$ denotes the 3D Ricci scalar

$$R : \quad 3D \text{ Ricci scalar} \quad (8)$$
(The 3D Ricci tensor and Riemann tensor will be denoted by $R_{\mu\nu}$, $R_{\mu\nu\rho\sigma}$ respectively) and

$$K_{\mu\nu} = \frac{1}{2n} \left( \mathcal{L}_{\partial_3} h_{\mu\nu} - \nabla_\mu N_\nu - \nabla_\nu N_\mu \right), \quad K \equiv h^{\mu\nu} K_{\mu\nu}. \quad (9)$$

where $\mathcal{L}_{\partial_3}$ denotes the Lie derivative along the vector field $\partial_3$ and $\nabla_\mu$ is the 3D covariant derivative constructed out of $h_{\mu\nu}$; $n$ and $N_\mu$ denote the lapse function and shift vector, respectively. The ADM form of the action reveals that they are non-dynamical. One can define the canonical momentum and straightforwardly compute the Hamiltonian. The field equations of the lapse and shift can also be easily computed in the standard manner and are imposed as constraints. They can be expressed in terms of the Lagrangian variables:

$$\mathcal{R} - K^2 + K_{\mu\nu} K^{\mu\nu} = 0 \quad (10)$$

$$\nabla_\mu (K^{\mu\nu} - h^{\mu\nu} K) = 0 \quad (11)$$

As shown in [4] and [5], the shift vector constraint (11) implies

$$\partial_\mu n = 0 \quad (12)$$

All of these (other than (12)) are standard; more details will be presented in the curved analysis for self-containedness of the paper. Let us come back to the Lagrangian description. What is important for now is the fact that the metric field equation combined with the constraints above leads to

$$\mathcal{R} = 0 \quad , \quad -K^2 + K_{\mu\nu} K^{\mu\nu} = 0 \quad (13)$$

This has been shown in several different ways in the previous works [4] [25].

The nonlinear de Donder gauge $g^{\rho\sigma} \Gamma^\mu_{\rho\sigma} = 0$ [26] [23] can be imposed; it reads, in the ADM fields,

$$(\partial_3 - N^\mu \partial_\mu) n = n^2 K$$

$$(\partial_3 - N^\mu \partial_\mu) N^\mu = n^2 (h^{\mu\nu} \partial_\nu \ln n - h^{\rho\sigma} \Gamma^\mu_{\rho\sigma}) \quad (14)$$

Several remarks are in order. As shown in [4, 5], the shift vector constraint (11) combined with the first equation of (14) and the non-dynamism of $n$ implies $K = 0$. (This ‘gauge’ seems unnatural, however, in the black hole
case, since the background does not satisfy the gauge. We will discuss a
generalization of this gauge in the next section. It turns out that $K = 0$
is actually a constraint associated with the unphysical trace piece of the
metric.)

The $K = 0$ gauge leads to the reduction of the second fundamental form
$K_{mn}$. To see this, let us first combine the $n$-field equation with trace of $h_{mn}$
field equation. The $h_{mn}$ field equation is

$$n(R_{mn} - \frac{1}{2}g_{mn}R) + \frac{1}{2}nh_{mn}K^2 + h_{mn}\partial_3 K + \frac{1}{2}nh_{mn}K_{rs}K^{rs}$$

$$- 2nK_{mp}K^p n - nK_{mn}K - h_{mp}h_{nq}\partial_3 K^{pq} = 0$$  \hspace{1cm} (15)

Multiplication of $h_{mn}$ yields

$$- \frac{1}{2}nR + \frac{1}{2}nK^2 - \frac{1}{2}nK_{rs}K^{rs} + 3\partial_3 K - h_{pq}\partial_3 K^{pq} = 0$$  \hspace{1cm} (16)

Combining this with the $n$-field constraint implies

$$3\partial_3 K - h_{pq}\partial_3 K^{pq} = 2\partial_3 K + 2nK_{pq}K^{pq} = 0$$  \hspace{1cm} (17)

Upon using the K-gauge $K = 0$, one gets

$$K_{pq}K^{pq} = 0$$  \hspace{1cm} (18)

which, after Wick rotation, implies $K_{mn} = 0$.

Before turning to the analysis of the curved case, let us now review the
renormalization of the two-point graviton amplitude in Fig 1. (We refer
to [16] for more details.) The 4D graviton propagators is given by

$$\langle \phi_{\mu\nu}(x_1)\phi_{\rho\sigma}(x_2) \rangle = P_{\mu\nu\rho\sigma} \int \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot(x_1-x_2)}}{ik^2}\frac{1}{i(\eta_{\mu\nu}\eta_{\rho\sigma} + \eta_{\mu\rho}\eta_{\nu\sigma} - \frac{1}{2}\eta_{\mu\rho}\eta_{\nu\sigma})}$$  \hspace{1cm} (19)

where, for the traceless propagator,

$$P_{\mu\nu\rho\sigma} \equiv \frac{1}{2}(\eta_{\mu\rho}\eta_{\nu\sigma} + \eta_{\mu\sigma}\eta_{\nu\rho} - \frac{1}{2}\eta_{\mu\rho}\eta_{\nu\sigma})$$  \hspace{1cm} (20)

Let us shift the metric:

$$g_{\mu\nu} \equiv \phi_{\mu\nu} + \tilde{g}_{\mu\nu} \quad \text{where} \quad \tilde{g}_{\mu\nu} \equiv \varphi_{\mu\nu} + g_{0\mu\nu}, \quad g_{0\mu\nu} = \eta_{\mu\nu};$$  \hspace{1cm} (21)
The graviton sector correlator is given by

\[-\frac{1}{2} < \left( \phi_{\alpha\beta} \phi_{\gamma\delta} \tilde{R}^{\alpha\gamma\beta\delta} - \phi_{\alpha\beta} \phi_{\gamma} \tilde{R}^{\kappa\alpha\gamma\kappa} - \phi_{\alpha} \phi_{\alpha\beta} \tilde{R} - \frac{1}{2} \phi_{\alpha}\phi_{\alpha\beta} \tilde{R} + \frac{1}{4} \phi_{\alpha}\phi_{\beta}\tilde{R} \right)^2 > \]

\[-\frac{1}{2} < \left( \phi_{\alpha\beta} \phi_{\gamma}\tilde{R}^{\alpha\gamma\beta\delta} - \phi_{\alpha\beta} \phi_{\gamma} \tilde{R}^{\kappa\alpha\gamma\kappa} - \frac{1}{2} \phi_{\alpha}\phi_{\alpha\beta} \tilde{R} \right)^2 > \]  \hspace{1cm} (22)

where the equality is due to our use of the traceless propagator. The fields with tildes are functions of \( \tilde{g}_{\mu\nu} = \eta_{\mu\nu} + \phi_{\mu\nu} \). After some algebra of integrating out \( \phi_{\mu\nu} \), one gets, for the counter-terms, (the tildes have been omitted)

\[ \Delta \mathcal{L} = - \frac{1}{2} \frac{\Gamma(\epsilon)}{(4\pi)^2} \left[ -3 R_{\mu\nu} R^{\mu\nu} - R^2 \right] \]  \hspace{1cm} (23)

The analysis for the ghost sector is parallel (but it reveals the necessity of the gauge-fixing of the trace part [16]).

3 \( K = K_{(0)} \) constraint

For the curved space generalization of \( K = 0 \) condition and other purposes, let us keep careful track of the boundary terms. The variation of the Einstein-Hilbert action leads to the equation-of-motion terms and the boundary terms that can be put into the form of

\[-2 \int_{\partial} K \]  \hspace{1cm} (24)
where $\partial$ denotes the boundary of the spacetime under consideration. Conventionally the following “counter boundary terms” are added in order to cancel the boundary term above and thereby enable one to impose the Dirichlet boundary conditions on the metric components (see, e.g., [22]):

$$2 \int_\partial K - 2 \int_\partial K^{(0)}$$

where $K^{(0)}$ denotes the value of $K$ for the background metric. The addition of $\int_\partial K^{(0)}$ is to make the action finite. With these boundary terms added, the action takes

$$S_{\text{bulk+bd}} = \int d^4x \sqrt{-g} R + 2 \int_\partial K - 2 \int_\partial K^{(0)}$$

(26)

The boundary term will be carefully examined below in the Lagrangian analysis. The analysis unravels an interesting aspect of the $K = 0$ gauge or its generalization, the $K = K^{(0)}$ constraint. The meaning of this constraint becomes even clearer in the subsequent ADM canonical Hamiltonian analysis.

### 3.1 unphysical nature of trace of metric

As stated previously, the constraint $K = K^{(0)}$ arises from gauge-fixing of the trace piece of the fluctuation metric. The full implication of the gauge-fixing of the trace piece of the fluctuation metric can be understood through the interplay of the Lagrangian and Hamiltonian analyses. It is easier to see the gauge symmetry associated with the trace piece in the Lagrangian formalism; this formalism reveals that one should introduce a constraint on $K$ at the boundary. (One may say that one sees only a hint for the constraint since the boundary term has been subtracted out; see more comments below.) The Hamiltonian analysis leads to the bulk version of the $K$-constraint.

Before we get to the Lagrangian and Hamiltonian analyses, let us recall the literature on the trace piece of the fluctuation metric [28] [29] [30]. The salient point was that the diffeomorphism contains a special form of the conformal transformation which, therefore, should be removed by gauge-fixing. This conformal transformation is associated with the trace part of the fluctuation metric. To see this in detail, let us recast the diffeomorphism transformation with a parameter $\xi^\mu$, $\delta g_{\mu\nu} = \nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu$, into the form

$$\delta g_{\mu\nu} = \frac{1}{2}(\nabla_\kappa \xi^\kappa)g_{\mu\nu} + (Lg)_{\mu\nu}$$

(27)
where \((Lg)_{\mu\nu}\) denotes the traceless part of the Lie derivative.

\[
(Lg)_{\mu\nu} \equiv \nabla_\mu \xi_\nu + \nabla_\nu \xi_\mu - \frac{1}{2} (\nabla_\kappa \xi_\kappa) g_{\mu\nu} \tag{28}
\]

As one can see, the first term of (27) takes the form of a conformal transformation. Since this particular conformal transformation is part of the gauge symmetry (i.e., the diffeomorphism), it must be fixed.

**Lagrangian and Hamiltonian analyses**

Above we have seen that the trace piece of the metric is associated with the conformal part of the diffeomorphism. The trace piece also makes the path integral ill-defined as one can see as follows. We will shortly derive the background covariant expansion of the action to the quadratic order of the fluctuation, (34). For now let us consider the flat case and the expansion

\[
\sqrt{-g} \mathcal{L} = \sqrt{-g} \left( -\frac{1}{2} \nabla_\gamma \phi^{\alpha\beta} \nabla_\gamma \phi_{\alpha\beta} + \frac{1}{4} \nabla_\gamma \phi_\alpha \nabla_\gamma \phi_\beta \right) \tag{29}
\]

and not insist on the advantage of covariance brought by the redefined application of the background field method. As noticed in the literature, the presence of the second term makes the path integral ill-defined and divergent.\(^3\)

The path integral for the curved case becomes ill-defined basically for the same reason. Let us define (see Appendix A for our conventions)

\[
g_{\mu\nu} = g_{0\mu\nu} + \phi_{\mu\nu} \tag{30}
\]

where \(g_{0\mu\nu}\) denotes the Schwarzschild metric,

\[
ds^2 = -f(r) dt^2 + \frac{1}{f(r)} dr^2 + r^2 (d\theta^2 + \sin^2 \theta d\varphi^2) \tag{31}
\]

with

\[
f(r) \equiv 1 - 2M/r \tag{32}
\]

\(^3\)There has been progress in dealing with the ‘ghost’ modes (the modes with wrong-sign kinetic terms) in the gravity with infinite number of higher derivative terms [31].
One can prevent $\phi$ from causing such pathology by gauge-fixing. At the linear level the gauge-fixing is

$$g_0^{\mu\nu} \phi_{\mu\nu} = 0 \quad (33)$$

After completing the linear level analysis, we will take up the task of nonlinear generalization of this gauge-fixing. We will now show that the condition $K = K_{(0)}$ is nothing but the corresponding constraint.

We start with the usual covariant (i.e., non-ADM) Lagrangian formalism because it is this formalism that easily reveals the non-dynamism of the trace piece. The constraint $K = K_{(0)}$ arises from the boundary term that one subtracts out in order to impose the Dirichlet boundary conditions. Therefore one may say that one sees only a hint for the constraint $K = K_{(0)}$.

For a general background, the expansion to the quadratic order is given by

$$\sqrt{-g} \mathcal{L} = \sqrt{-g} \left( -\frac{1}{2} \nabla_\gamma \phi^\alpha \nabla_\beta \phi_{\alpha\beta} + \frac{1}{4} \nabla_\gamma \phi^\alpha \nabla_\beta \phi^\beta \phi_\alpha \phi_\beta - \phi_{\alpha\beta} \phi_{\gamma\delta} R^{\alpha\gamma\beta\delta} - \phi_{\alpha\beta} \phi_{\beta\gamma} R^{\alpha\gamma\kappa} - \phi_{\alpha\beta} \phi_{\gamma\delta} R^{\alpha\beta\gamma\delta} - \frac{1}{2} \phi_{\alpha\beta} \phi_{\gamma\delta} R^{\alpha\beta\gamma\delta} \right) \quad (34)$$

Because we will make an intensive use of the functional derivative method in deriving the $K$-constraint, we illustrate derivation of some of the terms in (34) by the functional derivative method as a warm-up exercise. The functional Taylor expansion of the action (1) around a background $g_{0\mu\nu}$ is given by

$$S(g_{0\mu\nu} + \phi_{\mu\nu}) = S(g_{0\mu\nu}) + \frac{1}{2} \int \int \phi_{\alpha\beta} \phi_{\mu\nu} \frac{\delta}{\delta g_{\alpha\beta}} \frac{\delta S}{\delta g_{\mu\nu}} \bigg|_{g_{\mu\nu}=g_{0\mu\nu}} + \cdots \quad (35)$$

where the linear term has been omitted since $g_{0\mu\nu}$ is taken to be a solution of the field equation. Among the quadratic terms that appear in the expansion,

$$\frac{1}{2} \int \int \phi_{\alpha\beta} \phi_{\mu\nu} \frac{\delta}{\delta g_{\alpha\beta}} \frac{\delta S}{\delta g_{\mu\nu}} = \frac{1}{2} \int \phi_{\alpha\beta} \phi_{\mu\nu} \frac{\delta}{\delta g_{\alpha\beta}} \left[ -\sqrt{-g} \left( R^{\mu\nu} - \frac{1}{2} g^{\mu\nu} R \right) \right] \quad (36)$$

---

4If one does not subtract out the boundary term, it is not just a hint: it is a fact.

5Compared with [9], the $\phi^\alpha \phi_{\beta\gamma} R^{\beta\gamma\kappa}$-term appears with an opposite sign. The convention of [9] is such that $R_{\mu\nu} = R^\kappa_{\mu\nu\kappa}$, which differs from ours by an overall minus sign.
the most complicated contribution comes from

\[ \int \phi_{\alpha \beta} \phi_{\mu \nu} \sqrt{-g} \frac{\delta}{\delta g_{\alpha \beta}} R_{\mu \nu} = \int \phi_{\alpha \beta} \phi_{\mu \nu} \sqrt{-g} \left[ R_{\mu \nu'}^{' \nu' \nu} \frac{\delta}{\delta g_{\alpha \beta}} g_{\mu' \nu'} + g_{\mu' \nu'} \frac{\delta}{\delta g_{\alpha \beta}} R_{\mu' \nu' \nu} \right] \]  

(37)

The first term contributes to the first Riemann tensor term in (34); the second term can be further expanded:

\[ \int \phi_{\alpha \beta} \phi_{\mu \nu} \sqrt{-g} \ g_{\mu' \nu'} \frac{\delta}{\delta g_{\alpha \beta}} R_{\mu \nu'}^{' \nu' \nu} \]  

(38)

\[ = \int \phi_{\alpha \beta} \phi_{\mu \nu} \sqrt{-g} \ g_{\mu' \nu'} \left[ R_{\kappa_1 \kappa_2 \kappa_3}^{\mu} \frac{\delta}{\delta g_{\alpha \beta}} g_{\kappa_1 \mu'} g_{\kappa_2 \nu'} g_{\kappa_3 \nu'} + g_{\kappa_1 \mu'} g_{\kappa_2 \nu'} g_{\kappa_3 \nu'} \frac{\delta}{\delta g_{\alpha \beta}} R_{\kappa_1 \kappa_2 \kappa_3}^{\mu} \right] \]

The computation of the first term is straightforward and it contributes to the Riemann tensor terms. The second term requires more care; it can be computed by using (A.6) and it contributes to the first line of (34). (To get the first line of (34), the contribution from \( \frac{\delta R}{\delta g_{\alpha \beta}} \) in (36) and the gauge-fixing term should be taken into account as well.)

Let us get to one of the main tasks of this subsection: derivation of the \( K \)-constraint. The field equation of the trace piece \( \phi \) should be imposed as a constraint once it is gauge-fixed:

\[ \frac{\delta S}{\delta \phi} = 0 \]  

(39)

Note that

\[ \frac{\delta S}{\delta \phi} = \left[ \frac{\delta \phi}{\delta \phi_{\mu \nu}(x)} \right]^{-1} \frac{\delta S}{\delta \phi_{\mu \nu}(x)} = \left[ \frac{\delta \phi}{\delta \phi_{\mu \nu}(x)} \right]^{-1} \frac{\delta S}{\delta g_{\mu \nu}(x)} = g_{0 \mu \nu} \left[ \frac{\delta S}{\delta g_{\mu \nu}(x)} \right] \]  

(40)

where \( \frac{\delta S}{\delta \phi} \) is taken with the traceless part of the metric fixed, and

\[ \delta S = \int d^4 x' R_{\alpha \beta} \delta (\sqrt{-g} g^{\alpha \beta}) + \int d^4 x' \sqrt{-g} g^{\alpha \beta} \delta R_{\alpha \beta} \]  

(41)

The first term in the right-hand side yields the Einstein equation and the second term is the boundary term. We keep careful track of the boundary
terms that come from the second term. Let us examine the boundary term in detail:

\[
\int d^3 y \sqrt{-h} n^\kappa \left[ g^{\rho\sigma} \nabla_\sigma \delta g_{\rho\kappa} - g^{\rho\sigma} \nabla_\sigma \delta g_{\rho\sigma} \right]
\] (42)

The first term vanishes due to our gauge-fixing \( n = n_0, N_m = 0 \):

\[
\frac{\delta S}{\delta g_{\mu\nu}(x)} \Rightarrow \int d^4 x' \sqrt{-g} g^{\alpha\beta} \frac{\delta R_{\alpha\beta}}{\delta g_{\mu\nu}(x)}
\]
\[
= \int d^4 x' \sqrt{-g} \left[ - g^{\mu\nu} \nabla^\rho \nabla_\rho \delta^{(4)}(x' - x) \right]
\]
\[
= - \int d^3 y' \sqrt{-h} g^{\mu\nu} n^\rho \nabla_\rho \delta^{(4)}(y' - x)
\] (43)

By partially integrating one gets

\[
= \int d^3 y' \sqrt{-h} g^{\mu\nu} \delta^{(4)}(y' - x) \nabla_\rho n^\rho
\] (44)

The upshot of the analysis so far is that

\[
\frac{\delta S}{\delta \phi} \Rightarrow (g_{0\mu\nu} g^{\mu\nu}) \delta(x_0^3 - x^3) \nabla_\rho n^\rho
\] (45)

where \( x_0^3 \) denotes the boundary value of \( y^3 \). Note that \( \sqrt{-h} \) is no longer present: it has been integrated with \( \delta^3D(y' - x) \). Since the Dirichlet boundary conditions have been imposed, \( \phi_{\mu
u} \) vanishes at the boundary and \( g^{\mu\nu} \) can be replaced by \( g_0^{\mu\nu} \):

\[
\Rightarrow (g_{0\mu\nu} g_0^{\mu\nu}) \delta(x_0^3 - x^3) \nabla_\rho n^\rho
\] (46)

The factor \( \nabla_\rho n^\rho \) is another expression for \( K \),

\[
\nabla_\rho n^\rho = K
\] (47)

Since the term \( \int K_{(0)} \), which should really mean

\[
\left[ \int K \right]_{g_{\mu\nu} = g_{0\mu\nu}}
\] (48)
is added as well in order to make the action finite, we impose
\[
\delta(x_0^3 - x^3)K - \delta(x_0^3 - x^3)K_0 = 0 \quad (49)
\]
where the quantities \(K, K_0\) take their boundary values. From this the sought-for condition \(K - K_{(0)}\) results:
\[
K = K_{(0)} \text{ at boundary} \quad (50)
\]
Our next task is to derive a bulk version of (50).

The bulk version of the \(K\)-constraint can be easily seen through the ADM Hamiltonian analysis. In the ADM variables, the action takes
\[
S = \int d^4x \sqrt{-h} \left( \mathcal{R} + K^2 - K_{mn}K^{mn} \right) \quad (52)
\]
Define the 3D metric fluctuation \(q_{mn}\) through
\[
h_{mn} \equiv h_{0mn} + q_{mn} \quad (53)
\]
First we carry out the linear level analysis. Once we become more familiar with the setup through the linear exercise, we carry out the full analysis. (The crux of the nonlinear analysis is that there exists a nonlinear gauge whose linear part is the ADM analogue of (33).)

Let us expand
\[
K_{mn} = K_{(0)mn} + k_{mn} \quad (54)
\]
where \(k_{mn}\) is the fluctuation part and adopting \(N_m = 0\) gauge it is given by
\[
k_{mn} = \frac{1}{2n} \mathcal{L}_{\partial_3} q_{mn} \quad (55)
\]

\[\text{Strictly speaking, the total derivative terms should be included:}
\]
\[
R = \mathcal{R} + K^2 - K_{ab}K^{ab} + 2\nabla_\alpha(n^\beta n^\alpha - n^\alpha n^\beta) \quad (51)
\]
The total derivative terms should be distinguished from the boundary terms discussed previously: they (i.e., the total derivative terms) are present before taking any variation. The standard Hamiltonian analysis including the total derivative terms can be found, e.g., in [22]. The total derivative terms will be carefully analyzed for the present purpose in the nonlinear-level Lagrangian analysis that soon follows.
The canonical momentum conjugate to $q_{mn}$ is given by

$$\pi^{mn} = \frac{\partial(\sqrt{-g} L)}{\partial \dot{q}_{mn}} = \sqrt{-h}(-K^{mn} + K h^{mn})$$  \hspace{1cm} (56)$$

where the dot is a shorthand notation for the Lie derivative $\mathcal{L}_{\partial_3}$ acting on $q_{mn}$:

$$\dot{q}_{mn} \equiv \mathcal{L}_{\partial_3} q_{mn}$$  \hspace{1cm} (57)$$

It follows

$$\pi = 2\sqrt{-h} K , \quad K^{mn} = \frac{1}{\sqrt{-h}}\left(-\pi^{mn} + \frac{1}{2} \pi h^{mn}\right)$$  \hspace{1cm} (58)$$

One can go to the Hamiltonian formulation by the usual Legendre transformation; the bulk part of the "Hamiltonian of $x^3$-evolution" is

$$\mathcal{H} \equiv \pi^{mn} \dot{q}_{mn} - \sqrt{-g} L = \pi^{mn}(\dot{h}_{mn}) - \sqrt{-g} L - \pi^{mn} \dot{h}_{0mn}$$  \hspace{1cm} (59)$$

For any field $U$ including $n, N_m, \gamma_{mn}$, the Hamiltonian equation of motion can be written as

$$\mathcal{L}_{\partial_3} U = [U, H]_{PB}$$  \hspace{1cm} (60)$$

where ‘PB’ stands for the Poisson bracket. The fact that $K = K(0)$ can be taken for the entire range of $x^3$ follows from the commutator of

$$[q_{mn}, H]_{PB} = \mathcal{L}_{\partial_3} q_{mn}$$  \hspace{1cm} (61)$$

Multiply $h^{mn}_{0}$ on both sides

$$h^{mn}_{0}[q_{mn}, H]_{PB} = h^{mn}_{0} \dot{q}_{mn}$$  \hspace{1cm} (62)$$

The gauge $g^{\mu \nu} \phi_{\mu \nu} = 0$ in the 4D covariant formulation translates into

$$h^{mn}_{0} q_{mn} = 0$$  \hspace{1cm} (63)$$

since, after gauge-fixing, the lapse function takes $n = n_0(r)$ without any fluctuation part; by setting $h^{mn}_{0} q_{mn} = 0$, the left-hand side of (62) vanishes identically. Therefore one gets

$$h^{mn}_{0} \dot{q}_{mn} = 0$$  \hspace{1cm} (64)$$
On account of the gauge $N_m = 0$, the desired result follows from (64):

$$h_0^{mn}K_mn = h_0^{mn}K_{(o)mn} \text{ or } h_0^{mn}k_{mn} = 0$$  \hspace{1cm} (65)

For the full nonlinear analysis let us consider a $V^{mn}(h_{ab})$ where $V^{mn}$ is a yet-unknown function of $h_{ab}$ (to be determined shortly). Consider the Poisson bracket with the Hamiltonian:

$$[V^{mn}h_{mn}, H]_{PB} = \left( V^{ab} + \frac{\partial V^{mn}}{\partial h_{ab}} h_{mn} \right) \dot{h}_{ab}$$  \hspace{1cm} (66)

Let us require $V^{mn}$ to satisfy

$$\left( V^{ab} + \frac{\partial V^{mn}}{\partial h_{ab}} h_{mn} \right) = h^{ab}$$  \hspace{1cm} (67)

One can solve this iteratively as follows. In the leading order, we choose

$$V_{(o)}^{mn} = h_0^{mn}$$  \hspace{1cm} (68)

Substituting this into (67) and comparing the zeroth and first order terms gives

$$V^{mn} = h_0^{mn} + \frac{1}{2}q^m e^m + \cdots$$  \hspace{1cm} (69)

Given that $[V^{mn}h_{mn}, H]_{PB} = \mathcal{L}_{\partial_{\dot{a}}} (V^{mn}h_{mn})$ one may gauge-fix

$$\dot{V} = 2nK = 2n_0K_0$$  \hspace{1cm} (70)

which amounts to the desired gauge-fixing:

$$K = K_0$$  \hspace{1cm} (71)

4 Renormalization of S-matrix

With the preparation of the previous section, we are now ready to carry out two central steps to establish the renormalizability. The first is to show that the second fundamental form is reduced in the sense to be explained below. Whereas the mathematical duality between the Riemannian and totally geodesic foliation played a central role in the mathematical accounts
of the reduction in [5, 25], it did not really play a quantitative role in the quantization in the flat background. This should be attributed to simplicity of the flat background. As we will see below, the duality will play an important role in the present case. The second task is to explicitly carry out the renormalization for a given amplitude. For this, we will revisit the one-loop two-point graviton amplitude considered in the flat background case; we will also comment on other amplitudes.

4.1 reduction of $K_{mn}$

The gauge-fixing of the shift vector $N_m = 0$ makes the dynamics along the $x_3$ direction dependent only on the dynamics in the rest of the directions as one can see through the $\dot{\pi}_{mn}$ field equation with $N_m = 0, n = n_0$:

$$
-\dot{\pi}_{mn} = n_0 \sqrt{-h} (\mathcal{R}^{mn} - \frac{1}{2} h^{mn} \mathcal{R}) + \frac{1}{2} n_0 \sqrt{-h} (\pi^{ab} \pi_{ab} - \frac{1}{2} \pi^2) h^{mn} \\
- 2n_0 \sqrt{-h} (\pi^m n_0^m - \frac{1}{2} \pi \pi^{mn})
$$

(72)

Although the fields have the bulk dependence, this aspect becomes no longer true for the physical states. Let us determine the physical states $|_{\text{phys}}$. We require them to be annihilated by the lapse function constraint\(^7\):

$$
\left[ - K^2 + K_{mn} K^{mn} + \mathcal{R} \right] |_{\text{phys}} = 0
$$

(73)

The trace of the Einstein’s field equation in the covariant variable $g_{\mu\nu}$ vanishes

$$
R = \mathcal{R} + K^2 - K^{ab} K_{ab} + 2 \nabla_\alpha (n_\beta \nabla_\beta n^\alpha - n^\alpha \nabla_\beta n^\beta) = 0
$$

(74)

Combining these two equations, one gets

$$
\left[ \mathcal{R} + \nabla_\alpha (n_\beta \nabla_\beta n^\alpha - n^\alpha \nabla_\beta n^\beta) \right] |_{\text{phys}} = 0,
$$

(75)

which will constrain the polarization tensor eventually, and

$$
\left[ - K^2 + K^{ab} K_{ab} - \nabla_\alpha (n_\beta \nabla_\beta n^\alpha - n^\alpha \nabla_\beta n^\beta) \right] |_{\text{phys}} = 0
$$

(76)

One can check that these equations are satisfied by the Schwarzschild solution. We now require them to be satisfied as the physical state conditions\(^7\):

\(^7\)Inclusion of the total derivative terms does not affect the lapse constraint.
even after including the fluctuation. What we are up to is to expand (76) in terms of the fluctuation fields. Although (76) yields an infinite series, one may consider only the first non-vanishing order. For a reason to be explained shortly, we will consider (76) in the asymptotic regions of the radial direction. (This is in the perspective of treating the Schwarzschild geometry as perturbation to the flat geometry in the first quantization sense.) Then the first non-vanishing order is the quadratic order as we will show below.

Whereas the total derivative terms certainly contribute to the background part, they do not contribute to the fluctuation part of the constraint. The fact that they do not contribute to the fluctuation part can be seen as follows. Since $K = \nabla_\beta n^\beta$ and $K$ has been gauge-fixed to be $K = K_0$, the second term of $\nabla_\alpha (n^\beta \nabla_\beta n^\alpha - n^\alpha \nabla_\beta n^\beta)$ only contributes to the background part. The first term can be written

$$\nabla_\alpha (n^\beta \nabla_\beta n^\alpha) = \nabla_\alpha (cn^\alpha) = c \nabla_\alpha n^\alpha + n^\alpha \nabla_\alpha c$$

where we have used the fact that $n^\alpha$ can be taken as the tangent vector of a geodesic due to the mathematical duality between the Riemannian foliation and totally geodesic foliation [5,25]. (In other words, a manifold of Riemannian foliation - which our manifold is - with $\nabla_m n = 0$ admits totally geodesic foliation. Therefore one may take $n^\alpha$ as the tangent vector of the geodesic. The tangent vector of a geodesic, $u^\alpha$, satisfies $u^\beta \nabla_\beta u^\alpha = cu^\alpha$ with $c$ being a function of the parameter of the curve ($r$ for the present case.) The first term is again just a function of $r$; the second term is also a function of $r$.

As for the $K_{ab} K_{ab}$ part, one should expand it to the second order of the fields and consider the resulting expression at large $r$. Let us first contemplate the reason for considering the asymptotic region. The physical meaning of this is that one treats the Schwarzschild geometry as perturbation to the flat geometry in the first quantization sense; or one may say that we are considering renormalization associated with such asymptotic states. (For example, the curved space propagator can be computed as a perturbative series of the flat space propagator. More detailed discussion can be found in Appendix C.) It is in the same spirit that the quantum field theoretic interactions are set aside when the physical state constraints are imposed (see the footnote on page 33 in ch. 15 of [33]). One can determine the full solution of the field equation by carrying out two perturbations at the same time: the first quantized and second quantized perturbations.

The expansion of $K_{mn} K^{mn}$ up to (and including) the second order is given
where $q^{mn} = q_{rs}h^{rm}_{0}h^{rn}_{0}$. The zeroth part in the first line is combined with other zeroth parts and vanishes. (In other words, the zeroth order terms cancel among themselves in (75) and (76).) The linear part vanishes in the large-$r$ limit as one can check easily. The quadratic terms that contain the $q^{mn}$ factors similarly vanish in the limit. Finally the last term $k_{ab}h^{ac}_{0}h^{bd}_{0}$ survives in the limit, therefore the constraint leads to

\begin{equation}
  k_{mn} = 0
  \end{equation}

4.2 renormalization: an example

Let us revisit the one-loop two-point renormalization. Take the kinetic term without the trace piece: one may evaluate the path integral by taking the traceless propagator and gauge-fixing $h = 0$.

\begin{equation}
  \sqrt{-g}L_{\text{kin}} = -\frac{1}{2} \sqrt{-g} \nabla_{\gamma} \phi^{\alpha\beta} \nabla^{\gamma} \phi_{\alpha\beta}
  \end{equation}

As in the flat case, we use a traceless propagator:

\begin{equation}
  \langle \phi_{\mu
u}(x_1)\phi_{\rho\sigma}(x_2) \rangle = P_{\mu\nu\rho\sigma} \Delta(x_1 - x_2)
  \end{equation}

$P_{\mu\nu\rho\sigma}$ denotes

\begin{equation}
  P_{\mu\nu\rho\sigma} = \frac{1}{2} (g_{\mu\rho}g_{\nu\sigma} + g_{\mu\sigma}g_{\nu\rho} - \frac{1}{2} g_{\mu\nu}g_{\rho\sigma})
  \end{equation}

and $\Delta$ satisfies

\begin{equation}
  \nabla^{\mu}_0 \nabla_{0\mu} \Delta(x_1 - x_2) = \delta^{(4)}(x_1 - x_2)
  \end{equation}

where $\nabla_{0\mu}$ denotes the covariant derivative associated with $g_{0\mu}$. The perturbative analysis parallels the flat case in [16] except in the following two technical complications. The first complication comes from $\Delta(x_1 - x_2)$ which
is defined above. Although the explicit form of $\Delta$ is not needed for the divergence analysis, it will be needed for computation of the finite parts.\(^8\) By invoking the usual background independence of the background field method, we can borrow the previous result in [16] in which the one-loop counter-terms were obtained, after including the ghost contribution, as

$$\Delta \mathcal{L}_{\text{1-loop}} = -\frac{1}{2} \frac{\Gamma(\epsilon)}{(4\pi)^2} \sqrt{-g} \left[ \frac{17}{15} R_{\mu\nu} R^{\mu\nu} - \frac{34}{15} R^2 \right]$$  \(84\)

More precisely speaking, one needs to expand this around $g_{0\mu\nu}$ to the second order in the fluctuation fields in order to obtain the counter-terms for the two-point amplitude.

The other complication lies in the reduction of the 4D covariant quantities. As in the flat case, the counter-terms will be expressed in terms of various contractions of $R_{\mu\nu\rho\sigma}$. The reduction of these quantities deserves some attention. As commented in [16], this particular step is not necessary at one-loop. It will be needed, however, for higher-loop amplitudes such as a two-loop three-point amplitude.

The bulk quantities and the hypersurface quantities are related as follows (see, e.g., [27]): the components of the Riemann tensor are (the index $n$ is not to be confused with the lapse function $n$)

$$R_{mn} = R^{(3)}_{mn} + K_{mq}K_{np} - K_{mp}K_{nq}$$  \(85\)

$$R_{3mn} = N^l \left( R^{(3)}_{lmnp} + K_{lp}K_{mn} - K_{ln}K_{mp} \right) - n(\nabla_n K_{mp} - \nabla_p K_{mn})$$  \(85\)

$$R_{m3\bar{3}} = N^l \left[ N^r \left( R^{(3)}_{rmlp} + K_{rp}K_{ml} - K_{rl}K_{mp} \right) - n(\nabla_l K_{mp} - \nabla_p K_{ml}) \right]$$

$$- n \left( \mathcal{L}_{(\partial_3 - N\partial_q)} K_{mp} + \nabla_m \nabla_p n \right) + n \left( N^l (\nabla_m K_{lp} - \nabla_p K_{ml}) + nK_{mr}K^r \right);$$

the components of the Ricci tensor and scalar, respectively, are

$$R_{mn} = \mathcal{R}_{mn} - \frac{1}{n} \left( \mathcal{L}_{(\partial_3 - N\partial_q)} K_{mn} + \nabla_m \nabla_n n \right) - KK_{mn} + 2K_{ml}K^l_{mn}$$

$$R_{m3} = N^l \left[ \mathcal{R}_{ml} - \frac{1}{n} \left( \mathcal{L}_{(\partial_3 - N\partial_q)} K_{ml} + \nabla_m \nabla_l n \right) - KK_{ml} + 2K_{ml}K^r \right] - n(\nabla_m K - \nabla_l K^l_m)$$

$$R_{33} = N^m N^n \left[ \mathcal{R}_{mn} - \frac{1}{n} \left( \mathcal{L}_{(\partial_3 - N\partial_q)} K_{mn} + \nabla_m \nabla_n n \right) - KK_{mn} + 2K_{ml}K^l \right]$$

$$- n(\mathcal{L}_{\partial_3} K + \nabla_l \nabla^l n) - n^2 K_{lr}K^{lr} + 2nN^r \nabla_l \left( K_{lr} - \frac{1}{2} h_{lr} K \right)$$  \(86\)

\(^8\)The analysis of the finite parts will be pursued elsewhere.
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and

\[ R = \mathcal{R} - K_{mn}K^{mn} - K^2 - \frac{2}{n} \left( \mathcal{L}_{(\partial,3-Nq\partial_q)}K + \nabla_m \nabla^m n \right) \]  \hspace{1cm} (87)

These expressions are before any gauge-fixing. Let us illustrate the procedure by taking \( R_{\kappa_1\kappa_2\kappa_3\kappa_4} \). First, we enforce the gauge-fixings and constraints:

\[ N_m = 0, \quad n = n_0(r), \quad \nabla_m n = 0 \]  \hspace{1cm} (88)

The Riemann tensor expressions get substantially simplified:

\[
\begin{align*}
R_{mnpq} &= \mathcal{R}_{mnpq} + K_{mq}K_{np} - K_{mp}K_{nq} \\
R_{3mnp} &= -n_0(\nabla_n K_{mp} - \nabla_p K_{mn}) \\
R_{m3p3} &= -n_0\mathcal{L}_{\partial_q} K_{mp} + n_0^2 K_{mr}K^r_p
\end{align*}
\]  \hspace{1cm} (89)

The result (79) implies that one can replace \( K_{mn} \) by

\[ K_{mn} = K_{0mn} \]  \hspace{1cm} (90)

Finally use the following relation

\[
\mathcal{R}_{mnr} = \left( \mathcal{R}_{mr} - \frac{1}{4} \mathcal{R}h_{mr} \right)h_{ns} - \left( \mathcal{R}_{ms} - \frac{1}{4} \mathcal{R}h_{ms} \right)h_{nr} + \left( \mathcal{R}_{ns} - \frac{1}{4} \mathcal{R}h_{ns} \right)h_{ms} - \left( \mathcal{R}_{nr} - \frac{1}{4} \mathcal{R}h_{nr} \right)h_{ms}
\]  \hspace{1cm} (91)

It will be possible to absorb the counter-terms by the following metric redefinition almost as in the flat case,

\[ g_{\mu\nu} \rightarrow g_{\mu\nu} + c_1 g_{\mu\nu} R + c_2 R_{\mu\nu} + c_3 s_{\mu\nu} \]  \hspace{1cm} (92)

Because of the presence of the terms that contain \( K_{mn} \)-factors in (89), another tensor, \( s_{\mu\nu} \), is present compared with the flat case. (We have more on this in the conclusion.) It will be worthwhile to explicitly carry the procedure out for three-point amplitudes; however, this task will not be pursued here.

5 Conclusion

In this work we have extended the quantization of gravity in the flat background to a Schwarzschild black hole background. We have shown that the
crucial gauge condition $K = 0$ in the flat case is generalized to $K = K_{(0)}$, a constraint arising from the gauge-fixing of the conformal part of the diffeomorphism. This constraint led to reduction of $K_{mn}$. The duality between the Riemannian and totally geodesic foliations and the interplay between the Lagrangian and Hamiltonian analyses were essential for the reduction. Renormalization of the one-loop two point amplitudes has been revisited; much of the flat case analysis could be carried over.

The fact that the reduction of the physical states occurs after gauge-fixing four gauge parameters is worth noting. In other words, regardless whether one adopts the approach of [4,15] (in which the bulk and hypersurface gauge symmetry were gauge-fixed) or that of [16] (in which only the bulk gauge symmetry was fixed at the off-shell level), the reduction of the physical states takes place once the shift vector and the trace of the fluctuation metric are gauge-fixed.

There are several future directions. One direction is to carry out more complete one-loop two-point renormalization including the finite terms and renormalization conditions. For this, one should fully evaluate the Feynman propagator and carry out the double perturbation theory mentioned in Appendix C. An elaborate analysis of scales and/or renormalization group flow would be involved. One would presumably need to introduce 3D cosmological function terms (they will be used in the renormalization associated with the presence of $s_{\mu\nu}$ in (92)) and we would expect the virtual boundary terms [34] to play a role.

Another direction is to analyze the running of the coupling constant, which would require computation of several three-point functions. The flat case has not been analyzed yet so one may consider the flat case first. The metric field redefinition may carry a deeper physical meaning; it would be interesting to explore this issue either in the flat case or the black hole case.

It would also be worthwhile to explore whether slight modifications of the present work could render it applicable to (A)dS black hole cases. A certain part of the modifications is straightforward and has been presented in Appendix B.

We will report on some of these issues in the near future.
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A Conventions and identities

The signature is mostly plus:

$$\eta_{\mu\nu} = (-,+,+,+)$$  \hfill (A.1)

All the Greek indices are four-dimensional

$$\alpha, \beta, \gamma, \ldots, \mu, \nu, \rho \ldots = 0, 1, 2, 3$$  \hfill (A.2)

and all the Latin indices are three-dimensional

$$a, b, c, \ldots, m, n, r \ldots = 0, 1, 2$$  \hfill (A.3)

Our definitions of the Riemann tensor, Ricci tensor and Ricci scalar are

\[
R^\rho_{\sigma\mu\nu} \equiv \partial_\mu \Gamma^\rho_{\nu\sigma} - \partial_\nu \Gamma^\rho_{\mu\sigma} + \Gamma^\rho_{\mu\lambda} \Gamma^\lambda_{\nu\sigma} - \Gamma^\rho_{\nu\lambda} \Gamma^\lambda_{\mu\sigma} \\
R_{\mu\nu} \equiv R^\kappa_{\mu\kappa\nu}, \quad R \equiv R^\nu_{\nu}
\]  \hfill (A.4)

Although the Christoffel itself is not a tensor, its variation is and can be expressed in terms of the covariant derivative (see, e.g., [23]):

\[
\delta \Gamma^\lambda_{\mu\nu} = \frac{1}{2} g^{\lambda\kappa} (\nabla_\mu \delta g_{\nu\kappa} + \nabla_\nu \delta g_{\mu\kappa} - \nabla_\kappa \delta g_{\mu\nu})
\]  \hfill (A.5)

One can also show that

\[
\delta R^\rho_{\sigma\mu\nu} = \nabla_\mu \delta \Gamma^\rho_{\nu\sigma} - \nabla_\nu \delta \Gamma^\rho_{\mu\sigma}, \quad \delta R_{\mu\nu} = \nabla_\rho \delta \Gamma^\rho_{\mu\nu} - \nabla_\nu \delta \Gamma^\rho_{\rho\mu}
\]  \hfill (A.6)

The fluctuation metric $\phi_{\mu\nu}$ is defined through

$$g_{\mu\nu} \equiv g_{0\mu\nu} + \phi_{\mu\nu}$$  \hfill (A.7)

The indices of $\phi_{\mu\nu}$ are raised and lowered by $g^{0\mu\nu}, g_{0\mu\nu}$. The following short-hand notations were used in some places:

$$\phi \equiv g^{0\mu\nu} \phi_{\mu\nu}, \quad \phi^\mu \equiv \partial_\kappa \phi^{\kappa\mu}$$  \hfill (A.8)

For the refined application of the background field method, an additional shift $\phi_{\mu\nu} \equiv \phi_{B\mu\nu} + h_{\mu\nu}$ was made:

$$g_{\mu\nu} = g_{0\mu\nu} + \phi_{B\mu\nu} + h_{\mu\nu}$$  \hfill (A.9)
The graviton propagator is given by\footnote{The ghost propagator is given by}
\[
< \phi_{\mu\nu}(x_1)\phi_{\rho\sigma}(x_2) > = P_{\mu\nu\rho\sigma} \Delta(x_1 - x_2) \tag{A.11}
\]
where, for the traceless propagator,
\[
P_{\mu\nu\rho\sigma} \equiv \frac{1}{2} \left( g_{\mu\rho}g_{\nu\sigma} + g_{\mu\sigma}g_{\nu\rho} - \frac{1}{2} g_{\mu\nu}g_{\rho\sigma} \right); \tag{A.12}
\]
it satisfies
\[
P_{\mu\nu\kappa_1\kappa_2}P^{\kappa_1\kappa_2}_{\rho\sigma} = P_{\mu\nu\rho\sigma} \tag{A.13}
\]
For a flat background,
\[
\Delta(x_1 - x_2) = \int \frac{d^4k}{(2\pi)^4} \frac{e^{ik\cdot(x_1-x_2)}}{ik^2} \tag{A.14}
\]
As for the induced 3D metric:
\[
h_{mn} \equiv g_{\alpha\beta}e^\alpha_m e^\beta_n, \quad h^{\alpha\beta} \equiv h^{mn}e^\alpha_m e^\beta_n, \quad g^{\alpha\beta} = \varepsilon^{\alpha\beta}u^{\alpha}u^{\beta} + h^{\alpha\beta} \tag{A.15}
\]
where $h^{mn}$ is the inverse of the induced metric
\[
e^\alpha_m \equiv \frac{\partial x^\alpha}{\partial y^m} \tag{A.16}
\]
The 3D Ricci scalar, Ricci tensor and Riemann tensor are denoted respectively by
\[
\mathcal{R}, \mathcal{R}_{mn}, \mathcal{R}_{mpnq} \tag{A.17}
\]
The 3D fluctuation metric is introduce through
\[
h_{mn} \equiv h_{0mn} + q_{mn} \tag{A.18}
\]
The second fundamental form splits accordingly:
\[
K_{mn} = K_{(0)mn} + k_{mn} \tag{A.19}
\]
where $K_{(0)mn}$ denotes the classical value and
\[
k_{mn} \equiv \frac{1}{2n} \mathcal{L}_{\partial^3} q_{mn} \tag{A.20}
\]
after $N_m = 0$ gauge.
B AdS and dS black hole cases

Much of the analysis in section 3.1 can be carried over to the AdS and dS case black holes.

$$S = \int d^4x \sqrt{-g} \ (R - 2\Lambda) \quad (B.1)$$

The $\gamma_{mn}$ field equation is (we have set $N_m = 0$)

$$n(R_{mn}^{(3)} - \frac{1}{2}\gamma_{mn} R^{(3)}) + \frac{1}{2}n\gamma_{mn}K^2 + \gamma_{mn}\partial_3 K + \frac{1}{2}n\gamma_{mn}K_{rs}K^{rs}$$

$$-2nK_{mp}K^{p}_n - nK_{mn}K - \gamma_{mp}\gamma_{nq}\partial_3 K^{pq} = -\Lambda n\gamma_{mn} \quad (B.2)$$

Multiplying $h^{mn}$, one gets

$$-\frac{1}{2}nR^{(3)} + \frac{1}{2}nK^2 - \frac{1}{2}nK_{rs}K^{rs} + 3\partial_3 K - h_{pq}\partial_3 K^{pq} = -3n\Lambda \quad (B.3)$$

Combined with the $n$-field equation, $R^{(3)} - K^2 + K_{mn}K^{mn} = 2\Lambda$, the equation above becomes

$$3\partial_3 K - h_{pq}\partial_3 K^{pq} + 2n\Lambda = 2\partial_3 K + 2nK_{pq}K^{pq} + 2n\Lambda = 0 \quad (B.4)$$

C Schwarzschild geometry as perturbation to flat background

In this appendix, we elaborate on the statement above (78), the rationale behind the consideration of the asymptotic $r$-region. To illustrate the idea and avoid inessential complications, let us consider a $\lambda\Phi^3$ scalar theory in the Schwarzschild background

$$S = \int d^4x \sqrt{-g} \left[ -\frac{1}{2}g^{\mu\nu}_0 \nabla_\mu \Phi \nabla_\nu \Phi - \frac{\lambda}{3!}\Phi^3 \right] \quad (C.1)$$

and its field equation,

$$g^{\mu\nu}_0 \nabla_\mu \nabla_\nu \Phi - \frac{1}{2}\lambda\Phi^2 = 0 \quad (C.2)$$
where $\nabla_{0\mu}$ denotes the covariant derivative whose connection is constructed out of $g_{0\mu\nu}$. The Laplacian is given by

$$\nabla^2 = - \frac{1}{f} \frac{\partial^2}{\partial t^2} + \left( f \frac{1}{r^2} \frac{\partial^2}{\partial r^2} r + f' \frac{\partial}{\partial r} \right) - \frac{\tilde{L}^2}{r^2}$$

$$\tilde{L}^2 = - \left[ \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial}{\partial \theta} \right) + \frac{1}{\sin^2 \theta} \frac{\partial^2}{\partial \phi^2} \right]$$

$$\tilde{L}^2 Y_{lm} = l(l+1)Y_{lm} \quad (C.3)$$

where

$$f \equiv 1 - \frac{2M}{r} \quad (C.4)$$

The solution of the field equation can be computed perturbatively by writing it as

$$\Phi(x) = \rho(x) + \int_y \Delta_M(x - y)V_\Phi(y)\Phi(y) \quad (C.5)$$

where the $\rho$ field satisfies

$$\nabla^2_0 \rho(x) = 0 \quad (C.6)$$

and $\Delta_M(x - y)$ denotes the position space Feynman propagator satisfying

$$\nabla^2_0 \Delta_M(x - y) = -\delta^{(4)}(x - y) \quad (C.7)$$

The field theoretic potential $V_\Phi$ is defined by

$$V_\Phi \equiv -\frac{1}{2} \lambda \Phi \quad (C.8)$$

It is possible to formulate the perturbation theory of scattering amplitudes in terms of (C.5) (see, e.g., [35]). Treating the Schwarzschild geometry as perturbation to the flat geometry - which is a perturbation in terms of the black hole mass parameter $M$ - becomes relevant when one tries to compute $\Delta_M(x - y)$ perturbatively. More specifically, the curved space Laplacian can be split, after separating out the Minkowski piece from the rest, into two pieces:

$$\eta^{\mu\nu} \partial_\mu \partial_\nu + \left[ \left( - \frac{6M}{r^2} + \frac{4M^2}{r^3} \right) \frac{\partial}{\partial r} + \left( - \frac{4M}{r} + \frac{4M^2}{r^2} \right) \frac{\partial^2}{\partial r^2} + \frac{2M}{r^3} \mathbf{L}^2 \right] \quad (C.9)$$
We can treat the term in the square bracket as a quantum mechanical perturbation

\[ v_M \equiv \left( -\frac{6M}{r^2} + \frac{4M^2}{r^3} \right) \frac{\partial}{\partial r} + \left( -\frac{4M}{r} + \frac{4M^2}{r^2} \right) \frac{\partial^2}{\partial r^2} + \frac{2M}{r^3} L^2 \]  

(C.10)

and compute \( \Delta_M \) by employing quantum mechanical perturbation theory just as one computes \( \Phi \) by employing the quantum field theoretical perturbation theory. Overall, one computes the field \( \Phi \) by employing a “double perturbation theory”: one in the mass parameter \( M \) and the other in the quantum field theoretic interaction \( V_\Phi \).

In the gravity case, one has an additional constraint, (76), that does not exist in the scalar theory. The leading order of the quantum mechanical and field theoretic potentials leads to \( k_{mn} = 0 \) as we have seen in the main body.
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