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In an effort to regulate Machine Learning-driven (ML) systems, current auditing processes mostly focus on detecting harmful algorithmic biases. While these strategies have proven to be impactful, some values outlined in documents dealing with ethics in ML-driven systems are still underrepresented in auditing processes. Such unaddressed values mainly deal with contextual factors that cannot be easily quantified. In this paper, we develop a value-based assessment framework that is not limited to bias auditing and that covers prominent ethical principles for algorithmic systems. Our framework presents a circular arrangement of values with two bipolar dimensions that make common motivations and potential tensions explicit. In order to operationalize these high-level principles, values are then broken down into specific criteria and their manifestations. However, some of these value-specific criteria are mutually exclusive and require negotiation. As opposed to some other auditing frameworks that merely rely on ML researchers’ and practitioners’ input, we argue that it is necessary to include stakeholders that present diverse standpoints to systematically negotiate and consolidate value and criteria tensions. To that end, we map stakeholders with different insight needs, and assign tailored means for communicating value manifestations to them. We, therefore, contribute to current ML auditing practices with an assessment framework that visualizes closeness and tensions between values and we give guidelines on how to operationalize them, while opening up the evaluation and deliberation process to a wide range of stakeholders.
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1 INTRODUCTION
In recent years, it has become clear that algorithmic systems might encode harmful biases and might lead to unfair outcomes [133, 158]. The dangers of using Machine Learning (ML) in Computer Vision (CV) [31] or Natural Language Processing (NLP) [8, 21, 44, 111, 153], for assessing recidivism [170], for candidate screening [146] and for recommending content on social media platforms [99, 142, 148, 192] have been pinpointed. The origins of harmful algorithmic bias\(^1\) might

\(^1\)Following the approach adopted by Shen et al. [158], we will distinguish between harmful algorithmic biases and harmful algorithmic behaviors, since not all harmful algorithmic behaviors originate from biases and not all algorithmic biases are necessarily harmful [28].
be diverse [158, 165]. Just to mention a few, representativeness issues, play a key role in disparate algorithmic performance [3, 34]. The way in which data is collected [21, 144] and labelled [39, 51, 144] is a major menace to data soundness. Beyond the data generation process, aggregation, learning, evaluation and deployment biases have been identified throughout the ML pipeline [165]. In response to harmful algorithmic bias, current auditing processes [2, 151, 181] have provided numerous useful bias detection techniques [10, 17, 19, 51, 91, 184, 185, 188].

However, harmful algorithmic behavior is not limited to biases encoded in the ML life cycle [158]. The lack of social and cultural context in the mathematical representation of socio-technical systems [124, 158] or the omission of changing practices and long-term effects of the deployed systems [29, 42, 95, 108] are also some problematic aspects that are hardly considered in current auditing processes. Such processes mostly consist of quantitative analysis for assessing the conformance of those systems to applicable standards [94], rather than additionally gaining insights into their contextual implications [147, 158]. Furthermore, these auditing approaches solely rely on ML researchers, and practitioners, who can fail to detect issues that arise from context-dependent unanticipated circumstances during usage time [158].

In this paper, we argue that: firstly, assessment processes for algorithmic systems should go beyond bias auditing and take into account additional high-level values that are outlined in Artificial Intelligence (AI) ethics documents [11, 36, 57, 60, 75, 93, 96, 127, 139, 168, 172]. Contestability, for example, has been identified as a key value of algorithmic systems, but there is still little guidance on what contestability requires [121]. In order to provide a good coverage of values that deal with principled algorithmic behavior, we develop a value-based assessment framework, where contextual conditions are considered along with quantifiable measurements. We organize such values in a circular layout with two bipolar dimensions. As claimed by Friedman et al. [65], values do not exist in isolation. They are situated in a delicate balance and touching one value might have implications in another value [65]. This means that value interactions need to be taken into account when making choices about value prioritization and situating algorithmic systems in a space of trade-offs [15]. The circularity of our framework makes such interactions explicit and facilitates the identification of common motivations and tensions among values.

Secondly, an assessment process should give tangible guidelines for the operationalization of values, so as to eventually put ethics into practice following a context-aware approach [159]. To this end, each value in our framework is broken down into criteria manifested through quantifiable indicators, process-oriented practices or signifiers. These value-specific criteria and their manifestations can be used either as a checklist if our framework is applied for evaluating a system that is already developed, or for promoting such values if it is being used during design time.

Thirdly, assessment processes should allow critical reflection on algorithmic systems and engage in conflictual plural-ity. Inevitable value tensions inherent in the nature of socio-technical systems [78] require spaces for ethical discussions [159], that can benefit from the insights of multiple stakeholders beyond ML practitioners [15, 158]. To enable fruitful

---

1We will use the term *auditing* processes to refer to external audits, where third parties only have access to model outputs [152]. We will use the term *assessment* processes to refer to an evaluation process that is applied "throughout the development process and that enables proactive ethical intervention methods" [147]. We will not use the term *Internal Audit* defined by Raji and Smart [147] to avoid erroneous inferences that would limit the stakeholders of our framework to the employees of an organization.

2We will adopt the definition of *values* used in philosophy of science, following Birhane et al. [26]. Values of an entity are, thus, defined as properties that are desirable for that kind of entity.

3Our strategy follows the definition by Shahin et al. [157], where "operationalizing values" is defined as the process of identifying values and translating them into concrete system specifications that can be implemented.

4We adopt the definition given by Don Norman in his 2013 edition of "The Design of Everyday Things". Signifiers are perceivable cues of an affordance, affordances being "the relationship between the properties of an object and the capabilities of the agent that determine how the object could be possibly used". In this paper, the "object" in question is the ML-driven system.

5We understand *conflictuality* as a solution for dealing with the "figure of alterity". Unlike *conflict*, it represents a method for linking opposing views and opening out onto the exercise of thinking [66]
multi-stakeholder discussions [115], we map and match value-specific communication means with different stakeholders.

We, therefore, contribute with:

- A review of prominent high-level values in AI ethics and translation into specific criteria through the:
  - Design of an assessment framework that facilitates the identification of common motivations and tensions among values encoded in ML-driven systems.
  - Definition of guidelines to deal with the complex middle ground between abstract values and concrete system specifications.
- Translation of value-specific criteria into manifestations that are understandable for diverse stakeholders through the:
  - Review of available means to communicate value manifestations to different stakeholders based on their insight needs and nature of knowledge.
  - Definition of steps to introduce those communication means into multi-stakeholder deliberation dynamics.

The remainder of the paper is organized as follows: in section 2, we analyze related work for documenting and auditing ML systems. We also introduce the theoretical basis of our framework. Section 3 describes and justifies the selected values, criteria and manifestations and their arrangement in our framework. Section 4 maps the stakeholders involved in the algorithm evaluation process and reviews the available means for communicating system-specific information to them. In sections 3 and 4, we illustrate the necessary steps for navigating our framework through an example in the area of life insurance application. We discuss our approach, its implications, and future lines of work in section 5, and we conclude this paper in section 6.

2 BACKGROUND AND RELATED WORK

In this section, we survey current practices for documenting and auditing technical specifications of algorithmic systems. We also provide the theoretical basis of our framework.

2.1 Background

2.1.1 Standardized documentation. In order to facilitate the audit of ML-driven systems, it is important that technical specifications are collected and documented in a standardized way. So far, ML system documentation practices are limited to datasets and models.

*Documenting datasets.* Recent studies in documentation practices for ML datasets claim the need for greater data transparency [92]. Since the quality of the prediction made by the ML system highly depends on the way the data has been collected, the need for setting rigorous practices (as it is the case in other areas of knowledge, such as social sciences or humanities [70]) has been highlighted [144]. Likewise, the choice of what data to collect and how to collect this data is in itself a value-laden decision [46, 155]. To standardize documentation for ML datasets and make data-related decisions more transparent for other practitioners, various methodologies have been suggested in the last years, “Datasheets” [69] and “Dataset Nutrition Labels” [88], for instance. For NLP techniques, “Data Statements” are regarded as a dataset characterization approach that helps developers anticipate biases in language technology and understand how these can be better deployed [20].

*Documenting models.* In addition to documenting datasets, the importance of disclosing the technical characteristics of ML models has also been emphasized. A good example of model documentation practices are the “Model Cards” [130].

2.1.2 Auditing techniques. Various methodologies and tools for incorporating auditing tasks into the Machine Learning workflow have been suggested. Aequitas [151] is an open source toolkit to detect traces of bias in models. The toolkit
designed by Saleiro et al. [151] facilitates the creation of equitable algorithmic decision-making systems where data scientists and policymakers can easily use Aequitas for model selection, evaluation and approval. Wilson et al. [181] described a framework that helps ensure fairness in socio-technical systems, and used it for auditing the model of the startup pymetrics. Adler et al. [2] studied auditing techniques for black-box models to discover whether proxy variables linked to sensitive attributes indirectly influence the predictions of the system. The end-to-end “Internal Audit Framework” suggested by Raji and Smart [147] is of special interest for justifying the need of setting specific guidelines to enable multi-stakeholder deliberation in assessment processes. It consists of five main stages where the need for stakeholder diversity is highlighted, e.g. the scoping stage calls for covering a “critical range of viewpoints” to review the ethical implications of the system use case.

2.1.3 Motivation. While standardized documentation practices [20, 69, 88, 130] and audits [2, 151, 181] have been influential methodologies for dealing with harmful algorithmic bias, their scope is limited to performing quantitative analysis over data and model outputs so as to ensure compliance with applicable standards [94]. Such an approach does not deal with additional ethical values which cannot be easily quantified [115] and that are essential for ensuring desirable algorithmic behavior. One could argue that “Datasheets” [69] and “ModelCards” [130] already devote a section to the description of ethical considerations of datasets and models. Yet, there are no specific guidelines on how to identify ethical issues. As Shklovski et al. [159] discovered, technical people both in industry and academia struggle to identify what an ethical issue entails. To address this caveat, as part of our value-based framework, we give tangible guidelines for putting ethics into practice [133, 159]. We operationalize each high-level value into actionable value criteria and their manifestations. One could also argue that Raji and Smart [147] already included an Ethics Review as part of their end-to-end internal audit framework. Indeed, they exemplified such a review by describing ethical considerations and potential mitigation strategies against bias and privacy threats for a smile detection system. However, this review does not address most of the values that are referred in AI ethics documents. We fill in this gap by offering a good coverage of values to examine, including those that normally go unnoticed in current documenting and auditing practices.

2.2 Accounting for human values in the assessment of algorithmic systems

Our ML assessment framework identifies and arranges values encoded in algorithmic systems by covering prominent principles in AI ethics and organizing them in a circular structure.

2.2.1 Addressing human values in technology. For the definition of our value-based framework, we followed other theoretically grounded approaches, such as Value Sensitive Design (VSD) [65]. VSD represents a pioneering endeavour where human values are proactively considered throughout the process of technology design [45]. Just as VSD does with interactive systems, we address the need to account for human values during the design, implementation, use, and evaluation [45] of algorithmic systems. To this end, we select and define values involved in ML-driven systems, and we identify stakeholders that will be in contact with such systems and whose standpoints need to be considered. Our approach resonates with conceptual investigations described in VSD literature [45].

The circular nature of our framework is inspired by Schwartz’s Theory of Basic Human Values [156]. This theory identifies individual value priorities based on ten basic personal values. Values are arranged in a circular form and categorized in four quadrants. These quadrants are located in two bipolar dimensions, which visualize “oppositions between competing values”. In addition, adjacency between values denotes a common motivation, which results in these values forming a circular continuum. The advantage of adopting a circular arrangement, like the one suggested by Schwartz, for ML-driven systems is that value commonalities and trade-offs can be easily identified thanks to their
positioning. Considering the struggles of technical people when addressing ethical issues [159], an explicit representation of value interactions will facilitate the analysis of trade-offs and decision-making about value prioritization.

2.2.2 Ethical principles for ML-driven systems. The values considered in our assessment framework cover prominent principles outlined in AI ethics. In the last five years, many institutions have studied and defined high-level principles that AI systems should follow [60]. As a matter of fact, documents that aim at guiding the “ethical development, deployment and governance of AI” are converging into a common set of principles [132, 133]. However, high-level principles are far from being actionable [133] and it is necessary to provide answers on how to proceed [4]. Efforts for going from “what” to “how” \(^7\) include the review carried out by Morley et al. [133], where available tools for operationalizing ethical principles were examined. Similarly, the AI Ethics Impact (AIEI) Group designed a framework for rating the presence of ethical principles in AI systems, getting inspiration from energy efficiency labels [3].

Our value-based framework differs from previous applied ethics frameworks [3, 133] in various ways. Firstly, we arrange values in a circular form, which makes it easier to navigate common motivations and trade-offs between values. Although such common motivations and trade-offs can be inferred from current AI ethics documents, we make them explicit by arranging values in a geometrically meaningful way. This is especially useful for identifying overlaps between values that are adjacent to each other and for detecting potential value tensions that need to be negotiated and consolidated. Secondly, we do not limit our ethics framework to a mere checklist. We follow Shklovski et al. [159] and combine the enumeration of tangible and actionable value manifestations with the generation of an open space for ethical debate.

As opposed to the deterministic approach adopted by the AIEI group [3], we map communication means for facilitating ethical reflections of algorithmic systems and for addressing ethical issues in practice [159]. Thirdly, as opposed to previous applied ethics frameworks [3, 133], we embrace diversity in ethical reflections and deal with the complexities that arise from plurality. In order to facilitate multi-stakeholder discussions, we match available communication means for addressing different value manifestations with stakeholders that present different insight needs.

3 DESIGN OF OUR VALUE-BASED FRAMEWORK

In this section, we describe the composition of our value-based framework and justify its arrangement. We provide the definition of each of the selected values and the derived criteria and manifestations.

3.1 Methodology for reviewing values, criteria and manifestations in ML-driven systems

To design our framework, we analysed documents outlining high-level ethical principles that ML systems should follow. Our starting point was the review performed by Fjeld et al. [60], where principles coming from governments, inter-governmental organizations, multiple stakeholders, the private sector, and the civil society were examined. In their review, Fjeld et al. identify nine key themes, some of which overlap with the values outlined in our framework. The identification of prominent high-level values was also complemented with other reviews [3, 26, 43, 86, 133]. To identify the criteria that define the fulfilment of prominent high-level values, we navigated the visual representation provided by Fjeld et al. [60] and accessed the documents that offer a higher coverage of the value in question. For instance, for the value of privacy, one of our main references has been the GDPR [56].

We went from criteria to value manifestations through an extensive exploration of available value-specific reviews that identify such manifestations. For instance, for the value of security Xiong et al. [183] presented a thorough study

\(^7\) Expression used by Morley et al. [133] to refer to the operationalization of ethical principles in AI. The ‘what’ refers to the ethical principles themselves, whereas the ‘how’ refers to the act of putting such principles into practice.
of mechanisms used for securing the ML pipeline against external threats. For explainability, Barredo-Arrieta et al. [18] put together more than four hundred references and mapped strategies in the field of Explainable Artificial Intelligence [18]. We partly rely on such reviews for identifying value manifestations because our contribution lies in covering and putting together a set of values and their manifestations in ML-driven systems to end up with a “health-check” for assessing algorithmic systems, rather than rediscovering such value manifestations ourselves. Similarly, for the values of performance and fairness, we only included the main value manifestations that represent the basis for any other derived metrics. That is to say, just as Verma et al. [177] did, we outline the main quantifiable indicators (false positives, false negatives etc) used for measuring performance and fairness, but we are aware that many other metrics that derive from these ones can be insightful for specific contexts. Dealing with such compound metrics is out of the scope of this work.

3.2 Assessment of algorithmic systems through a circular value-based framework

Our resulting ML assessment framework arranges values in a circular form (figure 1). Adjacency between values denotes a common motivation and oppositions between competing values are represented through two bipolar dimensions. For instance, adjacency between privacy and security denotes a common objective towards the protection of sensitive information [60, 150] and resilience to external threats [127]. The trade-off between privacy and explainability, on the other hand, is made explicit by their opposing positioning in our circular framework. High-level values are then broken down into specific criteria and their manifestations, as indicated in figure 2. Criteria defining a specific value ultimately represent a set of questions to be asked as part of the assessment process to ensure the fulfillment of the value in question—if the framework is being applied before deployment—or the promotion of a specific value—if the framework is being applied during design time. These sets of criteria are not unique and exclusive to one value. For instance, when defining the criteria for privacy we refer to “data protection”, which is also involved in security in the form of “resilience to attacks”. These overlaps are precisely what we want to highlight and make explicit thanks to the circularity of our framework and adjacency between values.

Manifestations are classified in three groups depending on their nature: (1) Quantifiable indicators are specific measurable parameters that numerically manifest the (lack of) adequacy in the standards set for a criterion (magenta). (2) Process-oriented practices are actions and mechanisms implemented during the ML development or deployment process that advocate for a certain value (olive). (3) Signifiers are files and reports that describe the relationship between the properties of the algorithmic system and humans that determine how that system can be used (orange). There is a many-to-many relationship between criteria and manifestations.

In the next subsections, we present opposing value categories in pairs. We explain in detail values, the criteria that define them and their manifestations.

Motivating example. For illustrative purposes, we guide the reader through each stage of our framework with a hypothetical yet plausible use case. Consider a team of researchers is developing an ML-driven system for automating life insurance application processes. The system shall accept or refuse the request of a life insurance based on the following data: physiological information of the candidate, details about their employment, insurance history, and individual and family medical history. As part of a new wave of ethical finance companies, the team would like to ensure that their work is ethically grounded. However, it is not clear what that means in practice. From looking at prominent literature, they can develop a sense that the model should be fair and unbiased, and potentially that there should be some level of human control or intervention possible. Yet, they cannot be sure if they have a good set of representative values covered, and
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3.3 Conservation vs Openness

The first dimension of our value-based framework captures the conflict between conservation and openness. Values included within the conservation category emphasize the necessity of ML-driven systems to preserve confidentiality with regards to information, as well as, the need for the system to preserve adequate robustness when it comes to...
performance. On the contrary, the category of openness encompasses values that advocate for making system components and specifications more accessible to the public.

3.3.1 Conservation. Privacy, security and performance uphold confidentiality and robustness within ML systems [60].

Privacy. The defining goal of privacy is the need for ML-driven systems to respect individual’s informational confidentiality [3, 60] as part of their user rights [26]. When applying this value to the ML development pipeline, data processing itself should integrate privacy standards [3, 60, 133], so that there is no possibility of identifying sensitive information about individuals [86, 178]. Furthermore, the need to provide humans with agency over their data is emphasized [60]. Based on these definitions, we identified six main criteria for the fulfillment of privacy within ML systems (table 1). (1) Consent for data usage [3, 56, 60]: data subjects should be appropriately informed when their data is being used and their explicit approval is needed. (2) Implementation of data protection mechanisms [3, 60, 61]: during the development of algorithmic systems, resources should be devoted to making user data management secure and confidential. (3) Users having control over their data and ability to restrict its processing [56, 60]: users should be able to limit the way their personal data is being used. (4) Users having the right to rectify [3, 56, 60]: users should be able to modify their data at any time. (5) Users having the right to erase their data [3, 56, 60]: this criterion refers to the right that users have to be forgotten. (6) Users having right to access their data [56, 167]: this right empowers users to have agency over their data.

These criteria manifest in various ways. Signifiers include: a written declaration of consent [56], detailed descriptions of the collected data, how data is handled, how long it will be kept and the purpose of collecting that data [125]. These signifiers are necessary for users to fully understand what sharing their data entails. Process-oriented practices include the obfuscation of data [3] and forms and submission mechanisms to object data collection and make complaints [27].

| Value      | Criteria                                      | Manifestations                                      |
|------------|-----------------------------------------------|-----------------------------------------------------|
| Conservation Privacy | (1) Consent for data usage [3, 56, 60]          | • Written declaration of consent [56]              |
|            | (2) Data protection [3, 60, 61]                | • Description of what data is collected [125]      |
|            | (3) Control over data / ability to restrict processing [56, 60] | • Description of how data is handled [125]          |
|            | (4) Right to rectification [3, 56, 60]         | • Purpose statement of data collection [125]        |
|            | (5) Right to erase the data [3, 56, 60]        | • Statement of how long the data is kept [125]      |
|            | (6) Right of access by data subject, data agency [56, 167] | • Form and submission mechanisms to object data collection and to make complaints [27] |
|            |                                               | • Obfuscation of data [3]                           |

Table 1. Illustration of how to move from values, to criteria and their manifestations for privacy.

Security. Definitions characterizing security —table 2— highlight the need for ML systems to be (1) resilient to potential maleficent attacks [60, 133] and to present a (2) predictable [3, 57, 60] and (3) robust [3] behavior at any time. This includes implementing mechanisms to protect user privacy, such as strategies that ensure that inferences about an individual cannot be made by interrogating the model [86, 127, 178]. Following the survey performed by Xiong et al. [183], different methodologies that aim at protecting algorithmic systems against external threats (process-oriented practices) have been classified into two main groups. The first group consists of defence methods against integrity threats at two different stages of the ML pipeline: during training time [23, 40, 73] and during prediction time [23, 74, 122, 141]. The second group aim at defending the ML system against privacy threats, namely membership inference attacks [53, 97, 136, 161, 187].
### Table 2. Criteria and their manifestations for security.

| conservatism | security | value criteria | manifestations |
|--------------|----------|----------------|----------------|
| (1) Resilience to attacks: protection of privacy [86, 127, 178], vulnerabilities, fallback plans [3, 60, 75, 133] | AGAINST INTEGRITY THREATS [183]: | Training time [183] Ex.: |
| (2) Predictability [3, 57, 60] | | Data sanitization 9 [23, 40] |
| (3) Robustness / reliability: prevent manipulation [3] | | Robust learning 10 [23, 73] |
| | Prediction time [183] | Model enhancement [23, 74, 122, 141] Ex.: |
| | | Adversarial Learning 11 |
| | | Gradient masking 12 |
| | | Defensive Distillation 13 |
| AGAINST PRIVACY THREATS [183]: | Mitigation techniques [136]: | Restrict prediction vector to top k classes 14 [161] |
| | | Coarsen the precision of the prediction vector 15 [161] |
| | | Increase entropy of the prediction vector 16 [161] |
| | | Use regularization 17 [101, 161] |
| | | Differential privacy mechanisms [136]: |
| | | Differential privacy 18 [53, 187] Ex.: |
| | | Adversarial regularization 19 [136] |
| | | MemGuard 20 [97] |

*Performance.* The value of performance — table 3 — is defined by the (1) correctness of predictions [57, 60], along with the (2-5) resources necessary to reach such predictions [3, 26, 109]. The conditions under which systems are evaluated will have a direct impact on the “appropriateness score” that these systems will obtain in the form of a quantifiable indicator [50]. In other words, if the level of performance is solely measured in terms of accuracy, regardless of the needed data, prerequisites will be inherently favoring big “data-hungry” [112] models. As far as the measurement of performance is concerned, this is mainly done through quantifiable indicators, either referring to the preciseness of the results [130, 180] or to the estimated consumption of environmental resources [14, 41, 67, 68, 123].

---

9 It ensures data soundness by identifying abnormal input samples and by removing them [183].
10 It ensures that algorithms are trained on statistically robust datasets, with little sensitivity to outliers [183].
11 Adversarial samples are introduced to the training set [183].
12 Input gradients are modified to enhance model robustness [183].
13 The dimensionality of the network is reduced [183].
14 Applicable when the number of classes is very large. Even if the model only outputs the most likely k classes, it will still be useful [161].
15 It consists in rounding the classification probabilities down [161].
16 Modification of the softmax layer (in neural networks) to increase its normalizing temperature [161].
17 Technique to avoid overfitting in ML that penalizes large parameters by adding a regularization factor $\lambda$ to the loss function [161].
18 It prevents any adversary from distinguishing the predictions of a model when its training dataset is used compared to when other dataset is used [187]
19 Membership privacy is modeled as a min-max optimization problem, where a model is trained to achieve minimum loss of accuracy and maximum robustness against the strongest inference attack [136].
20 Noise is added to the confidence vector of the attacker so as to mislead the attacker’s classifier [97]
3.3.2 Openness. Transparency and explainability advocate for making system components and specifications accessible.

**Transparency.** Documents providing high-level principles for AI define transparency as the property that enables traceability and monitoring of algorithmic systems [60, 133]—table 4—. Transparency relates to the right to information [60] and requires that data or algorithms present some level of accessibility [168]. That is to say, data and models should present some level of (1) interpretability [26, 168], so as to (2) enable human oversight [60, 133]. Those data and models should also be (3) accessible [3, 60, 168], as a step towards achieving (4) traceability [133] and (5) reproducibility [26]. Manifestations of such criteria emerge mostly in the form of documentation detailing technical aspects of the algorithmic system (considered signifiers in our framework) [3, 20, 34, 69, 70, 130, 133, 168]. Process-oriented practices mostly focus on giving open access to data and algorithms [3, 26, 60, 168], regularly reporting key information about the system [60] and notifying users whenever they are being subject to or interacting with an algorithmic system [60].

| Value | Criteria | Manifestations |
|-------|----------|----------------|
| (1) Interpretability of data and models [26, 168] | • Description of data generation process [3, 20, 34, 69, 70, 133] |
| (2) Enabling human oversight of operations [60, 133] | • Disclosure of origin and properties of models and data [3, 130, 168] |
| (3) Accessibility of data and algorithm [3, 60, 168] | • Open access to data and algorithm [3, 26, 60, 168] |
| (4) Traceability [133] | • Notification of usage/interaction [60] |
| (5) Reproducibility [26] | • Regular reporting [60] |

Table 4. Criteria and their manifestations for transparency.

**Explainability.** Explainable Artificial Intelligence (XAI) is formed by a set of techniques that allow a wide range of stakeholders to understand why or how a decision was reached by an algorithmic system [61, 168]. Explainability is, thus,
conceived as—table 5—an interface that translates reasoning mechanisms of the system into formats that are (1) comprehensible [18, 26, 57, 60–62, 139, 168]. In addition, strategies for making black-box algorithms more interpretable facilitate their (2) monitoring [133] and, therefore, make them (3) suitable for evaluation [60, 133]. XAI techniques (process-oriented practices) are very diverse in nature. As claimed by Vera Liao et al. [117] and Barredo-Arrieta et al. [18], explainability methodologies are usually classified by the scope of the explanation, complexity of the model, model specificity and the stage of the ML pipeline where such a strategy is to be used. For our framework, we will consider that explainable models can be either (a) interpretable by design or they can be (b) explained by additional post-hoc explanations [18].

### Value Criteria Manifestations

| Openness | Explainability | Criteria | Manifestations |
|----------|----------------|----------|----------------|
|          | (1) Ability to understand AI systems and the decision reached [26, 57, 61, 62, 139, 168] | • Interpretability by design [18] |
|          | (2) Traceability [133] | • Post-hoc explanations [18] |
|          | (3) Enable evaluation [60, 133] | |

Table 5. Criteria and their manifestations for explainability.

### 3.4 Universalism vs Individual Empowerment

The second dimension captures the conflict between universalism and individual empowerment. Values included within the individual empowerment category emphasize the defense of the decision subjects’ interests. These principles advocate for giving decision subjects the means to oppose to the conclusion reached and uphold the need for putting humans in the loop. Values within the universalism category emphasize the need to equalize system behavior to all and to ensure that such a system adheres to the interests of society as a whole, beyond the interests of a few individuals.

#### 3.4.1 Universalism

Respect for public interest, fairness and non-discrimination uphold the need to ensure equitable and socially acceptable system behavior for all.

| Universalism | Respect for public interest | Criteria | Manifestations |
|--------------|-----------------------------|----------|----------------|
|              | (1) Desirability of technology [1, 34, 104] | • Diverse and inclusive forum for discussion [60, 129] |
|              | (2) Benefit to society [60–62, 133] | • Measure of social and environmental impact [21, 133, 147] |
|              | (3) Environmental impact [3, 21] | | |

Table 6. Criteria and their manifestations for respect for public interest.

Respect for public interest. The value of respect for public interest—table 6—deals with the (1) appropriateness of developing algorithmic systems for a certain purpose within a specific context. As Keyes et al. [104] claimed, making ML-driven systems fairer, more transparent and more accountable is insufficient if we ignore the purpose of developing and implementing these systems in a certain context in the very first place [116, 171]. Algorithmic systems should, therefore, (2) be beneficial to society and humanity as a whole [60–62, 133], respect law [26] and be aligned with human norms [60]. This involves giving a clear justification of the purpose and benefits of building such a system [1, 34, 104, 133], so that the deployment of the system in question upholds public-spirited goals [60]. Universalism aims at protecting the welfare of all, both people and nature [109]. AI systems’ (3) negative impacts on environment should, therefore, be considered and
valued [3, 21]. To this end, process-oriented practices include the creation of diverse and inclusive forums for discussion [60, 129], whereas signifiers include the qualitative measurement of social and environmental impact [21, 133, 147].

**Fairness.** The value of fairness represents a complex concept that accepts multiple definitions [15, 103], some of which cannot be satisfied simultaneously [80, 86, 103]. Overall, we will understand fairness in terms of parity in output [49] and equal treatment [3] among individuals. When addressing more specific definitions of fairness (1-8) —table 7—, we will adopt the approach followed by Verma et al. [177], which was also echoed by Mehrabi et al. [126]. ML techniques generally conceive fairness in terms of statistical metrics [76] and observe whether specific quantifiable indicators are above or below the thresholds set for a certain application. Even if error rates were equal across groups for a certain application, if those rates are too high, the system could still be considered unfair [80]. This means that for our value-based framework we outline the quantifiable indicators that are normally used for manifesting fairness-related criteria, but we do not determine the threshold for these indicators to be considered good enough for a specific application. Similarly, the quantifiable indicators relate to the output of the system, rather than the outcome that these outputs lead to.

| Value | Criteria | Manifestations |
|-------|----------|----------------|
| Universalism | Fairness | (1) Individual fairness | • Accuracy across groups (for classification, sum of true positive and true negative rates) [37, 80, 105, 133] |
| | | (2) Demographic parity | • False positive and negative rates across groups [37, 105, 126, 151, 179] |
| | | (3) Conditional Statistical parity | • False discovery and omission rates across groups [130, 151] |
| | | (4) Equality of opportunity | • Pinned AUC [48, 130] |
| | | (5) Equalized odds | • Debiasing algorithms [19] |
| | | (6) Treatment equality | • Election of protected classes based on user considerations [77] |
| | | (7) Test fairness | • Procedural fairness [77, 110, 126] |
| | | (8) Procedural fairness | |

Table 7. Criteria and their manifestations for fairness.

**Non-discrimination.** The value of non-discrimination, as defined in our framework —table 8—, deals with algorithmic systems not being socially biased [26] and ensuring that equal accessibility is provided to all individuals [133]. This means that (1) quality and integrity of data should be evaluated and ensured [60, 70, 86, 133, 144] in order to prevent "socially constructed biases, inaccuracies, errors, and mistakes" [133] from being present in the data. Processes that safeguard
inclusive data generation [3, 34, 70, 133] and analysis procedures for identifying potential biases in data and for assessing its quality [60, 70, 86, 133, 144] are strategies that avoid social stereotypes being codified, maintained and amplified [86]. Furthermore, non-discriminatory systems should (2) ensure diversity and inclusiveness in the design process [57, 60, 133]. From a process-oriented perspective, participants involved in the development process should, thus, present diverse profiles [3, 60, 114, 189]. Finally, giving (3) equal access to the technology [3, 26, 60, 133] avoids the growth of inequalities as a consequence of deploying AI systems [60].

| Value          | Criteria                                                                 | Manifestations                                                                 |
|----------------|---------------------------------------------------------------------------|-------------------------------------------------------------------------------|
| Universalism   | (1) **Quality and integrity of data** [60, 70, 86, 133, 144]               | • Inclusive data generation process [3, 34, 70, 133]                          |
|                | (2) **Inclusiveness in design** [57, 60, 133]                             | • Analysis of data for potential biases, data quality assessment [3, 60, 69, 86, 126] |
|                | (3) **Accessibility** [3, 26, 60, 133]                                    | • Diversity of participant in development process [3, 60, 114, 189]            |
|                |                                                                          | • Access to code and technology to all [3, 26, 60, 133]                       |

Table 8. Criteria and their manifestations for non-discrimination.

### 3.4.2 Individual empowerment.

Contestability, human control and human agency address the politics behind algorithmic systems [13, 182] and deal with the issues caused by power imbalances [26, 34, 100, 121, 174].

**Contestability.** The value of contestability —table 9— is defined as the value that ensures that users have the necessary information to (1) enable argumentation against conclusions reached by algorithmic systems [6, 16, 57, 60, 100, 113, 121, 168]. This involves (2) empowering citizens [16, 57, 100] to investigate and influence AI [100], as part of a broader regulatory approach [121]. As a matter of fact, contestability has been identified as a “critical aspect of future public decision-making systems” [6]. This implies that, from a documentation perspective (signifiers), users should be made aware of who determines what constitutes a contestable decision, who is accountable for it and who can contest a decision. This last point is particularly necessary to determine whether (legal) representatives of decision subjects can act on their behalf. The review mechanism in place and the workflow of contestations [121] are policy-related details that users should also be informed about. From a process-oriented standpoint, mechanisms for users to ask questions and to record disagreements should also be put in place [87, 131].

| Value          | Criteria                                                                 | Manifestations                                                                 |
|----------------|---------------------------------------------------------------------------|-------------------------------------------------------------------------------|
| Individual empowerment | (1) **Enable argumentation / negotiation against a decision** [6, 16, 57, 60, 100, 113, 121, 168] | • Information of who determines and what constitutes a contestable decision and who is accountable [121] |
|                | (2) **Citizen empowerment** [16, 57, 100]                                 | • Determination of who can contest the decision (subject or representative) [121] |
|                |                                                                          | • Indication of type of review in place [121]                                |
|                |                                                                          | • Information regarding the contestability workflow [121]                    |
|                |                                                                          | • Mechanisms for users to ask questions and record disagreements with system behavior [87, 131] |

Table 9. Criteria and their manifestations for contestability.
**Human Control.** The value of human control—table 10—addresses the influence that data-driven technologies have over humans and that leads to a reduction of human agency, power and control [143]. Algorithmic systems should be controllable [26] and (1) subject to user and collective influence [26, 113]. They should also be (2) subject to human review [60]. Governance mechanisms that ensure human oversight of automated decisions are, thus, necessary to maintain control and influence over such systems [133]. It should be possible to (3) choose how and even whether (in the very first place) to delegate a decision to an automated system [60]. From a development perspective, levels of human discretion should be established [57, 127] and the ability to override decisions made by a system [57] ought to be set up by design. Once the system is deployed, it should be continuously monitored to enable adequate intervention when necessary [57, 60, 166].

| Value                | Criteria                                                                 | Manifestations                                                                 |
|---------------------|---------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| Human control       | (1) **User/collective influence** [26, 113]                               | • Continuous monitoring of system to intervene [57, 60, 166]                    |
|                     | (2) **Human review of automated decision** [60]                           | • Establishment levels of human discretion during the use of the system [57, 127] |
|                     | (3) **Choice of how and whether to delegate** [60]                        | • Ability to override the decision made by a system [57]                       |

Table 10. Criteria and their manifestations for human control.

**Human Agency.** The value of human agency—table 11—deals with the risks of algorithmic systems displacing human autonomy [57, 60]. As claimed by Cila et al. [38], algorithmic systems may displace human agency in governance processes and may undermine human autonomy. ML-driven systems advocating for human agency should, therefore, (1) respect human autonomy [57, 60, 133] and (2) citizens’ power to decide [26, 57]. In addition, (3) decision subjects should be able to opt out of an automated decision [57, 60]. The manifestations of such criteria involve giving knowledge and tools to users to comprehend and interact with AI systems [57] (signifier) and, from a process-oriented perspective, providing strategies for users to self-assess the systems [57].

| Value                | Criteria                                                                 | Manifestations                                                                 |
|---------------------|---------------------------------------------------------------------------|--------------------------------------------------------------------------------|
| Human agency        | (1) **Respect for human autonomy** [57, 60, 133]                          | • Give knowledge and tools to comprehend and interact with AI system [57]      |
|                     | (2) **Power to decide. Ability to make informed autonomous decision** [26, 57] | • Opportunity to self-assess the system [57]                                  |
|                     | (3) **Ability to opt out of an automated decision** [57, 60]              |                                                                                  |

Table 11. Criteria and their manifestations for human agency.

**Selecting values, criteria and manifestations for our example use case.** Returning to the hypothetical insurance modelling team from our motivating example (section 3.2), they decided to apply our value-based framework before launching their system. They quickly realised that they need to consider more values than those outlined in current auditing processes. For example transparency, non-discrimination, supporting human agency and the public good. They also discovered a range of methods for enacting those values: from data handling processes that ensure anonymity and meaningful consent around the model, to models of fairness appropriate to their case.
Although we cover prominent ethical principles in AI and the assessment of the algorithmic system might include all of them, here we focus on a subset of those values for illustrative purposes. We imagine that the researchers developing the algorithmic life insurance application system want to focus on **explainability** and **privacy** (fig 2). We assume that they are dealing with a blackbox algorithm that is not interpretable by design. The team needs to examine whether the algorithmic system and the decision reached are understandable. Additionally, the deployed XAI methods should enable traceability and evaluation of the system. As far as the explainability manifestations are concerned, since they are dealing with a blackbox algorithm, they need to deploy adequate post-hoc explanations. When it comes to privacy, the data used for training and testing the algorithmic model should have been obtained through the explicit approval of the decision subjects. These subjects should have been informed about the nature and purpose of the data that is collected, the way this data is handled and stored. Decision subjects should also have agency and control over their data. Additionally, data protection mechanisms should have been implemented to make sure that there is no possibility of identifying sensitive (in this case medical) data about the subjects. These two values that the team needs to advocate for, represent some trade-offs: XAI methods uphold interpretability of algorithmic systems and some of them even rely on comparing data instances at inference time with those used for training the system. This would directly violate the subjects’ right to have their data protected and confidentiality ensured.

### 4 TOWARDS A MULTI-STAKEHOLDER CRITICAL REFLECTION OF ALGORITHMIC SYSTEMS

Since there are value trade-offs, like the one outlined in our example use case, and certain value-specific criteria are mutually exclusive, we follow the claim made by Raji and Smart [147], and advocate for standpoint diversity. This implies involving a wide range of stakeholders in the negotiation process [159] to discuss and critically reflect on the degree to which each of the values should be promoted in detriment of the other one and how the prioritization process should take place. These stakeholders will possess different types of knowledge and will present different insight needs. In this section we map those stakeholders and match them with the most suitable communication means.

#### 4.1 Methodology for identifying relevant stakeholders and communication means

To identify relevant stakeholders, we follow the stakeholder characterization of Suresh et al. [164]. They classified stakeholders in a two dimensional matrix, where one dimension captured the nature of the knowledge of the stakeholders (formal, instrumental or personal) and the second one identified the context in which that knowledge manifests (Machine Learning, data domain, and the general milieu). Formal knowledge entails a deep understanding of the theories of a certain domain. Instrumental knowledge refers to the capability of applying formal knowledge in one of the three contexts. Personal knowledge is acquired by the participation of the subject in a specific context. The two dimensional-matrix classification results in nine different stakeholder profiles. To facilitate the process of mapping the stakeholders to tailored communication means, we narrow those stakeholders down into four categories.

We then proceed to identify the means to communicate system-related information to different stakeholders. We searched such means using arXiv and Google search, so as to cover the state of the art in terms of research papers and open source toolkits. Each search referred to specific value criteria and manifestations, although many of the found means address more than one value. This review does not intend to be exhaustive. We expect novel research to address value manifestations
that still present scarce resources in our framework. Hence our review is just a snapshot of some of the available communication means until January 2022, but we host the latest version on an online repository \(^\text{30}\) and is open to anyone’s contribution. We aim at creating a living document that will keep growing and that will address current research gaps as time goes by.

### 4.2 Mapping stakeholders

We characterize four main stakeholders in our framework —table 12—: (1) The development team: they have the formal, instrumental and personal knowledge in the domain of ML \([164]\). They want to ensure and improve product efficiency and research new functionalities \([18]\). (2) Auditing team: they have the formal and instrumental knowledge of the general milieu, meaning that they are aware of the social theories behind AI, and are able to evaluate technical specifications of ML systems. They aim at verifying model compliance with legislation \([18]\) (3) Data domain experts: they have the theoretical (formal) and instrumental knowledge of the application context (healthcare, economics etc.). They look forward to gaining scientific or domain-specific knowledge \([18, 164]\), trust the model \([18, 164]\) and act based on the model output \([164]\). And (4) Data subjects: they have the personal knowledge of the data domain in which the AI is being applied and the general milieu. They aim at understanding their situation \([18]\), verifying that the decision is fair \([18]\), contesting the decision (if needed) \([164]\) and understanding how their data is being used \([164]\).

| Stakeholder               | Mapping \([164]\)                                | Nature of knowledge                                                                 | Purpose of insight                                                                 |
|---------------------------|-----------------------------------------------|----------------------------------------------------------------------------------|-----------------------------------------------------------------------------------|
| Development team          | ML, Formal + Instrumental + Personal           | • “Knowledge of the math behind the architecture” \([164]\)                      | • Ensure/improve product efficiency and debug \([18]\)                            |
|                           |                                               | • “Stakeholder involved in an ex-ante impact assessment of the automatic decision system” \([84]\) | • Research new functionalities \([18]\)                                           |
| Auditing team             | Milieu, Formal + Instrumental                 | • “Familiarity with broader ML-enabled systems” \([164]\)                       | • Verify model compliance with legislation \([18]\)                              |
|                           |                                               | • “Experts who intervene wither upstream or downstream” \([84]\)                |                                                                                   |
| Data domain experts       | Data domain, Formal + Instrumental            | • “Theories relevant to the data domain” \([164]\)                             | • Gain scientific or domain-specific knowledge \([18, 164]\)                    |
|                           |                                               | • “Professional involved in the operational phase of the automatic decision system” \([84]\) | • Trust the model \([18, 164]\)                                                |
|                           |                                               |                                                                                 | • Act based on the output \([164]\)                                             |
| Decision subjects         | Data domain + Milieu, Personal                | • “Lived experience and cultural knowledge” \([164]\)                          | • Understand their situation \([18]\)                                            |
|                           |                                               | • “Layperson affected by the outcomes of the automatic decision system” \([84]\) | • Verify fair decision \([18]\)                                                 |
|                           |                                               |                                                                                 | • Contest decision \([164]\)                                                   |
|                           |                                               |                                                                                 | • Understand how one’s data is being used \([164]\)                             |

Table 12: Description of potential stakeholders that can be brought together as part of our value-based framework. These stakeholders have been mapped following the two dimensional criteria (type of knowledge —formal, instrumental or personal— and contexts in which this knowledge manifests —ML, data domain, milieu—) outlined by Suresh et al. \([164]\). The nature of their knowledge and the purpose of gaining insight for each of them have also been defined.

**Mapping stakeholders in our example use case.** Going back to our example, once explainability and privacy have been broken down into specific criteria manifestations, the team needs to map the stakeholders who will take part in the

\(^{30}\)https://github.com/mireiayurrita/valuebasedframework
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The development team represents the stakeholders who have the knowledge of the math behind the system. An external auditing team will join the discussion to make sure that the model is aligned with current legislation. Since the algorithmic life insurance application system deals with medical data, the data domain experts will be represented by a medical team and a life insurance expert. Decision subjects will be laypeople who seek to understand and verify their situation with regards to data usage and the decision reached by the system.

4.3 Mapping tailored communication means

We then examine each of the reviewed means and identify their typology, the value manifestations that they cover and the stakeholders that can make use of it, as illustrated in table 13 for privacy dashboards. The objective of mapping value manifestations, stakeholder profiles and communication means is that of enabling a fruitful and informed discussion among stakeholders. We classify these means in three categories: (1) Descriptive documents (red), (2) Design strategies (blue), and (3) Ready-to-use tools (green). Appendix A summarizes the rest of the communication means we identified and maps them to value manifestations and stakeholders for whom such methods are suitable.

The stakeholders assigned to a specific communication means are based on the audience addressed by the original authors of such methodologies. In some cases, the characterization of the intended audience was not as granular as our stakeholder mapping and the authors merely differed experts in ML from non-experts. Based on the nature of knowledge that we assigned to each of the mentioned stakeholders in section 4.1, we considered that the development and auditing teams are able to understand technically formulated system details (experts) whereas data domain experts and decision subjects would require more accessible communication means (non-experts). Similarly, some of the communication means identified for explainability are suitable for any stakeholder, but the original authors formulated the post-hoc explanations with varying degrees of complexity, which should be taken into account when trying to deploy such strategies. If the target audience are data subjects, we echo van Berkel et al. [175] and Cheng et al. [35] and recommend to limit presentation complexity and to instruct participants throughout the session.

| Means                          | Value           | Manifestation(s)                                                                 | Stakeholder | Application (model) | Approach | Visual elements |
|-------------------------------|-----------------|---------------------------------------------------------------------------------|-------------|---------------------|----------|-----------------|
| Privacy dashboards            | Privacy         | • Description of what and why data is collected                                 | DT          | ✓                   | Agnostic | • Timelines     |
[54, 58, 59, 85, 191]          |                 | • Description of how data is handled                                           | AT          |                     |          | • Bar charts    |
|                               | Human agency    | • Self-assessment of the system                                                 | DE          |                     |          | • Maps          |
|                               | Transparency    | • Disclosure of properties of data                                             | DS          |                     |          | • Network graphs|

Table 13. Illustration of how we mapped communication means with values, manifestations and stakeholders (DT = Development Team; AT = Auditing Team; DE = Data Domain Experts; DS = Decision Subjects). Privacy dashboards are tools (green) that allow users to interactively assess the collection and usage of their data. The rest of the reviewed communication means are characterized in appendix A.

It should be noted that this mapping process represents a first step to making a wide range of stakeholders with different backgrounds understand each other. We are aware that communicating system-related information in a tailored way does not directly lead to the resolution of value trade-offs, and that design strategies are necessary for facilitating such conversations [81]. In any case, the exercise of resolving value tensions should be a communicative process, rather than
a simple explanation [140]. However, the means used for communicating specifications of the system will play a key role in the dynamics that will take place in those sessions.

Assigning communication means to each stakeholder in our example use case. The life insurance researchers are now looking into appropriate methods for communicating values to different stakeholders (fig 2), so that they can develop a comprehensive plan that ensures both compliance and communication of values.

Based on the mapping presented in appendix A, tables 14 and 15, for the value of explainability and its manifestations in the form of post-hoc explanations, the team can use various design strategies and tools as part of their assessment process. To facilitate the navigation of table 15, they first examine table 14 to locate the type of means (tool, strategy, or documentation), values and stakeholders they are interested in. Once they select the codes associated to each communication means, they check table 15 to see whether the value manifestations in question are addressed and to explore the selected communication means. If the team working on the life insurance case prefers a ready-to-use tool over the description of design strategies for assessing explainability, they can use InterpretML [137] and especially the DiCE [134] functionality, (code [AC]) with the development and auditing teams to evaluate counterfactual examples. These counterfactual examples tell how input features should change in order for the output of the system to be different. That is to say, how the individual applying for life insurance should be different, physically, or when it comes to insurance or medical history, for them to accept the application (if the original output was a refusal). However, this tool might not be suitable for non-experts who are not familiar with ML-related concepts. In the life insurance use case, the medical and insurance team and the decision subjects should receive a description of how the output changes if a feature is perturbed, absent or present adapted to their insight needs. This can be done by describing the answers to the questions “Why, Why not and How to be that” for a certain output [117] (code [P]). As for privacy manifestations, the development and auditing teams can examine data collection and storage specifications through the Datasheet [69] associated to the dataset in question (code [K]). Special attention should be paid to the “Collection” and “Preprocessing/cleaning/labelling” sections. For decision subjects, iconsets [56, 89, 125, 149] (code [A]) and privacy dashboards [54, 58, 85, 191] (code [B]) are means for them to explore how their data is being used. It should be noted that the cell that intersects between data domain experts and privacy in table 14 is blank. Based on the characterization of stakeholders that we provided, data privacy-related matters are not directly linked to the purpose that data domain experts show when willing to explore algorithmic systems. This is translated into scarcity of methodologies related to privacy manifestations that directly address data domain experts.

5 DISCUSSION AND FUTURE WORK

We discuss important aspects of our framework below.

Design choices for creating a value-based framework. We aim at examining values that characterize ML-driven systems rather than the organizations responsible for these systems. Hence, we did not integrate accountability or responsibility as a value per se in our framework. We are aware that algorithms cannot be held responsible for the potential harm that they might cause [30, 86], and that in order to effectively deploy such systems, there is an urgent call for accountability [6, 186]. Likewise, we are aware of the need for rigorous frameworks that support accountability [92] and we consider that the act of conceiving an assessment framework itself answers to the need to evaluate and audit algorithmic systems [60]. Nevertheless, we did not explicitly highlight the profiles of the people accountable for the system. We decided to follow Zhu et al. [190] and considered accountability as a governance issue. We do, however, believe that entities up the chain of command should be held accountable for the potential harm caused by algorithmic systems [3, 60, 86, 121, 154]. It should also be noted that values and criteria presented in this paper might not be unique [159]. We acknowledge current
discussions in VSD about the shortcomings of pre-selecting values [45] and, hence, do not claim universality. Extension and modification of values is possible in our framework, but are subject to respecting continuity and opposition between values. Similarly, criteria and manifestations can be extended and subsets could be included to create situationally-specific versions of the framework. Since the aim of our framework is to encourage critical reflection [63, 173] and we identified some value manifestations that require additional communication means, we particularly encourage those context-specific adaptations to happen. Under no circumstances should the scarcity of communication means for certain values identified in our framework represent an excuse to justify inaction or to ignore such values.

Context dependence and consistency. As echoed by Liscio et al. [119], in order to translate values into system requirements [145, 176], to reason about conflicting values [5, 135] and to communicate them to different stakeholders [64], it is necessary to situate these values within a context. The prioritization of values depends on the application context of such systems [3]. In this paper, we showed an example of how the framework could be applied to a particular use case. However, considering the differences between value alignments and tensions that may arise due to context dependence, the validity and consistency of our framework is still to be tested. Future work needs to validate our framework across scenarios [72, 175] through user studies or synthetic experiments [162].

Need for standardization. To systematically review and revisit value priorities and tensions among different stakeholders, our framework should be part of a broader evaluation workflow [115], such as the one suggested by Raji and Smart [147]. Besides, practices from software engineering such as the Values Dashboard [138] could be adopted [160, 169]. This dashboard promotes awareness of values and aims at triggering discussions among stakeholders. It claims to be beneficial in each phase of the software development process, from inception to release, and establishes strategies, such as Timelines or Issues, that are already common practice on software development platforms like Github.

Implications of our work. Our multi-stakeholder value-based framework facilitates the unveiling of assumptions that encode political and social values made by developers [147]. By bringing together a wide range of stakeholders to evaluate and discuss value manifestations, one can anticipate and remedy harmful algorithmic behaviors before deploying a system. Besides, we provide researchers and industry practitioners with a good coverage of values to evaluate their systems and the association of such values to actionable value manifestations. This contributes greatly to the adoption of ethical approaches by practically-minded people [133]. For researchers, we provide them with an easy-to-navigate mapping of value manifestations, stakeholders and communication means. Our framework also visually illustrates research gaps that need to be addressed. Blank spaces in appendix A or values with a scarce number of associated communication means directly refer to valuable research opportunities. For instance, for the value of fairness, a great deal of effort has been devoted to designing ready-to-use tools for stakeholders with a deep understanding of ML (developers and auditing teams). However, means for addressing fairness manifestations and communicating them to decision subjects have not received the same attention. For industry practitioners, we gathered ready-to-use open source toolkits (appendix A) that can be directly applied to their own use cases. Moreover, since we host this mapping on an online repository 31 open to future contributions, we hope that the number of tools addressing each of the identified value manifestations will grow and that the benefits of designing such a framework will be even more tangible in the future.

6 CONCLUSIONS

In this paper, we designed a value-based framework for assessing algorithmic systems from a multi-stakeholder perspective. This provides investigators of algorithmic systems with an actionable set of criteria manifestations to operationalize

---

31 Check footnote 30
high-level ethical principles. We arranged eleven prominent values of ML-driven systems in a circular composition, so that common motivations and trade-offs can be easily identified.

We then broke down each of these values into a set of criteria and their correspondent manifestations in the form of quantifiable indicators, process-oriented practices, and signifiers. In addition, we examined available tools for communicating those value manifestations to different stakeholders based on the nature of their knowledge and their insight needs. This should enable to bring a wide range of stakeholders together to systematically assess values encoded in a system and facilitate value- and ethics-related discussions among them. This work completes previous studies that claim the need for incorporating a diverse range of stakeholders and viewpoints in the ML workflow, so that conflicting priorities and value tensions can be reviewed, negotiated and consolidated.
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### A TAILORED COMMUNICATION OF SYSTEM-RELATED INFORMATION

|                | Development team | Auditing team | Data Domain experts | Decision subjects |
|----------------|------------------|---------------|---------------------|-------------------|
| **Conservation** |                  |               |                     |                   |
| Privacy        | [K]              | [K]           |                     | [A] [B]           |
| Security       | [K] [W] [AB]     | [K] [W]       |                     |                   |
| Performance    | [F] [G] [H] [Y] [Z] [AE] | [G] [H] [Y] [Z] [AE] | [I] [J] | [J] |
| **Universalism** |                  |               |                     |                   |
| Respect for public interest | [E] [AE] | [E] [AE] | [E] | [C] [D] |
| Fairness       | [G] [H] [K] [W] [X] [Y] [Z] [AD] | [G] [H] [K] [W] [X] [Y] [Z] [AD] | [I] [J] | [J] |
| Non-discrimination | [H] [K] [X] [Y] [AD] | [H] [K] [X] [Y] [AD] | [J] [L] | [J] [L] |
| **Openness**   |                  |               |                     |                   |
| Transparency   | [H] [K] [M] [I] [J] [L] [M] | [H] [K] [M] [I] [J] [L] [M] | [B] [J] [L] [M] |               |
| Explainability | [M] [N] [O] [Q] [AC] [AD] [P] | [M] [N] [O] [Q] [AC] [AD] [P] | [J] [M] [N] [O] [Q] [P] | [R] [S] [P] |
| **Individual empowerment** |                  |               |                     |                   |
| Contestability | [U]              | [U]           |                     | [T] [U]           |
| Human Control  | [V]              | [V]           |                     | [T] [V]           |
| Human Agency   | [T]              | [T]           |                     | [T] [B] [AA]      |

Table 14. Mapping of available means for transmitting value-specific manifestations to different stakeholders based on the purpose of their insight and the nature of their knowledge. These means have been classified into three main categories: descriptive documents specifying whether/how a value manifestation is fulfilled (red), strategies for fulfilling value manifestations (blue), and complete tools for enabling the fulfillment of value manifestations (green). This table aims at facilitating the navigation of table 15, where each means is documented.
| Means Value Manifestation(s) | Stakeholder Application (model) | Approach | Visual elements | Additional details |
|-----------------------------|---------------------------------|----------|----------------|--------------------|
| Iconsets for data privacy declarations [56, 89, 125, 149] | Privacy | • Description of what data is collected<br>• Description of how data is handled<br>• Purpose statement of data collection<br>• Statement of how long the data is kept | ✓ | Agnostic | Iconsets |
| Privacy dashboards [54, 58, 59, 85, 191] | Privacy | • Description of what data is collected<br>• Description of how data is handled<br>• Purpose statement of data collection | ✓ | Agnostic | • Timelines<br>• Bar charts<br>• Maps<br>• Network graphs |
| Risk matrix [3, 107] | Respect for public interest | • Measure of social impact | ✓ | Agnostic | Two dimensional space (vulnerability vs dependence of the decision) |
| Moral space [86] | Respect for public interest | • Measure of social impact | ✓ | Agnostic | Three dimensional moral space. Wrongness as a function of intention and harm |
| Social impact assessment [147] | Respect for public interest | • Measure of social impact | ✓ ✓ ✓ | Agnostic | Anticipate scenarios |
| Means | Value | Manifestation(s) | Stakeholder (model) | Approach | Visual elements | Additional details |
|-------|-------|------------------|---------------------|----------|----------------|-------------------|
|       |       |                  | DT      | AT   | DE  | DS |    |                  |
| [F]   |       | Model Tracker interactive visualization [9] | Performance |    |    |    | ✓  | Classification tasks |
|       |       |                   | • Accuracy | • False Positive and Negative rates |    |    | ✓  |                  |
| [G]   |       | Model cards for models [130] | Performance |    |    |    | ✓  | Agnostic          |
|       |       |                   | • Accuracy | • False Positive and Negative rates | • False Discovery and omission rates | ✓  |                  |
|       |       |                   | • Accuracy across groups | • False Positive and Negative rates across groups | • False Discovery and omission rates across groups | ✓  |                  |
| Means                     | Value                        | Manifestation(s)                                                                 | Stakeholder Application (model) | Approach                     | Visual elements                                      | Additional details                           |
|--------------------------|------------------------------|---------------------------------------------------------------------------------|---------------------------------|------------------------------|-------------------------------------------------------|---------------------------------------------|
| Performance              | What-if tool 32 [180]        | • Accuracy<br>• False Positive and Negative Rates<br>• False Discovery and omission rates | DT, AT, DE, DS                 | Classification tasks, Regression tasks | • Confusion matrices<br>• (Two-dimensional) Histograms<br>• Scatterplots<br>• Summary statistics of datasets<br>• Partial dependence plots | Interactive modules include: list of feature values, influence values, and counterfactual controls |
| Fairness                 |                              | • Accuracy across groups<br>• False Positive and Negative Rates across groups<br>• False Discovery and omission rates across groups |                                 |                              |                                                       |                                             |
| Transparency             |                              | • Disclosure of origin and properties of data                                   |                                 |                              |                                                       |                                             |
| Non-discrimination       |                              | • Analysis of data for potential biases, data quality assessment               |                                 |                              |                                                       |                                             |
| Performance              | Interactive transfer learning tools [128] | • Accuracy<br>• False Positive and Negative Rates |                                 | Convolutional Neural Networks | • Confusion matrices<br>• Z-scored of each filter<br>• Bar charts<br>• Activation heatmaps<br>• t-SNE clusters |                                             |
| Fairness                 |                              | • Accuracy across groups<br>• False Positive and Negative Rates across groups |                                 |                              |                                                       |                                             |
| Transparency             |                              | • Disclosure of properties of data                                             |                                 |                              |                                                       |                                             |

32https://github.com/pair-code/what-if-tool
| Means | Value | Manifestation(s) | Stakeholder | Application | Approach | Visual elements | Additional details |
|-------|-------|------------------|-------------|-------------|----------|----------------|-------------------|
|       |       |                  | DT | AT | DE | DS |                  |                   |
| Question-Driven XAI Design [118] | Performance | • Accuracy |  |  |  | ✓ |  | Agnostic |
|       | Fairness | • Accuracy across groups |  |  |  | ✓ |  |  |
|       | Transparency | • Disclosure of origin and properties of data |  |  |  | ✓ |  |  |
|       | Non-discrimination | • Analysis of data for potential biases, data quality assessment | ✓ | ✓ |  | Agnostic | End users were more interested in the limitation of the model: uncertainty |
|       | Explainability | • Post-hoc explanations |  |  |  |  |  |  |
|       | Transparency | • Description of data generation process |  |  |  | ✓ |  |  |
|       | Non-discrimination | • Analysis of data for potential biases, data quality assessment | ✓ | ✓ |  | Agnostic |  |
|       | Privacy | • Written declaration of consent | ✓ | ✓ |  |  |  |
|       | Fairness | • Election of protected classes |  |  |  |  |  |
|       | Security | • Membership inference |  |  |  |  |  |

Datasheets for datasets [69]

|       | Privacy | • Description of what data is collected | ✓ | ✓ |  |  |  |
|       | Non-discrimination | • Analysis of how data is handled |  |  |  |  |  |
|       | Purpose statement of data collection |  |  |  |  |  |
|       | Statement of how long the data is kept |  |  |  |  |  |
|       | Fairness | • Election of protected classes |  |  |  |  |  |
|       | Security | • Membership inference |  |  |  |  |  |

Datasheets for datasets [69]
| Means                  | Value   | Manifestation(s)                                                                 | Stakeholder Application (model) | Approach | Visual elements                                      | Additional details |
|-----------------------|---------|---------------------------------------------------------------------------------|---------------------------------|----------|-----------------------------------------------------|--------------------|
|                       |         | • Description of data generation process                                           | DT AT DE DS                     | ✓ ✓      | Agnostic                                            |                     |
|                       |         | • Disclosure of origin and properties of the models and data                       |                                 |          | • Interactive list                                   |                    |
|                       |         | • Analysis of data for potential biases, data quality assessment                   |                                 |          | • Q&A format                                        |                    |
|                       |         |                                                                                 |                                 |          | • Pie charts                                        |                    |
|                       |         |                                                                                 |                                 |          | • Bar charts                                        |                    |
|                       |         |                                                                                 |                                 |          | • Process diagrams                                  |                    |
|                       |         |                                                                                 |                                 |          | • timelines                                         |                    |
|                       |         |                                                                                 |                                 |          | • Icons                                             |                    |
|                       | [L]     | Data-centric explanations                                                        |                                 |          |                                                     |                    |
|                       |         | [12]                                                                              |                                 |          |                                                     |                    |
|                       |         | Example-based explanations                                                        | [18, 24, 32, 49, 98, 117, 118]  |          |                                                     |                    |
|                       | [M]     | Example-based explanations                                                        |                                 | ✓ ✓ ✓ ✓   | Agnostic                                            | Normative vs comparativo explanations [32] |
|                       |         | • Disclosure of properties of data                                               |                                 |          |                                                     |                    |
|                       |         | • Post-hoc explanations                                                           |                                 |          |                                                     |                    |
|                       | [N]     | Explanation by simplification                                                     |                                 | ✓ ✓ ✓ ✓   | Agnostic                                            |                     |
|                       |         | [18, 98]                                                                          |                                 |          |                                                     |                    |
|                       | [O]     | Feature relevance explanation                                                     | [7, 18, 24, 49, 98, 118]        | ✓ ✓ ✓ ✓   | Agnostic                                            | Usability of saliency maps for non-experts [7]. They should be accompanied by global descriptors |
| Means                  | Value | Manifestation(s) | Stakeholder Application (model) | Approach | Visual elements | Additional details |
|-----------------------|-------|------------------|---------------------------------|----------|-----------------|-------------------|
| **[P]** | Contrastive explanations [47, 118, 134] | Explainability | • Post-hoc explanations ✓ ✓ ✓ ✓ Agnostic | • Example of minimum change that leads to different outcomes |
| **[Q]** | Text-based explanation [18, 175] | Explainability | • Post-hoc explanations ✓ ✓ ✓ ✓ Agnostic | • With or without outcome comparison |
| **[R]** | Interactive demonstrations [120] | Explainability | • Post-hoc explanations ✓ Agnostic | | |
| **[S]** | Experiential AI [82] | Explainability | • Post-hoc explanations ✓ Agnostic | • Art mediated between computer code and human comprehension |
| **[T]** | Interactive contests [84, 106] | Contestability | • Mechanisms for users to ask questions and record disagreements with system behavior | ✓ ✓ Agnostic | • Statements restricted to natural language |
| Human Control | • Ability to override the decision made by the system |
| Human agency | • Opportunity to self-assess the system |
| Means                                                                 | Value       | Manifestation(s)                                                                 | Stakeholder Application (model) | Approach                  | Visual elements               | Additional details          |
|----------------------------------------------------------------------|-------------|--------------------------------------------------------------------------------|--------------------------------|---------------------------|------------------------------|-----------------------------|
| Challenge justifications provided by operator using the same means [84] | [U]         | • Mechanisms for users to ask questions and record disagreements with system behavior | DT ✓ AT ✓ DE ✓ DS ✓ Agnostic    | • Further testing • Verification |                             |                             |
| Mapping of actors and tasks depending on automation level [33]      | [V]         | • Establishment of levels of human discretion during the use of the system      | DT ✓ AT ✓ DE ✓ DS ✓ Agnostic    | • Relationship diagrams   |                             |                             |
| Failure Modes and Effects Analysis [147]                            | [W]         | • Threats against integrity (adversarial learning) and mitigation techniques     | DT ✓ AT ✓ DE ✓ DS ✓ Agnostic    |                          |                             |                             |
| Fairness                                                            | [X] Aequitas [151] | • Accuracy across groups • False positives and negatives across groups | DT ✓ AT ✓ DE ✓ DS ✓ Agnostic    |                          |                             |                             |
| Non-discrimination                                                  | [X]         | • Analysis of data for potential biases, data quality assessment                | DT ✓ AT ✓ DE ✓ DS ✓ Agnostic    |                          |                             |                             |

https://github.com/dssg/aequitas
| Means          | Value       | Manifestation(s)                                                                 | Stakeholder Application (model) | Approach | Visual elements       | Additional details |
|---------------|-------------|----------------------------------------------------------------------------------|---------------------------------|----------|-----------------------|--------------------|
| AI Fairness   | Performance | • False Positive and Negative rates                                               | Classifiers: logistic regression, random forest classifier and neural networks |          | Bar charts             |                    |
|               | False positive and negative rates across groups                                  | ✓                                | ✓                                |          | Bar charts             |                    |
|               | Non-discrimination Analysis of data for potential biases, data quality assessment |          |                                  |          |                       |                    |
| [Y] Fairlearn 36 [19] | Performance | • Accuracy                                                                      | Agnostic                        |          | Bar charts             |                    |
|               | False Positive and False Negative rates                                          | ✓                                | ✓                                |          | Bar charts             |                    |
|               | Precision and recall rates                                                       |                                  |                                  |          |                       |                    |
|               | Accuracy across groups                                                            |                                  |                                  |          |                       |                    |
|               | False negative and false positive rates across groups                             |                                  |                                  |          |                       |                    |
|               | Debiasing algorithms                                                             |                                  |                                  |          |                       |                    |
| [Z] Fairlearn 35 [25] | Human agency | • Give knowledge and tools to comprehend and interact with AI systems          | NLP                             | Early AI prototyping | Interactive survey |                    |
|               | Opportunity to self-assess the system                                            | ✓                                |                                  |          |                       |                    |
| [AA] Playbook AI 36 [90] | Security  | • Defence against integrity threats                                              | Agnostic                        |          |                       |                    |
|               | Defence against privacy threats                                                  | ✓                                |                                  |          |                       |                    |

[34]https://github.com/Trusted-AI/AIF360
[35]https://github.com/fairlearn/fairlearn
[36]https://github.com/microsoft/HAXPlaybook
[37]https://github.com/Azure/counterfit
| Means | Value | Manifestation(s)                                                                 | Stakeholder | Application (model) | Approach | Visual elements | Additional details |
|-------|-------|---------------------------------------------------------------------------------|-------------|---------------------|----------|----------------|-------------------|
| [AC]  | Explainability                     | • Interpretability by design • Post-hoc explanations | DT ✓ AT ✓  | Both white-box and blackbox models | ✓        | Bar charts     |                   |
| [AD]  | Error analysis dashboard            | • Analysis of data for potential biases, data quality assessment • Post-hoc explanations | DT ✓ AT ✓  | Agnostic            | ✓        | Decision tree  |                   |
| [AE]  | Fairness                           | • Accuracy across groups                                                        | DT ✓ AT ✓  | Agnostic            | ✓        | Dot plots      |                   |
| [AF]  | Respect for public interest         | • Estimation of energy consumption • Estimation of GPU memory consumption | DT ✓ AT ✓  | Agnostic            | ✓        | Bar charts      |                   |
|       | Representability                    | • Mechnisms for users to ask questions and record disagreement with system behaviour | DT ✓ AT ✓  | Agnostic            | ✓        |                 |                   |

Table 15. Mapping of available means for transmitting value-specific manifestations to different stakeholders based on the purpose of their insight and the nature of their knowledge (DT = Development Team; AT = Auditing Team; DE = Data Domain Experts; DS = Decision Subjects). The identification and color code correspond to those on table 14. Each means is linked to the value and criteria manifestations that they communicate, the stakeholders that the original papers address, model specificity, deployed approach, visual elements and any additional details.

---

38 [https://github.com/interpretml/interpret/](https://github.com/interpretml/interpret/)
39 [https://github.com/interpretml/DiCE](https://github.com/interpretml/DiCE)
40 [https://github.com/microsoft/responsible-ai-toolbox/blob/main/docs/erroranalysis-dashboard-README.md](https://github.com/microsoft/responsible-ai-toolbox/blob/main/docs/erroranalysis-dashboard-README.md)
41 [https://github.com/Breakend/experiment-impact-tracker](https://github.com/Breakend/experiment-impact-tracker)