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Abstract

Federated learning (FL) enables a set of client devices to collaboratively train a model without sharing raw data. This process, though, operates under the constrained computation and communication resources of edge devices. These constraints combined with systems heterogeneity force some participating clients to perform fewer local updates than expected by the server, thus slowing down convergence. Exhaustive tuning of hyperparameters in FL, furthermore, can be resource-intensive, without which the convergence is adversely affected. In this work, we propose GeL, the guess and learn algorithm. GeL enables constrained edge devices to perform additional learning through guessed updates on top of gradient-based steps. These guesses are gradientless, i.e., participating clients leverage them for free. Our generic guessing algorithm (i) can be flexibly combined with several state-of-the-art algorithms including FedProx, FedNova or FedYogi; and (ii) achieves significantly improved performance when the learning rates are not best tuned. We conduct extensive experiments and show that GeL can boost empirical convergence by up to 40% in resource-constrained networks while relieving the need for exhaustive learning rate tuning.

1 Introduction

FL (McMahan et al. 2017) has emerged as an attractive technique for training machine learning (ML) models in a network of remote devices. FL allows participating nodes to collaboratively train a single model without sharing raw data, thus ensuring a certain level of privacy while exploiting edge resources. This paradigm has recently received considerable attention from academia and industry (Yang et al. 2018; Bonawitz et al. 2019; Federated 2019; Caldas et al. 2019; Yang et al. 2021).

More specifically, in FL, a central server broadcasts a global model to participating client devices. The server requests the clients to train for a fixed number of steps $\tau$ or epochs $E$ and waits for a stipulated time of update to receive the locally trained models (McMahan et al. 2017; Bonawitz et al. 2019). These models are then aggregated to compose the new global model to be iteratively trained again by a new set of clients. However, clients at the edge are heterogeneous, both in compute and communication capabilities. Slow clients are often discarded from training for not meeting the deadlines due to poor network connection, lack of memory, or CPU overuse (Bonawitz et al. 2019; Kairouz et al. 2020). In the same time frame, faster clients are able to perform more local updates. Such systems heterogeneity results in slower convergence which can make FL training excessively slow, with training tasks possibly taking up to a few days (Bonawitz et al. 2019).

We regard the capacity of the $i$-th client as its computational budget $\tau_i$. This refers to the number of local updates such a client is able to perform in a given round, depending on its system constraints. Typically, we expect $\tau_i < \tau$ and $\tau_i$ to vary across clients. Previous research has focused on mitigating client-drift under heterogeneous budgets (Li et al. 2020b; Karimireddy et al. 2020) and on finding the best aggregation rules to combine updates from heterogeneous clients (Wang et al. 2020). Other approaches rely on oversampling to ensure that a sufficient number of clients perform the expected number of steps (Bonawitz et al. 2019), which wastes resources due to discarded models and may induce bias towards fast clients (Huba et al. 2022).

In this work, we take an orthogonal approach and design GeL, a novel guess and learn algorithm. GeL enables constrained clients at the network edge to perform additional local learning through guessed updates, compensating for undone work $(\tau - \tau_i)$. Instead of $\tau_i$ local updates, clients in GeL perform $(\tau_i + \tau'_i)$ updates, with $\tau_i$ gradient-based updates and $\tau'_i$ guessed updates. The power of GeL lies in the fact that these guesses come for free, i.e., without entailing any extra gradient computations. By virtually achieving the expected steps $\tau$, GeL alleviates the impact of systems heterogeneity and boosts convergence. Figure 1 illustrates how GeL operates.

When clients train for $\tau_i$ local steps, they accumulate local momentum which contains useful information relevant to the next update. GeL exploits this local momentum to perform the guesses. More precisely, clients in GeL take additional steps in the direction of the accumulated momentum (guessed updates). Our generic guessing procedure features two advantages. First, it can be flexibly applied on top of several FL algorithms, including FedProx (Li et al. 2020b), FedNova (Wang et al. 2020) and FedYogi (Reddi et al. 2021). Such combinations leverage GeL (for fast empirical convergence) while tackling specific problems (e.g., client-drift using FedProx) in the face of constrained com-
Contributions

- We introduce GeL, a novel algorithm that compensates for limitations of constrained devices and varying system capabilities in FL by enabling guessed model updates for free (§3.1).

- Based on the general theoretical framework of Wang et al. (2020), we provide a convergence analysis along with insights about the guessing in GeL (§3.2 and 3.3).

- We conduct extensive experiments on three different learning tasks and demonstrate that GeL converges up to 30% faster in the number of communication rounds than the FedAvg baseline with client momentum (§4.2).

- We show that GeL can be flexibly combined with state-of-the-art FL algorithms (FedProx, FedNova and FedYogi) while boosting their empirical performance by up to 40% (§§4.3 and 4.5).

- We demonstrate the benefits of GeL in improving test performance across a range of learning rate values. Our results show that using GeL eases tuning while achieving fast empirical convergence (§§4.4 and 4.5).

2 Related work and background

Computation heterogeneity in FL. Heterogeneity in Federated Learning has received wide attention (Bonawitz et al. 2019; Kairouz et al. 2020; Li et al. 2020a; Wang et al. 2021). FedAvg (McMahan et al. 2017) is the standard algorithm for federated training, though it was not particularly designed to address heterogeneity. FedProx (Li et al. 2020b) introduces a proximal penalty to keep client models close to the server model. In the presence of varying compute budgets, Wang et al. (2020) show that federated optimization algorithms can converge to an inconsistent objective function. To tackle this, FedNova aggregates normalized gradients to ensure consistency. Other approaches, such as HeteroFL (Diao, Ding, and Texh 2021) and AdaptCL (Zhou et al. 2021), allow clients to have heterogeneous models, enabling slower clients to train on smaller architectures and meet reporting deadlines. On similar lines, AQFL (Abdelmoniem and Canini 2021) adapts quantization levels on client devices to address heterogeneity. While these approaches are orthogonal, GeL differs in not only attenuating the impact of heterogeneity but also relieving the need for exhaustive learning rate tuning as we discuss next.

Hyperparameter tuning in FL. HP selection in FL is a challenging problem (Zhou et al. 2023; Khodak et al. 2021). FedEx (Khodak et al. 2021) enhances tuning algorithms (Bergstra and Bengio 2012; Li et al. 2017) by using the weight-sharing technique of Neural Architecture Search (NAS), but still requires search-based techniques for certain global HPs. FLoRA (Zhou et al. 2023) achieves one-shot HPO in FL by aggregating loss surfaces from clients, yet at considerable client-side overheads.

Learning rate is a crucial HP (Nar and Sastry 2018; Charles and Konečný 2020). Adaptive optimizers like Adam (Kingma and Ba 2017) and Yogi (Zaheer et al. 2018) are less sensitive to learning rate tuning, thus representing robust alternatives to algorithms based on stochastic gradient descent (SGD). The FedOpt framework (Reddi et al. 2021) proposes FL equivalents of adaptive optimizers and studies their sensitivity to client ($\eta_t$) and server learning rates ($\eta$).

Thereby, an algorithm is considered as easy to tune if it produces good performance across several choices of parameter values (Reddi et al. 2021). We analyze GeL in the FedOpt framework and demonstrate improved performance across various ($\eta_t$, $\eta$) combinations for FedAvg and FedYogi, thus reducing the need for exhaustive tuning. Moreover, combining FedYogi with GeL produces significantly faster empirical convergence, as we show in §4.5.

Utility of momentum. Although vanilla SGD provides reasonable performance, the robust and fast convergence of momentum-based optimizers has been critical to the success of deep learning applications (Sutskever et al. 2013; Cutkosky and Orabona 2019). In the context of FL, Wang et al. (2020) report that using SGD with momentum (SGDM) as the client-side optimizer (ClientOpt) can effectively improve performance. We refer to the version of the FedAvg algorithm that uses SGDM as the ClientOpt as FedAvgCM. To illustrate the performance difference when using momentum, we experiment and chart in Figure 2 the learning curves
for three different tasks using FedAvg and FedAvgCM algorithms. Notably, using momentum speeds up convergence with respect to the vanilla version by nearly 2× in communication rounds. In this work, we exploit momentum to achieve client-side guessing in the face of limited computational budgets, as described next.

**Notation.** \( x_i^{(t,k)} \) refers to the model parameters in round \( t \) after \( k \) local steps of training at client \( i \). \( g_i^{(t,k)} \) is the stochastic gradient of the loss function computed using \( x_i^{(t,k)} \) on a mini-batch of data. \( x_i^{(t,0)} \) (without subscript \( i \) and \( k = 0 \)) refers to the server model in round \( t \).

### 3 GeL

Recall that, in FL, participating clients are often limited in their capacity to contribute to the training process. We refer to this limitation by their computational budget \( \tau_i \), which dictates the number of model update steps that the client performs when participating in a training round. Given the computational budget constraints of clients \([\tau_1, \tau_2, \ldots, \tau_C]\) selected for a training round, the goal of GeL is to maximize the amount of progress made towards the optimal global model.

#### 3.1 GeL: Guess and Learn Algorithm

GeL achieves its goal by guessing future model update steps for every client. The number of such updates is given by \([\tau_i', \tau_i', \ldots, \tau_C']\). Therefore, each client virtually performs \([\tau_1 + \tau_i', \tau_2 + \tau_i', \ldots, \tau_C + \tau_i']\) total learning steps, thereby boosting convergence. These guessed updates do not require any extra gradient computation but only a model update step, a much faster computation than a forward plus a backward pass through the deep model.

In order to perform the guessing, GeL leverages optimizers that accumulate a running first moment of gradients on the client side. In this work, we present our analysis and results using the SGDM (SGD with momentum) as the ClientOpt, although other choices like Adam and Yogi are also possible. On the server side, one is free to choose any server-side optimizer (ServerOpt). Therefore, GeL can be flexibly combined with several federated algorithms, including FedProx and FedNova. Table 3 (Appendix A) provides a complete list of all algorithms and their corresponding GeL versions along with the client and server optimizers used by each. We detail next the procedure for guessed steps.

The SGDM optimizer maintains a running moment of gradients, also known as velocity \((v)\), as follows:

\[
v_i^{(t,k+1)} = \alpha v_i^{(t,k)} - \eta g_i^{(t,k)}
\]

where \( \alpha \) is the momentum decay factor and \( \eta \) is the client learning rate. The weights of the model are then updated using the current momentum instead of the current gradient:

\[
x_i^{(t,k+1)} = x_i^{(t,k)} + v_i^{(t,k+1)}
\]

Upon training for \( \tau_i \) local steps, clients produce \( x_i^{(t,\tau_i)} \) as the final local model. At this point, the clients have exhausted their computational budgets \( \tau_i \) and no more gradients can be computed. Notably, the accumulated momentum \( v_i^{(t,\tau_i)} \) still contains useful information for the next update. In the absence of the next gradient, the value of the gradient can be substituted with a proxy.

\[
v_i^{(t,\tau_i+1)} = \alpha v_i^{(t,\tau_i)} - \eta g_i^{(\text{proxy})}
\]

In GeL, we use \( g_i^{(\text{proxy})} = 0 \). This can be interpreted as deriving the subsequent update steps solely from the accumulated momentum. Repeating this for \( k \) steps, we have

\[
v_i^{(t,\tau_i+k)} = \alpha v_i^{(t,\tau_i+k-1)} + \alpha^k v_i^{(t,\tau_i)}
\]

Consequently, the model will be updated as follows:

\[
x_i^{(t,\tau_i+\tau_i')} = x_i^{(t,\tau_i)} + \tau_i' \sum_{k=1}^{\tau_i'} v_i^{(t,\tau_i+k)} \quad \text{(from eqn. 2)}
\]

\[
x_i^{(t,\tau_i+\tau_i')} = x_i^{(t,\tau_i)} + \left( \sum_{k=1}^{\tau_i'} \alpha^k \right) v_i^{(t,\tau_i)} \quad \text{(from eqn. 4)}
\]

The final model after \( \tau_i' \) guessed steps is:

\[
x_i^{(t,\tau_i+\tau_i')} = \underbrace{x_i^{(t,\tau_i)}}_{\text{Last model before the budget is exhausted}} + \left( \frac{1 - \alpha^{\tau_i'}}{1 - \alpha} \right) v_i^{(t,\tau_i)} \quad \text{Nudge in the direction of momentum.}
\]

The guessed learning steps are effectively a nudge in the direction of momentum with the corresponding step size \( \alpha(1-\alpha^{\tau_i'})/\alpha \) decided by the number of guessed steps \( \tau_i' \). More importantly, the number of guessed updates \( \tau_i' \) can be chosen differently for different clients, possibly depending on their actual work \( \tau_i \). Recall from §1 that the server requests a fixed number of learning steps \( \tau \) in the stipulated time window. One approach to establishing \( \tau_i' \) is to assign it the value of the remaining work, i.e., \( \tau_i' = \tau - \tau_i \). This strategy also homogenizes the total virtual work \( \tau_i + \tau_i' \) across the clients. We demonstrate the results with this strategy in §4. The pseudocode for GeL is presented in Algorithm 1 (Appendix B).
3.2 Convergence analysis of GeL

We now present the convergence result for the FedAvgCM + GeL algorithm. This result is based on the general theoretical framework of Wang et al., (2020) which subsumes a suite of FL algorithms whose accumulated local changes \((x_i^{(t,\tau_i)} - x_i^{(t,0)})\) can be written as a linear combination of gradients. More precisely, algorithms for which

\[
\Delta_i^{(t)} = x_i^{(t,\tau_i)} - x_i^{(t,0)} = -\eta_i G_i^{(t)} a_i
\]

where matrix \(G_i^{(t)} = [g_i^{(t,0)}, g_i^{(t,1)}, \ldots, g_i^{(t,\tau_i-1)}] \in \mathbb{R}^{d \times \tau_i}\) stacks all local gradients and \(a_i \in \mathbb{R}^{\tau_i}\) defines the coefficients of this linear combination are subsumed by the general theoretical framework.

Since the guessed step is derived solely out of the first moment of gradients (a linear combination), the accumulated updates in FedAvgCM + GeL algorithm obey the above structure. We derive the accumulated update and the gradient coefficient vector \(a_i\) in an elaborate proof in Appendix C.3, leading to:

\[
x_i^{(t,\tau_i,\tau'_i)} - x_i^{(t,0)} = -\eta_i \sum_{k=0}^{\tau_i-1} \left[ \frac{1 - \alpha \tau_i + \tau'_i - k}{1 - \alpha} \right] g_i^{(t,k)}
\]

**Lemma 1 (Accumulated updates in FedAvgCM + GeL).** When performing \(\tau_i\) gradient steps and \(\tau'_i\) guessed steps, the accumulated updates in the FedAvgCM + GeL algorithm form a linear combination of gradients with the gradient coefficients, given by

\[
a_i = [1 - \alpha \tau'_i + \tau_i, 1 - \alpha \tau'_i + \tau_i - 1, \ldots, 1 - \alpha \tau'_i + 1] / (1 - \alpha) \quad (6)
\]

Based on Lemma 1 and the above theoretical framework, we show that FedAvgCM + GeL algorithm converges at the rate \(O(1/\sqrt{m\tau T})\), where \(\tau = \frac{1}{m} \sum_{i=1}^{m} \tau_i\) and \(T\) is the number of communication rounds (proof in Appendix C).

3.3 Discussion and insights

The presented analysis serves two purposes: (i) it confirms that the guessed updates in GeL do not jeopardize the convergence by showing that FedAvgCM + GeL has a similar asymptotic convergence rate to standard FedAvg, with slightly different constants in the inequality; and (ii) it provides interesting insights into understanding GeL.

Guesses in GeL are derived out of gradients computed until the budget \(\tau_i\) and accumulated in the momentum vector. We showed that the final update in GeL forms a linear combination of gradients with the coefficients described in eqn. 6. We contrast these with the coefficients for two instances of the FedAvgCM algorithm (i.e., no GeL), one performing \(\tau_i\) gradient-based steps, and the other \(\tau_i + \tau'_i\) gradient-based steps in Figure 3.

Interestingly, the coefficients in GeL correspond exactly to the coefficients that would have resulted for all gradients \(g_i^{(t,k)}\) with \(k \leq \tau_i - 1\), had the client performed all \(\tau_i + \tau'_i\) steps as actual gradient-based steps. In essence, GeL computes the sequential inter-dependent gradients in a regular way. However, once computed, it cleverly combines them using coefficients that would have resulted if a greater number of actual gradients were computed. This simple modification results in notable speedups, as we demonstrate in §4.

We note that in GeL no momentum state is transferred between the server and the clients or vice-versa. Hence, GeL does not incur additional communication overhead. Clients remain stateless and reset their momentum to zero when commencing the training for the current round. Consequently, the accumulated momentum is local to the current training round for every client. Finally, GeL is also compatible with model compression (Wang et al. 2018; Sattler et al. 2020; Li et al. 2020c), differential privacy (Wei et al. 2020) and secure aggregation (Bonawitz et al. 2016; So, Güler, and Avestimehr 2021).

4 Experimental results

We present our experimental setup in §4.1. Section 4.2 compares GeL to the FedAvgCM baseline, while §§ 4.3 and 4.5 evaluate GeL combined with different algorithms. The performance of GeL under untuned learning rate settings is studied in §§ 4.4 and 4.5.

4.1 Experimental setup

**Datasets And Models** We evaluate all algorithms on three different learning tasks – image classification on the FEMNIST dataset, text generation on the Shakespeare dataset, and cluster identification on the Synthetic dataset. These datasets are taken from the LEAF benchmark (Caldas et al. 2019) for FL, used in several previous works (McMahan et al. 2017; Li et al. 2020b; Reddi et al. 2021; Charles et al. 2021). The datasets also exhibit a natural non-IID partitioning, e.g., each writer is a separate client in the FEMNIST dataset. We use the same models as McMahan et al. (2017) and Li et al. (2020b) in our experiments for all 3 learning tasks. Table 4 (Appendix D) summarizes the learning tasks, datasets, and models.

**Hyperparameters** We tune the client learning rate \((\eta_i)\) for the FedAvgCM baseline. FedProx, FedNova, and GeL use the same tuned learning rate for fairness. The FedAvg algorithm in Figure 2 has a separately tuned client learning rate due to the absence of client momentum. Default server learning rate \(\eta = 1\) is used in all experiments except for the FedOpt framework (§4.5), where we tune both the client and server learning rates \((\eta_c, \eta_s)\). The number of selected clients \((C)\) per round is fixed at 20. Batch sizes of 5, 20, and 20 are
4.2 GeL against FedAvgCM

Recall from Section 2 that momentum enables significant speedup for all the learning tasks. Consequently, we consider the FedAvgCM algorithm as the baseline instead of the standard FedAvg algorithm throughout our experiments. We refer to the application of GeL on FedAvgCM as FedAvgCM + GeL (Table 3, Appendix A). Figure 4 presents the performance results, with rows 1 and 2 showing the test accuracy versus communication rounds, and row 3 illustrating the evolution of test accuracy with respect to total gradients computed by the system.

As described in §3, GeL performs $\tau'_i = \tau - \tau_i$ guessed updates for every client. By just performing these free learning steps, GeL speeds up convergence to target accuracy by up to 30% in rounds of communication (speedup column of Table 1). Notably, even for the challenging Shakespeare dataset, GeL requires over 100 fewer rounds to converge. Furthermore, when both GeL and FedAvgCM reach the target accuracy, GeL achieves higher accuracy in all learning tasks, with a notable increase of approximately 2% for the FEMNIST dataset (row-1 of Figure 4). In terms of computa-
tion, GeL consistently requires significantly fewer gradient computations compared to FedAvgCM to achieve equal accuracy across all learning tasks. This translates to thousands of saved computations, reaching up to 42,000 for the Shakespeare dataset (row-3 of Figure 4).

We also demonstrate that GeL is not very sensitive to large values of $\tau'_i$ by setting $\tau'_i = \infty$ in Appendix F.1. Additionally, we assess GeL under different budget ranges in Appendix F.2.

### 4.3 GeL applied to FedProx and FedNova

The FedProx and FedNova algorithms were designed to address compute heterogeneity (Section 2). We investigate their combination with GeL and examine whether GeL can accelerate their convergence.

**FedProx + GeL.** The gradients in the FedProx algorithm account for the proximal term along with the regular loss function. This being the only difference to FedAvgCM, guessed updates in GeL (eq. (5)) can be directly applied on top of FedProx algorithm. Table 2 summarizes the results under the column FedProx. FedProx + GeL takes significantly fewer communication rounds to reach the same target accuracy as FedProx, achieving between 26 and 40% speedup across the learning tasks. In addition, FedProx + GeL reaches up to 2.19% higher test accuracy by the round when default FedProx achieves target accuracy. These findings show that GeL can be seamlessly combined with FedProx to boost the convergence of the latter.

**FedNova + GeL.** Similar to FedProx, FedNova can also be easily applied on top of the FedNova algorithm (Wang et al. 2020). Table 2 summarizes the results under column FedNova. With a simple modification resulting from guessed updates, GeL boosts default FedNova by 10-20%. Moreover, it reaches nearly 1% higher target accuracy for all datasets by the round when default FedNova reaches the target accuracy. We also observe that the results of default FedNova are not significantly different from baseline FedAvgCM in Table 1. We speculate a modest objective inconsistency (which FedNova is designed to resolve) observed in practice as a reason for this behavior. However, the results still indicate that GeL can be beneficially combined with FedNova to speed up convergence.

### 4.4 GeL in untuned learning rate settings

As motivated in §§1 and 2, tuning learning rates is an arduous task in FL. Interestingly, GeL presents an alternative to exact tuning: gradients can be computed using untuned learning rates, but combined using coefficients that maximize progress. In §4.5, we present the final test performance after very long executions of the algorithms and show the effectiveness of GeL in improving poor test performance of bad parameter values. In this section, we focus on the speedup achieved by GeL when comparing two sets of learning rate values: the best and a non-best learning rate that still achieves the target accuracy. We set the non-best learning rate to a value equal to half of the best one, although in practice this could be arbitrary.

Figure 5 and Table 1 demonstrate the results. In the untuned setting, GeL converges nearly 38% faster for the FEMNIST dataset. For the Synthetic dataset, GeL converges in even fewer rounds than the tuned FedAvgCM baseline. Finally, for the challenging Shakespeare dataset, the speedup rises to 28% in the untuned case from 22% in the tuned case, taking over 150 fewer communication rounds to reach the same accuracy.

Intuitively, GeL exhibits this behavior because lower learning rates provide more room for improvement through guessing. In other words, when step sizes are small, learning can smoothly progress in the direction of momentum, which GeL precisely exploits. Furthermore, the amplified speedup leads to nearly double network savings in data volume.
4.5 GeL in FedOpt framework

In this section, we analyze the impact of server-side optimization on GeL performance. We evaluate FedAvgCM and FedYogi algorithms on the FEMNIST dataset with tuned client ($\eta_t$) and server learning ($\eta$) rates, following the procedure outlined in (Reddi et al. 2021). See Appendix E for more details on tuning. We observe in Figure 6 that the guessing mechanism in GeL continues to expedite empirical convergence, leading to higher accuracy within a fixed number of communication rounds. Furthermore, algorithms in the FedOpt framework achieve better accuracies than previously, emphasizing the benefits of tuning both client and server learning rates. This however comes at a significant cost of tuning.

As previously established, we deem an algorithm as easy to tune in case it produces good performance across several choices of parameter values. GeL, in particular, through guessing updates can restore the performance of bad parameter values. To justify this, we chart in Figure 7 the test accuracy grids upon running 1000 rounds of training on the FEMNIST dataset. Note that GeL improves the test performance for many ($\eta_t$, $\eta$) values, providing good performance over a large set. This is especially evident for the FedYogi + GeL combination. While it hurts the performance of few parameters, we argue that these parameters are the ones with very high learning rate values. Hence, they are not the safest choice as they are susceptible to overshooting and divergence. In conclusion, GeL alleviates the strong need for exhaustive tuning, serving as a practical alternative.

5 Conclusion

We designed GeL, our guess and learn algorithm that addresses slow convergence in challenging heterogeneous FL settings. The novelty of GeL lies in its gradient-free guessing, thus speeding up convergence at no cost, while compensating for low-budget clients. We demonstrated the wide applicability of GeL by successfully implementing it on top of several state-of-the-art algorithms. In one of the most promising findings of the paper, we highlighted the utility of GeL as a practical alternative to exhaustive tuning. Future research directions include exploring the applicability of GeL in other FL setups, e.g., asynchronous FL (Huba et al. 2022) for controlling the staleness of updates.

Table 2: GeL enhances existing FL algorithms by achieving earlier target accuracy (Speedup) and surpassing their accuracy (GeL accuracy beyond target) when measured at the round when the baseline (i.e., FedProx or FedNova) achieves the target.

| Datasets               | FedProx |                  |                  | FedNova |                  |                  |
|------------------------|---------|------------------|------------------|---------|------------------|------------------|
|                        | Comm. rounds until target accuracy | GeL accuracy beyond target [%] | Speedup | Comm. rounds until target accuracy | GeL accuracy beyond target [%] | Speedup |
| FEMNIST $\tau_t \in [4, 20]$ | 49 38 28.9% +2.19 |                  |                  | 63 55 11.5% +1.04 |                  |
| Synthetic $\tau_t \in [4, 13]$ | 157 112 40.2% +1.18 |                  |                  | 118 103 14.6% +0.94 |                  |
| Shakespeare $\tau_t \in [10, 30]$ | 605 478 26.6% +1.26 |                  |                  | 578 478 20.9% +1.17 |                  |

Figure 6: FedOpt framework. GeL enhances the empirical convergence of both FedAvgCM and FedYogi.

Figure 7: Test accuracy grid for the FEMNIST dataset. GeL enhances performance for many parameter values, relieving exhaustive tuning. While it also impacts a few combinations, these are on the extreme and arguably not the safest.
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Organization of the Appendix Appendix A presents an exhaustive list of algorithms considered in this work, their GeL versions along with their respective client and server optimizers. Appendix B provides the pseudocode of GeL. In Appendix C, we present the complete convergence result of FedAvgCM + GeL including the proof of Lemma 1. Appendix D provides additional details on the learning tasks while Appendix E elaborates on the hyperparameter tuning. Lastly, in Appendix F, we present additional results and discussion assessing the impact of (i) a large number of guessed updates, and (ii) varying client budget distributions (τ_i).

A Algorithm List
We present the list of algorithms considered in this work along with their GeL versions in Table 3.

B Pseudocode of GeL
We provide the pseudocode of GeL in Algorithm 1 and describe it below. Similar to FedAvg, the server then selects a subset of clients and broadcasts the global model x \( (t,0) \) along with the desired number of local steps τ \( i \) for training in the current round (lines 4-7). After initialization (lines 12-13), the clients train on their local data only up to their computational budget τ_i instead of τ (lines 14-18). For the remaining undone steps τ - τ_i, the clients compensate by performing an equivalent number of guessed update steps τ'_i (lines 19-20). Note that this is computed as a single operation (line 20) instead of iterative steps. It also does not entail any gradient computations, hence is a relatively cheap operation. Finally, the server aggregates received model updates (line 8) and produces the new global model using a ServerOpt of its choice (line 9).

C Detailed convergence analysis for FedAvgCM + GeL algorithm
In this section, we detail the convergence result for the FedAvgCM + GeL algorithm presented in §3.2. To begin, we first revisit the federated optimization setting.

C.1 The federated optimization setting
The goal of FL is to minimize the following objective function with a total of m clients:

\[
\min_{x \in \mathbb{R}^d} F(x) := \sum_{i=1}^{m} p_i F_i(x)
\]

where F_i(x) = \frac{1}{n_i} \sum_{\xi \in D_i} f_i(x; \xi) is the local objective function on the i-th client, p_i = n_i/n denotes the relative sample size and n = \sum_{i=1}^{m} n_i. The function f_i represents the loss function (possibly non-convex) on client i defined by the learning model \( x \) and samples \( \xi \) taken from the local dataset \( D_i \).

Learning occurs in repetitions of communication rounds where in the t-th communication round, the server selects a subset \( S(t) \) of available clients and broadcasts the global model x \( (t,0) \) for local training. Generally, the number of clients selected \( |S(t)| = C \) is kept fixed across communication rounds. Further, the server requests a fixed computation in a number of steps τ and waits a stipulated time window to receive updates from the selected clients (McMahan et al. 2017; Bonawitz et al. 2019). However, as described in Section 1, each client manages to perform only a portion of the computational budget of the \( i \)-th client; i.e., the number of local learning steps that this client is able to perform in the stipulated time window. Thus, each client performs a different number of local steps \( \{\tau_i\}_{i=1}^{C} \).

Algorithm 1: GeL. The \( C \) clients are indexed by \( i \); τ is the number of steps expected by the server; \( \tau_i \) and \( \tau'_i \) are the computational budget and number of guessed updates; \( p_i \) is the weight; \( \eta_i \) and \( \eta \) refer to the client and the server learning rate respectively. The server can choose any ServerOpt while the client must use an optimizer that accumulates the first moment of gradients (SGDM shown below).

```
1 Server Executes:
2     Initialise x\( (0,0) \)
3     for t = 0, 1, 2, \ldots do
4         S(t) \leftarrow \text{Server randomly selects } C \text{ clients}
5         for each i \in S(t) in parallel do
6             \Delta_i(t) \leftarrow \text{ClientUpdate}(i, x\( (t,0) \), τ)
7         end
8         \Delta(t) = \sum_{i \in S(t)} p_i \Delta_i(t)
9         x\( (t+1,0) \) \leftarrow \text{ServerOpt}(x\( (t,0) \), -\Delta(t), \eta, t)
10     end
11 ClientUpdate(i, x\( (t,0) \), τ): \triangleright \text{Client } i
12     \psi_{i,0} = 0 \triangleright \text{initialize momentum}
13     x_{i,0} = x\( (t,0) \) \triangleright \text{initialize model}
14     \triangleright \text{Compute up to budget } \tau_i
15     for step k = 1 \text{ to } \tau_i do
16         Compute g_{i,k-1}\( (t,k) \)
17         \psi_{i,k} = \psi_{i,k-1} - \eta \psi_{i,k-1}\( (t,k) \)
18         x_{i,k} = x_{i,k-1} + \psi_{i,k}\( (t,k) \)
19     end
20     \triangleright \text{Guessed update step}
21     Choose \( \tau'_i = \tau - \tau_i \) or simply use \( \tau'_i = \infty \)
22     x_{i,\tau_i+\tau'_i} = x_{i,\tau_i} + \alpha \frac{1-\alpha^{\tau'_i}}{1-\alpha} \psi_{i,\tau_i}
23     \Delta(t) = x_{i,\tau_i+\tau'_i} - x_{i,0}
24     return \Delta(t) to the server
```

C.2 Heterogeneous federated optimization framework
Wang et al., (2020) proposed the general theoretical framework to analyze federated algorithms under heterogeneous client budgets. In this framework, FL algorithms can be ex-
Algorithm & ClientOpt ($\eta_l$) & ServerOpt ($\eta$) 
\hline
FedAvg (McMahan et al. 2017) & SGD & SGD \\
FedAvgCM (Reddi et al. 2021) & SGDM with guessed updates & SGD \\
FedProx (Li et al. 2020b) & SGDM with guessed updates & SGD \\
FedNova (Wang et al. 2020) & SGDM with guessed updates & SGD \\
FedYogi (Reddi et al. 2021) & Yogi & Yogi \\
\hline

Table 3: List of algorithms referred in this paper and their GeL versions. Vanilla SGD is referred as just SGD while SGDM stands for the SGD with momentum optimizer. We adopt the acronym name FedAvgCM. Further, we consider the version of FedNova with the above client and server optimizers due to its superior performance while it can use any client optimizer (Wang et al. 2020).

pressed using a general rule as follows:

$$ x^{(t+1,0)} = x^{(t,0)} - \tau_{\text{eff}} \sum_{i=1}^{m} w_i \eta d_i^{(t)} $$

which optimizes

$$ \tilde{F}(x) = \sum_{i=1}^{m} w_i F_i(x) $$

where $d_i^{(t)}$ is the normalized gradient, $w_i$'s are aggregation weights and $\tau_{\text{eff}}$ is the effective step size. The normalized gradient is defined as

$$ d_i^{(t)} = G_i^{(t)} a_i \Vert a_i \Vert_1 $$

where the matrix $G_i^{(t)} = [g_i^{(0)}, g_i^{(1)}, \ldots, g_i^{(t,\tau_i-1)}] \in \mathbb{R}^{d \times \tau_i}$ stacks all local stochastic gradients, the vector $a_i \in \mathbb{R}^{d}$ defines the coefficients of these gradients and $\Vert a_i \Vert_1$ is the $\ell_1$ norm of the vector $a_i$. Any FL algorithm whose accumulated local changes $\Delta_i^{(t)} = x^{(t,\tau_i)} - x^{(t,0)}$ can be written as a linear combination of local gradients is subsumed by this formulation.

Previous FL algorithms can be shown to be special cases of this formulation obtained by substituting appropriate values of $w_i$, $\tau_{\text{eff}}$, and $a_i$. Specifically, given the value of $a_i$, Wang et al. (2020) show that FL algorithms take on the following values for $w_i$ and $\tau_{\text{eff}}$.

$$ w_i = \frac{p_i \Vert a_i \Vert_1}{\sum_{i=1}^{m} p_i \Vert a_i \Vert_1} $$

$$ \tau_{\text{eff}} = \frac{\sum_{i=1}^{m} p_i \Vert a_i \Vert_1}{m} $$

Note that the specification of $a_i$ defines all variables in the general update rule of equation 8.

C.3 Proof of Lemma 1: Accumulated updates in FedAvgCM + GeL algorithm

Now we prove that the update rule for the FedAvgCM + GeL algorithm forms a linear combination of gradients, allowing us to apply the above general theoretical framework. To begin, recall the SGD with momentum equation 1 and equation 2:

$$ v_i^{(t,k+1)} = \alpha v_i^{(t,k)} - \eta_i g_i^{(t,k)} $$

$$ x_i^{(t,k+1)} = x_i^{(t,k)} + v_i^{(t,k+1)} $$

By a simple recursion, we get:

$$ v_i^{(t,k)} = \alpha v_i^{(t,k-1)} - \eta_i g_i^{(t,k-1)} $$

$$ = -\eta_i \sum_{j=0}^{k-1} \alpha^{k-j} g_i^{(t,j)} $$

(wher $v_i^{(t,0)} = 0$)

Hence:

$$ x_i^{(t,\tau_i)} - x_i^{(t,0)} = \sum_{k=1}^{\tau_i} v_i^{(t,k)} $$

$$ = -\eta_i \sum_{k=1}^{\tau_i} \sum_{j=0}^{k-1} \alpha^{k-j} g_i^{(t,j)} $$

Moreover, recall from equation 5 that:

$$ x_i^{(t,\tau_i+\tau)} - x_i^{(t,\tau_i)} = \left( \frac{1 - \alpha^{\tau_i}}{1 - \alpha} \right) v_i^{(t,\tau_i)} $$

$$ = -\eta_i \left( \frac{1 - \alpha^{\tau_i}}{1 - \alpha} \right) \sum_{j=0}^{\tau_i-1} \alpha^{\tau_i-1-j} g_i^{(t,j)} $$

By combining the two equations above, we have:

$$ x_i^{(t,\tau_i+\tau)} - x_i^{(t,0)} = $$

$$ -\eta_i \left( \frac{1 - \alpha^{\tau_i}}{1 - \alpha} \right) \sum_{j=0}^{\tau_i-1} \alpha^{\tau_i-1-j} g_i^{(t,j)} $$

$$ -\eta_i \sum_{k=1}^{\tau_i} \sum_{j=0}^{k-1} \alpha^{k-j} g_i^{(t,j)} $$
Rewriting the second term on the right-hand side:
\[
x^{(t+\tau)}_i - x^{(0)}_i = \eta \sum_{j=0}^{\tau-1} \left( \frac{1 - \alpha^{\tau_j}}{1 - \alpha} \right) g^{(t,j)}_i
\]

Putting the coefficients together:
\[
x^{(t+\tau)}_i - x^{(0)}_i = -\eta \sum_{j=0}^{\tau-1} \left( \frac{1 - \alpha^{\tau_j}}{1 - \alpha} \right) g^{(t,j)}_i
\]

Thus, the update rule of FedAvgCM + GeL can be expressed as a linear combination of gradients where the coefficient of \( g^{(t,j)}_i \) is \( 1-\alpha^{\tau_j+\tau_i-1}/(1-\alpha) \). With this, we obtain the coefficient vector \( a_i \):  
\[
a_i = \left[ 1-\alpha^{\tau_j+\tau_i-1}/(1-\alpha), 1-\alpha^{\tau_j+\tau_i-1}, \ldots, 1-\alpha^{\tau_j+\tau_i-1} \right] / (1-\alpha)
\]

This proves our Lemma 1 presented in Section 3.2. Thus, FedAvgCM + GeL can also be expressed using the update rule Equation (8) which leads us to the following result.

C.4 Final convergence result

(Wang et al. 2020) show that for FL algorithms whose update rule follows Equation (8), thus subsuming FedAvgCM + GeL, the following convergence result holds under standard assumptions in the federated optimization literature (Bottou, Curtis, and Nocedal 2018; Wang et al. 2020; Karimireddy et al. 2021).

Assumption 1 (Smoothness). \( \|\nabla F_i(x) - \nabla F_i(y)\| \leq L_i \|x - y\|, \forall i \in \{1, 2, \ldots, m\} \).

Assumption 2 (Unbiased gradients and bounded variance). \( E_i[g_i(x)\xi] = \nabla F_i(x) \) and \( E_i[\|g_i(x)\| - \nabla F_i(x)\|^2] \leq \sigma_i^2, \forall i \in \{1, 2, \ldots, m\} \).

Assumption 3 (Bounded Dissimilarity). For any set of constants \( \{\alpha_i\}_{i=1}^{\tau} \), \( 1 = \sum_{i=1}^{\tau} w_i \) exist constants \( \beta^2 \geq 1, \kappa^2 \geq 0 \) such that \( \sum_{i=1}^{\tau} w_i \nabla F_i(x) \leq \beta^2 \|\nabla F_i(x)\|^2 + \kappa^2 \|

Theorem 2 (Convergence to the \( \tilde{F}(x) \)'s Stationary Point). Under Assumptions 1 to 3, any federated optimization algorithm that follows the update rule (8), will converge to a stationary point of a surrogate objective \( \tilde{F}(x) = \sum_{i=1}^{m} w_i F_i(x) \). More specifically, if the total communication rounds \( T \) is pre-determined and the learning rate \( \eta \) is small enough \( \eta = \sqrt{m/\tau T} \) where \( \tau = \frac{1}{m} \sum_{i=1}^{\tau_i} \), then the optimization error will be bounded as follows:

\[
\min_{t \in \mathbb{T}} \|\nabla \tilde{F}(x^{(t)}(t))\|^2 \leq O \left( \frac{\tau T}{\sqrt{m \tau T}} \right) + O \left( \frac{m \sigma^2}{\sqrt{m ^2 \tau T}} \right) + O \left( \frac{m C \kappa^2}{\tau T} \right)
\]

where \( O \) swallows all constants (including \( L \)) and quantities \( A, B, C \) are defined as follows:

\[
A = m \tau_{eff} \sum_{i=1}^{m} w_i^2 \|a_i\|_2^2, B = \sum_{i=1}^{m} w_i (\|a_i\|_2^2 - a_i^2),
\]

\[
C = \max_i \{\|a_i\|_2^2 - \|a_i\|_1 a_i \}
\]

Thus, it follows that FedAvgCM + GeL also converges at an asymptotic rate of \( O(1/\sqrt{m \tau T}) \) where we substitute \( \alpha_i \) from our derivation in Equation (10). We also note that the algorithm converges to a surrogate objective \( \tilde{F}(x) \) (equation 9) over the true objective (equation 7). The mismatch between objectives arises from heterogeneous \( \tau_i \) and is not due to GeL. Traditional algorithms like FedAvg, FedProx also face this inconsistency in the scenario of heterogeneous steps. This was one of the critical findings of the general theoretical framework presented in Appendix C.2. However, our empirical results in §4 indicate a modest impact of this inconsistency as all algorithms manage to converge to a similar accuracy after appropriate tuning. Additionally, one way to get exact convergence is to use GeL on top of FedNova (Wang et al. 2020), which eliminates the objective inconsistency. Results for GeL combined with FedNova are also presented in §4.3.

D Additional task details

Table 4 provides additional details regarding the 3 tasks from the LEAF (Caldas et al. 2019) benchmark evaluated in this work.

E Hyperparameter tuning

E.1 Fixed parameters

In our experiments, the number of selected clients \( C \) is set to 20 while we also use a fixed batch size of 20 for the FEMNIST and Shakespeare datasets and 5 for the Synthetic dataset. In all instances of the SGD optimizer, the momentum parameter is set to 0.9. Similarly, we let \( \beta_1 = 0.9 \) and \( \beta_2 = 0.99 \) for the Yogi optimizer. Lastly, we fix the adaptivity parameter to \( 10^{-3} \) since it was shown to perform nearly as well as other values (Reddi et al. 2021), saving significant tuning effort.

E.2 Tuning learning rate

We tune the client learning rate \( (\eta_i) \) for the FedAvg and the FedAvgCM algorithms for all datasets. We tried several values to obtain the following final search space, where Table 5 lists the best \( \eta_i \).
FEMNIST:

\( \eta_l \in \{0.001, 0.005, 0.01, 0.02, 0.03, 0.06\} \)

Synthetic:

\( \eta_l \in \{0.001, 0.005, 0.01, 0.02, 0.05, 0.08, 0.1\} \)

Shakespeare:

\( \eta_l \in \{0.01, 0.05, 0.1, 0.3, 0.5, 0.6, 0.8\} \)

| Dataset   | FedAvg  | FedAvgCM |
|-----------|---------|----------|
| FEMNIST   | 0.06    | 0.02     |
| Synthetic | 0.1     | 0.01     |
| Shakespeare | 0.8     | 0.3      |

Table 5: The best obtained learning rate for the FedAvg and FedAvgCM algorithm on different datasets.

For the experiments using the FedOpt framework (§4.5), we tune both the client \( \eta_l \) and the server learning rate \( \eta \) for the FedAvgCM and FedYogi algorithms. Similar to (Reddi et al. 2021), we select the best parameters as the ones that minimize the average training loss over the last 100 rounds of training. We run 1000 rounds of training on the FEMNIST dataset over the following grid:

\( \eta_l \in \{10^{-3}, 10^{-2.5}, \ldots, 10^{0.5}\} \)

\( \eta \in \{10^{-3}, 10^{-2.5}, \ldots, 10^1\} \)

We chart the test accuracy obtained on this grid in Figure 7. We report the best values obtained in Table 6 and use these values in our experiments of §4.5.

| Dataset   | FedAvgCM | FedYogi |
|-----------|----------|---------|
| FEMNIST   | -\(\frac{1}{2}\) | 0       | -\(\frac{1}{2}\) | -2       |

Table 6: The base-10 logarithm of the client \( \eta_l \) and server \( \eta \) learning rate combinations after tuning.

E.3 FedProx proximal parameter \( \mu \)
The proximal term \( \mu \) restricts the trajectory of the local updates by constraining them to be closer to the global model, thus a large value of \( \mu \) can slow down convergence by forcing the updates to stay close to the starting point. In our settings, clients do not perform excessive local steps (restricted by computational budgets) and hence, the client models will not drift far away from the server model. We set \( \mu \) to a fixed value of 0.01 from the limited set of candidates \( \{0.001, 0.01, 0.1, 1.0\} \) used in previous works (Li et al. 2020b).

F Additional experimental results

F.1 Guessing to the limit
The initial motivation of GeL is to compensate for resource-constrained clients that are not able to compute as many learning steps as requested by the server. Thus, in our experiments, we always set the number of guessed updates \( \tau'_i = \tau - \tau_i \). Doing so also equalized the amount of (virtual) total work across nodes, with part of this work done by gradientless steps. One might wonder what would be the consequence if the clients guess too many steps. To answer this, rewriting the nudge in equation 5,

\[
\alpha \frac{\alpha^{\tau'_i + 1} - 1}{1 - \alpha}
\]

observe that the guessed updates only impact an exponentially decreasing term with parameter \( \alpha < 1 \). Hence even doing a large number of guessed updates will not yield a vastly different nudge parameter from doing a small finite number. In fact, setting \( \tau'_i = \infty \) turns the second term to zero, yielding a constant step size of \( \alpha / (1 - \alpha) \). Charted in Figure 8 are the learning curves for GeL with a number of guesses set to infinity along with GeL and FedAvgCM baseline from Figure 4. They confirm that GeL performs similarly with such a large number of guessed updates, corroborating our theoretical justification. In essence, one can set a number of guessed updates equal to the compensatory number \( \tau'_i = \tau - \tau_i \) or let all clients guess infinite steps. This finding reveals that GeL does not require exhaustive tuning for the number of guessed updates, as both the above values tend to work well in practice. We further explore the impact of the number of guessed updates in correlation to the client budgets in the following section.
F.2 Impact of budget range $\tau_i$

We now address the incidental question of how client budget ranges affect the performance of GeL. Intuitively, in order for guessing to be effective, GeL needs the clients to have accumulated momentum through at least some local steps. Hence, in an extreme case where clients do only one local step, GeL would be no better than the baseline. Similarly, on the other extreme where all clients manage to complete the expected amount of work, GeL would not bring significant improvements. However, in the more realistic average case, we show that GeL is effective in boosting the baseline.

We empirically confirm this by running the experiment with different ranges including $[4, 20]$, $[25, 50]$, $[50, 75]$, and a wider range $[10, 100]$ on the FEMNIST dataset. We vary the number of guesses ($\tau'_i$) as $[0, 10, 100]$ and chart the rounds to target accuracy in Figure 9. When $\tau'_i = 0$, we get the baseline. As we increase $\tau'_i$, we control the effect of GeL. Encouragingly enough, even a large number of guesses does not lead to divergence. We observe that (i) under stringent budget conditions i.e., $[4, 20]$, GeL speeds up convergence from 54 (baseline with 0 guesses) to 42 rounds; (ii) when the budgets increase to $[25, 50]$, the impact of GeL reduces; (iii) when the budgets are too high $[50, 75]$, both the baseline and GeL suffer from client drift needing more rounds than the $[25, 50]$ case. GeL, however, does not worsen the baseline. Finally, we note that stringent resource constraints are likely to induce low-budget clients where GeL brings the most speed up.