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Abstract

Based on fuzzy-set qualitative comparative analysis (fsQCA), this paper examines the interactions between the presence or absence of regional and national top-ranked research universities and other innovation-related conditions that foster regional competitiveness in the European Union context. We evaluated the effect of a region’s membership in different regional clusters as characterized by the following conditions: inter-firm collaboration in innovation activities, public R&D expenditure, private R&D expenditure as well as ranking in the list of the world’s top 300 (or top 100) universities. As one region might benefit from the presence of a local top-ranked university and/or from spillover effects from other national universities, we distinguish between the presence of universities within the region or elsewhere in the same country. Our results suggest that some conditions are necessary to achieve the outcome of being a “competitive region,” including having at least one top-300-ranked university in the same country (EU member state). Nevertheless, this attribute is not individually sufficient to incur the outcome of regional competitiveness. Our findings support the idea that the closeness of top-ranked universities does not itself guarantee regional competitiveness; instead, having an excellent research university within the same member state is only one of numerous configurations which may lead to a region’s success. These results support evidence in recent literature that leading research universities may be geographically connected to a wide network of actors with external knowledge interactions.
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1. INTRODUCTION

Empirical literature on regional innovation provides evidence that research and technology creation encourages significant knowledge spillovers that result in enhanced regional economic development (Goldstein & Renault, 2004). In general, knowledge is recognized as a key ingredient of the competitiveness of regions, nations, sectors and firms (Huggins & Johnston, 2009). Uni-
Universities are part of the knowledge system and are expected to promote regional competitiveness (Drucker, 2016). Nevertheless, some authors have argued that it is difficult to define a clear association between a region’s dynamics and local knowledge-based infrastructures (Huggins et al., 2008; Howells et al., 2012).

We propose a qualitative comparative approach to evaluate the importance of top-ranked research universities to the competitiveness of regions within the European Union (EU). Numerous authors have explored this question by conceptualizing various university models and examining successful case studies (Trippel et al., 2015). Many of these studies have provided conceptual frameworks towards the definition of the function of the university. Examples of these frameworks include the regional innovation systems approach, the triple helix, as well as social network theory (Fromhold-Eisebith & Werker, 2013). Still, further study is needed to evaluate whether research universities truly determine regional economic performance. Many regional studies have concentrated on the role of universities in specific countries (Drucker & Goldstein, 2007; Audretsch et al., 2012). Less attention has been devoted to the contribution of universities across a large sample of European regions. In this article, we consider 266 regions at the NUTS 2 level. Using data on these regions, we seek to determine whether it is necessary for a region to have a top research university to be competitive. To control for “excellence,” we use the SCImago ranking of research institutions. This ranking is used to identify the presence or absence of top-ranked universities in each EU region.

Several theories have attempted to explain the contribution of universities to creating an atmosphere conducive to innovation (Drucker & Goldstein, 2007). As generators, users and disseminators of knowledge, universities may generally be assumed to be key players in regional development. However, it is unclear whether the knowledge generational model is a crucial component of a region’s economic dynamics (Gunasekara, 2006). To assess the effect of the university system in different regions we must consider the influence of universities through complex, fluid and iterative knowledge transfer processes (Bramwell & Wolfe, 2008). A positive impact requires the participation of various actors (such as firms and government) and is influenced by certain enabling conditions considered in the present article. Examples include inter-firm collaboration and R&D expenditure.

Fuzzy-set qualitative comparative analysis (fsQCA) of EU regions has been carried out to evaluate regional competitiveness outcomes depending on the presence or absence of top research universities in a given EU region. This research also evaluates whether excellent universities are relevant inside the region itself or, alternatively, whether it is enough for them to be located elsewhere in the same country (an EU member state), given the spillover effects of top universities across the whole regional system (Wolfe, 2005; Pinheiro et al., 2012).

The remainder of this article is structured as follows. Section 2 reviews the recent literature on the impact of universities on regional competitiveness as well as introduces a series of propositions to be analyzed using fsQCA. Section 3 presents the data, method and conditions studied using fsQCA. Section 4 discusses the results, while Section 5 offers conclusions and implications for innovation policy derived from the research.
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2. THEORETICAL BACKGROUND

2.1 Universities and regional competitiveness

In addition to their conventional functions of research and education, universities also promote local development in other ways (Powers, 2004; Pinheiro et al., 2016). Scientific literature as well as policymakers have emphasized the importance of the so-called third mission of the university (Loi & Di Guardo, 2015; Secundo et al., 2017). This third mission may be particularly relevant in the case of less developed regions with lower institutional density than in more advanced regions (Tödtling & Trippl, 2005). As generators, stores and disseminators of knowledge, universities can play a crucial role in regional development strategies (Goddard & Chatterton, 2003). Still, it must be kept in mind that the relationship between the competitiveness of a region and the presence of universities in that region is complex and is subject to various conditioning factors. Some authors have argued that the contribution of university research and technology output is small compared to other factors. First of all, universities are only one of many organizations in a region; moreover, top-ranked research universities may not be present in many competitive regions. Secondly, research universities tend to measure their performance in terms of the number of scientific publications they produce (Cowan & Zinovyeva, 2013). This metric may hamper the transformation of scientific knowledge into innovation, since university publications tend to use a codified type of knowledge that is typically less tailored to the needs of local industry than is tacit knowledge. Nevertheless, we formulate the following proposition:

- Proposition P1. The presence of high-performing research universities is a key element for regional development.

2.2 Universities in the regional innovation system

The contribution of universities is difficult to distinguish from other influences on a region's economic dynamics (Drucker & Goldstein, 2007). In addition to the role of universities, recent literature (Mas-Verdu et al., 2016; Garcia-Alvarez-Coque et al., 2017; Garcia-Alvarez-Coque et al., 2019) has highlighted the key role of two other factors concerning regional competitiveness: inter-firm collaboration and the level of public and private R&D expenditure.

The literature on the so-called learning region (Florida, 1995) and the learning economy (Lundvall & Johnson, 1994) stresses the relevance of interactive learning within inter-firm and firm–institution networks. For instance, according to De Bresson & Amesse (1991), “No firm, large or small, can innovate or survive without a network.” The presence of conditions that explain why some regions are, or could be, more competitive varies with the socioeconomic and institutional characteristics of the local economy (Sonn & Storper, 2008; Rodriguez-Pose & Crescenzi, 2008).

Building alliances among the organizations in a region helps identify and adopt knowledge to generate innovative projects (Bathelt et al., 2004; Miozzo et al., 2016). Several authors (Lasagni, 2012; Tobiassen & Pettersen, 2018) have shown the positive impact of partnerships between universities and technology centers. Access to knowledge is increased by the collaboration among firms in external networks and links to other regional agents (Jakobsen & Lorentzen, 2015).
Public R&D expenditure and private R&D expenditure have also been found to be key determinants of regional competitiveness (Marino et al., 2016; Choi & Lee, 2017). The literature underlines the lack of interchangeability between public and private R&D expenditure along with the complementary and synergistic relationships between private and public R&D investment. The high rate of return from investment in R&D has also been highlighted. On the other hand, Van Elk et al. (2015) suggest that public R&D investments do not automatically stimulate gross domestic product (GDP) or total factor productivity growth. Economic performance seems to be context specific, and apparently depends on institutions and government policies, i.e. the relationship between R&D and regional economic performance is specific to each environment, thus obtaining positive and statistically significant estimates of the rates of return requires models that allow for regional heterogeneity (Luintel et al., 2010).

- Proposition P2. The contribution of universities to regional development cannot be disentangled from other conditions of the regional innovation system.
- Proposition P3. The presence of an inter-firm and firm–institution network (business collaboration) determines regional economic performance.
- Proposition P4. The presence of high levels of private and public R&D investment determines regional economic performance.

2.3 Universities and regional proximity

The incentives for business activity differ from the incentives that drive research in universities. University research is usually required for innovations that can be applied to industry (Cowan et al., 2000). Hence, there is a need for physical and cognitive closeness between knowledge-generating universities and the firms that turn this knowledge into innovations. However, the knowledge spillovers of research universities can spread beyond a region’s borders, so it is not always clear that what is generated inside a given region is relevant for the local firms and society. Feldman & Desrochers (2003) question the benefits of knowledge spillovers resulting from the proximity of universities to regional clusters. Moreover, studies have shown that the overall economic and innovation performance of regions is generally inversely related to their dependence on the universities located within their boundaries (Huggins & Johnston, 2009). Certain linkages by certain firms may be more local than others, but there is little conclusive evidence of a distance decay effect across the multiple channels of interaction (Uyarra, 2008). The creation of new knowledge and innovative firms in a region is positively affected by both local and external university knowledge codified in academic patents, even though the positive effect of this external knowledge diminishes with geographical distance (Bonaccorsi et al., 2014).

Though larger firms are more attracted to working with a university because of its strong scientific reputation in a particular area of interest, small firms may demand closer services and consultancy from their local universities. Nevertheless, according to Fromhold-Eisebith & Werker (2013), remote relationships are also crucial assets for universities. Thus, internationally prominent universities are relevant, even in the development of regions that benefit from knowledge spillovers. Knowledge clusters should not only consist of “local buzz” (Bathelt et al., 2004). Exploring research on the geography of university relationships requires consideration on all fronts, not only on the regional level. Our analysis explores whether universities can be considered to be
economic development engines on a national or regional level. A regional innovation system can function even when there is no elite university in the region. It depends not only on the functions that the university performs, but also on other characteristics of the learning region or of the regional innovation system.

- Proposition P5. The presence of top research universities in a region encourages the region's economic dynamics, but the role of closer universities may be less determinant than other elements that enhance the regional innovation system.

2.4 Top research universities
A criterion is needed to identify top research universities. Neither regions nor universities are identical. Like regions, universities do not form a uniform set (Pinheiro et al., 2012, Harrison & Turok, 2017). Universities differ not only in strategies and organisation but also in their capacity to influence the area where they are located. In this research, we use a university ranking to distinguish between different types of institutions. We focus on the role of what we term “top universities,” thus classified due to their research performance. The number of excellent universities located in the EU depends on the definition of excellence based on meaningful criteria for regional analyses. We used the SCImago ranking to assess universities. Several authors have discussed the methodological, conceptual and statistical issues related to university rankings (Van Raan, 2005; Paruolo et al., 2013). Olcay & Bulu (2016) showed that few rankings consider indicators that measure industry income derived from knowledge transfer activities. There are also discrepancies in geographical coverage. Universities with high research standards are crucial for opening up knowledge spaces that address both global competition and regional development (Harrison & van Turok, 2017).

The advantage of the SCImago ranking is its comprehensive coverage, which enables identification of the top 1,000 world universities in terms of published research. We found out that top universities are concentrated in a small number of EU member states. Whilst 18 universities (spread across 15 out of 266 NUTS 2 regions) are ranked amongst the world’s top 100 institutions, they are located in just seven EU member states. Broadening the search to the top 300 universities reveals 99 top universities in 74 regions across 13 EU member states (map 1).

![Fig. 1 – EU regions with the Regional Competitiveness Index > 0 (left) and Regional presence of top research universities (right). Source: own research](map1.png)
3. RESEARCH OBJECTIVE, METHODOLOGY AND DATA

3.1 Method: fuzzy-set qualitative comparative analysis (fsQCA)

The methodological foundations of qualitative comparative analysis (QCA) were primarily developed by Ragin (1987, 2008). QCA is a set-theoretical method based on the assumption that the influence of a collection of elements on a specific outcome depends on how those elements are combined. Fiss (2007) explains that the use of traditional regression analysis can be problematic in observing equifinality in cases where researchers want to know the configurations of variables that define an outcome (or the absence of that outcome) and not the marginal effects of individual variables that, in practice, cannot be isolated. Multicausality, or the idea that a phenomenon can be caused by two or more conditions and by different combinations of conditions, is a core element of this methodology. QCA uses Boolean logic to establish configurational relationships (Ragin, 2008). An early version of QCA (crisp-set qualitative comparative analysis, or csQCA) only admitted absolute values for conditions (0 and 1). These binary values are often unsuitable to represent reality. The version used in this research, namely fsQCA (Ragin, 2008), works with fuzzy values of conditions, ranging between 0 and 1. These fuzzy values indicate a region’s degree of membership in the sets of the proposed conditions or outcome (Thommann & Maggetti, 2020). According to García-Alvarez-Coque et al. (2019) and Greckhamer et al. (2018), this methodology is useful for dealing with complex causality in regional analysis.

The fsQCA method presented in this article was used to compare cases to identify the paths that lead to a certain outcome, namely regional competitiveness (C-REG).

3.2. Causal conditions and outcome

We are interested in the combinations, or causal configurations, of innovation conditions that explain why some regions are, or could be, more competitive. Drawing on the literature review in Section 2, the first condition considered in this study is the presence of a top university, defined here by its position in a well-established ranking. As discussed in the previous section, the recent literature (Domenech et al., 2016; García Álvarez-Coque et al., 2019) also highlights the relevance of two other conditions for regional competitiveness. These are the existence of a certain degree of business collaboration in innovation activities and public and private R&D expenditure.

In the following sub-sections, the method that we followed to evaluate these conditions for the outcome of interest, which we denote “competitive region” (C-REG), is described. There is evaluated the effect of a region’s membership in different regional clusters characterized by the following conditions: inter-firm collaboration in innovation activities (FIRM-COL), public R&D expenditure (PUB-R&D), private R&D expenditure (BUS-R&D) and ranking in the list of the world’s top 300 (or top 100) universities. As one region might benefit from the presence of a local excellent university and/or from spillover effects from other national universities, we distinguish between the presence of universities in the region or elsewhere in the same country. The condition EXCEL-REG refers to the presence of excellent universities in a given region, whereas EXCEL-NAT refers to the presence of excellent universities at the national level, regardless of their presence or absence in that specific region.
To conduct fsQCA, the following steps must be taken: (i) calibrate the raw data into a set, (ii) generate the truth table, (iii) eliminate the logical remainders and (iv) perform the analyses of necessity and sufficiency. Ragin (2008) provides further details of these steps.

To assess membership of a region in the set of competitive regions (C-REG), the following model was evaluated:

$$C-REG = f \{PUB-R&D, BUS-R&D, FIRM-COL, EXCEL-REG, EXCEL-NAT\}$$  \hspace{1cm} (1)

3.3. Sample, data and calibration

Several data sources were used for this research. (i) First, geographical data at NUTS level 2 were gathered for 266 European regions. (ii) Second, data on the European Regional Competitiveness Index (RCI) for 2016 were used to evaluate the outcome set membership scores (Map 1). (iii) Third, data on the Regional Innovation Scoreboard (2016) were used to observe the proportion of SMEs that collaborate and the levels of public and private R&D expenditure. (iv) Finally, SCImago Institutions Rankings (2016) were used to identify the number of top universities in each region.

The calibration procedure transformed the indicators into membership scores for the regions in the condition sets (Ragin, 2008). The thresholds required for calibration are “fully in” (maximum membership score in the condition set), maximum ambiguity (membership score = 0.5) and “fully out” (total absence from the condition set). Table 1 presents the key descriptive statistics and calibration values. The thresholds were set according to the following criteria: for the outcome (C-REG), the ‘fully in’ membership threshold was set at 1; the “fully out” threshold was set at the value of the regions whose RCI was equal to -1; finally, the point of maximum ambiguity was set at 0.

The thresholds to calibrate the conditions FIRM-COL, PUB-R&D and BUS-R&D were defined, using a benchmarking technique in order to obtain the average values of the most competitive regions and the least competitive regions, as follows. For full membership (“fully in”), we used the average of the 12 regions with an RCI of more than 1 (the most competitive regions). For the full non-membership (“fully out”), we used the average of the 30 regions with an RCI of less than 1 (the least competitive regions). Finally, for the point of maximum ambiguity, we used the average of the 13 regions with an RCI between -0.05 and 0.05 (the intermediate regions).

The criteria referring to the presence of top universities in the focal region and focal member state (EXCEL-REG and EXCEL-NAT) were defined as the presence of excellent universities in the top 300 or top 100 (membership score = 1) and the absence of excellent universities (membership score = 0).

Tab. 1 – Calibration thresholds. Source: own research

| Conditions/Outcome | Fully in | Point of maximum ambiguity | Fully out | Max  | Min  | Mean (SD) |
|--------------------|----------|-----------------------------|-----------|------|------|-----------|
| R&D spending       |          |                             |           |      |      |           |
| BUS-R&D            | 0.44     | 0.39                        | 0.10      | 0.99 | 0.02 | 0.35 (0.19) |
| Condition          | W | H | L | Y | P | V |
|-------------------|---|---|---|---|---|---|
| **PUB-R&D**        | 0.29 | 0.19 | 0.14 | 1.00 | 0.01 | 0.22 (0.12) |
| **FIRM-COL**       | 0.70 | 0.39 | 0.16 | 0.88 | 0.00 | 0.36 (0.22) |
| **EXCEL-REG**      | 1 | 0 | -1 | 1.21 | -1.50 | -0.04 (0.68) |
| **EXCEL-NAT**      | 1 | 0 | -1 | 1.21 | -1.50 | -0.04 (0.68) |

| Condition | Definition                                                                 |
|-----------|-----------------------------------------------------------------------------|
| EXCEL-REG and EXCEL-NAT | Dichotomous conditions. Presence (1) or absence (0) of a university in the top 100 or 300 in the region and member state, respectively. |

Two rounds of fsQCA were carried out to explore the results with two excellence thresholds for EXCEL-REG and EXCEL-NAT. In the first analysis, the excellence threshold was held by a university ranked amongst the world’s top 300. The other analysis used a stricter threshold, where the university was required to be ranked amongst the world’s top 100 (Rounds of fsQCA with more flexible definitions were also performed -top 200 and top 500-. The results are available upon request. They generally support our findings for the top 100 and top 300). We evaluated the relevance of university excellence using the presence (or absence) of universities ranked in the world’s top 100 and 300 in the region and in the member state.

### 3.4 Evaluating necessity and sufficiency

FsQCA can be used to identify the conditions or configurations that are necessary and sufficient for a region to be classed as competitive (C-REG). Necessary conditions are conditions that are normally required to produce the outcome. Yet, that may not be enough to produce the outcome by themselves. In contrast, sufficient configurations (also referred to as “recipes” or “combinations” of conditions) generally produce the outcome. However, a sufficient configuration may not be the only path to the outcome. Necessity and sufficiency can be evaluated using the consistency and coverage scores defined by Ragin (2008).

Consistency of necessity reflects whether the outcome is consistently a subset of the set of cases in which a condition is present. As a threshold for consistency of necessity, we take the value 0.9, based on the indications of Schneider & Wagemann (2012). A consistency score above this threshold suggests that the condition is necessary for the outcome to occur. In the case of sufficient conditions, consistency refers to the percentage of causal configurations of a similar composition that result in the same outcome (Ragin, 2008). A condition is normally considered sufficient for an outcome if the consistency value is greater than 0.8 (Schneider & Wagemann, 2012). A low consistency value reflects a weak subset relationship, so the specific proposition is not supported. Coverage supplies further information on the empirical relevance of the necessary and sufficient conditions. As the necessary conditions, coverage reflects empirical triviality, indicating that the set of conditions is not larger than the set of outcomes. For the sufficient conditions, the coverage determines the proportion of cases where the outcome is represented by a particular configuration of conditions (Ragin 2008). Unlike configurations with low consistency values, configurations with low coverage values may still be relevant.
4. RESULTS AND DISCUSSION

Analysis of necessary conditions

Table 2 presents the results of the necessity analysis. In addition to consistency and coverage, we calculated the relevance of necessity (RoN). This value indicates the degree of triviality of the condition (Schneider & Wagemann, 2012).

Tab. 2 – Analysis of necessary conditions for a region that belongs to the ‘competitive region’ set. Source: own research

| Presence of:                      | Consistency of necessity | Coverage of necessity | Relevance of necessity |
|-----------------------------------|--------------------------|-----------------------|------------------------|
| PUB-R&D                           | 0.753                    | 0.699                 | 0.738                  |
| BUS-R&D                           | 0.804                    | 0.782                 | 0.812                  |
| PUB-R&D or BUS-R&D                | 0.935                    | 0.676                 | 0.576                  |
| R&D                               | 0.622                    | 0.862                 | 0.927                  |
| FIRM-COL                          | 0.718                    | 0.869                 | 0.915                  |
| EXCEL-REG (TOP 300 university)    | 0.411                    | 0.740                 | 0.909                  |
| EXCEL-NAT (TOP 300 university)    | 0.927                    | 0.600                 | 0.421                  |
| EXCEL-REG (TOP 100 university)    | 0.103                    | 0.916                 | 0.995                  |
| EXCEL-NAT (TOP 100 university)    | 0.775                    | 0.738                 | 0.775                  |

Note: Calculated using the R package ‘Set Methods’ (Medzihorsky et al., 2016). PUB-R&D and BUS-R&D denote public and private R&D investment, respectively. FIRM-COL refers to the percentage of firms that collaborate in innovation activities. EXCEL-REG and EXCEL-NAT indicate the presence and absence of top-ranked research universities.

Two potentially necessary conditions explain the presence of the outcome competitive region. The first is the presence in the region of at least one of the two forms of R&D expenditure: public or private (consistency of necessity = 0.935). The second is the presence in the member state of at least one top university ranked in the top 300 (consistency of necessity = 0.927). It is, therefore, unlikely that a region will be competitive if one of these necessary conditions is missing. This finding does not mean that these conditions are sufficient by themselves. For example, eight member states with at least one non-competitive region have a university ranked in the SCImago top 300.

Analysis of sufficient conditions.

The sufficiency analysis shows the causal configurations that lead to the presence of the outcome “competitive region” (Table 3). The results are taken from the parsimonious solution. In Model 1, the presence of PUB-R&D and BUS-R&D were explored independently. Model 2 is more demanding because the presence of both types of R&D spending was jointly evaluated. Model 1 explored 32 potential configurations, and Model 2 explored 16 potential configurations. After
applying the consistency cut-offs, three configurations were selected for Model 1 and two configurations were selected for Model 2.

Tab. 3 – Recipes for the outcome “competitive region” presence of innovation conditions in EU regions. Source: own research

| Conditions                                      | Model 1 | Model 2 | Model 3 |
|------------------------------------------------|---------|---------|---------|
| Private R&D spending                            | ●       | ●       |         |
| Public R&D spending                             |         | ●       |         |
| Private R&D spending and public R&D spending    | ●       | ●       | ●       |
| Business collaboration in innovation activities | ● ●     | ●       | ● ● ●   |
| Top university in region (top 300)              |         |         |         |
| Top university in member state (top 300)        | ● ●     | ●       |         |
| Top university in region (top 100)              |         |         |         |
| Top university in member state (top 100)        |         | ● ● ●   | ● ● ●   |
| Consistency                                     | 0.805   | 0.899   | 0.970   |
| Raw coverage                                    | 0.748   | 0.677   | 0.464   |
| Unique coverage                                 | 0.194   | 0.12    | 0.03    |
| Overall solution consistency                    | 0.807   | 0.864   | 0.870   |
| Overall solution coverage                       | 0.901   | 0.864   | 0.802   |
| Frequency threshold; consistency threshold       | 1; 0.871| 4; 0.871| 1; 0.933|

Note: As per the notation used by Fiss (2011), ● denotes the presence of the condition. Calculated as per Medzhorsky et al. (2016). Shaded cells denote conditions that are not relevant in the corresponding model. Direct expectations: (1;1;1;1;1;1;1;1).

Some traits are common to both Model 1 and Model 2. This observation leads to three preliminary conclusions. First, no single attribute can be considered to be the “winning” combination. Causal configurations consist of a mix of conditions. For example, the presence of business collaboration and the presence of excellent universities in the member state appear consistently in Models 1 and 2. Nevertheless, there are other possible recipes, such as PUB-R&D and BUS-R&D in Model 2 and PUB-R&D and BUS-R&D and FIRM-COL in Model 1. Second, a regional presence of top universities is not a key ingredient in any recipe. Third, the presence of top uni-
versities in the member state appears in two configurations in Model 1 and in one configuration in Model 2, in combination with business collaboration within the region (see Models 1b and 2b). Promoting innovation through R&D efforts is also part of one of the sufficient configurations (Models 1a and 1c), especially if both public and private R&D spending is high (Model 2a).

One striking finding is that having top universities at the member state level ranks among the most significant causal drivers of regional competitiveness. In fact, 86% of regions where the RCI is greater than 0 belong to a member state with at least one university in the top 100, and 96% of these regions are located in member states that have at least one university in the top 300. We can, therefore, deduce that competitive regions are generally located in a member state with top universities. To check the consistency of this result, we proposed and tested Model 3. This model modified Model 2 in that the criterion for excellent universities was constrained to only the top 100 universities in SCImago (Table 3). Model 3 supports the above conclusions. (i) First, it offers several alternative pathways. (ii) Second, it does not include the need for the presence of top universities in the region. (iii) Third, it combines regional firm collaboration with top national universities (Model 3c). (iv) Fourth, it reveals pathways with strong private and public R&D expenditure, a factor which is sufficient when combined with business collaboration (Model 3a) or with the presence of top universities in the member state (Model 3b).

The selected configurations in Models 1 to 3 for competitive regions cover a substantial percentage of all the regions in which the outcome was shown. Unexplained cases include 13 regions, less than 9% of the total. These cases provide an opening for further investigation into the competitive conditions in these regions. There are also 17 regions that follow Models 1 to 3 (11% of the total with high membership scores in the recipes) but that have membership scores of less than 0.5 in the outcome set. Further research is needed to determine why the selected recipes do not seem to be sufficient for the outcome in these regions.

Summary of findings and related propositions
As summarized in Table 4, a number of this study’s findings confirm what has already been highlighted in the empirical literature. For example, the presence of top-ranked universities, at least at the national level, seem necessary for regional competitiveness, which is consequent with P1. What seems interesting is that some sufficient configurations support P2, which states that the university contribution cannot be disentangled from other conditions in the regional innovation system, such as business collaboration (proposition P3) and private R&D spending (proposition P4).

Tab. 4 – Summary of findings. Source: own research

| Proposition number | P.1 | P.2 | P.3 | P.4 | P.5 |
|--------------------|-----|-----|-----|-----|-----|
| **It is unlikely that a region is competitive if:** |     |     |     |     |
| • there is an absence of top universities in the member state. | ●   |     |     |     |
| • there is a regional lack of public or private R&D spending. |     | ●   |     |     |
| **It is likely that a region is competitive if:** |     |     |     |     |
| • there is high public and private R&D spending. |     |     | ●   |     |
An even more striking finding is that having local top universities does not appear to be a necessary or a sufficient factor in a region’s success. This finding is not consistent with proposition P5, which states that proximity matters. We performed a further check by testing QCA models of causal configuration related to a failure for regions to be competitive. The fsQCA revealed that the absence of excellent local universities is relevant for failure when it is combined with a lack of business collaboration. In fact, no region with a negative RCI has a university ranked in the top 100 group. Only 11 regions with a negative RCI have universities amongst the top 300.

Closeness is relevant when proximity supports other ingredients of innovation. An innovation ecosystem is a set of actors with specific complementary functions assembled by long-term interactions over time (Dorado, 2005). The strength of the system depends on mutual recognition and the stability of relationships between different actors (Villani & Lechner, 2020). Universities can be innovation enhancers that foster inter-firm cooperation and R&D activities in collaboration with firms and public agencies. In such contexts, universities occupy a preferential position within their innovation ecosystem for two reasons, with the first of these being the broad spectrum of functions they perform. Along with the traditional function of supplying qualified personnel to public organizations and regional firms, an “entrepreneurial” university model is spreading. These entrepreneurial universities also undertake other functions such as promoting and managing incubators as well as technology and science parks, along with providing new business activities (Clarysse et al., 2014; Cesaroni & Piccaluga, 2016). Second, compared to the high volatility of other components of the system, the enduring nature of universities can make them a node that strengthens interactions among various actors in the ecosystem (Thompson et., 2018).

Highly ranked research universities in a given region may have less demand for partnerships (Laursen et al., 2011). Our findings in this regard are consistent with those of Huggins et al. (2019), who argued that in the situations in which closeness and quality are not associated, quality tends to take precedence. Accordingly, the influence of research universities on innovation systems beyond the regional borders may be substantial, and leading research institutions do not discriminate between actors from inside or outside the region, forming wide geographical networks.
5. CONCLUSION

Regional competitiveness is considered to be a crucial driver of income growth. In this article, the role of universities as fundamental agents in regional innovation systems is analyzed. It has been observed that innovation strategies and university excellence vary across regions and member states. There is high investment in R&D by the public and business sectors in 190 NUTS 2 regions and in all but one-member state. These findings reflect an extended “standard” innovation strategy across the EU. The presence of collaborating firms, which indicates an “open” innovation strategy, is high in 108 regions and 14 member states. A top university (ranked in the top 300 in the world) is present in 74 out of the 266 regions considered in this study.

The findings may provide a number of lessons that could help regions enhance their competitiveness. The results suggest that some conditions are necessary to achieve the outcome of being a “competitive region.” These conditions include high public or private R&D expenditure as well as having at least one top-300-ranked university in the same country (EU member state). However, each of these attributes itself is not sufficient to cause the outcome of regional competitiveness. These results support the idea that the closeness of top-ranked universities does not guarantee regional competitiveness by itself; instead, having an excellent research university in the same member state is only one of many configurations leading to a region’s success. These results support the evidence provided by the recent literature that leading research universities may be geographically connected to a wide network of actors with external knowledge interactions.

Two main strategies emerge from the findings. First, an open innovation strategy could promote business collaboration when coupled with excellent universities. The second strategy is the classical standard innovation strategy that enhances both private and public R&D expenditure and business collaboration. Even when they do not belong to the high-performing group, universities can still be functional to the extent that they support the other drivers of the regional innovation system. A considerable interregional variation was revealed with regard to the capacity to capitalize on and take advantage of innovation policy. The method proposed in this study could promote participation, dialogue and consultation with local agents (including universities, industry and technology centers) to develop policies adapted to individual regions.

In interpreting our conclusions, two limitations of the study should be noted which may lead to future lines of study to develop our research. The first limitation is the very definition of university excellence. One future line of research would be to widen the scope of excellence to consider different models of universities that include transfer activities and social engagement in addition to research and SCImago ranking. A further possible distinction would be between more collaborative and less collaborative universities, with this determination based on their networks of regional, national and international partnerships. The second limitation relates to the competitiveness conditions assessed in this study. In future research, a broader analysis is recommended to take into account other regional characteristics that determine competitiveness. Examples may include the sector specialization of the region and the presence of knowledge-intensive business services along with other possible regional attributes.
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