EXCAVATING ROI ATTENTION FOR UNDERWATER OBJECT DETECTION
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ABSTRACT
Self-attention is one of the most successful designs in deep learning, which calculates the similarity of different tokens and reconstructs the feature based on the attention matrix. Originally designed for NLP, self-attention is also popular in computer vision, and can be categorized into pixel-level attention and patch-level attention. In object detection, RoI features can be seen as patches from base feature maps. This paper aims to apply the attention module to RoI features to improve performance. Instead of employing an original self-attention module, we choose the external attention module, a modified self-attention with reduced parameters. With the proposed Double Head structure and the Positional Encoding module, our method can achieve promising performance in object detection. The comprehensive experiments show that it achieves promising performance, especially in the underwater object detection dataset. The code will be available in: https://github.com/zsyasd/Excavating-RoI-Attention-for-Underwater-Object-Detection
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1. INTRODUCTION
Transformer has become the dominant architecture of design model in natural language processing (NLP), such as BERT [1], GPT series, [2, 3] and RoBERTa [4]. They achieve fantastic performance on various tasks, such as text classification, machine translation, and question answering. Self-attention is the core module in Transformer [5], which can excavate the relation between words and reconstruct word embedding. Because the self-attention module calculates the similarity between every two words, it can overcome the long-range dependencies problem of the RNN-based models.

Non-local Neural Networks [6] brings the self-attention mechanism from NLP to Computer Vision (CV). Non-local block calculates the similarity between pixels in the feature maps and reconstructs the pixel features based on the attention matrix. However, the number if pixels is much larger than that of words. Therefore, several works are needed to design a modified non-local block to reduce the calculation complexity [7, 8, 9].

ViT [10] proposes a much more radical idea: building a pure Transformer-based backbone without convolution neural networks. It separates the whole image into 16 × 16 patches, flattens and regards them as tokens. Using Transformer Encoder only and pre-trained on JFT-300M, ViT obtains superior performance on various image recognition datasets (ImageNet, CIFAR-100, VTAB, etc.). After that, many researchers join this gold rush of the backbone design based on Transformer, and propose many valuable methods. Most of them are based on the inter-patch attention [11, 12, 13].

In this paper, we adopt the idea of patch-level attention on object detection. In two-stage object detection like Faster R-CNN [14], base features from the backbone are fed into Region Proposal Network (RPN) to obtain a series of proposals. With the proposals and base features, RoI Align crops the features and them resize to a certain size, which is denoted as Region of Interest (RoI). RoI can be seen as one patch of the feature maps. Based on existing works of patch-level attention, it is possible to capture the RoI-level relation with the attention module to improve the performance.

Therefore, we propose a new detector named RoIAttn. First, we design a RoI attention module, which applies external attention to RoI features [9]. Second, separated heads for classification and regression respectively are used to improve the performance. Third, since it is difficult for convolution to regress the coordinates, positional encoding is applied on the regression branch. Comprehensive experiments on UT-DAC2020 datasets show the effectiveness of our method.

2. RELATED WORKS

2.1. Object detection
Existing object detection can be categorized into two main-streams patterns: two-stage detectors and one-stage detectors. For two-stage detectors, the basic idea is to change the detection task into classification problem. In the first stage, the Region Proposal Network (RPN) [14] proposes candidate object bounding boxes, and RoIPooling/RoIAlign is leveraged to crop the features from backbone. In the second stage, R-
Fig. 1. The overview of the proposed RoIAttn. The green box denotes the regression branch, while the yellow box denotes the classification branch. The parameters of RoI Attention modules in two branches are shared.

CNN head realizes classification and regression tasks of all objects. Some works are focus on modifying the R-CNN head to improve the performance [15, 16, 17, 18]. One-stage detectors abandon the RPN and RoIPooling/RoIAlign, and directly regress the coordinates of bounding boxes and classes of the objects [19, 20, 21].

2.2. Attention and Transformer in computer vision.

Since the self-attention module [5] is proposed and applied in NLP, researchers started to transfer this module to CV. The non-local block [6] is the self-attention module in CV, and it attempts to model long-range dependencies in both space and time. However, the non-local block suffers from great computational and memory costs. Criss-cross attention [7] focuses only on criss-cross relation on the feature maps, which reduces the computational complexity. Stand-alone self-attention [8] performs local self-attention on kernel size like CNN filter. External Attention [9] analyzes the formulation of self-attention, and proposes a simplified attention module with only two linear layers.

Recently, research works have been focused on reforming the backbone with Transformer architecture. Vision Transformer [10] employs a pure Transformer structure, achieving astonishing results in various image recognition benchmarks. DeiT [13] further uses a distillation approach to train ViT. Pyramid Vision Transformer (PVT) [12] is specially designed for pixel-level dense prediction tasks. Different from ViT and PVT, Swin Transformer [11] applies self-attention inside the windows and shifts the windows to capture the relation between windows.

What’s more, some researchers also want to apply the Transformer structure to object detection. Detection Transformer (DETR) [22] provides a possible detection paradigm leveraging Transformer which uses the Transformer Decoder to obtain the certain number of bounding boxes. With Hungarian loss, DETR needs no post-processing like Non-Maximum Suppression (NMS).

3. THE PROPOSED METHODS

The overview of the pipeline can be seen in Figure 1. Our method consists of three modules: RoI Attention module, Double head, and Positional Encoding.

3.1. RoI Attention

A series of works focused on backbone reveals that inter-patch attention can be leveraged to improve the capability of feature extraction. Since RoI can be seen as a patch of original feature maps, it is possible to excavate inter-RoI relationships to boost the feature of RoI features. However, self-attention will generate great costs in computation for the number of RoIs and the features length are huge. External Attention is an efficient substitute for self-attention, which provides a way to capture the relationship between RoIs. We denote it as RoI Attention.
Concretely, a RoI features can be denoted as $X \in \mathbb{R}^{s \times c \times h \times w}$, where $s$ is the number of the RoIs in an image, $c$ is the channels of features, and $h, w$ are the height and width of the RoI features. It can be reshaped as $X \in \mathbb{R}^{s \times L}$ ($L = c \times h \times w$). As External Attention, we define two external memory units: key memory $M_k \in \mathbb{R}^{L \times d}$ and value memory $M_v \in \mathbb{R}^{L \times d}$. First, we compute the attention between the RoIs and key memory $M_k$:

$$A = (\alpha)_{i,j} = DNorm(XM_k^T)$$

(1)

$A$ is the attention maps, and $DNorm$ represents Double Normalization. Different from common Softmax normalization on only one dimension, Double Normalization separately normalizes columns and rows: it uses $Softmax$ to normalize rows and use $L1 norm$ to normalize columns. In detail, Double Normalization can be formulated as:

$$\hat{\alpha}_{i,j} = XM_k^T \times \frac{exp(\hat{\alpha}_{i,j})}{\sum_k exp(\hat{\alpha}_{i,k})}$$

(2)

$$\alpha_{i,j} = \frac{\hat{\alpha}_{i,j}}{\sum_k \hat{\alpha}_{i,k}}$$

After Double Normalization, we compute the multiplication of attention maps and value memory to reconstruct the features:

$$X_{out} = AM_v + X$$

(3)

Residual connection is leveraged to accelerate the training of the model. In practice, we stack several RoI attention blocks to improve the feature extraction capability.

3.2. Double Head

Object detection consists of two tasks: regression and classification. [16] Reveals that for two-stage detectors, the fully connected layer is more suitable for the classification task, while the conv layer is more suitable for the regression task. So a separate branch is needed for these two different tasks. The double head structure is shown in Figure 1, where the green box denotes the regression branch and the yellow box denotes the classification branch. First, we crop the RoIs from base feature maps for classification branch regression branch respectively with scale factors 1 and 1.3. Second, classification RoI features and regression RoI features are fed into the shared RoI Attention module which is mentioned above. Third, for the classification branch, we flatten the RoI features and use two linear layers to obtain classification scores; for the regression branch, four residual bottlenecks are leveraged to extract the regression features, followed by an average pooling and a linear layer to obtain the bounding boxe’s coordinates.

3.3. Positional Encoding

Since regression is a position-sensitive task. CoordConv [23] suggests that it is difficult for convolution to directly regress the coordinate information. Therefore, we think it is logical to add explicit position information to feature to improve the regression performance. So we design a positional encoding module (shown in Figure 3). And two coordinate maps $C_x, C_y \in \mathbb{R}^{H \times W}$:

$$C_x[i,j] = i/W$$

$$C_y[i,j] = j/H$$

(4)

For the base features $X \in \mathbb{R}^{C \times H \times W}$ from backbone FPN, we concatenate two coordinate maps with base features, and use an $1 \times 1$ conv to down-sample the feature back to original size:

$$X' = concat(X, C_x, C_y), X' \in \mathbb{R}^{(C+2) \times H \times W}$$

$$X_r = conv_{1,1}(X')$$

(5)

$X_r$ is the positional encoded features. For different scale features from backbone FPN, we use a shared $1 \times 1$ conv for downsampling. Since we employ a double head structure, only features for the regression branch are encoded.

Table 1. Comparisons with other object detection methods on UTDAC2020 dataset.

| Method          | AP  | AP50 | AP75 | APS | APM | APL |
|-----------------|-----|------|------|-----|-----|-----|
| **Two-Stage Detector:** |     |      |      |     |     |     |
| Faster R-CNN    | 44.5| 80.9 | 44.1 | 20.0| 39.0| 50.8|
| Double-Head     | 45.3| 81.5 | 45.7 | 20.2| 40.0| 51.4|
| Libra R-CNN     | 45.8| 82.0 | 46.4 | 20.1| 40.2| 52.3|
| Dynamic R-CNN   | 45.6| 80.1 | 47.3 | 19.0| 39.7| 52.1|
| Sparse R-CNN    | 45.3| 81.5 | 45.7 | 20.2| 40.0| 51.4|
| FPG             | 45.4| 81.6 | 46.0 | 19.8| 39.7| 51.4|
| EAFPN           | 45.5| 82.1 | 45.9 | 18.8| 39.7| 51.9|
| Groie           | 45.7| **82.4**| 45.6 | 19.9| 40.1| 52.0|
| **One-Stage Detector:** |     |      |      |     |     |     |
| SSD             | 40.0| 77.5 | 36.5 | 14.7| 36.1| 45.1|
| RetinaNet       | 43.9| 80.4 | 42.9 | 18.1| 38.2| 50.1|
| FSAF            | 39.7| 75.8 | 37.9 | 16.8| 33.6| 46.4|
| NAS-FPN         | 37.4| 70.3 | 35.8 | 12.4| 36.4| 40.4|
| VFNet           | 44.0| 79.3 | 44.1 | 18.8| 38.1| 50.4|
| RoIAttn         | **46.0**| 82.0 | **47.5**| **22.9**| **40.5**| **52.2**|
### Table 2. Abalation study of our method.

| Methods         | AP  | AP50 | AP75 | APS | APM | APL |
|-----------------|-----|------|------|-----|-----|-----|
| Single Head     |     |      |      |     |     |     |
| baseline        | 44.5| 80.9 | 44.1 | 20.0| 39.0| 50.8|
| + RoI Attention | 45.3| 81.6 | 46.1 | 19.1| 39.4| 51.7|
| Double Head     |     |      |      |     |     |     |
| Only cls.       | 45.4| 81.2 | 46.0 | 22.1| 39.4| 51.9|
| Only reg.       | 45.4| 81.2 | 46.2 | 21.3| 39.9| 51.7|
| Both            | 45.8| 82.0 | 46.6 | 21.7| 40.0| 52.2|
| Full            | 46.0| 82.0 | 47.5 | 22.9| 40.5| 52.2|

### 4. EXPERIMENTS

#### 4.1. Datasets

We conduct experiments on a challenging object detection datasets UTDAC2020 to validate the generalization performance of our method. UTDAC2020 is an underwater dataset and it short for Underwater Target Detection Algorithm Competition 2020. There are 5168 training images and 1293 validation images. It contains 4 classes: echinus, holothurian, starfish, and scallop. The images in the dataset contain 4 resolutions: 3840×2160, 1920×1080, 720×405, and 586×480.

#### 4.2. Implementation Details

Our method is implemented on MMdetection. We adopt FPN-based Faster R-CNN with ResNet-50 model pre-trained on ImageNet as our baseline. The models are trained for 12 epochs with an initial learning rate of 0.005, which will be decreased by 0.1 after 8 and 11 epochs respectively. Our method is trained on a single NVIDIA V100 GPU, with batch size set to 4. SGD is adapted as an optimizer, where the weight decay is 0.0001 and the momentum is 0.9. In the experiments, no data augmentation except for the traditional horizontal flipping is utilized. All other hyper-parameters follow the settings in MMdetection.

#### 4.3. Experiments on UTDAC2020 Dataset

We compare our proposed method with several state-of-the-art object detection methods, including two-stage detectors: Faster R-CNN [14], Double-Head [16], Libra R-CNN [24], Dynamic R-CNN [18], Sparse R-CNN [15], FPG [25], PA-FPN [26], GRoIE [27] and one-stage detector: SSD [19], RetinaNet [20], FSAF [21], NAS-FPN [28] and VFNet [29]. For fair comparison, all detectors are based on ResNet-50+FPN paradigm. The results show that our method achieve 46.0% mAP performance, 1.5% higher than the baseline (Faster R-CNN) and equal to Libra R-CNN.

#### 4.4. Ablation Studies

In this section, we perform a series of ablation experiments on the various hyperparameters of our method on the UTDAC2020 dataset to validate its effectiveness.

First, we analyze the effectiveness of our method (shown in Table 2). When we apply RoI Attention module on our baseline, the performance increase by 0.8% mAP. When we use double head structure instead of single head structure in R-CNN head and apply RoI Attention module on both branches, the performance will reach 45.8% mAP. If we further add the Positional Encoding module to the Reg branch, the performance will further increase to 46.0% mAP. Because positional encoding give a direct positional information to feature maps, providing accurate regressed boxes.

Next, we will analyze how depth and the hidden dimension of Eng and $d_m$ affect the performance. In this experiment, no Double head and Positional Encoding are used. Show in Table 3, stacked RoI attention can not improve the performance. Since RoI Attention can be viewed as a clustering method, The $d$ in Table 3 can be seen as the number of clustering centers. The classes in the UTDAC2020 dataset only contains 4 classes, one module is enough for convergence and $d = 10$ is enough for representing the semantic information. The best performance is 45.4% mAP and is obtained when $d$ is 10 and the depth is 1.

### 5. CONCLUSION

In this paper, we propose a brand new object detector RoIAttn, which consists of three components: RoI Attention module, Double head, and Positional Encoding module. RoI Attention module can capture the relation of RoIs and enhance the features. Double head structure leverages task-specific characteristics, and designs different branches for different tasks. The positional Encoding module helps the detectors to learn coordinate information. The experiments on UTDAC2020 show its effectiveness on underwater object detection.
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