Second order necessary conditions for optimal control problems of evolution equations involving final point equality constraints

Hélène Frankowska, Qi Lü

To cite this version:
Hélène Frankowska, Qi Lü. Second order necessary conditions for optimal control problems of evolution equations involving final point equality constraints. ESAIM: Control, Optimisation and Calculus of Variations, 2021, 27, pp.71. 10.1051/cocv/2021065 . hal-03279994

HAL Id: hal-03279994
https://hal.science/hal-03279994v1
Submitted on 6 Jul 2021

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
SECOND ORDER NECESSARY CONDITIONS FOR OPTIMAL CONTROL PROBLEMS OF EVOLUTION EQUATIONS INVOLVING FINAL POINT EQUALITY CONSTRAINTS

HÉLÈNE FRANKOWSKA\textsuperscript{1,*,**} and QI LÜ\textsuperscript{2,***}

Abstract. We establish some second order necessary conditions for optimal control problems of evolution equations involving final point equality and inequality constraints. Compared with the existing works, the main difference is due to the presence of end-point equality constraints. With such constraints, we cannot simply use the variational techniques since perturbations of a given control may be no longer admissible. We also cannot use the Ekeland’s variational principle, which is a first order variational principle, to obtain second order necessary conditions. Instead, we combine some inverse mapping theorems on metric spaces and second order linearization of data to obtain our results.
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1. Introduction

Let $H$ be a separable Hilbert space and $A : D(A) \rightarrow H$ an infinitesimal generator of a $C_0$-semigroup $\{e^{At}\}_{t \geq 0}$ on $H$. Let $H_1$ be a separable Banach space and $U \subset H_1$ be a nonempty bounded closed subset. Let $T > 0$. Put

$$U \triangleq \{ u : [0,T] \rightarrow U \mid u(\cdot) \text{ is Lebesgue measurable} \}$$

and define a distance on $U$ as follows:

$$d(u_1,u_2) \triangleq \| u_1 - u_2 \|_{L^1(0,T;H_1)}, \quad \forall u_1,u_2 \in U.$$  

Then $(U,d)$ is a complete separable metric space.
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Consider the following control system:

\[
\begin{aligned}
    x(t) &= Ax(t) + f(t, x(t), u(t)), \quad t \in (0, T], \\
    x(0) &= x_0, \quad u \in U,
\end{aligned}
\]  

(1.1)

where \( x_0 \in H \) is given and the map \( f : [0, T] \times H \times H_1 \rightarrow H \) satisfies the following conditions:

(H1) For all \((x, u) \in H \times H_1, f(\cdot, x, u) \) is Lebesgue measurable, for all \((t, x) \in [0, T] \times H, f(t, x, \cdot) \) is continuous and there exists \( C > 0 \) such that

\[
\sup_{u \in U} |f(t, x, u)|_H \leq C(1 + |x|_H), \quad \forall (t, x) \in [0, T] \times H.
\]  

(1.2)

(H2) For every \( r > 0, \) there exists \( k_r(\cdot) \in L^1(0, T) \) such that for a.e. \( t \in [0, T] \)

\[
|f(t, x_1, u) - f(t, x_2, u)|_H \leq k_r(t)|x_1 - x_2|_H
\]  

for any \( x_1, x_2 \in H \) with \( |x_1|_H \leq r, |x_2|_H \leq r \) and all \( u \in U \).

Here and in what follows, \( C \) denotes a generic constant which may change from line to line.

Under the assumptions (H1) and (H2), to each \( u \in U \) there corresponds a unique (mild) solution \( x \in C([0, T]; H) \) of the system (1.1) called a trajectory of (1.1).

Let \( r \in \mathbb{N}, g_j \in C(H; \mathbb{R}) \) for \( j = 1, \ldots, r, H_2 \) be a separable Hilbert space and \( h \in C(H; H_2) \). We consider the following final state constraints

\[
g_j(x(T)) \leq 0, \quad j = 1, \ldots, r
\]  

(1.3)

and

\[
h(x(T)) = 0.
\]  

(1.4)

Let \( g_0 \in C(H; \mathbb{R}) \) and consider the following Mayer type cost functional:

\[
J(u) = g_0(x(T)),
\]  

(1.5)

where \( x(\cdot) \) is the solution to (1.1) corresponding to the control \( u(\cdot) \) such that (1.3) and (1.4) hold.

Any trajectory-control pair \((x, u)\) of (1.1) satisfying (1.3) and (1.4) is called an admissible pair. The corresponding \( x \) and \( u \) are called admissible trajectory and admissible control, respectively.

**Definition 1.1.** An admissible pair \((\bar{x}, \bar{u})\) is called a local minimizer of (1.5) if for some \( \varepsilon > 0 \), we have \( g_0(x(T)) \geq g_0(\bar{x}(T)) \) for each admissible trajectory-control pair \((x, u)\) such that \(|u - \bar{u}|_{L^1(0, T; H_1)} < \varepsilon\).

It is one of the important issues in optimal control theory to characterize local minimizers. Similarly to the Calculus, the most usual way to do this is to find necessary conditions satisfied by local minimizers. Since the milestone in [17], first-order necessary conditions are studied extensively in the literature for different kinds of control systems, such as systems governed by ordinary differential equations (e.g. [17]), systems governed by partial differential equations (e.g. [13]), systems governed by stochastic differential equations (e.g. [21]), systems governed by stochastic evolution equations (e.g. [15]), etc.

Second order necessary conditions for controlled partial differential equations are studied extensively in the literature (e.g. [3–5, 18–20]). However, as far as we know, there are no published results on second order necessary conditions with end-point equality constraints. The main purpose of this paper is to investigate such kind of
problems. Second order necessary conditions have the same purpose as the first order conditions - to eliminate some candidates for optimality that the first order conditions did not throw out. Sufficient conditions are usually obtained by strengthening the obtained second order necessary conditions. This is planned as a future direction of our research.

The main difficulties we face are as follows:

- The interior of the tangent space to constraints defined by equalities is, in general, empty. Then one cannot simply use the variational technique to obtain second order necessary conditions since perturbations of the optimal control may be not admissible.
- Unlike for the first order necessary condition, it is unclear whether one can use the Ekeland variational principle, which is a first order variational principle, to derive second order necessary conditions.
- Unlike in the finite dimensional case, in the Hilbert spaces, in general, two convex sets having an empty intersection can not be separated by a linear functional: at least one of them has to have interior points. When there are several constraints, this requires all but one of them to have a nonempty interior. In the presence of the end point equality constraints we face two sets with empty interiors, the second one coming from the control system itself, that is usually seen as a second equality constraint.

In the literature these difficulties are usually handled by reducing the optimal control problem to an abstract infinite dimensional mathematical programming one. For this aim it is usually requested that control sets are described via inequality and equality constraints verifying some gradients independence assumptions. In particular, if the set of controls is a union of such sets, instead of their intersection, such methodology does not work anymore. In contrast, in our paper the control set $U$ is an arbitrary nonempty closed subset of a Banach space.

Usually, once such new abstract optimisation problem is stated, some abstract constraints qualification assumptions (Robinson’s like conditions) allow to write a Lagrange multiplier rule. The main difficulty is then to return back to the original problem and to translate the derived multiplier rule in terms of the original problem. For this reason very often the authors restrict their attention to very simple sets $U$, impose some structural assumptions on optimal controls and assume that optimal controls are piecewise continuous. Such assumptions are very strong, because usually, in the presence of constraints, the classical existence results guarantee only measurability of optimal controls with no particular structure.

In the difference with this approach, we do not make reduction of the optimal control of evolution system to an abstract mathematical programming problem. Instead we linearize twice the control system and the constraints in the original state space and apply the separation theorems to the linearized problem. This allows us to work with measurable controls by the methods of variational analysis. Another advantage of our approach is that it brings also sufficient conditions for the normality of the derived necessary conditions.

To overcome the difficulties mentioned above, we borrow some ideas from [8], where an optimal control problem was investigated in the finite dimensional setting. Let us underline that usually the second order tangents to reachable sets of control systems do have an empty interior. Same for the second order tangents to the sets defined by the equality constraints. The separation theorems can not be applied then in the usual way to get second order conditions like in [10, 12]. We exploit instead the idea from [8] saying that under a surjectivity type assumption imposed on the linearized control system, the intersection of the two second order tangents is the second order tangent to the reachable set of the control system with a final point equality constraint. For this aim a non-standard inverse mapping theorem on a metric space is applied. We remain then with just one set having an empty interior and the application of the separation theorem becomes then possible. Roughly speaking, the inverse mapping theorem on a metric space allows us to consider equality constraints as a part of control system because its second order linearization incorporates the second order linearization of the end-point equality constraints. More details can be found in Section 4.

The rest of this paper is organized as follows: in Section 2, we present our main results, whose proofs are given in Section 4. Section 3 is devoted to some preliminaries. At last, in Section 5, we provide two illustrative examples.
2. Statement of the main results

To begin with, let us introduce some notations. Let $Z$ be a Banach space with the norm $|\cdot|_Z$. For any subset $K \subset Z$, denote by $\text{int}K$, $\text{cl}K$ and $\partial K$ the interior, closure and boundary of $K$, respectively. A subset $K$ is called a cone if $\alpha z \in K$ for every $\alpha \geq 0$ and $z \in K$. For a general $K$, denote by $\text{co}K$ the smallest closed convex set containing $K$. Define the distance between a point $z \in Z$ and $K$ as

$$\text{dist}(z, K) \triangleq \inf_{y \in K} |y - z|_Z.$$

**Definition 2.1.** For $z \in K$, the Clarke tangent cone $C_K(z)$ to $K$ at $z$ is

$$C_K(z) \triangleq \left\{ v \in Z \mid \lim_{\varepsilon \to 0^+} \frac{\text{dist}(y + \varepsilon v, K)}{\varepsilon} = 0 \right\},$$

and the adjacent cone $T^b_K(z)$ to $K$ at $z$ is

$$T^b_K(z) \triangleq \left\{ v \in Z \mid \lim_{\varepsilon \to 0^+} \frac{\text{dist}(z + \varepsilon v, K)}{\varepsilon} = 0 \right\}.$$

$C_K(z)$ is a closed convex cone in $Z$ and $C_K(z) \subset T^b_K(z)$. When $K$ is convex, $C_K(z) = T^b_K(z) = \text{cl}\{\alpha(\hat{z} - z)\,|\,\alpha \geq 0, \, \hat{z} \in K\}$.

**Definition 2.2.** For $z \in K$ and $v \in Z$, the second order adjacent subset to $K$ at $(z, v)$ is

$$T^{b(2)}_K(z, v) \triangleq \left\{ h \in Z \mid \lim_{\varepsilon \to 0^+} \frac{\text{dist}(z + \varepsilon v + \varepsilon^2 h, K)}{\varepsilon^2} = 0 \right\}.$$

The set $T^{b(2)}_K(z, v)$ is closed and may be empty for instance when $v \notin T^b_K(z)$.

Let $Y_1$, $Y_2$ and $Z$ be Banach spaces. Denote by $\mathcal{L}(Y_1; Z)$ the Banach space of all bounded linear operators from $Y_1$ to $Z$ and by $\mathcal{L}(Y_1, Y_2; Z)$ the Banach space of all bounded bilinear operators from $Y_1 \times Y_2$ to $Z$. When $Y_1 = Z$, we replace $\mathcal{L}(Y_1; Z)$ by $\mathcal{L}(Y_1)$ for simplicity.

The Hamiltonian and the terminal Lagrange function are defined respectively by

$$\mathcal{H}(t, x, u, p) = \langle p, f(t, x, u) \rangle_H$$

and

$$l(x, \alpha, \beta) = \sum_{j=0}^{r} \alpha_j g_j(x) + \langle \beta, h(x) \rangle_{H_2},$$

where $\alpha = (\alpha_0, \alpha_1, \ldots, \alpha_r) \in \mathbb{R}_+^{r+1}$ and $\beta \in H_2$. Set

$$K_j \triangleq \{ x \in H \mid g_j(x) \leq 0 \} \text{ for } j = 1, \ldots, r.$$

Clearly, for every $x \in \partial K_j$, we have $g_j(x) = 0$.

Let $(\bar{x}, \bar{u})$ be a local minimizer of (1.5). Put

$$\mathcal{I}_{g} \triangleq \{ j = 1, \ldots, r \mid \bar{x}(T) \in \partial K_j \}.$$
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in the relaxation theorem. We do not have yet such analogue for the infinite dimensional context.

Theorem 2.3. Assume (H1), that the maps $f(\cdot,\cdot)$, $g_j \ (j = 0,\ldots,r)$ and $h$ are continuously Fréchet differentiable for a.e. $t \in [0,T]$ and

$$ |f_x(t,x,u)|_{\mathcal{L}(H)} + |f_u(t,x,u)|_{\mathcal{L}(H_i;H)} + \sum_{j=0}^{r} |g_{jx}(x)|_{H} + |h_x(x)|_{\mathcal{L}(H;H_2)} \leq C, \quad \forall \ (t,x,u) \in [0,T] \times H \times U. $$

Then there exist $\alpha = (\alpha_0,\alpha_1,\ldots,\alpha_r) \in \mathbb{R}^{r+1}_+$ and $\beta \in H_2$, not vanishing simultaneously, satisfying

$$ \alpha_j = 0 \quad \text{if} \quad j \notin I_g, \quad (2.1) $$

such that for the (mild) solution $p \in C([0,T];H)$ of

$$ \begin{cases} -p_t(t) = A^*p(t) + \mathcal{H}_x(t,\bar{x}(t),\bar{u}(t),p(t)), \quad t \in [0,T), \\ p(T) = l_x(\bar{x}(T),\alpha,\beta), \end{cases} \quad (2.2) $$

we have

$$ \inf_{\kappa \in \mathcal{C}_U(\bar{u}(t))} \mathcal{H}_u(t,\bar{x}(t),\bar{u}(t),p(t))(\kappa) \geq 0, \quad \text{for a.e.} \ t \in [0,T], \quad (2.3) $$

where $\mathcal{H}_x$ and $\mathcal{H}_u$ are the Fréchet derivatives of $\mathcal{H}$ with respect to $x$ and $u$, respectively.

When $U$ is convex and $f$ is affine with respect to $u$, Theorem 2.3 is just the Pontryagin minimum principle for the local minimizer $(\bar{x},\bar{u})$. When $U$ is not convex, generally speaking, the conclusion of Theorem 2.3 is weaker than the Pontryagin maximum principle derived by the needle variation technique (e.g., [13]) for the so called strong local minimizers, i.e. when local means that trajectories stay nearby $\bar{x}$ (instead of controls nearby $\bar{u}$). Note that under our assumptions any strong local minimizer is also a weak local minimizer. However, in general the converse is not true. Thus the first order results for local minimizers, in general, can not be deduced from those known for strong local minimizers. In the recent publication [11], in the finite dimensional setting, the authors derived the second order conditions for local minimizers together with the maximum principle using a relaxation theorem. We do not have yet such analogue for the infinite dimensional context.

Theorem 2.3 can be proved by the separation theorem for convex sets. Since the main purpose of this paper is to study second order necessary conditions, we shall derive the first-order condition as a consequence of the second-order one and, so, for $C^2$ data.

Let us introduce the following assumption:

(H3) The maps $f(\cdot,\cdot)$, $g_j \ (j = 0,\ldots,r)$ and $h$ are twice continuously Fréchet differentiable for a.e. $t \in [0,T]$. Moreover,

$$ |f_x(t,x,u)|_{\mathcal{L}(H)} + |f_{xx}(t,x,u)|_{\mathcal{L}(H,H;H)} + |f_{xu}(t,x,u)|_{\mathcal{L}(H,H_i;H)} $$

$$ + |f_u(t,x,u)|_{\mathcal{L}(H_i;H)} + |f_{uu}(t,x,u)|_{\mathcal{L}(H_i,H_i;H)} \leq C, \quad \forall \ (t,x,u) \in [0,T] \times H \times U \quad (2.4) $$

$^1$Recall that, for Banach spaces $Y$ and $Z$, a $C^2$-function $\varphi : Y \to Z$ and any $\eta \in Y$, $\varphi_{xx}(\eta) \in \mathcal{L}(Y,Y;Z)$. This means that, for any $\eta_1,\eta_2 \in Y$, $\varphi_{xx}(\eta)(\eta_1,\eta_2) \in Z$. 
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and
\[
\sum_{j=0}^r \left( |g_{j,x}(x)| H + |g_{j,xx}(x)|_{\mathcal{L}(H,H;\mathbb{R})} \right) + |h_{x}(x)|_{\mathcal{L}(H;H_2)} + |h_{xx}(x)|_{\mathcal{L}(H,H;H_2)} \leq C, \quad \forall x \in H. \tag{2.5}
\]

Now, let us introduce two variational linearizations of control system (1.1) at \((\bar{x}, \bar{u})\). The first one is
\[
\begin{cases}
y_{t}(t) = Ay(t) + f_x[t]y(t) + f_u[t]u(t), \quad u(t) \in T^b_{\bar{u}}(\bar{u}(t)), \quad t \in (0, T), \\
y(0) = 0, \quad u \in L^1(0, T; H_1),
\end{cases}
\tag{2.6}
\]
where \( f_x[t] \triangleq f_x(t, x(t), \bar{u}(t)) \) and \( f_u[t] \triangleq f_u(t, x(t), \bar{u}(t)) \).

The second one is
\[
\begin{cases}
y_{\hat{t}}(t) = Ay(t) + f_x[t]\hat{y}(t) + v(t), \quad v(t) \in \partial \mathcal{F}(t, \bar{x}(t), U) - f[t], \quad t \in (0, T), \\
y_{\hat{0}}(0) = 0,
\end{cases}
\tag{2.7}
\]
where \( v : [0, T] \to H_1 \) is measurable and \( f[t] \triangleq f(t, \bar{x}(t), \bar{u}(t)) \).

The reachable set of (2.7) at time \( T \) is
\[
R^L = \{ \bar{y}(T) | \bar{y}(\cdot) \text{ is a trajectory of (2.7)} \}.
\]
Clearly, \( R^L \) is convex. Put
\[
\Xi \triangleq C([0, T]; H) \times L^2(0, T; H_1).
\]

To study second order conditions we introduce the set \( \mathcal{C}(\bar{x}, \bar{u}) \) of all critical pairs \((y, u) \in \Xi \) solving the linear system (2.6) such that
\[
g_{0,x}(\bar{x}(T))(y(T)) \leq 0, \tag{2.8}
\]
\[
h_{x}(\bar{x}(T))(y(T)) = 0, \tag{2.9}
\]
\[
g_{j,x}(\bar{x}(T))(y(T)) \leq 0, \quad \text{for } j \in \mathcal{I}_g, \tag{2.10}
\]
and
\[
\exists \delta_0 > 0, \exists c \in L^2(0, T), \forall \delta \in [0, \delta_0], \text{ dist}(\bar{u}(t) + \delta u(t), U) \leq c(t)\delta^2 \text{ for a.e. } t \in [0, T]. \tag{2.11}
\]

The last inequality strengthens the inclusion \( u(t) \in T^b_{\bar{u}}(\bar{u}(t)) \) and is very useful in the second order analysis involving such stronger tangents. Thus the critical set \( \mathcal{C}(\bar{x}, \bar{u}) \) can be seen as the set of all the solutions to the strengthened linearized system (2.6) that satisfy the linearized final point constraints (2.9), (2.10) and is critical in the sense of (2.8). Our proofs below imply that for any \((y, u) \in \mathcal{C}(\bar{x}, \bar{u}) \) we have \( g_{0,x}(\bar{x}(T))(y(T)) = 0 \) and, consequently, the word critical is inherited from the classical Calculus.
where $H$ can be easily deduced from Corollary 3.9 below.

For any $(\alpha, \beta, p) \in \Lambda(\bar{x}, \bar{u})$, define

$$\Omega(y, u, \alpha, \beta, p) \triangleq l_{xx}(\bar{x}(T), \alpha, \beta) \langle y(T), y(T) \rangle + \int_0^T (H_{xx}[t](y(t), y(t)) + 2H_{xu}[t](y(t), u(t))) \, dt,$$

(2.12)

where $H_{xx}[t] = H_{xx}(t, \bar{x}(t), \bar{u}(t), p(t))$ and by convention, $\inf \emptyset = +\infty$.

For every $(\alpha, \beta, p) \in \Lambda(\bar{x}, \bar{u})$ and $(y, u) \in \Xi$, define

$$\Theta = \left\{ \theta \in H \, | \, h_x(\bar{x}(T)) \theta + \frac{1}{2} h_{xx}(\bar{x}(T)) \langle y(T), y(T) \rangle = 0 \right\}$$

(2.14)

and

$$\tilde{\Theta} = \{ \theta - \kappa | \theta \in \Theta, \kappa \in \text{cl} \left( R^{L(2)} \right) \}.$$  

(2.15)

Clearly, both $\Theta$ and $\tilde{\Theta}$ depend on the choice of $(y, u)$.

We impose the following additional assumption.

**H4** There is a closed subspace $\tilde{H}$ of $H$ such that $\tilde{\Theta} \subset \tilde{H}$ and $\text{int}_{\tilde{H}} \tilde{\Theta} \neq \emptyset$, where $\text{int}_{\tilde{H}} \tilde{\Theta}$ denotes the interior of $\tilde{\Theta}$ in $\tilde{H}$.

**Remark 2.4.** (H4) is introduced to apply the Hahn-Banach theorem to separate two convex sets. Indeed, it is well known that to separate two convex sets in an infinite dimensional Hilbert space, one of them should have an interior point. Usually, $\tilde{\Theta}$ does not satisfy this requirement. To remedy that difficulty, we assume that $\text{int}_{\tilde{H}} \tilde{\Theta} \neq \emptyset$. Under this condition, for any nonempty convex subset $K$ of $\tilde{H}$ having an empty intersections with $\tilde{\Theta}$ one can find a linear functional to separate $\tilde{\Theta}$ from $K$. More details can be found in the proof of Theorem 2.5.
For any given \( u : [0, T] \rightarrow H_1 \), set
\[
V^2(\bar{u}, u) \triangleq \{ v : [0, T] \rightarrow H_1 \mid v \text{ is measurable, } f_u [\cdot] v(\cdot) \text{ is integrable and } \]
\[
v(t) \in T_U^{b(2)}(\bar{u}(t), u(t)) \text{ for a.e. } t \in [0, T] \}.
\tag{2.16}
\]

**Theorem 2.5.** Assume \((H1), (H3)\) and let \((\bar{x}, \bar{u})\) be a local minimizer of \((1.5)\) satisfying
\[
0 \in \text{int cl} h_x(\bar{x}(T)) (R^L)
\tag{2.17}
\]
and
\[
h_x(\bar{x}(T)) (H) = H_2.
\tag{2.18}
\]
Let \((y, u) \in C(\bar{x}, \bar{u})\) be such that \((H4)\) is satisfied and \(V^2(\bar{u}, u) \cap L^2(0, T; H_1) \neq \emptyset\). Then there exists \((\alpha, \beta, p) \in \Lambda(\bar{x}, \bar{u})\) such that \(\alpha_j = 0\) whenever \(g_j(x(\bar{x}(T))(y(T))) < 0\), the function \(\Upsilon(u, p)\) is integrable and
\[
\frac{1}{2} \Omega(y, u, \alpha, \beta, p) + \int_0^T \Upsilon(u(t), p(t)) \, dt \geq 0.
\tag{2.19}
\]

**Remark 2.6.** Condition \((2.17)\) is an assumption on the controllability of the system \((2.7)\). For a given controlled partial differential equation, if the optimal control belongs to the interior of \(U\) for a.e. \( t \in [0, T] \) and \((2.18)\) is satisfied, then one can use the classical controllability theory of partial differential equations to verify \((2.17)\) \((e.g. [22])\). For establishing the first order necessary condition, these assumptions can be relaxed \((e.g. [13, 14])\). On the other hand, if there is no state constraint \((1.4)\), then \((2.17)\) and \((2.18)\) can be omitted because in this case \(h\) would not be involved in our proofs. Since \(R^L\) is convex and \((2.7)\) is linear in \(\tilde{y}\), \((2.17)\) can be verified by a separation theorem whenever \(\text{cl} h_x(\bar{x}(T))(R^L)\) has a nonempty interior.

Recall that if \(\alpha_0 > 0\), then the necessary condition in Theorem 2.5 is called *normal*. In such case, by normalizing, one can set \(\alpha_0 = 1\). On the other hand, in the *abnormal* case i.e. when \(\alpha_0 = 0\), the necessary condition is independent of the cost functional. Hence, it is important to show the normality of the multiplier. We present a second-order sufficient condition for normality below. To this end, let us introduce the following linear control system
\[
\begin{cases}
  z_t(t) = Az(t) + f_x[t] z(t) + f_u[t] \pi(t), \pi(t) \in C_U(\bar{u}(t)), & t \in (0, T], \\
  z(0) = 0, \pi \in L^1(0, T; H_1).
\end{cases}
\tag{2.20}
\]
Denote by \(R\) the reachable set of \((2.20)\) at time \(T\). Clearly, \(R\) is convex.

**Theorem 2.7.** Under all the assumptions of Theorem 2.5 suppose that
\[
\text{cl} h_x(\bar{x}(T))(R) = H_2.
\tag{2.21}
\]
If there exists \(w_T \in \text{cl} R^{L(2)}\) such that
\[
h_x(\bar{x}(T))(w_T) + \frac{1}{2} h_{xx}(\bar{x}(T))(y(T), y(T)) = 0
\tag{2.22}
\]
and
\[ g_{j,x}(\bar{x}(T))(w_T) + \frac{1}{2}g_{j,xx}(\bar{x}(T))(y(T),y(T)) < 0, \quad \text{for } j \in \mathcal{I}_g, \quad (2.23) \]
then the conclusion of Theorem 2.5 is valid with \( \alpha_0 = 1 \).

If there is no \( w_T \) as in Theorem 2.7, then the second-order condition holds true in the abnormal form. More generally, we have the following result.

**Theorem 2.8.** Assume \((H1), (H3)\) and let \((\bar{x}, \bar{u})\) be a trajectory-control pair of \((1.1)\) satisfying \((2.18)\). Let \((y,u) \in \Xi\) be a trajectory-control pair of \((2.6)\) such that \((H4)\) holds and \(V^2(\bar{u},u) \cap L^2(0,T;H_1) \neq \emptyset\). If there is no \( w_T \) as in Theorem 2.7, then the conclusion of Theorem 2.5 is valid with \( \alpha_0 = 0 \).

For the sake of completeness we also provide a result without assumption \((2.17)\).

**Theorem 2.9.** Assume \((H1), (H3)\) and let \((\bar{x}, \bar{u})\) be a local minimizer of \((1.5)\) satisfying \((2.18)\). If \(\text{cl} \ h(x(T))(R^2)\) has interior points or is contained in a closed subspace \(H_2 \subseteq H_2\), then for every \((y,u) \in C(\bar{x}, \bar{u})\) verifying \((H4)\) and \(V^2(\bar{u},u) \cap L^2(0,T;H_1) 
eq \emptyset\), there exists \((\alpha, \beta, p) \in \Lambda(\bar{x}, \bar{u})\) such that for any trajectory-control pair \((w,v)\) of \((2.13)\) satisfying \((2.22)\) with \(w_T = w(T)\), we have
\[ \frac{1}{2} \Omega(x,u,\alpha,\beta,p) + \int_0^T \mathcal{H}_u(t)(v(t)) \, dt \geq 0. \]

In Theorems 2.5–2.9, we assume that \(f, g_j\) \((j = 0, \ldots, r)\) and \(h\) are twice continuously Fréchet differentiable with respect to \(x\). This is quite restrictive in the infinite dimensional framework, but is needed when \(e^{At}\) \(t \geq 0\) is a general \(C_0\)-semigroup. On the other hand, if \(e^{At}\) \(t \geq 0\) has some smoothing effect, then \((H3)\) can be relaxed. Let us discuss it below.

Let \(X \subseteq H\) be a separable reflexive Banach space with the norm Gateaux differentiable away from zero. Further suppose that \(X\) is dense in \(H\) and that the embedding from \(X\) to \(H\) is continuous.

Several assumptions are in order.

**\((S1)\)** \(\{e^{At}\}_{t \geq 0}\) is a \(C_0\)-semigroup on \(X\) and for every \(t > 0\), there is a constant \(C = C(t) > 0\) such that for all \(\eta \in H\), \(|e^{At}\eta|_X \leq C|\eta|_H\). Further, there exists a constant \(\tilde{C} > 0\) such that for all \(t \in [0,T]\) and \(\eta \in H\), \(|e^{At}\eta|_{L^2(t,T;X)} \leq \tilde{C}|\eta|_H\).

**\((S2)\)** \(f(\cdot, \cdot, \cdot) : [0,T] \times X \times H_1 \rightarrow X\) is measurable in the first variable, continuous in the third variable, and
\[ \left\{ \begin{array}{lr} |f(t,x_1,u) - f(t,x_2,u)|_X \leq C|x_1 - x_2|_X, & \forall (t,x_1,x_2,u) \in [0,T] \times X \times X \times U, \\ |f(t,0,u)|_X \leq C, & \forall (t,u) \in [0,T] \times U. \end{array} \right. \] (2.24)

**\((S3)\)** For a.e. \(t \in [0,T]\), \(f(t,\cdot, \cdot) : X \times H_1 \rightarrow H\) is \(C^2\). Moreover,
\[ |f_x(t,x,u)|_{\mathcal{L}(X;H)} + |f_{xx}(t,x,u)|_{\mathcal{L}(X,X;H)} + |f_{xu}(t,x,u)|_{\mathcal{L}(X,H_1;H)} + |f_u(t,x,u)|_{\mathcal{L}(H_1;H)} + |f_{uu}(t,x,u)|_{\mathcal{L}(H_1, H_1;H)} \leq C, \quad \forall (t,x,u) \in [0,T] \times X \times U. \] (2.25)

**\((S4)\)** \(g_j : X \rightarrow \mathbb{R}\) \((j = 0, \ldots, r)\) and \(h : X \rightarrow H_2\) are \(C^2\). Moreover, for all \(x \in X\),
\[ \sum_{j=0}^r (|g_{j,x}(x)|_{\mathcal{L}(X;\mathbb{R})} + |g_{j,xx}(x)|_{\mathcal{L}(X,X;\mathbb{R})}) + |h_x(x)|_{\mathcal{L}(X,H_2)} + |h_{xx}(x)|_{\mathcal{L}(X,X;H_2)} \leq C. \] (2.26)
By (S1)–(S2), it is easy to prove that for any \( x_0 \in H \) and \( u \in \mathcal{U} \) there exists a unique mild solution \( x(\cdot) \in C([0, T]; H) \cap L^2(0, T; X) \) to the system (1.1) and \( x(t) \in X \) for every \( t \in (0, T] \). Furthermore, for any trajectory-control pair \((y, u)\) of (2.6) we have \( y \in C([0, T]; X) \). Similar statement is also valid for trajectories of (2.7). Thus the system in (2.13) is well defined. Moreover \( \mathcal{R} \), \( R^L \), \( R^L(2) \) are subsets of \( X \).

By (S4), the final data of the adjoint equation (2.2) belongs to \( X' \). By (S1) and Corollary 1.10.6 of [16], \( A^* \) is the infinitesimal generator of the adjoint \( C_0 \)-semigroup \((e^{At})^* \) on \( X' \), denoted by \( \{e^{At}\}_{t \geq 0} \). Also by (S1) for every \( t > 0 \), there is a constant \( C = C(t) > 0 \) such that for all \( \eta \in X' \), \( \|e^{At}\eta\|_{X'} \leq C \|\eta\|_{X'} \), and \( e^{At} \eta \in L^2(0, T; H) \). Further, we have that for all \( t \in [0, T) \) and \( \eta \in X' \), \( \|e^{At}\eta\|_{L^2(t, T; H)} \leq C(t) \|\eta\|_{X'} \). Then it is easy to prove that under assumptions (S1)–(S4) the mild solution to (2.2) belongs to \( C([0, T]; X') \cap L^2(0, T; H) \) and \( p(t) \in H \) for every \( t \in [0, T) \).

Define the convex sets

\[
\Theta_X = \left\{ \eta \in X \mid h_x(\bar{x}(T))(\eta) + \frac{1}{2} h_{xx}(\bar{x}(T)) \left( y(T), y(T) \right) = 0 \right\} \tag{2.27}
\]

and

\[
\tilde{\Theta}_X = \{ \theta - \kappa \mid \theta \in \Theta_X, \kappa \in cl_X(R^L(2)) \}, \tag{2.28}
\]

where \( cl_X \) denotes the closure in \( X \).

We impose the following assumption.

(S5) There is a closed subspace \( \tilde{X} \) of \( X \) such that \( \tilde{\Theta}_X \subset \tilde{X} \) and \( \text{int}_X \tilde{\Theta}_X \neq \emptyset \), where \( \text{int}_X \tilde{\Theta}_X \) denotes the interior of \( \tilde{\Theta}_X \) in \( \tilde{X} \).

Corresponding to Theorems 2.5–2.9, we have the following results with

\[
K_j \overset{\Delta}{=} \{ x \in X \mid g_j(x) \leq 0 \} \quad \text{for} \quad j = 1, \ldots, r,
\]

\[
T_j \overset{\Delta}{=} \{ j = 1, \ldots, r \mid \bar{x}(T) \in \partial_X K_j \}, \tag{2.29}
\]

where \( \partial_X K_j \) denotes the boundary of \( K_j \) in \( X \) and

\[
\Lambda_X(\bar{x}, \bar{u}) \overset{\Delta}{=} \{ (\alpha, \beta, p) \in \mathbb{R}_+^{r+1} \times H_2 \times C([0, T]; X') \mid (\alpha, \beta, p) \neq 0 \text{ and satisfies (2.1)–(2.3)} \}.
\]

**Theorem 2.10.** Suppose (S1)–(S4) and let \((\bar{x}, \bar{u})\) be a local minimizer of (1.5) satisfying (2.17) and

\[
h_x(\bar{x}(T))(X) = H_2. \tag{2.30}
\]

Let \((y, u) \in C(\bar{x}, \bar{u})\) be such that (S5) holds and \( V^2(\bar{u}, u) \cap L^2(0, T; H_1) \neq \emptyset \). Then there exists \((\alpha, \beta, p) \in \Lambda_X(\bar{x}, \bar{u})\) such that \( \alpha_j = 0 \) whenever \( g_{j,x}(\bar{x}(T))(y(T)) < 0 \), the function \( Y(u, p) \) is integrable and

\[
\frac{1}{2} \Omega(y, u, \alpha, \beta, p) + \int_0^T Y(u(t), p(t))dt \geq 0. \tag{2.31}
\]

**Theorem 2.11.** Suppose (S1)–(S4) and let \((\bar{x}, \bar{u})\) be a local minimizer of (1.5) satisfying (2.17), (2.21). Let \((y, u) \in C(\bar{x}, \bar{u})\) be such that (S5) is satisfied and \( V^2(\bar{u}, u) \cap L^2(0, T; H_1) \neq \emptyset \). If there exists \( w_T \in cl_X R^L(2) \) such that (2.22) and (2.23) hold, then the conclusion of Theorem 2.10 is valid with \( \alpha_0 = 1 \).
Theorem 2.12. Suppose (S1)–(S4). Let \((x, u)\) be a trajectory-control pair of (1.1) satisfying (2.30) and \((y, u) \in \Xi\) be a trajectory-control pair of (2.6) such that (S5) holds and \(V^2(\bar{u}, u) \cap L^2(0, T; H_1) \neq \emptyset\). If there is no \(w_T\) as in Theorem 2.11, then the conclusion of Theorem 2.10 is valid with \(\alpha_0 = 0\).

Theorem 2.13. Suppose (S1)–(S4) and let \((\bar{x}, \bar{u})\) be a local minimizer of (1.5) satisfying (2.30). If \(\text{cl} h_x(\bar{x}(T))(R^L)\) has interior points or is contained in a closed subspace \(H_2 \subset H_1\), then for every \((y, u) \in \mathcal{C}(\bar{x}, \bar{u})\) satisfying (S5) and \(V^2(\bar{u}, u) \cap L^2(0, T; H_1) \neq \emptyset\), there exists \((\alpha, \beta, p) \in \Lambda_X(\bar{x}, \bar{u})\) such that for any trajectory-control pair \((w, v)\) of (2.13) verifying (2.22) with \(w_T = w(T)\), we have

\[
\frac{1}{2} \Omega(y, u, \alpha, \beta, p) + \int_0^T \mathcal{H}_u(t)(v(t)) \, dt \geq 0.
\]

Proofs of Theorems 2.10–2.13 are very similar to those of Theorems 2.5–2.9, respectively. To shorten the paper, we only give the one of Theorem 2.10.

3. Preliminaries

3.1. Some results of set-valued analysis

For readers’ convenience, we collect some basic facts from set-valued analysis. More information can be found in [1].

Definition 3.1. Let \((M, \Sigma)\) be a measurable space, \(Z\) a separable Banach space and \(F : M \rightrightarrows Z\) a set-valued map. For any \(\omega \in M\), \(F(\omega)\) is called the value of \(F\) at \(\omega\). The map \(F\) is called measurable if

\[ F^{-1}(B) \triangleq \{ \omega \in M \mid F(\omega) \cap B \neq \emptyset \} \in \Sigma \text{ for any } B \in B(Z), \]

where \(B(Z)\) is the Borel \(\sigma\)-algebra on \(Z\).

Definition 3.2. Let \((M, \Sigma, \mu)\) be a complete \(\sigma\)-finite measure space, \(Y\) and \(Z\) two complete separable metric spaces. We call \(g : M \times Y \rightarrow Z\) a Carathéodory function if for every \(\omega \in M\), \(g(\omega, \cdot)\) is continuous and for every \(y \in Y\), \(g(\cdot, y)\) is measurable.

Lemma 3.3. ([1], Thm. 8.2.8) Let \((M, \Sigma, \mu)\) be a complete \(\sigma\)-finite measure space, \(Y\) and \(Z\) two complete separable metric spaces, and \(S : M \rightrightarrows Y\) a measurable set-valued map with closed values. Let \(g : M \times Y \rightarrow Z\) be a Carathéodory function. Then the set-valued map defined by

\[ M \ni \omega \mapsto \text{cl} g(\omega, S(\omega)) \]

is measurable.

Next, we recall the notion of measurable selection for a set-valued map.

Definition 3.4. Let \((M, \Sigma)\) be a measurable space and \(Z\) a complete separable metric space. Let \(F\) be a set-valued map from \(M\) to \(Z\). A measurable map \(f : M \rightarrow Z\) is called a measurable selection of \(F\) if \(f(\omega) \in F(\omega)\) for all \(\omega \in M\).

A sufficient condition for the existence of a measurable selection is as follows.

Lemma 3.5. ([1], Thm. 8.1.3) Let \(Z\) be a complete separable metric space, \((M, \Sigma)\) a measurable space, and \(F : M \rightrightarrows Z\) a measurable set-valued map with nonempty closed values. Then there exists a measurable selection of \(F\).
Lemma 3.6. ([1], Thm. 8.2.9) Consider a complete $\sigma$-finite measure space $(M, \Sigma, \mu)$, complete separable metric spaces $Y$, $Z$, and measurable set-valued maps $S : M \rightharpoonup Y$, $G : M \rightharpoonup Z$ with closed values. Let $g : M \times Y \rightarrow Z$ be a Carathéodory function. Then the set-valued map $R$ defined by

$$R(\omega) \triangleq \{ x \in S(\omega) \mid g(\omega, x) \in G(\omega) \}$$

is measurable. Consequently, if $\mathcal{R}(\omega) \neq \emptyset$ for all $\omega \in M$, then there exists a measurable selection $f(\omega) \in S(\omega)$ such that $g(\omega, f(\omega)) \in G(\omega)$ for all $\omega \in M$.

Recall that for a measure space $(M, \Sigma, \mu)$, the integral of a set-valued map $\omega \mapsto \Psi(\omega)$ from $M$ into a Banach space $Z$ is defined by

$$\int_M \Psi \, d\mu = \{ \int_M \psi(\omega) \, d\omega \mid \psi(\omega) \in \Psi(\omega) \text{ a.e., } \psi(\cdot) \text{ is Bochner integrable} \},$$

where $\int_M \psi(\omega) \, d\omega$ is the Bochner integral of $\psi(\cdot)$ over $M$. We say that $\Psi$ is integrably bounded, if there is a (Lebesgue) integrable $k : M \rightarrow \mathbb{R}_+$ such that $\Psi(\omega) \in k(\omega)B_Z(1)$ for all $\omega \in M$, where $B_Z(1)$ stands for the closed unit ball in $Z$.

Lemma 3.7. Let $(M, \Sigma, \mu)$ be a complete measure space with $\mu(M) < \infty$, $Y$ be a separable metric space, and $Z$ be a separable Banach space. Consider a measurable set-valued map $S : M \rightharpoonup Y$ with closed values and a Carathéodory function $g : M \times Y \rightarrow Z$. If $M \ni \omega \mapsto g(\omega, Y)$ is integrably bounded, then

$$\text{cl} \int_M g(\omega, S(\omega)) \, d\mu = \text{cl} \int_M g(\omega, S(\omega)) \, d\mu.$$  

Proof. Clearly

$$\text{cl} \int_M g(\omega, S(\omega)) \, d\mu \subset \text{cl} \int_M g(\omega, S(\omega)) \, d\mu.$$  

Fix a Bochner integrable selection $\psi(\omega) \in \text{cl} g(\omega, S(\omega))$ and let $\delta > 0$. Then for

$$B_Z(\psi(\omega), \delta) \triangleq \{ \eta \in Z \mid |\eta - \psi(\omega)|_Z \leq \delta \},$$

we have

$$g(\omega, S(\omega)) \cap B_Z(\psi(\omega), \delta) \neq \emptyset \quad \forall \omega \in M.$$  

By Lemma 3.6, there exists a measurable selection $u(\omega) \in S(\omega)$ such that $g(\omega, u(\omega)) \in B_Z(\psi(\omega), \delta)$. Since $u(\cdot)$ is measurable, it is the pointwise limit of simple measurable maps $\{u_n\}_{n \geq 1}$. Using that $g$ is Carathéodory we deduce that $g(\cdot, u(\cdot))$ is pointwise limit of simple measurable maps. Since $g(\omega, Y)$ is integrably bounded, by the Lebesgue dominated convergence theorem, $g(\cdot, u(\cdot))$ is Bochner integrable. This implies that

$$\int_M \psi \, d\mu \in \int_M g(\omega, u(\omega)) \, d\mu + \delta \mu(M)B_Z(1).$$

By arbitrariness of $\delta > 0$, we have $\int_M \psi \, d\mu \in \text{cl} \int_M g(\omega, S(\omega)) \, d\mu$. The arbitrariness of the Bochner integrable selection $\psi(\omega) \in \text{cl} g(\omega, S(\omega))$ ends the proof. □
Lemma 3.8. ([1], Props. 8.6.2 and 8.6.4) Let \((\mathcal{M}, \Sigma, \mu)\) be a complete \(\sigma\)-finite measure space, \(Y\) a separable Banach space, and \(F : \mathcal{M} \rightarrow Y\) a measurable, integrably bounded set-valued map with nonempty closed values. Then
\[
\text{cl} \int_{\mathcal{M}} \text{co} F \, d\mu = \text{co} \int_{\mathcal{M}} F \, d\mu.
\]
Furthermore, if \(\mu\) is non-atomic, then
\[
\text{cl} \int_{\mathcal{M}} \text{co} F \, d\mu = \text{cl} \int_{\mathcal{M}} F \, d\mu.
\]

Corollary 3.9. Suppose that all the assumptions of Lemma 3.7 hold and \(\mu\) is non-atomic. Then
\[
\text{cl} \int_{\mathcal{M}} g(\omega, S(\omega)) \, d\mu = \text{cl} \int_{\mathcal{M}} \text{co} g(\omega, S(\omega)) \, d\mu.
\]

As an immediate corollary of Lemma 2.10 of [12], we have the following result.

Lemma 3.10. Let \(\Sigma\) be the \(\sigma\)-algebra of all Lebesgue measurable sets contained in \([0, T]\), \(U \subset H_1\) be closed and \(u \in U\). Then the set-valued map \(t \mapsto C_U(u(t))\) is \(\Sigma\) measurable.

We shall also need the following lemma.

Lemma 3.11. ([9], Lem. 2.4) Let \(Z\) be a Banach space, \(K \subset Z\). Then for every \(z \in K \subset Z\) and \(z_1 \in T^K_1(z)\),
\[
T^{b(2)}_K(z, z_1) = T^{b(2)}_K(z, z_1) + C_K(z).
\]

3.2. Some inverse mapping theorems

The aim of this section is to prove the following two inverse mapping like theorems.

Theorem 3.12. Assume \((H1), (H3)\) and let \((\bar{x}, \bar{u})\) be a trajectory-control pair of (1.1) with \(h(\bar{x}(T)) = 0\). If (2.17) holds true, then there exist \(\epsilon > 0\) and \(c > 0\) such that for every trajectory-control pair \((x, u)\) of (1.1) satisfying \(|u - \bar{u}|_{L^1(0, T; H_1)} < \epsilon\) we can find a trajectory-control pair \((\tilde{x}, \tilde{u})\) of (1.1) satisfying
\[
h(\tilde{x}(T)) = 0, \quad |\tilde{u} - u|_{L^1(0, T; H_1)} \leq c|h(x(T))|_{H_2}.
\]

Theorem 3.13. Assume \((S1)-(S4)\) and let \((\bar{x}, \bar{u})\) be a trajectory-control pair of (1.1) with \(h(\bar{x}(T)) = 0\). If (2.17) holds true, then there exist \(\epsilon > 0\) and \(C > 0\) such that for every trajectory-control pair \((x, u)\) of (1.1) with \(|u - \bar{u}|_{L^1(0, T; H_1)} < \epsilon\) we can find a trajectory-control pair \((\tilde{x}, \tilde{u})\) of (1.1) satisfying
\[
h(\tilde{x}(T)) = 0, \quad |\tilde{u} - u|_{L^1(0, T; H_1)} \leq C|h(x(T))|_{H_2}.
\]

By the classical theory of evolution equations (e.g. [13], Chap. 2, Subsect. 5.2), we know that under assumptions \((H1)\) and \((H2)\), to every control \(u \in U\) there corresponds a unique solution \(x(\cdot, u)\) of the control system (1.1). Furthermore, using the Gronwall lemma, it is not difficult to check that the mapping \(U \ni u \mapsto x(\cdot, u) \in C([0, T]; H)\) is continuous. However, since \(U\) is only a metric space, one cannot differentiate the map \(U \ni u \rightarrow h(x(T, u))\) to get the above inverse mapping theorems. Instead we replace derivatives by variations in the following way:
Recall that for a family of subsets $\{\Gamma_\delta\}_{\delta > 0}$ of a Banach space $Z$, the upper set limit is defined by

$$v \in \text{Limsup}_{\delta \to 0^+} \Gamma_\delta \iff \liminf_{\delta \to 0^+} \text{dist}(v, \Gamma_\delta) = 0.$$ 

Define the continuous map $G : \mathcal{U} \to H_2$ by $G(u) \triangleq h(x(T, u))$. For $\delta > 0$ and $u \in \mathcal{U}$, set

$$B_\delta(u) \triangleq \{v \in \mathcal{U} | d(v, u) \leq \delta\}.$$ 

The first-order contingent variation of $G$ at $u \in \mathcal{U}$ is defined by

$$G^{(1)}(u) \triangleq \text{Limsup}_{\delta \to 0^+} \frac{G(B_\delta(u)) - G(u)}{\delta}.$$ 

Usually, it is difficult to compute the whole set $G^{(1)}(u)$. However, as we show below, the set $h_\delta(x(T))(R^1_\delta)$ is a subset of $\overline{\text{co}} G^{(1)}(u)$. This is sufficient for our purposes.

Denote by $B^{H_2}$ the closed unit ball in $H_2$. The following result is an immediate consequence of Theorem 3.2 of [7].

**Lemma 3.14.** If for some $\varepsilon > 0$ and $\rho > 0$, $\rho B^{H_2} \subset \bigcap_{d(u, \bar{u}) \leq \varepsilon} \overline{\text{co}} G^{(1)}(u)$, then for every $u \in \mathcal{U}$ such that $d(\bar{u}, u) \leq \frac{\varepsilon}{2}$ and $c \in [0, \frac{\varepsilon}{2}]$,

$$G(u) + c\rho \text{int} B^{H_2} \subset G(B_c(u)).$$

Moreover, for every $u \in B_{\frac{\varepsilon}{2}}(\bar{u})$ and $x \in H_2$ satisfying $|x - G(u)|_{H_2} < \varepsilon$, we have

$$\text{dist}(u, G^{-1}(x)) \leq \frac{1}{\rho} |x - G(u)|_{H_2}.$$ 

**Lemma 3.15.** Assume (H1), (H3) and let $(\bar{x}, \bar{u})$ be a trajectory-control pair of (1.1). If (2.17) holds true, then there exist $\varepsilon > 0$ and $\rho > 0$ such that for every $u \in \mathcal{U}$ satisfying $d(u, \bar{u}) < \varepsilon$, we have $\rho B^{H_2} \subset \overline{\text{co}} G^{(1)}(u)$.

Before proving Lemma 3.15, we recall the following result.

**Lemma 3.16.** ([2], Thm. 2.8) Let $Y$ and $Z$ be separable metric spaces and consider a Carathéodory map $F : [0, T] \times Y \to Z$. Then, for any $\varepsilon > 0$ there exists a compact set $T_\varepsilon \subset [0, T]$ with the Lebesgue measure of $([0, T] \setminus T_\varepsilon)$ smaller than $\varepsilon$ and such that the restriction of $F$ to $T_\varepsilon \times Y$ is continuous.

**Proof of Lemma 3.15.** For $u \in \mathcal{U}$, let $x(\cdot, u)$ denote the corresponding solution of (1.1). By (H1) the set $\{x(\cdot, u)\}_{u \in \mathcal{U}}$ is bounded in $C([0, T]; H_1)$, $Y = H \times H_1$, $Z = H$ and $F = f$, by Lemma 3.16, for every $k \in \mathbb{N}$, there exists a compact $T_{1,k} \subset [0, T]$ such that $f$ is continuous on $T_{1,k} \times H \times H_1$ and the Lebesgue measure of $[0, T] \setminus T_{1,k}$ is smaller than $\frac{1}{k}$. Fix any $u \in \mathcal{U}$.

By Lemma 3.16 again, for every $k \in \mathbb{N}$, there exists a compact $T_{2,k} \subset [0, T]$ such that $u$ is continuous on $T_{2,k}$ and the Lebesgue measure of $[0, T] \setminus T_{2,k}$ is smaller than $\frac{1}{k}$. Let $T_k = T_{1,k} \cap T_{2,k}$ and denote by $\tilde{T}_k$ the set of Lebesgue density points in $T_k$. Then the Lebesgue measure of the set $\tilde{T} \triangleq \bigcup_{k=1}^\infty \tilde{T}_k$ is equal to $T$.

Define $M = \max_{u \in \mathcal{U}} |u|_{H_2} + 1$ and consider a dense subset $\{u_j\}_{j=1}^\infty$ of $U$. Let $t \in T \cap (0, T]$ and $\delta \in (0, 2Mt)$. For a fixed $j \in \mathbb{N}$, define the control

$$u_{j, \delta}(s) = \begin{cases} u_j, & \text{if } s \in [t - \delta/2M, t), \\ u(s), & \text{otherwise.} \end{cases}$$
Then $u_{j,\delta} \in B_\delta(u)$ and

$$
x(t, u_{j,\delta}) - x(t, u) = \int_{t-\delta/2M}^{t} e^{A(t-s)} [f(s, x(s, u_{j}), u_{j}) - f(s, x(s, u), u(s))] \, ds
$$

$$
= \int_{t-\delta/2M}^{t} e^{A(t-s)} [f(s, x(s, u_{j}), u_{j}) - f(s, x(s, u), u_j)] \, ds
$$

$$
+ \int_{t-\delta/2M}^{t} e^{A(t-s)} [f(s, x(s, u), u_{j}) - f(s, x(s, u), u(s))] \, ds.
$$

From (H3), we deduce that

$$
\left| \left| \int_{t-\delta/2M}^{t} e^{A(t-s)} [f(s, x(s, u_{j}), u_{j}) - f(s, x(s, u), u_j)] \, ds \right| \right|_H
$$

$$
= \left| \left| \int_{t-\delta/2M}^{t} e^{A(t-s)} \int_{0}^{1} f_x(s, x(s, u) + \sigma(x(s, u_{j}) - x(s, u)), u_j)(x(s, u_{j}) - x(s, u)) \, d\sigma ds \right| \right|_H
$$

$$
\leq C \sup_{s \in [t-\delta/2M, t]} |x(s, u_{j}) - x(s, u)|_H \delta = o(\delta).
$$

Since $t \in T$, there exists $k > 0$ such that $t \in \tilde{T}_k$. Since $t$ is a Lebesgue density point of $T_k$, it follows from (H1) that

$$
\lim_{\delta \to 0} \frac{1}{\delta} \int_{[t-\delta/2M, t] \setminus \tilde{T}_k} e^{A(t-s)} [f(s, x(s, u), u_j) - f(s, x(s, u), u(s))] \, ds \bigg|_H
$$

$$
\leq C \lim_{\delta \to 0} \frac{1}{\delta} \int_{[t-\delta/2M, t] \setminus \tilde{T}_k} ds = 0.
$$

Recalling that $f(\cdot, \cdot, \cdot)$ is continuous on $T_k \times H \times H_1$, from (3.3), we obtain

$$
\lim_{\delta \to 0} \frac{1}{\delta} \int_{t-\delta/2M}^{t} e^{A(t-s)} [f(s, x(s, u), u_j) - f(s, x(s, u), u(s))] \, ds
$$

$$
= \lim_{\delta \to 0} \frac{1}{\delta} \int_{[t-\delta/2M, t] \cap \tilde{T}_k} e^{A(t-s)} [f(s, x(s, u), u_j) - f(s, x(s, u), u(s))] \, ds
$$

$$
= \frac{1}{2M} [f(t, x(t, u), u_j) - f(t, x(t, u), u(t))].
$$

Combining (3.1), (3.2) and (3.4), we have

$$
\lim_{\delta \to 0} \frac{x(t, u_{j,\delta}) - x(t, u)}{\delta} = \frac{1}{2M} [f(t, x(t, u), u_j) - f(t, x(t, u), u(t))].
$$

Consider the following equation:

$$
\begin{cases}
  z_t(s) = Az(s) + f_x(s, x(s, u), u(s))z(s), & s \in (t, T], \\
  z(t) = z_0,
\end{cases}
$$

(3.6)
and define the family of operators $\Phi(\cdot, t; u)$ on $H$ as follows:

$$\Phi(s, t; u)z_0 = z(s) \quad \text{for } s \in [t, T].$$

Then we have that

$$\lim_{\delta \to 0^+} \frac{x(T, u_j, \delta) - x(T, u)}{\delta} = \frac{1}{2M} \Phi(T, t; u)[f(t, x(t, u), u_j) - f(t, x(t, u), u(t))].$$

Therefore,

$$h_x(x(T, u))\{\Phi(T, t; u)[f(t, x(t, u), u_j) - f(t, x(t, u), u(t))]\} \subset 2MG^{(1)}(u). \quad (3.7)$$

Since $j \in \mathbb{N}$ is arbitrary, $\{u_j\}_{j=1}^{\infty}$ is dense in $U$, and $f$ is continuous with respect to the third variable, it follows from (3.7) that for a.e. $t \in [0, T]$,

$$h_x(x(T, u))\{\Phi(T, t; u)[f(t, x(t, u), U) - f(t, x(t, u), u(t))]\} \subset 2M\overline{G}^{(1)}(u).$$

Consequently, for every measurable selection $v(t) \in f(t, x(t, u), U) - f(t, x(t, u), u(t))$ and for a.e. $t \in [0, T]$, we have

$$h_x(x(T, u))\{\Phi(T, t; u)v(t)\} \in 2M\overline{G}^{(1)}(u).$$

This implies that

$$h_x(x(T, u))\left[\int_0^T \Phi(T, t; u)v(t)dt\right] \in 2MT\overline{G}^{(1)}(u). \quad (3.8)$$

Denote by $R^{h, u}$ the reachable set at time $T$ of the following control system:

$$\begin{cases}
\dot{y}(t) = Ay(t) + f_x(t, x(t, u), u(t))y(t) + v(t), & t \in (0, T], \\
v(t) \in f(x(t, u), U) - f(x(t, u), u(t)), & \text{a.e. } t \in [0, T], \\
\hat{y}(0) = 0.
\end{cases} \quad (3.9)$$

Since $\overline{G}^{(1)}(u)$ is closed, we get from (3.8) that

$$\text{cl } h_x(x(T, u))(R^{h, u}) \subset 2MT\overline{G}^{(1)}(u).$$

Hence, we only need to show that

$$\exists \hat{\rho} > 0, \forall u \in \mathcal{U}, \text{ sufficiently close to } \bar{u} \text{ in } \mathcal{U}, \text{ it holds that } \hat{\rho}B^{H_2} \subset \text{cl } h_x(x(T, u))(R^{h, u}). \quad (3.10)$$

By the continuity of the map $\mathcal{U} \ni u \rightarrow x(\cdot, u) \in C([0, T]; H)$ we know that

$$\forall \hat{\varepsilon} > 0, \exists \hat{\delta} > 0 \text{ such that } |x(\cdot, u) - \bar{x}(\cdot)|_{C([0, T]; H)} < \hat{\varepsilon}, \forall u \in \mathcal{U} \text{ with } d(u, \bar{u}) < \hat{\delta}. \quad (3.11)$$
Using the Gronwall lemma it is not difficult to show that
\[ \forall \varepsilon > 0, \exists \delta > 0 \text{ such that } \sup_{t \in [0,T]} |\Phi(T; t; u) - \Phi(T; t; \bar{u})|_{\mathcal{L}(H)} < \varepsilon, \forall u \in \mathcal{U} \text{ with } d(u, \bar{u}) < \delta. \] (3.12)

Let \( \tilde{u} \in \mathcal{U} \). From (3.11), (3.12) and (H3) we deduce that for each \( \varepsilon > 0 \), there exists \( \delta = \delta(\varepsilon) > 0 \) independent from \( \tilde{u} \) such that for any \( u \in \mathcal{U} \) satisfying \( d(u, \bar{u}) < \delta \),
\[
\begin{align*}
&h_x(\bar{x}(T)) - \int_0^T \Phi(T; t; \bar{u})[f(t, \bar{x}(t), \tilde{u}(t)) - f(t, \bar{x}(t), u(t))] dt \\
&\in h_x(x(T, u)) \left\{ \int_0^T \Phi(T; t; u)[f(t, x(t, u), \tilde{u}(t)) - f(t, x(t, u), u(t))] dt \right\} + \varepsilon B^{H_2}.
\end{align*}
\]

Observe next that by Lemmas 3.5 and 3.6 for every measurable selection \( v(t) \in \{f(t, \bar{x}(t), U) - f[t]\} \) there exists \( \bar{u} \in \mathcal{U} \) such that \( v(t) = f(t, \bar{x}(t), \bar{u}(t)) - f[t] \) a.e. in \([0, T]\). Consequently,
\[ \text{cl } h_x(\bar{x}(T))(R^{L, \bar{u}}) \subset \text{cl } (h_x(x(T, u))(R^{L, u}) + \varepsilon B^{H_2}). \] (3.13)

Define \( F(t) = f(t, \bar{x}(t), U) - f[t] \) for all \( t \in [0, T] \). It is not difficult to check that
\[ \overline{\text{co}} \left( h_x(\bar{x}(T))\Phi(T; t; u)F(t) \right) = \text{cl } (h_x(\bar{x}(T))\Phi(T; t; \bar{u})\overline{\text{co}} F(t)). \]

Therefore, by Lemma 3.7, applied with \( S(t) = \overline{\text{co}} F(t) \) and \( g(t, \xi) = h_x(\bar{x}(T))\Phi(T; t; \bar{u})\xi \)
\[
\text{cl } \left( h_x(\bar{x}(T))R^L \right) = \text{cl } \int_0^T h_x(\bar{x}(T))\Phi(T; t; \bar{u})\overline{\text{co}} F(t) dt
\]
\[ = \text{cl } \int_0^T \text{cl } (h_x(\bar{x}(T))\Phi(T; t; \bar{u})\overline{\text{co}} F(t)) dt
\]
\[ = \text{cl } \int_0^T \overline{\text{co}} (h_x(\bar{x}(T))\Phi(T; t; \bar{u})F(t)) dt.
\]

This and Corollary 3.9 applied with \( S \equiv U \) and \( g(t, u) = h_x(\bar{x}(T))\Phi(T; t; \bar{u}) f(t, \bar{x}(t), u) - f[t] \) imply that
\[ \text{cl } \left( h_x(\bar{x}(T))R^L \right) = \text{cl } \int_0^T h_x(\bar{x}(T))\Phi(T; t; \bar{u})F(t) dt.
\]

Therefore \( \text{cl } (h_x(\bar{x}(T))R^L) = \text{cl } (h_x(\bar{x}(T))R^{L, \bar{u}}) \) and the set \( \text{cl } (h_x(\bar{x}(T))R^{L, \bar{u}}) \) is convex. The same argument implies that \( \text{cl } (h_x(\bar{x}(T))R^{L, u}) \) is convex for any \( u \in \mathcal{U} \).

By (2.17), for some \( \rho > 0 \) we have
\[ \rho B^{H_2} \subset \text{cl } (h_x(\bar{x}(T)))R^{L, \bar{u}}. \] (3.14)

Fix \( \varepsilon \in (0, \frac{\rho}{2}) \) and let \( \delta = \delta(\varepsilon) \) be as above.

We claim that
\[ (\rho - 2\varepsilon)B^{H_2} \subset \text{cl } h_x(x(T, u))(R^{L, u}), \forall u \in \mathcal{U} \text{ satisfying } d(u, \bar{u}) < \delta. \] (3.15)
Otherwise, by the separation theorem, there exists \( q_1 \in H_2 \) with \( |q_1|_{H_2} = 1 \) such that

\[
\sup_{e \in h_2(x(T);u)} \langle e, q_1 \rangle_{H_2} < \rho - 2\varepsilon.
\]  

(3.16)

By (3.13),

\[
\sup_{e \in h_2(\bar{x}(T))} \langle e, q_1 \rangle_{H_2} \leq \sup_{e \in h_2(x(T);u)} \langle e, q_1 \rangle_{H_2} + \varepsilon.
\]

This, together with (3.14), yields

\[
\rho \leq \sup_{e \in h_2(\bar{x}(T))} \langle e, q_1 \rangle_{H_2} \leq \sup_{e \in h_2(x(T);u)} \langle e, q_1 \rangle_{H_2} + \varepsilon < \rho - 2\varepsilon + \varepsilon = \rho - \varepsilon.
\]

The obtained contradiction yields (3.15). Consequently, (3.10) is satisfied with \( \bar{\rho} = \rho - 2\varepsilon \) whenever \( d(u, \bar{u}) < \delta \).

\( \square \)

**Proof of Theorem 3.12.** By Lemma 3.15, there exist \( \varepsilon > 0 \) and \( \rho > 0 \) such that for every \( u \in U \) satisfying \( d(u, \bar{u}) < \varepsilon \) we have \( \rho B_{H^2} \subset \overline{c_0 G^{(1)}(u)} \). Then by Lemma 3.14, we obtain the desired result.

To prove Theorem 3.13, we need to modify the assumptions of Lemma 3.15.

**Lemma 3.17.** Assume \((S1)-(S4)\) and let \((\bar{x}, \bar{u})\) be a trajectory-control pair of (1.1). If (2.17) holds true, then there exist \( \varepsilon > 0 \), \( \rho > 0 \) such that for every \( u \in U \) satisfying \( d(u, \bar{u}) < \varepsilon \) we have \( \rho B_{H^2} \subset \overline{c_0 G^{(1)}(u)} \).

**Proof.** By \((S1)-(S2)\), for every \( u \in U \) and \( t \in (0, T) \), \( x(t, u) \in X \). Then one can mimic the proof of Lemma 3.15 to deduce Lemma 3.17.

The proof of Theorem 3.13 is the same as the one of Theorem 3.12.

### 3.3. Tangents to trajectories satisfying end-point equality constraints

The aim of this section is to prove the following two lemmas.

**Lemma 3.18.** Assume \((H1)\) and \((H3)\). Let \((\bar{x}, \bar{u})\) be a trajectory-control pair of (1.1) with \( h(\bar{x}(T)) = 0 \) satisfying (2.17) and \((y, u) \in \Xi \) be a trajectory-control pair of (2.6) satisfying (2.11) and such that \( h_+ (\bar{x}(T))(y(T)) = 0 \). Then for every trajectory-control pair \((w, v) \in \Xi \) of (2.13) satisfying (2.22) with \( w_T = w(T) \), there exists \( c > 0 \) and trajectory-control pairs \( \{(x_\delta, u_\delta)\}_{\delta > 0} \) of (1.1) such that \( |u_\delta - \bar{u}|_{L^1([0, T]; H_1)} \leq c\delta \),

\[
h(x_\delta(T)) = 0
\]

and

\[
\lim_{\delta \to 0^+} \frac{|x_\delta - \bar{x} - \delta y - \delta^2 w|_{C([0, T]; H)}}{\delta^2} = 0.
\]

Furthermore, if \( V^2(\bar{u}, u) \cap L^2([0, T]; H_1) \neq \emptyset \), then for any \( w_T \in \text{cl} R^{(2)} \) satisfying (2.22), there exist trajectory-control pairs \( \{(x_n, u_n)\}_{n \in \mathbb{N}} \) of (1.1) and \( \delta_n \to 0^+ \) such that \( h(x_n(T)) = 0 \), \( \lim_{n \to \infty} |u_n - \bar{u}|_{L^1([0, T]; H_1)} = 0 \) and

\[
\lim_{n \to \infty} \frac{|x_n(T) - \bar{x}(T) - \delta_n y(T) - \delta_n^2 w_T|_H}{\delta_n^2} = 0.
\]

**Lemma 3.19.** Assume \((S1)-(S4)\). Let \((\bar{x}, \bar{u})\) be a trajectory-control pair of (1.1) with \( h(\bar{x}(T)) = 0 \) satisfying (2.17) and \((y, u) \in \Xi \) be a trajectory-control pair of (2.6) satisfying (2.11) and such that \( h_+ (\bar{x}(T))(y(T)) = 0 \).
Then for every trajectory-control pair \((w, v)\) of (2.13) such that (2.22) holds true with \(w_T = w(T)\) there exists \(c > 0\) and trajectory-control pairs \(\{(x_{\delta}, u_{\delta})\}_{\delta > 0}\) of (1.1) satisfying \(|u_{\delta} - \bar{u}|_{L^1(0,T;H_1)} \leq c\delta,\)

\[
h(x_{\delta}(T)) = 0
\]

and

\[
\lim_{\delta \to 0+} \frac{|x_{\delta} - \bar{x} - \delta y - \delta^2 w|_{C([0,T];X)}}{\delta^2} = 0.
\]

Furthermore, if \(V^2(\hat{u}, u) \cap L^2(0,T;H_1) \neq \emptyset\), then for any \(w_T \in \text{cl} \ R^{L(2)}_t\) satisfying (2.22), there exist trajectory-control pairs \(\{(x_n, u_n)\}_{n \in \mathbb{N}}\) of (1.1) and \(\delta_n \to 0^+\) such that \(h(x_n(T)) = 0\), \(\lim_{n \to \infty} |u_n - \bar{u}|_{L^1(0,T;H_1)} = 0\) and

\[
\lim_{n \to \infty} \frac{|x_n(T) - \bar{x}(T) - \delta_n y(T) - \delta_n^2 w_T|}{\delta_n^2} = 0.
\]

**Proposition 3.20.** Let \(\hat{u} \in \mathcal{U}\) and \(u, v : [0, T] \to H_1\) be measurable and such that

(i) for some measurable \(c : [0, T] \to \mathbb{R}_+, \rho_0 > 0\) and for any \(\rho \in (0, \rho_0]\), dist \((\hat{u}(t) + \rho u(t), U) \leq \rho^2 c(t)\) for a.e. \(t \in [0, T];\)

(ii) \(v(t) \in T^{(2)}_U(\hat{u}(t), u(t))\) for a.e. \(t \in [0, T].\)

Then for any \(\rho \in (0, \rho_0]\), there exists a measurable \(v_p : [0, T] \to H_1\) satisfying

1. \(|v_p(t)| \leq 2|v(t)| + 2\rho + c(t)\) for a.e. \(t \in [0, T];\)
2. \(\hat{u}(t) + \rho u(t) + \rho^2 v_p(t) \in U\) for a.e. \(t \in [0, T];\)
3. \(\lim_{\rho \to 0^+} v_p(t) = v(t)\) for a.e. \(t \in [0, T].\)

In particular, if \(v \in L^2(0,T;H_1)\) and \(c \in L^2(0,T)\), then \(\lim_{\rho \to 0^+} |v_p - v|_{L^2(0,T;H_1)} = 0.\)

**Proof.** Let \(\rho \in (0, \rho_0]\). Put

\[
a_p(t) = \text{dist}(\hat{u}(t) + \rho u(t), U).
\]

Then \(a_\rho\) is measurable. Further, by Lemmas 3.5 and 3.6, there exists a measurable \(y_\rho : [0, T] \to U\) such that

\[
a_\rho(t) \leq |\hat{u}(t) + \rho u(t) + \rho^2 v(t)|_{H_1} \leq a_\rho(t) + \rho^3
\]

for a.e. \(t \in [0, T].\)

Similarly, there exists a measurable \(z_\rho : [0, T] \to U\) such that

\[
|\hat{u}(t) + \rho u(t) - z_\rho(t)|_{H_1} \leq \text{dist}(\hat{u}(t) + \rho u(t), U) + \rho^3 \leq \rho^2 c(t) + \rho^3
\]

for a.e. \(t \in [0, T].\)

This, together with (3.17), implies that

\[
a_\rho(t) \leq |\hat{u}(t) + \rho u(t) + \rho^2 v(t) - z_\rho(t)|_{H_1} \leq \rho^2 c(t) + \rho^2 |v(t)|_{H_1} + \rho^3
\]

for a.e. \(t \in [0, T].\)

Consequently,

\[
\frac{a_\rho(t)}{\rho^2} \leq c(t) + |v(t)|_{H_1} + \rho
\]

for a.e. \(t \in (0, T).\)
Next, define \( v_\rho : [0, T] \rightarrow H_1 \) by
\[
v_\rho(t) = \frac{y_\rho(t) - \rho u(t) - \bar{u}(t)}{\rho^2}.
\]
Then we have that
\[
|v(t) - v_\rho(t)|_{H_1} \leq \frac{a_\rho(t)}{\rho^2} + \rho \quad \text{for a.e. } t \in [0, T].
\]
Therefore, for a.e. \( t \in [0, T] \),
\[
|v_\rho(t)|_{H_1} \leq 2|v(t)|_{H_1} + c(t) + 2\rho.
\]
Further, it follows directly from the definition of \( v_\rho \) that
\[
\bar{u}(t) + \rho u(t) + \rho^2 v_\rho(t) \in U \quad \text{for a.e. } t \in [0, T].
\]
Finally, since for a.e. \( t \in [0, T] \), \( v(t) \in T_{U}^{b(2)}(\bar{u}(t), u(t)) \), we have that
\[
\lim_{\rho \to 0^+} \frac{a_\rho(t)}{\rho^2} = 0 \quad \text{for a.e. } t \in [0, T].
\]

**Proof of Lemma 3.18.** By Proposition 3.20, we know that for every \( \delta > 0 \) there exists \( \bar{u}_\delta \in U \) such that
\[
\lim_{\delta \to 0^+} \frac{\bar{u}_\delta - \bar{u} - \delta u}{\delta^2} = v \text{ in } L^2(0, T; H_1).
\]
Denote by \( \bar{x}_\delta \) the solution of (1.1) corresponding to \( \bar{u}_\delta \). It follows from (3.18) that
\[
|\bar{u}_\delta - \bar{u}|_{L^2(0, T; H_1)} = O(\delta),
\]
(3.19)
\[
|\bar{u}_\delta - \bar{u} - \delta u|_{L^2(0, T; H_1)} = O(\delta^2)
\]
(3.20)
and
\[
|\bar{u}_\delta - \bar{u} - \delta u - \delta^2 v|_{L^2(0, T; H_1)} = o(\delta^2).
\]
(3.21)

Then we have that for some \( C > 0 \),
\[
\begin{align*}
|\bar{x}_\delta(t) - \bar{x}(t)|_H \\
= & \left| \int_0^t e^{A(t-s)} f(s, \bar{x}_\delta(s), \bar{u}_\delta(s))ds - \int_0^t e^{A(t-s)} f(s, \bar{x}(s), \bar{u}(s))ds \right|_H \\
\leq & \left| \int_0^t e^{A(t-s)} f_x[s](\bar{x}_\delta(s) - \bar{x}(s))ds \right|_H + \left| \int_0^t e^{A(t-s)} f_u[s](\bar{u}_\delta(s) - \bar{u}(s))ds \right|_H \\
+ & \frac{1}{2} \left| \int_0^t e^{A(t-s)} \left[ \int_0^1 (1-\theta)f_x[s, \bar{x}(s) + \theta(\bar{x}_\delta(s) - \bar{x}(s)), \bar{u}(s))d\theta \right](\bar{x}_\delta(s) - \bar{x}(s), \bar{x}_\delta(s) - \bar{x}(s))ds \right|_H
\end{align*}
\]
Similarly, from (3.20) and the above inequalities, we can deduce that
\[ \left| \ddot{x}_\delta(t) - \ddot{x}(t) \right|_{C([0,T];H)} \leq C\delta. \tag{3.22} \]
Similarly, from (3.20) and the above inequalities, we can deduce that
\[ \left| \ddot{x}_\delta - \ddot{x} \right|_{C([0,T];H)} \leq C\delta^2. \tag{3.23} \]

From (3.19) and (3.22) it follows that
\[
\begin{align*}
\left| \ddot{x}_\delta(t) - \ddot{x}(t) - \delta y(t) - \delta^2 w(t) \right|_H \\
= & \left| \int_0^t e^{A(t-s)} f(s, \ddot{x}_\delta(s), \ddot{u}(s)) ds - \int_0^t e^{A(t-s)} f(s, \ddot{x}(s), \ddot{u}(s)) ds \\
& - \delta \int_0^t e^{A(t-s)} \left( f_x[s]y(s) + f_u[s]u(s) \right) ds - \delta^2 \int_0^t e^{A(t-s)} \left( f_x[s]w(s) + f_u[s]v(s) \right) ds \\
& - \frac{\delta^2}{2} \int_0^t e^{A(t-s)} \left[ f_{xx}[s](y(s), y(s)) + 2f_{xu}[s](y(s), u(s)) + f_{uu}[s](u(s), u(s)) \right] ds \right|_H \\
= & \left| \int_0^t e^{A(t-s)} f_x[s] \left( \ddot{x}_\delta(s) - \ddot{x}(s) - \delta y(s) - \delta^2 w(s) \right) ds \\
& + \int_0^t e^{A(t-s)} f_u[s] \left( \ddot{u}(s) - \ddot{u}(s) - \delta u(s) - \delta^2 v(s) \right) ds \\
& + \frac{1}{2} \int_0^t e^{A(t-s)} \left[ f_{xx}[s] \left( \ddot{x}_\delta(s) - \ddot{x}(s), \ddot{x}_\delta(s) - \ddot{x}(s) \right) + 2f_{xu}[s] \left( \ddot{x}_\delta(s) - \ddot{x}(s), \ddot{u}(s) - \ddot{u}(s) \right) \\
& + f_{uu}[s] \left( \ddot{u}(s) - \ddot{u}(s), \ddot{u}(s) - \ddot{u}(s) \right) \right] ds \\
& - \frac{\delta^2}{2} \int_0^t e^{A(t-s)} \left[ f_{xx}[s] \left( y(s), y(s) \right) + 2f_{xu}[s] \left( y(s), u(s) \right) + f_{uu}[s] \left( u(s), u(s) \right) \right] ds \right|_H + o(\delta^2)
\end{align*}
\]
with sup$_{t \in [0,T]} |o_t(\delta^2)| = o(\delta^2)$.

By (3.22) and (3.23), we see that for every $t \in [0,T]$,
\[
\begin{align*}
\int_0^t \left| f_{xx}[s] \left( \ddot{x}_\delta(s) - \ddot{x}(s), \ddot{x}_\delta(s) - \ddot{x}(s) \right) - \delta^2 f_{xx}[s] \left( y(s), y(s) \right) \right|_H ds \\
= \int_0^t \left| f_{xx}[s] \left( \ddot{x}_\delta(s) - \ddot{x}(s), \ddot{x}_\delta(s) - \ddot{x}(s) - \delta y(s) \right) + f_{xx}[s] \left( \delta y(s), \ddot{x}_\delta(s) - \ddot{x}(s) - \delta y(s) \right) \right|_H ds \\
\leq o(\delta^2).
\end{align*}
\]
Similarly, we can show that
\[
\left| \int_0^t \left[ 2f_x(s)(\tilde{x}_\delta(s) - \bar{x}(s), \bar{u}_\delta(s) - \bar{u}(s)) + f_u(s)(\tilde{u}_\delta(s) - \bar{u}(s), \bar{u}_\delta(s) - \bar{u}(s)) \right] ds \, \right|_H \leq o(\delta^2).
\]

Combining (3.21), (3.24), (3.25) and (3.26), we obtain that
\[
\left| \tilde{x}_\delta(t) - \bar{x}(t) - \delta y(t) - \delta^2 w(t) \right|_H \leq C \int_0^t \left| \tilde{x}_\delta(s) - \bar{x}(s) - \delta y(s) - \delta^2 w(s) \right|_H ds + o(\delta^2).
\]

This and Gronwall’s inequality imply that
\[
\left| \tilde{x}_\delta - \bar{x} - \delta y - \delta^2 w \right|_{C([0,T];H)} = o(\delta^2),
\]
which yields
\[
\lim_{\delta \to 0^+} \frac{\tilde{x}_\delta - \bar{x} - \delta y}{\delta^2} = w \text{ in } C([0,T];H).
\]

Then by the choice of \( y \) and \( w \), \( h(\tilde{x}_\delta(T)) = o(\delta^2) \). By Theorem 3.12, for every \( \delta > 0 \), there exists a trajectory-control pair \((x_\delta, u_\delta)\) of (1.1) such that
\[
|\tilde{u}_\delta - u_\delta|_{L^1(0,T;H_1)} = o(\delta^2)
\]
and \( h(x_\delta(T)) = 0 \). Thus,
\[
|u_\delta - \bar{u}|_{L^1(0,T;H_1)} \leq |u_\delta - \tilde{u}_\delta|_{L^1(0,T;H_1)} + |\tilde{u}_\delta - \bar{u}|_{L^1(0,T;H_1)} \leq C\delta + o(\delta^2).
\]

Similarly to the proof of (3.22), we can get that
\[
|\tilde{x}_\delta - x_\delta|_{C([0,T];H)} = o(\delta^2).
\]

This, together with (3.27), implies that
\[
|x_\delta - \bar{x} - \delta y - \delta^2 w|_{C([0,T];H)} = o(\delta^2).
\]

Consequently,
\[
\lim_{\delta \to 0^+} \frac{x_\delta - \bar{x} - \delta y}{\delta^2} = w \text{ in } C([0,T];H).
\]

To prove the last statement, consider trajectory-control pairs \((w_n, v_n)\) of (2.13) such that \( \lim_{n \to \infty} w_n(T) = w_T \). Since \( V^2(\bar{u}, u) \cap L^2(0,T;H_1) \neq \emptyset \), we may assume that \((w_n, v_n)\) \( \in \Xi \).
Fix \( n \) and let \((\tilde{x}_\delta, \tilde{u}_\delta)\) be as at the beginning of the proof with \( w \) replaced by \( w_n \). In particular, \( \lim_{\delta \to 0^+} |\tilde{u}_\delta - \tilde{u}|_{L^1(0,T;H_1)} = 0 \) and
\[
\lim_{\delta \to 0^+} \frac{|\tilde{x}_\delta - \bar{x} - \delta y - \delta^2 w_n|_{C([0,T];H)}}{\delta^2} = 0.
\]
On the other hand, setting
\[
\varepsilon_n = \left|2h_x(\bar{x}(T))(w_n(T)) + h_x(\bar{x}(T))(y(T), y(T)) \right| + \frac{1}{n},
\]
we know that \( \lim_{n \to \infty} \varepsilon_n = 0 \). By the choice of \( y \), for all \( \delta > 0 \) sufficiently small,
\[
|h(\bar{x}_\delta(T))| \leq \varepsilon_n \delta^2.
\]
By Theorem 3.12 there exists \( c > 0 \) independent of \( n \) and \( \delta_n > 0 \), such that for every \( \delta \in (0, \delta_n] \), we can find a trajectory-control pair \((x_\delta, u_\delta)\) of (1.1) such that
\[
|\tilde{u}_\delta - u_\delta|_{L^1(0,T;H_1)} \leq c \varepsilon_n \delta^2
\]
and \( h(x_\delta(T)) = 0 \). Then, by the Gronwall inequality, for a constant \( C > 0 \) independent of \( n \), we have \( |x_\delta - \tilde{x}_\delta|_{C([0,T];H)} \leq C \varepsilon_n \delta^2 \). Taking \( \delta_n \) smaller and keeping the same notation, we may assume that
\[
\frac{|\tilde{x}_\delta - \bar{x} - \delta y - \delta^2 w_n|_{C([0,T];H)}}{\delta^2} \leq \varepsilon_n
\]
for all \( \delta \in (0, \delta_n] \). Then
\[
\frac{|x_\delta - \bar{x} - \delta y - \delta^2 w_n|_{C([0,T];H)}}{\delta^2} \leq (C + 1) \varepsilon_n
\]
for all \( \delta \in (0, \delta_n] \). Consider next any \( \delta_n \in (0, \delta_n] \) such that \( \delta_n \to 0^+ \) and define \((x_n, u_n) = (x_{\delta_n}, u_{\delta_n})\). Then
\[
\frac{|x_n(T) - \bar{x}(T) - \delta_n y(T) - \delta_n^2 w_T|}{\delta_n^2} \leq (C + 1) \varepsilon_n + |w_n(T) - w_T|_H.
\]
The proof is complete.

The proof of Lemma 3.19 is very similar to that of Lemma 3.18. One only needs to use the smoothing effect to compensate the loss of the regularity of the derivatives of \( f, h \), etc. Indeed, for any \( x_0 \in H \), the solution \( x(t) \in X \) for \( t > 0 \). Hence, for \( t > 0 \), the terms such as \( |f_x(t, x(t), u)|_{\mathcal{L}(X;H)}, |f_{xx}(t, x(t), u)|_{\mathcal{L}(X,X;H)} \) make sense. We omit the details.

4. PROOFS OF THE MAIN RESULTS

We borrow some ideas from [8, 10] to prove Theorem 2.5. The key point is to find “admissible perturbations” of the control (perturbation of the local minimizer which still fulfill the endpoints constraints) using Lemma 3.18, the second order linearization of our control system and second order linearizations of the end-point constraints. Then we write a variational inequality satisfied by these perturbations and derive a dual expression of this variational inequality by using the separation theorem. To get the above variational inequality we need a
Mangasarian-Fromovitz like constraint qualification. When it fails to hold, again, by using the same kind of arguments based on the separation theorem the necessary conditions follow in the abnormal form.

**Proof of Theorem 2.5.** By (2.18), the mapping \( h_x(\bar{x}(T)) \) is surjective. Thus, \( h_x(\bar{x}(T))^* \) is injective and

\[
(ker h_x(\bar{x}(T)))^\perp = \text{Im} h_x(\bar{x}(T))^*.
\]

Fix \((y, u) \in C(\bar{x}, \bar{u})\) with \( V^2(\bar{u}, u) \cap L^2(0, T; H_1) \neq \emptyset\). By Lemma 3.11, we obtain that

\[
\mathcal{R} + R^{L(2)} = R^{L(2)}.
\]

Put

\[
Q_j = \left\{ \eta \in H \middle| g_{j,x}(\bar{x}(T))(\eta) + \frac{1}{2} g_{j,xx}(\bar{x}(T))(y(T), y(T)) < 0 \right\}, \quad j \in I_g \cup \{0\}
\]

(4.3)

and observe that if for some \( \ell \in I_g \cup \{0\}, Q_\ell = \emptyset \), then for all \( \eta \in H \),

\[
g_{\ell,x}(\bar{x}(T))(\eta) + \frac{1}{2} g_{\ell,xx}(\bar{x}(T))(y(T), y(T)) \geq 0.
\]

This implies that

\[
g_{\ell,x}(\bar{x}(T)) = 0, \quad g_{\ell,xx}(\bar{x}(T))(y(T), y(T)) \geq 0.
\]

In this case, set \( \beta = 0, \alpha_\ell = 1 \) and \( \alpha_j = 0 \) for \( j \neq \ell \). Then \((\alpha, 0, 0) \in \Lambda(\bar{x}, \bar{u})\) and (2.19) is verified with \( p(\cdot) = 0 \).

Now we only need to deal with the case when \( Q_j \neq \emptyset \) for every \( j \in I_g \cup \{0\} \).

From (4.3), we see that if \( g_{j,x}(\bar{x}(T)) = 0 \), then \( Q_j = H \). Put

\[
I \triangleq \left\{ j \in I_g \middle| g_{j,x}(\bar{x}(T)) \neq 0, \ g_{j,x}(\bar{x}(T))(y(T)) = 0 \right\}.
\]

In what follows, for convenience, if \( I = \emptyset \), then we set \( \bigcap_{j \in I} Q_j = H \).

The remaining proof is quite long and is divided into three steps. It is well known that the set \( \text{cl} R^{L(2)} \) is convex (it can be verified similarly to the end of the proof of Lemma 3.15, where we have shown that \( \text{cl} (h_x(\bar{x}(T))R^{L, \bar{u}}) \) is convex).

**Step 1.** Assume that \((\bigcap_{j \in I} Q_j) \cap \Theta \cap \text{cl} R^{L(2)} \neq \emptyset\) and let \( w_T \in (\bigcap_{j \in I} Q_j) \cap \Theta \cap \text{cl} R^{L(2)} \) (recall (2.14) for the definition of \( \Theta \)). Let \((x_n, u_n)\) and \( \delta_n \to 0^+ \) be as in the last statement of Lemma 3.18. If \( j \notin I_g \), then for all large \( n \), \( x_n(T) \in Q_j \) and therefore \( g_j(x_n(T)) \leq 0 \). Also if for some \( j \in I_g \) we have \( g_{j,x}(\bar{x}(T))(y(T)) < 0 \), then for all large \( n \)

\[
g_j(x_n(T)) = g_j(\bar{x}(T)) + \delta_n g_{j,x}(\bar{x}(T))(y(T)) + o(\delta_n) < 0.
\]

Finally, if \( g_{j,x}(\bar{x}(T))(y(T)) = 0 \) for some \( j \in I_g \), then for all large \( n \)

\[
g_j(x_n(T)) = g_j(\bar{x}(T)) + \delta_n^2 \left( g_{j,x}(\bar{x}(T))(w_T) + \frac{1}{2} g_{j,xx}(\bar{x}(T))(y(T), y(T)) \right) + o(\delta_n^2) < 0.
\]
Consequently, \((x_n, u_n)\) is admissible whenever \(n\) is sufficiently large. It follows from the inequality 
\[
0 \leq \lim_{n \to \infty} \frac{g_0(x_n(T)) - g_0(x(T))}{\delta_n^2}
\]
\[
\leq \lim_{n \to \infty} \frac{g_{0,x}(x(T))(x_n(T) - x(T) - \delta_n y(T))}{\delta_n^2}
\]
\[
+ \frac{1}{2} \lim_{n \to \infty} g_{0,xx}(x(T)) \left( \frac{x_n(T) - x(T)}{\delta_n}, \frac{x_n(T) - x(T)}{\delta_n} \right)
\]
\[
= g_{0,x}(x(T))(w_T) + \frac{1}{2} g_{0,xx}(x(T))(y(T), y(T)).
\]
If \(g_{0,x}(x(T)) = 0\), set \(\alpha_0 = 1, \alpha_j = 0\) for \(j \neq 0\) and \(\beta = 0, p(\cdot) = 0\). Then, by the above inequality, the conclusion of Theorem 2.5 holds with this choice of multipliers. From now on we assume that \(g_{0,x}(x(T)) \neq 0\).

If \(\mathcal{I} \neq \emptyset\), let \(\mathcal{I} = \{j_1, \ldots, j_r\}\), where \(1 \leq \gamma \leq r\). The above string of inequalities implies that the convex set
\[
\Gamma \triangleq \left\{ (q_0 - \kappa, q_1 - \kappa, \ldots, q_\gamma - \kappa, \theta - \kappa) \mid \kappa \in \text{cl } R^{L(2)}, \theta \in \Theta, q_0 \in Q_0, q_\ell \in Q_{j_\ell}, \ell = 1, \ldots, \gamma \right\}
\]
does not contain 0. By (H4), we know that \(\Gamma\) has interior points in the product space \(\prod_{j=0}^\gamma E_j \times \tilde{H}\), where \(E_j = H\) for all \(j = 0, \ldots, \gamma\). By the separation theorem for convex sets, there exists a nonzero bounded linear functional \(\rho\) on \(\prod_{j=0}^\gamma E_j \times \tilde{H}\) such that
\[
\rho(q_0 - \kappa, q_1 - \kappa, \ldots, q_\gamma - \kappa, \theta - \kappa) \geq 0,
\]
\[
\forall \kappa \in \text{cl } R^{L(2)}, \theta \in \Theta, q_0 \in Q_0, q_\ell \in Q_{j_\ell}, \ell = 1, \ldots, \gamma.
\]
Define an extension \(\tilde{\rho}\) of \(\rho\) as follows:
\[
\tilde{\rho}(\zeta_0, \ldots, \zeta_\gamma, \zeta_{\gamma+1}) = \rho(\zeta_0, \ldots, \zeta_\gamma, \mathbb{P}_{\tilde{H}} \zeta_{\gamma+1}), \quad \forall (\zeta_0, \ldots, \zeta_\gamma, \zeta_{\gamma+1}) \in \prod_{j=0}^\gamma E_j \times H,
\]
where \(\mathbb{P}_{\tilde{H}}\) denotes the orthogonal projection from \(H\) to \(\tilde{H}\). Then we have
\[
\tilde{\rho}(q_0 - \kappa, q_1 - \kappa, \ldots, q_\gamma - \kappa, \theta - \kappa) \geq 0,
\]
\[
\forall \kappa \in \text{cl } R^{L(2)}, \theta \in \Theta, q_0 \in Q_0, q_\ell \in Q_{j_\ell}, \ell = 1, \ldots, \gamma.
\]
By the Riesz representation theorem, there exist \(\zeta, \zeta_j \in H\) \((j \in \mathcal{I} \cup \{0\})\), not vanishing simultaneously, such that for every \(\kappa \in \text{cl } R^{L(2)}\),
\[
\sum_{j \in \mathcal{I} \cup \{0\}} \inf_{q_j \in Q_j} \langle \zeta_j, q_j - \kappa \rangle_H + \inf_{\theta \in \Theta} \langle \zeta, \theta - \kappa \rangle_H \geq 0.
\]
By taking \(p_1 = -\sum_{j \in \mathcal{I} \cup \{0\}} \zeta_j - \zeta\), we have
\[
\sum_{j \in \mathcal{I} \cup \{0\}} \zeta_j + \zeta + p_1 = 0
\]
and
\[ \sum_{j \in I \cup \{0\}} \inf_{q_j \in Q_j} \langle \zeta_j, q_j \rangle_H + \inf_{\theta \in \Theta} \langle \zeta, \theta \rangle_H + \inf_{k \in R^{L(\mathcal{D})}} \langle p_1, k \rangle_H \geq 0. \] (4.6)

It follows from (4.6) that
\[ \inf \{ \langle \zeta, \kappa \rangle_H | \kappa \in \ker h_x(\bar{x}(T)) \} > -\infty \] (4.7)
implying that \( \zeta \in \ker h_x(x(T)) \). Hence, by (4.1), we get that
\[ \zeta = h_x(\bar{x}(T))^* q_1 \text{ for some } q_1 \in H_2. \]

Set \( \beta = -q_1 \). Similarly, by the definition of \( Q_j \), for every \( j \in I \cup \{0\} \), we have
\[ \zeta_j \in (\ker g_{j,x}(\bar{x}(T)))^\perp = \text{Im } g_{j,x}(\bar{x}(T))^*. \]

Consequently,
\[ \zeta_j = \lambda_j g_{j,x}(\bar{x}(T)) \text{ for some } \lambda_j \in \mathbb{R}. \]

We next observe that for all large \( \lambda > 0 \), \( -\lambda g_{j,x}(\bar{x}(T)) \in Q_j \). By (4.6), we have that for some \( c > 0 \)
\[ \inf_{\lambda > c} \langle \lambda_j g_{j,x}(\bar{x}(T)), -\lambda g_{j,x}(\bar{x}(T)) \rangle_H = \inf_{\lambda > c} (-\lambda \lambda_j g_{j,x}(\bar{x}(T)) \rangle_H > -\infty. \]

Recalling that \(|g_{j,x}(\bar{x}(T))|^2_H > 0\), we deduce that \( \lambda_j \leq 0 \). By the very definition of \( Q_j \), for every \( j \in I \cup \{0\} \),
\[ \sup_{\kappa \in Q_j} g_{j,x}(\bar{x}(T))(\kappa) = -\frac{1}{2} g_{j,x}(\bar{x}(T))(y(T), y(T)). \]

Therefore,
\[ \inf_{\kappa \in Q_j} \zeta_j(\kappa) = \frac{\lambda_j}{2} g_{j,x}(\bar{x}(T))(y(T), y(T)). \]

Set
\[ \alpha_j = \begin{cases} |\lambda_j|, & \text{if } j \in I \cup \{0\}, \\ 0, & \text{if } j \in \{1, \ldots, r \} \setminus I. \end{cases} \]

By (4.5),
\[ p_1 = \sum_{j=0}^{r} \alpha_j g_{j,x}(\bar{x}(T)) + h_x(\bar{x}(T))^* \beta. \] (4.8)

Since \( \zeta^* \) and \( \{\zeta_j^*\}_{j \in I \cup \{0\}} \) do not vanish simultaneously, we have \( (\alpha, \beta) \neq 0 \). Denote by \( p(\cdot) \) the solution to the adjoint equation (2.2) with the final datum \( p_T = p_1 \). It follows from (4.6) that \( \inf_{k \in R^{L(\mathcal{D})}} p(T)(\kappa) \) is bounded.
from below. Since $\mathcal{R}$ is a cone, we deduce from (4.2) and (4.6) that

$$ \inf_{\kappa \in \mathcal{R}} p(T)(\kappa) \geq 0. $$

Let $(z, \pi)$ be a trajectory-control pair of (2.20). Then

$$ \langle p(T), z(T) \rangle = \int_0^T \langle p(t), f_u[t] \pi(t) \rangle dt \geq 0. $$

From Lemmas 3.10 and 3.5, using that $C_U(\bar{u}(t))$ is a cone, we deduce that

$$ \inf_{\kappa \in C_U(\bar{u}(t))} \langle p(t), f_u[t] \kappa \rangle = 0. $$

Hence $(\alpha, \beta, p) \in \Lambda(\bar{x}, \bar{u})$.

**Step 2.** Let $(w, v)$ be a trajectory-control pair of (2.13). From (4.6) and the above calculations we obtain

$$ \frac{1}{2} \langle h_{xx}(\bar{x}(T))(y(T), y(T)), \beta \rangle_{H_2} + \sum_{j \in \mathcal{U}(0)} \frac{\alpha_j}{2} g_{j,xx}(\bar{x}(T))(y(T), y(T)) + \langle p(T), w(T) \rangle_H \geq 0. $$

On the other hand,

$$ \langle p(T), w(T) \rangle_H = \int_0^T \left[ \langle p(t), f_u[t]v(t) \rangle_H + \frac{1}{2} \langle p(t), f_{xx}[t](y(t), y(t)) \rangle_H + 2 \langle p(t), f_{xx}[t](y(t), u(t)) \rangle_H + \langle p(t), f_u[t](u(t), u(t)) \rangle_H \right] dt $$

$$ = \int_0^T \left[ H_u[t](v(t)) + \frac{1}{2} \langle H_{xx}[t](y(t), y(t)), H_u[t](v(t)) \rangle_H + 2 H_{xx}[t](y(t), u(t)) + H_{uu}[t](u(t), u(t)) \right] dt. $$

This yields

$$ \frac{1}{2} \Omega(y, u, \alpha, \beta, p) + \int_0^T H_u[t](v(t)) dt \geq 0. $$

Next, for every $\tilde{v} \in V^2(\bar{u}, u)$, there exists

$$ \{v_i\}_{i=1}^{\infty} \subset \{ v \in L^2(0, T; H_1) \mid v(t) \in T_u^{b(2)}(\bar{u}(t), u(t)) \text{ for a.e. } t \in [0, T] \} $$

such that

$$ \lim_{i \to \infty} H_u[v_i(\cdot)] = H_u[\tilde{v}(\cdot)] \text{ in } L^1(0, T; \mathbb{R}). $$

Thus

$$ \frac{1}{2} \Omega(y, u, \alpha, \beta, p) + \inf_{v \in V^2(\bar{u}, u)} \int_0^T H_u[t](v(t)) dt \geq 0. \quad (4.9) $$

Then, by an argument similar to end of Section 5 of [10], we can obtain the inequality (2.19).
**Step 3.** Assume that \( (\bigcap_{j \in \mathcal{I}} Q_j) \cap \Theta \cap \text{cl} R^{L(2)} = \emptyset \). Then the set

\[
\Gamma \triangleq \{(q_1 - \kappa, \ldots, q_\gamma - \kappa, \theta - \kappa) | \kappa \in \text{cl} R^{L(2)}, \theta \in \Theta, q_0 \in Q_0, q_\ell \in Q_{j_\ell}, \ell = 1, \ldots, \gamma\}
\]
does not contain zero. Applying the same separation arguments as in Step 1 and the analysis of Step 2 to this new set \( \Gamma \) and \( \mathcal{I} \cup \{0\} \) replaced by \( \mathcal{I} \) we obtain \((\alpha, \beta, p) \in \Lambda(\bar{x}, \bar{u})\) with \( \alpha_0 = 0 \) satisfying (2.19).

The proof of Theorem 2.10 is almost the same as the one of Theorem 2.5. One only needs to use the fact that for all \( t \in (0, T), \bar{x}(t), y(t), w(t) \in X \). We only focus on the differences in the proof.

**Proof of Theorem 2.10.** By (2.30), the mapping \( h_x(\bar{x}(T)) \) is surjective. Thus,

\[
\text{Im} h_x(\bar{x}(T))^* = \{ \phi \in X' | \phi(\eta) = 0, \forall \eta \in \ker h_x(\bar{x}(T)) \}. \tag{4.10}
\]

Fix \((y, u) \in C(\bar{x}, \bar{u})\) with \( V^2(\bar{u}, u) \cap L^2(0, T; H_1) \neq \emptyset \). By Lemma 3.11, we know that (4.2) is satisfied. Define

\[
Q_j = \left\{ \eta \in X | g_{j, x}(\bar{x}(T))(\eta) + \frac{1}{2} g_{j, xx}(\bar{x}(T))(y(T), y(T)) < 0 \right\}, \quad j \in \mathcal{I}_g \cup \{0\}, \tag{4.11}
\]

where \( \mathcal{I}_g \) is as in (2.29). Again, if for some \( \ell \in \mathcal{I}_g \cup \{0\}, Q_\ell = \emptyset \), then it is sufficient to set \( \beta = 0, \alpha_\ell = 1 \) and \( \alpha_j = 0 \) for \( j \neq \ell \). Then \((\alpha, 0, 0) \in \Lambda_X(\bar{x}, \bar{u}) \) and (2.19) is verified with \( p(\cdot) = 0 \).

Assume next that \( Q_j \neq \emptyset \) for every \( j \in \mathcal{I}_g \cup \{0\} \).

**Step 1.** From (4.11), we see that if \( g_{j, x}(\bar{x}(T)) = 0 \), then \( Q_j = X \). Put

\[
\mathcal{I} \triangleq \{ j \in \mathcal{I}_g | g_{j, x}(\bar{x}(T)) \neq 0, g_{j, x}(\bar{x}(T))(y(T)) = 0 \}.
\]

Again, if \( \mathcal{I} = \emptyset \), then we set \( \bigcap_{j \in \mathcal{I}} Q_j = X \).

Let \( w_T \in (\bigcap_{j \in \mathcal{I}} Q_j) \cap \Theta_X \cap \text{cl} X R^{L(2)} \). In the same way as in Steps 1, 2 of the proof of Theorem 2.5 we show that

\[
g_{0, x}(\bar{x}(T))(w_T) + \frac{1}{2} g_{0, xx}(\bar{x}(T))(y(T), y(T)) \geq 0. \tag{4.12}
\]

If \( g_{0, x}(\bar{x}(T)) = 0 \), set \( \alpha_0 = 1, \alpha_j = 0 \) for \( j \neq 0 \) and \( \beta = 0, p(\cdot) = 0 \). Then, by the above inequality, the conclusion of Theorem 2.10 holds with this choice of multipliers. From now on we assume that \( g_{0, x}(\bar{x}(T)) \neq 0 \).

If \( \mathcal{I} \neq \emptyset \), let \( \mathcal{I} = \{ j_1, \ldots, j_\gamma \} \), where \( 1 \leq \gamma \leq r \). Inequality (4.12) implies that the convex set

\[
\Gamma \triangleq \{(q_0 - \kappa, q_1 - \kappa, \ldots, q_\gamma - \kappa, \theta - \kappa) | \kappa \in \text{cl} X R^{L(2)}, \theta \in \Theta_X, q_0 \in Q_0, q_\ell \in Q_{j_\ell}, \ell = 1, \ldots, \gamma\}
\]
does not contain 0. By (S5), \( \Gamma \) has interior points in the product space \( \prod_{j=0}^\gamma X_j \times \tilde{X} \), where \( X_j = X \) for all \( j = 0, \ldots, \gamma \). By the separation theorem for convex sets, there exists a nonzero bounded linear functional \( \rho \) on \( \prod_{j=0}^\gamma X_j \times \tilde{X} \) such that

\[
\rho(q_0 - \kappa, q_1 - \kappa, \ldots, q_\gamma - \kappa, \theta - \kappa) \geq 0, \quad \forall \kappa \in \text{cl} X R^{L(2)}, \theta \in \Theta_X, q_0 \in Q_0, q_\ell \in Q_{j_\ell}, \ell = 1, \ldots, \gamma.
\]
By the Hahn-Banach theorem, $\rho$ has an extension $\tilde{\rho}$ on $\prod_{\gamma}^j X_j \times X$. Then

$$\tilde{\rho}(q_0 - \kappa, q_1 - \kappa, \ldots, q_\gamma - \kappa, \theta - \kappa) \geq 0,$$

$$\forall \kappa \in \text{cl}_X R^{L(2)}, \theta \in \Theta_X, q_0 \in Q_0, q_\ell \in Q_\ell, \ell = 1, \ldots, \gamma.$$  \hfill (4.13)

By the Riesz representation theorem, there exist $\zeta, \zeta_j \in X' (j \in I \cup \{0\})$, not vanishing simultaneously, such that for every $\kappa \in \text{cl}_X R^{L(2)}$, $\theta \in \Theta_X$, $q_0 \in Q_0$, $q_\ell \in Q_\ell$, $\ell = 1, \ldots, \gamma$.

$$\sum_{j \in I \cup \{0\}} \inf_{q_j \in Q_j} \zeta_j(q_j - \kappa) + \inf_{\theta \in \Theta_X} \zeta(\theta - \kappa) \geq 0.$$  \hfill (4.14)

By taking $p_1 = -\sum_{j \in I \cup \{0\}} \zeta_j - \zeta$, we have

$$\sum_{j \in I \cup \{0\}} \zeta_j + \zeta + p_1 = 0 \quad (4.14)$$

and

$$\sum_{j \in I \cup \{0\}} \inf_{q_j \in Q_j} \zeta_j(q_j) + \inf_{\theta \in \Theta_X} \zeta(\theta) + \inf_{\kappa \in R^{L(2)}} p_1(\kappa) \geq 0. \quad (4.15)$$

As in the proof of Theorem 2.5 it follows from (4.15) that $\zeta = h_x(\bar{x}(T))^* q_1$ for some $q_1 \in H_2$. Set $\beta = -q_1$. Similarly, $\zeta_j = \lambda_j g_{j,x}(\bar{x}(T))$ for some $\lambda_j \in \mathbb{R}_-$. Let $j \in I$ and $\eta \in X$ be such that $g_{j,x}(\bar{x}(T))(\eta) = |g_{j,x}(\bar{x}(T))|_{X'}$. Then for all large $\lambda > 0$, $-\lambda \eta \in Q_j$. By (4.15), we have that for some $c > 0$

$$\inf_{\lambda > c} \lambda_j g_{j,x}(\bar{x}(T))(-\lambda \eta) = \inf_{\lambda > c} \left(-\lambda \lambda_j |g_{j,x}(\bar{x}(T))|_{X'}\right) > -\infty$$

and therefore $\lambda_j \leq 0$. As before we know that

$$\inf_{\kappa \in Q_j} \zeta_j(\kappa) = \frac{|\lambda_j|}{2} g_{j,xx}(\bar{x}(T))(y(T), y(T)).$$

Set

$$\alpha_j = \begin{cases} |\lambda_j|, & \text{if } j \in I \cup \{0\}, \\ 0, & \text{if } j \in \{1, \ldots, r\} \setminus I. \end{cases}$$

By (4.14),

$$p_1 = \sum_{j=0}^{r} \alpha_j g_{j,x}(\bar{x}(T)) + h_x(\bar{x}(T))^* \beta.$$  \hfill (4.14)

Since $\zeta$ and $\{\zeta_j\}_{j \in I \cup \{0\}}$ do not vanish simultaneously, we have $(\alpha, \beta) \neq 0$. Denote by $p(\cdot)$ the solution to the adjoint equation (2.2) with the final datum $p_T = p_1$. It follows from (4.15) that $\inf_{\kappa \in R^{L(2)}} p(T)(\kappa)$ is bounded from below. Since $R$ is a cone, we deduce from (4.2) and (4.15) that

$$\inf_{\kappa \in R} p(T)(\kappa) \geq 0.$$
Let \((z, \pi)\) be a trajectory-control pair of \((2.20)\). Then

\[
\langle p(T), z(T) \rangle_{X',X} = \int_0^T \langle p(t), f_u[t] \pi(t) \rangle_H dt \geq 0.
\]

This, together with Lemmas 3.10 and 3.5, implies that \((\alpha, \beta, p) \in \Lambda X(\bar{x}, \bar{u})\).

**Step 2.** Let \((w, v)\) be a trajectory-control pair of \((2.13)\). From (4.15) and the above calculations we obtain

\[
\frac{1}{2}\langle h_{xx}(\bar{x}(T))(y(T), y(T)), \beta \rangle_{H_2} + \sum_{j \in I \cup \{0\}} \frac{\alpha_j}{2} g_{j,xx}(\bar{x}(T))(y(T), y(T)) + \langle p(T), w(T) \rangle_{X',X} \geq 0.
\]

On the other hand, by assumptions (S1)–(S4),

\[
\langle p(T), w(T) \rangle_{X',X} = \int_0^T \left[ \langle p(t), f_u[t] v(t) \rangle_H + \frac{1}{2} \left( \langle p(t), f_{xx}[t](y(t), y(t)) \rangle_H + 2 \langle p(t), f_{xu}[t](y(t), u(t)) \rangle_H \right) \right] dt = \int_0^T \left[ \mathcal{H}_u[t](v(t)) + \frac{1}{2} \left( \langle \mathcal{H}_{xx}[t] y(t), y(t) \rangle_H + 2 \mathcal{H}_{xu}[t](y(t), u(t)) + \mathcal{H}_{uu}[t](u(t), u(t)) \right) \right] dt.
\]

This yields

\[
\frac{1}{2} \Omega(y, u, \alpha, \beta, p) + \int_0^T \mathcal{H}_u[t](v(t)) dt \geq 0.
\]

The proof ends in the same way as the one of Theorem 2.5.

---

**Proof of Theorem 2.7.** By our assumption, if \( j \in I_q \), then \( Q_j \neq \emptyset \). From the proof of Theorem 2.5 we know that if \( g_{0,x}(\bar{x}(T)) = 0 \), then the conclusion of Theorem 2.5 holds with \( \alpha_0 = 1 \), \( \beta = 0 \), \( \alpha_j = 0 \) for all \( j \neq 0 \) and \( p(\cdot) = 0 \).

Now we consider the case of \( g_{0,x}(\bar{x}(T)) \neq 0 \). From the proof of Theorem 2.5, we only need to show that \( \zeta_0 \neq 0 \). Otherwise, let \( w_T \) be as in the assumptions of our theorem. From (4.5) and (4.6), taking the closure of \( R^{L(2)} \) in \( H \) we have that

\[
\sum_{j \in I} \inf_{q_j \in Q_j} \langle \zeta_j, q_j - w_T \rangle_H + \inf_{\theta \in \Theta} \langle \zeta, \theta - w_T \rangle_H \geq 0.
\]

This and the choice of \( w_T \) yield \( \zeta_j = 0 \) for every \( j \in I \). Consequently,

\[
p_1 = -h_x(\bar{x}(T))^* q_1 \quad \text{for some } 0 \neq q_1 \in H_2.
\]

This and (4.6) imply that

\[
\inf_{\kappa \in R^{L(2)}} \langle -h_x(\bar{x}(T))^* q_1, \kappa \rangle_H = \inf_{\kappa \in R^{L(2)}} \langle -q_1, h_x(\bar{x}(T)) \kappa \rangle_{H_2} > -\infty,
\]

which contradicts (2.21) and (4.2).
Proof of Theorem 2.8. The assumption of this theorem is equivalent to
\[
\left( \bigcap_{j \in I} Q_j \right) \cap \Theta \cap \overline{cl \, R^L(2)} = \emptyset.
\]
Then, by the same arguments as in the proof of Theorem 2.5, we can get the conclusion. \( \square \)

Proof of Theorem 2.9. By Theorem 2.5, we only need to deal with the case when 0 is on the boundary of \( \overline{cl \, h(x)}(R^L) \). By the assumption of Theorem 2.9 on \( \overline{cl \, h(x)}(R^L) \) and the separation theorem, there exists a nonzero \( q_1 \in H_2 \) such that
\[
\min_{\kappa \in \mathbb{R}^L} \langle q_1, h(x)(\bar{x}(T)) \rangle_{H_2} = 0.
\] (4.16)

Set \( \alpha = 0 \), \( \beta = q_1 \) and denote by \( p \) the corresponding solution of the adjoint equation (2.2). As before, (4.16) and Lemma 3.5 imply that for a.e. \( t \in [0, T] \),
\[
\mathcal{H}(t, \bar{x}(t), u, p(t)) \geq \mathcal{H}(t, \bar{x}(t), \bar{u}(t), p(t)), \quad \forall u \in U.
\]
This yields (2.3). Furthermore, if a trajectory-control pair \( (w, v) \) of (2.13) satisfies (2.22) with \( w_T = w(T) \), then
\[
\langle p(T), w(T) \rangle_{H} + \frac{1}{2} \langle \beta, h_{xx}(\bar{x}(T))(y(T), y(T)) \rangle_{H_2} = 0.
\]

On the other hand, as in the proof of Theorem 2.5,
\[
\langle p(T), w(T) \rangle_{H} = \int_0^T \left[ \mathcal{H}_u[t](v(t)) + \frac{1}{2} \left( \mathcal{H}_{xx}[t](y(t), y(t)) + 2 \mathcal{H}_{xu}[t](y(t), u(t)) + \mathcal{H}_{uu}[t](u(t), u(t)) \right) \right] dt.
\]
Hence,
\[
\frac{1}{2} \langle \beta, h_{xx}(\bar{x}(T))(y(T), y(T)) \rangle_{H_2} + \int_0^T \mathcal{H}_u[t](v(t)) dt
\]
\[
+ \frac{1}{2} \int_0^T \left( \langle \mathcal{H}_{xx}[t]y(t), y(t) \rangle_{H} + 2 \mathcal{H}_{xu}[t](y(t), u(t)) + \mathcal{H}_{uu}[t](u(t), u(t)) \right) dt = 0.
\]
This completes the proof. \( \square \)

5. Two examples

In this section, we present two illustrative examples for our assumptions to be verified.

5.1. A controlled hyperbolic equation

Let \( D \subset \mathbb{R}^3 \) be a bounded domain with a \( C^2 \) boundary \( \partial D \). Let \( D_0 \) be a nonempty open subset of \( D \). Put
\[
U \triangleq \{ \hat{u} \in L^2(D) \mid |\hat{u}|_{L^2(D)} \leq 1 \}.
\] (5.1)
Consider the following controlled hyperbolic equation:

\[
\begin{aligned}
  \ddot{x}_H(t, \xi) &= \Delta \ddot{x}(t, \xi) + f(t, \xi, \dot{x}(t, \xi)) + \chi_D(t, \xi)u(t, \xi), \quad (t, \xi) \in (0, T] \times D, \\
  \ddot{x}(t, \xi) &= 0, \quad (t, \xi) \in [0, T] \times \partial D, \\
  \ddot{x}(0, \xi) &= \ddot{x}_0(\xi), \quad \ddot{x}_1(0, \xi) = \ddot{x}_1(\xi), \quad \xi \in D,
\end{aligned}
\]

where \((\ddot{x}_0(\cdot), \ddot{x}_1(\cdot)) \in H_0^1(D) \times L^2(D)\). The cost functional is

\[
\hat{J}(\ddot{u}) = \int_D \ddot{g}_0(\ddot{x}, \ddot{x}(T, \xi))d\xi,
\]

and the constraints are

\[
\int_D \ddot{g}_j(\ddot{x}, \ddot{x}(T, \xi))d\xi \leq 0, \quad j = 1, \ldots, r
\]

and

\[
\int_D \ddot{h}_j(\ddot{x})\ddot{x}(T, \xi)d\xi = 0, \quad j = 1, \ldots, k.
\]

Here \(\{\ddot{h}_j\}_{j=1}^k \subset L^2(D)\) are linearly independent. Assume \(f\) and \(\ddot{g}_j\) (\(j = 0, \ldots, r\)) satisfy the following conditions:

(C1). The function \(f : [0, T] \times D \times \mathbb{R} \to \mathbb{R}\) is Lebesgue measurable in the first two variables, \(\ddot{g}_j : D \times \mathbb{R} \to \mathbb{R}\) is Lebesgue measurable in the first variable and \(|f(\cdot, \cdot, 0)|_{L^\infty([0, T] \times D)} < \infty\).

(C2). The function \(r \mapsto f(t, \xi, r)\) (resp. \(r \mapsto \ddot{g}_j(\xi, r)\)) has first and second order derivatives, which are also continuous functions in \(r\) and are denoted by \(\hat{f}'\) and \(\hat{f}''\) (resp. \(\ddot{g}'\) and \(\ddot{g}''\)). Moreover,

\[
|\hat{f}'|_{L^\infty([0, T] \times D \times \mathbb{R})} + |\hat{f}''|_{L^\infty([0, T] \times D \times \mathbb{R})} + \sum_{j=0}^r (|\ddot{g}'_j|_{L^\infty(D \times \mathbb{R})} + |\ddot{g}''_j|_{L^\infty(D \times \mathbb{R})}) \leq C.
\]

Under conditions (C1) and (C2), by the classical well-posedness result for hyperbolic equations (e.g. [16], Sect. 6.1) for each measurable function \(\ddot{u} : [0, T] \to U\), there is a unique weak solution \(\ddot{x}(\cdot) \in C^1([0, T]; L^2(D)) \cap C([0, T]; H_0^1(D))\) of (5.2) such that

\[
|\ddot{x}(\cdot)|_{C^1([0, T]; L^2(D))} + |\ddot{x}(\cdot)|_{C([0, T]; H_0^1(D))} \leq C \left( |(\ddot{x}_0, \ddot{x}_1)|_{H_0^1(D) \times L^2(D)} + |\ddot{u}|_{L^2([0, T]; L^2(D))} \right).
\]

Put \(H = H_0^1(D) \times L^2(D), H_1 = L^2(D)\). Then \(x = (\ddot{x}, \ddot{x}) \in H\) with \(\ddot{x} \in H_0^1(D)\) and \(\ddot{x} \in L^2(D)\). Let

\[
D(A) = (H^2(D) \cap H_0^1(D)) \times H_0^1(D), \quad A(\ddot{x}, \ddot{x}) = (\ddot{x}, \Delta \ddot{x}), \quad \forall (\ddot{x}, \ddot{x}) \in D(A)
\]
and
\[
\begin{align*}
  f(t, x(\cdot), u) &= (0, \tilde{f}(t, \cdot, \tilde{x}(\cdot)) + \chi_{D_0}(\cdot)u(\cdot)), \quad \forall x = (\tilde{x}, \tilde{x}) \in H, u \in U, \\
  g_0(x) &= \int_D \tilde{g}_0(\xi, \tilde{x}(\xi))d\xi, \quad g_j(x) = \int_D \tilde{g}_j(\xi, \tilde{x}(\xi))d\xi, \quad j = 1, \ldots, r, \quad \forall x = (\tilde{x}, \tilde{x}) \in H, \\
  h(x) &= \left( \int_D \tilde{h}_1(\xi, \tilde{x}(\xi))d\xi, \ldots, \int_D \tilde{h}_k(\xi, \tilde{x}(\xi))d\xi \right)^\top \text{ for all } x = (\tilde{x}, \tilde{x}) \in H.
\end{align*}
\]

By (C1) and (C2), it is clear that (H1) and (H2) hold. Now we prove that \( f, h \) and \( g_j \) (\( j = 0, \ldots, r \)) are twice continuously Fréchet differentiable. For any \( (\delta x_0(\cdot), \delta x_1(\cdot)) \in H^1_0(D) \times L^2(D) \), by the Sobolev inequality (e.g. [6], p. 284, Thm. 6), we have that
\[
\begin{align*}
  &\left| \int_0^1 \left[ \tilde{f}(t, \cdot, \tilde{x}(\cdot) + \theta \delta x_0(\cdot)) - \tilde{f}(t, \cdot, \tilde{x}(\cdot)) \right] d\theta \delta x_0(\cdot) \right|_{L^2(D)} \\
  &= \left| \int_0^1 [\tilde{f}(t, \cdot, \tilde{x}(\cdot)) + \theta \delta x_0(\cdot)] - \tilde{f}(t, \cdot, \tilde{x}(\cdot)) \delta x_0(\cdot) \right|_{L^2(D)} \\
  &\leq \left| \int_0^1 [\tilde{f}(t, \cdot, \tilde{x}(\cdot)) + \theta \delta x_0(\cdot)] - \tilde{f}(t, \cdot, \tilde{x}(\cdot)) \right|_{L^2(D)} \delta x_0(\cdot)_{L^2(D)} \\
  &\leq C \int_0^1 [\tilde{f}(t, \cdot, \tilde{x}(\cdot)) + \theta \delta x_0(\cdot)] - \tilde{f}(t, \cdot, \tilde{x}(\cdot)) \right|_{L^2(D)} \delta x_0(\cdot)_{H^1_0(D)}.
\end{align*}
\]

This implies that
\[
\lim_{|\delta x_0|_{H^1_0(D)} \to 0} \frac{\left| \int_0^1 \left[ \tilde{f}(t, \cdot, \tilde{x}(\cdot) + \delta x_0(\cdot)) - \tilde{f}(t, \cdot, \tilde{x}(\cdot)) \right] d\theta \delta x_0(\cdot) \right|_{L^2(D)}}{|\delta x_0|_{H^1_0(D)}} = 0.
\]

Thus, for any \( x \in H \) and \( u \in U \), it holds that for any \( (\delta x_0(\cdot), \delta x_1(\cdot)) \in H^1_0(D) \times L^2(D) \) (recall (5.6) for the definition of \( f \)),
\[
f_x(t, x, u)(\delta x_0(\cdot), \delta x_1(\cdot)) = (0, \tilde{f}(t, \cdot, \tilde{x}(\cdot))\delta x_0(\cdot))
\]

and
\[
|f_x(t, x, u)|_{L(H)} \leq |\tilde{f}(t, \cdot, \tilde{x}(\cdot))|_{L^3(D)} \leq C \text{ for a.e. } t \in [0, T] \text{ and for all } (x, u) \in H \times U.
\]

Next, for any \( (\delta x_0(\cdot), \delta x_1(\cdot)), (\tilde{\delta} x_0(\cdot), \tilde{\delta} x_1(\cdot)) \in H^1_0(D) \times L^2(D) \), we have that
\[
\begin{align*}
  &\left| \int_0^1 \left[ \tilde{f}(t, \cdot, \tilde{x}(\cdot)) + \theta \delta x_0(\cdot) \right] d\theta \delta x_0(\cdot) \right|_{L^2(D)} \\
  &\leq \left| \int_0^1 \left[ \tilde{f}(t, \cdot, \tilde{x}(\cdot)) + \theta \delta x_0(\cdot) \right] - \tilde{f}(t, \cdot, \tilde{x}(\cdot)) \right|_{L^2(D)} \delta x_0(\cdot)_{L^2(D)} \\
  &= \left| \int_0^1 \tilde{f}(t, \cdot, \tilde{x}(\cdot)) d\theta \delta x_0(\cdot) - \tilde{f}(t, \cdot, \tilde{x}(\cdot)) \right|_{L^2(D)} \delta x_0(\cdot)_{L^2(D)}.
\end{align*}
\]
Thus, it holds that for any \((\delta x_0(\cdot), \delta x_1(\cdot)), (\tilde{\delta} x_0(\cdot), \tilde{\delta} x_1(\cdot)) \in H^1_0(D) \times L^2(D),\)

\[
\frac{1}{|\delta x_0|_{H^1_0(D)}} \lim_{|\delta x_0|_{H^1_0(D)} \to 0} \frac{|\tilde{\delta}(t, \cdot, \tilde{x}(\cdot) + \theta \delta x_0(\cdot)) - \tilde{\delta}(t, \cdot, \tilde{x}(\cdot))|_{L^2(D)}}{|\delta x_0|_{H^1_0(D)}} = 0.
\]

This implies that

\[
\lim_{|\delta x_0|_{H^1_0(D)} \to 0} \frac{1}{|\delta x_0|_{H^1_0(D)}} \int_0^1 \left[ \tilde{\delta}(t, \cdot, \tilde{x}(\cdot) + \theta \delta x_0(\cdot)) - \tilde{\delta}(t, \cdot, \tilde{x}(\cdot)) \right] d\theta = 0.
\]

Thus, it holds that for any \((\delta x_0(\cdot), \delta x_1(\cdot)), (\tilde{\delta} x_0(\cdot), \tilde{\delta} x_1(\cdot)) \in H^1_0(D) \times L^2(D),\)

\[
f_{xx}(t, x, u)((\delta x_0, \delta x_1), (\tilde{\delta} x_0, \tilde{\delta} x_1)) = (0, \tilde{\delta}(t, \cdot, \tilde{x}(\cdot)) \delta x_0(\cdot) \tilde{\delta} x_0(\cdot))
\]

and

\[
|f_{xx}(t, x, u)|_{L(H, H; H)} \leq |\tilde{\delta}(t, \cdot, \tilde{x}(\cdot))|_{L^2(D)} \leq C \text{ for a.e. } t \in [0, T] \text{ and for all } (x, u) \in H \times U.
\]

Similarly, we can prove that (recall (5.6) for the definition of \(g_j\) \((j = 0, \ldots, r)\) and \(h\))

\[
|g_{j, xx}(x)|_{H} + |g_{j, xx}(x)|_{L(H)} \leq C \text{ for all } x \in H \text{ and } j = 0, \ldots, r
\]

and

\[
|h_{x}(x)|_{L(H; \mathbb{R}^r)} + |h_{xx}(x)|_{L(H; H; \mathbb{R}^r)} \leq C \text{ for all } x \in H.
\]

Let \(((\tilde{x}, \tilde{x}), \tilde{u})\) be a local minimizer. By (5.1), we know that \(U\) is the unit ball in \(L^2(D)\). Then

\[
T^{\delta}_{U}(\tilde{u}(t)) = \begin{cases} 
\{ v \in L^2(D) \mid \langle v, \tilde{u}(t) \rangle_{L^2(D)} \leq 0 \} & \text{if } |\tilde{u}(t)|_{L^2(D)} = 1 \\
L^2(D) & \text{otherwise.}
\end{cases}
\]

Consider a critical pair \(((\tilde{y}, \tilde{y}), \tilde{u}) \in C((\tilde{x}, \tilde{x}), \tilde{u})\). Then \(\tilde{u}(t) \in T^{\delta}_{U}(\tilde{u}(t))\) for a.e. \(t \in [0, T]\). Assume in addition that \(\tilde{u} \in L^\infty(0, T; L^2(D))\) and that for some \(\delta \in (0, 1)\) and a.e. \(t \in [0, T]\),

\[
|\tilde{u}(t)|_{L^2(D)} > 1 - \delta \implies (\tilde{u}(t), \tilde{u}(t))_{L^2(D)} \leq 0.
\]

Define \(M := \text{ess sup}_{t \in [0, T]} |\tilde{u}(t)|_{L^2(D)}\) and observe that for a.e. \(t \in [0, T]\) such that \(|\tilde{u}(t)|_{L^2(D)} \leq 1 - \delta\) and for every \(\varepsilon \in [0, \delta/M]\) we have \(|\tilde{u}(t) + \varepsilon \tilde{u}(t)|_{L^2(D)} \leq 1\). Therefore \(\text{dist}(\tilde{u}(t) + \varepsilon \tilde{u}(t), U) = 0\) and \(0 \in T^{(\varepsilon)}_{U}(\tilde{u}(t), \tilde{u}(t))\).
Consider next \( t \in [0, T] \) such that \( |\tilde{u}(t)|_{L^2(D)} > 1 - \delta \). Then for all small \( \varepsilon > 0 \) we have

\[
|\tilde{u}(t) + \varepsilon \tilde{u}(t) - \varepsilon^2 |\tilde{u}(t)|_{L^2(D)}^2 \tilde{u}(t)|_{L^2(D)}^2 \\
= |(1 - \varepsilon^2 |\tilde{u}(t)|_{L^2(D)}^2)\tilde{u}(t) + \varepsilon \tilde{u}(t)|_{L^2(D)}^2 \\
\leq (1 - \varepsilon^2 |\tilde{u}(t)|_{L^2(D)}^2)^2 |\tilde{u}(t)|_{L^2(D)}^2 + \varepsilon^2 |\tilde{u}(t)|_{L^2(D)}^2 \\
\leq (1 - \varepsilon^2 |\tilde{u}(t)|_{L^2(D)}^2)^2 + \varepsilon^2 |\tilde{u}(t)|_{L^2(D)}^2 \\
= 1 - \varepsilon^2 |\tilde{u}(t)|_{L^2(D)}^2 + \varepsilon^4 |\tilde{u}(t)|_{L^2(D)}^2 M^2 < 1.
\]

Consequently, \( \text{dist}(\tilde{u}(t) + \varepsilon \tilde{u}(t), U) \leq \varepsilon^2 |\tilde{u}(t)|_{L^2(D)}^2 |\tilde{u}(t)|_{L^2(D)} \) whenever \( \varepsilon > 0 \) is sufficiently small, and

\[-|\tilde{u}(t)|_{L^2(D)}^2 \tilde{u}(t) \in T_{U}^{b}(\tilde{u}(t), \tilde{u}(t)) \text{. This implies that } V^2(\tilde{u}, \tilde{u}) \cap L^2(0, T; H_1) \neq \emptyset.\]

In the setting of this subsection, the control system (2.13) reads

\[
\begin{aligned}
\tilde{w}_t(t, \xi) &= \Delta \tilde{w}(t, \xi) + \tilde{f}^j(t, \xi, \tilde{x}(\xi))\tilde{w}(t, \xi) \\
&\quad + \frac{1}{2} F''(t, \xi, \tilde{x}(\xi))\tilde{y}(t, \xi)^2 + \chi_{D_{0}}(t, \xi)\tilde{v}(t, \xi), \quad (t, \xi) \in (0, T] \times D, \\
\tilde{w}(0, \xi) &= 0, \quad \tilde{v}_p(0, \xi) = 0, \\
\tilde{w}(0, \xi) &= 0, \quad \tilde{w}_p(0, \xi) = 0, \quad \xi \in D.
\end{aligned}
\]

Here \( \tilde{v}(t) \in T_{U}^{b}(\tilde{u}(t), \tilde{u}(t)) \) for a.e. \( t \in [0, T] \) with \( \tilde{v}(\cdot) \in L^2(0, T; L^2(D)) \) and \( \tilde{y} \) solves

\[
\begin{aligned}
\tilde{y}_t(t, \xi) &= \Delta \tilde{y}(t, \xi) + \tilde{f}^j(t, \xi, \tilde{x}(\xi))\tilde{y}(t, \xi) + \chi_{D_{0}}(t, \xi)\tilde{u}(t, \xi), \quad (t, \xi) \in (0, T] \times D, \\
\tilde{y}(0, \xi) &= 0, \quad (t, \xi) \in (0, T] \times \partial D, \\
\tilde{y}(0, \xi) &= 0, \quad \tilde{y}_p(0, \xi) = 0, \quad \xi \in D.
\end{aligned}
\]

From (5.5), we know that \( \Theta \) is a finite codimensional subspace of \( H \). Let us consider two different cases:

**Case 1** \( R^{L(2)} \subset \Theta \). In this case, \( \bar{\Theta} = \Theta \) fulfills (H4).

**Case 2** \( \emptyset \neq R^{L(2)} \subsetneq \Theta \). Denote by \( P_{\Theta} \) the orthogonal projection operator from \( H \) to \( \Theta \) and by \( I \) the identity operator on \( H \). Then we have that \( (I - P_{\Theta})R^{L(2)} \neq \{0\} \). Since \( \Theta \) is a finite codimensional subspace of \( H \), there are only finitely many linearly independent elements in \( (I - P_{\Theta})R^{L(2)} \). Denote by \( \{r_{j}\}_{j=1}^{k_{1}} \) these linearly independent elements. Then we know that \( (I - P_{\Theta})R^{L(2)} \subset H_3 \triangleq \text{span} \{r_{1}, \ldots, r_{k_{1}}\} \). Then \( \Theta \oplus H_3 \) is a closed subspace of \( H, \Theta \subset \Theta \oplus H_3 \) and \( \text{int}\Theta \oplus H_3 \Theta \neq \emptyset \). By choosing \( \bar{H} = \Theta \oplus H_3 \), we get (H4).

### 5.2. A controlled parabolic equation

Consider the following controlled parabolic equation:

\[
\begin{aligned}
\hat{x}_t(t, \xi) &= \Delta \hat{x}(t, \xi) + \hat{f}(t, \xi, \hat{x}(t, \xi)) + \chi_{D_{0}}(\xi)\hat{u}(t, \xi), \quad (t, \xi) \in (0, T] \times D, \\
\hat{x}(t, \xi) &= 0, \quad (t, \xi) \in (0, T] \times \partial D, \\
\hat{x}(0, \xi) &= \hat{x}_0(\xi), \quad \xi \in D.
\end{aligned}
\]
where $\tilde{x}_0(\cdot) \in L^2(D)$, and $\tilde{u}(t, \cdot) \in U$ (recall (5.1) for the definition of $U$) for a.e. $t \in [0, T]$ and is measurable with respect to $t$. The cost functional is

$$\hat{J}(\tilde{u}) = \int_D \hat{g}_0(\xi, \tilde{x}(T, \xi))d\xi,$$

and the constraints are (5.4) and (5.5) with linearly independent $\{\tilde{h}_j\}_{j=1}^k \subset L^2(D)$ and $\tilde{x}$ replaced by $\hat{x}$. Assume $\hat{f}$ and $\hat{g}_j$ $(j = 0, \ldots, r)$ satisfy the following conditions:

(C3). The function $\hat{f} : [0, T] \times D \times \mathbb{R} \rightarrow \mathbb{R}$ is Lebesgue measurable in the first two variables, $\hat{g}_j : D \times \mathbb{R} \rightarrow \mathbb{R}$ $(j = 0, \ldots, r)$ is Lebesgue measurable in the first variable and $|\hat{f}(\cdot, 0)|_{L^\infty((0, T) \times D)} < \infty$.

(C4). The function $r \mapsto \hat{f}(t, \xi, r)(\text{resp. } r \mapsto \hat{g}_j(\xi, r))$ is twice continuously differentiable. Denote by $\hat{f}'$ and $\hat{f}''$ (resp. $\hat{g}_j'$ and $\hat{g}_j''$) the first and second order derivatives, respectively. Moreover, assume that

$$|\hat{f}'|_{L^\infty((0, T) \times D \times \mathbb{R})} + |\hat{f}''|_{L^\infty((0, T) \times D \times \mathbb{R})} + \sum_{j=0}^r \left(|\hat{g}_j'|_{L^\infty(D \times \mathbb{R})} + |\hat{g}_j''|_{L^\infty(D \times \mathbb{R})}\right) \leq C.$$

Under conditions (C3) and (C4), by the classical well-posedness result for parabolic equations (e.g. [6], p. 535, Exam. 1) for each Lebesgue measurable function $\hat{u} : [0, T] \rightarrow U$, there is a unique weak solution $\hat{x}(\cdot) \in C([0, T]; L^2(D)) \cap L^2(0, T; H^1_0(D))$ of (5.9) such that

$$|\hat{x}(\cdot)|_{C([0, T]; L^2(D))} + |\hat{x}'(\cdot)|_{L^2(0, T; H^1_0(D))} \leq C(|\hat{x}_0|_{L^2(D)} + |\hat{u}|_{L^2(0, T; L^2(D))}).$$

(5.11)

Put $H = L^2(D)$, $H_1 = L^2(D)$, $X = L^6(D)$. It is well known that $|\cdot|_X$ is Fréchet differentiable away from zero. Let

$$\begin{cases}
  f(t, x, u) = \hat{f}(t, \cdot, x(\cdot)) + \chi_{D_0}(\cdot)u(\cdot), & \forall x \in H, \quad u \in U, \\
  g_0(x) = \int_D \hat{g}_0(\xi, x(\xi))d\xi, \quad g_j(x) = \int_D \hat{g}_j(\xi, x(\xi))d\xi, & j = 1, \ldots, r, \quad \forall x \in H, \\
  h(x) = \left(\int_D \hat{h}_1(\xi)x(\xi)d\xi, \ldots, \int_D \hat{h}_k(\xi)x(\xi)d\xi\right)^\top \text{ for all } x \in H.
\end{cases}$$

(5.12)

By the smoothing effect of the $C_0$-semigroup generated by the homogeneous Dirichlet Laplacian, the Sobolev embedding theorem (e.g. [6], p. 284, Thm. 6) and (5.11), we get (S1).

By (C3) and (C4), it is clear that (S2) holds. Now we prove (S3). For any $\delta x(\cdot) \in L^6(D)$, we have that

$$|\hat{f}(t, \cdot, \hat{x}(\cdot) + \delta x(\cdot)) - \hat{f}(t, \cdot, \hat{x}(\cdot))|_{L^2(D)} \leq \int_0^1 |\hat{f}'(t, \cdot, \hat{x}(\cdot) + \theta \delta x(\cdot))d\theta \delta x(\cdot)|_{L^2(D)}$$

$$= \int_0^1 \left[|\hat{f}'(t, \cdot, \hat{x}(\cdot) + \theta \delta x(\cdot)) - \hat{f}'(t, \cdot, \hat{x}(\cdot))|d\theta \delta x(\cdot) \right]_{L^2(D)}$$

$$\leq \int_0^1 \left[|\hat{f}'(t, \cdot, \hat{x}(\cdot) + \theta \delta x(\cdot)) - \hat{f}'(t, \cdot, \hat{x}(\cdot))|d\theta \delta x(\cdot) \right]_{L^2(D)}$$

$$\leq \int_0^1 \left[|\hat{f}'(t, \cdot, \hat{x}(\cdot) + \theta \delta x(\cdot)) - \hat{f}'(t, \cdot, \hat{x}(\cdot))|d\theta \right]_{L^2(D)} \delta x(\cdot)|_{L^6(D)}.$$
This implies that
\[
\lim_{\|\delta x\|_{L^6(D)} \to 0} \frac{\|\hat{f}(t, \cdot, \hat{x}(\cdot) + \delta x(\cdot)) - \hat{f}(t, \cdot, \hat{x}(\cdot)) - \hat{f}'(t, \cdot, \hat{x}(\cdot))\delta x(\cdot)\|_{L^2(D)}}{\|\delta x\|_{L^6(D)} } \\
\leq \lim_{\|\delta x\|_{L^6(D)} \to 0} \left| \int_0^1 \left[ \hat{f}'(t, \cdot, \hat{x}(\cdot) + \theta \delta x(\cdot)) - \hat{f}'(t, \cdot, \hat{x}(\cdot)) \right] d\theta \right|_{L^3(D)} = 0.
\]

Thus, for any \( \delta x(\cdot) \in L^6(D) \) and \( (x, u) \in X \times U \), from (5.12), we see that

\[
f_x(t, x, u)\delta x = \hat{f}'(t, \cdot, x(\cdot))\delta x(\cdot)
\]

and

\[
|f_x(t, x, u)|_{L^3(X; H)} \leq |\hat{f}'(t, \cdot, x(\cdot))|_{L^3(D)} \leq C \text{ for a.e. } t \in [0, T] \text{ and for all } (x, u) \in X \times U.
\]

Next, for any \( \delta x(\cdot), \tilde{\delta x}(\cdot) \in L^6(D) \), we have that

\[
\left| \int_0^1 \hat{f}''(t, \cdot, \hat{x}(\cdot) + \theta \delta x(\cdot))d\theta \delta x(\cdot) - \hat{f}''(t, \cdot, \hat{x}(\cdot))\delta x(\cdot) \right|_{L^3(D)} \\
\leq \left| \int_0^1 \hat{f}''(t, \cdot, \hat{x}(\cdot) + \theta \delta x(\cdot))d\theta \tilde{\delta x}(\cdot) - \hat{f}''(t, \cdot, \hat{x}(\cdot))\tilde{\delta x}(\cdot) \right|_{L^3(D)}
\]

\[
= \left| \int_0^1 \left[ \hat{f}''(t, \cdot, \hat{x}(\cdot) + \theta \delta x(\cdot)) - \hat{f}''(t, \cdot, \hat{x}(\cdot)) \right] d\theta \tilde{\delta x}(\cdot) \right|_{L^3(D)} \\
\leq \left| \int_0^1 \left[ \hat{f}''(t, \cdot, \hat{x}(\cdot) + \theta \delta x(\cdot)) - \hat{f}''(t, \cdot, \hat{x}(\cdot)) \right] d\theta \right|_{L^3(D)} |\delta x(\cdot)||\tilde{\delta x}(\cdot)|_{L^6(D)}.
\]

This implies that

\[
\lim_{\|\delta x\|_{L^6(D)} \to 0} \left| \int_0^1 \left[ \hat{f}''(t, \cdot, \hat{x}(\cdot) + \theta \delta x(\cdot)) - \hat{f}''(t, \cdot, \hat{x}(\cdot)) \right] d\theta \right|_{L^3(D)} = 0.
\]

Consequently, for any \( \delta x(\cdot), \tilde{\delta x}(\cdot) \in L^6(D) \) and \( (x, u) \in X \times U \),

\[
f_{xx}(t, x, u)(\delta x, \tilde{\delta x}) = \hat{f}''(t, \cdot, x(\cdot))\delta x(\cdot)\tilde{\delta x}(\cdot)
\]

and

\[
|f_{xx}(t, x, u)|_{L(X; H)} \leq |\hat{f}''(t, \cdot, x(\cdot))|_{L^6(D)} \leq C \text{ for a.e. } t \in [0, T] \text{ and for all } (x, u) \in X \times U.
\]

Similarly, we can prove that

\[
|g_{j, x}(x)|_H + |g_{j, xx}(x)|_{L(X; H)} \leq C \text{ for all } x \in X, \text{ for } j = 0, \ldots, r.
\]
and

\[ |h_x(x)|_{L(X;\mathbb{R}^k)} + |h_{xx}(x)|_{L(X,X;\mathbb{R}^k)} \leq C \quad \text{for all } x \in X. \]

Next, similar to the proof in Section 5.1, we can show that (S5) holds. As before, if \( \tilde{u}(t) \in T_0^b(\tilde{u}(t)) \) for a.e. \( t \in [0,T] \) and for some \( \delta > 0 \) and a.e. \( t \in [0,T] \)

\[ |\tilde{u}(t)|_{L^2(D)} > 1 - \delta \implies (\tilde{u}(t),\tilde{u}(t))_{L^2(D)} \leq 0, \]

then \( V^2(\bar{u},\tilde{u}) \cap L^2(0,T;H_1) \neq \emptyset \).
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