CONVERGENCE OF EXPONENTIAL ATTRACTORS FOR A TIME SPLITTING APPROXIMATION OF THE CAGINALP PHASE-FIELD SYSTEM
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Abstract. We consider a time semi-discretization of the Caginalp phase-field model based on an operator splitting method. For every time-step parameter $\tau$, we build an exponential attractor $M_\tau$ of the discrete-in-time dynamical system. We prove that $M_\tau$ converges to an exponential attractor $M_0$ of the continuous-in-time dynamical system for the symmetric Hausdorff distance as $\tau$ tends to 0. We also provide an explicit estimate of this distance and we prove that the fractal dimension of $M_\tau$ is bounded by a constant independent of $\tau$.

1. Introduction. The Caginalp phase-field system, which has been proposed in [9] to model phase transition phenomena such as melting-solidification, has a great importance in materials science. Other models of phase transition can also be derived from it as singular limits (e.g. the Allen-Cahn, the Cahn-Hilliard and the Stefan problems). We refer the reader to [1, 3, 7, 10, 8, 16, 31, 40] and the references therein for more details.

In this paper, we will consider the Caginalp system where all physical parameters are set equal to one. It reads

\[ \frac{\partial \varphi}{\partial t} - \Delta \varphi + g(\varphi) = u, \tag{1} \]
\[ \frac{\partial u}{\partial t} - \Delta u = -\frac{\partial \varphi}{\partial t}, \tag{2} \]

where $\varphi$ is the order parameter, $u$ is the relative temperature, and $g$ is the derivative of a double-well potential $G$.

The asymptotic behaviour of this model has been extensively studied. Convergence to a stationary state, existence of global and exponential attractors has been proved for regular and singular potentials, and for various types of boundary conditions, see [4, 6, 12, 13, 14, 24, 26, 27, 29, 30, 43].
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In this paper, we consider a time semi-discretization of (1)-(2) based on an operator splitting approach. For every time-step parameter $\tau > 0$ small enough, the scheme defines a discrete dynamical system; the case $\tau = 0$ corresponds to the continuous dynamical system associated to (1)-(2). Our purpose is to build a family $\mathcal{M}_\tau$ of exponential attractors associated to these dynamical systems and which is continuous at $\tau = 0$ for the symmetric Hausdorff distance.

An exponential attractor is a compact positively invariant set which contains the global attractor, has finite fractal dimension and attracts exponentially the trajectories. In comparison with the global attractor, an exponential attractor is expected to be more robust to perturbations: global attractors are generally upper semi-continuous with respect to perturbations, but the lower semi-continuity can be proved only in some particular cases (see e.g. [2, 28, 33, 35, 37, 38, 39]). We can also note that an exponential attractor is not necessarily unique.

In the initial construction proposed by Eden et al. [17], based on a “squeezing property”, the continuity of exponential attractors was shown for classical Galerkin approximations, but only up to a time shift (see also [23, 25]). In [20], Efendiev, Miranville and Zelik proposed a construction of exponential attractors based on a “smoothing property” and an appropriate error estimate, where the continuity holds without time shift. Their construction has been adapted to many situations, including singular perturbations. We refer the reader to the review [28] and the references therein for more details.

In [32], the second author was able to use the construction in [20] in order to build a robust family of exponential attractors for a time semi-discretization of a generalized Allen-Cahn equation. An abstract result was first derived, and then applied to the backward Euler scheme. The robustness result in [20, 32] also includes an upper bound on the fractal dimension of the family of exponential attractors (and therefore of the global attractors). This bound is independent of the time step and, although crude, it is explicit in terms of the physical parameters of the model. In contrast, only a few authors have obtained upper bounds independent of the discretization parameters for the dimensions of attractors, by using more specific methods [41, 42, 44].

Our proof in this paper uses the abstract result from [32], but here, the time discretization is a first order operator splitting method, which consists in decoupling the equations (1) and (2): at every time iteration, a semi-linear elliptic equation is first solved, followed by a linear elliptic equation. In comparison, the backward Euler scheme would require the resolution of a semi-linear elliptic system at every time iteration.

We choose this particular scheme because operator splitting methods, also known as fractional step methods, are ubiquitous in the numerical resolution of evolutionary systems of partial differential equations. They allow a very efficient reduction of the computational complexity. The Chorin-Temam [15, 36] scheme for the resolution of the incompressible Navier-Stokes equation, the convex splitting of the energy for Allen-Cahn and Cahn-Hilliard type equations [21, 22], or the exponential formula for the sum of maximal monotone operators [5] are some famous (nonexhaustive) examples of these methods.

The paper is structured as follows. The estimates for the continuous problem are first given in Section 2, their discrete counterparts are derived in Section 3, and the error between the discrete solution and the continuous solution is estimated in Section 4. The main result, Theorem 5.3, is stated in the last section.
2. The continuous problem.

2.1. The continuous semi-group. We consider the Caginalp system (1)-(2) in 
\( \Omega \times (0, +\infty) \), where \( \Omega \) is a bounded domain of \( \mathbb{R}^I \) (\( I = 1, 2 \text{ or } 3 \)) with smooth boundary \( \partial \Omega \). The function \( g \) is a polynomial of odd degree with a positive leading coefficient,

\[
g(s) = \sum_{j=0}^{2p-1} b_j s^j, \quad b_{2p-1} > 0, \quad p \geq 2.
\]

For sake of simplicity, we assume that \( p = 2 \) when \( I = 3 \) (no condition on \( p \) is required if \( I = 1 \) or 2). This guarantees that the continuous imbeddings

\[
H^1(\Omega) \subset L^{4p-2}(\Omega) \subset L^{2p}(\Omega)
\]

hold true for \( I \in \{1, 2, 3\} \). A typical choice for the nonlinearity is \( g(s) = s^3 - s \).

The potential \( G \) is defined by

\[
G(s) = \sum_{j=0}^{2p-1} \frac{b_j}{j+1} s^{j+1}.
\]

Following [6], we will work with the unknowns

\[
(\varphi, v) := (\varphi, u + \varphi),
\]

and we consider Neumann boundary conditions. The problem ("problem (P)"") reads

\[
\begin{align*}
\frac{\partial \varphi}{\partial t} - \Delta \varphi + g(\varphi) + \varphi &= v \text{ in } \Omega \times (0, \infty), \\
\frac{\partial v}{\partial t} - \Delta v &= -\Delta \varphi \text{ in } \Omega \times (0, \infty), \\
\frac{\partial \varphi}{\partial \nu} &= 0 \text{ on } \partial \Omega \times (0, \infty), \\
\varphi(x, 0) &= \varphi_0(x), \quad v(x, 0) = v_0(x) \quad x \in \Omega.
\end{align*}
\]

Here, \( \nu \) is the outward unit normal to the boundary \( \partial \Omega \). We set

\[
H = (L^2(\Omega))^2 \quad \text{and} \quad V = (H^1(\Omega))^2,
\]

where the norm in \( L^2(\Omega) \) is denoted \( |\cdot|_0 \) and the scalar product \((\cdot, \cdot)_0\); the norm in \( H^1(\Omega) \) is \( \|\cdot\|_1 = |\cdot|_0^2 + |\nabla \cdot |_0^2 \), where \( |\cdot|_1 = |\nabla \cdot |_0 \) is the seminorm.

We note that any solution \( v \) of problem (P) satisfies

\[
\int_{\Omega} v(x, t) \, dx = \int_{\Omega} v_0(x) \, dx.
\]

It is therefore convenient to introduce the function spaces

\[
H_\beta = \{(\varphi, v) \in H; \frac{1}{|\Omega|} \int_{\Omega} v(x) \, dx = \beta\} \quad \text{and} \quad \mathcal{H}_\alpha = \bigcup_{|\beta| \leq \alpha} H_\beta,
\]

where \( \beta \in \mathbb{R} \) and \( \alpha > 0 \); \( H_\beta \) is an affine subspace of \( H \) whereas \( \mathcal{H}_\alpha \) is a closed convex (unbounded) subset of \( H \). We denote \( \mathbb{R}_+ \) the interval \([0, +\infty)\).

The following result is proved in [6]:

-
Theorem 2.1. For any \((\varphi_0, v_0) \in H_\beta\), Problem (P) has a unique solution \((\varphi, v)\) which satisfies \((\varphi, v) \in C^1(\mathbb{R}_+; H_\beta)\) and \((\varphi, v) \in L^\infty(0, T; H_\beta) \cap L^2(0, T; V), \varphi \in L^{2p}(Q_T)\) for all \(T > 0\), where \(Q_T = \Omega \times (0, T).\) If, furthermore, \((\varphi, v) \in V \cap H_\beta,\) then \((\varphi, v) \in L^\infty(0, T; V) \cap L^2(0, T; (H^2(\Omega))^2)\) and \((\varphi_t, v_t) \in L^2(Q_T).\)

Moreover, the mapping 
\[ S_0(t) : (\varphi_0, v_0) \mapsto (\varphi(t), v(t)) \]
is Lipschitz continuous on \(H\) for all \(t \geq 0.\)

As a consequence, \(\{S_0(t) : t \geq 0\}\) is a (continuous-in-time) semi-group on \(H_\alpha\) (cf. Section 5.1).

2.2. Some useful inequalities. By Poincaré’s inequality (see e.g. [6]), there exists a constant \(c_P = c_P(\Omega)\) such that for all \(v \in H^1(\Omega),\)
\[ |v|^2_0 \leq |\Omega| \left( \frac{1}{|\Omega|} \int_\Omega v \, dx \right)^2 + c_P |\nabla v|^2_0. \] (10)

By considering the leading coefficients of the polynomials \(G\) and \(g,\) it is easily seen (see e.g. [37]) that
\[ \frac{b_{2p-1}}{4p} s^{2p} - c_1 \leq G(s) \leq \frac{b_{2p-1}}{p} s^{2p} + c'_1 \quad \forall s \in \mathbb{R}, \] (11)
and
\[ \frac{1}{2} b_{2p-1} s^{2p} - c_2 \leq g(s)s \leq \frac{3}{2} b_{2p-1} s^{2p} + c'_2 \quad \forall s \in \mathbb{R}. \] (12)
for some positive constants \(c_1, c'_1, c_2, c'_2.\) There is also a nonnegative constant \(c_g\) such that
\[ g'(s) \geq -c_g \quad \forall s \in \mathbb{R}. \] (13)

Thus, by the mean value theorem,
\[ |g(a) - g(b)|(a - b) \geq -c_g(a - b)^2 \quad \forall a, b \in \mathbb{R}. \] (14)

The following lemma, based on the Sobolev imbeddings and the restriction on \(p\) when \(I = 3,\) is standard (see e.g. [32]).

Lemma 2.2. Let \(w_1, w_2 \in H^1(\Omega)\) such that \(\|w_i\|_1 \leq R_1 (i = 1, 2),\) and \(w_3 \in L^2(\Omega).\) Then
\[ \int_\Omega |g(w_1) - g(w_2)||w_3| \, dx \leq h_1(R_1) \|w_1 - w_2\|_1\|w_3\|_0, \]
where \(h_1(R_1) = h_1(R_1, I, \Omega, p, g)\) is monotonic in \(R_1.\)

2.3. A priori estimates for the solution. In this section, we collect some results from [6].

Proposition 2.3 (Absorbing set in \(H_\alpha\)). For any \(\alpha > 0,\) there exist a constant \(R_0 = R_0(\alpha) > 0\) and a monotonic function \(T_0(\cdot)\) such that for all \((\varphi_0, v_0) \in H_\alpha,\)
\[ \|S(t)(\varphi_0, v_0)\|_H \leq R_0(\alpha) \quad \text{if} \ t \geq T_0(\|W(\varphi_0, v_0)\|_H). \]

Let \(r\) denote a positive constant. We have:

Proposition 2.4 (Absorbing set in \(H_\alpha \cap V\)). For any \(\alpha > 0,\) there exists a constant \(R_1 = R_1(\alpha) > 0\) such that for all \((\varphi_0, v_0) \in H_\alpha,\)
\[ \|S(t)(\varphi_0, v_0)\|_V \leq R_1(\alpha) \quad \text{if} \ t \geq T_0(\|W(\varphi_0, v_0)\|_H) + r. \]
These results imply the existence of a compact and connected global attractor $\mathcal{A}_\alpha$ for the semi-group $\{S_0(t) : t \geq 0\}$ on $\mathcal{H}_\alpha$ (see [6, Theorem 3.2]).

For the existence of an exponential attractor, we need a few additional estimates. The following result (Theorem 2.2 in [6]) will prove useful:

**Proposition 2.5.** There exists a positive constant $D$ depending only on $g$ such that

$$\|S_0(t)(\varphi_0, v_0)\|_H \leq e^{Dt}\|(\varphi_0, v_0)\|_H \quad \text{for all } t \geq 0.$$  

As a shortcut, $S_0(t)(\varphi_0, v_0)$ is denoted $(\varphi(t), v(t))$ in the remainder of this section. We have (see [6, (2.15)]):

**Proposition 2.6.** For any $R_1 > 0$ and $T > 0$, there exists a constant $C_1 = C_1(R_1, T)$ such that for all $(\varphi_0, v_0) \in V$ with $\|(\varphi_0, v_0)\|_V \leq R_1$, for all $t \in [0, T]$,

$$\|(\varphi(t), v(t))\|^2 + \int_0^t |\Delta \varphi_0|^2 + |\Delta v_0|^2 \, ds \leq C_1(R_1, T).$$

Next, we prove:

**Proposition 2.7.** For any $R_1 > 0$ and $T > 0$, there exists a constant $C_2 = C_2(R_1, T)$ such that for all $(\varphi_0, v_0) \in V$ with $\|(\varphi_0, v_0)\|_V \leq R_1$, for all $t \in [0, T]$,

$$\int_0^t \left| \frac{\partial \varphi}{\partial t}(s) \right|^2 \, ds \leq C_2(R_1, T).$$

In particular, for all $0 \leq t_1, t_2 \leq T$, we have

$$\|(\varphi(t_1), v(t_1)) - (\varphi(t_2), v(t_2))\|^2 \leq C_2(R_1, T)|t_1 - t_2|.$$

**Proof.** First, we multiply (3) by $\frac{\partial \varphi}{\partial t}$ and we integrate over $\Omega$. We find

$$\left| \frac{\partial \varphi}{\partial t} \right|^2 \, dt + \frac{1}{2} \frac{d}{ds} |\nabla \varphi_0|^2 + \frac{d}{ds} (G(\varphi), 1_0) + |\varphi|^2 \, dt = (v, \frac{\partial \varphi}{\partial t})_0 \leq \frac{1}{2} |v_0|^2 + \frac{1}{2} \left| \frac{\partial \varphi}{\partial t} \right|^2 |\varphi_0|_0.$$

We integrate this relation over $[0, t]$, we use (11), the Sobolev imbedding $H^1(\Omega) \subset L^{2p}(\Omega)$, and we find

$$\int_0^t \left| \frac{\partial \varphi}{\partial t}(s) \right|^2 \, ds \leq C(\|\varphi_0\|_1) + \int_0^t |v(s)|^2 \, ds,$$  

for some positive constant $C(\|\varphi_0\|_1) = C(\|\varphi_0\|_1, \Omega, p, c_1, c'_1)$.

Next, we multiply (4) by $\frac{\partial v}{\partial t}$ and we integrate over $\Omega$. After some standard computations, we obtain

$$\int_0^t \left| \frac{\partial v}{\partial t}(s) \right|^2 \, ds \leq \|v_0\|^2 + \int_0^t |\Delta \varphi(s)|_0^2 \, ds.$$  

We add (16) and (17) and we conclude, using Proposition 2.6, that (15) holds. The conclusion follows by a standard calculation. \qed

**2.4. Estimates for the difference of two solutions.** The purpose here is to obtain a “smoothing property” (cf. [28]), which is the key in our construction of the exponential attractor for the continuous dynamical system. In contrast, a “squeezing property” was used in [6] in the construction of an exponential attractor for the same problem. We note that in the Hilbert setting, the “smoothing property” implies the “squeezing property” (see [18, Remark (i)]).
In Section 2.4, \((\varphi_1,v_1)\) and \((\varphi_2,v_2)\) are two solutions to Problem (P) corresponding to different initial conditions \((\varphi_{1,0},v_{1,0})\) and \((\varphi_{2,0},v_{2,0})\), and we denote \((\psi,w) = (\varphi_1 - \varphi_2,v_1 - v_2)\) their difference. It satisfies
\[
\frac{\partial \psi}{\partial t} - \Delta \psi + [g(\varphi_1) - g(\varphi_2)] + \psi = w \text{ in } \Omega \times (0, \infty), \tag{18}
\]
\[
\frac{\partial w}{\partial t} - \Delta w + \Delta \psi = 0 \text{ in } \Omega \times (0, \infty), \tag{19}
\]
\[
\frac{\partial \psi}{\partial \nu} = 0 \text{ on } \partial \Omega \times (0, \infty), \tag{20}
\]
\[
\psi(x,0) = \psi_0(x), \quad w(x,0) = w_0(x) \quad x \in \Omega, \tag{21}
\]
where \(\psi_0 = \varphi_{1,0} - \varphi_{2,0}\) and \(w_0 = v_{1,0} - v_{2,0}\).

We have:

**Lemma 2.8.** For all \(t \geq 0\),
\[
|\psi(t)|_0^2 + |w(t)|_0^2 + \int_0^t (|\psi(s)|_1^2 + |w(s)|_1^2) ds \leq (|\psi_0|_0^2 + |w_0|_0^2)e^{D_g t},
\]
where \(D_g\) depends only on \(c_g\).

**Proof.** We first multiply (18) by \(\psi\) and integrate over \(\Omega\). We obtain
\[
\frac{1}{2} \frac{d}{dt} |\psi_0|^2 + |\nabla \psi_0|^2 + |\psi_0|^2 = \frac{1}{2} (|g(\varphi_1) - g(\varphi_2)|,\psi_0 + (w,\psi_0)
\]
\[
\leq c_g |\psi_0|^2 + \frac{1}{2} |w_0|^2 + \frac{1}{2} |\psi_0|^2,
\]
where we have used (14). Thus,
\[
\frac{d}{dt} |\psi_0|^2 + 2 |\nabla \psi_0|^2 + |\psi_0|^2 \leq 2c_g |\psi_0|^2 + |w_0|^2. \tag{22}
\]
Similarly, on multiplying (19) by \(w\), we obtain
\[
\frac{d}{dt} |w_0|^2 + |\nabla w_0|^2 \leq |\nabla \psi_0|^2. \tag{23}
\]
Now, we add (22) to (23) and we use Gronwall’s lemma. The conclusion follows with \(D_g = \max\{2c_g,1\}\).

The following result is an \(H-V\) “smoothing property”.

**Lemma 2.9.** Let \(R_1 > 0\) and \(T > 0\). There exists a constant \(C_3 = C_3(R_1,T)\) such that
\[
||(|\psi(T),w(T)||_V \leq C_3(R_1,T)||(|\psi_0,w_0)||_H
\]
if \(||(|\varphi_{i,0},v_{i,0}||_V \leq R_1 \quad (i = 1, 2)\).

We note that the constant \(C_3(R_1,T)\) blows up as \(T \to 0^+\).

**Proof.** By Proposition 2.6, we have
\[
||(|\varphi_i(t),v_i(t)||_V \leq C_1(R_1,T) \quad \forall t \in [0,T],
\]
for \(i = 1, 2\). We multiply (18) by \(\frac{\partial \psi}{\partial t}\) and integrate over \(\Omega\). We find
\[
\left|\frac{\partial \psi}{\partial t}\right|_0^2 + \frac{1}{2} \frac{d}{dt} |\nabla \psi_0|^2 + \frac{1}{2} \frac{d}{dt} |\psi_0|^2 = -\frac{1}{2} (|g(\varphi_1) - g(\varphi_2)|,\frac{\partial \psi}{\partial t}) + (w,\frac{\partial \psi}{\partial t})_0.
\]
Using Lemma 2.2 and Young’s inequality, we obtain
\[
\left| \frac{\partial \psi}{\partial t} \right|^2 + \frac{1}{2} \frac{d}{dt} |\nabla \psi|^2 + \frac{1}{2} \frac{d}{dt} |\psi|^2 \leq \left| \frac{\partial \psi}{\partial t} \right|^2 + \frac{1}{2} C'(R_1, T) \| \psi \|^2 + \frac{1}{2} |w|^2,
\]
for some constant $C'(R_1, T)$. Thus, for all $t \in [0, T]$,
\[
t \frac{d}{dt} \| \psi \|^2 \leq tC'(R_1, T) \| \psi \|^2 + t|w|^2.
\tag{24}
\]
Next, we multiply (19) by $\frac{\partial w}{\partial t}$. This yields
\[
\left| \frac{\partial w}{\partial t} \right|^2 + \frac{1}{2} \frac{d}{dt} |\nabla w|^2 = -(\Delta \psi, \frac{\partial w}{\partial t})_0.
\]
Using Young’s inequality and multiplying by $t$, we obtain that for all $t \geq 0$,
\[
t \frac{d}{dt} |\nabla w|^2 \leq t|\Delta \psi|^2.
\tag{25}
\]
On adding (24) and (25), we find
\[
t \frac{d}{dt} (\| \psi \|^2 + |w|^2) \leq C'(R_1, T)(t \| \psi \|^2) + t|w|^2 + t|\Delta \psi|^2,
\]
for all $t \in [0, T]$. Let $a(t) = \| \psi(t) \|^2 + |w(t)|^2$. Since $\frac{d}{dt}[t a(t)] = t \frac{d}{dt} a(t) + a(t)$, we deduce from the estimate above that
\[
\frac{d}{dt}[t a(t)] \leq C'(R_1, T)[t a(t)] + a(t) + t|w(t)|^2 + t|\Delta \psi(t)|^2,
\]
for all $t \in [0, T]$. Gronwall’s lemma implies that
\[
t a(t) \leq \exp(C'(R_1, T)t) \left( \int_0^t a(s)ds + T \int_0^t |w|^2 ds + \int_0^t s|\Delta \psi|^2 ds \right),
\tag{26}
\]
for all $t \in [0, T]$.

In order to estimate $|\Delta \psi|^2$, we multiply (18) by $-\Delta \psi$. We find
\[
\frac{1}{2} \frac{d}{dt} |\nabla \psi|^2 + |\Delta \psi|^2 + |\nabla \psi|^2 = ([g(\varphi_1) - g(\varphi_2)] \Delta \psi)_0 - (w, \Delta \psi)_0
\leq \frac{1}{2} |\Delta \psi|^2 + \frac{1}{2} C''(R_1, T) \| \psi \|^2 + |w|^2,
\]
where in the last line, we have used Lemma 2.2 and Young’s inequality. Thus, for all $t \in [0, T]$,
\[
\frac{d}{dt} |\nabla \psi|^2 + |\Delta \psi|^2 \leq C''(R_1, T) \| \psi \|^2 + 2|w|^2.
\]
On multiplying by $t$ and adding $|\nabla \psi(t)|^2$, we find
\[
\frac{d}{dt} [t|\nabla \psi(t)|^2] + t|\Delta \psi(t)|^2 \leq tC''(R_1, T) \| \psi(t) \|^2 + 2t|w(t)|^2 + |\nabla \psi(t)|^2.
\]
Integrating on $[0, t]$ yields
\[
t|\nabla \psi(t)|^2 + \int_0^t s|\Delta \psi(s)|^2 ds \leq [1 + tC''(R_1, T)] \int_0^t \| \psi \|^2 ds + 2T \int_0^t |w(s)|^2 ds,
\tag{27}
\]
for all $t \in [0, T]$. The conclusion follows from (26), (27) and Lemma 2.8.
3. The time semi-discrete problem. For the time semi-discretization, we apply a splitting scheme to the system (18)-(19) in the variables \((\varphi, v)\). Let \( \tau > 0 \) denote the time step. The scheme reads: let \((\varphi^0, v^0) \in H_\beta\) and for \(n = 0, 1, 2, \ldots\), let \((\varphi^{n+1}, v^{n+1}) \in V \cap H_\beta\) solve

\[
\frac{1}{\tau} (\varphi^{n+1} - \varphi^n) - \Delta \varphi^{n+1} + \varphi^{n+1} + g(\varphi^{n+1}) = v^n \text{ in } \Omega, \tag{28}
\]

\[
\frac{1}{\tau} (v^{n+1} - v^n) - \Delta v^{n+1} = -\Delta \varphi^{n+1} \text{ in } \Omega, \tag{29}
\]

\[
\frac{\partial \varphi^{n+1}}{\partial \nu} = \frac{\partial v^{n+1}}{\partial \nu} = 0 \text{ on } \partial \Omega. \tag{30}
\]

This scheme is nonlinear in the \(\varphi^{n+1}\) variable and linear in the \(v^{n+1}\) variable. By induction, we see that

\[
(v^n, 1) = (v^0, 1), \quad \forall n \geq 0. \tag{31}
\]

Thus, an important feature of the continuous problem (see (8)) is preserved on the discrete level.

3.1. The discrete semi-group. The following result shows that the discrete semi-group \(S_\tau(\varphi^0, v^0) = (\varphi^n, v^n)\) is well-defined.

**Theorem 3.1.** Assume that \( \tau \leq 1/(c_g + 1) \). Then for every \((\varphi, v) \in H_\beta\), there exists a unique \((\psi, w) \in V \cap H_\beta\) such that

\[
\frac{1}{\tau} (\psi - \varphi) - \Delta \psi + \psi + g(\psi) = v \text{ in } \Omega, \tag{32}
\]

\[
\frac{1}{\tau} (w - v) - \Delta w = -\Delta \psi \text{ in } \Omega, \tag{33}
\]

\[
\frac{\partial \psi}{\partial \nu} = \frac{\partial w}{\partial \nu} = 0 \text{ on } \partial \Omega. \tag{34}
\]

Moreover, the mapping \(S_\tau : (\varphi, v) \mapsto (\psi, w)\) is Lipschitz continuous from \(H\) into \(V\), with

\[
\|S_\tau(\varphi, v) - S_\tau(\tilde{\varphi}, \tilde{v})\|_V \leq \frac{4}{\tau} \|(\varphi, v) - (\tilde{\varphi}, \tilde{v})\|_H, \quad \forall (\varphi, v, \tilde{\varphi}, \tilde{v}) \in H. \tag{35}
\]

We note that the Lipschitz constant blows up as \( \tau \to 0^+ \).

**Proof.** Let \((\varphi, v) \in H_\beta\). We first obtain a solution \(\psi\) of (32) by minimizing the functional

\[
\mathcal{G}(\zeta) = \frac{1}{2\tau} \|\zeta - \varphi\|^2_0 + \frac{1}{2} \|\nabla \zeta\|^2_0 + \frac{1}{2} \|\zeta\|^2_0 + (G(\zeta), 1)_0 - (v, \zeta)_0
\]

on \(H^1(\Omega)\). We may then obtain \(w \in H^1(\Omega)\) with \((w, 1)_0 = (v, 1)_0 = \beta|\Omega|\) which solves (33) by application of the Lax-Milgram theorem.

Now, we prove the Lipschitz continuity of \(S_\tau\) (this will also imply uniqueness of \((\psi, w)\)). Let \((\varphi, v) \in H_1\), and consider a corresponding solution \((\tilde{\psi}, \tilde{w})\) of (32)-(34). Then the difference \((\delta \psi, \delta w) = (\psi, w) - (\tilde{\psi}, \tilde{w})\) satisfies

\[
\frac{1}{\tau} \delta \psi - \Delta \delta \psi + \delta \psi + g(\psi) - g(\tilde{\psi}) = \delta v + \frac{1}{\tau} \delta \varphi, \tag{36}
\]

\[
\frac{1}{\tau} \delta w - \Delta \delta w = -\Delta \delta \psi + \frac{1}{\tau} \delta v, \tag{37}
\]
where $(\delta \varphi, \delta v) = (\varphi, v) - (\hat{\varphi}, \hat{v})$. On multiplying (36) by $\delta \psi$, using (14), $1/\tau \geq c_g$, and the Cauchy-Schwarz inequality, we find

$$|\nabla \delta \psi|^2 + |\delta \psi|^2 \leq |\delta v|^2 |\delta \psi| + \frac{1}{\tau} |\delta \varphi| |\delta \psi|.$$  

Next, we multiply (37) by $\delta w$ and we use Young’s inequality. We obtain

$$\frac{1}{\tau} |\delta w|^2 + \frac{1}{2} |\nabla \delta w|^2 \leq \frac{1}{2} (|\delta \varphi, \delta w|^2 + |\delta w|^2)^{1/2}.$$  

On adding these two estimates, using $1 \leq 1/\tau$ and the Cauchy-Schwarz inequality, we find

$$\frac{1}{2} \|\delta \psi\|^2 + \frac{1}{2} \|\delta w\|^2 \leq \frac{1}{2} (|\delta \varphi, \delta w|^2 + |\delta w|^2)^{1/2}.$$  

This implies the Lipschitz continuity (35) of $S_\tau$ as claimed. 

In the remainder of the paper, we assume that the time step $\tau$ of the discrete system satisfies at least $0 < \tau \leq 1/(1 + c_g)$. We also denote $\lfloor \cdot \rfloor$ the floor integer function.

3.2. A priori estimates for the solution, uniform in $\tau$. Throughout Section 3.2, $(\varphi^n, \psi^n)_n$ denotes a sequence in $\mathcal{H}_n$ which complies with (28)-(30). The following well-known identity will prove useful:

$$(a - b, a) = \frac{1}{2} (|a|^2 - |b|^2 + |a - b|^2) \quad \forall a, b \in L^2(\Omega).$$  

**Proposition 3.2** (Absorbing set in $\mathcal{H}_n$). For any $\alpha > 0$, there exist a constant $R_\alpha = R\alpha > 0$ independent of $\tau$ and a monotonic function $T_\alpha$ independent of $\tau$ such that for all $(\varphi^n, \psi^n) \in \mathcal{H}_n$.

$$\| (\varphi^n, \psi^n) \| \leq R_\alpha \quad \text{if } n \tau \geq T_\alpha(\| (\varphi^n, \psi^n) \|).$$

**Proof.** We multiply (28) by $\varphi^{n+1}$. We obtain

$$\frac{1}{\tau} (\varphi^{n+1} - \varphi^n, \varphi^{n+1})_0 + |\nabla \varphi^{n+1}|_0^2 + |\varphi^{n+1}|_0^2 + (g(\varphi^{n+1}), \varphi^{n+1})_0 = (v^n, \varphi^{n+1})_0.$$  

We use (12) and the inequality $|ab| \leq \varepsilon a^2 + \varepsilon b^2 + C_\varepsilon$ with $\varepsilon \leq b_{2p-1}/4$. We find

$$\frac{1}{\tau} (\varphi^{n+1} - \varphi^n, \varphi^{n+1})_0 + |\nabla \varphi^{n+1}|_0^2 + |\varphi^{n+1}|_0^2 + \frac{1}{4} b_{2p-1} (|\varphi^{n+1}|_0^{2p}, 1)_0 \leq \varepsilon |\varphi^n|^2 + C_\varepsilon',$$  

with $C'_\varepsilon = (C_\varepsilon + c_2)|\Omega|$. Next we multiply (29) by $v^{n+1}$, we use the Cauchy-Schwarz inequality and Young’s inequality. We obtain

$$\frac{1}{\tau} (v^{n+1} - v^n, v^{n+1})_0 + |\nabla v^{n+1}|_0^2 \leq \frac{1}{2} |\nabla \varphi^{n+1}|_0^2 + \frac{1}{2} |\nabla v^{n+1}|_0^2.$$  

Now we add (39) to (40) and we use (38). This yields

$$\frac{1}{2\tau} (|\varphi^{n+1}|_0^2 - |\varphi^n|^2_0 + |\varphi^{n+1} - \varphi^n|^2_0) + \frac{1}{2\tau} (|v^{n+1}|_0^2 - |v^n|^2_0 + |v^{n+1} - v^n|^2_0)$$  

$$\quad + \frac{1}{2} |\nabla \varphi^{n+1}|_0^2 + |\varphi^{n+1}|_0^2 + \frac{1}{2} |\nabla v^{n+1}|_0^2 \leq \varepsilon |\varphi^n|^2_0 + C'_\varepsilon \quad \forall n \geq 0.$$  

Recall that $(v^{n+1}, 1)_0 = (v^n, 1) = |\Omega|\beta$ (cf. (31)). Using the Poincaré inequality (10) and choosing $\varepsilon \leq 1/(4c_P)$, namely $\varepsilon = \min\{b_{2p-1}/4, 1/(4c_P)\}$, we find

$$\frac{1}{2\tau} (|\varphi^{n+1}|_0^2 - |\varphi^n|^2_0 + |\varphi^{n+1} - \varphi^n|^2_0) + \frac{1}{2\tau} (|v^{n+1}|_0^2 - |v^n|^2_0 + |v^{n+1} - v^n|^2_0)$$  

$$\quad + |\varphi^{n+1}|_0^2 + \frac{1}{2\tau} |\nabla v^{n+1}|_0^2 \leq \frac{1}{4c_P} |\varphi^n|^2_0 + \frac{1}{2} C(\beta, \Omega, \varepsilon) \quad \forall n \geq 0.$$
where \( \frac{1}{2}C(\beta, \Omega, \varepsilon) = C_\varepsilon + |\Omega|\beta^2/(2c_P) \). On multiplying by \( 2\tau \), we find
\[
(1 + 2\gamma\tau)a_{n+1} \leq (1 + \gamma\tau)a_n + \tau C \quad \forall n \geq 0,
\]
with \( a_n = \|\phi^n, v^n\|_{TV}^2, \gamma = \min\{1/2, 1/(2c_P)\} > 0 \) and \( C = C(\beta, \Omega, \varepsilon) \). By induction, this yields
\[
a_n \leq \tilde{\gamma}^n a_0 + (1 - \tilde{\gamma}^n) \frac{C}{\gamma} \quad \forall n \geq 0, \tag{42}
\]
with \( \tilde{\gamma} = (1 + \gamma\tau)/(1 + 2\gamma\tau) < 1 \). We note that \( \exp(s/2) \leq (1 + 2s)/(1 + s) \) for all \( s \in [0, 1/2] \). Choosing \( s = \gamma\tau \), which belongs to \([0, 1/2]\) since \( \tau \leq 1/(1 + c_g) \leq 1 \), we see that \( \tilde{\gamma} \leq \exp(-\gamma\tau/2) \), and we find
\[
a_n \leq \exp(-\gamma n\tau/2)a_0 + \frac{C}{\gamma} \quad \forall n \geq 0.
\]

The assertion of the theorem follows by taking
\[
\mathcal{R}_0 = (1 + C/\gamma)^{1/2} = \mathcal{R}_0'(\alpha, \Omega, b_{2p-1}, c_P, c_2, p)
\]
and \( \mathcal{T}_0'(R) = (2/\gamma) \ln(R^2) \).

We note that (42) implies \( a_n \leq a_0 + C/\gamma \) for all \( n \geq 0 \). Thus, we have:

**Proposition 3.3** (Bound on bounded sets). For all \( R > 0 \), there exists a constant \( C(R) \) independent of \( \tau \) such that \( \|\phi^n, v^n\|_H \leq R \) implies \( \|\phi^n, v^n\|_H \leq C(R) \) for all \( n \geq 0 \).

For the absorbing set in \( V \), we will need the following lemma from [34].

**Lemma 3.4** (Discrete uniform Gronwall lemma). Let \( n_0, N \in \mathbb{N}, a_1, a_2, a_3, \tau, r' > 0 \) and \((d^n), (g^n), (h^n)\) be three sequences of nonnegative real numbers which satisfy
\[
\frac{d^{n+1} - d^n}{\tau} \leq g^n d^n + h^n, \quad \forall n \geq n_0,
\]
and
\[
\tau \sum_{n=k_0}^{k_0+N} g^n \leq a_1, \quad \tau \sum_{n=k_0}^{k_0+N} h^n \leq a_2, \quad \tau \sum_{n=k_0}^{k_0+N} d^n \leq a_3,
\]
for all \( k_0 \geq n_0 \), with \( r' = \tau N > 0 \). Then
\[
d^n \leq \left(a_2 + \frac{a_3}{r'}\right) \exp(a_1), \quad \forall n \geq n_0 + N.
\]

In the next result, \( r \geq 2 \) is a fixed positive constant (cf. Proposition 2.4).

**Proposition 3.5** (Absorbing set in \( \mathcal{H}_\alpha \cap V \)). For any \( \alpha > 0 \), there exists a constant \( \mathcal{R}'_1 = \mathcal{R}'_1(\alpha) > 0 \) independent of \( \tau \) such that for all \((\phi^0, v^0) \in \mathcal{H}_\alpha \),
\[
\|\phi^n, v^n\|_V \leq \mathcal{R}'_1(\alpha) \quad \text{if } n\tau \geq \mathcal{T}'_0(\|\phi^0, v^0\|_H) + 1 + r.
\]

**Proof.** We multiply (28) by \(-\Delta \phi^{n+1}\) and (29) by \( v^{n+1} \), and we add the two resulting equations. Using
\[
\int_{\Omega} g(\phi^{n+1}) \Delta \phi^{n+1} dx = \int_{\Omega} g'(\phi)|\nabla \phi^{n+1}|^2 dx
\geq - c_g |\nabla \phi^{n+1}|_0^2 = c_g (\phi^{n+1}, \Delta \phi^{n+1})_0,
\]
Young’s inequality and (38), we find
\[
\frac{1}{2\tau^2}(|\varphi^{n+1}|^2 - |\varphi^n|^2 + |\varphi^{n+1} - \varphi^n|^2) + \frac{1}{2\tau^2}(|v^{n+1}|^2 - |v^n|^2 + |v^{n+1} - v^n|^2)
\]
\[
+ \frac{1}{4}(|\Delta \varphi^{n+1}|^2 + \frac{1}{2}(|\Delta v^{n+1}|^2) \leq 2c_2^2|\varphi^{n+1}|^2 + 2|v^n|^2 \quad \forall n \geq 0.
\]
(43)

Thus, by Proposition 3.5, for \(n\tau \geq \mathcal{T}_0((\varphi^0, v^0)_H)\), we have
\[
\frac{1}{\tau}(|\varphi^{n+1}|^2 - |\varphi^n|^2 + |v^{n+1}|^2 - |v^n|^2) \leq C_g \mathcal{R}_0^2(\alpha),
\]
where \(C_g = \max\{4c_2^2, 4\}\). On the other hand, estimate (41) shows that
\[
\frac{1}{\tau}(\|\varphi^{n+1}, v^{n+1}\|_H^2 - \|\varphi^n, v^n\|_H^2) + |\varphi^{n+1}|^2 + |v^{n+1}|^2 \leq 2\varepsilon \mathcal{R}_0^2(\alpha) + 2C_\varepsilon,
\]
for all \(n\tau \geq \mathcal{T}_0((\varphi^0, v^0)_H)\). We set \(d^n = |\varphi^n|^2 + |v^n|^2\). Let \(k_0, N \in \mathbb{N} \setminus \{0\}\) with \(k_0 \tau \geq \mathcal{T}_0((\varphi^0, v^0)_H) + \tau\) and \(N = \lfloor r/\tau \rfloor \geq 2\). Summing the estimate above from \(n = k_0 - 1\) to \(k_0 + N - 1\), we obtain
\[
\tau \sum_{n=k_0}^{k_0+N} d^n \leq (N + 1)\tau(2\varepsilon \mathcal{R}_0^2(\alpha) + 2C_\varepsilon) + \mathcal{R}_0^2(\alpha) \leq C(\alpha, r).
\]
We are in position to apply the discrete uniform Gronwall lemma (Lemma 3.4) with \(g^n = 0, a_1 = 0\), and \(h^n = C_g \mathcal{R}_0^2(\alpha)\) (a constant). We find
\[
d^n \leq (N + 1)\tau C_g \mathcal{R}_0^2(\alpha) + \frac{C(\alpha, r)}{r'} \quad \forall n \geq k_0 + N,
\]
with \(r' = N\tau \in [r - \tau, r]\). This shows the assertion. \(\square\)

Let us now derive a useful estimate.

**Proposition 3.6.** For all \(R_1 > 0\) and \(T > 0\), there exists a constant \(C_1'(R_1, T)\) independent of \(\tau\) such that \(\|((\varphi^0, v^0))_V \leq R_1\) and \(0 \leq n\tau \leq T\) imply
\[
\|((\varphi^n, v^n))_V^2 + \sum_{k=0}^{n-1} \|((\varphi^{k+1} - \varphi^k, v^{k+1} - v^k))_V^2 \leq C'_1(R_1, T).
\]

**Proof.** Let \(\varepsilon' = 1/(4c_2^2)\), and define the following norm on \(V\),
\[
\|\psi, w\|_{V, \varepsilon'}^2 = |\psi|^2 + |w|^2 + \varepsilon' |\psi|^2 + \varepsilon' |w|^2
\]
which is equivalent to the norm \(\|\cdot\|_V\). We multiply (43) by \(\varepsilon'\) and we add the result to (41). This yields
\[
\frac{1}{\tau}(\|\varphi^{n+1}, v^{n+1})_V^2 - \|\varphi^n, v^n\|_V^2 + \|\varphi^{n+1} - \varphi^n, v^{n+1} - v^n\|_{V, \varepsilon'}^2)
\]
\[
\leq (2\varepsilon + 2\varepsilon')|v^n|^2 + 2C_\varepsilon \quad \forall n \geq 0.
\]
In other words, we have
\[
b_{n+1} + c_n \leq (1 + \gamma \tau)b_n + 2\tau C_\varepsilon' \quad \forall n \geq 0,
\]
where \(b_n = \|((\varphi^n, v^n))_{V, \varepsilon'}^2\), \(c_n = \|((\varphi^{n+1} - \varphi^n, v^{n+1} - v^n))_{V, \varepsilon'}^2\), and \(\gamma = 2\varepsilon + 2\varepsilon'\). By induction, we find
\[
b_n + \sum_{k=0}^{n-1} c_k \leq (1 + \gamma \tau)b_0 + \frac{2}{\gamma} C_\varepsilon' (1 + \gamma \tau)^n - 1 \quad \forall n \geq 0.
\]
The result follows by noting that \((1 + \gamma \tau)^n \leq \exp(\gamma n \tau) \leq \exp(\gamma T)\) if \(0 \leq n \tau \leq T\).

### 3.3. Estimates for the difference of solutions, uniform in \(\tau\)

In this section, \((\varphi^n, v^n)\) and \((\hat{\varphi}^n, \hat{v}^n)\) are two sequences generated by the scheme (28)-(30). We denote \(\psi^n = \varphi^n - \hat{\varphi}^n\) and \(w^n = v^n - \hat{v}^n\) their difference, which satisfies

\[
\frac{1}{\tau}(\psi^{n+1} - \psi^n) - \Delta \psi^{n+1} + \psi^{n+1} + g(\varphi^{n+1}) - g(\hat{\varphi}^{n+1}) = w^n \quad \text{in } \Omega, \tag{44}
\]

\[
\frac{1}{\tau}(w^{n+1} - w^n) - \Delta w^{n+1} = -\Delta \psi^{n+1} \quad \text{in } \Omega, \tag{45}
\]

\[
\frac{\partial \psi^{n+1}}{\partial \nu} = \frac{\partial w^{n+1}}{\partial \nu} = 0 \quad \text{on } \Omega. \tag{46}
\]

We first have (compare with Lemma 2.8):

**Lemma 3.7.** Assume that \(\tau \leq 1/(4c_g)\). Then for all \(n \geq 0\) we have

\[
|\psi^n|_0^2 + |w^n|_0^2 + \tau \sum_{k=0}^{n-1} (|\psi^{k+1}|_1^2 + |w^{k+1}|_1^2) \leq \exp(D'_g n \tau) (|\psi^0|_0^2 + |w^0|_0^2),
\]

where \(D'_g\) is a constant which depends only on \(c_g\).

**Proof.** We multiply (44) by \(\psi^{n+1}\) and (45) by \(w^{n+1}\). We add the resulting equations, we use (13), (38) and Young’s inequality. This yields

\[
\frac{1}{\tau}(\psi^{n+1}^2|_0 - \psi^n|_0^2 + |w^{n+1}|_0^2 - |w^n|_0^2) + \|\psi^{n+1}\|_1^2 + |w^{n+1}|_1^2 \leq 2c_g (\psi^{n+1})_0^2 + \|w^n\|_1^2
\]

for all \(n \geq 0\). Thus, for all \(n \geq 0\), we have

\[
a_{n+1} + \tau b_n \leq \frac{1 + \tau}{1 - 2c_g \tau} a_n,
\]

where \(a_n = |\psi^n|_0^2 + |w^n|_0^2\) and \(b_n = \|\psi^{n+1}\|_1^2 + |w^{n+1}|_1^2\). Now we note that

\[
\frac{1 + s}{1 - 2c_g s} \leq 1 + D'_g s \leq \exp(D'_g s) \quad \forall s \in [0, 1/(4c_g)],
\]

for some constant \(D'_g\) which depends only on \(c_g\). By induction, we obtain

\[
a_n + \tau \sum_{k=0}^{n-1} b_k \leq \exp(D'_g n \tau) a_0 \quad \forall n \geq 0,
\]

and the claim is proved. \(\square\)

The smoothing property reads as follows (compare with Lemma 2.9).

**Proposition 3.8.** Let \(R_1 > 0\) and \(T > 0\). There exist two constants \(\tau = \tau(R_1, T) > 0\) and \(C_4(R_1, T) > 0\) such that for all \(\tau \in (0, \tau]\), for all \(0 \leq n \tau \leq T\), \(\|\varphi^0, v^0\|_V \leq R_1\) and \(\|\hat{\varphi}^0, \hat{v}^0\|_V \leq R_1\) imply

\[
n \tau \|\psi^n, w^n\|_V^2 \leq C_4(R_3, T) \|\psi^0, w^0\|_H^2.
\]

**Proof.** Let \(R_1 > 0\) and \(T > 0\). By Proposition 3.6, for all \(n\) such that \(0 \leq n \tau \leq T\), we have

\[
\|\varphi^n, v^n\|_V^2 \leq C_1'(R_1, T) \quad \text{and} \quad \|\hat{\varphi}^n, \hat{v}^n\|_V^2 \leq C_1'(R_1, T).
\]
We multiply (44) by \((\psi^{n+1} - \psi^n)/\tau\), we use (38), Lemma 2.2 and Young’s inequality. We find
\[
\frac{1}{\tau}(\|\psi^{n+1}\|_1^2 - \|\psi^n\|_1^2) \leq C(R_1, T)\|\psi^{n+1}\|_1^2 + |w^n|_0^2, \quad 0 \leq n\tau \leq T,
\] (47)
for some constant \(C(R_1, T)\). Next, we multiply (45) by \((w^{n+1} - w^n)/\tau\), we use (38) and Young’s inequality. This yields
\[
\frac{1}{\tau}(\|\psi^{n+1}\|_1^2 - |w^n|_1^2) \leq |\Delta \psi^{n+1}|_0^2, \quad n \geq 0.
\] (48)
We multiply (47) and (48) by \(n\tau\) and we add the resulting estimates. We find
\[
n(\|\psi^{n+1}\|_1^2 - \|\psi^n\|_1^2 + |w^{n+1}|_1^2 - |w^n|_1^2) \\
\leq C(R_1, T)n\tau\|\psi^{n+1}\|_1^2 + n\tau|w^n|_0^2 + n\tau|\Delta \psi^{n+1}|_0^2,
\]
for all \(0 \leq n\tau \leq T\). We set \(a_n = \|\psi^n\|_1^2 + |w^n|_1^2\). Using
\[
na_{n+1} - a_n = (n+1)a_{n+1} - na_n - a_{n+1},
\]
we see that
\[
(n+1)a_{n+1} - na_n \leq C(R_1, T)\tau(n+1)a_{n+1} + a_{n+1} + n\tau|w^n|_0^2 + n\tau|\Delta \psi^{n+1}|_0^2,
\]
for all \(0 \leq n\tau \leq T\). We let \(\tau_1 = \tau_1(R_1, T) := 1/(2C(R_1, T))\). If \(0 < \tau \leq \tau_1\), then \(C(R_1, T)\tau \leq 1/2\) and we have
\[
\frac{1}{1 - C(R_1, T)\tau} \leq 1 + 2C(R_1, T)\tau.
\]
The estimate above becomes
\[
b_{n+1} \leq (1 + 2C(R_1, T)\tau ) \left( b_n + a_{n+1} + T|w^n|_0^2 + n\tau|\Delta \psi^{n+1}|_0^2 \right),
\]
for all \(0 \leq n\tau \leq T\), where \(b_n = na_n\). Since \(b_0 = 0\), we obtain by induction that
\[
b_n \leq (1 + 2C(R_1, T)\tau )\sum_{k=0}^{n-1} (a_{k+1} + T|w^k|_0^2 + k\tau|\Delta \psi^{k+1}|_0^2),
\] (49)
for all \(0 \leq n\tau \leq T\).

Next, we estimate the term \(|\Delta \psi^{n+1}|_0\). We multiply (44) by \(-\Delta \psi^{n+1}\), we use (38), Lemma 2.2 and Young’s inequality. We find
\[
\frac{1}{\tau}(\|\psi^{n+1}\|_1^2 - |\psi^n\|_1^2) + |\Delta \psi^{n+1}|_0^2 \leq C'(R_1, T)\|\psi^{n+1}\|_1^2 + 2|w^n|_0^2,
\]
for all \(0 \leq n\tau \leq T\), for some constant \(C'(R_1, T)\). On multiplying by \(n\tau\) and adding \(|\psi^{n+1}|_1^2\), we find
\[
(n+1)|\psi^{n+1}|_1^2 - n|\psi^n|_1^2 + n\tau|\Delta \psi^{n+1}|_0^2 \leq C'(R_1, T)n\tau|\psi^{n+1}|_1^2 + 2n\tau|w^n|_0^2;
\]
for all \(0 \leq n\tau \leq T\). By induction, we obtain
\[
n|\psi^n|_1^2 + \sum_{k=0}^{n-1} k\tau|\Delta \psi^{k+1}|_0^2 \leq TC'(R_1, T)\sum_{k=0}^{n-1} \|\psi^{k+1}\|_1^2 + 2T\sum_{k=0}^{n-1} |w^k|_0^2,
\] (50)
for all \(0 \leq n\tau \leq T\). The conclusion follows from (49), (50) and Lemma 3.7, with
\[
\tau = \min \{ \tau_1(R_1, T), 1/(4c_g), 1/(1 + c_g) \}.
\] \(\square\)
4. Finite time uniform error estimate. For the error estimate on a finite time interval, we follow the (now standard) methodology described in [38].

We consider a sequence \((\varphi^n, v^n)\) generated by (28)-(30). To the sequence \((\varphi^n)_n\), we associate two functions \(\varphi_\tau, \overline{\varphi}_\tau : \mathbb{R}_+ \to L^2(\Omega)\), namely

\[
\varphi_\tau(t) := \varphi^n + \frac{t-n\tau}{\tau}(\varphi^{n+1} - \varphi^n), \quad t \in [n\tau, (n+1)\tau],
\]

and

\[
\overline{\varphi}_\tau(t) := \varphi^{n+1} + \frac{n\tau}{\tau}(\varphi^n - \varphi^{n+1}), \quad t \in [n\tau, (n+1)\tau).
\]

We associate two functions \(v_\tau, \overline{v}_\tau : \mathbb{R}_+ \to L^2(\Omega)\) to the sequence \((v^n)_n\) in a similar way. We also use the function \(\underline{v}_\tau : \mathbb{R}_+ \to L^2(\Omega)\) defined by

\[
\underline{v}_\tau(t) := v^n, \quad t \in [n\tau, (n+1)\tau).
\]

We assume that \((\varphi^0, v^0)\) belongs to \(V \cap H_\beta\). Then \((\varphi_\tau, v_\tau)\) belongs to \(C^0(\mathbb{R}_+; V \cap H_\beta)\) and \((\overline{\varphi}_\tau, \overline{v}_\tau) \in L^\infty(\mathbb{R}_+; V \cap H_\beta)\). The scheme (28)-(30) can be rewritten

\[
\frac{\partial \varphi_\tau}{\partial t} - \Delta \varphi_\tau + \varphi_\tau + g(\overline{\varphi}_\tau) = v_\tau, \quad \text{a.e. } t \geq 0, \quad (51)
\]

\[
\frac{\partial v_\tau}{\partial t} - \Delta v_\tau = -\Delta \overline{\varphi}_\tau \quad \text{in } [H^1(\Omega)]', \quad \text{a.e. } t \geq 0. \quad (52)
\]

Let \((\varphi, v)\) denote a solution of (3)-(6) with \((\varphi_0, v_0) \in V \cap H_\beta\), and set \(e_\tau = \varphi_\tau - \varphi, \theta_\tau = v_\tau - v\). We prove the following error estimate.

**Theorem 4.1.** For all \(R_1 > 0\) and \(T > 0\), there is a constant \(Q(R_1, T)\) independent of \(\tau\) such that \((\varphi^0, v^0) = (\varphi_0, v_0)\) and \(\|(\varphi^0, v^0)\|_V \leq R_1\) imply

\[
\sup_{t \in [0, N\tau]} \|e_\tau(t), \theta_\tau(t)\|_H \leq Q(R_1, T)\tau^{1/2},
\]

where \(N = \lfloor T/\tau \rfloor\).

**Proof.** Let \(R_1 > 0\), \(T > 0\) and \(N = \lfloor T/\tau \rfloor\). By Proposition 3.6, for all \(n\) such that \(0 \leq n\tau \leq T\), we have \(\|(\varphi^n, v^n)\|_V^2 \leq C^1(R_1, T)\). The functions \(\varphi_\tau, \overline{\varphi}_\tau, v_\tau, \overline{v}_\tau\) and \(\underline{v}_\tau\) are therefore uniformly bounded by \(\sqrt{C^1} = \sqrt{C^1(R_1, T)}\) for the V-norm on \([0, N\tau]\). Equation (51) reads

\[
\frac{\partial \varphi_\tau}{\partial t} - \Delta \varphi_\tau + \varphi_\tau + g(\overline{\varphi}_\tau) = v_\tau - \Delta[\varphi_\tau - \overline{\varphi}_\tau] + [\varphi_\tau - \overline{\varphi}_\tau] + [g(\varphi_\tau) - g(\overline{\varphi}_\tau)] - [v_\tau - \underline{v}_\tau], \quad (53)
\]

We subtract (3) from (53), and we multiply the resulting equation by \(e_\tau\). Using (13), we find

\[
\frac{1}{2} \frac{d}{dt} |e_\tau|^2 + \|e_\tau\|_1^2 \leq \varepsilon g |e_\tau|^2 + \|\theta_\tau\|_0 |e_\tau|_0 + \|\varphi_\tau - \overline{\varphi}_\tau\|_1 \|e_\tau\|_1 \\
+ \int_\Omega |g(\varphi_\tau) - g(\overline{\varphi}_\tau)| |e_\tau| \, dx + |v_\tau - \underline{v}_\tau|_0 |e_\tau|_0. \quad (54)
\]

Now, equation (52) reads

\[
\frac{\partial v_\tau}{\partial t} - \Delta v_\tau = -\Delta \varphi_\tau - \Delta[v_\tau - \overline{\varphi}_\tau] + \Delta[\varphi_\tau - \overline{\varphi}_\tau]. \quad (55)
\]

We subtract (4) from (55) and we multiply the resulting equation by \(\theta_\tau\). We find

\[
\frac{1}{2} \frac{d}{dt} |\theta_\tau|^2 + |\theta_\tau|_1^2 \leq |e_\tau|_1 |\theta_\tau|_1 + |v_\tau - \overline{\varphi}_\tau|_1 |\theta_\tau|_1 + |\varphi_\tau - \overline{\varphi}_\tau|_1 |\theta_\tau|_1. \quad (56)
\]
Adding (54) and (56), using Young’s inequality and Lemma 2.2, we find

\[
\frac{1}{2} \frac{d}{dt} \left( |e_{r}(t)|^2 + |\theta_{r}(t)|^2 \right) \leq \left( c_{g} + 1 \right) |e_{r}|^2 + |\theta_{r}|^2 + \left( \frac{3}{2} + h^2(\sqrt{C_{1}}) \right) \| \varphi_{r} - \bar{\varphi}_{r} \|^2 + |v_{r} - \bar{v}_{r}|^2 + |v_{r} - \bar{v}_{r}|^2,
\]

for all \( t \in [0, N\tau] \). Since \( e_{r}(0) = 0 \) and \( \theta_{r}(0) = 0 \), the classical Gronwall lemma yields

\[
|e_{r}(t)|^2 + |\theta_{r}(t)|^2 \leq C_{1}'' \exp(C_{g}T) \int_{0}^{N\tau} \left( \| \varphi_{r} - \bar{\varphi}_{r} \|^2 + |v_{r} - \bar{v}_{r}|^2 + |v_{r} - \bar{v}_{r}|^2 \right) ds
\]

for all \( t \in [0, N\tau] \), where \( C_{g} = 2(c_{g} + 1) \) and \( C_{1}'' = 3 + 2h^2(\sqrt{C_{1}}) = C'_{1}(R_{1}, T) \).

On the interval \([n\tau, (n + 1)\tau)\) we have \( \| \varphi_{r} - \bar{\varphi}_{r} \|_1 \leq \| \varphi^{n+1} - \varphi^n \|_1 \), \( |v_{r} - \bar{v}_{r}|_0 \leq |v^{n+1} - v^n|_0 \) and \( |v_{r} - \bar{v}_{r}|_1 \leq |v^{n+1} - v^n|_1 \), so

\[
\int_{0}^{N\tau} \| \varphi_{r} - \bar{\varphi}_{r} \|^2 + |v_{r} - \bar{v}_{r}|^2 + |v_{r} - \bar{v}_{r}|^2 ds \leq \tau \sum_{n=0}^{N-1} \| (\varphi^{n+1} - \varphi^n, v^{n+1} - v^n) \|^2
\]

This shows, using Proposition 3.6, that

\[
|e_{r}(t)|^2 + |\theta_{r}(t)|^2 \leq [C'_{1}''(R_{1}, T) \exp(C_{g}T)C'_{1}(R_{1}, T)] \tau, \quad \forall t \in [0, N\tau].
\]

The proof is complete.

\[\square\]

5. Convergence of exponential attractors.

5.1. Some (standard) definitions. Before stating our main result, we recall some definitions (see e.g. [20, 32, 37]). The Hilbert space \( H \) is defined as previously by (7) and \( K \) denotes a closed subset of \( H \). A continuous-in-time semi-group \( \{S(t), t \in \mathbb{R}_{+}\} \) on \( K \) is a family of (nonlinear) operators such that \( S(t) \) is a continuous operator from \( K \) into itself, for all \( t \in \mathbb{R}_{+} \), with \( S(0) = \text{Id} \) (identity in \( K \)) and

\[
S(t+s) = S(t) \circ S(s), \quad \forall s, t \in \mathbb{R}_{+}.
\]

A discrete-in-time semi-group \( \{S(t), t \in \mathbb{N}\} \) on \( K \) is a family of (nonlinear) operators which satisfy these properties with \( \mathbb{R}_{+} \) replaced by \( \mathbb{N} \). A discrete-in-time semi-group is usually denoted \( \{S^{n}, n \in \mathbb{N}\} \), where \( S(= S(1)) \) is a continuous (nonlinear) operator from \( K \) into itself.

A (continuous or discrete) semi-group \( \{S(t), t \geq 0\} \) defines a (continuous or discrete) dynamical system: if \( u_{0} \) is the state of the dynamical system at time 0, then \( S(t)u_{0} \) is the state at time \( t \geq 0 \). The term “dynamical system” will sometimes be used instead of “semi-group”.

**Definition 5.1** (Global attractor). Let \( \{S(t), t \geq 0\} \) be a continuous or discrete semi-group on \( K \). A set \( A \subset K \) is called the global attractor of the dynamical system if the following three conditions are satisfied:

1. \( A \) is compact in \( H \);
2. \( A \) is invariant, i.e. \( S(t)A = A \), for all \( t \geq 0 \);
3. \( A \) attracts all bounded sets in \( K \), i.e., for every bounded set \( B \) in \( K \),

\[
\lim_{t \to +\infty} \text{dist}_{H}(S(t)B, A) = 0.
\]
Here, $\text{dist}_H$ denotes the non-symmetric Hausdorff semi-distance in $H$ between two subsets, which is defined as

$$\text{dist}_H(A, B) = \sup_{a \in A} \inf_{b \in B} \|a - b\|_H.$$ 

It is easy to see, thanks to the invariance and the attracting property, that the global attractor, when it exists, is unique [37].

Let $A \subset H$ be a (relatively compact) subset of $H$. For $\varepsilon > 0$, we denote $N_\varepsilon(A, H)$ the minimum number of balls of $H$ of radius $\varepsilon > 0$ which are necessary to cover $A$. The fractal dimension of $A$ (see e.g. [17, 37]) is the number

$$\text{dim}_F(A) = \limsup_{\varepsilon \to 0} \frac{\log(N_\varepsilon(A, H))}{\log(1/\varepsilon)} \in [0, +\infty].$$

**Definition 5.2** (Exponential attractor). Let $\{S(t), \ t \geq 0\}$ be a continuous or discrete semi-group on $K$. A set $M \subset K$ is an exponential attractor of the dynamical system if the following three conditions are satisfied:

1. $M$ is compact in $H$ and has finite fractal dimension;
2. $M$ is positively invariant, i.e. $S(t)M \subset M$, for all $t \geq 0$;
3. $M$ attracts exponentially the bounded subsets of $K$ in the following sense:

$$\forall B \subset K \text{ bounded}, \quad \text{dist}_H(S(t)B, M) \leq Q\|B\|_H e^{-\alpha t}, \quad t \geq 0,$$

where the positive constant $\alpha$ and the monotonic function $Q$ are independent of $B$. Here, $\|B\|_H = \sup_{b \in B} \|b\|_H$.

The exponential attractor, if it exists, contains the global attractor (actually, the existence of an exponential attractor yields the existence of the global attractor, see [2, 11]). We also note that if $K$ is bounded, then in the definition above, we may obviously replace (3) by:

$$(3\text{bis}) \quad M \text{ attracts } K \text{ exponentially}, \quad \text{i.e.}$$

$$\text{dist}_H(S(t)K, M) \leq Ce^{-\alpha t}, \quad t \geq 0,$$

for some positive constants $C$ and $\alpha$.

### 5.2. The main result

Recall that $\mathcal{H}_\alpha$ (see (9)) is a closed convex subset of $H$. We have seen (Theorem 2.1) that $\{S_0(t), \ t \in \mathbb{R}_+\}$ defines a continuous-in-time dynamical system on $\mathcal{H}_\alpha$, and that for every $\tau > 0$ small enough (Theorem 3.1), $\{S^n_\tau, \ n \in \mathbb{N}\}$ defines a discrete-in-time dynamical system on $\mathcal{H}_\alpha$. We have:

**Theorem 5.3.** Let $\tau_0 = 1/(1 + c_\theta)$. For every $\tau \in (0, \tau_0]$, the discrete dynamical system $\{S^n_\tau, \ n \in \mathbb{N}\}$ possesses an exponential attractor $\mathcal{M}_\tau$ on $\mathcal{H}_\alpha$, and the continuous dynamical system $\{S_0(t), \ t \in \mathbb{R}_+\}$ possesses an exponential attractor $\mathcal{M}_0$ on $\mathcal{H}_\alpha$ such that:

1. the fractal dimension of $\mathcal{M}_\tau$ is bounded, uniformly with respect to $\tau \in [0, \tau_0]$,

$$\text{dim}_F \mathcal{M}_\tau \leq c_3,$$

where $c_3$ is independent of $\tau$;

2. $\mathcal{M}_\tau$ attracts the bounded sets of $\mathcal{H}_\alpha$, uniformly with respect to $\tau \in (0, \tau_0]$, i.e.

$$\forall \tau \in (0, \tau_0], \ \forall B \subset \mathcal{H}_\alpha \text{ bounded}, \quad \text{dist}_H(S^n_\tau B, \mathcal{M}_\tau) \leq Q\|B\|_H e^{-c_4n\tau}, \ n \in \mathbb{N},$$

where the constant $c_4$ and the monotonic function $Q$ are independent of $\tau$;
3. the family \( \{ \mathcal{M}_\tau, \tau \in [0, \tau_0] \} \) is continuous at 0,
\[
dist_{\text{sym}}(\mathcal{M}_\tau, \mathcal{M}_0) \leq c_5 T^{c_6},
\]
where \( c_5 \) and \( c_6 \in (0,1) \) are independent of \( \tau \) and \( \dist_{\text{sym}} \) denotes the symmetric Hausdorff distance between sets, defined by
\[
dist_{\text{sym}}(A, B) := \max\{ \dist_H(A, B), \dist_H(B, A) \}.
\]

**Proof.** We apply Theorem 2.5 in [32] with the spaces \( H \) and \( V \) defined by (7), and the set
\[
\mathcal{B} = \{(\psi, w) \in \mathcal{H}_\alpha : \| (\psi, w) \|_V \leq \max\{ R_1(\alpha), R_1'(\alpha) \} \}.
\]
We note that \( V \) is compactly imbedded in \( H \), and that \( \mathcal{B} \) is absorbing in \( \mathcal{H}_\alpha \), uniformly with respect to \( \tau \in [0, \tau_0] \). The estimates of Sections 2-4 show that assumptions (H1)-(H9) of Theorem 2.5 in [32] are satisfied. Thus, the conclusions of Theorem 5.3 hold for \( \tau \in [0, \tau_0'] \), for some \( \tau_0' \in (0, \tau_0] \) small enough (we note that Theorem 2.5 is stated for a family of semi-groups which act on the whole space \( H \), but with a minor modification of its proof, it can be applied to our situation).

For \( \tau \in [\tau_0, \tau_0'] \), we set \( T = T'_0(\| \mathcal{B} \|_H) + 2 + r \) and \( \bar{T}_\tau = \lfloor T/\tau \rfloor \), so that \( \bar{T}_\tau \mathcal{B} \subset \mathcal{B} \) (Proposition 3.5). Estimate (35) shows that \( \bar{T}_\tau : \mathcal{B} \to \mathcal{B} \) satisfies a smoothing property with a constant \( \Lambda = \Lambda(T, \tau_0', \tau_0) \) independent of \( \tau \in [\tau_0, \tau_0'] \). By Proposition 1 in [19], the dynamical system generated by iterates of the map \( \bar{T}_\tau : \mathcal{B} \to \mathcal{B} \) has an exponential attractor \( \mathcal{M}_\tau^d \), i.e. a compact and positively invariant subset of \( \mathcal{B} \) which has finite fractal dimension bounded by a constant independent of \( \tau \in [\tau_0, \tau_0'] \), and which satisfies
\[
\dist_H(\bar{T}_\tau^n \mathcal{B}, \mathcal{M}_\tau^d) \leq 2\| \mathcal{B} \|_H 2^{-n}, \quad n \in \mathbb{N}.
\]
Next, we define
\[
\mathcal{M}_\tau = \bigcup_{0 \leq n \tau \leq T} \bar{T}_\tau^n \mathcal{M}_\tau^d.
\]
A standard argument (see e.g. [32]) shows that \( \mathcal{M}_\tau \) is an exponential attractor for \( \mathcal{S}_\tau \) on \( \mathcal{H}_\alpha \), with a fractal dimension bounded by a constant independent of \( \tau \in [\tau_0, \tau_0'] \), and which attracts the bounded sets of \( \mathcal{H}_\alpha \), uniformly with \( \tau \in [\tau_0, \tau_0'] \). This concludes the proof (the continuity holds only at \( \tau = 0 \)).

As in [32, Corollary 6.2], we have:

**Corollary 5.4.** For every \( \tau \in [0, \tau_0] \), the semi-group \( \{ \mathcal{S}_\tau(t), t \geq 0 \} \) possesses a global attractor \( \mathcal{A}_\tau \) in \( \mathcal{H}_\alpha \) which is bounded in \( V \), compact and connected in \( H \). Moreover, \( \dist_H(\mathcal{A}_\tau, \mathcal{A}_0) \to 0 \) as \( \tau \to 0^+ \), and the fractal dimension of \( \mathcal{A}_\tau \) is bounded by a constant independent of \( \tau \).

**Acknowledgments.** The authors are thankful to Alain Miranville for helpful discussions.

**REFERENCES**

[1] Y. B. Altundas and G. Caginalp, Velocity selection in 3D dendrites: phase field computations and microgravity experiments, *Nonlinear Anal.*, 62 (2005), 467–481.

[2] A. V. Babin and M. I. Vishik, *Attractors of Evolution Equations*, vol. 25 of Studies in Mathematics and its Applications, North-Holland Publishing Co., Amsterdam, 1992.

[3] F. Bai, C. M. Elliott, A. Gardiner, A. Spence and A. M. Stuart, The viscous Cahn-Hilliard equation. I. Computations, *Nonlinearity*, 8 (1995), 131–160.

[4] P. W. Bates and S. M. Zheng, Inertial manifolds and inertial sets for the phase-field equations, *J. Dynam. Differential Equations*, 4 (1992), 375–398.
[5] H. Brezis, *Opérateurs maximaux monotones et semi-groupes de contractions dans les espaces de Hilbert*, North-Holland Publishing Co., Amsterdam-London; American Elsevier Publishing Co., Inc., New York, 1973.

[6] D. Brochet, D. Hilhorst and X. Chen, Finite-dimensional exponential attractor for the phase field model, *Appl. Anal.*, 49 (1993), 197–212.

[7] M. Brokate and J. Sprekels, *Hysteresis and Phase Transitions*, vol. 121 of Applied Mathematical Sciences, Springer-Verlag, New York, 1996.

[8] G. Caginalp and E. A. Socolovsky, Efficient computation of a sharp interface by spreading via phase field methods, *Appl. Math. Lett.*, 2 (1989), 117–120.

[9] G. Caginalp, An analysis of a phase field model of a free boundary, *Arch. Rational Mech. Anal.*, 92 (1986), 205–245.

[10] G. Caginalp and X. Chen, Convergence of the phase field model to its sharp interface limits, *European J. Appl. Math.*, 9 (1998), 417–445.

[11] V. V. Chepyzhov and M. I. Vishik, *Attractors for Equations of Mathematical Physics*, vol. 49 of American Mathematical Society Colloquium Publications, American Mathematical Society, Providence, RI, 2002.

[12] L. Cherfils and A. Miranville, Some results on the asymptotic behavior of the Caginalp system with singular potentials, *Adv. Math. Sci. Appl.*, 17 (2007), 107–129.

[13] L. Cherfils and A. Miranville, On the Caginalp system with dynamic boundary conditions and singular potentials, *Appl. Math.*, 54 (2009), 89–115.

[14] R. Chill, E. Fašangová and J. Prüss, Convergence to steady state of solutions of the Cahn-Hilliard and Caginalp equations with dynamic boundary conditions, *Math. Nachr.*, 279 (2006), 1448–1462.

[15] C. M. Elliott and A. M. Stuart, The global dynamics of discrete semilinear parabolic equations, *SIAM J. Numer. Anal.*, 30 (1993), 1622–1663.

[16] D. Eyre, An unconditionally stable one-step scheme for gradient systems, *unpublished*, (1998).

[17] A. Eden, C. Foias, B. Nicolaenko and R. Temam, *Exponential Attractors for Dissipative Evolution Equations*, vol. 37 of RAM: Research in Applied Mathematics, Masson, Paris; John Wiley & Sons, Ltd., Chichester, 1994.

[18] C. Galusinski, Perturbations singulières de problèmes dissipatifs : étude dynamique via l’existence et la continuité d’attracteurs exponentiels, PhD thesis, Université de Bordeaux, 1996.

[19] M. Grasselli and G. Schimperna, The Caginalp phase-field system with coupled dynamic boundary conditions and singular potentials, *Discrete Contin. Dyn. Syst.*, 28 (2010), 67–98.
[31] O. Penrose and P. C. Fife, Thermodynamically consistent models of phase-field type for the kinetics of phase transitions, *Phys. D.*, 43 (1990), 44–62.

[32] M. Pierre, Convergence of exponential attractors for a time semi-discrete reaction-diffusion equation, submitted, https://hal.archives-ouvertes.fr/hal-01518790v1.

[33] G. Raugel, Global attractors in partial differential equations, in *Handbook of Dynamical Systems, Vol. 2*, North-Holland, Amsterdam, 2002, 885–982.

[34] J. Shen, Long time stability and convergence for fully discrete nonlinear Galerkin methods, *Appl. Anal.*, 38 (1990), 201–229.

[35] A. M. Stuart and A. R. Humphries, *Dynamical Systems and Numerical Analysis*, vol. 2 of Cambridge Monographs on Applied and Computational Mathematics, Cambridge University Press, Cambridge, 1996.

[36] R. Temam, Sur l’approximation de la solution des équations de Navier-Stokes par la méthode des pas fractionnaires. II, *Arch. Rational Mech. Anal.*, 33 (1969), 377–385.

[37] R. Temam, *Infinite-dimensional Dynamical Systems in Mechanics and Physics*, vol. 68 of Applied Mathematical Sciences, 2nd edition, Springer-Verlag, New York, 1997.

[38] X. Wang, Approximation of stationary statistical properties of dissipative dynamical systems: time discretization, *Math. Comp.*, 79 (2010), 259–280.

[39] X. Wang, Numerical algorithms for stationary statistical properties of dissipative dynamical systems, *Discrete Contin. Dyn. Syst.*, 36 (2016), 4599–4618.

[40] W. Xie, The classical Stefan model as the singular limit of phase field equations, *Discrete Contin. Dyn. Systems, Added Volume II* (1998), 288–302, Dynamical systems and differential equations, Vol. II (Springfield, MO, 1996).

[41] Y. Yan, Dimensions of attractors for discretizations for Navier-Stokes equations, *J. Dynam. Differential Equations*, 4 (1992), 275–340.

[42] Y. Yan, Attractors and dimensions for discretizations of a weakly damped Schrödinger equation and a sine-Gordon equation, *Nonlinear Anal.*, 20 (1993), 1417–1452.

[43] Z. Zhang, Asymptotic behavior of solutions to the phase-field equations with Neumann boundary conditions, *Commun. Pure Appl. Anal.*, 4 (2005), 683–693.

[44] C. Zhu, Attractor of a semi-discrete Benjamin-Bona-Mahony equation on $\mathbb{R}^1$, *Ann. Polon. Math.*, 115 (2015), 219–234.

Received June 2017; revised August 2017.

E-mail address: banarcissor@yahoo.fr
E-mail address: pierre@math.univ-poitiers.fr