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We consider a deformation of 3D lattice gauge theory in the canonical picture, first classically, based on the Heisenberg double of SU(2), then at the quantum level. We show that classical spinors can be used to define a fundamental set of local observables. They are invariant quantities which lives on the vertices of the lattice and are labeled by pairs of incident edges. Any function on the classical phase space, e.g. Wilson loops, can be rewritten in terms of these observables. At the quantum level, we show that spinors become spinor operators. The quantization of the local observables then requires the use of the quantum \( R \)-matrix which we prove to be equivalent to a specific parallel transport around the vertex. We provide the algebra of the local observables, as a Poisson algebra classically, then as a \( q \)-deformation of \( su^*(2n) \) at the quantum level. This formalism can be relevant to any theory relying on lattice gauge theory techniques such as topological models, loop quantum gravity or of course lattice gauge theory itself.
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The Hamiltonian picture of a lattice gauge theory is specified by the phase space $T^*G$ of a rotator associated to each edge of a lattice [1], for a Lie group $G$. At the vertices, local gauge transformations are generated by the Gauss constraint, which encodes the conservation of the angular momentum of the different rotators meeting at the vertex. This structure, called kinematical, is relevant not only to the discretization of Yang-Mills theory but also for example to loop quantum gravity. The latter aims at describing the quantum nature of space-time using gauge theory techniques [2], and some class of specific topological models. All those models are based on the same kinematical structure of lattice gauge theory, and they differ in their dynamical aspects.

Instead of a Lie group $G$, one can generalize the construction by using a Hopf algebra $\mathcal{H}$ (a.k.a. a quantum group) [3, 4]. At the classical level, this corresponds to replacing the cotangent bundle $T^*G$ with a Heisenberg double [5–7]. The Hamiltonian picture of Hopf algebra lattice gauge theory is relevant to the construction of topological models which are in particular used to define some quantum computing models [8, 9], or to define (loop) quantum gravity models [10–13] with a non vanishing cosmological constant.

The symmetry algebra becomes the Drinfeld double $\mathcal{H}^* \triangleright \triangleright \mathcal{H}$ of a given Hopf algebra $\mathcal{H}$, whose elements decorate the lattice (see also [14] where instead of the Drinfeld double one uses a bicrossproduct Hopf algebra). Recent developments [15, 16] have shown that a clean way to use quantum groups on the lattice is to replace the edges of the lattice with ribbons. As a consequence, the local gauge invariance is then expressed in terms of a constraint on elements of $\mathcal{H}^*$ instead of $T^*G$, which can be interpreted geometrically as a holonomy constrained to be flat. This is therefore a deformed Gauss constraint.

In any theory, the construction of observables is of course fundamental. While the notion of observables in the gravity case is more subtle than in the Yang-Mills case [17, 18], it is customary to call (abusing the terminology) the quantities that are locally gauge invariant, observables (so strictly speaking they could be called more appropriately, kinematical observables). Mathematically these quantities are invariant (i.e. transforms as scalars) under infinitesimal gauge transformations (which are deformed in the case of quantum groups).

Wilson loops are well-known and natural observables of this type in any gauge theory. They are also extended objects. In the context of loop quantum gravity, it was realized that there are other observables which are more local in nature. Instead of being extended as Wilson lines, they are associated to the vertices of the lattice [19–23].

Consider $G = \text{SU}(2)$ as the gauge group (corresponding for instance to both 3D and 4D loop quantum gravity with no cosmological constant). The fundamental degrees of freedom can be taken to be spinors (i.e. living in the fundamental representation of $\text{SU}(2)$; they have nothing to do with matter degrees of freedom) living on the ends of the lattice edges. The spinors which meet at an $n$-valent vertex can then be used to define observables labeled by pairs of incident edges, which moreover form a $\mathfrak{u}(n)$ algebra. The framework passes on to the quantum level, where spinors become spinor operators (i.e. tensor operators in the fundamental representation) and give rise to a $\mathfrak{u}(n)$ algebra of operators at each $n$-valent vertex.

Later on [24], the larger algebra $\mathfrak{so}^*(2n)$ was identified as the full algebra of observables associated to $n$-valent vertices. These observables are the most fundamental ones since any other observable in the holonomy and flux variables, such as Wilson loops, can be rewritten as a function of those fundamental observables [25]. In other words, they parametrize the invariant subspace of the phase space.

In this paper we work out the generalization to the case of the quantum group $\text{SU}_q(2)$ (with $q$ real). We start with a plain lattice gauge theory based on a ribbon structure, using the classical group $\text{SL}(2, \mathbb{C})$ but equipped with a non-trivial, deformed, Poisson structure of the Heisenberg double $D(\text{SU}(2))$. We consider the deformed spinor variables which parametrize this phase space, already introduced in [13]. We show that it is then possible to generalize the construction of the local observables of [24] to the deformed case. We obtain invariants for the deformed action of $\text{SU}(2)$.

References
We then proceed to the quantization. The quantization of the holonomy-flux algebra was already performed in [26], which involved tensor operators of spin 1. Here we quantize the spinors directly, which give rise to spinor operators. Those objects have already been developed quite extensively using the full algebraic apparatus of quantum groups [27, 28], such as the notion of braiding, induced by the quantum $\mathcal{R}$-matrix. Those algebraic considerations thus provide the guidelines to actually build local observables directly at the quantum level [12, 29]. However, since we are in the world of lattice gauge theory, it is also natural to use the geometric picture to construct the observables in terms of quantum parallel transport. Note that in the non-deformed case, no parallel transport is involved in these local observables. However, in the deformed case, AN(2) elements play the role of holonomies to transport spinors around the ribbon structure of vertices. It was already noticed in [26] that one can find quantum invariants without using the braiding provided by the $\mathcal{R}$-matrix. Here, we clarify this aspect and show that these two different approaches, algebra versus geometry, actually coincide beautifully. Indeed, the notion of braided permutation used to construct the tensor operators can be understood as a specific parallel transport along the ribbons. While this might not come as a surprise to experts in integrable systems, this interpretation in the context of lattice gauge theory is new to the best of our knowledge.

Quantizing the spinors leads to the quantization of the local observables which are built with them. The algebra of those observables around a vertex of valence $n$ is shown to be a $q$-deformation of $\mathfrak{so}^\ast(2n)$ from [24], with a $U_q(\mathfrak{u}(n))$ subalgebra. This is proved by reproducing the Serre-Chevalley relations from our quantized observables.

The setup we have just described corresponds to the kinematical structure of several models. Specifying the dynamics then specializes the model. One can e.g. construct a Hamiltonian to deal with a (deformed) Yang-Mills type theory [6], or a Kitaev-like model [16].

In a companion paper [30], we have considered the dynamics of 3D quantum gravity with a cosmological constant using the present framework. As previously done in the flat case [31], and in the deformed case using spin 1 operators [26], we were able to write Hamiltonian constraints in terms of the local observables. Their quantization then leads to quantum Hamiltonian constraints, which in the invariant spin network basis give rise to difference equations. We were then able to show that changes of triangulations under Pachner moves change the coefficients in the spin network basis with the same amplitudes as in the Turaev-Viro model. It therefore derives the path integral approach (the Turaev-Viro model) from the Hamiltonian approach.

The article is organized as follows. In section I, we recall the phase space structure of a deformed SU(2) lattice gauge theory. In particular the phase space is defined in terms of fluxes and holonomies. The basic building block is the phase space of a deformed rotator. In section II, we revisit this phase space and parametrize it in terms of spinors. We then proceed to the construction of the local observables associated to the vertices of the lattice.

In section IV, as a preparation for the quantization of the spinors, we recall the quantization of the phase space of the deformed rotator and highlight that the $\mathcal{R}$-matrix contains information on the quantum fluxes and holonomies.

In section V, we quantize the spinors and obtain explicitly spinor operators. We show that the conjugation by the $\mathcal{R}$-matrix which is used to build the observables at the quantum level can be interpreted as a parallel transport around the ribbon structure of vertices. Finally, we obtain the quantization of the local observables and prove that they form a deformation of $\mathfrak{so}^\ast(2n)$ in terms of the Serre-Chevalley relations.

I. HOLONYM-FLUX PHASE SPACE

As it is well-known, the phase space of lattice gauge theory is the phase space of a rotator, or spinning top [1], given in terms of the cotangent bundle $T^*G$ where $G$ is the gauge group. In the deformed case, the phase space is deformed, it is not a cotangent bundle anymore. The general notion replacing the cotangent bundle is the Heisenberg double [32, 33]. The configuration and momentum variables are typically called holonomies and fluxes, so that we call the usual lattice gauge theory phase space the holonomy-flux phase space. This is in contrast with the spinorial phase space which we will introduce in Section II.

In this section, we review the phase space structure of a lattice gauge theory based on the specific example of the Heisenberg double of SU(2), $\mathcal{D}(SU(2)) \cong SU(2) \rtimes \text{AN}(2)$ which we will work with all along. This can be viewed as the deformed version of an SU(2) lattice gauge theory. The deformation parameter is $\kappa \in \mathbb{R}^+$. The standard phase space $T^*SU(2)$ of an (undeformed) SU(2) lattice gauge theory is recovered in the limit $\kappa \to 0$.

A. Phase space: ribbon and Heisenberg double

We are interested in graphs embedded in a 2D canonical surface $\Sigma$. We first consider a single edge for which the phase space is the Heisenberg double $\mathcal{D}(SU(2))$ of SU(2) with the dual group AN(2). AN(2) is isomorphic to SB(2, $\mathbb{C}$),
the special Borel group, which is the group of $2 \times 2$ lower triangular matrices with positive real diagonal entries and determinant 1. We parameterize an AN(2) element $\ell$ as

$$\ell = \begin{pmatrix} \lambda & 0 \\ z & \lambda^{-1} \end{pmatrix}, \quad \lambda \in \mathbb{R}^+, \ z \in \mathbb{C}. \quad (1)$$

Note also that $\mathcal{D}(\text{SU}(2)) \cong \text{SL}(2, \mathbb{C})$. We write $\mathcal{D}(\text{SU}(2)) \cong \text{SU}(2) \ltimes \text{AN}(2)$ with $\ltimes$ encoding the mutual action of the two subgroups. This phase space can in fact be derived from a proper discretization [34] of 3D Euclidean gravity with a negative cosmological constant. A similar derivation can probably be used for other gauge theories.

**Poisson structure.** The Poisson structure of the Heisenberg double is fully determined by the $r$-matrix. Explicitly, the Poisson bracket is given by

$$\{d_1, d_2\} = -r_{21}d_1d_2 + d_1d_2r = rd_1d_2 - d_1d_2r_{21}, \quad \forall d \in \text{SL}(2, \mathbb{C}), \quad (2)$$

where we used the standard notation $d_1 = d \otimes 1$, $d_2 = 1 \otimes d$ and $r = r_{12} = \sum r_{1} \otimes r_{2}$, $r_{21} = \sum r_{2} \otimes r_{1}$. The last equality is guaranteed by the fact that $(r + r_{21})$ is the Casimir of $\mathcal{D}(\text{SU}(2))$. In the fundamental representation, the $r$-matrix can be written as a $4 \times 4$ matrix

$$r = \frac{1}{4} \sum_{i} \sigma_i \otimes \rho^i = \frac{i\kappa}{4} \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 4 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \in \mathfrak{su}(2) \otimes \mathfrak{an}(2), \quad (3)$$

where $\sigma_i$, $i = 1, 2, 3$ are the Pauli matrices, $\rho^i(i = 1, 2, 3)$ are Lie algebra generators of the Lie algebra $\mathfrak{an}(2)$ which can be written in terms of the Pauli matrices as

$$\rho^i = i\kappa(\sigma^i - \frac{1}{2}[\sigma^j, \sigma^j]) = \kappa(\sigma^i + \epsilon^{ijk}\sigma^k) \quad (4)$$

and the Lie algebra of $\mathfrak{an}(2)$ is

$$[\rho^i, \rho^j] = 2i\kappa(\delta^{ij}_k\delta^k_j - \delta^{ij}_k\delta^k_i)\rho^k. \quad (5)$$

Note that the two subgroups SU(2) and AN(2) can be treated on the same footing. The phase space $\text{SL}(2, \mathbb{C})$ can be equivalently described as the Heisenberg double $\mathcal{D}(\text{AN}(2))$ of AN(2) with the $r$-matrix $\hat{r} \in \mathfrak{an}(2) \otimes \mathfrak{su}(2)$ where we simply have that $\hat{r} = r_{21}$, $\hat{r}_{21} = r$ since it amounts to exchanging the generators of the two subspaces in (3). The two equivalent descriptions of the phase space $\text{SL}(2, \mathbb{C})$ corresponds to the two (and only two possible) Iwasawa decompositions of a given $\text{SL}(2, \mathbb{C})$ element $d$. We denote by $\ell \in \text{AN}(2), u \in \text{SU}(2)$ the elements of the left Iwasawa decomposition $d = \ell u$ and by $\tilde{\ell} \in \text{AN}(2), \tilde{u} \in \text{SU}(2)$ the elements of the right Iwasawa decomposition $d = \tilde{u}\tilde{\ell}$. Then (2) can be decomposed into the Poisson brackets between $\ell$ and $u$:

$$\{\ell_1, \ell_2\} = -[r_{21}, \ell_1 \ell_2], \quad \{\ell_1, u_2\} = -\ell_1 u_2 r_{21}, \quad \{u_1, \ell_2\} = \ell_2 ru_1, \quad \{u_1, u_2\} = -[r, u_1 u_2], \quad (6)$$

or into the Poisson brackets between $\tilde{\ell}$ and $\tilde{u}$:

$$\{\tilde{\ell}_1, \tilde{\ell}_2\} = [r_{21}, \ell_1 \tilde{\ell}_2], \quad \{\tilde{\ell}_1, \tilde{u}_2\} = -\tilde{u}_2 r_{21} \tilde{\ell}_1, \quad \{\tilde{u}_1, \tilde{\ell}_2\} = \tilde{u}_1 \tilde{\ell}_2, \quad \{\tilde{u}_1, \tilde{u}_2\} = [r, \tilde{u}_1 \tilde{u}_2]. \quad (7)$$

**Ribbon constraint.** The equivalence between the left and right Iwasawa decompositions defines a constraint, that we call the ribbon constraint

$$C = \ell u \tilde{\ell}^{-1} \tilde{u}^{-1}. \quad (8)$$

It is easy to check that this is a system of second-class constraints (meaning that they do not close under Poisson brackets). The name “ribbon” will become clear when we represent graphically these two equal Iwasawa decompositions. Concretely, an edge $e$ is thickened into a ribbon $R(e)$ with

- long sides, parallel to $e$, carrying the SU(2) elements $u, \tilde{u}$ called holonomies

- short sides carrying the AN(2) elements $\ell, \tilde{\ell}$ and called fluxes [15].
This is represented in Figure 1 together with a choice of orientations (detailed below). We have fixed the orientation of the long sides decorated with $u$ and $\tilde{u}$ to be opposite to that of the edge, which automatically fixes the orientation of the two short sides of a ribbon, so that the ribbon constraint (8) is satisfied.

All SU(2) and AN(2) subgroup elements are associated to sides of the ribbon and can thus be viewed as holonomies. The ribbon constraint is then interpreted as a trivialization of the path-ordered product of holonomies on the loop surrounding the ribbon. To emphasize that the phase space we describe here is the deformation of that of the $\Lambda = 0$ loop gravity, we use the same terminology and call $\ell, u$ fluxes and $\tilde{\ell}, \tilde{u}$ holonomies in the rest of the article. This terminology is consistent with that in [15].

By solving the ribbon constraint, we obtain the Poisson brackets between $(\ell, \tilde{\ell})$ and $(\ell, u)$:

\[
\{\ell_1, u_2\} = -r_{21} \ell_1 \tilde{u}_2, \quad \{\tilde{\ell}_1, u_2\} = -\tilde{\ell}_1 u_2 r_{21}, \quad \{u_1, \ell_2\} = \tilde{\ell}_2 u_1 r_{12}, \quad \{\tilde{u}_1, \ell_2\} = r_{12} \ell_1 \tilde{u}_2, \\
\{\ell_1, \ell_2\} = 0, \quad \{\tilde{u}_1, u_2\} = 0.
\]

(9)

The explicit Poisson brackets between the matrix elements of $\ell, u, \tilde{\ell}, \tilde{u}$ can be found in Appendix A. The dimension of the phase space for a ribbon is $12 - 6 = 6$ upon imposing the ribbon constraint, thus consistent with the dimension of $\text{SL}(2, \mathbb{C})$.

**SU(2) transformations.** Let us define $X := \ell \ell^\dagger$ and write $w = \mathbb{I} + i\vec{e} \cdot \vec{\sigma}$ an infinitesimal SU(2) group element. Then, the variation of a phase space function $h$ under a left infinitesimal SU(2) transformation is given by [15]:

\[
\delta_x h = -\lambda^{-2}\kappa^{-1}\{\text{Tr}W X, h\} = -\lambda^{-2}\kappa^{-1}\{2\varepsilon_+ \lambda^2 + \epsilon_- \lambda \varepsilon + \epsilon_+ \lambda \varepsilon, h\}, \quad \text{wthih} \quad W = \begin{pmatrix} 2\varepsilon_+ & \epsilon_- \\ \epsilon_+ & 0 \end{pmatrix}.
\]

(10)

**Change of edge orientations.** The way we associate variables to the sides of a ribbon has been described above, as in Figure 1. Changing the orientation of an edge is an involution $\iota$ which has the following effects on the variables,

\[
\iota : u \mapsto u^{-1} \\
\iota : \ell \mapsto \tilde{\ell}^{-1}
\]

(11)

and since it is an involution, $\iota(\tilde{u}) = u^{-1}$ and $\iota(\tilde{\ell}) = \ell^{-1}$.

**B. Ribbon graph and Gauss constraint**

Let $\Gamma$ be a graph embedded in $\Sigma$. We start with the phase space $\prod_v \mathcal{D}(\text{SU}(2))$ where the product is over the edges of $\Gamma$. As we thickened an edge into a ribbon, we now thicken $\Gamma$ into a ribbon graph $\Gamma_{\text{rib}}$ by

- thickening every edge into a ribbon in the same way as in Figure 1, where all ribbons are embedded in $\Sigma$,
- thickening every $n$-valent vertex of $\Gamma$ into an $n$-gon.

An example is given in Figure 2, with three 3-valent vertices and one internal face.

As such, a ribbon graph contains three types of faces:

i Faces within ribbon edges, for which the ribbon constraint is imposed - these are the faces in grey in Figure 2;

ii Faces surrounded by the short sides of the ribbons. They correspond to the thickened vertices and we call them ribbon vertices. In Figure 2, these are the three triangular faces $R(v_1), R(v_2)$ and $R(v_3)$. Notice that they are bounded by fluxes only.

iii Faces surrounded by the long sides of the ribbons - these are the faces of the original graph. They are bounded by SU(2) holonomies only.
To finish the combinatorial description of $\Gamma_{\text{rib}}$, notice that the corners of $\Gamma$, i.e., the portions of $\Sigma$ between pairs of edges incident to a vertex, give rise in $\Gamma_{\text{rib}}$ to vertices (the ends of the long and short sides, and not to be confused with ribbon vertices).

Each ribbon edge thus carries variables $\ell_e, u_e, \tilde{\ell}_e, \tilde{u}_e$ which satisfy the ribbon constraint $C_e = \ell_e u_e \tilde{\ell}_e^{-1} \tilde{u}_e^{-1}$. In addition we introduce the Gauss constraints. The Gauss constraint associated to an $n$-valent vertex $v$ imposes that the ordered product of the fluxes around the ribbon vertex $R(v)$ is trivial. Explicitly, the Gauss constraint reads

$$G_v = \prod_{i=1}^n \ell_{e_i,v}, \quad \ell_{e_i,v} = \begin{cases} \ell_i & \text{if } o_i = 1 \\ \tilde{\ell}_i^{-1} & \text{if } o_i = -1 \end{cases},$$

where $o_i = 1$ corresponds to an outgoing edge and $o_i = -1$ corresponds to an incoming edge.

The Gauss constraint generates SU(2) transformations. A phase space function $h$ transforms under the infinitesimal rotation parametrized by a infinitesimal vector $\epsilon$ as

$$\delta_{\epsilon} h = -\kappa^{-1} \prod_{i=1}^n \Lambda_i^{-2} \{ \text{Tr}(W G_v G_v^\dagger), h \},$$

with $W = \begin{pmatrix} 2\epsilon_+ & \epsilon_- \\ \epsilon_+ & 0 \end{pmatrix}$,

where $\Lambda_i$ is the first diagonal element of the matrix (1) of the $i$-th flux, $\ell_{e_i,v}$, in $G_v$, that is $\lambda_i$ or $\tilde{\lambda}_i^{-1}$.

Beyond the kinematical aspects, several choices of dynamics are possible, such as lattice Hamiltonians for Yang-Mills. There is also a topological model called BF, and corresponding to 3D gravity, where the Hamiltonian is a constraint, just like the Gauss constraint. It is called the flatness constraint, and it imposes the holonomies around all faces to be trivial. The classical setup and the quantization of this flatness constraint was initiated in [26] and the extension to spinors has been developed in the companion article [30].

C. Adjoint ribbon parameterization

We have been working with the ribbon constraint (8), but there is another version available. Indeed, we have worked with AN(2) in terms of lower triangular matrices. But instead, we could use upper triangular matrices. The equivalence between the two formulations can be seen by using the adjoint on $C$. It is also convenient to take the inverse, so that SU(2) elements are left invariant. This gives the following adjoint ribbon constraint

$$C = \ell u \tilde{\ell}^{-1} \tilde{u}^{-1} \quad \rightarrow \quad C^{-1\dagger} = \ell^{-1} u \tilde{\ell}^\dagger \tilde{u}^{-1}.$$
It amounts to replacing $\ell$ and $\tilde{\ell}$ with respectively $\ell^{-1\dagger}$ and $\tilde{\ell}^{-1\dagger}$ (and similarly with $u, \tilde{u}$ but obviously $u^{-1\dagger} = u$ for any $u \in SU(2)$). Therefore, only the short side structure is changed, as in Figure 3. The associated transformation preserving the Lie algebra $\mathfrak{an}(2)$ is given by $\rho^i \to -\rho^{i\dagger}$. As a consequence, one switches the $r$-matrix by $r \to r^\dagger = -r_{21}$. All Poisson brackets are given in Appendix A.

Under this parametrization, the Gauss constraint is transformed accordingly as $G_\nu \to G_\nu^{\dagger -1}$, which transforms $G_\nu G_\nu^\dagger \to (G_\nu G_\nu^\dagger)^{-1}$. We thus have the same action on phase space functions as with the previous generators of gauge transformations if we consider

$$
\delta_\epsilon h = -\frac{1}{\kappa} \prod_{i=1}^n \Lambda_i^{-2} \{Tr \tilde{W} (G_\nu G_\nu^\dagger)^{-1}, h\}, \quad \text{with} \quad \tilde{W} = \begin{pmatrix} 0 & -\epsilon_- \\ -\epsilon_+ & 2\epsilon_z \end{pmatrix},
$$

(15)

where $\Lambda_i$ is still $\lambda_i$ or $\tilde{\lambda}_i^{-1}$ according to the orientation of the edge $e_i$.

In fact, this adjoint parametrization is not only an alternative one but a necessary piece to construct the complete kinematical phase space because $\ell$ and $\tilde{\ell}$ only contain respectively $z$ and $\tilde{z}$ in their matrix elements, but neither $\bar{z}$ nor $\bar{\tilde{z}}$. We will see in Section IV that both $z$ and $\bar{z}$ (as well as $\tilde{z}$ and $\bar{\tilde{z}}$) are needed to construct the $U_q(\mathfrak{su}(2))$ generators upon quantization.

II. SPINORIAL PHASE SPACE FOR A DEFORMED LATTICE GAUGE THEORY

We have just described above the kinematical phase space using the holonomy-flux variables. We now describe the same space in terms of spinors. They live on the half-edges of the lattice and will make it easier to construct local, gauge invariant quantities, i.e. observables. Indeed, invariant functions of fluxes, for example, do not Poisson close \cite{19}. The right variables to build a (Poisson) closed algebra of observables are the spinors.

To avoid confusion, we emphasize that they do not encode matter degrees of freedom, they are just a different parametrization of the phase-space. They were initially introduced in the loop quantum gravity formalism as a parametrization of the $T^*SU(2)$ phase space \cite{19, 21, 31, 35–38}. We intend here to construct the deformed spinors which provide an alternative parametrization of the deformed holonomy-flux phase space, which will allow us to construct the (deformed) notion of observables for this set up.

We start with some deformed spinors that allow us to parametrize the $\text{AN}(2)$ elements. We will then use them to define $SU(2)$-covariant spinors which are the key objects of this section. In Section V, they will be quantized as spinor operators, which are spin-1/2 tensor operators for $U_q(\mathfrak{su}(2))$ or $U_{q^{-1}}(\mathfrak{su}(2))$ \cite{27}. Graphically, they can be naturally associated to the four corners of the ribbon, see Figure 4, which will be clear by the end of Section II C.

$$
\begin{array}{c}
|\ell\rangle & \tilde{u} & |\tilde{\ell}\rangle \\
\ell & \tilde{\ell} \\
|\tau\rangle & u & |\tilde{\tau}\rangle
\end{array}
$$

FIG. 4: SU(2)-covariant spinors in the ribbon picture. Note that we can replace $\ell$ and $\tilde{\ell}$ respectively by $\ell^{-1\dagger}$ and $\tilde{\ell}^{-1\dagger}$.
A. Basic variables

Our building blocks are two independent spinors $|\zeta\rangle, |\bar{\zeta}\rangle \in \mathbb{C}^2$ and their conjugate $\langle \zeta | \in \mathbb{C}^2$ and $\langle \bar{\zeta} | \in \mathbb{C}^2$,

$$ |\zeta\rangle = \begin{pmatrix} \zeta_0 \\ \zeta_1 \end{pmatrix}, \quad \langle \zeta | = (\bar{\zeta}_0, \bar{\zeta}_1), \quad |\bar{\zeta}\rangle = \begin{pmatrix} \bar{\zeta}_0 \\ \bar{\zeta}_1 \end{pmatrix}, \quad \langle \bar{\zeta} | = (\bar{\zeta}_0, \bar{\zeta}_1),$$

such that

$$\{\zeta_A, \bar{\zeta}_B\} = -i\delta_{AB}, \quad \{\zeta_A, \bar{\zeta}_B\} = \{\bar{\zeta}_A, \zeta_B\} = \{\zeta_A, \bar{\zeta}_B\} = \{\bar{\zeta}_A, \zeta_B\} = 0, \forall A, B = 0, 1.$$  

We also introduce the dual spinor

$$|\tilde{\zeta}\rangle = \begin{pmatrix} -\bar{\zeta}_1 \\ \zeta_0 \end{pmatrix} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} |\zeta\rangle, \quad \langle \tilde{\zeta} | = ( -\zeta_1, \zeta_0 ).$$

which is orthogonal to $|\zeta\rangle$, $\langle \zeta | \tilde{\zeta} \rangle = 0$. Similarly, one defines the dual of the tilde spinor $|\tilde{\zeta}\rangle$. We denote $N_A = \zeta_A \bar{\zeta}_A$, the modulus of the spinor components for $A = 0, 1$ and $N = N_0 + N_1$ for their norm. A spinor and its dual have the same norm $\langle \zeta | \zeta \rangle = [\zeta | \zeta ] = N$. The modulus generates dilation on the complex variables:

$$\{N_A, \zeta_B\} = i\delta_{AB} \zeta_A, \quad \{N_A, \bar{\zeta}_B\} = -i\delta_{AB} \bar{\zeta}_B.$$  

Let us now define the deformed variables $|\zeta^\kappa\rangle$ from $|\zeta\rangle$, with its dual $\langle \zeta^\kappa |$ and norm $\langle \zeta^\kappa | \zeta^\kappa \rangle$ as in [13]:

$$\zeta_A^\kappa \equiv \zeta_A \sqrt{\frac{\sinh(\kappa N_A)}{2 N_A}}, \quad \bar{\zeta}_A^\kappa \equiv \bar{\zeta}_A,$$

$$\langle \zeta^\kappa | \zeta^\kappa \rangle = \sum_A \zeta_A^\kappa \bar{\zeta}_A^\kappa = \sum_A \frac{2}{\kappa} \sinh(\frac{\kappa N_A}{2}) = \frac{1}{\kappa} \sum_A \left( e^{\frac{\kappa N_A}{2}} - e^{-\frac{\kappa N_A}{2}} \right) \geq 0, \text{ with } N_A = \zeta_A \bar{\zeta}_A.$$  

They satisfy the following Poisson brackets

$$\{\zeta_A^\kappa, \bar{\zeta}_B^\kappa\} = -i\delta_{AB} \cosh\left(\frac{\kappa N_A}{2}\right), \quad \{N_A, \zeta_B^\kappa\} = i\delta_{AB} \zeta_A^\kappa, \quad \{N_A, \bar{\zeta}_B^\kappa\} = -i\delta_{AB} \bar{\zeta}_A^\kappa.$$  

It is easy to check that we recover the undeformed Poisson brackets (18) when $\kappa \to 0$. The deformed variable $|\tilde{\zeta}^\kappa\rangle$ is defined from $|\tilde{\zeta}\rangle$ by (19) and (20) where all $\zeta_A$ are replaced by $\tilde{\zeta}_A$.

**Change of edge orientations.** Since there are no differences between $|\zeta^\kappa\rangle$ and $|\tilde{\zeta}^\kappa\rangle$, and since changing the orientation of an edge exchanges the two sectors, it is natural to lift the involution $\iota$ to the spinor space as follows,

$$\iota(\zeta_A) = \tilde{\zeta}_A^\kappa, \quad \iota(\tilde{\zeta}_A) = \zeta_A^\kappa, \quad \text{for } A = 0, 1.$$  

**Reconstructing the fluxes.** We will use $\zeta_{0,1}^\kappa$ to reconstruct $\ell$ and $\tilde{\zeta}_{0,1}^\kappa$ to reconstruct $\tilde{\ell}$. Since the spinors in the tilde and non-tilde sectors are identical whereas $\iota(\ell) \neq \tilde{\ell}$, $\ell$ can not be the same function of $\zeta_{0,1}^\kappa$ as $\tilde{\ell}$ is of $\tilde{\zeta}_{0,1}^\kappa$. We use

$$\lambda \equiv \exp\left(\frac{\kappa}{4}(N_1 - N_0)\right), \quad z \equiv -\kappa \zeta_0^\kappa \zeta_1^\kappa,$$

$$\tilde{\lambda} \equiv \exp\left(\frac{\kappa}{4}(\bar{N}_0 - \bar{N}_1)\right), \quad \tilde{z} \equiv \kappa \bar{\zeta}_0^\kappa \bar{\zeta}_1^\kappa.$$  

By applying $\iota$ to (23), we recover as expected that $\iota(\lambda) = \tilde{\lambda}^{-1}$ and $\iota(z) = -\tilde{z}$. The AN(2) matrices $\ell$ and $\tilde{\ell}$ become functions of the spinors,

$$\ell(\zeta_{0,1}^\kappa, \zeta_{0,1}^\kappa) = \begin{pmatrix} \lambda & 0 \\ z & \lambda^{-1} \end{pmatrix}, \quad \tilde{\ell}(\tilde{\zeta}_{0,1}^\kappa, \tilde{\zeta}_{0,1}^\kappa) = \begin{pmatrix} \tilde{\lambda} & 0 \\ \tilde{z} & \tilde{\lambda}^{-1} \end{pmatrix},$$

and $\iota(\ell) = \tilde{\ell}^{-1}$. It is easy to check that these AN(2) matrix elements do satisfy the expected Poisson brackets (A4). Let us point out that $z, \tilde{z}, \lambda$ all commute with $N = N_0 + N_1, \{N, \tilde{z}\} = \{N, \lambda\} = \{N, z\} = 0$.

While the deformed variables $|\zeta^\kappa\rangle$ and $|\tilde{\zeta}^\kappa\rangle$ are important in parametrizing the AN(2) elements and generating the (infinitesimal) rotation transformations [15], they are not yet the spinors we will use to reconstruct the holonomy-flux phase space, because they do not transform covariantly under the SU(2) action.
B. Covariant Spinors

Let us now define the variables which transform covariantly as spin 1/2 under SU(2), i.e. either (13) or (15), depending on if we consider the ribbon variable \( \ell \) or \( \ell^{-1} \). We consider the first case, where we deal with \( \ell \). We recall that \( X = \ell \ell^\dagger \) with \( \ell \) an AN(2) element now parametrized as in (24) whose entries are defined in terms of the spinor variables given in (23).

**Covariant spinor.** An SU(2)-covariant spinor (henceforth spinor) \(|T\rangle\) is defined by the transformation law

\[
\delta_c|T\rangle \equiv (w - \mathbb{1})|T\rangle = i \left( \begin{array}{cc} \epsilon_z & \epsilon_- \\ \epsilon_+ & -\epsilon_z \end{array} \right) |T\rangle, 
\]

(25)

where we recall that \( w = \mathbb{1} + i \bar{\sigma}^\dagger \bar{\sigma} \) is an infinitesimal SU(2) group element. As shown in [13], the only two independent solutions (up to normalization) to equate the RHS of (25) with the RHS of (10) are \(|t\rangle\) and its dual \(|\bar{t}\rangle\) defined as

\[
|t\rangle = \left( \begin{array}{c} t_- \\ t_+ \end{array} \right) = \left( \begin{array}{c} e^{\frac{iN_1}{2} \zeta_0^K} \\ e^{-\frac{iN_0}{2} \zeta_1^K} \end{array} \right), \quad |\bar{t}\rangle = \left( \begin{array}{c} -\bar{t}_- \\ \bar{t}_+ \end{array} \right) = \left( \begin{array}{c} -e^{-\frac{iN_0}{2} \zeta_1^K} \\ e^{\frac{iN_1}{2} \zeta_0^K} \end{array} \right). 
\]

(26)

The Poisson brackets of the components are

\[
\{t_-, t_+\} = \frac{iN}{2} t_- t_+, \quad \{t_-, \bar{t}_-\} = \frac{iN}{2} \left( t_- \bar{t}_- - \frac{2}{N} \mathbb{1} \mathbb{1} \right), \\
\{t_-, \bar{t}_+\} = -\frac{iN}{2} \bar{t}_- t_+, \quad \{t_+, t_+\} = \frac{iN}{2} \left( t_+ \bar{t}_+ + \frac{2}{N} \mathbb{1} \mathbb{1} \right), \quad \{t_-, \bar{t}_-\} = \{t_+, \bar{t}_+\} = 0. 
\]

(27)

**Braided covariant spinor.** The spinor \(|t\rangle\) can be “parallelly transported” by \( \ell^{-1} \), which produces another spinor, whose transformation law under SU(2) is called braided. Explicitly, using (23), we have

\[
\ell^{-1} |t\rangle = \left( \begin{array}{cc} \lambda^{-1} & 0 \\ -\bar{\lambda} & \lambda \end{array} \right) \left( \begin{array}{c} e^{\frac{iN_1}{2} \zeta_0^K} \\ e^{-\frac{iN_0}{2} \zeta_1^K} \end{array} \right) = e^{\frac{iN}{2}} \left( \begin{array}{c} e^{-\frac{iN_0}{2} \zeta_1^K} \\ e^{\frac{iN_1}{2} \zeta_0^K} \end{array} \right), 
\]

(28)

which prompts the definition of the following spinor\(^1\),

\[
|\tau\rangle \equiv e^{-\frac{iN}{2}} \ell^{-1} |t\rangle. 
\]

(29)

The dual of \(|\tau\rangle\) is

\[
|\tau\rangle = \left( \begin{array}{cc} 0 & -1 \\ 1 & 0 \end{array} \right) |\bar{t}\rangle = \left( \begin{array}{c} -\bar{\tau}_+ \\ \bar{\tau}_- \end{array} \right) = \left( \begin{array}{c} -e^{-\frac{iN_0}{2} \zeta_1^K} \\ e^{\frac{iN_1}{2} \zeta_0^K} \end{array} \right) = e^{\frac{iN}{2}} \ell^{-1} |t\rangle. 
\]

On the other hand, as the ribbon structure can be equivalently represented by either \( \ell \) or \( \ell^{-1} \) as shown in (14), one expects that \(|\tau\rangle\) can also be defined by parallelly transporting \(|t\rangle\) with \( \ell^\dagger \). This is indeed the case,

\[
|\tau\rangle = e^{\frac{iN}{2}} \ell^\dagger |t\rangle, \quad |\tau\rangle = e^{-\frac{iN}{2}} \ell^\dagger |t\rangle. 
\]

Hence whether we use \( \ell \) or \( \ell^{-1} \) we get essentially the same object.

The Poisson brackets of the components of \(|\tau\rangle\) are the same as those of \(|t\rangle\) and \(|\bar{t}\rangle\) with \( \tau_A \) replacing \( t_- \) and \( \bar{\tau}_A \) replacing \( t_+ \), i.e.

\[
\{\tau_-, \tau_+\} = -\frac{iN}{2} \tau_- \tau_+, \quad \{\tau_-, \bar{\tau}_-\} = -\frac{iN}{2} (\tau_- \bar{\tau}_- + 2 e^{-\frac{iN}{2}}), \\
\{\bar{\tau}_-, \bar{\tau}_+\} = \frac{iN}{2} (\bar{\tau}_- \bar{\tau}_+ - 2 e^{-\frac{iN}{2}}), \quad \{\tau_-, \bar{\tau}_-\} = \{\bar{\tau}_-, \bar{\tau}_+\} = 0. 
\]

(31)

\(^1\) It differs from the spinor \(|\tau\rangle\) of [13] by its normalization.
It will also be useful to compute the Poisson brackets between \( \{t_A, \tilde{t}_A\} \) and \( \{\tau_A, \tilde{\tau}_A\} \). They give
\[
\begin{align*}
\{t_-, \tilde{\tau}_-\} &= -i \cosh \frac{\sqrt{2} \kappa}{2}, \quad \{t_-, \tilde{\tau}_+\} = -i \sinh \frac{\sqrt{2} \kappa}{2}, \quad \{t_+, \tilde{\tau}_-\} = -i \sinh \frac{\sqrt{2} \kappa}{2}, \quad \{t_+, \tilde{\tau}_+\} = -i \cosh \frac{\sqrt{2} \kappa}{2}, \\
\{\tilde{t}_-, \tau_-\} &= i \cosh \frac{\sqrt{2} \kappa}{2}, \quad \{\tilde{t}_-, \tau_+\} = i \sinh \frac{\sqrt{2} \kappa}{2}, \quad \{\tilde{t}_+, \tau_-\} = i \sinh \frac{\sqrt{2} \kappa}{2}, \quad \{\tilde{t}_+, \tau_+\} = i \cosh \frac{\sqrt{2} \kappa}{2}, \\
\{t_A, \tau_B\} &= 0, \quad \{\tilde{t}_A, \tilde{\tau}_B\} = 0.
\end{align*}
\]

\(|\tau\rangle\) defines what we call a braided spinor. Indeed, it transforms as a spinor under the SU(2) transformations generated by (10), but with a group element \(w'\) related to \(w\) through \(\ell\). Since triangular matrices are not stable under conjugation by SU(2) group elements, we need to introduce another SU(2) group element to stabilize the transformation. Let \((w)\ell \in A\ell(2)\) and \(w' \in SU(2)\) be defined by the Iwasawa decomposition
\[
(\ell)^w = (w)\ell w',
\]
Then we say that \(\ell\) transforms as
\[
(\ell)^w \in SU(2) \quad (w)\ell = w\ell w'^{-1} \in A\ell(2).
\]

Going at the infinitesimal level [15],
\[
w \sim I + i\epsilon \cdot \bar{\sigma} = I + i \begin{pmatrix} \epsilon_z & \epsilon_- \\ \epsilon_+ & -\epsilon_z \end{pmatrix}, \quad w' \sim I + i\epsilon' \cdot \bar{\sigma} = I + i \begin{pmatrix} \epsilon'_z & \epsilon'_- \\ \epsilon'_+ & -\epsilon'_z \end{pmatrix},
\]
the relation between \(\epsilon'\) and \(\bar{\epsilon}'\) is given by
\[
\begin{align*}
\epsilon'_\pm &= \lambda^{-2} \epsilon_\pm, \\
\bar{\epsilon}'_z &= \epsilon_z + \frac{1}{2} (\lambda^{-1} z \epsilon_- + \lambda^{-1} \bar{z} \epsilon_+).
\end{align*}
\]

One can then check that, remarkably, the transformation generated by (10) is a rotation by the infinitesimal version of \(w'\)
\[
\delta_\epsilon|\tau\rangle = -\lambda^{-2} \kappa^{-1} \{\text{Tr} W X, |\tau\rangle\} = -\lambda^{-2} \kappa^{-1} \{2\epsilon_z \lambda^2 + \epsilon_- \lambda z + \epsilon_+ \lambda \bar{z}, |\tau\rangle\} = \begin{pmatrix} \epsilon'_z & -\epsilon'_- \\ \epsilon'_+ & -\epsilon'_z \end{pmatrix} \sim (w' - I)|\tau\rangle,
\]
\(|\tau\rangle\) is also a braided covariant spinor. The transformation (37) can also be written as a non-braided one, but generated with \(X^{\text{op}} := \ell^\dagger \ell\) instead of \(X\),
\[
\delta_\epsilon|\tau\rangle = \lambda^2 \kappa^{-1} \{\text{Tr} W' (X^{\text{op}})^{-1}, |\tau\rangle\} = \lambda^2 \kappa^{-1} \{2\epsilon'_z \lambda^{-2} - \epsilon'_- \lambda^{-1} z - \epsilon'_+ \lambda^{-1} \bar{z}, |\tau\rangle\} = (w' - I)|\tau\rangle,
\]
with \(W' = \epsilon'_z (I + \sigma_z) + \epsilon'_- \sigma_+ + \epsilon'_+ \sigma_-\). \(|t\rangle, |t\rangle\) and \(|\tau\rangle, |\tau\rangle\) can viewed as two orthogonal complete basis of the space \(\mathbb{C}^2 \otimes \mathbb{C}^2\). We have seen the orthogonality \(|t\rangle\langle t| = |\tau\rangle\langle \tau| = 0\) above. Their completeness is guaranteed by the fact that
\[
|t\rangle\langle t| + |t\rangle\langle t| = 1 \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix} = |\tau\rangle\langle \tau| + |\tau\rangle\langle \tau|.
\]

C. The tilde spinors

Covariant spinors and braided covariant spinors for the tilde sector, the “tilde covariant spinors”, are defined in a similar way as the non-tilde ones. We have
\[
|\tilde{t}\rangle = \iota(|t\rangle) = \begin{pmatrix} \tilde{t}_- \\ \tilde{t}_+ \end{pmatrix} = \begin{pmatrix} e^{\frac{-\sqrt{2} \kappa}{2}} \xi_0 \\ e^{\frac{\sqrt{2} \kappa}{2}} \xi_1 \end{pmatrix}, \quad |\tilde{\tau}\rangle = \iota(|\tau\rangle) = \begin{pmatrix} \tilde{\tau}_- \\ \tilde{\tau}_+ \end{pmatrix} = \begin{pmatrix} e^{\frac{-\sqrt{2} \kappa}{2}} \xi_0 \\ e^{\frac{\sqrt{2} \kappa}{2}} \xi_1 \end{pmatrix},
\]
whose norms are given by
\[
\langle \tilde{t}| \tilde{t} \rangle = |\tilde{t}| \tilde{t} \rangle = |\tilde{\tau}| \tilde{\tau} \rangle = \frac{2}{\kappa} \sinh \left(\frac{\kappa}{2} \tilde{N}\right).
\]
They are independent of the non-tilde spinors, i.e. all the components Poisson commute with those of the non-tilde spinors. The Poisson brackets of the tilde spinor components are the same as the non-tilde ones:

\[
\begin{align*}
\{\tilde{t}_-, \tilde{t}_+\} &= \frac{i\kappa}{2} \tilde{t}_- \tilde{t}_+ , \\
\{\tilde{t}_-, \tilde{t}_+\} &= -\frac{i\kappa}{2} \tilde{t}_- \tilde{t}_+ , \\
\{\tilde{I}_-, \tilde{I}_+\} &= \frac{i\kappa}{2} \left( \tilde{I}_- \tilde{I}_+ - \frac{2}{\kappa} e^{\tilde{N}} \right) , \\
\{\tilde{I}_-, \tilde{I}_+\} &= \frac{i\kappa}{2} \left( \tilde{I}_+ \tilde{I}_- + \frac{2}{\kappa} e^{-\tilde{N}} \right) , \\
\{\tilde{\tau}_-, \tilde{\tau}_+\} &= -\frac{i\kappa}{2} \tilde{\tau}_- \tilde{\tau}_+ , \\
\{\tilde{\tau}_-, \tilde{\tau}_+\} &= -\frac{i\kappa}{2} \left( \tilde{\tau}_- \tilde{\tau}_+ + \frac{2}{\kappa} e^{-\tilde{N}} \right) , \\
\{\tilde{\bar{\tau}}_-, \tilde{\bar{\tau}}_+\} &= \frac{i\kappa}{2} \tilde{\bar{\tau}}_+ \tilde{\bar{\tau}}_+ , \\
\{\tilde{\bar{\tau}}_-, \tilde{\bar{\tau}}_+\} &= \frac{i\kappa}{2} \left( \tilde{\bar{\tau}}_+ \tilde{\bar{\tau}}_- - \frac{2}{\kappa} e^{\tilde{N}} \right) , \\
\{\tilde{\bar{\tau}}_-, \tilde{\bar{\tau}}_+\} &= \{\tilde{\bar{\tau}}_-, \tilde{\bar{\tau}}_+\} = 0 .
\end{align*}
\]

(42)

Note however that \(\tilde{\ell}\) is not the same function of \(\tilde{\zeta}_N, \tilde{\zeta}_1^1\) as \(\ell\) is of \(\zeta_N, \zeta_1^1\), see (23), (24). In fact, we have \(\ell(\tilde{\ell}) = \tilde{\ell}^{-1}\) where we recall that \(\ell\) defined in (22) is an operator which adds tildes to \(\zeta_N, \zeta_1^1\) and their complex conjugates. As a consequence, the relation between \(|\ell\rangle\) and \(|\tilde{\ell}\rangle\) is not obtained by adding tildes to \(|\tau\rangle = e^{-\frac{i\kappa}{2} \ell^{-1}}|t\rangle\). Instead we act with \(\ell\) to get

\[
|\tilde{\tau}\rangle = e^{-\frac{i\kappa}{2} \ell^{-1} t}|\tilde{\ell}\rangle = e^{\frac{i\kappa}{2} \tilde{\ell}^{-1} |\ell\rangle} .
\]

(44)

Since the Poisson brackets of the tilde spinors are the same (with tildes) as the non-tilde ones, the generator of SU(2) transformations for the tilde spinors is given by

\[
\ell(-\lambda^2 \kappa^{-1} \text{Tr}(W \bar{X})) = -\lambda^2 \kappa^{-1} \text{Tr}(\bar{X}^\text{op})^{-1} ,
\]

(45)

where \(\bar{X}^\text{op} = \tilde{\ell}^\dagger \tilde{\ell}\). This is consistent with the Gauss constraint (12), which is a product of \(\ell\) and \(\tilde{\ell}^{-1}\) depending on the orientations of the ribbons. Explicitly, we can expand \(\text{Tr}(\bar{X}^\text{op})^{-1}\) as

\[
\text{Tr}(\bar{X}^\text{op})^{-1} = 2\epsilon_\bar{z} \bar{\lambda}^{-2} - \epsilon_\bar{\lambda} \bar{\lambda}^{-1} \bar{z} - \epsilon_+ \bar{\lambda}^{-1} \bar{\lambda} .
\]

(46)

It is straightforward then using the Poisson brackets from Appendix A to show that the tilde spinors (40) satisfy the following equations

\[
\begin{align*}
\delta_\epsilon\{\tilde{\ell}\} &= -\lambda^2 \kappa^{-1} \{\text{Tr}(\bar{X}^\text{op})^{-1}, |\tilde{\ell}\rangle\} = (w - \|)|\tilde{\ell}\rangle , \\
\delta_\epsilon\{\tilde{\tau}\} &= -\lambda^2 \kappa^{-1} \{\text{Tr}(\bar{X}^\text{op})^{-1}, |\tilde{\tau}\rangle\} = (w'' - \|)|\tilde{\tau}\rangle , \\
\delta_\epsilon\{\tilde{\bar{\tau}}\} &= -\lambda^2 \kappa^{-1} \{\text{Tr}(\bar{X}^\text{op})^{-1}, |\tilde{\bar{\tau}}\rangle\} = (w'' - \|)|\tilde{\bar{\tau}}\rangle ,
\end{align*}
\]

(47)

where the infinitesimal SU(2) elements \(w = I + i\epsilon^\prime \cdot \bar{\sigma}\) and \(w'' = I + i\epsilon^{''} \cdot \bar{\sigma}\) are related by the right SU(2) transformation of \(\tilde{\ell}\), i.e.

\[
\tilde{\ell} \quad \text{weSU(2)} ightarrow \quad \tilde{\ell}(w) = w''^{-1} \tilde{\ell} w \in \text{AN(2)} , \\
I = I + i\epsilon^\prime \cdot \bar{\sigma} = I + i\left( \begin{array}{c} \epsilon_- \\ \epsilon_+ \end{array} \right) , \\
I = I + i\epsilon'' \cdot \bar{\sigma} = I + i\left( \begin{array}{cc} \epsilon''_+ & \epsilon''_- \\ \epsilon''_- & \epsilon''_+ \end{array} \right) .
\]

(49)

Thus the two infinitesimal parameters \(\epsilon^\prime\) and \(\epsilon^{''}\) are related by

\[
\begin{align*}
\epsilon''_+ & = \lambda^2 \epsilon_+ , \\
\epsilon''_- & = \epsilon_- - 1/2(\bar{\lambda}\epsilon_- + \lambda \bar{\lambda} \epsilon_+) .
\end{align*}
\]

(50)

Just like there are two ways to write the transformations of \(|\tau\rangle\) and \(|\tilde{\tau}\rangle\), there are also two for \(|\bar{\tau}\rangle\) and \(|\tilde{\bar{\tau}}\rangle\). While we have seen above the equivalent of (37), the equivalent of (38) is

\[
\delta_\epsilon\{\bar{\tau}\} = \ell(\lambda^2 \kappa^{-1} \{\text{Tr}(W'' \bar{X}^\text{op})^{-1}, |\bar{\tau}\rangle\} = \lambda^2 \kappa^{-1} \{\text{Tr}(W'' \bar{X})|\bar{\tau}\rangle\} , \\
\delta_\epsilon\{\tilde{\bar{\tau}}\} = \lambda^2 \kappa^{-1} \{\text{Tr}(W'' \bar{X})|\tilde{\bar{\tau}}\rangle\} ,
\]

(51)

and it is clear that \(|\bar{\tau}\rangle\) and \(|\tilde{\bar{\tau}}\rangle\) are braided spinors in the same sense as \(|\tau\rangle, |\tilde{\tau}\rangle\).

There is a nice geometric interpretation of the relations (29) and (44) which define the braided covariant spinors. If we consider \(|\tilde{\ell}\rangle\) to sit at a vertex of \(\Gamma_{\text{rib}}\) which is the target of the short side carrying \(\ell\), then \(|\tau\rangle = e^{-\frac{i\kappa}{2} \ell^{-1}}|t\rangle\) sits on the vertex of \(\Gamma_{\text{rib}}\) at the source of the short side carrying \(\ell\). In other words, \(|\tau\rangle\) results from parallelly transporting \(|t\rangle\) by \(\ell^{-1}\). Similarly \(|\bar{\tau}\rangle\) is the result of parallelly transporting \(|\tilde{\ell}\rangle\) by \(\tilde{\ell}\). This is represented in Figure 4.
D. Recovering the holonomy-flux variables from the spinors

We assign the four spinors $|t⟩$, $|τ⟩$, $|$ and $|$ to the corners of the ribbon edge as in Figure 4. We assume the norm matching condition $N = \bar{N}$ so that the tilde spinors and their corresponding non-tilded spinors have the same norm:

$$\langle t|t⟩ = |\bar{τ}|\bar{τ}⟩ = \frac{2}{\kappa} \sinh \frac{\kappa N}{2}.$$ 

The holonomies $u, \bar{u} \in SU(2)$ can be parametrized in terms of these spinors

$$u = \frac{|τ|\bar{t} - |τ⟩\bar{t}}{\sqrt{|τ|τ⟩⟨t|t⟩}}, \quad \bar{u} = \frac{|\bar{t}⟩|t⟩ - |t⟩\bar{t}}{\sqrt{|t⟩t⟩⟨\bar{t}|\bar{t}⟩}}, \quad \text{with } N = \bar{N},$$

so that the following parallel transport relations along the long sides of the ribbon are satisfied,

$$u[t] = |t⟩, \quad u[\bar{t}] = -|τ⟩, \quad u^{-1}[τ] = |\bar{t}⟩, \quad u^{-1}[|t⟩] = -|\bar{t}⟩,$$

$$\bar{u}[\bar{t}] = -|t⟩, \quad \bar{u}[\bar{τ}] = |t⟩, \quad \bar{u}^{-1}[|\bar{t}⟩] = -|t⟩, \quad \bar{u}^{-1}[|\bar{τ}⟩] = |t⟩.$$ 

On the other hand, the fluxes $\ell, \bar{\ell} \in \text{SU}(2)$ can also be reconstructed by the deformed spinors as

$$\ell = \frac{e^{\frac{\kappa N}{2}} |t⟩⟨τ⟩ + e^{-\frac{\kappa N}{2}} |t⟩⟨t⟩}{\sqrt{⟨t⟩t⟩⟨τ⟩τ⟩}}, \quad \bar{\ell} = \frac{e^{\frac{\kappa N}{2}} |\bar{t}⟩⟨\bar{τ}⟩ + e^{-\frac{\kappa N}{2}} |\bar{t}⟩⟨|t⟩⟩}{\sqrt{⟨|t⟩t⟩⟨\bar{τ}⟩\bar{t}⟩}}.$$ 

Their inverses

$$\ell^{-1} = \frac{e^{-\frac{\kappa N}{2}} |t⟩⟨τ⟩ + e^{\frac{\kappa N}{2}} |t⟩⟨t⟩}{\sqrt{⟨t⟩t⟩⟨τ⟩τ⟩}}, \quad \bar{\ell}^{-1} = \frac{e^{-\frac{\kappa N}{2}} |\bar{t}⟩⟨\bar{τ}⟩ + e^{\frac{\kappa N}{2}} |\bar{t}⟩⟨|t⟩⟩}{\sqrt{⟨|t⟩t⟩⟨\bar{τ}⟩\bar{t}⟩}}$$

can be checked by the orthogonality and completeness (39) of the two bases $\{|t⟩, |\bar{t}⟩\}$ and $\{|τ⟩, |\bar{τ}⟩\}$. Likewise for the tilde sectors. The parallel transport relations between the spinors and braided spinors by the fluxes can be perfectly reflected by (55) and (56).

Therefore, the spinor assignment of Figure 4 fully illustrates the parallel transport relations of the four spinors. Finally, they solve the ribbon constraint:

$$\left\{ \begin{array}{l}
\ell u[t] = |t⟩ = e^{-\frac{\kappa N}{2}} |t⟩ \\
\bar{u} [\bar{t}] = e^{-\frac{\kappa N}{2}} |\bar{τ}⟩ = e^{-\frac{\kappa N}{2}} |t⟩ \\
\end{array} \right. \implies C \equiv \ell u \bar{\ell} - \bar{u}^{-1} = 1,$$

and the same can be done with the equivalent ribbon constraint $\ell^{-1}u[\bar{t}]\bar{u}^{-1} = 1$. These spinors thus live on the constraint surface generated by the ribbon constraint $C$. The matrix components defined in (53) also satisfy the desired Poisson brackets (see (A.4)).

As shown in [13], the phase space $\text{SL}(2, \mathbb{C})$ with the Poisson structure (2) for one ribbon is equivalent to $S_\kappa \times \bar{S}_\kappa // \mathcal{M}$, with $S_\kappa = \{|t⟩, |\bar{t}⟩ \in \mathbb{C}^2 \backslash \{(t|t) = 0\}\}$ the spinor phase space with the Poisson structure (27), $\bar{S}_\kappa = \{|\bar{t}⟩, |\bar{τ}⟩ \in \mathbb{C}^2 \backslash \{(\bar{t}|\bar{t}) = 0\}\}$ the phase space with the Poisson structure (42), and $\mathcal{M} := N - \bar{N}$ the norm matching constraint. It is a simple check that the dimension of such a phase space is $8 - 2 = 6$, matching that of the holonomy-flux phase space constructed in Section I.

E. $\kappa \to 0$ limit: the non-deformed phase space

We furthermore write the fluxes in terms of the spinors. Consider the Hermitian matrices $\ell \ell^\dagger = \kappa X_0 - \kappa \vec{X} \cdot \vec{σ}$ and $\ell \ell^\dagger \equiv \kappa X_0 = \kappa X^\dagger = \kappa X^\dagger = \kappa \vec{X} \cdot \vec{σ}$. Their components can be represented in term of the spinors $|t⟩$ and $|τ⟩$,

$$X_0 = \frac{1}{\kappa} \sqrt{1 + \frac{\kappa^2}{4} ⟨t|t⟩^2} = \kappa X_0 = \frac{1}{\kappa} \sqrt{1 + \frac{\kappa^2}{4} ⟨τ|τ⟩^2}, \quad \vec{X} = \frac{1}{2} ⟨t|\vec{σ}|t⟩, \quad \vec{X} = \frac{1}{2} ⟨τ|\vec{σ}|τ⟩.$$ 

Similarly, $\bar{X}_0 = \bar{X}_0 = \bar{X}_0 - \kappa \vec{X} \cdot \vec{σ}$ and $\bar{X}_0 = \bar{X}_0 = \kappa \vec{X} \cdot \vec{σ}$. Can be written with the tilde spinors. Explicitly,

$$\bar{X}_0 = \frac{1}{\kappa} \sqrt{1 + \frac{\kappa^2}{4} ⟨\bar{τ}|\bar{τ}⟩^2} = \bar{X}_0 = \frac{1}{\kappa} \sqrt{1 + \frac{\kappa^2}{4} ⟨\bar{t}|\bar{t}⟩^2}, \quad \vec{X} = \frac{1}{2} ⟨\bar{τ}|\vec{σ}|\bar{τ}⟩, \quad \vec{X} = \frac{1}{2} ⟨\bar{t}|\vec{σ}|\bar{t}⟩.$$ 

(59)
These objects transform as vectors under the SU(2) transformation as $\tilde{X} = \tilde{u}^{-1}X\tilde{u}$ and $u^{-1}X^{\text{op}}u = \tilde{X}^{\text{op}}$, consistently with (54), and as such can be seen as the deformation of the flat flux vectors. They capture the hyperbolic geometry of the discretization of $\Sigma$ [15]. In particular, the Gauss constraint for a three-valent node encodes the closure of a hyperbolic triangle, whose side lengths and angles can be fully characterized in terms of the vectors $X$ or $X^{\text{op}}$ associated to the corresponding sides (see [15]).

When $\kappa \to 0$, $|t|, |\tilde{t}|$ is identical to $|\tau|, |\tilde{\tau}|$ respectively, as it can be directly seen from their definition (26), (29) and (40). We recover then the flat case where there is only one pair of spinors associated to each edge. The flux vectors $\tilde{X}$ and $\tilde{X}$ become the standard flat flux vectors which we denote $\bar{x}$ and $\tilde{x}$ respectively. As a consistency check, one can take the $\kappa \to 0$ limit for $X$ (58) and $\tilde{X}$ (59) defined in terms of the spinors, or more explicitly in terms of the $\kappa$-deformed spinor variables as in (23). Let us rewrite

$$X = \left( \begin{array}{c} \lambda \zeta \\ \zeta \lambda \end{array} \right) = \left( \begin{array}{c} e^{\frac{\kappa(N_1 - N_0)}{2}} \\ -\kappa e^{\frac{\kappa(N_1 - N_0)}{2}} \end{array} \right) \left( \begin{array}{c} \zeta \left( \tilde{\kappa} \right) \\ \zeta \left( \tilde{\kappa} \right) \end{array} \right) + 4 \sinh \frac{\kappa N_1}{2} \sinh \frac{\kappa N_0}{2}

\xrightarrow{\kappa \to 0}

\left( \begin{array}{c} 1 + \frac{\kappa N_1}{2} \\ -\kappa \zeta_1 \end{array} \right) \left( \begin{array}{c} \zeta \left( \tilde{\kappa} \right) \\ \zeta \left( \tilde{\kappa} \right) \end{array} \right) = \left( \begin{array}{c} 1 + \frac{\kappa N_1}{2} \\ -\kappa \zeta_1 \end{array} \right)

\left( \begin{array}{c} \zeta \left( \tilde{\kappa} \right) \\ \zeta \left( \tilde{\kappa} \right) \end{array} \right)

\left( \begin{array}{c} \zeta \left( \tilde{\kappa} \right) \\ \zeta \left( \tilde{\kappa} \right) \end{array} \right)

\xrightarrow{\kappa \to 0}

\left( \begin{array}{c} 1 + \frac{\kappa N_1}{2} \\ -\kappa \zeta_1 \end{array} \right) \left( \begin{array}{c} \zeta \left( \tilde{\kappa} \right) \\ \zeta \left( \tilde{\kappa} \right) \end{array} \right) = \left( \begin{array}{c} 1 + \frac{\kappa N_1}{2} \\ -\kappa \zeta_1 \end{array} \right)

where $\bar{x} := \frac{1}{2}(\zeta|\sigma|\zeta)$ and $\tilde{x} := \frac{1}{2}(\zeta|\sigma|\zeta)$. On the other hand, $u \overset{N \to \infty}{\approx} \tilde{u} \equiv g$. The flat limit of the holonomy and the flux vector components can be checked to satisfy the Poisson brackets [39]

$$\{x^i, g\} = \frac{1}{\sqrt{\gamma}} \sigma^i g, \quad \{x^i, x^j\} = \epsilon^{ijk} x^k, \quad \{g, g\} \overset{N \to \infty}{\approx} 0, \quad \{x^i, \sigma^j\} = \epsilon^{ijk} x^k, \quad \{x^i, \sigma^j\} = 0.

\xrightarrow{(61)}

Therefore, the $\kappa \to 0$ limit of the flux vectors $\tilde{X}$ and $\tilde{X}$ (58) recover the flat fluxes

$$\tilde{X} = -\frac{1}{2\kappa} \text{Tr}(X \sigma) \xrightarrow{\kappa \to 0} \bar{x}, \quad \tilde{X} = -\frac{1}{2\kappa} \text{Tr}(X \sigma) \xrightarrow{\kappa \to 0} \tilde{x}.

\xrightarrow{(62)}

The same limit can be achieved for $X^{\text{op}}$ and $\tilde{X}^{\text{op}}$ as $|t| \xrightarrow{\kappa \to 0} |\tau|$ and $|\tilde{t}| \xrightarrow{\kappa \to 0} |\tilde{\tau}|$.

III. SPINORIAL OBSERVABLES

A. The spinorial phase space

For a given graph $\Gamma$, we take the Cartesian product of the spinor phase spaces over all edges of $\Gamma$. An edge $e$ carries the spinors $|t_e\rangle, |\tau_e\rangle, |\bar{t}_e\rangle, |\bar{\tau}_e\rangle$ and their duals. We have already seen in Section II.D that those variables reconstruct the holonomy-flux variables in a way which automatically solves the ribbon constraint in each ribbon. We are thus left with imposing the Gauss constraint at each vertex of $\Gamma$.

Let us consider an $n$-valent vertex $v$ of $\Gamma$. We then pick an arbitrary edge incident to it, which we denote by $e_1$, and then going counterclockwise starting from $e_1$, we label the other incident edges by $e_2, \ldots, e_n$ and identify $e_{n+1} \equiv e_1$. In the ribbon graph $\Gamma_{\text{rib}}$, $v$ gives rise to an $n$-gon $R(v)$ and each edge $e_i$ to a ribbon edge $R(e_i)$. Each of them shares a vertex with its two neighbor ribbons, one clockwise and one counter-clockwise.

It is convenient to unify the notation for spinors as follows,

$$t^- = |t\rangle, \quad t^+ = |\bar{t}\rangle, \quad \tau^- = |\tau\rangle, \quad \tau^+ = |\bar{\tau}\rangle, \quad \tilde{t}^- = |\tilde{t}\rangle, \quad \tilde{t}^+ = |\tilde{\bar{t}}\rangle, \quad \tilde{\tau}^- = |\tilde{\tau}\rangle, \quad \tilde{\tau}^+ = |\tilde{\bar{\tau}}\rangle

\xrightarrow{(63)}

or component-wise

$$t^-_A = t_A, \quad t^+_A = (1)^-A t^-_A, \quad \tau^-_A = \tau_A, \quad \tau^+_A = (1)^+A \tau^-_A, \quad \tilde{t}^-_A = \tilde{t}_A, \quad \tilde{t}^+_A = (1)^-A \tilde{t}^-_A, \quad \tilde{\tau}^-_A = \tilde{\tau}_A, \quad \tilde{\tau}^+_A = (1)^+A \tilde{\tau}^-_A, \quad A = \pm \frac{1}{2}.

\xrightarrow{(64)}
We use the same notation as in (12) to denote the fluxes on the boundary edges of $R(v)$ as $\ell_{e,v}$. Denote the spinor sitting at the source vertex of $\ell_{e,v}$ to be $\epsilon_{e,v}^s$ and that sitting at its target is $\tau_{e,v}^t$. Referring to Figure 4, they are explicitly

$$
\begin{align*}
&\epsilon_{e,v}^s = \epsilon_{e,v}^t = \epsilon_{e,v}^\pm \text{ if } a_t = \pm,
&\tau_{e,v}^t = \tau_{e,v}^\pm \text{ if } a_t = -.
\end{align*}
$$

(65)

Indeed, each vertex in $\Gamma_{rib}$ is assigned two spinors from two different ribbons. For instance, the spinors $\tau_{e,v}^t$ and $\epsilon_{e,v}^s$ sit at the vertex where $\ell_{e,v}$ and $\ell_{e,v+1}$ intersect. We now show in the following proposition that these two spinors, except $\epsilon_{e,v}^s$ sitting at the base vertex, are all braided-covariant under the SU(2) transformation generated by the Gauss constraint.

**Proposition III.1.** The spinors $\tau_{e,v+1}^t$ and $\epsilon_{e,v}^s$ $(i = 1, \ldots, n)$ which sit on the same vertex of $\Gamma_{rib}$ are braided-covariant under the SU(2) transformation defined in (13) by the braided infinitesimal SU(2) parameter denoted by $\epsilon^{(i)} = \Lambda^i_{k=1} \epsilon^{(i+1)}_{k=1}$. If we parameterize $\ell_{e,v} = (\Lambda_{\lambda^{-1}})$, then the transformation reads

$$
\begin{align*}
\delta_{\epsilon} \epsilon_{e,v}^s &= -\kappa^{-1} \left( \prod_{k=1}^n \Lambda^2_k \right) \{ \text{Tr} \bar{W} \bar{G}, \epsilon_{e,v}^s \} = (w^{(i+1)} - \bar{1}) \epsilon_{e,v}^s,
\delta_{\tau} \tau_{e,v}^t &= -\kappa^{-1} \left( \prod_{k=1}^n \Lambda^2_k \right) \{ \text{Tr} \bar{W} \bar{G}, \tau_{e,v}^t \} = (w^{(i)} - \bar{1}) \tau_{e,v}^t,
\end{align*}
$$

(66a, 66b)

where parameters in $w^{(i)}$ are defined by induction as

$$
\begin{align*}
| \epsilon_{\pm}^{(i)} &\equiv \Lambda_{\lambda^{-1}}^2 \epsilon_{\pm}^{(i+1)}, \\
| \epsilon_{z}^{(i)} &\equiv \epsilon_{z}^{(i+1)} + \frac{1}{2} \left( \Lambda_{\lambda^{-1}}^2 \epsilon_{-}^{(i+1)} + \Lambda_{\lambda^{-1}}^2 \epsilon_{+}^{(i+1)} \right), \quad \text{and} \quad | \epsilon_{\pm}^{(n+1)} \equiv \epsilon_{\pm}, \quad i = 1, \ldots, n.
\end{align*}
$$

(67)

**Proof.** We prove this proposition using the following induction result of the SU(2) transformation for any function $f$ from [15],

$$
-\kappa^{-1} \left( \prod_{k=1}^n \Lambda^2_k \right) \{ \text{Tr} \bar{W} \bar{G}, f \} \equiv -\kappa^{-1} \sum_{k=1}^n \Lambda^2_k \text{Tr} \bar{W}^{(k+1)} \{ \ell_{e,v}^k, f \}, \quad \text{with} \quad W^{(k)} = -\Lambda^2_k \ell_{e,v}^{(k+1)}, W^{(n+1)} = \bar{W} = \left( \begin{smallmatrix} 2 & \epsilon_- \\ \epsilon_+ & 0 \end{smallmatrix} \right),
$$

(68)

and the Poisson brackets $\{ \Lambda_{\lambda, \lambda^{-1}}^2 \epsilon_{e,v}^s, f \} = \{ \Lambda_{\lambda, \lambda^{-1}}^2 \tau_{e,v}^t, f \} = (1/2) \Lambda_{\lambda, \lambda^{-1}}^2 \epsilon_{e,v}^s$ and

$$
\begin{align*}
&\{ \Lambda_{\lambda, \lambda^{-1}}^2 \epsilon_{e,v}^s, f \} = 0,
&\{ \Lambda_{\lambda, \lambda^{-1}}^2 \tau_{e,v}^t, f \} = 0,
&\{ \Lambda_{\lambda, \lambda^{-1}}^2 \epsilon_{e,v}^s, f \} = -i\kappa \Lambda_{\lambda, \lambda^{-1}}^2 \epsilon_{e,v}^s,
&\{ \Lambda_{\lambda, \lambda^{-1}}^2 \tau_{e,v}^t, f \} = -i\kappa \Lambda_{\lambda, \lambda^{-1}}^2 \tau_{e,v}^t.
\end{align*}
$$

(69)

The braided matrix $W^{(k)}$ reads explicitly

$$
W^{(k)} = \left( \begin{array}{cc} 2\epsilon^{(k)}_{\pm} & \epsilon^{(k)}_- \\ \epsilon^{(k)}_+ & 0 \end{array} \right)
$$

(70)

where the vector components of $\epsilon^{(k)}$ are defined inductively in (67) or explicitly

$$
\epsilon^{(k)}_{\pm} = \left( \prod_{i=1}^n \Lambda_{\lambda}^2 \right) \epsilon_{\pm} + \frac{1}{2} \sum_{i=1}^n \left( \prod_{j=1}^n \Lambda_{\lambda}^{-2} \right) \left( \epsilon_- \Lambda_{\lambda}^{-1} \epsilon_+ + \epsilon_+ \Lambda_{\lambda}^{-1} \epsilon_- \right).
$$

(71)

2 We use different conventions from [15] hence why the expressions look different.
Expanding the right-hand side of (68), the SU(2) transformation for $t^r_{e_i,v,A}$ is

$$
\delta_t t^r_{e_i,v} = -\kappa^{-1} \Lambda_t^{-2} \left( 2\epsilon_i^{(i-1)} \{\Lambda_t^2, t^r_{e_i,v} \} + \epsilon_i^{(i+1)} \{\Lambda_t \delta_i, t^r_{e_i,v} \} + \epsilon_i^{(i+1)} \{\Lambda_t \delta_i, t^r_{e_i,v} \} \right) = \left( \epsilon_i^{(i+1)} \epsilon_i^{(i+1)} - \epsilon_i^{(i+1)} \right) t^r_{e_i,v},
$$

(72)

$$
\delta_t \tau^r_{e_i,v} = -\kappa^{-1} \Lambda_t^{-2} \left( 2\epsilon_i^{(i+1)} \{\Lambda_t^2, \tau^r_{e_i,v} \} + \epsilon_i^{(i+1)} \{\Lambda_t \delta_i, \tau^r_{e_i,v} \} + \epsilon_i^{(i+1)} \{\Lambda_t \delta_i, \tau^r_{e_i,v} \} \right) = \left( \epsilon_i^{(i)} \epsilon_i^{(i)} - \epsilon_i^{(i)} \right) \tau^r_{e_i,v},
$$

(73)

where the right-hand sides of both equations above are calculated via (67) and (69). This proves (66).

We will build local invariant quantities by taking scalar products between spinors from different edges which meet at the same vertex of $\Gamma$. Due to the ribbon structure, they might meet at the same vertex of $\Gamma_{rib}$ or at different vertices of $\Gamma_{rib}$. In the latter case, parallel transport around the ribbon vertex is required to evaluate the scalar product at a common vertex in $\Gamma_{rib}$. An example of the situation is given for a 3-valent vertex in Figure 5. One can form (quadratic) scalar products of spinors from two adjacent links $e_i$ and $e_{i+1}$. The symmetry transformation is induced at the vertex where the ribbons meet and if they sit at the same vertex, this ensures that the scalar product is invariant. One can also define observables for spinors not sitting at the same vertex. But in this case, it is necessary to parallel transport one spinor to the other in order to ensure invariance.

B. Invariants from spinors sitting at the same vertex in $\Gamma_{rib}$

The spinors $t^r_{e_i,v}$ and $\tau^r_{e_{i+1},v}$ sit at the same vertex in $\Gamma_{rib}$. One can build directly quadratic observables denoted $E^{e_i,e_{i+1}}_{t_{e_i,v}}$ with these two spinors by forming their scalar products

$$
E^{e_i,e_{i+1}}_{t_{e_i,v}} = \epsilon_i \sum_{A=\pm 1/2} (-1)^{A} t^r_{e_i,v,A} \tau^r_{e_{i+1},v,A} = \begin{cases} 
\epsilon_i \sum_{A=\pm 1/2} (-1)^{A} t^r_{e_i,\delta_i} \tau^r_{e_{i+1},\delta_i,1/2}, & \text{for } o_i = o_{i+1} = 1 \\
\epsilon_i \sum_{A=\pm 1/2} (-1)^{A} t^r_{e_{i-1},\delta_i} \tau^r_{e_{i+1},\delta_i,1/2}, & \text{for } o_i = -o_{i+1} = 1 \\
\epsilon_i \sum_{A=\pm 1/2} (-1)^{A} t^r_{e_{i-1},\delta_i} \tau^r_{e_{i+1},\delta_i,1/2}, & \text{for } -o_i = o_{i+1} = 1 \\
\epsilon_i \sum_{A=\pm 1/2} (-1)^{A} t^r_{e_{i},\delta_i} \tau^r_{e_{i+1},\delta_i,1/2}, & \text{for } o_i = o_{i+1} = -1 
\end{cases}.
$$

(74)

Consider for instance $o_i = o_{i+1} = 1$, $E^{e_i,e_{i+1}}_{t_{e_i,v}}$ encodes four possible options of scalar products depending on the signs of $\epsilon_i = \pm$ and $\epsilon_{i+1} = \pm$.

$$
\epsilon_i \sum_{A=\pm 1/2} (-1)^{A} t^r_{e_i,\delta_i} \tau^r_{e_{i+1},\delta_i,1/2} = \begin{cases} 
|t^r_{e_i,\delta_i}| \tau_{e_{i+1},\delta_i,1/2} & \text{for } \epsilon_i = \epsilon_{i+1} = -1 \\
|t^r_{e_i,\delta_i}| \tau_{e_{i+1},\delta_i,1/2} & \text{for } \epsilon_i = -\epsilon_{i+1} = +1 \\
|t^r_{e_i,\delta_i}| \tau_{e_{i+1},\delta_i,1/2} & \text{for } \epsilon_i = +\epsilon_{i+1} = -1 \\
|t^r_{e_i,\delta_i}| \tau_{e_{i+1},\delta_i,1/2} & \text{for } \epsilon_i = +\epsilon_{i+1} = +1 
\end{cases}.
$$

(75)

They are by definition invariant under the SU(2) transformation acting on the vertex of $\Gamma_{rib}$ where the two spinors meet. Indeed, under an SU(2) transformation with $g \in SU(2)$, $|t^r_{e_i,\delta_i}| \rightarrow |t^r_{e_i,\delta_i}|$, $|t^r_{e_{i+1},\delta_i,1/2}| \rightarrow |t^r_{e_{i+1},\delta_i,1/2}|$, $|\tau^r_{e_{i+1},\delta_i,1/2}| \rightarrow |\tau^r_{e_{i+1},\delta_i,1/2}|$, and so clearly all $E^{e_i,e_{i+1}}_{t_{e_i,v}}$ defined in (75) are invariant under SU(2) transformations. Since those transformations are generated by the Gauss constraint as shown in Proposition III.1, we find directly the following corollary.

Corollary III.2. The scalar product $E^{e_i,e_{i+1}}_{t_{e_i,v}}$ defined in (74) is invariant under the infinitesimal gauge transformation $\delta_e$ generated by the Gauss constraint defined in (13), i.e.

$$
\delta_e E^{e_i,e_{i+1}}_{t_{e_i,v}} = 0.
$$

(76)

C. Invariants from spinors sitting at different vertices in $\Gamma_{rib}$

We now explain how to build invariants for an arbitrary pair of edges $i, j = 1, \ldots, n$ incident to an $n$-valent vertex. As before, we can work with the ribbon decorated with $\ell, \ell$ or $\ell^{-1}, \ell^{-1}$. We choose to explicit the case where we use $\ell, \ell$, the other case is obtained in a similar way.
Consider first $j = i + 1$ so that the edges share a vertex in $\Gamma_{\text{rib}}$. Then we know of the invariant $E_{i,i+1}^{\epsilon_i, \epsilon_{i+1}}$. We can also try to define an observable in terms of $\tau_i$ and $\tau_{i+1}$. We have showed that the scalar product of $t_i$ and $\tau_{i+1}$ is an observable. On the other hand, we know that $t_i$ is the result of transporting $\tau_i$ by $\ell_{i,v}$, see (29), (44) ($\ell_{i,v}$ is defined in (12)). Therefore we can in fact transport $\tau_{i+1}$ by $\ell_{i,v}$ so that it sits at the same vertex as $\tau_i$ in $\Gamma_{\text{rib}}$. Obviously one gets the same invariant as in (74).

**Proposition III.3.** Up to coefficients $e^{\pm \frac{2\pi N}{k}}$, we have that

$$E_{i,i+1}^{\epsilon_i, \epsilon_{i+1}} \propto \begin{cases} 
\epsilon_i \sum_{A=\pm 1/2} (-1)^{\frac{1}{2}+A} \frac{\epsilon_i}{t_{i,-A}} \left( \ell_{i,v}^{\epsilon_i} \right)_A & \text{for } o_i = o_{i+1} = 1 \\
\epsilon_i \sum_{A=\pm 1/2} (-1)^{\frac{1}{2}+A} \frac{\epsilon_i}{t_{i,-A}} \left( \ell_{i,v}^{\epsilon_i} \right)_A & \text{for } o_i = -o_{i+1} = 1 \\
\epsilon_i \sum_{A=\pm 1/2} (-1)^{\frac{1}{2}+A} \frac{\epsilon_i}{t_{i,-A}} \left( \ell_{i,v}^{\epsilon_i} \right)_A & \text{for } -o_i = o_{i+1} = 1 \\
\epsilon_i \sum_{A=\pm 1/2} (-1)^{\frac{1}{2}+A} \frac{\epsilon_i}{t_{i,-A}} \left( \ell_{i,v}^{\epsilon_i} \right)_A & \text{for } o_i = o_{i+1} = -1.
\end{cases}$$

(77)

**Proof.** Consider the definition (74) and focus on the first case, with $o_i = o_{i+1} = 1$. Then, we apply (29), $\left( \ell_{i,v}^{\epsilon_i} \right)_A \propto t_{i,A}^{\epsilon_i}$.
and that \( \left( \ell_i^{-1} \tau_i^{e_i} \right)_A \propto t_{i,A}^{e_i} \) up to coefficients \( e^{\pm \frac{2\pi}{N_i}} \). We further have

\[
\left( \ell^{-1} \right)_{AB} = (-1)^{B-A} \ell_{-B-A}, \quad \left( \ell \right)_{AB} = (-1)^{B-A} \left( \ell^{-1} \right)_{-B-A}.
\]

(78)

Putting these equalities together, we get the proposition.

In the quantization scheme, since we need to order the Hilbert spaces, and build the spinor operators using some braided permutation to the following Hilbert space we will need to set up a reference point. This is called the \( \text{cilium} \). We will see that the notion of braided permutation is nothing else than the quantum version of the parallel transport we are discussing. As a consequence, the notion of quantum observable based on the braiding will be associated to the formulation (77) instead of (74).

We generalize this construction to edges \( e_i, e_j \) incident to the same vertex in \( \Gamma \) but with \( j \neq i + 1 \). To simplify the notations of (65), we denote \( \tau_i^{e_i} = \tau_i^{e_{i,v}} \) and similarly for the other spinors. Up to parallel transport by \( \ell_{e_{i,v}}, \ell_{e_{j,v}} \), we can always build our observables from the spinors \( \tau_i^{e_i}, \tau_j^{e_j} \). The recipe is to parallel transport \( \tau_j^{e_j} \) around the ribbon vertex to meet \( \tau_i^{e_i} \) at the same vertex in \( \Gamma_{\mathrm{int}} \). This is done by introducing \( L_{ij} \) (resp. \( L_{ij}^{-1} \)), the \( \mathcal{A}(2) \) holonomy consisting of the product of \( \ell^{-1} \) and \( \ell \) (resp. \( \ell \) and \( \ell^{-1} \)) clockwise around \( R(v) \) from \( j \) to \( i \).

**Proposition III.4:** The quantity

\[
E_{ij}^{e_i,e_j} = \begin{cases} 
\epsilon_i \sum_{A=1/2} A (-1)^{\frac{1}{2} + A} \tau_i^{e_i,-A} \left(L_{ij} \tau_j^{e_j} \right)_A \sim \epsilon_i \sum_{A=1/2} A (-1)^{\frac{1}{2} + A} \tau_i^{e_i,-A} \left(L_{ij}^{-1} \tau_j^{e_j} \right)_A, & \text{for } \epsilon_i = \epsilon_j = 1 \\
\epsilon_i \sum_{A=1/2} A (-1)^{\frac{1}{2} + A} \tau_i^{e_i,-A} \left(L_{ij} \tau_j^{e_j} \right)_A \sim \epsilon_i \sum_{A=1/2} A (-1)^{\frac{1}{2} + A} \tau_i^{e_i,-A} \left(L_{ij}^{-1} \tau_j^{e_j} \right)_A, & \text{for } \epsilon_i = -\epsilon_j = 1 \\
\epsilon_i \sum_{A=1/2} A (-1)^{\frac{1}{2} + A} \tau_i^{e_i,-A} \left(L_{ij} \tau_j^{e_j} \right)_A \sim \epsilon_i \sum_{A=1/2} A (-1)^{\frac{1}{2} + A} \tau_i^{e_i,-A} \left(L_{ij}^{-1} \tau_j^{e_j} \right)_A, & \text{for } -\epsilon_i = \epsilon_j = 1 \\
\epsilon_i \sum_{A=1/2} A (-1)^{\frac{1}{2} + A} \tau_i^{e_i,-A} \left(L_{ij} \tau_j^{e_j} \right)_A \sim \epsilon_i \sum_{A=1/2} A (-1)^{\frac{1}{2} + A} \tau_i^{e_i,-A} \left(L_{ij}^{-1} \tau_j^{e_j} \right)_A, & \text{for } \epsilon_i = \epsilon_j = -1 
\end{cases}
\]

is an observable, i.e. \( \delta E_{e_i,e_j} = 0 \).

Different expressions can be obtained if one uses \( t_{e_{i,v}} \) or \( t_{e_{j,v}} \) instead.

**D. Poisson algebra of observables**

Let us now compute the observable Poisson algebra formed by the quadratic invariant \( E_{ij}^{e_i,e_j} \). When \( q = 1 \), it is well-known that they form a \( \mathfrak{so}(2n) \) Poisson algebra [24] with a \( \mathfrak{u}(n) \) subalgebra, where \( n \) is the valency of the vertex. When \( q \neq 1 \), this algebra is deformed as we now describe.

To distinguish different kinds of observables, we define

\[
\epsilon_i = \epsilon_{i,i} = E_{i,i}^{+, -} = E_{i,i}^{-, +}, \quad \epsilon_{i,i+1} = E_{i,i+1}^{+, -}, \quad \epsilon_{i+1,i} = E_{i+1,i}^{-, +}, \quad \tilde{f}_{i,i+1} = E_{i,i+1}^{-, -}, \quad \tilde{f}_{i+1,i} = -E_{i+1,i}^{+, +}.
\]

(80)

\( \epsilon_{i,i+1} \) and \( \epsilon_{i+1,i} \) are related by complex conjugation, and likewise for \( \tilde{f}_{i,i+1} \) and \( \tilde{f}_{i+1,i} \). That is,

\[
\epsilon_{i+1,i} = \overline{\epsilon_{i,i+1}}, \quad \tilde{f}_{i+1,i} = \overline{\tilde{f}_{i,i+1}}.
\]

(81)

With no loss of generality, we can take the orientation \( \epsilon_i = \epsilon_{i+1} = -1 \) and write these generators explicitly,

\[
\epsilon_i = N_i, \quad \epsilon_{i,i+1} = \tilde{f}_i \tilde{f}_{i+1} \equiv \tilde{f}_{i,i+1} = e^{\frac{2\pi i}{(N_i - N_{i+1})}} e^{\frac{2\pi i}{R_{i+1} S_{i+1, i} i}} e^{\frac{2\pi i}{R_{i} S_{i+1, i-1} i}} + e^{\frac{2\pi i}{(N_i - N_{i+1})}} e^{\frac{2\pi i}{R_{i+1} S_{i+1, i} i}} e^{\frac{2\pi i}{R_{i} S_{i+1, i-1} i}}, \quad (82a)
\]

\[
\epsilon_{i+1,i} = [\tilde{f}_i \tilde{f}_{i+1}], \quad \tilde{f}_{i,i+1} = e^{\frac{2\pi i}{(N_i - N_{i+1})}} e^{\frac{2\pi i}{R_{i+1} S_{i+1, i} i}} e^{\frac{2\pi i}{R_{i} S_{i+1, i-1} i}} + e^{\frac{2\pi i}{(N_i - N_{i+1})}} e^{\frac{2\pi i}{R_{i+1} S_{i+1, i} i}} e^{\frac{2\pi i}{R_{i} S_{i+1, i-1} i}}, \quad (82b)
\]

\[
\tilde{f}_{i+1,i} = [\tilde{f}_i \tilde{f}_{i+1}], \quad \tilde{f}_{i,i+1} = e^{-\frac{2\pi i}{(N_i + N_{i+1})}} e^{-\frac{2\pi i}{R_{i+1} S_{i+1, i} i}} e^{-\frac{2\pi i}{R_{i} S_{i+1, i-1} i}} - e^{-\frac{2\pi i}{(N_i + N_{i+1})}} e^{-\frac{2\pi i}{R_{i+1} S_{i+1, i} i}} e^{-\frac{2\pi i}{R_{i} S_{i+1, i-1} i}}, \quad (82c)
\]

\[
\tilde{f}_{i,i+1} = -[\tilde{f}_i \tilde{f}_{i+1}], \quad \tilde{f}_{i,i+1} = e^{-\frac{2\pi i}{(N_i + N_{i+1})}} e^{-\frac{2\pi i}{R_{i+1} S_{i+1, i} i}} e^{-\frac{2\pi i}{R_{i} S_{i+1, i-1} i}} - e^{-\frac{2\pi i}{(N_i + N_{i+1})}} e^{-\frac{2\pi i}{R_{i+1} S_{i+1, i} i}} e^{-\frac{2\pi i}{R_{i} S_{i+1, i-1} i}}. \quad (82d)
\]

Indeed, \( \epsilon_{i,i+1} \) is holomorphic in spinor variables at the \( i \)-th site and anti-holomorphic at the \( (i+1) \)-th site while \( \epsilon_{i+1,i} \) is in the opposite way. On the other hand, \( \tilde{f}_{i,i+1} \) (resp. \( \tilde{f}_{i,i+1} \)) is holomorphic (resp. anti-holomorphic) at both sites.
The holomorphic functions in spinor variables will be quantized to annihilation operators while the anti-holomorphic ones will be quantized to creation operators which we will see in Section V.

Other generators $\epsilon_{ij}$, $\epsilon_{ji}$, $f_{ij}$ and $\tilde{f}_{ij}$ with $j > i + 1$ can be defined recursively as follows.

\[
\epsilon_{ij} = \frac{1}{\kappa \sinh \frac{\kappa}{2}} \left( \epsilon_{i,j-1} e^{-\kappa t_{i,j-1}} + e^{\frac{\kappa t_{i,j-1}}{2}} f_{i,j-1} \right) = \frac{1}{\kappa \sinh \frac{\kappa}{2}} \left( \epsilon_{i,j-1} e^{-\kappa t_{i,j-1}} + e^{\frac{\kappa t_{i,j-1}}{2}} f_{i,j-1} \right), \tag{83a}
\]
\[
\epsilon_{ji} = \frac{1}{\kappa \sinh \frac{\kappa}{2}} \left( \epsilon_{j,i} e^{-\kappa t_{j,i}} + e^{\frac{\kappa t_{j,i}}{2}} f_{j,i} \right) = \frac{1}{\kappa \sinh \frac{\kappa}{2}} \left( \epsilon_{j,i} e^{-\kappa t_{j,i}} + e^{\frac{\kappa t_{j,i}}{2}} f_{j,i} \right), \tag{83b}
\]
\[
f_{ij} = \frac{1}{\kappa \sinh \frac{\kappa}{2}} \left( e^{-\kappa t_{i,j}} f_{i,j} \right) = \frac{1}{\kappa \sinh \frac{\kappa}{2}} \left( e^{-\kappa t_{i,j}} f_{i,j} \right), \tag{83c}
\]
\[
\tilde{f}_{ij} = \frac{1}{\kappa \sinh \frac{\kappa}{2}} \left( e^{-\frac{\kappa t_{i,j}}{2}} f_{i,j} \right) = \frac{1}{\kappa \sinh \frac{\kappa}{2}} \left( e^{-\frac{\kappa t_{i,j}}{2}} f_{i,j} \right). \tag{83d}
\]

Remarkably, the generators \((82)\) and \((83)\) can be recovered geometrically. To do this, without loss of generality, we will use the definition \((79)\) of $E_{ij}^{\epsilon_i,\epsilon_j}$ and take $a_i = a_{i+1} = \ldots = a_j = -1$ for convenience. Then the generators given in \((83)\) can be equivalently given by\(^3\)

\[
\epsilon_{ij} = \left( \prod_{k=i+1}^{j-1} e^{-\frac{\kappa t_{i,k}}{2}} \right) \langle \tilde{t}_{i} 1 \rangle | \ell_{ij}^{-1} \rangle | \tilde{t}_{j} \rangle, \quad \epsilon_{ji} = \left( \prod_{k=i+1}^{j-1} e^{-\frac{\kappa t_{j,k}}{2}} \right) | \tilde{t}_{i} \rangle \langle \ell_{ij}^{-1} | \tilde{t}_{j} \rangle \quad \text{with} \quad \epsilon_{ij}^+ = \epsilon_{ji}^\dagger.
\]

As a consistency check, when $j = i + 1$, \((82)\) can be written using \((84)\) with only the braided spinors $| \tilde{t}_{i} \rangle, | \tilde{t}_{j} \rangle$ and one flux $\ell_{i}$ as

\[
\epsilon_{i,i+1} = e^{-\frac{\kappa t_{i,i+1}}{2}} \langle \tilde{t}_{i} 1 \rangle | \tilde{t}_{i} \rangle \langle \tilde{t}_{i+1} \rangle + e^{\frac{\kappa t_{i,i+1}}{2}} \langle \tilde{t}_{i+1} 1 \rangle | \tilde{t}_{i+1} \rangle, \quad \epsilon_{i+1,i} = e^{-\frac{\kappa t_{i+1,i}}{2}} | \tilde{t}_{i+1} \rangle \langle \tilde{t}_{i} \rangle + e^{\frac{\kappa t_{i+1,i}}{2}} | \tilde{t}_{i} \rangle \langle \tilde{t}_{i+1} \rangle, \quad f_{i,i+1} = e^{-\frac{\kappa t_{i,i+1}}{2}} \langle \tilde{t}_{i} 1 \rangle - e^{\frac{\kappa t_{i,i+1}}{2}} \langle \tilde{t}_{i+1} 1 \rangle, \quad \tilde{f}_{i,i+1} = -e^{-\frac{\kappa t_{i,i+1}}{2}} | \tilde{t}_{i} \rangle + e^{\frac{\kappa t_{i,i+1}}{2}} | \tilde{t}_{i+1} \rangle.
\]

We can also switch the indices for the generators $f_{i,i+p}$ $(p \in \mathbb{N}^+)$, $\tilde{f}_{i,i+p}$ and define

\[
f_{i,i+p} := \left( \prod_{k=0}^{p-1} e^{-\frac{\kappa t_{i+k}}{2}} \right) | \tilde{t}_{i+p} \rangle \langle \ell_{i,i+p} | \tilde{t}_{i} \rangle = -f_{i,i+p}, \quad \tilde{f}_{i,i+p} := \left( \prod_{k=0}^{p-1} e^{-\frac{\kappa t_{i+k}}{2}} \right) | \tilde{t}_{i+p} \rangle \langle \ell_{i,i+p} | \tilde{t}_{i} \rangle = -\tilde{f}_{i,i+p}.
\]

The Poisson algebra formed by the generators defined in \((82)\) is given in the following two propositions.

**Proposition III.5.** $\epsilon_{i}, \epsilon_{i,i+1}$ and $\epsilon_{i+1,i}$ defined in \((82a)\) and \((82b)\) form a $\kappa$-deformed $u(n)$ Poisson algebra. They satisfy the following Poisson brackets

\[
\{ \epsilon_{i}, \epsilon_{j} \} = 0, \quad \{ \epsilon_{i}, \epsilon_{j,j+1} \} = i (\delta_{i,j+1} - \delta_{ij}) \epsilon_{j,j+1}, \quad \{ \epsilon_{i}, \epsilon_{j+1,j} \} = i (\delta_{ij} - \delta_{i+1,j}) \epsilon_{j+1,j}, \quad \{ \epsilon_{i,i+1}, \epsilon_{j+1,j} \} = \frac{i \kappa}{\kappa} \sinh \frac{\kappa}{2} \epsilon_{i+1,j} \epsilon_{i,i+1}.
\]

**Proposition III.6.** $\epsilon_{i}, \epsilon_{i,i+1}, \epsilon_{i+1,i}, f_{i,i+1}$ and $\tilde{f}_{i,i+1}$ defined in \((82)\) form a $\kappa$-deformed $\mathfrak{s}\mathfrak{a}(2n)$ Poisson algebra. They satisfy \((87)\) and the following Poisson brackets

\[
\{ \epsilon_{i,i+1}, \tilde{f}_{j,j+1} \} = i \delta_{i,j+1} \left( \tilde{f}_{i,i+1} + \frac{\kappa}{2} \epsilon_{i,i+1} \right), \quad \{ \epsilon_{i+1,i}, \tilde{f}_{j,j+1} \} = -i \delta_{i,j+1} \left( \frac{\kappa}{2} \epsilon_{i,i+1} + \tilde{f}_{i,i+1} \right),
\]
\[
\{ \epsilon_{i,i+1}, \tilde{f}_{i,j+1} \} = -i \delta_{i,j+1} \left( \frac{\kappa}{2} \epsilon_{i,i+1} + \tilde{f}_{i,j+1} \right), \quad \{ \epsilon_{i+1,i}, \tilde{f}_{i,j+1} \} = i \delta_{i,j+1} \left( \frac{\kappa}{2} \epsilon_{i,i+1} + \tilde{f}_{i,j+1} \right),
\]
\[
\{ f_{i,i+1}, \tilde{f}_{j,j+1} \} = -i \kappa \sinh \frac{\kappa}{2} \epsilon_{i,i+1} \epsilon_{i+1,i} + i \epsilon_{i,i+1} \epsilon_{i+1,i}, \quad \{ f_{i,i+1}, \tilde{f}_{i,j+1} \} = -i \epsilon_{i,i+1} \epsilon_{i+1,i} \epsilon_{i,i+1} + i \epsilon_{i,i+1} \epsilon_{i+1,i} \epsilon_{i,i+1}.
\]

\[
\{ \epsilon_{i}, \tilde{f}_{j,j+1} \} = i (\delta_{ij} + \delta_{i+1,j}) \tilde{f}_{j,j+1}, \quad \{ \epsilon_{i}, \tilde{f}_{j,j+1} \} = -i (\delta_{ij} + \delta_{i+1,j}) \tilde{f}_{j,j+1} = 1 = \{ \tilde{f}_{i,i+1}, \tilde{f}_{j,j+1} \} = 1.
\]

\(^3\) Indeed, the parallel transport can also be done by using $\mathcal{L}_{ij}$ instead of $\mathcal{L}_{ij}^{-1}$. We have chosen the latter one so that $\epsilon_{ij}$ and $\epsilon_{ji}$ will be naturally quantized to the standard generators of $\mathcal{U}_q(\mathfrak{u}(n))$ as we will see in \((180)\) using \((181)\).
Proof. The Poisson algebra (88) can be directly calculated with (the tilde version of) the Poisson brackets (27), (31) and (32). To get the first three lines of (88), it is also useful to use the following Poisson brackets.

\[
e^{\frac{2\pi i\kappa}{2}} \{ \tilde{t}_-, e^{\frac{2\pi i\kappa}{2}} \tilde{r}_- \} = ie^{\frac{2\pi i\kappa}{2}}(\tilde{N}_1-\tilde{N}_0) \equiv \tilde{\lambda}^{-1}, \quad e^{\frac{2\pi i\kappa}{2}} \{ \tilde{t}_-, e^{-\frac{2\pi i\kappa}{2}} \tilde{r}_+ \} = 0
\]

\[
e^{\frac{2\pi i\kappa}{2}} \{ \tilde{t}_+, e^{\frac{2\pi i\kappa}{2}} \tilde{r}_- \} = -i\kappa \tilde{\zeta}_0 \equiv -i\bar{\zeta}, \quad e^{\frac{2\pi i\kappa}{2}} \{ \tilde{t}_+, e^{-\frac{2\pi i\kappa}{2}} \tilde{r}_+ \} = ie^{\frac{2\pi i\kappa}{2}}(\tilde{N}_0-\tilde{N}_1) \equiv i\bar{\lambda},
\]

\[
e^{\frac{2\pi i\kappa}{2}} \{ \tilde{r}_-, e^{\frac{2\pi i\kappa}{2}} \tilde{t}_- \} = ie^{\frac{2\pi i\kappa}{2}}(\tilde{N}_0-\tilde{N}_1) \equiv i\bar{\lambda}, \quad e^{\frac{2\pi i\kappa}{2}} \{ \tilde{r}_-, e^{-\frac{2\pi i\kappa}{2}} \tilde{t}_+ \} = 0, \quad e^{\frac{2\pi i\kappa}{2}} \{ \tilde{r}_+, e^{\frac{2\pi i\kappa}{2}} \tilde{t}_+ \} = ie^{\frac{2\pi i\kappa}{2}}(\tilde{N}_1-\tilde{N}_0) \equiv i\bar{\lambda}^{-1}.
\]

We use these result to show e.g. \( \{ \tilde{t}_i, \tilde{f}_{i+1} \} \). We first write that

\[
\{ \tilde{t}_i, \tilde{f}_{i+1} \} = \{ \tilde{t}_i, \tilde{t}_{i+1}^- + \tilde{t}_{i,+} \tilde{r}_{i+1}^{-1}, \tilde{t}_{i-1}^- + (e^{-\frac{\kappa}{2}\tilde{r}_{i+1}^{\pm}} - e^{-\frac{\kappa}{2}\tilde{r}_{i-1}^{\pm}}) \}
\]

\[
e^{\frac{3\pi i\kappa}{2}} \{ \tilde{t}_i, \tilde{t}_{i+1}^- + \tilde{t}_{i,+} \tilde{r}_{i+1}^{-1}, \tilde{t}_{i-1}^- + (e^{-\frac{\kappa}{2}\tilde{r}_{i+1}^{\pm}} - e^{-\frac{\kappa}{2}\tilde{r}_{i-1}^{\pm}}) \}
\]

\[
e^{\frac{3\pi i\kappa}{2}} [\tilde{t}_{i-1}^- \tilde{t}_{i+1}^-] \equiv ie^{\frac{3\pi i\kappa}{2}} f_{i-1,i+1},
\]

where the left-hand side can also be separated into

\[
\{ \tilde{t}_i, \tilde{f}_{i+1} \} = e^{\frac{\kappa}{2} f_{i+1}^{\pm}} \{ \tilde{t}_i, \tilde{f}_{i+1} \} - \frac{i\kappa}{2} e^{\frac{\kappa}{2} f_{i+1}^{\pm}} \tilde{t}_i \tilde{f}_{i+1}.
\]

We then conclude that

\[
\{ \tilde{t}_i, \tilde{f}_{i+1} \} = i\delta_{i,i+1} \left( \tilde{f}_{i-1,i+1} + \frac{\kappa}{2} \tilde{t}_i \tilde{f}_{i-1,i+1} \right)
\]

hence the first Poisson bracket in (88). The first three lines of (88) can computed in the similar way.

IV. FROM PHASE SPACE TO HOPF ALGEBRAS

The relevant structures for this quantization are the Hopf algebras \( U_q(\mathfrak{su}(2)), U_{\theta^{-1}}(\mathfrak{su}(2)) \), and \( SU_q(2), SU_{\theta^{-1}}(2) \) with \( q \) real. The necessity to have the Hopf algebra \( U_q(\mathfrak{su}(2)) \), and \( SU_{\theta^{-1}}(2) \) was perhaps not fully appreciated in the previous work [13], though it appeared already in [6].

We are interested in the quantization of the Poisson brackets (6) and (7) for a single ribbon. To this aim, we construct the operators associated to the classical variables (the holonomy-flux algebra) and introduce the Hilbert space structure on which we represent these operators.

A. Poisson bracket quantization

As a first step, we introduce the deformation parameter, \( q = e^{i\hbar\kappa} \). Then the classical \( r \)-matrix is quantized as \( r \rightarrow R \) with

\[
R = \left( \begin{array}{cccc}
q^{\frac{1}{2}} & 0 & 0 & 0 \\
0 & q^{-\frac{1}{2}} & q^{-\frac{1}{2}}(q^{\frac{1}{2}} - q^{-\frac{1}{2}}) & 0 \\
0 & 0 & q^{\frac{1}{2}} & 0 \\
0 & 0 & 0 & q^{\frac{1}{2}}
\end{array} \right) \approx \mathbb{I} \otimes \mathbb{I} + i\hbar r + O(\hbar^2).
\]

Note that one obtains the inverse matrix \( R^{-1} \) if one replaces \( q \) by \( q^{-1} \).

We quantize the holonomies and fluxes to be matrices of operators \( \ell \rightarrow L , u \rightarrow U , \ell \rightarrow \tilde{L} , \tilde{u} \rightarrow \tilde{U} \). The quantization of the Poisson brackets (6) and (7) gives the following commutation relations for the matrices of operators [6, 7]

\[
R_{21} U_1 U_2 = U_2 U_1 R_{21} , \quad RL_1 L_2 = L_2 L_1 R , \quad L_1 R_{21} U_2 = U_2 L_1 , \quad L_2 R_{21}^{-1} U_1 = U_1 L_2 ,
\]

\[
R_{21}^{-1} \tilde{U}_1 \tilde{U}_2 = \tilde{U}_2 \tilde{U}_1 R_{21} , \quad R^{-1} \tilde{L}_1 \tilde{L}_2 = \tilde{L}_2 \tilde{L}_1 R^{-1} , \quad \tilde{U}_2 R_{21} \tilde{L}_1 = \tilde{L}_1 \tilde{U}_2 , \quad \tilde{U}_1 R L_2 = L_2 \tilde{U}_1 , \quad \tilde{U}_1 R \tilde{L}_2 = \tilde{L}_2 \tilde{U}_1 ,
\]

\[
\tilde{L}_1 U_2 R_{21}^{-1} = U_2 \tilde{L}_1 , \quad \tilde{R} U_1 L_2 = L_2 \tilde{U}_1 , \quad R_{21}^{-1} L_1 \tilde{U}_2 = \tilde{U}_2 L_1 , \quad U_1 \tilde{L}_2 R = \tilde{L}_2 U_1.
\]
The Poisson brackets (6), (7) and (9) are recovered at the first order through the map \([\hat{A}, \hat{B}] = i\hbar\{A, B\}\). Note that \(R^{-1}\) appears because of the minus sign difference between the classical Poisson structures respectively defined in (6) and in (7).

The classical Casimir \(r + r_{21}\) can be quantized as \(R_{21}\) and requesting this operator to be a Casimir implies that

\[
[R_{21}R, L_1L_2] = [R_{21}R, U_2U_1] = [R_{21}R, \tilde{L}_2\tilde{L}_1] = [R_{21}R, \tilde{U}_1\tilde{U}_2] = 0. \tag{93}
\]

Using this in (92) leads to the following equivalent commutation relations

\[
\begin{align*}
R_{21}U_1U_2 &= U_2U_1R_{21} \iff R^{-1}U_1U_2 = U_2U_1R^{-1}, \\
R_{21}^{-1}\tilde{U}_1\tilde{U}_2 &= \tilde{U}_2\tilde{U}_1R_{21}^{-1} \iff \tilde{R}\tilde{U}_1\tilde{U}_2 = \tilde{U}_2\tilde{U}_1\tilde{R},
\end{align*} \tag{94}
\]

which are more amenable to identify the relevant structure.

The relations (92) and (94) define the algebra structure of the Hopf algebras \(\mathcal{U}_q(\mathfrak{su}(2)), \mathcal{U}_q(\mathfrak{su}(2))\) and \(\mathcal{SU}_q(2), \mathcal{SU}_q(2)\)

\[
\begin{align*}
\tilde{\ell} \in \text{AN}(2) &\to \tilde{L} \in \text{AN}_q(2) \equiv \text{Fun}_q(\text{AN}(2)) \equiv \mathcal{U}_q(\mathfrak{su}(2)) \\
\tilde{u} \in \text{SU}(2) &\to U \in \mathcal{U}_q(\mathfrak{su}(2)) \equiv \text{Fun}_q(\text{SU}(2)) \\
\ell \in \text{AN}(2) &\to L \in \text{Fun}_{q^{-1}}(\text{AN}(2)) \equiv \mathcal{U}_{q^{-1}}(\mathfrak{su}(2)) \\
u \in \text{SU}(2) &\to U \in \text{SU}_{q^{-1}}(2)
\end{align*} \tag{95}
\]

We have in particular

\[
L = \begin{pmatrix} K^{-1} & 0 \\ -q^{\frac{1}{2}}(q^\frac{1}{2} - q^{-\frac{1}{2}})j_+ & K \end{pmatrix}, \quad \tilde{L} = \begin{pmatrix} \tilde{K} & 0 \\ -q^{-\frac{1}{2}}(q^\frac{1}{2} - q^{-\frac{1}{2}})\tilde{j}_+ & \tilde{K}^{-1} \end{pmatrix}, \tag{96}
\]

where \((J_\pm, K = q^{\frac{1}{2}})\) and \((\tilde{J}_\pm, \tilde{K} = q^{\frac{1}{2}})\) are two commuting copies of the \(\mathcal{U}_q(\mathfrak{su}(2))\) generators (see Appendix B).

The antipodes \(\overline{S}(L)\) and \(S(\tilde{L})\) (see (B2) and (B11)) are given by acting the correspondent antipodes on all the matrix elements. That is

\[
\begin{align*}
\overline{S}(L) &= \begin{pmatrix} \overline{S}(K)^{-1} & 0 \\ -q^{\frac{1}{2}}(q^\frac{1}{2} - q^{-\frac{1}{2}})\overline{S}(j_+) & \overline{S}(K) \end{pmatrix} = \begin{pmatrix} K & 0 \\ -q^{\frac{1}{2}}(q^\frac{1}{2} - q^{-\frac{1}{2}})j_+ & K^{-1} \end{pmatrix}, \\
S(\tilde{L}) &= \begin{pmatrix} S(\tilde{K}) & 0 \\ -q^{-\frac{1}{2}}(q^\frac{1}{2} - q^{-\frac{1}{2}})S(\tilde{j}_+) & S(\tilde{K})^{-1} \end{pmatrix} = \begin{pmatrix} \tilde{K}^{-1} & 0 \\ -q^{-\frac{1}{2}}(q^\frac{1}{2} - q^{-\frac{1}{2}})\tilde{j}_+ & \tilde{K} \end{pmatrix}.
\end{align*} \tag{97, 98}
\]

The definitions of those Hopf algebras are given in Appendix B. We note that the left Iwasawa decomposition leads to elements in the Hopf algebras, \(\mathcal{U}_q(\mathfrak{su}(2))\) and \(\mathcal{SU}_q(2)\) while the right decomposition leads to elements in the Hopf algebras, \(\mathcal{U}_q(\mathfrak{su}(2))\) and \(\mathcal{SU}_q(2)\). At the classical level, this is reflected in the presence of the minus sign difference between (6), (7), the Poisson structures respectively for the elements \(u, \ell\) of the left Iwasawa decomposition and for the elements \(\tilde{u}, \tilde{\ell}\) of the right Iwasawa decomposition.

**B. The \(R\)-matrix contains the information about the flux and the holonomy**

Let us add some comments on the defining relations

\[
L_1L_2R^{-1} = R^{-1}L_2L_1, \quad R^{-1}U_1U_2 = U_2U_1R^{-1}, \quad \tilde{L}_1\tilde{L}_2\tilde{R} = \tilde{R}\tilde{L}_2\tilde{L}_1, \quad \tilde{R}\tilde{U}_1\tilde{U}_2 = \tilde{U}_2\tilde{U}_1\tilde{R}. \tag{99}
\]

It is well-known [40] that they can be obtained from the *quantum Yang-Baxter equation* (QYBE)

\[
R_{12}R_{13}R_{23} = R_{23}R_{13}R_{12}, \tag{100}
\]

where we have used the standard notation \(R_{12} = \sum R_{(1)} \otimes R_{(2)} \otimes \mathbb{I}, R_{23} = \mathbb{I} \otimes R_{(1)} \otimes R_{(2)}\), \(R_{13} = R_{(1)} \otimes \mathbb{I} \otimes R_{(2)}\).

\[4\] Strictly speaking, these are the matrix elements of \(L\) which belong to \(\text{Fun}_{q^{-1}}(\text{AN}(2))\).
The solution relevant to us is specifically
\[
\mathcal{R} = q^{i_j} \otimes J_z \sum_{n=0}^{\infty} \frac{(1-q^{-1})^n}{[n]!} q^{n(n-1)/2} \left( q^{J_z} J_+ \right)^n \otimes \left( q^{J_z} J_- \right)^n.
\]
(101)

where \([n] := \frac{q^{n/2} - q^{-n/2}}{q - q^{-1}}\) is called a \(q\)-number.

In the above quantization scheme, we have used this solution in the \(\frac{1}{2} \otimes \frac{1}{2}\) representation, with the generators represented as \(2 \times 2\) matrices
\[
\rho(J_-) = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}, \quad \rho(J_+) = \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad \rho(K) = \begin{pmatrix} q^{\frac{1}{2}} & 0 \\ 0 & q^{-\frac{1}{2}} \end{pmatrix} \rightarrow \mathcal{R} = \rho(\mathcal{R})
\]
(102)

All the relations (99) can be seen as different realizations of the QYBE (100) written in a specific representation. Indeed, in terms of the components of the \(\mathcal{R}\)-matrix, the Yang-Baxter equation is written as
\[
\sum_{k_1, k_2, k_3} \mathcal{R}^{i_1}_{k_1} i_2 k_2 \mathcal{R}^{i_3}_{j_1} k_3 k_2 \mathcal{R}^{m_{i_2}}_{k_2} k_3 = \sum_{k_1, k_2, k_3} \mathcal{R}^{m_{i_2}}_{k_2} k_3 \mathcal{R}^{i_3}_{k_1} k_3 k_2 \mathcal{R}^{i_1}_{k_2} k_3 k_2,
\]
(103)

where \(\mathcal{R}, \mathcal{R}', \mathcal{R}''\) are different copies of the \(\mathcal{R}\)-matrix. The first two indices \((i, j)\) of \(\mathcal{R}^{i}_{j} k\), are the indices for \(\mathcal{R}_{(1)}\) and the last two indices \((k, l)\) are the indices for \(\mathcal{R}_{(2)}\) given in the decomposition \(\mathcal{R} = \sum \mathcal{R}_{(1)} \otimes \mathcal{R}_{(2)}\).

Let us fix the representation of \(\mathcal{R}_{(2)}, \mathcal{R}'_{(2)}\) and \(\mathcal{R}''_{(2)}\) to be the fundamental representation of \(U_q(\mathfrak{su}(2))\), then the indices \((i_2, i_3), (j_2, j_3), (k_2, k_3) \in \{-\frac{1}{2}, \frac{1}{2}\}\) in (103). In this representation, we then have [40]
\[
(L^k_{i})^{\alpha}_{\beta} = \mathcal{R}^{\alpha}_{\beta} k
\]
(104)

where the indices \(k, l = \pm \frac{1}{2}\) are the indices labelling the matrix elements of \(\tilde{L}\), while \(\alpha, \beta\) are the indices of the \(U_q(\mathfrak{su}(2))\) generators in any representation. The QYBE (103) thus reduces to \(\tilde{L}_1 \tilde{L}_2 R = R \tilde{L}_2 \tilde{L}_1\).

On the other hand, fixing the representation of \(\mathcal{R}, \mathcal{R}'_{(1)}\) and \(\mathcal{R}''_{(1)}\) to be the fundamental representation and using that
\[
(U^i_j)_{\alpha_{\beta}} = \mathcal{R}_{\alpha_{\beta}}^i j
\]
(105)

when \(i, j \in \{-\frac{1}{2}, \frac{1}{2}\}\), the QYBE reduces to \(R \tilde{U}_1 \tilde{U}_2 = \tilde{U}_2 \tilde{U}_1 R\).

In the same spirit, the first two equations in (99) are the QYBE for the \(\mathcal{R}\)-matrix of \(U_{q^{-1}}(\mathfrak{su}(2))\) in a given representation. Note that the \(\mathcal{R}\)-matrix for \(U_{q^{-1}}(\mathfrak{su}(2))\) is simply the inverse of the \(\mathcal{R}\)-matrix for \(U_q(\mathfrak{su}(2))\). Therefore, the \(\mathcal{R}\)-matrix captures the quantum holonomy and quantum flux information in its two sub-spaces. This gives a more geometrical interpretation to the \(\mathcal{R}\)-matrix in terms of quantum “holonomies” either in some deformation of AN(2) or SU(2).5

The construction of tensor operators (such as spinor and vector operators) usually requires some braiding defined in terms of the \(\mathcal{R}\)-matrix to transform appropriately [27, 28]. We will show how this braiding can be re-interpreted in a more geometrical setting, i.e. in terms of parallel transport.

V. QUANTUM SPINORIAL REPRESENTATION OF DEFORMED LATTICE GAUGE THEORY

This section contains some of the key-results of the paper. In particular, after quantizing the deformed spinors, we will show how the definition of spinor operators on different Hilbert spaces, usually performed via the \(\mathcal{R}\)-matrix, can be done using some parallel transport. This leads to a new geometrical interpretation of the \(\mathcal{R}\)-matrix. We will also provide the quantization of the observables (74) and show that they form a deformation of \(\mathfrak{so}^*(2n)\).

5 Although we stick to the terminology that \(\ell\) and \(\tilde{\ell}\) are called fluxes, they are AN(2) holonomies in the ribbon picture as each is assigned to a side of the ribbon.
A. Quantizing the spinors

The quantization of the deformed variables $\zeta^A, \tilde{\zeta}^A, N_A$ will give rise to the $q$-deformation of the Jordan map for $\mathfrak{su}(2)$. Indeed these variables can be quantized as $q$-boson operators: the variables $\zeta^A$ are quantized as $q$-boson annihilation operators, the variables $\tilde{\zeta}^A$ as $q$-boson creation operators and the variables $N_A$ as number operators. Explicitly,

$$
\begin{align*}
(\zeta^0, \zeta^1) &\rightarrow (a, b), \\
(\tilde{\zeta}^0, \tilde{\zeta}^1) &\rightarrow (a^\dagger, b^\dagger), \\
(N_0, N_1) &\rightarrow (N_a, N_b), \\
(\zeta^0, \tilde{\zeta}^1) &\rightarrow (\tilde{a}, \tilde{b}), \\
(\tilde{\zeta}^0, \zeta^1) &\rightarrow (\tilde{a}^\dagger, \tilde{b}^\dagger), \\
(N_0, \tilde{N}_1) &\rightarrow (N_a, \tilde{N}_b).
\end{align*}
$$

These $q$-harmonic oscillators obey the following commutation rules

$$
a^\dagger a = q_{-1/2} \zeta^+ \zeta^-, \\
[\zeta^+, a] = a^\dagger, \\
[N_a, a^\dagger] = 1, \\
\{[\zeta^+, a^\dagger], [N_a, a]\} = -1,
$$

from which one can deduce

$$
q^{N_a/2}a^\dagger = q^{1/2}a^\dagger q^{-N_a/2}, \\
q^{N_a/2}a = q^{-1/2}aq^{-N_a/2}, \\
a^\dagger = \frac{q^{N_a/2} - q^{-N_a/2}}{q^{1/2} - q^{-1/2}}, \\
aa^\dagger = [N_a + 1].
$$

Similar relations hold for the operators $(b, b^\dagger, N_b)$ and the tilde variables. The different sets of $q$-boson operators $(a, a^\dagger, N_a)$ and $(\tilde{a}, \tilde{a}^\dagger, \tilde{N}_a)$ all commute with each other.

States can be labeled by their occupation numbers, $|n_a\rangle = a^\dagger |0\rangle$ and $|n_b\rangle = b^\dagger |0\rangle$, and

$$
|n_a, n_b\rangle_{HO} = |n_a\rangle \otimes |n_b\rangle.
$$

The $q$-deformed Jordan map is [41],

$$
J_+ = a^\dagger b, \\
J_- = ab^\dagger, \\
K = q^{\frac{1}{2}} J_+ = q^{\frac{N_a + N_b}{2}}, \\
\tilde{J}_+ = \tilde{a}^\dagger \tilde{b}, \\
\tilde{J}_- = \tilde{a} \tilde{b}^\dagger, \\
\tilde{K} = q^{\frac{1}{2}} J_+ = q^{\frac{\tilde{N}_a + \tilde{N}_b}{2}}.
$$

Indeed, with the quantization map (106), we recover the classical generators $z, \bar{z}, \lambda$ and $\bar{z}, \bar{\bar{z}}, \bar{\lambda}$ at the linear $h$-order of the quantum fluxes (96) by taking $q = e^{\kappa h} = 1 + \kappa h + O(h^2)$.

We define the right adjoint action, denoted as $\triangleright$ (resp. $\blacktriangleright$), of $\mathcal{U}_q(\mathfrak{su}(2))$ (resp. $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$) on some operator $O$:

$$
\begin{align*}
J_\pm &\triangleright O = S(J_\pm)OK + S(K^{-1})OJ_\pm = q^{\frac{1}{2}J_\pm}JKOK + KOJ_\pm, \\
K &\triangleright O = S(K)OK = K^{-1}OK, \\
J_\pm &\blacktriangleright O = S(J_\pm)OK^{-1} + S(K)OJ_\pm = q^{\frac{1}{2}J_\pm}JKOK^{-1} + K^{-1}OJ_\pm, \\
K &\blacktriangleright O = S(K)OK = K^{-1}OK.
\end{align*}
$$

Let $V^j$ be the irreducible representation of $\mathcal{U}_q(\mathfrak{su}(2))$ of dimension $2j + 1$. The basis state $|j, m\rangle \in V^j$ of fixed magnetic number $m$ is the Fock state $|n_a, n_b\rangle_{HO}$,

$$
|j, m\rangle = |j + m, j - m\rangle_{HO}
$$

i.e. $j = \frac{1}{2}(n_a + n_b)$ and $m = \frac{1}{2}(n_a - n_b)$. The $q$-bosons act on these states as

$$
\begin{align*}
a^\dagger |j, m\rangle &= \sqrt{|j + m + 1\rangle |j + \frac{1}{2}, m + \frac{1}{2}\rangle}, \\
b^\dagger |j, m\rangle &= \sqrt{|j - m + 1\rangle |j + \frac{1}{2}, m - \frac{1}{2}\rangle}, \\
N_a |j, m\rangle &= |j + m\rangle |j, m\rangle, \\
N_b |j, m\rangle &= |j - m\rangle |j, m\rangle.
\end{align*}
$$

$^6$ Given a generator $x$ of a Hopf algebra $H$ with coproduct $\Delta(x) = \sum x^{(1)} \otimes x^{(2)}$, there are two kinds of adjoint actions on operators $O$'s of $H$ namely the left adjoint action $x \triangleright O := \sum x^{(1)}OS(x^{(2)})$ and the right adjoint action $x \blacktriangleright O := \sum S(x^{(1)})OS(x^{(2)})$, where $S$ is the antipode of $H$. 
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With the quantization map given above, we are now ready to define the $\mathcal{U}_q(\mathfrak{su}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$ quantum spinors, which decorate the ribbon as in figure 6. A $\mathcal{U}_q(\mathfrak{su}(2))$ (resp. $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$) quantum spinor, denoted as $T = \begin{pmatrix} T_+ \\ T_+ \end{pmatrix}$, by definition should transform under the $\mathcal{U}_q(\mathfrak{su}(2))$ (resp. $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$) adjoint action as a spinor, i.e.

$$J_+ \bullet T_\pm = 0, \quad J_- \bullet T_\pm = T_\mp, \quad K \bullet T_\pm = q^{\mp} T_\pm,$$

where $\bullet$ is the right adjoint action (which can be either $\triangleright$ or $\triangleright\triangleright$).

**Remark V.1.** According to Biedenharn's terminology [41], the relations (116) define what he calls conjugate spinors. This is what we will call the right adjoint quantum spinors in this article. A left adjoint quantum spinor, or a quantum spinor according to Biedenharn's terminology, is defined by the $\mathcal{U}_q(\mathfrak{su}(2))$ or $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$ left adjoint action. Denote uniformly the $\mathcal{U}_q(\mathfrak{su}(2))$ or $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$ left adjoint action by $\circ$, then the left adjoint action of the generators on a left adjoint quantum spinor, say $T'$, is

$$J_+ \circ T'_\pm = 0, \quad J_- \circ T'_\pm = T'_\mp, \quad K \circ T'_\pm = q^{\pm} T'_\pm.$$

Note the different behavior under the action of $K$ compared to (116). A $\mathcal{U}_q(\mathfrak{su}(2))$ right adjoint quantum spinor $qT$ can be obtained via a $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$ left adjoint quantum spinor $q^{-1}T$ with the relation $qT_A = (-1)^{\frac{\mp}{2} - A} q^{-\frac{\mp}{2}} T_A$, while a $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$ right adjoint quantum spinor $q^{-1}T$ can be obtained via an $\mathcal{U}_q(\mathfrak{su}(2))$ left adjoint quantum spinor $q T$ with the relation $q^{-1}T_A = (-1)^{\frac{\pm}{2} - A} q^{-\frac{\pm}{2}} T_A$.

A spinor operator is a special example of a tensor operator $T_j^m$. A tensor operator $T_j$ associated with the representation $j$ transforms under the adjoint action as an element of the representation $j$. The Wigner-Eckart theorem provides the matrix elements of any tensor operator $T_j$.

**Theorem V.2** (Wigner-Eckart Theorem for $\mathcal{U}_q(\mathfrak{su}(2))$ [41]). The matrix element of a tensor operator $T_j^m$ of rank $j$ with $j$ an irreducible representation of $\mathcal{U}_q(\mathfrak{su}(2))$ is proportional to the $q$-WCG coefficient:

$$\langle j_1, m_1 \mid T_m^j \mid j_2, m_2 \rangle = N_{j_1, j_2}^j q^{C_{m_1, m_2}^j},$$

where $T_j^m$ is the $m$-th component of $T_j$, $q^{C_{m_1, m_2}^j}$ is the $q$-WCG coefficient for coupling $j_1$ and $j$ to get $j_2$ and $N_{j_1, j_2}^j$ is a constant independent of $m_1, m_2$.

The quantization map (106) leads to the quantum spinors defined as

$$|t\rangle = \begin{pmatrix} e^{\frac{\alpha_1}{N_1} \zeta_1} \\ e^{\frac{\alpha_0}{N_0} \zeta_0} \end{pmatrix}, \quad |\tau\rangle = \begin{pmatrix} e^{\frac{\alpha_1}{N_1} \zeta_1} \\ e^{\frac{\alpha_0}{N_0} \zeta_0} \end{pmatrix}, \quad |\tilde{t}\rangle = \begin{pmatrix} e^{\frac{\alpha_1}{N_1} \zeta_1} \\ e^{\frac{\alpha_0}{N_0} \zeta_0} \end{pmatrix}, \quad |\tilde{\tau}\rangle = \begin{pmatrix} e^{\frac{\alpha_1}{N_1} \zeta_1} \\ e^{\frac{\alpha_0}{N_0} \zeta_0} \end{pmatrix},$$

The spinors $t^\vee$ and $\tilde{t}^\vee$ are quantized as $\mathcal{U}_q(\mathfrak{su}(2))$ spinor operators while the (braided) spinors $\tau^\vee$ and $\tilde{\tau}^\vee$ are quantized as $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$ spinor operators. Indeed, under the right adjoint action, these quantum spinors transform as desired:

$$J_+ \triangleright t^\vee_\pm = 0, \quad J_- \triangleright t^\vee_\pm = t^\vee_\pm, \quad K \triangleright t^\vee_\pm = q^{\pm} t^\vee_\pm,$$

$$J_+ \triangleright \tilde{t}^\vee_\pm = 0, \quad J_- \triangleright \tilde{t}^\vee_\pm = \tilde{t}^\vee_\pm, \quad K \triangleright \tilde{t}^\vee_\pm = q^{\pm} \tilde{t}^\vee_\pm.$$
As a consequence, the Wigner-Eckart theorem tells us that

\[
\langle j_1, m_1 | t^c_m | j_2, m_2 \rangle = \delta_{j_1, j_2 + \epsilon/2} \sqrt{|d_{j_1}|} q^{j_1} C_{m_1 - m_2}^{j_1}, \quad (120a)
\]

\[
\langle j_1, m_1 | \tau^c_m | j_2, m_2 \rangle = \delta_{j_1, j_2 + \epsilon/2} \sqrt{|d_{j_1}|} q^{-j_1} C_{m_1 - m_2}^{j_1}, \quad (120b)
\]

\[
\langle j_1, m_1 | \delta^c_m | j_2, m_2 \rangle = \delta_{j_1, j_2 + \epsilon/2} \sqrt{|d_{j_1}|} q^{j_1} C_{m_1 - m_2}^{j_1}, \quad (120c)
\]

\[
\langle j_1, m_1 | \bar{\tau}^c_m | j_2, m_2 \rangle = \delta_{j_1, j_2 + \epsilon/2} \sqrt{|d_{j_1}|} q^{-j_1} C_{m_1 - m_2}^{j_1}. \quad (120d)
\]

Therefore, as in the quantum fluxes, we again see both the \( \mathcal{U}_q(\mathfrak{su}(2)) \) and \( \mathcal{U}_{q^{-1}}(\mathfrak{su}(2)) \) structures appearing upon quantization. We decorate the ribbon with spinor operators as in figure 6. \( t' \) and \( \tilde{t}' \) are the \( \mathcal{U}_q(\mathfrak{su}(2)) \) quantum spinors, while \( \tau' \) and \( \bar{\tau}' \) are the \( \mathcal{U}_{q^{-1}}(\mathfrak{su}(2)) \) quantum spinors. The quantum spinor components satisfy the commutation relations

\[
t' \tilde{t}' = q^{-1/2} t'_+ \tilde{t}'_-, \quad \tau' \bar{\tau}' = q^{1/2} \tau'_+ \bar{\tau}'_-, \quad \tilde{t}'_+ = q^{-1/2} \tilde{t}'_+ \tilde{t}'_-, \quad \bar{\tau}'_+ = q^{1/2} \bar{\tau}'_+ \bar{\tau}'_-, \quad \epsilon = \pm. \quad (121)
\]

**FIG. 6:** The reference ribbon. The spinor operators \( t' \) and \( \tilde{t}' \) are \( \mathcal{U}_q(\mathfrak{su}(2)) \) quantum spinors, while \( \tau' \) and \( \bar{\tau}' \) are \( \mathcal{U}_{q^{-1}}(\mathfrak{su}(2)) \) quantum spinors.

We define the inner products of the spinors with a bilinear form \( B_q \) determined by the \( q \)-WCG coefficient

\[
\pm \sqrt{|2|} q^{\frac{j_1}{2} + \frac{j_2}{2} + \frac{0}{2}} = \pm \delta_{m_1, m_2} (-1)^{1/2 - m} q^{m/2} \text{ with } q \text{ compatible with the spinor nature. } B_q \text{ thus defines a (non-symmetric) metric on the spinors. We denote the inner products as spinor brackets in the following way}
\]

\[
\langle t | t \rangle := B_q(t^+, t^-) = -\sqrt{|2|} q^{\frac{j_1}{2} + \frac{j_2}{2} + \frac{0}{2}} t^+_m t^-_m = [N],
\]

\[
\langle \tau | \tau \rangle := B_q(\tau^+, \tau^-) = -\sqrt{|2|} q^{-j_1} C_{m_1 - m_2}^{j_1} \tau^+_m \tau^-_m = [M],
\]

\[
\langle \tilde{t} | \tilde{t} \rangle := B_q(\tilde{t}^+, \tilde{t}^-) = -\sqrt{|2|} q^{\frac{j_1}{2} + \frac{j_2}{2} + \frac{0}{2}} \tilde{t}^+_m \tilde{t}^-_m = [\bar{N}],
\]

\[
\langle \bar{\tau} | \bar{\tau} \rangle := B_{q^{-1}}(\bar{\tau}^+, \bar{\tau}^-) = -\sqrt{|2|} q^{-j_1} C_{m_1 - m_2}^{j_1} \bar{\tau}^+_m \bar{\tau}^-_m = [\bar{M}],
\]

as well as

\[
[t | t] := B_q(t^-, t^+) = \sqrt{|2|} q^{\frac{j_1}{2} + \frac{j_2}{2} + \frac{0}{2}} t^-_m t^+_m = [N + 2],
\]

\[
[\tau | \tau] := B_{q^{-1}}(\tau^-, \tau^+) = \sqrt{|2|} q^{-j_1} C_{m_1 - m_2}^{j_1} \tau^-_m \tau^+_m = [N + 2],
\]

\[
[\tilde{t} | \tilde{t}] := B_q(\tilde{t}^-, \tilde{t}^+) = \sqrt{|2|} q^{\frac{j_1}{2} + \frac{j_2}{2} + \frac{0}{2}} \tilde{t}^-_m \tilde{t}^+_m = [\bar{N} + 2],
\]

\[
[\bar{\tau} | \bar{\tau}] := B_{q^{-1}}(\bar{\tau}^-, \bar{\tau}^+) = \sqrt{|2|} q^{-j_1} C_{m_1 - m_2}^{j_1} \bar{\tau}^-_m \bar{\tau}^+_m = [\bar{M} + 2],
\]

while it can be checked directly that the remaining vanish,

\[
[t | t] := B_q(t^-, t^+) = 0 = B_q(t^+, t^+) =: [t | t],
\]

\[
[\tau | \tau] := B_{q^{-1}}(\tau^-, \tau^+) = 0 = B_{q^{-1}}(\tau^+, \tau^+) =: [\tau | \tau],
\]

\[
[\tilde{t} | \tilde{t}] := B_q(\tilde{t}^-, \tilde{t}^+) = 0 = B_q(\tilde{t}^+, \tilde{t}^+) =: [\tilde{t} | \tilde{t}],
\]

\[
[\bar{\tau} | \bar{\tau}] := B_{q^{-1}}(\bar{\tau}^-, \bar{\tau}^+) = 0 = B_{q^{-1}}(\bar{\tau}^+, \bar{\tau}^+) =: [\bar{\tau} | \bar{\tau}].
\]

(124)
Unlike in the classical case, the norms of the spinors and their duals are not equal, \( \langle \cdot | \cdot \rangle \neq [\cdot | \cdot] \), due to the non-commutativity (121) of the spinor components. Furthermore, one can get \([N + 1]\) or \([\bar{N} + 1]\) by the following inner products,

\[
[N + 1] = q^{-\frac{1}{2}}(\mathbf{t}\mathbf{c}\mathbf{t}^+_1 - \mathbf{t}\mathbf{c}\mathbf{t}^+_2) = q^{\frac{1}{2}}(\mathbf{t}\mathbf{c}\mathbf{t}^-_1 - \mathbf{t}\mathbf{c}\mathbf{t}^-_2) = q^{-\frac{1}{2}}(\mathbf{t}\mathbf{c}\mathbf{t}^-_1 - \mathbf{t}\mathbf{c}\mathbf{t}^-_1),
\]

\[
[\bar{N} + 1] = q^{-\frac{1}{2}}(\mathbf{t}\mathbf{c}\mathbf{t}^-_1 - \mathbf{t}\mathbf{c}\mathbf{t}^-_2) = q^{\frac{1}{2}}(\mathbf{t}\mathbf{c}\mathbf{t}^+_1 - \mathbf{t}\mathbf{c}\mathbf{t}^+_2) = q^{-\frac{1}{2}}(\mathbf{t}\mathbf{c}\mathbf{t}^+_1 - \mathbf{t}\mathbf{c}\mathbf{t}^+_1).
\]

They are actually those we will use to reconstruct the quantum holonomies.

### B. Recovering the quantum holonomy-flux algebra

Both the quantum fluxes and quantum holonomies can be built from the quantum spinors in a neat way as their classical counterparts (53).

**Holonomies.** We start with the following proposition.

**Proposition V.3.** Impose the norm matching constraint \( N = \bar{N} \). Then the operator matrix \( U = \begin{pmatrix} U_{--} & U_{+-} \\ U_{+} & U_{++} \end{pmatrix} \) whose matrix elements are given by

\[
U_{AB} = (-1)^{\frac{1}{2}-B} q^{\frac{1}{2}} \sum_{\epsilon = \pm} \tau_A \epsilon_B \frac{1}{[N + 1]}
\]

(127) is an \( SU_q(1,2) \) quantum matrix. The operator matrix \( \bar{U} = \begin{pmatrix} \bar{U}_{--} & \bar{U}_{+-} \\ \bar{U}_{+} & \bar{U}_{++} \end{pmatrix} \) whose matrix elements are given by

\[
\bar{U}_{AB} = \frac{1}{[N + 1]} (-1)^{\frac{1}{2}+B} q^{-\frac{1}{2}} \sum_{\epsilon = \pm} \bar{t}_A \epsilon_B
\]

(128) is an \( SU_q(2) \) quantum matrix.

In addition, together with the fluxes \( L \) and \( \bar{L} \) (96) defined in terms of the \( \mathcal{U}_q(\mathfrak{su}(2)) \) generators given by the Jordan map (110), the holonomies defined this way satisfy the commutation relations (92).

**Proof.** By repeatedly applying (121)–(126) and the commutation relation of the spinor components and the norm factor

\[
\frac{1}{[N + 1]} T^e_m = T^e_m [N + 1 + e], \quad \frac{1}{[N + 1]} \bar{T}^e_m = \bar{T}^e_m [N + 1 + e],
\]

(129) one can compute that

\[
U_{--} U_{--} = q^2 U_+ U_{--}, \quad U_{+} U_{--} = q^2 U_+ U_{--}, \quad U_{--} U_{--} = q^2 U_+ U_{--}, \quad U_{--} U_{--} = q^2 U_+ U_{--},
\]

\[
[U_{--} U_{--}] = -(q^2 - q^{-2}) U_+ U_{--}, \quad [U_{+} U_{--}] = 0, \quad \det_q U \equiv U_{--} U_{--} - q^2 U_+ U_{--} = I,
\]

\[
\bar{U}_{--} \bar{U}_{--} = q^2 \bar{U}_+ \bar{U}_{--}, \quad \bar{U}_{+} \bar{U}_{--} = q^2 \bar{U}_+ \bar{U}_{--}, \quad \bar{U}_+ \bar{U}_+ = q^2 \bar{U}_+ \bar{U}_+,
\]

\[
[U_{--} U_{--}] = (q^2 - q^{-2}) U_+ U_{--}, \quad [U_{+} U_{--}] = 0, \quad \det_q \bar{U} \equiv \bar{U}_{--} \bar{U}_{--} - q^2 \bar{U}_+ \bar{U}_+ = I.
\]

Referring to Definition B.2, we conclude that \( U \) is an \( SU_q(1,2) \) quantum matrix and \( \bar{U} \) is an \( SU_q(2) \) quantum matrix.

Using the Jordan map (110), the commutation relations between the \( \mathcal{U}_q(\mathfrak{su}(2)) \) generators and the quantum spinors read

\[
t^e_{\pm} K = q^{\frac{1}{2}+\epsilon} K t^e_{\pm}, \quad \tau^e_{\pm} K = q^{\frac{1}{2}+\epsilon} K \tau^e_{\pm}, \quad \bar{t}^e_{\pm} \bar{K} = q^{\frac{1}{2}+\epsilon} \bar{K} \bar{t}^e_{\pm}, \quad \bar{\tau}^e_{\pm} \bar{K} = q^{\frac{1}{2}+\epsilon} \bar{K} \bar{\tau}^e_{\pm},
\]

\[
t^e_{\pm} J_{\mp} - q^{\frac{1}{2}+\epsilon} J_{\mp} t^e_{\pm} = K^{-1} t^e_{\pm}, \quad t^e_{\pm} J_{\mp} = q^{\frac{1}{2}+\epsilon} J_{\mp} t^e_{\pm}, \quad \tau^e_{\pm} J_{\mp} = K^{-1} \tau^e_{\pm}, \quad \tau^e_{\pm} J_{\mp} = q^{\frac{1}{2}+\epsilon} J_{\mp} \tau^e_{\pm},
\]

\[
\bar{t}^e_{\pm} J_{\mp} - q^{\frac{1}{2}+\epsilon} J_{\mp} \bar{t}^e_{\pm} = \bar{K}^{-1} \bar{t}^e_{\pm}, \quad \bar{t}^e_{\pm} J_{\mp} = q^{\frac{1}{2}+\epsilon} J_{\mp} \bar{t}^e_{\pm}, \quad \bar{\tau}^e_{\pm} J_{\mp} = \bar{K}^{-1} \bar{\tau}^e_{\pm}, \quad \bar{\tau}^e_{\pm} J_{\mp} = q^{\frac{1}{2}+\epsilon} J_{\mp} \bar{\tau}^e_{\pm},
\]

(130) one can show that the commutation relations in (92) are satisfied given the definition of the quantum holonomies (127), (128) and the quantum fluxes (96).
Flux vectors. We now reconstruct the quantization of the vectors \( X \) and \( X^{\text{op}} \) from (58) in terms of the quantum spinors. They become \( \mathcal{U}_q(\mathfrak{su}(2)) \) and \( \mathcal{U}_{q^{-1}}(\mathfrak{su}(2)) \) vector operators respectively, i.e. spin 1 tensor operators. The \( \mathcal{U}_q(\mathfrak{su}(2)) \) quantum vectors can be built from the \( \mathcal{U}_q(\mathfrak{su}(2)) \) spinors \( \mathbf{t}^e \) and \( \mathbf{t}^e \) and the \( \mathcal{U}_{q^{-1}}(\mathfrak{su}(2)) \) vectors can be built from the \( \mathcal{U}_{q^{-1}}(\mathfrak{su}(2)) \) spinors \( \mathbf{t}^e \) and \( \tilde{\mathbf{t}}^e \).

Using the \( q \)-WCG coupling, one can define the \( \mathcal{U}_q(\mathfrak{su}(2)) \) right adjoint vectors as [41]

\[
X_A = \sum_{m,n=\pm \frac{1}{2}, m+n=\tilde{A}} q C_{-m-n}^{\frac{1}{2} \pm 1} t_m^A t_n^A, \quad A = 0, \pm 1.
\]

In components they read

\[
X_0 = q C_{-\frac{1}{2} + \frac{1}{2}} t_0^+ t_+ + q C_{-\frac{1}{2} + \frac{1}{2}} t_+^\dagger t_+, \quad \frac{1}{\sqrt{2}} \left( q^\frac{1}{2} J_j J_- - q^{-\frac{1}{2}} J_- J_j \right),
\]

\[
X_{-1} = q C_{-\frac{1}{2} + \frac{1}{2}} t_-^\dagger t_+ = -J_- K^{-1}, \quad X_1 = q C_{-\frac{1}{2} - \frac{1}{2}} t_+^\dagger t_+ = J_+ K^{-1}.
\]

It is easy to check that they behave as a vector under the action of \( \mathcal{U}_q(\mathfrak{su}(2)) \)

\[
J_\pm \blacktriangleright X_A = \sqrt{|1 + A||1 \pm A + 1|} X_{A \pm 1}, \quad K \blacktriangleright X_A = q^{-\frac{1}{2}} X_A,
\]

so that the Wigner-Eckart theorem applies and gives the matrix elements of \( X_A \) in the irreducible representation \( \mathcal{V}^j \),

\[
\langle j, n \mid X_A \mid j, m \rangle = N_j q^{C^j_{n}^1 1 j}, \quad \text{with } N_j = \sqrt{\frac{[2j][2j+2]}{[2]}},
\]

Similarly, one defines the \( \mathcal{U}_{q^{-1}}(\mathfrak{su}(2)) \) vector as

\[
X^{\text{op}}_A = \sum_{m,n=\pm \frac{1}{2}, m+n=\tilde{A}} q^{-1} C_{-m-n}^{\frac{1}{2} \pm 1} t_-^A t_-^A, \quad A = 0, \pm 1,
\]

whose components are

\[
X^{\text{op}}_0 = q^{-1} C_{-\frac{1}{2} + \frac{1}{2}} t_-^\dagger t_- + q^{-1} C_{-\frac{1}{2} + \frac{1}{2}} t_+^\dagger t_+ = \frac{1}{\sqrt{2}} \left( q^{-\frac{1}{2}} J_- J_- - q^{-\frac{1}{2}} J_- J_- \right),
\]

\[
X^{\text{op}}_{1} = q^{-1} C_{-\frac{1}{2} - \frac{1}{2}} t_+^\dagger t_- = -J_- K, \quad X^{\text{op}}_{-1} = q^{-1} C_{-\frac{1}{2} + \frac{1}{2}} t_-^\dagger t_+ = J_+ K.
\]

They are indeed \( \mathcal{U}_{q^{-1}}(\mathfrak{su}(2)) \) vectors since

\[
J_\pm \blacktriangledown X^{\text{op}}_A = \sqrt{|1 + A||1 \pm A + 1|} X_{A \pm 1}, \quad K \blacktriangledown X^{\text{op}}_A = q^{-\frac{1}{2}} X^{\text{op}}_A,
\]

and from the Wigner-Eckart theorem,

\[
\langle j, n \mid X^{\text{op}}_A \mid j, m \rangle = N_j q^{-1} C^j_{n}^1 1 j, \quad \text{with } N_j = \sqrt{\frac{[2j][2j+2]}{[2]}},
\]

One can see that \( X \) and \( X^{\text{op}} \) are the natural quantization the classical deformed vectors \( \tilde{X} \) and \( \tilde{X}^{\text{op}} \) as defined in (58). The tilde sector of vectors \( \tilde{X} \) and \( \tilde{X}^{\text{op}} \) can also be built in the same way from \( \tilde{t}^e \) and \( \tilde{t}^e \) respectively. In addition, higher spin quantum vectors of \( \mathcal{U}_q(\mathfrak{su}(2)) \) and \( \mathcal{U}_{q^{-1}}(\mathfrak{su}(2)) \) types can be built with the \( q \)-WCG coefficient in a similar method.

C. Flipping the ribbon

In the following, we will omit the index \( \epsilon \) on the spinor operators as it is not relevant for the present discussion. We introduce the operator \( f \) associated to changing the orientation of an edge of \( \Gamma \), which is a quantum version of \( i \).
When changing the orientation of an edge, we have the following involutive transformation on the spinor operators

\[
\tau \rightarrow \bar{\tau}, \quad \hat{\tau} \rightarrow t.
\]  

(141)

Since the tilde and non-tilde spinors are classically the same, and since the quantization map (118) is the same for both, we can define

\[
I(t) = \hat{t}, \quad I(\hat{t}) = t, \quad I(\tau) = \bar{\tau}, \quad I(\bar{\tau}) = \tau,
\]  

(142)

and just like we did classically with \(\iota\), we can lift \(I\) to the \(q\)-bosons by setting

\[
I(a) = \hat{a}, \quad I(a^\dagger) = \hat{a}^\dagger, \quad I(b) = \hat{b}, \quad I(b^\dagger) = \hat{b}^\dagger,
\]  

(143)

and requiring that \(I\) is an involution. By applying \(I\) to (110), one finds

\[
I(J_{\pm}) = \bar{J}_{\pm}, \quad I(J_{\pm}) = J_{\pm}, \quad I(K) = \bar{K}, \quad I(\bar{K}) = K.
\]  

(144)

It is then possible to find \(I(L)\) in terms of \(\tilde{L}\),

\[
I(L) = \begin{pmatrix} \tilde{K}^{-1} & 0 \\ -q^{\frac{1}{2}}(q^\frac{3}{2} - q^{-\frac{1}{2}}) \tilde{J}_+ & \tilde{K} \end{pmatrix} = S(\tilde{L})
\]  

(145)

where \(S\) is the antipode of \(\mathcal{U}_q(\mathfrak{su}(2))\). Similarly, one finds \(I(\tilde{L}) = \overline{S}(L)\) with \(\overline{S}\) being the antipode of \(\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))\). Indeed, \(S(\overline{S}(\tilde{L})) = L\) and \(\overline{S}(S(\tilde{L})) = \tilde{L}\), consistently with the fact that \(I\) is an involution.

The same can be applied to \(U\). Parametrize the matrix elements of \(U\) and \(\tilde{U}\) as well as their antipode to be (See Definition B.2 for definition of the Hopf algebra \(SU_q(2)\).)

\[
U = \begin{pmatrix} \hat{a} & \hat{b} \\ \hat{c} & \hat{d} \end{pmatrix} \in SU_{q^{-1}}(2), \quad \text{with} \quad \hat{a}\hat{d} - q^{\frac{1}{2}}\hat{b}\hat{c} = I \quad S(U) = \begin{pmatrix} \hat{d} & -q^{-\frac{1}{2}}\hat{b} \\ -q^{\frac{1}{2}}\hat{c} & \hat{a} \end{pmatrix},
\]

(146)

\[
\tilde{U} = \begin{pmatrix} \hat{a} & \hat{b} \\ \hat{c} & \hat{d} \end{pmatrix} \in SU_q(2), \quad \text{with} \quad \hat{a}\hat{d} - q^{\frac{1}{2}}\hat{b}\hat{c} = I, \quad S(\tilde{U}) = \begin{pmatrix} \hat{d} & -q^{\frac{1}{2}}\hat{b} \\ -q^{-\frac{1}{2}}\hat{c} & \hat{a} \end{pmatrix},
\]

(147)

where we have used \(\overline{S}\) to denote the antipode for \(SU_{q^{-1}}(2)\). It is natural to define the operator \(I\) acting on the generators \(\hat{a}, \hat{b}, \hat{c}, \hat{d}\) of \(U\) and generators \(\hat{\hat{a}}, \hat{\hat{b}}, \hat{\hat{c}}, \hat{\hat{d}}\) of \(\tilde{U}\) as

\[
I(\hat{a}) = \hat{\hat{d}}, \quad I(\hat{b}) = -q^{\frac{1}{2}}\hat{\hat{b}}, \quad I(\hat{c}) = -q^{-\frac{1}{2}}\hat{\hat{c}}, \quad I(\hat{d}) = \hat{\hat{a}},
\]

(148)

where \(I\) is indeed an involution. We then have

\[
I(U) = S(\tilde{U}), \quad I(\tilde{U}) = \overline{S}(U).
\]

(149)

Recall that one can reconstruct these quantum holonomies in terms of the quantum spinors as in (127) and (128), which we copy here

\[
U_{AB} = (-1)^{\frac{1}{2} - B} q^B \frac{1}{\overline{N} + 1} \sum_{c=\pm} \tau_c^A \tau_c^{-B} \in SU_{q^{-1}}(2), \quad \tilde{U}_{AB} = \frac{1}{[N + 1]} (-1)^{\frac{1}{2} + B} q^{-B} \sum_{c=\pm} \tau_c^A \tau_c^{-B} \in SU_{q}(2).
\]  

The matrix element of the antipodes of \(U\) and \(\tilde{U}\) defined in (146) and (147) can be equivalently written as

\[
(S(U))_{AB} = (-1)^{B-A} q^{\overline{A+B}} U_{AB} = \frac{1}{\overline{N} + 1} (-1)^{\frac{1}{2} + B} q^{-B} \sum_{c=\pm} \tau_c^A \tau_c^{-B},
\]

(150)

\[
(S(\tilde{U}))_{AB} = (-1)^{A-B} q^{\overline{A+B}} \tilde{U}_{AB} = (-1)^{\frac{1}{2} - B} q^B \sum_{c=\pm} \tau_c^A \tau_c^{-B} \frac{1}{[N + 1]}.
\]

(151)

Then (149) can be deduced from (142).

Therefore, we have a complete map for quantum objects in terms of flipping the ribbons. We can then focus only on one orientation for a ribbon and use the involution map \(I\) to deduce the results after change of orientation.
D. $\mathcal{R}$-matrix as parallel transport

In the classical construction, the different spinors are related through parallel transport by the AN(2) holonomies. We will see that their quantum counterparts, the spinor operators, are related by AN$_q$(2) holonomies. We expect to have two possible cases, either lower triangular or upper triangular.

**Parallel transport within a ribbon.** Let’s start with the classical covariant and braided-covariant spinors of a single ribbon related to one another by AN(2) parallel transport in (29) and the first equation of (44). At the quantum level, we have analogue relations

$$ L\tau^e = \left( -q^{\frac{3}{2}} - q^{-\frac{3}{2}} J_+ \tau_- + K \tau_- \right), \quad \bar{L}\tau^e = \left( q^{\frac{3}{2}} - q^{-\frac{3}{2}} J_+ \tau_- + \bar{K} \tau_- \right) = q^{-\frac{3}{2}} q^{\frac{3}{2}} \tau^e, $$

$$ L\tau^e = \left( -q^{\frac{3}{2}} - q^{-\frac{3}{2}} J_+ \tau_- + K \tau_- \right), \quad \bar{L}\tau^e = \left( q^{\frac{3}{2}} - q^{-\frac{3}{2}} J_+ \tau_- + \bar{K} \tau_- \right) = q^{-\frac{3}{2}} q^{\frac{3}{2}} \tau^e. $$

One can take the complex conjugate of these relations and get equivalently,

$$ (-1)^{\frac{3}{2} - A} q^{\frac{3}{2}} \tau_A = q^\tau q^{\tau A} \left( -1 \right)^{\frac{3}{2}} q^{-\frac{3}{2}} \tau_A (L^1)_B^A, $$

$$ (-1)^{\frac{3}{2} - A} q^{\frac{3}{2}} \tau_A = q^\tau q^{\tau A} \left( -1 \right)^{\frac{3}{2}} q^{-\frac{3}{2}} \tau_A (L^1)_B^A, $$

$$ (-1)^{\frac{3}{2} - A} q^{\frac{3}{2}} \tau_A = q^\tau q^{\tau A} \left( -1 \right)^{\frac{3}{2}} q^{-\frac{3}{2}} \tau_A (L^1)_B^A, $$

$$ (-1)^{\frac{3}{2} - A} q^{\frac{3}{2}} \tau_A = q^\tau q^{\tau A} \left( -1 \right)^{\frac{3}{2}} q^{-\frac{3}{2}} \tau_A (L^1)_B^A. $$

To get (154) from (152) and (153), we have used the formulas for taking the complex conjugating of spinor components

$$ (t^r_A)^\dagger = \epsilon (-1)^{\frac{3}{2} - A} q^{\frac{3}{2}} \tau^r_A, \quad (\tau^r_A)^\dagger = \epsilon (-1)^{\frac{3}{2} - A} q^{\frac{3}{2}} \tau^r_A, $$

$$ (t^r_A)^\dagger = \epsilon (-1)^{\frac{3}{2} - A} q^{\frac{3}{2}} \tau^r_A, \quad (\tau^r_A)^\dagger = \epsilon (-1)^{\frac{3}{2} - A} q^{\frac{3}{2}} \tau^r_A, $$

and the commutation relation of the factor $q^{\frac{3}{2}}$ or $q^{\frac{3}{2}}$ with the spinor components

$$ q^{\frac{3}{2}} t^r_A = q^{\frac{3}{2}} t^r_A q^{\frac{3}{2}}, \quad q^{\frac{3}{2}} \tau^r_A = q^{\frac{3}{2}} \tau^r_A q^{\frac{3}{2}}, \quad q^{\frac{3}{2}} \tau^r_A = q^{\frac{3}{2}} \tau^r_A q^{\frac{3}{2}}. \quad q^{\frac{3}{2}} \tau^r_A = q^{\frac{3}{2}} \tau^r_A q^{\frac{3}{2}}. $$

This quantum version of the parallel transport works within a single ribbon, see Figure 7a. Let us now consider what happens when dealing with more ribbons.
Spinors for many ribbons. We are interested in defining spinor operators when dealing with many ribbon edges. We focus on a ribbon graph $\Gamma_{\text{rib}}$ where the graph $\Gamma$ is an $N_v$-valent vertex $v$ with $N_v$ edges ordered and labeled as $e_1$ and $e_N$ going counterclockwise. The ribbon graph $\Gamma_{\text{rib}}$ is an $N_v$-gon $R(v)$ surrounded by $N_v$ ribbon edges $R(e_n)$, $n \in \{1, \ldots, N_v\}$. Once more, we do not consider the index $\epsilon$ which does not bring anything to the present discussion. For the ribbon edge $R(e_n)$, we introduce

$$\bar{\tau}_n = \mathbb{I} \otimes \cdots \otimes \bar{\tau} \otimes \cdots \otimes \mathbb{I}, \quad \bar{t}_n = \mathbb{I} \otimes \cdots \otimes \bar{t} \otimes \cdots \otimes \mathbb{I}. \quad (157)$$

These objects, $\bar{\tau}_n$ or $\bar{t}_n$, are built using permutations, starting respectively from $\bar{\tau}_1$ or $\bar{t}_1$. However, the permutation is not consistent with the coproduct if it is non co-commutative. Consequently, due to the non-co-commutativity of the coproducts of $\mathcal{U}_q(\mathfrak{su}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$, these objects are not spinor operators, except $\bar{\tau}_1$ and $\bar{t}_1$.

We now want to define spinor operators, that is objects transforming covariantly under the $\mathcal{U}_q(\mathfrak{su}(2))$ and $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$ adjoint actions. To make the distinction between the objects living on the $n$th leg, $\tau_n$ or $t_n$, and the spinor operators, we will denote $(\tau_n)$ and $(t_n)$, the objects transforming respectively as a $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$ and $\mathcal{U}_q(\mathfrak{su}(2))$ spinor operators. The construction of the spinor operators on different Hilbert spaces is usually done using the braiding induced by the $R$-matrix [27].

As a consequence the usual construction of spinor operators (or any tensor operators) is in terms of the $R$-matrix. There are two ways to define such a spinor operator. Explicitly, we use $R_{ij}^{-1}$ or $R_{ji}$ to define the $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$ tensor operator $(\tau_n)\bar{t}$.

$$\begin{align*}
(\tau_n)\bar{t}_A &= R_{n-1,n}^{-1}R_{n-2,n}^{-1}\cdots R_{2n}^{-1}\tau_{1n}(\bar{\tau}_n)_A R_{1n} R_{2n} \cdots R_{n-2,n} R_{n-1,n} \otimes \mathbb{I} \otimes \cdots \quad (158a) \\
(\tau_n)\bar{t}_A &= R_{n-1,n} R_{n-2,n}^{-1}\cdots R_{2n}^{-1}\tau_{1n}(\bar{\tau}_n)_A R_{1n}^{-1} R_{2n}^{-1} \cdots R_{n-2,n}^{-1} R_{n-1,n} \otimes \mathbb{I} \otimes \cdots \quad (158b)
\end{align*}$$

The two formulas of (158) are proportional to each other with the proportionality coefficient being a function of the norms $N_1, \ldots, N_{n}$ which commutes with the $\mathcal{U}_q(\mathfrak{su}(2))$ (or $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$) generators. Similarly, we use $R_{ij}$ or $R_{ji}^{-1}$ to define the $\mathcal{U}_q(\mathfrak{su}(2))$ tensor operator $(\tau_n)\bar{t}$.

$$\begin{align*}
(\tau_n)\bar{t}_A &= R_{n-1,n} R_{n-2,n}^{-1}\cdots R_{2n}^{-1}\tau_{1n}(\bar{\tau}_n)_A R_{1n}^{-1} R_{2n}^{-1} \cdots R_{n-2,n}^{-1} R_{n-1,n} \otimes \mathbb{I} \otimes \cdots \quad (159a) \\
(\tau_n)\bar{t}_A &= R_{n-1,n}^{-1} R_{n-2,n}^{-1}\cdots R_{2n}^{-1}\tau_{1n}(\bar{\tau}_n)_A R_{1n} R_{2n} \cdots R_{n-2,n} R_{n-1,n} \otimes \mathbb{I} \otimes \cdots \quad (159b)
\end{align*}$$

We now show that these $\mathcal{U}_{q^{-1}}(\mathfrak{su}(2))$ spinors (resp. $\mathcal{U}_q(\mathfrak{su}(2))$ spinors) can be equivalently obtained by using the quantum parallel transport induced by $\tilde{L}$ (resp. $S(\tilde{L})$) or $\tilde{L}^\dagger$ (resp. $S(\tilde{L})^\dagger$).

**Braiding as parallel transport.** Let us focus first on the case with all ribbon edges $R(e_n)$ oriented in the same way corresponding to incoming edges in the associated graph. We focus on the $N_v$-gon $R(v)$.

**Proposition V.4.** The braiding induced by the $R$-matrix can be seen as a parallel transport.

$$\begin{align*}
(\tau_n)\bar{t}_A &= R_{n-1,n}^{-1} R_{n-2,n}^{-1}\cdots R_{2n}^{-1}\tau_{1n}(\bar{\tau}_n)_A R_{1n} R_{2n} \cdots R_{n-2,n} R_{n-1,n} \otimes \mathbb{I} \otimes \cdots \\
&= (\tilde{L} \otimes \cdots \otimes \tilde{L} \otimes \bar{\tau}_n)_A \otimes \mathbb{I} \otimes \cdots \quad (160) \\
&= \tilde{L} A^2 \otimes \tilde{L} A^3 \otimes \cdots \otimes \bar{\tau}_{A_{n-1}} \otimes \mathbb{I} \otimes \cdots,
\end{align*}$$

or

$$\begin{align*}
(\tau_n)\bar{t}_A &= R_{n-1,n}^{-1} R_{n-2,n}^{-1}\cdots R_{2n}^{-1}\tau_{1n}(\bar{\tau}_n)_A R_{1n}^{-1} R_{2n}^{-1} \cdots R_{n-2,n}^{-1} R_{n-1,n} \otimes \mathbb{I} \otimes \cdots \\
&= (S(\tilde{L})^\dagger \otimes \cdots \otimes S(\tilde{L})^\dagger \otimes \bar{\tau}_n)_A \otimes \mathbb{I} \otimes \cdots \quad (161) \\
&= (S(\tilde{L})^\dagger) A^2 \otimes (S(\tilde{L})^\dagger) A^3 \otimes \cdots \otimes \bar{\tau}_{A_{n-1}} \otimes \mathbb{I} \otimes \cdots,
\end{align*}$$

$$\begin{align*}
(\tau_n)\bar{t}_A &= R_{n-1,n}^{-1} R_{n-2,n}^{-1}\cdots R_{2n}^{-1}\tau_{1n}(\bar{\tau}_n)_A R_{1n} R_{2n} \cdots R_{n-2,n} R_{n-1,n} \otimes \mathbb{I} \otimes \cdots \\
&= (\tilde{L} \otimes \cdots \otimes \tilde{L} \otimes \bar{t}_n)_A \otimes \mathbb{I} \otimes \cdots \quad (162) \\
&= S(\tilde{L}) A^2 \otimes S(\tilde{L}) A^3 \otimes \cdots \otimes \bar{t}_{A_{n-1}} \otimes \mathbb{I} \otimes \cdots,
\end{align*}$$

or

$$\begin{align*}
(\tau_n)\bar{t}_A &= R_{n-1,n}^{-1} R_{n-2,n}^{-1}\cdots R_{2n}^{-1}\tau_{1n}(\bar{t}_n)_A R_{1n}^{-1} R_{2n}^{-1} \cdots R_{n-2,n}^{-1} R_{n-1,n} \otimes \mathbb{I} \otimes \cdots \\
&= (\tilde{L}^\dagger \otimes \cdots \otimes \tilde{L}^\dagger \otimes \bar{t}_n)_A \otimes \mathbb{I} \otimes \cdots \quad (163) \\
&= (\tilde{L}^\dagger) A^2 \otimes (\tilde{L}^\dagger) A^3 \otimes \cdots \otimes \bar{t}_{A_{n-1}} \otimes \mathbb{I} \otimes \cdots.
\end{align*}$$
Proof. For notational convenience, we remove the tildes of the generators of $\mathcal{U}_q(\mathfrak{su}(2))$ in the tilde sector. We consider (160) at $n = 2$. Then from the last line,

$$ (2) \mathcal{T} = \left( q^{-\frac{1}{2}}(q\tilde{\gamma} - q^{-\frac{1}{2}})J_{+} \otimes \tilde{\tau}_{-} + K^{-1} \otimes \tilde{\tau}_{+} \right). \quad (164) $$

We will show that the first line, i.e. $\mathcal{R}^{-1}_{12}(I \otimes \tilde{\tau}) \mathcal{R}_{12}$ gives the same object. By using (110) and (118) to express the generators of $\mathcal{U}_q(\mathfrak{su}(2))$ and the spinors in terms of the $q$-harmonic oscillators, we find

$$ J_{z} \tilde{\tau}_{+} = \tilde{\tau}_{+}(J_{z} + \frac{1}{2}), \quad J_{+} \tilde{\tau}_{+} = q^{-\frac{1}{2}} \tilde{\tau}_{+}J_{+}, \quad J_{-} \tilde{\tau}_{+} = q^{-\frac{1}{2}}(\tilde{\tau}_{+}J_{-} - K\tilde{\tau}_{+}) \quad (165) $$

and

$$ J_{z} \tilde{\tau}_{-} = \tilde{\tau}_{-}(J_{z} - \frac{1}{2}), \quad J_{+} \tilde{\tau}_{-} = q^{\frac{1}{2}} \tilde{\tau}_{-}J_{+}, \quad J_{-} \tilde{\tau}_{-} = q^{\frac{1}{2}}(\tilde{\tau}_{-}J_{+} - K\tilde{\tau}_{+}) \quad (166) $$

It leads to the commutation relations

$$ [KJ_{z}, \tilde{\tau}_{+}] = -q^{\frac{1}{2}}K^{2}\tilde{\tau}_{+}, \quad [KJ_{z}, \tilde{\tau}_{-}] = 0. \quad (167) $$

Consider the first line of (160) for $A = -$, then

$$ \mathcal{R}^{-1}_{12}(I \otimes \tilde{\tau}_{-}) = q^{-J_{z} \otimes J_{+}} \sum_{n=0}^{\infty} \frac{1 - q^n}{[n]!} q^{-\frac{n(n-1)}{4}} (K^{-1}J_{+})^{n} \otimes (KJ_{-})^{n} \tilde{\tau}_{-} $$

$$ = q^{-J_{z} \otimes J_{+}} \sum_{n=0}^{\infty} \frac{1 - q^n}{[n]!} q^{-\frac{n(n-1)}{4}} (K^{-1}J_{+})^{n} \otimes \tilde{\tau}_{-} (KJ_{-})^{n} \quad (168) $$

$$ = (I \otimes \tilde{\tau}_{-})q^{-J_{z} \otimes (J_{-} - \frac{1}{2})} \sum_{n=0}^{\infty} \frac{1 - q^n}{[n]!} q^{-\frac{n(n-1)}{4}} (K^{-1}J_{+})^{n} \otimes (KJ_{-})^{n} $$

$$ = (K \otimes \tilde{\tau}_{-}) \mathcal{R}^{-1}_{12} $$

as desired.

Computing $\mathcal{R}^{-1}_{12}(I \otimes \tilde{\tau}_{+})$ takes more work as $KJ_{-}$ and $\tilde{\tau}_{+}$ do not commute. Indeed, each time we put $KJ_{-}$ to the right of $\tilde{\tau}_{+}$, we get an extra term $-q^{\frac{1}{2}}K^{2}\tilde{\tau}_{+}$. This gives

$$ (KJ_{-})^{n} \tilde{\tau}_{+} = \tilde{\tau}_{+}(KJ_{-})^{n} - q^{\frac{1}{2}} \sum_{k=0}^{n-1} K^{2} \tilde{\tau}_{-} q^{k}(KJ_{-})^{n-1} = \tilde{\tau}_{+}(KJ_{-})^{n} - q^{\frac{1}{2}} \frac{1 - q^n}{1 - q} K^{2} \tilde{\tau}_{-}(KJ_{-})^{n-1} \quad (169) $$

by using $J^{k}K^{2} = q^{k}K^{2}J^{k}$. We can thus write

$$ \mathcal{R}^{-1}_{12}(I \otimes \tilde{\tau}_{+}) = q^{-J_{z} \otimes J_{+}} (I \otimes \tilde{\tau}_{+}) \sum_{n=0}^{\infty} \frac{1 - q^n}{[n]!} q^{-\frac{n(n-1)}{4}} (K^{-1}J_{+})^{n} \otimes (KJ_{-})^{n} - q^{\frac{1}{2}J_{z} \otimes J_{+}} (K^{-1}J_{+} \otimes K^{2}\tilde{\tau}_{-}) $$

$$ \sum_{n=0}^{\infty} \frac{1 - q^n}{[n]!} q^{-\frac{n(n-1)}{4}} \frac{1 - q^n}{1 - q} \frac{1 - q^n}{1 - q} \left((K^{-1}J_{+})^{n-1} \otimes (KJ_{-})^{n-1}\right) $$

$$ = (I \otimes \tilde{\tau}_{+})q^{-J_{z} \otimes (J_{+} + \frac{1}{2})} \sum_{n=0}^{\infty} \frac{1 - q^n}{[n]!} q^{-\frac{n(n-1)}{4}} (K^{-1}J_{+})^{n} \otimes (KJ_{-})^{n} $$

$$ + (q^{\frac{1}{2}} - q^{-\frac{1}{2}})(K^{-1}J_{+} \otimes K^{2}\tilde{\tau}_{-}) q^{-\frac{1}{2}(J_{+} + \frac{1}{2})} \sum_{n=0}^{\infty} \frac{1 - q^n}{[n]!} q^{-\frac{n(n-1)(n-2)}{4}} \left((K^{-1}J_{+})^{n-1} \otimes (KJ_{-})^{n-1}\right) $$

$$ = (K^{-1} \otimes \tilde{\tau}_{+}) \mathcal{R}^{-1}_{12} + q^{\frac{1}{2}}(q^{\frac{1}{2}} - q^{-\frac{1}{2}})(K^{-1}J_{+}K \otimes K^{2}\tilde{\tau}_{-}K^{-2}) \mathcal{R}^{-1}_{12} $$

$$ = \left(K^{-1} \otimes \tilde{\tau}_{+} + (q^{\frac{1}{2}} - q^{-\frac{1}{2}})J_{+} \otimes \tilde{\tau}_{-}\right) \mathcal{R}^{-1}_{12} = (\tilde{L} \otimes \tilde{\tau}_{+}) \mathcal{R}^{-1}_{12}. \quad (170) $$
The generalization to any $n$ is straightforward as

\[
\begin{aligned}
(\tau)^n_A &= \mathcal{R}_{n-1,n}^{-1} \mathcal{R}_{n-2,n}^{-1} \cdots \mathcal{R}_{2,3}^{-1} \mathcal{A}_n \mathcal{R}_{1,2} \cdots \mathcal{R}_{n-2,3} \mathcal{R}_{n-1,n} \\
&= (\mathcal{L}_A \mathcal{A}_2 \otimes \mathbb{I} \otimes \cdots) \mathcal{R}_{n-1,n}^{-1} \mathcal{R}_{n-2,n}^{-1} \cdots \mathcal{R}_{2,3}^{-1} \mathcal{A}_n \mathcal{R}_{1,2} \cdots \mathcal{R}_{n-2,3} \mathcal{R}_{n-1,n} \\
&= (\mathcal{L}_A \mathcal{A}_2 \otimes \mathcal{L}_A \mathcal{A}_3 \otimes \mathbb{I} \otimes \cdots) \mathcal{R}_{n-1,n}^{-1} \mathcal{R}_{n-2,n}^{-1} \cdots \mathcal{R}_{3,4}^{-1} \mathcal{A}_n \mathcal{R}_{3,4} \cdots \mathcal{R}_{n-2,3} \mathcal{R}_{n-1,n} \\
&= \cdots = \mathcal{L}_A \mathcal{A}_2 \otimes \mathcal{L}_A \mathcal{A}_3 \otimes \cdots \otimes \mathcal{T}_{n-1} \otimes \mathbb{I} \otimes \cdots.
\end{aligned}
\]  

(171)

Therefore, we have proved (160). Equations (161)-(163) can be proven using the same method.

\[\square\]

**FIG. 8:** The choice of cilia is given by the red bullet. In the 8a, the orientation is anti-clockwise, while in 8b, the orientation is clock-wise. This choice matters since we usually order the tensor product from left to right.

**Geometric interpretation.** We have just shown that the braiding induced by the $\mathcal{R}$-matrix can be explicitly written as a parallel transport along the ribbons using $AN_q(2)$ or $AN_{q^{-1}}(2)$ holonomies\(^7\). Indeed, equations (160) – (163) tell us that the algebraic definition of a tensor operator written in terms of the $\mathcal{R}$-matrix can be replaced by a definition which has a very natural geometrical interpretation when working with ribbons.

Let’s illustrate the geometrical definition of the tensor operator $(\tau)^n_A$ given in (160) in terms of parallel transports by $\mathcal{L}$’s. We put consecutively the ribbon edges, so that they share a vertex. Let us deal again with the case where all the links are incoming. The construction is illustrated in Figure 8.

The first step consists in identifying a reference point. This corresponds to choosing a *cilium*. We naturally choose the reference point to sit on the ribbon edge $R(e_1)$. The construction of the spinor operators will depend on the orientation chosen for the ordering of the ribbon edges: counter-clockwise or clockwise starting from $R(e_1)$. Indeed, the source point can be the left- or right-end point. (Left- or right-end point is specified by sitting at the vertex in $\Gamma$ and looking towards the outgoing direction of the relevant edge.) Let us choose first the right-end point to be our cilium as in Figure 8a (the vertex in red). This means that $(1)^{\tau}$ is the reference spinor. We choose to order the ribbons counter-clockwise which is the orientation consistent with the definition of the spinors given in Proposition V.4.

Indeed, the parallel transport by $\mathcal{L}$ indicates that we take $\mathcal{T}_2$ – which sits at the left-end point of $R(e_1)$ since the right-end point of $R(e_2)$ is identified with the left-end point of $R(e_1)$ – and transport it to the reference point.

We proceed recursively with other ribbons. The object $\mathcal{T}_3$ sitting at the right-end point of $R(e_3)$ which is identified with the left end point of $R(e_2)$. We can transport $\mathcal{T}_3$ using $\mathcal{L}$ to $(2)^{\tau}$, and so on and so forth.

Therefore, the geometrical construction of the spinor operator $(\tau)^n_A$ is obtained by parallel transporting $\mathcal{T}_n$, which sits at the right-end point of ribbon $R(e_n)$, along the ribbon short sides using the $\mathcal{L}$’s to go from the right-end point to the left-end point of each ribbon until reaching the reference point (the right-end point of $R(e_1)$).

---

\(^7\) Recall the matrix elements of $AN_q(2)$ and $AN_{q^{-1}}(2)$ are given by the generators of $U_q(sl(2))$. 
If instead we choose the cilium to be at the left-end point of ribbon 1, this means we use as a reference $\bar{t}$. This means that we order/add ribbons now in a clockwise manner. This is illustrated in the Figure 8b.

Now let us discuss the case when the edges do not have the same orientations.

\begin{figure}[h]
\centering
\subfigure[We transport $\bar{\tau}_2$ using $\bar{L}$ to the cilium (in red) to define a spinor $(2)^{\bar{\tau}}$.]{\includegraphics[width=0.4\textwidth]{fig9a.png}} \quad \subfigure[We transport $\bar{\tau}_2$ using $S(L) = \bar{L}$ to the cilium (in red) to recover a spinor $(2)^{\bar{\tau}}$.]{\includegraphics[width=0.4\textwidth]{fig9b.png}}
\subfigure[We transport $\tau_2$ using $\bar{L}$ to the cilium (in red) to recover spinor $(2)^{\tau}$.]{\includegraphics[width=0.4\textwidth]{fig9c.png}} \quad \subfigure[We transport $\tau_2$ using $S(L) = \bar{L}$ to the cilium (in red) to define a spinor $(2)^{\tau}$.]{\includegraphics[width=0.4\textwidth]{fig9d.png}}
\caption{The choice of cilium, the right end-point of ribbon 1, is given by the red bullet. In each case, we transport the relevant spinor living on the right end-point of ribbon 2 using the holonomy in ribbon 1. We recover the same spinor in each case as in the un-flipped case.}
\end{figure}

**Flipping ribbons, again.** We again drop the $\epsilon$ spinor decoration since it does not bring anything to the present discussion. As discussed in section V.C, when we flip the orientation of the ribbon, the exchange of variables is performed by $I$ such that

$$I(t) = \bar{t}, \quad I(\tau) = \bar{\tau}, \quad I(L) = S(L), \quad I(\bar{L}) = \bar{S}(L).$$

When flipping the orientation of an edge in Proposition V.4, it is thus enough to apply the operator $I$, but only to the factor of the tensor product which corresponds to this edge.

For instance, consider $n = 2$ and reverse the orientation of the edge 2 only (not 1). Then applying $I$ on ribbon 2 (which we henceforth denote $I_2$) to the last line of (160) gives

$$^{(2)}\tau_A = I_2(\bar{L}_A^B \otimes \bar{\tau}_B) = \bar{L}_A^B \otimes I(\bar{\tau}_B) = \bar{L}_A^B \otimes \tau_B$$

and to the last line of (162),

$$^{(2)}t_A = S(\bar{L})_A^B \otimes t_B.$$
The geometric picture is as follows. The first relation (173) consists in the case where the cilium is at the right-end point. Because ribbon 2 is flipped, we have \( \tau_2 \) that stands at the right-end point of ribbon 2 which is identified with the left-end point of ribbon 1. We then parallel transport \( \tau_2 \) using \( \tilde{L} \) on the sector 1 (See Figure 9c). The same applies for \((2) t_A, \) when the cilium is taken as the left-end point.

Consider now the case where it is ribbon 1 which is flipped (outgoing) but ribbon 2 is not (it is incoming), see Figure 9b. We thus apply \( I \) to the first factor of the tensor product in the last lines of (160) and (162),

\[
\begin{align*}
(2) \tau_A &= I_1(\tilde{L}_A^B \otimes \tau_B) = \mathcal{S}(L)_A^B \otimes \tau_B, \\
(2) \tilde{t}_A &= I_2(S(\tilde{L}))_A^B \otimes \tilde{t}_B = L_A^B \otimes \tilde{t}_B.
\end{align*}
\]

(175)

In the first case, we take the cilium to be the right-end point of ribbon 1, which is decorated by the spinor \( \tau_1 \). On the right-end point of ribbon 2, identified with the left-end point of ribbon 1, we have \( \tau_2 \). We can define a spinor operator by transporting \( \tau_2 \) to the cilium through \( \mathcal{S}(L) \), that is \((\mathcal{S}(L))_A^B \otimes \tau_B\).

When both ribbon 1 and ribbon 2 are flipped, see figure 9d, we use the map \( I_{12} \) which flips the sectors 1 and 2. As we just discussed, we can define the spinor

\[
\begin{align*}
(2) \tau_A &= I_{12}(\tilde{L}_A^B \otimes \tau_B) = \mathcal{S}(L)_A^B \otimes \tau_B, \\
(2) \tilde{t}_A &= I_{12}(S(\tilde{L}))_A^B \otimes \tilde{t}_B = L_A^B \otimes \tilde{t}_B.
\end{align*}
\]

(176)

As we still take the right-end point of ribbon 1 as the reference point, we have now \( \tau_2 \) sitting at the cilium. At the right-end point of the ribbon 2, coinciding with the left-end point of ribbon 1, we have \( \tau_1 \). We can define a spinor operator by transporting \( \tau_1 \) to the cilium through \( \mathcal{S}(L) \), that is \((\mathcal{S}(L))_A^B \otimes \tau_B\).

To summarize, the definition of the spinor operator on different ribbons does not depend on the orientation of the edges, since for example \( \tilde{L} \) and \( \mathcal{S}(L) \) are the same operators and so are \( \tau \) and \( \tau \). So (176) is the same as (173) and (174).

### E. Observables

We will now proceed to the quantization of the observables defined in Section III. The first part of this subsection has already appeared in [12, 26, 29]. The spinors are promoted to spinor operators as we have discussed previously. The scalar product is obtained by contracting with a Clebsch-Gordan coefficients projecting the tensor product of two spin 1/2 representations to the trivial representation.

**Proposition V.5.** The quantization of the general observable (79) living on the edges \( e_i \) and \( e_j \) with \( i \leq j \) is given by, up to some overall normalization constant,

\[
E^c_{e_i, e_j} = \left\{ \begin{array}{ll}
\sum_A(-1)^{\frac{1}{2}+A}q^{-\frac{1}{2}-(i)(j)}\tau^c_A & \text{for } o_i = o_j = -1 \\
\sum_A(-1)^{\frac{1}{2}+A}q^{-\frac{1}{2}-(i)(j)}\tau^c_{-A} & \text{for } o_i = -o_j = 1 \\
\sum_A(-1)^{\frac{1}{2}+A}q^{-\frac{1}{2}-(i)(j)}\tau^c_{-A} & \text{for } o_i = -o_j = -1 \\
\sum_A(-1)^{\frac{1}{2}+A}q^{-\frac{1}{2}-(i)(j)}\tau^c_{A} & \text{for } o_i = o_j = 1
\end{array} \right.
\]

(177)

Since the quantum operators \( \tau^c \) and \( \tilde{\tau}^c \) have the same matrix element, or as we discussed in section V C the spinors are invariant under the flip of the ribbon, the observables for the different orientations in Proposition V.5 are actually the same\(^8\). A natural question to enquire is the algebra that they satisfy, if they satisfy one. One can indeed check that if we were to build observables from the fluxes, the algebra of observables would not close (even with no quantum deformation [19]). The great advantage of using spinor variables is that they provide a closed algebra of observables [19, 21, 24]. In the non-deformed case, the algebra of observables is given in terms of the \( \mathfrak{so}^*(2n) \) Lie algebra [24] where \( n \) here stands for the number of edges meeting at the vertex of \( \Gamma \).

If we denote the generators of \( \mathfrak{so}^*(2n) \) by \( e_{ij}, f_{ij}, \tilde{f}_{ij} \), \( i, j = 1, \cdots, n \), their commutation relations are

\[
\begin{align*}
[e_{ij}, e_{kl}] &= \delta_{jk}e_{il} - \delta_{il}e_{kj}, & [e_{ij}, f_{kl}] &= \delta_{it}f_{jk} - \delta_{jk}f_{it}, & [e_{ij}, \tilde{f}_{kl}] &= \delta_{jk}\tilde{f}_{il} - \delta_{il}\tilde{f}_{kj}, \\
[f_{ij}, \tilde{f}_{kl}] &= \delta_{jl}e_{ki} - \delta_{ik}e_{lj} - \delta_{ik}\tilde{e}_{lj} - \delta_{lj}\tilde{e}_{ik}, & [f_{ij}, f_{kl}] &= [\tilde{f}_{ij}, \tilde{f}_{kl}] &= 0.
\end{align*}
\]

(178)

\(^8\) We remind the readers that the observable defined in (177) is not the same as in [30] for different orientations. Here the \( E_{ij} \)'s are defined in the same way for different orientations of \( e_i \) and \( e_j \), while they are defined differently in [30] for a uniform action on the intertwiners for different orientation cases.
We can identify $u(n)$ as a Lie sub-algebra generated by $\{e_{ij}\}$.

We want to show now that a similar statement holds in the deformed case, i.e. we have a deformation of the $\mathfrak{so}^*(2n)$ algebra which contains a deformation of the $u(n)$ algebra. The deformation of the $u(n)$ algebra was already identified in [29] using the $R$-matrix formalism. We extend here the construction to have the full deformation of $\mathfrak{so}^*(2n)$. We are first going to recover the deformed substructure $\mathcal{U}_q(u(n))$ then the full deformed algebra $\mathcal{U}_q(\mathfrak{so}^*(2n))$.

Given a semi-simple Lie algebra, its deformation is given in terms of the Serre-Chevalley relations [33]. The (Cartan-Weyl) generators are constructed by induction.

We have constructed a set of observables using the spinor parametrization. As we discussed, we can obtain different parametrizations because we can use different types of parallel transport, either $L$ or $S(L)^\dagger$. Hence in terms of the spinor parameterization, we also have some arbitrariness in terms of the explicit expression of the observables. We know that at the classical level these observables form the algebra $\mathfrak{so}^*(2n)$. Hence we could apply the Serre-Chevalley induction for the deformed case. The goal is then to relate this construction to the parameterization in terms of the spinors. We are going to show that the Serre-Chevalley construction picks exclusively the parallel transport induced by $S(L)^\dagger$. Let us recall more details on the Serre-Chevalley induction process to fix the notations.

The definition of the $\mathcal{U}_q(u(n))$ from the Cartan-Weyl generators $\mathcal{E}_{ij}$ is as follows [41]. We first specify the Chevalley set of generators containing $n-1$ raising, $n-1$ lowering and $n-1$ diagonal generators, denoted respectively as $\mathcal{E}_{i,i+1}$, $\mathcal{E}_{i,i-1}$, and $\mathcal{E}_i$, which satisfy the following commutation relations

$$[\mathcal{E}_i, \mathcal{E}_j] = 0, \quad [\mathcal{E}_i, \mathcal{E}_{j,j+1}] = (\delta_{ij} - \delta_{i,j+1})\mathcal{E}_{j,j+1}, \quad [\mathcal{E}_i, \mathcal{E}_{j,j+1}] = (\delta_{i,j+1} - \delta_{ij})\mathcal{E}_{j,j+1}, \quad [\mathcal{E}_{i,i+1}, \mathcal{E}_{j,j+1}] = \delta_{ij}[\mathcal{E}_i - \mathcal{E}_{i+1}].$$

(179)

The remaining Cartan-Weyl generators $\mathcal{E}_{ij}$ and $\mathcal{E}_{ji}$ with $j > i+1$ are defined recursively as follows.

$$\mathcal{E}_{ij} := q^{N_{ij}}(\mathcal{E}_{i,j-1}\mathcal{E}_{j-1,j} - q^{2}\mathcal{E}_{j-1,j}\mathcal{E}_{i,j-1}),$$

(180a)

$$\mathcal{E}_{ji} := q^{-N_{ij}}(\mathcal{E}_{j,j-1}\mathcal{E}_{j-1,i} - q^{-2}\mathcal{E}_{j-1,i}\mathcal{E}_{j,j-1}).$$

(180b)

By the Jordan map, the Chevalley set can be defined in terms of the $q$-bosons $(a_i, a_i^\dagger, b_i, b_i^\dagger)$:

$$\mathcal{E}_{i,i+1} = a_i^\dagger a_{i+1} + b_{i+1}b_i + q^{N_{i,i+1}}, \quad \mathcal{E}_{i,i+1} = a_i^\dagger a_{i+1} + b_{i+1}b_i + q^{-N_{i,i+1}}, \quad \mathcal{E}_i = N_i + 1,$$

(181)

and the other generators in terms of the $q$-bosons can be deduced from (180). It is apparent that the definitions (181) and (180) of the quantum operators $\mathcal{E}_{ij}$ and their quantum algebra given in (179) are the quantized version of the definitions (82c), (82d) and (83d), (83b) of the quadratic invariant observables $\epsilon_{ij}$ and their Poisson algebra (87) respectively. In particular, the quantum and Poisson algebras are related by $[\mathcal{E}_{ij}, \mathcal{E}_{kl}] = i\hbar[\epsilon_{ij}, \epsilon_{kl}] + O(\hbar^2)$. We can then identify directly the relations between the $\mathcal{U}_q(u(n))$ Chevalley set of generators and the quadratic operators constructed from the deformed quantum spinors. They simply are:

$$E_{i,i+1}^{+,-} = E_{i,i+1}, \quad E_{i,i+1}^{-,+} = E_{i+1,i}, \quad E_{i,i}^{+,-} = [E_i - 1], \quad E_{i,i}^{-,+} = [E_i + 1].$$

(182)

For the remaining Cartan-Weyl generators in terms of the quantum spinors, one can make use of the quantum fluxes to connect the spinors from distant sites. The result is given in the following proposition.

**Proposition V.6.** The Cartan-Weyl generators $\mathcal{E}_{i,i+p}$ and $\mathcal{E}_{i+1,i}$ of $\mathcal{U}_q(u(n))$ for any $p \in \mathbb{N}^+$ can be expressed with the quantum spinors at sites $i$ and $i+p$ and the quantum fluxes for ribbon edges connecting them. Explicitly, they can be written as

$$\mathcal{E}_{i,i+p} = q^{\sum_{1 \leq k < p} N_{i+k}} \sum_{A_1, A_1, \ldots, A_{i+p}} (-1)^{\frac{1}{2}+A_1} q^{A_1} \tilde{t}_{i-A_1}^{+} \prod_{k=1}^{p-1} (S(\tilde{L}_{i+k})^\dagger)_{A_{i+k-1}A_{i+k}} \tilde{t}_{i+p,A_{i+p}}^{-},$$

(183)

$$\mathcal{E}_{i+1,i} = q^{\sum_{1 \leq k < p} N_{i+k}} \sum_{A_1, A_1, \ldots, A_{i+p}} (-1)^{-A_1} q^{-A_1} \tilde{t}_{i-A_1}^{-} \prod_{k=1}^{p-1} (S(\tilde{L}_{i+k})^\dagger)_{A_{i+k-1}A_{i+k}} \tilde{t}_{i+p,A_{i+p}}^{+}.$$
Using the scalar operator of two spinors at the same corner to define the $\mathcal{U}_q(u(n))$ generator

$$E_{i,i+1} = \sum_{A_i = \pm^1} (-1)^{\frac{1}{2} + A_i} q^{\frac{A_i}{2}} t_{i,-A_i}^+ t_{i+1,A_i}^{-}, \quad E_{i,i} = \sum_{A_i = \pm^1} (-1)^{\frac{1}{2} + A_i} q^{\frac{A_i}{2}} t_{i,-A_i}^{-} t_{i+1,A_i}^{+}$$

(186)

and the induction, one can show the validity of (183) and (184).

We extend the construction to include all the different types of observables and verify that the observables $E_{ij}^{\epsilon_i,\epsilon_j}$ are the generators of $\mathcal{U}_q(\mathfrak{so}^\ast(2n))$, which is the $q$-deformation of the algebra $\mathfrak{so}^\ast(2n)$ [24]. Denote for different sectors $\epsilon_i$ and $\epsilon_j$ for the quadratic operator $E_{ij}^{\epsilon_i,\epsilon_j}$ as

$$E_{i,i} \equiv E_i := N_i + 1, \quad E_{i,i+1} := E_{i,i}^+ t_{i,i+1}^{-}, \quad E_{i,i+1}^{\pm} := E_{i,i+1}^{-} t_{i,i+1}^{\pm},$$

$$F_{i,i+1} := E_{i,i}^{-} t_{i,i+1}^{+}, \quad F_{i,i+1}^{-} := -F_{i,i+1}^{+}, \quad \tilde{F}_{i,i+1} := -\tilde{F}_{i,i+1}^{+}, \quad \tilde{F}_{i,i+1}^{-} := \tilde{F}_{i,i+1}^{+}$$

(187)

**Proposition V.7.** The operators $F_{i,i+1}$ and $\tilde{F}_{i,i+1}$ with $p > 1$ defined in (187) satisfy the recursion relations in terms of $E_{ij}$ as follows.

$$F_{i,i+1} = \left( F_{i,i+1} - E_{i,i+1}^{\pm} \right) = q^{\frac{N_i+1}{4}} \left( F_{i,i+1} - E_{i,i+1}^{\pm} \right)$$

$$\tilde{F}_{i,i+1} = \left( \tilde{F}_{i,i+1} - E_{i,i+1}^{\pm} \right) = q^{\frac{N_i+1}{4}} \left( \tilde{F}_{i,i+1} - E_{i,i+1}^{\pm} \right)$$

(188a,188b)

The operators $E_{i,i+1}$ and $\tilde{F}_{i,i+1}$ defined in (187) form the generators of $\mathcal{U}_q(\mathfrak{so}^\ast(2n))$ which is a closed algebra. These generators satisfy (179) and the following commutation relations.

$$[E_{i,i+1}, F_{j,j+1}] = q^{\frac{1}{2}} F_{j,j+1} E_{i,i+1} - q^{-\frac{1}{2}} E_{i,i+1} F_{j,j+1} = \delta_{i,j+1} F_{i,i+1}, \quad [E_{i,i+1}, \tilde{F}_{j,j+1}] = q^{\frac{1}{2}} \tilde{F}_{j,j+1} E_{i,i+1} - q^{-\frac{1}{2}} E_{i,i+1} \tilde{F}_{j,j+1} = \delta_{i,j+1} \tilde{F}_{i,i+1}$$

(189)

The first two lines can be seen directly from (188). The rest of the commutation relations can be calculated with the definition (187) of the generators and the relation between the spinors and the flux as shown in (185). The commutation relations (189) are quantum versions of the Poisson algebra (88) and are consistent with (178) when $q \to 1$. In this sense, we view the operators $E_{i,i+1}$, $F_{i,i+1}$ and $\tilde{F}_{i,i+1}$ as the generators of $\mathcal{U}_q(\mathfrak{so}^\ast(2n))$.

**Conclusion**

In this article, we have considered the framework of deformed lattice gauge theory introduced in [15, 26], both classically and quantumly. Our key focus was the definition of a complete set of local observables which are defined for any pairs of edges incident to a vertex. At the classical level, they are defined using the spinors first introduced in [13], while the quantum aspect was touched in [29]. Any functions of the standard holonomies and fluxes can be written in terms of those spinors, hence any observables (invariant functions).

In this paper, we have performed the full quantization of the spinors into spinor operators, and we have proved that it is possible to contract the quantum holonomy and flux operators from them. The quantization relies on the structure of both $\mathcal{U}_q(\mathfrak{su}(2))$ and $\mathcal{U}_{q-1}(\mathfrak{su}(2))$ (and $\mathcal{U}_{q^{-1}}(2)$).

We were thus able to quantize the local observables. In particular, they are invariant objects at the quantum level. Interestingly, we noticed that the conjugation by the quantum $\mathcal{R}$-matrix, which is used to build tensor operators on tensor products, can instead be implemented as parallel transport by the variables L which are around the vertex. While it may not come as a surprise for experts in integrable systems, where the $L$ operators ($T$ operators in the standard notation of integrable systems) and the $\mathcal{R}$-matrix come from [40], we find that this observation provides a neat geometric interpretation to the use of the $\mathcal{R}$-matrix in the gauge theory setting. It also simplifies explicit calculations, as the $\mathcal{R}$-matrix can thus be bypassed. This was already noticed in [26] and further used in [30].

Around each vertex of the lattice, we have shown that the set of quantum local observables forms a deformation of the algebra $\mathfrak{so}^\ast(2n)$, with a $\mathcal{U}_q(u(n))$ sub-algebra. This is obtained by proving the Serre-Chevalley relations, which as we found, picks the parallel transport by $SL(\hat{L})^1$ to implement the conjugation by the $\mathcal{R}$-matrix.
As a first application of this setup, we have equipped the gauge theory with the dynamics of 3D quantum gravity with a cosmological constant in [30]. Indeed, we considered the Gauss law, which enforces restriction to observables, and the Hamiltonian constraints as a dynamics. The latter are matrix elements of the holonomies around faces in the spinor basis. They can be rewritten as sums of products of the present local observables over the vertices which are along faces. We have then performed the quantization of the Gauss law and of the Hamiltonian constraints. They give rise to difference equations in the spin network basis, from which we were able to derive the building blocks of the Turaev-Viro model as the changes of the coefficients in the spin network basis under Pachner moves. There are even more interesting follow-ups we could consider.

Generalization of the spinor formalism. The spinor formalism is tied to the specific choice of group we considered, namely SU(2) and its deformation. It would be interesting to explore in which way the algebra of observables extends for a general Hopf algebra. More specifically, one could use a specific class of representations (such as the fundamental representation for SU(2) and its deformation) to construct the notion of local observables \( i.e. \) quantities defined on vertices which are invariant under the action of the dual Hopf algebra. It would be interesting to develop this in the finite dimensional case with finite groups for example. (The construction was already done in the undeformed, non-compact group case SU(1, 1) [14].)

Application to Yang-Mills or Kitaev models. The local observables we have introduced come as a deformation of local observables which were found in the context of loop quantum gravity. They have been extensively used to get algebra is preserved under \( \tau \) with a cosmological constant in \( [\ldots] \).

In this appendix, we collect the Poisson brackets for the SU(2) holonomies \((u, \tilde{u})\) and the AN(2) fluxes \((\ell, \tilde{\ell})\) of the phase space described in Section I. The Poisson brackets read

\[
\begin{align*}
\{\ell_1, \ell_2\} &= -[r_{21}, \ell_1 \ell_2], \quad \{\ell_1, u_2\} = -\ell_1 r_{21} u_2, \quad \{u_1, \ell_2\} = \ell_2 r_{12}, \quad \{u_1, u_2\} = -[r, u_1 u_2], \\
\{\ell_1, \tilde{\ell}_2\} &= [r_{21}, \ell_1 \tilde{\ell}_2], \quad \{\tilde{\ell}_1, \tilde{u}_2\} = -\tilde{u}_2 r_{21} \tilde{\ell}_1, \quad \{\tilde{u}_1, \tilde{\ell}_2\} = \tilde{u}_1 r_{21} \tilde{\ell}_2, \quad \{\tilde{u}_1, \tilde{u}_2\} = [r, \tilde{u}_1 \tilde{u}_2], \\
\{\ell_1, \tilde{u}_2\} &= -r_{21} \ell_1 \tilde{u}_2, \quad \{\tilde{\ell}_1, u_2\} = -\tilde{\ell}_1 u_2 r_{21}, \quad \{u_1, \tilde{\ell}_2\} = \tilde{\ell}_2 u_1 r, \quad \{\tilde{u}_1, \ell_2\} = r \ell_1 \ell_2, \\
\{\tilde{\ell}_1, \ell_2\} &= 0, \quad \{\tilde{u}_1, u_2\} = 0.
\end{align*}
\]

(A1)

It is important to note that (A1) is not enough to describe the full Poisson structure. Notice that the \( \mathfrak{an}(2) \) Lie algebra is preserved under \( \tau^i \to (\tau^i)^t \), one can switch \( r \to r^t = -r_{21} \) in (A1) and write the Poisson brackets

\[
\begin{align*}
\{\ell_1^t, \ell_2\} &= -\ell_1^t r_{21} \ell_2 + \ell_2 r_{21} \ell_1^t, \quad \{\ell_1^t, \ell_2^t\} = [r_{21}, \ell_1^t \ell_2^t], \quad \{\ell_1^t, u_2\} = -r_{21} \ell_1^t u_2, \quad \{\ell_1^t, \tilde{u}_2\} = -\ell_1^t r_{21} \tilde{u}_2, \\
\{\ell_1, \ell_2\} &= -\ell_1 r_{21} \ell_2 + \ell_2 r_{21} \ell_1, \quad \{\ell_1^t, \ell_2^t\} = 0, \quad \{u_1, \ell_2\} = r_{21} u_1 \ell_2, \quad \{\tilde{u}_1, \ell_2\} = \ell_2 r_{21} \tilde{u}_1, \\
\{\ell_1, \ell_2^t\} &= \ell_1 r_{21} \ell_2^t - \ell_2^t r_{21} \ell_1, \quad \{\tilde{\ell}_1, \ell_2\} = 0, \quad \{\ell_1^t, \ell_2^t\} = -[r_{21}, \ell_1^t \ell_2^t], \quad \{u_1, \ell_2^t\} = u_1 r_{21} \ell_2^t, \quad \{\tilde{u}_1, \ell_2^t\} = \tilde{u}_1 \ell_2^t r_{21}. \\
\end{align*}
\]

(A2)
We parametrize them into $2 \times 2$ matrices
\[
\ell = \begin{pmatrix} \lambda & 0 \\ z & \lambda^{-1} \end{pmatrix}, \quad \breve{\ell} = \begin{pmatrix} \breve{\lambda} & 0 \\ \breve{z} & \breve{\lambda}^{-1} \end{pmatrix}, \quad u = \begin{pmatrix} \alpha & -\beta \\ \beta & \alpha \end{pmatrix}, \quad \breve{u} = \begin{pmatrix} \breve{\alpha} & -\breve{\beta} \\ \breve{\beta} & \breve{\alpha} \end{pmatrix},
\] (A3)
where $\lambda, \breve{\lambda} \in \mathbb{R}^+$ and other parameters are complex. With this parametrization, the Poisson brackets in (A1) and (A2) are explicitly
\[
\{\lambda, z\} = \frac{i\kappa}{2} \lambda z, \quad \{\lambda, \breve{z}\} = -\frac{i\kappa}{2} \lambda \breve{z}, \quad \{z, \breve{z}\} = i\kappa (\lambda^2 - \lambda^{-2}),
\]
and others vanish. These explicit Poisson brackets are used to check the validity of the spinor parametrization in Section II.

**Appendix B: $U_q(\mathfrak{su}(2))$ and $SU_q(2)$**

We work with a real deformation parameter $q = e^{i\kappa}$ which includes the quantum parameter $h$ and the cosmological constant information encoded in $\kappa$. The key point is to realize that the classical dual pair $(\text{SU}(2)^e \cong \text{AN}(2), \text{SU}(2))$, whose Lie algebra structures are encoded by the classical $r$-matrix, can be $q$-deformed into a pair of quasitriangular Hopf algebras, $(U_q(\mathfrak{su}(2)), \mathcal{R})$ and its dual $(\text{SU}_q(2), \mathcal{R})$. Let us first recall their definitions.

**Definition B.1** $(U_q(\mathfrak{su}(2)), \mathcal{R})$. The quasitriangular Hopf algebra $(U_q(\mathfrak{su}(2)), \mathcal{R})$ is generated by the identity and $J_\pm, K = q^{\pm \frac{\kappa}{2}}$ with the relations
\[
K J_\pm K^{-1} = q^{\pm \frac{\kappa}{2}} J_\pm, \quad [J_+, J_-] = [2J_z], \quad \text{with} \ [n] = \frac{q^n - q^{-n}}{q^{\frac{n}{2}} - q^{-\frac{n}{2}}},
\] (B1)
It forms a Hopf algebra with the following coproduct and antipode
\[
\Delta(J_\pm) := J_\pm \otimes K + K^{-1} \otimes J_\pm, \quad \Delta(K) := K \otimes K, \quad S(J_\pm) := -q^{\pm \frac{\kappa}{2}} J_\pm, \quad S(K) := K^{-1}.
\] (B2)
while the counit $\epsilon$ is defined by $\epsilon K = 1$ and $\epsilon J_\pm = 0$. It is furthermore quasitriangular, with the $\mathcal{R}$-matrix $\mathcal{R} \in U_q(\mathfrak{su}(2)) \otimes U_q(\mathfrak{su}(2))$:
\[
\mathcal{R} = q^{\epsilon} J_z \sum_{n=0}^{\infty} \frac{(1 - q^{-1})^n}{[n]!} q^{\frac{n(n-1)}{2}} \left( q^{\frac{\kappa}{2}} J_+ \right)^n \otimes \left( q^{-\frac{\kappa}{2}} J_- \right)^n.
\] (B3)
The $R$-matrix is the quantum version of the classical $r$-matrix and it satisfies the quantum Yang-Baxter equation (QYBE)

$$R_{12}R_{13}R_{23} = R_{23}R_{13}R_{12}, \tag{B4}$$

where we have used the standard notation $R_{12} = \sum R_{(1)} \otimes R_{(2)} \otimes I$, $R_{23} = \sum I \otimes R_{(1)} \otimes R_{(2)}$, $R_{13} = \sum R_{(1)} \otimes I \otimes R_{(2)}$. In the fundamental representation ($j = 1/2$), the generators are represented as $2 \times 2$ matrices

$$\rho(J_-) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \rho(J_+) = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad \rho(K) = \begin{pmatrix} q^{1/2} & 0 \\ 0 & q^{-1/2} \end{pmatrix}. \tag{B5}$$

Thus the $R$-matrix (B3) takes the form

$$R = \begin{pmatrix} q^{1/2} & 0 & 0 & 0 \\ 0 & q^{-1/2} & 0 & 0 \\ 0 & 0 & q^{-1/2} & 0 \\ 0 & 0 & 0 & q^{1/2} \end{pmatrix}. \tag{B6}$$

Clearly, the classical $r$-matrix (3) in the fundamental representation is recovered at the first order,

$$R = \mathbb{I} \otimes \mathbb{I} + ihr + O(h^2). \tag{B7}$$

We are particularly interested in the $U_q(\mathfrak{su}(2))$ elements written as $2 \times 2$ matrix operators. These elements, denoted as $Q^\pm = \{(q^\pm)_j \in U_q(\mathfrak{su}(2))(i,j = \pm)\}$, are [42]

$$Q^+ = \begin{pmatrix} K & 0 \\ q^{-1/2}(q^{1/2} - q^{-1/2})J_+ & K^{-1} \end{pmatrix}, \quad Q^- = \begin{pmatrix} K^{-1} & -q^{1/2}(q^{1/2} - q^{-1/2})J_- \\ 0 & K \end{pmatrix}. \tag{B8}$$

The coproduct and counit of $Q^\pm$ are given by

$$\triangle(Q^\pm) = Q^\pm \otimes Q^\pm, \quad \epsilon(Q^\pm) = I, \quad i.e. \quad \triangle((q^\pm)_j^i) = \sum_k (q^\pm)_k^i \otimes (q^\pm)_j^k, \quad \epsilon((q^\pm)_j^i) = \delta_j^i. \tag{B9}$$

They satisfy

$$Q_1^\pm Q_2^\pm R = R Q_2^\pm Q_1^\pm, \quad Q_1^\pm Q_2^\mp R = R Q_2^\mp Q_1^\pm. \tag{B10}$$

$U_q^{-1}(\mathfrak{su}(2))$ is generated by the same generators as $U_q(\mathfrak{su}(2))$ with the same commutation relations (B1) but possessing a different coproduct and antipode, denoted as $\overline{\triangle}$ and $\overline{S}$. They act on the generators as

$$\overline{\triangle}(J_\pm) := J_\pm \otimes K^{-1} + K \otimes J_\pm, \quad \overline{\triangle}(K) := K \otimes K, \quad \overline{S}(J_\pm) := -q^{1/2}J_\pm, \quad \overline{S}(K) := K^{-1}. \tag{B11}$$

The two coproducts and two antipodes are related by

$$\overline{\triangle} = \sigma \circ \triangle, \quad \overline{S} = S^{-1},$$

where $\sigma$ is the permutation operator acting on the tensor space as $\sigma(a \otimes b) = b \otimes a$.

$U_q^{-1}(\mathfrak{su}(2))$ can in fact be represented on the representation spaces of $U_q(\mathfrak{su}(2))$. Indeed, since $q$-numbers are invariant under the exchange $q \leftrightarrow q^{-1}$, as algebras $U_q(\mathfrak{su}(2))$ and $U_q^{-1}(\mathfrak{su}(2))$ are isomorphic. The isomorphism between generators is given by

$$J_\pm = \tilde{J}_\pm, \quad K^{\mp 1} = \tilde{K}^{\pm 1}, \tag{B12}$$

where the tilde is used for $U_q(\mathfrak{su}(2))$.

**Definition B.2 ((SU_q(2), $\mathcal{R}$)).** The dual quasitriangular Hopf algebra $(SU_q(2), \mathcal{R})$ is generated by the identity and the coordinate functions $T = \begin{pmatrix} t_{--} & t_{+-} \\ t_{-+} & t_{++} \end{pmatrix}$ on the space of $2 \times 2$ matrices satisfying

$$RT_1T_2 = T_2T_1R, \tag{B13}$$
where $R$ is defined in (B6), and quotient with the $q$-determinant $\det_q T \equiv t_{--} t_{++} - q^{-\frac{1}{2}} t_{-+} t_{+-} = 1$. The antipode, coproduct and counit are given by

$$S(T) = \left( \frac{t_{++}}{-q^2 t_{-+}}, \frac{-q^2 t_{+-}}{t_{--}} \right), \quad \Delta(T) = T \otimes T, \quad \epsilon(T) = 1, \quad i.e. \quad \Delta(t^i_j) = \sum_{k=\pm} t^i_k \otimes t^j_k, \quad \epsilon(t^i_j) = \delta^i_j, \quad i, j = \pm.$$  \hspace{1cm} (B14)

This Hopf algebra is dual quasitriangular with the $R$-matrix defined in (B3) which is viewed as a map $R : \text{SU}_q(2) \otimes \text{SU}_q(2) \rightarrow \mathbb{C}$.

The commutation relation (B13) is equivalent to the following relations.

$$t_{--} t_{++} = q^{-\frac{1}{2}} t_{-+} t_{+-}, \quad t_{-+} t_{--} = q^{-\frac{1}{2}} t_{+-} t_{-+}, \quad t_{-+} t_{++} = q^{-\frac{1}{2}} t_{+-} t_{++},$$

$$t_{+-} t_{++} = q^{-\frac{1}{2}} t_{++} t_{-+}, \quad t_{--} t_{+-} = t_{--} t_{++}, \quad [t_{-+}, t_{++}] = -(q^2 - q^{-2}) t_{-+} t_{++}. \hspace{1cm} (B15)$$

The duality between $U_q(\mathfrak{su}(2))$ and $\text{SU}_q(2)$ can be represented by the bilinear map between the operator matrices $Q^\pm$ and $T$ \cite{[42]} (See e.g. \cite{[33]} for a more detailed proof of the duality relation):

$$\langle T_1, Q_2^+ \rangle = R, \quad \langle T_1, Q_2^- \rangle = R_{21}^{-1} , \quad i.e. \quad (t^i_j, (q^+)^k_l) = R^i_{jk}^l, \quad (t^i_j, (q^-)^k_l) = (R^{-1})^i_{jk}^l, \hspace{1cm} (B16)$$

where $R_{21} = \sigma \circ R = \sum R_{(2)} \otimes R_{(1)}$. 

---
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