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Data stream classification becomes a promising prediction work with relevance to many practical environments. However, under the environment of concept drift and noise, the research of data stream classification faces lots of challenges. Hence, a new incremental ensemble model is presented for classifying nonstationary data streams with noise. Our approach integrates three strategies: incremental learning to monitor and adapt to concept drift; ensemble learning to improve model stability; and a microclustering procedure that distinguishes drift from noise and predicts the labels of incoming instances via majority vote. Experiments with two synthetic datasets designed to test for both gradual and abrupt drift show that our method provides more accurate classification in nonstationary data streams with noise than the two popular baselines.

1. Introduction

The velocity and voracity with which we are now producing data is making streaming data ubiquitous in real-world applications [1]. For example, intrusion detection [2], credit fraud detection [3], network traffic management [4], and recommendation system [5] all rely on data streams. However, data streams have some unique characteristics that make it more difficult to manipulate. First, the data can be generated at very fast speeds and in huge volumes. Second, there exists concept drift in data streams, and the existing models no longer work as effectively as they once did. Last, physical constraints mean that only a certain amount of knowledge can be used or extracted from a data stream at any point in time and, once elapsed, it can be very difficult to go back and retrieve more knowledge. Thus, data stream mining confronts many challenges.

Revealing the knowledge hidden in data streams is broadly known as data stream mining, which spans data stream classification, clustering, and other data analytics tasks [6]. Data stream classification is, arguably, the most common analytics task in many practical applications. Due to the time-sequence characteristics, the related research studies of data stream classification confront lots of difficulties. For example, to keep track with concept drift, the model not only needs to be retrained frequently but also its processing and memory overheads must stay low to cope with the velocity and volume of the data. In a traditional data mining scenario, the model would merely need to extract knowledge from a static dataset with a joint distribution function that does not change. However, our model for data stream classification needs to extract knowledge from instances that are generated over time and where the joint distribution function is variable, i.e., in the presence of concept drift [7, 8]. According to many studies, concept drift is the main barrier to data stream classification.

To date, the solutions to classification in nonstationary data stream environment have been based on either online or ensemble learning, and those methods improve the performance of classification. Concerning concept drift in
imbalanced streams data setting, an ensemble learning model was presented with resampling technology [7]. A combined online ensemble method was used to simultaneously consider concept drift and the high-dimension problem [9]. Additionally, in the light of various classification scenarios, many supervised learning approaches recently have been widely explored [10–17], and some have been applied in data stream classification, such as support vector machine (SVM) and Bayesian technique.

In nonstationary streaming data environment, these investigations solved some of the problems, including concept drift, the curse of dimensionality, and imbalanced learning. However, there are still some open problems to be addressed. For example, few studies have considered how to effectively and simultaneously cope with both concept drift and noise in nonstationary data streams. To deal with these problems, we design a new classification approach that constructs microclusters to serve as a pool of base classifiers. Final prediction of incoming instance’s class label is made by a majority vote of the microclusters. At the same time, an incremental learning strategy combined with an ensemble learning and a smoothing operator does the work of adapting the model to concept drift, distinguishing noise, and maintaining stability.

In a word, there exist the three main contributions in our paper:

1. A technique for constructing a set of microclusters as base classifiers by redefining the concept of cluster feature previously used in hierarchical cluster analysis. Good classification results can be achieved with nonstationary data streams by combining numerous microclusters. Additionally, microcluster combined with incremental learning is a very convenient way to absorb new knowledge and keep track of concept drift.

2. A smoothing strategy designed to shift the centroids of microcluster and control the balance between historical and new instances. This approach makes the best use of historical knowledge and can also overcome problems with a shortage of drifted data.

3. A majority vote strategy and an incremental learning enhance the stability and adaptability of the model in nonstationary data streams with noise. Thus, the proposed model leverages the advantages of both ensemble and incremental learning to maintain high accuracy in class label prediction.

This paper is organized as follows. The background work is discussed in Section 2, and then Section 3 outlines the basic concept. Section 4 describes the proposed model and provides a complexity analysis of the algorithm. In Section 5, experimental schema and results are illustrated. Section 6 describes conclusion and future plans.

2. Related Work

An excellent data stream classification approach has the ability to learn incrementally and adapt to concept drift as well [18]. In general, two important kinds of incremental learning method are concerned: instance-incremental learning [19, 20], which learns an instance at a time, and batch-incremental learning [21], which learns from instance set once. In the instance-incremental learning group, Crammer et al. [19] developed an online passive-aggressive algorithmic (PA) framework based on SVM that forces the classification hyperplane to move to satisfy the minimum loss constraint when the classifier misclassifies an instance. This framework has been widely explored for many practical settings [22, 23]. In work [24], it presented the instance-incremental method with weighted one-class SVM that could solve gradual drift in nonstationary data streams. Instance-incremental learning has also been based on extreme learning machine as a way to boost classification speeds [25]. When data stream is stable, incoming instance is used to update the classifier; however, when concept drift happens, a weakly performing classifier is deleted. This is a very flexible approach to classifying real-time data streams. In the batch-incremental learning domain, Lu et al. [26] provided a novel dynamic weighted majority approach to deal with imbalance problems and concept drift. This method uses dynamic weighted ensemble learning to keep the classification model stable and batch-incremental learning to track concept drift. Between the two modes, instance-based incremental learning is more flexible and scalable for real-time data stream classification. It is also a more suitable approach for environments where it is difficult to label instances and understand concepts in advance [20]. Hence, we turn our attention to instance-incremental learning for the remainder of this paper, using the simple term incremental learning, hereafter.

The impetus for studying ensemble learning in conjunction with data stream classification came from a desire to improve classification model’s stability [27–31]. These models include base classifier set and merged method which combines the base classifier’s output into a final output by the ensemble. SEA algorithm [29] is one of the early ensemble methods. When the SEA ensemble model is not full, each newly arriving data chunk is used to build a new base classifier. If the limit has been reached, the new classifier is still constructed for every newly arriving data chunk, but it replaces the classifier with the worst performance. According to a majority vote policy, the ensemble method, SEA, outputs the final predictions. Another similar work is weighted ensemble method based on accuracy [30], where the important point is to allocate a weight to each base classifier that is an estimate of its accuracy on the newest data chunk. This idea suggests that the newest data chunk could represent the target concept with high probability, so the classifiers with higher accuracy should be given more importance. Also, when the maximum ensemble scale has been reached, a base classifier with the worst performance is deleted and a new base classifier joins into the ensemble model. Another iterative ensemble method was developed based on boosting and batch-incremental learning [31]. This method adds a suitable number of base classifiers to the classification model with each newly arriving data chunk,
According to the work [33], when a joint classification model is constructed from a labeled dataset, and, once built, it can output the class label +1 or −1 for the incoming instance. In addition, for the purposes of this paper, the real label is acquired after the mapping function $f$ outputs the prediction of incoming instance.

3.2. Concept Drift. According to the work [33], when a joint probability distribution $P$ of data changes evolving over time, there exists concept drift. In other words, $P_t(X, y) \neq P_{t+1}(X, y)$, where the subscript $t$ stands for the time stamp, $X$ suggests the vector which represents the value of feature attribute, and $y$ is a class label. According to the changing rate of concept, gradual drift and abrupt drift [34] are discussed. Generally speaking, gradual drift is a slower rate of change from one concept to another one, and it is illustrated in Figure 1(a). When the distribution $P_t$ is abruptly different from the distribution $P_{t+1}$ at $t+1$, we say that abrupt drift occurs and it is seen in Figure 1(b). In Figure 1, the difference between gradual drift and abrupt drift is clearly found, and these two kinds of drift are concerned in this paper.

3.3. Problem Definition. Noisy instances and concept drift appear to have similar distributions in nonstationary data streams. It is, therefore, critical to differentiate noise from concept drift and that is the motivation of this paper to build a classification model that can find and keep track with concept drift in nonstationary streaming data with noise. Meanwhile, in order to catch concept drift, the classification model should be updated by incremental learning. The research problem is demonstrated in Figure 2.

From Figure 2, we understand clearly the problem definition of this paper and identify the noisy instance in nonstationary streaming data. The dotted circle represents a microcluster, and the dotted straight line suggests the distribution for instances in Figure 2. The current case is shown in Figure 2(a). When time goes on, the instance is coming and the microcluster is updated at time stamp $t + 1$ as seen from Figure 2(b), which represents the case of incremental learning. At time stamp $t + 2$, in Figure 2(c), the incoming instance with positive class label lies in the old microcluster with a different class label. In this case, the new instance is regarded as a noisy instance and will be discarded; this is why this instance no longer exists at time stamp $t + 3$. In Figure 2(d), the incoming instance forms a concept drift and leads to a new microcluster construction.

Based on the above analysis, our solution involves three strategies to deal with the research problem as illustrated in Figure 2: incremental learning to track concept drift; ensemble learning to enhance the model’s stability; and microclustering method to distinguish drift from noise and make the final label predictions. In the next section, we outline these strategies in detail and discuss the three scenarios illustrated in Figure 2.

4. Adaptive Incremental Ensemble Data Stream Classification Method

This section describes microcluster and data stream classification model, followed by the corresponding algorithm.

4.1. Definition of Microcluster. Microclusters as classifiers in our model are constructed by cluster features, which is a technique that was originally developed as part of hierarchical cluster analysis [35]. The structure of cluster feature is
defined as \( CF = (SS, LS, n) \). Based on the cluster feature, we give the definition of microcluster used in this paper.

Definition 1. Microcluster (MC) is represented as \( MC = (SS, LS, n, Ci d, CL, \alpha) \), where \( SS \) and \( LS \) are used to compute the boundary of \( MC \) that \( SS \) denotes the square sum of the attributes of the instances as calculated in equation (1) and \( LS \) is a vector saves the sum of each attribute as in equation (2), \( n \) suggests the number of instances, \( Ci d \) presents \( MC \)'s centroid which changes over time as shown in equation (3), \( CL \) is \( MC \)'s class label, and \( \alpha \) counts the number that \( MC \) correctly classifies incoming instance and \( \alpha \) is initiated as 0.

\[
SS = \sum_i \sum_j x_{ij}^2, \\
(1)
\]

\[
LS = \left( \sum_i x_{i1}, \ldots, \sum_i x_{ij}, \ldots, \sum_i x_{il} \right), \\
(2)
\]

where \( l \) is the dimension of the instance.

\[
Ci d = (1 - \sigma) \times Ci d_{t-1} + \sigma \times (LS/n), \\
(3)
\]

where \( Ci d_{t-1} \) is \( MC \)'s centroid on the previous time stamp \( t - 1 \) and \( \sigma \in [0, 1] \) stands for smoothing parameter.

The size of \( MC \) is represented by cluster’s radius \( r \) which is calculated as follows:

\[
r = \frac{SS}{n} - \frac{||LS||^2}{n}, \\
(4)
\]

where \( ||LS/n|| \) represents the length of vector.

4.2 Data Stream Classification Model Based on Microcluster.

Classification model consists of three phases: classification, incremental learning, and updating. A framework of the model is given in Figure 3. The processes and calculations are presented in detail in this part and summarized into the corresponding algorithm presented as Algorithm 1.

4.2.1 Phase 1 (Classification): The k-Nearest Microclusters Classify the Incoming Instance. When an incoming instance arrives, Euclidean distance is computed between the incoming instance and each microcluster in pool. Based on Euclidean distances, the \( k \)-nearest microclusters are selected, and then each microcluster will assign its own label to the incoming instance. According to equation (5), the final label of incoming instance is voted by the merged method.

\[
y = \arg \max_j \sum_{i=1}^k f_i(x), \\
(5)
\]

where \( k \) stands for the number of microclusters participating in the classification and \( c \) denotes the number of class.
Once incoming instance is classified, microcluster is immediately updated. If the final prediction is correct, i.e., if all the microclusters who voted have the same class label as the final prediction, the value of $\alpha$ increases by 1; otherwise, it decreases by 1.

**Algorithm 1: MCBIE.**

\begin{align*}
\text{Input: } & \text{The instances } S = \{X_1, X_2, \ldots, X_t, \ldots\}, \\
& \text{the pool maximum limit } M, \text{ and} \\
& \text{the smoothing parameter } \sigma. \\
\text{Output: } & \text{The pool of microcluster } P^* \\
(1) & P^{(0)} = \bigcup_{i=1}^{k} MC_i \leftarrow \text{the pool of initial microclusters (MC) which is formed by } k\text{-means} \\
(2) & \text{for each instance } X_t = (X, y) \text{ do} \\
& \text{Phase 1: Classification} \\
(3) & d \leftarrow \text{distance between } X \text{ and } MC \\
(4) & MC^{(t)} \leftarrow \text{select the } k\text{-nearest microclusters to classify the instance } X \\
(5) & \hat{y} \leftarrow \text{the predicted class label of instance } X \text{ gained by majority vote in equation (5)} \\
(6) & \alpha \leftarrow \text{update the parameter of the } k\text{-nearest microcluster} \\
& \text{Phase 2: Incremental Learning} \\
(7) & \text{if Scenario 1 then} \\
(8) & MC^{(t)} \leftarrow \text{update the structure of nearest microcluster by equations (1)–(3) and the number of the instances in microcluster will be incremented by 1} \\
(9) & \text{else if Scenario 2 then} \\
(10) & X \leftarrow \text{consider the instance as a noisy point and neglect it} \\
(11) & \text{else if Scenario 3 then} \\
(12) & MC_X^{(t)} \leftarrow \text{build a new microcluster on instance } X \\
& \text{Phase 3: Updating Pool} \\
(13) & \text{if } L < M \text{ then} \\
(14) & P^{(t)} = P^{(t)} + MC_X^{(t)} \\
(15) & L = L + 1 \\
(16) & \text{else} \\
(17) & MC_{\text{worst}}^{(t)} \leftarrow \text{the worst microcluster} \\
(18) & MC_{\text{worst}}^{(t)} \leftarrow \text{replace } MC_{\text{worst}}^{(t)} \\
(19) & \text{end if} \\
(20) & \text{end if} \\
(21) & \text{end for} \\
(22) & \text{return } P^* \leftarrow \text{microcluster pool at required time stamp } t
\end{align*}

4.2.2. Phase 2 (Incremental Learning): The Nearest Microcluster Will Be Updated Based on the Incoming Instance. Following the first-test-and-then-train principle, the nearest microcluster is immediately updated to ensure the model quickly adapts to the new concept or the new
microcluster is constructed in this phase, which is depicted in Figure 4.

Scenario 1: when incoming instance’s label is the same as the nearest microcluster’s label, incoming instance is used to retrain this microcluster. The terms SS, LS, and \(Ci\)d of the nearest microcluster are recalculated by equations (1)–(3). The number of instances in this microcluster is incremented by 1. The radius of microcluster is also updated by equation (4). This scenario is shown in Figure 4(a). As a matter of fact, when the incoming instance drops into the nearest microcluster, we carry out the same operation, that is, the incoming instance is merged into the nearest microcluster.

Scenario 2: incoming instance’s label varies from the nearest microcluster’s label and incoming instance lies inside the boundary of the nearest microcluster, as seen from Figure 4(b). In this paper, there exists the fundamental assumption that two adjacent instances are highly likely to represent the same concept, i.e., the probability that they share the same class label is very high. According to the fundamental assumption, the incoming instance will be treated as noise and deleted.

Scenario 3: in contrast to Scenario 2, incoming instance’s label is different from the nearest microcluster’s label and incoming instance does not drop into the nearest microcluster, as shown in Figure 4(c). This scenario suggests that incoming instance is derived from the different joint probability distribution. Under this circumstance, we think new concept happens, and a microcluster will be constructed with incoming instance by the method described in Section 4.1. Because there is only one instance in this new microcluster when it is constructed, its label \(CL\) will be the same as the incoming instance and its centroid will be the incoming instance itself. The terms SS and LS of the new microcluster are computed by equations (1) and (2), and the value of \(\alpha\) is 0.

4.2.3. Phase 3 (Updating): The Pool of Microcluster Is Updated. As time passes, new microclusters are continuously being created and, eventually, the pool will reach its limit. Once full, the microcluster with the worst performance will be replaced with new microcluster. By this cyclical update, the classification model can effectively catch concept change, and it leads to improve the classification accuracy.

4.3. Algorithm and Complexity Analysis. In summary of the above phases and scenarios in data stream classification model, the algorithm of microcluster-based incremental ensemble classification named as MCBIE is expressed in Algorithm 1.

The algorithm of MCBIE includes three phases which achieve three functions, namely, classification, incremental learning, and updating pool. Line 1 is to train the initial microcluster and build a pool of microclusters. Lines 3 to 6 achieve the classification for an incoming instance \(X\) and update the performance of the microcluster. According to the three different scenarios, the function of Phase 2 is accomplished in lines 7 to 12. Finally, the size of base classifier reaches the upper-bound \(M\), the worst microcluster will be deleted, and the new microcluster is added to microcluster pool. On the contrary, the new microcluster is directly put into microcluster pool. It is illustrated in lines 13 to 19.

In terms of complexity, through the analysis of Algorithm 1, we know the core operation included by the algorithm MCBIE is to calculate the distance in classification phase. The complexity here depends on mainly two aspects: the dimensions of the instance \(l\) and the number of microclusters as base classifier \(M\) in the ensemble model. Thus, the presented algorithm’s time complexity is approximately \(O(l \cdot M)\). In the presented algorithm, the previous instances are not reserved over time and the statistical information of microcluster is recorded, such as SS, LS, and Ci d, which can save the storage memory by this way.

5. Experiments

5.1. Datasets. To evaluate MCBIE, we conduct simulation experiments with two synthetic datasets. The two datasets selected are the Hyperplane data stream and the SEA data stream taken from Massive Online Analysis (MOA) [36]. Hyperplane data stream is designed to test for gradual drift, while SEA data stream is designed to test for abrupt drift. These are the most popular datasets in the data stream classification domain. Further details are as follows.

Hyperplane data stream [37]: in the \(l\)-dimensional space, a hyperplane includes the point set \(X\) which satisfies \(\sum_{i=1}^{l} a_{i} x_{i} = a_{0} = \sum_{i=1}^{l} a_{i}\), where \(x_{i}\) represents the \(i\)-th dimension of \(X\). Instances for which \(\sum_{i=1}^{l} a_{i} x_{i} \geq a_{0}\) represent positive class, and instances for which \(\sum_{i=1}^{l} a_{i} x_{i} < a_{0}\) represent negative class. A hyperplane in \(l\)-dimensional space may slowly rotate by changing the parameters for simulating time-changing concepts. In this paper, the value of \(l\) is 10 and there are 6 attributes with concept drift, and it generates 20,000 instances. Three different noise ratios (respectively, 20%, 25%, and 30%) are injected into data stream.

SEA data stream [29]: the instances in this data stream are generated from three attributes with continuous values \(x_{1}, x_{2}, x_{3} \in [0, 10]\). When it satisfies \(x_{1} + x_{3} \geq \theta\), the instance is positive class; otherwise, the label of instance is negative. To simulate concept drift, the threshold value \(\theta = [8, 9, 7, 9.5]\) will change over time. It generates 5000 instances with each threshold value, and the whole SEA data stream includes 20,000 instances. SEA data stream with two different noise ratios (20% and 30%) is applied in this experiment to test the abrupt drift.

5.2. Baselines. The PA algorithmic framework [19] and Hoeffding tree [38] are selected as baselines to compare with the presented method MCBIE, and these two approaches are...
frequently chosen as the benchmark in many studies [20, 22, 23, 38]. Moreover, as a well-known classical algorithm, the Hoeffding tree algorithm is integrated into the MOA platform [36]. Therefore, we have followed suit in our paper.

The PA algorithmic framework [19] is an online incremental learning framework for binary classification based on SVM. Given instance $X$, the classification model outputs the prediction as follows:

$$\tilde{y} = \text{sign}(\overrightarrow{w} \cdot X),$$

(6)

where $\overrightarrow{w}$ represents a vector of weights and $\tilde{y}$ is the prediction of instance $X$.

After the $\tilde{y}$ is output, it acquires the ground truth class label $y$ and computes a loss value resulting from the following equation:

$$ls = \max\{0, 1 - y \cdot (\overrightarrow{w} \cdot X)\}. $$

(7)

The vector of weights $\overrightarrow{w}$ is then updated using

$$\overrightarrow{w} = \overrightarrow{w} + \tau \cdot y \cdot X,$$

(8)

where $\tau \geq 0$ is a Lagrange multiplier, whose value is calculated by equation (9) in three different methods, namely, PA, PA-I, and PA-II.

$$\tau = \frac{ls}{\|X\|^2} \quad \text{(PA)},$$

$$\tau = \min\{C, \left(\frac{ls}{\|X\|^2}\right)\} \quad \text{(PA-I)},$$

$$\tau = \frac{ls}{\|X\|^2 + (1/(2 \cdot C))} \quad \text{(PA-II)},$$

(9)

where $C$ is a positive parameter and referred to as aggressiveness parameter of the algorithm. A detailed outline of the derivation procedure can be found in [19].

Hoeffding tree [38] is a decision tree for online learning from the high-volume data stream, and it is built from each instance in constant time. According to Hoeffding bound, we can estimate the number of instances which are needed to build the tree node. The Hoeffding bound has nothing to do with the distribution function that generates the instances. Moreover, the Hoeffding bound is used to construct Hoeffding tree which is approximated to the one produced by batch learning. In the light of its incremental nature of the Hoeffding tree, it is used widely in data stream classification.

5.3. Experiment Setup. Following the first-test-and-then-train principle [39], each incoming instance is first tested, and then the model is retrained with the incoming instance under an incremental paradigm. To assess the classification model’s performance in this paper, the classification accuracy is computed every one hundred instances during the process of data stream classification.

Both our MCBIE and the baselines are initialized on the first 100 instances, and the model resulting from that initialization is used to predict the following instance in data stream. In MCBIE, we use these 100 instances to train 6 initial microclusters as base classifiers by using the k-means algorithm. At every time stamp, the three nearest microclusters of each incoming instance are selected to assert the label information. The maximum scale of microcluster pool is 30, and once full, a new microcluster which takes the place of the worst-performing microcluster joins in the pool. We use Weka package to implement the MCBIE algorithm. Hoeffding tree algorithm (named as HT) is run in MOA platform with the parameters set to their default values. PA, PA-I, and PA-II with Gaussian kernel are executed in MATLAB and the constant $C$ is equal to 1.

5.4. Experiment Result and Analysis. The simulation experiments are designed to evaluate MCBIE in two sides. First, we want to assess the sensitivity of the smoothing parameter $\sigma$; second, we want to justify the feasibility and validity of MCBIE.

5.4.1. Experiment 1: Sensitivity Analysis of the Smoothing Parameter. Following the experimental setup in Section 5.3, we verify the function of smoothing parameter $\sigma$ in MCBIE from 0.1 to 1. When the smoothing parameter $\sigma$ is either too big or too small, the MCBIE’s average accuracy and corresponding standard deviation do not reach the desired result on the Hyperplane data stream and SEA data stream.

Figure 4: Three different scenarios: (a) incoming instance’s label is the same as the nearest microcluster’s label; (b) incoming instance’s label varies from the nearest microcluster’s label, which represents noisy instance; and (c) incoming instance as a new concept does not drop into the nearest microcluster and its label is different from the nearest microcluster’s label. Note: the color represents the class label, the rectangle suggests the incoming instance, and the circle represents the nearest microcluster.
Through the observation and analysis, we find the smoothing parameter $\sigma$ could regulate the balance between the historical and new instances used to compute the centroid of the microcluster. When $\sigma = 0$, the centroid of the microcluster will not move, and only its radius changes. On the contrary, when $\sigma = 1$ reaches the maximum value, the microcluster’s centroid is a mean of instances. It suggests all instances have the same importance to the centroid. However, because concept drift will occur in nonstationary data stream environment, instance at different time stamps should have different contributions to the centroid of microcluster. Experiment results justify this viewpoint. According to the analysis of experiment results, a conclusion is made that the best value of $\sigma$ is located at an interval $[0.6, 0.7]$; hence, we chose $\sigma = 0.65$ for subsequent experiments.

5.4.2. Experiment 2: Feasibility and Validity of MCBIE. All the experimental results with both the Hyperplane and SEA data streams are shown in Table 1. At the same time, the maximum value in each column is marked in bold.

From Table 1, we see the average accuracy of MCBIE reaches the highest value of 69.6%, 64.8%, and 61.8% on Hyperplane data stream with the noise ratio of 20%, 25%, and 30%, respectively. The corresponding standard variance of the three average accuracies is 0.051, 0.046, and 0.047, and the standard variances about accuracy are relatively low compared with the baselines. On average, MCBIE provides the most accurate classifications with the least standard variance among all the baselines with the Hyperplane data stream. On the SEA data stream, the average classification accuracy of MCBIE is 70.8% at 20% noise and 63.2% at 30% noise, respectively. Again, the standard variances are the smallest compared to all baselines, which demonstrate MCBIE’s stability in nonstationary data streams with noise. Based on the above experiment results, we may draw a conclusion that MCBIE is an effective and well-performing classification approach.

Through the further analysis of experiment results in Table 1, some interesting phenomena exist. As the noise ratio grows, the performance of MCBIE is improved to a greater degree than the other methods. For instance, with a noise ratio of 20% on the SEA data stream, MCBIE ranks only the second lead behind PA-I. However, at 30% noise, MCBIE becomes the most accurate model. Given the same noise ratios, the experiment results show that the classification model on SEA data stream performs better than on Hyperplane data stream. This suggests it is more difficult for classification model to learn knowledge from gradual drift than from abrupt drift. Of all the baselines, PA-I provides the best performance, which indicates that selecting an appropriate learning ratio $\tau$ is very important for incremental learning. The Hoeffding tree baseline has the largest standard variance, and it shows that Hoeffding tree has instability.

Last but not least, we want to show MCBIE adapts well to concept drift; Figures 5 and 6 illustrate accuracy curve for the MCBIE method with Hyperplane and SEA data streams. Figure 5 suggests that MCBIE can tackle concept drift in time on the Hyperplane data stream with the different noise ratios. When concept drift occurs, the curve plot in Figure 5 sharply descends and it indicates the concept included by the model is inconsistent with the current concept. MCBIE’s accuracy decreases when concept changes. However, the performance of MCBIE improves immediately after the model is retrained and updated with the incoming instance through incremental learning. The intensity of ascent and descent in Figure 5 reflects that the classification model has the ability to catch concept drift. In Figure 6, we easily understand that the similar phenomena are presented with the SEA data stream.

To demonstrate MCBIE’s superiority, based on the above analysis, we choose the two best methods MCBIE and PA-I to illustrate the ability to perform the prediction task in streaming data setting with noise and concept drift. The accuracy curve is plotted in Figures 7 and 8. From Figure 7, the accuracy curve suggests that these two methods have the ability to keep track with concept drift and shows clearly that our method is superior to the PA-I in terms of accuracy over the Hyperplane data stream with the three different noise

| Data streams | 20% noise | 25% noise | 30% noise |
|--------------|-----------|-----------|-----------|
| Hyperplane data stream | | | |
| PA | 0.622 ± 0.056 | 0.581 ± 0.054 | 0.548 ± 0.048 |
| PA-I | 0.678 ± 0.049 | 0.626 ± 0.050 | 0.582 ± 0.045 |
| PA-II | 0.646 ± 0.053 | 0.599 ± 0.053 | 0.558 ± 0.047 |
| HT | 0.582 ± 0.067 | 0.567 ± 0.061 | 0.556 ± 0.060 |
| MCBIE | 0.696 ± 0.051 | 0.648 ± 0.046 | 0.618 ± 0.047 |
| SEA data stream | | | |
| PA | 0.688 ± 0.053 | 0.648 ± 0.053 | 0.618 ± 0.047 |
| PA-I | 0.705 ± 0.065 | 0.688 ± 0.062 | 0.705 ± 0.068 |
| PA-II | 0.705 ± 0.068 | 0.705 ± 0.068 | 0.705 ± 0.068 |
| HT | 0.625 ± 0.059 | 0.625 ± 0.059 | 0.625 ± 0.059 |
| MCBIE | 0.708 ± 0.053 | 0.708 ± 0.053 | 0.708 ± 0.053 |

Figure 5: The accuracy curve for the MCBIE method with Hyperplane data stream.
Figure 6: The accuracy curve for the MCBIE method with SEA data stream.

Figure 7: The accuracy curve for the two best methods over Hyperplane data streams. (a) Hyperplane with 20% noise. (b) Hyperplane with 25% noise. (c) Hyperplane with 30% noise.
ratios. Moreover, in three cases, the maximum and minimum accuracy of MCBIE is higher than that of the PA-I. Through the analysis of the accuracy curve over SEA data stream, concerned with the ability to adapt to concept drift, these two methods seem to have the same function to deal with nonstationary data stream classification, as demonstrated in Figure 8. Moreover, with the growth of noise ratio, the MCBIE has a better performance than PA-I, such as stability.

From these analyses, we conclude that the MCBIE method is able to conduct nonstationary data stream classification with high accuracy in environments characterized by both concept drift and noise.

6. Conclusions

Classification task in nonstationary data streams faces the two main problems: concept drift and noise, which require the classification model to not only cope with concept drift but also differentiate noise from concept drift. In order to deal with these problems, a novel method named MCBIE was proposed, which can achieve the classification task in nonstationary data streams with noise. Aiming to enhance MCBIE’s performance, the three strategies are used to alleviate the influence of concept drift and noise. In this paper, incremental learning can help microcluster as classifier to catch the concept change fast and ensemble strategy alleviates the disturbance between noise and concept drift. The function of smoothing parameter is to absorb the useful information from historical knowledge. Compared with the baseline methods, experiment results justify that our method, MCBIE, has the ability to perform classification in nonstationary streaming data setting. However, the three problems are worthy to be further concerned: (1) how to improve the noise recognition ability of our method in abrupt drift environment needs to be further strengthened; (2) in addition to accuracy, the stability of model needs to be improved; (3) when concept reoccurs, it is important to design more appropriate strategies for the replacement of microcluster.
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