Geometrical properties of the interaction between oblique incoming coronal waves and coronal holes
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ABSTRACT

Observations of coronal waves (CWs) interacting with coronal holes (CHs) show the formation of typical wave-like features, such as reflected, refracted and transmitted waves (collectively, secondary waves). In accordance with these observations, numerical evidence for the wave characteristics of CWs is given by simulations, which demonstrate effects of deflection and reflection when a CW interacts with regions exhibiting a sudden density drop, such as CHs. However, secondary waves are usually weak in their signal and simulations are limited in the way the according idealisations have to be chosen. Hence, several properties of the secondary waves during a CW–CH interaction are unclear or ambiguous and might lead to misinterpretations. In this study we follow a theoretical approach and focus in particular on the geometrical properties of secondary waves caused by the interaction between oblique incoming CWs and CHs. Based on a linear theory, we derive analytical expressions for reflection and transmission coefficients, which tell us how strongly the amplitudes of the secondary waves increase and decrease with respect to the incoming wave, respectively. Additionally, we provide analytical terms for crucial incidence angles that are capable of giving information about the energy flux, the phase and the reflection properties of the secondary waves. These novel expressions provide a supplementary tool for estimating CW properties in a fast and straightforward way, and therefore might have relevant consequences for a possible new interpretation of previously studied CW–CH interaction events and may help in the clarification of ambiguous observational data.
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1. Introduction

Large-scale propagating disturbances in the corona were directly observed for the first time by the Extreme-ultraviolet Imaging Telescope (EIT; Delaboudinière et al. 1995) onboard the Solar and Heliospheric Observatory (Domingo et al. 1995). These so-called EIT waves (often also referred to as EUV waves or coronal bright fronts) can be observed over the entire solar surface and are commonly associated with energetic eruptions such as coronal mass ejections (CMEs) or flares (see e.g., Vršnak & Ofman 2010; Veronig et al. 2010; Lulić et al. 2013), whereas pseudo-wave theories consider them as the result of the reconfiguration of the coronal magnetic field caused by Joule heating (Delanné & Aulanier 1999; Delanné 2000), continuous small-scale reconnection (Attrill et al. 2007a,b), or stretching of magnetic field lines (Chen et al. 2002). Hybrid models, on the other hand, try to explain the observed disturbances in the corona by combining the two competing approaches of wave and non-wave models. In this approach, the outer envelope of a CME is interpreted as a reconfiguration of the magnetic field, sometimes also named a ‘pseudo-wave’, followed by a freely propagating fast-mode MHD wave (Chen et al. 2002, 2005; Zhukov & Aucheř 2004; Cohen et al. 2009; Liu et al. 2010; Chen & Wu 2011; Downs et al. 2011; Cheng et al. 2012).

In this study, we follow an approach in which EUV waves are considered to be true waves, particularly focusing on the geometrical properties these waves exhibit when interacting with a low-density region such as a coronal hole (CH). For simplicity and due to the fact that other authors that also support the wave model use similar terminology, we hereafter refer to fast-mode MHD waves in the corona as coronal waves (CWs).

The interaction of CWs with CHs results, among other effects, in the formation of reflected, refracted, and transmitted waves, which confirm their interpretation as fast-mode MHD waves (Vršnak & Lulić 2000; Wang 2000; Wu et al. 2001; Warmuth et al. 2004; Patsourakos et al. 2009; Patsourakos & Vourlidas 2009; Schmidt & Ofman 2010; Veronig et al. 2010; Lulić et al. 2013), whereas pseudo-wave theories consider them as the result of the reconfiguration of the coronal magnetic field caused by Joule heating (Delanné & Aulanier 1999; Delanné 2000), continuous small-scale reconnection (Attrill et al. 2007a,b), or stretching of magnetic field lines (Chen et al. 2002). Hybrid models, on the other hand, try to explain the observed disturbances in the corona by combining the two competing approaches of wave and non-wave models. In this approach, the outer envelope of a CME is interpreted as a reconfiguration of the magnetic field, sometimes also named a ‘pseudo-wave’, followed by a freely propagating fast-mode MHD wave (Chen et al. 2002, 2005; Zhukov & Aucheř 2004; Cohen et al. 2009; Liu et al. 2010; Chen & Wu 2011; Downs et al. 2011; Cheng et al. 2012).

In this study, we follow an approach in which EUV waves are considered to be true waves, particularly focusing on the geometrical properties these waves exhibit when interacting with a low-density region such as a coronal hole (CH). For simplicity and due to the fact that other authors that also support the wave model use similar terminology, we hereafter refer to fast-mode MHD waves in the corona as coronal waves (CWs).

The interaction of CWs with CHs results, among other effects, in the formation of reflected, refracted, and transmitted waves, which confirm their interpretation as fast-mode MHD waves (Vršnak & Lulić 2000; Wang 2000; Wu et al. 2001; Warmuth et al. 2004; Veronig et al. 2010). Observational evidence for their wave-like behaviour is given by authors who report waves being reflected and refracted at a CH boundary (e.g., Long et al. 2008; Gopalswamy et al. 2009; Kienreich et al. 2013), transmitted through a CH (Liu et al. 2019; Olmedo et al. 2012) or partially penetrating into a CH (e.g., Veronig et al. 2006). These observational findings are confirmed by numerical simulations describing effects such as deflection, reflection
and transmission when a CW interacts with a low-density region such as a CH (Piantatschitsch et al. 2017, 2018a,b; Afanasyev & Zhukov 2018).

From observations of CW–CH interactions we obtain measurements of different CW parameters, such as the density and the velocity amplitudes as well as the phase speed of secondary waves (e.g., Muhr et al. 2011; Kienreich et al. 2011). However, due to their weak signals, measurements of secondary waves have so far been provided with rather low quality and accuracy. In particular, the density distribution inside of a CH can hardly be obtained in general because the density contrast to its surroundings is large and only a few studies provide statistical information about these parameters (e.g., Heinemann et al. 2019; Saqri et al. 2020).

Studying CW–CH interaction and its resulting secondary waves is important for several reasons. Among them, for example, are observations of reflected waves which have been reported to have much higher phase speeds than the incoming wave, for which there is, as of yet, no conclusive explanation (Gopalswamy et al. 2009; Podladchikova et al. 2019). In addition, CWs and their interaction with CHs provide a lot of information about CHs themselves, particularly about their boundaries. This is of great importance because a change in the shape of the CH and consequently a change in the position of the coronal hole boundary (CHB) influences predictions of high-speed solar wind streams (Riley et al. 2015). Another reason for investigating CW–CH interaction is the fact that recent observations use EUV waves as a diagnostic tool to infer the physical conditions of the solar corona on a global scale (Liu et al. 2019). The wave propagation in this study resulted in strong reflections and transmission in and out of both polar coronal holes. This observed event and its remarkable wave characteristics have the potential to allow global coronal seismology which was first introduced by West et al. (2011) and Long et al. (2013) and is a topic that is yet to be fully exploited.

In general, there has been a lack of theoretical studies of CW–CH interaction, and therefore a first and simple theoretical approach was developed by Piantatschitsch et al. (2020) who derived analytical expressions for CW parameters in the case of a perpendicular incoming CW with respect to the CH. These theoretical estimations provide a fast and straightforward method to calculate CW and CH parameters using easily available and basic observational measurements.

However, the perpendicular case is valid only for a small range of interaction events and needs to be extended to an approach including oblique incoming CWs with respect to the CHB. The aim of this paper is therefore the continuation and the extension of the theoretical studies of CW–CH interaction, and in particular, to study and analyse the influence of the incidence angle on the parameters of secondary waves, such as the angle of the transmitted waves as well as the resulting density and velocity amplitudes. Analogously to the perpendicular case, we derive analytical expressions for the transmission and the reflection coefficients, which describe the changes of the amplitudes of the transmitted and reflected waves with respect to the incoming wave. As in Piantatschitsch et al. (2020), the derivation of these terms is based on a linear theory which is in accordance with observations that report CWs to be only weakly non-linear (e.g., Muhr et al. 2011). Also, the comparison of the analytically derived expressions with results of simulations of weakly non-linear MHD waves (see Piantatschitsch et al. 2020) showed good agreement and therefore encourage the continuation of the linear approach used in this study.

In Sect. 2 we describe the setup for our model and derive the analytical expressions for the reflection and transmission coefficients. We then provide a comprehensive description of the different incidence angles and present our analysis of the related phase properties in Sect. 3. In Sect. 4 we analyse the properties of the wave energy flux perpendicular and parallel to the interface, respectively. In Sects. 5 and 6 we describe and analyse the density and the velocity fluctuations of the reflected and transmitted waves, respectively. We discuss the conclusions that can be drawn from our theoretical results in Sect. 7 and provide a link to an online tool that can be used to visualise the results presented in this paper.

2. Model and reflection/transmission coefficients

2.1. Homogeneous medium

We consider a simple equilibrium including a vertical and constant magnetic field, \( B_0 = B_0 \hat{e}_z \), pointing in the \( z \)-direction, and a constant density distribution, \( \rho_0 \). We assume that the gas pressure is small compared to the magnetic field and is therefore neglected. The linearised version of the non-linear MHD equations is obtained by assuming that all variables are written as the sum of an equilibrium term (with subindex 0) and a linear term. The process of linearisation, retaining terms up to first order, leads, for the perturbed variables, to the following standard continuity equation:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho_0 \mathbf{v}) = 0,
\]

(1)

and momentum equation

\[
\rho_0 \frac{\partial \mathbf{v}}{\partial t} = -\nabla p_T,
\]

(2)

where \( \rho_0 \) is the equilibrium density and

\[
p_T = \frac{\mathbf{B}_0 \cdot \mathbf{b}}{\mu_0},
\]

(3)

is the total perturbed pressure that only contains the magnetic term. The linearised induction equation is

\[
\frac{\partial \mathbf{b}}{\partial t} = \nabla \times (\mathbf{v} \times \mathbf{B}_0).
\]

(4)

As the system is invariant in the \( z \)-direction and there is no gas pressure, we have that \( \mathbf{v} = (v_x, v_y, 0) \) and \( \mathbf{b} = (0, 0, b_z) \). The magnetic pressure perturbation is \( p_T = B_0 b_z / \mu_0 \).

The characteristic speed of the medium is the Alfvén velocity, \( v_A = B_0 / \sqrt{\mu_0 \rho_0} \). For a homogeneous equilibrium, \( v_A \) is constant and fluctuations in the system propagate as simple plane waves. We assume that

\[
\mathbf{v} = v \mathbf{e}^{(ia - k_x x + k_y y)},
\]

(5)

and the same for the perturbed magnetic field and the density fluctuation. By using the expressions from the previous linearised equations and performing the temporal and the spatial derivatives we obtain that the amplitudes of the perturbed variables (for simplicity we do not use the overbars hereafter)
order to understand the interaction and the evolution of a whole 
understand the basic properties of the reflection and the transmis-
This is an idealised representation of a CH but allows us to 
substituting the expressions for the velocities in the magnetic perturba-
Density perturbations do not couple with the rest of the variables 
but are proportional to the total magnetic perturbation. Substitut-
ing the wavevector in the \( y \)-direction remains the same, whereas the 
wavevector in the \( x \)-direction, \( k_x \), changes into the wavenumber \( k_{x2} \) according to the 
properties of the second medium. Hence, the corresponding disper-
sion relation for purely fast waves in the first (homogeneous) 
medium is (see Eq. (10))

\[
\omega = k_1 v_{A01} = \sqrt{k_{1x}^2 + k_{1y}^2} v_{A01},
\]

while for the second medium we obtain

\[
\omega = k_2 v_{A02} = \sqrt{k_{2x}^2 + k_{2y}^2} v_{A02}.
\]

As \( \omega \) is constant in the reflection and transmission problem, by 
combining Eqs. (11), (13), and (14) with the assumption in our 
model that \( v_{A02} = v_{A01} \sqrt{1/\rho_c} \), we obtain

\[
k_{x2} = \pm \sqrt{k_{y2}^2 k_{x1}^2 - k_{y1}^2} = \pm k_1 \sqrt{\rho_c - \cos^2 \theta_i}.
\]

The question arising in this context is how to adequately choose 
the sign in the previous expression in order to have physically 
meaningful solutions. The horizontal wavenumber is either real 
or imaginary and therefore makes it necessary to distinguish 
between these two cases. In the case of a real wavenumber we 
have to use the positive sign because it represents a wave that 
propagates into the right direction inside of the second medium 
due to the assumed dependence of the form \( e^{i(\omega t - k_{x2} x)} \). If \( k_{x2} \) is 
imaginary, meaning an exponential dependence on \( x \), we have to 
ensure that the wave amplitude decays with \( x \) instead of growing. 
This is only achieved by choosing the negative sign and the 
character of the wave is evanescent in this case. Therefore, we 
rewrite the horizontal wavevector in the second medium as

\[
k_{x2} = k_1 f(\theta_i, \rho_c).
\]

where

\[
f(\theta_i, \rho_c) = \begin{cases} 
\sqrt{\rho_c - \cos^2 \theta_i} & \text{if } \theta_i \geq \cos^{-1} \left( \sqrt{\rho_c} \right) \\
-i \sqrt{\cos^2 \theta_i - \rho_c} & \text{otherwise}.
\end{cases}
\]
We return to the distinction between these two situations in the following sections. The angle, \( \theta_c = \cos^{-1}(\sqrt{\frac{\rho_1}{\rho_2}}) \), that differentiates these two cases is the so-called Critical angle, \( \theta_c \), whose properties are described in detail in Sect. 3.1. In optics, Eqs. (16) and (17) are identical to the equation that is obtained from the continuity of the components of \( \mathbf{E} \) and \( \mathbf{B} \) parallel to the interface that separates the two media, where \( \rho_2 \) and \( n_i \), the refraction index, play the same role.

Now, we focus on the conditions that the waves need to satisfy at the position of the interface, located at \( x = 0 \) in our equilibrium model. These are the continuity of \( p_T \) and \( v_T \) across the density jump. Denoting the values of these variables on each side of the interface with the superindices + and − according to the propagation direction of the wave and using again the subindices 1 and 2 for the first and second medium, we have that

\[
p_{T1}^+ + p_{T1}^- = p_{T2}^+ - p_{T2}^-, \\
v_{T1}^+ + v_{T1}^- = v_{T2}^+ - v_{T2}^-.
\]  

(18)

We now normalise to the magnetic pressure of the incoming wave and define the following reflection and transmission coefficients,

\[
R = \frac{p_{T1}^+}{p_{T1}^-}, \\
T = \frac{p_{T2}^+}{p_{T1}^-}.
\]  

(19)

With these definitions we have that Eq. (18) reduces to

\[
1 + R = T, \\
\frac{k_{s1}}{\rho_0 \omega^2} (1 - R) = \frac{k_{s2}}{\rho_0 \omega^2} T,
\]  

(20)

(21)

where in the last equation we use the \( x \)-component of the momentum equation to provide the relation between the velocity and the total perturbed magnetic pressure (see Eq. (6)). We also use the fact that the reflected wave has a wavenumber that is minus the wavenumber of the incoming wave because it propagates into the negative \( x \)-direction. From Eqs. (20) and (21), and by using the definitions for the horizontal wavenumbers, it is straightforward to obtain an expression for the reflection coefficient,

\[
R(\theta_1, \rho_c) = \frac{\rho_c \sin \theta_1 - f(\theta_1, \rho_c)}{\rho_c \sin \theta_1 + f(\theta_1, \rho_c)},
\]  

(22)

and the transmission coefficient,

\[
T(\theta_1, \rho_c) = \frac{2 \rho_c \sin \theta_1}{\rho_c \sin \theta_1 + f(\theta_1, \rho_c)}.
\]  

(23)

Both the reflection and the transmission coefficient, depend on only two parameters, the density contrast, \( \rho_c \), and the incidence angle, \( \theta_1 \), and are independent of \( \omega \), \( k_1 \), and \( k_2 \) in the present model. For simplicity, hereafter we use the notation \( R := R(\theta_1, \rho_c) \) and \( T := T(\theta_1, \rho_c) \). These coefficients are equivalent to Fresnel equations in optics. The coefficients derived in Piantchitsch et al. (2020) represent the special case of an incidence angle that is equal to \( 90^\circ \), that is, a perpendicular incoming wave with respect to the density interface.

The reflection and transmission coefficients are real if \( f(\theta_1, \rho_c) \) is real and they are complex if \( f(\theta_1, \rho_c) \) is imaginary. For this reason, we focus on the absolute values and the corresponding phases of these coefficients. The moduli of \( R \) and \( T \) have been plotted in Fig. 2. In these plots, a given density ratio has been plotted in Fig. 2. In these plots, a given density ratio, \( \rho_c \), is assumed and the dependence on the incidence angle is shown. The modulus of \( R \) always has a value of one below the Critical angle and shows an abrupt change when the behaviour of the transmitted wave changes from evanescent to propagating (for \( \theta_1 = \theta_c \)). On the contrary, the modulus of \( T \) changes smoothly in the two regimes but shows a sharp peak around the transition that takes place at the Critical angle.

As \( R \) and \( T \) can be complex numbers, we calculate the corresponding phases by computing the principal value of the argument. The phase, \( \phi \), is represented in Fig. 3 for the same density contrasts as in Fig. 2 and we find that it varies smoothly from a value of \( \pi \) for \( \theta_1 = 0 \), to a value of 0 for \( \theta_1 = \theta_c \). One can also see a jump from the value of 0 to \( \pi \) at the so-called Brewster angle, \( \theta_B \), which is introduced in the following section. We return to this behaviour of the phase and its physical implications below.
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Fig. 3. Phase of reflection and transmission coefficients for different density contrasts.

Fig. 4. Critical angle, $\theta_C$ (Eq. (24)), Brewster angle, $\theta_B$ (Eq. (25)), and Phase inversion angle, $\theta_P$ (Eq. (29)), as a function of the density contrast, $\rho_c$. Below the Critical angle (red solid line) there is no transmission of energy perpendicular to the interface (grey area), whereas for angles above the Critical there is transmission in the positive x-direction. The Brewster angle (blue solid line) shows the situation of perfect transmission (which is tantamount to no reflection) for different density contrasts.

3. Representative angles

In this section, we provide expressions for the transmitted angle and three relevant incidence angles which separate the area of the incoming wave into four different regions and give information about the phase and the reflection and transmission properties of secondary waves.

3.1. Critical angle

As we have anticipated in Eqs. (16) and (17) we can see that, for certain angles, the wavenumber of the second medium, which is perpendicular to the interface, $k_{2z}$, will change from real to a purely imaginary number. This implies that the wave will change its character from propagating to evanescent as it moves from the first to the second medium, meaning that there is no energy transmission but only a reflected part in the resulting waves. This happens for angles below the so-called Critical angle, defined by

$$\theta_C = \cos^{-1}\left(\sqrt{\rho_c}\right).$$  \hfill (24)

This angle is properly defined when $\rho_{02} < \rho_{01}$ (which is the case for CHs) because the argument of $\cos^{-1}$ must always be between $-1$ and $1$. In the case of $\rho_{01} < \rho_{02}$, there is no Critical angle, and this corresponds, for example, to any CW that propagates in the coronal medium and interacts with coronal loops which exhibit a higher density than their environment.

Figure 4 corresponds to a plot of the Critical angle as a function of the density contrast. This figure clearly shows the two different regimes for the real (transmission) and the imaginary (no energy transmission) wavenumber. In the case of a homogeneous medium where $\rho_{01} = \rho_{02}$, the Critical angle $\theta_C = 0^\circ$, meaning that there is transmission for all different incidence angles which is consistent with the propagation of a wave in a single medium. If we look at the situation of a small value for the density contrast (equivalent to a large density jump when the wave enters the CH), the Critical angle, $\theta_C$, becomes large which leads to a very restrictive transmission (see also Fig. 4). For the intermediate value $\rho_c = 0.5$, the Critical angle is equal to $45^\circ$ (see Table 1 and Fig. 4) and separates the area of the incoming wave into two equally sized regions, of which the one containing angles smaller than $45^\circ$ leads to no transmission whereas the other part is capable of creating reflected as well as transmitted waves.
The angle of the transmitted wave, \( \theta_T \), with respect to the incident angle, \( \theta_i \), is defined by zero reflection and in other cases is defined as a function of the density contrast, \( \rho_c \). This angle can be written as

\[
\theta_T = \cos^{-1} \left( \frac{1}{\rho_c} \cos \theta_i \right). \tag{27}
\]

3.3. Transmitted angle

The angle of the transmitted wave, \( \theta_T \), can be related to the angle of the incident wave, \( \theta_i \), and the density contrast, \( \rho_c \), using the Maclaurin series expansion for small arguments.

\[
\theta_T \approx \frac{\pi}{2} - \sqrt{\frac{\rho_{01} - \rho_{02}}{1 + \rho_c}}. \tag{26}
\]

An important consequence of Eq. (26) is that the Brewster angle is always smaller than 90° and larger than 45° for \( \rho_c < 1 \) (see Fig. 4). This leads to the remarkable result that the most efficient case of energy transmission is never achieved by a CW interacting perpendicularly to the interface but always by an incidence angle that is equal to the Brewster angle, \( \theta_B \).

Another interesting result is the fact that the smaller the value of the density contrast (equivalent to the density jump from outside into the CH getting larger), the closer the Critical and the Brewster angle are located to each other (see Fig. 4 and Table 1). This implies in particular that for CHs with a very low density compared to their surroundings only a small change in the incidence angle is sufficient to turn a case of full transmission into a case of no transmission at all. This is crucial information for the interpretation of CW–CH interaction effects in observational data.

3.2. Brewster angle

As already stated in Sect. 2, the reflection and transmission coefficients, \( R \) and \( T \), are complex numbers when the incidence angle, \( \theta_i \), is smaller than the Critical angle, \( \theta_C \). However, in the opposite regime, \( \theta_i > \theta_C \), it is remarkable that the numerator of the reflection coefficient is zero for the angle that satisfies

\[
\theta_B = \cos^{-1} \left( \frac{\rho_{02}}{1 + \rho_c} \right). \tag{25}
\]

For this incidence angle, all the energy of the incoming wave is transmitted into the CH, meaning that in this case we can speak about perfect transmission. This incidence angle is equal to the Brewster angle, \( \theta_B \), and is always equal to 90°. In this figure one can see that also in the case of \( \rho_{01} > \rho_{02} \) the sum of the Brewster angle and the transmitted angle is equal to 90°.

An important consequence of Eq. (27) is the fact that, as a function of the incidence angle, \( \theta_i \), for different values of the density contrast, \( \rho_c \), the intersections of the curves with the horizontal axis correspond to the Critical angle, \( \theta_C \), whereas the diamonds denote the Brewster angle, \( \theta_B \), for the different density contrasts. The red dotted line shows that \( \theta_T + \theta_B = 90^\circ \). This figure one can see that also in the case of \( \rho_{01} > \rho_{02} \) the sum of the Brewster angle and the transmitted angle is equal to 90°.

### Table 1. Critical angle, \( \theta_C \), Brewster angle, \( \theta_B \), and Phase inversion angle, \( \theta_P \) (in degrees), for different density contrasts.

| Density contrast \( \rho_c \) | 0.6 | 0.5 | 0.4 | 0.3 | 0.2 | 0.1 |
|-------------------------------|-----|-----|-----|-----|-----|-----|
| \( \theta_B \)               | 32.8| 39.2| 46.0| 53.3| 61.3| 70.8|
| \( \theta_C \)               | 39.2| 45.0| 50.8| 56.8| 63.4| 71.6|
| \( \theta_P \)               | 52.2| 54.7| 57.7| 61.3| 65.9| 72.5|

**Notes.** Observational studies derive a density ratio between 0.1 and 0.6 (e.g., Saqri et al. 2020; Heinemann et al. 2019).

In Fig. 5 one can see the dependence of the transmitted angle, \( \theta_T \), on the incidence angle, \( \theta_i \), for different density contrasts. Each curve, representing a different value for the density contrast, \( \rho_c \), starts at a certain threshold angle in the \( x \)-direction above which \( \theta_T > 0 \), meaning that a transmission is possible from that value onwards. This threshold exactly corresponds to the Critical angle \( \theta_C \) (see marks at the \( x \)-axis in Fig. 5), and therefore the properties of the transmitted angle, \( \theta_T \), are consistent with those of the Critical angle, \( \theta_C \).

For angles larger than \( \theta_C \) the steepest curves are obtained for low-density contrasts, implying that in these cases a smaller range of incidence angles are transmitted which is again consistent with the larger values for \( \theta_C \) in this case.

If the incidence angle, \( \theta_i \), is close to 90° the transmitted angle, \( \theta_T \), is close to 90° as well, which is to be expected as in that case we are approaching the fully perpendicular case. We also find a remarkable relation between \( \theta_T \) and \( \theta_B \) in Fig. 5 where we can see the transmitted angle considered as a function of the Brewster angle for different density contrasts (see diamonds in Fig. 5). It turns out that the sum of \( \theta_T \) and \( \theta_B \) is always equal to 90°, in the case of \( \rho_{01} > \rho_{02} \) (which applies to the situation of CW–CH interaction), as well as in the opposite case \( \rho_{01} < \rho_{02} \); see the dotted red line in Fig. 5. This relationship between \( \theta_T \) and \( \theta_B \) is equivalent to the situation in which the reflection coefficient, \( R \), is equal to zero. These correlations are known in other contexts, such as optics, where in some of the cases the Brewster angle is defined by zero reflection and in other cases is defined by the assumption that the sum of the Brewster angle and its transmitted angle is equal to 90°. However, the theoretical justification of the equivalence between these two definitions is not clear in the literature and for this reason the basic steps of the corresponding proof are outlined in Appendix A.

Another important consequence of Eq. (27) is the fact that, by providing the incidence angle as well as the transmitted angle,
we are able to calculate the density contrast, 
\[ \frac{1}{\rho_C} = \left( \frac{\cos \theta_T^2}{\cos \theta_R^2} \right). \]  
(28)

Measurements of the incidence and the transmitted amplitudes are considerably easier to provide than the mean phase speed of incoming, reflected, and transmitted waves, which we need to get information about the density contrast in the perpendicular case (Piantschitsch et al. 2020). In general, information about the density distribution inside of a CH is mostly unavailable which makes this result a valuable supplementary tool for obtaining values for density contrasts from observational data.

3.4. Phase inversion angle

We return now to Fig. 3 where the phases of the reflected and the transmitted waves, based on the coefficients \( R \) and \( T \), are plotted as a function of the incidence angle for different density contrasts. We focus first on the phase difference equal to \( \pi/2 \) which separates two different areas of reflected waves (see Fig. 3) and corresponds to an angle which we call from now on the Phase inversion angle, \( \theta_p \). The real part of \( R \) is zero for this angle and using Eq. (22) it is not difficult to find that
\[ \theta_p = \cos^{-1}\left( \frac{\rho_C + \rho^2}{1 + \rho_C^2} \right). \]  
(29)

In Fig. 3 one can also see that the area between the Phase inversion angle, \( \theta_p \), and the Critical angle, \( \theta_C \), gets smaller as the value of the density contrast decreases. On the contrary, large density contrasts (which correspond to values of around 0.6 in the observations) can lead to a considerable fraction of the reflected waves exhibiting a phase difference smaller than \( \pi/2 \) with respect to the incoming wave. The meaning of these phase differences is discussed in detail in Sect. 5.

If we combine the expressions for the Critical angle (see Eq. (24)), the Brewster angle (see Eq. (25)), and the Phase inversion angle (see Eq. (29)), we obtain the following relation in which all three representative angles are directly related to one another and to the density contrast,
\[ \cos^2 \theta_p - \sec^2 \theta_C = \frac{\rho_C^2 - 1}{\rho_C^2 + 1}. \]  
(30)

At this point it is worth mentioning that in Fig. 4 one can see that the Brewster angle, \( \theta_B \), converges to the numerical value of 45° while the Critical angle, \( \theta_C \), and the Phase inversion angle, \( \theta_p \), converge to 0° for \( \rho_C \) tending to 1. These numerical values are also obtained by directly inserting \( \rho_C = 1 \) into the corresponding Eqs. (25), (24) and (29). However, it is important to mention that these equivalent cases are special regarding the reflection and transmission properties. A density ratio of \( \rho_C = 1 \) means that there is only one single medium in which the wave propagates, and therefore every angle is an angle of perfect transmission and there is transmission in any case of an incoming wave which is consistent with \( \theta_C = 0° \).

4. Wave energy flux

A physically relevant magnitude in any process involving oscillatory phenomena is the wave energy flux. In our case the energy flux has a component perpendicular to the interface but also a parallel component because we consider an oblique propagation with respect to the CH. The energy fluxes are closely related to the reflection and the transmission coefficients \( R \) and \( T \) defined in Sect. 2 and are capable of providing information that is needed to understand the behaviour of the secondary waves in a more comprehensive way.

In our particular situation, the wave energy flux averaged over one period does not contain the contribution of the gas pressure (because it is neglected here) and, in terms of the Poynting vector, reduces to (see for example Walker 2004)
\[ \langle \Pi \rangle = \frac{1}{2} \Re \left[ \frac{E \times b^*}{\mu_0} \right], \]  
(31)

where
\[ E = -v \times B_0 \]  
(32)
is the perturbed electric field and \( b \) is the perturbation of the equilibrium magnetic field \( B_0 \) introduced in Sect. 2. In Eq. (31) \( \Re \langle z \rangle \) denotes the real part of the complex number \( z \) and the asterisk symbol stands for the complex conjugate. By writing the velocity in terms of the magnetic pressure (Eq. (6)) it is not difficult to find that in our configuration the energy flux in the \( x \)-direction is
\[ \langle \Pi_x \rangle = \frac{1}{2} \Re \left[ \frac{k_x}{\rho_0 \omega} \frac{\rho_T \rho_T^*}{\rho_C} \right], \]  
(33)

and analogously, the energy flux parallel to the boundary in the \( y \)-direction is
\[ \langle \Pi_y \rangle = \frac{1}{2} \Re \left[ \frac{k_y}{\rho_0 \omega} \frac{\rho_T \rho_T^*}{\rho_C} \right]. \]  
(34)

These energy fluxes depend on the position and the properties of the wave (wavenumber, frequency, and total pressure perturbation). It is convenient to normalise these fluxes to the incoming energy wave flux. If we do so it is not difficult to find that the normalised energy fluxes of the reflected and the transmitted waves perpendicular to the CHB (in the \( x \)-direction) are
\[ R_{ex} = RR^* = |\mathbf{R}|^2, \]  
(35)

and
\[ T_{ex} = \Re \left[ \frac{f(\theta_T, \rho_C)}{\sin \theta_T} \frac{1}{\rho_C} \right] TT^* = \frac{1}{\rho_C \sin \theta_T} \Re \left[ f(\theta_T, \rho_C) \right] |T|^2. \]  
(36)

These expressions are similar to the reflectivity and transmissivity coefficients defined in optics. Interestingly, these coefficients satisfy energy conservation (see Appendix B for a brief proof), namely
\[ R_{ex} + T_{ex} = 1. \]  
(37)

Therefore, in the \( x \)-direction the sum of the reflected wave energy flux in the first medium and the transmitted energy flux in the second medium is always equal to the incoming energy flux in the first medium. This is conceptually different from the equation \( 1 + R = 1 \) for the reflection and the transmission coefficient. Indeed, \( R_{ex} \) and \( T_{ex} \) are always real coefficients providing additional information which is difficult to obtain from the complex reflection and transmission coefficients, \( R \) and \( T \). Another useful equation can be obtained for the imaginary parts of \( R \) and \( T \). From Eq. (20) we can conclude that \( \Re[R] = \Re[T] \) and it is not difficult to show (see Appendix B) that
\[ \mathcal{J}[R] = \frac{1}{2 \rho_c \sin \theta_\perp} \mathcal{J} \left[ f(\theta, \rho_c) \right] |T|^2. \]  

This equation shows again that the coefficients \( R \) and \( T \) are complex if \( f(\theta, \rho_c) \) is imaginary, otherwise they are real.

The wave energy fluxes in the \( x \)-direction are plotted in Fig. 6 as a function of the incidence angle and for different density contrasts. For angles below \( \theta_c \), there is no energy flux transmitted perpendicular to the interface (the term in parentheses of Eq. (36) is an imaginary number and therefore its real part is zero). One can also see that the maximum of energy transmission happens at the Brewster angle and that the closer this angle gets to the Critical angle the smaller the value for the density contrast. Another noteworthy result that can be extracted from Fig. 6 is the fact that for small density contrast values the transmission coefficient for \( \theta \approx 90^\circ \) decreases, meaning that a perpendicular incoming wave transmits more energy flux into the CH as the value of the density contrast increases, an expected result based on physical grounds.

We focus now on the energy flux parallel to the interface and we again normalise to the incoming energy flux in the first medium but in the \( y \)-direction. In this medium, there is also a contribution, apart from the incident wave, due to the reflected wave at the boundary. The normalised reflected energy flux is simply

\[ R_{xy} = |R|^2, \]  

which is equal to \( R_{xy} \). However, the normalised energy flow in the second medium is found to be

\[ T_{xy} = \frac{1}{\rho_c} |T|^2, \]  

which is independent of the wavenumber parallel to the interface because the incoming and transmitted waves have the same wavenumber \( k_x \) (and we have normalised to the incoming wave flux in the \( y \)-direction). There is no energy conservation in the \( y \)-direction, because \( R_{xy} + T_{xy} \neq 1 \). The behaviour of \( R_{xy} \) and \( T_{xy} \) with the incidence angle can be inferred from Fig. 2.

When the wave propagates in the \( x \)-direction in the second medium the corresponding parallel energy flux is constant with position and given by Eq. (40). However, when the wave is evanescent in the \( x \)-direction in this medium we have to use the proper definition given in Eq. (15) to have the energy bounded for \( x \) tending to infinity. The parallel energy flux in this situation is

\[ T_{xy} = \frac{1}{\rho_c} |T|^2 e^{-2 k_y \sqrt{\cos^2 \theta - \rho_c^2}}, \]  

and therefore the wave energy parallel to the boundary decreases exponentially with \( x \) in the second medium. This allows us to define a penetration length

\[ \lambda_p = 1/(2 k_1 \sqrt{\rho_c^2 - \rho_0^2}), \]  

which is valid only if \( \theta_\perp < \theta_c \), that is, in the evanescent regime.

**Wave energy density**

Let us briefly address the calculation of the wave energy densities. The averaged value over a period is given by

\[ \langle U \rangle = \frac{1}{2} \left\{ \frac{1}{2} \rho_0 (v_x v_x + v_y v_y) + \frac{1}{2} b_0 b'_0 \right\}, \]  

where the first term represents kinetic energy and the second term magnetic wave energy. It is not difficult to write the expressions in terms of the total pressure perturbation (using Eqs. (6) and (7) and the definition of \( p_T \)). We distinguish two situations. For incident angles above the Critical angle we have that in any of the two media the kinetic energy is

\[
\frac{1}{2} \rho_0 (v_x v_x + v_y v_y) = \frac{1}{2} \frac{k_z^2}{\rho_0 \omega^2} p_T^* \frac{k_x^2}{k_x^2 + k_y^2 + k_z^2} + \frac{1}{2} \frac{k_y^2}{\rho_0 \omega^2} p_T^* \frac{k_y^2}{k_x^2 + k_y^2 + k_z^2} + \frac{1}{2} \frac{k_z^2}{\rho_0 \omega^2} p_T^* \frac{k_z^2}{k_x^2 + k_y^2 + k_z^2}
\approx \frac{1}{2} \frac{\mu_0}{B_0^2} p_T^* \frac{k_x^2}{k_x^2 + k_y^2 + k_z^2}. \]
and the magnetic energy is

$$\frac{1}{2} b \mu_0 = \frac{1}{2} B_0 p^R T^R.$$  \hspace{1cm} (45)

Therefore, kinetic and magnetic energies are equal, meaning that there is energy equipartition in this situation. Normalising with respect to the density energy of the incident wave and using the definitions for the reflection and transmission coefficients we obtain the simple expressions

$$\frac{\langle U_R \rangle}{\langle U_1 \rangle} = |R|^2, \quad \frac{\langle U_T \rangle}{\langle U_1 \rangle} = |T|^2.$$  \hspace{1cm} (46)

Hence, the ratios of wave energy densities are proportional to the square of the modulus of the reflection and transmission coefficients. These energy ratios are independent of the position.

Conversely, for angles below the Critical angle we have that in the first medium Eqs. (44) and (45) are still valid because of the character of the wave is propagating, while in the second medium due to the evanescent behaviour we have now

$$\frac{1}{2} \rho_0 (v_x^R + v_y^R) = \frac{1}{2} p^R (p^R) = \frac{1}{2} \rho_0 \left| \begin{array}{c} k_x^2 + k_y^2 \rho_0 \omega^2 \end{array} \right| e^{-2k_1 \sqrt{\cos^2 \theta_1 - \rho_0 \omega^2}}.$$  \hspace{1cm} (47)

There is no energy equipartition for $\theta_1 < \theta_C$ and the energy density of the transmitted wave depends on the position. Defining again the normalised energy density with respect to the incident wave energy, it is not difficult to obtain that

$$\frac{\langle U_T \rangle}{\langle U_1 \rangle} = \frac{1}{2} |T|^2 \frac{\rho_0}{\rho_1} \frac{k_2^2}{\rho_0 \omega^2} e^{-2k_1 \sqrt{\cos^2 \theta_1 - \rho_0 \omega^2}}.$$  \hspace{1cm} (49)

meaning that the wave energy of the transmitted wave decreases exponentially with the distance from the location of the interface ($x = 0$). It is easy to check that the above calculated magnitudes satisfy the expected fundamental relationship for plane monochromatic waves $\omega (U) = k \cdot (\mathbf{I})$ in both medium 1 and medium 2.

The fact that there is no wave energy flux in the $x$-direction in the second medium for angles below the Critical angle does not mean that there is no wave energy in medium 2. The present wave energy calculation indeed shows that the wave energy is different from zero in medium 2 and that it decays exponentially with distance from the interface (Eq. (49)). In addition, even though in this medium $T_{xy} = 0$, there is energy flux in the $y$-direction since $T_{xy} \neq 0$ (Eq. (41)).

5. Reflected wave: depletion or enhancement?

In Sect. 3, we discuss how the three representative angles (Critical angle, Brewster angle, and Phase inversion angle) separate the phase of the reflected wave into four different regions. Now, we want to analyse the physical meaning of these phase shifts with respect to the incoming wave.

If we assume that the incoming wave approaches the interface as a density enhancement (which is the case for CWs and CHs) then the phase differences below $\pi/2$ correspond to a reflected wave propagating as an enhancement too, whereas phase differences above $\pi/2$ imply that the reflected wave propagates as a density depletion, this is represented in Fig. 7. In this figure and also in Fig. 3 one can see that for angles below the Critical angle, $\theta_C$, the phase shift takes place as a smooth transition from the value $\pi$ to zero, implying that the corresponding reflected waves are either enhancements or depletions. The region furthest left in Fig. 7, which represents phase shifts above $\pi/2$, therefore corresponds to depletions, whereas the second region between $\theta_B$ and $\theta_C$ exhibits a smooth transition of phases from $\pi/2$ to 0 and corresponds to an enhancement. In the third region, between $\theta_C$ and $\theta_B$, one can see that there is no phase difference with respect to the incoming wave which means that the corresponding reflected wave is an enhancement. The fourth region, which represents incoming angles above the Brewster angle, shows a constant phase shift of $\pi$ from the incident to the reflected wave which implies that the reflection is a density depletion. In the particular case of an incidence angle that is equal to the Brewster angle, $\theta_B$, there is no reflection at all (see also Eq. (25) which was derived using the assumption that the reflection coefficient $R = 0$.)

By using this interpretation of reflected waves as either depletions or enhancements, we can draw another conclusion from Fig. 3. We can see that as the value of the density contrast gets smaller, the fraction of reflected waves that display themselves as enhancements gets smaller too. On the contrary, for large density contrasts, such as $\rho_2 = 0.7$, more than 20% of the reflected waves propagate as enhancements because the region between $\theta_B$ and $\theta_C$ is larger than one-fifth of the whole angle range below $\theta_C$ in that case. This is a remarkable result because, in the observations, the reflected waves are usually interpreted as pure dimmings which correspond to the density depletions in our study.

However, even though the phase of the reflected waves, $\phi_R$, tells us whether the wave propagates as an enhancement or a depletion, we still need to obtain information about the reflected density perturbation ratio in order to know how strongly the amplitude of the reflected wave increases or decreases with respect to the incoming wave. By combining Eqs. (9) and (19) it turns out that the density perturbation ratio can be written as

$$\frac{\rho_R}{\rho_1} = R,$$  \hspace{1cm} (50)

while the velocity perturbation ratio of the reflected wave with respect to the incoming wave is simply

$$\frac{v_{z1}}{v_{z1}} = -R.$$  \hspace{1cm} (51)

We can use again Figs. 2 and 3 to understand the dependence of the reflected density and velocity perturbation on the incidence angle.

The lower plot in Fig. 7 complements the information of the upper plot and graphically shows in which situations the energy of the incoming wave gets transmitted into the CH (a detailed analysis of the properties of the transmitted wave is performed in the following section).

6. Transmitted wave: some properties

The three representative angles do not only separate the area of the incidence angles regarding the phase properties of the reflected wave but also regarding the behaviour of the transmitted wave. A summary of the combined results of reflection
Phase of the reflected wave, $\phi_R$, as a function of the incidence angle, $\theta_I$. The vertical dash-dotted and dotted lines correspond to the Critical angle, $\theta_C$, the Brewster angle, $\theta_B$, and the Phase inversion angle, $\theta_P$. The Phase inversion angle separates the reflected waves, that are not accompanied by a transmitted wave, into depletion and enhancement characteristics. The horizontal black dashed lines denote the phases $\pi$ and 0. One can see that the intersection point of the horizontal blue dashed line, which represents the phase $\pi/2$, with the phase of the reflected wave defines the Phase inversion angle, $\theta_P$.

and transmission characteristics is shown in Fig. 8 where we distinguish five different cases of CW–CH interaction (assuming the incoming wave propagates as an enhancement): a) Incidence angles within the range of $0^\circ$ and $\theta_B$ lead to reflected waves that propagate as density depletions but do not create transmitted waves; b) the region between $\theta_B$ and $\theta_C$ also corresponds to no transmission but at the same time to reflected waves that propagate as enhancements; c) incidence angles that are larger than $\theta_C$ and smaller than $\theta_B$ result in a situation in which there is transmission and both reflected waves and transmitted waves propagate as enhancements; d) as we stated in previous sections, if the incidence angle is equal to the Brewster angle, $\theta_B$, there is full transmission which is equivalent to no reflection at all; and e) incidence angles that are larger than $\theta_B$ and smaller than $90^\circ$ lead to reflected waves which propagate as depletions and transmitted waves that manifest as enhancements. This also implies that in all cases of an actual transmission into the $x$-direction the transmitted wave propagates as an enhancement.

As in the case of the reflected wave, the density fluctuation plays an important role in understanding the behaviour of the transmission through the interface. The density fluctuation of the transmitted wave is calculated as in the previous section using Eq. (9) which is proportional to the total pressure fluctuation. Using the definition of the transmission coefficient, $T$, which involves the total pressure fluctuation, it is easy to find that the ratio of the density perturbation associated to the transmitted wave in the second medium, $\rho_2^+$, with respect to the incident
wave in the first medium, \( \rho_1^x \), is

\[
\frac{\rho_1^x}{\rho_1^y} = \rho_c T. \tag{52}
\]

The density fluctuation ratio given in Eq. (52) is proportional to the equilibrium density contrast (which is smaller than one) but it is also proportional to the transmission coefficient that depends on the incidence angle (see Figs. 2 and 3). We focus on the situation where there is transmission, that is, for incidence angles that are equal to or larger than \( \theta_C \), and in this case the transmission coefficient is a real number.

Figure 9 shows the density fluctuation ratio calculated using Eq. (52) as a function of the incidence angle for different density contrasts of the equilibrium. One can see that for equilibrium density contrasts smaller than 0.5 the ratio is always below one which means that in these cases the amplitude of the transmitted wave decreases with respect to the incoming one. We find that density ratios of values larger than one are possible for density contrasts larger than 0.5, or more precisely, if the large density contrast is accompanied by an incidence angle that lies close to the Critical angle, \( \theta_C \). This is equivalent to an increase in the transmitted wave with respect to the incoming one.

Regarding the velocity parallel to the density jump, it is worth mentioning that, in contrast to \( v_y \), now \( v_x \) is not continuous across the CHB. The parallel velocity is given by Eq. (7). It is not difficult to see that the parallel velocity on the first medium at the boundary \( (x = 0) \) is \( 1 + R \) (incoming plus reflected) while for the second medium we have \( T/\rho_c \) (normalised to the incoming wave). Hence, the ratio of the parallel velocities in the second medium with respect to the first medium is simply \( 1/\rho_c \) (as \( 1 + R = T \)). The inverse of the density contrast is therefore a direct measure of the jump in the velocity parallel to the boundary.

Finally, we describe how a wavefront changes as it interacts with the interface. This deserves attention because observations can provide some information although in general the waves transmitted into the CH are very faint and difficult to track. The wave model presented here assumes purely harmonic sinusoidal waves (e.g., Eq. (5)), but real CW perturbations have a front of finite width. Nevertheless, we know that we can decompose the shape of the pulse in a superposition of plane waves using Fourier analysis and use the results derived in this work. From the theoretical point of view, every single wavenumber changes

![Fig. 9. Density perturbation ratio of the transmitted wave with respect to the incoming wave, \( \rho_1^x/\rho_1^y \), as a function of the incidence angle, \( \theta_i \), for different density contrasts, \( \rho_c \). The vertical dashed and dashed-dotted lines denote the Critical angle, \( \theta_C \), and the Brewster angle, \( \theta_B \), for the different density contrasts.](image)

![Fig. 10. Velocity perturbation ratio of the transmitted wave in the x-direction for the transmitted wave, \( v_x^T/v_x^i \), as a function of the incidence angle, \( \theta_i \), for different density contrasts, \( \rho_c \). The vertical dashed and dashed-dotted lines denote the Critical angle, \( \theta_C \), and the Brewster angle, \( \theta_B \), for the different density contrasts.](image)
from the first to the second medium. Using Eqs. (13) and (14) we have that

$$\frac{k_1}{k_2} = \frac{V_{A02}}{V_{A01}} = \sqrt{\frac{1}{\rho_2 c}}. \quad (54)$$

As all the wavenumbers of the pulse change in the same way, if we have an incident pulse with a typical spatial width of $\lambda_{inc}$ the transmitted pulse has a width of $\lambda_{trans}$ and both are related through

$$\frac{\lambda_{trans}}{\lambda_{inc}} = \sqrt{\frac{1}{\rho_2 c}}. \quad (55)$$

For CHs we have that $\rho_02 < \rho_01$ ($\rho_2 < 1$) and the width of the transmitted pulse is always larger than the one of the incident wave. Hence, the density contrast can be directly inferred from the information, if available, of the widths of the incoming and transmitted pulses using Eq. (55). Another path to determine the density contrast is given in Eq. (28) but using the information of the incidence and transmitted angles.

7. Discussion and conclusions

In this study we describe and analyse the geometrical properties of CW–CH interactions including an oblique incoming CW with respect to the CHB. Using linear MHD theory and considering a fast MHD wave approaching a region of low density at any angle we find remarkable features that are relevant to the interpretation of the observations. The results presented in this study are based on the reflection and transmission coefficients and allow us to comprehensively understand the details of the CW–CH interaction process.

The main theoretical results are summarised as follows:

1. The analytical expressions for the reflection and transmission coefficients (see Eqs. (22) and (23)) depend only on the incidence angle and the density contrast between the CH and its surroundings. These coefficients are used to calculate the wave energy flux, the phase differences, and the density and velocity amplitudes of the reflected and transmitted waves with respect to the incoming wave.

2. The Critical angle (see Eq. (24)) separates the region of the incoming wave into an area which does not allow energy transmission perpendicular to the interface and a second area that leads to energy transmission into the second medium (see Fig. 7). It is important to remark that even in the case of no wave energy transmission in the perpendicular direction there is wave energy in the second medium and also energy flux parallel to the boundary inside the CH, both exponentially decaying from the location of the interface.

3. We showed that an incidence angle that is equal to the Brewster angle (see Eq. (25)) implies perfect transmission which is equivalent to no reflection at all (see Fig. 8). Hence, a perpendicular incoming wave does not lead to the most efficient situation regarding energy transmission.

4. We find that the Phase inversion angle (see Eq. (29)), which corresponds to the phase shift $\pi/2$ of the reflected wave with respect to the incoming wave, separates the area below the Critical angle into two different regions (see Figs. 7 and 8). If the incidence angle is located within the range of $\theta_f < \theta_1 < \theta_C$, then the reflected wave propagates as an enhancement (if the incoming wave is an enhancement too). If the incidence angle is smaller than the Phase inversion angle, $\theta_f$, the reflected wave propagates as a depletion. All the three representative angles, $\theta_C$, $\theta_B$ and $\theta_f$ depend only on the density contrast in the present model.

5. We provide an analytical expression for the angle of the transmitted wave (see Eq. (27)) which depends on the density contrast and the incidence angle. This equation also gives us the possibility to calculate the density contrast in case measurements of incidence angle and transmitted angle can be provided (see Eq. (28)). As the density inside a CH is mostly unavailable, this result serves as an additional tool to estimate density contrasts of CHs and their surroundings.

6. We provide analytical expressions for the density and the velocity amplitudes of the reflected as well as the transmitted waves. We find that for large density contrast values in combination with incidence angles which lie close to the Critical angle, the density amplitude of the transmitted wave can be larger than that of the incoming wave.

7. We find that the smaller the value of the density contrast, the closer the Critical angle and the Brewster angle are to one another. This implies that for CHs with a low density a small change of the incidence angle is sufficient to turn a case of full transmission into a case of no transmission at all, which leads to important consequences regarding the interpretation of secondary waves in the observations.

8. As our model assumes a phase speed of $V_{A02} = V_{A01} \sqrt{\rho_2}$ in the second medium, we are able, using the information in point 5, to obtain the phase speed of the transmitted wave by providing the incidence angle, the transmitted angle, and the incoming phase speed.

9. In summary, an oblique incoming wave with respect to the density interface can lead to five different cases (assuming the incoming wave is an enhancement, see Fig. 11).

We must bear in mind that an actual CW that interacts with a CH is an entire wave front and leads to a whole collection of reflected waves, and therefore the secondary waves have to be considered as the superposition of different secondary waves. However, in order to understand this process it is crucial to first understand the properties of single reflections and transmissions, which is the aim of this study.

Several of the results obtained in this study show surprising behaviour regarding the interpretations of secondary waves, such as the distinction between the depletions and enhancements of the reflected waves which are usually interpreted as pure dimmings, and hence as density depletions in the observations. Another remarkable result is the fact that the density amplitudes of the transmitted wave can be larger than the incoming ones in certain cases. These results might lead to a new interpretation of
already studied events and have the potential to partially explain ambiguous CW parameters.

Another noteworthy result is the fact that the shape of perturbation for a reflected wave does not change due to the interaction at the interface between the two media. The reflected wave exhibits the same shape just with a different global amplitude and phase. Nevertheless, for the transmitted wave, travelling always at a faster speed than the incoming wave, the width of the perturbation increases by a factor of $1/\sqrt{\rho}$ and is independent of the incidence angle.

As we use a linear theory to derive our theoretical results, it is also important to mention that the intensity/density enhancements in our model correspond to shocks in the non-linear regime while a depletion corresponds to a rarefaction, which is essential when it comes to the interpretation of observational results.

The model considers an idealised case of CW–CH interaction including a simplified shape of the CH, zero gas pressure, a sharp gradient representing the interface between the two media and a homogeneous magnetic field. On the one hand, this simplification allows us to derive analytical expressions for CW parameters which can serve as a fast and useful tool for calculating density contrasts as well as phase speeds and other properties of secondary waves. On the other hand, the comparison between these analytical expressions derived from a linear theory and the simulation results of weakly non-linear MHD waves, described in Piantschitsch et al. (2020), shows good agreement and therefore validates the approach followed in this study.

In order to consider a more complex CW–CH interaction model, including more realistic parameters and whole wave fronts in 2D, one has to perform MHD simulations which will be addressed in future studies alongside comparisons to observational data of CW–CH interaction events.

The results presented in this work can be visualised using a newly developed tool that the user can find online. This JavaScript code allows the user to modify the main input parameters which are the density contrast of the CH and the incidence angle of the CW. The main output is a movie of the incoming, the reflected and the transmitted wave (if any) along with the corresponding amplitudes, wavelengths and propagation speeds. It is worth mentioning that in the Javascript code the incoming wave is assumed to have a Gaussian shape instead of a sinusoidal function. In a realistic situation there are observational indications that the incoming wave is close to a single pulse and not a periodic structure as is assumed in the analytical part of the present work. However, a spatially localised perturbation like a Gaussian can be interpreted as a superposition and/or combination of different plane harmonic waves. Due to the fact that the dispersion relation is independent of the wavenumber, all the wavelengths that form part of the pulse travel at the same speed and the pulse has a constant shape when travelling in the same medium. Therefore, all the wavelengths contained in the pulse width show the same phase difference when they are reflected at the interface. This means that the pulse will change its amplitude (becoming negative depending on the parameters) during the reflection but the shape is maintained. This behaviour is visualised using the online tool created for this purpose.
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Appendix A: Proof for the equivalence of Brewster angle definitions

In the literature, in particular in the field of optics, the Brewster angle is defined by zero reflection ($R = 0$) in some contexts. In other contexts, the assumption that the sum of the Brewster angle, $\theta_B$, and its transmitted angle, $\theta_T$, is equal to 90° is used to characterise the Brewster angle. However, the theoretical justification that these definitions are equivalent to each other is not straightforward and for this reason we use the definition of the Brewster angle in this paper (see Eq. (25)) to outline the basic steps of the according proof here.

In the following we assume that the incidence angle, $\theta_I$, and the Brewster angle, $\theta_B$, are above the Critical angle to have transmission, while the transmitted angle, $\theta_T$, lies between 0° and 90°. Therefore the function $f(\theta_I, \rho_c)$ is always real (see Eq. (17)).

We start with the relation of the sum of the Brewster and transmitted angle and we want to prove that $R = 0$. Therefore, $\theta_T + \theta_B = 90°$, (A.1) which is equivalent to,

$$\cos(\theta_T + \theta_B) = 0.$$  
(A.2)

Using the addition formula for the cosine we have,

$$\cos \theta_B \cos \theta_T = \sin \theta_B \sin \theta_T.$$  
(A.3)

We use the definition of Brewster (Eq. (25)) and transmitted angle (Eq. (27)) on the left-hand side and the Pythagorean trigonometric identity on the right-hand side

$$\sqrt{\frac{\rho_c}{1 + \rho_c}} \cos \theta_T = \sqrt{1 - \cos^2 \theta_B} \sqrt{1 - \cos^2 \theta_T},$$  
(A.4)

and using again the definitions of the angles but now on the right-hand side we have

$$\sqrt{\frac{1 + \rho_c}{1 - \rho_c}} \cos \theta_T = \sqrt{1 + \rho_c} \sqrt{1 - \frac{1}{\rho_c} \cos^2 \theta_T}.$$  
(A.5)

Cancelling multiplicative constants leads to

$$\cos \theta_T = \sqrt{1 - \frac{1}{\rho_c} \cos^2 \theta_T},$$  
(A.6)

and taking the square on both sides

$$\cos^2 \theta_T = 1 - \frac{1}{\rho_c} \cos^2 \theta_T,$$  
(A.7)

which is rewritten as

$$\left(1 - \frac{1}{\rho_c}\right) \cos^2 \theta_T = 1.$$  
(A.8)

This is an important step: we multiply the previous equation by $\left(1 - \frac{1}{\rho_c}\right)$, assuming that $\rho_c \neq 0$, and we have

$$\left(1 - \frac{1}{\rho_c}\right) \cos^2 \theta_T = 1 - \frac{1}{\rho_c},$$  
(A.9)

obtaining

$$\cos^2 \theta_T = \frac{1}{\rho_c} \cos^2 \theta_T = 1 - \frac{1}{\rho_c},$$  
(A.10)

which is rewritten as

$$\frac{1}{\rho_c} - \frac{1}{\rho_c} \cos^2 \theta_T = 1 - \cos^2 \theta_T.$$  
(A.11)

We use again the Pythagorean trigonometric identity on the right-hand side,

$$\frac{1}{\rho_c} \left(\rho_c - \cos^2 \theta_T\right) = \sin^2 \theta_T,$$  
(A.12)

and we take the square root

$$\frac{1}{\rho_c} \sqrt{\rho_c - \cos^2 \theta_T} = \sin \theta_T.$$  
(A.13)

This last equation is rewritten as

$$\sin \theta_T - \frac{1}{\rho_c} \sqrt{\rho_c - \cos^2 \theta_T} = 0,$$  
(A.14)

which is equivalent to (see Eq. (22))

$$R = 0.$$  
(A.15)

This is the result we wanted to prove. The steps performed in this proof are valid in the reverse direction too, demonstrating the equivalence of the two assertions.

Appendix B: Proof for the energy conservation in the energy flux

We briefly give the proof of energy conservation in energy flux perpendicular to the interface. We write Eqs. (20) and (21) as

$$1 + R = T,$$  
(B.1)

$$1 - R = \frac{k_{x2}}{k_{x1}} \frac{1}{\rho_c} T.$$  
(B.2)

The complex conjugate of (B.2) is

$$1 - R^* = \left(\frac{k_{x2}}{k_{x1}} \frac{1}{\rho_c}\right)^* T^*.$$  
(B.3)

We multiply (B.1) by (B.3) to obtain

$$1 + R - |R|^2 = \frac{k_{x2}}{k_{x1}} \frac{1}{\rho_c} |T|^2.$$  
(B.4)

The imaginary part of (B.4) leads to the following equation

$$\Im[R] = \frac{1}{2k_{x1} \rho_c} \Im \left[k_{x2}\right] |T|^2,$$  
(B.5)

while the real part is

$$1 - |R|^2 = \frac{1}{k_{x1} \rho_c} \Re \left[k_{x2}\right] |T|^2,$$  
(B.6)

where $\Re[z]$ is the real part of the complex number $z$ and $\Im[z]$ the imaginary part. Substituting the expressions for the horizontal wavenumbers Eqs. (12) and (16) into (B.6) we finally obtain

$$\Im[R] = \frac{1}{2\rho_c} \Im \left[f(\theta_I, \rho_c)\right] |T|^2,$$  
(B.7)

and

$$1 - |R|^2 = \frac{1}{\rho_c} \sin \theta_I \left[ f(\theta_I, \rho_c) \right] |T|^2.$$  
(B.8)

Using the definitions for $R_{ex}$ and $T_{ex}$ (Eqs. (35) and (36)) the last equation leads to the energy flux conservation in Eq. (37).

$$R_{ex} + T_{ex} = 1.$$  
(B.9)